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SECTION 1 - INTRODUCTION 
This report presents a survey of the work done by the Atti-
tude Determination and Control Section (ADCS) at the National 
Aeronautics and Space Administration/Goddard Space Flight 
Center (NASA/GSFC) in analyzing and evaluating the perform-
ance of infrared (IR) horizon sensors. A review of some of 
the IR sensor flight experience and Earth IR radiance model-
ing analysis prior to 1970 1S also included. The missions 
supported by the ADCS cover the period from 1973 to 1984 and 
encompass numerous aspects of modeling the response of IR 
horizon sensors to the Earth's IR horizon as they were ap-
plied on various spacecraft attitude systems supported by 
the ADCS. These missions include 
• Atmosphere Explorer (AE)-3 
• Small Astronomy Satellite (SAS)-3 
• Seasat 
• Applications Explorer Mission (AEM)/Stratospheric 
Aerosol Gas Experiment (SAGE) 
• Magsat 
o Geostationary Operational Environmental Satellite 
(GOES)-5 
o Dynamics Explorer (DE)-l and -2 
• Earth Radiation Budget Satellite (ERBS) 
Analysis of IR sensors on missions not directly under the 
operational support of the ADCS is reported for 
o Television Infrared Observation Satellite (TIROS)-N/ 
National Oceanic and Atmospheric Administration 
(NOAA)-7 
• Solar Mesosphere Explorer (SME) 
• Landsat-4 
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The role of the ADCS for these missions was to evaluate the 
attitude determination performance characteristics of a pro-
posed spacecraft attitude sensinq system; understand the 
performance of the attitude sensors as it relates to the 
attitude determination accuracy requirements placed by the 
spacecraft attitude control system and by the spacecraft 
data users; process attitude sensor data to monitor space-
craft health and safety; and support the open-loop control 
of the spacecraft. Some missions required extensive ground 
processinq of attitude sensor data to provide refined atti-
tude solutions for use in science data reduction. In 
particular, IR sensor data were analyzed to understand the 
characteristics of these sensors and to evaluate the effects 
they may have on spacecraft control system performance and 
on the ultimate accuracy achievable in the attitude deter-
mination process. The results of this analysis were then 
directed toward establishing attitude data processinq 
methods to enhance the accuracy of the attitude solutions. 
There has, therefore, been a continuinq interest in analyz-
inq IR sensinq systems and in refininq the performance anal-
ysis throuqh fliqht experience with these systems. 
1.1 SURVEY OF PAST SUPPORT 
During the first portion of the period from 1973 to 1984, 
the ADCS developed attitude qround support software (AGSS) 
to support the AE-3, -4, and -5 and SAS-3 missions. The 
software was used to process attitude sensor data to deter-
mine near-real-time and definitive attitudes. This support 
involved prelaunch sensor performance analysis of align-
ments, biases, telemetry diqitization, and projected noise 
levels. Analysis concentrated on developing an autocorrela-
tion techaique for fittinq data subject to anticipated dy-
namics problems. It did not include detailed modeling of 
the bolometer optics or electronics, or variations in the 
Earth's IR radiation. The postlaunch evaluation was 
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primarily concerned with the analysis of flight data charac-
teristics and anomalies. In particular, the analysis of 
AE-3 wheel-mounted horizon sensor and body-mounted horizon 
sensor data led to the correction of te1emetered sensor data 
for substantial errors (~O.5 degree) induced by sensor 
alignment and measurement bias errors. The analysis of the 
SAS-3 Scanwheell data was performed in conjunction with an 
attitude reference from star tracker data; it illustrated 
anomalies characteristic of sensitivity to temperature and 
calibration nonlinearities. 
From these data, it became apparent that the IR sensors were 
not meeting specifications. Beginning with the Seasat mis-
sion support in 1976, an effort was initiated to understand 
the detailed performance of a specific IR scanner system. 
The goal was to determine, prior to launch, the performance 
accuracy of the dua1-Scanwhee1 system to be used on Seasat. 
The analysis was performed by Computer Sciences Corporation 
(CSC) with assistance from Lockheed Missiles and Spacecraft 
Company (LMSC) (the Seasat contractor) and ITHACO, Inc. (the 
manufacturer of the Scanwheel and the Seasat magnetic atti-
tude control system). The analysis used an IR model of the 
Earth generated specifically for the Seasat Scanwheel IR 
passband by LMSC. A program was developed that simulated 
the optics and electronics of the Scanwhee1 in the flight 
geometry and produced analog pitch and roll output. The 
signal processing electronics was modeled with a linear 
analysis method using details supplied by ITHACO. Some 
aspects of this prelaunch analysis were subsequently 
verified by post-launch analysis using Scanwheel flight data. 
Similar analyses were performed for the AEM/Heat Capacity 
Mapping Mission (HCMM) , AEM/SAGE, and Magsat (1977 to 1979) 
using the Earth radiance model developed for Seasat but with 
lScanwhee1 is a registered trade name of ITHACO, Inc. 
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the electronics and geometry models specific to each mis-
sion. Of these three missions, only Magsat data were ana-
lyzed with some rigor by comparing Scanwheel data with data 
from the fixed-head star tracker (FHST) as a reference. For 
AEM/SAGE, the prelaunch analysis consisted of studying the 
performance of a locator logic using signals from the dual-
flake bolometer sensor. Postlaunch analysis of a Sun-
interference-induced attitude control anomaly provided an 
unexpected result: the dual-flake locator was coupled to a 
slightly underdamped response in the Scanwheel signal 
processing electronics. 
Following the Magsat analysis, the ADCS, with CSC support, 
initiated analyses to produce an IR horizon radiance model 
tailored more specifically to the properties of the individ-
ual IR sensor passbands. To achieve this goal, Earth tem-
perature profile data averaged over longitudes were used as 
input to the LOWTRAN 5 program to produce Earth IR radiation 
spectra from 8 to 22 micrometers at 51 different viewing 
angles from a point in space (the presumed location of the 
IR sensors). The integrity of this Earth radiance modeling 
procedure was evaluated by comparing the simulated results 
with Nimbus-7 LIMS (Limb Infrared Monitor of the strato-
sphere) data. Additional work performed since 1980 includes 
detailed ray tracing through the IR scanner optics to obtain 
a more precise understanding of field-of-view (FOV) effects 
for the in-flight system and the system ground calibration 
configuration. The resulting data were used to evaluate the 
ERBS IR scanners prior to launch. 
In addition to the analyses described above, efforts were 
made to analyze sensor performance from flight data for DE-l 
and GOES-5, each of which were spinning spacecraft using 
body-mounted IR horizon sensors. An analysis was also per-
formed to predict the response of the Barnes Engineering 
Company Earth Sensor Assembly (ESA) using the Earth radiance 
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model tailored to the ESA's IR passband. This report 
presents a comparison of those results with similar results 
obtained by Barnes Engineering Company. An analysis to re-
fine attitude measurements on the 5ME spacecraft was per-
formed by personnel at the University of Colorado under 
contract to NASA/GSFC, and a summary of their final report 
is also presented here. Although Landsat-4 attitude support 
was not the direct responsibility of the ADCS, an analysis 
of the flight performance of the conical IR scanners flown 
on Landsat-4 was performed by the ADCS with the support of 
General Software Corporation (GSC). This analysis used the 
Landsat-4 onboard solutions derived from FHSTs and inertial 
reference units (IRUs) as a reference for the analysis of 
the scanner data. 
1.2 IR HORIZON SENSOR HARDWARE 
The analysis and experience reported in this document is 
concerned primarily with scanning horizon sensors and varia-
tions on Earth detection methods within that class of 
sensor. (The only analysis related to the edge-tracking 
method is for TIROS-N/NOAA-7.) There are three types of 
sensors in the scanner class: sensors with FOVs that scan 
by means of spacecraft spin motion (AE-3, GOES-5, DE-l, and 
SME); sensors that scan through mirrors or germanium prism 
lenses that rotate in conjunction with reaction and angular 
momentum control wheels (AE-3, SAS-3, Seasat, AEM/SAGE, 
Magsat, DE-2, and ERBS); and sensors that scan by constant-
speed motors independent of the attitude control loop 
(Landsat-4) • 
All IR sensors view the Earth IR spectrum in a passband 
centered on 15 micrometers. This portion of the Earth's IR 
spectrum as viewed from outer space is dominated by carbon 
dioxide (C02) absorption bands, and a major portion of the 
radiation emitted at 15 micrometers originates from altitudes 
1-5 
above the Earth's troposphere. The IR intensity of the 
Earth in this region is relatively constant, with minimal 
dependence on the conditions of the atmosphere below the 
tropopause or on the temperature of the Earth's surface. 
Figure 1-1 illustrates this point, showing the degree to 
which the Earth IR intensity changes as a function of lati-
tude for regions above and below the IS-micrometer CO2 
absorption band. The degree to which the center of the 
Earth IR image can be used as an attitude reference depends 
on the stability of the sensed IR horizon. This in turn is 
a function of the width of the IR passband, the design of 
the bolometer Earth-pulse-processing electronics, and the 
method used to detect the Earth edges using this pulse (re-
ferred to as the horizon locator logic). 
Table 1-1 lists the IR sensor configurations and Earth 
horizon detection methods that have been the subject of 
analyses performed by the ADCS. Figure 1-2 illustrates the 
passbands for most of the missions considered in this re-
port, including some examples from sensors on earlier Nimbus 
and Landsat spacecraft. It can be seen that those sensors 
with transmittance extending below 14 micrometers and above 
16 micrometers will have significant input signal variation 
when scanning from warm to cold regions on the Earth, such 
as represented by the spectra in Figure 1-1. Conversely, 
the signal from the narrower passbands will have less varia-
tion. The instantaneous signal-to-noise ratio of the nar-
rower passband sensors will, however, be lower. 
The effects of input signal noise on the attitude measure-
ment are determined by the signal processing electronics, 
the details of which depend on the scan rate and locator 
logic design. For a high scan rate, the circuits must be 
fast with equivalent increases in electronic bandwidth. For 
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Table 1-1. Earth Sensor Specifications for the Twelve Missions 
PASSBAND FIELD OF SCAN HALF-
MISSION/DATE DETECTOR TYPE(S' LOCATOR TYPE 10% RISING TO VIEW" SCAN RATE CONE ANGLE 10%FAWNG I~ Irpm' Id_, 1m ......... ' 
AE-3/1173 DUAL WHEEL-MOUNTED HORIZON SENSORS FIXED THRESHOLD 25% OF 13.17 TO 18 77 2.& x 2.& SQUARE 180 TO 3001 107,118 
DUAL-FLAKE THERMISTOR EXPECTED PEAK 
ROTAnNG WHEEL-MOUNTED MIRROR 
-----------------_ .. ------------------------------ ------------------------------- ---.. ------------- ---------------------- -----.. ------- ... --.. _-... _------
TWO REDUNDANT BODY-MOUNTED FIXED THRESHOLD 25% OF 12.3 TO 1877 2.& x 2 & SQUARE 4 110 
HORIZON SENSORS EXPECTED PEAK 
SAS-3I197& SINGLE SCANWHEEL FIXED THRESHOLD 12.3 TO 177 2 x 2 SQUARE 1400 TO 1800 45 
DUAL-FLAKE THERMISTOR 
ROTAnNG GERMANIUM PRISM LENS 
SEASAT 11878 DUAL SCANWHEELS NORMALIZED THRESHOLD 13.3 TO 174 2 x 2 SQUARE 700 TO 11110 45,13& 
SINGLE-FLAKE THERMISTOR .40% OF AVERAGE BETWEEN &0 AND 11° FROM 
ROTAnNG GERMANIUM PRISM LENS AOSAND LOS 
nROS-NI EDGE-TRACKING METHOD DIRECT-CURRENT 138 TO 180 FOUR EQUILATERAL STAnC 
NOAA-7/1878 FOUR ARRAYS OF FOUR DIFFERENCES BETWEEN TRIANGLES, • ON A OPPOSING THERMOPILE SIDE 
SIX JUNcnON THERMOPILES ARRAYS 
AEM/SAGE/l878 DUAL SCANWHEELS FIXED THRESHOLD "ANDed" 12.3 TO 177 2 x 2 SQUARE 825,18001:40 45,4& 
DUAL-FLAKE THERMISTOR FLAKE SIGNALS, 33% OF EXPECTED PEAK 
ROTAnNG GERMANIUM PRISM LENS 
MAGSAT/l878 SINGLE SCANWHEEL FIXED THRESHOLD "ANDed" 12.3 TO 174 2 x 2 SQUARE 1&110 4& 
DUAL-FLAKE THERMISTOR FLAKE SIGNALS, 2&% OF EXPECTED PEAK 
ROTAnNG GERMANIUM PRISM LENS 
GOEs.&/l.l DUAL BODY-MOUNTED HORIZON SENSORS NORMALIZED THRESHOLD 14 TO 18 1.5 x 1 & SQUARE 88.2 8&,8& 
SINGLE-FLAKE THERMISTOR &0% OF PEAK EARTH PULSE 
DE-l/l.l DUAL BODY-MOUNTED HORIZON SENSORS NORMAUZED THRESHOLD 1317 TO 1877 2 & x 2 & SQUARE 10 81,81 
SINGLE-FLAKE THERMISTOR ON THE DERIVAnVE OF THE EARTH PULSE, &0% OF PEAK 
------------------ ------------------------------------------------ --.... ---- ... ---- ---------------
DE-2/1.1 TWO REDUNDANT WHEEL-MOUNTED 7&0 AND 1 &110 130 
HORIZON SENSORS 
SINGLE-FLAKE THERMISTOR 
ROTATING WHEEL-MOUNTED MIRROR 
SME/l.l DUAL BODY-MOUNTED HORIZON SENSORS NORMAUZED DERI'IAnVE 134TO 187 07 x 07 SQUARE & &5,12& 
SINGLE-FLAKE THERMISTOR OF THE EARTH PULSE. &0% OF DERIVAnVE PULSE, 
AVERAGE OF THE ASCENO-
ING AND DESCENDING 
&0% POINTS 
LANDSAT-4/19112 DUAL CONICAL SCANNERS NORMAUZED DERIVAnVE 140 TO 181 11 x llSQUARE 120 45 
SINGLE-FLAKE THERMISTOR OF THE EARTH PULSE. &0% OF DERIVAnVE PULSE. 
ROTAnNG GERMANIUM PRISM LENS AVERAGE OF THE ASCEND-
ING AND DESCENDING 
&0% POINTS 
ERBSI1884 DUAL SCANWHEELS NORMAUZED THRESHOLD 140 TO 181 1 13 x 1 13 SQUARE 2OIIO±&IIO 45 
SINGLE-FLAKE THERMISTOR @ 40% OF AVERAGE BETWEEN 20" AND 2&" AOS. 
ROTAnNG GERMANIUM PRISM LENS 15° AND 20° LOS 
·UNDISTORTED FOV WITHOUT THE EFFECT OF THE PRISM. WHERE APPUCABLE 
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Figure 1-2. Normalized IR Horizon Sensor Spectral Response Function for Ten Missions 
a slow scan rate, such as those for the body-mounted IR 
horizon sensors and constant 100-rpm conical scanners of 
Landsat, designs with narrower, more highly tuned electronic 
passbands can be used. 
Two types of horizon locator logic dominate the missions 
discussed in this report: fixed and normalized threshold. 
Fixed threshold locator logic from a single flake uses a 
processed Earth pulse or its derivative as the sensed sig-
nal. When the signal level or its derivative exceeds a 
fixed reference voltage on the rising portion of the pulse, 
the Earth acquisition-of-signal (AOS) detection pulse is 
generated and a logic pulse is started. When the signal 
level falls below a fixed reference voltage, an Earth loss-
of-signal (LOS) pulse is generated and the logic pulse is 
stopped. On the other hand, fixed threshold locator logic 
from a pair of bolometer flakes scanning through the same 
optics in near-coincident scan cones uses the logic pulse 
from each flake in an "ANDed" logic gate. The output logic 
pulse width is the minimum output from the latest AOS thres-
hold to the earliest LOS threshold from the two-flake combi-
nation. Fixed threshold sensors are primarily sensitive to 
variations in the brightness of the Earth horizon as it is 
defined by the flight geometry and the angular size of the 
FOV. 
Normalized threshold locator logic can be applied to either 
the slightly integrated Earth pulse or its derivative. This 
method uses a sample-and-hold circuit or its equivalent to 
automatically adjust the threshold voltage. Numerous nor-
malized threshold determination procedures are possible. 
The threshold voltage is determined as a percentage of the 
average value of the peak Earth pulse, of the Earth pulse 
sampled between two preset scan angles relative to AOS or 
LOS, or of the peak derivative of the AOS or LOS Earth pulse 
edge. 
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1.3 DOCUMENT OVERVIEW 
The remainder of this document provides a discussion of the 
three main aspects of IR horizon sensor modeling: Earth IR 
radiation modeling, sensor optical and electronics modeling 
to simulate attitude errors, and mission experience. 
section 2 discusses various models of the Earth's IR radia-
tion, including (1) a review of the IR horizon sensor exper-
ience during the 1960s~ (2) t~e results of Earth IR radiance 
simulation studies by Honeywell, Inc., and the experimental 
results obtained from Project Scanner~ (3) the LMSC simula-
tion of an Earth radiance model for the Seasat mission~ 
(4) a esc model independent of the passband of a specific IR 
sensor~ and (5) the experimental results of the Nimbus-6 and 
-7 limb observations in the IR region of interest. 
Section 3 provides an overview of the Horizon Radiance 
Modeling Utility, which is the software used by esc to model 
the IR sensor optics and electronics processing for most of 
the missions discussed in this report. Section 3 also dis-
cusses the detailed optics modeling, as well as the sensi-
tivity of this software to changes in the electronics and 
locator logic parameters. 
Section 4 discusses 12 different missions, grouped according 
to sensor type. Each subsection includes a description of 
the basic mission configuration as it relates to attitude 
sensors~ predicted and mission data analysis, if available~ 
and an overall summary of results for that particular 
mission. 
Section 5 summarizes the experience as it relates to IR sen-
sors and recommends future directions for this work. 
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SECTION 2 - EARTH RADIATION MODELS 
The performance of IR sensors in spacecraft attitude 
determination and the accuracy of the achievable results 
depend heavily on the level of understanding of the Earth's 
IR radiation profiles and the Earth edge-detection technol-
ogy. The performance of the IR sensor is degraded consider-
ably, for example, if the sensor system is picking up 
radiation over a larger portion of the electromagnetic spec-
trum than that included in the modeling of the sensor. Sim-
ilarly, the results are affected if the sensor modeling 
assumed a pattern of Earth IR radiation profiles contrary to 
realistic situations. This section reviews the work per-
formed in developing models of the Earth IR radiation pro-
files for use with the IR sensors over the last two decades 
by various groups. 
By 1973, the timeframe of the earlier missions discussed in 
this report, significant progress had been made in under-
standing the nature of the problem of spacecraft attitude 
determination using IR sensors. A survey of the experience 
obtained with IR sensors on the Mercury, Vela, Orbiting 
Geophysical Observatory (OGO) , and Gemini spacecraft (Refer-
ence 1) established guidelines for the design, implementa-
tion, preflight testing, and limitations of IR sensors. 
Theoretical research performed under contract to NASAl 
Langley Research Center (LRC) by personnel at Honeywell 
Inc., GCA Corporation, and Florida State university estab-
lished an analytical method for synthesizing Earth IR radi-
ance profiles for the IS-micrometer CO2 band from 
meteorological input data (Reference 2). This method was 
then used to establish the existence of systematic radiance 
profile variations over latitude and season. The work per-
formed under contract to LRC by Honeywell and GCA (Refer-
ence 3) suggested that the profile intensities had a direct 
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dependence on the atmospheric temperature at the 10-millibar 
(mbar) altitude (32 kilometers) and the lapse rates (the 
rate of drop in temperature with altitude) at the 
SOO-millibar (16 kilometers) and 50-millibar (22 kilometers) 
altitudes. 
To test the theoretical approach for synthesizing radiance 
profiles established in Reference 2, an experiment was con-
ducted in 1966 to make direct measurements of the horizon 
radiance profiles of North America. The experiment, named 
Project Scanner, consisted of two suborbital rocket flights 
in August and December 1966 that measured profiles from the 
atmosphere under summer and winter conditions, respectively 
(References 4 and 5). The conclusion of the experiment was 
that the theoretical approach established for IS-micrometer 
profile synthesis was adequate and in agreement with the 
experimental measurements of the atmosphere for summer con-
ditions. The theoretical approach was determined inade-
quate, however, for a reliable synthesis of profiles under 
winter conditions. The high degree of horizontal nonuni-
formity in the atmosphere, in the mid to high latitudes dur-
ing winter, was counter to the assumptions of homogeneity in 
the theory. 
An estimate of the upper limit of horizon sensing accuracy 
achievable by IR horizon sensors, based on the experimental 
and theoretical works performed by and for LRC, is presented 
in Reference 6. This paper concludes that, for a hypotheti-
cally perfect (no sensor errors) dual IR sensing system 
operating with an IR passband between 14.0 and 16.3 microme-
ters at an altitude of 540 kilometers, a potential attitude 
accuracy of 0.033 degree (10) is achievable. The estimate 
is based on the assumption that an oblateness-like correc-
tion to the horizon sensor measurement has been applied to 
compensate for the variability of the sensed horizon. The 
performance is quoted for a hypothetical edge-tracking 
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sensor with a threshold determined by a limit on the inte-
gral of a normalized radiance profile. This corresponds to 
located horizon altitude uncertainty of 1.S kilometers for a 
dual-scan sensor and is reported as being the limit of sens-
ing accuracy using horizon radiance models to derive the 
oblateness-like horizon altitude variation compensation 
function. 
When GSFC initiated attitude support for the Seasat mission, 
CSC began to estimate the flight performance accuracy of the 
Seasat IR sensing system (Reference 7). In support of the 
effort to establish the oblateness-like compensation func-
tion, LMSC developed a global set of radiance profiles for 
the Seasat IR scanner passband. The LMSC method (Refer-
ence 8) was similar to that of Reference 2, with the excep-
tion that two atmospheric constituents, ozone and water 
vapor, were added. This was done to accommodate the wider 
IR passband of the Seasat scanner, whose IR sensitivity ex-
tended beyond the edges of the well-defined IS-micrometer 
CO 2 absorption band. The CSC study included a simulation 
of the IR scanner Earth-sensing flight geometry, the scanner 
FOV integration over the LMSC Earth IR radiance model, and 
the IR scanner signal processing and locator logic. This 
analysis (Reference 9) concluded that sensitivity to varia-
tions in the ozone and water vapor densities were insignifi-
cant, but that scanner flight performance would be degraded 
significantly due to its sensitivity to cold clouds. 
The Earth IR profiles provided by LMSC were later used to 
evaluate IR sensor performance and postlaunch IR sensor data 
correction on the AEM/HCMM, AEM/SAGE, Magsat, and DE-2 mis-
sions, even though the IR passbands for these missions were 
different from those used in the LMSC profiles. In 1980, 
CSC, under contract to GSFC, initiated an effort to estab-
lish the capability of computing the systematic seasonal and 
latitudinal horizon radiance corrections for IR scanners with 
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passbands different from those of Seasat. To accomplish 
this, the LOWTRAN 5 Atmospheric Transmittance/Radiance Com-
putation Code (Reference 10) was adopted, along with a world 
average of radiosonde observation (RAOBS) data (Refer-
ence 11), as the climatological input to the LOWTRAN 5 
program. 
The new procedure was first applied to ERBS attitude data 
processing. Prior to this, however, an analysis was per-
formed to check the procedure by direct comparison of 
RAOBS-1972/LOWTRAN 5 qenerated profiles with profiles from 
the Nimbus-7/LIMS experiment. This work was performed under 
contract to GSFC by CSC and its subcontractor GSC (Refer-
ence 12). In addition, analyses of horizon-radiance-induced 
attitude errors for the SME and Landsat-4 spacecraft were 
performed under contract to GSFC by personnel at the Univer-
sity of Colorado Laboratory for Atmospheric and Space 
Physics (LASP) and GSC, respectively (References 13 and 13a). 
The following sections provide a more detailed description 
of the work just surveyed. The intent is to provide a high 
level of understandinq of the evolution of horizon sensor 
attitude determination technology. The analysis related to 
various models of the Earth IR profiles, the characteristics 
of the profiles with regard to their seasonal and geographi-
cal systematic variations, and the characteristics of the 
random (nonsystematic) variations in these profiles are 
discussed. 
2.1 EARLY EXPERIENCE WITH IR SENSORS 
Reference 1 presents the experience with spacecraft attitude 
IR sensors up to 1969. IR sensors used during that period 
can be divided into three basic classes: scanners, edge 
trackers, and radiance balancers. The early sensors used 
germanium optical elements that transmit IR radiation in the 
interval from 1.8 to 20 micrometers. The sensors on the 
Mercury vehicles were conical with wide IR passbands of the 
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germanium optics and used a fixed percentage of the peak 
signal for threshold determination. Consequently, these 
sensors were sensitive to IR radiation from the Earth's sur-
face and the atmosphere. The Earth pulse amplitude was pri-
marily dependent on Earth surface temperatures and on the 
temperature of opaque clouds that came into the sensor FOV. 
This susceptibility to clouds initially caused attitude er-
rors as high as 35 degrees. These errors were subsequently 
reduced by lowering the detector threshold to a minimum 
value consistent with the detector noise. The Mercury sen-
sors were also affected by solar IR radiation entering along 
a direct path into the FOV at the full intensity, this satu-
rating the sensor electronics. Interference also occurred 
at sunset, when the Sun pulse amplitude was low enough to be 
confused with the Earth pulse, and along an indirect re-
flected path from the Earth IR albedo. This effect occurred 
because Earth-reflected IR radiation was greater than ex-
pected at the shorter wavelengths below 7 micrometers. The 
Mercury sensors were also susceptible to electromagnetic in-
terference (EMI) caused by inadvertently mounting the sensor 
heads in the ground plane of the spacecraft antennas. 
Because of the early Mercury experience, conical scanner 
development proceeded with the following improvements: 
• The spectral passband was shifted to above 14 mi-
crometers to reduce Earth temperature effects and 
reduce solar IR radiation by a factor of 100. 
The aperture was increased and the number of opti-
cal elements was reduced to reduce absorption. 
• The angular width of the detector FOV was reduced 
in the scan direction to increase the accuracy in 
this direction. 
• Hyperimmersed thermistor bolometers were incorpo-
rated to improve optical gain. 
2-5 
• preamplifier designs were improved to reduce noise. 
• Low-speed motors were used instead of high-speed 
motor gear reduction drives with wick lubrication 
and labyrinth shields, to restrict lubricant evapo-
ration and reduce optical element contamination. 
• EMI filtering was incorporated. 
• High-reliability components were incorporated. 
• Sun sensing and compensation to reduce Sun inter-
ference errors were incorporated into some sensors. 
The Vela satellite incorporated a scanning horizon sensor 
viewing the Earth through an oscillating mirror. The spec-
tral passband for this sensor was between 13.2 and 22 mi-
crometers, and thus sensitivity to clouds for that 
spacecraft was not a problem. Sun interference was a 
problem, however, occurring when the Sun was near the scan 
path where the Sun pulse was comparable to the Earth pulse. 
The problem was alleviated by predicting the location of 
solar interference and inhibiting the sensor output to the 
spacecraft control system during that period. Other prob-
lems with internal reflection of IR radiation in the lens 
barrel necessitated a redesign of the barrel to increase 
attenuation of reflected radiation. 
After some testing of the edge-tracking sensors for the OGO 
satellite, and a blocked sensor FOV due to the failed de-
ployment of an experiment boom on the first OGO mission, 
flight data were obtained from the edge tracker in the sec-
ond OGO mission. During the OGO-2 mission, the edge-
tracking sensor tracked the edges of clouds drifting into 
the FOV, stimulating excessive attitude control activity and 
depleting the intended I-year supply of reaction control 
fuel in 10 days. This problem was not anticipated before 
the flight because of insufficient dynamic simulation of 
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clouds drifting through the FOV. The problem was corrected 
by blocking the input IR radiation below 13 micrometers and 
biasing the edge-tracking dither toward space. Dynamic sim-
ulation of clouds verified the approach, and subsequent OGO 
flights did not experience this problem. It was also dis-
covered during redesign and testing after OGO-2 that Sun 
interference could occur when the Sun was 1.6 degrees from 
the scan plane, causing similar problems with thruster fuel 
depletion. The problem was prevented by increasing the scan 
plane offset to 5.8 degrees from the Sun. On the flight of 
OGO-4, the IR sensors tracked moonrise, but the reaction 
control jets had been disabled at that time and the vehicle 
did not track the Moon. 
It was therefore recommended (Reference 1) that sensing be 
limited to the IS-micrometer CO 2 absorption band; the num-
ber of moving parts be limited; and procedures for avoiding 
Sun and Moon interference, ~hermal runaway of thermistor 
bolometers, optical ghosts, and EMI be developed. The re-
port also pointed out that the relationship between the de-
tected Earth horizon and the hard Earth horizon depends on 
the detection technique. This is a key point in understand-
ing the procedures to derive the oblateness-like corrections 
for systematic horizon radiance variations for a specific 
sensing system. For example, the Earth horizon radiance 
profiles vary in shape and intensity with latitude and sea-
son. The accuracy of estimating the effect of these varia-
tions on the sensor output depends on the theory of 
radiation transfer, the Earth atmospheric physical parame-
ters input to that computation, and, very significantly, on 
the model of the IR sensor. In short, the profiles are 
unique to the sensor and the optical passband. After the 
characteristics of the Earth IR model have been accurately 
estimated, showing both the shape and amplitude variations 
of the profiles that have been obtained, the response of the 
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IR scanner optics and electronics must be modeled. The sys-
tematic variations of the sensed horizon altitude will vary, 
depending on the sensor FOV size, the orbital geometry, the 
time constants in the Earth pulse processing, and the hori-
zon locator electronics. Some electronics will be sensitive 
to IR brightness gradients along the Earth scan track, and 
others will be sensitive to the slope of the rising and 
falling portions of the processed Earth pulse. The objec-
tive of the sensor modeling effort is to accurately deter-
mine this response, which is highly dependent on the sensor 
system design. 
2.2 HONEYWELL/LRC RADIANCE MODELING ANALYSIS 
The early mission experience with IR sensors indicated that 
accurate and reliable performance could be obtained if the 
optical passband was limited to the IS-micrometer CO2 ab-
sorption band. To improve the understanding of the charac-
teristics of the Earth radiance profile at IS micrometers, 
LRC initiated a series of theoretical and experimental 
studies. Section 2.2.1 reviews the theoretical approach to 
generate Earth radiation profiles performed by Honeywell. 
Section 2.2.2 reports on the study of radiance variations, 
also performed by Honeywell, and Section 2.2.3 presents the 
results of the Project Scanner experiment at LRC. Sec-
tion 2.2.4 interprets these analytical and experimental re-
sults as they pertain to the attitude determination accuracy 
achievable with IR sensors. 
2.2.1 SYNTHESIS OF IS-MICROMETER HORIZON RADIANCE PROFILES 
The purpose of the work by LRC and Honeywell was to define, 
with a degree of statistical confidence, the variations in 
the EarCh's horizon radiance profiles in the IS-micrometer 
CO2 band. The study extended the theoretical treatment of 
the IS-micrometer radiance profiles by including the effects 
of Doppler broadening of the absorbing line width and the 
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effect of the absence of local thermodynamic equilibrium 
(LTE). The analysis investigated a range of spectral inter-
vals to determine the spectral interval of highest radiance 
stability with respect to the meteorological input. Compu-
tational procedures were used to include the effects of the 
atmospheric constituents water vapor and ozone, which affect 
radiance intensities at the edges of the IS-micrometer CO2 
band at the higher and lower wavelengths. This augmented 
version of the radiance profile synthesizer is called the 
Comprehensive Radiance Profile Synthesizer (COR~S). 
To address the objective of defining the Earth's IS-microme-
ter horizon with a reasonable degree of statistical confi-
dence, the CORPS program was used with 448 sets of input 
temperature-pressure profiles. Radiance profiles were gen-
erated to study profile characteristics for four types of 
variations: seasonal variations represented by meteorologi-
cal data from an 8-month span ending on February 10, 1965i 
geographical variations from meteorological data taken every 
100 kilometers from Antigua Island to white Sands, New 
Mexicoi temporal variations from meteorological data taken 
hourly, daily, and weekly; and climatological variations 
from meteorological data taken in January, April, July, and 
October from S latitudes between 20 0 N and 7SoN and 10 longi-
tudes between 600 w and lSOoW. A summary of the CORPS compu-
tational model is provided below. 
The IS-micrometer radiation intensity, N(h), received by a 
sensor with a point FOV and unit acceptance area, viewing 
the Earth from outer space along a path, S, is given by the 
following equation (Reference 2): 
N (h) 
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J (T ) 
" 0 
d" (2-1) 
where 
J,,(T), 
"1 ' 
h = tangent height of the optical path 
wave numbers of the spectral band 
spectral transmittance at the Earth's 
surface 
"2 = 
T" 0 
T" 
= 
= spectral transmittance of the Earth's 
atmosphere along the line of sight 
J,,(TO) = source terms for the atmosphere and the Earth, respectively 
T, To = temperatures of an atmospheric layer 
and the Earth, respectively, at the 
point where it intersects the line of 
sight 
The source term for the Earth is nonzero only when the tan-
gent height is less than zero, at which point the line of 
sight intersects the Earth. The geometry of the computation 
is illustrated in Figure 2-1. The source terms are assumed 
to be Planck black-body radiation functions of the form 
where Cl = 1.1909 x 10-
5 erg ecm2/sec/sr 
C2 = 1.4389 cmedeg 
(2-2) 
The assumption of LTE in the region of the atmosphere con-
, 
tributing to a specific source term justifies the use of 
Planck functions at low tangent heights. At higher tangent 
heights (near 50 kilometers), the assumption of LTE is not 
valid, and a modified Planck source function must be used. 
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Figure 2-1. Geometry of the Line of Sight for Tangent Height 
h > 0 and h < 0 Showing the Assignment of the 
Source Terms for the Atmosphere and the Earth 
To simplify the description of the physics of the radiative 
transfer equation, the following discussion refers to a line 
of sight that does not intercept the Earth. In that case, 
the second term on the right-hand side of Equation (2-1) is 
zero, and the first term can be rewritten as 
d'rv(h,x) 
dx dx dv (2-3) 
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where h is the tangent point altitude; J (x) is the Planck 
v 
function for the volume of gas at point x; x is the variable 
along the line of sight; and T (h, x) is the spectral 
v 
transmissivity from point x to the spacecraft for the path 
whose tangent point is h kilometers from the hard Earth. In 
Reference 6, Equation (2-3) is further transformed into a 
vertical integral along the altitude coordinate z to define 
the weighting function W(z, h): 
(2-4) 
The weighting function accounts for the effects of the com-
plex phenomena relating to atmospheric conditions and compo-
sition between the source function and the observer who, for 
these computations, is assumed to be at some point z = m 
on the vertical scale. One special characteristic of this 
function is that it has two values for each value of z above 
h. This can be seen from the illustration of the geometry 
of Equation (2-4) in Figure 2-2. The line of sight from 
point 0 to the tangent point P receives radiation from a 
source at an altitude z greater than h at two points along 
X. The value of W (z,h) for the location z(X > OP) is 
v 
less than the value of Wv(z,h) for the point z(X < OP) 
because of the increased atmospheric absorption along a 
longer optical path. It can also be seen from the figure 
that a large fraction of the source and absorber is within a 
few kilome- ters of the altitude of the tangent point. The 
weighting function reflects this by increasing the contribu-
tions made to the integral by the atmosphere near the tan-
gent altitude. Thus, the physical characteristics of the 
atmosphere near the tangent point altitude, in particular 
2-12 
the temgerature, greatly influence the radiance profile in-
tensity at that point on the profile. 
SPACE 
o 
--... ~777//T/n EARTH 
Figure 2-2. Approximately Scaled Geometry of a Single 
Horizon Profile Ray 
Examples of the weighting functions for three S-centimeter-l 
(cm-l ) intervals at the edges and center of the IS-micrometer 
CO 2 absorption band are illustrated in Figures 2-3, 2-4, and 
2-S. It is clear from these figures that the center of the 
band at IS micrometers is insensitive to atmospheric conai-
tions below the tropopause and that a major portion of the 
radiation for the whole band from 14 to 16 micrometers orig-
inates from above 10 kilometers. The work by Honeywell 
established an analytical representation of the IS-micrometer 
CO2 band transmittance, the effect of Doppler broadening, 
the effect of the absence of LTE, the effect of atmospheric 
refraction to alter the path of the ray along which a given 
profile intensity is computed, and the definition and sig-
nificance of the weighting functions in the computational 
model. The work extended the analysis to include the effects 
of water vapor and ozone in the more comprehensive version 
of the CORPS program. This analysis further established the 
optimum atmospheric model shell density necessary to pre-
serve the resolution of the temperature-pressure measure-
ments, and it evaluated the characteristics of 10 wavelength 
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5 
.20 
intervals between 13.8 and 16.67 micrometers to aid in se-
lecting a sensor passband that is relatively immune to the 
phenomena that complicate the problem of horizon definition 
in this band. 
2.2.2 RADIANCE VARIATIONS 
The work by Honeywell that is directly associated with the 
attitude analysis is their study of the effects of clouds, 
the effect of scanning from different azimuth views through 
an atmospheric volume with neighboring volumes of different 
temperature-pressure profiles, and the establishment of the 
existence of systematic radiance variations. This study, 
using the CORPS program, demonstrated the existence of the 
systematic variations of profiles from seasonal and latitude-
dependent phenomena using 1085 atmospheric temperature-
pressure profiles from balloon and rocket sounding. 
Although Reference 2 does not provide details of the system-
atic variation over season and latitude of the profiles gen-
erated using this meteorological data, it does provide 
figures illustrating the systematic variations in the char-
acteristics of the whole band from 13.98 to 16.67 micrometers 
and five other subbands within that band. In particular, it 
clearly illustrates the existence and characteristics of 
systematic variations in intensity and tangent height of the 
profiles for a band between 13.98 and 16.00 micrometers. 
The analysis of cloud effects indicates significant effects 
due to clouds for vertical scan paths on a passband between 
13.98 and 16.26 micrometers. Here a 27-percent reduction in 
radiance is estimated. The maximum effect is at the near-
equatorial latitude of 20oN, where the cloud and Earth are 
in highest contrast. Because these effects were derived 
from clouds at simulated altitudes of 16 to 20 kilometers, 
the report concludes that, 99 percent of the time, cloud 
effects will be smaller than 27 percent of the nadir point 
2-17 
profile intensity for this passband. Figures 2-6 and 2-7 
illustrate the estimated amount of radiance attenuation ex-
pected from clouds at various altitudes for scanner views 
from the nadir to the horizon for July at 200 N and 7SoN, 
respectively, in the 13.78- to l6.26-micrometer passband. 
The radiance attenuation due to clouds increases with cloud 
height up to an altitude that corresponds with the tropo-
pause and then decreases again. This happens because the 
clouds are simulated at the ambient temperature, which de-
creases up to tropopause altitudes and then starts to rise 
again. 
The effects of horizontal nonuniformity of the temperature 
and pressure profiles in the volume of atmosphere being 
scanned from space were also estimated. The computation 
used two isothermal atmospheric temperature-pressure pro-
files, one at 2l0K and one at 220K. The computation illus-
trated that the brightness from the limb to the nadir view 
can be modified significantly (20 percent) when the boundary 
of the warm to cold atmospheres is within 5 geodetic degrees 
of arc from the point of tangency. Figure 2-8 (Reference 6) 
illustrates this result. In the figure, the boundary between 
the hot and cold atmospheres is at the tangent point for 
curve 1 and at 5 degrees forward of the nadir for curve 2. 
The analysis of the systematic effect of horizon profile 
variations is not treated as a separate topic in Refer-
ence 2: however, it is apparent from a review of the synthe-
sized profiles presented that a systematic variation exists 
in the radiance amplitude with season and latitude. This 
can be seen in a review of Figures 2-9 through 2-14 (Appen-
dix D of Reference 2), which show the radiance curves for a 
number of spectral intervals. In these figures, the profile 
labeled C is close to that for the ERBS scanner, and the 
discussion below refers to this case only. 
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A systematic variation in the tangent height of the profile 
50-percent point, which appears to range between 37 and 
42 kilometers for January and between 41 and 42 kilometers 
for July is evident from the data presented. Figure 2-15 
summarizes the O-kilometer radiance versus latitude and tan-
gent height of the 50-percent point versus latitude for the 
month of January. For this illustration, the July data have 
been used to represent the southern latitudes in January. 
The left-hand scale is for radiance at the O-kilometer 
point, plotted as 0; the right-hand scale is for the tangent 
height of the 50-percent (of the radiance at a O-kilometer 
tangent height) point, plotted as X. A systematic trend in 
both of these quantities is evident. The apparent irregu-
larity in the tangent height of the 50-percent point for the 
January 200 N data (Figure 2-1l) may reflect the accuracy 
of the temperature-pressure profile input to the CORPS pro-
gram. If this apparent outlier is ignored, the figure pro-
vides evidence for a systematic variation of 6 kilometers 
pole to pole in some seasons for the measured horizon 
altitude. 
A discussion of the Honeywell/LRC statistical study of the 
systematic behavior of the IS-micrometer CO2 band profiles 
is presented in Reference 3. The statistics were compiled 
on 839 synthesized profiles for the passband between 615 cm- l 
(16.26 micrometers) and 715 cm-l (13.98 micrometers). The 
profiles were evaluated as 99 subsets of profiles, where each 
subset was characterized by a common feature. Features of in-
terest for this report were as follows: the latitude of the 
atmospheric temperature-pressure profile, the time of year, 
and the diurnal variations and the standard deviation of the 
data about the average profile for each representative lati-
tude and month. The systematic variation of profile amplitude 
with latitude in the winter is illustrated by the synthesized 
profiles in Figure 2-16. The variation in tangent height of 
the 50-percent point is illustrated in Figure 2-17, which is a 
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Figure 2-17. Mean Normalized Radiance Versus Tangent Height for the Winter Hemisphere 
display of the normalized profiles from Figure 2-16. Simi-
lar characteristics for the summer profiles are illustrated 
in Figures 2-18 and 2-19. The diurnal variations were es-
timated to be smaller than the resolution of the analysis 
accuracy, and th~ standard deviation for the winter profiles 
was reported to be higher than the standard deviation of the 
summer profiles. 
The analysis of systematic effects reported in Reference 3 
also noted an apparent linear dependence of the radiance on 
the temperature of the 10-millibar pressure level. Citing 
the correlation of radiance with the 10-millibar tempera-
ture, procedures to compute radiance profiles from empirical 
and phenomenological representations of the synthesized pro-
files were investigated. This profile computational ap-
proach was also analyzed by CSC (Reference 7) during the 
early stages of the analysis to establish IR sensor correc-
tion for Seasat-l. It was not implemented, however, because 
it was specific to a passband that was narrower than that of 
the Seasat-l IR scanner. 
2.2.3 PROJECT SCANNER PROFILE MEASUREMENTS 
The Project Scanner measurements were made during single 
rocket flights in August and December of 1966. References 4 
and 5 describe these experiments and compare the results 
with the synthesized profiles using the methods of Refer-
ence 2. The profiles were measured by a dual-radiometer 
assembly with a Cassegrian optical system and scanning 
mirrors. The FOV was 0.625 degree in the scan direction 
(vertical), consisting of an array of five bolometer 
flakes. Each of the five flakes subtended 0.025 degree in 
the vertical direction and 0.10 degree in the horizontal 
direction. 
The radiometer had two IR passbands: one centered on the 
l5-micrometer CO 2 absorption band and one on a part of the 
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Figure 2-19. Mean Normalized Radiance Versus Tangent Height for th~ Summer Hemisphere 
water vapor rotational band 10 micrometers wide centered 
near 26 micrometers. These passbands are illustrated in 
Figure 2-20. Geographical regions for the profile measure-
ments are illustrated in Figures 2-21 and 2-22 for the sum-
mer and winter conditions, respectively. These measurements 
were performed in coordination with near-simultaneous radio-
sonde data taken at ground sites near the location of the 
profile measurements. Figure 2-23 compares the measured 
profiles with the synthesized counterparts in the 
IS-micrometer CO 2 band for the summer experiment. The 
quoted accuracy of the Project Scanner data was 4 to 6 per-
cent (10) for the radiance between 3 and 6 watts per meter 2 
per steradian (w/m2/sr) and 1.3 kilometers (10) for the tan-
gent height. Table 2-1 summarizes the error sources for 
tangent height calibration. 
Table 2-1. Errors in Tangent Height Determination for 
Project Scanner 
Error Source Error 
Radiometer mirror position (+10) +0.02 deg 
Radiometer time delay +0.001 sec 
Star mapper (+10) +0.008 deg 
Alignment of instruments 
Altitude (+10) 
Total system error 
±O.OOS deg 
+0.5 km 
Tangent Height 
Accuracy (km) 
+1.0 
+0.5 
+0.4 
+0.25 
+0.45 
+1.3 
The comparison of Project Scanner profiles with the synthe-
sized profiles (using the CORPS program) confirmed the 
validity of the profile synthesis analysis for summer atmos-
pheric conditions. This positive result is a consequence of 
the high degree of horizontal uniformity at all altitudes in 
the summer atmosphere. 
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60 
In contrast, the comparison of winter profiles was not as 
straightforward. This is a result of the high horizontal 
temperature gradients that exist in the winter atmosphere at 
altitudes above 20 kilometers, where most of the radiance in 
the CO2 band originates. Figure 2-24 illustrates the range 
of profiles that resulted from radiosonde data from three 
locations within the cell (illustrated by the box in Fig-
ure 2-22) associated with the measurement. This is evidence 
that the application of a correction to IR scanner attitude 
data based on average atmospheric conditions during the win-
ter months may result in less improvement in attitude accu-
racy than similar corrections for summer, spring, and fall 
conditions, when conditions are more typical of the equato-
rial latitudes. One further result of the project Scanner 
measurements was direct evidence for the seasonal and 
latitude-dependent variations of the radiance profiles for 
the CO2 absorption band. These results are presented in 
Figure 2-25. 
2.2.4 IR SCANNER ACCURACY LIMITS 
The results of the Honeywell analysis and the LRC Project 
Scanner measurements were translated into an estimate of the 
IR scanner attitude determination performance accuracy by 
Dodgen and Curfman (Reference 6). The estimate is based on 
the assumption that the raw IR sensor data are corrected by 
the application of a deterministic oblateness-like correc-
tion, derived from mean atmospheric data, to compensate for 
the effects of seasonal and geographic IR radiance varia-
tions. The estimate also assumes that the IR sensor is 
ideal and that all of the attitude error originates from 
uncertainties associated with the response of the sensor to 
nonsystematic (and, therefore, not modeled) variations in 
the Earth IR profile. The highest accuracy is estimated to 
occur for a hypothetical IR scanner with a passband between 
14 and 16 micrometers and a locator detecting a threshold 
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based on the integral of a normalized radiance profile. The 
results for horizon altitude detection accuracy in November 
are reproduced here in Figures 2-26, 2-27, and 2-28 for ex-
amples of hypothetical sensors with fixed-threshold detec-
tion logic and integral locator logic with the following 
characteristics: 
• Edge tracker--5 degrees by 2 hertz vertical dither 
• Detector--thermistor bolometer 
• Optics--2 inches in diameter 
• FOV--l degree by 4 degrees 
• Radiometric efficiency--18 percent 
• Detection logic 
Threshold of integrated radiance 
Threshold of normalized integrated radiance 
• Noise equivalent radiance-- 0.025 W/m 2/sr 
• Horizon sensitivity-- 2 kilometers, signal-to-noise 
ratio equal to 10 
The la limits of attitude determination uncertainty for a 
single-beam integral of the normalized radiance detector are 
presented as a function of spacecraft altitude in Fig-
ure 2-29 (Reference 6). The results shown correspond to 
tangent height-sensing accuracies of 3 kilometers (the 
nbestn estimate), 6 kilometers, and a shaded region corre-
sponding to the then-current range of accuracy. The results 
for a dual-beam sensor with an estimated horizon altitude 
sensing accuracy of 1.5 kilometers (la) are also shown. 
The Dodgen and Curfman analysis shows the lower limits of 
error for a hypothetical IR sensor based on the observed 
stability of the atmospheric profiles relative to an average 
atmosphere for all latitudes in November. The translation 
of this estimate into an operational performance accuracy 
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for a real IR sensing hardware system requires detailed 
analysis of the optical and electronics properties of the 
hardware. IR sensors have been flown since the time of the 
Dodgen and Curfman report with fixed threshold, normalized 
threshold, and normalized derivative threshold locator 
logic. The Dodgen and Curfman results can be applied di-
rectly only for estimates of the performance of the fixed 
threshold sensor and, in this application, accuracy falls 
short of the estimate because of the wider passbands used on 
the fixed threshold sensors for SAS-3, AEM, and Magsat. The 
sensors with normalized threshold locator logic have horizon 
altitude detection responses that are determined by the var-
iation in radiance in the portion of the scan used for 
threshold level computation. This portion of the scan typi-
cally corresponds to negative tangent heights near 
-1000 kilometers. The analysis of radiance variations at 
this viewing location is highly dependent on the width of 
the IR passband and the degree to which the passband en-
croaches on the portion of the Earth IR spectrum that origi-
nates from the Earth with limited clear air attenuation. 
Even if the passband is confined to the narrow region ana-
lyzed in the LRC reports, the effect of variations in the 
threshold level on the altitude of the detected horizon is 
greatly influenced by the scanner rotation rate and the rise 
time and delay of the Earth pulse signal processing elec-
tronics. 
Aside from the details of the IR sensor hardware, there are 
other factors to be resolved regarding the sensor calibra-
tion and alignment, the effects of telemetry digitization, 
and the availability of an absolute attitude reference or a 
procedure to perform good in-flight calibration and verifi-
cation of the IR sensing system to get a good estimate of 
the performance accuracy of the system. These comments have 
been offered here to ensure that a clear understanding of 
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the meaning of the Dodgen and Curfman result is obtained, 
i.e., that reaching their high accuracy estimate is clearly 
a challenge to the technology. 
2.3 LMSC IR RADIANCE MODEL 
The LMSC radiance modeling analysis was performed in prepa-
ration for Seasat, to provide more accurate estimates of the 
radiance profile for the wider spectral passband filter of 
the ITHACO IR scanner. The passband for the Seasat IR scan-
ner is illustrated in Figure 2-30 (Reference 8). The ex-
tended regions of transmittance below 14 micrometers and 
above 16 micrometers indicated the need to include the ef-
fects of water vapor and ozone in the CORPS program. Also 
because of the wider passband, it was necessary to perform 
an analysis to determine the degree of sensitivity of this 
system to clouds occurring at altitudes up to the top of the 
tropopause. 
To compute horizon radiance profiles necessary for modeling 
the systematic seasonal and geographic IR radiance varia-
tion, LMSC used two sources of atmospheric temperature data 
(Reference 8). These were balloon data, averaged over sev-
eral years, for altitudes up to 25 kilometers, and rocket 
data for altitudes above 25 kilometers. Temperature aver-
ages were performed for every 10 degrees of latitude between 
OON and 700 N for January, April, July, and October. These 
averages were then used 6 months out of phase to represent 
the southern latitudes (i.e., January 60 0 N was used for July 
600 S). The data for latitudes 80 0 and 90 0 were constructed 
by interpolating the 60 0 and 70 0 data maintaining zero slope 
at 900 • Parametric studies were performed to evaluate 
changes in the Seasat radiance profiles resulting from water 
vapor ratios of 30 percent, 65 percent, and 135 percent of 
nominal and from ozone levels 300 percent of nominal. 
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2.3.1 SEASAT IR RADIANCE MODEL 
During the prelaunch phase of the Seasat attitude support 
provlded by GSFC, an analysis was performed to evaluate the 
flight performance accuracy of the Seasat IR scanners (Ref-
erences 9 and 14). It was concluded that, to achieve the 
attitude determination accuracy required for support of the 
Seas at science data, a correction to IR scanner pitch and 
roll for systematic horizon radiance variations was re-
quired. These systematic pitch and roll radiance-induced 
corrections were computed by CSC using horizon radiance pro-
files geuerated by LMSC, tailored specifically to the 
broader Seasat IR scanner passband. 
The profiles were used as the Earth IR model input to a pro-
gram that simulated the flight geometry and signal process-
ing electronics of the Seas at IR scanners (see Section 3). 
The program produced a horizon altitude correction for the 
four horizon contact points corresponding to every 10 de-
grees of subsatellite latitude around the orbit. The cor-
rections for April and July, with north and south latitudes 
interchanged, were assumed to be equivalent to corrections 
for October and January, respectively. These data were then 
interpolated over latitude and date to obtain daily correc-
tions for all orbital positions throughout the year. To 
evaluate the accuracy of the model for radiance-induced 
pitch and roll corrections, LMSC prepared radiance profile 
data for various mixing ratios of water vapor and ozone and 
simulating the effects of clouds at equatorial latitudes. 
The analysis concluded that the effects of extreme varia-
tions in water vapor and ozone mixing ratios were minimal 
for the Seasat scanner, but that sensitivity to cold clouds 
was severe when comparing the effects with the attitude de-
termination accuracy requirement. The following discussion 
summarizes the LMSC radiance modeling procedure (Refer-
ences 8 and 15) and the analysis performed by CSC, using 
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that data, to establish the pitch and roll errors for Seasat 
attitude determination. 
The CO2 and water vapor contributions were computed using 
the absorption coefficients of Anding, Kauth, and Turner 
(Reference 16) augmented to 18 additional wavelengths to 
accommodate the wide passband of the Seasat scanner. The 
LMSC analysis begins with the expression for radiance N(A) 
at wavelength A sensed along an optical path viewing from 
space to Earth: 
N (A) = S (A) • £ (A) • T (A ) I + s-s 
- 0 
s 
~ S (A) £ (A) da!A) ds (2-5) 
where SeA) is the Planck radiation function for the path 
increment ds, £(A) is the emissivity of the increment ds, 
T(A) is the transmissivity of the path increment ds, and s 
is the optical path. The subscript 0 refers to the bound-
ary, nominally the Earth. The radiance along path s for 
wavelength A is then integrated over the IR scanner pass-
band response function F(A) to obtain one point on the ra-
diance profile: 
F (A) N (A) dA (2-6) 
where the subscript s assigns the radiance to the specific 
optical path used in Equation (2-5). 
The LMSC model divides the Earth's atmosphere into 31 shells 
and computes radiance through this representative volume of 
gas as a function of viewing geometry. When the optical 
path passes from space thcough the volume and intersects the 
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Earth, the computed radiance is labeled according to zenith 
angle. (The angle between the line of sight and the local 
vertical at the point of intersection with the Earth.) When 
the optical path passes through the volume without inter-
secting the Earth, the radiance point is labeled according 
to tangent height (h), where tangent height is the minimum 
altitude from the hard Earth surface to the optical path. 
This geometry is illustrated in Figure 2-1. A single hori-
zon radiance profile is a list of 43 radiance values for 
8 zenith angles and 35 tangent heights up to 80 kilometers. 
There are 19 profiles (one for each 10-degree latitude bin), 
in a set, and one set each for January, April, July, and 
October. 
Profiles for April and July are presented in Tables 2-2 
through 2-5. The January and October profiles can be ob-
tained by inverting the latitude assignments on the July and 
April data, respectively. Graphs of the January and April 
profiles are presented in Figures 2-31 and 2-32. Because 
little latitude-dependent variation occurs in the April 
data, only the extreme profiles are plotted. The solid cir-
cles illustrate the point at which the profile reaches 
50 percent of its amplitude between 70 and 80 degrees zenith 
angle, thus illustrating profile tangent height variations. 
2.3.2 PARAMETRIC STUDIES 
Because of the wider passband of the Seasat IR scanners, ra-
d1ance profiles were synthesized by LMSC, including the ef-
fects from the atmospheric constituents water vapor and 
ozone. The analysis showed that various percentages of 
water vapor and ozone had little effect on the shape of the 
radiance profiles for Seasat. To illustrate this, the inte-
grand of Equation (2-6) is plotted in Figure 2-33 (Refer-
ence 8) for various values of water vapor and ozone 
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Table 2-2. Horizon Radiance Data (April-North) Average 
Atmosphere (Radiance is in W/m2/sr) 
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b6.0 O. 339~E-06 O.1401E.-Ob 0.40ZJC.-06 O.4.lZ .. f-06 0 ••• I.E-06 0."!l55E-06 0 •• 328E-06 0.3610E-06 0.'000£-06 0.3620E-06 
70.0 0.21 79E-06 O.ZI76E-Ob 0.25"OF-06 O • .lOS.E-0)6 0.269b£-06 O.2984E-06 0.28.8£-06 0.2360E-06 0.25"E-06 0.2]06E-il6 
12.0 0.14111F-06 O.I"04E-06 0.16::'9£-06 0.18.7E-06 0.1856E-06 0.1698E-06 0.1829E-06 0.150lE-06 0.1622£-06 0.1.3.E-06 
14.0 0.9J3JF-07 0.9178E-07 o .1067t:-06 O.llttOE-06 0.1167E-06 0.1173E-06 O.1149F-06 0.9360E-Ol 0.1017E-06 O.S"""E-O" 76 .0 O.62JhF-07 O.60f}3E-07 0.6QOI£-07 0.7"6 .. £-07 0.7I97E-07 0.70S.E-07 0.70]2E-07 0.5680£- 07 0.6326£-07 0.5]26E-07 
76 .0 0.4170E-07 0.4033E-07 0.44]21:-01 O.4b77t -07 0 •• 3R3t.-01 0 •• 182E-07 0 •• 207E-07 o .ll86E-07 O.3Q,,8E-O" 0.3250E-07 
60.0 0.2760E-07 0 • .!b2SE-07 0 • .l610~-07 0.209'[-01 o. ~6.2E- 07 0.2.57E-07 0.2.7SE-07 0.200IE-07 0.2'87E-07 0.2019£-07 
Table 2-3. Horizon Radiance Data (April-South) Average Atmosphere 
lI:TA/TN<.T 90'> 60S 70t'J -,0$ 5CS 405 1)S Z(\S 105 
0.0 0.IP40f-0"1 0.1921F-al 0.1,}5~I-O"J 0.Z063f -03 0.7115E-03 0.ZI47r:-0"1 o .22Z0(--03 0.2269E-03 0.22551"-03 
45.0 1).179('F-Ol o • 1'1 7,)f - 0 I 0.1911~-0.1 o • .!007t_- 0.1 0.2049E- 0.1 0.2C7ZF-0.1 0 • .!1.14f--03 0 • .!174E-03 0 • .!16IE-O"J 
bO .0 o. I 7f>O~ -03 0.111.15r:-OJ 0.IH7~l-0.1 0.1961t- -0 1 0.199~E-03 0.7 ClOt -0 3 0.Z06If-03 0.20,}4E-03 0.2082E-0.1 
70.0 0.117'lf--03 0.1 7f:,'lt- -03 () .1114 J. - O.J 0.19.!lf-0.1 O. 1941lE-03 0.1,}56E-OJ O.ZOOOE-OJ 0.20271:- 03 0.2017E-03 
'5.0 1).1711F-0) O. 17 l')f -03 :l.IH<'hl-03 o .11i99F-03 0.I<;OZ2f-03 0.1926E-03 0.196~f-0] 0.1989f-03 0.1 '}tHE-03 
'i0 .0 0.169IF-O'1 O.llS1C-Ol O. I !iOtli -C 1 0.1876E-0] 0.1894t--O"J a .11l91E-03 0.1929E-01 0.195If-03 0.1944E-03 
.)'.). a ').1674~-()3 O. 17 Jlto-C 1 0.11901_-01 (l.1 !I~.!E-O I 0.1 t'63E-0.1 0.ltlb6F-OJ 0.1692f-O"J 0.1'1I2f-0.1 0.190'lF-03 
H7.':> :l.lh6)f-r3 0.1170f-OJ 0.1 'IlO~-OJ 0.1t!40E-03 0.1846f--O"J 0.11:501:- C3 0.167?l-03 0.189IE-03 0.111911:-0.1 
0.0 O.lt 56r:-C"J 0.1700E-0] 0.1173[-0.1 0.18311:-0) 0.11l35E-03 0.IH40f-03 0.1"611:-03 0.11I79E-03 0.187'lf-03 
5.0 0.161)0E-OI 0.164JL-OJ :l.II.!J! -0.1 0.118.1f-OJ 0.11161:-03 0.18ZII:-03 0.1 tl44f-03 0.1860E-OJ 0.1860£-0.1 
10.0 0.14 c,,6f"-01 .1. 1~161:-03 O. It, I 11- - a .1 0.1064L-Ol 0.lo09E-03 0.1 ("'1E-OJ 0.1700f-OJ 0.1722E-03 0.11.111:-03 
I'> .0 0.IJ4'ir:-0) 0.1161F-03 0.147 It -C3 0.1~.1.!1--0.1 :>.1493E-03 0.15.!QE-03 0.153'>f-01 0.1540E-03 o .1">45E-0.1 
.!O .0 O.II l<jf-OJ 0.l\b5r:-0.1 o .1255l-6.1 0.1 321 f -03 0.1310E-03 0.1.:!79f-C.1 0.1417f-C3 C.14~6f-03 O. 1460E-0 I 
?.! .0 O. IClI1f-1) 1 0.101lf--01 O. \l54f -C3 O.I.!.1Ii:-OJ 0.IZ.13f-03 0.1.11)1£:-0.1 0.115<'£-OJ 0.1396E-03 0.1404f-OJ 
.!4.0 0.94 O'1F- 04 0.9'104t'-C4 a.I067t-03 0.114J(--0.1 0.1140E-OJ 0.IZ.!4f-0.1 0.1.!82E- -03 0.13.1IE-03 0.1 J491:-03 
N ~b .0 '). PILI'>I - 04 o. Ci2'hor-04 O.IOOH -03 0.1060r:-03 0.1064F-03 0.1144E-O"1 C.I 70 11:.-0'1 O. 1255r:- 03 0.12e!£-03 
I o!H.O O. 'l"1IHF-04 O. '17<'1[-04 G.9330!- -C4 0.9747t-04 0.9027r:-04 001 063f-01 0.III~F-03 0.1175E-03 0.1215£-03 
U1 .10. a 0.7'114E-C4 0.6071r:-04 o .tt4~'>[-04 o .dliZ4L-04 0.!l9iltlf-04 0.9770F- 04 0.10~6f -03 0.108.3(-03 0.1129r:-03 
W 12.0 0.10111:-04 c. 71 7'£-04 0.'41">t-04 0.71671:-.14 0.fl039f"-04 0.6674f-04 0.915/.f:-04 0.971If-04 O.IOleE-O'] J4.0 ,).6("6(>E-04 O.D~04f:.-O~ o .o~ 7Ul-04 1).(,054L- 04 O.t.960E-04 O. lSI ~f- 04 0.79.16E-04 0.U494E-04 0.6914(:-04 
.10.0 ".~'7,.f,F-C4 o.r,210r-04 O. :.241t -04 O.~54 7t--04 0.51'811:.-04 o .63"JbF-C4 o .0666f- 04 0.1200(-04 0.758<;£-04 
lti .0 '1.4 JI' 11-'-04 0.444IL-')4 .1.4.12'1f -04 0.457 JE- 04 1).4tl77t--04 0.52~41:-1)4 0.5544[-04 0.6036E-04 0.61~3E-04 
40.0 o. 314f.F -1)4 O. 11'JOF -04 o .3'>ilO!~ -C4 <>.3 7'J61- -04 0.4C09E-04 0.4 J.3JE- 04 0.4519f-04 0.49blf-04 0.5;>05f-04 
"?O 'J. -''1 77E - 1'4 O. lO'} 11 - ')4 O.Zilllt -C4 0.1014F-J4 0.315ttf-O'l 0.1460E-04 0.377UE-04 0.405b(-04 0.4235£-04 
44.0 "l. 2CJ I lE-O', 0.2524£-04 0.27801--04 0.2408f-04 0.Z4811:-04 0.Z716(-04 0.2<)27(-04 0.3.!0IE-04 0.3322F-04 
4b .oJ 'l.203'lC-C4 0 • .!:l16E-04 O.IIlZI£ -04 .1. I 'J06l -04 0.1946f-04 0.ZI501:-04 0.2113f-04 0.2532E-04 0.2590E-04 
411.0 o. 1~76E-{"o\ 0.15"OE-04 0.140Ir-04 O.14~9l-04 O. I 4 79E- 04 O.164~E-04 0.11<14[--04 0.19.16f-04 0.1 "93£-04 
~O.O O.1165E-C4 0.11~'lr:-C4 :l.1 05H -\..4 o • I 0 1 ~E - 0'. 0.IC191:-04 0.170<'E-04 0.1.1.!2f-04 0.1444E-04 0.1480£:-04 
1",2.0 o. {\7 7~F- rr; o. 1i2 16<:-C5 0.10<' (t -05 0.7111f--05 0.16.14f-05 0.85241:-0'> o .9'>52E-05 0.1063f-04 O. 1082F-04 
'>4.0 o .51HRr:-0', O.57~'E-O~ a .'>41"f -C5 0.~558L-1)5 0.~32-lE-05 0.58<;8£:-05 0.6153£-05 0.161'IE-05 0.7105F-05 
~h.O '). 3<)91f--;)'> O. 4C ~o( -05 o • .18C 11- -05 ll • .1097L-05 0.3<>04f-0'> O.J"~2E-05 0.4<>851:.- 0'> 0.54411--05 0.5312£ -o!> 
.>11.0 ).77I"1f--C5 O. Z 11 3r: - ,)5 0.261Zt--O'> 0.26U4E-05 0.Z34(.E-05 0.2624E-O~ 0 • .119Jf-05 0 • .11'J4f-05 0.3616E-0~ 
(,0.0 0.1I'3hF-Or, O.I.H'lr:-o'> 0.1174["-05 ll. I il13E- 05 0.15('Of- 05 O. 171 '>E- 05 0.2 195f - 05 0.2602F-05 0.2396f-05 
h2.0 0.12 l1F- ("5 0.171"f-05 0.lltl'J~-05 0.lo!02[-05 0.~9381:.-06 0.1100f-05 0.14tl21:.-05 O. I 74tli:- 05 0.15t:3E-05 
1,4.0 ).B70,l[-C6 0.6302L-OO O.1R64f-06 o. 7'10IlL- 06 0.64o!5E-06 0.1129E-06 0.9766E-06 0.11551:.-05 0.1008E-0!> 
(,0.0 O. ')4461"-06 0.55'11£-0,-" 0.~09<1t-Oo o~:~~~!~::g~ 0.4143E-06 0.4560£:-06 0.6;>561:-06 0.74tl'lE-06 0.644I!E-06 h'1.0 ~. ",,\~7r,F-06 G. 31r,9f - C6 0.l'1'>4r-C6 0.Z'l7~E-06 0.2933E-06 0.4)36£:-06 0.4719f-Oo 0.41221:-00 
10.0 '1.237 lE- Of. O.~;. Iit-Ct. 0.21541 -06 O • .!I.1.1E-Ot. 0.17.12E-Ob 0.1908E-06 0.2581E-06 0.30 1l4E-06 0.2661£-06 
1o! .U 0.151:11:-0«> O. 17 loJt - 00 0.139~L-\..6 0.1 JoOI- -06 0.1120f-Ob o .124hf-06 0.1641f-06 0.1912E- 06 0.1 111F-06 
14.0 0.10 .. 7[-1)(, 0.121'bL-06 0.89<,o1'-C7 O.tl~95f-01 0.719.31:.-01 0.tlO~7[-01 0.10411:-06 0.IZbOL-06 0.1136E-Oo 
76.0 0.6R I,>F-"" O. ')616r: -0 1 0.">76IF-Cl 0.5J841:.-01 o .4~84[- 0 1 0.516 7E- 07 0.b<>87(-C7 0.007I1E-07 0.7480E-07 
1!l .:l 1).444'1[- (\ 1 0.141'*'-01 0.30411-07 O. J ~6t!1: -07 0.7912F-07 0.3J04E-Ol 0.42tl2f--Ol C .5184E-07 0.4919F-07 
HO.O 'l. 21i~?F"-!'7 O.!J20 f 'L-Ol ).22tl4f-Ol 0.21.1.!E-07 0.18t.4t.-07 0.~IlHE-07 0.27.16E--07 0.33501:-07 0.3.!2IE-07 
Table 2-4. Horizon Radiance Data (July-North) Average Atmosphere 
IE. A"'"", ON ION 20N 30N 40'" 50N 60N 70N 80N 90N 
0.0 0.:>237F-O:l 0.2256E-O:l 0.22~IIE-O:l 0.2299£-0:1 0.2:104£-0] 0.23]9F-0] 0.2359£-03 0.2302E-0] 0.24]0£-0] 0.2441 £-0 
45.0 0.:>14]£-03 0.2162£:-03 0.21651:-03 0.2.!06E-O:l 0.2223£-03 0 • .1275£-03 0.2311£-0] 0.2]19£-03 0.2396£-03 0.2411£-0 
60.0 0.2064£-0] 0.2082E-O.l 0 • .1087£-0.1 0.2134£-0.1 0 • .1159£- 0] 0.2226£-03 0.2276E-O:l 0.2290E-0] 0.2373£-03 0.2)90£-0 
70.0 O.IQQ7£-03 0.20ISE-O"l 0.2022£-03 0.2071£-0] 0.;>101£-0) 0.2191£-0,] 0.2254£-03 0.22731'-03 0.2369£-03 0.2]91£-0 
15.0 o .19511F-03 0.1977~-03 O. 19dC>~- 03 0.2037£-03 0.2079£-0] 0.2174F-0] 0.2247£-03 0.2269£-0] 0.2374£-0] 8.2]98£-8 
80.0 0.1919F-0] 0.1939£-03 0.1951£-0] 0.2002£-03 0.2052£-0] 0.21f>3C-0] 0.2246£-0) 0.2272F-0] 0.2392£-0] 0.2420E-0 
115.0 0.1880£-0:1 0.1900£-0"1 0.19IbE-03 0.1968£-03 0.:>029£-03 0.2157£-03 0.2254£-0) 0.2284£-0] 0.2425£-03 0.2458£-0 
87.5 0.1860£-03 0.1881£-0] 0.11199£-03 0.1951£-0] 0.2017£-0) 0.2155£-0:1 0.2258£-0:1 0.2290£-0] 0.2441£-03 0.2477£-0 
0.0 D.la.8F-OJ 0.1069£-0') O.I"RKE-O') 0.1941£-0] 0.2009£-0] 0.2152£-0] 0.22511£-0"1 0.2292E-0) 0.2448£-03 0.2484£-0 
5.0 0.1826£-0] 0.1845£-0.1 O.IS69E-03, 0.1922£-03 0.1986£-0] 0.21)2£-0,] 0.2227£-03 0.2266£-03 0.2426£-03 0.2464£-0 
• 0.0 O.169IF-O.J 0.1705£-03 0.1724£-0] 0.1779£-:1) 0.1836£-0] 0.1986£-0] 0.2117£-0] 0.2167:-03 0.2]30£-03 0.2]69£-0 
I '!a.O 0.14'18£-0] 0.1516£-0] 0.1554£-03 0.1612£-0"1 0.1685£-0] 0.11164£-0] 0.2017£-0] 0.2066£-0] 0.2240£-03 0.2289£-0 
20.0 O •• ".2E-O.] 0.1.3IE-O') 0.146~£-03 0.150.]£-0] 0.1566£-0] 0.110 __ £-0] 0.18.14£-0] 0.1869£-0] 0.2043£-0] 0.2107£-0 
22.0 0.135IF-03 0.1372£-03 0.1404£-0) 0.1431£-03 0.1492£-0) 0.1628F-0] 0 •• 743£- 03 0.1767£-0] 0.1957£-0) 0.2021£-0 
f\.) 24.0 0.1295£-03 0.1317£-0,] O.I.J44E-03 0.1361£-0] 0.'.21l:-0') 0.15]8£-0] 0.16)7£-0] 0.1651£-0] 0.1861£-03 0.1920£-0 2b.0 0.1216£-0) 0.1255£-03 0.1272£-0] 0.1277£-03 0.1]4]£-0] 0.1451£-0] 0.1540£- 03 0.1546£-03 0.1762£-03 0.1812£-0 
I :>8.0 O.1175F-OJ 0.1186£-0:) 0.1196£-0] 0.1I9blo-0] 0.1264£-0] 0.1]66£-0) 0.1445£-0] 0.144b£-0] 0.1662£-03 0.1704£-0 
VI ]0.0 O.IOC)9F-O.l 0.1098£-0:1 0.1104£-03 0.11 0~£-03 0.11 c>8£-0] 0.1266E-0.) 0.1345£-0] 0.1341>£-03 0.1563£-03 0.1600£-0 
~ ]2.0 O.Qq,47E-04 0.91136£-0. 0.911'>7£-04 O.9950F-04 0.105]E-0] 0.1I46t.-03 0.1224£-03 o. I 2~8E'- 03 0.1444£-03 0.1469£-0 
"14.0 "0.8bft'5£-04 0.8549£-0. 0.86]1£-04 0.6710£-04 0.9220£-0. 0.1010£-0] 0.10115£-0] 0.1092£-03 0.1205£-03 0.1315£-0 
.Jb.O 0.7288£-04 0.7172£-0. O.72&5E-04 0.7300£-04 O.7837E-04 o. 8654E- O • 0.9]69£-04 0.944IE-04 0.112IE-0] 0.1150£-0 
38.0 0.6015F-04 0.509.15£-0. 0.6074£-04 O.6167E-O", O.b561t.-04 0.1264£-04 O.791IE-04 O.t:J076E-04 0.9707£-04 0.9990£-0 
40.0 0.4_3£-04 0.4822F-04 0.4983£-04 0.504I1E-04 0.5389£-04 o. bOOSE-D", 0.6607£-04 0.6601£-04 O. 0221 £-04 0.8.8IE-0 
42.0 0.:J922F-C4 0.3914£-0" 0.4078£-0' 0 •• 103E-04 0.4406E-04 0.463)£-04 0.5356E-04 0.5570£-04 0.6813£-0. 0.7032£-0 
.4.0 ~:~~:~~:g: O.3079f:.-04 0.3225£-04 0.3222£-04 O • .l410E-04 0.:l833E-04 0.4290£-04 0.4544£-04 0.56201:-04 0.5806£-0 46.0 0.2420£-0' 0.25311£-04 0.2517E-0' 0.2706£-0' 0.2980£-04 0.]301£-04 0.3601£-04 0.4530£-0' 0.4'95E-0 
40.0 0.1906E-04 0.1912£-04 0.1971£-04 0.1942£-04 0.2080£-04 0.2]06£-04 0.2647E-04 0.20601:-04 0.36115£-04 0.3779£-0 
50.0 O.14SIE-04 0.1454£-04 0.1474£-04 0.1446£-04 0.15441'-04 0.171 DE-04 0.2007£-04 0.2192£-04 O.2SSIE-0. 0.3007E-0 
S2.0 0.IC89E-04 0.1007£-04 0.1080E-0", 0.1055£-04 0.1125£-04 0.1257£-04 0.1480£-04 0.16]31'-04 0.2209£-04 0.2329E-0 
54.0 0.79'4F-05 0.70'15£-05 0.71'02E-05 0.7465£-05 0.1955£-05 0.9020£-05 0.1068E-04 0.1192£-04 0.1653£-04 0.1765£-0 
~6.0 0.5565£-05 0.5555£-05 0.532)£-05 0.5126£-35 0.5409£-05 O. ~2<;4E-05 0.7525£-05 0.0452E-05 0.1176£-04 0.1266£-0 
5".0 o. 'lODGE-OS 0.3009£-05 0.3607£-05 0 • .1384£-05 0.31>46E-05 O."26"E-05 0.5143£-05 0.51146£-05 0.8220£-05 0.8979£-0 
60.0 0.2472E-05 0.2.80£-05 0.2331£-05 g:g!~~:g~ o • .!344E-05 0.217JF-05 O.3438E-05 0.3004£-05 0.5370£-05 0.5977£-0 62.0 0.1566£-05 0.1574E-05 0.14c>J£-05 0.1465£-05 0.1750£-05 0.2202£-05 0.2529£-05 0.3377£- 05 0.]732£-0 
64.0 0.96'11£-06 0.9744£-06 0.904",E-06 0.8202£-06 O.6962E-06 0.1076£-05 0.1371£-05 0.1600£-05 0.1992£-05 0.2216£-0 
66.0 0.5006F-06 0.5927£-06 0.5522£- 06 0.5071£-06 0.5355£-06 o. t;41 JE'- 06 O. 6255E- 06 0.9138£-06 O. 1107£-05 0.1207£-0 
68.0 O. "1515£-06 0.:1598£-06 0.3]83£-06 0.3118E-06 0.1151 £-Ob 0.3111£-06 0.4786£-06 0.5700£-06 0.5186£-06 0.6131£-0 
70.0 0.223]£-06 0.2252£-06 0.2135E-06 0.1946£-06 0.1052E-06 0.2066£-06 0.2659£-06 0.]171£-01> 0.2841£-06 0.2960£-0 
12.0 0.142.3£-06 0.1450E-Ob 0.1 :'74E-06 0.1219£-06 0.1062£-06 0.1139£-06 0.1412£-06 0.1666£-06 0.12<;3£-06 0.1]39£-0 
74.0 0.9119E-OI 0.9480£-07 0.11820£-07 0.7551£-07 0.622IE-07 0.5927E-07 0.7143£-07 0.6270£-07 0.5737£-07 0.5784£-0 
7( •• 0 0.5"14£-1)7 0.6311£-07 O.5b4.E-07 0 •• 638E-07 0.,]402£-07 0.3017£-01 0.]402£-C7 0.3608£-07 0.253]£-01 0.240 I E-O 
70.0 O .. '776F-C7 0.4179£-07 0.]575£-07 0.2018£-07 0.1964£-01 0.1513£-07 0.1595£-07 0.1710£-07 0.1190£-07 0.1041£-0 
80.0 0.2336E-07 0.2704£-07 0.2221£-07 0.1670£-07 0.1120£-07 0.7670£-00 0.7610£-06 0.6064£-O!l 0.676IE-06 0.5706£-0 
Table 2-5. Horizon Radiance Data (July-South) Average Atmosphere 
It:JA/JNGT 90S tlOS 70S bOS SOS 405 lOS 205 105 
0.0 0.lbI9F-03 O.lblltl£"-Ol 0.169!OJF-0 ~ 0.160IlE-01 0.19231::-01 0.2027E-O.J 0.21lIE-03 0.2212E-03 0.2247E-03 
4 !OJ. 0 0.1">7<JF-O.1 0.1('07E-01 0.loIl9E-01 0.17S9f--03 o • IH 7bE - 0 ] 0.1973E-03 O • .l034E-03 0.2115E-03 0.2IS0E-0] 
bO.O 0.1 <.1I2F- 03 o. 1 ~6(:lE- OJ o. I bOtlt:- 03 0.11I9E-0] 0.183SE-0] 0.1929E-03 0.1970E-03 0.20331:-03 0.20t:8E-03 
7 0.0 0.1'>011("-01 O.I'>J~E-O] 0.I~bIiE-03 O. It.d~[ -0] 0.179HC-01 0.18<;7('-03 0.1<l15E-03 O.1963E-03 0.IQ97E-03 
7!OJ.0 0.14'10("-C3 0.1':.07E-O.1 O. IS'+2E- 03 0.16S8f:-0~ 0.1777E-OI 0.1860E-0] 0.1605E-03 O. I 92"f.- 03 0.1"5UE-03 
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Figure 2-32. LMSC April Profiles for Seasat-l 
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Figure 2-33. July Spectral Radiance Comparisons for 400 N Latitude 
(a) Zenith angle = 0, unity filter 
(b) Zenith angle = 70 degrees, ITHAca filter 
percentages for July radiance profiles. Figure 2-33a shows 
the effects on the Earth IR radiance between 12 and 22 mi-
crometers for the nadir view (zenith angle = 0) with a unity 
filter (i.e., F(A) = 1), and Figure 2-33b shows the effects 
for a 70-degree zenith angle path using the ITHACO filter. 
Note that the inverted triangles on the abscissa of Fig-
ure 2-33b appear to be spurious1 the 300-percent ozone 
effect is quoted in Reference 8 as being indistinguishable 
from nominal for the Seasat passband. 
2.3.3 CLOUD ANALYSIS 
In addition to the generation of the nominal radiance pro-
files, another significant result of the LMSC analyses was 
the evaluation of the sensitivity of the IR scanners to cold 
clouds. Some of this analysis is reported in Reference 81 a 
more detailed discussion of the cloud modeling analysis pro-
cedure and results is presented in Reference 15, along with 
a discussion of the frequency and distribution of clouds at 
various altitudes for the Northern Hemisphere in January, 
April, July, and October. 
The cloud profiles were aynthesized assuming opaque clouds 
at altitudes 1/3, 2/3, and 3/3 the height of the tropo-
paus~ The procedure was to compute the integral portion ~f 
the r~~iation equation 'Fquation (2-5» from an initial op-
tical path position So corresponding to the cloud height. 
In addition to this, the source term NO(A)LO was evaluated 
for a source at the temperature of the cloud (which is con-
sidered at the same temperature as the atmosphere at that 
altitude) with a transmittance, LO' equivalent to the 
transmittance from the cloud top to the observer in outer 
space. Figure 2-34 (Reference 15) illustrates the sensor 
geometry and cloud altitude distribution for the nadir view, 
as well as the altitude of the tropopause versus latitude. 
The effect of clouds at various altitudes on the nadir view 
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radiance for a July equatorial Earth IR spectrum is illus-
trated in Figure 2-35. A comparison of a profile perturbed 
by a high-altitude cold cloud with a normal profile for July 
at the Equator is illustrated in Figure 2-36. Seasat scan-
ners detected the Earth using the normalized threshold loca-
tor logic, with the normalized threshold level determined by 
the average value of the radiance between 5 and 11 scan de-
grees from the horizon. This averaging region is also shown 
in Figure 2-36 at the corresponding zenith angle values. 
Using the profile in Figure 2-36 and ignoring effects due to 
scanner geometry FOV integration and signal processing elec-
tronics, it can be seen that the drop in radiance near ze-
nith angles of 70 degrees moves the detected horizon out 
4 kilometers, as indicated by arrows on the abscissa near 
35 kilometers. Translating this into a pitch or roll error 
for Seasat yields 0.03 degree. Using a similar technique, 
LMSC concluded that the worst-case ~ ld cloud effect could 
result in occasional disturbances of 0.1 degree. 
More detailed analysis of the cold cloud effects using the 
LMSC profiles in a horizon sensor optics and electronics 
simulation program by CSC confirmed these results (Refer-
ence l4). This analysis and IR scanner flight data from the 
Seasat mission are summarized in section 4. 
2.4 HRDB (CSC/LOWTRAN 5/RAOBS-1972) MODEL 
The horizon radiance modeling efforts of LRC and LMSC de-
scribed in the previous sections suffered from two major 
drawbacks: (I) the data simulation dealt mostly with the 
Northern Hemisphere, using a seasonal mirroring for the 
Southern Hemisphere, and (2) the generated profiles covered 
either a very narrow region of the IR spectrum or were spe-
cific to a certain passband. Consequently, the profiles 
were limited in their usefulness in support of attitude de-
termination efforts at GSFC. CSC, under contract to GSFC, 
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Figure 2-36. Nominal and Cold Cloud Radiance Profiles at the Equator in July 
undertook the project of generating a comprehensive data 
base, starting with a feasibility study in 1980 (Refer-
ence 17). The study examined several options, including the 
techniques of numerical synthesis and the compilation of 
observed satellite data. The comprehensive data base, 
called the Horizon Radiance Data Base (HRDB), was generated 
in 1982 (Reference 18) using the computer program LOWTRAN 5 
obtained from the u.s. Air Force Geophysical Laboratory 
(Reference 10). The climato~ogical data base from 1972 ra-
diosonde observations (RAOBS-1972) (References 11 and 19) 
provided the atmospheric temperature and humidity profiles 
required as input to the LOWTRAN 5 program. 
The HRDB provides a global data base of IR intensities due 
to the Earth and its immediate environment. Its major fea-
tures are as follows: 
• The radiance profiles are provided for the IR re-
gion of 8 to 22 micrometers at steps of 0.2 micrometer. 
• The HRDB provides seasonal variations in monthly 
steps. 
• Geographic variations are included by providing 
data for nine latitude bins of 20 degrees width centered at 
80 0 6 0 4 0 0 0 0 0 N, 0 N, 0 N, 20 N, Equator, 20 S, 40 S, 60 S, and 
800 S latitudes. 
• The two hemispheres and the seasonal effects are 
based on independent observations of the climatological data 
without incorporating seasonal mirroring. 
• The viewing geometry is represented by 51 different 
optical paths from the observer (the sensor on board the 
satellite) to the Earth's atmosphere. These are subdivided 
into two groups: paths intersecting with the Earth's sur-
face are represented by zenith angles (~) ranging from 
90 degrees (tangential to the Earth's surface) to 0 degrees 
2-63 
(nadir view) in steps of 10 degrees; paths passing through 
the atmosphere are characterized by a tangent height (h) 
(along the local vertical at the point of closest approach 
to the Earth) ranging from 0 to 80 kilometers in steps of 
2 kilometers. Figure 2-37 defines ~ and h. 
• The HRDB can be used for any mission by generating 
profiles specific to the passband of the horizon sensor in 
use. This can be achieved by integrating the product of the 
IR spectral data from the HRDB and the spectral response 
function of the sensor optics over the wavelength parameter. 
The radiance profiles represented by the HRDB were used to 
simulate data corresponding to the specific CO2 channels 
used in the LIMS experiment on board Nimbus-7, and the re-
sults were compared with the observed data. That study is 
described in Reference 12 and will be discussed further in 
section 2.5. 
2.4.1 LOWTRAN 5 PROGRAM 
The LOWTRAN 5 program (Reference 10) calculates atmospheric 
transmittance and radiance emitted by the atmosphere and the 
Earth in the IR region of the electromagnetic spectrum. The 
program, which is written in FORTRAN, has the following gen-
eral features: 
• Computes either transmittance or transmittance and 
radiance data in steps of 5 cm- l from 350 to 
40,000 cm- l (28.5 to 0.25 micrometer). 
o Uses a single parameter band model for molecular 
absorption and includes the effects of continuum 
absorption, molecular scattering, and aerosol 
extinction. 
• Includes the effects of refraction and Earth curva-
ture in the calculation for slanted atmospheric 
paths. 
2-64 
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• Contains six representative atmospheric models and 
many representative aerosol models. 
• Has an option for a user-supplied atmospheric model 
providing temperature and water vapor profiles as a 
function of pressure and altitude. The model may 
optionally provide data relating to ozone and aero-
sol densities. 
• Uses a spherical model of the atmosphere with up to 
34 shells at various altitudes defined by the in-
ternal models or the user-supplied atmospheric 
model. 
• Assumes LTE in each layer. This condition is sat-
isfied at lower altitudes in the atmosphere but not 
at higher altitudes (as discussed in section 2.2); 
however, no provision is made to correct for this. 
• Includes absorption curves and mixing ratios for 
water vapor, ozone, nitric acid, and the uniformly 
mixed gases (carbon dioxide, nitrous oxide, meth-
ane, carbon monoxide, oxygen, and nitrogen). 
• Allows for inclusion of cloud effects via a source 
term at the boundary; however, this source term can 
only be included by artificially changing the size 
of the Earth to coincide with the location of the 
cloud. 
Details of the two major functions of the LOWTRAN 5 program, 
the computation of radiance and transmittance, are discussed 
in the following sections. 
2.4.1.1 Computation of Atmospheric Radiance 
The LOWTRAN 5 program has the option of calculating atmos-
pheric radiance and Earth radiance. A numerical analog of 
the integral form of the radiative transfer equation is used 
in the program. The emission from aerosols and the treatment 
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of aerosol and molecular scattering is considered only in 
the zero-th order. Additional contributions to atmospheric 
emission from radiation scattered one or more times are ne-
glected. LTE is assumed in the atmosphere. 
The average atmospheric radiance (over a 20-cm-l interval) 
at the wave number, v, along a given line of sight in 
terms of the LOWTRAN transmittance parameters is given by 
(2-7) 
where the integral represents the atmospheric contribution 
and the second term is the contribution of the boundary (for 
example, the surface of the Earth or a cloud top) and 
where average transmittances from the bound-
ary to the observer 
Ta = average transmittance due to absorption 
B(v, T) = average Planck (black body) function corre-
sponding to the wave number, v, and the 
temperature, T, of an atmospheric layer 
LS = average transmittance due to scattering 
Tb = temperature of the boundary 
Tt = Ta~s = average total transmittance 
The emissivity of the boundary is assumed to be unity. 
The LOWTRAN 5 band model approach used here assumes that, 
because the black-body function is a slowly varying function 
of frequency, the average value of the radiance can be rep-
resented in terms of the average values of the transmittance 
and the black-body function. The parameters ~ , T , and 
a s 
Tt vary from 1 to T~' T~' and T~' respectively, along the 
observer's line of sight. For lines of sight that do not 
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intersect the Earth or a cloud layer, the second term in 
Equation (2-7) is omitted. 
The numerical analog of Equation (2-7) has been incorporated 
in the LOWTRAN 5 program. The numerical integration of the 
radiance along a line of sight for a given model atmosphere 
defined at N levels is given by 
N-l 
I(v) = L 
i=l 
(2-8) 
Thus, the spectral radiance along a given line of sight in 
the atmosphere is calculated by dividing the atmosphere into 
a series of isothermal layers at constant pressure and den-
sity, and then summing the radiance contribution from each 
of these layers along the line of sight. Figure 2-38 shows 
a simple example of this numerical procedure. Ignoring the 
contribution due to scattering, the total upward spectral 
radiance as seen by an observer in space for a three-layered 
atmosphere at Tl , T2 , and T3 is given by 
(2-9) 
It should be emphasized that, in the calculation of radiance 
as given by Equation (2-7), scattering is treated only as a 
loss mechanism and is not included as a source. 
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Figure 2-38. Downward Atmospheric Paths Through a Three-
Layered Atmosphere for Radiance Calculations 
2.4.1.2 Computation of Atmospheric Transmittance 
In the LOWTRAN 5 program, the total atmospheric transmit-
. -1 tance at a g~ven wave number averaged over a 20-cm inter-
val is given by the product of the average transmittances 
due to molecular band absorption, molecular scattering, aer-
osol extinction, and molecular continuum absorption. The 
molecular band absorption consists of four components; 
namely, the separate transmittances of water vapor, ozone, 
nitric acid, and the uniformly mixed gases. 
The average transmittance (T) due to molecular band ab-
sorption is represented by a single-parameter empirical 
transmittance function. The argument of the transmittance 
function is the product of a wave-number-dependent absorp-
tion coefficient and "an equivalent absorber amount" for the 
atmospheric path: 
T = f (C p' DS) 
v 
(2-10) 
where C is the LOWTRAN 5 wave-number-dependent absorption 
v 
coefficient, and p' is an "equivalent absorber density" 
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for the atmospheric path, os. The density p' is defined in 
terms of the pressure, P(z); temperature, T(z); concentration 
of absorber, p, at an altitude z of the atmospheric layer; 
and an empirical constant, n, as follows: 
p' = p 
where To and Po correspond to standard temperature and 
pressure (STP) (1 atmosphere, 273K) conditions. 
(2-11) 
The form of the function f (Equation (2-10» and the value 
of the parameter n have been determined empirically using 
both laboratory transmittance data and available molecular 
line constants. Mean values of n are 0.9 for water vapor, 
0.75 for the uniformly mixed gases, and 0.4 for ozone. 
For sufficiently small values of the argument of f (i.e., 
CvP' os « 1), the transmittance function T is modified to 
perform calculations for atmospheric layers of small optical 
thickness. For cases where 0.999 ~ T ~ 1, the transmittance 
function has been computed from the following analytic ex-
pression: 
T = 1 - a (C p' OS)b 
v 
(2-12) 
where a = 0.088 and b = 0.81 for water vapor and the uni-
formly mixed gases, and a = 0.055 and b = 1.03 for ozone, 
obtained from empirical transmittance data fitting. 
Empirically determined absorption coefficients for water 
vapor, ozone, nitric acid, and the combined effect of the 
uniformly mixed gases are included as data in the computer 
code. The transmittance spectra from which the coefficients 
were derived were first degraded in resolution to 20 em-I, 
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-1 
and the data points were digitized at steps of 5 cm For 
the ultraviolet and visible ozone bands, the absorption co-
. . . -1 -1 . 
efficients were d1g1t1zed at SOO-cm and 200-cm 1nter-
vals, respectively. 
The absorption coefficients for water vapor are shown in 
Figures 2-39(a) and (b). Those for ozone are shown in Fig-
ures 2-40(a), (b), and (c), and those for the uniformly 
mixed gases, in Figures 2-4l(a) and (b). 
The transmittance due to nitric acid has been assumed to lie 
in the weak-line or linear region. Absorption coefficients 
digitized at 5-cm-l intervals for the 5.9-, 7.5-, and 
11.3-micrometer bands of nitric acid are also included in 
the LOWTRAN 5 program. These coefficients are shown in 
Figure 2-42. 
2.4.2 RAOBS-1972 CLIMATOLOGICAL DATA 
A data base of well-screened, worldwide observations of tem-
perature and water vapor distributions is required to simu-
late the transport of IR radiation along a line of sight 
through the atmosphere into space. One such data base was 
constructed at GSFC using radiosonde observations of temper-
ature and relative humidity in the troposphere and strato-
sphere for the 12 months of 1972 (References 11 and 19). 
The profiles in the RAOBS-1972 data base are constructed by 
selecting the best 2 days of data available from the first 
5 days of each month in 1972. Data were taken twice daily, 
at noon and at midnight. The data were obtained from the 
National Climatic Center (NCC) at Asheville, North Carolina. 
The RACBS profiles supplied by NCC are lists of pressures, 
temperatures, and relative humidities at the 40 standard 
pressure levels listed in Table 2-6. The radiosonde temper-
ature profiles were constrained to join smoothly onto a 
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standard stratospheric temperature profile (based on the 
U.S. standard atmosphere). To simulate the troposphere more 
realistically, missing temperatures were filled by linear 
interpolation where possible, or by linear extrapolation 
over a limited pressure range with the assumption of an iso-
thermal troposphere over a wider pressure range. An alpha-
betic code is associated with each temperature in the 
profile, indicating how the temperature was determined at 
that pressure level. 
Because only temperatures and relative humidities appear in 
the RAOBS-1972 data base, each water vapor mixing ratio must 
be calculated from the corresponding temperature and humidity 
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Table 2-6. RAOBS-1972 Standard Pressure Levels 
LEVEL PRESSURE LEVEL PRESSURE 
NO. 1mb) NO 1mb) 
1 02 21 40 
2 03 22 501 
3 05 23 60 
4 07 24 701 
5 1 0 25 85 
6 20 26 1001 
7 30 27 125 
8 40 28 1501 
9 50 29 175 
10 60 30 2001 
11 7.0 31 2501 
12 85 32 3001 
13 1001 33 350 
14 125 34 4001 
15 150 35 5001 
16 175 36 600 
17 20.01 37 7001 
18 25.0 38 8501 
19 30 01 39 920 
20 35 40 10001 
1MANDATORY RAOBS PRESSURE LEVEL UP TO 10 MILLIBARS. 
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at that pressure level. Because the measured stratospheric 
relative humidity is less than 1 percent and appears as a 
zero in the humidity list, the default stratospheric mass 
mixing ratio for water vapor is 0.0 grams per kilogram 
(g/kg) in this data base. The actual default stratospheric 
value is usually not important. Simulations of radiation 
transport through the atmosphere are not sensitive to the 
actual stratospher1c m1xing ratio if it is small (much less 
than 1.0 g/kg). The tropospheric mixing ratios are deter-
mined by linearly extrapolating/interpolating the measured 
relative humidities. Water vapor mixing ratios are more 
variable than atmospheric temperatures. The average water 
vapor mixing ratio at 1000 millibars varies from nearly 
15 g/kg during tropic summer to less than 1 g/kg during arc-
tic winter. A factor of five change in this ratio during 
the year in polar regions is not uncommon. 
More than 12,000 individual profiles from over 600 different 
stations reside in this data base. These profiles were seg-
regated into nine latitude bins, each 20 degrees wide. As a 
result, the observations from stations located in the South-
ern Hemisphere are separated from the more numerous Northern 
Hemisphere reports. Table 2-7 shows the location and sea-
sonal distribution of the profiles in the RAOBS-1972 data 
base. By retaining the identity of each station in the 
RAOBS-1972 data base, it is possible to select stations 
wlth1n a small geographical area for further study. Later, 
1f needed, the data base could be reorganized on the basis 
of geography (e.g., highlands, coastal areas, continental 
1nter1ors) or on the basis of weather at the reporting sta-
tions (e.g., by part1cular mesoscale event or by air mass 
sampled). Prov1sions were made for extracting the actual 
radiosonde profile from the data base by cod1ng each temper-
ature according to how it was determined. 
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Table 2-7. Distribution of RAOBS-1972 Profiles 
LATITUDE NUMBER OF WINTER SPRING SUMMER FALL TOTAL BIN STATIONS 
700 N-900 N 22 94 94 115 122 425 
500N-700 N 175 938 995 1000 1001 3934 
300N-SOoN 260 1273 1334 1343 1328 5278 
l00N-300 N 87 386 390 377 394 1547 
100 5 -lOoN 28 104 101 101 99 405 
100 5 -300 5 20 82 92 70 87 331 
300 5 -500 5 15 61 62 53 60 236 
500 5 -700 5 12 38 45 35 44 162 
700 5 -900 5 6 20 9 7 11 47 
TOTAL 625 2996 3122 3101 3146 12365 
Although the specially selected high-altitude reports are 
prescreened by NCC, further testing was required. Minor 
errors were detected in some data, which would have reduced 
the quality of the data base. The most common mistake was a 
sign error in the measured Celsius temperature. Occa-
sionally, the block-station number identifying the station 
was incomplete or missing; as a result, the location of the 
profile was unknown. On rare occasions, only stratospheric 
data were present, or too few temperatures were measured for 
meaningful interpolation or extrapolation onto the 40 stand-
ard pressure levels. Whenever any of these errors were 
found, the entire observation was discarded. Despite these 
precautions, some erroneous data still reside in the RAOBS-
1972 data base. Approximately one profile per thousand 
contains bad data. 
The profiles from the RAOBS-1972 data base were used as in-
put to the LOWTRAN 5 program. The large number of profiles 
make it a very good statistical sample. The difference in 
Southern and Northern Hemisphere profiles 6 months apart is 
evidence that season mirroring to obtain Southern Hemisphere 
data from the Northern Hemisphere data is not entirely ade-
quate. However, some features of this data base are ques-
tionable. The data base represents only a single year, 
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1972. In addition, the upper stratospheric data are artifi-
cially uniform because the profiles were constrained to join 
smoothly to a standard atmospheric temperature profile for 
altitudes where measured data were not available. These and 
other statistical variations of the data base are discussed 
in some detail in Reference 11. 
2.4.3 HRDB PARAMETRIC VARIATIONS 
Samples of the radiance profile data (in units of watts per 
centimeter 2 per steradian per micrometer) from the HRDB 
are shown in Figures 2-43 and 2-44. The data are for opti-
cal path tangent heights of 2 and 38 kilometers in January 
for the 400 N latitude bin. The local peak in the vicinity 
of 15 micrometers wavelength shows the CO2 radiance used 
for the horizon sensors. The data shown represent midlati-
tudes in the winter hemisphere. 
The HRDB data were studied for sensitivity to changes in the 
atmospheric temperature, relative humidity, ozone concentra-
tion, different aerosol models built into the LOWTRAN 5 pro-
gram, and presence of clouds. Figures 2-43 and 2-44 show 
the results for two of these changes. The numerals indicate 
the total number of overlapping data points. Figure 2-45 
shows the fractional change in the radiance due to two per-
turbations, temperature and humidity, as a function of opti-
cal path at 15 micrometers, center of the CO2 band. The 
abscissa represents tangent height (positive values) or 
zenith angle minus 90 (negative values) to provide a contin-
uous scale. The results of the sensitivity analysis are 
summarized as follows: 
• No appreciable change is observed, especially in 
the IS-micrometer CO2 band, for changes in the relative 
humidity ranging from half the RAOBS values to almost 
99-percent relative humidity. 
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at 15 Micrometers (Uniform 
compared to halving the 
• No change is observed in the CO2 band for changes 
in the ozone concentration or from the use of different aer-
osol models. 
• Fractional changes in radiance are larger for the 
same amount of uniform heating than for cooling of the 
atmosphere. 
• The derivative of 1n(R) with respect to temperature 
[i.e., l/R (~R/~T)], where R is the radiance and T is the 
temperature, stays approximately constant, for a given op-
tical path and wavelength, as a function of season and geo-
graphy. The maxima in this derivative occur for optical 
paths that are nearly tangential to or intersecting with the 
Earth. Table 2-8 lists results for three wavelengths in the 
IS-micrometer CO2 band that show an approximate 2-percent 
change in radiance per I-degree change in atmospheric 
temperature. 
The effects of cloud simulation at the top of the troposphere 
on the Earth IR spectrum are shown in Figures 2-46 and 2-47 
for the month of January for the 800 N latitude nadir view 
and in the equatorial region for a view at h equal to 
10.0 kilometers. The results, using the LOWTRAN S program, 
again demonstrate the insensitivity of the IS-micrometer 
band to weather phenomena, in agreement with previous Proj-
ect Scanner and LMSC studies (see Sections 2.2 and 2.3). 
2.S NIMBUS-6 AND -7 OBSERVATION MODEL 
The Limb Radiance Inversion Radiometer (LRIR) experiment, 
flown on the Nimbus-6 spacecraft in 1975, was conducted to 
determine the vertical distribution of temperature, ozone, 
and water vapor from the lower stratosphere (~lS kilometers) 
into the lower mesosphere (~60 kilometers) on a global scale 
(Reference 20). These vertical distributions were to be 
determined by inverting measured limb radiance profiles ob-
tained by the LRIR, an infrared, multispectral scanning 
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Table 2-8. Max~mum Fractional Change in the Radiance 
Profiles per Degree Change in the Atmos-
pheric Temperature for the C02 Band 
LATITUDE (.1R/R)/.1Ta MONTH BIN 14", 15", 16", 
1 (JAN) 0 0024 0020 0020 
40S 0022 0019 0019 
80 S 0020 0020 0020 
4 (APRIL) 0 0026 0021 0021 
40S 0025 0021 0021 
80S 0021 0021 0017 
7 (JULY) 0 0024 0020 0020 
40S 0023 0020 0020 
80 S 0028 0023 0024 
-10 (OCTOBER) 0 0024 0021 0021 
40S 0023 0020 0020 
80S 0027 0022 0022 
aR VALUE CORRESPONDS TO NOMINAL RAOBS-1972 TEMPERATURE, T, .1R IS 
THE DIFFERENCE BETWEEN THE NOMINAL RADIANCE VALUE AND THAT 
OBTAINED USING A TEMPERATURE OF T+H, WHERE.1T REPRESENTS THE 
CONSTANT CHANGE APPLIED TO THE ATMOSPHERIC TEMPERATURE 
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Nominal HRDB Radiance Profiles for January, Equatorial Region, 
h = 10 Kilometers (Nominal HRDB radiance profiles (*) are 
compared to those with a uniform cold cloud at the top of 
the troposphere (C).) 
radiometer. Measurements were made in four spectral re-
gions: two in the IS-micrometer CO 2 band; one in the 
9.6-micrometer ozone band; and one in the 23- to 
27-micrometer water vapor band. 
The LRIR experiment was followed by the Limb Infrared Moni-
tor of the Stratosphere (LIMS) experiment, flown on the 
Nimbus-7 spacecraft in 1978 (Reference 21). LIMS was de-
signed to determine global-scale vertical distributions of 
temperature and several gases involved in the chemistry of 
the ozone in the stratosphere. It employed a multispectral 
scanning radiometer similar to that for the LRIR experi-
ment. Measurements were made in six spectral regions: one 
in the 9.6-micrometer ozone band, one in the 6.3-micrometer 
nitrogen dioxide band, one in the 6.2-micrometer water vapor 
band, one in the 11.3-micrometer nitric acid (HN03) band, 
and two in the IS-micrometer CO 2 band. The nominal view-
ing geometry for LIMS is shown in Figure 2-48. 
One of the CO2 channels used in the two experiments is 
quite similar in width to the spectral bands typically used 
for IR horizon scanners; LRIR channel BC02 (broad) has a 
passband range (based on 50-percent peak response) from 14.4 
to 16.9 micrometers and LIMS channel C02W (wide) has a pass-
band range from 13.2 to 17.3 micrometers. The data coverage 
extends from 83 0 N to 64 0 S latitude for LRIR and from 84 0 N 
to 640 S latitude for LIMS. This provides an opportunity 
to compile either an IR data base directly from observed 
profiles or a global temperature data base to be used with 
an analytical model like LOWTRAN 5. Unfortunately, neither 
of these goals can be realized at this time due to the 
limited amount of processed science data currently avail-
able. At the time of this report, the LRIR/LIMS science 
groups, via the National Space Science Data Center (NSSDC) 
at GSFC, had released only 1 month (June 20 to July 30, 
1975) of inverted temperature profiles from LRIR and 
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approximately 7 months (October 25, 1978, to May 30, 1979) 
of Profile-R (radiance versus scan angle) data from LIMS. 
Nevertheless, these experiments provide a rich source of 
data for comparison with the HRDB (Section 2.4) and for help 
in identifying the strengths and weaknesses of the current 
\ 
efforts. 
2.5.1 LRIR AND LIMS OBSERVATIONS 
The LRIR data, consisting of an Inverted Profile Archival 
Tape (IPAT) (Reference 22) for each month, were obtained 
from NSSDC for the month of July 1975. The IPAT provides 
ancillary data (e.g., orbit number, time of day, and lati-
tude and longitude of the subsatellite point and of the tan-
gent point) as well as the profile data, including the 
inverted profile of temperature, pressure, and ozone mixing 
ratio. The data were grouped together in 20-degree latitude 
bins (using the latitude of the tangent point) at the stand-
ard RAOBS pressure levels (Section 2.4.2) and averaged over 
all scans for the desired timeframe. Temperatures at the 
pressure levels not represented in the observed data were 
generated by logarithmic interpolation (but no extrapola-
tion). The resulting temperature averages for July 1-5, 
1975, are shown in Figure 2-49 as a function of altitude, 
represented by the logarithm of pressure. A value of -1.0 
on the vertical scale represents a pressure of 10 millibars, 
corresponding to an altitude of approximately 32 kilome-
ters. The figure shows curves for the eight latitude bins 
and is a clear demonstration of the latitude dependence of 
the temperatures in the stratosphere. This is in sharp con-
trast to the RAOBS-1972 data used for the HRDB, in which the 
observed data were joined smoothly to a standard atmosphere 
for high altitudes. Figures 2-50 through 2-52 compare LRIR 
temperature data with the corresponding RAOBS-1972 data for 
the 800 N, equatorial, and 600 S latitude bins. The results 
show that RAOBS-1972 underestimates the temperature (and 
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Flgure 2-52. LRIR Temperature Data for July Compared ~'1i th 
RAOBS-l972 Data for 600 S Latitude 
thus the resulting radiance profile) of the stratosphere for 
the summer hemisphere and overestimates it for the winter 
hemisphere. 
NSSDC provides Profile-R data tapes as Nimbus-7 LIMS 
Profile-R microfilm product tapes. (A detailed description 
of the generation and content of these data tapes is pre-
sented in References 12, 21, and 23. Reference 12 also de-
scribes the software used to analyze the LIMS data.) LIMS 
data include a reference scan angle corresponding to a tan-
gent height of 30 kilometers for each profile. This scan 
dngle provides a rough calibration of IR horizon scanner 
view1ng heights and is expected to provide a conversion ac-
curate to 3 kilometers for most conditions. A greater un-
certainty is expected for the polar winter conditions, where 
the radiance variability is larger. 
The 30-kilometer reference scan angle was determined by 
ground data processing at the National Center for Atmos-
pheric Research (NCAR) using a procedure similar to that 
used on board for limb track point adjustment. The onboard 
limb track point is the angular position of 40 percent of 
peak C0 2N (narrow) channel radiance. Similarly, during 
ground data processing, the scan angle at 85 percent of peak 
radiance for the C0 2N channel is defined as a scanner view-
ing height of 30 kilometers. This correlation is based on a 
statistical average from a detailed simulation of Earth 
radiance. 
As an independent check of the accuracy of the LIMS 
30-kilometer reference scan angle, profiles of the LIMS ni-
tric acid (HN03) band were plotted. Figure 2-53 shows 
concurrently measured LIMS profiles of the C0 2N channel, 
CO2" (wide) channel, and nitric acid band as a function of 
tangent height based on the 30-kilometer reference scan 
angle conversion for sample scans on January 17, 1979. The 
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Figure 2-53. Sample LUIS Profiles of C02N, C02l'1, and HN03 Radiance Versus Tangent Height 
sharp change in nitric acid radiance occurs between a tan-
gent height of 0 and 10 kilometers with an approximate 
6-kilometer variation in the 50-percent point. Calculations 
of the nitric acid profile using the LOWTRAN 5 program in-
dicated that, for cloud-free conditions, a rapid rise of 
nitric acid radiance is expected to occur at a tangent 
height between 2 and 6 kilometers. Checks of occasional, 
I 
clear-sky nitric acid radiance profiles measured by LIMS 
I 
appear to support the use of the 30-kilometer reference scan 
angle for tangent height scale calibration to +6 kilometers 
accuracy. The 600 N latitude profile set in the lower left 
corner of Figure 2-53 is the only set on the figure contain-
ing a nitric acid profile that is likely to be free of at-
mospheric cloud effects. The other five examples show 
obvious cloud disturbances in the 11.5-micrometer data. 
These data were used to estimate the effects of clouds on 
the corresponding C02N and C02W channel profiles, and 
the results confirm the accuracy of simulations that have 
been made using the LOWTRAN 5 program for the effects of 
clouds on the ERBS IR horizon scanners. 
The conversion from scan angle to tangent height was com-
puted using the 30-kilometer reference scan angle and a lin-
ear relationship between scan angle and tangent height 
resulting from the flight geometry. Negative tangent 
heights indicate positions below the physical horizon. 
2.5.2 COMPARISON WITH HRDB 
The observed Earth IR profiles just discussed were compared 
with the synthesized profiles (HRDB) discussed in Sec-
tion 2.4, in an attempt to assess the accuracy of the HRDB 
data (Reference 12). The following is a review of that 
study and its results. 
The HRDB profiles were integrated over the spectral passband 
for the C02N channel or the C02W channel in the LIMS 
2-96 
experiment. However, because the LIMS data are provided per 
wave number unit, an equivalent bandwidth, WE' was derived 
for the two channels by 
WE=t [(A.: 0.1) - (A.! O.l)]t i 
i=l 1 1 
(2-13) 
where A. is the center wavelength in micrometers and t. is 
1 1 
the corresponding fractional transmittance for each of the 
N segments for the channel of interest in 0.2-micrometer 
steps. The use of WE allowed a direct comparison of LIMS 
data with corresponding HRDB data. 
The set of LIMS profiles from one day, the day nearest mid-
month, were selected for comparison with the HRDB profiles 
for each month. From these, all profiles measured within 
I degree of the center latitude of each of the HRDB latitude 
bins were selected for comparison with the corresponding 
profile predicted by the HRDB. Figure 2-54 illustrates the 
LIMS/HRDB comparison for 
1978, at 800 N latitude. 
2 
meter per steradian per 
the C02N channel on November 16, 
Radiance is in units of watts per 
centimeter-I. Figures 2-55 and 
2-56 provide similar comparisons for the C02W channel, for 
800 N and 600 S latitude, respectively. 
The measured and predicted radiances for the optical path 
corresponding to a O-kilometer tangent height are shown as a 
function of latitude for each of seven months in Fig-
ures 2-57 and 2-58 for the C02W and C02N channels, re-
spectively. The HRDB data show good agreement with LIMS 
data in the tropics, but poor agreement near the North and 
South Poles in the winter and summer months. At higher lat-
itudes, the HRDB tends to slightly underestimate LIMS in the 
summer hemisphere and to significantly overestimate LIMS in 
the winter hemisphere. The underestimation in the summer 
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Figure 2-57. C02W Radiance Intensities at a a-Kilometer 
Tangent Height (O-LIMS, 6-HRDB; bars ~nd~­
cate maximum and mim~mum LIMS values.) 
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hemisphere varies from 3 to 10 percent, and the overestima-
tion in the winter hemisphere varies from 15 to 30 percent. 
The HRDB generally shows better agreement with the C02W chan-
nel than with the C02N channel. Although agreement is gen-
erally poor in the polar regions, particularly at aOoN in 
the winter, agreement appears to be good during the months 
of February and March. This is a result of a polar strato-
spheric warming event occurring in late January 1979. 
The tangent height at which 50 percent of peak radiance oc-
curs on the rising portion of radiance profiles is important 
because it provides an absolute indication of the changes in 
the effective IR Earth radius viewed by sensors over lati-
tude and season. However, a comparison of the 50-percent 
tangent heights predicted by the HRDB with those indicated 
by LIMS yields little informa~ion about the HRDB model tan-
gent height accuracy, because the uncertainty of tangent 
height at 50 percent of peak for LIMS profiles is on the 
order of +6 kilometers. 
Figure 2-59 shows residual tangent height at 50 percent of 
peak radiance for the C02W channel as a function of lati-
tude for each month. Generally, the HRDB predicts 50 per-
cent of peak radiance to occur about 4 kilometers higher 
than LIMS. Due to the estimated 6-kilometer uncertainty in 
the LIMS tangent heights, however, this comparison between 
the HRDB and LIMS is inconclusive. 
Because of the lack of an accurate absolute tangent height 
calibration in the LIMS Profile-R data, little information 
can be derived from this analysis about the HRDB model or 
about the actual systematic variation of the altitude of the 
profile 50-percent point. Moreover, the interpretation of 
the data presented in Figure 2-59 is not straightforward. 
It therefore remains as an analysis problem to present 
evidence and measurements of the systematic seasonal and 
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latitude-dependent variation of the altitude of the profile 
SO-percent point. IR horizon scanner attitude systems with 
derivative locator logic, such as those on Landsat-4, have a 
chance of demonstrating this effect, and more accurately 
calibrated Nimbus-7 and TIROS-N data could contribute to the 
resolution of this problem. 
2.5.3 DISCUSSION AND CONCLUSIONS 
Comparison of the LIMS C02W channel data and the C02N chan-
nel data with the HRDB model of the LIMS data produced the 
following results: The HRDB model underestimates the radi-
ance gradient between the Equator and the poles in the win-
ter and summer seasons. The LOWTRAN 5 estimatE of the LIMS 
data is better for the C02W channel data than for the 
C02N channel data and is primarily controlled by the accu-
racy of the input temperature profiles. The LOWTRAN 5 anal-
ysis appears to provide a sound analytical translation of 
temperature profiles into radiance profiles with good agree-
ment in the midlatitudes for the amplitude of the radiance. 
The January North Pole LIMS profiles are modeled too 
brightly (i.e., more like equatorial data) by the LOWTRAN 5 
program, and the January South Pole LIMS profiles are 
modeled slightly dimmer than the LIMS data~ both are attrib-
utable to the input data from RAOBS-1972. The LOWTRAN 5 
estimate of the tangent height of the SO-percent point of 
the LIMS C02W channel data is within +4 kilometers of the 
data, which is consistent with the tangent height calibra-
tion accuracy of the LIMS data. Not only has LIMS data pro-
vided a useful reference for comparison with the radiance 
model, it has also provided information about atmospheric 
radiance variability and structure caused by clouds and 
stratospheric warming phenomena. The LIMS/HRDB comparison 
analysis has not, however, provided a clear measurement of 
the dependence of the altitude of the SO-percent point of 
maximum radiance on season and latitude. 
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The significance of this last item on the horizon radiance 
model is as follows: If there is a larqe (5- to la-kilometer) 
systematic variation in the altitude at which the profile 
intensities drop to 50 percent, the HRDB will have omitted a 
significant portion of the horizon radiance model. This 
omission has more significance for derivative locator loqic 
and fixed threshold loqic than it does for the normalized 
threshold locator loqic. 
If there is not a larqe (less than 5 kilometers) systematic 
variation in the altitude of the 50-percent point, the HRDB 
accounts for the major reason for triqqering height changes 
with latitude and season for the normalized threshold loca-
tor logic. For the derivative threshold locator loqic, how-
ever, the effects of systematic variation in the altitude of 
the 50-percent point of less than 5 kilometers pole to pole 
may be comparable to the changes in triggering height in-
duced by profile brightness variation. For this latter 
case, the HRDB accounts for only part of the modeled source 
of triqgering heiqht variations. 
It is important, therefore, for normalized threshold system 
modelinq, either to acquire data showing the variations in 
the altitude of the 50-percent point to be less than 5 kilo-
meters or to determine what these variations are to an accu-
racy of about 2 kilometers. For the modelinq of derivative 
locator logic systems, the systematic variations of the al-
titude of the 50-percent point are the most important aspect. 
of the model, especially if the variations are qreater than 
5 kilometers pole to pole. Data that could provide this 
information are Landsat-4 IR horizon scanner data compared 
with st?r tracker data, and Nimbus-6 and -7 and TIROS-N data 
converted to temperature profiles with accurate (~ 2 kilo-
meters) geodetic altitude scales. 
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SECTION 3 - HORIZON RADIANCE MODELING UTILITY 
The Horizon Radiance Modeling utility (HRMU) is a standalone 
program that determines the effective height of the IR hori-
zon as sensed by one or two IR horizon scanners. It is exe-
cuted in the batch mode to compute heights of the predicted 
horizon at AOS and LOS (for a given set of radiance pro-
files) as a function of the time of year and the subsatel-
lite latitude. The height data can also be converted to 
pitch and roll errors assuming a null spacecraft attitude. 
The HRMU is capable of generating intermediate computation 
results and printer plots in addition to horizon altitude 
data sets for modeling analysis, simulation studies, or mis-
sion support. 
The HRMU was originally designed for Seasat and AEM/HCMM 
(Reference 24) but has been modified repeatedly for greater 
flexibility and better quality output. Several versions of 
the program exist. Some have extensive options to facili-
tate detailed analyses and sensitivity studies, and some 
were used operationally for mission support. The latest 
versions were created for simulation analysis and opera-
tional support of the ERBS mission (Reference 25). 
3.1 OVERVIEW 
The HRMU is used for both operational support and prelaunch 
analysis of the IR horizon scanners. The important charac-
teristics and capabilities of this utility program can be 
summarized as follows: 
• Accepts a data base of IR radiances specific to the 
scanner system being studied. The data base pro-
vides radiance profiles as a function of optiG~l 
viewing paths, month or season, and latitude. 
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• Interpolates input radiance data to generate pro-
files for a finer latitude grid, using an adjust-
able number of input data points. 
• Uses an internal orbit generator that requires tHe 
Keplerian orbital elements. 
• Models the IR scanner mounting geometry using 
NAMELIST parameters and the assumption of a nominal 
attitude for the spacecraft. 
• Performs the FOV integration to obtain the IR radi-
ation accumulated at the bolometer flake for a spe-
cific position in the orbit and scan angle. 
• Accepts electronics parameters (e.g., time con-
stants and amplifier frequencies) as input data. 
Computes the electronics transfer function and con-
volves it with the bolometer input signal to pro-
duce the output pulse. 
• Computes the scan angle of the detected Earth hori-
zon at AOS and LOS according to the locator logic 
specific to the scanner electronics model. 
• Converts AOS and LOS scan angles into horizon trig-
gering altitudes and writes output to a data base 
for use in mission support attitude operations. 
• Converts AOS and LOS data to simulated pitch and 
roll errors for one or two IR scanners. 
• Plots the AOS and LOS altitudes and pitch and roll 
errors as a function of some orbital parameter 
(e.g., subsatellite latitude or phase angle from 
node) • 
A more detailed description of the program is provided in 
References 24 and 25. Some of the functions described above 
vary in the different versions of the program. The primary 
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functions that differ are the FOV integration, the elec-
tronics transfer function, and the locator logic. 
The FOV integration was performed for an equivalent square 
FOV in all versions of the HRMU except the two most recent: 
the one used to simulate bolometer input pulses for use by 
ITHACO in the ERBS prelaunch IR scanner analysis (see Sec-
tion 4.6) and that developed for ERBS operational support 
(Reference 25). The simulation version (not documented sep-
arately) uses detailed ray-tracing results through the opti-
cal system; the operational version uses an analytical model 
to simulate the FOV distortion. These models are discussed 
in more detail in Section 3.2. 
The electronics transfer function is a linear model in all 
versions of the HRMU except that for the DE-2 mission, which 
uses a state variable approach. The individual models also 
differ in the number of electronics components included. 
The original Seasat version used three time constants and 
two amplifier frequencies, the Magsat version used only one 
amplifier frequency, and the recent ERBS version uses five 
time constants. 
rate branches: 
Furthermore, the ERBS version has two sepa-
one for the locator logic and one for the 
threshold determination subsystem. 
The locator logic implemented in the different versions of 
the HRMU is based on two broad categories: fixed threshold 
and normalized threshold. The Seasat and ERBS versions use 
the normalized threshold, in which detector pulse is gener-
ated when the output pulse matches a specified percentage of 
the threshold pulse accumulated from a previous scan. The 
AEM and Magsat versions used a fixed-threshold as a fixed 
percentage of expected peak signal, and the DE-2 version 
used a variation on the normalized threshold logic that used 
the derivative of the Earth pulse instead of the pulse 
itself. The details of the locator logic used on the 
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missions discussed in this report are summarized in 
Table 1-1. 
The HRMU program has been used for IR scanner analysis for 
six missions: Seasat, AEM/HCMM (not discussed in this re-
port), AEM/SAGE, Magsat, DE-2, and ERBS. The Landsat-4 IR 
scanner analysis was performed by a somewhat different ver-
sion of the HRMU developed by GSC under contract to the 
ADCS. Application of the HRMU analysis to the Seasat and 
Magsat missions was very useful and led to improved under-
standing of these systems. For example, the effects of 
clouds on the horizon-triggering altitudes for the wide 
passband scanner used on Seasat are now better understood. 
For Magsat, the IR scanner data residuals, using FHST data 
for reference attitudes, were compared to the simulated re-
sults and provided some insights into the behavior of the 
scanner performance as a function of triggering threshold. 
CSC and ITHACO, Inc., performed simulations for the ERBS 
mission using a detailed optics model; CSC used the transfer 
function model of the electronics, and ITHACO, the state 
variable model. These predictions will be compared with the 
mission data analysis in the near future. The three other 
applications of the HRMU program (AEM/HCMM, AEM/SAGE, and 
DE-2) led to indefinite results. The analysis of the mis-
sion data in these cases was incomplete; no effort was made 
to properly compute sensor biases or to check the IR scanner 
simulated results against mission data. For the DE-2 mis-
sion, the horizon triggering altitude data base was gener-
ated but was not used for mission support due to unresolved 
questions about its accuracy and usefulness and the loss of 
an accurate attitude reference caused by partial failure of 
the electronics in the fine Sun sensor. Further details of 
these applications are provided in Section 4 under the ap-
propriate mission. 
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3.2 FOV INTEGRATION 
The HRMU program accepts the Earth IR radiance profiles spe-
cific to the IR scanner. The IR radiation is focused by the 
optical system onto a bolometer flake to generate the input 
pulse to the electronics. The energy received at the bolom-
eter depends on a number of factors. Some of these depend 
on the specific scanner (e.g., the size of the active region 
of the bolometer, the focusing characteristics of the opti-
cal system, or the spectral response function of the filter 
window); others depend on the geometry of the orbit and the 
scanner mounting alignment. The energy impinging on the 
bolometer flake is computed by integrating the radiance pro-
files over the FOV, the size and shape of which depend not 
only on the scanner system but also on the actual scan angle 
at that instant. 
The optical system for the IR scanner used on ERBS is shown 
schematically in Figure 3-1. The major optical components 
are a filter window that provides the spectral selection, a 
rotating germanium lens/wedge (consisting of a prism and a 
plano-convex lens) that provides a change in direction from 
the actual line of sight to the optical axis and partial 
focusing of the rays, and a hyperhemispherical lens that 
completes the focusing process. The bolometer flake is em-
bedded in the stationary hyperhemispherical lens. The scan-
ner collects radiation centered on the FOV vector at 
45 degrees from the optical axis (the specific value of this 
angle is determined by the apex angle of the prism part of 
the lens/wedge and the refractive index of the material). 
The line-of-sight cone rotates about the optical axis of the 
scanner as the lens/wedge portion rotates. The bolometer 
flake, however, remains fixed, which results in distortion 
in the angular size and shape of the FOV. 
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Figure 3-1. ERBS IR Scanner Optical Schematic (Compliments of ITHACO, Inc.) 
The FOV integral has generally been modeled by an analytical 
method assuming that the radiance profiles vary only slowly 
in one direction within the FOV and that the FOV edges are 
abrupt. The early FOV model simply rotates a geometrically 
square FOV with the scan angle; the ERBS software models 
rotation and distortion of the FOV. The numerical method 
developed for ERBS prelaunch analysis uses an FOV model 
based on ray tracing performed by the Geometric optical 
Analysis of Lens Systems (GOALS) Program (References 26 and 
27). The distribution of rays focused onto the bolometer 
flake is normalized relative to the FOV center for far field 
to generate the optical intensity distribution (010) func-
tion. The FOV integral is then performed numerically by 
summing the product of the 010 function and the radiance 
intensity corresponding to that specific point in the FOV. 
Details of this method and some of the computed 010 func-
tions are discussed in Section 3.2.2. 
3.2.1 THE ANALYTIC METHOD 
All operational versions of the HRMU program have used the 
analytic method because the detailed optical model was not 
thought to be essential for modeling accuracy, and because 
of the computational speed. For mission support, the HRMU 
is typically executed for a number of circular orbits at 
varying heights and different months. For each orbit, it 
generates a set of AOS and LOS triggering altitudes for a 
number of subsatellite latitudes around the orbit. This 
data base of horizon altitudes is then used during mission 
support to correct for IR-related attitude errors. It pro-
vides a triggering altitude for the specified time and posi-
tion of the satellite using a multistep interpolation scheme. 
The FOV is limited by the square mask (0.1 by 0.1 millimeter 
in the ERBS scanner) over the bolometer flake. without the 
prism part of the lens/wedge, the FOV would be a square on 
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the unit sphere centered on the outgoing Scanwheel axis (op-
tical axis) direction. The presence of the prism, however, 
shifts the FOV line of sight by 45 degrees and changes the 
shape of the FOV. The resulting FOV is a rectangle for scan 
angles of 0, ~90, and 180 degrees; a diamond for ~45 and 
+135 degrees; and a parallelogram for other scan angles. 
Figure 3-2 shows the ERBS FOV model for several scan 
angles. One of the cases included is for a scan angle of 
approximately 67 degrees, corresponding to LOS. The square 
FOV, in the absence of the prism, is also shown for refer-
ence. 
Figure 3-3 shows the geometry of the left IR scanner rela-
tive to the nominal spacecraft axes for the ERBS mission. 
The scanner spin axis is in the body Y-Z plane at a tilt 
angle a from the orbit normal. The scanner line of sight 
sweeps out a cone around the spin axis of half angle A 
(cone angle). Figure 3-4 depicts the relationship between 
a; A; the scan angle, n; and the line of sight angle, y. 
The scan angle is the positive angle about the scanner spin 
axis from the nadir to the instantaneous line of sight, and 
y is the arc length from the line of sight to the nadir. 
Angle y is related to the other three angles by 
cos y = cos A sin a + sin A cos a cos n (3-1) 
The horizon crossing angle ~, between the scan direction 
(ft) and the unit normal to the Earth isoradiance contours 
(2) (illustrated in Figures 3-2 and 3-5) is related to the 
angles a, A, and y by 
sin ~ = (sin a - cos A cos y)/(sin A sin y) 
~ 
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The FOV integral computed at a given scan angle, n, results 
in the average radiance, ~v(n): 
(3-3) 
where A is the angular area of the FOV, R(n + ~n) is the ra-
diance within the FOV for a subscan angle displaced from the 
nominal value, and x and yare directions perpendicular and 
parallel to the isoradiance lines. Figure 3-5 illustrates 
the geometry for the ERBS FOV model. The two-dimensional 
integral of Equation (3-3) is reduced to a simple integral: 
u 
RAV(n) = ~ fIx) R(n + An) dx 
where f(x) is a weighting function whose functional form 
changes at +u and +v. Parameters u and v are defined by 
Figure 3-5. 
(3-4) 
The ERBS FOV model differs from the previous versions in 
accounting for the distortion and thus the definitions of 
the u and v parameters. Further details on these models are 
presented in References 28 and 9. 
3.2.2 THE DETAILED OPTICS NUMERICAL METHOD 
The numerical method was used in the prelaunch analysis for 
the ERBS IR scanners. This detailed optical system analysis 
was performed by CSC using the GOALS program (References 26 
and 27) to compute an OlD data base. This data base was 
used in a numerical sum to provide a refined analytical es-
timate of the input IR pulse to the bolometer flake. These 
pulses were computed for the ERBS orbital geometry using 
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nominal radiance profiles, cloud profiles, and direct Sun IR 
interference conditions for the mission orbit and for the 
ITHACO calibration test facility conditions. These bolome-
ter input pulses were used by ITHACO to simulate the atti-
tude errors using a state variable model of the electronics, 
which is discussed in Section 4.6. 
The GOALS program is a general-purpose ray-tracing program 
used to study the response of an optical system. The ver-
sion used in the ERBS IR scanner study was obtained from 
GSFC Code 717 (Optics Branch) and is executed on the 
VAX-ll/780 computer. The details of the GOALS program are 
described in References 26 and 27. 
A detailed study was performed on the ERBS scanner optics 
(Figure 3-1) for two distinct conditions: one dealing with 
the mission mode for object points at a very large distance 
(approximately 500 kilometers) along the optical axis, and 
the other for the ITHACO test/calibration fixture for object 
distances varying from 14 to 27 inches. The region of the 
object area to be investigated was divided into pixels of 
equal solid angles sub tended at the scanner location. The 
evaluated region was sufficiently large to ensure that none 
of the rays originating at the edges entered the bolometer 
flake. A total of 100 rays were traced from each object 
point for a single wavelength (400 in the case of the near 
field study). The number of rays from each pixel in the 
object plane focused on the flake was normalized to provide 
the OlD function. The function thus had a value of 1.0 for 
pixels at infinity at the FOV center. 
Figures 3-6, 3-7, and 3-8 present the resulting mission mode 
OlD function for scan angles of 0, 20, and 45 degrees, re-
spectively. The region shown is a 3- by 3-degree field 
(with a granularity of 0.05 degree) corresponding to a grid 
size of 3 degrees in the scan direction and 4.2 degrees in 
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Figure 3-6. 
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Figure 3-8. 
010 PLOT FOR ~CAN ANGLE' 45 0 DEGREES 
Optical Intensity Distribution Function for Mission Mode (Far Field) 
at 45-Degree Scan Angle 
the cone angle direction due to the distortion effects of 
the prism. The OlD data are shown as two-digit percent-
ages. The center of the FOV is filled with asterisks, indi-
cating the normalized value of 100 percent. The figures 
clearly demonstrate the distortion of the FOV from a rectan-
gle at n equal to 0 (Figure 3-6), to a parallelogram at 
n equal to 20 degrees (Figure 3-7), and finally to a dia-
mond at n equal to 45 degrees (Figure 3-8). The figures 
also illustrate the gradual fall-off near the edges of the 
FOV. 
For the near field case, the dimensions of the surfaces of 
the test/calibration setup shown in Figure 3-9 were measured 
to obtain realistic object distances for the structure sur-
faces at different scan angles. Figures 3-10 and 3-11 show 
the OlD function for a scan angle of 20 degrees with a 
Z-distance (object distance along the optical axis) of 
27 inches and 14 inches, respectively. The data are plotted 
for a 4- by 4-degree region with a granularity of 0.1 de-
gree, to accommodate the defocusing of the image. The smear-
ing of the image over a larger area, loss of clarity of the 
image, and an absence of object points with a 100-percent 
focusing are clearly demonstrated by these figures. 
3.3 HRMU ELECTRONICS MODELING 
The electronics signal processing system was considered as a 
linear system between the input signal received by the bo-
lometer (SI) and the output signal at the locator logic 
(SO). The relationship is expressed by 
t 
S (t) =1 S (t') F(t - t')dt' o I 
-0) 
(3-5) 
3-17 
Figure 3-9. Two Views of the Test/Calibration (Sandbox) 
Setup Used by ITHACO, Inc. 
3-18 
w 
I 
...... 
~ 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
o 0 0 0 0 '.) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 () 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000 000 0 0 0 0 0 0 0 0 002 4 234 3 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
000 0 000 0 0 0 0 0 0 0 1 1 3 369 91111 9 8 6 5 2 1 000000 000000 
o 0 0 0 0 0 0 0 0 0 0 0 0 0 3 6 910141617201816141310 6 3 2 0 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 000 000 0 0 0 310141923~6262827252220181411 8 3 000 0 0 000 0 0 0 
000 0 0 0 0 0 0 0 0 0 4112026293233313530303028231814 8 4 0 0 0 0 0 00 0 0 0 0 
000 0 000 0 0 0 0 61522293333383637403536333126211713 6 0 0 0 0 0 00 0 0 0 0 
o 0 0 0 000 000 6142127343736403841413839383430292117 9 200 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 31017232936414044434345424440383832271812 5 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 51218263238434245464748474644464236281912 5 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 51219273340454651475150525147484537291912 5 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 31018273542485053515453545452534638332613 5 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 21018273642475255535854585556544742352717 6 1 000 000 0 0 0 
o 0 0 0 0 0 0 0 0 0 91826344347555556565657575553464235271710 1 000 0 0 0 0 0 0 
o 0 000 0 0 0 0 0 51626343847535455575557535550464135271810 3 000 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 00 51220283845524853535253505147464034261911 4 000 00 0 0 0 0 
o 0 0 0 0 0 0 0 00 51219293542464550514851465044444132261811 5 000 00 0 0 0 0 
o 0 0 0 0 0 0 0 0 0 51219263540414348454646474443413731231610 4 0 0 0 0 0 0 0 0 0 
o 0 0 0 000 000 2 8152330333639444245464343403934292115 7 3 0 00 0 0 000 0 
o 0 0 0 0 0 0 0 0 0 1 41318252933373940414039403736322518 9 3 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 0 0 5 9141925313233354037383732302716 8 2 0 0 0 0 0 0 0 0 0 0 0 
o 0 0 0 0 0 0 0 0 0 0 4101316212529283134313131272014 6 2 0 0 0 0 0 0 0 0 0 0 0 0 
000 0 000 0 0 0 0 3 610131818192225272621171410 5 1 000 0 0 0 0 0 0 0 0 0 0 
o 0 000 000000 1 3 5 91110151516161411 964 1 00 000000 00 0 0 0 0 
000 0 0 0 0 0 0 0 000 1 234 7 8 7 6 7 5 2 1 1 000 0 0 0 0 0 0 000 0 0 0 
00000000000000000121000000000000000000000 
o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 000 0 0 0 0 000 0 0 0 0 0 0 0 0 0 0 0 0 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
00000000000000000000000000000000000000000 
Figure 3-10. 
010 PLOT FOR SCAN ANGLE= 20 0 DEGREES Z-oISTANCE= 27 0 INCHES 
Optical Intensity Distribution Function for Test Setup (Near F~eld) 
at 20-Degree Scan Angle, Object Plane at 27 Inches 
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Flgure 3-11. 
010 PLOT FOR SCAN ANGLE: 20 0 DEGREES Z-OISTANCE: 14 0 INCHES 
Optlcal Intenslty Distribution Function for Test Setup (Near Field) 
at 20-Degree Scan Angle, Object Plane at 14 Inches 
where F is called the impulse response function. The input 
signal SI(t) is related to RAV(n) by the radiance-to-volts 
conversion of radiance received at scan angle n corre-
sponding to time t. However, the electronic circuits are 
conventionally expressed as a transfer function, H(iw), in 
the frequency domain by the Fourier transform of the impulse 
response function, i.e., 
F (t) 
00 
= Ll H(iw) e+iwt dw 2lT 
-co 
3.3.1 TRANSFER FUNCTION 
( 3-6) 
The electronics for IR horizon sensor signal processing gen-
erally contain various stages for bolometer, amplifier, 
peaking, direct current (DC) restore, frequency filters, and 
voltage limiters. The transfer function is thus a product 
of many terms involving different time constants. The terms 
with very long and very short time constants compared with 
scanner cycling time can be ignored. Hence, a general form 
of the transfer function will be (Reference 28): 
H (iw) • 
where A is a proportionality constant for radiance-to-
volts conversion, Tk are the time constants and wa and 
( 3-7) 
wb are the noise filter frequencies. The number of terms 
included in the model (n) can be specified, depending on the 
degree of accuracy desired. In the original version of the 
HRMU, only three components (n = 3) were used for Seasat 
(Magsat). The option to add two more terms was implemented 
in the ERBS simulation studies and mission support version. 
3-21 
Usinq the method of residues, the impulse response function 
can be obtained analytically: 
P(x> 0) .. A (w~ + w~) ~t ~ exp (-X/Ti ) [1 - 2:i Wa + T~ ~~ + W~)] -1 
~i"l n (Ti - T j ) 
J .. 1 
J1'i 
and 
F(x < 0) = 0 
where p and a are real numbers determined by the complex 
equation 
(3-8) 
n 
pe
ia 
= n 
j=l 
[1 - T. (w - iWb)] J a (3-9) 
Figure 3-12 shows an example of the impulse response func-
tion simulated for ERBS. 
The convolution of average radiance RAV(Wot) and F(t) to 
obtain the output siqna1 is performed in the HRMU by nu-
merical integration. Figures 3-13 and 3-14 are sample plots 
of input signal and corresponding output signal, for the IR 
scanner on ERBS. Tradeoffs between numerical accuracy and 
computation time were studied by changing the time step, 
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Flgure 3-12. Impulse Response Function for IR Horizon Scanner on ERBS 
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time interval, and numerical integration method. The ef-
fects of changes in some of the model parameters is dis-
cussed in section 3.5.2. 
3.3.2 LOCATOR LOGIC 
The algorithm for the fixed threshold locator logic computes 
the horizon triggering when the voltage of the output Earth 
pulse rises or falls to a fixed value. The normalized loca-
tor logic changes the threshold in proportion to a fraction, 
a, of an average value of the Earth pulse between two pre-
set scan angles. The horizon is thus detected for AOS (and 
similarly for LOS) when: 
where 
jfn+a+b 
n+a - b 
(3-10) 
and constants a and b define the region of the normalization 
process. In the HRMU, n is solved by an iterative (Newton-
Raephson) technique. The normalized threshold locator logic 
method is illustrated in Figure 3-15. 
3.4 PROGRAM OPTIONS 
The HRMU offers options enabling the user to control the 
computation process and select output forms via NAMELIST 
variables. Some of the user options are as follows: 
• Processing time--The start, stop, and step times 
can be specified to control the number of orbit points and 
the time interval for horizon triggering computation. 
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• Size and shape of the FOV--FOV half-width, cone 
angle, spin axis angle, prism refractive index, and FOV dis-
tortion can be specified. 
• Numerical integration and interpolation--The number 
of points to be used in the interpolation process, in the 
integration for average FOV radiance, and in the integra-
tions for convolving the transfer function and output pulse 
are selectable. Options are also offered to select either 
Gaussian quadrature or Simpson rule as the numerical inte-
gration scheme and to select a five- to nine-point iterative 
least squares fit to the rising or falling portions of the 
output pulse. 
• Electronics modeling--In addition to time constants 
and other components of the electronics circuit, the spin 
rate and angular time lag adjustment can be specified. 
• Triggering angle, height, pitch, and roll error 
calculation--The number of scanners and configuration (left, 
right, or dual), nominal triggering height, pitch angle 
bias, locator logic averaging regions, and threshold frac-
tion or a constant voltage are selectable. 
• Output controls--The type and number of plots and 
graphs can be specified. Printer plots include impulse re-
sponse functioni input radiance versus scanner rotation 
anglei output pulse versus rotation anglei pitch and roll 
errors versus subsatellite latitudei elapse time or phase 
from node: and AOS and LOS triggering heights versus lati-
tude, time, or phase. Three selected examples of plots are 
shown in Figures 3-16 through 3-18. Better quality graphics 
are also available using the CalComp plotter. 
3.5 SENSITIVITY ANALYSIS OF THE ELECTRONICS MODEL 
Many different approximations and integration methods built 
into the HRMU are likely to affect the accuracy of the final 
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Phase 
results. The HRMU provides enough flexibility to change 
parameters or algorithms in the computational process to be 
suitable for a sensitivity analysis of the electronics 
modeling. CSC performed a detailed sensitivity study of the 
HRMU for ERBS horizon sensors with January, July, and 
October radiance data from the horizon radiance data base 
(HRDB) (Reference 29). 
In general, two major sources of inaccuracies exist in the 
electronics modeling in the software. The first is the sim-
plification of the electronics circuits by using only a few 
linear terms to compute the impulse response function. Usu-
ally, the very long and the very short time constants are 
neglected. The effect of switchini from a three- to a five-
component electronics model on the resultant pitch and roll 
errors is discussed in Section 3.5.1. The second major 
source of error is the numerical integration scheme used for 
calculating input and output signals. The computational 
resolution and accuracy in the convolution process play a 
particularly important role in the stability of the modeling 
results and are discussed in Section 3.5.2. 
3.5.1 VARIATIONS WITH TRANSFER FUNCTION COMPONENTS 
In the electronics model of the ERBS horizon scanners, two 
time constants associated with preamplifiers are close to 
the smaller constant for the peaking amplifier (Table 3-1). 
This suggested that a three-component approximation may be 
adequate for modeling the electronics. 
Comparison of the calculated impulse response functions 
showed that the change from a three- to a five-component 
model causes an increase of mean time lag of about 0.05 mil-
lisecond. The ~esultant output pulses are also changed by a 
shift of about 0.2 to 0.3 degree, which appears as a bias in 
the absolute pitch and roll output. The pulse shape shows 
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Table 3-1. HRMU Input Parameters for ERBS and Seasat 
NOMINAL VALUE 
PARAMETER DESCRIPTION 
ERBS SEASAT 
a SCANNER TILT ANGLE +10'DEGREES (LEFT) 26 DEGREES OR -26 
-10 DEGREES (RIGHT) DEGREES 
A SCANNER CONE ANGLE +45 DEGREES (LEFT) 45 DEGREES OR 135 
135 DEGREES (RIGHT) DEGREES 
E EARTH RADIUS 6371 KILOMETERS 63674 KILOMETERS 
E+S ORBITAL RADIUS 6971 KILOMETERS 7153 KILOMETERS 
ho NOMINAL HORIZON 41 67 KILOMETERS NOT APPLICABLE 
HEIGHT 
a LOCATOR CONSTANT 225 DEGREES 8 DEGREES 
b LOCATOR CONSTANT 25 DEGREES 3 DEGREES 
c LOCATOR CONSTANT 175 DEGREES 8 DEGREES 
d LOCATOR CONSTANT 25 DEGREES 3 DEGREES 
1J ROTATION ANGLE AT 669 DEGREES 77 5 DEGREES 
NOMINAL HORIZON 
{3 THRESHOLD CONSTANT 50 PERCENT 40 PERCENT 
Q FOV DISTORTION 180 180 (ASSUMED 1 0) 
Ii FOV SIZE CONSTANT 05 DEGREE 10 DEGREE 
Wo WHEEL SPIN RATE 2094 RADIANS/ 94 25 RADIANS/ SECOND (2000 RPM) SECOND (900 RPM) 
T1 PEAKING AMPLIFIER 18 MICROSECONDS 225 MICROSECONDS 
TIME CONSTANT 
T2 PEAKING AMPLIFIER 118 1 MICROSECONDS 672 MICROSECONDS 
TIME CONSTANT 
T3 DC RESTORER AMPLIFIER 484 MICROSECONDS 464 MICROSECONDS 
TIME CONSTANT 
T4 PREAMPLIFIER TIME 18 MICROSECONDS o (33 MICROSECONDS) 
CONSTANT 
TS PREAMPLIFIER TIME 158 MICROSECONDS o (3 2 MICROSECONDS) 
CONSTANT 
T6 THRESHOLD NORMALIZER 225 MICROSECONDS NOT APPLICABLE 
TIME CONSTANT 
TC THRESHOLD NORMALIZER 3200 MICROSECONDS NOT APPLICABLE CHARGING TIME CONSTANT 
wa NOISE FILTER AMPLIFIER 1437 RADIANS/SECOND 4915 RADIANS/SECOND 
FREQUENCY 
wb NOISE FILTER AMPLIFIER 1468 RADIANS/SECOND 5200 RADIANS/SECOND 
FREQUENCY 
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til 
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no obvious changes, especially at the AOS and LOS slopes, 
where the horizon threshold is detected. 
The results of this study (Reference 29) show that there are 
no outstanding differences in error patterns between the 
three- and the five-component models. Figure 3-19 shows the 
results for the five-component model for comparison with the 
three-component model of Figure 3-18. The changes in the 
peak-to-peak amplitudes of the pitch and roll errors are 
less than 0.05 degree and 0.02 degree, respectively. These 
variations are about the same magnitude as the modeling ac-
curacy estimates established for the ERBS IR system. 
3.5.2 COMPUTATIONAL STABILITY 
Computational noise appears as irregularities in the pitch 
and roll functions. Examples of this scatter of values near 
the maxima in the roll errors from the three- and the five-
component models are illustrated in Figures 3-18 and 3-19. 
Another type of noise evaluated in the sensitivity study, 
appears as abrupt changes in pitch or roll amplitudes that 
occur as the threshold value or certain parameters in the 
model are varied slightly. An example of this type of noise 
is illustrated in Table 3-2. As the threshold level in-
creases from 0.50 to 0.55, the maximum pitch amplitude de-
creases from 0.28 to 0.26 degree and then suddenly jumps to 
0.41 degree for the Gaussian integration without smoothing. 
The roll amplitude responds in a similar fashion. 
The source of the behavior described above is believed to be 
the numerical integration process. The accuracy of the con-
volution process depends on the size of the step, range, and 
integration schemes. More accurate integration should sta-
bilize the irregular fluctuation of amplitudes in the pitch 
and roll results. Data from detailed analysis showed, how-
ever, that even with very high integration resolution, a 
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Figure 3-19. Pitch and Roll Errors for the Five-Component Model (1 of 2) 
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Figure 3-19. Pitch and Roll Errors for the Five-Component Model (2 of 2) 
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Table 3-2. Differences in Peak-to-Peak Pitch and Roll Errors Due to Changes in 
Threshold Levels for Three Computational Models 
SIMPSON WITHOUT SMOOTHING GAUSSIAN WITHOUT SMOOTHING GAUSSIAN WITH NEW ANGLE 
CWITH SMOOTHING) IWITH SMOOTHING) DISTRIBunON 
THRESHOLD 
LEVEL PITCH ROLL PITCH ROLL PITCH ROLL 
MAXIMUM SECONDARy" MAXIMUM SECONDARy" MAXIMUM SECONDARy" MAXIMUM SECONDARy" MAXIMUM SECONDARy" MAXIMUM SECONDARy" 
0.45 028 0.15 0.20 0.09 0.38 0.19 0.28 0.18 0.33 0.15 0.23 0.13 
(0.31) (0.14) (0.20) (0.10) (0.34) (0.15) (0.22) (0.111 
0.415 0.29 0.14 0.20 0.11 0.34 0.14 0.20 0.12 0.34 0.13 0.18 0.10 
(0.28) (0.14) (0.20) (0.10) (0.311 (0.15) (0.20) (0.111 
0.50 0.30 0.14 0.21 0.10 0.28 0.14 0.21 0.13 0.28 0.13 0.18 0.11 
(0.28) (0.15) (0.22) (0.10) (0.28) (0.15) (0.211 (0.12) 
0.525 0.31 0.17 0.24 0.11 0.28 0.14 0.21 0.11 0.28 0.13 0.19 0.11 
(0.31) (0.18) (0.23) (0.111 (0.30) (0.15) (0.23) (0.11) 
0.55 0.33 0.18 0.24 0.13 0.41 0.27 0.31 0.21 0.35 0.17 0.24 0.13 
(0.32) (0.17) (0.25) (0.12) (0.34) (0.18) (0.28) (0.12) 
·SECONDARY REFERS YO PEAK-YO-PEAK ERROR FOR NORTHERN HEMISPHERE ONLY. 
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small variation in the output pulse at the slopes is enough 
to cause variations in the attitude results. This suggested 
an additional error source in the earlier stages of signal 
processing. For example, an irregular interpolation of the 
input IR radiance profiles results in an irregular input 
pulse to the electronics. Furthermore, the resolution of 
the input pulse can also influence the variability of inte-
gration results. Further studies should be performed to 
identify the error sources and to assess their sensitivities 
to attitude results. 
The tradeoff between accuracy and computer time is fre-
quently a subject of consideration. For practical purposes, 
simple approaches are used to correct these computational 
errors and improve the HRMU model performance. The smooth-
ing of output pulse data in the AOS and LOS slopes was found 
to be very effective, as demonstrated by the results in 
Table 3-2. The smoolhing filter used in this analysis was a 
nine-point, third-degree, least squares fit with five itera-
tions and was applied to the output pulse computed from a 
40-point Gaussian quadrature. Another useful approach is 
the redistribution of scan angles selected for the output 
pulse calculation. The experience with the ERBS simulation 
shows that the oversampling on the output pulse slope ac-
tually introduces more unevenness and hence larger insta-
bility in the final results. Table 3-2 also shows the 
effects of changing the scan angle distribution on pitch and 
roll amplitudes. 
The results of the parametric studies (Reference 29) showed 
the sensitivity of pitch and roll errors to changes in 
modeling constants and computational schemes and algo-
rithms. Table 3-3 summarizes these results for the ERBS IR 
scanner system. The results were derived from HRMU runs 
using the Gaussian quadrature with a pulse edge smoothing 
option for mean January r~diance data. The major parameters 
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Table 3-3. Sensitivity of Pitch and Roll Errors to Changes 
in Various Parameters, Based on Results of 
Gaussian Model With Smoothing (1 of 2) 
PITCH ERROR ROLL ERROR 
PARAMETERS AMPLITUDE AMPLITUDE 
MAXIMUM SECONDARr MAXIMUM SECONDARy8 
INTEGRATION TIME (SECONDS) 
o 004 (NOMINAL) 0.29 015 021 0.12 
00035 031 0.15 022 0.12 
00045 0.34 0.15 022 0.12 
0005 040 024 030 017 
0.006 050 0.29 029 026 
THRESHOLD LEVEL RATIO 
o 50 (NOMINAL) 029 015 021 012 
0.45 034 015 0.22 011 
0475 031 0.15 020 0.11 
0525 030 0.15 0.23 0.11 
055 034 0.18 0.26 0.12 
THRESHOLD ADJUST REGION (DEGREES) 
ACQUISITION OF 
SIGNAL LOSS OF SIGNAL 
20-25 15-20 (NOMINAL) 029 015 0.21 0.12 
20-25 20-25 0.32 016 023 012 
25-30 15-20 0.31 0.16 022 013 
30-35 15-20 033 016 023 013 
35-40 15-20 0.35 017 024 0.13 
NUMBER OF ELECTRONIC COMPONENTS 
3 (NOMINAL) 0.29 0.15 021 0.12 
5 0.35 0.15 0.20 0.10 
5 (SIMPSON) 031 0.15 021 0.10 
3-41 
Table 3-3. Sensitivity of Pitch and Roll Errors to Changes 
in Various Parameters, Based on Results of 
Gaussian Model With Smoothing (2 of 2) 
PITCH ERROR ROLL ERROR 
PARAMETERS AMPLITUDE AMPLITUDE 
MAXIMUM SECONDARyB MAXIMUM SECONDARyB 
ELECTRONIC TIME CONSTANTS 
(MICROSECONDS) 
T, = 18, T2 = 1181; 
T3 = 48 4, (NOMINAL) 035 015 021 012 
T4 = 18, T5 = 158 
ALL CONSTANTS NOMINAL EXCEPT. 
T2 x 075 030 () 15 021 012 
T2 x 1 25 038 0.18 024 0.13 
T3 x 0.5 030 015 021 012 
T3 x 1 5 038 0.17 024 012 
T3 x20 033 021 027 014 
FILTER AMPLIFIER FREQUENCY (RADIANS I 
SECOND) 
""a ""b 
1437 1468 (NOMINAL) 035 015 021 012 
1437 x 0 75 1468 038 021 028 0.16 
1437 x 1.25 1468 025 015 021 011 
1437 xl 5 1468 032 016 022 011 
1437 1468 x 0.75 032 012 019 010 
1437 1468 x 1.25 032 021 022 011 
1437 1468 x 1 5 0.20 0.07 010 OOS 
aSECONDARY REFERS TO PEAK·TO·PEAK ERROR FOR NORTHERN HEMISPHERE ONLY 
9568-39·-84 
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under study were number of electronic components, threshold 
percentage, integration time range, threshold level adjust 
region, electronic time constants, and filter amplifier fre-
quency. The variations in the pitch and roll error ampli-
tudes are generally smaller than 0.05 degree, as compared to 
variations due to the latitude dependence of the radiance 
input of about 0.3 degree in pitch and 0.2 degree in roll. 
These results were obtained from only one study specifically 
conducted for ERBS simulation. Previous experience and cur-
rent understanding lead to the conclusion that the HRMU is a 
reliable and indispensable tool for IR horizon sensor simu-
lation for spacecraft mission support. 
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SECTION 4 - MISSION EXPERIENCE 
This section documents 10 years of experience in IR horizon 
sensor data modeling and sensor calibration resulting from 
satellite attitude determination mission support at GSFC. 
This experience began with IR sensor calibration analysis 
for the AE-3 and SAS-3 missions, which focused primarily on 
in-flight sensor calibration and sensor misalignment model-
ing to provide data corrections. The work continued with 
detailed analysis to assess the attitude determination accu-
racy of IR scanners for Seasat-l and subsequent missions. 
Efforts to enhance the Seasat IR scanner attitude determina-
tion accuracy included the application of a deterministic 
oblateness-like pitch and roll correction, based on an Earth 
IR horizon radiance model. Attempts were made to assess the 
accuracy of this Earth radiance model correction procedure 
for the Seasat, Magsat, and DE-2 missions. The analysis was 
further extended to acquire the capability of generating un 
Earth IR radiance profile model that was true to the IR 
passband of the sensors in each individual mission. This 
work included the incorporation of the LOWTRAN 5 radiance 
modeling program to build a data set of Earth IR spectra, 
and evolved into the generation of the Earth radiance pro-
file model for the ERBS mission IR scanner passband. 
In addition to these efforts, postlaunch data analyses were 
performed on a variety of other missions. These include the 
less detailed analysis performed by CSC for the AE, GOES-5, 
and TIROS-N/NOAA-7 IR sensors; the analysis performed by GSC 
for the Landsat-4 conical IR scanner; and the analysis per-
formed at the University of Colorado at Boulder for the 
SME. All of these analyses contributed to understanding the 
performance of various IR sensor systems and the response of 
various sensor designs to the Earth IR radiance. The analy-
ses served to determine the latitude and time dependence of 
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the Earth IR radiance profile, the predictability of the 
radiance, the magnitude of the random variations in the ra-
diance, and the response of the various IR scanner configu-
rations to the radiance variations. Each of the missions 
described experienced some of the IR sensor anomalies en-
countered in the Mercury and Vela missions (Section 1), thus 
indicating that knowledge gained from mission experience is 
sometimes lost and that the IR sensor space applications 
technology is still evolving. 
The mission experience described in the following subsec-
tions covers 12 different missions, arranged by sensor type 
and not chronologically. The first group includes mission 
experience from SAS-3, Seasat, AEM/SAGE, Maqsat, DE-2, and 
FoRBS (Sections 4.1 through 4.6), all of which employed 
ITHACO Scanwheels or wheel-mounted horizon sensors (WHSs), 
which make use of reaction and angular momentum control 
wheels for scanning and detectinq the Earth edge. The sec-
ond group includes the AE-3, GOES-S, DE-I, and SME missions 
(Sections 4.7 throuqh 4.10), employing the body-mounted IR 
horizon sensors (BHSs), which make use of the spacecraft 
spin motion. The AE-3 mission was unique in that it used 
both types of sensors, WHS and BHS. Finally, Section 4.11 
discusses Landsat-4, which employed conical scanners that 
scan by a constant-speed motor independent of the angular 
momentum control loop, and Section 4.12 discusses NOAA-7, 
which employed the edqe-tracking method of the Earth Sensor 
Assembly. 
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4.1 SMALL ASTRONOMY SATELLITE-3 
SAS-3 provided one of the earliest examples of analysis to 
evaluate the accuracy of attitude determination using IR 
scanner data. It also offered an excellent opportunity to 
extract detailed information about the IR scanner flight 
performance and the characteristics of the Earth IR image. 
The full potential was not realized, however, because the 
mission analysis was focused primarily on sensor calibration. 
4.1.1 MISSION REQUIREMENTS AND HARDWARR 
SAS-3 was launched by a Scout rocket from the San Marco 
platform in the sea off the east coast of Kenya, South 
Africa, in May 1975. The SAS-3 spacecraft is illustrated in 
Figure 4.1-1. The mission can be summarized as follows: 
• Orbit--Circu1ar, 485-ki1ometer altitude at 
2.9-degree inclination 
• Attitude configuration--Spin stabilized with the 
spin axis (+Z) inertia11y fixed to point toward a 
preselected target 
• Attitude determination hardware 
Spin-mode Sun sensor, with a +90- by 2-degree 
FOV 
Two solid-angle Sun sensors, with a +64- by 
±64-degree FOV mounted about the spin plane at 
-135 and 45 degrees 
N-s1it Applied Physics Laboratory (APL) star 
sensor mounted in the spin plane at -45 degrees 
from the +X-axis, with a 5- by 10-degree FOV 
Two Massachusetts Institute of Technology (MIT) 
star cameras (Figure 4.1-2 from Reference 30), 
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one mounted along the +Z-axis and the other in 
the spin plane at -45 degrees from the 
+X-axis, a- by a-degree FOV 
Orthogonal set of magnetometers 
ITHACO Scanwheel IR horizon scanner (Fig-
ure 4.1-3) mounted along the -Z-axis with the 
magnetic pickup for the index at 135 degrees 
fr)m the +X-axis 
Two gyroscopes (also used for attitude control) 
• Attitude control hardware 
Momentum wheel 
Two gyroscopes (also used for attitude deter-
mination) 
z-axis magnetic torquing coil 
Three-axis magnetic trim system 
Nutation damper 
x, Y torquing coils for momentum wheel 
unloading 
Closed-loop pitch control unit 
Three-axis closed loop attitude control system 
• Accuracy requirement 
Attitude determination--Spin axis to within 
0.5 degree 
Attitude control--Position spin axis to within 
3 degrees of desired source, maintain spin axis 
within a 2-degree range of attitude acquired, 
maintain spin rate of momentum wheel between 
1400 and 1600 revolutions per minute (rpm) 
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• Ground support system--Interactive processing 
• Data processing requirements--Determine spin axis 
attitude within a half-hour of receipt of playback 
data for up to five daily passes 
4.1.2 MISSION DATA ANALYSIS 
The results of the analysis performed for SAS-3 IR scanner 
data calibration and assessment are reported in Refer-
ence 31. The ITHACO Scanwheel on SAS-3 was a dual-flake 
system with fixed-threshold locator logic for each flake, as 
illustrated in Figure 4.1-4. The Earth chord length and 
spacecraft pitch were computed with "ANDed" logic signals 
from the two flakes. For the IR scanner analysis, an atti-
tude reference derived from star camera data was used to 
calibrate the IR scanner data. The pitch and roll angles 
were then computed from the calibrated IR scanner data and 
compared with the pitch and roll angles derived from the 
more accurate star camera data. The residuals between these 
two sets of pitch and roll data were used to evaluate the IR 
scanner data for other sources of error. These error 
sources included the percent Earth/roll angle model (a func-
tion of IR scanner optical characteristics), bolometer ther-
mal effects, and Earth oblateness. 
The analysis of Reference 31 was successful in the in-flight 
recalibration of telemetered roll voltage to percent Earth 
conversion. However, the application of a correction that 
included a model of the dual-flake locator logic was incon-
clusive (i.e., the data residuals were not reduced by the 
application of corrections originating from the dual-flake 
geometry and logic). The dual-flake model applied to SAS-3 
data was based on reflective mirror optics to obtain the 
45-degree deflection of the IR scanner FOV. This was prob-
ably inherited as a result of experience with the AE-3 IR 
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scanners, which did use a rotating mirror assembly. The 
SAS-3 system was a germanium prism lens system, and it was 
discovered during analysis for the AEM/SAGE mission that the 
optical geometry for a dual-flake mirror configuration does 
not adequately represent the prism lens geometry. 
4.1.3 RESULTS AND DISCUSSION 
The SAS-3 analysis represented one of the early attempts to 
apply an optics model and a primitive version of the elec-
tronics response function model (the "ANDed" logic). The 
effort to model the "ANDed" loqic was not completely suc-
cessful, however, due to the erroneous assumption that the 
dual-flake mirror geometry was an adequate representation of 
the optics. The effects of the unmode1ed Earth ob1ateness 
were discounted because of the geometry of the near-
equatorial orbit and the south polar attitude, which re-
stricted the range of IR scanner Earth paths to a small 
region of latitudes as illustrated by Figure 4.1-5 (Refer-
ence 31). Likewise, any effect of systematic changes in the 
Earth IR radiance with season and latitude would not have 
affected th~ SAS-3 data. 
The SAS-3 IR data analysis did discover a trend in the 
residuals that was highly correlated with the ambient tem-
perature of the IR scanner bolometer. Figure 4.1-6 (Refer-
ence 31) illustrates the roll angle residuals between the 
calibrated IR data and the star camera data. The peak in 
the residual at 2400 seconds is just before orbit day, 
4 a.m. local time at the Earth subsate11ite point. The min-
imum in the residual at 5200 seconds corresponds to 4 p.m. 
local time. Bolometer temperature was determined to be the 
cause of these residuals, and this was reinforced by subse-
quent information from ITHACO indicating that the SAS-3 IR 
scanner bolometers were not temperature compensated. 
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Figure 4.1-5. 
PORTION OF -<-_-
EARTH VISIBLE 
TO SATELLITE 
I 
Earth as Seen by the SAS-3 IR Scanner Assuming 
a Zero Inclination Orbit 
4.1-9 
~ 
• 
..... 
I 
..... 
o 
ft_" ..--1 . _~-. ~- -•. _~~--~~_~.-- --+~~_~ ...... ~. -~ ~--..-__ .. 0;18-. --- ----- • • 
0.17 • • 
~.26-. • • g.lS • • 
• 2~ • •• • 
--a.n • • 0.22 • •• • 
_0.21 • •• • • • 
0.20 • • 
0.19 • . ' • 
- 0.18 • • • • • 
0.17 • ••  • 
0.16 • •••  • 
-n.1S • •• • • 
0.14 • • .,.. • • 
_ 0.13 • _____ -----..._. • 
O.ll • • • • 
0.11 • .. • 
-0.10 • • • 0.09 • • • 
0.08 • •• • 
-n.07-. • • 
0.06 • • • 
_ 0.05 • • • • 
0.04 • • .---
0.03 • • • • 
-0.02 • ••
0.01 • • • 
0.00 • • • 
--;0.01 • 
-0.02 • • 
_-0.03 • • .. t 
-O.O~ • • • 
-0.05 t • • • 
---0.06 .- • 
-0.07 t • ~ 
-0.08 • •• • 
--'0.09 • • •
-0.10 • • 
-=-0. U _t • 
-0.12 t •• • 
-0.13 • • •• • 
-0.14 .. •• e.. . • 
-0.15 • • • • 
-0.16 t • ••• 
~.ll. • • 
-0.18 • • • • • 
-=-0.19 _t • .... 
-0.20 + • + 
-0.21 • ••• • 
--0.22 + • • 
-0.23 • ••• •• • 
-0.24 • •  + 
-o.2! •• • • 
-0.26 • • • • 
--:!S·Zl- • 
- .28 • • 
-0.29 • • • 
--0.30 • • • 
-0.31. -.---+--. -.----.. -+---+--+--.---+-----.- -+--+--.---+---+ 
- --- 1600. 2000. 2~00. 2800. 3200. 3600. 4000. 4400. 4100. 5200. 5600. 6000. 6400. 
ROLL ANGLE RESIDUAL IDEGI VS~~E ISEC} 
ORBIT NUM8ER • 4378 BODY SPI~ RATE. -1 RPJ 
Figure 4.1-6. Roll Angl~ Residual (Degrees) Versus Time (Seconds) 
for SAS-3 Orbit Number 4378 
4.2 SEASAT 
Attitude analysis for the Seasat mission began at GSFC in 
1976. Part of this analysis was directed at estimating the 
attitude determination accuracy that could be achieved by a 
ground attitude data processing system using the Seasat IR 
scanner and fine Sun sensor (FSS) data. Another goal of the 
analysis was to establish a deterministic pitch and roll 
data correction function that would compensate for pitch and 
I 
roll sensing errors caused by systematic seasonal and lati-
tudinal variations in the Earth IR radiance. These Earth 
horizon radiance profiles, provided by LMSC (Reference 8), 
were generated by integrating a computed Earth IR radiation 
spectrum over the passband response function of the ITHACO 
IR horizon scanner. 
The pitch and roll errors from the horizon radiance model 
were determined by simulating the optical and electronic 
response of the ITHACO IR horizon sensing system in the 
flight configuration. Questions about the accuracy of this 
model were addressed to establish the overall accuracy of a 
ground attitude computation that included corrections for 
horizon radiance variations. For this purpose, LMSC pro-
duced special IR profiles simulating the effects of cold 
clouds and variations in the percentage of the atmospheric 
constituents ozone and water vapor (Reference 15). The 
Seasat error analysis for the prelaunch phase of mission 
support is documented in Reference 14. An update to that 
analysis, which includes flight data from the sensor per-
formance evaluation analysis, is documented in Reference 32. 
4.2.1 MISSION REQUIREMENTS AND HARDWARE 
Seasat-l was part of the Earth and Ocean Dynamics Applica-
tion Program of the NASA Office of Applications. The pri-
mary experimental objective of the mission was to study the 
world's oceans and to determine if microwave instrumentation 
4.2-1 
scanning the oceans from space could provide useful scien-
tific data for oceanographers, meteorologists, and commer-
cial users of the seas. Experimental considerations 
dictated an 800-kilometer, near-circular orbit, circling the 
Earth 14.4 times a day, with the spacecraft's instruments 
sweeping across 95 percent of the oceans' surface every 
36 hours. The Seasat-l spacecraft is illustrated in Fig-
ure 4.2-1. The mission can be summarized as follows: 
• Orbit--Near-circular at 800-kilometer altitude and 
108-degree inclination 
• Attitude configuration--One revolution per orbit 
(rpo) with the spacecraft Z-axis toward Earth, the 
Y-axis along negative orbit normal, and the X-axis 
along the approximate direction of flight 
• Attitude determination hardware 
Two ITHACO Scanwheel IR horizon scanners (also 
used for attitude control) 
Four Adcole 18960 two-axis fine Sun sensors 
with a +32- by +32-degree FOV and 0.04-degree 
(30) quoted accuracy 
Three-axis Schoenstedt flux-gate magnetometer 
• Attitude control hardware 
Two ITHACO Scanwheel IR horizon scanners (also 
used for attitude determination) 
Electromagnet assembly 
Pitch and roll reaction wheels 
• Accuracy requirement--Absolute accuracy of 0.17 de-
gree (30) on each axis (proven to be beyond the 
limits of the Seasat hardware) 
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• Ground support system--Interactive processing 
• Data processing requirements 
Definitive solutions generated in l-day seg-
ments for 24 hours per day 
Output interval of 5 to 60 seconds such that 
linear interpolation caused less than 
0.02-degree error 
Turnaround within 24 hours from receipt of 
telemetry data and definitive orbit 
• Problems encountered 
Regular once-per-orbit Sun interference in the 
right IR scanner due to failure of blanking 
electronics to perform as specified 
Intermittent Sun interference in the left IR 
scanner due to reflected sunlight from the 
synthetic aperture radar downlink antenna 
Sun sensor measurement discontinuities as the 
Sun entered or exited the FOV 
Sun sensor alignment errors that necessitated 
postlaunch recalibration 
A Barnes Engineering horizon scanner and three gyroscopes 
were used for ascent attitude control, but were unavailable 
for definitive attitude determination. The three-axis mag-
netometer could only provide coarse data with a resolution 
of 1 to 2 degrees. Attitude determination was therefore 
based on data from the Scanwheels and the fine Sun sensors. 
The four Adcole 18960 two-axis fine Sun sensors were config-
ured in two electronics systems, each with two sensors. 
Normally the Sun data were obtained from only one sensor in 
the system. The output was a 32-bit word that encoded the 
position of the Sun in increments of 1/256 degree. 
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Seasat-l had two single-flake, normalized threshold IR scan-
ners that could be configured in either the dual- or single-
scanner mode for pitch and roll sensing. Attitude control 
in the single-scanner mode was less accurate than in the 
dual-scanner mode due to altitude dependency, an increase in 
measurement noise, and increased oblateness and horizon ra-
diance effects. The scanner axes were mounted in the 
Y-Z plane of the spacecraft, tilted 26 degrees down from the 
horizontal. Right and left scanners were defined with re-
spect to an observer facing in the direction of flight. 
Nominal wheel speed was 900 + 300 rpm. The pitch and roll 
data were generated from the corresponding voltage and te-
lemetered to the ground as a-bit words every 1.024 seconds. 
pitch and roll were considered valid only when within the 
range of ~10 degrees. Both fine (+1 degree) and coarse 
(+10 degrees) pitch and roll angle data were provided simul-
taneously. The flight geometry of the dual IR scanner sys-
tem for Seasat is illustrated in Figure 4.2-2, showing the 
portion of the scan cone where Sun interference is con-
sidered unavoidable. 
The normalized threshold locator logic is illustrated in 
Figure 4.2-3. The threshold level computation is performed 
by averaging the processed Earth pulse for scan angles that 
are several degrees inside the scan angles of the previously 
detected Earth horizons. For Seasat, the AOS and LOS 
threshold level averaging was performed between 5 and 11 de-
grees from each Earth edge. The procedure tends to make the 
Earth edge detection errors sensitive to variations in the 
amplitude of the Earth pulse at scan locations that corre-
spond to points thousands of kilometers inside the horizon 
of the Earth. 
Because the IR scanners are frequently integral components 
in the spacecraft attitude control loop, the spin rates are 
determined by the angular momentum requirements for attitude 
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control (e.g., 900 ± 300 rpm for Seasat-l and 2000 ± 500 rpm 
for ERBS). The output error signal from such systems (a 
measure of the attitude error sensed by the IR scanner hori-
zon detection logic) is typically the result of an elec-
tronic average of 15 to 30 Earth scans. The details of the 
signal processing electronics have changed from mission to 
mission to accommodate conditions specific to the mission 
and to improve the Earth detection performance. 
4.2.2 PREDICTED ATTITUDE ERRORS 
LMSC provided an Earth horizon radiance profile for 
10-degree intervals from 900 N to 900 S latitude for the 
months of January, April, July, and October. The profiles 
were used as input to the HRMU program (Section 3) to deter-
mine the roll and pitch errors induced on the scanners 
mounted on a spacecraft flying at a null geocentric pitch 
and roll attitude. A spherical Earth model was used to de-
lineate only the horizon-radiance-induced errors. Estimates 
of the variations in the flight data relative to the average 
radiance model were made by inserting a cold-cloud-perturbed 
profile at one latitude into the data set of profiles repre-
senting the 19 latitude bins. Figures 4.2-4 through 4.2-7 
show the dual-scanner pitch and roll errors simulated for 
April and July using LMSC profiles. 
These values were subtracted from the telemetered IR scanner 
pitch and roll angles to remove the effects of Earth radi-
ance variations on the sensed pitch and roll. Similar ad-
justments were made to the IR data for Earth oblateness and 
scanner electronics and for alignment and calibration 
biases, to get the best estimate of the geocentric pitch and 
roll. T~e effects of localized cold clouds on the Seasat IR 
scanners simulated during the prelaunch analysis are illus-
trated in Figures 4.2-8 and 4.2-9 for the pitch and roll 
errors, respectively. 
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Fl.gure 4.2-9. Effect of Simulated Cold Clouds on Seasat-l Roll Errors 
Based on the analysis discussed above and discussions with 
the spacecraft manufacturer (LMSC) and IR scanner system 
subcontractor (ITHACO), a detailed list of attitude sensing 
error sources, error magnitudes, and error distributions was 
compiled to estimate overall end-to-end attitude determina-
tion accuracy. This list and the resultant accuracy esti-
mates compiled from prelaunch analysis for Seasat-l are 
presented in Table 4.2-1 (Reference 32). The interpretation 
of this table of errors is as follows. 
The prelaunch estimates of the end-to-end attitude determi-
nation (30) of geocentric pitch, roll, and yaw accuracy 
during Sun data coverage are 0.2 degree, 0.2 degree, and 
0.18 degree, respectively. Significant contributions to the 
roll and pitch errors are from the 0.08-degree errors asso-
ciated with the predicted magnitude of the cold cloud ef-
fects, which were expected to occur with maximum intensity 
and frequency in the tropical latitudes. Table 4.2-1 also 
indicates that the correction of the 0.075-degree errors 
from systematic effects is assumed to be performed accu-
rately and that all calibration and alignment biases are 
removed without error. The Sun sensor is used to determine 
IR scanner alignments, biases, and calibration errors in the 
augmented data. The difference between the nominal and the 
augmented data is that the Sun sensor errors are substituted 
for the corresponding IR scanner errors. The 0.06-degree 
accuracy improvement in the augmented pitch and roll results 
primarily from the application of a systematic horizon radi-
ance correction. 
4.2.3 MISSION DATA ANALYSIS 
The responsibility of the ADCS was to provide definitive 
attitude determination on a daily basis for spacecraft data 
spans 1 day in length at data periods of 1 second. No real-
time support was planned; however, because of problems that 
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Table 4.2-1. Seasat-l Pitch and Roll Attitude Error Summarya 
NOMINAL AUGMENTED 
ERROR SOURCE FREOUENCY 
PITCH ROLL PITCH 
SYSTEMATIC HORIZON RADIANCE VARIATIONb ORBITAL 0074 0075 0 
RANDOM HORIZON RADIANCE VARIATIONSb ORBITAL OOS OOS OOS 
COMPONENT AGINGe LOW 0025 0025 0 
NOISE (WITH SOFTWARE FIL TER)e, f HIGH 001 001 001 
SCANWHEEL SPEED (±300 RPM)e, f ORBITAL + LOW 0004 0059 0002 
TEMPERATURE VARIATIONS (17 TO 250 C)9 LOW 004 004 004 
THRESHOLD STABILITYe LOW/ORBITAL 004 004 004 
ATTITUDE COMPUTER DRIFre LOW/ORBITAL 0032 0032 0032 
INTERNAL ALIGNMENT KNOWLEDGE9 LOW 005 005 0 
EXTERNAL ALIGNMENT KNOWLEDGeB, f LOW 0002 00025 0 
MISCELLANEOUS INCLUDING TRIMMING OR CALIBRATIONe LOW 005 003 0 
LAUNCH SHOCK (SCANNER)e LOW 0025 0025 0 
SUN SENSOR ACCURACyd, 9, f, 9, h HIGH NA NA 005 
LAUNCH SHOCK (SUN SENSOR)9 LOW NA NA 0006 
SUN SENSOR ALiGNMENre, f LOW NA NA 00033 
MAXIMUM THERMAL DISTORTION AT v = 90 DEGREESe ORBITAL NA NA 0042 
(SUN SENSOR FIXTURE TO SARA) 
BIAS DETERMINATION OBSERVABILlTYI LOW NA NA 001 
TOTAL (30, GAUSSIAN) 026 026 020 
-- - -- -- -- -- - --'---
aALL ERROR SOURCES ARE ASSUMED UNIFORM WITH THE TABULATED UPPER BOUND EXCEPT THOSE DENOTED OTHERWISE 
bFROM CSC REPORT CSC/TR-78/6007, SEASAT-A ATT/TUDE ANALYS/S AND SUPPORT PLAN, APRIL 1978 
cNOT APPLICABLE 
drHESE ERRORS ARE A RESULT OF YAW CORRELATIONS WITH PITCH AND ROLL 
eJPL INTEROFFICE MEMORANDUM 343-78-098, A J TREDOR TO E H POUNDER, JANUARY 26,1978 
f GAUSSIAN ERROR DISTRIBUTION, 30 VALUE TABULATED 
9FROM LMSC REPORT GCS/3900/6211, SEASAT-A A TTITUDE DETERMINATION SYSTEM (ADS) PERFORMANCE ANAL YSES, 1976 
hrHESE ARE WORST-CASE 30 ERRORS NOMINAL ERRORS MAY BE AS LOW AS 0025 DEGREE 
ROLL 
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occurred with the IR scanners and their influence on the 
degradation of spacecraft control, a significant amount of 
near-real-time support was provided in the first month. 
Activities that had not been anticipated, such as IR data 
problem diagnosis and data filtering analysis, end-to-end 
attitude sensor alignment, and analysis for alternative 
methods of yaw determination, dominated the first 2 months 
of mission support. After this, the effort shifted to a 
period of intense definitive data processing support to 
clear a 40-day backlog of data days and to catch up to the 
planned schedule of mission data flow. The high degree of 
near-real-time support, along with diverse problems in the 
definitive data that resulted from the evolution of orbit/ 
Sun geometry, taxed the attitude determination system (ADS) 
software. The software design had anticipated a less hectic 
schedule of processing definitive data with minimal scanner 
problems. Because of the high level of activity that was 
required to achieve the nominal support, insufficient time 
was available to evaluate comprehensively the accuracy of 
the application of the systematic horizon radiance correc-
tion to the pitch and roll data. Approximately 100 days of 
data became available from launch on June 28, 1978, to the 
failure of the spacecraft in the first week of October. 
From these, 3 days of data were analyzed to assess the IR 
scanner data for information about the accuracy of the sys-
tematic correction and the magnitude of the errors due to 
unmodeled horizon radiance variations. 
4.2.3.1 IR Scanner Anomalies 
Sun interference in the Seas at IR scanner data was pre-
dicted, before launch, to occur 78 days from nominal launch 
(i.e., near day 256) for approximately 3 to 4 days. It was 
during these times that the Sun appeared on the horizon in 
the unblanked portion of the IR scanner cone near the Earth 
edge triggerin~point •. In fact, Sun interference in the IR 
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scanner data was a principal cause of IR data anomalies from 
launch (day 178) to day 184 and from day 225 through day 256. 
Soon after launch, real-time IR scanner telemetry data dis-
played an anomaly characterized by a large instantaneous 
positive roll error signal of 7.0 degrees and a pitch error 
signal of -3.5 degrees. Examples of these data are shown in 
Figures 4.2-10 and 4.2-11. This anomaly occurred regularly 
every 100 minutes (orbital period), 36 minutes from the time 
of the ascending node. Calculations indicated that the 
angle between the IR scanner axis and the Sun direction was 
consistently near 45 degrees at this time. It was concluded 
that the anomaly was due to the failure of the blanking 
electronics to suppress the effects of Sun IR radiation en-
tering the right IR scanner. This conclusion was verified 
by turning off the right IR scanner signal processor just 
before the expected anomaly and observing no occurrence. 
After a series of observations, it was further concluded 
that the blanking electronics was not effective for certain 
geometrical configurations. The failure of the blanking 
electronics to perform as designed was related to a power 
supply problem. It was found that blanking performance 
could be improved by selecting the appropriate power supply 
and that IR scanner bias determination results were depend-
ent on power supply selection. 
While using only the left IR scanner, another data anomaly 
was observed. This anomaly was characterized by an inter-
mittent large negative roll error signal to -10.0 degrees 
and a negative pitch error signal to -5.0 degrees; it is 
illustrated in Figures 4.2-12 and 4.2-13. This left IR 
scanner anomaly occurred when the Sun was well away from the 
scan cone and did not occur with the regularity of the right 
scanner anomaly. It was concluded from the high-frequency 
structure of the anomaly that the cause was reflected sun-
light from some surface near the left IR scanner cone. 
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Figure 4.2-12. Left Scanner pitgh Anomaly Signature on Revolution 60 
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Figure 4.2-13. Left Scanner Roll Anomaly Signature on Revolution 60 
Investigation by LMSC showed that the Synthetic Aperture 
Radar downlink antenna was within 1 or 2 degrees of the left 
IR scanner cone, near the Earth horizon at the AOS portion 
of the scan. 
Because Sun interference in the left IR scanner was totally 
unpredictable, it was decided to disable the left IR scanner 
signal processor and develop operational spacecraft control 
procedures to work around the more predictable anomalies 
occurring in the right IR scanner. During the analysis of 
IR scanner data anomalies, Sun sensor data were used as a 
reference for interpreting true spacecraft behavior. 
4.2.3.2 Sun Sensor Anomalies 
Another level of confusion was introduced into the attitude 
determination system analysis when Sun sensor data anomalies 
occurred. Sun sensor data anomalies occurred as discontinu-
ities in the Sun sensor measurement angles a and S. The 
nominal FOV of the Sun sensors was from -32 degrees to 
+32 degrees for both a and S. For the Sun within this FOV, 
coarse 6-bit Gray-coded a and S values with 1.6-degree res-
olution and fine 9-bit binary-coded a and S values with 
1/256-degree resolution were generated by the sensor. When 
the Sun left the FOV, a Sun presence bit in the telemetry 
word was to be set from 1 to O. 
It was found that Sun sensor data anomalies occurred as the 
Sun approached and exited the sensor FOV. These errors re-
sulted from the attitude determination system's reliance on 
the Sun presence bit to signal the occurrence of valid Sun 
data for data processing logic and the imprecise adjustment 
of the Sun presence indicator threshold. The sensor indi-
cated Sun presence at times when the Sun was beyond the nom-
inal FOV and when the actual Sun angle was beyond the range 
of the telemetry word length. As the Sun approached the edge 
of the FOV, one of two effects occurred: a discontinuity 
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from positive maximum to negative maximum (coarse word dis-
continuity) or a discontinuity of 1.6 degrees (fine word 
discontinuity). Figures 4.2-14 and 4.2-15 illustrate the 
two effects. These effects were eliminated in the data 
processing system by limiting the Sun sensor a and a values 
to a range of +30 degrees. 
From the analysis of the valid Sun sensor data (not contain-
ing discontinuities), other inconsistencies were observed. 
These were in two forms. First, when data from different 
Sun sensors were used for IR scanner bias determination, 
different biases resulted. Second, when the FOVs of two Sun 
sensors provided overlapping Sun coverage, data from the two 
sensors produced different yaw solutions. These results 
suggested sensor alignment errors and required an unantici-
pated postlaunch recalibration. 
Fine Sun sensor 1 (FSS-l) was chosen as the reference sensor 
for calibration because it produced the most comprehensive 
Sun data coverage. An extensive study was then performed to 
obtain IR scanner biases and to estimate the alignment 
errors in FSS-2 and -3 relative to FSS-l. FSS-4 was not 
evaluated because no data were obtained for that sensor. 
4.2.3.3 Attitude Sensor Alignment 
Unanticipated problems with the application of an IR scanner 
bias determination algorithm that used Sun sensor data as a 
reference made it necessary to perform an in-flight align-
ment analysis of the attitude sensor complement. Different 
pitch and roll biases resulted from batches of data from 
different Sun sensors. The sensor alignment procedure was 
essentially a manually iterative process that involved 
changing the sensor alignment angle data base to obtain 
self-consistent attitudes between the IR scanner pitch and 
pitch derived from an optional algorithm using the Sun sen-
sor data. 
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Figure 4.2-15. First 1.6-Degree Jump in a-Angle as the Sun Leaves FSS-l FOV 
A fundamental assumption in this procedure was that FSS-l, 
which was oriented to view along the spacecraft pitch axis, 
was the reference sensor for the attitude sensing system. 
Figure 4.2-16 illustrates the FOV geometry at FSS-l and 
FSS-2 showing the overlap region. This overlap was planned 
to permit in-flight assessment of the accuracy of the FSS 
ground alignment knowledge. Data retrieved when the Sun 
passed through tilis region clearly indicated that the in-
flight relative azimuthal alignment of FSS-l and FSS-2 dif-
fered from the relative azimuthal alignment derived from the 
prelaunch measurements by 0.264 degree. (Tables of these 
data are presented in Reference 32.) Estimates of the ele-
vation alignment error and boresight rotation alignment er-
ror for FSS-2 and FSS-3 were obtained by the manual method 
described above, using IR scanner and Sun sensor pitch com-
parisons for data days when the Sun traversed widely sepa-
rated regions of the FSS-2 FOV. Figure 4.2-17 shows the 
geometry of the FSS-2 FOV and the Sun paths for the data 
used in this manual alignment procedure. 
Figure 4.2-18 illustrates the graphical analysis of consecu-
tive iterations used to align the pitch derived from the IR 
scanner (P1R) and Sun sensor data (PSUN) for day 282. The 
figure also shows P~UN and P~UN' which are reconstructed 
pitch angles obtained by application of cone angle and cone 
and twist angle corrections (Set 1, Table 4.2-2), respec-
tively, to the Sun data. Table 4.2-2 summarizes the results 
of the alignment effort on FSS-2. FSS-3 data were also 
available for day 282~ however, conclusive alignment of that 
sensQr was not established as the Seasat-l mission ended 
prematurely with a power subsystem failure on day 283 
(October 10,1978). 
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Table 4.2-2. FSS-2 Alignment Angle Results· 
CONE lWlST CLOCK 
8 flO 1/1 fll/l t/l t.t/l 
PRELAUNCH 98017 - -90 012 - 23.509 -
ANGLES 
POSTLAUNCH 98187 017 -89.892 012 23.250 -0259 (SET 1) 
. 
POSTLAUNCH 98177 016 -89.862 0.15 23.260 -0.249 (SET 2) 
POSTLAUNCW· 98170 0.153 -89.890 0.122 23.245 -0.264 
ANGLES 
-THESE RESULTS WERE OBTAINED ASSUMING 
FINE PITCH BIAS 20.11°, FINE ROLL BIAS" 0.10° IN THE IR DATA 
"THESE ANGLES WERE INCORPORATED INTO THE DATA BASE NAMELIST FOR DATA DAYS 
FOLLOWING DAY 225 (AUGUST 13) -
4.2.3.4 Verification of the Accuracy of the Seasat-l Earth 
IR Horizon Model 
To establish a measure of the accuracy of the IR scanner 
pitch and roll data, the corrected IR scanner roll data were 
compared with roll data derived from the FSS-l data. This 
comparison was most valid when the Sun was near the space-
craft pitch axis and thus near the center of the FSS-l FOV. 
Figure 4.2-19 illustrates the geometry for the Sun in the 
FSS-l FOV on day 219 with a Sun angle of 19 degrees. 
Figures 4.2-20 and 4.2-21 compare IR scanner and Sun sensor 
roll data from day 219 and day 205, respectively. The sec-
ond case represents conditions when the Sun was closer to 
the center of the sensor (i.e., Sun angle of 3.7 degrees). 
Although these examples represent a very limited amount of 
data, evidence exists for the achievement of higher accuracy 
in the summer hemisphere (+72 degrees) than in the winter 
hemisphere (-72 degrees). Long-duration IR data excursions 
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0730 
on day 219 near 03:56 universal time (UT) are approximately 
0.1 degree over the winter hemisphere. Near the Equator and 
midlatitudes, excursions of 0.05 degree lasting up to 
10 minutes occur. Short-duration variations in the IR roll 
signal within 0.05 degree occur throughout the orbit. The 
explanation for the variations at the different locations 
and frequencies is as follows. 
The Southern (winter) Hemisphere is dominated by a geograph-
ically large atmospheric anomaly in the stratosphere. The 
equatorial and midlatitude regions are dominated by more 
localized cold cloud anomalies occurring as single events of 
2- to 5-minute duration and as simultaneous and consecutive-
to-multiple events lasting up to 20 minutes (1/4 orbit). 
The Northern (summer) Hemisphere is a region of higher over-
all IR data stability, with errors from cold clouds occur-
ring frequently with amplitudes less than 0.05 degree. 
The amplitude and frequency of cold cloud effects on the 
Seasat-l IR scanner data predicted by prelaunch analysis and 
illustrated in Figures 4.2-8 and 4.2-9 were verified in the 
Seas at IR scanner flight data. Figu~e 4.2-22 illustrates an 
error pattern in the pitch and roll caused by an isolated 
cold cloud on data from October 6, 1978. 
To clearly demonstrate that the source of these data anoma-
lies was correlated with the clouds, a Synchronous Meteoro-
logical Satellite-2 (SMS-2) (12-micrometer band) IR photo of 
the Earth was overlaid with the IR scanner threshold normal-
ization zone groundtrack and is shown in Figure 4.2-23. The 
spacecraft roll data from orbits including those traced on 
the Earth image in Figure 4.2-23 are illustrated in Fig-
ure 4.2-24. Correlations between the roll errors in or-
bits 4 and 6 (starting from the pole at 05:15 UT and 
08:35 UT) can be seen 25 minutes from the start, as the 
scanner threshold region groundtrack passes over a tropical 
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Figure 4.2-24. Seasat-l Roll Telemetry for 12 Orbits on 
October 2, 1978 (Day 275) Illustrating 
Cold Cloud Anomalies at the North and South 
Equator Crossings 
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storm off the west coast of Central America and over a dis-
tributed cloud near the Equator south of Hawaii. In Fig-
ure 4.2-23, the double ground trace is formed by the AOS 
threshold moving southward over a geographical location fol-
lowed by the LOS threshold moving southward 5 minutes later 
at the same latitu~e. The LOS track is slightly westward 
due to the Earth's eastward rotation. 
4.2.4 RESULTS AND DISCUSSION 
From the analysis of Seasat-l flight data, the =ollowing 
conclusions were drawn about the success of the application 
of the correction for systematic horizon radiance variations 
to the IR scanner pitch and roll data: 
• After data correction, the IR scanner data appear 
to agree with equivalent measurements from the Sun sensor to 
within 0.05 degree in the summer hemisphere and to within 
0.1 degree in the winter hemisphere for the data analyzed 
(days 205 and 219). 
• The largest excursions in the single-scanner IR 
pitch and roll data associated with cold cloud effects were 
approximately 0.25 degree (Figure 4.2-22). This translates 
to a roll error of 0.12 degree for the associated peak in 
the dual-scanner mode. However, there is no reduction in 
the pitch data for the near-polar orbit of Seasat-l and the 
longitudinally extended cloud distributions evident near the 
Equator in Figure 4.2-23. Thus, the 30 accuracy estimates 
for the pitch and roll data in the dual-scanner mode include 
contributions by these amounts. 
• Cold cloud effects are additive, and thus wide dis-
tributions of clouds can cause complex and sustained error 
patterns (note orbit 7 in Figure 4.2-24). 
• For the Seasat-l application, the use of the cor-
rection appears to have improved the accuracy of the data by 
4.2-39 
removing the predicted 0.074-degree systematic error, illus-
trated by Figures 4.2-6 and 4.2-7. However, because the 
flight data showed that the cold cloud errors were three and 
two times greater than predicted for pitch and roll, re-
spectively, the overall errors (from horizon radiance varia-
tions) esti~ated from the flight were larger than the 
prelaunch predictions. The magnitude of the systematic cor-
rection was a small fraction of the random component. 
• No clear and independent estimate of the size of 
the systematic horizon radiance correction was made using 
the Seasat-l data. The assumption, however, was that the 
variation of the IR scanner roll data relative to the corre-
sponding Sun sensor roll data was totally due to unmodeled 
cold clouds and stratospheric effects. 
The analysis of the Seasat-l attitude sensor flight data 
contributed significantly to the understanding of the per-
formance of an IR scanner/fine Sun sensor attitude deter-
mination system. The mission offered the opportunity to 
compare attitude sensing accuracy estimates, based on pre-
launch specifications and analysis of the system perform-
ance, with an accuracy estimal~ established by analysis of 
the flight data. 
Major surprises were that the Sun sensor relative alignment 
offsets were near 0.25 degree, ~~npared to a prelaunch 
statement of alignment knowledg at an accuracy that did not 
exceed 0.01 degree, and that the electronic calibration 
changed by 0.1 degree when the system was powered by one or 
the other of the two electronics power supplies. 
Table 4.2-3 is a revised table (compared to its counterpart 
in Tabl~ 4.2-1) of attitude sensing errors based on flight 
data analysis. The new values assume that the observed 
O.l-degree change in the calibration due to switching elec-
tronics power supplies and the 0.25-degree offset observed 
4.2-40 
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Table 4.2-3. Seasat-l 30 Errors From In-Flight Analysis of the Attitude Determination 
Data 
Pitch Roll Yaw 
Horizon Radiance Modeling Errors 0.25 0.13 0.20 
a Noise with Software Filter 0.01 0.01 
Scanwheel Speed Variations 0.02 0.02 0.02 
Component Aging, Trimming, and Calibrationb 0.30 0.30 0.29 
Attitude Computer Drift 
Temperature Variations a 0.04 0.04 0.04 
Threshold Stability a 0.04 0.04 0.04 
Sun Sensor 1 Accuracy a 0.05 0.05 0.07 
b Sun Sensor 1 Alignment Estimate 1 0.043 0.04 0.03 
Estimate 2 0.18 0.23 0.40 
Estimate 3 0.37 0.46 0.79 
RSS Total Estimate 1 0.40 0.34 0.37 
RSS Total Estimate 2 0.44 0.41 0.54 
RSS Total Estimate 3 0.54 0.57 0.87 
aThese values remain unchanged from the prelaunch analysis. 
b These components were assumed to be measured by inflight observations. 
cThis value is obtained either by the RSS of the yaw column or by combining the total pitch 
and roll errors with the estimates of SS1 accuracy and allgnment errors. 
dyaw accuracy estimates from sensors 2 and 3 must include an additional 0.7-degree 
error in the inflight determination of the allgnment angles. 
d(SS2 & 3) 
(0.077) 
(0.406) 
{O. 795~ 
c (0.37) 
(0.55) 
(0.87) 
between the Sun sensors occurred with a 30-percent prob-
ability. The individual estimates assigned all of the 
0.2S-degree offset to FSS-2 (estimate 1), assumed one-half 
of the 0.2S-degree offset was a lcr number (estimate 2), 
and attributed all alignment errors (flight and preflight) 
to FSS-2 with no error in FSS-l. 
The performance of the IR scanners with respect to their 
sensitivity to clouds was also explained by the analysis as 
follows. An amplitude-normalized threshold locator logic 
was used primarily to lower the sensitivity of the pitch and 
roll error output to latitude variations in the IR profile 
brightness. This is justified if the profiles vary in am-
plitude by a simple scale factor, with no change in shape. 
Because of the wide IR passband (Figure 2-30) of the Seasat 
IR scanners, the profile shape was significantly influenced 
(40 percent) by the presence of clouds in the portion of the 
Earth scan used for threshold level adjustment. Unpredict-
able changes of up to 40 percent in threshold level caused 
errors in single-scanner pitch and roll of 0.3 degree, nul-
lifying improvements acquired by reduced response to the 
systematic brightness variation. A reduction in the width 
of the IR passband, confining it strictly between 14 and 
16 micrometers, would have significantly improved the per-
formance of the Seasat IR scanners by reducing the response 
to clouds to O.OS degree. Unavoidable intensity variations 
at this IS-micrometer band due to stratospheric warming 
events would still, however, limit the accuracy of such an 
IR scanner in the winter hemisphere. 
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4.3 APPLICATIONS EXPLORER MISSION/STRATOSPHERIC AEROSOL 
GAS EXPERIMENT 
The attitude mission analysis for AEM/SAGE contributed to 
the understanding of the performance of the dual-flake ger-
manium prism lens IR scanner. Prelaunch analysis of the 
prism lens optics using point FOVs and a spherical Earth 
model demonstrated the effects of the "ANDed" logic on the 
dual-flake Earth signals and established a framework for 
understanding the effects of Sun interference on the IR 
scanner signals. Postflight analysis of IR scanner data 
during Sun-interference-induced control anomalies demon-
strated how subtle effects in the signal processing elec-
tronics coupled to control system responses caused drastic 
differences between the prelaunch estimates of Sun interfer-
ence and the flight experience. Additional information was 
also obtained from this flight data about the Sun-sensitive 
angular width of the IR scanner FOV. Most of the material 
for the following discussion has been derived from Refer-
ences 33 through 37. 
4.3.1 MISSION REQUIREMENTS AND HARDWARE 
The SAGE spacecraft was launched from Wallops Island, 
Virginia, on a Scout rocket on February 18, 1979. SAGE 
(Figures 4.3-1 and 4.3-2) was the second in a series of sat-
ellites using the basic, modularly designed launch vehicle 
and satellite support system called the Applications Ex-
plorer Mission. The first satellite in this series was the 
Heat Capacity Mapping Mission (AEM/HCMM). The AEM/SAGE 
spacecraft and supporting systems were identical with AEM/ 
HCMM in most respects; however, there were differences that 
affected the attitude system. 
The purpose of SAGE was to determine the spatial distribu-
tion of stratospheric aerosols and ozone on a global scale 
by measuring the attenuation of solar radiation at tour 
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distinct wavelengths during solar occultation. This tech-
nique of using the extinction of solar radiation at several 
wavelengths was employed to derive the stratospheric aerosol 
extinction coefficient and ozone concentration profile dur-
ing every satellite sunrise and sunset (i.e., about 30 meas-
urements per day). The mission can be summarized as follows: 
• Orbit--Near-circular at 600-kilometer altitude and 
55-degree inclination 
• Attitude configuration--One rpo, with spacecraft 
z-axis pointing toward Earth, Y-axis along negative 
orbit normal, and X-axis in the approximate direc-
tion of fliqht (Figure 4.3-3) 
• Attitude determination hardware 
Two ITHACO Scanwheel dual-flake IR horizon 
scanners (also used for attitude control) 
Five Adcole Model 16764 Sun sensors 
(0.5-degree resolution) 
Three-axis Schoenstedt flux-gate magnetometer 
• Attitude control hardware 
Two ITHACO Scanwheel dual-flake IR horizon 
scanners (also used for attitude determination) 
Electromagnet assembly 
pitch reaction wheel 
• Accuracy requirement--±0.5 degree in pitch, 
+0.5 degree in roll, +2 degrees in yaw (30) 
• Ground support system--Interactive processing 
4.3-4 
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• Data processing requirements 
Definitive solutions generated only during 
time segments centered on spacecraft sunrise 
and sunset for each of ~15 orbits per day 
Output data interval of 10 seconds 
One-week turnaround from receipt of definitive 
orbit and raw attitude data 
• Problems encountered 
Sun interference in the IR scanners more 
serious than predicted 
Unpredicted Sun interference effects in the IR 
scanners 
Oscillatory behavior in control system re-
sponse due to anomalous IR scanner data 
SAGE had two similar, but not identical, IR scanners. The 
larger Scanwheel assembly (SWA-B) had its boresight along 
the +Y-axis: the smaller (SWA-A) had its boresight along the 
-Y-axis. These scanners provided the following: 
• Angular momentum along the pitch axis for space-
craft gyroscopic stability 
• Attitude control about the pitch axis by variations 
in the SWA-B wheel speed 
• Pitch and roll angle data for ground-based attitude 
determination and for onboard use by the attitude 
control electronics 
The scanner FOV rotated at a nominal speed of 825 rpm for 
SWA-A and 1900 rpm, in the mission mode, for SWA-B. The two 
angular momentum vectors pointed in the -Y direction, pro-
viding spacecraft gyroscopic stabilization. The onboard 
4.3-6 
analog controller used a sensed pitch error to vary the 
wheel speed of SWA-B to provide pitch control. 
The Sun sensors flown on SAGE were Adcole Model 16764. A 
complement of five sensors like those used on AEM/HCMM pro-
vided continuous Sun coverage during daylight passes. The 
magnetometers, electromagnets, and attitude control system 
(ACS) electronics were the same as those for AEM/HCMM, ex-
cept for the changes in the ACS that were necessary to ac-
commodate a control configuration with dual IR scanners and 
a single-pitch reaction wheel. 
Attitude determination requirements for SAGE included the 
following: 
• Processing IR scanner data, Sun sensor data, and 
magnetometer data received over the data link from the In-
formation Processing Division (IPD)--SAGE had two onboard 
tape recorders storing data for time intervals centered on 
sunrise and sunset. Attitude data were obtained from the 
spacecraft twice per orbit via playback of these onboard 
recorders. Attitude solutions were required only during the 
two nonoverlapping segments centered on sunrise and sunset. 
• Correction of IR scanner data for Earth oblateness 
and horizon radiance variations 
• Calculation of a three-axis attitude solution ex-
pressed as pitch, roll, and yaw angles for a 2-1-3 (pitch-
roll-yaw) Euler angle sequence at a lO-second spacing 
between points 
• Calculation of attitude solutions either determin-
istically or by using a differential corrector algorithm 
employing a time-dependent polynomial model for attitude 
propagation 
4.3-7 
• Determination of pitch, roll, and yaw rate 
information 
• Quality control of attitude solution data before 
transmission to IPD 
• Generation of definitive solutions within 1 week 
from receipt of definitive orbit and raw attitude data 
• Support of real-time monitoring functions in addi-
tion to definitive attitude determination functions with 
interactive graphics capability 
4.3.2 PREDICTED ATTITUDE ERRORS 
Prelaunch analysis predicted Sun interference anomalies in 
the IR scanner data. The actual data displayed effects 
similar to those predicted, as well as effects drastically 
different from the predictions. 
Before launch, it was predicted that the precession of the 
orbit at -4.16 degrees per day and the 23.44-degree obliq-
uity of the ecliptic would periodically bring the Sun close 
to the scan cones of the IR scanners. Because the scanner 
axes lie along the positive and negative orbit normals for a 
nominal mission attitude, the value of the Sun angle with 
respect to orbit normal Ca) directly indicates when the 
Sun is close to the scanner cone. Figure 4.3-4 shows the 
evolution of Sun angle. Points on the curve near a angles 
of 45 or 135 degrees are the times when Sun interference was 
expected, i.e., at irregular intervals of 2 to 4 weeks. 
Detailed modeling of the Earth-Sun-horizon scanner geometry 
predicted interference for 2 to 3 days at each occurrence. 
The length of the orbital segment affected was predicted as 
a function of a angle. The predicted duration of inter-
ference ranged up to 38 minutes per orbit. 
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Maximum pitch and roll errors from Sun interference events 
were predicted to be 0.22 degree and 0.17 degree, respec-
tively. Errors of this magnitude did not present any prob-
lem, because the required accuracy for pitch or roll was 
considerably less stringent (e.g., ±0.5 degree). In addi-
tion, analysis indicated that, even if no effort were made 
to compensate for Sun interference, the accuracy requirement 
could be met. Maximum pitch and roll rates from Sun inter-
ference events were predicted to be 0.015 and 0.004 degree 
per second, respectively. The specified limits for pitch 
and roll rate were ±0.01 degree per second. Sun interfer-
ence did not, therefore, appear to present any significant 
problem to pitch and roll rate requirements. 
A more detailed prelaunch analysis of the dual-flake bolome-
ter geometry and electronics indicated that the candidate 
a angles for Sun interference were sliqhtly below and 
slightly above the nominal values of 45 degrees and 135 de-
grees. Thus, for SWA-B, interference was predicted for a 
angles of 43 and 47 degrees. For SWA-A, interference was 
predicted for a a angle of 138 degrees. Interference was 
not expected for a a angle of 132 degrees, because the 
slower speed of SWA-A would allow the Sun transient to decay 
before it could affect signal voltage at Earth horizon 
crossing time. 
The largest in-flight interference effects were observed for 
a angles of approximately 47, 133, and 137 degrees. The 
full range of angles for which any interference occurred was 
40 to 50 degrees for SWA-B and 131 to 140 degrees and 160 to 
165 degrees for SWA-A. Although, as stated above, Sun in-
terference for a a angle of 133 degrees was not expected, 
data showing a typical Sun interference event at sunrise for 
a equal to 132.3 degrees is presented in Figure 4.3-5. An 
initial roll error of about 0.8 degree is shown with a 
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sinusoidal decay to zero. This oscillatory decay of roll 
error was also unexpected. Data from a typical Sun inter-
ference event at sunrise for a a angle of 137 degrees are 
presented in Figure 4.3-6. The roll error induced by this 
event was about I degree. The oscillatory behavior of roll 
after the start of interference was also observed in Scan-
wheel speed (Figure 4.3-6). Sun interference roll errors in 
these and other events were considerably larger than the 
predicted maximum of 0.17 degree. Although not shown, the 
pitch error in such events ranged up to 1.25 deqrees, which 
was considerably larqer than the predicted maximum value of 
0.22 degree. Sun interference events such as those shown 
produced maximum pitch and roll rates of 0.2 and 0.02 degree 
per second, respectively. These exceeded both the require-
ment of 0.01 degree per second and the predicted values of 
0.015 and 0.004 degree per second. 
The Sun interference events shown in Fiqures 4.3-5 and 4.3-6 
were accounted for by the effect of capacitive coupling in 
the Scanwheel electronics. Capacitive coupling and the in-
tense Sun pulse produced a positive pulse followed by a neg-
ative undershoot, which held the trailing Earth pulse below 
the threshold value. The effect is diagrammed in Fig-
ure 4.3-7. The sinusoidal decay of the error was explained 
by the variation of the negative undershoot pulse due to the 
decay of Sun pulse amplitude as the Sun moved along the scan 
cone away from the Earth edge. This IR scanner step pulse 
into the control system caused the momentum wheel to drive 
the Sun out of the FOV, eliminating the sensor error and 
revealing a true attitude error, thus resulting in an un-
stable attitude oscillation. The condition was damped out 
with time as the Sun moved further from the horizon. 
Unpredicted Sun interference effects were also observed for 
a anqles of 155 and 165 degrees. An example of scanner 
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data for these events is shown in Figure 4.3-8. These 
events were attributed to increased ambient temperature ef-
fects as the Sun illuminated the IR scanner optical assembly 
from a position near the scan cone axis. 
4.3.3 MISSION DATA ANALYSIS 
Extensive postlaunch ground support was required for SAGE 
due to the effects of Sun interference on IR scanner data. 
Interference occurred at times when it was not predicted and 
was more intense than expected at the predicted occurrences. 
Through the generation of Sun and magnetometer data attitude 
solutions during periods of Sun interference, it was deter-
mined that IR scanner data from the affected scanner was 
invalid and did not represent true attitude motion. The 
actual change in attitude induced by anomalous signals from 
the scanner that was experiencing interference departed sub-
stantially from the expected performance. The fitting algo-
rithm designed for attitude data smoothing could not meet 
specifications in attempting to fit the rapidly varying 
attitude during a Sun interference event. Tailoring the 
algorithm to spacecraft behavior during Sun interference 
reduced its validity for the nominal, slowly varying atti-
tude. 
Spacecraft body rates were also a problem during Sun inter-
ference events. Experiment requirements placed limits of 
±O.Ol degree per second on attitude rates. The attitude 
determination algorithm was designed to compute attitude 
rates from the polynomial fit of the attitude angle solu-
tions. Attitude rates during Sun interference events sub-
stantially exceeded the limits of the polynomial fit. Some 
uncertainty about the severity of the control problem was 
induced by poor polynomial fitting of the anomalous data. A 
thorough investigation of alternatives for calculating atti-
tude rates was performed. Numerous samples of raw and 
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processed attitude data were used to discriminate between 
valid and anomalous effects and to check the accuracy of 
proposed improved modeling techniques. 
The application of a correction for systematic horizon radi-
ance variations to the pitch and roll data was a requirement 
of the definitive attitude data processing function. To 
implement this correction for SAGE, the HRMU was run using 
the Earth radiance profiles generated for Seasat and the IR 
sensor electronics model for AEM/HCMM. This AEM model in-
corporated a single-flake geometry and fixed-threshold lo-
cator logic. The effects of the dual-flake scan geometry 
within the "ANDed" Earth chord output were therefore not 
included in the Earth horizon attitude model. 
The opportunity to check the accuracy of the horizon radi-
ance correction analysis for SAGE using the flight data did 
not occur, primarily because of the limited Earth coverage 
offered by the definitive data, which was recorded only at 
spacecraft sunrise and sunset. Another factor was the rela-
tively low resolution of the Sun sensor data (0.5 degree), 
which is the standard attitude reference for IR data evalua-
tions. Finally, the extremely strong control loop and the 
low resolution of the control system angular momentum wheel 
rates rendered both the IR data accuracy and the wheel ta-
chometer data accuracy insufficient for any meaningful anal-
ysis of the flight response to the Earth horizon radiance. 
Analyses of other spacecraft control anomalies were also 
performed. The effect of stray inductive fields from the 
slew motor of the SAGE experiment on the magnetic nutation 
control loop was analyzed, as were the erratic IR scanner 
signals that occurred when Scanwheel assembly temperatures 
were high and spacecraft voltage was low. 
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4.3.4 RESULTS AND DISCUSSION 
Although the SAGE ACS was considered to have performed well, 
close analysis of the SAGE pitch angle sensor and control 
loop performance highlighted a significant problem in its 
design. Graphics-generated plots of wheel speed, scanner 
output, and Sun and magnetometer data revealed the nature of 
the problem. The SAGE pitch control loop was designed to 
null the pitch error signal from the IR scanner with a 
"strong-control" control law. Because of this, the control 
loop's response to error signals in the IR scanner was rapid 
pitch displacement of the spacecraft body. The control loop 
was so effective at keeping the pitch error sensor signal at 
null that the information about spacecraft pitch attitude 
errors was lost, and it was impossible to evaluate the pitch 
control performance based on signals from the IR scanners. 
The lesson learned from this experience is that close atten-
tion should be paid to the role of the attitude sensors in 
the attitude control loop. A control loop should not be 
capable of inducing spacecraft rates much higher than are 
required to offset the rates expected from environmental or 
disturbance torques (except for special, high-rate control 
modes where attitude slews are required). For attitude de-
termination, the changes in the sensor signal induced by 
attitude motion must be separated from those induced by 
other effects, such as electronic noise, thermal variations, 
or aberration or the sensor reference source (such as the 
Earth's horizon). To perform this function with a sensor 
that is also an integral part of the control loop requires a 
good understanding of the control laws and also requires 
attitude algorithms that incorporate some telemetered con-
trol system data, such as reaction wheel tachometer data. 
Definitive data processing for SAGE, which was to be very 
similar in procedure to that of AEM/HCMM, was stopped after 
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analysis of the SAGE attitude control performance and evalu-
ation of the postlaunch attitude determination. Only real-
time support was provided for this mission. Definitive 
support was discontinued because the SAGE experimenter ac-
tually needed highly accurate spacecraft pitch and roll 
rates for the science data reduction problem. Analysis of 
optional techniques to derive pitch and roll rates using 
attitude dynamics modeling software such as the SAGE/ADGEN 
or SAGEN programs yielded no improvement in the solution for 
attitude determination with the sensors and data available 
for SAGE. After meetings with attitude analysts who ex-
plained the attitude determination system output and SAGE 
spacecraft control anomalies, the experimenter subsequently 
developed techniques for data reduction that did not require 
an attitude solution. 
The ground support system for SAGE was not useful for rou-
tine definitive support because, although attitude accuracy 
met the specification, the rates derived from these attitude 
solutions did not. The attitude rate determination accu-
racy, which was not specifically defined as a requirement 
for the SAGE attitude determination system, was in fact the 
most important attitude parameter for science data reduc-
tion. The results indicate that the attitude sensors and 
control system flown on SAGE and the ground support system 
specified to process the sensor data were developed without 
a clear understanding of SAGE attitude performance require-
ments. 
SAGE attitude support experience reveals something about 
anticipated anomalies with the IR scanner response to the 
Sun. Before launch, it was expected that Sun interference 
would occur, but the in-flight experience was drastically 
different than had been anticipated, even though prelaunch 
analysis was based on prior mission experience. It is 
4.3-19 
therefore clear that as much caution should be exercised 
when venturing into new applications of old systems as with 
first applications of new systems. 
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4.4 MAGSAT 
The Magsat mission offered a unique opportunity to evaluate 
the IR scanner response to the Earth horizon radiance varia-
tions using the highly accurate attitude references from 
fine Sun sensor and fixed-head star tracker data. The mate-
rial in this section is derived primarily from three 
sources: an evaluation of the Magsat IR scanner data (Ref-
erence 38) and two reviews of the Magsat definitive attitude 
support software and operations experience (References 33 
and 39). A more detailed description of the Magsat fine 
attitude determination system and mission experience with 
that system is provided in Reference 39. 
4.4.1 MISSION REQUIREMENTS AND HARDWARE 
The Magsat spacecraft was launched on October 30, 1979; it 
reentered the Earth's atmosphere on June 11, 1980. The mis-
sion was a cooperative effort between NASA and the united 
States Geological Survey (USGS) as part of the Earth and 
Ocean Dynamics Applications Program in the NASA Office of 
Applications. The objectives were to update the USGS world-
wide magnetic field model and to compile a global scalar and 
vector crustal magnetic anomaly map. 
The Magsat spacecraft is illustrated in Figure 4.4-1. A 
detailed description of the mission requirements is pre-
sented in Reference 38. The mission can be summarized as 
follows: 
• Orbit--Sun synchronous, with 97-degree inclination, 
560-kilometer-apogee and 350-kilometer-perigee al-
titude, and argument of perigee precession at 
3.7 degrees per day 
• Attitude configuration--Three-axis stabilized at 
1 rpo; Earth-oriented 
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Figure 4.4-1. Magsat Spacecraft Components and Spacecraft Body Reference Frame 
• Attitude determination hardware 
ITHACO Scanwheel IR horizon scanner (also used 
for attitude control) 
Spinning single-axis Sun sensor (digital solar 
aspect indicator (DSAI» 
Coarse Sun sensor 
Coarse vector magnetometer 
Adcole two-axis fine Sun sensor with a ±32- by 
±32-degree FOV and a quoted accuracy of 12 arc-
seconds 
Two Ball Brothers star trackers, model CT401 
Attitude transfer system 
Pitch inertial reference unit (IRU) (also used 
for attitude control) 
Scientific payload 
• Attitude control hardware 
ITHACO Scanwheel IR horizon scanner (also used 
for attitude determination) 
Nutation damper 
Spin axis torque coil 
Wheel spin rate control coil 
Pitch IRU (also used for attitude determi-
nation) 
Yaw-axis trim boom 
• Accuracy requirement 
Intermediate system (IR scanner and fine Sun 
sensor data)--20 arc-minutes 
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Fine system (star tracker, pitch IRU, and fine 
Sun sensor data)--20 arc-seconds or better 
• Ground support system--Interactive processing 
• Data processing requirements 
Continuous definitive attitude solutions 
output data interval of 2 to 30 seconds for 
intermediate system, 0.25 second for fine 
system 
Turnaround within 5 weeks for intermediate 
system or 5 months for fine system after re-
ceipt of all necessary data with a throughput 
processing of I day's data each day 
• Problems encountered 
Anomalous IR scanner data caused by the shadow 
of the yaw trim boom 
Anomalous IR scanner data caused by cold clouds 
Inaccurate IR scanner voltage conversion cali-
bration necessitating in-flight recalibration 
Sun interference on star camera data 
Failure of the coarse Sun sensor to produce 
good data (possibly due to reflections from 
spacecraft appendages such as the yaw boom) 
Early postlaunch discontinuities in the atti-
tude transfer system roll output 
Changes in the attitude transfer sys~em/fine 
Sun sensor system alignment throughout the 
mission 
4.4-4 
The attitude determination and control strategy for Magsat 
was loose pointing control with high-accuracy attitude de-
termination. To minimize the potential disturbance to the 
Earth magnetic field measurement experiments, a minimum 
amount of activity to control spin axis precession was re-
quested. The attitude control procedure was to trim the 
spacecraft attitude and angular momentum drift aerodynami-
cally with pitch offset biases and an extendable yaw trim 
boom. The attitude was permitted to drift freely in a 
4-degree deadband within a zone of 10 degrees around orbit 
normal. Spin axis precession control activity was used in-
frequently so as to center this zone on a control point near 
orbit normal. 
Three attitude determination systems supported the Magsat 
mission. The coarse ADS was used for only a short time in 
the early post1aunch phase when the spacecraft was spin-
ning. It was'used to process the magnetometer and DSAI data 
to compute the spin mode attitudes. 
The intermediate ADS was used when the spacecraft became op-
erational in the despun 1-rpo mode. It was used for near-
real-time attitude determination in support of spacecraft 
control, sensor performance evaluation, and definitive sup-
port (e.g., processing playback data from the IPD) of the 
intermediate accuracy attitude requirements. The inter-
mediate ADS software was an adapted version of the AEM/HCMM 
and AEM/SAGE software, which used IR scanner and fine Sun 
sensor data as the principal source of attitude solutions. 
The fine ADS was developed primarily in support of high-
accuracy definitive data processing using the star tracker, 
fine Sun sensor, and attitude transfer system data. This 
system was also used throughout the flight of Magsat in a 
near-rea1-time mode with approximate alignment bias and 
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calibration parameters to monitor the performance of the 
fine ADS hardware. 
The IR scanner used on Magsat was a dual-flake bolometer 
with fixed-threshold locator logic. The spectral passband 
for the system is illustrated is Figure 4.4-2. The Earth 
scan geometry is illustrated in Figure 4.4-3 for the Magsat 
spacecraft going north at the Equator. The scan path is for 
a single-flake angular FOV, 2 by 2 degrees in size. 
For the flight system scan path, two bolometer flake FOVs at 
cone angles of 43 degrees and 47 degrees were simulated in 
the scan geometry model of the HRMU. The signals from both 
flakes are processed in identical channels of the electronics 
to determine a square-wave Earth pulse or an Earth-crossing 
envelope for each flake. The envelope is constructed to 
represent the portion of the scan during which the flake FOV 
is on the Earth. 
Figure 4.4-4 schematically shows the nature of the changes 
to an Earth radiance signal in the various stages of signal 
processing; the figure also includes a transfer function 
block diagram. (The transfer functions describing the cir-
cuit elements of the Magsat Scanwheel are adapted from Ref-
erence 40.) The bolometer converts the radiation signal 
into a voltage signal. According to ITHACO, Inc., the bo-
lometer outputs approximately 500 microvolts for radiation 
from a 230K Earth and 0 volts for the outer space background 
radiation. The circuit gain following this conversion is a 
factor of approximately 4700. The bolometer has a fairly 
long time constant (approximately 3 milliseconds), which is 
a significant fraction of the Earth pulse duration. At 
1500 rpm, the spin period is 40 milliseconds and the scanner 
sees the Earth for approximately one-third of the spin pe-
riod, i.e., about 13 milliseconds. 
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The Earth-crossing envelope from each thermistor flake and a 
blankinq signal are logically "ANDed" for the purposes of Sun 
and Moon interference rejection. Because the Sun can enter 
only one flake FOV at a time, the effect of this is to ex-
tend one end of either flake's Earth-crossing envelope. 
This type of interference was not experienced during the 
Magsat mission because of the geometry of the orbit and at-
titude relative to the Sun. 
4.4.2 PREDICTED ATTITUDE ERRORS AND MISSION DATA ANALYSIS 
4.4.2.1 Systematic Horizon Radiance Errors 
The response of the Magsat IR scanner was computed using the 
LMSC Earth IR model previously generated for Seasat. The 
resulting pitch and roll errors are illustrated in Fig-
ure 4.4-5 for one full orbit. To evaluate this radiance 
correction model for the IR scanner pitch and roll data, the 
attitude computed from the Magsat fine Sun sensor and star 
tracker was used as a reference to compute the IR scanner 
pitch and roll signal from an oblate Earth. This computed 
signal was subtracted from the telemetered and bias-
corrected IR scanner pitch and roll data to form the pitch 
and roll residuals. 
Figure 4.4-6 illustrates this method with examples of the 
data at various stages in the analysis for November 21, 1979. 
In Figure 4.4-6(a), the IR scanner pitch data are plotted 
with the high-accuracy attitude solutions computed from star 
tracker data~ the computed data are shown with hash marks. 
Figure 4.4-6(b) shows the raw data as IR pitch voltage. The 
difference between the two versions of the IR pitch data of 
Figure 4.4-6(a) are plotted in Figure 4.4-6(c). Correspond-
ing roll data are shown in Figure 4.4-6(d). 
The functional form of the data in Figures 4.4-6(c) and (d) 
identifies the IR scanner sensing error after the attitude-
dependent component of the sensor signal has been removed. 
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The sources of this error function are systematic horizon 
radiance variations; random Earth radiance anomalies such as 
cold clouds; and other IR signal modulation sources such as 
spacecraft structural components, the Sun, and the Moon. To 
compare the residuals with the functional form of the ef-
fects of systematic variations in the Earth's IR radiation 
with latitude, the computed HRMU pitch and roll errors for 
January (smooth solid curves) are overlaid with the corre-
sponding November data residuals. The HRMU results were 
obtained using the January Seasat-1 radiance profiles in the 
Magsat HRMU. The threshold voltage was set at 0.6 volt, but 
the bolometer radiance-to-vo1ts gain was lowered to one-half 
the value used to generate the results for the original 
analysis (those results are displayed in Figure 4.4-5). 
The above example shows that a systematic horizon radiance 
effect was apparent in Magsat. A change in the gain of the 
electronics model by a factor of 1/2 raised the roll error 
estimates by a factor of 3 and the pitch error estimates by 
a factor of 2. This brought both the pitch and roll predic-
tions in approximate agreement with the residuals data and 
demonstrated the sensitivity of the prediction model to un-
certainties in factors associated with the gain parameter. 
These factors include the IR passband sensitivity and width, 
the entrance aperture area, the bolometer flake size and 
subtended angular width of the FOV at the object, and the 
electronics constants. 
Because the Seasat IR passband used in the above analysis 
was narrower than the Magsat passband, using the Magsat 
passband in the model would have increased the overall sys-
tem gain. Another significant increase would also occur in 
sensitivity to latitude temperature gradients in the atmos-
phere nearer the Earth's surface. The model seems, however, 
to accommodate the data with a simple lowering of the 
radiance-to-vo1ts gain factor. It is likely that the flight 
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data could be predicted more accurately using horizon radi-
ance profiles generated with the wider Magsat passband and a 
more detailed analysis of the IR scanner, filter window, and 
optical acceptance efficiency. This assumes that the model 
of the electronics processor does not contribute signifi-
cantly to the simulation problem, even though a parameter in 
that model was adjusted to force agreement with the data for 
this report. 
Although the November data for Magsat readily conform to the 
interpretation that the residuals for roll and pitch are 
primarily due to a systematic horizon radiance effect, the 
data from March and April do not. More detailed analysis of 
the Magsat IR scanner data and the flight data might explain 
the March and April data. The analysis results presented 
here do not include a refined voltage-to-Earth chord cali-
bration. Because some of the examples of roll residuals 
appear to have extremes correlated with the extremes in the 
null voltage, this calibration would have to be studied for 
a better understanding. Other factors that may have con-
tributed to the discrepancy in the March and April data are 
as follows: the Magsat passband was not used to generate 
the Earth IR profile model, the detailed modeling of the 
bolometer dual-flake FOVs and their associated efficiencies 
was not applied, and effects due to solar illumination of 
the IR scanner assembiy were experienced. On the other hand, 
an overestimate in the scanner optical gain would cause the 
flight signal processing circuit to operate in a region of 
marginal performance. This would lead to subtle effects 
induced by changes in anyone of the factors influencing the 
scanner performance (e.g., the solar illumination). 
4.4.2.2 Cold Cloud Effects 
Figure 4.4-6 shows many examples of IR data anomalies in-
duced by cold clouds. These anomalies are identifiable in 
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the data as positive and negative spikes in the pitch data 
lasting a few minutes each and separated by 5 minutes and as 
pairs of positive spikes separated by 5 minutes in the roll 
data. The pairs of positive spikes in the roll data are di-
rectly correlated with the negative-then-positive pairs of 
spikes in pitch. The peak amplitudes of the cold cloud ef-
fects in the Magsat data appear to be 0.3 degree for the 
pitch and roll data. This is comparable in size to the zero-
to-peak systematic correction visible in the pitch data and 
adds to the confusion in recognizing the signature of the 
systematic effect in that data. Direct evidence that the 
anomalies described above are caused by cold clouds is pre-
sented in Figures 4.4-7 and 4.4-8. Figure 4.4-7 is an IR 
image of the Earth from the synchronous orbit of a weather 
satellite on November 21, 1979, at 15:45 UTe Overlaid on 
that image are Magsat subsatellite points, indicated by $, 
and boundaries of the IR scanner Earth traces for the atti-
tude control limits at the corresponding subsatellite point. 
The IR data from these orbits are presented in Figure 4.4-8. 
Data anomalies in these figures that can be directly corre-
lated with clouds in Figure 4.4-7 are those centered on 
times near 14:28, 16:00, and 17:34 UTe These times are cor-
related with the equatorial clouds right of center, at the 
center, and west of center of the image. More well-defined 
cloud anomalies at 14:05 and 18:30 occur over Eastern North 
America at the edge of the image and on the opposite side of 
the Earth at the ascending node, respectively. The interac-
tion of cold cloud effects with the pitch control loop re-
sults in a complex IR data noise structure. 
The response time of the pitch control loop is about 150 sec-
onds. A close look at the overlaid IR scanner and star 
tracker derived data shows how the initial position error 
induced by the cloud in the IR scanner data causes an atti-
tude control response of the opposite sign. The spacecraft 
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Figure 4.4-7. Magsat Scan Path on '~arth Horizons 
on November 21, 1979 
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pitch angle, as indicated by the star tracker pitch func-
tion, shows a minimum a few minutes later than the initial 
positive impulse. 
4.4.2.3 Solar IR Radiation Effects 
The IR scanner assembly was mounted on the sunlit side of 
the Magsat spacecraft, with the scan cone axis aligned along 
the spacecraft -Z-axis. For the duration of the mission, 
the scanner axis was within a few degrees of positive orbit 
normal. The angle between the scanner cone axis and the Sun 
varied slowly with time as the declination of the Sun 
changed with the seasons. Ignoring the Magsat attitude con-
trol offset, which could deviate as far as 10 degrees from 
orbit normal, the angles from the scan cone to the Sun vec-
tor changed from 16 degrees in midwinter to 30 degrees at 
the end of the mission in June. 
The study of the effect of solar IR radiation on the pitch 
and roll output from the Magsat IR scanners was centered on 
an event that regularly eliminated sunlight from the IR 
scanner assembly. This event, the periodic shading of the 
IR scanner by the yaw trim boom assembly, occurred once per 
orbit., For the midwinter months, the shadow of the yaw trim 
boom passed over the IR scanner optics when the spacecraft 
was at its southernmost latitude. The effect of the absence 
of solar IR radiation can be seen in the November 21 data in 
Figure 4.4-6 delineated by the open triangles. There are 
-0.2-degree changes in the roll residuals data with corre-
sponding positive 0.2S-degree changes in the pitch residuals 
data. It can thus be concluded that, for the November 21 
geometry, sunlight caused the roll and pitch IR data to be 
in error by these amounts at this time in the orbit. 
Because no systematic analysis of the change in the ampli-
tude of this effect versus the change in Sun/orbit geometry 
was performed, no conclusion can be drawn concerning the 
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time dependence of the errors due to solar IR radiation 
either at the orbital rate or as a function of season. The 
significance of the observation is not, however, diminished 
by the lack of detailed analysis. A large number of mis-
sions have flown IR scanner optical assemblies that have 
been subjected to varying conditions of solar illumination. 
The orbital period effects can be caused by spacecraft day/ 
night effects, spacecraft appendage shadowing (e.g., Magsat, 
Reference 38), and solar elevation angle variation relative 
to the Earth (again as for Magsat). The longer period ef-
fects would be caused by the change in the amplitude of the 
above-mentioned effects due to ascending node precession and 
seasonal changes in solar declination. Overall attitude 
determination accuracy using IR scanner data can be improved 
by controlling or eliminating such effects through improved 
design, or by a better understanding of the effects so that 
data processing procedures can be established to compensate 
for the errors. 
4.4.3 RESULTS AND DISCUSSION 
The analysis of Magsat flight data comparing the attitudes 
obtained from the IR scanner to those from the fine Sun sen-
sor and star trackers showed that the IR scanner attitudes 
were altered by a number of effects (Reference 38). These 
included cold clouds, electronic calibration changes for the 
pitch loop, systematic horizon radiance variations, sunlight 
on the IR scanner optical tube entrance, and errors in the 
preflight roll calibration. Significant accomplishments 
were made in the Magsat analysis in understanding the ef-
fects of systematic variations in the Earth IR profiles on 
the pitch and roll data. The analysis showed that, with the 
aid of the star tracker reference attitudes, peak-to-peak 
roll error amplitudes up to 1.5 degrees due to radiance var-
iations with latitude can be explained. The hypothesis is 
that an improved analysis {of the Earth IR model and the IR 
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scanner detection efficiency) could have predicted this 
1.5-degree effect. In missions without star trackers, where 
sufficient attitude sensing accuracy is available only pe-
riodically with Sun sensors, it is frequently possible to 
spot check and adjust the IR scanner/Earth radiance model to 
agree with the more accurate, but less frequent, attitude 
reference data. 
The results of the Seasat-l flight data analysis (Sec-
tion 4.2) indicated that a more accurate estimate of the 
pitch and roll attitudes for that mission could have been 
obtained if the Seasat IR scanners had been fixed-threshold 
sensors. That observation was based on the severe effect 
caused by the cold clouds on the threshold level adjustment 
function of the normalized threshold locator logic. It was 
argued that a fixed-threshold locator logic would be less 
sensitive to cold clouds because the fixed-threshold horizon 
triggering point would occur before the FOV began to be in-
fluenced by IR anomalies below a 20-kilometer tangent height. 
It was also thought that the integrity of systematic correc-
tions computed with the Earth IR and sensor component models 
would be higher because of the insensitivity of the flight 
system to cold clouds. Magsat data appear to refute this 
argument. It appears, however, that the success of a fixed-
threshold Earth horizon detection system depends critically 
on accurate estimates of the IR radiation collection and 
detection efficiency of the optical system. This analysis, 
showing a reduction by one-half of the gain parameter in the 
sensor model, indicates that the scanner system may have 
been operating in a marginal performance region near the top 
of the sensed Earth pulse, thereby increasing the scanner 
system's sensitivity to all effects that significantly alter 
the Earth pulse. These effects for Magsat are cold clouds 
and the geographical temperature variation on the Earth, 
which are associated with the seasons. A detailed analysis 
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of the Magsat sensor optics and bolometer assembly (like 
that performed for ERBS) would, howeve'r, be necessary to 
confirm the hypothesis that Magsat was operating in a mar-
ginal performance region. The above hypothesis is based on 
the observation that the modeled performance with the 
nominal Magsat system (with the gain factor unchanged) did 
not predict systematic errors greater than 0.5 degree. 
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4.5 DYNAMICS EXPLORER-2 
The DE-2 spacecraft was launched with the DE-l spacecraft on 
a Delta 3913 launch vehicle. The DE spacecraft were de-
signed to continue the work of the AE spacecraft series. 
The DE-2 orbit was similar to that of AE-4. Although the 
DE-2 hardware was also similar to that of the AE spacecraft, 
some of the AE subsystems were not included on or were modi-
fied for DE-2. DE-2 did not have a hydrazine propulsion 
system for orbit adjustment and yaw inversion control and 
did not have the dual wheel- and body-mounted IR horizon 
sensors (WHSs and BHSs). The two DE-2 WHS bolometers 
scanned the Earth at the same cone angles, through the 
wheel-mounted scanning mirror, and therefore the attitude 
information from WHSI and WHS2 for DE-2 was redundant. The 
DE wheel speed, which determined the Earth scanning rate, 
was 750 rpm when DE-2 was despun and near 1300 rpm when DE-2 
was spinning. 
DE-2 had two Adcole two-axis fine Sun sensors that provided 
for potentially higher accuracy attitude solutions than the 
AE solutions, which relied on 0.5-degree-resolution DSAI 
data for most near-real-time processing. As it turned out, 
however, the DE-2 fine Sun sensors had a fine reticle elec-
tronics failure within the first month of the mission, re-
ducing the Sun data accuracy to approximately +0.8 degree. 
Because of this loss of an accurate attitude reference, in-
flight analysis of the effects of systematic variations in 
the Earth IR radiance on the DE-2 IR data could not be per-
formed, and the opportunity to evaluate the DE-2 IR sensor 
modeling analysis performed in the prelaunch phase of mission 
support was lost. A review of the DE-2 WHS flight data is 
still important, however, for understanding the effect of 
spacecraft design on the WHS performance. The following 
discussion is derived from References 33, 41, 42, and 43. 
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4.5.1 MISSION REQUIREMENTS AND HARDWARE 
DE-2 was launched from the Western Test Range on August 3, 
1981. The launch apogee was low, which shortened the mis-
sion lifetime. with no active orbit restoration capability, 
the length of the mission was governed by the rate of decay 
of the orbit. The mission ended with reentry on 
February 19, 1983. The DE-2 spacecraft is illustrated in 
Figure 4.5-1. The mission can be summarized as follows: 
• Orbit--Polar with a 90-degree inclination, 
30S-kilometer perigee altitude, and l300-kilometer 
apogee altitude 
• Attitude configuration--Three-axis stabilized at 
1 rpo, Earth-oriented 
• Attitude determination hardware 
Two redundant wheel-mounted horizon sensors 
(WHSs) similar to AE 
Two Adcole 18960 fine Sun sensors with ±32- by 
±32-degree FOV; quoted accuracy of 0.016 degree 
• Attitude control hardware 
Momentum wheel assembly 
Two air-core attitude coils 
Two air-core momentum coils 
Passive nutation damper 
• Accuracy requirement--0.7 degree (30) for Z-axis 
half-cone angle and 0.5 degree (30) for X-axis 
azimuth 
• Ground support system--Interactive processing 
• Data processing requirements 
Definitive solutions packaged as nonoverlap-
ping passes; solutions generated for an aver-
age 30-percent duty cycle 
4.5-2 
.a:. 
• 
U1 
I 
W 
(NORMAL 
MODE 
NADIRI 
-y 
I 
,LANG PROBE 
MAG BOON ASSY_ (5.9m1 
SIC VELOCITY VECTOR 
NACS 
RVA (SPACECRAFT 
WATS +X AUGNMENT 
10M REF) 
rrluu", 
NACS 
VEFI'TEE'111m) 
4845's, 6 TOT A L 
VEFI _ VEFI 
TEE r------! - - TEE 
SUN SENSOR - -#1'z.. . ~~' . ~-MOMENTUNCOIL --r#'Jlf... NUTATION DAMPER 
+z 
LEGEND 
FPI GBM 
VEFI 
TEE 
- LANG PROBE 
FPI FABRAY-PERIOT INTERFEROMETER 
10M ION DRIFT METER 
LAPI LOW ALTITUDE PLASMA INSTRUMENT 
MAG MAGNETOMETER 
~VEFI 
NACS NEUTRAL ATMOSPHERE COMPOSITION SPECTROMETER 
RPA RETARDING POTENTIAL ANALYZER 
VEFI VECTOR ELECTRICAL FIELD INSTRUMENT 
WATS WIND AND TEMPERATURE SPECTROMETER 
Figure 4.5-1. DE-2 Spacecraft External Configuration 
Output data interval of 15 seconds 
Special processing at a O.S-second output in-
terval performed as requested for passes with 
Sun and Earth IR data available simultaneously 
Turnaround in 2 to 5 days from receipt of te-
lemetry and definitive orbit data 
• Problems encountered 
Interaction of control system with IR anoma-
lies caused errors in azimuth angle solutions. 
Early failure of the fine reticle electronics 
in the Adcole fine Sun sensor assembly de-
graded sensor accuracy to +0.8 degree. 
Transponder activity induced pitch sensing 
errors and stimulated control system offsets. 
Some evidence exists for Sun-angle-dependent 
and orbit-angle-dependent thermal radiation 
interference in the WHS nadir angle data. 
Pitch sensor output was not a good indicator 
of the spacecraft pitch angle because this 
output was nulled continuously by the control 
loop (as for SAGE). with the degraded Sun 
data and frequent periods of partial Sun cov-
erage, pitch angle determination and, there-
fore, definitive azimuth solutions were 
degraded. 
The Earth scan geometry of DE-2 was similar to that of the 
AE spacecraft (Figure 4.7-2). The scan cone angle was 
30 degrees, measured from the wheel spin axis. The WHS bo-
lometers were also similar to those used on the AE space-
craft. The IR passband of the bolometer telescope extended 
from 13.5 to 16.6 micrometers for the 10-percent-of-peak 
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transmittance points. The width of the band at half maximum 
was 2.5 micrometers. Figure 4.5-2 is a block diagram of the 
DE-2 Earth sensor electronics model used by CSC (Refer-
ence 44). The AOS and LOS horizon locator technique for the 
DE-2 WHS was a fixed percentage of the peak derivative of 
the Earth pulse at the rising (space to Earth) and falling 
(Earth to space) portions of the pulse, respectively. The 
automatic threshold adjust feature in the DE-2 WHS elec-
tronics was a crange from the earlier AE WHS electronics. 
4.5.2 PREDICTED ATTITUDE ERRORS 
The DE-2 WHS electronics model was incorporated into the 
HRMU using the state variable approach (Reference 42). This 
model and approach followed similar analysis by RCA (Refer-
ence 44). The RCA analysis calculated the response of the 
WHS to Earth radiance profiles obtained from an analysis by 
NASA and Honeywell (Reference 3). The CSC analysis was 
based on the same Earth IR profile model used for Seasat. 
~he major difference in the implementation of the radiance 
correction function between DE-2 and Seasat was that, for 
DE-2, the horizon altitudes data set was generated for every 
200 kilometers of possible spacecraft altitude and for the 
positive and negative orbit normal spin axis alignments. 
The DE-2 ADS then used the data set to compute the WHS pitch 
and roll correction as a function of spacecraft altitude. 
The primary effect of attitude alignment with negative or 
positive orbit normal was to reverse the sign of the space-
craft pitch correction. The simulated input and output 
pulses from the CSC analysis are illustrated in Figures 4.5-3 
and 4.5-4 for a spacecraft altitude of 400 kilometers and a 
subsatellite latitude of 600 N. Figures 4.5-5 through 
4.5-8 show the results of the CSC analysis converted to WHS 
pitch and roll errors for January and April in the DE-2 nor-
mal attitude (spacecraft Z-axis and WHS spin axis toward 
negative orbit normal) and an altitude of 400 kilometers. 
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Figure 4.5-7. Simulated Roll Errors for DE-2 in January 
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These results compare favorably with data points at an alti-
tude of 290 kilometers from the RCA analysis for pitch but 
show differences of up to 0.15 degree for roll. 
The explanation for these differences could be differences 
in the Earth radiance profile models. A review of the DE-2 
version of the HRMU used by CSC, however, showed that the 
FOV integration to construct the input radiance pulse was 
performed at scan angles 0.5 degree apart. Because the 
Earth radiance profile typically rises from 10 percent to 
90 percent in less than 1 degree of scan, the possibility 
exists for analytical errors in the computation of the de-
rivative of the processed Earth pulse. Neither a sensi-
tivity analysis of the HRMU simulation of the DE-2 WHS 
errors nor a direct check of the accuracy of the predicted 
DE-2 horizon radiance corrections was ever made to study 
these possibilities in detail. 
Spacecraft orbital motion can cause variations in WHS sensed 
Earth width that are not related to the attitude motion. 
The nadir angle variation for a constant inertial spin axis 
attitude can be understood as follows. Figure 4.5-9 shows 
the geometry of the inertial spin axis and the nadir vector. 
The nadir vector rotates around the orbit normal at the 
orbital rate. The nadir angle has a functional form depend-
ent on orbit phase angle and spin axis orientation in the 
orbital reference frame, as follows: 
cos n = sin 0 cos n 
where n is the nadir angle, 0 is the angle between orbit 
normal and the spin axis, and n is the orbital phase angle 
measured from the projection of the spin axis on the orbit 
plane to the nadir vector. For the DE-2 and AE-3 spacecraft, 
4.5-13 
the attitude control requirement was to maintain 0 less 
than 2 degrees. 
(SPIN AXIS) S' N' ORBIT NORMAL 
,.. 
E (NADIR VECTOR) 
Figure 4.5-9. Geometry of the DE-2 Spin Axis and Earth 
Vector Defining the Nadir Angle (n) 
4.5.3 MISSION DATA ANALYSIS 
Data from the performance-degraded fine Sun sensor (Fig-
ure 4.5-10) prevented any evaluation of the IR horizon radi-
ance corrections using flight data. A review of the WHS 
data does, however, provide some estimate of its accuracy. 
The WHS performance analysis relied on interactive data 
processing sessions involving the review of output in the 
form of nadir angle residuals. The corrected Earth width 
data from the DE-2 WHS was compared with a model of the 
nadir angle based on the assumption of an inertially con-
stant spacecraft spin axis attitude. The analysis showed 
the differences between the time history of the nadir angles 
derived from bias- and oblateness-corrected data and a model 
of the nadir angle that is the complement of the roll 
4.5-14 
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Figure 4.5-10. Degraded Fine Sun Sensor S Angle Data From DE-2 
3 
angle. Writing the nadir angle equation with roll angle 
yields 
sin r = cos n = sin 0 cos n 
and, for small rand 0, 
r = 0 cos n 
Thus, if a near-null attitude (r = 0) is assumed for the 
constant attitude model (n = n/2) , this functional form for 
the roll angle describes the anticipated shape of the resid-
uals. In other words, when the model provides the correct 
function for net) and the correct offset 0, the residuals 
between the model for roll and the roll derived from the 
data should be random around zero for a data interval during 
which the attitude is constant. Figure 4.5-11 shows an ex-
ample of the nadir angle residuals from perigee to perigee 
that were computed from simulated data. Here the spin axis 
attitude is constant from a few minutes after the first per-
igee until a few minutes before the next perigee. 
A second example of the residuals from the least squares 
estimator on a simulated data interval centered on perigee 
is provided in Figure 4.5-12. Here the nadir angle data 
have the functional form caused by one attitude before peri-
gee and another attitude after perigee. The solution model 
converges on an average of these two attitudes, and the re-
siduals are therefore somewhat discontinuous during perigee 
when the attitude changed. A sinusoidal residual is ob-
tained from the difference between the model cosine func-
tion and the individual cosinusoidal data functions before 
and after perigee. 
Figure 4.5-13 shows the nadir angle residuals for a high Sun 
angle (near 75 degrees) on September 18, 1981, when the 
4.5-16 
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Figure 4.5-13. DE-2 Nadir Angle Residuals for a Negative Orbit Normal Attitude 
Mode Showing Transponder Interference Effects 
&I 
~ 
spacecraft was at negative orbit normal. The effects of the 
operation of the spacecraft transponder can be seen in these 
data to cause a roll error of up to 0.15 degree. A positive 
roll error in this attitude mode is consistent with an in-
crease in the sensed Earth chord. Other data showed that 
the IR split-to-index changes due to transponder interfer-
ence were consistent with an extension of the LOS Earth ho-
rizon by 0.5 degree. The spacecraft pitch control loop 
responded to these errors within a fraction of a minute by 
offsetting the spacecraft pitch attitude +0.25 degree. Fig-
ure 4.5-14 shows residuals from the same span of data as 
shown in Figure 4.5-13, with a correction applied to cancel 
the transponder-induced errors. Still remaining in the re-
siduals for this data span (which is centered on apogee and 
should look more like the residual in Figure 4.5-11) are two 
large 0.4- to 0.5-degree peaks. The same pattern in the 
residuals can be seen in data from 6 days later (at a Sun 
angle of 70 degrees) in Figure 4.5-15. Some of the varia-
tion at the end of this data span is characteristic of the 
effect of attitude motion as the spacecraft approaches peri-
gee. These residuals were not, however, evident in data 
tables with low Sun angles (~22 degrees). 
These data examples support a hypothesis that the fluctua-
tions in the nadir angle residuals starting at the end of 
the shadow period for high Sun angle conditions originated 
with reflected IR radiation from the Sun. Figure 4.5-16 is 
an illustration of the DE-2 spacecraft showing the configu-
ration of the low-gain antenna and support mast on the side 
of the spacecraft that is normally in shadow. It can be 
seen that, because of the mast (at Sun angles greater than 
22 degrees), sunlight did have an indirect path into the 
bolometer telescope past the WHS mirror. Although special 
IR electronic signal blanking was provided to eliminate the 
thermal IR radiation from the structures viewed directly 
4.5-20 
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Figure 4.5-16. DE-2 Low-Gain Antenna and Support Mast 
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through the mirror, it is still possible for reflected sun-
light to illuminate the bolometer telescope acceptance aper-
ture at times when blanking is not active. Such an effect 
could modulate the bolometer output when it is viewing the 
cold reference of outer space. The rotating mirror thus 
acted as a chopper for the reflected and thermally radiated 
IR radiation from the radio frequency (RF) antenna support 
into the fringes of the bolometer FOV past the mirror. 
An earlier analysis by RCA estimated the level of direct 
(through the mirror) interference from specularly reflected 
solar IR radiation off the cylindrical electrostatic probe 
(CEP) (Reference 44a). The RCA equation for the estimated 
ratio of IR energy from solar specular radiation from the AE 
CEP probe to Earth IR energy is 
E 
ss 
~= 
e 
2 W IT Ys s 
8 S~ W2l3 (~ ) 
where Ess = solar specular energy 
Ee = Earth IR energy for an emittance W2l3 at 
2l3K 
Ys = half angular width of the Sun 
Ws = emittance of the Sun (Ws /W2l3 was 600) 
Sf = half angular width of the sensor FOV 
R = probe radius 
X = distance from the CEP to the IR scanners 
For a probe radius of 0.084 centimeter and a distance of 
33 centimeters, the equation yielded a ratio of 0.02. How-
ever, if this same equation is used for the DE-2 low-gain 
antenna support (R = 1.27 centimeters) with a distance X 
consistent with a path directly into the bolometer telescope 
past the WHS mirror (X = 60 centimeters or 23 inches), the 
result is a ratio of 0.15. Finally, although some flight 
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data analysis was performed on 3 days of data (August 7, 8, 
and 9, 1981) before the failure of the fine Sun sensor, no 
definitive conclusion could be established as to whether the 
IR radiance correction would have improved the accuracy of 
the DE-2 attitude solutions. The correction was not applied 
to the DE-2 definitive attitude data. 
4.5.4 RESULTS AND DISCUSSION 
Although the DE-2 WHS assembly was similar to the AE system, 
the system performance was probably poorer than the AE sys-
tem. Three significant handicaps to the DE-2 system were 
the addition of significantly more IR background sources to 
the WHS end of DE-2; the location of the low-gain antenna, 
which caused the occurrence of RF interference (the trans-
ponder effect); and the change from a dual-sensor design to 
what was essentially a redundant single-sensor design. 
The residuals displayed in Figure 4.5-14 were typical of the 
mission data and represent values twice those used in the 
prelaunch worst-case estimates for variations due to horizon 
radiance effects. A review of the procedures used to ana-
lyze the effects of horizon radiance variation on the DE-2 
WHS system revealed, however, that both RCA and CSC had used 
a scanner rotation angle step size of 0.5 degree at the ho-
rizon for the Earth IR input pulse simulation. This step 
size was too coarse to reliably predict the response of the 
DE-2 derivative locator electronics to the intensity and 
shape characteristics of the Earth IR profiles. This, com-
bined with the loss of the fine Sun sensor data for an accu-
rate attitude reference, resulted in no significant results 
from the analysis of the WHS and Earth radiance model. 
The review of the DE-2 mission support experience does offer 
a lesson, however. It showed that mistakes are often re-
peated. The transponder interference problem was experi-
enced in the 1960s, and design guidelines for dealing with 
it were first developed at that time. 
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4.6 EARTH RADIATION BUDGET SATELLITE 
The IR scanners on ERBS are similar to those used on Seasat; 
only the width of the IR passband and the electronics signal 
processor are different. An analysis was performed pri-
marily to compute pitch and roll corrections to compensate 
for the effects of Earth IR horizon variations for applica-
tion in the ground support ADS. The work described here is 
documented in References 12, 28, and 45. During ERBS mis-
sion support, the ADS is used to evaluate the accuracy of 
the ERBS onboard gyrocompass attitude solutions and to per-
form daily definitive attitude data processing if the accu-
racy of the gyrocompass solutions proves to be insufficient. 
Horizon radiance analysis for ERBS coincided with the anal-
ysis to evaluate the accuracy of the HRDB. During this 
process, it was discovered that the systematic pitch and 
roll corrections based on the HRDB could be improved. 
The source of errors in the HRDB and the method of improve-
ment were reported in the Nimbus/LIMS-HRDB radiance profile 
comparison analysis (Reference 12). A direct comparison of 
RAOBS July temperature profiles with those derived from 
Nimbu~ LRIR data supported this conclusion, as discussed in 
Section 2. The overall effect of the improvements to bring 
the HRDB into agreement with the Nimbus/LIMS and LRIR data 
was to increase the amplitude of the systematic pitch and 
roll correction predicted for ERBS. 
4.6.1 MISSION REQUIREMENTS AND HARDWARE 
ERBS was launched on October 5, 1984, by the Space Trans-
portation System (STS). The spacecraft is illustrated in 
Figure 4.6-1. The mission can be summarized as follows: 
• Orbit--Circular frozen at 6l0-kilometer altitude 
and 57-degree inclination: argument of perigee con-
trolled to stay near 90 degrees; Sun passing from 
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the negative to the positive side of the orbit 
plane on approximately October 15, 1984 
• Attitude configuration--Three-axis stabilized to 
null pitch, roll, and yaw in a geodetic reference 
frame; yaw equal to 0 degrees when the Sun is in 
the negative orbit normal hemisphere and 180 de-
grees when the Sun is in the positive orbit normal 
hemisphere; 180-degree yaw maneuvers required every 
40 days 
• Attitude determination hardware 
Onboard input to the analog gyrocompass proc-
essors 
IR scanner pitch and roll 
pitch, roll, and yaw rates from either of 
two 3-axis IRUs 
Input to ground support software 
Dual or single ITHACO Scanwhee1 IR hori-
zon scanners for pitch and roll 
Two Adco1e two-axis fine Sun sensors for 
yaw and bias determination 
Two three-axis IRUs for pitch, roll, and 
yaw rates 
Three-axis magnetometer for coarse at-
titude determination 
• Attitude control hardware 
Pitch axis momentum wheel for pitch control, 
driven by IR-scanner-processed pitch error and 
rate signal 
Roll/yaw control by pitch axis angular momen-
tum inertial rigidity; roll error drives 
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magnetic dipole torque rods for pitch axis 
precession to orbit normal 
Differentially driven Scanwheel speed and mag-
netic dipole torque rods for nutation control 
Dipole torque rods for angular momentum control 
Four 0.4S-lb hydrazine thrusters for 
lBO-degree yaw turns 
Off-modulation of four 0.4S-lb 6V thrusters 
during orbit maneuver: thruster modulation by 
gyrocompass attitude error output 
Magnetic dipoles for acquisition mode and to 
lock on Earth magnetic field during attitude 
control emergencies 
• Accuracy requirement 
Nominal mission attitude--~0.2S degree (30) 
for pitch and roll and 1.0 degree (30) for 
yaw without Sun sensor data 
Nominal attitude rates--~0.005 degree per sec-
ond for pitch and roll and ±0.01 degree per 
second for yaw without Sun sensor data 
• Ground support system--Interactive system to provide 
Near-real-time spacecraft attitudes for health 
and safety monitoring 
Quality assurance of onboard analog attitude 
and attitude rate data 
Backup lBO-degree yaw maneuver planning; pri-
mary lBO-degree yaw maneuver monitoring 
Evaluation and maintenance of onboard elec-
tronic biases 
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• Data processing requirements 
Near-real-time attitudes, one pass per day 
Definitive processing--24 hours of data per 
day if requested, based on accuracy of onboard 
solutions 
Weekly sensor and gyro bias determination 
Weekly sensor performance monitoring 
• Problems encountered 
Transponder activity during contacts with the 
Tracking and Data Relay Satellite (TORS) in-
duced pitch sensing errors and stimulated con-
trol system activity. 
Error in the Sun sensor assembly wiring led to 
an initial problem in interpreting fine reti-
cle bits~ this required a change in ground 
software to correct the error. 
Section 3 discusses the prediction of ERBS pitch and roll 
errors induced by the nonuniformity of the Earth IR image 
and methods of assessing the accuracy of such predictions. 
CSC performed an analysis (Reference 45) to compute the 
pitch and roll correction required to reduce the effects of 
the nonuniformity of the Earth IR image on the mission atti-
tude data. One objective of the analysis was to establish 
the specifications for the software to simulate the Earth-
radiance-induced ERBS IR scanner pitch and roll output. 
Another was to evaluate the effects of Sun interference in 
the IR scanners. ITHACO, Inc., also performed an analysis 
to test the IR scanner system with simulated bolometer input 
radiance data. 
The ERBS IR scanner locator logic and scan geometry are 
similar to those of the Seasat IR scanners. However, to 
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improve the performance of the system, the IR passband was 
narrowed. Because of the reduction in the IR signal that 
resulted from this, the time constants for the Earth pulse 
processing electronics were chanqed to increase the signal-
to-noise ratio. The threshold adjustment zones were also 
chanqed. Figure 4.6-2 illustrates the passband for the IR 
scanners, and Table 4.6-1 lists the ERBS IR scanner modeling 
constants (Reference 45). The threshold adjustment zones 
for ERBS are 20 to 25 scan degrees from the AOS horizon and 
15 to 20 scan degrees from the LOS horizon. The threshold 
voltage is continuously adjusted to be one-half the average 
voltage detected between these limits. The modelinq of the 
optics was improved for ERBS to estimate the effects of FOV 
distortion by the rotatinq prism lens. (The FOV geometry 
used in the ERBS HRMU was discussed in Section 3 and is 
shown in Figure 3-2.) Figure 4.6-3 shows the circuit model 
for the ERBS IR scanner electronics simulation. 
4.6.2 PREDICTED ATTITUDE ERRORS 
The HRMU was used to predict the errors induced in the IR 
scanner pitch and roll output by variations in the Earth's 
IR intensity with latitude and season. Earth radiance pro-
files generated by integrating the simulated Earth IR 
spectra (from the LOWTRAN 5 program) over the ERBS IR pass-
band were used as the Earth model input to the HRMU. Pro-
files were supplied for each month of the year at nine 
20-degree-latitude intervals centered on the Equator. The 
profiles represented a longitudinally averaged Earth radi-
ance model. Other input to the HRMU consisted of the nomi-
nal ERBS orbital parameters and the IR scanner geometry scan 
cone size, spin rate, and alignment in the spacecraft coor-
dinate reference frame. The simulation was performed assum-
ing a null attitude in the ERBS attitude reference frame and 
a spherical hard Earth. Thus, in the simulation, only the 
horizon profiles and optical and electronics response to 
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Table 4.6-1. HRMU Input Parameters 
PARAMETER DESCRIPTION ERBS NOMINAL VALUE 
a SCANNER TILT ANGLE + 10 DEGREES (AI 
-10 DEGREES (BI 
>. SCANNER CONE ANGLE +45 DEGREES (AI 
135 DEGREES IBI 
E EARTH RADIUS 6367 47 KILOMETERS 
E + S ORBITAL RADIUS 6967.47 KILOMETERS 
ho NOMINAL HORIZON HEIGHT 41 8 KILOMETERS 
a LOCATOR CONSTANT 22.5 DEGREES 
b LOCATOR CONSTANT 2.5 DEGREES 
c LOCATOR CONSTANT 175 DEGREES 
d LOCATOR CONSTANT 25 DEGREES 
'7 ROTATION ANGLE AT NOMINAL HORIZON 669 DEGREES 
i3 THRESHOLD CONSTANT 50 PERCENT 
Q FOV DISTORTION 180 
0 FOV SIZE CONSTANT 05 DEGREE 
"'0 WHEEL SPIN RATE 209.4 RADIANS/ SECOND (2000 RPMI 
T1 PEAKING AMPLIFIER TIME CONSTANT 18 MICROSECONDS 
T2 PEAKING AMPLIFIER TIME CONSTANT 98 MICROSECONDS 
T3 DC RESTORER AMPLIFIER TIME CONSTANT 103 4 MICROSECONDS 
T4 PREAMPLIFIER TIME CONSTANT 18 MICROSECONDS 
T5 PREAMPLIFIER TIME CONSTANT 15 8 MICROSECONDS 
T6 THRESHOLD NORMALIZER TIME CONSTANT 180 MICROSECONDS 
TC THRESHOLD NORMALIZER CHARGING TIME 3200 MICROSECONDS 
CONSTANT 
"'a NOISE FILTER AMPLIFIER FREQUENCY 1437 RADIANS/SECOND 
"'b NOISE FILTER AMPLIFIER FREQUENCY 1468 RADIANS/SECOND 
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these profiles caused the nonzero dual IR scanner error 
output. 
4.6.2.1 ERBS IR Model Errors 
Figures 4.6-4 through 4.6-7 illustrate the dual IR scanner 
errors predicted for the Earth IR model with the RAOBS tem-
perature profiles for January and April. The ERBS ADS uses 
the errors predicted for January and April, along with simi-
lar results for the other 10 months, to correct the ERBS IR 
scanner pitch and roll data for the definitive data support 
processing mode. Extensive analysis has been performed to 
evaluate the accuracy of the predicted response shown in 
Figures 4.6-4 and 4.6-5. The errors in the modeled response 
of the IR scanners to Earth IR radiation originate from the 
Earth profile model, the IR scanner optics model, and the 
horizon detection electronics model. 
Errors in the Earth profile model are described as differ-
ences between the IR image of the Earth represented by the 
model and the actual image of the Earth experienced by the 
flight system at the time of interest. The Earth model is 
an average model and, therefore, can only represent an aver-
age for any given month and latitude. Variations in the 
actual Earth IR radiation relative to the model will occur 
due to errors in the model and due to longitudinal varia-
tions in the actual Earth IR radiance from stratospheric 
(>20-kilometer altitude) and tropospheric «20-kilometer al-
titude) temperat~re and cloud cover variability. 
The analysis described in Section 2 comparing the Nimbus/ 
LIMS data with its simulated counterpart showed that the 
RAOBS/LOWTRAN 5 average Earth model underestimates the IR 
brjghtness changes between the Equator and the poles for the 
winter and summer seasons. In particular, the winter pole 
is modeled too bright, and the summer pole is modeled too 
dim. The analysis also showed that longitudinal variability 
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is extreme for polar winter conditions. Thus, the variabil-
ity of the actual Earth IR image during these seasons at 
these latitudes will cause deviations in the flight data 
relative to the model. For ERBS, this variability was pri-
marily due to stratospheric phenomena with time periods of a 
few days to a few weeks and with a geographic extent of 
one-fourth of a hemisphere. 
The result is that variations in the flight data are ex-
pected to be a significant fraction of the total error in 
the predicted response of the IR scanners to the average 
model of the Earth IR image in the winter hemisphere. The 
predicted response of ERBS to Earth IR radiation in January 
consistently underestimates the response for the winter 
hemisphere with a peak difference of -0.1 degree for pitch 
and -0.14 degree for roll. The Nimbus/LIMS analysis indi-
cated that the response for the northbound track in Fig-
ure 4.6-4 at 50 degrees latitude should be increased by 
0.1 degree, and that the response for the southbound track 
at the same latitude should be decreased by 0.07 degree. 
The ERBS predictions underestimate the brightness for the 
summer hemisphere less severely, resulting in a peak system-
atic error of -0.05 degree. The Nimbus/LIMS analysis indi-
cated that the response for the northbound and southbound 
tracks in Figure 4.6-4 at -35 degrees latitude should be 
increased by 0.05 degree. 
The Nimbus/LIMS analysis also indicated, however, that the 
more extreme errors in the prediction of pitch and roll re-
sponses occur in the hemispheres where the flight data are 
expected to be most variable due to longitudinal radiance 
variability. The variation in the flight pitch and roll 
data relative to the model for these effects at 60 0 N lati-
tude in January is expected to reach extremes as high as 
4.6-15 
0.5 degree, with expected typical excursions of 0.25 de-
gree. The duration of these excursions can be up to 
one-quarter orbit (25 minutes). 
The other sources of error in the modeled response of the IR 
scanners to Earth IR radiation were also analyzed. No sig-
nificant errors were encountered as a result of failure to 
incorporate the detailed IR scanner optics model (Sec-
tion 3.2). CSC analysis did indicate some sensitivity of 
the predictions to approximations in the horizon detection 
electronics model. A more detailed discussion of this 
analysis (Reference 29) is presented in Section 3.5. The 
analysis was performed to determine the effect of approxi-
mating the ERBS IR scanner horizon detection electronics 
with a Seasat-like three-component transfer function and to 
determine the accuracy and stability of the computational 
procedure for a range of values of model parameters. The 
results of the analysis indicated variation in the computa-
tional model of about ±0.05 degree. The more detailed op-
tics and electronics models specified for ERBS produced 
results that were within 0.03 degree of the results produced 
with the single three-component transfer function model 
based on the Seasat HRMU (Reference 12). Furthermore, the 
results using a single-transfer-function approach agreed 
with those using both branches of the Earth pulse processing 
circuit (one for Earth detection, the other for threshold 
determi~ation) as implemented in the ERBS HRMU. It was thus 
concluded that the electronics simulations are consistent as 
long as the timing characteristics (rise time and lag time 
of the pulse processing circuit) are preserved. 
One limitation of the CSC approach to the electronic circuit 
simulation is the failure to model nonlinear effects such as 
pulse amplitude limiting and baseline restoration. This 
problem was addressed by ITHACa (Reference 46). Their anal-
ysis used simulated bolometer pulses that were generated 
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by CSC from the Earth IR model for each of the 12 months of 
the year using a detailed optics model. These Earth pulses 
were input to ITHACO's detailed digital model of the elec-
tronics incorporating the nonlinear components. The results 
of the ITHACO simulation for bolometer pulses generated from 
the January Earth data are illustrated in Figures 4.6-8 and 
4.6-9. Overlaid on the ITHACO results (-) are the CSC re-
sults (X) corresponding to the same January radiance model 
and latitudes computed in the ITHACO analysis. As the fig-
ures show, the agreement is well within the O.OS-degree es-
timate of computational error attributed to the CSC results 
in this report. The roll error, however, presented a prob-
lem. To place the CSC results on the figure with the ITHACO 
results, the CSC results had to be multiplied by -1. The 
source of the discrepancy had not been resolved at the time 
of this report. 
4.6.2.2 ERBS IR Scanner Sun Interference Effects 
Both CSC and ITHACO estimated the effects of direct and near-
direct impingement of the Sun on the space portion of the 
ERBS IR scan path. The CSC analysis (Reference 28) was based 
on estimates of the impulse response characteristics of the 
IR scanner signal processing electronics and a phenomenolog-
ical analysis of the pulse width discrimination (Sun dis-
crimination) circuit. The ITHACO analysis (Reference 46) 
used simulated Sun IR pulses, generated by CSC with the de-
tailed optics model, to drive the bolometer input of ITHACO's 
digital simulation of the IR signal processor. 
Figure 4.6-10 illustrates the CSC analysis for estimating 
the dual-scanner pitch and roll error from Sun interference 
at spacecraft sunrise. Sunrise is illustrated in row 1 by 
the processed Earth pulse arranged chronologically. The re-
sponse of the ERBS Sun discriminator circuit elements to the 
AOS-to-index logic pulse (HI pulse, row 2) is illustrated 
4.6-17 
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in rows 3 and 4. The resultant roll and pitch errors are 
shown in rows 5 and 6. The shaded areas represent regions 
of unstable performance anticipated by the occurrence of a 
highly time-dependent trough at the threshold-level adjust-
ment zone of the processed Earth pulse. Figure 4.6-11 il-
lustrates a similar analysis of the characteristics of Sun 
interference at sunset. The peak amplitude of the errors 
predicted by CSC for sunrise and sunset interference depends 
on assumptions made about the Sun impulse response width, 
which varies with the geometry of the sensor FOV. A degree 
of uncertainty exists in the FOV analysis because the 
effects of scattered sunlight were not analyzed. 
The ITHACO analysis, performed only for the sunrise geom-
etry, studied nine locations and intensities for the Sun. 
Figure 4.6-12 illustrates the Sun, Earth, and FOV geometry 
for these tests. The results are summarized in 
Table 4.6-2. Comparison of these results with the CSC re-
sults is difficult because only a few cases are similar 
(simulations #1, #2, and #3). The results must be halved to 
convert them to equivalent dual IR scanner errors. The 
evolution of the errors from sunrise to a few minutes beyond 
sunrise is not analyzed, and larger errors appear at sun-
rise. The absence of a larger error in simulation #4 indi-
cates that the CSC assumption for the width of the Sun 
impulse response was larger than the simulated response used 
by ITHACO. Thus, the peak error conditions were not simu-
lated by ITHACO. These would occur at a scan angle slightly 
closer to the horizon than depicted for simulation #4. 
Both analyses provide information about the Sun interference 
response. Larger errors are estimated for the interference 
at sunrise by the ITHACO simulation than by the CSC phenom-
enological analysis. It could be concluded that, if this 
indicates the starting point error for the sunrise interfer-
ence, peak errors could equal or exceed those predicted by 
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the CSC analysis when the Sun is between n equal to -70 de-
grees and n equal to -80 degrees. A dominant role will be 
played by the spacecraft control loop if Sun interference is 
allowed to occur: neither of the analyses studied this situ-
ation. If modest spacecraft attitude motion eliminates the 
Sun-induced errors to the control loop input, oscillatory 
attitude motions may occur, such as those experienced on 
AEM/SAGE. If this happens, the analyses discussed here 
would better describe the outer envelope of the IR scanner 
errors in the presence of the oscillating control loop re-
sponse at sunrise. 
Table 4.6-2. Summary of ITHACO Simulation Results for Sun 
Interference in the Single-Scanner Data Mode 
SIMULATION SCAN ANGLE PERCENT OF PITCH ERROR ROLL ERROR 
NUMBER (degrees) MAXIMUM SUN PULSE (degrees) (degrees) 
1 -67 . 15 -0369 1.72 
2 -67 35 -0531 208 
3 -67 500 -093 2337 
4 -80 100 0 -1286 1547 
5 -150 100 0 -002 055 
6 -68 15 -0696 206 
7 -68 35 -1422 276 
8 -90 1 5 -001 1246 
9 -SO 35 -002 1 16 
4.6.3 MISSION DATA ANALYSIS 
At the time of this writing, only a limited sample of ERBS 
telemetry was available for analysis. However, certain char-
acteristics, not all expected, are discernible. 
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4.6.3.1 Flight Data Anomalies 
One item of interest in the early post1aunch ERBS IR scanner 
analysis was the effect of cold clouds on scanner pitch and 
roll. As was discussed earlier in this document, ITHACa 
attempted to minimize these effects for ERBS by reducing the 
IR scanner bandwidth and modifying the scanner processing 
electronics. The evaluation of cold cloud effects for ERBS 
is, at this time, inconclusive. However, with only a limited 
amount of data from the first month of the ERBS mission, it 
can be stated that no obvious cold cloud signatures charac-
teristic of those found for Seasat (Section 4.2) have been 
observed in the ERBS data. Dual-scanner pitch and roll data 
for three successive orbits on October 19, 1984, are shown 
in Figures 4.6-13 and 4.6-14, respectively. Apparent dis-
turbances in these data at southern latitudes and near the 
North Pole are consistent in magnitude with cold cloud ef-
fects observed for Seasat. A closer examination of these 
periods, however, using ground attitude determination from 
an integration of gyro telemetry, reveals that the IR scan-
ner pitch and roll data reflect true attitude motion by the 
spacecraft. This motion can be attributed to nutation in-
duced by momentum dumping activity. 
The third orbit in Figure 4.6-13 shows a transponder-induced 
pitch anomaly similar to that encountered with the DE-2 
spacecraft (Section 4.5). This error is still under inves-
tigation,' but has only been observed when the spacecraft is 
configured for high-power ground transmissions via the TDRS. 
Unlike DE-2, the ERBS pitch telemetry shows a change in 
pitch over a period of approximately 2 minutes. For DE-2, 
telemetry indicated an instantaneous change in the sensed 
pitch, followed by control system reaction to correct this 
error. Processing the ERBS gyro telemetry during these per-
jods reveals that the IR scanner pitch may be correct in 
sensing actual spacecraft pitch errors. Thus, pre11minary 
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analysis points toward some anomaly in the pitch control 
loop rather than an anomaly in the IR scanner sensing. 
The ERBS fine attitude determination system (FADS) uses IR 
scanner pitch and roll errors, fine Sun sensor telemetry, 
and gyro telemetry. A batch least squares algorithm is em-
ployed, which solves for an attitude state (and gyro drift) 
at an epoch. Typically, an orbit of data is used. The 
gyros bring all measurements to a single point in time, thus 
reducing the effects of sensor noise and anomalies. A com-
plete attitude history can be generated for the batch using 
the epoch attitude and gyros corrected for gyro drift. This 
method is effective in showing true spacecraft attitude mo-
tion in response to IR scanner anomalies caused by clouds, 
Sun interference, or other phenomena. Known corrupted 
scanner data may also be flagged and not used in the estima-
tion of the epoch attitude. 
Figure 4.6-15 provides an orbital plot of raw scanner roll, 
scanner roll corrected for horizon radiance using the HRDB, 
and ground roll computed using the FADS. The attitude solu-
tions presented in this figure have not been compensated for 
any systematic bias in IR scanner output or in-flight deter-
mined misalignments. Figure 4.6-16 is a similar plot of the 
pitch data for the same orbit. An in-flight analysis of the 
effects of systematic variations in the Earth IR radiance of 
ERBS IR scanner data has not yet been performed. There are 
some preliminary indications, however, that the techniques 
employed by the FADS can be very effective in reducing 
short-term disturbances in IR scanner telemetry for attitude 
determination. There is also some evidence that these tech-
niques might reduce the effect of errors in the HRDB. In 
one test case, the fine attitude determination algorithm was 
used to process a one-orbit batch of telemetry, first with a 
constant CO2 altitude and then with the HRDB-derived CO2 
altitude. The difference in epoch attitudes (and in the 
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batch attitude history generated by propagating the epoch 
attitude using the gyros) was less than 0.02 degree for 
pitch, roll, and yaw. Further analysis is required, but 
these early results might be interpreted as an indication 
that the batch processing scheme used for ERBS may be an 
effective way to "average out" local disturbances and local 
errors in horizon radiance models. 
4.6.3.2 Sun Interference Effects 
The first and only period of Sun interference available for 
current analysis was encountered within 4 days after the 
ERBS launch. During this period, the spacecraft was flown 
using dual-scanner control. For future Sun interference 
events, the ERBS will fly in a single-scanner control mode, 
with the affected scanner turned off. The role played by 
the spacecraft control system and resulting spacecraft atti-
tude motion is included in the following discussion of this 
first Sun interference period. 
Nine sunrise events and six sunset events were observed over 
a 3-day period. There was some difficulty in observing Sun 
interference during these days because of extended periods 
at 90-degree pitch, which was required for orbit maneuver 
operations. with the cant in the IR scanner, a 90-degree 
pitch took the scan path away from the Sun. Observed atti-
tude perturbations approached 3 degrees for pitch during 
both sunrise and sunset. Roll errors were as high as 
1.4 degrees for roll at sunset and 0.8 degree at sunrise. 
Corresponding fine pitch and roll telemetry from the IR 
scanners had peak-to-peak transients of 3 degrees. The max-
imum observed pitch rate (orbital rate removed) was 0.04 de-
gree per second, and maximum roll and yaw rates approached 
0.02 degree per second. 
Sun interference was observed over a 6-degree range in Sun 
angle. Sun interference periods were predicted using 
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software that determines the time when the Sun enters a zone 
of interference. A zone is nominally defined as a region 
10 degrees wide centered on the null attitude scan path in-
tersection with the Earth and extending 20 degrees abov~ the 
horizon. By comparing predicted start and stop times of Sun 
interference with actual times, it was possible to estimate 
how far above the horizon the Sun affected the IR scanner. 
This range for both sunrise and sunset approaches 15 de-
grees, which is consistent with ITHACO predictions, although 
the present data base of Sun interference events is still 
too small to make a definitive determination. There is no 
evidence yet of Sun effects far (>20 degrees) above the 
horizon. 
Figures 4.6-17 and 4.6-18 show the effects of Sun interfer-
ence on the ERBS telemetry and spacecraft attitude as deter-
mined on the ground using the IR scanner, Sun sensor, and 
gyro data. These plots show sunrise and sunset interference 
periods on October 9, 1984, with a Sun angle (measured rela-
tive to the positive orbit normal) of 132.4 degrees. These 
were relatively large Sun "hits." Vertical lines on these 
plots show predicted interference start and stop times. 
At the onset of Sun interference as the Sun rises above the 
horizon, sensed pitch and roll errors increase. Because the 
scanner B leading edge is affected, a negative pitch error 
and positive roll error are sensed and telemetered. The 
steady rise in these errors can be seen in Figure 4.6-17. 
The momentum wheel begins transferring momentum to pitch the 
spacecraft to correct the sensed pitch error. However, the 
pitch error grows faster than the pitch torque available 
from the momentum wheel to correct for the corrupted pitch 
error. Both gyro telemetry and processed ground attitude 
show a positive pitch motion by the spacecraft during this 
time. The spacecraft also begins to respond to the errone-
ous roll signal, but the response is slower due to the 
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relative weakness of the magnetics used for roll control. 
At a point approximately 6 to 8 degrees above the horizon, 
the Sun discriminator circuit removes the Sun signal from 
the sensed Earth width. The IR scanner sees a true picture 
of the Earth and now responds to the positive pitch error 
that built up in response to control activity during the Sun 
interference period. 
At some point approximately 10 degrees above the horizon 
with the Sun setting, the comparator output from the IR sig-
nal processor represents a combined Earth and Sun pulse (see 
Figure 4.6-11). Because the trailing edge of scanner B is 
affected during this interference period, a large near-
instantaneous positive pitch error and roll error are imme-
diately sensed (Figure 4.6-18). The magnetic control system 
responds with magnetic and momentum wheel activity. This 
activity, combined with the decrease in the comparator out-
put, acts to reduce the sensed pitch and roll errors as the 
Sun begins to drop below the horizon. When the Sun sign~l 
is lost, residual attitude errors caused by the control sys-
tem response to the Sun interference are properly sensed and 
corrected by the control system. Although the Sun interfer-
ence effects shown in Figures 4.6-17 and 4.6-18 indicate a 
range of interference up to 10 degrees, other data showed 
Sun interference effects up to 15 degrees, as stated earlier. 
4.6.4 RESULTS AND DISCUSSION 
The ERBS IR scanner analysis has shown that, although the IR 
passband was narrowed to reduce the response of the scanner 
to cold clouds, a corresponding increase in the Earth pulse 
rise time and delay have increased the sensitivity to varia-
tions in the threshold adjustment voltage. Coupled with the 
effects of stratospheric warming events in the winter polar 
latitudes, this has reduced the possibility that the ERBS IR 
scanner has been improved relative to the Seasat system. 
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The results presented in section 4.6.3, based on the limited 
amount of mission data available to date, do not provide any 
definitive determination of the ERBS IR scanner sensitivity 
to cold clouds. Further analysis of the ERBS mission data 
is required to answer this question. 
The LIMS analysis (reported in Section 2) resulted in a sig-
nificantly improved understanding of the Earth IR image and 
the limitations of a longitudinally averaged model of Earth 
IR radiation. This contributed greatly to the understanding 
of the ERBS IR scanner performance capabilities. Further 
understanding of the accuracy and reliability of the elec-
tronics circuit modeling method was established through pa-
rametric analysis with the modeling software and algorithm 
and through a direct comparison with the more complete ap-
proach by ITHAca including nonlinear effects. Some insight 
was also gained into the possibility of performing analyses 
to predict the IR scanner response to Sun interference. The 
limited amount of mission data has indicated that the Sun 
interference analysis was successful in predicting the mag-
nitude and location of this effect. The usefulness of all 
of these efforts cannot, however, be determined until after 
the ERBS postlaunch data are analyzed in more detail. 
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4.7 ATMOSPHERE EXPLORER-3 
Support for the AE-3 mission was provided by the GSFC ADCS 
and CSC for real-time attitude determination and control and 
for definitive attitude determination. The AE-3 spacecraft 
attitude mission support was unique because of the high at-
titude drift rates that were encountered during the low-
altitude (135-ki1ometer) perigee passages. Spin axis 
precession rates as high as 1/3 degree per perigee passage 
were experienced, requiring activation of the Z-axis magne-
tic dipole as frequently as once every 6 hours to maintain 
the spacecraft attitude within 2 degrees of orbit normal. A 
major amount of attitude operation support resources was 
devoted to near-rea1-time attitude determination, attitude 
drift prediction, and attitude control command simulation 
and generation. Analyses were also performed to evaluate 
the performance of the IR sensors and to develop algorithms 
to correct the IR data and improve attitude determination 
accuracy. The improvements derived from experience with the 
AE-3 flight system were used to improve the AE-4 and AE-5 
spacecraft and were subsequently applied to the support 
analysis for these spacecraft. References 47 through 49 
present more details on the AE mission support analysis. 
4.7.1 MISSION REQUIREMENTS AND HARDWARE 
The AE-3 spacecraft, launched on December 16, 1973, was de-
signed to study the physics of the lower thermosphere. The 
spacecraft was equipped with a hydrazine propulsion system 
for orbit control, which permitted systematic investigation 
of the atmosphere down to altitudes near 130 kilometers 
without committing to spacecraft reentry. The mission was 
thus characterized by (1) frequent orbit adjust maneuvers to 
raise or lower perigee and to maintain a predictable sched-
ule of apogee decay, and (2) high attitude precession rates 
4.7-1 
because of the large aerodynamic torques experienced at 
perigee. 
A cross-sectional view of the spacecraft in the AE series is 
shown in Figure 4.7-1. The AE-3 mission can be summarized 
as follows: 
• Orbit--Three distinct phases: 
An initial elliptical phase with perigee and 
apogee approximately at 150 and 4300 kilome-
ters, respectively 
A transition phase 
A final circular phase at an altitude varying 
between 200 and 400 kilometers and inclination 
of 68.1 degrees 
• Attitude configuration 
Dual-spin spacecraft, with a momentum wheel 
providing a reference for stabilization 
+Z-axis aligned along positive or negative 
orbit normal, in the direction of the Sun 
Spacecraft body spin rate controlled at 4 rpm 
or despun relative to the nadir vector at 
selectable pitch angles 
• Attitude determination hardware 
Two body-mounted IR horizon sensors (BHSs) 
(Figure 4.7-2) 
Two wheel-mounted IR horizon sensors (WHSs) 
Sun sensor (digital solar aspect indicator 
(DSAI» with I-degree resolution for a 0- to 
l80-degree range from the spin axis 
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Magnetometer triad 
Sun-pointed system elevation gimbal 
• Attitude control hardware 
Momentum wheel assembly 
Magnetic torque coils 
Passive nutation dampers (liquid filled) 
Automatic roll and pitch control via torque 
coils 
Thrusters for yaw control 
• Accuracy requirement 
Maintain spin axis to within 2 degrees of 
orbit normal 
Maintain total angular momentum to within 
10 percent of 1200 inch pound seconds 
• Ground support system--Interactive operating system 
• Data processing requirements 
Near-rea1-time attitude determination and 
drift prediction 
Real-time attitude control command generation, 
as required 
Definitive attitude processing of all data 
received 
• Problems encountered 
Noisy IR sensor data, with ±0.8-degree (10) 
errors 
Nutation hang-off 
4.7-5 
Misalignment of the bolometer optical axis 
relative to the WHS spin axis, causing sinu-
soidal modulation of IR sensor data during 
4-rpm operation 
High-attitude drift rates during low-altitude 
perigee passages, requiring frequent command-
ing of Z-axis coils to correct spin-axis pre-
cession 
A closeup view with more detail of the angular momentum 
wheel, IR sensor bolometers, and WHS mirrors is shown in 
Figure 4.7-3. Figure 4.7-4 provides a detailed illustration 
of the Barnes Engineering Company bolometer assembly used 
for the WHS and BHS on the AE spacecraft (adapted from RCA 
horizon sensor detector specifications (Code 49671, RCA Part 
No. 1972769». 
The analysis performed on the AE-3 IR sensor flight data was 
primarily to enhance the accuracy of the definitive attitude 
solutions, although improvements in the near-real-time atti-
tude solutions were also highly desired. Accuracy in near-
real-time attitude determination tended to result in 
improvements in attitude drift prediction, with subsequent 
reductions in the operational support load. 
4.7.2 MISSION DATA ANALYSIS 
The usual postlaunch data processing support was provided to 
assess attitude sensor data for alignment and electronic 
biases. The AE-3 postlaunch data analysis provided a plaus-
ible explanation and modeling of the effects of a misalign-
ment between the optical axis of the bolometers and the spin 
axis of the wheel-mounted scanning mirrors. The cause was 
pcstulated to be a bent shaft used to attach the T-plate to 
the body. This problem manifested itself as (1) an oscilla-
tion of the WHS data proportional to the spacecraft body 
spin rate and (2) a bias in the nadir angle (computed with 
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the WHS Earth width data) as a function of pitch offset 
angle in the l-rpo despun spacecraft mode. 
The processed AE-3 WHS flight data for WHSI and WHS2 
midscan-to-Earth LOS angle is illustrated in Figure 4.7-5 
and clearly shows the oscillating behavior at the spacecraft 
spin rate of 4 rpm. An example of the AE WHS data converted 
to spin axis-to-nadir vector angle (nadir angle) is illus-
trated in Figure 4.7-6. Here the spacecraft changed from 
4 rpm to 1 rpo at 13:34:10 UT. 
After establishing that the source of the oscillation in the 
WHS data was due to misalignment and not spacecraft nuta-
tion, a model to correct the nadir angle computed from this 
oscillating (4-rpm mode) WHS data was incorporated into the 
AE-3 ADS. The effects of applying this correction algorithm 
to the WHS data are illustrated in Figure 4.7-7, where the 
AE spacecraft goes from despun to spinning mode. As shown 
in the figure, the effect of the correction is to eliminate 
the step function bias that occurs between the despun and 
spinning modes and to reduce the oscillations in the com-
puted nadir angles after the spacecraft reached 4 rpm. 
4.7.3 RESULTS AND DISCUSSION 
A major portion of the analysis effort on the AE-3 IR 
sensors was devoted to bias and alignment analysis. No 
detailed investigation was performed to analyze the data to 
determine the influence of horizon radiance variations for 
either the systematic effect or cold cloud and stratospheric 
anomalies effect. For this reason, a description of the AE 
IR sensor pulse processing electronics system and corre-
sponding Earth IR radiance model was not included. An addi-
tional accomplishment of the AE-3 mission analysis effort 
related to IR sensor attitude data was the discovery of a 
wheel-speed-dependent bias in the Earth width angular meas-
urements. 
4.7-9 
fERTHOT I 85.0 
81.!.5 
84.0 
83.5 
E 83.0 A 
R 82.5 T 
I-i ++ 
82.0 
0 + 
U 81.5 + + + r + 
I 81.0 
0 
E 80.5 
G 
) 80.0 
79.5 
79.0 
78.5 
78.0 
77.5 
77.0 
++ 
++ 
+ + •• + 
+ 
EARTH-OUT VS. TIME 
...... +. ++++ 
+ + + 
+.+ + + 
+ ++ ++ 
.++ + +.++++++ ++. + ++ +++ 
+ ++ + + ++ + ++ + 
+ + +. +++++++ + + 
++ + + + 
++ ++ ++ 
+++ 
+ + + 
+ 
-++ 
++ 
+ 
+ 
++ 
+ 
+ 
ID~ 
EXPAND 
REMOVE 
REPLACE 
REGEN 
RESTART 
+ 
FETCH 
++ + +STORE 
+ + + 
+ 
+ 
EXTFLAG 
.+ + ++ 
+ INTFLAG 
++.. + 
++++EXTINT 
NO FLAG 
END 
76.5~----~------~----~------~----------------
0.0 0.2 O.I.! 0.6 0.8 1.0 1.2 
0.1 0.3 0.5 0.7 0.9 1.1 13 
Xl E3 
n E2 
X= 
TIME IN MINUTES FROM START TIME 
XF= "1'= 
WHSI ANO WHS2 START TIME 740223.052913 
CPOINT=EARTHO WHAT NOW? CALL DISPLAY DISP 
YF=::rJ 
JRWD25 
1 OF 2 
Figure 4.7-5. Sample AE-3 WHS Data Showing Oscillatory 
Behavior 
4.7-10 
I IfObfrL WHS NRDIR/PHI PLOT 
91.387 ID[rlT 
EXFRND 
91.100 
Rn'OVE 
90.B14 ~ I REPlnCE w ! REGEN H 90.527 i , J 5 I I 'f III RESTRRT N R 90.241 I ~ FETCH 0 II (11 I 1 STORE R 89.954 I: ,I~ i \ I I ,,~\,II~,!,II I r EXTFLRG H (II ,,',,1.1:,1,1, 1 89.668 
\1 \t;i,l'i~iii'i INTFLRG 89.381 EXTINT 
NO FLRG, 
89.095 
88.808 
88.522 
eND 
86.236~----~----~--------------------------------~ 
29.10.000 30.50 000 32.30.000 34.10.000 35.50.000 
Xl WHST 
Y1 WHSD 
X= 
H/D NEWTON 
30.00.000 31.40 000 33.20.000 35.00.000 
74.04.18.13 - 74.04.1a.13-TIC=xoGOO-AzD 
X2 WHST 
Y2 SPLIT 
XF= Y= 
CFDINT=WHSDlS WHRT NOH? Cfill OlSPlRY DISP 
YF= I 
2 ~F--=--1 
Figure 4.7-6. WHS Nadir Angles for Pass 1368 During the 
Transitional Period Without the Bolometer 
Offset Model 
4.7-11 
Cii 
w 
w 
a:: 
t:) 
w 
0 
w 
-J 
t:) 
Z 
~ <{ a:: 
-..J 0 
I <{ 
.... Z 
to.) 
92.0 
91.0 
90.0 
o WITHOUT BOLOMETER CORRECTION 
X WITH THE BOLOMETER CORRECTION 
_ AE-C DESPUN -I-A<-C SPINNING -
'--~---x- _-X---X---X- --l<---X---X---X---¥---*-'" -x-
89.0'~-----------~------------~-----------~-----------~-----------~~-----------~----------~ 
2 3 4 5 6 
MINUTES FROM 22h 23m 
Figure 4.7-7. Effect of Bolometer Offset Correction on the AE-3 Nadir 
Angles, Despun Mode to Spinning Mode Transition 
7 
The IR sensor data were telemetered as a time interval for 
the wheel spin period, bolometer number 1 and number 2 Earth 
scan durations, and Earth electronics split pulse-to-body 
reference index duration (pitch offset). A fixed time bias 
in the Earth chord duration for Earth width 1 (EWl) and EW2 
data became apparent, when Earth width times were converted 
to angles, as a wheel-speed-dependent Earth width angle 
error. Once this error was discovered, understood, and cor-
rected, significant improvements were made in the real-time 
and definitive attitude solution accuracy. 
The AE-3 mission attitude support analysis resulted in an 
understanding of the capabilities and limitations of ground 
support analysis applied in an effort to increase the accu-
racy of the attitude sensor data. The bolometer offset 
analysis showed that, given a good model of an effect, a 
self-consistent correction function for anomalous sensor 
performance could be applied, without the aid of a highly 
accurate sensor such as a star tracker or fine Sun sensor, 
although no absolute calibration could be achieved. An 
analysis of the effects of IR horizon radiance variations on 
the AE attitude solutions was not possible, however, with 
the low resolution (1 degree) of the DSAI flown on AE-3. 
The opportunity for performing such an analysis with the 
higher resolution solar pointing subsystem using definitive 
attitude data was missed during the period of active atti-
tude support for this mission at GSFC. This happened because 
the emphasis of the attitude determination effort was on 
timeliness and attitude solution consistency. In addition, 
the attitude determination accuracy requirements on AE-3, 
-4, and -5 did not dictate an extensive effort in IR radi-
ance modeling analysis. 
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4.8 GEOSTATIONARY OPERATIONAL ENVIRONMENTAL SATELLITE-5 
The analysis of the effects of horizon radiance variations 
on the GOES-5 IR sensors made use of the OABIAS program, an 
analysis tool available in the ADCS program library. This 
bias determination program was applied to the GOES-5 IR sen-
sor data to resolve the asymmetry in the model of the de-
tected Earth angular radius that resulted from systematic 
horizon radiance effects during June atmospheric condi-
tions. The analysis presented here is derived primarily 
from Reference 50. 
4.8.1 MISSION REQUIREMENTS AND HARDWARE 
The GOES series of spacecraft is a joint effort of NASA and 
NOAA to provide systematic, worldwide weather coverage. 
GOES-5 was launched from the Eastern Test Range on a 
Delta 3914 launch vehicle on May 22, 1981, at 22:29:00 UTe 
After third-stage spinup, the spacecraft was inserted into 
its transfer orbit at 22:52:57 UTe The apogee kick motor 
was fired on May 24, 1981, at 12:58:05 UT, to insert the 
spacecraft into the drift orbit. A series of attitude and 
orbit maneuvers were executed to place GOES-5 into a geosyn-
chronous orbit, ending on June 6, 1981. After the attitude 
sensor biases were determined and spacecraft testing was 
completed, the responsibility for spacecraft support was 
transferred to NOAA on July 2, 1981. References 51 and 52 
provide more information on GOES-5. The GOES-5 spacecraft 
is illustrated in Figure 4.8-1. The mission can be sum-
marized as follows: 
• Orbit--Three distinct orbits: transfer, drift, and 
final geosynchronous mission orbit 
• Attitude scenario--Spin stabilized at 100 rpm, spin 
axis aligned approximately parallel to negative 
orbit normal 
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• Attitude determination hardware 
Two body-mounted IR horizon sensors (BHSs) 
with 1.5-degree square FOV, mounted with spin 
axes at 85 and 95 degrees from the spacecraft 
spin axis 
Two Sun sensors (DSAIs) 
• Attitude control hardware 
Two hydrazine thrusters 
Rotating fluid nutation damper 
• Accuracy requirement 
2.0 degrees (30) during launch and checkout 
phase 
One visible pixel (21 microradians) for imaging 
0.01 degree for pointing control in final mis-
sion mode 
• Ground support system 
Interactive system for attitude and bias de-
termination as well as maneuver monitoring: 
used at GSFC 
Visible and IR spin scan radiometer (VISSR) 
Image Registration and Gridding System (VIRGS) 
for attitude and orbit determination during 
mission mode: used at NOAA 
• Data processing requirements--None 
The two Earth sensors (ES) on GOES-5 (listed above as the 
BHSs) are IR radiometers operating in the 14- to 
16-micrometer CO 2 absorption band. Each sensor has a 
square, 1.5-degree FOV. The optical axes of ESI and ES2 are 
canted down from the spacecraft spin axis at angles of 
85 degrees and 95 degrees, respectively. 
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The spinning motion of the spacecraft scans the sensor's FOV 
across the Earth, and the sensor processing electronics 
amplify and filter the detected Earth IR pulse. The proc-
essed Earth signal is threshold detected to produce AOS and 
LOS times, and these times are telemetered to the ground. 
The Earth sensor signal processor also provides a nadir-
reference pulse to the antenna despin control electronics. 
A block diagram of the Earth sensing system is illustrated 
in Figure 4.8-2. The threshold detection logic is a fixed 
percentage of the peak Earth pulse level. The output pulse 
width at the half-peak level is approximately equal to the 
chord length of the Earth scan. The Earth scan geometry and 
a typical sensor output pulse are shown in Figure 4.8-3. 
The time required for the FOV to cross the Earth horizon, 
combined with the electronics time constant, delays the 
pulse and causes finite rise and fall times. AC coupling in 
the sensor electronics causes some of the decay in the 
signal amplitude as the sensor scans across the Earth, as 
well as an overshoot at the end of the pulse. Figure 4.8-4 
is a Laplace transform diagram of the Earth sensor elec-
tronics. 
GOES-S telemetered data from only one Earth sensor at a 
time. To maximize Earth coverage during the transfer and 
drift orbits, the data batch was selected based on predic-
tions of the Earth sensor coverage. 
4.8.2 MISSION DATA ANALYSIS 
During support of the GOES-S mission, difficulty was encoun-
tered while trying to determine a set of biases that would 
remove systematic patterns in the measurement residuals. A 
second analysis of these data showed that the largest resid-
uals were observed over the southernmost latitudes, where 
the detected horizon was lower than expected. The cause of 
this was attributed to seasonal variation in the IR horizon 
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radiance (Reference 52). The analysis performed to check 
thi~ conclusion (Reference 50) is reviewed below. 
Figure 4.8-5 illustrates the spacecraft orbital geometry 
during the drift orbit. On June 2, 1981, the drift orbit 
was near circular (eccentricity of 0.0528), the orbit plane 
nearly coincided with the equatorial plane (inclination of 
0.5273 degree), and the semimajor axis was 44,166.8 kilo-
meters. The spin axis was in the orbit plane (right ascen-
sion (a) equal to 318.3 degrees, declination (0) equal 
to 0.30 degree) such that it was parallel and antiparallel 
to the spacecraft velocity vector around perigee and apogee, 
respectively. As indicated in the figure, both sensors 
scanned the Earth for short periods (approximately 65 min-
utes each) near perigee and apogee. 
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Figure 4.8-5. GOES-5 Configuration in Drift Orbit 
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The observed and predicted Earth-in and Earth-out crossing 
angle data from both sensors near perigee and apogee are 
plotted in Figures 4.8-6 and 4.8-7 fo~ the time period 
810602.0128 through 810602.0259 (YYMMDD.HHMM) and are 
typical of several passes that were taken. The predicted 
data were calculated using a single value of the Earth 
angular radius bias and sensor azimuth bias for both Earth 
edge crossings. As illustrated in Figure 4.8-6, the ob-
served Earth-out data for both sensors agreed well with the 
predicted data, but the agreement between the observed and 
predicted Earth-in data was relatively poor. In Fig-
ure 4.8-7, the observed Earth-in data agree well with the 
predicted values, but the agreement between the observed and 
predicted Earth-out data is poor. 
The analysis was repeated without restricting the Earth 
angular radius and sensor azimuth biases to identical values 
at the AOS and LOS edges. Except at the smaller Earth 
widths, reasonably good fits were obtained for the data, as 
illustrated in Figures 4.8-8 and 4.8-9. For this repeated 
analysis, the angular radius biases for the edge crossings 
in the Southern Hemisphere were always negative and larger 
than those for the edge crossings in the Northern Hemis-
phere. The results for the constrained and unconstrained 
cases are presented in Table 4.8-1, which is a corrected 
version of the table from Reference 50. (The table in Ref-
erence 50 contained data such that the Earth angular radius 
biases at apogee were inconsistent with the signs on the 
corresponding values in the original computer output.) The 
horizon crossing latitudes (for the transfer orbit attitude) 
near perigee and apogee are plotted in Figures 4.8-10 and 
4.8-11. Near perigee, the Earth sensors acquired the Earth 
in the Southern Hemisphere and lost the Earth in the 
Northern Hemisphere. Horizon crossing latitudes ranged from 
the Equator to +56 degrees. When the sensors acquired or 
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Table 4.8-1. Parameter Values Used To Generate the 
Observed-Versus-Predlcted Data Plots 
AZIMUTH BIASES ANGULAR RADIUS BIASES 
DATA CASE EARTH (DEGREES) (DEGREES) SENSOR 
EARTH-IN EARTH-OUT EARTH-IN EARTH-OUT 
PERIGEE CASEl ESl -241 -241 -013 -013 
ES2 -230 -230 -016 -016 
CASE 2 ESl -445 -200 -181 -017 
ES2 -475 -161 -221 -046 
APOGEE CASE 1 ESl -198 -198 -006 -006 
ES2 -199 -199 -007 -007 
CASE 2 ESl -243 -056 -036- -130-
ES2 -183 -098 +0 21- -086-
NOTES EQUAL BIAS VALUES WERE ASSUMED FOR EARTH-IN AND EARTH-oUT HORIZON CROSSINGS 
IN CASE 1. UNEQUAL VALUES WERE ALLOWED IN CASE 2 
POSTLAUNCH VALUES WERE USED FOR THE FOLLOWING BIASES (REFERENCE 52) 
MOUNTING ANGLE BIAS FOR ESl =-006 DEGREE 
MOUNTING ANGLE BIAS FOR ES2'" -0 20 DEGREE 
SUN SENSOR 1 BIAS" 0 13 DEGREE 
AZIMUTH BIASES INCLUDE THE ELECTRONIC TIME DELAY 
-THESE DATA ARE REPORTED WITH SIGNS REVERSED FROM THE ORIGINAL TABLE TO BE 
CONSISTENT WITH VALUES ON THE ORIGINAL COMPUTER OUTPUT 
4.8-14 
SENSOR 
SWITCH 
60 r 1 
II,,,, 
" ""-./ ES1 
/ " 
40 .. EARTH-OUT , , , , 
I , 
I \ iii 
>or ( I \ w I , w a: l!) 
w 
0 
-,: ~ , I - \ w \ I 0 ~ :::> \ I I-eo i= \ I I ~ I-' , 
/ 
111 
, 
'" 
/ 
-40 r 
... " 
-
-60 
10 20 30 40 50 60 70 80 90 100 110 120 
I N <0 ...... <0 o<t <0 
<0 
PERIGEE 
MINUTES 
Figure 4.8-10. Horizon Crossing Latitudes Near Perigee 
SENSOR 
SWITCH 
1 
60 
~ ~ 
" 
,." 
" 40 l- /' ~"_~.I.". , , / , 
/ \ 
20r I I 
, 
iii I \ w w 
a: I , (!) 
w 
o 0 
~ I-~~ \ , , • \ I 0) I \ I ..... 0'1 \ I 
\ / 
-401- "- ~!':., 
, , , , , 
' ..... 
.... 
-60 
10 20 30 40 50 60 70 80 90 100 110 120 
I 
APOGEE 
MINUTES 
Figure 4.8-11. Horlzon Crosslng Latitudes Near Apogee 
lost the Earth, the horizon crossing latitudes changed very 
rapidly. The situation near apogee was reversed so that the 
sensors acquired the Earth in the Northern Hemisphere and 
lost it in the Southern Hemisphere. 
These results clearly indicated that the Earth sensors de-
tected a lower Earth horizon in the Southern Hemisphere, 
which at the time of the data was the winter hemisphere. It 
was also discovered that it was not possible to model data 
taken as the sensor crossing latitudes changed rapidly. 
These results are summarized in the Earth model illustrated 
in Figure 4.8-12. The lower horizon altitude of the 
Southern Hemisphere is compensated for by an increased angu-
lar radius bias, but it leaves the low-latitude region in 
the Southern Hemisphere incorrectly modeled. This model of 
the Earth was satisfactory for the GGES-5 transition orbit 
attitude geometry. Further improvements would result, how-
ever, if a latitude-dependent parameter were incorporated 
into the Earth horizon altitude model. 
4.8.3 RESULTS AND DISCUSSION 
Reference 52 reported large errors in Earth-edge data taken 
in the drift orbit when the Earth sensors triggered in the 
southern latitudes. The cause of the errors was determined 
to be the season-dependent latitude variation in the horizon 
radiance. A second analysis of the problem confirmed the 
existence of differences between the observed and the pre-
dicted Earth sensor data from the drift orbit. The Earth 
sensors triggered at a lower altitude in the Southern (win-
ter) Hemisphere than predicted by a uniform, horizon alti-
tude model. 
The differences between the observed and the predicted data 
were reduced when separate values of the Earth angular 
radius bias parameter were applied to the Earth-in and 
Earth-out crossings in the two hemispheres. A much larger 
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negative value for the Earth angular radius bias was re-
quired to predict the Earth edge crossings in the Southern 
Hemisphere accurately. It is interesting to note that the 
GOES-5 Earth sensors (employing a fixed percentage of the 
peak signal as their thresholding technique) showed signifi-
cantly larger errors than the DE-1 sensors, which used a 
slope-sensitive thresholding technique. 
When Earth sensors scan nearly constant latitudes, as in the 
GOES-5 nominal mission mode, latitudinal variations of the 
horizon radiance are not expected to affect Earth horizon 
measurements. When the spacecraft is in the transfer and 
drifts orbits, the Earth sensor incurs larger measurement 
errors than in the nominal mission configuration because of 
the large radiance variations experienced along the south-
to-north scan line. 
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4.9 DYNAMICS EXPLORER-1 
The DE-1 spacecraft was launched with the DE-2 spacecraft on 
a Delta 3913 launch vehicle. DE-2 was released first into a 
lower altitude orbit. Although the DE-1 and DE-2 spacecraft 
were a coordinated pair of satellites for science, the 
spacecraft differ significantly in their requirements for 
attitude determination and control support. 
The DE-l IR sens.)r data were analyzed using the mission sup-
port ADS software. No special support was required to cor-
rect the DE-1 attitude data for the effects of systematic 
horizon radiance variations. The data adjust subsystem of 
the DE-1 ADS did, however, have the capability of extending 
the Earth oblateness correction algorithm to include a cor-
rection to the Earth radius model that was proportional to 
the sine of the subsate11ite latitude. This correction is 
functionally similar to that required for the model of sys-
tematic horizon radiance variations. Its use can be justi-
fied as an empirical method of improving the accuracy and 
reliability of the IR sensor data when the specified atti-
tude solution accuracy requirements are not too high. This 
type of data correction is based primarily on deriving the 
correction from an analysis of flight data, minimizing the 
residuals between the IR sensor flight data and a model of 
that data including systematic radiance-variation-1ike cor-
rection functions. 
The DE-1 mission data analysis illustrated the improvements 
in data accuracy that can be obtained as viewed through the 
data residuals. Even though improvements were realized, 
however, the suggested data correction procedure was not 
applied to the DE-1 definitive attitude data. The material 
presented in this section is derived from References 33 and 
50. 
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4.9.1 MISSION REQUIREMENTS AND HARDWARE 
DE-l was launched from the Western Test Range at 09:55:00 UT 
on August 3, 1981. The DE-l spacecraft is illustrated in 
Figure 4.9-1. The mission can be summarized as follows: 
• Orbit--Polar with a 90-degree inclination, 
683-kilometer perigee altitude, and 
24,875-kilometer apogee altitude 
• Attitude configuration 
Spin stabilized at -10 rpm ~O.l rpm 
Spin axis within 1 degree of orbit normal 
• Attitude determination hardware 
Two body-mounted IR horizon sensors (BHSs), 
similar to AE, with 2.5- by 2.5-degree FOV 
Two single-axis Sun sensors (DSAIs) with 
+64-degree FOV~ quoted accuracy of 0.1 degree 
for Sun angles less than 40 degrees 
• Attitude control hardware 
Four magnetic torque coils for spin axis pre-
cession and momentum control 
Passive nutation dampers 
• Accuracy requirement--0.3 degree (3a) for z-axis 
(spin axis) half-cone angle and for X-axis azimuth 
in spi~ plane 
• Ground support system--Interactive processing 
• Data processing requirements 
Definitive solutions packaged as passes with 
approximately three nonoverlapping passes per 
day: results in generation of solutions for an 
average 50-percent duty cycle 
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Output data interval of 6 seconds 
Turnaround in 2 to 5 days from receipt of 
telemetry data and definitive orbit data 
• Problems encountered--Difficulty in azimuth deter-
mination related to 
Cyclic accumulation of error due to 
I-millisecond telemetry data resolution 
Discontinuities from the merging of data seg-
ments with different time calibrations 
Unmodeled variation in spin rate due to heat-
ing and cooling of lOO-meter Plasma Wave In-
strument (PWI) antenna wires 
Early postlaunch discovery of inverted bits in 
the Sun sensor Gray code 
Early postlaunch errors in the alignment cali-
bration of the Sun sensors 
Disabling of BHSI by the command to turn off 
the spacecraft transponder, causing unexpected 
loss of data for BHSI throughout the mission 
At Delta separation, DE-l had a spin rate of 64.5 rpm with 
the spin axis in the orbit plane. Upon acquisition of the 
Earth by the BHSs, a 22-day attitude maneuver was initiated 
to precess the spin axis from the orbit plane to 5 degrees 
from orbit normal. The maneuver was stopped for bias data 
collection, a spinup maneuver, and appendage deployment. 
Following deployment of experiment booms and the 63-meter 
portion of the PWI antennas, the spacecraft attitude was ma-
neuvered to orbit normal and the second phase of the spinup 
maneuver was executed. The remaining 27 meters of the PWI 
antennas were then deployed, and the final spinup maneuver 
to establish the mission spin rate at 9.9 rpm was performed. 
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After all the acquisition maneuvers were completed, the sen-
sor biases were determined, and DE-l began mission opera-
tions on September 20, 1981. 
The two DSAIs (DSAII and DSAI2) employed on DE-l provide Sun 
angle information and a Sun reference pulse for timing pur-
poses. The two BHSs (BHSI and BHS2) locate the horizon of 
the Earth by detecting IR radiation. Mounted on the space-
craft in a "V" configuration (Figure 4.9-2), the BHSs are 
functionally independent altnough mounted in the same pack-
age. The BHS reference axis, R, lies in the spacecraft 
X-Y plane, 290 degrees from the +X-axis rotating in a posi-
tive sense about the +Z-axis. The optical axes of the sen-
sors are in the R-Z plane, at angles 81 degrees and 
99 degrees from the spacecraft Z-axis. The lens system in 
each sensor focuses IR radiation in the 14- to l6-micrometer 
range onto a bolometer. When the spinning motion of the 
spacecraft scans the sensor's FOV across the Earth, the sen-
sor signal processing electronics amplify and differentiate 
the detected signal. Earth-in and Earth-out pulses are gen-
erated when the differentiated signals reach 50 percent of 
the peak values of the derivative of the previous Earth 
pulse. Figure 4.9-3 is a block diagram of the DE-l BHS 
electronics. More details on the spacecraft and its sensors 
are presented in References 53 and 54. 
4.9.2 MISSION DATA ANALYSIS 
4.9.2.1 BHS Data 
Four types of BHS data are used in the DE-l ADS: Earth-in 
pulse time, Earth-out pulse time, Earth width time, and 
Earth midscan time. Earth-in and Earth-out pulse times are 
measured from the Sun event to the times when the BHS FOV 
encounters and loses the Earth, respectively. They are con-
verted directly from the telemetered data. Earth width and 
Earth midscan times are data derived from the Earth-in and 
4.9-5 
Earth-out pulse times. Figures 4.9-4 and 4.9-5 are examples 
of telemetered BHS event time data converted to rotation 
angles and Earth width angles for February 8, 1982. The 
plots are of data taken near apogee. The DE-l BHS data dis-
play remarkably low noise~ except for a few abnormal points, 
the nO,ise level is less than 0.05 degree • 
• 
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Figure 4.9-2. DE-l Body-Mounted Horizon Sensor Geometry 
It should be noted that BHS2 data appear either in the same 
minor frame as the DSAI2 Sun time or an even number of minor 
frames later. Both DSAI2 Sun times and BHS2 data times are 
thus subject to equal amounts of truncation. On the other 
hand, BHSl data appear an odd number of minor frames later 
than the DSAI2 Sun times, and the amount of truncation dif-
fers by up to 0.5 millisecond. When DSAI2 is selected as 
the reference sensor for timing, BHSl data therefore appear 
to have extra data noise of up to 0.5 millisecond (or 
0.03 degree at 10 rpm). When USAIl is selected as the ref-
erence sensor, BHS2 data display that extra data noise. The 
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errors induced in the DE-l attitude sensors by data tim- ing 
procedures are discussed further in Reference 55. 
In the nominal DE-l mis~ion, the Sun interferes with each 
BHS for approximately 5 days, twice a year. The interfer-
ence occurs whenever the Sun angle is within 2 degrees of 
the BHS scan cone and was first observed from BHS2 on 
September 10, 1981 (see Figure 4.9-6). The data showed that 
while the Sun was in the BHS2 FOV, BHSI data looked normal 
but BHS2 was triggered by the Sun, producing fictitious 
Earth width data equivalent to the size of its FOV, defined 
by the solar IR intensity and Earth signal processing elec-
tronics. 
Moon interference with the BHSs is observed when the nadir 
angle of the Moon is near 81 degrees (BHSI mounting angle) 
or 99 degrees (BHS2 mounting angle): the illumination level 
of the Moon is high, i.e., a near-full Moon: and the Moon 
and the Earth are well separated. An example of the ob-
served Moon interference with BHSI is shown in Figure 4.9-7: 
only Moon-in signals were detected by the sensor. No de-
tailed explanation of the Moon interference effect was es-
tablished by the analysis of Reference 50. Because it is 
possible to predict the times of Sun/Moon interference with 
the BHSs accurately, these occurrences present no signifi-
cant operational problems. 
A systematic discrepancy between the observed BHS data and 
the predicted behavior, referred to as the Pagoda effect, 
occurs when the Earth width is small. The effect was seen 
in the DE-l data during the attitude acquisition mode and is 
visible in the data of Figure 4.9-8. Although the phenome-
non has not been explained in detail, the most likely origin 
is that the finite FOV size greatly distorts the sensed 
Earth chord when the BHS scan cone is nearly tangent to the 
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Earth disk. The effect is further amplified by the elec-
tronics in the Earth pulse processing circuit. 
The RCA prelaunch simulation (Reference 56) of the DE-l BHSs 
indicated a nominal delay in the hard Earth center relative 
to the split pulse; the split pulse leads the hard Earth 
center by 0.575 degree at apogee and 0.188 degree at peri-
gee. To compensate for this altitude-dependent delay, the 
DE-l ADS included a correction of the form 
6~ = ar2 + br + c 
where 6~ is the correction for the electronic delay in 
degrees; r is the spacecraft range in kilometers; and a, b, 
and c are coefficients adjusted to fit the RCA simulation 
results. Studies with spacecraft flight data showed, how-
ever, that the BHS Earth midscan data still had large 
residuals after this correction was applied. 
To investiqate the reasons for the increased residuals in 
the off-orbit-normal case, the midscan residuals were com-
puted without applying the correction and are shown in Fig-
ure 4.9-9, with the Earth width for each frame superimposed 
(the solid curve). The figure clearly indicates that the 
correction for the electronic delay is a function of Earth 
widths rather than spacecraft altitude. 
4.9.2.2 Horizon Radiance Variations 
Another conspicuous feature of the DE-l BHS data emerged 
from examination of the residual plots. The BHSI Earth-in 
residuals for October 31, 1981, show a maximum at Frame 44 
and a minimum at Frame 55 (Figure 4.9-10); the BHSI Earth-
out res:duals showed a similar pattern with a maximum at 
Frame 52 and a minimum at Frame 60. The Earth width data 
for these times show the resulting extrema that correspond 
to detected horizon latitudes of +90 degrees. Similar 
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observations were made in several different orbits, showing 
a definite correlation between extrema in Earth data resid-
uals and detected horizon latitudes of ±90 degrees. 
To compensate for this anomaly, a latitude-dependent term, 
f2 sin A, was used to adjust the Earth radius model, 
where Req is the equatorial radius of the Earth, f1 is the 
Earth flattening coefficient, A is the latitude, and f2 
introduces a modification that is asymmetric with respect to 
the Equator. The f2 coefficient changes with time of year 
to account for the seasonal variation of this correction. 
The BHS data residuals changed significantly when the asym-
metric correction was introduced. Figure 4.9-11 shows the 
residuals in BHS1 data for selected values of the f2 coeffi-
cient. The smallest residuals were obtained with f2 equal 
to -0.001. 
The results indicated that the model with a constant 
38-ki1ometer IR horizon altitude caused 7-ki1ometer errors, 
which correspond to 0.2 degree in edge-triggering data, 
0.15 degree in Earth width data, and 0.1 degree in midscan 
data. The spacecraft altitude is the dominant factor in the 
sensitivity of the residuals to error in the IR horizon al-
titude model. The largest residuals occur when the points 
with scan latitudes near ~90 degrees occurred at perigee. 
An Earth width error of 0.1 degree at perigee can cause an 
error of up to 0.4 degree in the nadir angle computation 
and, subsequently, that much error in the computed attitude. 
To observe the seasonal variation of the horizon radiance 
through BHS data, full-orbit data were taken in each season: 
October 31, 1981, for autumn~ February 8, 1982, for winter: 
March 14, 1982, for spring; and July 14, 1982, for summer. 
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The f2 coefficient that minimized the BHS Earth-in and 
Earth-out residuals was computed for each season. 
For thp. winter data (Figure 4.9-12), -0.001 was still the 
optimum value for f 2 • For the spring data (Figure 4.9-l3), 
an f2 coefficient value of 0.0 showed the minimum resid-
uals, indicating that the nominal CO2 height of 38 kilo-
meters was good enough for the Earth model. Sizable 
residuals were, however, detected in some of the spring data 
when the BHS scanned the northern midlatitudes. For the 
summer data (Figure 4.9-l4), the optimum f2 coefficient 
value was 0.0005, which means that the nominal CO 2 height 
(38 kilometers) was overestimated by 3 kilometers near the 
South Pole. Closer examination of the Earth-out data was 
not possible, however, because the l6-minute shadow after 
perigee passage eliminated the Sun sensor reference data. 
Table 4.9-1 summarizes these observations of the seasonal 
variation of the horizon radiance. 
Table 4.9-1. Season Variation of the Horizon Radiance 
ARGUMENT ESTIMATED C02 HEIGHT 
DATE OF PERIGEE SHADOW BESTf2 VALUE AT THE SOUTH POLE (DEGREES) (KILOMETERS) 
OCTOBER 31,1981 254 NONE -0001 45 
(AUTUMN) 
FEBRUARY 8, 1982 220 NONE -0001 45 
(WINTER) 
MARCH 14, 1982 209 32 MINUTES 00 38 
(SPRING) NEAR APOGEE 
JULY 14,1982 168 16 MINUTES 00005 35 
(SUMMER) NEAR PERIGEE 
4.9.3 RESULTS AND DISCUSSION 
The analysis of the DE-l IR data showed that it was neces-
sary to model the Earth radius with a north-south latitude 
asymmetry to minimize the residuals between the data and the 
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data model, and that this component of Earth radius model 
had a seasonal dependence. The analysis therefore showed 
clear evidence for the effects of systematic variations of 
the Earth IR radiance on the DE-l BHS data. It was also 
shown that a modest improvement in the accuracy of the data 
can be achieved by applying a simple correction function 
proportional to the sine of spacecraft latitude. 
This method of correction lends itself to preflight deter-
mination of the coefficient f2 (of the sine of latitude), 
with followup postlaunch flight data analysis to refine the 
estimates on a seasonal or monthly schedule. This sine-of-
latitude correction function is a less exact procedure than 
that applied for other missions using a seasonal Earth ra-
diance model and detailed IR sensor geometry and electronics 
model. It can, however, lead to significant improvements in 
the accuracy of the data for mission such as DE-l and GOES-S 
with high-altitude Earth sensing geometry and less stringent 
attitude accuracy requirements. 
4.9-23 
4.10 SOLAR MESOSPHERE EXPLORER 
SME is a spin-stabilized scientific satellite operated by 
students and scientists at the University of Colorado. Five 
science instruments on board were designed to measure 
atmospheric concentrations of oxygen, ozone, nitrogen diox-
ide, and water v.apor. The method was to scan the Earth disk 
at the 5-rpm spacecraft spin rate in various optical and IR 
bands. A four-channel IR radiometer was to be cooled to 
l30K without cryogenics, using a specially designed radia-
tive antenna assembly opening into the antisolar direction. 
The four-channel IR radiometer scanned the Earth at the 
6.3-, 9.6-, and IS-micrometer (wide and narrow) bands, and 
thus offered an opportunity to compare the measured 
IS-micrometer profiles with the LOWTRAN 5/RAOBS model of 
those profiles. However, because of a failure in the heat 
sink attachment of the IS-micrometer bolometer, these data 
were not available. An extensive analysis was performed on 
the SME BHS sensor data (Reference 57) to determine a global 
horizon triggering altitude model for attitude data correc-
tion. More details on the material presented in this sec-
tion are available in References 13, 57, 58, 59, and 60. 
Several of the figures are taken from Reference 13. 
4.10.1 MISSION REQUIREMENTS AND HARDWARE 
SME was launched on October 6, 1981. The spacecraft 
structure and dimensions are illustrated in Figure 4.10-1. 
The mission can be summarized as follows: 
• Orbit--Circular, near-polar, Sun-synchronous, with 
97.6-degree inclination and 534-kilometer altitude 
• Attitude configuration--Spin stabilized: spin axis 
along orbit normal (Figure 4.10-2), but switched to 
a constant Sun angle mode early in the mission 
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• Attitude determination and control hardware 
Two body-mounted IR horizon sensors (BHSs) 
(Figure 4.10-3) with derivative locator logic 
Automatic onboard control loop, later switched 
to open-loop mode 
Magnetometers 
Magnetic torquing coils 
• Problems encountered--Failure of the heat sink at-
tachment caused loss of radiometer data in the 
CO 2 band. 
The horizon edge times for the BHSs were established at the 
center of the derivative pulse for the rising and falling 
edges of the IR Earth pulse. Figure 4.10-4 shows the IR 
passband for the BHSs. The data available for analysis of 
the detected horizon tangent height were not the times of 
the individual horizon crossings, because of some onboard 
data processing. The three data types available in the te-
lemetry were the average of the A and B sensors' Earth-in 
times, the average of the A and B sensors' Earth-out times, 
and the B sensor's Earth-out time. 
4.10.2 MISSION DATA ANALYSIS 
The analysis performed on the SME BHS data by the University 
of Colorado was supported by a grant from the ADCS at GSFC. 
Early analysis of the SME BHS data (Reference 57 and 58) 
compared horizon triggering altitudes derived for SME. The 
analysis used a version of the GSFC/CSC HRMU, the altitude 
of the 5-millibar pressure level from the National Me-
teorological Center (NMC) data base, and the science data 
adjusted for differences between the pressure-altitude scale 
and the geometric altitude. In the last case, the science 
measurement profiles were compared with profiles derived by 
using an Air Force atmospheric model to obtain a tangent 
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height scale adjustment for the sensed spacecraft pitch 
angle. These earlier comparisons showed similarities be-
tween the various methods only in the amplitude of the cor-
rections, which were shown to be generally less than 
3 kilometers for April data. The general appearances of the 
HRMU triggering altitudes and NMC 5-millibar altitudes were 
correlated with the lower altitudes occurring in the Southern 
Hemisphere but anticorrelated in the Northern Hemisphere. 
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After this early attempt, analysis was extended to a new 
approach that involved modeling the SME horizon triggering 
time history over data spans of 9000 seconds duration. This 
spin dynamics model was formulated as follows: 
10 
= L Cj 
j=l 
4.10-6 
F. (t.) J 1 
where e represents a spin angle measurement at a limb pulse 
time t i , Cj represents constants that determine the relative 
contribution of each effect, and Fj represents time-dependent 
model functions that can influence the predicted schedule of 
horizon crossing angles. This model of the horizon trigger-
ing angles was then applied in a least squares algorithm to 
the BHS data to determine the Cj's. In the order in which 
they are labeled, the Fj'S represented (1) the initial pitch, 
(2) the average inertial spin rate, (3) the spin rate change 
due to eddy current drag in the Earth's magnetic field, 
(4) the change in the spin rate due to thermally induced, 
moment-of-inertia variations, (5) the time lag in the sensed 
solar panel temperature used to model the inertial varia-
tions, (6) the altitude of the 5-mi11ibar pressure level, 
(7) the temperature of the 5-mi11ibar pressure level, (8) an 
offset horizon altitude bias relative to 35 kilometers, 
(9) the BHS azimuth alignment error, and (10) the BHS eleva-
tion alignment error. 
Using this approach, the model for the BHS triggering alti-
tude is derived from the coefficients C6 , C7, and C8 , which 
produce a minimum in the data residuals. Again, the 
5-mi11ibar altitude and temperature data were obtained from 
the NMC data base. The results for January, April, July, 
and December data are presented in Figures 4.10-5 through 
4.10-8 (Reference 13). The composite effect from the three 
terms is displayed as the NMC model. The raw data points, 
which are the NMC altitudes plus the residuals from the 
10-parameter fit, are compared with the HRMU results using 
the LMSC Seasat radiance profiles in the upper portion of 
the figures. 
4.10.3 RESULTS AND DISCUSSION 
The accuracy of the analysis to determine the true BHS trig-
gering horizon altitudes is quoted as better than 2.0 kilome-
ters (la) (Reference 60). Comparisons of the NMC-derived 
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horizon triggering altitudes with those derived by the HRMU 
are consistent with this estimate of accuracy. The LMSC/ 
Seasat radiance profiles differ from those that would be 
derived for SME in four fundamental ways: They are com-
puted for a wide IS-micrometer passband, are derived totally 
from Northern Hemisphere data inverted in season to repre-
sent the Southern Hemisphere, are extrapolated over the 
poles, and are longitudinally averaged. Even so, the gen-
eral latitude trend for January, April, and July altitudes 
tends to be similar. There is, however, a tendency for the 
NMC model data to predict higher triggering altitudes over 
the winter poles. This tendency in the NMC data could be 
attributed to the occurrence of somewhat localized strato-
spheric warming events at longitudes of the data spans 
tested. It could also be an effect caused by some unmodeled 
factor in the response of the IR sensor to the polar 
radiances experienced during the flight. It is shown in an 
analytical experiment with the Landsat-4 conical IR scanner 
model (see Section 4.11) that the response of the derivative 
locctor logic shows a nearly direct correspondence with the 
altitude variation of the horizon profile, and that the 
response to profile brightness variations was smaller but 
not strictly linear in brightness. 
Following the example of the Landsat-4 experiment, a test of 
the response of the SME sensors to profile altitude and 
brightness vari~tions could provide support for the results 
of the SME analysis. That is, it could show that the value 
of -0.26 kilometer per degree Kelvin reported for the effect 
of profile brightness variations (which are nearly propor-
tional to the temperature of the atmosphere at 30 kilome-
ters, or S millibars) is close to that derived from an 
analysis of the circuit model using a fixed-altitude 
variable-brightness profile model. 
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The 5ME analysis shows an approach that can be developed 
into an operational method for sensor data correction. If a 
method of obtaining and quickly translating the NMC alti-
tude, pressure, and temperature data into a daily Earth-
detected IR horizon adjustment model can be achieved, 
significant improvements in the accuracy of attitudes de-
rived from IR sensors are possible. The accuracy improve-
ments depend, however, on the choice of pressure level or 
levels (3, 5, or 10 millibar3) and which form of response to 
altitude and temperature is appropriate. The model depends 
on the details of each IR sensor design, which should be 
established with a proper analysis of each design using 
techniques similar to those employing the HRMU and LOWTRAN 5 
programs. 
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4.11 LANDSAT-4 
Landsat-4 was equipped with the Multimission Modular Space-
craft (MMS) ACS augmented for an emergency safehold attitude 
control mode w1th two ITHACO conical IR horizon scanners. 
The MMS ACS module prov1ded an accurate onboard attitude 
reference derived primarily from data from two fixed-head 
star trackers and a set of three-ax1s IRUs processed by an 
attitude algorithm operating in the spacecraft onboard com-
puter (OBC). Because the IR scanner data are 1nput to the 
spacecraft control loop only during the override emergency 
safehold attitude mode, most of the attitude telemetry data 
from Landsat-4 could be used to evaluate the performance 
characteristics of the conical scanners. The error signal 
in these scanners, unlike those of previous scanners that 
drove the spacecraft control loop, is a simple sum of errors 
caused by spacecraft att1tude and sensing errors. The sen-
sing errors are due to Earth oblateness, spacecraft altitude 
changes due to a nonzero orbital eccentr1city, sensor elec-
tronic and alignment biases, Earth hor1zon sens1ng noise, 
and var1ations in the IR image of the Earth. A sensing 
error is thus referred to here as that part of the sensor 
signal that is not strictly a result of attitude motion. 
The Landsat-4 attitude system data are useful for comparing 
a model of the Earth IR image with the actual Earth IR image 
as viewed through the IR passband and electronics processor 
of the conical scanners. There are three major features of 
the Earth IR model represented by radiance profiles of the 
type derived by Honeywell, Lockheed, and CSC and measured in 
Project Scanner and Nimbus-6 LIMS. The first is the profile 
br1ghtness, which 1S typically the radiance 1ntensity at a 
tangent height near a kilometers and which varies with lati-
tude and season. The second is the tangent height of the 
profile 50-percent intens1ty point, Wh1Ch tYP1cally occurs 
above a tangent he1ght of 30 kilometers. This latter feature 
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has not been analyzed in this report for latitudinal and 
seasonal variat10ns. Th1S 1S because a major portion of the 
variation in the altitude of the detected horizon for scan-
ners with normalized threshold locator logic (such as those 
on Seasat and ERBS) can be accounted for by the variations 
in the model of profile brightness. Even the fixed-threshold 
detection systems (such as that on Magsat) were strongly 
influenced by the model of profile brightness. The Landsat-4 
conical scanners with derivative locator logic provide a 
good opportunity to evaluate the dependence of the tangent 
height of the 50-percent point on latitude and season. The 
th1rd feature 1S the width of the edge of the profile, which 
is a function of the temperature lapse rate in the strato-
sphere. The sensitivity of the conical scanner to the slope 
at the edge of the profile is reduced by the integration 
effects related to the scanner FOV angular width, the scan 
rate, and the signal processor timing characteristics. 
The discussion presented here is derived from the GSC anal-
ysis documented in Reference l3a. Most of the illustra-
tions are from that report. 
4.11.1 MISSION REQUIREMENTS AND HARDWARE 
Landsat-4 was launched on July 16, 1982, by a Delta launch 
. 
vehicle. The spacecraft is illustrated in Figure 4.11-1 
(Reference 61). The mission can be summarized as follows: 
• Orbit--Sun synchronous with 98.2-degree inclina-
tion, 7l0-kilometer nominal alt1tude, perigee 
frozen at the northernmost latitude, and descending 
node at 9:30 a.m. local time 
• Attitude configuration--Pitch (Y) axis along nega-
tive orbit normal, roll (X) axis along nominal 
f11ght velocity vector, and yaw (Z) axis along the 
nad1r vector 
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Figure 4.11-1. Landsat-4 Spacecraft 
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• Attitude determination hardware 
Two fixed-head star trackers 
set of three-axis IRUs 
Two fine Sun sensors 
Two conical IR horizon scanners (Figure 4.11-2, 
Reference 62) 
• Attitude control hardware 
Four reaction wheels 
Three-axis magnetometer 
Magnetic torque rods 
Hydrazine thrusters 
• Accuracy requirement--~ 0.01 degree 
• Ground support system--None by GSFC ADCS 
• Problems encountered 
Frequent loss of aBC attitude during early 
mission phase due to the inability of the 
FHSTs to locate selected guide stars 
Partial loss of power associated with thermal 
effects on the solar panels 
The conical scanners scan the Earth at 120 rpm on a 4S-degree 
scan cone with the scan cone axis tilted 24 degrees toward 
the Earth from the local horizontal. In this report, the 
scanners are referred to as Earth sensors 1 and 2. The Earth 
sensor 1 (ESl) scan cone views the Earth along the aft por-
tion of the spacecraft horizon with its cone axis lying in 
the plane defined by the negative roll axis and the Z-axis. 
The Earth sensor 2 (ES2) cone is on the right side of the 
spacecraft in the y/z plane. Figure 4.11-3 illustrates the 
geometry, with the sensors scanning counterclockwise around 
the axis of the 4S-degree cone. 
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Figure 4.11-2. Landsat-4 Conical Scanner 
The con1cal scanners detect the Earth hor1zon using normal-
1zed der1vative locator logic. The Earth IR pulse from the 
bolometer 1S differentiated to provide a pos1tive pulse at 
AOS and a negative pulse at LOS. The peak positive and neg-
at1ve values of these derivative pulses are used to adjust a 
threshold level that is one-half of the peak derivative. 
The Earth AOS horizon crossing time is the average time be-
tween the rising and falling transitions of the output pulse 
through the threshold voltage. Figure 4.11-4 illustrates 
this technique. Figure 4.11-5 is a graphical representation 
of the Landsat-4 conical scanner footprint as the spacecraft 
travels northward in its orbit. 
4.11.2 MISSION DATA ANALYSIS 
GSC, under contract to the ADCS at GSFC, performed an in-
depth analys1s of the Landsat-4 con1cal scanner data (Refer-
ence l3a) using full-day intervals of flight data for a 
total of 28 days between August 1982 and September 1983. 
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Figure 4.11-3. Earth Scan Geometry of the Landsat-4 
Conical Scanners 
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Thelr approach used the aBC reference attitudes, which varied 
less than 0.02 degree peak to peak and were generally within 
+0.02 degree of zero pitch, roll, and yaw. The quoted accu-
racy of the reference attitudes was 36 arc-seconds (0.01 de-
gree). These reference attitudes were used in an analytical 
model of the conlcal scanner data. This model added the ef-
fects of Earth oblateness and orbital altltude variations to 
the reference attitude. The model data were then subtracted 
from the conlcal scanner Earth-wldth and Earth-phase pitch 
and roll flight data to obtaln residuals for comparison with 
predictlons of the effects of horizon radiance variation. 
The effects of horlzon radiance variation were predicted 
using the HRDB to obtain a set of Landsat-4 Earth radiance 
proflles. These prof lIes were used as input to sensor simu-
lation software simllar to the HRMU (described in Sec-
tlon 3). Figure 4.11-6 lilustrates the impulse response 
functlon for the electronics model used in the GSC simula-
tlon software. 
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Figure 4.11-5. Landsat-4 Conical Scanner Ground Track on 
the Earth at 5-Hinute Intervals; Ascend-
ing Node View 
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Impulse Response Function 
The GSC analysis also included fl~ght data showing the ef-
fects of solar and lunar IR radiation and cold clouds on the 
conical scanner output. Their report (Reference l3a) dis-
cusses the noise characteristics of the data and a test of 
an analytical method of IR data correction using a truncated 
Fourier series at the orbital period to represent the 
horizon-radiance-induced errors. The emphasis of this re-
port will be to review the GSC analysis of the effects of 
systematic radiance variation. 
4.11.2.1 Errors Induced by Systematic Radiance Variations 
The predicted ESI and ES2 pitch errors (single solid curves) 
are compared with the flight data (multiple curves) in Fig-
ure 4.11-7. The predicted curves were artificially shifted 
to provide a better comparison of features in the data. The 
figure shows pitch errors as a function of orbit phase angle 
from ascending node for 15 data spans. The GSC analysis 
concluded that the Landsat-4 Earth profile model generated 
with the HRDB successfully predicts many of the key features 
in the residual errors: however, many details in the ampli-
tude and timing features of the predicted errors provide 
mixed results. In general, the HRDB was only moderately 
suitable for a model of the Earth IR horizon used to predict 
the corrections to the Landsat-4 conical scanner data. 
An analytical experiment was performed for this report to 
understand more about which characteristics of the Earth's 
IR horizon stimulate the Landsat-4 conical scanner error 
response and to help interpret the GSC analysis. Two ficti-
tious Earth IR horizon models were generated using an HRDB-
derived Landsat-4 July equatorial radiance profile. 
Figure 4.11-8 is an example of this profile showing the 
three major features of the profile model. 
The first fictitious data set (the scaled radiance model) was 
generated by substituting a scaled version of the equatorial 
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Figure 4.11-7. Residual Errors Compared To Predicted 
Radiance Effects (The predicted func-
tions are offset for comparison.) 
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Figure 4.11-8. Horizon Profile Sample Showing Three Characteristic Features 
(Brightness of a-kilometer tangent height, Ri altitude of 
the 50-percent point, Hi and width of rise, t) 
profile for each latitude bin from the South Pole to the 
North Pole. The scaling factors were 0.76, O.SS, 1.0, 1.0, 
1.0, 1.0, 1.12, 1.20, and 1.24 for the profiles from SOOS to 
SOoN at 20-degree latitude intervals. The Earth IR model 
thus possessed no latitude-dependent effect in the tangent 
height variation of the radiance profiles (except for a 
scale factor), ensuring that the derivative generated by a 
scan from space to Earth into any single profile would have 
the same shape. The goal was to test the amplitude insensi-
tivity of the Landsat-4 derivative locator logic. Fig-
ure 4.11-9 shows tpe O-kilometer profile brightness versus 
latitude for this Earth IR model. A second radiance data 
set (shifted tangent height model) was created by raising 
and lowering the tangent height of the 50-percent radiance 
point on the July equatorial profile to represent the whole 
Earth profile model from SOoN to SOoS. The tangent height 
adjustments were 3.0, 1.5, 0.0, 0.0, 0.0, 0.0, 0.0, -3.0, 
and -6.0 kilometers from SOoN to SOos. 
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Figure 4.11-9. Latitude Dependence of the Scaled Radiance 
Model 
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The scaled radiance model was based on observations from the 
N1mbus-7 LIMS data and other arguments supporting such a 
br1ghtness scaling of the HRDB (Section 2.5). The tangent 
he1ght adJustments were made from evidence in the Honeywell 
data analysis, supported by Project Scanner measurements. 
No 1nformation about the tangent he1ght dependence could be 
obtained from the Nimbus LIMS data because of the arbitrary 
cal1bration of the tangent he1ght scale for that data. Be-
cause of the limitations that have been noted for the RAOBS-
generated HRDB (which depends heav1ly on an extrapolation to 
a standard m1dlatitude atmospheric temperature profile above 
30 kilometers), no analysis of the tangent height variations 
in a normalized version of this data set has been per-
formed. 
Figure 4.11-10 illustrates the results of a simulation with 
the scaled rad1ance model; Figure 4.11-11 shows the results 
of the simulation w1th the shifted tangent height model. 
The f1gures show Earth-in and Earth-out triggering heights 
versus orbit phase angle from the ascending node in the up-
per two segments and p1tch and roll errors versus the phase 
angle in the lower two segments. The error output for this 
more extreme scaled radiance (brightness variation) model 1S 
relat1vely low, but not zero, as would be expected if the 
der1vat1ve locator lOglC were respond1ng totally as a nor-
malizing function. Another p01nt to be noted is that the 
sensor model responds almost llnearly to the changes in the 
tangent heights of the profiles. In addition, when both 
effects are combined, they have a tendency to cancel. Fig-
ure 4.11-12 compares Earth width pitch errors from the two 
effects, both separately and combined. 
The residuals output for the June 22, 1983, data from Refer-
ence l3a are presented in F1gure 4.11-13. The figure indi-
cates that the Earth radiance profile as viewed by Landsat-4 
appears to vary in a manner that could be explained by the 
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Figure 4.11-12. 
(el 
Comparison of Earth Width Pitch Errors 
(a) Scaled Radiance Model 
(b) Shifted Tangent Height Model 
(c) Combined 
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Figure 4.11-13. Residual Errors From Oblate Earth Model for 
Data Span on June 21-23, 1983 
4.11-20 
interaction of the brightness and tangent height effects. 
The actual summer hemisphere appears more uniform than 
modeled. The fictit10us profiles with a greater negative 
(0.05 degree) depression occur in about the same location as 
the br1ghtness-induced errors in Figure 4.11-10. However, a 
O.OS-degree pos1tive error tends to f1l1 this trough, pos-
sibly indicating a more local and less than 3-kilometer in-
crease in the polar tangent heights. In the southern 
port10n of the orbit, a deep negative error (0.3 degree) 
character1stic of twice the tangent height adjustment of the 
f1ctitious model (-6 kilometers) appears to be partially 
f111ed or canceled by the positive error due to the decrease 
1n brightness of the southern polar horizon profiles. The 
brightness adjustment that would cause such a large positive 
error is two or three times lower than the fictitious model 
value of 0.76. 
The evidence suggests that a likely representation of the 
atmospheric radiance prof11es (der1ved from the data of Fig-
ure 4.11-13) is a complex tangent he1ght model rather than 
the s1mple monoton1cally 1ncreasing or decreasing model 
coupled to the brightness dependence. The example in Fig-
ure 4.11-13 was chosen because of 1tS clear trend in all 
orbits for a full day of data. Two weeks later in July, 
atmospher1c cond1t1ons in the w1nter hem1sphere are similar, 
but not as symmetric (Figure 4.11-14). A January example 
illustrated 1n Figure 4.11-15 had sim11ar results for the 
latitude-inverted atmospheric conditions. The figure 111us-
trates the greater degree of 1rregular1ty in the Northern 
(winter) Hemisphere. 
4.11.2.2 Sun and Moon Interference Effects 
Interference in the Landsat-4 conical scanners from the Sun 
and Moon occurred when the Sun or Moon entered a portion of 
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Figure 4.11-14. Residual Errors From Oblate Earth Model 
for Data Span on July 6-7, 1983 
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F1gure 4.11-15. Residual Errors From Oblate Earth Model 
for Data Span on January 19-20, 1983 
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the scan cone that was not electronically blanked. Elec-
tronic blanking was ~n effect for 122 scan degrees centered 
on the space portion of the scan. For the nominal Earth 
scan w1dth angles near 96 degrees, a 71-degree portion of 
the scan (from 61 degrees past zenith to 48 degrees before 
nad1r) was vulnerable to 1nterference. Only ESl was vulner-
able to Sun interference; Figure 4.11-16 illustrates the 
Sun/Earth geometry for th1S sensor as v~ewed from orbit nor-
mal. Moon interference is possible in both sensors; Fig-
ure 4.11-17 ~llustrates the Sun, Moon, and Earth geometry 
for ES2 as v~ewed from behind the spacecraft. 
Data plots 111ustrating the effects of the Sun on the coni-
cal scanner residual plots for the pitch and roll channels 
are presented in Figure 4.11-18. The influence of the Moon 
at full brightness on roll data from ESl and pitch data from 
ES2 is illustrated in Figures 4.11-19 and 4.11-20, respec-
tively. During these orbits, the angle between the Moon and 
orb1t normal changed from 123 to 136 degrees. Moon ~nter­
ference with ES2 occurs twice per orbit in the AOS and LOS 
portions of the scan cone as the Moon rises and sets. 
The Landsat-4 flight data thus demonstrate the degree to 
Wh1Ch the con~cal scanner output 1S modif~ed by Sun and Moon 
IR radiat10n for the Landsat-4 flight geometry. The data 
also show that the electron1c blank~ng system performed well 
for these sensors. Because of constraints imposed by the 
Landsat-4 att~tude control requ~rements, ~t was not possible 
to analyze interference conditions showing the extremes oc-
curring when the Sun crosses the scanner cone near the Earth 
horizon. A more detailed analysis of the evolution of Sun 
and Moon ~nterference on a t~mescale of seconds would have 
contributed significantly to the understanding of the opti-
cal properties of these sensors. No significant interfer-
ence effects were established from cold clouds in the 
scanner FOV. 
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4.11.3 RESULTS AND DISCUSSION 
The Landsat-4 mission offers an excellent opportunity to 
evaluate the performance of the ITHACO conical IR horizon 
scanner. The flight data analysis offers insights into 
methods for processing and correcting attitude determination 
data on future missions that apply these scanners either as 
active components of the control loop or as backup and pri-
marily passive components, as in the Landsat-4 mission. The 
goal of the Landsat-4 analysis was to determine the attitude 
accuracy that can be achieved with the conical scanner sys-
tem; with all corrections applied and neglecting the winter 
hemisphere, this is 0.08 degree (30). This is slightly 
better than the estimates made by Dodgen and Curfman (Refer-
ence 6), who estimated a 3-kilometer (10) horizon altitude 
detection accuracy for a single-beam scanner. Three kilome-
ters is roughly equivalent to a 30 Earth width measurement 
error of 0.18 degree which, when applied to one limb, will 
cause a 0.09-degree pitch error. The estimates of Dodgen 
and Curfman stated that this accuracy level is achievable 
after the application of an accurate model of the Earth IR 
radiance. 
Figure 4.11-21 is a summary of the pitch and roll standard 
deviations from sensor Earth width and phase measurements 
resulting after various stages of GSC model subtraction. 
The quoted 0.08-degree accuracy is a result derived from the 
data illustrated in the bottom row of this figure. The de-
gree to which the individual scanner data can be improved to 
the accuracy of the Dodgen and Curfman estimate is a fUnc-
tion of the accuracy of the horizon radiance model. 
It can be seen from the figure that the HRDB model appears 
to reduce the 30 errors in the phase channels to about 
0.12 degree, with some evidence of a seasonal dependence in 
the standard deviations remaining. It is apparent from the 
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experiments with the fictitious profile model (Sec-
tion 4.11.2.1) and the analysis reported in Section 2 that 
the HRDB model has obvious shortcomings. For scanners with 
derivative locator logic, such as those on Landsat-4, a 
major component of the profile model is the variation in the 
tangent height with latitude and season. Thus, until a 
better model of the Earth radiance profiles is established, 
the 30 accuracy of the conical scanner data (phase meas-
urements in the third row of Figure 4.11-21) is between 
0.12 degree and 0.18 or 0.22 degree, depending on the season 
and month of year. This assumes unrealistically that every 
other source of error in a mission with conical scanners can 
be resolved to the same accuracy as the reference attitude 
in Landsat-4 (i.e., generally 36 arc-seconds). For most 
missions using IR scanners as the primary attitude reference 
and as drivers of the spacecraft control loop, the problem 
is not as straightforward. 
The Earth radiance profile model can be improved, using the 
residuals from Landsat-4 to determine the model of the pro-
file tangent height. GSC applied alignment and bias errors 
of up to 0.25 degree to the IR scanner data to produce these 
results. In-flight determination of these quantities is 
typically complicated by the absence, or the presence of 
only limited amounts, of data from an accurate attitude ref-
erence. 
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4.12 TIROS-N/NOAA-7 
NOAA-7 was the th1rd satellite in the TIROS-N series. 
Although no miss10n support att1tude analysis was performed 
by the ADCS, the mission is of interest here because it 
employed a stat1c Earth IR sensor, the Earth Sensor Assembly 
(ESA), built by Barnes Engineering Company. CSC (under con-
tract to GSFC) performed an analysis to evaluate the re-
sponse of the ESA to the HRDB, the Earth radiance profile 
model d~scussed ~n Section 2.4 (Reference 50). The follow-
ing discussion reviews that analysis and compares the CSC 
results with those obtained from the analyses by Ward et ale 
of Barnes Eng1neering Company (References 63 and 64). 
4.12.1 MISSION REQUIREMENTS AND HARDWARE 
The TIROS-N ser1es of spacecraft, operated by NOAA's National 
Environmental Satellite Serv1ce, prov1de data for the global 
weather experiment and the world weather watch. This series, 
cons1sting of e1ght satellites in Sun-synchronous, near-polar 
orbits, is the third generation of the operational environ-
ment satellite series and complements NOAA's network of GOES 
weather satellites. 
NOAA-7 was launched from the Western Test Range on an ATLAS-F 
booster on June 23, 1981. The pr1me contractor for the sat-
ellite bus, as well as for spacecraft integration and test-
ing, was RCA Astro Electronics. A postlaunch report on the 
mission's attitude determination and control system perform-
ance is presented 1n Reference 65. 
The TIROS-N/NOAA-7 spacecraft is illustrated in Figure 4.12-1 
(Reference 65). The mission can be summarized as follows: 
• Orbit--Sun-synchronous, near-polar, circular, with 
98.8-degree 1ncl1nation and 850-kilometer altitude 
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Figure 4.12-1. TIROS-N/NOAA-7 Spacecraft 
• Attitude configuration--Pitch (Z) axis nominally 
along positive orbit normal, yaw (X) axis along the 
nadir vector, and roll (Y) axis nominally opposite 
the instantaneous spacecraft velocity vector (Fig-
ure 4.12-2, from Reference 66) 
• Attitude determination and control hardware--
Attitude determination and control subsystem 
(ADACS), consisting of the following: 
Earth Sensor Assembly (Figures 4.12-2 and 
4.12-3) 
Single-axis digital Sun sensor assembly 
Four gyros 
Four reaction wheel assemblies 
Two roll/yaw coils 
Two pitch torquing coils 
• Accuracy requirement 
Control--O.2 degree (30) relative to the 
local geodetic frame, for each axis 
Determination--O.l degree (30) relative to 
the local geodetic frame, for each axis 
• Ground support system--None 
The ADACS is an automatic, zero-momentum, Earth-pointing 
control system. Rate information is derived from the IRU, 
which contains three orthogonal and one skewed, strap-down, 
rate-integrating gyros. The reaction wheels are unloaded 
periodically by two air-core magnetic coils. Emergency 
wheel unloading and despin capability is available using 
nitrogen thrusters. All attitude control calculations are 
performed by an onboard computer that reads the attitude 
sensors and calculates control torques to the wheels every 
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half second. The spacecraft ephemeris is computed by the 
geometric data (GEODAT) software module, which is periodi-
cally used to update an onboard table of parameters via 
ground command. The yaw error calculated with the Sun sen-
sor assembly output is used to update the IRU yaw attitude 
calibration once per orb~t. Attitude changes between up-
dates are derived from the combined output of the pitch, 
yaw, and roll gyros. 
The ESA is a static IR sensor designed to operate over an 
alt~tude range of 740 to 926 k~lometers. The ESA ~ndepend­
ently v~ews a segment of the horizon in each of four quad-
rants and prov~des four sets of measurements for pitch and 
roll attitude determinat~on (Figure 4.12-2). The two 
A-detectors ~n each quadrant are connected ~n parallel and 
produce a single averaged output to minimize errors due to 
rad~ance gradients along the horizon. The output from the 
A- and B-detectors ~s used to calculate the horizon penetra-
tion ~n the quadrant. This penetration is a pure number 
ranging from 0 to 1, where 1 represents total penetration. 
The S detectors view cold space and measure the amount of 
energy that the detectors in each quadrant are losing to 
space. A major design feature of the ESA is an offset radi-
ation source that reduces the net radiation loss to space by 
supply~ng heat equally to all detectors. The 12 independent 
detector (A, B) outputs are sequentially sampled by a commu-
tator and mult~plexed ~nto a single electronic process~ng 
channel to eliminate channel asymmetry. A low-noise pre-
amplif~er provides the proper dr~ve levels for the l6-bit 
analog-to-digital converter. The digitized radiance signals 
are formatted and provided, on request, to the control in-
terface un~t. The digital signal ~s supplied to the space-
craft data processor every 0.5 second for attitude 
computat~on. The dig~tized radiance signals from the four 
space-view~ng detectors are also fed to the offset radiat~on 
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source controllers, where they are used to regulate the 
amount of heat generated. The spectral band of the ESA is 
dp-termined by the filter on the lens and by the absorption 
characteristics of the germanium optical elements. The com-
posite spectral response is shown in Figure 4.12-4 (Refer-
ence 50). 
4.12.2 PREDICTED ATTITUDE ERRORS 
The study by CSC (Reference 50) used the HRDB generated by 
the LOWTRAN 5 program from 1972 radiosonde observations to 
model atmospheric radiance (Reference 18). The HRDB data 
were integrated over the ESA spectral response function to 
create a data base containing integrated horizon radiance 
profiles for NOAA-7. 
A simple orbit generator was used to compute the spacecraft 
ephemeris from the following orbital elements: 
• Semimajor axis, 7224.35 kilometers 
• Eccentricity, 0.0 
• Inclination, 98.8 degrees 
• Ascending node, 90.0 degrees 
• Argument of perigee, 0.0 degrees 
• Mean anomaly, 0.0 degrees 
This combination of semimajor axis, eccentricity, and in-
clination resulted in a circular, Sun-synchronous orbit. 
The total radiation on each detector (RA or ~) was com-
puted, and the horizon penetration in each quadrant, Xi' 
was obtained as follows: 
i = 1, 2, 3, 4 
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The spacecraft pitch (p) and roll (r) errors were then com-
puted (allowing for a 45-degree rotation from the sensor 
frame to the spacecraft pitch and roll axes) as follows: 
1 ( 1 1) 
12 -1 1 
The computed pitch and roll errors for July using the HRDB 
are shown in Figures 4.12-5 and 4.12-6. The ordinate shows 
the pitch or roll error in degrees, and the abscissa rep-
resents the orbit phase angle from the ascending node in 
degrees. 
A similar computation by Barnes Engineering Company (Refer-
ence 63) used an updated version of the CORPS program devel-
oped by Honeywell. The input temperature profiles to the 
CORPS program were obtained from an LMSC data base compiled 
and reported in 1967 (Reference 67). Like the temperature 
profile data used by LMSC for the Seasat IR scanner analysis 
(Reference 8), these were Northern Hemisphere data, latitude 
inverted to provide a full-Earth IR horizon model over the 
year. One limitation of this model is that it results in 
temperatures that are too high over the South Pole in July. 
The Barnes Engineering results (Reference 63) for pitch and 
roll errors from January data are illustrated in Fig-
ure 4.12-7. The data in this figure were replotted to allow 
comparison with the corresponding CSC results. The sign of 
the data has been adjusted to agree with the later report of 
the results (Reference 64). When compared with the original 
CSC HRDB results (Figures 4.12-5 and 4.12-6), the Barnes 
Engineering results show twice the peak-to-peak pitch and 
three times the zero-to-peak roll variation of the original 
CSC results. 
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o 
When the HRDB profiles are adjusted to agree with the 
Nimbus-6 LRIR data (see section 2.5), the peak-to-peak 
amplitude of the pitch errors predicted by the CSC analysis 
increases to 0.1 degree and the roll errors increase to 
0.02 degree. The CSC results with the adjusted July profile 
model are illustrated in Figures 4.12-8 and 4.12-9. The 
January results from Barnes Engineering Company and the July 
results from CSC are analytically compared by adjusting the 
orbit angle of the January data 180 degrees relative to the 
July data. The CSC radiance model result still appears to 
predict one-half the roll error and slightly less pitch 
error than the Barnes analysis. The sign of these results 
is consistent with the definition of the pitch and roll axes 
illustrated in Figure 4.12-2. 
4.12.3 MISSION DATA ANALYSIS 
In their analysis of the attitude data from NOAA-7, Ward 
et a1. (Reference 64) attempted to extract the horizon radi-
ance component of the pitch variation by two methods. The 
first method used spacecraft gyro data and a model of the 
pitch motion that included the effects of Earth oblateness 
and orbit eccentricity. The difference between the model 
and the gyro data was attributed to control system response 
to ESA errors. The second method used ESA data to derive 
the radiance intensity in each quadrant of the ESA. The 
results from the first method were inconclusive, but with 
refinement the method could prove useful. The results from 
the second method show radiance intensities with the same 
general shape as those computed from the atmospheric radi-
ance model (Reference 63). The model did not, however, 
match the amplitude extremes indicated by the ESA measure-
ments. 
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4.12.4 RESULTS AND DISCUSSION 
The analysis of the NOAA-7 ESA response to the original HRDB 
resulted in the lowest error response that had been computed 
to that time for an Earth IR sensor system. Subsequent 
analysis by CSC (reported in Section 2) demonstrated that 
part of this low error response was due to IR radiance pro-
file modeling errors in the HRDB. A comparison of the CSC 
results with results from a similar analysis by Barnes Engi-
neering Company further supported this explanation. When 
the CSC model of the ESA was rerun using a July Earth radi-
ance model adjusted to agree with Nimbus-6 LRIR temperature 
profiles, the predicted pitch and roll errors increased to 
values nearer those obtained by Ward. 
The significance of the results of modeling the ESA can be 
summarized as follows. The error signal from a single quad-
rant of the ESA is independent of the horizon radiance in-
tensity in that quadrant. Therefore, raising and lowering 
the radiance intensity uniformly in the A and B FOV sectors, 
either in the flight system or in the simple "integration of 
the FOV" analytical model, should not change the Xi output 
from that quadrant. A change in the ESA error output will 
be caused by (1) changes in the radiance gradient in the 
lateral (horizontal) and sky-to-Earth directions within a 
sector FOV array and (2) increases and decreases in the tan-
gent height of the edge of the Earth IR profile in a given 
sector. 
The change in response observed between the nominal and ad-
justed HRDB profile models was induced by an increase in the 
north/south radiance gradient. This is a lateral gradient 
influencing the pitch errors in the mid1atitudes and a sky-
to-Earth gradient for roll errors at the maximum latitudes 
of the orbit. Changes in the radiance across the 6-degree 
triangular FOVs shift the output away from the values that 
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would be obtained if the radiance were uniform. Increases 
in brightness toward the apex of the A-detector FOV will 
have more effect on the B-detector FOV output. Similarly, 
increases in brightness toward the apex of the B-detector 
FOV will have a greater effect on the A-detector FOV output 
relative to a uniform horizon bisecting the centers of the 
A- and B-detector FOVs. Changes in the horizon profile edge 
tangent height have a direct influence on the output of the 
ESA. Thus, the degree to which either the CSC or Barnes 
estimate of errors reflects the actual flight response may 
depend on the accuracy with which either horizon profile 
model represents the latitude dependence of the profile edge 
tangent heights. 
A modest effort was made to analyze NOAA-7 flight data by 
Ward et al. (Reference 64) in which the general features of 
the sensed Earth radiance were correlated with the Earth 
radiance model. The measured radiance data showed larger 
extremes than predicted by the model used in their work. A 
detailed analysis of flight data from the NOAA-7 ESA could 
add significantly to the development of a good representa-
tive Earth IR horizon profile model and should be pursued in 
the future. 
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SECTION 5 - CONCLUSIONS AND RECOMMENDATIONS 
This document surveyed 10 years of experience in applying IR 
Earth horizon sensors to attitude determination and perform-
ing analyses to model the performance of these sensors. The 
massive Project Scanner study was reviewed for the purpose 
of establishing the state of the art (circa 1969) and making 
this information available to current users. The IR sensor 
modeling analysis and IR sensor flight data analysis were 
based primarily on those missions that were the direct re-
sponsibility of the ADCS at GSFC. Flight data and analysis 
from missions such as SME, TIROS-N, and Landsat-4 were in-
cluded to illustrate alternative analysis approaches and to 
extract specific information about the Earth radiance. The 
material presented supports the following observations: 
• Early spaceflight experience (1960s) with IR sen-
sors established guidelines for IR attitude sensor design, 
operation, and space system integration that are still valid 
and necessary considerations for current versions of the IR 
sensing systems. 
• The analysis of the behavior of the Earth's IR pro-
file in the ls-micrometer band by LRC and Honeywell estab-
lished an understanding of the physical factors influencing 
the Earth's IR image in that band and resulted in a method 
of deriving the IR profile intensities from atmospheric tem-
perature profiles. The Project Scanner radiance profile 
measurements confirmed the validity of these procedures for 
the homogeneous summer atmosphere conditions. They also 
illustrated the degree to which the horizontal nonuniformity 
characteristic of the high-latitude winter atmosphere caused 
disagreement between the measured and computed radiance pro-
files using data over a given geographic location. 
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• Flight data analysis from the Seasat-l, AEM/SAGE, 
DE-2, and Magsat missions showed that most of the effects 
cautioned against by the flight experience in the 1960s 
occurred again to a lesser degree in the 1970s. 
• Using the results of the Earth IR profile analysis 
and the Project Scanner measurements of Earth profiles, 
limits on attitude performance accuracy were established for 
a hypothetical IR scanner system with the output data cor-
rected by an oblateness-like IR Earth radiance model. The 
errors established were assumed to originate primarily from 
the unmodeled variations in the Earth's IR image. 
• The prelaunch analysis of the Seasat-l IR scanner 
demonstrated that valuable information about the in-flight 
performance of an Earth sensing system can be obtained with 
a longitudinally averaged, latitude-dependent Earth IR pro-
file model tailored to the specific sensor and reasonably 
accurate models of the Earth scanning geometry and sensor 
signal processing electronics. In addition, the analysis 
provided a means of estimating the oblateness-like radiance 
errors for postlaunch attitude data enhancement. 
• The Seasat-l flight data analysis verified the 
existence of cold cloud effects in the flight data and con-
firmed the preflight analysis that predicted the magnitude 
of these effects. 
• The development of a capability by GSFC and CSC to 
generate IR Earth profile models tailored to a given IR sen-
sor passband showed that the LOWTRAN 5 program was analyt-
ically sufficient, but that the input Earth temperature 
profiles were inadequate to represent the high-latitude 
seasonal effects. This latter result was established by a 
direct comparison of the analytical representation of the 
Nimbus/LIMS data with the Nimbus/LIMS Profile-R flight data. 
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• The review of Nimbus/LIMS Profi1e-R data performed 
to evaluate the accuracy of the GSFC/CSC Earth IR model also 
demonstrated the degree of variability of the Earth IR image 
in the narrow and wide CO2 passbands centered at 15 micro-
meters. This provided representative models of the degree 
and geographical extent of atmospheric IR radiance variabil-
ity that enhanced the reliability of analysis to estimate 
the magnitude of these effects on the IR sensor attitude 
sensing accuracy. 
• Detailed ray trace analysis of the IR scanner field 
of view showed that, for the ERBS flight system modeling, 
the detail was inconsequential. However, the analysis showed 
that the effect is significant for the ground calibration 
where the assumption of an object at infinity does not hold. 
• An evaluation of the IR sensor modeling software 
showed that, for the most part, only general features (rise 
times, gain, and delays) in the signal processing are neces-
sary for reliable results. The evaluation also indicated 
that great care should be taken to ensure the accuracy of 
the integration procedures in computing the IR input pulse 
and in convolving this pulse with the electronics response 
function to obtain the output pulse. 
• Analysis of the Landsat-4 IR sensor data using an 
accurate «36 arc-sec) attitude reference from the OBC 
showed that improved performance has been achieved with the 
derivative locator logic used in the conical scanner, when 
compared to the normalized threshold and fixed-threshold 
sensors. Conclusive data on the latitude dependence of the 
Earth IR horizon tangent height was not, however, obtained 
from the Landsat-4 data, because the derivative locator 
logic showed significant sensitivity to the brightness var-
iations in the IR profiles. 
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• The Landsat-4 IR sensor analysis also showed that 
the limit of an ideal IR sensor attitude accuracy is in the 
range of 0.1 degree (30) with the winter hemisphere re-
moved, which agrees approximately with the estimates by 
Dogden and Curfman in 1969. However, when an accurate ref-
erence attitude is not available and the winter hemisphere 
is included, the 30 accuracy is still between 0.15 and 
0.20 degree. 
• Analysis of SME data demonstrated an alternative 
method of horizon altitude estimation and data correction 
using the temperature and altitude of the 5-millibar level 
from the NMC data base. 
Overall, the analyses presented in this document confirm the 
existence of a systematic season- and latitude-dependent 
horizon radiance effect in the IR scanner data. The accu-
racy of modeling this effect is currently limited by short-
comings in the temperature profile data used to synthesize 
the radiance profiles. Improvements in the temperature pro-
file data base supported by Nimbus/LIMS data and Nimbus/LRIR 
data can be made to enhance the overall accuracy of the 
Earth IR radiance model. with these improvements and the 
application of an associated oblateness-like correction to 
IR scanner data, accuracies would still remain between 0.15 
and 0.2 degree for flight systems. Further enhancement in 
the accuracy of the Earth IR model can be obtained for sys-
tems with derivative locator logic by analysis to improve 
the understanding of the latitude dependence of the tangent 
heioht of the radiance profiles. Some evidence for this 
exists in the Project Scanner data and in the Landsat-4 
data, when the influence of brightness variations is ade-
quately accounted for in the flight data. 
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Improvements in the accuracy of the methods using longitudi-
nally averaged radiance profiles can be achieved by compil-
ing a comprehensive data base of world temperature profiles 
from the NMC. Furthermore, with methods similar to those 
used for analysis of the SME data, it may be possible to 
correct IR scanner data on a daily basis. This procedure 
would involve using the most strongly correlated parameters, 
such as the temperature and altitude of the 5-millibar 
level, to derive a local (longitude and latitude dependent) 
horizon altitude correction. Whether significant improve-
ments in the quality of the flight data can be made, using a 
local daily model of the Earth IR profiles, again depends on 
the degree of horizontal uniformity in the atmosphere viewed 
by the flight system. 
Finally, although improved attitude sensing accuracy is one 
of the goals influencing the IR sensor designs and support-
ing analyses presented in this document, it is equally 
important to understand the IR sensing technology and the 
factors that influence the performance accuracy of the var-
ious sensors. It is hoped that this document will assist 
the reader in the rapid assimilation of information that was 
acquired over a decade of mission support analyses. It is 
also hoped that the information presented in this document 
increases the probability of success in the application of 
IR sensors in future spaceflight missions. 
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ACS 
ADACS 
ADCS 
ADS 
AE 
AEM 
AOS 
APL 
ATS 
BHS 
CEP 
CORPS 
CSC 
DC 
DE 
DSAI 
EMI 
ERBS 
ESA 
FADS 
FHST 
FOV 
FSS 
GOALS 
GOES 
GSC 
GSFC 
HCMM 
HRDB 
HRI4U 
IPAT 
IPD 
GLOSSARY 
attitude control system 
attitude determination and control subsystem 
Attitude Determination and Control Section 
attitude determination system 
Atmosphere Explorer 
Applications Explorer Mission 
acquisition of signal 
Applied Physics Laboratory 
attitude transfer system 
body-mounted IR horizon sensor 
cylindrical electrostatic probe 
Comprehensive Radiance Profile Synthesizer 
Computer Sciences Corporatiou 
direct current 
Dynamics Explorer 
digital solar aspect indicator 
electromagnetic interference 
Earth Radiation Budget Satellite 
Earth Sensor Assembly 
fine attitude determination system 
fixed-head star tracker 
field of view 
fine Sun sensor 
Geometric Optical Analysis of Lens Systems 
Geostationary Operational Environmental Satellite 
General Software Corporation 
Goddard Space Flight Center 
Heat Capacity Mapping Mission 
Horizon Radiance Data Base 
Horizon Radiance Modeling utility 
Inverted Profile Archival Tape 
Information Processing Division 
G-l 
IR 
IRU 
JCL 
LASP 
LIMS 
LMSC 
LOS 
LRC 
LRIR 
LTE 
MIT 
MMS 
NASA 
NCAR 
NCC 
NMC 
NOAA 
NSSDC 
OBC 
OGO 
OlD 
PWI 
RAOBS 
RCS 
rpm 
rpo 
SAGE 
SAS 
SME 
SMS 
STP 
SWA 
TDRS 
infrared 
inertial reference unit 
job control language 
University of Colorado Laboratory for Atmospheric 
and Space Physics 
Limb Infrared Monitor of the Stratosphere 
Lockheed Missiles and Spacecraft Company 
loss of signal 
Langley Research Center 
Limb Radiance Inversion Radiometer 
local thermodynamic equilibrium 
Massachusetts Institute of Technology 
Multimission Modular Spacecraft 
National Aeronautics and Space Administration 
National Center for Atmospheric Research, Boulder, 
Colorado 
National Climatic Center, Asheville, North Carolina 
National Meteorological Center 
National Oceanic and Atmospheric Administration 
National Space Science Data Center 
onboard computer 
Orbiting Geophysical Observatory 
optical intensity distribution 
Plasma Wave Instrument 
radiosonde observations 
reaction control system 
revolution per minute 
revolution per orbit 
Stratospheric Aerosol Gas Experiment 
Small Astronomy Satellite 
Solar Mesosphere Explorer 
Synchronous Meteorological Satellite 
standard temperature and pressure 
Scanwheel assembly 
Tracking and Data Relay Satellite 
G-2 
TIROS 
USGS 
UT 
VIRGS 
VISSR 
WHS 
Television Infrared Observation Satellite 
U.S. Geological Survey 
universal time 
VISSR Image Registration and Gridding System 
visible and IR spin scan radiometer 
wheel-mounted IR horizon sensor 
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