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The reconstruction of attosecond beating by interference of two-photon transitions (RAB-
BIT) technique is one of the most widely used methods for studying ultrafast electronic dy-
namics in atomic and molecular systems. Here we show how angle-resolved photo-emission
spectroscopy in solids can be used to make the RABBIT technique applicable in the bulk of
crystals. Similar to atoms, we show that the phase of the RABBIT beating in the photoelec-
tron spectra coming from the bulk of solids is sensitive to the phase difference of the dipole
couplings between bands and it experiences a shift of pi as one of the quantum paths traverses
a band. In contrast to atoms, in solids the pump and probe pulses do not need to overlap to
obtain the characteristic RABBIT beating as long as the pulse separation is shorter than the
timescale of electronic decoherence - this provides a method to extract dephasing times.
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1 Introduction
Advances in ultrafast laser technology during the last two decades have given rise to the field
of attosecond science - the study and control of electron dynamics at their natural (attosecond)
timescale 1, 2. Among the experimental techniques that made this possible, the reconstruction of
attosecond beating by interference of two photon transitions (RABBIT) stands out 3–8. Since it uses
weak electric fields, it allows one to monitor coherent electronic dynamics that are barely modified
by the laser. RABBIT relies on the controlled interference of quantum paths in a pump-probe
scheme. The quantum paths are created by two harmonics (2N ± 1)ω of a frequency comb (the
pump) that photo-ionize an initial bound electronic state and are made to interfere by adding a weak
ω-field. The harmonic comb is usually generated using a strong fundamental field of frequency ω
on an inversion symmetric target, thus guaranteeing that no even harmonics, i.e., 2Nω, are present.
The interference of the (2N±1)ω paths in the ionization continuum is controlled by time-delaying
a weak replica of the generating ω field (the probe) that creates sidebands at 2Nω energies whose
amplitude oscillates as a function of the pump-probe delay τ 3, 5, 9,
A2N = |A2N+1|2 + |A2N−1|2 + 2|A2N+1||A2N−1| cos(2ωτ + θ2N). (1)
The equation above is the characteristic equation of RABBIT, computed using second-order per-
turbation theory, where |A2N±1| is the two-photon transition amplitude from the initial bound elec-
tronic state to the photoelectron continuum with final 2Nω energy that contains the 2N ± 1 har-
monic. Each of these two transition amplitudes contain two paths, corresponding to absorbing the
ω photon before and after the harmonic photon. Eq. 1 relates the measured observable, i.e., the
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sideband beating frequency 2ω and its phase θ2N = ∆φ2N + ∆ϕ2N , to the phase difference of the
(2N ± 1) harmonics in the comb, ∆φ2N = φ2N+1−φ2N−1, and the so-called atomic phase ∆ϕ2N .
For long pulses, the latter corresponds to the difference in the argument of the two-photon matrix
element of the 2N ± 1 paths 9, 10, i.e., ∆ϕ2N = arg
[
M(2)2N+1/M(2)2N−1
]
. From the phase of the
transition matrix elements, one can extract photo-ionization time delays 6, 10–14 and reconstruct the
temporal evolution of electronic wavepackets 7, 15 - two hallmarks of attosecond science.
In the last decade, attosecond science has advanced from atomic and molecular targets to-
wards condensed matter systems 16. Techniques such as high harmonic spectroscopy 17, high side-
band generation 18, attosecond streaking 19, 20 and x-ray absorption spectroscopy 21, 22 have been
implemented in solids, allowing e.g., to image valence potentials with picometer resolution 23,
track metal-to-insulator 24 and topological phase transitions 25, 26, characterize inelastic scattering
time in dielectrics 27, or control and measure the valley degree of freedom 18, 28. The RABBIT
technique has been recently used to perform time-resolved photoemission experiments from solid
surfaces, i.e., surface RABBIT 29, 30, where the time delay of electrons emitted from noble gas
surfaces to the photoionization continuum was extracted.
However, despite its potential, the RABBIT technique has not been applied to study dynam-
ics in the bulk of solids, i.e., transitions between bands. Here, we demonstrate how, in combination
with angle-resolved photo-emission spectroscopy (ARPES) measurements, RABBIT in solids can
be implemented. Similar to atoms, we show that the phase of the RABBIT beating contains in-
formation on the phase of the dipole couplings between bands, i.e., the Berry connections, which
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will also allow one to extract excitation time delays associated with interband transitions. Further-
more, unlike atomic and molecular RABBIT, where the beating disappears when pump and probe
pulses do not temporally overlap, in solids the RABBIT beating remains even when the pump and
probe pulses are non-overlapping as long as their temporal separation is shorter than the electronic
dephasing time. Using this fact, we show that dephasing times can be obtained by tracking the
temporal decay of the RABBIT beating for non-overlapping pump and probe pulses.
2 Results
To simplify the discussion, we first consider a square lattice model with four bands: three conduc-
tion bands and one valence band. The method and results are general, and at the end we apply
the method to monolayer hexagonal boron nitride. The band structure of the square model in
the x direction is illustrated in Fig. 1. The three conduction bands are separated at the G point
by ∆E = 0.1718 a.u = 4.67 eV. We will hence take this value as our fundamental (probe) fre-
quency ω. Since we consider only one valence band, there are only two relevant two-photon paths,
shown in Fig. 1. The valence band is resonant at G with the first and third conduction bands via
the 13th and 15th harmonics of ω. Since we are interested only in sideband E14ω, and the in-
tensities of the fields are kept weak, we will use a pump field composed only of harmonics 13ω
and 15ω. Inclusion of other odd order harmonics in the comb will not modify the results. As
we mentioned, it is important that the fields are kept weak to minimize intraband (“horizontal”)
transitions and ensure a perturbative process where Eq. 1 is valid. We used fields with intensity
IH13,pump = IH15,pump = 0.33 GW/cm2 and Iω,probe = 1.32 GW/cm2, and duration of 20 fs of full
4
width at half maximum. Both the pump and probe pulses are linearly polarized along x.
The pump pulse populates the first and third conduction bands atG via a one-photon resonant
process. The time-delayed probe, carried at ω = 0.1718 a.u., populates the second conduction band
(orange curve in Fig. 1b) at G via two quantum paths: (i) through the upper harmonic (2N + 1)ω
by absorption of an ω photon, (ii) through the lower harmonic (2N − 1)ω by stimulated emission
of an ω photon. As we change the pump and probe time delay (Fig. 1a), the two two-photon paths
interfere differently, and the population at G in the second conduction band oscillates according to
Eq. 1.
In Fig. 2a,b we show the k-resolved electron population of the second condution band (the
sideband) for two time delays separated by pi/(2ω), that is, half the RABBIT period. The electronic
populations of each band in the Brillouin zone are computed after the interaction with the fields;
this observable can be accurately obtained from ARPES measurements. The electron population
displays a maximum at G for panel (a) and a minimum for panel (b), indicating opposite path
interference in accordance to the RABBIT mechanism. To visualize it more clearly, we integrate
the electron population over a circle of radius ∆k = 0.01 a.u. around the G point. Fig. 2c,d,e
shows the integrated electron population at several pump-probe time delays covering one optical
cycle, i.e., two RABBIT periods. Panels c,d,e correspond to the populations in the third, second
and first conduction bands, respectively. The population in all of the bands oscillate with the
RABBIT frequency. As in atomic and molecular systems, the sideband oscillates out of phase with
the “harmonics”, i.e., the first and third conduction bands, which are driven by first and third-order
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Figure 1: The RABBIT scheme. (a) The pump, composed of an odd harmonic comb of the
fundamental frequency ω, and the probe, carried at the fundamental frequency ω, are delayed in
time with attosecond precision. Their time delay is defined as the distance between the peaks of
their temporal profiles. (b) Band structure of the four-band model considered in this work in the
direction of laser polarization. Blue arrows indicate absorption of a pump photon, while red arrows
indicate absorption/stimulated emission of a probe photon.
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processes.
One of the main observables in RABBIT measurements is the phase of the oscillations. This
phase gives access to the relative phase of the harmonics in the comb, and to the difference in the
argument of the two-photon transition matrix elements of the two paths, i.e., the atomic phase. For
illustration purposes, we have fixed the relative harmonic phase, an experimentally controllable
quantity, to φH15 − φH13 = pi. The RABBIT phase that we observe is therefore linked exclusively
to the atomic phase. In the case of solids, the atomic phase ∆ϕ is proportional to the Berry
connections between the bands, Anm(k) = i 〈un(k)|∂kum(k)〉, where un(k) is the periodic part
of the Bloch function of band n. In our case, ∆ϕ ∝ arg [A32A03/(A12A01)], where the subindices
0, 1, 2, 3 refer, respectively, to the valence band, first, second and third conduction bands, and the
Berry connections are taken along the laser polarization axis.
To show the sensitivity of the RABBIT beating phase to the phase of the Berry connections,
we made simulations on another system (system 2) with exactly the same band structure as the pre-
vious square lattice system (system 1, Fig. 1b), but with different Berry connections (see Methods
for details on the implementation). The amplitude and phase of the two-photon Berry connections
of systems 1 and 2 are shown in Fig. 3a. The phase of system 1 (red solid curve) and of system
2 (red dashed curve) differ by ∼ pi at the G point. This ∼ pi phase shift is clearly reflected in
the phase of the RABBIT beating at G (Fig. 3b), which was extracted in the same way as that in
Fig. 2b-d. RABBIT can therefore be used to extract the amplitude and phase of transition matrix
elements between bands in the bulk of solids in the same way as it can be used to extract photo-
7
0.60
0.65 E(2N+ 1)
0.00
0.05
0.10 E2N
0.50 0.25 0.00 0.25 0.50
0.30
0.35 E(2N 1)
time delay [o.c.]
no
rm
al
ize
d 
ex
cit
ed
 p
op
ul
at
io
n
(c)
(d)
(e)
(a) (b)
Figure 2: RABBIT beating in solids. (a,b) k-resolved populations of the second conduction band
(the sideband), for a time delay of (a) τ = 0 and (b) τ = pi/(2ω), showing the different interference
pattern at G. (c,d,e) k-integrated population (in a small region centered at G) of the (c) third, (d)
second and (e) first conduction bands as a function of the pump-probe time delay (in optical cycles
of ω). The population oscillates following the 2ω RABBIT beating frequency.8
ionization matrix elements in atoms, and thus allows to obtain time delays of interband transitions.
One of the most striking examples of the link between the RABBIT beating phase and the
atomic phase is that in which one of the harmonics traverses a resonance 7, 31–35. In two-photon
resonant ionization through atomic bound states, the variation of the atomic phase as a function of
the detuning from the resonance displays a phase shift of pi. In the RABBIT protocol, provided
one of the two-photon paths traverses a resonance while the other path remains unchanged, the
RABBIT phase will also display the pi phase shift as a function of the harmonic-resonance detun-
ing 31. A question that arises is what happens in the case of band-band transitions in solids? Does
the RABBIT phase display a pi shift as a function of the harmonic detuning from one of the bands?
To answer this question, we changed the frequency of harmonic H13, while leaving all other
field parameters the same; in particular, the frequencies of H15 and the fundamental remain un-
changed. Here, we consider again only system 1. Fig. 3c,d shows the RABBIT beating and phase
as a function of the detuning between the center frequency of H13 and the first conduction band at
G, calculated by fitting the RABBIT beating to Eq. 1. As in the case of atomic bound states, the
RABBIT phase displays a clear pi phase shift as the band is crossed.
So far, we have demonstrated how the RABBIT technique can be applied to solids, allowing
to extract the same dynamical observables as in atoms or molecules. We have done so assuming
no electronic decoherence. The fundamental difference between RABBIT in atoms and in solids
is that in the former transitions generally occur through continuum states. In solids, they occur
through bands. If the pump and the probe pulses do not overlap, radiative transitions between con-
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Figure 3: RABBIT phase dependence on the atomic phase. (a) Amplitude (blue curves, left axis)
and phase (red curves, right axis) of the two-photon Berry connections, AnmAin, where i = 0 is
the valence band, n = 1, 3 is the intermediate band in paths 2N − 1 and 2N + 1, respectively, and
m = 2 is the second conduction band. The solid curves refer to system 1 and the dashed curves
to system 2 (see text and Methods for details). (b) Sideband population beating at G for system
1 (solid curve) and system 2 (dashed curve). The beating amplitude of system 2 is enhanced 150
times so it is visible in the same scale. (c) Sideband population beating atG in system 1 for various
frequency detunings ∆ = H13−E1(G) between harmonic 13 and the energy of the first conduction
band atG. (d) RABBIT phase of the beatings in panel (c) as a function of the detuning ∆, extracted
from fitting to Eq. 1. 10
tinuum states are forbidden, while those between bands are allowed. As long as there is coherence
between the bands, and the conduction band population has not relaxed to the valence band, the
quantum paths will interfere leading to a RABBIT beating even when the pump and the probe
pulses do not temporally overlap.
In a simple picture, decoherence is produced by collisions which modify the field free band
structure of the material. In the RABBIT scheme, decoherence can be thought of as the incoherent
average of many measurements with different beating frequencies summing up to cancel the beat-
ing. The dephasing time is thus related to how wide the range of these frequencies is. In our case,
dephasing time is introduced in the common approach via the density matrix formalism, using a
dephasing parameter T2 that exponentially suppresses the non-diagonal elements of the density
matrix (see Methods for further details). This allows us to study how the RABBIT beating changes
in materials with different dephasing times.
In Fig. 4b we show the RABBIT beating of the sideband population when the pump and
probe pulse are non-overlapping, separated by t0 = 121 fs (Fig. 4a). In absence of electronic
decoherence, i.e., when T2 →∞, the amplitude of the RABBIT beating does not decay with time
and remains strong. For the same separation between the pulses, the beating amplitude is strongly
suppressed when T2 = 100 fs and it is completely cancelled for T2 = 2 fs. Therefore, RABITT in
the limit of non-overlapping pulses offers an opportunity to extract dephasing times.
When dephasing can be well approximated by a constant exponential decay of the coherence,
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the RABBIT beating amplitude will simply follow the function
f(t) = Ae−t/T2 cos [2ωt+ θ] +B, (2)
where A, B, θ and T2 are fitting parameters (many of which can be strongly bounded by looking
at the RABBIT spectrum). For more complex decoherence mechanisms, the fitting function may
need to include more parameters but the general approach still remains valid.
Fig. 4 shows the RABBIT beating in a system with T2 = 5 fs for a wide range of times,
from overlapping pulses at t = 0 to non-overlapping at t > 90 fs. To reduce computational
cost, the duration of the pulses in this case was limited to 10 fs full width at half maximum. The
beating amplitude starts to decrease at around t = 60 fs, and follows an exponential decay as
a consequence of electronic decoherence. Fitting the beating to Eq. 2 in the time range of non-
overlapping pulses (i.e., t > 90), yields a value of the dephasing parameter of T (fit)2 = 5.06 fs, in
perfect agreement with the numerical input value. The same fitting procedure is applied in Fig. 4d,
where the dephasing parameter was set to T2 = 20 fs, retrieving a fitted value of T
(fit)
2 = 18 fs.
In the above we have neglected the effect of population relaxation, which will lead to a similar
decay of the RABBIT signal, since the timescale of population relaxation is generally much larger
than that of dephasing. We note, however, that the decay of the RABBIT signal in solids due to
population relaxation should be analogous in nature to that observed for the case of transitions
through autoionizing atomic states when the pulses do not overlap 33.
While the RABBIT scheme itself has no intrinsic limitations regarding the energy distance
between the bands, i.e., the three conduction bands can be separated by different energy distances,
12
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Figure 4: (a) Pump and probe pulses separated by a time delay τ = t0+0.0, where t0 = 121 fs. (b)
Sideband population beating at G created by the non-overlapping pulses in panel (a) as a function
of their time delay τ for three dephasing times: no decoherence (green curve), T2 = 100 fs (purple
curve) and T2 = 2 fs (red curve). (c) In orange, the sideband population beating at G for pump-
probe time delays τ ranging from perfectly overlapping pulses (τ = 0 fs) to non-overlapping
(τ > 90 fs). The dephasing time is T2 = 5 fs. In black, the fitting to Eq. 2 in the region of non-
overlapping pulses. (d) Same as panel (c) but for a dephasing time of T2 = 20 fs and for a range
of time delays where the pulses are always non-overlapping
.
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this will require phase-locking of four colors, which is non-trivial. To use the common implemen-
tation of RABBIT, in which high harmonic generation is used to phase lock the fundamental field
with its high order harmonics, the three conduction bands are required to be equally energetically-
spaced at one specific k-point. As it turns out, meeting this requirement is rather common.
As an example of RABBIT in a real solid, we choose 2D hexagonal boron nitride (hBN).
The bands and couplings are calculated from first principles using density functional theory. We
included all relevant bands in the energy region of interest, that is, two pz bands and six sp2 bands.
In a region of the 1D path connecting the points K (or, equivalently, −K) and M , the sp2 con-
duction bands are separated by roughly the third harmonic of a standard 800 nm Ti:sapphire laser,
∼ 0.167 a.u.. Fig. 5a shows the band structure of hBN along this path in units of the fundamental
frequency ω = 0.167 a.u.. At the k-point where the blue and red arrows are located, which cor-
responds to the origin of the white circle in Fig. 5b, the three sp2 conduction bands are separated
by one ω photon, and the lower and upper sp2 bands are resonant with the lower sp2 valence band
by the 7th and 9th harmonic, respectively. This region thus naturally lends itself to be probed via
the RABBIT method, with the fields being produced in the usual way, i.e., the harmonic pumps
generated via high harmonic generation from an inversion symmetric target using the fundamental
ω field. Moreover, at the k-point considered, the lower sp2 valence band is not resonant with other
valence bands through the exchange of an ω photon, which reduces the relevant interfering paths
to two, as in the case of the model above and as it is usual in atomic RABBIT (Fig. 5a).
Using ω as our probe field and 7ω and 9ω as our pump fields, we performed the same analysis
14
as in Fig. 2. The fields are polarized along the K −M direction. The sideband population in the
Brillouin zone after the field interaction (orange curve in Fig. 5a) is shown in Fig. 5b,c. The circled
region corresponds to the region where the RABBIT scheme is performed, i.e., region marked by
the arrows in Fig. 5a. Panel (b) corresponds to a pump-probe time delay of τ = 0, while panel
(c) corresponds to half of a RABBIT cycle later. While most of the population in panels (b) and
(c) is the same, that inside the white circles is clearly different. Fig. 5d shows the change of the
population inside the white circle as a function of the pump-probe time delay for two RABBIT
cycles. The beating of the sideband population is clearly visible. Provided the detuning from
the bands is small, the phase of the beating allows to extract the phase of the two-photon Berry
connections of hBN, as discussed earlier. In this case, the beating shows a maximum for roughly
τ = 0, similar to the case of system 2 in Fig. 3b. This corresponded to a two-photon Berry
connection phase of pi (Fig. 3a). Fig. 5e shows the amplitude and phase of the two-photon Berry
connections, similar to Fig. 3a. Indeed, as the RABBIT phase predicts, the two-photon Berry
connection phase is pi.
In conclusion, we have demonstrated that, with the use of ARPES, the RABBIT technique
can be applied to solids and can be used to extract the same dynamical observables as in atomic
and molecular targets, opening the way to obtain amplitudes and phases of Berry connections,
excitation time delays associated with interband transitions and to reconstruct excited electronic
wavepackets in the bulk of solids. In this work, we have focused on one single region of the Bril-
louin zone, i.e., close toG in the tight-binding model and close toK in hBN. One of the advantages
of using RABBIT with ARPES is that it allows to extract the RABBIT beating at any point k of
15
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Figure 5: (a) RABBIT scheme in hBN. (b,c) Populations of the sideband (orange curve in (a))
in the full Brillouin zone (dashed red hexagon) for a pump-probe time delay of (b) τ = 0 and (c)
τ = 0.25 ω-cycles. The region enclosed by the white circles is that in which the RABBIT scheme
is performed (arrows in panel a). (d) Population of sideband as a function of the pump-probe time
delay, displaying the RABBIT beating. (e) Amplitude (blue, left axis) and phase (red, right axis) of
the two-photon Berry connections, A(2) = ASB,HAH,0, where the sub-indices SB, H and 0 refer
to the sideband band, the band populated by the lower or upper harmonic and the initial valence
band. The dashed lines correspond to the point where the RABBIT scheme is performed (origin
of the white circles in (b) and (c)).
.
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the Brillouin zone - only limited experimentally by the range of phase-locked frequencies avail-
able in the experimental setup. In this sense, RABBIT in solids has an experimental advantage
with respect to RABBIT in atoms. In the vast majority of cases, one is interested in extracting the
atomic phase difference between two energies, e.g., to measure time delays between different or-
bitals, dynamics of autoionizing states, etc. This requires an exquisite characterization of the phase
of the harmonics in the comb ∆φ since sidebands at different energies are generated by different
pairs of harmonics. Indeed, in atoms the initial “band” is always flat and the final “band” is always
parabolic. In solids, the valence and conduction bands are structured. Thanks to this, the same pair
of consecutive harmonics in the comb produces multiple RABBIT signals at different energies
and crystal momenta, in a single shot. In principle, this allows to extract the difference in atomic
phase between different energies without knowledge of the harmonic phases in the comb, that will
exactly cancel. While angle-resolved RABBIT in atoms permits also to cancel out the harmonic
phase 36, 37, this cancellation only occurs when extracting phase differences between angles. In
solids, this cancellation can occur also when extracting phase differences between energies.
Methods
Tight-binding model We use a 2D square-lattice model with a unit cell composed of four or-
bitals. Two of the orbitals (0 and 2) are located at R = 0, while the other two orbitals (1 and 3)
are separated by a distance a = 3.98 A˚. The on-site energies are E0 = −2.08 a.u., E1 = 0.17 a.u.,
E2 = 0.35 a.u. and E3 = 0.42 a.u., corresponding to the valence band, first, second and third
conduction bands, respectively. We included first neighbour hoppings betweeen the orbitals with
17
a fixed hopping parameter of t = 0.02 a.u. Higher neighbour hoppings are neglected. Addition-
ally, we include a constant (dipole) coupling between the n and m orbitals in the same unit cell,
rnm,u.c. = 〈n|ˆr|m〉, in order to have a strong coupling between bands at the G point. Changing
this parameter allows to modify the Berry connections without modifying the band structure. For
system 1 we used r02,u.c. = r13,u.c. = 0.2 a.u. and r03,u.c. = r23,u.c. = 0 a.u.. For system 2,
r02,u.c. = 0.2 a.u. and r13,u.c. = r03,u.c. = r23,u.c. = 0 a.u..
hBN field-free DFT calculation To obtain the field-free band structure and dipole couplings
(Berry connections) of hBN we first perform a DFT calculation with Quantum Espresso 38. We
use a HSE functional with a 10x10x4 Monkhorst-Pack grid. This gives us a minimum band gap of
∼ 5.9 eV, in line with previous works. To achieve a fixed phase relation of the dipole couplings at
different k, we transform our basis to the maximally-localized Wannier basis with the Wannier90
suite 39. For this, we project onto the pz and sp2 orbitals of boron and nitride. In this way, we ob-
tain a tight-binding representation of field-free hBN, which is then propagated using our code 40,
briefly described below.
Propagation in presence of the field We solve the density matrix equation in the dipole approxi-
mation and in the length gauge,
∂tρnm(k, t) = −i
[
Hˆ(k, t), ρˆ(k, t)
]
nm
− (1− δnm)ρnm(k, t)
T2
(3)
using the code described in 40. The Hamiltonian of our system is H(k, t) = H0(k) + |e|E(t) ·
r, where H0 is the periodic field-free tight-binding Hamiltonian constructed as indicated above
and E(t) is the time-dependent field. The representation of the position operator is that given
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by Blount 41, rˆ = i∂k + Aˆ(k), where Aˆ(k) is the Berry connection. Dephasing is introduced
in a phenomenological way via the constant dephasing time parameter T2, which exponentially
suppresses the coherences between the bands. The initial state is a mixed state, with no coherence
between the bands, where the valence band is fully occupied and the conduction bands are empty.
The final populations are obtained from the diagonal elements of the density matrix at a time when
the pulse is over. For the square-lattice model, converged results were obtained with a grid of
kx = ky = 200 points and a step size of dt = 0.025 a.u.. For monolayer hBN, we used a grid of
kx = ky = 400 a.u. and a dt = 0.1 a.u..
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