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Herein, we performed ab initio screening to identify the best doping of LiNiO2 to achieve improved
cycle performance in lithium ion batteries. The interlayer interaction that dominates the c-axis
contraction and overall performance was captured well by density functional theory using van der
Waals exchange-correlation functionals. The screening indicated that Nb-doping is promising for
improving cycle performance. To extract qualitative reasonings, we performed data analysis in a
materials informatics manner to obtain a reasonable regression to reproduce the obtained results.
LASSO analysis implied that the charge density between the layers in the discharged state is the
dominant factor influencing cycle performance.
I. INTRODUCTION
Improvements in lithium ion batteries (LIBs) have con-
tributed to ’clean energy’ as a key technology to reduce
energy consumption and have been used in mobile devices
and automobiles1,2. Cathode materials of LIBs most sig-
nificantly influence battery performances, especially in
terms of their lifetime and safety (strength against dam-
age and deteriorations)3–5. Significant efforts6 have been
made to improve these aspects beyond investigations of
the conventional cathode material, LiCoO2 (LCO)
7.
LiNiO2 (LNO) has been shown to achieve higher en-
ergy densities during storage than that of LCO3,8–16. It
has also attracted interest because Ni is cheaper than
Co. The drawback of LNO is its cycle characteristics,
which are relevant to the batteries’ lifetime. The battery
storage capacity is reduced with increasing numbers of
charge-discharge cycles. After a smaller number of cy-
cles, LNO loses its initial capacity more rapidly than the
other cathode materials3,8–16. Atomic substitution has
been reported as a promising strategy to improve cycle
characteristics, including substituting Ni sites for Al17,18,
Mg19–21, Co22–24, Mn25,26, Fe27, Y28, Ti29, Zr30–32, and
Na33.
When x percent of Li ions are removed from the cath-
ode during charging, the cathode undergoes a structural
transition from rhombohedral (H1) [x < 0.25] to mono-
clinic (M) [0.25 < x < 0.55], rhombohedral (H2) [0.55 <
x < 0.75], and rhombohedral (H3) [0.75 < x]3,10,34 suc-
cessively. Drastic contractions along the c-axis occur
when H2 transforms into H3, which has been identified
as the major process causing deterioration during charge-
discharge cycles3. These contractions accumulate inter-
nal stresses, leading to cathode cracking and allowing the
electrolyte to enter and cause further deterioration.
Differences in cycle performances between LNO and
LCO can be attributed to the different values of x at the
specific charging voltage, 4.2 V. This voltage is the upper
bound where the highest charging performance is realized
while preventing electrolyte degradation. At the voltage
(4.2 V), x approaches 1.0 the H2-H3 transition inevitably
occurs in LNO3,10, whereas x can be kept smaller to avoid
this transition in LCO34. The cycle performance of LNO
has been improved by reducing the charging voltage3 via
reduced x to hinder the large contractions along the c-
axis. Nevertheless, achieving higher voltages is necessary
to improve charging capacities while suppressing the c-
axis contraction by tuning LNO.
Therefore, because the above described contraction
dominates cycle performance, the computational design
of the optimum doping is necessary to realize improved
performance as the contraction can be easily evaluated
by ab initio methods. A similar study was reported for
LiFePO4-based batteries, achieving drastic performance
improvements 35. Herein, we performed theoretical cal-
culation to identify which doping element could result
in the best cycle performance. The c-axis contractions
were evaluated by ab initio methods with 32 candidate
elements as the dopant to substitute the Ni sites in
LNO. This high-throughput screening showed that the
Nb-doping would result in the best performance.
II. METHODS
Fig. 1 shows the unit cell we used to model the sys-
tems with dopants with a rhombohedral (R-3m) symme-
try10. The cell corresponds to the 2 × 2 × 1 supercell
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FIG. 1. The unit cell used to model the systems with dopants,
with a rhombohedral (R-3m) symmetry. The cell corresponds
to the 2 × 2 × 1 supercell of the pristine LiNiO2 unit cell.
Inter-layer distances, di=1∼3, were averaged for evaluation as
a measure for composition optimization.
of the pristine LiNiO2 unit cell. The Vienna Ab initio
Simulation Package (VASP)36,37 was used for all density
functional theory (DFT) evaluations with projector aug-
mented wave (PAW) treatment for ionic cores. Using
careful convergence tests, we used the plane wave cutoff
(Ecut) of 650 eV with a 5× 5× 2 k-mesh.
For the exchange-correlation (XC) functional, we
adopted optB86b-vdW38,39 because conventional XC
such as PBE40 cannot capture the long-range binding
between Ni-O layers, especially after Li ions are removed
during charging. Several choices are available for the
van der Waals exchange-correlation functionals (vdW-
XC). For LNO, the vdW-D341 has been reported to be
incapable of reproducing the contraction along the c-
axis42. For LCO43 it has been reported that the ’opt-’
vdW-type XC well reproduce the unit cell volumes and
voltages where Li ions begin desorbing, as estimated by
Eq. (1). The optB86b-vdW-XC38,39 was confirmed to
achieve the best performance to reproduce experimental
results of many systems including metallic, ionic, and co-
valent crystals38. As described later, we confirmed that
the vdW-XC is indispensable for describing the system
studied here.
III. RESULTS AND DISCUSSION
Table I summarizes the optimized geometries and volt-
age at which the Li ions begin desorbing, Vdes, estimated
using different XC and compared with experimental val-
ues10,44. The desorbing voltage
Lix1NiO2 → Lix2NiO2 + (x1 − x2) · Li ,
can be estimated by
V (x1, x2) = −
ELix1NiO2 − ELix2NiO2 − (x1 − x2) ·ELi
(x1 − x2) · e
,
(1)
where E denotes the ground state energy of each com-
pound. In Table I we defined Vdes = V (1, 0). It is clear
that vdW-XC achieved better agreement with the ex-
perimental values than PBE for the geometry [(2% by
vdW) vs (11% by PBE), error in c the charged state
(NiO2)], and voltage [23% vs 27%]. Interestingly, the
DFT+U scheme further improved the agreement when
U was introduced to Ni-3d. Using U = 6.7 eV45, er-
rors of 1% and 4% were achieved for c and Vdes. How-
ever, the ’+U ’ scheme was not adopted in this study,
i.e., high-throughput screening. The c-length was used as
the assessment function for screening and ’+U ’ was only
improved by a negligible amount compared to the mag-
nitude of interest (i.e., the variation of c during charg-
ing). As in Fig. 2, the trend required for the assessment
function was well captured even at U = 0. The most
compelling reason for not including ’+U ’ is its high com-
putational cost and its significantly worse convergence in
a SCF (self-consistent field), rendering the screening in-
efficient. Furthermore, it is difficult to choose a proper
U value for each system with different concentrations of
Li vacancies and various possible atomic substitutions.
Fig. 2 shows the estimated lattice relaxations during
the charge (x = 1)-discharge (x = 0) process obtained
using PBE and vdW-XC. For each x, relaxation calcula-
tions were performed over all possible symmetries with
the Li vacancies in the unit cell (shown in Fig. 1). The
plot shows the lattice parameters of the most stable struc-
ture at each x value. For the a-axis [Fig. 2(a)], both
PBE and vdW-XC reproduced the trend where the lat-
tice parameter was reduced monotonically as the system
is charged, consistent with experimental observations. A
remarkable contrast was observed in the c-axis [Fig. 2(b)],
where PBE failed to reproduce the contraction as x in-
creases. Up to x = 0.8, it was confirmed that at least one
Li ion present within the inter-layers prevented contrac-
tion, but at x = 0.8 this inter-layer appears without Li,
allowing for sudden contractions. The increasing trend
for 0 < x < 0.8 was attributed to the reduced ionic in-
teractions caused by the charge reduction in the Ni-O
layer by the oxidation of Ni3+ to Ni4+. The large over-
estimations of the PBE lattice constants can be primar-
ily attributed to the general tendency of PBE to afford
underbindings46, and to the lack of vdW inter-layer at-
tractions that only the vdW-XC considered. Since the
contribution of the vdW forces to the cohesion was esti-
mated to be approximately 1 ∼ 2%47, the difference in
the plot (Fig. 2) of approximately 1% is reasonable. Even
with reduced ionic binding between layers, PBE yielded
contractions at 0.8 < x < 0.9 to fill the Li vacancies be-
tween the layers. However, at x = 1.0 the reduced charge
eventually becomes incapable of forming ionic bonds be-
3XC Vdes a (A˚) (LiNiO2) c(A˚) (LiNiO2) a (A˚) (NiO2) c(A˚) (NiO2)
PBE 3.05 2.89 14.16 2.82 14.85
vdW 3.25 2.87 14.04 2.81 13.10
Experiments10,44 4.2 2.88 14.18 2.81 13.36
TABLE I. Predictions depending on the choice of exchange-correlation functionals (XC). Vdes denotes the Li-desorbing voltage,
as defined in Eq. (1) with the optimized lattice parameters (a and c) along the a- and c-axes.
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FIG. 2. Estimated lattice relaxation during the charge (x = 1)-discharge (x = 0) process with a comparison between PBE
and vdW-XC. PBE was incapable of reproducing the contraction along the c-axis during charging.
tween layers43, leading to increased inter-layer spacing.
On the other hand, using vdW-XC, the binding works
even with the reduced charge, reproducing the proper
contractions to fill Li vacancies.
The sharp decrease in the c parameter [the blue plot
in Fig. 2(b)] corresponds to the H2→H3 transition3,10.
It should be noted that this change is not accompanied
by any symmetric transitions, so it is not a true ’struc-
tural transition’ but a ’structural change’. The main
conclusion is that vdW-XC is indispensable for describ-
ing the H2→H3 process. However, previous studies42
successfully employed meta-GGA to describe this pro-
cess. Although meta-GGA does not include dispersion
interactions explicitly, it has been reported48 that it can
describe vdW-like ∼ r−6 behavior in the system. We
employed vdW-XC rather than meta-GGA because the
latter gives rise to worse SCF convergence49, which is
fatal for high-throughput screening.
Confident of our XC choice of vdW/U = 0 describing
the target, namely the c-axis contractions as an indica-
tor of cycle performance, we performed high-throughput
screening to determine the optimum choice of the dop-
ing element for LNO. We considered 66 doping elements,
’X’, from the third row and lower in the periodic table,
up to Pa (atomic number 91) and excluding those for
which pseudo potentials were not available. To enhance
rate capability, Co is usually doped into LNO50. We
also substituted X to Ni to improve cycle performance.
The ratio of elements was Ni:Co:X=0.75:0.17:0.08, i.e.,
where two Ni sites are occupied by Co atoms, while one
Ni site is occupied by X within a unit cell, as depicted
in Fig. 1. It should be noted that some ions cannot
adopt a trivalent state. For example, Na only adopts
a stable valence of Na+1. However, to ensure charge
neutrality in such cases, the valence of two Ni atoms
can be changed from Ni+3 to Ni+4. Therefore, it was
assumed that all elements can be dissolved in LNO. It
should be mentioned that the supercell size (2 × 2 × 1)
was relatively small. However, if a larger cell was con-
sidered, significant amounts of time would be necessary
to determine the most stable structure. Therefore, we
used the 2 × 2 × 1 supercell and will investigate larger
systems using genetic algorithms or Bayesian optimiza-
tion in the future. There are 12C2 × 10 = 660 possi-
ble substitution patterns that can be achieved under the
above conditions, but we can reduce these structures to
10 symmetrically different structures (see Appendix A).
For these 10 possibilities, geometrical optimizations were
performed to determine the most stable structure as a
representative for X to be compared with the structures
obtained from other X. We compared the c-axis contrac-
tion, ∆dave =
∑3
i=1(d
d
i − d
c
i )/3, where d
d
i (d
c
i ) denotes
the layer spacing, as depicted in Fig. 1 when the system
is discharged (charged).
The spacing, dci , of the charged state was evaluated at
the 75 %-charged state, i.e., the crystal structure where
9 Li ions are removed from the unit cell shown in Fig. 1.
This percentage was the maximum where we could ex-
pect to maintain the charge neutrality because only Ni3+
to Ni4+ and Co3+ to Co4+ could compensate for neutral-
4ity, while other ions could not due to their specific redox
potentials. For the charged states, geometry optimiza-
tions were performed to determine dci starting from the
initial structures generated by LNO with Li vacancies.
It is well-known that the ground state of LNO is ferro-
magnetic51, but when Ni is substituted by other ions, the
ground state magnetic structure changes. However, as
shown in Appendix B, the geometry was hardly changed
by magnetic order, so calculations were performed with
ferromagnetic spin polarization.
Fig. 3 summarizes the screening results. Decreasing
vertical axis values indicates smaller contractions and
improved cycle performance. Cases that yielded larger
structural variation with axes (a, b, and c) tilted more
than 2◦ during charging were excluded from the plot[Sr,
Zr, Eu, Dy, Ho, Er, Tm, Lu, Pb, K, Rb, La, Ra, Au, Ce,
Ca, Ba, Ta, Y, Pm]. Negative ∆dave values were also ex-
cluded because the negative values indicate that the con-
traction is already larger than that of LNO (positive at
75% charging). Among the 32 elements depicted, Bi and
Nb doping are expected to yield the smallest contractions
and most significantly improve cycle performance. To
investigate thermodynamic stability, the formation ener-
gies of the Bi- and Nb-doped systems were calculated.
Bi has a high formation energy, so it is expected that
Bi cannot be dissolved in LNO. Therefore, we conclude
that the best doping element is Nb. (See Appendix C for
further details.)
Although it is generally difficult to identify the factors
underlying the trends observed in Fig. 3, we performed
data analyses using materials informatics, as described
below. For the descriptors of ∆dave, we used ’elemental
information of the X substitutes’ (including atomic num-
bers, atomic radii etc.) provided on the horizontal axis
of Fig. 3. The elemental information was obtained from
’pymatgen’ (Python Materials Genomics)52 to obtain a
set of properties, as listed in the left column of Table II.
For X = Hg and X = Tc, incomplete data was available
and they were excluded from the regression. As descrip-
tors, we included the ’structural information’ (including
substituted position of Co, which is another substitute in
the system) as listed in the right column.
Less important descriptors were identified by LASSO
regression53. By excluding these descriptors, we obtained
a sparse form of a regression,
∆dX,ave = −8.5× 10
−3
· (x coordinate of X)
−6.8× 10−3 · (z coordinate of Co)
−2.1× 10−3 · (covalent radius)
+1.3× 10−3 · (x coordinate of Co)
+7.8× 10−4 · (density of solid)
−4.4× 10−4 · c
−8.6× 10−5 · (atomic radius) , (2)
where each descriptor is standardized so that the stan-
dardized data set has a mean of 0.0 and standard devi-
ation of 1.0. The regression, Eq. (2), was confirmed to
Elemental information of X Geometries at discharged state
Atomic number Lattice constant
Group Lattice volume
Period Substituted position of Co
Covalent radius Substituted position of X
Electronegativity
First-ionization energy
Atomic mass
Atomic radius
Coefficient of linear thermal expansion
Solid density
Electrical resistivity
Molar volume
Thermal conductivity
TABLE II. List of descriptors for the regression of ∆dave.
’X’ denotes the element appearing on the horizontal axis of
Fig. 3. The left-hand column lists the properties of X, which
were obtained from the ’pymatgen’ database52.
work fairly well, as shown in Fig. 4. It (vertical axis)
reproduced the results obtained by the simulation (hori-
zontal axis) within an RMS error of 8.3× 10−3A˚.
From the LASSO regression, we identified the quanti-
ties that should be considered for designing systems with
improved cycle performance. The relevant factors are the
substituted positions and densities of X or Co, as they are
likely to dominate the charge density at the inter-layer
region and contraction of the crystals via inter-layer vdW
interactions. Because the regression was based only on
the relaxed geometries and densities in the discharged
state, we avoided the need for full-simulations including
evaluations of the charged state, where it is difficult to
consider Li vacancies. Once we are confident in the quali-
tative observations that the charge density between layers
in the discharged state was significant, we will attempt
to search for complex compositions (such as substitutions
using two elements etc.) to achieve further improved per-
formance.
IV. CONCLUSION
The c-axis contractions of LNO when Li ions are des-
orbed were satisfactorily described by DFT with vdW-
XC, but not with PBE. The optimized framework repro-
duced the H2→H3 ’transition’ as a sharp drop of the c
length without symmetric transition. Using this frame-
work, we performed a high-throughput screening for ideal
combinations of doping substitutes for Co in LNO to min-
imize the change in c for improved cycle performance. Nb
was the most promising candidates in this study. The
computational screening can save significant amounts of
time required for the materials screening by experimen-
tal syntheses. Using LASSO data analysis, the regression
5Bi Nb Tc MoOs V Pt Cr Sc Sb Rh CdMgAg Yb Ga Pd Sn W HgRu Co Na Ir Cu Zn Ti Al MnReGe Fe
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Δd
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eΔ(
Å)
FIG. 3. The c-axis contractions induced by 75% charging were evaluated in terms of ∆dave. Lower vertical axis values indicate
smaller expected contractions and improved cycle performance. Elements along the horizontal axis are arranged in order of the
magnitude of ∆dave.
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FIG. 4. The performance of the regression given in
Eq. (2). The regression (vertical axis) reproduced the sim-
ulation results (horizontal axis) fairly well with an RMS error
of 8.3 × 10−3A˚.
implied that the charge density between layers was the
dominant underlying factor for the contraction.
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Appendix A: Calculated structures
We show the caluculated strucures for doped systems
in Fig. 5.
Appendix B: Magnetic structure
We sumarize energy and lattice parameters for ferro-
magnetic, antiferromagnetic stacking of spin-ferro orderd
6FIG. 5. 10 symmetrically different doped systems. Green,
red, gray, blue, and yellow balls show Li, O, Ni, Co, and X,
respectively
Ni layers, and non magnetic LNO in Table III.
Appendix C: Formation energy
Formation energy EF is defined as,
EF = E(LiNi0.75Co0.17X0.08O2)
−(1− c)E(LiNi0.83Co0.17O2)− cE(LiX0.83Co0.17O2)
(C1)
where E and c = 0.1 denote the total energy and con-
centration of X. We investigate the formation energy for
Bi and Nb doped system. The formation energy is 0.848
eV for former and -1.993 eV for later.
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