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Optimality of Training/Test Size and Resampling
Effectiveness of Cross-Validation Estimators of the
Generalization Error
Georgios Afendras · Marianthi Markatou
Abstract An important question in constructing Cross Validation (CV) estimators
of the generalization error is whether rules can be established that allow “optimal”
selection of the size of the training set, for fixed sample size n. We define the resam-
pling effectiveness of random CV estimators of the generalization error as the ratio
of the limiting value of the variance of the CV estimator over the estimated from the
data variance. The variance and the covariance of different average test set errors are
independent of their indices, thus, the resampling effectiveness depends on the cor-
relation and the number of repetitions used in the random CV estimator. We discuss
statistical rules to define optimality and obtain the “optimal” training sample size as
the solution of an appropriately formulated optimization problem. We show that in a
broad class of loss functions the optimal training size equals half of the total sample
size, independently of the data distribution. We optimally select the number of folds
in k-fold cross validation and offer a computational procedure for obtaining the opti-
mal splitting in the case of classification (via logistic regression). We substantiate our
claims both, theoretically and empirically.
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1 Introduction
Advances and accessibility to technology for capturing and storing large amounts of
data has transformed many scientific fields. Yet, for many important scientific ques-
tions very large data sets are not available. In these cases, when learning algorithms
are used, resampling techniques allow the estimation of the generalization error, an
important aspect of algorithmic performance.
The generalization error is defined as the error an algorithm makes on cases that
the algorithm has never seen before. The generalization error is important because
it relates to the algorithm’s prediction capabilities on independent data. The litera-
ture includes both, theoretical investigations of risk performance of machine learning
algorithms as well as numerical comparisons.
Estimation of the generalization error can be achieved via the use of resampling
techniques. The process consists of splitting the available data into a learning or train-
ing set and a test set a large number of times and averaging over these repetitions. A
very popular resampling technique is cross validation. A detailed overview of the
vast literature on cross-validation is outside the scope of this paper. The interested
reader is referred to Stone (1974, 1977) for foundational aspects of cross validation,
Breiman et al. (1984, Ch.s 3,8), Geisser (1975), and to Arlot and Celisse (2010) for
a comprehensive survey. Here, it is sufficient to notice that although cross validation
procedures are extensively used in practice, their performance is studied by very few
theoretical papers.
An important question in constructing cross validation estimators of the general-
ization error is the selection of the size of the training (and hence test) set for “opti-
mal” estimation of the generalization error. In this paper, we address the question of
training sample size selection and refer to work by Burman (1989, 1990) in identify-
ing the rules for “optimal” selection, where “optimality” is defined via minimization
of the variance of the cross validation estimators.
Estimating the generalization error of a learning method is important not only for
understanding its future prediction accuracy, but also for choosing a classifier from
a given set, or for combining classifiers (Wolpert, 1992). Furthermore, one may be
interested in testing hypotheses about equality of generalization errors between learn-
ing algorithms. In van de Wiel et al. (2009), in the field of biostatistics, an inference
framework is developed for the difference in errors between two prediction proce-
dures. In that paper, for each splitting in repeated sub-sampling the predictions of
the two classifiers are compared by a Wilcoxon test, and the resulting p-values are
combined. van de Wiel et al. (2009) state that “. . . little attention is paid to inference
for comparing prediction accuracies of two models or, more generally, prediction
procedures”. Carrying out inference on equality of generalization errors requires in-
sight into the variance of the estimator of the generalization error. But providing a
variance of the generalization error estimator is a more difficult problem because of
the complexity of existing estimators and the many dependencies they exhibit on,
for example the loss function, the resampling method used, the ratio of the training to
test sample size and other factors. Nadeau and Bengio (2003) were the first to provide
estimators for the variance of the random cross validation estimator of the generaliza-
tion error. Furthermore, Markatou et al. (2005) proposed a moment approximation-
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based estimator of the same cross validation estimator of the generalization error, and
compared this estimator with those provided by Nadeau and Bengio. Other relevant
work on variance estimation includes Wang and Lindsay (2014); Fuchs et al. (2013);
Markatou et al. (2011).
Selecting the size of the training set and understanding the effect of this selection
on the generalization error, its bias and its variance, is of interest to many areas of
scientific investigation. Examples include pattern recognition and machine learning
(Highleyman, 1962; Fukunaga and Hayes, 1989; Raudys and Jain, 1991; Guyon et al.,
1998; Kearns, 1997), statistics (Berger and Pericchi, 2004; Cabras et al., 2015), re-
mote sensing (Zhen et al., 2013; Jin et al., 2014), biostatistics and bioinformatics
(Dobbin and Simon, 2005, 2007, 2011; Dobbin et al., 2008; Dobbin and Song, 2013;
Popovici et al., 2010; Shao et al., 2013) among others. In this paper, we offer an anal-
ysis of the problem of training sample size selection when the total sample size is
fixed and interest centers on carrying out inference on the generalization error. The
analysis is complex, and for this reason we consider three kinds of problems to cover
a good range of possible applications. These include the case where the decision rule
is the sample mean, the regression case and classification via logistic regression. The
strategy we follow allows us to draw general conclusions about “optimal” selection
of the training (and hance test) set sample size, and to recommend simple rules for
practical use despite the complexity of the problem.
We analyze training sample size selection for cross validation estimators of the
generalization error. Specifically, we study random cross validation estimators and
k-fold estimators based on general loss functions. We first discuss two novel ap-
proaches for obtaining the resampling size J of the random cross validation esti-
mator of the generalization error (Nadeau and Bengio, 2003; Markatou et al., 2005).
Nadeau and Bengio (2003, p. 255, Sect. 5) state “We also want to make recommenda-
tions on the value of J to use for those methods that involve µ̂CV,J”. We offer methods
for obtaining J that are based on the Var(̂µCV,J). Furthermore, we establish rules for
the “optimal” selection of the training set sample size for cross validation estimators
of the generalization error. We show that when the decision rule is the sample aver-
age and the loss function is sufficiently smooth and belongs in Efron’s q-class (1983;
2004), the optimal value of the training sample size is ⌊n/2⌋, independent of the data
distribution, where ⌊·⌋ indicates the upper integer part of a real number. When the
decision rule is regression and the loss function is squared error loss, or the task is
classification via logistic regression, the optimal value of the training sample size is
again ⌊n/2⌋, independent of the data distribution. In general, the optimal value of the
training sample size depends primarily on the loss function and secondly on the data
distribution. We offer a construction of a new loss function that exemplifies this de-
pendence. Additionally, we provide a rule for selecting the “optimal” number of folds
k, in a k-fold cross validation experiment. We follow with a discussion of the merits
and limitations of different forms of cross validation, and offer recommendations for
use in practice.
This paper is organized as follows. Section 2 presents relevant previous work and
section 3 discusses two approaches to obtain the resampling size J. Section 4 presents
the analysis for optimally choosing the training sample size, while section 5 presents
simulation results. Section 6 applies the methods to real data sets, while section 7
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offers discussions and recommendations. Finally, proofs of the obtained results are
presented in the Appendix, and also in the online supplement.
2 Relevant work and notation
In this section we review briefly related work and set up the notation we will use in
this paper.
Interest in the problem of “optimal” partitioning of a fixed sample n in two sets,
training and testing, dates back to 1962. Highleyman (1962) studied this problem in
the context of designing a pattern recognition machine and defined the “optimum”
partitioning of the total sample as that partitioning which minimizes the variance of
an unbiased estimator of the error probability of the pattern recognition machine.
Highleyman (1962) states that the same rule, that is the minimization of variance of
the error of a classification rule, can be used with estimators of the error that can be
corrected for bias. Similar work has been carried out by Larsen and Goutte (1999).
These authors address the problem of splitting a fixed sample n into a training, a test-
ing and a validation set using as a criterion the mean squared error. Only the squared
error loss is studied in the simple case of location parameter estimation. The cross
validation procedures they study are hold-out cross validation, k-fold and random-
ized permutation cross validation. The last cross validation procedure is defined by
resampling the test set J times, J ≤
(
n
n2
)
, n is the total sample size and n2 is the test
set sample size.
The same problem appears also in the Biostatistics literature and in particular in
the area of Bioinformatics. Dobbin and Simon (2011) consider the problem of devel-
oping genomic classifiers, empirically address the question of what proportion of the
samples should be devoted to the training set, and study the impact that this propor-
tion has on the mean squared error of the prediction accuracy estimate. The context
within which Dobbin and Simon (2011) address this question is the one where the
number of predictors p is considerably larger than the number of samples n, i.e. it
is the high-dimensional, small sample size case. Dobbin and Simon (2011) evaluated
two approaches to data split. The first consists of using results of simulations that
were designed to understand qualitatively the relationships among data set character-
istics and optimal split proportions to evaluate commonly used rules of thumb, such
as allocating 1/2 or 2/3 of the data set to training and the remaining to the test sets.
The second approach consists of developing a nonparametric procedure that is based
on decomposing the mean squared error into three components, two corresponding to
appropriately defined variance terms and one corresponding to a squared bias term.
There are fundamental differences between the work of these authors and our work.
First, their setting of small n, large p is different than ours and secondly, even in this
setting, they do not address the case of cross validation estimators.
In this paper, we do not address the high-dimensional, small sample size case.
We address the allocation of cases to training/test set when the total sample size n is
fixed and known, reflecting a limited or medium size data with p considerably smaller
than n. In this setting, we study the rules for optimal split of the data for the random
cross validation and the k-fold CV estimators of the generalization error, which we
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describe in detail below. But before we do this, we briefly describe two very relevant
to our work papers that we use in setting the rules for selecting “optimally” the size
of training, and hence test, set.
In a series of impressive papers Burman (1989, 1990) studied the performance of
k-fold cross validation and of the repeated learning-testing method, which is another
name to describe random cross validation. In what follows, we will succinctly de-
scribe Burman’s results. Reference to the k-fold cross validation (which Burman calls
v-fold CV) the following, relevant to our paper, points are made. 1) In the case of k-
fold CV with a small number of folds k, the uncorrected CV estimate may have large
bias; thus, a corrected estimate is proposed, and it is denoted by CV∗nk; 2) the bias of
the corrected k-fold CV estimator of the generalization error is always smaller than
the bias of the uncorrected estimator; 3) however, Var(CV∗nk − sn) ≃ Var(CVnk − sn)
when k > 3 and n ≥ 24; here, sn is defined as sn =
∫
L(z, Fn)dF(z), L is a loss
function, Fn is the empirical cumulative distribution function of the sample z, and F
represents the underlying true and unknown distribution; 4) the bias and variance of
the k-fold CV estimator of the generalization error decrease as the number of folds
increases. The last two results indicate that for the case of k-fold CV estimator of
the generalization error it is sufficient to study only the variance of the uncorrected
estimator as opposed to the mean squared error of the uncorrected estimator. This is
because the variance of the corrected, almost unbiased estimator, is approximately
the same with the variance of the uncorrected estimator. This observation greatly
simplifies the analysis of obtaining “optimal” splits of the sample.
For the case of repeated learning-testing method, or in our terminology random
cross validation, the following points are relevant to the work presented here. 1) A
bias correction term is needed to obtain an almost unbiased estimate of the gen-
eralization error. This term is provided in Burman (1989); 2) the variances of the
corrected and uncorrected estimators decrease as the number of repeats increases.
Burman (1989) presents a simulation study where the two variances are approxi-
mately equal when the number of repetitions J > 4 and the total sample size is n ≥ 24
for all values of the proportion of samples allocated to the test set; 3) the bias does not
depend on the number J of repeats; 4) the only way to reduce variance is by increas-
ing the number of repeats J. We provide rules that allow “optimal” selection of the
number of repeats in the random cross validation case. The relevance of these results
for our work is that again we can use the variance of the uncorrected random CV esti-
mate of the generalization error, instead of the more complicated mean squared error,
to set “optimal” rules for data splitting into training and test sets. This is because the
variance of the bias-corrected cross validation estimator is approximately the same
with the variance of the uncorrected cross validation estimator.
Next we set the notation we use in this paper and explicitly discuss the two esti-
mators of the generalization error we work with.
Fix a positive integer n and consider the set N = {1, 2, . . . , n}. Let Zi, i = 1, . . . , n
be data collected such that the data universe, ZN = {Z1, Z2, . . . , Zn}, is a set of inde-
pendent, identically distributed observations that follow an unknown distribution F.
Let S be a subset of size n1, n1 < n, taken from N, S c  Nr S , the complement of S
with respect to N. The subset of observationsZS  {Zi : i ∈ S } is called a training set,
used for constructing a learning rule. The test set contains all data that do not belong
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in ZS ; it is defined as ZS c  ZN rZS , the complement of ZS with respect to the
data universe ZN . Let n2 denote the number of elements in the test set, n2 = n − n1,
n2 < n.
Now let L : Rp×R→ R be a function, assume that Y is a target variable, and f̂ (x)
is a decision rule. The function L( f̂ (X), Y) that measures the error between the target
variable and the decision rule is called a loss function. Examples of loss functions
widely used in the literature, and in the present paper, include the squared error loss
function, absolute error loss, and 0/1 loss function used in classification.
The generalization error of an algorithm is defined as
µ(n)  E[L(ZN , Z)],
where Z is an independent copy of the data Zi and the expectation is taken over ev-
erything that is random. That is, we take into account the variability in both, training
and test set. Furthermore, let S j, j = 1, 2, . . . , J, be random sets such that
S = Sn,n1  {S : S ⊂ N = {1, . . . , n}, card(S ) = n1},
where card(S) =
(
n
n1
)
; S j, j = 1, 2, . . . , J, are uniformly distributed on S, such that
each S j is independently sampled, with corresponding complement set (with respect
N) S cj. The number J is called the resampling size. If ZS j is defined similarly as
above for all j, the usual average test set error is
µ̂ j 
1
n2
∑
i∈S cj
L(ZS j , i),
and is a function of both the training set S j and the test set S cj. Nadeau and Bengio
(2003) defined the random cross validation estimator of the generalization error as
µ̂CV,J 
1
J
J∑
j=1
µ̂ j. (1)
By a straightforward calculation, it follows that
Var(̂µCV,J) = 1J2
J∑
j=1
Var(̂µ j) + 2J2
∑∑
1≤ j< j′≤J
Cov(̂µ j, µ̂ j′ ). (2)
In the cases where the prediction rule takes real values, Efron (1986) presented a
wide class of loss functions, called q-class. Specifically, if q is an absolutely contin-
uous and concave real function, the corresponding q-class loss function is
qL(̂µ, y)  q(̂µ) + q′(̂µ)(y − µ̂) − q(y),
where q′(·) is the almost sure derivative of the generator q. Commonly used loss
functions, such as squared error loss and 0/1 loss belong to this class. In Section 4 we
use the q-class of loss functions to elucidate the training sample size selection rules.
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3 The resampling size J
We now provide guidance for the selection of the resampling size J entering the
construction of the random cross validation estimator of the generalization error. In
Subsection 3.1 we discuss two novel methods for selecting the resampling size J, the
π-effectiveness and the r-reduction methods. Here, we note that the π-effectiveness
and r-reduction, and hence the selection of J, are affected by the training set sample
size. We illustrate these relationships in Section 5.
We first improve upon the following result given in Nadeau and Bengio (2003).
Under the assumption that “the distribution of L(XS j , Xi) does not depend on the
particular realization of S j, i” Nadeau and Bengio (2003) prove that the quantities
Var(̂µ j) and Cov(̂µ j, µ̂ j′ ) in (2) do not depend on the indices j and j′ (see, also,
Markatou et al., 2005). In what follows we first prove that the aforementioned state-
ment is generally true, that is this assumption is not needed for the result to hold. This
is shown in Proposition 1 of this section.
Proposition 1 Let n1 and n2 be fixed, and let L be a loss function such thatE[L2(ZS j , i)]
is finite for each realization of S j and i, where S j follow a uniform distribution (de-
scribed in detail in the proof of the proposition). Then, the quantities Var(̂µ j) and
Cov(̂µ j, µ̂ j′ ) are finite and do not depend on the indices j and j′, for both random and
k-fold cross validation.
Proof First, E[L2(ZS j , i)] < ∞ gives Var[L(ZS j , Yi)] < ∞, and an application of
Cauchy–Schwarz inequality gives that Cov (L(ZS j , i), L(ZS j , i′)) exists for each re-
alization of S j, i and i′. Thus, by definition of µ̂ j, Var(̂µ j) < ∞. Again by Cauchy–
Schwarz inequality we obtain that Cov (̂µ j, µ̂ j′) exists.
In the case of random CV, the random vector (̂µ j, µ̂ j′)T is uniformly distributed
on
W  {(Xi, Xi′ )T : Xi  µ̂ j|S j = Ai, Xi′  µ̂ j′ |S j = Ai′ , Ai, Ai′ ∈ S},
with card(W) =
(
n
n1
)2
. Using the total probability theorem, the cumulative distribu-
tion function of (̂µ j, µ̂ j′ )T is
Fµ̂ j ,̂µ j′ (x, x′) =
(
n
n1
)−2 ∑∑
(Xi ,Xi′ )T∈W
FXi,Xi′ (x, x′)  F(x, x′).
From the form of F we obtain (̂µ j, µ̂ j′)T d= (̂µ j′ , µ̂ j)T ; and their distribution does not
depend on the indices j and j′.
In the k-fold CV case set
W∗  {(Xi, Xi′ )T : Xi  µ̂ j|S j = Ai, Xi′  µ̂ j′ |S j = Ai′ , Ai, Ai′ ∈ S with Aci ∩Aci′ = ∅},
with card(W∗) = n!/{[(n/k)!]2(n − 2n/k)!}, and observe that the random vector
(̂µ j, µ̂ j′ )T is uniformly distributed on W∗. Using the same arguments as above the
proof is completed. 
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Proposition 1 allows one to write Var(̂µ j) = V, Cov(̂µ j, µ̂ j′) = C, effectively
obtaining
Var(̂µCV,J) = V − CJ + C. (3)
That is, the variance of the random cross validation estimator of the generalization
error is a function of the variance of the average test set error and the covariance
between two different average test set errors, which are constants with respect to j,
j′. Figure 1 shows the behavior of Var(̂µCV,J) as a function of J. By Cauchy-Schwarz
inequality we obtain that V−C ≥ 0, where the equality characterizes the trivial cases
in which L is a constant with probability 1, e.g., if F is degenerate. So (see Figure 1),
Var(̂µCV,J) ց C ≥ 0, as J → ∞, (4)
and again the equality characterizes the same trivial cases.
−
∇
V
a
r
(µ̂
C
V
,J
)
{
1 2 3 4 5 6 7
V
C
Var(µ̂CV,J )
J
Fig. 1:
(
J,Var(̂µCV,J))-plot for J = 1, . . . , 7, for the non-trivial case in which 0 < C <
V. ∇g(J) = g(J) − g(J − 1), for a general function g.
From (3) and (4) we obtain the following important result.
Theorem 1 The variance of µ̂CV,J given by (1) satisfies the following double inequal-
ity:
max
{
C, V
J
}
≤ Var(̂µCV,J) ≤ V,
where V = Var(̂µ j) and C = Cov(̂µ j, µ̂ j′ ).
Proof Using Cauchy–Schwarz inequality and (4) we get 0 ≤ ρ ≤ 1, where ρ =
C/V = Corr(̂µ j, µ̂ j′ ). Also, (3) gives Var(̂µCV,J) =
(
1
J +
J−1
J ρ
)
V. Finally, for each J
fixed, the function f (ρ) = 1J + J−1J ρ, 0 ≤ ρ ≤ 1, is increasing, and in view of (4) the
proof is completed. 
The importance of the theorem will become obvious when we define appropriate
rules for selecting the sample size of the training set. Since the variance of the CV
estimator of the generalization error is bounded above by the variance of the test error
V, we can use V to create an “optimal” rule for selecting the training (and hence the
test) sample size.
Optimality of Training/Test Size 9
3.1 The π-effectiveness and r-reduction acceptable resampling size.
We discuss two novel methods for selecting the resampling size J.
The quantities V and C in (3) depend on the sizes of the training and test set,
n1 and n2, as well as on F and L. Recall that an experimentalist selects that value
of J for which there is no appreciable reduction in the variance of CV estimator of
the generalization error. Taking into account the behavior of Var(̂µCV,J) we give the
following definition.
Definition 1 We define:
(a) The resampling effectiveness of µ̂CV,J by reseff(̂µCV,J)  CVar(̂µCV,J ) .
(b) The reduction ratio of µ̂CV,J by red ratio(̂µCV,J)  −∇Var(̂µCV,J )Var(̂µCV,J ) , where ∇ denote the
backward difference with respect to J.
Notice that while reseff(̂µCV,J) provides a comparison of the variance of µ̂CV,J
for a given J with the limiting variance C, the red ratio(̂µCV,J) provides a comparison
between the two variances for given J and J−1. In this sense red ratio(̂µCV,J) is a local
measure of change in variance that is used to obtain J. This is what experimentalists
are observing in order to set the value of J.
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Fig. 2: The behavior of: (a) the resampling effectiveness of µ̂CV,J for J = 5, . . . , 55
and ρ = .05, .1, .2, .3, .4; (b) the reduction ratio of µ̂CV,J for J = 5, . . . , 55 and ρ =
.01, .05, .1, .2, .3.
Now we are in a position to give a minimum acceptable resampling size, either
via the resampling effectiveness of µ̂CV,J or via its reduction ratio. Observe that in
non-trivial cases the resampling effectiveness of µ̂CV,J takes a value in the interval
(0, 1); for the trivial cases this is assumed to be 1. From (3) it follows immediately
that
reseff(̂µCV,J) =
(
1 + 1 − ρ
ρJ
)−1
, (5)
where ρ = C/V = Corr(̂µ j, µ̂ j′ ). Figure 2a shows the behavior of the resampling
effectiveness of µ̂CV,J for various J, ρ-values. Notice that when the correlation is low
a larger resampling size is required in order to achieve high resampling effectiveness.
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As the correlation value increases the resampling size decreases; for example, when
ρ = .2, J = 36 is sufficient to obtain a resampling effectiveness of 90%, while when
ρ = .3, J = 21 obtains the same resampling effectiveness.
If π is the desired resampling effectiveness rate, then reseff(̂µCV,J) ≥ π, and the
minimum value of the resampling number J is
Jre(π) =
⌊
π(1 − ρ)
(1 − π)ρ
⌋
, (6)
where ⌊x⌋ denotes the upper integer part of x. We call the number Jre(π) as the π-
effectiveness minimum resampling size.
Note that, we define the resampling effectiveness (and thus select that value of J)
as a number indicating percentage of the ratio C/Var(̂µCV,J), which is between 0 and
1. The bigger the ratio C/Var(̂µCV,J), the closer the Var(̂µCV,J) is to the asymptotic
value C of the variance of the CV estimator of the generalization error. That indicates
that the value of π should be close to 1, i.e. .8, .9, .95 etc.
An alternative way to obtain J is as follows. From (3) we obtain
red ratio(̂µCV,J) = 1 − ρ(J − 1) + (J − 1)2ρ . (7)
We then fix the desired reduction ratio to a value r > 0 and require that the reduction
ratio of µ̂CV,J should not exceed this value, that is, red ratio(̂µCV,J) ≤ r. The minimum
positive integer satisfying the preceding inequality is given by
Jrr(r) =
1 − 12ρ +
√
1
4ρ2
+
1 − ρ
ρr
 , (8)
which we call the r-reduction ratio minimum resampling size. We define the reduction
ratio −∇Var(̂µCV,J)/Var(̂µCV,J) (and thus select that value of J) as a number indicat-
ing the relative reduction of the variance of the CV estimator, which is a positive
number. The smaller this ratio, the closer Var(̂µCV,J) is to the asymptotic value C of
the variance of the CV estimator of the generalization error. That indicates that the
value of r should be close to 0, i.e. .1, .05, .025, .01 etc.
Figure 2b shows the reduction ratio curves as a function of the correlation ρ.
Again, the smaller the value of the correlation between µ̂ j, µ̂ j′ , the larger the value of
J to obtain a desired variance reduction ratio.
Table 1 contains the specific values of Jre(π) and Jrr(r) for various values of π, r
and ρ. Notice that large values of J are required when the correlation is small and the
desired resampling effectiveness and reduction ratio are respectively large or small.
Furthermore, the smaller the reduction ratio the larger the value of J, for any given
correlation ρ. That is, when ρ = .3 and the desired r = .01, one obtains J = 15. This
selection corresponds to resampling effectiveness of approximately 86.5%.
Remark 1 Equations (6), (8) depend on ρ that is generally unknown. This parame-
ter needs to be estimated from the data. Nadeau and Bengio (2003) propose an ap-
proximation of the correlation coefficient given by ρ̂ = n2/n, where n2 is the car-
dinality of the test set. This estimator, however, may overestimate or underestimate
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Table 1: Specific values of Jre(π) for π = .8, .85, .9, .95 and Jrr(r) for r =
.1, .05, .025, .01, for various values of ρ.
Jre(pi) Jrr(r)
ρ π : .8 .85 .9 .95 r : .1 .05 .025 .01
.2 16 23 36 76 6 8 12 19
.3 10 14 21 45 5 7 10 15
.4 6 9 14 29 4 6 8 13
.5 4 6 9 19 4 5 7 11
.6 3 4 6 13 3 4 6 9
.7 2 3 4 9 3 4 5 7
the true correlation. Markatou et al. (2005) suggested moment approximation estima-
tors of V and C in certain cases that may be used to estimate the correlation ρ, and
hence obtain the values Jre(π) and Jrr(r). Additionally, if the loss function belongs
in Efron’s q-class of loss functions, then the parameters can be easily estimated. See
Sub-subsection 4.1.3 for details.
4 Optimal choice of training set size
A point that relates to the design of the random cross validation estimator of the
generalization error is the selection of the training set. Practitioners select the training
sample size n1 to be 5 or even 10 times larger than the test size n2. Our results indicate
that when “optimality” is quantified via minimization of the variance of the average
test set error, the training sample size, for fixed value of n, equals the test set sample
size. In what follows, we present and justify our choice of the optimality rule and
apply it in Subsections 4.1 and 4.2.
Relation (3) leads to the following two potential rules. The first rule, suggesting
minimization of the limiting variance C, is not useful because, as we will see in Sec-
tion 5, C is a constant. The second rule suggests that minimization of the Var(̂µCV,J)
is equivalent to minimizing the variance V of µ̂ j (this is equivalent to minimizing
V−C). In light of Theorem 1, the variance of µ̂CV,J is bounded above by V and places
a small upper bound on the limiting variance C. These observations lead us to select
quantifying “optimality” via this rule. Therefore, for fixed n, we define the optimal
value of the training set size by
n
opt
1  arg min
n1≥ n2
{V}. (9)
The situation is different for the k-fold CV. Because in k-fold CV there is depen-
dence between k, n1 and n2, for fixed n, the aforementioned optimization rules are
not useful. We propose selecting the optimal value of k as
kopt  arg min
k
{Var(̂µk-fold)}. (10)
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To be able to work with the optimization rules given in (9), (10) we need either
the exact or an approximate form, of the variances involved. In what follows we
consider three kinds of problems to cover a good range of possible applications. These
correspond to using the sample mean or linear regression (with and without normality
of the errors) as decision rules and classification via logistic regression.
4.1 The case of sample mean
We begin by studying the simple case where the decision rule is the sample mean.
The variance formulas we use in our rules, and the conditions under which they are
obtained, are given in Markatou et al. (2005, pp. 1131,1138). Here, for reasons of
completeness, we briefly summarize the results we use.
Let Y = card(S j∩S j′ ) and Y∗ = card(S cj ∩S cj′ ). Markatou et al. (2005, Theo. 3.1)
gave the following moment approximations of V, C
V = α
n1
+
β
n2
+
γ + δ
n1n2
+O(1/n21), C = αE(Y)
n21
+
E(Y∗)
n22
β + γE(Y)
n21
+
δ
n1
+O(1/n21), (11)
where
α  σ2E2[L′µ(X)], β  Var[Lµ(X)],
γ  σ2 Var[L′µ(X)], δ  σ2 Cov[Lµ(X), L′′µ (X)],
(12)
with L(i)µ (x) ≡ didui L(u, x)
∣∣∣
u=µ
, i = 0, 1, 2.
Note that, since n1 ≥ n/2, the notation O(1/n21) has the same meaning with the
notation O(1/n2), which will be used in the sequel.
In random CV each of Y and Y∗ follows a hypergeometric distribution, see Markatou et al.
(2005, Lemmas 3.1, 3.2). Specifically, E(Y) = n21/n and E(Y∗) = n22/n; thus, the ap-
proximated covariance, C, in this case is
C ≃ α + β
n
+
γ
n2
+
δ
n1n
. (13)
In k-fold case Y and Y∗ are constants; specifically,
Y =
(k − 2)n
k and Y
∗ = 0. (14)
4.1.1 Training set sample size optimality in Random CV
To solve the optimization problem (9) we consider the expression for the variance of
µ̂ j given by (11). When n is sufficiently large, the term O(1/n2) is a negligible quantity,
and using the fact that n2 = n−n1, and the identity n/[n1(n−n1)] = 1/n1+1/(n−n1),
(11) becomes
V ≃ A
n1
+
B
n − n1
, where A  α + γ + δ
n
, B  β +
γ + δ
n
. (15)
Furthermore, by definition β > 0; hence, as n becomes large the parameter B takes
positive values. Under this observation, using the approximation formula (15) the
solution to the optimization problem in (9) is given by Theorem 2.
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Theorem 2 The solution of the optimization problem (9) when V is given by (15) is
n
opt
1 =
 ⌊n/2⌋, i f A ≤ B,min {n − 1, ⌊ √A√
A+
√
B
n
⌉}
, i f A > B,
where A, B are defined by (12) and (15), and ⌊x⌉ stands for the nearest integer of x.
Proof Obviously, nopt1 = arg mint∈{⌊n/2⌋,...,n−1}{g(t)}, where g(t) = At + Bn−t , 0 < t < n. If
A ≤ 0 the desired result becomes trivial.
We will study the case A > 0. The derivative of g is g′(t) = Bt2−A(n−t)2t2(n−t)2 , and it has
the same sign with the numerator
N(t) = Bt2 − A(n − t)2 = [(A1/2 + B1/2)t − A1/2n][(B1/2 − A1/2)t + A1/2n].
If A = B, N(t) is a linear polynomial with root t0 = n/2, and takes negative values
before t0 and positive values after this. If A , B, N(t) is a quadratic polynomial with
two distinct roots t1 =
√
A√
A+
√
B
n ∈ (0, n) and t2 =
√
A√
A−
√
B
n. When 0 < A < B then
t2 < 0, and when A > B then t2 > n; for both cases we see that N(t) < 0 for all
t ∈ (0, t1) and N(t) > 0 for all t ∈ (t1, n). By definition of nopt1 and the monotonicity of
g the proof is completed. 
In practice, the numbers A and B (namely, the parameters α, β, γ and δ) are
unknown and must be estimated. But there are cases where the estimation of these
parameters is unnecessary; i.e., when for the theoretical values A and B we know
that A ≤ B or A > B, independently of the data distribution (e.g., see the following
example).
Example 1 Assume that the data are from a population with finite eighth moment
and the loss function is squared error, that is L(XS j , Xi) = (Xi − XS j )2, i ∈ S cj. Then,
Lµ(X) = (X − µ)2 with derivatives L′µ(X) = −2(X − µ) and L′′µ (X) = 2. We compute
α = 0, β = µ4 − σ4 > 0, γ = 4σ4 > 0 and δ = 0, where σ2 = Var(X) and
µ4 = E(X − µ)4. Therefore, A = 4σ4/n < µ4 − σ4 + 4σ4/n = B; and so, nopt1 = ⌊n/2⌋,
independently of the distribution of the data.
4.1.2 Optimality of k in k-fold CV
Using (14), (11) gives V ≃ kα(k−1)n + kβn + k
2(γ+δ)
(k−1)n2 and C ≃
k(k−2)α
(k−1)2n . Also, from (3) and
with J = k, we obtain Var(̂µk-fold) = 1k V + k−1k C. From the preceding relations, after
some algebra, we obtain
Var(̂µk-fold) ≃ α + β
n
+
k
k − 1 ·
γ + δ
n2
. (16)
Proposition 2 The solution to optimization problem (10) where the approximation
variance of µ̂k-fold is given by (16) is
kopt =
{
md(n), i f γ + δ ≤ 0,
n, i f γ + δ > 0,
where γ and δ are defined by (12), and md(n) is the minimum divisor of n that is
greater than 1.
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Proof Since the function kk−1 decreases in k, the result is obtained in view of relations
(10) and (16). 
Remark 2 Proposition 2 states that if γ + δ > 0 then, the optimal value of k in terms
of minimization of variance of µ̂k-fold is given by the leave-one-out CV (LOOCV).
However, one can replace LOOCV by k-fold CV, for the large values of n because
the quantity γ+δ
n2
= O(1/n2) and the ratio kk−1 satisfies the inequality
1 < n
n − 1 ≤
k
k − 1 ≤ 2.
Therefore, for relatively small values of k the ratio k/(k−1) takes values close to 1. For
example, if k ∈ {5, . . . , 11} the ratio k/(k− 1) is between 1.25 and 1.1, and selecting k
between 5 and 10, i.e. k = 10, guarantees that the variance of the generalization error
of µ̂k-fold is close to the minimum variance.
In practice, the parameters γ and δ are unknown and, usually, must be estimated.
But, sometimes this estimation is unnecessary; for example, consider the squared
error loss, then γ + δ = 4σ4 > 0 (see Example 1), and thus the LOOCV is proposed,
independently of the distribution of the data. Example 2 illustrates the comments in
Remark 2 for the cases in which the LOOCV is proposed by Proposition 2.
Example 2 Let the data be from N(µ, σ2) distribution and the squared error loss
is used. Then, α = 0, β = 2σ4, γ = 4σ4 and δ = 0; and thus, Var(̂µk-fold) =
σ4
(
2
n
+ 4k(k−1)n2
)
. Defining the relative efficiency of µ̂k-fold as the ratio of the variance
of the estimator for k folds over its variance at kopt = n folds, we have that the rel-
ative efficiency is given by 2/n+4k/[(k−1)n
2]
2/n+4/[(n−1)n] . Table 2 shows the specific values of this
relative efficiency for various values of n and k, indicating that the relative efficiency
is a function of both, sample size and number of folds. It approaches 1 when n ≥ 50
and k ≥ 5.
Table 2: Relative efficiency of µ̂k-fold for squared error loss, normally distributed sam-
ple and various values of n and k.
Relative efficiency of µ̂k-fold
n = 24, k = 2
1.073
n = 30, k = 2
1.060
n = 30, k = 3
1.029
n = 40, k = 2
1.046
n = 40, k = 4
1.015
n = 50, k = 2
1.038
n = 50, k = 5
1.009
n = 100, k = 5
1.005
n = 100, k = 10
1.002
n = 150, k = 5
1.003
n = 150, k = 10
1.001
n = 150, k = 15
1.001
4.1.3 Application to Efron’s q-class of loss functions
The results of sections 4.1.1 and 4.1.2 apply to the q-class of loss functions. We have
qL(XS j , Xi) = q(XS j ) + q′(XS j )(Xi − XS j ) − q(Xi), i ∈ S cj for all j = 1, . . . , J;
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where q is differentiable having at least up to five derivatives, and such that the fourth
derivative of qL is bounded.
The main gain is that the quantities α, β, γ and δ (therefore A and B too) can be
computed easily. Observe that
qL(i)µ (x) ≡
di
dµi
qL(µ, x) = q(i+1)(µ)(x − µ) − (i − 1)q(i)(µ), i = 1, . . . , 4.
Hence,
α = 0, β = [q′(µ)]2σ2 + Var[q(X)] − 2q′(µ) Cov[X, q(X)],
γ = [q′′(µ)]2σ4, δ = q′(µ)q′′′(µ)σ4 − q′′′(µ) Cov[X, q(X)]σ2.
Remark 3 The function q is a known function, but the parameters are unknown (un-
less the distribution F is known). We estimate these parameters from the sample
values X1, . . . , Xn by replacing the parameters µ, σ2, Var[q(X)] and Cov[X, q(X)] by
X = 1
n
∑n
i=1 Xi, σ̂2 =
1
n−1
∑n
i=1(Xi − X)2, V̂arq = 1n−1
∑n
i=1(q(Xi) − q)2 and ĈovX,q =
1
n−1
∑n
i=1(Xi − X)[q(Xi) − q] respectively, where q = 1n
∑n
i=1 q(Xi).
Remark 4 Because α = 0 and β > 0 for each loss function in the q-class, Theorem
2 guarantees that nopt1 = ⌊n/2⌋, for all data distributions and all loss functions that
belong in the q-class. Further, Vopt ≃ 2β/n and Copt ≃ β/n. Hence, the optimal value
of the correlation coefficient is ρopt ≃ 1/2. Since C is unaffected by the splitting, for
training sample size n1 we have ρ = C/V = Copt/V ≤ Copt/Vopt = 1/2. Therefore,
the choice n1 = nopt1 leads to the optimized values of resampling effectiveness and
reduction ratio of µ̂CV,J, see Figure 2.
4.2 The regression case
In the regression case we solve the problem of optimal training sample size identifica-
tion under squared error loss. Furthermore, we offer a solution under both, normality
of the errors and under relaxation of the normality assumption. In the second case
we require E(|εi|4+ǫ) < ∞ for some ǫ > 0. The results presented below are differ-
ent from the results presented in Markatou et al. (2005) in following aspects: 1) the
analysis presented in Markatou et al. (2005) is conditional on the training sample S j;
here, we use the distribution of S j in light of Proposition 1; 2) we study the case of
k-fold CV; and 3) we present closed form expressions of the expectation, variance
and covariance between two test set errors.
We first derive expressions for the quantities V, C entering the computation of the
variance of µ̂CV,J by exploiting relation (17).
Let Zi = (yi, xi), i = 1, . . . , n, be random variables with xi = (1, xi,1, . . . , xi,p−1)T ∈
R
p
, X = (x1, . . . , xn)T ∈ Rn×p is the design matrix, β = (β0, β1, . . . , βp−1)T ∈ Rp is
the parameter vector and y = (y1, . . . , yn)T is such that y = Xβ + ε, ε = (ε1, . . . , εn)T
is a vector of errors, E(ε) = 0 and Var(ε) = σ2I, I is the n × n identity matrix. Let a
training set ZS j be of size n1; then, XS j is the n1 × p matrix according to S j and β̂S j
indicates the estimator of β computed by using the data in the training set ZS j .
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Assumption: If S j is the index set of a training set with n1 indices, then
lim
n1→∞
1
n1
XTS j XS j = V
−1, (17)
where V−1 is finite and positive definite.
Remark 5 In the aforementioned formulation xi ∼ FX with mean vector µX ∈ Rp and
finite variance-covariance matrix |ΣX ∈ Rp×p. Thus, if S j = {i1, . . . , in1} is a training
index set, the vectors xi1 , . . . , xin1 are an independent, identically distributed collec-
tion from FX. Therefore, n−11 X
T
S j XS j = n
−1
1
∑n1
k=1 xik x
T
ik is the usual sample estimator of
E(XXT ) = |ΣX +µXµTX , which is a p× p positive definite matrix, say V−1. The Strong
Law of Large Numbers implies that n−11 XTS j XS j converges almost surely to V
−1
, as n1
tends to infinity. Therefore, (17) is a natural assumption, which is generally true un-
der the simple condition that the covariates have finite second order moments. Also,
Wu’s Lemma (see Wu, 1981, p. 510) proves that if (17) is satisfied then the following
generalized Noether condition holds max1≤k≤n1 xTS j,k
(
XTS j XS j
)−1
xS j,k → 0, as n1 → ∞,
where xTS j,k denotes the k-th row of the matrix XS j . Notice that the fixed design case
is obtained as a special case of the aforementioned framework.
Under the above conditions,
√
n1
(
β̂S j − β
) d−→ Np(0, σ2V), as n1 → ∞. (18)
For each S j = {i1, . . . , in1} ⊂ {1, . . . , n} we define the n1 × n matrix ES j (
eTi1 , . . . , e
T
in1
)T
, where ei is the i-th element of the usual basis of Rn, and the n × n
diagonal matrix
IS j  E
T
S j ES j = diag(1{1∈S j}, . . . ,1{n∈S j}).
Observe that rank(IS j) = card(S j) and IS j IS j′ = IS j∩S j′ ; also, XS j = ES j X and yS j =
ES j y. Thus, (17) is reformulated as:
[card(S j)]−1XT IS j X → V−1, as card(S j) → ∞. (19)
Generally, the matrix V is unknown; but it is estimated easily from the data by
n(XT X)−1. Hereafter, we use this estimation as the true matrix V . In the Appendix,
Table 11 presents an illustration of the convergence of n−1(XT X) to V−1.
In the analysis that follows, we restrict ourselves to the case E(Yi|Xi = xi), i.e.
the explanatory variables are treated as fixed. This formulation is known as the fixed
design case.
4.2.1 Squared error loss
The following propositions establish the expressions forE(̂µ j), Var(̂µ j) and Cov(̂µ j, µ̂ j′)
need to obtain the variance of the CV estimator of generalization error.
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Random CV Estimation: Using the above results, the following proposition offers
closed form expressions for the expectation, variance and covariance of average test
set errors.
Proposition 3 Under normality of errors, (17) and squared error loss
E(̂µ j) = σ2
(
1 + p
n1
)
,
Var(̂µ j) = σ4
 2n2 + 4pn1n2 + (3n + 1)θ(n − 1)n1n2 + [2n(n2 − 1) − n1 p]p(n − 1)n21n2
 ,
Cov(̂µ j, µ̂ j′) = σ4
2n + n + 2n1n(n − 1)n1 p + 2(n + n1(n1 − 2) − 1)(n − 1)(n − 2)n21 θ
+
(n − 2)(n + n21 + 2n1n2 − 1) − (n1 − 1)2
(n − 1)2(n − 2)n41
(p − θ)
 ,
where θ = ∑ni=1 h2ii, θ ∈ [0, p], and hii is the i-th diagonal element of the hat matrix
H = X(XT X)−1XT . Since [2n(n2−1)−n1 p]p(n−1)n21n2 = O(
1/n2) and (3n+1)θ(n−1)n1n2 = 3nθn1n2 + O(1/n2) then
Var(̂µ j) = σ4
{
2
n2
+
4p + 3θ
n1n2
}
+ O(1/n2).
Proof See Online Appendix. 
We now relax the assumption of normality of errors by requiring a much weaker
condition. That is, we require that there exists an ǫ > 0 such that E(|εi|4+ǫ) < ∞,
effectively requiring the existence of moments of order 4+ ǫ. To relax the assumption
of normality of the errors we need to guarantee the convergence of the moments
of the estimators of β to the moments of the corresponding asymptotic distribution.
Afendras and Markatou (2015) address this issue, as well as the associate rate of
convergence.
Lemma 1 Define the random vector Wi,i′ = (Wi,Wi′)T , where Wi = √n1xTi (β̂S j − β),
Wi′ =
√
n1x
T
i′ (β̂S j − β), S j is the index set of a training set and i, i′ ∈ S cj. Then
Wi,i′
d−→ N2(0, |ΣWi,i′ ), as n1 → ∞, where |ΣWi,i′ = σ2
(
xTi Vxi x
T
i Vxi′
xTi Vxi′ x
T
i′ Vxi′
)
.
Proof It follows easily by (18) and delta-method. 
The following proposition provides the needed expressions for computing the
variance of the cross validation generalization error estimate and the optimal training
sample size.
Proposition 4 Under the assumption that E(|εi|4+ǫ) < ∞, ǫ > 0, and in the case of
squared error loss,
Var(̂µ j) = µ4 − σ
4
n2
+
(4p + 3θ)σ4
n1n2
+ O(1/n2),
where µ4 = E(ε4i ).
Proof See Online Appendix. 
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k-fold case: In the k-fold CV case n1 = (k−1)nk and n2 = nk . Then,
Proposition 5 Under normality of errors, (17) and squared error loss
E(̂µ j) = σ2
(
1 + kp(k − 1)n
)
,
Var(̂µ j) = σ4
{
2k
n
+
4k2 p
(k − 1)n2 +
3k2θ
(k − 1)n2 +
pk3
(k − 1)2n2
}
+ o(1/n2) = 2kσ
4
n
+ O(1/n2),
Cov(̂µ j, µ̂ j′) = σ4
{
2k4(p − θ)
(k − 1)4n(n − 1) −
k2θ
(k − 1)2n(n − 1)
}
+ o(1/n2) = O(1/n2).
Proof See Online Appendix. 
Proposition 6 (a) Under normality of errors,
i. in the random CV case nopt1 = ⌊n/2⌋;
ii. in the k-fold case kopt = n, that is, the LOOCV is proposed.
(b) For general error distribution with E(ε4+ǫi ) < ∞ for some ǫ > 0, and in the case
of random CV nopt1 = ⌊n/2⌋.
Proof (a) We omit the term O(1/n2) of Var(̂µ j) in Proposition 3 and consider the func-
tion g(t) = 2
n−t +
4p+3θ
t(n−t) , 0 < t < n. As in proof of Theorem 2, we find that g decreases
up to
√
(4p+3θ)/n√
(4p+3θ)/n+
√
2+(4p+3θ)/n
n ∈ (0, n/2) and increases after this, thus, nopt1 = ⌊n/2⌋,
which does not depends on the parameters or the observations.
(b) From Proposition 5, since Cov(̂µ j, µ̂ j′) is a O(1/n2) quantity, omitting the terms
o(1/n2) we get Var(̂µk-fold)
σ4
= 2
n
+
k[(p−θ)n+(3n−4)p+3θ(n−1)]
(k−1)n2(n−1) +
k2 p
(k−1)2n2 +
2k3(p−θ)
(k−1)3n(n−1) , which
implies that kopt = n.
(c) Using the same arguments as in proof of Theorem 2 the optimal value of n1 in
(9) follows. 
Remark 6 Similarly to the case where the desision rule was XS j , for the optimal value
of n1 = ⌊n/2⌋, Vopt = 4σ4n +O(1/n2) and Copt = 2σ
4
n
+O(1/n2), hence, ρopt ≃ 1/2. There-
fore, the resampling size J can be chosen either via specification of the resampling
effectiveness or specification of the reduction ratio of µ̂CV,J, for a given π or r, by the
following relations [see (6), (8)], cf. Table 1,
Jre(π) =
⌊
π
1 − π
⌋
, or Jrr(r) =
⌊√
1 + r−1
⌋
.
Remark 7 The above results can be extended to a subclass of the q-loss functions
class; this subclass contains differentiable functions that can be expressed as functions
of the errors.
4.2.2 Classification via logistic regression
To illustrate the difficulty of obtaining a close form solution for the training set sample
size in general, when other than the squared error loss functions are used, we discuss
the case of classification via logistic regression.
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Hastie, Tibshirani and Friedman (2009) formalize logistic regression as a linear
classification method, where y is the label of the data and x is a feature vector. The
loss function here is the logistic loss given as log(1 + e−ypi ), where y is a label and pi
is the algorithm prediction, such that
logit(pi) = xTi β + εi, pi = P(yi = 1|xi).
In this case the minimization problem (9) does not have a closed-form solution for
obtaining the optimal value of n1, and the problem is reduced to numerical optimiza-
tion. We offer the following algorithm in order to obtain, numerically, the optimal
value of the training set sample size.
In view of (9), first we show the following general result.
Theorem 3 Let L be a loss function, S j an index set of size n1 < n (n2 = n − n1) and
i, i′ ∈ S cj. If the asymptotic values ofE[L(̂yS j ,i, yi)|S j, i], andE[L(̂yS j,i, yi)L(̂yS j,i′ , yi′)|S j, i, i′]
do not depend on the particular realization of S j, say ei and ei,i′ respectively, then,
the asymptotic value of E(̂µ j) and Var(̂µ j) are
E(̂µ j) = 1
n
n∑
i=1
ei,
Var(̂µ j) = 1
n2n2
 n∑
i=1
(nei,i − n2e2i ) +
2
n − 1
∑∑
1≤i<i′≤n
[n(n2 − 1)ei,i′ − (n − 1)n2eiei′ ]
 .
Proof See Online Appendix. 
Theorem 3 provides expressions for the expected value and variance of µ̂ j that
enter the specification of the optimality rule.
Given S j and i, i′ ∈ S cj standardize the components of Wi,i′ in Lemma 1 as Ψi =
Wi
σ(xTi V xi)1/2
, Ψi′ =
Wi′
σ(xTi′V xi′ )1/2
and consider the random vector Ψi,i′ = (Ψi, Ψi′ )T . Then,
Ψi,i′
d−→ N2(0, |ΣΨi,i′ ), where |ΣWi,i′ =
(
1 ρi,i′
ρi,i′ 1
)
, with ρi,i′ =
xTi Vxi′
(xTi VxixTi′ Vxi′ )1/2
.
Also, define
ζi =
xTi β
σ(xTi Vxi)1/2
, i = 1, . . . , n.
The decision rule for classification is then given as follows. For a training set ZS j ,
from the model we estimate the probability pi for each i ∈ S cj, say p̂S j ,i its estimator.
After, we estimate the value yi as
ŷS j,i = 1{p̂S j ,i≥1/2} = 1{xTi β̂S j≥0} = 1{Ψi≥−
√
n1ζi}.
The loss function is L0/1(̂yS j,i, yi) = 1{̂yS j ,i,yi} (see McAllester, 2007). We compute the
valuesE[L0/1(̂yS j,i, yi)|S j, i] = E[L20/1(̂yS j,i, yi)|S j, i] andE[L0/1(̂yS j,i, yi)L0/1(̂yS j,i, yi)|S j, i, i′],
see in Online Appendix, which are given as
ei = ei,i = Φ(−
√
n1ζi)pi +Φ(
√
n1ζi)(1 − pi),
ei,i′ = Φ2,ρi,i′ (−
√
n1ζi,−
√
n1ζi′ )pi pi′ +Φ2,−ρi,i′ (−
√
n1ζi,
√
n1ζi′ )pi(1 − pi′ )
+Φ2,−ρi,i′ (
√
n1ζi,−
√
n1ζi′ )(1 − pi)pi′ +Φ2,ρi,i′ (
√
n1ζi,
√
n1ζi′ )(1 − pi)(1 − pi′ ),
(20)
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Algorithm 1 Optimal size of training set in classification via logistic regression.
1: Compute the matrix V = n(XT X)−1 and via logistic regression estimate the parameters β and σ2, say
β̂ and σ̂2 respectively, using the entire sample.
2: Compute the following probabilities and quantities
pi = P(yi = 1|xi), ζ̂i =
xTi β̂
σ̂(xTi V xi)1/2
, ρ̂i,i′ =
xTi V xi′
(xTi V xixTi′V xi′ )1/2
, i, i′ = 1, . . . , n.
⊲ Each ρ̂i,i′ is between −1 and 1.
3: For n1 = ⌊n/2⌋, . . . , n − 1
a. Compute the quantities ei, ei,i and ei,i′ of Theorem 3
ei = ei,i = Φ(−
√
n1 ζ̂i)pi +Φ(
√
n1ζ̂i)(1 − pi),
ei,i′ = Φ2,̂ρi,i′ (−
√
n1ζ̂i,−
√
n1ζ̂i′ )pi pi′ +Φ2,−ρ̂i,i′ (−
√
n1ζ̂i,
√
n1 ζ̂i′ )pi(1 − pi′ )
+Φ2,−ρ̂i,i′ (
√
n1ζ̂i,−
√
n1ζ̂i′ )(1 − pi)pi′ +Φ2,̂ρi,i′ (
√
n1ζ̂i,
√
n1ζ̂i′ )(1 − pi)(1 − pi′ ).
b. Using Theorem 3, compute V(n1) = Var(̂µ j).
4: Set nopt1 = arg minn1=⌊n/2⌋,...,n−1 {V(n1)}.
where Φ is the cumulative distribution function of standard normal distribution and
Φ2,ρ is the cumulative distribution function of N2
(
0,
(
1
ρ
ρ
1
))
.
Theorem 3 gives a formula to calculate the variance of µ̂ j. But, the minimization
process of (9) does not give a close form for the optimal value of n1, it is reduced
to a numerical minimization process. Computing the quantities pi, ζi and ρi,i′ , via
Theorem 3 and (20), we calculate the variance of µ̂ j for n1 = ⌊n/2⌋, . . . , n − 1. The
value of n1 which gives the minimum value of the variance is the optimal choice of
n1.
The parametersσ2, β are unknown and we estimate those before the minimization
process begins using the entire data set. We also compute V as V̂ = n(XT X)−1.
5 Simulation study
In this section we present simulation results using a variety of distributions and loss
functions with the goal of illustrating empirically our theoretical results. We discuss
the empirical performance of our rules organizing the presentation according to the
cases studied above, and we note that general simple recommendations about optimal
selection of training sample size are possible.
5.1 Sample mean
Using the version of , Ri386 3.1.2 on a DELL Latitude E7240 PC we simulated
104 samples of size n = 60, 100, 301, 750, 1501, 5000 from distributions that can be
categorized into symmetric with a variety of tail behaviors (normal, U(−1, 1), t12, t6)
and asymmetric (exp(1), log-normal, Pareto(15), Pareto(6)). The normal distribution
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is central in statistics, while the two t-distributions exhibit heavier than the normal,
tail behavior. The log-normal distribution is used in biostatistics in biomarker studies,
while the Pareto distribution is a power law distribution used in the description of
social, geophysical, scientific, actuarial and many other observable phenomena. The
selection of t6 and Pareto(6) distributions is not arbitrary. Both the t6 and Pareto(6)
distributions possess less than six moments, and for our theory to apply we require
the existence of up to six moments. Thus, these selections reflect the performance of
the methods in limit cases. To illustrate the effect of the choice of loss function has
on the size of training set we use the loss functions presented in Table 3.
Our results indicate that for the q-class of loss functions the optimal training
sample size is ⌊n/2⌋, independent of the data distribution. However, one can construct
loss functions, such as the modified squared error loss given in Table 3, for which the
optimal training sample size is not ⌊n/2⌋. Notice that, the modified squared error loss
functions does not belong in the q-class.
Table 3: Loss functions: squared, q-class with q(t) = −
√
1 + t2, approximate absolute
(where d > 0), modified squared and double squared, and their first two derivatives
with respect to µ.
name Lµ(x) L′µ(x) L′′µ (x)
squared: (x − µ)2 −2(x − µ) 2
q-class: −
√
1 + µ2 − µ(x − µ)√
1 + µ2
+
√
1 + x2
µ − x
(µ2 + 1)3/2
−2µ2 + 3xµ + 1
(µ2 + 1)5/2
approximated absolute:
√
(x − µ)2 + d µ − x√
(x − µ)2 + d
d
((µ − x)2 + d)3/2
modified squared: (x − µ)2 + µ2 4µ − 2x 4
double squared:
(
x2 − µ2
)2 −4µ (x2 − µ2) −4 (x2 − µ2) + 8µ2
Tables 4–7 (and Table OA.1 included in the Online Appendix) present the esti-
mated and theoretical values of nopt1 /n, ρ
opt and kopt/n when the decision rule is the
sample mean for aforementioned distributions using the loss functions presented in
Table 3. The estimated values of nopt1 , and hence the estimated proportion n
opt
1 /n, are
obtained by estimating the values of the parameters A, B of Theorem 2, using the
data. Similarly, to estimate the value of kopt, and thus kopt/n, we estimate, using the
data, the values of γ, δ of Proposition 2 (see also (12)). Because nopt1 and kopt are
functions of the total sample size n, Tables 4–7 present these estimated proportions
along with their mean squared error. Therefore, if nopt1 /n = 0.5 then n
opt
1 = ⌊n/2⌋, and
if kopt/n = 1 then kopt = n, a value that corresponds to LOOCV.
Table 4 presents the estimated and, in parenthesis, the theoretical value of nopt1 /n,
the estimated value of ρopt, and the estimated from the data value of kopt/n. The sec-
ond line, for each sample size, reports the mean squared error (MSE). The loss func-
tion here is squared error loss, which belongs in the q-class of loss functions. The
results of Table 4 indicate that nopt1 = ⌊n/2⌋, and kopt = n corresponds to LOOCV
22 Georgios Afendras, Marianthi Markatou
for all distributions. Furthermore, the estimator of the correlation coefficient is highly
accurate.
Similarly, Tables 5 and OA.1 (see Online Appendix) present simulation results
when the loss functions are a q-loss with generator q(t) = −
√
t2 + 1 and the approx-
imated absolute error loss. The results of these Tables indicate that nopt1 = ⌊n/2⌋ and
kopt corresponds again to LOOCV. The approximated absolute error loss does not
belong in the q-class of loss functions; we take d = n−1.
We now contrast the above results with those presented in Tables 6 and 7. Tables
6, 7 present simulation results using the sample mean as the decision rule, for a vari-
ety of distributions and sample sizes indicated in the tables. Note that the minimum
divisor of sample sizes 60, 100, 750 and 5000 is 2, while the minimum divisor for
sample size 301 is 7 and of sample size 1501 is 19.
Tables 6, 7 exemplify clearly the interaction between the loss function and the
data distributions, with the selection of the optimal training sample size and the se-
lection of the optimal number of folds in k-fold CV. Table 6 presents the proportion
of the sample size allocated to the training set. While distributions such as exp(1) or
log-normal select nopt1 = ⌊n/2⌋, other distributions such as U(0, 1) or t6(5) require nopt1
to be approximately 80% of the total sample size. On the other hand, in all cases the
modified squared error loss function, offers kopt = n, the LOOCV.
Table 7 presents analogous results for the double squared error loss. The results
indicate the impact of the loss function and data distribution on the selection of kopt.
Note that, our limit cases here are represented by t9 and Pareto(9) distributions (recall
that we require the existence of at least eight moments). Note that all distributions,
with the exception of the Pareto(15) and Pareto(9) select as kopt = md(n), for all
sample sizes used. The Pareto distributions select kopt = n, indicating optimality for
the LOOCV. The double squared error loss does not belong in the q-class of loss
functions. The comparison with the results presented, for example in Tables 4 and 5,
where the loss functions were members of the q-class, clearly indicates the impact of
the loss function on the optimal sample size selection for the training and hence the
test set.
When cross validation estimators of the generalization error are used the usual
recommendation made is to use 70% - 80% of the data for training and the remaining
for testing. Figures 3 and 4 plot the variance of the test set error as a function of
the sample splitting for squared error and modified squared error losses. The graphs
show that the test set variance is minimized for the optimal value of n1. On the other
hand, Figure 5 plots the relative efficiency of µ̂CV,J against the ratio n1/n, for J = 1 (it
corresponds to Var(̂µ j)), 10 and 15. The relative efficiency of µ̂CV,J is defined as the
ratio of the variance of µ̂CV,J for any given data splitting over the variance of µ̂CV,J
at the optimal data splitting. Figure 5 clearly shows that, for all sample sizes, all loss
functions with nopt1 = ⌊n/2⌋, and all distributions, the popular recommendations in
terms of splitting exhibit substantial increase in the variance of µ̂CV,J. For example,
when 75% of the total sample size is used for training, leaving 25% for testing, the
increase in the variance of µ̂CV,10 when squared error loss is used and n = 24 is
17.3%, while when 80% (or 90%) of the total sample is used for training this increase
is 24.4% (or 88.6%). And if J = 15, then the increase in variance is 11.86% when the
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Table 4: Average of the estimated values and their empirical mean square error for
various data distributions and various values of n, for the squared error loss and the
case of sample mean.
Sample Size Estimator(Theoretical Value)
MSE
F n
n
opt
1
n
ρopt k
opt
n
n
n
opt
1
n
ρopt k
opt
n
N
(0,
1)
60 .500(.500) .4821(.4844) 1(1) 750 .500(.500) .4987(.4987) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4896(.4904) 1(1) 1501 .500(.500) .4990(.4990) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4950(.4950) 1(1) 5000 .500(.500) .4998(.4998) 1(1)
0 < 10−6 0 0 < 10−10 0
U
(−
1,
1)
60 .500(.500) .4643(.4643) 1(1) 750 .500(.500) .4967(.4967) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4773(.4773) 1(1) 1501 .500(.500) .4980(.4980) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4904(.4904) 1(1) 5000 .500(.500) .4995(.4995) 1(1)
0 < 10−6 0 0 < 10−9 0
t 1
2
60 .500(.500) .4850(.4884) 1(1) 750 .500(.500) .4990(.4990) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4915(.4929) 1(1) 1501 .500(.500) .4992(.4992) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4957(.4959) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−9 0
t 6
60 .500(.500) .4879(.4935) 1(1) 750 .500(.500) .4993(.4994) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4934(.4961) 1(1) 1501 .500(.500) .4994(.4994) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4965(.4970) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−9 0
ex
p(1
)
60 .500(.500) .4918(.4959) 1(1) 750 .500(.500) .4972(.4975) 1(1)
0 < 10−4 0 0 < 10−6 0
100 .500(.500) .4958(.4975) 1(1) 1501 .500(.500) .4995(.4995) 1(1)
0 < 10−5 0 0 < 10−9 0
301 .502(.502) .4972(.4975) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−9 0
Lo
g
N
o
rm
al
60 .500(.500) .4957(.4971) 1(1) 750 .500(.500) .4999(.4999) 1(1)
0 < 10−4 0 0 < 10−6 0
100 .500(.500) .4981(.4998) 1(1) 1501 .500(.500) .4996(.4997) 1(1)
0 < 10−6 0 0 < 10−8 0
301 .502(.502) .4980(.4982) 1(1) 5000 .500(.500) .4999(.5000) 1(1)
0 < 10−6 0 0 < 10−10 0
Pa
re
to
(15
) 60 .500(.500) .4931(.4974) 1(1) 750 .500(.500) .4997(.4998) 1(1)0 < 10−5 0 0 < 10−7 0
100 .500(.500) .4966(.4984) 1(1) 1501 .500(.500) .4995(.4996) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4975(.4978) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−10 0
Pa
re
to
(6)
60 .500(.500) .4944(.4991) 1(1) 750 .500(.500) .4998(.4999) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4974(.4995) 1(1) 1501 .500(.500) .4996(.4996) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4978(.4981) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−10 0
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Table 5: Average of the estimated values and their empirical mean square error for
various data distributions and various values of n, for the Efron’s q error loss, with
q(t) = −
√
t2 + 1, for the case of sample mean.
Sample Size Estimator(Theoretical Value)
MSE
F n
n
opt
1
n
ρopt k
opt
n
n
n
opt
1
n
ρopt k
opt
n
N
(0,
1)
60 .500(.500) .4578(.4580) 1(1) 750 .500(.500) .4960(.4960) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4730(.4730) 1(1) 1501 .500(.500) .4977(.4977) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4888(.4888) 1(1) 5000 .500(.500) .4994(.4994) 1(1)
0 < 10−6 0 0 < 10−9 0
U
(−
1,
1)
60 .500(.500) .4541(.4528) 1(1) 750 .500(.500) .4954(.4954) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4700(.4693) 1(1) 1501 .500(.500) .4974(.4974) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4874(.4874) 1(1) 5000 .500(.500) .4993(.4993) 1(1)
0 < 10−6 0 0 < 10−9 0
t 1
2
60 .500(.500) .4578(.4587) 1(1) 750 .500(.500) .4961(.4961) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4731(.4735) 1(1) 1501 .500(.500) .4977(.4977) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4889(.4889) 1(1) 5000 .500(.500) .4994(.4994) 1(1)
0 < 10−6 0 0 < 10−9 0
t 6
60 .500(.500) .4573(.4591) 1(1) 750 .500(.500) .4961(.4961) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4728(.4737) 1(1) 1501 .500(.500) .4977(.4977) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4889(.4890) 1(1) 5000 .500(.500) .4994(.4994) 1(1)
0 < 10−6 0 0 < 10−9 0
ex
p(1
)
60 .500(.500) .4609(.4632) 1(1) 750 .500(.500) .4964(.4964) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4750(.4761) 1(1) 1501 .500(.500) .4977(.4977) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4896(.4897) 1(1) 5000 .500(.500) .4995(.4995) 1(1)
0 < 10−6 0 0 < 10−9 0
Lo
g
N
o
rm
al
60 .500(.500) .4536(.4549) 1(1) 750 .500(.500) .4949(.4950) 1(1)
0 < 10−4 0 0 < 10−6 0
100 .500(.500) .4684(.4691) 1(1) 1501 .500(.500) .4971(.4971) 1(1)
0 < 10−4 0 0 < 10−8 0
301 .502(.502) .4863(.4865) 1(1) 5000 .500(.500) .4992(.4992) 1(1)
0 < 10−5 0 0 < 10−8 0
Pa
re
to
(15
) 60 .500(.500) .4913(.4959) 1(1) 750 .500(.500) .4997(.4997) 1(1)0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4956(.4975) 1(1) 1501 .500(.500) .4995(.4995) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4972(.4975) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−10 0
Pa
re
to
(6)
60 .500(.500) .4895(.4947) 1(1) 750 .500(.500) .4995(.4996) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4965(.4968) 1(1) 1501 .500(.500) .4994(.4995) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4969(.4973) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−10 0
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Table 6: Average of the estimated values and their empirical mean square error for
various data distributions and various values of n, for the modified squared error loss,
in the sample mean case. The notation tν(5) indicates that X − 5 follows tν.
Sample Size Estimator(Theoretical Value)
MSE
F n
n
opt
1
n
ρopt k
opt
n
n
n
opt
1
n
ρopt k
opt
n
N
(1,
1)
60 .597(.583) .5168(.5084) 1(1) 750 .587(.585) .5151(.5142) 1(1)
.0024 .0004 0 .0002 < 10−4 0
100 .592(.580) .5165(.5109) 1(1) 1501 .586(.586) .5149(.5145) 1(1)
.0016 .0002 0 .0001 < 10−4 0
301 .588(.585) .4975(.4978) 1(1) 5000 .586(.586) .5148(.5146) 1(1)
.0006 < 10−4 0 < 10−4 < 10−5 0
U
(0,
1)
60 .787(.783) .6614(.6631) 1(1) 750 .794(.795) .6729(.6729) 1(1)
.0003 .0003 0 < 10−4 < 10−4 0
100 .790(.790) .6662(.6673) 1(1) 1501 .795(.795) .6733(.6734) 1(1)
.0002 .0002 0 < 10−5 < 10−4 0
301 .793(.794) .6713(.6716) 1(1) 5000 .795(.795) .6736(.6737) 1(1)
< 10−4 < 10−4 0 < 10−5 < 10−5 0
t 1
2(5
)
60 .857(.850) .7552(.7370) 1(1) 750 .848(.847) .7421(.7396) 1(1)
.0010 .0019 0 .0002 .0003 0
100 .854(.850) .7512(.7380) 1(1) 1501 .847(.846) .7412(.7397) 1(1)
.0007 .0013 0 < 10−4 .0002 0
301 .850(.847) .7447(.7393) 1(1) 5000 .846(.846) .7402(.7398) 1(1)
.0003 .0006 0 < 10−4 < 10−4 0
t 6
(5)
60 .824(.783) .7152(.6607) 1(1) 750 .797(.785) .6796(.6623) 1(1)
.0043 .0063 0 .0015 .0017 0
100 .816(.780) .7048(.6613) 1(1) 1501 .794(.785) .6755(.6624) 1(1)
.0037 .0047 0 .0011 .0012 0
301 .805(.784) .6885(.6621) 1(1) 5000 .790(.785) .6701(.6624) 1(1)
.0021 .0026 0 .0007 .0006 0
ex
p(1
)
60 .530(.500) .5020(.4972) 1(1) 750 .500(.500) .4998(.4998) 1(1)
.0028 .0002 0 < 10−5 < 10−7 0
100 .516(.500) .5003(.4983) 1(1) 1501 .500(.500) .4998(.4998) 1(1)
.0012 < 10−4 0 < 10−7 < 10−9 0
301 .504(.502) .4991(.4988) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
< 10−4 < 10−5 0 < 10−11 < 10−11 0
Lo
g
N
o
rm
al
60 .507(.500) .4986(.4997) 1(1) 750 .500(.500) .4999(.4999) 1(1)
.0006 < 10−4 0 0 < 10−8 0
100 .501(.500) .4988(.4998) 1(1) 1501 .500(.500) .4996(.4997) 1(1)
< 10−4 < 10−5 0 0 < 10−9 0
301 .502(.502) .4984(.4983) 1(1) 5000 .500(.500) .4999(.5000) 1(1)
0 < 10−7 0 0 < 10−10 0
Pa
re
to
(15
) 60 .919(.883) .8536(.7991) 1(1) 750 .895(.887) .8128(.7997) 1(1)
.0026 .0061 0 .0007 .0016 0
100 .912(.890) .8428(.7994) 1(1) 1501 .892(.887) .8078(.7997) 1(1))
.0017 .0048 0 .0005 .0010 0
301 .901(.887) .8236(.7996) 1(1) 5000 .889(.887) .8032(.7997) 1(1)
.0011 .0025 0 .0002 .0005 0
Pa
re
to
(6)
60 .786(.617) .6780(.5260) 1(1) 750 .697(.615) .5861(.5264) 1(1)
.0367 .0308 0 .0121 .0060 0
100 .764(.610) .6545(.5261) 1(1) 1501 .680(.615) .5735(.5264) 1(1)
.0313 .0228 0 .0086 .0039 0
301 .722(.615) .6123(.5263) 1(1) 5000 .659(.615) .5565(.5264) 1(1)
.0181 .0112 0 .0051 .0018 0
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Table 7: Average of the estimated values and their empirical mean square error for
various data distributions and various values of n, for the double squared error loss,
in the case of sample mean.
Sample Size Estimator(Theoretical Value)
MSE
F n
n
opt
1
n
ρopt k
opt
n
n
n
opt
1
n
ρopt k
opt
n
N
(0,
1)
60 .500(.500) .500(.500) .0333(.0333) 750 .500(.500) .500(.500) .0027(.0027)
0 < 10−7 0 0 < 10−12 0
100 .500(.500) .500(.500) .0200(.0200) 1501 .500(.500) .500(.500) .0127(.0127)
0 < 10−8 0 0 < 10−16 0
301 .502(.502) .498(.498) .0233(.0233) 5000 .500(.500) .500(.500) .0004(.0004)
0 < 10−12 0 0 < 10−15 0
U
(−
1,
1)
60 .500(.500) .500(.500) .0333(.0333) 750 .500(.500) .500(.500) .0027(.0027)
0 < 10−6 0 0 < 10−10 0
100 .500(.500) .500(.500) .0200(.0200) 1501 .500(.500) .500(.500) .0127(.0127)
0 < 10−7 0 0 < 10−11 0
301 .502(.502) .498(.498) .0233(.0233) 5000 .500(.500) .500(.500) .0004(.0004)
0 < 10−9 0 0 < 10−14 0
t 1
2
60 .500(.500) .500(.500) .0333(.0333) 750 .500(.500) .500(.500) .0027(.0027)
0 < 10−7 0 0 < 10−13 0
100 .500(.500) .500(.500) .0200(.0200) 1501 .500(.500) .500(.500) .0127(.0127)
0 < 10−8 0 0 < 10−15 0
301 .502(.502) .498(.498) .0233(.0233) 5000 .500(.500) .500(.500) .0004(.0004)
0 < 10−12 0 0 < 10−16 0
t 9
60 .500(.500) .500(.500) .0333(.0333) 750 .500(.500) .500(.500) .0027(.0027)
0 < 10−7 0 0 < 10−13 0
100 .500(.500) .500(.500) .0200(.0200) 1501 .500(.500) .500(.500) .0127(.0127)
0 < 10−8 0 0 < 10−15 0
301 .502(.502) .498(.498) .0233(.0233) 5000 .500(.500) .500(.500) .0004(.0004)
0 < 10−12 0 0 < 10−16 0
ex
p(1
)
60 .500(.500) .500(.500) .0368(.0333) 750 .500(.500) .500(.500) .0027(.0027)
0 < 10−6 .0034 0 < 10−9 0
100 .500(.500) .500(.500) .0202(.0200) 1501 .500(.500) .500(.500) .0127(.0127)
0 < 10−7 .0002 0 < 10−10 0
301 .502(.502) .498(.498) .0233(.0233) 5000 .500(.500) .500(.500) .0004(.0004)
0 < 10−8 0 0 < 10−12 0
Lo
g
N
o
rm
al
60 .500(.500) .500(.500) .0338(.0333) 750 .500(.500) .500(.500) .0027(.0027)
0 < 10−6 .0005 0 < 10−11 0
100 .500(.500) .500(.500) .0200(.0200) 1501 .500(.500) .500(.500) .0127(.0127)
0 < 10−7 0 0 < 10−12 0
301 .502(.502) .498(.498) .0233(.0233) 5000 .500(.500) .500(.500) .0004(.0004)
0 < 10−9 0 0 < 10−14 0
Pa
re
to
(15
) 60 .500(.500) .495(.499) 1(1) 750 .500(.500) .500(.500) .9999(1)0 < 10−4 0 0 < 10−8 < 10−4
100 .500(.500) .498(.499) 1(1) 1501 .500(.500) .500(.500) .9999(1)
0 < 10−5 0 0 < 10−8 < 10−4
301 .502(.502) .498(.498) .9998(1) 5000 .500(.500) .500(.500) .9999(1)
0 < 10−6 .0002 0 < 10−10 < 10−4
Pa
re
to
(9)
60 .500(.500) .496(.500) .9930(1) 750 .500(.500) .500(.500) .9809(1)
0 < 10−4 .0067 0 < 10−8 .0191
100 .500(.500) .498(.500) .9897(1) 1501 .500(.500) .500(.500) .9818(1)
0 < 10−5 .0100 0 < 10−8 .0188
301 .502(.502) .498(.498) .9998(1) 5000 .500(.500) .500(.500) .9815(1)
0 < 10−6 .0002 0 < 10−10 .0187
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training set is 75% of the sample; it is 16.8% (or 61.2%) when 80% (or 90%) of the
sample is used for training.
Notice that V̂ar(̂µCV,∞) = Ĉ is almost unaffected by the splitting mechanism
across all loss functions, independently of data distribution. This provides further
justification of our selection of the optimality rule (9). This indicates that (9) is equiv-
alent to minimizing V − C and to minimizing Var(̂µCV,J) for all J (see also relation
(13)).
Furthermore, ρopt = .5 when nopt1 = ⌊n/2⌋ (both theoretically and empirically), so
that Copt = .5Vopt, and the limited variance C is almost unaffected by the splitting. In
view of Figure 5, V(.75) ≃ 1.9Vopt ≃ 3.8Copt ≃ 3.8C(.75), while V(.80) ≃ 4.6C(.80),
V(.85) ≃ 6.2C(.85) and V(.90) ≃ 10C(.90), where V(π) denotes the variance of the
test set error µ̂ j for training sample size n1 = πn. The notations C(π) and ρ(π) have
similar interpretation. Thus, ρopt ≃ .5, ρ(.75) ≃ .26, ρ(.80) ≃ .22,ρ(.85) ≃ .16, and
ρ(.90) ≃ .1. The relationship of these results to the resampling effectiveness and
reduction ratio of µ̂CV,J are shown in Table 8 for J = 10, 15 and when the training
sample size is .5n (= nopt1 ), .75n, .80n, .85n and .90n. These results show that when
the training sample size in not optimal then we need to increase the resampling size
to obtain acceptable levels of reduction ratio and/or resampling effectiveness, thereby
increasing the computational burden of the procedure.
Table 8: The resampling effectiveness and reduction ratio of µ̂CV,J, J = 10, 15, for the
loss function which have nopt1 = ⌊n/2⌋, in the sample mean case.
Resampling Effectiveness Reduction Ratio
n1 J = 10 J = 15 J = 10 J = 15
.50n 90% 94% .010 .0045
.75n 78% 84% .025 .0114
.80n 74% 81% .029 .0137
.85n 66% 74% .038 .0185
.90n 53% 63% .053 .0268
5.2 Regression and classification via logistic regression
We empirically now study the variance of generalization error in the cases of linear
regression and classification via logistic regression.
Date were generated as yi = 1 + X1 + X2 − X3 + X4 + εi, i = 1, 2, . . . , n, where the
sample size n = 40, 60, 100 and 200 and the error vector εn follows Nn(0, I) distri-
bution. The four covariates were generated only once as follows. The first covariate
X1 is a binary variable generated from Bernoulli(.6) distribution, the second variable
is generated from Poisson(2) distribution, the third variable is generated from the
U(0, 5) distribution and variable X4 is generated from the U(0, 3) distribution. The
number of Monte Carlo repetitions equals 5000.
Table 9 and Figure 6 present the results; notice that, both the table and figure, in-
dicate an increase in the variance of the test set error, Var(̂µ j), as well as in Var(̂µCV,J)
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(a) N(0, 1) distribution; sample sizes n = 24, 60, 100.
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(c) Pareto(15) distribution; sample sizes n = 24, 60, 100.
Fig. 3: Theoretical (blue solid line) and empirical (red dashed line, N = 500 Monte
Carlo repetitions), values of the variance of µ̂ j for various data distributions, total
sample n values and n1 = ⌊n/2⌋, . . . , n − 1. The loss is squared error loss and the
decision rule is X.
with J = 10, 15, when the training sample size moves away from the optimal value
of n1 = ⌊n/2⌋. This is true for all sample sizes.
Table 10 presents relevant results for classification via logistic regression. The
model contains three covariates, X1 is generated once as Bernoulli(.6), X2 is Poisson(2)
and X3 is generated from discrete uniform on the set {0, 1, 2, 3, 4}. The vector of er-
rors is again Nn(0, I), and we generate 50 Monte Carlo samples. Table 10 presents
estimates of the Var(̂µ j) for two values of the sample size n, 60 and 100, and for dif-
ferent values of the training sample size n1. Again, Var(̂µ j) increases if the popular
choices of n1, .75n or .80n, are used, and Var(̂µ j) is minimized when n1 = ⌊n/2⌋, and
this holds for all sample sizes and error distributions.
6 An application to real data
In what follows, we briefly describe the two data sets we use to illustrate our re-
sults. One is a data set on birth weight and the second is a part of the data set from
the National Health and Nutrition Examination Survey (NHANES III) conducted
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(a) N(1, 1) distribution; sample sizes n = 24, 60, 100.
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(b) t12(5) distribution; sample sizes n = 24, 60, 100.
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(c) Pareto(15) distribution; sample sizes n = 24, 60, 100.
Fig. 4: Theoretical (blue solid line) and empirical (red dashed line, N = 500 Monte
Carlo repetitions), values of the variance of µ̂ j for various data distributions, total
sample n values and n1 = ⌊n/2⌋, . . . , n − 1. The loss is modified squared error loss
and the decision rule is X.
by the National Center for Health Statistics (NCHS) between 1988 and 1994 (see
Hosmer and Lemeshow, 2000).
Low birth weight, defined as a birth weight less than 2500 grams, is an outcome
that has been of concern to physicians for years, because of its association between
high infant mortality and birth defect rates. Data were collected as part of a large study
at Baystate Medical Center in Springfield, MA. The outcome variable was a binary
variable taking values 0 if the weight of a baby at birth is greater than or equal to 2500
gr and 1 if it is less than 2500 gr, i.e. it is actual low birth weight. Measurements on
10, additional to the outcome, variables were collected on 189 subjects. Out of 189
subjects 59 were observed as low birth weight and 130 as normal birth weight, so
the class proportions were 31.22% low birth weight and 68.78% normal birth weight.
Because the race variable has three categories, white, black and other, it was coded
using two design variables defined as follows. The first design variable takes the value
1 when the race is “black” and 0 otherwise, while the second design variable takes
the value 1 when the race is “other” and 0 when it is “white” or “black”. The other
variable we use was mother’s weight at the last menstrual period, and the logistic
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(a) RE of Var(̂µ j) against n1/n, for n = 24, 40, 100–from left to right.
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(b) RE of Var(̂µCV,10) against n1/n, for n = 24, 40, 100–from left to right.
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(c) RE of Var(̂µCV,15) against n1/n, for n = 24, 40, 100–from left to right.
Fig. 5: Relative efficiency (RE) of Var(̂µ j) [sub-figure 5a], Var(̂µCV,10) [sub-figure
5b] and Var(̂µCV,15) [sub-figure 5c] (case of sample mean), N = 10000 Monte Carlo
repetitions, for all loss functions with nopt1 = ⌊n/2⌋.
regression model we use contains a constant term (see Hosmer and Lemeshow, 2000,
p. 38).
The second data set has a binary outcome variable and five covariates. The binary
outcome variable Y takes values 0 if the average systolic blood pressure is less than
or equal 140 and is 1 if it is greater than 140. Data were collected via physical ex-
aminations and clinical and laboratory tests, and only adults defined as 20 years of
age and older were included in the survey. We selected a sample of size 1,000 with
complete observations on the covariates representing age (in years), sex (male or fe-
male), race (white, black, other), body weight (in pounds) and standing height (in
inches). Because the race variable has three categories, it was coded using the same
design variables, as in the previous example. Applying our proposed Algorithm 1 (for
classification via logistic regression), we obtain that as the size of the training sample
increases so does the variance of the test set error. We obtain minimum variance when
n1 = ⌊n/2⌋.
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Table 9: Monte Carlo (5000 repetitions) estimators of nopt1 , and Var(̂µCV,J), J =
1, 10, 15,∞, for various values the total sample size n and training size n1. The loss
function is squared error and the regression model has four covariates, with error
vector following Nn(0, I).
n n̂
opt
1
(
MSE(̂nopt1 )
)
n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
40 20(0) n̂opt1 = 20 1.132 0.622 0.603 0.565
.75n = 40 1.934 0.685 0.638 0.546
.80n = 32 2.366 0.726 0.665 0.544
.85n = 34 3.094 0.797 0.712 0.541
.90n = 36 4.560 0.942 0.808 0.540
60 30(0) n̂opt1 = 30 0.710 0.390 0.378 0.355
.75n = 45 1.276 0.439 0.408 0.346
.80n = 48 1.573 0.468 0.427 0.345
.85n = 51 2.071 0.517 0.459 0.344
.90n = 54 3.071 0.616 0.525 0.343
100 50(0) n̂opt1 = 50 0.400 0.220 0.213 0.200
.75n = 75 0.749 0.252 0.234 0.197
.80n = 80 0.929 0.270 0.245 0.196
.85n = 85 1.229 0.299 0.265 0.196
.90n = 90 1.831 0.359 0.305 0.196
200 100(0) n̂opt1 = 100 0.188 0.103 0.100 0.094
.75n = 150 0.363 0.120 0.111 0.093
.80n = 160 0.452 0.129 0.117 0.093
.85n = 170 0.600 0.143 0.127 0.093
.90n = 180 0.898 0.173 0.147 0.093
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(a) RE of Var(̂µ j) against n1/n, for n = 40, 60, 100, 200–from left to right.
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(b) RE of Var(̂µCV,10) against n1/n, for n = 40, 60, 100, 200–from left to right.
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(c) RE of Var(̂µCV,15) against n1/n, for n = 40, 60, 100, 200–from left to right.
Fig. 6: The relative efficiency (RE), in the regression case, of Var(̂µ j) [sub-figure 6a],
Var(̂µCV,10) [sub-figure 6b] and Var(̂µCV,15) [sub-figure 6c]. The number of Monte
Carlo repetitions is 5000 and squared error loss is used.
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Table 10: Monte Carlo (50 repetitions) estimators of nopt1 and Var(̂µ j) for specific
values of the training set sample size n1 for various values of the total sample size
and error distributions.
Fε n n̂
opt
1
(
V̂ar(̂nopt1 )
)
Var(̂µ j)
n̂
opt
1 .75n .80n .85n .90n
N(0
, 1) 60 30(0) 3.45 × 10−3 9.24 × 10−3 12.2 × 10−3 17.0 × 10−3 26.8 × 10−3
100 50(0) 2.10 × 10−3 5.70 × 10−3 7.50 × 10−3 10.6 × 10−3 16.6 × 10−3
U(−
1,
1) 60 30(0) 6.50 × 10−5 15.0 × 10−5 20.0 × 10−5 27.0 × 10−5 42.0 × 10−5
100 50(0) 5.89 × 10−5 12.9 × 10−5 16.4 × 10−5 22.3 × 10−5 34.1 × 10−5
t 12
60 30(0) 9.60 × 10−5 21.3 × 10−5 27.2 × 10−5 36.9 × 10−5 56.5 × 10−5
100 50(0) 6.68 × 10−5 14.8 × 10−5 18.9 × 10−5 25.7 × 10−5 39.3 × 10−5
7 Discussion and Recommendations
In this paper we address the problem of “optimal” selection of the size of training sets
when interest centers in making inferences about the generalization error of predic-
tion algorithms. We study two types of cross validation estimators of the generaliza-
tion error. These are random cross validation (or repeated learning-testing method)
and k-fold cross validation estimators. The statistical rule that defines “optimality”,
in light in Proposition 1 and Theorem 1, calls for the minimization of the variance of
the test set error.
Our results indicate that the optimal training sample size selection is a complex
problem and it depends primarily on the loss function that is used, as well as on the
data distribution. Describe the complexity of the analysis, simple general rules for
practical use can be drawn. When the loss function belongs to the q-class then, for the
case of random cross validation, nopt1 = ⌊n/2⌋ (for both, sample mean and regression
decision rules). When the loss function does not belong in the q-class then the value
of nopt1 may or may not equal ⌊n/2⌋, indicating that q-class membership is a sufficient
condition for nopt1 = ⌊n/2⌋, but not a necessary condition. We present cases where the
loss function does not belong in the q-class, yet nopt1 = ⌊n/2⌋ (see, for example, Table
OA.1). Furthermore, we illustrate the effects of complex interactions between the loss
function a researcher chooses and the data distribution on the optimal training sample
size selection in Tables 6.
Furthermore, we studied the effect that popular training set sample size selection,
such as .75n or .80n, has on the Var(̂µ j and Var(̂µCV,J), J = 10, 15. We found out that
as the training sample size increases away from its optimal value the aforementioned
variances increase substantially. To decrease those we need to increase the resampling
size J from 15 to a value that achieves acceptable reduction ratio and/or resampling
effectiveness, thereby increasing the computational cost.
The selection of the resampling size J of a random cross validation estimator of
the generalization error is important, as it contributes to the variance reduction of this
estimator. We propose two methods of selecting J and exemplify their use. Our anal-
ysis indicates that, when the correlation between two different test sets is moderate,
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i.e. in range of [.2, .3], the resampling size J ≥ 14 if we desire resampling effective-
ness greater than or equal to .85. The higher the desired resampling effectiveness, the
higher the value of J. Similar results hold when the reduction ratio forces the vari-
ance of µ̂CV,J closer to its asymptotic value, and provides for larger values of J. Our
work shows that the correlation coefficient ρ is affected by the training sample size
and since J is a function of ρ it is also affected by the splitting of the total sample.
The effect of training sample size n1 is to decrease the correlation as n1 moves away
from its optimal value, requiring larger and larger values of J to achieve small values
of Var(̂µCV,J).
A potential limitation to the complete generality of the results presented here is
the fact that we require the operating data distributions to have finite moments of
at least order six (see Subsections 4.1 and 4.2). Most commonly used distributions
satisfy this condition. But if the data do not follow a distribution satisfying the afore-
mentioned condition, a transformation of the data may be amenable to the analysis
presented here.
For the k-fold CV estimator of the generalization error we provide rules for ob-
taining kopt, and study the factors that affect the value of it. As in the case of random
CV, the value of kopt is affected by the loss function and the data distribution. Our
results indicate that LOOCV can be replaced by k-fold with 5 ≤ k ≤ 10, in most
cases.
A An additional analysis for the regression case
A.1 An illustration of the convergence in (17)
Table 11 illustrates the convergence of the matrix sequence n−1XT X to the matrix V−1 = |ΣX + µXµTX . We
simulate 104 random samples of size n = 30, 100 and 250 from the 3-dimensional normal distribution
with mean vector µ = 0 ∈ R3 and variance-covariance matrix |Σ =
(
1 .5 .7
.5 1 −.1
.7 −.1 1
)
and from the trinomial
distribution with number of the possible outcomes k = 10 and probability vector p = (.1, .2, .7)T . In the
table are shown the average of the estimator n−1XT X = (̂v∗i j)3×3 from the samples, and the corresponding
average of the maximum norm, ‖ · ‖max, between the estimators and the true value of V−1 = (v∗i j)3×3, that is
‖n−1XT X −V−1‖max  maxi, j{|̂v∗i j − v∗i j |}. Also, for the trinomial distribution case, in which its components
do not standardized, is shown in a parenthesis the average of the maximum norm between the estimators
and the true value of V−1 of the corresponding standardized random vectors.
A.2 Linear Regression
Let S j , S ′j be given training sets, i ∈ S cj , i′ ∈ S cj′ and squared error loss such that Ls (̂yS j ,i, yi) = (̂yS j ,i −
yi)2 = (xTi β̂S j − yi)2 and Ls (̂yS j′ ,i′ , yi′ ) = (xTi′ β̂S j′ − yi′ )2.
Define the quantities
C1 
n∑
i=1
xTi V xi, C3  2
∑∑
1≤i<i′≤n
(xTi V xi′ )2 =
n∑
i=1
n∑
i=1
(xTi V xi′ )2 −C2,
C2 
n∑
i=1
(xTi V xi)2, C4  2
∑∑
1≤i<i′≤n
xTi V xix
T
i′V xi′ = C
2
1 −C2.
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Table 11: The average of the estimators n−1XT X, the true V−1 and the average of the maximum norm
between the estimators and the true value of V−1, when X ∼ N3(0,V−1) or X ∼ trinomial(10; (.1, .2, .7))
for sample size of n = 30, 100, 250. For the trinomial case, in parenthesis, the average of the maximum
norm of the corresponding standardized vectors, is presented.
F V−1 n
−1XT X
‖V−1 − n−1XT X‖max
n
30 100 250
3-
di
m
.
n
o
rm
al
 1 .5 .7.5 1 −.1
.7 −.1 1


0.996 0.498 0.697
0.498 0.998 −0.101
0.697 −0.101 0.997

0.344

0.998 0.498 0.700
0.498 0.997 −0.099
0.700 −0.099 0.999

0.191

1.001 0.501 0.701
0.501 1.000 −0.099
0.701 −0.099 1.001

0.111
tr
in
o
m
ia
l 1.9 1.8 6.31.8 5.6 12.66.3 12.6 51.1


1.906 1.800 6.304
1.800 5.612 12.587
6.304 12.587 51.101

3.068(0.304)

1.901 1.800 6.296
1.800 5.600 12.600
6.296 12.600 51.108

1.680(0.169)

1.901 1.799 6.304
1.799 5.596 12.594
6.304 12.594 51.110

1.060(0.107)
Write the n × n matrix
nH = nX(XT X)−1XT = XVXT = (x1, . . . , xn)T V(x1 , . . . , xn) = (xTi V xi′ ),
where H = (hii′ ) is the hat matrix of regression, and observe that C1 = n tr(H), C2 = n2
∑n
i=1 h
2
ii and C3 =
n22
∑∑
1≤i<i′≤nh2ii′ . It is well known that tr(H) = rank(X) = p, 0 ≤
∑n
i=1 h
2
ii ≤ p and
∑n
i=1
∑n
i′=1 h
2
ii′ = p
(see, for example, Chatterjee and Hadi, 1998). Setting the parameter θ  ∑ni=1 h2ii ∈ [0, p], we have that
C1 = np, C2 = n2θ, C3 = n2(p − θ), C4 = n2(p2 − θ). (21)
Normal Error Distribution Assume the errors in the linear regression model are normally dis-
tributed, that is ε ∼ Nn(0, σ2I). Let β̂S j , β̂S j′ be the ordinary least square (OLS) estimators computed on
the training sets S j , S j′ . It is well known that β̂S j = (XTS j XS j )
−1XTS j yS j (and similarly for the index j′),
with XS j = ES j X and yS j = ES j y (and similarly for the index j′) are defined above as the product of ES j
and X. This allows one to write β̂S j = (XT IS j X)−1XT IS j y and β̂S j′ = (XT IS j′ X)−1XT IS j′ y.
Let the bivariate random vector
ξ j, j′ ,i,i′ = (ξ j,i , ξ j′ ,i′ )T  (xTi β̂S j − yi, xTi′ β̂S j′ − yi′ )T .
Then, as n1 becomes large
ξ j, j′ ,i,i′
d≈ N2
(0, |Σξj, j′ ,i,i′ ), where
|Σξj, j′ ,i,i′  σ2

xTi Vxi
n1
+ 1
card(S j∩S j′ )
n21
xTi V xi′ −
1{i′∈S j }+1{i∈S j′ }
n1
xTi V xi′ + 1{i=i′}
∗ x
T
i′Vxi′
n1
+ 1
 ;
(22)
and the moments of ξ j, j′ ,i,i′ are approximated by the associate moments of the approximated distribution.
B A useful lemma
We offer a lemma that is fundamental in proving the results presented in this paper.
Lemma 2 Let S j and S j′ be two index sets of size n1 < n (and n2 = n − n1) as in random CV; and let us
consider the fixed indices i , i′ , i′′ ∈ N = {1, . . . , n}. Then,
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(a) P(1{i∈S cj } = 1) =
n2
n
.
(b) P(1{i,i′∈S cj } = 1) =
n2(n2−1)
n(n−1) and P(1{i∈S cj ,i′∈S j} = 1) =
n1n2
n(n−1) .
(c) P(1{i,∈S cj ,i′ ,i′′∈S j} = 1) =
n1n2(n1−1)
n(n−1)(n−2) .
(d) E(1{i∈S cj }) =
n2
n
and Var(1{i∈S cj }) =
n1n2
n2
.
(e) E(1{i,i′∈S cj }) =
n2(n2−1)
n(n−1) .
(f) E(1{i∈S cj∩S cj′ }) = E(1{i∈S cj ,i′∈S cj′ }) =
n22
n2
.
(g) E(1{i∈S cj ,i′∈S cj′ ,i′∈S j}) = E(1{i∈S cj ,i′∈S cj′ ,i∈S j′ }) =
n1n22
n2(n−1) .
(h) E(1{i∈S cj ,i′∈S cj′ ,i′∈S j ,i∈S j′ }) =
n21n
2
2
n2(n−1)2 .
(i) E(card(S j ∩ S j′ )1{i∈S cj∩S cj′ }) =
n21n
2
2
n2(n−1) , E(card
2(S j ∩ S j′ )1{i∈S cj∩S cj′ }) =
n21n
2
2(n1(n1−1)+n2−1)
n2(n−1)(n−2) .
(j) E(card2(S j ∩ S j′ )1{i∈S cj ,i′∈S cj′ }) =
n21n
2
2[(n−2)2+(n−3)(n1−1)2]
n2(n−1)2(n−2) .
(k) E(card(S j ∩ S j′ )1{i∈S cj ,i′∈S cj′ ,i∈S j′ }) = E(card(S j ∩ S j′ )1{i∈S cj ,i′S cj′ ,i′∈S j}) =
n21n
2
2(n1−1)
n2(n−1)2 .
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Supplementary material
1 Proofs
Proof of Lemma 2 (a) P(1{i∈S cj} = 1) = P(i < S j) =
(
n−1
n1
)(
n
n1
)−1
=
n2
n
.
(b) P(1{i,i′∈S cj} = 1) = P(i, i′ < S j) =
(
n−2
n1
)(
n
n1
)−1
=
n2(n2−1)
n(n−1) and P(1{i∈S cj ,i′∈S j} = 1) =
P(i < S j, i′ ∈ S cj) =
(
n−2
n1−1
)(
n
n1
)−1
=
n1n2
n(n−1) .
(c) As above,P(1{i,∈S cj ,i′,i′′∈S j} = 1) = P(i′, i′′ ∈ S j, i < S j) =
(
n−3
n1−2
)(
n
n1
)−1
=
n1(n1−1)n2
n(n−1)(n−2) .
(d) It follows immediately from (a).
(e) E(1{i,i′∈S cj}) = P(1{i,i′∈S cj} = 1) =
n2(n2−1)
n(n−1) , see (b).
(f) Due to independence of S j and S j′ and using (a),
E(1{i∈S cj∩S cj′ }) = P(1{i∈S cj∩S cj′ } = 1) = P(i ∈ S
c
j, i ∈ S cj′) = P(i ∈ S cj)P(i ∈ S cj′) =
n22
n2
and similarly for i , i′.
(g) As in (f), using (a) and (b),
E(1{i∈S cj ,i′∈S cj′ ,i′∈S j}) = P(i′ ∈ S j, i < S j)P(i′ < S j′) =
n1n
2
2
n2(n − 1) .
(h) Similarly to (g), using (b),
E(1{i∈S cj ,i′∈S cj′ ,i′∈S j ,i∈S j′ }) = P(i
′ ∈ S j, i < S j)P(i ∈ S j′ , i′ < S j′) =
n21n
2
2
n2(n − 1)2 .
(i) For a simple notation, in the sequel of the proof we use the exchangeability of the
indices. Set i = n and i′ = n − 1. Also, observe that card(S j ∩ S j′ ) = ∑nk=1 1{k∈S j∩S j′ }.
So, using (b),
E(card(S j ∩ S j′)1{n∈S cj∩S cj′ }) =
n∑
k=1
E(1{k∈S j∩S j′ ,n∈S cj∩S cj′ }) =
n−1∑
k=1
E(1{k∈S j∩S j′ ,n∈S cj∩S cj′ })
=
n−1∑
k=1
P(k ∈ S j, n < S j)P(k ∈ S j′ , n < S j′) = (n − 1)
n21n
2
2
n2(n − 1)2 =
n21n
2
2
n2(n − 1) .
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Write card2(S j ∩ S j′) as (∑n−1k=1 1{k∈S j∩S j′ })2 + 21{n∈S j∩S j′ }∑n−1k=1 1{k∈S j∩S j′ } +1{n∈S j∩S j′ }
and, since 1{n∈S j∩S j′ }1{n∈S cj∩S cj′ } = 0, observe that card
2(S j ∩ S j′ )1{n∈S cj∩S cj′ } is
card2(S j ∩ S j′)1{n∈S cj∩S cj′ } =
n−1∑
k=1
1{k∈S j∩S j′ }

2
1{n∈S cj∩S cj′ }
=
n−1∑
k=1
1{k∈S j∩S j′ ,n∈S cj∩S cj′ } + 2
∑∑
1≤k<k′≤n−1
1{k,k′∈S j∩S j′ ,n∈S cj∩S cj′ }.
Hence, the desired expected value is
n−1∑
k=1
P
2(k ∈ S j, n < S j) + 2
∑∑
1≤k<k′≤n−1
P
2(k, k′ ∈ S j, n < S j)
=
n21n
2
2
n2(n − 1) + (n − 1)(n − 2)
(
n1(n1 − 1)n2
n(n − 1)(n − 2)
)2
=
n21n
2
2
n2(n − 1) +
n21n
2
2(n1 − 1)2
n2(n − 1)(n − 2) .
(j) Write card(S j ∩ S j′) = ∑n−2k=1 1{k∈S j∩S j′ } + 1{n−1∈S j∩S j′ } + 1{n∈S j∩S j′ }. As in (i)
card2(S j ∩ S j′)1{n∈S cj ,n−1∈S cj′ } =
n−2∑
k=1
1{k∈S j∩S j′ ,n∈S cj ,n−1∈S cj′ }
+ 2
∑∑
1≤k<k′≤n−1
1{k,k′∈S j∩S j′ ,n∈S cj ,n−1∈S cj′ }.
The expected value is
n−2∑
k=1
P(k ∈ S j, n < S j)P(k ∈ S j′ , n − 1 < S j′)
+ 2
∑∑
1≤k<k′≤n−2
P(k, k′ ∈ S j, n < S j)P(k, k′ ∈ S j′ , n − 1 < S j′)
= (n − 2) n
2
1n
2
2
n2(n − 1)2 + (n − 3)
n21n
2
2(n1 − 1)2
n2(n − 1)2(n − 2) .
(k) Similarly to (j), card(S j∩S j′ )1{n∈S cj ,n−1∈S cj′ ,n∈S j′ } =
∑n−2
k=1 1{k∈S j∩S j′ ,n∈S cj ,n−1∈S cj′ ,n∈S j′ };
and the expected value is
n−2∑
k=1
P(k ∈ S j, n < S j)P(k, n ∈ S j′ , n − 1 < S j′) =
n21n
2
2(n1 − 1)
n2(n − 1)2 ,
completing the proof. 
Proof of Theorem 3 Write µ̂ j = 1n2
∑n
i=1 L(̂yS j,i, yi)1{i∈S cj}. So, µ̂ j|S j = 1n2
∑n
i=1 1{i∈S cj}
L(̂yS j ,i, yi|S j, i) and µ̂2j |S j = 1n22
{∑n
i=1 1{i∈S cj}L
2(̂yS j ,i, yi)|S j, i + 2
∑∑
1≤i<i′≤n 1{i,i′∈S cj}
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L(̂yS j ,i, yi)L(̂yS j ,i′ , yi′)|S j, i, i′
}
, since 1{A}1{B} = 1{A∩B} and because the quantities1{i∈S cj},
1{i,i′∈S cj} are constants. Therefore,
E(̂µ j|S j) = 1
n2
n∑
i=1
1{i∈S cj}E[L(̂yS j,i, yi)|S j, i] =
1
n2
n∑
i=1
1{i∈S cj}ei,
E(̂µ2j |S j) =
1
n22
 n∑
i=1
1{i∈S cj}E(L2(̂yS j,i, yi)|S j, i)
+ 2
∑∑
1≤i<i′≤n
1{i,i′∈S cj}E[L(̂yS j,i, yi)L(̂yS j,i′ , yi′ )|S j, i, i′]

=
1
n22
 n∑
i=1
1{i∈S cj}ei,i + 2
∑∑
1≤i<i′≤n
1{i,i′∈S cj}ei,i′
 .
Using Lemma 2, we get E(̂µ j) = E[E(̂µ j|S j)] = 1n
∑n
i=1 ei, E(̂µ2j ) = E[E(̂µ2j |S j)] =
1
nn2
{∑n
i=1 ei,i +
2(n2−1)
n−1
∑∑
1≤i<i′≤n ei,i′
}
, completing the proof. 
Proof of (22) ξ j, j′,i,i′ can be written as (IS j X(XT IS j X)−1xi − ei, IS j′ X(XT IS j X)−1xi′ −
ei′ )T y. Using standard properties of multivariate normal distribution, after some alge-
bra, we get ξ j, j′,i,i′ ∼ N2(0, |Σ j, j′,i,i′), where |Σ j, j′,i,i′ = (σrc) has elements:
σ11 = σ
2[xTi (XT IS j X)−1xi + 1],
σ22 = σ
2[xTi′ (XT IS j′ X)−1xi′ + 1],
σ12 = σ
2[xTi (XT IS j X)−1XT IS j∩S j X(XT IS j′ X)−1xi′ − xTi (XT IS j X)−1XT xi′1{i′∈S j}
− xTi (XT IS j′ X)−1XT xi′1{i∈S j′ } + 1{i′=i}].
As n1 becomes large, in view of (19), (XT IS j X)−1, (XT IS j′ X)−1 approximated by
n−11 V . Also, when card(S j∩S j′ ) , 0 we write the matrix n1(XT IS j′ X)−1(XT IS j∩S j′ X)×
(XT IS j X)−1 as
card(S j ∩ S j′ )
n1
(n−11 XT IS j′ X)−1
1
card(S j ∩ S j′) X
T IS j∩S j′ X(n−11 XT IS j X)−1,
if card(S j ∩ S j′ ) takes large values as n1 becomes large, 1card(S j∩S j′ ) XT IS j∩S j′ X ≃ V−1;
and if limn1→∞
card(S j∩S j′ )
n1
= 0, the matrix 1
n1
XT IS j∩S j′ X tends to p× p zero matrix [β̂S j
and β̂S j′ tend to be independent] thus this matrix is approximated by
card(S j∩S j′ )
n1
V−1.
So, for large values of n1 the variance-covariance matrix |Σ j, j′,i,i′ is approximated
by the matrix |Σξj, j′,i,i′ . Finally, the moments of ξ j, j′,i,i′ are continues functions of its
variance-covariance matrix, which completes the proof. 
Theorem OA.1 (Isserlis, 1918) If (X1, X2)T ∼ N2(0, |Σ = (σi j)), then E(X4i ) = 3σ4ii
and E(X21 X22) = σ11σ22 + 2σ212.
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Proof of Proposition 3 Let ei = E[Ls(̂yS j ,i, yi|S j, i)], ei,i′ = E[Ls (̂yS j,i, yi)Ls
(̂
yS j,i′ , yi′)|
S j, i, i′]. From (22) and Theorem OA.1 we obtain ei = E(ξ2j,i) = σ2
(
1 + x
T
i V xi
n1
)
, ei,i =
E(ξ4j,i) = 3σ4
(
1 + x
T
i V xi
n1
)2
. Now, in (22) assume that j = j′ and i , i′ ∈ S cj. Observe
that card(S j ∩ S j′) = n1 and the indicators are zero. Thus, using Theorem OA.1,
ei,i′ = E(ξ2j,iξ2j,i′) = σ4
[(
1 + x
T
i V xi
n1
) (
1 + x
T
i′V xi′
n1
)
+ 2 (x
T
i V xi′ )2
n21
]
. Applying Theorem 3,
E(̂µ j) = σ2
(
1 + p
n1
)
. For the variance of µ̂ j we write nei,i − n2e2i = σ4(3n − n2)
(
1 +
xTi V xi
n1
)2
= σ4(2n + n1)
(
1 + 2x
T
i V xi
n1
+
(xTi V xi)2
n21
)
; and so,
n∑
i=1
(
nei,i − n2e2i
)
= σ4
n(2n + n1) + 2(2n + n1)
n1
C1 +
2n + n1
n21
C2
 .
Also, the quantity σ−4[n(n2 − 1)ei,i′ − (n − 1)n2eiei′ ] is
n(n2 − 1)
[(
1 + x
T
i V xi
n1
) (
1 + x
T
i′V xi′
n1
)
+ 2
n21
(xTi Vxi′ )2
]
− (n − 1)n2
(
1 + x
T
i V xi
n1
) (
1 + x
T
i′V xi′
n1
)
= − n1
(
1 +
xTi Vxi
n1
) (
1 +
xTi′ Vxi′
n1
)
+
2n(n2 − 1)
n21
(xTi Vxi′ )2
= − n1 − (xTi Vxi + xTi′ Vxi′ ) −
1
n1
xTi Vxix
T
i′ Vxi′ +
2n(n2 − 1)
n21
(xTi Vxi′ )2.
Observing that ∑∑1≤i<i′≤n xTi′ Vxi′ = ∑∑1≤i<i′≤n xTi Vxi = 12 ∑ni=1 ∑ni′=1,i′,i xTi Vxi =
n−1
2 C1, we get ∑∑
1≤i<i′≤n
[n(n2 − 1)ei,i′ − (n − 1)n2eiei′ ]
= σ4
−n(n − 1)n12 − (n − 1)C1 − 12n1 C4 + n(n2 − 1)n21 C3
 .
Thus, the quantity
∑n
i=1
(
nei,i − n2e2i
)
+ 2
n−1
∑∑
1≤i<i′≤n[n(n2 − 1)ei,i′ − (n− 1)n2eiei′]
is 2n2 + 4n
n1
C1 + 2n+n1n21 C2 +
2n(n2−1)
(n−1)n21
C3 − 1(n−1)n1 C4; and using (21),
Var(̂µ j) = σ4
 2n2 + 4pn1n2 + (3n + 1)θ(n − 1)n1n2 + (2n(n2 − 1) − n1 p)p(n − 1)n21n2
 . (∗)
Now observe that µ̂ j|S j = 1n2
∑n
i=1 ξ
2
j,i1{i∈S cj} and µ̂ j′ |S j′ = 1n2
∑n
i′=1 ξ
2
j′,i′1{i∈S cj′ }.
Thus,
µ̂ jµ̂ j′ |S j, S j′ = 1
n22
 n∑
i=1
ξ2j,iξ
2
j′ ,i1{i∈S cj∩S cj′ } + 2
∑∑
1≤i<i′≤n
ξ2j,iξ
2
j′ ,i′1{i∈S cj ,i′∈S cj′ }
 ,
noting that, since S j and S j′ are given, the indicator functions are constants. There-
fore,
E(̂µ jµ̂ j′ |S j, S j′) = 1
n22
 n∑
i=1
1{i∈S cj∩S cj′ }E(ξ2j,iξ2j′ ,i) + 2
∑∑
1≤i<i′≤n
1{i∈S cj ,i′∈S cj′ }E(ξ2j,iξ2j′ ,i′)
 .
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In view of (22) and using Theorem OA.1, we obtain the following. If i = i′, since
1{i′∈S j}1{i∈S cj∩S cj′ } = 1{i∈S j′∩S cj∩S cj′ } = 0 and 1{i=i′} = 1,
E(ξ2j,iξ2j′ ,i)
σ4
=
(
1 +
xTi Vxi
n1
)2
+ 2
card(S j ∩ S j′ )
n21
xTi Vxi + 1
2 .
and if i , i′, 1{i=i′} = 0, and
E(ξ2j,iξ2j′,i′ )
σ4
=
(
1 +
xTi Vxi
n1
) (
1 +
xTi′ Vxi′
n1
)
+2(xTi Vxi′)2
card(S j ∩ S j′ )
n21
−
1{i′∈S j} + 1{i∈S j′ }
n1
2 .
WriteE(ξ2j,iξ2j′,i) asσ4
∑2
r=0 Ar;i cardr(S j∩S j′), where A0;i = 3+ 2n1 xTi Vxi+ 1n21 (x
T
i Vxi)2,
A1;i = 4n21 x
T
i Vxi and A2;i =
2
n41
(xTi Vxi)2. Using Lemma 2,
E[1{i∈S cj∩S cj′ }E(ξ
2
j,iξ
2
j′,i)] = σ4
2∑
r=0
Ar;iE[cardr(S j ∩ S j′ )1{i∈S cj∩S cj′ }]
= σ4
n22n2 A0;i + n21n22n2(n − 1) A1;i + n21n22(n1(n1 − 1) + n2 − 1)n2(n − 1)(n − 2) A2;i
 .
Since ∑ni=1 A0;i = 3n+ 2n1 C1+ 1n21 C2, ∑ni=1 A1;i = 4n21 C1 and ∑ni=1 A2;i = 2n41 C2, after some
algebra,
n∑
i=1
E[1{i∈S cj∩S cj′ }E(ξ
2
j,iξ
2
j′ ,i)]
= σ4
3n22n + 2n22(n + 2n1 − 1)n2(n − 1)n1 C1 + n
2
2[n(n − 1) + 2n1(n1 − 2)]
n2(n − 1)(n − 2)n21
C2
 .
Now write E(ξ2j,iξ2j′ ,i′) = σ4
∑1
r=0 Br;i,i′
(
card(S j∩S j′ )
n21
− 1{i′∈S j }+1{i∈S j′ }
n1
)2r
, where B0;i,i′ =
1+ x
T
i V xi+x
T
i′V xi′
n1
+
xTi V xi x
T
i′V xi′
n21
and B1;i,i′ = 2(xTi Vxi′ )2. Denote ΓS j,S j′ ;i,i′ =
(
card(S j∩S j′ )
n21
−
1{i′∈S j }+1{i∈S j′ }
n1
)2
1{i∈S cj ,i′∈S cj′ } and observe that
ΓS j,S j′ ;i,i′ =
card2(S j ∩ S j′ )1{i∈S cj ,i′∈S cj′ }
n41
− 2 card(S j ∩ S j′ )
n31
[1{i∈S cj ,i′∈S cj′ ,i′∈S j} + 1{i∈S cj ,i′∈S cj′ ,i∈S j′ }]
+
2
n21
1{i∈S cj ,i′∈S cj′ ,i′∈S j,i∈S j′ } +
1
n21
[1{i∈S cj ,i′∈S cj′ ,i′∈S j} + 1{i∈S cj ,i′∈S cj′ ,i∈S j′ }].
From Lemma 2, after some algebra, we get
E(ΓS j,S j′ ;i,i′ ) =
n22[(n − 2)(n + n21 + 2n1n2 − 1) − (n1 − 1)2]
n2(n − 1)2(n − 2)n21
.
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Hence,
E[1{i∈S cj ,i′∈S cj′ }E(ξ2j,iξ2j′ ,i′)] = σ4
{
B0;i,i′ E(1{i∈S cj ,i′∈S cj′ }) + B1;i,i′ E(ΓS j,S j′ ;i,i′ )
}
= σ4
n22n2 B0;i,i′ + n22[(n − 2)(n + n21 + 2n1n2 − 1) − (n1 − 1)2]n2(n − 1)2(n − 2)n21 B1;i,i′
 .
Since ∑∑1≤i<i′≤n B0;i,i′ = n(n−1)2 + n−1n1 C1 + 12n21 C4 and ∑∑1≤i<i′≤n B0;i,i′ = 12n21 C3,
2
∑∑
1≤i<i′≤n
E[1{i∈S cj ,i′∈S cj′ }E(ξ
2
j,iξ
2
j′,i′ )] = σ4
 (n − 1)n22n + 2(n − 1)n22n2n1 C1
+
n22[(n − 2)(n + n21 + 2n1n2 − 1) − (n1 − 1)2]
n2(n − 1)2(n − 2)n41
C3 +
n22
n2n21
C4
 .
Thus, by E(̂µ jµ̂ j′ ) = E[E(̂µ jµ̂ j′ |S j, S j′)],
E(̂µ jµ̂ j′ ) = 1
n22
 n∑
i=1
E[1{i∈S cj∩S cj′ }E(ξ
2
j,iξ
2
j′ ,i)] + 2
∑∑
1≤i<i′≤n
E[1{i∈S cj ,i′∈S cj′ }E(ξ
2
j,iξ
2
j′ ,i′)]

= σ4
n + 2n + 2(n2 + n1 − n2)n2(n − 1)n1 C1 + n(n − 1) + 2n1(n1 − 2)n2(n − 1)(n − 2)n21 C2
+
(n − 2)(n + n21 + 2n1n2 − 1) − (n1 − 1)2
n2(n − 1)2(n − 2)n41
C3 +
1
n2n21
C4
 .
Since E(̂µ j)E(̂µ j′ ) = E2(̂µ j) = σ4
(
1 + 2C1
nn1
+
C21
n2n21
)
= σ4
(
1 + 2C1
nn1
+
C2
n2n21
+
C4
n2n21
)
, the
relation Cov(̂µ j, µ̂ j′) = E(̂µ jµ̂ j′ ) −E(̂µ j)E(̂µ j′ ) gives
Cov(̂µ j, µ̂ j′ ) = σ4
2n + n + 2n1n2(n − 1)n1 C1 + 2(n + n1(n1 − 2) − 1)n2(n − 1)(n − 2)n21 C2
+
(n − 2)(n + n21 + 2n1n2 − 1) − (n1 − 1)2
n2(n − 1)2(n − 2)n41
C3
 .
Finally, (21) completes the proof. 
Proof of Proposition 5 The behavior of µ̂ j is the same as in random CV case. Thus,
E(̂µ j) follows by Proposition 3, replacing n1 by (k−1)nk ; also, (∗) (see above) gives
Var(̂µ j) = σ4
{
2k
n
+
4k2 p
(k − 1)n2 +
3k2θ
(k − 1)n2 +
pk3
(k − 1)2n2
}
+ o(1/n2).
To compute Cov(̂µ j, µ̂ j′ ) we have that 1{i∈S cj∩S cj′ } = 0 (S cj∩S cj′ = ∅) and card(S j∩
S j′ ) = (k−2)nk , thus E(̂µ jµ̂ j′ |S j, S j′) = 2k
2
n2
∑∑
1≤i<i′≤n 1{i∈S cj ,i′∈S cj′ }E(ξ2j,iξ2j′ ,i′), where
E(ξ2j,iξ2j′,i′ )
σ4
=
(
1 +
kxTi Vxi
(k − 1)n
) (
1 +
kxTi′ Vxi′
(k − 1)n
)
+
2k2(xTi Vxi′)2
(k − 1)2n2
(
k − 2
k − 1 − 1{i′∈S j} − 1{i∈S j′ }
)2
.
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Now observe that
1{i∈S cj ,i′∈S cj′ }
(
k − 2
k − 1 − 1{i′∈S j} − 1{i∈S j′ }
)2
=
(
1{i∈S cj ,i′∈S cj′ }
k − 2
k − 1 − 1{i∈S cj ,i′∈S cj′ ,i′∈S j} − 1{i∈S cj ,i′∈S cj′ ,i∈S j′ }
)2
=
(
1{i∈S cj ,i′∈S cj′ }
k − 2
k − 1 − 21{i∈S cj ,i′∈S cj′ }
)2
= 1{i∈S cj ,i′∈S cj′ }
(
k − 2
k − 1 − 2
)2
= 1{i∈S cj ,i′∈S cj′ }
k2
(k − 1)2 ;
and E(1{i∈S cj ,i′∈S cj′ }) = P(i′ ∈ S cj′ |i ∈ S cj)P(i ∈ S cj) =
( n−2n
k −1
)
(n−1n
k
)
( n−1n
k −1
)
( nn
k
) =
n
k2(n−1) . Thus,
E[1{i∈S cj ,i′∈S cj′ }E(ξ2j,iξ2j′ ,i′)] = nσ
4
k2(n−1)
[ (
1 + kx
T
i V xi
(k−1)n
) (
1 + kx
T
i′V xi′
(k−1)n
)
+
2k4(xTi V xi′ )2
(k−1)4n2
]
; and so,
E(̂µ jµ̂ j′ ) = 2σ4n(n−1)
∑∑
1≤i<i′≤n
[(
1 + kx
T
i V xi
(k−1)n
) (
1 + kx
T
i′V xi′
(k−1)n
)
+
2k4(xTi V xi′ )2
(k−1)4n2
]
. As in proof of Propo-
sition 3,
E(̂µ jµ̂ j′ ) = σ4
{
1 + 2kp(k − 1)n +
2k4(p − θ)
(k − 1)4n(n − 1) +
k2(p2 − θ)
(k − 1)2n(n − 1)
}
.
Finally, the relation Cov(̂µ j, µ̂ j′ ) = E(̂µ jµ̂ j′ ) −E(̂µ j)E(̂µ j′) completes the proof. 
Proof of Proposition 4 Set X = Wi/√n1, Y = Wi′/√n1, Z = εi and W = εi′ . From
Lemma 1, using Theorem OA.1,
ei = E(X − Z)2 = Var(X − Z) = Var(X) + Var(Z) = σ2
(
1 + n−11 x
T
i Vxi
)
,
ei,i = E(X − Z)4 =
4∑
k=0
(
4
k
)
(−1)kE(X4−k)E(Zk) = µ4 + 6σ4
xTi Vxi
n1
+ 3σ4
(xTi Vxi)2
n21
.
Due the independence of ZS j , yi and yi′ , ei,i′ = E[(X − Z)2(Y − W)2] = E(X2Y2) −
2E(X2Y)E(W)+E(X2)E(W2)−2E(XY2)E(Z)+4E(XY)E(Z)E(W)−2E(X)E(Z)×
E(W2)+E(Y2)E(Z2)−2E(Y)E(Z2)E(W)+E(Z2)E(W2). By the fact that the asymp-
totic expected values are E(X) = E(Y) = E(Z) = E(W) = 0, E(Z2) = E(W2) = σ2,
E(X2) = σ2n−11 xTi Vxi, E(Y2) = σ2n−11 xTi′ Vxi and E(X2Y2) = σ4n−21 xTi VxixTi′ Vxi′ +
2σ4n−21 (xTi Vxi′ )2, we get
ei,i′ = σ
4
[(
1 + n−11 x
T
i Vxi
) (
1 + n−11 x
T
i′ Vxi′
)
+ 2n−21 (xTi Vxi′ )2
]
.
Applying Theorem 3 and using (21), the form of the variance of µ̂ j follows.
Note that µ4 − σ4 = E(ε4) −E2(ε2) = Var(ε2) > 0. 
Proof of (20) Using the asymptotic distribution of Ψi,i′ , the expected values are:
E[L0/1(̂yS j,i, yi)|S j, i]
=P(L0/1(̂yS j,i, yi) = 1|S j, i) = P(̂yS j,i = 0, yi = 1|S j, i) +P(̂yS j,i = 1, yi = 0|S j, i)
=P(Ψi < −√n1ζi)P(yi = 1) + P(Ψi ≥ −√n1ζi)P(yi = 0)
=Φ(−√n1ζi)pi +Φ(√n1ζi)(1 − pi),
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E[L0/1(̂yS j,i, yi)L0/1(̂yS j ,i′ , yi′)|S j, i, i′]
=P(L0/1(̂yS j,i, yi)L0/1(̂yS j ,i′ , yi′) = 1|S j, i, i′)
=P(̂yS j,i = 0, yi = 1, ŷS j,i′ = 0, yi′ = 1|S j, i, i′)
+P(̂yS j,i = 0, yi = 1, ŷS j,i′ = 1, yi′ = 0|S j, i, i′)
+P(̂yS j,i = 1, yi = 0, ŷS j,i′ = 0, yi′ = 1|S j, i, i′)
+P(̂yS j,i = 1, yi = 0, ŷS j,i′ = 1, yi′ = 0|S j, i, i′)
=P(Ψi < −√n1ζi, Ψi′ < −√n1ζi′ )P(yi = 1)P(yi′ = 1)
+P(Ψi < −√n1ζi, Ψi′ ≥ −√n1ζi′)P(yi = 1)P(yi′ = 0)
+P(Ψi ≥ −
√
n1ζi, Ψi′ < −
√
n1ζi′)P(yi = 0)P(yi′ = 1)
+P(Ψi ≥ −√n1ζi, Ψi′ ≥ −√n1ζi′)P(yi = 0)P(yi′ = 0)
=P(Ψi < −
√
n1ζi, Ψi′ < −
√
n1ζi′ )P(yi = 1)P(yi′ = 1)
+P(Ψi < −√n1ζi,−Ψi′ ≤ √n1ζi′)P(yi = 1)P(yi′ = 0)
+P(−Ψi ≤
√
n1ζi, Ψi′ < −
√
n1ζi′)P(yi = 0)P(yi′ = 1)
+P(−Ψi ≤ √n1ζi,−Ψi′ ≤ √n1ζi′)P(yi = 0)P(yi′ = 0)
= FΨi,Ψi′ (−
√
n1ζi,−
√
n1ζi′ )pi pi′ + FΨi,−Ψi′ (−
√
n1ζi,
√
n1ζi′ )pi(1 − pi′)
+ F−Ψi,Ψi′ (
√
n1ζi,−
√
n1ζi′ )(1 − pi)pi′ + F−Ψi ,−Ψi′ (
√
n1ζi,
√
n1ζi′ )(1 − pi)(1 − pi′),
completing the proof. 
2 Additional simulations results
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Table OA.1: Average of the estimated values and their empirical mean square error
for various data distributions and various values of n, for the approximated absolute
error loss, with d = n−1, in the case of sample mean.
Sample Size Estimator(Theoretical Value)
MSE
F n
n
opt
1
n
ρopt k
opt
n
n
n
opt
1
n
ρopt k
opt
n
N
(0,
1)
60 .500(.500) .4794(.4800) 1(1) 750 .500(.500) .4982(.4982) 1(1)
0 < 10−5 0 0 < 10−7 0
100 .500(.500) .4874(.4876) 1(1) 1501 .500(.500) .4988(.4988) 1(1)
0 < 10−5 0 0 < 10−9 0
301 .502(.502) .4941(.4941) 1(1) 5000 .500(.500) .4997(.4997) 1(1)
0 < 10−7 0 0 < 10−10 0
U
(−
1,
1)
60 .500(.500) .4707(.4709) 1(1) 750 .500(.500) .4974(.4974) 1(1)
0 < 10−4 0 0 < 10−7 0
100 .500(.500) .4819(.4820) 1(1) 1501 .500(.500) .4984(.4984) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4922(.4922) 1(1) 5000 .500(.500) .4996(.4996) 1(1)
0 < 10−6 0 0 < 10−10 0
t 1
2
60 .500(.500) .4808(.4816) 0.970(1) 750 .500(.500) .4984(.4984) 0.998(1)
0 < 10−5 .0294 0 < 10−8 .0019
100 .500(.500) .4883(.4886) .977(1) 1501 .500(.500) .4988(.4988) .999(1)
0 < 10−5 .0222 0 < 10−9 .0002
301 .502(.502) .4944(.4944) .994(1) 5000 .500(.500) .4998(.4998) 1(1)
0 < 10−7 .0062 0 < 10−10 0
t 6
60 .500(.500) .4823(.4834) .943(1) 750 .500(.500) .4985(.4985) .994(1)
0 < 10−5 .055 0 < 10−8 .006
100 .500(.500) .4893(.4893) .956(1) 1501 .500(.500) .4989(.4989) .998(1)
0 < 10−5 .044 0 < 10−9 .002
301 .502(.502) .4948(.4948) .984(1) 5000 .500(.500) .4998(.4998) .999(1)
0 < 10−7 .016 0 < 10−10 < 10−4
ex
p(1
)
60 .500(.500) .4858(.4872) .991(1) 750 .500(.500) .4989(.4989) 1(1)
0 < 10−4 .009 0 < 10−8 0
100 .500(.500) .4916(.4921) .996(1) 1501 .500(.500) .4992(.4992) 1(1)
0 < 10−5 .004 0 < 10−8 0
301 .502(.502) .4960(.4961) .999(1) 5000 .500(.500) .4998(.4998) 1(1)
0 < 10−6 .0005 0 < 10−10 0
Lo
g
N
o
rm
al
60 .500(.500) .4899(.4920) .928(1) 750 .500(.500) .4993(.4993) .992(1)
0 < 10−4 .069 0 < 10−9 .008
100 .500(.500) .4942(.4951) .948(1) 1501 .500(.500) .4994(.4994) .998(1)
0 < 10−5 .051 0 < 10−8 .002
301 .502(.502) .4972(.4972) .977(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 .022 0 < 10−10 0
Pa
re
to
(15
) 60 .500(.500) .4918(.4945) 1(1) 750 .500(.500) .4992(.4993) 1(1)0 < 10−4 0 0 < 10−8 0
100 .500(.500) .4953(.4963) 1(1) 1501 .500(.500) .4993(.4993) 1(1)
0 < 10−5 0 0 < 10−9 0
301 .502(.502) .4968(.4969) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−7 0 0 < 10−10 0
Pa
re
to
(6)
60 .500(.500) .4909(.4931) .999(1) 750 .500(.500) .4992(.4993) 1(1)
0 < 10−4 .001 0 < 10−8 0
100 .500(.500) .4946(.4955) 1(1) 1501 .500(.500) .4994(.4994) 1(1)
0 < 10−5 0 0 < 10−8 0
301 .502(.502) .4970(.4970) 1(1) 5000 .500(.500) .4999(.4999) 1(1)
0 < 10−6 0 0 < 10−10 0
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Table OA.2: Average by N = 500 Monte Carlo repetitions of the estimated values
V̂ar(̂µ j), V̂ar(̂µCV,10), V̂ar(̂µCV,15), V̂ar(̂µCV,∞) = Ĉov(̂µ j, µ̂ j′ ) ≡ Ĉ for various data
distributions, various values of n and various of n1 (for each n), for the squared error
loss, in the case of sample mean.
Squared error loss
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
N
(0,
1)
24 nopt1 = 12 0.1840 0.0943 0.0910 0.0843
.70n = 17 0.2999 0.1059 0.0987 0.0843
.75n = 18 0.3475 0.1106 0.1019 0.0843
.80n = 19 0.4144 0.1173 0.1063 0.0843
.85n = 20 0.5151 0.1274 0.1130 0.0843
.90n = 22 1.0202 0.1779 0.1467 0.0843
40 nopt1 = 20 0.1111 0.0586 0.0566 0.0528
.70n = 28 0.1798 0.0655 0.0612 0.0528
.75n = 30 0.2147 0.0690 0.0636 0.0528
.80n = 32 0.2673 0.0742 0.0671 0.0528
.85n = 34 0.3550 0.0830 0.0729 0.0528
.90n = 36 0.5306 0.1005 0.0846 0.0528
100 nopt1 = 50 0.0412 0.0223 0.0216 0.0202
.70n = 70 0.0679 0.0250 0.0234 0.0202
.75n = 75 0.0813 0.0263 0.0243 0.0202
.80n = 80 0.1015 0.0283 0.0256 0.0202
.85n = 85 0.1351 0.0317 0.0278 0.0202
.90n = 90 0.2023 0.0384 0.0323 0.0202
U
(−
1,
1)
24 nopt1 = 12 0.0106 0.0051 0.0049 0.0045
.70n = 17 0.0166 0.0057 0.0053 0.0045
.75n = 18 0.0191 0.0060 0.0055 0.0045
.80n = 19 0.0227 0.0063 0.0057 0.0045
.85n = 20 0.0280 0.0069 0.0061 0.0045
.90n = 22 0.0550 0.0096 0.0079 0.0045
40 nopt1 = 20 0.0058 0.0029 0.0028 0.0026
.70n = 28 0.0091 0.0032 0.0030 0.0026
.75n = 30 0.0108 0.0034 0.0031 0.0026
.80n = 32 0.0133 0.0037 0.0033 0.0026
.85n = 34 0.0176 0.0041 0.0036 0.0026
.90n = 36 0.0263 0.0050 0.0042 0.0026
100 nopt1 = 50 0.0020 0.0010 0.0010 0.0009
.70n = 70 0.0032 0.0012 0.0011 0.0009
.75n = 75 0.0038 0.0012 0.0011 0.0009
.80n = 80 0.0048 0.0013 0.0012 0.0009
.85n = 85 0.0063 0.0015 0.0013 0.0009
.90n = 90 0.0094 0.0018 0.0015 0.0009
t 1
2
24 nopt1 = 12 0.3448 0.1797 0.1736 0.1613
.70n = 17 0.5688 0.2021 0.1885 0.1613
.75n = 18 0.6602 0.2112 0.1946 0.1613
.80n = 19 0.7885 0.2241 0.2032 0.1613
.85n = 20 0.9814 0.2433 0.2160 0.1613
.90n = 22 1.9482 0.3400 0.2805 0.1613
40 nopt1 = 20 0.1914 0.1019 0.0986 0.0920
.70n = 28 0.3119 0.1140 0.1066 0.0920
.75n = 30 0.3729 0.1201 0.1107 0.0920
.80n = 32 0.4646 0.1292 0.1168 0.0920
.85n = 34 0.6176 0.1445 0.1270 0.0920
.90n = 36 0.9240 0.1752 0.1475 0.0920
100 nopt1 = 50 0.0798 0.0433 0.0420 0.0393
.70n = 70 0.1318 0.0485 0.0455 0.0393
.75n = 75 0.1580 0.0512 0.0472 0.0393
.80n = 80 0.1972 0.0551 0.0498 0.0393
.85n = 85 0.2626 0.0616 0.0542 0.0393
.90n = 90 0.3935 0.0747 0.0629 0.0393
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Table OA.2: (continued)
Squared error loss
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
ex
p(1
)
24 nopt1 = 12 0.6800 0.3650 0.3533 0.3300
.70n = 17 1.1455 0.4115 0.3843 0.3300
.75n = 18 1.3333 0.4303 0.3969 0.3300
.80n = 19 1.5966 0.4567 0.4144 0.3300
.85n = 20 1.9919 0.4962 0.4408 0.3300
.90n = 22 3.9707 0.6940 0.5727 0.3300
40 nopt1 = 20 0.3330 0.1806 0.1749 0.1636
.70n = 28 0.5495 0.2022 0.1894 0.1636
.75n = 30 0.6583 0.2131 0.1966 0.1636
.80n = 32 0.8217 0.2294 0.2075 0.1636
.85n = 34 1.0942 0.2567 0.2257 0.1636
.90n = 36 1.6395 0.3112 0.2620 0.1636
100 nopt1 = 50 0.1491 0.0816 0.0791 0.0741
.70n = 70 0.2476 0.0915 0.0857 0.0741
.75n = 75 0.2970 0.0964 0.0890 0.0741
.80n = 80 0.3711 0.1038 0.0939 0.0741
.85n = 85 0.4945 0.1161 0.1021 0.0741
.90n = 90 0.7415 0.1408 0.1186 0.0741
Lo
gN
o
rm
al
24 nopt1 = 12 304.14 165.99 160.87 150.64
.70n = 17 518.50 187.43 175.16 150.64
.75n = 18 604.46 196.02 180.90 150.64
.80n = 19 724.88 208.06 188.92 150.64
.85n = 20 905.55 226.13 200.97 150.64
.90n = 22 1809.2 316.50 261.21 150.64
40 nopt1 = 20 61.704 33.813 32.780 30.714
.70n = 28 102.58 37.900 35.505 30.714
.75n = 30 123.04 39.947 36.869 30.714
.80n = 32 153.74 43.017 38.916 30.714
.85n = 34 204.92 48.135 42.328 30.714
.90n = 36 307.29 58.372 49.153 30.714
100 nopt1 = 50 26.550 14.590 14.148 13.262
.70n = 70 44.225 16.358 15.326 13.262
.75n = 75 53.064 17.242 15.915 13.262
.80n = 80 66.325 18.568 16.799 13.262
.85n = 85 88.427 20.778 18.273 13.262
.90n = 90 132.63 25.199 21.220 13.262
Pa
re
to
(15
)
24 nopt1 = 12 2.580 × 10−5 1.390 × 10−5 1.345 × 10−5 1.257 × 10−5
.70n = 17 4.357 × 10−5 1.567 × 10−5 1.464 × 10−5 1.257 × 10−5
.75n = 18 5.073 × 10−5 1.639 × 10−5 1.512 × 10−5 1.257 × 10−5
.80n = 19 6.076 × 10−5 1.739 × 10−5 1.578 × 10−5 1.257 × 10−5
.85n = 20 7.583 × 10−5 1.890 × 10−5 1.679 × 10−5 1.257 × 10−5
.90n = 22 15.12 × 10−5 2.644 × 10−5 2.182 × 10−5 1.257 × 10−5
40 nopt1 = 20 1.838 × 10−5 1.001 × 10−5 0.970 × 10−5 0.908 × 10−5
.70n = 28 3.042 × 10−5 1.121 × 10−5 1.050 × 10−5 0.908 × 10−5
.75n = 30 3.646 × 10−5 1.182 × 10−5 1.090 × 10−5 0.908 × 10−5
.80n = 32 4.553 × 10−5 1.272 × 10−5 1.151 × 10−5 0.908 × 10−5
.85n = 34 6.065 × 10−5 1.423 × 10−5 1.252 × 10−5 0.908 × 10−5
.90n = 36 9.090 × 10−5 1.726 × 10−5 1.453 × 10−5 0.908 × 10−5
100 nopt1 = 50 0.859 × 10−5 4.713 × 10−6 4.569 × 10−6 4.282 × 10−6
.70n = 70 1.429 × 10−5 5.283 × 10−6 4.949 × 10−6 4.282 × 10−6
.75n = 75 1.715 × 10−5 5.568 × 10−6 5.139 × 10−6 4.282 × 10−6
.80n = 80 2.143 × 10−5 5.996 × 10−6 5.425 × 10−6 4.282 × 10−6
.85n = 85 2.856 × 10−5 6.710 × 10−6 5.900 × 10−6 4.282 × 10−6
.90n = 90 4.283 × 10−5 8.137 × 10−6 6.852 × 10−6 4.282 × 10−6
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Table OA.3: Average by N = 500 Monte Carlo repetitions of the estimated values
V̂ar(̂µ j), V̂ar(̂µCV,10), V̂ar(̂µCV,15), V̂ar(̂µCV,∞) = Ĉov(̂µ j, µ̂ j′ ) ≡ Ĉ for various data
distributions, various values of n and various of n1 (for each n), for the approximated
absolute error loss, in the case of sample mean.
Approximated absolute error loss
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
N
(0,
1)
24 nopt1 = 12 0.0304 0.0154 0.0148 0.0137
.70n = 17 0.0501 0.0178 0.0166 0.0142
.75n = 18 0.0581 0.0186 0.0172 0.0143
.80n = 19 0.0694 0.0198 0.0180 0.0143
.85n = 20 0.0863 0.0216 0.0192 0.0144
.90n = 22 0.1714 0.0301 0.0249 0.0145
40 nopt1 = 20 0.0179 0.0094 0.0090 0.0084
.70n = 28 0.0291 0.0106 0.0010 0.0085
.75n = 30 0.0348 0.0112 0.0104 0.0086
.80n = 32 0.0433 0.0121 0.0110 0.0086
.85n = 34 0.0576 0.0136 0.0119 0.0087
.90n = 36 0.0862 0.0164 0.0138 0.0087
100 nopt1 = 50 0.0071 0.0038 0.0037 0.0035
.70n = 70 0.0118 0.0043 0.0041 0.0035
.75n = 75 0.0141 0.0046 0.0042 0.0035
.80n = 80 0.0176 0.0049 0.0045 0.0035
.85n = 85 0.0234 0.0055 0.0048 0.0035
.90n = 90 0.0351 0.0067 0.0056 0.0035
U
(−
1,
1)
24 nopt1 = 12 0.0064 0.0032 0.0030 0.0028
.70n = 17 0.0103 0.0036 0.0034 0.0029
.75n = 18 0.0119 0.0038 0.0035 0.0029
.80n = 19 0.0142 0.0040 0.0037 0.0029
.85n = 20 0.0176 0.0044 0.0039 0.0029
.90n = 22 0.0349 0.0061 0.0051 0.0029
40 nopt1 = 20 0.0039 0.0020 0.0019 0.0018
.70n = 28 0.0062 0.0023 0.0021 0.0018
.75n = 30 0.0074 0.0024 0.0022 0.0018
.80n = 32 0.0092 0.0026 0.0023 0.0018
.85n = 34 0.0123 0.0029 0.0025 0.0018
.90n = 36 0.0183 0.0035 0.0029 0.0018
100 nopt1 = 50 0.00159 0.00085 0.00082 0.00076
.70n = 70 0.00260 0.00095 0.00089 0.00077
.75n = 75 0.00311 0.00101 0.00093 0.00077
.80n = 80 0.00388 0.00108 0.00098 0.00077
.85n = 85 0.00516 0.00121 0.00107 0.00077
.90n = 90 0.00773 0.00147 0.00124 0.00078
t 1
2
24 nopt1 = 12 0.0377 0.0192 0.0186 0.0172
.70n = 17 0.0624 0.0222 0.0207 0.0178
.75n = 18 0.0724 0.0233 0.0215 0.0178
.80n = 19 0.0865 0.0248 0.0225 0.0179
.85n = 20 0.1077 0.0269 0.0239 0.0180
.90n = 22 0.2138 0.0376 0.0311 0.0181
40 nopt1 = 20 0.0230 0.0121 0.0117 0.0109
.70n = 28 0.0375 0.0137 0.0128 0.0111
.75n = 30 0.0448 0.0145 0.0134 0.0111
.80n = 32 0.0558 0.0156 0.0141 0.0111
.85n = 34 0.0742 0.0175 0.0154 0.0112
.90n = 36 0.1110 0.0212 0.0179 0.0112
100 nopt1 = 50 0.0094 0.0051 0.0049 0.0046
.70n = 70 0.0155 0.0057 0.0054 0.0046
.75n = 75 0.0186 0.0060 0.0056 0.0046
.80n = 80 0.0232 0.0065 0.0059 0.0046
.85n = 85 0.0309 0.0073 0.0064 0.0046
.90n = 90 0.0463 0.0088 0.0074 0.0046
Optimality of Training/Test Size 13
Table OA.3: (continued)
Approximated absolute error loss
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
ex
p(1
)
24 nopt1 = 12 0.0393 0.0205 0.0198 0.0184
.70n = 17 0.0605 0.0229 0.0215 0.0188
.75n = 18 0.0695 0.0239 0.0222 0.0188
.80n = 19 0.0823 0.0252 0.0231 0.0189
.85n = 20 0.1015 0.0272 0.0244 0.0189
.90n = 22 0.1986 0.0369 0.0309 0.0190
40 nopt1 = 20 0.0263 0.0140 0.0136 0.0127
.70n = 28 0.0399 0.0155 0.0146 0.0128
.75n = 30 0.0470 0.0162 0.0151 0.0128
.80n = 32 0.0579 0.0174 0.0159 0.0128
.85n = 34 0.0762 0.0192 0.0171 0.0129
.90n = 36 0.1130 0.0229 0.0196 0.0129
100 nopt1 = 50 0.0103 0.0056 0.0054 0.0051
.70n = 70 0.0158 0.0062 0.0058 0.0051
.75n = 75 0.0187 0.0065 0.0060 0.0051
.80n = 80 0.0231 0.0069 0.0063 0.0051
.85n = 85 0.0304 0.0076 0.0068 0.0051
.90n = 90 0.0451 0.0091 0.0078 0.0051
Lo
gN
o
rm
al
24 nopt1 = 12 0.3045 0.1627 0.1574 0.1469
.70n = 17 0.4326 0.1771 0.1676 0.1487
.75n = 18 0.4908 0.1831 0.1717 0.1490
.80n = 19 0.5740 0.1917 0.1775 0.1492
.85n = 20 0.7007 0.2045 0.1861 0.1494
.90n = 22 1.3434 0.2691 0.2293 0.1497
40 nopt1 = 20 0.1799 0.0971 0.0940 0.0879
.70n = 28 0.2585 0.1056 0.0999 0.0886
.75n = 30 0.3019 0.1100 0.1029 0.0887
.80n = 32 0.3684 0.1168 0.1075 0.0888
.85n = 34 0.4805 0.1281 0.1150 0.0889
.90n = 36 0.7066 0.1508 0.1302 0.0890
100 nopt1 = 50 0.0729 0.0398 0.0386 0.0361
.70n = 70 0.1068 0.0433 0.0409 0.0362
.75n = 75 0.1252 0.0451 0.0422 0.0363
.80n = 80 0.1532 0.0480 0.0441 0.0363
.85n = 85 0.2005 0.0527 0.0472 0.0363
.90n = 90 0.2956 0.0622 0.0536 0.0363
Pa
re
to
(15
)
24 nopt1 = 12 0.666 × 10−4 3.570 × 10−5 3.456 × 10−5 3.227 × 10−5
.70n = 17 1.119 × 10−4 4.039 × 10−5 3.774 × 10−5 3.244 × 10−5
.75n = 18 1.302 × 10−4 4.224 × 10−5 3.898 × 10−5 3.246 × 10−5
.80n = 19 1.559 × 10−4 4.483 × 10−5 4.071 × 10−5 3.248 × 10−5
.85n = 20 1.945 × 10−4 4.870 × 10−5 4.330 × 10−5 3.250 × 10−5
.90n = 22 3.874 × 10−4 6.802 × 10−5 5.619 × 10−5 3.253 × 10−5
40 nopt1 = 20 0.531 × 10−4 2.877 × 10−5 2.787 × 10−5 2.607 × 10−5
.70n = 28 0.871 × 10−4 3.225 × 10−5 3.022 × 10−5 2.615 × 10−5
.75n = 30 1.042 × 10−4 3.397 × 10−5 3.137 × 10−5 2.617 × 10−5
.80n = 32 1.300 × 10−4 3.656 × 10−5 3.310 × 10−5 2.618 × 10−5
.85n = 34 1.729 × 10−4 4.086 × 10−5 3.597 × 10−5 2.619 × 10−5
.90n = 36 2.589 × 10−4 4.947 × 10−5 4.171 × 10−5 2.620 × 10−5
100 nopt1 = 50 0.337 × 10−4 1.841 × 10−5 1.784 × 10−5 1.671 × 10−5
.70n = 70 0.551 × 10−4 2.058 × 10−5 1.930 × 10−5 1.674 × 10−5
.75n = 75 0.660 × 10−4 2.166 × 10−5 2.002 × 10−5 1.674 × 10−5
.80n = 80 0.822 × 10−4 2.329 × 10−5 2.111 × 10−5 1.675 × 10−5
.85n = 85 1.094 × 10−4 2.601 × 10−5 2.292 × 10−5 1.675 × 10−5
.90n = 90 1.637 × 10−4 3.145 × 10−5 2.655 × 10−5 1.675 × 10−5
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Table OA.4: Average by N = 500 Monte Carlo repetitions of the estimated values
V̂ar(̂µ j), V̂ar(̂µCV,10), V̂ar(̂µCV,15), V̂ar(̂µCV,∞) = Ĉov(̂µ j, µ̂ j′ ) ≡ Ĉ for various data
distributions, various values of n and various of n1 (for each n), for the Efron’s q
error loss, with q(t) = −
√
t2 + 1, in the case of sample mean.
Efron’s q error loss, with q(t) = −
√
t2 + 1
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
N
(0,
1)
24 nopt1 = 12 0.0202 0.0095 0.0092 0.0084
.70n = 17 0.0313 0.0107 0.0099 0.0084
.75n = 18 0.0360 0.0112 0.0102 0.0084
.80n = 19 0.0426 0.0118 0.0107 0.0084
.85n = 20 0.0526 0.0128 0.0114 0.0084
.90n = 22 0.1031 0.0179 0.0147 0.0084
40 nopt1 = 20 0.0105 0.0052 0.0050 0.0046
.70n = 28 0.0164 0.0058 0.0054 0.0047
.75n = 30 0.0195 0.0061 0.0056 0.0047
.80n = 32 0.0241 0.0066 0.0060 0.0047
.85n = 34 0.0318 0.0074 0.0065 0.0047
.90n = 36 0.0473 0.0089 0.0075 0.0047
100 nopt1 = 50 0.0036 0.0019 0.0018 0.0017
.70n = 70 0.0059 0.0021 0.0020 0.0017
.75n = 75 0.0070 0.0022 0.0021 0.0017
.80n = 80 0.0087 0.0024 0.0022 0.0017
.85n = 85 0.0116 0.0027 0.0024 0.0017
.90n = 90 0.0173 0.0033 0.0028 0.0017
U
(−
1,
1)
24 nopt1 = 12 0.0022 0.0010 0.0010 0.00091
.70n = 17 0.0034 0.0012 0.0011 0.00091
.75n = 18 0.0039 0.0012 0.0011 0.00091
.80n = 19 0.0046 0.0013 0.0012 0.00091
.85n = 20 0.0057 0.0014 0.0012 0.00091
.90n = 22 0.0112 0.0019 0.0016 0.00091
40 nopt1 = 20 0.0011 0.00054 0.00052 0.00048
.70n = 28 0.0017 0.00060 0.00056 0.00048
.75n = 30 0.0020 0.00064 0.00058 0.00048
.80n = 32 0.0025 0.00068 0.00062 0.00048
.85n = 34 0.0033 0.00076 0.00067 0.00048
.90n = 36 0.0049 0.00092 0.00078 0.00048
100 nopt1 = 50 0.00037 0.00019 0.00019 0.00017
.70n = 70 0.00060 0.00022 0.00020 0.00017
.75n = 75 0.00071 0.00023 0.00021 0.00017
.80n = 80 0.00089 0.00025 0.00022 0.00017
.85n = 85 0.00118 0.00028 0.00024 0.00017
.90n = 90 0.00176 0.00033 0.00028 0.00017
t 1
2
24 nopt1 = 12 0.0277 0.0131 0.0125 0.0115
.70n = 17 0.0428 0.0146 0.0136 0.0115
.75n = 18 0.0492 0.0153 0.0140 0.0115
.80n = 19 0.0583 0.0162 0.0146 0.0115
.85n = 20 0.0720 0.0176 0.0155 0.0115
.90n = 22 0.1409 0.0245 0.0201 0.0115
40 nopt1 = 20 0.0151 0.0075 0.0072 0.0067
.70n = 28 0.0235 0.0084 0.0078 0.0067
.75n = 30 0.0279 0.0088 0.0081 0.0067
.80n = 32 0.0345 0.0095 0.0085 0.0067
.85n = 34 0.0456 0.0106 0.0093 0.0067
.90n = 36 0.0678 0.0128 0.0108 0.0067
100 nopt1 = 50 0.0053 0.0028 0.0027 0.0025
.70n = 70 0.0086 0.0031 0.0029 0.0025
.75n = 75 0.0103 0.0033 0.0031 0.0025
.80n = 80 0.0128 0.0036 0.0032 0.0025
.85n = 85 0.0171 0.0040 0.0035 0.0025
.90n = 90 0.0255 0.0048 0.0041 0.0025
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Table OA.4: (continued)
Efron’s q error loss, with q(t) = −
√
t2 + 1
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
ex
p(1
)
24 nopt1 = 12 0.0025 0.0012 0.0012 0.0011
.70n = 17 0.0038 0.0013 0.0012 0.0010
.75n = 18 0.0043 0.0014 0.0012 0.0010
.80n = 19 0.0051 0.0014 0.0013 0.0010
.85n = 20 0.0063 0.0015 0.0014 0.0010
.90n = 22 0.0123 0.0021 0.0018 0.0010
40 nopt1 = 20 0.00151 0.00076 0.00073 0.00067
.70n = 28 0.00231 0.00082 0.00077 0.00066
.75n = 30 0.00273 0.00086 0.00079 0.00065
.80n = 32 0.00336 0.00092 0.00083 0.00065
.85n = 34 0.00443 0.00103 0.00090 0.00065
.90n = 36 0.00657 0.00124 0.00104 0.00065
100 nopt1 = 50 0.00052 0.00027 0.00026 0.00025
.70n = 70 0.00083 0.00030 0.00028 0.00024
.75n = 75 0.00099 0.00032 0.00029 0.00024
.80n = 80 0.00123 0.00034 0.00031 0.00024
.85n = 85 0.00164 0.00038 0.00034 0.00024
.90n = 90 0.00244 0.00046 0.00039 0.00024
Lo
gN
o
rm
al
24 nopt1 = 12 0.0064 0.0030 0.0029 0.0026
.70n = 17 0.0090 0.0030 0.0028 0.0024
.75n = 18 0.0102 0.0031 0.0029 0.0024
.80n = 19 0.0119 0.0033 0.0030 0.0023
.85n = 20 0.0145 0.0035 0.0031 0.0023
.90n = 22 0.0278 0.0048 0.0040 0.0023
40 nopt1 = 20 0.0037 0.0018 0.0017 0.0016
.70n = 28 0.0053 0.0019 0.0017 0.0015
.75n = 30 0.0062 0.0019 0.0018 0.0015
.80n = 32 0.0076 0.0021 0.0019 0.0015
.85n = 34 0.0099 0.0023 0.0020 0.0014
.90n = 36 0.0145 0.0027 0.0023 0.0014
100 nopt1 = 50 0.00133 0.00069 0.00066 0.00061
.70n = 70 0.00204 0.00074 0.00069 0.00059
.75n = 75 0.00241 0.00077 0.00071 0.00059
.80n = 80 0.00298 0.00082 0.00074 0.00058
.85n = 85 0.00392 0.00091 0.00080 0.00058
.90n = 90 0.00583 0.00110 0.00093 0.00058
Pa
re
to
(15
)
24 nopt1 = 12 0.57 × 10−6 3.08 × 10−7 2.98 × 10−7 2.78 × 10−7
.70n = 17 0.96 × 10−6 3.46 × 10−7 3.23 × 10−7 2.77 × 10−7
.75n = 18 1.12 × 10−6 3.62 × 10−7 3.33 × 10−7 2.77 × 10−7
.80n = 19 1.34 × 10−6 3.84 × 10−7 3.48 × 10−7 2.77 × 10−7
.85n = 20 1.67 × 10−6 4.17 × 10−7 3.70 × 10−7 2.77 × 10−7
.90n = 22 3.33 × 10−6 5.82 × 10−7 4.80 × 10−7 2.77 × 10−7
40 nopt1 = 20 2.73 × 10−7 1.48 × 10−7 1.43 × 10−7 1.34 × 10−7
.70n = 28 4.50 × 10−7 1.66 × 10−7 1.55 × 10−7 1.34 × 10−7
.75n = 30 5.39 × 10−7 1.74 × 10−7 1.61 × 10−7 1.34 × 10−7
.80n = 32 6.73 × 10−7 1.88 × 10−7 1.70 × 10−7 1.34 × 10−7
.85n = 34 8.96 × 10−7 2.10 × 10−7 1.85 × 10−7 1.34 × 10−7
.90n = 36 1.34 × 10−7 2.55 × 10−7 2.14 × 10−7 1.34 × 10−7
100 nopt1 = 50 1.29 × 10−7 7.05 × 10−8 6.83 × 10−8 6.40 × 10−8
.70n = 70 2.14 × 10−7 7.90 × 10−8 7.40 × 10−8 6.40 × 10−8
.75n = 75 2.56 × 10−7 8.32 × 10−8 7.68 × 10−8 6.40 × 10−8
.80n = 80 3.20 × 10−7 8.96 × 10−8 8.11 × 10−8 6.40 × 10−8
.85n = 85 4.27 × 10−7 10.0 × 10−8 8.82 × 10−8 6.40 × 10−8
.90n = 90 6.40 × 10−7 12.2 × 10−8 10.2 × 10−8 6.40 × 10−8
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Table OA.5: Average by N = 500 Monte Carlo repetitions of the estimated values
V̂ar(̂µ j), V̂ar(̂µCV,10), V̂ar(̂µCV,15), V̂ar(̂µCV,∞) = Ĉov(̂µ j, µ̂ j′ ) ≡ Ĉ for various data
distributions, various values of n and various of n1 (for each n), for the double squared
error loss, in the case of sample mean.
Double squared error loss
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
N
(0,
1)
24 nopt1 = 12 8.354 4.592 4.452 4.173
.70n = 17 14.473 5.264 4.923 4.241
.75n = 18 16.908 5.516 5.094 4.250
.80n = 19 20.315 5.864 5.329 4.258
.85n = 20 25.423 6.381 5.676 4.266
.90n = 22 50.943 8.945 7.389 4.278
40 nopt1 = 20 4.95 2.72 2.64 2.47
.70n = 28 8.29 3.07 2.88 2.49
.75n = 30 9.95 3.24 2.99 2.50
.80n = 32 12.45 3.49 3.16 2.50
.85n = 34 16.61 3.91 3.44 2.50
.90n = 36 24.93 4.75 4.00 2.50
100 nopt1 = 50 1.705 0.938 0.909 0.853
.70n = 70 2.848 1.054 0.988 0.855
.75n = 75 3.419 1.112 1.026 0.856
.80n = 80 4.274 1.198 1.084 0.856
.85n = 85 5.701 1.341 1.179 0.856
.90n = 90 8.553 1.626 1.370 0.857
U
(−
1,
1)
24 nopt1 = 12 0.0056 0.0031 0.0030 0.0028
.70n = 17 0.0093 0.0035 0.0033 0.0029
.75n = 18 0.0108 0.0037 0.0034 0.0029
.80n = 19 0.0129 0.0039 0.0036 0.0029
.85n = 20 0.0161 0.0042 0.0038 0.0029
.90n = 22 0.0320 0.0058 0.0049 0.0029
40 nopt1 = 20 0.0034 0.0019 0.0018 0.0017
.70n = 28 0.0056 0.0021 0.0020 0.0017
.75n = 30 0.0067 0.0022 0.0021 0.0017
.80n = 32 0.0083 0.0024 0.0022 0.0017
.85n = 34 0.0111 0.0027 0.0024 0.0018
.90n = 36 0.0166 0.0032 0.0027 0.0018
100 nopt1 = 50 0.00139 0.00077 0.00074 0.00070
.70n = 70 0.00231 0.00086 0.00081 0.00070
.75n = 75 0.00277 0.00091 0.00084 0.00070
.80n = 80 0.00346 0.00098 0.00089 0.00070
.85n = 85 0.00461 0.00110 0.00096 0.00070
.90n = 90 0.00690 0.00133 0.00112 0.00071
t 1
2
24 nopt1 = 12 101.94 56.05 54.35 50.95
.70n = 17 176.14 63.89 59.74 51.42
.75n = 18 205.71 66.91 61.77 51.48
.80n = 19 247.08 71.09 64.58 51.54
.85n = 20 309.11 77.34 68.76 51.59
.90n = 22 619.11 108.42 89.51 51.68
40 nopt1 = 20 34.05 18.72 18.16 17.02
.70n = 28 57.02 21.11 19.78 17.12
.75n = 30 68.47 22.27 20.56 17.13
.80n = 32 85.65 24.00 21.72 17.15
.85n = 34 114.27 26.87 23.64 17.16
.90n = 36 171.50 32.60 27.46 17.17
100 nopt1 = 50 18.4 10.1 9.8 9.2
.70n = 70 30.7 11.3 10.6 9.2
.75n = 75 36.8 12.0 11.0 9.2
.80n = 80 46.0 12.9 11.7 9.2
.85n = 85 61.3 14.4 12.7 9.2
.90n = 90 92.0 17.5 14.7 9.2
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Table OA.5 (continued)
Double squared error loss
n n1 V̂ar(̂µ j) V̂ar(̂µCV,10) V̂ar(̂µCV,15) V̂ar(̂µCV,∞)
ex
p(1
)
24 nopt1 = 12 1691 929 901 844
.70n = 17 2908 1055 986 849
.75n = 18 3394 1104 1019 849
.80n = 19 4074 1172 1065 850
.85n = 20 5094 1275 1133 850
.90n = 22 10194 1785 1474 851
40 nopt1 = 20 1116 613 595 557
.70n = 28 1861 689 646 559
.75n = 30 2234 726 671 559
.80n = 32 2793 783 708 559
.85n = 34 3724 876 770 559
.90n = 36 5587 1062 895 560
100 nopt1 = 50 602 331 321 301
.70n = 70 1004 372 348 301
.75n = 75 1205 392 362 301
.80n = 80 1506 422 382 301
.85n = 85 2008 472 415 301
.90n = 90 3012 572 482 301
Lo
gN
o
rm
al
24 nopt1 = 12 1.77 × 108 9.8 × 107 9.46 × 107 8.86 × 107
.70n = 17 3.05 × 108 11.1 × 107 10.3 × 107 8.90 × 107
.75n = 18 3.56 × 108 11.6 × 107 10.7 × 107 8.91 × 107
.80n = 19 4.28 × 108 12.3 × 107 11.2 × 107 8.91 × 107
.85n = 20 5.35 × 108 13.4 × 107 11.9 × 107 8.91 × 107
.90n = 22 10.7 × 108 18.7 × 107 15.5 × 107 8.92 × 107
40 nopt1 = 20 3.96 × 109 2.18 × 108 2.11 × 108 1.98 × 108
.70n = 28 6.60 × 109 2.44 × 108 2.29 × 108 1.98 × 108
.75n = 30 7.92 × 109 2.58 × 108 2.38 × 108 1.98 × 108
.80n = 32 9.91 × 109 2.77 × 108 2.51 × 108 1.98 × 108
.85n = 34 13.2 × 109 3.10 × 108 2.73 × 108 1.98 × 108
.90n = 36 19.8 × 109 3.77 × 108 3.17 × 108 1.98 × 108
100 nopt1 = 50 1.08 × 108 5.96 × 107 5.78 × 107 5.42 × 107
.70n = 70 1.81 × 108 6.68 × 107 6.26 × 107 5.42 × 107
.75n = 75 2.17 × 108 7.04 × 107 6.50 × 107 5.42 × 107
.80n = 80 2.71 × 108 7.59 × 107 6.86 × 107 5.42 × 107
.85n = 85 3.61 × 108 8.49 × 107 7.47 × 107 5.42 × 107
.90n = 90 5.42 × 108 1.03 × 107 8.67 × 107 5.42 × 107
Pa
re
to
(15
)
24 nopt1 = 12 0.00174 0.00095 0.00092 0.00086
.70n = 17 0.00297 0.00107 0.00100 0.00086
.75n = 18 0.00346 0.00112 0.00103 0.00086
.80n = 19 0.00415 0.00119 0.00108 0.00086
.85n = 20 0.00518 0.00129 0.00115 0.00086
.90n = 22 0.01035 0.00181 0.00149 0.00086
40 nopt1 = 20 0.00073 0.00040 0.00039 0.00036
.70n = 28 0.00121 0.00045 0.00042 0.00036
.75n = 30 0.00145 0.00047 0.00043 0.00036
.80n = 32 0.00181 0.00051 0.00046 0.00036
.85n = 34 0.00241 0.00057 0.00050 0.00036
.90n = 36 0.00362 0.00069 0.00058 0.00036
100 nopt1 = 50 0.00069 0.00038 0.00037 0.00035
.70n = 70 0.00115 0.00043 0.00040 0.00035
.75n = 75 0.00138 0.00045 0.00041 0.00035
.80n = 80 0.00173 0.00048 0.00044 0.00035
.85n = 85 0.00230 0.00054 0.00048 0.00035
.90n = 90 0.00345 0.00066 0.00055 0.00035

