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Resumen
La deteccio´n adecuada del nivel de demencia de un paciente es
importante para brindar el tratamiento adecuado. El diagno´stico se
basa en ciertos criterios, reflejados en los exa´menes cl´ınicos. De es-
tos exa´menes surgen las limitaciones y el grado en que se encuentra
cada una de ellas en los pacientes. Para reducir el total de limi-
taciones a ser evaluadas, utilizamos la teor´ıa de Conjuntos Impre-
cisos, esta teor´ıa ha sido aplicada en a´reas de la inteligencia artificial
tales como ana´lisis de decisiones, sistemas expertos, descubrimiento
de conocimiento, clasificacio´n con mu´ltiples atributos. En nuestro
∗Posgrado en Disen˜o, L´ınea: Nuevas Tecnolog´ıas, UAM-A y Departamento de
Matema´ticas Aplicadas y Sistemas, UAM-C Artificios 40, Col. Hidalgo, Del. A´lvaro
Obrego´n, Me´xico, D. F. E-Mail: iddalym@yahoo.com.mx
†Universidad Auto´noma Metropolitana, Departamento de Sistemas, Avenida San
Pablo 180, 02200 Me´xico D. F. E-Mail: clc@correo.azc.uam.mx
‡Universidad Auto´noma Metropolitana, Departamento de Sistemas. Misma direccio´n
que/same address as Laureano-Cruces, E-Mail: jararo@correo.azc.uam.mx
149
150 i.i. me´ndez – a.l. laureano – j. ram´ırez
caso se aplica para encontrar el conjunto mı´nimo de limitaciones o
reducto que genera la misma clasificacio´n que considerando todas las
limitaciones, para ello se desarrollo un algoritmo GRASP (Greedy
Randomized Adaptive Search Procedure).
Palabras clave: demencias, conjuntos imprecisos, heur´ısticas, reduccio´n
de datos.
Abstract
The proper detection of patient level of dementia is important to
offer the suitable treatment. The diagnosis is based on certain crite-
ria, reflected in the clinical examinations. From these examinations
emerge the limitations and the degree in which each patient is in. In
order to reduce the total of limitations to be evaluated, we used the
rough set theory, this theory has been applied in areas of the artifi-
cial intelligence such as decision analysis, expert systems, knowledge
discovery, classification with multiple attributes. In our case this
theory is applied to find the minimal limitations set or reduct that
generate the same classification that considering all the limitations,
to fulfill this purpose we development an algorithm GRASP (Greedy
Randomized Adaptive Search Procedure).
Keywords: dementias, rough set, heuristics, data reduction.
Mathematics Subject Classification: 68T20, 68T30, 68T37.
1 Introduccio´n
La correcta deteccio´n de demencia permite aplicar el tratamiento adecuado
al paciente y con ello intentar mejorar o mantener la calidad de vida tanto
del mismo como de sus cuidadores. Para esta deteccio´n, los me´dicos, re-
visan tanto los datos familiares como la historia personal de cada uno de
los pacientes as´ı como un examen cl´ınico, que comprende la aplicacio´n de
diversas pruebas. Con estos elementos es posible diagnosticar al paciente.
La demencia constituye la causa principal de incapacidad a largo plazo
en la tercera edad y conlleva muchos problemas adema´s de la pe´rdida de
memoria, por tanto realmente significa un deterioro global de la capacidad
del individuo.
La teor´ıa de conjuntos imprecisos surgio´ en la de´cada de los ochenta
fue propuesta por Z. Pawlak [5] ha tenido muchas aplicaciones en an˜os
recientes. El enfoque de esta teor´ıa ha sido importante en la inteligencia
artificial y las ciencias cognitivas, especialmente en a´reas como sistemas
inteligentes, reconocimiento de patrones, descubrimiento de conocimiento,
ana´lisis de decisiones y sistemas expertos. Esta teor´ıa puede ser vista
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como un nuevo enfoque matema´tico a la vaguedad. La teor´ıa comprende
el ca´lculo de particiones en la cual se hace una clasificacio´n de los objetos
y posteriormente la reduccio´n y dependencias de atributos. Aplicar esta
metodolog´ıa a un grupo de pacientes, nos permite detectar cuales son los
atributos principales que se deben tomar en cuenta para la clasificacio´n
de fases. Tendremos como variable dependiente el estado del paciente, es
decir la fase en que se encuentra: inicial, intermedio o avanzado y como
variables independientes tendremos la informacio´n de las limitaciones que
sufren los pacientes.
El objetivo central de aplicar la teor´ıa de conjuntos imprecisos a este
caso es que de un conjunto grande de atributos relacionados con las limi-
taciones de los pacientes, encontremos el conjunto mı´nimo de atributos o
reducto que genere la misma particio´n que considerando todos los atribu-
tos.
Se ha demostrado que el problema de encontrar el mı´nimo reducto de
un sistema de decisio´n es equivalente al problema del primer implicante
mı´nimo, el cual es un problema NP-Completo [2]. En el caso de estudio se
ha utilizado un algoritmo GRASP y los reductos encontrados han reducido
hasta en un 50% los atributos considerados.
2 Conceptos de la teor´ıa de conjuntos imprecisos
La teor´ıa de conjunto imprecisos (CI) es un enfoque que se utiliza en aplica-
ciones de inteligencia artificial. Esta teor´ıa fue originalmente desarrollada
en los an˜os 80 por el investigador Z. Pawlak [5], la cual se utiliza como
herramienta formal para trabajar con la incertidumbre o la vaguedad in-
herente a un proceso de decisio´n. En esta teor´ıa se maneja el ca´lculo de
particiones. Se basa en que a cada objeto del universo se le puede asociar
alguna informacio´n (datos, conocimiento). Los objetos que tienen la misma
informacio´n no son discernibles a la vista de la informacio´n disponible. La
representacio´n del conocimiento de los objetos en la teor´ıa de CI implica
un sistema de informacio´n o sistema de decisio´n [1].
2.1 Sistema de informacio´n
Los elementos de un sistema de informacio´n denotado A = (U,A) son:
• U , un conjunto de objetos (acciones, alternativas, pacientes, can-
didatos, observaciones, · · ·), U 6= ∅,
• A, un conjunto de atributos (caracter´ısticas, variables, condiciones
caracter´ısticas), A 6= ∅,
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• Si a ∈ A entonces a : U → Va,
• Va valor conjunto.
Por tanto un Sistema de Informacio´n (SI) es un conjunto de objetos descrito
por atributos.
2.2 Sistema de decisio´n
Esta es una extensio´n/especializacio´n de un sistema de informacio´n. Es
utilizado el mismo s´ımbolo, A, para representarlo: A = (U,A∪{d}), d /∈ A.
Un sistema de decisio´n es un sistema de informacio´n con un atributo de
decisio´n extra.
Los CI por tanto son una coleccio´n de objetos que no pueden ser clasi-
ficados de forma precisa en te´rminos de valores del conjunto de atributos y
entonces existen casos fronterizos. Por tanto los conjuntos imprecisos son
representados por un par de conjuntos precisos, llamados la aproximacio´n
por encima y por debajo [7].
2.3 Matriz de discernibilidad
M(A) es una matriz de discernibilidad n×n del sistema de informacio´n A
con coeficiente cij , tal que:
cij = {a ∈ A : a(xi) 6= a(xj)} i, j ∈ {1, · · · , n}
donde n = |A| es el nu´mero de atributos.
En la matriz de discernibilidad se tiene un ı´ndice por cada combinacio´n
de dos objetos del sistema de informacio´n. Este ı´ndice contiene la lista de
atributos por cada par de objetos que tienen diferentes valores. Cada
atributo en esta lista puede discernir entre estos dos objetos.
2.4 Reducto
Un reducto o conjunto mı´nimo, es el menor conjunto de atributos que
mantiene la misma calidad de clasificacio´n o las mismas particiones que
el conjunto de todos los atributos. Esto se logra analizando el sistema de
informacio´n o sistema de decisio´n y descubriendo las dependencias entre
atributos (eliminando aquellos atributos que sean redundantes).
3 Seleccio´n de datos y representacio´n
Las demencias son enfermedades en las que existe una alteracio´n de la
memoria, de las funciones cognitivas y conductuales as´ı como alteraciones
de la funcionalidad con respecto al estado previo de una persona [3].
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El diagno´stico de demencia debe incluir ciertos criterios para poder
establecerse. Entre ellos se encuentran:
• Deterioro de memoria a corto y largo plazo.
• Alteraciones cognitivas: afasia, apraxia, agnosia.
• Alteraciones de la funcionalidad previa del paciente.
• Trastornos en la vida social y laboral.
Existen diversos tipos de demencias: la enfermedad de Alzheimer [4], la
demencia vascular (o por multi-infartos cerebrales), demencia por cuerpos
de Lewy, demencias fronto-temporales, entre otras, las ma´s frecuentes son
las dos primeras.
Con relacio´n a los datos, la poblacio´n utilizada es un grupo de pa-
cientes de un centro de d´ıa de la Cd. de Me´xico. Este centro cuenta con
22 pacientes que padecen algu´n tipo de demencia. En cuanto a las varia-
bles, se consideraron las limitantes que sufren los pacientes, clasifica´ndolas
ba´sicamente en tres grupos principales: 1) Alteraciones cognoscitivas, 2)
Alteraciones de la funcionalidad y 3) Alteraciones no cognoscitivas o con-
ductuales.
Los datos utilizados para determinar los valores que incluir´ıa en el sis-
tema de informacio´n fueron obtenidos del ana´lisis cl´ınico de cada paciente.
Algunas de las limitaciones seleccionadas para incluirse como atributos de
cada paciente se muestran en la Tabla 1.
Limitaciones
1 Carencia de la palabra
2 Alteracio´n de la comprensio´n auditiva y escrita
3 Alteracio´n de la expresio´n verbal y la comunicacio´n
4 Alteracio´n del le´xico
5 Interacciones fone´ticas ano´malas
6 Desplazamiento de consonantes
· · · · · ·
65 Depresio´n
66 Perseverancia
67 Incontinencia urinaria o fecal
68 Conductas repetitivas
69 Vagabundeo
70 Falta de control emocional
Tabla 1: Listado de limitaciones que sufren los pacientes con demencias.
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Se formo´ un sistema de informacio´n con los valores de las limitaciones
en te´rminos cualitativos. Ver Tabla 2. Los valores en el sistema de infor-
macio´n determinan la frecuencia con se presenta la limitacio´n, indica´ndola
con una letra. Frecuencia: A (Alta), M (Media), B (Baja), N (Ninguna o
No se presenta). El sistema de informacio´n consta de 22 pacientes descritos
por 70 atributos.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 · · · 62 63 64 65 66 67 68 69 70
Paciente 1 A A A A A A A A A A A A A A · · · A A N N N A N N A
Paciente 2 N N B N N N N M N B N N M M · · · B M B A N M A B B
Paciente 3 A A A A A A A A A A A M A A · · · A A A N A A B N A
Paciente 4 B B N B B B B B B B B N M B · · · B B B B M N M M M
Paciente 5 A A A A A A A A A A A N A A · · · A B B N N A N N N
Paciente 6 M M M M M M M B B B B N M M · · · M M N M N A N N B
Paciente 7 B B B B B B B B N B N N M M · · · M M N M N N N N N
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Paciente 18 B B B B B B B M B B N N M M · · · A A A A A M A A A
Paciente 19 M B M B B B B M B B B N M M · · · A A M A A M A A A
Paciente 20 B M M M B B M M B M B N M M · · · B N B B A A M M A
Paciente 21 N N B N N N N B N N N N M M · · · M N N B B N B M B
Paciente 22 M M M M B B B M M M B N A A · · · N N B B B M M M M
Tabla 2: Sistema de informacio´n de pacientes.
4 Ana´lisis
Para el ana´lisis del sistema de informacio´n fue necesario primero construir
la matriz de discernibilidad. La matriz se construye tomando en cuenta
las combinaciones de todos los pares de objetos (las primeras dos colum-
nas). En las siguientes columnas se representan valores binarios con tantos
elementos como nu´mero de atributos existentes. Un 1 en una posicio´n del
arreglo indica que este particular atributo distingue entre estos dos pares
de objetos. Un 0 indica lo contario. El orden de los atributos en la matriz
de discernibilidad es el mismo que se encuentra en el sistema de infor-
macio´n. Parte de la matriz de discernibilidad construida se muestra en la
Tabla 3.
Con base en esta representacio´n se desarrollo´ un algoritmo GRASP
para encontrar los reductos.
5 Generacio´n del algoritmo
En esta seccio´n se describe el algoritmo propuesto. Un procedimiento de
bu´squeda miope aleatorizado y adaptativo (GRASP) [6], es una meta-
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Arreglo de atributos
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 · · ·
1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
1 3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 · · ·
1 4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
1 5 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 · · ·
1 6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Tabla 3: Matriz de discernibilidad.
heur´ıstica para encontrar soluciones aproximadas a problemas de opti-
mizacio´n combinatoria. GRASP es un me´todo multiarranque que consta
de dos fases: una fase de construccio´n en la que se genera una solucio´n
factible buena y una fase de bu´squeda local, usando la solucio´n construida
en la fase previa se examinan vecindades de la solucio´n hasta llegar a un
o´ptimo local. El algoritmo desarrollado se muestra en la Figura 1.
Figura 1: Procedimiento de bu´squeda miope aleatorizado y adaptativo.
Cada uno de los pasos en este algoritmo general es un procedimiento.
A continuacio´n explicaremos cada procedimiento.
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5.1 Cargar el sistema de informacio´n
Para el funcionamiento del procedimiento se debe incluir un archivo con
el sistema de informacio´n como se detalla en la Tabla 2. El procedimiento
carga este archivo en una matriz m×n inicial, donde m es el nu´mero total
de objetos y n es el nu´mero total de atributos que describen a cada objeto.
5.2 Construir la matriz de discernibilidad
La matriz de discernibilidad se construye en base al ana´lisis del sistema de
informacio´n, este ana´lisis se encuentra en la seccio´n 4 del presente docu-
mento. El resultado sera´ una matriz como la que se muestra en la Tabla
3.
5.3 Generar una solucio´n inicial
La primera solucio´n es generada aleatoriamente, esta solucio´n es represen-
tada mediante un arreglo unidimensional donde el total de elementos en el
arreglo es igual al nu´mero total de atributos en el sistema de informacio´n.
Un valor de 1 en una posicio´n en el arreglo indicara´ la presencia de ese
atributo en la solucio´n. Un valor de 0 indicara´ lo contario.
5.4 Generar los vecinos cercanos
En este procedimiento lo que se realiza es generar la lista de vecinos ma´s
cercanos. Partiendo de la mejor solucio´n hasta el momento, (en el caso de
la primera corrida, la mejor solucio´n sera´ la generada como solucio´n inicial
del procedimiento anterior), el primer vecino se construye al intercambiar
el valor (de 1 a 0 o´ viceversa) del primer atributo de la mejor solucio´n
y los dema´s valores permanecen igual. El segundo vecino sera´ el que se
genera de intercambiar el valor del segundo atributo y los dema´s valores
permanecera´n igual. Para los siguientes vecinos se seguira´ el mismo me´todo
hasta generar un total de tantos arreglos (vecinos) como atributos tenga
el sistema de informacio´n. El procedimiento solo utiliza esta te´cnica de
generacio´n de vecinos.
5.5 Calcular la funcio´n miope de cada vecino
Durante la fase de construccio´n de GRASP cada paso del proceso se genera
una solucio´n parcial. Un elemento que pueda seleccionarse como parte de
una solucio´n parcial se llama elemento candidato, para determinar que
elemento se debe seleccionar, se hace uso de una funcio´n miope.
Una funcio´n miope mide la contribucio´n local de cada elemento a la
solucio´n parcial. En este caso hemos seleccionado parte de la funcio´n de
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 18(1): 149–162, January 2011
reductos m´ınimos con grasp 157
aptitud descrita en [2, 8] y que se utiliza para encontrar reductos me-
diante algoritmos gene´ticos. Aplicado a nuestro problema hemos tomado
la segunda parte de esta funcio´n de aptitud para utilizarla como funcio´n
miope.
La funcio´n de aptitud es la siguiente:
F (−→v ) = N − L
−→v
N
+
C−→v
(m2 −m)/2
donde
−→v = candidato reducto
N = nu´mero de atributos
L−→v = nu´mero de 1’s en −→v
C−→v = nu´mero de combinaciones de objetos que −→v puede discernir
m = nu´mero de objetos.
La funcio´n de aptitud consiste en dos partes. La segunda parte que es
la que utilizamos, determina en que´ medida el candidato puede discernir
entre los objetos. (Un reducto puede discernir entre todos los objetos).
Calculamos para cada vecino cercano la funcio´n de aptitud, esto servira´
para encontrar los mejores candidatos a reducto.
5.6 Calcular la cota de inclusio´n
Para construir una lista con los mejores candidatos previamente se calcula
una cota de inclusio´n.
La cota de inclusio´n sera´ la siguiente: c∗ − α(c∗ − c∗).
c∗ y c∗, respectivamente son los valores mayor y menor de la funcio´n miope
para los elementos candidatos y α es un nu´mero real tal que 0 ≤ α ≤ 1.
Notar que si α = 0, este esquema de seleccio´n es un algoritmo miope, en
tanto que si α = 1, entonces es un esquema totalmente aleatorio. Este
valor de α es una especie de “porcentaje de tolerancia” donde se pueden
aceptar no so´lo al mejor elemento candidato, si no tambie´n a los valores
ma´s cercanos a dicho elemento. Valores usuales de α son 0.1 y 0.2, en
nuestro caso seleccionamos α = 0.2.
5.7 Construir la lista restringida de candidatos
Dado que el procedimiento de eleccio´n mediante el mejor elemento con
base en la funcio´n miope no tiene aleatoriedad, una forma de introducirla
es mediante el uso de una lista restringida de candidatos (LRC) [6]. Esta
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lista contiene un conjunto de elementos candidatos con los mejores valores
de la funcio´n miope.
La lista se construyo´ con los elementos con los valores de la funcio´n
miope dentro de un rango dado. La LRC consiste en todos los elemen-
tos candidatos e cuyo valor de funcio´n miope c(e) es tal que c(e) ≥
cota de inclusio´n. Calcular una cota de inclusio´n y construir una lista
restringida de candidatos forman parte del procedimiento de construccio´n
GRASP: LRC basado en valor, descrito con mayor detalle en [6].
5.8 Escoger de la lista un candidato al azar y actualizar la
solucio´n
Una vez construida la LRC se elige un candidato al azar y posteriormente
se actualiza al mejor candidato como el candidato seleccionado. Con este
nuevo candidato (el mejor hasta el momento) se genera una nueva lista de
vecinos cercanos, esta fase sera´ el proceso de bu´squeda local, en donde se
explora repetidamente la vecindad de una solucio´n en busca de un o´ptimo
local. Todos estos procedimientos forman parte de las dos fases del algo-
ritmo GRASP, tanto construccio´n como bu´squeda local iteran hasta en-
contrar una buena solucio´n.
6 Resultados experimentales
Se detallan a continuacio´n un par de corridas del algoritmo descrito ante-
riormente, probando con un sistema de informacio´n que contiene u´nica-
mente tres objetos y tres atributos, esto debido a que por cuestiones de
espacio no es posible incluir arreglos grandes (70 objetos o ma´s) en cada
corrida.
Corrida 1.
• Primera solucio´n (Aleatoria): 1 1 0
• Soluciones vecinas y funcio´n de aptitud:
Solucio´n vecina Funcio´n de aptitud
0 1 0 1
1 0 0 0.66
1 1 1 1
• La cota de inclusio´n: 0.93
• La lista restringida de candidatos:
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LRC
0 1 0
1 1 1
• Al azar un nu´mero de la lista restringida de candidatos: 1
• Solucio´n actualizada: 0 1 0
Corrida 2.
• Solucio´n actualizada: 0 1 0
• Soluciones vecinas y funcio´n de aptitud:
Solucio´n vecina Funcio´n de aptitud
1 1 0 1
0 0 0 0
0 1 1 1
• La cota de inclusio´n: 0.8
• La lista restringida de candidatos:
LRC
1 1 0
0 1 1
• Al azar un nu´mero de la lista restringida de candidatos: 1
• Solucio´n actualizada: 1 1 0
En este ejemplo en particular se realizaron pruebas con un total de
10 iteraciones con α = 0.1 y 10 iteraciones con α = 0.2. Se utilizaron
por tanto solo los valores usuales para α y con ambos obtuvimos iguales
resultados en la reduccio´n de atributos, por tanto pod´ıamos seleccionar
cualquiera de los dos, elegimos para los siguientes ejemplos α = 0.2.
Ejecutando el algoritmo con el caso particular del sistema de infor-
macio´n de pacientes con demencias (ver Tabla 2) se han encontrado varios
subconjuntos mı´nimos de atributos independientes que aseguran la misma
particio´n que la totalidad del conjunto. Algunos de estos reductos genera-
dos se muestran en la Tabla 4.
Se puede notar que cada uno de estos reductos contiene entre 29 y 40
atributos, respecto de los 70 originales, esto supone en cierta medida una
reduccio´n importante de atributos redundantes, que en algunos casos es de
hasta ma´s de la mitad.
El algoritmo propuesto fue tambie´n probado con otros ejemplos, en
particular el descrito en [2]. En e´l se considera un sistema de informacio´n
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Reductos
R1= 1 0 1 1 1 1 0 0 1 1 0 0 1 1 1 0 0 1 0 0 0 0 0 1 1 1 1 1 1 1 0 0 1 0 1 1 1 0 0 0
1 0 1 1 0 1 1 1 1 1 0 1 1 0 1 0 0 0 1 0 1 0 1 0 0 1 1 1 1 0
R2= 1 0 0 0 1 1 1 1 1 1 0 1 1 0 0 1 1 1 1 0 1 1 0 1 0 0 1 0 1 1 1 1 0 1 0 0 1 1 0 1
0 1 1 0 0 0 1 1 0 1 1 0 0 0 0 1 0 1 0 0 0 1 1 0 0 0 1 0 0 0
R3= 1 1 0 1 0 0 0 1 1 0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 1
1 1 0 0 0 1 1 1 1 1 0 0 1 0 0 0 0 0 1 1 0 1 0 1 0 1 0 0 0 1
R4= 0 1 0 0 1 0 0 0 1 1 1 0 1 0 1 0 0 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 1 0 0 1 1 1 0
1 0 1 0 1 1 0 1 0 0 1 0 0 0 1 0 1 1 1 1 1 0 0 1 0 1 0 1 0 0
R5= 1 0 1 1 0 1 0 1 1 0 0 1 1 0 0 0 1 1 0 1 1 0 0 1 1 0 0 1 0 1 0 1 1 0 1 1 0 1 0 1
1 1 1 0 0 0 0 1 1 1 1 1 1 0 1 0 0 0 1 1 0 0 0 0 0 1 1 1 1 1
Tabla 4: Ejemplos de reductos encontrados.
describiendo algunos perros (en la Tabla 5 se encuentran los resultados de
este SI 2). En ese trabajo utilizaron algoritmos gene´ticos. El ejemplo fue
probado con el algoritmo desarrollado encontrando exactamente el mismo
reducto (Reducto= 1 1 0) que con algoritmos gene´ticos. Cabe mencionar
que ese reducto encontrado es el u´nico dentro de la lista de candidatos a
reducto.
6.1 Comparacio´n de tiempos
El tiempo de co´mputo probando el algoritmo propuesto para algunos ejem-
plos se muestra en la Tabla 5. Como se puede ver en esta tabla el tiempo de
co´mputo es pequen˜o, ninguno de los ejemplos de SI sobrepasa un segundo.
m N T
SI 1 3 3 0.098
SI 2 4 3 0.109
SI 3 16 35 0.166
SI 4 22 70 0.591
Tabla 5: Comparativo de tiempos. m: nu´mero de objetos, N : nu´mero de
atributos y T : tiempo de co´mputo en segundos para 50 iteraciones con un
α = 0.2.
7 Conclusiones y trabajo futuro
Este trabajo propone un procedimiento GRASP para encontrar reductos
mı´nimos, utilizando adema´s parte de una funcio´n de aptitud formulada
para trabajar con algoritmos gene´ticos. Es un me´todo alternativo para
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encontrar reductos procesando informacio´n tanto cualitativa como cuanti-
tativa.
Ma´s experimentos e investigacio´n futura en este procedimiento son
necesarios. Una de las acciones que continu´an en este proyecto consiste en
encontrar el menor reducto para generar reglas de diagno´stico que apoyen
la clasificacio´n de niveles de demencias en los pacientes.
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