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CAPITOLO 1
Preliminari
1.1 Notazione e premesse
N ≥ 2 intero positivo;
RN spazio EuclideoN-dimensionale;
Ω aperto connesso non vuoto diRN ;
Ω chiusura topologica diΩ;
∂Ω frontiera topologica diΩ;
|x− y| =
 N∑
j=1
(xj − yj)2
1/2
distanza euclidea tra x = (x1, . . . , xN ) e y = (y1, . . . , yN ) ∈ RN ;
se x ∈ RN e E,F ⊂ RN si definisce
d(x,E) = inf
{|x− y| ; y ∈ E} (distanza di x daE),
dist(E,F ) = inf
{|x− y| ; x ∈ E, y ∈ F} (distanza tra E e F ),
diamE = sup
{|x− y| ; x, y ∈ E} (diametro di E);
x · y =
N∑
j=1
xjyj prodotto scalare di x per y;
|x| = (x · x)1/2 norma di x;
Br(x) =
{
y ∈ RN ; |y − x| < r} palla aperta di centro x e raggio r > 0;
Br(x) =
{
y ∈ RN ; |y − x| ≤ r} palla chiusa di centro x e raggio r > 0;
∂Br(x) =
{
y ∈ RN ; |y − x| = r} sfera di centro x e raggio r > 0;
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N0 = {0, 1, 2, 3, . . .};
R+ = {x ∈ R, x ≥ 0} ;
α = (α1, α2, . . . , αN ) ∈ NN0 multi-indice;
|α| = α1 + α2 + · · ·+ αN lunghezza del multi-indice α;
α! = α1! · α2! · · · · · αN ! ;
xα = xα11 · · · · · xαNN ∀x = (x1, . . . , xN ) ∈ RN ;
si denotera` indifferentemente con ∂xj , ∂j ,
∂
∂xj
la derivata parziale rispetto alla
j-esima componente di x ∈ RN ;
Dα =
∂|α|
∂α1x1 · · · ∂αNxN
;
C0(Ω) e` lo spazio delle funzioni u : Ω→ R continue in Ω;
Ck(Ω), per k = 1, 2, . . . ,∞, e` lo spazio delle funzioni u : Ω → R tali che esiste
Dαu ∈ C0(Ω) per ogni α ∈ NN0 con 0 ≤ |α| ≤ k;
C0(Ω) e` lo spazio delle funzioni continue in Ω che hanno un prolungamento conti-
nuo a Ω, i.e.
∃ lim
x→ξ
x∈Ω
u(x) = u(ξ) ∀ ξ ∈ ∂Ω;
analogamente si definisce Ck(Ω) per k = 1, 2, . . . ,∞;
si definisce supporto di u ∈ C0(Ω):
supp u =
{
x ∈ Ω; u(x) 6= 0};
C00 (Ω) e` lo spazio delle funzioni continue inΩ a supporto compatto contenuto inΩ;
analogamente si definisce Ck0 (Ω).
Inoltre
u = (u1, . . . , um) ∈ Ck(Ω;Rm) ⇐⇒ uj ∈ Ck(Ω) ∀ j = 1, 2, . . . ,m ,
e analoga notazione si usera` per gli altri spazi funzionali i cui elementi siano fun-
zioni vettoriali.
Sia 0 < α ≤ 1. C0,α(Ω) e` lo spazio delle funzioni ho¨lderiane in Ω con esponente α,
cioe` lo spazio delle funzioni u ∈ C0(Ω) tali che
∃ c > 0 per cui |u(x′)− u(x′′)| ≤ c |x′ − x′′|α ∀x′, x′′ ∈ Ω;
per u ∈ C0,α(Ω) si ha
[u]0,α = sup
x′,x′′∈Ω
x′ 6=x′′
|u(x′)− u(x′′)|
|x′ − x′′|α ≤ c < +∞
([u]0,α si chiama modulo di α-ho¨lderianita` di u).
Esempio: Ω = B1(0), u(x) = |x|α, 0 < α ≤ 1.
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C0,1(Ω) e` lo spazio delle funzioni lipschitziane in Ω;
u ∈ Ck,α(Ω) ⇐⇒ ∀β ∈ NN0 , 0 ≤ |β| < k, Dβu ∈ C0(Ω) ∧ Dku ∈ C0,α(Ω) .
Esempio di funzione di classe C∞0 (R
N ):
ρ : x ∈ RN 7→ ρ(x) =
 e
1
|x|2−1 se |x| < 1
0 se |x| ≥ 1 ,
supp ρ = B1(0).
Infatti ρ(x) = v
(|x|2 − 1) dove
v(t) =
{
e
1
t se t < 0
0 se t ≥ 0
e v ∈ C∞(R).
1.2 Misura di Lebesgue inRN
Definizione 1.2.1. Una famiglia F di sottoinsiemi di RN si chiama σ-algebra se
(i) ∅, RN ∈ F ,
(ii) E ∈ F ⇒ RN \ E ∈ F ,
(iii) se (En)n∈N ⊂ F allora
⋃
n∈N
En ∈ F .
Il seguente teorema indica l’esistenza in RN di una σ-algebraM e di una misura su
M, con le caratteristiche richieste sopra.
Teorema 1.2.2. InRN esiste una σ-algebraM e una misura
| · | : M−→ [0,+∞]
con le seguenti proprieta`:
(i) ogni sottoinsieme aperto di RN , e quindi ogni sottoinsieme chiuso, appartiene
aM;
(ii) se Ω ∈M e ha misura nulla allora ogni sottoinsieme diΩ appartiene aM e ha
misura nulla;
(iii) se Ω =
{
x ∈ RN ; ai < xi < bi , i = 1, 2, . . . , N
}
allora |Ω| =
N∏
i=1
(bi − ai) ;
(iv) se (Ωn) ⊂M e gli insiemi Ωn sono a due a due disgiunti, allora∣∣∣∣∣⋃
n∈N
Ωn
∣∣∣∣∣ = ∑
n∈N
|Ωn|
(proprieta` di σ-additivita` o additivita` numerabile).
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Osservazione 1.2.3. Gli insiemi appartenenti alla σ-algebraM sono gli insiemimi-
surabili secondo Lebesgue e la misura | · |, denotata anche con LN (·), si chiama
misura di LebesgueN-dimensionale.
Nel seguito porremo ωN = |B1(0)| e quindi
ωNr
N = |Br(0)|, NωNrN−1 = |∂Br(0)| .
Osservazione 1.2.4. Esempi di insiemi aventi misura di Lebesgue nulla sono i se-
guenti:
(i) in R, l’insieme Q dei numeri razionali e in generale tutti gli insiemi costituiti
da una infinita` numerabile di punti;
(ii) in R2, rette e archi di curva regolari;
(iii) in R3, rette, piani e loro sottoinsiemi, curve e superfici regolari.
Osservazione 1.2.5. Si dice che una proprieta` vale quasi ovunque in Ω ∈ M, o in
forma abbreviata q.o. inΩ, se e` vera in tutti i punti diΩ tranne che in un sottoinsie-
me avente misura di Lebesgue nulla.
1.3 Funzionimisurabili
Definizione 1.3.1. Sia Ω ⊂ RN un insieme misurabile. Una funzione u : Ω −→ R si
dice misurabile se u−1(C) e` misurabile per ogni sottoinsieme chiuso C ⊂ R.
Osservazione 1.3.2. Valgono le seguenti proprieta`:
(i) se u e` una funzione continua allora u e` misurabile;
(ii) somma e prodotto di funzioni misurabili sono misurabili;
(iii) massimo limite, minimo limite e limiti puntuali di successioni di funzioni
misurabili sono misurabili.
Definizione 1.3.3. Sia u : Ω −→ R una funzione misurabile. L’estremo superiore
essenziale di u e` cosı` definito:
sup essu := inf {c ∈ R ; u ≤ c q.o. in Ω} .
Osservazione 1.3.4. Se u = χ
Q
, la funzione caratteristica dei razionali, si ha
supu = 1ma sup essu = 0, essendo |Q| = 0.
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Definizione 1.3.5. Una funzione misurabile s : Ω ⊂ RN −→ R si dice funzione
semplice se assume un numero finito di valori a1, a2, . . . , ak.
Se s e` una funzione semplice che assume i valori a1, a2, . . . , ak sugli insiemi misura-
bili e a due a due disgiunti Ω1,Ω2, . . . ,Ωk contenuti in Ω, possiamo scrivere
s =
k∑
i=1
aiχΩi .
Teorema 1.3.6. Se u : Ω −→ R e` una funzione misurabile allora esiste una succes-
sione (sn) di funzioni semplici convergente ad u in ogni punto di Ω.
Inoltre, se u e` non negativa, si puo` scegliere (sn)monotona crescente in Ω.
1.4 Integrale di Lebesgue
Introduciamo ora la definizione di integrale di Lebesgue per una funzione misura-
bile
u : Ω ⊂ RN −→ R
con Ω insieme misurabile.
Per una funzione semplice s si definisce∫
Ω
s(x) dLN (x) :=
k∑
i=1
ai |Ωi|
con la convenzione che se ai = 0 e |Ωi| = +∞ allora ai |Ωi| = 0.
Per u ≥ 0misurabile, definiamo∫
Ω
u(x) dLN (x) := sup
∫
Ω
s(x) dLN (x)
dove l’estremo superiore e` calcolato al variare di s tra tutte le funzioni semplici
minori o uguali a u su Ω.
In generale, per una funzione misurabile u , osservato che
u = u+ − u−
dove u+ = max {u, 0} e u− = max {−u, 0} sono rispettivamente la parte positiva e
negativa di u, si definisce∫
Ω
u(x) dLN (x) :=
∫
Ω
u+(x) dLN (x) −
∫
Ω
u−(x) dLN (x)
a condizione che almeno uno dei due integrali sia finito.
La funzione u e` detta sommabile in Ω se entrambi gli integrali sono finiti. Si dice
invece che u e` integrabile in Ω se e` sommabile o ha integrale pari a+∞ o−∞.
Segue dalla definizione che una funzione misurabile u e` sommabile se e solo se |u|
e` sommabile.
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Esempio. La funzione u(x) =
senx
x
non e` sommabile in ]0,+∞[, risultando 1
∫ +∞
0
| senx|
x
dL 1(x) = +∞ .
Si osservi che l’integrale di Riemann generalizzato della funzione u esiste finito; si
puo` infatti provare che
lim
t→+∞
∫ t
0
senx
x
dx =
π
2
.
1.5 Alcuni teoremi fondamentali
Teorema 1.5.1. (Teorema di Beppo Levi o della convergenza monotona)
Sia (un) una successione di funzioni misurabili, tali che
0 ≤ u1 ≤ u2 ≤ · · · ≤ un ≤ un+1 ≤ · · · .
Allora ∫
RN
lim
n→+∞
un dLN (x) = lim
n→+∞
∫
RN
un dLN (x) .
Teorema 1.5.2. (Lemma di Fatou)
Sia (un) una successione di funzioni non negative e sommabili. Allora∫
RN
lim inf
n→+∞
un dLN (x) ≤ lim inf
n→+∞
∫
RN
un dLN (x) .
Teorema 1.5.3. (Teorema di Lebesgue o della convergenza dominata)
Sia (un) una successione di funzioni integrabili con
un → u q.o. ,
e supponiamo, inoltre, che esista una funzione v sommabile tale che per ogni n ∈ N
|un| ≤ v q.o. .
Allora
lim
n→+∞
∫
RN
un dLN (x) =
∫
RN
u dLN(x) .
1Si ha∫ +∞
0
| senx|
x
dL 1(x) =
+∞∑
k=1
∫ kπ
(k−1)π
| senx|
x
dL 1(x) ≥
+∞∑
k=1
1
kπ
∫ kπ
(k−1)π
| senx| dL 1(x) =
+∞∑
k=1
2
kπ
= +∞ .
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Teorema 1.5.4. (Teorema di Fubini)
Siano
E1 =
{
x ∈ RN : −∞ ≤ ai < xi < bi ≤ +∞ , i = 1, 2, . . . , N
}
e
E2 = {y ∈ Rm : −∞ ≤ cj < yj < dj ≤ +∞ , j = 1, 2, . . . ,m}
Sia u sommabile su E = E1 × E2 ⊂ RN+m. Allora
(i) per quasi ogni x ∈ E1, la funzione u(x, ·) e` misurabile in E2;
(ii) la funzione
v(x) =
∫
E2
u(x, y) dLm(y)
e` sommabile in E1 e risulta∫
E
u(x, y) dLN (x) dLm(y) =
∫
E1
dLN (x)
∫
E2
u(x, y) dLm(y) ;
(iii) per quasi ogni y ∈ E2, la funzione u(·, y) e` misurabile in E1;
(iv) la funzione
w(y) =
∫
E1
u(x, y) dLN (x)
e` sommabile in E2 e risulta∫
E
u(x, y) dLN (x) dLm(y) =
∫
E2
dLm(y)
∫
E1
u(x, y) dLN (x) .
Infine il teorema fondamentale del Calcolo si estende all’integrale di Lebesgue nella
forma seguente.
Teorema 1.5.5. (Teorema di differenziazione di Lebesgue)
Sia u : RN → R localmente sommabile.
Allora per q.o. x ∈ RN
∃ lim
ρ→0+
1
ωNρN
∫
Bρ(x)
u(y) dLN (y) = lim
ρ→0+
1
|Bρ(x)|
∫
Bρ(x)
u(y) dLN (y) = u(x)
(tali x si chiamano punti di Lebesgue di u).
In particolare, se u e` sommabile in R,
d
dx
∫ x
a
u(t) dL 1(t) = u(x) per q.o. x ∈ R.
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1.6 Teorema di compattezza
(di Ascoli (1884) - Arzela` (1894/5))
Definizione 1.6.1. Una successione di funzioni reali (uj) definite in Ω (aperto con-
nesso non vuoto di RN ) si dice equilimitata se esisteM > 0 tale che
sup
x∈Ω
|uj(x)| ≤M ∀ j ∈ N.
La successione (uj) si dice equicontinua se per ogni ε > 0 esiste δε > 0 tale che
|x′ − x′′| < δε implica
|uj(x′)− uj(x′′)| ≤ ε ,
per ogni x′, x′′ ∈ Ω, per ogni j ∈ N.
Teorema 1.6.2. Sia (uj) una successione di funzioni reali definite in Ω, equilimitata
ed equicontinua. Allora esiste una successione estratta (ujh) da (uj) e una funzione
continua u : Ω→ R tale che
(i) ujh(x) −→ u(x) per ogni x ∈ Ω;
(ii) ujh ⇒ u uniformemente sui sottoinsiemi compattiK ⊂ Ω.
Dimostrazione.
(i) SiaRΩ l’insieme dei punti di Ω ⊆ RN le cui coordinate sono razionali. Tale insieme
e` numerabile e denso in Ω.
Sia x1 ∈ RΩ. Poiche´ la successione di numeri reali (uj(x1)) e` limitata, per il teore-
ma di Bolzano-Weierstrass esiste una sottosuccessione (uj1(x1)) convergente a un
numero reale, sia u(x1), cioe` uj1(x1) −→ u(x1).
Consideriamo allora la successione di funzioni (uj1), che e` una sottosuccessione
di quella data (uj); sia x2 ∈ RΩ e consideriamo la successione di numeri reali
(uj1(x2)).
Anch’essa e` limitata, pertanto esiste una sottosuccessione uj2(x2) −→ u(x2).
Allora, proseguendo il procedimento di estrazione successiva, possiamo costrui-
re infinite successioni la h-esima delle quali e` denotata con (ujh), con le proprieta`
seguenti: ciascuna e` sottosuccessione della precedente; per ogni h fissato la suc-
cessione di numeri reali (ujh(xh)) converge, cioe` ujh(xh) −→ u(xh).
Osserviamo inoltre che, per ogni h fissato, risulta ujh(xm) −→ u(xm) per ogni
m = 1, 2 . . . , h− 1.
Consideriamo la successione “diagonale” (uhh), che, dunque, ha all’h-esimo po-
sto la h-esima funzione della h-esima successione, e osserviamo che essa e` una
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sottosuccessione della successione (uj) di partenza.
u11(x1) u21(x1) u31(x1) . . . uh1(x1) . . .
ց
u12(x2) u22(x2) u32(x2) . . . uh2(x2) . . .
ց
u13(x3) u23(x3) u33(x3) . . . uh3(x3) . . .
...
...
... ց ...
u1h(xh) u2h(xh) u3h(xh) . . . uhh(xh) . . .
...
...
...
... ց
Infatti, u11 in quanto elemento della sottosuccessione (uj1) e` una delle funzioni uj
e corrisponde ad una certa scelta j = j1; la funzione u22, particolare tra le funzioni
uj2 e` pure una delle uj e corrisponde ad una certa scelta j = j2, eccetera.
Ora si ha j1 < j2 in quanto l’indice j2 che compete a u22, seconda funzione della
seconda successione, e` almeno pari all’indice che compete a u21, seconda funzione
della prima sottosuccessione, dunque strettamentemaggiore dell’indice che indivi-
dua u11, cioe` di j1; allo stessomodo si procede nel confronto degli indici successivi.
Inoltre uhh(x) converge per ogni x ∈ RΩ.
Sia ora x ∈ Ω \ RΩ. Per l’ipotesi di equicontinuita` e poiche´ RΩ e` denso in Ω, per
ogni ε > 0 esiste xε ∈ RΩ tale che |x− xε| < ε e
|uhh(x)− ukk(x)| ≤ |uhh(x)− uhh(xε)|+ |ukk(x)− ukk(xε)|+ |uhh(xε)− ukk(xε)|
≤ 2ε+ |uhh(xε)− ukk(xε)|
dove nella prima disuguaglianza si e` applicata la proprieta` triangolare.
Poiche´ xε ∈ RΩ e (uhh(xε)) e` convergente, esiste ν(xε) ∈ N sufficientemente grande
tale che |uhh(xε)− ukk(xε)| ≤ ε per ogni h, k > ν(xε). Percio`, per ogni tale h e k si ha
|uhh(x)− ukk(x)| ≤ 2 ε+ ε = 3 ε .
Questo implica che, per ogni x ∈ Ω \RΩ, (uhh(x)) e` una successione di numeri reali
di Cauchy, quindi convergente.
In definitiva esiste una funzione u : Ω → R tale che uhh(x) −→ u(x) per ogni
x ∈ Ω.
Inoltre, da
|u(x)− u(y)| = lim
h→+∞
|uhh(x)− uhh(y)| per ogni x, y ∈ Ω ,
e dalla equicontinuita` della successione (uhh) segue che per ogni ε > 0 esiste δε > 0
tale che
|x− y| < δε =⇒ |u(x)− u(y)| ≤ ε
per ogni x, y ∈ Ω.
(ii) Dimostriamo ora che la successione (uhh) converge uniformemente in ogni com-
pattoK di Ω. Sia allora K un compatto di Ω e fissiamo ε > 0. La collezione di palle
Bε(x) di raggio ε e con centro nei punti x ∈ Ω ricopronoK, e possiamo selezionare
un sottoricoprimento finito, siaBε(xi), i = 1, 2, . . . , k.
Selezioniamo un ν(k) ∈ N sufficientemente grande tale che |uhh(xi)− u(xi)| ≤ ε
per ogni h > ν(k), per ogni i = 1, 2, . . . , k. Ciascun punto x ∈ K e` contenuto in
qualche palla Bε(xi). Pertanto, per l’ipotesi di equicontinuita` si ha
|uhh(x)− u(x)| ≤ |uhh(x) − uhh(xi)|+ |uhh(xi)− u(xi)|+ |u(x)− u(xi)|
≤ ε+ ε+ ε = 3 ε .
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Piu` in generale sussiste il seguente risultato.
Teorema 1.6.3. (Teorema di compattezza in C0(X,Y ))
SiaX uno spazio topologico separabile 2 e sia (Y, d) uno spaziometrico completo. Sia
U un sottoinsieme non vuoto di C0(X,Y ) tale che
(i) U e` equicontinuo 3 inX ,
(ii) per ogni x ∈ X la chiusura dell’insieme {u(x) ; u ∈ U} e` un sottoinsieme com-
patto di Y .
Allora ogni successione (uj) ⊂ U ha una sottosuccessione (ujh) convergente puntual-
mente inX ad una funzione u ∈ C0(X,Y ).
Inoltre la convergenza e` uniforme su ogni sottoinsieme compattoK diX .
1.7 OperatoreDivergenza,OperatoreGradiente eOpe-
ratore di Laplace
Operatore Divergenza. Sia u ∈ C1(Ω;RN ). Si definisce
div u :=
N∑
j=1
∂juj .
Operatore Gradiente. Sia u ∈ C1(Ω). Si definisce
∇u := (∂1u, . . . , ∂Nu).
Operatore di Laplace. Sia u ∈ C2(Ω). Si definisce
∆u := div∇u =
N∑
j=1
∂jju .
1.8 Misura di Hausdorff
Lamisura di Lebesgue non permette di distinguere tra loro insiemi di misura nulla,
ne´ di assegnare una dimensione a tali insiemi. Per questo scopo sono state intro-
dotte numerose misure. Quella di Hausdorff si e` rivelata molto utile nello studio
delle equazioni a derivate parziali.
Misura di Hausdorff k-dimensionale (1918).
Sia E ⊂ RN , k intero positivo 0 < k ≤ N , δ > 0 ; definiamo
H kδ (E) := ωk 2−k inf

+∞∑
j=1
(diamEj)
k ; E ⊂
+∞⋃
j=1
Ej , diamEj < δ
 .
2X contiene un sottoinsieme denso e numerabile.
3Per ogni x ∈ X, l’insieme U e` equicontinuo in x se e solo se per ogni ε > 0 esiste un intorno di
x, V (x), tale che
d (u(t), u(x)) < ε per ogni t ∈ V (x) e per ogni u ∈ U .
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Se δ decresce l’estremo inferiore e` fatto su una famiglia piu` piccola di ricoprimenti
di E, sicche´ H kδ (E) cresce
(
i.e. 0 < δ′ < δ ⇒ H kδ′(E) ≥ H kδ (E), quindi la funzione
δ 7→ Hkδ (E) e` non-crescente
)
.
Allora
∃ lim
δ→0+
H kδ (E) = sup
δ>0
H kδ (E) := H k(E);
H k(E) si chiama lamisura di Hausdorff k-dimensionale di E.
Si poneH 0(E) = cardE (cardinalita` diE).
Proprieta` dellemisure di Hausdorff:
(i) SeE ⊂ RN e` misurabile, si ha HN (E) = LN (E);
(ii) 0 < H k(E) < +∞ =⇒

Hm(E) = 0 ∀m > k
Hm(E) = +∞ ∀m < k;
(iii) H k(E + x) = H k(E) ∀x ∈ RN (invarianza per traslazioni);
(iv) H k(λE) = λkH k(E) ∀λ > 0 (H k e` omogenea di grado k)
dove λE =
{
λx; x ∈ E}.
1.9 Teorema della divergenza inRN (Gauss-Green)
Teorema 1.9.1. Sia Ω connesso, compatto di RN , di classe C1 a tratti 4 e sia
u ∈ C1(Ω;RN ). Allora∫
Ω
div u(x) dLN (x) =
∫
∂Ω
u(ξ) · ν(ξ) dHN−1(ξ),
dove ν(ξ) e` il versore normale esterno applicato a ξ ∈ ∂Ω (ove definito).
Se u ∈ C1(Ω), allora∫
Ω
uxi(x) dLN (x) =
∫
∂Ω
u(ξ) νi(ξ) dHN−1(ξ) (i = 1, . . . , N) .
Teorema 1.9.2. (Teorema di integrazione per parti)
Se u, v ∈ C1(Ω), allora∫
Ω
uxi(x) v(x) dLN (x) = −
∫
Ω
u(x) vxi(x) dLN (x) +
∫
∂Ω
u(ξ) v(ξ) νi(ξ) dH N−1(ξ)
(i = 1, . . . , N) .
Dimostrazione. Applicare il teorema della divergenza alla funzione prodotto
u · v ∈ C1(Ω) .
4i.e. ∂Ω e` di classe C1 a tratti, ovvero per q.o. ξ0 ∈ ∂Ω, esiste r > 0 tale che ∂Ω ∩ Br(ξ0) e` im-
plicitamente rappresentata in un sistema locale di coordinate come insieme di livello di una funzione
ψ ∈ C1(Br(ξ0)) tale che |∇ψ(x)| 6= 0 ∀x ∈ Br(ξ0).
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1.10 Le identita` di Green
Teorema 1.10.1. Sia Ω connesso, compatto di RN , di classe C1 a tratti e siano
u, v ∈ C2(Ω). Allora∫
Ω
∇v(x) · ∇u(x) dLN (x) +
∫
Ω
v(x)∆u(x) dLN (x) =
∫
∂Ω
v(ξ)
∂u
∂ν
(ξ) dH N−1(ξ)
(I identita` di Green);∫
Ω
[
v(x)∆u(x) − u(x)∆v(x)] dLN (x) = ∫
∂Ω
[
v(ξ)
∂u
∂ν
(ξ)− u(ξ)∂v
∂ν
(ξ)
]
dHN−1(ξ)
(II identita` di Green);
dove
∂u
∂ν
:= ∇u · ν (derivata normale di u su ∂Ω).
Dimostrazione. Consideriamo v∇u ∈ C1(Ω;RN ); per il teorema della divergenza∫
Ω
div
(
v(x)∇u(x)) dLN (x) = ∫
∂Ω
v(ξ)∇u(ξ) · ν(ξ) dH N−1(ξ),
e poiche´
div(v∇u) =
N∑
j=1
∂j(v∂ju) =
N∑
j=1
∂jv ∂ju+
N∑
j=1
v∂jju
= ∇v · ∇u+ v∆u,
si ha la I identita` di Green.
La seconda identita` di Green si ottiene sottraendo alla prima la identita`∫
Ω
∇u(x) · ∇v(x) dLN (x) +
∫
Ω
u(x)∆v(x) dLN (x) =
∫
∂Ω
u(ξ)
∂v
∂ν
(ξ) dH N−1(ξ).
Osservazione 1.10.2. Se nella II identita` di Green si sceglie v ≡ 1 in Ω, si ha∫
Ω
∆u(x) dLN (x) =
∫
∂Ω
∂u
∂ν
(ξ) dH N−1(ξ).
1.11 Un criterio di sommabilita`
Teorema 1.11.1. Consideriamo perN ≥ 1 la funzione
x ∈ RN → |x|λ ∈ R
con λ ∈ R.
Proviamo che: ∫
BR(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ > −N,∫
RN\Br(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ < −N.
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Dimostrazione. Sia 0 < r < R e consideriamo∫
BR(0)\Br(0)
|x|λ dLN (x)
posto ω =
x
̺
con ̺ = |x|, dLN (x) = dHN−1(̺ω) dL 1(̺) = ̺N−1 dHN−1(ω) dL 1(̺)
(cfr. e.g. [7], Th.(2.49)), si ha∫
BR(0)\Br(0)
|x|λ dLN (x) =
∫ R
r
∫
|ω|=1
̺λ+N−1 dHN−1(ω) dL 1(̺)
=
∫
|ω|=1
dHN−1(ω)
∫ R
r
̺λ+N−1 dL 1(̺)
=

NωN log
R
r se λ = −N
NωN
λ+N
[
Rλ+N − rλ+N ] se λ 6= −N .
Allora∫
BR(0)
|x|λ dLN (x) = lim
r→0+
∫
BR(0)\Br(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ > −N,
∫
RN\Br(0)
|x|λ dLN (x) = lim
R→+∞
∫
BR(0)\Br(0)
|x|λ dLN (x) < +∞ ⇐⇒ λ < −N.

CAPITOLO 2
Elementi della teoria (matematica) del potenziale
(scalare): l’equazione di Laplace, di Poisson e problemi
connessi
2.1 Funzioni armoniche inΩ
Definizione 2.1.1. Sia Ω aperto connesso non vuoto diRN .
u armonica in Ω
def⇐⇒ u ∈ C2(Ω) e ∆u = 0 (equazione di Laplace) inΩ.
Nel casoN = 2 la parte reale e la parte immaginaria di una funzione olomorfa sono
funzioni armoniche.
Esempio 2.1.2. (Funzioni armoniche che dipendono dalla distanza da un punto
fissato (soluzioni radiali dell’equazione di Laplace))
Fissiamo
x0 = (x01, x
0
2, . . . , x
0
N ) ∈ RN (N ≥ 2)
e sia
0 < r =
∣∣x− x0∣∣ = ( N∑
i=1
(xi − x0i )2
)1/2
la distanza euclidea di x ∈ RN \ {x0} da x0; sia
u
(∣∣x− x0∣∣) = ϕ(r)
e imponiamo che sia armonica in RN \ {x0}.
Poiche´
∂ju = ϕ
′(r) · ∂jr = ϕ′(r) ·
xj − x0j
r
∂jju = ϕ
′′(r) · (xj − x
0
j )
2
r2
+ ϕ′(r) · r
2 − (xj − x0j )2
r3
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(
dove ϕ′(r) =
dϕ
dr
(r) e ϕ′′(r) =
d2ϕ
dr2
(r)
)
si ha
0 = ∆u = ϕ′′(r) +
N − 1
r
· ϕ′(r) = 1
rN−1
· d
dr
(
rN−1 · ϕ′(r))
(
i.e. il ∆ quando agisce su una funzione radiale ϕ = ϕ(r) si trasforma nell’opera-
tore
d2
dr2
+
N − 1
r
· d
dr
o equivalentemente nell’operatore
1
rN−1
· d
dr
(
rN−1 · d
dr
))
.
Allora, poiche´ r ∈ ]0,+∞[,
rN−1 · ϕ′(r) = cost.
Ne segue che
ϕ(r) =

a log r + b seN = 2
a r2−N + b seN ≥ 3
con a, b ∈ R, sono funzioni armoniche in RN \ {x0}.
Teorema2.1.3. (Proprieta` (uguaglianza) del valormedio per le funzioni armoniche)
Sia u armonica in Ω; allora
∀BR(y) ⊂ Ω u(y) = 1
NωNRN−1
∫
∂BR(y)
u(ξ) dHN−1(ξ) ,
o (equivalentemente)
u(y) =
1
ωNRN
∫
BR(y)
u(x) dLN (x)
(i.e. u verifica la proprieta` del valor medio).
Dimostrazione. Sia ̺ ∈ ]0, R] e consideriamoB̺(y). Osservato che u ∈ C2
(
B̺(y)
)
e
che u e` armonica inB̺(y), dall’identita` (si veda l’Osservazione 1.10.2)∫
∂B̺(y)
∂u
∂ν
(ξ) dHN−1(ξ) =
∫
B̺(y)
∆u(x) dLN (x) = 0
segue che
0 =
∫
∂B̺(y)
∂u
∂ν
(ξ) dHN−1(ξ),
e quindi, posto ω =
ξ − y
̺
, ove ̺ = |ξ − y|, si ha
dHN−1(ξ) = dHN−1(y + ̺ω) = ̺N−1dHN−1(ω),
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pertanto
0 =
∫
|ω|=1
du
d̺
(y + ̺ω)dHN−1(y + ̺ω)
= ̺N−1
d
d̺
∫
|ω|=1
u(y + ̺ω)dHN−1(ω)
= ̺N−1
d
d̺
[
̺1−N
∫
∂B̺(y)
u(ξ) dHN−1(ξ)
]
.
Ne segue che la funzione
Φ(̺) := ̺1−N
∫
∂B̺(y)
u(ξ) dHN−1(ξ) = cost ∀ ̺ ∈ ]0, R] ,
per cui
̺1−N
∫
∂B̺(y)
u(ξ) dHN−1(ξ) = R1−N
∫
∂BR(y)
u(ξ) dHN−1(ξ)
e passando al limite per ̺→ 0+ si ha la tesi 5.
D’altra parte, da
̺N−1u(y) =
1
NωN
∫
∂B̺(y)
u(ξ) dHN−1(ξ),
integrando rispetto a ̺ tra 0 edR si ottiene
u(y) =
1
ωNRN
∫
BR(y)
u(x) dLN (x) .
2.2 Funzioni subarmoniche e superarmoniche inΩ
Definizione 2.2.1. (Funzioni subarmoniche in Ω.)
u subarmonica in Ω
def⇐⇒ u ∈ C0(Ω) e ∀BR(y) ⊂ Ω :
u(y) ≤ 1
NωNRN−1
∫
∂BR(y)
u(ξ) dHN−1(ξ) oppure
u(y) ≤ 1
ωNRN
∫
BR(y)
u(x) dLN (x) .
(disuguaglianza del valor medio)
Osservazione.
u ∈ C2(Ω) e ∆u ≥ 0 in Ω =⇒ u subarmonica in Ω
(basta ripercorrere la dimostrazione del teorema precedente).
Nel seguito indicheremo con σ(Ω) la classe delle funzioni subarmoniche inΩ.
5essendo u continua su ∂B̺(y),
∃ lim
̺→0+
1
NωN̺N−1
∫
∂B̺(y)
u(ξ) dHN−1(ξ) = u(y)
(vedi, e.g., G.Gilardi, Analisi due, McGraw-Hill, Milano, 1993).
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Definizione 2.2.2. (Funzioni superarmoniche in Ω.)
u superarmonica in Ω
def⇐⇒ u ∈ C0(Ω) e ∀BR(y) ⊂ Ω :
u(y) ≥ 1
NωNRN−1
∫
∂BR(y)
u(ξ) dHN−1(ξ) oppure
u(y) ≥ 1
ωNRN
∫
BR(y)
u(x) dLN (x) .
(disuguaglianza del valor medio)
Osservazione.
u ∈ C2(Ω) e ∆u ≤ 0 in Ω =⇒ u superarmonica in Ω.
Osservazione.
u subarmonica in Ω ⇐⇒ −u superarmonica in Ω.
Nel seguito proveremo che se u ∈ C0(Ω) e verifica la proprieta` del valor medio,
allora u e` armonica in Ω. Pertanto si ha
u armonica in Ω ⇐⇒ u subarmonica e superarmonica in Ω .
2.3 Principio del massimo (minimo) forte e debole
Teorema 2.3.1. (Principio del massimo forte per le funzioni subarmoniche.) Sia Ω
aperto connesso non vuoto diRN e sia u ∈ σ(Ω). Supponiamo che
∃ y ∈ Ω t.c. u(y) = sup
Ω
u.
Allora
u e` costante in Ω.
Teorema 2.3.2. (Principio del minimo forte per le funzioni superarmoniche.) Sia u
superarmonica in Ω e supponiamo che
∃ y ∈ Ω t.c. u(y) = inf
Ω
u.
Allora
u e` costante in Ω.
Dimostrazione. E` sufficiente provare il primo principio perche´ il secondo ne segue;
infatti:
u superarmonica in Ω⇐⇒ −u subarmonica in Ω;
quindi, da u(y) = inf
Ω
u, si ha
−u(y) = − inf
Ω
u = sup
Ω
(−u).
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Dimostriamo allora il primo principio.
Posto M = u(y) = sup
Ω
u e ΩM =
{
x ∈ Ω; u(x) = M}, osserviamo che ΩM 6= ∅
(y ∈ ΩM per ipotesi) e che, essendoΩM = u−1
({M}),ΩM e` un chiuso relativamente
ad Ω. D’altra parte, preso z ∈ ΩM (i.e. u(z) = M ), per la disuguaglianza del valor
medio applicata alla funzione subarmonica u−M , si ha, per BR(z) ⊂ Ω,
0 = u(z)−M ≤ 1
ωNRN
∫
BR(z)
[u(x)−M ] dLN (x) ≤ 0,
cioe` u(x) −M = 0 per ogni x ∈ BR(z), per cui BR(z) ⊂ ΩM . Allora ΩM e` anche
aperto relativamente ad Ω, che e` connesso, pertanto ΩM = Ω, cioe` u(x) = M per
ogni x ∈ Ω.
Teorema 2.3.3. (Principio del massimo (risp. minimo) debole per le funzioni subar-
moniche ( risp. superarmoniche).)
Sia Ω aperto connesso non vuoto limitato di RN , u ∈ C0(Ω) e subarmonica (risp.
superarmonica) in Ω.
Allora
sup
Ω
u = sup
∂Ω
u
(
risp. inf
Ω
u = inf
∂Ω
u
)
.
Conseguenza importante: Sia Ω aperto connesso non vuoto limitato diRN ,
u ∈ C2(Ω) ∩ C0(Ω) armonica in Ω.
Allora
(i) inf
∂Ω
u ≤ u(x) ≤ sup
∂Ω
u ∀x ∈ Ω ,
(ii) sup
Ω
|u| = sup
∂Ω
|u| (teorema del massimo (per il) modulo).
(Per quanto riguarda il teorema del massimo modulo e` sufficiente osservare che
|u| = max {u,−u}, oppure, che essendo u armonica (regolare) allora |u| e` subarmo-
nica (regolare)).
Osservazione. Sia Ω aperto connesso non vuoto limitato di RN , e siano
u ∈ C2(Ω) ∩ C0(Ω) armonica in Ω e v ∈ σ(Ω) ∩ C0(Ω)
tali che
v ≤ u su ∂Ω.
Allora
v ≤ u in Ω.
Dimostrazione. La funzione u−v ∈ C0(Ω) ed e` superarmonica inΩ; per il principio
del minimo debole
inf
Ω
(u − v) = inf
∂Ω
(u− v) ≥ 0
e quindi
v ≤ u in Ω.
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2.4 Problemadi Dirichlet per l’equazione di Poisson (o
per l’equazionedi Laplacenel casoomogeneo, f ≡ 0)
Problema 2.4.1. Sia Ω aperto connesso non vuoto, limitato diRN ; assegnate
f ∈ C0(Ω) e ϕ ∈ C0(∂Ω) determinare, se esiste, u ∈ C2(Ω) ∩ C0(Ω) tale che
∆u = f in Ω (equazione di Poisson)
u|∂Ω = ϕ (condizione al contorno, di Dirichlet)
Teorema 2.4.2. (Teorema di unicita`)
Se esiste u ∈ C2(Ω) ∩ C0(Ω) soluzione del Problema di Dirichlet per l’equazione di
Poisson, essa e` unica.
Dimostrazione. Se u1, u2 ∈ C2(Ω) ∩ C0(Ω) sono soluzioni dello stesso problema,
allora w = u1 − u2 ∈ C2(Ω) ∩ C0(Ω) e
∆w = 0 in Ω
w|∂Ω = 0.
Allora, essendo
0 = inf
∂Ω
w ≤ w(x) ≤ sup
∂Ω
w = 0 ∀x ∈ Ω,
si ha w ≡ 0 in Ω, da cui u1 = u2 (oppure damax
Ω
|w| = max
∂Ω
|w| = 0 =⇒ w = 0).
Osservazione. L’unicita` e` conseguenza, sostanzialmente, del principio del massi-
mo nell’ipotesi di limitatezza per Ω. Notiamo che se Ω non e` limitato, l’unicita` puo`
non sussistere.
SiaN = 2 e Ω =
{
(x1, x2) ∈ R2; x1 ∈ R,−π < x2 < π
}
;
il problema omogeneo {
∆u = 0 in Ω
u = 0 su ∂Ω
ha soluzione u ≡ 0, ma e.g. anche
u(x1, x2) = ke
x1 senx2 ∀ k ∈ R
e` soluzione.
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2.5 Soluzione fondamentale per l’operatore di Laplace
Useremo ora la II identita` di Green per trovare una formula integrale per la soluzio-
ne del problema di Dirichlet per l’equazione di Poisson.
A tale scopo introduciamo la
Definizione 2.5.1. Soluzione fondamentale per il∆ (operatore di Laplace)
Sia x0 ∈ RN fissato; definiamo 6 “soluzione fondamentale (di polo x0) per il∆” la
funzione (radiale)
Γ(x−x0) = Γ(∣∣x− x0∣∣) =

1
2π
log
∣∣x− x0∣∣ seN = 2
1
N(2−N)ωN
∣∣x− x0∣∣2−N seN ≥ 3 ∀x ∈ RN\{x0}.
Nel seguito, per semplicita` di esposizione, ci riferiremo solo a Γ in dimensione
N ≥ 3.
Osservazione 2.5.2. Osserviamo che
(i) Γ(· − x0) ∈ C∞(RN \ {x0});
(ii) ∆xΓ(x− x0) = 0 ∀x ∈ RN \ {x0};
(iii) Γ(x− x0) e` sommabile in ogni BR(x0);
(iv) ∀ i = 1, . . . , N
∂iΓ(x− x0) = 1
N(2−N)ωN
2−N
2
∣∣x− x0∣∣−N 2(xi − x0i )
=
1
NωN
∣∣x− x0∣∣−N (xi − x0i ) ,
pertanto ∂iΓ(x− x0) e` sommabile in ogniBR(x0);
(v) ∀ i, j = 1, . . . , N
∂ijΓ(x− x0) = 1
NωN
[
−N ∣∣x− x0∣∣−N−2 (xj − x0j )(xi − x0i ) + ∣∣x− x0∣∣−N δij]
dove δij =
{
0 se i 6= j ,
1 se i = j .
Nel seguito (Osservazione 3.3.7) vedremo che, nel senso delle distribuzioni in RN ,
∆xΓ(x− x0) = δx0 ove δx0 e` la (distribuzione) delta di Dirac di polo x0.
6cfr. Osservazione 3.3.7
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2.6 Rappresentazione di Green
Teorema 2.6.1. (Rappresentazione di Green)
Sia Ω connesso, compatto di RN , di classe C1 a tratti e u ∈ C2(Ω), allora
∀x0 ∈ Ω
u(x0) =
∫
Ω
Γ(x−x0)∆u(x) dLN (x)+
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ−x0)−Γ(ξ−x0)∂u
∂ν
(ξ)
]
dHN−1(ξ).
Dimostrazione. Fissato x0 ∈ Ω, dalla II identita` di Green, con
v(x) = Γ(x− x0)∣∣
Ω\B̺(x0)
oveB̺(x
0) ⊂ Ω, si ha:∫
Ω\B̺(x0)
[
Γ(x− x0)∆u(x)− u(x)∆xΓ(x− x0)︸ ︷︷ ︸
=0
]
dLN (x)
=
∫
∂Ω
[
Γ(ξ − x0)∂u
∂ν
(ξ)− u(ξ)∂Γ
∂ν
(ξ − x0)] dHN−1(ξ)
+
∫
∂B̺(x0)
[
Γ(ξ − x0)∂u
∂ν
(ξ)− u(ξ)∂Γ
∂ν
(ξ − x0)] dHN−1(ξ).
Osserviamo che:
lim
̺→0+
∫
Ω\B̺(x0)
Γ(x− x0)∆u(x)dLN (x) =
∫
Ω
Γ(x− x0)∆u(x) dLN (x) ,
in quanto Γ(x − x0) e` sommabile in un intorno di x0 e (poiche´ ∆u ∈ C0(Ω)) ∆u e`
limitata;
inoltre
0 ≤
∣∣∣∣∫
∂B̺(x0)
Γ(ξ − x0)∂u
∂ν
(ξ) dH N−1(ξ)
∣∣∣∣ = ∣∣∣∣∫
∂B̺(x0)
Γ(̺)∇u(ξ) · ν(ξ) dH N−1(ξ)
∣∣∣∣
≤ 1
N(N − 2)ωN ̺
2−N sup
Ω
|∇u|NωN̺N−1 −−−−→
̺→0+
0 ;
infine (osservato che ν(ξ) e` interno aB̺(x
0))∫
∂B̺(x0)
u(ξ)
∂Γ
∂ν
(ξ − x0) dHN−1(ξ) = −Γ′(̺)
∫
∂B̺(x0)
u(ξ) dHN−1(ξ)
= − 1
NωN̺N−1
∫
∂B̺(x0)
u(ξ) dHN−1(ξ),
per cui
∃ lim
̺→0+
∫
∂B̺(x0)
u(ξ)
∂Γ
∂ν
(ξ − x0) dHN−1(ξ) = −u(x0).
In definitiva (passando al limite per ̺→ 0+) si ha:
u(x0) =
∫
Ω
Γ(x− x0)∆u(x) dLN (x)
+
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ − x0)− Γ(ξ − x0)∂u
∂ν
(ξ)
]
dHN−1(ξ).
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Conseguenza importante. Se inoltre∆u = 0 in Ω, si ha
∀x0 ∈ Ω u(x0) =
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ − x0)− Γ(ξ − x0)∂u
∂ν
(ξ)
]
dHN−1(ξ) . (2.1)
Osservazione 2.6.2. La formula (2.1) e` utile per discutere la “regolarita`” delle fun-
zioni armoniche:
le funzioni armoniche sono C∞, le derivate di qualsiasi ordine di una funzione ar-
monica sono funzioni armoniche.
Osservazione 2.6.3. La (2.1) esprimendo u inΩ in termini dei suoi dati di Cauchy u
e
∂u
∂ν
su ∂Ω rappresenta la soluzione del problema di Cauchy in Ω, purche´ una tale
soluzione esista (vedremo nel seguito che il problema di Cauchy per l’equazione
di Laplace in generale non ha soluzione (nemmeno localmente)).
D’altra parte, per il teorema di unicita` per il problema di Dirichlet per ∆u = 0, la
soluzione e` univocamente determinata dal solo valore di u su ∂Ω.
Per ottenere un integrale su ∂Ω che dipenda solamente dai valori alla frontiera e
non anche dalla derivata normale introdurremo la cosiddetta funzione di Green di
Ω.
2.7 Funzione di Green
Sia h ∈ C2(Ω) e∆h = 0 in Ω. Applicando la II identita` di Green ad u e h, si ha
0 =
∫
∂Ω
[
u(ξ)
∂h
∂ν
(ξ)− h(ξ)∂u
∂ν
(ξ)
]
dHN−1(ξ).
Sommando, membro a membro, con (2.1) si ha
u(x0) =
∫
∂Ω
[
u(ξ)
∂G
∂ν
(ξ, x0)−G(ξ, x0)∂u
∂ν
(ξ)
]
dHN−1(ξ) ∀x0 ∈ Ω,
avendo posto
G(ξ, x0) = Γ(ξ − x0) + h(ξ).
Definita
G : Ω× Ω→ R
(y, x0), con y 6= x0, 7→ G(y, x0) = Γ(y − x0) + h(y),
se
G(ξ, x0) ≡ 0 ∀ ξ ∈ ∂Ω , x0 ∈ Ω(
e in questo caso G si chiama funzione di Green (relativa adΩ e∆)
)
si ha
u(x0) =
∫
∂Ω
u(ξ)
∂G
∂ν
(ξ, x0) dHN−1(ξ) ∀x0 ∈ Ω. (2.2)
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Osserviamo che per determinare G si deve risolvere in Ω un particolare problema
di Dirichlet omogeneo:{
∆h = 0 in Ω
h(ξ) = −Γ(ξ − x0) ∀ ξ ∈ ∂Ω (x0 ∈ Ω)
pertanto (in virtu` del teorema di unicita`) la funzione di Green se esiste e` unica.
L’idea e` quindi che la risoluzione di una classe di problemi di Dirichlet omogenei in
Ω consente di determinareG e risolvere, tramite la (2.2), tutti i problemi diDirichlet,
omogenei e non.
La funzione di Green relativa aBR(0).
Sia Ω = BR(0); consideriamo la riflessione rispetto alla sfera ∂BR(0):
y ∈ BR(0) \ {0} → y = R
2
|y|2 y
y = 0→ y =∞.
Definiamo per ogni y ∈ BR(0), x0 ∈ BR(0) con y 6= x0
G(y, x0) =
Γ
(∣∣y − x0∣∣)− ( |y|R )2−N Γ(∣∣y − x0∣∣) se y 6= 0
Γ
(|x0|)− Γ(R) se y = 0.
Osservato che per y 6= 0 si ha:( |y|
R
)2−N
Γ
(∣∣y − x0∣∣) = ( |y|
R
)2−N
Γ
(∣∣∣∣ R2|y|2 y − x0
∣∣∣∣) = Γ(∣∣∣∣ R|y|y − |y|R x0
∣∣∣∣) ,
possiamo scrivere, per ogni y ∈ BR(0), x0 ∈ BR(0) con y 6= x0
G(y,x0) = Γ
(√
|y|2 + |x0|2 − 2y · x0
)
− Γ
√R2 + ( |y||x0|
R
)2
− 2y · x0
 .
Osserviamo cheG(y, x0) = G(x0, y).
LaG = G(y, x0) cosı` definita e` la funzione di Green relativa aBR(0); infatti l’adden-
do
Γ
(∣∣∣∣ R|y|y − |y|R x0
∣∣∣∣)
e` armonico rispetto ad y e
G(ξ, x0) ≡ 0 ∀ ξ ∈ ∂BR(0), x0 ∈ BR(0).
Tenendo presente la (2.2), calcoliamo
∂G(ξ, x0)
∂ν(ξ)
=
[
∂G(y, x0)
∂ν(y)
]
|y|→|ξ|=R
=
[
∂G(y, x0)
∂|y|
]
|y|→|ξ|=R
=
R2 − |x0|2
NωNR
|ξ − x0|−N > 0 ∀ ξ ∈ ∂BR(0), x0 ∈ BR(0) .
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Nel seguito porremo
K(ξ, x0) =
∂G(ξ, x0)
∂ν(ξ)
=
R2 − |x0|2
NωNR
|ξ − x0|−N (nucleo di Poisson)
e osserviamo che K(ξ, x0) e` una funzione armonica rispetto ad x0, in quanto deri-
vata (direzionale) dellaG(ξ, x0) che e` armonica rispetto ad x0, per ogni ξ ∈ ∂BR(0).
In definitiva, per (2.2), se u ∈ C2(BR(0)) e` armonica inBR(0), si ha
u(x0) =
R2 − |x0|2
NωNR
∫
∂BR(0)
u(ξ)
|ξ − x0|N dH
N−1(ξ) ∀x0 ∈ BR(0)
(integrale di Poisson).
(2.3)
Si puo` provare che la rappresentazione (2.3) di u e` valida anche se
u ∈ C2(BR(0)) ∩ C0(BR(0)) anzicche´ u ∈ C2(BR(0)).
Osserviamo che se in (2.3) prendiamo x0 = 0 (centro diBR(0)), allora
u(0) =
1
NωNRN−1
∫
∂BR(0)
u(ξ)dH N−1(ξ) ,
che e` la proprieta` del valor medio per le funzioni armoniche.
Osserviamo, anche, che se u = 1 inBR(0), da (2.3) si ottiene
1 =
∫
∂BR(0)
K(ξ, x0)dHN−1(ξ) ∀x0 ∈ BR(0) . (2.4)
Abbiamo dimostrato che ogni u ∈ C2(BR(0)) ∩ C0(BR(0)) con ∆u = 0 in BR(0)
e` rappresentabile come in (2.3). Vale anche il viceversa, come mostra il seguente
teorema:
Teorema 2.7.1. (Teorema di esistenza, unicita` e dipendenza continua della soluzio-
ne dal dato ϕ, per il problema di Dirichlet per l’equazione di Laplace inBR(0))
Assegnata ϕ ∈ C0(∂BR(0)), la funzione definita inBR(0) da:
u(x) =
R2 − |x|2
NωNR
∫
∂BR(0)
ϕ(ξ)
|ξ − x|N dH
N−1(ξ) ∀x ∈ BR(0)
e` armonica in BR(0); inoltre per ogni ξ0 ∈ ∂BR(0)
∃ lim
x→ξ0
x∈BR(0)
u(x) = ϕ(ξ0) .
Pertanto
u ∈ C2(BR(0)) ∩ C0(BR(0)) e u = ϕ su ∂BR(0).
Infine (per il teorema del massimomodulo):
sup
BR(0)
|u| = sup
∂BR(0)
|ϕ|.
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Dimostrazione. Che la funzione u = u(x) sopra definita sia armonica in BR(0) se-
gue dal fatto, gia` osservato, che il nucleo di PoissonK(ξ, x) e` armonico rispetto ad
x, per ogni ξ ∈ ∂BR(0).
Per definizione di limite, provare che
∃ lim
x→ξ0
x∈BR(0)
u(x) = ϕ(ξ0) ,
equivale a provare che:
∀ ε > 0 ∃δε > 0 : ∀x ∈ BR(0) |ξ0 − x| < δε
2
=⇒ |u(x)− ϕ(ξ0)| < ε.
Sia ε > 0; per la continuita` di ϕ in ξ0 ∈ ∂BR(0),
∃δε > 0 : ∀ ξ ∈ ∂BR(0) |ξ − ξ0| < δε =⇒ |ϕ(ξ)− ϕ(ξ0)| < ε.
Sia x ∈ BR(0) tale che |ξ0 − x| < δε
2
. Si ha
u(x)− ϕ(ξ0) =
∫
∂BR(0)
K(ξ, x)ϕ(ξ) dH N−1(ξ)− ϕ(ξ0)
=
per (2.4)
∫
∂BR(0)
K(ξ, x)[ϕ(ξ) − ϕ(ξ0)] dHN−1(ξ)
e quindi
|u(x)− ϕ(ξ0)| ≤
∫
∂BR(0)
K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
=
∫
{
ξ∈∂BR(0); |ξ−ξ0|<δe
} K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
+
∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} K(ξ, x) |ϕ(ξ)− ϕ(ξ0)| dHN−1(ξ) .
Ora ∫
{
ξ∈∂BR(0); |ξ−ξ0|<δe
} K(ξ, x) |ϕ(ξ)− ϕ(ξ0)| dHN−1(ξ) < ε ,
e poiche´
|ξ − x| ≥ |ξ − ξ0| − |ξ0 − x|
si ha su
{
ξ ∈ ∂BR(0); |ξ − ξ0| ≥ δe
}
|ξ − x| ≥ δε − δε
2
=
δε
2
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e quindi, il secondo integrale,∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
=
R2 − |x|2
NωNR
∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} 1|ξ − x|N |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ)
≤ R
2 − |x|2
NωNR
(
2
δε
)N
· 2 sup
∂BR(0)
|ϕ|NωNRN−1
=
(
R2 − |x|2)( 2
δε
)N
· 2 sup
∂BR(0)
|ϕ|RN−2 .
Poiche´ per x ∈ BR(0)→ ξ0 ∈ ∂BR(0), si ha |x| → R, segue che anche∫
{
ξ∈∂BR(0); |ξ−ξ0|≥δe
} K(ξ, x) |ϕ(ξ) − ϕ(ξ0)| dHN−1(ξ) < ε .
In definitiva, risulta
|u(x)− ϕ(ξ0)| < 2ε.
Osserviamo che il ragionamento precedente e` locale; cioe`, se ϕ e` sommabile, limi-
tata su ∂BR(0) e continua in ξ0 ∈ ∂BR(0), allora
u(x)→ ϕ(ξ0) quando x ∈ BR(0)→ ξ0 .
2.8 “Caratterizzazione” delle funzioni armoniche
Abbiamo gia` provato che ogni funzione armonica soddisfa la proprieta` del valor
medio.
Proviamo, ora, che:
Teorema 2.8.1. Se u ∈ C0(Ω) e verifica la proprieta` del valor medio allora u e` armo-
nica in Ω.
Dimostrazione. Basta provare che u e` armonica in ogni BR(y) con BR(y) ⊂ Ω.
Fissata BR(y) ⊂ Ω, osserviamo che u ∈ C0(∂BR(y)), pertanto il problema{
∆v = 0 in BR(y)
v = u su ∂BR(y)
ha, come gia` dimostrato, un’unica soluzione v ∈ C2(BR(y)) ∩C0(BR(y)).
Consideriamo
w := v − u ∈ C0(BR(y))
e osserviamo che w (e quindi anche −w) verifica la proprieta` del valor medio (in
quanto tale proprieta` e` lineare, v verifica la proprieta` del valor medio in quanto e`
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funzione armonica e u la verifica per ipotesi), pertanto, per il principio delmassimo
debole
sup
BR(y)
|w| = sup
∂BR(y)
|w| = 0 ,
quindi w = 0, cioe` u = v inBR(y), quindi u coincide con v (armonica) inBR(y).
2.9 Limite uniforme di successioni di funzioni armo-
niche
Teorema 2.9.1. Sia (uj) una successione di funzioni armoniche in Ω, tale che
uj ⇒ u in Ω.
Allora
u e` armonica in Ω.
Dimostrazione. Poiche´ u e` limite uniforme di funzioni continue in Ω e` anch’essa
una funzione continua in Ω.
La tesi conseguira` se proviamo che u soddisfa la proprieta` del valor medio.
Ora,
∀ j ∈ N e ∀BR(y) ⊂ Ω uj(y) = 1
ωNRN
∫
BR(y)
uj(x) dLN (x)
e passando al limite per j → +∞ si ha
u(y) =
1
ωNRN
∫
BR(y)
u(x) dLN (x).
2.10 Sul concetto di problema ben posto secondo Ha-
damard e Principio di riflessione di Schwarz
Osservazione 2.10.1. Osserviamo che avendo provato per il problema di Dirichlet
per l’equazione di Laplace inBR(0) un teorema di esistenza, unicita` e dipendenza
continua della soluzione dal dato, tale problema al contorno si dice BEN POSTO
secondo Hadamard.
Notiamo inoltre che dalla dipendenza continua della soluzione dal dato, segue che
se (ϕj) ⊂ C0(∂BR(0)) e ϕj ⇒ ϕ ∈ C0(∂BR(0)) allora la successione di problemi{
∆uj = 0 inBR(0)
uj = ϕj su ∂BR(0)
(Pj)
per j →∞ ha come problema limite{
∆u = 0 in BR(0)
u = ϕ su ∂BR(0) .
(P∞)
Infatti da
sup
BR(0)
|uj − uk| = sup
∂BR(0)
|ϕj − ϕk| −−−−−−→
j,k→+∞
0 ,
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segue che la successione (uj) e` di Cauchy nello spazio di Banach(
C0(BR(0)), ‖ ‖C0(BR(0))
)
e quindi esiste u ∈ C0(BR(0)) che e` anche armonica in BR(0) in quanto limite
uniforme di (uj) successione di funzioni armoniche.
In conclusione possiamo dire che la dipendenza continua della soluzione dal dato
esprime il fatto che l’operatore di Green
G : ϕ ∈ C0(∂BR(0))→ G(ϕ) = u ∈ C0(BR(0)) ∩ C2(BR(0))
unica soluzione di
{
∆u = 0 inBR(0)
u = ϕ su ∂BR(0)
e` continuo.
Osservazione 2.10.2. Ora vogliamo dare un esempio, dovuto ad Hadamard, che
mostra come, in generale, rispetto a ragionevoli convergenze, il problema di Cau-
chy per l’equazione di Laplace non e` ben posto, perche´ pur avendo esistenza della
soluzione, questa puo` non dipendere con continuita` dai dati di Cauchy.
Sia N = 2, Ω =
{
(x1, x2) ∈ R2; x1 ∈ R, x2 > 0
}
e consideriamo il problema di
Cauchy, per ogni j ∈ N,
∆uj(x1, x2) = 0 in Ω
uj(x1, 0) = 0 ∀x1 ∈ R
ujx2(x1, 0) =
sen(j x1)
j
∀x1 ∈ R.
Per ogni j ∈ N
uj(x1, x2) =
sen(j x1) senh(j x2)
j2
, 7
7Poniamo
uj(x1, x2) = ϕ(x1) · ψ(x2) ;
pertanto da uj(x1, 0) = ϕ(x1) · ψ(0) = 0 per ogni x1 ∈ R, si ha
ψ(0) = 0 ;
da ujx2(x1, 0) = ϕ(x1) · ψ′(0) =
sen(j x1)
j
per ogni x1 ∈ R, si ha
ψ′(0) = 1 (costante non nulla) e quindi ϕ(x1) =
sen(j x1)
j
;
da∆uj(x1, x2) = ϕ′′(x1) · ψ(x2) + ϕ(x1) · ψ′′(x2) = 0 si ha
ϕ′′(x1) = k ϕ(x1) e ψ
′′(x2) = −k ψ(x2) .
Considerato che ϕ(x1) =
sen(j x1)
j
dalla prima equazione differenziale si ha k = −j2;considerato che
ψ(0) = 0 e ψ′(0) = 1 dalla seconda equazione differenziale si ha ϕ(x2) =
senh(j x2)
j
. Pertanto
uj(x1, x2) =
sen(jx1) senh(j x2)
j2
.
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dove
senh(jx2) =
ejx2 − e−jx2
2
,
e` soluzione del problema in esame.
Osserviamo che ∣∣∣∣ sen(jx1)j
∣∣∣∣ ≤ 1j −−−−→j→+∞ 0
e quindi i dati del problema tendono a zero uniformemente rispetto a (x1, x2) ∈ Ω.
Tuttavia,
lim
j→+∞
∣∣uj(x1, x2)∣∣ = +∞ ∀ (x1, x2) ∈ Ω.
Teorema 2.10.3. (Principio di riflessione di Schwarz)
Consideriamo BR(0) in RN (N ≥ 2); per x = (x1, . . . , xN−1, xN ) ∈ RN poniamo
x = (x′, xN ) dove x′ = (x1, . . . , xN−1); sia
B+R(0) =
{
x ∈ BR(0); xN > 0
}
,
B−R (0) =
{
x ∈ BR(0); xN < 0
}
.
Sia u ∈ C2(B+R(0))∩C0(B+R (0)), armonica inB+R(0) con u = 0 inBR(0)∩{xN = 0}.
Posto
u∗(x) =

u(x) se x ∈ BR(0) ∩ {xN ≥ 0}
−u(x1, . . . , xN−1,−xN) se x ∈ BR(0) ∩ {xN < 0}
(u∗ e` ottenuta da u prolungando la u come funzione dispari rispetto ad xN ),
la funzione u∗ e` armonica inBR(0).
Dimostrazione. E` chiaro che questo prolungamento di u, u∗, e` una funzione conti-
nua inBR(0) ed armonica inB
+
R(0) ∪B−R (0).
Il problema {
∆v = 0 inBR(0)
v = u∗ su ∂BR(0)
ha, come e` noto, un’unica soluzione v ∈ C2(BR(0)) ∩ C0(BR(0)).
Per il fatto che il dato u∗ su ∂BR(0) e` funzione dispari rispetto allaN-esima variabile
ξN , si deduce che v e` funzione dispari rispetto allaN-esima variabile xN (per (2.3))
8
e in particolare v(x′, 0) = 0(= u∗(x′, 0)). Pertanto v coincide con u∗ su ∂B+R(0) e su
∂B−R (0). Per il teorema di unicita` v = u
∗ in B
+
R (0) ∪B
−
R (0), quindi v = u
∗ in BR(0).
In particolare, u∗ e` armonica in BR(0).
8infatti, poiche´ u∗(ξ′,−ξN ) = −u∗(ξ′, ξN ) e K(ξ′,−ξN ;x′,−xN ) = K(ξ′, ξN ;x′, xN ) si ha
v(x′,−xN ) = −v(x′, xN ) .
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Osserviamo che il principio di riflessione di Schwarz e` valido per ogni aperto connes-
so Ω di RN (N ≥ 2), che sia simmetrico rispetto all’iperpiano xN = 0 (cioe` tale che se
(x′, xN ) ∈ Ω anche (x′,−xN ) ∈ Ω).
La dimostrazione puo` essere fatta localmente, ricorrendo quindi al caso particolare
diBR(0) gia` dimostrato.
Osservazione 2.10.4. Siamo ora in grado di provare che il problemadi Cauchy per
l’equazione di Laplace in generale non e` risolubile, nemmeno localmente.
Consideriamo il problema di Cauchy per l’equazione di Laplace in
Ω =
{
(x′, xN ) ∈ RN ; x′ ∈ RN−1, xN > 0
}

∆u(x′, xN ) = 0 in Ω
u(x′, 0) = 0 ∀x′ ∈ RN−1
uxN (x
′, 0) = ϕ(x′) ∀x′ ∈ RN−1.
Sia u una soluzione del problema precedente; tale u e` armonica regolare in ogni
B+R (0) (al variare di R > 0), cioe` u ∈ C2(B+R(0)) ∩ C0(B
+
R (0)) e ∆u = 0 in B
+
R (0).
Inoltre u = 0 inBR(0) ∩ {xN = 0}.
Allora, conformemente al principio di riflessione di Schwarz, u∗ e` armonica inBR(0)
e quindi u∗ e` analitica reale inBR(0). 9
Pertanto anche
ϕ(x′) = uxN (x
′, 0) = u∗xN (x
′, 0)
e` necessariamente analitica reale per ogni x′ ∈ RN−1.
Ne deduciamo che il problema in oggetto puo` avere una soluzione solo se il dato
ϕ = ϕ(x′), x′ ∈ RN−1, e` analitico reale.
2.11 Disuguaglianza di Harnack per funzioni armoni-
che positive
Proviamo ora la disuguaglianza di Harnack per funzioni armoniche. La disugua-
glianza di Harnack esprime una notevole proprieta` delle funzioni armoniche e po-
sitive inΩ, precisamente il fatto che il rapporto tra il loro estremo superiore e il loro
estremo inferiore, calcolati in un arbitrario compatto connessoΩ′ contenuto inΩ, e`
limitato superiormente da una costante che dipende dalla dimensione dello spazio
euclideo, da Ω e dal compatto Ω′ cui sono riferiti gli estremi.
Esponiamo successivamente un teorema di Liouville secondo il quale una funzione
armonica e positiva in tutto RN e` necessariamente costante (cfr. Teorema di Liou-
ville 2.12.2 per un’altra dimostrazione) e un teorema sulla convergenza uniforme di
successioni monotone crescenti di funzioni armoniche.
Proviamodapprima la disuguaglianza diHarnack nel caso particolare in cuiΩ e` una
palla diRN .
Lemma2.11.1. Siano y ∈ RN ,R > 0 e uuna funzione armonica e positiva inB4R(y).
Allora
sup
BR(y)
u ≤ 3N inf
BR(y)
u . (2.5)
9Per la dimostrazione della analiticita` delle funzioni armoniche consultare il Teorema 8.5.4.
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Dimostrazione. Comunque si scelgano due punti x1, x2 ∈ BR(y) ⊆ B4R(y) appli-
cando il teorema del valor medio 2.1.3 si ottiene
u(x1) =
1
ωNRN
∫
BR(x1)
u(x) dLN (x) ≤ 1
ωNRN
∫
B2R(y)
u(x) dLN (x)
da cui
sup
BR(y)
u ≤ 1
ωNRN
∫
B2R(y)
u(x) dLN (x) .
Analogamente
u(x2) =
1
ωN3NRN
∫
B3R(x2)
u(x) dLN (x) ≥ 1
ωN3NRN
∫
B2R(y)
u(x) dLN (x)
da cui
inf
BR(y)
u ≥ 1
ωN3NRN
∫
B2R(y)
u(x) dLN (x) .
In definitiva
1
3N
sup
BR(y)
u ≤ 1
ωN3NRN
∫
B2R(y)
u(x) dLN (x) ≤ inf
BR(y)
u
e quindi
sup
BR(y)
u ≤ 3N inf
BR(y)
u .
Teorema 2.11.2. (Disuguaglianza di Harnack, 1887)
SiaΩ un aperto limitato diRN , u una funzione armonica inΩ, u ≥ 0. Allora per ogni
Ω′ connesso, Ω′ ⊂⊂ Ω 10, esiste una costante c dipendente solo daN,Ω,Ω′ tale che
sup
Ω′
u ≤ c inf
Ω′
u . (2.6)
Dimostrazione. Il compatto e connesso Ω
′
puo` essere ricoperto con un numero fi-
nito di palle BR(ω
i) ⊂ Ω, i = 1, 2, . . . ,m, con centri ωi ∈ Ω′ (sia R < 1
4
dist (Ω′, ∂Ω)).
Siano x1, x2 ∈ Ω′ tali che, senza ledere la generalita`, x1 ∈ BR(ωk), x2 ∈ BR(ωk+j)per
qualche j ≥ 1, e le palle siano numerate in modo che risultiBR(ωl) ∩BR(ωl+1) 6= ∅
per l = k, k + 1, . . . , k + j − 1.
10La notazione Ω′ ⊂⊂ Ω indica che la chiusura Ω′ e` compatta e contenuta inΩ
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Applicando la stima (2.5) in ciascuna palla e combinando le disuguaglianze si ottie-
ne
u(x1) ≤ sup
BR(ωk)
u ≤ 3N inf
BR(ωk)
u
≤ 3N inf
BR(ωk)∩BR(ωk+1)
u ≤ 3N sup
BR(ωk)∩BR(ωk+1)
u
≤ 3N sup
BR(ωk+1)
u ≤ 32N inf
BR(ωk+1)
u
≤ 32N inf
BR(ωk+1)∩BR(ωk+2)
u ≤ . . .
≤ 3(j+1)N inf
BR(ωk+j)
u ≤ 3(m+1)N u(x2) .
Essendo x1, x2 arbitrari, posto c := 3(m+1)N , si ha
sup
Ω′
u ≤ c inf
Ω′
u
e la dimostrazione e` completa.
Teorema 2.11.3. (Teorema di Liouville)
Sia u ∈ C2(RN ),∆u = 0, u ≥ 0 in RN . Allora u e` costante in RN .
Dimostrazione. Sia m = inf
RN
u ≥ 0 e si consideri la funzione V = u − m. Allora
∆V = 0 e inf
RN
V = 0. Applicando la disuguaglianza di Harnack (2.5) alla funzione V
si ottiene
∀R > 0 sup
BR(0)
V ≤ 3N inf
BR(0)
V
e, passando al limite perR→ +∞, si ha sup
RN
V ≤ 0.
Osservato che risulta
0 = inf
RN
V ≤ sup
RN
V ≤ 0
si ha V = 0 cioe` u = m.
Teorema 2.11.4. Sia (un) una successione monotona crescente di funzioni armoni-
che in un aperto connesso limitato Ω ⊂ RN e si supponga che esista y ∈ Ω tale che la
successione (un(y)) sia limitata. Allora la successione (un) converge uniformemente
ad una funzione armonica in ogni Ω′ ⊂⊂ Ω.
Dimostrazione. Poiche´ la successione e` monotona
∃u(x) = lim
n→+∞
un(x) ≤ +∞ .
In particolare u(y) = lim
n→+∞
un(y) < +∞ cioe`
∀ ε > 0 ∃ ν > 0 : ∀n,m ≥ ν , n > m 0 ≤ un(y)− um(y) < ǫ .
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Si considerino ora Ω′ ⊂⊂ Ω e Ω′′ connesso tale che Ω′ ∪ {y} ⊂ Ω′′ ⊂⊂ Ω. Per la
disuguaglianza di Harnack (2.6), se n,m ≥ ν
sup
z∈Ω′′
|un(z)− um(z)| ≤ c(N,Ω′′,Ω) · inf
z∈Ω′′
|un(z)− um(z)| ≤ c(N,Ω′′,Ω) · ε
che e` la condizione di Cauchy per la convergenza uniforme. Quindi la succes-
sione (un) converge uniformemente in Ω
′ e, poiche´ il limite uniforme di funzioni
armoniche e` una funzione armonica, vale la tesi.
2.12 Stima (interna) a priori del gradiente di una fun-
zione armonica
Teorema 2.12.1. Sia Ω aperto connesso limitato di RN ; u armonica in Ω ed ivi limi-
tata. Allora per ogni compattoK ⊂ Ω si ha
sup
K
|∇u| ≤ N
dK
sup
Ω
|u|,
dove dK = dist (K, ∂Ω) > 0.
Dimostrazione. Osserviamo che ∇u = (∂1u, . . . , ∂Nu) e` una funzione vettoriale ar-
monica in Ω.
SiaBR(y) ⊂ Ω, allora, per la proprieta` del valor medio,
∇u(y) = 1
ωNRN
∫
BR(y)
∇u(x) dLN (x)
=
1
ωNRN
∫
∂BR(y)
u(ξ)ν(ξ) dH N−1(ξ) (per il teorema della divergenza)
e quindi
|∇u(y)| ≤ 1
ωNRN
sup
Ω
|u|NωNRN−1 = N
R
sup
Ω
|u|.
Sia, ora, y ∈ Ω e sia dy = d(y, ∂Ω) (funzione continua di y); per ogni 0 < R < dy si
haBR(y) ⊂ Ω e quindi (per quanto gia` provato)
|∇u(y)| ≤ N
R
sup
Ω
|u|,
e perR→ dy:
|∇u(y)| ≤ N
dy
sup
Ω
|u| ∀ y ∈ Ω.
Sia, infine,K compatto, contenuto in Ω e sia
dK = min
y∈K
dy = dist (K, ∂Ω) > 0;
allora
|∇u(y)| ≤ N
dK
sup
Ω
|u| per ogni y ∈ K,
e quindi
sup
K
|∇u| ≤ N
dK
sup
Ω
|u|.
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Teorema 2.12.2. (Teorema di Liouville)
Se u e` armonica e limitata in RN , allora u e` costante.
Dimostrazione. Basta applicare la stima interna per il gradiente di u conK = BR(0)
e Ω = B2R(0); allora
sup
BR(0)
|∇u| ≤ N
R
sup
B2R(0)
|u|
e perR→ +∞ si ha sup
RN
|∇u| = 0, pertanto u e` costante in RN .
Teorema 2.12.3. (Teorema di compattezza per successioni di funzioni armoniche)
Sia (uj) una successione di funzioni armoniche in Ω (aperto connesso limitato di
RN ); se (uj) e` equilimitata inΩ, allora esiste una successione estratta da (uj) che con-
verge uniformemente ad una funzione (necessariamente) armonica sui sottoinsiemi
compatti di Ω.
Dimostrazione. Dalla stima interna per il gradiente di una funzione armonica, se-
gue, stante la equilimitatezzadi (uj), che la successione (∇uj) e` equilimitata su ogni
compatto contenuto in Ω:
∀K compatto,K ⊂ Ω :
sup
K
|∇uj| ≤ N
dK
sup
Ω
|uj| ≤ c (c indipendente da j).
Pertanto, per il teoremadi Lagrange, la successione (uj) e` equilipschitziana e quindi
equicontinua in ogni compatto contenuto in Ω.
La tesi segue dal teorema di compattezza di Ascoli-Arzela`.
2.13 Il Problema di Dirichlet:
Il metodo delle funzioni subarmoniche
(di O. Perron, 1923)
Siamo ora in grado di affrontare la questione dell’esistenza della soluzione per il
problema (classico) di Dirichlet in un “arbitrario”Ω aperto connesso limitato diRN .
La trattazione che seguiremo e` quella del “metodo di Perron delle funzioni subar-
moniche” che si fonda sul principio del massimo e sulla risolubilita` del problema di
Dirichlet su palle di RN .
Il metodo e` semplice, elegante e separa il problema dell’esistenza nell’aperto Ω dal
comportamento della soluzione sulla frontiera ∂Ω.
Per completezza di esposizione del metodo ricordiamo la seguente definizione:
Definizione 2.13.1.
u subarmonica in Ω
def⇐⇒ u ∈ Co(Ω) e ∀BR(y) ⊂ Ω
u(y) ≤ 1
ωNRN
∫
BR(y)
u(x) dLN (x) .
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Come gia` fatto, indicheremo con σ(Ω) la classe delle funzioni subarmoniche in Ω.
Ricordiamo, inoltre, il seguente
Lemma 2.13.2. (Principio del max debole)
Se Ω e` aperto connesso e limitato di RN e u ∈ σ(Ω) ∩ Co(Ω), allora
sup
Ω
u = sup
∂Ω
u .
Definizione 2.13.3. Si definisce sollevamento armonico di una funzione subar-
monica u ∈ σ(Ω) relativo aBR(y), conBR(y) ⊂ Ω, la funzione cosı` definita
uy,R(x) =

u(x) se x ∈ Ω \BR(y)
l’unica soluzione di
{
∆v = 0 inBR(y)
v = u su ∂BR(y)
se x ∈ BR(y) .
Lemma 2.13.4. Sia u ∈ σ(Ω) eBR(y) ⊂ Ω; allora
(i) u(x) ≤ uy,R(x) ∀x ∈ Ω ;
(ii) uy,R ∈ σ(Ω) .
Dimostrazione.
(i) In Ω \ BR(y) u = uy,R; inoltre, poiche´ u − uy,R ∈ σ(BR(y)) ∩ C0(BR(y)) dal
Lemma 2.13.2 segue che
sup
BR(y)
(u− uy,R) = sup
∂BR(y)
(u − uy,R) = 0,
e quindi
u− uy,R ≤ 0 inBR(y) .
(ii) uy,R ∈ C0(Ω), inoltre in Ω \ BR(y) uy,R = u e per u vale la diseguaglianza
del valor medio; in BR(y), uy,R e` addirittura armonica e quindi soddisfa la
uguaglianza del valor medio. Per i punti ζ ∈ ∂BR(y) si ha
uy,R(ζ) = u(ζ) ≤ 1
ωN tN
∫
Bt(ζ)
u(x) dLN (x)
≤ (per (i)) 1
ωN tN
∫
Bt(ζ)
uy,R(x) dLN (x)
per ogni t > 0 sufficientemente piccolo.
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Definizione 2.13.5. Sia Ω aperto connesso limitato di RN ; ϕ : ∂Ω → R limitata;
posto
m = inf
∂Ω
ϕ, M = sup
∂Ω
ϕ ,
definiamo la classe
σϕ(Ω) :=
{
u ∈ σ(Ω) ∩ Co(Ω); u ≤ ϕ su ∂Ω} .
Osservazione 2.13.6.
σϕ(Ω) 6= ∅
(
in quanto le costanti≤ m sono in σϕ(Ω)
)
.
Lemma 2.13.7. Se u1, u2, . . . , uk ∈ σϕ(Ω) allora anche
v = max {u1, u2, . . . , uk} ∈ σϕ(Ω) .
Dimostrazione. E` chiaro che v ∈ Co(Ω) e v ≤ ϕ su ∂Ω; inoltre per ogni BR(y) ⊂ Ω:
v(y) = max {u1(y), . . . , uk(y)}
≤ max
{
1
ωNRN
∫
BR(y)
u1(x) dLN (x), . . . , 1
ωNRN
∫
BR(y)
uk(x) dLN (x)
}
≤ 1
ωNRN
∫
BR(y)
v(x) dLN (x) .
Osservazione 2.13.8.
∀u ∈ σϕ(Ω) : u(x) ≤M ∀x ∈ Ω.
Infatti per il Lemma 2.13.2,
sup
Ω
u = sup
∂Ω
u ≤M .
Definizione 2.13.9. Ha senso allora definire la seguente funzione (di Perron):
Wϕ : Ω→ R
x 7→Wϕ(x) := sup
u∈σϕ(Ω)
u(x) .
Lemma 2.13.10. La funzione di PerronWϕ e` armonica in Ω.
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Dimostrazione. Sia y ∈ Ω e BR(y) ⊂ Ω; sia 0 < R′ < R e consideriamo una
successione (xj) ⊂ BR′(y). Risulta
Wϕ(xj) = sup
u∈σϕ(Ω)
u(xj)
pertanto per le proprieta` caratteristiche dell’estremo superiore si ha
∀ j ∈ N, ∀ k ∈ N ∃ukj ∈ σϕ(Ω) : Wϕ(xj)−
1
k
< ukj (xj) ≤Wϕ(xj)
e quindi
∃ukj ∈ σϕ(Ω) (j, k = 1, 2, . . . ) : lim
k→+∞
ukj (xj) =Wϕ(xj) ∀ j = 1, 2, . . . . (2.7)
Consideriamo (fissato k ∈ N)
uk = max
{
uk1 , . . . , u
k
k
}
.
Per il Lemma 2.13.7 risulta uk ∈ σϕ(Ω); inoltre
ukj (xj) ≤ uk(xj) ≤Wϕ(xj) ∀ k ∈ N, 1 ≤ j ≤ k ,
e quindi, per confronto, da (2.7), si ha che
∃ lim
k→+∞
uk(xj) = Wϕ(xj) ∀ j = 1, 2, . . . . (2.8)
La successione (uk) puo` essere assunta equilimitata conm ≤ uk ≤ M (se necessa-
rio si consideri max
{
uk,m
} ∈ σϕ(Ω) per il Lemma 2.13.7, e verificante ovviamente
ancora (2.8) in quanto ∀ j ∈ N uk(xj) ≤ max
{
uk(xj),m
} ≤Wϕ(xj)).
Consideriamo, per ogni k, il sollevamento armonico uky,R di u
k relativo aBR(y); de-
notiamo ancora, per semplicita`, con (uk) tale successione equilimitata.
In definitiva la successione e` equilimitata, e` formata da funzioni di σϕ(Ω), soddisfa
(2.8) ed e` tale che in BR(y) le funzioni u
k sono armoniche.
Per il teorema di compattezza 2.12.3 esiste una funzione armonica W tale che (a
meno di successioni estratte)
uk ⇒W in BR′(y).
Per (2.8)
lim
k→+∞
uk(xj) = Wϕ(xj) =W (xj) ∀ j = 1, 2, . . .
per cuiWϕ coincide con una funzione armonica W nei punti della successione (xj)
fissata in BR′(y) (osserviamo cheW dipende a-priori dalla scelta della successione
(xj) e dalla successione estratta da (u
k)). Sia, ora, x ∈ BR′(y) e sia (xj) ⊂ BR′(y) tale
che xj → x1 = x; si ha, per la continuita` della corrispondenteW ,
lim
j→+∞
Wϕ(xj) = lim
j→+∞
W (xj) = W (x1) = Wϕ(x1),
cioe`Wϕ e` continua inBR′(y). Sia infine (xj)una successione densa inBR′(y). Allora
Wϕ coincide con una funzione armonica in ogni xj e quindi per la continuita`, in
ogni punto di BR′(y). Cio` significa cheWϕ e` armonica in un intorno di y, e quindi
in tutto Ω.
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Il risultato precedente esibisce una funzione armonicaWϕ che e` una possibile so-
luzione del problema classico di Dirichlet{
∆u = 0 in Ω
u = ϕ su ∂Ω .
Nel metodo di Perron lo studio del comportamento su ∂Ω della soluzione e` essen-
zialmente separato dal problema dell’esistenza.
L’assunzione con continuita` del valore alla frontiera e` legata alle proprieta` geome-
triche di ∂Ω attraverso il concetto di funzione barriera.
Definizione 2.13.11. Sia ξ0 ∈ ∂Ω; una funzioneQξ0 ∈ σ(Ω) ∩Co(Ω) tale che
Qξ0(ξ0) = 0, Qξ0(ξ) < 0 ∀ ξ ∈ ∂Ω \ {ξ0}
si chiama funzione barriera relativa al punto ξ0 e all’operatore di Laplace (osser-
viamo che, per il Lemma 2.13.2, risultaQξ0 ≤ 0 in Ω).
Il punto di frontiera ξ0 ∈ ∂Ω si dice regolare se esiste una funzione barriera relativa
a ξ0, altrimenti ξ0 si dice eccezionale.
Lemma 2.13.12. Sia ξ0 ∈ ∂Ω regolare; ϕ : ∂Ω → R limitata su ∂Ω e continua in ξ0;
allora
lim inf
x→ξ0
x∈Ω
Wϕ(x) ≥ ϕ(ξ0) 11 (i)
ed anche
∃ lim
x→ξ0
x∈Ω
Wϕ(x) = ϕ(ξ0). (ii)
Dimostrazione. (i) Sia Qξ0 la funzione barriera relativa a ξ0; siano ε > 0, k > 0.
La funzione u definita da
u(x) := ϕ(ξ0)− ε+ kQξ0(x) ∀x ∈ Ω,
e´ di classe σ(Ω) ∩Co(Ω), e soddisfa
u(ξ) = ϕ(ξ0)− ε+ kQξ0(ξ) ≤ ϕ(ξ0)− ε ∀ ξ ∈ ∂Ω,
u(ξ0) = ϕ(ξ0)− ε .
Dimostriamo che u ∈ σϕ(Ω), pertanto proviamo che u ≤ ϕ su ∂Ω. Infatti,
poiche´ ϕ e` continua in ξ0, in corrispondenza di ε > 0 fissato, esiste δε > 0 tale
che
∀ ξ ∈ ∂Ω : |ξ − ξ0| < δε =⇒ |ϕ(ξ) − ϕ(ξ0)| < ε,
11
lim inf
x→x0
f(x) := sup
r>0
inf
0<|x−x0|<r
f(x) (minimo limite di f per x→ x0)
lim sup
x→x0
f(x) := inf
r>0
sup
0<|x−x0|<r
f(x) (massimo limite di f per x→ x0)
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da cui
ϕ(ξ) > ϕ(ξ0)− ε ≥ u(ξ) . 12
Quindi
u ≤ ϕ su {|ξ − ξ0| < δε} ∩ ∂Ω.
Poiche´Qξ0(ξ) e` limitata superiormente da un numero reale negativo per
{|ξ − ξ0| ≥ δε} ∩ ∂Ω, possiamo trovare k = k(ε) > 0 sufficientemente grande
in modo che u ≤ ϕ valga anche per {|ξ − ξ0| ≥ δε} ∩ ∂Ω.
Allora u ∈ σϕ(Ω) e di conseguenza u(x) ≤Wϕ(x) per ogni x ∈ Ω.
Ne segue che
ϕ(ξ0)− ε = u(ξ0) = lim
x→ξ0
x∈Ω
u(x) ≤ lim inf
x→ξ0
x∈Ω
Wϕ(x),
da cui segue la tesi per l’arbitrarieta` di ε > 0.
(ii) E` sufficiente provare che
lim sup
x→ξ0
x∈Ω
Wϕ(x) ≤ ϕ(ξ0) .
Proviamo che
Wϕ(x) ≤ −W−ϕ(x) ∀x ∈ Ω.
Risulta
−W−ϕ(x) = − sup
u∈σ−ϕ(Ω)
u(x) = inf
u∈σ−ϕ(Ω)
(−u(x)) = inf
−U∈σ−ϕ(Ω)
U(x)
dove si e` posto U(x) = −u(x). Osservato che per u ∈ σϕ(Ω) e −U ∈ σ−ϕ(Ω)
risulta u − U ≤ 0 su ∂Ω e u − U ∈ σ(Ω) ∩ C0(Ω), per il Lemma 2.13.2 si ha
u− U ≤ 0 in Ω e quindi
sup
u∈σϕ(Ω)
u(x) ≤ inf
−U∈σ−ϕ(Ω)
U(x) ∀x ∈ Ω , (2.9)
cioe`
Wϕ(x) ≤ −W−ϕ(x) ∀x ∈ Ω.
Applicando (i) aW−ϕ si ha:
lim inf
x→ξ0
x∈Ω
W−ϕ(x) ≥ −ϕ(ξ0),
e quindi
lim sup
x→ξ0
x∈Ω
Wϕ(x) ≤ lim sup
x→ξ0
x∈Ω
(−W−ϕ(x)) = − lim inf
x→ξ0
x∈Ω
W−ϕ(x) ≤ ϕ(ξ0).
12evidentemente per provare la (i) e` sufficiente supporre ϕ semicontinua inferiormente in ξ0 ∈ ∂Ω.
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Osservazione 2.13.13. La relazione (2.9) vuol dire che la classe delle u ∈ σϕ(Ω) e
quella delle−U ∈ σ−ϕ(Ω) (cioe` delleU superarmoniche, regolari, con U ≥ ϕ su ∂Ω)
sono separate.
Teorema 2.13.14. (Teorema di esistenza, unicita` e dipendenza continua della solu-
zione dal dato, per il problema di Dirichlet per l’equazione di Laplace)
Sia Ω aperto connesso limitato diRN ; il problema di Dirichlet{
∆u = 0 in Ω
u = ϕ su ∂Ω
e` risolubile in C2(Ω) ∩ Co(Ω) per ogni dato ϕ ∈ Co(∂Ω) se e solo se ogni ξ0 ∈ ∂Ω e`
regolare. La soluzione e` la funzione di PerronWϕ. Inoltre (per il teoremadelmassimo
modulo)
sup
Ω
|Wϕ| = sup
∂Ω
|ϕ| .
Dimostrazione. Sia ϕ ∈ Co(∂Ω) e ogni ξ0 ∈ ∂Ω sia regolare. Allora, per il Lem-
ma 2.13.10,Wϕ e` armonica in Ω e, per il Lemma 2.13.12,
∃ lim
x→ξ0
x∈Ω
Wϕ(x) = ϕ(ξ0) ∀ ξ0 ∈ ∂Ω.
Cio` implica che, se ∂Ω e` formata da punti regolari e ϕ ∈ C0(∂Ω), alloraWϕ ∈ C0(Ω)
quando poniamoWϕ = ϕ su ∂Ω.
Quindi
Wϕ ∈ C2(Ω) ∩ Co(Ω)
e {
∆Wϕ = 0 in Ω
Wϕ = ϕ su ∂Ω .
Viceversa, supponiamo che il problema di Dirichlet{
∆u = 0 in Ω
u = ϕ su ∂Ω
sia risolubile inC2(Ω)∩Co(Ω) per ogni datoϕ ∈ Co(∂Ω). Sia ξ0 ∈ ∂Ω. Consideriamo
ϕ : ∂Ω→ R, definita da
ϕ(ξ) = − |ξ − ξ0| ∀ ξ ∈ ∂Ω.
Si ha ϕ ∈ C0(∂Ω); sia v ∈ C2(Ω) ∩ C0(Ω) l’unica soluzione di{
∆v = 0 in Ω
v(ξ) = − |ξ − ξ0| ∀ ξ ∈ ∂Ω .
Definita
Qξ0(x) = v(x) ∀x ∈ Ω,
si riconosce facilmente che Qξ0 e` una funzione barriera relativa a ξ0, sicche´ ξ0 e`
regolare.
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Rimane l’importante questione: per quali Ω (aperti connessi limitati di RN ) i punti
di frontiera sono regolari?
Sono note (generali) condizioni sufficienti in termini delle proprieta` geometriche
(locali) di ∂Ω.
Illustriamo una di queste condizioni.
Definizione 2.13.15. Ω aperto connesso limitato di RN ha la proprieta` della palla
esterna se
∀ ξ0 ∈ ∂Ω ∃BR(y) : BR(y) ∩Ω = {ξ0}.
Proposizione 2.13.16. Se Ω ha la proprieta` della palla esterna, allora ogni punto di
∂Ω e` regolare.
Dimostrazione. Sia ξ0 ∈ ∂Ω e BR(y) tale che
BR(y) ∩ Ω = {ξ0}.
Definiamo per ogni x ∈ Ω
Qξ0(x) =

|x− y|2−N −R2−N seN ≥ 3
log
R
|x− y| seN = 2.
Si verifica facilmente cheQξ0 e` una funzione barriera relativa a ξ0.
Osservazione 2.13.17. Osserviamo che se Ω e` strettamente convesso (nel senso che
per ogni ξ0 ∈ ∂Ω esiste un iperpiano Πξ0 tale che Πξ0 ∩ Ω = {ξ0}) allora Ω ha la
proprieta` della palla esterna.
SeN ≥ 3 gli apertiΩ con “spine rientranti” (che puntano inΩ) non sono ammissibili
per il problema classico di Dirichlet, come mostra un argomento di Lebesgue, per
il quale si puo` consultare e.g. [5] alle pp. 77-78.
2.14 PotenzialeNewtonianoeproblemadiDirichlet per
l’equazione di Poisson
Abbiamo definito, perN ≥ 3, la soluzione fondamentale (di polo xo) per il∆:
Γ(x− xo) = 1
N(2−N)ωN |x− x
o|2−N ∀x ∈ RN \ {xo}
e inoltre, per Ω connesso, compatto di RN , di classe C1 a tratti, e per u ∈ C2(Ω)
abbiamo provato la formula di rappresentazione di Green (Teorema 2.6.1):
u(xo) =
∫
Ω
Γ(x−xo)∆xu(x)dLN (x)+
∫
∂Ω
[
u(ξ)
∂Γ
∂ν
(ξ − xo)− Γ(ξ − xo)∂u
∂ν
(ξ)
]
dHN−1(ξ)
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per ogni xo ∈ Ω.
Definito il potenziale (di dominio) Newtoniano di densita` f , con f funzione limi-
tata e integrabile in Ω,
w(x) :=
∫
Ω
Γ(x− y) f(y) dLN (y) ∀x ∈ Ω,
dalla rappresentazione precedente risulta che u e` somma del potenziale Newtonia-
no (di densita`∆xu) e di una funzione armonica.
Studiamo pertanto il potenziale Newtoniano di densita` f ; in particolare vediamo
sotto quali ipotesi sulla densita` f il potenziale Newtoniano e` C2, al fine di trovare
una soluzione (particolare) dell’equazione di Poisson.
Lemma 2.14.1. Sia Ω aperto connesso limitato di RN , f limitata e integrabile in Ω;
allora posto
w(x) :=
∫
Ω
Γ(x− y) f(y) dLN (y) ∀x ∈ Ω ,
si ha
w ∈ C1(Ω) e ∂iw(x) =
∫
Ω
∂iΓ(x− y) f(y) dLN (y) ∀x ∈ Ω , i = 1, . . . , N
dove ∂i = ∂xi .
Dimostrazione. Per x ∈ RN poniamo
v(x) =
∫
Ω
∂iΓ(x− y) f(y) dLN (y)
(v e` ben definita perche´ ∂iΓ(x − y) e` sommabile e f e` limitata). Per provare che
w ∈ C1(Ω) e ∂iw = v, costruiamo una famiglia di funzioni (wε)ε>0 ∈ C1(Ω) tale che
per ε→ 0+
wε ⇒ w
e
∂iwε ⇒ v .
Per questo sia ϑ ∈ C1(R) tale che
0 ≤ ϑ(t) ≤ 1, 0 ≤ ϑ′(t) ≤ 2 ∀t ∈ R,
ϑ(t) =
{
0 se t ≤ 1
1 se t ≥ 2
(ad esempio
ϑ(t) =

0 per t ≤ 1
5− 12t+ 9t2 − 2t3 per 1 < t < 2
1 per t ≥ 2 ).
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Figura 2.1: Grafico della funzione ϑ
Definiamo per ε > 0
wε(x) =
∫
|x−y|>ε
Γ(x− y)ϑ
( |x− y|
ε
)
f(y) dLN (y) ∀x ∈ RN .
Si ha wε ∈ C1(Ω) (in quanto Γ e` C∞ e ϑ e` C1) e
w(x) − wε(x) =
∫
|x−y|≤2ε
Γ(x− y)
[
1− ϑ
( |x− y|
ε
)]
f(y) dLN (y)
da cui
|w(x) − wε(x)| ≤
∫
B2ε(x)
|Γ(x− y)| dLN (y) · sup
Ω
|f |.
Risulta∫
B2ε(x)
|Γ(x− y)| dLN (y) =
∫
B2ε(x)
1
N(N − 2)ωN |x− y|
2−N dLN (y)
=
1
N(N − 2)ωN
∫
∂B1(x)
dHN−1(ω)
∫ 2ε
0
̺2−N̺N−1 dL 1(̺)
=
1
N − 2
[
̺2
2
]2ε
0
=
4ε2
2(N − 2) =
2ε2
N − 2 .
Quindi
|w(x) − wε(x)| ≤
∫
B2ε(x)
|Γ(x− y)| dLN (y) · sup
Ω
|f | = sup
Ω
|f | · 2ε
2
N − 2
da cui si ha
lim
ε→0+
wε = w uniformemente sui compatti diRN (e quindi in Ω).
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Ora proviamo che
∂iwε ⇒
ε→0+
v.
Risulta
∂iwε(x) =
∫
|x−y|>ε
∂i
[
Γ(x− y) · ϑ
( |x− y|
ε
)]
f(y) dLN (y) ,
v(x) − ∂iwε(x) =
∫
|x−y|≤2ε
∂i
{
Γ(x − y)
[
1− ϑ
( |x− y|
ε
)]}
f(y) dLN (y)
=
∫
|x−y|≤2ε
{
∂iΓ(x− y)
[
1− ϑ
( |x− y|
ε
)]
− Γ(x− y)∂iϑ
( |x− y|
ε
)}
f(y) dLN (y) .
Poiche´
|∂iΓ(x− y)| ≤ 1
NωN
|x− y|1−N ,
si ha ∫
|x−y|≤2ε
|∂iΓ(x− y)| dLN (y) ≤ 1
NωN
∫
B2ε(x)
|x− y|1−N dLN (y) = 2ε
da cui segue che
|v(x) − ∂iwε(x)| ≤
∫
|x−y|≤2ε
{
|∂iΓ(x− y)|+ |Γ(x− y)| 2
ε
}
dLN (y) · sup
Ω
|f |
≤ sup
Ω
|f | ·
(
2ε+
2ε2
N − 2 ·
2
ε
)
≤ sup
Ω
|f | ·
(
2ε+
4ε
N − 2
)
= sup
Ω
|f | ·
(
ε
2N
N − 2
)
.
Di conseguenza
lim
ε→0+
∂iwε = v uniformemente sui compatti di RN (e quindi in Ω).
Lemma 2.14.2. Sia Ω aperto connesso limitato di RN , f ∈ C0,α(Ω) (0 < α ≤ 1);
allora w ∈ C2(Ω) e
∂ijw(x) =
∫
Ω0
∂ijΓ(x− y)[f(y)− f(x)] dLN(y)− f(x)
∫
∂Ω0
∂iΓ(x− ξ) νj(ξ) dHN−1(ξ)
∀x ∈ Ω , i, j = 1, . . . , N ,
doveΩ0 e` un qualsiasi aperto limitato contenenteΩ, con frontiera di classeC
1 a tratti,
e f ≡ 0 in Ω0 \ Ω. Inoltre
∆w(x) = f(x) ∀x ∈ Ω .
Osserviamo che si puo` mostrare che
f ∈ C0(Ω) 6⇒ w ∈ C2(Ω)
(cfr. e.g. [13] a p. 54).
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Dimostrazione. Sia ϑ ∈ C1(R) la funzione introdotta nella dimostrazione del Lem-
ma 2.14.1 e definiamo per ε > 0
vε(x) =
∫
|x−y|>ε
[∂iΓ(x − y)]ϑ
( |x− y|
ε
)
f(y) dLN (y) ∀x ∈ Ω .
vε e` ben definita perche´ ∂iΓ e` sommabile, ϑ ed f sono limitate; inoltre si riconosce
che vε ∈ C1(Ω).
Ricordiamo che per il Lemma 2.14.1, posto
v(x) =
∫
Ω
∂iΓ(x− y)f(y) dLN (y) ,
si ha
v = ∂iw in Ω,
inoltre si prova agevolmente che
|v(x)− vε(x)| ≤ sup
Ω
|f | · 2ε ,
da cui segue che
vε ⇒
ε→0+
v in Ω .
Posto
u(x) =
∫
Ω0
∂ijΓ(x− y)[f(y)− f(x)] dLN (y)− f(x)
∫
∂Ω0
∂iΓ(x− ξ) νj(ξ) dHN−1(ξ) ,
osserviamo che u e` ben definita, in particolare il primo integrale e` finito in quanto
|∂ijΓ(x − y)[f(y)− f(x)]| ≤ cN |x− y|−N [f ]0,α |x− y|α = cN [f ]0,α |x− y|−N+α .
Proviamo che
∂jvε ⇒
ε→0+
u sui sottoinsiemi compatti di Ω (j = 1, . . . , N) ,
ne seguira` che esiste ∂jv = u, e poiche´ v = ∂iw si avra` in definitivaw ∈ C2(Ω) e
u = ∂ijw.
Proviamo dunque
∂jvε ⇒
ε→0+
u.
Si ha, posto per brevita`
ϑε := ϑ
( |x− y|
ε
)
,
∂jvε(x) =
∫
Ω
∂j ([∂iΓ(x− y)]ϑε) f(y) dLN (y)
=
∫
Ω0
∂j ([∂iΓ(x− y)]ϑε) [f(y)− f(x)] dLN (y)
+f(x)
∫
Ω0
∂j ([∂iΓ(x− y)]ϑε) dLN (y)
=
∫
Ω0
∂j ([∂iΓ(x− y)]ϑε) [f(y)− f(x)] dLN (y)
−f(x)
∫
∂Ω0
∂iΓ(x− ξ)νj(ξ) dHN−1(ξ)
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purche´ ε > 0 sia sufficientemente piccolo (per cui ϑε = 1); al secondo integrale si
e` applicato il teorema della divergenza (Ω0 ha frontiera di classe C
1 a tratti). Allora
per sottrazione, per 2ε < d(x, ∂Ω),
|u(x)− ∂jvε(x)| =
∣∣∣∣∫|x−y|≤2ε ∂j{(1− ϑε)∂iΓ(x− y)}[f(y)− f(x)] dLN (y)
∣∣∣∣
≤ 2
ε
∫
B2ε(x)
|∂iΓ(x− y)| |f(y)− f(x)| dLN (y)
+
∫
B2ε(x)
|∂ijΓ(x − y)| |f(y)− f(x)| dLN (y)
≤ [f ]0,α
(
4 +
N
α
)
2αεα ⇒
ε→0+
0
Di conseguenza
∂jvε ⇒
ε→0+
u sui sottoinsiemi compatti diΩ .
L’ultima disuguaglianza e` ottenuta in virtu` delle seguenti maggiorazioni:
2
ε
∫
B2ε(x)
|∂iΓ(x− y)||f(y)− f(x)| dLN (y)
≤ 2
ε
[f ]0,α
1
NωN
∫
∂B1(x)
dHN−1(ω)
∫ 2ε
0
̺1−N̺N−1̺α dL 1(̺)
=
2
ε
1
NωN
NωN
(2ε)α+1
α+ 1
[f ]0,α
= 4[f ]0,α
2αεα
α+ 1
≤ 4[f ]0,α2αεα,
e∫
B2ε(x)
|∂ijΓ(x− y)||f(y)− f(x)| dLN (y)
≤ [f ]0,α 1
ωN
∫
∂B1(x)
dHN−1(ω)
∫ 2ε
0
̺−N̺N−1̺α dL 1(̺)
= [f ]0,αN
2αεα
α
.
Per provare che
∆w(x) = f(x) ∀x ∈ Ω ,
fissato x ∈ Ω sia Ω0 = BR(x) contenente Ω. Da
∂ijw(x) =
∫
Ω0
∂ijΓ(x−y) [f(y)−f(x)] dLN (y)−f(x)
∫
∂Ω0
∂iΓ(x− ξ) νj(ξ) dHN−1(ξ)
i, j = 1, . . . , N ,
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si ha
∆w(x) =
N∑
i=1
∂iiw(x)
=
∫
BR(x)
N∑
i=1
∂iiΓ(x− y)[f(y)− f(x)] dLN (y)
−f(x)
∫
∂BR(x)
N∑
i=1
∂iΓ(x− ξ) νi(ξ) dH N−1(ξ)
13 = 0− f(x)
∫
|x−ξ|=R
N∑
i=1
1
NωN
xi − ξi
|x− ξ|N
ξi − xi
|x− ξ| dH
N−1(ξ)
= f(x)
∫
|x−ξ|=R
N∑
i=1
1
NωN
(xi − ξi)2
|x− ξ|N+1
dHN−1(ξ)
= f(x)
1
NωN
∫
|x−ξ|=R
|x− ξ|2
|x− ξ|N+1
dHN−1(ξ)
= f(x)
1
NωN
R−N+1NωNRN−1
= f(x) .
13Risulta ∫
BR(x)\Br(x)
∆xΓ(x− y) [f(y) − f(x)] dLN (y) = 0 (0 < r < R) ;
inoltre∆xΓ(x− y) [f(y) − f(x)] e` sommabile inBR(x), pertanto∫
BR(x)
∆xΓ(x−y) [f(y)−f(x)] dLN (y) = lim
r→0+
∫
BR(x)\Br(x)
∆xΓ(x−y) [f(y)−f(x)] dLN (y) = 0 .
2. Elementi della teoria (matematica) del potenziale (scalare): . . . 57
Siamo ora in grado di risolvere il problemadi Dirichlet per l’equazione di Poisson:
u ∈ C2(Ω) ∩C0(Ω)
∆u = f in Ω
u = ϕ su ∂Ω
con ϕ ∈ C0(∂Ω) ed f ∈ C0,α(Ω) (0 < α ≤ 1) funzioni assegnate.
Sussiste il seguente teorema.
Teorema 2.14.3. (Teorema di esistenza, unicita` e dipendenza continua della solu-
zione dai dati f e ϕ, per il problema di Dirichlet per l’equazione di Poisson)
Sia Ω aperto connesso limitato di RN con frontiera formata da punti tutti regolari.
Per ogni f ∈ C0,α(Ω) (0 < α ≤ 1) e ϕ ∈ C0(∂Ω), esiste (unica) u ∈ C2(Ω) ∩ C0(Ω)
soluzione di {
∆u = f in Ω
u = ϕ su ∂Ω.
Si ha
u = v + w
dove w e` il potenziale Newtoniano di densita` f , e v e` l’unica soluzione del problema{
∆v = 0 in Ω
v = ϕ− w su ∂Ω.
Inoltre
sup
Ω
|u| ≤ cost ·
(
sup
∂Ω
|ϕ| + sup
Ω
|f |
)
(u dipende con continuita` dai dati f e ϕ).
Dimostrazione. Poiche´ siamo nelle ipotesi del Lemma 2.14.1 e del Lemma 2.14.2
risulta
w ∈ C2(Ω) ∩ C1(Ω), ∆w = f .
Sia v ∈ C2(Ω) ∩ C0(Ω) l’unica soluzione del problema{
∆v = 0 in Ω
v = ϕ− w su ∂Ω
(si noti che Ω ha frontiera formata da punti tutti regolari e ϕ− w ∈ C0(∂Ω)).
Posto
u := v + w
risulta
u ∈ C2(Ω) ∩ C0(Ω), ∆u = f in Ω, u = ϕ su ∂Ω.
Inoltre poiche´ (perN ≥ 3)
|w(x)| ≤ 1
N(N − 2)ωN
∫
|x−y|<diamΩ
|x− y|2−N |f(y)| dLN (y)
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ed f e` limitata in Ω, si ha
sup
Ω
|w| ≤ cost · sup
Ω
|f |
(dove la costante dipende daN e da diamΩ), e quindi
sup
Ω
|u| ≤ cost ·
(
sup
∂Ω
|ϕ|+ sup
Ω
|f |
)
.
Osservazione 2.14.4. Ci sono altrimetodiper dimostrare il risultato di esistenza del
Teorema 2.14.3 (cfr. [5]); il metodo variazionale negli Spazi di Hilbert sara` discusso
nei Capitoli 9 e 8.
CAPITOLO 3
Elementi di Teoria delle Distribuzioni (Laurent
Schwartz)
La teoria delle distribuzioni iniziata da S.L. Sobolev nel 1936 e pienamente formu-
lata da L. Schwartz negli anni ’50, e` stata di fondamentale importanza sia in ma-
tematica pura che in matematica applicata, aprendo la strada all’introduzione di
nozioni generalizzate di derivazione ed integrazione che consentono di aggirare al-
cune difficolta` della teoria classica e di dare una trattazione rigorosa dei fenomeni
impulsivi o discontinui. Il concetto di distribuzione generalizza quello di funzio-
ne in molte situazioni in cui viene meno la regolarita` della funzione in questione.
Esempi di distribuzioni sono le funzioni impulsive, molto usate nell’elettromagne-
tismo ed in meccanica quantistica ancor prima che ne venisse data un’opportuna
interpretazione matematica.
3.1 Distribuzioni
Introduciamo in C∞0 (Ω) la seguente nozione di convergenza (forte).
Definizione 3.1.1. Sia (ϕj) ⊂ C∞0 (Ω),
ϕj → 0 def⇐⇒
{
i) ∃K compatto contenuto in Ω : supp ϕj ⊂ K , ∀j ∈ N ;
ii) Dαϕj ⇒ 0 in Ω , ∀α ∈ NN0 .
Nel seguito indicheremo conD(Ω) lo spazio vettorialeC∞0 (Ω)munito della conver-
genza prima definita e scriveremo ϕj −−−→D(Ω) 0 .
Osserviamo che D(Ω) e` chiuso rispetto all’operazione di derivazione.
Esempio: La successione
ϕj(x1) = e
−j̺(x1) sen(jx1) , j ∈ N ,
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converge a zero inD(R).
Definizione 3.1.2. Sia T : D(Ω) → C un funzionale lineare. Si dice che T e` una
distribuzione in Ω se
∀ (ϕj) ⊂ D(Ω), ϕj −−−→D(Ω) 0 =⇒ T (ϕj) −→j 0
(cioe` se T e` continuo rispetto alla convergenza inD(Ω)).
Lo spazio vettoriale delle distribuzioni in Ω si indica con D′(Ω) (esso e` il duale
topologico diD(Ω)).
Teorema 3.1.3. (Caratterizzazione)
Sia T : D(Ω)→ C un funzionale lineare. Sono equivalenti:
(a) T ∈ D′(Ω) ,
(b) ∀K compatto ⊂ Ω ∃ c
K
> 0, j
K
∈ N0 :
|〈T, ϕ〉| = |T (ϕ)| ≤ c
K
∑
|α|≤j
K
sup
K
|Dαϕ| ∀ϕ ∈ D(K) .
Le funzioni ϕ ∈ D(Ω) si chiamano funzioni test (delle distribuzioni). Inoltre si pone
〈T, ϕ〉 := T (ϕ).
La condizione (b) esprime il fatto che una distribuzione, localmente, agisce solo su
un numero finito di derivate.
Dimostrazione.
(a) =⇒ (b) Dimostriamo che ¬(b) (i.e. la negazione di (b)) =⇒ ¬(a) e quindi supponia-
mo che esistaK0 compatto⊂ Ω tale che
∀ c > 0 ∀ j ∈ N0 ∃ϕc,j ∈ D(K0) ∧ |〈T, ϕc,j〉| > c
∑
|α|≤j
sup
K0
|Dαϕc,j| .
Scelto c = j ∈ N e posto ϕc,j = ϕj si ha
|〈T, ϕj〉| > j
∑
|α|≤j
sup
K0
|Dαϕj |
e, dalla linearita` di T , risulta∣∣∣∣∣∣∣∣∣
〈
T,
ϕj
j
∑
|α|≤j
sup
K0
|Dαϕj |
〉∣∣∣∣∣∣∣∣∣ > 1 .
Poniamo
ψj :=
ϕj
j
∑
|α|≤j
sup
K0
|Dαϕj |
.
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Risulta ψj ∈ D(K0) e inoltre |Dαψj | ≤ 1j per |α| ≤ j. Dunque
ψj −−−→D(Ω) 0 ,
ma, essendo |T (ψj)| > 1, non puo` aversi T (ψj) −→
j
0, e quindi e` provata la¬(a).
(b) =⇒ (a) Sia (ϕj) ⊂ D(Ω), ϕj −−−→D(Ω) 0; per i) (della Definizione 3.1.1) esiste
K compatto⊂ Ω tale che supp ϕj ⊂ K (quindi ϕj ∈ D(K)) ∀j ∈ N.
Da (b) segue che
∃ c
K
> 0, j
K
∈ N0 : |〈T, ϕj〉| ≤ cK
∑
|α|≤j
K
sup
K
|Dαϕj |
e poiche´ per ii) (della Definizione 3.1.1) Dαϕj ⇒ 0 deduciamo |〈T, ϕj〉| → 0,
da cui segue la tesi.
Definizione 3.1.4. Sia T ∈ D′(Ω). Si dice che T e` una distribuzione di ordine finito
se verifica la seguente proprieta`:
(b′) ∃j ∈ N0, ∀K compatto ⊂ Ω ∃cK > 0 : |〈T, ϕ〉| ≤ cK
∑
|α|≤j
sup
K
|Dαϕ| ∀ϕ ∈ D(K) .
L’ordine e` il minimo j per il quale vale (b′).
Osserviamo che se vale (b′) vale anche (b), ma non e` vero il viceversa.
3.2 Esempi di distribuzioni
Sia u ∈ L1loc(Ω)
(
def⇐⇒ ∀K compatto ⊂ Ω u ∈ L1(K)
)
; definiamo
Tu : D(Ω)→ R
ϕ 7→ 〈Tu, ϕ〉 :=
∫
Ω
u(x)ϕ(x) dLN (x) .
Osserviamo che Tu e` un funzionale lineare.
SiaKcompatto ⊂ Ω, allora u ∈ L1(K). Risulta
∀ϕ ∈ D(K) |〈Tu, ϕ〉| =
∣∣∣∣∫
K
u(x)ϕ(x) dLN (x)
∣∣∣∣ ≤ ∫
K
|u(x)| dLN (x) · sup
K
|ϕ| ,
che e` la (b′) con j = 0. Quindi ad ogni u ∈ L1loc(Ω) si puo` associare una distribu-
zioneTu (distribuzione di ordine finito (zero)).
Si usa scrivere (anche se impropriamente)
L1loc(Ω) ⊆ D′(Ω)
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(nel senso che ad ogni u ∈ L1loc(Ω) si associa una particolare distribuzione inD′(Ω)).
Nel seguito (vedi Proposizione 3.2.1) proveremo che
L1loc(Ω) $ D′(Ω)
ovvero, l’immersione L1loc(Ω) →֒ D′(Ω), u 7→ Tu, e` iniettiva (cioe` se u1 e u2 sono in
L1loc(Ω) tali che Tu1 = Tu2 , allora u1 = u2 q.o.) ma non e` suriettiva.
Distribuzione di Dirac (di polo x0).
Sia x0 ∈ Ω, definiamo il funzionale lineare
δx0 : D(Ω)→ C
ϕ 7→ 〈δx0 , ϕ〉 := ϕ(x0) .
δx0 e` una distribuzione di ordine finito (zero). Infatti per ogniK compatto ⊂ Ω
|〈δx0 , ϕ〉| = |ϕ(x0)| ≤ sup
K
|ϕ| ∀ϕ ∈ D(K) .
Per x0 = 0 si usera` la notazione δ al posto di δ0.
Proposizione 3.2.1.
/∃ u ∈ L1loc(RN ) : ϕ(0) = 〈δ, ϕ〉 =
∫
RN
u(x)ϕ(x) dLN (x) ∀ϕ ∈ D(RN ) .
Dimostrazione. Supponiamo, per assurdo, che esista u ∈ L1loc(RN ) tale che
ϕ(0) =
∫
RN
u(x)ϕ(x) dLN (x) ∀ϕ ∈ D(RN ) .
Per ogni j ∈ N scegliamo
ϕj(x) = ̺(jx) =
{
e
1
j2|x|2−1 se |x| < 1j
0 se |x| ≥ 1j
∈ D(RN ) ;
risulta allora
ϕj(0) = e
−1 =
∫
RN
u(x)ϕj(x) dLN (x) per ogni j ∈ N.
Poiche´ ∫
RN
u(x)ϕj(x) dLN (x) =
∫
|x|<1
j
u(x)e
1
j2|x|2−1 dLN (x) ,
si ha
e−1 =
∫
|x|< 1
j
u(x)e
1
j2|x|2−1 dLN (x) per ogni j ∈ N.
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Risulta pertanto
e−1 =
∣∣∣∣∣
∫
|x|< 1
j
u(x)e
1
j2|x|2−1 dLN (x)
∣∣∣∣∣ <
∫
|x|< 1
j
|u(x)| dLN (x) (3.1)
per ogni j ∈ N.
Tenuto conto che u ∈ L1loc(RN ) segue che
∃ lim
j→+∞
∫
|x|< 1
j
|u(x)| dLN (x) = 0 ,
e quindi passando al limite per j → +∞ in (3.1) si ha
e−1 ≤ 0 ,
manifestamente assurdo.
Osservazione 3.2.2. In generale non e` possibile definire la moltiplicazione di due
o piu` distribuzioni 14. Quindi, in particolare, si rinuncia a definire δ2.
Osserviamo pero` che se u ∈ C∞(Ω) e T ∈ D′(Ω) si definisce il prodotto Tu T (o,
brevemente, uT ) con la formula
〈Tu T, ϕ〉 = 〈T, uϕ〉 ∀ϕ ∈ D(Ω) .
La definizione e` ben posta in quanto uϕ ∈ D(Ω). Si ha quindi per u ∈ C∞(R)
Tu δ = u(0)δ
in quanto per ogni ϕ ∈ D(R)
〈Tu δ, ϕ〉 = 〈δ, uϕ〉 = u(0)ϕ(0) = 〈u(0)δ, ϕ〉 .
In particolare, per u(x) = x, si ha xδ = 0, dove l’uguaglianza ha il significato che
il prodotto tra la distribuzione associata alla funzione u(x) = x e la distribuzione δ
coincide con la distribuzione associata alla funzione nulla.
3.3 Derivate di una distribuzione e
Teorema di Malgrange-Ehrenpreis
Definizione 3.3.1. (Definizione di derivata di ordine β di una distribuzione)
Sia T ∈ D′(Ω), β ∈ NN0 . Si definisce
DβT : D(Ω)→ C
ϕ 7→ 〈DβT, ϕ〉 := (−1)|β| 〈T,Dβϕ〉 .
Dalla definizione e` facile riconoscere cheDβT ∈ D′(Ω).
14cfr. L. Schwartz: Sur l’impossibilite´ de la multiplication des distributions, C.R. Acad. Sci. Paris 239,
pp. 847–848, 1954.
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Osservazione 3.3.2. La Definizione 3.3.1 generalizza la formula di integrazione per
parti per funzioni regolari. Infatti, ricordiamo che se u ∈ C1(R) risulta∫
R
u(x)ϕ′(x) dL 1(x) = −
∫
R
u′(x)ϕ(x) dL 1(x)
per ogni ϕ ∈ D(R).
Quindi nel senso delle distribuzioni si puo` sempre parlare di derivate di qualsiasi
ordine di una distribuzione e queste sono ancora distribuzioni.
Questa proprieta` non ha riscontro nell’ambito delle funzioni e costituisce un valido
argomento a favore della teoria delle distribuzioni.
Esempio 3.3.3. SiaH(t) =
{
1 se t > 0
0 se t ≤ 0 (funzione di Heaveside).
SiccomeH ∈ L1loc(R) calcoliamo T ′H . Per ogni ϕ ∈ D(R) risulta
〈TH , ϕ′〉 =
∫ +∞
0
ϕ′(x) dL 1(x) = −ϕ(0) = −〈δ, ϕ〉 .
Pertanto T ′H = δ /∈ L1loc(R).
Questo esempio mostra che non e` detto che le derivate di una distribuzione asso-
ciata ad una funzione di L1loc siano ancora funzioni localmente sommabili.
Siamo ora in grado di chiarire (anche da un punto di vista semantico) il concetto di
“soluzione fondamentale” dell’operatore di Laplace.
Sia in generale
Pα = Pα(D) =
∑
|α|≤m
aαD
α (con aα ∈ C)
un operatore differenziale a coefficienti costanti di ordinem.
Definizione 3.3.4. E ∈ D′(RN ) si dice soluzione fondamentale per Pα se
PαE = δ,
cioe` se
〈PαE,ϕ〉 = 〈δ, ϕ〉 = ϕ(0) ∀ϕ ∈ D(RN )
o, equivalentemente, se∑
|α|≤m
(−1)|α|aα 〈E,Dαϕ〉 = ϕ(0) ∀ϕ ∈ D(RN ) .
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Osservazione 3.3.5. Il termine “soluzione fondamentale” e` giustificato dal fatto che
se E ∈ D′(RN ) e` una soluzione fondamentale per Pα ed f ∈ C∞0 (RN ) allora si puo`
provare (si veda il paragrafo 5.5) che E ∗ f ∈ C∞(RN ) e si ha
Pα(E ∗ f) = (PαE) ∗ f = δ ∗ f = f ,
cioe`E ∗ f e` una soluzione di classe C∞(RN ) dell’equazione differenziale non omo-
genea
Pαu = f.
Riguardo all’esistenza di soluzioni fondamentali, sussiste il seguente notevole risul-
tato:
Teorema 3.3.6. (Teorema di Malgrange-Ehrenpreis (1954-55))
Ogni operatore differenziale a coefficienti costanti ha almeno una soluzione fonda-
mentale.
Osservazione 3.3.7. Per quanto riguarda l’operatore di Laplace, osserviamo che
per ogni funzione test ϕ ∈ D(RN ), dalla formula di rappresentazione di Green
(Teorema 2.6.1, applicato a ϕ e x0 = 0) si ha∫
RN
Γ(x)∆ϕ(x) dLN (x) = ϕ(0) ;
cio` mostra che Γ (o meglio, la distribuzione associata a Γ ∈ L1loc(RN )) e` una solu-
zione fondamentale per l’operatore∆ di Laplace nel senso della precedente defini-
zione. Infatti
∀ϕ ∈ D(RN ) : 〈∆TΓ, ϕ〉 = 〈TΓ,∆ϕ〉 =
∫
RN
Γ(x)∆ϕ(x) dLN (x) = ϕ(0) = 〈δ, ϕ〉 .
Osservazione 3.3.8. Rinviamo al paragrafo 10.4 per una breve introduzione alle
“distribuzioni temperate”.

CAPITOLO 4
Spazi (di Lebesgue) Lp(Ω)
4.1 Definizioneeproprieta` elementari degli spaziLp(Ω)
Definizione4.1.1. SiaΩ sottoinsieme aperto connesso non vuoto diRN . Definiamo
L1(Ω) :=
{
u; u : Ω→ Rmisurabile,
∫
Ω
|u(x)| dLN (x) < +∞
}
,
e per p ∈ R, 1 < p < +∞
Lp(Ω) :=
{
u; u : Ω→ Rmisurabile, |u|p ∈ L1(Ω)} ,
inoltre, per 1 ≤ p < +∞, poniamo
‖u‖Lp(Ω) = ‖u‖p = ‖u‖p,Ω :=
(∫
Ω
|u(x)|p dLN (x)
) 1
p
;
definiamo
L∞(Ω) :=
{
u; u : Ω→ Rmisurabile, ∃c ∈ R+ : |u(x)| ≤ c per q.o. x ∈ Ω} ,
(funzioni essenzialmente limitate)
e poniamo
‖u‖L∞(Ω) = ‖u‖∞ = ‖u‖∞,Ω := inf
{
c ∈ R+; |u(x)| ≤ c per q.o. x ∈ Ω}
(sup. essenziale di u).
Si precisa che gli elementi degli spaziLp(Ω) (1 ≤ p ≤ +∞) sono classi di equivalenza
di funzioni, due funzioni della stessa classe di equivalenza differendo in un insieme
di misura (di Lebesgue) nulla.
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Osservazione 4.1.2. Se u ∈ L∞(Ω) allora |u(x)| ≤ ‖u‖∞ per q.o. x ∈ Ω.
Dimostrazione. Esiste (cn) ⊂ R+ tale che
cn −−−−−→
n→+∞
‖u‖∞
e per ogni n ∈ N esisteEn misurabile, |En| = 0, tale che
|u(x)| ≤ cn ∀x ∈ Ω \ En.
Posto
E :=
⋃
n∈N
En,
risulta
|E| = 0
e
|u(x)| ≤ cn ∀x ∈ Ω \ E, ∀n ∈ N.
Passando al limite per n→ +∞ si ha pertanto
|u(x)| ≤ ‖u‖∞ ∀x ∈ Ω \ E, |E| = 0.
Osservazione 4.1.3. L∞(Ω) e` uno spazio vettoriale, inoltre
(1) ‖u‖∞ ≥ 0;
(2) ‖u‖∞ = 0 ⇐⇒ u = 0 q.o. in Ω;
(3) ‖λu‖∞ = |λ| ‖u‖∞ ∀λ ∈ R;
(4) ‖u+ v‖∞ ≤ ‖u‖∞ + ‖v‖∞ ∀u, v ∈ L∞(Ω).
Dimostrazione. Per provare la (4) osserviamo che
|u(x) + v(x)| ≤ |u(x)| + |v(x)| ≤ ‖u‖∞ + ‖v‖∞ per q.o. x ∈ Ω ,
da cui segue la tesi.
Quindi (L∞(Ω), ‖ · ‖∞) e` uno spazio normato.
Teorema 4.1.4. (Teorema di completezza)
(L∞(Ω), ‖ · ‖∞) e` di Banach.
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Dimostrazione. Sia (un) ⊂ L∞(Ω) di Cauchy rispetto a ‖ · ‖∞. Allora
∀ k ∈ N ∃νk ∈ N : ∀n,m > νk ‖un − um‖∞ < 1
k
.
Allora ∀ k ∈ N ∃ νk ∈ N ∃Ek misurabile con |Ek| = 0 tale che
∀n,m > νk |un(x)− um(x)| < 1
k
∀x ∈ Ω \Ek ;
posto
E :=
⋃
k∈N
Ek,
si ha
|E| = 0
ed inoltre
∀n,m > νk |un(x)− um(x)| < 1
k
∀x ∈ Ω \ E.
Poiche´ R e` completo
un(x) −−−−−→
n→+∞ u(x) ∈ R ∀x ∈ Ω \ E.
Resta cosı` definita una funzione umisurabile (limite di funzioni misurabili). Osser-
vato che
|u(x)| ≤ |un(x)− u(x)|+ |un(x)| ∀x ∈ Ω \E
si riconosce che u ∈ L∞(Ω). Inoltre, poiche´
∀n,m > νk |un(x) − um(x)| < 1
k
∀x ∈ Ω \ E,
si ha, passando al limite perm→ +∞,
‖un − u‖∞ < 1
k
∀n > νk
e quindi
un −−−−−→
n→+∞ u in (L
∞(Ω), ‖ · ‖∞) .
Pertanto (L∞(Ω), ‖ · ‖∞) e` di Banach.
4.2 Disuguaglianza di Ho¨lder
Definizione 4.2.1. Siano p ∈ R, 1 ≤ p ≤ +∞ e p′ ∈ R tali che
1
p
+
1
p′
= 1.
p, p′ si chiamano esponenti coniugati.
Ad esempio l’esponente coniugato di p = 2, 1,+∞ sara`, rispettivamente, p′ =
2,+∞, 1.
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Teorema 4.2.2. (Disuguaglianza di Young)
Sia p ∈ R, 1 < p < +∞. Risulta
|a · b| ≤ 1
p
|a|p + 1
p′
|b|p′ ∀ a, b ∈ R ,
dove p′ e` l’esponente coniugato di p.
Dimostrazione. Se a = 0 o b = 0 la disuguaglianza e` ovvia. Se a e b ∈ R \ {0}, dalla
concavita` della funzione log si ha
log
(
1
p
|a|p + 1
p′
|b|p′
)
≥ 1
p
log |a|p + 1
p′
log |b|p′ = log |ab|
e passando all’esponenziale in base e, si ha la tesi.
Teorema 4.2.3. (Disuguaglianza di Ho¨lder)
Sia p ∈ R, 1 ≤ p ≤ +∞; u ∈ Lp(Ω), v ∈ Lp′(Ω). Risulta
u · v ∈ L1(Ω) ∧ ‖u · v‖1 ≤ ‖u‖p · ‖v‖p′ .
Dimostrazione. Se p = 1 o p = +∞ la tesi e` banale. Infatti se p = 1 allora p′ = +∞ e∫
Ω
|u · v| dLN (x) ≤ ‖v‖∞
∫
Ω
|u| dLN (x) = ‖v‖∞ ‖u‖1 .
Resta da provare la tesi per 1 < p < +∞.
Dalla disuguaglianza di Young si ha
|u(x)v(x)| ≤ 1
p
|u(x)|p + 1
p′
|v(x)|p′ per q.o. x ∈ Ω ,
da cui segue∫
Ω
|u(x) · v(x)| dLN (x) ≤ 1
p
∫
Ω
|u(x)|p dLN (x) + 1
p′
∫
Ω
|v(x)|p′ dLN (x)
=
1
p
‖u‖pp +
1
p′
‖v‖p′p′ < +∞
e pertanto u · v ∈ L1(Ω) e
‖u · v‖1 ≤
1
p
‖u‖pp +
1
p′
‖v‖p′p′ .
Allora preso λu con λ > 0, si ha
‖λu · v‖1 ≤
1
p
‖λu‖pp +
1
p′
‖v‖p′p′ ,
da cui
λ ‖u · v‖1 ≤
λp
p
‖u‖pp +
1
p′
‖v‖p′p′
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e quindi
‖u · v‖1 ≤
λp−1
p
‖u‖pp +
1
λp′
‖v‖p′p′ .
Sia
F (λ) :=
λp−1
p
‖u‖pp +
1
λp′
‖v‖p′p′ (λ > 0).
Osservato che da
F ′(λ) =
(p− 1)
p
λp−2 ‖u‖pp −
1
λ2p′
‖v‖p′p′ = 0 ,
ovvero da
p′(p− 1)λp ‖u‖pp − p ‖v‖p
′
p′ = 0 ,
si ha
λp =
‖v‖p′p′
‖u‖pp
,
e quindi
λ =
‖v‖
p′
p
p′
‖u‖p
,
con questa scelta di λ > 0 si ha
‖u · v‖1 ≤
1
p
‖v‖p′
‖u‖p−1p
‖u‖pp +
1
p′
‖u‖p
‖v‖
p′
p
p′
‖v‖p′p′
=
1
p
‖v‖p′ ‖u‖p +
1
p′
‖u‖p ‖v‖p′
= ‖u‖p ‖v‖p′ .
Osservazione. In alternativa alla precedente dimostrazione, osservato che se u = 0
oppure v = 0 q.o. in Ω la disuguaglianza di Ho¨lder e` ovvia, si applichi la disugua-
glianza di Young con a =
|u|
‖u‖p
e b =
|v|
‖v‖p′
.
Osservazione 4.2.4. Lp(Ω) e` uno spazio vettoriale (reale).
Dimostrazione. Per p = 1 e` immediata;
per 1 < p < +∞ basta osservare che la funzione x 7→ |x|p e` convessa e quindi∣∣∣∣u+ v2
∣∣∣∣p ≤ 12 (|u|p + |v|p)
pertanto
|u+ v|p ≤ 2p−1 (|u|p + |v|p) .
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Teorema 4.2.5. (Disuguaglianza di Minkowski)
Siano u, v ∈ Lp(Ω), 1 ≤ p ≤ +∞. Allora
‖u+ v‖p ≤ ‖u‖p + ‖v‖p .
Dimostrazione. Abbiamo gia` trattato il caso p = +∞. Inoltre il caso p = 1 e` facile
da verificare.
Consideriamo dunque 1 < p < +∞. Si ha
‖u+ v‖pp =
∫
Ω
|u+ v|p dLN (x) =
∫
Ω
|u+ v|p−1 · |u+ v| dLN (x)
≤
∫
Ω
|u+ v|p−1|u| dLN(x) +
∫
Ω
|u+ v|p−1|v| dLN (x)
≤ ‖u‖p
(∫
Ω
|u+ v|(p−1)p′ dLN (x)
) 1
p′
+ ‖v‖p
(∫
Ω
|u+ v|(p−1)p′ dLN (x)
) 1
p′
=
(
‖u‖p + ‖v‖p
)
‖u+ v‖
p
p′
p ,
dove si e` applicata la disuguaglianza di Ho¨lder a
|u+ v|p−1 ∈ L pp−1 (Ω) = Lp′(Ω) e u, v ∈ Lp(Ω).
Pertanto
‖u+ v‖p = ‖u+ v‖
p− p
p′
p ≤ ‖u‖p + ‖v‖p .
Osservazione 4.2.6. Si riconosce facilmente che
‖u‖p =
(∫
Ω
|u(x)|p dLN (x)
) 1
p
e` una norma, tenuto conto anche della disuguaglianza di Minkowski.
4.3 Immersione continua Ls(Ω) →֒ Lr(Ω)
Proposizione 4.3.1. Se |Ω| < +∞, per ogni 1 ≤ r < s ≤ +∞ si ha
Ls(Ω) →֒ Lr(Ω) (immersione continua di Ls(Ω) in Lr(Ω))
e
‖u‖r ≤ |Ω|
1
r
− 1
s ‖u‖s ∀u ∈ Ls(Ω)
(la topologia di Ls(Ω) e` piu` forte di quella di Lr(Ω)).
Dimostrazione. Sia u ∈ Ls(Ω), allora |u|r ∈ L sr (Ω) e
‖u‖rr =
∫
Ω
|u(x)|r dLN (x) =
∫
Ω
1 · |u(x)|r dLN (x)
≤
(∫
Ω
dLN (x)
)1− r
s
(∫
Ω
|u(x)|r sr dLN (x)
) r
s
= |Ω|1− rs ‖u‖rs
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e quindi
‖u‖r ≤ |Ω|
1
r
− 1
s ‖u‖s .
Osservazione 4.3.2. Nella proposizione precedente l’ipotesi |Ω| < +∞ non puo`
essere eliminata. Infatti siaN = 1 e Ω =]1,+∞[; poiche´
∫ +∞
1
1
xs
dL 1(x)

diverge per s = 1
converge per s > 1
si ha
1
x
/∈ L1(]1,+∞[)
ma
∀ s > 1 1
xs
∈ L1(]1,+∞[) , ovvero 1
x
∈ Ls(]1,+∞[) .
4.4 Disuguaglianza di interpolazione
Teorema 4.4.1. (Disuguaglianza di interpolazione)
Sia Ω ⊂ RN aperto connesso, u ∈ Lp(Ω) ∩ Lq(Ω), 1 ≤ p < q ≤ +∞. Allora
u ∈ Lr(Ω) ∀ r ∈ R, p ≤ r ≤ q
ed inoltre
‖u‖r ≤ ‖u‖αp · ‖u‖1−αq
dove α ∈ [0, 1] e` tale che 1
r
=
α
p
+
1− α
q
.
Dimostrazione. Sia α ∈ [0, 1] ed r ∈ R tale che 1
r
=
α
p
+
1− α
q
. Si ha
‖u‖rr =
∫
Ω
|u(x)|r dLN (x) =
∫
Ω
|u(x)|αr |u(x)|(1−α)r dLN (x).
Osservato che
u ∈ Lp(Ω) =⇒ |u|αr ∈ L pαr (Ω)
u ∈ Lq(Ω) =⇒ |u|(1−α)r ∈ L q(1−α)r (Ω)
e che
αr
p
+
(1− α)r
q
= 1 si ha, per la disuguaglianza di Ho¨lder,
∫
Ω
|u(x)|αr |u(x)|(1−α)r dLN (x)
≤
(∫
Ω
|u(x)|αr· pαr dLN (x)
)αr
p
·
(∫
Ω
|u(x)|(1−α)r· q(1−α)r LN (x)
) (1−α)r
q
= ‖u‖αrp · ‖u‖(1−α)rq
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ed elevando ad
1
r
si ha la disuguaglianza di interpolazione, dalla quale si deduce
anche che u ∈ Lr(Ω).
Proposizione 4.4.2. Sia 0 < |Ω| < +∞, u ∈ L∞(Ω); allora
u ∈ Lr(Ω) ∀ r ≥ 1
e si ha
∃ lim
r→+∞
‖u‖r = ‖u‖∞.
Dimostrazione. Dall’immersione continua
‖u‖r ≤ |Ω|
1
r ‖u‖∞
si ha
lim sup
r→+∞
‖u‖r ≤ ‖u‖∞.
Inoltre, per le proprieta` del sup essenziale, poiche´
‖u‖∞ = min
{
c ∈ R+; |u(x)| ≤ c q.o. in Ω} ,
risulta
∀ ε > 0 ∃Bε (misurabile) contenuto in Ω, 0 < |Bε| < +∞ :
|u(x)| ≥ ‖u‖∞ − ε ∀x ∈ Bε ,
quindi
|u(x)|r ≥ (‖u‖∞ − ε)r ∀x ∈ Bε
da cui ∫
Ω
|u(x)|r dLN (x) ≥
∫
Bε
|u(x)|r dLN (x) ≥ |Bε| (‖u‖∞ − ε)r
pertanto
‖u‖r ≥ |Bε|
1
r (‖u‖∞ − ε)
e quindi
lim inf
r→+∞
‖u‖r ≥ ‖u‖∞ − ε.
Pertanto si ha
‖u‖∞ − ε ≤ lim inf
r→+∞
‖u‖r ≤ lim sup
r→+∞
‖u‖r ≤ ‖u‖∞ ∀ ε > 0
e quindi la tesi.
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4.5 Teorema di completezza di Fisher-Riesz
Teorema 4.5.1. (Teorema di Fisher-Riesz)
∀ 1 ≤ p < +∞
(
Lp(Ω), ‖·‖p
)
e` di Banach.
Dimostrazione. Sia 1 ≤ p < +∞, (un) di Cauchy in ‖·‖p, cioe`
∀ ε > 0 ∃νε ∈ N ∀n,m ≥ νε ‖um − un‖p < ε.
Allora esiste (unj ) ⊂ Lp(Ω) estratta da (un) tale che∥∥unj+1 − unj∥∥p < 12j , j = 1, 2, . . . .
Sia
vm(x) =
m∑
j=1
∣∣unj+1(x) − unj(x)∣∣ , m = 1, 2, . . . .
Allora
‖vm‖p ≤
m∑
j=1
∥∥unj+1 − unj∥∥p < 1, m = 1, 2, . . . .
Posto
v(x) = lim
m→+∞
vm(x),
che puo` essere infinito per qualche x, si ha per il lemma di Fatou∫
Ω
|v(x)|p dLN (x) ≤ lim inf
m→+∞
∫
Ω
|vm(x)|p dLN (x) ≤ 1.
Pertanto v(x) < +∞ per q.o. x ∈ Ω e la serie
un1(x) +
+∞∑
j=1
(
unj+1(x) − unj (x)
)
converge ad un limite u(x) q.o. in Ω. Poiche´ la serie precedente e` telescopica si ha
lim
m→+∞
unm(x) = u(x) q.o. in Ω. (4.1)
Quindi per il lemma di Fatou∫
Ω
|u(x)− un(x)|p dLN (x) =
∫
Ω
lim
j→+∞
∣∣unj (x) − un(x)∣∣p dLN (x)
≤ lim inf
j→+∞
∫
Ω
∣∣unj(x) − un(x)∣∣p dLN (x)
≤ εp ∀n ≥ νε.
Per cui
u = (u− un) + un ∈ Lp(Ω) (n ≥ νε)
e
‖u− un‖p → 0 per n→ +∞.
Da cui la completezza di Lp(Ω).
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Dalla dimostrazione del teorema precedente (vedi (4.1)) si deduce il seguente
risultato
Corollario 4.5.2. Da ogni successione di Cauchy in Lp(Ω) si puo` estrarre una succes-
sione convergente q.o. in Ω.
CAPITOLO 5
Convoluzione e Regolarizzazione per convoluzione
Il risultato principale di questo capitolo e` il Teorema di densita` 5.4.1.
5.1 Convoluzione e Regolarizzazione per convoluzio-
ne
Ricordiamo che uno spazio topologico X si dice (spazio) normale se e` T1 (cioe` se
ogni punto e` un chiuso) e
∀F1, F2 chiusi, non vuoti, disgiunti ∃G1, G2 aperti, disgiunti : F1 ⊂ G1, F2 ⊂ G2.
Osserviamo che ogni spazio metrico e` (uno spazio) normale.
Teorema 5.1.1. (Lemma di Urysohn)
SiaX uno spazio normale. Comunque si prendano due chiusi, non vuoti, disgiunti,
F1 e F2 diX , esiste u1 : X → [0, 1] continua tale che
u1(x) =

1 se x ∈ F1
0 se x ∈ F2.
Lemma 5.1.2. C00 (R
N ) e` denso in L1(RN ).
Dimostrazione. Sia u ∈ L1(RN ) e senza ledere la generalita`, supponiamo u ≥ 0.
Esiste allora (un) successione crescente di funzioni semplici, 0 ≤ un ≤ un+1 ≤ u
per ogni n ∈ N, tale che
un −−−−−→
n→+∞ u q.o. in R
N
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e per il teorema della convergenza dominata
un −−−−−→
n→+∞
u in norma L1(RN ).
E` sufficiente allora provare la tesi perχ
E
(
funzione caratteristica di E :
χ
E
(x) =
{
1 se x ∈ E
0 se x /∈ E
)
con E misurabile e limitato.
Si ha
∀ ε > 0 ∃F compatto eG aperto limitato, F ⊂ E ⊂ G : |G \ F | < ε.
Poiche´ F e RN \ G sono chiusi, non vuoti, disgiunti di RN (spazio normale), dal
lemma di Urysohn segue che esiste u1 : RN → [0, 1] continua tale che
u1(x) =

1 se x ∈ F
0 se x ∈ RN \G,
anzi u1 ∈ C00 (RN ) (giacche´ supp u1 ⊂ G). Risulta∥∥χ
E
− u1
∥∥
1
=
∫
RN=F∪(RN\G)∪(G\F )
∣∣χ
E
(x)− u1(x)
∣∣ dLN (x)
=
∫
G\F
∣∣χ
E
(x) − u1(x)
∣∣ dLN (x)
≤
∫
G\F
dLN (x) = |G \ F | < ε .
Definizione 5.1.3. Sia u : RN → Rmisurabile. Poniamo, per a > 0,
Tau := (a ∧ u) ∨ −a
(troncata di u al livello a).
Osservazione 5.1.4. Sia u ∈ Lp(RN ), 1 ≤ p < +∞. Allora per ogni ε > 0 esiste
v ∈ L∞(RN ) nulla fuori di un compatto di RN tale che ‖v − u‖p < ε.
Dimostrazione. Sia u ∈ Lp(RN ), 1 ≤ p < +∞. Poniamo
un := Tnu ·χBn(0) ∀n ∈ N .
Per ogni n ∈ N un ∈ L∞(RN ) ed e` nulla fuori diBn(0) (compatto). Risulta
un −−−−−→
n→+∞
u q.o. in RN
e |un|p ≤ |u|p. Per il teorema della convergenza dominata si ha
‖un − u‖p −−−−−→n→+∞ 0
pertanto
∀ ε > 0 ∃ νε ∈ N ∀n ≥ νε ‖un − u‖p < ε.
Basta dunque prendere v = uνε .
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Lemma 5.1.5. C00 (R
N ) e` denso in Lp(RN ) per ogni p ∈ R, 1 ≤ p < +∞.
Dimostrazione. Sia u ∈ Lp(RN ), 1 < p < +∞ (per p = 1 vedi il lemma precedente);
per l’osservazione precedente, fissato ε > 0, esiste v ∈ L∞(RN ), nulla fuori di un
compatto e tale che ‖u− v‖p < ε. Tale v ∈ L1(RN ), allora per il lemma precedente,
fissato (arbitrariamente) δ > 0 esiste v1 ∈ C00 (RN ) tale che
‖v − v1‖1 < δ.
Si puo` assumere che v1 sia tale che ‖v1‖∞ ≤ ‖v‖∞ (altrimenti, se ‖v1‖∞ > ‖v‖∞, si
prende T‖v‖∞v1).
Dalla disuguaglianza di Minkowski si ha:
‖u− v1‖p ≤ ‖u− v‖p + ‖v − v1‖p < ε+ ‖v − v1‖p .
Inoltre da ∫
RN
|v − v1|p dLN (x) =
∫
RN
|v − v1| · |v − v1|p−1 dLN (x)
si ha
‖v − v1‖pp ≤ ‖v − v1‖1 · ‖v − v1‖p−1∞
e quindi
‖v − v1‖p ≤ ‖v − v1‖
1
p
1 · ‖v − v1‖
1− 1
p∞ < δ
1
p (2‖v‖∞)1−
1
p .
Scelto δ > 0 sufficientemente piccolo tale che δ
1
p (2‖v‖∞)1−
1
p < ε, si ha
‖v − v1‖p < ε,
pertanto
‖u− v1‖p < 2ε.
Osservazione 5.1.6. Il lemma precedente non e` vero per p = +∞.
Infatti, se per u ∈ L∞(RN ) esistesse (un) ⊂ C00 (RN ) tale che
un −−−−−→
n→+∞
u in L∞(RN ) ,
essendo la convergenza uniforme, u sarebbe necessariamente continua. Cio` do-
vrebbe valere anche per u = χ
E
, con E insieme misurabile, che e` discontinua; il
che e` assurdo.
La nozione di supporto per una funzione continua u : Ω → R e`, come gia` visto, la
chiusura dell’insieme {x ∈ Ω; u(x) 6= 0}, ovvero supp u e` il complementare del piu`
grande aperto in cui u = 0.
Tale nozione non e` adeguata quando si ha a che fare con classi di equivalenza (come
nel caso degli spazi Lp(Ω)): osserviamo, e.g., che l’usuale nozione non ha senso per
la funzione di Dirichletχ
Q
definita su R.
Pertanto diamo la seguente definizione (che coincide con quella nota nel caso delle
funzioni continue).
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Definizione 5.1.7. Sia u : Ω → R una qualunque funzione. Definiamo supp u il
complementare del piu` grande aperto in cui u = 0 q.o. in Ω.
Questa definizione e` “intrinseca” (se u1 = u2 q.o. in Ω allora supp u1= supp u2), e
quindi possiamo parlare di supp u per u ∈ Lp(Ω), senza precisare quale rappresen-
tante scegliamo nella classe di equivalenza.
Osserviamo che suppχ
Q
= ∅.
Teorema 5.1.8. (Prodotto di convoluzione)
Siano u ∈ L1(RN ), v ∈ Lp(RN ), 1 ≤ p ≤ +∞, allora per q.o. x ∈ RN la funzione
y 7→ u(x− y) · v(y)
e` integrabile in RN .
Posto
(u ∗ v)(x) =
∫
RN
u(x− y) · v(y) dLN (y)
(prodotto di convoluzione di u per v)
si ha
u ∗ v ∈ Lp(RN )
e vale la disuguaglianza di Young
‖u ∗ v‖p ≤ ‖u‖1 · ‖v‖p . (5.1)
Osservazione 5.1.9. Osserviamo che il prodotto di convoluzione e` commutativo;
inoltre si ha 15
supp (u ∗ v) ⊆ (supp u) + (supp v) .
Notiamo inoltre che se le funzioni u e v hanno entrambe supporto compatto, allora
anche u ∗ v e` a supporto compatto.
15Definizione. SeA eB sono due sottoinsiemi di RN poniamo
A+B :=
{
z ∈ RN ; ∃ a ∈ A, b ∈ B : z = a+ b
}
.
Chiaramente A+B = B + A.
• Se A eB sono entrambi chiusi, la sommaA+B puo` non essere un insieme chiuso.
• Se A e` un chiuso eB e` un compatto, la sommaA+B e` un insieme chiuso.
• Siccome la somma di due insiemi limitati e` limitata, dal risultato di chiusura segue che la somma
di due compatti e` ancora un compatto.
• Se A e` un chiuso e r > 0 vale la formula
A+Br(0) =
{
x ∈ RN ; d(x, A) ≤ r
}
.
Siano
A =
⋃
n≥2
[
−n,−n+ 1
n2
]
B =
⋃
n≥2
[
n+
1
n2
, n+
2
n2
]
;
allora
χ
A
,χ
B
∈ L1(R) e 0 /∈ suppχ
A
+ suppχ
B
= A+ B
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Teorema 5.1.10. Se u ∈ Ck0 (RN ) e 16 v ∈ L1loc(RN ) allora
u ∗ v ∈ Ck(RN ) ∧ Dα(u ∗ v) = (Dαu) ∗ v ∀ |α| ≤ k.
In particolare se u ∈ C∞0 (RN ) e v ∈ L1loc(RN ) allora
u ∗ v ∈ C∞(RN ) ∧ Dα(u ∗ v) = (Dαu) ∗ v ∀α ∈ NN0 .
A complemento del teoremadi regolarita` del prodottodi convoluzione (teorema5.1.10)
richiamiamo i seguenti risultati.
Teorema 5.1.11.
(i) Se f ∈ Lp(RN ) (1 ≤ p ≤ +∞) e g ∈ S(RN ) 17, allora
f ∗ g ∈ C∞(RN ) e Dα(f ∗ g) = f ∗Dαg ∀α ∈ NN0 ;
(ii) se f ∈ Lp(RN ) e g ∈ Lp′(RN ), allora f ∗ g ∈ C0(RN ) .
(
infatti ∀ a ∈ A ∃n ≥ 2 : a ∈
[
−n,−n+ 1
n2
]
; se b = −a, allora b ∈
[
n− 1
n2
, n
]
e quindi b non puo`
appartenere aB
)
. Posto an =
3
2n2
si ha
(
χ
A
∗χ
B
)
(an) =
∫
R
χ
A
(an − y) ·χB(y) dL
1(y) = |τan (−A) ∩ B| ≥
1
2n2
> 0
dove τan(−A) = an −A, perche´
τan (−A) ∩ B ⊇
[
an + n− 1
n2
, an + n
]
∩
[
n+
1
n2
, n+
2
n2
]
︸ ︷︷ ︸
la cui misura e`=
1
2n2
.
Dunque
(
χ
A
∗χ
B
)
(an) > 0 (si puo` provare che χA ∗ χB ∈ C0(R)) e quindi 0 ∈
supp
(
χ
A
∗χ
B
)
. Pertanto, in generale, non e` vero che
supp (u ∗ v) ⊆ (suppu) + (supp v) .
cfr. anche e.g. [8], pp. 323-326.
16v ∈ L1loc(RN ) ⇐⇒ ∀K compatto di RN : v ∈ L1(K).
17per la classe di Schwartz S(RN ) si veda il paragrafo 10.2
82 Introduzione alle Equazioni a Derivate Parziali Lineari
Illustreremo ora una tecnica di regolarizzazione per convoluzione introdotta da Le-
ray e Friedrichs.
5.2 Successioni regolarizzanti
Definizione 5.2.1. Una successione di mollificatori (o successione regolarizzante)
(̺n) e` una qualunque successione di funzioni su RN tali che
̺n ∈ C∞0 (RN ), supp ̺n = B 1
n
(0),∫
RN
̺n(x) dLN (x) = 1, ̺n ≥ 0 su RN .
Nel seguito utilizzeremo sistematicamente la notazione (̺n) per indicare una suc-
cessione di mollificatori costruita a partire dalla funzione ̺ ∈ C∞0 (RN ) (introdotta
in precedenza nel paragrafo 1.1), ponendo
̺n(x) =
nN̺(nx)∫
RN
̺(x) dLN (x) .
5.3 Approssimazione dell’identita`
Teorema 5.3.1. (Teorema di approssimazione dell’identita`)
Sia (̺n) una successione di mollificatori.
(i) se u ∈ L∞(RN ) e u e` uniformemente continua suK compatto diRN , allora
̺n ∗ u ⇒
n→+∞
u sul compattoK;
(ii) se u ∈ Lp(RN ), 1 ≤ p  +∞, allora
̺n ∗ u −−−−−→
n→+∞
u in norma Lp(RN ).
Inoltre
‖̺n ∗ u‖p ≤ ‖u‖p ∀n ∈ N.
Dimostrazione. (i) La funzione u|K e` uniformemente continua, quindi
∀ ε > 0 ∃ δ = δK,ε > 0 : |u(x− y)− u(x)| < ε ∀x ∈ K ∀ y ∈ Bδ(0).
Per ogni x ∈ RN risulta
(̺n ∗ u)(x) − u(x) =
∫
RN
u(x− y)̺n(y) dLN (y)− u(x)
=
∫
RN
u(x− y)̺n(y) dLN (y)−
∫
RN
u(x)̺n(y) dLN (y)
=
∫
B 1
n
(0)
[u(x− y)− u(x)] ̺n(y) dLN (y).
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Pertanto per ogni x ∈ K e per ogni n > 1δ si ha
|(̺n ∗ u)(x)− u(x)| ≤
∫
B 1
n
(0)
|u(x− y)− u(x)| ̺n(y) dLN (y)
≤
∫
Bδ(0)
|u(x− y)− u(x)| ̺n(y) dLN (y)
< ε ·
∫
Bδ(0)
̺n(y) dLN (y) = ε.
(ii) Sia u ∈ Lp(RN ), 1 ≤ p  +∞; per quanto gia` provato in un lemma precedente(
C00 (RN ) = L
p(RN ) , 1 ≤ p  +∞
)
, per ogni ε > 0 esiste u1 ∈ C00 (RN ) tale
che
‖u− u1‖p < ε.
Per il punto (i) ̺n ∗u1 ⇒ u1 su ogni compatto contenuto nel supp u1, e quindi,
osservato che
supp (̺n ∗ u1) ⊆ supp ̺n + supp u1 = B 1
n
(0) + supp u1 ⊂ B1(0) + supp u1
(che e` un determinato compatto) passando al limite sotto il segno di integrale
risulta
‖(̺n ∗ u1)− u1‖p −−−−−→n→+∞ 0 .
Poiche´
(̺n ∗ u)− u = [̺n ∗ (u − u1)] + [̺n ∗ u1 − u1] + [u1 − u]
si ha
‖(̺n ∗ u)− u‖p ≤ ‖̺n ∗ (u− u1)‖p + ‖(̺n ∗ u1)− u1‖p + ‖u1 − u‖p
≤ ‖̺n‖1 · ‖u− u1‖p + ‖(̺n ∗ u1)− u1‖p + ‖u1 − u‖p
= 2 ‖u− u1‖p + ‖(̺n ∗ u1)− u1‖p .
Pertanto
lim sup
n→+∞
‖(̺n ∗ u)− u‖p ≤ 2ε ∀ ε > 0
da cui la tesi.
Al teorema precedente si puo` dare anche la seguente versione (piu` generale) (cfr.
e.g. [7], Th.(0.13)) :
Teorema 5.3.2. Sia ϕ ∈ L1(RN ) e ∫
RN
ϕ(x) dLN (x) = a. Per ogni ε > 0 definiamo
ϕε(x) = ε
−N · ϕ
(x
ε
)
.
(i) Se u ∈ L∞(RN ) e u e` uniformemente continua suK compatto di RN , allora
ϕε ∗ u ⇒
ε→0+
au sul compattoK .
(ii) Se u ∈ Lp(RN ), 1 ≤ p  +∞, allora
ϕε ∗ u −−−−→
ε→0+
au in norma Lp(RN ) .
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5.4 Densita` diC∞0 (Ω) in L
p(Ω) (1 ≤ p  +∞)
Teorema 5.4.1. (Teorema di densita`)
Sia Ω aperto connesso di RN . Lo spazio C∞0 (Ω) e` denso in L
p(Ω) per ogni p ∈ R,
1 ≤ p  +∞.
Osserviamo che il teorema di densita` puo` esprimersi con una delle seguenti formu-
lazioni:
∀u ∈ Lp(Ω) 1 ≤ p  +∞, ∀ ε > 0, ∃u1 ∈ C∞0 (Ω) : ‖u− u1‖p < ε
oppure
∀u ∈ Lp(Ω) 1 ≤ p  +∞, ∃ (un) ⊂ C∞0 (Ω) : ‖un − u‖p −−−−−→n→+∞ 0 .
Dimostrazione. Data u ∈ Lp(Ω), 1 ≤ p  +∞, sia
u(x) =

u(x) se x ∈ Ω
0 se x ∈ RN \ Ω.
Risulta u ∈ Lp(RN ). EssendoΩ aperto, esiste una successione crescente di compatti
Kn tale che
Ω =
∞⋃
n=1
Kn .
Per ogni n ∈ N definiamo
vn = u ·χKn .
Si ha
vn ∈ Lp(RN ), supp vn = Kn, |vn|p ≤ |u|p ,
e
vn −−−−−→
n→+∞
u q.o. in RN ;
allora, per il teorema della convergenza dominata,
‖vn − u‖p −−−−−→n→+∞ 0.
Posto, per ogni n ∈ N,
un = ̺n ∗ vn
si ha un ∈ C∞(RN ); d’altra parte
supp (̺n ∗ vn) ⊆ supp ̺n + supp vn = B 1
n
(0)+Kn =
{
x ∈ RN ; d(x,Kn) ≤ 1
n
}
⊂ Ω
per n sufficientemente grande.
Pertanto, per n sufficientemente grande
un ∈ C∞0 (Ω).
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Ora
‖un − u‖p = ‖un − u‖p = ‖(̺n ∗ vn)− u‖p
= ‖(̺n ∗ vn)− (̺n ∗ u) + (̺n ∗ u)− u‖p
≤ ‖(̺n ∗ vn)− (̺n ∗ u)‖p + ‖(̺n ∗ u)− u‖p
= ‖̺n ∗ (vn − u)‖p + ‖(̺n ∗ u)− u‖p
≤ ‖̺n‖1 · ‖vn − u‖p + ‖(̺n ∗ u)− u‖p
(si e` applicata la disuguaglianza di Young).
Pertanto, poiche´
‖vn − u‖p −−−−−→n→+∞ 0
e (per (ii) del teorema di approssimazione dell’identita`)
‖(̺n ∗ u)− u‖p
segue che
‖un − u‖p −−−−−→n→+∞ 0 .
Si e` quindi provato che data u ∈ Lp(Ω) esiste (un) ⊂ C∞0 (Ω) tale che
‖un − u‖p −−−−−→n→+∞ 0 .
Osservazione 5.4.2. Sia Ω aperto connesso di RN e sia u ∈ L1loc(Ω) tale che∫
Ω
u(x) · ϕ(x) dLN (x) = 0 ∀ϕ ∈ C∞0 (Ω).
Allora ∫
Ω
u(x) · v(x) dLN (x) = 0
per ogni v ∈ L∞(RN ) a supporto compatto contenuto in Ω.
Dimostrazione. Sia v ∈ L∞(RN ) a supporto compatto K contenuto in Ω (quindi
v ∈ L1(RN )). Consideriamo
vn = ̺n ∗ v ∈ C∞(RN ).
Poiche´
supp vn ⊂ B 1
n
(0) +K ⊂ Ω
per n sufficientemente grande, risulta per gli stessi n
vn ∈ C∞0 (Ω) ;
inoltre, poiche´ per il punto (ii) del teorema di approssimazione dell’identita`
vn −−−−−→
n→+∞ v in L
1(RN ) ,
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esiste un’estratta di (vn), (vkn), tale che
vkn −−−−−→
n→+∞
v q.o. in RN .
Inoltre dalla disuguaglianza di Young risulta
‖vn‖∞ ≤ ‖v‖∞ ∀n ∈ N .
Dall’ipotesi si ha, per n sufficientemente grande∫
Ω
u(x) · vkn(x) dLN (x) = 0 ,
e passando al limite sotto il segno di integrale (per il teorema della convergenza
dominata) si ha ∫
Ω
u(x) · v(x) dLN (x) = 0.
Corollario 5.4.3. Se u ∈ L1loc(Ω) e∫
Ω
u(x) · ϕ(x) dLN (x) = 0 ∀ϕ ∈ C∞0 (Ω)
allora
u = 0 q.o. in Ω.
Dimostrazione. Osservato che Ω e` unione numerabile di compatti, la tesi si riduce
a provare che fissato un arbitrario compattoK ⊂ Ω si ha u = 0 q.o. inK. Definiamo
v(x) =

segno u(x) se x ∈ K
0 se x ∈ RN \K
dove
segno u(x) =

1 se u(x) > 0
0 se u(x) = 0
−1 se u(x) < 0 .
Si ha che v ∈ L∞(RN ) ed ha supporto compattoK ⊂ Ω. Per l’ipotesi e l’osservazio-
ne precedente si ha
0 =
∫
K
u(x) · v(x) dLN (x) =
∫
K
|u(x)| dLN (x)
e quindi u = 0 q.o. inK.
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In particolare vale il seguente risultato (di du Bois-Reymond):
Corollario 5.4.4. Se u ∈ L1 ([a, b]) e∫ b
a
u(x)ϕ∗(x) dL 1(x) = 0 ∀ϕ∗ ∈ C∞0 ([a, b])
tale che ∫ b
a
ϕ∗(x) dL 1(x) = 0 (i.e. ϕ∗ ha media nulla),
allora
u = costante q.o. in [a, b].
Dimostrazione. Sia ϕ1 ∈ C∞0 ([a, b]) con
∫ b
a
ϕ1(x) dL 1(x) = 1.
Allora se ϕ e` una qualunque funzione di classe C∞0 ([a, b]), la funzione
ϕ∗(x) = ϕ(x) − ϕ1(x)
∫ b
a
ϕ(y) dL 1(y) ∈ C∞0 ([a, b])
e
∫ b
a
ϕ∗(x) dL 1(x) = 0.
Si riconosce facilmente che per l’ipotesi risulta
0 =
∫ b
a
u(x)ϕ∗(x) dL 1(x)
=
∫ b
a
u(x)ϕ(x) dL 1(x) −
∫ b
a
u(x)ϕ1(x) dL 1(x) ·
∫ b
a
ϕ(y) dL 1(y)
=
∫ b
a
u(x)ϕ(x) dL 1(x) −
∫ b
a
u(y)ϕ1(y) dL 1(y) ·
∫ b
a
ϕ(x) dL 1(x)
=
∫ b
a
[
u(x)−
∫ b
a
u(y)ϕ1(y) dL 1(y)︸ ︷︷ ︸
= cost
]
ϕ(x) dL 1(x) ,
con ϕ arbitraria funzione di classe C∞0 ([a, b]).
Per il corollario precedente segue la tesi.
5.5 Prodotto di convoluzione di due distribuzioni
Estendiamo 18 alle distribuzioni il concetto di prodotto di convoluzione, introdotto
nel Teorema 5.1.8. Premettiamo la definizione di supporto di una distribuzione che
estende quella nota per funzioni (cfr. Definizione 5.1.7).
18Cfr. e.g. [14].
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Definizione 5.5.1. (Supporto di una distribuzione)
Si dice che una distribuzione T ∈ D′(Ω) e` uguale a 0 in un aperto Ω′ ⊂ Ω se risulta
〈T, ϕ〉 = 0 per ogni ϕ ∈ C∞0 (Ω′).
Il supporto di una distribuzione T ∈ D′(Ω) e` il complementare (relativo aΩ) del piu`
grande aperto (contenuto in Ω) in cui T e` uguale a 0.
Esempio. Il supporto di δ e` {0}.
Osservazione 5.5.2. Una distribuzione T ∈ D′(RN ) a supporto compatto si puo`
estendere dallo spazio delle funzioni test D(RN ) a tuttoC∞(RN ) ponendo, per ogni
ψ ∈ C∞(RN ),
〈T, ψ〉 := 〈T, φψ〉
con φ ∈ D(RN ) tale che φ ≡ 1 su un aperto contenente supp T (osserviamo che
φψ ∈ D(RN )).
L’estensione cosı` definita non dipende dalla particolare funzione φ scelta.
Definizione 5.5.3. (Prodotto di convoluzione di una distribuzione per una funzione)
Sia T ∈ D′(RN ) e f ∈ C∞0 (RN ). Si definisce prodotto di convoluzione T ∗ f la
funzione
(T ∗ f) (x) := 〈T (y), f(x− y)〉 ∀x ∈ RN , (5.2)
dove la notazione ha il significato che la distribuzione T (y) agisce sulla variabile y
producendo una funzione della variabile x.
Osservazione 5.5.4. Se u ∈ L1loc(RN ) e f ∈ C∞0 (RN ) allora, denotata con Tu la
distribuzione associata alla funzione u, risulta
Tu ∗ f = u ∗ f . (5.3)
Infatti, per ogni x ∈ RN , si ha
(Tu ∗ f) (x) = 〈Tu(y), f(x− y)〉 =
∫
RN
u(y) f(x− y) dLN (y) = (u ∗ f) (x) .
Osservazione 5.5.5. Risulta
δ ∗ f = f ∀ f ∈ C∞0 (RN ) . (5.4)
Da (5.2) si ha
(δ ∗ f) (x) = 〈δ(y), f(x− y)〉 = f(x− 0) = f(x) ∀x ∈ RN .
Osservazione 5.5.6. Se la distribuzione T e` a supporto compatto allora per l’Osser-
vazione 5.5.2 si puo` estendere il prodotto di convoluzione T ∗ f definito dalla (5.2)
a f ∈ C∞(RN ).
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Teorema 5.5.7.
(i) Se T ∈ D′(RN ) e f ∈ C∞0 (RN ) allora T ∗ f ∈ C∞(RN ) e
Dα(T ∗ f) = (DαT ) ∗ f = T ∗ (Dαf) ∀α ∈ NN0 ; (5.5)
(ii) se T ∈ D′(RN ) e` una distribuzione a supporto compatto e f ∈ C∞(RN ) allora
T ∗ f ∈ C∞(RN ) e vale la proprieta` (5.5) ;
(iii) se, inoltre, T ∈ D′(RN ) e` una distribuzione a supporto compatto e f ∈ C∞0 (RN )
allora T ∗ f ∈ C∞0 (RN ).
Definizione 5.5.8. (Prodotto di convoluzione di due distribuzioni)
Siano T, S ∈ D′(RN ) di cui almeno una a supporto compatto. Si definisce prodotto
di convoluzione T ∗ S la distribuzione tale che
〈T ∗ S, ϕ〉 = 〈T (x), 〈S(y), ϕ(x+ y)〉 〉 ∀ϕ ∈ D(RN ) , (5.6)
dove la notazione ha il significato che la distribuzione S(y) agisce sulla variabile y
producendo una funzione della variabile x a cui si applica la distribuzione T (x).
Osserviamo che la definizione e` ben posta in quanto
(a) se la distribuzioneS e` a supporto compatto allora, per la (iii) del Teorema5.5.7,
la funzione x 7→ (S ∗ ϕ) (x) e` di classe C∞0 (RN ), cioe` e` una funzione test ;
(b) se la distribuzione T e` a supporto compatto, poiche´ per la (i) del Teorema5.5.7
la funzione T ∗ f e` di classe C∞(RN ), si considera l’estensione di T allo spazio
C∞(RN ) (Osservazione 5.5.2 e Osservazione 5.5.6).
Osservazione 5.5.9. In particolare, se u, v ∈ L1loc(RN ) e almeno una di esse e` a
supporto compatto risulta
〈Tu ∗ Tv, ϕ〉 =
∫
RN
∫
RN
u(x) v(y)ϕ(x + y) dLN (x) dLN (y) ∀ϕ ∈ D(RN ) .
Osservazione 5.5.10. Siano u, v ∈ L1loc(RN ), con u a supporto compatto e v limitata.
Vale la seguente proprieta`19
Tu∗v = Tu ∗ Tv .
19Si osservi che u ∗ v ∈ C0(RN ) per la (ii) del Teorema 5.1.11 e quindi u ∗ v ∈ L1loc(RN ); inoltre
la distribuzione Tu e` a supporto compatto e quindi ha senso considerare il prodotto di convoluzione
Tu ∗ Tv .
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Infatti per ogni ϕ ∈ D(RN ) risulta
〈Tu∗v, ϕ〉 =
∫
RN
(u ∗ v) (z)ϕ(z) dLN (z) =
∫
RN
(v ∗ u) (z)ϕ(z) dLN (z)
=
∫
RN
(∫
RN
v(z − x)u(x) dLN (x)
)
ϕ(z) dLN (z)
=
∫
RN
u(x)
(∫
RN
v(z − x)ϕ(z) dLN (z)
)
dLN (x)
=
∫
RN
u(x)
(∫
RN
v(y)ϕ(x + y) dLN (y)
)
dLN (x)
= 〈Tu ∗ Tv, ϕ〉
dove nell’ultima uguaglianza si e` applicata l’Osservazione 5.5.9.
Osservazione5.5.11. Dall’Osservazione 5.5.10 segue che la Definizione 5.5.8 esten-
de in maniera naturale alle distribuzioni il prodotto di convoluzione tra funzioni
(introdotto nel Teorema 5.1.8).
Inoltre il prodottodi convoluzione tra distribuzioni (definitonellaDefinizione 5.5.8)
e` anche una estensione della (5.2), in quanto, se u ∈ L1loc(RN ) e f ∈ C∞0 (RN ), la
distribuzione associata alla funzione Tu ∗ f ∈ C∞(RN ) definita dalla (5.2) risulta
uguale alla distribuzione Tu ∗ Tf definita dalla (5.6).
Si ha, infatti, per ogni ϕ ∈ D(RN ),∫
RN
(Tu ∗ f) (x)ϕ(x) dLN (x) =
∫
RN
(Tu ∗ f) (z)ϕ(z) dLN (z)
=
∫
RN
ϕ(z) dLN (z)
∫
RN
u(x) f(z − x) dLN (x)
=
∫
RN
u(x) dLN (x)
∫
RN
f(z − x)ϕ(z) dLN (z)
=
∫
RN
u(x) dLN (x)
∫
RN
f(y)ϕ(x+ y) dLN (y)
=
∫
RN
u(x) 〈Tf(y), ϕ(x + y)〉 dLN (x)
= 〈Tu(x), 〈Tf (y), ϕ(x + y)〉 〉 .
Osservazione 5.5.12. Si puo` provare che il prodotto di convoluzione tra due distri-
buzioni, di cui almeno una a supporto compatto, e` commutativo.
Inoltre, il prodotto di convoluzione di due distribuzioni aventi entrambe supporto
compatto e` una distribuzione a supporto compatto.
Osservazione 5.5.13. Sia T ∈ D′(RN ). Osservato che δ e` una distribuzione a sup-
porto compatto (essendo supp δ = {0}) sono ben definiti i prodotti di convoluzione
T ∗ δ e δ ∗ T . Vale la seguente proprieta`
T ∗ δ = δ ∗ T = T (5.7)
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e quindi la distribuzione δ rappresenta l’unita` rispetto al prodotto di convoluzione.
Proviamo la (5.7). Risulta per ogni ϕ ∈ D(RN )
〈T ∗ δ, ϕ〉 = 〈T (x), 〈δ(y), ϕ(x + y)〉〉 = 〈T (x), ϕ(x + 0)〉 = 〈T (x), ϕ(x)〉 = 〈T, ϕ〉
da cui segue che T ∗ δ = T .
Osservazione 5.5.14. Sussiste il seguente risultato: se T, S ∈ D′(RN ) e almeno una
di esse e` a supporto compatto si ha
Dα(T ∗ S) = (DαT ) ∗ S = T ∗ (DαS) ∀α ∈ NN0 .

CAPITOLO 6
Spazi di Hilbert (reali)
6.1 Spazi di Hilbert (reali)
SiaH uno spazio vettoriale reale.
Unprodotto scalare suH e` un funzionale reale ( · | · ) : H×H → Rbilineare simmetrico
e definito positivo (i.e. (u|u) ≥ 0 ∀u ∈ H e (u|u) > 0 ∀u ∈ H \ {0}).
Un prodotto scalare verifica la
Disuguaglianza di Cauchy-Schwarz:
|(u|v)| ≤ (u|u) 12 (v|v) 12 ∀u, v ∈ H.
A partire dal prodotto scalare su H possiamo definire la seguente norma (come si
verifica facilmente tenuto conto, per la proprieta` triangolare, della disuguaglianza
di Cauchy-Schwarz),
|u|H := (u|u) 12 ∀u ∈ H
detta norma di Hilbert (in quanto associata a un prodotto scalare).
Osservazione. La disuguaglianza di Cauchy-Schwarz implica che, fissato v ∈ H , il
funzionale u ∈ H → (u|v) ∈ R e` lipschitziano di costante |v|H .
Ricordiamo anche la
Identita` del parallelogramma:∣∣∣∣u+ v2
∣∣∣∣2
H
+
∣∣∣∣u− v2
∣∣∣∣2
H
=
1
2
(|u|2H + |v|2H) ∀u, v ∈ H.
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H si dice spazio di Hilbert (reale) se e` uno spazio vettoriale reale munito di un
prodotto scalare, completo rispetto alla norma di Hilbert | · |H .
Esempi.
• Per L2(Ω)munito del prodotto scalare
(u|v)2 :=
∫
Ω
u(x)v(x) dLN (x) ∀u, v ∈ L2(Ω)
si ha
‖u‖2 = (u|u)
1
2
2 .(
L2(Ω), ‖·‖2
)
e` uno spazio di Hilbert.
• PerW 1,2(Ω) (cfr. Capitolo 7) munito del prodotto scalare
(u|v)1,2 : = (u|v)2 +
N∑
i=1
(
∂u
∂xi
∣∣∣∣ ∂v∂xi
)
2
=
∫
Ω
u(x)v(x) dLN (x) +
∫
Ω
∇u(x) · ∇v(x) dLN (x) ∀u, v ∈W 1,2(Ω)
si ha
‖u‖1,2 =
(
‖u‖22 + ‖∇u‖22
) 1
2
= (u|u) 121,2 .(
W 1,2(Ω), ‖·‖1,2
)
e` uno spazio di Hilbert.
• Ovviamente ancheW 1,20 (Ω) e` uno spazio diHilbert, e seΩ e` limitato, inW 1,20 (Ω)
si puo` assumere come prodotto scalare (tenuto conto della disuguaglianza di
Poincare´, Teorema 7.4.1 e Corollario 7.4.2)
N∑
i=1
(
∂u
∂xi
∣∣∣∣ ∂v∂xi
)
2
=
∫
Ω
∇u(x) · ∇v(x) dLN (x) ∀u, v ∈ W 1,20 (Ω) .
6.2 Proiezione su un convesso chiuso
Teorema6.2.1. (Teorema della proiezione (su un convesso, chiuso, non vuoto di uno
spazio di Hilbert))
Sia (H, |·|H) uno spazio di Hilbert; sia K ⊂ H convesso, chiuso e non vuoto. Allora
∀ f ∈ H ∃|u = uf ∈ K :
|f − u|H = minv∈K |f − v|H (= d(f,K)) . (1)
Inoltre u e` caratterizzato dalla seguente proprieta`:
u ∈ K
(f − u|v − u) ≤ 0 ∀ v ∈ K .
(2)
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Figura 6.1: Proiezione su un convesso chiuso
Dimostrazione. Esistenza.
Sia
d := inf
v∈K
|f − v|H .
Per le proprieta` dell’estremo inferiore esiste (vn) ⊂ K tale che
dn := |f − vn|H −−−−−→
n→+∞
d(
i.e. ∃ (vn) ⊂ K successione “minimizzante” per |f − ·|H
)
.
Posto u = f − vn e v = f − vm nell’identita` del parallelogramma, si ha∣∣∣∣f − vn + vm2
∣∣∣∣2
H
+
∣∣∣∣vm − vn2
∣∣∣∣2
H
=
1
2
(|f − vn|2H + |f − vm|2H)
e quindi ∣∣∣∣vm − vn2
∣∣∣∣2
H
=
1
2
(|f − vn|2H + |f − vm|2H)− ∣∣∣∣f − vn + vm2
∣∣∣∣2
H
.
Poiche´ vn, vm ∈ K eK e` convesso, risulta vn + vm
2
∈ K e quindi∣∣∣∣f − vn + vm2
∣∣∣∣
H
≥ d.
Pertanto
0 ≤
∣∣∣∣vm − vn2
∣∣∣∣2
H
≤ 1
2
(d2n + d
2
m)− d2
e quindi
∃ lim
n,m→+∞
|vn − vm|H = 0.
96 Introduzione alle Equazioni a Derivate Parziali Lineari
Dunque la successione (vn) ⊂ K e` di Cauchy inH .
Poiche´H e` completo eK e` chiuso, esiste u = uf ∈ K tale che |vn − u|H −−−−−→n→+∞ 0.
Osservato che
d ≤ |f − u|H ≤ |f − vn|H + |vn − u|H ,
passando al limite per n→ +∞ risulta
|f − u|H = d.
Si e` dunque provata l’esistenza.
Proviamo adesso l’equivalenza: (2)⇐⇒ (1).
(2) =⇒ (1) Sia v ∈ K. Per il teorema di Carnot “generalizzato” si ha
|f − u|2H + |v − u|2H − 2(f − u|v − u) = |f − v|2H
e quindi, ricordando che per ipotesi (f − u|v − u) ≤ 0,
|f − u|2H − |f − v|2H = 2(f − u|v − u)− |v − u|2H ≤ 0
da cui
|f − u|H ≤ |f − v|H ∀ v ∈ K .
(1) =⇒ (2) Sia v ∈ K. Posto
w = (1− t)u + tv = u+ t(v − u) t ∈]0, 1],
si ha w ∈ K e per ipotesi
|f − u|H ≤ |f − w|H = |(f − u)− t(v − u)|H ,
da cui
|f − u|2H ≤ |f − u|2H + t2|v − u|2H − 2t(f − u|v − u)
e quindi
2(f − u|v − u) ≤ t|v − u|2H .
Passando al limite per t→ 0+ risulta
(f − u|v − u) ≤ 0.
Resta da provare l’unicita`.
Siano u1, u2 ∈ K tali che{
(f − u1|v − u1) ≤ 0
(f − u2|v − u2) ≤ 0
∀ v ∈ K.
In particolare {
(f − u1|u2 − u1) ≤ 0
(f − u2|u1 − u2) ≤ 0 ,
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da cui {
(f − u1|u2 − u1) ≤ 0
(u2 − f |u2 − u1) ≤ 0 ,
e quindi
0 ≤ (u2 − u1|u2 − u1) ≤ 0 ,
cioe`
u1 = u2.
Definizione6.2.2. Nelle ipotesi del teoremaprecedente definiamo l’operatore “pro-
iezione suK”
PK : H → K
f 7→ PK(f) = u (proiezione di f suK)
dove u e` l’unico elemento diK tale che
|f − u|H = minv∈K |f − v|H .
Corollario 6.2.3. Sia (H, | · |H)uno spazio diHilbert,M un suo sottospazio vettoriale chiuso
e sia f ∈ H ; allora u = PM (f) e` caratterizzato da
u ∈M
(f − u|v) = 0 ∀ v ∈M (i.e. (f − u) ⊥M , ovvero f − u e` ortogonale aM ).
(3)
Dimostrazione. Proviamo l’equivalenza: (3)⇐⇒ (2).
(3) =⇒ (2) Poiche´ u ∈M risulta
(f − u|v − u) = 0 ∀ v ∈M.
(2) =⇒ (3) Dall’ipotesi segue che
(f − u|λv − u) ≤ 0 ∀ v ∈M , ∀λ ∈ R
pertanto
λ(f − u|v) ≤ (f − u|u) ∀ v ∈M , ∀λ ∈ R
e quindi
(f − u|v) = 0 ∀ v ∈M.
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6.3 Duale di uno spazio di Hilbert. Teorema di rappre-
sentazione di Riesz-Fre´chet
Indichiamo con H ′ il duale (topologico) di H (i.e. lo spazio dei funzionali lineari e
continui suH). Sussiste il seguente fondamentale teorema che asserisce l’esistenza
di un isomorfismo isometrico traH eH ′.
Teorema 6.3.1. (Teorema di rappresentazione (di Riesz-Fre´chet))
Sia (H, | · |H) uno spazio di Hilbert; allora
∀φ ∈ H ′ ∃|uφ ∈ H : φ(v) = (uφ|v) ∀ v ∈ H,
inoltre si ha
|uφ|H = ‖φ‖H′
:= sup
v∈H
v 6=0
|φ(v)|
|v|H
 .
Dimostrazione. Sia φ ∈ H ′. Poniamo
M := φ−1 ({0}) .
M e` un sottospazio chiuso di H (sottospazio perche´ nucleo di φ lineare, e chiuso
perche´ immagine inversa, tramite φ continuo, del chiuso {0}).
SeM = H , risulta φ ≡ 0 e quindi basta prendere uφ = 0H per conseguire la tesi.
Supponiamo dunque M $ H e sia g0 ∈ H \M . Per il corollario precedente esiste
g1 = PM (g0) ∈M tale che
(g0 − g1|w) = 0 ∀w ∈M .
Proviamo che
(i) ∃ g /∈M : |g|H = 1, (g|w) = 0 ∀w ∈M .
Sia
g =
g0 − g1
|g0 − g1|H .
Si ha |g|H = 1, g /∈ M (se g ∈ M allora g0 = g|g0 − g1|H + g1 ∈ M , che e` assurdo) ed
inoltre
(g|w) =
(
g0 − g1
|g0 − g1|H
∣∣∣∣w) = 1|g0 − g1| (g0 − g1|w) = 0 ∀w ∈M.
Sia v ∈ H e proviamo che
(ii) v puo` essere decomposto nel seguente modo:
v = λg + w con λ ∈ R , w ∈M (quindi H = M⊥ ⊕M ) .
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Basta porre
λ :=
φ(v)
φ(g)
, w := v − φ(v)
φ(g)
g(
osserviamo che w ∈M perche´ φ(w) = φ(v) − φ(v)
φ(g)
φ(g) = 0
)
.
Ora
(g|v) =
(
g
∣∣∣∣φ(v)φ(g)g + w
)
=
(
g
∣∣∣∣φ(v)φ(g)g
)
+ (g|w) = φ(v)
φ(g)
(g|g) = φ(v)
φ(g)
|g|2H =
φ(v)
φ(g)
,
per cui, posto uφ = φ(g)g, si ha
φ(v) = (φ(g)g|v) = (uφ|v) ∀ v ∈ H.
Si e` dunque provata l’esistenza.
Per provare l’unicita`, siano u1, u2 ∈ H tali che
φ(v) = (u1|v) ∀ v ∈ H
φ(v) = (u2|v) ∀ v ∈ H.
Allora
(u1|v)− (u2|v) = 0 ∀ v ∈ H,
pertanto
(u1 − u2|v) = 0 ∀ v ∈ H
e in particolare
(u1 − u2|u1 − u2) = 0 ,
da cui
u1 = u2.
Resta da provare che
|uφ|H = ‖φ‖H′
dove
‖φ‖H′ = sup
v∈H
v 6=0
|φ(v)|
|v|H .
Poiche´
φ(v) = (uφ|v) ∀ v ∈ H,
dalla diseguaglianza di Cauchy-Schwarz si ha
|φ(v)| = |(uφ|v)| ≤ |uφ|H · |v|H ∀ v ∈ H.
Pertanto
|φ(v)|
|v|H ≤ |uφ|H ∀ v ∈ H, v 6= 0
da cui segue che
‖φ‖H′ = sup
v∈H
v 6=0
|φ(v)|
|v|H ≤ |uφ|H .
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Osservato, inoltre, che preso v = uφ, si ha φ(uφ) = (uφ|uφ) e quindi
|φ(uφ)| = |uφ|2H
ovvero, osservato che |uφ|H 6= 0,
|φ(uφ)|
|uφ|H = |uφ|H ,
ne segue evidentemente la tesi.
6.4 Teoremi di Stampacchia e di Lax-Milgram
Definizione 6.4.1. Sia (H, | · |H) uno spazio di Hilbert reale.
Un funzionale bilineare
a(u, v) : H ×H −→ R
si dice
(i) continuo se esiste α > 0 tale che
|a(u, v)| ≤ α|u|H · |v|H ∀u, v ∈ H ,
(ii) coercitivo se esiste β > 0 tale che
a(u, u) ≥ β|u|2H ∀u ∈ H .
Teorema 6.4.2. (Teorema di Stampacchia)
Sia (H, | · |H) uno spazio di Hilbert reale; a(u, v) : H × H −→ R un funzionale
bilineare, continuo e coercitivo. SiaK un convesso chiuso non vuoto diH .
Allora
∀φ ∈ H ′ ∃|uφ ∈ K t.c. φ (v − uφ)− a (uφ, v − uφ) ≤ 0 ∀v ∈ K .
Inoltre, se a(u, v) e` simmetrico, allora uφ e` caratterizzato dalla proprieta`
uφ ∈ K
uφ minimizza
1
2a(v, v) − φ(v) ∀v ∈ K(
cioe`
1
2
a (uφ, uφ)− φ(uφ) = min
v∈K
{
1
2
a(v, v)− φ(v)
})
.
Procedendo come nella dimostrazione del Corollario 6.2.3, dal Teorema 6.4.2 segue
il seguente risultato.
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Corollario 6.4.3. (Teorema di Lax-Milgram)
Sia (H, | · |H) uno spazio di Hilbert reale; a(u, v) : H × H −→ R un funzionale
bilineare, continuo e coercitivo.
Allora
∀φ ∈ H ′ ∃|uφ ∈ H t.c. φ(v) = a (uφ, v) ∀v ∈ H
e risulta
|uφ|H ≤ β−1 ‖φ‖H′ .
Inoltre, se a(u, v) e` simmetrico, allora uφ e` caratterizzato dalla proprieta`
uφ ∈ H
uφ minimizza
1
2a(v, v) − φ(v) ∀v ∈ H(
cioe`
1
2
a (uφ, uφ)− φ(uφ) = min
v∈H
{
1
2
a(v, v)− φ(v)
})
.

CAPITOLO 7
Introduzione agli Spazi di Sobolev
7.1 Spazi di Sobolev
Definizione 7.1.1. SiaΩ aperto connesso non vuoto diRN (N ≥ 2) 20 , 1 ≤ p ≤ +∞;
lo spazio di SobolevW 1,p(Ω) e` definito da
W 1,p(Ω) :=
{
u ∈ Lp(Ω); ∃ g1, g2, . . . , gN ∈ Lp(Ω) :∫
Ω
u(x) · ϕxi(x) dLN (x) = −
∫
Ω
gi(x) · ϕ(x) dLN (x) ∀ i = 1, . . . , N ∀ϕ ∈ C∞0 (Ω)
}
.
Osservazione 7.1.2. Per ogni i = 1, . . . , N la funzione gi e` unica.
Infatti se e` anche (per i = 1, . . . , N )∫
Ω
u(x) · ϕxi(x) dLN (x) = −
∫
Ω
hi(x) · ϕ(x) dLN (x) ∀ϕ ∈ C∞0 (Ω) ,
allora ∫
Ω
(gi(x)− hi(x)) · ϕ(x) dLN (x) = 0 ∀ϕ ∈ C∞0 (Ω)
pertanto
gi = hi q.o. in Ω.
Osserviamo che
u ∈W 1,p(Ω) ⇐⇒ u ∈ Lp(Ω) e tutte le sueN derivate parziali prime
nel senso delle distribuzioni sono in Lp(Ω),
20Per gli spazi di Sobolev, anche in dimensioneN = 1, si puo` consultare e.g. [1].
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giacche´ dalla definizione si vede che
gi =
∂u
∂xi
nel senso delle distribuzioni (o in senso debole).
Evidentemente
W 1,p(Ω) ⊂ Lp(Ω) ;
se Ω e` aperto connesso e limitato di RN , si ha
C1(Ω) →֒W 1,p(Ω) .
Osservazione 7.1.3. Si riconosce facilmente che
∀u, v ∈ W 1,p(Ω) =⇒ u+ v ∈W 1,p(Ω) ,
∀λ ∈ R, ∀u ∈ W 1,p(Ω) =⇒ λu ∈ W 1,p(Ω) ,
cioe`W 1,p(Ω) e` uno spazio vettoriale.
Definizione 7.1.4. Definiamo per u ∈W 1,p(Ω)
‖u‖1,p := ‖u‖p +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
p
se p <∞
(
(‖·‖1,p e` ovviamente una norma inW 1,p(Ω); norme topologicamente equivalenti
a ‖·‖1,p sono: (
‖u‖pp +
N∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥p
p
) 1
p
e ‖u‖p + ‖∇u‖p
)
,
mentre
‖u‖1,∞ := max {‖u‖∞ , ‖∇u‖∞} se p =∞ .
(Ricordiamo che una norma ‖·‖ su uno spazio X e` topologicamente equivalente
alla norma ‖·‖′ sullo stesso spazio X se esistono k1, k2 > 0 : k1 ‖x‖ ≤ ‖x‖′ ≤
k2 ‖x‖ ∀x ∈ X).
Teorema 7.1.5.(
W 1,p(Ω), ‖·‖1,p
)
e` uno spazio di Banach, 1 ≤ p ≤ ∞ .
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Dimostrazione. Per 1 ≤ p <∞ sia (un) ⊂W 1,p(Ω)diCauchy rispetto a ‖·‖1,p; quindi
∀ ε > 0 ∃ν ∈ N : ∀n,m > ν ‖un − um‖1,p < ε.
Poiche´
‖un − um‖1,p = ‖un − um‖p +
N∑
i=1
∥∥∥∥∂un∂xi − ∂um∂xi
∥∥∥∥
p
si ha che (un) e` di Cauchy in L
p(Ω) e per ogni i = 1, . . . , N
(
∂un
∂xi
)
n
e` di Cauchy in
Lp(Ω).
Per la completezza di Lp(Ω) si ha che
∃u ∈ Lp(Ω) : ‖un − u‖p −−−−−→n→+∞ 0
e per ogni i = 1, . . . , N
∃ gi ∈ Lp(Ω) :
∥∥∥∥∂un∂xi − gi
∥∥∥∥
p
−−−−−→
n→+∞
0 .
Basta ora dimostrare che
gi =
∂u
∂xi
∀ i = 1, . . . , N
nel senso delle distribuzioni, perche´ da cio` seguira` in definitiva che u ∈ W 1,p(Ω) e
‖un − u‖1,p −−−−−→n→+∞ 0, cioe` la tesi.
Per dimostrare che
gi =
∂u
∂xi
∀ i = 1, . . . , N
nel senso delle distribuzioni, proviamo che, per ogni i = 1, . . . , N ,∫
Ω
u(x) · ϕxi(x) dLN (x) = −
∫
Ω
gi(x) · ϕ(x) dLN (x) ∀ϕ ∈ C∞0 (Ω).
Cio` segue, per passaggio al limite per n→ +∞, da∫
Ω
un(x) · ϕxi(x) dLN (x) = −
∫
Ω
∂un
∂xi
(x) · ϕ(x) dLN (x) ∀ϕ ∈ C∞0 (Ω)
poiche´∣∣∣∣∫
Ω
(un(x)− u(x))ϕxi(x) dLN (x)
∣∣∣∣ ≤ ∫
Ω
|un(x) − u(x)| |ϕxi(x)| dLN (x)
≤ ‖un − u‖p · ‖ϕxi‖p′ −−−−−→n→+∞ 0
e ∣∣∣∣∫
Ω
(
∂un
∂xi
(x) − gi(x)
)
ϕ(x) dLN (x)
∣∣∣∣ ≤ ∥∥∥∥∂un∂xi − gi
∥∥∥∥
p
· ‖ϕ‖p′ −−−−−→n→+∞ 0.
Teorema 7.1.6. (Teorema di densita` (di Friedrichs))
Sia Ω un aperto connesso di classe C1; 1 ≤ p  +∞.
∀u ∈W 1,p(Ω) ∃ (un) ⊂ C∞0 (RN ) : un|Ω −−−−−→n→+∞ u inW
1,p(Ω).
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In altre parole, le restrizioni aΩ di funzioni diC∞0 (R
N ) costituiscono un sottospazio
denso diW 1,p(Ω).
A differenza di quanto accade per gli spazi Lp(Ω), C∞0 (Ω) non e` denso inW
1,p(Ω).
Definizione 7.1.7. Sia 1 ≤ p  +∞. Definiamo
W 1,p0 (Ω) :=
{
u ∈ W 1,p(Ω); ∃ (un) ⊂ C∞0 (Ω) : un −−−−−→
n→+∞
u inW 1,p(Ω)
}
cioe`
W 1,p0 (Ω) = C
∞
0 (Ω) nella norma diW
1,p(Ω)
(evidentemente e` ancheW 1,p0 (Ω) = C
1
0 (Ω) nella norma diW
1,p(Ω)).
In un certo senso dunque, lo spazioW 1,p0 (Ω) e` costituito dalle funzioni che “hanno
il valore zero” su ∂Ω. Di conseguenza, due funzioni di W 1,p(Ω) “hanno lo stesso
valore su ∂Ω” se la loro differenza appartiene aW 1,p0 (Ω)
21.
Risulta
W 1,p0 (Ω) ⊂W 1,p(Ω).
In generale i due spazi non coincidono, come si deduce dalla considerazione che
segue il teorema di Friedrichs, pero`
W 1,p0 (R
N ) = W 1,p(RN ).
Teorema 7.1.8. (
W 1,p0 (Ω), ‖·‖1,p
)
e` uno spazio di Banach.
Dimostrazione. W 1,p0 (Ω) e` un sottospazio diW
1,p(Ω), chiuso nella norma ‖·‖1,p perche´
W 1,p0 (Ω) = C
∞
0 (Ω); poiche´ ogni sottospazio chiuso di uno spazio completo e` com-
pleto si ha la tesi.
21Queste questioni vengono trattate con precisione introducendo il concetto di traccia di una
funzione diW 1,p(Ω) (cfr. e.g. [10]).
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7.2 Disuguaglianze di Sobolev inW1,p(Ω)
(teoremi di immersione continua o compatta)
Definizione 7.2.1. Sia 1 ≤ p < N . Si dice esponente di Sobolev di p il numero reale
p∗ definito da
1
p∗
=
1
p
− 1
N
,
ovvero
p∗ =
Np
N − p > p.
Teorema 7.2.2. Sia Ω un aperto connesso e limitato di RN , di classe C1; allora
(i) se 1 ≤ p < N : W 1,p(Ω) →֒ Lp∗(Ω)
e si ha ‖u‖p∗ ≤ c ‖u‖1,p ∀u ∈W 1,p(Ω);
(ii) se p = N : W 1,N (Ω) →֒ Lq(Ω) ∀ q ∈ [N,+∞[;
(iii) se p > N : W 1,p(Ω) →֒ C0,α (Ω) dove α = 1− N
p
(0 < α < 1).
La dimostrazione di (i) e` dovuta a Sobolev-Gagliardo-Nirenberg; da (i) e dal fatto
cheW 1,p(Ω) →֒ Lp∗(Ω) →֒ Lq(Ω) per ogni p ≤ q ≤ p∗, segue
(i)′ se 1 ≤ p < N : W 1,p(Ω) →֒ Lq(Ω) ∀ q ∈ [p, p∗].
La (iii) va intesa nel senso dellamisura di Lebesgue, cioe` nella classe di equivalenza
di u ∈ W 1,p(Ω) esiste u˜ ∈ C0,α(Ω) (rappresentante α-ho¨lderiana) con u˜ = u q.o. in
Ω.
Definizione 7.2.3. SianoX e Y spazi di Banach reali. Un operatore lineare e conti-
nuo
K : X → Y
si dice compatto se per ogni successione (un) ⊂ X limitata, esiste una sottosucces-
sione (unk) ⊂ X tale che (K unk) converge in Y .
Teorema 7.2.4. (Teorema di immersione compatta (Rellich - Kondrachov))
Sia Ω un aperto connesso e limitato di RN , di classe C1; allora
(i) se 1 ≤ p < N : l’immersione W 1,p(Ω) →֒ Lq(Ω) e` compatta
per ogni q tale che 1 ≤ q < p∗ = Np
N − p
(i.e. da ogni successione limitata inW 1,p(Ω) si puo` estrarre una sottosucces-
sione convergente in Lq(Ω) );
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(ii) se p = N : l’immersione W 1,N (Ω) →֒ Lq(Ω) e` compatta per ogni 1 ≤ q <∞ ;
(iii) se p > N : l’immersione W 1,p(Ω) →֒ C0(Ω) e` compatta
(conseguenza della disuguaglianza di Morrey e del teorema di Ascoli-Arzela`).
In particolare l’immersioneW 1,p(Ω) →֒ Lp(Ω) e` compatta per ogni 1 ≤ p ≤ ∞ .
Osservazione 7.2.5. In generale, se non si fanno ipotesi di regolarita` su ∂Ω, non e`
vera l’immersione
W 1,p(Ω) →֒ Lp∗(Ω).
Ad esempio, siaN = 2, Ω =
{
(x, y) ∈ R2; 0 < x < 1, |y| < e− 1x2
}
e
u(x, y) = x3e
1
x2 .
E` immediato verificare che u ∈ L1(Ω) e anche ogni sua derivata parziale prima (in
senso classico) appartiene a L1(Ω). Dunque u ∈W 1,1(Ω). Ma u /∈ Lp(Ω) per nessun
p > 1.
Se p = N in generale u /∈ L∞(Ω). Ad esempio, seN = 2 e Ω = B 1
2
((0, 0)) la funzione
u(x, y) =
(
log
1√
x2 + y2
)α
con 0 < α <
1
2
appartiene a W 1,2
(
B 1
2
(0, 0)
)
ma essa non e` limitata a causa della
singolarita` in (0, 0).
Ci limitiamo a dimostrare le disuguaglianze di Sobolev (relativamente alle sole
immersioni continue) nel sottospazioW 1,p0 (Ω); e` utile osservare che (evidentemen-
te) in tale spazio non e` necessaria alcuna ipotesi di regolarita` su Ω.
7.3 Disuguaglianze di Sobolev inW1,p0 (Ω)
Teorema 7.3.1. Sia Ω un aperto connesso e limitato di RN ; allora
(i) se 1 ≤ p < N : W 1,p0 (Ω) →֒ Lq(Ω) ∀ q ∈ [p, p∗]
e si ha:
∃C(p,N) > 0 : ‖u‖p∗ ≤ C(p,N) ‖∇u‖p ∀u ∈W 1,p0 (Ω) 22
dove C(p,N) =
p(N − 1)
N − p =
p∗
1∗
;
22Il valore di p∗ si puo` ottenere mediante un argomento di omogeneita` (cfr. e.g. [1], p. 163.)
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(ii) se p = N : W 1,N0 (Ω) →֒ Lq(Ω) ∀ q ∈ [N,+∞[;
(iii) se p > N : W 1,p0 (Ω) →֒ C0,α(Ω) dove α = 1−
N
p
(0 < α < 1) .
Osserviamo che in (i) la costante C(p,N) =
p(N − 1)
N − p non e` quella ottimale.
Alla dimostrazione delle disuguaglianze di Sobolev premettiamo il seguente risul-
tato.
Lemma 7.3.2. (Lemma di Gagliardo)
Posto
x̂i := (x1, x2, . . . , xi−1, xi+1, . . . , xN ) ∀ i = 1, . . . , N (N ≥ 2) ,
se le vi = vi(x̂i) per ogni i = 1, . . . , N sono non negative e vi ∈ LN−1(RN−1x̂i ) allora
v(x) = v1(x̂1) · v2(x̂2) · · · · · vN (x̂N ) ∈ L1(RNx )
e si ha
‖v‖1 =
∥∥∥∥∥
N∏
i=1
vi
∥∥∥∥∥
1,RN
≤
N∏
i=1
‖vi‖N−1,RN−1
x̂i
.
Dimostrazione delle disuguaglianze di Sobolev (inW1,p0 (Ω)).
Dimostrazione di (i).
Dimostreremo (i) prima per u ∈ C∞0 (Ω). Poi estenderemo la tesi alle funzioni
u ∈W 1,p0 (Ω) = C∞0 (Ω).
Primo passo. Sia dapprima p = 1; possiamo assumere Ω = RN . Allora C(1, N) = 1 e
la tesi diventa
‖u‖1∗ = ‖u‖ N
N−1
≤ ‖∇u‖1 .
Per il teorema fondamentale del calcolo integrale (u e` a supporto compatto in Ω) si
ha:
u(x) =
∫ xi
−∞
Diu(x1, . . . , xi−1, t, xi+1, . . . , xN ) dL 1(t)
e quindi
|u(x)| ≤
∫ +∞
−∞
|Diu(x1, . . . , xi−1, t, xi+1, . . . , xN )| dL 1(t) =
∫ +∞
−∞
|Diu(x)| dL 1(xi)
per ogni i = 1, . . . , N .
Pertanto
|u(x)| 1N−1 ≤
(∫ +∞
−∞
|Diu(x)| dL 1(xi)
) 1
N−1
∀ i = 1, . . . , N.
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Moltiplicando membro a membro risulta
|u(x)| NN−1 ≤
N∏
i=1
(∫ +∞
−∞
|Diu(x)| dL 1(xi)
) 1
N−1
;
posto
vi(x̂i) =
(∫ +∞
−∞
|Diu(x)| dL 1(xi)
) 1
N−1
,
e applicando il lemma di Gagliardo 7.3.2 si ha∫
RN
|u(x)| NN−1 dLN (x) ≤
∫
RN
N∏
i=1
vi(x̂i) dLN (x)
≤
N∏
i=1
‖vi‖N−1,RN−1
x̂i
=
N∏
i=1
(∫
RN
|Diu(x)| dLN (x)
) 1
N−1
,
dove per l’ultima uguaglianza basta osservare che
‖vi‖N−1,RN−1
x̂i
=

∫
RN−1
[(∫ +∞
−∞
|Diu(x)| dL 1(xi)
) 1
N−1
]N−1
dLN−1(x̂i)

1
N−1
=
{∫
RN−1
[∫ +∞
−∞
|Diu(x)| dL 1(xi)
]
dLN−1(x̂i)
} 1
N−1
=
{∫
RN
|Diu(x)| dLN (x)
} 1
N−1
.
Quindi ∫
RN
|u(x)| NN−1 dLN (x) ≤
N∏
i=1
(∫
RN
|Diu(x)| dLN (x)
) 1
N−1
≤
(∫
RN
|∇u(x)| dLN (x)
) N
N−1
,
(7.1)
cioe`
‖u‖ N
N−1
=
(∫
RN
|u(x)| NN−1 dLN (x)
)N−1
N
≤
∫
RN
|∇u(x)| dLN (x) = ‖∇u‖1 .
Osserviamo che la (7.1) e` vera anche per funzioni di classe C10 (Ω) o per funzioni
C1(Ω) q.o., a supporto compatto in Ω.
Secondo passo. Sia ora 1 < p < N e u ∈ C∞0 (Ω).
Considerata la funzione ausiliaria
v := |u|p
∗
1∗ −1 · u
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si ha
|∇v| = p
∗
1∗
|u| p
∗
1∗ −1 |∇u| q.o. in Ω
dove
p∗
1∗
=
p(N − 1)
N − p =: C(p,N)
e
p∗
1∗
− 1 = N(p− 1)
N − p .
Applicando (7.1) a v risulta(∫
RN
|u(x)|p∗ dLN (x)
)N−1
N
≤ C(p,N)
∫
RN
|u(x)|N(p−1)N−p |∇u(x)| dLN (x)
(applicando la disuguaglianza di Ho¨lder)
≤ C(p,N)
(∫
RN
|∇u(x)|p dLN (x)
) 1
p
(∫
RN
|u(x)|N(p−1)N−p ·p′ dLN (x)
) 1
p′
= C(p,N) ‖∇u‖p
(∫
RN
|u(x)|p∗ dLN (x)
) p−1
p
quindi (∫
RN
|u(x)|p∗ dLN (x)
)N−1
N
−p−1
p
≤ C(p,N) ‖∇u‖p ,
e poiche´
N − 1
N
− p− 1
p
=
1
p∗
risulta in definitiva
(∫
RN
|u(x)|p∗ dLN (x)
) 1
p∗
≤ C(p,N) ‖∇u‖p .
Terzo passo. Dimostriamo ora (i) inW 1,p0 (Ω) = C
∞
0 (Ω). Sia u ∈W 1,p0 (Ω), allora
∃ (un) ⊂ C∞0 (Ω) : ‖un − u‖1,p −−−−−→n→+∞ 0. (7.2)
Per quanto gia` dimostrato si ha
‖un‖p∗ ≤ C(p,N) ‖∇un‖p ∀n ∈ N (7.3)
(osserviamo che C(p,N) non dipende da n ∈ N). Da (7.3) e (7.2) segue che (un) e` di
Cauchy in Lp
∗
(Ω), pertanto
∃ v ∈ Lp∗(Ω) : ‖un − v‖p∗ −−−−−→n→+∞ 0.
Osserviamo che
0 ≤ ‖u− v‖p ≤ ‖un − u‖p + ‖un − v‖p ≤ ‖un − u‖p + |Ω|
1
N ‖un − v‖p∗ ,
da qui, passando al limite per n → +∞, si deduce che v = u q.o. in Ω. Allora
passando al limite per n→ +∞ nella (7.3) si ha in definitiva
‖v‖p∗ = ‖u‖p∗ ≤ C(p,N) ‖∇u‖p ,
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cioe` la tesi.
Dimostrazione di (ii).
Basta provare (ii) per le funzioni u ∈ C∞0 (Ω), perche´ poi si estende per densita` a
W 1,N0 (Ω).
Proviamo che
∃C > 0 : ‖u‖q ≤ C ‖u‖1,N ∀ q ∈ [N,+∞[ ∀u ∈ C∞0 (Ω) .
Da (7.1) si ha, per u ∈ C∞0 (Ω),
‖u‖ N
N−1
≤ ‖∇u‖1 . (7.4)
Considerata la funzione ausiliaria
v := |u|t (t > 1)
da (7.4) risulta
‖u‖t tN
N−1
=
(∫
RN
|u|t· NN−1 dLN (x)
)N−1
N
≤ t ·
∫
RN
|u|t−1|∇u| dLN (x) ≤ t ‖u‖t−1(t−1)p′ · ‖∇u‖p .
Segue che
‖u‖ tN
N−1
≤ t 1t ‖u‖
t−1
t
(t−1)p′ · ‖∇u‖
1
t
p ≤ e
1
e ‖u‖
t−1
t
(t−1)p′ · ‖∇u‖
1
t
p .
Possiamo supporre
‖u‖
t−1
t
(t−1)p′ > 0 e ‖∇u‖
1
t
p > 0
(diversamente la tesi e` banale).
Per la disuguaglianza di Young (osservato che
t− 1
t
+
1
t
= 1) si ha (ricordato che per
ipotesi p = N )
‖u‖
t−1
t
(t−1)p′ · ‖∇u‖
1
t
p ≤
t− 1
t
‖u‖(t−1) N
N−1
+
1
t
‖∇u‖N ,
quindi
‖u‖ tN
N−1
≤ e 1e
(
t− 1
t
‖u‖(t−1) N
N−1
+
1
t
‖∇u‖N
)
≤ e 1e
(
‖u‖(t−1) N
N−1
+ ‖∇u‖N
)
≤ C
(
‖u‖(t−1) N
N−1
+ ‖∇u‖N
)
,
con C = e
1
e . Poiche´ la disuguaglianza precedente vale per ogni t > 1, in particolare
essa e` vera per t = N (essendoN ≥ 2):
‖u‖ N2
N−1
≤ C (‖u‖N + ‖∇u‖N )
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e quindi (per densita`)
W 1,N0 (Ω) →֒ L
N2
N−1 (Ω).
Osservato che
N2
N − 1 > N , si ha anche (per interpolazione (Teorema 4.4.1))
W 1,N0 (Ω) →֒ Lq(Ω) ∀ q ∈
[
N,
N2
N − 1
]
;
iterando questo argomento con t = N + 1, t = N + 2, . . . , si ha la tesi.
Notiamo, infine, che per dimostrare (ii) e` sufficiente anche osservare che per p→ N
risulta p∗ =
Np
N − p → +∞. Osserviamo che la costante C(p,N) =
p(N − 1)
N − p → +∞
per p→ N .
Dimostrazione di (iii) (disuguaglianza di Morrey).
Ricordiamo che posto per u ∈ C0,α(Ω)
‖u‖α := ‖u‖C0(Ω) + [u]0,α
‖·‖α e` una norma in C0,α(Ω) e lo spazio(
C0,α(Ω), ‖·‖α
)
e` completo.
E` sufficiente provare che
∃C(p,N) > 0 : [u]0,α ≤ C(p,N) ‖∇u‖p ∀u ∈ W 1,p0 (Ω) (7.5)
e
‖u‖C0(Ω) ≤ C(p,N)(diamΩ)α ‖∇u‖p ∀u ∈ W 1,p0 (Ω). (7.6)
Proviamo prima la (7.5) e poi la (7.6) in C∞0 (Ω); queste si estendono poi per densita`
aW 1,p0 (Ω).
Per provare la (7.5) dimostriamo che
∃C(p,N) > 0 : ∀x, y ∈ Ω, x 6= y,
|u(x)− u(y)| ≤ C(p,N) · |x− y|α · ‖∇u‖p ∀u ∈ C∞0 (Ω).
Sia u ∈ C∞0 (Ω), x, y ∈ Ω, x 6= y. Poniamo δ := |x− y| > 0 e
S := Bδ(x) ∩Bδ(y) ∩ Ω.
Risulta
|u(x)− u(y)| ≤ |u(z)− u(x)|+ |u(y)− u(z)| ∀ z ∈ S.
Integrando su S rispetto a z si ha:
|S| · |u(x)− u(y)| ≤
∫
S
|u(z)− u(x)| dLN (z) +
∫
S
|u(y)− u(z)| dLN (z).
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Ma |Bδ| = ωNδN da cui |S| = C(N)δN e quindi
C(N)δN |u(x)− u(y)| ≤
∫
S
|u(z)− u(x)| dLN (z) +
∫
S
|u(y)− u(z)| dLN (z). (7.7)
Valutiamo il primo integrale; il secondo si maggiorera` allo stesso modo.
Osservato che
u(z)− u(x) =
∫ 1
0
d
dt
u (x+ t(z − x)) dL 1(t) =
∫ 1
0
(z − x) · ∇u(w) dL 1(t)
dovew = x+ t(z − x), si ha per ogni z ∈ S
|u(z)− u(x)| ≤
∫ 1
0
|z − x| · |∇u(w)| dL 1(t) ≤ δ
∫ 1
0
|∇u(w)| dL 1(t)
e integrando rispetto alla variabile z ∈ S∫
S
|u(z)− u(x)| dLN (z) ≤ δ
∫
S
dLN (z)
∫ 1
0
|∇u(w)| dL 1(t)
= δ
∫ 1
0
dL 1(t)
∫
S
|∇u(w)| dLN (z).
Ora (osservato che |z − x| < δ =⇒ |w − x| < tδ)∫
S
|∇u(w)| dLN (z) ≤
∫
Bδ(x)
|∇u(w)| dLN (z) = t−N
∫
Btδ(x)
|∇u(w)| dLN (w).
Usando la disuguaglianza di Ho¨lder il secondo membro si maggiora:
∫
Btδ(x)
1 · |∇u(w)| dLN (w) ≤ |Btδ(x)|1−
1
p
(∫
Btδ(x)
|∇u(w)|p dLN (w)
) 1
p
≤ ω1−
1
p
N (tδ)
N(1− 1p) · ‖∇u‖p .
Pertanto∫
S
|u(z)− u(x)| dLN (z) ≤ ω1−
1
p
N · δN+1−
N
p · ‖∇u‖p ·
∫ 1
0
t−
N
p dL 1(t)
(con p > N per ipotesi)
= ω
1− 1
p
N · δN+1−
N
p · ‖∇u‖p ·
1
1− N
p
= ω
1− 1
p
N · δN+α · ‖∇u‖p ·
1
α
.
Tornando a (7.7) si ha
C(N)δN |u(x)− u(y)| ≤ 2 · ω1−
1
p
N · δN+α ·
1
α
· ‖∇u‖p
da cui
|u(x)− u(y)| ≤ 2ω
1− 1
p
N
αC(N)
· δα · ‖∇u‖p = C(p,N) · |x− y|α · ‖∇u‖p
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e quindi (7.5).
Proviamo la (7.6).
Sia y ∈ Ω tale che u(y) = 0. Dalla (7.5) si ricava
|u(x)| ≤ C(p,N) · |x− y|α · ‖∇u‖p ≤ C(p,N) · (diamΩ)α · ‖∇u‖p
per ogni x ∈ Ω e quindi segue la (7.6).
7.4 Disuguaglianze di Poincare´
Teorema 7.4.1. (Disuguaglianza di Poincare´ inW1,p0 (Ω))
Sia Ω un aperto connesso e limitato di RN ; allora
∃C(Ω, p,N) = C(p,N) |Ω| 1N > 0 :
‖u‖p ≤ C(Ω, p,N) ‖∇u‖p ∀u ∈W 1,p0 (Ω), ∀ 1 ≤ p  +∞.
Osserviamo che l’ipotesi “Ω limitato” puo` essere indebolita richiedendo che Ω sia
limitato almeno in una direzione, ma non puo` essere eliminata.
Dimostrazione della disuguaglianza di Poincare´.
Sia u ∈ W 1,p0 (Ω) e 1 ≤ p <
N
N − 1 . Per il caso (i) delle disuguaglianze di Sobolev(
osservato che
N
N − 1 ≤ N poiche´N ≥ 2
)
si ha
‖u‖p∗ ≤ C(p,N) ‖∇u‖p .
Poiche´ p∗ > p si ha Lp
∗
(Ω) →֒ Lp(Ω) e quindi
‖u‖p ≤ |Ω|
1
p
− 1
p∗ · ‖u‖p∗ = |Ω|
1
N ‖u‖p∗ .
Pertanto
‖u‖p ≤ |Ω|
1
N · C(p,N) ‖∇u‖p = C(Ω, p,N) ‖∇u‖p
per ogni u ∈ W 1,p0 (Ω).
Sia ora p ≥ N
N − 1 ; definiamo r :=
Np
N + p
e osserviamo che 1 ≤ r < N(
r ≥ 1 ⇐⇒ p ≥ N
N − 1
)
.
Considerato r∗ =
Nr
N − r (l’esponente di Sobolev di r), risulta r
∗ = p e quindi,
ancora per il caso (i) delle disuguaglianze di Sobolev
‖u‖p = ‖u‖r∗ ≤ C(r,N) ‖∇u‖r ≤ C(Ω, p,N) ‖∇u‖r∗=p .
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Corollario 7.4.2. InW 1,p0 (Ω) le norme ‖u‖1,p e ‖∇u‖p sono topologicamente equiva-
lenti.
Infatti
‖∇u‖p ≤ ‖u‖1,p = ‖u‖p + ‖∇u‖p ≤ (C(Ω, p,N) + 1) ‖∇u‖p ∀u ∈ W 1,p0 (Ω).
Osservazione 7.4.3. La disuguaglianza di Poincare´ dimostrata inW 1,p0 (Ω) non vale
per le costanti non-identicamente nulle in Ω. Cio` preclude pertanto la possibilita`
che quella stessa disuguaglianza possa valere inW 1,p(Ω).
Tuttavia sussiste il seguente risultato
Teorema 7.4.4. (Disuguaglianza di Poincare´ inW1,p(Ω))
Sia Ω un aperto connesso e limitato diRN , di classe C1; allora
∃C(Ω, p,N) > 0 : ‖u− uΩ‖p ≤ C(Ω, p,N) ‖∇u‖p ∀u ∈W 1,p(Ω),
dove
uΩ =
1
|Ω|
∫
Ω
u(x) dLN (x) .
Osservazione 7.4.5. Nelle ipotesi della disuguaglianza di Poincare´ (inW 1,p(Ω)), se
1 ≤ p < N si ha la seguente disuguaglianza di Sobolev-Poincare´
‖u− uΩ‖p∗ ≤ c(Ω, p,N) ‖∇u‖p ∀u ∈W 1,p(Ω).
CAPITOLO 8
Principio di Dirichlet
8.1 Principio di Dirichlet
Riprendendo sostanzialmente un’idea di Gauss e di Green, Riemann osservo` che
l’esistenza in un aperto Ω del piano di una funzione armonica u che assume sulla
frontiera diΩ valori assegnati ϕ poteva essere ottenuta comeminimo dell’integrale
dell’energia
D(v) :=
∫
Ω
|∇v(x)|2 dLN (x) ,
in una classe di funzioni ammissibili con lo stesso dato su ∂Ω 23.
Riemann considerava questo risultato, noto come Principio di Dirichlet, un assio-
ma; ma Weierstrass, per primo, si rese conto che esso costituiva l’enunciato di un
teorema da precisare nelle ipotesi e per il quale dare una dimostrazione. Questo e`
stato possibile conseguire, dopo il 1900, con l’introduzione degli spazi di Sobolev.
Riportiamo tre obiezioni sollevate al Principio di Dirichlet.
8.2 Obiezione (generale) di Weierstrass (1869)
Weierstrass fu il primo a mostrare che non sempre un problema di minimo per
un funzionale del Calcolo delle Variazioni, con integrando non negativo, ha una
soluzione.
23In questo modo Riemann dava inizio ai cosiddetti “metodi diretti” nel Calcolo delle Variazioni, che
consistono nel provare l’esistenza del minimo di un funzionale integrale
F (v) =
∫
Ω
f (x, v(x),∇v(x)) dLN (x),
senza ricorrere all’equazione di Euler, ma deducendola direttamente dalle proprieta` del funzionale F .
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Il problema proposto da Weierstrass consiste nel cercare il minimo del funzionale
(in dimensioneN = 1)
F (v) =
∫ 1
−1
t2 |v′(t)|2 dL 1(t)
nella classe delle funzioni v ∈ C1 ([−1, 1]) che soddisfano le condizioni agli estremi
v(−1) = −1, v(1) = 1.
Osserviamo che su ognuna di queste funzioni ammissibili v si ha F (v) > 0, in quan-
to, in caso contrario, si avrebbe v′(t) = 0 in [−1, 1] e, di conseguenza, v sarebbe
costante in [−1, 1], in contrasto con le condizioni agli estremi. Dunque, se esistes-
se una soluzione v0 del problema, si avrebbe F (v0) > 0. Ma, se consideriamo le
funzioni ammissibili
vε(t) =
arctan
(
t
ε
)
arctan
(
1
ε
) (ε > 0)
per le quali
F (vε) =
∫ 1
−1
t2 |v′ε(t)|2 dL 1(t) =
ε
arctan2
(
1
ε
) (arctan(1
ε
)
− ε
1 + ε2
)
si ottiene F (vε) −−−−→
ε→0+
0. Ne segue che per ε > 0 sufficientemente piccolo vale la
disuguaglianza F (vε) < F (v0), che contraddice il fatto che v0 e` di minimo per F .
8.3 Obiezione di Courant
Una successione minimizzante non necessariamente converge e quindi, in genera-
le, non ci si puo` aspettare di trovare la soluzione di un problema di minimo via un
passaggio al limite, almeno in topologie forti.
Che l’integrale di Dirichlet non sia esente da questa difficolta` e` provatodal seguente
esempio.
Sia N = 2 e definiamo, in coordinate polari (r, ϑ), la seguente successione di fun-
zioni:
vn(r, ϑ) =

cn log rn r ≤ r2n
cn log
(
r
rn
)
r2n ≤ r ≤ rn ∀n ∈ N
0 rn ≤ r ≤ 1 ,
dove le cn sono costanti.
Si ha 24
D(vn) = 2 π c
2
n
∫ rn
r2n
1
r2
r dL 1(r)
= −2 π c2n log rn;
24Considerate le coordinate polari piane (r, ϑ) l’integrale di Dirichlet per v(r, ϑ) inB̺(0) e` dato da∫ ̺
0
(∫ 2π
0
(
v2r +
1
r2
v2ϑ
)
dL 1(ϑ)
)
r dL 1(r) .
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se scegliamo
cn = −n− 23 e rn = e−n
risulta
D(vn) = 2πn
− 13 −−−−−→
n→+∞
0 (= inf dell’integrale di Dirichlet)
cioe` (vn) e` una successione (con vn(1, ϑ) = 0) minimizzante perD(·), tuttavia
vn(e
−2n, ϑ) = n
1
3 −−−−−→
n→+∞
+∞ ,
e quindi la successione (vn) non converge nemmeno puntualmente.
Per poter applicare il metodo diretto bisogna allora allargare la classe delle fun-
zioni ammissibili dove era inizialmente ambientato il Principio “classico” di Di-
richlet (classe di funzioni continue!) in modo da guadagnare compattezza delle
successioni minimizzanti.
8.4 Obiezione (specifica) di Hadamard
Prima di illustrare l’obiezione specifica di Hadamard, premettiamo quanto segue.
SiaN = 2 e indichiamo con (r, ϑ) le coordinate polari piane.
Sia ϕ continua su ∂B1(0). Consideriamo la (non necessariamente convergente)
serie di Fourier per ϕ:
ϕ(ϑ) ∼ a0
2
+
+∞∑
ν=1
(aν cos νϑ+ bν sen νϑ) .
Si riconosce facilmente che la serie convergente (r < 1)
v(r, ϑ) =
a0
2
+
+∞∑
ν=1
rν (aν cos νϑ+ bν sen νϑ)
e` l’unica soluzione del problema25{
∆r,ϑv(r, ϑ) = 0 inB1(0)
v(1, ϑ) = ϕ(ϑ) 0 ≤ ϑ ≤ 2π ,
e per l’integrale di Dirichlet inB1(0) per v(r, ϑ) si ha∫ 1
0
(∫ 2π
0
(
v2r +
1
r2
v2ϑ
)
dL 1(ϑ)
)
r dL 1(r) = π
+∞∑
ν=1
ν
(
a2ν + b
2
ν
)
(8.1)
25L’operatore di Laplace in coordinate polari piane (r, ϑ) per v(r, ϑ) e` dato da
∆r,ϑv(r, ϑ) = vrr +
1
r
vr +
1
r2
vϑϑ .
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e pertanto l’integrale di Dirichlet in B1(0) per la funzione armonica v(r, ϑ) e` finito
se, e solo se, questa serie converge.
La obiezione (specifica) di Hadamard consiste nel fatto che:
esistono funzioni continue ϕ(ϑ) per le quali la serie (8.1) diverge, anche se il relativo
problema di Dirichlet per l’equazione di Laplace puo` essere risolto.
Quindi la soluzione del problema di Dirichlet non puo` essere determinata dal Principio
di Dirichlet per tutti i dati ϕ continui sulla frontiera.
Per esempio 26, se consideriamo la funzione continua di ϑ ∈ [0, 2π] (definita dallo
sviluppo di Fourier totalmente convergente)
ϕ(ϑ) =
+∞∑
µ=1
cos(µ4ϑ)
µ2
si ha che la funzione di r e ϑ
v(r, ϑ) =
+∞∑
µ=1
rµ
4 cos(µ4ϑ)
µ2
e` armonica regolare inB1(0) e ha traccia ϕ(ϑ) su ∂B1(0).
Tuttavia per (8.1)
in questo caso aν =

1
µ2
se ν = µ4
0 se ν 6= µ4
e bν ≡ 0

D(v) = +∞.
Per evitare quest’ultima difficolta` e per dare quindi una corretta formulazione del
Principio di Dirichlet faremo la seguente ipotesi:
∃ almeno una funzione v “ammissibile” con D(v) < +∞.
26Altro esempio: se
ϕ(ϑ) =
+∞∑
µ=1
sen(µ!ϑ)
µ2
,
si ha
v(r, ϑ) =
+∞∑
µ=1
rµ!
sen(µ!ϑ)
µ2
e per (8.1)

in questo caso bν =


1
µ2
se ν = µ!
0 se ν 6= µ!
e aν ≡ 0


D(v) = π
+∞∑
µ=1
µ!
µ4
= +∞.
Osserviamo che per costruire esempi basta trovare successioni (aν) e (bν ) tali che
+∞∑
ν=1
(|aν |+ |bν |)
converge, mentre π
+∞∑
ν=1
ν
(
a2ν + b
2
ν
)
diverge positivamente.
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E` comunque importante osservare che mentre nella teoria del potenziale questa
ipotesi non e` necessaria, essa e` invece essenziale (e va interpretata come una ri-
chiesta di “energia finita”) per un significativo problema variazionale.
Alla luce di queste obiezioni vedremo che l’ambiente naturale per il Principio di
Dirichlet e` lo spazio di SobolevW 1,2(Ω).
8.5 Principio di Dirichlet inW1,2(Ω): esistenza e rego-
larita` interna
Teorema 8.5.1. Sia Ω aperto connesso limitato di RN (N ≥ 2), ϕ ∈W 1,2(Ω) e sia
Aϕ =
{
v ∈ W 1,2(Ω); v − ϕ ∈ W 1,20 (Ω)
}
(
convesso, chiuso, non vuoto diW 1,2(Ω)
)
.
Allora
(i) ∃ |u0 ∈ Aϕ : D(u0) = min
v∈Aϕ
D(v);
(ii) u0 e` (equivalente ad una funzione) armonica in Ω
27;
(iii) u0 e` analitica reale.
Dimostrazione.
(i) Esistenza.
Per l’esistenza diamo qui una dimostrazione che sfrutta essenzialmente il fat-
to che l’integrale di DirichletD(·) e` quadratico nel gradiente.
Risulta
Aϕ 6= ∅ e 0 ≤ D(v) ∀ v ∈ Aϕ ,
quindiD(·) e` limitato inferiormente e posto
d := inf
v∈Aϕ
D(v) ,
poiche´D(ϕ) < +∞, si ha
0 ≤ d < +∞ .
27Quindi u0 ∈ Aϕ e` soluzione del problema{
∆u = 0 in Ω
u− ϕ ∈W 1,20 (Ω) .
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Sia (vn) ⊂ Aϕ una successione minimizzante per D(·), cioe` sia vn ∈ W 1,2(Ω),
vn − ϕ ∈W 1,20 (Ω) ∀n ∈ N e
D(vn) −−−−−→
n→+∞
d .
Proviamo che (vn) e` di Cauchy inW
1,2(Ω).
Per ogni j, k ∈ N si ha
D(vj − vk) +D(vj + vk) = 2D(vj) + 2D(vk)
da cui
D(vj−vk) = 2D(vj)+2D(vk)−D(vj+vk) = 2D(vj)+2D(vk)−4D
(
vj + vk
2
)
.
Osservato che
vj + vk
2
∈ Aϕ
risulta
0 ≤ D(vj − vk) ≤ 2D(vj) + 2D(vk)− 4d
e quindi
∃ lim
j,k→+∞
D(vj − vk) = 0 .
Osserviamo che vj − ϕ ∈W 1,20 (Ω) , vk − ϕ ∈W 1,20 (Ω) e quindi
vj − vk ∈ W 1,20 (Ω). Poiche´ Ω e` limitato, dalla disuguaglianza di Poincare´ in
W 1,20 (Ω) (Corollario 7.4.2), si ha che esiste
lim
j,k→+∞
‖vj − vk‖1,2 = 0.
Quindi (vn) e` di Cauchy inW
1,2(Ω).
Allora
∃u0 ∈ W 1,2(Ω) : lim
n→+∞
‖vn − u0‖1,2 = 0 ,
inoltre si ha u0 − ϕ ∈W 1,20 (Ω), quindi u0 ∈ Aϕ, ed evidentemente si ha
d = lim
n→+∞
D(vn) = D(u0).
Risulta cosı` provata l’esistenza.
Unicita` della soluzione variazionale u0.
Se anche v0 ∈ Aϕ e` tale che
d = min
v∈Aϕ
D(v) = D(v0),
si ha
0 ≤ D(u0 − v0) = 2D(u0) + 2D(v0)− 4D
(
u0 + v0
2
)
≤ 2d+ 2d− 4d = 0,
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e quindi
D(u0 − v0) = 0.
Ma u0, v0 ∈ Aϕ per cui u0 − v0 ∈ W 1,20 (Ω) e quindi, per la disuguaglianza di
Poincare´ (Teorema 7.4.1),
‖u0 − v0‖2 = 0
cioe` v0 e` nella stessa classe di equivalenza di u0.
(ii) Consideriamo
u0 + tζ con t ∈ R e ζ ∈ C∞0 (Ω).
Poiche´ (u0 + tζ)− ϕ = (u0 − ϕ) + tζ ∈W 1,20 (Ω) si ha che
u0 + tζ ∈ Aϕ.
Per il teorema di Fermat dev’essere[
d
dt
D(u0 + tζ)
]
t=0
= 0
e quindi, essendo
D(u0 + tζ) = D(u0) + t
2D(ζ) + 2t
∫
Ω
N∑
i=1
(u0)xi(x) · ζxi(x) dLN (x)
e
d
dt
D(u0 + tζ) = 2tD(ζ) + 2
∫
Ω
N∑
i=1
(u0)xi(x) · ζxi(x) dLN (x) ,
si ha [
d
dt
D(u0 + tζ)
]
t=0
= 2
∫
Ω
N∑
i=1
(u0)xi(x) · ζxi(x) dLN (x) = 0
ovvero ∫
Ω
N∑
i=1
(u0)xi(x) · ζxi(x) dLN (x) = 0 ∀ ζ ∈ C∞0 (Ω) ,
e quindi ∫
Ω
u0(x)∆ζ(x) dLN (x) = 0 ∀ ζ ∈ C∞0 (Ω)
(Equazione di Euler in forma debole (1744)).
Sussiste il seguente lemma.
Lemma 8.5.2. (Lemma di Caccioppoli (1937) - Weyl (1940))
Sia u ∈ L1(Ω) tale che∫
Ω
u(x)∆ζ(x) dLN (x) = 0 ∀ ζ ∈ C∞0 (Ω) (8.2)
Allora u e` armonica in Ω e quindi u ∈ C∞(Ω).
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Dimostrazione. Consideriamo le regolarizzate di u conmollificatore ρ radiale:
un(x) =
nN
‖ρ‖1
∫
Ω
ρ (n |x− y|) u(y) dLN (y) .
Fissato ζ ∈ C∞0 (Ω), scegliamo n sufficientemente grande da verificare
dist (supp ζ, ∂Ω) >
1
n
.
Risulta∫
Ω
un(x)∆ζ(x) dLN (x) =
∫
Ω
[
nN
‖ρ‖1
∫
Ω
ρ (n |x− y|) u(y) dLN (y)
]
∆ζ(x) dLN (x)
(per il teorema di Fubini)
=
∫
Ω
u(y)
[
nN
‖ρ‖1
∫
Ω
ρ (n |x− y|) ∆ζ(x) dLN (x)
]
dLN (y)(
poiche´ (∆ζ)n = ∆ζn , essendo
ζn(y) =
nN
‖ρ‖1
∫
Ω
ρ (n |x− y|) ζ(x) dLN (x)
)
=
∫
Ω
u(y)∆ζn(y) dLN (y) .
Applicando l’ipotesi (8.2) a ζn ∈ C∞0 (Ω) (per la scelta fatta su n):∫
Ω
un(x)∆ζ(x) dLN (x) = 0 . (8.3)
Per il Teorema 5.1.10 un ∈ C∞(Ωn) e pertanto da (8.3) per il Corollario 5.4.3
∆un = 0 in Ωn
doveΩn :=
{
x ∈ Ω ; d(x, ∂Ω) > 1
n
}
.
Inoltre∫
Ωn
|un(y)| dLN (y) ≤
∫
Ωn
[
nN
‖ρ‖1
∫
Ω
ρ (n |x− y|) |u(x)| dLN (x)
]
dLN (y)
≤
∫
Ω
|u(x)| dLN (x) < +∞
per il teorema di Fubini, usando il fatto che
nN
‖ρ‖1
∫
Ω
ρ (n |x− y|) dLN (y) = 1 .
e ricordando l’ipotesi u ∈ L1(Ω).
Qundi (un) e` uniformemente limitata in L
1.
In quanto armoniche le un soddisfano la proprieta` di uguaglianza del valor medio.
Inoltre, poiche´ (un) e` limitata in L
1, da
un(x
0) =
1
ωN RN
∫
BR(x0)
un(x) dLN (x)
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segue che un(x
0) e` limitata per R fissato tale che BR(x
0) ⊂ Ωn. Pertanto le un sono
uniformemente limitate in Ωn0 per n ≥ 2n0. Inoltre, dalla proprieta` di uguaglianza
del valor medio segue direttamente che, se BR(x
′), BR(x′′) ⊂ Ωn0 , si ha
|un(x′)− un(x′′)| ≤ c(R)
∫
{BR(x′)\BR(x′′)}∪{BR(x′′)\BR(x′)}
|un(x)| dLN (x)
≤ c′(R) |x′ − x′′| .
Quindi (∇un) e` uniformemente limitata in Ωn0 e, analogamente, tutte le derivate
di ogni ordine delle un, in quanto armoniche, sono uniformemente limitate in Ωn0
(basta ripetere lo stesso procedimento usato per le un). Pertanto, per n → +∞,
un’estratta di (un) converge uniformemente, con le sue derivate, ad una funzione
v ∈ C∞(Ω). E, in quanto limite uniforme di funzioni armoniche per il Teorema 2.9.1
anche v e` armonica. Ma un converge a u in L
1(Ω), percio` u = v q.o., cioe` u e` C∞(Ω)
ed e` armonica in Ω.
Osservazione. Nella dimostrazione abbiamo usato il fatto che ∆ commuta con le
regolarizzanti, in altri termini che l’operatore di Laplace e` invariante per rotazio-
ni (e` questa la ragione per cui scegliamo ρ radiale). Proprio per questo, pero`, la
dimostrazione precedente non puo` essere estesa ad altri problemi variazionali.
(iii) Per il lemma di Caccioppoli-Weyl la soluzione debole u0 ∈ Aϕ del Principio di
Dirichlet e` armonica in Ω ⊂ RN .
Proviamo ora un risultato di maggiore regolarita` interna: tale u0 e` di classe
Cω(Ω), cioe` e` analitica reale.
Per questo premettiamo il seguente risultato che estende alle derivate Dα il
Teorema 2.12.1.
Lemma 8.5.3. Sia u ∈ C2(Ω) armonica e limitata in Ω. Allora
∀x0 ∈ Ω , ∀BR(x0) ⊂ Ω e ∀αmulti-indice di lunghezza |α| :
∣∣Dαu(x0)∣∣ ≤ (Ne
R
)|α| |α|!
e
M , (8.4)
doveM = sup
Ω
|u|.
Dimostrazione. Proviamo il teorema per induzione su |α|. Per |α| = 1 e` dimostrato
nel Teorema 2.12.1. Sia (8.4) vera per ogni multi-indice di lunghezza |α|, proviamo
che essa continua a valere per tutti i multi-indice β di lunghezza |β| = |α| + 1. Per
tale β si ha che
Dβu =
∂
∂xi
Dαu per un certo 1 ≤ i ≤ N .
Poiche´ Dβu e` armonica in Ω (in quanto derivata di una funzione armonica), fis-
sato τ ∈ (0, 1), Dβu e` armonica nella palla BτR(x0); quindi, per la proprieta` di
uguaglianza del valor medio e il teorema della divergenza, si ha
Dβu(x0) =
1
ωNτNRN
∫
∂BτR(x0)
Dαu(ξ)
(ξ − x0)i
|ξ − x0| dH
N−1(ξ) .
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Per (8.4) applicata alla palla aperta di centro ξ ∈ ∂BτR(x0) e raggio (1− τ)R
|Dαu(ξ)| ≤
(
Ne
(1− τ)R
)|α| |α|!
e
M .
Quindi ∣∣Dβu(x0)∣∣ ≤ (Ne
R
)|α|+1
1
(1− τ)|α|τ
|α|!
e2
M .
Scelto
τ =
1
|α|+ 1 =
1
|β|
si ha
(1− τ)−|α| =
(
1− 1|β|
)−|β|+1
≤
(
1− 1|β|
)−|β|
≤ e
e quindi la tesi.
Teorema 8.5.4. Sia u armonica e limitata in Ω. Allora u e` analitica in Ω.
Dimostrazione. Fissato x0 ∈ Ω, consideriamo R > 0 t.c.(
N e2N+1 + 1
)
R < min
{
d
(
x0, ∂Ω
)
; 1
}
.
Lo sviluppo di Taylor di u di centro x0 inBR(x
0) e`
∀n ∈ N e ∀x ∈ BR(x0)
u(x) =
∑
|α|≤n
Dαu(x0)
α!
(
x− x0)α + ∑
|β|=n+1
Dβu(y)
β!
(
y − x0)β , (8.5)
dove
(
x− x0)α = N∏
i=1
(
xi − x0i
)αi
, α! =
N∏
i=1
αi! e y ∈ BR(x0) .
Applicando (8.4) alla palla di centro y e raggio Ne2N+1R e la diseguaglianza28
|β|! ≤ eN |β| β! ,
28Sia β unmulti-indiceN-dimensionale di lunghezza |β|. Vale
|β|! ≤ eN|β| β! .
Dimostrazione. Siano xi ∈ R, per i = 1, 2, . . . , N e sia k ∈ N. Se β denota un multi-indice
N-dimensionale di lunghezza k, dalla versione di Leibniz delle formula di Newton, si ha(
N∑
i=1
xi
)k
=
∑
|β|=k
k!
β!
N∏
i=1
xβii .
Considerando xi = 1 per ogni i = 1, 2, . . . , N , si ottiene
N |β| =
∑
|β|=k
|β|!
β!
=⇒ |β|!
β!
≤
∑
|β|=k
|β|!
β!
= N |β| =⇒ |β|! ≤ N |β| β! ≤ eN|β| β! .
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si ha∣∣Dβu(y)∣∣
β!
∣∣∣(y − x0)β∣∣∣ ≤ eN |β|( Ne
Ne2N+1R
)|β|
R|β| sup
Ω
|u| = e−N |β| sup
Ω
|u| .
Poiche´ sup
Ω
|u| = M , si ha
∣∣∣∣∣∣
∑
|β|=n+1
Dβu(y)
β!
(
x− x0)β
∣∣∣∣∣∣ ≤M
∑
|β|=n+1
e−N |β| ≤M |β|Ne−N |β| .
Per |β| → +∞ segue la tesi.
In virtu` di questo risultato la soluzione debole u0 ∈ Aϕ del Principio di Di-
richlet e` analitica in Ω (regolarita` interna). Resta cosı` completamente dimo-
strato il Principio di Dirichlet inW 1,2(Ω), Teorema 8.5.1.
Osservazione 8.5.5. Per quanto concerne la condizione al contorno, questa e` stata
acquisita nella forma implicita: u0 − ϕ ∈W 1,20 (Ω).
Si puo` tuttavia dimostrare che sotto opportune ipotesi di regolarita` per Ω e ϕ si ha
u0 ∈ C0(Ω) e u0 = ϕ su ∂Ω (regolarita` fino alla frontiera) (cfr. [1]).

CAPITOLO 9
Metodo variazionale per operatori in forma di
divergenza: teoria L2
9.1 Ilmetodo variazionale per operatori in formadi di-
vergenza: una introduzione
Il metodo variazionale puo` essere sintetizzato nel modo seguente:
(i) si definisce una soluzione debole attraverso l’introduzione di forme quadratiche;
(ii) se ne dimostra esistenza e unicita` tramite il teorema di Riesz-Fre´chet 6.3.1, il
lemma di Lax-Milgram 6.4.3 e il Teorema di Stampacchia 6.4.2;
(iii) si regolarizza la soluzione debole ottenuta (tramite risultati di regolarita` supe-
riore si perviene ad una soluzione classica del problema).
9.2 ProblemadiDirichlet omogeneoper l’equazionedi
Poisson
Illustriamo ora il metodo variazionale prendendo in considerazione come “model-
lo” il problema di Dirichlet per l’equazione di Poisson con dato omogeneo{
−∆u = f in Ω
u = 0 su ∂Ω ,
(P )
con f ∈ L2(Ω) e Ω aperto connesso limitato diRN .
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Definizione 9.2.1. Si definisce soluzione debole del problema (P ) una funzione
u ∈ W 1,20 (Ω) tale che∫
Ω
∇u(x)·∇v(x) dLN (x) =
∫
Ω
f(x)·v(x) dLN (x) ∀ v ∈ C∞0 (Ω)
(
oppure ∀ v ∈W 1,20 (Ω)
)
.
Esistenza (unicita` e dipendenza continua) della soluzione debole.
Applicando il teorema di Riesz-Fre´chet 6.3.1, con
H = W 1,20 (Ω)
e
φ : W 1,20 (Ω)→ R tale che v ∈W 1,20 (Ω) 7→ φ(v) =
∫
Ω
f(x) · v(x) dLN (x) < +∞
(
φ e` ovviamente lineare, e continuo in quanto
|φ(v)| ≤ ‖f‖2 · ‖v‖2 ∀ v ∈ W 1,20 (Ω)
)
si ha che
∃|uf ∈ W 1,20 (Ω) : φ(v) =
∫
Ω
f(x) · v(x) dLN (x) = (uf |v)1,2
=
∫
Ω
∇uf (x) · ∇v(x) dLN (x) ∀ v ∈ W 1,20 (Ω) .
Inoltre si ha
‖uf‖1,2 = sup
v∈W 1,20 (Ω)
v 6=0
|φ(v)|
‖v‖1,2
≤ ‖f‖2 ,
cioe` la soluzione debole uf del problema (P ) dipende con continuita` dal dato f .
Per il lemma di Lax-Milgram 6.4.3, uf ∈ W 1,20 (Ω) e` caratterizzata dalla proprieta`
1
2
(∇uf |∇uf)2 − φ(uf ) = min
v∈W 1,20 (Ω)
{
1
2
(∇v|∇v)2 − φ(v)
}
,
cioe`
1
2
∫
Ω
|∇uf |2 dLN −
∫
Ω
f uf dLN = min
v∈W 1,20 (Ω)
{
1
2
∫
Ω
|∇v|2 dLN −
∫
Ω
f v dLN
}
.
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Osservazione 9.2.2. La soluzione del problema dell’esistenza in spazi di Sobolev
apre un’altra questione. Le funzioni di questi spazi infatti sono derivabili in senso
debole, e in generale non sono nemmeno continue. Una volta ottenutauna soluzio-
ne debole, sorge allora il problema di dimostrare che si tratta di una funzione suf-
ficientemente regolare; in breve, rimane da affrontare il problema della regolarita`
delle soluzioni deboli.
Regolarita` della soluzione debole.
Se Ω e` di classe C2, f ∈ L2(Ω) allora uf ∈ W 1,20 (Ω) ∩W 2,2(Ω). Piu` in generale, se Ω
e` di classe C2+k, f ∈ W k,2(Ω) allora uf ∈ W 1,20 (Ω) ∩W 2+k,2(Ω) 29 (informalmente
possiamo dire che uf ha due derivate in piu` in L
2(Ω) rispetto al numero di derivate
che la densita` f ha in L2(Ω)).
In particolare (per il teoremadi immersione diMorrey) se k >
N
2
, allora uf ∈ C2(Ω);
in questa ipotesi si riconosce facilmente che uf e` soluzione classica (forte) di (P ),
tenendo anche presente che, essendo uf ∈ W 1,20 (Ω) ∩C0(Ω), risulta uf = 0 su ∂Ω.
9.3 Operatori in forma di divergenza
Sia, piu` in generale,
Au =
N∑
i,j=1
∂j (aij ∂iu) +
N∑
i=1
bi ∂iu + c u
con aij ∈ C1(Ω), bi, c ∈ C0(Ω), e consideriamo il problema di Dirichlet associato{
−Au = f in Ω
u = 0 su ∂Ω ,
(P0)
con f ∈ L2(Ω) e Ω aperto connesso limitato diRN .
Definizione 9.3.1. A si dice uniformemente ellittico in Ω se e solo se
∃ ν0 > 0 :
N∑
i,j=1
aij(x) ξi ξj ≥ ν0 |ξ|2 ∀ ξ ∈ RN , ∀x ∈ Ω .
Definizione 9.3.2. Si definisce soluzione debole del problema di Dirichlet (P0) una
funzione u ∈W 1,20 (Ω) tale che∫
Ω
 N∑
i,j=1
aij ∂iu ∂jv −
N∑
i=1
bi ∂iu v − c u v
 dLN =
∫
Ω
f v dLN ∀ v ∈ C10 (Ω)
(
oppure, equivalentemente per densita`, ∀ v ∈ W 1,20 (Ω)
)
.
29Wm,p(Ω) (m ∈ N, m ≥ 1) indica lo spazio delle funzioni di Lp(Ω) aventi derivate deboli, fino
all’ordinem incluso, in Lp(Ω).
SiaΩ un aperto connesso e limitato di RN , di classeC1; se kp > N si ha W j+k,p(Ω) →֒ Cj(Ω).
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Introduciamo sullo spazio di HilbertW 1,20 (Ω) il funzionale bilineare
a(u, v) =
∫
Ω
 N∑
i,j=1
aij ∂iu ∂jv −
N∑
i=1
bi ∂iu v − c u v
 dLN .
Allora u e` soluzione debole del problema (P0) se e solo se
∀ v ∈W 1,20 (Ω) : a(u, v) = (f |v)2
Lemma 9.3.3.
(i) Posto λ0 =
k2
2 ν0
+ sup
x∈Ω
c(x) +
ν0
2
, dove k = sup
x∈Ω
(
N∑
i=1
|bi(x)|2
) 1
2
,
risulta
a(u, u) ≥ ν0
2
‖u‖21,2 − λ0 ‖u‖22 ∀u ∈W 1,20 (Ω)(
a(·, ·) e` debolmente coercitiva in L2(Ω));
(ii) esiste α > 0 tale che
|a(u, v)| ≤ α ‖u‖1,2 ‖v‖1,2 ∀u, v ∈ W 1,20 (Ω) .
Dimostrazione. Proviamo (i). Per la disuguaglianza di Cauchy-Schwarz∣∣∣∣∣
N∑
i=1
bi(x) ∂iu(x)
∣∣∣∣∣ ≤
(
N∑
i=1
|bi(x)|2
)1/2 ( N∑
i=1
|∂iu(x)|2
)1/2
=
(
N∑
i=1
|bi(x)|2
)1/2
|∇u(x)|
e quindi, posto k = sup
x∈Ω
(
N∑
i=1
|bi(x)|2
) 1
2
, risulta
∣∣∣∣∣
∫
Ω
N∑
i=1
bi(x) ∂iu(x)u(x) dLN (x)
∣∣∣∣∣ ≤
∫
Ω
k |∇u(x)| |u(x)| dLN (x)
=
∫
Ω
k
√
ε |∇u(x)| |u(x)|√
ε
dLN (x)
≤ k
2 ε
2
∫
Ω
|∇u(x)|2 dLN (x) + 1
2 ε
∫
Ω
|u(x)|2 dLN (x)
(
avendo usato la disuguaglianza a b ≤ 12 (a2 + b2)
)
.
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Prendendo ǫ =
ν0
k2
, si ha
∣∣∣∣∣
∫
Ω
N∑
i=1
bi(x) ∂iu(x)u(x) dLN (x)
∣∣∣∣∣ ≤ ν02
∫
Ω
|∇u(x)|2 dLN (x)+ k
2
2 ν0
∫
Ω
|u(x)|2 dLN (x) .
Pertanto, per ogni u ∈W 1,20 (Ω), vale
a(u, u) ≥ ν0
∫
Ω
|∇u(x)|2 dLN (x)− ν0
2
∫
Ω
|∇u(x)|2 dLN (x)
− k
2
2 ν0
∫
Ω
|u(x)|2 dLN (x)− sup
x∈Ω
c(x) ·
∫
Ω
|u(x)|2 dLN (x) .
Ponendo λ0 =
k2
2 ν0
+ sup
x∈Ω
c(x) +
ν0
2
, si ha
a(u, u) ≥ ν0
2
‖u‖21,2 − λ0 ‖u‖22 ,
il che dimostra che a(·, ·) e` debolmente coercitiva.
Proviamo (ii). Per la disuguaglianza di Cauchy-Schwarz
∣∣∣∣∣
N∑
i=1
aij(x) ξi
∣∣∣∣∣ ≤
(
N∑
i=1
|aij(x)|2
) 1
2
(
N∑
i=1
|ξi|2
) 1
2
=
(
N∑
i=1
|aij(x)|2
) 1
2
|ξ|
e quindi∣∣∣∣∣∣
N∑
i,j=1
aij(x) ξi ξj
∣∣∣∣∣∣ ≤
N∑
j=1
(
N∑
i=1
|aij(x)|2
) 1
2
|ξ| |ξj | ≤
 N∑
i,j=1
|aij(x)|2

1
2
|ξ|2 .
Posto L = sup
x∈Ω
 N∑
i,j=1
|aij(x)|2

1
2
si ha
∣∣∣∣∣∣
N∑
i,j=1
aij(x) ξi ξj
∣∣∣∣∣∣ ≤ L |ξ|2 ∀ ξ ∈ RN , ∀x ∈ Ω .
Usando la precedente disuguaglianza e la disuguaglianza di Ho¨lder 4.2.3 si prova
che a(·, ·) e` anche continua. Infatti, se u, v ∈W 1,20 (Ω)
|a(u, v)| ≤ L ‖∇u‖2 ‖∇v‖2+ k ‖∇u‖2 ‖v‖2+ ‖c‖∞ ‖u‖2 ‖v‖2 ≤ α ‖u‖1,2 ‖v‖1,2 .
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Teorema 9.3.4. Per ogni λ ∈ R con λ ≥ λ0 e per ogni f ∈ L2(Ω)
∃|u = uf ∈ W 1,20 (Ω) : λ (u|v)2 + a(u, v) = (f |v)2 ∀ v ∈W 1,20 (Ω)(
cioe` u e` soluzione debole del problema
λu−Au = f in Ωu = 0 su ∂Ω) .
Inoltre, se λ > λ0 si ha
‖u‖2 ≤
1
λ− λ0 ‖f‖2 , ‖∇u‖2 ≤
√
2
ν0 (λ − λ0) ‖f‖2 .
Dimostrazione. Siano λ ∈ R con λ ≥ λ0 e f ∈ L2(Ω).
Consideriamo suW 1,20 (Ω) il funzionale bilineare
a˜(u, v) = a(u, v) + λ (u|v)2 .
Siccome a(·, ·) e` continua, anche a˜(·, ·) lo e`. Inoltre
a˜(u, u) = a(u, u) + λ (u|u)2 = a(u, u) + λ ‖u‖22
≥ ν0
2
‖u‖21,2 + (λ− λ0) ‖u‖22 ≥
ν0
2
‖u‖21,2 ,
(9.1)
cioe` a˜(·, ·) e` coercitiva suW 1,20 (Ω).
Per il lemma di Lax-Milgram 6.4.3 esiste un’unica uf ∈W 1,20 (Ω) tale che
λ (u|v)2 + a(u, v) =
∫
Ω
f v dLN ∀ v ∈W 1,20 (Ω) .
Prendendo v = u nell’uguaglianza precedente e usando (9.1) risulta
‖f‖2 ‖u‖2 ≥
∫
Ω
f u dLN = λ ‖u‖22 + a(u, u) ≥
ν0
2
‖u‖21,2 + (λ− λ0) ‖u‖22
da cui segue
(λ− λ0) ‖u‖22 ≤ ‖f‖2 ‖u‖2 ,
ν0
2
‖u‖21,2 ≤ ‖f‖2 ‖u‖2 .
Quindi, per λ > λ0, si ha
‖u‖2 ≤
‖f‖2
λ− λ0
e dunque
ν0
2
‖∇u‖22 ≤
ν0
2
‖u‖21,2 ≤ ‖f‖2 ‖u‖2 ≤
‖f‖22
λ− λ0 .
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Osservazione 9.3.5. Per il problema{
λu −Au = f in Ω
u = 0 su ∂Ω .
(Pλ)
abbiamo provato (vedi teorema 9.3.4) che se λ ≥ λ0 ed f ∈ L2(Ω), allora esiste
un’unica soluzione di (Pλ) inW
1,2
0 (Ω).
Si puo` dimostrare, con un confronto con i risultati che si provano per lo stesso
problema negli spazi di Ho¨lder, che il problema (Pλ) e` risolubile per ogni λ ≥ 0.
9.4 Problema di Dirichlet non-omogeneo per l’equa-
zione di Poisson
Teorema 9.4.1. Siano Ω ⊂ RN aperto connesso e limitato, f ∈ L2(Ω), ϕ ∈ W 1,2(Ω);
il problema con dato di Dirichlet non-omogeneo{
−∆u = f in Ω
u = ϕ su ∂Ω .
(Pϕ)
ha un’unica soluzione (debole) u in Aϕ =
{
v ∈ W 1,2(Ω) ; v − ϕ ∈W 1,20 (Ω)
}
; tale
soluzione e` caratterizzata da
u ∈ Aϕ
uminimizza inAϕ il funzionale
1
2
∫
Ω
|∇v|2 dLN −
∫
Ω
f v dLN .
Dimostrazione. Osserviamo cheAϕ e` un convesso chiuso non vuoto diW 1,2(Ω).
Osserviamo anche che sono equivalenti:
(a) u ∈ Aϕ e` soluzione debole di (Pϕ), cioe`∫
Ω
∇u · ∇ζ dLN =
∫
Ω
f ζ dLN ∀ ζ ∈ W 1,20 (Ω) ,
(b) u ∈ Aϕ e ∫
Ω
∇u · (∇v −∇u) dLN ≥
∫
Ω
f (v − u) dLN ∀ v ∈ Aϕ .
Infatti:
(a)⇒(b): Poiche´ da v ∈ Aϕ e u ∈ Aϕ risulta v − u ∈ W 1,20 (Ω), dall’ipotesi segue∫
Ω
∇u · (∇v −∇u) dLN =
∫
Ω
f (v − u) dLN ∀ v ∈ Aϕ.
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(b)⇒(a): Se u ∈ Aϕ verifica la disuguaglianza, scegliamo v = u ± ζ con (arbitrario)
ζ ∈W 1,20 (Ω): sicche´ risulta v ∈ Aϕ e si ha la tesi.
A questo punto basta applicare il teorema di Stampacchia 6.4.2 con
φ(v) =
∫
Ω
f v dLN e a(u, v) =
∫
Ω
∇u∇v dLN .
Osservazione 9.4.2. Lo studio della regolarita` e il ritorno ad una soluzione classica
si effettua come indicato nell’Osservazione 9.2.2
CAPITOLO 10
La trasformata di Fourier
10.1 La trasformata di Fourier in L1(RN)
Daremo ora una introduzione alla teoria della trasformata di Fourier, enunciando
le sue principali proprieta`. Tale trasformata, introdotta dal matematico francese
Joseph Fourier (1768-1830), ha consentito di risolvere numerose equazioni diffe-
renziali della fisica matematica ed e` utilizzata nella teoria dei segnali continui. La
sua versione discreta, cioe` per successioni invece che per funzioni, e` stata partico-
larmente utilizzata dopo l’introduzione, negli anni ’60, della Trasformata di Fourier
Rapida (FFT).
Definizione 10.1.1. Sia u ∈ L1(RNx ) (u funzione reale o complessa); la sua trasfor-
mata di Fourier û : RNξ → C e` la funzione limitata su RNξ definita da
û(ξ) :=
∫
RNx
e−2πix·ξ u(x) dLN (x) ;
chiaramente û(ξ) e` ben definita per ogni ξ e per la disuguaglianza di Ho¨lder si ha
‖û‖∞ ≤ ‖u‖1.
Il moltiplicatore e−2πix·ξ si chiama carattere.
Osservazione 10.1.2. La trasformata di Fourier
̂ : L1(RNx )→ L∞(RNξ )
e` lineare e continua (anzi Lipschitziana).
Nel seguito indicheremo la trasformata di Fourier di u anche con il simbolo Fu.
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Osservazione 10.1.3. In generale, assumendo u ∈ L1(RNx ) o u ∈ C∞0 (RNx ), non e`
vero che û ∈ L1(RNξ ).
Infatti, siaN = 1 e u(x) =χ
[−1,1]
(
la funzione caratteristica di [−1, 1]); allora
û(ξ) =
2
sen(2πξ)
2πξ
per ξ 6= 0
2 per ξ = 0 .
Evidentemente û e` limitata, continua in R ed e` infinitesima all’infinito (queste pro-
prieta`, come vedremo, valgono per le trasformate di Fourier di tutte le funzioni
sommabili).
Osserviamo che, invece, la trasformata di Fourier û /∈ L1(Rξ).
Osservazione 10.1.4. Nel caso N = 1, tenendo presente che l’integrale su R di una
funzione dispari e` nullo, si ottengono le seguenti proprieta`:
(i) Se u ∈ L1(Rx) e` pari, allora û e` pari;
(ii) Se u ∈ L1(Rx) e` dispari, allora û e` dispari;
(iii) Se u ∈ L1(Rx) e` reale e pari, allora û e` reale e pari;
(iv) Se u ∈ L1(Rx) e` reale e dispari, allora û e` immaginaria pura e dispari.
Proposizione 10.1.5. Se u, v ∈ L1(RNx ) allora (u ∗ v)̂ = û v̂
(F stabilisce un omo-
morfismo tra L1(RNx ) munito del prodotto di convoluzione ∗ e L∞(RNξ ) munito del
prodotto puntuale
)
.
Dimostrazione. Si tratta di un’applicazione del teorema di Fubini:
(u ∗ v)̂ (ξ) =
∫
RNx
e−2πix·ξ(u ∗ v)(x) dLN (x)
=
∫
RNx
(∫
RNy
e−2πix·ξu(x− y)v(y) dLN (y)
)
dLN (x)
=
∫
RNx
(∫
RNy
e−2πi(x−y)·ξu(x− y)e−2πiy·ξv(y) dLN (y)
)
dLN (x)
= û(ξ)
∫
RNy
e−2πiy·ξv(y) dLN (y) = û(ξ) v̂(ξ).
10.2 La classe di Schwartz S(RN) (delle funzioni a de-
crescenza rapida all’infinito)
Il modo piu` semplice di sviluppare le altre proprieta` basilari della trasformata di
Fourier e` di considerare la sua restrizione alla classe (densa in L1(RN )) di Schwartz
S(RN ).
Proveremo che se u ∈ S(RN ) (ampliamento di C∞0 (RN )) allora û ∈ S(RN ).
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Definizione 10.2.1.
u ∈ S(RN ) ⇐⇒ u ∈ C∞(RN ) ∧ sup
x∈RN
∣∣xαDβu(x)∣∣ < +∞ ∀α, β ∈ NN0 .
(u e tutte le sue derivate decrescono all’infinito piu` rapidamente di qualsiasi poten-
za di |x|)
Osservazione 10.2.2.
C∞0 (R
N ) $ S(RN ) ,
inoltre S(RN ) e` un sottospazio denso di L1(RN ) (e di L2(RN )).
La funzione
u(x) = e−|x|
2
(x ∈ RN )
e` tale che
u ∈ S(RN ) \ C∞0 (RN ) .
Proposizione 10.2.3. Se u ∈ S(RNx ), allora û ∈ C∞(RNξ ) e
Dβξ û(ξ) = v̂(ξ) ∀β ∈ NN0 , ∀ ξ ∈ RN ,
dove v(x) = (−2πix)β u(x).
Dimostrazione.
Dβξ û(ξ) = D
β
ξ
∫
RN
e−2πix·ξu(x) dLN (x) =
∫
RN
(−2πix)βe−2πix·ξu(x) dLN (x) = v̂(ξ)
dove
v(x) = (−2πix)β u(x) .
Proposizione 10.2.4. Se u ∈ S(RNx ), allora
(Dβxu)̂ (ξ) = (2πiξ)
β û(ξ) ∀β ∈ NN0 , ∀ ξ ∈ RN .
Dimostrazione. Si integra per parti (Dβxu)̂ (ξ) e si osserva che “i termini di frontiera”
si annullano poiche´ u e le sue derivate appartengono a S(RNx ).
Osservazione 10.2.5. Questa proprieta` consente di trasformare problemi differen-
ziali in problemi algebrici.
Proposizione 10.2.6. Se u ∈ S(RNx ), allora û ∈ S(RNξ ).
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Dimostrazione. Per la Proposizione 10.2.3 û ∈ C∞(RNξ ), sicche´ resta da provare che
sup
ξ∈RN
∣∣∣ξαDβξ û(ξ)∣∣∣ < +∞ ∀α, β ∈ NN0 .
Per la Proposizione 10.2.4
ξαû(ξ) =
(2πiξ)αû(ξ)
(2πi)|α|
=
(Dαxu)̂ (ξ)
(2πi)|α|
e per la Proposizione 10.2.3
Dβξ
(
ξαû(ξ)
)
=
Dβξ (D
α
xu)̂ (ξ)
(2πi)|α|
= v̂(ξ) ∈ L∞(RN )
dove v(x) = (−1)|β|(2πi)|β|−|α|xβDαxu(x) ∈ S(RN ), sicche´Dβξ
(
ξαû(ξ)
)
e` limitata per
ogni α e β.
Ricordato che, per la regola di Leibniz,Dβξ
(
ξαû(ξ)
)
=
∑
0≤|γ|≤|β|
(
β
γ
)
Dγξ ξ
α ·Dβ−γξ û(ξ)
segue che ξαDβξ û(ξ) e` limitata per ogni α e β.
Lemma 10.2.7. (Lemma di Riemann-Lebesgue)
Se u ∈ L1(RNx ) allora û ∈ C0(RNξ ) ∩ L∞(RNξ ) e
lim
|ξ|→+∞
û(ξ) = 0 .
Dimostrazione. Il lemma e` vero se u ∈ S(RNx ). Se u ∈ L1(RNx ), poiche´ S(RNx ) e` un
sottospazio denso di L1(RNx ), esiste (uj) ⊂ S(RNx ) tale che uj → u in L1(RNx ). Allora
ûj ⇒ û (poiche´ ‖ûj − û‖∞ =
∥∥∥ûj − u∥∥∥∞ ≤ ‖uj − u‖1) e la tesi segue immediata-
mente.
Esempio 10.2.8. (La trasformata della funzione gaussiana)
Sia ua(x) = e
−πa|x|2 , dove a > 0. Allora
ûa(ξ) = a
−N2 e−π
|ξ|2
a .
Dimostrazione. Introdotto il cambiamento di variabili
x→ x√
a
possiamo assumere a = 1. Per il teorema di Fubini abbiamo
(
indicato per sempli-
cita` u1(x) = e
−π|x|2 con u(x)
)
û(ξ) =
∫
RN
e−2πix·ξ−π|x|
2
dLN (x) =
N∏
j=1
∫ +∞
−∞
exp
(−2πixjξj − πx2j) dL 1(xj),
ed e` quindi sufficiente provare che il j-esimo fattore nel prodotto e` uguale a exp
(−πξ2j );
pertanto basta considerare il caso N = 1.
Premessa: ∀N ≥ 1 : IN =
∫
RN
e−π|x|
2
dLN (x) = 1;
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infatti, osservato che
exp
(−π|x|2) = exp(−π N∑
j=1
x2j
)
=
N∏
j=1
exp
(−πx2j) ,
si ha, per il teorema di Fubini, IN = (I1)
N e quindi, essendo I2 = (I1)
2 risulta
IN = (I2)
N
2 .
E` allora sufficiente provare che I2 = 1. Introdotte in R2 le coordinate polari
(r, ϑ) si ha:
I2 =
∫
R2
e−π|x|
2
dL 2(x) =
∫ 2π
0
(∫ +∞
0
e−πr
2
r dL 1(r)
)
dL 1(θ)
= 2π
∫ +∞
0
e−πr
2
r dL 1(r) = 1 .
La premessa e` dunque provata.
Torniamo alla prova dell’esercizio.
QuandoN = 1 abbiamo
û(ξ) =
∫
R
e−2πixξ · e−πx2 dL 1(x)
=
∫
R
e−πx
2
cos(2πxξ) dL 1(x) − i
∫
R
e−πx
2
sen(2πxξ) dL 1(x) .
Osservato che ∫
R
e−πx
2
sen(2πxξ) dL 1(x) = 0
perche´ l’integrando e` una funzione dispari della variabile x e l’integrale e` esteso tra
−∞ e+∞, risulta
û(ξ) =
∫
R
e−πx
2
cos(2πxξ) dL 1(x) .
Da cio` segue, derivando rispetto a ξ,
û ′(ξ) =
∫
R
(−2πx) e−πx2 sen(2πxξ) dL 1(x)
e integrando per parti∫
R
(−2πx) e−πx2 sen(2πxξ) dL 1(x) =
=
[
e−πx
2
sen(2πxξ)
]x=+∞
x=−∞
− 2πξ
∫
R
e−πx
2
cos(2πxξ) dL 1(x) = −2πξû(ξ) .
Si ha dunque
û′(ξ)
û(ξ)
= −2πξ
da cui
log |û(ξ)| = −πξ2 + c
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e quindi
û(ξ) = c′e−πξ
2
.
Inoltre, tenuto conto di quanto provato nella premessa, si ha
û(0) =
∫
R
e−πx
2
dL 1(x) = 1 = c′
e pertanto
û(ξ) = e−πξ
2
.
Proposizione 10.2.9. Se u, v ∈ L1(RN ), allora vale la formula∫
RN
u(x) v̂(x) dLN (x) =
∫
RN
û(y) v(y) dLN (y).
Dimostrazione. Per il teorema di Fubini∫
RN
u(x)v̂(x) dLN (x) =
∫
RN
u(x)
(∫
RN
v(y)e−2πiy·x dLN (y)
)
dLN (x)
=
∫
RN
û(y)v(y) dLN (y) .
Definizione 10.2.10. Per u ∈ L1(RNx ), definiamo inRN la funzione u∨ ponendo per
ogni x ∈ RN
u∨(x) :=
∫
RN
e2πix·ξ u(ξ) dLN (ξ) = û(−x) .
Sussiste il seguente
Teorema 10.2.11.
(
Teorema di inversione della trasformata di Fourier in S(RNx )
)
Se u ∈ S(RNx ) allora (û)∨ = u = (u∨)∧, cioe` per ogni x ∈ RN u si puo` rappresentare
nel seguente modo
u(x) =
∫
RN
e2πix·ξ û(ξ) dLN (ξ) .
Pertanto ∨ e` l’inversa di ̂ (nel seguito indicheremo anche con F−1 l’inversa di F).
Dimostrazione. Sia ε > 0 e poniamo, per ogni fissato x ∈ RN ,
Φε(ξ) = e
2πix·ξ−πε2|ξ|2 ∀ ξ ∈ RN .
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Si ha, per la Proposizione 10.2.9,∫
RN
e2πix·ξ−πε
2|ξ|2 û(ξ) dLN (ξ) =
∫
RN
Φε(ξ) û(ξ) dLN (ξ) =
∫
RN
Φ̂e(y)u(y) dLN (y)
=
∫
RN
ϕε(x − y)u(y) dLN(y) = (ϕε ∗ u)(x)
essendo
Φ̂ε(y) =
∫
RN
e−2πiξ·y e−πε
2|ξ|2 e2πix·ξ dLN (ξ)
=
∫
RN
e−2πi(y−x)·ξ e−πε
2|ξ|2 dLN (ξ) = ε−N e−π |y−x|
2
ε2 (cfr. Esempio 10.2.8)
e
ϕε(z) := ε
−N e−π
|z|2
ε2 .
Per il teorema di approssimazione dell’identita` (essendo u continua e limitata in
RN ), osservato che
∫
RN
ϕε(z) dLN (z) = 1,
∀x ∈ RN (ϕε ∗ u) (x) −−−−→
ε→0+
u(x) .
D’altra parte, per il teorema della convergenza dominata, essendo
û ∈ S(RNξ ) ⊂ L1(RNξ ) ,
per ogni x ∈ RN si ha∫
RN
e2πix·ξ−πε
2|ξ|2 û(ξ) dLN (ξ) −−−−→
ε→0+
∫
RN
e2πix·ξû(ξ) dLN (ξ) = (û)∨(x).
Osservazione 10.2.12. Il teorema di inversione di Fourier vale piu` in generale per
le u ∈ L1(RNx ) che siano anche di classe L∞(RNx ) ∩ C0(RNx ) con û ∈ L1(RNξ ).
Teorema 10.2.13. (Formula di Parseval)
Siano u, v ∈ S(RNx ), allora∫
RN
u(x) v(x) dLN (x) =
∫
RN
û(ξ) v̂(ξ) dLN (ξ),
(dove v indica la funzione complessa coniugata di v).
Dimostrazione. Per il teorema di inversione di Fourier∫
RN
u(x)v(x) dLN (x) =
∫
RN
v(x)
(∫
RN
e2πix·ξû(ξ) dLN (ξ)
)
dLN (x)
(per il teorema di Fubini) =
∫
RN
û(ξ)
(∫
RN
e2πix·ξv(x) dLN (x)
)
dLN (ξ)
=
∫
RN
û(ξ)v̂(ξ) dLN (ξ).
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Osservazione 10.2.14. (Identita` di Parseval)
Se u = v ∈ S(RNx ) si ha
‖u‖2 = ‖û‖2 .
Corollario 10.2.15. La trasformata di Fourier F : S(RNx ) → S(RNξ ) e` una isometria(
relativa alla metrica di L2(RN )
)
del sottospazio denso S(RNx ) di L2(RNx ) su S(RNξ ),
di periodo 4.
Dimostrazione. F : S(RN )→ S(RN ) e` di periodo 4, cioe`
(F4u)(x) = u(x) ∀x ∈ RN ;
infatti si ha (per il teorema di inversione di Fourier)
(F2u)(x) =
∫
RN
e−2πix·ξ(Fu)(ξ) dLN (ξ) = u(−x)
e quindi
(F4u)(x) = (F2u)(−x) = u(x).
Da cio` si deduce che F e` suriettiva; infatti fissato v ∈ S(RN ) esiste F3v ∈ S(RN )
tale che
F(F3v) = v.
Inoltre dal teorema di inversione di Fourier si ha
û = 0 =⇒ u = 0 ,
e quindi F e` iniettiva.
F e` continua per il teorema del grafico chiuso e tale e` F−1 = F3.
10.3 La trasformata di Fourier in L2(RN)
Per definire la trasformata di Fourier in L2(RNx ) usiamo la tecnica del prolunga-
mento per continuita` della trasformata di Fourier su S(RNx ). Cio` e` possibile per la
densita` di S(RNx ) in L2(RNx ) e per la validita` della formula
‖u‖2 = ‖û‖2 per u ∈ S(RNx )
(osserviamo, per inciso, che per la normaL1(RNx ) tale formula non e` valida e quindi
non si puo` definire la trasformata di Fourier in L1(RNx ) con la tecnica del prolun-
gamento per continuita`. Tuttavia, come abbiamo gia` visto, per u ∈ L1(RNx ) si puo`
definire direttamente la trasformata di Fourier).
Se u ∈ L2(RNx ), esiste (un) ⊂ S(RNx ) tale che
lim
n→+∞
‖un − u‖2 = 0 .
Dall’identita` di Parseval in S(RNx ) si ha
‖ûn − ûm‖2 =
∥∥∥ ̂un − um∥∥∥
2
= ‖un − um‖2 −−−−−−→n,m→+∞ 0 ,
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pertanto (ûn) e` di Cauchy in L
2(RNξ ) e quindi convergente in L
2(RNξ ).
Definiamo trasformata di Fourier di u ∈ L2(RNx )
Φu := lim
n→+∞
ûn in L
2(RNξ ) .
Φu e` ben definita
(
e` indipendente dalla scelta della successione (un)
)
.
La trasformazione Φ : L2(RNx ) −→ L2(RNξ ) definita da
Φu = lim
n→+∞
ûn = lim
n→+∞
∫
RNx
e−2πix·ξ un(x) dLN (x) ,
dove (un) ⊂ S(RNx ) e limn→+∞ ‖un − u‖2 = 0, e` lineare.
L’identita` di Parseval vale in L2(RN ) poiche´
‖Φu‖2 = limn→+∞ ‖ûn‖2 = limn→+∞ ‖un‖2 = ‖u‖2 .
Questo implica che Φ e` una trasformazione iniettiva di L2(RNx ) in L
2(RNξ ), ed e` una
isometria.
La trasformata inversa di Fourier ∨ si estende allo stesso modo da S(RN ) a L2(RN ).
Infatti, la trasformazione Φ−1 : L2(RNξ ) −→ L2(RNx ) definita da
Φ−1u := lim
n→+∞
u∨n = limn→+∞
∫
RN
ξ
e2πix·ξ un(ξ) dLN (ξ) ,
dove (un) ⊂ S(RNξ ) e limn→+∞ ‖un − u‖2 = 0, e` lineare.
Inoltre
Φ−1 (Φu) =
(
lim
n→+∞
ûn
)∨
= lim
n→+∞
(ûn)
∨
= lim
n→+∞
un = u = Φ
(
Φ−1u
)
.
Quindi Φ e Φ−1 sono isomorfismi isometrici di L2(RNx ) su L
2(RNξ ).
E` cosı` provato il fondamentale
Teorema 10.3.1. (Teorema di Plancherel)
Esiste una isometria Φ di L2(RNx ) su L
2(RNξ ) che e` univocamente determinata dalla
richiesta
Φu = Fu ∀u ∈ S(RNx ) .
Osservazione 10.3.2. Applicando l’identita` di Parseval in L2(RN )
‖u‖2 = ‖Φu‖2
alle differenze un − u si ha che
Φun −−−−−→
n→+∞ Φu in L
2(RN ) se e solo se un −−−−−→
n→+∞ u in L
2(RN ) .
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In particolare, se {Kn} e` una successione crescente di sottoinsiemi compatti diRN
la cui unione sia RN e seχ
Kn
e` la funzione caratteristica diKn, abbiamo per ogni
u ∈ L2(RN )
uχ
Kn
∈ L1(RN ) ∩ L2(RN ) ∀n ∈ N
e
uχ
Kn
−−−−−→
n→+∞
u in L2(RN ) .
Dunque F
(
uχ
Kn
)
si calcola con l’integrale e
F
(
uχ
Kn
)
−−−−−→
n→+∞
Φu in L2(RN ) ,
cioe`
lim
n→+∞
∫
Kn
e−2πix·ξ u(x) dLN (x) = (Φu)(ξ) in L2(RN ) .
Se il primo membro dell’uguaglianza precedente esiste anche nel senso della con-
vergenza q.o., allora esso e` proprio la trasformata (Φu)(ξ).
Questa circostanza si verifica ad esempio quando, in una variabile, esiste il valor
principale
v.p.
∫ +∞
−∞
e−2πixξ u(x) dL 1(x) ;
esso coincide q.o. con il valore (Φu)(ξ) della trasformata di u.
Osservazione 10.3.3. Per concludere osserviamo che contrariamente a quanto ac-
cade in L2(RN ), la trasformata di Fourier in L1(RN ) non e` un isomorfismo isome-
trico di L1(RNx ) su L
1(RNξ ), e la trasformazione inversa di Fourier non puo` essere
sempre definita.
10.4 Distribuzioni temperate
Per definire la trasformata di Fourier di una distribuzione occorre allargare lo spazio
delle funzioni test ad uno spazio che si comporti bene rispetto alla trasformata. Lo
spazio giusto di funzioni test non e` D(RN )ma S(RN ) (D(RN ) $ S(RN )) in quanto
se φ ∈ S(RN ) e φ̂ e` la sua trasformata di Fourier allora φ̂ ∈ S(RN ).
Definizione 10.4.1. Siano (φj) ⊂ S(RN ) e φ ∈ S(RN ). Diremo che φj converge a φ
in S(RN ), e scriveremo φj −−−−→S(RN ) φ, se
lim
j→+∞
sup
x∈RN
∣∣xα(Dβφj −Dβφ)(x)∣∣ = 0 ∀α, β ∈ NN0 .
Definizione 10.4.2. Sia T : S(RN ) → C un funzionale lineare. Si dice che T e` una
distribuzione temperata se
∀ (φj) ⊂ S(RN ), φj −−−−→S(RN ) 0 =⇒ T (φj) −→j 0
(cioe` se T e` continuo rispetto alla convergenza in S(RN )).
Lo spazio vettoriale delle distribuzioni temperate si indica con S ′(RN ). Tale spazio
e` il duale topologico di S(RN ).
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Osservazione 10.4.3. Le distribuzioni temperate sono particolari distribuzioni in
RN che all’infinito hanno un comportamento piu` controllato di quanto possa ac-
cadere alla generica distribuzione (classica) e questo consente maggiore generalita`
alle funzioni test.
Inoltre le distribuzioni temperate risultano piu` idonee di quelle classiche per esten-
dere la trasformata di Fourier. In questo modomolte proprieta` della trasformata di
Fourier per le funzioni si trasferiscono alla trasformata di Fourier per le distribuzio-
ni temperate.
Osservazione 10.4.4. Se u ∈ S(RN ) allora, per ogni α, β ∈ NN0 , la funzione x 7→
xαDβu(x) e` sommabile (e limitata). Infatti si ha
∣∣xαDβu(x)∣∣ ≤ |x||α|+2N ∣∣Dβu(x)∣∣
1 + |x|2N
e dalla sommabilita` della funzione
(
1 + |x|2N )−1 segue la sommabilita` della funzio-
ne xαDβu(x).
Proposizione 10.4.5. Ad ogni polinomio e` associata una distribuzione temperata.
Dimostrazione. Sia P (x) =
∑
|α|≤k aαx
α un polinomio. Si ha
|P (x)| ≤ C (1 + |x|k) ∀x ∈ RN
dove C =
∑
|α|≤k aα. Infatti per |x| ≤ 1 risulta |P (x)| ≤ C e per |x| ≥ 1 si ha |x||α| ≤
|x|k . Per l’Osservazione 10.4.4 per ogni φ ∈ S(RN ) il prodotto Pφ e` sommabile.
Possiamo allora considerare il funzionale lineare TP su S(RN ) associato aP definito
da
〈TP , φ〉 =
∫
RN
P (x)φ(x) dLN (x) ∀φ ∈ S(RN ) .
Il funzionale TP e` continuo rispetto alla convergenza in S(RN ). Infatti, se (φj) ⊂
S(RN ) tale che φj −−−−→S(RN ) 0 risulta∣∣∣∣∫
RN
P (x)φj(x) dLN (x)
∣∣∣∣ ≤ C ∫
RN
∣∣(1 + |x|k)φj(x)∣∣ dLN (x)
≤ C
(∫
RN
1
1 + |x|2N dL
N (x)
)
sup
x∈RN
∣∣(1 + |x|k)φj(x)∣∣→ 0
cioe` 〈TP , φj〉 −→
j
0. Pertanto TP e` una distribuzione temperata.
Ricordiamo che per le distribuzioni classiche risulta L1loc(R
N ) ⊂ D′(RN ), nel senso
che ad ogni u ∈ L1loc(RN ) si associa una particolare distribuzione in D′(RN ). Tale
risultato non vale per le distribuzioni temperate, comemostra il seguente esempio.
Esempio 10.4.6. Risulta ex /∈ S ′(R).
Sia ϕ ∈ D(R) tale che ϕ ≥ 0, ϕ ≡ 1 in [0, 1] e suppϕ ⊂] − 2, 2[. Poniamo φj(x) =
1
2j
ϕ
(
x
j
)
e osserviamo che il supporto di φj e` contenuto in ] − 2j, 2j[. Pertanto
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φj → 0 in S(R), poiche´ per ogni scelta di interi positivi p, q risulta xpDqφj(x) =
2−jj−qxpDqϕ
(
x
j
)
e quindi
sup
x∈R
|xpDqφj(x)| ≤ j
p−q2p
2j
‖Dqϕ‖∞ → 0 .
Tuttavia ∫
R
exφj(x) dL 1(x) ≥ 1
2j
∫ j
0
ex dL 1(x) = e
j − 1
2j
→ +∞ .
Proposizione 10.4.7. Lo spazio C∞0 (R
N ) e` denso in S(RN ), cioe` per ogni u ∈ S(RN )
esiste una successione (uj) ⊂ C∞0 (RN ) tale che uj −−−−→S(RN ) u.
Dimostrazione. Data u ∈ S(RN ) si consideri la successione (uj) ⊂ C∞0 (RN ) definita
da
uj(x) = u(x)η
( |x|
j
)
dove η = η(s) e` una funzione di classe C∞(R) uguale a 1 nell’intervallo [0, 1] e nulla
per s > 2. Risulta uj −−−−→S(RN ) u.
Osservazione 10.4.8. Osserviamo che se (ϕj) ⊂ D(RN ) allora
ϕj −−−−→D(RN ) 0 =⇒ ϕj −−−−→S(RN ) 0 .
Infatti, per funzioni a supporto contenuto in un compatto comune la moltiplica-
zione per xβ non ha alcuna influenza sulla convergenza.
Da tale risultato segue che ogni distribuzione temperata, ristretta a D(RN ), e` una
distribuzione classica; si ha cioe` S ′(RN ) ⊂ D′(RN ).
Sussiste inoltre il seguente risultato.
Proposizione 10.4.9. Ogni distribuzione (classica) a supporto compatto (cfr. Defini-
zione 5.5.1) e` anche una distribuzione temperata.
Proposizione 10.4.10. Se u ∈ L1loc(RN ) ed esiste un polinomio P = P (x) tale che
u
P
∈ L1(RN )
allora u ∈ S ′(RN ), cioe` u e` associata ad una distribuzione temperata.
Dimostrazione. Sia (φj) ⊂ S(RN ) tale che φj −−−−→S(RN ) 0. Osservato che Pφj ⇒ 0
uniformemente in RN , risulta
|〈Tu, φj〉| =
∣∣∣∣∫
RN
u(x)φj(x) dLN (x)
∣∣∣∣ = ∣∣∣∣∫
RN
u(x)
P (x)
P (x)φj(x) dLN (x)
∣∣∣∣
≤ sup
RN
|Pφj |
∫
RN
∣∣∣∣ u(x)P (x)
∣∣∣∣ dLN (x) −→j 0
essendo u/P ∈ L1(RN ). Quindi Tu e` una distribuzione temperata.
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Osservazione 10.4.11. Dalla proposizione precedente segue che ogni funzione “a
crescita lenta”, ossia decomponibile nel prodotto di un polinomio e di una funzio-
ne sommabile, definisce una distribuzione temperata. Tuttavia, una distribuzione
temperata non puo` crescere esponenzialmente, come dimostra l’Esempio 10.4.6.
Si puo` provare il seguente risultato.
Proposizione 10.4.12. Siano (φj) ⊂ S(RN ), φ ∈ S(RN ). Allora se φj −−−−→S(RN ) φ risulta
φ̂j −−−−→S(RN ) φ̂.
Definizione 10.4.13. Sia T ∈ S ′(RN ). La trasformata di Fourier T̂ e` la distribuzione
temperata definita da
〈T̂ , φ〉 = 〈T, φ̂〉 , φ ∈ S(RN ) .
Osserviamo che la definizione e` ben posta essendo T una distribuzione temperata
e φ̂ ∈ S(RN ), in quanto trasformata di una funzione φ ∈ S(RN ); inoltre, per la Pro-
posizione 10.4.12, il funzionale T̂ cosı` definito e` continuo rispetto alla convergenza
in S(RN ) e quindi T̂ e` una distribuzione temperata.
Esempio 10.4.14. Osservato che risulta
〈δ̂, φ〉 = 〈δ, φ̂〉 = φ̂(0) =
∫
RN
φ(x) dLN (x)
si ha δ̂ = 1, cioe` la trasformata di Fourier della distribuzione δ coincide con la
distribuzione associata alla funzione costante di valore 1 che appartiene aL1loc(R
N ).

CAPITOLO 11
L’equazione del calore e alcuni problemi connessi
11.1 Il Problema di Cauchy per l’equazione del calore
inRN
Assegnata f = f(x) in RN il problema di Cauchy in avanti nel tempo (forward) per
l’equazione del calore consiste nel cercare una funzione u = u(x, t) definita e rego-
lare per x ∈ RN e solo per t ≥ 0 tale che
Hu(x, t) :=
∂
∂t
u(x, t)−∆xu(x, t) = 0 x ∈ RN , t > 0
(Equazione del calore)
u(x, 0) = f(x) x ∈ RN .
(P )
Dal punto di vista fisico il problema (P ) descrive l’evoluzione temporale della di-
stribuzione di temperatura in un mezzo omogeneo, essendo u(x, t) la temperatura
nel punto x all’istante t e la funzione f la temperatura all’istante t = 0.
Al fine di determinare una soluzione del problema (P ) supponiamo per ogni t > 0,
x 7→ u(x, t) ∈ S(RN ), f ∈ S(RN ) e usiamo il seguente procedimento (euristico):
consideriamo la trasformata di Fourier (parziale) (cfr. Proposizione 10.2.4) rispetto
a x, utilizziamo le relazioni usuali fra trasformata di Fourier e derivazione e arrivia-
mo a una formula per la trasformata (parziale) û della funzione incognita.
Applicando allora la trasformata parziale di Fourier rispetto alla variabile x, il pro-
blema (P ) diviene (assunto che ût = ût)
ût(ξ, t) + 4π
2|ξ|2û(ξ, t) = 0 t > 0
û(ξ, 0) = f̂(ξ) .
(Pˆ )
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Osserviamo che il problema (Pˆ ) rappresenta, per ogni (parametro) ξ ∈ RN , un
problema di Cauchy per una equazione ordinaria del primo ordine in t. Si ha
ût(ξ, t)
û(ξ, t)
= −4π2|ξ|2 =⇒ log |û(ξ, t)| = −4π2|ξ|2t+ c
=⇒ û(ξ, t) = c′e−4π2|ξ|2t,
con
c′ = û(ξ, 0) = f̂(ξ) ;
pertanto la soluzione del problema (Pˆ ) e` data da
û(ξ, t) = f̂(ξ) · e−4π2|ξ|2t .
Definito per ogni t > 0
K̂(ξ, t) = K̂t(ξ) := e
−4π2|ξ|2t
(
= e−π|ξ|
2(4πt)
)
∈ S(RN ) (11.1)
risulta
û(ξ, t) = f̂(ξ) · K̂t(ξ)
e quindi la soluzione del problema (Pˆ ) puo` essere espressa come
û(ξ, t) = (f ∗Kt)̂ (ξ) .
Applicando la trasformata inversa di Fourier si ottiene una soluzione del problema
(P ) data da
u(x, t) = (f ∗Kt)(x) .
Per esplicitare Kt(x) applichiamo il risultato dell’Esempio 10.2.8 con a =
1
4πt
; si
ottiene quindi la seguente espressione
Kt(x) = K(x, t) = (4πt)
−N2 e−
|x|2
4t > 0 , x ∈ RN , t > 0 . (11.2)
In definitiva si ha che una soluzione del problema (P ) e` data dalla funzione
u(x, t) = (f ∗Kt)(x) =
∫
RN
Kt(x − y)f(y) dLN (y)
=
1
(4πt)
N
2
∫
RN
e−
|x−y|2
4t f(y) dLN (y) .
(11.3)
La funzioneKt(x) si chiama nucleo di Gauss-Weierstrass (o anche nucleo del calo-
re) ed e`, come vedremonel successivo paragrafo 11.2, la soluzione fondamentale per
l’operatore del calore.
Proposizione 11.1.1. Il nucleoKt(x) soddisfa le seguenti proprieta`:
(i) Kt(x) ∈ C∞(RN×]0,+∞[);
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(ii) per ogni t > 0 si haKt(·) ∈ S(RN );
(iii) Kt(x) > 0 per ogni x ∈ RN , t > 0;
(iv) Kt(x) e` soluzione dell’equazione omogenea del calore, cioe`
HKt(x) = 0 x ∈ RN , t > 0 ;
(v) per ogni t > 0 risulta ∫
RN
Kt(x) dLN (x) = 1 .
Dimostrazione. Le proprieta` (i), (ii) e (iii) seguono immediatamente dalla defini-
zione diKt(x) data in (11.2).
Proviamo (iv). Essendo, per il teorema di inversione di Fourier (Teorema 10.2.11),
Kt(x) =
∫
RN
e2πix·ξK̂t(ξ) dLN (ξ) =
∫
RN
e2πix·ξe−4π
2|ξ|2t dLN (ξ)
si ha
∂
∂t
Kt(x) =
∫
RN
(−4π2|ξ|2)e2πix·ξe−4π2|ξ|2t dLN (ξ) ,
inoltre
∂
∂xj
Kt(x) =
∫
RN
2πiξj e
2πix·ξ e−4π
2|ξ|2t dLN (ξ) (j = 1, . . . , N) ,
∂2
∂x2j
Kt(x) =
∫
RN
(−4π2ξ2j ) e2πix·ξe−4π2|ξ|2t dLN (ξ)
e quindi
∆xKt(x) =
N∑
j=1
∂2
∂x2j
Kt(x) =
∫
RN
(−4π2|ξ|2)e2πix·ξe−4π2|ξ|2t dLN (ξ) ,
da cui
HKt(x) = 0 ∀x ∈ RN , t > 0 .
La proprieta` (v) segue osservando che dalla rappresentazione integrale
K̂t(ξ) =
∫
RN
e−2πix·ξKt(x) dLN (x)
e dalla definizione stessa di K̂t(ξ) data in (11.1) si ha∫
RN
Kt(x) dLN (x) = K̂t(0) = 1 .
Ora procediamo a ritroso; assumiamo la (11.3) come definizione della funzione u e
controlliamo sotto quali ipotesi u e` soluzione del problema di partenza (P ).
E` importante osservare che e` necessario chiarire in che senso tale u e` soluzione del
problema (P ); il problemapiu` delicato consiste nell’attribuire un significato preciso
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alla condizione di Cauchy quando la u costruita non e` una funzione continua (per
t = 0).
Sussiste il seguente risultato di esistenza.
Teorema 11.1.2. (a) Se f ∈ C0(RN ) ∩ L∞(RN ) allora la funzione
u(x, t) = (f ∗Kt)(x) ∈ C∞(RN×]0,+∞[)
e` una soluzione dell’equazione del calore; inoltre, per ogni x ∈ RN ,
∃ lim
t→0+
u(x, t) = f(x)
e quindi
u(x, t) ∈ C0(RN × [0,+∞[) .
In definitiva la funzione u(x, t) e` una soluzione del problema di Cauchy (P ) di
classe C0(RN × [0,+∞[) ∩ C∞(RN×]0,+∞[).
(b) Se f ∈ Lp(RN ), 1 ≤ p < +∞, allora la funzione
u(x, t) = (f ∗Kt)(x) ∈ C∞(RN×]0,+∞[)
e` una soluzione dell’equazione del calore; inoltre
lim
t→0+
∫
RN
|u(x, t)− f(x)|p dLN (x) = 0 .
Dimostrazione. Osserviamo che per ogni t > 0 risultaKt(·) ∈ S(RN ),
Kt(x) ∈ C∞(RN×]0,+∞[),
e inoltre 30
u(x, t) = (f ∗Kt)(x) ∈ C∞(RN×]0,+∞[) .
Ricordato che
HKt(x) = 0 ∀x ∈ RN , t > 0 ,
segue
H(f ∗Kt)(x) = 0 ∀x ∈ RN , t > 0 .
Dimostriamo ora che, se f ∈ C0(RN ) ∩ L∞(RN ), per ogni x ∈ RN
∃ lim
t→0+
u(x, t) = f(x) (condizione di Cauchy),
pertanto u ∈ C0(RN × [0,+∞[). Poiche´
Kt(x) = (4πt)
−N2 e−
|x|2
4t , x ∈ RN , t > 0 ,
30Cfr. Teorema 5.1.11.
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si ha
K1(x) = (4π)
−N2 e−
|x|2
4
e quindi
Kt(x) = K1
(
x√
t
)
· t−N2 .
Posto ε =
√
t (t > 0), per il teorema di approssimazione dell’identita` 5.3.1, si ha
(f ∗Kt)(x) −−−−→
t→0+
f(x)
poiche´ f ∈ C0(RN ) ∩ L∞(RN ) e∫
RN
Kt(x) dLN (x) = 1 per t > 0 .
Se f ∈ Lp(RN ), 1 ≤ p < +∞, allora, ancora per il teorema dell’approssimazione
dell’identita`, si ha
u(·, t) = (f ∗Kt)(·) −−−−→
t→0+
f(·) in norma Lp(RN )
e la dimostrazione e` completa.
Osservazione 11.1.3. Dal precedente teorema deduciamo che l’operatore del ca-
lore produce un “effetto fortemente regolarizzante” sulle soluzioni, perche´ negli
istanti successivi a quello iniziale, anche con dato f discontinuo, la soluzione e`
C∞ e pertanto, in generale, descrive fenomeni irreversibili in quanto non possia-
mo aspettarci di ottenere una soluzione per t < 0, salvo che il dato “finale” f abbia
la regolarita` compatibile con quella delle soluzioni in avanti nel tempo.
Il problema di Cauchy retrogrado nel tempo (backward) per l’equazione del calore
Hu(x, t) = 0 x ∈ RN , t < 0
u(x, 0) = f(x) x ∈ RN
(11.4)
in generale e` mal posto.
Osserviamo che anche se il problema di Cauchy retrogrado ha soluzione, la dipen-
denza continua dai dati puo` non sussistere, come mostra il seguente esempio di
Hadamard: per ogni ε > 0 la funzione
uε(x, t) = ε e
− t/ε2 sen
(x
ε
)
e` soluzione 31 dell’equazione del calore, in dimensione (spaziale) N = 1, in R× R e
in particolare risolve il problema retrogrado (11.4) con dato fε(x) = ε sen
(x
ε
)
.
Si ha
‖fε‖∞,R −−−−→
ε→0+
0 .
31Posto uε(x, t) = ϕ(x)ψ(t) si ha uε(x, 0) = ϕ(x)ψ(0) = ε sen
(x
ε
)
e quindi ϕ(x) =
ε sen
(x
ε
)
ψ(0)
.
Allora
uε(x, t) = ε sen
(x
ε
) ψ(t)
ψ(0)
,
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Tuttavia, per ogni t < 0, risulta
‖uε(·, t)‖∞,R −−−−→
ε→0+
+∞.
Osservazione 11.1.4. Se f ∈ C0(RN ) ∩ L∞(RN ) allora u(x, t) = (f ∗Kt) (x) e` limi-
tata in RN × [0,+∞[, in quanto
‖u(·, t)‖∞,RN ≤ ‖f‖∞,RN ∀ t ≥ 0
(dipendenza continua della soluzione dal dato iniziale)
e si puo` provare (via il Principio del massimo Teorema 11.5.1) che essa e` l’unica
soluzione limitata del problema di Cauchy (P ) (cfr. Teorema 11.5.6).
Osservazione 11.1.5. Supponiamo che nella formula
u(x, t) =
1
(4πt)
N
2
∫
RN
e−
|x−y|2
4t f(y) dLN (y)
la funzione f sia non-negativa, non identicamente nulla e abbia supporto inBr(0).
Allora u(x, t) e` strettamente positiva per ogni (x, t) ∈ RN×]0,+∞[.
In particolare, la temperatura iniziale e` percepita dalla soluzione in ogni |x| comun-
que grande e in ogni t > 0 comunque piccolo (anche se solo in modo impercettibi-
le). Pertanto la temperatura iniziale si propaga con velocita` infinita32.
Osservazione 11.1.6. Il problema
∂
∂t
u(x, t)−D∆xu(x, t) = 0 x ∈ RN , t > 0
u(x, 0) = f(x) x ∈ RN ,
(11.5)
dove il coefficiente di diffusioneD > 0 rappresenta la risposta termica del materia-
le, si riconduce al problema (P ) con il cambio di variabile temporale τ = Dt.
Per il problema (11.5) il nucleo del calore e` quindi dato da
KD(x, t) =
1
(4πDt)
N
2
e−
|x|2
4Dt , x ∈ RN , t > 0
per cui (imponendo che u(x, t) soddisfi l’equazione del calore)
ε sen
(x
ε
) ψ′(t)
ψ(0)
+
sen
(x
ε
)
ε
ψ(t)
ψ(0)
= 0
e quindi
ψ′(t)
ψ(t)
= − 1
ε2
,
da cui
ψ(t) = ψ(0) e− t/ε
2
e, in definitiva,
uε(x, t) = ε sen
(x
ε
)
e− t/ε
2
.
32Cfr. G. Fichera: Is the Fourier Theory of Heat propagation paradoxical?, Rend. Circ. Mat. Palermo,
Serie II, Tomo XLI, pp. 5–28, 1992.
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e in particolare, in dimensione (spaziale)N = 1 e perD = 12 , si ha
KD(x, t) =
1√
2πt
e−
x2
2t , x ∈ R , t > 0 . (11.6)
11.2 Soluzione fondamentale per l’operatore del calo-
re
Il Teorema di Malgrange-Ehrenpreis 3.3.6 garantisce che ogni operatore differen-
ziale a coefficienti costanti ha una soluzione fondamentale. Proviamo che il nucleo
del calore e` una soluzione fondamentale per l’operatore del calore.
Teorema 11.2.1. Il nucleo di Gauss-Weierstrass
Kt(x) = K(x, t) =
{
(4πt)−
N
2 e−
|x|2
4t x ∈ RN , t > 0
0 x ∈ RN , t ≤ 0
e` una soluzione fondamentale per l’operatore del calore, cioe`
〈HK,ϕ〉 = 〈δ, ϕ〉 = ϕ(0, 0) ∀ϕ ∈ D (RN×]−∞,+∞[) .
Dimostrazione. Occorre provare che per ogni ϕ ∈ D (RN×]−∞,+∞[) risulta∫
RN×]0,+∞[
Kt(x)
(
− ∂
∂t
−∆x
)
ϕ(x, t) dLN (x) dL 1(t) = ϕ(0, 0) .
Sia ε > 0 e consideriamo∫
RN×]ε,+∞[
Kt(x)
(
− ∂
∂t
−∆x
)
ϕ(x, t) dLN (x) dL 1(t) .
Integrando per parti nella variabile t e tenendo presente che ϕ e` nulla al di fuori di
un compatto si ha∫
RN×]ε,+∞[
Kt(x)
(
− ∂
∂t
−∆x
)
ϕ(x, t) dLN (x) dL 1(t)
=
∫
RN
(∫
]ε,+∞[
Kt(x)
(
− ∂
∂t
−∆x
)
ϕ(x, t) dL 1(t)
)
dLN (x)
=
∫
RN
(∫
]ε,+∞[
(
∂
∂t
−∆x
)
Kt(x) ϕ(x, t) dL 1(t) +Kε(x)ϕ(x, ε)
)
dLN (x)
=
∫
RN×]ε,+∞[
(
∂
∂t
−∆x
)
Kt(x) ϕ(x, t) dLN (x) dL 1(t) +
∫
RN
Kε(x)ϕ(x, ε) dLN (x) .
Tenuto conto della (iv) della proposizione 11.1.1, risulta∫
RN×]ε,+∞[
Kt(x)
(
− ∂
∂t
−∆x
)
ϕ(x, t) dLN (x) dL 1(t) =
∫
RN
Kε(x)ϕ(x, ε) dLN (x) ;
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inoltre si ha∫
RN
Kε(x)ϕ(x, ε) dLN (x) =
∫
RN
Kε(x)ϕ(x, 0) dLN (x)
+
∫
RN
Kε(x) [ϕ(x, ε)− ϕ(x, 0)] dLN (x)
= Iε + Jε
dove si e` posto
Iε :=
∫
RN
Kε(x)ϕ(x, 0) dLN (x)
e
Jε :=
∫
RN
Kε(x) [ϕ(x, ε) − ϕ(x, 0)] dLN (x) .
Per ϕ ∈ D (RN×]−∞,+∞[), risulta per la (v) della proposizione 11.1.1
|Jε| ≤ sup
x∈RN
|ϕ(x, ε)− ϕ(x, 0)| ‖Kε‖1 = sup
x∈RN
|ϕ(x, ε) − ϕ(x, 0)|
e sfruttando la continuita` di ϕ
∃ lim
ε→0+
Jε = 0 .
Per dimostrare la tesi e` quindi sufficiente provare che
∃ lim
ε→0+
Iε = ϕ(0, 0) . (11.7)
Sia µ > 0 fissato. Per la continuita` della funzione ϕ esiste δ > 0 tale che per ogni
|x| < δ si ha |ϕ(x, 0) − ϕ(0, 0)| < µ. Risulta allora
|Iε − ϕ(0, 0)| =
∣∣∣∣∫
RN
Kε(x) [ϕ(x, 0) − ϕ(0, 0)] dLN (x)
∣∣∣∣
≤ 2 ‖ϕ‖∞
∫
RN\Bδ(0)
Kε(x) dLN (x)
+
∫
Bδ(0)
Kε(x) |ϕ(x, 0)− ϕ(0, 0)| dLN (x)
≤ 2 ‖ϕ‖∞
∫
RN\Bδ(0)
Kε(x) dLN (x) + µ . (11.8)
Posto x = r ω con r = |x| otteniamo∫
RN\Bδ(0)
Kε(x) dLN (x) = C(N)
εN/2
∫ +∞
δ
rN−1 e−
r2
4ε dL 1(r) . (11.9)
Per r ∈ [δ,+∞[ si ha
1
εN/2
rN−1 e−
r2
4ε ⇒ 0 per ε→ 0+ uniformemente rispetto a r.
Passando al limite sotto il segno di integrale in (11.9), si ha
lim
ε→0+
C(N)
εN/2
∫ +∞
δ
rN−1 e−
r2
4ε dL 1(r) =
∫ +∞
δ
lim
ε→0+
C(N)
εN/2
rN−1 e−
r2
4ε dL 1(r) = 0 .
La (11.7) segue dall’arbitrarieta` di µ in (11.8).
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11.3 Questioni di unicita` della soluzione del Problema
di Cauchy per l’equazione del calore
In generale per il Problema di Cauchy per l’equazione del calore non e` verificata
l’unicita` della soluzione come dimostra il seguente controesempio di Tychonov 33.
Controesempio di Tychonov all’unicita` 11.3.1. Si consideri il problema, in dimen-
sione (spaziale) N = 1,
Hu(x, t) = ut(x, t)− uxx(x, t) = 0 x ∈ R, t > 0
u(x, 0) = 0 x ∈ R .
(11.10)
Si ponga ora
ψ(x, t) =

+∞∑
n=0
∂n
∂tn
ϕ(t)
x2n
(2n)!
t > 0
0 t = 0
dove la funzione ϕ e` definita da
ϕ(z) =
 e
−1/z2 z ∈ C \ {0}
0 z = 0
La funzione ψ(x, t) e` soluzione del problema (11.10). Pertanto, avendo il problema
(11.10) per soluzione anche la funzione identicamente nulla, non vi e` unicita`.
Per provarlo premettiamo il seguente lemma.
Lemma11.3.2. Fissato t > 0, la funzione ψ(x, t) e` uniformemente convergente in un
intorno di ogni punto di R× R+; inoltre
∃ lim
t→0+
ψ(x, t) = 0 ∀x ∈ R.
Dimostrazione. Identifichiamo l’asse t come l’asse reale nel piano complesso. Sia
t > 0 fissato; la funzione z 7→ ϕ(z) e` olomorfa all’interno della circonferenza del
piano complesso
γ =
{
z ∈ C ; z = t+ t
2
eiθ
}
, 0 < θ ≤ 2π ,
pertanto dalla formula di Cauchy per le derivate risulta
∂n
∂tn
ϕ(t) =
n!
2πi
∫
γ
ϕ(z)
(z − t)n+1 dz ∀n ∈ N ,
ovvero, passando ai moduli, poiche´ |dz| = t
2
dθ, |z − t| = t2 e |ϕ(z)| = e−Re(z
−2)
∣∣∣∣ ∂n∂tnϕ(t)
∣∣∣∣ ≤ n! 2n2πtn
∫ 2π
0
e−Re(z
−2) dθ .
33Cfr. A. Tychonov: The´ore`mes d’unicite´ pour l’e´quation de la chaleur, Math. Sbornik, 42, pp. 199–216,
1935.
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Osservato che per z ∈ γ risulta z2 = t2 (1 + 12eiθ)2, z−2 = t−2
(
1 + 14e
−2iθ + e−iθ
)∣∣∣(1 + 12eiθ)2∣∣∣2 e
quindi Re(z−2) ≥ (2t)−2, si ha∣∣∣∣ ∂n∂tnϕ(t)
∣∣∣∣ ≤ n! 2ntn e− 14t2 .
Fissiamo x ∈ R e ρ > 0. Allora per ogni |x| < ρ, applicando la disuguaglianza di
Stirling
n! 2n
(2n)!
≤ 1
n!
,
si ottiene
|ψ(x, t)| ≤ e− 14t2
+∞∑
n=0
1
tn
ρ2n
n!
= e−
1
4t2 e
ρ2
t .
Passando al limite per t→ 0+, si ottiene
lim
t→0+
ψ(x, t) = 0 per ogni x ∈ R .
A questo punto, per il Lemma 11.3.2 si puo` derivare per serie e si ha
∂
∂t
ψ(x, t) =
+∞∑
n=0
∂n+1
∂tn+1
ϕ(t)
x2n
(2n)!
e
∂2
∂x2
ψ(x, t) =
+∞∑
n=1
∂n
∂tn
ϕ(t) (2n) (2n− 1) x
2(n−1)
(2n)!
=
+∞∑
n=1
∂n
∂tn
ϕ(t)
x2(n−1)
(2(n− 1))!
=
+∞∑
n=0
∂n+1
∂tn+1
ϕ(t)
x2n
(2n)!
.
Resta cosı` provato che la funzione ψ(x, t) e` anche soluzione del problema (11.10).
Osservazione 11.3.3. Nei paragrafi successivi presenteremo alcuni risultati di uni-
cita` della soluzione, validi sotto opportune ipotesi sulla soluzione e sui dati, con
riferimento al problema di Cauchy in RN (Teorema 11.5.4 e Teorema 11.5.6) e al
problema di Cauchy in aperti connessi limitati nei casi di problema misto omoge-
neo (Teorema 11.4.3), problemamisto non-omogeneo (Teorema 11.6.6), problema
retrogrado (Teorema 11.7.2).
11.4 Il Principio del massimo (minimo) debole e uni-
cita`, in aperti connessi limitati
Sia Ω un aperto connesso limitato di RN con frontiera topologica ∂Ω regolare. De-
notiamo con ΩT , 0 < T < +∞, il cilindro parabolico
ΩT = Ω×]0, T ]
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e sia inoltre
ΣT = ΩT \ ΩT
il bordo parabolico del cilindro ΩT . Osserviamo che
ΣT = (∂Ω× [0, T ]) ∪ (Ω× {t = 0}) = ∂ΩT \ (Ω× {t = T }) .
0
Σ
T
Σ
T
Σ
T
T
t
x
ΩT
Figura 11.1: Cilindro parabolico e bordo parabolico
Denotiamo con C21 lo spazio delle funzioni derivabili due volte rispetto a x e una
rispetto a t con derivate continue,
C21 (ΩT ) =
{
u : ΩT → R ; ut, uxixj ∈ C0(ΩT ), i, j = 1, . . . , N
}
Teorema 11.4.1. (Principio del massimo (risp. minimo) debole)
Sia u ∈ C21 (ΩT ) ∩ C0(ΩT ) tale cheHu(x, t) ≤ 0 (risp.Hu(x, t) ≥ 0) in ΩT . Allora
max
ΩT
u = max
ΣT
u
(
risp. min
ΩT
u = min
ΣT
u
)
.
Dimostrazione. Proviamo il principio del massimo debole. Sia ε ∈]0, T [ fissato e
consideriamo la funzione ausiliaria
v(x, t) = u(x, t)− ε t , (x, t) ∈ ΩT−ε .
Poiche´ v ∈ C0(ΩT−ε) essa ha massimo in ΩT−ε.
Procedendo per assurdo, supponiamo che tale massimo sia assunto in un pun-
to (x0, t0) ∈ Ω×]0, T − ε], ovvero non appartenente al bordo parabolico di ΩT−ε.
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Fissato x0 e considerata la v come funzione della sola variabile t si ha pertanto
∂
∂t
v(x0, t0) ≥ 0 se t0 = T − ε e ∂
∂t
v(x0, t0) = 0 altrimenti. Analogamente, fissato
t0, e considerata la v di volta in volta come funzione di una sola delle variabili spa-
ziali, mantenendo fisse tutte le altre, si ottiene
∂2
∂x2i
v(x0, t0) ≤ 0 per ogni i ∈ N, da
cui segue∆xv(x
0, t0) ≤ 0. Si ha pertantoHv(x0, t0) ≥ 0.
D’altra parte, dalla definizione di v e dall’ipotesiHu(x, t) ≤ 0, riesce
Hv(x, t) = Hu(x, t)− ε ≤ −ε < 0
che contraddice il risultato precedente. Pertanto deve essere (x0, t0) ∈ ΣT−ε.
Risulta
sup
ΩT−ε
v(x, t) ≤ sup
ΣT−ε
v(x, t) ≤ sup
ΣT
v(x, t) ≤ sup
ΣT
u(x, t) + εT
cioe`
sup
ΩT−ε
u(x, t)− εT ≤ sup
ΣT
u(x, t) + εT
da cui
u(x, t) ≤ sup
ΣT
u+ 2εT ∀(x, t) ∈ ΩT−ε .
Passando al limite per ε→ 0+ si ha la tesi.
Dal principio di massimo e minimo debole precedente segue immediatamente il
seguente corollario.
Corollario 11.4.2. Sia u ∈ C21 (ΩT ) ∩ C0(ΩT ) tale cheHu(x, t) = 0 in ΩT . Allora
‖u‖∞,ΩT = ‖u‖∞,ΣT .
Consideriamo il seguente problema: u ∈ C21 (ΩT ) ∩ C0(ΩT )
Hu(x, t) = f(x, t) in ΩT , f ∈ C0(ΩT )
u(x, t) = ϕ(x, t) su ΣT , ϕ ∈ C0(ΣT )
(11.11)
in cui il dato al contorno e` preso limitatamente al bordo parabolico dell’aperto con-
siderato.
Per tale problema vale un risultato di unicita` della soluzione che e` conseguenza del
Principio del massimo debole.
Teorema 11.4.3. (Unicita` in aperti connessi limitati)
Esiste al piu` una soluzione di classe C21 (ΩT ) ∩ C0(ΩT ) del problema (11.11).
Dimostrazione. Siano u1, u2 soluzioni di classeC21 (ΩT )∩C0(ΩT )del problema (11.11).
Allora la funzione v = u1 − u2 e` di classe C21 (ΩT ) ∩ C0(ΩT ) ed e` soluzione del
problema 
Hv(x, t) = 0 in ΩT
v(x, t) = 0 su ΣT .
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Pertanto, per il Corollario 11.4.2 si ha
‖v‖∞,ΩT = ‖v‖∞,ΣT = 0
da cui segue che v = 0 e quindi u1 = u2.
Osservazione 11.4.4. (Esempio di problema al contorno mal posto per l’equazione
del calore)
Il principio delmassimo debole permette di dimostrare che il problema di Dirichlet
con dato assegnato su tutta la frontiera diΩT e` in generale mal posto per l’equazio-
ne del calore, potendo tale problema al contorno per l’equazione del calore non
aver soluzione.
Si consideri infatti il problema
Hu(x, t) = ut(x, t) − uxx(x, t) = 0 inQ
u(x, t) = ϕ(x, t) su ∂Q
(11.12)
doveQ = {(x, t) ; 0 < x < 1 , 0 < t < 1} e` il quadrato unitario diR2 eϕ(x, t) una fun-
zione di classe C0(Q) che assume massimo assoluto solo in {0 < x < 1} × {t = 1}.
Ad esempio si puo` considerare la funzione ϕ(x, t) = x(1 − x) + t che ha massimo
assoluto nel punto (1/2, 1).
L’esistenza di una soluzione del problema (11.12) sarebbe pertanto in contraddizio-
ne con il Teorema 11.4.1.
Proviamo ora un risultato di regolarita` delle soluzioni (cfr. Teorema 11.4.6). Pre-
mettiamo il seguente lemma che fornisce una formula di rappresentazione per le
soluzioni dell’equazione del calore.
Lemma 11.4.5. Sia Ω un aperto limitato diRN con frontiera topologica ∂Ω di classe
C1. Sia u ∈ C21
(
ΩT
)
soluzione dell’equazione del calore in ΩT , cioe`
Hu(x, t) = 0 ∀ (x, t) ∈ ΩT .
Allora si ha la seguente formula di rappresentazione valida per ogni (x0, t0) ∈ ΩT
u(x0, t0) =
∫ t0
0
∫
∂Ω
Kt0−t(ξ − x0)
∂
∂ν
u(ξ, t) · ν(ξ) dHN−1(ξ) dL 1(t)
−
∫ t0
0
∫
∂Ω
u(ξ, t)
∂
∂ν
Kt0−t(ξ − x0) · ν(ξ) dH N−1(ξ) dL 1(t)
+
∫
Ω
u(x, 0)Kt0(x− x0) dLN (x) .
Dimostrazione. Sia v ∈ C21
(
ΩT
)
. Per la funzione F : RN+1 → RN+1 definita da
F (x, t) :=
(
u(x, t)∇xv(x, t)− v(x, t)∇xu(x, t), u(x, t)v(x, t)
)
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vale la proprieta`34
divx,t F (x, t) = u(x, t)
(
∂
∂t
v(x, t) + ∆xv(x, t)
)
+ v(x, t)
(
∂
∂t
u(x, t)−∆xu(x, t)
)
.
Sia (x0, t0) ∈ ΩT . Posto
v(x, t) = Kt0−t+ε(x− x0), t < t0
e osservato che per t < t0 risulta
∂
∂t
v(x, t) + ∆xv(x, t) = 0 ,
dalla proprieta` precedente segue, per x ∈ Ω e t < t0,
divx,t F (x, t) = 0 .
Applicando il teorema della divergenza all’aperto di RN+1
E = Ω×]0, t0[
si ha
0 =
∫
E
divx,t F (x, t) dLN+1(x, t) =
∫
∂E
F (y) · ν∗(y) dHN (ξ),
dove ν∗(y) ∈ RN+1 e` il versore normale esterno applicato a y ∈ ∂E (ove definito).
Osservato che
∂E =
(
∂Ω×]0, t0[
)
∪
(
Ω× {t = 0}
)
∪
(
Ω× {t = t0}
)
si ha
0 =
∫
∂E
F (y) · ν∗(y) dHN (y)
=
∫ t0
0
[∫
∂Ω
(
u(ξ, t)∇ξKt0−t+ε(ξ − x0)−Kt0−t+ε(ξ − x0)∇xu(ξ, t)
)
· ν(ξ) dH N−1(ξ)
]
dL 1(t)
+
∫
Ω
u(x, t0)Kε(x − x0) dLN (x) −
∫
Ω
u(x, 0)Kt0+ε(x− x0) dLN (x)
34Infatti
divx,t F (x, t) =
N∑
i=1
∂
∂xi
Fi(x, t) +
∂
∂t
(uv)(x, t)
=
N∑
i=1
∂
∂xi
(
u(x, t)
∂
∂xi
v(x, t) − v(x, t) ∂
∂xi
u(x, t)
)
+ v(x, t)
∂
∂t
u(x, t) + u(x, t)
∂
∂t
v(x, t)
=
N∑
i=1
(
∂
∂xi
u(x, t)
∂
∂xi
v(x, t) + u(x, t)
∂2
∂x2i
v(x, t)− ∂
∂xi
u(x, t)
∂
∂xi
v(x, t) − v(x, t) ∂
2
∂x2i
u(x, t)
)
+v(x, t)
∂
∂t
u(x, t) + u(x, t)
∂
∂t
v(x, t)
= u(x, t)∆xv(x, t) − v(x, t)∆xu(x, t) + v(x, t) ∂
∂t
u(x, t) + u(x, t)
∂
∂t
v(x, t)
= u(x, t)
(
∂
∂t
v(x, t) + ∆xv(x, t)
)
+ v(x, t)
(
∂
∂t
u(x, t) −∆xu(x, t)
)
.
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dove ν(ξ) ∈ RN e` il versore normale esterno applicato a ξ ∈ ∂Ω (ove definito).
Passando al limite per ε→ 0+ risulta(
u(·, t0) ∗Kε(·)
)
(x0) −→ u(x0, t0)
e inoltre (
u(·, 0) ∗Kt0+ε(·)
)
(x0) −→ (u(·, 0) ∗Kt0(·))(x0)
e quindi si ottiene
u(x0, t0) =
∫ t0
0
∫
∂Ω
Kt0−t(ξ − x0)∇ξu(ξ, t) · ν(ξ) dH N−1(ξ) dL 1(t)
−
∫ t0
0
∫
∂Ω
u(ξ, t)∇ξKt0−t(ξ − x0) · ν(ξ) dH N−1(ξ) dL 1(t)
+
∫
Ω
u(x, 0)Kt0(x− x0) dLN (x) (11.13)
o, equivalentemente,
u(x0, t0) =
∫ t0
0
∫
∂Ω
Kt0−t(ξ − x0)
∂
∂ν
u(ξ, t) · ν(ξ) dHN−1(ξ) dL 1(t)
−
∫ t0
0
∫
∂Ω
u(ξ, t)
∂
∂ν
Kt0−t(ξ − x0) · ν(ξ) dH N−1(ξ) dL 1(t)
+
∫
Ω
u(x, 0)Kt0(x− x0) dLN (x) .
Dalla formula di rappresentazione della soluzione provata nel lemma precedente,
segue immediatamente il seguente risultato di regolarita`.
Teorema 11.4.6. (Regolarita` delle soluzioni)
Sia u ∈ C21
(
ΩT
)
soluzione dell’equazione del calore in ΩT , cioe`
Hu(x, t) = 0 ∀ (x, t) ∈ ΩT .
Allora u ∈ C∞ (ΩT ).
Osservazione 11.4.7. Osserviamo che in generale non e` garantita l’esistenza di una
soluzione per il problema (omogeneo) retrogrado (backward)
Hu(x, t) = 0 in ΩT
u = g su ∂Ω× [0, T ]
u(x, T ) = f(x) x ∈ Ω
dove f e g sono funzioni di classe C2 nei rispettivi domini e tali da raccordarsi con
continuita`. Infatti, per la formula di rappresentazione del Lemma 11.4.5, una even-
tuale soluzione u ∈ C21
(
ΩT
)
del problema precedente sarebbe di classe C∞ su
Ω× {t = T }mentre la funzione f non e` detto che abbia tale regolarita`.
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11.5 Il Principio del massimo inRN
Unrisultato analogo al Teorema11.4.1 e` possibile inRN se si impongono condizioni
sul comportamento di x 7→ u(x, t) per |x| → +∞. Sussiste il seguente risultato.
Teorema 11.5.1. (Principio del massimo in RN )
Sia f ∈ C0(RN ) ∩ L∞(RN ) e sia u ∈ C21 (RN×]0, T ]) ∩ C0(RN × [0, T ]) soluzione del
problema 
Hu(x, t) ≤ 0 in RN×]0, T [
u(x, 0) = f(x) x ∈ RN
tale che
∀ (x, t) ∈ RN × [0, T ] u(x, t) ≤ C eλ |x|2 (11.14)
conC, λ costanti positive. Allora
sup
RN×[0,T ]
u(x, t) ≤ sup
RN
f .
Dimostrazione. E` sufficiente provare la tesi nel caso
4λT < 1 .
Infatti, se 4λT ≥ 1 si puo` suddividere l’intervallo [0, T ] inm sottointervalli [tj , tj+1],
j = 0, 1, . . . ,m− 1, ciascuno di ampiezza τ = T
m
<
1
4λ
e con tj = jτ . Allora per ogni
(x, t) ∈ RN × [0, T ], se k ∈ {0, 1, . . . ,m− 1} e` scelto tale che t ∈ [tk, tk+1], si ha
u(x, t) ≤ sup
x∈RN
u(x, tk) ≤ sup
x∈RN
u(x, tk−1) ≤ · · · ≤ sup
x∈RN
u(x, 0) = sup
x∈RN
f(x) .
Supponiamo quindi 4λT < 1 e sia ε > 0 tale che 4λ(T + ε) < 1. La funzione
v(x, t) := u(x, t)− µ
(T + ε− t)N2 e
|x|2
4(T+ε−t) , µ > 0
verificaHv ≤ 0. Applicando quindi il Teorema 11.4.1 con Ω = Br(0) e r > |x0| si ha
max
ΩT
v = max
ΣT
v
doveΩT = Ω×]0, T ] e` il cilindro parabolico e ΣT il bordo parabolico di ΩT .
Analizziamo il comportamento di v su ΣT .
Per t = 0 si ha v(x, 0) ≤ u(x, 0) = f(x) e quindi v(x, 0) ≤ sup
RN
f .
Su ∂Ω× [0, T ] si ha |x| = r e quindi
v(x, t) = u(x, t)− µ
(T + ε− t)N2 e
|x|2
4(T+ε−t)
≤ C eλ |x|2 − µ
(T + ε)
N
2
e
|x|2
4(T+ε)
= C eλ r
2 − µ
(T + ε)
N
2
e
r2
4(T+ε)
= C eλ r
2 − µ (4(λ+ γ))N2 e(λ+γ)r2
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dove γ > 0 e` tale che λ+γ = 14(T+ε) . Al crescere di r, v(x, t) diventa piccola a piacere
e in particolare
sup
RN×[0,T ]
v(x, t) ≤ sup
RN
f .
Allora per µ→ 0+ si ha la tesi.
Osservazione 11.5.2. L’ipotesi (11.14) puo` essere indebolita richiedendo
u(x, t) ≤ C eλ |x|2 ∀ (x, t) ∈ RN × [0, T ] , |x| > r0
con C, λ, r0 costanti positive.
Il Teorema11.5.1 consente di stimare l’estremo superiore di una funzione u regolare
in RN×]0, T ] con l’estremo superiore diHu e di u(x, 0).
Corollario 11.5.3. (Stima a priori) Sia u ∈ C21
(
RN × ]0, T ]) ∩ C0 (RN × [0, T ]) tale
che
∀ (x, t) ∈ RN × [0, T ] |u(x, t)| ≤ C eλ |x|2 (11.15)
con C, λ costanti positive. Risulta allora
‖u‖∞,RN×]0,T [ ≤ ‖f‖∞,RN + T ‖Hu‖∞,RN×]0,T [
dove f(x) = u(x, 0).
Dimostrazione. Supponiamo ‖Hu‖∞,RN×]0,T [ < +∞ e ‖f‖∞,RN < +∞ (altrimenti
la tesi e` banale) e definiamo le funzioni (ausiliarie)
v(x, t) := u(x, t)− t ‖Hu‖∞,RN×]0,T [ ,
w(x, t) := −u(x, t)− t ‖Hu‖∞,RN×]0,T [ .
Le funzioni v, w introdotte soddisfano le ipotesi del Teorema 11.5.1, infatti si ha
Hv(x, t) = Hu(x, t)− ‖Hu‖∞,RN×]0,T [ ≤ 0
e anche
Hw(x, t) = −Hu(x, t)− ‖Hu‖∞,RN×]0,T [ ≤ 0
e inoltre, per l’ipotesi (11.15), v(x, t) ≤ C eλ |x|2 e w(x, t) ≤ C eλ |x|2 . Pertanto, appli-
cando il Teorema 11.5.1, risulta per la funzione v
∀ (x, t) ∈ RN × [0, T ] v(x, t) ≤ sup
RN
f
da cui segue
∀ (x, t) ∈ RN×[0, T ] u(x, t) ≤ sup
RN
f+t ‖Hu‖∞,RN×]0,T [ ≤ sup
RN
f+T ‖Hu‖∞,RN×]0,T [ ;
inoltre si ha, con procedimento analogo per la funzione w,
∀ (x, t) ∈ RN × [0, T ] − u(x, t) ≤ sup
RN
f + T ‖Hu‖∞,RN×]0,T [
da cui e` immediato dedurre la tesi.
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Teorema 11.5.4. (Teorema di unicita` della soluzione del Problema di Cauchy con
crescita al piu` esponenziale)
Consideriamo il problema di Cauchy per l’equazione del calore non-omogenea
Hu(x, t) = w(x, t) in RN × ]0, T ]
u(x, 0) = f(x) in RN
(Pw)
dove w ∈ C0 (RN × ]0, T [) e f ∈ C0 (RN). Allora esiste al piu` una soluzione u(x, t)
del problema (Pw) tale che
u ∈ C21
(
RN × ]0, T ]) ∩ C0 (RN × [0, T ])
e
∀ (x, t) ∈ RN × [0, T ] |u(x, t)| ≤ C eλ |x|2
conC, λ costanti positive.
Dimostrazione. Siano u1, u2 soluzioni del problema (Pw) tali da soddisfare le con-
dizioni richieste nell’enunciato. Allora la funzione v := u1 − u2 e` soluzione del
problema 
Hu(x, t) = 0 in RN × ]0, T [
u(x, 0) = 0 in RN
e verifica la condizione di crescita (11.15). Per il Corollario 11.5.3 si ha pertanto
‖v‖∞,RN×]0,T [ ≤ 0 e quindi v ≡ 0.
Per quanto concerne l’unicita` della soluzione per il Problema di Cauchy per l’equa-
zione del calore su RN × [0,+∞[ vale il seguente risultato.
Teorema 11.5.5. Sia u ∈ C21 (RN×]0,+∞[)∩C0(RN × [0,+∞[) soluzione del proble-
ma 
Hu(x, t) = 0 x ∈ RN , t > 0
u(x, 0) = 0 x ∈ RN
Supponiamo inoltre che per ogni λ > 0 esiste C > 0 tale che
∀ (x, t) ∈ RN×[0,+∞[ |u(x, t)| ≤ C eλ |x|2 , |∇xu(x, t)| ≤ C eλ |x|
2
. (11.16)
Allora u e` identicamente nulla.
Dimostrazione. Siano x0 ∈ RN e t0 > 0. Sia r > 0 tale che x0 ∈ Br(0). Applicando il
Lemma 11.4.5 con Ω = Br(0) si ha, utilizzando la formula (11.13),
u(x0, t0) =
∫ t0
0
∫
|ξ|=r
Kt0−t(ξ − x0)∇ξu(ξ, t) ·
ξ
r
dHN−1(ξ) dL 1(t)
−
∫ t0
0
∫
|ξ|=r
u(ξ, t)∇ξKt0−t(ξ − x0) ·
ξ
r
dHN−1(ξ) dL 1(t)
+
∫
Br(0)
u(x, 0)Kt0(x − x0) dLN (x)
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e quindi, ricordando che u(x, 0) = 0 per ogni x ∈ RN ,
u(x0, t0) =
∫ t0
0
∫
|ξ|=r
Kt0−t(ξ − x0)∇ξu(ξ, t) ·
ξ
r
dHN−1(ξ) dL 1(t)
−
∫ t0
0
∫
|ξ|=r
u(ξ, t)∇ξKt0−t(ξ − x0) ·
ξ
r
dHN−1(ξ) dL 1(t) .
Passando al limite per r → +∞ e applicando le ipotesi (11.16) sulla funzione u
risulta che gli integrali presenti a destra dell’uguaglianza tendono a zero e quindi
u(x0, t0) = 0.
Come conseguenza del teorema precedente, con analoga argomentazione dimo-
strativa utilizzata per il Teorema 11.5.4, si ha il seguente risultato di unicita`.
Teorema 11.5.6. Consideriamo il problema di Cauchy per l’equazione del calore
non-omogenea 
Hu(x, t) = w(x, t) in RN × ]0,+∞[
u(x, 0) = f(x) in RN
(11.17)
dove w ∈ C0 (RN × ]0,+∞[) e f ∈ C0 (RN). Allora esiste al piu` una soluzione u(x, t)
del problema (11.17) che soddisfa le seguenti proprieta`:
(i) u ∈ C21
(
RN × ]0,+∞[) ∩ C0 (RN × [0,+∞[) ;
(ii) per ogni λ > 0 esiste C > 0 tale che
∀ (x, t) ∈ RN × [0,+∞[ |u(x, t)| ≤ C eλ |x|2 , |∇xu(x, t)| ≤ C eλ |x|2 .
11.6 Il Problema di Cauchy non-omogeneo per l’equa-
zione del calore: Principio di Duhamel
Consideriamo il problema di Cauchy per l’equazione del calore non-omogenea
Hu(x, t) = w(x, t) in RN × ]0, T [
u(x, 0) = f(x) in RN .
(Pw)
Dal punto di vista fisicow(x, t) rappresenta una sorgente che emana calore nel pun-
to x all’istante t.
Il principio di Duhamel consente la riduzione del problema non-omogeneo (Pw) a
una famiglia di problemi per l’equazione del calore omogenea.
Si osservi che, per la linearita` dell’operatore del calore, una soluzione del proble-
ma non-omogeneo (Pw) puo` essere ottenuta come somma di una soluzione del
problema omogeneo 
Hu(x, t) = 0 in RN × ]0, T [
u(x, 0) = f(x) in RN
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e di una soluzione del problema non-omogeneo con dato iniziale nullo
Hu(x, t) = w(x, t) in RN × ]0, T [
u(x, 0) = 0 in RN .
Enunciamo e proviamo quindi un risultato di esistenza per quest’ultimo problema.
Teorema11.6.1. Si consideri il problemadi Cauchy non-omogeneo con dato iniziale
nullo 
Hu(x, t) = w(x, t) in RN × ]0, T [
u(x, 0) = 0 in RN .
(P 0w)
Supponiamo che la funzione w verifichi le seguenti ipotesi:
(a) w ∈ C0(RN×]0, T [) e tale che
|w(x, t)| ≤ C0 eβ|x|2 ∀x ∈ RN , t ∈]0, T [
con C0 > 0, β ≥ 0;
(b) w α-ho¨lderiana sui compatti di RN .
Sia v(x, t; s), per ogni s ≥ 0, l’unica soluzione di classe C21 (RN × [0, T [) del problema
∂
∂t
v(x, t; s)−∆xv(x, t; s) = 0 x ∈ RN , t > s
v(x, s; s) = w(x, s) x ∈ RN
(Ps)
data da
v(x, t; s) = (w(·, s) ∗Kt−s(·)) (x) =
∫
RN
Kt−s(x− y)w(y, s) dLN (y)
=
(
4π(t− s))−N2 ∫
RN
e−
|x−y|2
4(t−s) w(y, s) dLN (y) .
(11.18)
Allora l’applicazione
u(x, t) =
∫ t
0
v(x, t; s) dL 1(s) , x ∈ RN , t ≥ 0 (11.19)
e` soluzione di classe C21 (R
N × [0, T [) del problema (P 0w).
Si osservi che da (11.19) si ha
u(x, t) =
∫ t
0
∫
RN
(
4π(t− s))N2 e− |x−y|24(t−s) w(y, s) dLN (y) dL 1(s)
e quindi l’integrando presenta una singolarita` in (y, s) = (x, t).
Per la dimostrazione del teorema 11.6.1 si fara` uso di alcuni risultati che premettia-
mo.
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Lemma 11.6.2. Sia u0 ∈ C0(RN ) tale che
|u0(x)| ≤ C0 eβ|x|2 ∀x ∈ RN
con C0, β > 0.
Allora per la funzione h(x, t) :=
∫
RN
Kt(x − y)u0(y) dLN (y) vale la seguente stima:
per ogni ρ > 0 esiste una costanteA (non dipendente da x e da t) tale che
|h(x, t)| ≤ A ∀x ∈ Bρ(0) , 0 < t < 1
8β
.
Dimostrazione. Effettuando il cambio di variabile y − x = 2√tz, osservato che
dLN (y) = (4t)N2 dLN (z), si ha∫
RN
Kt(x− y)u0(y) dLN (y) =
∫
RN
(4t)
N
2 Kt(2
√
tz)u0(x+ 2
√
tz) dLN(z)
=
∫
RN
(4t)
N
2 (4πt)−
N
2 e−|z|
2
u0(x+ 2
√
tz) dLN(z)
=
1
π
N
2
∫
RN
e−|z|
2
u0(x+ 2
√
tz) dLN (z) .
Pertanto, per l’ipotesi su u0, segue
|h(x, t)| ≤ 1
π
N
2
∫
RN
e−|z|
2
∣∣∣u0(x + 2√tz)∣∣∣ dLN (z) ≤ C0 e2β|x|2
π
N
2
∫
RN
e−|z|
2+8β t|z|2 dLN (z)
dove si utilizzata la disuguaglianza |x + w|2 ≤ 2 (|x|2 + |w|2) (vera per ogni x,w ∈
RN ). Dalle ipotesi |x| ≤ ρ e 0 < t < 1
8β
, osservato che 1− 8β t > 0, risulta
|h(x, t)| ≤ C0 e
2β ρ2
π
N
2
∫
RN
e−(1−8β t) |z|
2
dLN (z) = C0 e
2β ρ2
π
N
2
π
N
2
(1− 8β t)N2
.
La tesi segue quindi per A =
C0 e
2β ρ2
ϑ
N
2
con 0 < ϑ < 1− 8β t.
Corollario 11.6.3. Sia w ∈ C0(RN×]0, T [) tale che
|w(x, t)| ≤ C0 eβ|x|2 ∀x ∈ RN , t ∈]0, T [
con C0 > 0, β ≥ 0.
Posto
v(x, t; s) =
(
4π(t− s))−N2 ∫
RN
e−
|x−y|2
4(t−s) w(y, s) dLN (y)
l’applicazione
u(x, t) =
∫ t
0
v(x, t; s) dL 1(s) , x ∈ RN , t ≥ 0
verifica i seguenti asserti:
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(i) u(x, t) converge uniformemente rispetto a x sui compatti diRN ;
(ii) lim
t→0+
u(x, t) = 0 uniformemente rispetto a x sui compatti di RN .
Dimostrazione. Si consideri
v(x, t; s) =
∫
RN
Kt−s(x− y)w(y, s) dLN (y) , x ∈ RN , t > s
Sia ρ > 0. Applicando il Lemma 11.6.2 con h(x, t − s) = v(x, t; s) e u0(y) = w(y, s) si
ha
|v(x, t; s)| ≤ A ∀x ∈ Bρ(0) , 0 < t− s < 1
8β
.
Si osservi che, per t > 0 (fissato) risulta (per ogni x ∈ RN )∣∣∣∣∫ t
0
v(x, t; s) dL 1(s)
∣∣∣∣ ≤
∣∣∣∣∣
∫ 0∨(t− 18β )
0
v(x, t; s) dL 1(s)
∣∣∣∣∣+
∣∣∣∣∣
∫ t
0∨(t− 18β )
v(x, t; s) dL 1(s)
∣∣∣∣∣
≤
∫ 0∨(t− 18β )
0
|v(x, t; s)| dL 1(s) +
∫ t
0∨(t− 18β )
|v(x, t; s)| dL 1(s) .
Senza perdere di generalita` supponiamo t− 1
8β
> 0. Posto allora (controllare!)
B = max
(x,s)∈Bρ(0)×[0,t− 18β ]
|v(x, t; s)|
e C = max {A,B} si ottiene per ogni x ∈ Bρ(0), t > 0∣∣∣∣∫ t
0
v(x, t; s) dL 1(s)
∣∣∣∣ ≤ ∫ t
0
C dL 1(s) = C t
da cui seguono gli asserti (i) e (ii).
Lemma 11.6.4. Sia u0 ∈ C0(RN ) tale che
|u0(x)| ≤ C0 eβ|x|2 ∀x ∈ RN
conC0, β > 0.
Supponiamo inoltre u0 ∈ C0,α(Q) per ogni Q sottoinsieme compatto di RN .
Allora per la funzione h(x, t) :=
∫
RN
Kt(x − y)u0(y) dLN (y) vale la seguente stima:
per ogni ρ > 0 esiste una costanteA (non dipendente da x e da t) tale che
|ht(x, t)|+ |∆xh(x, t)| ≤ Atα2−1 ∀x ∈ Bρ(0) , 0 < t < 1
8β
.
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Dimostrazione. Osservato che∫
RN
Kt(x− y) dLN (y) = 1 per t > 0
si ha
∂
∂t
∫
RN
Kt(x− y) dLN (y) =
∫
RN
∂
∂t
Kt(x− y) dLN (y) = 0 per t > 0
e quindi
∂
∂t
h(x, t) =
∫
RN
∂
∂t
Kt(x − y)
(
u0(y)− u0(x)
)
dLN (y)
=
∫
RN
(−N
2t
+
|x− y|2
4t2
)
Kt(x− y)
(
u0(y)− u0(x)
)
dLN (y) .
La funzione h e` soluzione dell’equazione del calore epertanto
∣∣∣∣ ∂∂th(x, t)
∣∣∣∣ = |∆xh(x, t)|.
Si ha quindi∣∣∣∣ ∂∂th(x, t)
∣∣∣∣+ |∆xh(x, t)| = 2 ∣∣∣∣ ∂∂th(x, t)
∣∣∣∣
≤ 2
∫
RN
∣∣∣∣−N2t + |x− y|24t2
∣∣∣∣Kt(x− y) |u0(y)− u0(x)| dLN (y)
≤ 2N
∫
|y|<2 ρ
(
1
2t
+
|x− y|2
4t2
)
Kt(x− y) |u0(y)− u0(x)| dLN (y)
+ 2N
∫
|y|>2 ρ
(
1
2t
+
|x− y|2
4t2
)
Kt(x− y) |u0(y)− u0(x)| dLN (y)
= I + J
dove I e J sono rispettivamente
I := 2N
∫
|y|<2ρ
(
1
2t
+
|x− y|2
4t2
)
Kt(x − y) |u0(y)− u0(x)| dLN (y) ,
J := 2N
∫
|y|>2 ρ
(
1
2t
+
|x− y|2
4t2
)
Kt(x− y) |u0(y)− u0(x)| dLN (y) .
SeD e` la costante di α-o¨lderianita` di u0 inB2ρ si ha
I ≤ 2N D
∫
|y|<2 ρ
( |x− y|α
2t
+
|x− y|2+α
4t2
)
Kt(x− y) dLN (y) .
Effettuando il cambio di variabile y−x = 2√tz, osservato che dLN (y) = (4t)N2 dLN (z)
eKt(2
√
tz) = (4πt)−
N
2 e−|z|
2
, ed estendendo l’integrale a RN si ha
I ≤ 2α+1N Dπ−N2 tα2−1
∫
RN
( |z|α
2
+ |z|2+α
)
e−|z|
2
dLN (z)
= Θ(α, ρ,N) t
α
2−1
∫ +∞
0
rN−1
(
rα
2
+ r2+α
)
e−r
2
dL 1(r)
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con l’ulteriore cambio di variabile z = r ω, con r = |z| e ω = 1, mentre Θ(α, ρ,N) e`
una costante dipendente da α, ρ,N .
Dalla convergenza dell’integrale a secondomembro segue che I ≤ A1 tα2−1 doveA1
e` una costante non dipendente da x e t.
Per l’integrale J , dopo il cambio di variabile y−x = 2√tz, si procede analogamente
alla dimostrazione del Lemma 11.6.2, ottenendo
J ≤ Ψ(α, ρ,N)
∫
|z|> ρ
2
√
t
(
2|z|2 + 1
t
)
e−θ|z|
2
dLN (z)
con θ definito come nel Lemma 11.6.2.
Con il cambio di variabile z = r ω, con r = |z| e ω = 1, si ha
J ≤ Ψ(α, ρ,N)C(N)
∫ +∞
ρ
2
√
t
rN−1
(
2r2 + 1
t
)
e−θr
2
dL 1(r)
= Ψ(α, ρ,N)C(N) t
α
2−1
∫ +∞
ρ
2
√
t
rN−1
(
2r2 + 1
t
α
2
)
e−θr
2
dL 1(r) .
Osservato che
lim
t→0+
∫ +∞
ρ
2
√
t
rN−1
(
2r2 + 1
t
α
2
)
e−θr
2
dL 1(r) = 0
(come si prova facilmente effettuando il cambio di variabili r′ = 2
√
tr e sfruttando
l’uniforme convergenza a 0 per r′ ∈ [ρ,+∞[ dell’integrando cosı` ottenuto) posto
A2 = Ψ(α, ρ,N)C(N) sup
t∈]0, 18β−ε[
∫ +∞
ρ
2
√
t
rN−1
(
2r2 + 1
t
α
2
)
e−θr
2
dL 1(r)
si ha
J ≤ A2 tα2−1
da cui si deduce la tesi.
Corollario 11.6.5. Supponiamo che la funzione w verifichi le seguenti ipotesi:
(a) w ∈ C0(RN×]0, T [) e tale che
|w(x, t)| ≤ C0 eβ|x|2 ∀x ∈ RN , t ∈]0, T [
con C0 > 0, β ≥ 0;
(b) w α-ho¨lderiana sui compatti di RN .
Posto
v(x, t; s) =
(
4π(t− s))−N2 ∫
RN
e−
|x−y|2
4(t−s) w(y, s) dLN (y)
risulta che gli integrali ∫ t
0
∂
∂t
v(x, t; s) dL 1(s)∫ t
0
∆xv(x, t; s) dL 1(s)
convergono uniformemente rispetto a x sui compatti di RN .
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Dimostrazione. La dimostrazione e` analoga a quella del Corollario 11.6.3, tenuto
conto che l’integrale∫ t
a
(t− s)α2−1 dL 1(s) , 0 < a < t , α ∈]0, 1[
e` convergente.
Proviamo ora il Teorema 11.6.1.
Dimostrazione del Teorema11.6.1. Consideriamo l’applicazione
u(x, t) =
∫ t
0
v(x, t; s) dL 1(s) , x ∈ RN , t ≥ 0 .
Per i corollari 11.6.3 e 11.6.5 possiamo derivare sotto il segno di integrale, ottenendo
∂
∂t
u(x, t) =
∂
∂t
∫ t
0
v(x, t; s) dL 1(s) = lim
s→t
v(x, t; s) +
∫ t
0
∂
∂t
v(x, t; s) dL 1(s) .
Ricordato che per ogni s ∈]0, t[ la funzione vs e` soluzione del problema (Ps) si ha
∂
∂t
u(x, t) = w(x, t) +
∫ t
0
∆xv(x, t; s) dL 1(s)
= w(x, t) + ∆x
∫ t
0
v(x, t; s) dL 1(s)
dove per l’ultima uguaglianza si e` utilizzato il corollario 11.6.5, e quindi risulta
∂
∂t
u(x, t)−∆xu(x, t) = w(x, t) , in RN×]0, T [ .
Inoltre dal corollario 11.6.3 si ha lim
t→0+
u(x, t) = 0 uniformemente rispetto a x sui
compatti diRN . La dimostrazione e` pertanto completa.
Anche per la versione non-omogenea del problema misto (11.11) vale un risultato
di unicita` della soluzione, analogo al Teorema11.4.3 (e con identica dimostrazione),
che di seguito enunciamo.
Teorema 11.6.6. (Unicita` delle soluzioni nel problemamisto non-omogeneo)
Esiste al piu` una soluzione di classe C21 (ΩT ) ∩C0(ΩT ) del problemamisto
Hu(x, t) = w(x, t) in ΩT
u(x, t) = ϕ(x, t) su ΣT
dove w ∈ C0(ΩT ) e ϕ ∈ C0(ΣT ).
176 Introduzione alle Equazioni a Derivate Parziali Lineari
11.7 Metodi dell’integrale dell’energia
Definizione 11.7.1. Sia Ω ⊂ RN . Si definisce energia termica della distribuzione di
temperatura u in Ω al tempo t l’integrale
e(t) =
∫
Ω
u2(x, t) dLN (x) . (11.20)
Teorema 11.7.2. (Unicita` per il problema (omogeneo) retrogrado (backward))
Sia Ω aperto e limitato di RN con frontiera topologica ∂Ω regolare. Siano u1, u2 ∈
C2
(
ΩT
)
soluzioni del problema
Hu(x, t) = 0 in ΩT
u(x, 0) = g(x) su ∂Ω× [0, T ]
con g funzione assegnata. Supponiamo inoltre che
u1(x, T ) = u2(x, T ) ∀x ∈ Ω .
Allora
u1 ≡ u2 in ΩT .
Dimostrazione. Consideriamo la funzione v := u1 − u2, soluzione del problema
Hv(x, t) = 0 in ΩT
v(x, 0) = 0 su ∂Ω× [0, T ],
e sia
e(t) =
∫
Ω
v2(x, t) dLN (x) 0 ≤ t ≤ T (11.21)
l’energia termica associata a v. Risulta, essendo v soluzione dell’equazione del
calore,
∂
∂t
e(t) = 2
∫
Ω
v(x, t)
∂
∂t
v(x, t) dLN (x) = 2
∫
Ω
v(x, t)∆xv(x, t) dLN (x)
e integrando per parti, tenuto conto che v = 0 su ∂Ω, si ha
∂
∂t
e(t) = −2
∫
Ω
|∇xv(x, t)|2 dLN (x) .
Derivando sotto il segno di integrale e successivamente integrando per parti si ot-
tiene
∂2
∂t2
e(t) = −4
∫
Ω
∇xv(x, t) · ∇x ∂
∂t
v(x, t) dLN (x) = 4
∫
Ω
∆xv(x, t)
∂
∂t
v(x, t) dLN (x)
= 4
∫
Ω
(
∆xv(x, t)
)2
dLN (x) . (11.22)
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Dalle relazioni ottenute, applicando la disuguaglianza di Cauchy-Schwarz, si ha(
∂
∂t
e(t)
)2
= 4
(∫
Ω
v(x, t)∆xv(x, t) dLN (x)
)2
≤
(∫
Ω
v2(x, t) dLN (x)
) (
4
∫
Ω
(
∆xv(x, t)
)2
dLN (x)
)
e quindi (
∂
∂t
e(t)
)2
≤ e(t) ∂
2
∂t2
e(t) . (11.23)
Per provare la tesi del teorema basta dimostrare che e(t) = 0 per ogni t ∈ [0, T ].
Procediamoper assurdo e supponiamo quindi che e(t)non sia identicamentenulla.
Osservato che e(t) ≥ 0 e e(T ) = 0 devono esistere t1, t2 ∈ [0, T ], t1 < t2, tali che
e(t) > 0 per ogni t ∈ [t1, t2[ , e(t2) = 0 . (11.24)
Considerata la funzione
f(t) = log (e(t)) , t1 ≤ t < t2
risulta
∂2
∂t2
f(t) =
1
e(t)2
(
e(t)
∂2
∂t2
e(t)−
(
∂
∂t
e(t)
)2)
≥ 0
per la (11.23), e quindi f e` una funzione convessa, cioe`
∀ t ∈]t1, t2[ ∀λ ∈]0, 1[ f ((1− λ)t1 + λ t) ≤ (1− λ) f(t1) + λ f(t)
da cui segue
e ((1− λ)t1 + λ t) ≤ e(t1)1−λ e(t)λ .
Passando al limite per t→ t2 risulta, per ogni λ ∈]0, 1[,
e ((1− λ)t1 + λ t2) ≤ 0
o, equivalentemente,
e(t) ≤ 0 ∀ t ∈]t1, t2[
in contraddizione con la (11.24).
Osservazione 11.7.3. Dal risultato precedente segue che se due distribuzioni di
temperatura suΩ coincidono all’istante T > 0 ed assumono gli stessi valori al bordo
nell’intervallo di tempo [0, T ] allora le due distribuzioni di temperatura sono uguali
in Ω nell’intero periodo [0, T ].
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11.8 Un’applicazione dell’equazione del calore ad un
problema di finanzamatematica
Presentiamo un’applicazione dell’equazione del calore alla valutazione del prezzo
di un derivato finanziario, basandoci essenzialmente sui lavori di F. Black, M. Scho-
les e R.C. Merton pubblicati agli inizi degli anni settanta35.
Robert Merton e Myron Scholes hanno ricevuto nel 1997 il Premio della Banca di
Svezia per le scienze economiche in memoria di Alfred Nobel (Premio Nobel per
l’economia) per i loro risultati (Fischer Black era scomparso prematuramente nel
1995).
Premettiamo una breve descrizione dei derivati finanziari.
I derivati finanziari sono contratti il cui valore dipende dalla quotazione di uno o
piu` titoli o beni, detti sottostanti. Il sottostante puo` essere un’azione, un tasso di in-
teresse, unamerce (come oro, petrolio, . . . ) o anche un altro titolo derivato. Esempi
tipici di titoli derivati sono le opzioni finanziarie.
Un’opzione finanziaria di tipo call europea e` un contratto che conferisce al deten-
tore (holder) il diritto (ma non l’obbligo) di acquistare l’attivita` sottostante ad una
data futura prefissata T (scadenza) e ad un prezzo prefissato k (denominato prezzo
di esercizio o strike price). Precisiamo che con l’acquisto di un’opzione si acquista
un diritto, quindi il detentore di un’opzione call e` anche libero di non esercitare il
suo diritto ad acquistare il sottostante. Ovviamente chi ha venduto un’opzione call
ha l’obbligo di vendere il sottostante.
Consideriamo un’opzione finanziaria call europea con prezzo di esercizio k e sca-
denza T . Indichiamo con XT il prezzo del sottostante a scadenza. Il valore fina-
le (payoff) alla scadenza T del contratto di opzione dipende dalla quotazione del
titolo sottostante alla data T ; in particolare
• seXT > k, il valore finale (payoff) dell’opzione e` pari aXT−k, corrispondente
al ricavo che si ottiene esercitando l’opzione, ossia acquistando il sottostante
al prezzo k e rivendendolo al prezzo di mercatoXT ;
• seXT ≤ k, non conviene esercitare l’opzione e il payoff e` nullo.
Pertanto, il payoff a scadenza YT di una opzione finanziaria call europea e` pari a
YT = max {XT − k, 0} .
Denotata con g la funzione payoff definita da g(x) = max {x− k, 0} il payoff si
esprime
YT = g(XT ) .
In Figura 11.2 e` rappresentato il grafico del payoff come funzione di XT . Osservia-
mo che il payoff aumenta conXT ed offre un guadagno potenzialmente illimitato.
35Cfr. F. Black,M. Scholes: The Pricing of optionsand corporate liabilities, Journal of Political Economy
81, pp. 637–659, 1973.
R.C. Merton: Theory of rational option pricing, Bell Journal of Economics and Management Sciences 4,
pp. 141–183, 1973.
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XT
0 k
g(X  )T
Figura 11.2: Payoff a scadenza per una opzione call europea con prezzo di esercizio
k, come funzione del prezzo del sottostante
Riveste particolare importanza il problema della valutazione, ossia della determi-
nazione del prezzo dell’opzione ad un istante t < T .
Denotiamo v(x, t) il prezzo dell’opzione call europea all’istante t ≤ T in corrispon-
denza del prezzo del sottostante pari a x.
Ipotesi del modello di Black & Scholes. Il modello di valutazione di Black & Scho-
les e` basato sulle seguenti ipotesi inerenti il mercato finanziario e la dinamica del
prezzo dell’attivita` sottostante l’opzione:
• il mercato e` aperto con continuita`;
• il mercato e` perfetto (assenza di costi di transazione e gravami fiscali, i titoli
sono infinitamente divisibili, sono consentite le vendite allo scoperto) e privo
di arbitraggi;
• il tasso istantaneo relativo agli investimenti non rischiosi (tasso risk-free), de-
notato con r, e` noto e costante nel tempo;
• il processo (stocastico) 36 X = X(t, ω) del prezzo del titolo sottostante soddi-
sfa la seguente equazione differenziale stocastica37(moto Browniano geome-
trico)
dX(t, ω) = µX(t, ω) dt+ σX(t, ω) dW (t, ω) t ≥ 0, ω ∈ Ω . (11.25)
dove il tasso istantaneo di rendimento atteso µ ∈ R (coefficiente di drift) e la
volatilita` (istantanea) σ > 0 sono supposti costanti, eW = W (t, ω) e` un pro-
cesso di Wiener 38 (o moto Browniano standard). Per comodita` di notazione
si denotaXt = X(t, ·) il prezzo del sottostante all’istante t.
36Assegnato uno spazio di probabilita` (Ω,F , P ), si definisce processo stocastico una funzione X :
[0,+∞[×Ω→ R tale che, per ogni t ≥ 0, la funzione ω ∈ Ω 7→ X(t, ω) ∈ R e` una variabile aleatoria.
37La soluzione dell’equazione differenziale stocastica con la condizione iniziale X(0, ω) = x0 > 0 e`
data da
X(t, ω) = x0 exp
{(
µ− σ
2
2
)
t+ σW (t, ω)
}
.
Osserviamo cheX(t, ω) > 0. Si consulti, ad esempio,
B. Øksendal: Stochastic differential equations, Springer Berlin Heidelberg, 2003.
38Un processo di Wiener (standard)W e` un processo stocastico con le seguenti proprieta`:
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Sotto le precedenti assunzioni, si puo` dimostrare che il prezzo dell’opzione call de-
ve soddisfare la seguente equazione differenziale alle derivate parziali di secondo
ordine di tipo parabolico
∂
∂t
v(x, t) +
1
2
σ2 x2
∂2
∂x2
v(x, t) + r x
∂
∂x
v(x, t) − r v(x, t) = 0 in ]0,+∞[×[0, T [
che prende il nome di equazione generale di valutazione ed e` nota come equazione
di Black & Scholes.
Il problema della valutazione del prezzo di un’opzione call europea consiste nel
risolvere la precedente equazione generale di valutazione sotto la condizione a sca-
denza:
v(x, T ) = max {x− k, 0} x > 0 ,
dato che, alla data di scadenza, il prezzo dell’opzione e` pari al suo payoff.
Pertanto il problema della valutazione del prezzo di un’opzione call europea puo`
essere formulato nel modo seguente.
Problema della valutazione:
Determinare v = v(x, t) ∈ C21 (]0,+∞[× [0, T [) ∩ C0 (]0,+∞[× [0, T ]) soluzione del
problema (retrogrado)
∂
∂t
v(x, t) +
1
2
σ2 x2
∂2
∂x2
v(x, t) + r x
∂
∂x
v(x, t)− r v(x, t) = 0 in ]0,+∞[×[0, T [
v(x, T ) = g(x) x ∈]0,+∞[
(11.26)
dove il dato (finale) g e` la funzione payoff g(x) = max {x− k, 0}.
Sussiste una relazione tra l’equazione di Black & Scholes e l’equazione del calore,
come si vedra` nella Proposizione 11.8.2 dove, utilizzando il cambio di variabili
x = eσy , t = T − τ
e un’opportuna trasformazione39, il problema di determinare la soluzione del pro-
blema di valutazione (11.26) sara` ricondotto allo studio di un problema di Cauchy
per l’equazione del calore.
Osservazione 11.8.1. Osserviamo che il cambio di variabile t = T − τ trasforma il
problema retrogrado in un problema in avanti nel tempo. La variabile τ = T − t
e` il tempo a scadenza e rappresenta, all’istante t, la durata residua del contratto di
opzione.
– W (0, ·) = 0 quasi certamente;
– gli incrementiW (s, ·)−W (t, ·), t < s, sono varabili aleatorie indipendenti;
– gli incrementi sono stazionari;
– per ogni t < s, l’incrementoW (s, ·) −W (t, ·) e` una variabile aleatoria normale con media zero e
varianza s− t;
– per quasi ogni ω ∈ Ω (fissato), la traiettoria t 7→W (t, ω) del processo e` continua.
Si osservi cheW (t, ·) = W (t, ·)−W (0, ·) per ogni t > 0, e quindiW (t, ·) ha legge normale conmedia 0
e varianza t.
39Si usera` la trasformazione proposta in
P.Wilmott, J. Dewynne and S.Howison: Option Pricing. Mathematicalmodels and computation, Oxford
Financial Press, 1993.
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Proposizione 11.8.2. La funzione v = v(x, t) e` soluzione del problema di valutazio-
ne (11.26) con dato finale g(x) = max {x− k, 0} se e solo se la funzione u = u(y, τ)
definita dalla trasformazione
u(y, τ) = eAy+Bτv(eσ y, T − τ) , y ∈ R , τ ∈ [0, T ] (11.27)
con
A =
r
σ
− σ
2
, B = r +
A2
2
,
e` soluzione del problema di Cauchy per l’equazione del calore
∂
∂τ
u(y, τ)− 1
2
∂2
∂y2
u(y, τ) = 0 in R×]0, T ]
u(y, 0) = f(y) y ∈ R
(11.28)
dove il dato iniziale f e` definito da f(y) = eAyg(eσy).
Dimostrazione. Per la funzione u = u(y, τ) definita in (11.27) risulta
∂
∂τ
u(y, τ) = eAy+Bτ
(
B v(eσ y, T − τ)− ∂
∂t
v(eσ y, T − τ)
)
∂
∂y
u(y, τ) = eAy+Bτ
(
Av(eσ y, T − τ) + σ eσ y ∂
∂x
v(eσ y, T − τ)
)
∂2
∂y2
u(y, τ) = eAy+Bτ
(
A2 v(eσ y, T − τ) + (2Aσ + σ2) eσ y ∂
∂x
v(eσ y, T − τ)
+ σ2 e2σ y
∂2
∂x2
v(eσ y, T − τ)
)
e quindi, sostituendo x = eσy e t = T − τ , riesce
∂
∂τ
u(y, τ)− 1
2
∂2
∂y2
u(y, τ) = −eAy+Bτ
(
∂
∂t
v(x, t) +
1
2
σ2 x2
∂2
∂x2
v(x, t)
+
(
Aσ +
σ2
2
)
x
∂
∂x
v(x, t) −
(
B − A
2
2
)
v(x, t)
)
.
Scegliendo A eB tali che
Aσ +
σ2
2
= r , B − A
2
2
= r
cioe`
A =
r
σ
− σ
2
, B = r +
A2
2
si ha allora
∂
∂τ
u(y, τ)− 1
2
∂2
∂y2
u(y, τ) = −eAy+Bτ
(
∂
∂t
v(x, t)+
1
2
σ2 x2
∂2
∂x2
v(x, t)
+ r x
∂
∂x
v(x, t) − r v(x, t)
)
.
182 Introduzione alle Equazioni a Derivate Parziali Lineari
Pertanto la funzione v e` soluzione dell’equazione di Black&Scholes in ]0,+∞[×[0, T [
se e solo se la funzione u e` soluzione dell’equazione del calore, con coefficiente di
diffusione (cfr. (11.5))D = 12 , inR×]0, T ]. Inoltre dalla trasformazione (11.27) segue
u(y, 0) = eAy v(eσ y, T )
e quindi v verifica la condizione a scadenza del problema (11.26) v(x, T ) = g(x) se e
solo se u verifica la condizione iniziale del problema (11.28) u(y, 0) = eAy g(eσ y) =
f(y).
Teorema 11.8.3. (Formula di Black & Scholes)
Il problema di valutazione (11.26) ha soluzione
v(x, t) = xΦ(d1)− k e−r(T−t)Φ(d2) (11.29)
doveΦ e` la funzione di distribuzione della legge normale standard definita da
Φ(y) =
1√
2π
∫ y
−∞
e−ρ
2/2 dL 1(ρ) y ∈ R
e
d1 =
log
(x
k
)
+
(
r + σ
2
2
)
(T − t)
σ
√
T − t ,
d2 = d1 − σ
√
T − t =
log
(x
k
)
+
(
r − σ22
)
(T − t)
σ
√
T − t .
Osservazione 11.8.4. La formula (11.29), che esprime il prezzo (o valore) di una
opzione call europea conprezzo di esercizio k e scadenza T , e` nota come formula di
Black & Scholes.
In Figura 11.3 e` rappresentato il grafico della funzione x 7→ v(x, t0) che esprime il
valore di una call europea, secondo la formula (11.29), come funzione del prezzo
del sottostante x ad un instante t0 < T fissato.
X0
ke-r(T-t )0 k
v(x,t )
0
Figura 11.3: Prezzo di un’opzione call europea, ad un istante t0 < T , come funzione
del prezzo del sottostante x
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Dimostrazione. Consideriamo il problema di Cauchy (11.28). Esso ha soluzione 40
u(y, τ) =
1√
2πτ
∫
R
e−
(y−z)2
2τ f(z) dL 1(z) , (11.34)
dove f(x) = eAxmax {eσx − k, 0}, conA = r
σ
− σ
2
. Effettuando il cambio di variabile
s =
z − y√
τ
risulta
u(y, τ) =
1√
2π
∫
R
e−
s2
2 f(y +
√
τs) dL 1(s)
40Sussiste il seguente risultato (cfr. [15]).
Teorema. Sia f una funzione con un numero finito di punti di discontinuita` in R, tale che
|f(x)| ≤ c1eax
2 ∀x ∈ R (11.30)
con c1 e a costanti positive, e sia u definita da
u(x, t) =
∫
R
KD(x− z, τ)f(z) dL 1(z) =
1√
4πDt
∫
R
e−
(x−z)2
4Dt f(z) dL 1(z) (11.31)
doveD > 0 e` il coefficiente di diffusione eKD(x, t) e` la soluzione fondamentale (cfr. Osservazione 11.1.6)
KD(x, t) =
1√
4πDt
e−
x2
4Dt .
Allora
(i) per ogni T <
1
4Da
la funzione u e` di classe C21 (R×]0, T [) e
∂
∂t
u(x, t) −D ∂
2
∂x2
u(x, t) = 0 in R×]0, T [ ;
(ii) se x0 e` un punto in cui f e` continua, risulta
u(x, t)→ f(x0) se (x, t)→ (x0, 0), t > 0 ;
(iii) esistonoC,λ costanti positive tali che
|u(x, t)| ≤ ceλx2 ∀ (x, t) ∈ R×]0, T [ .
Dal precedente teorema segue che se f ∈ C0(R) allora la funzione u definita in (11.31) e` soluzione di
classeC21 (R×]0, T [) ∩ C0 (R× [0, T [) del problema di Cauchy

∂
∂t
u(x, t) −D ∂
2
∂x2
u(x, t) = 0 in R×]0, T [
u(x, 0) = f(x) in R .
(11.32)
(Tale risultato puo` essere generalizzato a RN (cfr. [11] p. 210)).
Se, inoltre, per il dato iniziale f vale
|f(x)| ≤ c2 eb|x| ∀x ∈ R (11.33)
con c2, b costanti positive, allora la condizione (11.30) e` verificata per ogni a > 0 e quindi non vi e`
alcuna limitazione sull’intervallo temporale di esistenza della soluzione, essendo per ogni T > 0 la
disuguaglianza T <
1
4Da
soddisfatta con a sufficientemente piccolo.
Osservato che il problema (11.28) e` un caso particolare del problema (11.32) conD = 1/2 e che il dato
iniziale f(x) = eAxmax {eσx − k, 0} soddisfa la condizione (11.33), risulta dunque che la funzione
definita in (11.31) conD = 1/2 e` soluzione del problema (11.28).
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da cui, osservato che
f(y +
√
τs) = eA(y+
√
τs)max{eσ(y+
√
τs) − k, 0}
=

e(A+σ)(y+
√
τs) − k eA(y+
√
τs) se eσ(y+
√
τs) − k ≥ 0 ⇐⇒ s ≥ log k−σy
σ
√
τ
0 altrimenti ,
si ottiene per la soluzione (11.34) l’espressione
u(y, τ) =
1√
2π
∫ +∞
log k−σy
σ
√
τ
e−
s2
2 e(A+σ)(y+
√
τs) dL 1(s)− k√
2π
∫ +∞
log k−σy
σ
√
τ
e−
s2
2 eA(y+
√
τs) dL 1(s) .
Per la Proposizione 11.8.2, la funzione (cfr. (11.27))
v(x, t) = e−
A
σ
log x−B(T−t) u
(
1
σ
log x, T − t
)
,
con B = r +
A2
2
, e` soluzione del problema (11.26). Sostituendo l’espressione per u
determinata in precedenza, si ha
v(x, t) =
e−
A
σ
log x−B(T−t)
√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 e(A+σ)(
1
σ
log x+s
√
T−t) dL 1(s)
− k e
−A
σ
log x−B(T−t)
√
2π
∫ +∞
log k−log x
σ
√
τ
e−
s2
2 eA(
1
σ
log x+s
√
T−t) dL 1(s)
=
x√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 e(A+σ)s
√
T−te−B(T−t) dL 1(s)
− k√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 eAs
√
T−te−B(T−t) dL 1(s)
=
x√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 e(A+σ)s
√
T−te−B(T−t) dL 1(s)
− k e
−r(T−t)
√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 eAs
√
T−te−
A2
2 (T−t) dL 1(s) .
Poniamo
I1 =
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 e(A+σ)s
√
T−te−B(T−t) dL 1(s)
e
I2 =
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 eAs
√
T−te−
A2
2 (T−t) dL 1(s) .
Quindi
v(x, t) = x I1 − k e−r(T−t) I2 . (11.35)
Calcoliamo prima I1. Osservato che
2B = 2r +A2 = 2r +
( r
σ
− σ
2
)2
=
( r
σ
+
σ
2
)2
= (A+ σ)2 ,
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risulta
I1 =
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 e(A+σ)s
√
T−te−B(T−t) dL 1(s)
=
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
1
2 (s
2−2(A+σ)s√T−t+2B(T−t)) dL 1(s)
=
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
1
2 (s−(A+σ)
√
T−t)2 dL 1(s) .
Utilizzando il cambio di variabile ρ = (A+ σ)
√
T − t− s, essendo
(A+ σ)
√
T − t− log k − log x
σ
√
T − t =
( r
σ
+
σ
2
)√
T − t− log k − log x
σ
√
T − t
=
log
(x
k
)
+
(
r + σ
2
2
)
(T − t)
σ
√
T − t = d1 ,
si ottiene
I1 =
1√
2π
∫ d1
−∞
e−ρ
2/2 dL 1(ρ) = Φ(d1) .
Calcoliamo I2. Risulta
I2 =
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
s2
2 eAs
√
T−te−
A2
2 (T−t) dL 1(s)
=
1√
2π
∫ +∞
log k−log x
σ
√
T−t
e−
1
2 (s−A
√
T−t)2 dL 1(s) .
Con il cambio di variabile ρ = A
√
T − t− s, osservato che
A
√
T − t− log k − log x
σ
√
T − t =
( r
σ
− σ
2
)√
T − t− log k − log x
σ
√
T − t
=
log
(x
k
)
+
(
r − σ22
)
(T − t)
σ
√
T − t = d2 ,
riesce
I2 =
1√
2π
∫ d2
−∞
e−ρ
2/2 dL 1(ρ) = Φ(d2) .
Sostituendo in (11.35) le espressioni per I1 e I2 cosı` ottenute, risulta infine
v(x, t) = xΦ(d1)− k e−r(T−t)Φ(d2) .
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Osservazione 11.8.5. La soluzione v del problema (11.26) data in (11.29) e` unica
nella classe delle funzioni che verificano la condizione di crescita
|v(x, t)| ≤ C1 eC2(log x)2 ∀ (x, t) ∈ ]0,+∞[×[0, T ] (11.36)
con C1, C2 costanti positive. Tale risultato si ottiene osservando che se v soddisfa
(11.36) allora la funzione u definita in (11.27) verifica la condizione di crescita
|u(y, τ)| ≤ C eλy2 ∀ (y, τ) ∈ R× [0, T ] ,
con C, λ costanti positive, e questo garantisce, per il Teorema 11.5.4, l’unicita` della
soluzione del problema (11.28) e quindi anche del problema (11.26).
Osservazione 11.8.6. La soluzione v data in (11.29) non e`, in generale, l’unica so-
luzione del problema di valutazione (11.26). Essa pero` e` l’unica soluzione signi-
ficativa da un punto di vista economico essendo, come osservato in precedenza,
unica nella classe delle funzioni che verificano la condizione di crescita (11.36), che
e` una condizione economicamente ammissibile. Infatti, osservato che la funzione
che compare a secondo membro della (11.36) cresce meno velocemente rispetto a
una funzione esponenziale ma piu` velocemente di ogni funzione polinomiale, la
condizione (11.36) e` compatibile con le seguenti condizioni agli estremi (motivate
da argomentazioni di carattere finanziario):
(i) v(0, t) = 0 per t ∈ [0, T ];
(ii) ∃ lim
x→+∞
v(x, t)
x
= 1 per t ∈ [0, T ].
La condizione (i) deriva dal fatto che se ad un certo istante t il prezzo del sottostante
Xt e` pari a 0, l’equazione (11.25) implica che Xs = 0 per s > t e quindi l’opzione
e` senza valore (in quanto il suo payoff e` certamente pari a zero). La condizione (ii)
e` giustificata dalla forma della funzione payoff g(x) = max {x− k, 0} e dall’osser-
vazione che quando il prezzo x diventa molto grande, l’ammontare del prezzo di
esercizio k > 0 diventa sempre meno significativo.
CAPITOLO 12
L’equazione delle onde (o di d’Alembert (1747)) e alcuni
problemi connessi
12.1 Il Problema di Cauchy per l’equazione delle onde
unidimensionale
La piu` semplice equazione alle derivate parziali iperbolica e` l’equazione delle onde
unidimensionale
utt − c2uxx = 0 , (12.1)
dove u e` una funzione di due variabili indipendenti x ∈ R e t ≥ 0. La variabile x
e` comunemente identificata come “posizione” e t come “tempo”; c e` una costante
positiva. Fisicamente u puo` rappresentare lo spostamento normale delle particelle
di una corda (infinita) vibrante.
Il problema di Cauchy per l’equazione delle onde unidimensionale puo` essere cosı`
formulato:
assegnate
f = f(x) in R “posizione all’istante t = 0”
g = g(x) in R “velocita` all’istante t = 0”
cercare u = u(x, t) definita e regolare per x ∈ R e t ≥ 0 41 tale che
utt − c2uxx = 0 in R× ]0,+∞[
u(x, 0) = f(x) in R
ut(x, 0) = g(x) in R .
(P )
41Anche per x ∈ R e t ∈ R. A differenza dell’operatore del calore, l’operatore delle onde e` invariante
rispetto all’inversione del tempo (x, t) → (x,−t). Pertanto e` sufficiente studiare soluzioni in t ≥ 0,
perche´ risultati simili possono conseguirsi per t ≤ 0, sostituendo t con−t.
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Sussiste il seguente risultato:
Teorema 12.1.1. (Teorema di esistenza e unicita`)
Siano f ∈ C2(R), g ∈ C1(R); allora il problema di Cauchy (P ) ha un’unica soluzione
u = u(x, t) ∈ C2(R× [0,+∞[) data da
u(x, t) =
1
2
[
f(x+ ct) + f(x− ct)]+ 1
2c
∫ x+ct
x−ct
g(s) dL 1(s) (12.2)
per ogni x ∈ R, t ≥ 0.
Dimostrazione. Preliminarmente supponiamo che una u = u(x, t) esista e sia so-
luzione dell’equazione in (P ). Introdotte le coordinate caratteristiche (metodo di
d’Alembert)
ξ = x+ ct
η = x− ct
da cui x =
ξ + η
2
t =
ξ − η
2c
 ,
la u(x, t) si trasforma in
U(ξ, η) = u
(
ξ + η
2
,
ξ − η
2c
)
.
Si ha
Uξ =
1
2
ux +
1
2c
ut
e
(Uξ)η =
1
4
uxx − 1
4c2
utt
e quindi
Uξη = 0 .
Allora, Uξ = F
′(ξ) e
U(ξ, η) = F (ξ) +G(η)
e ritornando alle coordinate (x, t) si ha
u(x, t) = F (x+ ct) +G(x− ct) .
Evidentemente u ∈ C2 se e solo se F,G ∈ C2.
Allora la soluzione generale di (12.1) e` ottenuta come sovrapposizione di due onde
che si propagano, senza cambiare forma, con velocita` c in direzioni opposte lungo
l’asse x. Imposte le condizioni iniziali
f(x) = u(x, 0) = F (x) +G(x) (e quindi cf ′(x) = cF ′(x) + cG′(x)) ,
g(x) = ut(x, 0) = cF
′(x) − cG′(x) ,
otteniamo (per addizione e sottrazione)
cf ′(x) + g(x) = 2cF ′(x)
cf ′(x)− g(x) = 2cG′(x) ,
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da cui
F ′(x) =
1
2
f ′(x) +
1
2c
g(x)
G′(x) =
1
2
f ′(x) − 1
2c
g(x) ,
e quindi
F (x) =
1
2
f(x) +
1
2c
∫ x
0
g(s) dL 1(s) + δ (δ ∈ R)
G(x) =
1
2
f(x)− 1
2c
∫ x
0
g(s) dL 1(s) + σ (σ ∈ R) .
Poiche´ f(x) = F (x) +G(x), necessariamente δ + σ = 0 e in definitiva:
u(x, t) = F (x + ct) +G(x − ct)
=
1
2
f(x+ ct) +
1
2c
∫ x+ct
0
g(s) dL 1(s) + δ
+
1
2
f(x− ct)− 1
2c
∫ x−ct
0
g(s) dL 1(s) + σ
=
1
2
[
f(x+ ct) + f(x− ct)]+ 1
2c
∫ x+ct
x−ct
g(s) dL 1(s).
Se f ∈ C2(R) e g ∈ C1(R) la u = u(x, t) cosı` determinata (euristicamente) e` di classe
C2(R× [0,+∞[) ed e` la soluzione del problema (P ). Infatti:
u(x, 0) = f(x) ,
ut(x, t) =
1
2
[
cf ′(x + ct)− cf ′(x− ct)]+ 1
2c
[
cg(x+ ct) + cg(x− ct)] ,
ut(x, 0) =
c
2
f ′(x)− c
2
f ′(x) +
1
2
g(x) +
1
2
g(x) = g(x) ,
utt(x, t) =
1
2
[
c2f ′′(x+ ct) + c2f ′′(x− ct)]+ 1
2c
[
c2g′(x+ ct)− c2g′(x− ct)] ,
ux(x, t) =
1
2
[
f ′(x + ct) + f ′(x− ct)] + 1
2c
[
g(x+ ct)− g(x− ct)] ,
uxx(x, t) =
1
2
[
f ′′(x+ ct) + f ′′(x − ct)]+ 1
2c
[
g′(x+ ct)− g′(x − ct)] ,
e quindi
utt − c2uxx = 0 .
Osservazione 12.1.2. (i) Nel caso N = 1 la soluzione u = u(x, t) non e` meno
regolare dei dati f = f(x) e g = g(x).
(ii) La soluzione u = u(x, t) e` determinata univocamente dai valori dei dati f e g
nell’intervallo [x− ct, x+ ct], il quale rappresenta l’intervallo di dipendenza
(dai dati iniziali) per la soluzione nel punto (x, t).
(iii) Se assumiamo che ‖f‖∞,R , ‖g‖∞,R < ε, per qualche ε ∈ (0, 1), allora dalla
(12.2) si ha ‖u(·, t)‖∞,R ≤ (1 + t) ε (dipendenza continua della soluzione dai
dati f e g).
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12.2 I movimenti di una corda con gli estremi fissi
Un problema rilevante relativo all’equazione delle onde unidimensionale si ottiene
ponendosi in un intervallo limitato: in questo caso e` appropriato definire, oltre alle
condizioni iniziali, delle condizioni ai limiti (ovvero specificare i movimenti degli
estremi dell’onda, che in questo caso sara` assimilata ad una corda).
Consideriamo quindi il problema di una corda omogenea con gli estremi fissi (le
condizioni ai limiti sono pertanto indipendenti dal tempo) e della quale sono note
posizione e velocita` iniziali.
Il problema e` definito da (qui prendiamo c = 1)
utt − uxx = 0 in ]0, L[× ]0,+∞[
u(0, t) = u(L, t) = 0 t ∈ [0,+∞[
u(x, 0) = f(x) x ∈ [0, L]
ut(x, 0) = g(x) x ∈ [0, L]
(12.3)
con f ∈ C2([0, L]), g ∈ C1([0, L]).
Per risolvere il problema (12.3) cerchiamo soluzioni a variabili separate del tipo
u(x, t) = ϕ(x)ψ(t). Una scelta di questo tipo trasforma l’equazione in
ϕ′′(x)
ϕ(x)
=
ψ′′(t)
ψ(t)
.
Il membro a sinistra e` indipendente da t, il membro a destra e` indipendente da x,
dunque entrambi i membri devono essere uguali alla stessa costante, diciamo −λ,
quindi
ϕ′′
ϕ
=
ψ′′
ψ
= −λ
e pertanto il problema si spezza in due equazioni, una delle quali soggetta alle
condizioni ai limiti:
ϕ′′ + λϕ = 0
ϕ(0) = 0
ϕ(L) = 0
e ψ′′ + λψ = 0 .
Al fine di risolvere il primo sistema bisogna innanzitutto stabilire per quali valori
di λ le condizioni ai limiti sono soddisfacibili da ϕ non identicamente nulla: que-
sti λ prendono il nome di autovalori e le corrispondenti soluzioni sono chiamate
autofunzioni. Posto λ = γ2 otteniamo soluzioni del tipo
ϕ(x) = c1 sen γx+ c2 cos γx .
Affinche´ le soluzioni non siano banali, risulta c2 = 0 dalla condizione sul primo
estremo e γ =
nπ
L
; gli autovalori sono pertanto positivi e in particolare non nulli, in
quanto sono del tipo
(nπ
L
)2
, con n ∈ N.
La seconda equazione non e` soggetta a condizioni iniziali, e quindi, combinando la
ψ e la ϕ trovate e tenendo conto della linearita` del problema otteniamo la soluzione
formale
u(x, t) =
+∞∑
n=1
sen
(nπ
L
x
) [
an sen
(nπ
L
t
)
+ bn cos
(nπ
L
t
)]
. (12.4)
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Pertanto il movimento di una corda omogenea i cui estremi sono fissi e` dato dalla
composizione delle autofunzioni che sono anche chiamate autovibrazioni: a que-
ste sono associati gli autovalori, anche chiamati autofrequenze.
Per imporre le condizioni iniziali si sfrutta il fatto che le autofunzioni sen
(nπ
L
x
)
costituiscono un sistema ortogonale completo in L2([0, L]): risolvere il problema
della corda omogenea con gli estremi fissi significa quindi stabilire i coefficienti di
Fourier delle soluzioni trovate mediante la separazione delle variabili in modo che
siano soddisfatte le condizioni iniziali, che possono essere sviluppate come
f(x) =
+∞∑
n=1
bn sen
(nπ
L
x
)
, g(x) =
+∞∑
n=1
an
nπ
L
sen
(nπ
L
x
)
,
con
bn =
2
L
∫ L
0
sen
(nπ
L
x
)
f(x) dL 1(x)
e
an =
2
nπ
∫ L
0
sen
(nπ
L
x
)
g(x) dL 1(x) .
La serie (12.4) con i coefficienti an e bn cosı` determinati rappresenta la soluzione
del problema (12.3).
12.3 Equipartizione dell’energia
Consideriamo il problema della propagazione ondosa di una corda (infinita) vi-
brante: 
utt − c2 uxx = 0 in R× ]0,+∞[
u(x, 0) = f(x) x ∈ R
ut(x, 0) = g(x) x ∈ R
(12.5)
con f ∈ C2(R), g ∈ C1(R).
Sia u ∈ C2 (R× [0,+∞[) la soluzione del problema (12.5) e sia
e(t) :=
1
2
∫
R
(
u2t (x, t) + c
2 u2x(x, t)
)
dL 1(x) .
l’energia dell’onda u all’istante t.
Definizione 12.3.1. Si definisce energia cinetica dell’onda u all’istante t l’integrale
ecin(t) :=
1
2
∫
R
u2t (x, t) dL 1(x)
ed energia potenziale dell’onda u all’istante t l’integrale
epot(t) :=
1
2
∫
R
c2 u2x(x, t) dL 1(x) .
Dalla precedente definizione risulta ovviamente
e(t) = ecin(t) + epot(t) .
Se i dati iniziali del problema della propagazione delle onde sono nulli fuori da un
compatto sussiste il seguente risultato.
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Teorema 12.3.2. (Equipartizione e conservazione dell’energia)
Sia u ∈ C2 (R× [0,+∞[) la soluzione del problema (12.5).
Supponiamo che f ∈ C20 (R), g ∈ C10 (R). Allora
(i) esiste T > 0 tale che per ogni t > T risulta
ecin(t) = epot(t) ;
(ii) l’energia e(t) e` costante nel tempo.
Dimostrazione.
(i) L’unica soluzione u = u(x, t) ∈ C2(R × [0,+∞[) del problema (12.5) e` data da
(Teorema 12.1.1)
u(x, t) =
1
2
[
f(x+ ct) + f(x− ct)]+ 1
2c
∫ x+ct
x−ct
g(s) dL 1(s) x ∈ R , t ≥ 0 . (12.6)
Osservato che
ut(x, t) =
1
2
[
cf ′(x+ ct)− cf ′(x− ct)]+ 1
2c
[
cg(x+ ct) + cg(x− ct)]
e
ux(x, t) =
1
2
[
f ′(x+ ct) + f ′(x− ct)]+ 1
2c
[
g(x+ ct)− g(x− ct)] ,
si ha
ecin(t)− epot(t) = 1
2
∫
R
(
u2t (x, t) − c2 u2x(x, t)
)
dL 1(x)
=
1
4
∫
R
(−c2 f ′(x+ ct) f ′(x− ct) + g(x+ ct) g(x− ct)) dL 1(x) .
Per ipotesi esiste un intervallo [a, b] tale che f e g sono nulle fuori da tale intervallo.
Posto
T =
b − a
2c
,
per t > T risulta che per ogni x ∈ R si ha x− ct < a o x+ ct > b e quindi l’integrale
che compare nell’ultima espressione e` nullo, da cui segue l’asserto (i).
(ii) Integrando per parti il termine ∫ R
−R
c2 ut uxx dL 1(x)
e ricordando che la funzione u e` soluzione dell’equazione della corda vibrante si
ha, perR > 0,∫ R
−R
(
ut utt + c
2 ux uxt
)
dL 1(x) =
=
∫ R
−R
ut
(
utt − c2 uxx
)
dL 1(x) + c2 [ux(R, t)ut(R, t)− ux(−R, t)ut(−R, t)]
= c2 [ux(R, t)ut(R, t)− ux(−R, t)ut(−R, t)] .
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Passando al limite per R → +∞, osservato che dall’espressione (12.6) segue che u
e` costante perR sufficientemente grande essendo f e g nulle fuori da un compatto,
si ha
∂
∂t
e(t) = lim
R→+∞
∫ R
−R
(
ut utt + c
2 ux uxt
)
dL 1(x) = 0
e quindi e(t) = e(0) per ogni t > 0.
12.4 Medie sferiche ed Equazione di Darboux
Sia h ∈ C0(RN ); fissata una sfera ∂Br(x), poniamo
Mh(x, r) :=
1
NωNrN−1
∫
|y−x|=r
h(y) dHN−1(y)
(media sferica di h, sulla sfera di centro x e raggio r > 0).
Posto y = x+ rξ con |ξ| = 1, si ha
Mh(x, r) =
1
NωN
∫
|ξ|=1
h(x+ rξ) dH N−1(ξ),
allora possiamo ragionevolmente estendere la definizione di Mh(x, r) per r < 0,
ponendo per r < 0
Mh(x, r) = Mh(x,−r) (estensione “pari” rispetto ad r),
osservato che∫
|ξ|=1
h(x+rξ) dH N−1(ξ) =
∫
|ξ|=1
h (x− r(−ξ)) dHN−1(−ξ) =
∫
|ξ|=1
h(x−rξ) dH N−1(ξ) .
Inoltre, conoscendo (x, r) 7→Mh(x, r), conosciamo anche x 7→ h(x), in quanto si ha
Mh(x, 0) = h(x), ∀x ∈ RN .
E` evidente che se h ∈ Ck(RN ) alloraMh(x, r) ∈ Ck(RN+1).
Proposizione 12.4.1. Se h ∈ C2(RN ), allora Mh(x, r) soddisfa l’equazione di Dar-
boux (
∂2
∂r2
+
N − 1
r
∂
∂r
)
Mh(x, r) = ∆xMh(x, r) ,
e verifica le condizioni iniziali
Mh(x, 0) = h(x) ,
[
∂
∂r
Mh(x, r)
]
r=0
= 0 .
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Dimostrazione. Per il teorema della divergenza (posto y = x+ r ξ con |ξ| = 1) si ha∫
|y−x|<r
∆h(y) dLN (y) =
∫
|y−x|=r
∇h(y) · ξ dHN−1(y)
= rN−1
∫
|ξ|=1
∇h(x+ rξ) · ξ dHN−1(ξ)
= rN−1
∂
∂r
∫
|ξ|=1
h(x+ rξ) dH N−1(ξ) ,
percio`,
∂
∂r
Mh(x, r) =
∂
∂r
[
1
NωN
∫
|ξ|=1
h(x+ rξ) dH N−1(ξ)
]
=
1
NωNrN−1
∫
|y−x|<r
∆h(y) dLN (y)
=
1
NωNrN−1
∫ r
0
̺N−1
(
∆x
∫
|ξ|=1
h(x+ ̺ξ) dHN−1(ξ)
)
dL 1(̺)
=
1
rN−1
∆x
∫ r
0
Mh(x, ̺)̺
N−1 dL 1(̺) ,
quindi
rN−1
∂
∂r
Mh(x, r) = ∆x
∫ r
0
Mh(x, ̺)̺
N−1 dL 1(̺) ,
e derivando rispetto ad r si ha
(N − 1)rN−2 ∂
∂r
Mh(x, r) + r
N−1 ∂
2
∂r2
Mh(x, r) = ∆x
[
Mh(x, r)r
N−1]
da cui, dividendo per rN−1, segue l’equazione di Darboux.
Si e` gia` osservato che
Mh(x, 0) = h(x) ;
inoltre, tenuto conto che la soluzione Mh(x, r) dell’equazione di Darboux e` pari
rispetto ad r, abbiamo [
∂
∂r
Mh(x, r)
]
r=0
= 0 .
12.5 Metodo di Poisson delle medie sferiche ed equa-
zione di Eulero-Poisson-Darboux
Consideriamo ora il problemadi Cauchy per l’equazione delle onde (di d’Alembert)
in dimensione (spaziale)N ≥ 2:
⊓⊔u := utt − c2∆xu = 0 in RN × ]0,+∞[
u(x, 0) = f(x) in RN
ut(x, 0) = g(x) in RN .
(P )
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Questo problema puo` essere risolto colmetodo di Poisson dellemedie sferiche se
N ≥ 2.
Illustriamo questo metodo: procediamo euristicamente e supponiamo che esista
u = u(x, t) ∈ C2(RN × [0,+∞[) soluzione di (P ). Consideriamo le medie sferiche di
u come funzione di x (e vediamo che possiamo trasformare il problema di Cauchy
(P ) in un problema di Cauchy per una equazione iperbolica nelle due variabili reali
indipendenti r e t (equazione di Eulero-Poisson-Darboux)):
Mu(x, r, t) =
1
NωN
∫
|ξ|=1
u(x+ rξ, t) dH N−1(ξ);
per la proposizione 12.4.1Mu soddisfa l’equazione di Darboux(
∂2
∂r2
+
N − 1
r
∂
∂r
)
Mu(x, r, t) = ∆xMu(x, r, t).
Ora
∆xMu(x, r, t) =
1
NωN
∫
|ξ|=1
∆xu(x+ rξ, t) dH N−1(ξ)(
essendo u soluzione dell’equa-
zione di d’Alembert in (P )
)
=
1
NωN
∫
|ξ|=1
1
c2
∂2
∂t2
u(x+ rξ, t) dH N−1(ξ)
=
1
c2
∂2
∂t2
[
1
NωN
∫
|ξ|=1
u(x+ rξ, t) dH N−1(ξ)
]
=
1
c2
∂2
∂t2
Mu(x, r, t) ,
e, quindi, dall’equazione di Darboux si ha:(
∂2
∂r2
+
N − 1
r
∂
∂r
)
Mu(x, r, t) =
1
c2
∂2
∂t2
Mu(x, r, t) ,
cioe`
∂2
∂t2
Mu(x, r, t) − c2
(
∂2
∂r2
+
N − 1
r
∂
∂r
)
Mu(x, r, t) = 0 (per ogni x fissato in RN )
(equazione di Eulero-Poisson-Darboux, che dipende dalla dimensioneN ).
Tenuto conto delle condizioni iniziali in (P ) si ha:
Mu(x, r, 0) =
1
NωN
∫
|ξ|=1
u(x+ rξ, 0) dHN−1(ξ)
=
1
NωN
∫
|ξ|=1
f(x+ rξ) dH N−1(ξ)
=Mf (x, r);[
∂
∂t
Mu(x, r, t)
]
t=0
=
1
NωN
∫
|ξ|=1
∂
∂t
u(x+ rξ, 0) dH N−1(ξ)
=
1
NωN
∫
|ξ|=1
g(x+ rξ) dH N−1(ξ)
= Mg(x, r).
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In definitivau = u(x, t) ∈ C2(RN×[0,+∞[) e` soluzione di (P ) se e solo seMu(x, r, t),
per ogni fissato x ∈ RN , e` soluzione del problema di Cauchy:
∂2
∂t2
Mu(x, r, t) − c2
(
∂2
∂r2
+
N − 1
r
∂
∂r
)
Mu(x, r, t) = 0
Mu(x, r, 0) = Mf(x, r)[
∂
∂t
Mu(x, r, t)
]
t=0
= Mg(x, r) .
(P ′)
12.6 Il Problema di Cauchy per l’equazione delle onde
in dimensione (spaziale)N = 3
Nel casoN = 3 (moto di onde acustiche o ottiche), da (P ′) si ha:
∂2
∂t2
Mu(x, r, t) − c2
(
∂2
∂r2
+
2
r
∂
∂r
)
Mu(x, r, t) = 0
e moltiplicando per r:
∂2
∂t2
[
rMu(x, r, t)
]
− c2
(
r
∂2
∂r2
+ 2
∂
∂r
)
Mu(x, r, t)︸ ︷︷ ︸
= ∂
2
∂r2
[
rMu(x,r,t)
]
= 0 ,
e quindi rMu(x, r, t), come funzione di r e t, e` soluzione dell’equazione delle onde
unidimensionale con dati iniziali
rMu(x, r, 0) = rMf (x, r)[
∂
∂t
rMu(x, r, t)
]
t=0
= rMg(x, r).
Allora, dalla formula (12.2) di d’Alembert (caso unidimensionale) si ha:
rMu(x, r, t) =
1
2
[
(r+ct)Mf (x, r+ct)+(r−ct)Mf (x, r−ct)
]
+
1
2c
∫ r+ct
r−ct
sMg(x, s) dL 1(s).
Usando il fatto cheMf (x, r) eMg(x, r) sono pari in r, si ha:
Mu(x, r, t) =
(ct+ r)Mf (x, ct+ r)− (ct− r)Mf (x, ct− r)
2r
+
1
2rc
∫ ct+r
ct−r
sMg(x, s) dL 1(s)
(
perche´
∫ r+ct
r−ct
sMg(x, s)︸ ︷︷ ︸
dispari in s
dL 1(s) =
∫ ct−r
r−ct
sMg(x, s) dL 1(s)︸ ︷︷ ︸
=0
+
∫ ct+r
ct−r
sMg(x, s) dL 1(s)
)
.
Passando al limite per r → 0
Mu(x, 0, t) =
∂
∂t
[
tMf (x, ct)
]
+ tMg(x, ct) ,
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e poiche´
Mu(x, 0, t) =
1
NωN
∫
|ξ|=1
u(x, t) dHN−1(ξ) = u(x, t),
si ha
u(x, t) =
∂
∂t
[
tMf (x, ct)
]
+ tMg(x, ct) .
In definitiva se u = u(x, t) ∈ C2(R3 × [0,+∞[) e` soluzione del problema di Cauchy
(P), essa si rappresenta cosı`:
u(x, t) =
∂
∂t
[
tMf (x, ct)
]
+ tMg(x, ct)
=
∂
∂t
[
t
1
4πc2t2
∫
|y−x|=ct
f(y) dH 2(y)
]
+ t
1
4πc2t2
∫
|y−x|=ct
g(y) dH 2(y)
=
∂
∂t
[
1
4πc2t
∫
|y−x|=ct
f(y) dH 2(y)
]
+
1
4πc2t
∫
|y−x|=ct
g(y) dH 2(y).
(12.7)
Se in (12.7) si effettua il cambiamento di variabile y = x+ c t ξ con |ξ| = 1 (in modo
da poter derivare rispetto a t sotto il segno di integrale) si ha:
u(x, t) =
∂
∂t
[
t
4π
∫
|ξ|=1
f(x+ ctξ) dH 2(ξ)
]
+
t
4π
∫
|ξ|=1
g(x+ ctξ) dH 2(ξ)
=
1
4π
∫
|ξ|=1
f(x+ ctξ) dH 2(ξ) + t
4π
∫
|ξ|=1
∂
∂t
f(x+ ctξ) dH 2(ξ)
+
t
4π
∫
|ξ|=1
g(x+ ctξ) dH 2(ξ)
=
1
4π
∫
|ξ|=1
f(x+ ctξ) dH 2(ξ) + t
4π
∫
|ξ|=1
3∑
j=1
fyj (x+ ctξ)cξj dH 2(ξ)
+
t
4π
∫
|ξ|=1
g(x+ ctξ) dH 2(ξ) ,
cioe`
u(x, t) =
1
4πc2t2
∫
|y−x|=ct
f(y) + 3∑
j=1
fyj(y)(yj − xj) + t g(y)
 dH 2(y) . (12.8)
Le formule (12.7)-(12.8) sono dovute a Kirchoff.
Viceversa, sussiste il seguente
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Teorema 12.6.1. (Teorema di esistenza e unicita`)
Siano f = f(x) ∈ C3(R3), g = g(x) ∈ C2(R3); allora
u(x, t) =
∂
∂t
[
tMf (x, ct)
]
+ tMg(x, ct)
e` l’unica soluzione di classeC2
(
R3 × [0,+∞[) del problema di Cauchy (P) in dimen-
sioneN = 3.
Dimostrazione. Chiaramente u(x, t) data da (12.7) e` di classe C2
(
R3 × [0,+∞[).
Da
u(x, t) =Mf (x, ct) + t
∂
∂t
Mf (x, ct) + tMg(x, ct)
si ha
u(x, 0) =Mf (x, 0) = f(x),
ut(x, t) = 2
∂
∂t
Mf (x, ct)︸ ︷︷ ︸
dispari in t
+t
∂2
∂t2
Mf(x, ct) +Mg(x, ct) + t
∂
∂t
Mg(x, ct),
ut(x, 0) =Mg(x, 0) = g(x);
essendo l’operatore di d’Alembert ⊓⊔ := ∂
2
∂t2
− c2∆x lineare, per provare che
⊓⊔u(x, t) = 0
e` sufficiente provare che ⊓⊔ [tMg(x, ct)] = 0 e ⊓⊔
{
∂
∂t
[tMf (x, ct)]
}
= 0. Infatti, posto
r = ct, si ha
∂2
∂t2
[tMg(x, ct)] = c
∂2
∂r2
[rMg(x, r)](
dall’equazione di Darboux
in dimensioneN = 3
)
= c∆x [rMg(x, r)]
= c r∆xMg(x, r)
= c2∆x [tMg(x, ct)]
e quindi
⊓⊔ [tMg(x, ct)] = 0 .
Inoltre,
∂2
∂t2
{
∂
∂t
[
tMf(x, ct)
]}
=
∂
∂t
{
∂2
∂t2
[
tMf (x, ct)
]}
=
∂
∂t
{
c2∆x
[
tMf (x, ct)
]}
= c2∆x
{
∂
∂t
[
tMf (x, ct)
]}
,
da cui
⊓⊔
{
∂
∂t
[tMf(x, ct)]
}
= 0 .
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Osservazione 12.6.2. (i) A differenza del caso N = 1, nel caso N = 3 si ha che
per la soluzione u si puo` verificare la perdita di almeno un ordine di deriva-
zione, rispetto alla regolarita` dei dati.
(ii) Principio di Huygens nel caso N = 3. Dalla (12.8) si deduce che u(x, t) di-
pende solo dai valori di f , delle sue derivate parziali prime e da g sulla sfera di
centro x e raggio ct, |y − x| = ct (dominio di dipendenza).
Cio` da` luogo al principio diHuygens: un segnale (acustico o ottico) concentrato
in un punto x all’istante t = 0 e` concentrato all’istante t > 0 sulla sfera di centro
x e raggio ct.
In particolare, un ascoltatore alla distanza dda uno strumentomusicale ascol-
ta esattamente cio` che e` stato suonato all’istante t − d
c
, piuttosto che una
mistura di tutte le note emesse fino a quell’istante.
(iii) Decadimento per tempi lunghi. Mentre il supporto della soluzione con dati
iniziali a supporto compatto si espande, la soluzione decade nel tempo: per
t→ +∞ si ha u(x, t)→ 0.
Precisamente se i dati g, f e le sue derivate parziali prime, sono limitati e a
supporto compatto, allora u(x, t)→ 0 al piu` come 1
t
per t→ +∞ (cfr. (12.8)).
12.7 Il Problema di Cauchy per l’equazione delle on-
de in dimensione (spaziale) N = 2 (Metodo della
discesa di Hadamard)
Con il metodo della discesa di Hadamard, soluzioni di una equazione alle derivate
parziali sono ottenute considerandole come soluzioni speciali di un’altra equazio-
ne che coinvolge piu` variabili indipendenti, e che puo` essere risolta.
Cosı` una soluzione u(x1, x2, t) del problema di Cauchy per l’equazione delle onde
in dimensione (spaziale) N = 2 (moto di onde su uno specchio d’acqua), puo` esse-
re riguardata come una soluzione dello stesso problema in dimensione N = 3 che
non dipende da x3.
Allora u(x1, x2, t) e` data dalla formula (12.7) per x3 = 0 con
f(y) = f(y1, y2), g(y) = g(y1, y2),
gli integrali di superficie essendo estesi sulla sfera (di centro (x1, x2, 0) e raggio ct)
|y − x| =
√
(y1 − x1)2 + (y2 − x2)2 + y23 = ct :
u(x1, x2, t) ≡ u(x1, x2, 0, t) = ∂
∂t
[
1
4πc2t
∫
|y−x|=ct
f(y1, y2) dH 2(y1, y2, y3)
]
+
+
1
4πc2t
∫
|y−x|=ct
g(y1, y2) dH 2(y1, y2, y3) .
Osservato che sulla semisfera (cartesiana) si ha
dH 2(y1, y2, y3) =
√
1 +
(∂y3
∂y1
)2
+
(∂y3
∂y2
)2
dL 2(y1, y2) = ct|y3| dL
2(y1, y2) ,
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e che i punti (y1, y2, y3) e (y1, y2,−y3) danno lo stesso contributo agli integrali, si
ottiene:
u(x1, x2, t) =
∂
∂t
[
1
2πc
∫
r<ct
f(y1, y2)√
c2t2 − r2 dL
2(y1, y2)
]
+
1
2πc
∫
r<ct
g(y1, y2)√
c2t2 − r2 dL
2(y1, y2)
dove r =
√
(y1 − x1)2 + (y2 − x2)2.
Sussiste quindi il seguente
Teorema 12.7.1. (Teorema di esistenza e unicita`)
Siano f = f(x1, x2) ∈ C3(R2), g = g(x1, x2) ∈ C2(R2); allora il problema di Cauchy
utt − c2 (ux1x1 + ux2x2) = 0 in R2 × ]0,+∞[
u(x1, x2, 0) = f(x1, x2) in R2
ut(x1, x2, 0) = g(x1, x2) in R2 ,
(P )
ha un’unica soluzione u = u(x1, x2, t) ∈ C2
(
R2 × [0,+∞[) data da
u(x1, x2, t) =
∂
∂t
[
1
2πc
∫
r<ct
f(y1, y2)√
c2t2 − r2 dL
2(y1, y2)
]
+
1
2πc
∫
r<ct
g(y1, y2)√
c2t2 − r2 dL
2(y1, y2)
(formula di Poisson)
dove r =
√
(y1 − x1)2 + (y2 − x2)2.
Osservazione 12.7.2. Nel caso N = 2 il dominio di dipendenza (dai dati iniziali)
per la soluzione nel punto (x1, x2, t) consiste nel cerchio di centro x e raggio ct
nel piano (y1, y2). Pertanto il principio di Huygens non vale in due dimensioni (i
disturbi (ondosi) continuano ad avere effetto indefinitivamente, come mostrano le
onde d’acqua).
In generale si puo` dimostrare il seguente teorema.
Teorema 12.7.3.
(i) SeN ≥ 3,N dispari, f ∈ Cm+1(RN ) e g ∈ Cm(RN ) dovem = N + 1
2
,
allora
u(x, t) =
1
1 · 3 · · · · · (N − 2) ·N · ωN ·
·
[
∂
∂t
(
t−1
∂
∂t
)N−3
2
(
tN−2
∫
|ξ|=1
f(x+ ctξ) dH N−1(ξ)
)
+
(
t−1
∂
∂t
)N−3
2
(
tN−2
∫
|ξ|=1
g(x+ ctξ) dHN−1(ξ)
)]
e` l’unica soluzione di classe C2(RN × [0,+∞[) del problema di Cauchy
⊓⊔u(x, t) = 0 in RN × ]0,+∞[
u(x, 0) = f(x) in RN
ut(x, 0) = g(x) in RN .
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(ii) SeN ≥ 2,N pari, f ∈ Cm+1(RN ) e g ∈ Cm(RN ) dovem = N + 2
2
,
allora
u(x, t) =
2
1 · 3 · · · · · (N − 1) · (N + 1) · ωN+1 ·
·
[
∂
∂t
(
t−1
∂
∂t
)N−2
2
(
tN−1
∫
|y|<1
f(x+ cty)√
1− |y|2 dL
N (y)
)
+
(
t−1
∂
∂t
)N−2
2
(
tN−1
∫
|y|<1
g(x+ cty)√
1− |y|2 dL
N (y)
)]
e` l’unica soluzione di classe C2(RN × [0,+∞[) del problema di Cauchy
⊓⊔u(x, t) = 0 in RN × ]0,+∞[
u(x, 0) = f(x) in RN
ut(x, 0) = g(x) in RN .
12.8 Il Problema di Cauchy non-omogeneo per l’equa-
zione delle onde: Principio di Duhamel
Consideriamo il problema di Cauchy per l’equazione delle onde non-omogenea
⊓⊔u(x, t) := utt − c2∆xu = w(x, t) in RN × ]0,+∞[
u(x, 0) = f(x) in RN
ut(x, 0) = g(x) in RN .
(N = 1, 2, 3) (Pw)
dove
seN = 1, f ∈ C2(R), g ∈ C1(R) e w ∈ C1 (R× [0,+∞[),
seN = 2, 3, f ∈ C3(RN ), g ∈ C2(RN ) e w ∈ C2 (RN × [0,+∞[).
Il principio di Duhamel consente la riduzione del problema non-omogeneo (Pw) a
una famiglia di problemi per l’equazione delle onde omogenea.
Precisamente si ha:
Teorema 12.8.1. Nelle precedenti ipotesi poste per f , g e w (N = 1, 2, 3), il problema
di Cauchy non-omogeneo (Pw) ha un’unica soluzione di classeC
2(RN×[0,+∞[) data
da
u(x, t) = u1(x, t) +
∫ t
0
v(x, t− s; s) dL 1(s) ,
dove u1 e` l’unica soluzione di classe C2(RN × [0,+∞[) del problema
⊓⊔u1(x, t) = 0 in RN × ]0,+∞[
u1(x, 0) = f(x) in RN
u1t (x, 0) = g(x) in R
N
e v(x, t; s) per ogni s ≥ 0 e` l’unica soluzione di classeC2(RN × [0,+∞[) del problema
vtt(x, t; s)− c2∆xv(x, t; s) = 0 in RN × ]0,+∞[
v(x, 0; s) = 0 in RN
vt(x, 0; s) = w(x, s) in RN .
(Ps)
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Dimostrazione. Essendo il problema lineare, e` sufficiente provare che posto
u2(x, t) =
∫ t
0
v(x, t − s; s) dL 1(s) ,
dove v(x, t; s) e` l’unica soluzione di (Ps), u
2 e` soluzione del problema di Cauchy
u2tt − c2∆xu2 = w(x, t) in RN × ]0,+∞[
u2(x, 0) = 0 in RN
u2t (x, 0) = 0 in R
N .
Infatti:
u2(x, 0) = 0;
u2t (x, t) =
∫ t
0
vt(x, t− s; s) dL 1(s) + v(x, 0; s)︸ ︷︷ ︸
=0
u2t (x, 0) = 0;
u2tt(x, t) =
∫ t
0
vtt(x, t− s; s) dL 1(s) + vt(x, 0; t)︸ ︷︷ ︸
=w(x,t)
=
∫ t
0
vtt(x, t− s; s) dL 1(s) + w(x, t);
u2tt − c2∆xu2 =
∫ t
0
vtt(x, t− s; s) dL 1(s) + w(x, t) − c2
∫ t
0
∆xv(x, t− s; s) dL 1(s)
=
∫ t
0
[
vtt(x, t− s; s)− c2∆xv(x, t− s; s)
]︸ ︷︷ ︸
=0
dL 1(s) + w(x, t)
= w(x, t).
12.9 Metodi dell’integrale dell’energia
Definizione12.9.1. SiaΩ ⊂ RN eT > 0. Si definisce energia dell’onda u in Ω al tempo t
l’integrale
e(t) :=
1
2
∫
Ω
(
u2t (x, t) + c
2 |∇xu(x, t)|2
)
dLN (x) (0 ≤ t ≤ T ) . (12.9)
Teorema 12.9.2. (Unicita`)
Sia Ω ⊂ RN un insieme aperto e limitato, con frontiera regolare; sia ΩT = Ω×]0, T ],
ΓT = ΩT \ ΩT , con T > 0.
Allora esiste al piu` una funzione u ∈ C2(ΩT ) che risolve il problema di Cauchy
utt − c2∆xu = w(x, t) in ΩT
u(x, 0) = f(x) su ΓT
ut(x, 0) = g(x) su Ω× {t = 0}.
(Pw)
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Dimostrazione. Supponiamo che u˜ sia un’altra soluzione; per la linearita` del pro-
blema, v := u− u˜ e` soluzione di
vtt − c2∆xv = 0 in ΩT
v(x, 0) = 0 su ΓT
vt(x, 0) = 0 su Ω× {t = 0}.
(12.10)
Calcoliamo la derivata prima rispetto al tempo di (12.9) (scritta per v), ottenendo
d
dt
e(t) =
∫
Ω
(
vt vtt + c
2∇xv · ∇xvt
)
dLN (x) =
∫
Ω
vt
(
vtt − c2∆xv
)
dLN (x) = 0 .
Non c’e` termine di frontiera perche´ v = 0 su ΓT , e quindi vt = 0 su ∂Ω × [0, T ].
Pertanto, per ogni 0 ≤ t ≤ T , risulta e(t) = e(0) = 0, e quindi vt = 0 e ∇xv = 0 su
ΩT . Dal momento che vt = 0 su Ω × {t = 0}, allora v = 0 in ΩT , ovvero u = u˜ in
ΩT .
Per quanto riguarda ancora il dominio di dipendenza delle soluzioni dell’equazio-
ne delle onde dimostriamo il seguente risultato col metodo dell’energia.
Teorema 12.9.3. (Velocita` finita di propagazione)
Sia u ∈ C2 (RN×]0,+∞[) soluzione di utt − c2∆xu = 0 e siano x0 ∈ RN , t0 > 0.
Se u ≡ ut ≡ 0 su Bc t0(x0)× {t = 0} allora u ≡ 0 sul cono
C =
{
(x, t) ; 0 ≤ t ≤ t0 , |x− x0| ≤ c(t0 − t)
}
.
In particolare un “disturbo” originatosi fuori di Bc t0(x
0) non ha effetto sulla solu-
zione inC, e di conseguenza ha velocita` di propagazione finita (cfr. quanto detto in
proposito nell’Osservazione 12.6.2 (ii) e nell’Osservazione 12.7.2).
Dimostrazione. Consideriamo, per 0 ≤ t < t0, l’integrale dell’energia dell’onda u
sulla palla B(t) := Bc(t0−t)(x
0)
e(t) :=
1
2
∫
B(t)
(
u2t (x, t) + c
2 |∇xu(x, t)|2
)
dLN (x) (12.11)
che possiamo anche esprimere come
e(t) =
1
2
∫ c(t0−t)
0
dL 1(r)
∫
∂Br(x0)
(
u2t (ξ, t) + c
2 |∇xu(ξ, t)|2
)
dHN−1(ξ) .
Derivando rispetto al tempo risulta
d
dt
e(t) =
∫
B(t)
(
ut utt + c
2∇xu · ∇xut
)
dLN (x)− c
2
∫
∂B(t)
(
u2t + c
2 |∇xu|2
)
dHN−1(ξ)
(per la I identita` di Green, Teorema 1.10.1)
=
∫
B(t)
ut
(
utt − c2∆xu
)
dLN (x) +
∫
∂B(t)
c2 ut
∂u
∂ν
dHN−1(ξ)
− c
2
∫
∂B(t)
(
u2t + c
2 |∇xu|2
)
dHN−1(ξ)
(per ipotesi u e` soluzione dell’equazione utt − c2∆xu = 0)
= c
∫
∂B(t)
(
c ut
∂u
∂ν
− 1
2
u2t −
1
2
c2 |∇xu|2
)
dHN−1(ξ) .
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Figura 12.1: Cono di luce
Dalle maggiorazioni
c
∣∣∣∣ut ∂u∂ν
∣∣∣∣ ≤ c |ut| |∇xu| ≤ 12 u2t + c22 |∇xu|2
deduciamo che
d
dt
e(t) ≤ 0 e quindi e(t) ≤ e(0)per 0 ≤ t ≤ t0. Osservato che e(0) = 0
(dalle ipotesi su u e dalla (12.11)) si ha e(t) ≤ e(0) = 0 per 0 ≤ t ≤ t0 e quindi, dalla
(12.11), risulta ut ≡ 0 e∇xu ≡ 0 da cui segue u ≡ 0 in C.
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