Starting with a Hilbert space endowed with a representation of a unitary Lie algebra and an action of a generalized Dirac operator, we develop a mathematical concept towards gauge field theories. This concept shares common features with the non-commutative geometryà la Connes / Lott, differs from that, however, by the implementation of unitary Lie algebras instead of associative * -algebras. The general scheme is presented in detail and is applied to functions ⊗ matrices.
Introduction
enables us to give a convenient form to the ideal π(J 2 L-cycles and Graded Differential Lie Algebras
The L-cycle
The fundamental geometric object in non-associative geometry is an L-cycle, which differs from a K-cycle [5, 7] used in non-commutative geometry by the implementation of unitary Lie algebras instead of unital associative * -algebras: Any Lie algebra g can be embedded into its universal enveloping algebra U(g) , and the representation π : g → B(h) extends to a representation π : U(g) → B(h) (Poincaré-Birkhoff-Witt theorem, see [9] ). In this sense, any L-cycle can be embedded into its "enveloping K-cycle". However, the gauge field theory obtained by the Connes-Lott prescription [5, 7] from this enveloping K-cycle differs from the gauge field theory we are going to develop for the L-cycle. Our construction follows the ideas of Connes and Lott, but the methods and results are different.
Although we do not need it, let us translate properties of a K-cycle into definitions for the L-cycle. We use the definition of the distance on a K-cycle [5, 7] to define the distance between linear functionals x 1 , x 2 : g → of the Lie algebra: This definition makes (X, dist) to a metric space, and there is no need for π being an algebra homomorphism. Next, we can take the definition of integration on a K-cycle [5, 7] to define the notion of integration on an L-cycle: We define the integration of a ∈ g over X by
where Tr ω is the Dixmier trace, dµ is the "volume measure" on X and const. (d) refers to a constant depending on d .
The Universal Graded Differential Lie
Algebra Ω * g
To construct differential algebras over a K-cycle (A, h, D) one starts from the universal differential algebra Ω * A over A and factorizes this differential algebra with respect to a differential ideal determined by the representation π of Ω * A in B(h) . In analogy to this procedure we first define a universal differential Lie algebra Ω * g over the Lie algebra g of the L-cycle. Then we define a representation π of Ω * g in B(h) . Finally, we perform the factorization with respect to the differential ideal.
The Tensor Algebra T (g)
Let g be a Lie algebra over Ê with involution given by a * = −a , for a ∈ g . The construction of the universal graded differential Lie algebra Ω * g over the Lie algebra g goes as follows: First, let dg be another copy of g . Let V (g) be the free vector space generated by g and let V (dg) be the free vector space generated by dg , For a vector space X we denote by δ x the function on X , which takes the value 1 at the point x ∈ X and the value 0 at all points y = x . Then, V (g) = { α λ α δ aα , a α ∈ g , λ α ∈ Ê } , V (dg) = { α λ α δ daα , a α ∈ g , λ α ∈ Ê } , (2.2) where the sums are finite. Let T (g) be the tensor algebra of V (g) ⊕ V (dg) , which carries a natural AE-grading structure. We define deg(v) = 0 for v ∈ V (g) and deg(v) = 1 for v ∈ V (dg) . For tensor products v 1 ⊗ v 2 ⊗ . . . ⊗ v n ∈ T (g) , where each v i , i = 1, . . . , n , belongs either to V (g) or to V (dg) , we define
3)
Now we have
In particular, we have T k (g) ⊗ T l (g) ⊂ T k+l (g) . Next, we regard T (g) as a graded Lie algebra with graded commutator given by 
m (g) and λ,λ ∈ Ê .
Definition of and Structures on
n g be the AE-graded Lie subalgebra of T (g) given by the set of all repeated commutators (in the sense of (2.5)) of elements of V (g) and V (dg) . Let I ′ (g) be the vector subspace ofΩ * g of elements of the following type: is an AE-graded ideal ofΩ * g , I(g) = n∈AE 0 I n (g) . Then,
is an AE-graded Lie algebra, with commutator given by On T (g) we define recursively a graded differential as an Ê-linear map d :
for a ∈ g , t ∈ T (g) and λ ∈ Ê . From this definition we get 12) therefore, by induction, d 2 ≡ 0 on T (g) . In order to show that d is a graded differential we use the following equivalent characterization of (2.11):
(2.13)
Thus, d defined by (2.11) is a graded differential of the tensor algebra T (g) . Moreover, d is also a graded differential of the graded Lie algebra T (g) :
(2.16) Therefore, the graded differential d onΩ * g induces a graded differential on Ω * g denoted by the same symbol:
) is a graded differential Lie algebra. We extend the involution * : a → −a on g to an involution of the free vector spaces V (g) and V (dg) by
We obtain an involution of T (g) by
Formula (2.20) induces the following property of the Lie bracket (2.5):
we get an involution onΩ * g by restricting the involution on T (V ) to its graded Lie subalgebraΩ * g . Obviously, we have I ′ (g) * = I ′ (g) , giving I(g) * = I(g) . Therefore, we obtain an involution on Ω * g by
The Universality Property of Ω * g
The graded differential Lie algebra Ω * g is universal in the following sense:
Λ * g is generated by π(g) and dπ(g) as the set of repeated commutators.
Then there exists a differential ideal
Proof: We define a surjective mappingp :
for a ∈ g ̟,̟ ∈Ω * g and λ ∈ Ê . Obviously,p(I(g)) = 0 . Therefore, by factorization with respect to I(g) we get a surjection p :
Proposition 4 tells us that each graded differential Lie algebra generated by π(g) and its differential is obtained by factorizing Ω * g with respect to a differential ideal. For the setting described by an L-cycle, such a differential ideal is canonically given. This leads to a canonical graded differential Lie algebra, see Section 2.3.
Summary
To summarize: We have defined a universal graded differential Lie algebra Ω * g = ∞ n=0 Ω n g over a Lie algebra g , with: -graded commutator [ , ] :
g , which is linear, nilpotent and obeys the graded Leibniz rule.
we have the following properties:
A Canonical Representation of Elements of Ω * g
It is convenient to fix a canonical ordering in elements of
for a ∈ g . The first equation establishes an isomorphism Ω 0 g ∼ = g . We shall represent elements ω 1 ∈ Ω 1 g as
whereã, a i α ∈ g and the sums are finite. To avoid possible misunderstandings concerning this notation we fix throughout this thesis the following convention: Beginning with z = 1 , the index α first runs from 1 to α 1 > 0 and labels the terms [ι(a (2.25) . Then, for z = 2 , the index α runs from α 1 + 1 to α 2 > α 1 and labels the commutators [ι(a (2.25) , and so on. Therefore, the pair (i, β) of indices labelling an element a i β ∈ g does never occur more than once in the sum (2.25). Moreover, we identify the term belonging to the pair (α = 0, z = 0) of indices with ι(dã) , as already indicated in (2.25). Now, we write down elements ω k ∈ Ω k g , k ≥ 2 , recursively as
There are two things to check concerning (2.25). First, forω
∈ Ω n g can be represented in the standard form (2.25), for any ω 0 ∈ Ω 0 g . But this follows from the graded Jacobi identity (2.23c):
Second, we must show that the commutator [ω k ,ω l ] ∈ Ω k+l g , for 2 ≤ k ≤ l , can be represented in the standard form (2.25) of an element of Ω k+l g , provided that both ω k ∈ Ω k g andω l ∈ Ω l g are written down recursively in the form (2.25).
Using again (2.23b) and (2.23c) we get for
Repeating this calculation for the commutators [ω
, we can recursively decrease the degree k until we arrive at degree 1 . Now we can easily prove
By definition, (2.26) holds for k = 0 . From (2.25) and (2.23f) we get for
In the same way we get from (2.25) and (2.23f) for
Following the procedure for K-cycles we define an involutive representation 1 π of the universal differential Lie algebra Ω * g introduced in Section 2.2 in the graded Lie algebra B(h) of bounded operators on h , where h is the Hilbert space of the L-cycle given in Definition 1. We underline that π will not be a representation of graded Lie algebras with differential. The definition of π uses almost the whole input contained in the L-cycle. First, using the grading operator Γ, we define a
This enables us to introduce the graded commutator for 2 -graded linear operators on h :
In certain cases it may be possible to extend h ′ . One has A j ∈ B(h) iff h ′ = h . Let us define a linear mappingπ : 
Next, we show thatπ :Ω * g → B(h) is an involutive representation, where we recall that the involution in B(h) is defined as usual by means of the scalar product , h on h :
First, from (2.18), (2.29a) and the fact that π : g → B(h) is an involutive representation we get
Second, from (2.18), (2.29b) and the selfadjointness of D we obtain
Now we get by induction thatπ is an involutive representation onΩ * g . Observe thatπ
Therefore, the involutive representationπ :
In the same way as for K-cycles there may exist ω ∈ Ω * g , fulfilling π(ω) = 0 but not π(dω) = 0 . Therefore, π(Ω * g) is not a differential Lie algebra. But there is a canonical construction towards such an object. Let us define
To obtain a differential Lie algebra we first prove Lemma 5. J * g is a graded differential ideal of the graded Lie algebra Ω * g .
Proof:
It is clear that ker π is an ideal of Ω * g . Then, for j k ∈ ker π ∩ Ω k g and ω ∈ Ω * g we have, see (2.23d),
By virtue of Proposition 4, the canonical differential ideal (2.34) gives rise to a graded differential Lie algebra Ω * D g :
There is a canonical isomorphism
In particular, one has
Let ς denote the projection onto equivalence classes, ς :
In this notation, the commutator and the differential on Ω *
Lie algebra, and the bracket [ , ] :
we have with (2.36a) and (2.36b)
because π is an involutive representation and π(J * g) is invariant under the involution. From (2.26) we get
Towards the Analysis of the Differential Ideal
Our goal is the analysis of the ideal π(J * g) . For this purpose we define
where a i α ∈ g . In particular, from (2.39) we get
for a ∈ g and
, where z n = n mod 2 . We do not necessarily have σ(ω k ) ∈ B(h) . Now we prove:
The Proposition is clearly true for k = 0 . To prove the Proposition for k = 1 we first consider the case
so that π(dω 1 ) = 0 . But this is consistent with dω 1 = d 2 (ι(a)) = 0 . Now we prove the Proposition for k = 1 by induction. Because of (2.40), the linearity of π and the structure of elements of Ω 1 g , see (2.25), it suffices to assume that the Proposition is true for all ω 1 ∈ Ω 1 g and to show that from this assumption there follows
for all a ∈ g . We calculate
Finally, we extend the proof to any k by induction. For that purpose let us assume that the Proposition holds for k − 1 . Due to linearity we can restrict ourselves to elements
) and the graded Jacobi identity we calculate
We recall that
From Proposition 6 we get the following equivalent characterization:
is only a rewriting of (2.42), but it is a convenient starting point for the analysis of π(J * g) .
Graded Lie Homomorphisms
In this subsection we provide the framework for the formulation of connections and gauge transformations.
Definition of H
be the set of graded Lie homomorphisms of π(Ω * g) of n th degree. Note that H n g may contain unbounded operators η on h , but such that
is dense in h . This is necessary to ensure that the sequence { [η, π(ω)] g ψ n } n of elements of h , for ψ n ∈ h ′ and any ω ∈ Ω * g , converges to π(ω)ψ if ψ n tends to ψ ∈ h , where π(ω) ∈ π(Ω * g) is independent of ψ n . Let
be the graded center of π(Ω * g) of n th degree. Then, the factor spacẽ
is a graded Lie algebra, with the graded commutator given by
It is easy to check that this equation is well-defined. Obviously, π(Ω * g) is a graded Lie subalgebra ofH
is a graded Lie algebra. Moreover, it is a graded differential Lie algebra, too, where the graded differential is defined by
It is obvious that this equation is well-defined and that Ω * D g is a graded Lie subalgebra ofĤ * g . Of course, an equivalent characterization ofĤ n g iŝ
For an appropriate choice of O 0 and O 1 we define the exponential mapping
The Baker-Campbell-Hausdorff formula for
implies that we have a multiplication in exp(O 0 ) . In particular, for η β proportional to η α we get
and the inverse is given by
Therefore, all elements exp(η) are unitary. Since B(h) is a C * -algebra we conclude that for all η ∈ Ù(g) we have
Hence, our construction leads to the subgroup
of the group of unitary elements of B(h) . For A being a linear operator on h and η ∈ O 0 we have 
Connections and Gauge Transformations
In this subsection we define the notion of a connection, of its curvature, of gauge transformations and of bosonic and fermionic actions.
Connection and Curvature
D g is called the curvature of the connection. As a consequence of iii) we get with (2.41)
There is a canonical connection given by (∇ = d, ∇ h = −iD) . Items i) and ii) of Definition 7 are obvious. For iii) we find with Proposition 6
Taking ω ∈ ker π , we see that iii) is well-defined. Let (∇ (1) , ∇
h ) and (∇ (2) , ∇
h ) be two connections. Then we get from iii) of Definition 7
h ∈ H 1 g . Since a modification of ρ by an element of
) then there is −iD ∈ H 1 g . Thus, the assertion remains true although the connection (∇ = d, ∇ h = −iD) is not distinguished in this case.
Finally, we compute the curvature ∇ 2 . For ω k ∈ Ω k g we have with (2.46)
Note that the relation between ρ ∈ H 1 g and
may have more solutions than ρ ′ = ρ + 1 g . However, we shall regard ρ and ρ ′ as different connection forms if ρ − ρ ′ ∈ 1 g . Analogously, the determining equation
may have more solutions than θ ′ = θ . However, we shall select always the canonical representative θ = dρ + 1 2
[ρ,ρ] g in the curvature form of the connection ∇ 2 . Often we shall denote θ ∈Ĥ 2 g itself instead of ∇ 2 the curvature of the connection (∇, ∇ h ) .
The Gauge Group Definition 9. The gauge group of the L-cycle is the group U(g) := exp(Ù(g)) defined in (2.55). Gauge transformations of the connection are given by
We must check that the definition of gauge transformations of a connection is compatible with Definition 7:
Thus, the definition is consistent iff σ(π
) . But this equation is satisfied due to (2.49). The gauge transformation of the connection form ρ occurring in the connection
The gauge transformation of the curvature is due to
given by
Bosonic and Fermionic Actions
The Dixmier trace provides a canonical scalar product , on B(h) , see [5] . If the L-cycle is d + -summable (see Definition 3) we define for τ,τ ∈ B(h)
We assume that in some sense there exists an extension of this formula to linear operators on h belonging to H 2 g (recall that H 2 g is bounded on a dense subset of h).
Definition 10. The bosonic action S B and the fermionic action S F of the connection (∇, ∇ h ) are given by
where Tr ω is the Dixmier trace, , h the scalar product on h and θ 0 ∈ H 2 g any representative of the curvature of ∇ .
Since both , Ĥ2 g and , h are invariant under unitary transformations [5] we get from (2.63) and Definition 9 that the action (2.65) is invariant under gauge transformations
There is an equivalent formulation of (2.65a). Let e(θ 0 + j 2 ) ∈ H 2 g be those representative of θ ∈ H 2 g , for which the minimum in (2.65a) is attained. Let
Thus, e(θ 0 + j 2 ) ≡ e(θ) is those representative of θ , which is orthogonal to the ideal Â 2 g with respect to , Ĥ2 g :
The representative e(θ) is unique, because Tr ω ( . |D| −d ) is positive definite [5] : Let X be a compact even dimensional Riemannian spin manifold, dim(X) = N ≥ 4 , and let C ∞ (X) be the algebra of real-valued smooth functions on X. Since C ∞ (X) is a commutative algebra, the tensor product
over Ê is in a natural way a Lie algebra, where the commutator is given by
We introduce the Hilbert space
where L 2 (X, S) denotes the Hilbert space of square integrable sections of the spinor bundle over X. The representationπ : a → End ( F ) and the C ∞ (X)-module structure of L 2 (X, S) induce a natural representation π of g in B(h):
We denote by γ the grading operator and by D the classical Dirac operator on the Hilbert space L 2 (X, S) , see Section 3.2 for more details. Then we put
The operator [D, π(f ⊗ a)] is bounded on h for all f ⊗ a ∈ g . Moreover, D is selfadjoint on h , because D and γ are selfadjoint on L 2 (X, S) and M is symmetrical. Next, Γ commutes with π(g) and anticommutes with D . Finally, (id h +D 2 ) −1 is compact, see [8] : The operator (id h +D 2 ) −1 is a pseudo-differential operator of order −2 with compact support and has, therefore, an extension to a continuous operator from H s to H s+2 on the Sobolev scale {H s } . Due to Rellich's lemma, the embedding e : H t ֒→ H s is compact for t > s . Thus, (id h +D 2 ) −1 considered as
is compact, and (g, h, D, π, Γ) forms an L-cycle. Finally, we briefly sketch how the physical data specified in the Introduction fit into this scheme. First, one constructs a Euclidian version of the gauge field theory. Now, X is the one-point compactification of the Euclidian space-time manifold. The completion of the space of fermions ψ yields the Hilbert space h of the L-cycle. In some cases, it may be necessary to work with several copies of the fermions. Given the (Lie) group of local gauge transformations G , we take g as the Lie algebra of G . The representation π : g → B(h) is just the differentialπ * of the group representationπ . The matrix M occurring in the generalized Dirac operator (3.4a) contains the fermionic mass parameters and possibly contributions required by the desired symmetry breaking scheme. However, it is necessary that γ ⊗ M coincides with the fermionic mass matrix M on chiral fermions. The grading operator Γ represents the chirality properties of the fermions. We have γ = γ 5 in four dimensions. After the Wick rotation to Minkowski space we use Γ to impose a chirality condition on h .
Notations and Techniques

Exterior and Interior Products
We denote by Γ ∞ (C) the set of smooth sections of the Clifford bundle C over X and by C k ⊂ Γ ∞ (C) the set of those sections of C , whose values at each point x ∈ X belong to the subspace spanned by products of less than or equal k elements of T * x X of the same parity. In particular, we identify C ∞ (X) ≡ C 0 . We recall [1] that there is an isomorphism of vector spaces
between Γ ∞ (C) and the exterior differential algebra Λ * (Γ ∞ (T * X)) of antisymmetrized tensor products of the vector space of smooth sections of the cotangent bundle over X. In particular, the restriction to the first degree yields a vector space isomorphism c :
We use the following sign convention for the defining relation of the Clifford action:
where
is the inverse of the metric g :
. Let us define the notion of the exterior product ∧:
where the sum runs over all permutations of the numbers 1, . . . , n , and the product on the r.h.s. is pointwise the product in the Clifford algebra. Observe that ∧ is associative and that the antisymmetrization (3.7) yields zero for n > N = dim(X) .
Definition 11. Λ n ⊂ C n is the vector subspace generated by elements of the form (3.7), with Λ 0 ≡ C 0 , Λ 1 ≡ C 1 and Λ n ≡ {0} for n < 0 and n > dim(X) .
We define the interior product :
The interior product (3.8a) is extended to :
Proof: The assertion is clear for orthogonal bases.
Exterior Differential and Codifferential
Let and selfadjointness means c(e j ) = c(e j ) * . Let ∇ v be the Levi-Civita covariant derivative with respect to the vector field v ∈ Γ ∞ (T * X) . Then we define the
The proof that d is indeed a graded differential uses the fact that the Levi-Civita connection has vanishing torsion, see (with different sign conventions) [1] . There is a natural scalar product , Λ * on Λ * :
where tr c : Γ ∞ (C) → C ∞ (X) is pointwise the trace in the Clifford algebra and v g the canonical volume form on X . The scalar product (3.13) vanishes for k = l . Via this scalar product we define the codifferential d * : Λ k → Λ k−1 on Λ * as the operator dual to the exterior differential d:
(3.14)
Lemma 13. Within our conventions one has the representation
Proof: The proof is straightforward. One has to use Lemma 12, the invariance of the trace under cyclic permutations, the Leibniz rule for ∇ v and the identity ∇ v (v g ) ≡ 0 for the Levi-Civita connection.
Note that -in contrast to what its name suggests -d * is not a derivation. Using (3.15) one easily derives for c
where g −1 is treated as an isomorphism from Γ ∞ (T * X) to Γ ∞ (T * X) .
Identities for the Dirac Operator
In terms of the above introduced selfadjoint bases {e j } N j=1 of Γ ∞ (T * X) and {e j } N j=1 of Γ ∞ (T * X) , the classical Dirac operator is given by [1] 
Here, ∇ S v is the Clifford covariant derivative on L 2 (X, S) with respect to the vector field v . It has the property
for any differential form ω . With (3.12) this gives immediately
where d is the usual exterior differential on the exterior differential algebra. The grading operator on
because of the properties ∇ v (v g ) ≡ 0 and c(e j ) ∧ c(v g ) ∈ Λ N +1 ≡ 0 . Therefore, the Dirac operator D is an odd first order differential operator. One has γ 2 = c(v g )c(v g ) = det g −1 . If we restrict ourselves to an orthogonal metric, which we do for the rest of this work, then we have γ 2 = 1 . Next, using (3.12), (3.15) and Lemma 12 we have for c
.
In particular,
where grad f := g −1 (df ) is the vector field dual to df and ∆ the scalar Laplacian,
3.3 The Representation of Ω * g on the Hilbert Space
Decomposition of the Matrix Lie Algebra
For physical applications we are interested in the case that the matrix Lie algebra a decomposes into
Here, a ′ is unitary and semisimple, i.e. a direct sum of simple unitary Lie algebras, and a ′′ is a direct sum of copies of the Abelian Lie algebra u(1) , each of them represented in the form u(1) (i) = Êb (i) . In particular, direct sum means that elements of different direct sum subspaces always commute. For each copy of u(1) , the representationπ(b) shall have the following property: There exist
For simplicity, we restrict ourselves to the case a ′′ = u(1) , where (3.25) is given by
(3.26)
The extension to the general case is obvious.
The Construction of π(Ω 1 g)
Our goal is to construct the graded differential Lie algebra Ω * D g associated to the L-cycle (g, h, D, π, Γ) , see Section 2.3. For this purpose we first have to construct the graded Lie algebra π(Ω * g) associated to this L-cycle. We denote byπ(Ω * a) the corresponding graded Lie algebra associated to the L-cycle (a,
where d is the exterior differential (3.12). Using that C 0 is an Abelian algebra, that elements of C 0 commute with elements of C 1 and thatπ is a representation we obtain for elements of π(Ω 1 g) , see (2.25) and (2.29),
Here, we have f j α ∈ C 0 , a j α ∈ a , and d denotes the universal differential on both the universal differential Lie algebras over g and a ; it is clear from the context on which of them. The same notational simplification was used for the factorization mappings ι . There are two different contributions in this formula, (3.28a) belongs to C 1 ⊗π(Ω 0 a) and (3.28b) to C 0 γ ⊗π(Ω 1 a) . If it was possible to put all f 0 α equal to constants without changing the range of (3.28b) then the lines (3.28a) and (3.28b) would be independent. This is possible iff
But this is indeed the case, due to (3.25) for a 0 0 ∈ a ′′ and the fact that a ′ is semisimple. Namely, for a semisimple Lie algebra a ′ we have [a ′ , a ′ ] = a ′ , see [9] . This means that
Here we see the importance of the restrictions imposed to a , we will meet further examples in the sequel. Now, from the definition (2.25) of Ω 1 a there follows that (3.28b) can attain any element of C 0 γ ⊗π(Ω 1 a) . We split elements a j α ∈ a according to (3.24). Since commutators containing elements of the Abelian part vanish, there is a nonvanishing contribution of elements of a ′′ to (3.28a) only from the term df 0 0 ⊗π(a 0 0 ) , for a 0 0 ∈ a ′′ . Therefore, the coefficient of elements ofπ(a ′′ ) is the Clifford action of a total differential. We denote the space dC 0 ⊂ C 1 by B 1 ("boundary"). In the case of the semisimple Lie algebra a ′ , the line (3.28a) attains any element of C 1 ⊗π(a ′ ) , due to (3.29). Thus, we get the final result
This means that elements τ 1 ∈ π(Ω 1 g) are of the form
where c
whereπ(T j n a) is zero for j < 0 , n < j + 2 or n > N + j + 2 . For j ≥ 0 and j + 2 ≤ n ≤ N + 2 it is recursively defined bŷ
Proof: The proposition is proved by induction. We need the following two identities:
We shall write (3.31) in the form
. Using (3.34a), (3.34b) and Lemma 12 we obtain from (2.25) the following form of elements τ 2 ∈ π(Ω 2 g) :
All five occurring different types of tensor products are independent. This is due to the fact that for non-vanishingc 1 ∈ Λ 1 and c n ∈ Λ n the equalityc 
, because possible contributions from a ′′ are cancelled by the commutator. Collecting these results, we arrive at (3.32), for n = 2 . For n > 2 one proceeds by induction, see [14] .
Thus, the computation of π(Ω n g) is reduced to an iterative multiplication of matrices only.
Main Theorem
Definition ofσ andσ g
To derive the structure of Ω * D g , we first define in analogy to (2.39)
for a i α ∈ a . We extendσ to a linear mapσ g :
Proof: The proof consists in deriving a formula for σ(ω k ) for a given ω k ∈ Ω k g . Taking ω k ∈ Ω k g ∩ ker π , we can derive the structure of π(J k+1 g) , see (2.39). We start with k = 1 and proceed for higher degrees by induction.
Introduction
We consider the splittinĝ
∈ a ′ and a ′′ ∈ a ′′ . Due to (3.26) and (3.29) we can replace ω
Here, in the first term the plus sign (minus sign) stands if in (3.26) the equation with the plus sign (minus sign) is realized. Indeed, we havê
The first formula is due to (3.26) for a ′′ and due to the Jacobi identity for a ′ . The a ′ -part of the second formula in (3.41) follows immediately from the Jacobi identity. The proof for the a ′′ -part consists of algebraic manipulations of (3.26), which are not difficult but rather lengthy so that they are not listed in this work. The importance of the identities (3.41) is that already elements of Ω 1 a , which do not contain terms labelled by z = 0 , are sufficient for the construction ofπ(Ω 1 a) andσ(Ω 1 a) .
The Proof for n = 2
Using (3.28) we can represent elements ω 1 ∈ Ω 1 g as
where a i α ∈ a and f i α ∈ Λ 0 . Applying the map σ to ω 1 in (3.42a) we get -using (3.22) and
From properties of covariant derivatives we find
. Next, using (3.12) and (3.15) one easily shows
Then, the sum of s 3 and the part of s 1 corresponding to the second term on the r.h.s. of (3.44) will be denoted byŝ(ω 1 ) :
Observe that the terms labelled by z = 0 do not occur in (3.45) . Collecting the results we find
The Relation between π(ω 1 ) and σ(ω 1 )
It is clear thatŝ( ) , the question is to which amount they are determined by π(ω 1 ) . To answer this question we first consider
. These functions have the properties
Due to (3.48a) we have π(ω 1 ) = 0 andσ g (ω 1 ) = 0 , but for (3.45) we get
Therefore,ŝ(ω 1 ) is independent of π(ω 1 ) and attains each element of Λ 0 ⊗ {π(a),π(a)} ≡ Λ 0 ⊗π(T 0 2 a) . This is because (3.48b), for an appropriate choice of f α ,f α , attains each given function on X (using a partition of unity if necessary). Now we prove
Proof of Lemma 16:
We introduce a linear mapπ g : 
It is intuitively clear from (3.49) that
see (2.43). The justification for (3.51) gives the formalism of skew-tensor products, see [12] for the general scheme and [14] for the application to our case. Now, by virtue of (3.41) it suffices to take
where f α ∈ Λ 0 and a i αβ ∈ a . It is obvious that π(ω 1 ) ≡ 0 and that σ(
We define a linear map ∇ Ω from π(Ω * g) to (unbounded) operators on h ,
where c n−j ∈ Λ n−j and A j ∈ M F . Here and in the sequel a covariant derivative with respect to elements of Λ n is understood in the sense
The Final Formula for σ(Ω 1 g) Now, we can express (3.46) in terms of π(ω 1 ) . For given τ 1 ∈ π(Ω 1 g) let π −1 (τ 1 ) ∈ Ω 1 g be an arbitrary but fixed representative and ω 1 ∈ Ω 1 g be any representative. Then, the set {σ(ω 1 )} of all elements σ(ω 1 ) fulfilling the just introduced conditions is
Putting τ 1 = 0 , i.e. ω 1 ∈ ker π ∩ Ω 1 g , we obtain immediately the assertion of the theorem for n = 2 .
The Proof for n = 3
Formula (3.54) is the starting point for the construction of σ(Ω n g) , n ≥ 2 , out of (2.41). The result is:
∈ Ω n g be an arbitrary but fixed representative and ω n ∈ Ω n g be any representative. Then we have for n=2
and for n ≥ 3
Remarks to the proof of Lemma 17: The Lemma is proved by induction exploiting formula (2.41). The proof is very technical and too long to display in this work. For the details see [14] . It is clear that the proof of Lemma 17 finishes the proof of Theorem 15. Here, for n = 2 , one has to take into account that for {π(a ′′ ),π(a ′′ )} ∩π(Ω 2 a) = 0 and τ
) . The same argumentation yields the boundary terms in the second line of (3.39). 
Therefore, the construction of Ω Due to Corollary 18 and (3.31) we represent elements ̺ n ∈ Ω n D g as
The formula for the graded commutator of elements of Ω * D g is very simple,
because if the product between c
is not completely antisymmetrized then we get a combination of graded anticommutators of elements ofπ(Ω * a) in the second component of the tensor product, which contributes to the ideal π(J * g) . Thus, the graded commutator of elements of Ω * D g is given by the combination of the exterior product of the Λ * -parts and the graded commutator of theπ(Ω * a)-parts modulo π(J * g) , where a graded sign due to the exchange with γ must be added. 
We apply Proposition 6 and Lemma 17 to (3.58a), where we introduce
) and use (3.52) and (3.38) . This gives
Let us say some words on the terms in (3.55) and (3.56) containing total differentials. In general, for
) . This is no longer true for k = 2 andπ(κ
). An analogous property holds for k−j = N−1 , where the terms dτ k are cancelled by the differentials in (3.56). Therefore, in the following formula for the differentiation rule on Ω * D g one must omit these boundary terms. Then we obtain a simple formula:
where τ n ∈ π(Ω n g) is an arbitrary representative of ̺ n ∈ Ω n D g . Here, the differential d ignores the grading operator γ , i.e. d(c k γ) := (dc k )γ . The non-trivial part in this formula is to find the spacesJ j n+1 a constituting the ideal π(J n+1 g) . The differential dτ n , the graded commutator with γ ⊗ −iM and even the computation of (1 ⊗σ •π −1 )(τ n ) are not difficult for a concrete example.
3.6 Local Connections
In the case under consideration, an L-cycle over the tensor product of the algebra of functions and a matrix Lie algebra, there exists the notion of locality. Our goal is to define a multiplicatioñ
see (3.58). However, we clearly have problems to do this on the whole differential Lie algebra Ω * D g due to the existence of the boundary spaces
) . These boundary spaces in general do not yield elements of Ω * D g when we multiply them by elements of Λ * . Moreover, there are problems if the boundary terms δ
in Corollary 18 are present. Therefore, formula (3.63) is understood to hold on subspaces of Ω * D g , where no collision with boundary terms occurs. Then, the multiplication (3.63) is associative,
-module structure, where we omit the multiplication symbol∧ for simplicity:
The structures just introduced enable us to restrict the set of connections according to Definition 7 to the subset of local connections relevant for physical applications.
The group of local gauge transformations is the group
(3.67c)
Local Connection Forms
We recall that a connection has the form (
Therefore, ρ ∈ Γ(C) ⊗ M F . Since ρ ∈ H 1 g , there can only occur classical smooth differential forms up to first degree in the Γ(C)-component of ρ . This means that
If we compute graded commutators with π(Ω * g) we get 
Local Curvatures
From (3.67b) one easily finds for the curvature of a local connection ∇ 2 f = f ∇ 2 , for f ∈ C ∞ (X) . Thus,
g is understood in the sense (2.47b). Hence, we must search for the subspace of The restriction toπ(a ′ ) is due to possible problems with the boundary spaces. Due to (3.72) it is convenient to define We recall that the commutator and the differential in the curvature θ = dρ + 1 2
[ρ,ρ] g are indirectly defined via the graded Jacobi identity and the graded Leibniz rule (2.47b). The commutator and differential in π(Ω * g) mod π(J * g) are given by (3.59) and (3.62). It is obvious that these formulae extend to local elements ofĤ * g . Only the mapσ •π −1 has to be extended to Ö * a via the graded Leibniz rule: 
The Group of Local Gauge Transformations
The analysis of the group of local gauge transformations (3.67c) yields 
Bosonic and Fermionic Actions
In our case -h = L 2 (X, S) ⊗ F -we have B(h) = B(L 2 (X, S)) ⊗ M F . Then, the parameter d in (2.64) is equal to the dimension N of the manifold X, see [5] . Moreover, the trace theorem of Alain Connes [5] says that in this case we have 
Summary
This finishes our prescription towards gauge field theories. Let us recall what the essential steps are. One starts to select the L-cycle from the physical data or assumptions. We have learned that the matrix part of the L-cycle contains the essential information. Hence, we must construct the spacesπ(Ω n a) and the ideal π(J n a) at least up to second and at most up to fourth order. This is necessary to compute the spaces Ö g . Finally, we write down the bosonic and fermionic actions. This scheme can be applied to a large class of physical models. Among them are the SU(3) × SU(2) × U(1)-standard model [16] and the flipped SU(5) × U(1)-Grand Unification model [17] .
