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1. Introduction
The interaction of electromagnetic radiation with matter, which is investigated in the
research ﬁeld of optics and photonics, has a wide variety of applications in telecom-
munication and sensing. Furthermore, microscopy and lithography make use of the
fundamental properties of light and its interaction with matter, as well.
Especially, the optical properties of periodic systems such as photonic crystals [1, 2]
and metamaterials [3] can be used for enhancing and modifying the interaction of light
and matter. These systems may lead to the development of more eﬃcient sensors [4],
telecommunication devices with higher bandwidth, or microscopy and lithography with
higher resolution [5] than feasible with conventional techniques. Since those structures
represent artiﬁcial materials, they can be engineered to have special properties which
are not available in nature.
The main focus in this thesis lies in the investigation of periodic photonic nanostruc-
tures, such as photonic crystals and metamaterials as well as periodically structured
surfaces. These systems may exhibit interesting optical responses which can be ex-
ploited for numerous applications.
Photonic crystals contain a periodicity at the scale of the operation wavelength desired.
With the appropriate choice of both the unit cell design, as woodpile photonic crystals
or inverse opals, and the constituent materials, the resulting photonic crystal can ex-
hibit a complete photonic band gap, i.e., a frequency range in which the propagation
of electromagnetic waves is forbidden.
By deliberately introducing of deviations from the perfect periodicity, functional el-
ements such as cavities and waveguiding structures can be realized [6]. They allow
selected frequencies to propagate in the forbidden region and ﬁnd applications in opti-
cal devices. Photonic crystals can support the advance in all-optical circuitry and data
processing [7].
In contrast to photonic crystals, metamaterials require a periodicity at subwavelength
range. Thus, they act as eﬀective media. Consequently, their optical properties can
be described by eﬀective material parameters such as the refractive index, permittivity
and permeability. It is especially intriguing that the metamaterial concept allows
not only for tailoring the permittivity, but also the permeability. In order to vary the
permeability, the structure needs to include also metallic components. Many interesting
phenomena have been proposed for metamaterials, e.g. negative refractive indices [8],
which allow for astonishing eﬀects such as perfect lensing [5] or inverse Cherenkov
radiation [8]. Additionally, metamaterials form the basis for certain types of cloaking
devices [9, 10, 11].
In the visible and near-infrared part of the spectrum, the experimental realization of
such devices remains challenging. Unfortunately, for general problems no analytical
solutions are known. Thus, eﬃcient numerical tools are required for both modeling
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these devices and obtaining a deeper understanding of the underlying physics. These
have to model the propagation and diﬀraction of light. Thereby, structured optical
materials are characterized as well as optimized designs can be developed.
Since the individual problems have diﬀerent requirements it is hard to ﬁnd a numerical
method which can handle all of them at once in adequate time. The method of choice
depends on the system which shall be studied.
Numerical methods can be roughly subdivided into two distinct classes: time domain
and frequency domain methods. Time domain methods are mainly more general meth-
ods which reproduce the situation by illuminating the investigated system with a light
pulse. Then, they record the temporal evolution of the system. Here, the most popular
method is the ﬁnite-diﬀerence time-domain method [12]. A further method is the dis-
continuous Galerkin time-domain method [13], which solves the spatial discretization
part of the problem adapted to the structure via an unstructured grid instead of an
equidistant cubic grid.
In many cases, the exact temporal response of the system on the exciting electric ﬁeld is
not important. More specialized methods can be applied. These are frequency domain
methods which solve the time-harmonic Maxwell’s equations. This set of equations
can also be solved on an unstructured grid where the most popular method is the
ﬁnite element method [14] but there are also other methods which are more adapted
to special problems.
In the case of strictly periodic systems the plane-wave method [15] is advantageous.
This method sets up an eigenvalue problem by Maxwell’s equations in Fourier space
to determine the bandstructure with the corresponding Bloch functions of the special
system.
Another class of numerical methods is formed by the grating methods [16] which are
specially adapted to grating systems. They treat the lateral periodicity in Fourier
space whilst the ﬁnite part, which determines the propagation through the grating,
is solved in real space. There are diﬀerent possibilities to determine the ﬁnite part.
Accordingly, several methods have been developed such as the diﬀerential method [16],
the Chandezon method [17] and the Fourier Modal Method (FMM) [18].
In this thesis, we use and extend the FMM, which is an adequate and commonly used
method for the numerical analysis of periodic structures and the investigation of their
optical properties in frequency domain.
Outline of this Thesis
We will start in chapter 2 with a short introduction to the fundamentals of optics by
Maxwell’s equations and the description of diﬀerent material types. We also take a look
at the behavior of light which impinges on a material interface and more generally on
a periodically structured surface. Additionally, we give a short overview on curvilinear
coordinates in combination with Maxwell’s equations. In the next chapter (chapter
3) we introduce the FMM and the Chandezon method after a short historical review
on the developments in the numerical investigation of gratings. We also discuss some
extensions to the FMM such as perfectly matched layers and excitation of the system by
internal point sources. In chapter 4 we present calculations of photonic crystals. In the
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case of woodpile photonic crystals, we investigate cavities and waveguiding structures.
Opal photonic crystals are studied with respect to their polarization properties. In both
cases we compare the calculations with experimentally measured results if possible. At
the end (chapter 5) we present our eﬀorts in improving the convergence of the FMM
by application of adaptive spatial resolution. We investigate the convergence of three
diﬀerent test systems. Finally, we summarize this thesis in chapter 6 and give a short
outlook.
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2. Basic Principles of Classical Optics
In this chapter the fundamentals of optics are discussed. First, Maxwell’s equations
and the mathematical description of diﬀerent materials are presented. Additionally, we
state Poynting’s theorem and introduce the plane wave solutions of the wave equation
in homogeneous materials. Then, we determine the behavior of the ﬁelds at material
interfaces and calculate transmittance and reﬂectance of a plane wave impinging onto
a planar interface.
We give a short introduction to Maxwell’s equations in covariant formulation, since we
need this for the numerical method we apply. Because periodicity plays an essential
role in this thesis, we introduce the optical properties of periodic systems. Finally,
rescaled variables for Maxwell’s equations are introduced.
2.1. Maxwell’s Equations
Maxwell’s equations provide the basis to describe electromagnetism [19]. They are a
set of four equations which consists of two divergence equations
∇ ·D(r, t) = ρ(r, t), (2.1a)
∇ ·B(r, t) = 0, (2.1b)
and two curl equations
∇× E(r, t) = −∂tB(r, t), (2.2a)
∇×H(r, t) = ∂tD(r, t) + J(r, t). (2.2b)
Here, they are written in SI-units. Since we have stated the so-called macroscopic
Maxwell equations, ρ depicts the free charge density and J the free current density in
the system. By Maxwell’s equations we can derive the continuity equation
∇ · J(r, t) + ∂tρ(r, t) = 0, (2.3)
which determines the conservation of charge in the system.
In this formulation of Maxwell’s equations, the electric ﬁeld E and the magnetic ﬁeld
H represent only macroscopic ﬁeld quantities. They are locally averaged in space over
the microscopic ﬁelds and do not depict the ﬁelds on atomic scale. However, also the
contribution of the charges and currents which form the matter have to be considered.
Thus, in order to include the existence of matter with its bound charges and currents,
the macroscopic magnetic inductionB and electric displacement ﬁeldD are introduced.
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2.2. Constitutive Relations
Maxwell’s equations (2.1) and (2.2) can not give a full description of the electromagnetic
ﬁelds. We also need relations between the four ﬁeld quantities. These relations are
given by the so-called material equations which are in general form [19, 20]
D = D [E,H] , (2.4a)
B = B [E,H] , (2.4b)
and describe the interaction of light with matter. Here, we consider only materials
which do not cross-couple the electric and magnetic ﬁelds. The interaction is also
assumed to be local in space and only dipolar interaction in the materials are taken
into account. Thus, our starting point for the material equations is
D(r, t) = 0E(r, t) +P(r, t), (2.5a)
B(r, t) = μ0H(r, t) + μ0M(r, t), (2.5b)
with the electric polarization P and magnetization M. μ0 is the vacuum permeability
and 0 the vacuum permittivity. They are related by the vacuum speed of light via
c20 = 1/(μ00).
The polarization is the material contribution to the dielectric displacement ﬁeld D and
represents the response of the medium to the external electric ﬁeld E. The polarization
can be expanded into orders of the electric ﬁeld. We only consider the ﬁrst order, since
we deal only with weak electric ﬁelds. Thus, the linear dependency determines the
behavior of light-matter interaction. The higher order terms would be responsible for
nonlinear eﬀects [21]. Some examples for second order nonlinear eﬀects are second
harmonic generation, sum frequency generation and diﬀerence frequency generation.
The third order nonlinearity is responsible for self-focusing, self-phase modulation and
third harmonic generation.
The linear interaction is described by
P(r, t) = 0
∫ ∞
−∞
dτχ(1)(r, t− τ)E(r, τ), (2.6)
with the electric susceptibility χ(1). The time dependence of the susceptibility is due
to the fact that the response of the matter to the external light does not need to be
instantaneous in time. Since the integral (2.6) is a convolution, the relation is easier to
examine in frequency domain by a Fourier transformation [22]. In order to transform
the ﬁelds f(r, t) we use
f(r, ω) =
1
2π
∫ ∞
−∞
dt f(r, t)eiωt ⇔ f(r, t) =
∫ ∞
−∞
dω f(r, ω)e−iωt. (2.7)
Thus, in frequency domain the polarization can be written as
P(r, ω) = 0χ
(1)(r, ω)E(r, ω), (2.8)
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with the susceptibility in frequency domain as
χ(1)(r, ω) =
1
2π
∫ ∞
−∞
dtχ(1)(r, t)eiωt. (2.9)
We can introduce the permittivity (r, ω) = 1 + χ(1)(r, ω) to relate the electric ﬁeld
directly with the dielectric displacement ﬁeld. Similar to the expansion of the polar-
ization, the magnetization can be expanded into orders of the magnetic ﬁeld. The
linear dependence between magnetic ﬁeld and magnetic induction is then described by
the permeability μ of the material. As constitutive relations in frequency domain we
obtain
D(r, ω) = 0(r, ω)E(r, ω), (2.10a)
B(r, ω) = μ0μ(r, ω)H(r, ω). (2.10b)
In the optical regime natural materials exhibit nonmagnetic behavior and we can set
the magnetization equal to zero throughout this thesis and the permeability μ= 1. This
is only valid for natural materials. There is a whole class of new artiﬁcial materials,
metamaterials, which exhibit a permeability diﬀerent from one due to sub-wavelength
structuring [23].
Because the constitutive relations read easier in frequency domain, we transform Max-
well’s curl equations (2.2) also into frequency domain and obtain
∇×E(r, ω) = iωμ0H(r, ω), (2.11a)
∇×H(r, ω) = −iω0(r, ω)E(r, ω) + J(r, ω). (2.11b)
These two equations are the foundation of the numerical method we treat in this thesis.
Since we do not deal with nonlinearities, the individual frequencies do not couple and
the equations can be solved for each frequency independently. In case of no free currents
and charges, the divergence equations (2.1) are implicitly fulﬁlled which can be easily
seen by eq. (2.11) if we apply the divergence operator ∇ on the whole curl equations.
We directly obtain ∇·H = 0 and∇·E = 0. Consequently, the divergence equations do
not need to be considered separately. By a Fourier transformation the solution of the
ﬁelds in time domain can be constructed. In our case, we only consider time-harmonic
ﬁelds
E(r, t) = E(r)e−iωt, (2.12)
which only exhibit a time dependence by the oscillating term.
2.2.1. Ordinary Dielectrics
In dielectric materials the polarization ﬁeld P is formed by the induced dipole mo-
ments of the atoms, that are generated by the applied electric ﬁeld E. Their strength
depends on the polarizability of the atoms in the material. In an isotropic material
the polarizability is independent of the direction of the external electric ﬁeld. Thus,
the polarization points always into the same direction as the electric ﬁeld. Therefore,
the permittivity is a scalar. If the response of the material to the applied ﬁeld is
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instantaneous, the permittivity is constant in time. Then, the constitutive relation
reads
D(r, t) = 0E(r, t), (2.13)
and can be easily written down in time as well as in frequency domain.
2.2.2. Anisotropic Dielectrics
If the polarizability of the material depends on the direction of the electric ﬁeld vector,
 becomes a second rank tensor. As constitutive relation of such an anisotropic material
we obtain
Dm = 0
∑
n
mnEn, (2.14)
where we sum over the three ﬁeld components n = x, y, z. Dm and En denote the
components of the electric displacement and the electric ﬁeld. Then, the permittivity
 possesses nine components. In reciprocal materials the components have to fulﬁll
the condition mn = nm. Thus, only six of these components are independent of
each other [20]. Due to the anisotropy, the dielectric displacement ﬁeld can point in
another direction than the electric ﬁeld vector. In other words, the polarization P of
the material is no longer parallel to the external electric ﬁeld.
Figure 2.1.: Ellipsoid to visualize the permittivity in the principle coordinate system
with the principle axes n1, n2, and n3.
In order to display the permittivity we can use an ellipsoid as in ﬁg. 2.1. In the principle
coordinate system of this ellipsoid the three principal axes have diﬀerent dielectric
constants which are the eigenvalues of the -tensor [24]. The propagation of light
through such a material is determined by the direction of the electric ﬁeld vector. This
dependence is called birefringence.
If all three eigenvalues of the permittivity diﬀer, the crystal is biaxial. With two
identical eigenvalues the crystal is called uniaxial. In this case, it is characterized by
a single optical axis. The last possibility with all three eigenvalues identical brings
us back to the isotropic case. This classiﬁcation is governed mainly by the crystal
structure. But anisotropy can also be induced in isotropic crystals by external eﬀects
such as deformation or applying of electric (Kerr eﬀect) or magnetic ﬁelds (Cotton-
Mouton eﬀect), which introduce a direction dependence in the permittivity.
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2.2.3. Dispersive Materials
If the permittivity is frequency dependent, the materials are called dispersive and the
response of the material is nonlocal in time. The dispersion of a material comes always
hand-in-hand with dissipation which is stated by the Kramers-Kronig relation [19]. It
relates real and imaginary part of the permittivity to each other. Thus, a dispersive
material has a complex permittivity and consequently a complex refractive index, which
accounts for dissipation.
In the following, we present two models which describe the light-matter interaction for
two diﬀerent types of materials.
Lorentz Oscillator Model
As already explained, an external electric ﬁeld induces a dipole moment in the atoms
of the material. In the Lorentz model, the atoms are modelled as electron and positive
atom core forming an oscillator with a resonance frequency ω0 and a damping constant
γL. The external ﬁeld acts as a driving force on the oscillator and we can set up the
equation of motion for the electrons with mass m and charge −e as
mr¨+mγLr˙+mω
2
0r = −eE(t). (2.15)
We assume an electric ﬁeld oscillating with frequency ω and amplitude E0 as E(t) =
E0 exp (−iωt). Therefore, the diﬀerential equation can be solved for the position r
by Fourier transformation (2.7). In frequency domain we obtain for the equation of
motion
−ω2r− iωγLr+ ω20r = −
e
m
E0, (2.16)
and the solution in frequency domain reads
r =
e/m
ω2 + iωγL − ω20
E0. (2.17)
As consequence the induced dipole moment for one oscillator is p = −er. In a further
step we can identify the polarizability α of the atom by the relation p = αE as
α(ω) =
e2/m
ω20 − ω2 − iωγL
. (2.18)
The contribution of several such dipoles sums up to the polarization P(ω) = neαE0 of
the material with electron number density ne.
In order to obtain the permittivity of such a material, we assume that the density ne
is low, which means in this model we have one electron per atom. Thus, the local ﬁeld
at the dipoles is completely determined by the external electric ﬁeld since we disregard
interaction of the single oscillators between each other. Then, the permittivity can be
derived by the relation for the polarization P = neαE0 = 0χ
(1)E0 with the help of the
susceptibility in eq. (2.8) as
L(ω) = ∞ +
nee
2
0m
1
ω20 − ω2 − iωγL
. (2.19)
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Here, we included also a constant background permittivity by ∞. The second part is
a Lorentzian shaped curve which represents the response of the material to an external
ﬁeld around a resonance frequency of an oscillator. This model gives good agreement for
systems with atomic transitions in the frequency spectrum. The inﬂuence of diﬀerent
atomic transitions can be modeled by adding more Lorentz curves with the respective
resonance frequencies to the permittivity. As predicted by the Kramers-Kronig relation
the dispersion of the permittivity is accompanied by an imaginary part which causes
absorption around the resonance. Real and imaginary part of the permittivity are
shown in ﬁg. 2.2.
0 0.5 1 1.5 2
−4
−2
0
2
4
6
8
ε
Frequency/ω0
 
 
Re(ε)
Im(ε)
Figure 2.2.: Real and imaginary part of the permittivity in the Lorentz model with
∞ = 1 and γL = 0.15ω0. The prefactor nee2/0m is set equal to ω0.
Drude Model
In order to obtain an analytical model for the permittivity of metals, we use the so-
called Drude model. In this model a metal is described as a material with a positive
background charge which is formed by the ions and the free electrons of the metal
which can move freely in the whole crystal. To derive the Drude model, we can use
the Lorentz model with a few modiﬁcations. Since the electrons are no longer bound
to the atoms, the restoring force in the Lorentz model vanishes. Formally, we can take
care of this by putting the oscillator’s resonance frequency ω0 equal to zero. Thus, we
can keep the equation of motion (2.15) and explain the damping phenomenologically.
The damping γD in the Drude model is also known as the collision frequency. It is the
inverse of the mean time between collisions of free electrons.
By regarding the permittivity in the Lorentz model (2.19) with ω0 = 0 and deﬁning
the plasma frequency ωp =
√
nee2/0m, we ﬁnd for the Drude model
D(ω) = ∞ −
ω2p
ω (ω + iγD)
. (2.20)
Figure 2.3 shows the permittivity in the Drude model. Materials with such a dispersion
relation show metallic character for frequencies well below the plasma frequency where
the real part of the permittivity is negative. Here, the propagation constant of light
10
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Figure 2.3.: Real and imaginary part of the permittivity in the Drude model with
∞ = 1 and γD = 0.1ωp.
obtains a large imaginary part and no propagation over longer distances can take
place. Therefore, metals are nontransparent and exhibit a high reﬂectivity. In the case
of ∞ = 1, the plasma frequency is exactly the frequency at which the real part of the
permittivity crosses zero. Above the plasma frequency metals become transparent and
behave analogously to dielectrics.
Figure 2.4 shows the experimentally measured data of the permittivity for a gold ﬁlm
[25]. We compare the experimental data with the Drude permittivity. The usual way is
to ﬁt the Drude permittivity to the measured one. The plasma frequency, the damping
and the background permittivity are used as ﬁt parameters. In the plot, the ﬁtting
results of ref. [26] are presented. We can observe that the Drude model is a good
description for gold in the infrared, but in the visible spectrum we can detect some
deviations. The reason is the interband transitions in gold which are responsible for the
Figure 2.4.: Real and imaginary part of the permittivity for gold plotted over wave-
length. The markers show the experimentally measured data by Johnson
and Christy [25] and the solid line is the Drude model with parameters
ωp = 1.3544× 1016 s−1, γD = 1.1536× 1014 s−1 and ∞ = 9.0685 [26]. The
inset shows a zoom into the visible region of the permittivity.
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typical yellowish color of gold. The permittivity of such transitions can be explained
by the Lorentz model. In order to ﬁnd a good description for both frequency ranges,
the Drude and Lorentz model can be combined to the Drude-Lorentz model [26].
2.3. Reduction to Two Dimensions
In general, we do not need to apply full Maxwell’s equations to describe systems ex-
hibiting a translational invariance in one direction. Such systems are considered as
two-dimensional. We can orientate the system such that the homogeneous direction
is identical to the y-axis. By incidence in the xz-plane, the spatial derivatives of the
ﬁelds in y-direction are equal to zero. Then, the curl equations (2.2) decouple into two
independent sets of equations, if the propagation is restricted to the xz-plane. This
splitting is not only valid for isotropic materials but also for anisotropic materials with
one principal axis, which corresponds to the y-axis.
The ﬁrst set is called E-polarization with the electric ﬁeld pointing in the homogeneous
direction
−∂zEy = −∂tBx, (2.21a)
∂xEy = −∂tBz, (2.21b)
∂zHx − ∂xHz = ∂tDy, (2.21c)
and, respectively, in the second set the magnetic ﬁeld takes over this role
∂zEx − ∂xEz = −∂tBy, (2.22a)
−∂zHy = ∂tDx, (2.22b)
∂xHy = ∂tDz. (2.22c)
This set of equations represents the H-polarization-case.
2.4. Wave Equation
In this section, we discuss the propagation of light through a transparent medium as
in section 2.2.1. For such a material the wave equation can be derived by combining
Maxwell’s curl equations (2.2). We assume no free currents and charges and obtain the
homogeneous wave equation for the electric ﬁeld
∇2E(r, t) + 
c20
∂2tE(r, t) = 0. (2.23)
The wave equation for the magnetic ﬁeld looks the same by exchanging the electric
ﬁeld E with the magnetic ﬁeld H. A solution of the wave equation are plane waves
E(r, t) = E0e
ik·r−iωt, (2.24)
with frequency ω and wave vector k. The absolute value of the wave vector k and the
frequency are connected via the dispersion relation of this material as
ω =
c0
n
k, (2.25)
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where we introduced the refractive index n =
√
 of the material. The ﬁeld vector
E0 determines the polarization of the wave. For plane waves there are two possible
polarization states which span the plane perpendicular to the wave vector. The plane
wave possesses also a magnetic ﬁeld which exhibits the same form as the electric ﬁeld
with the ﬁeld vector H0
H(r, t) = H0e
ik·r−iωt. (2.26)
Using eq. (2.2a), we can derive the relation
k×E0 = μ0ωH0 (2.27)
to connect the electric and magnetic ﬁeld vectors.
Since the plane wave solutions form a complete set of basis functions, we can use
them to build arbitrary time and space dependent ﬁelds by a linear superposition of
monochromatic waves as
E(r, t) =
∫ ∞
−∞
d3k
∫ ∞
−∞
dωE(k, ω)eik·r−iωt. (2.28)
This is also known as the Fourier transform of the electric ﬁeld E(r, t), where the ﬁeld
vector E(k, ω) in the integration is the Fourier space representation of the electric ﬁeld
in time and space.
In addition to the propagating plane waves with real wave vector which have been
discussed in the previous, there is also another class of waves which is called evanescent
waves. Formally, they can be described by a plane wave as in eq. (2.24), but their wave
vector is imaginary. Thus, they are exponentially decaying. Evanescent waves do not
transport energy but give an important contribution to near ﬁeld eﬀects.
In dispersive materials with complex permittivity, the plane wave solution consists of
an oscillatory and an evanescent part. These waves can only propagate a ﬁnite distance
until they are completely absorbed by the medium.
2.5. Poynting’s Theorem
With the help of Maxwell’s curl equations (2.2) we can also derive Poynting’s theorem
[27]
∂tw +∇ · S = −J · E. (2.29)
In this equation two new quantities are deﬁned. The energy density of the electromag-
netic ﬁeld reads
w = E · ∂tD+H · ∂tB, (2.30)
and the Poynting vector
S = E×H (2.31)
is the energy ﬂux of an electromagnetic ﬁeld which is the amount of energy propagating
per time unit through a unit area normal to the direction of E and H. The Poynting
theorem describes the conservation of energy for electromagnetic ﬁelds, where the term
on the right-hand side is the work of the electric ﬁeld on the sources.
13
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By integrating over a volume V and applying Gauss’ theorem, we obtain the integral
form of the Poynting theorem∫
V
dV ∂tw +
∫
∂V
dAn · S = −
∫
V
dV J ·E, (2.32)
with the normal vector n on the closed surface ∂V of the volume V . In this repre-
sentation of the Poynting theorem, it can be seen that it describes the conservation of
energy for electromagnetic ﬁelds in the volume V . The term on the right-hand side is
the work of the electric ﬁeld on external currents contained in the volume whereas the
left-hand side is determined by the macroscopic ﬁelds. The ﬁrst term on the left-hand
side describes the change of the energy stored in the ﬁelds. Here, also dispersive mate-
rials contribute which are time dependent as seen in the general constitutive relation
(2.6). The dispersion gives a contribution of the material to the energy density by the
imaginary part of the permittivity which acts as absorber or radiator of energy [19].
The second term is the integrated Poynting vector over the surface which presents the
power radiated out of or into the volume V . Thus, the power of the electromagnetic
ﬁeld can be deﬁned as
P =
∫
∂V
dAn · S, (2.33)
which is the amount of energy ﬂowing through the surface per unit time.
If we consider time-harmonic ﬁelds, we are no longer interested in the Poynting vector
as deﬁned in eq. (2.31), but rather use the time-averaged Poynting vector deﬁned as
< S >=
1
2
Re (E×H∗) , (2.34)
where the asterisk ∗ denotes the complex conjugate. If we talk about the Poynting ﬂux
later, we use this expression. In the case of the plane waves, introduced in the previous
section, the Poynting ﬂux is < S >= 1
2μ0ω
|E0|2 k.
2.6. Electromagnetic Waves at Boundaries
Until now, we considered only the interaction of light with a single material. If we
have a second material in the system, we have to create an interface between these
two media. By means of Maxwell’s equations the behavior of the ﬁelds at material
interfaces is obtained with the help of Gauss’ and Stokes’ theorem [19]. Let us investi-
gate an interface between material 1 and material 2 with normal vector n. Then, the
components of the electric and magnetic ﬁelds tangential to the surface are related by
n× (E1 −E2) = 0, (2.35)
n× (H1 −H2) = Js, (2.36)
where Js denotes the surface current density. The subscripts denote the ﬁelds in the
respective materials. The normal ﬁeld components of the dielectric displacement ﬁeld
and magnetic induction are given on both sides of the boundary as
n · (D1 −D2) = σ, (2.37)
n · (B1 −B2) = 0, (2.38)
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with the surface charge density σ. These relations show that in systems without free
charges and currents the tangential components of the electric and magnetic ﬁeld are
continuous such as the normal components of the magnetic inductance and the dielec-
tric displacement. In this case, we can also specify exactly the jump discontinuity of
the normal components of the electric ﬁeld at the material interface between isotropic
materials as
n · E1 = 2
1
n ·E2. (2.39)
With this knowledge we can determine analytically exact the behavior of an incident
plane wave impinging onto a planar material interface.
Reﬂectance and Transmittance
If we consider a linearly polarized plane wave which is incident on a planar interface at
z = 0, one part of the incident wave is reﬂected and the other part is transmitted. The
situation is sketched in ﬁg. 2.5. Since the materials are assumed to be isotropic and
homogeneous, we can use a plane wave ansatz to describe the reﬂected and transmitted
wave, as well. In medium 1 with refractive index n1 =
√
1 (z < 0) the electric ﬁeld
with the incident and reﬂected part is
E1(r, t) = E0,ine
ikin·r−iωt + E0,reﬂeikrefl·r−iωt (2.40)
and the transmitted wave in medium 2 with n2 =
√
2 for z > 0 is
E2(r, t) = E0,transe
iktrans·r−iωt. (2.41)
The same equations can be set up for the corresponding magnetic ﬁelds which are
related to the electric ﬁelds by eq. (2.27). The magnitudes of the wave vectors in the
diﬀerent materials are kin = kreﬂ = ωn1/c0 and ktrans = ωn2/c0. As the tangential
(a)
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E trans
k in
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ktrans
trans
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refl
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E refl
E trans
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ktrans
trans
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x
Figure 2.5.: Reﬂection and refraction of a plane wave at a planar interface for the case
of (a) s-polarization and (b) p-polarization.
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components of the electric ﬁeld have to be continuous at all points on the interface,
the phase factors of the three plane waves have to be the same,
(kin · r)z=0 = (kreﬂ · r)z=0 = (ktrans · r)z=0. (2.42)
With this relation we obtain, on the one hand, that the angle of incidence θin and the
angle of the reﬂected light θreﬂ are identical. On the other hand, we obtain Snell’s law
which gives the refraction of the transmitted light at the interface
n1 sin θin = n2 sin θtrans. (2.43)
The amount of the reﬂected and transmitted light does not only depend on the in-
cident angle but also on the polarization of the incident plane wave. We distinguish
between s- and p-polarized light: The electric ﬁeld vector of an s-polarized plane wave
(also TE: transversal electric) points perpendicular to the plane of incidence, which
is spanned by the wave vector of the incident wave and the normal vector to the in-
terface. Accordingly, p-polarized light (also TM: transversal magnetic) has an electric
ﬁeld vector lying in the plane of incidence. Thus, we can decompose the arbitrarily
polarized incident wave into a s- and p-polarized wave which can be treated separately.
Both cases are illustrated in ﬁg. 2.5.
Applying the boundary conditions for the electric and magnetic ﬁeld, we can derive the
Fresnel equations. These express the reﬂection coeﬃcient r and transmission coeﬃcient
t of the ﬁeld amplitudes for the two polarizations [24, 28]. In case of s-polarization, we
obtain
rs =
E0,reﬂ
E0,in
=
n2 cos θtrans − n1 cos θin
n1 cos θin + n2 cos θtrans
, (2.44)
ts =
E0,trans
E0,in
=
2n1 cos θin
n1 cos θin + n2 cos θtrans
, (2.45)
and, in case of p-polarization,
rp =
E0,reﬂ
E0,in
=
1n2 cos θtrans − 2n1 cos θin
1n2 cos θin + 2n1 cos θtrans
, (2.46)
tp =
E0,trans
E0,in
=
22n1 cos θin
2n1 cos θin + 1n2 cos θtrans
√
1
2
. (2.47)
The ﬁeld directions can be deduced from ﬁg. 2.5. The coeﬃcients are also valid for
incidence on a material with complex permittivity. In that case, the transmitted waves
decay.
In order to determine the amount of energy which is reﬂected and transmitted, the
reﬂectance R and transmittance T are deﬁned. They depict the ratio between the re-
ﬂected/transmitted power and the incident power. We calculate the power by eq. (2.33).
Since we consider only plane waves, we can replace the Poynting vector by the time-
averaged Poynting vector (2.34). As volume V we choose a box around the interface
with faces parallel to the material interface as shown in ﬁg. 2.6. Thus, we only have
to calculate the ﬂux through the top and bottom area, since the contributions from
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V
Sin
Srefl
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n
Figure 2.6.: Box with volume V for integration around the interface to determine the
incident, reﬂected and transmitted electromagnetic power. The red arrows
denote the Poynting ﬂux in and out of the box.
the other faces cancel each other. Therefore, we only need the z-component of the
Poynting vector. The height of the box is not important for us since we consider here
the transmittance and reﬂectance for materials with purely real refractive indices. We
obtain
R =
Preﬂ
Pin
= |r|2, (2.48a)
T =
Ptrans
Pin
=
n2 cos θtrans
n1 cos θin
|t|2. (2.48b)
In this system we do not have absorption. Thus, the energy is conserved. This is
expressed by the condition
R + T = 1, (2.49)
which is always fulﬁlled for both polarizations and follows directly from the Poynting
theorem (2.32).
We discuss brieﬂy two eﬀects which can occur for reﬂectance and transmittance at an
interface. With Snell’s law we can directly obtain, that in the case of incidence from
an optically denser material (n1 > n2) there is no transmittance for too large angles
of incidence. Then, the transmitted electric ﬁeld is evanescent. This eﬀect is called
total internal reﬂection and the critical angle can be directly derived from eq. (2.43) as
θc = arcsin
n2
n1
.
A polarization dependent eﬀect in reﬂection is the Brewster angle
θB = arctan
n2
n1
. (2.50)
If the incidence angle is equal to θB and the plane wave is p-polarized, the reﬂection
is equal to zero. Since the angle between reﬂected and transmitted light is exactly
90◦, the electric dipoles which are excited at the boundary cannot radiate energy in
the direction of the reﬂection. Thus, light propagation for p-polarization along this
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direction is totally suppressed. Arbitrarily polarized light impinging at the Brewster
angle will be purely s-polarized in reﬂection. This eﬀect can be used for polarization
ﬁlters.
2.7. Maxwell’s Equations in Covariant Formulation
Since Maxwell’s equations state the fundamental laws in electromagnetism, they are
valid independently of the coordinate system we use to describe physics. This means,
we can write Maxwell’s equations in a mathematical form which is invariant under
coordinate transformations. This property is called covariance. Later in this thesis,
we want to use Maxwell’s equations in curvilinear coordinates. Thus, we give a short
introduction to curvilinear coordinates, here.
2.7.1. Curvilinear Coordinates
In our case, the starting point is always the Cartesian coordinate system Oxyz which
is called Ox¯1x¯2x¯3, here. The Cartesian system is spanned by the basis vectors b¯1, b¯2
and b¯3. A vector in this system is described by its components x¯
1, x¯2 and x¯3 as
r = x¯ib¯i, (2.51)
where we assume Einstein’s sum convention with summation over upper and lower
index i = 1, 2, 3.
With the help of a coordinate transformation, we change to the curvilinear coordinate
system Ox1x2x3. This is connected to the Cartesian system by
x¯1 = x¯1(x1, x2, x3), (2.52a)
x¯2 = x¯2(x1, x2, x3), (2.52b)
x¯3 = x¯3(x1, x2, x3). (2.52c)
As requirement the coordinate transformation has to be locally invertible at each point.
With a covariant transformation we can derive the basis vectors bi in the curvilinear
space as [19]
bi =
∂x¯k
∂xi
b¯k. (2.53)
Due to this transformation the basis vectors with lower index are called covariant basis
vectors. They are tangents on the coordinate curves which is illustrated in ﬁg. 2.7 for a
two-dimensional system. With the covariant derivative ∂i = ∂/∂x
i the covariant basis
vectors in the curvilinear coordinate can also be written as bi = ∂ir.
In general, the covariant basis vectors are used to span the real space of the system.
In addition to the covariant basis vectors there are also the contravariant basis vectors
which span the dual space. In our case, the dual space is identical to the reciprocal
space. The contravariant basis vectors, written with upper index, can be calculated by
the relations
b1 =
b2 × b3
|J | , b
2 =
b3 × b1
|J | , b
3 =
b1 × b2
|J | . (2.54)
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Figure 2.7.: Covariant basis vectors (blue) and contravariant basis vectors (red) in a
two-dimensional curvilinear system. The curvilinear coordinate lines are
plotted in the Cartesian system.
J is the Jacobian matrix, which contains the ﬁrst-order partial derivatives of the coor-
dinates
J =
∂(x¯1, x¯2, x¯3)
∂(x1, x2, x3)
=
⎛
⎝ ∂1x¯1 ∂2x¯1 ∂3x¯1∂1x¯2 ∂2x¯2 ∂3x¯2
∂1x¯
3 ∂2x¯
3 ∂3x¯
3
⎞
⎠ , (2.55)
and the determinant can be calculated directly by |J | = b1 ·(b2 × b3). The determinant
is never equal to zero since we demand that the coordinate transformation is invertible.
Thus, we obtain the reciprocal relation bibj = δ
i
j , where δ
i
j is the Kronecker delta
symbol.
From this, we can easily deduce that the contravariant basis vectors are normal on the
coordinate surfaces as shown in ﬁg. 2.7. In the Cartesian system this means that the
covariant and contravariant basis vectors are identical. The transformation behavior
of the contravariant basis vectors diﬀers from the covariant basis vectors
bi =
∂xi
∂x¯k
b¯k = ∇xi, (2.56)
with the gradient ∇ in Cartesian space. This type of transformation is called con-
travariant.
The components of a vector in the covariant basis transform in contravariant manner
and are denoted by upper index. Correspondingly, the covariant vector components
are paired with contravariant basis vectors. For completeness, we state here also the
transformation of the co- and contravariant vector components
Fi =
∂x¯k
∂xi
F¯k and F
i =
∂xi
∂x¯k
F¯ k. (2.57)
The vector F can be presented in two ways as
F = F ibi = Fib
i. (2.58)
The contravariant components are the projections of the vector F onto the respective
contravariant basis vectors F i = F ·bi. The same is valid for the covariant components
by Fi = F · bi.
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In order to change between the co- and contravariant formulation one can deﬁne a
metric for the coordinate system by
F i = gijFj . (2.59)
The metric in Cartesian space is a unit matrix. In the curvilinear system, the metric
can be calculated in co- and contravariant formulation by
gij =
∂x¯k
∂xi
∂x¯l
∂xj
g¯kl = bibj , (2.60a)
gij =
∂xi
∂x¯k
∂xj
∂x¯l
g¯kl = bibj . (2.60b)
The contravariant metric is the inverse of the covariant metric gijg
jk = δki and the
determinant is |gij| = g = |J |2.
From now on we try to formulate the problems with the co- and contravariant basis
vectors. The Cartesian coordinates Oxyz are always used as reference system to give
a simpliﬁed view on the presented problem.
2.7.2. Maxwell’s Equations
Now, we want to re-write Maxwell’s equations (2.1) and (2.2) in the co- and contravari-
ant formalism. We obtain [29]
∂iD
i = ρ, (2.61a)
∂iH
i = 0, (2.61b)
ξijk∂jEk = −∂tBi, (2.61c)
ξijk∂jHk = ∂tD
i + J i, (2.61d)
with the Levi-Civita tensor ξ. In this form, Maxwell’s equations are invariant under
general coordinate transformations in space. In the curl equations, the electric and
magnetic ﬁeld components transform covariantly. In contrast, the components of the
dielectric displacement and magnetic induction are contravariant in their transforma-
tion behavior.
The linear constitutive relations in general curvilinear coordinates are
Bi = μ0μ
ijHj, (2.62a)
Di = 0
ijEj . (2.62b)
The tensors ij and μij for permittivity and permeability in the curvilinear space do not
only depend on the medium as in section 2.2 but also on the geometry of the problem.
They are deﬁned in general coordinates for an anisotropic material in the Cartesian
space, ¯kl and μ¯kl, as
ij =
√
g
∂xi
∂x¯k
∂xj
∂x¯l
¯kl, (2.63a)
μij =
√
g
∂xi
∂x¯k
∂xj
∂x¯l
μ¯kl. (2.63b)
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As indicated by the upper indices at the permittivity and permeability tensors, they
transform contravariantly [30]. In order to keep the original form of Maxwell’s equations
in the curvilinear coordinate system we let them absorb the factor
√
g.
For isotropic media in the Cartesian system we can assume ¯ij = ¯δij and μ¯ij = μ¯δij.
Then, we obtain for the permittivity and permeability in the transformed space
ij =
√
g¯gij, (2.64a)
μij =
√
gμ¯gij, (2.64b)
with the contravariant metric tensor (2.60b).
Thus, we simply have to consider Maxwell’s equations with anisotropic materials in
the curvilinear coordinates. The coordinate information is completely absorbed in the
permittivity and permeability. Also with permittivity in real space μ¯ = 1 we obtain a
permeability which is anisotropic.
The property of the coordinate transformation is used the other way round in transfor-
mation optics, which is the basis for cloaking. Here one intends to inﬂuence the path of
light through a system by using appropriate material distributions. The desired path
can be translated into new coordinates such that the light is propagating straight in
this new coordinate system. However, in the original coordinates it travels the desired
path. In the case of cloaking, the light is bent around an object. These new coordi-
nates are curvilinear coordinates and can be realized by creation of the corresponding
anisotropic material [9, 10]. In this material the light is passed around an object such
that the observer cannot see the object because he “is looking around” this object.
In order to complete the treatment of Maxwell’s equations in curvilinear coordinates
we also state the curl equations with harmonic time dependence for the ﬁelds (2.11)
and without free sources and currents [30]
ξijk∂jEk = iωμ0μ
ijHj , (2.65a)
ξijk∂jHk = −iω0ijEj . (2.65b)
Later, we use Maxwell’s equations for materials with anisotropic permeability and
permittivity, to keep the formulation independent of the coordinate system.
2.8. Optics in Periodic Systems
Since we treat in this thesis periodic structures, we give a short introduction into some
properties which refer to the periodicity of the system. In our case, the periodicity
occurs in the permittivity distribution as
 (r) =  (r+R) , (2.66)
with the lattice vector
R = l1d1b1 + l2d2b2 + l3d3b3, li = 0,±1,±2, . . . . (2.67)
The basis vectors of the real space bi are the covariant basis vectors (2.53) as already
mentioned in the previous section. Together with the lattice constants di for the three
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spatial directions, they represent the lattice. The smallest unit cell of the lattice is
given by the Wigner-Seitz cell [31]. Thus, we only need the permittivity distribution
in this cell (or another cell with the same size) to describe the whole system. The cell
can be further reduced by the symmetry of the permittivity distribution in the unit
cell and the lattice.
In ﬁg. 2.8, the basis vectors in a nonrectangular lattice are shown together with the
corresponding reciprocal lattice.
Figure 2.8.: Real space (left) and reciprocal space (right) for a two-dimensional periodic
system with a nonrectangular lattice. The angle ζ denotes the angle which
the nonrectangular system forms with the Cartesian coordinate system. In
the reciprocal space the ﬁrst Brillouin zone is depicted by the light blue
area.
The reciprocal lattice is described by the reciprocal lattice vectors
G = m1
2π
d1
b1 +m2
2π
d2
b2 +m3
2π
d3
b3, mi = 0,±1,±2, . . . (2.68)
with the contravariant basis vectors bi (2.56). The primitive unit cell in the reciprocal
lattice is called the ﬁrst Brillouin zone (FBZ, see ﬁg. 2.8) and is constructed in the same
way as the Wigner-Seitz cell in the real space lattice. The unit cells in both spaces are
reciprocal to each other. The larger the real space unit cell is, the smaller is the ﬁrst
Brillouin zone.
Real space and reciprocal space are connected by a Fourier transformation. Thus, we
can easily switch between these two spaces. As consequence, we can give the permit-
tivity of the system (2.66) also in the reciprocal space by a Fourier transformation on
the lattice
m =
1
d1d2d3
∫ d1
0
dx1
∫ d2
0
dx2
∫ d3
0
dx3 (x1, x2, x3)e
−i
(
m1
2π
d1
x1+m2
2π
d2
x2+m3
2π
d3
x3
)
, (2.69)
where we denote by the index m a reciprocal lattice point which is described by the
triple {m1, m2, m3}. Correspondingly, we have to sum over all reciprocal lattice points
to perform the back transformation
(x1, x2, x3) =
∑
m
me
i
(
m1
2π
d1
x1+m2
2π
d2
x2+m3
2π
d3
x3
)
. (2.70)
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The periodic permittivity is the basis in the theory of photonic crystals and gratings.
These systems are investigated in detail in this thesis. However, for performing numer-
ical calculations we use only properties of the periodicity in two dimensions. In the
next section, we recall the general form of eigensolutions in periodic systems such as
reﬂectance and transmittance properties.
2.8.1. Bloch Theorem
The wave propagation in periodic media can be compared with solutions of the Schro¨-
dinger equation in periodic potentials [31]. Due to the translational symmetry of the
problem, the wave functions ψk(r) exhibit the same periodicity up to a phase factor.
This is stated in the Bloch theorem for a wave function ψk(r)
ψk(r) = e
ik·ruk(r), (2.71)
with the lattice periodic function uk(r) = uk(r + R) and the plane wave envelope
function with the wave vector k. Together, they form the Bloch wave. In contrast to
the case of plane waves, the wave vector is restricted to the ﬁrst Brillouin zone, since
it can always be back-folded by the reciprocal lattice vector G as deﬁned in eq. (2.68).
Thus, the system can be completely characterized by the solutions in the ﬁrst Brillouin
zone. By the Bloch theorem we obtain the relation
ψk+G(r) = ψk(r). (2.72)
Another formulation of the Bloch theorem is
ψk(r+R) = ψk(r)e
ikR, (2.73)
which shows that the wave function at two points connected by a lattice vector R only
diﬀer in a phase factor. This means, that the intensity distribution ∝ |ψ|2 shows the
same periodicity as the system.
2.8.2. Diﬀraction
In section 2.6, we described the reﬂectance and transmittance behavior of a plane wave
on a planar interface between two homogeneous materials. Now, we modify the problem
and add a periodic structure between the two materials as illustrated in ﬁg. 2.9. The
structured region shall exhibit periodicity in a plane which is oriented parallel to the
surface. This situation corresponds to a diﬀraction grating between two homogeneous
half-spaces which are called the superstrate with refractive index n1 and the substrate
with n2. Due to the periodicity, the boundary condition for the parallel components of
wave vector (2.42) is conserved up to a reciprocal lattice vector G. Hence, we do not
only have one single plane wave in reﬂection and not only one in transmittance. The
reﬂected and transmitted wave split up in several diﬀraction orders which are called
Bragg orders or spatial harmonics. The same eﬀect can also be observed in crystal
optics where X-rays are diﬀracted by the crystal lattice. In order to see this eﬀect, the
lattice constant has to be of the same order as the wavelength of the incident light.
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Figure 2.9.: Reﬂectance and transmittance on a periodic plane. The incident light is
marked red and impinges with the angle θin to the normal on the periodic
plane. The reﬂected and transmitted diﬀraction orders are presented by
black arrows.
Since we know the periodicity and the vacuum wavelength of the incident plane wave
λ0, we can determine the reﬂected and transmitted orders analytically. In general we
consider gratings with two-dimensional periodicity and the periodic plane is described
with the basis vectors b1 and b2 as shown in ﬁg. 2.8. Such gratings are known as
crossed gratings, and gratings with only one-dimensional periodicity are called lamellar
gratings.
The light impinges on the grating with the wave vector kin = α0b
1+β0b
2+γ0b
3. Since
the tangential components have to be conserved up to reciprocal lattice vectors, we can
write the ﬁrst and second component of the transmitted and reﬂected wave vector by
αm1 = α0 +m1
2π
d1
, (2.74a)
βm2 = β0 +m2
2π
d2
. (2.74b)
The factors m1 = 0,±1,±2, . . . and m2 = 0,±1,±2, . . . determine the possible diﬀrac-
tion order. The third component of the wave vectors can be determined by the equation
gijkikj =
(
2πn
λ0
)2
, (2.75)
which states that the frequency of the diﬀracted waves does not change. n is the
refractive index of either the superstrate or substrate. The covariant components ki
are only used for short notation and are simply the components of the wave vector.
The condition has to be fulﬁlled by each diﬀracted wave with k1 = αm1 , k2 = βm2 and
k3 = γm={m1,m2}. Thus, we obtain a ﬁnite number of diﬀracted waves which have a
24
2.9. Rescaled Variables
purely real third component. The others are purely imaginary and describe evanescent
waves.
Then, the electric ﬁeld can be expressed by the Rayleigh expansion [32] in the super-
strate
E1(r, t) = Eine
iα0x1+iβ0x2+iγ0x3−iωt +
∑
m={m1,m2}
Ereﬂ,me
iαm1x
1+iβm2x
2−iγmx3−iωt (2.76)
and the substrate
E2(r, t) =
∑
m={m1,m2}
Etrans,me
iαm1x
1+iβm2x
2+iγmx3−iωt. (2.77)
By the summation over the pairs m = {m1, m2}, all reciprocal lattice vectors in the
two-dimensional space are included. The sum is not limited and thus the expansion
contains all propagating and evanescent waves which can be excited due to the lattice
eﬀect. The number of propagating plane waves in the homogeneous regions depends
on the ratio between wavelength and lattice constant as well as on the material of the
super- or substrate. In the wavelength region λ0 > ndi with lattice constant di, i = 1, 2
there exists no diﬀraction for perpendicular incidence on the grating. The smaller the
wavelength in comparison to the lattice constant becomes, the more diﬀraction orders
can be observed.
By changing the wavelength continuously, diﬀraction orders can vanish or appear in
transmittance and reﬂectance. Exactly, at the wavelengths where new diﬀraction or-
ders appear a resonance can be observed in the spectrum which is known as Rayleigh
anomaly (or also Wood’s anomaly) [33]. It is explained by the redistribution of the
energy into another number of propagating modes.
The transmittance Tn and reﬂectance Rn into the diﬀerent diﬀraction orders, as indi-
cated in ﬁg. 2.9, can be calculated similar to the transmittance and reﬂectance in section
2.6 on a planar interface. There, we obtained only one reﬂected and transmitted plane
wave. Nevertheless, we can also apply eqs. (2.48) to each reﬂected and transmitted
diﬀraction order separately, since each diﬀraction order is a plane wave. Thus, the sum
over all propagating orders is
∑
n Tn +Rn = 1 in the case of non-absorbing systems.
Photonic crystals can be considered as diﬀraction gratings which exhibit additional
periodicity in the permittivity in the third direction. Thus, also the transmitted and
reﬂected ﬁeld of a photonic crystal can be described by the Rayleigh expansion. How-
ever, the strength of the reﬂected and transmitted ﬁelds cannot be determined analyt-
ically. This depends strongly on the periodic structure. To solve this problem is the
main part of this thesis.
2.9. Rescaled Variables
By examining Maxwell’s curl equations (2.2), we recognize that there is no fundamental
length scale in these equations. We also apply this property and scale all lengths in
the system to the length a which is ﬁnally set equal to the lattice constant d1. Thus,
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we introduce new dimensionless variables
ν ′ =
ωa
2πc0
=
a
λ
, ω′ =
ωa
c0
,
λ′ =
λ
a
, k′ = ka, (2.78)
x′ =
x
a
, t′ =
c0
a
t,
which are denoted by a prime ′. The dispersion relation of homogeneous space is in
the rescaled system ω′ = k′/n. Additionally, we scale the electric and magnetic ﬁelds
to
E′ =
√
0E, (2.79a)
H′ =
√
μ0H. (2.79b)
Thus, we can write the time-harmonic curl equations (2.65) as
ξijk∂jEk = iωμ
ijHj, (2.80a)
ξijk∂jHk = −iωijEj , (2.80b)
where we omitted already the primes. From here on, we use Maxwell’s equations always
with the scaled variables. This form of Maxwell’s equations is useful for our simulations
since we do not have to operate with the vacuum permittivity and permeability such
as the vacuum speed of light. Additionally, in the case of nondispersive materials, the
calculation does not depend on the wavelength but only on the ratio of the wavelength
to the structure size.
To compare with real values, we simply have to multiply the rescaled results with the
appropriate factors according to the scaling rules in eqs. (2.78) and (2.79).
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Optics
In this thesis, we are interested in the simulation of periodic nanostructures by the
Fourier Modal Method (FMM).
Originally, the FMM was developed to investigate the incidence of a plane wave on
a grating in order to obtain the transmitted and reﬂected plane waves in the several
spatial harmonics, as already discussed in section 2.8.2. Since the crucial prerequisite
is the periodicity of the system in the grating plane, the FMM can also be applied to
the investigation of photonic crystals and metamaterials.
In this chapter, we start with a short overview on the development of the method.
Then, we present the FMM for three-dimensional systems. We introduce the systems
which can be investigated. In the FMM, the periodic region is divided into a stack
of two-dimensional subsystems via the so-called staircase approximation. These sub-
systems can be solved independently as eigenvalue problems. The individual solutions
are ﬁnally combined to form the complete system by a scattering matrix approach.
Thus, we can calculate the reﬂectance and transmittance as well as the ﬁelds in the
periodic structures. We also show how the FMM can be extended to investigate non-
periodic structures. Besides, point sources may be introduced into the grating region
and can serve as internal light sources instead of an external illumination by an in-
cident plane wave. Finally, we shortly present the Chandezon method, which solves
the grating problem by transforming it into curvilinear coordinates. This method is of
relevance since similar techniques are used in chapter 5, where we formulate the FMM
in curvilinear coordinates.
3.1. Historical Review
One of the ﬁrst methods for the numerical investigation of gratings has been the diﬀer-
ential method [16]. The method is mainly applied to calculate the interaction of light
with gratings. More precisely, a plane wave is impinging on a grating as in section 2.8.2
and the aim is to obtain the electric and magnetic ﬁelds in- and outside the grating
structure. Thus, only time-harmonic Maxwell’s equations are considered – the method
belongs to the class of frequency domain methods.
The grating system is divided into three regions: (i) The homogeneous superstrate
above the grating, (ii) the structured grating region, and (iii) the homogeneous sub-
strate region as shown in ﬁg. 3.1(a). Due to the periodicity of the grating, the solutions
in the homogeneous super- and substrate are given by the Rayleigh expansion (see
eqs. (2.76) and (2.77)). The ﬁelds in the grating region can be expanded in Fourier se-
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Figure 3.1.: (a) Grating with homogeneous superstrate half-space, structured grating
region and the homogeneous substrate half-space. (b) Same grating as in
(a) but built of three stacked lamellar gratings by means of the staircase
approximation.
ries along the periodic directions according to the Bloch theorem (2.71). By inserting
the expansion for the grating region in Maxwell’s curl equations (2.80), we obtain a
set of diﬀerential equations for the coeﬃcients which determine the propagation of the
light perpendicular to the grating plane. Together with the Rayleigh expansions in the
super- and substrate, the diﬀerential equations form a boundary value problem. In the
classical diﬀerential method this is solved via the so-called shooting method [16].
Since these problems are solved with computers, the inﬁnite series of the expansions
have to be truncated. This can cause convergence problems which already arise for
purely two-dimensional metallic gratings in H-polarization. Additionally, the method
becomes unstable for deep gratings [16]. By trying to ﬁnd alternative approaches, new
methods, such as the Rigorous Coupled Wave Analysis (RCWA)[34, 35], have been
developed. Here, the grating proﬁle is approximated by a stack of lamellar gratings by
the staircasing technique as illustrated in ﬁg. 3.1(b). In this case, each lamellar grat-
ing can be solved independently by an eigenvalue technique. Originally, the diﬀerent
gratings are connected at the interfaces using the continuity condition of the tangential
electric and magnetic ﬁelds through the transfer matrix method. Unfortunately, again
the convergence of metallic gratings for H-polarization was not satisfactory and for
deep gratings numerical instabilities have been observed [36].
A ﬁrst step towards stable and reliable results was made by introducing the scattering
matrix algorithm. It replaces the transfer matrix method [37] and removes the inherent
instabilities. The superiority of the scattering matrix is due to the careful treatment
of the evanescent modes when matching the individual lamellar gratings.
At the same time the convergence for lamellar metallic gratings in the RCWA for H-
polarization has been improved [38, 39]. The explanation was found in the convergence
behavior of the truncated Fourier series for continuous and discontinuous functions and
is named correct Fourier factorization [40]. Using this technique a new formulation of
the RCWA for crossed gratings was established by Li that is called the FMM [18]. It
is the fundamental method of this thesis.
Clearly, the correct Fourier factorization was also useful for the diﬀerential method
and improved the convergence behavior [41]. The resulting algorithm is called the Fast
Fourier Factorization method. Of course, the scattering matrix algorithm was also
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included in the diﬀerential method to avoid the unstable behavior for deep gratings
[16].
Another method which evolved from the diﬀerential method was the Chandezon method
[17, 42]. Here, the grating problem is solved by transforming the grating surface into a
planar surface. Then, in this curvilinear coordinates the system consists of two homo-
geneous regions, where the Rayleigh expansion can be applied. However, this method
exhibits similarly bad convergence properties for grating proﬁles with sharp edges as
the RCWA for H-polarization. Since the origin is the same this could be also improved
by the correct Fourier factorization rules [43].
In the following, we present the Fourier Modal Method as developed by Li and also
provide an introduction to the Chandezon method as an example of a numerical method
formulated in curvilinear coordinates.
3.2. Fourier Modal Method
3.2.1. System
Before we start to explain the FMM, we specify the systems which are investigated. As
in ﬁg. 3.1, we orient the grating in the Cartesian system such that the x¯3-axis (which
is the z-axis in the ﬁgure) is perpendicular to the grating plane. The substrate region
below the grating consists of a material with permittivity out and the region above
the grating, the superstrate, has permittivity in. The periodic directions in the x
1x2-
plane do not need to be orthogonal. Thus, we work in a nonrectangular coordinate
system Ox1x2x3 that is deﬁned by the lattice vectors. The lattice vectors in real and
reciprocal space are deﬁned as in eqs. (2.67) and (2.68). They are connected to the
Cartesian coordinates Oxyz = Ox¯1x¯2x¯3 by the relation [18]
x¯1 = x1 + x2 sin ζ, (3.1a)
x¯2 = x2 cos ζ, (3.1b)
x¯3 = x3, (3.1c)
where ζ is the angle between the x¯2- and x2-axis. The x1-axis is parallel to the x¯1-axis.
The basis vectors can be derived as described in section 2.7.1. Thus, we obtain the
contravariant metric tensor
gij =
⎛
⎝ sec2 ζ − tan ζ sec ζ 0− tan ζ sec ζ sec2 ζ 0
0 0 1
⎞
⎠ , (3.2)
with the inverse determinant g = cos2 ζ . Hence, in the nonrectangular coordinates the
permittivity is anisotropic (2.64a). Since we assume isotropic materials in the Cartesian
system, all anisotropic components of the permittivity in the nonrectangular coordi-
nates show the same spatial variation, but the strength is determined by a geometry-
dependent factor. The permeability (2.64b) becomes anisotropic, too. However, each
component is constant since in the original Cartesian system the permeability tensor is
equal to the unit matrix. In the following, we prefer formulating Maxwell’s equations
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with the permeability terms though they contain only angle-dependent factors as the
metric tensor gij in eq. (3.2).
Since the coordinate transformation is performed only in the grating plane, the anisotropy
exhibits a principal axis along the x3-axis. In comparison to completely anisotropic
systems, this property simpliﬁes the method later in section 3.2.3.
First, we present the incident ﬁeld in the superstrate. Then, we explain how to treat
the structured region in the FMM. Thereafter, we handle the homogeneous super- and
substrate regions of the system which can be treated as special cases of the structured
region.
3.2.2. Incident Plane Wave
The light impinges as a linearly polarized plane wave on the grating from the super-
strate region. This is not a restriction since we can decompose arbitrarily-shaped waves
into plane waves (2.28) and solve each component independently. In the nonrectangu-
lar coordinates we obtain for the covariant ﬁeld components of the plane wave Eσ and
Hσ with σ = 1, 2, 3
Eσ(x
1, x2, x3) = E0,σe
i(α0x1+β0x2+γin0 x
3), (3.3a)
Hσ(x
1, x2, x3) = H0,σe
i(α0x1+β0x2+γin0 x
3). (3.3b)
The components of the incident wave vector are
α0 = k
in sin θ cosφ, (3.4a)
β0 = k
in sin θ sin(φ+ ζ), (3.4b)
γin0 = k
in cos θ, (3.4c)
which is denoted in ﬁg. 3.1 by kin = (α0, β0, γ
in
0 ) with k
in =
√
ink0. k0 is the wave
vector in vacuum. The direction of incidence is determined by the azimuth angle θ
and the polar angle φ. The polarization of the incident plane wave can be arbitrary.
However, we always calculate two orthogonal polarizations. Thus, by superposition,
arbitrarily polarized incident plane waves can be generated. On the one hand, we
choose a s-polarized plane wave as introduced in section 2.6. The components of the
electric and magnetic ﬁeld are [44]
E0,1 = E0 sin φ, H0,1 =E0
√
in cos θ cosφ,
E0,2 = −E0 cos(φ+ ζ), H0,2 =E0√in cos θ sin(φ+ ζ),
E0,3 = 0, H0,3 =− E0√in sin θ.
On the other hand, we calculate a p-polarized incident plane wave with
E0,1 = E0 cos θ cosφ, H0,1 =−E0√in sinφ,
E0,2 = E0 cos θ sin(φ+ ζ), H0,2 =E0
√
in cos(φ+ ζ),
E0,3 = −E0 sin θ, H0,3 =0.
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3.2.3. Structured Region
In the FMM, the structured region is divided into several subsystems by the staircase
approximation. This means the subsystems are slices perpendicular to the x3-axis [35].
The individual slices are homogeneous in x3-direction and they are periodic in the
slicing plane. As illustrated in ﬁg. 3.2, arbitrarily shaped systems can be approximated
by stacks of such slices. Due to the homogeneity in one direction, the dimensionality of
the problem is reduced and we only have to solve two-dimensional subsystems which
can be treated independently of each other. This is a signiﬁcant advantage of the
method since slices which appear several times in the structure have to be calculated
only once. Additionally, systems which can be divided into thick slices can be treated
particularly eﬃciently because only the number of slices is relevant.
Figure 3.2.: Sliced crystal with single slice to the right.
As next step, we have to solve Maxwell’s equations in the individual slices. In the
two-dimensional plane, the ﬁelds in the slices have to fulﬁll the Bloch theorem (2.71).
The lattice periodic function of the Bloch wave is Fourier transformed. Therefore, the
ﬁelds are expanded in Fourier-Floquet series. This expansion can be regarded as an
extension of the Rayleigh expansion (see section 2.8.2) and we obtain
Fσ(x
1, x2, x3) =
∑
m
fσm(x
3)eiαm1x
1+iβm2x
2
. (3.5)
Fσ stands for any one of the six components of the electric and magnetic ﬁeld. The
components fσm are the x
3-dependent Fourier coeﬃcients which have to be determined
via Maxwell’s equations. The wave vector components αm1 and βm2 are deﬁned as in
eq. (2.74). The summation runs over the points in the two-dimensional reciprocal space
which are denoted by the pairs m = {m1, m2}. This sum has to be truncated since we
can only handle a ﬁnite number of coeﬃcients. The reciprocal space can be truncated
to parallelogram or circular shape as illustrated in ﬁg. 3.3. The number of points in
the truncated space is denoted by N . In this thesis, we usually apply the truncation
on a circular area.
We also have to transform the permittivity and permeability in each slice into Fourier
space. Because of the truncation of the reciprocal space we do not simply want to
use the Fourier expansion of the permittivity as denoted in eq. (2.70). In order to
obtain fast convergence, the expansion has to be performed by carefully considering
Li’s Fourier Factorization rules [40], which are presented in appendix A.1. With these
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Figure 3.3.: Reciprocal space of the transformed system with truncation on a (a) cir-
cular and (b) parallelogram-shaped area.
rules the permittivity has to be Fourier transformed by considering the constitutive
relation
Di = ijEj.
The exact calculation in the nonrectangular coordinate system is given in appendix
A.2. In Fourier space we obtain for the constitutive relation
di =
[[
ij
]]
ej
with the Toeplitz matrix of the permittivity as deﬁned in eq. (A.14), the Fourier vectors
for the electric ﬁeld e and the dielectric displacement ﬁeld d. The Fourier vectors
contain the Fourier coeﬃcients of the Fourier-Floquet expansions in eq. (3.5).
After inserting the ﬁeld expansion and the Toeplitz matrices, Maxwell’s curl equations
(2.80) read
βˆe3 + i∂3e2 = ω
([[
μ11
]]
h1 +
[[
μ12
]]
h2
)
, (3.6a)
−i∂3e1 − αˆe3 = ω
([[
μ21
]]
h1 +
[[
μ22
]]
h2
)
, (3.6b)
αˆe2 − βˆe1 = ω
[[
μ33
]]
h3, (3.6c)
and
βˆh3 + i∂3h2 = −ω
([[
11
]]
e1 +
[[
12
]]
e2
)
, (3.7a)
−i∂3h1 − αˆh3 = −ω
([[
21
]]
e1 +
[[
22
]]
e2
)
, (3.7b)
αˆh2 − βˆh1 = −ω
[[
33
]]
e3. (3.7c)
αˆ and βˆ are diagonal matrices with the entries αmn = αm1δmn and βmn = βm2δmn. We
eliminate e3 and h3 via eqs. (3.7c) and (3.6c), respectively. Then, we cast eq. (3.6) in
the form
∂3e‖ = iFh‖ (3.8)
with the matrix
F =
(
ω [[μ11 ]]− 1
ω
βˆ [[33 ]]
−1
βˆ ω [[μ12 ]] + 1
ω
βˆ [[33 ]]
−1
αˆ
ω [[μ21 ]] + 1
ω
αˆ [[33 ]]
−1
βˆ ω [[μ22 ]]− 1
ω
αˆ [[33 ]]
−1
αˆ
)
. (3.9)
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The Fourier coeﬃcients of the ﬁelds parallel to the slices are denoted by the vectors
e‖ =
( −e2
e1
)
and h‖ =
(
h1
h2
)
. (3.10)
In the same manner we reformulate eq. (3.7) as
∂3h‖ = iGe‖, (3.11)
with the matrix
G =
(
ω [[22 ]]− 1
ω
αˆ [[μ33 ]]
−1
αˆ −ω [[21 ]]− 1
ω
αˆ [[μ33 ]]
−1
βˆ
−ω [[12 ]]− 1
ω
βˆ [[μ33 ]]
−1
αˆ ω [[11 ]]− 1
ω
βˆ [[μ33 ]]
−1
βˆ
)
. (3.12)
By merging the two eqs. (3.8) and (3.11), we obtain a second order diﬀerential equation
for the Fourier coeﬃcients of the parallel electric ﬁeld components
−∂23e‖ = FGe‖. (3.13)
It is this equation which we have to solve in each slice.
Since the slices are homogeneous in x3-direction we can apply a simple plane-wave
ansatz for the x3-dependence of the electric ﬁeld as
e‖(x3) = Φeiqx
3
. (3.14)
The propagation constant along the x3-direction is q and the corresponding ﬁeld vector
is denoted by Φ. With the help of this ansatz we obtain the eigenvalue problem
q2Φ = FGΦ, (3.15)
which yields 2N eigenvectors and eigenvalues. The eigenvectors represent the eigen-
modes in the two-dimensional periodic subsystem. These solutions are two-dimensional
Bloch waves. The corresponding eigenvalue q2 is the squared propagation constant in
x3-direction. For each eigenmode we obtain two propagation constants by taking the
square root of the eigenvalue. The two propagation constants describe the eigenmode
propagating on the one hand downwards and on the other hand upwards in the slice.
We deﬁne the propagation constant q such that Im(q) ≥ 0, which is the downward
propagating case in direction of the positive x3-axis.
Then, the electric ﬁeld in the slice is expanded into the eigenstates Φ
e‖ =
2N∑
n=1
Φn
(
eiqnx
3
an + e
iqn(d−x3)bn
)
, (3.16)
with the coeﬃcients an (bn) for the downward (upward) propagating modes. We set
the phase of the downward propagating mode to zero at the lower end of the slice and
the phase of the upward propagating mode at the upper end according to ref. [44]. The
slice has thickness d as illustrated in ﬁg. 3.4.
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Figure 3.4.: Amplitudes of downward (a) and upward (b) propagating modes in a single
slice l with thickness d.
The magnetic ﬁeld is determined by eq. (3.11) as
h‖ = G
2N∑
n=1
Φnq
−1
n
(
eiqnx
3
an − eiqn(d−x3)bn
)
. (3.17)
In matrix form the expansions of the electric and magnetic ﬁelds are(
e‖
h‖
)
=
(
W1 W1
W2 −W2
)(
fˆ(x3)a
fˆ(d− x3)b
)
, (3.18)
with the two matrices
W1 = Φ, (3.19a)
W2 = GΦqˆ
−1, (3.19b)
and the phase matrices fˆ(x3). The phase matrices are diagonal matrices with entries
fn(x
3) = eiqnx
3
. These entries mimic the propagation of the mode through the slice.
Φ denotes the matrix with all eigenvectors Φn. By this representation we can easily
couple the solutions of adjacent slices at their mutual interface.
3.2.4. Homogeneous Regions
In the homogeneous super- and substrate region we can represent the electric and
magnetic ﬁelds by the Rayleigh expansion due to the periodicity of the grating as
already discussed in section 2.8.2 by eqs. (2.76) and (2.77).
In the superstrate region we obtain for the covariant components of the electric ﬁeld
Esupσ (x
1, x2, x3) = E0,σe
iα0x1+iβ0x2+iγ0x3 +
∑
m
Ereﬂσ,me
iαm1x
1+iβm2x
2−iγinmx3 (3.20)
with the incident plane wave and the reﬂected spatial harmonics. In the substrate we
only have the transmitted light in its diﬀerent diﬀraction orders
Esubσ (x
1, x2, x3) =
∑
m
Etransσ,m e
iαm1x
1+iβm2x
2+iγoutm x
3
. (3.21)
The reﬂected and transmitted ﬁeld amplitudes are denoted by Ereﬂσ,m and E
trans
σ,m , re-
spectively. The summation runs over the same reciprocal space as in the case of the
structured slices in eq. (3.5). The wave vector components αm1 and βm2 are deﬁned as
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in eq. (2.74) and the third component γm is given by eq. (2.75). In the nonrectangular
coordinate system with the metric (3.2) we obtain in both homogeneous regions
γin/outm =
√
in/outk20 − sec2 ζ
(
α2m1 + β
2
m2
− 2αm1βm2 sin ζ
)
. (3.22)
The permittivity is always real in the super- and substrate of the systems, since we
consider only non-absorbing materials in these regions. Thus, the wave vector com-
ponents are either purely real or purely imaginary. They describe either propagating
waves or evanescent waves.
With the resulting reﬂected and transmitted ﬁelds we determine the reﬂectance and
transmittance into the diﬀerent diﬀraction orders as in section 2.8.2. We either di-
rectly calculate the Poynting vector for each diﬀraction order by the electric ﬁelds via
eq. (2.34) or we determine the transmittance and reﬂectance with the amplitudes of
each propagating plane wave by eq. (2.48). The resulting values are identical.
We also obtain the Rayleigh solutions of the homogeneous super- and substrate region
by solving the eigenvalue problem (3.15) numerically with the corresponding Toeplitz
matrices. However, we solve the eigenvalue problem analytically in order to treat the
possible degeneracy of the eigenvalues correctly. Then, the eigenvector matrix Φ is
a unit matrix   and the eigenvalues are given by q2 =
(
γ
in/out
m
)2
. The degenerate
eigenvectors are treated such that the ﬁeld vectors represent the Rayleigh expansion as
in eqs. (3.20) and (3.21). Thus, the solutions of the eigenvalue problems in the super-
and substrate region are expressed in the same form as the solutions in the structured
layers. This simpliﬁes the formalism later. The electric ﬁeld expansion in these regions
can then be written down as in eq. (3.16). With the help of the G-matrix (3.12), we can
directly determine the corresponding magnetic ﬁelds by eq. (3.17). In the calculation,
the thickness d of the super- and substrate region can be chosen arbitrarily since the
two regions should not contain absorbing materials. Therefore, the propagation length
does not play a role. Finally, we can write the solution in the form of eq. (3.18) and
we can treat all slices identical when we connect the solutions in the diﬀerent slices in
the following.
3.2.5. Scattering Matrix
Until now we know the eigensolutions in the individual slices. As illustrated in ﬁg. 3.5
we have L+2 slices: L slices in the structured region plus one slice each for the super-
and substrate regions. Now, we have to rebuild the complete system by stacking these
L+ 2 slices on top of each other (see ﬁg. 3.5). Adjacent slices can be connected at the
interfaces by the tangential ﬁeld components which have to be continuous.
Thus, if we consider the interface between slice l and slice l+1, we have to equate the
ﬁelds in slice l on the bottom at x3 = dl with ﬁelds in slice l + 1 on top at x
3 = 0(
e
(l)
‖
h
(l)
‖
)
(x3 = dl) =
(
e
(l+1)
‖
h
(l+1)
‖
)
(x3 = 0). (3.23)
Now, we can determine an interface matrix to connect the amplitudes in the adjacent
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Figure 3.5.: Connection of neighboring slices at the interfaces by the tangential ﬁelds
components in order to couple the amplitudes in the ﬁrst and last slice.
slices by a transfer matrix(
fˆ (l)(dl)a
(l)
b(l)
)
= I(l, l + 1)
(
a(l+1)
fˆ (l+1)(dl+1)b
(l+1)
)
. (3.24)
This matrix is illustrated in ﬁg. 3.6. The interface matrix I(l, l + 1) can be easily
expressed by the W1 and W2 matrices [45, 46]
I(l, l + 1) =
1
2
(
Q1(l, l + 1) +Q2(l, l + 1) Q1(l, l + 1)−Q2(l, l + 1)
Q1(l, l + 1)−Q2(l, l + 1) Q1(l, l + 1) +Q2(l, l + 1)
)
, (3.25)
where Qi(l, l + 1) =
(
W
(l)
i
)−1
W
(l+1)
i .
In other words, the interface matrix propagates the ﬁeld from one slice to the adjacent
slice by relating the amplitudes in slice l to the amplitudes in slice l + 1. Following
this line of thought, we can construct a matrix which connects the amplitudes in the
superstrate slice with the amplitudes in the substrate slice by simple matrix multipli-
cations. This corresponds to the transfer matrix algorithm. Unfortunately, it turns
out that this algorithm is numerically unstable [37, 47] since it allows the ﬁelds to grow
exponentially. This can be a problem when the slices become too thick. Therefore,
we use the scattering matrix algorithm which relates the incoming amplitudes to the
outgoing amplitudes on the interface and we can rewrite eq. (3.24) in the form of a
scattering matrix (
a(l+1)
b(l)
)
= S(l, l + 1)
(
a(l)
b(l+1)
)
. (3.26)
Figure 3.6.: Matching of evanescent and propagating modes at a layer interface via the
transfer matrix. The modes in slice l are marked in blue and the ones in
slice l + 1 are red.
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Figure 3.7.: Matching of evanescent and propagating modes at a layer interface via the
scattering matrix. The incoming waves to the interface are marked in blue
and the outgoing waves are red.
This approach is numerically stable since it guarantees that the evanescent ﬁeld com-
ponents are only incorporated as decaying waves and not the inverse way where they
would experience an exponential growth. This behavior is illustrated in ﬁg. 3.7 in con-
trast to ﬁg. 3.6: The incoming evanescent waves (blue) always decay in direction of the
interface and the outgoing evanescent waves (red) always decay away from the inter-
face. The scattering matrix deals with the amplitudes by connecting the evanescent
waves to the solutions in the neighboring slice at their decaying tails.
In order to build the scattering matrix for the complete system, we successively add
new slices to the scattering matrix. Thus, we start in slice l = 0 with the scattering
matrix S(0, 0) =   and add slice l = 1 with the help of the interface matrix I(0, 1)
and obtain the scattering matrix S(0, 1). Then, we add all slices step by step until we
reach the last slice, the substrate. In general, we can describe the recursive scattering
matrix algorithm by appending the slice l+1 to the already existing scattering matrix
S(0, l). The latter connects the amplitudes in slice 0 with slice l according to(
a(l)
b(0)
)
= S(0, l)
(
a(0)
b(l)
)
=
(
S(0, l)11 S(0, l)12
S(0, l)21 S(0, l)22
)(
a(0)
b(l)
)
. (3.27)
The new scattering matrix S(0, l+1) is constructed by the following instruction [37, 44]
S(0, l + 1)11 = (I11 − fˆ(dl)S(0, l)12I21)−1fˆ(dl)S(0, l)11, (3.28a)
S(0, l + 1)12 = (I11 − fˆ(dl)S(0, l)12I21)−1 . . .[
fˆ(dl)S(0, l)12I22fˆ(dl+1)− I12fˆ(dl+1)
]
, (3.28b)
S(0, l + 1)21 = S(0, l)21 + S(0, l)22I21S(0, l + 1)11, (3.28c)
S(0, l + 1)22 = S(0, l)22
[
I21S(0, l + 1)12 + I22fˆ(dl+1)
]
. (3.28d)
Finally, after having appended all slices, we obtain for the scattering matrix of the
complete system the equation(
a(L+1)
b(0)
)
= S(0, L+ 1)
(
a(0)
b(L+1)
)
. (3.29)
The matrix S(0, L + 1) relates the amplitudes in the superstrate (l = 0) and the
substrate (l = L+ 1) as shown in ﬁg. 3.8.
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Figure 3.8.: Complete scattering matrix S(0, L + 1) of the system which relates the
incoming amplitudes a(0), b(L+1) with the outgoing amplitudes a(L+1), b(0).
We assume an incident plane wave from the superstrate side of the system with the
amplitude a(0). The incidence from the substrate is set to zero b(L+1) = 0. Thus, we
can determine the reﬂected b(0) and transmitted amplitudes a(L+1) by the scattering
matrix
a(L+1) = S(0, L+ 1)11a
(0), (3.30)
b(0) = S(0, L+ 1)21a
(0). (3.31)
If we are interested in the transmittance and reﬂectance, we can simplify the computa-
tion since we need only half of the scattering matrix. Therefore, we reverse the system,
meaning that the light impinges from slice l = L+1 with the amplitude b(L+1). Then,
we only need to calculate the matrices S(0, L+1)12 and S(0, L+1)22. As can be easily
seen in eqs. (3.28), these two matrices can be calculated without knowledge of the other
two matrices. This can be realized by building the scattering matrix with the substrate
slice ﬁrst [37].
A beneﬁt of the scattering matrix approach is that we can decompose the system into
blocks. For each of them we may construct the corresponding scattering matrix and
then compose the system’s full scattering matrix from these building blocks. This is
especially useful if the system consists of repeating blocks which then do not have to
be calculated twice. Thus, we deﬁne the multiplication of two scattering matrices as
S(0, N + 1) = S(0, l) ∗ S(l, N + 1) which is calculated by [37]
S(0, N + 1)11 = S(l, N + 1)11( − S(0, l)12S(l, N + 1)21)−1S(0, l)11, (3.32a)
S(0, N + 1)12 = S(l, N + 1)12 + . . . (3.32b)
S(l, N + 1)11( − S(0, l)12S(l, N + 1)21)−1S(0, l)12S(l, N + 1)22,
S(0, N + 1)21 = S(0, l)21 + . . . (3.32c)
S(0, l)22S(l, N + 1)21( − S(0, l)12S(l, N + 1)21)−1S(0, l)11,
S(0, N + 1)22 = S(0, l)22 [ + S(l, N + 1)21 . . .
( − S(0, l)12S(l, N + 1)21)−1S(0, l)12
]
S(l, N + 1)22. (3.32d)
Another possibility to deﬁne a scattering matrix is to directly connect the Fourier co-
eﬃcients of the tangential ﬁelds rather than the amplitudes of the eigenmodes. Hence,
for each slice we can establish a scattering matrix S
(l)
F which is independent of the
adjacent slices (
e
(l)
‖ (x
3 = d(l))
h
(l)
‖ (x
3 = 0)
)
= S
(l)
F
(
e
(l)
‖ (x
3 = 0)
h
(l)
‖ (x
3 = d(l))
)
. (3.33)
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The scattering matrices of the slices can be connected to the scattering matrix of the
complete system by simply multiplying the scattering matrices according to eq. (3.32).
The advantage of this formulation is that the scattering matrix directly gives the electric
and magnetic ﬁelds. However, the forward and backward propagating amplitudes of
the diﬀerent diﬀraction orders in reﬂectance and transmittance need to be determined
from the ﬁelds and cannot be calculated directly. Thus, if one is mainly interested in
calculating the ﬁelds in the structures, this formulation is preferable. However, in this
thesis, we stick to the scattering matrix for the amplitudes as deﬁned in eq. (3.29).
3.2.6. Calculating the Field Distribution
The FMM does not only provide the transmittance and reﬂectance coeﬃcients (see
preceding section) but also the ﬁeld distribution in the structure. In this section we
will show how to determine the ﬁelds inside each individual slice.
The plane in which we calculate the ﬁelds is located in a certain slice l. Thus, we
determine the amplitudes of the forward and backward propagating modes a
(l)
n and
b
(l)
n , respectively. Therefore, we need two scattering matrices: (i) S(0, l) relating the
superstrate slice with slice l and (ii) S(l, N +1) relating slice l with the substrate slice.
With these two matrices we obtain the desired amplitudes
a(l) = ( − S(0, l)12S(l, N + 1)21)−1 . . .(
S(0, l)11a
(0) + S(0, l)12S(l, N + 1)22b
(N+1)
)
, (3.34a)
b(l) = ( − S(l, N + 1)21S(0, l)12)−1 . . .(
S(l, N + 1)21S(0, l)11a
(0) + S(l, N + 1)22b
(N+1)
)
, (3.34b)
as functions of the incident ﬁelds from the super- and substrate half-space. Then,
the Fourier coeﬃcients of the electric and magnetic ﬁeld components in the plane are
obtained with eq. (3.18). The calculated ﬁeld in the slice at the designated x3-position
follows from the phase factors for the particular modes in the expansion. The out-of-
plane ﬁeld component is given by
e3 = − 1
ω
[[
33
]]−1 (
αˆh2 − βˆh1
)
, (3.35a)
h3 =
1
ω
[[
μ33
]]−1 (
αˆe2 − βˆe1
)
. (3.35b)
In order to facilitate plotting of the ﬁeld, we transform it back to the Cartesian coor-
dinate system
fx = f1, (3.36a)
fy = − tan ζf1 + sec ζf2, (3.36b)
fz = f3, (3.36c)
where f stands for both the electric and the magnetic ﬁelds.
Along these lines we can determine the ﬁelds at any point in space. We only have to
transform the Fourier representation of the ﬁeld components back into real space by
eq. (3.5) which provides the ﬁeld in the xy-plane of the system.
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3.2.7. Extensions to the Fourier Modal Method
The FMM has proven to be a powerful tool for calculating transmittance, reﬂectance
and near ﬁeld distributions of periodic structures which are illuminated by plane waves.
However, it is interesting to investigate the optical properties of non-periodic systems,
too. Such non-periodic systems include, for instance, optical resonators [48], individual
metallic nano-particles [49], photonic crystal ﬁbers [50] and photonic crystal waveguides
[51]. Furthermore, in photonic systems the emission characteristics of quantum dots can
be altered drastically [6, 52]. Thus, in this section, we address two diﬀerent extensions
to the FMM which have been established recently.
First, we explain how the restriction to periodic structures can be removed allowing
for simulations of non-periodic structures. The other extension makes it possible to
include dipole sources. Hence, the system cannot only be excited from outside by a
plane wave but also directly from within the structure, mimicking, e.g., quantum dots
in a photonic system. These two extensions increase the application range of the FMM.
Consequently, our method develops toward a generally applicable simulation tool in
electrodynamics.
Perfectly Matched Layers
In order to simulate non-periodic systems, we have to model open boundaries instead
of periodic ones. A simple way to truncate the inﬁnite periodic system volume to a
ﬁnite simulation volume is to wrap the system with an absorbing layer. This technique
can be easily incorporated into the FMM by adding absorbing layers at the boundaries
of the unit cells [53]. Consequently, the light which is scattered by the structure in the
unit cell and travels towards the neighboring unit cells is absorbed by this layer and
the ﬁelds at the unit cell boundary shall decrease nearly to zero. Hence, the interaction
between the periodically arranged structures is suppressed and the single unit cells can
be regarded as isolated systems. The new pseudo-periodic system is shown in ﬁg. 3.9
(a).
Figure 3.9.: (a) Isolated unit cells with absorbing layers. The region of interest has
length e. Including the absorbing layers the size of the unit cell increases
to a. (b) Complex coordinate transformation with γ = 0.5 + 0.5i.
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The material layer around the system shall not only be absorptive but also reﬂectionless
for arbitrary angles of incidence, polarizations and frequencies of the impinging waves.
Such a layer is called perfectly matched layer (PML). PMLs were originally introduced
for the ﬁnite-diﬀerence time-domain (FDTD) method [12, 54, 55]. One possible real-
ization is the introduction of an absorbing material with anisotropic permittivity and
permeability [56, 57].
An equivalent formulation of the PMLs can be obtained by a coordinate transformation
[58, 59]. As we have shown in section 2.7.2, any coordinate transformation can be
described by anisotropic material equations (2.64) in the transformed space. By the
coordinate transformation we can map the inﬁnite space around the structure to a ﬁnite
region. In order to include absorption, we analytically continue the equations on the
complex plane in the inﬁnite space. Thus, oscillating waves are altered to evanescent
waves without reﬂection.
The proposed complex coordinate transformation for the FMM reads [58]
x¯i(xi) =
⎧⎪⎪⎨
⎪⎪⎩
xi , |xi| < e/2
xi
|xi|
(
e
2
+ q
π(1−γ)
{
tan
(
π |x
i|−e/2
q
)
. . .
− γ√
1−γ arctan
[√
1− γ tan
(
π |x
i|−e/2
q
)]})
, e/2 < |xi| < a/2,
for i = 1, 2. The transformation is plotted in ﬁg. 3.9 (b). By this transformation, we
obtain a unit cell for the FMM with lattice constant a. In the transformed space the
mapped region has a width of q = (a−e)/2. Thus, the simulation region is located in the
middle of the unit cell with side length e. The complex nature of the transformation
is given by the complex parameter γ. Hence, the inﬁnite region x¯i → ±∞ ± i∞,
according to the analytical continuation, is mapped on the ﬁnite unit cell xi → ±a/2,
respectively.
Since the open system is mapped on independent unit cells, we can expand the ﬁelds in
Fourier-Floquet series (3.5) and apply the FMM as usual. Then, waveguide problems
can be calculated by illuminating the waveguide with one of its fundamental modes.
The fundamental mode is just one of the eigenmodes in the ﬁrst slice of the system and
the reﬂectance and transmittance in this or other waveguide modes can be determined.
Furthermore, we can also imagine to use the PML formulation for calculation of the
interaction of light with individual nanostructures. A measure for this is the scattering
and absorption cross-section of the structure [49]. Hence, the structure is wrapped
with the absorbing layers and illuminated by a plane wave. Thus, for each frequency,
the scattered ﬁeld can be determined by putting a contour between the PML region
and the structure which collects the scattered ﬁeld.
Dipole Sources
Instead of illuminating the system by an incident plane wave from outside, we can also
excite the system by an electric dipole which is located inside the system at a point
in space (x10, x
2
0, x
3
0) [60, 61, 62]. Then, the system is divided into slices such that the
dipole source is located in a plane between two slices (e.g. slice l and l + 1).
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The point source is simulated by an oscillating point dipole, modeled by the current
density
J(x1, x2, x3) = P(x1, x2, x10, x
2
0)δ(x
3 − x30). (3.37)
Strength, position and orientation of the radiating source is determined by the ampli-
tude vector P. The current density can be included into Maxwell’s curl equations (2.2)
and this can be translated into the FMM. The diﬀerence to the illumination by a plane
wave is, that the system is excited from inside. Hence, the amplitudes which would
excite the system from outside, a(0) and b(N+1), are set equal to zero. Thus, we have
to build the scattering matrices in front of and behind the source position, S(0, l) and
S(l + 1, N). Then, we have to determine the amplitudes of the source at the interface
layer which describes the emission of the dipole source. Due to the source term, the
tangential ﬁelds are not continuous at this interface. Thus, we have to modify the
scattering matrix algorithm as we have to include the source by an additional jump
discontinuity in the system. The ﬁeld matching condition (3.23) at the interface is
modiﬁed to
(
e
(l)
‖
h
(l)
‖
)
(x3 = dl) +
⎛
⎜⎜⎝
j3
j3
j2
−j1
⎞
⎟⎟⎠ (x3 = dl) =
(
e
(l+1)
‖
h
(l+1)
‖
)
(x3 = 0), (3.38)
with the source representation in Fourier space jσ, σ = 1, 2, 3. Additionally, we have
to reform the equation for the scattering matrix (3.27) such that we obtain relations
between the amplitudes, which account for the missing incident light from outside the
system
a(l) = S(0, l)12b
(l), b(l+1) = S(l + 1, N)21a
(l+1). (3.39)
With these equations the amplitudes at the source interface can be determined. To-
gether with the scattering matrices we can calculate the emitted ﬁeld of the dipole
source.
We can build two diﬀerent types of dipole sources: Either a single source in the peri-
odic system or a plane of incoherently emitting sources. Due to the periodicity in the
FMM, the source appears automatically in all neighboring unit cells. By performing
an integration over several sources with diﬀerent wave vectors we can, due to destruc-
tive interference, cancel contributions from all but one source. Consequently, we can
eﬀectively simulate a single source in the inﬁnitely periodic system. Similarly, we can
locate sources in each unit cell such that we obtain a complete light emitting plane
in the system. Since the sources shall emit light incoherently, we skip the part of the
integration over the ﬁrst Brillouin zone. The remaining part of the integration is a
sum over the reciprocal lattice vectors. This is the computationally cheaper case, since
there is no need for an integration over the wave vector in the ﬁrst Brillouin zone which
would eliminate the neighboring sources.
The single source can be used to describe a quantum dot in a periodic system and the
incoherently emitting sources might describe a quantum well layer [61].
If we wrap the unit cell with the source in perfectly matched layers, we can use the
computationally “cheaper” incoherently emitting sources to obtain a single point source
42
3.3. Chandezon Method
per unit cell. Due to the suppressed interaction between the unit cells in this case the
source appears as a single point source.
3.3. Chandezon Method
In this section, we discuss another numerical method in the ﬁeld of diﬀractive optics,
especially in the computation of grating problems. The Chandezon method [17, 63]
solves grating problems by transforming the grating surface to a planar interface (see
ﬁg. 3.10). Thus, the system is solved in curvilinear coordinates. In these coordinates
the grating consists only of two homogeneous regions (below and above the grating).
Here, the Rayleigh expansion can be used to describe the ﬁelds in these regions.
Therefore, in the Chandezon method the solution of the individual regions is simple.
As in the FMM, the ﬁelds in the two diﬀerent regions have to be connected at the
interface in order to describe the complete system.
Here, we brieﬂy present the Chandezon method for lamellar gratings which can be
treated as two-dimensional systems. The surface of the grating is described by the
periodic function a(x1). Thus, the transformation between the two coordinate systems
can be written as
x¯1 = x1, (3.40a)
x¯2 = x2, (3.40b)
x¯3 = x3 + a(x1). (3.40c)
The metric of the system as deﬁned in eq. (2.60b) is then
gij =
⎛
⎝ 1 0 −∂1a0 1 0
−∂1a 0 1 + (∂1a)2
⎞
⎠ . (3.41)
In two dimensional systems Maxwell’s equations decouple in E- and H-polarization (see
section 2.3). Since Maxwell’s equations are solved in the homogeneous regions, we can
write the equations for both polarizations with one notation in the curvilinear space
Figure 3.10.: (a) Grating in the Cartesian system Ox¯1x¯2x¯3. (b) Transformed grating
in the curvilinear coordinate system Ox1x2x3 where the grating surface
is a plane.
43
3. Numerical Methods in Diﬀractive Optics
as
∂3G− ∂1G′ = i¯ω2F, (3.42a)
−∂3F = −iG+ i(∂1a)G′, (3.42b)
∂1F = i(∂1a)G− i
(
1 + (∂1a)
2
)
G′. (3.42c)
In these equations the permittivity ¯ is given in the Cartesian system instead of the
curvilinear one and therefore marked with the bar .¯ The ﬁelds for both polarizations
are described by the parameters F , G and G′ as
• F = E2, G = −ωH1 and G′ = −ωH3 for E-polarization,
• F = H2, G = ¯ωE1 and G′ = ¯ωE3 for H-polarization.
With this notation we can solve the eigenvalue equation for both polarizations in one
calculation. As in the FMM we transform the ﬁelds with the Rayleigh expansion into
Fourier space (see eq. (3.5))
F (x1, x3) =
N∑
m=1
fm(x
3)eiαmx
1
, (3.43a)
G(x1, x3) =
N∑
m=1
gm(x
3)eiαmx
1
, (3.43b)
G′(x1, x3) =
N∑
m=1
g′m(x
3)eiαmx
1
(3.43c)
and truncate the Fourier space to a total of N coeﬃcients.
Via the correct Fourier factorization [43, 64] we obtain for Maxwell’s equations in
Fourier space
∂3g − iαˆg′ = i¯ω2f , (3.44a)
−∂3f = −ig + i [[∂1a ]]g′, (3.44b)
αˆf = [[∂1a ]]g − ( + [[∂1a ]] [[∂1a ]]) g′. (3.44c)
These three equations can be combined to a single second order diﬀerential equation
(  + [[∂1a ]] [[∂1a ]]) ∂3 (−i∂3f)− ([[∂1a ]] αˆ + αˆ [[∂1a ]]) ∂3f = iγˆ2f (3.45)
with
γˆ2 = ¯ω2 − αˆ2. (3.46)
In order to linearize this second order diﬀerential equation to a ﬁrst order eigenvalue
problem, we introduce the new parameter f ′ which is the derivative of the ﬁeld f as
f ′ = −i∂3f , (3.47)
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and we build the eigenproblem matrix by eqs. (3.45) and (3.47) as
1
q
(
f
f ′
)
= M
(
f
f ′
)
, (3.48)
with the matrix
M =
( − (γˆ2)−1 ([[∂1a ]] αˆ+ αˆ [[∂1a ]]) (γˆ2)−1 ( + [[∂1a ]] [[∂1a ]])
  0
)
. (3.49)
By the ansatz (f , f ′) = Φeiqx
3
, we can write eq. (3.48) as following eigenproblem
1
q
Φ = MΦ. (3.50)
We solve this eigenvalue problem in the super- and substrate region and receive for each
region 2N eigenvalues q−1 in the curvilinear system. N eigenvalues belong to the modes
propagating upwards and N modes propagate downwards. The eigenvalues converge
for large N to the inverse of the analytical values γn, which are the components of the
diagonal matrix γˆ in eq. (3.46).
In order to improve the convergence of the method and for easier identiﬁcation of the
propagating modes in the reﬂected and transmitted ﬁelds with the spatial harmonics,
we determine the propagating modes in the super- and substrate region of the system by
the exact values. This means, that we replace all real eigensolutions by their Rayleigh
counterparts which garantees convergence of these solutions [63, 64].
Thus, we divide the eigenmodes into two groups: one consisting of the propagating
modes U and the other one of the evanescent modes V . Then, the ﬁeld expansion in
eq. (3.43a) reads
F =
∑
n∈U
Ane
iαnx¯1+iγnx¯3 +
N∑
m=1
eiαmx
1
∑
n∈V
ΦmnCne
iqnx3 , (3.51)
with the amplitudes An of the propagating modes and Cn of the evanescent modes.
In this equation, the expansion of the propagating modes is written in the Cartesian
space. The remaining modes, which are the evanescent modes, are taken directly by
the solution of the eigenvalue problem Φ in eq. (3.50) which is solved in the curvilinear
space. For the calculation (especially for the ﬁeld matching at the interface), we have
also to transform the contribution of the propagating modes in the curvilinear space,
i.e.,
F (x1, x2, x3) =
N∑
m=1
eiαmx
1
(∑
n∈U
Lm−n(γn)Aneiγnx
3
+
∑
n∈V
ΦmnCne
ipqnx3
)
(3.52)
with the operator
Lm(t) =
∫ 1
0
du eita(u)−i2πmu. (3.53)
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This operator performs the change of the Fourier basis from the Cartesian to the
curvilinear system.
In order to match the ﬁelds at the interface, we use the continuity of the F component.
However, we need a second ﬁeld component, since we have more than N unknown
coeﬃcients, which have to be determined. Consequently, we use a second continuous
component which is G. The Fourier vector of G is determined by eqs. (3.44) and (3.47)
as
g = − [[∂1a ]] αˆf + (  + [[∂1a ]] [[∂1a ]]) f ′. (3.54)
At the interface we have to distinguish between the two diﬀerent polarizations of the
incident light. In the case of E-polarization G, is continuous while in the case of H-
polarization G/¯ is continuous. Similarly to the Fourier Modal Method, we match the
corresponding ﬁelds at the interface and calculate an interface matrix which couples
the amplitudes at this interface.
In order to obtain transmitted and reﬂected ﬁelds, we have to determine the incident
plane wave in the curvilinear system, as well. It reads
F inc = F0e
ikinx¯
3 cos θi+ikinx¯
1 sin θi
= F0
N∑
m=1
Lm(β0)e
i(αmx1+β0x3), (3.55)
with Lm(β0) deﬁned by eq. (3.53). Thus, we can also determine the G component of
the incident light as
Ginc =
N∑
m=1
(
β0 − α0
β0
mK
)
Lm(β0)e
i(αmx1+β0x3). (3.56)
If we have a multilayer system, we have to build a scattering matrix in order to ensure
numerical stability of the system [47]. By the scattering matrix, we can determine the
reﬂected and transmitted ﬁelds of the system as in the FMM.
In the case of multilayer systems, the interfaces can have diﬀerent shapes. Thus, each
interface determines its own coordinate transformation [42]. Due to the diﬀerent curvi-
linear coordinates in the system, the computation of such gratings means additional
computational costs for the Chandezon method, since we have to transform between
these coordinates to match the ﬁelds at the interfaces.
The advantage of the Chandezon method over the Fourier modal method is to avoid
slicing and to reduce the number of eigenvalue problems which have to be solved due to
the slicing. However, in the case of multilayer gratings with arbitrary shapes the change
between the diﬀerent coordinate systems can be very expensive in the computations.
3.4. Discussion
Finally, we conclude this chapter with a short discussion about the Fourier Modal
Method, its applications and a comparison with the Chandezon method. First, we
address the slicing in the FMM which is performed by the staircase approximation.
46
3.4. Discussion
In the case of metallic systems, e.g., metallic gratings with the shape as illustrated
in ﬁg. 3.1, the staircase approximation can lead to many sharp corners which cause
lightning rod eﬀects as known in the FDTD method [65]. Thus, we have to be careful
with the slicing in metallic systems and check the results carefully if the observed eﬀect
is not an artifact due to the slicing. In such a system the Chandezon method would
circumvent this eﬀect by avoiding the slicing. Unfortunately, the Chandezon method
needs an analytical form of the grating surface to perform the coordinate transformation
which restricts the general use of this method.
The staircase approximation is a crucial part of the FMM when dividing the system
into the smaller subsystems, the slices. This approximation is also applied in the
Fourier transformation, when the structure in the slice is mapped on a zigzag contour
to perform the Fourier transform in the x1x2-plane as shown in ﬁg.A.2. This eﬀect is
reduced in chapter 5 by the application of special coordinates which are adapted to the
geometry of the problem.
In this chapter, we have shown that the FMM enables us to calculate the reﬂectance
and transmittance spectra for periodic nanostructures as well as the ﬁeld distributions
in these structures. However, the ﬁeld computation can become very expensive, since
we have to calculate the scattering matrix before and behind each slice inside which
we want to obtain the ﬁeld distribution (see section 3.2.6).
Thus, slicing reduces our problem to two-dimensional subsystems which can save an
enormous amount of computer memory in comparison to volume methods. However,
the layer-by-layer calculations become very time consuming for systems with many
slices. As a compensation of this disadvantage, the FMM performs all computations in
frequency domain. Consequently, single frequencies of the spectrum can be calculated
independently on several machines. Thus, entire spectra can be obtained within reason-
able time frames, if suﬃcient computer resources are provided, even if the calculation
of individual frequencies takes very long.
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In the following, we use the FMM for the investigation of the optical properties of
photonic crystals. For such systems the FMM is particularly well suited since they can
be assumed as inﬁnitely periodic in a plane whilst being ﬁnite in the third direction.
Thus, we can obtain the optical properties of such systems irradiated along the third
direction with a plane wave.
We start this chapter with a short general introduction to photonic crystals. Then,
we discuss two example structures: Woodpile and opal photonic crystals. The inves-
tigated woodpile photonic crystals are made of silicon and with a proper design, they
can exhibit a complete photonic band gap. Furthermore, it is possible to incorporate
functional elements, such as cavities and waveguides, into such photonic crystals. The
aim is to design optical circuits, by combining these building blocks. We show nu-
merically calculated results of such elements with the FMM. In order to ensure the
required periodicity of the FMM, we perform supercell calculations. Finally, we also
compare calculated results with measured spectra of an experimentally realized wood-
pile photonic crystal exhibiting a band gap at 1.5μm and of a waveguide in a woodpile
photonic crystal. Towards the end of this chapter, we also investigate the polarization
properties of opal photonic crystals and compare the results to measurements on such
opal ﬁlms.
4.1. Fundamentals of Photonic Crystals
In 1987, a new type of artiﬁcial optical material was suggested which later became
generally known as photonic crystals. E. Yablonovitch suggested that dielectric sys-
tems which exhibit a full three-dimensional spatial periodicity can inhibit spontaneous
emission [2] and S. John discussed that such materials can be used to demonstrate
Anderson localization for photons [1].
Photonic crystals are dielectric structures with a periodic permittivity distribution.
The periodicity can exist in one, two or even all three spatial directions. The mod-
ulation is on a length scale comparable to the desired wavelength of operation. This
periodicity inﬂuences the propagation properties of light in the crystal. The waves
existing inside the crystal have to obey the Bloch theorem (see section 2.8.1). By
multiple interference of waves scattered from each unit cell of the structure, stopbands
may open. This means, light with speciﬁed frequencies is prevented from propagating
in at least one direction inside the crystal. If the stopbands overlap for all propagation
directions, the frequency region is called a photonic band gap.
Spectral regions for which no propagation is allowed in all directions and, additionally,
for both polarizations are called complete photonic band gaps. There, no propagating
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electromagnetic modes exist inside the photonic crystal. Whether a band gap opens
depends on the considered geometry as well as on the permittivity contrast of the
crystal. Also, the band gap’s frequency range depends on these properties.
Such nanostructured materials are also found in nature where this type of material is
responsible for e.g. the colorful appearance of some butterﬂies. Their wings are made
of natural photonic crystals [66]. Also the beautiful appearance of natural opals is
attributed to the diﬀraction by the lattice of spheres [67].
Since photonic crystals are fabricated artiﬁcially, they can be designed to meet some de-
sired optical properties. We discuss in this chapter two examples for three-dimensional
photonic crystals: woodpile photonic crystals in section 4.2 and opal photonic crystals
in section 4.3.
4.2. Woodpile Photonic Crystals
The woodpile structure has been suggested in 1994 by Ho et al. [68]. Bandstructure
calculations show that woodpiles can exhibit a complete photonic band gap if the
refractive index contrast of the two materials is larger than 1.9. As illustrated in
ﬁg. 4.1, the structure consists of periodically stacked rods. In this case, the rods form
a fcc lattice with two-atomic basis.
w
w a az
(a) (b) (c) (d) (e)
Figure 4.1.: Woodpile photonic crystal consisting of bars with quadratic cross section.
First, we consider a woodpile photonic crystal made of silicon rods ( = 11.9) with
quadratic cross sections (see ﬁg. 4.1). The corresponding bandstructure is shown in
ﬁg. 4.2. The dark-blue shaded area depicts the complete photonic band gap.
In the calculation, we use a center-to-center separation of the parallel quadratic rods
of a = 1000nm which is also the lattice constant in the unit cell of the FMM. Thus,
the lattice constant in the fcc lattice is afcc =
√
2a ≈ 1414.2nm. The rods are stacked
on top of each other. Due to the fcc geometry the rods have a width and height of
w = a
2
√
2
≈ 353.6nm. Thus, the period of the system in z-direction is az =
√
2a.
Woodpiles with quadratic rod cross-section are fabricated in the Noda group by a
stacking technique [69].
Alternatively, woodpile photonic crystals with elliptical rod cross-section can also ex-
hibit a complete photonic band gap [70] (see also section 4.2.4). Such structures can
be realized by direct laser writing as reported in ref. [71]. Here, the directly written
woodpile is a polymer template with refractive index n = 1.56 of the rods. Thus, it
does not possess the desired band gap. However, by a double inversion process the
polymer can be replaced by silicon [72]. This structure ﬁnally exhibits a complete
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Figure 4.2.: Bandstructure of woodpile photonic crystal with silicon bars, calculated
by Christian Wolﬀ with the plane wave method, and corresponding ﬁrst
Brillouin zone.
photonic band gap. Alternative fabrication methods of woodpiles with elliptical rod
cross-sections have also been presented. In refs. [73, 74] woodpile photonic crystals
have been fabricated by laser interference lithography.
Both, woodpiles with quadratic and elliptical rod cross-section show closely similar
eﬀects. The diﬀerence in the calculation by the FMM is the slicing: In the elliptical
rod case we use many equidistant slices, whereas in the quadratic rod case, we can use
the natural slicing given by the four rods per period in z-direction.
In section 4.2.4, we discuss woodpiles consisting of elliptical rods. Here, we calculate the
spectrum for a woodpile with a complete band gap at telecommunication wavelengths
[75]. Additionally, we investigate a waveguide in such a woodpile which we compare
to experimentally realized structures [76]. However, ﬁrst we study woodpiles with
quadratic rods and incorporated cavities and waveguides built by these cavities.
4.2.1. Linear Optical Properties
In transmittance and reﬂectance calculations with the FMM, we investigate a woodpile
which is ﬁnite in z-direction. The bars are oriented along the x- and y-direction. Then,
the unit cell is formed by stacking four rods on top of each other (see ﬁg. 4.1). Here,
the ﬁrst rod in the unit cell is oriented along the y-axis. Finally, we stack 5 of these
unit cells on top of each other, leading to a woodpile consisting of 20 rod layers. In
the lateral direction, we use a Fourier expansion with 97 Fourier coeﬃcients, to obtain
converged results. The z-direction in our calculation corresponds to perpendicular
incidence. In the ﬁrst Brillouin zone we can identify the perpendicular incidence with
wave vectors orientated along the ΓX ′-direction.
The crystal is completely surrounded by vacuum. Thus, the spectra for perpendicular
incidence in x- and y-polarization are identical. In ﬁg. 4.3, one can see the stopband of
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Figure 4.3.: Transmittance spectrum for perpendicular incidence on a woodpile in
vacuum.
the woodpile in ΓX ′- direction as well as the Fabry-Pe´rot oscillations on both sides of
the stopband due to the ﬁnite structure in propagation direction. The position of the
stopband changes, if we alter the angle of incidence, e.g., to θ = 30o. We obtain two
diﬀerent stopbands for s- and p-polarized light as shown in ﬁg. 4.4 (a). Additionally,
the edges of the stopband shift with respect to the normal incidence case in ﬁg. 4.3.
If the woodpile is placed on a glass substrate, the symmetry in the x- and y-polarization
for perpendicular incidence is broken. Additionally, in ﬁg. 4.4 (b), we can observe a
small shift in the Fabry-Pe´rot oscillations. The glass substrate is approximated by a
glass half-space with permittivity  = 2.25.
4.2.2. Cavities
A point defect in a photonic crystal can act as cavity, supporting discrete modes within
the band gap. The mode frequencies show up in the bandstructure as ﬂat bands with
frequencies located inside the band gap. Additionally in contrast to the inﬁnitely
extended Bloch modes, the mode proﬁles of these bands are localized at the cavity.
These cavity modes can be seen in the transmittance spectrum as resonance peaks in
the band gap of the photonic crystal [77]. If the incident light can couple to the parts
of the mode which leak out of the cavity, it can propagate through the ﬁnite crystal
although the frequency is located in the band gap. The localization of the mode in the
cavity is measured by the quality factor Q. It is a measure for the energy loss out of
the cavity, that can be determined as described in the following section.
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Figure 4.4.: (a) Transmittance spectrum for oblique incidence with θ = 30o on woodpile
in vacuum. (b) Transmittance spectrum for perpendicular incidence on
woodpile situated on a glass substrate.
Quality Factor
The resonance observed in the spectrum can be easily ﬁt to a Lorentzian shape (see
ﬁg. 4.5) which is given by
g(ν) =
Δν
2π
1
(ν − νo)2 + (Δν/2)2 . (4.1)
The full width at half maximum of the curve is given by Δν, and νo describes the
resonance frequency. These parameters can be obtained by ﬁtting the numerical trans-
mittance data. The quality factor is deﬁned as
Q =
νo
Δν
. (4.2)
FMM Calculations
Since a point defect destroys the periodicity, which is a necessity of the FMM, we use
the supercell method. This means, we arrange the defect on a periodic lattice with
Nsc-times larger lattice constant than in the undisturbed photonic crystal. By choosing
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Figure 4.5.: Lorentzian shaped resonance with resonance frequency ν0 and width Δν =
0.2νo.
the supercell large enough, we ensure that the cavity mode is localized to the cavity and
does not interact with the neighboring cavity modes. This means the cavities which
are arranged on a periodic lattice can be regarded as isolated cavities in the system.
In ﬁg. 4.6 we have illustrated supercells with Nsc = 3, 4 and 5. Always, one cell of the
supercell contains a defect. Compared to the ordinary unit cell, we need more Fourier
coeﬃcients in the Fourier expansion of the individual slices, because the ratio of bar
thickness and unit cell size decreases, due to the increased unit cell. In detail, we use
a total of 1185 Fourier coeﬃcients for a 5× 5 supercell in the following calculations.
The increase of the unit cell by the supercell factor results also in a decrease of the
ﬁrst Brillouin zone in the reciprocal space by the same factor. The reciprocal lattice
vectors become shorter (2.68). Thus, we obtain in the transmittance and reﬂectance
3x3 supercell 4x4 supercell 5x5 supercell
a' = 3a
a' = 4a
a' = 5a
(N   = 3)sc (N   = 4)sc (N   = 5)sc
Figure 4.6.: Diﬀerent supercells with red marked defect in a single cell. a′ denotes
the lattice constant of the supercell and a is the lattice constant of the
conventional unit cell.
54
4.2. Woodpile Photonic Crystals
spectra additional higher diﬀraction orders as can be deduced from eq. (3.22).
Point Defect in Woodpile Photonic Crystal
Design
As point defect we choose to remove a rod crossing in the woodpile. The defect size is
500nm corresponding to half of the lattice constant as depicted in ﬁg. 4.7.
Figure 4.7.: 5×5 supercell (Nsc = 5) of a woodpile photonic crystal with a missing rod
crossing in the middle acting as cavity.
Bandstructure
First, we discuss the bandstructure for the woodpile with the included cavity. Here, we
also apply the supercell method leading to an increased unit cell by a factor of Nsc = 5
in all three periodic directions.
The calculated bandstructure, shown in ﬁg. 4.8, reveals the existence of three defect
bands. In the plot only two defect states are visible but the mode at higher frequency is
doubly degenerate. Since the Brillouin zone in this bandstructure is Nsc-times smaller
than the one of the primitive unit cell, the bands are folded back into the smaller zone
of the supercell which leads to the appearance of so many bands below and above the
band gap.
Spectrum
In order to calculate the spectrum we use a supercell of Nsc = 5 as in the bandstructure
calculations. The defect is placed in the middle of the woodpile, meaning that the two
rods with the point defect are in the 10th and 11th rod layer of the woodpile. Thus, the
point defect is surrounded by nine layers on top and nine layers on bottom. We choose
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Figure 4.8.: Calculated band structure for a woodpile photonic crystal with a cavity
(Nsc = 5). Within the band gap (blue-shaded area) three defect bands
occur. The calculation has been performed by Christian Wolﬀ.
that the ﬁrst rod with the defect, in the 10th rod layer of the woodpile, is oriented
along the x-axis. Consequently, the lower rod with defect (in the 11th rod layer) points
along the y-axis.
The spectrum of the woodpile with a point defect for perpendicular incidence shown
in ﬁg. 4.9 exhibits a peak in the middle of the stopband. The transmittance into the
Figure 4.9.: Spectrum for perpendicular incidence of the woodpile with a point defect.
The inset shows a zoom-in to the resonance. The light scattered into zeroth
diﬀraction order is depicted by the black line.
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zeroth order is identical for x- and y-polarization (black curve), but the transmittance
summed over all diﬀraction orders is larger for x-polarized incidence (blue curve) than
for y-polarized incidence (red curve). In most experiments the transmittance into the
zeroth order is the relevant quantitiy. The resonance wavelength for both polarizations
is λ = 2872.75nm and for the quality factor we obtain Q = 15 000.
Figure 4.10 and 4.11 show the electric ﬁeld distribution inside the photonic crystal. The
Figure 4.10.: Electric ﬁeld strength |E| relative to the electric ﬁeld strength of the inci-
dent plane wave |Einc| (see colorbar) in the 5×5 supercell with the cavity
in the middle. The wavelength is λ = 2872.75nm for x-polarized incident
light as indicated by the black arrow. (a) shows the ﬁeld distribution in
the layer above the ﬁrst defect layer. (b) shows the ﬁeld in the upper
defect rod, (c) in the lower defect rod, and (d) in the rod layer below the
point defect.
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Figure 4.11.: Relative electric ﬁeld strength as in ﬁg. 4.10 but for y-polarized incident
light indicated by the black arrow.
ﬁelds are calculated in the middle of the rod layers related to the point defect. If the
cavity mode is excited with an x-polarized incident plane wave, the electric ﬁeld has its
maximum in the upper rod of the point defect (ﬁg. 4.10). Because this cavity mode is
degenerate (as we know from bandstructure calculations), we can couple to the second
mode by y-polarized light (ﬁg. 4.11). This mode has its ﬁeld maximum in the lower
part of the defect. As the transmittance through the cavity is higher for x-polarized
light, also the ﬁeld in the cavity is roughly a factor of three higher as compared to the
ﬁeld excited by y-polarized light.
Due to the bandstructure calculation and the mode proﬁles obtained from these calcu-
lations (not shown here), we anticipate that the third defect mode can only be excited
by an electric ﬁeld with ﬁeld components pointing in z-direction. In order to obtain
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Figure 4.12.: Defect spectrum for oblique incidence with θ = 30o on woodpile in vacuum
as marked in the small ﬁgure on the right hand side of the spectrum.
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Figure 4.13.: Zoom into the spectral region of the two resonances for oblique inci-
dence with θ = 30o on woodpile in vacuum with same color code as in
ﬁg. 4.12. The dashed lines show the transmittance into the zeroth order,
respectively.
such an electric ﬁeld by the incident plane wave, the woodpile has to be illuminated
with p-polarized light under oblique incidence. As a consequence, the incident electric
ﬁeld vector has a component in z-direction. Figure 4.12 shows the calculated spectra
for incidence with θ = 30o in p- and s-polarization. In these spectra, two diﬀerent
defect modes are present: (i) the degenerate mode at around λ = 2872.7nm shown in
ﬁg. 4.13 (a) and (ii) the new mode at λ = 2925.547nm shown in ﬁg. 4.13 (b). Due to
the oblique incidence the transmittance into the zeroth order is no longer identical for
the diﬀerent polarizations. We also obtain a small splitting of Δλ = 0.175nm in s-
and p-polarized incidence for the degenerate mode. As expected, the new mode is only
visible in p-polarization. The quality factor for this mode is Q = 81 700. As shown in
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Figure 4.14.: Relative electric ﬁeld strength as in ﬁg. 4.10 at λ = 2925.547nm with
θ = 30o in p-polarization and φ = 0o (as indicated by the black arrow).
ﬁg. 4.14, the ﬁeld distribution of the new mode is quite diﬀerent from the ﬁeld of the
degenerate modes. The ﬁeld is equally distributed among the two defect layers.
In experiments the photonic crystals are mainly situated on substrates such as glass
substrates with refractive indices diﬀerent from one. It is important to stress, how
this aﬀects the optical properties. As already observed for the undisturbed woodpile
in ﬁg. 4.4 (b), the transmittance into zeroth diﬀraction order is not identical for the
two polarizations, anymore. Thus, the degeneracy of the cavity mode is lifted and the
resonance frequency is slightly diﬀerent for both polarizations.
The degeneracy can also be lifted if the point defect is not located in the middle of the
woodpile. Consequently, this also leads to a small splitting in the resonance frequency.
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4.2.3. Waveguides in Woodpile Photonic Crystal
The cavities of the preceding section can be arranged such that they form a waveguide
in the woodpile photonic crystal. Here, we choose to place them directly on top of each
other. If we then take a look at the woodpile photonic crystal from the top, we can
“look through” the entire system. The waveguide is shown in ﬁg. 4.15. Similar designs
have been recently fabricated by the Noda group as shown in ref. [78] with a defect size
equal to the center-to-center separation of the bars.
Figure 4.15.: Cut through a 5 × 5 supercell of a woodpile photonic crystal with a
waveguide constructed by vertically aligned point defects.
In contrast to the point defect, the light with a wavelength inside the band gap can
propagate along the waveguide through the crystal. Light can couple under perpendic-
Figure 4.16.: Transmittance spectrum (similar to ﬁg. 4.9) of the waveguide in a wood-
pile for perpendicular incidence calculated with 1185 Fourier coeﬃcients.
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ular incidence to the waveguide mode. Consequently, we obtain in the transmittance
spectrum (shown in ﬁg. 4.16) not a narrow but a broad peak between 2820nm and
2930nm. The oscillations within the transmittance peak are due to the dispersion of
the waveguide. The number of oscillations depends on the length of the waveguide
and increases with longer waveguides. These are Fabry-Pe´rot oscillations of the waves
running back and forth in the waveguide.
4.2.4. Numerical Calculations of Experimentally Realized
Woodpile Photonic Crystals
We have also compared our results to woodpile samples experimentally realized via
direct laser writing. The results are presented in this section. The structure parameters
are directly taken from the microscope pictures of the real woodpiles. In this woodpile
structure the rods are not completely ﬁlled with silicon. There are air inclusions in the
middle of the rods since in the double inversion process occur bottlenecks which are
closed ﬁrst and the silicon cannot reach all desired locations. Since the air holes are
not identical in all rods, we do not directly consider these inclusions in the numerical
calculations by adapting the structure but we use an averaged permittivity for the
rods. The permittivity value is determined for each fabricated sample independently
by adapting the edges of the stopband to the measured spectrum. The fabricated
woodpiles are all located on a glass substrate. Thus, we use a glass half-space in the
calculations with permittivity  = 2.25 as already mentioned in section 4.2.1.
First, we consider a defect-free woodpile which was fabricated such that the complete
photonic band gap is centered around λ = 1.55μm [75]. Then, we consider a waveguide
realized by direct laser writing [76]. The waveguide is designed in analogy to the
one in section 4.2.3. In ref. [70] also calculated results for cavities in such woodpiles
are shown. The experimental woodpile structures were realized and characterized by
Isabelle Staude in the group of Prof. M. Wegener.
Woodpile with Band Gap at Telecom Wavelengths
The woodpile discussed is shown in ﬁg. 4.17 (a). From the scanning electron micro-
graphs, we extract the following geometric parameters: The woodpile has a lattice
constant of a ≈ 566.3nm and consists of rods with lateral diameter of d ≈ 206.7nm.
The height of the rods is h ≈ 1.46 d ≈ 301.8nm. In the fabrication process of the poly-
mer template, the structure shrinks in z-direction. Thus, the bar distance in z-direction
does not correspond to the exact distance required for fcc-symmetry. As a consequence,
this woodpile does not exhibit the fcc-geometry in contrast to the woodpile in section
4.2.1. In this case, the system’s lattice constant in z-direction is az ≈ 1.15a. The total
height is 16 layers of rods. Due to the air inclusions in the rods as seen in ﬁg. 4.17 (a),
we obtain an averaged permittivity for the rods of  = 9.9 by ﬁtting the stopband po-
sition to the experimentally measured stopband. The woodpile used for the numerical
calculations is visualized in ﬁg. 4.17 (b).
In the FMM calculations, the woodpile is constructed by three diﬀerent scattering
matrices as sketched in ﬁg. 4.17 (b). These scattering matrices are necessary to properly
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Figure 4.17.: (a) Experimentally realized structure before (top) and after (bottom)
the double inversion [75]. (b) Schematic view of woodpile built with 16
elliptical rods. The three diﬀerent scattering matrices Sbegin, Sunit cell and
Send are marked in the schematic.
model the top and bottom layer of the woodpile. The ﬁrst scattering matrix describes
the very ﬁrst part of the rods in the crystal. The second one accounts for the middle
part of the woodpile. It describes the repeating part of the woodpile system by three
stacked unit cells. The third scattering matrix takes account of the remaining parts of
the woodpile and the glass substrate.
We discretize the unit cell into 50 slices. Consequently, each slice has a thickness of
13.02nm. In the lateral plane, we perform a Fourier expansion with 197 plane waves.
First, we calculate the spectrum of this woodpile for perpendicular incidence. We
obtain a stopband between λ = 1300nm and 1700nm as shown in ﬁg. 4.18.
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Figure 4.18.: Calculated transmittance spectrum of woodpile for perpendicular inci-
dence in x- and y-polarized light.
63
4. Photonic Crystals
Figure 4.19.: (a) Calculated and (b) measured spectra of woodpile photonic crystal
for diﬀerent illuminations. The black curves are the averaged reﬂectance
with θ = 15o − 30o, the red curves show the averaged transmittance with
θ = 15o − 30o, and the blue ones are the averaged transmittance with
θ = 0o − 7.5o.
However, the spectrum of the fabricated woodpile is measured by a Cassegrain objective
[24]. Due to the opening angle of the objective, the incident light has an angular spread
in the azimuth angle θ of 15o. The spectra obtained are averaged over the opening
angle, 15o ≤ θ ≤ 30o with respect to the surface normal and all incoming polarizations.
Additionally the woodpile sample is tilted in the measurement with the Cassegrain
objective, such that illumination between θ = 0o and 7.5o is achieved and the angular
spread is reduced. In order to compare the calculated spectra with the measured ones
we perform an averaging procedure: We calculate the spectra for θ = 0o to 7.5o and
for θ = 15o to 30o in steps of 2.5o. Additionally, we perform these calculations for
φ = 0o and 90o as well as for s- and p-polarized incidence. Finally, we average over the
obtained spectra.
We ﬁnd that the stopband is centered around λ = 1500nm. From bandstructure
calculations, we know that the complete photonic band gap it located between 1550nm
and 1650nm. Thus, the dimensions of this woodpile have been scaled down with respect
to ref. [72], such that the telecommunication wavelength 1.55μm is included in the band
gap at the air-band edge, which is the short wavelength boundary of the band gap.
Waveguide
The woodpile which hosts the waveguide has bcc-symmetry [76]. Thus, the lattice
constant in z-direction is exactly identical to the in-plane lattice constant az = a ≈
782nm. The rods have a width of d ≈ 219nm and a height h ≈ 1.3d ≈ 284.6nm. The
fabricated woodpile consists of 22 stacked layers of rods located on a glass substrate.
As averaged permittivity for the rods with the air inclusions we obtain this time  = 11
such that the measured stopband ﬁts to the calculated stopband. The complete band
gap for this woodpile is found between λ = 1.7μm and 2μm.
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Figure 4.20.: (a) Experimentally realized waveguide structure in arranged in a 4 × 4
array [76]. (b) Schematic view of waveguide in the elliptical woodpile.
The waveguide which is hosted by this woodpile is similar to the one calculated in
section 4.2.3. Due to the fabrication technique by direct laser writing the ends of the
bars are not ﬂat but can be assumed to be of ellipsoidal shape. The waveguide has a
lateral width of L ≈ 0.72a ≈ 563nm. Thus, the center-to-center position of the ﬁrst
and last ellipsoids is exactly one lattice constant a. The waveguide is fabricated in a
supercell with Nsc = 4 (as shown in ﬁg. 4.6). Figure 4.20 illustrates a schematic view
of the waveguide in this woodpile with the correct dimensions.
The spectrum of the fabricated woodpile is again measured using the Cassegrain ob-
Figure 4.21.: (a) Calculated and (b) measured spectra of the waveguide in a wood-
pile photonic crystal. The red curve shows the spectrum for x-polarized
incident light and the blue curve for y-polarized incident light. Addition-
ally, we show the calculated transmittance spectra in forward direction as
dashed lines. The calculated spectra are obtained for perpendicular inci-
dence. In contrast, the measured spectra are averaged over 15o ≤ θ ≤ 30o
due to the experimental set-up.
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jective [24]. Thus, the measured spectra are again averaged over the incident angle,
15o ≤ θ ≤ 30o. By adding a polarizer in the path of the reﬂected light spectra for
light polarized parallel and perpendicular to the most upper rod layer are measured,
too. In the numerical calculations, performed with 1185 Fourier coeﬃcients, we obtain
the spectrum for perpendicular incidence. We observe an increased transmittance in
the complete band gap between λ = 1755nm and 1770nm reaching a maximum of
5.3% in forward direction. Thus, the waveguide is located in the complete band gap of
this woodpile close to the air-band edge. The measured reﬂectance and the calculated
reﬂectance and transmittance are shown in ﬁg. 4.21.
We ﬁnd that in the calculated spectrum the reﬂectance peak caused by the waveguide
is roughly located at the same wavelengths for both polarizations. However, in the
experiment we measure a small splitting between the two polarizations, centered at
the wavelength obtained from the numerical calculation. The eﬀect can be explained
by sample imperfections of the cavity width in x- and y-direction causing a symmetry
breaking between the two incident polarizations [78]. Additionally, the single cavities
in each waveguide diﬀer in size and shape causing a broadening with respect to the
calculated reﬂectance.
By comparing the results of the woodpile with the elliptical rods to the quadratic rod
case in section 4.2.3, we can see that, as expected, both systems behave similar which
is to be expected due to the shared symmetry of the systems.
4.3. Opal Photonic Crystals
Opal photonic crystals [23, 81, 82] consist of spheres which are arranged in close-
packed form. There are two possibilities of periodic stacking: one is the ABABAB
(a) (b)
Figure 4.22.: (a) Opal photonic crystal consisting of PMMA spheres [79] and (b) in-
verted opal consisting of silicon [80].
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Figure 4.23.: Schematic ﬁgures of the opal photonic crystal. (a) 3D-view of opal with
four stacking layers ABCA. (b) Top view on opal to illustrate the incident
angle φ. The gray dashed line indicates the hexagonal unit cell used in
the FMM calculations.
stacking corresponding to an hexagonal closed packed (hcp) and the other one is the
face centered cubic (fcc) arrangement with ABCABC stacking. The ﬁlling factor for
both arrangements is identical, namely ≈ 74% [31]. Even random stacking is possible.
Opals can be fabricated by colloidal suspension of commercially available silica or
poly-methyl methacrylate (PMMA) microspheres [83] (see ﬁg. 4.22). The spheres au-
tomatically arrange in close-packed form. The result is usually a mixture of hcp and
fcc arrangements. These photonic crystals do not exhibit a complete photonic band
gap, they have only stopbands in special propagation directions.
However, these structures can be employed as templates for silicon inﬁltration. Thus,
by inversion of the opal structure with high index material (e.g. silicon with  = 11.9),
inverse opal photonic crystals with a complete photonic band gap can be generated
[15, 80] (see ﬁg. 4.22).
Here, we numerically investigate opal photonic crystals made of PMMA spheres in
a perfect fcc arrangement and compare their optical properties to fabricated (self-
organized) opal photonic crystals [79]. The fabrication and experimental characteriza-
tion has been performed by S. Romanov at the University of Erlangen-Nuremberg in
the group of Prof. U. Peschel.
Figure 4.23 illustrates an opal photonic crystal with fcc arrangement. The top view on
the opal photonic crystal shall also clarify the deﬁnition of the polar angle φ for the
incident plane wave as deﬁned in section 3.2.2.
The PMMA spheres have a refractive index nPMMA = 1.489 and a radius of r ≈ 184nm.
Due to the close-packing, the radius is half of the lattice constant a = 2r ≈ 368nm. The
spheres are surrounded by air, nair = 1. We investigate opal ﬁlms which consist of 25
layers of spheres deposited on a glass substrate, nglass = 1.5. The distance between two
neighboring layers of spheres is given by the close-packing as d =
√
2/3a ≈ 300.47nm.
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4.3.1. Numerical Calculations of Opal Photonic Crystals
In the numerical calculations via the FMM, we use a hexagonal unit cell in the xy-
plane with lattice vectors a1 = (a, 0) and a2 = (a/2,
√
3/2a). Thus, the lattice angle,
as introduced in eq. (3.1), is ζ = 30o. The unit cell in the xy-plane is shown in ﬁg. 4.23.
As a single cell contains three layers of spheres it has a height of az = 3d ≈ 901.4nm.
In order to divide the unit cell into smaller subsystems, we use a total number of 60
equidistant slices where each single slice has a thickness of 15nm. The spectra shown
are calculated with 97 Fourier coeﬃcients in order to describe the lateral expansion
in the FMM. To calculate the spectral properties, we illuminate the photonic crystal
with a linearly polarized plane wave. The polarization can be either s-polarized or p-
polarized (see section 2.6) and due to the anisotropy of the opal photonic crystal both
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Figure 4.24.: Reﬂectance (a,b) and transmittance (c,d) spectra for an incident plane
wave with φ = 30o on the fcc-opal photonic crystal. The spectra (a,c)
show the case for p-polarized incidence in p-polarized reﬂected and trans-
mitted light, respectively, and the spectra (b,d) show the same for s-
polarized incidence in s-polarized reﬂected and transmitted light. The
white arrows indicate the avoided crossing (i), the Brewster angle (ii)
and the critical angle of diﬀraction (iii).
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polarizations behave completely diﬀerently. We observe the reﬂected p-polarized light
into the zeroth diﬀraction order for a p-polarized incident plane wave. Analogously, we
consider s-polarized incident light which is reﬂected in s-polarized light. In ﬁg. 4.24, the
spectra for those two polarizations are shown for diﬀerent incident azimuth angles θ.
We observe three diﬀerent eﬀects in these polarization spectra: (i) the avoided crossing
of two bands, the so-called (111)- and (1¯11)-band as deﬁned below, in s-polarization,
(ii) the Brewster angle in p-polarization, and (iii) the critical angle of diﬀraction also
in the spectrum for p-polarized incidence. These three eﬀects are discussed in the
following.
Due to the close-packed form of the opal photonic crystal, the spheres arrange them-
selves in planes by self-assembling with diﬀerent orientations in the opal photonic
crystal. These planes can be labeled with the help of crystallography by Miller indices
[31] as (hkl)-planes. The reﬂected light at these planes can form stopbands in the
photonic crystals, the (hkl)-bands. In the case of the opal we can approximate the
position of the bands by a simple Bragg diﬀraction model [84]. In general, light with
vacuum wavelength λ(hkl) is diﬀracted at the (hkl)-plane in the crystal with refractive
index neﬀ . Thus, we obtain a stopband at
λ(hkl)
(
θ(hkl)
)
= 2d(hkl)neﬀ
√
3
h2 + k2 + l2
cos θ(hkl), (4.3)
with the interlayer distance d(hkl). θ(hkl) is the angle of incidence with respect to the
(hkl)-plane measured inside the crystal. For the eﬀective refractive index of the opal
we obtain neﬀ =
√
0.74n2PMMA + 0.26nair
2 = 1.379. In this case, the planes with
the dominant diﬀraction are the (111)- and (1¯11)-plane with interplane distances of
d(111) = d(1¯11) =
√
2/3a. The (111)-plane is illustrated by the colored layers A, B and
C in ﬁg. 4.23. The (1¯11)-plane is tilted by an angle α = 70.53o with respect to the
(111)-plane. Since the angle of incidence is measured from outside the opal system,
the internal angle onto the crystal plane has to be translated to the incident angle onto
the opal surface. By Snell’s law (2.43), we can relate, approximately, the angle inside
Figure 4.25.: Approximation of the (111) and (1¯11) resonance in the fcc-opal photonic
crystal by the Bragg diﬀraction model. The incidence with φ = 30o and
azimuth angle θ is measured in the air half-space.
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the crystal θinside to the angle of incidence θ measured from outside the crystal, where
the refractive index is denoted by nout, as
θinside = arcsin
(
nout sin θ
neﬀ
)
. (4.4)
Since the crystal planes can also include an angle α with respect to the surface of the
opal, we obtain for reﬂectance at the (111)-plane θ(111) = θinside and in the case of
the (1¯11)-plane θ(1¯11) = α − θinside. The Bragg diﬀractions from these two planes are
shown in ﬁg. 4.25. Here, the angle θ is measured in the air half-space. The reﬂections
from these planes form bands which can also be identiﬁed in the bandstructure of the
system.
From this simple model, we expect that these two bands cross at the angle θ = 53o.
Instead, the calculated spectra in ﬁg. 4.24 for s-polarized incidence show an avoided
crossing. In the spectra, we can clearly identify the (111)-resonance in the opal photonic
crystal with the high reﬂectance and low transmittance band. Its position coincides
with the Bragg model in ﬁg. 4.25. As the model predicts, this band crosses with the
(1¯11)-band. In the spectrum for s-polarized incident light we observed the predicted
crossing as avoided crossing. In this case, the eigenmodes of these bands, the Bloch
modes, interact strongly. Consequently, the crossing presents as avoided crossing in
the spectrum. The strong interaction can be attributed to the shared symmetry of the
modes resulting in a repulsion of the bands at the crossing point.
For p-polarized incident light, the band caused by the reﬂectance at the (111)-plane is
undisturbed at the position of the crossing. The reﬂectance band at the (1¯11)-plane is
hardly recognizable in the spectrum.
As second eﬀect we can clearly identify the eﬀect of the Brewster angle in the spectrum
for p-polarized incident light in ﬁg. 4.24 by the suppressed reﬂectance in the long wave-
length limit for an incident angle θ between 50o and 60o. With the eﬀective refractive
index of the opal, the Brewster angle can be estimated by eq. (2.50) as θB = 54
o. As
expected, we cannot observe this eﬀect in the spectrum for s-polarized incidence.
The third eﬀect is the critical angle of diﬀraction. It is only observable in the p-
polarized spectrum where the (111)-resonance vanishes at θ = 62o and the line width
of the resonance narrows around this point. In the s-polarized spectrum the (111)-
resonance is not inﬂuenced at this point.
Together the three eﬀects cause a strongly anisotropic behavior for s- and p-polarized
incident light.
4.3.2. Comparison with Measured Spectra
We compare our calculations with the measured spectra of fabricated opal photonic
crystals. The measured reﬂectance and transmittance spectra for s- and p-polarized
light are presented in ﬁg. 4.26. A visual comparison already shows the excellent agree-
ment between measured and calculated data. In particular, we can clearly identify
the (111)- and (1¯11)-resonances. These resonances cross here at θ ≈ 50o, where we
observe the avoided crossing of the two resonances. In the reﬂectance spectrum for
p-polarized incident light we identify the Brewster angle by the reduced reﬂectance
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Figure 4.26.: Measured reﬂectance and transmittance spectra for an incident plane
wave with φ = 30o on the opal photonic crystal, arranged as in ﬁg. 4.24.
around θB = 54
o as for the calculated fcc-opal. The critical angle of diﬀraction in the
(111)-resonance also occurs in the reﬂectance spectrum. At θ = 56o this resonance
reaches its minimum. The small deviations between experiment and theory can be
explained by fabricational imperfections.
The same eﬀects as discussed in the calculated and measured spectra for φ = 30o can
also be observed by rotating the plane of incidence. But the incident angle θ for the
observation of the avoided crossing changes, since the incidence on the internal opal-
planes in the crystal is diﬀerent. Especially at an incidence with φ = 0o the band
anticrossing is shifted closely towards the critical angle of diﬀraction.
To summarize section 4.3, we have shown that opal photonic crystals exhibit strongly
anisotropic behavior. Furthermore, the numerical calculations of the fcc-opal photonic
crystal are in excellent agreement with the experimental measurements on the opal
ﬁlms.
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In this chapter, we report on our eﬀorts in improving the convergence of the FMM by
using adaptive spatial resolution. Our approach is to adapt the coordinate system to
the structure under investigation. Additionally, the point density is increased at the
material interfaces.
We start this chapter by summarizing earlier work on improving the convergence of
the FMM. Then, we formulate the FMM in the transformed space. Since we already
introduced the FMM in section 3.2 in general form, we are well prepared for the new
formulation. The main focus of this chapter is the generation of the appropriate adap-
tive coordinates for arbitrary structures. Thus, we start the following section with
an introduction to some analytically generated coordinates for grid-aligned rectangu-
lar structures such as circular structures. Then, we use a more general approach to
generate the adaptive coordinates automatically. Similar to ref. [85], we set up a ﬁcti-
tious energy functional which is adapted to the desired structure. By a minimization
procedure of this functional the coordinates are generated. Thereafter, we apply the
automated coordinate generation to diﬀerent test structures and perform convergence
tests. Whenever possible, we compare the results with calculations by analytically
generated transformations. Finally, we also show some ﬁeld distributions calculated
with the help of the adaptive coordinates.
5.1. Further Developments Regarding the Fourier
Modal Method
The FMM, as introduced in section 3.2, is a fast and eﬃcient method for investigating
periodic systems with a moderate refractive index contrast such as dielectric photonic
crystals. Examples of woodpile and opal photonic crystals have already been discussed
in chapter 4. However, in the case of systems which contain metals (i.e. large refractive
index contrast) the convergence of the FMM can become rather slow. Due to the large
refractive index contrast in such systems, the number of required Fourier coeﬃcients
needs to be adapted in order to describe the permittivity in the slices adequately.
However, by using more Fourier coeﬃcients in the FMM the computations become
very slow, memory consuming and ineﬃcient. Additional problems arise since non-grid-
aligned metallic structures are approximated by a zigzag-shaped contour in the plane
which is Fourier transformed (see ﬁg.A.2). To circumvent these problems, diﬀerent
approaches have been developed to further improve convergence. For instance, it has
been suggested to calculate a vector ﬁeld in the structure plane with vectors normal to
the structure interfaces. By this normal vector ﬁeld staircasing and the resulting zigzag
contour of the structure can be avoided [86]. Therefore, the Fourier factorization rules
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are applied more eﬃciently to the actual problem.
Another approach has been proposed by Granet [87]. He introduced new coordinates
in the lateral plane which increase the spatial resolution at the material boundaries.
Thereby, the Fourier representations of discontinuous permittivity proﬁles are im-
proved. By incorporating these new coordinates into the FMM, the convergence of the
method has been drastically improved. This concept is generally known as Adaptive
Spatial Resolution (ASR). Until then, the ASR was only applied to two-dimensional
systems. Furthermore, the same coordinate transformation was used for all slices.
Subsequently, the method has been developed further in order to support diﬀerent
coordinate transformations in diﬀerent slices [88]. In ref. [89] the extension to crossed
gratings has been presented by employing two one-dimensional transformations. There,
the authors have pointed out that the method could also be used for numerical calcula-
tions of three-dimensional systems. Unfortunately, the applied transformation is only
applicable to gratings with rectangular structures. Another analytical transformation
is discussed in ref. [90] for a two-dimensional grating with circular elements arranged
in a quadratic grating.
In summary, it has already been shown that the FMM combined with ASR is a promis-
ing method for the numerical calculation of three-dimensional metallic systems. The
primary problem is to ﬁnd appropriate coordinates for an arbitrary structure.
5.2. Fourier Modal Method in Curvilinear Coordinates
First, we present the FMM in curvilinear coordinates. We use general coordinates as
stated in eq. (2.52) together with Maxwell’s equations in curvilinear coordinates which
were introduced in eq. (2.61). In this formulation all changes to Maxwell’s equations
due to the coordinate transformation are absorbed in the material parameters (2.64)
by the metric tensor g. Thus, we apply the FMM for anisotropic materials [30].
Since we only apply the coordinate transformation in the slicing plane, the general
coordinate transformation can be expressed by
x¯1 = x¯1(x1, x2), (5.1a)
x¯2 = x¯2(x1, x2), (5.1b)
x¯3 = x3. (5.1c)
As a consequence, we obtain in the transformed system an anisotropic material with
one principal axis pointing along the x3-direction. The components of the anisotropic
permittivity and permeability, following eq. (2.64), are stated here as
11 = ¯
√
g
(
∂x1
∂x¯1
∂x1
∂x¯1
+ ∂x
2
∂x¯1
∂x2
∂x¯1
)
, μ11 =
√
g
(
∂x1
∂x¯1
∂x1
∂x¯1
+ ∂x
2
∂x¯1
∂x2
∂x¯1
)
,
12 = ¯
√
g
(
∂x1
∂x¯1
∂x1
∂x¯2
+ ¯∂x
2
∂x¯1
∂x2
∂x¯2
)
, μ12 =
√
g
(
∂x1
∂x¯1
∂x1
∂x¯2
+ ∂x
2
∂x¯1
∂x2
∂x¯2
)
,
21 = ¯
√
g
(
∂x1
∂x¯2
∂x1
∂x¯1
+ ¯∂x
2
∂x¯2
∂x2
∂x¯1
)
, μ21 =
√
g
(
∂x1
∂x¯2
∂x1
∂x¯1
+ ∂x
2
∂x¯2
∂x2
∂x¯1
)
,
22 = ¯
√
g
(
∂x1
∂x¯2
∂x1
∂x¯2
+ ¯∂x
2
∂x¯2
∂x2
∂x¯2
)
, μ22 =
√
g
(
∂x1
∂x¯2
∂x1
∂x¯2
+ ∂x
2
∂x¯2
∂x2
∂x¯2
)
,
33 = ¯
√
g and μ33 =
√
g.
(5.2)
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Thus, we have to solve Maxwell’s equations with anisotropic material equations. In
this case, the curl equations read
∂2E3 − ∂3E2 = iωμ11H1 + iωμ12H2, (5.3a)
∂3E1 − ∂1E3 = iωμ21H1 + iωμ22H2, (5.3b)
∂1E2 − ∂2E1 = iωμ33H3 (5.3c)
and
∂2H3 − ∂3H2 = −iω11E1 − iω12E2, (5.4a)
∂3H1 − ∂1H3 = −iω21E1 − iω22E2, (5.4b)
∂1H2 − ∂2H1 = −iω33E3. (5.4c)
In section 3.2 we already formulated the FMM for materials with these permeability
and permittivity components. The correct Fourier factorization for this case is stated
in appendix A.3. By transforming eqs. (5.3) and (5.4) into Fourier space, the equations
obtained have the same form as eqs. (3.6) and (3.7). Thus, we can follow the calculation
in section 3.2. In the end, we have to solve an eigenvalue problem of the same form
as in eq. (3.15). Since we consider the case of one transformation in all slices, we do
not need to change between the diﬀerent coordinate systems. Thereby, we connect the
eigensolutions of the individual slices by scattering matrices as described in section
3.2.5 and obtain the solutions of the ﬁelds in the transformed space.
Due to the transformed permittivity and permeability, even slices with homogeneous
material distributions behave in the transformed space like structured regions. There-
fore, the same eigenvalue equation (3.15) as in the structured slices has to be solved.
Thus, also the incident plane wave (3.3) has to be presented via the numerical eigenso-
lutions of the transformed space. Additionally, since we know the analytical solution of
a homogeneous slice in the FMM by the Rayleigh expansion, we can directly transform
these solutions into the curvilinear space. This means that on the one hand, we have
to transform the plane wave basis of the Cartesian space into the plane wave basis of
the transformed space. On the other hand, we have to transform the ﬁeld components
into the curvilinear system. The plane wave basis can be transformed via
Lomn =
∫ 1
0
∫ 1
0
dx1dx2 eiαm1 x¯
1−iαn1x1+iβm2 x¯2−iβn2x2 , (5.5)
and the ﬁeld components have to be transformed according to eq. (2.57). In order to
properly determine the reﬂectance and transmittance into the diﬀerent Bragg orders,
we replace the numerically calculated eigenmodes in the incoming and outgoing region
by the transformed Rayleigh solutions [91]. However, for the evanescent solutions
we keep the numerical ones. The eigenmodes of the system can be degenerate. By
using the analytical solutions we ensure that we can classify the diﬀerent Bragg orders
correctly as in the Chandezon method in section 3.3 [64].
We can also calculate the ﬁelds inside the structure and in both the outgoing and the
incoming half-space of the system in two diﬀerent ways. On the one hand, we can
perform the Fourier back transformation in the curvilinear system and, on the other
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hand, in the Cartesian system. Before we perform the Fourier back transformation,
we transform the ﬁeld components into the Cartesian system. This simpliﬁes the
calculation of the Poynting vector and the plotting of the ﬁeld in the system. The
applied transformation is the inverse transformation to the one stated in eq. (2.57). It
reads in Fourier space
f¯ curvilineari =
[[
∂xk
∂x¯i
]]
fk, (5.6)
with the Toeplitz matrix representation of the derivative of the coordinate transforma-
tion. We gave the ﬁeld vector f¯ the superscript curvilinear since the Fourier basis for this
ﬁeld vector is still given in the curvilinear space. The ﬁeld vector f represents both the
electric and the magnetic ﬁelds. Now, we have to transform the Fourier coeﬃcients into
the real space. If we back transform the Fourier coeﬃcients as obtained by eq. (5.6)
directly, we obtain the real space ﬁeld components on the discretized curvilinear mesh
f¯i(x
1, x2, x3). Alternatively, we change the Fourier basis of the curvilinear space to
the Fourier basis of the Cartesian space. Therefore, we have to multiply the Fourier
vectors of the ﬁelds by the matrix L with the elements
Lmn =
∫ 1
0
∫ 1
0
dx¯1dx¯2 e−iαm1 x¯
1+iαn1x
1−iβm2 x¯2+iβn2x2,
=
∫ 1
0
∫ 1
0
dx1dx2 |J(x1, x2)|e−iαm1 x¯1+iαn1x1−iβm2 x¯2+iβn2x2, (5.7)
as in the Chandezon method by eq. (3.53). |J | is the determinant of the Jacobian
matrix (2.55) for the chosen coordinate transformation (5.1). The Fourier coeﬃcients
of the electric and magnetic ﬁeld in the Cartesian space f¯Cartesiani then read
f¯Cartesiani = L
[[
∂xk
∂x¯i
]]
fk. (5.8)
By the Fourier back transformation, we obtain the electric and magnetic ﬁelds on a
Cartesian mesh f¯i(x¯
1, x¯2, x¯3).
For calculating the Poynting ﬂux, we transform the ﬁeld components into the Fourier
space of the Cartesian space. Due to this transformation, we can, as in section 3.2.4,
calculate the Poynting ﬂux directly by the Poynting vector as the cross product of the
electric and magnetic ﬁelds in eq. (2.34). However, we perform the ﬁeld calculation in
the structured region in the curvilinear space, since then we have an increased spatial
resolution of the ﬁelds at the material boundaries as given by the adaptive coordinates.
This means, we Fourier back transform the components f¯ curvilineari in eq. (5.6) to the real
space. In order to plot the obtained ﬁeld distribution we have to take into account
that the received ﬁeld points are discretized on the mesh given by the curvilinear
coordinates.
5.3. Mesh Generation
In the preceding section we have formulated the FMM in curvilinear coordinates. In
order to signiﬁcantly improve the convergence, we have to ﬁnd appropriate coordinates
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which are adapted to the structure [92]. This is the essential point for improving the
convergence of the method.
5.3.1. Analytical Adaptive Coordinates for Rectangles and Circles
First, we present coordinate transformations for structures, where analytical transfor-
mations can be easily found as for rectangular and circular structures.
We start with rectangular structures which lie in the unit cell aligned to the coordinate
axes. Thus, we can decouple the two-dimensional transformation (2.52) in two one-
dimensional ones [89]. The transformation then reads
x¯1 = x¯1(x1), (5.9a)
x¯2 = x¯2(x2), (5.9b)
x¯3 = x3. (5.9c)
We take the one-dimensional transformation directly from ref. [88]. Since we apply
the same type of transformation for the two spatial in-plane components, we state the
transformation for a general axis x¯ of the system ﬁrst. The transformation is deﬁned
in sections between the material boundaries. In the case of a square, we have two
material boundaries located at the points x¯1 and x¯2 in the unit cell. We call these points
transition points because they deﬁne the transitions between the diﬀerent sections in
the coordinate transformation. These transition points in real space are transformed
to the points x1 = 0.25 and x2 = 0.75 in the space of the adaptive coordinates,
respectively. The transformation function between the subsequent transition points
xl−1 and xl reads
x¯(x) = a1 + a2x+
a3
2π
sin
(
2π
x− xl−1
xl − xl−1
)
(5.10)
with parameters a1, a2 and a3 as
a1 =
xlx¯l−1 − xl−1x¯l
xl − xl−1 , (5.11)
a2 =
x¯l − x¯l−1
xl − xl−1 , (5.12)
a3 = G (xl − xl−1)− (x¯l − x¯l−1) . (5.13)
The parameter G determines the strength of the transformation since G is the slope of
the transformation at the transition points. When it approaches zero, the spatial reso-
lution increases at these points. Due to the diﬀerent transition points in the Cartesian
and the curvilinear space, the transformation improves the resolution of tiny regions
in the structure.
In the case of the quadratic structure, we apply the same transformation for the x1-
and x2-coordinates. The resulting mesh for a square with side length assumed as half
the lattice constant, arranged in a square array, is shown in ﬁg. 5.1 (a). We place the
square in the lattice such that the transition points in Cartesian space are x¯1 = 0.25
and x¯2 = 0.75.
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Figure 5.1.: (a) Mesh generated by two analytical transformations for a quadratic struc-
ture with side length w = 1/2 marked in yellow. The lattice constant a is
set equal to one and the strength of the transformation is G = 0.001. (b)
Analytical mesh for a split-ring resonator, marked in yellow. The strength
of the transformation is again set to G = 0.001.
The transformation (5.10) can be easily applied to structures which are aligned to the
lattice vectors of the periodic system, as for example split-ring resonators [93]. These
have to be transformed with four transition points in the direction of the upper bar
and three transition points along the two sidebars as shown in ﬁg. 5.1 (b). We applied
this transformation in ref. [94].
In order to obtain an analytical expression for adaptive coordinates of a circular struc-
ture, we make use of the fact that a circle can be transformed to a square [90]. The
corresponding transformation for a circle with radius r arranged in a square array reads
in normalized coordinates
x¯i(x˜i, x˜k) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˜i
x˜1
(
1
2
−
√
r2 − (x˜k − 1
2
)2)
, x˜i ≤ x˜1, x˜1 ≤ x˜k ≤ x˜2
x˜i−x˜1
x˜2−x˜1
(
1
2
+
√
r2 − (x˜k − 1
2
)2)
+ x˜
i−x˜2
x˜1−x˜2
(
1
2
−
√
r2 − (x˜k − 1
2
)2)
, x˜i ≤ x˜2, x˜1 ≤ x˜k ≤ x˜2
x˜i−1
x˜2−1
(
1
2
+
√
r2 − (x˜k − 1
2
)2)
+ x˜
i−x˜2
1−x˜2 , x˜
i ≥ x˜2, x˜1 ≤ x˜k ≤ x˜2
x˜i, x˜k ≥ x˜1, x˜k ≥ x˜2
,
(5.14)
with i, k = 1, 2. Thereby, the circle results in a square of side length
√
2r in the x˜1x˜2-
space. By this transformation the coordinate lines are aligned to the boundaries of the
circle. The compression of the grid points at the interface can then be achieved by
applying a transformation as in eq. (5.10) such that we obtain x˜1(x1) and x˜2(x2). The
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Figure 5.2.: Analytical mesh for a circular structure with radius r = 1/4 in the normal-
ized unit cell. In the transformation, which is compressing the coordinates
at the material boundary, G is set to 0.01.
transition points for this transformation can be chosen in the x1x2-space as x1 = 0.25
and x2 = 0.75 and in the x˜
1x˜2-space the transition points are determined by eq. (5.14)
as x˜1 = 0.5 − r/
√
2 and x˜2 = 0.5 + r/
√
2. Again, the strength of the transformation
is given by the parameter G. In ﬁg. 5.2, we show the analytically generated mesh for a
circle with a diameter of half the lattice constant of the square array.
5.3.2. Minimization of a Fictitious Energy Functional
A coordinate transformation for an arbitrary dielectric distribution in the unit cell
can be generated by minimizing a ﬁctitious energy functional [85, 92, 95]. The free
parameters in the functional determine the strength of the coordinate transformation.
Due to the periodicity of the systems considered and of the FMM, the coordinate
transformation needs to be periodic on the lattice. This can be easily obtained by
deﬁning the transformation in the truncated Fourier space as minimization
x¯1(x1, x2) = x1 +
∑
m
x1me
im1g1x1+im2g2x2, (5.15a)
x¯2(x1, x2) = x2 +
∑
m
x2me
im1g1x1+im2g2x2, (5.15b)
with the same notation for the summation over the reciprocal space as in section 2.8.2
and the reciprocal lattice vectors g1 = 2π/d1 and g2 = 2π/d2. Consequently, the free
parameters are the complex Fourier coeﬃcients x1m and x
2
m. In the summation, we
truncate the reciprocal space to M points by a circular truncation as already illus-
trated in ﬁg. 3.3. Thus, there are 4M free parameters in the transformation function,
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since we consider imaginary and real parts as independent parameters. However, the
transformation has to be purely real. Hence, we only need half of the unknowns. With
purely real coeﬃcients the transformation can be written as
x¯1(x1, x2) = x1 + a1{0,0} +
∑
m+
[
a1m cos(m1g1x
1 +m2g2x
2)
−b1m sin(m1g1x1 +m2g2x2)
]
, (5.16a)
x¯2(x1, x2) = x2 + a2{0,0} +
∑
m+
[
a2m cos(m1g1x
1 +m2g2x
2)
−b2m sin(m1g1x1 +m2g2x2)
]
. (5.16b)
Here, we have reduced the summation to half of the Fourier space which is denoted by
m+. This is possible since the truncated Fourier space is symmetric. It is described by
the point set m+ = {m1 > 0, m2 ≥ 0} ∪ {m1 ≤ 0, m2 > 0}. The remaining part of the
space is given by the zero point {0, 0} and the point set m− = Z2 \ ({0, 0}∪m+). The
points belonging to m+ are illustrated in ﬁg. 5.3.
Figure 5.3.: The red-marked area denotes the set m+.
Consequently, M+1 real coeﬃcients a1m and a
2
m as well as M−1 coeﬃcients b1m and b2m
remain. Altogether, there are 2M free parameters. The coeﬃcients of the real (5.16)
and the complex transformations (5.15) are connected via
xl{0,0} = a
l
{0,0}, (5.17a)
xlm+ =
1
2
(
alm+ + ib
l
m+
)
, (5.17b)
xlm− =
1
2
(
alm+ − iblm+
)
, (5.17c)
with l = 1, 2.
We set the zeroth coeﬃcients equal to zero, i.e. a1{0,0} = a
2
{0,0} = 0, since these merely
cause constant shifts of the whole transformation. Thus, the number of free parameters
is reduced to 2M − 2, which we use in the minimization.
Now, the energy functional has two diﬀerent tasks. On the one hand, it shall in-
crease the point density at the material interface and lead to coordinate lines which
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are well aligned, on the other hand the grid points shall not accumulate too much.
Consequently, our energy functional consists of four contributing terms
E [x¯1(x1, x2), x¯2(x1, x2)] = ∫ dx1dx2 [Ec(x1, x2) + Es(x1, x2) + Eg(x1, x2) + Et(x1, x2)] ,
(5.18)
which are integrated over the unit cell of the system.
Ec is the compression energy and Es the shear energy [95]. These two energy terms act
as restoring forces and pull back the coordinates to the Euclidean space. This means,
an enhanced density in the coordinate points results in a necessary increase of the
contributions by these two terms. Both energies depend on the covariant metric tensor
(2.60b) by principal invariants as determinant and trace. The compression energy reads
Ec(x1, x2) = ηcdet (gpq)
= ηc
1
(∂1x¯1∂2x¯2 − ∂2x¯1∂1x¯2)2
(5.19)
and the shear energy is given by
Es(x1, x2) = ηstr (gpq)
= ηs
(∂1x¯
1)
2
+ (∂1x¯
2)
2
+ (∂2x¯
1)
2
+ (∂2x¯
2)
2
(∂1x¯1∂2x¯2 − ∂2x¯1∂1x¯2)2
(5.20)
with the parameters ηc and ηs, which we need to control the relative strength of the
energy terms in the functional. In the later example calculations, we do not use the
shear energy and set ηs = 0 as in ref. [85]. We only state the term for reason of
consistency.
The remaining two terms, the gradient energy Eg and the tangential energy Et, are
responsible for adapting the coordinates to the special geometry of the actual system.
They contain the geometry information of the system by the permittivity distribution
(x¯1, x¯2) in the slice. The energy term Eg should increase the point density near the
material interfaces in the system. It is directly generated from the permittivity dis-
tribution of the structure. First, we prepare the permittivity by applying a Gaussian
smoothing to the distribution. This means that we multiply the permittivity distribu-
tion in Fourier space with a Gaussian ﬁlter function. Thereby, the higher-order Fourier
coeﬃcients are reduced in magnitude and in real space the sharp boundaries of the
distribution are blurred.
Since we are only interested in the positions of the material boundaries, we do not need
to consider particular material properties in the coordinate generation. This has also
the advantage, that we obtain the same adaptive coordinates if we only change the
materials in the system. In the case of only two materials we are dealing with a binary
grating. Here, the structural information is given by the function S(x¯1, x¯2) which can
either assume the values 0 and 1. Then, the smoothed structure function in real space
is
Ssm(x¯
1, x¯2) =
∑
l={l1,l2}
Sle
− (2π/d1l1)2+(2π/d2l2)2
2w2s︸ ︷︷ ︸
Ssm,l
eil1g1x¯
1+il2g2x¯2 , (5.21)
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with the smoothing width ws and the ’respective’ Fourier coeﬃcients Ssm,l. We sum over
the reciprocal space, which is truncated to Nsm points, again by a circular truncation
(see ﬁg. 3.3).
Figure 5.4 (a) shows an example structure to illustrate the smoothing. We choose
a circular structure located in the middle of a quadratic unit cell. By applying the
smoothing as in eq. (5.21) with the width ws = 25, we obtain a blurred image of the
circle as shown in ﬁg. 5.4 (b). The gradient of the smoothed structure function Ssm
returns a vector ﬁeld with vectors normal to the structure interface. Due to the ap-
plied smoothing of the structure function, the vectors of the gradient ﬁeld have largest
magnitude at the former material interfaces. For the case of the example structure, the
corresponding gradient vector ﬁeld is shown in ﬁg. 5.4 (c) and the absolute values of
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
y
x
(a)
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
y
x
(b)
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
x
y
(c)
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
y
x
(d)
Figure 5.4.: Structural information of the  distribution for a circle with radius r = 0.25
arranged in a quadratic array presented by (a) its structure function
S(x, y), (b) its smoothed structure function Ssm(x, y) with smoothing
width set to ws = 25 and Nsm = 240, (c) the gradient vector ﬁeld of
Ssm(x, y) (decreased vector density for better visibility) and (d) the mag-
nitude of the vector ﬁeld.
82
5.3. Mesh Generation
the gradients are presented in ﬁg. 5.4 (d). As a consequence, we can use this gradient
function as a potential distribution having its minima at the material interfaces by
adding a minus sign in front of the gradient. The resulting term is called the gradient
energy (or also negative energy [85]) and reads
Eg(x1, x2) = −
∣∣∣∇Ssm [x¯1(x1, x2), x¯2(x1, x2)] ∣∣∣. (5.22)
The gradient ∇ is calculated with respect to the Cartesian coordinates x¯1 and x¯2.
This contribution to the ﬁctitious energy functional does not carry a weighting factor,
consequently the other energy terms are weighted relative to the gradient contribution
in the functional (5.18).
The second structure dependent energy term Et shall orient the coordinate lines such
that they are aligned along the structure interface. In order to generate such an
energy term in the functional, we use a property of the gradient in eq. (5.22): It is
perpendicular to the material interfaces in the vicinity of the material. Thus, we
can include the scalar product of the gradient with the tangential vector along the
coordinates lines into this energy term. The absolute value of the scalar product
becomes minimal if the coordinate lines are parallel to the material interfaces [86, 96].
Therefore, it is a direct measure of the local parallelism of the coordinate lines relative
to the material interface. The tangential vectors along the coordinate lines are given
by the covariant basis vectors, b1 = ∂1r and b2 = ∂2r, as deﬁned in section 2.7.1. We
call this contribution to the energy functional, the tangential energy. It reads
Et(x1, x2) = ηt
(|∇Ssm [x¯1(x1, x2), x¯2(x1, x2)] · b1|2
+ |∇Ssm
[
x¯1(x1, x2), x¯2(x1, x2)
] · b2|2) (5.23)
with the weighting parameter ηt.
In order to perform the minimization of the ﬁctitious energy functional in eq. (5.18),
we employ a conjugate gradient algorithm (Fletcher-Reeves) implemented in the gnu
scientiﬁc library (gsl)1. For minimization this algorithm requires the energy functional
and the gradient of the energy terms as a function of the coeﬃcients of the coordinate
transformation (5.16). The latter can be easily calculated by performing the derivatives
of the energy terms with respect to the coeﬃcients ai and bi.
The integral in the energy functional is solved by numerical integration. Thus, we sum
over a suﬃciently ﬁne discretized equidistant grid in Cartesian (x¯1, x¯2)-space. This
means, the number of grid points within the unit cell has to be chosen such that the
structural features are adequately resolved. Additionally, we apply an oversampling in
the Fourier transformation of the structure relative to the Fourier representation of the
coordinate transformation. For the following results, we use a grid of 200×200 points.
In these cases, we checked that a ﬁner discretization does not change the numerical
results.
Since the computation of the minimization can become very time consuming, we en-
force the symmetry of the system on the coordinate transformation (5.16), whenever
possible. This reduces the number of coeﬃcients and therefore, the free parameters
1www.gnu.org/software/gsl/
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in the minimization procedure are reduced, as well. Exploiting the symmetry prop-
erty, we can also reduce the summation over the grid points to calculate the integral
in the functional and the number of Fourier coeﬃcients which describe the smoothed
permittivity. Clearly, the calculation is enormously accelerated.
In the following section, we consider examples with mirror symmetry, Cs, and square
symmetry, C4v, according to the Scho¨nﬂies notation. Additionally, the symmetry of
the coordinates also ensures the expected symmetry in the ﬁeld distributions.
5.4. Performance Investigations
In this section, we discuss three example systems to demonstrate the improvements
in the convergence of the FMM due to the adaptive coordinates. As test systems we
choose two set-ups for which we can also obtain a reference solution by an analytical
coordinate transformation: (i) the transformation for squares and (ii) for circles, both
arranged in a square array as discussed in section 5.3.1. Finally, we also investigate
a square array of crescent-shaped optical antennas. Here, we do not have a reference
solution by an analytical coordinate transformation for comparing the results.
The three diﬀerent motifs – square disk, circular disk and crescent-shaped antenna –
are arranged on a glass substrate with permittivity  = 2.25. As already discussed in
chapter 4, the glass substrate is accounted for by a half-space. The remaining part of
the system is ﬁlled with air,  = 1. The side length of the quadratic unit cell is in all
three cases d1 = d2 = 1000nm. All test structures consist of a single layer with height
h = 50nm. Thus, we consider systems with three slices. For the square disc, we discuss
two diﬀerent cases for the material of the motifs. First, we investigate the case of a
dielectric object with permittivity  = 12. Second, we change the material to a metal
which is described by a Drude model (see section 2.2.3) for gold with the parameters
shown in ﬁg. 2.4. In the case of the circular disk and the crescent-shaped antenna, we
restrict the investigations to the transmittance spectra of a metallic motif. Additionally,
we determine the electric ﬁeld enhancement at the particle plasmon resonance for the
crescent-shaped antenna with the ASR. All results are for normal incidence from the
air side. Calculations for oblique incidence are also possible but do not provide any
further insight into the performance of ASR within FMM.
5.4.1. Square Disk
The investigated square disks have a side length of w = 500nm. They are aligned to the
Cartesian coordinate lines (see ﬁg. 5.5). Thus, in the Fourier transformation the shape
of the disk is not deformed by a zigzag contour as shown in ﬁg.A.2. Consequently, the
convergence of the system by the standard FMM should be rather good.
Before starting with the investigation of the convergence behavior, we have to generate
a mesh for this system by minimizing the energy functional in eq. (5.18). In the case
of the square disk we calculate the minimization with M = 97 points in reciprocal
space. Due to the enforced C4v symmetry in the minimization process, we deal with
(M − 1)/4 = 24 free parameters instead of the full 2M − 2 = 192. In the terms of the
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Figure 5.5.: Top view on square-disk structure (side length w) arranged in an array of
quadratic unit cells with lattice constants d1 and d2.
energy functional we have to set diﬀerent parameters: First, we choose the smoothing
width in eq. (5.21) as ws = 400. Second, we set (also in eq. (5.21)) the number of
Fourier coeﬃcients of the truncated reciprocal space for the smoothing to Nsm = 9981.
Both determine the smoothed permittivity for the gradient energy as well as for the
tangential energy term. As relative weights of the individual energy terms we choose
the coeﬃcients ηc = 0.1, ηs = 0.0 and ηt = 0.1. This mesh is depicted in ﬁg. 5.6 (a) and
called later min (a). For comparison we also generate a mesh without the tangential
energy term and set ηt = 0. The other factors are kept the same. The resulting mesh is
shown in ﬁg. 5.6 (b) and denoted as min (b). At ﬁrst sight, it seems to be very similar
to the one with the tangential energy term.
Figure 5.6.: Automatically generated mesh (a) with and (b) without tangential energy
term. The parameters for the minimization are given in the text.
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N Li analytical min (a) min (b)
81 11.10136637 11.13011854 10.94312509 10.92452339
149 11.12409750 11.14779821 11.11683144 11.11483733
253 11.13158052 11.14818684 11.14632990 11.14585998
377 11.13469796 11.14817728 11.14808488 11.14784958
529 11.13621747 11.14817722 11.14813399 11.14797708
709 11.13704113 11.14817476 11.14813736 11.14800343
901 11.13752691 11.14817457 11.14814216 11.14803617
1129 11.13783207 11.14817429 11.14814738 11.14805258
Table 5.1.: Convergence of ﬁrst (rescaled) propagation constant q for a square array
of square dielectric disks with  = 12 as a function of the number of plane
waves N . The results for the largest purely real eigenvalue at λ = 1600nm
are shown. The eigenvalues have been calculated with standard FMM (Li),
with analytical ASR (analytical, ﬁg. 5.1), and numerically determined ASR
via (a) minimization with tangential energy term (min (a), ﬁg. 5.6 (a)) and
(b) without this term (min (b), ﬁg. 5.6 (b)).
First, we check the convergence of the propagation constants q which are obtained by
solving the eigenproblem (3.15) in the structured slice. For this purpose, we use the
square motif consisting of dielectric material with  = 12. In table 5.1, the largest
real-valued propagation constants, at λ = 1600nm, calculated with the standard FMM
(see section 3.2) and results obtained by three diﬀerent coordinate transformations
are listed. As coordinates for the adaptive spatial resolution we have the analytical
transformation shown in ﬁg. 5.1 and the two transformations obtained by minimization
of the functional in ﬁg. 5.6.
We can observe that the analytical ASR and the numerical ASR with tangential term
are identical up to the sixth signiﬁcant digit. The numerical ASR without tangential
term shows slightly worse convergence behavior by yielding only the ﬁrst ﬁve digits
identical to the other two transformations. Using the standard FMM, we only obtain
the ﬁrst three digits identical to the result from the analytical transformation. From
this behavior, we conclude that the standard FMM is not converged for N = 1129
plane waves that we have considered in this example.
Since the FMM shows really slow convergence in the case of systems containing metals,
we calculate the transmittance spectrum of the same structure but with the discussed
square disks made from gold. The transmittance spectra into zeroth order obtained
with standard FMM and the three diﬀerent adaptive coordinates are presented in
ﬁg. 5.7. All spectra have been calculated with N = 317 plane waves and, at ﬁrst sight,
rather good agreement is obtained.
Additionally, we have investigated the convergence characteristics of this system near
the particle plasmon resonance at λ = 1600nm. In ﬁg. 5.8, the convergence for trans-
mittance into the zeroth diﬀraction order over the number of plane waves N is shown.
At ﬁrst sight, the four diﬀerent curves show similar behavior. As expected, best con-
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Figure 5.7.: Transmittance spectra into the zeroth diﬀraction order for square gold
disks arranged in a square array calculated with standard FMM (Li) and
three diﬀerent adaptive coordinates which are the analytical ASR (analyt-
ical), numerically generated ASR with tangential term (min (a)) and with-
out this term (min (b)). The four numerical calculations are performed
with N = 317 plane waves.
Figure 5.8.: Convergence characteristics of the transmittance into the zeroth diﬀrac-
tion order at λ = 1600nm for the square array of quadratic metallic disks.
Again standard FMM (Li), the analytical ASR (analytical), the numeri-
cally generated ASR with tangential term (min (a)) and without this term
(min (b)) are employed. At the considered wavelength, the permittivity of
gold is assumed as  = −122.03 + 12.85i.
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vergence is reached with the analytical transformation. The convergence behavior
obtained by the two automatically generated coordinates follows closely with a small
advance of the transformation considering the tangential energy term. Even the stan-
dard FMM by Li performs well. This result shows that grid-aligned structures, as the
square disk here, can be treated rather satisfactorily within standard FMM. However,
the use of adaptive coordinates provides a welcome convergence acceleration. The im-
portance of the adaptive coordinates should increase in the case of non-grid-aligned
structures such as, for example, circular shapes as investigated in the next section.
In the following, for all example structures which we discuss, we apply the tangential
energy term in the mesh generation by minimization.
5.4.2. Circular Disk
As second example, we consider a square array of circular disks. The disks under
investigation have a radius of r = 250nm and are placed in the center of a quadratic
unit cell as shown in ﬁg. 5.9(a). In order to generate the adaptive coordinates by
minimization, we use – in contrast to the square disk – a smaller smoothing width
of ws = 200 since the coordinates do not have to map sharp corners in the case of
the circular disk. Consequently, we also reduce the employed Fourier coeﬃcients for
the smoothing of the structure in eq. (5.21) and set Nsm = 3993. The parameters
for the weights of the individual terms in the functional are kept the same as for the
square disk, i.e. ηc = 0.1, ηs = 0.0 and ηt = 0.1. We again employ M = 97 Fourier
coeﬃcients to describe the coordinate transformation and enforce the C4v-symmetry of
the structure. The resulting mesh is shown in ﬁg. 5.9(b).
In ﬁg. 5.10 we depict the transmittance spectra into zeroth diﬀraction order of the
square array of circular metallic disks made of gold. The gold is again described by
Figure 5.9.: (a) Schematic view of circular disk in the quadratic unit cell. (b) Auto-
matically generated mesh with parameters given in the text.
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Figure 5.10.: Transmittance spectra into zeroth diﬀraction order for the square array
of circular disks. The spectrum carried out within standard FMM (Li)
is calculated with N = 1257 plane waves and the spectra with ASR
(analytical and min) are calculated with N = 317 plane waves.
the Drude model. The three diﬀerent spectra are obtained within standard FMM,
analytical ASR and minimized ASR. In ﬁg. 5.2, the analytical transformation is shown.
We employ N = 1257 plane waves for the standard FMM since the structure is not
grid-aligned. Therefore, the circular structure has to be treated by a zigzag contour in
the Fourier transformation similar to ﬁg.A.2. Due to this approximation the circular
disk system is far from convergence. In contrast to this, the spectra of both ASR
approaches agree well even if we only apply N = 317 plane waves.
In analogy to the square disks, we also investigate the convergence of the system with
the circular disk at the particle plasmon resonance, λ = 1530nm. The convergence
behavior of the transmittance into zeroth diﬀraction order is shown in ﬁg. 5.11. It
becomes clear that the analytical and numerical ASR converge to the same value. In
contrast to this, the ordinary FMM shows a rather poor convergence behavior. Since
the standard FMM value is far from the value obtained by the ASR, we further increase
the number of plane waves in the standard FMM. For this purpose we applied the
symmetry reduction technique as described in ref. [97]. Thus, we pushed the number of
plane waves up toN = 23 993, but even for this enormous number of Fourier coeﬃcients
we cannot state that the ordinary FMM yields converged results. The result slowly
approaches the values obtained with the two ASR-based computations.
From these results, we conclude that the ASR is absolutely necessary for the investiga-
tion of non-grid-aligned metallic structures. In the subsequent section, we will, there-
fore, apply our numerical ASR technique to analyze a realistic system with geometric
features at diﬀerent length scales. Thus, we study an array of crescent-shaped metallic
nano-particles which shall serve as an example of an arbitrarily shaped structure and
shows the universality of the automatic coordinate generation by minimization.
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Figure 5.11.: Convergence characteristics of the transmittance into the zeroth diﬀrac-
tion order at λ = 1530nm for the square array of circular metal-
lic disks. At this wavelength the permittivity of gold is assumed as
 = −110.9 + 11.24i.
5.4.3. Crescent-shaped Optical Antenna
Finally, we apply the numerical ASR to crescent-shaped optical antennas arranged in a
square array. Similar crescent-shaped antennas can be fabricated by colloidal templat-
ing [98]. Their optical properties can be compared to the ones of split-ring resonators
[93]. Figure 5.12 (a) illustrates the crescent-shaped antennas with the dimensions we
Figure 5.12.: (a) Sketch of crescent-shaped nano-particle and (b) experimentally real-
ized crescent taken from ref. [98].
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Figure 5.13.: Automatically generated mesh (a) with and (b) without tangential energy
term. The parameters for the minimization are given in the text.
use in our numerical calculations. The speciﬁc values for the dimensions are the width
w = 500nm and lateral thickness t = 200nm. Again, the structure is situated in the
center of the quadratic unit cell. Since experimentally realized structures as shown in
ﬁg. 5.12 (b) do not possess sharp corners at the two tips we added roundings on the
two corners, each with radius 10nm.
First, we generate the coordinate transformation for this special structure. Since the
gradient energy term produces high concentrations of points at the small tips relative
to the other boundaries of the crescent-shape, we have to increase the relative strength
of the compression term (compare eq. (5.19)) to the energy functional. Additionally, we
increase the weight of the tangential energy term (5.23) in order to adapt the coordinate
lines to the local geometry and to align them to the small radius of the tip rounding.
Consequently, we generate the ASR with ηc = 0.2, ηs = 0.0 and ηt = 0.2. We set the
smoothing width to ws = 200 as for the circular disk, since a too large value causes
a very narrow range of the gradient energy. Thus, almost no coordinate points would
be collected at the tip. Then, the other areas are more ’attractive’ for the energy
functional. We adapt the number of points in the truncated Fourier space for the
smoothing to Nsm = 7989, based on the size of the tips. Due to the mirror symmetry
Cs of the crescent-shape, we can reduce the reciprocal space to half of the points. For
the minimization, we only have M − 1 free parameters. Here, we used M = 97. Thus,
the number of free parameters in the minimization is equal to 96, which is suﬃcient to
describe the transformation instead of the full 2M − 2 = 192 parameters.
The resulting coordinate transformation by the minimization is shown in ﬁg. 5.13 (a).
For the crescent-shape we cannot obtain an analytical transformation as easily as for
the rectangular and circular shapes in the previous examples. Thus, we generate a
second transformation by the minimization without the tangential energy term which
we use for comparing the results. We only change ηt = 0 and take the other values as
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Figure 5.14.: Transmittance spectrum into zeroth diﬀraction order of the crescent-
shaped antenna arranged in a square array for (a) y-polarized and (b)
x-polarized incident light. The spectrum carried out within standard
FMM (Li) is calculated with N = 1257 plane waves and the spectra with
ASR (min (a) and min (b)) are calculated with N = 317 plane waves
before. The mesh obtained is illustrated in ﬁg. 5.13 (b).
Next, we calculate the transmittance spectra for x- and y-polarized normally incident
plane waves. The resulting transmittance spectra are depicted in ﬁg. 5.14. They are
obtained by the standard FMM and the two coordinate transformations. In the case
of the standard FMM, the computation is not converged with the applied N = 1257
reciprocal lattice vectors. However, the computations with the two diﬀerent numerical
ASRs need only N = 317 Fourier coeﬃcients to achieve well-converged spectra. As
expected from the similarity of the crescent-shaped nano-antenna to the split-ring
resonators, we obtain a so-called electric resonance at λ = 1100nm for incidence with
x-polarized electric ﬁeld. The resonance under y-polarized incidence at λ = 1900nm
can be compared with the so-called magnetic resonance. Additionally, we observe
Rayleigh anomalies at λ = 1500nm and λ = 1000nm in the spectra.
As before, we check the convergence of the transmittance into zeroth order near the
resonances of the crescent-shape. In ﬁg. 5.15 (a) the convergence behaviors for the
three diﬀerent FMM-computations at λ = 1900nm for y-polarized incident light are
presented. Correspondingly, the convergence close to the electric resonance at λ =
1100nm is investigated in ﬁg. 5.15 (b). As already expected from the spectra and similar
to the result for the circular disk, the convergence behavior of the standard FMM is very
poor. However, the transmittance values for the crescent-shapes, calculated with the
two diﬀerent numerical ASR, seem to converge to the same value at the two investigated
positions. As in the case of the square disks in section 5.4.1, the transmittance value in
the FMM obtained by the ASR including the tangential energy term converges faster
than the one without the tangential energy term.
In the case of the crescent-shape, we also calculate the ﬁeld distribution via the FMM
with ASR. Thereby, we can exploit the increased resolution of the adapted mesh at
the two tips of the crescent-shape by computing the electromagnetic ﬁeld directly in
the curvilinear coordinates. Hence, the high spatial resolution of the coordinates near
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Figure 5.15.: Convergence characteristics of the transmittance into zeroth diﬀraction
order for a square array of metallic crescent-shapes made from gold. The
convergence is tested at the resonance of the crescent-shapes in (a) y-
polarized excitation at λ = 1900nm (with  = −175.08 + 21.43i) and (b)
x-polarized excitation at λ = 1100nm (with  = −53.21 + 4.20i).
the material interfaces can be directly translated into well-resolved ﬁelds. Thus, we
transform the curvilinear ﬁeld components into the Cartesian space by eq. (5.6) and
perform the Fourier back transformation on the adaptive coordinates. The resulting
electric ﬁeld enhancements at the electric and magnetic resonance, determined at a
plane 25nm above the glass substrate, are shown in ﬁgs. 5.16 (a) and (b), respectively.
The ﬁelds are calculated with N = 1257 Fourier coeﬃcients and the minimized mesh
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Figure 5.16.: Magnitude of the electric ﬁeld enhancement as shown by the colorbars at
the (a) magnetic and (b) electric resonance calculated on the generated
coordinates in ﬁg. 5.13 (a). In (a) the incident electric ﬁeld is polarized
along the y-axis and in (b) along the x-axis.
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with tangential term is employed (see ﬁg. 5.13 (a)). The enhancement of the ﬁelds near
the tips is clearly visible and the distributions of the modes conﬁrms the similarity of
the crescent-shape with the split-ring resonators.
5.5. Conclusion
In conclusion, we have included the adaptive spatial resolution (ASR) and the resulting
curvilinear coordinates in the FMM by application of Li’s anisotropic formulation. The
adapted coordinates for an arbitrary shaped structure are generated by minimizing
a ﬁctitious energy functional which favors increased point density near the material
boundaries and coordinate lines parallel-aligned to the interfaces.
By studying the three diﬀerent test cases, we learned that the standard FMM as formu-
lated by Li works reasonably well for grid-aligned dielectric and metallic structures (as
shown by the square disks). However, in the case of non-grid-aligned structures (such
as circular disks and crescent-shaped antennas) the convergence of the method becomes
extremely slow and the computational eﬀort increases enormously. By combining ASR
with the FMM such structures can be calculated with reasonable computational eﬀort.
We have investigated the convergence behavior at the particle plasmon resonance of
the test structures and compared, if accessible, with adaptive coordinates which can
be written in an analytical expression as for the square and circular disk. As expected,
we obtain fastest convergence on these analytical coordinates, but the results by the
automatically generated coordinates follow closely. For the case of the crescent-shaped
antenna we do not have analytical coordinates. However, a comparison of the con-
vergence behavior for two diﬀerent automatically generated coordinates shows good
agreement of the results. Additionally, we also present the ﬁeld distributions at two
resonances of the system, where the increased resolution of the coordinates, especially
at the two tips, is directly visible in the ﬁeld plot. The test with the crescent-shaped
antenna shows that the automatized mesh generation can be applied to arbitrarily
shaped objects due to the ﬂexibility of the minimization. Thus, arbitrarily shaped
nano-particles can be investigated by the FMM with ASR.
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In this work, we numerically investigated woodpile and opal photonic crystals via
the Fourier Modal Method. We also improved the convergence characteristics of the
FMM by applying curvilinear coordinates. These are adapted to the geometry of the
investigated system. Furthermore, we showed the improved convergence for several
metallic test geometries.
After discussing the necessary basics for this thesis in chapter 2, we introduced in
chapter 3 two numerical methods used in the ﬁeld of diﬀractive optics after a short his-
torical review. First, we presented the Fourier Modal Method where the system under
consideration is illuminated by a plane wave. The system is decomposed along the z-
direction in two-dimensional, periodic subsystems by the staircase approximation. For
each subsystem, Maxwell’s equations are solved separately in the Fourier space. The
solutions in the individual slices are combined by a scattering matrix technique. Thus,
the reﬂected and transmitted electric ﬁelds can be calculated as well as the ﬁelds inside
the system. Additionally, we introduced two extensions to the Fourier Modal Method
which allow to investigate non-periodic structures and systems by internal sources. The
second method we presented is the Chandezon method which solves grating problems
by transforming these problems in coordinate where the grating surface is presented as
a plane.
In chapter 4, we applied the Fourier Modal Method to investigate photonic crystals
which can experimentally be fabricated: woodpiles and opals. In the case of the wood-
pile photonic crystals we concentrated on the investigation of cavities and straight
waveguides. Due to the required periodicity in the method we employed a supercell
calculation. We obtained increased transmittance in the frequency range of the stop-
band by these elements. Furthermore, we determined the ﬁeld distributions of the
excited cavity modes. These investigations were performed for an idealized woodpile
with quadratic rod cross section. Additionally, we also performed calculations for
experimentally realized woodpiles. First, such a woodpile was designed to obtain a
complete band-gap at the telecommunication wavelength. Then, a straight waveguide
was incorporated in a woodpile. In both cases, we found good agreement between the
measured and calculated results of these woodpile systems.
In opal photonic crystals, we investigated eﬀects depending on the polarization of the
impinging light. We found for illumination with s-polarized light an avoided crossing.
For illumination with p-polarized light, we could observe the Brewster angle and the
critical angle of diﬀraction. These three eﬀects were identiﬁed in both, the measured
and the calculated spectra.
In chapter 5 we presented our progress in improving the convergence of the Fourier
Modal Method which is especially important for the investigation of metallic nano-
structures due to the large values of the refractive index. By the concept of adaptive
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spatial resolution we locally reﬁned the discretization at the material boundaries in
order to resolve the material discontinuities in Fourier space appropriately. In order
to obtain locally reﬁned coordinates for structures with arbitrary shape we applied an
automated mesh generation. The generation works by minimizing a ﬁctitious energy
functional which consists of diﬀerent terms. Among others, these terms increased
the point density at the material boundaries and oriented coordinate lines tangential
along these boundaries. We showed the improved convergence for three diﬀerent test
structures, namely square disks, circular disks and crescent-shaped optical antennas.
In the case of the square and circular disks we could compare our results to analytical
adaptive coordinates. We also took advantage of the local reﬁnement in the ﬁeld
calculation by determining the electric ﬁeld distribution in the electric and magnetic
resonance of the crescent-shape. Here, we obtained high resolution of the ﬁelds at the
tips of the crescent-shape by the adaptive coordinates.
Outlook
As further step, in the case of woodpile photonic crystals with the incorporated cavity
and waveguide we can imagine to investigate more complicated waveguide structures
which include bends. Additionally, the individual building blocks of the waveguide
can be optimized by varying the size or even change the complete design of the cavity.
Also, waveguides and cavities in other photonic crystals can be investigated.
Since opals show polarization dependent eﬀects it is interesting to investigate the cou-
pling between the two polarizations, especially the polarization conversion properties.
By incidence with an s-polarized plane wave, part of the reﬂected and transmitted
light becomes p-polarized and vice versa. This cross-coupling between the two polar-
izations can be studied with respect to the bandstructure of the opal photonic crystal.
In addition, the conversion can be analyzed as function of the thickness of the opal.
Regarding the adaptive spatial resolution, we used one transformation for the entire
system. For applications in more complex systems diﬀerent slices require diﬀerent
adaptive spatial resolutions. Thus, the diﬀerent coordinate transformations have to
be coupled at the interfaces between neighboring slices. This means, a transformation
between the individual coordinate system of the slices has to be performed. This
would allow the Fourier Modal Method the calculation of arbitrarily shaped metallic
structures, with respect to all three spatial direction. By combining perfectly matched
layers and internal sources with the adaptive spatial resolution, the FMM can become
a more general computational tool.
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Since the numerical method, we apply, uses Maxwell’s equations in reciprocal space,
we need also to Fourier transform the constitutive relations (2.10). In this appendix
we discuss how the product of two functions has to be transformed in reciprocal space.
Then we apply this for an isotropic medium in a two-dimensional nonrectangular co-
ordinate system and in curvilinear coordinates.
A.1. Laurent and Inverse Rule
In order to solve Maxwell’s equations in reciprocal space, the product of permittivity
and electric ﬁeld, which is the dielectric displacement
D(x) = (x)E(x), (A.1)
has to be Fourier transformed in reciprocal space. By describing the functions with
inﬁnite Fourier series we can obtain the relations for the coeﬃcients
dn =
∞∑
m=−∞
n−mem, (A.2)
which is known as Laurent’s rule [40]. This is the convolution theorem for lattice
Fourier transformations. Since we can only handle a ﬁnite number of coeﬃcients in the
actual calculations we have to truncate the Fourier series. The relation becomes
dNn =
N∑
m=−N
n−mem, (A.3)
with 2N+1 coeﬃcients. The Fourier coeﬃcients of the permittivity can be arranged in
a matrix which is called Toeplitz matrix. The coeﬃcients of the Toeplitz matrix [[ ]] are
deﬁned as nm = n−m. By calculating the entries of the matrix numerically via Fast
Fourier Transformation (FFT) we apply a so-called oversampling [99]. In detail, we
perform the numerical Fourier transformation with more coeﬃcients than we actually
need because the Fourier coeﬃcients which lie at the boundary of the calculated region
in Fourier space are worse due to the aliasing eﬀect. In most calculations in this
thesis, we use 1024 real space points along one spatial direction in the transformation.
The Fourier coeﬃcients of the function E(x) and D(x) can be written in vectors.
Consequently, eq. (A.3) reads
d = [[ ]] e. (A.4)
Until now we have not commented on the properties of the functions which have to
be Fourier transformed. If the functions are discontinuous, the Laurent rule can cause
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problems, which were identiﬁed and corrected by Li in 1996 [40]. He established three
rules which clarify the Fourier transformation of a product as in eq. (A.1). Thus we
have to distinguish three diﬀerent types
• type 1: E(x) and (x) have no concurrent jump discontinuities. We have to apply
Laurent’s rule as in eq. (A.4).
• type 2: E(x) and (x) have concurrent jump discontinuities which are pairwise
complementary. Therefore, D(x) is continuous. In this case we have to apply
Li’s inverse rule
d =
[[
1

]]−1
e. (A.5)
By Fourier transforming the reciprocal of the function (x) and inverting the
resulting Toeplitz matrix, the continuous function D(x) is perfectly reproduced
by the Fourier coeﬃcients in eq. (A.5).
• type 3: E(x) and (x) have concurrent jump discontinuities which are not pairwise
complementary. In this case, Li could not give any advice what to do.
An example for the Laurent and inverse rule is shown in ﬁg.A.1 where the product in
eq. (A.1) of a concurrent jump discontinuity is calculated according to eq. (A.4) and
eq. (A.5). Here, the product functionD(x) obtained by Laurent’s rule shows oscillations
close to the interface, which vanish in the case of the inverse rule. The oscillations can
be assigned to the Gibbs phenomenon. In the limit of the sum about the inﬁnite Fourier
series the inverse and the Laurent rule would become identical, but since we can only
consider a ﬁnite number of coeﬃcients, we have to diﬀer between these two cases.
Since the product in eq. (A.1) represents in our case the constitutive relations, the
Laurent and the inverse rule are suﬃcient. The jump discontinuities in the permittivity
function describe material interfaces and the behavior of the electric ﬁeld and dielectric
displacement is clearly depicted by the continuity conditions in eqs. (2.35) and (2.37).
Figure A.1.: (a) Laurent and (b) inverse rule for a system with a concurrent jump
discontinuity. The functions E(x) and (x) are Fourier transformed and
multiplied in Fourier space by the two rules. Finally, the result D(x)
is back transformed in real space and presented as the red curve in the
graphs.
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Figure A.2.: Discretized permittivity distribution in a nonrectangular unit cell. The
structure (a circle) is shown in light blue and the corresponding zigzag
contour in dark blue.
A.2. Nonrectangular Coordinates
Now, we apply the Fourier factorization rules in the FMM. Since, in the general case,
Maxwell’s equations are applied in nonrectangular coordinates (3.1) the permittivity
is anisotropic. Finally, we obtain for the material equation [18]
D1 = ¯E1 = sec ζ¯E1 − tan ζ¯E2, (A.6a)
D2 = ¯E2 = − tan ζ¯E1 + sec ζ¯E2, (A.6b)
D3 = ¯E3 = cos ζ¯E3. (A.6c)
The permittivity in the Cartesian system is isotropic. It is denoted by ¯. These
equations have to be Fourier transformed along the x1- and x2-directions. Therefore,
the structure in the two-dimensional unit cell is discretized on the nonrectangular grid
by the staircase approximation which is illustrated in ﬁg.A.2. Evidently, the structure
is described by a zigzag contour.
In order to perform the Fourier transformation we have to know which ﬁeld components
are continuous in the discretized system. For transformation along the x1-direction
E2 is the tangential component of the electric ﬁeld along the zigzag contour of the
material interface since the covariant component is obtained by the projection of the
contravariant basis vector on the ﬁeld vector (see section 2.7.1). The contravariant
component D1 is the normal component of the dielectric displacement on the surface
as the contravariant basis vector is normal to the coordinate surface. Both components,
E2 and D
1, are in this case continuous. Respectively, for transformation along the x2-
direction the E1 and D
2 components are continuous.
Thus, while Fourier transforming eq. (A.6) we always have to keep in mind the contin-
uous components.
First, we transform eq. (A.6a). We start with the x1-direction which is transformed
according to the inverse rule [18]
[
D1
]
1
=
[
1
¯
]−1
1
[sec ζE1 − tan ζE2]1 . (A.7)
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The transformation along the x2-direction results in
[
D1
]
12
= cos ζ
[[
1
¯
]−1
1
]
2
[E1]12 − sin ζ
[[
1
¯
]
1
]−1
2
[− tan ζ [E1]1 + sec ζ [E2]1]2 , (A.8)
where we applied both Laurent’s rule and the inverse rule. Using the notation with
the Fourier vectors of the ﬁelds, we can conclude the Fourier transformation as
d1 =
(
cos ζ
[[
1
¯
]−1
1
]
2
+ sin ζ tan ζ
[[
1
¯
]]−1)
e1 − tan ζ
[[
1
¯
]]−1
e2. (A.9)
The second equation (A.6b) is ﬁrst transformed with respect to x2
[
D2
]
2
=
[
1
¯
]−1
2
[− tan ζ¯E1 + sec ζ¯E2]2 , (A.10)
and afterwards with respect to x1
[
D2
]
21
= cos ζ
[[
1
¯
]−1
2
]
1
[E2]21 − sin ζ
[[
1
¯
]
2
]−1
1
[sec ζ [E1]2 − tan ζ [E2]2]1 . (A.11)
Finally, we obtain
d2 = − tan ζ
[[
1
¯
]]−1
e1 +
(
cos ζ
[[
1
¯
]−1
2
]
1
+ sin ζ tan ζ
[[
1
¯
]]−1)
e2. (A.12)
The last material equation (A.6c) can be Fourier transform in both directions via
Laurent’s rule since the component E3 is always continuous
d3 = cos ζ [[¯ ]] e3. (A.13)
We can write the Fourier transformed material equation as di = [[ij ]] ej. Consequently,
we can identify the Toeplitz matrices of the anisotropic components
[[
11
]]
= cos ζ
[[
1
¯
]−1
1
]
2
+ sin ζ tan ζ
[[
1
¯
]]−1
, (A.14a)
[[
12
]]
= − tan ζ
[[
1
¯
]]−1
, (A.14b)
[[
21
]]
= − tan ζ
[[
1
¯
]]−1
, (A.14c)
[[
22
]]
= cos ζ
[[
1
¯
]−1
2
]
1
+ sin ζ tan ζ
[[
1
¯
]]−1
, (A.14d)
[[
33
]]
= cos ζ [[¯ ]] . (A.14e)
The other components are equal to zero.
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A.3. Curvilinear Coordinates
In curvilinear coordinates permittivity and permeability become anisotropic. We have
to apply the Fourier factorization rules on the anisotropic material equation. Here,
we discuss only the permittivity; the permeability is treated identically. The dielectric
material equation
Di = ijEj (A.15)
can be Fourier transformed as described in ref. [30]. Since the coordinate transformation
in the curvilinear coordinates acts only on the x1 and x2 coordinate, we can restrict
the anisotropic treatment to materials with principal axis along x3-axis. Thus, we have
to consider the material equation in the form
D1 = 11E1 + 
12E2, (A.16a)
D2 = 21E1 + 
22E2, (A.16b)
D3 = 33E3. (A.16c)
Again, the structure in the unit cell is discretized but this time in the curvilinear
coordinates. As in appendix A.2, the continuous ﬁeld components for the transforma-
tion along x1 are D1, E2 and E3 (see ﬁg.A.3). E1, D
2 and E3 are continuous for the
transformation along x2.
Figure A.3.: Boundary conditions for electric ﬁeld and displacement components in
curvilinear space. D1 and E2 are the continuous components at the inter-
face along the x2-coordinate line.
First, we carry out the transformation along the x1-axis. Under consideration of Lau-
rent’s and the inverse rule we obtain for the material equation (A.16)
[
D1
]
1
=
[
1
11
]−1
1
(
[E1]1 +
[
12
11
]
1
[E2]1
)
, (A.17a)
[
D2
]
1
=
[
21
11
]
1
[
D1
]
1
+
[
22 − 
2112
11
]
1
[E2]1 , (A.17b)[
D3
]
1
=
[
33
]
1
[E3]1 . (A.17c)
In order to simplify the readability of the material equations, we write the partially
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Fourier transformed material equation along x1[
D1
]
1
= Q111 [E1]1 +Q
12
1 [E2]1 , (A.18a)[
D2
]
1
= Q211 [E1]1 +Q
22
1 [E2]1 , (A.18b)[
D3
]
1
= Q331 [E3]1 , (A.18c)
with the quantities Qij1
Q111 =
[
1
11
]−1
1
, (A.19a)
Q121 =
[
1
11
]−1
1
[
12
11
]
1
, (A.19b)
Q211 =
[
21
11
]
1
[
1
11
]−1
1
, (A.19c)
Q221 =
[
21
11
]
1
[
1
11
]−1
1
[
¯12
¯11
]
1
−
[
22 − 
2112
11
]
1
, (A.19d)
Q331 =
[
33
]
1
. (A.19e)
Then, we perform the transformation of the material equation (A.18) in x2. We obtain
[
D2
]
12
=
[(
Q221
)−1]−1
2
([(
Q221
)−1
Q211
]
2
[E1]12 + [E2]12
)
, (A.20a)[
D1
]
12
=
[
Q121
(
Q221
)−1]
2
[
D2
]
12
+
[
Q111 −Q121
(
Q221
)−1
Q211
]
2
[E1]12 , (A.20b)[
D3
]
12
=
[
Q331
]
2
[E3]12 . (A.20c)
Finally, the Fourier transformed material equations in the reciprocal space is
d1 =
[[
11
]]
12
e1 +
[[
12
]]
12
e2, (A.21a)
d2 =
[[
21
]]
12
e1 +
[[
22
]]
12
e2, (A.21b)
d3 =
[[
33
]]
12
e3, (A.21c)
with the matrices for the anisotropic permittivity
[[
11
]]
12
=
[
Q121
(
Q221
)−1]
2
[(
Q221
)−1]−1
2
[(
Q221
)−1
Q211
]
2
, (A.22a)
+
[
Q111 −Q121
(
Q221
)−1
Q211
]
2
, (A.22b)[[
12
]]
12
=
[
Q121
(
Q221
)−1]
2
[(
Q221
)−1]−1
2
, (A.22c)[[
21
]]
12
=
[(
Q221
)−1]−1
2
[(
Q221
)−1
Q211
]
2
, (A.22d)[[
22
]]
12
=
[(
Q221
)−1]−1
2
, (A.22e)[[
33
]]
12
=
[
Q331
]
2
. (A.22f)
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We can summarize the Fourier transformation of the anisotropic permittivity with the
help of the compact notation introduced by Li [30]. The Fourier transformation in x1
is described by the operator
L1 = l
+
1 F1l
−
1 , (A.23)
and the transformation in x2 by
L2 = l
+
2 F2l
−
2 . (A.24)
The operator Fi denotes the Fourier transform with respect to the variable x
i. We
arrange the resulting Fourier coeﬃcients in a Toeplitz matrix. The operator l±k acts on
the anisotropic components as
Bij = l±k (A
ij) (A.25)
being deﬁned by
Bij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(
Akk
)−1
, k = i = j(
Akk
)−1
Akj , i = k, k = j
Aik
(
Akk
)−1
, k = j, k = i
Aij ±Aik (Akk)−1Akj , k = j, k = i
(A.26)
Then, the Fourier representation of the permittivity can be expressed as[[
ij
]]
12
= L2L1(
ij), (A.27)
where we ﬁrst carry out the transformation in x1 and thereafter in x2 as shown in the
derivation above. But, we can also ﬂip the order to obtain[[
ij
]]
21
= L1L2(
ij). (A.28)
The two possibilities do not give the same result due to the truncation of the Fourier
series. By increasing the number of coeﬃcients the diﬀerence becomes smaller. Thus,
the possible symmetry in the structure is not conserved in the Fourier transformed
permittivity. In order to conserve the symmetry we symmetrize the two results and
use [[
ij
]]
=
[[ij ]]12 + [[
ij ]]21
2
. (A.29)
By the symmetrization the energy balance in the FMM is lost. However, by increasing
the number of Fourier coeﬃcients this eﬀect is reduced. In our calculations we use
enough Fourier coeﬃcients that we cannot observe violations of the energy conservation.
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