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ABSTRACT
The focus of this thesis is on understanding machine learning algorithms
from an information-theoretic point of view. More specifically, we apply
information-theoretic tools to construct performance bounds for the learning
algorithms, with the goal of deepening the understanding of current algo-
rithms and inspiring new learning techniques.
The first problem considered involves a sequence of machine learning
problems that vary in a bounded manner from one time-step to the next.
To solve these problems in an accurate and data-efficient way, an active and
adaptive learning framework is proposed, in which the labels of the most
informative samples are actively queried from an unlabeled data pool, and
the adaptation to the change is achieved by utilizing the information acquired
in previous steps. The goal is to satisfy a pre-specified bound on the excess
risk at each time-step. More specifically, the design of the active querying
algorithm is based on minimizing the excess risk using stochastic gradient
descent in the maximum likelihood estimation setting. Our algorithm and
theoretical results are validated by experiments with synthetic and real data.
To determine whether the active and adaptive learning framework is
applicable in practice, we then study the problem of model change detection.
There are two sets of samples that are generated according to a pre-
change probabilistic model with parameter θ, and a post-change model with
parameter θ′, respectively. The goal is to detect whether the change in the
model is significant. We construct an empirical difference test (EDT), which
has low computational complexity. Moreover, we provide an approximation
method to set the threshold of the EDT to meet the false alarm constraint.
Experiments with linear regression and logistic regression are conducted to
validate the proposed algorithms.
Another key contribution of this thesis is in the area of mutual information-
based generalization error bounds of supervised learning algorithms. Our
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bound is constructed in terms of the mutual information between each
individual training sample and the output of the learning algorithm, which
requires weaker conditions on the loss function, and provides a tighter
characterization of the generalization error than existing studies. Examples
are further provided to demonstrate that the proposed bound is tighter, and
has a broader range of applicability.
Finally, an application of this mutual information-based generalization
error bound is considered. We show that model compression can improve
the population risk of a pre-trained model, by studying the tradeoff between
the decrease in the generalization error and the increase in the empirical risk
with model compression. We first prove that model compression reduces
the mutual information-based generalization error bound; this allows for
an interpretation of model compression as a regularization technique to
avoid overfitting. We then characterize the increase in empirical risk with
model compression using rate distortion theory. We show through a linear
regression example that such an improvement in population risk due to
model compression is indeed possible. Our theoretical results further suggest
that the Hessian-weighted K-means clustering compression approach can
be improved by regularizing the distance between the clustering centers.
We provide experiments with neural networks to support our theoretical
assertions.
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Machine learning algorithms have had tremendous success in a variety of
domains over the years, from financial fraud detection and movie recom-
mendation engines to cancer-image classification and aircraft scheduling. In
essence, learning algorithms are all about processing data, which automat-
ically extract information contained in training data and use it to make
predictions. Thus, it is important to understand how machine learning
algorithms interplay with training data from a theoretical point of view.
In this dissertation, we apply these information-theoretic tools to construct
performance bounds for some learning algorithms, which could deepen the
understanding of current algorithms and inspire potential new learning
techniques.
We demonstrate the effectiveness of the idea of using information-theoretic
tools to analyze the performance of learning algorithms through four com-
pleted works on (1) active adaptive sequential learning, (2) model change
detection, (3) mutual information-based generalization error bounds and (4)
information-theoretic understanding of population risk improvement with
model compression. In the remainder of this chapter, we provide an outline
of the topics that will be covered in the dissertation.
1.1 Active and Adaptive Sequential Learning
Machine learning problems that vary over time naturally arise in many
applications. For example, in personalized recommendation systems [1, 2],
the preferences of users might change with fashion trends. Since acquiring
new training samples from users at each time steps can be expensive in
practice, a recommendation system needs to update the machine learning
model and adapt to this change using as few new samples as possible.
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To tackle this sequential learning problem, we propose an active and
adaptive algorithm in Chapter 2 to learn approximate solutions to the
learning tasks. To achieve the same excess risk with fewer samples, our
algorithm actively queries the labels of Kt samples from a large unlabeled
data pool at each time step, with a well-designed active sampling distribution,
which is adaptive to the change in the minimizers by utilizing the information
acquired in the previous steps.
As shown in Chapter 2, the performance of the maximum likelihood
estimator can be characterized by the Fisher information of the model,
which inspires us to design the active sampling distribution based on the
ratio of Fisher information matrices. We show that the proposed active
and adaptive algorithm ensures a bounded excess risk for each individual
learning task. We test our approaches on a synthetic regression problem,
and further apply it to a recommendation system that tracks changes in
preferences of customers. Our experiments demonstrate that our algorithm
achieves a better performance compared to other baseline algorithms in these
scenarios.
1.2 Model Change Detection
The problem of model change detection is studied in Chapter 3, in which
there are two sets of samples that are generated according to a pre-change
probabilistic model with parameter θ, and a post-change model with param-
eter θ′, respectively. The goal is to detect whether the change in the model
is significant, i.e., whether the difference between the pre-change parameter
and the post-change parameter is larger than a pre-determined threshold.
This problem is motivated in part by the aforementioned work on active
and adaptive sequential learning. A key step in applying adaptive sequential
learning methods is the detection of an abrupt or large model change, since
adapting to the previous model if it is significantly different from the current
one could deteriorate performance.
A standard method for solving a composite hypothesis testing problem
such as the model change detection problem is the generalized likelihood
ratio test (GLRT). However, the maximum likelihood estimates of θ and θ′
required in the GLRT are difficult to compute in this case. Our contribution
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is to propose an empirical difference test (EDT), which approximates the
GLRT and has low computational complexity. Moreover, we provide an
approximation method to set the threshold in the proposed EDT, which
ensures a bound on the worst-case false alarm probability. We validate our
results using experiments involving linear regression and logistic regression.
1.3 Mutual Information-Based Bounds on
Generalization Error
The generalization error of a supervised learning algorithm is defined to be
the difference between the empirical risk and the population risk, which is
used to quantify the degree to which a learning algorithm may overfit the
training data. Recent work [3] has established a bound on the generalization
error using the mutual information I(S;W ) between the algorithm input
(training dataset) S and the algorithm output (model parameters) W , when
the loss function is sub-Gaussian. This result builds a bridge between the
generalization error and information-theoretic measure, which inspires us to
analyze the generalization performance of some specific learning algorithms
using mutual information-based bounds.
However, the mutual information bound in [3] suffers from the following
two shortcomings. First, if the algorithm output W is deterministic given
training data S, then the mutual information I(S;W ) = ∞. Second, the
sub-Gaussian condition may not hold for many practical problems.
In Chapter 4, we get around these shortcomings by combining the idea of
algorithmic stability [4, 5] with the information-theoretic framework of [3].
Specifically, an algorithm is stable if the output hypothesis does not change
too much with the replacement of any individual training sample, and if
an algorithm is stable, then it generalizes well [4, 5]. Motivated by these
facts, we tighten the mutual information-based generalization error bound by
considering the individual sample mutual information (ISMI) I(W ;Zi). The
ISMI bound requires a weaker condition on the loss function, is applicable to
a broader range of problems, and provides a tighter characterization of the
generalization error. We also comprehensively study three examples, and
compare the ISMI bound with existing results to demonstrate its superiority.
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1.4 Information-Theoretic Understanding of
Population Risk Improvement with Model
Compression
The recent success of deep neural networks has dramatically boosted the
applications of machine learning. However, implementing a deep neural
network model on resource-limited devices becomes increasingly difficult,
as deep neural networks usually have a large number of parameters. For
example, for the problem of image classification, it takes over 200MB to save
the parameters of AlexNet [6], and more than 500MB for VGG-16 net [7].
It is difficult to port such large models to mobile devices and embedded
systems, due to their limited storage, bandwidth, energy and computational
resources.
For this reason there has been a flurry of recent work on compressing the
parameters of deep neural networks. In some recent works [8–10], it has
been observed empirically that the population risk of the compressed model
can sometimes be better than that of the original model. This phenomenon
is counterintuitive at a first glance, since compression generally leads to
information loss.
In Chapter 5, we provide an information-theoretic explanation for the
population risk improvement with model compression by characterizing the
tradeoff between generalization error and empirical risk.
We first prove that model compression tightens the information-theoretic
generalization error bound in Chapter 4, and it can therefore be interpreted
as a regularization method to reduce overfitting. Furthermore, we define
the distortion as the difference in the empirical risk between the original
and compressed models, and use rate distortion theory to characterize the
distortion as a function of the number of bits R used to describe the model.
If the decrease in generalization error exceeds the increase in empirical risk,
the population risk can be improved. To better demonstrate our theoretical
results, we investigate the example of linear regression comprehensively,
where we develop explicit bounds on the generalization error and the dis-
tortion. Our generalization error bound also suggests that the Hessian-
weighted K-means clustering compression approach [8] can be improved by
further regularizing the distance between the clustering centers. Numerical
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experiments with neural networks validate our theoretical assertions and
demonstrate the effectiveness of the proposed regularizer.
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CHAPTER 2
ACTIVE AND ADAPTIVE SEQUENTIAL
MACHINE LEARNING
2.1 Introduction
Machine learning problems that vary in a bounded manner over time natu-
rally arise in many applications. For example, in recommendation systems
[1, 2], the preferences of users might change with fashion trends. Since
acquiring new training samples from users can be expensive in practice, a
recommendation system needs to update the machine learning model and
adapt to this change using as few new samples as possible.
In such problems, we are given a large set of unlabeled samples at each time
t = 1, 2, . . . , and the learning tasks are solved by minimizing the expected
value of an appropriate loss function on this unlabeled data pool. To capture
the idea that the sequence of learning problems is changing in a bounded
manner, we assume the following bound holds
‖θ∗t − θ∗t−1‖2 ≤ ρ, ∀t ≥ 2, (2.1)
where θ∗t is the true minimizer of the expected loss function at time t, and
ρ is a finite upper bound on the change of minimizers, which needs to be
estimated in practice.
To tackle this sequential learning problem, we design an active and adaptive
algorithm to learn the approximate minimizers θ̂t of the loss function. At
each time t, the algorithm actively queries the labels of Kt samples from
the unlabeled data pool, with a well-designed active sampling distribution,
which is adaptive to the change in the minimizers by utilizing the information
acquired in the previous steps.
The challenges of this active and adaptive sequential learning problem
arise in three aspects: (1) we need to determine which samples are most
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informative for solving the task at the current time-step based on the
information acquired in the previous time-steps to conduct active learning;
(2) to achieve a pre-specified bounded excess risk with as few new samples as
possible, we need to understand the tradeoff between the solution accuracy
and the adaptively determined sample size Kt; and (3) the change in the
minimizers ρ is unknown and we need to estimate it from the acquired data.
Our contributions can be summarized as follows. We propose an active and
adaptive learning framework with theoretical guarantees to solve a sequence
of learning problems in the maximum likelihood estimation (MLE) setting.
The proposed algorithm ensures a bounded excess risk for each individual
learning task when t is sufficiently large. We construct a new estimator of
the change in the minimizers ρ̂t with active learning samples and show that
this estimate upper bounds the true parameter ρ almost surely. We test
our approaches on a synthetic regression problem, and further apply it to a
recommendation system that tracks changes in preferences of customers. Our
experiments demonstrate that compared to the other baseline algorithms, the
proposed algorithm achieves a better performance on accuracy while being
efficient in the use of training samples.
This chapter has appeared in part as [11].
2.1.1 Related Work
Our active and adaptive learning problem has relations with multi-task
learning (MTL) and transfer learning. In multi-task learning, the goal is to
learn several tasks simultaneously as in [12–14] by exploiting the similarities
between the tasks. In transfer learning, prior knowledge from one source
task is transferred to another target task either with or without additional
training data [15]. Multi-task learning could be applied to solve our problem
by running a MTL algorithm at each time. However, this approach incurs
a heavy memory and computational burden, since it requires all prior tasks
to be used in learning the new task. Transfer learning lacks the sequential
nature of our problem.
In online learning, a sequence of learning tasks arrive, and the goal is to
minimize the regret over some time horizon [16], which is different from the
per time-step excess risk guarantees provided here.
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The adaptation that we discuss in this chapter is similar in spirit to that
in prior work in adaptive signal processing [17–19], but the techniques that
we use are substantively different.
Our work is of course related to active learning [20, 21], in which a
learning algorithm is able to interactively query the labels of samples from
an unlabeled data pool to achieve better performance. A standard approach
to active learning is to select the unlabeled samples by optimizing specific
statistics of these samples [22]. For example, with the goal of minimizing
the expected excess risk in maximum likelihood estimation, the authors
of [23, 24] propose a two-stage algorithm based on Fisher information ratio
to select the most informative samples, and show that it is optimal in terms
of the convergence rate. We apply similar algorithms in our problem, but
the first stage of estimating the Fisher information using labeled samples to
conduct active learning can be skipped by exploiting the bounded nature of
the change, and utilizing information obtained in previous time-steps.
Our approach is closely related to prior work on adaptive sequential
learning [25, 26], where the training samples are drawn passively and the
adaptation is only in the selection of the number of training samples Kt at
each time-step.
This chapter is organized as follows. In Section 2.2, we describe the setting
of the considered problem. In Section 2.3, we outline the proposed active and
adaptive learning algorithm. In Section 2.4, we provide the technical details
and theoretical analyses of the proposed algorithm. In Section 2.5, we test
our algorithm on synthetic and real data.
2.2 Problem Setting
We use lower-case letters to denote scalars and vectors, and use upper-case
letters to denote random variables and matrices. All logarithms are the
natural ones. We use I to denote an identity matrix of appropriate size. We
use the superscript (·)> to denote the transpose of a vector or a matrix, and
use Tr(A) to denote the trace of a square matrix A. We denote ‖x‖A =√
x>Ax for a vector x and a matrix A of appropriate dimensions.
We consider the active and adaptive sequential learning problem in the
MLE setting. At each time t, we are given a pool St = {x1,t, · · · , xN,t} of Nt
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unlabeled samples drawn from some instance space X . We have the ability
to interactively query the labels of Kt of these samples from a label space
Y . In addition, we are given a parameterized family of distribution models
M = {p(y|x, θt), θt ∈ Θ}, where Θ ⊆ Rd. We assume that there exists an
unknown parameter θ∗t ∈ Θ such that the label yt of xt ∈ St is actually
generated from the distribution p(yt|xt, θ∗t ).
For any x ∈ X , y ∈ Y and θ ∈ Θ, we let the loss function be the negative
log-likelihood with parameter θ, i.e.,
`(y|x, θ) , − log p(y|x, θ), p(y|x, θ) ∈M. (2.2)
Then, the expected loss function over the uniform distribution on the data
pool St can be written as
LUt(θ) , EX∼Ut,Y∼p(Y |X,θ∗t )[`(Y |X, θ)], (2.3)
where we use Ut to denote the uniform distribution over the samples in St.
It can be seen that θ∗t is one of the minimizers of LUt(θ). As mentioned
in (2.1), we assume that θ∗t is changing at a bounded but unknown rate,
‖θ∗t − θ∗t−1‖2 ≤ ρ, for t ≥ 2.
Let Γt be an arbitrary sampling distribution on St. Denote







where Xk,t ∼ Γt, Yk,t ∼ p(Y |Xk,t, θ∗t ).
The quality of the algorithm output θ̂t is evaluated through a mean tracking
criterion, which means that the excess risk of θ̂t is bounded at each time-step
t, i.e.,
E[LUt(θ̂t)− LUt(θ∗t )] ≤ ε. (2.5)
Thus, our goal is to actively and adaptively select the smallest sample size Kt
in St to query labels, and sequentially construct an approximate minimizer
of θ̂t satisfying the above excess risk criterion for each time-step t. Note that
it is allowed to query the label of the same sample multiple times.
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2.3 Algorithm Outline
We first provide an outline of the proposed active and adaptive sequential
learning algorithm. Our algorithm mainly contains the following four steps,
and the technical details of each step can be found in Section 2.4.
1. Construct the active learning sampling distribution Γ̂∗t based on the
estimation acquired in the previous step θ̂t−1, which queries the labels
of the most informative samples (see Section 2.4.2).
2. Adaptively choose the minimal sample size K∗t based on the estimated
change in minimizers ρ̂t−1 to satisfy the excess risk criterion (see Section
2.4.3).
3. Query the labels of K∗t samples over the unlabeled data pool St using
Γ̂∗t , and find θ̂t by solving (2.4).
4. Update the estimate of change rate ρ̂t by using the actively labeled
samples (see Section 2.4.4).
By executing this procedure iteratively, we can sequentially learn θ̂t over
all the considered time-steps. Figure 2.1 outlines our active and adaptive
sequential learning framework.
Figure 2.1: Active and adaptive sequential learning framework.
Moreover, we note that the sample size selection in Step 2 is adaptive
to the estimated change rate. When the estimated change is large, e.g.,
ρ̂t−1 ≈ diameter(Θ), a large sample size is required since the estimation in
previous time-step is not informative for time-step t. When ρ̂t−1 is small,
we can reduce the sampling efforts by exploiting solution at previous time.
Thus, by adaptively choosing the sample size K∗t based on the estimated
change in minimizers ρ̂t−1, our algorithm improves the data-efficiency.
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2.4 Analyses and Theoretical Guarantees
In this section, we present technical details and the theoretical analysis of
our algorithm. We first introduce the assumptions needed. In Section 2.4.2,
we provide the analysis of the active sampling distribution. In Section 2.4.3,
we present theoretical guarantees on the sample size selection rules which
meet the excess risk criterion. In Section 2.4.4, we describe the proposed
estimator ρ̂t. Finally, we formally present our algorithm in Section 2.4.5.
2.4.1 Assumptions
We require the following assumption on the Hessian matrix of `(y|x, θ) to
design the active sampling distribution over the unlabeled data pool St.




function of only x and θ and independent on y.
Assumption 1 holds for many practical models, such as generalized linear
model, logistic regression and conditional random fields. Moreover, we denote
IΓt(θ) , EX∼Γt [H(X, θ)] as the Fisher information matrix with sampling
distribution Γt.
Then, for the purpose of analysis, the following regularity assumptions are
required to establish the Local Asymptotic Normality of the MLE [27].
Assumption 2 (Regularity conditions).
1. Regularity conditions for MLE:
(a) Compactness: Θ is compact and θ∗t is an interior point of Θ for
each t.
(b) Smoothness: `(y|x, θ) is smooth in the following sense: the first,
second and third derivatives of θ exist at all interior points of Θ.
(c) Strong Convexity: For each t and θ ∈ Θ, IUt(θ)  mI with
m > 0, and hence IUt(θ) is positive definite.
(d) Boundedness: For all θ ∈ Θ, the largest eigenvalue of IUt(θ) is
upper bounded by Lb.
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≤ L1 and∥∥∥IUt(θ∗t )−1/2H(x, θ∗t )IUt(θ∗t )−1/2∥∥∥ ≤ L2 (2.6)
holds with probability one.
3. Lipschitz continuity: For all t, there exists a neighborhood Bt of θ
∗
t
and a constant L3, such that for all xt ∈ St, H(xt, θ) are L3-Lipschitz
in this neighborhood, namely,∥∥∥IUt(θ∗t )−1/2(H(xt, θ)−H(xt, θ′))IUt(θ∗t )−1/2∥∥∥
≤ L3‖θ − θ′‖IUt (θ∗t ) (2.7)
holds for θ, θ′ ∈ Bt.
In addition, we need the following assumption to prove that constructing
the active sampling distribution using θ̂t−1 instead of θ
∗
t does not change
the performance of the active learning algorithm in terms of the convergence
rate.
Assumption 3 (Point-wise self-concordance). For all t, there exists a
constant L4, such that
−L4‖θt − θ∗t ‖2H(x, θ∗t )  H(x, θt)−H(x, θ∗t )  L4‖θt − θ∗t ‖2H(x, θ∗t ).
This assumption is satisfied by many classes of models, e.g., the previously
mentioned generalized linear model [23].
2.4.2 Active Sampling Distribution
The construction of Γt is motivated by the following lemma, which is shown
in [28] and [23]. We refine this result by exploiting the bounded change
nature of our problem.
Lemma 1. Suppose Assumptions 1 and 2 hold, and assume Θt , {θt|‖θt −
θ∗t−1‖ ≤ ρ} is known. For any sampling distribution Γt on St, suppose that
IΓt(θ
∗
t )  CIUt(θ∗t ) holds for some constant C < 1. Then, for sufficiently
12











< 1, the excess risk of




























The details of the proof can be found in Appendix A.1.
Lemma 1 shows that when ρ and θ∗t−1 are known, the convergence rate of





t ))/Kt. Thus, the
optimal sampling distribution Γ∗t should be







However, there are some hurdles that need to be resolved in applying (2.9)
directly to construct the active sampling distribution, which we address next.
First, the true parameter θ∗t in (2.9) is unknown, and hence Γ
∗
t cannot be
solved directly. Exploiting the bounded nature of the change in (2.1), we
solve this problem by approximating θ∗t with θ̂t−1 and generate the estimate
of Γ∗t using







Note that Γ̂∗t may not have full support of St, which reduces the sampling
diversity and further leads to a biased estimate. Thus, we modify the active
sampling distribution slightly by
Γ̄t = αtΓ̂
∗
t + (1− αt)Ut, (2.11)
where αt ∈ (0, 1) is the coefficient that denotes the percentage of samples
selected by the active sampling distribution.
Secondly, Lemma 1 only characterizes the convergence rate for θ̂Γt , when
Θt , {θt|‖θt − θ∗t−1‖ ≤ ρ} is known without considering the error caused by
optimization algorithm. In practice, we usually apply stochastic optimization
algorithms, such as stochastic gradient descent (SGD) to find approximate
minimizers in the original parameter space Θ. For the purpose of bounding
the excess risk of the solution provided by SGD, we require the following
condition on the optimization algorithm adopted to solve (2.4).
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using Kt stochastic gradients {∇θ`(yi,t|xi,t, θ)}Ktk=1 with initialization at θ̂t−1,
if E‖θ̂t−1 − θ∗t ‖22 ≤ ∆2t , there exists a function b(τ 2t ,∆t, Kt) such that
E[LUt(θ̂t)]− LUt(θ∗t ) ≤ b(τ 2t ,∆t, Kt), (2.12)
where b(τ 2t ,∆t, Kt) monotonically increases with respect to τ
2
t , ∆t and 1/Kt.
The bound b(τ 2t ,∆t, Kt) depends on the same τ
2
t in Lemma 1 and the
expectation of the difference between the initialization and the true minimizer
∆t, which correspond to the first and the second term in the upper bound
of Lemma 1, respectively. As an example of this type of bound, for
the Streaming Stochastic Variance Reduced Gradient (Streaming SVRG)









C1 and C2. In addition, the paper [25] provides several examples of the bound
b(τ 2t ,∆t, Kt) with other variants of SGD algorithms.
We have the following theorem that characterizes the convergence rate of
the proposed active learning algorithm.






) < 1. Then, by using the active sampling distribution given in (2.11),
the excess risk of θ̂t, which is solved by optimization algorithm satisfying
Condition 1 initialized at θ̂t−1, is upper-bounded by
E[LUt(θ̂t)− LUt(θ∗t )] ≤ b(τ́ 2t ,∆t, Kt), (2.13)




















The details of the proof can be found in Appendix A.2.
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Remark 1. A comparison between Theorem 1 and Lemma 1 shows that
the convergence rate of the algorithm that approximates Γ∗t with Γ̄t is rate
optimal with high probability, as long as the change in the minimizers ρ is




2ε/m) < 1. In certain cases such as linear
regression model, the Hessian matrices are independent of θ∗t . Thus, no
approximation is needed in constructing the sampling distribution, and the
proposed algorithm is rate optimal.
Remark 2. Experimental and theoretical results show that a large αt may
lead to a high variance for the estimate of ρ̂. On the other hand, a small αt
means that most samples are selected via a uniform distribution, which would
undermine the improvement from active sampling as shown in Theorem 1.
In our experiments, we use cross validation method to choose the value of αt
that balances this trade-off.
2.4.3 Sample Size Selection Rule
In this section, we explain and analyze the proposed adaptive sample size
selection rule.
1. Case where ρ is known
We first consider the ideal case where ρ is known. If we can compute τ 2t and
∆t, the sample size Kt can be simply determined by letting b(τ
2
t ,∆t, Kt) ≤ ε
to satisfy the excess risk criterion.













is unknown in practice. Although
we can approximate θ∗t with θ̂t−1, this upper bound only holds with high
probability as shown in Theorem 1, which means that the excess risk criterion



















(recall d is the dimension of parameters) to form a bound b(d/2,∆t, Kt) to
choose Kt, which works for the uniform sampling distribution Ut.
To bound the difference between the initialization and the true minimizer
∆t, we have the inequality E‖θ̂t−1 − θ∗t ‖22 ≤ (
√
2ε/m + ρ)2, which follows
from the triangle inequality, Jensens inequality and the strong convexity in















for t ≥ 2 to ensure that E[LUt(θ̂t)−LUt(θ∗t )] ≤ ε. For t = 1, we could always
use diameter(Θ) to bound ∆1 and select K1. In general, if ρ is much smaller
than diameter(Θ), then we require significantly fewer samples Kt to meet the
excess risk criterion for t ≥ 2.
2. Case where ρ is unknown
In this case, we need to replace ρ with an estimate ρ̂t−1 to select the sample
size. The following theorem characterizes the convergence guarantee using
the sample size selection rule in Algorithm 1 and the estimator of ρ̂t in Section
2.4.4.
Theorem 2. If we choose










then for all t large enough we have lim supt→∞
(




The details of the proof can be found in Appendix A.5.
2.4.4 Estimating the Change in Minimizers
In this section, we construct an estimate ρ̂t of the change in the minimizers
ρ using the active learning samples.
1. Estimating One-Step Change
First, we construct estimates ρ̃t for the one-step changes ‖θ∗t−1 − θ∗t ‖ for
t ≥ 2. As a consequence of strong convexity, the following lemma holds.
Lemma 2. Suppose Assumption 2 holds, then






t−1)− LUt(θ∗t ) + LUt−1(θ∗t )− LUt−1(θ∗t−1)
]
. (2.17)
The details of the proof can be found in Appendix A.3.
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Note that we are using the samples generated from the active learning
distribution, i.e., Xk,t ∼ Γ̄t and Yk,t ∼ p(Y |Xk,t, θ∗t ). Thus, based on the idea
of importance sampling [29], we normalize the estimate with the sampling
distribution Γ̄t.
Remark 3. The reason for not using ‖θ̂t − θ̂t−1‖2 as the one-step estimate
of ρ̃t is that we need a conservative estimate of ρ to achieve the target excess
risk. Directly using ‖θ̂t − θ̂t−1‖ will potentially underestimate ρ and select
fewer samples.
2. Combining One-Step Estimates
The simplest way to combine the one-step estimates would be to set ρ́2t =
max{ρ̃22, · · · , ρ̃2t}. However, if the estimate ρ̃ has unbounded support, then
this estimate goes to infinity as t→∞. To avoid this issue, we use a class of
window functions hW : RW → R that are non-decreasing in their arguments
and satisfy E[hW (ρj, · · · , ρj−W+1)] ≥ ρ. For example, hW (ρj, · · · , ρj−W+1) =
W+1
W
max{ρj, · · · , ρj−W+1} satisfies the requirements. The combined estimate
of ρ́2t is computed by applying the function hW to a sliding window of one-step










j−1, · · · , ρ̃2max[j−W+1,2]).
The following theorem characterizes the performance of proposed estimator.












1Note that a choice of rt that is greater than 1/
√
t− 1 in the order sense works here.
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Algorithm 1 Active and Adaptive Sequential Learning
Input: Sample pool St = {x1,t, · · · , xN,t}, the previous estimation θ̂t−1,
ρ̂t−1 and the pre-specified mean tracking accuracy ε.
1: Solve the following semi-definite programming problem








i=1 Γi,t = 1, Γi,t ∈ [0, 1].
2: Choose K∗t based on ρ̂t−1 as in Theorem 2 such that it is the minimum
number of samples required to meet the mean tracking criterion.
3: Generate K∗t samples using the distribution Γ̄t = αtΓ̂
∗
t + (1− αt)Ut on
unlabeled data pool St, where αt ∈ (0, 1). Query their labels and get the
labeled set S ′t = {(xk,t, yk,t)}
K∗t
k=1.
4: Solve the MLE using labeled set S ′t with a SGD algorithm initialized at
θ̂t−1,





5: Update the estimate of ρ̂t for ∀t ≥ 2.
Output: θ̂t, ρ̂t.
for all t large enough, then ρ̂2t , ρ́
2
t + Dt + rt ≥ ρ2 almost surely with a
constant Dt.
The details of the proof can be found in Appendix A.4.
2.4.5 Algorithm
Our active and adaptive sequential learning algorithm is formally presented
in Algorithm 1.
In Step 1, the active sampling distribution is constructed by solving a semi-
definite programming (SDP) problem. Considering the high-computational
complexity for solving SDP with high-dimensional data, we propose an ap-
proximation algorithm for solving the specific SDP problem in our algorithm,
which is provided in the Appendix A.7. Then, we use the minimum sample
size K∗t such that the excess risk bound in (2.5) is satisfied, and actively draw
samples from Γ̄t to estimate θ̂t (Steps 2-4). Note that the distribution Γ̂
∗
t is
modified slightly to Γ̄t in Step 3 to ensure it still has the full support of St.
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Finally, based on the current and previous estimation θ̂t and θ̂t−1, we update
the estimate of the bounded change rate ρ̂t by the estimator proposed in
Theorem 3.
It is easy to see that the active nature of Algorithm 1 comes from the
active sampling distribution, which is constructed by minimizing the Fisher
information ratio as in Step 1. But the adaptivity of Algorithm 1 is more
complex and results from the following three aspects: (1) the sampling
distribution is adaptive to the bounded change through the replacement of
θ∗t with θ̂t−1 in Step 1; (2) the sample size selection rule is adaptive through
the selection of the minimum number of samples required in Step 2; and (3)
the SGD algorithm is adaptive through the initialization by θ̂t−1 in Step 4.
2.5 Experiments
In this section, we present two experiments to validate our algorithm and the
related theoretical results: one is to track a synthetic regression model and
the other is to track the time-varying user preferences in a recommendation
system.
We compare the proposed active and adaptive algorithm in Algorithm 1
with two other algorithms: the randomized active adaptive algorithm, and
the passive adaptive algorithm. The randomized active adaptive algorithm
is different from Algorithm 1 in that the active sampling distribution is
constructed with a random point in Θ instead of the estimate in the previous
time-step θ̂t−1. The passive adaptive algorithm uses a uniform sampling
distribution instead of using the active sampling distribution.
All reported results are averaged over 1000 runs of Monte Carlo trials, and
the number of considered time-steps is 25. We use the estimator defined
in Theorem 3 with window size W = 3 to estimate ρ and set Kt = K
∗
t in
Theorem 2 for all the tested algorithms.
2.5.1 Synthetic Regression
The model of the synthetic regression problem is yt = θ
>
t xt + wt, where the
input variable xt ∼ N (0, 0.1I) is a 20-dimensional Gaussian vector and the
noise wt ∼ N (0, 0.5). We consider learning the parameter θt by minimizing
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the following negative log-likelihood function
`(yk,t|xk,t, θt) = (yk,t − θ>t xk,t)2.
In the simulations, the change of the true minimizers is ρ = 20, and the
target excess risk is ε = 0.1, which is set to be 20% of variance of the noise.
The size of sample pool is Nt = 1.6 × 104. To highlight the time-varying





t samples at the first time-step and keep this time-invariant
regression model for the rest of considered time-steps.
Figure 2.2 shows that using K∗t new samples, all three “adaptive” algo-
rithms satisfy the excess risk criterion and our proposed active and adaptive
learning algorithm outperforms all the other algorithms. The “all samples
up front” algorithm outperforms the other algorithms initially, but it fails
to track the time-varying underlying model after only a few time-steps.
Moreover, the excess risk of the randomized active adaptive algorithm is
almost the same as that of active adaptive algorithm, since the Hessian
matrices in the regression task are independent of θt. In this case, no adaption
in the construction of active sampling distribution is needed, as we mentioned
in Remark 1. Figure 2.3 shows that ρ̂t converges to a conservative estimate of
ρ, which verifies Theorem 3. Moreover, the corresponding number of samples
determined by Theorem 2 is depicted in Figure 2.4, which shrinks adaptively
as ρ̂t converges.
2.5.2 Tracking User Preferences in Recommendation System
We utilize a subset of the Yelp 2017 dataset2 to perform our experiments.
We select the users that have at least 10 ratings from the original dataset to
construct the dataset for this experiment. Our dataset contains ratings of
M = 473 users for N = 858 businesses. By converting the original 5-scale
ratings to a binary label for all businesses with high ratings (4 and 5) as
positive (1) and low ratings (3 and below) as negative (−1), we form the
N ×M binary rating matrix R, which is very sparse with only 2.6% being
observed. We complete the sparse matrix R to make recommendations by
using the matrix factorization method [30]. The rating matrix R can be
2https://www.yelp.com/dataset
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Figure 2.2: Comparison of the
excess risks achieved by different
algorithms in synthetic regression.
Figure 2.3: Comparison of the
estimates of ρ using different
algorithms in synthetic regression.
Figure 2.4: Comparison of the
number of samples used by different
algorithms in synthetic regression.
Figure 2.5: Comparison of the
estimates of ρ using different
algorithms for the Yelp dataset.
Figure 2.6: Comparison of the
excess risks achieved by different
algorithms for the Yelp dataset.
Figure 2.7: Comparison of the
classification errors using different
algorithms for Yelp dataset.
21







where φu and φb are d-dimensional latent vectors representing the preferences
of user u and the properties of business b, respectively. Then, we train φu
and φb with dimension d = 10 for each user and business in the dataset
by minimizing the loss function `(Ru,b|φb, φu) = ln(1 + exp−Ru,bφ
>
u φb) using
the SGD algorithm. With the learned latent vectors, we can complete the
matrix R and make recommendations to customers in a collaborative filtering
fashion [1, 2].
In practice, the preferences of users φu,t may vary with time t, and hence
user features need to be retrained. Considering the fact that acquiring
new ratings of users can be expensive, we apply our active and adaptive
learning algorithm to reduce the number of new samples, while maintaining
the accuracy.
In the following experiment, we use a random subset of {φb} with size
Nt = 400 as our unlabeled data pool, while the remaining serve as a test
set to evaluate the algorithms. To model the bounded time-varying changes
of user preferences φu,t, we start from a randomly chosen user feature and
update it by adding a Gaussian drift with norm bounded by 0.1 at each
time-step. Since we are unable to retrieve the actual answer from a real
user, we generate the labels with the probabilistic model given by (2.19)
with true parameter φu,t instead. Note that one cannot ask a user the same
question twice in a real recommendation system, and therefore we implement
without replacement sampling by querying the labels of the samples having
the largest K∗t values in the active sampling distribution Γ̄t. The target
excess risk ε = 0.75 is set by cross validation, which ensures that the error
rate (percentage of errors on the test set) is smaller than 10%.
Figure 2.5 shows that ρ̂t converges to a conservative estimate of ρ after two
time-steps.3 Figure 2.6 and Figure 2.7 show that Algorithm 1 significantly
outperforms the other algorithms in both excess risk and error rate. A
comparison between the randomized active adaptive algorithm and the active
adaptive algorithm demonstrates the importance of adapting to the previous
estimate in the construction of active sampling distribution. This is because
3Note that when ρ converges, the corresponding sample size converges to K∗t = 26.
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the Hessian matrices of logistic regression are functions of θt, and hence the
sampling distribution generated by the active and adaptive algorithm selects
the most informative samples.
2.6 Summary
In this chapter, we proposed an active and adaptive learning framework to
solve a sequence of learning problems, which guarantees a bounded excess risk
for each individual learning task when the number of time-steps is sufficiently
large. We tested the proposed algorithm on a synthetic regression problem,
and further applied it to a recommendation system that tracks changes in
the preferences of the customers.
We note that this framework can be generalized by using other active
learning algorithms (e.g., the algorithms in [2]), where similar per time-step
excess risk guarantees can be established.
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CHAPTER 3
MODEL CHANGE DETECTION WITH
APPLICATION TO MACHINE LEARNING
Model change detection is studied in this chapter, in which there are two
sets of samples that are independently and identically distributed (i.i.d.)
according to a pre-change probabilistic model with parameter θ, and a post-
change model with parameter θ′, respectively. The goal is to detect whether
the change in the model is significant, i.e., whether the difference between the
pre-change parameter and the post-change parameter ‖θ−θ′‖2 is larger than a
pre-determined threshold ρ. The problem is considered in a Neyman-Pearson
setting, where the goal is to maximize the probability of detection under a
false alarm constraint. Since the generalized likelihood ratio test (GLRT) is
difficult to compute in this problem, we construct an empirical difference
test (EDT), which approximates the GLRT and has low computational
complexity. Moreover, we provide an approximation method to set the
threshold of the EDT to meet the false alarm constraint. Experiments
with linear regression and logistic regression are conducted to validate the
proposed algorithms.
3.1 Introduction
We study the model change detection problem, where two sets of samples
are independently and identically distributed (i.i.d.) according to a pre-
change probabilistic model with parameter θ, and a post-change probabilistic
model with parameter θ′, respectively. The goal is to determine whether the
change in the model is significant or not. We formulate the problem in a
Neyman-Pearson setting, and adopt the `2 distance between the parameters
to measure the change between the models. More specifically, our goal is to
construct a test to detect whether ‖θ − θ′‖2 is larger than a pre-determined
threshold ρ, while satisfying a false alarm constraint.
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This problem is motivated in part by the recent works on active and
adaptive sequential learning [11, 25, 26], where the machine learning models
learned in previous time-steps are used adaptively to improve the accuracy
and data-efficiency in the next time-step. A key step in applying these
adaptive sequential learning methods is the detection of an abrupt or large
model change, since adapting to the previous model if it is significantly
different from the current one could deteriorate performance. A specific
application in this context is the detection of a shift of user preferences in
personalized recommendation systems [1,2]. In addition, we believe that our
model change detection formulation can be applied in transfer learning [15]
to determine whether two machine learning tasks are transferable.
We note that our model change detection problem is different from
the quickest change detection problem studied in [31, 32]. There a linear
regression model changes at an unknown point in time, and the goal is to
detect the change as soon as possible with streaming data. We are interested
in detecting whether the change in the model is significant, given sets of
samples from the pre- and post-change models.
A standard method for solving a composite hypothesis testing problem
such as the model change detection problem under consideration is the
generalized likelihood ratio test (GLRT). However, the maximum likelihood
estimates of θ and θ′ required in the GLRT are difficult to compute under the
constraint ‖θ − θ′‖2 ≤ ρ in this case. Our first contribution is to propose an
empirical difference test (EDT), which approximates the GLRT and has low
computational complexity. Moreover, we provide an approximation method
to set the threshold in the proposed EDT, which ensures a bound on the
worst-case false alarm probability. We validate our results using experiments
involving linear regression and logistic regression.
This chapter has appeared in part as [33].
3.2 Problem Model
We use lower-case letters to denote scalars and vectors, and use upper-case
letters to denote random variables and matrices. We use λmax(A) and λmin(A)
to denote the largest and the smallest eigenvalues of matrix A, respectively,
and Tr(A) to denote the trace of a square matrix A. All logarithms are the
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natural ones.
We consider the model change detection problem in the following setting.
We are given two datasets S = {z1, · · · , zn} and S ′ = {z′1, · · · , z′n′} with
samples z drawn from some instance space Z. In addition, we are given
a parameterized family of distribution models M = {p(z|θ), θ ∈ Rd}. We
assume that there exist two unknown parameters θ, θ′ ∈ Rd, such that the
datasets S and S ′ are independently generated from the following pre-change
and post-change models, respectively,
Zi ∼ p(zi|θ), zi ∈ S, and Z′j ∼ p(z′i|θ′), z′j ∈ S ′. (3.1)
Our goal is to construct a computational efficient test to decide between
the following two hypotheses:
H0 : (θ, θ
′) ∈ χ0 , {(θ, θ′)| ‖θ − θ′‖2 ≤ ρ},
H1 : (θ, θ
′) ∈ χ1 , {(θ, θ′)| ‖θ − θ′‖2 > ρ},
(3.2)
where ρ is a constant determined by the specific applications.
Let δ : Zn × Zn′ → {0, 1} denote the decision rule for the model change
detection problem. Then the probabilities of false alarm and correct detection
can be written as
PF(δ, θ, θ
′) , P(θ,θ′){δ(S, S ′) = 1}, ∀(θ, θ′) ∈ χ0, (3.3)
PD(δ, θ, θ
′) , P(θ,θ′){δ(S, S ′) = 1}, ∀(θ, θ′) ∈ χ1, (3.4)
where P(θ,θ′) denotes the probability measure for the data conditioned on the
model parameter (θ, θ′).
Note that in (3.2), both the null hypothesis and the alternative hypothesis





′), ∀(θ, θ′) ∈ χ1
s.t. PF(δ, θ, θ
′) ≤ α, ∀(θ, θ′) ∈ χ0.
(3.5)
As seen in (3.5), our goal is to construct a test that maximizes the detection
probability for all (θ, θ′) ∈ χ1, and satisfies the false alarm constraint for all
(θ, θ′) ∈ χ0. The solution to (3.5) if it exists is said to be a uniformly most
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powerful (UMP) test.
Since zi and z
′









to denote the negative log-likelihood functions with the pre-change dataset
S and post-change dataset S ′, respectively. Then, the maximum likelihood
estimates (MLE) of θ and θ′ can be written as
θ̂ML , arg minL(θ), θ̂
′
ML , arg minL
′(θ). (3.7)
In addition, we denote the Hessian matrices of L(θ) and L′(θ) as H(θ) ,
∇2θL(θ), and H ′(θ) , ∇2θL′(θ).
3.3 Empirical Difference Test
3.3.1 Generalized Likelihood Ratio Test
In general, a UMP solution to the composite hypothesis testing problem
in (3.5) may not exist, and may be difficult to find even if it exists. An
alternative approach is to apply the GLRT. The generalized log-likelihood
ratio (GLR) is given by
















If LG(S,S ′) does not have point masses under either H0 or H1, the GLRT
has the following structure
δGL(S,S ′) =
1, if LG(S,S ′) ≥ τ0, if LG(S,S ′) < τ, (3.9)
where τ is the threshold for the GLR statistics determined by the false alarm
constraint α.
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For the conciseness, we define
(θ̂1, θ̂
′
1) , arg min
(θ,θ′)∈χ1
L(θ) + L′(θ′), (3.10)
(θ̂0, θ̂
′
0) , arg min
(θ,θ′)∈χ0
L(θ) + L′(θ′). (3.11)
Then, the generalized log-likelihood ratio can be written as
LG(S,S ′) = L(θ̂0) + L′(θ̂′0)− L(θ̂1)− L′(θ̂′1). (3.12)





0) in (3.10) are hard to compute. In the following section, we propose
an empirical difference test which approximates the GLRT and has reduced
the computational complexity.
3.3.2 Empirical Difference Test
We need the following conditions to proceed with our analysis and establish
the asymptotical normality of the MLEs [27].
Assumption 4. Regularity conditions for MLE
1. Smoothness: L(θ) and L′(θ) have first, second and third derivatives
for all θ.
2. Strong Convexity: For all θ, H(θ) and H ′(θ) are positive definite.
3. Boundedness: For all θ, the largest eigenvalues of H(θ) and H ′(θ)
are upper bounded by λM .
We note that the MLEs (θ̂ML, θ̂
′
ML) belong to either χ0 or χ1. If (θ̂ML, θ̂
′
ML) ∈
χ1, i.e., (θ̂1, θ̂
′
1) = (θ̂ML, θ̂
′
ML), we have LG(S,S ′) = L(θ̂0)−L(θ̂ML) +L′(θ̂′0)−
L′(θ̂′ML) > 0.
In addition, the worst-case false alarm probability of GLRT is given by
max(θ,θ′∈χ0) P(θ,θ′){LG(S,S ′) ≥ τ}, which we wish to upper bounded by α.
Note that LG(S,S ′) > 0 when (θ̂ML, θ̂′ML) ∈ χ1 holds. In the following,
we focus on the case where α < max(θ,θ′∈χ0) P(θ,θ′){LG(S,S ′) ≥ 0}, i.e., a
relatively small false alarm constraint α. Thus, we just need to study the
false alarm probability of GLRT when (θ̂ML, θ̂
′




ML) ∈ χ1, it is difficult to solve for (θ̂0, θ̂′0) in (3.10) exactly.
However, we can construct an upper bound for the GLR by approximating
(θ̂0, θ̂
′
0) using a linear combination of (θ̂ML, θ̂
′




θ̃0 = θ̂ML +
µ∆θ̂
‖∆θ̂‖2




where µ ∈ [0, ‖∆θ̂‖2− ρ] denotes the distance between θ̃0 and θ̂ML. It can be
verified that (θ̃0, θ̃
′
0) ∈ χ0. Then, the GLR in (3.12) can be upper bounded
as
LG(S,S ′) = L(θ̂0) + L′(θ̂′0)− L(θ̂1)− L(θ̂′1)





(θ̂1 − θ̃0)>H(θ̃)(θ̂1 − θ̃0) +
1
2


























where (a) follows from the Taylor’s theorem, θ̃ and θ̃′ denote the parameters
in the corresponding remainders; and (b) follows from the fact that H(θ̃) and
H ′(θ̃′) are positive definite and ∆θ̂
>
‖∆θ̂‖2
is a unit vector. Note that λmax(H(θ̃))
and λmax(H
′(θ̃′)) are bounded by λM in Assumption 4. Hence,














for (θ, θ′) ∈ χ0. The false alarm probability of GLRT can be upper bounded
by the probability that the empirical difference ‖∆θ̂‖2 is larger than another





≤ α for all (θ, θ′) ∈ χ0, which is independent of the unknown quantities
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µ and λM .
Thus, we propose the following empirical difference test with the following
structure to approximate the GLRT,
δED =
1, if ‖∆θ̂‖2 ≥ η0, if ‖∆θ̂‖2 < η. (3.16)
The benefits for using δED are twofold: (1) Instead of constructing the
more complicated GLR statistics, our EDT only requires the computation of
the empirical difference ∆θ̂ between the MLEs, which is more tractable in
practice. (2) The distribution of the empirical difference ∆θ̂ is asymptotically
Gaussian, which facilitates the setting of the threshold η to meet the false
alarm constraint α.
3.4 Approximation for Setting Test Threshold
In this section, we provide a method based on a χ2 approximation [34] to set
the threshold η in the EDT.
Since θ̂ML and θ̂
′
ML are the MLEs of θ and θ




d.−→ N (0, I−1θ ),
√
n′(θ̂′ML − θ′)
d.−→ N (0, I−1θ′ ),
from the asymptotical normality of MLE [27], where Iθ denotes the Fisher
information matrix of the probabilistic model p(z|θ). Thus, we can approx-








. In practice, Iθ and Iθ′ can be estimated by replacing
θ and θ′ with the corresponding MLEs θ̂ML and θ̂
′
ML, respectively.
To satisfy the false alarm constraint in (3.5), we need to set the threshold
ηα based on the following equation in the EDT,
max
θ,θ′∈χ0
P(θ,θ′){‖∆θ̂‖2 ≥ η2α} = α. (3.17)
The following theorem characterizes the distribution of ‖∆θ̂‖2 that results
from the Gaussian approximation.
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Theorem 4. Suppose ∆θ ∼ N (θ′ − θ,Σ∆θ), and the covariance matrix
Σ∆θ has the eigen-decomposition Σ∆θ = P
>ΛP , where Λ = diag(λ1, · · · , λd)






where Ui ∼ N (0, 1), and b = (
√
Λ)−1(θ′ − θ).
The distribution of ‖∆θ‖2 is a linear combination of independent non-
central chi-squared random variables with degree of freedom of one, which
does not have a simple closed form [35]. We therefore propose the following














for (θ, θ′) ∈ χ0, and
∑d
i=1(Ui + bi)
2 is a non-central chi-squared χ2(k, γ)





i ≤ ρ2/λmin(Σ∆θ), where the inequality follows from the fact











b2i ) ≥ η2/λmax(Σ∆θ)
}
. (3.20)
We can set the threshold η̃α with the χ




χ2(d, ρ2/λmin(Σ∆θ)) ≥ η̃2α/λmax(Σ∆θ)
}
= α (3.21)
to ensure that the false alarm probability is bounded by α.
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3.5 Numerical Results
In this section, we evaluate the performance of the proposed empirical
difference test δED in linear regression and logistic regression models.
Linear regression model: The datasets S and S ′ are generated from the
linear model y = Xθ+ξ, where X ∈ Rn×d denotes the input variable, y ∈ Rn
denotes the response variable and θ ∈ Rd denotes the weight vector. We
assume that all the elements in noises ξ ∈ Rn are i.i.d. zero mean Gaussian
random variables generated from N (0, σ2). Then, the Fisher information
matrix Iθ = XX
>/σ2 is independent of θ. In the simulations, we set the
dimension d = 10, the number of samples n = n′ = 40, σ2 = 1 and ρ = 1.




1 + exp(−yix>i θ)
, ∀(xi, yi) ∈ S, (3.22)
where xi ∈ Rd denotes the feature vector, yi ∈ {±1} denotes the label, and




1 + exp(x>i θ)
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In the simulations, we choose dimension d = 5, the number of samples n =
n′ = 60, and set ρ such that the angle between θ and θ′ is π
4
.
To illustrate the performance of the proposed algorithms, we plot the
probability P(θ,θ′){δ = 1} as a function of ‖θ − θ′‖2 in all three figures,
where the normalized model change ‖θ − θ′‖/ρ ranges from 0 to 2. Note
that when ‖θ − θ′‖2 < ρ, i.e., (θ, θ′) ∈ χ0, P(θ,θ′){δ = 1} denotes the
false alarm probability PF(δ) (in the left side of the figures). In contrast,
when ‖θ − θ′‖2 > ρ, (θ, θ′) ∈ χ1 and P(θ,θ′){δ = 1} denotes the detection
probability PD(δ) (in the right side of the figures). Thus, the plot of
P(θ,θ′){δ = 1} provides us with an illustration of the test performance under
both hypotheses with different model parameters.
To verify the approximation of the GLRT with the proposed EDT, we first
compare the performance of these tests for the linear regression model (the
GLRT is not computationally feasible for logistic regression) for two values
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Figure 3.1: Comparison of the performances of the GLRT and EDT for the
linear regression model.
Figure 3.2: Comparison of the performance of EDT with the threshold ηα
and the χ2 approximation η̃α, for the linear regression model with α = 0.1.
Figure 3.3: Comparison of the performance of EDT with the threshold ηα
and the χ2 approximation η̃α, for the logistic regression model with α = 0.1.
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of the false alarm constraint α = 0.1 and α = 0.3. The thresholds of these
tests ηα are set using 1000 runs of Monte-Carlo simulations such that the
false alarm probabilities are equal to α as in (3.17). It is shown in Figure
3.1 that the difference between the performance of EDT and that of GLRT
is negligible with only n = n′ = 40 samples, which justifies the use of EDT.
We note that when ‖θ− θ′‖/ρ = 1, it is impossible to distinguish H0 and H1
even if the number of samples n and n′ go to infinity, i.e., the probabilities
of false alarm and detection are both equal to α in this case.
Figure 3.2 and Figure 3.3 compare the performance of EDT with the
threshold ηα computed by 1000 runs of Monte-Carlo simulations in (3.17),
and the threshold η̃α set by the proposed χ
2 approximation in (3.21),
respectively, when α = 0.1. It can be observed that in both linear regression
and logistic regression cases, the non-central chi-squared approximation in
(3.21) provides conservative estimates of the test thresholds η, thereby
ensuring that the false alarm constraint is met.
3.6 Summary
In this chapter, the empirical difference test is proposed to solve the model
change detection problem. The main intuition of the EDT is that the change
in the models can be captured by the change in the model parameters when
the log-likelihood function is convex. In the future, we will study the model
change detection problem in more general settings, e.g., non-convex models,





BOUNDS ON GENERALIZATION ERROR
In this chapter, a mutual information-based upper bound on the general-
ization error of a supervised learning algorithm is derived. The bound is
constructed in terms of the mutual information between each individual train-
ing sample and the output of the learning algorithm, which requires weaker
conditions on the loss function, but provides a tighter characterization of the
generalization error than existing studies. Examples are further provided
to demonstrate that the bound derived here is tighter, and has a broader
range of applicability. Application to noisy and iterative algorithms, e.g.,
stochastic gradient Langevin dynamics (SGLD), is also studied, where the
constructed bound provides a tighter characterization of the generalization
error than existing results.
This chapter has appeared in part as [36].
4.1 Introduction
Consider an instance space Z, a continuous hypothesis space W , and a non-
negative loss function ` :W×Z → R+. A training dataset S = {Z1, · · · , Zn}
consists of n i.i.d samples Zi ∈ Z drawn from an unknown distribution µ.
The goal of a supervised learning algorithm is to find an output hypothesis
w ∈ W that minimizes the population risk :
Lµ(w) , EZ∼µ[`(w,Z)]. (4.1)
In practice, µ is unknown, and thus Lµ(w) cannot be computed directly.









A learning algorithm can be characterized by a randomized mapping from the
training dataset S to a hypothesis W according to a conditional distribution
PW |S. The generalization error of a supervised learning algorithm is the
expected difference between the population risk of the output hypothesis
and its empirical risk on the training dataset:
gen(µ, PW |S) , EW,S[Lµ(W )− LS(W )], (4.3)
where the expectation is taken over the joint distribution PS,W = PS⊗PW |S.
The generalization error is used to measure the extent to which the learning
algorithm overfits the training data.
Traditional ways of bounding the generalization error can be categorized
into two groups: (1) by measuring the complexity of the hypothesis spaceW ,
e.g., VC dimension and Rademacher complexity [37]; and (2) by exploring
properties of the learning algorithm, e.g., uniform stability [38]. Recently, it
was proposed in [39] and further studied in [3] and [40] that the metric of
mutual information can be used to develop upper bounds on the generaliza-
tion error of a learning algorithm. Such an information-theoretic framework
can handle a broader range of problems, e.g., problems with unbounded loss
function. More importantly, it offers an information-theoretic point of view
on how to improve the generalization capability of a learning algorithm.
In this chapter, we follow the information-theoretic framework in [3,39,40].
Our main contribution is a tighter upper bound on the generalization error
using the mutual information I(Zi;W ) between an individual training sample
Zi and the output hypothesis W of the learning algorithm. We show that
compared to existing studies, our bound has a broader applicability, and can
be considerably tighter.
4.1.1 Main Contributions and Comparison to Related Works
The following lemma from [3] provides an upper bound on the generalization
error using the mutual information I(S;W ) between the training dataset S
and the output hypothesis W .
Lemma 3. [3, Theorem 1] Suppose `(w,Z) is R-sub-Gaussian1 under Z ∼ µ
1A random variable X is R-sub-Gaussian if logE[eλ(X−EX)] ≤ R
2λ2
2 , ∀λ ∈ R.
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for all w ∈ W, then





This mutual information-based bound in (4.4) is related to the on-average
stability [4], and quantifies the overall dependence between the output of
the learning algorithm and its input dataset using I(S;W ). By further
exploiting the structure of the hypothesis space and the dependency between
the algorithm input and output, the authors of [40] combined the chaining
and mutual information methods, and obtained a tighter bound on the
generalization error.
However, the bound in Lemma 3 and the chaining mutual information
(CMI) bound in [40] both suffer from the following two shortcomings. First,
for empirical risk minimization (ERM), if W is the unique minimizer of LS(w)
in W , the mutual information I(S;W ) = ∞. It can be shown that both
bounds are not tight in this case. Second, both bounds assume that `(w,Z)
has a bounded cumulant generating function (CGF) under Z ∼ µ for all
w ∈ W , which may not hold for many problems.
In this chapter, we get around these shortcomings by combining the
idea of algorithmic stability [4, 5] and the information-theoretic framework.
Specifically, an algorithm is stable if the output hypothesis does not change
too much with the replacement of any individual training sample, and if
an algorithm is stable, then it generalizes well [4, 5]. Motivated by these
facts, we tighten the mutual information-based generalization error bound
by considering the individual sample mutual information (ISMI) I(W ;Zi).
Compared with the bound in Lemma 3, and the CMI bound in [40], the
ISMI bound is applicable to a broader range of problems, and provides a
tighter characterization of the generalization error. We also comprehensively
study three examples, and compare the ISMI bound with existing results to
demonstrate its superiority.
4.2 Preliminaries
We use upper letters to denote random variables, and calligraphic upper
letters to denote sets. For a random variable X generated from a distribution
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µ, we use EX∼µ to denote the expectation taken over X with distribution µ.
We write Id to denote the d-dimensional identity matrix. All logarithms are
natural ones.
The cumulant generating function (CGF) of a random variable X is defined
as ΛX(λ) , logE[eλ(X−EX)]. It can be verified that ΛX(0) = Λ′X(0) = 0, and
that ΛX(λ) is convex if it exists.
Definition 1. For a convex function ψ defined on the interval [0, b), where




The following lemma characterizes the property of Legendre dual and its
inverse function.
Lemma 4. [41, Lemma 2.4] Assume that ψ(0) = ψ′(0) = 0. Then ψ∗(x)
defined above is a non-negative convex and non-decreasing function on [0,∞)
with ψ∗(0) = 0. Moreover, its inverse function ψ∗−1(y) = inf{x ≥ 0 :










by Lemma 4, ψ∗−1(y) =
√
2R2y.
4.3 Bounding Generalization Error via I(W ;Zi)
In this section, we first generalize the decoupling lemma in [3, Lemma 1] to
a more general setting, and then tighten the bound on generalization error
via I(W ;Zi).
4.3.1 General Decoupling Estimate
Consider a pair of random variables W and Z with joint distribution PW,Z .
Let W̃ be an independent copy of W , and Z̃ be an independent copy of Z,
such that PW̃ Z̃ = PW⊗PZ . Suppose f :W×Z → R is a real-valued function.
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If the CGF Λf(W̃ ,Z̃)(λ) of f(W̃ , Z̃) is upper bounded for λ ∈ (b−, b+), we have
the following theorem.
Theorem 5. Assume that
Λf(W̃ ,Z̃)(λ) ≤ ψ+(λ), for λ ∈ (0, b+),
and Λf(W̃ ,Z̃)(λ) ≤ ψ−(−λ), for λ ∈ (b−, 0)
under distribution PW̃ Z̃ = PW ⊗ PZ, where 0 < b+ ≤ ∞ and −∞ ≤ b− < 0.
Suppose that ψ+(λ) and ψ−(λ) are convex, and ψ+(0) = ψ
′
+(0) = ψ−(0) =
ψ′−(0) = 0. Then,










Proof. Consider the Donsker-Varadhan variational representation of the







where the supremum is over all measurable functions
G = {g : X → R, s.t. EQ[eg(X)] <∞},
and the equality is achieved when g = log P
Q
. It then follows that ∀λ ∈ [0, b+),
D(PW,Z‖PW ⊗ PZ) ≥ E[λf(W,Z)]− logE[eλf(W̃ ,Z̃)]
≥ λ(E[f(W,Z)]− E[f(W̃ , Z̃)])− ψ+(λ), (4.10)
where the last inequality follows from the assumption that
logE[eλ(f(W̃ ,Z̃)−Ef(W̃ ,Z̃))] ≤ ψ+(λ), ∀λ ∈ [0, b+). (4.11)
Similarly, ∀λ ∈ (b−, 0], it follows that
D(PW,Z‖PW ⊗ PZ) ≥ λ(E[f(W,Z)]− E[f(W̃ , Z̃)])− ψ−(−λ). (4.12)
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If λ ∈ [0, b+),









and if λ ∈ (b−, 0],









where the equalities in (4.13) and (4.14) follow from Lemma 4.
Theorem 5 provides a more general characterization of the decoupling
estimate than existing results. Specifically, it is assumed that the CGF
of f(w,Z) is bounded for all w ∈ W in [3, Lemma 1] and [42, Theorem
2], whereas in Theorem 5, it is only assumed that the CGF of f(W̃ , Z̃) is
bounded in expectation under PW ⊗ PZ .
4.3.2 Individual Sample Mutual Information Bound
Motivated by the idea of algorithmic stability, which measures how much
an output hypothesis changes with the replacement of an individual train-
ing sample, we construct an upper bound on the generalization error via
I(W ;Zi).
Theorem 6. Suppose `(W̃ , Z̃) satisfies Λ`(W̃ ,Z̃)(λ) ≤ ψ+(λ) for λ ∈ [0, b+),
and Λ`(W̃ ,Z̃)(λ) ≤ ψ−(−λ) for λ ∈ (b−, 0] under PZ̃,W̃ = µ ⊗ PW , where
0 < b+ ≤ ∞ and −∞ ≤ b− < 0. Then,





















Proof. The generalization error can be written as follows:






EW,Z [`(W, Z̃)]− EW,Zi [`(W,Zi)]
)
,
where W and Zi in the second term are dependent with PW,Zi = µ⊗ PW |Zi ,
and W and Z̃ in the first term are independent with the same marginal
distributions. Applying Theorem 5 completes the proof.
Proposition 1 shows that the ISMI bound is always tighter than the bound
in Lemma 3.
Proposition 1. Suppose `(w,Z) is R-sub-Gaussian under Z ∼ µ for all
w ∈ W, then











Proof. It is clear that if `(w,Z) is R-sub-Gaussian under Z ∼ µ for all
w ∈ W , then `(W̃ , Z̃) is also R-sub-Gaussian. For R-sub-Gaussian random





inequality then follows from Theorem 6.








where Zj = {Z1, · · · , Zj}, and the last step follows by the fact that Zi and
Zi−1 are independent. Applying Jensen’s inequality completes the proof.
Remark 4. If ψ∗−1+ (y) and ψ
∗−1
− (y) are concave, it can be shown that the
ISMI bound in Theorem 6 is also tighter than the bound using I(S;W ) in [42].
4.4 Examples with Infinite I(W ;S)
In this section, we consider two examples with infinite I(W ;S). We show that
for these two examples, the upper bound on generalization error in Lemma
3 blows up, whereas the ISMI bound in Theorem 6 still provides an accurate
approximation.
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4.4.1 Estimating the Mean
We first consider the problem of learning the mean of a Gaussian random
vector Z ∼ N (µ, σ2Id), which minimizes the mean square error `(w,Z) ,
E‖w−Z‖22. The empirical risk with n i.i.d. samples is LS(w) , 1n
∑n
i=1 ‖w−




i=1 Zi, which is deterministic given S. Its generalization error can
be computed exactly as follows:




The bound in Lemma 3 is not applicable here due to the following two
reasons: (1) W is a deterministic function of S, and hence I(S;W ) = ∞;
and (2) since Z is a Gaussian random vector, the loss function `(w,Z) =
‖w − Z‖22 is not sub-Gaussian. Specifically, the variance of the loss function
`(w,Z) diverges as ‖w‖2 → ∞, which implies that a uniform upper bound
on Λ`(w,Z)(λ), ∀w ∈ Rd does not exist.
Both of these issues can be solved by applying the ISMI bound in Theorem
6. Since W ∼ N (µ, σ2Id
n
), the mutual information between each individual








, i = 1, · · · , n. (4.19)
In addition, since W ∼ N (µ, σ2Id
n




, and χ2d denotes the chi-squared distribution with d
degrees of freedom. Then, the CGF of `(W̃ , Z̃) is









Since W is the ERM solution, it follows that gen(µ, PW |S) ≥ 0. We only need
to consider the case λ < 0. It can be shown that
Λ`(W̃ ,Z̃)(λ) ≤ dσ
4
`λ
2 , ψ−(−λ), λ < 0. (4.20)
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Then, ψ∗−1− (y) = 2
√
dσ4`y. Combining the results in (4.19), we have








As n → ∞, the above bound is O( 1√
n
), which is usually the case when one
applies bounding techniques based on the VC dimension [37], and algorithmic
stability [38].
4.4.2 Gaussian Process
In this section, we revisit the example studied in [40]. Let W = {w ∈ R2 :
‖w‖2 = 1}, and Z ∼ N (0, I2) be a standard normal random vector in R2.
The loss function is defined to be the following Gaussian process indexed by
w:
`(w,Z) , −〈w,Z〉, ∀w ∈ W . (4.22)
Note that the loss function `(w,Z) is sub-Gaussian with parameter R = 1 for
all w ∈ W . In addition, the output hypothesis w ∈ W can also be represented
equivalently using the phase of w. In other words, we can let φ be the unique
number in [0, 2π) such that w = (sinφ, cosφ). For this problem, the empirical
risk of a hypothesis w ∈ W is given by LS(w) = − 1n
∑n
i=1〈w,Zi〉.
We consider two learning algorithms which are the same as the ones in [40].
The first is the ERM algorithm:
W = arg min
φ∈[0,2π)


















⊕ ξ (mod 2π), (4.24)
where the noise ξ is independent of S, and has an atom with probability mass
ε at 0, and probability 1 − ε uniformly distributed on (−π, π). Due to the
symmetry of the problem, W and W ′ are uniformly distributed over [0, 2π).
For this example, the generalization error of W can be computed exactly
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as follows:



















). For the second algorithm W ′, since the noise ξ is independent
from S, it follows that





The bound via I(W ;S) in Lemma 3 is not applicable, since W is deter-
ministic given S and I(W ;S) = ∞. Moreover, for the second algorithm
W ′,
I(W ′;S) = h(W ′)− h(W ′|S) = log 2π − h(ξ) =∞, (4.27)
since ξ has a singular component at 0, and h(ξ) = −∞.
Applying the ISMI bound in Theorem 6 to the ERM algorithm W , we
have that
I(W,Zi) = h(W )− h(W |Zi) = log 2π − h(W |Zi)
= log 2π − EZi [h(W |Zi = zi)]. (4.28)
Note that given Zi = zi, the ERM solution










which depends on the other samples Zj, j 6= i. Moreover, it can be shown that





I2) in polar coordinates. Due to symmetry, we can always rotate the
polar coordinates, such that zi = (r, 0), where r ∈ R+ is the Euclidian norm

















where Q(x) is the tail distribution function of the standard normal distribu-
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Figure 4.1: Comparison of generalization bounds for the ERM algorithm.
Figure 4.2: Comparison of different generalization bounds for the ERM
algorithm with an additive noise.
tion. Since the norm of Zi has a Rayleigh distribution with unit variance, it
then follows that





∣∣‖Zi‖ = r))]. (4.31)
Applying Theorem 6, we obtain









Similarly, we can compute the ISMI bound for W ′.
Numerical comparisons are presented in Figure 4.1 and Figure 4.2. In both
figures, we plot the ISMI bound, the CMI bound in [40], and the true values
of the generalization error, as functions of the number of samples n. In Figure
4.1, we compare these bounds for the ERM solution W . Note that the CMI
bound reduces to the classical chaining bound in this case. In Figure 4.2,
we evaluate these bounds for the noisy algorithm W ′ with ε = 0.05. Both
figures demonstrate that the ISMI bound is closer to the true values of the
generalization error, and outperforms the CMI bound significantly.
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4.5 Noisy, Iterative Algorithms
In this section, we apply the ISMI bound in Theorem 6 to a class of noisy,
iterative algorithms, specifically, stochastic gradient Langevin dynamics
(SGLD).
4.5.1 SGLD Algorithm
Denote the parameter vector at iteration t by W(t) ∈ Rd, and let W(0) ∈ W
denote an arbitrary initialization. At each iteration t ≥ 1, we sample a
training data point ZU(t) ∈ S, where U(t) ∈ {1, ..., n} denotes the random
index of the sample selected at iteration t, and compute the gradient
∇`(W(t−1), ZU(t)). We then scale the gradient by a step size η(t) and perturb
it by isotropic Gaussian noise ξ ∼ N (0, Id). The overall updating rule is as
follows [43]:
W(t) = W(t−1) − η(t)∇`(W(t−1), ZU(t)) + σ(t)ξ, (4.33)
where σ(t) controls the variance of the Gaussian noise.
For t ≥ 0, let W (t) , {W(1), · · · , W(t)} and U (t) , {U(1), · · · , U(t)}. We
assume that the training process takes K epochs. For the k-th training epoch,
i.e., from ((k − 1)n+ 1)-th to kn-th iterations, all training samples in S are
used exactly once. The total number of iterations is T = nK. The output of
the algorithm is W = W(T ).
In the following, we use the same assumptions as in [44].
Assumption 5. `(w,Z) is R-sub-Gaussian with respect to Z ∼ µ, for every
w ∈ W.
Assumption 6. The gradients are bounded, i.e., supw∈W,z∈Z ‖∇`(W, z)‖2 ≤
L, for some L > 0.
In [44], the following bound was obtained by upper bounding I(W ;S) in
Lemma 3.
Lemma 5. [44, Corollary 1] The generalization error of the SGLD algorithm
is bounded by










4.5.2 ISMI Bound for SGLD
To apply the ISMI bound for SGLD, we modify the result in Theorem 6 by



















2R2I(W ;Zi|U (T ) = u(T ))
)
, (4.35)
where U denotes the set of all possible sample paths.
Let Ti(u(T )) denote the set of iterations for which samples Zi is selected
for a given sample path u(T ). Using the chain rule of mutual information, we
have
I(W ;Zi|U (T ) = u(T ))








I(Zi;W(τ)|W(τ−1), U (T ) = u(T )), (4.36)
where the last equality is due to the fact that given u(T ) and W(τ−1), Zi is
independent of W(τ), if τ /∈ Ti(u(T )). For τ ∈ Ti(B(T )), i.e., if Zi is selected
at iteration τ , we have
I(Zi;W(τ)|W(τ−1), U (T ) = u(T ))
= h
(













where the last step follows from Assumption 6 and the fact that ξ is an
independent Gaussian noise as in [44].
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Combining with (4.35), it follows that













where we remove the log term by using log(1 + x) ≤ x.
4.5.3 Discussion
As in [44], we set η(t) =
c
t
, and σ(t) =
√
ηt. Then,










































c log(K − 1) + c+ o(log logK)
)
,
where (a) follows from the sampling scheme that all samples are used exactly





≤ log(K) + 1; and (c)






+ 1 + log(K − 1)dx.
Comparing with the bound in [44],




c log(nK) + c, (4.39)







RISK IMPROVEMENT WITH MODEL
COMPRESSION
In this chapter, we show that model compression can improve the population
risk of a pre-trained model, by studying the tradeoff between the decrease
in the generalization error and the increase in the empirical risk with model
compression. We first prove that model compression reduces an information-
theoretic bound on the generalization error; this allows for an interpretation
of model compression as a regularization technique to avoid overfitting. We
then characterize the increase in empirical risk with model compression using
rate distortion theory. We show through a linear regression example that such
a decrease in population risk due to model compression is indeed possible.
Our theoretical results further suggest that the Hessian-weighted K-means
clustering compression approach can be improved by regularizing the distance
between the clustering centers. We provide experiments with neural networks
to support our theoretical assertions.
This chapter has appeared in part as [45].
5.1 Introduction
The recent success of deep neural networks has dramatically boosted the
applications of machine learning [6, 46, 47]. However, implementing a deep
neural network model on resource-limited devices becomes increasingly diffi-
cult, as deep neural networks usually have a large number of parameters. For
example, for the problem of image classification, it takes over 200MB to save
the parameters of AlexNet [6], and more than 500MB for VGG-16 net [7].
It is difficult to port such large models to mobile devices and embedded
systems, due to their limited storage, bandwidth, energy and computational
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resources.
For this reason there has been a flurry of recent work on compressing
the parameters of deep neural networks (see [48–50] for recent surveys).
Existing studies mainly focus on designing compression algorithms to reduce
the memory and computational cost, while keeping the same population risk.
However, in some recent works [8–10], it has been observed empirically that
the population risk of the compressed model can sometimes be better than
that of the original model. This phenomenon is counterintuitive at a first
glance, since compression generally leads to information loss.
Indeed, as neural networks are usually trained by minimizing the empirical
risk, a compressed model has a larger empirical risk than the original
one. Despite this fact, model compression could possibly improve the
generalization error, since it can be interpreted as a regularization technique
to avoid overfitting. As the population risk is the sum of the empirical
risk and the generalization error, it is possible for the population risk to be
reduced by model compression.
5.1.1 Contributions
We provide an information-theoretic explanation for the population risk
improvement with model compression by characterizing the tradeoff between
generalization error and empirical risk. Specifically, we focus on the case
where the model is compressed based on a pre-trained model.
We first prove that model compression tightens the information-theoretic
generalization error bound in [5], and it can therefore be interpreted as
a regularization method to reduce overfitting. Furthermore, we define
the distortion as the difference in the empirical risk between the original
and compressed models, and use rate distortion theory to characterize the
distortion as a function of the number of bits R used to describe the model. If
the decrease in generalization error exceeds the increase in empirical risk, the
population risk can be improved. An empirical illustration of this result for
the MNIST dataset is provided in Figure 5.1, where model compression and
population risk improvement are achieved simultaneously (details are given
in Section 5.7). To better demonstrate our theoretical results, we investigate























Figure 5.1: Population risk of the compressed model Ŵ and the original
model W vs. compression ratio (ratio of the number of bits used for
compressed model to the number of bits used for original model). The
generalization error of Ŵ decreases and the empirical risk of Ŵ increases
with more compression, i.e., smaller compression ratio. The population risk
of Ŵ is less than that of W for compression ratio larger than 6%.
bounds on the generalization error and the distortion.
Our generalization error bound also suggests that the Hessian-weighted
K-means clustering compression approach [8] can be improved by further
regularizing the distance between the clustering centers. Our numerical
experiments with neural networks validate our theoretical assertions and
demonstrate the effectiveness of the proposed regularizer.
5.1.2 Related Works
There have been many studies on model compression for deep neural net-
works. The compression could happen by varying the training process,
e.g., network structure optimization [51], low precision neural networks [52]
and neural networks with binary weights [53, 54]. Here we mainly discuss
compression approaches that are applied on a pre-trained model.
Pruning, quantization and matrix factorization are the most popular
approaches to compressing pre-trained deep neural networks. The study
of pruning algorithms for model compression which remove redundant pa-
rameters from neural networks dates back to [55–57]. Recently, an iterative
pruning and retraining algorithm to further reduce the size of deep models is
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proposed in [58]. In addition, the method of network quantization or weight
sharing is investigated in [8,59–62], where a clustering algorithm is employed
to group the weights in a neural network. Matrix factorization, i.e., low-rank
approximation of the weights in neural networks has also been widely studied
in [63–65].
All of the aforementioned works demonstrate the effectiveness of their
methods via comprehensive numerical experiments. Little research has been
done to develop a theoretical understanding of how model compression affects
performance. In recent work [66], an information-theoretic view of model
compression via rate-distortion theory is provided, with the focus on purely
minimizing the empirical risk of the compressed model. In [67], a non-vacuous
generalization error bound based on the small complexity of the compressed
model using a PAC-Bayesian framework is discussed.
In contrast to these works, we study the problem from the perspective of
the population risk of the compressed model. We develop an understanding
as to why model compression can improve population risk based on an
analysis of both the empirical risk and generalization error. More impor-
tantly, our theoretical studies offer insights on designing practical model
compression algorithms, i.e., the increase in empirical risk and the decrease
in generalization error should be considered jointly, so that the population
risk can be improved.
Notation: For a random variable X generated from a distribution µ, we
use EX∼µ to denote the expectation taken over X with distribution µ. We
use Id to denote the d-dimensional identity matrix, and ‖A‖ to denote the
spectral norm of a matrix A. The cumulant generating function (CGF) of a
random variable X is defined as ΛX(λ) , lnE[eλ(X−EX)]. All logarithms are
natural ones.
5.2 Review of Rate Distortion Theory
Rate distortion theory, firstly introduced by [68] studies the fundamental
limits on lossy compression, i.e., how to transmit a random variable W under
rate R such that the receiver can reconstruct W without exceeding a given
distortion D.
Specifically, let Wm = {W1,W2, · · · ,Wm} denote a sequence of m i.i.d.
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random variables Wi ∈ W generated from a source distribution PW . An
encoder fm : Wm → {1, 2, · · · ,M} maps the message Wm into a codeword,
and a decoder gm : {1, 2, · · · ,M} → Ŵm reconstructs the message by an
estimate Ŵm from the codeword, where Ŵ ⊆ W denotes the range of Ŵ .
A distortion metric d : W ×W → R+ quantifies the difference between the
original and reconstructed messages. The distortion between sequences wm
and ŵm is defined to be d(wm, ŵm) , 1
m
∑m
i=1 d(wi, ŵi). A commonly used
distortion metric is the square distortion function: d(w, ŵ) = (w − ŵ)2.
Definition 2. An (m,M,D)-pair is achievable, if there exists a (probabilis-
tic) encoder-decoder pair (fm, gm) such that the alphabet of codeword has size
M and the expected distortion E[d(Wm; gm(fm(Wm)))] ≤ D.







∗(m,D), D(R) , lim
m→∞
D∗(m,R), (5.1)
where M∗(m,D) , min{M:(m,M,D)-pair is achievable} and D∗(m,R) ,
min{D: (m, 2mR, D)-pair is achievable}.
The main theorem of rate distortion theory is as follows.
Lemma 6. [69] For an i.i.d. source W with distribution PW and distortion
function d(w, ŵ), it follows that
R(D) = min
PŴ |W :E[d(W,Ŵ )]≤D
I(W ; Ŵ ), (5.2)
D(R) = min
PŴ |W :I(W ;Ŵ )≤R
E[d(W, Ŵ )]. (5.3)
5.3 Compression Improves Generalization
In this section, we prove that a lossy compression algorithm can be used to
improve the generalization error of a supervised learning algorithm via an
information-theoretic generalization error bound. We start from Lemma 3
in Chapter 4 from [3] which provides an upper bound on the generalization
error using the mutual information I(S;W ) between training dataset S and
the output of the learning algorithm W . Recall that:
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Suppose `(w,Z) is σ-sub-Gaussian under Z ∼ µ for all w ∈ W , then





Compression can be viewed as a post-processing of the output of a learning
algorithm. The output model W generated by a learning algorithm can be
quantized, pruned, factorized or even perturbed by noise, which results in
a compressed model Ŵ . Assume that the compression algorithm is only
based on W , and can be described by a conditional distribution PŴ |W . Then
the following Markov chain holds: S → W → Ŵ . By the data processing
inequality, I(S; Ŵ ) ≤ min{I(W ; Ŵ ), I(S,W )}. Thus, we have the following
theorem characterizing the generalization error of the compressed model.
Theorem 7. Consider a learning algorithm PW |S, a compression algorithm
PŴ |W , and suppose `(ŵ, Z) is σ-sub-Gaussian under Z ∼ µ for all ŵ ∈ Ŵ.
Then




min{I(W ; Ŵ ), I(S,W )}. (5.5)
Note that the generalization error bound in Theorem 7 for the compressed
model is tighter than the one in Lemma 3. Thus, a compression algorithm
can be interpreted as a regularization technique to reduce the generalization
error.
5.4 Tradeoff between Generalization Error and
Distortion
In this section, we define the distortion metric in model compression,
and connect the distortion with the generalization error bound using rate-
distortion theory. We show that the population risk can possibly be improved
by trading-off between the generalization error and the distortion.
5.4.1 Distortion Metric in Model Compression
Consider the expected population risk of the compressed model Ŵ ,
ES,W,Ŵ [Lµ(Ŵ )] = E[LS(W )] + gen(µ, PŴ |S) + E[LS(Ŵ )− LS(W )]. (5.6)
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Note that the first empirical risk term is independent of the compression
algorithm, the second generalization error term can be upper bounded by
Theorem 7, and the third term E[LS(Ŵ )− LS(W )] quantifies the distortion
in the empirical risk if we use the compressed model Ŵ instead of the
original model W . We then define the following distortion metric for model
compression: dS(w, ŵ) , LS(ŵ) − LS(w), which is the difference in the
empirical risk between the compressed model Ŵ and the original model W .
By Theorem 7, it follows that




I(W ; Ŵ ) + ES,W,Ŵ [dS(Ŵ ,W )] (5.7)
, LS,W (PŴ |W ),
where LS,W (PŴ |W ) is an upper bound on the expected difference between
the population risk of Ŵ and the empirical risk of the original model W on
training dataset S.
5.4.2 Population Risk Improvement
By Lemma 6, the tightest bound in (5.7) that can be achieved at rate R is
given in the following theorem.
Theorem 8. Suppose the assumptions in Theorem 7 hold, and I(W ; Ŵ ) =
R, then
min
PŴ |W :I(W ;Ŵ )=R





From the properties of the distortion-rate function [69], we know that D(R)
is a decreasing function of R. Thus, to minimize the population risk of the
compressed model Ŵ , there is a tradeoff between the rate R, which upper
bounds the generalization error, and the distortion D(R) on the empirical
risk. Such a tradeoff is similar to the relationship between the complexity
of the hypothesis space, e.g., VC dimension, and the empirical risk, where
a simple and small model could have a small generalization error, but may
underfit the training data. As will be shown Section 5.7, such a tradeoff can
be observed in practice, and it is possible to improve the population risk of
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Ŵ with a properly chosen compression algorithm and compression ratio.
5.5 Example: Linear Regression
In this section, we comprehensively explore the example of linear regression
to get a better understanding of the results in Section 5.4. To this end,
we develop explicit upper bound for generalization error and distortion-rate
function D(R).
Suppose that the dataset S = {Z1, · · · , Zn} = {(X1, Y1), · · · , (Xn, Yn)} is




∗ + εi, i = 1, · · · , n,with w∗ = (w∗(1), · · · , w∗(d)) ∈ Rd, (5.9)
whereXi’s are i.i.d. d-dimensional random vectors with distributionN (0,ΣX),
and εi ∼ N (0, σ′2) denotes i.i.d. Gaussian noise. We adopt the mean




i=1(Yi − X>i w)2 =
1
n
‖Y − X>w‖22, for w ∈ W = Rd, where X ∈ Rd×n
denotes all the input samples, and Y ∈ Rn denotes the responses. If n > d,
the ERM solution is W = (XX>)−1XY , which is deterministic given S. Its
generalization error can be computed exactly as in the following lemma.





The details of the proof can be found in Appendix B.1.
5.5.1 Information-Theoretic Generalization Bounds for
Compressed Linear Model
We note that the mutual information-based bound in Lemma 3 is not
applicable for this linear regression model, since W is a deterministic function
of S, and I(S;W ) = ∞. However, this issue can be resolved if we post-
process the ERM solution W by a compression algorithm, and use Theorem
7 to upper bound the generalization error by I(Ŵ ;W ).
Consider a compression algorithm, which maps the original weights W ∈
Rd to the compressed model Ŵ ∈ Ŵ ⊆ Rd. For a fixed and compact
Ŵ , we define C(w∗) , supŵ∈Ŵ ‖ŵ − w∗‖22, which measures the largest
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distance between the reconstruction ŵ and the optimal weights w∗. The
following theorem provides an upper bound on the generalization error of
the compressed model Ŵ .
Theorem 9. Consider the ERM solution W = (XX>)−1XY , and suppose
Ŵ is compact, then




I(W ; Ŵ )
n
, where σ∗2` , C(w
∗)‖ΣX‖+ σ′2. (5.10)
The details of the proof can be found in Appendix B.2.
5.5.2 Distortion-Rate Function for Linear Model
In this section, we provide an upper bound on the distortion-rate function
D(R) for the linear regression model, and further demonstrate the tradeoff
between generalization error and distortion. Note that ∇LS(W ) = 0, since
W minimizes the empirical risk. The Hessian matrix of the loss function
is HS(W ) =
1
n
XX>, which is not a function of W . Then, the distortion
function can be written as:
ES,W,Ŵ [dS(Ŵ ,W )] = ES,W,Ŵ [LS(Ŵ )− LS(W )]
= ES,W,Ŵ [(Ŵ −W )
> 1
n
XX>(Ŵ −W )]. (5.11)
The following theorem characterizes upper bounds for R(D) and D(R) for
linear regression.














d , R ≥ 0, (5.13)
where (x)+ = max{0, x}.
The proof of the upper bound for R(D) is based on considering a Gaussian
random vector which has the same mean and covariance matrix as W . In
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addition, the upper bound is achieved when W − Ŵ is independent of the
dataset S with the following conditional distribution,
PŴ |W = N
(





where α , nD
dσ′2
≤ 1. Note that this “compression algorithm” requires the
knowledge of optimal weights w∗, which is unknown in practice. The details
of the proof can be found in Appendix B.3.
Remark 5. As shown in [70], if n = O(d/ε2), ‖ 1
n
XX> − ΣX‖ ≤ ε holds
with high probability. Then, the following lower bound on R(D) holds if we
can approximate 1
n










where WG denotes a Gaussian random vector with the same mean and
variance as W . More details can be found in Appendix B.4.
Combing Theorems 9 and 10, we have the following result.
Corollary 1. Under the same assumptions as in Theorem 9, we have
min
PŴ |W :I(W ;Ŵ )=R













It is clear that in (5.16) the first term corresponds to the generalization
error, which decreases with compression, and the second term corresponds
to the empirical risk, which increases with compression.
5.5.3 Evaluation and Visualization
In the following plots, we generate the training dataset S using the linear
model in (5.9) by letting d = 50, n = 80, ΣX = Id and σ
′2 = 1. We consider
the following two compression algorithms. The first one is the conditional
distribution PŴ |W in the proof of achievability (5.14), which requires the
knowledge of w∗ and is denoted as “Oracle”. The second one is the well-
known K-means clustering algorithm, where the weights in W are grouped
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into K clusters and represented by the cluster centers in the reconstruction
Ŵ . By changing the number of clusters K, we can control the rate R,
i.e., I(W ; Ŵ ). We average the performance and estimate I(W ; Ŵ ) of these
algorithms with 10000 Monte-Carlo trials in the simulation. We note that
I(W ; Ŵ ) equals to the number of bits used in compression only in the
asymptotic regime of large number of samples. In practice, we may have
only one sample of the weights W , and therefore I(W ; Ŵ ) simply measures
the extent to which compression is performed by the compression algorithm.
In Figure 5.2(a), we plot the generalization error bound in Theorem 9
as a function of the rate R, and compare the generalization errors of the
Oracle and K-means algorithms. It can be seen that Theorem 9 provides
a valid upper bound for the generalization error, but this bound is tight
only when R is small. Moreover, both compression algorithms can achieve
smaller generalization errors compared to that of the ERM solution W , which
validates the result in Theorem 7.
Figure 5.2(b) plots the upper bound on the distortion-rate function in
Theorem 10 and the distortions achieved by the Oracle and K-means
algorithms. The distortion of the Oracle decreases as we increase the rate
R, and matches the D(R) function well. However, there is a large gap
between the distortion achieved by K-means algorithms and D(R). One
possible explanation is that since w∗ is unknown, it is impossible for the
K-means algorithm to learn the optimal cluster center with only one sample
of W . Even if we view W (j), j = 1, · · · , d as i.i.d. samples from the same
distribution, there is still a gap between the distortion achieved by the K-
means algorithm and the optimal quantization as studied in [71].
We plot the population risks of the ERM solution W , the Oracle and
K-means algorithms in Figure 5.2(c). It is not surprising that the Oracle
algorithm achieves a small population risk, since Ŵ is a function of w∗
and Ŵ = w∗ when R = 0. However, it can be seen that the K-means
algorithm achieves a smaller population risk than the original model W ,
since the decrease in generalization error exceeds the increase in empirical
risk, when we use fewer clusters in the K-means algorithm, i.e. a smaller
rate R. We note that the minimal population risk is achieved when K = 2,
since we initialize w∗ so that w∗(i), 1 ≤ i ≤ d, can be well approximated by
two cluster centers.
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(a) Generalization error (b) Distortion function
(c) Population risk
Figure 5.2: Comparison of different quantities for linear regression.
5.6 Quantization Algorithm Minimizing LS,W
In this section, we propose an improvement of the Hessian-weighted (HW)
K-means clustering algorithm [8] for model compression by regularizing the
distance between the cluster centers, which minimizes the upper bound
LS,W (PŴ |W ), as suggested by our theoretical results.
The goal of HW K-means is to minimize the distortion on the empirical
risk dS(Ŵ ,W ), which has the following Taylor series approximation:
dS(Ŵ ,W ) ≈ (Ŵ −W )T∇LS(W ) +
1
2
(Ŵ −W )THS(W )(Ŵ −W ), (5.17)
where HS(W ) is the Hessian matrix. Assuming that W is a local minimum
of LS(W ) and ∇LS(W ) ≈ 0, the first term can be ignored. Furthermore, the
Hessian matrix HS(W ) can be approximated by a diagonal matrix, which
further simplifies the objective to
∑d
j=1 h
(j)(W (j) − Ŵ (j))2, where h(j) is the
j-th diagonal element of the Hessian matrix.
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Given network parameters w = {w(1), · · · , w(d)}, the HW K-means cluster-
ing algorithm partitions them into K disjoint clusters, using a set of cluster
centers c = {c(1), · · · , c(K)}, and a cluster assignment C =
{
C(1), · · · , C(K)
}
,







In contrast to HW K-means which only cares about empirical risk, our
goal is to obtain as small a population risk as possible by minimizing the
upper bound




I(W ; Ŵ ) + E[dS(Ŵ ,W )]. (5.18)
Here, we fix the number of clustersK so that I(W ; Ŵ ) ≤ log2K, and we want
to minimize LS,W (PŴ |W ) by carefully designing the reconstructed weights,
i.e., by choosing cluster centers {c(1), · · · , c(K)}. Then, minimizing the sub-
Gaussian parameter σ is one way to control the generalization error of the
compression algorithm. Recall that in Theorem 9, we have
gen(µ, PŴ |S) ≤ 2
(
C(w∗)‖ΣX‖+ σ′2
)√I(W ; Ŵ )
n
, (5.19)
where the sub-Gaussian parameter is related to C(w∗) = supŵ∈Ŵ ‖ŵ−w∗‖22 in
linear regression. Note that this quantity can be interpreted as the diameter
of the set W . Since the ground truth w∗ is unknown in practice, we then
propose the following diameter regularization by approximating C(w∗) in
(5.19) by βmaxk1,k2 |c(k1) − c(k2)|2, β ≥ 0, where β is a parameter controls
the penalty term, and can be selected by cross validation in practice. Our
diameter-regularized Hessian-weighted (DRHW) K-means algorithm solves






h(j)|w(j) − c(k)|2 + βmax
k1,k2
|c(k1) − c(k2)|2. (5.20)












































Figure 5.3: Comparison between
DRHW K-means (β = 50) and HW
K-means (β = 0) on MNIST. Top:
empirical risks. Bottom: population










































Figure 5.4: Comparison between
DRHW K-means algorithm
(β = 25) and HW K-means (β = 0)
on CIFAR10. Top: empirical risks.
Bottom: population risks and
generalization errors.
5.7 Experiments
In this section, we provide some real-world experiments to validate our
theoretical assertions and the DRHW K-means algorithm. Our experiments
include compression of: (i) a three-layer fully connected network on MNIST;
and (ii) a convolutional neural network with five conv layers and three linear
layers on CIFAR10.1 Experimental details and more experiments on the
effects of diameter regularization are provided in Appendix B.6.
In Theorem 7, an upper bound on the expected generalization error is
provided, and therefore we independently train 50 different models (with
the same structure but different parameter initializations), and average the
results. We use 10% of the training data to train the model for MNIST,
and use 20% of the training data to train the model for CIFAR10. For each
experiment, we use the same number of clusters for each convolutional layer
and fully connected layer.
1We downloaded the pre-trained model in PyTorch from https://github.com/aaron-
xichen/pytorch-playground.
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In Figures 5.3 and 5.4, we compare DRHW K-means with HW K-means
for different compression ratios on the MNIST and CIFAR10 datasets. Both
figures demonstrate that the proposed quantization algorithm increases the
empirical risk, but decreases the generalization error, and the net effect is that
the proposed algorithm has a smaller population risk than the original model.
More importantly, DRHW K-means algorithm has a better population risk
than the HW K-means algorithm.
5.8 Summary
In this chapter, we have provided an information-theoretic understanding of
how model compression affects the population risk of a compressed model.
We have shown that if the decrease in generalization error due to model
compression can exceed the increase in empirical risk, the population risk
can be improved. Our theoretical studies convey an important message for
designing practical model compression algorithms, which is that we should
consider the increase in empirical risk and the decrease in generalization error




In this thesis, we investigated the topic of applying information-theoretic
tools to construct performance bounds for learning algorithms. We demon-
strated that these bounds could deepen the understanding of current algo-
rithms and inspire potential new learning techniques, through the following
four problems: (1) active adaptive sequential learning, (2) model change
detection, (3) mutual information-based generalization error bounds and (4)
information-theoretic understanding of population risk improvement with
model compression. In all these studies, we also showed that the learning
algorithms developed from an information-theoretic point of view can be
applied in practice.
We first studied problems in which the machine learning problem model
changes with time. In Chapter 2, the design of the active querying algorithm
is based on minimizing the excess risk in the maximum likelihood estimation
setting, which is based on the Fisher information ratio to select the most
informative samples. Also as shown in Chapter 3, Fisher information plays
an important role in the setting the threshold and performance analysis of
empirical difference test. Thus, in many problems, the connections between
information measures and machine learning algorithms are intrinsic.
Another key contribution of this thesis, discussed in Chapter 4, has been
on the topic of mutual information-based generalization error bounds for
supervised learning algorithms. Bounding generalization error is essential to
statistical learning theory, since generalization error quantifies the degree to
which a learning algorithm may overfit the training data. We have shown
that a bound constructed in terms of the mutual information between each
individual training sample and the output of the learning algorithm requires
weaker conditions on the loss function, and provides a tighter characterization
of the generalization error than existing studies. It is remarkable that mutual
information not only characterizes the fundamental limits of communication
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system, but also plays such an important role in bounding the generalization
error of supervised learning algorithms.
Finally, in Chapter 5, we studied an application of our mutual information-
based generalization error bound. Combining our bound with tools from
rate distortion theory, we considered the tradeoff between the decrease in
the generalization error and the increase in the empirical risk with model
compression. If the decrease in generalization error exceeds the increase
in empirical risk, the population risk of the compressed model can be
improved. We showed through a linear regression example that such an
improvement in population risk due to model compression is indeed possible.
Our theoretical studies convey an important message for designing practical
model compression algorithms, which is that we should consider the increase
in empirical risk and the decrease in generalization error jointly, so as to
achieve a smaller population risk. Thus, information theory can be a powerful
tool in compression algorithm design.
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APPENDIX A
PROOFS FOR CHAPTER 2
A.1 Proof of Lemma 1
To prove Lemma 1, we use the following result from [28]. In particular, the
following lemma is a generalization of Theorem 5.1 in [28], and its proof
follows from generalizing the derivation of that theorem and is omitted here.
Lemma 8. Suppose ψ1(θ), · · · , ψK(θ) : Rd → R are random functions drawn
i.i.d. from a distribution, where θ ∈ Θ ⊆ Rd. Denote P (θ) = E[ψ(θ)] and let
Q(θ) : Rd → R be another function. Let










(a) Smoothness: ψ(θ) is smooth in the following sense: the first,
second and third derivatives exist at all interior points of Θ with
probability one.
(b) Convexity: ψ(θ) is convex with probability one, and ∇2P (θ∗) is
positive definite.
(c) ∇P (θ∗) = 0 and ∇Q(θ∗) = 0.
2. Concentration at θ∗: Suppose∥∥∥∇ψ(θ∗)∥∥∥
∇2P (θ∗)−1
≤ L′1




hold with probability one.
3. Lipschitz continuity: There exists a neighborhood B of θ∗ and a
constant L′3, such that ∇2ψ(θ) and ∇2Q(θ) are L′3-Lipschitz in this
neighborhood, namely,∥∥∥(∇2P (θ∗))−1/2(∇2ψ(θ)−∇2ψ(θ′))(∇2P (θ∗))−1/2∥∥∥
2
≤ L′3‖θ − θ′‖∇2P (θ∗),∥∥∥(∇2Q(θ∗))−1/2(∇2Q(θ)−∇2Q(θ′))(∇2Q(θ∗))−1/2∥∥∥
2
≤ L′3‖θ − θ′‖∇2P (θ∗),
holds with probability one, for θ, θ′ ∈ B.










where c is an appropriately chosen constant. Let c′ be another appropriately

















































Then, we proceed to prove Lemma 1.
We first use Lemma 8 to bound the excess risk, which is similar to the idea
of Lemma 1 in [23]. We first define
ψk(θt) = `(Yk,t|Xk,t, θt), (A.1)
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where Xk,t ∼ Γt and Yk,t ∼ p(Yk,t|Xk,t, θ∗t ) for 1 ≤ k ≤ Kt. Then,
P (θt) = E(ψk(θt)) = LΓt(θt), and ∇2P (θ∗t ) = IΓt(θ∗t ). (A.2)
Further, we choose
Q(θt) = LUt(θt), and ∇2Q(θ∗t ) = IUt(θ∗t ). (A.3)
As shown in Assumption 2, the assumptions of Lemma 8 are satisfied.
Moreover, according to the condition that IΓt(θ
∗)  CIUt(θ∗) holds for some








‖θ − θ′‖IUt (θ∗t ) ≤
L3
C3/2
‖θ − θ′‖IΓt (θ∗t ) (A.4)
and ∥∥∥IUt(θ∗t )−1/2(H(x, θt)−H(x, θ′t))IUt(θ∗t )−1/2∥∥∥
2
≤ L3‖θ − θ′‖IUt (θ∗t )
≤ L3√
C
‖θ − θ′‖IΓt (θ∗t ). (A.5)
Hence, L′3 = max{L3/C3/2, L3/
√
C} = L3/C3/2. Similarly, we have L′1 =
L1/
√
C and L′2 = L2/C. In summary, the Assumptions 2 and 3 in Lemma 8









Applying Lemma 8 with p = 2 and considering the fact that
Ex∼Γt
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Note that if we assume the parameter set Θt , {θt|‖θt − θ∗t−1‖ ≤ ρ} is
known, then the second term in the right-hand side of (A.7) can be further
bounded as
maxθ∈Θt [LUt(θ)− LUt(θ∗t )]
K2t











where the inequalities follow from the boundedness condition in Assumption
2. Combining this result with the inequality in (A.7) completes the proof of
Lemma 1.
A.2 Proof of Theorem 1
The proof starts from the bound b(τ 2,∆t, Kt) of the SGD algorithm in
Assumption 1. To compute the convergence rate τ 2, we need to first study





∥∥θ̂t−1 − θ∗t ∥∥2 ≤ ∥∥θ∗t−1 − θ∗t ∥∥2 + ∥∥θ̂t−1 − θ∗t−1∥∥2
≤ ρ+
∥∥θ̂t−1 − θ∗t−1∥∥2. (A.10)
To bound the second term, we use the strongly convexity assumption in
Assumption 2,
∥∥θ̂t−1 − θ∗t−1∥∥22 ≤ 2m(LUt−1(θ̂t−1)− LUt−1(θ∗t−1)). (A.11)
Suppose the excess risk bound E[LUt−1(θ̂t−1)−LUt−1(θ∗t−1)] ≤ ε holds for t−1.
Then, we have
E(
∥∥θ̂t−1 − θ∗t−1∥∥2) ≤√E(∥∥θ̂t−1 − θ∗t−1∥∥22) ≤√2ε/m. (A.12)
Then,
∥∥θ̂t−1 − θ∗t−1∥∥2 ≤ 1δ√2εm holds with probability 1 − δ by Markov’s
inequality, for ∀δ ∈ (0, 1). Thus,





holds with probability 1−δ. By the self-concordance condition in Assumption
3, we have that
(1− βt)H(xt, θ∗t )  H(xt, θ̂t−1)  (1 + βt)H(xt, θ∗t ), (A.14)





for distribution Γ∗t , Γ̂
∗
t and Ut, we have
(1− βt)IΓ∗t (θ
∗





t )  IΓ̂∗t (θ̂t−1)  (1 + βt)IΓ̂∗t (θ
∗
t ), (A.16)
(1− βt)IUt(θ∗t )  IUt(θ̂t−1)  (1 + βt)IUt(θ∗t ). (A.17)
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Recall that Γ̄t = αtΓ̂
∗
t + (1−αt)Ut. Hence, IΓ̄t(θ∗t )  αtIΓ̂∗t (θ
∗












































































(b) follows from the results in (A.15) and (A.17).
To bound the difference between the initialization and the true minimizer,
we use triangle inequality and Jensen’s inequality to get√
E‖θ̂t−1 − θ∗t ‖22 ≤
√
E‖θ̂t−1 − θ∗t−1‖22 + ‖θ∗t − θ∗t−1‖
≤
√
E‖θ̂t−1 − θ∗t−1‖22 + ρ. (A.20)
From (A.12), we have










= ∆2t . (A.22)
Thus, combining the above result with the bound in (A.19), we can
conclude that the following upper bound
E[LUt(θ̂t)− LUt(θ∗t )] ≤ b(τ́ 2t ,∆t, Kt), (A.23)








This completes the proof of Theorem 1.
A.3 Proof of Lemma 2
The following inequalities hold from the strong convexity assumption and
the fact that ∇LUt(θ∗t ) = ∇LUt−1(θ∗t−1) = 0:
LUt(θ
∗
t−1) ≥ LUt(θ∗t ) +
1
2
m‖θ∗t − θ∗t−1‖22 (A.25)
LUt−1(θ
∗
t ) ≥ LUt−1(θ∗t−1) +
1
2
m‖θ∗t − θ∗t−1‖22. (A.26)






t−1)− LUt(θ∗t ) + LUt−1(θ∗t )− LUt−1(θ∗t−1)
]
≥ ‖θ∗t − θ∗t−1‖22. (A.27)


































is the KL divergence between distribution p and q.
Thus, an upper bound of ρ can be constructed by estimating the symmetric
KL divergence between p(y|x, θ∗t ) and p(y|x, θ∗t−1) using the data pool Ut and
Ut−1, respectively.
A.4 Proof of Theorem 3
To analyze the performance of the estimator of ρ, we need to introduce a
few results for sub-Gaussian random variables including the following key
72
technical lemma from [72]. This lemma controls the concentration of sums of
random variables that are sub-Gaussian conditioned on a particular filtration.
Lemma 9. Suppose we have a collection of random variables {Vi}ni=1 and a
filtration {Fi}ni=0 such that for each random variable Vi it holds that





with σ2i a constant.
2. Vi is Fi-measurable.




















i . The other tail is similarly bounded.
If we can upper bound the conditional expectations E[Vi|Fi−1] ≤ ξi by















For our analysis, we generally cannot compute E[Vi|Fi−1] directly, but we
can find the upper bound ξi. To compute σ
2
i for use in Lemma 9, we employ
the following conditional version of Hoeffding’s lemma.
Lemma 10. (Conditional Hoeffding’s Lemma): If a random variable V and
a sigma algebra F satisfy a ≤ V ≤ b and E[V |F ] = 0, then






Proof of Theorem 3. To simplify our proof, we look at a special case where
‖θ∗t − θ∗t−1‖ = ρ holds. The proof for the case ‖θ∗t − θ∗t−1‖ ≤ ρ is similar, and
more details about the window function hW can be found in [25].
For the case ‖θ∗t − θ∗t−1‖ = ρ, we use the following estimator to combine
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i−1)− LUi(θ∗i ) + LUi−1(θ∗i )− LUi−1(θ∗i−1)
)
≥ ρ2, (A.32)
where the inequality follows from Lemma 2. We want to construct ρ̂t, such
that ρ̂2t ≥ ρ2t ≥ ρ2 almost surely. Then, we have


























































+ L̂Ut(θ̂t)− LUt(θ∗t )
)
.
Then it holds that
ρ2t − ρ́2t = Ut + Vt +Wt. (A.37)

















in Ut, Vt and Wt, respectively.





























































ψk(θ) = `(Yk|Xk, θ), 1 ≤ k ≤ Ki−1, (A.40)
where Xk ∼ Γ̄i−1 and Yk ∼ p(Y |Xk, θ∗i−1). It can be verified that





θ∗ = arg min
θ∈Θ
P (θ) = arg min
θ∈Θ
E[ψ(θ)] = θ∗i−1, (A.42)
and ∇Q(θ∗i−1) = 0. All the conditions in Lemma 8 are satisfied. We have
∇2P (θ∗) = IΓ̄i−1(θ
∗




























































i ) − L̂Ui(θ̂i)
]
in Wt, suppose that the samples used to
estimate θ̂i and the samples used to compute L̂Ui are independent. This
can be done by splitting the samples at each time step i. Note that this
assumption is just required to proceed with the theoretical analysis; we will
use all the samples to estimate θ̂i in practice.










where the inequality follows from the fact that θ∗t is the minimizer of LUt(θ).

















maxθ∈Θ [LUi(θ)− LUi(θ∗i )]
K2i
, Ci. (A.47)
The resulting bounds on the expectation of Ut, Vt, and Wt denoted Ūt, V̄t,
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Ci + Ct). (A.50)
Now, we find the upper bound ξi to upper bound the expectation as we
mentioned in (A.30). Then it holds that
P
{




























To bound these probabilities with (A.30), we first bound the moment
generating functions using Lemma 10,
1
m































Diameter4(Θ) for the terms in
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Wt, respectively. We have






























































Therefore, by the Borel-Cantelli lemma, for all t large enough it holds that
ρ̂2t = ρ́
2
t +Dt + rt ≥ ρ2t (A.58)
almost surely. Finally, it holds that ρ2t ≥ ρ2 from Lemma 2, which proves
the result.
A.5 Proof of Theorem 2
To prove Theorem 2, we use the following result from Theorem 3 in [25].
Lemma 11. If ρ̂t ≥ ρ almost surely for t sufficiently large, then with











samples, we have lim supt→∞(E[LUt(θ̂t)]− LUt(θ∗t )) ≤ ε almost surely.
From Theorem 3, we know that the proposed estimate ρ̂2t ≥ ρ2 almost
surely, which implies ρ̂t ≥ ρ almost surely. Directly applying the above
lemma completes the proof.
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A.6 Estimation of m and Lb
In this section, we construct the estimators of m and Lb with the samples
drawn from the active learning distribution Γ̄t. As the sequence of strongly
convexity, we have
LUt(θ) ≥ LUt(θ′) + 〈∇LUt(θ′), θ − θ′〉+
m
2
‖θ − θ′‖2, (A.59)
holds ∀θ, θ′ ∈ Θ, which implies that
m ≤ min
θ,θ′∈Θ





Thus, m is the smallest value satisfying (A.60) for any θ, θ′ ∈ Θ, we











It can be shown that m̃t is a conservative estimate of m, i.e., E[m̃t] ≥ m. In
practice, the strongly convex parameter m may also vary with time t. Thus,
we use the following estimator to combine the one-step estimators m̃t−1 and
m̃t,
m̂t = min{m̃t−1, m̃t}, (A.62)
for t ≥ 2.








where λmax(·) denotes the maximal eigenvalue of a square matrix. In this
















Figure A.1: Comparison of estimates of strongly convex parameter m using
different algorithms in synthetic regression.
Figure A.2: Comparison of estimates of the largest eigenvalue Lb using
different algorithms in synthetic regression.




































Figure A.1 and Figure A.2 demonstrate our estimation of m̂t and L̂b,t,
respectively, in the synthetic regression problem.
A.7 Approximation Algorithm for Solving SDP
Problem in Algorithm 1
Recall the SDP problem in Step 1 of the proposed algorithm,







i=1 Γi,t = 1, Γi,t ∈ [0, 1],
(A.66)
where IUt and IΓt is the averaged Hessian matrix with uniformly and active
sampling, respectively. Nt is the data pool size, and Γi,t is the active sampling
distribution.
Since IUt is positive definite and symmetric, we can rewrite its singular
value decomposition (SVD) as
IUt = PΛP









































where H(xi,t) is the Hessian matrix at sample xi,t. Thus, we can solve the o-

































Note that for generalized linear loss functions, rank(I
′
(xi,t)) = 1. Hence,
we can approximately minimize trace [(IΓt)
−1IUt ] by finding the most inde-
pendent vectors
√
I(xi,t) with the largest norm.












We can also approximately minimize trace [(IΓt)
−1IUt ] in the similar way.
Experiment results show that our algorithm has comparable excess risk
performance with the exact active sample generating algorithm.
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APPENDIX B
PROOFS FOR CHAPTER 5
B.1 Proof of Lemma 7
Let Z̃ = (X̃, Ỹ ), X̃ ∈ Rd and Ỹ ∈ R denote an independent copy of the
training sample Zi. Then, it can be shown that
gen(µ, PW |S) = EW,S[Lµ(W )− LS(W )]
= EW,S
[














where Ỹ = X̃>w∗ + ε̃ and Y = X>w∗ + ε. Then, we have

































Note that Xi’s are i.i.d. samples from N (0,ΣX), then we have (XX>)−1 ∼
Wishart−1(Σ−1X , n), where Wishart
−1 denotes the inverse Wishart distribu-
tion with n degrees of freedom, and E[(XX>)−1] = Σ
−1
X
n−d−1 . It then follows
that

















B.2 Proof of Theorem 9
For all ŵ ∈ Ŵ , it can be shown that
`(ŵ, Z̃) = (Ỹ − X̃>ŵ)2 = (X̃>(w∗ − ŵ) + ε̃)2. (B.4)
Since X̃ ∼ N (0,ΣX) and ε̃ ∼ N (0, σ′2), then `(ŵ, Z̃) ∼ σ2`χ21, where σ2` ,
(ŵ−w∗)>ΣX(ŵ−w∗)+σ′2, and χ21 denotes the chi-squared distribution with















2, λ < 0. (B.6)
We need the following lemma from the Theorem 1 of [36] to proceed our
analysis.
Lemma 12. [36] Assume that for all ŵ ∈ Ŵ, Λ`(ŵ,Z̃)(λ) ≤
σ2λ2
2
for λ ≤ 0.
Then,





Recall that C(w∗) = supŵ∈Ŵ ‖ŵ−w∗‖22. We then have the following bound








, λ < 0. (B.8)
Applying Lemma 12 and data processing inequality, we have







B.3 Proof of Theorem 10
The constraint on the distortion function can be written as follows:
D ≥ ES,W,Ŵ [dS(Ŵ ,W )] =
1
n
ES,W,Ŵ [(Ŵ −W )
>XX>(Ŵ −W )]. (B.10)




s.t. ES,W,Ŵ [(Ŵ −W )
> 1
n
XX>(Ŵ −W )] ≤ D. (B.11)
Note that E[W ] = w∗, and Cov[W ] = σ′2
n−d−1Σ
−1
X since W is the ERM solution.
In the following proof, we consider a Gaussian random vector with the same




X ) as W .
For the upper bound of R(D), consider the channel P ∗







, where α = nD
dσ′2
≤ 1. It can be verified that this channel
satisfies the constraint on the distortion:
ES,W,Ŵ [dS(Ŵ ,W )]
= α2E[(W − w∗)> 1
n






















E[ε>X>(XX>)−1Xε] + (1− α)D
= D. (B.12)
If we let ξ ∼ N (0, (1− α)D
d
Σ−1X ), it follows that
R(D) ≤ I(W ; (1− α)W + αw∗ + ξ)
(a)



















where (a) is due to the fact that Gaussian distribution maximizes the mutual
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information in an additive white Gaussian noise channels.
The upper bound on D(R) follows immediately from the upper bound on
R(D).
B.4 Discussion of Theorem 10
Suppose that 1
n




I(Ŵ ;W ), s.t. ES,W,Ŵ [(Ŵ −W )
>ΣX(Ŵ −W )] ≤ D.
(B.14)
It can be easily verified that the channel P ∗
W |Ŵ = N (Ŵ ,
D
d
Σ−1X ) satisfies the
distortion constraint. For any PW |Ŵ such that ES,W,Ŵ [dS(Ŵ ,W )] ≤ D, it
follows that





























where KL(PW‖PWG) is the Kullback-Leibler divergence between the two
















[(n− d− 1)(W − w∗)>ΣX(W − w∗)
2σ′2





































B.5 Diameter-Regularized Hessian Weighted K-means
Algorithm







h(j)|w(j) − c(k)|2 + βmax
k1,k2
|c(k1) − c(k2)|2. (B.18)
The algorithm alternatively minimizes the objective function over the
cluster centers and assignments. We first fix centers, and assign each w(j) to
its nearest neighbor. We then fix assignments and update the centers by the
weighted mean of this cluster. For the farthest pair of centers, the diameter
regularizer pushes them toward each other, so that the output centers have
potentially smaller diameters than those of regular K-means. We note that
the time complexity of the proposed diameter-regularized Hessian weighted
K-means algorithm is the same as that of the original K-means algorithm.
B.6 Experimental Details
B.6.1 Compression Ratio
Suppose that we have total d parameters in a neural network. Before
quantization, each parameter is assumed to be of b bits. For quantization,
we partition the network parameters into K clusters. Let C(k) be the set of
weights in cluster k and let bk be the number of bits of the codeword assigned
to the network parameters in cluster k for 1 ≤ k ≤ K. For a lookup table to
decode quantized values, we need b bits to store the reconstructed weights,
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Algorithm 2 Diameter-regularized Hessian weighted K-means
Input: Weights {w(1), . . . , w(d)}, diagonal of Hessian {h(1), . . . , h(d)},
diameter regularizer β > 0, number of clusters K, iterations T
Initialize the K cluster centers {c(1)0 , . . . , c
(K)
0 }




t = ∅ for all k ∈ [K].
for j = 1 to d do
Assign w(j) to the nearest cluster center, i.e. find k
(j)
t =









t ∪ {w(j)} (B.19)
end for
Update step:
































for k = 1 to K, k 6∈ {k1, k2} do












Return centers {c(1)T , . . . , c
(K)
T } and assignments {C
(1)










where | · | denotes the number of elements in the set. For fixed-length codes,
all codewords are of the same length, i.e., bk = blog2Kc. In our experiments,
we use a variable-length code such as the Huffman code to compute the
compression ratio under different numbers of clusters K.

























Figure B.1: DRHW K-means with different β on the MNIST dataset with
K = 7.
In Figure B.1, we study how β affects the performance of DRHW K-
means algorithm. It can be seen that as β increases, the generalization
error decreases and distortion in empirical risk increases, which validates
the idea that this proposed diameter regularizer can be used to reduce the
generalization error. The value of β that results in the best population risk
can be chosen via cross-validation in practice.
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