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ALGEBRAIC APPROACH TO q, t-CHARACTERS
DAVID HERNANDEZ
Abstrat. Frenkel and Reshetikhin [5℄ introdued q-haraters to study nite dimensional representa-
tions of the quantum ane algebra Uq(gˆ). In the simply laed ase Nakajima [11℄[12℄ dened deforma-
tions of q-haraters alled q, t-haraters. The denition is ombinatorial but the proof of the existene
uses the geometri theory of quiver varieties whih holds only in the simply laed ase. In this artile we
propose an algebrai general (non neessarily simply laed) new approah to q, t-haraters motivated
by the deformed sreening operators [8℄. The t-deformations are naturally dedued from the struture
of Uq(gˆ): the parameter t is analog to the entral harge c ∈ Uq(gˆ). The q, t-haraters lead to the
onstrution of a quantization of the Grothendiek ring and to general analogues of Kazhdan-Lusztig
polynomials in the same spirit as Nakajima did for the simply laed ase.
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1. Introdution
We suppose q ∈ C∗ is not a root of unity. In the ase of a semi-simple Lie algebra g, the struture of
the Grothendiek ring Rep(Uq(g)) of nite dimensional representations of the quantum algebra Uq(g) is
well understood. It is analogous to the lassial ase q = 1. In partiular we have ring isomorphisms:
Rep(Uq(g)) ≃ Rep(g) ≃ Z[Λ]
W ≃ Z[T1, ..., Tn]
dedued from the injetive homomorphism of haraters χ:
χ(V ) =
∑
λ∈Λ
dim(Vλ)λ
where Vλ are weight spaes of a representation V and Λ is the weight lattie.
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For the general ase of Ka-Moody algebras the piture is less lear. In the ane ase Uq(gˆ), Frenkel and
Reshetikhin [5℄ introdued an injetive ring homomorphism of q-haraters:
χq : Rep(Uq(gˆ))→ Z[Y
±
i,a]1≤i≤n,a∈C∗ = Y
The homomorphism χq allows to desribe the ring Rep(Uq(gˆ)) ≃ Z[Xi,a]i∈I,a∈C∗ , where the Xi,a are
fundamental representations. It partiular Rep(Uq(gˆ)) is ommutative.
The morphism of q-haraters has a symmetry property analogous to the lassial ation of the Weyl group
Im(χ) = Z[Λ]W : Frenkel and Reshetikhin dened n sreening operators Si suh that Im(χq) =
⋂
i∈I
Ker(Si)
(the result was proved by Frenkel and Mukhin for the general ase in [6℄).
In the simply laed ase Nakajima introdued t-analogues of q-haraters ([11℄, [12℄): it is a Z[t±]-linear
map
χq,t : Rep(Uq(gˆ))⊗Z Z[t
±]→ Yt = Z[Y
±
i,a, t
±]i∈I,a∈C∗
whih is a deformation of χq and multipliative in a ertain sense. A ombinatorial axiomati denition
of q, t-haraters is given. But the existene is non-trivial and is proved with the geometri theory of
quiver varieties whih holds only in the simply laed ase.
In [8℄ we introdued t-analogues of sreening operators Si,t suh that in the simply laed ase:⋂
i∈I
Ker(Si,t) = Im(χq,t)
It is a rst step in the algebrai approah to q, t-haraters proposed in this artile: we dene and onstrut
q, t-haraters in the general (non neessarily simply laed) ase. The motivation of the onstrution
appears in the non-ommutative struture of the Cartan subalgebra Uq(hˆ) ⊂ Uq(gˆ), the study of sreening
urrents and of deformed sreening operators.
As an appliation we onstrut a deformed algebra struture and an involution of the Grothendiek ring,
and analogues of Kazhdan-Lusztig polynomials in the general ase in the same spirit as Nakajima did
for the simply laed ase. In partiular this artile proves a onjeture that Nakajima made for the
simply laed ase (remark 3.10 in [12℄): there exists a purely ombinatorial proof of the existene of
q, t-haraters.
This artile is organized as follows: after some bakgrounds in setion 2, we dene a deformed non-
ommutative algebra struture on Yt = Z[Y
±
i,a, t
±]i∈I,a∈C∗ (setion 3): it is naturally dedued from
the relations of Uq(hˆ) ⊂ Uq(gˆ) (theorem 3.11) by using the quantization in the diretion of the entral
element c. In partiular in the simply laed ase it an be used to onstrut the deformed multipliation
of Nakajima [12℄ (proposition 3.18) and of Varagnolo-Vasserot [15℄ (setion 3.5.4).
This piture allows us to introdue the deformed sreening operators of [8℄ as ommutators of Frenkel-
Reshetikhin's sreening urrents of [4℄ (setion 4). In [8℄ we gave expliitly the kernel of eah deformed
sreening operator (theorem 4.10).
In analogy to the lassi ase where Im(χq) =
⋂
i∈I
Ker(Si), we have to desribe the intersetion of the
kernels of deformed sreening operators. We introdue a ompletion of this intersetion (setion 5.2) and
give its struture in proposition 5.19. It is easy to see that it is not too big (lemma 5.7); but the point
is to prove that it ontains enough elements: it is the main result of our onstrution in theorem 5.13
whih is ruial for us. It is proved by indution on the rank n of g.
We dene a t-deformed algorithm (setion 5.7.2) analog to the Frenkel-Mukhin's algorithm [6℄ to onstrut
q, t-haraters in the ompletion of Yt. An algorithm was also used by Nakajima in the simply laed
ase in order to ompute the q, t-haraters for some examples ([11℄) assuming they exist (whih was
geometrially proved). Our aim is dierent : we do not know a priori the existene in the general ase.
That is why we have to show the algorithm is well dened, never fails (lemma 5.24) and gives a onvenient
element (lemma 5.25).
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This onstrution gives q, t-haraters for fundamental representations; we dedue from them the injetive
morphism of q, t-haraters χq,t (denition 6.1). We study the properties of χq,t (theorem 6.2). Some of
them are generalization of the axioms that Nakajima dened in the simply laed ase ([12℄); in partiular
we have onstruted the morphism of [12℄.
We have some appliations: the morphism gives a deformation of the Grothendiek ring beause the
image of χq,t is a subalgebra for the deformed multipliation (setion 6.2). Moreover we dene an
antimultipliative involution of the deformed Grothendiek ring (setion 6.3); the onstrution of this
involution is motivated by the new point view adopted in this paper : it is just replaing c by −c in
Uq(gˆ). In partiular we dene onstrutively analogues of Kazhdan-Lusztig polynomials and a anonial
basis (theorem 6.13) motivated by the introdution of [12℄. We ompute expliitly the polynomials for
some examples.
In setion 7 we raise some questions : we onjeture that the oeients of q, t-haraters are in N[t±] ⊂
Z[t±]. In the ADE-ase it a result of Nakajima; we give an alternative elementary proof for the A-ases
in setion 7.1. The ases G2, B2, C2 are also heked in setion 8. The ases F4, Bn, Cn (n ≤ 10) have
been heked on a omputer.
We also onjeture that the generalized analogues to Kazhdan-Lusztig polynomials give at t = 1 the multi-
pliity of simple modules in standard modules. We propose some generalizations and further appliations
whih will be studied elsewhere.
In the appendix (setion 8) we give expliit omputations of q, t-haraters for semi-simple Lie algebras
of rank 2. They are used in the proof of theorem 5.13.
For onveniene of the reader we give at the end of this artile an index of notations dened in the main
body of the text.
Aknowledgments. The author would like to thank M. Rosso for enouragements and preious om-
ments on a previous version of this paper, I. B. Frenkel for having enouraged him in this diretion, E.
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ussions and referenes, E. Vasserot for very interesting explana-
tions about [15℄, O. S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omments and his kind hospitality in Yale university, and T.
Shedler for help on programming.
2. Bakground
2.1. Cartan matrix. A generalized Cartan matrix of rank n is a matrix C = (Ci,j)1≤i,j≤n suh that
Ci,j ∈ Z and:
Ci,i = 2
i 6= j ⇒ Ci,j ≤ 0
Ci,j = 0⇔ Cj,i = 0
Let I = {1, ..., n}.
We say that C is symmetrizable if there is a matrix D = diag(r1, ..., rn) (ri ∈ N∗) suh that B = DC is
symmetri.
Let q ∈ C∗ be the parameter of quantization. In the following we suppose it is not a root of unity. z is
an indeterminate.
If C is symmetrizable, let qi = q
ri
, zi = z
ri
and C(z) = (C(z)i,j)1≤i,j≤n the matrix with oeients in
Z[z±] suh that:
C(z)i,j = [Ci,j ]z if i 6= j
C(z)i,i = [Ci,i]zi = zi + z
−1
i
where for l ∈ Z we use the notation:
[l]z =
zl − z−l
z − z−1
(= z−l+1 + z−l+3 + ...+ zl−1 for l ≥ 1)
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In partiular, the oeients of C(z) are symmetri Laurent polynomials (invariant under z 7→ z−1). We
dene the diagonal matrix Di,j(z) = δi,j [ri]z and the matrix B(z) = D(z)C(z).
In the following we suppose that C is of nite type, in partiular det(C) 6= 0. In this ase C is sym-
metrizable; if C is indeomposable there is a unique hoie of ri ∈ N∗ suh that r1 ∧ ...∧ rn = 1. We have
Bi,j(z) = [Bi,j ]z and B(z) is symmetri. See [1℄ or [9℄ for a lassiation of those nite Cartan matries.
We say that C is simply-laed if r1 = ... = rn = 1. In this ase C is symmetri, C(z) = B(z) is symmetri.
In the lassiation those matries are of type ADE.
Denote by U ⊂ Q(z) the subgroup Z-linearly spanned by the P (z)Q(z−1) suh that P (z) ∈ Z[z
±], Q(z) ∈ Z[z],
the zeros of Q(z) are roots of unity and Q(0) = 1. It is a subring of Q(z), and for R(z) ∈ U,m ∈ Z we
have R(qm) ∈ U and R(qm) ∈ C makes sense.
It follows from lemma 1.1 of [6℄ that C(z) has inverse C˜(z) with oeients of the form R(z) ∈ U.
2.2. Finite quantum algebras. We refer to [14℄ for the denition of the nite quantum algebra Uq(g)
assoiated to a nite Cartan matrix, the denition and properties of the type 1-representations of Uq(g),
the Grothendiek ring Rep(Uq(g)) and the injetive ring morphism of haraters χ : Rep(Uq(g))→ Z[y
±
i ].
2.3. Quantum ane algebras. The quantum ane algebra assoiated to a nite Cartan matrix C is
the C-algebra Uq(gˆ) dened (Drinfeld new realization) by generators x
±
i,m (i ∈ I, m ∈ Z), k
±
i (i ∈ I),
hi,m (i ∈ I, m ∈ Z∗), entral elements c±
1
2
, and relations:
kikj = kjki
kihj,m = hj,mki
kix
±
j,mk
−1
i = q
±Bijx±j,m
[hi,m, x
±
j,m′ ] = ±
1
m
[mBij ]qc
∓
|m|
2 x±j,m+m′
x±i,m+1x
±
j,m′ − q
±Bijx±j,m′x
±
i,m+1 = q
±Bijx±i,mx
±
j,m′+1 − x
±
j,m′+1x
±
i,m
[hi,m, hj,m′ ] = δm,−m′
1
m
[mBij ]q
cm − c−m
q − q−1
[x+i,m, x
−
j,m′ ] = δij
c
m−m′
2 φ+i,m+m′ − c
−m−m
′
2 φ−i,m+m′
qi − q
−1
i
∑
π∈Σs
∑
k=0..s
(−1)k
[
s
k
]
qi
x±i,mpi(1) ...x
±
i,mpi(k)
x±j,m′x
±
i,mpi(k+1)
...x±i,mpi(s) = 0
where the last relation holds for all i 6= j, s = 1 − Cij , all sequenes of integers m1, ...,ms. Σs is the
symmetri group on s letters. For i ∈ I and m ∈ Z, φ±i,m ∈ Uq(gˆ) is determined by the formal power
series in Uq(gˆ)[[u]] (resp. in Uq(gˆ)[[u−1]]):∑
m=0..∞
φ±i,±mu
±m = k±i exp(±(q − q
−1)
∑
m′=1..∞
hi,±m′u
±m′)
and φ+i,m = 0 for m < 0, φ
−
i,m = 0 for m > 0.
One has an embedding Uq(g) ⊂ Uq(gˆ) and a Hopf algebra struture on Uq(gˆ) (see [5℄ for example).
The Cartan algebra Uq(hˆ) ⊂ Uq(gˆ) is the C-subalgebra of Uq(gˆ) generated by the hi,m, c± (i ∈ I,m ∈
Z− {0}).
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2.4. Finite dimensional representations of Uq(gˆ). A nite dimensional representation V of Uq(gˆ) is
alled of type 1 if c ats as Id and V is of type 1 as a representation of Uq(g). Denote by Rep(Uq(gˆ)) the
Grothendiek ring of nite dimensional representations of type 1.
The operators {φ±i,±m, i ∈ I,m ∈ Z} ommute on V . So we have a pseudo-weight spae deomposition:
V =
⊕
γ∈CI×Z×CI×Z
Vγ
where for γ = (γ+, γ−), Vγ is a simultaneous generalized eigenspae:
Vγ = {x ∈ V/∃p ∈ N, ∀i ∈ {1, ..., n}, ∀m ∈ Z, (φ
±
i,m − γ
±
i,m)
p.x = 0}
The γ±i,m are alled pseudo-eigen values of V .
Theorem 2.1. (Chari, Pressley [2℄,[3℄) Every simple representation V ∈ Rep(Uq(gˆ)) is a highest weight
representation V , that is to say there is v0 ∈ V (highest weight vetor) γ
±
i,m ∈ C (highest weight) suh
that:
V = Uq(gˆ).v0 , c
1
2 .v0 = v0
∀i ∈ I,m ∈ Z, x+i,m.v0 = 0 , , φ
±
i,m.v0 = γ
±
i,mv0
Moreover we have an I-uplet (Pi(u))i∈I of (Drinfeld-)polynomials suh that Pi(0) = 1 and:
γ±i (u) =
∑
m∈N
γ±i,±mu
± = q
deg(Pi)
i
Pi(uq
−1
i )
Pi(uqi)
∈ C[[u±]]
and (Pi)i∈I parameterizes simple modules in Rep(Uq(gˆ)).
Theorem 2.2. (Frenkel, Reshetikhin [5℄) The eigenvalues γi(u)
± ∈ C[[u]] of a representation V ∈
Rep(Uq(gˆ)) have the form:
γ±i (u) = q
deg(Qi)−deg(Ri)
i
Qi(uq
−1
i )Ri(uqi)
Qi(uqi)Ri(uq
−1
i )
where Qi(u), Ri(u) ∈ C[u] and Qi(0) = Ri(0) = 1.
Note that the polynomials Qi, Ri are uniquely dened by γ. Denote by Qγ,i, Rγ,i the polynomials
assoiated to γ.
2.5. q-haraters. Let Y be the ommutative ring Y = Z[Y ±i,a]i∈I,a∈C∗ .
Denition 2.3. For V ∈ Rep(Uq(gˆ)) a representation, the q-harater χq(V ) of V is:
χq(V ) =
∑
γ
dim(Vγ)
∏
i∈I,a∈C∗
Y
λγ,i,a−µγ,i,a
i,a ∈ Y
where for γ ∈ CI×Z × CI×Z, i ∈ I, a ∈ C∗ the λγ,i,a, µγ,i,a ∈ Z are dened by:
Qγ,i(z) =
∏
a∈C∗
(1− za)λγ,i,a , Rγ,i(z) =
∏
a∈C∗
(1− za)µγ,i,a
Theorem 2.4. (Frenkel, Reshetikhin [5℄) The map
χq : Rep(Uq(gˆ))→ Y
is an injetive ring homomorphism and the following diagram is ommutative:
Rep(Uq(gˆ))
χq
−→ Z[Y ±i,a]i∈I,a∈C∗
↓ res ↓ β
Rep(Uq(g))
χ
−→ Z[y±i ]i∈I
where β is the ring homomorphism suh that β(Yi,a) = yi (i ∈ I, a ∈ C∗).
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For m ∈ Y of the form m =
∏
i∈I,a∈C∗
Y
ui,a(m)
i,a (ui,a(m) ≥ 0), denote Vm ∈ Rep(Uq(gˆ)) the simple module
with Drinfeld polynomials Pi(u) =
∏
a∈C∗
(1− ua)ui,a(m). In partiular for i ∈ I, a ∈ C∗ denote Vi,a = VYi,a
and Xi,a = χq(Vi,a). The simple modules Vi,a are alled fundamental representations.
Denote by Mm ∈ Rep(Uq(gˆ)) the module Mm =
⊗
i∈I,a∈C∗
V
⊗ui,a(m)
i,a . It is alled a standard module and
his q-harater is
∏
i∈I,a∈C∗
X
ui,a(m)
i,a .
Corollary 2.5. (Frenkel, Reshetikhin [5℄) The ring Rep(Uq(gˆ)) is ommutative and isomorphi to
Z[Xi,a]i∈I,a∈C∗.
Proposition 2.6. (Frenkel, Mukhin [6℄) For i ∈ I, a ∈ C∗, we have Xi,a ∈ Z[Y
±
j,aql
]j∈I,l≥0.
In partiular for a ∈ C∗ we have an injetive ring homomorphism:
χaq : Repa = Z[Xi,aql ]i∈I,l∈Z → Ya = Z[Y
±
i,aql
]i∈I,l∈Z
For a, b ∈ C∗ denote αb,a : Repa → Repb and βb,a : Ya → Yb the anonial ring homomorphism.
Lemma 2.7. We have a ommutative diagram:
Repa
χaq
−→ Ya
αb,a ↓ ↓ βb,a
Repb
χbq
−→ Yb
This result is a onsequene of theorem 4.2 (or see [5℄, [6℄). In partiular it sues to study χ1q . In the
following denote Rep = Rep1, Xi,l = Xi,ql , Y = Y1 and χq = χ
1
q : Rep→ Y.
3. Twisted polynomial algebras related to quantum affine algebras
The aim of this setion is to dene the t-deformed algebra Yt and to desribe its struture (theorem
3.11). We dene the Heisenberg algebra H, the subalgebra Yu ⊂ H[[h]] and eventually Yt as a quotient
of Yu.
3.1. Heisenberg algebras related to quantum ane algebras.
3.1.1. The Heisenberg algebra H.
Denition 3.1. H is the C-algebra dened by generators ai[m] (i ∈ I,m ∈ Z − {0}), entral elements
cr (r > 0) and relations (i, j ∈ I,m, r ∈ Z− {0}):
[ai[m], aj [r]] = δm,−r(q
m − q−m)Bi,j(q
m)c|m|
This denition is motivated by the struture of Uq(gˆ): in H the cr are algebraially independent, but we
have a surjetive homomorphism from H to Uq(hˆ) suh that ai[m] 7→ (q − q−1)hi,m and cr 7→
cr−c−r
r .
3.1.2. Properties of H. For j ∈ I,m ∈ Z we set:
yj [m] =
∑
i∈I
C˜i,j(q
m)ai[m] ∈ H
Lemma 3.2. We have the Lie brakets in H (i, j ∈ I,m, r ∈ Z):
[ai[m], yj[r]] = (q
mri − q−rim)δm,−rδi,jc|m|
[yi[m], yj [r]] = δm,−rC˜j,i(q
m)(qmrj − q−mrj )c|m|
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Proof: We ompute in H:
[ai[m], yj[r]] = [ai[m],
∑
k∈I
C˜k,j(q
r)ak[r]] = δm,−rc|m|
∑
k∈I
C˜k,j(q
−m)[ri]qmCi,k(q
m)(qm − q−m)
= δi,jδm,−r(q
mri − q−mri)c|m|
[yi[m], yj [r]] = [
∑
k∈I
C˜k,i(q
m)ak[m], yj [r]] = δm,−rC˜j,i(q
m)(qmrj − q−mrj )c|m|

Let π+ and π− be the C-algebra endomorphisms of H suh that (i ∈ I, m > 0, r < 0):
π+(ai[m]) = ai[m] , π+(ai[r]) = 0 , π+(cm) = 0
π−(ai[m]) = 0 , π−(ai[r]) = ai[r] , π−(cm) = 0
They are well-dened beause the relations are preserved. We setH+ = Im(π+) ⊂ H andH− = Im(π−) ⊂
H.
Note that H+ (resp. H−) is the subalgebra of H generated by the ai[m], i ∈ I,m > 0 (resp. m < 0). So
H+ and H− are ommutative algebras, and:
H+ ≃ H− ≃ C[ai[m]]i∈I,m>0
We say that m ∈ H is a H-monomial if it is a produt of the generators ai[m], cr.
Lemma 3.3. There is a unique C-linear endomorphism :: of H suh that for all H-monomials m we
have:
: m := π+(m)π−(m)
In partiular there is a vetor spae triangular deomposition H ≃ H+ ⊗ C[cr]r>0 ⊗H
−
.
Proof: The H-monomials span the C-vetor spae H, so the map is unique. But there are non trivial
linear ombinations between them beause of the relations of H: it sues to show that for m1, m2
H-monomials the denition of :: is ompatible with the relations (i, j ∈ I, l, k ∈ Z− {0}):
m1ai[k]aj[l]m2 −m1aj [l]ai[k]m2 = δk,−l(q
k − q−k)Bi,j(q
k)m1c|k|m2
As H+ and H− are ommutative, we have:
π+(m1ai[k]aj [l]m2)π−(m1ai[k]aj [l]m2) = π+(m1aj [l]ai[k]m2)π−(m1aj [l]ai[k]m2)
and we an onlude beause π+(m1c|k|m2) = π−(m1c|k|m2) = 0. 
3.2. The deformed algebra Yu.
3.2.1. Constrution of Yu. Consider the C-algebra Hh = H[[h]]. The appliation exp is well-dened on
the subalgebra hHh:
exp : hHh → Hh
For l ∈ Z, i ∈ I, introdue A˜i,l, Y˜i,l ∈ Hh suh that:
A˜i,l = exp(
∑
m>0
hmai[m]q
lm)exp(
∑
m>0
hmai[−m]q
−lm)
Y˜i,l = exp(
∑
m>0
hmyi[m]q
lm)exp(
∑
m>0
hmyi[−m]q
−lm)
Note that A˜i,l and Y˜i,l are invertible in Hh and that:
A˜−1i,l = exp(−
∑
m>0
hmai[−m]q
−lm)exp(−
∑
m>0
hmai[m]q
lm)
Y˜ −1i,l = exp(−
∑
m>0
hmyi[−m]q
−lm)exp(−
∑
m>0
hmyi[m]q
lm)
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Reall the denition U ⊂ Q(z) of setion 2.1. For R ∈ U, introdue tR ∈ Hh:
tR = exp(
∑
m>0
h2mR(qm)cm)
Denition 3.4. Yu is the Z-subalgebra of Hh generated by the Y˜
±
i,l , A˜
±
i,l, tR (i ∈ I, l ∈ Z, R ∈ U).
In this setion we give properties of Yu and subalgebras of Yu whih will be useful in setion 3.3.
3.2.2. Relations in Yu.
Lemma 3.5. We have the following relations in Yu (i, j ∈ I l, k ∈ Z):
(1) A˜i,lY˜j,kA˜
−1
i,l Y˜
−1
j,k = tδi,j(z−ri−zri )(−z(l−k)+z(k−l))
(2) Y˜i,lY˜j,kY˜
−1
i,l Y˜
−1
j,k = tC˜j,i(z)(zrj−z−rj )(−z(l−k)+z(k−l))
(3) A˜i,lA˜j,kA˜
−1
i,l A˜
−1
j,k = tBi,j(z)(z−1−z)(−z(l−k)+z(k−l))
Proof: For A,B ∈ hHh suh that [A,B] ∈ hC[cr]r>0, we have:
exp(A)exp(B) = exp(B)exp(A)exp([A,B])
So we an ompute (see lemma 3.2):
A˜i,lA˜j,k
= exp(
∑
m>0
hmai[m]q
lm)(exp(
∑
m>0
hmai[−m]q
−lm)exp(
∑
m>0
hmaj [m]q
km))exp(
∑
m>0
hmaj [−m]q
−km)
= exp(
∑
m>0
h2mBi,j(q
m)(q−m − qm)qm(k−l)cm)
exp(
∑
m>0
hmai[m]q
lm)exp(
∑
m>0
hmaj [m]q
km)exp(
∑
m>0
hmai[−m]q−lm)exp(
∑
m>0
hmaj [−m]q−km)
= exp(
∑
m>0
h2mBi,j(q
m)(q−m − qm)(−qm(l−k) + qm(k−l))cm)A˜j,kA˜i,l
A˜i,lY˜j,k
= exp(
∑
m>0
hmai[m]q
lm)(exp(
∑
m>0
hmai[−m]q−lm)exp(
∑
m>0
hmyj[m]q
km))exp(
∑
m>0
hmyj[−m]q−km)
= exp(
∑
m>0
h2mδi,j(q
−mri − qmri)qm(k−l)cm)exp(
∑
m>0
hmai[m]q
ml)
exp(
∑
m>0
hmyj [m]q
mk)exp(
∑
m>0
hmai[−m]q−ml)exp(
∑
m>0
hmyj [−m]q−mk)
= exp(
∑
m>0
h2mδi,j(q
−mri − qmri)(−qm(l−k) + qm(k−l))cm)Y˜j,kA˜i,l
Y˜i,lY˜j,k
= exp(
∑
m>0
hmyi[m]q
ml)(exp(
∑
m>0
hmyi[−m]q−ml)exp(
∑
m>0
hmyj [m]q
mk))exp(
∑
m>0
hmyj [−m]q−mk)
= exp(
∑
m>0
h2mqm(k−l)C˜j,i(q
m)(qmrj − q−mrj )cm)exp(
∑
m>0
hmyi[m]q
ml)
exp(
∑
m>0
hmyj [m]q
mk)exp(
∑
m>0
hmai[−m]q−ml)exp(
∑
m>0
hmyj [−m]q−mk)
= exp(
∑
m>0
h2mC˜j,i(q
m)(qmrj − q−mrj )(−qm(l−k) + qm(k−l))cm)Y˜j,kY˜i,l 
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3.2.3. Commutative subalgebras of Hh. The C-algebra endomorphisms π+, π− ofH are naturally extended
to C-algebra endomorphisms of Hh. As Yu ⊂ Hh, we have by restrition the Z-algebra morphisms
π± : Yu → Hh.
Introdue Y = π+(Yu) ⊂ H+[[h]]. In this setion 3.2.3 we study Y. In partiular we will see in proposition
3.8 that the notation Y is onsistent with the notation of setion 2.5.
For i ∈ I, l ∈ Z, denote:
Y ±i,l = π+(Y˜
±
i,l ) = exp(±
∑
m>0
hmyi[m]q
lm)
A±i,l = π+(A˜
±
i,l) = exp(±
∑
m>0
hmai[m]q
lm)
Lemma 3.6. For i ∈ I, l ∈ Z, we have:
Ai,l = Yi,l−riYi,l+ri(
∏
j/Cj,i=−1
Y −1j,l )(
∏
j/Cj,i=−2
Y −1j,l+1Y
−1
j,l−1)(
∏
j/Cj,i=−3
Y −1j,l+2Y
−1
j,l Y
−1
j,l−2)
In partiular Y is generated by the Y ±i,l (i ∈ I, l ∈ Z).
Proof:
We have ai[m] =
∑
j∈I
Cj,i(q
m)yj [m], and:
π+(A˜i,l) = exp(
∑
m>0
hmai[m]q
lm) =
∏
j∈I
exp(
∑
m>0
hmCj,i(q
m)yj [m]q
lm)
As Ci,i(q) = q
ri + q−ri , we have:
exp(
∑
m>0
hmCi,i(q
m)yi[m]q
lm) = exp(
∑
m>0
hmyi[m]q
(l−ri)m)exp(
∑
m>0
hmyi[m]q
(l+ri)m) = Yi,l−riYi,l+ri
If Cj,i < 0, we have Cj,i(q) = −
∑
k=Cj,i+1,Cj,i+3...−Cj,i−1
qk and:
exp(−
∑
m>0
hmCj,i(q
m)yj [m]q
lm) =
∏
k=Cj,i+1,Cj,i+3...−Cj,i−1
exp(−
∑
m>0
hmyj [m]q
(l+k)m)
As Yu is generated by the Y˜
±
i,l , A˜
±
i,l, tR we get the last point. 
Note that the formula of lemma 3.6 already appeared in [5℄.
We need a general tehnial lemma to desribe Y:
Lemma 3.7. Let J = {1, ..., r} and let Λ be the polynomial ommutative algebra
Λ = C[λj,m]j∈J,m≥0. For R = (R1, ..., Rr) ∈ Ur, onsider:
ΛR = exp(
∑
j∈J,m>0
hmRj(q
m)λj,m) ∈ Λ[[h]]
Then the (ΛR)R∈Ur are C-linearly independent. In partiular the Λj,l = Λ(0,...,0,zl,0,...,0) (j ∈ J , l ∈ Z)
are C-algebraially independent.
Proof: Suppose we have a linear ombination (µR ∈ C, only a nite number of µR 6= 0):∑
R∈Ur
µRΛR = 0
The oeients of hL in ΛR are of the form Rj1(q
l1)L1Rj2(q
l2)L2 ...RjN (q
lN )LNλL1j1,l1λ
L2
j2,l2
...λLNjN ,lN where
l1L1 + ...+ lNLN = L. So for N ≥ 0, j1, ..., jN ∈ J , l1, ..., lN > 0, L1, ..., LN ≥ 0 we have:∑
R∈Ur
µRRj1(q
l1)L1Rj2(q
l2)L2 ...RjN (q
lN )LN = 0
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If we x L2, ..., LN , we have for all L1 = l ≥ 0:∑
α1∈C
αl1
∑
R∈Ur/Rj1 (q
l1 )=α1
µRRj2(q
l2)L2 ...RjN (q
lN )LN = 0
We get a Van der Monde system whih is invertible, so for all α1 ∈ C:∑
R∈Ur/Rj1 (q
l1 )=α1
µRRj2(q
l2)L2 ...RjN (q
lN )lN = 0
By indution we get for r′ ≤ N and all α1, ..., αr′ ∈ C:∑
R∈Ur/Rj1 (q
l1 )=α1,...,Rj
r′
(qlr′ )=αr′
µRRjr′+1(q
lr′+1)Lr′+1 ...RjN (q
lN )LN = 0
And so for r′ = N : ∑
R∈Ur/Rj1 (q
l1 )=α1,...,RjN (q
lN )=αN
µR = 0
Let be S ≥ 0 suh that for all µR, µR′ 6= 0, j ∈ J we have Rj − R′j = 0 or Rj − R
′
j has at most S − 1
roots. We set N = Sr and ((j1, l1), ..., (jS , lS)) = ((1, 1), (1, 2), ..., (1, S), (2, 1), ..., (2, S), (3, 1), ..., (r, S)).
We get for all αj,l ∈ C (j ∈ J, 1 ≤ l ≤ S): ∑
R∈Ur/∀j∈J,1≤l≤S,Rj(ql)=αj,l
µR = 0
It sues to show that there is at most one term is this sum. But onsider P,Q ∈ U suh that for all
1 ≤ l ≤ S, P (ql) = P ′(ql). As q is not a root of unity the ql are dierent and P −P ′ has S roots, so is 0.
For the last assertion, we an write a monomial
∏
j∈J,l∈Z
Λ
uj,l
j,l = Λ
∑
l∈Z
u1,lzl,...,
∑
l∈Z
ur,lzl . In partiular there is
no trivial linear ombination between those monomials. 
It follows from lemma 3.6 and lemma 3.7:
Proposition 3.8. The Yi,l ∈ Y are Z-algebraially independent and generate the Z-algebra Y. In parti-
ular, Y is the ommutative polynomial algebra Z[Y ±i,l ]i∈I,l∈Z.
The A−1i,l ∈ Y are Z-algebraially independent. In partiular the subalgebra of Y generated by the A
−1
i,l is
the ommutative polynomial algebra Z[A−1i,l ]i∈I,l∈Z.
3.2.4. Generators of Yu. The C-linear endomorphism :: of H is naturally extended to a C-linear endo-
morphism of Hh. As Yu ⊂ Hh, we have by restrition a Z-linear morphism :: from Yu to Hh.
We say that m ∈ Yu is a Yu-monomial if it is a produt of generators A˜
±
i,l, Y˜
±
i,l , tR.
In the following, for a produt of non ommuting terms, denote
→∏
s=1..S
Us = U1U2...US .
Lemma 3.9. The algebra Yu is generated by the Y˜
±
i,l , tR (i ∈ I, l ∈ Z, R ∈ U).
Proof: Let be i ∈ I, l ∈ Z. It follows from proposition 3.8 that π+(A˜i,l) is of the form π+(A˜i,l) =∏
i∈I,l∈Z
Y
ui,l
i,l and that : m :=:
→∏
l∈Z
∏
i∈I
Y˜
ui,l
i,l :. So it sues to show that for m a Yu-monomial, there is a
unique Rm ∈ U suh that m = tRm : m :. Let us write m = tR
→∏
s=1..S
Us where Us ∈ {A˜
±
i,l, Y˜
±
i,l}i∈I,l∈Z are
generators. Then:
: m := (
∏
s=1..S
π+(Us))(
∏
s=1..S
π−(Us))
And we an onlude beause it follows from the proof of lemma 3.5 that for 1 ≤ s, s′ ≤ S, there is
Rs,s′ ∈ U suh that π+(Us)π−(Us′) = tRs,s′π−(Us′)π+(Us). 
In partiular it follows from this proof that : Yu :⊂ Yu.
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3.3. The deformed algebra Yt.
3.3.1. Constrution of Yt. Denote by Z((z−1)) the ring of series of the form P =
∑
r≤RP
Prz
r
where RP ∈ Z
and the oeients Pr ∈ Z. Reall the denition U of setion 2.1. We have an embedding U ⊂ Z((z−1))
by expanding
1
Q(z−1) in Z[[z
−1]] for Q(z) ∈ Z[z] suh that Q(0) = 1. So we an introdue maps:
πr : U→ Z , P =
∑
k≤RP
Pkz
k 7→ Pr
Note that we ould have onsider the expansion in Z((z)) and that the maps πr are not independent of
our hoie.
Denition 3.10. We dene Yt (resp. Ht) as the algebra quotient of Yu (resp. Hh) by relations:
tR = tR′ if π0(R) = π0(R
′)
We keep the notations Y˜ ±i,l , A˜
±
i,l for their image in Yt. Denote by t the image of t1 = exp(
∑
m>0
h2mcm) in
Yt. As π0 is additive, the image of tR in Yt is tπo(R). In partiular Yt is generated by the Y˜
±
i,l , A˜
±
i,l, t
±
.
As the dening relations of Ht involve only the cl and π+(cl) = π−(cl) = 0, the algebra endomorphisms
π+, π− of Ht are well-dened. So we an dene H
+
t ,H
−
t ,Y
+
t ,Y
−
t in the same way as in setion 3.2.3 and
:: a C-linear endomorphism of Ht as in setion 3.2.4. The Z[t±]-subalgebra Yt ⊂ Ht veries : Yt :⊂ Yt
(proof of lemma 3.9). We have Y+t ≃ Y.
We say that m ∈ Yt (resp. m ∈ Y) is a Yt-monomial (resp. a Y-monomial) if it is a produt of the
generators Y˜ ±i,m, t
±
(resp. Y ±i,m).
3.3.2. Struture of Yt. The following theorem gives the struture of Yt:
Theorem 3.11. The algebra Yt is dened by generators Y˜
±
i,l (i ∈ I, l ∈ Z), entral elements t
±
and
relations (i, j ∈ I, k, l ∈ Z):
Y˜i,lY˜j,k = t
γ(i,l,j,k)Y˜j,kY˜i,l
where γ : (I × Z)2 → Z is given by (reall the maps πr of setion 3.3.1):
γ(i, l, j, k) =
∑
r∈Z
πr(C˜j,i(z))(−δl−k,−rj−r − δl−k,r−rj + δl−k,rj−r + δl−k,rj+r)
Proof: As the image of tR in Yt is tπo(R), we an dedue the relations from lemma 3.5. For example
formula 2 (p. 8) gives:
Y˜i,lY˜j,kY˜
−1
i,l Y˜
−1
j,k = t
π0((C˜j,i(z)(z
rj−z−rj )(−z(l−k)+z(k−l)))
where:
π0(C˜j,i(z)(z
rj − z−rj)(−z(l−k) + z(k−l)))
=
∑
r∈Z
πr(C˜j,i(z))(δrj+r+k−l,0 + δ−rj+r+l−k,0 − δrj+r+l−k,0 − δ−rj+r+k−l,0) = γ(i, l, j, k)
It follows from lemma 3.6 that Yt is generated by the Y˜
±
i,l , t
±
.
It follows from lemma 3.7 that the tR ∈ Yu (R ∈ U) are Z-linearly independent. So the Z-algebra
Z[tR]R∈U is dened by generators (tR)R∈U and relations tR+R′ = tRtR′ for R,R
′ ∈ U. In partiular the
image of Z[tR]R∈U in Yt is Z[t±].
Let A be the lasses of Yt-monomials modulo t
Z
. So we have:∑
m∈A
Z[t±].m = Yt
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We prove the sum is diret: suppose we have a linear ombination
∑
m∈A
λm(t)m = 0 where λm(t) ∈ Z[t±].
We saw in proposition 3.8 that Y ≃ Z[Y ±i,l ]i∈I,l∈Z. So λm(1) = 0 and λm(t) = (t − 1)λ
(1)
m (t) where
λ
(1)
m (t) ∈ Z[t±]. In partiular
∑
m∈A
λm(t)
(1)(t)m = 0 and we get by indution λm(t) ∈ (t− 1)rZ[t±] for all
r ≥ 0. This is possible if and only if all λm(t) = 0. 
In the same way using the last assertion of proposition 3.8, we have:
Proposition 3.12. The sub Z[t±]-algebra of Yt generated by the A˜
−1
i,l is dened by generators A˜
−1
i,l , t
±
(i ∈ I, l ∈ Z) and relations:
A˜−1i,l A˜
−1
j,k = t
α(i,l,j,k)A˜−1j,kA˜
−1
i,l
where α : (I × Z)2 → Z is given by:
α(i, l, i, k) = 2(−δl−k,2ri + δl−k,−2ri)
α(i, l, j, k) = 2
∑
r=Ci,j+1,Ci,j+3,...,−Ci,j−1
(−δl−k,−ri+r + δl−k,ri+r) (if i 6= j)
Moreover we have the following relations in Yt:
A˜i,lY˜j,k = t
β(i,l,j,k)Y˜j,kA˜i,l
where β : (I × Z)2 → Z is given by:
β(i, l, j, k) = 2δi,j(−δl−k,ri + δl−k,−ri)
3.4. Notations and properties related to monomials. In this setion we study some tehnial
properties of the Y-monomials and the Yt-monomials whih will be used in the following.
3.4.1. Basis. Denote by A the set of Y-monomials. It is a Z-basis of Y (proposition 3.8). Let us dene
an analog Z[t±]-basis of Yt: denote A′ the set of Yt-monomials of the form m =: m :. It follows from
theorem 3.11 that:
Yt =
⊕
m∈A′
Z[t±]m
The map π : A′ → A dened by π(m) = π+(m) is a bijetion. In the following we identify A and A′. In
partiular we have an embedding Y ⊂ Yt and an isomorphism of Z[t
±]-modules Y ⊗Z Z[t
±] ≃ Yt. Note
that it depends on the hoie of the Z[t±]-basis of Yt.
We say that χ1 ∈ Yt has the same monomials as χ2 ∈ Y if in the deompositions χ1 =
∑
m∈A
λm(t)m,
χ2 =
∑
m∈A
µmm we have λm(t) = 0⇔ µm = 0.
3.4.2. The notation ui,l. For m a Y-monomial we set ui,l(m) ∈ Z suh that m =
∏
i∈I,l∈Z
Y
ui,l(m)
i,l and
ui(m) =
∑
l∈Z
ui,l(m). For m a Yt-monomial, we set ui,l(m) = ui,l(π+(m)) and ui(m) = ui(π+(m)). Note
that ui,l is invariant by multipliation by t and ompatible with the identiation of A and A
′
.
Note that setion 3.3.2 implies that for i ∈ I, l ∈ Z and m a Yt-monomial we have:
A˜i,lm = t
−2ui,l−ri (m)+2ui,l+ri (m)mA˜i,l
Denote by Bi ⊂ A the set of i-dominant Y-monomials, that is to say m ∈ Bi if ∀l ∈ Z, ui,l(m) ≥ 0.
For J ⊂ I denote BJ =
⋂
i∈J
Bi the set of J-dominant Y-monomials. In partiular, B = BI is the set of
dominant Y-monomials.
We reall we an dene a partial ordering on A by putting m ≤ m′ if there is a Y-monomial M whih
is a produt of A±i,l (i ∈ I, l ∈ Z) suh that m = Mm
′
(see for example [8℄). A maximal (resp. lowest,
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higher...) weight Y-monomial is a maximal (resp. minimal, higher...) element of A for this ordering. We
dedue from π+ a partial ordering on the Yt-monomials.
Following [6℄, a Y-monomial m is said to be right negative if the fators Yj,l appearing in m, for whih l
is maximal, have negative powers. A produt of right negative Y-monomials is right negative. It follows
from lemma 3.6 that the A−1i,l are right negative. A Yt-monomial is said to be right negative if π+(m) is
right negative.
3.4.3. Some tehnial properties.
Lemma 3.13. Let (i1, l1), ..., (iK , lK) be in (I × Z)K . For U ≥ 0, the set of the m =
∏
k=1...K
A
−vik,lk (m)
ik,lk
(vik,lk(m) ≥ 0) suh that min
i∈I,k∈Z
ui,k(m) ≥ −U is nite.
Proof: Suppose it is not the ase: let be (mp)p≥0 suh that min
i∈I,k∈Z
ui,k(mp) ≥ −U but∑
k=1...K
vik,lk(mp) →p→∞
+∞. So there is at least one k suh that vik,lk(mp) →p→∞
+∞. Denote by R the set
of suh k. Among those k ∈ R, suh that lk is maximal suppose that rik is maximal (reall the denition
of ri in setion 2.1). In partiular, we have uik,lk+rik (mp) = −vik,lk(mp) + f(p) where f(p) depends only
of the vik′ ,lk′ (mp), k
′ /∈ R. In partiular, f(p) is bounded and uik,lk+rik (mp) →p→∞
−∞. 
Lemma 3.14. For M ∈ B, K ≥ 0 the set of Y-monomials {MA−1i1,l1 ...A
−1
iR,lR
/R ≥ 0, l1, ..., lR ≥ K} ∩ B
is nite.
Proof: Let us writeM = Yi1,l1 ...YiR,lR suh that l1 = min
r=1...R
lr, lR = max
r=1...R
lr and onsiderm in the set. It
is of the form m =MM ′ where M ′ =
∏
i∈I,l≥K
A
−vi,l
i,l (vi,l ≥ 0). Let L = max{l ∈ Z/∃i ∈ I, ui,l(M
′) < 0}.
M ′ is right negative so for all i ∈ I, l > L ⇒ vi,l = 0. But m is dominant, so L ≤ lR. In partiular
M ′ =
∏
i∈I,K≤l≤lR
A
−vi,l
i,l . It sues to prove that the vi,l(mr) are bounded under the onditionm dominant.
This follows from lemma 3.13. 
3.5. Presentations of deformed algebras. Our onstrution of Yt using Hh (setion 3.3) is a on-
rete presentation of the deformed struture. Let us look at another approah: in this setion we dene
two biharaters N ,Nt related to basis of Yt. All the information of the multipliation of Yt is ontained
is those biharaters beause we an onstrut a deformed ∗multipliation on the abstrat Z[t±]-module
Y ⊗Z Z[t±] by putting for m1,m2 ∈ A Y-monomials:
m1 ∗m2 = t
N (m1,m2)−N (m2,m1)m2 ∗m1
or
m1 ∗m2 = t
Nt(m1,m2)−Nt(m2,m1)m2 ∗m1
Those presentations appeared earlier in the literature [12℄, [15℄ for the simply laed ase. In partiular
this setion identies our approah with those artiles and gives an algebrai motivation of the deformed
strutures of [12℄, [15℄ related to the struture of Uq(gˆ).
3.5.1. The biharater N . It follows from the proof of lemma 3.9 that for m a Yt-monomial, there is
N(m) ∈ Z suh that m = tN(m) : m :. For m1,m2 Yt-monomials we dene N (m1,m2) = N(m1m2) −
N(m1)−N(m2). We have N(Yi,l) = N(Ai,l) = 0. Note that for α, β ∈ Z we have:
N(tαm) = α+N(m) , N (tαm1, t
βm2) = N (m1,m2)
In partiular the map N : A× A→ Z is well-dened and independent of the hoie of a representant in
π−1+ (A).
Lemma 3.15. For m1,m2 Yt-monomials, we have in Ht:
π−(m1)π+(m2) = t
N (m1,m2)π+(m2)π−(m1)
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Proof: We have:
m1 = t
N(m1)π+(m1)π−(m1) , m2 = t
N(m2)π+(m2)π−(m2)
and so:
m1m2 = t
N(m1m2)π+(m1)π+(m2)π−(m1)π−(m2) = t
N(m1)+N(m2)π+(m1)π−(m1)π+(m2)π−(m2)

Lemma 3.16. The map N : A×A→ Z is a biharater, that is to say for m1,m2,m3 ∈ A, we have:
N (m1m2,m3) = N (m1,m3) +N (m2,m3) and N (m1,m2m3) = N (m1,m2) +N (m1,m3)
Moreover for m1, ...,mk Yt-monomials, we have:
N(m1m2...mk) = N(m1) +N(m2) + ...+N(mk) +
∑
1≤i<j≤k
N (mi,mj)
Proof: For the rst point it follows from lemma 3.15:
π−(m1m2)π+(m3) = t
N (m1m2,m3)π+(m3)π−(m1m2) = t
N (m2,m3)π−(m1)π+(m3)π−(m2)
= tN (m1,m3)+N (m2,m3)π+(m3)π−(m1m2)
For the seond point we have rst:
N(m1m2) = N(m1) +N(m2) +N (m1,m2)
and by indution:
N(m1m2...mk) = N(m1) +N(m2...mk) +N (m1,m2...mk)
= N(m1) +N(m2) + ...+N(mk) +
∑
1<i<j≤k
N (mi,mj) +N (m1,m2) + ...+N (m1,mk)

3.5.2. The biharater Nt. For m a Yt-monomial and l ∈ Z, denote πl(m) =
∏
j∈I
Y˜
uj,l(m)
j,l . It is well
dened beause for i, j ∈ I and l ∈ Z we have Y˜i,lY˜j,l = Y˜j,lY˜i,l (theorem 3.11). Moreover for m1,m2
Yt-monomials we have πl(m1m2) = πl(m1)πl(m2) =
∏
i∈I
Y˜
ui,l(m1)+ui,l(m2)
i,l .
Form a Yt-monomial denote m˜ =
→∏
l∈Z
πl(m), and At the set of Yt-monomials of the form m˜. From theorem
3.11 there is a unique Nt(m) ∈ Z suh that m = tNt(m)m˜, and:
Yt =
⊕
m∈At
Z[t±]m
For m1,m2 Yt-monomials we dene Nt(m1,m2) = Nt(m1m2)−Nt(m1)−Nt(m2). We have Nt(Yi,l) = 0.
Note that for α, β ∈ Z we have:
Nt(t
αm) = α+Nt(m) , Nt(t
αm1, t
βm2) = Nt(m1,m2)
In partiular the map Nt : A×A→ Z is well-dened and independent of the hoie of A.
Lemma 3.17. For m1,m2 Yt-monomials, we have:
Nt(m1,m2) =
∑
l>l′
(N (πl(m1), πl′(m2)) −N (πl′(m2), πl(m1)))
In partiular, Nt is a biharater and for m1, ...,mk Yt-monomials, we have:
Nt(m1m2...mk) = Nt(m1) +Nt(m2) + ...+Nt(mk) +
∑
1≤i<j≤k
Nt(mi,mj)
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Proof: For the rst point, it follows from the denition that
˜(m1m2) = t
Nt(m1,m2)m˜1m˜2. But:
˜(m1m2) =
→∏
l∈Z
πl(m1)πl(m2) , m˜1m˜2 = (
→∏
l∈Z
πl(m1))(
→∏
l∈Z
πl(m2))
So we have to ommute πl(m1) and πl′(m2) for l > l
′
. The last assertion is proved as in lemma 3.16. 
3.5.3. Presentation related to the basis At and identiation with [12℄. We suppose we are in the ADE-
ase.
Let be m1 =:
∏
i∈I,l∈Z
Y˜
yi,l
i,l A˜
−vi,l
i,l :,m2 =:
∏
i∈I,l∈Z
Y˜
y′i,l
i,l A˜
−v′i,l
i,l :∈ Yt. We set m
y
1 =:
∏
i∈I,l∈Z
Y˜
yi,l
i,l : and
my2 =:
∏
i∈I,l∈Z
Y˜
y′i,l
i,l :.
Proposition 3.18. We have Nt(m1,m2) = Nt(m
y
1 ,m
y
2) + 2d(m1,m2), where:
d(m1,m2) =
∑
i∈I,l∈Z
vi,l+1u
′
i,l + yi,l+1v
′
i,l =
∑
i∈I,l∈Z
ui,l+1v
′
i,l + vi,l+1y
′
i,l
where ui,l = yi,l − vi,l−1 − vi,l+1 +
∑
j/Ci,j=−1
vj,l and u
′
i,l = y
′
i,l − v
′
i,l−1 − v
′
i,l+1 +
∑
j/Ci,j=−1
v′j,l.
Proof:
First notie that we have (i ∈ I, l ∈ Z):
Nt(Yi,l, A
−1
i,l−1) = 2 , Nt(A
−1
i,l+1, Yi,l) = 2 , Nt(A
−1
i,l+1, A
−1
i,l−1) = −2
Nt(Y
−1
i,l+1, Y
−1
i,l−1) = −2 , Nt(A
−1
i,l+1, Yi,l) = 2
For example Nt(Yi,l, A
−1
i,l−1) = N (Yi,l, A
−1
i,l−1)−N (A
−1
i,l−1, Yi,l) = 2 beause Y˜i,lA˜
−1
i,l−1 = t
2A˜−1i,l−1Y˜i,l.
We have Nt(m1,m2) = A+B + C +D where:
A = Nt(m
y
1 ,m
y
2)
B =
∑
i,j∈I,l,k∈Z
yi,lv
′
j,kNt(Yi,l, A
−1
j,k) =
∑
i∈I,l∈Z
yi,lv
′
i,l−1Nt(Yi,l, A
−1
i,l−1) = 2
∑
i∈I,l∈Z
yi,lv
′
i,l−1
C =
∑
i,j∈I,l,k∈Z
vi,ly
′
j,kNt(A
−1
i,l , Yj,k) =
∑
i∈I,l∈Z
vi,l+1y
′
i,lNt(A
−1
i,l+1, Yi,l) = 2
∑
i∈I,l∈Z
vi,l+1y
′
i,l
D =
∑
i,j∈I,l,k∈Z
vi,lv
′
j,kNt(A
−1
i,l , A
−1
j,k)
=
∑
i∈I,l∈Z
vi,l+1v
′
i,l−1Nt(A
−1
i,l+1, A
−1
i,l−1) + vi,lv
′
i,lNt(Y
−1
i,l+1, Y
−1
i,l−1) +
∑
Cj,i=−1,l∈Z
vi,l+1v
′
j,lNt(A
−1
i,l+1, Yi,l)
= −2
∑
i∈I,l∈Z
(vi,l+1v
′
i,l−1 + vi,lvi,l′ ) + 2
∑
Cj,i=−1,l∈Z
vi,l+1v
′
j,l
In partiular, we have:
B + C +D = 2
∑
i∈I,l∈Z
(yi,lv
′
i,l−1 + vi,l+1y
′
i,l − vi,l+1v
′
i,l−1 − vi,lv
′
i,l) + 2
∑
Cj,i=−1,l∈Z
vi,l+1v
′
j,l

The biharater d was introdued for the ADE-ase by Nakajima in [12℄ motivated by geometry. It
partiular this proposition 3.18 gives a new motivation for this deformed struture.
3.5.4. Presentation related to the basis A and identiation with [15℄.
Lemma 3.19. For m1,m2 ∈ A, we have:
N (m1,m2) =
∑
i,j∈I,l,k∈Z
ui,l(m1)uj,k(m2)((C˜j,i(z))rj+l−k − (C˜j,i(z))−rj+l−k)
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Proof: First we an ompute in Yu:
Y˜i,lY˜j,k = exp(
∑
m>0
h2m[yi[−m], yj [m]]q
m(k−l)) : Y˜i,lY˜j,k := tC˜j,i(z)zk−l(z−rj−zrj ) : Y˜i,lY˜j,k :
and as N(Y˜i,l) = N(Y˜j,k) = 0 we have N (Y˜i,l, Y˜j,k) = (C˜j,i(z))rj+l−k − (C˜j,i(z))−rj+l−k. 
In sl2-ase we have C(z) = z + z
−1
and C˜(z) = 1z+z−1 =
∑
r≥0
(−1)rz−2r−1. So:
Y˜lY˜k = t
s : Y˜lY˜k :
where:
s = 0 if l − k = 1 + 2r, r ∈ Z
s = 0 if l − k = 2r, r > 0
s = 2(−1)r+1 if l − k = 2r, r < 0
s = −1 if l = k
It is analogous to the multipliation introdued for the ADE-ase by Varagnolo-Vasserot in [15℄: we
suppose we are in the ADE-ase, denote P =
⊕
i∈I
Zωi (resp. Q =
⊕
i∈I
Zαi) the weight-lattie (resp.
root-lattie) and:
¯: P ⊗ Z[z±]→ P ⊗ Z[z±] is dened by λ⊗ P (z) = λ⊗ P (z−1).
(, ) : Q⊗Z((z−1))× P ⊗ Z((z−1))→ Z((z−1)) is the Z((z−1))-bilinear form dened by (αi, ωj) = δi,j .
Ω−1 : P ⊗ Z[z±]→ Q⊗ Z((z−1)) is dened by Ω−1(ωi) =
∑
k∈I
C˜i,k(z)αk.
The map ǫ : P ⊗ Z[z±]× P ⊗ Z[z±]→ Z is dened by:
ǫλ,µ = π0((z
−1Ω−1(λ¯)|µ))
The multipliation of [15℄ is dened by:
Yi,lYj,m = t
2ǫ
zlωi,z
mωj
−2ǫ
zmωj,z
lωiYj,mYi,l
So we an ompute:
ǫzlωi,zmωj = π0((z
−1Ω−1(z−lωi)|z
mωj)) = π0(
∑
k∈I
(z−1−lC˜i,k(z)αk|z
mωj))
= π0(z
m−l−1C˜i,j(z)) = (C˜i,j(z))l+1−m
If we set ǫ′λ,µ = π0((zΩ
−1(λ¯)|µ)) then we have ǫ′zlωi,zmωj = (C˜i,j(z))l−1−m and:
ǫzlωi,zmωj − ǫ
′
zlωi,zmωj
= N (Yi,l, Yj,m)
4. Deformed sreening operators
Motivated by the sreening urrents of [4℄ we give in this setion a onrete approah to deformations
of sreening operators. In partiular the t-analogues of sreening operators dened in [8℄ will appear as
ommutators in Hh. Let us begin with some bakground about lassi sreening operators.
4.1. Reminder: lassi sreening operators ([5℄,[6℄).
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4.1.1. Classi sreening operators and symmetry property of q-haraters. Reall the denition of
π+(A˜
±
i,l) = A
±
i,l ∈ Y and of ui,l : A→ Z in setion 3.
Denition 4.1. The ith-sreening operator is the Z-linear map dened by:
Si : Y → Yi =
⊕
l∈Z
Y.Si,l
∑
l∈Z
Y.(Si,l+2ri −Ai,l+ri .Si,l)
∀m ∈ A,Si(m) =
∑
l∈Z
ui,l(m)Si,l
Note that the ith-sreening operator an also be dened as the derivation suh that:
Si(1) = 0 , ∀j ∈ I, l ∈ Z, Si(Yj,l) = δi,jYi,l.Si,l
Theorem 4.2. (Frenkel, Reshetikhin, Mukhin [5℄,[6℄) The image of χq : Z[Xi,l]i∈I,l∈Z → Y is:
Im(χq) =
⋂
i∈I
Ker(Si)
It is analogous to the lassial symmetry property of χ: Im(χ) = Z[y±i ]
W
i∈I .
4.1.2. Struture of the kernel of Si. Let Ki = Ker(Si). It is a Z-subalgebra of Y.
Theorem 4.3. (Frenkel, Reshetikhin, Mukhin [5℄,[6℄) The Z-subalgebra Ki of Y is generated by the
Yi,l(1 +A
−1
i,l+ri
), Y ±j,l (j 6= i, l ∈ Z).
For m ∈ Bi, we denote:
Ei(m) = m
∏
l∈Z
(1 +Ai,l+ri
−1)ui,l(m) ∈ Ki
In partiular:
Corollary 4.4. The Z-module Ki is freely generated by the Ei(m) (m ∈ Bi):
Ki =
⊕
m∈Bi
ZEi(m) ≃ Z
(Bi)
4.1.3. Examples in the sl2-ase. We suppose in this setion that we are in the sl2-ase. For m ∈ B,
let L(m) = χq(Vm) be the q-harater of the Uq(sˆl2)-irreduible representation of highest weight m. In
partiular L(m) ∈ K and K =
⊕
m∈B
ZL(m).
In [5℄ an expliit formula for L(m) is given: a σ ⊂ Z is alled a 2-segment if σ is of the form σ =
{l, l + 2, ..., l + 2k}. Two 2-segment are said to be in speial position if their union is a 2-segment that
properly ontains eah of them. All nite subset of Z with multipliity (l, ul)l∈Z (ul ≥ 0) an be broken
in a unique way into a union of 2-segments whih are not in pairwise speial position.
For m ∈ B we deompose m =
∏
j
∏
l∈σj
Yl ∈ B where the (σj)j is the deomposition of the (l, ul(m))l∈Z.
We have:
L(m) =
∏
j
L(
∏
l∈σj
Yl)
So it sues to give the formula for a 2-segments:
L(YlYl+2Yl+4...Yl+2k) = YlYl+2Yl+4...Yl+2k + YlYl+2...Yl+2(k−1)Y
−1
l+2(k+1)
+YlYl+2...Yl+2(k−2)Y
−1
l+2kY
−1
l+2(k+1) + ...+ Y
−1
l+2Y
−1
l+2...Y
−1
l+2(k+1)
We say that m is irregular if there are j1 6= j2 suh that
σj1 ⊂ σj2 and σj1 + 2 ⊂ σj2
18 DAVID HERNANDEZ
Lemma 4.5. (Frenkel, Reshetikhin [5℄) There is a dominant Y-monomial other than m in L(m) if
and only if m is irregular.
4.1.4. Complements: another basis of Ki. Let us go bak to the general ase. Let Ysl2 = Z[Y
±
l ]l∈Z the
ring Y for the sl2-ase. Let i be in I and for 0 ≤ k ≤ ri − 1, let ωk : A→ Ysl2 be the map dened by:
ωk(m) =
∏
l∈Z
Y
ui,k+lri (m)
l
and νk : Z[(Yl−1Yl+1)
−1]l∈Z → Y be the ring homomorphism suh that νk((Yl−1Yl+1)−1) = A
−1
i,k+lri
.
For m ∈ Bi, ωk(m) is dominant in Ysl2 and so we an dene L(ωk(m)) (see setion 4.1.3). We have
L(ωk(m))ωk(m)
−1 ∈ Z[(Yl−1Yl+1)−1]l∈Z. We introdue:
Li(m) = m
∏
0≤k≤ri−1
νk(L(ωk(m))ωk(m)
−1) ∈ Ki
In analogy with the orollary 4.4 the Z-module Ki is freely generated by the Li(m) (m ∈ Bi):
Ki =
⊕
m∈Bi
ZLi(m) ≃ Z
(Bi)
4.2. Sreening urrents. Following [4℄, for i ∈ I, l ∈ Z, introdue S˜i,l ∈ Hh:
S˜i,l = exp(
∑
m>0
hm
ai[m]
qmi − q
−m
i
qlm)exp(
∑
m>0
hm
ai[−m]
q−mi − q
m
i
q−lm)
Lemma 4.6. We have the following relations in Hh:
A˜i,lS˜i,l−ri = t−z−2ri−1S˜i,l+ri
S˜i,lA˜j,k = tCi,j(z)(z(k−l)+z(l−k))A˜j,kS˜i,l
S˜i,lY˜j,k = tδi,j(z(k−l)+z(l−k))Y˜j,kS˜i,l
Proof:
As for lemma 3.5 we ompute in Hh:
A˜i,lS˜i,l−ri
= exp(
∑
m>0
hmai[m]q
lm)(exp(
∑
m>0
hmai[−m]q−lm)exp(
∑
m>0
hm ai[m]
qmri−q−mri
qm(l−ri))
exp(
∑
m>0
hm ai[−m]
q−mri−qmri
qm(ri−l))
= exp(
∑
m>0
h2m−q
2mri+q−2mri
qmri−q−mri
q−mricm)exp(
∑
m>0
hmai[m]q
lm + hm ai[m]
qmri−q−mri
qm(l−ri))
exp(
∑
m>0
hm ai[−m]
q−mri−qmri
qm(ri−l) + hmai[−m]q
−lm)
= t−z−2ri−1exp(
∑
m>0
hmai[m](1 +
q−mri
qmri−q−mri
)qlm)exp(
∑
m>0
hmai[m](1 +
qmri
q−mri−qmri
)q−lm)
= t−z−2ri−1S˜i,l+ri
S˜i,lA˜j,k
= exp(
∑
m>0
hm ai[m]
qmri−q−mri
qlm)(exp(
∑
m>0
hm ai[−m]
q−mri−qmri
q−lm)exp(
∑
m>0
hmaj [m]q
km))
exp(
∑
m>0
hmaj [−m]q−km)
= exp(
∑
m>0
h2m
(q−mri−qmri )Ci,j(q
m)
q−mri−qmri
qm(k−l)cm)exp(
∑
m>0
hm ai[m]
qmri−q−mri
qlm)
exp(
∑
m>0
hmaj [m]q
km)exp(
∑
m>0
hm ai[−m]
q−mri−qmri
q−lm)exp(
∑
m>0
hmaj [−m]q−km)
= exp(
∑
m>0
h2mCi,j(q
m)(qm(k−l) + q(l−k)m)cm)A˜j,kS˜i,l
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Finally:
S˜i,lY˜j,k
= exp(
∑
m>0
hm ai[m]
qmri−q−mri
qlm)(exp(
∑
m>0
hm ai[−m]
q−mri−qmri
q−lm)exp(
∑
m>0
hmyj [m]q
km))
exp(
∑
m>0
hmyj [−m]q−km)
= exp(
∑
m>0
h2mδi,j
(q−mri−qmri )
q−mri−qmri
qm(k−l)cm)exp(
∑
m>0
hm ai[m]
qmri−q−mri
qlm)
exp(
∑
m>0
hmyj [m]q
km)exp(
∑
m>0
hm ai[−m]
q−mri−qmri
q−lm)exp(
∑
m>0
hmyj[−m]q−km)
= exp(
∑
m>0
δi,jh
2m(qm(k−l) + q(l−k)m)cm)Y˜j,kS˜i,l 
4.3. Deformed bimodules. In this setion we dene and study a t-analogue Yi,t of the module Yi.
For i ∈ I, let Yi,u be the Yu sub left-module of Hh generated by the S˜i,l (l ∈ Z). It follows from lemma
4.6 that (S˜i,l)−ri≤l<ri generate Yi,u and that it is also a subbimodule of Hh. Denote by S˜i,l ∈ Ht the
image of S˜i,l ∈ Hh in Ht.
Denition 4.7. Yi,t is the sub left-module of Ht generated by the S˜i,l (l ∈ Z).
In partiular it is to say the image of Yi,u in Ht. It follows from lemma 4.6 that for l ∈ Z, we have in
Yi,t:
A˜i,lS˜i,l−ri = t
−1S˜i,l+ri
It partiular Yi,t is generated by the (S˜i,l)−ri≤l<ri .
It follows from lemma 4.6 that for l ∈ Z, we have:
S˜i,l.Y˜j,k = t
2δi,jδl,k Y˜j,k.S˜i,l , S˜i,l.t = t.S˜i,l
In partiular Yi,t a subbimodule of Ht. Moreover:
S˜i,l.A˜i,k = t
2δl−k,ri+2δl−k,−ri A˜i,k.S˜i,l
S˜i,l.A˜j,k = t
−2
∑
r=Ci,j+1,Ci,j+3,...,−Ci,j−1
δl−k,r
A˜j,k.S˜i,l (if i 6= j)
Proposition 4.8. The Yt left module Yi,t is freely generated by (S˜i,l)−ri≤l<ri :
Yi,t =
⊕
−ri≤l<ri
YtS˜i,l ≃ Y
2ri
t
Proof: We saw that (S˜i,l)−ri≤l<ri generate Yi,t. We prove they are Yt-linearly independent:
for (R1, ..., Rn) ∈ Un, introdue:
YR1,...,Rn = exp(
∑
m>0,j∈I
hmyj[m]Rj(q
m)) ∈ H+t
It follows from lemma 3.7 that the (YR)R∈Un are Z-linearly independent. Note that we have π+(Yi,t) ⊂⊕
R∈Un
ZYR and that Y =
⊕
R∈Z[z±]n
ZYR. Suppose we have a linear ombination (λr ∈ Yt):
λ−ri S˜i,−ri + ...+ λri−1S˜i,ri−1 = 0
Introdue µk,R ∈ Z suh that:
π+(λk) =
∑
R∈Z[z±]n
µk,RYR
and Ri,k = (R
1
i,k(z), ..., R
n
i,k(z)) ∈ U
n
suh that π+(S˜i,k) = YRi,k . If we apply π+ to the linear ombina-
tion, we get: ∑
R∈Z[z±]n,−ri≤k≤ri−1
µk,RYRYRi,k = 0
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and we have for all R′ ∈ U: ∑
−ri≤k≤ri−1/R′−Ri,k∈Z[z±]n
µk,R′−Ri,k = 0
Suppose we have−ri ≤ k1 6= k2 ≤ ri−1 suh that R′−Ri,k1 , R
′−Ri,k2 ∈ Z[z
±]n. So Ri,k1−Ri,k2 ∈ Z[z
±]n.
But ai[m] =
∑
j∈I
Cj,i(q
m)yj [m], so for j ∈ I:
Cj,i(z)
zk1 − zk2
zri − z−ri
= (Rji,k1 (z)−R
j
i,k2
(z)) ∈ Z[z±]
In partiular for j = i we have Ci,i(z)
zk1−zk2
zri−z−ri
= (z
ri+z−ri )(zk1−zk2 )
zri−z−ri
∈ Z[z±]. This is impossible beause
|k1−k2| < 2ri. So we have only one term in the sum and all µk,R = 0. So π+(λk) = 0, and λk ∈ (t−1)Yt.
We have by indution for all m > 0, λk ∈ (t− 1)mYt. It is possible if and only if λk = 0. 
Denote by Yi the Y-bimodule π+(Yi,t). It is onsistent with the notations of setion 4.1.
4.4. t-analogues of sreening operators. We introdued t-analogues of sreening operators in [8℄.
The piture of the last setion enables us to dene them from a new point of view.
For m a Yt-monomial, we have:
[S˜i,l,m] = S˜i,lm−mS˜i,l = (t
2ui,l(m) − 1)mS˜i,l = t
ui,l(m)(t− t−1)[ui,l(m)]tmS˜i,l
So for λ ∈ Yt we have [S˜i,l, λ] ∈ (t
2 − 1)Yi,t, and [S˜i,l, λ] 6= 0 only for a nite number of l ∈ Z. So we an
dene:
Denition 4.9. The ith t-sreening operator is the map Si,t : Yt → Yi,t suh that (λ ∈ Yt):
Si,t(λ) =
1
t2 − 1
∑
l∈Z
[S˜i,l, λ] ∈ Yi,t
In partiular, Si,t is Z[t
±]-linear and a derivation. It is our map of [8℄.
For m a Yt-monomial, we have π+(Si,t(m)) = π+(t
ui,l(m)−1[ui,l(m)]t)π+(mS˜i,l) = ui,l(m)π+(mS˜i,l) and
the following ommutative diagram:
Yt
Si,t
−→ Yi,t
π+ ↓ ↓ π+
Y
Si−→ Yi
4.5. Kernel of deformed sreening operators.
4.5.1. Struture of the kernel. We proved in [8℄ a t-analogue of theorem 4.3:
Theorem 4.10. ([8℄) The kernel of the ith t-sreening operator Si,t is the Z[t
±]-subalgebra of Yt generated
by the Y˜i,l(1 + tA˜
−1
i,l+ri
), Y˜ ±j,l (j 6= i, l ∈ Z).
Proof: For the rst inlusion we ompute:
Si,t(Y˜i,l(1 + tA˜
−1
i,l+ri
)) = Y˜i,lS˜i,l + tY˜i,lA˜
−1
i,l+ri
(−t−2)S˜i,l+2ri = Y˜i,l(S˜i,l − t
−1A˜−1i,l+ri S˜i,l+2ri) = 0
For the other inlusion we refer to [8℄. 
Let Ki,t = Ker(Si,t). It is a Z[t
±]-subalgebra of Yt. In partiular we have π+(Ki,t) = Ki (onsequene of
theorem 4.3 and 4.10).
For m ∈ Bi introdue: (reall that
→∏
l∈Z
Ul means ...U−1U0U1U2...):
Ei,t(m) =
→∏
l∈Z
((Y˜i,l(1 + tA˜
−1
i,l+ri
))ui,l(m)
∏
j 6=i
Y˜
uj,l(m)
j,l )
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It is well dened beause it follows from theorem 3.11 that for j 6= i, l ∈ Z, (Y˜i,l(1 + tA˜
−1
i,l+ri
)) and Y˜j,l
ommute. For m ∈ Bi, the formula shows that the Yt-monomials of Ei,t(m) are the Y-monomials of
Ei(m) (with identiation by π+). Suh elements were used in [12℄ for the ADE ase.
The theorem 4.10 allows us to desribe Ki,t:
Corollary 4.11. For all m ∈ Bi, we have Ei,t(m) ∈ Ki,t. Moreover:
Ki,t =
⊕
m∈Bi
Z[t±]Ei,t(m) ≃ Z[t
±](Bi)
Proof: First Ei,t(m) ∈ Ki,t as produt of elements of Ki,t. We show easily that the Ei,t(m) are Z[t±]-
linearly independent by looking at a maximal Yt-monomial in a linear ombination.
Let us prove that the Ei,t(m) are Z[t
±]-generators of Ki,t: for a produt χ of the algebra-generators of
theorem 4.10, let us look at the highest weight Yt-monomial m. Then Ei,t(m) is this produt up to the
order in the multipliation. But for p = 1 or p ≥ 3, Yi,lYi,l+pri is the unique dominant Y-monomial of
Ei(Yi,l)Ei(Yi,l+pri ), so:
Y˜i,l(1 + tA˜
−1
i,l+ri
)Y˜i,l+pri (1 + tA˜
−1
i,l+pri+ri
) ∈ tZY˜i,l+pri(1 + tA˜
−1
i,l+pri+ri
)Y˜i,l(1 + tA˜
−1
i,l+ri
)
And for p = 2:
Y˜i,l(1 + tA˜
−1
i,l+ri
)Y˜i,l+2ri (1 + tA˜
−1
i,l+3ri
)− Y˜i,l+2ri(1 + tA˜
−1
i,l+3ri
)Y˜i,l(1 + tA˜
−1
i,l+ri
)
∈ Z[t±] + tZY˜i,l(1 + tA˜
−1
i,l+ri
)Y˜i,l+2ri(1 + tA˜
−1
i,l+3ri
)

4.5.2. Elements of Ki,t with a unique i-dominant Yt-monomial.
Proposition 4.12. For m ∈ Bi, there is a unique Fi,t(m) ∈ Ki,t suh that m is the unique i-dominant
Yt-monomial of Fi,t(m). Moreover :
Ki,t =
⊕
m∈Bi
Fi,t(m)
Proof: It follows from orollary 4.11 that an element of Ki,t has at least one i-dominant Yt-monomial.
In partiular we have the uniqueness of Fi,t(m).
For the existene, let us look at the sl2-ase. Let m be in B. It follows from the lemma 3.14 that
{MA−1i1,l1 ...A
−1
iR,lR
/R ≥ 0, l1, ..., lR ≥ l(M)} ∩ B is nite (where l(M) = min{l ∈ Z/∃i ∈ I, ui,l(M) 6= 0}).
We dene on this set a total ordering ompatible with the partial ordering: mL = m > mL−1 > ... > m1.
Let us prove by indution on l the existene of Ft(ml). The unique dominant Yt-monomial of Et(m1)
is m1 so Ft(m1) = Et(m1). In general let λ1(t), ..., λl−1(t) ∈ Z[t±] be the oeient of the dominant
Yt-monomials m1, ...,ml−1 in Et(ml). We put:
Ft(ml) = Et(ml)−
∑
r=1...l−1
λr(t)Ft(mr)
Notie that this onstrution gives Ft(m) ∈ mZ[A˜
−1
l , t
±]l∈Z.
For the general ase, let i be in I and m be in Bi. Consider ωk(m) as in setion 4.1.4. The study
of the sl2-ase allows us to set χk = ωk(m)
−1Ft(ωk(m)) ∈ Z[A˜
−1
l , t
±]l. And using the Z[t
±]-algebra
homomorphism νk,t : Z[A˜
−1
l , t
±]l∈Z → Z[A˜
−1
i,l , t
±]i∈I,l∈Z dened by νk,t(A˜
−1
l ) = A˜
−1
i,k+lri
, we set (the
terms of the produt ommute):
Fi,t(m) = m
∏
0≤k≤ri−1
νk,t(χk) ∈ Ki,t
For the last assertion, we have Ei,t(m) =
∑
l=1...L
λl(t)Fi,t(ml) where m1, ...,mL are the i-dominant Yt-
monomials of Ei,t(m) with oeients λ1(t), ..., λL(t) ∈ Z[t±]. 
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In the same way there is a unique Fi(m) ∈ Ki suh that m is the unique i-dominant Y-monomial of
Fi(m). Moreover Fi(m) = π+(Fi,t(m)).
4.5.3. Examples in the sl2-ase. In this setion we suppose that g = sl2 and we ompute Ft(m) = F1,t(m)
in some examples with the help of setion 4.1.3.
Lemma 4.13. Let σ = {l, l+ 2, ..., l + 2k} be a 2-segment and mσ = Y˜lY˜l+2...Y˜l+2k ∈ B. Then we have
the formula:
Ft(mσ) = mσ(1 + tA˜
−1
l+2k+1 + t
2A˜−1l+(2k+1)A˜
−1
l+(2k−1) + ...+ t
kA˜−1l+(2k+1)A˜
−1
l+(2k−1)...A˜
−1
l+1)
If σ1, σ2 are 2-segments not in speial position, we have:
Ft(mσ1)Ft(mσ2) = t
N (mσ1 ,mσ2)−N (mσ2 ,mσ1)Ft(mσ2)Ft(mσ1 )
If σ1, ..., σR are 2-segments suh that mσ1 ...mσr is regular, we have:
Ft(mσ1 ...mσR) = Ft(mσ1 )...Ft(mσR)
In partiular if m ∈ B veries ∀l ∈ Z, ul(m) ≤ 1 then it is of the form m = mσ1 ...mσR where the
σr are 2-segments suh that max(σr) + 2 < min(σr+1). So the lemma 4.13 gives an expliit formula
Ft(m) = Ft(mσ1)...Ft(mσR).
Proof: First we need some relations in Y1,t : we know that for l ∈ Z we have tS˜l−1 = A˜
−1
l S˜l+1 =
t2S˜l+1A˜
−1
l , so t
−1S˜l−1 = S˜l+1A˜
−1
l . So we get by indution that for r ≥ 0:
t−rS˜l+1−2r = S˜l+1A˜
−1
l A˜
−1
l−2...A˜
−1
l−2(r−1)
As ui,l+1(A˜
−1
l A˜
−1
l−2...A˜
−1
l−2(r−1)) = ui,l+1(A˜
−1
l ) = −1, we get:
t−rS˜l+1−2r = t
−2A˜−1l A˜
−1
l−2...A˜
−1
l−2(r−1)S˜l+1
For r′ ≥ 0, by multiplying on the left by A˜−1l+2r′A˜
−1
l+2(r′−1)...A˜
−1
l+2, we get:
t−rA˜−1l+2r′A˜
−1
l+2(r′−1)...A˜
−1
l+2S˜l+1−2r = t
−2A˜−1l+2r′A˜
−1
l+2(r′−1)...A˜
−1
l−2(r−1)S˜l+1
If we put r′ = 1 +R′, r = R−R′, l = L− 1− 2R′, we get for 0 ≤ R′ ≤ R:
tR
′
A˜−1L+1A˜
−1
L−1...A˜
−1
L+1−2R′ S˜L−2R = t
R−2A˜−1L+1A˜
−1
L−1...A˜
−1
L+1−2RS˜L−2R′
Now let be m = Y˜0Y˜2...Y˜l and χ ∈ Yt given by the formula in the lemma. Let us ompute S˜t(χ):
S˜t(χ) = m(S˜0 + S˜2 + ...+ S˜l)
+tmA˜−1l+1(S˜0 + S˜2 + ...+ S˜l−2 − t
−2S˜l+2)
+t2mA˜−1l+1A˜
−1
l−1(S˜0 + S˜2 + ...+ S˜l−4 − t
−2S˜l − t
−2S˜l+2)
+...
+tlmA˜−1l+1A˜
−1
l−1...A˜
−1
1 (−t
−2S˜2 + ...− t
−2S˜l − t
−2S˜l+2)
= m(S˜0 + S˜2 + ...+ S˜l)
+tmA˜−1l+1(S˜0 + S˜2 + ...+ S˜l−2)−mS˜l
+t2mA˜−1l+1A˜
−1
l−1(S˜0 + S˜2 + ...+ S˜l−4)− tmA˜
−1
l+1S˜l−2 −mS˜l−2
+...
−mtl−1A˜−1l+1A˜
−1
l−1...A˜
−1
3 − ...− t
−2S˜l −mS˜0
= 0
So χ ∈ Kt. But we see on the formula that m is the unique dominant monomial of χ. So χ = Ft(m).
For the seond point, we have two ases:
ALGEBRAIC APPROACH TO q, t-CHARACTERS 23
if mσ1mσ2 is regular, it follows from lemma 4.5 that L(mσ1)L(mσ2) = L(mσ2)L(mσ1) has no dominant
monomial other than mσ1mσ2 . But our formula shows that Ft(mσ1) (resp. Ft(mσ2)) has the same
monomials than L(mσ1) (resp. L(mσ2)). So
Ft(mσ1)Ft(mσ2 )− t
N (mσ1 ,mσ2)−N (mσ2 ,mσ1)Ft(mσ2)Ft(mσ1)
has no dominant Yt-monomial beause mσ1mσ2 − t
N (mσ1 ,mσ2)−N (mσ2 ,mσ1)mσ2mσ1 = 0.
if mσ1mσ2 is irregular, we have for example σj1 ⊂ σj2 and σj1 + 2 ⊂ σj2 . Let us write σj1 =
{l1, l1 + 2, ..., , p1} and σ2 = {l2, l2 + 2, ..., , p2}. So we have l2 ≤ l1 and p1 ≤ p2 − 2. Let m = m1m2 be a
dominant Y-monomial of L(mσ1mσ2) = L(mσ1)L(mσ2) where m1 (resp. m2) is a Y-monomial of L(mσ1)
(resp. L(mσ2)). If m2 is not mσ2 , we have Y
−1
p2 in m2 whih an not be aneled by m1. So m = m1mσ2 .
Let us write m1 = mσ1A
−1
p1+1
...A−1p1+1−2r. So we just have to prove:
A˜−1p1+1...A˜
−1
p1+1−2r
mσ2 = mσ2A˜
−1
p1+1
...A˜−1p1+1−2r
This follows from (l ∈ Z):
A˜−1l Y˜l−1Y˜l+1 = Y˜l−1Y˜l+1A˜
−1
l
For the last assertion it sues to show that Ft(mσ1)...Ft(mσR) has no other dominant Yt-monomial than
mσ1 ...mσR . But Ft(mσ1)...Ft(mσR) has the same monomials than L(mσ1)...L(mσR) = L(mσ1 ...mσR). As
mσ1 ...mσR is regular we get the result. 
4.5.4. Tehnial omplements. Let us go bak to the general ase. We give some tehnial results whih
will be used in the following to ompute Fi,t(m) in some ases (see proposition 5.17 and setion 8).
Lemma 4.14. Let i be in I, l ∈ Z, M ∈ A suh that ui,l(M) = 1 and ui,l+2ri = 0. Then we have
N (M, A˜−1i,l+ri ) = −1. In partiular π
−1(MA−1i,l+ri) = tMA˜
−1
i,l+ri
.
Proof: We an suppose M =: M : and we ompute in Yu:
MA˜−1i,l+ri = π+(m)exp(
∑
m>0,r∈Z,j∈I
uj,r(M)h
mq−rmyj[−m])
exp(
∑
m>0
− hmq−(l+ri)mai[−m])exp(
∑
m>0
− hmq(l+ri)mai[m])
=: MA˜−1i,l+ri : exp(
∑
m>0
h2m([ai[−m], ai[m]]−
∑
r∈Z
ui,r(m)[yi[−m], ai[m]]q
(l+ri−r)mcm) = tR : Y˜i,lA˜
−1
i,l+ri
:
where:
R(z) = −(z2ri − z−2ri) +
∑
r∈Z
ui,r(M)z
(l+ri−r)(zri − z−ri)
So:
N (Y˜i,l,MA˜
−1
i,l+ri
) =
∑
r∈Z
ui,r(M)(z
2ri+l−r − zl−r)0 = −ui,l(M) + ui,l+2ri(M) = −1

Lemma 4.15. Let m be in Bi suh that ∀l ∈ Z, ui,l(m) ≤ 1 and for 1 ≤ r ≤ 2ri the set
{l ∈ Z/ui,r+2lri(m) = 1} is a 1-segment. Then we have Fi,t(m) = π
−1(Fi(m)).
Proof: Let us look at the sl2-ase : m = m1m2 = mσ1mσ2 where σ1, σ2 are 2-segment. So the lemma
4.13 gives an expliit formula for Ft(m) and it follows from lemma 4.14 that Ft(m) = π
−1(F (m)).
We go bak to the general ase : let us write m = m′m1...m2ri where m
′ =
∏
j 6=i,l∈Z
Y
uj,l(m)
j,l and
mr =
∏
l∈Z
Y
ui,r+2lri (m)
i,r+2lri
. We have mr of the form mr = Yi,lrYi,lr+2ri ...Yi,lr+2niri . We have Fi,t(m) =
t−N(m
′m1...mr)m′Fi,t(m1)...Fi,t(m2ri). The study of the sl2-ase gives Fi,t(mr) = π
−1(Fi(mr)). It follows
from lemma 4.14 that:
t−N(m
′m1...mr)m′π−1(Fi(m1))...π
−1(Fi(mr)) = π
−1(m′Fi(m1)...Fi(mr)) = π
−1(Fi(m))
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
5. Intersetion of kernels of deformed sreening operators
Motivated by theorem 4.2 we study the struture of a ompletion of Kt =
⋂
i∈I
Ker(Si,t) in order to
onstrut χq,t in setion 6. Note that in the sl2-ase we have Kt = Ker(S1,t) that was studied in setion
4.
5.1. Reminder: lassi ase ([5℄, [6℄).
5.1.1. The elements E(m) and q-haraters. For J ⊂ I, denote the Z-subalgebra KJ =
⋂
i∈J
Ki ⊂ Y and
K = KI .
Lemma 5.1. ([5℄, [6℄) A non zero element of KJ has at least one J-dominant Y-monomial.
Proof: It sues to look at a maximal weight Y-monomial m of χ ∈ KJ : for i ∈ J we have m ∈ Bi
beause χ ∈ Ki. 
Theorem 5.2. ([5℄, [6℄) For i ∈ I there is a unique E(Yi,0) ∈ K suh that Yi,0 is the unique dominant
Y-monomial in E(Yi,0).
The uniqueness follows from lemma 5.1. For the existene we have E(Yi,0) = χq(Vωi(1)) (theorem 4.2).
Note that the existene of E(Yi,0) ∈ K sues to haraterize χq : Rep→ K. It is the ring homomorphism
suh that χq(Xi,l) = sl(E(Yi,0)) where sl : Y → Y is given by sl(Yj,k) = Yj,k+l.
For m ∈ B, we dened the standard module Mm in setion 2. We set:
E(m) =
∏
m∈B
sl(E(Yi,0))
ui,l(m) = χq(Mm) ∈ K
We dened the simple module Vm in setion 2. We set L(m) = χq(Vm) ∈ K. We have:
K =
⊕
m∈B
ZE(m) =
⊕
m∈B
ZL(m) ≃ Z(B)
For m ∈ B, we an also dene a unique F (m) ∈ K suh that m is the unique dominant Y-monomial
whih appears in F (m) (see for example the proof of proposition 4.12).
5.1.2. Tehnial omplements. For J ⊂ I, let gJ be the semi-simple Lie algebra of Cartan Matrix
(Ci,j)i,j∈J and Uq(gˆ)J the assoiated quantum ane algebra with oeient (ri)i∈J . In analogy with
the denition of Ei(m), Li(m) using the sl2-ase (setion 4.1.4), we dene for m ∈ BJ : EJ(m), LJ(m),
FJ (m) ∈ KJ using Uq(gˆ)J . We have:
KJ =
⊕
m∈BJ
ZEJ (m) =
⊕
m∈BJ
ZLJ(m) =
⊕
m∈BJ
ZFJ (m) ≃ Z
(BJ )
As a diret onsequene of proposition 2.6 we have :
Lemma 5.3. For m ∈ B, we have E(m) ∈ Z[Yi,l]i∈I,l≥l(m) where l(m) = min{l ∈ Z/∃i ∈ I, ui,l(m) 6= 0}.
5.2. Completion of the deformed algebras. In this setion we introdue ompletions of Yt and of
KJ,t =
⋂
i∈J
Ki,t ⊂ Yt (J ⊂ I). We have the following motivation: we have seen π+(KJ,t) ⊂ KJ (setion
4). In order to prove an analogue of the other inlusion (theorem 5.13) we have to introdue ompletions
where innite sums are allowed.
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5.2.1. The ompletion Y∞t of Yt. Let
∞
At be the Z[t
±]-module
∞
At =
∏
m∈A
Z[t±].m ≃ Z[t±]A. An element
(λm(t)m)m∈A ∈
∞
At is noted
∑
m∈A
λm(t)m. We have
⊕
m∈A
Z[t±].m = Yt ⊂
∞
At. The algebra struture of Yt
gives a Z[t±]-bilinear morphisms Yt ⊗
∞
At →
∞
At and
∞
At ⊗ Yt →
∞
At suh that
∞
At is a Yt-bimodule. But
the Z[t±]-algebra struture of Yt an not be naturally extended to
∞
At. We dene a Z[t
±]-submodule Y∞t
with Yt ⊂ Y∞t ⊂
∞
At, for whih it is the ase:
Let YAt be the Z[t
±]-subalgebra of Yt generated by the (A˜
−1
i,l )i∈I,l∈Z. We gave in proposition 3.12 the
struture of YAt . In partiular we have Y
A
t =
⊕
K≥0
YA,Kt where for K ≥ 0:
YA,Kt =
⊕
m=:A˜−1
i1,l1
...A˜−1
iK,lK
:
Z[t±].m ⊂ YAt
Note that for K1,K2 ≥ 0, Y
A,K1
t Y
A,K2
t ⊂ Y
A,K1+K2
t for the multipliation of Yt. So Y
A
t is a graded
algebra if we set deg(x) = K for x ∈ YA,Kt . Denote by Y
A,∞
t the ompletion of Y
A
t for this gradation. It
is a sub-Z[t±]-module of
∞
At.
Denition 5.4. We dene Y∞t as the sub Yt-leftmodule of
∞
At generated by Y
A,∞
t .
In partiular, we have: Y∞t =
∑
M∈A
M.YA,∞t ⊂
∞
At.
Lemma 5.5. There is a unique algebra struture on Y∞t ompatible with the struture of Yt ⊂ Y
∞
t .
Proof: The struture is unique beause the elements of Y∞t are innite sums of elements of Yt. For
M ∈ A, we have YA,∞t .M ⊂ M.Y
A,∞
t , so Y
∞
t is a sub Yt-bimodule of
∞
At. For M ∈ A and λ ∈ Y
A,∞
t
denote λM ∈ YA,∞t suh that λ.M = M.λ
M
. We dene the Z[t±]-algebra struture on Y∞t by (M,M
′ ∈
A, λ, λ′ ∈ YA,∞t ):
(M.λ)(M ′.λ′) = MM ′.(λM
′
λ′)
It is well dened beause for M1,M2,M ∈ A, λ, λ2 ∈ YAt we have M1λ1 = M2λ2 ⇒ M1Mλ
M
1 =
M2Mλ
M
2 . 
5.2.2. The ompletion K∞i,t of Ki,t. We dene a ompletion of Ki,t analog to the ompleted algebra Y
∞
t .
For M ∈ A, we dene a Z[t±]-linear endomorphism EMi,t : MY
A,∞
t → MY
A,∞
t suh that (m Y
A
t -
monomial):
EMi,t (Mm) = 0 if : Mm :/∈ Bi
EMi,t (Mm) = Ei,t(Mm) if : Mm :∈ Bi
It is well-dened beause if m ∈ YA,Kt and : Mm :∈ Bi we have Ei,t(Mm) ∈M
⊕
K′≥K
YA,K
′
.
Denition 5.6. We dene K∞i,t =
∑
M∈A
Im(EMi,t ) ⊂ Y
∞
t .
For J ⊂ I, we set K∞J,t =
⋂
i∈J
K∞i,t and K
∞
t = K
∞
I,t.
Lemma 5.7. A non zero element of K∞J,t has at least one J-dominant Yt-monomial.
Proof: Analog to the proof of lemma 5.1.
Lemma 5.8. For J ⊂ I, we have K∞J,t ∩ Yt = KJ,t. Moreover K
∞
J,t is a Z[t
±]-subalgebra of Y∞t .
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Proof: It sues to prove the results for J = {i}. First for m ∈ Bi we have Ei,t(m) = Emi,t(m) ∈
K∞i,t and so Ki,t =
⊕
m∈Bi
Z[t±]Ei,t(m) ⊂ K∞i,t ∩ Yt. Now let χ be in K
∞
i,t suh that χ has only a nite
number of Yt-monomials. In partiular it has only a nite number of i-dominant Yt-monomialsm1, ...,mr
with oeients λ1(t), ..., λr(t). In partiular it follows from lemma 5.7 that χ = λ1(t)Fi,t(m1) + ... +
λr(t)Fi,t(mr) ∈ Ki,t (see proposition 4.12 for the denition of Fi,t(m)).
For the last assertion, onsiderM1,M2 ∈ A andm1,m2 YAt -monomials suh that : M1m1 :, : M2m2 :∈ Bi.
Then Ei,t(M1m1)Ei,t(M2m2) is in the the sub-algebra Ki,t ⊂ Yt and in Im(E
M1M2
i,t ). 
In the same way for t = 1 we dene the Z-algebra Y∞ and the Z-subalgebras K∞J ⊂ Y
∞
.
The surjetive map π+ : Yt → Y is naturally extended to a surjetive map π+ : Y∞t → Y
∞
. For i ∈ I, we
have π+(K
∞
i,t) = K
∞
i and for J ⊂ I, π+(K
∞
J,t) ⊂ K
∞
J . The other inlusion is equivalent to theorem 5.13.
5.2.3. Speial submodules of Y∞t . For m ∈ A, K ≥ 0 we onstrut a subset Dm,K ⊂ m{A˜
−1
i1,l1
...A˜−1iK ,lK}
stable by the maps Emi,t suh that
⋃
K≥0
Dm,K is ountable: we say that m
′ ∈ Dm,K if and only if there
is a nite sequene (m0 = m,m1, ...,mR = m
′) of length R ≤ K, suh that for all 1 ≤ r ≤ R, there
is r′ < r, J ⊂ I suh that mr′ ∈ BJ and for r′ < r′′ ≤ r, mr′′ is a Y-monomial of EJ (mr′) and
mr′′m
−1
r′′−1 ∈ {A
−1
j,l /l ∈ Z, j ∈ J}.
The denition means that there is hain of monomials of some EJ(m
′′) from m to m′.
Lemma 5.9. The set Dm,K is nite. In partiular, the set Dm is ountable.
Proof: Let us prove by indution on K ≥ 0 that Dm,K is nite: we have Dm,0 = {m} and:
Dm,K+1 ⊂
⋃
J⊂I,m′∈Dm,K∩BJ
{Y-monomials of EJ(m
′)}

Lemma 5.10. For m,m′ ∈ A suh that m′ ∈ Dm we have Dm′ ⊆ Dm. For M ∈ A, the set B ∩DM is
nite.
Proof: Consider (m0 = m,m1, ...,mR = m
′) a sequene adapted to the denition of Dm. Let m
′′
be in Dm′ and (mR = m
′,mR+1, ...,mR′ = m
′′) a sequene adapted to the denition of Dm′ . So
(m0,m1, ...,mR′) is adapted to the denition of Dm, and m
′′ ∈ Dm.
Let us look at m ∈ B
⋂
DM : we an see by indution on the length of a sequene (m0 = M,m1, ...,mR =
m) adapted to the denition of DM that m is of the form m = MM
′
whereM ′ =
∏
i∈I,l≥l1
A
−vi,l
i,l (vi,l ≥ 0).
So the last assertion follows from lemma 3.14. 
Denition 5.11. D˜m is the Z[t
±]-submodule of Y∞t whose elements are of the form (λm(t)m)m∈Dm .
For m ∈ A introdue m0 = m > m1 > m2 > ... the ountable set Dm with a total ordering ompatible
with the partial ordering. For k ≥ 0 onsider an element Fk ∈ D˜mk .
Note that some innite sums make sense in D˜m: for k ≥ 0, we have Dmk ⊂ {mk,mk+1, ...}. So mk
appears only in the Fk′ with k
′ ≤ k and the innite sum
∑
k≥0
Fk makes sense in D˜m.
5.3. Cruial result for our onstrution. Our onstrution of q, t-haraters is based on theorem 5.13
proved in this setion.
5.3.1. Statement.
Denition 5.12. For n ≥ 1 denote P (n) the property for all semi-simple Lie-algebras g of rank rk(g) =
n, for all m ∈ B there is a unique Ft(m) ∈ K∞t ∩ D˜m suh that m is the unique dominant Yt-monomial
of Ft(m)..
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Theorem 5.13. For all n ≥ 1, the property P (n) is true.
Note that for n = 1, that is to say g = sl2, the result follows from setion 4.
The uniqueness follows from lemma 5.7 : if χ1, χ2 ∈ K∞t are solutions, then χ1 − χ2 has no dominant
Yt-monomial, so χ1 = χ2.
Remark: in the simply-laed ase the existene is a onsequene of the geometri theory of quivers [11℄,
[12℄, and in An, Dn-ases of algebrai expliit onstrutions [13℄. In the rest of this setion 5 we give an
algebrai proof of this theorem in the general ase.
5.3.2. Outline of the proof. First we give some preliminary tehnial results (setion 5.4) in whih we
onstrut t-analogues of the E(m). Next we prove P (n) by indution on n. Our proof has 3 steps:
Step 1 (setion 5.5): we prove P (1) and P (2) using a more preise property Q(n) suh that Q(n)⇒ P (n).
The property Q(n) has the following advantage: it an be veried by omputation in elementary ases
n = 1, 2.
Step 2 (setion 5.6): we give some onsequenes of P (n) whih will be used in the proof of P (r) (r > n):
we give the struture of K∞t (proposition 5.19) for rk(g) = n and the struture of K
∞
J,t where J ⊂ I,
|J | = n and |I| > n (orollary 5.20).
Step 3 (setion 5.7): we prove P (n) (n ≥ 3) assuming P (r), r ≤ n are true. We give an algorithm
(setion 5.7.2) to onstrut expliitly Ft(m). It is alled t-algorithm and is a t-analogue of Frenkel-
Mukhin algorithm [6℄ (a deformed algorithm was also used by Nakajima in the ADE-ase [11℄). As we
do not know a priori the algorithm is well dened the general ase, we have to show that it never fails
(lemma 5.24) and gives a onvenient element (lemma 5.25).
5.4. Preliminary: Constrution of the Et(m).
Lemma 5.14. We suppose that for i ∈ I, there is Ft(Y˜i,0) ∈ K∞t ∩ D˜Y˜i,0 suh that Y˜i,0 is the unique
dominant Yt-monomial of Ft(Y˜i,0). Then:
i) All Yt-monomials of Ft(Y˜i,0), exept the highest weight Yt-monomial, are right negative.
ii) All Yt-monomials of Ft(Y˜i,0) are produts of Y˜
±
j,l with l ≥ 0.
iii) The only Yt-monomial of Ft(Y˜i,0) whih ontains a Y˜
±
j,0 (j ∈ I) is the highest weight monomial
Y˜i,0.
iv) The Ft(Y˜i,0) (i ∈ I) ommute.
Note that (i),(ii) and (iii) appeared in [6℄.
Proof:
i) It sues to prove that all Yt-monomials m0 = Yi,0,m1, ... of DYi,0 exept Yi,0 are right negative.
But m1 is the monomial Yi,0A
−1
i,1 of Ei(Yi,0) and it is right negative. We an now prove the statement by
indution: suppose that mr is a monomial of EJ(mr′), where mr′ is right negative. So mr is a produt
of mr′ by some A
−1
j,l (l ∈ Z).Those monomials are right negative beause a produt of right negative
monomial is right negative.
ii) Suppose that m ∈ A is produt of Y ±k,l with l ≥ 0. It follows from lemma 5.3 that all monomials of
Dm are produt of Y
±
k,l with l ≥ 0.
iii) All Y-monomials of DYi,0 exept Y˜i,0 are in DYi,0A−1i,ri
. But l(Yi,0A
−1
i,ri
) ≥ 1 and we an onlude
with the help of lemma 5.3.
iv) Let i 6= j be in I and look at Ft(Y˜i,0)Ft(Y˜j,0). Suppose we have a dominant Yt-monomial m0 =
m1m2 in Ft(Y˜i,0)Ft(Y˜j,0) dierent from the highest weight Yt-monomial Y˜i,0Y˜j,0. We have for example
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m1 6= Y˜i,0, so m1 is right negative. Let l1 be the maximal l suh that a Y˜k,l appears in m1. We have
uk,l(m1) < 0 and l > 0. As uk,l(m0) ≥ 0 we have uk,l(m2) > 0 andm2 6= Yj,0. Som2 is right negative and
there is k′ ∈ I and l′ > l suh that uk′,l′(m2) < 0. So uk′,l′(m1) > 0, ontradition. So the highest weight
Yt-monomial of Ft(Y˜i,0)Ft(Y˜j,0) is the unique dominant Yt-monomial. In the same way the highest weight
Yt-monomial of Ft(Y˜j,0)Ft(Y˜i,0) is the unique dominant Yt-monomial. But we have Y˜i,0Y˜j,0 = Y˜j,0Y˜i,0, so
Ft(Y˜i,0)Ft(Y˜j,0)− Ft(Y˜j,0)Ft(Y˜i,0) ∈ K∞t has no dominant Yt-monomial, so is equal to 0. 
Denote, for l ∈ Z, by sl : Y∞t → Y
∞
t the endomorphism of Z[t
±]-algebra suh that sl(Y˜j,k) = Y˜j,k+l (it
is well-dened beause the dening relations of Yt are invariant for k 7→ k + l). If the hypothesis of the
lemma 5.14 are veried, we an dene for m ∈ tZB :
Et(m) = m(
→∏
l∈Z
∏
i∈I
Y˜
ui,l(m)
i,l )
−1
→∏
l∈Z
∏
i∈I
sl(Ft(Y˜i,0))
ui,l(m) ∈ K∞t
beause for l ∈ Z the produt
∏
i∈I
sl(Ft(Y˜i,0))
ui,l(m)
is ommutative (lemma 5.14).
5.5. Step 1: Proof of P (1) and P (2). The aim of this setion is to prove P (1) and P (2). First we
dene a more preise property Q(n) suh that Q(n)⇒ P (n).
5.5.1. The property Q(n).
Denition 5.15. For n ≥ 1 denote Q(n) the property for all semi-simple Lie-algebras g of rank rk(g) =
n, for all i ∈ I there is a unique Ft(Y˜i,0) ∈ Kt ∩ D˜Y˜i,0 suh that Y˜i,0 is the unique dominant Yt-monomial
of Ft(Y˜i,0). Moreover Ft(Y˜i,0) has the same monomials as E(Yi,0).
The property Q(n) is more preise than P (n) beause it asks that Ft(Y˜i,0) has only a nite number of
monomials.
Lemma 5.16. For n ≥ 1, the property Q(n) implies the property P (n).
Proof: We suppose Q(n) is true. In partiular the setion 5.4 enables us to onstrut Et(m) ∈ K∞t for
m ∈ B. The dening formula of Et(m) shows that it has the same monomials as E(m). So Et(m) ∈ D˜m
and Et(m) ∈ Kt.
Let us prove P (n): let m be in B. The uniqueness of Ft(m) follows from lemma 5.7. Let mL =
m > mL−1 > ... > m1 be the dominant monomials of Dm with a total ordering ompatible with the
partial ordering (it follows from lemma 3.14 that Dm ∩ B is nite). Let us prove by indution on l the
existene of Ft(ml). The unique dominant of Dm1 is m1 so Ft(m1) = Et(m1) ∈ D˜m1 . In general let
λ1(t), ..., λl−1(t) ∈ Z[t±] be the oeient of the dominant Yt-monomials m1, ...,ml−1 in Et(ml). We
put:
Ft(ml) = Et(ml)−
∑
r=1...l−1
λr(t)Ft(mr)
We see in the onstrution that Ft(m) ∈ D˜m beause for m′ ∈ Dm we have Et(m′) ∈ D˜m′ ⊆ D˜m (lemma
5.10). 
5.5.2. Cases n = 1, n = 2. We need the following general tehnial result:
Proposition 5.17. Let m be in B suh that all monomial m′ of F (m) veries : ∀i ∈ I,m′ ∈ Bi implies
∀l ∈ Z, ui,l(m′) ≤ 1 and for 1 ≤ r ≤ 2ri the set {l ∈ Z/ui,r+2lri(m
′) = 1} is a 1-segment. Then
π−1(F (m)) ∈ Yt is in Kt and has a unique dominant monomial m.
Proof: Let us write F (m) =
∑
m′∈A
µ(m′)m′ (µ(m′) ∈ Z). Let i be in I and onsider the deomposition of
F (m) in Ki:
F (m) =
∑
m′∈Bi
µ(m′)Fi(m
′)
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But µ(m′) 6= 0 implies the hypothesis of lemma 4.15 is veried for m′ ∈ Bi. So π−1(Fi(m′)) = Fi,t(m′).
And:
π−1(F (m)) =
∑
m′∈Bi
µ(m′)Fi,t(m
′) ∈ Ki,t

For n = 1 (setion 4.5), n = 2 (setion 8), we an give expliit formula for the E(Yi,0) = F (Yi,0). In
partiular we see that the hypothesis of proposition 5.17 are veried, so:
Corollary 5.18. The properties Q(1), Q(2) and so P (1), P (2) are true.
This allow us to start our indution in the proof of theorem 5.13.
In setion 7.1 we will see other appliations of proposition 5.17.
Note that the hypothesis of proposition 5.17 are not veried for fundamental monomials m = Yi,0 in
general: for example for the D5-ase we have in F (Y2,0) the monomial Y
2
3,3Y
−1
5,4 Y
−1
2,4 Y
−1
4,4 .
5.6. Step 2: onsequenes of the property P (n). Let be n ≥ 1. We suppose in this setion that
P (n) is proved. We give some onsequenes of P (n) whih will be used in the proof of P (r) (r > n).
Let K
∞,f
t be the Z[t
±]-submodule of K∞t generated by elements with a nite number of dominant Yt-
monomials.
Proposition 5.19. We suppose rk(g) = n. We have:
K
∞,f
t =
⊕
m∈B
Z[t±]Ft(m) ≃ Z[t
±](B)
Moreover for M ∈ A, we have:
K∞t ∩ D˜M =
⊕
m∈B∩DM
Z[t±]Ft(m) ≃ Z[t
±]B∩DM
Proof: Let χ be in K∞,ft and m1, ...,mL ∈ B the dominant Yt-monomials of χ and λ1(t), ..., λL(t) ∈ Z[t
±]
their oeients. It follows from lemma 5.7 that χ =
∑
l=1...L
λl(t)Ft(ml).
Let us look at the seond point: lemma 5.10 shows that m ∈ B ∩ DM ⇒ Ft(m) ∈ D˜M . In partiu-
lar the inlusion ⊇ is lear. For the other inlusion we prove as in the rst point that K∞t ∩ D˜M =∑
m∈B∩DM
Z[t±]Ft(m). We an onlude beause it follows from lemma 3.14 that DM ∩B is nite. 
We reall that have seen in setion 5.2.3 that some innite sum make sense in D˜M .
Corollary 5.20. We suppose rk(g) > n and let J be a subset of I suh that |J | = n. For m ∈ BJ , there
is a unique FJ,t(m) ∈ K∞J,t suh that m is the unique J-dominant Yt-monomial of FJ,t(m). Moreover
FJ,t(m) ∈ D˜m.
For M ∈ A, the elements of K∞J,t ∩ D˜M are innite sums
∑
m∈BJ∩DM
λm(t)FJ,t(m). In partiular:
K∞J,t ∩ D˜M ≃ Z[t
±]BJ∩DM
Proof: The uniqueness of FJ,t(m) follows from lemma 5.7. Let us write m = mJm
′
where
mJ =
∏
i∈J,l∈Z
Y
ui,l(m)
i,l . So mJ is a dominant Yt-monomial of Z[Y
±
i,l ]i∈J,l∈Z. In partiular the proposition
5.19 with the algebra Uq(gˆ)J of rank n gives mJχ where χ ∈ Z[A˜
Uq(gˆ)J ,−1
i,l , t
±]i∈J,l∈Z (where for i ∈
I, l ∈ Z, A˜
Uq(gˆ)J ,±
i,l = βI,J(A˜
±
i,l) where βI,J(Y˜
±
i,l ) = δi∈J Y˜
±
i,l ). So we an put Ft(m) = mνJ,t(χ) where
νJ,t : Z[A˜
Uq(gˆ)J ,−1
i,l , t
±]i∈J,l∈Z → Yt is the ring homomorphism suh that νJ,t(A˜
Uq(gˆ)J ,−1
i,l ) = A˜
−1
i,l .
The last assertion is proved as in proposition 5.19. 
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5.7. Step 3: t-algorithm and end of the proof of theorem 5.13. In this setion we explain why the
P (r) (r < n) imply P (n). In partiular we dene the t-algorithm whih onstruts expliitly the Ft(m).
5.7.1. The indution. We prove the property P (n) by indution on n ≥ 1. It follows from setion 5.5
that P (1) and P (2) are true. Let be n ≥ 3 and suppose that P (r) is proved for r < n.
Let m+ be in B and m0 = m+ > m1 > m2 > ... the ountable set Dm+ with a total ordering ompatible
with the partial ordering.
For J  I and m ∈ BJ , it follows from P (r) and orollary 5.20 that there is a unique FJ,t(m) ∈ D˜m∩K∞J,t
suh that m is the unique J-dominant monomial of FJ,t(m) and that the elements of D˜m+ ∩K
∞
J,t are the
innite sums of Y∞t :
∑
m∈Dm+∩BJ
λm(t)FJ,t(m) where λm(t) ∈ Z[t
±].
If m ∈ A−BJ , denote FJ,t(m) = 0.
5.7.2. Denition of the t-algorithm. For r, r′ ≥ 0 and J ( I denote [FJ,t(mr′)]mr ∈ Z[t
±] the oeient
of mr in FJ,t(mr′).
Denition 5.21. We all t-algorithm the following indutive denition of the sequenes (s(mr)(t))r≥0 ∈
Z[t±]N, (sJ (mr)(t))r≥0 ∈ Z[t±]N (J  I):
s(m0)(t) = 1 , sJ(m0)(t) = 0
and for r ≥ 1, J ( I:
sJ(mr)(t) =
∑
r′<r
(s(mr′)(t)− sJ (mr′)(t))[FJ,t(mr′)]mr
if mr /∈ BJ , s(mr)(t) = sJ(mr)(t)
if mr ∈ B, s(mr)(t) = 0
We have to prove that the t-algorithm denes the sequenes in a unique way. We see that if s(mr), sJ(mr)
are dened for r ≤ R so are sJ (mR+1) for J ( I. The sJ (mR) impose the value of s(mR+1) and by
indution the uniqueness is lear. We say that the t-algorithm is well dened to step R if there exist
s(mr), sJ (mr) suh that the formulas of the t-algorithm are veried for r ≤ R.
Lemma 5.22. The t-algorithm is well dened to step r if and only if:
∀J1, J2  I, ∀r
′ ≤ r,mr′ /∈ BJ1 and mr′ /∈ BJ2 ⇒ sJ1(mr′)(t) = sJ2(mr′)(t)
Proof: If for r′ < r the s(mr′)(t), sJ (mr′)(t) are well dened, so is sJ (mr)(t). If mr ∈ B, s(mr)(t) = 0 is
well dened. If mr /∈ B, it is well dened if and only if {sJ(mr)(t)/mr /∈ BJ} has one unique element. 
5.7.3. The t-algorithm never fails. If the t-algorithm is well dened to all steps, we say that the t-algorithm
never fails. In this setion we show that the t-algorithm never fails.
If the t-algorithm is well dened to step r, for J  I we set:
µJ (mr)(t) = s(mr)(t)− sJ (mr)(t)
χrJ =
∑
r′≤r
µJ(mr′(t))FJ,t(mr′) ∈ K
∞
J,t
Lemma 5.23. If the t-algorithm is well dened to step r, for J ⊂ I we have:
χrJ ∈ (
∑
r′≤r
s(mr′)(t)mr′) + sJ (mr+1)(t)mr+1 +
∑
r′>r+1
Z[t±]mr′
For J1 ⊂ J2 ( I, we have:
χrJ2 = χ
r
J1 +
∑
r′>r
λr′(t)FJ1,t(mr′)
where λr′(t) ∈ Z[t±]. In partiular, if mr+1 /∈ BJ1 , we have sJ1,t(mr+1) = sJ2,t(mr+1).
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Proof: For r′ ≤ r let us ompute the oeient (χrJ)mr′ ∈ Z[t
±] of mr′ in χ
r
J :
(χrJ )mr′ =
∑
r′′≤r′
(s(mr′′)(t)− sJ(mr′′)(t))[FJ,t(mr′′)]mr′
= (s(mr′)(t)− sJ (mr′)(t))[FJ,t(mr′)]mr′ +
∑
r′′<r′
(s(mr′′)(t)− sJ (mr′′)(t))[FJ,t(mr′′)]mr′
= (s(mr′)(t)− sJ(mr′)(t)) + sJ(mr′)(t) = s(mr′)(t)
Let us ompute the oeient (χrJ )mr+1 ∈ Z[t
±] of mr+1 in χ
r
J :
(χrJ)mr+1 =
∑
r′′<r+1
(s(mr′′)(t)− sJ(mr′′)(t))[FJ,t(mr′′)]mr+1 = sJ(mr+1)
For the seond point let J1 ⊂ J2 ( I. We have χrJ2 ∈ K
∞
J1,t
∩ D˜m+ and it follows from P (|J1|) and
orollary 5.20 (or setion 5.5.2 if |J1| ≤ 2) that we an introdue λmr′ (t) ∈ Z[t
±] suh that :
χrJ2 =
∑
r′≥0
λmr′ (t)FJ1,t(mr′)
We show by indution on r′ that for r′ ≤ r, mr′ ∈ BJ1 ⇒ λmr′ (t) = µJ1(mr′)(t). First we have
λm0(t) = (χ
r
J2
)m0 = s(m0)(t) = 1 = µJ1(m0). For r
′ ≤ r:
s(mr′)(t) = λmr′ (t) +
∑
r′′<r′
λmr′′ (t)[FJ1,t(mr′′)]mr′
λmr′ (t) = s(mr′)(t)−
∑
r′′<r′
µJ1(mr′)(t)[FJ1,t(mr′′)]mr′ = s(mr′)(t)− sJ1(mr′)(t) = µJ1(mr′)(t)
For the last assertion if mr+1 /∈ BJ1 , the oeient of mr+1 in
∑
r′>r
Z[t±]FJ1,t(mr′) is 0, and (χ
r
J2
)mr+1 =
(χrJ1)mr+1 . It follows from the rst point that sJ1,t(mr+1) = sJ2,t(mr+1). 
Lemma 5.24. The t-algorithm never fails.
Proof: Suppose the sequene is well dened until the step r − 1 and let J1, J2  I suh that mr /∈ BJ1
and mr /∈ BJ2 . Let i be in J1, j in J2 suh that mr /∈ Bi and mr /∈ Bj . Consider J = {i, j}  I. The
χr−1J , χ
r−1
i , χ
r−1
j ∈ Yt have the same oeient s(mr′)(t) on mr′ for r
′ ≤ r − 1. Moreover:
si(mr)(t) = (χ
r−1
i )mr , sj(mr)(t) = (χ
r−1
j )mr , sJ(mr)(t) = (χ
r−1
J )mr
But mr /∈ BJ , so:
χr−1J =
∑
r′≤r−1
µi(mr′)(t)Fi,t(mr′) +
∑
r′≥r+1
λmr′ (t)Fi,t(mr′)
So (χr−1J )mr = (χ
r−1
i )mr and we have si(mr)(t) = sJ(mr)(t). In the same way we have si(mr)(t) =
sJ1(mr)(t), sj(mr)(t) = sJ(mr)(t) and sj(mr)(t) = sJ2(mr)(t). So we an onlude sJ1(mr)(t) =
sJ2(mr)(t). 
5.7.4. Proof of P (n). It follows from lemma 5.24 that χ =
∑
r≥0
s(mr)(t)mr ∈ Y∞t is well dened.
Lemma 5.25. We have χ ∈ K∞t
⋂
D˜m+. Moreover the only dominant Yt-monomial in χ is m0 = m+.
Proof: The dening formula of χ gives χ ∈ D˜m+ . Let i be in I and:
χi =
∑
r≥0
µi(mr)(t)Fi,t(mr) ∈ K
∞
i,t
Let us ompute for r ≥ 0 the oeient of mr in χ− χi:
(χ− χi)mr = s(mr)(t)−
∑
r′≤r
µi(mr′)(t)[Fi,t(mr′)]mr
= s(mr)(t)− si(mr)(t)− µi(mr)(t)[Fi,t(mr)]mr = (s(mr)(t)− si(mr)(t))(1 − [Fi,t(mr)]mr )
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We have two ases:
if mr ∈ Bi, we have 1− [Fi,t(mr)]mr = 0.
if mr /∈ Bi, we have s(mr)(t)− si(mr)(t) = 0.
So χ = χi ∈ K∞i,t, and χ ∈ K
∞
t .
The last assertion follows from the denition of the algorithm: for r > 0, mr ∈ B ⇒ s(mr)(t) = 0. 
This lemma implies:
Corollary 5.26. For n ≥ 3, if the P (r) (r < n) are true, then P (n) is true.
In partiular the theorem 5.13 is proved by indution on n.
6. Morphism of q, t-haraters and appliations
6.1. Morphism of q, t-haraters.
6.1.1. Denition of the morphism. We set Rept = Rep ⊗Z Z[t
±] = Z[Xi,l, t
±]i∈I,l∈Z. We say that M ∈
Rept is a Rept-monomial if it is of the formM =
∏
i∈I,l∈Z
X
xi,l
i,l (xi,l ≥ 0). In this ase denote xi,l(M) = xi,l.
Reall the denition of the Et(m) (setion 5.4).
Denition 6.1. The morphism of q, t-haraters is the Z[t±]-linear map χq,t : Rept → Y
∞
t suh that
(ui,l ≥ 0):
χq,t(
∏
i∈I,l∈Z
X
ui,l
i,l ) = Et(
∏
i∈I,l∈Z
Y
ui,l
i,l )
6.1.2. Properties of χq,t.
Theorem 6.2. We have π+(Im(χq,t)) ⊂ Y and the following diagram is ommutative:
Rep
χq,t
−→ Im(χq,t)
id ↓ ↓ π+
Rep
χq
−→ Y
In partiular the map χq,t is injetive. The Z[t
±]-linear map χq,t : Rept → Y
∞
t is haraterized by the
three following properties:
1) For a Rept-monomial M dene m = π
−1(
∏
i∈I,l∈Z
Y
xi,l(M)
i,l ) ∈ A and m˜ ∈ At as in setion 3.5.2.
Then we have :
χq,t(M) = m˜+
∑
m′<m
am′(t)m
′
(where am′(t) ∈ Z[t
±])
2) The image of Im(χq,t) is ontained in K
∞
t .
3) Let M1,M2 be Rept-monomials suh that max{l/
∑
i∈I
xi,l(M1) > 0} ≤ min{l/
∑
i∈I
xi,l(M2) > 0}. We
have :
χq,t(M1M2) = χq,t(M1)χq,t(M2)
Note that the properties 1, 2, 3 are generalizations of the dening axioms introdued by Nakajima in [12℄
for the ADE-ase; in partiular in the ADE-ase χq,t is the morphism of q, t-haraters onstruted in
[12℄.
Proof: π+(Im(χq,t)) ⊂ Y means that only a nite number of Yt-monomials of Et(m) have oeient
λ(t) /∈ (t−1)Z[t±]. As Ft(Y˜i,0) has no dominant Yt-monomial other than Y˜i,0, we have the same property
for π+(Ft(Y˜i,0)) ∈ K∞ and π+(Ft(Y˜i,0)) = E(Yi,0) ∈ Y. As Y is a subalgebra of Y∞ we get π+(Et(m)) ∈ Y
with the help of the dening formula.
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The diagram is ommutative beause π+◦sl = sl◦π+ and π+(Ft(Y˜i,0)) = E(Yi,0). It is proved by Frenkel,
Reshetikhin in [5℄ that χq is injetive, so χq,t is injetive.
Let us show that χq,t veries the three properties:
1) By denition we have χq,t(M) = Et(m). But sl(Ft(Y˜i,0)) = Ft(Y˜i,l) ∈ D˜(Y˜i,l). In partiular
sl(Ft(Y˜i,0)) is of the form Y˜i,l +
∑
m′<Yi,l
λm′(t)m
′
and we get the property for Et(m) by multipliation.
2) We have sl(Ft(Y˜i,0)) = Et(Y˜i,l) ∈ K∞t and K
∞
t is a subalgebra of Y
∞
t , so Im(χq,t) ⊂ K
∞
t .
3) If we set L = max{l/
∑
i∈I
xi,l(M1) > 0}, m1 =
∏
i∈I,l∈Z
Y
xi,l(M1)
i,l , m2 =
∏
i∈I,l∈Z
Y
xi,l(M2)
i,l , we have:
Et(m1) =
→∏
l≤L
∏
i∈I
sl(Ft(Y˜i,0))
xi,l(M1)
, Et(m2) =
→∏
l≥L
∏
i∈I
sl(Ft(Y˜i,0))
xi,l(M2)
and in partiular:
Et(m1m2) = Et(m1)Et(m2)
Finally let f : Rept → Y
∞
t be a Z[t
±]-linear homomorphism whih veries properties 1,2,3. We saw
that the only element of K∞t with highest weight monomial Y˜i,l is sl(Ft(Y˜i,0)). In partiular we have
f(Xi,l) = Et(Yi,l). Using property 3, we get for M ∈ Rept a monomial :
f(M) =
→∏
l∈Z
∏
i∈I
f(Xi,l)
ui,l(m) =
→∏
l∈Z
∏
i∈I
sl(Ft(Y˜i,0))
ui,l(m) = χq,t(M)

6.2. Quantization of the Grothendiek Ring. In this setion we see that χq,t allows us to dene
a deformed algebra struture on Rept generalizing the quantization of [12℄. The point is to show that
Im(χq,t) is a subalgebra of K
∞
t .
6.2.1. Generators of K
∞,f
t . Reall the denition of K
∞,f
t in setion 5.6. For m ∈ B, all monomials of
Et(m) are in {mA
−1
i1,l1
...A−1iK ,lK/k ≥ 0, lk ≥ L} where L = min{l ∈ Z, ∃i ∈ I, ui,l(m) > 0}. So it follows
from lemma 3.14 that Et(m) ∈ K∞t has only a nite number of dominant Yt-monomials, that is to say
Et(m) ∈ K
∞,f
t .
Proposition 6.3. The Z[t±]-module K∞,ft is freely generated by the Et(m):
K
∞,f
t =
⊕
m∈B
Z[t±]Et(m) ≃ Z[t
±](B)
Proof: The Et(m) are Z[t
±]-linearly independent and we saw Et(m) ∈ K
∞,f
t . It sues to prove that the
Et(m) generate the Ft(m): let us look at m0 ∈ B and onsider L = min{l ∈ Z, ∃i ∈ I, ui,l(m0) > 0}. In
the proof of lemma 3.14 we saw there is only a nite dominant monomials in {m0A
−vi1,l1
i1,l1
...A
−viR,lR
iR,lR
/R ≥
0, ir ∈ I, lr ≥ L}. Let m0 > m1 > ... > mD ∈ B be those monomials with a total ordering ompatible
with the partial ordering. In partiular, for 0 ≤ d ≤ D the dominant monomials of Et(md) are in
{md,md+1, ...,mD}. So there are elements (λd,d′(t))0≤d,d′≤D of Z[t±] suh that:
Et(md) =
∑
d≤d′≤D
λd,d′(t)Ft(md′)
We have λd,d′(t) = 0 if d
′ < d and λd,d(t) = 1. We have a triangular system with 1 on the diagonal, so it
is invertible in Z[t±]. 
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6.2.2. Constrution of the quantization.
Lemma 6.4. K
∞,f
t is a subalgebra of K
∞
t .
Proof: It sues to prove that for m1,m2 ∈ B, Et(m1)Et(m2) has only a nite number of dominant
Yt-monomials. But Et(m1)Et(m2) has the same monomials as Et(m1m2). 
It follows from proposition 6.3 that χq,t is a Z[t
±]-linear isomorphism between Rept and K
∞,f
t . So we
an dene:
Denition 6.5. The assoiative deformed Z[t±]-algebra struture on Rept is dened by:
∀λ1, λ2 ∈ Rept, λ1 ∗ λ2 = χ
−1
q,t (χq,t(λ1)χq,t(λ2))
6.2.3. Examples: sl2-ase. We make expliit omputation of the deformed multipliation in the sl2-ase:
Proposition 6.6. In the sl2-ase, the deformed algebra struture on Rept = Z[Xl, t
±]l∈Z is given by:
Xl1 ∗Xl2 ∗ ... ∗Xlm = Xl1Xl2 ...Xlm if l1 ≤ l2 ≤ ... ≤ lm
Xl ∗Xl′ = t
γXlXl′ = t
γXl′ ∗Xl if l > l
′
and l 6= l′ + 2
Xl ∗Xl−2 = t
−2XlXl−2 + t
γ(1 − t−2) = t−2Xl−2 ∗Xl + (1− t
−2)
where γ ∈ Z is dened by Y˜lY˜l′ = t
γ Y˜l′ Y˜l.
Proof: For l ∈ Z we have the q, t-harater of the fundamental representation Xl:
χq,t(Xl) = Y˜l + Y˜
−1
l+2 = Y˜l(1 + tA˜
−1
l+1)
The rst point of the proposition follows immediately from the denition of χq,t. For example, for l, l
′ ∈ Z
we have:
χq,t(XlXl′) = χq,t(X
min(l,l′))χq,t(Xmax(l,l′))
In partiular if l ≤ l′, we have Xl ∗Xl′ = XlXl′ . Suppose now that l > l
′
and introdue γ ∈ Z suh that
Y˜lY˜l′ = t
γY˜l′ Y˜l. We have:
χq,t(Xl)χq,t(X
′
l) = Y˜l(1 + tA˜
−1
l+1)Y˜l′(1 + tA˜
−1
l′+1)
= tγ Y˜l′ Y˜l + t
γ+1Y˜l′ Y˜lA˜
−1
l+1 + t
γ+1+2δl,l′+2 Y˜l′A˜
−1
l′+1Y˜l + t
γ+2Y˜l′ A˜
−1
l′+1Y˜lA˜
−1
l+1
= tγχq,t(Xl′Xl) + t
γ+1(t2δl,l′+2 − 1)Y˜l′A˜
−1
l′+1Y˜l
If l 6= l′ + 2 we get Xl ∗Xl′ = tγXl′ ∗Xl. If l = l′ + 2, we have:
Y˜l′A˜
−1
l′+1Y˜l′+2 = t
−1Y˜ −1l′+2Y˜l′+2 = t
−1
But t2Y˜lY˜l−2 = Y˜l−2Y˜l, so Xl ∗Xl−2 = t−2Xl−2 ∗Xl + t−2(t2 − 1). 
Note that γ were omputed in setion 3.5.4.
We see that the new Z[t±]-algebra struture is not ommutative and not even twisted polynomial.
6.3. An involution of the Grothendiek ring. In this setion we onstrut an antimultipliative
involution of the Grothendiek ring Rept. The onstrution is motivated by the point view adopted
in this artile : it is just replaing c|l| by −c|l|. In the ADE-ase suh an involution were introdued
Nakajima [12℄ with dierent motivations.
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6.3.1. An antihomomorphism of H.
Lemma 6.7. There is a unique C-linear isomorphism of H whih is antimultipliative and suh that:
cm = −cm , ai[r] = ai[r] (m > 0, i ∈ I, r ∈ Z− {0})
Moreover it is an involution.
Proof: It sues to show it is ompatible with the dening relations of H (i, j ∈ I,m, r ∈ Z− {0}):
[ai[m], aj [r]] = ai[m]aj [r]− aj [r]ai[m] = −[ai[m], aj[r]]
δm,−r(qm − q−m)Bi,j(qm)c|m| = −δm,−r(q
m − q−m)Bi,j(q
m)c|m|
For the last assertion, we have cm = cm and ai[r] = ai[r], and an algebra morphism whih xes the
generators is the identity. 
It an be naturally extended to an antimultipliative C-isomorphism of Hh.
Lemma 6.8. The Z-subalgebra Yu ⊂ Hh veries Yu ⊂ Yu.
Proof: It sues to hek on the generators of Yu (R ∈ U, i ∈ I, l ∈ Z):
tR = exp(
∑
m>0
h2mR(qm)(−cm)) = t−R
Y˜i,l = exp(
∑
m>0
hmyi[−m]q
−lm)exp(
∑
m>0
hmyi[m]q
lm)
= exp(
∑
m>0
h2m[yi[−m], yi[m]])Y˜i,l = t−C˜i,i(q)(qi−q−1i )
Y˜i,l ∈ Yu
Y˜i,l
−1
= (Y˜i,l)
−1 = tC˜i,i(q)(qi−q−1i )
Y˜ −1i,l ∈ Yu

6.3.2. Involution of Yt. As for R,R′ ∈ U, we have π0(R) = π0(R′)⇔ π0(−R) = π0(−R′), the involution
of Yu (resp. of Hh) is ompatible with the dening relations of Yt (resp. Ht). We get a Z-linear involution
of Yt (resp. of Ht). For λ, λ′ ∈ Yt, α ∈ Z, we have:
λ.λ′ = λ′.λ , tαλ = t−αλ
Note that in Yu for i ∈ I, l ∈ Z:
A˜i,l = exp(
∑
m>0
hmai[−m]q
−lm)exp(
∑
m>0
hmai[m]q
lm)
= exp(
∑
m>0
h2m[ai[−m], ai[m]]cm)A˜i,l = t(−q2i+q
−2
i )
A˜i,l
So in Yt we have A˜i,l = A˜i,l and A˜
−1
i,l = A˜
−1
i,l .
6.3.3. The involution of deformed bimodules.
Lemma 6.9. For i ∈ I, the Yi,u ⊂ Hh veries Yi,u ⊂ Yi,u.
Proof: First we ompute for i ∈ I, l ∈ Z:
S˜i,l = exp(
∑
m>0
hm
ai[−m]
q−mi − q
m
i
q−lm)exp(
∑
m>0
hm
ai[m]
qmi − q
−m
i
qlm)
= exp(
∑
m>0
h2m
[ai[−m], ai[m]]
−(q−mi − q
m
i )
2
cm)S˜i,l = t qi+q−1i
qi−q
−1
i
S˜i,l ∈ Yi,u
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Now for λ ∈ Yu, we have λ.S˜i,l = t qi+q−1i
qi−q
−1
i
S˜i,lλ. But it is in Yi,u beause λ ∈ Yu (lemma 6.8) and Yi,u is
a Yu-subbimodule of Hh (lemma 4.6). 
In Ht we have S˜i,l = tS˜i,l beause π0(
qi+q
−1
i
qi−q
−1
i
) = 1. As said before we get a Z-linear involution of Yi,t
suh that:
λS˜i,l = tS˜i,lλ
We introdued suh an involution in [8℄. With this new point of view, the ompatibility with the relation
A˜i,l−ri S˜i,l = t
−1S˜i,l+ri is a diret onsequene of lemma 4.6 and needs no omputation; for example:
A˜i,l−ri S˜i,l = tS˜i,lA˜i,l−ri = t
3A˜i,l−ri S˜i,l = t
2S˜i,l+ri
t−1S˜i,l+ri = tS˜i,l+ri = t
2S˜i,l+ri
6.3.4. The indued involution of Rept.
Lemma 6.10. For i ∈ I, the subalgebra Ki,t ⊂ Yt veries Ki,t ⊂ Ki,t.
Proof: Suppose λ ∈ Ki,t, that is to say Si,t(λ) = 0. So (t2 − 1)Si,t(λ) = 0 and:∑
l∈Z
(S˜i,lλ− λS˜i,l) = 0⇒ t
∑
l∈Z
(λS˜i,l − S˜i,lλ) = 0
So t(1 − t2)Si,t(λ) = 0 and λ ∈ Ki,t. 
Note that χ ∈ Yt has the same monomials as χ, that is to say if χ =
∑
m∈A
λ(t)m and χ =
∑
m∈A
µ(t)m, we
have λ(t) 6= 0 ⇔ µ(t) 6= 0. In partiular we an naturally extend our involution to an antimultipliative
involution on Y∞t . Moreover we have K
∞
t ⊂ K
∞
t and K
∞,f
t = Im(χq,t) ⊂ Im(χq,t). So we an dene:
Denition 6.11. The Z-linear involution of Rept is dened by:
∀λ ∈ Rept , λ = χ
−1
q,t (χq,t(λ))
6.4. Analogues of Kazhdan-Lusztig polynomials. In this setion we dene analogues of Kazhdan-
Lusztig polynomials (see [10℄) with the help of the antimultipliative involution of setion 6.3 in the same
spirit Nakajima did for the ADE-ase [12℄. Let us begin we some tehnial properties of the ation of
the involution on monomials.
6.4.1. Invariane of monomials. We reall that the YAt -monomials are produts of the A˜
−1
i,l (i ∈ I, l ∈ Z).
Lemma 6.12. For M a Yt-monomial and m a YAt -monomial there is a unique α(M,m) ∈ Z suh that
tα(M,m)Mm = tα(M,m)Mm.
Proof: Let β ∈ Z suh that m = tβm. We have Mm = mM = tβ+γMm where γ ∈ 2Z (setion 3.4.2).
So it sues to prove that β ∈ 2Z.
Let us ompute β. Let π+(m) =
∏
i∈I,l∈Z
A
−vi,l
i,l . In Yu we have π+(m)π−(m) = tRπ−(m)π+(m) where
π0(R) = β and:
R(q) =
∑
i,j∈I,r,r′∈Z
vi,rvj,r′
∑
l>0
qlr−lr
′ [ai[l], aj[−l]]
cl
where for l > 0 we set
[ai[l],aj[−l]]
cl
= Bi,j(q
l)(ql− q−l) ∈ Z[q±] whih is antisymmetri. For i = j, we have
the term: ∑
r,r′∈Z
vi,rvi,r′
∑
l>0
qlr−lr
′ [ai[l], ai[−l]]
cl
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=
∑
l>0
(
∑
{r,r′}⊂Z,r 6=r′
vi,r(m)vi,r′ (m)(q
l(r−r′) + ql(r
′−r)) +
∑
r∈Z
vi,r(m)
2)
[ai[l], ai[−l]]
cl
It is antisymmetri, so it has no term in q0. So π0(R) = π0(R
′) where R′ is the sum of the ontributions
for i 6= j: ∑
r,r′∈Z
vi,r(m)vj,r′(m)
∑
l>0
qlr−lr
′
(
[ai[l], aj [−l]]
cl
+
[aj [l], ai[−l]]
cl
)
= 2
∑
r,r′∈Z
vi,r(m)vj,r′(m)
∑
l>0
qlr−lr
′ [ai[l], aj[−l]]
cl
In partiular π0(R
′) ∈ 2Z. 
For M a Yt-monomial denote AinvM = {t
α(m,M)Mm/m YAt -monomial}. In partiular for m
′ ∈ AinvM we
have m′m′−1 = MM−1.
6.4.2. The polynomials. For M a Yt-monomial, denote BinvM = t
ZB ∩ AinvM .
Theorem 6.13. For m ∈ tZB there is a unique Lt(m) ∈ K
∞
t suh that:
Lt(m) = (mm
−1)Lt(m)
Et(m) = Lt(m) +
∑
m′<m,m′∈Binvm
Pm′,m(t)Lt(m
′)
where Pm′,m(t) ∈ t−1Z[t−1].
Those polynomials Pm′,m(t) are alled analogues to Kazhdan-Lusztig polynomials and the Lt(m) (m ∈ B)
for a anonial basis of K
f,∞
t . Suh polynomials were introdued by Nakajima [12℄ for the ADE-ase.
Proof: First onsider Ft(m): it is in K
∞
t and has only one dominant Yt-monomial m, so Ft(m) =
mm−1Ft(m).
Let be m = mL > mL−1 > ... > m0 the nite set t
ZD(m) ∩ Binvm (see lemma 5.10) with a total ordering
ompatible with the partial ordering. Note that it follows from setion 6.4.1 that for L ≥ l ≥ 0, we have
mlm
−1
l = mm
−1
.
We have Et(m0) = Ft(m0) and so Et(m0) = m0m
−1
0 Et(m0). As B
inv
m0 = {m0}, we have Lt(m0) = Et(m0).
We suppose by indution that the Lt(ml) (L − 1 ≥ l ≥ 0) are uniquely and well dened. In partiular
ml is of highest weight in Lt(ml), Lt(ml) = mlm
−1
l Lt(ml) = mm
−1Lt(ml), and we an write:
D˜t(mL) ∩ K
∞
t = Z[t
±]Ft(mL)⊕
⊕
0≤l≤L−1
Z[t±]Lt(ml)
In partiular onsider αl,L(t) ∈ Z[t±] suh that:
Et(m) = Ft(m) +
∑
l<L
αl,L(t)Lt(ml)
We want Lt(m) of the form :
Lt(m) = Ft(m) +
∑
l<L
βl,L(t)Lt(ml)
The ondition Lt(m) = mm
−1mLt(m) means that the βl,L(t) are symmetri. The ondition Pm′,m(t) ∈
t−1Z[t−1] means αl,L(t)− βl,L(t) ∈ t−1Z[t−1]. So it sues to prove that those two onditions uniquely
dene the βl,L(t): let us write αl,L(t) = α
+
l,L(t)+α
0
l,L(t)+α
−
l,L(t) (resp. βl,L(t) = β
+
l,L(t)+β
0
l,L(t)+β
−
l,L(t))
where α±l,L(t) ∈ t
±Z[t±] and α0l,L(t) ∈ Z (resp. for β). The ondition αl,L(t) − βl,L(t) ∈ t
−1Z[t−1]
means β0l,L(t) = α
0
l,L(t) and β
−
l,L(t) = α
−
l,L(t). The symmetry of βl,L(t) means β
+
l,L(t) = β
−
l,L(t
−1) =
α−l,L(t
−1). 
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6.4.3. Examples for g = sl2. In this setion we suppose that g = sl2.
Proposition 6.14. Let m ∈ tZB suh that ∀l ∈ Z, ul(m) ≤ 1. Then Lt(m) = Ft(m). Moreover:
Et(m) = Lt(m) +
∑
m′<m/m′∈Binvm
t−R(m
′)Lt(m
′)
where R(m′) ≥ 1 is given by π+(m′m−1) = A
−1
i1,l1
...A−1iR,lR . In partiular for m
′ ∈ Binvm suh that m
′ < m
we have Pm′,m(t) = t
−R(m′)
.
Proof: Note that a dominant monomial m′ < m veries ∀l ∈ Z, ul(m′) ≤ 1 and appears in Et(m). We
know that D˜m ∩ Kt =
⊕
m′∈tZDm∩Binvm
Z[t±]Ft(m
′). We an introdue Pm′,m(t) ∈ Z[t
±] suh that:
Et(m) = Ft(m) +
∑
m′∈tZDm∩Binv−{m}
Pm′,m(t)Ft(m
′)
So by indution it sues to show that Pm′,m(t) ∈ t−1Z[t−1].
Pm′,m(t) is the oeient of m
′
in Et(m). A dominant Yt-monomial M whih appears in Et(m) is of the
form:
M = m(m1...mR+1)
−1m1tA˜
−1
l1
m2tA˜
−1
l2
m3...tA˜
−1
lR
mR+1
where l1 < ... < lR ∈ Z verify {lr+2, lr−2}∩{l1, ..., lr−1, lr+1, ..., lR} is empty, ulr−1(m) = ulr+1(m) = 1
and we have set mr =
→∏
lr−1<l≤lr
Y˜
ul(m)
l . Suh a monomial appears one time in Et(m). In partiular
Pm′,m(t) = t
α
where α ∈ Z is given by M = tαm′ that is to say MM−1 = t−2αm′−1m′ = t−2αm−1m.
So we ompute:
MM−1 = t−2RmR+1A˜
−1
lR
mR...A˜
−1
l1
m1(m
−1
1 ...m
−1
R+1)mm
−1
R+1A˜lRm
−1
R ...A˜l1m
−1
1 (m1...mR+1)m
−1
= t−2Rt4RA˜−1lR ...A˜
−1
l1
mA˜lR ...A˜l1m
−1
= t2RA˜−1lR ...A˜
−1
l1
A˜lR ...A˜l1mm
−1 = t2Rmm−1 
Let us look at another example m = Y˜ 20 Y˜2. We have:
Et(m) = Lt(m) + t
−2Lt(m
′)
where m′ = tY˜ 20 Y˜2A˜
−1
1 ∈ B
inv
m and:
Lt(m) = Ft(Y˜0)Ft(Y˜0Y˜2) = Y˜0(1 + tA˜
−1
1 )Y˜0Y˜2(1 + tA˜
−1
3 (1 + tA˜
−1
1 ))
Lt(m
′) = Ft(m
′) = tY˜ 20 Y˜2A˜
−1
1 (1 + tA˜
−1
1 )
Indeed the dominant monomials appearing in Et(m) are m and Y˜0tA˜
−1
1 Y˜0Y˜2 + Y˜
2
0 tA˜
−1
1 Y˜2 = (1 + t
−2)m′.
In partiular: Pm′,m(t) = t
−2
.
6.4.4. Example in non-simply laed ase. We suppose that C =
(
2 −2
−1 2
)
and m = Y˜2,0Y˜1,5. The
formulas for Et(Y˜2,0) and Et(Y˜1,5) are given is setion 8. We have:
Et(m) = Lt(m) + t
−1Lt(m
′)
where m′ = tY˜2,0Y˜1,5A˜
−1
2,2A˜
−1
1,4 ∈ B
inv
m and:
Lt(m
′) = Ft(m
′) = tY˜2,0Y˜1,5A˜
−1
2,2A˜
−1
1,4(1 + tA˜
−1
1,2(1 + tA˜
−1
2,4(1 + tA˜
−1
1,6)))
Indeed the dominant monomials appearing in Et(m) are m = Y˜2,0Y˜1,5 and Y˜2,0tA˜
−1
2,2tA˜
−1
1,4Y˜1,5 = t
−1m′.
In partiular Pm′,m(t) = t
−1
.
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7. Questions and onjetures
7.1. Positivity of oeients.
Proposition 7.1. If g is of type An (n ≥ 1), the oeients of χq,t(Yi,0) are in N[t±].
Proof: We show that for all i ∈ I the hypothesis of proposition 5.17 form = Yi,0 are veried; in partiular
the property Q of setion 5.5.1 will be veried.
Let i be in I. For j ∈ I, let us write E(Yi,0) =
∑
m∈Bj
λj(m)Ej(m) ∈ Kj where λj(m) ∈ Z. Let D be
the set D = {monomials of Ej(m) /j ∈ I,m ∈ Bj , λj(m) 6= 0}. It sues to prove that for j ∈ I,
m ∈ Bj ∩D ⇒ uj(m) ≤ 1 (beause proposition 5.17 implies that for all i ∈ I, Ft(Y˜i,0) = π−1(E(Yi,0))).
As E(Yi,0) = F (Yi,0), Yi,0 is the unique dominant Y-monomial in E(Yi,0). So for a monomialm ∈ D there
is a nite sequene {m0 = Yi,0,m1, ...,mR = m} suh that for all 1 ≤ r ≤ R, there is r′ < r and j ∈ I
suh that mr′ ∈ Bj and for r′ < r′′ ≤ r, mr′′ is a monomial of Ej(mr′) and mr′′m
−1
r′′−1 ∈ {A
−1
j,l /l ∈ Z}.
Suh a sequene is said to be adapted to m. Suppose there is j ∈ I and m ∈ Bj ∩D suh that uj(m) ≥ 2.
So there is m′ ≤ m in D∩Bj suh that uj(m) = 2. So we an onsider m0 ∈ D suh that there is j0 ∈ I,
m0 ∈ Bj0 , uj0(m) ≥ 2 and for all m
′ < m0 in D we have ∀j ∈ I,m′ ∈ Bj ⇒ uj(m′) ≤ 1. Let us write:
m0 = Yj0,qlYj0,qm
∏
j 6=j0
m
(j)
0
where for j 6= j0, m
(j)
0 =
∏
l∈Z
Y
uj,l(m0)
j,l . In a nite sequene adapted to m0, a term Yj0,ql or Yj0,qm
must ome from a Ej0+1(m1) or a Ej0−1(m1). So for example we have m1 < m0 in D of the form
m1 = Yj0,qmYj0+1,ql−1
∏
j 6=j0,j0+1
m
(j)
1 . In all ases we get a monomial m1 < m0 in D of the form:
m1 = Yj1,qm1Yj1+1,ql1
∏
j 6=j1,j1+1
m
(j)
1
But the term Yj1+1,ql−1 an not ome from a Ej1 (m2) beause we would have uj1(m2) ≥ 2. So we have
m2 < m1 in D of the form:
m2 = Yj2,qm2Yj2+2,ql2
∏
j 6=j2,j2+1,j2+2
m
(j)
2
This term must ome from a Ej2−1, Ej2+3. By indution, we get mN < m0 in D of the form :
mN = Y1,qmN Yn,qlN
∏
j 6=1,..,n
m
(j)
N = Y1,qm−NYn,qlN
It is a dominant monomial of D ⊂ DYi,0 whih is not Yi,0. It is impossible (proof of lemma 5.14). 
An analog result is also geometrially proved by Nakajima for the ADE-ase in [12℄ (it is also algebraially
for AD-ases proved in [13℄). Those results and the expliit formulas in n = 1, 2-ases (see setion 8)
suggest:
Conjeture 7.2. The oeients of Ft(Y˜i,0) = χq,t(Yi,0) are in N[t
±].
In partiular for m ∈ B, the oeients of Et(m) would be in N[t±]; moreover χq,t(Yi,0) and χq(Yi,0)
would have the same monomials, the t-algorithm would stop and Im(χq,t) ⊂ Yt.
At the time he wrote this paper the author does not know a general proof of the onjeture. However
a ase by ase investigation seems possible: the ases G2, B2, C2 are heked in setion 8 and the ases
F4, Bn, Cn (n ≤ 10) have been heked on a omputer. So a ombinatorial proof for series Bn, Cn (n ≥ 2)
analog to the proof of proposition 7.1 would omplete the piture.
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7.2. Deomposition in irreduible modules. The proposition 6.14 suggests:
Conjeture 7.3. For m ∈ B we have π+(Lt(m)) = L(m).
In the ADE-ase the onjeture 7.3 is proved by Nakajima with the help of geometry ([12℄). In partiular
this onjeture implies that the oeients of π+(Lt(m)) are non negative. It gives a way to ompute
expliitly the deomposition of a standard module in irreduible modules, beause the onjeture 7.3
implies:
E(m) = L(m) +
∑
m′<m
Pm′,m(1)L(m
′)
In partiular we would have Pm′,m(1) ≥ 0.
In setion 6.4.3 we have studied some examples:
-In proposition 6.14 for g = sl2 and m ∈ B suh that ∀l ∈ Z, ul(m) ≤ 1: we have π+(Lt(m)) = F (m) =
L(m) and:
E(m) =
∑
m′∈B/m′≤m
L(m′)
-For g = sl2 and m = Y˜
2
0 Y˜2: we have π+(Lt(m)) = F (Y0)F (Y0Y2) = L(m) and:
E(Y 20 Y2) = L(Y
2
0 Y2) + L(Y0)
Note that L(Y 20 Y2) has two dominant monomials Y
2
0 Y2 and Y0 beause Y
2
0 Y2 is irregular (lemma 4.5).
-For C = B2 and m = Y˜2,0Y˜1,5. The π+(Lt(Y˜2,0Y˜1,5)) has non negative oeients and the onjeture
implies E(Y2,0Y1,5) = L(Y2,0Y1,5) + L(Y1,1).
7.3. Further appliations and generalizations. We hope to address the following questions in the
future:
7.3.1. Iterated deformed sreening operators. Our presentation of deformed sreening operators as om-
mutators leads to the denition of iterated deformed sreening operators. For example in order 2 we
set:
S˜j,i,t(m) = [
∑
l∈Z
S˜j,l, Si,t(m)]
7.3.2. Possible generalizations. Some generalizations of the approah used in this artile will be studied:
a) the theory of q-haraters at roots of unity ([7℄) suggests a generalization to the ase qN = 1.
b) in this artile we deided to work with Yt whih is a quotient of Yu. The same onstrution with
Yu will give haraters with an innity of parameters of deformation tr = exp(
∑
l>0
h2lqlrcl) (r ∈ Z).
) our onstrution is independent of representation theory and ould be established for other gener-
alized Cartan matries (in partiular for twisted ane ases).
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8. Appendix
There are 5 types of semi-simple Lie algebra of rank 2: A1×A1, A2, C2, B2, G2 (see for example [9℄).
In eah ase we give the formula for E(1), E(2) ∈ K and we see that the hypothesis of proposition 5.17 is
veried. In partiular we have Et(Y˜1,0) = π
−1(E(1)), Et(Y˜2,0) = π
−1(E(2)) ∈ Kt.
Following [5℄, we represent the E(1), E(2) ∈ K as a I × Z-oriented olored tree. For χ ∈ K the tree Γχ
is dened as follows: the set of verties is the set of Y-monomials of χ. We draw an arrow of olor (i, l)
from m1 to m2 if m2 = A
−1
i,l m1 and if in the deomposition χ =
∑
m∈Bi
µmLi(m) there is M ∈ Bi suh that
µM 6= 0 and m1,m2 appear in Li(M).
Then we give a formula for Et(Y˜1,0), Et(Y˜2,0) and we write it in K1,t and in K2,t.
8.1. A1 × A1-ase. The Cartan matrix is C =
(
2 0
0 2
)
and r1 = r2 = 1 (note that in this ase the
omputations keep unhanged for all r1, r2).
Y1,0
1,1

Y −11,2
and
Y2,0
2,1

Y −12,2
Et(Y˜1,0) = π
−1(Y1,0 + Y
−1
1,2 ) = Y˜1,0(1 + tA˜
−1
1,1) ∈ K1,t
= Y˜1,0 + Y˜
−1
1,2 ∈ K2,t
Et(Y˜2,0) = π
−1(Y2,0 + Y
−1
2,2 ) = Y˜2,0(1 + tA˜
−1
2,1) ∈ K2,t
= Y˜2,0 + Y˜
−1
2,2 ∈ K1,t
8.2. A2-ase. The Cartan matrix is C =
(
2 −1
−1 2
)
. It is symmetri, r1 = r2 = 1:
Y1,0
1,1

Y −11,2 Y2,1
2,2

Y −12,3
and
Y2,0
2,1

Y −12,2 Y1,1
1,2

Y −11,3
Et(Y˜1,0) = π
−1(Y1,0 + Y
−1
1,2 Y2,1 + Y
−1
2,3 ) = Y˜1,0(1 + tA˜
−1
1,1) + Y˜
−1
2,3 ∈ K1,t
= Y˜1,0+ : Y˜
−1
1,2 Y˜2,1 : (1 + tA˜
−1
2,2) ∈ K2,t
Et(Y˜2,0) = π
−1(Y2,0 + Y
−1
2,2 Y1,1 + Y
−1
1,3 ) = Y˜2,0(1 + tA˜
−1
2,1) + Y˜
−1
1,3 ∈ K2,t
= Y˜2,0+ : Y˜
−1
2,2 Y˜1,1 : (1 + tA˜
−1
1,2) ∈ K1,t
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8.3. C2, B2-ase. The two ases are dual so it sues to ompute for the Cartan matrix C =
(
2 −2
−1 2
)
and r1 = 1, r2 = 2.
Y1,0
1,1

Y −11,2 Y2,1
2,3

Y −12,5 Y1,4
1,5

Y −11,6
and
Y2,0
2,2

Y −12,4 Y1,1Y1,3
1,4

Y1,1Y
−1
1,5
1,2

Y −11,3 Y
−1
1,5 Y2,2
2,4

Y −12,6
Et(Y˜1,0) = π
−1(Y1,0 + Y
−1
1,2 Y2,1 + Y
−1
2,5 Y1,4 + Y
−1
1,6 )
= Y˜1,0(1 + tA˜
−1
1,1)+ : Y˜
−1
2,5 Y˜1,4 : (1 + tA˜
−1
1,5) ∈ K1,t
= Y˜1,0+ : Y˜
−1
1,2 Y˜2,1 : (1 + tA˜
−1
2,3) + Y˜
−1
1,6 ∈ K2,t
Et(Y˜2,0) = π
−1(Y2,0 + Y
−1
2,4 Y1,1Y1,3 + Y1,1Y
−1
1,5 + Y
−1
1,3 Y
−1
1,5 Y2,2 + Y
−1
2,6 )
= Y˜2,0+ : Y˜
−1
2,4 Y˜1,1Y˜1,3 : (1 + tA˜
−1
1,4 + t
2A˜−11,4A˜
−1
1,2) + Y˜
−1
2,6 ∈ K1,t
= Y˜2,0(1 + tA˜
−1
2,2)+ : Y˜1,1Y˜
−1
1,5 : + : Y˜
−1
1,3 Y˜
−1
1,5 Y˜2,2 : (1 + tA˜
−1
2,4) ∈ K2,t
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8.4. G2-ase. The Cartan matrix is C =
(
2 −3
−1 2
)
and r1 = 1, r2 = 3.
8.4.1. First fundamental representation.
Y1,0
1,1

Y −11,2 Y2,1
2,4

Y −12,7 Y1,4Y1,6
1,7

Y1,4Y
−1
1,8
1,5

Y −11,6 Y
−1
1,8 Y2,5
2,8

Y −12,11Y1,10
1,11

Y −11,12
Et(Y˜1,0) = π
−1(Y1,0 + Y
−1
1,2 Y2,1 + Y
−1
2,7 Y1,4Y1,6 + Y1,4Y1,6 + Y
−1
1,6 Y
−1
1,8 Y2,5 + Y
−1
2,11Y1,10 + Y
−1
1,12)
= Y˜1,0(1 + A˜
−1
1,1)+ : Y˜
−1
2,7 Y˜1,4Y˜1,6 : (1 + tA˜
−1
1,7 + t
2A˜−11,7A˜
−1
1,5)+ : Y˜
−1
2,11Y˜1,10 : (1 + tA˜
−1
1,11) ∈ K1,t
= Y˜1,0+ : Y˜
−1
1,2 Y˜2,1 : (1 + tA˜
−1
2,4)+ : Y˜1,4Y˜1,6 : + : Y˜
−1
1,6 Y˜
−1
1,8 Y˜2,5 : (1 + tA˜
−1
2,8)+ : Y˜
−1
1,12 :∈ K2,t
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8.4.2. Seond fundamental representation.
Y2,0
2,3

Y −12,6 Y1,5Y1,3Y1,1
1,6

Y −11,7 Y1,3Y1,1
1,4

Y2,4Y
−1
1,7 Y
−1
1,5 Y1,1
1,2
uukk
kk
kk
kk
kk
kk
kk
2,7
((Q
QQ
QQ
QQ
QQ
QQ
Q
Y −11,7 Y
−1
1,5 Y
−1
1,3 Y2,4Y2,2
2,5

2,7
))S
SS
SS
SS
SS
SS
SS
S
Y −12,10Y1,9Y1,1
1,2
vvmm
mm
mm
mm
mm
mm
1,10

Y2,4Y
−1
2,8
2,7

Y2,2Y
−1
2,10Y1,9Y
−1
1,3
2,5
uukk
kk
kk
kk
kk
kk
kk
1,10
((Q
QQ
QQ
QQ
QQ
QQ
Q
Y −11,11Y1,1
1,2

Y −12,8 Y
−1
2,10Y1,9Y1,7Y1,5
1,10
))S
SS
SS
SS
SS
SS
SS
S
Y2,2Y
−1
1,11Y
−1
1,3
2,5
vvmm
mm
mm
mm
mm
mm
Y −12,8 Y
−1
1,11Y1,7Y1,5
1,8

Y −11,11Y
−1
1,9 Y1,5
1,6

Y −11,11Y
−1
1,9 Y
−1
1,7 Y2,6
2,9

Y −12,12
Et(Y˜2,0) = π
−1(Y2,0 + Y
−1
2,6 Y1,5Y1,3Y1,1 + Y
−1
1,7 Y1,3Y1,10 + Y2,4Y
−1
1,7 Y
−1
1,5 Y1,1 + Y
−1
1,7 Y
−1
1,5 Y
−1
1,3 Y2,4Y2,2
+Y −12,10Y1,9Y1,1 + Y2,4Y
−1
2,8 + Y2,2Y
−1
2,10Y1,9Y
−1
1,3 + Y
−1
1,11Y1,1 + Y
−1
2,8 Y
−1
2,10Y1,9Y1,7Y1,5 + Y2,2Y
−1
1,11Y
−1
1,3
+Y −12,8 Y
−1
1,11Y1,7Y1,5 + Y
−1
1,11Y
−1
1,9 Y1,5 + Y
−1
1,11Y
−1
1,9 Y
−1
1,7 Y2,6 + Y
−1
2,12)
We use the following relations to write Et(Y˜2,0) in K1,t and in K2,t: A˜1,2A˜2,7 = A˜2,7A˜1,2, A˜2,5A˜2,7 =
A˜2,7A˜2,5, A˜1,2A˜1,10 = A˜1,10A˜1,2, A˜2,5A˜1,10 = A˜1,10A˜2,5.
Et(Y˜2,0) = Y˜2,0+ : Y˜
−1
2,6 Y˜1,5Y˜1,3Y˜1,1 : (1+tA˜
−1
1,6(1+tA˜
−1
1,4(1+tA˜
−1
1,2)))+ : Y˜
−1
2,10Y˜1,9Y˜1,1 : (1+tA˜
−1
1,2)(1+tA˜
−1
1,10)
+ : Y˜2,4Y˜
−1
2,8 : + : Y˜
−1
2,8 Y˜
−1
2,10Y˜1,9Y˜1,7Y˜1,5 : (1 + tA˜
−1
1,10(1 + tA˜
−1
1,8(1 + tA˜
−1
1,6))) + Y˜
−1
2,12 ∈ K1,t
= Y˜2,0(1 + tA˜
−1
2,3)+ : Y˜
−1
1,7 Y˜1,3Y˜1,1 : + : Y˜2,4Y˜
−1
1,7 Y˜
−1
1,5 Y˜1,1 : (1 + tA˜
−1
2,7)
+ : Y˜ −11,7 Y˜
−1
1,5 Y˜
−1
1,3 Y˜2,4Y˜2,2 : (1 + tA˜
−1
2,7)(1 + tA˜
−1
2,5)+ : Y˜
−1
1,11Y˜1,1 : + : Y˜2,2Y˜
−1
1,11Y˜
−1
1,3 : (1 + tA˜
−1
2,5)
+ : Y˜ −11,11Y˜
−1
1,9 Y˜1,5 : + : Y˜
−1
1,11Y˜
−1
1,9 Y˜
−1
1,7 Y˜2,6 : (1 + tA˜
−1
2,9) ∈ K2,t
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Notations
A set of Y-monomials p 12
At set of Yt-monomials p 14
Ainvm , B
inv
m set of Yt-monomials p 37
∞
At produt module p 25
α map (I × Z)2 → Z p 12
α(m) harater p 36
ai[m] element of H p 6
A˜i,l, A˜
−1
i,l elements of Yu or Yt p 7
Ai,l, A
−1
i,l elements of Y p 9
B a set of Y-monomials p 12
Bi, BJ a set of Y-monomials p 12
(Bi,j) symmetrized
Cartan matrix p 3
β map (I × Z)2 → Z p 12
(Ci,j) Cartan matrix p 3
(C˜i,j) inverse of C p 4
cr entral element of H p 6
d biharater p 15
Dm,K , Dm set of monomials p 26
D˜m submodule of Y∞t p 26
Ei(m) element of Ki p 17
Ei,t(m) element of Ki,t p 21
Emi,t map p 25
E(m) element of K p 24
Et(m) element of K
∞
t p 28
Fi(m) element of Ki p 22
Fi,t(m) element of Ki,t p 21
F (m) element of K p 24
Ft(m) element of K
∞
t p 26
γ map (I × Z)2 → Z p 11
H Heisenberg algebra p 6
H+,H− subalgebras of H p 7
Hh formal series in H p 7
Ht quotient of Hh p 11
H+t ,H
−
t subalgebras of Ht p 11
Ki,KJ ,K subrings of Y p 17
Ki,t,KJ,t,Kt subrings of Yt p 20
K∞i,t,K
∞
J,t,K
∞
t subrings of Y
∞
t p 25
χq morphism
of q-haraters p 5
χq,t morphism
of q, t-haraters p 32
Li(m) element of Ki p 18
Lt(m) element of K
∞
t p 37
: m : monomial in A p 10
m˜ monomial in At p 14
N,Nt,N ,Nt haraters, biharaters p 13
P (n) property of n ∈ N p 26
π map p 12
πr map to Z p 11
π+, π− endomorphisms of
Hh, Ht p 7
q omplex number p 3
Q(n) property of n ∈ N p 28
Rep Grothendiek ring p 6
Rept deformed
Grothendiek ring p 32
s(mr)J , s(mr) sequenes of Z[t
±] p 30
Si sreening operator p 17
S˜i,l sreening urrent p 18
Si,t t-sreening operator p 19
t entral element of Yt p 11
tR entral element of Yu p 8
ui,l multipliity of Yi,l p 12
ui sum of the ui,l p 12
U subring of Q(q) p 4
Uq(gˆ) quantum
ane algebra p 4
Uq(hˆ) Cartan algebra p 4
Xi,l element of Rep p 6
yi[m] element of H p 6
Yi,l, Y
−1
i,l elements of Y p 9
Y˜i,l, Y˜
−1
i,l elements of Yu or Yt p 7
Y subalgebra of Hh p 9
Yt quotient of Yu p 11
Y+t ,Y
−
t subalgebras of Ht p 11
Yu subalgebra of Hh p 8
Yi,t Yt-module p 19
Yi,u Yu-module p 19
Y∞t ,Y
A,∞
t submodules of
∞
At p 25
YAt ,Y
A,K
t submodules of Yt p 25
z indeterminate p 3
:: endomorphism of
H,Hh,Yu,Yt p 10
∗ deformed
multipliation p 34
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