Abstract. We introduce and analyze a class of Galerkin-collocation discretization schemes in time for the wave equation. Its conceptual basis is the establishment of a direct connection between the Galerkin method for the time discretization and the classical collocation methods, with the perspective of achieving the accuracy of the former with reduced computational costs provided by the latter in terms of less complex linear algebraic systems. Continuously differentiable in time discrete solutions are obtained by the application of a special quadrature rule involving derivatives. Optimal order error estimates are proved for fully discrete approximations based on the Galerkin-collocation approach. Further, the concept of Galerkin-collocation approximation is extended to twice continuously differentiable in time discrete solutions. A direct connection between the two families by a computationally cheap post-processing is presented. The error estimates are illustrated by numerical experiments.
Introduction
In this work we introduce and analyze a Galerkin-collocation (cGP-C k , k ∈ {1, 2}) approach in time combined with a continuous Galerkin (cG) finite element method in space to approximate the solution to the second order hyperbolic wave problem : Ω → R are given data. The system (1.1) is studied as a prototype model for more sophisticated wave phenomena of practical interest like, for instance, elastic wave propagation governed by the Lamé-Navier equations, the Maxwell system, or wave equations in coupled systems such as fluid-structure interaction and fully dynamic poroelasticity [38] .
Our modification of the standard continuous Galerkin-Petrov method (cGP) for time discretization (cf., e.g., [7, 8, 12, 30] ) and the innovation of this work comes through imposing collocation conditions involving the discrete solution's derivatives at the discrete time nodes while on the other hand downsizing the test space of the discrete variational problem compared with the standard cGP approach. This idea was recently introduced in [17] by two of the authors of this work for first-order systems of ordinary differential equations. We refer to our schemes as Galerkin-collocation methods. The collocation equations at the discrete time nodes then enable us to ensure regularity of higher order in time of the discrete solutions. A further key ingredient in the construction of the Galerkin-collocation approach comes through the application of a special quadrature formula, investigated in [28] , and the definition of a related interpolation operator for the right-hand side term of the variational equation. Both of them use derivatives of the given function. The Galerkin-collocation schemes rely in an essential way on the perfectly matching set of polynomial spaces (trial and test space), quadrature formula, and interpolation operator. For the discretization of the spatial variables a continuous finite element approach is used here. This is done for the sake of brevity. Usually, discontinuous Galerkin methods are preferred; cf. [6, 11, 31] . Beyond the higher order regularity in the time, the Galerkin-collocation schemes offer appreciable advantages for the solution of the arising linear systems by a favorable impact on the matrix block structure; cf. [6] for details.
For the subclass of discrete solutions being once continuously differentiable in time an error analysis with optimal order error estimates in time and space and in various norms is given. We will stress the key ideas of our error analysis and present a fundamental concept for analyzing generalized Galerkin approximations to wave problems. One key point of our convergence proof for second-order hyperbolic problems is the weak stability result of Lemma 5.9. Compared with usual stability results for parabolic problems or for first-order hyperbolic problems (cf., e.g., [21, Lemma 4 .2]) a stability is obtained such that in the resulting error analysis some contributions can no longer be absorbed by terms on the lefthand side of the error inequality like it is typically done. Therefore, to prove error estimates of optimal order, the error in the time derivatives (∂ t u 0 τ,h , ∂ t u 1 τ,h ) for the discrete approximation pair (u 0 τ,h , u 1 τ,h ) of (u, ∂ t u) is bounded firstly. For this, a variational problem that is satisfied by (∂ t u 0 τ,h , ∂ t u 1 τ,h ) is identified. Then, a minor extension of a result of [30] becomes applicable to the thus obtained problem. This yields an estimate for ∂ t u − ∂ t u 0 τ,h and ∂ 2 t u − ∂ t u 1 τ,h . These auxiliary results then enable us to prove the desired optimal-order error estimates for u − u 0 τ,h and ∂ t u − u 1 τ,h . Space-time finite element methods with continuous and discontinuous discretizations of the time and space variables for parabolic and hyperbolic problems are well-known and have been studied carefully in the literature; cf., e.g., [1, 2, 7, 8, 10, 12, 14, 15, [18] [19] [20] [23] [24] [25] [26] [27] [29] [30] [31] 33, 40, 42] and the references therein. The space-time approaches of these works differ by the choices of the trial and, in particular, of the test spaces. Depending on the construction of the test basis functions, either time-marching schemes defined by local problems on the respective subintervals (t n−1 , t n ] of (0, T ] (cf., e.g., [1, 2, 12, 20, 26, 27] ) or schemes where all time steps are solved simultaneously (cf., e.g., [20, 25, 41] ) are obtained. Here, by choosing basis test functions supported on a single subinterval (t n−1 , t n ], we end up with a time-marching approach. Further, strong relations between cGP schemes, collocation, and Runge-Kutta methods have been observed. In [4, 5] they are studied thoroughly. Moreover, nodal superconvergence properties of the cGP method are known; cf. [5, Eq. (2.2) ]. In a recent work [12] , co-authored by one author of this work, a recursive post-processing of the original continuous in time cGP solution is presented and analyzed. The post-processed approximation is built on each time interval upon the Gauss-Lobatto quadrature points of the actual time interval, at which the classical cGP solution is superconvergent with one extra order of accuracy. On the one hand, the post-processing lifts the superconvergence of the original cGP solution at the Gauss-Lobatto quadrature points to all points of the time interval by adding a higher order correction term which vanishes at the Gauss-Lobatto quadrature points.
On the other hand, the post-processing, which is done sequentially on the advancing time intervals and is of low computational costs, yields a numerical approximation that is globally C 1 -regular in time. In [21, Subsec. 3.2] and [36, p. 494] , similar post-processing techniques and lifting operators were studied for discontinuous Galerkin approximations in time. The post-processing can nicely be exploited, for instance, for an a-posteriori error control in time and an adaptive choice of the time mesh. We explicitly note that in contrast to [12] , where the continuous differentiability is obtained by a post-processing of the continuous Galerkin-Petrov approximation, the higher order regularity in time that is built in this work is an inherent part of the construction of the discrete solution itself. This demands a different quadrature formula and interpolation operator for the right-hand side function.
This work is organized as follows. In Sec. 2 we introduce our notation and summarize preliminaries. In particular, quadrature formulas and related interpolation operators are introduced. In Sec. 3 our class of Galerkin-collocation schemes is presented. In Sec. 4 some auxiliary results for our error analysis are provided. Sec. 5 contains our error analysis for our family of once continuously differentiable in time Galerkin-collocation methods. In Sec. 6 the conservation of energy by the numerical schemes is studied. In Sec. 7 our construction principle is extended to define a class of twice continuously differentiable in time Galerkin-collocation approximation schemes for the wave equation. A link to the first class of schemes by a post-processing procedure is presented. Finally, in Sec. 8 our error estimates are illustrated and confirmed by numerical experiments.
2 Notation and preliminaries 2.1 Function spaces and evolution form of continuous problem
. We denote by V ′ the dual space of V and use the notation
for the norms of the Sobolev spaces where we do not differ between the scalar-and vector-valued cases. Throughout, the meaning will be obvious from the context. In what follows, for non-negative numbers a and b, the expression a b stands for the inequality a ≤ C b with a generic constant C that is independent of the sizes of the spatial and temporal meshes. The value of C can depend on the regularity of the space mesh, the polynomial degrees used for the space-time discretization, and the data (including Ω).
For any given u ∈ V , let the operator A : V → V ′ be uniquely defined by
where ·, · on the left-hand side is understood as duality pairing between V ′ and V . Further, we denote by A : V × H → H × V ′ the operator
with the identity mapping I : H → H. We let
Introducing the unknowns u 0 = u and u 1 = ∂ t u, problem (1.1) can be recovered in evolution form.
Problem (2.1) admits a unique solution U ∈ X and the mapping (f, 
Throughout, we tacitly assume that the solution u of (1.1) satisfies all the additional regularity conditions that are required in our analysis. In addition, let f ∈ C s ([0, T ]; H) for some sufficiently large parameter s ∈ N be satisfied.
The first of the conditions in Assumption 2.2 implies further assumptions on the data f, u 0 , u 1 and the boundary ∂Ω of Ω. Improved regularity results for solutions to the wave problem (1.1) can be found in, e.g., [22, Sec. 7.2] . The second condition in Assumption 2.2 will allow us to apply an interpolation in time that is based on derivatives of the right-hand side function f .
Time and space discretization
For the time discretization, we decompose the time interval I = (0, T ] into N subintervals I n = (t n−1 , t n ], n = 1, . . . , N , where 0 = t 0 < t 1 < · · · < t N −1 < t N = T such that I = N n=1 I n . We put τ = max n=1,...,N τ n with τ n = t n − t n−1 . Further, the set M τ := {I 1 , . . . , I N } of time intervals is called the time mesh. For a Banach space B and any k ∈ N 0 , we let
For an integer k ∈ N, we introduce the space
of globally continuous functions in time and for an integer l ∈ N 0 the space
For any non-negative integer s and a function w : I → B that is piecewise sufficiently smooth with respect to the time mesh M τ , we define by
the one-sided limits of the sth derivative of w.
For the space discretization, let T h be a shape-regular mesh of Ω consisting of quadrilateral or hexahedral elements with mesh size h > 0. For some integer r ∈ N, let V h = V (r) h be the scalar finite element space given by
where Q r (K) is the space defined by the multilinear reference mapping of polynomials on the reference element with maximum degree r in each variable. Our restriction in this work to continuous finite elements in space is only done for simplicity and in order to reduce the technical methodology of analyzing our Galerkin-collocation discretization scheme to its key points. In the literature it has been mentioned that discontinuous finite element methods in space offer appreciable advantages over continuous ones for the discretization of wave equations; cf., e.g., [3, 11, 31, 32] and the references therein.
We denote by
Hence, we have for
This provides the consistency
h denote a suitable approximation of the initial value U 0 ∈ V × H in (2.1) that will we used as the initial value U τ,h (0) of the discrete solution. Further restrictions will be made below.
Quadrature formulas and interpolation operators
Throughout this work, the polynomial degree k ≥ 3 is assumed to be fixed. Lett 
we define an Hermite-type quadrature on [−1, 1] which can be written as 10) where all weights are non-zero. Using the affine mapping T n : I → I n with T n (−1) = t n−1 and T n (1) = t n , we obtain
as Hermite-type quadrature formula on I n , where t
given in (2.11) integrates all polynomials up to degree 2k − 3 exactly, cf. [28] . Using I H and T n , the local Hermite interpolation on I n is given by
n . Moreover, we define the global Hermite interpolation I for all n = 1, . . . , N .
In addition to Hermite-type interpolation and quadrature formula, Gauss and Gauss-Lobatto quadrature formulas will be used. To this end, we denote byt G s , s = 1, . . . , k − 1, the roots of the Legendre polynomial with degree k − 1 and byt GL s , s = 2, . . . , k − 1, the roots of the Jacobi polynomial on I with degree k − 2 associated to the weighting function (1 −t)(1 +t). Furthermore, we sett 
Gauss and Gauss-Lobatto quadrature formulas on [−1, 1] which are transformed to
on I n by using the affine mapping T n . The Gauss and Gauss-Lobatto formulas also integrate polynomials up to degree 2k − 3 exactly. Local Lagrange-type interpolation operators on I n are given by
n . Furthermore, we define the global Lagrange interpolation operators I 
Galerkin-collocation discretization and auxiliaries
In this section we introduce the approximation of the wave problem (2.1) by our Galerkin-collocation approach that combines collocation conditions at the endpoint t n−1 and t n of the subintervals I n with variational equations for reduced test spaces compared with the standard continuous finite element approximation of the wave equation (cf. [12, 24, 30] ). A family of discrete solutions that are once continuously differentiable in time is obtained. For this family an optimal order error analysis is then developed in Sec. 5. For the sake of completeness and in order to show the impact of the collocation conditions, the standard continuous Galerkin approximation (cf. [24, 30] ) of the wave problem (2.1) is briefly recalled in Subsec. 3.1.
Space-time discretization with continuous Galerkin-Petrov method cGP(k )
For completeness and comparison, we briefly present the standard continuous Galerkin-Petrov method of order k ≥ 1 (in short, cGP(k )) as time discretization applied to the evolution problem (2.1). For the space discretization, the continuous Galerkin approach cG(r ) in V h , defined in (2.5), is used for the sake of simplicity. This yields the following fully discrete problem; cf., e.g., [12, 30] for details.
Both components of
). By choosing test functions supported on a single subinterval I n and using the (k+1)-point Gauss-Lobatto quadrature formula, we recast Problem 3.1 as a sequence of local problems on I n .
In Problem 3.2 we use a Gauss-Lobatto quadrature formula with k + 1 points, which is in contrast to Q GL n in (2.14) that uses k points. Furthermore, the quadrature formula on the left-hand side can be replaced by exact integration or by any quadrature formula which is exact for polynomials of degree up to order 2k − 1.
3.2 Space-time discretization with Galerkin-collocation method cGP-C 1 (k )
From now on we suppose that k ≥ 3 is a fixed integer without always mentioning this explicitly.
and
For this scheme we make the following observations.
Remark 3.4. It directly follows from the definition of the scheme that
Instead of the condition (3.1b) at t + n−1 we could also demand that
where we set
. Since the time discretization is of Galerkin-Petrov type, we refer to it as a continuously differentiable Galerkin-Petrov approximation, for short cGP-C 1 (k ).
Compared to Problem 3.2, the test space of the variational constraint (3.1d) reduces from P k−1 (I n ; V h )
For k = 3 the test space just becomes the set P 0 (I n ; V h ) 2 of piecewise constant functions in time. Introducing the collocation conditions (3.1b) and (3.1c) along with downsizing the test space of the variational condition impacts the block structure of the resulting linear algebraic system. By (3.2) a condensation of internal degrees of freedom becomes feasible which leads to smaller algebraic systems and might simplify the future construction of efficient iterative solvers and preconditioners; cf. [6] . We state for the scheme (3.1) the following auxiliary results.
We note that compared to Problem 3.3 the quadrature formula has been changed in Lemma 3.5. In addition, the test space has been increased from P k−3 to P k−2 .
Proof. For arbitrarily chosen
where t GL n,µ , µ = 2, . . . , k − 1, denote the inner Gauss-Lobatto quadrature points on I n . From (3.1d) along with the exactness of the Hermite-type quadrature formula (2.11) for all polynomials in P 2k−3 (I n ) and of the Gauss-Lobatto quadrature formula (2.14) for all polynomials in P 2k−3 (I n ), it follows that
Therefore, it remains to prove that
is satisfied. Since ψ n vanishes in the interior Gauss-Lobatto quadrature nodes t GL n,µ , µ = 2, . . . , k − 1, and the quantities ∂ t U τ,h , d n ψ n + A h U τ,h , d n ψ n and I H τ F, d n ψ n coincide in the endpoints t Furthermore, the solution of Problem 3.3 fulfills an evolution problem on I.
Lemma 3.6. The solution U τ,h of Problem 3.3 satisfies
on the whole time interval I.
Proof. Since all quantities in (3.6) are continuous on I, it suffices to prove the relation locally on each I n . To this end, let n ∈ {1, . . . , N } be fixed.
From (3.1c) along with t GL n,k = t n and the interpolation properties of I GL τ
and I H τ , we get that
Using (3.3), it follows that
Thus, by means of (3.9) and (3.7), the polynomial
. . , k. Therefore, it vanishes for all t ∈ I n , which proves the local version of (3.6). The statement of this lemma follows from the global continuity.
Remark 3.7. The statements of Lemma 3.5 and Lemma 3.6 are quite similar to the statements of Lemma 4.4 and Lemma 3.11 given in [12] , respectively. However, in contrast to the analysis of [12] , the pointwise identity (3.6) is not needed for the proof of (3.3) since the collocation conditions (3.1b) and (3.1c) already provide the needed additional information.
Preparation for the error analysis
We will use in our error analysis some interpolants in time introduced in [12, 21] . To keep this work self-contained, their definition and some auxiliaries are briefly summarized here. Remember that k ≥ 3.
In the following, let B be a Banach space satisfying B ⊂ H and ℓ ∈ N. We define for n = 1, . . . , N the local
Next, a special interpolant in time is constructed. To this end, we define the Hermite interpolation operator
If u is smooth enough, then the standard Hermite interpolant I k+1 τ u provides the error estimates
on each interval I n . For a function u ∈ C 1 (I; B), we construct a local interpolant R k n u ∈ P k (I n ; B) by
on each time subinterval I n and a global interpolant R
Finally, we put R k τ u(0) := u(0). In the following we summarize some basic properties of the operator R k τ ; cf. [12, 21] 
Lemma 4.2. For all n = 1, . . . , N and all u ∈ C k+1 (I n ; B), there holds that
Moreover, the estimate R
is satisfied for all u ∈ C 1 (I n ; B).
Lemma 4.2 implies the following result.
Corollary 4.3. For all n = 1, . . . , N and all u ∈ C k+1 (I n ; B), there holds that
Moreover, the estimate
For the operator I
H τ defined in (2.12) we recall the following approximation properties. They directly follow from the standard error estimates for Hermite interpolation. 6) for all n = 1, . . . , N and all u ∈ C k+1 (I n ; B).
Finally, we present a norm bound that will be used later in our analysis.
Lemma 4.5. For any u ∈ P k (I n ; H) the norm inequality
holds.
Error estimates
The overall goal of this work is to prove error estimates for the error
where the Galerkin-collocation approximation U τ,h is the solution of Problem 3.3. We will use in the sequel the componentwise representation E(t) = e 0 (t), e 1 (t) . We observe that E is continuously differentiable in time on I if we assume for our analysis that for the exact solution
For each time interval I n , n = 1, . . . , N , we define the bilinear form
where W and V have to satisfy some smoothness conditions to ensure that B GL n is well-defined.
Our analysis will follow the main lines given in [12] since the solution U τ,h in this paper is related to L τ U τ,h there with the difference that our polynomial order k is related to k + 1 in [12] . This relation is motivated by the fact that the solution of the numerically integrated cGP-C 1 (k )-cG(r ), given in Problem 3.3 could also be interpreted as the post-processed solution of a numerically integrated cGP(k − 1 )-cG(r ) scheme, given in Problem 3.2, with a modified right-hand side in that F is replaced by I H τ F . In order to keep this work self-contained, we will cite the results used from [12] and will focus on the new aspects in the error analysis.
Error estimates for ∂ t U τ,h
We start with proving an L ∞ (L 2 )-norm estimate for the time derivative ∂ t E(t) of the error as an auxiliary result. This represents an essential argument in our proof and is specific to the hyperbolic character of (2.1). Based on the L ∞ (L 2 )-bound for ∂ t E(t) an estimate for E(t) will be proved in Subsec. 5.2.
In order to bound ∂ t E(t), we derive a variational problem that is satisfied by ∂ t U τ,h .
2 be the solution of Problem 3.3. Then, its time derivative
2 satisfies for all n = 1, . . . , N the equation
Proof. Recalling that ∂ t U τ,h ∈ P k−1 (I n ; V h ) 2 , we get by the exactness of the Gauss-Lobatto formula (2.14) for all polynomials in P 2k−3 (I n ; R) along with integration by parts that
Using the exactness of the Hermite quadrature formula Q H n for polynomials in P 2k−3 (I n ; R) and (3.1d), we conclude from (5.3) that
From (3.1b) and (3.1c) along with the interpolation properties of I H τ , it follows that
for t * ∈ {t 
2 and the exactness of the Gauss-Lobatto quadrature for functions of P 2k−3 (I n ; R), this proves the assertion of the theorem.
Remark 5.2. If the solution u of (1.1) is sufficiently regular, the time derivative ∂ t U = (∂ t u, ∂ 2 t u) solves the evolution problem
Assumptions on the data such that (5.6) is satisfied can be found in, e.g., [22, p. 410, Thm. 5].
its discrete solution can now be regarded as the cGP(k − 1 )-cG(r ) approximation of the evolution problem (5.6) up to the perturbation term In ∂ t I H τ F − ∂ t F, V τ,h dt on the right-hand side. Further, the collocation condition (3.1b) for n = 1 along with the initial condition that U τ,h (0) = U 0,h shows that
We point out that there is a strong analogy between Remark 5.2 and [12, Remark 5.3]. The main difference of the two statements comes through the different perturbation terms. However, having in mind the relation of the polynomial orders, both perturbation terms are of the same approximation order. Hence, we can directly follow the further arguments used in [12] . Especially, some assumptions about the discrete initial value ∂ t U τ,h (0) with respect to the continuous initial value ∂ t U (0) have to be fulfilled.
We refer to [12, Lemma 5.4] for the proof of Lemma 5.3 taking into consideration that U τ,h here is associated to L τ U τ,h in [12] . Also note that the analog of [12, Assumption 3.6] is obviously satisfied by U τ,h due to (3.1a) and (3.1b) for n = 1.
Finally, before proving the error estimate for ∂ t U τ,h , we want to cite Theorem 5.5 of [12] that is a slightly generalized result of the analysis in [30] for the cGP(k )-cG(r ) approximation of the wave equation.
Theorem 5.4. Letû denote the solution of (1.1) with dataf ,û 0 ,û 1 instead of f , u 0 , u 1 . Suppose ℓ ∈ N and letf τ be an approximation off such that
where the constant Cf depends onf but is independent of n, N , and τ n . Furthermore, let
for all test functions V τ,h = v 0 τ,h , v 1 τ,h ∈ P ℓ−1 (I n ; V h ) 2 with F τ := 0,f τ and the initial value
for n > 1 and U τ,h (t 0 ) = U 0,h := R hû0 , P hû1 . For a sufficiently smooth exact solutionû, the estimates
11)
hold for all t ∈ I where C t (û) and C x (û) are quantities depending on various temporal and spatial derivatives ofû.
We conclude from Theorem 5.4 the following error estimates.
Theorem 5.5. Let U 0,h := (R h u 0 , R h u 1 ) and assume that the exact solution U = (u 0 , u 1 ) := (u, ∂ t u) is sufficiently smooth. Then the error estimates
13)
hold for all t ∈ I where C t (∂ t u) and C x (∂ t u) are quantities depending on various temporal and spatial derivatives of ∂ t u. 
satisfies all the conditions required for the discrete solution U τ,h in Theorem 5.4 with ℓ = k − 1. In fact, by the construction of the discrete solution U τ,h in Problem 3.3, the continuity of ∂ t U τ,h in the discrete points t n , n = 0, . . . , N , is ensured by the conditions (3.1a)-(3.1c). Therefore, it holds that U τ,h ∈ P k−1 (I n ; V h ) 2 and that U τ,h (t
. Moreover, from U 0,h := R h u 0 , R h u 1 and Lemma 5.3, we get that U 0,h = U τ,h (0) = ∂ t U τ,h (0) = R hû0 , P hû1 . Theorem 5.1 implies for all n = 1, . . . , N and all V τ,h ∈ P k−2 (I n ; V h ) 2 that
Each quadrature formula in the previous equation is exact since all integrands are polynomials in t with degree not greater than 2k − 3 such that the variational equation (5.9) of Theorem 5.4 is satisfied. Thus, we have shown that U τ,h is the discrete solution of Theorem 5.4 for the above defined data. To verify the approximation property forf τ , we use the definition off andf τ , apply the estimate (4.6), and obtain (5.8) with a constant Cf = C ∂ 
τ,h , we directly get assertion (5.12) from (5.10) and assertion (5.13) from (5.11).
Error estimates for U τ,h
This section is devoted to the desired norm estimates for the error E(t) := U (t) − U τ,h (t) where U τ,h is the solution of Problem 3.3. For our error analysis we consider the decomposition
for all t ∈ I and define the components E τ,h (t) = e 0 τ,h (t), e 1 τ,h (t) . We observe that both Θ and E τ,h are continuously differentiable in time on I if the exact solution U is sufficiently smooth. We refer to Θ as interpolation error. We note that both Θ and E τ,h are smooth enough to be used as arguments in the bilinear form B GL n . The following estimates of Θ in (5.14) can be found in [12, Lemma 5.7] . They rely on the properties of R h and R k τ . Lemma 5.6 (Estimation of the interpolation error). Let m ∈ {0, 1}. Then, the error estimates
hold for all n = 1, . . . , N where · 0 := · .
Next, we address the discrete error E τ,h of the decomposition (5.14) between the interpolation R h R k τ U and the fully discrete solution U τ,h . We start with some auxiliary results.
Lemma 5.7 (Consistency error). Assume that
Proof. We recall from Lemma 3.5 that for all n = 1, . . . , N the identity
holds for all V τ,h ∈ P k−2 (I n ; V h ) 2 . We have under sufficient smoothness assumptions on the exact solution that
By the consistency (2.8) of A h , the identity (5.18) implies
Combining (5.17) with (5.19) and recalling that E = U − U τ,h prove the assertion.
The following lemma is slightly more general than [12, Lem. 5.9] where the proof can be found.
Lemma 5.8. Let p ∈ P k (I n ) be an arbitrary polynomial of degree less than or equal to k. Then, the relation
Exploiting the correspondence of U τ,h in this paper to L τ U τ,h in [12] and keeping in mind that k here is related to k + 1 there, we can recall from [12] Lemma 5.9 (Stability). We have 
holds for all n = 1, . . . , N .
We proceed with estimating the consistency error given in Lemma 5.7.
Lemma 5.11 (Estimates on right-hand side term). Let
Proof. Using the Cauchy-Schwarz inequality along with Lemma 4.4, we get that
Using the exactness of Q GL n for polynomials up to degree 2k − 3, the stability of the L 2 -projection Π k−2 n , the norm bound from Lemma 4.5, and Lemma 5.8, we finally conclude that
Combining both estimates, the assertion of the lemma follows directly.
Lemma 5.12 (Estimates on
is satisfied for all n = 1, . . . , N . Moreover, we have that
for all t ∈ I.
Proof. We conclude from Lemma 5.7 that
τ,h and using Lemma 5.10 and Lemma 5.11 yield that
Since the upper bound in (5.24) coincides with that in Eq. (5.46) of [12] and our E τ,h can be identified with E τ,h of [12] , we present here just a short summary of the proof of Lemma 5.12 in [12] .
Combining the stability property (5.20) of B GL n with (5.24), applying the Cauchy-Schwarz inequality, and telescopic summing lead to 26) together with the estimates (5.12) and (5.16), we obtain that
where we also used the definition of the Gauss quadrature and the Poincaré inequality. Applying the discrete Gronwall lemma (cf. [39, p. 14]) results in
Exploiting e i τ,h (t 0 ) = 0, i ∈ {0, 1}, which holds due to the choice U 0,h = R h u 0 , R h u 1 of the discrete initial value, this estimate along with the Poincaré inequality proves the assertion (5.21).
To show (5.22) and (5.23), we start for the error component e i τ,h ∈ P k (I n , V h ), i ∈ {0, 1}, with 28) that is deduced from the fundamental theorem of calculus. Applying (5.21) and (5.26), we get from (5.28) with m = 0 that
which proves (5.23).
Similarly to (5.26), we get for the H 1 -norm that
where we used (5.13) along with the Poincaré inequality and (5.16). Applying (5.21) and (5.29), we get from (5.28) with m = 1 that
which proves (5.22).
We are now able to derive our final error estimates for the proposed Galerkin-collocation approximation of the solution to (1.1).
Theorem 5.13 (Error estimate for U τ,h ). Let U = (u, ∂ t u) be the solution of the problem (1.1) and let U τ,h be the fully discrete solution of Problem 3.3 with initial value U 0,h = (R h u 0 , R h u 1 ). Then, the error E(t) = e 0 (t), e 1 (t) = U (t) − U τ,h (t) can be bounded for all t ∈ I by
Moreover, the estimates
hold true.
Proof. Recalling the error decomposition Remark 5.14. We note that the estimates (5.30) to (5.33) are of optimal order in space and time.
Similarly to the estimate of ∂ t E τ,h in Subsec. 5.1, the estimation of E τ,h in Lemma 5.12 follows the analysis of [12] . The main difference comes through the consistency error of Lemma 5.7. However, this does not cause any difficulties since the consistency error is of the same order as the further terms that get involved in the error analysis through Lemma 5.10 of boundedness.
6 Energy conservation principle for f ≡ 0
In this section we address the issue of energy conservation for the considered space-time finite element scheme. For vanishing right-hand side term f ≡ 0 it is well-known that the solution u of the initialboundary value problem (1.1) satisfies the energy conservation
We will prove that the space-time finite element discretization U τ,h of Problem 3.3 also satisfies the energy conservation principle at the discrete time nodes t n . Preserving this fundamental property of the solution of (1.1) is an important quality criterion for discretization schemes of (1.1).
Lemma 6.1 (Energy conservation for U τ,h ). Suppose that f ≡ 0. Let the initial value be given by U 0,h = (u 0,h , u 1,h ). Then, the fully discrete solution U τ,h = (u 0 τ,h , u 1 τ,h ) defined by Problem 3.3 satisfies the energy conservation property
for all n = 1, . . . , N .
Proof. Let f ≡ 0. We recall that the fully discrete solution U τ,h = u 0 τ,h , u 1 τ,h defined by Problem 3.3 satisfies the variational equation (3.3) . We choose the test function
2 . Then, we get from the definitions of I GL τ and Q
Setting
the exactness of the k-point Gauss-Lobatto quadrature for all polynomials of maximum degree 2k − 3 gives now
We conclude for T 1 by using the exactness of the (k − 1)-point Gauss quadrature for all polynomials of maximum degree 2k − 3 and Lemma 5.8 that
Recalling (2.7), it follows for n = 1, . . . , N that
Now, we combine (6.2) with (6.3) and (6.4). We change in the resulting identity the index n to m and sum up from m = 1 to n. We recall that I
Hence, assertion (6.1) follows directly.
C
2 -regular Galerkin-collocation approximation and its relation to post-processed cGP-C 1 In this section, let k ≥ 5 be satisfied. Firstly, we propose a family of Galerkin-collocation time discretization schemes with twice continuously differentiable in time discrete solutions, that are referred to as cGP-C 2 (k )-cG(r ) schemes. Similarly to the cGP-C 1 (k )-cG(r ) approach of Problem 3.3, the higher order regularity in time is ensured by collocation conditions that are imposed in the endpoints t n−1 and t n of the subinterval I n . This construction principle can be generalized to discrete solutions of even higher order regularity in time. For this generalization we also refer to [16, 17] where the Galerkin-collocation approximation of first-order ordinary differential equations systems is studied in detail. Secondly, we show how the cGP-C 2 (k + 1)-cG(r) approximation can be computed efficiently in a simple and computationally cheap post-processing step from the cGP-C 1 (k )-cG(r ) approach. The post-processing introduced in [37] and generalized in [16] was recently applied in [12] to the cGP(k)-cG(r) family of schemes given in Problem 3.1. There the post-processing is used to lift continuous in time discrete solutions to continuously differentiable ones. Moreover, an optimal order error analysis is provided for the post-processed solution.
Problem 7.1 (Local, numerically integrated, fully discrete problem of cGP-C 2 (k )-cG(r ) on I n ).
We note that a Hermite-type quadrature formula with k evaluations of function values is used in (7.1f ). This differs from Q H n in (2.11) that is used in the cGP-C 1 (k )-cG(r ) family of schemes of Problem 3.3 and is based on k − 1 evaluations of function values only. In both cases the derivatives of the integrand are evaluated additionally in the endpoints of the subinterval I n . Further, the cGP-C 2 (k ) approach presented here differs from that in [17] by the applied quadrature formula. Remark 7.2. A careful inspection of the conditions on U τ,h shows that
where the discrete initial conditions are determined using
Hence, the obtained trajectory in time is twice continuously differentiable on I.
Compared to Problem 3.3, the test space of the condition (7.1f) is decreased from P k−3 (I n ; V h ) 2 to P k−5 (I n ; V h ) 2 while the number of collocation conditions is increased from two to four. For k = 5
this results in a test space which consists of piecewise constant functions only and to two additional collocation conditions in both endpoints of the time subinterval I n .
Finally we address the connection between the cGP-C 1 and cGP-C 2 families of Galerkin-collocation schemes.
Theorem 7.3. Let U τ,h denote the solution of the cGP-C 1 (k )-cG(r ) method given in Problem 3.3. For n = 1, . . . , N we put
where ϑ n ∈ P k+1 (I n ; R) is uniquely determined by
2 is the solution of the cGP-C 2 (k + 1)-cG(r ) method given in Problem 7.1.
The post-processing or lifting operator that is introduced in Theorem 7.3 is similar to the lifting operator of [12] that is studied there in the context of the cGP(k)-cG(r) approach of Problem 3.2. Both postprocessing procedures provide the correction as a product of a scalar polynomial ϑ n and a coefficient
h that are, however, different for the two procedures. In particular, the lifting in [12] is based on the difference of first derivatives while our post-processing uses the difference of second order derivatives. We refer to [16] for details on post-processing techniques for general nonlinear systems of ordinary differential equations and the proof of the analogue to Theorem 7.3.
Numerical studies
In this section we present the results of two numerical experiments for the Galerkin-collocation approximation schemes introduced in Problem 3.3 and Problem 7.1, respectively. In particular, we aim to illustrate the error estimates given in Theorem 5.13 for the cGP-C 1 (k )-cG(r ) Galerkin-collocation approximation of Problem 3.3. The implementation of the numerical schemes was done in the highperformance DTM++/awave frontend solver (cf. [32] ) for the deal.II library [9] . For further details including a presentation of the applied algebraic solver and preconditioner we refer to [6, 32] .
Convergence test for cGP-C
1 (3)-cG(3) Table 8 .1: Calculated errors E = e 0 , e 1 with E(t) = U (t)−U τ,h (t) and corresponding experimental orders of convergence (EOC) for the solution U = (u, ∂ t u) of (8.1) and the Galerkin-collocation In our first we study the convergence behavior of the Galerkin-collocation approximation
of Problem 3.3 for the prescribed solution
of the wave problem (1.1) on the space-time domain Ω×I = (0, 1) 2 ×(0, 1). For the piecewise polynomial order in space and time of the finite element approach the choice k = 3 and r = 3 is thus made; cf. (2.3) and (2.5). Beyond the norms of L ∞ (I; L 2 (Ω)) and L 2 (I; L 2 (Ω)) the convergence behavior is studied further with respect to the energy quantities
with E(t) = U (t) − U τ,h (t). Throughout, the L ∞ -norms in time are computed on the discrete time grid
In the numerical experiments the domain Ω is decomposed into a sequence of successively refined meshes Ω l h , with l = 0, . . . , 4, of quadrilateral finite elements. On the coarsest level, we use a uniform decomposition of Ω into 4 cells, corresponding to the mesh size h 0 = 1/ √ 2, and of the time interval I into N = 10 subintervals which amounts to the time step size τ 0 = 0.1. In the experiments the temporal and spatial mesh sizes are successively refined by a factor of two in each refinement step.
In Table 8 .1 we summarize the calculated results for this experiment. The experimental order of convergence (EOC) was calculated using the results from the two finest meshes. The numerical results of Table 8 
1 (4)-cG(5) and post-processing Table 8 .2: Error E = e 0 , e 1 = U − U τ,h and error E = ẽ 0 ,ẽ 1 = U − U τ,h of the post-processed solution U τ,h of Thm. 7.3, both with the corresponding experimental orders of convergence (EOC), for the solution U = (u, ∂ t u) of (8.3) and the Galerkin-collocation approximation In the second numerical experiment we study the Galerkin-collocation scheme of Problem 3.3 for k = 4
to obtain a fully discrete solution U τ,h ∈ X of the wave problem (1.1) on the space-time domain Ω×I = (0, 1) 2 ×(0, 1). For the piecewise polynomial order in space and time of the finite element approach the choice k = 4 and r = 5 is thus made. Since this work focusses on the temporal discretization, the polynomial degree r in space is chosen such that the spatial approximation becomes exact. Hence, the convergence behavior in time can be illustrated on a fixed spatial grid that consists of 4 × 4 congruent squares leading to h 0 = 0.25 √ 2. The largest time length is τ 0 = 0.1.
In Table 8 .2 we summarize the calculated results for this experiment. The experimental order of convergence (EOC) was determined from the results on the two finest meshes. The numerical results of Table 8 .2 nicely confirm the fifth order rate of convergence of the cGP-C 1 (4) time discretization. The application of the post-processing presented in Theorem 7.3 increased all convergence rates from 5 to 6. This order can at most be expected for a polynomial approximation in time with piecewise polynomials of fifth order. By means of Theorem 7.3, Table 8 .2 thus underlines the optimal order approximation properties of the cGP-C 2 (5) member of the family of Galerkin-collocation schemes of Problem 7.1.
If the cGP-C 2 (5)-cG(5) method of Problem 7.1 is directly applied for the computation, instead of using the post-processing of Thm. 7.3, then exactly the same errors as shown in Table 8 .2 for E are obtained. However, using the post-processing has certain computational advantages. Since the cGP-C 1 (k) approach leads to system matrices of simpler block structure compared to the cGP-C 2 (k+1) method, the construction of efficient preconditioners simplifies; cf. [6] for details.
Summary
In this work we presented a family of space-time finite element methods for wave problems. The schemes combine the concepts of collocation methods and Galerkin approximation. Continuously differentiable in time fully discrete solutions were obtained. An optimal order error analysis was provided for this class of methods. By an direct extension of the construction principle a further class of schemes with twice continuously differentiable in time discrete solutions was presented. A theorem regarding the connection of the two classes of schemes to each other by means of a post-processing was given. The proven error estimates and the expected convergence rates for the second class of schemes were illustrated by numerical experiments. The construction of the methods can be transferred to further classes of non-stationary partial differential equations. The approach offers large potential for the approximation of multi-physics problems in that the coefficient functions of the subproblems are given by the solutions and their time derivatives of coupled further subproblems. In addition, the presented post-processing can nicely be exploited for a posteriori error control and adaptive refinement of the temporal mesh.
