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Abstract
Explanations of time series models are useful for high stakes applications like
healthcare, but have received little attention in machine learning literature. We
propose FIT, a framework that evaluates the importance of observations for a
multivariate time-series black-box model, by quantifying the shift in the predictive
distribution over time. FIT defines the importance of an observation based on
its contribution to the distributional shift under a KL-divergence that contrasts
the predictive distribution against a counterfactual where the rest of the features
are unobserved. We also demonstrate the need to control for time-dependent
distribution shifts. We compare with state-of-the-art baselines on simulated and
real-world clinical data and demonstrate that our approach is superior in identifying
important time points and observations over the course of the time series.
1 Introduction
Understanding what drives machine learning models to output a certain prediction can aid reliable
decision-making for end-users and is critical in high stakes applications like healthcare. This problem
has been particularly overlooked in the context of time series datasets compared to static settings.
This domain has unique characteristics because the dynamic nature of the data results in the features
driving model prediction changing over time.
Explaining time-series machine learning model prediction can be defined in many ways, with existing
works primarily considering two approaches. The first class uses the notions of instance-level feature
importance proposed in literature for static supervised learning [36, 35, 7, 21]. These either compute
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the gradients of the output with respect to the input vector, or perturb features to evaluate their impact
on model output. None of the approaches of this type explicitly model the temporal dependencies
that exists in time series data. The second class uses attention models explicitly designed for time
series. A number of works show that attention scores can be interpreted as an importance score for
different observations over time within the context of these models [8, 34, 14].
In this work, we propose Feature Importance in Time (FIT), a framework to quantify the importance
of observations over time based on their contribution to the temporal shift of the model outcome
predictive distribution. Our proposed score quantifies how well an observation approximates the
predictive shift at every time-step and our score improves over existing notions of instance-level
feature importance over time. The proposed method is model-agnostic and can thus be applied to any
black-box model in a time series setting. Our contributions are as follows:
1. We pose the problem of assigning importance to observations of a time series as that of quantifying
the contribution to the predictive distributional shift under a KL-divergence by contrasting the
predictive distribution against a counterfactual where the remaining features are unobserved.
2. We use generative models to learn the dynamics of the time series. This allows us to model
the distribution of measurements, and therefore accurately approximate the counterfactual effect of
subsets of observations over time.
3. Unlike existing approaches, FIT allows us to evaluate the aggregate importance of subsets of
features over time, which is critical in healthcare contexts where simultaneous changes in feature
subsets drive model predictions [2].
2 Preliminaries
Let X ∈ RD×T be sample of a multi-variate time-series data where D is the number of features with
T observations over time. Further, let xt ∈ RD be the set of all observations at time t ∈ 1, . . . , T ,
denoted by the vector [x1,t, x2,t, · · · , xD,t] and X0:t ∈ RD×t is the matrix [x0;x1; · · · ;xt]. Let S ⊆
{1, 2, · · · , D} be some subset of the features with corresponding observations at time t denoted by
xS,t. Similarly, the set Sc = {1, 2, · · · , D} \ S indicates the complement set of S with corresponding
observations xSc,t. For a single feature, S = {d}, an observation at time t is indicated by xd,t and the
rest of the observations are denoted by x−d,t. Additional details on the notation used for exposition
work is summarized in the Appendix A.2. We are interested in explaining a black-box model fθ that
estimates the conditional distribution p(yt|X0:t), i.e. a probabilistic output over yt ∈ R at every time
step t, using observations up to that time point, X0:t ∈ RD×t. For example, a model that predicts
patient mortality at every given time point, yt is a Bernoulli random variable.
3 FIT: Feature Importance in Time
Our goal is to assign an importance score I(xS, t) to a set S of observations xS,t corresponding to a
subset of features S at time t. An important observation is one that best approximates the outcome
distribution, even in the absence of other features. We formalize this by evaluating whether the
partial conditional distribution p(y|X0:t−1,xS,t) for a set of observations closely approximates the
full predictive distribution p(y|X0:t) at time t.
Note that there can be an underlying temporal shift in the predictive distribution due to additional data
being acquired over time. Therefore the importance of a subset of observations xS,t should be evalu-
ated relative to this shift. We characterize the distributional shift from the previous time point t− 1 to
time instance t by the KL-divergence of the associated distributions i.e. KL(p(y|X0:t ‖ p(y|X0:t−1)).
When a new observation xS,t is obtained at time t, its relative importance to other observations (or
subset of observations) can be evaluated in terms of whether it adds additional information that may
explain the change in predictive distribution from the previous time-step. We formalize this intuition
using the following importance assignment score:
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Subset explains predictive temporal shift 
completely:
T1 > 0, T2 = 0
Irrelevant subset, does not explain temporal 
shift: 
T1=T2
Subset does not explain temporal shift and 
changes model prediction: 
T1>0, T2 > T1
Figure 1: Pictorial depiction of FIT score assignment. Each panel shows possible cases that reflect
different regimes of the FIT score. Top panel: Positive temporal shift that is completely explained by
observations xS i.e. xS is an important subset of observations. Middle panel: Observing subset xS
only does not explain temporal shift. Bottom panel: Subset xS does not explain temporal shift and in
fact, changes the estimate of the predictive distribution.
FIT importance Score: We define I(xS, t) to be the importance of new set of observations S at time
t, which is quantified by the shift in predictive distribution when only S are observed at time t while
accounting for the distributional shift over time:
I(xS, t) = KL(p(y|X0:t) ‖ p(y|X0:t−1))︸ ︷︷ ︸
T1: temporal distribution shift
−KL(p(y|X0:t) ‖ p(y|X0:t−1,xS,t))︸ ︷︷ ︸
T2: unexplained distribution shift
(1)
As shown in equation (1), the score is decomposed into two terms. The first term estimates the
distributional shift between the predictive distribution at time t−1 to t. The second KL term measures
the residual shift after adding only xS,t. Note that X0:t = [X0:t−1; [xS,t,xSc,t]]. Thus, the second
KL-term measures the residual shift when only xS,t is added and xSc,t is unobserved. Therefore, the
overall score measures how important observing xS,t would be for estimating the output distribution
at time t. Also, the direction of the KL-divergence is chosen such that the difference between the two
distributions is weighted by the original predictive distribution.
The score can also be written in terms of the cross-entropy H(P,Q) between the associated distribu-
tions:
I(xS, t) = H (p(y|X0:t), p(y|X0:t−1))− H (p(y|X0:t), p(y|X0:t−1,xS,t)) (2)
and so can be interpreted as measuring the average number of additional bits of information xS,t
provides at time t in approximating the full distribution.
Our proposed score has several desirable properties when we consider limiting cases in terms of the
number of features whose importance is quantified relative to the overall feature size. Firstly, consider
all subsets with cardinality |S| = 1: as D→∞, we have T1 = T2 and any one feature is unable to
approximate the predictive distribution meaning I(xS, t) = 0. Secondly, when |S| = D (i.e. we wish
to ascertain how important all features are), then T2 = 0 and the importance score is maximal.
To gain further intuition into the behaviour of the proposed score, consider the different scenarios as
depicted in Figure 1. A maximal positive importance score (Figure 1, top) indicates that if only xS,t
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Algorithm 1 FIT
Input: fθ: Trained Black-box predictor model, time series X0:T , where T is the max time, L:
Number of Monte-Carlo samples, S: A subset of features of interest
1: Train G using X0:T
2: for all t ∈ [T ] do
3: p(y|X0:t) = fθ(X0:t)
4: p(y|X0:t−1) = fθ(X0:t−1)
5: p(xt|X0:t−1) ≈ G(X0:t−1)
6: for all l ∈ [L] do
7: Sample xˆ(l)Sc,t ∼ p(xSc,t|X0:t−1,xS,t)
8: p(yˆ(l)) = fθ(X0:t−1,xS,t, xˆ
(l)
Sc,t)
9: p(y|X0:t−1,xS,t) ≈ 1L
∑L
l=1 p(yˆ
(l))
10: I(xS, t) = KL(p(y|X0:t) ‖ p(y|X0:t−1))− KL((p(y|X0:t) ‖ p(y|X0:t−1,xS,t)))
11: Return I(xS, t)
were observed at time t, the full predictive distribution p(y|X0:t) is captured and thus S is important.
In contrast, a score of 0 (Figure 1, middle) indicates that the outcome distribution has changed over
time but S no longer reflects the predictive distribution at time t. Finally, a negative score (Figure 1,
bottom) indicates that adding S alone in fact worsens the approximation of p(y|X0:t).
For reliable estimation of the importance score, we need an accurate approximation of the partial
predictive distribution p(y|X0:t−1,xS,t). The approximation can be written as an expectation term,
described in Equation (3). We use Monte-Carlo integration to estimate this expectation by sampling
unobserved counterfactuals from the distribution conditioned on subset S. p(y|X0:t−1,xS,t, xˆSc,t) in
Equation 3 is approximated by the black-box model fθ.
p(y|X0:t−1,xS,t) = ExˆSc,t∼p(xSc,t|X0:t−1,xS,t)[p(y|X0:t−1,xS,t, xˆSc,t)] (3)
FIT uses a generative model G to estimate the distribution of measurements conditioned on the past,
p(xt|X0:t−1) to approximate the counterfactual distribution p(xSc,t|X0:t−1,xS,t). We use a recurrent
latent variable generator, introduced in Chung et al. [9] to model p(xt|X0:t−1) using a multivariate
Gaussian with full covariance matrix to model potential correlation between features. Conditioning
this distribution on the observation of interest, provides a realistic conditional distribution for the
counterfactual observations. Note that the specifics of the generative model architecture can be a
design choice. We have chosen a recurrent generator since it allows us to model non-stationarity in
the time series while handling varying length of observations.
3.1 Feature importance assignment algorithm
The proposed procedure is summarized in Algorithm 1. We assume that we are given a trained black-
box model fθ, that estimates the predictive distribution p(y|X0:t) for every t, and the data it had been
trained on (labels are not required). We first train a generator G to learn the conditional distribution
p(xt|X0:t−1). For a specific subset of interest S, the counterfactual distribution is obtained by
conditioning p(xSc,t|X0:t−1) on S i.e. p(xSc,t|X0:t−1,xS,t). At every time point, we approximate
the partial output distribution using Monte-Carlo samples drawn from this conditional distribution.
We then assign score based on the formula presented in Equation (1). For ease of interpretation, the
score I(xS, t) is normalized between −1 to 1 using a scaled sigmoid function.
3.2 Subset importance
One of the key characteristics of FIT is it’s ability to evaluate the joint importance of subsets of
features. This is a highly desirable property in cases where simultaneous changes in multiple
measurements drive an outcome. For example in a healthcare setting, uncorrelated changes in heart
rate and blood pressure can be indicative of a clinical instability while the converse is not necessarily
concerning. This property of FIT can be used in 3 different scenarios:
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1. For evaluating instance-level feature importance when |S| = 1. This task is comparable to what
most feature importance algorithms do.
2. In cases where there are pre-defined set of features, for instance a set of blood works in the clinic,
FIT can be used to find the aggregate importance of those features together.
3. For finding the minimal set of observations to acquire in a time series setting, to approximate the
predictive distribution well.
4 Experiments
We evaluate our feature importance assignment method (FIT) on a number of simulated data (where
ground-truth feature importance is available) and more complex real world clinical tasks. We compare
with multiple groups of baseline methods, described below:
1. Perturbation-based methods: Two approaches are used as baseline in this category. In Feature
Occlusion (FO), introduced by Suresh et al. [32], importance is assigned based on the difference
in model prediction when each feature xi is replaced with a random sample from the uniform
distribution. As an augmented alternative, we introduce Augmented Feature Occlusion (AFO),
where we replace observations with samples from the bootstrapped distribution p(xi) over each
feature i. This is to avoid generating out-of-distribution noise samples.
2. Gradient-based methods: This includes methods that decompose the output on input features by
backpropagating the contribution to every feature of the input. We have included (a) Deep-Lift [26]
and (b) Integrated gradient (IG) [31] for this comparison.
3. Attention-based method (RETAIN): This is an attention based model that provides feature
importance over time by learning dual attention scores (over time and over features). We evaluate
this baseline on multiclass settings.
4. Others: In this class of methods we have two baselines: (a) LIME [25]: One of the most common
explainabilty methods that assigns local importance to input features. Although LIME isn’t designed
to assign temporal importance, as a baseline, we use LIME at every time point for a fair comparison.
(b) Gradient-SHAP [21]1: This is a gradient based method to compute Shapley values used to assign
instance level importance to features and is a common baseline for static data. Similar to LIME, we
evaluate this baseline at every time-point.
4.1 Simulated Data
Evaluating the quality of explanations is challenging due to the lack of a gold standard/ground
truth for the explanations. Additionally, explanations are reflective of model behavior, therefore
such evaluations are tightly linked to the reliability of the model itself. We therefore evaluate the
functionality and performance of our baselines in a controlled simulated environment where the
ground truth for feature importance is known. A description of all data sets used is presented below:
Spike Data: We simulate a time series data where the outcome (label) changes to 1 as soon as a
spike is observed in the relevant feature (and is 0 otherwise). We keep this task fairly simple for to
ensure that the black-box classifier can indeed learn the right relation between the important feature
and the outcome, which allows us to focus on evaluating the quality of the importance assignment.
We expect the explanations to assign importance to only the one relevant feature, at the exact time of
spike, even in the presence of spikes in other non-relevant features. We generate D = 3 (independent)
sequences of standard non–linear auto-regressive moving average (NARMA) time series. We add
linear trends to the features and introduce random spikes over time for every feature. We train an
RNN-based black-box predictor with AUC= 0.99, and choose feature 0 to be the important feature
that determines the output. The full procedure is described in Appendix B.2.
State Data: The first simulation ensures correct functionality of the method but does not necessarily
evaluate it under complex state dynamics that is common in real-word time-series data. The state
data has a more complex temporal dynamics, consisting of multivariate time series signals with 3
1https://captum.ai/docs/algorithms#gradient-shap
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features. We use a non–stationary Hidden Markov Model with 2 latent states, and a linear transition
matrix to generate observations over time. Specifically, at each time step t, observations are sampled
from the multivariate normal distribution determined by the latent state of the HMM at that time.
The non-stationary models the state transition probabilities as a function of time. The outcome y is
a Bernoulli random variable, which, in state 1, is only determined by feature 1, and in state 2, by
feature 2. The ground truth importance for observation xi,t is 1 if i is the important feature and t is
the time of state change.
Switch-Feature Data: This dataset is a more complex version of state data where features are
sampled according to a Gaussian Process (GP) mixture model. Due to the shift in GP parameters
at state-transitions, a shift is induced in the predictive distribution. And the feature that drives the
change in the predictive distribution should be appropriately scored higher at the state-transitions.
Thus, here, the quality of the generator used to characterize temporal dynamics reliably is critical.
Method AUROC AUPRC AUROC drop Acc. drop
(explanation) (explanation) (black-box) (black-box)
FIT 0.968±0.020 0.866±0.022 0.323±0.011 0.113±0.007
AFO 0.942±0.002 0.932±0.006 0.344±0.012 0.118±0.007
FO 0.943±0.001 0.894±0.026 0.231±0.016 0.112±0.070
Deep-Lift 0.941±0.002 0.520±0.098 0.356±0.131 0.109±0.065
IG 0.926±0.006 0.671±0.030 0.375±0.146 0.099±0.058
RETAIN2 0.249±0.168 0.001±0.000 0.001±0.007 -0.002±0.006
LIME 0.926±0.003 0.010±0.001 0.003±0.002 0.008±0.006
GradSHAP 0.933±0.004 0.516±0.039 0.295±0.105 0.088±0.049
Table 1: Performance report on Spike data.
Results: We evaluate our method using the following metrics3:
1. Ground-truth test: We evaluate the quality of feature importance assignment across baselines
compared to ground-truth using AUROC and AUPRC.
2. Performance Deterioration test: Additionally, we perform a Performance Deterioration Test
to measure the drop in predictive performance of the black-box model when the most important
observations are omitted. Note that all baseline methods provide an importance score for every sample
at each time point. Assuming that an important observation is more informative, removing it from
the data should worsen the overall predictive performance of the black-box model. Hence a larger
performance drop indicates better importance assignment. Since the data is in form of time series
and observations are correlated in time, we cannot eliminate the effect of an observation simply by
removing that single measurement. Therefore, we instead carry-forward the previous measurement.
We restrict our evaluation to subsets of size one for a fair comparison with baselines. Tables (1) and
(2) summarize performance results from all simulation settings. For a simple task like spike data,
almost all baselines assign correct importance to the relevant spike. However, due to the existing
linear trend in our autoregressive features, perturbation methods are noisy as they sample unlikely or
out of domain counterfactuals (see Appendix B for a visualization of different methods). By ignoring
shifts in predictive distributions, gradient methods in-turn pick up on all spikes in the relevant feature
whereas FIT, and perturbation methods correctly pick up only the first spike. LIME misses the spike
as they are rare and therefore suffers from a low AUPR as well as low performance drop.
In both state experiments, FIT outperforms all baselines, since it is the only method that assigns
importance to correct time points. Attention and Gradient based methods can pick up the important
feature in each state, but persist importance within the state, meaning that they fail to identify the
important time. Perturbation based methods also perform very similarly to gradient method, however,
the randomness in the perturbations results in a noisier importance assignments.
3Our code is available in supplementary material.
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State Data Switch-Feature data
Method AUROC AUPRC AUROC drop AUROC AUPRC AUROC drop
(explanation) (explanation) (black-box) (explanation) (explanation) (black-box))
FIT 0.798±0.027 0.171±0.017 0.71±0.036 0.720±0.013 0.159±0.005 0.46±0.011
AFO 0.554±0.002 0.025±0.000 0.504±0.005 0.590±0.001 0.048±0.001 0.200±0.018
FO 0.538±0.002 0.023±0.000 0.264±0.023 0.509±0.002 0.031±0.000 0.058±0.012
Deep Lift 0.550±0.006 0.038±0.001 0.047±0.009 0.523±0.006 0.043±0.001 0.044±0.008
IG 0.565± 0.002 0.041± 0.001 0.043±0.001 0.545±0.002 0.045±0.002 0.127 ±0.031
RETAIN 0.510±0.017 0.031±0.003 0.044±0.026 0.521±0.005 0.034±0.000 0.010±0.005
LIME 0.482±0.004 0.027±0.000 -0.040±0.028 0.529±0.004 0.034±0.001 0.071±0.053
GradSHAP 0.486±0.002 0.024±0.000 0.252±0.017 0.506±0.002 0.036±0.001 0.143±0.003
Table 2: Performance report on State and Switch feature data
4.2 Clinical Data
MIMIC-mortality MIMIC-intervention
Method AUROC drop AUROC drop AUROC drop AUROC drop
(95− pc) (k = 50) (95− pc) (k = 50)
FIT 0.046±0.002 0.133±0.025 0.024±0.004 0.050±0.012
AFO 0.023±0.003 0.068±0.003 -0.00±0.00 0.025±0.005
FO 0.028±0.006 0.095±0.042 0.022±0.005 0.058±0.009
Deep-Lift 0.045±0.004 0.067±0.038 0.024±0.005 0.066±0.015
IG. 0.036±0.003 0.056±0.014 0.023±0.005 0.068±0.015
RETAIN 0.020±0.014 0.032±0.019 NA NA
LIME 0.028±0.000 0.087±0.000 0.028±0.008 0.064±0.018
GradSHAP 0.036±0.000 0.065±0.062 0.025±0.005 0.072±0.017
Table 3: Performance report on MIMIC-mortality and MIMIC-intervention data.4
Explaining models based on feature and time importance is critical for clinical settings. Therefore,
having verified performance quantitatively on simulated data, we test our methods on a more complex
clinical data set, called MIMIC III, that consists of de-identified EHRs for ∼ 40, 000 ICU patients at
the Beth Israel Deaconess Medical Center, Boston, MA [17]. We use time series measurements such
as physiological signals and lab results recorded over patients’ ICU stay, for 2 evaluation tasks, with
2 distinct black-box models respectively.
1. MIMIC Mortality Prediction: An RNN-based mortality prediction model that uses static patient
information (age, gender, ethnicity), 8 vital measurements and 20 lab results to predict mortality in
the next 48 hours.
2. MIMIC Intervention Prediction Model: This model predicts a set of Non-invasive and invasive
ventilation and vasopressors using the same set of features as above. Further details of both black-box
models and data can be found in Appendix B.4.
Results: Due to the lack of ground-truth explanation for real data, we use a number of performance
deterioration tests to evaluate the quality of explanations generated by different baseline methods.
Specifically, we use the following performance deterioration tests: i) 95-percentile test: drop observa-
tions with an importance score in the top 95-percentile of the score distribution according to each
baseline. ii) k-drop test: remove the top k most important observations for each time series sample.
Note that for k-drop test, we have selected patients who undergo significant change in health state –
i.e. patients with highest change in risk of mortality (> 0.85) or a mean likelihood of intervention
4Since MIMIC-Intervention is a multi-label prediction task, RETAIN could not be reproduced on this task.
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Figure 2: Deterioration in Spearman rank order correlation between importance assignment of the
original model to a randomized model.
status (> 0.25) in the 48-hours of ICU stay. This ensures that the top observations that are omitted
are significant scores.
We further evaluate the quality of FIT using the parameter randomization test previously proposed
as a sanity check for explanations [1]. We use cascading parameter randomization by gradually
randomizing model weights. We measure the rank correlation of explanations generated on the
randomized model and the explanation of the original model. A method is reliable if its explanations
of the randomized model and original model are uncorrelated, with increased randomization further
reducing the correlation between explanations. Figure 2 shows that FIT passes this randomization
test.
5 Related Work
Different classes of approaches have been proposed for explaining and understanding the behavior
of time series models. A number of these approaches like attention mechanisms are explicitly
designed for time series settings, while others are originally designed for static supervised learning
task. In parameter visualization, recurrent model behavior is explained via visualization of latent
activations of deep neural networks [30, 27, 23, 20]. This approach is very helpful for experts trying
to understand or debug a model, but it is too refined to be useful to the end users like clinicians, due
to the complexity of network and latent representations.
While Attention Mechanism was originally developed for machine translation [4, 33, 22], they can also
be used to gain insight into time series model behavior. Attention models are suitable for sequential
data and boost performance by learning to reliably learn from long range dependencies [29, 18, 34, 8].
The parameters in these models, called attention weights are used to explain model behavior in time.
However, due of the complex mappings to latent space in recurrent models, attention weights cannot
be directly attributed to individual observations of a time series [13] To address this issue, Choi et al.
[8] propose to augment the attention mechanism using separate sets of parameters to obtain importance
scores over time and features, while [14] modifies hidden states of an LSTM in combination with a
mixture attention framework to get variable importance.
Attribution methods explain models by evaluating the importance of each feature on the output [28, 37,
26, 31]. These are commonly known as Saliency methods in the image domain [1, 24]. Attributions
can be assigned using gradient-based methods to assess the sensitivity of the output to small changes
in the input features [3, 35, 15, 31, 26]. Other methods locally approximate classifiers linearly in
order to explain model outcome with respect to a local reference [25, 21, 19]. Most of these methods
have been designed for static data including images and need to be carefully augmented for time
series settings, since the vanishing gradients in recurrent structures compromise the quality of feature
importance assignment [16]. L2X [7] and INVASE [36] explicitly design explainer models that select
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subset of relevant features that approximate the black-box model reliably using mutual information
and KL-divergence respectively.
Perturbation methods assign importance to a feature based on changes to model output by perturbing
the features[37, 38]. This is often approximated by replacing the feature with mean value or random
uniform noise [11, 10]. A criticism of such methods is that the noisy perturbations can be out-of-
domain for specific individuals and can lead to explanations that are not reflective of systematic
behavior of the model Chang et al. [6]. As a more stable and reliable alternative, [5, 12] frame black
box model interpretability as a multiple hypothesis testing problem, where they asses the significance
of the change in model outcome as a results of replacing features with counterfactuals.
6 Discussion
This work proposes a general approach for assigning importance to observations in a multivariate time
series, based on the amount of information each observation adds toward approximating the output
distribution. That is, the importance of new set of observations at every time step is based on how
well it explains the temporal predictive shift. We compare the proposed definition and algorithm to
several existing approaches and show that our method is superior at localizing important observations
over time, by explicitly modeling the temporal dynamics of the time series data. FIT significantly
outperforms existing feature importance baselines including perturbation based methods, gradient
based methods and attention mechanisms on the real world clinical mortality prediction tasks and
simulated data, while giving comparable performance on a clinical multi-label prediction task. FIT is
model agnostic and can be used for arbitrarily complex models and different time series data and
can be used to assign importance scores over a subset of observations. Since FIT can provide real
time explanations for any subset of observations, we see potential for it to be used for real-time data
acquisition along with providing feature importance scores. A future line of work can investigate the
ability of our score to find optimal subsets to acquire.
Broader Impact
This work adds to the growing body of literature in instance-level feature importance attribution and
lies in the general purview of explainable machine learning. We focus on time-series domain, where
not many methods have been developed. We are primarily motivated by potential applicability to
clinical settings, where time-series data is widely collected in real time and in Electronic Health
Records or EHRs. This preliminary proof-of-concept serves to determine utility of the proposed
framework and highlight specific benefits compared to existing literature in this area on one clinical
dataset for two tasks.
While there is no clear consensus on the practical utility of explainable ML, and its implication
on trust and safety of end-users, we believe there is a general benefit to grounding this class of
methods methodologically. Our work is a step toward that. We additionally evaluate the method with
preliminary reliability tests. We believe this is a crucial first step toward improving the framework
for practical deployment. At this juncture, application of the proposed method is currently unsafe
without further testing on the deployment data and further understanding the nature of the underlying
clinical tasks where such a method may be used.
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A Appendix
A.1 Toy example explaining FIT scores
Consider a setup with D = 2 features, and the true outcome random variable yt = 2x1,t + 0x2,t +
t∀t ∈ {1, 2, · · · , T}, where  is a noise variable independent of xt (no auto-regression). Assume
that all features are independent. Let x1,t=0 = 0 and x1,t=1 = 1. Finally let the distribution shift
from time-step 0 to 1 be KL(p(y|X0:1) ‖ p(y|x0)) = C. Consider the setup of figuring out the best
observation to acquire at time step 1. The first term (T1) for all singleton sets is fixed and equal to
C. Since observing x2 has no effect on the outcome, T2=T1 or KL(p(y|X0:1) ‖ p(y|x0, x2,t)) =
KL(p(y|X0:1) ‖ p(y|x0)) and the score I(x2, t) = 0. Now consider feature 1. Since observing
x1,t=1 is sufficient to predict y at time t = 1, T2 in this case KL(p(y|X0:1) ‖ p(y|x1)) = 0 and
I(x1, t) = C. That is, {1} completely explains the distributional shift. This example demonstrates
the following compelling properties of the score. First, as expected I(x2, t) > I(x1, t). Since {2} is
irrelevant, I(x{1,2},t) = I(x1, t) and choosing the smallest subset with the same score provides an
optimal set of features.
A.2 Notation
Summary of notations used throughout the paper
Notation Description
[K] for integer K Set of indices [K] = {1, 2, . . . ,K}.
d, t Index for feature d in [D] , time step t
−d Set {1, 2, · · · , D} \ d
S ⊆ {1, 2, · · · , D} Subset of observations
Sc Set {1, 2, · · · , D} \ S
Data
xi,t Observation i at time t.
xS,t Subset of observation S at time t.
xt ∈ Rd Vector [x1,t, x2,t, · · · , xd,t]
X0:t ∈ Rd×t Matrix [x0;x1; · · · ;xt]
p(yt|X0:t) , f(X0:t) Outcome of the model f , at time t
Table 4: Notation used in the paper.
A.3 Generative Model for Conditional Distribution
We approximate the conditional distribution using a recurrent latent variable generator model G, as
introduced in [9]. The latent variable Zt is the representation of the history of the time series up to
time t, modeled with a multivariate Gaussian with a diagonal covariance. The conditional distribution
of the counterfactual is modeled as a multivariate Gaussian with full covariance, using the latent
sample Zt.
Figure 3: Graphical model representation of the conditional generator. Zt is the latent representation
of the signal history up to time t. The counterfactual xˆt+1 will be sampled from the distribution
generated by the latent representation
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B Simulated Data
B.1 Spike Data
To simulate these data, we generate D = 3 (independent) sequences as a standard non–linear auto-
regressive moving average (NARMA) time series. Note that we also add linear trends to features 1
and 2 of the form:
x(t+ 1) = 0.5x(t) + 0.5x(t)
l−1∑
i=0
x(t− l) + 1.5u(t− (l − 1))u(t) + 0.5 + αdt (4)
for t ∈ [80], α > 0 (0.065 for feature 2 and 0.003 for feature 1), and order l = 2, u ∼ N (0, 0.03).
We add spikes to each sample (uniformly at random over time) and for every feature d following the
procedure below:
yd ∼ Bernoulli(0.5);
ηd =
{
Poisson(λ = 2) if 1(yd == 1)
0 otherwise
gd ∼ Sample([T ], ηd); xd,t = xd,t + κ∀t ∈ gd
(5)
where κ > 0 indicates the additive spike. The label yt = 1∀t > t1, where t1 = min gd, i.e. the label
changes to 1 when a spike is encountered in the first feature and is 0 otherwise. We sample our time
series using the python TimeSynth5 package.
FIT generator trained for this data Gi is a single layer RNN (GRU) with encoding size 50. The
total number of samples used is 10000 (80-20% split) and we use Adam optimizer for training on
250 epochs. Additional sample results for the Spike experiment are provided in Figures 4 for an
RNN-based prediction model. Each panel in the figure shows importance assignment results for a
baseline method.
B.2 State Data
In this dataset, the random states of the time series are generated using a two state HMM with
pi = [0.5, 0.5] and transition probability T :
T =
[
0.1 0.9
0.1 0.9
]
The time series data points are sampled from the distribution emitted by the HMM. The emission prob-
ability in each state is a multivariate Gaussian: N (µ1,Σ1) andN (µ2,Σ2) where µ1 = [0.1, 1.6, 0.5]
and µ2 = [−0.1,−0.4,−1.5]. Marginal variance for all features in each state is 0.8 with only
features 1 and 2 being correlated (Σ12 = Σ21 = 0.01) in state 1 and only 0 and 2 on state 2
(Σ02 = Σ20 = 0.01).
The output yt at every step is assigned using the logit in 6. Depending on the hidden state at time t,
only one of the features contribute to the output and is deemed influential to the output. In state 1, the
label y only depends on feature 1 and in state 2, label depends only on feature 2.
pt =
{
1
1+e−x1,t
st = 0
1
1+e−x2,t
st = 1
yt ∼ Bernoulli(pt)
(6)
Our generator Gi is trained using a one layer, forward RNN (GRU) with encoding size 10. The
generator is trained using the Adam optimizer over 800 time series sample of length 200, for 100
epochs. Additional examples for state data experiment are provided in Figure 5.
5https://github.com/TimeSynth/TimeSynth
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B.3 Switch-Feature Data
In this dataset, the random states of the time series are generated using a two state HMM with
pi = [ 13 ,
1
3 ,
1
3 ] and transition probability T :
T =
[
0.95 0.02 0.03
0.02 0.95 0.03
0.03 0.02 0.95
]
The time series data points are sampled from the distribution emitted by the HMM. The emission
probability in each state is a Gaussian Process mixture with means µ1 = [0.8,−0.5,−0.2], µ2 =
[0,−1.0, 0], µ3 = [−0.2,−0.2, 0.8]. Marginal variance for all features in each state is 0.1. The
Gaussian Process mixture over time is governed by an RBF kernel with γ = 0.2.
The output yt at every step is assigned using the logit in 7. Depending on the hidden state at time t,
only one of the features contribute to the output and is deemed influential to the output. In state 1, the
label y only depends on feature 1 and in state 2, label depends only on feature 2.
pt =

1
1+e−x1,t
st = 0
1
1+e−x2,t
st = 1
1
1+e−x3,t
st = 2
yt ∼ Bernoulli(pt)
(7)
The generator structure is similar to the one used in the State dataset. Additional examples for state
data experiment are provided in Figure 6.
B.4 MIMIC-III Data
B.4.1 Feature selection and data processing:
For this experiment, we select adult ICU admission data from the MIMIC-III dataset. We use static
patients’ information (age, sex, etc.), vital measurements and lab result for the analysis. Table 5
presents a full list of clinical measurements used in this experiment.
MIMIC-III Mortality Prediction: The task in this experiment is to predict 48 hour mortality
based on 48 hours of clinical data. The predictor model takes in new measurements every hour, and
updates the mortality risk. We quantize the time series data to hour blocks by averaging existing
measurements within each hour block. We use 2 approaches for imputing missing values: 1) Mean
imputation for vital signals using the sklearn SimpleImputer 6, 2) forward imputation for lab results,
where we keep the value of the last lab measurement until a new value is evaluated. We also removed
patients who had all 48 quantized measurements missing for a specific feature. Overall, 22,988 ICU
admissions were extracted and training process was on a 65%,15%,20% train, validation, test set
respectively.
MIMIC-III Intervention Prediction: The predictor black-box model in this experiment is a
multilabel prediction that takes new measurements every hour and updates the likelihood of the
patient being on Non-invasive, Invasive ventilation, Vasopressor and Other intervention. All features
are processed as described above.
B.4.2 Implementation details:
The mortality predictor model is a recurrent network with GRU cells. All features are scaled to 0 mean,
unit variance and the target is a probability score ranging [0, 1]. The model achieves 0.7939± 0.007
AUC on test set classification task. Detailed specification of the model are presented in Table 6. The
conditional generator is a recurrent network with specifications shown in 7.
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Data class Name
Static measurements Age, Gender, Ethnicity, first time admitted to the ICU?
Lab measurements LACTATE, MAGNESIUM, PHOSPHATE, PLATELET,
POTASSIUM, PTT, INR, PT, SODIUM, BUN, WBC
Vital measurements HeartRate, DiasBP, SysBP, MeanBP,
RespRate, SpO2, Glucose, Temp
Table 5: List of clinical features for the risk predictor model
Setting value (MIMIC-III Mortality) value (MIMIC-III Intervention)
epochs 80 30
Model GRU LSTM (2 layers)
batch size 100 256
Encoding size (m) 150 128
Loss Cross Entropy Multilabel Binary Cross entropy
Regressor Activation Sigmoid Sigmoid (4 heads)
Batch Normalization True True
Dropout True (0.5) True (0.4)
Gradient Algorithm Adam (lr = 0.001, β1 = 0.9, Adam (lr = 0.001, β1 = 0.9,
β2 = 0.999, weight decay = 0) β2 = 0.999, weight decay = 1e− 4)
Table 6: Mortality risk predictor model features.
Setting value
epochs 150
RNN cell GRU
batch normalization True
batch size 100
RNN encoding size 80
Regressor encoding size 300
Loss Negative Log-likelihood
Gradient Algorithm Adam (lr = 0.0001, β1 = 0.9,
β2 = 0.999, weight decay = 0)
Table 7: Training Settings for Feature Generators for MIMIC-III Data (Mortality and Intervention
task)
Method State data (sec) Switch feature data (sec) MIMIC data (sec)
t = 100, d = 3 t = 100, d = 3 t = 48, d = 27
FIT 101.05 101.16 352.65
AFO 75.614 75.4181 190.448
Deep Lift 12.551 12.9523 5.056
Integrated Grad. 295.44 297.205 126.161
RETAIN 0.2509 0.2426 0.4451
Table 8: Run-time results for simulated data and MIMIC experiment.
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B.5 Run-time analysis
In this section we compare the run-time across multiple baselines methods on a machine with Quadro
400 GPU and Intel(R) Xeon(R) CPU E5-1620 v4 @ 3.50GHz CPU. The results are reported in Table
8, and represent the time required for evaluating importance value of all feature over every time step
for a batch of samples of size 200.
6https://scikit-learn.org/stable/modules/generated/sklearn.impute.SimpleImputer.
html
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Figure 4: Additional examples from the Spike data experiment
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Figure 5: Additional examples from the state data experiment
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Figure 6: Additional examples from the State data experiment
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