Abstract. The stable processes on the line having a drift are investigated. Except for the symmetric Cauchy processes with drift these are all transient and points are nonpolar sets. Explicit information about the potential kernel is obtained and this is used to obtain specific results about hitting times and places for various sets.
Statement of results
Let Xt be a process with stationary independent increments having log characteristic function -i|0|a(l-zAsgn(0)), where 0 < a < 1 or 1 < a < 2, h = ß tan(na/2), and \ß\ < 1. Such processes are called drift free strictly stable processes. The processes with log characteristic functions -i|0|(l + Agn(0)ln|0|)
are called drift free Cauchy processes (or stable processes with index a = 1 ). If Xt -X. -bt we say X( is a stable process with drift -b. In this paper we will always take b > 0.
There is an enormous literature on the behavior of drift free stable processes. Surprisingly, little has been written on stable processes with drift. In view of the extensive results known for the potential theory [6] and the path behavior [3, 4] for infinitely divisible processes in general, the interest today in special processes such as stable processes with drift lies in the fact that for such processes rather explicit results may be obtained.
The incorporation of a drift term changes the behavior of the process as compared to a drift free process. However the drift acts substantially different for processes with index a < I , a = I , and a > 1 . In all cases except for a = 1 and ß = 0 (i.e. the symmetric Cauchy process) the processes with drift are transient and hit points with positive probability. This fact follows from the general theory [3 and 6] . This is in contrast to the drift free processes. For drift free processes if a < 1 the processes are transient but do not hit points, while for a > 1 the processes are recurrent. General theory [3] again tells us that for a < 1 a point is irregular for itself while for a > 1 a point is regular for itself. For a = 1 and ß = 0 the process with drift is still recurrent and fails to hit points, while for ß ^ 0 these processes are transient and hit points with positive probability.
The processes with ß = ±1 are called strictly asymmetric. As written here ß = 1 corresponds to a process that can only jump to the right while ß = -1 yields a process that can only jump to the left.
For each t, X( has a bounded continuous density p(t,x). We will first discuss a process with index a / 1. The quantity It is a classical result that g(x) for the processes with a = 2 (Brownian motion with variance 2t and mean -b ) is given by g(x) = \e~ x , x > 0, and g(x) = j , x < 0. Hence forth we will exclude this process and understand processes with a > 1 to mean a < 2. It is not possible to explicitly compute g(x) for the processes with a < 2. Nonetheless we can determine some rather explicit facts about g(x). General theory [3] shows that g is bounded, and continuous at all x / 0. For a > 1, g is continuous at 0 and g has a maximum at 0. For a < 1, g has a jump at 0;g(0) = g(0+) and g(0-) > g(x) for all x. Let h(x) be the probability that the process starting at 0 hits jc . Then general theory [3] shows h(x) = Cg(x) where C = g(0-)~x . Remark. It is interesting that the probability h(0) does not depend on the magnitude of b. As pointed out to me by Pat Fitzsimmons, the referee, and others, this fact follows at once from the scaling property of Xt, and the fact that A(0) = P(Xt = bt for some t > 0) .
Indeed, for any c> 0 and X(0) = 0, inf{¿ > 0: X(t) = bt) = inf{t > 0: x~x/aX(ct) = bt} = ±inf{w: X(u) = c{a~x)/abu} .
Taking c~x = ba/x~a we find ba/x~ainf{t > 0: X(t) = t} = inf{i > 0: X(t) = bt} .
Thus P(X(t) = bt for some t > 0) = P(X(t) = t for some t). We will next determine the asymptotic behavior of g(x) as x -> ±oo. Surprisingly, this can be done rather exactly. The asymptotic behavior as x -► ±0 will be given in Theorems 14 and 15.
Theorem 3. Let a < 1. For any n = 0,1, ... g(x) = ±yJ(a,ß)bjxU+X)^ + cV"+1,(a-1)),
The coefficient y~(a ,ß) = y+(a, -ß) and
For k > 1 and 0 < ¿jc < y < kx,
and
Forx>0, g(x) is decreasing and g (-x) is asymptotically strictly decreasing.
The asymptotic expansion of g(x) for x > 0 is only of interest for ß > -1 since all the coefficients for ß = -1 are 0. Similarly the expansion of g(x) for x < 0 is only of interest for ß < 1. Note that g(x) ~ g(x), x -* ±oo, and that we can express the asymptotic relationships in (1.5) by saying for i\x\ < \y\ < k\x\ (1.6) g(x) -g(y) ~ g(x) -g(y), x,y -oo±oo.
Let B be a bounded Borel set and let TB = inf{t > 0: Xt G B} (= oo if X( $ B for all t > 0) be the first hitting time of B. Let WB, defined on [TB < oo] by WB = sup{i > 0: Xt G B}, be the last hitting time of B. The process -Xt is called the dual process to Xt. Quantities referring to the dual process are called co-and denoted by ". Thus fB is the first hitting time of B by the dual process. General theory shows there are unique measures pB and pB supported on B such that PX(TB <oc) = j g(y-x)pB(dy), and ?x(TB < oo) = j g(x -y)pB(dy) .
These measures are called the co-capacitory and capacitory measure of B respectively. They have a common total mass C(B) called the capacity of B. PX(XW Gdy)~ g(-x)pB(dy), x^-oo,
If ß=l, y = [bcos(7ta/2)]x/iX~a) and d = sup{y: y G B} Px(*wB-e dy) = ^L-)e^-x)fiB(dy), x>d, and Px(XTBGdy) = ed(dy)ey{d-x), x>d.
One interesting consequence of Theorem 4 is that for \ß\ < 1
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and J™ pä,_ e dy\Ts < °°) = Ä^i-V e W < °°) = pB(dy)/C(B) . The first relationship shows that the normalized capacitory measure can be viewed as the conditional first hitting distribution at oo. The fact that left and right conditional limits are the same suggest that the process must jump over B before hitting B and in fact must jump from -oo to oo and vice versa before hitting B .
These relationships are false for processes with a < 1 and ß = ±1. For ß = -1 they fail to make sense since these processes can only move to the left. The verification that (1.7) fails to hold for processes with ß = 1 will be given in the section on proofs. 
EB(t, A) -tpB(A) ~ C(B)pB(A) ^-j (¿y) t
We now consider processes with a > 1. Here the drift substantially modifies the process compared to the drift free case. We first determine the asymptotic behavior of g(x) as x -» ±oo. The asymptotic behavior as x -► ±0 is given by Theorems 13 and 15. 
where e(x) = 0(x2{x~a)/a). Let l< k < oo and let l/k<y/x<k. Then
x ,y-*oo ■
The quantities g(x) and g(-x) are asymptotically strictly decreasing as x -► oo /orall ß^l. Thus to first order the probability of hitting a point far to the left does not depend on b while the probability of hitting a point far to the right is inversely proportional to b. This is in contrast to the processes with a < 1 where the probability of hitting points far from the origin is proportional to b(\ß\ < 1).
The asymptotic properties of the potential kernel given in Theorem 6 can be used to derive the asymptotic properties of the first and last hitting distributions for a bounded Borel set B. The arguments needed are the same as those used to establish Theorem 4 and will therefore be omitted. Here A is given by (I A I) and y is as in Theorem 6.
There are some interesting consequences of Theorem 7. Suppose ß > -1. Then
and lim P(XW G dy\TB < oo) = lim P (Xw G dy\TB < oo)
x-»oo -* "B-" x-*-<x> -1 "B-°= pB(dy)/C(B).
The first of these relations shows (as for the a < 1, \ß\ < 1 cases) that the normalized capacitory measure is the conditional hitting distribution at oo. The fact that the left and right limits are the same has the same intuitive interpretation as for the a < 1 case. Note that if ß = 1 the process moves continuously to the left. Since Xt -► -oo with probability one it must be that for x > sup{j>: y G B} = d that PX(TB < oo) = 1 and the LHS of (1.15) is ed(dy), the unit mass at d. In this case the process starting from the far left must jump over B before hitting B. Let d' = inf{y: y G B} . Then for ß = 1, PX(TB < oo) = Px(Td, < oo). Equation (1.15) is false in general for the processes with ß = -1. This will be shown in the section having proofs.
If a < 1 the {t: X(t) = 0} is a finite set with probability one. If a > 1 this set is infinite and its size is measured by its Hausdorff dimension. Now for a > 1, p(t,0) = t~x/af(t~x/ab) ~ t~x/af(0), t^O.
Using this fact and Theorem 4.1 of [1] it follows that the Hausdorff dimension of the {t: X(t) = 0} is 1 -1 ¡a just as for the drift free process. Additionally if EB(t,C) = f PX(TB <t, XTb g C)dx than Eg(t, C) ~ tpB(C) and
uniformly in x on compacts where
The processes with a > 1 go to -oo with probability one. Let M = sup{Xr-t G (0,oo)}. Then M is finite with probability one. For a process starting at x it is possible to explicitly compute the distribution of M for Brownian motion and for the processes with ß = -1. The result for Brownian motion is classical. The result for the processes with ß = -1 follows from the fact that those processes move only continuously to the right. Thus It does not seem possible to explicitly compute the distribution of M for the other processes with a > 1 . However we can determine the asymptotic tail behavior of the distribution of M for these processes. Since PX(M > a) = PX(T. . < oo) the problem of finding the asymptotic behavior of PX(M > a), a -y oo, is the same as finding the asymptotic hitting probability of [a, oo) as a -+ oo.
Theorem 9. Let 1 < a < 2, ß > -1, and A = Ax be given by (1.10). Then as
A useful reformulation of (1.16) follows from the fact that
and the fact that (a -x)a~-xa~ , x -» -oo. Thus For processes with ß = -1, 1 < a < 2, these relationships can fail. For example in (1.21) take d = a. Since processes with ß = -I move only continuously to the right the LHS of (1.21) is 1. However for these processes ap = 1 so the RHS is a -1. Thus (1.21) fails for processes with ß = -1.
Recall that the occupation time of a set B is the Lebesgue measure of the set {/: Xt € B}. Let a > 0 and let N(a) be the occupation time of [0,a] for a process starting from 0 and let N(-a) be the occupation time of [-a, 0] for a process starting from 0. Let Ñ(a) andÑ(-a) be these quantities for the corresponding drift free process when a < 1 . The scaling relationship for strictly stable processes shows that Ñ(a) = aaÑ(l) and Ñ(-a) = aaÑ(-l) . 
The first two moments of N(l) can be explicitly computed but it does not seem possible to give a formula for the moments > 3. Let (1.25a) and (1.25b)
The range of the process Xt is the random set {x : Xt = x for some t} . (ii) N(-a)/a -* l/b and R(-a)/a -» C/b = (a -l)/ap with probability one.
We will now establish the asymptotic behavior of g(x) for x near 0.
Theorem 13. Suppose a > 1. Let
Then as x [ 0
where e(x) = 0(x2(a~x)) if a < 3/2 and e(x) = 0(x) if 3/2 < a < 2.
Theorem 14. Suppose a < 1. Let A = Ax be given by (1.10) and let A_(a,ß) = A(a, -ß). Then as x J. 0
where e(x) = x2(1_a) z/ a < 1/2 and e(x) = x(1_a)/a if a > 1/2.
We can also obtain asymptotic estimates of differences g(y)-g(x) as x,}>-» 0 and l/k < \y/x\ < k, 1 < k < oo and x and y have the same sign. The arguments are very similar to those used to establish the corresponding results for x,y -► oo in Theorems 3 and 6 and those used to establish Theorems 13 and 14. We will thus omit the proofs.
Theorem 15. Assume x > 0, 1 < k < 0, and \x < y < kx. Suppose a > 1.
Then for A as in Theorem I A,
Assume a < 1. Then
It follows from Theorem 15 that g(x) is asymptotically strictly monotone for x near 0.
We now turn our attention to the Cauchy processes having drift b. We must here distinguish the processes with ß = 0 from those with ß / 0. Suppose ß ^ 0. Examination of the characteristic function shows that Xt = cXrl for appropriate choice of c and r. Consequently the results for these processes follow from the known facts about the asymmetric Cauchy processes without drift.
If ß = 0 one can easily explicitly compute the density of Xt. The result is P(t,x) =-5-T .
General theory shows that these processes are recurrent and that points are polar sets. The recurrent potential kernel is
This can be explicitly evaluated. The result is
The explicit form of the kernel a(x) and the fact that p(t,x) ~ j(l + b2)~x enable one to easily apply the general theory in [6] to obtain explicit asymptotic formulas analogous to those in the above theorems. Since this amounts to just plugging in to the formulas in [6] we omit these details.
In [7] it was shown that the potential kernel g(x) for an asymmetric Cauchy process satisfied the relationship
Also the analogs of Theorems 4 and 5 were established for these processes in [7] . We will discuss here the analog of Theorem 16 for asymmetric Cauchy processes. Remark. The corresponding results about the asymptotic distributions of N(a), N(-a) and N(a) + N(-a) for processes with ß < 0 follows from those in Theorem 16 since the process -X(t) is the same as a process X(t) with ß replaced with -ß . It is of course striking that the limiting distributions are discrete and, except for \ß\ = 1, nondegenerate. Such strange limiting distributions were first found by Pruitt and Taylor [9] in their investigation of R(a) and R(-a). They showed that R(a) In a/a -£ R+ , R(-a) In a/a -► R~ , and [R(a) + R(-a)]lna/a^R where R+ = Z + l, R~ =Z, R = (2Z + l). Since 2ß/n = C we see that R+ = CN+ ,R~ = CN~, and R = CN. Theorem 1 of [8] explains the connection between the limiting distributions of N(a) and R(a).
Proofs
We will need several well-known facts about the density /(x). These may all be found in [5] or are simple consequences of the facts in [5] . The asymptotic formulas given here are taken from Skorohod [10] since those in [5] are for a stable process having a scale factor ^ 1.
The density / has bounded continuous derivatives of all orders. f(x)-¿2¿j\x\
Proof. For the expansions of / see [8] . For the expansion on the derivative see [5] . The bounds on / and /' follow from these expansions and the fact that / and /' are bounded continuous functions.
It is also known (see [2] ) that The results in Theorem 1 now follow at once from (2.9) and the following fact.
(2.10)
This last fact, as pointed out by the referee, is actually valid whenever Xt is a transient levy process having no Gaussian component, drift -b, and Levy measure M such that f¡x,<x M(dx)\x\ < oo. A statement of this fact, at least for g replaced by the A-potential kernel, can be found on p. 289 of [4] . However, no proof is given and as the proof is not all together routine I shall supply a proof in the appendix to this paper.
Proof of Theorem 2. The process can only move to the left continuously. Let h(x) = P0(TX < oo). The spatial homogeneity and the strong Markov property show h(-(x + y)) = h(-x)h(-y), x,y>0.
Since 0 < h(x) < 1, h(-x) is decreasing. Thus there is a y such that h(-x) = e~yx But then -yx = g(-X)C, X>0.
To find y we will make use of Proposition 2.2. Since To evaluate the asymptotic behavior of the integral on the extreme right of (2.11) decompose that integral into three terms Z, = /,(1+a)i°, Z2 = //^¡J, and Z3 = //^a)j . We first consider Z2. Let e > 0 be specified and be such that We now determine the coefficients y*(a,ß) and y~(a,ß). Since this is done by rather routine computation we will only outline the necessary steps. Let f(x,a,ß) be the stable density with exponent a and asymmetry parameter ß .
Then f(-x,a,ß)=f(x,a, -ß). Thus y~(a, ß) = y+n(a, -ß). Now To evaluate In = /0°° f (u)un~ du we need to know where a is. Suppose (n -j)/(n + j)<a<(n-j+ l)/(n + 1), j = 0, ... ,n . Integrating by parts j times shows 
(-l)"T((n + l)(l-a)-j)n\ sin (n + l)(^-+tan-x(h))] an(l+h2){n+X)l2
Hence y* is as claimed. If (n -j)/(n + I) = a then
Jo
Evaluating f{n~j~X)(0) be using the inversion formula we find that y* is given as claimed.
Let y = zx, l/k < z < k. To establish (1.5a) we need to show that as x -► oo, uniformly in z, The results on PX(XW e dy) follows at once from this fact and Theorems 2 and 3. Let gB(x,y) be the density of /0°°PX(TB > t,XtGdy)dt.
General theory [6] shows Solving for P0(XT = a) and using h(x) = g(x)/g(0) we find
. Hence g(c -a) < g(c). Thus #(x) is decreasing for x > 0.
To establish (1.13) we proceed as follows. Observe that for x > 0,
The function u.= s~ 'a(s -I) is strictly increasing and has strictly increasing inverse tp(u) = s for we(-oo,oo).
Making the change of variable to u in the above integral we find =£(r"°'<"*'-"°»"°>< X -► 00,
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Using Proposition 2.1 we find that as x -► oo
Now Since for some k < oo, |/z(u) -w/a| < ku2, we can conclude via dominated convergence that Since H(u) < D2u3 for some constant D2 it follows that J2 = 0(x2/a{x a)). Thus e(x) = 0(x2la(X-a)).
To establish (1.14a) we proceed as follows. Let h(u) = rx/af(t~x/a(ux + bt)).
Then h'(u) = f'(rx/a(ux + bt))t~2/ax. Thus Using the fact that as v -> oo, f'(rv)va+2 -» -(a + 1),4+ uniformly in r for r in a finite closed subinterval of (0, oo) we find that uniformly in u, l/k < u < k , Let v = s~x'a(s -1) and let tp be its inverse function. Set
Decompose the integral on v as follows.
Analyzing each of these contributions we find that uniformly in z g [l/k,k] as x -y oo
It follows from (2.27) that g(-x) is asymptotically strictly decreasing except for ß = 1.
Proof of Theorem 8. The asymptotic behavior of p(t,x) follows at once from the formula p(t,x) = rx/af(t-x,a(x + bt)) and Propositions 2.1 and 2.3. The rest of Theorem 8 follows from this asymptotic behavior just as for Theorem 5.
Proof of Theorem 9. The set [a,oo) is a transient corecurrent set. Proposition 10.2 of [6] shows that every such set has capacity b. Additionally, there is a cocapacitory measure pa such that Px(Tla,oo)<°°) = j'f(y~x)pa(dy).
The measure pa is supported on [a,oo) and has total mass the capacity C([a, oo)) = o. Fix e > 0. By (1.11) there is an a0 < oo such that for Multiply both sides by e for X > 0 and then integrate over í on (0, oo).
Since ¡R ¡o°° e_/VöV/2 d6dt < oo it follows by Fubini's theorem that and letting x I 0 we find s(O-) < lim^g'iO). But gX(-x) < g(-x) so letting x I 0 we find /(0-) < g(0-). Thus /(0-) -* g(0-) as X | 0. Hence (3.1) holds for X = 0 in the transient case.
