Abstract. We develop a new method to solve the irreducible character problem for a wide class of modules over the general linear superalgebra, including all the finite-dimensional modules, by directly relating the problem to the classical KazhdanLusztig theory. Furthermore, we prove that certain parabolic BGG categories over the general linear algebra and over the general linear superalgebra are equivalent. We also verify a parabolic version of a conjecture of Brundan on the irreducible characters in the BGG category of the general linear superalgebra.
Introduction
The problem of finding the finite-dimensional irreducible characters of simple Lie superalgebras was first posed in [K1, K2] . This problem turned out to be one of the most challenging problems in the theory of Lie superalgebras, and in the type A case was first solved by Serganova [Se] . Later on, inspired by [LLT] , Brundan in [B] provided an elegant new solution of the problem. To be more precise, Brundan in [B, Conjecture 4.32 and (4.35) ] gave a conjectural character formula for every irreducible highest weight gl(m|n)-module in the Bernstein-Gelfand-Gelfand category O in terms of certain Brundan-Kazhdan-Lusztig polynomials. The validity of the conjecture would imply a remarkable formulation of the Kazhdan-Lusztig theory of O in terms of canonical and dual basis on a certain Fock space. Brundan then solved the finite-dimensional irreducible character problem by verifying the conjecture for the subcategory of finitedimensional gl(m|n)-modules, in which case the Fock space is E m|n (see Section 4.3). One of the main purposes of the present paper is to establish Brundan's conjecture for a substantially larger subcategory of O of gl(m|n)-modules, which includes all the finite-dimensional ones. We note that a similar Fock space formulation is known among experts for modules of the general linear algebra gl(m + n) in the category O, and in particular for modules in the maximal parabolic subcategory corresponding to the Levi subalgebra gl(m) ⊕ gl(n), in which case the Fock space is E m+n (see Section 4.3).
Let g and g denote direct limits of general linear algebras gl(m + n) and of general linear superalgebras gl(m|n), respectively, as n → ∞ (see Section 2.2 and Section 2.3). Motivated by [B] it was shown in [CWZ] that in the limit n → ∞ the Fock spaces E m+n and E m|n have compatible canonical and dual canonical bases, and that the KazhdanLusztig polynomials in E m+∞ and E m|∞ can be identified. Now the Kazhdan-Lusztig is introduced, and the crucial Lemma 3.2 is proved. In Section 4 we show that the Kazhdan-Lusztig polynomials of these categories coincide, from which we then derive in Section 5 the equivalence of these categories.
We conclude this introduction by setting the notation to be used throughout this article. The symbols Z, N, and Z + stand for the sets of all, positive and non-negative integers, respectively. For m ∈ Z we set m := m, if m > 0, and m := 0, otherwise. For integers a < b we set [a, b] := {a, a + 1, · · · , b}. Let P denote the set of partitions. For λ ∈ P we denote by λ ′ the transpose partition of λ, by ℓ(λ) the length of λ and by s λ (y 1 , y 2 , · · · ) the Schur function in the indeterminates y 1 , y 2 , · · · associated with λ. For a super space V = V0 ⊕ V1 and a homogeneous element v ∈ V , we use the notation |v| to denote the Z 2 -degree of v. Let U(g) denote the universal enveloping algebra of a Lie (super)algebra g. Finally all vector spaces, algebras, tensor products, et cetera, are over the field of complex numbers C. 1 2 N}. The Z 2 -gradation is determined by |v r | =1, for r ∈ 1 2 + Z + , and |v i | =0, for i ∈ [−m, −1] ∪ N. We denote by g the Lie superalgebra of endomorphisms of V vanishing on all but finitely many v r s. For r, s, p ∈ [−m, −1] ∪ 1 2 N, let E rs denote the endomorphism defined by E rs (v p ) := δ sp v r . Then g equals the Lie superalgebra spanned by these E rs s. Let g <0 be the subalgebra isomorphic to the linear algebra gl(m) spanned by E ij , i, j ∈ [−m, −1].
Let h stand for the Cartan subalgebra spanned by the E rr s and let {ǫ r ∈ h * |r ∈ [−m, −1] ∪ 1 2 N} be the basis dual to {E rr ∈ h|r ∈ [−m, −1] ∪ 1 2 N}. Let Π denote the simple roots {α −m := ǫ −m − ǫ −m+1 , · · · , α −1 := ǫ −1 − ǫ 1/2 } ∪ {α r := ǫ r − ǫ r+ 
For α ∈ Π let α ∨ denote the simple coroot corresponding to α. Explicitly, we have
Given α ∈ h * , let g α := {x ∈ g | [h, x] = α(h)x, ∀h ∈ h} and let ∆ denote the set of all roots. The positive roots with respect to Π will be denoted by ∆ + , while b denotes the Borel subalgebra with respect to ∆ + . Let n := [ b, b] and let n − be the opposite nilradical.
For any subset
Given λ ∈ h * , we denote by L( l Y , λ) the irreducible l Y -module of highest weight λ with respect to l Y ∩ b, which we may regard as an irreducible p Y -module in the usual way. Define the parabolic Verma g-module
Let L(λ) be the irreducible g-module of highest weight λ with respect to b. Set
For λ ∈ P Y we let λ + := (λ 1 , λ 2 , · · · ) ∈ P and λ <0 := −1 i=−m λ i ǫ i . Given a partition µ = (µ 1 , µ 2 , · · · ) we set θ(µ) to be the sequence of integers
We recall that · is defined at the end of the Introduction.
Example 2.1. For the partition λ = (7, 6, 3, 3, 1), we have θ(λ) = (5, 6, 3, 4, 2, 0, 0, · · · ). This can be read off the Young diagram of λ as follows:
For a semisimple h-module M and γ ∈ h * , we define
2.2. The subalgebra g. We denote by g the subalgebra of g generated by E rs , r, s ∈ [−m, −1] ∪ N. The Cartan subalgebra h has basis {E ii |i ∈ [−m, −1] ∪ N}, with dual basis
the irreducible l Y -module of highest weight λ with respect to l Y ∩ b, which we may regard as an irreducible p Y -module in the usual way. Define the parabolic Verma g-module
Let L(λ) be the irreducible g-module of highest weight λ with respect to b.
As usual, we identify P Y with the following set of weights in h * :
2.3. The subalgebra g. We denote by g the subalgebra of g generated by E rs , r, s
where
Set b := b∩g, n := n∩g and n − := n − ∩g.
be the irreducible l Y -module of highest weight λ with respect to l Y ∩b, which we may regard as an irreducible p Y -module. Define the parabolic Verma g-module
2.4. Parametrization for P Y , P Y and P Y . The set P Y parameterizes the sets P Y , P Y and P Y . From now on we will use the following notation. For λ = (λ i ) ∈ P Y , let
Example 2.2. Let m = 3, Y = ∅ and λ = (−5, 2, −3, 7, 6, 3, 3, 1) (cf. Example 2.1). We have 2.5. Categories of g-, g-, and g-modules. [CK, Theorem 3.2] and [CK, Theorem 3 
consisting of objects having finite composition series.
Set Γ :=
where 
Odd Reflection and character formulae
We shall briefly explain the effect of an odd reflection on the highest weight of an irreducible module that was studied in [PS, Lemma 1] (see also [KW, Lemma 1.4] ). Fix a Borel subalgebra B with corresponding set of positive roots ∆ + (B) . Let α be an isotropic odd simple root and α ∨ be its corresponding coroot. Applying the odd reflection with respect to α changes the Borel subalgebra B into a new Borel subalgebra B(α) with corresponding set of positive roots ∆ + (B(α)) = {−α} ∪ ∆ + (B) \ {α}. Now let λ be the highest weight with respect to B of an irreducible module. If λ, α ∨ = 0, then the highest weight of this irreducible module with respect to B(α) is λ − α. If λ, α ∨ = 0, then the highest weight remains unchanged. In the sequel we will sometimes refer to the highest weight with respect to the new Borel subalgebra as the new highest weight.
3.1. Odd reflection and a fundamental lemma.
3.1.1. A sequence of odd reflections and Π c (n). Starting with the Dynkin diagram (D1) of Section 2.1 and given a positive integer n we apply the following sequence of
odd reflections. First we apply one odd reflection corresponding to ǫ 1/2 − ǫ 1 , then we apply two odd reflections corresponding to ǫ 3/2 − ǫ 2 and ǫ 1/2 − ǫ 2 . After that we apply three odd reflections corresponding to ǫ 5/2 − ǫ 3 , ǫ 3/2 − ǫ 3 , and ǫ 1/2 − ǫ 3 , et cetera, until finally we apply n odd reflections corresponding to ǫ n−1/2 −ǫ n , ǫ n−3/2 −ǫ n , · · · , ǫ 1/2 −ǫ n . The resulting new Borel subalgebra for g will be denoted by b c (n) and the corresponding simple roots are
A Borel subalgebra is completely determined by giving an ordered homogeneous basis for the standard module. The ordered basis corresponding to the Borel subalgebra of Π c (n) is given below.
A sequence of odd reflections and Π s (n).
On the other hand given (D1) and n we can also apply the following different sequence of
odd reflections. First we apply one odd reflection corresponding to ǫ 1 − ǫ 3/2 , then we apply two odd reflections corresponding to ǫ 2 − ǫ 5/2 and ǫ 1 − ǫ 5/2 . After that we apply three odd reflections corresponding to ǫ 3 − ǫ 7/2 , ǫ 2 − ǫ 7/2 , and ǫ 1 − ǫ 7/2 , et cetera, until finally we apply n odd reflections corresponding to ǫ n −ǫ n+1/2 , ǫ n−1 −ǫ n+1/2 , · · · , ǫ 1 −ǫ n+1/2 . The resulting new Borel subalgebra for g will be denoted by b s (n) and the corresponding simple roots are
The ordered basis corresponding to the Borel subalgebra of Π s (n) is given below.
Remark 3.1. We note that the simple roots used in the above two sequences of odd reflections are all roots of l Y and hence these sequences of odd reflections leave the set of roots of u Y invariant.
We denote by b c Y (n) and b s Y (n) the Borel subalgebras of l Y corresponding to the sets of simple roots
Proof. We shall only give the proof for (i), as (ii) is analogous. Certainly λ <0 is unaffected by the sequence of odd reflections in Section 3.1.1. We will show more generally by induction on k that after applying the first k(k + 1)/2 odd reflections in Section 3.1.1 this weight becomes (3.1)
From (3.1) the lemma follows. Suppose that k = 1. If ℓ(λ + ) < 1, then λ θ = λ <0 and in particular λ θ , E 1/2,1/2 + E 11 = 0, and thus the new highest weight is
1 ≥ 1 and λ 1 ≥ 1 and thus
Now λ θ , E 1/2,1/2 + E 11 > 0, and hence the highest weight after the odd reflection with respect to ǫ 1/2 − ǫ 1 is
proving (3.1) in the case k = 1. Now suppose that (3.1) is true for k. We shall derive the formula for k +1.
. So in this case we are done. Now assume that ℓ(λ + ) ≥ k + 1. Let s = λ k+1 . We distinguish two cases. First suppose that λ k+1 ≥ k + 1. Then (λ + ) ′ k+1 ≥ k + 1 and hence (3.1) becomes
, E k+1/2,k+1/2 + E k+1,k+1 > 0 so that after the odd reflection with respect to ǫ k+1/2 − ǫ k+1 the new weight becomes
> 0 so after the odd reflection with respect to ǫ k−1/2 − ǫ k+1 we get
Finally after a total of k + 1 odd reflections we end up with
. Now consider the case λ k+1 = s < k + 1. We have (λ + ) ′ j ≥ k + 1, for j ≤ s and (λ + ) ′ j < k + 1, for j > s. Thus (3.1) becomes
It follows that odd reflections with respect to ǫ k+1/2 − ǫ k+1 , · · · , ǫ s+1/2 − ǫ k+1 do not affect λ [k] , while odd refections with respect to ǫ s−1/2 − ǫ k+1 , · · · , ǫ 1/2 − ǫ k+1 affect λ [k] . From this we obtain
which concludes the proof.
is a highest weight module with respect to the Borel subalgebra b c (n) with highest weight λ, regarded as an element in P Y . Also the highest weight of L(λ θ ) with respect to the Borel subalgebra b c (n) is λ, regarded as an element in P Y .
(ii) Suppose that ℓ(λ ′ + ) ≤ n. Then K(λ θ ) is a highest weight module with respect to the Borel subalgebra b s (n) with highest weight λ ♮ , regarded as an element in P Y . Also the highest weight of L(λ θ ) with respect to the Borel subalgebra b s (n) is λ ♮ , regarded as an element in P Y .
Proof. As an
has a non-zero vector of weight λ annihilated by b c (n). This vector clearly generates K(λ θ ) over g, proving the first statement of (i). A verbatim argument proves the second statement as well.
Part (ii) is similar and so its proof is omitted. 
and
is a g-submodule of M (regarded as a g-module), and T ( M ) is a g-submodule of M (regarded as a g-module). Let M = γ∈ Γ M γ and N = γ∈ Γ N γ be two semisimple h-modules. We let
be the natural projections. If f : M −→ N is an h-homomorphism, we let
be the corresponding restriction maps. Note that
It is easy to see that we have the following commutative diagrams.
For an indeterminate e we let x r := e ǫr , r ∈ [−m,
where (c.f. [S, BR] )
Here and below L( l 
which is the character of L(l Y , λ). This proves (i).
The proof for (ii) is analogous and hence omitted.
Lemma 3.5. If M is a highest weight g-module of highest weight λ θ with λ ∈ P Y , then T ( M ) and T ( M ) are highest weight g-and g-modules of highest weight λ ∈ P Y and λ ♮ ∈ P Y , respectively.
Proof. We will only show this for T ( M ), as the case of T ( M ) is analogous. Let v be a nonzero vector in M of weight λ obtained from a non-zero vector of weight λ θ by applying the sequence of odd reflections of Section 3.1.1. Such a vector by Corollary 3.3 is a b c (n)-highest weight vector of the g-module M , for n ≫ 0. Evidently v ∈ T ( M ) and, since b = b c (n) ∩ g, v is a b-singular vector. The g-module T ( M ), regarded as an l Y -module, is completely reducible by Lemma 3.4. Thus to prove the lemma it is enough to show that every vector w ∈ T ( M ) of weight µ ∈ P Y lies in U(n − )v. To see this, choose n so that ℓ(λ + ) < n and ℓ(µ + ) < n. Then with respect to b c (n), v is a highest weight vector of M and hence w ∈ U( n c − (n))v, where n c − (n) is the opposite nilradical of b c (n). Now the conditions ℓ(λ + ) < n and ℓ(µ + ) < n imply that
But λ − µ is also a finite Z + -linear combination of simple roots from Π c (n). So we can write
If there were some α ∈ {ǫ n − ǫ 1/2 ; β 1/2 , · · · , β n−1/2 ; α n+1/2 , α n+1 , · · · } with a α = 0, then it is easy to see that λ − µ, E rr = 0, for r ∈ [−m, −1] ∪ [1, n − 1]. It contradicts (3.4). Therefore λ − µ is a Z + -linear combination of {α −m , · · · , α −2 ; β −1 ; β 1 , · · · , β n−1 }, and hence w ∈ U(n − )v.
Theorem 3.6. For λ ∈ P Y , we have
Proof. We will show this for T . The argument for T is analogous. Computing the character of K(λ θ ) we have (see (3.3))
Application of T amounts to setting the variables x r = 0, r ∈ 1 2 + N. Thus
which equals chK(λ). Since T ( K(λ θ )) is a highest weight module by Lemma 3.5, we see that
is not irreducible. Since by Lemma 3.5 the g-module M is a highest weight module, it must have a b-singular vector inside M that is not a highest weight vector. Suppose that w is such a b-singular vector of weight µ ∈ P Y . We can choose n ≫ 0 such that λ is the highest weight of M with respect to b c (n), and ℓ(λ + ) < n and ℓ(µ + ) < n. By Corollary 3.3 there exists a b c (n)-highest weight vector v λ of the g-module M of weight λ. It is clear that v λ is a b-highest weight vector of M and hence w ∈ U(a)v λ , where a is the subalgebra of n − generated by root vectors in n − corresponding to the roots −α −m , · · · , −α −2 , −β −1 and −β j , 1 ≤ j ≤ k, for some k.
Choose q ∈ N such that q ≥ n and q > k + 1. Note that v λ is also a b c (q)-highest weight vector of the g-module M of weight λ. Since w is b-singular it is annihilated by the root vectors corresponding to the root α −m , · · · , α −2 , β −1 and β j , for all j ∈ N. Also w is annihilated by the root vectors corresponding to the root in Π c (q)\{α −m , · · · , α −2 , β −1 , β 1 , β 2 , · · · , β q−1 } since w ∈ U(a)v λ and these root vectors commute with a. It follows that w, regarded as in M , is then a b c (q)-singular vector, contradicting the irreducibility of M . 
. (Here and below m(µ) stands for the
. By exactness of T it follows that a downward filtration for M gives rise to a corresponding downward filtration of T ( M ) with a one-to-one correspondence between the composition factors. Hence
The second part of the proposition is clear.
, where Λ Z (x 1 , x 2 , · · · ) denotes the space of (completed) symmetric functions in the variables
, · · · ) be the ring homomorphism that sends the nth complete symmetric function in x 1 , x 2 , · · · to the nth elementary symmetric function in
be the ring homomorphism defined by sending the nth complete symmetric function in x 2 , x 4 , · · · (respectively in x 1 , x 3 , · · · ) to the nth complete symmetric function in x 1 , x 2 , · · · (respectively to the nth elementary symmetric function in x 1/2 , x 3/2 , · · · ). For n ∈ N, we recall the truncation functor tr n : let K n (γ) and L n (γ) be the parabolic Verma gl(m|n)-module and irreducible gl(m|n)-module of highest weight γ in the category (O Y ) n , respectively. We recall the following.
Lemma 3.10. [CW, Corollary 3 .3] Let λ ∈ P Y . The truncation functor tr n , for every n ∈ N, is exact and it sends K(λ) and L(λ) to K n (λ) and L n (λ), respectively, if λ, E n+1/2,n+1/2 = 0, and to zero otherwise. Proof. Consider a fixed λ ∈ P Y . Choose n ≫ 0 so that λ, E n+1/2,n+1/2 = 0 and the degree of atypicality for λ does not increase anymore with increasing n. Assume L(µ) is a composition factor in K(λ). We have µ ∈ P Y . Choose k ≥ n such that tr k (L(µ)) = 0. Then λ and µ share the same central character in (O Y ) k . Therefore our choice of n together with µ ∈ P Y implies that µ, E n+1/2,n+1/2 = 0. Thus by Lemma 3.10 the multiplicity of each L n (µ) inside each K n (λ) is the same as that of L(µ) in K(λ). Since the gl(m|n)-module K n (λ) has finite composition series (because as a gl(m|n)0-module it is isomorphic to the tensor product of a generalized Verma module and a finite-dimensional module), it follows that
By a standard argument a finitely generated g-module M that as l Y -module is a direct sum of L(l Y , µ), µ ∈ P Y , with a locally nilpotent u Y -action, has a finite filtration by highest weight modules, which are quotients of
and hence the proposition follows. Theorem 3.6 and Proposition 3.11 give the following. [CW] , respectively. We note that the proof of Proposition 3.11 that we have presented above is elementary. In the proof above we have only used the rather easy Lemma 3.10.
By Theorem 3.6 and Proposition 3.7 and Corollary 3.12, we have the following.
Corollary 3.14. Let λ, µ ∈ P Y . The numbers of composition factors of K(λ θ ), K(λ) and K(λ ♮ ) that are isomorphic to L(µ θ ), L(µ) and L(µ ♮ ), respectively, are the same.
Recall the super Bruhat ordering for weights in h * (see e.g. [B, §2-b] or [CW, §2.3 
])
which we denote by . Let us denote by ≥ the classical Bruhat ordering on h * . As a further application we present a super analogue of a classical theorem of BGG.
Proof. Clearly γ = µ ♮ for some µ ∈ P Y . By Corollary 3.14 L(µ ♮ ) is a subquotient of K(λ ♮ ) if and only if L(µ) is a subquotient of K(λ). By the classical version of the BGG Theorem (e.g. [H, Section 5 .1]) µ ≤ λ. Now [CW, Lemma 4.6] implies that µ ♮ λ ♮ .
3.4. Irreducible characters.
Proof. Since ω(chK(λ)) = chK(λ ♮ ) and ω(chK(λ)) = ch K(λ θ ), for λ ∈ P Y , the theorem follows directly from Corollary 3.8.
Remark 3.17. By (4.4) the coefficients a µλ in Theorem 3.16 equal l µλ (1), where l µλ (q) are the classical (parabolic) Kazhdan-Lusztig polynomials [D, KL] (see also [CW, Proposition 4.4] ). Since by [CW, Theorem 4.7 ] the polynomials l µλ (q) equal ℓ µ ♮ λ ♮ (q) (see (4.3)) Theorem 3.16 verifies [CW, Conjecture 3.10] , which is a parabolic version of a conjecture of Brundan [B, Conjecture 4.32] . In particular, Theorem 3.16 in the special case Y = [−m, −2], together with Lemma 3.10, gives an independent new proof of the first part of [B, Theorem 4.37] . We note that our results do not rely on [B, Se] .
Below we work out in more detail a character formula for the irreducible gl(m|n)-module L n (γ), where γ is a weight of the form
with γ 1 ≥ γ 2 ≥ · · · ≥ γ n . Recall that the one-dimensional determinant module det has (highest) weight 1 m|n = −1 i=−m ǫ i − n j=1 ǫ j−1/2 . For k ∈ Z and an h-semisimple gl(m|n)-module M with chM = η dimM η e η we have
Thus taking tensor product with a suitable power of the determinant module, if necessary, we may assume that γ 1 ≥ γ 2 ≥ · · · ≥ γ n ≥ 0 and so γ ∈ P Y .
Let λ ∈ P Y (with Y = ∅) be such that λ ♮ = γ. We have ℓ(λ ′ + ) ≤ n. Now Theorem 3.16 (ii) (together with Lemma 3.10) implies that the character of the irreducible gl(m|n)-module of highest weight λ ♮ equals to
where K n (µ ♮ ) is the parabolic Verma gl(m|n)-module corresponding to Y = ∅. As the coefficients a µλ are known by Remark 3.17, (3.5) gives the irreducible character for gl(m|n)-module L n (γ). In the special case of γ −m ≥ γ −m+1 ≥ · · · ≥ γ −1 we obtain an irreducible character formula for finite-dimensional irreducible gl(m|n)-module. A formula (corresponding to our case Y = [−m, −2]) was obtained in [Se, B] . Theorem 3.16 is obtained using an approach very different from [Se] and [B] , and provides an independent solution of the irreducible character problem. 
For an L-module V , the kth homology group H k (L; V ) of L with coefficient in V is defined to be the kth homology group of the following complex (see e.g. [T] ):
where the boundary operator ∂ is given by
Here the x i s are homogeneous elements in L and v ∈ V . Furthermore [x s , x t ] ∈ Λ(L) denotes the linear term corresponding to [x s , x t ] ∈ L and, as usual, y indicates that the term y is omitted.
Comparison of homology groups.
Here and further we shall suppress the subscript Y and denote ( The following lemma is easy.
Lemma 4.1. We have
, each appearing with finite multiplicity. Using [S, BR] one can show that Λ(u − ), as an l Y -module, is a direct sum of L(l Y , µ ♮ ), µ ∈ P Y , each appearing with finite multiplicity ( [CK, Lemma 3.2] ). Similarly it follows that that Λ( u − ), as an l Y -module, is a also direct sum of L( l Y , µ θ ), µ ∈ P Y , each appearing with finite multiplicity ( [CK, Section 3.2.3] ).
The l Y -module Λ(u − )⊗ M is of course completely reducible. The l Y -module Λ( u − )⊗ M and l Y -module Λ(u − ) ⊗ M are completely reducible by [CK, Theorem 3.2] and [CK, Theorem 3 .1], respectively.
Proof. By Lemma 4.1, Theorem 3.6 and the compatibility of T and T under tensor product we have the first part of (i) and (ii). Using the definitions (4.1) of d, d and d,
Lemmas 3.4 and 4.2 now imply the following.
By Lemma 4.2 and (3.2), we have the following commutative diagram.
. Moreover, we have the following.
Theorem 4.4. We have for n ≥ 0
Proof. We shall only prove (i), as the argument for (ii) is parallel. By Lemma 4.2 and (4.2), we have
Since T is an exact functor, we have
This completes the proof of the theorem.
Theorem 3.6 implies the following.
Corollary 4.5. For λ ∈ P Y and n ≥ 0, we have
4.3. Kazhdan-Lusztig polynomials. Let gl ∞ be the infinite-dimensional general linear algebra with basis consisting of elementary matrices E ij , i, j ∈ Z. Let U q (gl ∞ ) be its quantum group acting on the natural module V (see [B, §2-c] or [CW, §2. 1] for precise definition). Let W be the restricted dual of
By arguments essentially going back to [KL] (c.f. [B, Theorem 2.17 ]) E m|∞ has three sets of distinguished basis, namely the standard, canonical and dual canonical basis, parameterized by P Y , denoted respectively by {K f λ ♮ |λ ∈ P Y }, {U f λ ♮ |λ ∈ P Y }, and {L f λ ♮ |λ ∈ P Y }. Furthermore one has [CW, (2. 3)], which are parabolic versions of [B, (2.18) ].
The following theorem is an analogue of Vogan's cohomological interpretation of the Kazhdan-Lusztig polynomials.
Proof. Consider a topological completion E m+∞ of the Fock space [CW, §2.2]
E m+∞ has the standard, canonical and dual canonical basis, parameterized by P Y , denoted respectively by {K f λ |λ ∈ P Y }, {U f λ |λ ∈ P Y }, and {L f λ |λ ∈ P Y }. Similarly to (4.3) one has From [V, Conjecture 3.4 ] and the Kazhdan-Lusztig conjecture proved in [BB, BK] we conclude l µλ (−q −1 ) = exact functors T and T induce natural maps on extensions by taking the projection of the corresponding exact sequences.
. Since all the proofs in this section for the functors T and T are parallel, we shall only give proofs for the functor T without further explanation.
be an exact sequence of g-modules (respectively, g-modules, g-modules) such that A,
Proof. For g-(respectively, g-, and g-)modules A and C, let Ext 
(ii)
Proof. We have the following relative version of Koszul resolution for the trivial module p Y -modules (see e.g. [GL, §1] ):
By [Ku, Lemma 3.1.7 ] the E k s are (U( g), U( l Y ))-projective modules. Since the image of ∂ k in (5.1) is a U( l Y )-direct summand of C k−1 , the image of ρ k in (5.4) is also a U( l Y )-direct summand of E k−1 , for k ≥ 1, and hence (5.4) is a ((U( g), U( l Y ))-projective resolution of K(λ θ ). It follows therefore that the relative extension group Ext
( K(λ θ ), N ) equals the ith cohomology group of the following complex:
(5.5) 0 −→ Hom U( g) ( E 0 , N )
for i ≥ 0, the ith cohomology group of the (5.5) equals Hom l Y L( l Y , λ θ ), H i ( u Y ; N ) and hence for each i ≥ 0,
