We consider the classical static dictionary problem of storing a set S of x elements from Universe [1, n] such that membership queries on elements of S can be supported in worst case O(1) time. This can be viewed as a table compression problem in which a table of size n has x ones and (n − x) zeros; in our applications, x n, that is, the table is sparse. As is well known, perfect hashing provides an optimum solution to this problem, the space requirement being O(x) with constant time access to any element. Apart from perfect hashing, many applications employ simpler heuristics for compression and rely on setting inherent parameters. Although these may be known to behave usefully, often their precise behaviour is ill-understood. The object of this paper is to precisely analyse the behaviour of one such extremely simple heuristic which is known to give modest compression in practice. For the heuristic we prove that the expected asymptotic space requirement is, at worst, a(k)n + b(k)x and that although its dependency on n is inherent, it can be made arbitrarily small. Here k is a parameter and a(k) and b(k) are, respectively, monotonically decreasing and increasing functions. Thus k allows a trade-off between dependency on n and x; for example, pairs (a(k), b(k)) can be (0.1, 3.26), (0.03, 5.57) and (6 × 10 −4 , 33). We also show that for some applications the dependency of the space requirement on n can be made sublinear. The heuristic allows constant time access to any element. Our analyses are over two different models for the uniform probability distribution and we derive exact formulae for the expected space used. We prove that the heuristic gives the same asymptotic performance in both models.
INTRODUCTION
Here we consider the static dictionary problem: given a set S of x items each in the range [1, n] , we are required to store it so as to answer membership queries, 'Is e ∈ S?'. In particular, we are interested in sparse cases, that is, when x n. Classical applications where this problem arises include storing LR parsing tables [1, pp. 244-247] , storing transition functions of finitestate machines in lexical analysis [1, pp. 144-146] and sparse Gaussian elimination [2] . Recently there has been renewed interest in this problem because of applications in storing sparse method-dispatch tables in objected-oriented languages with papers appearing in the Conference on Object-Oriented Programming Systems, Languages, and Applications (OOPSLA) and the European Conference on Object-Oriented Programming (ECOOP) (see [3, 4] ). Another application is in storing naming tables in string and dictionary matching [5, 6] .
Theoretically, the static dictionary problem is a fundamental data structure problem. The simplest solution for it is to store the set S in an array of size n in which the ith entry is marked 1 if i ∈ S (for exposition, assume the rest of the entries are marked 0, although this initialization is not necessary-see exercise 2.12 in [7] ). We call the n-length array the universe array. With this scheme, membership queries can be answered in O(1) time. Our focus will be on methods with O(1) time for membership queries, since all our applications in compilers require this (in fact, the emphasis is on the precise constants since nearly every statement in purely object-oriented programs might require a membership query during the run time). However the simple solution above is wasteful when n x-for example, in method-dispatching applications, space for n works out to be 8-16 MB while that for x is a modest 300 kB. Keeping this solution in mind conceptually, the static dictionary problem can now be viewed as the table compression problem of finding an easy-to-evaluate function f : [1, n] → [1, z] , where z is the size of the table used; we wish to have z = O(x) and for f be computable in O(1) time.
The table compression problem above can be solved by hashing [8] ; here, f is computable in worst case O(1) time, but membership queries take O(1) time in the expected case because of collisions that have to be resolved (collisions occur when two distinct members of S map to the same value under f ). A crucial parameter in practice is the expected size of the largest number of collisions, since resolving collisions takes time proportional to their number in the worst case.
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A. GIBBONS, I. PU AND M. MUTHUKRISHNAN Even for a totally random function, this parameter turns out to be (log n/ log log n); for specific random functions used in universal hashing, this would be larger (see [9] and references therein for the history). Hence, hashing is not entirely satisfactory and it is hardly used in messagedispatching applications. The other solution is to use a perfect hash function [10] . 4 Here, computing the function f is based on double-hashing, and it is a Las Vegas randomized algorithm. However, a membership query can be answered in O(1) time in the worst case. Perfect hash functions have been studied extensively in theory (see e.g. [12, 13] ), and in practice [14] . The authors of [15] have described a simple construction for a perfect hash function using only multiplication and shifts. See also [16] .
There are many heuristics used in practice for the table compression problem. These are based on chopping the universe array (of size n) into equal-sized chunks and then storing each chunk within a master array. Different schemes for this task include colouring [9, 17] , the sparse arrays approach etc. The best known scheme is a classical one (suggested by Zeigler as reported in [18] ); here, a displacement is found for each such chunk within the master array such that when more than one chunk falls on the same position in the master array, at most one of them will contain a one. Using this idea twice, an algorithm is presented in [18] that takes 4x log 2 log 2 x + 3 √ n words approximately (they further incorporate the power to pack bits into words to reduce this to roughly 3x + 2 √ n words) for the table compression. Their algorithm is sophisticated and it takes O(x 2 + √ n) time to lay out the chunks in the master array and O(1) time to answer membership queries. Other work includes [19] . Our paper concerns probabilistic analyses of an extremely simple heuristic algorithm for table compression. The algorithm is as follows. Fix a parameter s and divide the universe array into contiguous chunks of size s. We strip the leading and trailing zeros off each chunk and concatenate the remaining portions of the chunks to form the master array. Furthermore, for each chunk, we store its starting location in the master array and the number of leading zeros in it; this auxiliary information takes 2(n/s) words of storage. Now, each membership query involves an integer division (by s) to determine which chunk must be searched, and at most two memory indirections to determine the location of the query element within the master array; compression clearly takes O(n) time where the hidden constants are very small.
Our probabilistic analysis is of the expected total space used by this algorithm within two probabilistic models. Within the first model, called Model I henceforth, a non-zero element appears in each universe array location with probability p, the contents of array locations being independent random variables. Setting p = x/n, we see that the expected number of non-zero elements is x and we find an exact expression for the expected space requirements of the algorithm in this setting. In the second probabilistic model, Model II, we establish an exact expression for the expected space requirements of the algorithm when the number of non-zero elements in the universe array is exactly x and where the input is drawn from a uniform probability distribution. In both models our analysis gives a closed form solution that holds over the entire range of values taken by the three parameters x, n and s. The first model affords relatively easier analysis, whereas the second provides a perhaps more natural setting. We show that, asymptotically, both models agree in the expected storage requirements of the algorithm, although they provide subtly different results for small values of n. Using our analyses, one can choose s judiciously to optimize the expected space saving.
The heuristic above has been used in message-dispatching applications (see [3] , pp. 24-25 for the description and pp. 58-54 for experimental results). There the author considered the table compression problem with the universe array derived from the tree hierarchy of the classes in Smalltalk. They showed that with the heuristic above (called 'selector table indexing with table width allocation' in their context), 5 the space used was roughly 0.3n. In all, they have found this to be an effective heuristic (gaining a modest constant fraction saving) although not the most effective one amongst all the ones they tested (they have tested some computationally intensive heuristics as well). Interestingly, at the end of this paper, we describe applications with sublinear (in n) space requirements involving adjacency matrices (for example) of planar and regular graphs.
To sum up, the heuristic above, simple though it is, seems to give an effective compression in practical settings [3] . Our goal is to understand this performance and to determine its limitations, that is, how much space savings can be obtained through this process. This question cannot be addressed meaningfully in the worst case situation since we can always design a bad input (e.g. consider the set 1, s, s + 1, 2s, . . . , is +1, (i +1)s, . . . for all appropriate i. No space is saved since chunks do not have trailing/leading zeros). On the other hand, we can easily think of inputs where a substantial saving is achieved in storage (e.g. consider the case when all ones appear in contiguous blocks one per chunk. Here the space used by the heuristic above is optimal, that is, O(x)). Therefore, it is more realistic to focus on the expected case performance of the heuristic as we have done here.
We remark that the heuristic we analyse is too simple to be the most efficient one possible. Nevertheless, it leads to modest factors of compression in practice and our analysis quantifies exactly how much can be expected from this heuristic. Its appeal is its simplicity and this may be why it has been used in practice. For applications requiring optimal performance, that is where O(x) space is to be used, we would have to recommend perfect hashing rather than this heuristic. 5 There s was set to a particular value of ≈ √ n. We have the option of picking other values of s guided by our analysis in order to minimize the space used in the expected case.
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The authors of [20] provide a narrower and less satisfactory analysis of the heuristic of this paper. Their paper follows an earlier unpublished version (cited in [20] ) of ours. They address the problem only within our Model II, using an entirely different approach (employing Schutzenberger methodology and generating functions). It is interesting that confirmation of the results for Model I comes from such a different approach. As the authors point out, one of the drawbacks of the analysis of [20] is their resorting to Maple (a software system to aid mathematical analysis). Therefore, their analysis is not free-standing and rather more intricate than it first appears. No such remarks apply to our analysis.
THE ALGORITHM
Recall that the algorithm divides the input array into contiguous segments each of length s. Within each segment the leading and trailing zeros are stripped off and the truncated segments are then concatenated to form the array that is actually stored. This compressed array is called COMP in the ensuing text. It is easy to construct COMP in time linear in the length of the input (which is scanned but not stored). It is also easy to see that, at the same time and without detriment to this optimal preprocessing time, we can construct an auxiliary array called AUX which stores, for each truncated segment, its starting address in COMP and the number of leading zeros that were stripped from it. Clearly AUX requires 2(n/s) words of storage. It is very easy to see that the information stored in AUX will allow the j th item in the input array (for any 1 ≤ j ≤ n) to be accessed in COMP in worst case constant time.
EXACT EXPECTED SPACE USE IN MODEL I
In Model I, each non-zero element appears in each universe array location with probability p. Let q = 1 − p. The expected number of non-zero elements in the universe array is given by
which is np. If we set p = x/n, then this is x. The expected length of a reduced segment (of unreduced length s) is denoted by A(s, p). The following lemma finds the exact value of A(s, p).
Proof. The probability that a segment of length s contains u non-zero elements and v zero elements in specified positions is p u q v , where s ≥ u + v. If we denote by P (i) the probability that the reduced segment has length i, then P (0) = q s and P (1) = q s−1 ps because the non-zero element may reside in s different positions. It follows similarly that
Notice here that we do not care whether the elements between the two extreme non-zero elements are individually non-zero or otherwise. Since (p + q) = 1,
and we have that
After rearrangement and adjusting the sum limits we obtain
where r = 1/q. Now, using the identities
we finally obtain, after considerable simplification,
Notice that the formula of Lemma 3.1 gives A(s, p) = s for p = 1. For very small p, A(s, p) ≈ s(2+ps)−2s (1−p) , so that for p = 0 we have A(s, p) = 0. When s = 1, simplifying the formula will show that A(s, p) = p. These results are expected intuitively. We also expect that A(s, p), for positive p, will be positive for all s ≥ 1, the smallest meaningful value of s. It is not immediately clear that the formula of Lemma 3.1 gives this. However, it is easy to see that the first derivative of A(s, p) with respect to s is always positive; this coupled with the value of A(s, p) at s = 1 provides the guarantee. Taking p = x/n, we now find the expected space requirements, Ave(n, x, s), of the algorithm. When making this substitution for p, we need to keep the occurrences of the term q s intact for precision. 
Proof. The space required by AUX is 2 n/s . Let X be the random variable denoting the size of COMP, and let X i be the random variable denoting the size of the ith chunk when the leading and trailing zeros have been removed. We have X = 
EXACT EXPECTED SPACE USE IN MODEL II
In Model II, we assume that there are exactly x non-zero elements in the universe array and that each distribution of these elements is equally likely. Given a one-dimensional array segment of length s containing k non-zero elements, by A(s, k) we denote the average length of the reduced segment obtained by removing those segment locations containing leading and trailing zeros.
Proof. Clearly
where Sum(s, k) is the sum of the lengths of reduced segments of all possible distributions of the non-zero elements over the unreduced segment. Now
because a reduced segment of length (k + i) can reside at (s − (k + i) + 1) positions in the segment and in any one position there may be
segments of this length. Notice that we have assumed here that k ≥ 2 because there have to be at least two non-zero elements, each defining one end of the reduced segment. We simplify this expression by first taking the sum variable i completely into the binomial coefficients as follows:
However,
and
Combining with (2),
We use the standard results
To simplify (5), we note using (6) that
Similarly,
From (7), (8) and (5),
which is the formula of the lemma. To complete the proof, we need to show that the formula is also true for k = 1. In this case the formula gives A(s, k) = 1 which is trivially true.
The previous lemma has been numerically checked for a number of cases. For example, it is easy to see from first principles that the average reduced segment length for k = 3, s = 5 is 4 which is exactly what the Lemma also gives.
We now employ the result of Lemma 4.1 to find an exact expression for AvC(n, x, s) which denotes the average length of array COMP within Model II. In order to obtain the expected space requirement (equivalent to Ave(n, x, s) of Model I) of the algorithm under Model II, we must add the expected length of AUX, 2 n/s , to AvC(n, x, s).
If s is a divisor of n, then AvC(n, x, s) = (n/s)β(n, x, s),
otherwise n s β(n, x, s) ≤ AvC(n, x, s) ≤ n s β(n, x,
s). (9)
Proof. Throughout, we assume that each distribution of the x non-zero elements over the input array is equally likely to occur. We initially assume that s is a divisor of n and then extend the proof to the general case when s is not necessarily a divisor of n. Clearly
where Sum(n, x, s) is the sum of the lengths over reduced segments over all possible distributions of the non-zero elements over the array INPUT[1 . . . n]. We first show that
When s is a divisor of n then there are exactly n/s segments. We consider how the x non-zero elements can be distributed over these segments. Consider the contribution to Sum(n, x, s) from all distributions which place k i non-zero elements in the ith segment, 1 ≤ i ≤ n/s. Writing m = n/s, this contribution is given by
because, for each fixed internal arrangement of k i nonzero elements in the ith segment, all possible internal arrangements of k j non-zero elements in all the j th segments (i = j ) occur. Now, to obtain Sum(n, x, s), we must sum expression (11) over all possible partitions. Equation (10) follows immediately if we note the following identity:
Now we substitute for A(s, k) from Lemma 4.1. In addition, in changing the sum to run from k = 0 rather than k = 1, we compensate for the fact that the formula of Lemma 4.1 gives A(s, 0) = −s, whereas, in fact, A(s, 0) = 0. Thus,
However, s k
and min(x,s) 
from which the result follows immediately for the case that s is a divisor of n.
When s is not a divisor of n, the analysis is more involved and is omitted here. For example, the equation analogous to (10) is now
Note that the second summation can be obtained from the first by replacing s with n − s n/s . Also, the first summation is identical to that of Equation (10) . We can apply essentially the same analysis following Equation (10) to both summations of the last equation to obtain the general exact expression for AvC(n, x, s) as stated in the Lemma. The bounds on AvC(n, x, s) follow from this expression and that β(n, x, s) > β(n, x, n − s n/s ). Note that, when s is a divisor of n, β(n, x, n − s n/s ) vanishes because n − s n/s = 0 and α = 1.
The formula of Lemma 4.2 has been independently checked for a number of specific cases. Two simple cases are AvC(n, 1, s) = 1 and AvC(n, x, 2) = x. In the latter case every zero element is either a leading or a trailing zero in segment compression. Another case that is easy to prove independently is: for n even,
.
The expected total storage required by the algorithm is given by AvC(n, x, s) + 2 n/s , the second term being the storage requirements of the table AUX.
ASYMPTOTIC STORAGE REQUIREMENTS OF THE ALGORITHM
In the preceding sections we obtained exact closed expressions for the storage requirements of the algorithm within both probabilistic scenarios: Model I and Model II.
For small values of the parameters n, s and x these expressions give different values for the expected space requirements of the algorithm. This is as might be expected. The situation is to be compared with random graph theory [21] in which the two commonly employed models (one in which the expected number of edges is m, say, and the other in which we pick uniformly randomly from all graphs with exactly m edges) also give subtly different results for the 'same' quantities. Those two models nevertheless have the same asymptotic behaviour in random graph theory. Here too the two models give identical results when we take n s, x 1.
THEOREM 5. Proof. From Lemma 3.2 we see that, for n s, the lower and upper bounds on A(n, x, s) agree and coincide with the Ave(n, x, s) when s is a divisor of n. Therefore, asymptotically, the exact expected storage space required within Model I is
Similarly, asymptotically, the exact expected storage space required within Model II (using Lemma 4.2) is
If we now take n, x 1, this becomes
We prove that α ≈ q s . We have
Now, for n x, and writing s = n/(kx) for some parameter k, we see that
Here we have used the fact that for any z, asymptotically
For z > 30 this identity is accurate to within 1%. Similarly, we recall that
so that, for n x, we have
This proves the theorem. 
ON THE CHOICE OF S
We investigate the problem of minimizing the asymptotic storage requirements of the algorithm by varying the value of the parameter s.
In particular, we calculate the exact space usage as derived in Lemma 3.2 for various values of s. This is identical to the calculation one obtains from Section 4.
Dependence on n
Recall that the asymptotic space requirements of the algorithm as derived in Lemma 3.2 may be written as
To remove the dependence of Ave(n, x, s) on n, we must set s = n/(kx), for some constant k. This removes the coefficient n at the beginning of the expression and k may be chosen so that a positive contribution dependent on n could be eliminated from
However, the coefficient of n in this expression is positive if and only if
which we can prove always holds. Thus the dependence of A(n, x, s) on n cannot be removed.
Saving constants in space
Intuitively, we expect that when s ≈ n/x the compression will be good, for then the average array segment of length s would contain a single non-zero element. Any segment containing a single non-zero or no non-zero elements will store no zero elements in compressed form. In general, reducing s is therefore likely to reduce the length of the array COMP but at the same time increase the length of AUX. We investigate the situation for s having the form s = n/(kx) for some parameter k. The expected space used is Ave(n, x, n/(kx))
Taking e = 2.71828, this gives, for k = 0.5, 1.0 and 2.0, Ave(n, x, 2n/x) ≈ 0.27n + 1.86x, 0.10n + 3.26x and 0.03n + 5.57x, respectively. Although the dependence on n cannot be removed for finite k, it may seem that it can be made arbitrarily small for a large enough choice of k because ((1 − 2k) + (1 + 2k) e −1/k ) is a monotonically, rapidly decreasing function of k tending to zero as k → ∞. However, since s ≥ 1, k ≤ n/x and then the coefficient of x becomes dependent on n. In practical terms, however, even moderate values of k significantly reduce the effect of n on Ave(n, x, s); if k = 16, for example, Ave(n, x, n/(16x)) ≈ 6 × 10 −4 n + 33x.
Asymptotically, the coefficient of x here is closely approximated by 2k. The above analysis has assumed k to be a constant, independent of n. As a consequence the expected storage space turns out to be linearly dependent on n. 6 We now briefly indicate how setting k = √ n/4x (equivalently setting s = 2 √ n/x) may, for certain sparse input arrays, produce a sublinear dependence of the expected space usage on n. It is not difficult to prove that
Using sublinear space
from which we can deduce that
For many applications, x = c √ n for some small constant c. For example, this is true for the adjacency matrices of planar or regular-degree graphs. In such cases it follows that
where the notation hides a very modest constant. Overall, our expected case analysis helps in choosing s appropriately for a variety of values of x and n.
COMPARISON WITH PERFECT HASHING
As is well-known [10] , perfect hashing provides an optimum solution to the problem of compressing a table. The space requirement is O(x) (in fact, ≈2x) and is independent of n. Our analysis shows that, at worst, the expected space requirement using the heuristic of this paper is of the form a(k)n+b(k)x and that, although its dependency on n cannot be removed, it can be made arbitrarily small. In some cases, the dependency on n can be made sublinear. Notice that k is a parameter of which a(k) and b(k) are, respectively, monotonically decreasing and increasing functions. Thus k allows a trade-off between the dependency on n and x.
The heuristic therefore allows modest but useful compression as has been observed in practice (see [3] , for example), but which we have quantified here. It is also much easier to implement than perfect hashing. However, it cannot compete in terms of space usage compared with perfect hashing. Its dependency on n cannot be removed and even if a(k) is reduced to the extent of trivializing this dependency, the trade-off in the increase of b(k) is such as to make the method uncompetitive with perfect hatching, even though there would only be a linear dependency on x in both cases.
The simplicity of the heuristic may make it an attractive approach where modest compression will suffice, but for optimum space requirements perfect hashing needs to be employed.
SUMMARY AND CONCLUDING REMARKS
Here we considered a simple heuristic for compressing tables which did not use perfect hash functions. It achieves (small) constant access time, optimal preprocessing time (creation of the arrays AUX and COMP) and it is easy to implement. The heuristic is known to give a modest compression factor in practical applications [3] .
We provided analyses of the exact expected storage requirements of this heuristic in two natural probabilistic models. In Model I, a non-zero element appears in each universe array location with probability p. Setting p = x/n, we see that the expected number of non-zero elements is x and we find an exact expression for the expected space requirements of the algorithm in this setting. In Model II, we establish an exact expression for the expected space requirements of the algorithm when the number of non-zero elements in the universe array is exactly x and where the input is drawn from a uniform probability distribution. In both models our analysis gives a closed form solution that holds over the entire range of values taken by the three parameters x, n and s. Our analysis also helps pick a suitable value of s to compress the table.
A number of open issues arise. First, can we analyse this heuristic under different probabilistic assumptions on the input? In particular, the following may be worthwhile. Consider permuting any arbitrary input cyclically by a random choice of the cycle length. Following this, the input array is 'random'. What is the expected space storage for our heuristic on this 'random' input? Second, can we analyse other practical heuristics for the table compression problem? In particular, consider the sparse array technique in [17] which consists of chopping up the input array into nonoverlapping blocks as in our case, but only distinct blocks are explicitly stored. We expect the space savings there to be comparable to the heuristic we have analysed here.
