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Geometric phase corrected by initial system-environment correlations
Sharoon Austin,1 Sheraz Zahid,1 and Adam Zaman Chaudhry1, ∗
1School of Science & Engineering, Lahore University of Management
Sciences (LUMS), Opposite Sector U, D.H.A, Lahore 54792, Pakistan
We find the geometric phase of a two-level system undergoing pure dephasing via interaction
with an arbitrary environment, taking into account the effect of the initial system-environment
correlations. We use our formalism to calculate the geometric phase for the two-level system in the
presence of both harmonic oscillator and spin environments, and we consider the initial state of the
two-level system to be prepared by a projective measurement or a unitary operation. The geometric
phase is evaluated for a variety of parameters such as the system-environment coupling strength to
show that the initial correlations can affect the geometric phase very significantly even for weak and
moderate system-environment coupling strengths. Moreover, the correction to the geometric phase
due to the system-environment coupling generally becomes smaller (and can even be zero) if initial
system-environment correlations are taken into account, thus implying that the system-environment
correlations can increase the robustness of the geometric phase.
PACS numbers: 03.65.-w, 03.65.Yz, 05.30.-d
I. INTRODUCTION
The geometric phase is the phase information acquired
by a system due to its cyclic evolution in a curved pa-
rameter space [1, 2]. This phenomenon was first studied
by Pancharatnam in optics [3] and by Longuet-Higgins
[4] and Stone [5] in quantum chemistry. Berry’s finding
that the geometric phase arises generally in the study of
closed quantum systems undergoing cyclic adiabatic evo-
lutions ignited interest in the subject [6]. Aharonov and
Anand thereafter generalized the geometric phase to non-
adiabatic evolutions, showing that the phase depends on
the geometry of the path followed by the system in the
projective Hilbert space [7], while Uhlmann considered
the geometric phase for mixed quantum states [8] which
was further generalized by Sjoqvist et al. [9]. On the ex-
perimental front, the geometric phase has been observed
in nuclear magnetic resonance [10], superconducting [11],
and optical setups [12], amongst others.
Besides its theoretical importance, the geometric phase
has practical applications as well. In particular, due to its
geometric nature, the geometric phase may have intrinsic
resistance to external noise, which makes it an attractive
tool for robust quantum information processing [13–18].
It is then important to extend the study of the geometric
phase to open quantum systems where the effect of the
environment on the geometric phase can be investigated.
Different approaches have been used to investigate the
effect of the environment on the geometric phase [19–30].
In particular, emphasis has been on a single two-level
system undergoing pure dephasing, that is, it is assumed
that dephasing plays a much more dominant role com-
pared to relaxation effects. In this case, starting from a
product state of the two-level system and the environ-
ment in thermal equilibrium, the density matrix of the
∗ adam.zaman@lums.edu.pk
two-level system can be computed as a function of time,
and the geometric phase can then be obtained. Of partic-
ular importance to us is Ref. [30] where the effect of non-
Markovianity on the geometric phase is studied. Given
that memory effects can play a role, it is then natural to
consider the effect of initial system-environment correla-
tions on the geometric phase as well [31–61]. The effect
of the initial correlations is expected to be especially sig-
nificant if the system-environment coupling is not weak,
since in this case, the initial state can no longer be as-
sumed to be a product state of the system and the envi-
ronment thermal equilibrium state. However, to date, to
the best of our knowledge, the effect of the initial system-
environment correlations on the geometric phase has not
been studied. In this work, we aim to study the geomet-
ric phase for the pure dephasing model, taking the initial
system-environment correlations into account.
We start by deriving general expressions for the geo-
metric phase of a two level system undergoing pure de-
phasing for both initially pure and mixed states. Our
expressions are general in the sense that we do not make
any assumptions regarding the form of the environment
or the system-environment coupling, and they take the
initial system-environment correlations into account. We
then apply these expressions to two concrete well-known
system-environment models: a two-level system undergo-
ing dephasing via interaction with a harmonic oscillator
environment, and a two-level system undergoing pure de-
phasing due to a spin environment. Both of these mod-
els are exactly solvable for arbitrary system-environment
coupling strengths even if initial system-environment cor-
relations are taken into account. The initial state of the
two-level system is prepared either by performing a pro-
jective measurement on the system only (the initial state
of the system is pure in this case), or by performing a uni-
tary operation on the system (the initial state is now, in
general, mixed). Using the exact solutions, we investigate
the effect of the initial system-environment correlations
on the geometric phase as various physical parameters
2such as the system-environment coupling strength and
the temperature are varied. We find that, in general,
the initial correlations can affect the geometric phase
very significantly, even for weak and moderate system-
environment coupling strengths. Interestingly, the ini-
tial correlations can make the geometric phase more ro-
bust; in fact, the correction to the geometric phase due
to the environment can become zero for specific values of
system-environment parameters if the initial correlations
are taken into account.
This paper is organized as follows. In Sec. II, we de-
rive expressions for the geometric phase of a two-level
system undergoing pure dephasing for both initially pure
and mixed system states. In Sec. III, we compute the
geometric phase for a two-level system interacting with
an environment of harmonic oscillators both with and
without initial system-environment correlations. A simi-
lar task is performed for a spin environment in Sec. IV.
Finally, we summarize our results in Sec. V. Details re-
garding the exact solutions of the system-environment
models employed are presented in the appendices.
II. THE FORMALISM
A. Pure initial system state
Consider a two-level system with Hamiltonian HS in-
teracting with an arbitrary environment whose Hamilto-
nian is HB. The system-environment interaction is HSB.
The total system-environment Hamiltonian is then
H = HS +HB +HSB. (1)
For a pure dephasing model, [HS , HSB] = 0, which means
that the in the eigenbasis of HS , the diagonal elements of
the density matrix of the two-level system do not change.
In this basis, the initial state of the two-level system (as-
sumed to be pure) can be written as
ρ(0) =
[
cos2
(
θ0
2
)
1
2 sin θ0e
−iφ0
1
2 sin θ0e
iφ0 sin2
(
θ0
2
) ] . (2)
Here 0 ≤ θ0 ≤ π, 0 ≤ φ0 < 2π are the usual Bloch
angles characterizing the initial system state. Since we
are considering only pure dephasing, time evolution leads
to a density matrix of the form
ρ(t) =
[
cos2
(
θ0
2
)
1
2 sin θ0e
−iΩ(t)e−Γ(t)
1
2 sin θ0e
iΩ(t)e−Γ(t) sin2
(
θ0
2
) ] . (3)
It is important to note that the density matrix ρ(t) will
have this form even in the presence of initial system-
environment correlations - only the form of Ω(t) and Γ(t)
can be different. Now, in the Bloch vector representation,
we can write ρ(t) as
ρ(t) =
1
2
[1+ nxσx + nyσy + nzσz ] ,
where nx = sin θ0e
−Γ(t) cos[Ω(t)], ny =
sin θ0e
−Γ(t) sin[Ω(t)], and nz = cos θ0. Given the
density matrix ρ(t), we can compute the geometric
phase ΦG via [21]
ΦG =
arg
(
2∑
k=1
√
εk(0)εk(τ) 〈εk(0)|εk(τ)〉 e
−
∫
τ
0
dt 〈εk|
∂
∂t
|εk〉
)
.
(4)
Here εk(t) are the eigenvalues of the density matrix ρ(t),
|εk(t)〉 are the eigenvectors, and τ is the time after which
the system completes a cyclic evolution. For our case,
the eigenvalues of ρ(t) are
ε±(t) =
1
2
(
1±
√
1 + sin2 θ0[e−2Γ(t) − 1]
)
. (5)
Notice that the eigenvalues are independent of Ω(t).
Moreover, since ε−(0) = 0, as is expected for a pure ini-
tial system state, our calculation of the geometric phase
greatly simplifies. The corresponding eigenvectors of ρ(t)
are
|ε+(t)〉 = cos
(
θ
2
)
|0〉+ eiΩ(t) sin
(
θ
2
)
|1〉 , (6)
|ε−(t)〉 = sin
(
θ
2
)
|0〉 − eiΩ(t) cos
(
θ
2
)
|1〉 , (7)
where
sin θ = F(t)−1 sin θ0e
−Γ(t),
cos θ = F(t)−1 cos θ0,
F(t) =
√
1 + sin2 θ0(e−2Γ(t) − 1),
and |0〉 and |1〉 are the eigenstates of HS . Since ε−(0) =
0,
ΦG = arg
(√
ε+(0)ε+(τ) 〈ψ+(0)|ψ+(τ)〉 e
−
∫
τ
0
dt 〈ψ+|
∂
∂t
|ψ+〉
)
.
This further simplifies to
ΦG = arg
(
〈ε+(0)|ε+(τ)〉 e
−
∫
τ
0
dt 〈ε+|
∂
∂t
|ε+〉
)
,
since
√
ε+(0)ε+(τ) is real. We also find that
〈ε+|
∂
∂t |ε+〉 = iΩ˙ sin
2
(
θ
2
)
, where the dot denotes the time
derivative. Moreover,
〈ε+(0)|ε+(τ)〉 = cos
(
θ
2
)
cos
(
θ0
2
)
+ eiΩ(τ)e−iφ0 sin
(
θ
2
)
sin
(
θ0
2
)
.
The geometric phase can then be written as
ΦG = Φ1 +Φ2, (8)
3with Φ1 = −
∫ τ
0 dt Ω˙ sin
2
(
θ
2
)
, and Φ2 =
arg
[
1 + eiΩ(τ)e−iφ0 tan
(
θ
2
)
tan
(
θ0
2
)]
. To evaluate
each of these one by one, we first note that HS has
a characteristic frequency ω0 such that ω0τ = 2π.
Then, Ω(t) can be written as Ω(t) = φ0 + ω0t + χ(t),
where χ(t) takes into account part of the effect of the
system-environment coupling. It follows that
Φ1 = −
∫ τ
0
dt (ω0 + χ˙) sin
2
(
θ
2
)
,
which can be simplified to
Φ1 = −π −
χ(τ)
2
+
cos θ0
2
I(τ), (9)
with
I(τ) =
∫ τ
0
F(t)−1[ω0 + χ˙(t)] dt.
As for Φ2, we can write
Φ2 = arg
(
1 + eiχ(τ) tan
[
θ(0)
2
]
tan
[
θ(τ)
2
])
.
Since tan
(
θ
2
)
= sin θ1+cos θ and tan θ = (tan θ0)e
−Γ(t), this
further simplifies to
Φ2 = arg
(
1 + eiχ(τ)e−Γ(τ)
1− cos θ0
F(τ) + cos θ0
)
. (10)
With Φ1 and Φ2 found, we can thereby calculate ΦG. It
should be noted that if the system-environment interac-
tion strength is zero, we find that Φ1 = −π + π cos θ0
while Φ2 = 0, thereby leading to the usual result ΦG =
−π+π cos θ0 [7]. Moreover, for θ0 = π/2, Φ1 = −π−
χ(τ)
2
and Φ2 =
χ(τ)
2 , meaning that ΦG = −π. Thus the geo-
metric phase is robust for the states with θ0 = π/2 even if
initial correlations are taken into account. Consequently,
we will consider θ0 6= π/2 to investigate the effect of the
initial correlations on the geometric phase. Before doing
so for concrete system-environment models, we generalize
our results to the case where the initial state is mixed.
B. Mixed initial system state
We now derive expressions for the geometric phase for
initially mixed states. Our approach will be to write the
state for the two-level system in a form similar to that in
Eqs. (2) and (3) so that we obtain an expression for the
geometric phase similar to that in Eq. (8). As such, we
start by noting that the initial density matrix, even for
a mixed state, can be written as
ρ(0) =


cos2
(
θ˜0
2
)
1
2e
−Γ0 sin θ˜0e
−iφ0
1
2e
−Γ0 sin θ˜0e
iφ0 sin2
(
θ˜0
2
)
.

 . (11)
Note that θ˜0 is not a Bloch angle here. Γ0 > 0 takes into
account that the initial state is mixed. It follows that
ρ(t) =


cos2
(
θ˜0
2
)
1
2 sin θ˜0e
−iΩ(t)−Γ0−Γ(t)
1
2 sin θ˜0e
iΩ(t)−Γ0−Γ(t) sin2
(
θ˜0
2
)

 ,
with Ω(t) = ω0t + χ(t) + φ0 as before. The eigenvalues
of the density matrix ρ(t) are now a simple extension of
Eq. (5), that is,
ε± =
1
2
(
1± F˜(t)
)
, (12)
with
F˜(t) =
√
1 + sin2 θ˜0(e−2Γ0e−2Γ(t) − 1).
The corresponding eigenvectors are similarly
|ε+〉 = cos
(
θ˜
2
)
|0〉+ eiΩ(t) sin
(
θ˜
2
)
|1〉 ,
|ε−〉 = sin
(
θ˜
2
)
|0〉 − eiΩ(t) cos
(
θ˜
2
)
|1〉 ,
where sin θ˜ = sin θ˜0e
−Γ0e−Γ(t)F˜(t)
−1
and cos θ˜ =
cos θ˜0F˜(t)
−1
. With the density matrix ρ(t) found, the
geometric phase ΦG can be written as
ΦG = Φ1 +Φ2 +Φ3, (13)
with
Φ1 = arg
(
e−
∫
τ
0
dt 〈ε+|
∂
∂t
|ε+〉
)
,
Φ2 = arg〈ε+(0)|ε+(τ)〉,
Φ3 = arg
(
1 +
√
ε−(0)ε−(τ)
ε+(0)ε+(τ)
〈ε−(0)|ε−(τ)〉
〈ε+(0)|ε+(τ)〉
×
e
∫
τ
0
dt 〈ε+|
∂
∂t
|ε+〉−〈ε−|
∂
∂t
|ε−〉
)
.
The calculations for Φ1 and Φ2 can be performed as done
before to obtain
Φ1 = −π −
χ(τ)
2
+
1
2
cos θ˜0I˜(τ), (14)
where
I˜(τ) =
∫ τ
0
dt
ω0 + χ˙√
1 + sin2 θ˜0(e−2Γ0e−2Γ(t) − 1)
,
and
Φ2 = arg
(
1 + eiχ(τ) tan
[
θ˜(0)
2
]
tan
[
θ˜(τ)
2
])
. (15)
4Finally, we compute Φ3 and find that
Φ3 = arg
(
1 + a(τ)b(τ)e−i cos θ˜0I˜(τ)
)
, (16)
where
a(τ) =
√
ε−(0)ε−(τ)
ε+(0)ε+(τ)
,
and
b(τ) =
tan
[
θ˜(0)
2
]
tan
[
θ˜(τ)
2
]
+ eiχ(τ)
1 + eiχ(τ) tan
[
θ˜(0)
2
]
tan
[
θ˜(τ)
2
] .
Finding the geometric phase now is simply a matter of
finding the parameters θ˜0, φ0, and Γ0 characterizing the
initial state as well as the functions Γ(t) and χ(t) that
go into the time evolution of the system density matrix.
It is important to realize that if the system-environment
interaction is zero, the geometric phase is, in general,
no longer −π + π cos θ˜0 since the initial state is mixed.
However, for θ˜0 = π/2, we again obtain ΦG = −π.
We will now use the expressions for the geometric
phase to perform calculations with concrete system-
environment models, both with and without initial
system-environment correlations.
III. TWO-LEVEL SYSTEM INTERACTING
WITH AN ENVIRONMENT OF HARMONIC
OSCILLATORS
We first apply our formalism to the paradigmatic ex-
ample of a single two-level system undergoing pure de-
phasing via interaction with a collection of harmonic os-
cillators [62]. The total system-environment Hamiltonian
is H = HS+HB+HSB, where (we set h¯ = 1 throughout)
HS =
ω0
2
σz , HB =
∑
k
ωkb
†
kbk,
HSB = σz
∑
k
(g∗kbk + gkb
†
k),
and σz is the usual Pauli matrix, ω0 is the energy bias,
and bk (b
†
k) are the annihilation (creation) operators for
the harmonic oscillator modes. Since [HS , HSB] = 0,
〈σz〉 does not change with time, and only dephasing takes
place. Assuming that the initial system-environment
state is a product state with the environment in a ther-
mal equilibrium state ρB = e
−βHB/ZB, where ZB =
TrB[e
−βHB ], the evolution of the off-diagonal elements
of the density matrix is given by [62]
〈σ±(t)〉 = 〈σ±〉e
±iω0te−Γuc(t), (17)
(a)
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FIG. 1. (Color online) Correction to the geometric phase
δΦG ≡ ΦG −ΦU (where ΦU = −pi+ pi cos θ0) of the two-level
system in the presence of the harmonic oscillator environment
as a function of the Ohmicity parameter s for weak system-
environment coupling strength. The solid, black curve shows
the geometric phase when the initial state is prepared via a
projective measurement, while the dashed, blue curve is for an
uncorrelated initial state [that is, the dynamics are given by
Eq. (17)]. In (a), the system-environment coupling strength
is λ = 0.01, while in (b) we have used λ = 0.1. Throughout,
we are working in dimensionless units with h¯ = 1, and here
we have set ω0 = 1. We have used ωc = 5, θ0 = pi/3, and
β →∞ (zero temperature).
(a)
0 1 2 3 4 5 6
s0.0
0.2
0.4
0.6
0.8
1.0
|δΦG|
π
(b)
0 1 2 3 4 5 6
s0.0
0.2
0.4
0.6
0.8
1.0
|δΦG|
π
FIG. 2. (Color online) Same as Fig 1 except that in (a), we
have λ = 0.5 and in (b), we have λ = 1.
where
Γuc(t) =
∑
k
4|gk|
2coth(βωk/2)
1− cosωkt
ω2k
.
For completeness, the derivation of this result is pre-
sented in Appendix A. On the other hand, if the system
and the environment have interacted for a long time be-
forehand, the initial state of the environment is not the
thermal equilibrium state e−βHB/ZB. Instead, the sys-
tem and the environment together are in a thermal equi-
librium state, that is, e−βH/Z, where Z = TrS,B[e
−βH ]
[63]. Then, at time t = 0, we can perform either a projec-
tive measurement or a unitary operation on the system to
prepare the desired initial system state. We now analyze
these scenarios one by one.
A. System state preparation by projective
measurement
If the initial system state |ψ〉 is prepared by a pro-
jective measurement, described by the projector Pψ =
|ψ〉 〈ψ|, then the initial system-environment state is
ρ(0) = 1ZPψe
−βHPψ with Z = TrS,B[Pψe
−βH ]. With
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FIG. 3. (Color online) Same as Fig. 1, except that the system-
environment coupling strength is λ = 0.5, and in (a), we have
β = 2, while in (b) we have β = 1.
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FIG. 4. Color online) Correction to the geometric phase
δΦG ≡ ΦG − ΦU (where ΦU = −pi + pi cos θ0) with a har-
monic oscillator environment as a function of the system-
environment coupling strength λ. The solid, black curve
shows the geometric phase when the initial state is prepared
via a projective measurement, while the dashed, blue curve
is for an uncorrelated initial state. In (a), the Ohmicity pa-
rameters is s = 0.2, while for (b), s = 1. These results are
obtained for β → ∞ (zero temperature). As before, we have
set ω0 = 1, and we have used ωc = 5 and θ0 = pi/3.
this initial state, the evolution of the off-diagonal ele-
ments of the system density matrix is given by [49, 51]
〈σ±(t)〉 = 〈σ±〉e
±i[ω0t+χ(t)]e−Γ(t), (18)
where
Γ(t) = Γuc(t) + Γcorr(t),
Γcorr(t) =
−
1
2
ln
[
1−
(1− cos2 θ0) sin
2[Φ(t)]
[cosh(βω0/2)− cos θ0 sinh(βω0/2)]2
]
,
tan[χ(t)] =
sinh(βω0/2)− cos θ0 cosh(βω0/2)
cosh(βω0/2)− cos θ0 sinh(βω0/2)
tan[Φ(t)],
Φ(t) =
∑
k
4|gk|
2
ω2k
sin(ωkt).
For completeness, the derivation of these results is
sketched in Appendix A. Note that the effect of the ini-
tial correlations is to modify the decoherence rate as well
as to introduce a phase shift. Moreover, for zero temper-
ature, these expressions further simplify to Γcorr(t) = 0
and χ(t) = Φ(t). In this case, the decoherence rate is
not modified and the effect of the initial correlations is a
simple phase shift given by Φ(t).
With the system density matrix found, the geomet-
ric phase can then be evaluated. To calculate the
sum over the environment modes, the sum is converted
to an integral via the spectral density J(ω), which
allows us to write
∑
k 4|gk|
2(. . .) as
∫∞
0
dω J(ω)(. . .).
We consider the spectral density to be of the form
J(ω) = λωsω1−sc e
−ω/ωc , where λ is a dimensionless con-
stant characterizing the system-environment interaction
strength, s is the so-called Ohmicity parameter, and ωc is
the cutoff frequency [62]. In Figs. 1(a) and (b), we have
plotted the behavior of the correction to the geometric
phase |δΦG|, as the Ohmicity parameter is varied, for
weak system-environment coupling strength. It is clear
from these figures that for weak system-environment cou-
pling strength, the effect of the initial correlations on the
geometric phase is generally negligible since the dashed
blue line largely overlaps with the solid black curve. Nev-
ertheless, for sub-Ohmic environments (that is, s < 1),
the initial correlations can still play a role. Interest-
ingly, taking the initial correlations into account gener-
ally makes the correction to the geometric phase smaller.
In fact, for a particular value of the Ohmicity parameter,
the correction to the geometric phase is zero. Proceeding
along these lines, in Figs. 2(a) and (b) we have shown the
correction to the geometric phase at zero temperature for
stronger system-environment coupling strengths. Three
points are evident from these figures. First, for a range of
values of s, the initial correlations have a very small effect
on the geometric phase. Second, for sub-Ohmic environ-
ments as well as for very super-Ohmic environments, the
contribution of the initial correlations to the geometric
phase is very significant. Third, the initial correlations
generally reduce the correction to the geometric phase,
thereby implying that the initial correlations increase the
robustness of the geometric phase. As before, for a par-
ticular value of the Ohmicity parameter, the correction to
the geometric phase becomes zero. We have also found
that, as expected, as the temperature is increased, the
effect of the initial correlations decreases [see Figs. 3(a)
and (b)].
It is also interesting to analyze the correction to
the geometric phase as the system-environment couping
strength is varied. The results are illustrated in Fig. 4(a)
and (b). For the sub-Ohmic environment considered
in Fig. 4(a), the initial correlations greatly reduce the
correction to the geometric phase. Surprisingly, as the
system-environment coupling strength is increased, the
correction to the geometric phase, in the case where the
initial correlations are taken into account, can decrease.
In fact, for particular non-zero values of the system-
environment interaction strength, the correction to the
geometric phase becomes zero. This is not the case for
an Ohmic environment [see Fig. 4(b)].
6B. System state preparation by unitary operation
We now analyze the effect of the initial correlations
if a unitary operation, instead of a projective measure-
ment, is used to prepare the initial system state. The
initial system-environment state in this case is ρ(0) =
1
ZΩe
−βHΩ†, where Ω is a unitary operation performed
on the system. The off-diagonal elements of the system
density matrix are given by [49, 51]
〈σ±(t)〉 = 〈σ±(0)〉e
±i[ω0t+χ(t)]e−Γ(t), (19)
with
Γ(t) = Γuc(t) + Γcorr(t), (20)
where
Γcorr(t) = − ln
{
abs
[
e−βω0/2〈0|Ω†σ+Ω|0〉e
−iΦ(t) + eβω0/2〈1|Ω†σ+Ω|1〉e
+iΦ(t)
e−βω0/2〈0|Ω†σ+Ω|0〉+ eβω0/2〈1|Ω†σ+Ω|1〉
]}
, (21)
χ(t) = arg
[
cos[Φ(t)] + i sin[Φ(t)]
(
〈1|Ω†σ+Ω|1〉e
βω0/2 − 〈0|Ω†σ+Ω|0〉e
−βω0/2
〈1|Ω†σ+Ω|1〉eβω0/2 + 〈0|Ω†σ+Ω|0〉e−βω0/2
)]
. (22)
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FIG. 5. (Color online) Correction to the geometric phase
δΦG ≡ ΦG−Φ0 (where Φ0 is the geometric phase for the two-
level system if the system-environment interaction strength is
zero) with a harmonic oscillator environment as a function
of the Ohmicity parameter s if the initial state is prepared
via a unitary operation. The solid, black curve shows the
geometric phase when the initial state is prepared via the
unitary operation Ω = eipiσy/3, while the dashed, blue curve
is for an uncorrelated initial state. In (a), we have β = 3
while in (b), we have β = 1. Once again, we have set ω0 = 1,
and we have used ωc = 5 and λ = 0.5.
Here |0〉 and |1〉 are the eigenstates of σz with σz |l〉 =
(−1)l |l〉. These derivations are again sketched in Ap-
pendix A. One can check from these expressions that for
zero temperature, Γcorr = 0 and χ(t) = Φ(t). Conse-
quently, the behavior of the geometric phase at zero tem-
perature is the same as when the initial system state is
prepared via a projective measurement. However, there
will be differences at non-zero temperatures. The correc-
tion to the geometric phase δΦG = ΦG − Φ0, where Φ0
is the geometric phase for the two-level system if the
system-environment coupling strength is zero, is plot-
ted as a function of the Ohmicity parameter s for two
different temperatures in Fig. 5 for moderate system-
environment coupling strength. Once again, it is clear
that the initial correlations can play a very significant
role for the geometric phase, especially for sub-Ohmic
environments.
IV. TWO-LEVEL SYSTEM INTERACTING
WITH SPIN ENVIRONMENT
We now consider the central two-level system to be
interacting with a collection of N two-level systems
[64–67]. The system Hamiltonian HS is still
ω0
2 σz ,
while the environment Hamiltonian is now
∑
i ωiσ
i
x,
and the system-environment interaction is described by
σz
∑
i λiσ
i
z . Since [HS , HSB] = 0, this is also a pure de-
phasing model. If the initial system-environment state is
a product state of the form ρ(0) = ρS(0) ⊗ e
−βHB/ZB,
then the evolution of the off-diagonal elements is given
by [65, 67]
〈σ±(t)〉 = 〈σ±〉e
±iω0te−Γuc(t),
where
Γuc(t) = −
∑
j
ln
{
1−
2λ2j
λ2j + ω
2
j
sin2(
√
λ2j + ω
2
j t)
}
,
and the sum is over the environment spins. The deriva-
tion of this result is reproduced in Appendix B. How-
ever, as emphasized before, this result may questionable
since the initial system-environment correlations are dis-
regarded. To investigate the effect of these correlations,
we consider the system state to be prepared by a projec-
tive measurement as well as by a unitary operation start-
ing from the total system-environment equilibrium state
e−βH/Z. We note that, to the best of our knowledge,
this model has not been solved taking initial correlations
into account before.
7A. System state preparation by projective
measurement
If the initial state is ρ(0) = Pψe
−βHPψ/Z, then the
off-diagonal elements of the density matrix are given by
〈σ±(t)〉 = 〈σ±〉e
±i[ω0t+χ(t)]e−Γ(t), (23)
where, similar to the form obtained for the harmonic os-
cillator environment,
tan[χ(t)] =
sinh(βω0/2)− cos θ0 cosh(βω0/2)
cosh(βω0/2)− cos θ0 sinh(βω0/2)
tan[Φ(t)],
with θ0 the Bloch angle characterizing the initial state.
We now have
Φ(t) =
∑
j
arg [Aj(t) + iBj(t)], (24)
where Aj(t) = 1 − 2
λ2j
αj2
sin2(αjt) and Bj(t) =
λ2j
α2j
tanh(βαj) sin(2αjt) with αj =
√
λ2j + ω
2
j . Also,
Γ(t) = Γuc(t) + Γcorr(t), where Γcorr(t) = Γ
(1)
corr(t) +
Γ
(2)
corr(t), and
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FIG. 6. (Color online) Behavior of the correction to the ge-
ometric phase δΦG = ΦG − ΦU [here ΦU = pi(cos θ0 − 1)]
as the spin-spin environment coupling strength λ is varied,
both with (solid, black) and without (dashed, blue) initial
correlations when the initial state is prepared via a projective
measurement. We have considered the environment to be a
spin bath with N = 50, and for simplicity, we have assumed
that the interaction strength between the central spin and
each environment spin is the same (that is, λj = λ for all j).
As always, we are working in dimensionless units with h¯ = 1
and here have set ωi = 1 for all i. In (a), we have used zero
temperature (β → ∞), while in (b), β = 0.4. Also, ω0 = 5
and θ0 = pi/3.
Γ(1)corr(t) = −
1
2
∑
j
ln
[
1 + (λj/ωj)
4
(
tanh(βαj) sin(2αjt)
1 + (λj/ωj)2 cos(2αjt)
)2]
, (25)
Γ(2)corr(t) = −
1
2
ln
[
1−
(1− cos2 θ0) sin
2[Φ(t)]
[cosh(βω0/2)− cos θ0 sinh(βω0/2)]2
]
. (26)
Interestingly, in this case, even if the temperature is zero,
the initial correlations change the decay rate of the off-
diagonal elements since Γ
(1)
corr(t) 6= 0 at zero temperature
while Γ
(2)
corr(t) = 0. On the other hand, at zero tempera-
ture, χ(t) is once again equal to Φ(t).
With the system density matrix found, we compute
the correction to the geometric phase δΦG = ΦG − ΦU .
The behavior of the correction δΦG as a function of the
two-level system-environment coupling strength is shown
in Figs. 6(a) and (b). The effect of the initial correla-
tions is again very significant; in particular, the initial
correlations can make the geometric phase more robust.
For particular values of the system-environment interac-
tion strength λ, the correction to the geometric phase
becomes zero.
B. System state preparation by unitary operation
We now prepare the initial system state via a uni-
tary operation. We find that for the initial system-
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FIG. 7. (Color online) Behavior of the correction to geometric
phase δΦG = ΦG − Φ0 (here Φ0 is the geometric phase when
the system-environment coupling strength is zero) as the spin-
spin environment coupling strength λ is varied, both with
(solid, black) and without (dashed, blue) initial correlations
when the initial state is prepared by a unitary operation. As
before, we have considered the environment to be a spin bath
with N = 50, and λj = λ for all j. Once again, we are working
in dimensionless units with h¯ = 1 and here have set ωi = 1
for all i. In (a), we have used β = 1, while in (b), β = 0.4.
Also, ω0 = 5 and Ω = e
ipiσy/3.
environment state ρ(0) = 1ZΩe
−βHΩ†, the off-diagonal
8elements of the density matrix are, as for the harmonic
oscillator environment,
〈σ±(t)〉 = 〈σ±(0)〉e
±i[ω0t+χ(t)]e−Γ(t), (27)
where Γ(t) = Γuc(t)+Γ
(1)
corr(t)+Γ
(2)
corr(t) with Γ
(1)
corr(t) the
same as before [see Eq. (25)], while Γ
(2)
corr(t) is given by
Γ(2)corr(t) = − ln
{
abs
[
e−βω0/2〈0|Ω†σ+Ω|0〉e
−iΦ(t) + eβω0/2〈1|Ω†σ+Ω|1〉e
iΦ(t)
e−βω0/2〈0|Ω†σ+Ω|0〉+ eβω0/2〈1|Ω†σ+Ω|1〉
]}
.
Also, χ(t) is of the same form as in Eq. (22), but with Φ(t)
now given by Eq. (24). Details can be found in Appendix
B. Once again, for zero temperature, we find that the dy-
namics are the same as the case where the initial state
is prepared by a projective measurement. However, as
illustrated in Figs. 7(a) and (b), even for non-zero tem-
peratures, the contribution to the geometric phase due
to the initial correlations can be very significant. Once
again, if we increase the temperature, the effect of the
initial correlations decreases as expected.
V. CONCLUSION
In summary, we have presented exact expressions for
the geometric phase of a two-level system undergoing
pure dephasing to investigate the effect of the initial
system-environment correlations on the geometric phase.
As concrete examples, we have applied these expressions
to two different environments: a collection of harmonic
oscillators, and a collection of spins. Our results illus-
trate that the effect of the initial correlations on the
geometric phase can be very significant, with a non-
trivial dependence on the system-environment parame-
ters. For instance, increasing the system-environment
coupling strength may not always increase the correction
to the geometric phase; in fact, for certain values of the
coupling strength, the correction becomes zero, implying
that the initial correlations can increase the robustness
of the geometric phase. Our work on the geometric phase
should be important not only for studies of the geomet-
ric phase itself as well as its practical implementations,
but also for investigating the role of system-environment
correlations in open quantum systems.
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Appendix A: Solution for harmonic oscillator
environment
For completeness, we sketch how to solve for the sys-
tem dynamics for the total system-environment Hamil-
tonian H = HS +HB +HSB, where [49, 51]
HS =
ω0
2
σz , HB =
∑
k
ωkb
†
kbk,
HSB = σz
∑
k
(g∗kbk + gkb
†
k).
First, we transform to the interaction picture to obtain
HI(t) = e
i(HS+HB)tHSBe
−i(HS+HB)t,
= σz
∑
k
(g∗kbke
−iωkt + gkb
†
ke
iωkt). (A1)
We next find the time evolution operator UI(t) corre-
sponding to HI(t) using the Magnus expansion as
UI(t) = exp{σz
∑
k
[b†kαk(t)− bkα
∗
k(t)]/2}, (A2)
and the total unitary time-evolution opera-
tor is U(t) = e−iω0σzt/2UI(t). We now define
[ρS(t)]10 = TrS,B[U(t)ρ(0)U
†(t) |0〉 〈1|]. Defining
P01(t) = U
†(t) |0〉 〈1|U(t), this can be written as
[ρS(t)]10 = TrS,B[ρ(0)P01(t)]. Simplifying P01(t) using
the unitary time-evolution operator U(t), we find that
P01(t) = e
iω0te−R01(t)P01, (A3)
where
R01(t) =
∑
k
[b†kαk(t)− bkα
∗
k(t)], (A4)
with
αk(t) =
2gk(1 − e
iωkt)
ωk
.
Consequently,
[ρS(t)]10 = e
iω0tTrS,B[e
−R01(t)P01ρ(0)]. (A5)
9This is a general result because it applies to an arbitrary
initial density ρ(0). Now, if ρ(0) = ρS(0) ⊗ ρB, where
ρB =
e−βHB
ZB
with ZB = TrB[e
−βHB ], then
[ρS(t)]10 = [ρS(0)]10e
iω0tTrB[e
−R01(t)ρB]. (A6)
The trace over the environment computes to
TrB[e
−R01(t)ρB] =
exp
[
−
∑
k
4|gk|
2 [1− cos(ωkt)]
ω2k
coth
(
βωk
2
)]
, (A7)
thereby yielding
[ρS(t)]10 = [ρS(0)]10e
iω0te−Γuc(t), (A8)
with
Γuc(t) =
∑
k
4|gk|
2 [1− cos(ωkt)]
ω2k
coth
(
βωk
2
)
. (A9)
We now consider what happens if the initial state is of
the form ρ(0) = 1ZΩe
−βHΩ†, with Z the normalization
factor. Currently, the Ω operator can be a projection
operator or a unitary operator. To first simplify Z, we use
the completeness relation
∑
l |l〉 〈l| = 1, where σz |l〉 =
(−1)l |l〉. Then,
Z =
∑
l
e−βω0(−1)
l/2〈l|Ω†Ω|l〉TrB[e
−βH
(l)
B ], (A10)
with
H
(l)
B = HB + (−1)
l
∑
k
(g∗kbk + gkb
†
k). (A11)
To simplify further, we introduce the displaced harmonic
oscillator modes
Bk,l = bk +
(−1)lgk
ωk
, (A12)
B†k,l = b
†
k +
(−1)lg∗k
ωk
, (A13)
allowing us to write
Z =
∑
l
e−βω0(−l)
l/2〈l|Ω†Ω|l〉e
β
∑
k
|gk|
2
ωk ZB, (A14)
where ZB = TrB[e
−β
∑
k ωkB
†
k,l
Bk,l ]. With Z found, we
then substitute our initial state in Eq. (A5) and introduce∑
l |l〉 〈l| to simplify the resulting TrB [e
−R01(t)e−βH
(l)
B ].
Using the displaced harmonic oscillator modes as before,
we find that
R01(t) =
∑
k
[αk(t)B
†
k,l−α
∗
k(t)Bk,l]+ i(−1)
lΦ(t), (A15)
where
Φ(t) =
∑
k
4|gk|
2
ω2k
sin(ωkt). (A16)
We then find that
TrB[e
−R01(t)e−βH
(l)
B ] = e−i(−1)
lΦ(t)ZBe
β
∑
k
|gk|
2
ωk e−Γuc(t).
(A17)
Putting this all together, and rearranging, we obtain
[ρS(t)]10 = [ρS(0)]10e
iω0te−Γuc(t)X(t), (A18)
with
X(t) =
∑
l〈l|Ω
†P01Ω|l〉e
−i(−1)lΦ(t)e−βω0(−1)
l/2∑
l〈l|Ω
†P01Ω|l〉e−βω0(−1)
l/2
.
Now assuming that Ω is a projection operator, that is,
Ω = |ψ〉 〈ψ|, we can further simplify and write X(t) in
polar form to obtain Eq. (18). On the other hand, if Ω
is taken to be a unitary operator, we obtain Eq. (19).
Appendix B: Dynamics with a spin environment
We now consider the total system-environment Hamil-
tonian H = HS +HB +HSB, where
HS =
ω0
2
σz, HB =
∑
i
ωiσ
i
x, HSB = σz ⊗
∑
i
λiσ
i
z .
Once again, since [HS , HSB] = 0, this is a pure dephasing
model. Our aim is to then calculate 〈σ±(t)〉. We note
that eit(HB+HSB) |l〉 = eit(HB+(−1)
lV ) |l〉, where
V =
∑
i
λiσ
i
z . (B1)
Using the completeness relation
∑
s |l〉 〈l| = 1, we can
simplify σ±(t) = e
iHtσ±e
−iHt to find
σ±(t) = e
±iω0teit(HB±V )e−it(HB∓V )σ±. (B2)
We now consider initial states of the form
ρ(0) = ρS(0)⊗ ρB, ρB = e
−βHB/ZB. (B3)
For simplicity, we only show the calculation for 〈σ+(t)〉.
Using Eq. (B2), we obtain
〈σ+(t)〉 = Tr[σ+(t)ρ(0)]
=
eiω0t
ZB
〈σ+(0)〉TrB[R(t)e
−βHB ], (B4)
where R(t) = eit(HB+V )e−it(HB−V ). Our remaining task
is to compute TrB [R(t)e
−βHB ]. To this end, we first
write R(t) as eit
∑
j αj(~n
j
1·~σj)e−it
∑
j αj(~n
j
2·~σj), where ~nj1 =
1
αj
(ωj , 0, λj), ~n
j
2 =
1
αj
(ωj , 0,−λj) and αj =
√
ω2j + λ
2
j .
The exponentials can then be combined and the resulting
expression is further simplified to obtain
TrB[R(t)e
−βHB ] = 2N
∏
j
cos cj cos(iβωj), (B5)
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where cos cj = 1 − 2
(
λj
αj
)2
sin2(αjt), and ZB =
2NΠj cos(iβωj). Putting it all together, we finally have
that
〈σ+(t)〉 = 〈σ+(0)〉e
iω0t
∏
j
{
1− 2
(
λj
αj
)2
sin2(αjt)
}
.
(B6)
We now consider initially correlated states of the form
ρ(0) =
1
Z
Ωe−βHΩ†
As before, we find that 〈σ+(t)〉 = TrS,B[e
iω0tR(t)σ+ρ(0)].
To simplify ρ(0), we use the fact that e−βH |s〉 =
e(−1)
s+1βω0/2e−β(HB+(−1)
sV ) |s〉. We then have
〈σ+(t)〉 =
eiω0t
Z
[
〈0|Ω†σ+Ω|0〉e
−βω0/2TrB[R(t)e
−β(HB+V )]
+ 〈1|Ω†σ+Ω|1〉e
βω0/2TrB[R(t)e
−β(HB−V )]
]
.
(B7)
We now sketch the calculation for TrB[R(t)e
−β(HB+V )]
as the calculation for TrB[R(t)e
−β(HB−V )] is very sim-
ilar. The trick is to write TrB[R(t)e
−β(HB+V )] as
TrB[e
−it(HB−V )eiγ(HB+V )] we have defined γ = t + iβ.
The exponentials can then be manipulated as before to
obtain
TrB[R(t)e
−β(HB+V )] = C0Πj (Aj − iBj) ,
where Aj = 1 − 2(
λj
αj
)2 sin2(αjt), Bj =
2(
λj
αj
)2 tanh(βαj) sin(αjt) cos(αjt), and C0 =
Πj2 cosh(βαj). We can then further simplify to
〈σ+(t)〉 =〈σ+〉e
iω0te−Γ(t)×∑
l〈l|Ω
†σ+Ω|l〉e
−βω0(−1)
l/2e−i(−1)
lΦ(t)∑
l〈l|Ω
†σ+Ω|l〉e−βω0(−1)
l/2
,
where
Γ(t) =
∑
j
Γj(t), Φ(t) =
∑
j
Φj(t), (B8)
and Fj(t) = Aj(t) + iBj(t) = e
−Γj(t)eiΦj(t). It is then a
simple matter of specifying that Ω is a projection opera-
tor or a unitary operator to work out the dynamics.
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