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The peptide sequencing problem is that of determining the amino acid sequence of a peptide
from the mass spectrum produced by the peptide via a tandem mass spectrometry process.
This problems has been extensively research in the past decade – the methods are classified as
database search methods or de novo methods.
This thesis focuses on database search methods for peptide sequencing and in particular,
on spectra from the GPM database. Past research [1, 2] have shown that GPM spectra are
particularly challenging as the are many missing peaks and relatively few short sequences, also
known as tags that can be found from these spectra.
This thesis proposes a database search peptide sequencing algorithm, called PMF-MI (Parent
Mass Filter with Mass Index), that work well on spectra with missing peasks and few tags, such
as the GPM database. The main idea in PMF-MI is to use the parent mass as an effective filter
for the set of putative peptides to be considered. Then, this set of putative peptides can be
globally matches against the given spectrum for scoring. This method eliminates the need for
having tags to filter the peptide database.
Similar ideas have been proposed in the past [3]. However, in our work, we push this idea
further by performing a full pre-indexing of all the peptides in the database by their parent
masses. This pre-indexing of the peptide database has to be performed only once and based
on current database sizes, the entire index uses only 20GB. A typical parent mass of a given
spectrum will produce a set of about 200,000 putative peptides on average.
We ran our PMF-MI algorithm on the GPM spectra where the annotated peptide agrees
with the precursor peptide mass of the spectra. On this dataset of 877 spectra, our PMF-MI
algorithm is competitive with INSPECT, the state of the art database search method today.
Our PMF-MI recovered 367 correct peptides compared to 376 for INSPECT (based on top 10
ranked results).
One limitation of the PMF-MI is that it requires an accurate parent mass for it to be effective.
To test this hypothesis, we also ran the PMF-MI algorithm on the entire GPM database using
the actual peptide mass of each input spectra 1. In this case, PMF-MI performed better (577
for PMF-MI compared to 562 for INSPECT).
This observation leads us to the next contribution of the thesis, which is an algorithm to
compute the correct putative parent mass of a given spectrum.
To do this, we examine the peaks which make up the spectra and propose that there are
more pairs of peaks which sum up to the parent mass (with one of the pair representing part of
the protein and the other representing the remaining part) than pairs of peaks which sum up to
any random mass. We supplement our PMF-MI algorithm with this corrected mass and show
that we can now recover 404 correct peptides then compared to 367 correct peptides without
using this corrected mass.
1To compute the actual peptide mass, we take the sum of the masses of the amino acid which constitutes
the actual peptide that produces the spectra. Note that we are naturally without the benefit of this information
when sequencing an unknown peptide.
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The Human Genome Project was an international scientific research project with the aim of
determining the sequence of nucleotides which makes up DNA and to map the 25000 genes of
the human genome. The project began in 1990 and was completed in 2003.
The key benefits of this project was to provide new directions for advances in medicine and
biotechnology. For example, genetic tests is possible to determine the likelihood for cancer,
cystic fibrosis and other diseases. Investigations of hereditary diseases can narrow down the
cause to a target gene. However, since the complete DNA is found in every single cell of our
body (save a few exceptions), the search for the erroneous gene within the 3 billion or so base
pairs of nucleotides effectively becomes a search of a needle in a haystack. The existence of
introns or non coding regions further implicates the problem.
To determine the location of the erroneous DNA, we can investigate the proteins found in
the faulty part of the body. Specific proteins are only expressed in specific parts of the body (For
example, only our saliva glands can produce an enzyme; which is a protein, that breaks down
starch). A protein is made up of a sequence of any of the 20 possible amino acids translated
from DNA. By sequencing the protein, we can back-track and obtain the coding region of DNA
responsible for that error.
Sequence analysis of proteins and peptides is not limited to the primary structure of proteins,
but also the analysis of post-translational modifications. The identification of proteins can be
combined with the development of functional characterization, like regulation, localization and
1
modification, for deeper insight into cellular functions.
Protein sequencing is done by either a manual method called the Edman Degradation (via
chemical analysis) or by studying the output of a Mass Spectrum. Since the output can be pro-
cessed by software, the mass spectrometry approach is much faster then the former. Extensive
studies from multiple research teams have also made progress in improving the accuracy and
speed of sequencing via Mass Spectrometry .
1.1 The peptide sequencing problem
Sequencing by mass spectrometry is done by using a combination of enzymes to cleave the
protein into peptides and then passed through a mass spectrometer to separate them. A selected
peptide is then passed through the mass spectrometer a second time to obtain its constituent
fragments. The output is analyzed either by searching through a database, or by de novo
sequencing of the peptide. De Novo sequencing is sequencing of the peptide without prior
knowledge about its sequence. The difference is artificial, as de novo sequencing can be seen as
simply a database search of the universe of all possible peptides.
Essentially, the peptide sequencing problem is to derive the sequence of peptides given
their MS/MS spectra. For an ideal fragmentation process and an ideal mass spectrometer
the sequence of a peptide could be simply determined by converting the mass differences of
consecutive ions in a spectrum to the corresponding amino acids. This ideal situation would
occur if the fragmentation process could be controlled so that each peptide was cleaved between
every two consecutive amino acids and a single charge was retained on only the N-terminal
piece. In practice, the fragmentation processes in mass spectrometers are far from ideal. As a
result, de novo peptide sequencing remains an open problem and even a simple spectrum may
require tens of minutes for a trained expert to interpret.
Complications in peptide sequencing
As mentioned, as long as humans (and the machines they build) continue to be imperfect,
sequencing will continue to be plagued with noisy or missing peaks. Addition difficulties in
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sequencing arises from the facts that simple de novo sequencing is not mutation tolerant and
are not effective for detecting types and sites of sequence variations [4]. Another problem is
that almost all protein sequences are post-translationally modified and as many as 200 types of
modifications of amino acid residues are known [5].
Due to the above-mentioned problems, it is often hard, if not impossible to obtain the full
sequence by just de novo sequencing alone. The solution to solving this problem is to instead
perform database search using filtration techniques and this has been well documented in mul-
tiple sources [6, 7, 8, 9] by using short sequences called peptide sequence tags (henceforth simply
referred to as tags) obtained through de novo methods. The study of filtration is central to
peptide identification by database search because by reducing the number of database candi-
dates, we are able to apply more sophisticated and computationally intensive algorithms which
is simply not possible with the large number of candidate sequences [10].
A common approach to tag generation is to perform partial de-novo sequencing to obtain
several candidate tags to accommodate scoring inaccuracies and then to compare these sequences
with a database of known peptides to obtain a listing of possible sequences. The theoretical
spectra for these sequences are then matched with the experimental spectrum and then scored
to determine the sequence that best explains the spectra.
A longer tag is desired as it narrows down the number of candidate sequences. In [11], Ning
et al discussed a tag generation method by producing tags (which join the peptides of a specific
ion type) in the extended spectrum graph (more details in the later sections) and then joining
these tags end to end to obtain a longer tag.
Problem formulation
The mass spectrometer output is characterized by a pair of mass/charge and intensity values.
This is commonly represented as a graph with a single straight line for each pair (also known
as a peak). An example of an ideal mass spectrum output is show in Figure 1.1. The Y-axis
represents the intensity, frequently normalized to a real number between 0 and 100. The X-axis
represents the mass charge of the ion responsible for that peak.
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Figure 1.1: In the ideal case, the mass spectrum output clearly highlights all possible
fragments of a peptide and the sequence can be determined by determining the mass differ-
ence between the peaks. The X-axis represents the mass/charge and the Y-axis represents
the intensity. Each vertical line (termed as a peak in a Mass Spectrum output) corre-
sponds to a pair of value (intensity, mass/charge) in the mass spectrum output file. The
mass/charge of the 3 labeled peaks corresponding to the amino acids in this diagram are
given as V = 99, A = 71 and Q = 128. There are a total of 20 possible amino acids. We
call a continuous sequence of peaks which results in a peptide sequence a ladder as the
peaks look like the rungs of a ladder. An incomplete ladder occurs when some peaks (the
rungs of a ladder) are missing. For example if the peak between Q and L are missing, this
would be an incomplete ladder.
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Essentially, the core of protein sequencing is finding the mass difference between each peak
and its corresponding amino acid. In this case, the first three characters of the sequence are
read as ’V’ ’A’ and ’Q’, corresponding to mass of 99, 71 and 128 respectively.
The reader should take this with a grain of salt and is reminded that this has been greatly
simplified. In the real world, consideration have to be made that each peak may represent an
actual ion of varying charges - for example a peak with mass charge of 100 would have an actual
mass of 199 (because it acquired an additional proton, so we have to subtract the mass by 1
to obtain the ion’s actual mass) if it was charge 2. Each peak may also be one of several ion
types, may have undergone neutral losses (losses in the water/ammonia side groups) or may
have undergone post translational modifications. As this is the introductory section, we try to
keep things as simple as possible, but we will go more in depth and explain these real world
problems in the next chapter.
Considering multiply charge peaks adds an additional layer of complexity into the already
complex problem. Because of the complexity of considering multiply charge peaks, most existing
algorithms have considered only charge 1 peaks. This is discussed more in detail in the literature
review section.
1.2 Existing work
While protein sequencing is still a relatively new science, multiple research teams have made
strides in efficiently sequencing peptides. This section will roughly describe the key ideas of the
various work done by these teams in layman’s terms. A more detailed overview will be given in
the literature survey section in the next chapter.
As mentioned, in general peptide sequencing via mass spectrometry can be classified into
two areas, namely, de novo sequencing and database search. Several research teams such as
Pevzner’s [12, 13] work on both areas simultaneously. The rational for so is because most
approaches for database search require the use of short peptide sequences, or tags to be used
as a filter when searching the database. The algorithm for obtaining the tags is a de novo
algorithm.
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Searching databases with masses and partial sequences (sequence tags) derived from mass
spectrum data give more reliable results [7, 14, 15]. For unknown peptides, de novo algorithms
[16, 17, 18, 19, 12, 20, 21] are used in order to predict sequences or partial sequences. However,
the prediction of peptide sequences from mass spectrum is dependent on the quality of the
data, and this result in good predicted sequences only for very high quality data. Most existing
algorithms for peptide sequencing have been focused largely on interpreting spectra of charge
1. Even when dealing with multiply-charged spectrum, they assume each peak is of charge 1.
Only a few algorithms take into account or explicitly make known that they taken into account
spectra with charge 2 or higher [12, 20, 6].
For database search by using squence tags to work, we are reliant on the fact that the tag
generation algorithms can indeed produce reliable tags. For poor quality spectra with singular
non-consecutive fragments; it is impossible to form a one amino acid length edge between
these fragments therefore resulting in inaccurate tags. Since de novo techniques rely on linking
consecutive fragments to at the very least form partial sequences.
1.3 Key contributions in this thesis
In this thesis, we propose to use a simple filtration technique of using the parent peptide mass
to filter candidate sequences and argue that while this does not work for post translationally
modified peptides, it will perform well for reasonably accurate non filtered (in terms of precursor
ion mass) spectras with non consecutive fragments. We demonstrate this by analyzing two
popular data sets and comparing our results against Inspect which performs database search by
using their tag based approach and show that our method works well for an unfiltered dataset.
To improve the running time, we further preprocess the database sequences by indexing all
possible fragmention points for each sequence. In this way, when scoring a theoretical spectrum,
only sequences which matches each fragmentation point is scored (instead of the need to score
all sequences).
A key idea in our updated method is that in comparing the spectras between that from the
candidate sequences and the experimental spectrum, we take into account the multiply charged
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aspect of these sequences which results in a higher sensitivity.
The main drawback of filtering by precursor mass as well as in our spectrum graph approach
is that it requires the precursor mass to be accurate. In this context, an accurate precursor mass
is one in which the the difference between the precursor mass and its given sequence mass is
insignificant (i.e. their mass is almost the same).
To resolve this problem, we make use of the idea that the peaks caused by the fragmentation
points of a peptide would occur much more frequently then noise or other contaminants. These
peaks can be either the prefix or suffix ion type. A simple method to make use of this idea
would be to use a simple histogram to obtain a set of convoluted mass. This histogram counts
the frequency for a mass m, where m is obtained by summing the mass charge ratio of every
possible pair of peak in the mass spectrum by treating each pair as possible B and Y ion pairs.
We further refine our histogram by using a graph base approach to generate tags of different
orientation and scoring them appropriately. We show that parent mass convolution has the
potential to improve sequencing results. We also show that this method on its own, is useful
in determining the goodness of a spectra by comparing the sequencing results of Inspect on a
subset obtained by the mass convolution.
1.4 Report organization
The first chapter will give an brief overview of the Peptide Sequencing problem as well as several
approaches to solve the problem. We will also describe a graph model for this problem which
is used in this research project.
Chapter 2 of this document will touch on the available literature in the area of protein
sequencing. We will discuss about the various de novo approaches as well as the database
search approaches. We will also formulate the problem and explain the spectrum graph used in
this thesis.
The first part of Chapter 3 will analyze the different data sets that we have used in our
experiments. We compare the Amethyst dataset from the Global Proteome Machine (GPM)
[22] and a dataset from the Institute for Systems Biology (ISB) [23] to determine the distribution
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of correct peaks (based on their given sequences). In this subsection, we analyze these datasets
by determining the number of true peaks which is the number of correctly identified peaks,
the longest consecutive peaks which is the maximum length tag that can be found by linking
length 1 amino acids across the true peaks and tag coverage which is a percentage of the entire
peptide sequence that can be found. The purpose of these analysis is to determine the upper
bound on possible tag lengths on each sequence; as well as to support an alternative approach
in sequencing, which allows us use all information from the true peaks instead of only the
consecutive peaks.
We then describe some approaches that we have used as a measurement of comparison
for tag sequencing results between the different algorithms, basing our results against that by
PepNovo [12]. Our measure of comparison is by measuring the number of correct tags (meaning
tags which is a substring of the given sequence) found in the top R ranks as well as the average
rank of the first correct appearing tag.
We also discuss observation is that any larger fragments which consists of the sub fragments
have a relationship with the correctness of the smaller sub fragment. While we do not know
which fragments are correct or wrong, we can influence the scoring function negatively if the
larger fragment has a low probability of occurring as it is likely to indicate that the smaller
fragment is a noise in the first place. We term our improved scoring function the lookahead
scoring function. We introduce some variants of these scoring methods and compare them for
effectiveness.
In Chapter 4, we revisit an old method by Yates [4] of using a simple filter by using the
precursor mass in database search. Using the results found in Chapter 3, we have determined
that in filtered datasets (such as the GPM datasets) where a high number of unconnected true
peaks (resulting in poor tag lengths), the conventional tag-based approach does not work well.
Instead by simply filtering the database by just the precursor mass, there is no requirement for
connected true peaks since the theoretical spectrum for each candidate sequence is generated and
matched against the experimental spectrum. In our work, we have also made an optimization
in the database filtering step by first preprocessing the database to build a mass index so that
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peptides which matches a certain mass could be quickly retrieved in constant time.
Finally, we discuss a method for parent mass convolution to improve the upper bound for
sequencing results. We show that with mass convolution, the upper bound for filtering by
precursor mass has improved. We further show that by using the results of mass convolution,






Proteins are large molecules made up of a linear chain of amino acids. The amino acids in the
molecule are joined together by peptide bonds between the carboxyl and the amino groups of
adjacent amino acid residues. Peptides have the same structure as proteins but are shorter in
length. In the course of this thesis, we would be mainly working with peptides.
In general, proteins are made up of a chain of 20 amino acids. Shortly after synthesis in the
body, a protein may undergo post translational modification which changes its molecular mass
and its function. The commonly occurring amino acids are of 20 different kinds which contain
the same dipolar ion group H3N+.CH.COO-. They all have in common a central carbon atom
to which are attached a hydrogen atom, an amino group (NH2) and a carboxyl group (COOH).
The central carbon atom is called the Calpha-atom and is a chiral center. All amino acids
found in proteins encoded by the genome have the L-configuration at this chiral center. This is
illustrated in Figure 2.1.
The primary structure of a segment of a polypeptide chain or of a protein is the amino-acid
sequence of the polypeptide chain. Figure 2.2 shows an example of such a chain. The two ends
of each polypeptide chain are chemically different: in the end that carries the free amino group
is called the amino, or N terminus end. The end that carry the free carboxyl group is known
as the carboxyl or the C terminus group. The amino acid sequence is always read from the N
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Figure 2.1: This diagram shows the common structure in the 20 different kinds of amino
acids. The ’R’ group differentiates the amino acids. A protein is formed by linking the
amino acids between their carboxyl (’CO’ group) and their amino groups (’N’ group).
to C direction.
2.2 Mass spectrometer
Mass spectrometry is used to split up a protein into its constituent peptide fragments. It is
still, however, too complex to start sequencing these peptide fragments. By performing Mass
Spectrometry a second time (known as MS/MS) on these individual peptide fragments to get
their constituent ions, we are then able to determine the amino acids that make up each peptide
fragment. The challenges in identifying these peptides lie in, but not limited to, the somewhat
inaccurate readings of mass spectrometers, the magnitude of possible post translational mod-
ifications and the processing power of hardware over the numerous probable combinations of
sequences. However, recent advances in mass spectrometry instrument technology have made
it possible to detect proteins at very low concentrations, at an accuracy of a few parts per
million. There are several configurations of mass spectrometers that provide MS/MS data with
sufficient mass accuracy to deduce peptide sequences of enzymatically digested proteins from
low energy CID (Collision-Induced Dissociation) MS/MS spectrum (as shown in Figure 2.3 ).
Coupled with improvements in computer hardware and algorithms for analysis, mass spectrom-
etry, particularly tandem mass spectrometry, is rapidly becoming the method of choice for the
high-throughput identification of proteins.
The protein is digested by an endoprotease, and the resulting solution is passed through a
high pressure liquid chromatography column. At the end of this column, the solution is sprayed
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Figure 2.2: Each type of protein differs in its amino acid sequence. Thus the sequential
position of the chemically distinct side chains gives each protein its individual properties.
The two ends of each polypeptide chain are chemically different: the end that carries the
free amino group (NH3+, also written NH2) is called the amino, or N-, terminus; and the
end carrying the free carboxyl group (C00? also written COOH) is the carboxyl, or C-,
terminus. The amino acid sequence of a protein is always presented in the N to C direction,
reading from left to right.
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Figure 2.3: In tandem mass spectrometry (or MS/MS) ions with the mass-to-charge
(m/z) ratio of interest (that is, parent or precursor ion) are selectively reacted to generate
a mass spectrum of product ions. CID, collision-induced dissociation; IRMPD, infrared
multi-photon photodissociation; SID, surface-induced dissociation.
out of a narrow nozzle charged to a high positive potential into the mass spectrometer. The
charge on the droplets causes them to fragment until only single ions remain. The peptides
are then fragmented and the mass-charge ratios of the fragments measured. (It is possible to
detect which peaks correspond to multiply charged fragments, because these will have auxiliary
peaks corresponding to other isotopes – the distance between these other peaks is inversely
proportional to the charge on the fragment). The mass spectrum is analyzed by computer and
often compared against a database of previously sequenced proteins in order to determine the
sequences of the fragments and the overlaps in the sequences used to construct a sequence for
each peptide.
2.2.1 Mass spectrum output
The output of the mass spectrum includes the mass and maximum charge of the parent ion
(also known as precursor ion) which is used to generate the mass spectrum. The main data
consists of multiple pairs of values each corresponding to a mass/charge point and its intensity.
We refer to each pair of data as a peak.
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In the ideal case, a peptide would cleave at exact fragments to produce the spectrum in
Figure 1.1 (Seen in Chapter 1 of this document). By reading the mass difference between each
peak, we are able to cross reference the amino acid table to determine the amino acid responsible
for the edge.
Figure 2.4 shows an example mass spectrum output with the true peaks highlighted in
orange, with links between these identified peaks indicating a mass difference between each
peak. The letter above each link shows their corresponding amino acid. The Y axis of the
mass spectrum indicates the intensity (i.e. a longer line have a greater intensity), while the X
axis of the mass spectrum indicates the mass charge. The black peaks represent either noise
or impurities in the mass spectrometer input. Naturally, in the process of sequencing, we are
without the benefit of knowing which are the true peaks and that identifying the correct peaks
is a large part of the process in obtaining the sequence!
Hence in Figure 2.4 we can obtain the sequence ”VNHAVLGYGE”.
Figure 2.4: This figure shows a sample MS/MS spectra from the GPM dataset. The X-
axis represents the mass-charge and the Y-axis represents the intensity. The orange lines
identify the fragments representing the B ions in the spectrum. The black lines denote
either noise, or peaks formed from other fragment ions. Note that the GPM datasets are
filtered datasets containing about 50 peaks. Most unfiltered datasets have at least 500
peaks!
However in the real world, this is not so. Peptides can cleave at different positions to form
different ion types. They may also be cleaved at two points to generate an internal ion. A
peptide may then undergo a set of water or ammonia loss, known as neutral losses in part of
the amino acid subgroups. Each ion may further take 1 or more charges and in addition, noise
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Figure 2.5: shows the possible fragmentation points of a peptide which produces the
different ion types formed during the mass spectrometry process.
exists to further complicate the spectrum (See Figure 2.4). These are explained more in detail
in the next subsection.
Ion types
The spine of a peptide contains three types of covalent bonds, C-C, C-N, and N-C. Any of these
may be broken, and the ions resulting from the breakage are named A, B, C, X, Y and Z, as
shown in Figure 2.5. Note the conventional layout of a peptide, with the amino-end at the left.
Recall that the orientation of the peptide is always orientated from the N terminal to the
C terminal (left to right). Consequently, the A, B and C ions are referred to as the prefix ions
and the X, Y and Z ions are referred to the suffix ions.
If we are to observe a fragment ion by tandem mass spectrometry, it is not enough simply
to break the parent ion: one of the daughters must acquire a positive charge, so that we are
able to detect it. Figure 2.6 show the mechanisms by which A, B, C, X, Y, and Z ions may
become charged.
These mechanisms are not all equally plausible. Y ion formation is the most likely to happen,
and Y ions are the ones most frequently seen. B ions are also very common. As B ions are
ring-shaped, B1 ions are never seen. A ions are also common, but large A ions are rarer than
small ones. C and X ions are rarely seen. The existence of Z ions is doubtful.
Other ion types which we may encounter are ’internal’ ions, shown in Figure 2.7.
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(a) Formation of A and X ions
(b) Formation of B and Y ions
(c) Formation of C and Z ions
Figure 2.6: The above diagrams shows the formation of the different ion types as a result
breaking the covalent bonds at different positions along the protein backbone.
Figure 2.7: This digram shows the formation of an internal ion caused by breaking the
covalent bonds at two positions along the protein backbone.
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Multiply charged ions
We are also likely to see doubly-charged ions, and possibly ions with more than two positive
charges. If an ion with a mass of m acquires a second proton, its mass becomes m+1 and its
charge becomes 2. Consequently its M/z ratio becomes (m+1)/2. Acquisition of a third proton
would reduce its M/z ratio to (m+ 2)/3; and etc.
Neutral losses
Certain amino-acids carry a water or ammonia subgroup. In the process of mass spectrometry,
the fragments carrying these amino-acids may lose these subgroups. This results in a modifica-
tion to the fragment mass. In losing a water subgroup, the resultant M/z ratio value becomes
m− 18 and in losing an ammonia subgroup, the resultant M/z ratio value becomes m− 17.
Post translational modifications (PTMs)
The complexity of protein structure is in part by the post-translational modifications that may
occur after it is synthesized in the body or in a test tube. Several of the more common post
translation modifications include glysosylation and acetylation, which modifies the chemical
structure of the protein.
Unlike the modifications caused by the different ion types and/or being multiply charged
and/or having neutral losses; post-translation modifications already affect the mass of the parent
ion being fed in the mass spectrometer machine. This is because it is the parent ion which has
undergone the PTM (and not its constituent fragments). Consequently the parent ion mass will
not match the mass derived from its sequence.
For the purpose of our thesis, we will largely be ignoring the effects of post translational
modifications in our experiments.
2.2.2 Interpreting the mass spectrum
The mass spectrum output makes available to us two sets of information - the parent ion mass
(which resulted in the mass spectrum) and the multiple M/z - intensity pairs, or peaks. To avoid
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confusion with the other types of mass spectrum below, we define the original mass spectrum
output (which is our program input for sequencing) as the experimental spectrum.
As noted in the previous section, the M/z value of each peak is caused by the occurance of
one possible ion type t (of a fragment), one or more possible neutral losses h and one or more
charge z. Additionally, if the fragment is the site of a PTM p, there is a further shift in mass.
We note that each of these mass modifications are independent of each other and therefore
point out that each peak can be annotated as |Z| × |T | × |H|1, possible fragments, where Z
is the set of all possible charges, T is the set of all possible ion types and H is the set of all
possible neutral losses. For example a peak annotated (B,−H2O,+2) means that the ion that
had caused the peak was a B-ion with water loss and has a charge of 2.
We therefore need a way of representing these information. A graph is an obvious candidate,
in which each vertex represents an interpretation of a peak, and edges between any two vertex
are formed when the interpreted mass difference corresponds to any amino acid.
However this still does not allow us to obtain any sequence as due to the numerous possible
vertex and noisy peaks, we can obtain a huge number of possible paths. A good scoring function
to weigh the right path heavily is thus required, and once this is obtained, it becomes a trivial
longest path problem. The method of obtaining the sequence by observing the mass difference
between peaks is called de novo sequencing.
2.3 Modeling the peptide sequencing problem
As this is a continuation of the works by the authors of [11, 18], we shall use the same terms used
in their paper. Each peak (corresponding to a peptide fragment) in the spectrum is considered
with every possible annotation in the annotation set to form a vertex. An annotation set is
the set of all possible combinations of charge, ion type, ion modification and denoted as z, t, h
respectively. This shall be described in greater detail below.
To start off, let us define an experimental mass spectrum S = p1, p2, p3..pn where pi is the
1please note that in this context H does not refer to the hydrogen atom, but to the set of all possible neutral
losses.
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ith peak from the left (i.e. it is the ith mass-charge, if the mass-charge(s) are arranged from
smallest to largest). Each peak pi is defined by a pair of values; its mass-charge and its intensity
of occurrence. Furthermore, it is known that the mass spectrum S is formed by a parent ion of
maximal charge α and mass M from some unknown peptide ρ = (a1a2a3...al) where aj is the
jth amino acid in the sequence. The goal of solving this problem is to identify the amino acids
which make up ρ.
Formally, the parent ion mass is thus given by




If we consider any prefix fragment ρk = (a1a2..ak) where k < l it would have mass m(ρk) =
∑k
j=1 m(aj). Suffix masses are defined similarly and all possible prefix and suffix masses would
thus form the ”full ladder” of the peptide.
2.3.1 Theoretical spectrum
Thus with the above information; given any peptide sequence, we should be able to determine
the masses of all the possible peptide fragments which can result from any prefix or suffixes.
As mentioned previously, each peak belong to a set of possible peptide fragment ions. Each
peak p in the spectrum can thus be characterized by the charge groups z, the different ion types
t, and the neutral loss incurred by the ions h. This is summarized in Tables 2.1. Thus we can
annotate each peak with the following annotation {z, t, h}.
There exists some peptide fragment q with annotation (z, t, h) which will produce an ob-
served peak pi in the experimental spectrum S that has a mass-charge ratio mz(p), that can
be computed by modifying the mass with the shifts as specified in the tables above. Thus we
can say peak pi supports fragment q and fragment q is explained by peak pi. A fragment q
can be explained by multiple peaks. Due to the number of possible annotations a peak can be
interpreted, it can thus also support multiple fragments.
We define the theoretical spectrum TS(ρ) to be the set of all possible observed peaks that
may be present in an experimental spectrum a known/suspected peptide ρ. This is done by
generating all possible fragmentation points (termed as a full ladder) of a peptide sequence
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+ H+ (S + 1)/2
3
∑
+ H+ + H+ (S + 2)/3
4
∑
+ H+ + H+ + H+ (S + 3)/4
5
∑
+ H+ + H+ + H+ + H+ (S + 4)/5
(a) Different Charge Groups
Ion type t Composition M/Z Ratio
A
∑
+ H − CO S − 27
B
∑
+ H S + 1
C
∑
+ H + NH + H + H S + 18
X
∑
+ OH + CO S + 45
Y
∑
+ OH + H + H S + 19
(b) Different Ion Types
















(c) Different Neutral Losses
Table 2.1: The above tables shows the annotation sets for pseudo peaks. The symbol S
indicates the fragment mass before it undergone the specified mass shift. (a) shows the
possible charges, (b) shows possible ion types and (c) shows possible neutral losses. The
first column of each table shows the type of each mass shift that can arise for each of (a),
(b) and (c). The second column shows the composition resulting from the corresponding
type. For example the third row in (b) corresponding to ion type C has a composition of
∑
+ H + NH + H + H, which indicates that the fragment mass (indicated by
∑
) have been
modified by the addition of a NH molecule and 3 protons. The last column indicates the
resultant mass after the modification, which is the mass of the original fragment modified
by composition specified in the second column.
20
then modifying their mass for all possible annotations. This theoretical spectrum will not have
intensity values since we are unable to model the physical nature of how probable each ion is
formed. An example full ladder and its corresponding theoretical spectrum is illustrated in
Figure 2.8.
2.3.2 Extended spectrum
The problem with the spectrum is that each peak in the spectrum do not correspond to frag-
ments of the peptide but rather one of several possible ions. Each of these ions have one of
several possible neutral losses and one of several possible different charges. We think of each pos-
sible combination of as a possible annotation of a peak. Since we do not know which annotation
a peak represents, we would need to consider all possible annotations.
Thus, to have a better representation of the problem, we extend each peak by generating a
set of pseudo peaks which has a corresponding mass by modifying the original m/z value with
the mass difference for each modification type (seen in Table 2.1). By forming edges between
these masses, we are able to identify the mass differences which corresponds to amino acid(s).
The number of pseudo peaks in the extended spectrum is linear to the set of annotations
we consider. For the purpose of our experiment, we have limited ourselves to only Z = { 1, 2,
3, 4, 5 }, T = { B, Y } and H = { no mod, water loss, ammonia loss } which are the more
commonly occurring annotations.
Each peak in the experimental spectrum would thus generate 5 * 2 * 3 = 30 annotations.
To score the goodness of a candidate sequence, we may either match the experimental spectrum
with the theoretical spectrum, or match the extended spectrum with the fragmentation points
of the candidate sequence. This is because in the theoretical spectrum is a projection of all
possible ions from the candidate sequence whereas the extended spectrum is the projection of
all possible fragmentation points from the experimental spectrum.
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(a) Full ladder
(b) Possible fragments after considering ion-types
(c) Possible fragments after considering ion-types and
neutral losses
(d) Possible fragments after considering ion-types, neu-
tral losses and charges
Figure 2.8: The above diagrams shows the magnitude of all possible ions that can be
formed from a single peptide sequence VAQLEQVY. The X-axis indicates the mass charge
and Y-axis indicates the intensity (which is not used for a theoretical spectrum). The blue
lines indicate the prefix ions (A, B, C) and the red lines indicate the suffix ions (X, Y).
The dotted lines indicate the fragmentation points of VAQLEQVY. The real peaks in the
experimental spectra will contain a small subset of these generated peaks. In addition, the
experimental spectra will also contain peaks caused by internal ions and noise. Notice that
there are some lines that are very close to each other. This indicates that there exist some
peaks that may explain one or more fragmentation points.
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2.4 Extended spectrum graph
As mentioned earlier, we form the extended spectrum so that we can represent all possible
annotations of each peak. Each annotation would correspond to an actual fragment. However,
by doing so, we have greatly magnified the number of peaks in the spectrum and the majority
of these peaks are noise. A way to score these peaks and the paths which can be formed
by identifying the mass difference between these peaks is necessary. To do this, we form the
extended spectrum graph.
As mentioned earlier, each peak in the spectrum is considered with every possible annotation
in the annotation set to form a pseudo peak. In our spectrum graph, we represent each of these
pseudo peaks as a vertex. Each vertex is said to have an corresponding fragment mass which
is its mass/charge ratio modified by its annotation. Recall that we mentioned earlier that each
peak p is produced by a fragment q with an annotation set {z, t, h}. For example, if a peak p
has a mass charge of 100 and is annotated as a charge 1 X-ion with no neutral loss, then from
Table 2.1, we can see that its corresponding fragment mass should be 100 - 45 = 55.
By modeling the problem as an extended spectrum graph, we can now weight each vertex by
determining every vertex’s supporting peaks. A supporting peak is a pseudo peak which supports
a vertex when its (the supporting peak) corresponding fragment mass is within a tolerance of
the vertex’s corresponding fragment mass. We can now use these information to score each
vertex, and also the paths from connected vertices. This is illustrated more clearly in Chapter
3.2.1.
Formally, let us define the extended spectrum graph with the following annotation Gd(S
b
a)
where d is the edge definition as mentioned in the previously, b as the maximum ion charge, and
a as the maximum considered charge. Most of the popular de novo algorithms such as Lutefisk
and PepNovo will consider a maximum charge of 2, even when the maximum ion charge is
greater then 2.
To show the advantages of considering multiple charges, we have a visualization of a real
world GPM dataset a 53.dta as shown in the diagrams below. The figures are generated by
software written expressively for this project. Figure 2.9 shows the difference of the spectrum
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when we consider charges 1, 3 and 5 respectively.
2.5 Literature Review
2.5.1 De novo sequencing methods
De novo methods require high quality spectrum data to work well. Although de novo methods
can sequence proteins not in the database, it is not as accurate as database search methods.
Clearly, this is a more difficult problem than that encountered with database searching ap-
proaches. Although the scoring function is the most important factor in database searching
software, de novo methods also needs to compute the optimal peptide under the scoring func-
tion. This situation is complicated by different amino acids combinations that are identical or
nearly identical masses, and cleavages do not occur at every peptide bond.
Despite the difficulties, many software programs have been developed. The speed an accu-
racy of de novo sequencing have been improved significantly. Some of today’s de novo sequencing
programs, such as Peaks [20] and PepNovo [12] can run at a speed of one second per spectrum
on personal computers. Lutefisk [21] was one of the earliest developed programs. Peaks [20]
has recently attracted attention because of its unique approach and good speed and accuracy.
Peaks [20] was developed by Bin Ma et al, and is composed of mainly 4 steps: (1) Prepro-
cessing, (2) Candidate scoring (3) Refined scoring (4) Global and positional confidence scoring.
The first step consist of preprocessing the raw data - the authors have described that they have
found higher success rate with raw data instead of preprocessed data. The second step uses
a reward penalty system to compute scores for present and missing ions. The third step uses
a more stringent system to recompute the score. In this refined rescoring step, the ion mass
error tolerance is stricter and rewards for immonium ions are now considered (these were not
considered because it would be computationally inefficient to derive from the many sequences in
the second step). The last step computes a confidence score for each of the top scoring peptide
sequences and finally outputs the sequence results.





Figure 2.9: The set of figures above shows the spectrum formed by a 53.dta when we
consider only the Y fragments at (a) charge 1, (b) charge 3, (c) charge 5 annotations.
The yellow lines identify the overlap between the theoretical spectra and the experimental
spectra, as well as the resultant edges that can be obtained. We can see that the number
of overlaps increases when we consider higher charge annotations. Table 2.2 shows the
corresponding suffix fragments (Notice the fragment chain starts from the end).
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Prefix Fragment M/Z Neutral Loss Fragment Error
E 1162.61 No Mod 0.01
SLQQ 706.364 No Mod 0.006
MAE 375.244 No Mod 0.006
V 259.146 Ammonia Loss 0.007451
(a) Charge 1
Prefix Fragment M/Z Neutral Loss Fragment Error
E 1162.61 No Mod 0.01
SL 314.14 Water Loss 0.02
QQ 706.364 No Mod 0.006
MAE 375.244 No Mod 0.006
V 259.146 Ammonia Loss 0.007451
(b) Charge 3
Prefix Fragment M/Z Neutral Loss Fragment Error
E 1162.61 No Mod 0.01
S 259.14 Water + Ammonia Loss 0.24
L 240.11 No Mod 0.24
QQ 706.364 No Mod 0.006
MAE 375.244 No Mod 0.006
V 259.146 Ammonia Loss 0.007451
(c) Charge 5
Table 2.2: This table shows the prefix fragments identified from Y ions when considering
charges up to (a) charge 1 (b) charge 3 (c) charge 5. The first column indicates the amino-
acid sequence that is responsible for the mass difference between itself and the fragment in
the row above it. The second column indicates the mass/charge of the ion found, the third
column indicates the ion’s neutral loss and the last column indicates the error between the
fragment and it’s actual sequence mass. We can clearly see as we consider higher charges,
we are able to identify more fragments to sequence the mass spectrum.
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a spectrum graph for sequencing. The key difference lies in Pepnovo using a probabilistic
network to model the chemical and physical rules that govern the peptide fragmentation. The
heart of Pepnovo’s scoring function is a hypothesis test, which tests that a mass m is a genuine
cleavage in the spectrum S vs. the peak is caused by a random process. The edges between two
adjacent nodes reflect two types of dependencies and casual relation. The dependencies are the
correlation between the ion types, intensities and neutral losses.
The Lutefisk [21] algorithm was developed by Taylor and Johnson. A brief description of
Lutefisk is as follows - the first step is to import a centroid list of ion masses and intensities.
Using a variety of filtering techniques, a small set of ions - typically between 30 - 60 ions
is selected for sequence analysis. The next step is to convert the ions into a graph of their
corresponding ion masses to form the sequence graph. Once the sequence graph has been
determined, partial sequences are generated by starting at one end of the graph, traversing the
edges which correspond to amino acid masses which will generate several thousand subsequences.
Once the sequence generation has completed, the sequences are examined to see if they contain
long contiguous strings of similar ion types; alternating sequences of ion types are discarded
and in addition, the remaining sequences should be able to account for a large number of peaks
in the experimental spectrum. A scoring algorithm was then used to rank the sequences.
In the Sherenga [19] algorithm, the authors designed a method to learn ion types from a
training set of experimental spectra of known sequences, without knowing the fragmentation
pattern. After the ion types were learnt, the experimental spectrum was transformed into a
spectrum graph using a set of ion type annotations. Each annoted ion type forms a vertex and
edges were then formed between adjacent vertices if their mass difference corresponds to that
of an amino acid. The peptide sequencing problem is now reduced to the longest path problem.
One problem is that a path may use multiple vertices which correspond from the same spectrum
peak.
While it is hard to compare between the various software as they are tuned for different
spectrum databases, PepNovo is generally regarded as the most accurate sequencing method
for short peptide sequences. In additional PepNovo is able to able to consider post translational
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modifications while retaining its fast running speed. However one of the flaws of all the methods
described previously is that they failed to consider higher charge ions which are present in the
spectrum data.
2.5.2 Database search methods
When the peptide of interest is known to be in a protein database, database searching is the
most widely used approach for identification. In database searching software, the proteins in
the database are digested virtually into peptides and each resulting peptide is compared with
the input spectrum. Different software uses different criteria to determine the likelihood that
the identified peptide is actually that seen in the spectrum. The two most common criteria are
(i) the peptide mass and (ii) the number and intensity of the peaks matched by the theoretical
spectrum.
The most widely used database search algorithms for analyzing mass spectra of peptides has
been software such as SEQUEST [6], MASCOT [24], Inspect [13] and Ning’s work on database
searching using Greedy Best Strong Tags (GBST) [25]. Sequest and Mascot algorithms work by
generating a special kind of spectrum graph (known as the extended spectrum graph from the
database sequences; then score these candidate sequences against the observed spectrum. The
best match between the experimentally determined mass spectrum and the theoretical spectrum
is made via a combination of an ion intensity-based score plus a cross-correlation routine. The
problems with these algorithms are that they only considered the ions of the mass observed
for a particular spectrum, so they can work well for peptide sequences already in the database,
but perform badly for peptides with post-translational modifications or other variations. It is
well known that it is almost impossible to find a peptide sequence that matches exactly (100%
match) with an entry in the database. Instead, many methods rely on matching much shorter
sequences called tags [14, 7, 15]. However, for some of them [14], these simple assumptions limit
the identification accuracy.
Inspect [13] is a database search tool developed by Tanner et el. Inspect first uses local de
novo sequencing to generate short sequence segments known as sequence tags. Next, these tags
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are used as filters to reduce a large database to a few peptide candidates. The generation of
tags is a modified version the spectrum graph approach. Each vertex in the spectrum graph
is scored based on intensity, support and isotopic pattern and edges are formed if the mass
difference of two vertexes corresponds to an amino acid, or all singly modified amino acids. The
tags generated are then used to search the database. This reduces the size of the database by
a few orders of magnitude while retaining the correct peptide with high probability.
The authors of [11, 18] have shown that the accuracies of Lutefisk and PepNovo are very low
when applied to higher charge spectra as they only take into account up to charge 2 spectra. This
was observed from analysis of higher charge spectra ( > charge 2) to determine their theoretical
performance when considering different sets of charges. They then proposed a simple algorithm
called Greedy Best Strong Tags (GBST) that achieves a better performance for multiple charge
spectra. The algorithm works by computing a set of best strong tags (based on scoring evidence),
and then linking these tags end to end before searching the database for matches. In his later
paper, he extended his idea to GST-SPC which now takes into consideration a larger set of
strong tags and shows an improvement in the theoretical upper bound on the accuracy that can
be attained. As this is a topic being improved on in this thesis, it will be discussed further in
depth in its own chapter.
Despite the short comings of peptide identification by database search, it is rapidly growing
in popularity due to the fast expending database of known proteins and its higher accuracy.
While database search is more sensitive, it is also slower than a de novo sequencing algorithm,
taking about 5 to 10 seconds per spectrum. This is because a comparison between a large number
of candidate peptides against the experiential spectrum is necessary. Also, the database search
methods above makes use of short sequences or tags to filter the number of candidate peptides.
The problem of this approach is that for low quality or filtered data sets, there are many missing
peaks - resulting in the difficulty of forming sufficiently long tags.
29
Considering multiply charged ions
Most peptide sequencing algorithms currently handle spectra of charge 1 or 2 and have not
been designed to handle higher-charge spectra. In Ning et el’s paper [1], he has emphasized on
the importance on the number of charges on the ions in the spectra, particularly multi-charged
spectra (charges 3 to 5).
In the case of an ESI/MALDI source, the parent ion and many fragments may have multiple
charge units assigned to them. Multi-charged spectra (with charges up to 5) are available from
the GPM [22] website. Current de novo methods work well on good quality spectra of charges
1 and 2. However, they do not work well on spectra with charges 3 to 5 since they do not
explicitly handle multi-charge ions (one notable exception is PEAKS [20] which does conversion
of multi-charge peaks to their singly-charged equivalent before sequencing). Lutefisk [21] works
with singly-charged ion only, while Sherenga [19] and PepNovo [12] works with singly- and
doubly-charged ions. Therefore, it is not surprising that some of the higher charged peaks are
mis-annotated by these methods leading to lower accuracy.
Evaluation of multi-charged spectra from GPM [1] with the new model shows that the
theoretically attainable accuracy increases as higher charge ions are considered; this means that
multi-charge ions are significant. In addition, it is shown that any algorithm that considers only
charge 1 or 2 ions will suffer from low prediction accuracy.





This chapter discusses the implementation of a simple Database Search system comprising of 3
separate modules as shown in Figure 3.1.
Figure 3.1: The above illustration shows the model of an implementation of a Database
search algorithm. To facilitate code reuse and allow for swapping of different components,
the individual components are separate programs.
We will be focusing mostly on the tag generation step of the model. In Chapter 3.1, I will
analyze the data-sets and explain the data set that we will be focusing on. In Chapter 3.2, I will
briefly describe a simple tag generation algorithm SimTag. In Chapter 3.3, I will describe two
methods of comparison between our algorithm SimTag and PepNovo as well as some preliminary
results. I will also describe an enhancement to the scoring function in Chapter 3.4. Finally I
will conclude this chapter with a summary and a review of the improvements.
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3.1 Data analysis
To evaluate and test the correctness of our algorithms, we have chosen to use two sources of
spectrum files from the GPM [22] and ISB [23] data sets. In this section, we will analyze some
of these spectras to obtain probability tables to use when scoring sequences. Some important
information includes the number of true peaks in a spectrum, as well as the maximum length
of the consecutive segments. Irregardless of the parent molecule charge, we would consider up
to charge 5 when generating the theoretical spectra for each data set.
These data sets have different characteristics which will influence the algorithm used to
sequence them. For example, GPM is known to be a filtered data-set, consisting of only about
50 peaks while ISB has alot more peaks.
3.1.1 Data sets
The Global Proteome Machine (GPM)
The GPM system is an open-source system for analyzing, storing, and validating proteomics
information derived from tandem mass spectrometry. The database was designed to store
the minimum amount of information necessary to search and retrieve data obtained from the
publicly available data analysis servers. This system was referred to as the Global Proteome
Machine (GPM), and the spectra in the database contain few informative peaks, as well as few
noises. Each spectrum file typically has less then 50 peaks.
Institute of Systems Biology (ISB)
ISB spectrum consist of correct peptide assignments to spectra resulting from searching the
human peptide database (appended with sequences of the 18 control mixture proteins and
common sample contaminants) with SEQUEST. Correct assignments were identified as those
corresponding to the 18 control mixture proteins or identified sample contaminants. All such
assignments assessed to be due to chance alone were removed from the list. Spectra that were
incorrectly assigned to peptides as a result of this analysis could be correctly assigned using
alternative analysis methods, or searching against a different sequence database. Compared to
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the GPM spectrum, the ISB spectrum contains a lot more peaks (averaging 300).
3.1.2 Types of analysis
Number of true peaks by ion type
The first analysis is to determine how many of true peaks by ion type we can find in a spectrum
file. We say that a peak is a true peak if the peak can overlap with any peak generated from
the theoretical spectrum (see Section 2.3.1) for the given sequence, which is the wet-lab derived
sequence of the input spectrum data.
The purpose of this analysis is to show the feasibility of successfully sequencing a data set.
Naturally, it is impossible to run a full de novo algorithm to obtain the sequence if it is not
possible to obtain at least a number of true peaks equal to the sequence length. This is because
a peak is required to represent each fragmentation point in order to build its sequence ladder
(see Figure 1.1) to generate the corresponding sequence. The criteria of the number of true
peaks is relaxed in a database search because we use short sequences to filter a database, but
even then a minimal number of 4 peaks to generate a length 3 tag is required.
The theoretical spectra is generated by considering the ion types {A, B, X, Y} the neutral
losses {Water, Ammonia, Water + Ammonia} and the charges {1, 2, 3, 4, 5}. Typically we can
expect a large proportion of the peaks in the input spectrum to be noise. This can be confirmed
by the overlap of the theoretical and the experimental spectrum to identify the true and false
peaks.
In this analysis, we count of the number of spectrum data that has overlaps with the the-
oretical spectra. We break down on the number of overlaps and the different ion types. Each
ion-type is counted separately from another. This data is shown in Table 3.1.
The first column indicates the number of overlaps for each ion type in that row. The count
for each ion type is independent of other ion types. The other columns denote the number
of spectrum data that has said number of overlaps for that particular ion type. For example
in Table 3.1, the cell corresponding to (Overlap 0, GPM Y-ions) states that of the 2328 data
analyzed, 84 of these data do not have any Y-ion peaks.
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GPM ISB
Overlaps Y Ions B Ions A Ions X Ions Y Ions B Ions A Ions X Ions
>9 324 369 156 100 1215 1681 1046 793
8 171 218 104 77 213 194 230 178
7 229 277 178 142 206 187 246 206
6 260 330 256 201 231 125 234 226
5 308 324 315 232 182 49 212 255
4 286 315 350 335 120 9 120 232
3 283 234 390 386 51 4 89 172
2 221 139 311 403 25 2 46 116
1 162 92 209 310 7 0 20 62
0 84 28 59 142 1 0 8 11
Total 2328 2328 2328 2328 2251 22251 2251 2251
Table 3.1: Number of true peaks by ion type
As it can be observed in Table 3.1, for both the GPM and ISB data, there are lesser instances
of A and X ion interpreted true peaks found compared to the Y and B ions.
Comparing the results of GPM and ISB, we see that the ISB data have a far higher number
of identifiable true peaks. More then 90% of ISB spectra have more then 3 true peaks compared
to only 60% of GPM spectra. However, as mentioned earlier, ISB spectras also have a larger
number of peaks (hence noise) and are therefore harder to work with.
We are much more interested in the B and Y ions because analysis have shown that these
ion types occur with a much higher frequency then ions of the other types. are sufficient to
generate a tag, we want to count the number of true peaks that overlaps either a B or a Y ion.
Table 3.2 shows this information. Similar to Table 3.1, the cell corresponding to (Overlaps 0,
Y — B ions) states that 11 spectrum contains 0 Y or B ions.
From Table 3.2, more then 90% of the spectra contain 3 or more true peaks. While we are
certain that spectra with fewer than 4 true peaks are unsequence-able, we cannot be certain
that spectra with 4 or more true peaks would generate a valid tag. This is because the gaps
between these true peaks may span more then one amino acid and thus would not result in a
valid ladder. We can think of this as a ladder missing some steps.
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GPM ISB
Overlaps Y|B Ions Y|B|A|X Ions Y|B Ions Y|B|A|X Ions
>9 1030 1564 2004 2075
8 260 226 146 128
7 245 191 77 45
6 234 118 19 3
5 212 124 5 0
4 141 58 0 0
3 78 25 0 0
2 57 15 0 0
1 21 3 0 0
0 11 4 0 0
Total 2328 2328 2251 2251
Table 3.2: Number of true peaks by ion type after merging.
Again, we can observe that the ISB data are far more superior in number of true peaks that
can be found - each ISB spectra have at least 5 true B or Y ion peaks!
Consecutive true peaks
Figure 3.2: The above illustration shows the longest consecutive peak in this spectrum.
For clarity, only the true peaks are shown in this sample spectrum.
The flaw of the previous analysis is that we cannot claim that a spectra is sequencable
because there exist at least 4 true peaks. As mentioned, this is because the gaps between the
true peaks may span more than one amino acid (for example, in Figure 3.2, the edge labeled
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EA) and thus, a valid ladder cannot be obtained.
To begin the analysis, we define a term called consecutive true peaks. A series of consecutive
true peaks results in a ladder. Figure 3.2 shows the longest consecutive true peaks in the
spectrum with a length of 4.
As mentioned earlier, we require at least a correct length 3 tag to reliably filter the database.
This also implies that a minimum consecutive true peak of length 4 is required to obtain such
a tag. This analysis is important because this allows us to identify the number of sequencable
spectrum based on the ion-types considered.
GPM ISB
Overlaps Y|B Ions Y|B|A|X Ions Y|B Ions Y|B|A|X Ions
>9 99 103 1023 1090
8 58 67 215 216
7 89 106 222 214
6 136 158 290 276
5 166 188 190 175
4 233 282 125 114
3 391 436 103 96
2 483 518 63 57
1 476 384 19 13
0 197 86 1 0
Total 2328 2328 2251 2251
Table 3.3: Number of consecutive peaks
Table 3.3 shows the number of consecutive peaks of the same ion type. Again we consider
possible tags that can be formed from either Y-ions only or B-ions only.
A key point to note that all consecutive peaks must be of the same ion type in accordance
to the spectrum island algorithm used by Ning et al to sequence tags [25]. For example the cell
corresponding to (3, GPM Y—B) states that 391 spectras produces exactly 3 consecutive peaks
of the same ion type.
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Tag coverage
The measurement of the number of true peaks in the first analysis can indicate the amount of
good information used for scoring candidate sequences in the scoring step of my database search
model (see Section 3.2.4). The measure of the number of consecutive true peaks indicates the
number of spectrum that can be sequenced with a tag-based approach. We want to extend this
with another measure to determine the percentage sequencability of a spectrum. This measure
allows us to determine how much of the sequence is recoverable from a mass spectrum using de
novo sequencing alone.
Figure 3.3: The above illustration shows all the partial ladders found in this spectra.
The orange horizontal lines indicate the tags found by considering A ions only. The blue
horizontal lines indicate the tags found by considering the Y ions only. By merging the tags
found for all ion types, we are able to recover the partial sequences labeled V, A and L.
Since we can recover 3 out of 5 characters, we say that the spectrum have a 60% coverage.
Here, we define another measurement of spectra goodness called Tag Coverage. This is
defined by the % number of amino acids that can be found over the entire chain. For example,
from Figure 3.3, the tag coverage for the spectra sequenced VAQLE is 60% as we are able to
sequence 3 amino acids out of 5. Note that coverage differs from consecutive peaks as it does
not require all edges formed to be consecutive (however, it would still require at least a pair
of consecutive peaks to form an edge). Obviously, a low quality spectrum would result in poor
coverage.
We can see the comparison of the tag coverage between GPM and ISB in Table 3.4. It is
clear that the ISB set of data is much more superior than the GPM data, with over 70% of the
ISB data will full coverage compared to only about 7% of the GPM with full coverage.
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GPM ISB
Coverage Y&B Ions Y&B&A&X Ions Y&B Ions Y&B&A&X Ions
0-10% 12.46 2.79 0.00 0.18
10-20% 13.32 4.85 0.09 0.93
20-30% 10.48 6.96 0.44 1.69
30-40% 10.95 8.59 0.76 2.13
40-50% 12.456 9.32 2.04 4.62
50-60% 9.58 9.92 1.82 4.66
60-70% 9.41 12.41 3.20 8.26
70-80% 8.76 14.43 7.15 14.79
80-90% 5.20 11.13 12.39 19.68
90-100% 7.39 19.59 72.10 43.05
Table 3.4: Tag Coverage
Conclusion drawn from data analysis
We used three different methods of analysis and compared the GPM and ISB data sets. When
we compare the combined count of the different ion types (Table 3.2). We see that for GPM,
about 65% of the spectrum data have more than 9 overlaps compared to 90% for ISB.
However when comparing based on the number of consecutive peaks, only 4% of the GPM
data have more than 9 consecutive overlaps, compared to about 50% for ISB! Figure (Table
3.4) also suggests that coverage for GPM (7%) is much lower compared to ISB (72%) despite
the fact that GPM does not have a proportionally smaller number of true peaks.
The disproportion of true peaks and tag coverage for GPM data is due to the fact that while
true peaks do exist in the GPM data, these are stand-alone peaks which are unable to form an
edge with a missing adjacent peak. Since an edge cannot be formed, we are unable to retrieve
tags for filtering the database.
PepNovo is known to perform well with the ISB data set but suffers poor accuracy on the
GPM data set. We think that this is because of the difficulty of generating short sequences on
the GPM data set. As such, we would like to explore methods to improve sequencing the GPM
data set.
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3.2 A simple tag generation algorithm
We give the pseudo-code for our simple tag generation algorithm, SimTag as follows:
SimTag(S)
1 Generate the graph G = (V, E) from the mass spectrum input S
2 Perform de− novo sequencing to generate a set of tags T
3 Score and rank all tags in T
4 Scan the database for matches against the top 10 tags in T
5 Score and rank the matches
6 Output the top 10 ranked matches
We will describe in detail each of the steps described in the algorithm above in the subsections
below.
3.2.1 The Extended Spectrum Graph
In order to explain the scoring used, we need to briefly describe the data structure used to
model the peptide sequencing problem. In this sub section, we will explain how we score a tag
in our tag generation method. Our graph consists of a set of vertices and edges.
G = (V,E) (3.1)
In the Spectrum Graph, a vertex v is an annotation {z, t, h} of a peak p, or more formally:
v ∈ V = (p, zv, tv, hv) (3.2)
In additional we definemass(v) to be the mass of the fragment represented by v (also known
as its representative mass). A set of vertices SP (v) is said to support v if u ∈ SP (v) such that
the difference between the representative mass of u and v is less than a tolerance value. In our
case, we set the tolerance value to be a constant value of 0.5 Da. By this definition, a vertex
will thus support itself. More formally:
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u ∈ SP (v)⇔ |mass(u)−mass(v)| < TOLERANCE (3.3)
The reason for doing so is that in the process of mass spectrometry, the input precursor
peptide may fragment into multiple ion types with different neutral losses and different charges
for the same fragment. If we can find multiple annotations of different peaks that explains the
same fragmentation point (within a degree of some tolerance value), we think that it is more
likely that the fragmentation point is real. Therefore, we factor this into our algorithm by
weighing supporting peaks.
We define the weight of a supporting vertex to be a function of its peak’s intensity, the
probability of its ion type and the difference in mass between its representative mass and
the representative mass of the peak it supports. Unlike Inspect, which uses discreet intensity
levels, we take the log value of the peaks intensity to reduce its impact on the vertex weight.
Furthermore, we think that it is reasonable that the difference in mass should exponentially
affect its weight as it becomes far more likely that we have encountered a false positive on the
support as the difference in mass goes up. Again, we define weight formally as follows:
w(vu) =
(α+ log(pv.Intensity)) ∗ P (tv)
eλ∗|mass(v)−mass(u)|
(3.4)
We read the above as the “weight of v that supports u”. Consequently, the score of a vertex





An edge is formed between two vertices when the mass difference of their representative
mass is close to the mass of an amino acid. This is formally defined as follows:
e ∈ E = (vi, vj , Ae, erre) (3.6)
Where vi, vj are the vertices being connected by the edge, Ae is the amino acid corresponding
to the edge and erre is the edge error. The edge error is obtained as follows -
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erre = |mass(vi)−mass(vj)| −Ae.Mass (3.7)
Let a path p be an alternating series of vertices and edges as follows -
p = v0e0v1e1v2e2...ei−1vi (3.8)
A path is a representation of a possible sequence that explains the spectrum. Ideally, the
correct path that explains the mass spectrum will start at the zeroth mass fragment and end
at the parent mass fragment. However, most of the time (>99.9%), the peak that explains the
first and last fragment are missing. As such, for de-novo sequencing, we cannot rely on paths to
start from the zeroth mass and end at the parent mass. The approach we use to deal with this
problem is to generate all possible paths starting from all vertices, score them and rank them;
these paths represent potential substrings of the actual sequence.








erre ∗ e−λ∗fragmentErrorp (3.9)
Where fragmentError refers to the mass difference between the represented mass of the last
vertex and the mass of the tag. The score as seen in the function takes into the account the
score of each vertex responsible for the path. We take the average of the score so that the
scoring function does not score longer paths higher then shorter paths. The sum of the edge
errors then modifies the score inversely, and again by the fragment error. It is clear that a
higher fragment error indicates a higher chance that a path is not correct.
3.2.2 Tag generation
As seen in Figure 3.1, tag generation is one of the key steps in database search. Tags, or short
peptide sequences are obtained by performing de novo sequencing on the input spectrum file.
These tags are then ranked based on their scores and the top x ranked tags are used to filter
the the database search result.
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The number of top ranked tags (i.e. the value of x) used as a filter directly affects the
number of candidate peptides. Using more tags results in a more hits (search results), which
affects the running time inversely because we now have to score a larger number of candidate
peptides for ranking. In addition, a longer tag results in an exponentially fewer number of hits
because there is a much lower chance of obtaining a random sequence in the database that
exactly matches the tag. The drawback is that it is harder to correctly generate longer tags.
We note that it is very important that there must at least be one true tag (i.e. the tag is
a substring of the sequence that produces the mass spectrum) in the top x ranked tags. If all
the top x ranked tags are not true, then all the candidate peptides obtained from the database
search step would not be the true sequence. Therefore we have to balance the value of x against
the running time of the algorithm.
In our program, we use the value of x = 10 (top 10 ranked tags). This is because the number
of correct tags after the top 10 rank drop sharply. Even with the top 10 rank tags, it may still
result in approximately 1000 candidate sequences.
To reduce the number of candidate matches, we also specify that the minimal tag length to
be at least a length of 3 amino acids long as length 2 tags results in too many random matches.
3.2.3 Scanning for matches in the database
Using the tags found in the tag generation step, we use a well known program called agrep
[26] to search our Swiss-Prot [27] protein database. The output results of the search was then
examined for sequence length and then lengthen or shorten according to prefix and suffix mass
respectively.
3.2.4 Scoring
The last step of the database search consists of taking the theoretical spectrum for each of the
candidate sequences and scoring it against the input spectrum file.
The simplest approach to score is the Shared Peaks Count, which simply counts the number
of overlapping peaks between the theoretical spectrum (see Section 2.3.1) and the experimental
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spectrum within a certain tolerance. However, there is a problem in this approach as a large
number of candidate sequences will have the same count as there are only .
The method used in my scoring step takes into consideration the intensity of the overlapped
peak as well as the ion type probability of occurrence. This is because although a low intensity
peak in the experimental spectrum can have an overlap with a peak in the theoretical spectrum;
it is more likely that the peak was caused by a noise instead of a real peak.
Once we have scored the candidate sequences, we can output the top y ranked sequences as
the output for our sequencing by database search method.
3.3 Comparing the different algorithms
We make comparisons of our tag generation algorithm against PepNovo. The main reason for
comparing against tags instead of the final output sequence is that it is easier to improve a
small component of the algorithm then the whole system. We use two approaches to measure
when we run our experiments on a sample which is listed in the next 2 subsections.
3.3.1 Number of tags found in top R ranks
For a sample of sample size k, we indicate that we can find a tag for a spectrum when a tag exist
that is the substring of the spectrum sequence. We do not double count - if we have counted a
tag for a spectrum, we do not count the next correct tag again. Therefore the number of tags
found will always be lesser or equals to the sample size. This measurement is useful for us to
determine that given a sample, how many of the samples can produce a correct sequence if we
only look at the top R ranks.
3.3.2 Average rank of the first correct tag
The rank of a tag is its position in a decreasing sorted sequence of sequence tags by their scores.
Therefore the first tag will be the best scored tag. Given the perfect scoring function, if n
correct tags exist, then these tags must be the top n tags. The average rank of the first correct
tag is therefore a unit of measurement of the goodness of the scoring function. However this
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measurement alone is not sufficient in measuring the algorithm as a whole. This is because
when the algorithm fails to find a tag for a spectrum, it does not negatively affect the average
rank score - for example if the algorithm only finds a single tag which is of rank 1 in the sample
size, this measurement would output 1.
3.3.3 Preliminary results
We ran our sequencing algorithm SimTag (described in Section 3.2.2) on 2300 GPM [22] mass
spectrum and compared these results against that of PepNovo by using the two comparison













Table 3.5: Table showing the top R results of PepNovo and our algorithm SimTag
SimTag PepNovo
Avg Rank 3.185 2.55
Table 3.6: Table showing the average rank of the correct tags for PepNovo and our
algorithm SimTag
The PepNovo program only prints out the top 10 generated tags. For our program, the
average rank of the correct tags for all ranks (not just limited to the top 10) is 35.7 and for 700
of these data-sets, we are able to find a correct tag. If we only limit to the top 10 tags, the
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average rank is 3.185 and using our algorithm, only 420 data-sets can generate a correct tag.
We agree that our SimTag does not perform well and that improvements could be made to
improve the average rank, as well as to the number of data-sets that can generate a correct tag.
We also point out that only about 30% of these mass spectrum was sequencable by PepNovo.
To determine the reason, detailed analysis of each mass spectrum data is required.
3.4 Some enhancements
This section will document some weakness in the methods described in the sections before. I
will also discuss some analysis to back up my claims as well as propose alternative measures to
improve these methods.
As have been mentioned previously, because a large number of tags may be generated for
any spectrum, it is not time feasible to perform database searching on all tags. As such, the
accuracy of the scoring function plays an important component in the accuracy of the database
search. In this subsection, I will explain the rational for the scoring function as well as some
attempts to improve them.
3.4.1 Using a lookahead strategy for scoring
Recall our strategy for computing the weight of a vertex described earlier. A fragment may be
supported by multiple annotations and the score of any fragment is the sum of the weight of
all supporting vertices. One of the main components in weighting the vertex is the intensity of
the peak it is representing, and this implies that any path consisting of low intensity vertices
would have a low score. This may not always be desirable as our experiments have shown that
there exists true peaks which have a low intensity level.
In this section, we propose a strategy to improve the scoring of a vertex by looking at
neighboring vertices. The general idea is that we try to influence the scoring of a vertex by
looking at vertices which can appear after it. For example, a vertex with a low intensity (and
consequently a low weight) should be weighted higher if it can form edges with high intensity
vertices. Despite the low intensity of the vertex, since it can form edges with high intensity
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Figure 3.4: The above illustration shows a sample in which the target fragment represent-
ing the vertex to be scored. We show that if this low intensity vertex can form continuous
edges to high probably vertices, we are inclined to believe that the vertex is probably a
true vertex and should be weighted higher.
vertices - which very likely represent true peaks - said vertex probably represents a true peak.
This is because it is unlikely that a peak arising from noise can form consecutive edges with
high intensity vertices. We illustrate an example of such a case in Figure 3.4.
3.4.2 Simple look ahead analysis
Figure 3.5: The above illustration shows a sample spectrum. The orange peak is the
fragment we are interested in (the target fragment). The blue and purple lines denotes the
possible extensions to the fragment. The colored bars below shows the peptide fragment
the individual peaks are representing. For clarity, we only show true peaks in this diagram.
Figure 3.5 shows a sample spectrum in which we have identified a target fragment vi which
is a sub fragment of two larger fragments vi+1 and vi+2). We call the two larger fragments
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which can extend from our target fragment extensible fragments.
Our previously defined weight function has weighted the fragment vi with w(vi). To recap,
w(vi) is defined in Section 3.2 which is a function of the peak’s annotation probability, fragment
error and intensity.
A simple extension to this weight function would be to consider all the weights of the
extensible fragments and take the average of their weights. The basis for this logic is that
strong extensions further support the fragment, while weak extensions will lower its weight. For








However, it might not be a good idea to consider the fragment with the same weight as its
extensible fragments (because that would actually be computing the score of a path!), therefore
we use a λ constant to weigh the target fragment a little higher. Using the measurements
described in Section 3.3 to detect the number of correct tags found in the top R ranks and
the average rank of the first correctly appearing tag, we have obtained a table with varying
values of λ as seen in Table 3.7. We find that weighing the target fragment 9 times more than
its extensible fragments gives us the best improvement in average rank. After which further
increases in λ result in the average rank increasing as the weight of the extensions become
neglectable compared to the weight of the target fragment.
3.4.3 Using annotation probability
In the previous function, we have used a function of the sum of the weights of all fragments,
which is then multiplied by the weight of the fragment we are interested in. A danger is that
we might have over-emphasized the fragment weight. A modification was made to change the








λ Found Average Rank Top 10 Found Top 10 Avg Rank
1 700 44.58 396 3.19
2 700 42.39 403 3.17
3 700 41.58 403 3.16
4 700 41.2 402 3.11
5 700 41.09 402 3.09
6 700 40.95 401 3.05
7 700 40.87 403 3.10
8 700 40.83 403 3.09
9 700 40.82 403 3.08
10 700 40.83 404 3.10
Table 3.7: Simple lookahead
Again we are able to obtain the correct tags found and average rank as seen in Table 3.8 -
λ Found Average Rank Top 10 Found Top 10 Avg Rank
1 700 31.77 419 3.26
2 700 26.86 443 3.36
3 700 25.04 452 3.42
4 700 24.11 455 3.47
5 700 23.55 455 3.46
6 700 23.16 455 3.44
7 700 22.85 459 3.49
8 700 22.65 459 3.48
9 700 22.47 460 3.49
10 700 22.31 461 3.50
Table 3.8: Simple Lookahead Using Annotation Probability
We find that the average rank has significantly improved from 40 to 22, and the number of
correct tags found in the top 10 has increased from 400 to 460.
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Algorithm λ Average Rank Top 10 Found Top 10 Avg Rank
Original - 35.7 433 3.18
Simple Lookahead 10 40.8 404 3.10
Annotation Probability 10 22.3 461 3.50
PepNovo NA 2.55 741 2.55
Table 3.9: Summary of Algorithms mentioned
3.4.4 Conclusion of looking ahead methods in scoring tags
We have actually tried many other variants of the look ahead method, which includes looking
at both previous and future extensions, limiting the lookahead to just one or two peaks. We
found that the best scoring method is by still looking ahead all future peaks by only using the
annotation probability to influence the score. To conclude as seen in Table 3.9, the annotation
probability approach surpasses all the other methods in terms of average rank found for the
first correct tag.
Despite the improvement, the approach is still far behind what PepNovo can achieve in
tag generation. This is because the problem of GPM datasets is that they frequently have
missing peaks and consequently are hard to obtain sufficiently long tags, and PepNovo is able
to compensate this by considering post translation modifications. However, we point out that
despite having missing peaks, GPM datasets have sufficient true peaks. As such, we decided to
explore an alternative approach for database search which is described in Chapter 4.
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Chapter 4
Database search by parent mass
filter
In Chapter 3, we explored a tag-based database search method SimTag and found that a tag-
based method would not work well for GPM datasets because of missing peaks (and consequently
being unable to find sufficiently long tags). In this chapter, we will describe an alternative
approach of using parent mass as a filter instead of using tags as a filter.
We start with a short description of the problem in Chapter 4.1. Next we describe a simple
filtering method using parent mass in Chapter 4.2. Then we describe a scoring method for
the candidate sequences in Chapter 4.3. In Chapter 4.4 we describe a method to improve the
running time. Finally in Chapter 4.5, we discuss the results of our implementations and make
some conclusions for this chapter.
4.1 Motivation
The problem arises when we have incomplete or filtered datasets, which results in a lower
tendency to obtain a sufficiently long tag. An example is the filtered dataset known as the
Global Proteome Machine dataset (GPM) [22]. Our analysis of the GPM dataset (Chapter 3.1)
show that the GPM dataset has a much lower coverage compared to the ISB dataset - however
the GPM dataset still has comparable number of true peaks (peaks which coincide with the
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actual fragmentation point of the annotated sequence) as seen in Figure 4.1. An example of
such a spectrum in the GPM dataset is seen in Figure 4.2. The letters denote the ion types and
the numbers denote the fragmention points, where 0 is the first fragmentation point. The B3
and Y3 ions give the same 4th fragmentation point.
Figure 4.1: In this graph, the Y-axis shows the % of datasets, and the X-axis shows the
number of true peaks. The graph shows the number of true peaks in the ISB and GPM
datasets. Only 90% of GPM datasets has more then 6 true peaks compared to 100% of
ISB datasets.
As seen in the annotations, this dataset only contain peaks from the 2nd, 4th, 5th, 8th
fragments. A conventional tag generation algorithm will not be able to obtain a length 3 tag,
and thus will be hard to sequence correctly by a tag-based search algorithm. This is an actual
dataset that was sequenced correctly by the algorithm described in this section and incorrectly
by the Inspect program.
In this chapter, we report a simple yet powerful approach to do sequencing by database
search without the use of tags, therefore voiding the requirements for consecutive ladders of a
certain length to obtain tags which would work well for the GPM datasets. We will also describe
a filtering by parent mass algorithm, PMF.
4.2 Filtering by parent mass
Our PMF algorithm does not use tags to filter the peptide database; instead we have chosen
to use parent mass as a filter. Thus, we cannot use the trie-based data structure (as described
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(a) Overlap of experimental and theoretical spectrum
(b) Tag view
Figure 4.2: This set of figure illustrates the overlap between the experimental spectrum
and the theoretical spectrum generated from the annotated sequence of this spectra and the
tags that can be formed. Figure (a) shows the overlap where the highlighted lines indicate
the peaks where an overlap occurs. The letters denote the ion types and the numbers
denote the fragmention point along the peptide spine, where 0 is the 0th mass. The B4
and Y4 ions give the same 4th fragmentation point. As seen in the annotations above, this
dataset only contain peaks from the 2nd, 4th, 5th, 8th fragments. Figure (b) shows the
tags that is generated from the same same spectrum with the dots representing the found
peaks and a straight line indicating an edge (and consequently a tag) that can be formed.
As we can see in this diagram, we are only able to obtain a length one edge and thus will
be hard to sequence correctly by a tag-based search algorithm. This is an actual dataset
that was sequenced correctly by the algorithm described in this section and incorrectly by
the Inspect program.
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Figure 4.3: This diagram shows the database search model that we are adopting. The
boxes in red shows the new method of filtering by parent mass.
in [13]) to filter the database. We give a short pseudo-code for our filtering by parent mass
algorithm, PMF as follows:
PMF(S,D)
1 Scan the database D using the parent mass p from the spectrum file S
2 Score and rank all candidate sequences
3 Ouput the top 10 candidate sequences
A simple method to scan the database for all parent mass matches is to use a sliding
window technique on each sequence in the database, with a window of the parent mass size
and performing constant time shifting over each sequence. This technique works, but is slow,
as it is linear in the size of the peptide database. A single scan for a single parent mass takes
between 40-50 seconds for a 75MB Swiss-Prot database [27] which has about 130,000 peptides
of average 500 amino acid characters long.
4.2.1 Optimization 1: building the index by mass
As mentioned previously, to recover all candidate sequences, a linear search of the database is
required to to recover the candidate sequences. To reduce the search time, we have chosen to
build a mass index of all possible sequences from a database. To do this, we sort all possible
sequences (within a specified size) and bin them into bins of 1Da each, and output them into
separate files. For the 75MB Swiss-Prot database, we generate 3000 files with a mass range of
1 DA each; each file has an average size of 12MB and 400,000 sequences. Once this mass index
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is built, given any spectrum S with parent mass M , we can quickly compute the list Cand of
candidate sequences with matching parent massM by directly loading the (indexed) files which
are within acceptable tolerance of M and then eliminate the sequences which fall out of range.
This effectively reduces the runtime for computing Cand to less than 1 second from about 50
seconds.
We give the optimized algorithm as follows:
PMF-Opt1(S,D)
1 I = BuildIndex(D)
2 Scan the index I using the parent mass p from the spectrum file S
3 Score and rank all candidate sequences
4 Ouput the top 10 candidate sequences
Note that the index is built only once for every database. Once the index have been built,
we can use the same index for subsequent searches for different spectrum files on the same
database.
4.2.2 General method for evaluating candidate sequences
The next step is to score the spectrum S against each candidate sequence C in Cand. The usual
way to achieve this is to first build the theoretical spectrum TS(C) for the candidate sequence
C (as defined in detail in [23, 24]) by generating all possible ion types and their neutral losses
(none, water, ammonia, water and ammonia) for all possible fragmentation points and up to
the precursor charge (which may be up of charge 5 for some GPM spectra). We can then find
the set of overlapping peaks in S and TS(C), (namely, the set of peaks in TS(C)∩S) and we
score these overlapping peaks based on the likelihood of their annotation (ion type, neutral loss,
charge) as explained in the scoring function section below. This method works, but is slow as
we need to generate the theoretical spectrum for each candidate sequence C in Cand.
To optimize this module, instead of generating the theoretical spectrum for each candidate
sequence C, we generate the extended spectrum E(S) for the given spectrum S (as defined in
detail in [1, 2]. The extended spectrum E(S) is obtained by generating all possible fragmentation
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points by considering all possible annotations for each peak in S (we can think of this as the
reverse of the original approach). Then, by the duality result of [1, 2], the set of overlapping
peaks is given by Match(S,C) = E(S)∩FM(C), where FM(C) is the set of all possible prefix
fragment masses of the peptide C. In this way, we only have to generate the extended spectrum
E(S) once and we can perform matching against FM(C) for each candidate sequence C in Cand.
The set FM(C) is considerably smaller than the set TS(C), and so this method greatly speeds
up the scoring process.
A further optimization is made by hashing the peaks in the extended spectrum E(S) into bins
of a certain size. This reduces the complexity to constant time when scoring each fragmentation
point in FM(C).
4.3 A scoring function for candidate peptides in PMF-Opt1
Let us consider the set Match(S,C) again. A peak p(z, h, t) from the extended spectrum E(S) is
in Match(S,C) iff the mass for p is within a tolerance ta of some fragmentation point in FM(C)
for candidate peptide C. Here, z is charge, h is ion type, and t is neutral loss. Our scoring






∗ Pr(T = t) (4.1)
We have chosen to kept our scoring function simple with the aim of scoring the high prob-
ability ions (H = b,y) high. To that end we have also assumed independence between ion type
and neutral losses. To factor in error for high charged ions (where the error caused by the
machine is multiplied by the charge), we have divided the probability by the charge z.
A coarse parent mass filtration method
We like to think of the filtration by parent mass as a coarse filter. While the filtration technique
results in a very large number of candidate sequences (about 300,000 candidate sequences for a
tolerance of 0.5DA and grow quickly as we increase the tolerance bounds for parent mass), we
can obtain these filtered sequences in less then 2 seconds.
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4.4 Making further improvements in PMF-Opt1
The problem with filtering by parent mass is that even after indexing, the algorithm is still very
slow, with each spectra taking an average of 13 seconds. We note that our approach requires
us to compare the theoretical spectrum against the experimental spectrum for all possible
candidate peptides. In a typical run, the possible candidate peptides number in the range of
200,000 sequences. Even though each comparison is linear with respect to the number of peaks
and peptide length, the constant factor (number of sequences to compare) is huge. Therefore,
we want to try a less-than-linear running time approach to make our algorithm faster.
4.4.1 Initial method of using a Trie
An initial idea we had was to rely on the fact we can score similar prefix fragments once. To
do this, we can simply build a trie for all candidate peptides. Our trie is a leaf labeled tree
in which each leaf node represents a unique candidate peptide. Figure 4.4 shows an example
trie constructed from 3 sequences VAQL, VAQE and VIRE. Theoretically instead of computing
fragment A trice for each of sequence, we only need to compute once. Similarly time is saved
since we avoid having to compute fragments VA, VAQ again.
Figure 4.4: The example trie above is constructed from 3 sequences VAQL, VAQE and
VIRE. Theoretically instead of computing fragment A trice for each of sequence, we only
need to compute once. Similarly time is saved since we avoid having to compute fragments
VA, VAQ again.
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Additionally we note that the trie construction can be a preprocessing step by pre-building
a trie for each mass index mentioned earlier. Computing the scores for each fragment can then
be a simple depth first search traversal on this Trie.
Problems of using a trie
In practice, most of the sequences differ vastly, with little common prefix regions. This results
in a tree with a high branching factor. Furthermore, for the trie to be fast, a hash of all child
nodes by their amino acid characters is required. This adds to the time and space complexity
of the method. We conclude that the method is not effective in run-time optimization.
4.4.2 Building a mass fragmentation index
Figure 4.5: The above diagram illustrates our fragmentation point index for 3 sequences
A1, A2, A3. The vertical lines within each bar represents each of the possible fragmenta-
tion points for each peptide sequence. An index is then built to quickly retrieve peptide
sequences which has a fragmention point at any mass.
We also note that of all the 200,000 candidate sequences, most of them would not share
similar fragmentation points with the experimental spectrum. In our original approach, we
score the fragmentation points of every sequence against the fragmentation points found in the
experimental spectrum. However, by indexing all the fragmentation points of every sequence,
we would only have to score specific sequences which matches each fragmentation point found
in the experimental spectrum.
This idea is illustrated in Figure 4.5 for 3 sequences A1, A2, A3. The vertical lines within
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each bar represents each of the possible fragmentation points for each peptide sequence. An





Table 4.1: Running time after optimization
Table 4.1 shows the improvement in running time after using this approach in scoring our
database search results. The trade off is the reduction in the quality of the scoring function -
in this method, we now lose the ability to determine the error rate for each pair of matching
peaks since the fragmentation points are placed in bins of 0.1DA in size. The quality is so bad
that now only approximately 25% of the original spectrum files can be sequenced correctly (i.e.
found within the top 10 sequencing results).
We give the updated pseudo-code as follows:
PMF-MI(S,D)
1 I = BuildIndex(D)
2 MI = BuildMassIndex(D)
3 Scan the index I using the parent mass p from the spectrum file S
4 Score and rank all candidate sequences using the fragment mass index MI
5 Ouput the top 10 candidate sequences
Similarly, we only have to build the fragment mass index once for every database. We will
be able to use the same fragment mass index on subsequent searches on the same database.
The mass fragmentation index as a coarse filter
We like to think of the optimization by using a mass fragmentation index as a coarse filter.
When we examined the sequencing results from the optimized search, we found that in most
cases ( 90%) the correct sequences can still be found within the top 1000 sequenced ranks.
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We then run the more accurate (and more time intensive) scoring function on only the top
1000 candidate sequences after running the optimized search. Table 4.2 shows the new results.
By using the filter, the running time is reduced by almost 50%. To compensate for the loss
in sensativity, we rescore the top 1000 candidate sequences using the original scoring function
and is able to recover about 90% of the correct sequences which can be found in the original
PMF algorithm. The increase in time due to the additional rescoring of the top 1000 candidate








6 - 10 22 25
Total 404 367
Table 4.2: The table above shows the sequencing result when using the index as a coarse
filter. By using the filter, the running time is reduced by almost 50% at the expense of a
slight loss in accuracy.
4.5 Implementation and Datasets
We implemented our algorithm PMF-MI in the .NET programing language to take advantage
of the existing library we have already written for our Peptide Visualizer (See Appendix A).
The program was ran on a Windows XP machine with a 2.33GHz Core 2 Duo CPU with 4 GB
of RAM. In this section, we explain our results after running our program on both the filtered
GPM dataset and the full GPM dataset. The filtered dataset was obtained by filtering spectra
where their sequence mass is approximately equal to their parent mass.
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Datasets used
We evaluate the performance of our algorithm on MS/MS spectra that has moderately accurate
parent mass annotation (less then 1Da error). To this end, we chose a selected a sample of GPM
datasets where the precursor mass is approximately equals to the annotated sequence mass (i.e.
the filtered datasets). As a comparative measure, we also included the full GPM datasets (ie.
the full datasets).
Performance metric
To compare our PMF-MI algorithm with Inspect, we count the number of spectra in which each
algorithm find the correct sequence among the top 10 ranked sequences. We also compute the
average rank for the successful cases, namely, those for which the correct sequences is among
the top 10 results.
Experimental results on the filtered dataset
Figure 4.6 shows the comparison of the results between Inspect and PMF-MI on the filtered
dataset with 877 spectra. (a) shows the the number of datasets sequenced correctly at the spec-
ified rank for Inspect and PMF-MI. On this dataset, our algorithm PMF-MI found comparable
results of 367 correct sequence vs 376 correct sequence against Inspect, however Inspect found
more at rank 1. (b) shows the vann diagram showing the relationship between the number of
correctly top 10 sequenced spectrum files by Inspect and PMF-MI.
Both algorithms can successfully sequence 315 common spectrum data sets. Inspect was
about to sequence 61 spectrum files that PMF was unable to, while PMF was about to sequence
52 spectrum files that Inspect was unable to. By checking the experimental spectrum with its
theoretical spectrum (using the annotated sequence, see Chapter 2.3.1 for theoretical spectrum),
we have verified that the 52 spectrum files that PMF-MI was able to sequence possesses missing
peaks. The other 61 spectrum files not successfully sequenced by PMF-MI but was successfully
sequenced by Inspect was because either PMF-MI did not rank those results within the top 10,








6 - 10 8 25
Total 376 367
(a) Table showing rank results of In-
spect and PMF-MI
(b) Vann Diagram showing the distribution of the correctness between Inspect and
PMF-MI
Figure 4.6: (a) shows the results of running Inspect and PMF-MI on the filtered dataset
(877 spectra) where the parent mass is approximately equal to the mass of the annotated
sequence. (b) shows the Vann-Diagram showing the relationship between the number of








6 - 10 9 25
Total 562 367
(a) Table showing rank results of In-
spect and PMF-MI
(b) Vann Diagram showing the distribution of the correctness between Inspect and
PMF-MI
Figure 4.7: (a) shows the results of running Inspect and PMF-MI on the full dataset
(2328 spectra). (b) shows the Vann-Diagram showing the relationship between the number
of found spectra by Inspect and PMF-MI.
Curiously, the spectrum files that Inspect was about to sequence also possess missing peaks,
but since we do not have access to Inspect’s source code, we believe that we were unable to
identify the missing peaks because a post translational modification on its fragments occurred,
resulting in a mass shift that Inspect was able to identify or more likely, Inspect performs parent
mass correction and obtains a set of suffix peaks (X and Y ion peaks) that have a different mass
from the suffix peaks our algorithm generates.
We have also included a comparison sequencing results on the full dataset containing 2328
spectra. This set of spectra includes the 877 spectra from the filtered dataset. Note that
this comparison is slightly biased against our algorithm PMF-MI because Inspect is able to
handle post translational modifications found in many of these datasets while PMF does not.
This explains why the number of correct sequences found for the filtered and full dataset for
PMF-MI is the same.
We note that Inspect uses a very elaborate scoring function and so in cases where it finds
the correct sequence, it generally ranks it higher in the result sets.
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Observations on given spectra sequences
We note that in the sequencing results on the GPM dataset of size 2328 spectrum using both
Inspect and our PMF algorithm (refer to Table 4.3), we are only able to recover the sequence
for only about 315 of these spectrum data. To seek possible reasons for the inaccuracy, we study
the 1721 spectrum data in which neither Inspect nor our PMF algorithm is able to accurately
sequence.
ρ = ρInspect ρ 6= ρInspect Total
ρ = ρPMF 315 52 367
ρ 6= ρPMF 247 1721 1363
Total 562 1776 2328
(a) Distribution of sequencable spectrum by Inspect
and PMF
ρInspect = ρPMF ρInspect 6= ρPMF Total
ρ 6= ρInspect && ρ 6= ρPMF 168 1553 1721
(b) Table where ρ 6= ρInspect && ρ 6= ρPMF
Table 4.3: This table shows a distribution of the 2328 GPM datasets sequenced by
Inspect and PMF. ρ, ρInspect and ρPMF are sequences obtained from the GPM provided
spectrum sequence, Inspect program and PMF program respectively. (a) shows the same
Vann diagram which is shown earlier in Figure 4.6 and 4.7 and (b) shows the breakdown
where PMF and Inspect have similar sequencing results on the bottom right quadrant of
(a). From (b), We note that there are 168 of the cases where neither PMF and Inspect
can obtain a sequence matching the GPM provided sequence yet both algorithms agree the
same sequence.
Table 4.3 shows the result of running Inspect and PMF on the 2328 GPM spectrums. ρ,
ρInspect and ρPMF are sequences obtained from the GPM provided spectrum sequence, Inspect
program and PMF program respectively. (a) shows the same Vann diagram which is shown
earlier in Figure 4.6 and 4.7 and (b) shows the breakdown where PMF and Inspect have similar
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sequencing results on the bottom right quadrant of (a). From (b), We note that in about 10%
of the cases where neither PMF and Inspect can obtain a sequence matching the GPM provided
sequence yet both algorithms agree on the same sequence.
Short of running a chemical study on the peptide samples that have passed through the
mass spectrometer (which is impossible at this time), we have no way of claiming that some of
the sequence provided to us are wrong. However, by comparing the overlap of the theoretical
sequence provided by GPM and the experimental spectrum and the overlap of the theoretical
sequence (agreed by Inspect and PMF) we can clearly see that our solution better explains the
experimental spectrum. Two examples can be seen in Figure 4.8. (a) and (b) are the overlaps
on the same spectra where (a) is the overlap from the GPM sequence and (b) is the overlap on
the two algorithms. Similarly (c) and (d) is another pair of overlaps on the same spectra. We
can clearly see that in these two cases, our agreed sequence can better explain the experimental
spectrum.
4.5.1 Conclusion




Table 4.4: Summary of improvements
Table 4.4 shows the summary of the different approaches that we have taken in this work.
The initial algorithm uses a window-shift method to recover candidate sequences from the
SWISS PROT database. To improve that, we build a mass index of all possible sequences
(PMF-Opt1). A further optimization is then made to index the every fragmentation point of
each peptide to reduce the time required for scoring.
We have shown that by using the parent mass as a filter, we can improve the accuracy for
filtered or incomplete data sets. While the method already has a reasonable performance on
its own, we believe that it would find greater use when complementing existing database search
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techniques. A simple example would be to first filter by parent mass, and then filter these
candidate matches by tags. This would allow the tag-based sequencing algorithm to perform
sequencing with either a greater number of tags as filters and/or the use of shorter tags, which
was previously not feasible to do as it resulted in an unmanageable number of hits.
By itself, we expect that this method has potential to be an accurate sequencing algorithm
as we can expect more accurate mass spectrum machines in the further. With more accurate
precursor mass, the accuracy of this algorithm will improve and the runtime will decrease.
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(a) a 343 GPM
(b) a 343 Inspect
(c) a 16205 GPM
(d) a 16205 Inspect
Figure 4.8: The diagram above shows a comparison of the overlaps with the experimental
spectrum using both the sequence provided by GPM and the sequence agreed by Inspect
and PMF. (a) and (b) are the overlaps on the same spectra where (a) is the overlap from
the GPM sequence and (b) is the overlap on the two algorithms. Similarly (c) and (d) is
another pair of overlaps on the same spectra. We can clearly see that in these two cases,
our agreed sequence can better explain the experimental spectrum.
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Chapter 5
Parent mass correction by
convolution
Distribution of GPM and ISB datasets
Figure 5.1: The X-axis shows the difference between the precursor ion mass and the mass
obtained by the sequence provided. The Y-axis shows the number of datasets with that
difference. 971 (out of 2328) GPM spectra have a difference of parent mass greater than
10 DA!
5.1 Introduction
In the previous chapter, we described a method that uses a mass filter for database search.
We show that while it works well on a filtered dataset (like GPM), it suffers from relying
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exclusively on the correctness of the precursor mass. Tag-based sequencing algorithm allows
for mismatches, and is therefore more resilient to erroneous tags. This is in contrast with our
Parent Mass Filter algorithm, which would immediately fail given an incorrect precursor mass.
Rank Inspect PMF(Precursor Mass) PMF(Actual Mass)
1 483 262 416
2 46 48 70
3 13 19 24
4 5 4 13
5 6 9 12
6 - 10 9 25 42
Total (Top 10) 562 367 577
Total (All ranks) 562* 707 1546
Table 5.1: The table above shows the comparison between the sequencing results from
using the actual mass and the precursor mass. The actual mass is computed by summing
up the masses of the amino acids which forms the given sequence. We show the results of
Inspect as a comparison and point out that we are unable to tabulate the total (all ranks)
results for Inspect as Inspect only outputs the top 10 ranks. In actual sequencing, we do
not have the corrected mass since we do not know the sequence.
The obvious solution would be to perform convolution from the spectrum data to arrive at a
possible precursor mass. We would then be able to use this mass as an complementary input for
our sequencing problem described earlier. This mass serves to complement the precursor mass
provided; not as a replacement. Table 5.1 shows the results when we apply our PMF algorithm
on a GPM dataset using the actual mass (summed up from the masses of the amino acids which
forms the given sequence). We see that the result can be greatly improved if the precursor mass
can be corrected, and we think that the results in Table 5.1 indicates an upper bound in the
sensitivity of the algorithm if we can somehow improve the correctness of the precursor mass.
The idea of mass convolution is not new. Sherenga [19] performs mass correction called
alignment of spectra by minimizing the alignment difference between the spectra and the reverse
of its spectra (Please refer to [19] for details). An email to the creators of PepNovo [12] confirms
that they are aware of the problems regarding parent mass errors and that they do perform
mass correction which is not documented in their paper.
In this chapter, we propose a new method to determine a set of possible precursor masses
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for a given spectra. We call these set of possible precursor masses convoluted masses. This
is used to complement the experimental precursor mass and improve the PMF algorithm. We
implement the described method and show that our sequencing results when using convoluted
masses has improved significantly.
5.2 Background
Our current methods of de-novo sequencing involve building a theoretical spectrum using a
graph based approach (a.k.a. Spectrum Graph). In this method, our vertices represent multiple
possible interpretations of a peak. The problem with such approach is that when we annotate
a vertex as a suffix ion type (X, Y, Z), to recover the prefix fragment we have to obtain the
difference between the precursor mass and the peak’s (modified by its annotation) mass.
As mentioned in Chapter 2, the construction of the Spectrum Graph is used in modeling the
problem of MS/MS protein sequencing. Recall that the extended spectrum graph is created by
annotating each peak in the mass spectrum file as one of various annotation (z, t, h), with z as
charge, t representing the different ion types, and h as the neutral losses. Such an annotation,
also known as a pseudo−peak, has a corresponding fragment mass based on the original mass
charge ratio modified by the annotation set. Attention must be drawn to the fact that when a
peak is annotated as a suffix ion, the corresponding fragment mass is obtained by subtracting
the peak mz ratio by the precursor mass. Therefore, we are greatly reliant on the fact that the
precursor mass is correct (tolerated to a small error value of < 0.5) to be able to generate a
spectrum graph which accurately reflects the mass spectrum.
5.3 Data analysis for parent mass correction
To allow us to better explain our analysis, we first denote the precursor mass with the symbol
M and the mass derived from its sequence with the symbols m(ρ).
As seen in Figure 5.1, 5.2 and 5.3, we can see that there is a significant difference in char-
acteristic between the GPM and ISB datasets. We infer with confidence that the peaks in the
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Cumulative mass difference
Figure 5.2: Cumulative Analysis of GPM (2328) and ISB (2679) datasets. The X-axis
shows the difference between the precursor ion mass and the mass obtained by the sequence
provided. The Y-axis shows the number of datasets with more than that difference. We
can observe that almost half of the GPM datasets have the property |M - m(ρ)| > 0.5
Distribution of GPM datasets
Figure 5.3: Distribution of GPM (2328) datasets. This is a similar plot to Figure 5.1
which shows a greater distribution along the X-axis.
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GPM dataset can be attributed to the isotopes of the hydrogen atom and the PTMs that may








Table 5.2: Explained Post Translational Modifications for Figure 5.3
Our work cannot consider PTM or Isotopic shifts at the moment so we try to correct the
PTM shifts by convoluting the parent mass.
5.4 Mass correction by histogram
The basis for protein sequencing via tandem mass spectrometry relies on the fact that the peaks
caused by the fragmentation points of a peptide would occur much more frequently then noise
or other contaminants. The peaks in the mass spectrum can be caused by either a prefix ion, a
suffix ion, or can be noise. To keep things simple, we assume that a prefix ion is always the B
ion type and the suffix ion is always the Y ion type. This is a reasonable assumption because
experimental results have shown that these ion types have a much higher occurrence rates than
any other ion types.
To test our idea, we first use a simple histogram to obtain a set of convoluted masses. The
histogram counts the number of occurrences for the mass m, where m is obtained by summing
the mass charge ratio of every possible pair of peaks in the mass spectrum. After we have
done this, we can look at the histogram and determine the mass with the highest number of
occurrences. By our assumption earlier in this section, the mass with the highest occurrence
is unlikely to be caused by multiple pairs of random peaks but is more likely to be caused by
pairs of B and Y ion types! These pairs result in the same mass because for each of the prefix
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Example of fragments
Figure 5.4: This diagram shows an example of several fragmentation points that may be
found in a peptide.
ions, its Y ion counter-parts are simply the suffix end of the peptide. This is illustrated in
Figure 5.4 where the yellow bars represent the prefix ions and the white bars represent the
suffix ions. Note that we actually only require a ladder of just one ion type to form a short tag
(in this case EEP).
We create the histogram by using bins of 0.1 DA in width to represent the frequencies of
possible convoluted mass. To account for error, instead of using the score of a single bin, we
add the scores for 5 consecutive bins by using a sliding window of 0.5 DA. To obtain the top
k convoluted masses, we can simply do a linear scan of the array and add the resulting scans
into a priority queue. However we find that when we do this, we obtain multiple convoluted
masses with mass difference of only 0.1. This is because a single bin of high score influences
the score for 5 windows. To avoid that, instead we only look at regions of local maximal B[i],
where B[i− 1] < B[i] > B[i+ 1].
Building a graph to reinforce the histogram
We further improve on the idea by building a graph with vertices corresponding to each peak
in the spectrum. This is a far sparser graph compared to the spectrum graph, where we have
multiple vertices corresponding to each peak in the spectrum with their vertex label as the mass
charge (of the peak the vertex corresponds to). We call this graph the Simple Graph. Every
vertex is joined to another vertex with an edge if the absolute difference in their M/Z ratio is
equals to that of an amino acid, and the edge is labeled with the amino acid character.
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Example of a Simple Graph
Figure 5.5: This diagram shows a simple graph for Figure 5.4.
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Using Figure 5.4 as an example, we point out that in the graph, we should see vertices
labeled 175, 304, 433, 530 corresponding to the prefix fragments with the edges corresponding
to E,E,P. We should also see the vertices labeled 315, 412, 541, 670 corresponding to the suffix
ions with labels P,E,E. We can see that the ordering is reversed for the suffix ions. Since we are
unable to determine which are the prefix and suffix fragments, we would have to interprate all
paths (formed from the fragments) in both the forward and backward directions - the backward
direction by reversing the path.
We do this by running a Depth First Search algorithm on this graph to obtain all possible
paths with lengths greater than 1 in a single direction from smaller MZ ratio to a larger MZ
ratio. We take this set and reverse all the sequences obtained in this set. Then we do pair-wise
comparison between all elements in the original set and the reversed set to determine if there is
a common substring of at least length 1 in any pair. If a common substring of length n is found,
we are able to obtain a convoluted mass from the original MZ values of each element (with the
idea that one of the sequences is obtained from the prefix fragments and one of the sequences
is obtained from the suffix fragments and that the substring overlaps). Again we make use of
the rational that correct sequences must agree to a common mass with a higher frequency than
the random noisy sequences.
To improve the histogram, instead of simply counting the number of occurrences, we score
each occurrence by factoring the intensity of the original peak as well as using an exponential
scoring for longer substring overlaps. A Simple Graph for Figure 5.4 is shown in Figure 5.5
where the yellow nodes corresponds to the prefix fragments and the blue nodes corresponds to
the suffix fragments. In this example, we are able to find 4 consecutive supporting B and Y
fragments (we consider this to be a very strong support). In most cases however, we might
normally only find two consecutive fragments.
5.5 Using the convoluted mass in database search
To test the usefulness of our convoluted mass, we run a database search algorithm (which
we discuss in Chapter 4) using the top 3 convoluted masses as possible precursor masses in
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additional to the theoretical precursor mass.
Rank Inspect PMF (Prec only) PMF (Prec + top 3 conv)
1 483 262 298
2 46 48 47
3 13 19 24
4 5 4 14
5 6 9 7
6 - 10 9 25 22
> 10 0 340 425
Total (Top 10) 562 367 404
Total (All) 562 707 829
Table 5.3: This table shows the sequencing result of running our database search algorithm
described in Chapter 4. The second column shows the sequencing results when using only
the precursor mass and the third column shows the sequencing results when using the
precursor mass and the top 3 convoluted masses. The last column shows the sequencing
results obtained by Inspect. We point out that there has been an overall improvement and
that the upperbound of sequencing result has gone up from 707 to 829.
Table 5.3 shows the sequencing results when running our algorithm using only the precursor
mass (second column) and when using the precursor mass and the top 3 convoluted masses
(third column). We note that the accuracy has gone down slightly due to the introduction
of a large amount of candidate sequences, but in doing that, the upperbound of sequencing
result has gone up from 707 to 829. As a performance comparison, we have included Inspect’s
sequencing result in the table above.
5.6 Using the convoluted mass as a measure for spectra quality
While the main purpose of mass convolution is to increase the upper-bound for de-novo or
database search, we claim that mass convolution is also useful to determine the quality of
MS/MS spectra. In our analysis of the GPM dataset, most ( 70%) of the spectra have a
precursor mass very different from the mass obtained from its corresponding sequence.
Table 5.4 shows a table indicating the division of spectrum files by using three masses (the
convoluted masses, the precursor mass and the mass obtained by its sequence). The right
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M ≈ m(ρ) M 6= m(ρ) Total
Mc ≈ M 565 400 965
Mc 6= M 312 1051 1363
Total 877 1451 2328
Table 5.4: This table shows a distribution of the 2328 GPM datasets M c refers to the
convoluted mass, M is the precursor mass and m(ρ) is the mass obtained from its corre-
sponding sequence. The top left corner cell indicates the number of spectrum files where
M c = M = m(ρ). The bottom right corner indicates the number of spectrum files where
all three disagree.
column (M 6= m(ρ)) indicates the number of datasets where the precursor mass is very different
from the mass obtained from its corresponding sequence. These data sets perform poorly even
on superior database search software like Inspect.
In the actual sequencing scenario, we are naturally without the benefit m(ρ). However, by
using the convouted mass and the precursor mass, we are still able to seperate the two rows and
mark the top row (M ≈ m(ρ)) as reasonably good. This is because we have removed much of
the poor quality spectra residing in the lower right corner, at the expense of also removing some
good spectra data sets. We claim that this is reasonable because we can run a more intensitve
sequencing algorithm on these poor quality data sets. We call the data sets in the top row the
convoluted data sets.
Currently, a single MS/MS machine can generate far more mass spectrum then it is compu-
tationally possible to sequence. A possible usage of mass convoution as described above is that
we can use this to quickly filter away poor quality datasets.
Performance of Inspect and PMF on the full dataset and the convoluted dataset
We verify our claim by running two different algorithms on both the full and the convoluted
dataset. Table 5.5 shows the results. We can see that the proportion of datasets sequenced
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Rank Full (2328 sets) Convoluted (965 sets)
1 483 (21%) 366 (37%)
2 46 (2%) 33 (3%)
3 13 (1%) 12 (1%)
4 5 (1%) 3 (1%)
5 6 (1%) 4 (1%)
6 - 10 9 (1%) 9 (1%)
Total 562 (24%) 427 (44%)
(a) Inspect
Rank Full (2328 sets) Convoluted (965 sets)
1 262 (11%) 195 (20%)
2 48 (2%) 32 (3%)
3 19 (1%) 5 (1%)
4 4 (1%) 2 (1%)
5 9 (1%) 9 (1%)
6 - 10 25 (1%) 13 (1%)
Total 367 (16%) 256 (27%)
(b) PMF(MI)
Table 5.5: The first table shows the result of running Inspect on the full and the convoluted
subset. The second table shows the result of running PMF (the algorithm described in the
next section) on the full and the convoluted subset.
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correctly by both algorithms has significantly increased when running sequencing on the con-





In this thesis, we proposed a new database search algorithm PMF which performs database
search by using parent mass as a filter. To improve this method, we also attempted to perform
parent mass correction.
In analysis of experimental results from the tag generation algorithm of Chapter 3 on the
GPM datasets, we found that low accuracy was due to poor coverage and a low average tag
length in those datasets. To overcome that, we investigated an alternative method to perform
filtering using precursor mass instead of using tags. This has been discussed in Chapter 5.
As mentioned, using a mass-filter approach is dependent on the accuracy of the precursor
mass. As such, we attempt to perform mass correction to try to correct precursor mass which
has been shifted either due to different isotopes or post translation modifications. This has lead
to the work described in Chapter 4.
In the course of doing the analysis of results, I have also written a Visualizer program to
help visualize the mass spectrum. This has helped tremendously in explaining different results.
Currently the mass-filter approach is not tweaked for ISB datasets because of a wider error
range from the mass spectrum machines. Consequently, the method would not work well as
the candidate generation step would generate a far larger number of candidate sequences. It
is hoped that with further analysis, our program would work reasonably well for datasets of
different characteristics as well.
In addition, the runtime of the program is still comparatively slow. I will look into making
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A.1 Implementation and Program Information
The RAS Spectrum Visualizer is a project that I started work on for my Final Year Project in
2006. RAS Spectrum Visualizer is written in C# on the .NET framework (version 1.1). Most
of the spectrum images in this report were generated with the spectrum visualizer.
Initially the visualizer was meant to display mass spectrum files with mass charge and
intensity ratio as well as interactions between individual peaks. Later on, the backtrack view was
created to view the peak interactions given a input sequence. The other views were implemented
later for my Masters thesis to better understand the problem.
The visualizer by default includes PepNovo as part of an integrated function in the program
and GraphViz to visualize the graphs.
A.1.1 Implementation
The logic for sequencing as well as the spectrum graph was implemented in a library file.
Wrapper classes was written to handle calls to other programs such as PepNovo, GBST and
GraphViz.
The canvas was written from scratch and all graphs on the canvas are composed of indepen-
dent straight lines using an XY coordinate system.
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A.2 Using the program
A.2.1 Program regions
Figure A.1: The canvas and the tabbed regions.
The visualizer (seen in Figure A.1) is divided into two main regions. The upper region
contains the canvas which is used to display the peak interactions (explained later). The
bottom region contains a tabbed panel holding configuration options used to generate canvas.
At any time, a user may save the canvas (in .jpg format) by using the File menu option. The
canvas can be zoomed in or out by clicking on the + and - buttons found on the top right hand
corner of the canvas.
The different functionalities found in the multiple tabs are explained in the next few sections.
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A.2.2 Starting the program
Figure A.2: Default view of the Peptide Visualizer program.
To start using the program, a user would first have to load a spectrum file (in .dta format)
by using the File menu function. Once a file has been successfully loaded, the default view
would display the lines corresponding the the mass/charge intensity ratio for the loaded file.
The default view (seen in Figure A.2) of the peptide visualizer program allows the user view
basic information as well as to select individual peaks to determine the interactions between
itself and other peaks. A peak can be selected by either clicking directly on the peak in the
canvas, or selected using the drop down box.
An interaction between two peaks occur when there exist one or more possible interpreta-
tions of either peak which results in a mass difference corresponding to an amino acid. This is
significant because when creating the spectrum graph, there would be two nodes (which corre-
sponds to this two peaks) with an edge between them. By configuring the selected and targeted
peak ion type, the user may filter out only significant edges (such as Y-ion Y-ion edges).
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A.2.3 Annotation View
Figure A.3: Annotation view of the Peptide Visualizer program.
The annotation view (seen in Figure A.3) of the visualizer allows the user to specify a
sequence to view the peaks of interest on the loaded spectrum. By default, if the loaded file
is found within its database, the sequence text box would be populated with its annotated
sequence.
The annotated peaks are peaks which can be explained using the sequence. The annotation
appears above the highlighted peaks in the format <Ion type><Fragment number>,<Neutral
Loss>. As an example, the first fragmentation point of a B ion type for a sequence QEDASKR
without any neutral losses would thus be labeled B0,No Mod.
The user may select the ion types and neutral losses to be displayed.
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A.2.4 Backtrack View
Figure A.4: Backtrack view of the Peptide Visualizer program.
The backtrack view (seen in Figure A.4) allows the user to view the edges that be formed
from the highlight peaks seen in annotation view. This view was actually developed prior to
annotation view but was found to be inadequate for our needs.
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A.2.5 Tag View
Figure A.5: Tag view of the Peptide Visualizer program.
The tag view (seen in Figure A.5) shows a summary of the tags that be obtained from the
spectrum which can explain the input sequence. The vertical guide lines shows the possible
fragmentation points derived from the sequence and the horizontal lines shows the edges that
can be formed for each ion type.
The user may click on the tag to view more information on the source and target fragment.
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A.2.6 Pepnovo and GBST View
Figure A.6: Pepnovo view of the Peptide Visualizer program.
The Pepnovo and GBST views (seen in Figure A.6) shows the tag view for tags generated
by these algorithms. The output of Pepnovo only produce the top ranked result and that result
would be displayed. For GBST, a user may select any of the top ranked results to view the
tags.
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A.2.7 GraphVis and Simple Graph
Figure A.7: Graph Vis view of the Peptide Visualizer program.
GraphVis and Simple Graph views (seen in Figure A.7) allows the user to see the extended
spectrum graph generated by the MCPS Spectrum Graph. The Simple Graph view shows a
simplified graph where each node represents a peak and an edge is formed when any two peak
has a mass difference corresponding to an amino acid.
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