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Optimal Berry-Esse´en bound for Maximum likelihood
estimation of the drift parameter in α-Brownian bridge
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Kuwait University and Cadi Ayyad University
Abstract
Let T > 0, α > 12 . In the present paper we consider the α-Brownian bridge defined
as dXt = −α XtT−tdt + dWt, 0 ≤ t < T , where W is a standard Brownian motion. We
investigate the optimal rate of convergence to normality of the maximum likelihood
estimator (MLE) for the parameter α based on the continuous observation {Xs, 0 ≤
s ≤ t} as t ↑ T . We prove that an optimal rate of Kolmogorov distance for central limit
theorem on the MLE is given by 1√| log(T−t)| , as t ↑ T . First we compute an upper bound
and then find a lower bound with the same speed using Corollary 1 and Corollary 2 of
Kim and Park (2017), respectively.
Keyword: α-Brownian bridge, rate of convergence, MLE, Kolmogorov distance, Malli-
avin calculus.
1 Introduction
Fix a time interval [0, T ), with T is a positive real number. We consider the α-Brownian
bridge process X := {Xt, t ∈ [0, T )}, defined as the solution to the stochastic differential
equation
X0 = 0; dXt = −α Xt
T − tdt+ dWt, 0 ≤ t < T, (1)
where W is a standard Brownian motion, and α > 0 is unknown parameter to be estimated.
In recent years, the study of various problems related to the α-Brownian bridge (1) has
attracted interest. The process (1) has been first considered by Brennan and Schwartz (1990),
where it is used to describe the evolution of the simple arbitrage opportunity associated with
a given futures contract in the absence of transaction costs. For more information and further
references concerning the subject, we refer the reader to Barczy and Pap (2010), as well as
Mansuy (2004) and Go¨rgens and Thulin (2014).
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An example of interesting problem related to X is the statistical estimation of α when
one observes the whole trajectory of X . A natural candidate is the maximum likelihood
estimator (MLE), which can be easily computed for this model, due to the specific form of
(1): one gets
α˜t = −
(∫ t
0
Xu
T − u dXu
)/(∫ t
0
X2u
(T − u)2 du
)
, t < T. (2)
In (2), the integral with respect toX must of course be understood in the Itoˆ sense. Moreover,
it is easy to find
α− α˜t =
(∫ t
0
Xu
T − u dWu
)/(∫ t
0
X2u
(T − u)2 du
)
. (3)
The asymptotic behavior of the MLE α˜t of α based on the observation (Xs)s∈[0,t] as t ↑ T have
been studied in Barczy and Pap (2010). Let us describe what is known about this problem:
as t ↑ T ,
• if α > 0, the MLE α˜t is strongly consistent, that is, α˜t −→ α almost surely, see
[Barczy and Pap (2010), Theorem 16];
• if 0 < α < 1
2
(T − t)α− 12 (α− α˜) law−→ T α− 12 (1− 2α)× C(1)
with C(1) the standard Cauchy admitting a density function pi−1(1 + x2)−1, x ∈ R, see
[Barczy and Pap (2010), Theorem 7];
• if α = 1
2
|log (T − t)| (α− α˜) law−→
∫ T
0
WsdWs∫ T
0
W 2s ds
,
see [Barczy and Pap (2010), Theorem 5];
• if α > 1
2 √
|log (T − t)| (α− α˜) law−→ N (0, 2α− 1) ,
see [Barczy and Pap (2010), Theorem 10].
The study of the asymptotic distribution of an estimator is not very useful in general for
practical purposes unless the rate of convergence is known. To our knowledge, no result of
the Berry-Esse´en type is known for the distribution of the MLE α˜t of the drift parameter α
2
of the α-Brownian bridge (1). The aim of the present work is to provide an optimal rate of
Kolmogorov distance for central limit theorem, corresponding to α > 1
2
, of the MLE α˜t in
the following sense: There exist constants 0 < c < C <∞, depending only on α and T , such
that for all t sufficiently near T ,
c√| log (T − t) | ≤ supz∈R
∣∣∣∣∣P
(√
| log (T − t) |
2α− 1 (α− α˜t) ≤ z
)
− P (Z ≤ z)
∣∣∣∣∣ ≤ C√| log (T − t) | ,
where Z denotes a standard normal random variable.
Let us recall the case of the Ornstein-Uhlenbeck process defined as solution to the equa-
tion dXt = −θXtdt + dWt, t ≥ 0, X0 = 0, with θ > 0. While Bishwal (2000) obtained the
upper bound O(1/
√
T ) in Kolmogorov distance for normal approximation of the MLE of the
drift parameter θ on the basis of continuous observation of the process Xt on the time inter-
val [0, T ], a lower bound with the same speed has been recently obtained by Kim and Park
(2017). This means that O(1/
√
T ) is an optimal Berry-Esse´en bound for the MLE of θ.
Finally, we mention that Es-Sebaiy and Nourdin (2013) studied the parameter estimation
for so-called α-fractional bridge which is given by the equation (1) replacing the standard
Brownian motion W by a fractional Brownian motion.
We proceed as follows. In Section 2 we give the basic tools of Malliavin calculus needed
throughout the paper. Section 3 contains our main result, concerning the optimal rate of
convergence to normality of the MLE α˜t.
2 Preliminaries
In this section we recall some basic elements of Malliavin calculus that will be used in this
paper. We refer the reader to the references Nualart (2006) and Nourdin and Peccati (2012)
for a detailed account on the Malliavin calculus.
Let {Wt, t ∈ [0, T ]} be a Brownian motion. We denote by H the Hilbert space L2 ([0, T ]),
and so H⊗q := L2 ([0, T ]q). For any g ∈ H, the integral W (g) =
∫ T
0
g(t)dWt must be
understood in the Wiener sense. More generally, for q ≥ 1, let g ∈ H⊙q := L2 ([0, T ]q), with
H⊙q is the symmetric tensor product, the multiple Wiener-Itoˆ integral Iq(g) of order q, of g
with respect to W is defined as iterated integral:
Iq(g) :=
∫
[0,T ]q
g(t1, . . . , tq)dWt1 . . . dWtq
= q!
∫ T
0
dWt1
∫ t1
0
dWt2 . . .
∫ tq−1
0
dWtqg(t1, . . . , tq).
Let f ∈ H⊙p and g ∈ H⊙q. For every r = 1, . . . , q ∧ p, the rth contraction f ⊗r g of f and g
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is the element of H⊗p+q−2r defined as
(f ⊗r g) (t1, . . . , tp+q−2r)
=
∫
[0,T ]r
f (t1, . . . , tp−r, s1, . . . , sr) g (tp−r+1, . . . , tp+q−2r, s1, . . . , sr) ds1 . . . dsr.
If f ∈ H⊙p and g ∈ H⊙q, we have the following product formula for the multiple integrals,
Ip(g)Iq(h) =
p∧q∑
r=0
r!
(
p
r
)(
q
r
)
Ip+q−2r(g⊗˜rh) , (4)
where f⊗˜rg is the symmetrization of f ⊗r g.
Throughout the paper Z denotes a standard normal random variable. Also, C denotes a
generic positive constant (perhaps depending on α and T , but not on anything else), which
may change from line to line.
Let us now state the results of Kim and Park (2017) we use in this paper. Recently, using
techniques relied on the combination of Malliavin calculus and Stein’s method (see, e.g.,
Nourdin and Peccati (2012)), the authors of Kim and Park (2017) have provided lower and
upper bounds of the Kolmogrov distance for central limit theorem of sequences of the form
Fn/Gn, where Fn and Gn are functionals of Gaussian fields, see Corollary 1 and Corollary 2
of Kim and Park (2017), respectively.
Proposition 1 (Kim and Park (2017)). Fix T > 0. Let ft, gt ∈ H⊙2 for all t ∈ [0, T ), and
let bt be a positive function of t such that I2(gt) + bt > 0 almost surely for all t ∈ [0, T ).
Define for every t ∈ [0, T ),
ψ1(t) :=
1
b2t
√(
b2t − 2‖ft‖2H⊗2
)2
+ 8‖ft ⊗1 ft‖2H⊗2 ,
ψ2(t) :=
2
b2t
√
2‖ft ⊗1 gt‖H⊗2 + 〈ft, gt〉2H⊗2,
ψ3(t) :=
2
b2t
√
‖gt‖4H⊗2 + 2‖gt ⊗1 gt‖2H⊗2.
Suppose that ψi(t) → 0, i = 1, 2, 3, as t ↑ T . Then there exists a positive constant C such
that for all t sufficiently near T ,
sup
z∈R
∣∣∣∣P( I2(ft)I2(gt) + bt ≤ z
)
− P (Z ≤ z)
∣∣∣∣ ≤ C maxi=1,2,3ψi(t).
Proposition 2 (Kim and Park (2017)). Fix T > 0. Let ft, gt ∈ H⊙2 for all t ∈ [0, T ), and
let bt be a positive function of t such that I2(gt) + bt > 0 almost surely for all t ∈ [0, T ).
Suppose that, as t ↑ T ,
4
‖ft ⊗1 ft‖H⊗2 −→ 0,
2‖ft‖2H⊗2 − 1
〈ft ⊗1 ft, ft〉H⊗2 −→ 0,
‖ft ⊗1 ft‖H⊗2
〈ft ⊗1 ft, ft〉H⊗2 −→ ρ 6= 0.
Then there exists a positive constant c such that for all t sufficiently near T ,
sup
z∈R
∣∣∣∣P( I2(ft)I2(gt) + bt ≤ z
)
− P (Z ≤ z)
∣∣∣∣ ≥ c|〈ft ⊗1 ft, ft〉H⊗2|.
3 Optimal rate of convergence of the MLE
In this section we consider the problem of optimal rate of convergence to normality of the
MLE α˜t given in (2). More precisely, we want to provide an optimal Berry-Esse´en bound in
the Kolmogorov distance for α˜t.
To proceed, let us start with useful notations needed in what follows. Because (1) is
linear, it is immediate to solve it explicitly; one then gets the following formula:
Xt = (T − t)α
∫ t
0
(T − s)−α dWs, 0 ≤ t < T. (5)
Define for every t ∈ [0, T ),
λt :=
| log (T − t) |
2α− 1 . (6)
Note that from (5) we have for every t ∈ [0, T ),√
2α− 1
| log (T − t) |
∫ t
0
Xs
T − sdWs =
1√
λt
∫ t
0
Xs
T − sdWs
=
1√
λt
∫ t
0
∫ s
0
(T − s)α−1 (T − r)−α dWrdWs
=
1
2
√
λt
∫ t
0
∫ t
0
(T − s ∨ r)α−1 (T − s ∧ r)−α dWrdWs
=: I2 (ft) , (7)
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where
ft(x, y) =
1
2
√
λt
(T − x ∨ y)α−1 (T − x ∧ y)−α 1[0,t]2(x, y). (8)
On the other hand, using (5) and (4), we can write
X2s =
[
I1
(
(T − s)α (T − u)−α 1[0,s](u)
)]2
= I2
(
(T − s)2α (T − u)−α (T − v)−α 1[0,s]2(u, v)
)
+
∫ s
0
(T − s)2α (T − u)−2α du.
Hence, we have
1
λt
∫ t
0
X2s
(T − s)2ds = I2(gt) + bt, (9)
where
gt(u, v) =
1
λt
∫ t
0
(T − s)2α−2 (T − u)−α (T − v)−α 1[0,s]2(u, v)ds
=
1
λt
(T − u)−α (T − v)−α 1[0,t]2(u, v)
∫ t
u∨v
(T − s)2α−2 ds
=
(T − u)−α (T − v)−α
| log (T − t) |
[
(T − u ∨ v)2α−1 − (T − t)2α−1]1[0,t]2(u, v), (10)
and
bt =
1
λt
∫ t
0
∫ s
0
(T − s)2α−2 (T − u)−2α duds
=
1
| log (T − t) |
∫ t
0
(T − s)−1 − T 1−2α (T − s)2α−2 ds
= 1 +
log(T )
| log (T − t) | −
1
(2α− 1)| log (T − t) |
(
1−
(
T − t
T
)2α−1)
. (11)
Therefore, combining (3), (7) and (9), we can write√
λt (α− α˜t) = I2(ft)
I2(gt) + bt
, (12)
where λt, ft, gt and bt are given in (6), (8), (10) and (11), respectively.
In order to prove our main result we make use of the following technical lemmas.
Lemma 1. Suppose that α > 1
2
. Let λt, ft, gt and bt be the functions given in (6), (8), (10)
and (11), respectively. Then we have, as t ↑ T ,
2‖ft‖2H⊗2 − 1 =
log(T )
(2α− 1)λt −
1
(2α− 1)2 λt
+ o
(
1
λt
)
, (13)
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b2t − 1 =
2 log(T )
(2α− 1)λt −
2
(2α− 1)2 λt
+ o
(
1
λt
)
, (14)
〈ft ⊗1 ft, ft〉H⊗2 = 3
4(2α− 1)√λt
+ o
(
1√
λt
)
, (15)
‖ft ⊗1 ft‖2H⊗2 =
5
4(2α− 1)2λt + o
(
1
λt
)
, (16)
where the notation o(1/λβt ) means that λ
β
t o(1/λ
β
t ) −→ 0 as t ↑ T .
Proof. Suppose that 0 < T − t < 1. So, − log(T − t) = | log(T − t)|. We also notice that
λt −→ 0 as t ↑ T . Since the function ft is symmetric, we have
‖ft‖2H⊗2 =
1
4λt
∫
[0,t]2
(T − x ∨ y)2α−2 (T − x ∧ y)−2α dxdy
=
1
2λt
∫ t
0
dy
∫ y
0
(T − y)2α−2 (T − x)−2α dx
=
1
2(2α− 1)λt
∫ t
0
(
(T − y)−1 − T−2α+1 (T − y)2α−2) dy
=
1
2| log (T − t) |
(
log(T )− log (T − t) + ((T − t)/T )
2α−1
(2α− 1) −
1
(2α− 1)
)
=
1
2
(
1 +
log(T )
| log (T − t) | +
((T − t)/T )2α−1
(2α− 1) | log (T − t) | −
1
(2α− 1) | log (T − t) |
)
=
1
2
(
1 +
log(T )
(2α− 1)λt −
1
(2α− 1)2 λt
+ o
(
1
λt
))
.
Thus, we can deduce
2‖ft‖2H⊗2 − 1 =
log(T )
(2α− 1)λt −
1
(2α− 1)2 λt
+ o
(
1
λt
)
,
which proves (13). On the other hand, the estimate (14) is a direct consequence of (11).
Let us prove (15), we have
〈ft ⊗1 ft, ft〉H⊗2 =
∫
[0,t]3
ft(x1, x2)ft(x2, x3)ft(x3, x1)dx1dx2dx3
= 3!
∫ t
0
dx3
∫ x3
0
dx2
∫ x2
0
dx1ft(x1, x2)ft(x2, x3)ft(x3, x1),
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where we used the fact that the integrand is symmetric. Hence
〈ft ⊗1 ft, ft〉H⊗2
=
3
4(λt)3/2
∫ t
0
dx3
∫ x3
0
dx2
∫ x2
0
dx1 (T − x3)2α−2 (T − x2)−1 (T − x1)−2α
=
3
4(2α− 1)(λt)3/2
∫ t
0
dx3
∫ x3
0
dx2 (T − x3)2α−2 (T − x2)−1
[
(T − x2)1−2α − T 1−2α
]
=
3
4(2α− 1)(λt)3/2
∫ t
0
dx3 (T − x3)2α−2
[
(T − x3)1−2α − T 1−2α
2α− 1 + T
1−2α log
(
T − x3
T
)]
=
3
4(2α− 1)2(λt)3/2
[
log(T )− log(T − t) + T 1−2α (T − t)
2α−1 − T 2α−1
2α− 1
−T 1−2α log
(
T − t
T
)
(T − t)2α−1 + T 1−2α ((T − t)2α−1 − T 2α−1)]
=
3
4(2α− 1)√λt
+ o
(
1√
λt
)
,
which proves (15). For (16), we have
‖ft ⊗1 ft‖2H⊗2
=
∫
[0,t]2
(∫ t
0
ft(x1, x2)ft(x3, x2)dx2
)2
dx1dx3
=
∫
[0,t]4
ft(x1, x2)ft(x2, x3)ft(x3, x4)ft(x4, x1)dx1dx2dx3dx4
=
16
16λ2t
∫
0<x1<x2<x3<x4<t
(T − x4)2α−2 (T − x3)−1 (T − x2)−1 (T − x1)−2α dx1dx2dx3dx4
+
8
16λ2t
∫
0<x1<x3<x2<x4<t
(T − x4)2α−2 (T − x2)2α−2 (T − x3)−2α (T − x1)−2α dx1dx3dx2dx4
=: At,1 + At,2. (17)
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For the term At,1, we have
At,1 =
1
λ2t
∫ t
0
dx4
∫ x4
0
dx3
∫ x3
0
dx2
∫ x2
0
dx1 (T − x4)2α−2 (T − x3)−1 (T − x2)−1 (T − x1)−2α
=
1
(2α− 1)λ2t
∫ t
0
dx4
∫ x4
0
dx3
∫ x3
0
dx2 (T − x4)2α−2 (T − x3)−1
× [(T − x2)−2α − T 1−2α (T − x2)−1]
=
1
(2α− 1)λ2t
∫ t
0
dx4
∫ x4
0
dx3 (T − x4)2α−2
[
(T − x3)−2α − T 1−2α (T − x3)−1
2α− 1
+T 1−2α log
(
T − x3
T
)
(T − x3)−1
]
=
1
(2α− 1)λ2t
∫ t
0
dx4
[
(T − x4)−1 − T 1−2α(T − x4)2α−2
(2α− 1)2 +
T 1−2α
2α− 1 log
(
T − x4
T
)
(T − x4)2α−2
−T
1−2α
2
log2
(
T − x4
T
)
(T − x4)2α−2
]
=
1
(2α− 1)3λ2t
∫ t
0
dx4 (T − x4)−1 +Rt
=
1
(2α− 1)2λt + o
(
1
λt
)
, (18)
where by straightforward calculations we have
Rt =
1
(2α− 1)λ2t
∫ t
0
dx4
[−T 1−2α(T − x4)2α−2
(2α− 1)2 +
T 1−2α
2α− 1 log
(
T − x4
T
)
(T − x4)2α−2
−T
1−2α
2
log2
(
T − x4
T
)
(T − x4)2α−2
]
= o
(
1
λt
)
.
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Similarly, we obtain
At,2 =
1
2λ2t
∫ t
0
dx4
∫ x4
0
dx2
∫ x2
0
dx3
∫ x3
0
dx1 (T − x4)2α−2 (T − x2)2α−2 (T − x3)−2α (T − x1)−2α
=
1
2(2α− 1)λ2t
∫ t
0
dx4
∫ x4
0
dx2
∫ x2
0
dx3 (T − x4)2α−2 (T − x2)2α−2
× [(T − x3)1−4α − T 1−2α (T − x3)−2α]
=
1
4(2α− 1)2λ2t
∫ t
0
dx4
∫ x4
0
dx2 (T − x4)2α−2
[
(T − x2)−2α − T 2−4α (T − x2)2α−2
−2T 1−2α ((T − x2)−1 − T 1−2α (T − x2)2α−2)]
=
1
4(2α− 1)3λ2t
∫ t
0
dx4 (T − x4)−1 + St
=
1
4(2α− 1)2λt + o
(
1
λt
)
, (19)
where
St =
1
4(2α− 1)2λ2t
∫ t
0
dx4
−T 1−2α
(2α− 1) (T − x4)
2α−2 − T
2−4α
(2α− 1)
[
(T − x4)4α−3 − T 2α−1 (T − x4)2α−2
]
+2T 1−2α (T − x4)2α−2 log
(
T − x4
T
)
= o
(
1
λt
)
.
Combining (17), (18) and (19) we obtain (16), which finishes the proof.
Lemma 2. Suppose that α > 1
2
. For all (T − 1/e) ∨ 0 < t < T ,
‖gt‖H⊗2 ≤ C√
λt
, (20)
‖gt ⊗1 gt‖H⊗2 ≤ C
λ
3/2
t
, (21)
|〈ft, gt〉H⊗2| ≤ C√
λt
, (22)
‖ft ⊗1 gt‖H⊗2 ≤ C
λt
. (23)
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Proof. Note that if (T − 1/e) ∨ 0 < t < T , − log(T − t) = | log(T − t)| and | log(T − t)| > 1.
We have
‖gt‖2H⊗2 =
∫ t
0
∫ t
0
(T − u)−2α (T − v)−2α
| log (T − t) |2
[
(T − u ∨ v)2α−1 − (T − t)2α−1]2 dudv
≤
∫ t
0
∫ t
0
(T − u)−2α (T − v)−2α
| log (T − t) |2 (T − u ∨ v)
4α−2 dudv
= 2
∫ t
0
dv
∫ v
0
du
(T − u)−2α (T − v)2α−2
| log (T − t) |2
= 2
∫ t
0
dv
(T − v)2α−2
(2α− 1)| log (T − t) |2
[
(T − v)1−2α − T 1−2α]
≤ 2
∫ t
0
dv
(T − v)−1
(2α− 1)| log (T − t) |2
= 2
log (T )− log (T − t)
(2α− 1)| log (T − t) |2
≤ C
λt
,
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which proves (20). Let us prove (21), we have
‖gt ⊗1 gt‖2H⊗2
=
∫
[0,t]2
(∫ t
0
gt(x1, x2)gt(x3, x2)dx2
)2
dx1dx3
=
∫
[0,t]4
gt(x1, x2)gt(x2, x3)gt(x3, x4)gt(x4, x1)dx1dx2dx3dx4
=
16
| log (T − t) |4
∫
0<x1<x2<x3<x4<t
(T − x4)−2α (T − x3)−2α (T − x2)−2α (T − x1)−2α
× [(T − x2)2α−1 − (T − t)2α−1] [(T − x3)2α−1 − (T − t)2α−1]
× [(T − x4)2α−1 − (T − t)2α−1]2 dx1dx2dx3dx4
+
8
| log (T − t) |4
∫
0<x1<x3<x2<x4<t
(T − x4)−2α (T − x3)−2α (T − x2)−2α (T − x1)−2α
× [(T − x2)2α−1 − (T − t)2α−1]2 [(T − x4)2α−1 − (T − t)2α−1]2 dx1dx3dx2dx4
≤ 16
(2α− 1)4λ4t
∫ t
0
dx4
∫ x4
0
dx3
∫ x3
0
dx2
∫ x2
0
dx1 (T − x4)2α−2 (T − x3)−1 (T − x2)−1 (T − x1)−2α
+
8
(2α− 1)4λ4t
∫ t
0
dx4
∫ x4
0
dx2
∫ x2
0
dx3
∫ x3
0
dx1 (T − x4)2α−2 (T − x2)2α−2 (T − x3)−2α (T − x1)−2α
=
16
(2α− 1)4λ2t
At,1 +
16
(2α− 1)4λ2t
At,2
≤ C
λ3t
,
where the latter inequality comes from (18) and (19). Thus (21) is obtained. For (22), we
have
|〈ft, gt〉H⊗2| =
∫ t
0
∫ t
0
ft(u, v)gt(u, v)dudv
=
1
(2α− 1)(λt)3/2
∫ t
0
dv
∫ v
0
du (T − v)−1 (T − u)−2α [(T − v)2α−1 − (T − t)2α−1]
≤ 1
(2α− 1)(λt)3/2
∫ t
0
dv (T − v)2α−2
∫ v
0
du (T − u)−2α
≤ 1
(2α− 1)2(λt)3/2
∫ t
0
dv (T − v)−1
≤ C√
λt
.
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To finish the proof it remains to prove the inequality (23). We have
‖ft ⊗1 gt‖2H⊗2
=
∫
[0,t]2
(∫ t
0
ft(x1, x2)gt(x3, x2)dx2
)2
dx1dx3
=
∫
[0,t]4
ft(x1, x2)gt(x2, x3)gt(x3, x4)ft(x4, x1)dx1dx2dx3dx4
≤ C(α)
λ3t
∫
[0,t]4
(T − x2)−α (T − x3)−2α (T − x4)−α (T − x1 ∨ x2)α−1 (T − x1 ∧ x2)−α
(T − x2 ∨ x3)2α−1 (T − x3 ∨ x4)2α−1 (T − x1 ∨ x4)α−1 (T − x1 ∧ x4)−α dx1dx2dx3dx4
= 16
C(α)
λ3t
∫
0<x1<x2<x3<x4<t
(T − x1)−2α (T − x2)−1 (T − x3)−1 (T − x4)2α−2 dx1dx2dx3dx4
+8
C(α)
λ3t
∫
0<x1<x3<x2<x4<t
(T − x1)−2α (T − x3)−2α (T − x2)2α−2 (T − x4)2α−2 dx1dx3dx2dx4
=: 16
C(α)
λt
At,1 + 16
C(α)
λt
At,2
≤ C
λ2t
,
where the latter inequality follows from (18) and (19).
In the next Theorem we give an explicit optimal bound for the Kolmogorov distance,
between the law of
√
| log(T−t)|
2α−1 (α− α˜t) and the standard normal law.
Theorem 1. Let T > 0, α > 1/2, and let α˜t be the MLE given in (2).Then there exist
constants 0 < c < C < ∞, depending only on α and T , such that for all t sufficiently near
T ,
c√| log (T − t) | ≤ supz∈R
∣∣∣∣∣P
(√
| log (T − t) |
2α− 1 (α− α˜t) ≤ z
)
− P (Z ≤ z)
∣∣∣∣∣ ≤ C√| log (T − t) | .
Proof. According to (12) we have√
| log (T − t) |
2α− 1 (α− α˜t) =
I2(ft)
I2(gt) + bt
,
where ft, gt and bt are given in (8), (10) and (11), respectively. Let us first show that an
upper bound in Kolmogorov distance for a normal approximation of MLE α˜t is given by the
rate 1√| log(T−t)| . Applying Proposition 1, it suffices to prove that
max
i=1,2,3
ψi(t) ≤ C√| log (T − t) | , (24)
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where the functions ψi, i = 1, 2, 3 are given in Proposition 1. Using (13), (14) and (16), we
obtain ψ1(t) ≤ C√λt ≤
C√
| log(T−t)| . On the other hand, by combining (22) and (23), we get
ψ2(t) ≤ C√λt ≤
C√
| log(T−t)| . Further, the inequalities (20) and (21) imply that ψ2(t) ≤
C
λ
3/4
t
≤
C√
| log(T−t)| . Therefore, (24) is obtained.
For the lower bound, combining (13), (15) and (16) together with the fact that 2α − 1 > 0
and λt −→ 0 as t ↑ T , we obtain, as t ↑ T ,
‖ft ⊗1 ft‖H⊗2 =
√
5
2(2α− 1)√λt
+ o
(
1√
λt
)
−→ 0,
2‖ft‖2H⊗2 − 1
〈ft ⊗1 ft, ft〉H⊗2 =
log(T )
(2α−1)√λt −
1
(2α−1)2√λt + o
(
1√
λt
)
3
4(2α−1) + o (1)
−→ 0,
‖ft ⊗1 ft‖H⊗2
〈ft ⊗1 ft, ft〉H⊗2 =
√
5
2
+ o (1)
3
4
+ o (1)
−→ 2
√
5
3
6= 0.
Moreover, using (15), there is c > 0, depending only on α and T , such that for all t sufficiently
near T ,
|〈ft ⊗1 ft, ft〉H⊗2 | = 1√
λt
∣∣∣∣ 34(2α− 1) + o (1)
∣∣∣∣ ≥ c√| log (T − t) | .
Therefore, applying Proposition 2, the desired result is obtained.
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