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Abstract
In this paper, we propose a high capacity lossless data hiding (LDH)
scheme that achieves high embedding capacity and keeps the image quality
unchanged. In JPEG bitstream, Huffman coding is adopted to encode
image data. In fact, some Huffman codes are unused in the bitstream.
The secret data can be embedded by replacing the used Huffman code
with the unused Huffman code. Different from the previous schemes, the
proposed scheme adopts the Non-equal length code mapping (NLCM)
method to construct mapping relationship, which is not limited to the
Huffman code lengths in a mapping set are equal. To further improve
the embedding capacity and reduce the increased file size caused by data
embedding, the proposed scheme reduces the existing coding redundancy.
Experimental results show that our proposed scheme can obtain higher
embedding capacity than previous high capacity schemes for JPEG images
and the image quality of marked JPEG image is unchanged. In addition,
the increased file size is reduced more than previous works.
Keywords: Lossless data hiding, JPEG bitstream, Huffman, NLCM, histogram
shifting.
1 Introduction
Human is insensitive to digital media such as images, audio, video, etc. More-
over, there is redundancy in the storage of digital media. Therefore, we can
embed additional information by slightly modifying the media, which called as
data hiding. Data hiding technology can be used as watermark authentication,
annotation, copyright protection or covert communication. However, the mod-
ification during data embedding is irreversible, so the original media cannot be
restored from the modified media after data extraction. That is, data hiding
cannot be applied to some application scenarios like medical or military image
system and law forensics. Therefore, it’s rather vital to study the technique
that can restore the original media reversibly from the modified media, which
is called as Reversible data hiding (RDH) technique.
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Recently, RDH technique has received widespread attention and many RDH
schemes have been proposed in the past two decades. RDH mainly includes
two branches, difference expansion (DE) and histogram shifting (HS). In [1],
Tian first proposed the DE technology to obtain a high embedding capacity by
calculating the differences of neighboring pixel values. Then DE technology is
widely used and improved. The main developments include Integer-to-integer
Transformation (IT) [2], Prediction-error Expansion (PEE) [3] and adaptive em-
bedding [4]. HS-based schemes embed secret data by generating the histogram
and shifting the bins between peak point and zero point in the histogram, which
first proposed by Ni et al. [5].
These RDH schemes mentioned above are all designed for uncompressed
images. In fact, JPEG is the most popular image format which is applied to
digital cameras and the Internet widely, because JPEG can compress data effec-
tively while maintaining image visual quality. However, the research on RDH
for JPEG images is far from enough. Due to designing RDH scheme for JPEG
images is more difficult than designing RDH scheme for uncompressed images.
First of all, the basic idea of RDH is to embed additional data by exploiting
the information redundancy existing in the image. While the information re-
dundancy is much smaller than uncompressed image because JPEG image is
compressed. Thus, the obtained embedding capacity is very limited. Second,
any changes to the JPEG image will result in more obvious distortion. Even mi-
nor modifications to JPEG images can cause significant distortion. Third, RDH
for JPEG images often result in file size expansion after embedding. How to
coordinate the relationship between embedding capacity, image distortion and
file size expansion is an important issue that must be considered in practical ap-
plications. At present, RDH schemes for JPEG images are mainly divided into
three directions: quantization table-based scheme, quantized DCT coefficients-
based scheme and Huffman code mapping-based scheme.
1.1 Quantization Table-based Scheme
In [6], Fridrich et al. firstly proposed an RDH scheme that modified the quan-
tization table factors to embed one bit per Discrete Cosine Transform (DCT)
coefficient. The basic idea is to divide some quantized table factors by 2 and
multiply the quantized DCT coefficients of their corresponding positions by 2 to
embed the information into the least significant bits (LSB) of DCT coefficients.
Since the modification of each quantized DCT coefficient has different effects on
image quality, Wang et al. [7] designed a new embedding order to embed infor-
mation in a position preferentially where distortion is small. At the same time,
the embedding scheme is extended by dividing the quantization table factor by
the integer k and multiplying the corresponding quantized DCT coefficient by
k, thereby increasing the embedding capacity.
There are two problems with this type of scheme in practical applications.
First, the modified quantization table must be stored in the file header, which
increases the storage burden; second, because the quantized DCT coefficient
value changes a lot, the entire embedding process will cause a serious file size
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expansion. The increased file size of the marked JPEG image is much larger
than the amount of embedded information.
1.2 Quantized DCT Coefficient-based Scheme
In [8], Fridrich et al. proposed a scheme based on lossless compression of quan-
tized DCT coefficients by creating room by compressing the generalized least
significant bits of non-zero Alternating Current (AC) coefficients. However,
since the LSB distribution of the non-zero AC is still balanced relatively, which
is equivalent to the information entropy of the carrier signal is large. There-
fore, the embedding capacity is rather limited. Statistically, the quantized AC
coefficient distribution is a zero-centered Laplacian-like distribution, so the lit-
erature [9][10] migrated the histogram shifting technique from uncompressed
images to JPEG images. [11] constructed a ternary optimal RDH code based
on AC coefficients with values of 0, 1, and -1. But changing the AC coefficients
with a value of 0 leads to file size expansion inevitably. To further improve
the performance of the above algorithm, Huang et al. [12] proposed a new HS-
based scheme that keeps the zero AC coefficient unchanged and only the AC
coefficients with values of 1 and -1 as the peak point of the histogram. Since
the variation of all non-zero AC coefficients is at most 1, the image quality is
guaranteed. In addition, in order to further reduce the distortion, Huang et al.
designed a block selection strategy based on the number of zero coefficients in
each 8 × 8 block. However, the number of zero coefficients in a block does
not imply the degree of distortion of the block. In [13]-[15], to optimize the
block selection strategy, the influence of quantization step in DCT coefficients
are considered. These schemes can keep good visual quality and also achieve
small file size expansion. Above schemes mainly focus on how to improve the
rate-distortion performance, but the optimization of the file size expansion is
not quite satisfactory. In [16], Qian et al. analyzed the features of JPEG and
then proposed a strategy of ordered embedding to embed data by histogram
shifting in several rounds. They took into account how to reduce the file size
expansion, and the file size expansion is reduced indeed. But the optimization
of rate-distortion performance is not considered.
It is not difficult to find that these block selection strategies generally only
consider one of the rate-distortion performance and the file size expansion as
the optimization target. Therefore, the experimental results of these schemes
are often not satisfactory. In addition, the upper bound of embedding capacity
obtained by each HS-based scheme is definite and consistent, depending on the
total number of AC coefficients with value of 1 in all blocks. When a marked
JPEG image is full-embedded, i.e., each block of the image is employed to embed
data, at this time, the block selection strategy is meaningless. Meanwhile, the
distortion and file size expansion caused by full-embedded are also consistent.
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1.3 Huffman Code Mapping-based Scheme
The baseline JPEG standard uses Huffman coding to encode data, and there
are some Huffman codes to represent encoded data. In general, not all the
Huffman codes are used in a JPEG bitstream. Mobassreri et al. [17] proposed
a scheme that maps the unused Huffman code to the used Huffman code and
embeds data by flipping on bit of the Huffman code. This scheme may cause
conflicts in decoding and the embedding capacity is limited. Qian and Zhang
proposed a scheme to embed data into the JPEG bitstream by Huffman code
mapping (HCM) [18]. The image quality and file size are both maintained,
which is referred to as the lossless data hiding (LDH). [19] [20] further explored
the Huffman coding redundancy in the JPEG bitstream, and further improved
the embedding capacity by Huffman code frequency ordering and mapping op-
timizing. However, the embedding capacity obtained by this type of scheme
depends on the frequency of used Huffman codes, which is rather limited.
The RDH scheme designed for JPEG images needs to consider not only the
embedding capacity and image quality but also the file size expansion. How-
ever, these three types of schemes only improve part of the indicators generally.
For example, the quantization table-based schemes and the quantized DCT
coefficient-based schemes improve the rate-distortion performance, but the im-
provement of the file size expansion is not obvious; the HCM-based schemes can
keep the image quality and file size unchanged, but the embedded capacity is
rather limited. Therefore, how to offer the trade-off between the rate distor-
tion performance and the file size expansion is an important issue. Considering
the three indicators, we improve the HCM-based scheme to achieve the goals of
high capacity and lossless. Different from the previous HCM-based schemes, file
size expansion is existing but in a acceptable range. The experimental results
verify that our scheme can obtain more embedding capacity than both the HS-
based scheme and HCM-based scheme. At the same time, the file size expansion
caused by the proposed scheme is also the lowest under the same payload.
The rest of this paper is organized as follows. In Section II, we briefly
introduce the JPEG bitstream structure. Our high capacity lossless data hiding
scheme is proposed in Section III. The experimental results and analysis are
given in Section IV to show the performance of the proposed scheme, and finally
this paper is concluded in Section V.
2 Structure of the JPEG Bitstream
Structurally, the JPEG bitstream consists of an ordered sequence of markers,
parameters and the entropy coded data. Parameters and markers are organized
into marker segments. Each marker segment has a unique meaning. For in-
stance, the Define Huffman Table (DHT) marker segment defines one or more
Huffman table specifications. These marker segments are called the JPEG file
header together. The structure of JPEG bitstream can be illustrated as Fig.
1. In Fig. 1, SOI stands for the start of image marker and EOI stands for
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the end of image marker. JPEG file header includes multiple table-specification
marker segments or other marker segments, such as the previously mentioned
DHT marker segment.
Figure 1: The structure of JPEG bitstream.
Our proposed scheme is based on replacing the Huffman codes in the entropy
coded data to embed secret data. Therefore, we focus on the structure of the
DHT marker segment and the entropy coded data. Before the presentation of
the DHT segment, a simple overview of JPEG compression algorithm is needed.
After some preprocessing works, pixels of each 8 × 8 block in the uncompressed
image are transformed into AC or direct current (DC) coefficients by DCT.
Because there are often multiple consecutive zero AC coefficients between non-
zero AC coefficients in a block, Run Length Encoding (RLE) is applied for the
AC coefficients to compress the data. The AC coefficients encoded by RLE are
represented by a collection of the form of (Run, Size, Amplitude). ”Run” rep-
resents the number of zero AC coefficients before the non-zero AC coefficient.
The non-zero AC coefficient is encoded by Variable Length Integer (VLI) cod-
ing and Size represents the length of the VLI code. Amplitude represents the
value of non-zero AC coefficient. Then ”Run, Size”, which called as Run/Size
Value (RSV), is encoded by Canonical Huffman coding for further compression.
The Amplitude is encoded with VLI coding and the generated codes are called
Appended bits.
Since all the RSVs are encoded by Huffman coding, the information of cor-
responding Huffman codes needs to be recorded for extracting correctly. In the
DHT segment, The Huffman table specifications in the DHT segment record all
the RSVs and the lengths of Huffman codes. Each RSV has a unique Huffman
code corresponding to it. Fig. 2 shows the structure of the DHT segment con-
taining the DHT header and Huffman table specifications. The DHT header
records the length of segment and other information. Li is the number of Huff-
man codes of length i. All the Huffman codes can be generated according to the
value from L1 to L16. The Huffman codes and the corresponding RSVs form a
Huffman table for decoding. Vi,j is the RSV corresponds to the j-th Huffman
code with the length of i.
The entropy coded data mainly consists of Huffman codes and appended
bits. All the Huffman codes in the entropy coded data can be found in the
Huffman table. The structure of the entropy coded data is shown in Fig. 3. It’s
noted that all the Huffman codes mentioned afterwards refer to the AC Huffman
codes.
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Figure 2: The structure of the DHT segment.
Figure 3: The structure of the entropy coded data.
3 Proposed Scheme
To obtain more embedding capacity, the proposed scheme allows the length of
each Huffman code can be non-equal in the same mapping set. We denote this
code mapping as Non-equal length code mapping (NLCM). The increment of
JPEG file size is inevitable, so the key point of the proposed scheme is how to
reduce the increased file size as much as possible. Fig. 4 shows the framework
of the proposed high capacity LDH scheme. Firstly, the proposed scheme parses
the entropy coded data and DHT segment to count all the Huffman codes and
generates the Huffman table for AC coefficients. Then the reduction of the
increased file size is executed, which includes coding redundancy reduction and
the optimal NLCM relationship construction. The proposed scheme reduces
the existing coding redundancy in the JPEG bitstream by reallocating the most
suitable Huffman code to each RSV. For a given payload, the proposed scheme
proposes a mapping rule to construct the optimal NLCM relationship. With
the optimal NLCM relationship, the proposed scheme embeds secret data into
the JPEG bitstream and generate the marked JPEG bitstream.
3.1 Bitstream Parsing
We first parse the Huffman table specifications in the DHT segment to generate
the Huffman table that includes the Huffman codes and corresponding RSVs.
Then all the Huffman codes in the entropy coded data are extracted. Since
a Huffman code corresponds to a kind of RSV, the frequency of RSVs can be
counted according to the Huffman table and the Huffman codes. In baseline
JPEG standard, there are 162 Huffman codes mapped to the 162 RSVs in
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Figure 4: The structure of the DHT segment.
the DHT segment respectively. Therefore, we denote the frequency of RSVs
as F , such that F = {f1, f2, · · · , f162} where fi is the frequency of the i-th
RSV in the DHT segment and the mapped Huffman codes can be represented
by HC = {HC1, HC2, · · · , HC162}. Unlike previous HCM-based methods, the
lengths of the Huffman codes in a mapping set are not limited to the same, so
there is no need to classify the Huffman codes based on length.
3.2 Redundancy Reduction
Since the proposed scheme keeps the image content unchanged, we only focus
on how to reduce the increased file size. We firstly take consideration into ex-
ploiting the potential redundancy in JPEG images. There are three types of
redundancies in digital image: psychovisual redundancy, inter-pixel redundancy
and coding redundancy. Inter-pixel redundancy and psychovisual redundancy
are related to image content, but lossless embedding requires that the image
content cannot be modified. Therefore, the proposed scheme only reduces the
coding redundancy in the JPEG bitstream. Coding redundancy refers to the
binary code to represent the digital image is larger than needed. Although Huff-
man coding is utilized for JPEG encoding to reduce coding redundancy, the
coding redundancy still exists in the JPEG bitstream. Except that Huffman
coding cannot completely remove the coding redundancy, using default Huff-
man table for JPEG encoding is the main reason. For Huffman coding, a high
frequency signal should be allocated a short code, and a low frequency signal
should be allocated a long code. Accordingly, the Huffman code length should
be allocated according to the occurrence frequency of corresponding RSV. How-
ever, for the JPEG bitstream using default Huffman table, the Huffman code
length is not allocated based on the actual RSV sequence, namely the default
Huffman table does not specifically consider the statistical properties of each
image itself. Therefore, the Huffman code allocation is not optimal. This leads
to partial coding redundancy. The partial frequency information of RSVs of
image Baboon with quality factor (QF) of 100 is shown in Table. I. As with
most JPEG images, it’s easy to find that the frequency is not sorted in the
descending order, which means that the default Huffman table is not the best
choice.
To reduce the coding redundancy, we use the customized Huffman table
instead of the default Huffman table. For the convenience of introduction, we
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Table 1: The frequency of RSVs of image Baboon (QF=100).
Position Huffman code RSV Frequency
1 00 0/1 23620
2 01 0/2 41796
3 100 0/3 55664
4 1010 0/0 405
· · · · · · · · · · · ·
16 11111000 0/7 6206
17 11111001 2/2 235
18 11111010 7/1 0
19 111110110 1/4 1586
20 111110111 3/2 17
· · · · · · · · · · · ·
161 1111111111111101 F/9 0
162 1111111111111110 F/A 0
Figure 5: The original and sorted frequency histogram of RSVs for the image
Baboon (QF = 100).
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use the simple and efficient way to customize the Huffman table, which is sorting.
We sort the RSVs in descending order according to the frequency of RSVs. Since
the order of RSVs is changed, the Huffman code mapped to each RSV is also
changed, which is more appropriate than the original code. Fig. 5 shows the
original and sorted frequency histogram of RSVs for the image Baboon with QF
of 100. X-axis stands for the position of RSV in DHT segment. The remapped
Huffman code length is determined according to the order of the sorted RSVs in
the DHT segment, so the coding redundancy is effectively reduced by descending
sorting. The frequency distribution of sorted RSVs can be represented by F s =
{fs1 , fs2 , · · · , fs162}. The reduced coding redundancy R can be calculated as
R =
162∑
i=1
((fi − fsi ) · li) , (1)
where li denotes the i-th Huffman code length. For instance, we only select
the first 10 RSVs of the image Baboon with QF of 100 and the sequence is
{0/1, 0/2, 0/3, 0/0, 0/4, 1/1, 0/5, 1/2, 2/1, 3/1}. Fig. 6 shows the change
in corresponding Huffman code of each RSV before and after sorting. After
sorting, the corresponding Huffman code has been changed for most RSVs, for
example, the corresponding Huffman code is changed from ”00” to ”1011” for
the RSV ”0/1”. According to (1), the reduced coding redundancy R of the first
10 RSVs is 109063 bits.
Figure 6: The corresponding Huffman code of each RSV before and after sorting.
3.3 NLCM Relationship Construction
After sorting the RSVs and remapping the corresponding Huffman codes, we
construct the NLCM relationship to embed data. A NLCM relationship consists
of several mapping sets and a mapping set includes one used Huffman code and
some unused Huffman codes. The number of unused Huffman codes in each
mapping set is uncertain. In a mapping set, the lengths of unused Huffman
codes are often greater than the length of used Huffman code. Thus, the file
size of the marked JPEG bitstream is increased after embedding. There are
many construction combinations of NLCM relationships. We propose a method
to obtain the optimal NLCM relationship and then use this NLCM relationship
can generate the marked JPEG bitstream with the lowest increased file size.
Before introducing how to obtain the optimal NLCM relationship, we need
to determine the construction manner of NLCM relationship. There are two
construction manners:
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3.3.1 Direct construction manner
Direct construction refers that select the existing unused Huffman codes and the
used Huffman code to construct the mapping relationship directly. In previous
HCM-based schemes, the direct construction manner is adopted. Since the
used Huffman code and unused Huffman codes in the same mapping set are
the same length, the Huffman code length in the JPEG bitstream is unchanged
before and after replacement. However, if we use this manner to construct the
NLCM relationship, the file size of marked bitstream will be increased greatly
than the original bitstream. Denote the RSV that frequency equals 0 by 0-
frequency RSV. Since the RSVs in the DHT segment are sorted in descending
order, these 0-frequency RSVs are at the end of the sequence. In general, the
unused Huffman code lengths are close to 16 bits, while the used Huffman code
lengths mapped to the high frequency RSVs are far shorter than 16 bits. Thus,
the file size will be increased greatly after replacing. Fig. 7 illustrates the direct
construction manner. In Fig. 7, the RSVs with value of ”6/1” and ”7/1” are
0-frequency RSVs, and they are mapped to the RSVs with value of ”0/3” and
”0/4” respectively. According to the Huffman table specifications, the Huffman
code length, which the corresponding RSVs are in position ”35” and ”36”, are
all 12 bits. However, the corresponding Huffman code length of RSV1 and RSV2
is all 2 bits. That is, the Huffman code length may change from 2 bits to 11
bits when embedding. These two coding mapping sets can be represented by
{{HC1 ↔ HC35} , {HC2 ↔ HC36}}. The other RSVs are not involved in the
construction of the mapping relationship.
Figure 7: Direct construction manner.
3.3.2 Shifting construction manner
Inspired by Huang et al.’s HS-based scheme [12], for the frequency histogram
of RSVs, the RSV mapped to the used Huffman code can be seen as the peak
point and the RSVs corresponded to the unused Huffman codes can be seen
as the zero points. We shift right all the RSVs between the peak point and
the first zero point to construct new unused Huffman codes to embed data.
In general, the increased file size caused by using shifting construction manner
is smaller than the increased file size caused by using direct manner. Fig. 8
illustrates the shifting construction manner. In Fig. 8, RSV1 is expanded to
embed data, RSV2 is firstly shifted and then expanded to embed data. The
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other RSVs are shifted to construct new zero points to embed. After shifting,
the corresponding Huffman code of RSV2 is changed to HC3. These two coding
mapping sets can be represented by {{HC1 ↔ HC2} , {HC3 ↔ HC4}}, and the
corresponding RSVs of HC2 and HC4 are all 0-frequency RSVs at this time.
Figure 8: Shifting construction manner.
Therefore, we select the shifting construction manner to construct the NLCM
relationship. Actually, the construction of NLCM relationship can be approxi-
mated as an integer partition (IP) problem. We use Nu to represent the total
number of used Huffman codes and Nn to represent the total number of unused
Huffman codes. One NLCM relationship is equivalent to one of the partitions
of a number less than or equal to Nn. We use a partition matrix Mp to record
all the partitions that satisfy some designated rules. Each row in Mp is a kind
of partition that stands for a kind of NLCM relationship. Suppose that one
of the partition P is {p1, p2, · · · , pi, · · · , pN} and then the designated rules are
summarized as follows:
N 6 Nu,∑N
i=1 pi 6 Nn,
pi = 2
j − 1, i ∈ 1, 2, · · · , N, j ∈ N∗,
(2)
where pi stands for the number of unused Huffman codes in the i-th mapping
set. The increased file size using the shifting construction manner is mainly
caused by shifting and data embedding. For the partition P , the increased file
size IS caused by shifting can be calculated directly as
IS =
N∑
i=1
(
fsi · l∑i−1
j=0 pj+i
)
+
Nu∑
i=N+1
(
fsi · l∑N
j=1 pj+i
)
−
N∑
i=1
(fsi · li) .
(3)
In addition, since the data after encrypting is generally independently and
identically distributed, the probability that each of the Huffman codes in a
mapping set is used to embed can be seen as equal. Thus, after shifting, the
increased file size IE caused by embedding can be calculated as
IE =
N∑
i=1
fsi ·
 1
pi + 1
·
∑i
j=1 pj+i∑
k=
∑i−1
j=0 pj+i
lk − l∑i−1
j=0 pj+i

 . (4)
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Therefore, we can calculate the simulated increased file size (SIFS) of each
NLCM relationship and obtain the NLCM relationship with lowest SIFS. The
SIFS is the sum of IS and IE that can be represented by
SIFS = IS + IE
=
N∑
i=1
 fsi
pi + 1
·
∑i
j=1 pj+i∑
k=
∑i−1
j=0 pj+i
lk

+
Nu∑
i=N+1
(
fsi · l∑N
j=1 pj+i
)
−
N∑
i=1
(fsi · li) .
(5)
Furthermore, when adopting this NLCM relationship, the max embedding
capacity Emax is
Emax =
N∑
i=1
fsi · log2 (pi + 1) . (6)
After calculating the SIFS of each partition, the optimal partition with the
lowest SIFS Popt is found and denoted by {p∗1, p∗2, · · · , · · · , p∗N}, and then the
optimal NLCM relationship Mopt is obtained, which can be expressed as (7).
Mopt =

{
HC1 ↔
{
HC2, · · · , HC1+p∗1
}}
,{
HC2+p∗1 ↔
{
HC3+p∗1 , · · · , HCp∗1+p∗2+2
}}
, · · · ,{
HC∑N−1
i=1 p
∗
i+N
↔
{
HC∑N−1
i=1 p
∗
i+N+1
, · · · , HC∑N
i=1 p
∗
i+N
}}
 .
(7)
3.4 DHT Segment Modification and Data Embedding
To keep the marked JPEG image quality is consistent with the original JPEG
image, we modify the RSVs sequence in the DHT segment according to Popt . In
the entropy coded data, the reason that the RSV represented by the Huffman
code before and after replacing unchanged is the corresponding RSVs of the
two Huffman codes are the same. That is, in the DHT segment, the RSVs
corresponded to these two Huffman codes are the same. Since the RSVs are
the same before and after replacing, whether the bitstream is modified or not,
the image data obtained by decoding is unchanged, thereby the image quality is
unchanged. Using the optimal partition {p∗1, p∗2, · · · , · · · , p∗N}, the sorted RSVs
sequence is modified as Fig. 9. Since we adopt the shifting construction manner,
the new unused Huffman codes are adjacent to the used Huffman code. In the
same mapping set, the RSVs corresponding to all the Huffman codes are the
same and adjacent.
Then we embed the secret data by replacing the original Huffman code with
the Huffman code in the mapping set. Fig. 10 illustrates an instance of embed-
ding for one mapping set, which the mapping set is {HC1 ↔ {HC2, HC3, HC4}}.
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Figure 9: The modification of sorted RSVs in the DHT segment of image Baboon
with QF of 100.
In Fig.10, HC1 is the used Huffman code and the other Huffman codes are un-
used Huffman codes. HC1, HC2, HC3 and HC4 represent ”00”, ”01”, ”10” and
”11” respectively. When data ”11” is embedded, HC1 is replaced with HC4.
Figure 10: The instance of Embedding data by replacing the Huffman code.
When embedding the data, we scan each Huffman code in the entropy coded
data successively. For the currently scanned HCs, we firstly judge whether the
corresponding RSVs appears multiple times in the modified DHT segment or
not. Appear multiple times means the Huffman code corresponding this RSV
belongs to one of the mapping sets. If yes, we replace HCs with the Huffman
code that represent the data to be embedded. We denote that the number of
the unused Huffman codes in the mapping set RSVs corresponds to is ps. That
is, the Huffman code can represent log2 (ps + 1) bits data. According to the
data to be embedded, the Huffman code HCd is determined and used to replace
HCs. So far, the embedding process of one scanned Huffman code is finished.
In general, the Huffman table adopted by the original JPEG image is the
default Huffman table, which can be obtained on the internet. However, there
are partial JPEG images don’t adopt the default Huffman table. Considering
the versatility of the proposed scheme, to restore the original JPEG bitstream
correctly, we define a flag bit to represent the current image whether adopts the
default Huffman table or not. Therefore, the flag bit, Huffman table length and
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even the secret data are also embedded into the JPEG bitstream. The structure
of the data to be embedded is shown in Fig. 11. When Flag is ’0’, means the
Huffman table is not the default Huffman table and the table information will
be embedded.
Figure 11: Structure of the data to be embedded.
3.5 Data Embedding & Extraction Steps
Based on the above sections, the detailed data embedding steps are summa-
rized in TABLE 2. To extract the secret data and restore the original JPEG
bitstream, the original order of RSVs is necessary. We can obtain the Huffman
table information after extract the data. The detailed data extracting steps are
summarized in TABLE 3.
Table 2: Embedding steps of the proposed scheme.
Input: Original JPEG bitstream J and secret data.
Output: Marked JPEG bitstream JM .
Step 1. Parse the entropy coded data and the DHT
segment from J .
Step 2. Count the frequency of RSVs according to the
corresponding Huffman codes and sort the
RSVs in descending order.
Step 3. Construct the optimal NLCM relationship
Mopt according to the given payload.
Step 4. Replace the original Huffman codes in J with
the Huffman codes in the mapping set to em-
bed data.
Step 5. Modify the RSVs in the DHT segment ac-
cording to Mopt, then JM is generated.
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Table 3: Extracting steps of the proposed scheme.
Input:Marked JPEG bitstream JM .
Output:Original JPEG bitstream J and secret data.
Step 1. Parse the entropy coded data and the DHT
segment from JM .
Step 2. Count the frequency information of RSVs ac-
cording to the corresponding Huffman codes.
Step 3. Restore the adopted NLCM relationship Mopt
according to the table information in the
DHT segment.
Step 4. Extract the embedded data and restore the
entropy coded data according to Mopt.
Step 5. Restore the original RSVs according to the
extracted Huffman table information, then J
is restored.
4 Experimental results and Analysis
4.1 Performance comparison under ZFE
Because the proposed scheme can reduce the coding redundancy of the original
JPEG bitstream, if the increased file size (IFS) after embedding is less than or
equal to the reduced coding redundancy, i.e., the file size is unchanged before
and after embedding, which can be seen as zero file size expansion (ZFE). To
compare the embedding capacity when the marked JPEG bitstream is under
ZFE, eight standard test images with the size of 512×512 from the USC-SIPI
image database [21] are converted into grayscale JPEG images with QFs of from
10 to 90 (i.e., Baboon, Bridge, Elaine, F16, Gray21, Lena, Peppers, Tiffany).
We conduct the experiment compared with state-of-the-art works proposed in
[18]-[20], in terms of embedding capacity under different QFs, which the results
are shown in Table. IV. The results show that the proposed scheme provides
higher embedding capacity than above HCM-based schemes. We also compare
the average embedding capacity of the 9 kinds of QFs and calculate the in-
crement than [20], increasing from 89.79% to 556.37%. It’s easy to find that
for most images, the embedding capacity decreases gradually with the QF in-
creasing. This is because the number of used Huffman codes increases and then
the probability that the Huffman codes with the same length are all appeared
increases. Limited to one mapping set can only select the same code length Huff-
man code, the embedding capacity of previous HCM-based schemes decreases
greatly. But the proposed scheme adopted the NLCM method to embed data,
the increment of proposed scheme is significant.
Furthermore, to evaulate the performance of the proposed scheme under
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Table 4: The embedding capacity (bits) comparisons of the 10 JPEG images
with different JPEG QFs.
Image Scheme
QF
Average Increment
10 20 30 40 50 60 70 80 90
Baboon [18] 6565 3392 1592 1645 1117 1045 1089 615 342 1933.56
[19] 6596 3475 1760 1792 1274 1312 1363 760 692 2113.78
[20] 7168 3767 1966 2079 1483 1478 1627 1034 912 2390.44
Proposed 11661 6767 3996 3505 2850 2556 1808 1307 6381 4536.78 89.79%
Bridge [18] 1798 987 629 768 800 539 482 306 350 739.89
[19] 1802 999 713 861 1042 725 836 616 632 914.00
[20] 2473 1514 1099 1193 1269 892 975 780 861 1228.44
Proposed 8304 5550 4505 3087 2229 1777 1063 897 4337 3527.67 187.17%
Elaine [18] 340 262 197 398 483 256 326 576 1002 426.67
[19] 341 264 200 414 553 326 409 788 1746 560.11
[20] 1036 942 842 933 974 763 781 997 1937 1022.78
Proposed 9345 5326 5324 3885 3552 3518 4096 3722 4366 4792.67 368.59%
F16 [18] 790 658 761 771 780 541 498 406 464 629.89
[19] 791 764 904 970 892 872 754 562 613 791.33
[20] 1486 1065 1099 1224 1183 1160 1044 806 870 1104.11
Proposed 7216 5547 3634 2174 1609 1211 839 658 1439 2703.00 144.81%
Gray21 [18] 201 447 701 818 767 837 1224 1494 2171 962.22
[19] 235 502 904 987 900 929 1510 1682 3251 1211.11
[20] 930 987 1181 1248 1161 1180 1810 2007 3499 1555.89
Proposed 13046 4321 4332 11481 11123 11064 11371 11104 14070 10212.44 556.37%
Lena [18] 564 324 253 292 365 183 214 249 298 304.67
[19] 564 326 262 297 370 198 289 352 593 361.22
[20] 1253 1004 916 939 996 766 759 695 742 896.67
Proposed 6523 5756 3799 2710 2474 1550 839 658 940 2805.44 212.87%
Peppers [18] 565 473 622 451 433 513 323 278 762 491.11
[19] 567 518 717 492 557 648 455 386 1642 664.67
[20] 1262 988 1077 918 924 964 768 695 1741 1037.44
Proposed 8082 4546 3334 2640 1886 1496 879 1046 4496 3156.11 204.22%
Tiffany [18] 4713 1093 613 833 573 664 816 684 258 1138.56
[19] 4721 1152 682 910 786 885 1019 999 778 1325.78
[20] 5318 1596 1125 1285 1064 1133 1290 1201 996 1667.56
Proposed 7267 7472 3969 3851 3095 2806 2125 1517 916 3668.67 120.00%
ZFE, all the 1338 images from UCID image database [22] and the 96 images
from CVG-UGR image database [23] are converted into grayscale JPEG images
of with QFs of from 10 to 90. Fig. 12 shows the comparison of average embed-
ding capacity of [18]-[20] and the proposed scheme in UCID and CVG-UGR.
It is observed from Fig. 12 that the average embedding capacity obtained by
the proposed scheme are much larger than those obtained by the HCM-based
methods [18]-[20].
4.2 Performance comparison under different payloads
We compare the perfomance of file size expansion under different payloads with
the previous HS-based schemes [12]-[16]. We denote the ratio between IFS and
payload as the file expansion ratio (FER), which is represented by
FER = IFS/Payload. (8)
All the 96 grayscale JPEG images from CVG-UGR with QFs of 70, 80, 90,
100 are for comparison. The average IFSs under different payloads are shown
in Fig. 13. There is a solid magenta line in each sub-figure of Fig. 13, which
is the line of FER equals 1.5. It is observed from Fig. 13 that the IFSs caused
by the proposed scheme is always smaller than the previous HS-based schemes
obviously. The FER of the proposed scheme is always less than 1.5 and the
FER of previous schemes is greater than 1.5 in most cases. In addition, when
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(a)
(b)
Figure 12: Average embedding capacity comparisons of [18]-[20] and the pro-
posed scheme: (a) UCID image database (b) CVG-UGR image database.
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payload is low, the IFSs may even be negative, especially in the case of QF =
100. The reason is that the reduced coding redundancy is much larger than the
IFSs caused by embedding. For the JPEG images with large QF, there are more
coding redundancy, so the coding redundancy reduced by allocating the more
appropriate Huffman codes to the RSVs is more. When the payload is low, the
IFS caused by embedding is much lower than the reduced coding redundancy
so the difference may be negative.
(a)
(b)
Figure 13: Average IFSs comparisons under different payloads of the schemes
in [12]-[16] and our proposed scheme from CVG-UGR image database
4.3 Performance comparison of MEC
We also compare the performance of the upper bound of embedding capacity
of our proposed scheme and Huang et al.’s scheme [12]. Because when data is
full-embedded, the max embedding capacity (MEC) and the corresponding IFS
of all the HS-based schemes are the same as Huang et al.’s scheme [12]. The
MEC of proposed scheme is far higher than Huang et al.’s scheme [12]. But at
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Table 5: Average MEC and IFS comparisons when QF=30.
Methods MEC(bits) IFS(bits) FER
Huang et al. [12] 12258 18380 1.4994
FER <= 1.1 13076 13008 0.9948
FER <= 1.3 22437 26359 1.1748
FER <= 1.5 31584 45065 1.4268
Table 6: Average MEC and IFS comparisons when QF=50.
Methods MEC(bits) IFS(bits) FER
Huang et al. [12] 14571 22505 1.5445
FER <= 1.1 9368 9382 1.0015
FER <= 1.3 23913 28990 1.2123
FER <= 1.5 32920 46301 1.4065
Table 7: Average MEC and IFS comparisons when QF=70.
Methods MEC(bits) IFS(bits) FER
Huang et al. [12] 18697 29695 1.5882
FER <= 1.1 7522 7569 1.0062
FER <= 1.3 24631 30413 1.2347
FER <= 1.5 40428 55745 1.3789
Table 8: Average MEC and IFS comparisons when QF=90.
Methods MEC(bits) IFS(bits) FER
Huang et al. [12] 33267 54969 1.6524
FER <= 1.1 17983 18556 1.0319
FER <= 1.3 42086 53042 1.2603
FER <= 1.5 82809 114587 1.3838
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the same time, the file size expansion is also higher. The UCID image database
is used to compare the MEC and IFS. The comparative results of the MEC are
shown in Fig. 14 and the results of the corresponding IFS are shown in Fig. 15.
It is observed from Fig. 14 that most of the MECs of Huang et al.’s scheme [12]
are concentrated in 20k to 40k for different QFs. However, the MECs of our
proposed scheme are concentrated in 100k, 100k, 150k and 250k respectively for
different QFs. This means the upper bound of our proposed scheme is much
higher than the upper bound of the HS-bse scheme. However, the IFS and FER
of the proposed scheme are also higher than Huang et al.’s scheme [12]. In
fact, for the same image, as the payload increases, the corresponding FER is
gradually increased. Thus, for a given FER, there is a critical point where the
corresponding FERs before the critical point are smaller than the given FER.
Fig. 16 shows the critical points of the four test images with different QFs when
FER = 1.5. We can see from Fig. 16 that the MEC at the critical point is also
high and the corresponding IFS is acceptable.
We compare the average MEC and IFS when FER ≤ 1.1, 1.3 and 1.5 re-
spectively with Huang et al.’s scheme [12]. Table V-VIII show the results with
QFs of 30, 50, 70, 90 respectively from UCID image database. We can see from
Table V-VIII that the FER of Huang et al.’s scheme [12] in each QF is close to
1.5. However, for our proposed scheme, when QF=30 and FER≤ 1.1, the MEC
for our proposed schem is higher than Huang et al.’s scheme and the IFS and
FER are lower. Furthermore, as the FER increases, the MEC obtained by our
proposed scheme also increases, which means that can embed more data.
Figure 14: Comparisons of MEC of Huang et al.’s scheme [12] and the proposed
scheme from UCID image database with QF=30, 50, 70, 90.
Figure 15: Comparisons of IFS of Huang et al.’s scheme [12] and the proposed
scheme from UCID image database with QF=30, 50, 70, 90.
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(a)
(b)
(c)
(d)
Figure 16: Critical points of the four test images with different QFs when FER
= 1.5: (a) Lena (b) Baboon (c) Peppers (d) Tiffany.
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5 Conclusion
In this paper, we proposed a high capacity lossless data hiding scheme for JPEG
images by constructing the optimal NLCM relationship. Before replacing the
Huffman codes, we sort the RSVs in the DHT segment according to the fre-
quency to reduce the partial existing redundancy. After determining the con-
struction manner, we develop a method to construct the optimal NLCM rela-
tionship. Different from the previous arts, we allow the Huffman code length in
the same mapping set can be unequal. Therefore, the proposed scheme achieves
the goal of high capacity. And as the corresponding RSVs before and after
replacing are unchanged, the marked JPEG image keeps the image quality un-
changed. At most of the time, the increased file size caused by the proposed
scheme is less than the previous high capacity reversible data hiding schemes un-
der the identical payload. In addition, the upper bound of embedding capacity
of our proposed scheme is also much larger than state-of-the-arts works.
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