We study a new design strategy for the implementation of Parallel Media Servers with a predictable behavior. This strategy makes the timing properties and the quality of presentation of a set of media streams predictable. The proposed strategy provides deterministic guarantees and service reliability for each stream that can't be compromised by server contention. Our real-time scheduling approach exploits the performance of parallel environments and seems a promising method that brings the advantages of parallel computation in media servers. The proposed mechanism provides deterministic service for both Constant Bit Rate (CBR) and Variable Bit Rate (VBR) streams. We present an efficient placement strategy for data frames as well as an adaptability strategy that allows appropriate frames to be dropped without sacrificing the ability to present multimedia applications predictably in time. A prototype implementation of the proposed parallel media server illustrates the concepts of server allocation and scheduling of continuous media streams.
Introduction
Continuous media servers differ enough from traditional storage servers since they store and manipulate continuous media data (video and audio) which consist of manner. With the ability to manage parallel data retrievals on media servers that satisfy the real-time requirements of each stream we could be able to concurrently support more predictable continuous media applications than on traditional single processing servers.
In a subsequent step, we extend our resource management strategy to provide adaptability. Instead of rejecting requests, adaptability allows more requests to be served by a suitable choice of frame dropping. The proposed adaptability management provides this feature without sacrificing the ability to present multimedia applications predictably in time. Our resource and adaptability management strategies have been especially designed for parallel media servers and support both CBR and VBR encoded media streams (video and audio) in a predictable manner.
The Architecture of the Parallel Media Server
One common server architecture is the single processing model. However, this single processor server model has its limitations like performance, scalability, low transfer rate and low capacity. Recently, much research has been made on the topic of parallel systems in the community of parallel computing. In order to design a general purpose architecture which can be adapted to the current user requirements, a scalable parallel multimedia server shall be designed.
We will use the traditional model for a parallel media server previously described in [9, 1] . In that architecture there exist three kinds of nodes: storage nodes, delivery nodes and one control node (see Figure 1 ). The three kinds of nodes are explained in greater detail below:
Storage nodes are responsible for storing video and audio clips, retrieving requested data blocks and sending them to delivery nodes within a time limit. In addition, partitioned media blocks are wide striped among storage nodes in a round-robin fashion to balance the workload.
Delivery nodes are responsible for serving stream requests that have been previously accepted for service. Their main function is to request the striped data from the storage nodes through the internal interconnection network, re-sequence the packets received if necessary and then send the packets over the wide area network to the clients.
The Control node receives all incoming requests for media objects. It has knowledge of which storage node stores the first data block of the object and the workload of the delivery and storage nodes. In a typical requestresponse scenario, the control node receives a request for a media object. If the resource requirements of the request are consistent with the system load at that time, then the request is accepted. A delivery node to serve the stream is chosen by the control node and the delivery node then takes over the authority of serving the stream.
To that end, it retrieves the stream fragments from the storage nodes and transmits them at the required rate to the client.
The logical storage and delivery nodes can be mapped to different as well as to the same physical node. The model where a node can be both a storage node and a delivery node is called "flat" architecture and it is more suitable to be implemented on a cluster of workstations interconnected by high-speed links. In this paper, we are focused on "flat" architectures.
Due to the fact that many parallel tasks share the server resources (storage and delivery nodes) and execute periodic reads for data retrieval to satisfy the stream's real-time constraints, it happens for one task to wait till some resources of the media server become available by other tasks. Since tasks are inter-dependent and share both storage and delivery nodes our main problem is the scheduling of the incoming requests to improve performance and high level of system utilization. The required real-time scheduling algorithm needs to prevent under-utilization of the resources and ensure load balancing.
These problems are addressed in the following section.
The Proposed Scheduling Algorithm
It is well understood that scheduling policies are critical to performance of continuous media servers. Without scheduling and resource management, streams may conflict each other. Therefore may be delayed and the quality of service cannot be guaranteed. Furthermore, buffers are used for a smooth delivery of data to the clients through the storage and delivery nodes. Continuous media streams that are not well scheduled may require large buffer space. The work we present here on scheduling of a parallel media server is focused on deterministic guarantees, so that the application can maintain the requested QoS level without encountering unpredictable delay and jitter while reproducing the video display and audio sound. The proposed scheduling algorithm guarantees the QoS of every (accepted) stream, efficiently utilizes server resources, reduces the required buffer size and increases system throughput.
As mentioned earlier, the data is compressed and striped across all storage nodes in a round-robin fashion. Although data blocks are wide striped, without properly scheduling of data retrievals, resource conflicts may be occurred such as port contention where two storage nodes are transmitting to a single delivery node at the same time. Another resource conflict that may also happen is disk contention where more than one request retrieve blocks from the same storage node at the same time instance.
The work described in this paper, is concentrated on the special case of conflict-free scheduling that provides deterministic guarantees for both CBR and VBR stream requests. It is well understood that providing deterministic service for CBR streams is easier due to the fact that a CBR stream requests the same amount of data in every interval. For presentational purposes, the initial version of our scheduling algorithm that schedules CBR requests is presented first. In a following subsection we extend our scheduling algorithm to include VBR streams taking into account the fluctuations in the bit rates of multiple requests that may overload throughput capacity of the storage nodes.
We will describe how requests for media streams can be modeled as a set of periodic tasks and we give a formal evaluation of some components such as the period and the data retrieval section of each task. Time is divided into time frames (or rounds) where the length of every time frame streams stored in a media server usually have been encoded in different playback rates for different qualities of audio and video objects. Due to the fact that the data transfer rate of a single disk or a disk array can be much higher than the playback rate of a stream, multiple media streams can be served by a storage server in every 
The value v of a delivery node changes only when a new request is allocated to the delivery node by the control node, or when an existing request completed its execution and quits. v represents the load of the delivery node and its value can never be greater than one. Note that, the utilization factor of a storage node varies from one time frame to the other. More precisely, the load of one storage node in the frame Our current work is concentrated on the special case of scheduling called conflict-free scheduling [9] . It is an extension of the work presented in [4] and [6] based on a conflictfree stream scheduling algorithm that eliminates contentions so that high system performance and stream throughput can be achieved. The algorithm guarantees that once the first round has a conflict-free scheduling, the following time frames will not have conflict. Our first extension of that scheduling scheme is described in the following paragraphs and provides better flexibility and better performance for large-scale parallel media servers. Based on the extended scheduling scheme we will be able to provide streams of different playback rates and make maximum utilization of resources which are not possible in the original version of the algorithm described in [4] and [6] . In the next subsection, we extend further our scheduling strategy to accommodate VBR stream requests.
Stream Parameters
A conflict-free schedule is a schedule that in every time instance the following scenario will never occur: two media streams request data from the same storage server or two storage servers transmit data to the same delivery node. In order to construct such a schedule we implement every frame (or round) in such a way that only one storage node transmits data to one delivery node. Note that, a starting sequence which designates the transmission order between storage nodes and delivery nodes needs to be assigned at the first basic time frame 1 is satisfied for that node. If the condition is satisfied then the node is declared as the delivery node of the stream^l and it will serve together with the previous streams the new one during its lifetime. The basic frame T 0 schedule table   delivery  nodes  Node 0 retrieves  from storage and the schedule table is updated accordingly. Notice the possibility to delay the beginning of service for a request till delivery node is connected for the first time after the receipt of the request with the corresponding storage node. In case that the above condition cannot be satisfied the request is rejected or postponed for later service. An important property of the proposed algorithm is that when the control node finds a delivery node The proposed conflict-free scheduling algorithm can be illustrated by a single example. Suppose that a parallel media server with a "flat" architecture supports 3 nodes (Ô =3). The stream parameters of the example are presented in Table 1 . Suppose that an empty basic frame Ä 0 is given and all the media requests arrive in sequence during the time interval [Õ 0 Ö Ä ,Õ 0 ). An entry in a time frame (i.e. a shaded area) shows the data retrieval section of the request and the storage node number from where the stripe fragment is retrieved (see Figure 3) . The retrieval of the stripe fragments of a single stream are separated by one time frame. In our example, delivery node 0 schedules the first request The problem of providing deterministic guarantees for VBR streams is harder due to the following two reasons:
1. the load of a stream on the storage units varies from one round to the other, and 2. scheduling the first block of a VBR stream does not mean that the rest blocks of the stream can be scheduled.
One approach for the solution of the problem is to compute the peak rate of the stream and reserve enough bandwidth on storage nodes to satisfy the peak requirements of the stream. This pessimistic approach results to the underutilization of resources since the peak demand is observed only for short durations compared to the whole duration of the stream. When many streams are served on the parallel server, it is very possible that the peak demands of the streams do not overlap with each other. Thus, it is true that we can actually serve more streams than it is allowed by the peak-rate allocation, without reducing the quality provided by the server. We propose an extension of the previous scheduling algorithm for CBR streams that allows the system to increase the number of accepted requests for streams while providing deterministic service. In the previous subsection, every CBR stream is variable which means that the stripe fragment size for VBR streams is also variable and thus the workload for the storage devices changes from one frame to the other.
Our approach considers the variations in loads and provides guarantees for VBR streams as follows: Time is divided as described above into time frames of equal size . Our new requirement that we set here is that the result of 
Adaptability Management
A request of a media stream for service can be accepted or not following the aforementioned admission control policy. When a request is rejected it means that at least one of the conditions given by (4) cannot be satisfied. In other words, if we accept such a request then there will be a future time instance lying between the time of acceptance and the duration of that stream when a storage node will be overloaded. Due to the fact that media presentations have not to be considered as hard real-time applications, we need a media server that enables us to drop the frame rate of a candidate stream to smaller values rather than rejecting that request.
Thus, we need to extend our approach on deterministic scheduling of media streams in order to support adaptability of media flows without sacrificing the ability to present multimedia applications predictably in time. Suppose that a request to serve a specific stream includes quality of service (QoS) specifications which are expressed with temporal and spatial resolutions. The temporal resolution can be expressed by the number of frames per second or sample rate and the spatial resolution can by expressed by data size or number of bits per pixel. For example, in one simple digital video application, the user may choose 22 frames per second for its temporal resolution and a spatial resolution of 160 by 120 pixels wide with an 8-bit color resolution. The video quality requirements can be specified using the following attributes:
fps : The value of defines the temporal resolution of a video presentation by giving the number of frames per second. The value of this attribute can be any positive integer or a range of positive integers. For example giving fps=14-18 as attribute to a video object, it means that the accepted values for this video presentation can be any rate between 14 and 18 frames per second.
spatial-res :
The spatial-res definition of a video presentation specifies the spatial resolution in pixels required for displaying the video object. If an ordered list of resolutions is given (e.g. spatial-res=[180
130, 120
70]) then the video object will be presented with the highest possible spatial resolution according to the availability of system resources and can be altered at run time.
color-res : This attribute specifies the color resolution in bits required for displaying the video object. The value must be greater than 0. Typical values are 2, 8, 24
. If an ordered list of integer values is given (e.g. color-res= [8, 2] ) then the video object will be presented with a color resolution that is equal with one of the values of the list. During object presentation the highest color resolution is tried to be used first and this has to be decided at run time according to the availability of system resources.
The audio quality requirements can be specified using the attributes:
sample-rate : The value of sample-rate defines in kHz the rate that the analog signal is sampled. If we need, for example, telephone quality the analog signal should be sampled 8000 times per second (i.e. sample-rate = 8).
sample-size : This attribute specifies the sample size in bits of each sample. If an ordered list of integer values is given (e.g. sample-size= [16, 8] ) then each sample will be represented with a number of bits equal with one of the values given. For telephone quality, each sample of the signal is coded with 8 bits whereas for CD quality it is coded with 16 bits. The highest value that can be used for every sample has to be decided at run time according to the availability of the resources.
The above attributes form a complete set for QoS definition of every distinct continuous media that participate in a multimedia presentation. Using the above list of attributes and supporting an adaptability management module in our parallel media server we will be able to satisfy more requests by gracefully degrading their bit rates, instead of rejecting them. In this paper, we consider only temporal adaptability achieved by frame dropping. Thus, when a video request with attribute fps=6-8 asks for service from the the parallel server, then the runtime system of the server will try to provide the best value in the range and it will be also authorized to modify this value at run-time towards the upper (8 fps) or the lower bound (6 fps) value according to the availability of the resources. The recommended strategy follows:
As we have already described, the number of frames included in every stripe fragment of a media stream is constant given by the number . We store and read the data in units of which are in general of variable length for every different round. Notice that data required during a round is located on a single storage node. In our adaptability strategy all the frames that are used for the lowest-rate reconstruction are grouped at the beginning of the data unit. Assume that a VBR stream has been compressed with ¡ 8 and a request for that stream arrived at the control node of the server with quality attribute fps=6-8. Assume also that the length of every time frame equals to 1 ¢ £
. The original frame pattern of that stream is 3 and so on. Delivery nodes re-sequence the retrieved frames and then send them to the clients. Notice that the frames are evenly spaced throughout the round and causes less jitter than would be caused by dropping the last frames of the original ordering. As shown above, we group all of the frames of each rate together in each read unit. In addition, all of the frames that are used for the lowest-rate reconstruction are grouped at the beginning of the data unit. In our example, where fps=6-8 the runtime system is authorized to retrieve six (¤ 1
) frames per second according to the availability of the resources.
The load vector of a stream becomes now a two-dimensional array¨©
. The values in the first dimension¨© Without adaptability, the load of a candidate stream is combined with the utilization vector of every delivery node to check if there exists a node where its new load never exceeds its capacity. If there exists such a node the request is accepted, otherwise it is rejected. Using a frame placement strategy similar to the one described above and using the two-dimensional load vector¨© ª « « for each stream § ª the admission control policy can be improved providing different levels of adaptability. Suppose that a request specifies the expected quality of service from the server by giving the lower and the upper bound for the expected frame rate (e.g.
to indicate the lower and the upper bound of the expected quality for a video presentation. The admission control mechanism is authorized to select any value in the range
when it is trying to find a delivery node where its new load never exceeds its capacity. Formally, a new set of conditions have to be satisfied similar to the ones described in (4). Let . Then, the stream can be admitted if there exists a delivery node Ã that the following conditions are satisfied:
where
More advanced admission control strategies can be easily implemented using the proposed data structures and the frame placement policy. Such strategies will give the possibility for a stream to increase dynamically its frame rate during its presentation, towards the lower or the upper bound according to the availability of resources. These more sophisticated adaptive mechanisms are required in interactive environments where the user can suspend the presentation of a continuous media stream with no prior notification.
Experimental Results
A first prototype of the proposed parallel server has been implemented using a network of three Unix workstations, running Solaris 8 Operating System. It is a flat, cluster architecture where the three nodes are connected by a 100 Mbps Ethernet LAN. Each node is equipped with 128 MB RAM and one local SCSI disk. CBR media streams are partitioned as media blocks with size according to the playback rate of each stream. We used in our experiments CBR streams encoded in different playback rates with values between 1.17 Mbps and 1.95 Mbps. The selected length of every time frame is between 75 and 125 KB. Here, the length of a media block represents half of the second of playback time. In addition, we used in our experiments three VBR MPEG-encoded video streams, each one contained 40,000 samples at a frame rate of 24 frames per second (about half an hour playing time). The stripe fragment of every VBR stream contains 12 frames and it is varied from 42 KB to 280 KB. The load vector¨© Ì « of every VBR stream contains 3334 entries where each entry describes the time required for a storage node to retrieve and transmit the corresponding stripe fragment on a specific round. The stripe fragments of both CBR and VBR streams are wide striped into the three processing nodes in a round-robin fashion.
The prototype has been encoded in C using MPI calls that implement the communication between the three processing nodes. The pre-specified schedule table is sent once to the storage nodes and it is updated locally at the end of each round in order to save network bandwidth. The experiments test the performance of the parallel media server, evaluate the communication overhead and give us the opportunity to compare the theoretical results with the practical ones. We initially tested the performance of a single node media server using media streams with the previously described parameters. The maximum value of the throughput observed was 26 concurrent streams. In a subsequent step we tested the performance of the three-node cluster architecture where the three nodes were connected by a 100 Mbps Ethernet LAN. We evaluated the internal network latency to transport media blocks of variable length and the estimated latency values were between 10 ms and 15 ms. The computation overhead for the evaluation of conditions in (4) that determine the acceptance or not of a specific media request was not significant in our experiments (less than 1 ms). The overall throughput of the parallel server had a minimum value of 42 streams and a maximum value of 46 streams for the same set of requests. That variation of throughput is due to the fact that the internal network latency was not constant in our computing environment. Using an Ethernet Switch instead of an Ethernet LAN will result to a constant network latency value and absence of variation on stream throughput is expected for the parallel server. We have investigated the impact of the internal network latency on the stream throughput and the experiments leads us to the conclusion that internal network latency is the most critical factor for the performance of the server. Reducing the network latency improves the performance of the server reaching higher values of stream throughput. We have to notice here that the adaptability management module has not been implemented yet and it is expected to give even better values of stream throughput without sacrificing the ability to present the media streams predictably in time.
In our future experiments we will implement the adaptability management module and we will check its effect on the stream throughput of the media server. We will also test the load balancing and the utilization of resources mainly at the point where the server will start rejecting additional requests. Other scheduling algorithms will be also implemented and their result will be compared with the proposed implementation.
Related Work
A great part of the current research community effort has been focused on new data layout schemes [5] , striping mechanisms, admission control and disk scheduling [7] for storage device arrays of parallel [3] and clustered multimedia servers [2] . The problem of providing deterministic service for VBR streams in a single processor system has been studied in [8] where the notion of the demand trace of every VBR stream was introduced.
However, the stream scheduling problem has not been formally addressed. The system resources cannot be fully utilized without a sophisticated scheduling strategy. A very interesting approach described in [4] and [6] provides accurate scheduling of video streams, maximizes system throughput and minimizes the usage of buffers. The main limitation of the method described in [4, 6] is that schedules only CBR video streams with the restrictive assumption that all the streams have been encoded using a unique base stream rate Ô . Our work is an extension of that scheduling strategy and supports both CBR and VBR media streams (Õ Ö s) video and audio encoded using different playback rates (Ô Ö s), which is an interesting feature not supported in the original version of the algorithm.
Conclusion
This paper is focused on the adaptability and the resource management problems of parallel media servers. A new conflict-free scheduling scheme was presented that provides on-demand support for a large number of concurrent continuous media objects in a predictable manner. The proposed algorithm supports both CBR and VBR encoded media streams video and audio at different playback rates. Using that algorithm, we are able to achieve optimal scheduling in distributed memory parallel architectures. In our adaptability strategy we try to support different quality levels for every connection. The server is able at runtime to allow appropriate media frames to be dropped in a predictable manner without fully suspending service to any one user.
A prototype implementation version of the proposed parallel media server was presented, which demonstrates and confirms the practicability and the efficiency of the resource management strategy in real-life applications.
