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We analytically calculate the correlation potential of a test ion near a strongly charged plate
inside a dilute m : −n electrolyte. We do this by calculating the electrostatic Green’s function
in the presence of a nonlinear background potential, the latter having been obtained using the
nonlinear Poisson-Boltzmann theory. We consider the general case where the dielectric constants of
the plate and the electrolyte are distinct. The following generic results emerge from our analyses:
(1) If the distance to the plate ∆z is much larger than a Gouy-Chapman length, the plate surface
will behave effectively as an infinitely charged surface, and the dielectric constant of the plate
effectively plays no role. (2) If ∆z is larger than a Gouy-Chapman length but shorter than a Debye
length, the correlation potential can be interpreted in terms of an image charge that is three times
larger than the source charge. This behavior is independent of the valences of the ions. (3) The
Green’s function vanishes inside the plate if the surface charge density is infinitely large; hence the
electrostatic potential is constant there. In this respect, a strongly charged plate behaves like a
conductor plate. (4) If ∆z is smaller than a Gouy-Chapman length, the correlation potential is
dominated by the conventional image charge due to the dielectric discontinuity at the interface.
(5) If ∆z is larger than a Debye length, the leading order behavior of the correlation potential will
depend on the valences of the ions in the electrolyte. Furthermore, inside an asymmetric electrolyte,
the correlation potential is singly screened, i.e., it undergoes exponential decay with a decay width
equal to the Debye length.
PACS numbers: 82.70.Dd, 83.80.Hj, 82.45.Gj, 52.25.Kn
I. INTRODUCTION
The average electrostatic potential Φ(r) inside a m :
−n electrolyte satisfies the (exact) Poisson equation:
− ∆Φ(r) = mq ρ+(r)− nq ρ−(r), (1.1)
where ∆ is the Laplacian, q = 1.6 × 10−19C is the elec-
tric charge of a monovalent ion, and ρ±(r) are the aver-
age number densities of positive ions (with charge +mq)
and of negative ions (with charge −nq) respectively. Us-
ing statistical mechanics, it can be easily shown that the
number density ρ+(r) is related to the potential of mean
force w1(r,mq) of an ion of charge mq via
ρ+(r) = ρ
0
+ e
−βw1(r,mq), (1.2a)
where β = 1/kBT and ρ
0
+ is the number density in the
bulk. Similarly for negative ions we have
ρ−(r) = ρ0− e
−βw1(r,−nq). (1.2b)
The physical significance of w1(r, q) is the free energy
cost of moving an ion q from an infinite distance away to
the position r inside the electrolyte.
Let the electrolyte consist of N mobile ions with charge
strengths qi and positions xi, i = 1, 2, . . . , N . The total
∗Electronic address: binghermes@gmail.com
†Electronic address: xxing@sjtu.edu.cn
Hamiltonian of the system is given by [1]
HN =
∑
i<j
qi qj v(xi,xj), (1.3)
where v(x,y) is the Coulomb potential at x due to a
monovalent positive ion at y. Furthermore, let us insert
a test ion of charge strength kq (i.e., valence k) at the
position r. The potential at r generated by all other ions
{q1, . . . , qN} is then given by ϕ(r):
ϕ(r) =
N∑
i=1
qi v(r,xi). (1.4)
The partition function ZN (r, q) of the electrolyte in the
presence of the test ion can then be expressed as follows:
ZN (r, kq) = TrN e
−βHN−βkq ϕ(r)
≡ ZN 1
ZN
TrN e
−βHN−βkq ϕ(r)
= ZN
〈
e−βkq ϕ(r)
〉
N
, (1.5)
where TrN denotes integration of all N position vectors
ri of mobile ions [29], and 〈 · 〉N denotes averaging over
the Gibbs-Boltzmann distribution e−βHN . The potential
of mean force w1(r, kq) is then related to the partition
function ZN (r, kq) via
w1(r, kq) ≡ −T ln ZN (r, kq)
ZN (∞, kq) . (1.6)
Note that w1(r, kq) is defined such that it vanishes as |r|
tends to infinity:
w1(r, kq)→ 0, as |r| → ∞. (1.7)
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2Consequently ρ0± in Eqs. (1.2) are indeed the ion number
densities in the bulk.
The average of the exponential quantity in Eq. (1.5)
can be formally expressed as a cumulant series:〈
e−βkq ϕ(r)
〉
N
= exp
∑
j
(−βkq)j
j!
〈ϕ(r)j〉c, (1.8)
where 〈ϕ(r)j〉c is the j-th order cumulant of ϕ(r):
〈ϕ(r)〉c = 〈ϕ(r)〉N = Φ(r),
〈ϕ(r)2〉c = 〈ϕ(r)2〉N − 〈ϕ(r)〉2N , (1.9)
· · · = · · ·
The cumulant expansion in Eq. (1.8) can be formally
understood as an expansion in terms of the valence k.
As the simplest approximation one keeps only the first
cumulant in Eq. (1.8):
〈e−βkqϕ(r)〉 ≈ e−βkq〈ϕ(r)〉N = e−βkqΦ(r).
Combining this with Eqs. (1.5) and (1.6), and choosing
the convention that the average potential Φ vanishes in
the bulk, i.e., limr→∞Φ(r) = 0, we find
w1(r, kq) = kqΦ(r) +O(k
2). (1.10)
which would be an exact equality if the potential ϕ does
not have any fluctuations. Hence the approximation is
essentially of mean field character. Making this approxi-
mation for the density distributions of positive and neg-
ative ions, Eqs. (1.2), we arrive at the famous Poisson-
Boltzmann equation (PBE):
− ∆Φ(r) = mqρ0+ e−βmqΦ(r) − nqρ0− eβnqΦ(r). (1.11)
Qualitatively speaking, PB theory hinges upon the as-
sumption that ions are interacting with the local average
potential Φ(r), instead of with other ions. In the bulk,
Eq. (1.11) reduces to mρ0+ − nρ0− = 0, which can be
understood as the condition of overall charge neutrality.
To obtain a better approximation, let us keep the sec-
ond order cumulant in Eq. (1.8). For later convenience,
let us also define the reaction potential of a monovalent
ion Υ(r, r′) via
Υ(r, r′) ≡ −βq〈ϕ(r)ϕ(r′)〉c. (1.12)
It is symmetric in two variables r, r′ by construction.
The potential of mean force of a test ion kq is then given
by
w1(r, kq) = kqΦ(r) +
1
2
k2q δΥ(r, r) +O(k3). (1.13)
We shall call Υ(r, r) (i.e., the reaction potential for which
r′ = r) the correlation potential, and
δΥ(r, r) = Υ(r, r)− lim
r→∞Υ(r, r), (1.14)
is then the correlation potential relative to its bulk value.
Comparing Eq. (1.13) with Eq. (1.10), we see that the
correlation potential is responsible for the leading-order
correction to the potential of mean force beyond Poisson-
Boltzmann theory.
Substituting Eq. (1.13) back into Eqs. (1.1) and (1.2),
we arrive at a fluctuation corrected Poisson-Boltzmann
equation (FCPBE):
− ∆Φ(r) = mqρ0+ e−βmqΦ(r)−
1
2m
2βq δΥ(r,r)
− nqρ0− eβnqΦ(r)−
1
2n
2βq δΥ(r,r). (1.15)
This equation has been derived using field-theoretic
methods [20–22]. It can also be derived using a liquid
state theory approach [23].
To see the physical significance of the reaction poten-
tial Υ(r, r′), let us consider again inserting a test ion
kq at the location r′ in the electrolyte with Hamiltonian
HN . The Hamiltonian becomes
HN + kqϕ(r
′).
The conditional average potential at r, i.e., the average
potential at r given the presence of the fixed test ion at
r′ is given by
Φˆ(r) ≡ kq
4pi|r − r′| +
TrN ϕ(r) e
−βHN−βkqϕ(r′)
TrN e−βHN−βkqϕ(r
′) ,(1.16)
where the first term is the direct Coulomb potential due
to the test ion, whilst the second term is due to all
other ions, whose probability distributions are affected
by the presence of the test ion kq. Evidently, in the limit
kq → 0, this potential reduces to the unconditional aver-
age potential Φ(r) (i.e., the average potential at r in the
absence of any fixed test ion):
Φ(r) =
TrN ϕ(r) e
−βHN
TrN e−βHN
= 〈ϕ(r)〉N , (1.17)
which is precisely what appears in the Poisson equation,
Eq. (1.1), and in the PBE, Eq. (1.11).
If kq 6= 0, we can expand Eq. (1.16) in terms of k. The
first order coefficient then describes the linear response of
the average potential at r to the insertion of a monovalent
test ion at r′, which we shall define as the electrostatic
Green’s function G(r, r′):
Φˆ(r) = Φ(r) + k G(r, r′) +O(k2).
We can calculate G(r, r′) by taking the derivative of
Eq. (1.16) with respect to k at k = 0:
G(r, r′) ≡ ∂
∂k
Φˆ(r)
∣∣∣∣
k=0
=
q
4pi|r − r′| − βq 〈ϕ(r)ϕ(r
′)〉c
=
q
4pi|r − r′| + Υ(r, r
′). (1.18)
3The physics of the reaction potential Υ(r, r′) now be-
comes clear: the insertion of the test ion q at r′ modifies
the distribution of all other mobile ions, and hence also
changes the potential generated by those ions. The reac-
tion potential Υ(r, r′) is precisely the part of the electro-
static Green’s function that corresponds to this change.
Now, the potential acting on the test ion kq at r due
to all other ions is given by
Φ˜(r) = lim
r′→r
(
Φˆ(r)− kq
4pi|r − r′|
)
= Φ(r) + kΥ(r, r). (1.19)
The correlation potential Υ(r, r) is therefore the differ-
ence between Φ˜(r), the local potential acting on a mono-
valent test ion fixed at r, and Φ(r), the unconditional
average potential at r. In other words, the correlation
potential of a test ion is the change in the local potential
at the position of the test ion that is induced by the test
ion’s presence.
The FCPBE [Eq. (1.11)] is not useful unless we know
the correlation potential Υ(r, r). There are two possi-
ble ways to calculate this quantity. At a more satisfac-
tory level, we can derive another partial differential equa-
tion (PDE) involving both the Green’s function G(r, r′)
and the mean potential Φ(r). This PDE then should be
solved self-consistently together with Eq. (1.15). This
is usually called the self-consistent Gaussian approxima-
tion, and analytic study of this theory is considerably
complicated. We shall defer study of this theory to a
later presentation. In this work, we shall take a simpler,
but cruder approximation, where the average potential is
first calculated using the nonlinear PBE (1.11), and then
the Green’s function is calculated using a PBE linearized
around the average potential; c.f. Eq. (2.1). One can
then compare these two quantities. If the correlation po-
tential relative to its bulk value δΥ(r, r) is much smaller
than the average potential Φ(r), we can conclude that
the former can be ignored in Eq. (1.15), and therefore
the PBE should provide a good approximation. If, by
contrast, the correlation potential δΥ(r, r) is compara-
ble with, or even larger than the mean potential Φ(r), the
PBE then would become qualitatively incorrect, and the
self-consistent Gaussian approximation should instead be
used. Our detailed discussion below will make more pre-
cise the sense in which δΥ(r, r) can be neglected com-
pared with Φ(r).
The correlation potential of a test ion inside a uni-
form dilute electrolyte was first calculated by Debye and
Hu¨ckel in their classic work [2]. Fixing one ion at the
origin, they treated all other ions using the linearized
Poisson-Boltzmann theory, and found that the corre-
sponding correlation potential is given by
Υ0(r, r) = − q
4pi`DB
, (1.20)
which is precisely the Coulomb potential generated by an
oppositely charged ion at the distance of a Debye length.
Note that the correlation potential is always negative,
and moreover, it is linear in the source charge q, this be-
ing a natural consequence of linearization. The average
Coulomb energy per particle, i.e., the correlation energy,
is then εcorr = qΥ0(r, r)/2 = −q2/8pi`DB. Proper incor-
poration of εcorr into the free energy leads to corrections
to the chemical potential and pressure, as well as the
equation of state. These are the essential ingredients of
the Debye-Hu¨ckel theory of electrolytes. For details, see
the textbook by Landau and Lifshitz [3].
In this work, we present a generalization of the Debye-
Hu¨ckel method to calculate the correlation potential of
a test ion near a strongly charged surface inside a di-
lute electrolyte. Technical difficulties arise mainly due to
the inhomogeneous background potential generated by
the charged plate (as well as ions in the bulk). Analytic
results pertaining to the correlation potential for such
systems are scarce. Netz and Orland [4, 5] analyzed the
counterion only problem with no discontinuity of permit-
tivity, while Lau [6] analyzed the problem of an infinitely
thin charged plate inside a 1 : −1 electrolyte. Both works
invoke idealized boundary conditions that ignore image
charge effects. The counterion only problem with no di-
electric discontinuity has also been studied numerically
and in simulations, e.g., by Burak et al. [7] On the other
hand, using numeric methods, Levin and Flores-Mena [8]
and Bakhshandeh et al [9] have analyzed the counterion-
only problem for systems with dielectric discontinuity.
In this work, we determine the correlation energy for the
general case of an m : −n electrolyte, where m and n
may or may not be equal, and the dielectric constant of
the plate is arbitrary.
The remainder of this paper is organized as follows. In
Sec. II, we first define the Green’s function and correla-
tion potential, discuss the relevant electrostatic interface
conditions, construct the Green’s function for a general
m : −n electrolyte, and discuss the general properties of
the correlation potential in the limit of infinite surface
charge density. In Sec. III, we study the behavior of the
correlation energy of the 1 : −1 electrolyte. In Sec. IV
we analyze the corresponding cases of the 2 : −1 and
1 : −2 asymmetric electrolytes. In Sec. V we discuss the
general case of an m : −n asymmetric electrolyte. We
finally summarize our results in Sec. VI.
II. FORMALISM
A. Green’s Function
We follow the original strategy of Debye and Hu¨ckel,
and treat all ions other than the test ion using linearized
PBE. The important difference is that before the inser-
tion of the test ion, we already have a nonvanishing back-
ground potential Φ(r), which must be treated using the
nonlinear PBE (1.11). Upon the insertion of the mono-
valent test ion at r′, the average potential is perturbed
to Φ(r) + G(r, r′), where the Green’s function G(r, r′)
4describes the incremental potential generated by the test
ion, together with the resulting reaction of all other ions.
We assume that the perturbation due to the test ion is
sufficiently weak, so that the linear response theory is
valid. By taking the first-order variation of Eq. (1.11),
we find that the Green’s function G(r, r′) satisfies the fol-
lowing linearized, inhomogeneous differential equation:
− ∆G(r, r′) + βq2 (m2ρ0+e−βmqΦ + n2ρ0−eβnqΦ)G(r, r′)
= q δ(r − r′). (2.1)
The second term in the left-hand side (LHS) describes
the change in distribution of mobile ions, in response to
the test ion.
To simplify our notation, let us introduce the following
two important length scales:
`DB ≡
(
βq2(m2ρ0+ + n
2ρ0−)/
)−1/2
(Debye length),
(2.2a)
b ≡ q
2
4piT
(Bjerrum length).
(2.2b)
The inverse Debye length is a measure of the strength
of screening around the test ion caused by the mobile
ions, and the Bjerrum length is the distance between two
monovalent ions at which their Coulomb energy equals
the thermal energy. Throughout this work, we shall al-
ways assume that the electrolyte is sufficiently dilute so
that `DB is much longer than the Bjerrum length b and
Gouy-Chapman length µ [the Gouy-Chapman length will
be defined in Eq. (2.17)]. By expressing all lengths in
units of `DB, and defining the dimensionless potential Ψ
as well as the dimensionless Green’s function G(r, r′) via
r → r `DB, (2.3a)
Ψ ≡ qβΦ, (2.3b)
G ≡ qβG, (2.3c)
Eq. (2.1) can be put in the following much simplified,
dimensionless form:[
−∆ + me
−mΨ(r)
m+ n
+
n enΨ(r)
m+ n
]
G(r, r′) = g δ(r − r′),
(2.4)
where g is a dimensionless parameter characterizing the
importance of the Coulomb energy relative to the thermal
energy:
g =
4pib
`DB
. (2.5)
For a symmetric electrolyte, m = n, g is proportional to
Γ3/2, where Γ = (nq)2/Ta is the Coulomb coupling pa-
rameter, and a is the average distance between adjacent
ions. Note that g vanishes in the limit of an infinitely di-
lute electrolyte, indicating that in this limit, mean field
theory (the PBE) becomes exact.
Symbol Name Defined in
`DB Debye length Eq. (2.2a)
µ Gouy-Chapman length Eq. (2.17)
b Bjerrum length Eq. (2.2b)
g Dimensionless parameter Eq. (2.5)
z0 Location of charged plate Fig. 1
∆z = z − z0, distance to the plate Fig. 1
Φ(r) Dimensionful average potential Eq. (1.11)
w1(r, q) Potential of mean force Eq. (1.6)
G(r, r′) Dimensionful Green’s function Eq. (2.1)
Υ(r, r′) Dimensionful reaction function Eq. (1.12)
Υ(r, r) Dimensionful correlation function Eq. (1.19)
Ψ(r) Dimensionless average potential Eqs. (2.3)
G(r, r′) Dimensionless Green’s function Eqs. (2.3)
G0(r, r
′) G in bulk electrolyte Eq. (2.7)
χ(r, r) Dimensionless correlation potential Eq. (2.8)
δχ(r, r) χ(r, r) relative to its bulk value Eq. (2.10)
∆ε(r) = δχ(r, r)/2, Correlation energy Eq. (2.12)
G(z, z′;k) F-transformed Green’s function Eq. (2.20)
G∞(r, r′;k) G for infinitely charged plate Eq. (3.10)
δχ∞(r, r′;k) χ for infinitely charged plate Eq. (3.12)
∆ε∞(r) ∆ε(r) for infinitely charged plate Eq. (3.13)
TABLE I: List of frequently-used symbols and their defini-
tions. All quantities in the lower half of the table are dimen-
sionless.
In the bulk electrolyte, Φ = 0, Eq. (2.4) reduces to
−∆G0(r, r′) +G0(r, r′) = g δ(r − r′), (2.6)
whose solution is the well-known screened Coulomb
(Yukawa) potential:
G0(r, r
′) =
g e−|r−r
′|
4pi|r − r′| . (2.7)
B. Correlation Potential
The correlation potential can be rendered dimension-
less by rescaling in units of T/q. Denoting this rescaled
correlation potential by χ(r, r), we can express it in
terms of the Green’s function via the following equation
[c.f. Eq. (1.18)]:
χ(r, r) = lim
r′→r
(
G(r, r′)− g
4pi|r − r′|
)
. (2.8)
5Subtraction of the bare Coulomb potential is essential to
guarantee the existence of the limit.
The bulk value of the correlation potential can be easily
obtained from the bulk Green’s function:
lim
|r|→∞
χ(r, r) = lim
r′→r
(
G0(r, r
′)− g
4pi|r − r′|
)
= − g
4pi
= − βq
2
4pi`DB
≡ χ0(r, r). (2.9)
It is precisely the dimensionless version of the correlation
potential of a monovalent charge in the bulk electrolyte,
Eq. (1.20). Subtracting Eq. (2.9) off from Eq. (2.8), we
obtain
δχ(r, r) = χ(r, r)− lim
r→∞χ(r, r)
= lim
r→∞ (G(r, r
′)−G0(r, r′)) . (2.10)
= χ(r, r) +
g
4pi
,
which is the correlation potential relative to its bulk
value.
Finally, let us write the potential of mean force of a
k-valent ion in its dimensionless form:
βw1(r, kq) = kΨ(r) +
1
2
k2∆χ(r, r)
≡ mΨ(r) +m2∆ε(r). (2.11)
The quantity
∆ε(r) = χ(r, r)/2 (2.12)
is therefore the contribution of ion-ion fluctuation cor-
relations to the potential of mean force of a monovalent
ion. We shall refer to this quantity as the correlation
energy. Because of the simple relation between χ(r, r)
and ∆ε(r), we shall also use the two terms, correlation
potential and correlation energy, interchangeably.
C. Interface Conditions
The basic geometry of our system is illustrated in
Fig. 1. A dielectric plate with infinite thickness [10] is
inside an m : −n electrolyte. m is therefore always the
valence of coions in this work. The dielectric-electrolyte
interface is located at z = z0, and carries a uniform pos-
itive surface charge density σ. The dielectric constant is
1 in the left half-space z < z0 and  in the right half
space z > z0. Although we assume σ > 0 in this paper,
corresponding results can be straightforwardly obtained
for a negatively charged plate, by a simple inversion of
all charges in the problem.
Note that Eq. (1.11) is the equation satisfied by the
mean field potential Φ(r) inside the electrolyte. Inside
the dielectric plate, Φ(r) satisfies the Poisson equation.
Φ(r) satisfies the free boundary condition at left and
right infinities z = ±∞. At the interface z = z0, Φ(r)
must be continuous, whereas its normal derivative (multi-
plied by the dielectric constant) has a discontinuity owing
to the surface charge density:
− 1 ∂Φ
∂n
∣∣∣∣
z−0
+ 
∂Φ
∂n
∣∣∣∣
z+0
= σ, (2.13)
where z±0 = z0±ε, with ε a positive infinitesimal number.
Note that in the preceding equation, n in the denomina-
tors denotes the normal direction to the interface, not
the valence of counterions. We have chosen the unit nor-
mal on the interface to point towards the dielectric plate.
The dimensionless version of the interface condition is:
− r ∂Ψ
∂n
∣∣∣∣
z−0
+
∂Ψ
∂n
∣∣∣∣
z+0
= η, (2.14)
where
r = 1/ (2.15)
is the permittivity of the plate relative to that of the elec-
trolyte, and will be referred to as the reduced permittivity.
η is the dimensionless surface charge density, related to
the dimensionful version σ via
η ≡ 1

qβσ`DB =
2`DB
µ
, (2.16)
where
µ =
2
βqσ
(2.17)
is the Gouy-Chapman length, which is a measure of the
thickness of the layer of counterions near the plate. The
interface condition for the Green’s function G(r, r′) is
given by the homogeneous version of Eq. (2.14):
− r ∂G
∂n
∣∣∣∣
z−0
+
∂G
∂n
∣∣∣∣
z+0
= 0. (2.18)
Because of translational symmetry in the xy plane, the
mean field potential Φ(r) depends only on the vertical co-
ordinate z. Furthermore, inside the plate, Φ(z) depends
on z in a linear way. If we further assume that Φ(z)
is bounded inside the plate, it becomes independent of
z. [11]
The location of the interface z0 will be chosen as a func-
tion of the surface charge density σ such that the mean
field potential Φ(z) is independent of σ. This convention
substantially simplifies our analysis, as was demonstrated
in Ref. [12]. For large surface charge densities, we can ex-
pand z0 as an asymptotic series in powers of 1/η. For our
present purpose, only the leading-order term is needed.
A straightforward analysis (detailed in Sec. V A) shows
that
z0 =
2
n η
+O(η−2), (2.19)
where n is the valence of counterions. Note that z0 van-
ishes in the limit of infinite surface charge density.
6FIG. 1: Set-up of the problem: The left half space z ≤ z0 is occupied by a dielectric medium with dielectric constant 1; the right
half space z > z0 is occupied by an m : −n electrolyte with dielectric constant . Coions (positive) and counterions (negative)
carry charges +mq and −nq, respectively. The interface between the dielectric medium and the electrolyte is located at z = z0
and has a uniform positive surface charge density σ. The blue-colored ion is our fixed monovalent test ion. The right half-space
z > z0 can be divided into three regions, each characterized by a qualitatively distinct behavior of the correlation energy:
(i) the extreme near-field region, typically of the thickness of a Gouy-Chapman length; (ii) the near-field region, typically of
the thickness of the order of a Debye length, and (iii) the far-field region, which is the region beyond a Debye length from
the interface. For reference, the mean field potential (scaled in units of T/q) for a one-plate system in a 1 : −1 electrolyte is
schematically drawn as the blue curve.
D. Construction of Green’s function
Let us return to the basic geometry illustrated in
Fig. 1. Because of the translational symmetry in the xy
plane, the Green’s function depends on the transverse co-
ordinates via the combination r⊥−r′⊥. We can therefore
perform a two-dimensional Fourier transform:
G(r, r′) =
∫
d2k
(2pi)2
eik·(r⊥−r
′
⊥)G(z, z′;k). (2.20)
The two-dimensional wave vector k is reciprocal to the
vector (r⊥ − r′⊥). Substituting Eq. (2.20) into Eq. (2.4),
we find that G(z, z′;k) (which we refer to as the F-
transformed Green’s function, or Green’s function for
brevity, when there is no danger of confusion) in the elec-
trolyte satisfies the following ordinary differential equa-
tion (ODE):[
− d
2
dz2
+ k2 +
(
me−mΨ(z)
m+ n
+
n enΨ(z)
m+ n
)]
G(z, z′;k)
= g δ(z − z′) (z > z0) (2.21a)
Inside the plate, G(z, z′;k) satisfies the Laplace equation,
viz., (
− d
2
dz2
+ k2
)
G(z, z′; k) = 0 (z < z0) (2.21b)
The test ion is always inside the electrolyte, z′ > z0.
Equation (2.21b) has two linearly independent homo-
geneous solutions e±kz. As for Eq. (2.21a), we first note
that Ψ(z) → 0 in the far-field region; therefore one of
the homogeneous solutions to Eq. (2.21a) must decay as
e−λz for large z, with λ ≡ √1 + k2. We denote this solu-
tion by φ−(z). The other linearly independent solution
then must diverge as eλz, and we denote it by φ+(z).
Summarizing, we have
φ±(z) ∼ e±λz, z →∞. (2.22)
Note that φ+(z) is determined only up to a linear super-
position of φ−(z). Note also that φ±(z) generally depend
on the wave vector k. For the sake of notational simplic-
ity, however, we do not explicitly display this dependence.
The Green’s function G(z, z′;k) can be constructed
using the homogeneous solutions to Eqs. (2.21a) and
(2.21b). In the region z > z′ > z0, G(z, z′;k) must be
proportional to φ−(z) in order not to diverge as z →∞.
For a similar reason, G(z, z′;k) must be proportional
to ekz in the region z < z0, in order not to diverge as
z → −∞. In the intermediate region (z0 < z < z′),
G(z, z′;k) is generally a linear combination of the two
solutions φ±(z). These requirements constrain the func-
tional form of the Green’s function to the following:
G(z, z′;k) (2.23)
=

A(z′)φ−(z) (z > z′ > z0),
B(z′)φ−(z) + C(z′)φ+(z) ( z′ ≥ z ≥ z0),
D(z′)ek(z−z0) (z < z0).
These three pieces can be patched together using appro-
priate interface conditions at z = z0 and at z = z
′. At
z = z0, we have the continuity of G(z, z
′;k), together
7with Eq. (2.18):
G(z0 − ε, z′,k) = G(z0 + ε, z′,k); (2.24a)
r
d
dz
G(z0 − ε, z′,k) = d
dz
G(z0 + ε, z
′,k), (2.24b)
where ε is a positive infinitesimal number. At z = z′,
G(z, z′;k) is continuous whereas its derivative has a jump
as demanded by Eq. (2.21a):
G(z′ − ε, z′,k) = G(z′ + ε, z′,k); (2.25a)
d
dz
G(z′ − ε, z′,k)− d
dz
G(z′ + ε, z′,k) = g. (2.25b)
Solving the four equations (2.24) and (2.25) for the four
parameters A, B, C, and D, we obtain the following
expression for the Green’s function:
G(z, z′;k) =

g
φ−(z′) ek(z−z0)
krφ−(z0)− φ′−(z0)
(z < z0 < z
′),
g
φL(z
<)φ−(z>)
W
(z, z′ > z0),
(2.26)
where z>, z< are the larger and smaller of z, z′; W is the
Wronskian of two functions φ±(z), defined by
W ≡ φ+(z)φ′−(z)− φ−(z)φ′+(z). (2.27)
The ODE in Eq. (2.21a) is of Sturm-Liouville type with
the second order derivative term having a constant co-
efficient. Hence it can be proved that the Wronskian is
independent of z. [28] φL(z) is a linear combination of
φ±(z):
φL(z) ≡ −φ+(z) + φ−(z) + δ(k, z0, r)φ−(z), (2.28)
where the dimensionless factor δ(k, z0, r) is defined as
δ(k, z0, r) ≡
krφ+(z0)− φ′+(z0)
krφ−(z0)− φ′−(z0)
− 1. (2.29)
As a comment in passing, we note that even though the
function φ+(z) is determined only up to a linear super-
position of φ−(z), the Green’s function Eq. (2.26) is inde-
pendent of this arbitrary linear superposition. We prove
this in Appendix A.
Finally, using the F-transformed version of Eq. (2.10)
and Eq. (2.12), we can express the correlation energy in
real space in terms of the following integral over the wave
vectors k:
∆ε(z) =
g
2
∫
d2k
(2pi)2
(
G(z, z;k)−G0(z, z;k)
)
,(2.30)
where
G0(z, z
′;k) =
g
2λ
e−λ|z−z
′| (2.31)
is the Fourier transform of G0(r, r
′) [cf. Eq. (2.7)].
Our task of computing the Green’s function and the as-
sociated correlation potential is therefore reduced to the
calculation of the two homogeneous solutions φ±(z) as
well as the associated Wronskian. We carry out these cal-
culations for different electrolytes separately in Secs. III,
IV, and V.
E. Effective Boundary Conditions on the Interface
Using the general expression Eq. (2.26) for the Green’s
function, we can find a relation between its value and its
normal derivative on the interface z = z0. This can be
understood as an effective boundary condition for the
Green’s function. Let us first consider two limiting cases
of r, and then consider the general case.
The high permittivity limit, r → ∞. We expect
that the plate behaves as a conductor. Indeed, according
to Eq. (2.26), the F-transformed Green’s function inside
the plate (z < z0) vanishes in this limit, because the
denominator blows up. This is consistent with the fact
that the electric field vanishes inside a conductor. On the
other hand, the factor δ(k, z0, r) in Eq. (2.29) becomes
φ+(z0)/φ−(z0)−1, and hence φL(z) in Eq. (2.28) reduces
to
φL(z)→ −φ+(z)+φ−(z)+
(
φ+(z0)
φ−(z0)
− 1
)
φ−(z). (2.32)
By substituting this into the second line of Eq. (2.26) and
noting that we are interested in the region z = z+0 < z
′,
we find that in the limit r →∞, G(z, z′;k) satisfies the
Dirichlet boundary condition at z = z+0 :
G(z, z′;k)|z=z+0 = 0, r →∞. (2.33)
As this “boundary condition” holds for all values of k
and is independent of the wave number k, it remains
valid even if we inverse Fourier transform back to real
space. This confirms our expectation that the potential
inside a conductor must be a constant at equilibrium.
The low-permittivity limit, r → 0. This is a good
approximation for most dielectrics inside an aqueous sol-
vent, since typically we have 1 ∼ 1,  ∼ 80. Equa-
tion (2.28) in this limit reduces to
φL(z) = −φ+(z)+φ−(z)+
(
φ′+(z0)
φ′−(z0)
− 1
)
φ−(z). (2.34)
By substituting this into the second line of Eq. (2.26),
we find that G(z, z′;k) satisfies the Neumann boundary
condition at z = z+0 :
d
dz
G′(z, z′;k)
∣∣∣∣
z=z+0
= 0, r → 0. (2.35)
Again this condition remains valid even if we inverse
Fourier transform back to real space.
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Green’s function satisfies the following Robin boundary
condition:(
G(z, z′;k)− 1
rk
d
dz
G(z, z′;k)
)∣∣∣∣
z=z+0
= 0. (2.36)
It reduces to the Dirichlet boundary condition Eq. (2.33)
as r →∞, and reduces to the Neumann boundary con-
dition Eq. (2.35) as r → 0. Note that this effective
boundary condition depends explicitly on the wave num-
ber k. If we inverse Fourier transform back to real space,
the resulting Green’s function will satisfy a nonlocal ef-
fective boundary condition.
F. The Strongly Charged Limit
The Green’s function exhibits a remarkable property
in the strongly charged limit, where z0 ∼ η−1 → 0 [c.f.
Eq. (2.19)]. As we show in detail in the following sections,
in the strongly charged limit, the two homogeneous so-
lutions to Eq. (2.21a), φ±(z), can be chosen to have the
following asymptotic properties as z0 → 0:
φ±(z0) =
1
z0
+O(1), (2.37a)
φ′±(z0) = −
1
z20
+O(z−10 ). (2.37b)
Substituting these back into Eq. (2.26), and taking the
limit z0 → 0 with z fixed, we find that inside the plate
z < z0, the Green’s function G(z, z
′;k) scales as z20 :
G(z, z′;k) ∼ g z20 φ−(z′) ek(z−z0) → 0
(z0 → 0, z < z0 fixed) (2.38a)
That is, the Green’s function vanishes everywhere inside
the plate in the limit of infinite surface charge density.
That the electrostatic potential inside the plate is
negligibly small if the surface charge density is very
high suggests some profound implications. Historically,
Shklovskii and co-workers [13, 14] have heuristically ar-
gued that in the regime of counterion condensation, a
strongly charged surface behaves like a conducting sur-
face, because the condensed counterions, being mobile in
the lateral directions, form a two-dimensional liquid and
are therefore capable of screening out any electrostatic
field that might penetrate into the surface. A test ion
close to the charged interface therefore should experience
an image charge with equal magnitude but opposite sign,
which attracts the source ion toward the surface. This
has been argued as the main mechanism driving coun-
terion condensations. While this argument appears very
intuitively convincing, we must be careful when apply-
ing it. Near a strongly charged surface, there is indeed a
high density of counterions that are mobile in the lateral
directions. These ions however are also mobile along a
third direction, perpendicular to the surface. The way
they screen out an external electrostatic field can there-
fore be very different from that of a two-dimensional ion
liquid (emerging in the regime of counterion condensa-
tion). Indeed our analysis of the Green’s function below
reveals that a test ion near an infinitely charged surface
experiences an image charge that is three times bigger
than itself. This simply cannot happen if the plate be-
haves as a conductor in the conventional sense. On the
other hand, since our analyses is essentially perturbative
in nature, with g treated as a small parameter, it is not
clear whether our results apply to the strong-coupling
limit. Detailed analysis using an alternative approach is
needed to resolve this issue.
Likewise, because of the asymptotics of Eqs. (2.37), the
factor δ(k, z0, r) defined in Eq. (2.29) is at least of the
order of z0 and vanishes as z0 → 0 [15]:
δ(k, z0, r) = O(z0). (2.38b)
Hence the function φL(z) defined in Eq. (2.28) ap-
proaches a limiting form:
lim
z0→0
φL(z) = −φ+(z) + φ−(z). (2.38c)
Inside the electrolyte (z > z0), the Green’s function [the
second line of Eq. (2.26)] approaches a limiting form:
lim
z0→0
G(z, z′;k) =
g
W
[− φ+(z<) + φ−(z<)]φ−(z>)
(2.38d)
φ±(z) are also independent of r, as they are the two ho-
mogeneous solutions to Eq. (2.21a). It then follows that
the Green’s function Eq. (2.38d) in the limit of infinite
surface charge density is also independent of the permit-
tivity of the plate.
For large but finite surface charge density, the correc-
tion to the Green’s function from the surface charge den-
sity is
δG(z, z′,k) =
g
W
δ(k, z0, r)φ−(z)φ−(z′). (2.39)
The corresponding correction to the correlation energy
(relative to the case z0 = 0) can be obtained by equating
z with z′, and integrating over k :
∆ε(z) =
g
2
∫
d2k
(2pi)2
δ(k, z0, r)φ−(z)2
W
, (2.40)
Even though the factor δ(k, z0, r) converges to zero as
z0 → 0, for fixed k, we shall find that it does not do
so uniformly for all wave vectors k. Detailed analyses in
later sections show that the expansion of the correlation
energy in terms of the parameter z0 is a singular one.
There is a boundary layer of thickness z0, which we shall
call the extreme near-field region, inside which the per-
turbation is ill behaved. The width of this region scales
with the Gouy-Chapman length µ [recall that z0 ∼ 1/η
and cf. Eq. (2.16)], and shrinks to zero in the limit of
9infinite surface charge density. We shall illustrate these
properties via explicit calculations for the cases of 1 : −1,
2 : −1, and 1 : −2 electrolytes in Secs. III D, IV B, and
IV C respectively, and then analyze the general case of
an arbitrary m : −n electrolyte in Sec. V A.
G. Rescaling Transformation
In its dimensionless form, the nonlinear PBE inside a
m : −n electrolyte, Eq. (2.1), is given by:
−∆Ψ + 1
m+ n
(
enΨ − e−mΨ) = 0. (2.41)
In Ref. [12], it was shown that if m,n have a common
factor p, such that m = p m˜, n = p n˜, then Ψ˜ ≡ pΨ
solves the nonlinear PBE in an m˜ : n˜ electrolyte:
−∆Ψ˜ + 1
m˜+ n˜
(
en˜Ψ˜ − e−m˜Ψ˜
)
= 0. (2.42)
Note, however, that Ψ˜ and Ψ satisfy different boundary
conditions. If the surface charge density is η for Ψ, then it
is p η for Ψ˜ (assuming, of course, that the charged surface
is at the same location for the two cases).
The Green’s functions corresponding to these two cases
satisfy the equations:
−∆G+ 1
m+ n
(
n enΨ +me−mΨ
)
G = g δ(r − r′),
(2.43)
−∆G˜+ 1
m˜+ n˜
(
n˜ en˜Ψ˜ + m˜ e−m˜Ψ˜
)
G˜ = g δ(r − r′).
(2.44)
Since mΨ = m˜Ψ˜, nΨ = n˜Ψ˜, the preceding two equations
are actually identical. Therefore we have the following
relation between G and G˜:
Gm:−n(r, r′; η) = Gm˜:−n˜(r, r′; p η), (2.45)
where η and p η are the dimensionless surface charge den-
sities of the two cases respectively. As a result, we need
to calculate the Green’s function only for the cases where
m,n are relatively prime.
III. SYMMETRIC ELECTROLYTES
In this section we study the correlation potential of
a test ion inside a 1 : −1 electrolyte. Using the rela-
tion Eq. (2.45), we can extend the results to an arbitrary
m : −m symmetric electrolyte. A special version of this
problem was previously studied by Lau [6], where the
charged plate is assumed to be infinitely thin, so that
image charge effects do not arise.
A. Mean Potential
Inside a 1 : −1 electrolyte, the PBE (2.41) reads
−Ψ′′(z) + sinh Ψ(z) = 0, z > z0, (3.1a)
−Ψ′′(z) = 0, z < z0. (3.1b)
The solution in the right half space z > z0 is well known
(see, e.g., [16, 17]):
Ψ(z) = 2 ln
(
1 + e−z
1− e−z
)
= 2 ln coth
(z
2
)
, (3.2)
The potential in the left half space (z < z0) is a constant.
As in Ref. [12], we choose the value of z0 as a function
of the dimensionless surface charge density η to fit the
interface condition Eq. (2.14):
2 csch(z0) = η
z0 = 2/η +O(η
−2). (3.3)
This result of course agrees with the asymptotics of the
general case Eq. (2.19). Restoring dimensions, we find
the following relation between z0 and the Gouy-Chapman
length µ:
z0
`DB
= ln
(√
1 +
µ2
`2DB
+
µ
`DB
)
. (3.4)
For high surface charge density, we have z0 ≈ µ `DB.
B. Green’s function
We now proceed to evaluate the Green’s function. Set-
tingm = n = 1, Eqs. (2.21) reduce to the following forms:
(
− d
2
dz2
+ λ2 +
2
sinh2 z
)
G(z, z′;k) = g δ(z − z′)
(z > z0), (3.5a)(
− d
2
dz2
+ k2
)
G(z, z′;k) = 0
(z < z0), (3.5b)
where λ ≡ √1 + k2. Equation (3.5a) has two indepen-
dent homogeneous solutions
φ+(z) = (coth(z)− λ)eλz, (3.6a)
φ−(z) = (coth(z) + λ)e−λz. (3.6b)
These solutions exhibit the far-field asymptotics
Eq. (2.22), as well as the near-field asymptotics
Eqs. (2.37), as we demanded earlier. The Wronskian
formed by φ±(z) is independent of z:
W = φ+(z)φ
′
−(z)− φ−(z)φ′+(z) = 2λ(λ2 − 1). (3.7)
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To obtain the F-transformed Green’s function, we sub-
stitute Eqs. (3.6), (3.7) into Eqs. (2.29), (2.28), and
(2.26). For the field point inside the plate z < z0, we
have:
G(z, z′;k) = 2λ(λ2 − 1)×
g ek(z−z0)+λz0φ−(z′)(
coth(z0)(kr + λ) + λ(kr + λ) + csch
2(z0)
)
(z < z0). (3.8a)
In the limit of infinite surface charge density, the Green’s
function Eq. (3.8a) vanishes as z0 → 0, because the de-
nominator blows up as z−20 .
For the field point inside the electrolyte z > z0, we
have:
G(z, z′;k) =
g
2λ(λ2 − 1)φ−(z
>)
(
− φ+(z<) + φ−(z<)
+ δ(k, z0, r)φ−(z<)
)
, (z > z0), (3.8b)
where z< and z> are the larger and smaller of z and z′.
The factor δ(k, z0, r) [defined in Eq. (2.29)] is
δ(k, z0, r) =
(λ− kr)(λ− coth(z0)) + csch(z0)2
(λ+ kr)(λ+ coth(z0)) + csch(z0)2
e2λz0−1.
(3.9)
Note that the test ion is always in the electrolyte z′ > z0.
C. Infinite Surface Charge Density
For the case of infinite surface charge density, we sub-
stitute Eqs. (3.6) into (3.8b), take the limit z0 → 0, and
further equate z′ = z:
G∞(z, z;k) ≡ lim
η→∞G(z, z;k) (3.10)
=
g
(
(λ+ coth z)2e−2λz + (λ2 − coth2 z))
2λ(λ2 − 1) , (z > 0).
Here, the superscript “∞” refers to the fact that the plate
is infinitely-charged.
Now, as z → ∞, the Green’s function approaches the
value
lim
z→∞G
∞(z, z;k) =
g
2λ
= G0(z, z;k). (3.11)
But this is exactly the F-transformed Green’s function
in the bulk electrolyte, which can be obtained from
Eq. (2.7). This result, of course, applies to arbitrary
types of electrolyte.
Subtracting Eq. (3.11) from Eq. (3.10), we obtain
δχ∞(z, z;k) = G∞(z, z;k)−G0(z, z;k) (3.12)
=
g
2λ(λ2 − 1)
[
(coth(z) + λ)2e−2zλ − csch2(z)] .
This is the Fourier space version of Eq. (2.10) [c.f. also
Eq. (2.20)]. To obtain the correlation energy in real
space, we have to integrate Eq. (3.12) over k:
∆ε∞(z) =
1
2
∫
d2k
(2pi)2
χ∞(z, z;k). (3.13)
The integral over k turns out to be quite subtle, but the
final result is rather simple. We relegate the details of the
calculation to Appendix B and exhibit the result directly:
∆ε∞(z) = (3.14)
g
8pi
[
e−2z
2z
− 1
2
csch2(z)
(
ln(4z) + E1(4z) + γ
)]
,
where
E1(z) ≡
∫ ∞
1
t−1e−tzdt =
∫ ∞
z
u−1e−udu (3.15)
is a generalized exponential integral function, and γ =
0.5772 · · · is the Euler-Mascheroni constant. This cor-
relation energy is negative for all values of z, increasing
monotonically towards zero as z →∞.
The near-field region. Let us look at the near-
field asymptotic expansion of the correlation energy
Eq. (3.14). Up to the order of z6, we have
∆ε∞(z) =
g
8pi
(
− 3
2z
+ 1− z
9
− 41z
3
675
+
4z4
135
− 22z
5
33075
− 4z
6
2835
+O
(
z7
) )
. (3.16)
The first seven terms provide a remarkably accurate ap-
proximation to the self-energy for the whole range of
0 < z < 2 `DB, as shown in Fig. 2. Also shown in this
figure is the leading-order far-field expansion (red thin
solid line) and the exact result (blue thick solid line).
The leading term of the above near-field expansion
− 3g
2 · 4pi(2z) = −
3b
`DB(4z)
(3.17)
can be interpreted as arising from an “image charge” of
magnitude −3q located at a distance z behind the plate.
We must emphasize that this “image charge” is not a con-
sequence of discontinuity in permittivity, as in the usual
electrostatic interface problems, because the reduced per-
mitivity r does not even show up in our result. Rather,
the “image charge” emerges from the screening effects of
counterions accumulated near the strongly charged sur-
face. The fact that the “image charge” is three times big-
ger than the test charge is rather intriguing, but clearly
shows that a strongly charged interface is essentially dif-
ferent from a conventional conductor surface. We shall
explore its implications in depth in a separate presenta-
tion.
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FIG. 2: (Color online) 1:-1 electrolyte The correlation
energy of an ion (scaled in units of b/`DB) near an infinitely
charged plate, for the region 1.4 < z < 2.5. The exact result
is shown as the blue thick solid curve, the near-field expan-
sion Eq. (3.16) up to the order of z6 is shown as the green,
dot-dashed curve, and the leading-order far-field expansion
Eq. (3.18) is shown as the red thin solid curve. Both ap-
proximations match well with the exact result around z ≈ 2.
Correction due to the finiteness of surface charge density is
negligible in this region, as long as z0  1.
The far-field region. The far-field expansion of the
correlation energy is also interesting. To the leading-
order we have
∆ε∞(z) = (3.18)
g
8pi
((
−2γ − 2 ln(4z) + 1
2z
)
e−2z +O
(
e−3z
))
.
As shown in Fig. 2, this leading-order approximation is
excellent for z > 2. In the far-field region, the correlation
energy, i.e., equivalently, the interaction energy between
a test ion and a charged surface, is doubly screened, de-
caying as e−2z/`DB (restoring dimensions), and therefore
is much smaller than the mean field electrostatic poten-
tial energy, which scales as e−z/`DB . Consequently, inside
a symmetric electrolyte, PB theory should constitute a
good approximation in the far-field region.
D. Finite Surface Charge Density
If the surface charge density is large but finite, the fac-
tor δ(k, z0, r) does not vanish. To obtain the correction
to the correlation potential (relative to the case z0 =
0), we would have to calculate the integral Eq. (2.40),
where various ingredients in the integrand are given by
Eqs. (3.6), (3.7), and (3.9), respectively. Unfortunately,
we are not able to calculate this integral in a closed form.
We shall therefore expand δ(k, z0, r) defined in Eq. (3.9)
in terms of the small parameter z0, and then carry out
the integral Eq. (2.40) term by term.
The expansion in terms of z0, however, depends on the
value of the reduced permittivity r. For r  1/z0, we
0.02 0.03
z{DB
-100
-50
H{DBbLD¶HzL
D App
N App
Η=¥
D Exact
N Exact
FIG. 3: (Color online) Near- and Extreme Near-Field
The correlation energy of a test ion in the near-field and the
extreme near-field regions. Valences of counter- and coions
play no role in these regions. Except for the curve “η =∞”,
we have chosen z0 = 0.01`DB, corresponding to a dimension-
less surface charge density η = 200, and the plate is located
at z = z0. “N Exact”and “D Exact”show direct numerical in-
tegration of Eq. (3.8b) with r = 0 and∞, respectively. Note
that these two curves diverge towards +∞ and −∞, respec-
tively, due to conventional image charge effects; cf. Eq. (3.24).
“η = ∞”represents the correlation energy with an infinitely
charged plate at the origin; cf. Eq. (3.14). This correlation
energy remains finite at z = 0. “N App”and “D App”show the
sum of the near-field approximation (3.16) and the leading-
order (in z0) correction (3.23), with θ = 1 and −1/2, respec-
tively. Note that these correlation energies also remain finite
as z → z0. Perturbation in terms of z0 fails in the extreme
near-field 0 < z − z0 < z0. Note also that all curves converge
to a single curve as z  z0, demonstrating that boundary con-
ditions (i. e., permittivity of the plate) plays no role except
in the extreme near-field.
directly expand Eq. (3.9) in terms of z0:
δ(k, z0, r) = λ(λ
2 − 1)z30
(4
3
− 2rkz0
)
+O(z50). (3.19)
For r  1/z0, by contrast, we should first take the limit
r →∞, and then expand in terms of z0:
δ(k, z0, r) = −2
3
λ(λ2 − 1)z30 +O(z50). (3.20)
Substituting these back into Eq. (2.40), we find that, to
the order of z30 , the correction to the correlation potential
is given by
∆ε(z) =
1
2
∫
d2k
(2pi)2
(
2
3
θgz30 +O(z
4
0)
)
× (λ+ coth(z))2e−2λz
≈ θ g
192pi
· z
3
0
z4
csch2(z)
(
(2z + 1)
(
8z2 + 4z + 3
)
− 2e−2z (4z2 + 6z + 3)+ e−4z(2z + 3)). (3.21)
where θ = 1 for rz0  1 (insulator plate) and θ = −1/2
for rz0  1 (conductor plate).
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The far-field expansion of Eq. (3.21) reads
δε(z) =
θ gz30
48pi
[(
16
z
+ · · ·
)
e−2z +O(e−3z)
]
, (3.22)
where the ellipsis refers to terms of the order z−2 and
lower. δε(z) is smaller than the leading-order result
Eq. (3.18) by a factor of z30 , and therefore is negligible
in the strongly charged regime. In the near-field region
z  1, Eq. (3.21) can be expanded in terms of small z:
∆ε(z) = θ · 3g
16pi
·
(z0
z
)3(1
z
+O(1)
)
. (3.23)
This correction is smaller than the leading-order result
Eq. (3.18) by a factor of (z0/z)
3, and therefore is also
negligible as long as z  z0. However, if the field point
is very close to the plate, z ≈ z0, the correction Eq. (3.23)
scales as g/z0 and therefore is of the same order as the
leading-order result in Eq. (3.16). This suggests a break-
down of perturbation theory in powers of z0. Indeed,
we can work out the higher-order terms in our expansion
Eq. (3.20) in terms of z0. The resulting higher order cor-
rections ∆ε(z) all scale as g/z0 for z ≈ z0. The expansion
in terms of z0 does not converge at z = z0. Our perturba-
tion in terms of z0 is therefore a singular one. In Fig. 3,
we compare the exact correlation energy [via numerical
integration of Eq. (3.8b)] with the sum of Eq. (3.16) and
Eq. (3.23). It is clear from this figure that perturbation in
terms of z0 breaks down in the extreme near-field region.
The extreme near-field region (0 < z − z0  z0).
The above analysis shows that there is an extreme near-
field region where z is of comparable magnitude to z0,
and the perturbation in terms of z0 breaks down. To
obtain the asymptotics of the correlation energy in this
region, we need to perform a different analysis. The de-
tails are relegated to Sec. V A. Here, we simply state the
result, viz.,
∆ε(z) ≈ g
4pi
· 1− r
1 + r
· 1
4(z − z0) . (3.24)
This is precisely the interaction energy between the test
ion and a neutral dielectric interface with relative per-
mittivity r, as can be found in standard textbooks on
electrostatics [18, 19]. As is well known, this interac-
tion can be interpreted as arising from an image charge
q(1− r)/(1 + r) at the symmetric point. The distance
between the ion and the interface is z− z0, whereas that
between the test ion and the image charge is 2(z − z0).
Therefore in the extreme near-field region, the correlation
energy of the test ion is dominated by the discontinuity in
permittivity, with all other ions playing a less important
role. Since r > 0 for all normal dielectrics, the magni-
tude of this image charge is always less than that of the
source ion. In Sec. V A, we show that the extreme near-
field asymptotics Eq. (3.24) actually holds for arbitrary
valences m : −n.
Is this extreme near-field region relevant to real sys-
tems? To answer this question, we must remember that
in reality ions are not point-like. Instead they have some
finite hard core radius a, which sets a minimal distance
between them and a charged interface. This radius is
typically a few angstroms inside an aqueous solvent. The
extreme near-field region is accessible only if the Gouy-
Chapman length µ is longer than the ion radius.
We now summarize the behaviors of the correlation en-
ergy of a test ion inside a symmetric electrolyte in three
different regions: (i) In the far-field region (z  `DB,
restoring dimensions), the correlation energy [Eq. (3.18)]
is doubly screened. (ii) In the near-field region (but not
too close to the plate, `DB  z − z0  µ), the correla-
tion energy [Eq. (3.16)] can be interpreted (in the limit
of infinite surface charge density) as the interaction en-
ergy between the source ion and a point image charge
of strength −3q. (iii) In the extreme near-field region
(z−z0  z0 ∼ µ), the correlation energy is dominated by
discontinuity of the permittivity [cf. Eq. (3.24)]. (iv) The
correction due to the finiteness of surface charge density
is negligible, except in the extreme near-field region. We
shall see below that results (ii), (iii), and (iv) also hold
for an asymmetric electrolyte, whereas result (i) is essen-
tially modified.
IV. ASYMMETRIC ELECTROLYTES: 2 : −1
AND 1 : −2
The analyses for the cases of 2 : −1 and 1 : −2 asym-
metric electrolytes are analogous to that of the symmetric
electrolyte, but are technically much more involved. We
shall discover that in these asymmetric electrolytes, the
correlation energy decays as e−z in the far-field, that is,
it is singly screened. The significance of this result will
be discussed in Sec. V C.
A. Mean Potential
The PBEs for the 2 : −1 and 1 : −2 asymmetric elec-
trolytes are given (in dimensionless form) respectively by
−∆Ψ + 1
3
(
eΨ − e−2Ψ) = 0, (2 : −1); (4.1a)
−∆Ψ + 1
3
(
e2Ψ − e−Ψ) = 0, (1 : −2). (4.1b)
The potentials generated by an isolated positively
charged plate are, respectively:
Ψ2:−1(z) = ln
1 + 4 e−z + e−2z
(1− e−z)2 ; (4.2a)
Ψ1:−2(z) = ln
(1 + e−z1)2
1− 4 e−z1 + e−2z1 , (4.2b)
where z1 = z + ln(2 +
√
3). Both solutions exhibit a
logarithmic singularity at z = 0. Ψ1:−2(z) differs from
the result in Ref. [12] by a trivial translation of z.
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As in the 1 : −1 case, a finitely charged plate is located
at z0, which is chosen such that the potentials Eq. (4.2)
become independent of z0. This determines z0 as a func-
tion of surface charge density η via
∂Ψ
∂z
(z0) = −η. (4.3)
Using Eqs. (4.3) and (4.2), we find that to the leading-
order
z0 = 2/η +O(η
−2), (2 : −1); (4.4)
z0 = 1/η +O(η
−2), (1 : −2), (4.5)
which agree with the general result Eq. (2.19).
B. 2 : −1 electrolyte
In a 2 : −1 electrolyte (z > z0), the Green’s function
satisfies the linearized inhomogeneous PBE, whilst inside
the plate (z < z0), it obeys the Laplace equation:
− d
2
dz2
G(z, z′;k) +
[
k2 +
1
3
(
eΨ + 2 e−2 Ψ
)]
G(z, z′;k)
= g δ(z − z′) (z > z0),
(4.6a)(
− d
2
dz2
+ k2
)
G(z, z′;k) = 0 (z < z0),
(4.6b)
where the mean field potential Ψ(z) is given by
Eq. (4.2a). As before, in order to obtain the Green’s
function, we first need to find two independent homo-
geneous solutions φ+(z) and φ−(z) to Eq. (4.6a). It is
remarkable enough that these solutions can be expressed
in terms of elementary functions:
φ+(z) = − 1
2λ
eλz
[
(λ− 1)(2λ− 1) (4.7a)
+
6 e−z(λ− 1− (2λ− 1)e−z − λe−2z)
(1− e−z)(1 + 4 e−z + e−2z)
]
;
φ−(z) =
1
2λ
e−λz
[
(λ+ 1)(2λ+ 1) (4.7b)
− 6 e
−z(λ+ 1− (2λ+ 1)e−z − λe−2z)
(1− e−z)(1 + 4 e−z + e−2z)
]
.
It is easy to check that these solutions exhibit the near-
field asymptotics Eqs. (2.37) as well as the far-field
asymptotics Eqs. (2.22), as we demanded earlier. The
Wronskian formed by φ± can be easily calculated using
Eq. (2.27):
W (φ+, φ−) =
1
2λ
(4λ4 − 5λ2 + 1). (4.8)
To obtain the F-transformed Green’s function, we sub-
stitute Eqs. (4.7) and (4.8) into Eqs. (2.29), (2.28), and
(2.26). We shall however not write it out in detail as it
is rather bulky and complicated.
1. Infinite Surface Charge Density
For an infinitely charged surface, z0 = 0, and the F-
transformed Green’s function is given by Eq. (2.38d),
with φ± given by Eqs. (4.7). Subtracting the Green’s
function in the bulk, Eq. (3.11), we find the F-
transformed correlation potential as
δχ∞(z, z;k) = G∞(z, z;k)−G0(z, z;k) (4.9)
=
g
(−φ+(z)φ−(z) + φ−(z)2)
(4λ4 − 5λ2 + 1)/(2λ) −
g
2λ
,
with φ±(z) defined in Eqs. (4.7). By integrating over the
wave vector k, we obtain the correlation energy ∆ε∞(z)
for a monovalent test ion positioned at z. The (very
complicated) full expression, together with details of the
calculation, is displayed in Appendix C. Here, we present
its near-field and far-field asymptotic series.
The near-field region. The near-field expansion of
∆ε∞(z) is given by
∆ε∞(z) =
g
8pi
(
− 3
2z
+ 1− z
18
+O(z2)
)
. (4.10)
The first two terms of this series are identical to those for
the 1 : −1 electrolyte in Eq. (3.16). In fact, in the region
plotted in Fig. 3, Eq. (4.10) is virtually indistinguishable
from the corresponding result for the 1 : −1 electrolyte,
Eq. (3.16). In Sec. V A, we show that for an infinitely
charged plate, the leading-order near-field asymptotics
of the correlation energy is independent of the valences
of counterions and coions.
The far-field region. The far-field expansion of
∆ε∞(z) up to the order of e−2z is:
∆ε∞(z) =
g
8pi
(
3 ln(3) e−z + 6
(
− γ − ln(108z)
− 5
12z
+
1
4z2
− 1
z3
)
e−2z +O(e−3z)
)
. (4.11)
This approximation is plotted as the orange thin dashed
curve in Fig. 4, together with the exact result Eq. (C11).
One can see that they agree with each other well only for
z > 4`DB. The most salient feature of this far-field expan-
sion is that it decays as e−z at the leading-order, like the
mean potential. The implication of this result will be dis-
cussed in Sec. V C. Note also that the leading-order far-
field asymptotics is positive, whereas the leading-order
near-field asymptotics Eq. (4.10) is negative. Therefore
the correlation energy must change sign in the interme-
diate region. A plot of the full result (green thick dashed
curve) in Fig. 4 shows that the change of sign occurs at
z ≈ 1.8 `DB.
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FIG. 4: (Color online) Far Field behaviors of the correlation
energy in various kinds of electrolyte, near a highly charged
surface (i.e., z0  1). Blue thick solid line, 1 : −1; green thick
dashed line, 2 : −1; red thin solid line, 1 : −2. These curves
have been plotted using the exact expressions Eqs. (3.14),
(C11) and (D8) for an infinitely charged plate. Correction
due to the finiteness of surface charge density is negligible
in the far-field. For comparison, we also plot the leading-
order far-field approximation for the 2 : −1 electrolyte (orange
thin dashed line), given by Eq. (4.11). This approximation
becomes highly accurate for z > 4`DB.
2. Finite Surface Charge Density
For finite surface charge density, the correction to the
correlation potential can also be obtained in a way similar
to the case of the 1 : −1 electrolyte. The leading-order re-
sult is displayed in Appendix C 1. The near-field asymp-
totics of is identical to that in the case of a 1 : −1 elec-
trolyte, Eq. (3.23). Expansion in terms of z0 breaks down
in the extreme near-field region, where 0 < z − z0  z0.
For an asymptotic analysis valid in the extreme near-field
region, see Sec. V A. Finally, the leading-order far-field
asymptotics of Eq. (C12) is
∆ε(z) =
3θ gz30
4pi
(
1
z
e−2z +O(e−3z)
)
, (4.12)
which is negligibly small compared with the zeroth-order
result Eq. (4.11).
C. 1 : −2 electrolyte
In 2 : −1 electrolyte (z > z0), the Green’s function
satisfies the following equations:
− d
2
dz2
G(z, z′;k) +
[
k2 +
1
3
(
e2 Ψ + 2 e−Ψ
)]
G(z, z′;k)
= g δ(z − z′) (z > z0),
(4.13a)(
− d
2
dz2
+ k2
)
G(z, z′;k) = 0 (z < z0),
(4.13b)
where the mean field potential Ψ(z) is given by
Eq. (4.2b). Two independent homogeneous solutions
φ+(z) and φ−(z) to Eq. (4.13a) are given by:
φ+(z) = − e
λz
(2λ−√3)
[
(λ− 1)(2λ− 1) (4.14a)
− 6e
−z1 (λ− 1 + (2λ− 1)e−z1 − λ e−2z1)
(1 + e−z1)(1− 4e−z1 + e−2z1)
]
,
φ−(z) =
e−λz
(2λ+
√
3)
[
(λ+ 1)(2λ+ 1) (4.14b)
+
6e−z1
(
λ+ 1 + (2λ+ 1)e−z1 − λ e−2z1)
(1 + e−z1)(1− 4e−z1 + e−2z1)
]
,
where z1 = z + ln(2 +
√
3), and λ ≡ √1 + k2. These
solutions exhibit the near-field asymptotics Eqs. (2.37)
and the far-field asymptotics Eqs. (2.22), as we de-
manded earlier. The Wronskian is easily calculated using
Eq. (2.27):
W (φ+, φ−) =
2λ
(
4λ4 − 5λ2 + 1)
(4λ2 − 3) (4.15)
To obtain the F-transformed Green’s function, we substi-
tute Eqs. (4.14), Eq. (4.15) into Eqs. (2.29), (2.28), and
(2.26).
1. Infinite Surface Charge Density
The F-transformed correlation potential for the case of
infinite surface charge density is:
δχ∞(z, z;k) = G(z, z;k)− lim
z→∞G(z, z;k)(4.16)
=
(4λ2 − 3)gφ−(z) (−φ+(z) + φ−(z))
2λ (4λ4 − 5λ2 + 1) −
g
2λ
,
with φ±(z) defined in Eqs. (4.14). To obtain the cor-
relation potential in real space, we integrate χ∞(z, z;k)
over wave vector k. The main steps of the calculation as
well as the full results (very complicated) are displayed
in Appendix D. The full result is also plotted in Fig. 4
in the far-field range. Here we present the near-field and
far-field asymptotic behaviors.
The near-field region. The near-field expansion of
∆ε∞(z) is given by
∆ε∞(z) =
g
8pi
(
− 3
2z
+ 1− 2z
9
+O(z3)
)
(4.17)
The first two terms of this series are identical to the corre-
sponding terms of the two cases we discussed previously.
The far-field region. The far-field expansion of
∆ε∞(z) up to the order of e−2z is given by
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∆ε∞(z) =
g
8pi
(
− 3(2−
√
3) ln(3) e−z +
(
6(−7 + 4
√
3)(γ + ln(108z)) +
1
2z
(−323 + 188
√
3)
)
e−2z +O(e−3z)
)
.
(4.18)
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FIG. 5: (Color online) 1:-2 electrolyte Plots of the near-
field approximation (green, thick, dashed line) up to the order
of z8 and far-field approximation (red, thin, solid line) up to
the order of e−4z, as well as the exact form (blue, thick, solid)
[cf. Eq. (D8)] of the correlation energy ∆ε(z) of an ion near a
positively charged plate in a 1 : −2 electrolyte. As we can see
from the figure, the exact correlation energy overlaps with its
near-field approximation for z < 1.5 `DB, and overlaps with
its far-field approximation for z > 1.8 `DB. The near and far-
field approximations at z = 1.6 `DB are accurate to within
4%.
We see that the leading-order term decays as e−z, but
with a negative prefactor, c.f. Eq. (4.11).
It turns out that neither Eq. (4.17) nor Eq. (4.18) is
a good approximation in the intermediate region z ∼ 1.
As shown in Fig. 5, in order to achieve a moderately
good matching (with error less than 4%), we need to go
to the orders of z8 in the near-field and to the order of
e−4z in the far-field. These longer asymptotic expansions,
together with the exact expression for ∆ε∞(z), are given
in Appendix D.
2. Finite Surface Charge Density
For finite surface charge density, the correction
δχ(z, z; k) can again be obtained using Eq. (2.39). As
in the previous two cases, we can expand in terms of z0
to the leading order, and integrating over k, find the cor-
rection to the correlation energy. The result is however
too complicated to be exhibited here. We will therefore
only discuss its asymptotic behaviors here. The near-
field asymptotics is again identical to that in the case of
the 1 : −1 electrolyte, Eq. (3.23). Expansion in terms of
z0 breaks down in the extreme near-field region, where
0 < z − z0  z0. For an asymptotic analysis valid in
the extreme near-field region, see Sec. V A. Finally, the
leading-order far-field asymptotics of Eq. (C12) is
∆ε(z) =
θ g
pi
(31− 17
√
3)z30z
−1e−2z +O(z30 e
−3z). (4.19)
which is negligibly small compared with the zeroth-order
results, Eq. (4.18).
V. GENERAL CASE OF m : −n ELECTROLYTES
For all three cases studied above, we have shown that
the near-field behaviors of the correlation energy are
the same, whereas their far-field behaviors are all differ-
ent. Hence one may very well suspect that the near-field
asymptotics of the correlation energy is independent of
the valences of the ions. In this section, we shall show
that this is indeed the case. Furthermore, we shall also
show that inside any asymmetric electrolyte, the correla-
tion energy decays as e−z/`DB in the far-field region. The
prefactor, however, depends on the valences of counteri-
ons and coions. We further show that Poisson-Boltzmann
theory breaks down in asymmetric electrolytes, regard-
less of the strength of the surface charge density.
A. Near Field Asmptotics Independent of Valences
For a strongly charged plate, the probability that a
coion is near the plate is negligible. Therefore coions
should have no influence on the near-field behaviors of
the mean field potential. This, of course, has been shown
explicitly for an arbitrary m : −n electrolyte [12]. As a
simple illustration of the main point, we can omit the
term corresponding to coions in the nonlinear PBE (as-
suming again a positively charged plate):
−Ψ′′(z) + 1
m+ n
enΨ(z) = 0. (5.1)
By defining a new potential
Ψ˜ = nΨ + ln
(
n
m+ n
)
,
the foregoing equation can be re-written in a form that
does not contain any free parameters, viz.,
− Ψ˜′′(z) + eΨ˜(z) = 0. (5.2)
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Solving this equation we find
Ψ˜(z) = ln
(
2
z2
)
; (5.3)
Ψ(z) =
1
n
ln
(
2(m+ n)
n z2
)
. (5.4)
Hence Ψ˜(z) is independent of the valences m,n. The
logarithmic singularity of Ψ(z) and Ψ˜(z) at z = 0 corre-
sponds to an infinitely charged plate at z = 0. As stated
in Sec. II C, for finite surface charge density, we choose
the position of the interface z0 such that Eq. (5.4) re-
mains a near-field approximation to the mean potential
regardless of the value of the surface charge density η.
This requirement determines z0 as a function of η via
the interface condition Eq. (2.14). [Note also that Ψ(z)
is independent of z for z < z0.] For a strongly charged
surface, z0  1, and we can safely use Eq. (5.4) as a
leading-order approximation of the mean potential. This
gives
z0 =
2
n η
+O(η−2). (5.5)
By the same reasoning, we also expect that coions should
have no influence on the Green’s function in the near-
field. Omitting the corresponding term (which is propor-
tional to e−mΨ) in Eq. (2.4), and plugging in the near-
field asymptotic form Eq. (5.4) for Ψ(z), the ODE for the
Green’s function becomes(
− d
2
dz2
+ k2 +
2
z2
)
G(z, z′;k) = g δ (z − z′) , (5.6)
which is indeed independent of the valences m,n. Conse-
quently, the leading-order behavior of the correlation en-
ergy in the near-field region is the same for all electrolytes
whatever the values of m and n. Differences emerge only
at sub-leading-orders in the near-field expansions of the
correlation energy, as we have seen in Eqs. (3.16), (4.10),
and (4.17).
Equation (5.6) has two linearly independent solutions
φ±(z):
φ+(z) =
1
z
(1− kz)ekz; (5.7a)
φ−(z) =
1
z
(1 + kz)e−kz. (5.7b)
from which we deduce the Wronskian:
W = 2k3. (5.8)
For z0  1, φ±(z0) and φ′±(z0) have the asymptotics that
we demanded in Eqs. (2.37):
φ±(z0) =
1
z0
+O(1), φ′±(z0) = −
1
z20
+O(z−10 ). (5.9)
Using Eqs. (2.29) and (5.7), we find the near-field ap-
proximation to the function δ(k, z0, r):
δ(k, z0, r) =
k(r − 1)(z−10 − k) + z−20
k(r + 1)(z
−1
0 + k) + z
−2
0
e2kz0 − 1. (5.10)
In what follows, we analyze the asymptotics of the cor-
relation energy in two different regions: (i) the near-field
region (z0  z − z0  1) and (ii) the extreme near-field
region (0 < z − z0  z0).
The near-field region. We expand the function
δ(k, z0, r) in Eq. (5.10) in powers of the smaller param-
eter z0. To the leading-order term we have
δ(k, z0, r) ≈ 4
3
θk3z30 , (5.11)
where θ = 1 (−1/2) for r  1/z0 (r  1/z0). Using
the above result and Eqs. (2.26), (2.28), (5.7), and (5.8),
we obtain the Green’s function for the bulk electrolyte,
viz.,
G0(z, z;k) =
g
2k
. (5.12)
which is different from the exact result Eq. (3.11). This
difference arises due to our neglect of coions, but is of no
importance in the near-field. The F-transformed corre-
lation potential is then
δχ(z, z;k) = G(z, z;k)−G0(z, z;k)
=
g(1 + kz)
[
(1 + kz)e−2kz + kz − 1]
2k3z2
+θ
2gz30
3z2
(1 + kz)2e−2kz. (5.13)
The first term describes the contribution for the infinitely
charged plate and the second term describes the leading-
order correction from the finiteness of the surface charge
density. Integrating both terms over wave vectors k
yields the near-field expansion of ∆ε∞(z) and ∆ε(z):
∆ε∞(z) =
g
8pi
·
(
− 3
2z
+ 1 +O(z)
)
, (5.14a)
∆ε(z) = θ · 3g
16pi
·
(z0
z
)3(1
z
+O(1)
)
. (5.14b)
These same results have been derived for all three cases
analyzed previously [see Eqs. (3.16), (3.23), Eqs. (4.10),
and Eqs. (4.17).] Outside the extreme near-field region
z  z0, the correction Eq. (5.14b) can be neglected com-
pared with Eq. (5.14a). Hence the correlation potential
is asymptotically independent of the dielectric constant
of the plate.
The extreme near-field region. In the extreme
near-field region, z− z0  z0, and Eq. (5.14b) is compa-
rable with Eq. (5.14a). Perturbation theory in z0 breaks
down in this region and we cannot treat z0 as a small
parameter. We will therefore have to use the full expres-
sion Eq. (5.10) for δ(k, z0, r) to calculate the correction
to the correlation energy, Eq. (2.40). This is given by
δε(z) ≈ g
4pi
∫ ∞
0
dk
k2
(z−1 + k)2e−2kz × (5.15){
k(r − 1)(z−10 − k) + z−20
k(r + 1)(z
−1
0 + k) + z
−2
0
e2kz0 − 1
}
.
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In the extreme near-field region, the integral is domi-
nated by the region k ∼ (z − z0)−1  z−10 , and thus
exp kz0  1. Hence to obtain the leading-order result, it
is legitimate to make the following approximations:
z−1 + k ≈ k,
k(r − 1)(z−10 − k) + z−20
k(r + 1)(z
−1
0 + k) + z
−2
0
e2kz0 − 1 ≈ 1− r
1 + r
e2kz0 .
Equation (5.15) then reduces to
∆ε(z) ≈ g
8pi
· 1− r
1 + r
∫ ∞
0
dk e−2k(z−z0)
=
g
4pi
· 1− r
1 + r
· 1
4(z − z0) . (5.16)
This is Eq. (3.24), which describes the image charge effect
arising due to the discontinuity in the dielectric constant.
In the extreme near-field, z − z0  z0, Eq. (5.16) dom-
inates Eq. (5.14a), and hence the correlation energy is
dominated by the dielectric discontinuity.
B. Far-field asymptotics depends on valences
In this section, we show that for arbitrary asymmetric
m : −n electrolytes (m 6= n), the correlation energy de-
cays as e−z in the far-field region, with a prefactor that
depends on the valences of counterions and coions.
It is sufficient to prove this result for the case of a plate
with infinite surface charge density (z0 = 0) located at
the origin. As was demonstrated in Ref. [12], the mean-
field potential can be expanded into the following far-field
asymptotic series:
Ψ(z) =
∞∑
`=1
c` e
−`z. (5.17)
By substituting this back into the PBE (2.41), and com-
paring coefficients order by order, all higher-order coeffi-
cients ck for k ≥ 2 can be determined as functions of c1.
For the three cases studied above, c1 is exactly known:
c1 = 4 1 : −1,
c1 = 6 2 : −1,
c1 = 6(2−
√
3) 1 : −2.
(5.18)
For other types of electrolyte, c1 can be approximately
calculated. Detailed discussions can be found in Ref. [12].
Using the far-field expansion for Ψ(z), the equation
for the Green’s function, Eq. (2.21a), can be similarly
expanded:
− d2
dz2
+ λ2 + (n−m)
∞∑
`=1
c`e
−`z +
1
2
(m2 + n2 −mn)
∞∑
`,`′=1
c` c`′e
−(`+`′)z + · · ·
G(z, z′;k) = g δ(z − z′). (5.19)
Terms that are ignored are at least of the order of e−3z
in the far-field, and therefore can be ignored for our pur-
pose. The two homogeneous solutions φ+(z) and φ−(z)
can also be expanded into the following Frobenius series:
φ−(z) = e−λz
(
1 +
∞∑
j=1
aj e
−jz
)
; (5.20a)
φ+(z) = e
λz
(
1 +
∞∑
j=1
bj e
−jz
)
. (5.20b)
Since these series are applicable only in the far-field,
we have no knowledge about the near-field behaviors of
φ±(z) at all. By substituting these series into the ho-
mogeneous version of the ODE Eq. (5.19), and equating
terms order by order in powers of e−z, we can obtain
values of the coefficients aj and bj . For our purpose, it
suffices to determine the first coefficient a1 and b1 for
each function:
a1 =
n−m
1 + 2λ
c1; (5.21a)
b1 =
n−m
1− 2λ c1. (5.21b)
Equation (5.19) has a Sturm-Liouville form, and there-
fore its Green’s function can be written as the following
standard form:
G(z, z′;k) = −g (φ+(z) + cφ−(z))φ−(z
′)
W
, (5.22)
W is the Wronskian formed by φ±(z):
W = φ+φ
′
− − φ′+φ−. (5.23)
For a Sturm-Liouville system in the form of Eq. (5.19),
the Wronskian is known to be independent of z. There-
fore we need to calculate it only in the limit z →∞, and
φ± ∼ e±λz. This gives us W = −2λ.
The coefficient c is to be determined by fixing the
boundary condition on the plate. This can not be done,
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because our far-field expansions Eqs. (5.20) are not valid
in the near-field region. Fortunately enough, we are in-
terested in only the leading-order far-field behaviors of
the Green’s function, and that turns out to be indepen-
dent of the coefficient c. Substituting Eqs. (5.20) into
Eq. (5.22), and setting z = z′, we find that the leading-
order approximation of the Green’s function is given by
G(z, z;k) ≈ g
2λ
(
1 + (a1 + b1)e
−z)+O(e−2z, e−2λz).
(5.24)
Note that we have neglected a contribution proportional
to e−2λz. As λ =
√
1 + k2 ≥ 1, the latter is indeed
subdominant in the far-field region. The k-dependent
correlation potential is now given by
δχ(z, z;k) =
g(a1 + b1) e
−z
2λ
+O(e−2z), (5.25)
from which we deduce the correlation energy:
∆ε(z) =
g
2
∫ ∞
0
d2k
(2pi)2
χ(z, z;k)
=
g
2
· 1
2pi
∫ ∞
1
dλ
1
2
(a1 + b1) e
−z
=
g
2
· 1
2pi
∫ ∞
1
dλ
(n−m) c1
1− 4λ2 e
−z
=
g
16pi
ln(3) (m− n) c1e−z. (5.26)
Combined with Eq. (5.18), we see that Eq. (5.26) gives
the same leading-order far-field asymptotics for the cor-
relation energies in a 2 : −1 electrolyte [cf. Eq. (4.11)]
and an ion in a 1 : −2 electrolyte [cf. Eq. (4.18)]. There-
fore, we conclude that inside any asymmetric electrolyte,
the correlation energy in the far-field indeed decays as
e−z.
C. Breakdown of Perturbation Theory in
Asymmetric Electrolytes
To see whether fluctuation correlation effects are im-
portant in the far-field region, let us substitute the value
of the correlation energy calculated in Eq. (5.26) into the
FCPBE (1.15), and try to solve perturbatively for the
average local potential. The dimensionless version of the
FCPBE is given by
−∆Ψ + 1
m+ n
(
enΨ−n
2∆ε − e−mΨ−m2∆ε
)
= 0. (5.27)
Perturbation theory can be performed by treating g as
a small parameter. Furthermore, since we have calcu-
lated the correlation energy only up to first order in g,
perturbation theory for Eq. (5.27) is reliable only up to
the same order. Hence let us write Ψ ≈ Ψ0 + Ψ1, where
Ψ0 is the mean field solution and Ψ1 is of the order of g.
[30] Equating terms of the same order in g shows that Ψ1
satisfies the following linear inhomogeneous equation:
−∆Ψ1 + 1
m+ n
(
n enΨ0 +me−mΨ0
)
Ψ1 = −(m−n)∆ε.
(5.28)
Again, we consider plate geometry and employ the far-
field asymptotic form of ∆ε from Eq. (5.26):
−Ψ′′1(z) + Ψ1(z) = −
g
16pi
ln(3) (m− n)2 c1e−z. (5.29)
This yields the following asymptotic form of Ψ1(z) for
the far-field region:
Ψ1(z) = − g
32pi
ln(3) (m− n)2 c1 z e−z + b e−z, (5.30)
where b is an integration constant to be determined
by boundary conditions. The first term is secular,
and becomes larger than the zeroth-order approxima-
tion Ψ0(z) ∼ c1 e−z for sufficiently large z, implying the
breakdown of perturbation theory. It is thus inconsis-
tent to treat the correlation energy as a perturbation,
even in the far-field region: both correlation energy and
mean field energy must be treated on equal footing, e.g.,
within the self-consistent Gaussian approximation. We
shall study this theory in a future presentation [24].
VI. CONCLUSION
One of the most salient features of the nonlinear
Poisson-Boltzmann theory is that the electrostatic poten-
tial Φ (at nonzero distance from the charged surface) re-
mains finite even if the surface charge density σ becomes
infinitely large, as has been shown in previous works (see,
e.g., [25], [26], [12], and [27]). In Ref. [12], the renormal-
ized charge density σR of a charged plate was obtained as
an asymptotic series of σ for various cases of the m : −n
asymmetric electrolyte.
In this work, we have proceeded one step further by
studying the correlation potential of a test ion near a
strongly charged plate inside an m : −n electrolyte, and
have obtained the following general results:
(1) For an infinitely charged plate, the correlation po-
tential is independent of the dielectric constant 1 of the
plate. (2) For a strongly (but finitely) charged plate, the
correlation potential depends on 1, but this dependence
becomes negligible when the distance ∆z between the
test ion and the plate is much larger than µ. (3) If the
distance to the plate is much smaller than µ, the corre-
lation potential is dominated by the image charge effect
arising from the discontinuity of permittivity across the
interface, but is independent of the type of electrolyte.
(4) In the region µ  ∆z  `DB, where `DB is the De-
bye length, the correlation potential can be described by
a point-like image charge with strength qim = −3q at the
mirror point. This result depends neither on the per-
mittivity of the plate nor on the type of electrolyte. (5)
The far-field (∆z  `DB) asymptotics of the correlation
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potential explicitly depends on the valences of ions, but
is independent of the permittivity of the plate. (6) More
importantly, for any asymmetric electrolyte (m 6= n), the
correlation potential decays as exp(−z/`DB) in the far-
field region, i.e., with the same decay width as the mean
field potential energy. This implies the breakdown of per-
turbative calculations of the average potential, even for
small (but non-zero) values of the coupling parameter g.
We shall explore the consequences of these results fur-
ther in future presentations.
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Appendix A: Green’s Function is Independent of
Choice of φ+(z)
In Sec. II D, we have defined a homogeneous solution
φ+(z) to Eq. (2.21a) that is exponentially increasing as
eλz for large z. This requirement however determines
φ+(z) only up to a linear superposition of φ−(z). The
Green’s function G(z, z′;k), on the other hand, must be
independent of the choice of φ+(z). Here we show this
independence. Let us make the following “gauge trans-
formation”:
φ+(z)→ φ+(z) + aφ−(z). (A1)
We need to prove only that the Green’s function remains
invariant under this transformation.
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For z < z0, G(z, z
′;k) is given by the first line of
Eq. (2.26), and does not depend on φ+(z). It is therefore
manifestly invariant under the transformation Eq. (A1).
For z > z0, G(z, z
′;k) is given by the second line of
Eq. (2.26), which depends on φ+(z) through the Wron-
skian and through φL(z). The Wronskian Eq. (2.27) is
clearly invariant under the transformation Eq. (A1). The
function φL(z) is defined by Eq. (2.28). Using Eq. (2.29),
it can be rewritten as
φL(z) = −φ+(z) +
krφ+(z0)− φ′+(z0)
krφ−(z0)− φ′−(z0)
φ−(z), (A2)
which is also invariant under the transformation
Eq. (A1). Hence the Green’s function Eq. (2.26) is inde-
pendent of the choice of φ+(z).
Appendix B: Calculation of correlation energy for
1 : −1 electrolyte
In this appendix we calculate the integral Eq. (3.13),
with χ∞(z, z;k) given by Eq. (3.12). This integral is
complicated by the fact that both the denominator and
the numerator of Eq. (3.12) vanish at λ = 1. To resolve
this issue, we make a variable transformation as follows:
u = λ− 1 =
√
k2 + 1− 1. (B1)
Equation (3.13) can then be rewritten into the following
form:
8pi
g
∆ε∞(z) = csch2(z) ·
∫ ∞
0
(e−2uz − 1)du
u(u+ 2)
(B2)
+ e−2z
∫ ∞
0
(
1 +
2
2 + u
coth(z)
)
e−2uzdu.
Each integral in the right hand side converges separately.
The final result is displayed in Eq. (3.14).
Appendix C: Calculation of correlation energy for
2 : −1 electrolyte
To obtain the correlation energy for the case z0 = 0
[which we denote by the symbol ∆ε∞(z)], we need to in-
tegrate χ∞(z, z;k) in Eq. (4.9) over wave vectors k. Note
however that this integration is complicated by the van-
ishing of the denominator as λ − 1 when λ → 1 (which
corresponds to the limit k → 0, as λ = √1 + k2). On
the other hand, we know that the integral is convergent
[as we have already subtracted the truly divergent part
G0(z, z;k)]. Thus the pole at λ = 1 in the denominator
must be canceled by a corresponding pole in the numer-
ator. To ensure that our integration is convergent, we
should explicitly isolate the pole in the numerator. We
therefore adopt the following procedure. We first define
the following functions:
α(z, λ) ≡ −φ+(z)φ−(z)− (4λ4 − 5λ2 + 1),
β(z, λ) ≡ φ−(z)2e2(λ−1)z,
δα(z, λ) ≡ α(z, λ)− α(z, 1),
δβ(z, λ) ≡ β(z, λ)− β(z, 1). (C1)
Here, the functions φ±(z) are defined as in Eqs. (4.7),
and the corresponding Wronskian is given by
W =
1
2λ
(4λ4 − 5λ2 + 1). (C2)
Using Eqs. (2.10), (2.26) and (2.28), we can write the
wave vector dependent correlation potential χ∞(z, z; k)
as
δχ∞(z, z;k) = g
−φ+(z)φ−(z) + φ−(z)2
(4λ4 − 5λ2 + 1)/2λ −
g
2λ
(C3)
This gives Eq. (4.9). The superscript ∞ indicates that
we are considering the case of an infinite surface charge
density, i.e., z0 = 0, which means that δ(k, z0, r) = 0
[cf. Eq. (3.9)]. Now we apply Eqs. (C1) to rewrite the
correlation potential χ∞(z, z; k) as follows:
δχ∞(z, z;k) = g
α(z, λ) + β(z, λ) e−2(λ−1)z
2λ(4λ4 − 5λ2 + 1) (C4)
=
g
2λ(4λ4 − 5λ2 + 1)
(
α(z, 1) + δα(z, λ)
+ β(z, 1)e−2(λ−1)z + δβ(z, λ)e−2(λ−1)z
)
It is straightforward to compute the following quantities:
α(z, 1) = −β(z, 1) = − 36e
2z (ez + 1)
2
(−3ez + 3e2z + e3z − 1)2 , (C5a)
δα(z, λ) =
12ez
(−4ez − 6e2z − 4e3z + e4z + 1) (λ2 − 1)
(−3ez + 3e2z + e3z − 1)2 ,
(C5b)
δβ(z, λ) =
e−2z(λ− 1)
(ez − 1)2 (4ez + e2z + 1)2
6∑
m=0
pm(λ) e
mz,
(C5c)
where pm(λ) are all polynomials of λ of degree 3, defined
as
p0(λ) ≡ 4λ3 − 8λ2 + 5λ− 1,
p1(λ) ≡ 6
(
4λ3 − 4λ2 − λ+ 1) ,
p2(λ) ≡ 3
(
4λ3 − 3λ− 5) ,
p3(λ) ≡ 20
(−4λ3 − 4λ2 + λ+ 1) ,
p4(λ) ≡ 3
(
4λ3 + 8λ2 + 5λ+ 7
)
,
p5(λ) ≡ 24λ3 + 72λ2 + 90λ+ 78,
p6(λ) ≡ 4λ3 + 16λ2 + 29λ+ 35. (C6)
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These quantities enable us to write Eq. (C4) as follows:
δχ∞(z, z;k) =
g
2λ(4λ4 − 5λ2 + 1) (C7)(
δα(z, λ) + α(z, 1)
(
1− e−2(λ−1)z
)
+ δβ(z, λ)e−2(λ−1)z
)
.
In this form, we easily see that each of the terms in the
numerator vanishes as λ→ 1, thus exactly canceling the
pole λ− 1 in the denominator.
The correlation energy ∆ε∞(z) is given by the follow-
ing, viz.,
∆ε∞(z) =
1
2
∫
d2k
(2pi)2
χ∞(z, z;k)
=
1
4pi
∫ ∞
1
dλλχ∞(z, z;k)
=
g
4pi
∫ ∞
1
dλ
1
2(4λ4 − 5λ2 + 1) ×[
α(z, 1)
(
1− e−2(λ−1)z
)
+ δα(z, λ) + δβ(z, λ)e−2(λ−1)z
]
(C8)
In order to evaluate the integral, we make use of the
following results:∫ ∞
1
dλ
λ2 − 1
2(4λ4 − 5λ2 + 1) =
ln(3)
8
; (C9)∫ ∞
1
dλ
1− e−2(λ−1)z
2(4λ4 − 5λ2 + 1) =
1
24
[
2γ + 2e4zE1(4z)
−4e3zE1(3z) + 4ezE1(z) + ln
(
16z2
81
)]
. (C10)
Applying these results and Eqs. (C5), and performing the
integrals over λ from 1 to ∞ in Eq. (C8), we obtain the
following result for the correlation energy of a test ion in
front of a plate with infinite surface charge density (the
plate being positioned at z0 = 0):
(4pi/g)∆ε∞(z) =
36e2z(ez + 1)2w(z)
(1 + 3ez − 3e2z − e3z)2
+
3 ln(3) ez(1− 4ez − 6e2z − 4e3z + e4z)
2(1 + 3ez − 3e2z − e3z)2
+
e−2z
(ez − 1)2(1 + 4ez + e2z)2
6∑
m=0
qm(z) e
mz,
(C11)
where the functions w(z) and qm(z) (m = 0, . . . , 6) are
defined by
w(z) ≡ − 1
24
(
− 2 ln
(
4z
9
)
− 4ezE1(z)
+ 4e3zE1(3z)− 2e4zE1(4z)− 2γ
)
;
q0(z) ≡ 1
z
+ 6e3z (E1(3z)− 2ezE1(4z)) ;
q1(z) ≡ 3
(
1
2z
− 2e4zE1(4z)
)
;
q2(z) ≡ 3
4
(
1
z
− 2ezE1(z) + 4e3zE1(3z)− 4e4zE1(4z)
)
;
q3(z) ≡ −5
z
;
q4(z) ≡ 3
4
(
1
z
+ 4ezE1(z)− 6e3zE1(3z) + 4e4zE1(4z)
)
;
q5(z) ≡ 3
(
1
2z
+ 4ezE1(z)− 4e3zE1(3z) + 2e4zE1(4z)
)
;
q6(z) ≡ 1
4z
+
9ezE1(z)
2
− 6e3zE1(3z) + 3e4zE1(4z).
The expression for the correlation energy simplifies math-
ematically and becomes physically transparent in the
near and far-field asymptotic limits. The asymptotic
forms are presented in Eqs. (4.10) and (4.18).
1. Correction due to Finiteness of Surface Charge
Density
For finite surface charge density, the correction
δχ(z, z; k) can again be obtained using Eq. (2.39). Ex-
panding in terms of z0 to the leading-order, and integrat-
ing over k, we find that the correlation to the correlation
energy is
∆ε(z) ≈ θ gz
3
0
192pi
· 128 e
zE1(2z) sinh
6(z/2) z4 + g(z) e−z
(ez − 1)2(cosh(z) + 2)2 z4 ,
(C12)
where, again, θ = 1 (−1/2) for rz0  1 ( 1), and
g(z) ≡ 10 (−6− 12z − 7z2 + 2z3)
+ 3
(
6 + 12z + 9z2 + 2z3
)
cosh(z)
+ 6
(
6 + 12z + 15z2 + 14z3
)
cosh(2z)
+
(
6 + 12z + 25z2 + 34z3
)
cosh(3z) (C13)
+ 24z
(
2 + 4z + 3z2
)
sinh(2z)
+ 24z
(
1 + 2z + 6z2
)
cosh(z) sinh(2z).
Appendix D: Calculation of correlation energy for
1 : −2 electrolyte
To obtain the correlation energy, we integrate
χ∞(z, z;k) over all wave vectors k. As for the 2 : 1
electrolyte system with a positively charged plate, the
integration is complicated by the fact that the denomi-
nator in the expression above vanishes when λ = 1. Thus
we shall also perform a procedure similar to that in the
system with one positively-charged plate to isolate the
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pole at λ = 1 in the numerator. We first define the fol-
lowing useful quantities:
ν(z, λ) ≡ −φ+(z)φ−(z)− 4(4λ
4 − 5λ2 + 1)
4λ2 − 3 ,
τ(z, λ) ≡ γ(λ)φ−(z)2e2(λ−1)z,
δν(z, λ) ≡ ν(z, λ)− ν(z, 1),
δτ(z, λ) ≡ τ(z, λ)− τ(z, 1). (D1)
Here the functions φ±(z) are defined as in Eqs. (4.14),
and the corresponding Wronskian has been given in
Eq. (4.15).
Using Eqs. (2.10), (2.26), and (2.28), we can write the
wave vector dependent correlation potential χ∞(z, z;k)
as
δχ∞(z, z;k) =
(4λ2 − 3)g
2λ(4λ4 − 5λ2 + 1)
{(− φ+(z) + φ−(z))φ−(z)− (4λ4 − 5λ2 + 1)
4λ2 − 3
}
. (D2)
We apply Eq. (D1) to re-express the correlation potential as
δχ∞(z, z;k) =
(4λ2 − 3)g
8λ(4λ4 − 5λ2 + 1)
{
ν(z, 1) + δν(z, λ) + (τ(z, 1) + δτ(z, λ)) e−2(λ−1)z
}
. (D3)
It is straightforward to compute the following quantities:
ν(z, 1) = −τ(z, 1) = 144e
2z
((
2 +
√
3
)
ez − 1) ((362 + 209√3) ez − 97− 56√3)(√
3− 2) (2 +√3)3 (ez − 1)2 ((5 + 3√3) ez + (26 + 15√3) e2z − 1)2 , (D4a)
δν(z, λ) = −96
(
λ2 − 1) e2z ((9360 + 5404√3) sinh(z) + 7 (1351 + 780√3) cosh(z)− 780√3− 1351)(
2 +
√
3
)3
(4λ2 − 3) (ez ((26 + 15√3) ez + 5 + 3√3)− 1)2 , (D4b)
δτ(z, λ) =
e−2z
(λ+
√
3/2)2 (ez1 + 1)
2
(e2z1 − 4ez1 + 1)2
6∑
m=0
rm(λ) e
mz1 , (D4c)
where rm(λ) are all polynomials of λ of degree three, defined as
r0(λ) ≡
(
2λ2 − 3λ+ 1)2 ,
r1(λ) ≡ −6(λ− 1)2
(
4λ2 − 1) ,
r2(λ) ≡ 3(λ− 1)
(
4λ3 − 3λ− 5) ,
r3(λ) ≡ 20
(
4λ4 − 5λ2 + 1) ,
r4(λ) ≡ 3(λ− 1)
(
λ
(
4λ(λ+ 2) + 192
√
3− 331
)
− 144
√
3 + 247
)
,
r5(λ) ≡ −6(λ− 1)
(
λ
(
4λ(λ+ 3) + 192
√
3− 321
)
− 144
√
3 + 253
)
,
r6(λ) ≡ (λ− 1)
(
λ
(
4λ(λ+ 4) + 576
√
3− 979
)
− 432
√
3 + 755
)
. (D5)
These quantities enable us to write Eq. (D3) as follows:
δχ∞(z, z;k) =
(4λ2 − 3)g
8λ(4λ4 − 5λ2 + 1)
{
ν(z, 1)
(
1− e−2(λ−1)z
)
+ δν(z, λ) + δτ(z, λ)e−2(λ−1)z
}
. (D6)
In this form, we easily see that each of the terms in the numerator vanishes as λ→ 1, thus exactly canceling the pole
λ− 1 in the denominator.
Equation (D6) leads to the following form for the correlation energy:
∆ε∞(z) =
g
16pi
∫
dλ
4λ2 − 3
2(4λ4 − 5λ2 + 1)
(
ν(z, 1)
(
1− e−2(λ−1)z
)
+ δν(z, λ) + δτ(z, λ)e−2(λ−1)z
)
(D7)
23
The momentum integral can be straightforwardly evaluated, and we obtain the following result for the correlation
energy:
(4pi/g)∆ε∞(z) =
36e2z
((
2 +
√
3
)
ez − 1) ((362 + 209√3) ez − 97− 56√3) v(z)(√
3− 2) (2 +√3)3 (ez − 1)2 ((5 + 3√3) ez + (26 + 15√3) e2z − 1)2
−3 ln(3) e
2z
((
9360 + 5404
√
3
)
sinh(z) + 7
(
1351 + 780
√
3
)
cosh(z)− 780√3− 1351)(
2 +
√
3
)3 (
ez
((
26 + 15
√
3
)
ez + 5 + 3
√
3
)− 1)2
+
e−2z
4 (ez1 + 1)
2
(e2z1 − 4ez1 + 1)2
6∑
m=0
sm(z) e
mz1 , (D8)
where the functions v(z) and sm(z) (m = 0, . . . , 6) are defined by
v(z) ≡ 1
12
(
ln(324z)− 4ezE1(z) + 4e3zE1(3z) + e4zE1(4z) + γ
)
;
s0(z) ≡ 1
z
− 6
(
2 +
√
3
)
e3zE1(3z)− 12
(
7 + 4
√
3
)
e4zE1(4z) + 2
(
45 + 26
√
3
)
e(2+
√
3)zE1
((
2 +
√
3
)
z
)
;
s1(z) ≡ −6
z
+ 24
(
7 + 4
√
3
)
e4zE1(4z)− 12
(
12 + 7
√
3
)
e(2+
√
3)zE1
((
2 +
√
3
)
z
)
;
s2(z) ≡ 3
z
− 6
(√
3− 2
)
ezE1(z)− 12
(
2 +
√
3
)
e3zE1(3z)− 12
(
7 + 4
√
3
)
e4zE1(4z)
+30
(
3 + 2
√
3
)
e(2+
√
3)zE1
((
2 +
√
3
)
z
)
;
s3(z) ≡ 20
z
− 40
√
3e(2+
√
3)zE1
((
2 +
√
3
)
z
)
s4(z) ≡ 3
z
+ 12
(
15
√
3− 26
)
ezE1(z) +
(
324− 198
√
3
)
e3zE1(3z) +
(
84− 48
√
3
)
e4zE1(4z)
+30
(
2
√
3− 3
)
e(2+
√
3)zE1
((
2 +
√
3
)
z
)
; (D9)
s5(z) ≡ −6
z
+ 96
(
7− 4
√
3
)
ezE1(z) + 96
(
4
√
3− 7
)
e3zE1(3z) + 24
(
4
√
3− 7
)
e4zE1(4z)
−12
(
7
√
3− 12
)
e(2+
√
3)zE1
((
2 +
√
3
)
z
)
;
s6(z) ≡ 1
z
+ 6
(
31
√
3− 54
)
ezE1(z) + 48
(
7− 4
√
3
)
e3zE1(3z) +
(
84− 48
√
3
)
e4zE1(4z)
+2
(
26
√
3− 45
)
e(2+
√
3)zE1
((
2 +
√
3
)
z
)
.
The results for the asymptotic behavior are given below. In the near-field:
(4pi/g)∆ε∞(z) = − 3
4z
+
1
2
− z
9
− 13z
3
675
+
(−15√3 ln ((2 +√3) z)− 15√3γ + 40√3 + 22) z4
2160
− 2143z
5
529200
+
(−105√3 ln(z)− 105√3γ + 357√3 + 250− 105√3 cosh−1(2)) z6
181440
− 41323z
7
71442000
+
(−3150√3 ln(z)− 3150√3γ + 11905√3 + 5964− 3150√3 cosh−1(2)) z8
36288000
+O(z9). (D10)
In the far-field region (z  1), the correlation energy can be expanded into
(4pi/g)∆ε∞(z) = −3
2
(2−
√
3) ln(3) e−z +
(
−323 + 188√3
4z
+ 3(−7 + 4
√
3)(γ + ln(108z))
)
e−2z
+
(
3
(
253
√
3− 438)
z
+
3
2
(
15
√
3− 26
)
(8 ln(324z) + 8γ + ln(27))
)
e−3z (D11)
+
(
4
(
3929
√
3− 6805)
z
+ 6
(
56
√
3− 97
)
(11 ln(324z) + 11γ − ln(3))
)
e−4z +O(e−5z).
