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The notion of Dirac cones, wherein two or more bands become degenerate at a certain momen-
tum, is the starting point for the study of topological phases. Dirac cones have been thoroughly
explored in fermionic systems such as graphene, Weyl semimetals, etc. The underlying mathemat-
ical structure in these systems is a Clifford algebra – a rule for identifying sets of matrices that
span the Hamiltonian. This structure allows for the identification of suitable ‘mass’ terms to open
band gaps. In this article, we extend these ideas to bosonic systems. Due to the pseudo-orthogonal
nature of eigenvectors, the algebra of matrices takes a very different form. Taking the honeycomb
XY ferromagnet as a prototype, we show that a Dirac cone emerges in the magnon spectrum. A
gap can be opened by a suitable mass term involving next-nearest neighbour interactions. We next
construct a one-dimensional ladder model with triplon excitations. Using the new Clifford alge-
bra, we define winding number as a topological invariant. In analogy with the Su-Schrieffer-Heeger
model, topological transitions occur when the band gap closes, leading to the appearance (or disap-
pearance) of protected edge states. Our results suggest a new route to studying band touching and
band topology in bosonic systems.
PACS numbers: 75.10.Hk,75.10.Jm,75.30.Kz
I. INTRODUCTION
The rise of topological insulators stems from discov-
eries in electronic band structures. In contrast, there
has been a recent surge of interest in topological phases
of bosonic systems1–5. As bosonic particles are typically
charge-neutral and weakly interacting, they hold promise
for edge state transport with long coherence times. How-
ever, due to their bosonic character, the nature of the
eigenvectors is fundamentally different. While fermionic
band structures are well understood, we do not yet have a
clear understanding of bosonic systems and their topolog-
ical principles. In this article, we show that two central
aspects of fermionic band topology – Dirac cones and the
notion of a Clifford algebra – can be extended to bosonic
systems.
The field of topological insulators arose from the study
of Dirac cones and mass terms. The seminal discoveries of
Haldane6 and Kane and Mele7 were made in the context
of electrons living on a honeycomb lattice. This system
provides a two dimensional analogue of the Dirac equa-
tion. In particular, it allows for Dirac cones – wherein
two bands touch at a single point in momentum space. A
band gap can be opened by introducing a suitable ‘mass’
term. The Dirac cone Hamiltonian and the mass term
constitute a ‘Clifford algebra’, a mathematical rule for
identifying sets of matrices. This structure also under-
lies more advanced discoveries such as quadratic band
touching points8, deconfined criticality9, etc.
As we show below, the Clifford algebra structure
does not carry over to bosonic systems. At the same
time, we have an ever growing number of examples
of Dirac-like band touching points in bosonic spec-
tra. Examples include Dirac cones in phonons10–13,
photons14–17, magnons18–21 and triplons5,22,23. More re-
cently, there has been an explosion of interest in Weyl
points in magnonic band structures24–29. By analogy
with the fermionic case, such systems with band touching
points should be excellent starting points for topological
physics. In Sec. II below, we first review the physics of
band touching points in fermionic band structures. In
Sec. III, we review bosonic Dirac points taking the ex-
ample of magnons in the honeycomb XY ferromagnet.
We describe a new Clifford algebra-like structure that
arises. We identify a suitable mass term and discuss con-
sequences for topology. In Sec. IV, we consider a lad-
der system with triplon excitations constituting a one-
dimensional realization of this algebra. This allows us to
define ‘winding number’ as a topological invariant with
non-trivial systems developing edge states. We conclude
with a discussion about applications to other magnetic
systems.
II. CLIFFORD ALGEBRAS AND TOPOLOGY
IN FERMIONIC SYSTEMS
We review the key features of Dirac cones in fermionic
systems here. We will build analogous structures for
bosons in the following sections. It can be said that the
physics of topological insulators arose from the study of
fermions hopping on a honeycomb lattice, a model with
immediate relevance to graphene. This model gives rise
to two bands which touch at two points in the Brillouin
zone. At half-filling, this leads to point-like Fermi sur-
faces with two ‘Dirac points’. The Hamiltonian describ-
ing the (spinless) fermions takes the form
H =
∑
k
Ψ†kHkΨk, (1)
where Ψk =
(
ck,A ck,B
)T
is the vector of annihilation
operators, with A/B denoting the two triangular sublat-
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2tices that constitute the honeycomb lattice. The oper-
ators here satisfy fermionic anticommutation relations,
i.e., {(Ψk)i, (Ψ†k′)j} = δk,k′δi,j . Up to an overall shift,
the Hamiltonian is a 2× 2 matrix with a simple form.
Hk = fx(k)σx + fy(k)σy +m(k)σz, (2)
where σx/y/z are Pauli matrices. With only nearest
neighbour hopping, the coefficient of σz vanishes uni-
formly with m(k) = 0. In the vicinity of the Brillouin
zone corner, the other coefficients take a simple form with
fx ∼ kx and fy ∼ ky, where kx and ky denote displace-
ments from the K point. With a suitable perturbation,
a non-zero m(k) may be introduced.
This Hamiltonian exemplifies the notion of a Clifford
algebra, a set of matrices satisfying the following two con-
ditions: (i) the matrices must each square to the identity
matrix and (ii) they must anticommute with one another.
Pauli matrices constitute the simplest example, forming
a three-element Clifford algebra. Using these properties,
we can immediately identify the eigenvalues of the Hamil-
tonian by the following argument.
To diagonalize the Hamiltonian, we need a suit-
able unitary transformation, i.e., U†kHkUk =
Diag{E1(k), E2(k)}, where U†kUk = σ0. The trans-
formation matrix should be unitary so as to preserve
fermionic anticommutation relations. The eigenvalues
can be directly deduced without finding the explicit form
of Uk, by considering the square of the Hamiltonian.
Using (i) and (ii) above, we find
H2k ∼
{
f2x(k) + f
2
y (k) +m
2(k)
}
σ0. (3)
We note that the unitary matrix that diagonalizes Hk
will also diagonalize H2k, since
U†kH
2
kUk = U
†
kHkUkU
†
kHkUk = Diag{E21(k), E22(k)}.
(4)
Here, we have inserted an identity matrix in the form
of UkU
†
k. Thus, the eigenvalues of H
2
k are trivially re-
lated to those of Hk. While Hk may be difficult to di-
agonalize, the eigenvalues of H2k are immediately found
from Eq. 3. We deduce that the eigenvalues of Hk are
E1/2(k) = ±
√
f2x(k) + f
2
y (k) +m
2(k), without having
to find Uk. In the vicinity of the Dirac point, we have
E1/2 ≈ ±
√
k2x + k
2
y +m
2
D where mD is the value of m(k)
at the Dirac point. We see that we have a band gap of
2mD; we identify the σz term in the Hamiltonian as a
‘mass’ term that opens a band gap.
In the honeycomb lattice system, there are two dis-
tinct Dirac points. To open a band gap, mass terms
must be introduced at both. This can be done in two
well-known ways (without extending the unit cell): (i)
The Semenoff mass arises from a sublattice potential
which amounts to two mass terms with the same sign,
i.e., sign(m1) = sign(m2)
30,31. (ii) In contrast, the Hal-
dane mass arises from a complex next-nearest neighbour
hopping, giving rise to mass terms of opposite sign, i.e.,
sign(m1) 6= sign(m2)6.
III. DIRAC CONES IN A BOSONIC
HAMILTONIAN
The simplest non-trivial example of a Dirac cone in
a bosonic system occurs in the honeycomb lattice XY
ferromagnet. We consider the Hamiltonian
HXY = −J
∑
i
∑
δ
[
Sxi,AS
x
i+δ,B + S
y
i,AS
y
i+δ,B
]
− h
∑
i
[
Sxi,A + S
x
i,B
]
, (5)
where the index i runs over all unit cells of the honeycomb
lattice, shown in Fig. 1. The three nearest neighbours of
a given A-sublattice site are denoted by (i+ δ,B), the B
site of the unit cell at (i+ δ), with δ taking three possi-
ble values. The magnetic field h breaks in-plane rotation
symmetry and selects a ground state with ferromagnetic
moment along the X direction. The excitations about
this state are spin waves or magnons, with the Hamilto-
nian,
H = JS
∑
k
′
Φ†kH
b
kΦk + const. (6)
The primed summation signifies that if k is included in
the sum, −k must be excluded. The vector of operators
Φk and the Hamitonian matrix are given by
Φk =
(
ak bk a
†
−k b
†
−k
)T
,
Hbk =
 3 + h/J −(k) 0 (k)−∗(k) 3 + h/J ∗(k) 00 (k) 3 + h/J −(k)
∗(k) 0 −∗(k) 3 + h/J
, (7)
where the bosonic operators are defined as ak =∑
i∈A aie
ik·ri and similarly for bk. The operators a
†
i and
b†i create a spin excitation on the A and B sites of the
unit cell labelled by i. We have defined k =
1
2
∑
δ e
ik·δ.
There are several important differences vis-a`-vis
fermionic systems such as that described by Eqs. 1,2.
The key differences are:
(a) The Hamiltonian need only be defined over half the
Brillouin zone due to the primed summation over
k.
(b) The Hamiltonian contains pairing terms, e.g.,
a†kb
†
−k. This may also apply to fermionic systems
in the presence of superconductivity.
(c) The elements of Φk satisfy bosonic commutation
relations, i.e., [(Φk)i, (Φ
†
k′)j ] = δk,k′(µC)i,j , where
µC = Diag{1, 1,−1,−1} is the commutation ma-
trix.
The most important difference in bosonic systems is
(c) above. On account of the bosonic commutation rela-
tions, the matrix that diagonalizes the Hamiltonian can
3Dxˆ
A
B
aˆbˆ
 
⌘
it0
FIG. 1: The honeycomb lattice with the two-site unit cell.
The primitive lattice vectors, aˆ and bˆ, span each triangular
sublattice. The three nearest neighbour vectors, δ, are shown
as green arrows. The six next-nearest neighbour vectors, η,
are shown as blue arrows. DM couplings that open a gap (see
text) are shown in one hexagon.
no longer be unitary (as it will not preserve the commu-
tation relations). We require a ‘pseudo-unitary’ matrix,
Wk, which satisfies the following properties
32:
W †kH
b
kWk = Diag{E1, E2, E3, E4}, (8)
WkµCW
†
k = µC . (9)
It is immediately clear that this is starkly different from
the fermionic case. In particular, the matrix that di-
agonalizes Hbk does not diagonalize (H
b
k)
2. Instead, it
diagonalizes (HbkµCH
b
k). This can be seen as follows,
W †k(H
b
kµCH
b
k)Wk = W
†
kH
b
kWkµCW
†
kH
b
kWk
= Diag{E1, E2, E3, E4} × µC ×Diag{E1, E2, E3, E4}
= Diag{E21 , E22 ,−E23 ,−E24}. (10)
Here, we have replaced µC with WkµCW
†
k using Eq. 9.
This can be rephrased as follows: the bosonic eigenvalues
(those obtained by a pseudo-unitary transformation) of
(HbkµCH
b
k) are related to those of H
b
k by the above simple
relation. This can be compared with the fermionic case
wherein the fermionic eigenvalues (those obtained by a
unitary transformation) of H2k are related to those of Hk
as shown in Eq. 4. As in the fermionic case, if we are
able to determine the bosonic eigenvalues of (HbkµCH
b
k)
by inspection, we can easily deduce those of Hbk.
A. Algebra of matrices
In analogy with the fermionic problem, we note that
the Hamiltonian for magnons in the honeycomb XY fer-
romagnet is spanned by a set of matrices,
Hbk = g0(k)1 + gx(k)µx + gy(k)µy + gz(k)µz, (11)
where µα = (σ0−σx)⊗σα with α = x, y, z. Here, we find
that g0(k) = 3 +h/J , gx(k) = Re (k), gy(k) = Im (k)
and gz(k) = 0. Remarkably, this set of matrices forms
an analogue of a Clifford algebra. This can be seen from
HbkµCH
b
k =
∑
α,β∈{0,x,y,z}
gαgβ(1− δαβ
2
)[µα, µβ ]µC , (12)
where we have defined an operation between two matri-
ces, [C,D]µC ≡ (CµCD + DµCC), in analogy with the
anti-commutation operation. Here, µ0 denotes the iden-
tity matrix, 1. We see that the matrices in Eq. 11 satisfy
the following properties,
[1,1]µC = 2µC ,
[µα, µα]µC = 0; α = x, y, z
[1, µα]µC = 2(σz ⊗ σα); α = x, y, z
[µα, µβ ]µC = 0; α 6= β;α, β = x, y, z. (13)
Using these properties in Eq. 12, we find
HbkµCH
b
k = g
2
0µC +
∑
a=x,y,z
2g0ga(σz ⊗ σa). (14)
The bosonic eigenvalues of this matrix can be easily
found by a simple pseudo-unitary transformation using
the matrix W˜ = (σz ⊗ u), where u is a 2 × 2 unitary
matrix such that u†(2g0gασα)u is diagonal. This trans-
formation preserves bosonic commutations as it satisfies
W˜µCW˜
† = W˜ †µCW˜ = µC . This is easily seen from
rewriting the commutation matrix as µC = σz ⊗σ0. The
matrix W˜ also diagonalizes the matrix given above. As
u is a unitary matrix which diagonalizes a 2 × 2 Her-
mitian matrix spanned by a (fermionic) Clifford algebra,
we have u†(2g0
∑
a gaσa)u = 2g0Diag{+|g|,−|g|}, where
|g| =
√
g2x + g
2
y + g
2
z .
This leads to a simple form for the eigenvalues,
W˜ †HkµCHkW˜ = g20µC + 2g0(σz ⊗Diag{+|g|,−|g|})
=
g
2
0 + 2g0|g|
g20 − 2g0|g|
−g20 − 2g0|g|
−g20 + 2g0|g|
 .
Comparing this with Eq. 10, we can easily read off the
eigenvalues of the original bosonic Hamiltonian Hbk as
E1 = E3 =
√
g20 + 2g0|g| and E2 = E4 =
√
g20 − 2g0|g|.
We have two distinct eigenvalues, forming two bands.
The magnon dispersion for the honeycomb XY model
shows a clear cone-like feature at the K point of the Bril-
louin zone where two bands touch. Unlike the case of
fermions on the honeycomb lattice, we only have a single
K point due to the primed summation in the Hamilto-
nian. In this vicinity, with q denoting displacement from
the K point, the terms in the Hamiltonian simplify as
gx(k) =
√
3
4
qx, gy(k) =
√
3
4
qy, gz(k) = 0. (15)
The eigenvalues of the Hamiltonian Hbk take a particu-
larly elegant form:
√
g20 ± g0
√
3
2 |q|, where g0 = 3 + h/J .
4This precisely describes a cone-like band touching. To
see this, we may Taylor expand the eigenvalues, assum-
ing that the amplitude of q is small. This leads to
E±(q) = g0 ±
√
3
4 |q|, with the two bands dispersing lin-
early to form a cone.
B. Mass term
As with honeycomb fermions, we have discussed an al-
gebra of three matrices. In the magnonic Hamiltonian for
the honeycomb XY model above, the third matrix does
not appear as the coefficient gz(k) vanishes uniformly.
This allows us to identify a suitable ‘mass’ term – a per-
turbation that will lead to a non-zero value of the gz(k)
at the Dirac point. This takes the form of next-nearest
neighbour Y-Y coupling with opposite signs on the A and
B sublattices.
Hmass = ∆
∑
i∈A
∑
η
[
Syi,AS
y
i+η,A − Syi,BSyi+η,B
]
=
∆S
∑
k
′
ζk
[
a†kak − a†ka†−k − a−kak + a−ka†−k − (a↔ b)
]
→ ∆
J
∑
k
′
ζkµz. (16)
Here, η sums over the six next-nearest neighbours of the
honeycomb lattice as in the Haldane model. We have
defined ζk =
∑
η e
ik·η. In the Hamiltonian in terms of
magnon operators, we obtain the third matrix µz, com-
pleting the triad of Clifford algebra-like matrices. The
resulting dispersion for magnons, in the vicinity of the
Dirac cone, is given by
Emass ≈
√
g20 ±
g0
√
3
2
√
q2x + q
2
y + 12
∆2
J2
. (17)
Taking the mass term to be small, we may expand the
eigenvalues in powers of ∆. At the Dirac point, the eigen-
values come out to be g0± 3∆2J +O(∆2). We have a band
gap that is proportional to |∆|.
C. Energetic arguments for a mass term
In fermionic systems with Dirac cones, there is strong
tendency to develop a mass term and to open a gap. For
instance, this can arise from a quadratic decoupling of
a two-particle interaction term. The propensity towards
a mass term can be seen from the following energetic
argument. A mass term will open the largest possible gap
at the Dirac point. In turn, this will lead to states being
pushed furthest down below the Fermi level, leading to
maximal energy lowering. This argument underlies the
utility of Clifford algebras and mass terms.
With suitable modifications, a similar argument can be
put forth for the above-defined bosonic Clifford algebras.
As the excitations are bosonic, there is no Fermi level.
However, in systems such as magnets, the eigenvalues
of spin-wave excitations contribute to the semi-classical
correction to the ground state energy. Constructing the
spin wave theory as an expansion in powers of S, we have
EGS ∼ EClassical(S2) +
∑
k
′ ∑
j
ωj,k(S) + . . . . (18)
The first term is the classical ground state energy, pro-
portional to S2. The next term, of order S, is given by
the sum of spin wave energies over half the Brillouin zone.
The index j sums over all spin wave bands. This form
arises from taking an expectation value of the Hamil-
tonian, e.g., that given by Eq. 6. The terms neglected
in Eq. 18 above, denoted by ‘. . .’, include constants and
terms subleading in powers of S.
In a Dirac cone (with only µx and µy in the Hamilto-
nian, say), we see that states both above and below the
Dirac cone contribute to the O(S) energy. The spin wave
eigenvalues, in the vicinity of the Dirac cone, are given
by EDirac ∼ g0 ± c|q|. This is shown in Fig. 2 (left).
The O(S) energy, after adding contributions from both
bands, is simply g0 per momentum-space-point. Now, if
a mass term, proportional to µz, is introduced, it changes
the eigenvalues to Emass ∼ g0 ± c
√|q|2 +m2, where m
is proportional to the strength of the mass term at the
Dirac point. This changes the energies above and below
the Dirac cone in a symmetric fashion. The lower band
is pushed down and the upper band is pushed up by
the same amount. The sum over energies in the second
term of Eq. 18 remains at g0 per momentum-space-point.
Thus, the mass term does not change the energy to O(S).
As opposed to mass terms, we may also introduce
other perturbations to open a gap. For example, Ref. 18
shows that a gap can be opened in the honeycomb XY
model using a next-nearest neighbour Dzyaloshinskii-
Moriya (DM) interaction as shown in Fig. 1. This term
does not fall within our Clifford algebra paradigm; nev-
ertheless it opens a gap. The resulting eigenvalues are
EDM ≈ J
√
g20 + 27D
2 ±
√
3g0
2
√
q2x + q
2
y + 144D
2, (19)
where D is the magnitude of the DM interaction. How-
ever, this term increases the O(S) ground state energy.
This is because the new DM interaction, apart from open-
ing a gap, shifts both the bands upwards by an amount
proportional to D2. This is shown in Fig. 2. The sum
over all ωj,k in Eq. 18 then increases, leading to a higher
energy cost as compared to the mass term. We have
checked that other ways (with non-mass terms) to open
a band gap generically shift the bands upward. There-
fore, we argue that introducing a mass term opens a gap
with the least energy O(S) energy cost.
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FIG. 2: (a) Dirac cone in the magnon spectrum of the hon-
eycomb XY model. (b) Gapped dispersion obtained by intro-
ducing a mass term in the form of a Y-Y coupling. The gap is
taken to be 2m. (c) Dispersion obtained by introducing a DM
interaction so as to open a gap of 2m. Apart from opening a
gap, this shifts both the bands upwards.
IV. TOPOLOGICAL BAND STRUCTURE IN
ONE DIMENSION
In this section, we show how the new Clifford algebra
structure can provide a simple route to topology in one
dimension, by presenting an analogy with polyacetylene.
We consider a two-leg ladder, shown in Fig. 3, that is sim-
ilar to the model discussed in Ref. 23. We have a two-site
unit cell labelled by the index ` = 1, 2. The rung bonds
are assumed to be antiferromagnetic, providing the dom-
inant energy scale in the problem. The inter-rung bonds
are assumed to only have DM interactions and symmetric
off-diagonal exchange. The DM interactions are assumed
to point in the (negative) Y direction. The symmetric
off-diagonal exchange is also taken to be in the Y direc-
tion. In addition, we consider next nearest neighbour
symmetric off-diagonal coupling, Γ′; we show below that
this serves as a tuning knob to induce a topological phase
transition. The Hamiltonian is given by
Hl = J
∑
i
Si,1 · Si,2 + Γ
∑
i,`=1,2
[
Sxi,`S
z
i+1,` + S
z
i,`S
x
i+1,`
]
+ D
∑
i,`=1,2
[
Sxi,`S
z
i+1,` − Szi,`Sxi+1,`
]
+ Γ′
∑
i,`=1,2
[
Sxi,`S
z
i+2,` + S
z
i,`S
x
i+2,`
]
. (20)
When J is the largest scale, such Hamiltonians give rise
to gapped dimerized ground states characterized by sin-
glet formation on each rung. The excitations corre-
spond to breaking singlets to create triplets leading to
‘triplon’ quasiparticles. The bond operator prescription
of Sachdev and Bhatt33 can be used to describe these ex-
citations. We introduce a bosonic representation on each
dimer with |s〉 = s†|0〉 = 1√
2
{|↑↓〉 − |↓↑〉}, |tx〉 = t†x|0〉 =
i√
2
{| ↑↑〉 − | ↓↓〉}, |ty〉 = t†y|0〉 = 1√2{| ↑↑〉 + | ↓↓〉} and
|tz〉 = t†z|0〉 = −i√2{|↑↓〉+ |↓↑〉}. Here, |0〉 is an unphysical
vacuum. In order to remain in the physical subspace, we
must have an occupancy of one boson per site. In the
spirit of mean field theory, we will satisfy this constraint
on average by introducing a chemical potential, µ. To
J
D
 
D, 
 ⇡ ⇡
D   0
xy
z
D
 0
 
D, 
 0
FIG. 3: Two leg ladder to realize a winding number topolog-
ical invariant.
describe the dimerized state, we take the singlet boson
to be Bose condensed with s†i ≈ si ≈ s¯. The intra-rung
Hamiltonian is given by
HJ =
∑
i
(
−3Js¯2
4
− µs¯2 +
{
J
4
− µ
} ∑
α=x,y,z
t†i,αti,α
)
.
(21)
The parameters s¯, µ can be obtained self-consistently.
However, in the following analysis, their precise values
are not important. The inter-rung couplings can be ex-
pressed using Sα=x,y,zi,`=1,2 =
is¯
2 {t†i,α − ti,α} + O(s¯0). Ex-
panding the resulting Hamiltonian in powers of s¯, the
leading terms are quadratic in the triplon operators. The
ty bosons decouple from the other two species. Focussing
on tx and tz alone, we obtain
Htrip =
1
2
∑
k
Ψ†kMkΨk + c, (22)
where Ψk =
(
tk,x tk,z t
†
−k,x t
†
−k,z
)T
. The constant
c depends on parameters s¯ and µ. As before, if k is
included in the sum, −k could be excluded so that we
only consider half the Brillouin zone. Nevertheless, we
keep the full Brillouin zone and include a factor of 1/2 in
the Hamiltonian to account for double counting.
Surprisingly, the Hamiltonian matrix Mk can be ex-
pressed in terms of the bosonic Clifford algebra matrices
introduced above. We find
Mk = h01 + hx(k)µx + hy(k)µy, (23)
where 1 = σ0 ⊗ σ0, µx = (σ0 − σx) ⊗ σx and µy =
(σ0− σx)⊗ σy, as defined below Eq. 11 above. The coef-
ficients are given by h0 = (J/4− µ), hx(k) = Γs¯2 cos k +
Γ′s¯2 cos 2k and hy(k) = −Ds¯2 sin k. Following our earlier
analysis, the eigenvalues of the Hamiltonian can be im-
mediately read off as
√
h20 ± 2h0
√
h2x(k) + h
2
y(k). These
eigenvalues represent two bands which are separated by
a band gap if hx(k) and hy(k) are non-zero for all k. For
example, if Γ′ is turned off, we immediately see that the
band gap survives as long as Γ and D are non-zero.
More importantly, Eq. 23 brings out the topological
character of the Hamiltonian, providing a bosonic ana-
logue of the celebrated Su-Schrieffer-Heeger model for
6 ⇡/2
0
k ⇡,⇡
3⇡/2
(a) (b)
(c) (d)
FIG. 4: Winding of ~h, the vector encoding the triplon Hamil-
tonian for Γ′/Γ = 0, 0.5, 1, 1.5 (a-d). The blue circles repre-
sent the Brillouin zone, with k running from 0 to 2pi. The grey
arrows represent ~h for different k values as we move along the
Brillouin zone. When Γ′ = Γ, ~h vanishes when k = pi, indi-
cated by a red dot. We have fixed Γ = 1 and D = 0.5.
polyacetylene34. We see that the Hamiltonian serves as a
map from S1 (the Brillouin zone) to R2 (the linear space
spanned by coefficients of µx and µy). This mapping can
occur in topologically distinct sectors which are indexed
by the winding number. To see this, we take Γ′ to be a
tuning parameter as we examine the variation of the vec-
tor ~h = {Γs¯2 cos k+Γ′s¯2 cos 2k,−Ds¯2 sin k, 0} as we tune
k from −pi to pi. As shown in Fig. 4(a), when Γ′ = 0,
~h is readily seen to wind once counter-clockwise as we
go around the Brillouin zone. This winding character re-
mains robust as Γ′/Γ is increased as shown in Fig. 4(b).
When Γ′ = Γ, we see that hx and hy vanish at k = pi, as
shown in Fig. 4(c). At this point, the winding number is
not well-defined as the band gap closes and a topological
phase transition occurs. Upon increasing Γ′/Γ further as
in Fig. 4(d), the winding number becomes zero.
The winding number illustrated in Fig. 4 is a topolog-
ical invariant which cannot be changed without closing
the band gap. A non-zero winding indicates a topolog-
ically non-trivial phase. In the presence of an edge, the
topological character leads to protected edge states as
shown in Fig. 5. In the topological regime, we find that
an open configuration gives rise to two mid-gap states
with energy h0. They are both localized at the two edges.
V. DISCUSSION
We have presented analogues of the Dirac equation
and of Clifford algebras that are applicable in bosonic
systems. While bosonic topological phases have been
gaining interest, there is no rigorous way to classify
their band structures. Indeed, the celebrated ten-fold
classification35–37 does not apply to bosonic systems due
to non-compactness of the eigenvector space. In this
light, we hope that our discovery of a Clifford-like alge-
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FIG. 5: Eigenenergies on an open ladder vs. Γ′/Γ. Mid
gap states with energy h0 appear for −Γ < Γ′ < Γ. These
states are all localized at the edges. Topological transitions
at Γ′ = ±Γ are shown as dotted vertical lines.
bra may help to understand possible topological phases
of bosons.
As a systematic topological classification is not avail-
able for bosons, earlier works have extrapolated fermionic
invariants (such as winding numbers23 and Chern
numbers39) to bosonic band structures. In some cases
where pairing terms in the Hamiltonian turn out to be
numerically small, it has been argued that the pseudo-
unitary nature of the eigenvectors can be neglected5.
The eigenvectors then become equivalent to that of a
fermionic problem. In such a case, the Hamiltonian
can be approximated as a topological mapping to a
closed orientable surface that may or may not enclose
the origin5,40. Here, we have presented a Clifford algebra
paradigm that provides a direct geometric understand-
ing of topology in bosonic systems. As we have shown
with the ladder problem, quantities such as the winding
number can be directly deduced.
We have presented the conditions required for a
bosonic Clifford algebra in Eqs. 13. We have explicitly
constructed three matrices {µα=x,y,z = (σ0 − σx) ⊗ σα}
that satisfy these requirements. These matrices naturally
emerge in the honeycomb XY model and in the ladder
problem that we have discussed. Among 4 × 4 matri-
ces, there are three other triads that also satisfy the con-
ditions in Eqs. 13. We have {λα = (σ0 + σx) ⊗ σα},
{να = (σ0 +σy)⊗σα}, {ξα = (σ0−σy)⊗σα}. These tri-
ads may be realized in other bosonic systems with Dirac
cones. As with fermions38, when considering matrices
with dimension greater than four, we may find larger sets
of matrices that satisfy this algebra.
Our definition of the bosonic Clifford algebra places
strong constraints on the Hamiltonian and on its topol-
ogy. Consider a 4× 4 Hamiltonian in two dimensions,
Hk = g0 + gx(k)µx + gy(k)µy + gz(k)µz, (24)
where µx,y,z are as defined above (see below Eq. 11).
7As the Hamiltonian has a primed summation over k, we
need not consider ~g(−k) if we have included k in our
summation. Nevertheless, in order to examine topology,
we consider the vector ~g(k) defined over the entire Bril-
louin zone. From the form of the Hamiltonian, we see
that µx and µz are symmetric under k → −k, while µy
is antisymmetric. For example, µz encodes terms such as
{a†kak + a−ka†−k}, while µy encodes {ia†kbk − ib−ka†−k}.
This constrains gx and gz to be even functions of k
while gy must be an odd function. If not, the contribu-
tion from these terms would vanish when summed over
the full Brillouin zone. In this light, we now examine
the topology inherent in the Hamiltonian which consti-
tutes a mapping from the Brillouin zone (a two dimen-
sional torus) to R3, the space of three-component vectors.
We may expect this mapping to have topological sectors
characterized by skyrmion number, given by
NS =
∫
dkx
∫
dky
{
∂~g
∂kx
× ∂~g
∂ky
}
· ~g, (25)
where the integral is over the full Brillouin zone. This
quantity necessarily vanishes due to the properties of
gx,y,z under inversion. As the y-component of ~g alone
flips sign under inversion, the contributions from patches
centred around k and −k cancel each other. Even if
we were to restrict the integral to half the Brillouin
zone, the resulting skyrmion number would depend on
the precise choice of k-points (the half-Brillouin zone).
As a result, it cannot constitute a topological invari-
ant. This shows that, unlike in fermionic systems, a two-
dimensional Hamiltonian spanned by the bosonic Clifford
algebra cannot have non-trivial skyrmion sectors. An ex-
citing future direction is to see if this algebra allows for
higher topological notions such as Z2 invariants.
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