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The article aims at detecting and quantifying early structural damages using
deterministic and probabilistic model updating techniques. To achieve this pur-
pose, local information in a form of optical strain measurement is employed. The
strategy consists in updating physical parameters associated to damages, such
as Young’s modulus, in order to minimize the gap between the numerical strain
obtained from finite element solves and the strain sensor outputs. Generally,
the damage estimation is an ill-posed inverse problem, and hence requires reg-
ularization. Herein, three model updating techniques are considered involving
different type of regularization: classical Tikhonov regularization, Constitutive
Relation Error based updating method and Bayesian approach.
An illustration of these three approaches is proposed for localizing and quan-
tifying an early damage in a real 8 meter post-tensioned concrete beam. Nu-
merical results show that all the methods properly localize the damaged area
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and give similar estimation of the damage level.
Keywords: Structural Health Monitoring, damage detection techniques,
model updating, optic fiber
1. Introduction
Structural Health Monitoring (SHM) has become of crucial importance in
the civil engineering community for detecting and localizing damages, reducing
the maintenance cost of structures and ensuring the safety of individuals. Three
levels of damage assessment [1] can be distinguished: damage detection (level 1),5
damage localization (level 2) and damage quantification (level 3). Levels 1 and
2 mostly rely on data-driven methods for computing damage indicators from
measurements performed on vibrating structures. The damage indicators are
generally designed to be sensitive to the variations of the modal signature of the
structure under study and at least require a comparison with a reference state;10
different methods coexist and operate in time or frequency frameworks with de-
terministic or stochastic inputs. Basics and classical references on SHM can be
found in [2, 3], whereas more recent works on vibration-based damage detection
and localization are presented in [4, 5] and the references therein. Model updat-
ing in turn or model calibration techniques directly allows damage assessment15
up to level 3. The starting point of these methods is to consider a parametric
model (generally derived by using a Finite Element framework) as sufficiently
accurate to stand for the behavior of the real structure in an undamaged config-
uration; this reference model is then compared to the measurements performed
on the actual damaged structure, and optimal parameters sets are sought as20
those ensure the best compatibility between model and measurements. The ba-
sic principle behind this consists in assuming that localized structural damage
results in a local diminution of stiffness. Over the last few decades, uncertainty
quantification or inverse problem resolution has gained substantially in interest
and has led to a huge amount of approaches and strategies in various scientific25
domains. Among the most popular approaches for uncertainty quantification,
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one can non-exhaustively cite : the deterministic parametric residual minimiza-
tion (deterministic approach, see e.g. [6] and the references therein, or [7, 8]
in linear mechanics), the probabilistic Bayesian approach (see e.g. [9] or [10]),
and a non-probabilistic Fuzzy approach (see references in [11, 12, 13]). Bayesian30
approach was previously considered in a two-stage damage detection process
consisting of Bayesian and immune genetic algorithms to determine the reduc-
tion of Young’s moduli [14]. Similarly, in [15, 16] is considered the structural
model selection and damage identification given measured data in Monte Carlo
like way. However, most of these approaches utilize the expensive numerical al-35
gorithms which can be applied only for small dimensional problems. For further
mention of existing methodologies on uncertainty quantification and damage as-
sessment, the interested reader is referred to the rich review [17]. This paper
will focus on three of the existing methods: two of them from the deterministic
parametric residual minimization approach and one from the Bayesian infer-40
ence. In this article the new Bayesian technique following the ideas presented
in [18] is suggested to be used for high dimensional problems due to its small
computational cost. The method can fully employ linear algebra apparatus and
hence can re-use existing fast linear algebra computational libraries.
45
Post-tensioned concrete beams are widely used in civil engineering struc-
tures, in particular for independent span viaducts with prestessed beams. Due
to this reason in the French research project named “SIPRIS”, an 8 meter
post-tensioned concrete beam is constructed and instrumented to simulate the
damage scenario and repair actions in a laboratory surrounding. To study and50
to compare damage detection techniques, the post-tensioned concrete beam is
instrumented by a large number of devices: accelerometers, inclinometers, dis-
placement sensors, extensometers, and optic fibers placed along longitudinal
reinforcement and groove in the concrete. Herein, we focus on the strain mea-
surement provided by optic fibers. Combining model updating techniques and55
the local strain information, the aim of this paper is at detecting, localizing
and quantifying early damages with the help of deterministic and probabilistic
3
numerical procedures. For this purpose three model updating techniques are
discussed and compared naming: classical Tikhonov regularization [19], Con-
stitutive Relation Error (CRE) based updating method [20, 21, 22, 23] and60
Bayesian framework [10, 18]. They are analyzed with respect to the measure of
the information gain obtained after the updating procedure. In this paper both
deterministic and probabilistic approaches are assuming that the real value of
the damage parameter is deterministic and give the estimate of its expected
value given data. In the latter case the Bayesian posterior distribution repre-65
sents the confidence bound on the estimate and may encounter uncertainties
such as modelling and measurement errors. However, these uncertainties are
not quantified per se as for this task further generalizations of the problem have
to be provided, and these are not the subject of this paper.
70
The paper is organized as follows: in Section 2, the considered model updat-
ing techniques are summarized and in Section 3 the damage detection results
are compared on a real 8 meter post-tensioned concrete beam.
2. Outlines of model updating techniques for damage detection
A classical damage theory [24] takes into consideration structural damages
via loss of Young’s modulus. By assuming the mechanical behavior of the struc-
ture to be the static linear elasticity, we further employ the model updating
strategies in order to determine a cartography of the Young’s modulus, and thus
to localize and to quantify its variations due to damage processes. Herein, the
potential damaged area is discretized using a coarse mesh “H” and the Young’s
modulus is considered piecewise constant on the elements. The corresponding
vector of Young’s modulus to be updated is denoted by E. On the other side,
a more refined mesh “h” is used to solve the mechanical problem by the Finite
Element Method
K(E)U = F (1)
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in which the nodal displacement U is equal to prescribed displacement Ud on75
the kinematic boundary. In the finite element setting the rigidity matrix K
(symmetric and positive definite) is parameterized by a vector E, whereas the
vector U (resp. F) is associated to the nodal values of the displacement (resp.
the static loading). To this equation, one may add the mathematical prediction
of the sensor outputs εsim = BU, in which B is a strain-displacement matrix80
extracting the numerical strain at the sensor location and U is the solution of
Eq. (1).
The numerical solution εsim compared to the sensor outputs εmes gives the
so-called model error assumed to be of much higher magnitude than the mea-
surement error. In order to neutralize the gap between the numerical solution85
and the sensor outputs, we seek the optimal value of the vector E. This further
coincides with an early damage detection given the local information on strain
measurements. The process of estimating E given noisy measurement data is
generally ill-posed [6], and hence requires regularization. This can be achieved
in many different ways, three of which are considered in this paper. In the fol-90
lowing sub-sections, the three approaches for regularizing the ill-posed inverse
problem are discussed and presented.
2.1. Tikhonov-based technique
Damage localization and quantification can be formulated as a constrained
minimization problem. The following approach has been proposed in [21]. We




(BU− εmes)T (BU− εmes) + αT
2
sT (E−Eud)T (E−Eud) (2)
under the equilibrium constraint (i.e. the nodal displacements have to verify
the mechanical problem given in Eq. (1)).
In Eq. (2) the first term of the functional JT measures the gap between the
numerical solution and the sensor outputs, whereas the second term corresponds
to a Tikhonov regularization [19]. The role of the latter one is to enforce the
Young’s modulus E to be in the vicinity of the undamaged Young modulus Eud,
5
and thus to avoid the case of having several unphysical minima. For a physical
homogeneity of the cost function terms and customization of their weights, the
parameter sT and the normalized ponderation coefficient αT are introduced,
respectively. The numerical value of the last one is determined according to the
discrepancy principle due to Morozov [25]. In practice, αT is chosen such that
the maximal value of the data misfit at the end of the model updating process
is close to the measurement error and strictly superior. Commonly, to solve
a constrained minimization problem in Eq. (2), one introduces the Lagrange
multiplier Ψ and studies the Lagrangian function
LT (E,Ψ) = JT (E)−ΨT (K(E)U− F) (3)
Writing the stationarity of the Lagrangian with respect to Ψ and U leads
respectively to the discrete equilibrium equation (1) and to the so-called me-95
chanical adjoint problem
KΨ = BT (BU− εmes) (4)
Note that the adjoint problem is quite similar to the direct problem in Eq.
(1). In both problems, the rigidity matrix and the boundary associated to the
kinematic conditions are the same. Nevertheless, the specificity of the adjoint
problem lies in the following facts: the kinematic conditions vanish, the loading
is located at the sensor position and its amplitude is given by the data misfit.
The third stationary condition is obtained by differentiating the Lagrangian














U + αT sT (EnE − Eud)
 (5)
Its form simplifies in the linear elastic isotropic case for which some of the
6




























In order to compute the functional gradient at a lower computational cost than
the straightforward use of the finite-difference schemes the adjoint solution Ψ
is employed.
Finally, to localize and to quantify the damage, we seek the vector E of Young’s100
moduli minimizing the functional JT defined in Eq. (2). The minimization
problem is solved in an iterative way by means of the steepest descent method.
At each iteration, the steps are the following:
1. Solve the direct problem (1) considering the vector Eold of Young’s moduli
from the previous iteration, and get U;105
2. Solve the adjoint problem (4) and get Ψ;
3. Compute the descent direction, i.e. the functional gradient ∇JT using Eq.
(5) and (6), and determine the descent step β by a linesearch approach;
4. Update the vector E of Young’s moduli: Enew = Eold − β∇JT.
2.2. Constitutive Relation Error technique110
The concept of the constitutive relation error was initially introduced for
the estimation of the discretization error in the finite element simulations [26].
Then, it has been extended to model updating purposes [8, 20, 22, 27, 28].
This framework is particularly adapted for the determination of the constitutive
relation parameters, such as Young’s moduli. In this technique, we distinguish
a nodal displacement U satisfying the kinematic boundary conditions (7) and
a nodal displacement V verifying the equilibrium equations in a finite element
sense (8)
CU = Ud (7)
K(E)V = F (8)
7
where CU represents the extraction of the nodal displacement on the kine-
matic boundary with prescribed displacement Ud.
The constitutive relation parameters, i.e. the vector E of Young’s moduli, are
determined by acquiring the energy gap between the kinematic field U and
the static field V together with the misfit between the measurements to be
minimized. The corresponding functional is called the “modified constitutive









The first term in Eq. (9) corresponds to the data misfit, as in the Tikhonov-
based method, whereas the second term is associated to the constitutive relation
error. The parameter sCRE ensures the physical homogeneity of both terms in
the functional (9). As in Section 2.1, the normalized ponderation coefficient
αCRE is determined using the discrepancy principle.115
To solve the minimization problem, we introduce the Lagrangian given by:
LCRE(E,Ψ) = JCRE(E)−ΨT (K(E)V − F) (10)
Finding its stationary points leads to the following system:
K(U−V) + αCREsCREBT (BU− εmes) = 0
K(U−V) + KΨ = 0
KV = F
(11)
Hence the kinematically admissible field U, the statically admissible field V
and the adjoint field Ψ are obtained solving:
(K + αCREsCREBTB)U = F + αCREsCREBT εmes
KV = F
Ψ = V −U
(12)
8
Let us note that, for a given vector E of Young’s moduli, if the kinematically120
admissible field U and the statically admissible field V are equals, then the data
misfit vanishes, i.e. BU− εmes = 0.
Contrary to the previous method, herein the model parameters to be up-
dated are chosen according to a constitutive relation error criteria instead of125
the functional gradient. First, we evaluate the contribution denoted εiCRE of
each subdomain Ωi (associated to H-size mesh), whose Young’s modulus corre-




(Ui −Vi)TKi(Ei)(Ui −Vi) (13)
where Ui, Vi, and Ki are the restrictions of U, V and K on the subdomain
Ωi.130
Then, we deduce the highest constitutive relation error εmaxCRE = max
i
εiCRE .
The model parameter Ei associated to the subdomain Ωi is updated if ε
i
CRE >
0.8εmaxCRE . The selection of the most erroneous parameters associated to the
highest CRE contribution is called localization step and in practice, for each
iteration, only one or two constitutive parameters are corrected. The regular-135
ization of the ill-posed inverse problem is indeed permitted by the alternating
localization/correction step sequence that is adopted here.
To summarize, the determination of the vector E of Young’s moduli mini-
mizing the functional JCRE , defined in Eq. (9), is achieved iteratively. At each
iteration, the steps are the following:140
1. Consider the vector Eold of Young’s moduli from the previous iteration;
2. Determine the kinematically admissible field U solving the first equation
in (12);
3. Determine the statically admissible field V solving the second equation in
(12);145
4. Evaluate the constitutive relation error εiCRE from Eq. (13) in each po-
tential damaged subdomain Ωi and get the highest constitutive relation
9
error εmaxCRE ;




CRE . If only
one model parameter is selected, a standard linesearch is employed to150
minimize the functional JCRE . Otherwise, the steepest descent method is
applied.
6. Deduce the new vector Enew of Young’s moduli.
2.3. Bayesian technique
The previously described Tikhonov and Constitutive Relation Error regu-155
larization procedures mathematically promote the idea of loss functions which
measure the error in predicting the observation data in a purely deterministic
way. However, the estimation of Young’s moduli E, i.e. localization of damage,
can be considered in another setting which allows the prior expert beliefs on
unknown parameters to enter the model. Prior beliefs describe the quantity of160
matter before gaining any evidence, and are commonly described by a proba-
bility density function p(E). This function plays the regularization role for an
inverse problem considered in a Bayesian setting
π(E|z) = constL(z|E)p(E) (14)
In this manner the process of damage localization becomes well posed and
relies on the computation of the probability density function π(E|z) that best165
fits the data z := εmes. However, one may note that the process of updating the
prior belief p(E) to a more realistic description π(E|z), called posterior, comes
on the expense of solving a probabilistic problem. Namely, p(E) is corrected
by the information gain L(z|E) describing of how likely the measurement data
are given the model. The last one is essentially the measure of distance z − ẑ,170
e.g. for normally distributed likelihood one has L(z|E) = N(z − ẑ, Cε), which
implicitly includes the prediction of the measurement data ẑ given E.
10





in which the space Φ spans the set of all measurable functions w(ϕ,E) :=
ϕ(z(E)). As the complete space Φ cannot be represented by computations, the




in which the closed subspace Φn ∈ Φ is spanned by polynomials of up to
n-th degree180
ϕ(z) = H0 + H1z + ...+ Hkz(⊗k) + ...+ Hnz(⊗n) (17)
Here, the polynomial coefficients Hk are symmetric and k linear tensors,
whereas z(⊗k) is symmetric tensor product of z’s taken k times with itself.
Satisfying the stationary condition of Eq. (16) one obtains the linear system of
equations

1 < z > ... < z⊗n >
< z > < z⊗2 > ... < z⊗(n+1) >
... ... ... ...










< E⊗ z >
...
< E⊗ z⊗n >

(18)






i.e. the high dimensional integral over the probability space Ω with the
probability measure P .
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In a special case when n = 1 the system in Eq. (18) reduces to the so-called190
linear Bayesian formula (see [10])
Ea = Ef + H1(z− ẑ) (20)
in which H1 plays the role of the Kalman gain, and Ea and Ef are the pos-
terior and prior random variables, respectively.
Employing the random variables instead of probability density functions, the195
mathematical formulation given in Eq. (18) offers many more possibilities for
the numerical computation than the Bayes rule in Eq. (14). For example, if the
random variables E are represented by a set of samples (realizations) then Eq.
(20) is equivalent to the well-known ensemble Kalman filter. Otherwise, if the
functional approximation approach is used as described in [18] then Eq. (20)200
reduces to the polynomial chaos based update. The same holds for the higher
order update following from Eq. (17) and (18).
In this paper the random variables are represented by a set of samples (re-
alizations) E(ω1), ...,E(ωN ) such that the system matrix and right hand side in205
Eq. (18) are easily evaluated. In this manner the computation of the posterior
via Eq. (17) becomes rather simple. This kind of approach is similar to the
ensemble Kalman filter, and hence favorable for the damage detection where
the computation of the predicted measurement is difficult and expensive.
210
To summarize, the determination of the vector E of Young’s moduli in a
probabilistic manner is done in several steps:
1. Choose the prior distributions for the vector of Young’s moduli;
2. Represent random variables E(ω) by a set of samples E(ω1), ...,E(ωN );
3. Predict the measurement data ẑ(ω1), ..., ẑ(ωN ) given E(ω1), ...,E(ωN );215
4. Solve the system in Eq. (18);
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5. Make the estimation of posterior by using Eq. (17) , i.e.:
Ea = Ef + H1(z− ẑ) + H2(z⊗2 − ẑ⊗2) + h.o.t (21)
Note that in the previous equation the measurement error ε1 as well as
possible modelling errors ε2 are taken into account. Namely, the predicted
measurement ẑ is modelled as ẑ = zf + ε in which zf is the prediction of the
structural response given uncertain Young’s moduli Ef , whereas ε is indepen-220
dent uncertain term encountering the data-model discrepancies in a following
manner ε = ε1 + ε2. The distribution of ε is taken a priori (e.g. normally dis-
tributed), but later can be updated in a similar manner as shown previously.
The main goal of this paper is not to quantify the existing discrepancies (i.e.
their distribution), but to estimate the deterministic value of the Young’s mod-225
ulus and its confidence bounds given structural model. In order to identify
aleratoric and epistemic uncertainties, one has to pose different kind of ques-
tion than the one posed here. For more information the reader is addressed to
e.g. [29, 30]
3. Comparison of damage detection results on a 8 meter post-tensioned230
concrete beam
3.1. Description of the static test on the 8 meter post-tensioned concrete beam
Let us consider a 8 meter post-tensioned concrete beam represented in Fig-
ure 1 which is simply supported on two elastomer supports. The length, the
height and the depth are L = 8m, H = 0.6m and e = 0.3m. A static loading of235
10kN is applied at the middle of the beam. Initially, only the two longitudinal
cables are activated to prestress the concrete beam. After damaging strongly
the structure by means of an overload (higher than 10kN), the curved cable was
used to close the cracks and to repair the beam. In the considered experiments,
we focus on the detection of early damage which may not be detected by visual240
inspection.
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Figure 1: Post-tensioned concrete beam of 8 meter length by means of 3 steel cables (in red)
- Optic fiber (in blue) on a longitudinal armature
3.2. Strain measurement using optic fiber
In civil engineering structures, there is a growing interest in fiber optic sen-
sors because they offer interesting benefits when compared with traditional
sensors. Their main advantages are small size, electrically passive operation,245
electromagnetic immunity, flexibility, corrosion resistance, etc. Moreover, fiber
optic sensors can be used to perform local or distributed measurements with
precision in a wide range of strain and temperature.
For early damage detection, distributed sensing technique is a promising250
technology because in one acquisition, a lot of measurement points can be ob-
tained along a long length of fiber optic. Two distributed fiber optic sensing
techniques, called “Brillouin” and “Rayleigh”, are available. The main differ-
ence between the two techniques is the spatial resolution. The Rayleigh tech-
nique has the highest spatial resolution. Typically, it is 1cm for Rayleigh and255
0.5 − 1m (25cm for the best equipment) for Brillouin techniques. This high
spatial resolution of measurements is an asset for crack detection. However, the
length range is shorter for the Rayleigh technique. It is limited to 70m while
the length range of the Brillouin technique could be higher than 1km. Another
parameter to take into account is the time of measurement, less than 1minute260
for the Rayleigh technique and up to 10− 15minutes (depending of the length
range and resolution chosen) for the Brillouin technique. For both distributed
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sensing techniques, no dynamic measurements can be obtained but it should not
be a limitation since cracking is a long term process of damage. In this study,
only the use of the Rayleigh distributed sensing technique with embedded fiber265
optics in concrete beam was tested for early detection and localization of cracks.
Rayleigh distributed sensing technique is based on the measurement of the
backscattered light (Rayleigh signal) produced during the propagation of light
waves in the core of a fiber optic. This phenomenon is due to random fluctu-270
ations of the refractive index profile along the length of the fiber optic. More
precisely, it is based on measurement of the shifts in the local Rayleigh backscat-
ter pattern which depend on strain and temperature. Two successive measure-
ments of the Rayleigh signal are necessary to obtain a strain or temperature
profile. The first is used as reference. The typical accuracy of the Rayleigh275
sensing technique is better than ±1oC in temperature and ±5pm in strain with
a centimetric spatial resolution.
In our experiment, an optic fiber (represented in blue in Figure 1) was put
along a longitudinal reinforcement at a distance of 30mm from the bottom part280
of the beam. To measure the strain in the concrete beam induced by the static
loading, two measurements of Rayleigh signal were necessary. The first mea-
surement (reference) is signal obtained on the unloaded configuration, whereas
the second measurement is a signal coming from the configuration loaded by
10kN . Note that the room temperature is kept constant during signal Rayleigh285
measurements, which further allows the temperature effect to be neglected. In
Figure 2, the brown curve shows the strain measurement obtained by the fiber
optic which is in accordance with a three points bending test as expected. How-
ever, due to a crack a small peak appears at 0.7m from the middle of the beam.
Note that this peak can be detected by the fiber optic because the Rayleigh sens-290
ing technique has a high spatial resolution. So, this technique of measurement
permits to localize accurately the location of cracks. However, the quantifica-
tion of cracks (length and opening) is less obvious. Indeed, the strain transfer
15
Figure 2: Strain sensor outputs from optic fiber (in brown) and simulated strain before and
after Tikhonov-based model updating process
from the tested material to the core of the fiber depends on the structure of the
optical cable, and its protective and adhesive layers. Each fiber optic cable has295
its own mechanical transfer function. For accurate crack opening measurements,
it is essential to know the mechanical transfer function. However, its determi-
nation is not easy and requires to combine experimental results and numerical
modeling. Another approach is to use model updating techniques for damage
detection as those presented above (Section 2).300
3.3. Damage detection results
The goal is to localize and to quantify a potential damage on the 8 meter
post-tensioned concrete beam using strain sensor outputs and model updat-
ing techniques. Before the updating process, the undamaged Young’s modulus
Eud = 25GPa is considered in the whole structure. To restrict the number of305
model parameters to be updated, the potential damaged area, i.e. lower part of
the beam, is decomposed into 21 subdomains along the longitudinal axis. We
16
aim at updating the Young’s modulus in each subdomain. The results obtained
from the three different model updating techniques presented in Section 2 are
compared. Instead of considering the primary optic fiber outputs (about 1cm310
resolution) as input in all the model updating techniques, we use a 40cm aver-
aged of the optic fiber outputs (see black diamond in Figure 2). Hence, we get 35
averaged strain sensor outputs. The measurement error is estimated at 2µm/m.
In Figure 2, we observe that the simulated strain is closed to the strain sensor315
outputs. The highest data misfit is located at 0.7m from the middle of the beam
(x = 0.7 in Figure 2), which may correspond to a damaged area. In Tikhonov-
based model updating, we take sT = 1/(E
2
ud) and we find that the normalized
ponderation coefficient αT = 2 × 10−10 allows the highest data misfit at the
end of the model updating process to be closed to the measurement error and320
strictly superior. The simulated strain after Tikhonov updating is represented
in Figure 2 (blue circle) and the updated values of the Young modulus is given in
Figure 3. The highest reduction of Young modulus, estimated at 8%, is located
in the subdomain 13. It exactly corresponds to the subdomain with a crack
which was brought out by the optic fiber outputs (see Section 3.2).325
Concerning the constitutive relation error technique, to verify the discrep-
ancy principle we take αCRE = 4 × 10−7 and sCRE = 1/(LHe). In Figure 4,
the contribution of the constitutive relation error in each subdomain is repre-
sented at the first and the second iteration of the model updating technique. At
iteration 0, the highest error εmaxCRE corresponds to the error in the subdomain330
13. The red line is associated to the 0.8 εmaxCRE threshold. This threshold being
exceeded only by the error in the subdomain 13, only the Young’s modulus in
subdomain 13 is updated. The most import decrease of the functional JCRE
is achieved at iteration 0 when updating the Young’s modulus E13. The func-
tional JCRE goes from 1.02× 10−5 to 8.53× 10−6. After iteration 1, the model335
updating process should be stopped. Indeed, after iteration 1 the modifications
of the Young’s moduli and the decreases of the functional are not significant,
i.e. few MPa variation for E and about 10−9 variation for JCRE . In Figure
17
Number of the subdomain
E/Eud
Figure 3: Normalized Young modulus E/Eud in each subdomain after deterministic model
updating strategies - Comparison of Tikhonov and Constitutive Relation Error results.
5, the cartography of the updated Young modulus is given. As observed in
Figure 3, contrary to the Tikhonov strategy the constitutive relation error tech-340
nique only updates the Young’s modulus in subdomain 13. Lastly, we note that
both deterministic methods give the same estimation of the damage level in this
subdomain, i.e. 8% reduction of the Young’s modulus.
Finally, the identification of the local damage by approximations of Bayesian
inference is undergone by assuming the normalized Young’s moduli to be inde-345
pendent and uncorrelated Gaussian random variables with mean equal to 0.9
and standard deviation 0.1, see Figure 6. This choice is taken against logical
reason saying that the normal distribution is not a natural choice for the de-
scription of the positive defined material properties. However, one may argue
that the probability of negative value occurring for small standard deviations350
compared to the mean value is relatively small. The posterior is estimated using
quadratic and linear Bayesian formula and ensemble of 100 samples (i.e. 100
forward simulations). The posterior results are similar to those obtained by
the previous two procedures. Namely, the damaged area is appearing to be at
18
Figure 4: Constitutive Relation Error in each subdomain at iteration 0 (at left) and at iteration
1 (at right) - At iteration 0, Young modulus in subdomain 13 has to be updated.
E (Pa)
Figure 5: Cartography of Young modulus after Constitutive Relation Error-based model up-
dating process - the damaged area is in red and it corresponds to a 8% damage.
19




















Figure 6: 95% interval describing prior distribution
the place of the subdomain 13. In this section the Young’s modulus obtains355
the lowest value and predicts the damage of around 9%, see Figure 7. The
information coming from the measurement data are reducing uncertainty in the
prior, and hence the posterior is characterized by much smaller standard devi-
ation. Comparing the modes of the numerically simulated strain given linear
and quadratic posteriors to the measured value of the strain, one may observe360
that the linear estimate is better in most of subdomains besides in the 13th.
There the quadratic estimate is better, see Figure 9. This also can be supported
by graphs of 5 sigma regions in Figure 10 which are drawing the same conclu-
sion. Namely, the quadratic probability region is including all the values of the
measured strain, whereas the linear does not. The reason for this is more than365
obvious: linear update is the optimal estimate when the relation between the
measurement and the parameter being identified is linear. However, note that
the quadratic estimate is also not the optimal but closer. To obtain the best
estimate one would have to compute higher degree updates. This is the subject
of the further study which has also to take into account more realistic models370
for the prior.
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Figure 7: Probability densitiy functions of linear and quadratic Bayesian estimate of Young’s
modulus in subdomain 13 compared to the prior assumption.





























Strain after quadratic updating
Strain after linear updating
Averaged fiber optic outputs
Figure 8: Comparison of posterior modes obtained after linear and quadratic Bayesian update
to the observed value of the strain
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Figure 9: 95% probability interval describing linear (left) and quadratic (right) posteriors






























Mean strain ± 5σ Averaged fiber optic outputs






























Mean strain± 5σ Averaged fiber optic outputs
Figure 10: Five strandard deviations region of estimated strain simulated using: linear pos-
terior (left) and quadratic posterior (right)
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4. Conclusions and prospects
Three model updating techniques, involving different kind of regularization,
have been compared; their respective ability to localize and to quantify early
damages has been illustrated using the results of an optical fiber sensor instru-375
menting a 8 meters post-tensioned concrete beam. Even though the procedures
have used different kinds of estimation, they successed to localize the damage
area, as well as to give similar estimation of its value. In the present work,
Young modulus was considered as a damage indicator. In practice, the pro-
posed techniques can be employed in a long term monitoring strategy. Each380
month, the model updating process can be run to actualize the cartography of
Young’s moduli in the structure. Hence, the site manager can follow the time
evolution of the damage indicator. In case of abnormal variation, an alarm could
be generated and a visual inspection could be recommended.
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