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AN EXTENSION OF CALDERO´N-ZYGMUND TYPE SINGULAR
INTEGRAL
QUANSEN JIU1, DONGSHENG LI2, HUAN YU3,
Abstract. In this paper, we consider a kind of singular integral which can be viewed
as an extension of the classical Caldero´n-Zygmund type singular integral. We establish
an estimate of the singular integral in the Lq space for 1 < q < ∞. In particular, the
Caldero´n-Zygmund estimate can be recovered from our obtained estimate. The proof of
our main result is via the so called ”geometric approach”, which was applied in [1] on the Lq
estimate of the elliptic equations and in [4, 6] on a new proof of the the Caldero´n-Zygmund
estimate.
1. Introduction and Main Results
The classical Caldero´n-Zygmund type singular integral is defined as
Iε(f)(x) =
∫
|y|≥ε
Ω(y)
|y|n f(x− y)dy (1.1)
for any ε > 0 and f ∈ Lq(Rn), 1 ≤ q <∞, where the function Ω : Rn → R is bounded and
homogeneous of degree 0, and satisfies the cancellation property and ”Dini-type” smooth-
ness property. More precisely, there exist two positive constants B1 and B2 such that for
any r > 0 and x ∈ Rn \ {0}, Ω satisfies
|Ω(x)| ≤ B1, (bounded)
Ω(rx) = Ω(x), (homogeneous of degree 0)∫
S1 Ω(x)dσ = 0, (cancellation)∫ 1
0
ω(δ)
δ
dδ = B2, (Dini type continuous)
(1.2)
where S1 = {x ∈ Rn : |x| = 1} is the unit sphere in Rn and ω is defined as
ω(δ) = sup{|Ω(x)− Ω(x′)| : |x− x′| ≤ δ, |x| = |x′| = 1}. (1.3)
It is clear that Riesz transform is a specific example of the Caldero´n-Zygmund singular
integral if we take Ω(x) =
xj
|x| for j = 1, 2, · · · , n respectively.
Under assumptions (1.2), the well-known Caldero´n-Zygmund estimate reads as (see [2, 5])
Theorem 1.1. Suppose 1 < q < ∞. There exists a constant A depending only on n, q,B1
and B2 such that ‖Iεf‖q ≤ A‖f‖q for any ε > 0 and f ∈ Lq(Rn).
The original proof of Theorem 1.1 is classical and can be found in [2, 5]. Motivated by
the proof in [1] on Lq estimates of elliptic equations, Li and Wang [4] presented a new proof
of Theorem 1.1, which is so called ”geometric approach” (see [6]). One of new ingredients in
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the proof in [4] lies in that it is proved directly that Iε is of strong type (q, q) for 2 < q <∞,
based on the strong type (2,2) estimate of Iε, which is different from the original one for
1 < q < 2 in [2, 5].
In this paper, we consider the following singular integral
Tε(f)(x) =
∫
|y|≥ε
Ω(y)
|y|n−β f(x− y)dy (1.4)
for any ε > 0 and f ∈ L1(Rn) ∩ Lq(Rn), 1 ≤ q < ∞ and 0 < β < n, where Ω is same as in
(1.1). Formally, Tε becomes the Caldero´n-Zygmund type singular integral Iε when β = 0.
The main aim of this paper is to obtain a uniform Lq(1 < q < ∞) estimate of Tε with
respect to β > 0 such that the strong type (q, q) estimate to the Caldero´n-Zygmund type
singular integral Iε can be recovered when β → 0. Our main result can be stated as
Theorem 1.2. Let 0 < β0 <
1
2 be any fixed and small number. Then for any f ∈ L1(Rn)∩
Lq(Rn) with 1 < q <∞, there exists an absolute constant C depending on n, q,B1, B2 and
β0 such that
‖Tεf‖q ≤ C
(‖f‖q + β (q−1)nq
q
√
(n(q − 1)− βq)‖f‖1
)
(1.5)
holds uniformly for ε > 0 and 0 < β < min{1− β0, (q−1)nq }.
In view of Riesz potential (see [5]), it is direct to obtain that for any 0 < β < n,
‖Tεf‖q ≤ C(n, q, β)‖f‖p, 1
q
=
1
p
− β
n
, (1.6)
where the constant C(n, q, β) depends on n, q and β and the estimate (1.5) can be obtained
by interpolation for 0 < β < n. However, the constant C(n, q, β) will become unbounded
when β → 0. It should be addressed that the constant C on the right hand of (1.5) does
not depend on β and the strong (q, q) type estimate of the Caldero´n-Zygmund type singular
integral Iε can be recovered from (1.5) when β → 0. In this sense, the singular integral Tε
in (1.4) can be viewed as an extension of the Caldero´n-Zygmund type singular integral. In
particular, when taking Ω(x) =
xj
|x| for j = 1, 2, · · · , n respectively, Yu and Jiu [7] proved
Theorem 1.3. Take Ω(x) =
xj
|x| for j = 1, 2, · · · , n in (1.4) respectively. Let 0 < β0 < 12
be any fixed and small number. Then for any f ∈ L1(Rn) ∩ Lq(Rn) with 1 < q < ∞, there
exists an absolute constant C depending on n, q and β0 such that
(1) if q = 2, there holds
‖Tεf‖2 ≤ C
(‖f‖2 + β n2√
n− 2β ‖f‖1
)
(1.7)
for 0 < β < 1− β0;
(2) if 1 < q < 2, there holds
‖Tεf‖q ≤ C
( 1
q
√
(q − 1)(2 − q)‖f‖q +
1
q
√
q(n− β)2 − n2 ‖f‖p +
β
n(q−1)
q
q
√
(n(q − 1)− βq)‖f‖1
)
,
(1.8)
where 1
q
= 1
p
(1− β
n
), 0 < β < min{1− β0, (q−
√
q)n
q
};
2
(3) if 2 < q <∞, there holds
‖Tεf‖(Lq′∩Lp′ )∗ ≤Cmax{
1
q′
√
(q′ − 1)(2 − q′) ,
1
q′
√
q′(n− β)2 − n2}‖f‖q
+C
β
n(q−1)
q
q
√
(n(q − 1)− βq)‖f‖1,
(1.9)
where 0 < β < min{1 − β0, (q
′−√q′)n
q′
}, 1
q
+ 1
q′
= 1, 1
q′
= 1
p′
(1 − β
n
), and (Lq
′ ∩ Lp′)∗ is the
dual space of Lq
′ ∩ Lp′.
It follows from Theorem 1.3 that the strong (q, q) type estimate of the Riesz transform can
be recovered as β → 0 and hence the singular integral Tε can be viewed as an extension of
the Riesz transform if we take Ω(x) =
xj
|x| for j = 1, 2, · · · , n in (1.4), respectively. This kind
of singular integral appears in the approximation of the surface quasi-geostrophic equation
(SQG) equation from the generalized SQG equation, see [7, 8] for more details. However,
the estimate (1.8) on ‖Tεf‖q is in terms of ‖f‖q, ‖f‖p and ‖f‖1 and the estimate (1.9) is on
‖Tεf‖(Lq′∩Lp′ )∗ but not on ‖Tεf‖q, although the right hand side is in terms of ‖f‖q and ‖f‖1.
As mentioned in [7] (see Remark 1.3 in [7]), it would be interesting to make an estimate
of Tεf in L
q space for 2 < q < ∞ in a direct way. In this paper, we completely answer
this question and obtain the estimate ‖Tεf‖q in terms of ‖f‖q and ‖f‖1 for 1 < q < ∞.
Moreover, the singular integral Tε considered in Theorem 1.2 is much more general than
that in Theorem 1.3.
The approaches between [7] and this paper are different. The main approach in [7] is
similar to the original one in [2, 5] in which Theorem 1.1 was proved. The main approach
of this paper is similar to the one in [4, 6] via the so called ”geometric approach”. As in
[7, 8], we split the singular integral (1.4) into two parts: the part near the origin denoted
by T1f and the one apart from the origin denoted by T2f . The estimate on ‖T2f‖q is easy
to obtain (see Lemma 2.2) and the key part is to estimate ‖T1f‖q for 1 < q < ∞ (see
Lemma 2.3). We will first estimate ‖T1f‖2 by modifying the proof in [8, 7] in Lemma 2.4.
Then we will estimate ‖T1f‖q for 2 < q < ∞. To this end, one of our main contributions
is to prove Lemma 3.1, which is a cornerstone to prove the main result. We should remark
that in Theorems 1.2-1.3 the restriction on 0 < β ≤ 1 − β0 for any small 0 < β0 < 12 (or
0 < β < 1) is from the the estimate ‖T1f‖2 in Lemma 2.4 (see (2.22) for more details) and
0 < β < (q−1)n
q
is from the estimate on ‖T2f‖q for 1 < q <∞.
The paper is organized as follows. In Section 2, we will present some preliminary estimates
which will be needed later. The proof of Theorem 1.2 will be given in Sections 3.
Notations. For f ∈ Lq(Rn) with 1 ≤ q ≤ ∞, we denote its Lq norm by ‖f‖q and its
support set ¯{x ∈ Rn : f(x) 6= 0} by supp f . For any cube Q in Rn and a > 0, we denote
aQ the cube with same center as Q and the side-length al, where l is the side-length of Q.
Throughout this paper, all the cubes are open. For a measurable set E in Rn, |E| means its
Lebesgue measure. For a measurebale function f , its Hardy-Littlewood maximal function
mathcalMf is defined as
Mf(x) = sup
x∈Q
1
|Q|
∫
Q
|f(y)|dy
for any cube Q ⊂ Rn containing x.
By A ∼ B, we mean that A is equivalent to B, that is, there exist two positive constants
c and C such that cA ≤ B ≤ CA.
3
2. Preliminaries
In this section, we first state that the maximal function Mf is of strong type (q, q) for
1 < q <∞ and of weak type (1, 1), which is
Lemma 2.1. It holds that
‖Mf‖q ≤ Cq‖f‖q,
|{x ∈ Rn : (Mf)(x) > λ}| ≤ C1 ‖f‖1
λ
(2.1)
for any λ > 0, where C1 is a positive constant depending only on n and Cq is a positive
constant depending only on n and q for each 1 < q <∞.
Then we split the singular integral (1.4) into two parts: the one near the origin and the
one apart from the origin. Let χ(s) ∈ C∞0 (R) be the usual smooth cutting-off function
which is defined as
χ(s) =
{
1, |s| ≤ 1,
0, |s| ≥ 2,
satisfying |χ′(s)| ≤ 2. Let
χλ(s) = χ(λs), (2.2)
and define
T1f(x) =
∫
|y|≥ε
Ω(y)
|y|n−β χβ(|y|)f(x− y)dy (2.3)
T2f(x) =
∫
|y|≥ε
Ω(y)
|y|n−β (1− χβ(|y|))f(x− y)dy. (2.4)
It is clear that the operator T in (1.4) can be written as
T = T1 + T2. (2.5)
The following is a Lq-estimate of T2:
Lemma 2.2. There exists an absolute constant C depending on B1 and independent of β
such that for any 1 < q <∞,
‖T2f‖q ≤ C β
(q−1)n
q
q
√
(n(q − 1)− βq)‖f‖1, 0 < β <
(q − 1)n
q
. (2.6)
Proof. Thanks to (1.2), direct estimates give
‖T2f‖q ≤ ‖
∫
|x−y|≥ 1
β
1
|x− y|n−β |f(y)| dy‖q
≤ ‖f‖1(
∫
|x−y|≥ 1
β
1
|x− y|q(n−β) dy)
1
q
≤ C β
(q−1)n
q
q
√
(n(q − 1)− βq)‖f‖1
for any 0 < β < (q−1)n
q
. 
In view of Lemma 2.2, to prove Theorem 1.2, we only need to prove
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Theorem 2.3. Let 0 < β0 <
1
2 be any fixed and small number. Then for any f ∈ L1(Rn)∩
Lq(Rn) with 1 < q <∞, then there exists an absolute constant C depending on n, q,B1, B2
and β0 such that
‖T1f‖q ≤ C‖f‖q (2.7)
holds for 0 < β ≤ 1− β0.
We first prove that the operator T1 is of strong type (2, 2), which has been shown in [8, 7]
for the case Ω(x) =
xj
|x| for j = 1, 2, · · · , n. Here we modify the proof in [8, 7] to obtain
Lemma 2.4. Let 0 < β0 <
1
2 be any fixed and small number. Then there exists an absolute
constant C depending on n and β0 such that
‖T1f‖2 ≤ C‖f‖2 (2.8)
holds for 0 < β ≤ 1− β0.
Proof. In view of (2.3), we denote
K1(x) =
Ω(x)
|x|n−β χβ(|x|).
Then to prove (2.8), our main target is to prove that there exists an absolute constant
C > 0 independent β such that
‖K̂1(y)‖L∞ ≤ C, 0 < β < 1. (2.9)
By cancellation of Ω(x) (see (1.2)), one has
∫
S1 K1(x)ds = 0. Since K1(x) is supported on
|x| ≤ 2
β
, we have
K̂1(y) =
∫
Rn
e2piix·yK1(x) dx =
∫
|x|≤ 2
β
(e2piix·y − 1)K1(x) dx
Since (2.9) is a pointwise estimate, we will estimate K̂1(y) by different values of y. If |y| < β2 ,
it is direct to estimate
|K̂1(y)| ≤ C|y|
∫
|x|≤ 2
β
|x| 1|x|n−β dx
≤ C 2
β
β + 1
β−β.
(2.10)
Then there exists an absolute constant C > 0 such that
|K̂1(y)| ≤ C, 0 < β < n, |y| < β
2
. (2.11)
If β2 ≤ |y| ≤ β, we rewrite K̂1(y) as
K̂1(y) =
∫
|x|< 1
|y|
e2piix·yK1(x) dx+
∫
1
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx
=
∫
|x|< 1
|y|
(e2piix·y − 1)K1(x) dx+
∫
1
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx
Similar to (2.10), it deduces
|
∫
|x|< 1
|y|
(e2piix·y − 1)K1(x) dx| ≤ 2
β
β + 1
β−β.
5
Moreover, we have
|
∫
1
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx| ≤ C 2
β − 1
β
β−β.
Consequently, there exists an absolute constant C > 0 such that
|K̂1(y)| ≤ C( 2
β
β + 1
β−β +
2β − 1
β
β−β) ≤ C, 0 < β < n, β
2
≤ |y| ≤ β. (2.12)
As for |y| > β, K̂1(y) can be divided into
K̂1(y) =
∫
|x|< 2
|y|
e2piix·yK1(x) dx+
∫
2
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx
=
∫
|x|< 2
|y|
(
e2piix·y − 1)K1(x) dx+ ∫
2
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx.
(2.13)
For the first term on the right hand of the above equality, we easily find that
∣∣∣ ∫
|x|< 2
|y|
(
e2piix·y − 1)K1(x) dx∣∣∣ ≤ C|y|∫
|x|< 2
|y|
|x| 1|x|n−β dx
≤ C
(β + 1)|y|β ≤
C
β + 1
β−β.
(2.14)
For the second term, we choose z = y
2|y|2 with |z| = 12|y| < 12β such that e2piiy·z = −1 and
∫
Rn
e2piix·yK1(x) dx =
1
2
∫
Rn
e2piix·y
(
K1(x)−K1(x− z)
)
dx,
and moreover, we have
∫
2
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx =
1
2
∫
2
|y|
≤|x|≤ 2
β
e2piix·y
(
K1(x)−K1(x− z)
)
dx
− 1
2
∫
2
|y|
≤|x+z|, |x|≤ 2
|y|
e2piix·yK1(x) dx
+
1
2
∫
|x+z|≤ 1
|y|
, |x|≥ 2
|y|
e2piix·yK1(x) dx
+
1
2
∫
|x+z|≥ 2
β
e2piix·yK1(x) dx
:=I + J +K + L.
(2.15)
6
To estimate the term I, we see that
2I =
∫
2
|y|
≤|x|< 1
β
, |x−z|≤ 1
β
( Ω(x)
|x|n−β −
Ω(x− z)
|x− z|n−β
)
e2piix·y dx
+
∫
1
β
≤|x|≤ 2
β
, |x−z|≤ 1
β
( Ω(x)
|x|n−β χβ(x)−
Ω(x− z)
|x− z|n−β
)
e2piix·y dx
+
∫
2
|y|
≤|x|< 1
β
, |x−z|≥ 1
β
( Ω(x)
|x|n−β −
Ω(x− z)
|x− z|n−β χβ(x− z)
)
e2piix·y dx
+
∫
1
β
≤|x|≤ 2
β
, |x−z|≥ 1
β
( Ω(x)
|x|n−β χβ(x)−
Ω(x− z)
|x− z|n−β χβ(x− z)
)
e2piix·y dx
:= I1 + I2 + I3 + I4.
(2.16)
We first estimate I2. Thanks to |x− z| ≥ |x| − |z| ≥ 1β − 12|y| ≥ 12β , one has
|I2| ≤
∫
1
β
≤|x|≤ 2
β
1
|x|n−β dx+
∫
1
2β
≤|x−z|≤ 1
β
1
|x− z|n−β dx
≤ C 2
β − 1
β
β−β + C
1− 2−β
β
β−β .
(2.17)
Then, thanks to |x| = |x − z + z| ≥ |x − z| − |z| ≥ 1
β
− 12|y| ≥ 12β , I3 can be estimated as
follows:
|I3| ≤
∫
1
2β
≤|x|≤ 1
β
1
|x|n−β dx+
∫
1
β
≤|x−z|≤ 2
β
1
|x− z|n−β dx
≤ C 1− 2
−β
β
β−β + C
2β − 1
β
β−β .
(2.18)
The term I4 is directly estimated as
|I4| ≤
∫
1
β
≤|x|≤ 2
β
1
|x|n−β dx+
∫
1
β
≤|x−z|≤ 2
β
1
|x− z|n−β dx
≤ C 2
β − 1
β
β−β.
(2.19)
Now we deal with I1. I1 can be decomposed into two terms.
I1 =
∫
4|z|= 2
|y|
≤|x|< 1
β
, |x−z|≤ 1
β
( 1
|x|n−β
(
Ω(x)− Ω(x− z)))e2piix·y dx
+
∫
4|z|= 2
|y|
≤|x|< 1
β
, |x−z|≤ 1
β
(
Ω(x− z)( 1|x|n−β − 1|x− z|n−β ))e2piix·y dx
=I11 + I22.
Since Ω is homogeneous of degree 0 by (1.2),
I11 =
∫
4|z|≤|x|< 1
β
, |x−z|≤ 1
β
( 1
|x|n−β
(
Ω(
x
|x| )− Ω(
x− z
|x− z| )
))
e2piix·y dx. (2.20)
To estimate | x|x| − x−z|x−z| |, let
f(x) =
x
|x| , fi(x) =
xi
|x| , i = 1, 2, . . . , n.
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Then
∂jfi(x) =
δij
|x| −
xjxi
|x|3 , i, j = 1, 2, . . . , n,
where δij = 1 if i = j and δij = 0 if i 6= j. In this case, since |x− z| ≥ |x|− |z| ≥ 4|z|− |z| ≥
3|z|, it concludes that for any 0 ≤ t ≤ 1, we have |x− tz| ≥ |x− z| − (1 − t)|z| ≥ 12 |x− z|.
By the mean value theorem, one has
|fi(x− z)− fi(x)| =
∣∣∣∣ ∫ 1
0
∇fi(x− tz) · z dt
∣∣∣∣
≤ C
∣∣∣∣ ∫ 1
0
|z|
|x− tz| dt
∣∣∣∣
≤ C |z||x− z|
for i = 1, 2, . . . , n, and
|f(x− z)− f(x)| ≤
n∑
j=1
|fj(x− z)− fj(x)| ≤ C |z||x− z| ≤ C
|z|
|x|
for some absolute constant C depending on n. Therefore, it follows from the definition of
ω in (1.3) that
|Ω( x− z|x− z|)− Ω(
x
|x|)| ≤ ω(C
|z|
|x|).
Consequently,
I11 ≤C
∫
4|z|≤|x|< 1
β
1
|x|n−β ω(
C|z|
|x| ) dx
≤C
∫ 1
β
4|z|
rβ−1ω(
C|z|
r
) dr
=C|z|β
∫ C
4
C|z|β
ω(δ)
δ
δ−β dδ
=C|z|β(
∫ 1
C|z|β
ω(δ)
δ
δ−β dδ +
∫ C
4
1
ω(δ)
δ
δ−β dδ)
≤Cβ−β
∫ 1
0
ω(δ)
δ
dδ + C|z|β
≤Cβ−β.
(2.21)
For I22, we need estimate
| 1|x|n−β −
1
|x− z|n−β |.
Adopting to the similar method to estimate | x|x| − x−z|x−z| | as above, we get
| 1|x|n−β −
1
|x− z|n−β | ≤ C
|z|
|x− z|n−β+1 .
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Therefore, by using the boundness of Ω in (1.2), we obtain
I22 ≤ C|z|
∫
3|z|≤|x−z|≤ 1
β
1
|x− z|n−β+1 dx
≤C|z|
∫ 1
β
3|z|
rβ−2 dr.
≤C |z|
β
1− β ≤ C
β−β
1− β
for 0 < β < 1.
Collecting the estimate of I11 and I22 yields
|I| ≤ C
1− ββ
−β ≤ C. (2.22)
for 0 < β ≤ 1− β0 with 0 < β0 < 12 , where C is a constant depending on β0. It is here that
we need to impose the restriction 0 < β ≤ 1− β0.
Concerning the term J , thanks to |x| ≥ |x+ z| − |z| ≥ 4|z| − |z| ≥ 3|z|, one has
|J | ≤
∫
3|z|≤|x|≤4|z|
1
|x|n−β dx ≤ C
1− (34 )−β
β
β−β. (2.23)
Utilizing |x| ≤ |x+ z|+ |z| ≤ 4|z|+ |z| ≤ 5|z|, the term K can be bounded by
|K| ≤
∫
4|z|≤|x|≤5|z|
1
|x|n−β dx ≤ C
1− (45)−β
β
β−β . (2.24)
As for the term L, the fact that 2
β
≥ |x| ≥ |x+z|− |z| ≥ 2
β
− 12β = 32β enables us to conclude
|L| ≤
∫
3
2β
≤|x|≤ 2
β
1
|x|n−β dx ≤
1
β
(( 2
β
)β
−
( 3
2β
)β)
≤ 2
β − (32 )β
β
β−β . (2.25)
Substituting (2.22)-(2.25) into (2.15), we readily obtain that there exists an absolute con-
stant C > 0 such that ∣∣∣ ∫
2
|y|
≤|x|≤ 2
β
e2piix·yK1(x) dx
∣∣∣ ≤ C
1− β (2.26)
for 0 < β < 1. In view of (2.14), (2.26) and (2.13), there exists an absolute constant C > 0
such that ∣∣K̂1(y)∣∣ ≤ C
1− β , 0 < β < 1, |y| > β. (2.27)
Combining (2.11), (2.12) with (2.27), we finish the proof of (2.9). Applying (2.9), one has
‖T1f‖L2 = ‖K̂1f̂‖L2 ≤ C‖f̂‖L2 =
C
1− β ‖f‖L2 ,
for 0 < β < 1. Hence (2.8) is proved and the proof of the lemma is complete. 
3. Proof of Main Result
In this section, our main task is to prove Theorem 2.3. Then the proof of our main result
Theorem 1.2 will be resulted from Theorem 2.3 and Lemma 2.2. The following lemma is
crucial to prove Theorem 2.3.
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Lemma 3.1. Let Q be a cube in Rn and f ∈ L2(Rn) with suppf ⊂ Rn \ 4Q. Suppose
that M(|T1f |2)(x0) ≤ a2 and M(f2)(x0) ≤ b2 for a point x0 ∈ 3Q, where a and b are two
positive constants. Then, there exists an absolute constant C > 0 depending on n,B1 and
B2 but not on β, such that
M(|T1f |2)(x) ≤ max{5na2, (a+ Cb)2} (3.28)
holds for any x ∈ Q and 0 < β < n2 .
Proof. It is clear that (T1f)(x) is well defined for any x ∈ 3Q and it is claimed that
|T1f |(x) ≤ a+ Cb, x ∈ 3Q. (3.29)
Here and in the following, we denote C an absolute positive constant depending on n,B1
and B2 but not on β. In fact,
|T1f |(x) ≤|T1f |(x0) + |T1f(x)− T1f(x0)|
≤M(T1f)(x0) + |T1f(x)− T1f(x0)|. (3.30)
By Ho¨lder inequality,
M(T1f)(x0) ≤
√
M(|T1f |2)(x0) ≤ a. (3.31)
In view of (3.30) and (3.31), to prove (3.29), we only need to prove
|T1f(x)− T1f(x0)| ≤ Cb. (3.32)
Note that
T1f(x)− T1f(x0) =
∫
Rn\4Q
Ω(x− y)( 1|x− y|n−β −
1
|x0 − y|n−β )χβ(|x− y|)f(y)dy
+
∫
Rn\4Q
Ω(x− y)− Ω(x0 − y)
|x0 − y|n−β χβ(|x− y|)f(y)dy
+
∫
Rn\4Q
Ω(x0 − y)
|x0 − y|n−β (χβ(|x− y|)− χβ(|x0 − y|))f(y)dy
≡I1 + I2 + I3.
(3.33)
We first estimate I1. It holds that
|I1| =|
∫
Rn\4Q
Ω(x− y)( 1|x− y|n−β −
1
|x0 − y|n−β )χβ(|x− y|)f(y)dy|
≤C(
∫
Rn\4Q
(
1
|x− y|n−β −
1
|x0 − y|n−β )
n
n−β |f(y)| nn−β dy)n−βn (
∫
Rn\4Q
|χβ(|x− y|)|
n
β dy)
β
n
≤C(
∞∑
m=2
∫
2m+1Q\2mQ
(
1
|x− y|n−β −
1
|x0 − y|n−β )
n
n−β |f(y)| nn−β dy)n−βn [( 2
β
)n]
β
n
≤C(
∞∑
m=2
∫
2m+1Q\2mQ
(
1
|x− y|n−β −
1
|x0 − y|n−β )
n
n−β |f(y)| nn−β dy)n−βn .
(3.34)
Then for x ∈ 3Q, y ∈ 2m+1Q \ 2mQ,m = 2, 3, · · · , by Lagrange’s mean value theorem, one
has
| 1|x− y|n−β −
1
|x0 − y|n−β | ≤ supt∈[0,1]
(n− β)|x− x0|
|tx0 + (1− t)x− y|n+1−β . (3.35)
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Moreover, one has
|y − y¯|
|z − y| ≤ 4 (3.36)
for any z ∈ 3Q, y ∈ 2m+1Q \ 2mQ,m = 2, 3, · · · , where y¯ is the center of Q, and
|x− x0| ≤ 3
√
nl, (3.37)
for x, x0 ∈ 3Q, where l denotes the side-length of Q. It follows from (3.35), (3.36) and
(3.37) that
| 1|x− y|n−β −
1
|x0 − y|n−β |
n
n−β ≤[3 · 4
n+1−βn
√
nl
|y − y¯|n+1−β ]
n
n−β ≤ [3 · 4
n+1−βn
√
nl
(2ml)n+1−β
]
n
n−β
=
(3 · 4n+1−βn√nl) nn−β
(2ml)n(2m)
n
n−β
≤ C2
−m
|2m+1Q| .
(3.38)
Thanks to (3.38), we obtain
∞∑
m=2
∫
2m+1Q\2mQ
| 1|x− y|n−β −
1
|x0 − y|n−β |
n
n−β |f(y)| nn−β dy
≤
∞∑
m=2
C2−m
|2m+1Q|
∫
2m+1Q
|f(y)| nn−β dy
≤C(M(f2)(x0))
n
2(n−β) .
(3.39)
Substituting (3.39) into (3.34) arrives at
|I1| ≤ C(M(f2)(x0))
1
2 ≤ Cb. (3.40)
Next we estimate I2. Note that
|I2| =|
∫
Rn\4Q
Ω(x− y)− Ω(x0 − y)
|x0 − y|n−β χβ(|x− y|)f(y)dy|
≤(
∫
Rn\4Q
|Ω(x− y)− Ω(x0 − y)|
n
n−β
|x0 − y|n |f(y)|
n
n−β dy)
n−β
n (
∫
Rn\4Q
|χβ(|x− y|)|
n
β dy)
β
n
≤C(
∫
Rn\4Q
|Ω(x− y)− Ω(x0 − y)|
|x0 − y|n |f(y)|
n
n−β dy)
n−β
n [(
2
β
)n]
β
n
≤C(
∫
Rn\4Q
|Ω(x− y)− Ω(x0 − y)|
|x0 − y|n |f(y)|
n
n−β dy)
n−β
n .
(3.41)
Similar to (3.35), for x ∈ 3Q, y ∈ 2m+1Q \ 2mQ,m = 2, 3, · · · , by Lagrange’s mean value
theorem, one has
| x− y|x− y| −
x0 − y
|x0 − y| | ≤ supt∈[0,1]
2|x− x0|
|tx0 + (1 − t)x− y|n+1 , (3.42)
Applying (3.36) and (3.37) yields
|Ω(x− y)−Ω(x0 − y)| = |Ω( x− y|x− y|)− Ω(
x0 − y
|x0 − y|)|
≤ω(| x− y|x− y| −
x0 − y
|x0 − y| |) ≤ ω(
24
√
nl
|y − y¯|) ≤ ω(
24
√
n
2m−1
).
(3.43)
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Thanks to (3.43), one has, for 0 < β < n2 ,∫
Rn\4Q
|Ω(x− y)− Ω(x0 − y)|
|x0 − y|n |f(y)|
n−β
n dy
=
∞∑
m=2
∫
2m+1Q\2mQ
|Ω(x− y)− Ω(x0 − y)|
|x0 − y|n |f(y)|
n−β
n dy
≤
∞∑
m=2
ω(
24
√
n
2m−1
)
∫
2m+1Q\2mQ
4n|f(y)|n−βn
|y − y¯|n dy
≤
∞∑
m=2
23nω(24
√
n
2m−1 )
|2m+1Q|
∫
2m+1Q
|f(y)|n−βn dy
≤ C(M(f2)(x0))
n
2(n−β)
∞∑
m=2
ω(
24
√
n
2m−1
).
(3.44)
For any fixed K > 0, 0 < τ < 1, direct calculations give
ln
1
Kτ
∞∑
m=2
ω(Kτm−1) ≤
∞∑
m=2
∫ Kτm−1
Kτm
ω(t)
t
dt =
∫ Kτ
0
ω(t)
t
dt. (3.45)
Taking K = 24
√
n, τ = 12 in (3.45), one has
∞∑
m=2
ω(
24
√
n
2m−1
) ≤ C
∫ 12√n
0
ω(t)
t
dt ≤ C(
∫ 1
0
ω(t)
t
dt+
∫ 12√n
1
ω(t)
t
dt) ≤ C. (3.46)
It follows from (3.41),(3.44) and (3.46) that, for 0 < β < n2 ,
|I2| ≤ C(M(f2)(x0))
1
2 ≤ Cb. (3.47)
Now we estimate I3. Note that
|I3| =
∫
Rn\4Q
Ω(x0 − y)
|x0 − y|n−β (χβ(|x− y|)− χβ(|x0 − y|))f(y)dy
=|
∞∑
m=2
∫
2m+1Q\2mQ
Ω(x0 − y)
|x0 − y|n−β )(χβ(|x− y|)− χβ(|x0 − y|))f(y)dy|
≤
∞∑
m=2
(
∫
2m+1Q\2mQ
1
|x0 − y|n |f(y)|
n
n−β dy)
n−β
n
· (
∫
2m+1Q\2mQ
|χβ(|x− y|)− χβ(|x0 − y|)|
n
β dy)
β
n .
(3.48)
Since
2ml − 3l ≤ |y − y¯| − |x0 − y¯| ≤ |x0 − y| ≤ |y − y¯|+ |x0 − y¯| ≤ 2m+1l + 3l,
12
one has 1
β
∼ |x0 − y| ∼ 2ml and similarly 1β ∼ |x − y| ∼ 2ml, and βl ∼ 12m . Therefore, for
0 < β < n2 , it yields
|I3| ≤ C
∞∑
m=2
(
1
(2ml)n
∫
2m+1Q\2mQ
|f(y)| nn−β dy)n−βn · (
∫
2m+1Q\2mQ
|χβ(|x− y|)− χβ(|x0 − y|)|
n
β dy)
β
n
≤C
∞∑
m=2
(
2n
(2m+1l)n
∫
2m+1Q
|f(y)| nn−β dy)n−βn
· (
∫
2m+1Q\2mQ
|χ′β(t0|x− y|+ (1− t0)|x0 − y|)|
n
β |x− x0|
n
β dy)
β
n
≤C
∞∑
m=2
(
1
(2m+1l)n
∫
2m+1Q
|f(y)|2dy) 12 · (
∫
2m+1Q\2mQ
(βl)
n
β dy)
β
n
≤C(M(f2)(x0)) 12
∞∑
m=2
(
∫
2m+1Q\2mQ
(βl)
n
β dy)
β
n
≤C(M(f2)(x0))
1
2
∞∑
m=2
1
2m
(2ml)β
≤C(M(f2)(x0))
1
2
∞∑
m=2
1
2m
(
1
β
)β
≤C(M(f2)(x0))
1
2 ≤ Cb,
(3.49)
where t0 ∈ (0, 1) in the second inequality.
Combining (3.33) with (3.40), (3.47) and (3.49), we finish the proof of (3.32) and hence
the claim (3.29) holds true.
Now we prove (3.28). Fix x ∈ Q and let Qˆ be any cube containing x. If Qˆ ⊆ 3Q, then it
follows from (3.29) that
1
Qˆ
∫
Qˆ
|T1f |2(y)dy ≤ (a+ Cb)2. (3.50)
If Qˆ * 3Q, then x0 ∈ 5Qˆ and in view of M(|T1f |2)(x0) ≤ a2, we have
1
Qˆ
∫
Qˆ
|T1f |2(y)dy ≤ 5
n
5Qˆ
∫
5Qˆ
|T1f |2(y)dy ≤ 5na2. (3.51)
Hence (3.28) follows from (3.50) and (3.51). The proof of the lemma is complete. 
In the following lemma, the constants a and b in Lemma 3.1 will be fixed as a = 1 and
b = 2 respectively, and we denote
N2
4
= max{2 · 5n, (2 + C)2}, (3.52)
which is the absolute constant appeared in (3.28) with a = 1 and b = 2 accordingly. Then,
it holds
Lemma 3.2. Let Q˜ be a cube in Rn and Q be one of its dyadic cubes. Assume that
f ∈ L2(Rn). Then for any µ > 0, we can choose a 0 < δ ≤ 1 depending on µ such that
|{x ∈ Q :M(|T1f |2)(x) > N2}| ≤ µ|Q| (3.53)
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for 0 < β < 1, if
|{x ∈ Q˜ :M(|T1f |2)(x) ≤ 1} ∩ {x ∈ Q˜ :M(f2)(x) ≤ δ2}| > 1
2
|Q˜|. (3.54)
The proof of Lemma 3.2 can be seen in [4] and we give a sketch of proof as follows.
Proof. Define
f1(x) =
{
f(x), x ∈ 4Q,
0, x ∈ Rn \ 4Q,
and f2(x) = f(x)− f1(x). It follows from (3.54) that there exists x ∈ Q˜ such that
M(f21 )(x) ≤M(f2)(x) ≤ δ2.
Consequently,
‖f1‖2L2(Rn) =
∫
4Q
|f1|2(y)dy ≤ δ2|4Q|. (3.55)
Then, using the weak (1, 1) type estimate of the maximal function in Lemma 2.1 and the
strong (2, 2) type estimate of T1 in Lemma 2.4, we deduce
|{x ∈ Q˜ :M(|T1f1|2)(x) > 1}| ≤|{x ∈ Rn :M(|T1f1|2)(x) > 1}|
≤C‖T1f1‖22 ≤ C‖f1‖22 ≤ Cδ2|4Q|,
(3.56)
and hence we can choose 0 < δ ≤ 1 small enough such that
|{x ∈ Q˜ :M(|T1f |2)(x) > 1}| < 1
2
|Q˜| (3.57)
for 0 < β < 1. It follows from (3.54) and (3.57) that
|{x ∈ Q˜ :M(|T1f |2)(x) ≤ 1}∩{x ∈ Q˜ :M(f2)(x) ≤ δ2}∩{x ∈ Q˜ :M(|T1f1|2)(x) ≤ 1}| > 0,
(3.58)
which implies that there exists x0 ∈ Q˜ such that
M(|T1f |2)(x0) ≤ 1,M(f2)(x0) ≤ δ2,M(|T1f1|2)(x0) ≤ 1. (3.59)
Then one has
M(f22 )(x0) ≤M(f2)(x0) ≤ δ2. (3.60)
Moreover, since
|T1f2|2 = |T1f − T1f1|2 ≤ 2(|T1f |2 + |T1f1|2),
it yields
M(|T1f2|2)(x0) ≤ 2(M(|T1f |2)(x0) +M(|T1f1|2)(x0)) ≤ 4, (3.61)
where x0 ∈ Q˜ ⊂ 3Q is same as in (3.59). Then due to Lemma 3.1 and (3.52), one has
M(|T1f2|2)(x) ≤ max{2 · 5n, (2 + C)2} = N
2
4
(3.62)
for any x ∈ Q. Similar to (3.61), one can show that
M(|T1f |2)(x) ≤ 2(M(|T1f1|2)(x) +M(|T1f2|2)(x)) (3.63)
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for any x ∈ Rn, which implies that
|{x ∈ Q :M(|T1f |2)(x) > N2}| ≤|{x ∈ Q :M(|T1f1|2)(x) > N
2
4
}|
+|{x ∈ Q :M(|T1f2|2)(x) > N
2
4
}|
=|{x ∈ Q :M(|T1f1|2)(x) > N
2
4
}|
≤C1 4‖T1f1‖
2
2
N2
≤ C‖f1‖
2
2
N2
≤ Cδ
2|4Q|
N2
,
where the weak (1,1) type estimate of M in Lemma 2.1 and (3.55) have been applied. Let
0 < δ ≤ 1 be small enough and then the proof of the lemma is finished. 
With help of Caldero´n-Zygmund decomposition, one can prove
Lemma 3.3. Let Q be a cube in Rn, µ and δ be given by Lemma 3.2. Assume that
f ∈ L2(Rn) satisfying
|{x ∈ Q :M(|T1f |2)(x) > N2}| ≤ µ|Q|. (3.64)
Then
|{x ∈ Q :M(|T1f |2)(x) > N2}|
≤2µ(|{x ∈ Q :M(|T1f |2)(x) > 1}|+ |{x ∈ Q :M(f2)(x) > δ2}|).
(3.65)
The proof of Lemma 3.3 is referred to [4] and we omit it here. The following lemma
follows directly from Lemma 3.3.
Lemma 3.4. Assume that f ∈ L2(Rn). Then for any λ > 0 and 0 < β < 1,
|{x ∈ Rn :M(|T1f |2)(x) > λN2}|
≤2µ(|{x ∈ Q :M(|T1f |2)(x) > λ}|+ |{x ∈ Q :M(f2)(x) > λδ2}|).
(3.66)
Proof. By replacing f by f
λ
, it is sufficient to prove (3.66) with λ = 1. Let
Rn =
∞⋃
i=1
Q¯i,
where Qi(i = 1, 2, · · · ) are cubes with the same side-length such that Qi ∩ Qj = ∅ if i 6= j
and Q¯i(i = 1, 2, · · · ) are the closures respectively. By Lemma 3.3, it is only needed to prove
|{x ∈ Qi :M(|T1f |2)(x) > N2}| ≤ µ|Qi| (3.67)
for any i = 1, 2, · · · . Since
|{x ∈ Rn :M(|T1f |2)(x) > N2}| ≤ C ‖T1f‖2
N2
≤ C ‖f‖2
N2
,
we can choose Qi large enough such that (3.67) holds for any i = 1, 2, · · · and the proof of
the lemma is finished. 
Now we are ready to prove our main results.
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Proof of Theorem 2.3. In case of q = 2, it is proved in Lemma 2.4. In case of 2 < q < ∞,
due to (3.66), one has∫
Rn
(M(|T1f |2)(x))
q
2 dx =
q
2
∫ ∞
0
t
q
2
−1|{x ∈ Rn :M(|T1f |2)(x) > t}|dt
=
q
2
N q
∫ ∞
0
t
q
2
−1|{x ∈ Rn :M(|T1f |2)(x) > N2t}|dt
≤µqN q
∫ ∞
0
t
q
2
−1(|{x ∈ Rn :M(|T1f |2)(x) > t}|
+ |{x ∈ Rn :M(f2)(x) > tδ2}|)dt.
(3.68)
Let µ = 12qNq . It follows that∫
Rn
(M(|T1f |2)(x))
q
2 dx ≤
∫ ∞
0
t
q
2
−1|{x ∈ Rn :M(f2)(x) > tδ2}|dt
≤ 1
δq
∫ ∞
0
t
q
2
−1|{x ∈ Rn :M(f2)(x) > t}|dt
≤ 1
δq
(C q
2
)
q
2
∫ n
R
|f |qdx,
(3.69)
where in the last inequality we used the strong ( q2 ,
q
2 ) type inequality of the maximal function
in Lemma 2.1 for 2 < q < ∞. Since |Tεf |2(x) ≤ M(|T1f |2)(x) a.e., (2.7) in Theorem 1.3
follows.
The case 1 < q < 2 can be proved by using the duality method. It is referred to [5, 7] for
more details and we omit it here. The proof of the theorem is complete. 
Proof of Theorem 1.2. Combining Lemma 2.2 with Theorem 2.3, we obtain Theorem 1.2
and the proof is complete. 
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