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Abstrat
We introdue a new formalism for dealing with networks of queues. The formalism is based on the
Doi-Peliti seond quantization method for reation diusion systems. As a demonstration of the method's
utility we ompute perturbatively the dierent time busy-busy orrelations between two servers in a Jakson
network.
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1 Introdution
A Jakson network onsists of a set of ustomers performing random walks within a network of queues, where
ustomers may also be added (in a Poisson manner) or removed from the network. A well known theorem
(Jakson's theorem[1℄) states that the instantaneous steady-state behavior of suh a queueing network has
the same statistis as a set of independent M/M/1 queues. In ontrast to this simple result, dynamial
properties of queueing networks are quite involved due to the appearane of orrelations between events at
dierent times. As very little is known about the nature of these orrelations, a systemati approah would
be interesting. Providing suh an approah is one of the purposes of this paper.
Another purpose of this paper is to point out a onnetion between queueing networks and various physial
models known as "reation diusion models" (RD) that are used to model bulk hemial reations and various
other partile dynamis. RD systems have beneted enormously from a major insight into the problem that
was made by Doi and Peliti, who notied ( independently) the usefulness of quantum many body tehniques
to analyze the RD problem. Their insight was that the RD problem ould be written using quantum-
mehanis-like "seond quantized" operators to desribe the hopping and interations of the partiles.
RD models are used to desribe the mirosopi motion of partiles through a medium whih has a diusive
eet on the partiles. If one onsiders a queue ustomer as a partile and a server as a site at whih an
interation takes plae, the hopping an be onsidered as the result of the ustomers getting randomly
routed to other servers and being queued there. The desription of a queueing network as a set of ustomers
performing random walks is more or less standard, but the relationship to moleules adrift in a medium
seems to have been negleted. One the analogy is made, we an borrow some of the tehniques used in
these theories to reformulate some queueing models in a suggestive (and in some ases simpler) form. This
reformulation will allow us to develop a systemati perturbation expansion of server state orrelations i.e.
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the busy-busy orrelation of two dierent queues (at dierent times). We shall alulate the rst order term
in the perturbation, whih appears to be a new result, and gives us a formula that is found to be numerially
valid aross a wide range of simulated network parameters.
The paper is organized as follows: after a brief review of relevant previous work the Doi-Peliti formalism
shall be introdued and applied to queues in setion 3. In sub-setion 3.3 we shall introdue the dynami
operator that represents the Jakson network and show how the equilibrium statistis an be easily derived
from the operator. The generalization to dynami orrelations will be disussed in setion 4. In setion 5 we
shall generate a formal perturbation expansion for the "propagator" of the Jakson network operator. We
shall use the expansion to alulate the (Laplae transformed) "busy-busy" orrelation funtion. In setion
6 the perturbation results will be ompared to simulations. Setion 7 is devoted to remarks on possible
extensions and shortomings of the tehnique.
2 Previous Work
Seond quantization was introdued in reation diusion problems by Doi and Peliti[2℄. The method has
been developed quite extensively by Cardy and others[3℄. The relationship between RD and queueing was
pointed out by[4℄.
The possibility to ompute orrelation funtions perturbatively for the queue network depends on the
knowledge of the Green's funtion for the single M/M/1 queue. A onvenient representation, that maps into
a normal-ordered seond quantized form was derived by [7℄.
An approah that is very similar to the one presented here is that of Massey[5℄[6℄. In a series of papers
he denes "an operator theoreti approah" to Markovian queues. These operators are reminisent of the
quantum mehanial (QM) reation and annihilation operators introdued here. Indeed, the work presented
here ould be viewed as an extension of Massey's work (although the author ame about the representation
independently), but the emphasis of this paper is quite dierent. This paper deals mostly with dynamial
properties of queues and the possibility to get perturbative results for orrelations. While setion 3 an be
viewed as a review of known queueing results in a seond quantized framework, the rest of the paper goes
beyond this, to obtain new, dynamial results. For readers unfamiliar with the operator theoreti approah,
setion 3 an be used to make ontat with standard queueing theory formalism.
3 Seond quantization formalism
3.1 General
We dene the state of a queue as the number of partiles (ustomers) stored in the queue (we inlude the
ustomer being servied as being the rst in queue). A queue with n partiles is denoted by the ket |n〉.
In addition, we dene a set of orthogonal bra states 〈m| suh that the inner produt〈m|n〉 = δmn . For a
system of multiple queues indexed by i a snapshot of the system is given by a diret produt of all single
site states: |n1, n2 . . . 〉 =
∏
k |nk〉k. The probability vetor of all states an be given as a sum of all possible
ongurations |ψ〉 =∑n1 ∑n1 . . . P (n1, n2 . . . )∏k |nk〉.
Following the usual ourse[3℄, we dene reation and annihilation operators (sometimes alled  ladder 
operators) a+ and a respetively, that have the following eet on the states:
2
a|n〉 = n|n− 1〉 annihilation
a+|n〉 = |n+ 1〉 creation (3.1)
Whih generalizes to
ai|n1〉1|n2〉2 . . . |ni〉i · · · = ni|n1〉1|n2〉2 . . . |ni − 1〉i . . . annihilation
a+i |n1〉1|n2〉2 . . . |ni〉i · · · = |n1〉1|n2〉2 . . . |ni + 1〉i . . . creation (3.2)
It turns out that although the annihilation operator a has a simple ommutation relation with the reation
operator a+, it is not a useful operator when dealing with the M/M/1 queue. This is due to the fat that he
probability to leave a queue is not a funtion of the number of items in the queue (no mass ation law[8℄).
Instead of the a operator, we shall dene an modied annihilation operator Q suh that
|n− 1〉 = Q|n〉 for n > 0
0 = Q|0〉 (3.3)
So that a+ an be onsidered as an operator that adds a single lient to a queue and Q as an operator
that removes a lient ( i.e. via serving the lient).
3.2 Single queue M/M/1 at equilibrium
Using the ladder operators Q and a+ [9℄ , the M/M/1 queue master equation
P˙k = µ(Pk+1 − Pk) + λ(Pk−1 − Pk) k > 0
P˙0 = µP1 − λP0 (3.4)
has the operator form of
∂t|ψ〉 = L|ψ〉 (3.5)
with
L = (1− a+)(µQ − λ) = µ(1 − a+)(Q− ρ). (3.6)
Where ρ = λµ as usual.
There is nothing mystial about the notation. The summation of ongurations that dene
the wave funtion |ψ〉 is quite similar to a z-transform of the probability vetor, i.e. ψ(~z) =∑
n1
∑
n1
. . . P (n1, n2 . . . )
∏
k z
nk
k . The ladder operator a
+
is equivalent to multiplying by z and the lowering
operator a is equivalent to dierentiating by z (that is ∂z). The Q operator is slightly less familiar, but
an be viewed as the operation of ψ(z) → ψ(z)−ψ(0)z . It is just more onvenient to treat these as abstrat
operators.
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As pointed out in Massey's papers, the equilibrium solution
0 = L|ψ〉 (3.7)
an be obtained by observing that in order to obtain 0 = µ(1− a+)(Q− ρ)|ψ〉 it is enough to nd a state
that obeys 0 = (Q−ρ)|ψ〉. We note that the modied annihilation operator Q generates a set of eigen-states,
similar to the oherent states that exist in quantum mehanis. Namely
x
1
1− xa+ |0〉 = Q
1
1− xa+ |0〉. (3.8)
As an be seen by expanding in x. We see that (Q − ρ) 11−xa+ |0〉 = (x − ρ) 11−xa+ |0〉 so that by setting
x = ρ we an solve equation 3.7 with
|ρ〉 ≡ 1− ρ
1− ρa+ |0〉 = {1− ρ}{|0〉+ ρ|1〉+ ρ
2|2〉+ . . . } (3.9)
The formal time dependent solution to the M/M/1 queue, starting with an initial probability state |ψ0〉
is |ψ(t)〉 = etL|ψ0〉 and due to the Markov-hain nature of the M/M/1 model we expet that the long time
behavior of arbitrary physial initial onditions relaxes to the equilibrium state |ρ〉[10℄. In what follows we
shall sometimes all the time domain Green's funtion etL the propagator. Various average quantities an
be obtained by onstruting expetation values with the unit bra
〈I| ≡ 〈0|+ 〈1|+ 〈2|+ ... (3.10)
For example, suppose we are interested in the average busy ratio b of an equilibrized queue. The operator
ombination a+Q represents an objet that returns 1 when the queue is not empty and 0 otherwise. Hene
b = 〈I|a+Q|ρ〉 whih an be easily evaluated as ρ .
3.3 Open Jakson network of queues at equilibrium
The open Jakson network looks like this:
∂t|ψ〉 =
∑
j
(1− a+j )[
∑
i
(δij − ri→j)µiQi − γj ]|ψ〉 (3.11)
To simplify, we dene Lij = (δij − ri→j)µi and
Lijρi = γj (3.12)
so that the open Jakson network operator beomes
∂t|ψ〉 = (1 − a+j )Lij [Qi − ρi]|ψ〉 (3.13)
In this form is now quite easy to verify that the produt form
|ρ1, ρ2, . . . 〉 =
∏
k
(1−ρk)
1−a+
k
ρk
|0〉 is the stationary solution of the open M/M/1 Jakson network, thus proving
Jakson's theorem.
4
4 Queue dynamis in the seond quantized formalism
4.1 Expetation values and orrelations
We have seen that the seond quantized formalism allows us to express averages of funtions of the oupation
number as the expetation values of various operators. For example, as stated above, the operator a+Q
projets out of a probability vetor all states that are non empty (namely a+Q|n〉 = |n〉 for n > 0 and
a+Q|0〉 = 0). Similarly, (a+)2(Q)2 projets out all states that have 2 or more ustomers in queue. In
fat, the term (a+)nQn − (a+)n+1Qn+1projets out the state that has exatly n ustomers. We see that at
least formally, given a probability vetor |ψ〉we an extrat all queue oupation information by onsidering
expetation values of operators O, 〈I|O|ψ〉.
Suppose we know the queue state at time 0 and we want to nd the average of some queue oupation
number quantity at time t . Assuming that the initial queue state is |ψ0〉, the formal solution at time t is
|ψ(t)〉 = etL|ψ0〉 so that the expetation value of the operator O beomes 〈I|O|ψ(t)〉 = 〈I|OetL|ψ0〉. This
expetation value an be interpreted as an average measurement performed on a queue after it has evolved
from the initial state for a period t.
Let us now onsider the ase of orrelation funtions, i.e. measurements taken at two dierent times. If
we have two operators O1, O2 that represent two measurements of the queue behavior, we an onstrut the
orrelation funtion as 〈I|O2etLO1|ψ〉. This objet is equivalent to starting out with a distribution |ψ〉 of
initial onditions of the queue, measuring the value of O1, then evolving the queue for a time t, measuring
the value of O2 and then averaging over all evolutions and all initial onditions given by |ψ〉. If we are
interested in steady state orrelations, we may replae the generi initial ondition |ψ〉 with the steady state
solution |ρ〉 .
Correlation funtions are important beause they give dynamial information regarding queue evolution.
The orrelation funtion is the rst moment of the joint probability distribution < ab >=
∫
dadb abP (a, b),
so that the joint probability of our two measurements an be extrated from a generating funtion J(p, q) =
〈I|eipO2etLeiqO2 |ψ〉.
4.2 Single queue M/M/1 orrelation funtions
What is the orrelation between the server state (i.e. busy or empty) at time 0 and time t ? If the initial
queue state distribution is |ψ0〉 we need to ompute
C(t) =
〈I|a+QetLa+Q|ψ0〉
〈I|ψ0〉 (4.1)
whih simplies for |ψ0〉 = |ρ〉 to C(t) = ρ〈I|QetLa+|ρ〉.
Quantum mehanis teahes us that expressions suh as this an be dealt with onveniently if the operators
inside are normal-ordered, that is, brought to a form suh that all annihilation operators are near the ket
|ρ〉 and all the reation operators are near the bra 〈I| . The propagator g(t) = etL does not have a simple
normal ordered form, but happily, its Laplae transform gˆ(ω) = 1ω−L has been redued to suh a form by [7℄,
although they did not use an operator formalism. For ompleteness we present the derivation in appendix
A. The nal result is
gˆ(ω) =
x/(µρ)
(1− xa+) (1 +
x
ρ− x (1− a
+Q))
1
(1 − xQ/ρ) (4.2)
where
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x(ω) =
(ω/µ+ ρ+ 1)−
√
(ω/µ+ ρ+ 1)2 − 4ρ
2
(4.3)
.
We note that gˆ(ω) is normal ordered and that omputing Cˆ(ω) = ρ〈I|Qgˆ(ω)a+|ρ〉 beomes a simple
(although tedious) exerise if one realls that Qa+ = 1. The result is
ρ〈I|Qgˆ(ω)a+|ρ〉 = x
µ(1 − x)(ρ− x) (ρ+ ρx− x) (4.4)
(see appendix B for details).
4.3 Jakson network orrelation funtions
Consider queue β at time 0 and queue α at time t (α 6= β). If both queues are not empty at the respetive
times, we say the busy-busy orrelation is 1, and zero otherwise. In equilibrium ( that is, starting out with
the stationary state at time zero), this funtion an be desribed as:
Cαβ(t) = 〈I|a+αQαetLa+βQβ|ρ〉 = ρβ〈I|QαetLa+β |ρ〉 (4.5)
where this time, L = (1− a+j )Lij [Qi− ρi] is the dynami operator of the Jakson network. Unfortunately,
the exat normal ordered form for etL or for its Laplae transform 1ω−L is not known, so that in order to
alulate the orrelation funtion we must resort to approximations. In the next setion we shall apply
perturbation theory, whih allows a systemati approximation sheme in terms of a small parameter.
5 Perturbation expansion for Jakson networks
5.1 The General Formalism
We shall onsider a perturbative expansion around the diagonal part of the Jakson operator. That is, we
onsider the Jakson network as a perturbation around a set of independent M/M/1 queues, with a weak
oupling to eah other. The soure rate of eah unperturbed queue is µkρk, that is, the eetive rate whih
appears in the steady state solution to the full network. The perturbation is the non Markovian eet of
ross talk between the independent queues.
if we onsider
Lij = L
0 + ǫL1 = (δij)µi − ǫri→jµi (5.1)
we may write the operator as
L =
∑
i,j
(1 − a+j )(δij − ǫri→j)µi[Qi − ρi] =
=
∑
j
(1 − a+j )µj [Qj − ρj ]− ǫ
∑
i,j
(1− a+j )ri→jµi[Qi − ρj ] =
=L0 + ǫW
(5.2)
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Where we have set L0 =
∑
j(1 − a+j )µj [Qj − ρj ] as the unperturbed operator and W = −
∑
i,j(1 −
a+j )ri→jµi[Qi − ρj ] the perturbation.
While it may seem unnatural to x the values of the ρk and to expand around the diagonal terms of L
rather than xing the values of the γk, this form of splitting of the operator has the advantage that the
stationary solution remains unhanged for all values of ǫ. When we alulate orrelations with respet to
the stationary state, we an avoid modiations (familiar in perturbation theoreti expansions) due to the
hange in the stationary state.
The propagator for the unperturbed operator is just a produt of propagators for unoupled queues
G0(t) =∏ g0i (t)
The propagator etL beomes
et[L
0+ǫW ] = G0(t) + ǫ
∫ t
0
dτG0(τ)WG0(t− τ) + ǫ2
∫ t
0
dτ1
∫ τ1
0
dτ2G0(τ1)WG0(τ2)WG0(t− τ1− τ2)+ ... (5.3)
and Laplae transforming yields:
G(ω) = G0(ω) + ǫG0(ω)WG0(ω) + ǫ2G0(ω)WG0(ω)WG0(ω) + ... (5.4)
While trying to obtain useful perturbative results we are faed with two tehnial diulties, the rst
being the need to put the terms in the perturbation series in normal order and the seond is the need to
Laplae transform a produt of propagators. The transformation of the produt form of G0(t) = ∏ g0i (t)
into the onvolved Laplae transformed form of G0(ω) is rather involved. Dealing only with o-diagonal
orrelations and only the rst order in the perturbation expansion will allow us to simplify matters, as long
as we onsider diret alulations of orrelation funtions.
5.2 Perturbation expansion of the busy-busy orrelation funtion
Consider queue β at time 0 and queue α at time t (α 6= β). If both queues are not empty at the respetive
times, we say the busy-busy orrelation is 1, and zero otherwise. As pointed out in 4.3 the busy busy
orrelation funtion is:
Cαβ(t) = 〈I|a+αQαG(t)a+βQβ|ρ〉 = ρβ〈Iα|QαG(t)a+β |ρα〉 (5.5)
Expanding Cα,β(t)in ǫ as Cα,β(t) = C
0
α,β(t) + ǫC
1
α,β(t) + . . . we nd (using the propagator expansion in
the time domain (equation (5.3)),
C0α,β(t) = ρβ〈Iα|QαG0(t)a+α |ρα〉
C1α,β(t) = ρβ
∫ t
0
〈I|QαG0(τ)WG0(t− τ)a+β |ρ〉 (5.6)
Furthermore, the produt strutures of G0 and of the stationary state |ρ〉 allow us to deouple the zero
order term in the expansion:
C0α,β(t) = ρβ〈I|Qαg0α(t)g0β(t)a+β |ρ〉 = ρβ〈I|Qαa+β |ρ〉 = ρβ < Qα >< a+β > (5.7)
and the rst order perturbation is:
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C1α,β(t) = ρβ
∑
ij
δLi,j
∫ t
0
〈I|Qαg0α(τ)(1 − a+j )[Qi − ρi]g0β(t− τ)a+β |ρ〉dτ. (5.8)
All ases where α 6= jor β 6= i vanish due to the ommutations [Xi, Yj ] = 0 for i 6= j, leaving us with
C1α,β(t) = ρβδLβ,α
∫ t
0
〈I|Qαg0α(τ)(1 − a+α )[Qβ − ρβ ]g0β(t− τ)a+β |ρ〉dτ. (5.9)
Again, the produt struture of the stationary solution omes to our aid allowing us to deouple:
C1α,β(t) = ρβδLβ,α
∫ t
0
〈Iα|Qαg0α(τ)(1 − a+α )|ρα〉〈Iβ |[Qβ − ρβ ]g0β(t− τ)a+β |ρβ〉dτ.
This is simple enough to allow us to perform a Laplae transform:
Cˆαβ(ω) = Cˆ
0
α,β(ω) + ǫCˆ
1
α,β(ω) + . . . .
with
Cˆ0α,β(ω) =
ρβ〈I|Qαa
+
β
|ρ〉
ω =
ραρβ
ω
Cˆ1α,β(ω) = ρβδLβ,α〈Iα|Qαgˆ0α(ω)(1− a+α )|ρα〉〈Iβ |[Qβ − ρβ ]gˆ0β(ω)a+β |ρβ〉
Expanding the Cˆ1α,β(ω) expression we remain with
Cˆαβ(ω) =
ραρβ
ω
+ ǫρβδLβ,α[
ρα
ω
− 〈Iα|Qαgˆ0α(ω)a+α |ρα〉][〈Iβ |Qβ gˆ0β(ω)a+β |ρβ〉 −
ρβ
ω
]...
and using the results in appendix B
Cˆαβ(ω) =
ραρβ
ω
+ ǫρβδLβ,α[
ρα − xα
ω
− xα
µαρα(1− xα) ][
xβ
µβρβ(1 − xβ) +
xβ − ρβ
ω
] + ... (5.10)
This is the main result of the paper. The non zero O(ǫ) term in the expansion is a diret demonstration
of the fat that the atual dynamis of Jakson networks are not equivalent to an independent Poissonian
arrival system, even though the stationary state appears to behave as one. In the next setion we shall
ompare our result to simulations of various networks. But before that we shall omment on the orrelation
behavior a single queue with respet to itself.
5.3 Same queue orrelations and busy periods
The same queue orrelation funtion
Cαα(t) = 〈I|a+αQαG(t)a+αQα|ρ〉 = ρα〈I|QαG(t)a+α |ρ〉 annot be dedued as speial ase of the inter-queue
orrelation alulated above. This is due to two fats. The rst is that the unperturbed situation C0αα(t) is
dierent: C0αα(t) = ρα〈I|Qαg0α(t)a+α |ρ〉 , depending on one g0 only. The seond fat is that the rst order
term in ǫ vanishes beause the perturbation term W doesn't ontribute to the diagonal, Wαα = 0.
It is beyond the sope of this paper to deal with the seond order ontribution, however, an interesting
result an be extrated from this behavior- the mean busy period of a single server in a Jakson network
is idential to the independent server mean busy period. This is dedued by onsidering the limit of two
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nearby (in time) measurements: The busy state of a server at time t and the busy state of the server at
time t + τ where τ is small. If the rst measurement is busy and the seond is idle, a busy period has
terminated somewhere between t and t+ τ . In the limit of τ → 0 this will give τ times the density of busy
period endings. On the other hand, the situation in whih these to events our is exatly what is measured
by the orrelation
〈I|(1 − a+αQα)G(τ)a+αQα|ρ〉 = 〈I|(1 − a+αQα) [1 + τL] a+αQα|ρ〉+O(τ2)
However, L = L0 + ǫW and beause the rst term in ǫ vanishes, we are left with the result,
〈I|(1 − a+αQα)G(τ)a+αQα|ρ〉 = τ〈I|(1 − a+αQα)L0a+αQα|ρ〉 + O(τ2), exatly the same result as for the
unperturbed ase.
The density of the busy period endings is the inverse of the mean time between two busy periods, whih
is omposed of the sum of the mean busy period and the mean idle period. Sine the fration of the of
time that the queue is busy is also independent of the perturbation, the mean busy period must remain
unhanged, and this result holds for all orders of the perturbation.
6 Comparisons to Simulations
6.1 On the y Laplae transforms
In order to test the auray of the perturbation expansion we have used simulations to ompute busy-busy
orrelations for various Jakson networks. We simulate a Jakson network and monitor the queue states.
We perform the Laplae transforms on the y by onsidering the produt of the instantaneous server state
of queue α with the exponential averaged server state of queue β. The umulative average of these produts
are equivalent to the Laplae transform of the orrelation funtions at equilibrium. The simulation used is
event driven so that it is useful to desribe how these averages an be performed during an event driven
simulation.
If we term the busy indiator of the server of queue η at time t by bη , We onsider
Bβ(ω, T ) =
∫ ∞
0
bβ(T − t)e−ωtdt (6.1)
and
Cαβ(ω, T ) =
∫ ∞
0
bα(T )bβ(T − t)e−ωtdt = bα(T )Bβ(ω, T ) (6.2)
so that Cαβ(ω) =< Cαβ(ω, T ) >T=< bα(T )Bβ(ω, T ) >T .
So that Bβ(T )an be obtained by the exponential averaging dened by
B(T0 +∆) = e
−ω∆[B(T0) +
∫ ∆
0
eωτb(T0 + τ)dτ ] (6.3)
Furthermore, the busy status of the servers remain xed between eah paket arrival (or departure) event,
thus the exponential average is very easy to evaluate in an event driven simulation. Suppose that there is
no hange in the busy state of either queue between times T0 and T1. Then,
Bβ(T1) = e
−ω(T1−T0)B(T0) +
(1 − e−ω(T1−T0))
ω
bβ(T0+) (6.4)
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Averages an be obtained by integrating Cαβ(ω, T ) over time and normalizing. Consider the ontribution
to the integral of Cαβ(ω, T ) between the times T0 and T1 = T0 +∆:
∫ ∆
0
Cαβ(ω, T0 + τ)dτ =
∫ ∆
0
bα(T0 + τ)Bβ(ω, T0 + τ)dτ (6.5)
but sine bα, bβ are xed during this period,
∫ ∆
0
bα(T0 + τ)Bβ(ω, T0 + τ)dτ = bα(T0+)
∫ ∆
0
[e−ωτBβ(T0+) +
(1− e−ωτ )
ω
bβ(T0+)]dτ =
= bα(T0+)Bβ(T0+)
(1− e−ω∆)
ω
+
bα(T0+)bβ(T0+)
ω
[∆− (1− e
−ω∆)
ω
]
This gives us two equations to update at eah event:
Bβ(T1) = e
−ω∆B(T0) +
(1− e−ω∆)
ω
bβ(T0 + ǫ)∫ T1
0
dtCαβ(t) =
∫ T0
0
dtCαβ(t) + bα(T0+)Bβ(T0+)
(1− e−ω∆)
ω
+
bα(T0+)bβ(T0+)
ω
[∆− (1− e
−ω∆)
ω
] (6.6)
(the ω dependene is suppressed for brevity).
Normalizing to
1
T
∫ T
0 dtCαβ(ω, t) gives an estimate of < Cαβ(ω, T ) >T and thus of Cαβ(ω).
6.2 Simulation results
We simulated a set of networks, for an arbitrary hoie of ρ (dened by equation (3.12) ). we measured
o-diagonal orrelations for various values of ω and subtrated the 0th order perturbation term
ραρβ
ω from
the measured values. The data obtained is presented in two ways:
1. For networks that only dier by the value of the perturbation, we plot the value of the subtrated
orrelation, normalized by the perturbation δLβ,α = rβ→αµβ , as a funtion of ω. We expet that the
data ollapse to the same urve as long as rst order perturbation theory is aurate.
2. In order to allow for data ollapse of dierent families of networks, the subtrated values were normalized
by the omputed perturbation (equation 5.10) ρβ [
ρα−xα
ω − xαµαρα(1−xα) ][
xβ′
µβρβ(1−xβ)
+
xβ−ρβ
ω ], leaving us
with values were plotted with respet to δLβ,α = rβ→αµβ . Aurate results are reeted by a straight
line ollapse.
A family of 2X2 matries was tested: ri→j =
[
0 p
2p 0
]
, xing {ρ1, ρ2} = {0.3, 0.7} and {µ1, µ2} = {0.3, 0.2},
we sanned the range with p ∈ [0.05, 0.1, 0.2, 0.3, 0.32] and plotted the results ( saled by the perturbation)
in gure 1.
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Figure 1: Type (1) data ollapse for the Laplae transform of the (subtrated) orrelation funtion, saled
by the perturbation value. the lines marked by 2p represent < b2b1 > orrelations, and the lines marked
by p represent < b1b2 > orrelations. The deviations from the rst order result (marked theory) are due
to higher order ontributions. Error bars mark one RMS of statistial deviation ( based on splitting the
simulation run into sub runs of 10,000 seonds). The total simulation is approximately 2,560,000 seonds ,
or 1M events on queue 1 and about 1.7M events on queue 2. The inset shows type (2) data ollapse- dividing
out the (unsaled) perturbation result and plotting the result versus the perturbation amplitude. A 45o
straight line (marked Theory) indiates exat mathing to rst order theory. Error bars are suppressed for
larity.
While a good t is observed for all values of the perturbation and of the frequeny, systemati deviations,
probably due to higher order orretions are observable. Fits of similar quality were obtained for larger
11
networks (data not shown).
7 Conlusions
Having desribed the utility of the seond quantization point of view it might be onsidered natural to
point out other queueing quantities that ould be alulated by various manipulations of the tehnique; For
example, dierent orrelation funtions suh as the queue depth orrelator and other moments of the queue
depth an be obtained. Similarly, obtaining higher order terms in the perturbation expansion appears to be
a tehnially non trivial extension. Indeed, a diagrammati expansion for managing higher order terms may
be formulated[11℄. The dynamis of other queueing models besides M/M/1 also seem to be approahable in
this tehnique (as pointed out above, the M/M/∞ queue and network an be written using QM harmoni-
osillator ladder operators). However, instead of dwelling on various extensions of the formalism (whih will
be explored elsewhere), the author would like to point out some shortomings of the tehnique, in other
words- what is laking in the seond quantization formalism.
The reason a reation diusion approah is useful for queues is due to the fat the the questions asked
in this paper do not relate diretly to the FIFO nature of the problem. The partiles were viewed as
indistinguishable, and the entire information about a queue state was enoded in the number of partiles
waiting at the queue. The information about the order of the partiles waiting in the queue is lost in this
representation. Thus, questions that relate to the experiene of a spei partile (e.g. waiting times) annot
be formulated. Issues suh as jitter ( how the inter-arrival time of two partiles at the destination is related
to the inter-injetion time at the soure) annot be addressed either.
This is somewhat analogous to the dierene between Eulerian and Lagrangian views in uid
dynamis[12℄. In the Lagrangian approah one onsiders the trajetories of tagged uid parels that are
adveted with the ow. The Eulerian approah examines the behavior at xed positions in spae and on-
siders the density and veloity of the uid owing through these positions. It ould be argued that while the
Eulerian approah is tehnially more understood, the Lagrangian approah aptures various aspets that
are very diult to introdue in the Eulerian point of view (e.g. the invariane under Galilean invariane
that removes the sweeping eet that masks various orrelation funtions).
It is diult to ask Lagrangian type questions it the operator formalism. Massey attempted an extension
in [6℄, but in is unlear how to use the results obtained there. In the framework of the asymmetri simple
exlusion proess(ASEP) it is possible to examine the behavior of traer partiles[13℄, but the appliation
to queues is not obvious.
A Single queue green's funtion
The propagator is dened as the operator g(t) = etL, and the Green's funtion is its Laplae transform
gˆ(ω) = 1ω−L . We are interested in a normal ordered form for the Green's funtion in whih all the Q
operators are on the right and the a+are on the left ( so that g|0〉 is a simple alulation). Following [7℄, we
start with
gˆ(ω) =
1
ω − µ(1− a+)(Q − z) =
1
ω − µ(Q− ρ+ a+ρ− 1) + µ(a+Q− 1) . (A.1)
The authors of [7℄ note that gˆ0(ω) =
1
ω−µ(Q−ρ+a+ρ−1) is easily normal ordered by the ansatz:
x/(µρ)
(1−xa+)
1
(1−xQ/ρ) (for a yet to be determined value of x), whih an be seen by diretly applying
12
[ω − µ(Q − ρ+ a+ρ− 1)] 1(1−xa+) 1(1−xQ/ρ) =
= [ω − µ(x− ρ− 1)− µρx ] 1(1−xa+) 1(1−xQ/ρ) + µρx [1− xQ/ρ] 1(1−xQ/ρ) =
[ω − µ(x− ρ− 1)− µρ
x
]
1
(1− xa+)
1
(1− xQ/ρ) +
µρ
x
. (A.2)
If we demand that x(ω)solves
[ω − µ(x − ρ− 1)− µρ
x
] = 0, (A.3)
then the above inversion implies that we an write gˆ0(ω) as
gˆ0(ω) =
x/(µρ)
(1− xa+)
1
(1− xQ/ρ) . (A.4)
Given gˆ0(ω) the authors of [7℄ perturbatively iterate for G:
gˆ(ω) =
1
gˆ−10 + µ(a
+Q− 1) =
= gˆ0 − gˆ0µ(a+Q− 1)gˆ0 + gˆ0µ(a+Q− 1)gˆ0µ(a+Q− 1)gˆ0 + ...
noting that
(a+Q− 1)gˆ0(a+Q− 1) = |0〉〈0| x/(µρ)
(1− xa+)
1
(1− xQ/ρ) |0〉〈0| = (1 − a
+Q)x/(µz)
we retrieve
gˆ(ω) = gˆ0 − µρρ−x gˆ0(a+Q− 1)gˆ0 = gˆ0 − x
2/(µρ)
ρ−x (1−xa+) (a
+Q− 1) 1(1−xQ/ρ) =
= x/(µρ)(1−xa+)
1
(1−xQ/ρ) − x
2/(µρ)
ρ−x (1−xa+) (a
+Q− 1) 1(1−xQ/ρ) =
=
x/(µρ)
(1 − xa+) (1 −
x
ρ− x(a
+Q− 1)) 1
(1− xQ/ρ) . (A.5)
We are left with solving equation A.3 for x(ω):
x± =
(ω/µ+ρ+1)±
√
(ω/µ+ρ+1)2−4ρ
2
in order to deide the sign of the root, we note that for onvergene we must have |x| < 1. We further
note that for ω = 0
x± =
(ρ+1)±
√
(ρ+1)2−4ρ
2 =
(ρ+1)±|ρ−1|
2 = {ρ, 1} (ρ < 1)
and sine we expet onvergene at this point, we must hoose the negative root
x(ω) =
(ω/µ+ ρ+ 1)−
√
(ω/µ+ ρ+ 1)2 − 4ρ
2
(A.6)
13
B Single queue busy-busy orrelation
We want to evaluate 〈I|Qgˆ(ω)a+|ρ〉. The idea is to push all the Q's to the right hand side and all the a+'s
to the left.
〈I|Qgˆ(ω)a+|ρ〉 = x
µρ
〈I|Q
(1 − xa+) (1 −
x
ρ− x(a
+Q− 1)) 1
(1− xQ/ρ)a
+|ρ〉 (B.1)
= xµρ〈I|[Q + x(1−xa+) ](1− xρ−x (a+Q− 1))[ x/ρ(1−xQ/ρ) + a+]|ρ〉
= xµρ〈I|[Q + x(1−x) ](1 − xρ−x (a+Q− 1))[ x/ρ(1−x) + a+]|ρ〉
= xµρ〈I|[Q + x(1−x) ]([ x/ρ(1−x) + a+]− xρ−x (a+Q − 1)[ x/ρ(1−x) + a+])|ρ〉
= xµρ〈I|[Q + x(1−x) ]([ x/ρ(1−x) + a+]− xρ−x [(a+ρ− 1) x/ρ(1−x) ])|ρ〉
= xµρ〈I|[Q + x(1−x) ]([ x(1−x)(ρ−x) + a+ (ρ−ρx−x)(ρ−x)(1−x))|ρ〉
= xµρ〈I|[ρ+ x(1−x) ]( x(1−x)(ρ−x)) + [1 + x(1−x) ]( (ρ−ρx−x)(ρ−x)(1−x))|ρ〉
= xµρ(1−x)(ρ−x)
ρ(1−x)(1+x)−x(1−x)
(1−x) 〈I|ρ〉
=
x
µzρ(1− x)(ρ− x) (ρ+ ρx− x). (B.2)
An alternative form:
x
µρ(1− x) +
x
ω
(B.3)
an be derived by setting gˆ = 11−xa+ g˜ and then noting that Qgˆ = Qg˜ + xgˆ.
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