In this paper we establish rigorous benchmarks for image classifier robustness. Our first benchmark, IMAGENET-C, standardizes and expands the corruption robustness topic, while showing which classifiers are preferable in safety-critical applications. Unlike recent robustness research, this benchmark evaluates performance on commonplace corruptions not worst-case adversarial corruptions. We find that there are negligible changes in relative corruption robustness from AlexNet to ResNet classifiers, and we discover ways to enhance corruption robustness. Then we propose a new dataset called ICONS-50 which opens research on a new kind of robustness, surface variation robustness. With this dataset we evaluate the frailty of classifiers on new styles of known objects and unexpected instances of known classes. We also demonstrate two methods that improve surface variation robustness. Together our benchmarks may aid future work toward networks that learn fundamental class structure and also robustly generalize. * Work done while at OSU. arXiv:1807.01697v1 [cs.
Introduction
The human vision system is robust in ways that existing computer vision systems are not [2, 49] . Unlike current deep learning classifiers [36, 18, 55] , the human vision system is not fooled by small changes in query images. Humans are also not confused by many forms of corruption such as snow, blur, pixelation, and novel combinations of these. Humans can even deal with abstract changes in structure and style. Achieving these kinds of robustness is an important goal for computer vision and machine learning. It is also essential for creating deep learning systems that can be deployed in safety-critical applications.
Most work on robustness in deep learning methods for vision has focused on the important challenges of adversarial example robustness [52, 5, 6] , detecting abnormal examples [19, 40, 21] , and data poisoning robustness [51, 22] . In contrast, we develop and validate datasets for two other forms of robustness. Specifically, we introduce the IMAGETNET-C dataset for input corruption robustness [54] and the ICONS-50 dataset for surface variation robustness. These new challenges can be overcome by future networks which do not rely on spurious correlations or cues inessential to the object's class.
To create IMAGENET-C, we introduce a set of 75 common visual corruptions and apply them to the ImageNet object recognition challenge [9] . We hope that this will serve as a general dataset for benchmarking robustness to image corruptions and prevent methodological problems such as moving goal posts and result cherry picking. We evaluate the performance of current deep learning systems and show that there is wide room for improvement on IMAGENET-C. We also introduce methods and architectures that improve robustness on IMAGENET-C without losing accuracy.
We then benchmark surface variation robustness. In this setting the fundamental class structure is unchanged, but the object's surface-level statistics and superficial aspects vary but are not corrupted. To benchmark surface variation robustness, we introduce the ICONS-50 dataset. This dataset is intended to support research on robustness to surface variations such as the introduction of new styles and novel animal species. We then describe two methods that improve surface variation robustness. By defining and benchmarking surface variation robustness and corruption robustness, we facilitate ConvNet Fragility Studies. Several studies demonstrate the fragility of convolutional networks on simple corruptions. For example, Hosseini, Xiao, and Poovendran [2017] use impulse noise to break Google's Cloud Vision API. Using Gaussian noise and blur, demonstrate the superior robustness of human vision to convolutional networks, even after networks are finetuned on Gaussian noise or blur. Geirhos et al. [2017] compare networks to humans on noisy and elastically deformed images. They find that fine-tuning on specific corruptions does not generalize, and classification error patterns underlying network and human predictions are not similar. Others show that networks fail to generalize to images deformed by slight geometric transformations [2] .
Robustness Enhancements.
In an effort to reduce classifier fragility, Vasiljevic, Chakrabarti, and Shakhnarovich [2016] fine-tune on blurred images. They find it is not enough to fine-tune on one type of blur to generalize to other blurs. Furthermore, fine-tuning on several blurs can marginally decrease performance. Zheng et al. [2016] also find that fine-tuning on noisy images can cause underfitting, so they encourage the noisy image softmax distribution to match the clean image softmax. address underfitting via an ensemble. They fine-tune each network on one corruption and classify with an mixture of these corruption-specific experts, though they do not assess combinations of known corruptions.
The IMAGENET-C Corruption Robustness Benchmark

The IMAGENET-C Dataset
IMAGENET-C Design. Our corruption robustness benchmark consists of 15 diverse corruption types, exemplified in Figure 1 . The benchmark covers noise, blur, weather, and digital categories. Research that improves performance on this benchmark should indicate general robustness gains, as the corruptions are varied and great in number. These 15 corruption types each have five different levels of severity, since corruptions can manifest themselves at varying intensities. The Supplementary Materials gives an example of a corruption type's five different severities. Real-world corruptions also have variation even at a fixed intensity. To simulate these, we introduce variation for each corruption when possible. For example, each fog cloud is unique to each image. These algorithmically generated corruptions are applied to the ImageNet [9] validation images to produce our corruption robustness dataset IMAGENET-C. The dataset can be downloaded or re-created by visiting https://github.com/hendrycks/robustness. Our benchmark tests networks with IMAGENET-C images, but networks do not train on these images. Networks are trained with datasets such as ImageNet but not IMAGENET-C. To enable further experimentation, we also designed an extra corruption for each noise, blur, weather, or digital category. Extra corruptions are depicted and explicated in the Supplementary Materials and also available at the aforementioned URL. Even more experimentation is possible by applying these distortions to other images, such as those from Places365. We find that applying these corruptions to 32 × 32 images and benchmarking on such small images is not predictive of corruption robustness on larger images. Overall, the dataset IMAGENET-C consists of 15 corruption types, each with five different severities, all applied to ImageNet validation images for testing a pre-existing network.
Common Corruptions. The first IMAGENET-C corruption is Gaussian noise. This corruption can appear in low-lighting conditions. Shot noise, also called Poisson noise, is electronic noise caused by the discrete nature of light itself. Impulse noise is a color analogue of salt-and-pepper noise and can be caused by bit errors. Defocus blur occurs when an image is out of focus. Frosted Glass Blur appears with "frosted glass" windows or panels. Motion blur appears when a camera is moving quickly. Zoom blur occurs when a camera moves toward an object rapidly. Snow is a visually obstructive form of precipitation. Frost forms when lenses or windows are coated with ice crystals. Fog shrouds objects and is rendered with the diamond-square algorithm. Brightness varies with daylight intensity. Contrast can be high or low depending on lighting conditions and the photographed object's color.
Elastic transformations stretch or contract small image regions. Pixelation occurs when upsampling a low-resolution image. JPEG is a lossy image compression format that increases image pixelation and introduces artifacts. Each corruption type is tested with depth due to its five severity levels, and this broad range of corruptions allows us to test model corruption robustness with breadth.
Metric and Setup
Mean and Relative Corruption Error. Common corruptions such as Gaussian noise can be benign or destructive depending on their severity. In order to comprehensively evaluate a classifier's robustness to a given type of corruption, we score the classifier's performance across five corruption severity levels and aggregate its scores. The first evaluation step is to take a pre-existing classifier here notated "Network," which has not and will not train on IMAGENET-C, and then compute the clean dataset top-1 error rate. Denote this error rate E Network Clean . This same classifier will then test on an IMAGENET-C corruption type notated "Corruption. . This results in the mean CE or mCE for short.
We now introduce a more nuanced corruption robustness measure. Consider a classifier that withstands most corruptions, so that the gap between the mCE and the clean data error is minuscule. Contrast this with a classifier with a low clean error rate that does not cope well with corruptions, which corresponds to a large gap between the mCE and clean data error. It is possible the former classifier has a larger mCE than the latter, despite the former degrading more gracefully in the presence of corruptions. The amount that the classifier declines on corrupted inputs is given by the formula Preserving Metric Validity. The goal of ImageNet-C is to evaluate the robustness of machine learning algorithms to novel forms of corruption. Humans are able to generalize to novel corruptions quite well. For example, they can easily deal with new Instagram filters. Hence, we propose the following protocol. The image recognition network should be trained on the ImageNet training set and on whatever other training sets the investigator wishes to include. However, the network should not be trained on any of the 75 corruptions that were used to generate IMAGENET-C. Then the resulting trained model should be evaluated on IMAGENET-C and the above metrics computed. We provide a separate set of additional corruptions that can be employed for training or validation prior to testing on IMAGENET-C (see Supplementary Materials).
Architecture Robustness
How robust are current methods and has progress in computer vision been achieved at the expense of robustness? As seen in Figure 2 , as architectures improve, so too does the mean Corruption Error (mCE). By this measure, architectures have become progressively more successful at generalizing to corrupted distributions. All Corruption Error values are in 1. Note that models with similar clean error rates have fairly similar CEs, and there are no large shifts in a corruption type's CE. Consequently, it would seem that architectures have slowly and consistently improved their representations over time.
However, it appears that robustness improvements are mostly explained by accuracy improvements.
Recall that the Relative mCE tracks a classifier's accuracy decline in the presence of corruptions. Figure 2 shows that the Relative mCE is worse than that of AlexNet [36] . In consequence, from AlexNet to ResNet [18] , robustness in itself has barely changed. Relative robustness remains near AlexNet-levels and therefore below human-level, which shows that our "superhuman" classifiers are decidedly subhuman. We now apply IMAGENET-C to evaluate several methods for attempting to improve robustness to image corruption. [4] . The amount of denoising applied is determined by the noise estimation technique of Donoho and Johnstone [1993] . Therefore clean images receive nearly no modifications from the restoration method, while noisy images should undergo considerable restoration. We found that denoising increased the mCE from 76.7% to 82.1%. A plausible account is that the non-local means algorithm slightly smoothed images even when images lacked noise, despite having the non-local means algorithm governed by the noise estimate. Therefore, the gains in noise robustness were wiped away by subtle blurs to images with other types of corruptions, showing that targeted image restoration can prove harmful for robustness.
Smaller Models. All else equal, "simpler" models often generalize better, and "simplicity" frequently translates to model size. Accordingly, smaller models may be more robust. We test this hypothesis with CondenseNets [26] . A CondenseNet attains its small size via sparse convolutions and pruned filter weights. An off-the-shelf CondenseNet (C = G = 4) obtains a 26.3% error rate and a 80.8% mCE. On the whole, this CondenseNet is slightly less robust than larger models of similar accuracy. Even more pruning and sparsification yields a CondenseNet (C = G = 8) with both deteriorated performance (28.9% error rate) and robustness (84.6% mCE). Here again robustness is worse than larger model robustness. Though models fashioned for mobile devices are smaller and in some sense simpler, this does not improve robustness.
Successful Corruption Robustness Enhancements
Histogram Equalization. Histogram equalization successfully standardizes speech data for robust speech recognition [53, 17] . For images, we find that preprocessing with Contrast Limited Adaptive Histogram Equalization [47] Figure 4 . This shows that corruption robustness may be a better way to measure future progress in object recognition than the clean dataset top-1 error rate.
Some of the greatest and simplest robustness gains sometimes emerge from making recent models more monolithic. Apparently more layers, more connections, and more capacity allow these massive models to operate more stably on corrupted inputs. We saw earlier that making models smaller does the opposite. Swapping a DenseNet-121 (25.6% top-1) with the larger DenseNet-161 (22.9% top-1) decreases the mCE from 73.4% to 66.4%. In a similar fashion, a ResNeXt-50 (22.9% top-1) is less robust than the a giant ResNeXt-101 (21.0% top-1); the mCEs are 68.2% and 62.2% respectively. Both model size and feature aggregation results are summarized in Figure 4 . Consequently, future models with more depth, width, and feature aggregation may attain further robustness.
Surface Variation Robustness
An important goal for machine learning is to learn the essential structural elements of a class while being robust to unimportant surface variation. Whereas corruptions degrade the entirety of an image, surface variations cleanly alter the surface of an object and preserve the fundamental structure of the class. We developed the ICONS-50 dataset to test robustness to two forms of surface variation: style variation and subtype variation. Style variation is variation in artistic style that leaves the fundamental structure unchanged. Subtype variation is variation within a broad class (e.g., types of cats within the broad class of "cat") where the subtypes all share essential characteristics of the broad class.
The ICONS-50 Dataset
The ICONS-50 dataset consists of 10,000 images belonging to 50 classes of icons (e.g., people, food, activities, places, objects, symbols, etc.) collected from different technology companies and platforms (e.g., Apple, Samsung, Google, Facebook, etc.). A full list of ICONS-50 classes is in the Supplementary Materials, and the dataset can be downloaded at https://github.com/hendrycks/robustness. A subset of ICONS-50 classes is shown in Figure 5 . We propose two protocols for evaluating surface variation robustness using the ICONS-50 dataset. For style robustness, the icons from one source (e.g., Microsoft) should be held out and the network trained on the remaining icons. Then the ability to generalize to the held out source can be measured by the classification accuracy of the held out icon source. For subtype robustness, we construct a training set by holding out 50 subtypes from ICONS-50. For example, we hold out the "duck" icons from the broad "Bird" class. Entire broad classes are not withheld, only a fraction of the subtypes within ICON-50's 50 broad classes are withheld. The network is trained on the remaining icons and learns to classify broad classes. We evaluate the classifier's subtype robustness by computing the broad class accuracy on the held out subtypes. These experiments are in the following section, and auxiliary experiments are in the Supplementary Materials.
Surface Variation Robustness Experiments with ICONS-50
Style Robustness. The ICONS-50 dataset has several styles like Microsoft's flat vector graphics style and Apple's realistic style. We aim to test the model's robustness to an unseen style. To that end, we train a network on ICONS-50 while holding out Microsoft-styled icons. Microsoft-styled icons appear in all 50 classes, so each class is tested. Here, the metric for style robustness is simply the classifier's accuracy on Microsoft-styled icons after the classifier trains on all other styles. That said, we train a 20 layer ResNet, a 40 layer DenseNet (L = 40, k = 24), and a 29 layer ResNeXt (8 × 32d) for 50 epochs with the cosine learning rate schedule [41] and Nesterov momentum. Icons are resized to 32 × 32 images. Like others, we use image mirroring and image cropping data augmentation. What we find is that the networks lacks style robustness-the ResNet only obtains 58.3% accuracy on the held out Microsoft-styled icons, and the DenseNet and ResNeXt do worse with 48.5% and 51.8% accuracy, respectively. Clearly DenseNets and ResNeXts do not necessarily outperform ResNets as they did in the corruption robustness benchmark.
These results are not symptomatic of a training data shortage, rather a lack of style robustness. The networks perform well if we instead use ICONS-50 for traditional classification rather than style robustness. To do this, we hold out one version or rendition of icons that have multiple versions. For example, we hold out one version of the many Google-stylized "football" icons which have appeared across different versions of Android. Then we test on these held out versions. By holding out and testing on one version for icons with many versions, the ResNeXt achieves 98.0% accuracy, the DenseNet obtains 97.3% accuracy, and the ResNet 97.2% accuracy. Thus the networks have enough data. Thus we can conclude that with sub-60% accuracy on held out Microsoft-styled icons, the networks demonstrate a clear lacking in style robustness.
Subtype Robustness. Each ICONS-50 class has many subtypes, so we can treat each class as a broad class. We hold out 50 subtypes, train the classifier on the remaining subtypes to predict the broad class, and test the classifier's accuracy on the held out subtypes. Then, we train a ResNet, DenseNet, and ResNeXt with the same training scheme from the style robustness experiment. After training, we find that classifier accuracies on these held out subtypes are again meager and that style robustness and subtype robustness indeed test different forms of robustness. This time the ResNet is worst, as it obtains only 57.5% accuracy on the held out subtypes. Meanwhile the DenseNet has 58.7% accuracy, and the ResNeXt has 60.0% accuracy. This indicates that the classifiers have wide room for subtype robustness improvement.
Enhancing Surface Variation Robustness. Multiscale networks can improve surface variation robustness not just corruption robustness. MSDNets [28] can process the whole image structure early in the forward pass, so that when the style changes while the fundamental structure is preserved, MSDNets can persevere better than other networks. In comparison to DenseNets, the network type most similar to MSDNets as both use dense connections, the MSDNet obtains 65.1% accuracy on the style robustness task while the DenseNet obtains only 48.5% accuracy. However, for subtype robustness, both networks differ by only a fraction of a percent in performance.
A method to improve both aspects of surface variation robustness is Shake-Shake regularization [14] . Shake-Shake regularization stochastically modulates the influence of each ResNeXt branch, so that the network can cope with unusual representations. Note we could not test shake-shake regularization's effect on corruption robustness since contemporary GPUs do not have enough memory for shake-shake regularization applied to networks processing large-scale images. Now, the vanilla ResNeXt has 51.8% style robustness accuracy, but a ResNeXt with shake-shake regularization jumps to 76.0% accuracy. Subtype robustness also improves appreciably; the ResNeXt has 60.0% accuracy while the ResNeXt with shake-shake regularization has 63.6% accuracy. Clearly subtype robustness can be harder to improve than style robustness, but shake-shake regularization can improve both.
Conclusion
In this paper, we introduced what are to our knowledge the first benchmarks for corruption robustness and surface variation robustness. This was made possible by introducing two new datasets, IMAGENET-C and ICONS-50, the first of which showed that many years of architectural advancements corresponded to minuscule changes in relative robustness. Therefore benchmarking and improving robustness deserves attention, especially as top-1 clean ImageNet accuracy nears its ceiling. We found that some methods harm corruption robustness, while methods such as histogram equalization, multiscale architectures, and larger models improve corruption robustness. Afterward, we opened research in surface variation robustness by defining style and subtype robustness. Here we found modern models to be fragile, but we also found that multiscale networks and highly regularized networks can noticeably enhance surface variation robustness. In this work, we had several findings, introduced novel experiments, and created new datasets for the rigorous study of model robustness, a pressing necessity as models are unleashed into safety-critical real-world settings.
A Example of IMAGENET-C Severities
Clean Severity = 1 Severity = 2 Severity = 3 Severity = 4 Severity = 5 Figure 6 : Pixelation modestly to markedly corrupts a fish, showing our benchmark's varying severities.
In Figure 6 , we show the Pixelation corruption type in its five different severities. Clearly, IMAGENET-C corruptions can range from negligible to pulverizing. Because of this range, the benchmark comprehensively assesses each corruption type.
B Extra IMAGENET-C Corruptions
Speckle Noise Gaussian Blur Spatter Saturate Directly fitting the types of IMAGENET-C corruptions is worth avoiding, as it would cause researchers to overestimate a model's robustness. Therefore, it is incumbent on us to simplify model validation. For this reason, we provide extra corruptions that are available for download at https://github.com/hendrycks/robustness. There is one corruption type for each noise, blur, weather, and digital category. The first corruption type is speckle noise, an additive noise where the noise added to a pixel tends to be larger if the original pixel intensity is larger. Gaussian blur is a low-pass filter where a blurred pixel is a result of a weighted average of its neighbors, and farther pixels have decreasing weight. Spatter can occlude a lens in the form of rain or mud. Finally, saturate is common in edited images where images are made more or less colorful. See Figure 7 for instances of each corruption type.
C Full Corruption Robustness Results
IMAGENET-C corruption relative robustness results are in 
D 10-Crop Classification Fails to Enhance Robustness
Viewing an object at several different locations may give way to a more stable prediction. Having this intuition in mind, we perform 10-crop classification. 10-crop classification is executed by cropping all four corners and cropping the center of an image. These crops and their horizontal mirrors are processed through a network to produce 10 predicted class probability distributions. We average these distributions to compute the final prediction. Of course, a prediction informed by 10-crops rather than a single central crop is more accurate. Ideally, this revised prediction should be more robust too. However, the gains in mCE do not outpace the gains in accuracy on a ResNet-50. In all, 10-crop classification is a computationally expensive option which contributes to classification accuracy but not noticeably to robustness.
E Auxiliary Surface Variation Robustness Experiments
We repurpose the CIFAR-100 [35] and ImageNet-22K datasets for a closer investigation into subtype robustness. Both datasets have hierarchical taxonomies, so they have subtypes. Then we consider an inferior but informative synthetic test for style robustness.
CIFAR-100. The CIFAR-100 dataset has 20 broad classes, each with five subtypes. For this experiment, we hold out 1, 2, 3, or 4 subtypes from each broad class, train the classifier on the remaining subtypes while predicting the broad class, then test the classifier's broad class accuracy on the held out subtypes. The classifier is a 40-2 Wide ResNet. We find the classifier broad class prediction error rate when we hold out 1, 2, 3, or 4 subtypes, and then we average these error rates. The average broad class prediction error rate with held out subtypes as inputs is 59.7%. In sharp contrast, the average broad class prediction error rate on subtypes known to the classifier is 13.2%. Like before there is a dearth of subtype robustness. 
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Subtype Robustness
Seen Subtypes Unseen Subtypes ImageNet-22K. Another natural image dataset with many classes but more data is ImageNet-22K, an ImageNet-1K superset. To define this subtype robustness experiment, we manually select 25 broad classes from ImageNet-22K, listed with their WordNet IDs in the Supplementary Materials. Each broad class has many subtypes. We call a subtype "seen" if and only if it is in ImageNet-1K and a subtype of one of the 25 broad classes. The subtype is "unseen" if and only if it is a subtype of the 25 broad classes and is from ImageNet-22K but not ImageNet-1K. Fortunately, pre-trained ImageNet-1K classifiers are readily available and have not trained on subtypes which should remain unseen. Therefore, we test subtype robustness by fine-tuning several pre-trained ImageNet-1K classifiers on seen subtypes so that they predict one of 25 broad classes. Their "seen" and "unseen" accuracies are shown in Figure 8 , while the ImageNet-1K classification accuracy before fine-tuning is on the horizontal axis. Despite only having 25 classes and having trained on millions of images, these classifiers demonstrate a subtype robustness performance gap that should be far less pronounced.
