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1. INTRODUCTION 
Ever since their rebirth in the mid eighties, Artificial Neural Networks (ANNs) 
have found tremendous growth. Now Artificial Neural Networks are used extensively in 
many fields like speech and character recognition, process modeling, electric load and 
financial forecasting. Artificial Neural Networks have shown great promise in many 
fields where traditional statistical methods failed to give good results. An ANN draws 
great power from its linear/nonlinear processing elements. The presence of hidden layers 
and neurons between the inputs and outputs helps the neural network to learn many 
complex features of the data which go undetected by ordinary statistical methods. 
A feedforward neural network typically consists of an input layer, one or more 
hidden layers and an output layer. The input and output layers respectively contain a 
neuron for each of the inputs and outputs in the data set to be learned. The hidden layers 
contain hidden neurons, which do the real processing in neural network training. The 
hidden and output neurons are called the processing elements of the neural network. The 
input, hidden and output neurons are connected to each other with directed connections as 
shown in Figure 1.1. Generally the connections in feedforward neural networks are only 
between neurons in adjacent layers. But connections between any two neurons in any two 
different layers are also possible as shown in Figure 1.2. Each of these connections has a 
weight associated with it. There is also a signal on each of these cqnnections in the 
direction of the connection. This signal is the output of the neuron from which the 
connection started. The output of the signal is propagated along all the connections going 
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out of the neuron. The input neurons provide the inputs to the neural network. The signals 
coming out of these input neurons are the respective inputs. The hidden and output 
neurons have a linear/nonlinear activation function. If the underlying data to be learned is 
inherently nonlinear then the activation function of the processing elements should be 
nonlinear. Generally all the processing elements in the neural network have the same 
activation function, though different activation functions for the hidden neurons and the 
output neurons are sometimes used. Logistic and Hyperbolic tangent function, as shown 
in Figure 1.3 and Figure 1.4 respectively, are two most commonly used activation 
functions in feedforward neural networks. Each of these processing elements takes the 
input signals and weights from all the connections into it, combines them into a single 
input, applies the activation function to the input and sends the resulting output on its 
outgoing connections. The outputs from the output neurons are the model outputs. In 
feedforward neural networks the signals propagate only in the forward direction, i.e., 
from a neuron in one layer to another neuron in a layer ahead of this layer. In recurrent 
neural networks the output of a neuron can be an input to the same neuron or another 
neuron in the behind layers. Training a data set using neural networks involves modifying 
the weights of the neural network by a learning algorithm to learn the features of the data. 
After the training is over, the knowledge gained through training is represented in these 
weights. Generally more hidden neurons and/or layers are required to learn more 
complex features of a data set. 
ANN learning process typically involves partitioning the data set into a training 
set and a recall set. The neural network is trained using the training set and recalled on 
4 
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the recall set to measure how well the learning process has taken place. The recall set is 
not used while training, so the results on the recall set are a good measure of how well the 
data is learned and how well the network can generalize. The training set is normalized 
before presenting to the network. As already mentioned, training involves changing the 
weights of the network by using a learning algorithm. It is in these learning algorithms · 
that most of the research in neural networks has been concentrated. 
Backpropagation algorithm is one of the earliest and most popular learning 
algorithms. It is this algorithm that revived the field of neural networks. The roots of 
backpropagation may be traced back to the book Applied Optimal Control (Bryson and 
Ho, 1969). It is also described in (Werbos, 1974). But the development of the 
backpropagation algorithm was first reported and made popular in the paper Learning 
representations of back-propagation errors (Rumelhart, Hinton and Williams, 1986). The 
backpropagation algorithm is based on the error correction rule. Algorithms based on the 
error correction rule have a global error function and the idea is to change the weight~ of 
the network to minimize the error function. Backpropagation algorithm is also based on 
gradient descent. It searches for new weights in the negative direction of the gradient. A 
constant step size is used to indicate how far to go in that direction. Though back-
propagation is very popular and works well on some problems, it has many defects. It 
might get stuck in local minima and may converge very slowly. It also depends heavily 
on the user defined learning rate and the initial weights. Nevertheless, backpropagation is 
the basis for many better and improved learning algorithms. It is discussed in some detail 
in Chapter 2. 
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Scaled Conjugate Gradient (SCG) algorithm (Moller, 1993), is a fast supervised 
learning algorithm. It is many times faster than the ordinary backpropagation algorithm. 
It doesn't have the local minima problem and is not dependent on the user defined 
parameters. It uses second order information, after each iteration of the algorithm, to find 
the direction in which weights should be searched. Since computation of the inverse of 
the Hessian matrix is computationally very expensive, it uses an approximation, which 
tends in the limit to the true value. SCG is an implementation of the conjugate gradient 
methods. The Conjugate Gradient Algorithm with line search (CGL) (Johansson, Dowla 
& Goodman, 1990), based on the conjugate gradient methods, uses a computationally 
expensive line search technique to evaluate the next step size. SCG improves CGL by 
using an approximation instead of line search and thus improving the speed by a 
considerable factor. SCG is explained in more detail in the next chapter. 
Scaled Conjugate Gradient algorithm is the underlying learning algorithm used in 
the Cost function based Dynamic Node Architecture algorithm (DNAC) described in this 
thesis. The algorithm is very efficient, converges fast and gives good results. But the 
algorithm works on a fixed user given architecture. The architecture is not changed in the 
learning process. The success of neural network learning generally depends a lot on the 
neural network architecture. There should be enough hidden layers and neurons to help 
the network learn all the important features of the data. Generally more hidden neurons 
and layers are required to learn complex data. Without enough hidden neurons the data 
cannot be learned very well. At the same time the architecture should not be very large to 
allow the network to memorize the data. The goal of neural network training is to learn 
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the important fea~ures of the data and to be able to generalize well. But with more hidden 
neurons than required the network might end up learning noise in the . data and dwarf 
important features of the data. With larger architectures than required, the network might 
end up memorizing the training data and perform very badly on the recall data or data not 
yet encountered. Therefore a reasonably good architecture is required for good training 
and generalization. But there is no way to find which architecture is good before training. 
It can be found only after training with that architecture. So the best option is to go for a 
dynamic learning algorithm, which searches not only the in weight space but also the in 
architecture space. The Cost function based Dynamic Node Architecture algorithm 
(DNAC), described in this thesis, is one such algorithm, which keeps changing the 
architecture to find out a good architecture for the data to be learned. The algorithm uses 
an effective and co:µiputationally less intensive nodal importance function. It differs from 
many other dynamic neural algorithms in the nodal importance function and the way 
architecture is changed. Experiments show that the DNAC algorithm is very fast, 
efficient and consistently gives good results. 
Chapter 2 explains briefly the backpropagation algorithm, the scaled conjugate 
gradient algorithm and the need, importance and different kinds of dynamic neural 
methods. Chapter 3 explains in brief some other dynamic architecture learning algorithms 
in the literature. Chapter 4 explains the Cost function based Dynamic Node Architecture 
algorithm, which is the important contribution of this thesis. Chapter 5 has some example 
problems and the experiments and results are discussed. Chapter 6 contains future work 
and conclusions. 
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2.BACKGROUND 
Backpropagation Algorithm 
A good description of the backpropagation algorithm is given in (Haykin, 1998). 
Backpropagation learning consists of two different passes, the forward pass and the 
backward pass. In the forward pass the signals propagate only in the forward direction. 
The input data is presented to the network in a pattern by pattern basis. A pattern of 
inputs in presented to the neural network through the input neurons. At every processing 
element, the input into the element i~ calculated, the activation function is applied to the 
input and the resulting output propagat~s along the connections going out of this neuron. 
In the forward pass the computation starts at the first hidden layer and ends at the output 
layer. After the outputs of all neurons in one layer are calculated the computation moves 
to the immediate next layer. The outputs of the output neurons are the model outputs of 
the network for the corresponding pattern. In the forward pass of any pattern the weights 
of the network are not changed. Figure 2.1 shows a processing element with all its 
connections and the computation done at the neuron. Consider a neuron j in a layer 1 at 
which the computation is being done and let k be the index for the neurons in the 
previous layer, 1-1. { 1k(n)·is the output of the neuron kin the previous layer, 1-1, when 
nth pattern is presented to the_ network. w1j,k(n) is the weight of the ~onnection from 
neuron kin the previous layer, 1-1, to the neuronj when the nth pattern is presented to the 
network and b1j(n) is the corresponding bias of the neuron. Input to the activation function 
9 
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of the neuron is called the local induced field. It is represented as v1j(n) and is calculated 
as follows 
m 
vVn) = L wh(n) y1-1k(n) + b1j(n) (2.1) 
k=l 
where m is the number of neurons in layer 1-1. This induced local field. is then given as 
input to the activation function, denoted by cp1j, The output of the neuron, y1j, is calculated 
as follows. 
I I I yj(n) = cpj( v j(n)) (2.2) 
<p1j is the activation function for neuron j in the layer 1. For all the neuro:µs in a layer I the 
outputs are calculated using equations 2.1 and 2.2. The processing then moves to layer 
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1+ 1 and stops at the output layer. At the output layer the error between the model output 
and the desired output is calculated. Let the error function of the network for pattern n be 
denoted by E(n). The error function computes the error of the model for that pattern given 
the desired outputs and the model outputs. The most commonly used error function is the 
squared error function as shown below. 
nouts 
E(n) = ½ L e0k2(n) (2.3) 
k=l 
where nouts is the number of outputs, k is the index for the neurons in the layer o which 
is the output layer and e\(n) is the difference in the desired output, dk(n) and the model 
output, y0k(n), for output k and pattern n, as shown below. 
(2.4) 
In the backward pass this error is propagated backwards starting from the output layer 
and ending at the input layer. As the error is propagated backwards the weights of the 
network are updated according to a weight update rule. The weights are updated to bring 
in a decrease in the error function. To update a weight the algorithm looks in the negative 
direction of the gradient of the error function at that weight. How far to go in that 
direction is determined by a user defined constant step size 11- In ordinary 
backpropagation the weights are updated by the delta rule which is as shown below. 
(2.5) 
where 11is also called the learning parameter of the backpropagation algorithm. Using the 
equations (2.2) to (2.4) in (2.5) and solving as given in Haykin (1998), we get the 
following equation for weight update 
(2.6) 
11 
where q>1/(v1j(n)) is the derivative of the activation function of neuron j in layer I at the 
value v1j(n). For output neurons the· above equation is straight forward as they have an 
error function defined by (2.4). But for hidden neurons there is no direct formula for 
calculating the error, e1j(n) where I is a hidden layer. It is solved in the backpropagation 
algorithm by backpropagating the signals. The derivation is given in Haykin (1998). The 
error term for a hidden neuron in the equation (2.6) is as follows. 
m 
e1j(n) = 11 I. e1+1k cp1+1k'(v1+1k(n)) w1+\ 
k=l 
(2.7) 
For the output neurons the error is as defined in (2.4). After the error for the output 
neurons is calculated the error for the neurons in the layer before the output layer can be 
calculated using equation (2.7). The error of a neuron in a hidden layer I can be calculated 
using the errors of all the neurons it is connected to in layer 1+1 as in (2.7). The backward 
pass starts at the output layer and ends at the input layer. While at layer 1, the new 
weights of all the weights coming into all the neurons of the layer are calculated. The bias 
of a neuron is treated in the same way as a weight is treated. After the backward pass is 
done the next pattern is presented. This continues until all the patterns are presented. The 
above described algorithm is called the online mode of backpropagation learning, where 
the weights are updated after every pattern is presented to the network. Another mode of 
backpropagation learning is the batch mode. In the batch mode the weights are not 
updated until all the patterns are presented to the neural network. After each pattern, the 
forward pass is done as in online mode. In the backward pass the gradients are calculated 
but the weights are not updated. The error function and the gradients are added for all the 
patterns of the data. The average total error for all the patterns, Eav is defined as follows. 
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N 
Eav = ½ (1/N) L E(n) (2.8) 
n=l 
where N is the total number of patterns. The weight update equation is as follows 
(2.9) 
N 
= -( 11/2N) L dE(n) I dW1jk(n) (2.10) 
n=l 
Scaled Conjugate Gradient Algorithm 
The Scaled Conjugate Gradient Algorithm (SCG) (Moller, 1993) is based on the 
conjugate gradient methods. The conjugate gradient methods calculate the direction of 
search in weight space using second order approximation of the error function in the 
neighborhood of a point in the weight space. The second order information in the 
algorithm is used to calculate the step size. Generally calculating the Hessian matrix is 
computationally expensive. A line search technique is often used to calculate the step size 
and avoid calculating the Hessian matrix. SCG doesn't do a line search but uses an 
approximation to the second order term and also combines the model-trust region 
approach, from the Levenberg-Marquardt algorithm, with the conjugate gradient 
approach. 
The SCG algorithm given in (Moller, 1993) is as given below. 
1. Initialize the weight vector w 1• Choose the values of the scalars cr > 0 , 11.1 > 0 . Set 
11.1 = 0 and success = true and k = 1. The initial direction to search in the weights 
space is the gradient descent. So set both p1 and r1 to -E'(w1). 
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2. To calculate the step size, second order information should be calculated. But if the 
previous iteration didn'f result in a new weight vector then the step size need not be 
calculated. The value of success specifies whether the previous iteration was a 
successful one. If success = true then calculate the following approximation to the 
second order information. The formula for sk is the approximation to the second order 
information. 
3. Assume that &c :s; 0. If the new value of Ak is Ak, calculate the new value of 
4. If ok :s; 0 then the Hessian Matrix can be made positive definite by choosing a 
suitable value of Ak which is as follows: 
5. Calculate the step size by the following formula. At this point, &c > 0. 
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6. The next point in the weight space to be considered is (wk+ Uk Pk), But these weights 
might not lead to a decrease in the error. Before actually going to that point, it should 
be checked if a reduction in error is made. For this purpose the following comparison 
parameter is used. 
~k = 2odE(wk)-E(wk +crkpk)] 
µ~ 
7. If ~k 0 then a successful reduction in error can be made. 
Update the weight vector w k+l = wk + akpk. 
With the new weight vector Wk+l calculate the gradient E'(wk+1) ap.d set rk+l to the 
negative gradient descent, rk+l = -E'(w k+l). 
Ak = 0 , success = true. 
If k mod N = 0 then restart algorithm: 
Else create new conjugate direction Pk+I 
jrk+1 I 2 - rk+l rk 
Pk=-'----'----
µk 
If ~k 0.75 then reduce the scale parameter "-k· 
Else a reduction in error is not possible: 
Ik = Ak, success = false. 
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8. If Ak < 0.25 then increase the scale parameter: 
"-k = "-k + ( Oic( 1 - Ak ) / I Pk 12 ). 
9. If the steepest descent direction rk ¢ 0 then set k = k + 1 and go to 2 else terminate 
and return w k+t as the desired minimum. 
Generalization 
The above described SCG algorithm works well for a given architecture. The 
architecture has to be specified by the user. The architecture is very important in neural 
network learning. To learn the data the architecture should have enough neurons and 
layers. Each of the hidden neurons acts as feature detectors and tries to capture various 
features of the data. But if there are more hidden neurons than required the noise in the 
data might also be learned. In effect it might lead to memorization of the learning data. If 
the learning data is memorized then the network performs well on the data with which it 
is trained but might perform very badly on the data not yet encountered. But the goal of 
neural network training is to learn the important features of the data and be able to 
generalize well. With memorization of the training data the generalization will be bad. 
Memorization is also called over training or over fitting. Figure 2.2 and Figure 2.3 show 
this phenomenon of over fitting. But there is no way of knowing a good architecture for 
the data to be learned before training. Only after training, is the effectiveness of an 
architecture determined. Some empirical relations to determine the neural network 
architecture before training are suggested in the literature. But these relations, determined 
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entirely based on theories, don't always give good architectures. The better way is to go 
with a dynamic architecture algorithm, which dynamically changes the architecture to 
find a good architecture for learning. 
Dynamic neural methods can be broadly classified in to network construction and 
network pruning methods. A network pruning algorithm starts with a user defined large 
architecture and . attempts to arrive at a better smaller architecture by removing 
unnecessary weights and nodes. To decide which node or weight to remove, an 
importance function is generally used. After every iteration, the importance of each 
neuron and/or weight is calculated and the least important ones are removed according to 
the algorithm. The importance is generally based on how the network performance 
changes in the absence of that particular neuron or weight. A network growing algorithm 
starts from a small architecture and attempts to find a good architecture by adding 
neurons. The algorithm keeps adding neurons until a desired accuracy is reached or 
adding neurons no longer improves the performance. If there are more than one hidden 
layers then some criteria is used to decide to which layer the neurons should be added. 
Various network pruning and growing algorithms are menti_oned in the next chapter. 
Complexity Regularization methods add a complexity term to the cost function of 
the network and the goal is minimize this new cost function. Generally a regularization 
parameter is used to indicate the importance of the ·complexity term in the cost function. 
The modified cost function in the complexity regularization methods can be written as 
C(w) = E(w) + A S(w) (2.11) 
output 
Figure 2.2 
output 
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where C(w) is the cost function, E(w) is the error function and S(w) is the complexity 
regularization parameter. 'A is the regularization parameter. The higher. the A the more 
important is the complexity regularization term. Weight Decay (Hinton, 1989) is a very 
commonly used regularization method. In Weight Decay the regularization term is the 
sum of the squares of all the weights in the network as shown below. 
N 
S(w) = I w/ (2.12) 
i=l 
where N is the total number of weights in the network and Wi represents a weight in the 
network. This term in the cost function penalizes high value weights and thus helps in 
constraining the magnitude of the weights. Another complexity regularization method is 
the weight elimination proposed in (Weigend et al., 1991). The proposed complexity 
regularization term is as follows 
N 
S(w) = I ( Wi / Wo )21 ( 1 + ( Wi / wo )2 (2.13) 
i = 1 
where w0 is a fixed parameter. When lwil << w0 then the regularization term for Wi 
approaches zero and therefore is removed from the network. 
Cross Validation 
In dynamic methods using cross validation the training data is divided into a 
training set and a cross validation set. In each iteration the network is trained using the 
training set. The cross validation set is not used in the training. After training the current 
network with the training set the network is recalled on the cross validation set. The 
performance on the cross validation set is used as measure of goodness of the network. 
The lower the cost function on the cross validation set the better is the architecture and its 
19 
corresponding weights. The cross validation set can be fixed or varying. Figure 2.4 shows 
the typical neural network. performance on the training and cross validation sets. 
RMS Error 
Cross Validation Set 
Training Set 
0 Iteration 
Figure 2.4 RMS Error on Training and Cross Validation Sets during Training 
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3. LITERATURE REVIEW 
The Cascade Correlation Learning Algorithm (Fahlman and Lebiere, 1990) is one 
of the earliest dynamic neural learning algorithms. The algorithm starts with a minimal 
architecture and attempts to build an optimal architecture by adding one hidden neuron at 
a time. The added neurons are never removed. It starts with only the inputs and outputs 
and no hidden neurons. In each iteration, the current network is trained with a standard 
learning algorithm. After this training, the algorithm generates some candidate units. 
These candidate units have no connections to the output neurons but have connections to 
all the inputs and hidden neurons. These new connections are trained with some standard 
learning algorithm to maximize the correlation between the candidate units' output and 
the error function of the neural network. This training is stopped when there is no 
significant improvement in the above correlations. The candidate unit with the maximum 
correlation is selected and added to the network as a hidden neuron. The weights coming 
into this neuron are not changed from this point and connections are added to the output 
neurons. After the neuron is added the weights from this neuron to the outputs are 
modified with some standard algorithm. The above process is repeated until some desired 
accuracy is reached. 
An improvement of the cascade correlation learning algorithm is suggested in 
(Phatak and Koren, 1994). In the original algorithm each new neuron added is connected 
to all the inputs, outputs and also other hidden neurons. In effect this is like adding a new 
layer each time a neuron is added. The algorithm suggested by them adds neurons in a 
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layer by layer basis. T4ere is a limit to the number of neurons in a layer. Only after a 
layer is full another layer is created. When creating a new layer the output neurons are 
made part of the new layer, a new output layer is created and the old and new outputs are 
all connected. The weights between old and new weights are first trained before adding 
new neurons. The tradeoffs of this approach are also discussed in the paper. A modified 
cascade correlation algorithm for classification is suggested in (Lehtokangas, 2000). In 
the ordinary cascade correlation learning algorithm each time a new neuron should be 
added, some candidate neurons are considered, the weights into them trained and the one 
with the best value for the covariance criteria is added to the netwqrk. But this is 
computationally expensive. To overcome this problem, a fast weight initiaJization scheme 
for cascade correlation learning based on stepwise regression is suggested in 
(Lehtokangas, 1999). 
Various network growing algorithms for regression problems are surveyed in 
(Kwok and Yeung, 1997). Apart from various dynamic node creation algorithms, which 
start from a small architecture and keep adding hidden neurons, algorithms based on 
projection pursuit regression and cascade correlation learning are reviewed. A Dynamic 
Node Architecture algorithm, using information theory is proposed in (Bartlett, 1994). In 
this algorithm information theory is used to find the importance of a hidden neuron. The 
algorithm starts with a small architecture, keeps adding neurons until a target is reached 
and then removes least important neurons to find the smallest architecture which can 
learn to the desired accuracy. A network construction algorithm using a Quasi-Newton 
method is described in (Setiono and Hui, 1995) This algorithm is similar to other 
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dynamic node creation algorithms except that it uses a variant of the quasi-Newton 
method as the algorithm to learn with a given architecture. A constructive 
backpropagation . algorithm based on the cascade correlation learning algorithm is 
proposed by in (Lehtokangas, 1999). In this algorithm a new hidden neuron in connected 
to both the inputs and outputs and these weights are trained by backpropagation 
algorithm. After finishing training these weights (both inputs to hidden and hidden to 
outputs) are kept frozen. New neurons are added until the desired accuracy is reached. A 
new importance function for the hidden neurons and weights in proposed in (Carmichael, 
1997). A measure of local importance of a weight into a neuron, in comparison to other 
weights into the same neuron, is based on the weight and the variance of the signal 
entering the weight over all the patterns. From this local importance, global importance, 
which estimates the importance of this weight or neuron in the whole network, is 
calculated. A cross validation set is used in the algorithm to measure how well each 
architecture is doing. 
Various pruning algorithms are surveyed in (Reed, 1993). The pruning algorithms 
start with a high architecture, larger than required, and then remove unimportant weights 
and/or nodes. In the paper, the pruning algorithms are divided into two broad groups. In 
one group, the algorithms measure the sensitivity of the error function to the removal of 
weights and/or nodes of the network. In the other, algorithms add a penalty term to the 
error function of the network to penalize unimportant weights. The algorithms described 
in the paper differ in how the importance of the elements of the network is calculated and 
in the penalty terms added to the error function. 
23 
In Optional Brain Damage (Le Cun et al, 1990) the importance or saliency of a 
weight is measured by estimating the second derivative of the error function with respect 
to the weight. The algorithm assumes that all the off-diagonal terms of the Hessian matrix 
are zero. The diagonal terms can be calculated by a modified backpropagation rule. The 
Optional Brain Surgeon algorithm (Hassibi and Stork, 1993) is a furth~r development of 
the Optional Brain Damage algorithm. In this algorithm the Hessian matrix is fully 
calculated iteratively. But this requires calculation of the inverse of the Hessian matrix, · 
which is computationally very expensive. In the network pruning method described in 
(Mozer & Smolensky, 1989), the saliency or relevance of a unit in the network is the 
difference in the error when the unit is removed and when the unit is in the network. 
Instead of calculating the relevance of each unit in the network, the relevance is 
approximated by using a gating term for each unit. When the relevance of a unit falls 
below a threshold that unit is removed. The method described in (Kamin, 1990) also 
measures the relevance of a unit in a similar way but simplifies the calculation of the 
relevance by using the terms already available in the forward and backward pass. and . 
avoiding a separate relevance calculation pass. 
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4. MATERIALS AND METHODS 
Nodal Importance Function 
The importance function of the hidden neurons is very simple and based on the 
cost function used in the SCG training. The importance calculation is done after the SCG 
training in each DNAC iteration. To find the importance of a hidden neuron, the function 
finds out how the cost of the network changes when this neuron in removed. In the 
calculation of the importance, first the average output of the hidden neuron over all the 
SCG iterations is calculated and added to the bias of the next layer neuron it is connected 
to. Then all the weights associated with the hidden neuron are made zero and a forward 
pass is done, which gives a new cost function. The function uses the weights and bias 
returned by the SCG training module in the current DNAC iteration. The difference in the 
cost functions is the importance of the hidden neuron. The higher the cost function 
increases after the weights are made zero, the higher is the importance of the neuron. If 
the cost function doesn't increase much then removing this neuron doesn't make any 
significant difference to the cost function of the network. Therefore this hidden neuron is 
less important. The above process is repeated for all the hidden neurons. Only the 
weights corresponding to the hidden neuron for which importance is being found are 
made zero and the remaining network is as returned by the SCG training module. 
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Layer Importance Function 
The importance of a hidden layer is the sum of the importance of all its neurons. 
The layer importance plays a significant role in the addition and deletion of neurons. New 
neurons are added based on the importance of each layer. The lower the importance of a 
layer, the higher is the number of neurons added to this layer in comparison to other 
layers. Adding this way seems to work better than the other way, i.e., adding more to 
layers with higher importance value. And also, this way of adding neurons maintains a 
good balance in the number of hidden neurons in various layers. The layer importance is 
only for hidden layers and not input or output layers. 
DNAC Algorithm 
The algorithm is described below. The given data to be learned is divided into a 
training set and a cross validation set. The training set is used for the training process 
with a given architecture. The cross validation set is not used while training with a given 
architecture. After the training process is over, the architecture is recalled with the cross 
validation set. The performance on the cross validation set is a measure of how good this 
architecture is. The error or cost function on the cross validation set is used as the cost of 
an architecture. The lower the cost function on the cross validation set with an 
architecture the better is the architecture. The training set and the cross validation set 
might be different subsets of the learning set in each DNAC iteration. The algorithm 
doesn't use any target error. As long as there is improvement the network can grow. An 
optional threshold is used for the minimum increase in the cost per increase in the 
number of hidden neurons. The algorithm attempts to find an architecture with the least 
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number of hidden neurons and the least cost. Two different architectures with the same 
number of hidden neurons are treated as similar. Sometimes because of very bad initial 
weights a good architecture performs badly. And occasionally some bad architectures 
give good results. To overcome these problems, the average of the cost values is used. 
When comparing two different architectures with h1 and h2 as the number of hidden 
neurons respectively the average of all the cost values of architectures with hidden 
neurons h1 and h2 is used. To avoid some occasional bad performances, the highest cost 
value is not used in the average. To make sure that the algorithm doesn't end up in trying 
the same number of hidden neurons again and again, a limit to the number of times 
architectures with a number of hidden neurons is tried is used. fu each DNAC iteration, 
all the weights are reinitialized. The algorithm starts with a small architecture. 
1. Select an initial architecture. COST th is the threshold mentioned above. 
2. If a cross validation set is not specified, select either last 20% or random 20% of 
the learning set as the cross validation set and the remaining as the training set. 
Randomly initialize all the weights of the network. 
3. Run the SCGTRAIN module with the training set, cross validation set, current 
architecture and the weights. SCGTRAIN returns the final weights, training RMS 
and the cross validation RMS. 
4. Run the GETIMPORTANCE module to get the importance of each hidden neuron 
and layer. 
5. Select the best architecture using the average of the cost values. and COSTth if 
used. 
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6. Get the number of hidden neurons of the next architecture to be tried using 
GETNEXTH module. 
7. Using the current architecture, layer importance and the number of hidden 
neurons returned by GETNEXTH, run the GETNEXT ARCH module to get the 
next architecture. 
8. Run the STOP module. If the stopping criterion is met return the best architecture 
and its corresponding weights. Else go to step 2. 
SCGTRAIN Module 
This module implements the Scaled Conjugate Gradient Algorithm described in 
the previous chapter, on the given training set with the current architecture. If the 
difference in the RMS error between consecutive iterations is less than 0.000001 for three 
consecutive iterations, or each element of the gradient vector is less than 0.0001, the 
algorithm stops. With the final weights it recalls the architecture with the cross validation 
set and returns the final weights and the cross validation RMS. 
GETNEXTH Module 
The GETNEXTH module is described below. The GETNEXTH module returns 
the total number of hidden neurons for the next iteration. HIDMAX is the number of 
times an architecture with a number of hidden neuron can be tried. Quadratic fit is used to 
estimate the number of hidden neurons at which the cost is minimum from the average 
cost values and their corresponding hidden neurons so far. NUMFIT is the number of 
values used in the quadratic fit. It is set to 5 in the algorithm. The idea is to do a quadratic 
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fit with the least NUMFIT average cost values '1.lld their corresponding hidden neurons to 
go to a point in the hidden neuron space where the probability that the cost is minimum is 
high and then search in the neighborhood of the point to find out the minimum cost with 
the least number of hidden neurons. The quadratic fit helps in finding the solution 
quickly. hq is used to denote the number of hidden neurons returned by the quadratic fit. 
At any time, hbest is number of hidden neurons at which the average cost is minimum. ~h 
is the number of neurons added or deleted to search in the neighborhood of hbest• ~h is set 
to 1 each time there is a new hbest• If after addition and deletion of ~h neurons to hbest 
results in no improvement in cost, ~h is incremented. ~h is incremented until it reaches 
RADIUS. After that it is decremented and then again incremented when it reaches 1. The 
algorithm relies on the quadratic fit to go out of a range of hbest + RADIUS. RADIUS is a 
constant, which specifies how far to search around hbest. 
1. Do a quadratic fit on the least four average cost values and their corresponding 
number of hidden neurons. Using first order derivatives on the equation returned 
by the fit, hq at which slope of the curve is zero can be found. Whether this point 
is a point at maximum or minimum can be found using second order derivatives. 
If hq is the point at minimum and is not same as its previous value and hq is not 
already tried HIDMAX times, return hq 
2. If the current iteration resulted in a new hbest, set ~h = 1, hnew = hbest + ~h, add = 1 
and sub = 0. If hnew is not already tried HIDMAX times, return hnew• 
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3. If in the previous iteration neurons were added or step 2 didn't return (add= 1), 
set hnew = hbest - ~h, add = 0 and sub = 1. If hnew is not already tried HIDMAX 
times, return huew. 
4. If sub= 1, which implies that both hbest +~hand hbest - ~hare tried, set hnew = hbest, 
add = 0, sub = 0. If hnew is not already tried HIDMAX times return hnew• 
5. If add= 0 and sub= 0, check the value of ~h- If ~h = 1, set the direction in which 
~h changes (increasing or decreasing) to increasing, i.e., direction = 1, else if ~h = 
RADIUS set direction= 0. If direction= 1, set ~h = ~h + 1 else set ~h = ~h - 1. 
Set hnew = hbest + ~h, add = 1 and sub = 0. If hnew is not already tried HIDMAX 
times return hnew. 
6. Go to step 3 and try to find an hnew in the range hbest ± RADIUS that is not already 
tried HIDMAX times. If everything in that range is tried HIDMAX times then 
return a special value, which indicates this. The STOP module will detect this and 
use it in the stopping criteria. 
GETNEXTARCH Module 
This module takes the hnew returned by GETNEXTH, the current architecture and 
the layer importance as input and returns the architecture for the next DNAC iteration. 
With the above explained node and layer importance functions, the neurons in the layer 
closest to the output layer tend to have higher importance than the previous layer 
neurons. And therefore the layer closest to the output layer will have the highest 
importance as the importance of neurons is added to get the layer importance. If all 
neurons are added or deleted always from the most important or least important layers 
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then some layers will be at disadvantage when compared to other layers. So to overcome 
this problem the neurons are added or deleted not from only one layer but from different 
layers based on the importance of the layers. This distribution of change of architecture 
across many layers of the network appears to work better than adding only to a single 
layer or randomly adding to some layer. And also it helps in maintaining a good balance 
in the number of neurons in each hidden layer. The lower the importance of a layer the 
higher is the share of neurons added. Similarly higher the importance of a layer, higher is 
the share of neurons deleted. The motivation_ to do this way is that if a layer is less 
important than some other layer, it implies that the sum of importance of all the neurons 
in the layer is less than the corresponding sum of the other layer. Which might mean that 
there are not enough number of neurons in the layer and it is not well represented. It 
could be the other way also but experiments revealed that doing in the above described 
way works better. The change is always made with respect to the current architecture. 
The module is as follows. 
1. Find the number of neurons to be added or deleted, hadd or hsub• 
2. If there is a single hidden layer, add hadd or delete hsub neurons from the single 
hidden layer. 
3. If there are two hidden layers add 60% of hadd to the least important layer or 
delete 60% of hsub neurons from the most important layer. Add or delete the 
remaining from the other layer. 
4. If there are three or more hidden layers add 50% of hadd to the least irµportant, 
30% to the second least important and the remaining to the next least important 
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layer or delete the same percentages of neurons from hsub in the reverse order of 
layer importance. 
STOP Module 
Two criteria, CONDl and COND2, are checked to determine if the algorithm can 
be stopped. If there is no improvement in the cost function with the threshold if it is being 
used or without if its not, for some user defined iterations (say 25), the first criteria, 
CONDl is met (CONDl = 1). If all the possible hidden neurons in the range hbest ± 
RADIUS (as described in GETNEXTH module) are tried HIDMAX times then the 
second condition COND2 is also met (COND2 = 1). If both CONDl AND COND2 are 
met then, the algorithm stops. If large architectures or large data are being dealt with, 
using this criterion might take higher number of iterations and therefore higher training 
time. Optionally COND 1 OR COND2 can be used as the stopping criteria. 
GETIMPORTANCE Module 
This module calculates the importance of each hidden neuron and layer. After 
SCGTRAIN module returns, this module takes the final weights and calculates the 
importance of each hidden neurons one after another. After the importance of all the 
neurons in a hidden layer is calculated, they all are summed up and result is the 
importance of the hidden layer. Each time only the weights associated with the neuron for 
which the importance is being calculated are made zero. The other weights are same as 
returned by SCGTRAIN. 
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5. RESULTS AND DISCUSSION 
The DNAC algorithm is tested extensively on two problems. One is the 
Ellipsoidal Impact problem (Carmichael, 1997), which is a good test for generalization 
and the other is the well known Mackey Glass equation. The results of the DNAC 
algorithm on both these problems are described in this chapter. The results of the DNAC 
algorithm on a real world Electric Load Utility problem are also presented in this chapter. 
One important advantage of this algorithm is that no target error is used for learning. The 
algorithm continues adding or deleting neurons as long as there is an improvement or 
significant improvement (when cost threshold is used). Algorithms having a target error 
keep adding the neurons until the target error is reached and then try to minimize· the 
number of neurons without compromising on the target error. The problem with having a 
target error is it is very problem specific. There should be a good idea of the problem or 
the algorithm should be tried on the problem a couple of times to decide on a good target 
error for the problem. A single target error won't work for all the problems. A target error 
might not be reached with a problem even using a high architecture. The cost threshold 
used in this algorithm is only an option. Choosing a good threshold is again a problem 
and same argument used for the target error applies here. So it is provided only as an 
option and can be used if necessary. 
Problem 1: Mackey Glass Equation 
The Mackey Glass equation was originally developed for modelling white blood 
cells production. It is a time delay ordinary differential equation as given below. 
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dx(t) / dt = a x(t- 't) / ( 1 + x(t- 't? ) - b x(t) (5.1) 
where a, b, c and 'tare constants. In the data set used in the experiments, x(t), x(t-6), x(t-
12) and x(t-18) are used as inputs and x(t+85) is the output. The goal is to predict x(t+85) 
from the values of x at t = 0, t = -6, t = -12 and t = -18. The values of x when t < 0 is 
assumed to be 0. The values used for the constants are a = 0 .2, b = 0 .1, c = 10 and 't = 1 7. 
x(0) is assumed to be 1.2. The Mackey Glass time series is shown in Figure 5.1. After 
running DNAC algorithm it is observed for the Mackey Glass equation that higher 
architectures are required for better training. With an ordinary learning algorithm, which 
works only on a fixed given architecture, there is no way to guess that higher 
architectures are required. And it is even more difficult to guess a good architecture. The 
DNAC algorithm starts with a small number of neurons and finds a good architecture 
thus eliminating the need for guessing a good architecture before training. When a neural 
network is used to train the Mackey-Glass equation and if the network is allowed to grow 
without any constraints as long as there is an improvement in the performance ( cross 
validation RMS) the network gets bigger and bigger. But after a certain number of hidden 
neurons there is not much increase in the performance. So a cost threshold of 0.001 is 
used which specifies that if neurons are added there should be atleast 0.001 increase in 
the cost function per neuron added. If the addition doesn't increase the cost function by 
that amount then the architecture with added neurons is not considered as a better 
architecture than the present best architecture. The data set contains 1000 patterns. The 
first 800 are used as the training data and the last 200 patterns are used as the test data. 
The last 20% of the training data i.e., the last 160 patterns of the training data are used as 
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the cross validation set and the remaining are used as the training set. Sin_ce this is a time 
series· a random cross validation set is not used. The last 20% of the training set serve as a 
good measure of generalization. Table 5.1 lists the results of running the algorithm, using 
a single hidden layer, on the Mackey Glass equation. In each of the experiments the 
algorithm starts with 2 hidden neurons. Both the conditions in the STOP module are used 
as the stopping criteria. In the table HINIT is the number of initial hidden neurons, HFINAL 
is the number of hidden neurons of the best architecture returned . by the alg_orithm, 
RMSTR and RMScv are the normalised Root Mean Square (RMS) of the training set and 
the normalised RMS of the cross validation set respectively using the b_est architecture. 
R2TR is the square of the linear correlation coefficient· between the actual and desired 
outputs across all the patterns in the training set. RMSTs is the normalised RMS when the 
architecture returned by the algorithm is recalled on the test or recall set. R2Ts is the 
square of the linear correlation coefficient between the actual and desired outputs across 
all the patterns in the recall set. Both the RMS;s and R2 Ts are measures of generalization. 
The lower the RMSTs and the higher the R2Ts the better is the generalization. In all the 
experiments the algorithm stops when the hidden neurons are in the range 26 to 29. As 
already mentioned all the weights in the network are reinitialized for each DNAC 
iteration. This is done for better performance. Using the final weights of,one iteration as 
the initial weights for the next iteration doesn't work as well as reinitializing the all the 
weights in each iteration. The difference in the final hidden neurons can be attributed to 
this reinitialization of weights. Though SCG is less sensitive to initial weights when 
compared to other algorithms, the perf ormace on a data using some architecture does 
Table 5.1 
36 
DNAC Performance on Mackey Glass Equation using a 
Single Hidden Layer and Fixed Cross Validation Set 
HINIT HFINAL RMSm RMScv Rkm RMSTs R;LTS 
2 26 0.0299 0.0385 0.9846 0.0422 0.9704 
2 29 0.0284 0.0509 0.9864 0.0428 0.9695 
2 29 0.0311 0.0449 0.9837 0.0429 0.9697 
2 28 0.0263 0.0454 0.9883 0.0369 0.9770 
2 28 0.0253 0.0462 0.9891 0.0354 0.9789 
2 27 0.0312 0.0476 0.9836 0.0409 0.9721 
2 27 0.0323 0.0494 0.9824 0.0428 0.9693 
2 26 0.0298 0.0411 0.9850 0.0398 0.9733 
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depend to some extent on the initial weights. Careful weight initialization might solve 
this problem. Figure 5.2 shows the recall graph for experiment 5, with 28 hidden neurons, 
which was when the least recall RMS is observed. Table 5.2 lists the results of running 
the algorithm on the same Mackey Glass equation with 2 hidden layers. In each of the 
experiments the algorithm starts with 2 hidden neurons in each of the hidden layers. AINrr 
is the set of initial neurons in the two hidden layers. AFINAL is the set of neurons in the 
two hidden layers of the best architecture returned by the algorithm. The cost threshold 
used is the same but only first condition (CONDI in the STOP module) is used as the 
stopping criteria. In each of the experiments the algorithm stops with hidden neurons in 
the range 20 to 26. The performance is better than with a single hidden layer and also 
takes less number of hidden neurons to reach that performance. Figure 5.3 shows the 
recall graph for experiment 3, with 12 and 9 neurons in the first and second hidden layers, 
which was when the least recall RMS is observed. 
Problem 2: Rectangular Impact Problem 
The Rectangular Impact problem is an experimental problem originally described 
in (Carmichael, 1997). This problem is a good test for the generalization ability of an 
algorithm. Unlike the Mackey-Glass equation where the network likes to grow, for the 
Ellipsoidal Impact problem the network likes to remain small. The description of the 
problem is as follows. Imagine a robot in a dark and empty ellipsoid. The goal of the 
robot is to get information about the room and also learn how to avoid .running into the 
boundary of the ellipsoid. First the position of the robot is randomly chosen in the three 
dimensional space of the ellipsoid. The position is stored as inputs X, Y and Z. A 
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Table 5.2 
AINIT AFINAL 
(22) (10 12) 
(22) (12 11) 
(2 2) (12 9) 
(2 2) (1115) 
(22) (1110) 
(2 2) (11 10) 
(2 2) (13 13) 
(22) (10 10) 
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DNAC Performance on Mackey Glass Equation using 2 
Hidden Layers and Fixed Cross Validation Set 
HFINAL RMSTR RMScv ·,:.: RTR RMSTs R:.:TS 
22 0.0142 0.0263 0.9966 0.0214 0.9924 
23 0.0130 0.0233 0.9971 0.0231 0.9910 
21 0.0120 0.0236 0.9975 0.0185 0.9942 
26 0.0133 0.0234 0.9970 0.0215 0.9927 
21 0.0150 0.0316 0.9961 0.0260 0.9888 
21 0.0178 0.0274 0.9946 0.0259 0.9887 
26 0.0125 0.0233 0.9977 0.0198 0.9931 
20 0.0222 0.0330 0.9916 0.0292 0.9857 
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Hidden Layers with 12 and 9 Neurons in the First and Second Hidden 
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direction is chosen randomly and the initial velocity is uniformly chosen in the range 3 to 
5. Using the direction and the magnitude of the velocity the x, y and z components of the 
velocity vector are calculated and are stored as Vxo, Vyo and Vzo respectively. 
Additionally the distance between the starting point and the point on the ellipsoid, where 
the robot going in the direction chosen, will collide with the ellipsoid, is calculated and is 
stored as input variable D. The time taken for the collision is calculated and is stored as 
output variable T. The goal of the robot is to model T with as many few measurements as 
possible. For different starting points, the direction and the initial velocity are chosen and 
the distance and time to the point of impact with the ellipsoid are calculated. X, Y, Z, Vxo, 
Vyo, V zo, D are the inputs and T is the output. Since the problem is completely 
deterministic generating many patterns of the above kind will make it easy to model the 
time taken, T, for the impact with the ellipsoid. But since the idea is to model the problem 
with as many few measurements as possible only a few patterns are generated. In the 
dataset used there are 1000 patterns. Of the 1000 patterns, the last 200 are used as the test 
or recall set. Of the remaining 800, 200 are used as the cross validation set and the 
remaining 600 are used as the training set. The data has 7 inputs and 1 output. The cost 
threshold is not used in the Ellipsoidal hnpact problem. Figure 5.4 shows the plot of the 
output of the data set. Table 5.3 shows the results of running the algorithm on the 
Ellipsoidal hnpact problem with a single hidden layer. The cross validation set used is the 
last 200 of the training data. This cross validation set is fixed for entire DNAC process. In 
each of the experiments the algorithm starts with 3 hidden neurons and stops in the range · 
12 to 17. The problem is quite difficult to learn with only 600 patterns for learning so the 
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Table 5.3 DNAC Performance on Rectangular Impact Problem with 
a Single Hidden Layer and Fixed Cross Validation Set 
HINIT HFINAL RMSTR RMScv R2TR RMSTs R~TS 
3 12 0.0483 0.0614 0.8889 0.0613 0.8207 
3 13 0.0462 0.0618 0.8984 0.0704 0.7622 
3 12 0.0493 0.0629 0.8845 0.0602 0.0827 
3 17 0.0413 0.0621 0.9187 0.0607 0.8243 
3 14 0.0450 0.0588 0.9037 0.0572 0.8432 
3 16 0.0408 0.0607 0.9207 0.0569 0.8499 
3 13 0.0511 0.0646 0.8758 0.0652 0.7961 
3 16 0.0463 0.0584 0.8978 0.0541 0.8592 
3 14 0.0427 0.0653 0.9133 0.0564 0.8471 
3 16 0.0460 0.0617 0.8994 0.0563 0.8477 
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R2 values are not so high. Figure 5.5 shows the actual output and model output on the 
recall data for experiment 8 with 16 hidden neurons. Table 5.4 shows the results for the 
same problem with a single hidden layer and using a random and different cross 
validation set in each iteration of DNAC. Here also the algorithm starts with 3 hidden 
neurons and ends in the range 9 tol3. The cross validation set is important because it's 
the performance on the cross validation set, which decides which architecture is better 
than the other. The cross validation set has to be carefully chosen so that it is a good 
representative of the entire data set. The difference in performance and the range in of 
final hidden neurons can be attributed to the difference in the cross validation sets. Figure 
5.6 shows the actual output and the model output for the same recall data for experiment 
8 for experiment 1 with 12 hidden neurons. Table 5.5 shows the results for the same 
problem with 2 hidden layers. A fixed cross validation set is used for all the iterations. 
The cross validation set is the last 200 patterns of the training data. The algorithm starts 
with 3 hidden neurons in each layer in each of the experiments. The final hidden neurons 
are in the range 11 to 16. Both the R2 and RMS values on the test or recall set are better 
than with a single hidden layer. The difference in the range in which the algorithm stops 
is not that significant. It would be more significant if a target for the cost function were 
used. Figure 5.7 shows the actual output and the model output on the recall data for 
experiment 10 with 9 and 4 as the hidden neurons in the first and second bidden layers. 
Problem 3: Electric Load Forecasting Problem 
The goal of the Electric Load Forecasting problem is to accurately predict future 
load consumption given the weather forecasts for the future and the history of the 
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Table 5.4 
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DNAC Performance on Rectangular Impact Problem with 
a Single Hidden Layer and Varying Cross Validation Set 
HINrr HFINAL RMSTR RMScv R2TR RMSTs RLTS 
3 12 0.0455 0.0621 0.9043 0.0591 0.8353 
3 12 0.0557 0.0695 0.8527 0.0764 0.7296 
3 12 0.0437 0.0587 0.9046 0.0217 0.8149 
3 11 0.0484 0.0577 0.8965 0.0598 0.8291 
3 13 0.0493 0.0607 0.8860 0.0648 0.7989 
3 11 0.0524 0.0534 0.8786 0.0585 0.8353 
3 10 0.0509 0.0603 0.8792 0.0697 0.7666 
3 13 0.0435 0.0620 0.9110 0.0621 0.8259 
3 9 0.0539 0.0708 0.8617 0.0742 0.7361 
3 10 0.0526 0.0649 0.8695 0.0643 0.8014 
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Table 5.5 
AINrr AFINAL 
(3 3) (8 4) 
(3 3) (10 4) 
(3 3) (10 5) 
(3 3) (7 7) 
(3 3) (9 3) 
(3 3) (8 3) 
(3 3) (12 4) 
(3 3) (11 4) 
(3 3) (10 4) 
(3 3) (9 4) 
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DNAC Performance on Rectangular Impact Problem with 2 
Hidden Layers and Fixed Cross Validation Set 
HFINAL RMSTR RMScv RZTR RMSTs RZTS 
12 0.0484 0.0552 0.8886 0.0615 0.8186 
14 0.0353 0.0573 0.9405 0.0499 0.8825 
15 0.0393 0.0569 0.9265 0.0556 0.8522 
14 0.0380 0.0536 0.9310 0.0535 0.8729 
12 0.0422 0.0559 0.9150 0.0528 0.8695 
11 0.0418 0.0508 0.9167 0.0566 0.8508 
16 0.0298 0.0568 0.9576 0.0534 0.8714 
15 0.0329 0.0603 0.9484 0.0558 0.8518 
14 0.0351 0.0533 0.9411 0.0608 0.8453 
13 0.0379 0.0554 0.9314 0.0485 0.8868 
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Figure 5. 7 Actual and Model Outputs for Rectangular Impact Recall Data using 
2 Hidden Layers with 9 and 4 Neurons in the First and Second 
Hidden Layers respectively 
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weather and the load consumed over a period back in time. In the problem reported in 
this work, the weather and load data of November and December of 1997, January, 
February, March, November and December of 1998 and 1999 is taken as the training data 
and the data from January to mid February is taken as the test data. Of the training data 
the November and December months of 1999 are taken as the cross validation set and 
the remaining is used as the training set. The data has the load consumed in the past as an 
input and also contains various weather inputs, like the temperature, relative humidity 
apart from several other inputs. And the goal of this problem is predict the load 24 hours 
ahead. The output of the problem, which is the electric load 24 hours ahead, is shown in 
Figure 5.8. The results of running the algorithm with a single hidden layer are shown is 
Table 5.6. There are a total of 19 inputs and 1 output. The algorithm starts with 9 hidden 
neurons and returns 6 as the best number hidden neurons. Figure 5.9 shows a graph of the 
actual output and the model output on the recall data for the experiment. 
Table 5.6 
HINrr 
9 
9 
9 
DNAC Performance on the Electric Load Forecasting 
Problem with a Single Hidden Layer and Fixed Cross 
Validation Set 
HFINAL RMSTR RMScv RLTR RMSTs R'l.TS 
6 0.0384 0.0515 0.9564 0.0507 0.9345 
8 0.0322 0.0489 0.9694 0.0546 0.9296 
6 0.0372 0.0506 9.9592 0.0479 0.9379 
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Figure 5.8 Electric Load Forecasting Output 
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Figure 5.9 Actual and Model Outputs for Electric Load Forecasting recall data using a single 
hidden layer and 6 neurons. 
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6. CONCLUSION 
In this work, a dynamic neural algorithm, the Cost Function Based Dynamic Node 
Architecture Algorithm (DNAC) is proposed, which solves the problem of selecting a 
good architecture before training. The DNAC algorithm uses the efficient Scaled 
Conjugate Gradient Algorithm (SCG) as the underlying learning algorithm. The 
algorithm starts with a small architecture and attempts to build a good architecture for the 
problem with which the neural network can learn and generalize well. A cross validation 
set is used to test the learning done with each architecture. The better the performance on 
the cross validation set, the better is the generalization. The error function value on the 
cross validation set is used as the cost of an architecture. A computationally simple nodal 
and layer importance functions are proposed. The layer importance function is used in the 
process of addition and deletion of neurons. Quadratic fit of NUMFIT least cost values 
with their corresponding hidden neurons is used to move around in the hidden neuron 
space. Search is also done in the neighborhood of the best architecture if the quadratic fit 
doesn't help in the search. The distance from the best architecture up to which the search 
is done in the neighborhood of the best architecture is specified by RADIUS. The number 
of times an architecture, with a certain number of hidden neurons, is tried is limited to 
HIDMAX. When comparing two architectures with hidden neurons h1 and h2, the average 
of the costs of all the architectures with hidden neurons h1 and h2 is used. The highest cost 
is not used in the above average. Optionally a COSTTHRESHOLD can be used which 
specifies the minimum decrease in the cost function for every neuron added. Using the 
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above threshold, if on addition of neurons the cost function decreases but doesn't 
decrease at the rate of COSTTHRESHOLD per hidden neuron added the architecture 
after addition is not considered as a better architecture than the current best architecture. 
The weights are reinitialized in each DNAC iteration. The final weights of the previous 
iteration are not used as the starting point for the current iteration. Two stopping criterion 
are used in the DNAC algorithm. The first condition checks if there is no improvement in 
the cost (cross validation RMS) for some user defined (say 25) iterations and the second 
checks if the points in the hidden neuron space around the best archi(ecture are tried 
enough. 
Results of the algorithm on three problems, Mackey Glass Equation, Ellipsoidal 
Impact problem and Electric Load Forecasting problem are presented. Many results of 
the DNAC algorithm on the two benchmark problems, the Mackey Glass· equation and 
the Ellipsoidal Impact problem, are presented to show that the DNAC algorithm performs 
consistently well. The challenging problem of Electric Load Forecasting is used to test 
the performance of the DNAC algorithm on a difficult real wodd problem. The good 
results on this difficult real world problem, further validates the efficiency of the DNAC 
algorithm. 
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