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Asymptotics for the level set equation near a maximum
Nick Strehlke
Abstract
Wegive asymptotics for the level set equation for mean curvature flow on a convex domain near the point
where it attains a maximum. It is known that solutions are not necessarily 퐶3, and we recover this result
and construct non-smooth solutions which are 퐶3.We also construct solutions having prescribed behavior
near the maximum. We do this by analyzing the asymptotics for rescaled mean curvature flow converging
to a stationary sphere.
1 Introduction
LetΩ be a smooth boundedmean-convex domain inℝ푛+1. The level set equation onΩ is a degenerate elliptic
boundary value problem asking for a function 푡∶ Ω → ℝ with 푡 = 0 on the boundary 휕Ω and
|∇푡|div( ∇푡|∇푡|
)
= −1. (1)
This problem is known to admit a unique, twice-differentiable solution that satisfies (1) in the classical sense
away from critical points. Away from critical points, the equation is non-degenerate elliptic and the solution
is smooth. The second derivative, however, may in general be discontinuous at critical points.
If 푡 solves (1) for a mean convex domain, then the level sets푀휏 = {푥 ∈ Ω∶ 푡(푥) = 휏} form a mean curvature
flow starting from푀0 = 휕Ω, that is, the position vector푋(휏) of푀휏 satisfies
푁 ⋅
d푋
d휏
= −퐻,
where 푁 is the outer unit normal for 푀휏 at the point 푋 and 퐻 = div푀휏푁 is the scalar mean curvature.
Mean-convexity (meaning that the mean curvature 퐻 of the boundary 휕Ω is nonnegative) is the condition
required to ensure that the surfaces making up the mean curvature flow are disjoint. If 푥 ∈ Ω, the value 푡(푥)
is therefore the time at which the mean curvature flow starting from푀0 = 휕Ω arrives at the point 푥. For this
reason, the function 푡 is sometimes called the arrival time for mean curvature flow.
If Ω is a bounded convex domain, it was proved by Huisken in [Hui84] that the mean curvature flow {푀휏}
starting from 휕Ω contracts smoothly to a single point 푥0 ∈ Ω at some finite time 푇 .Moreover, the translated
and rescaled flow (푇 − 휏)−1∕2(푀휏 −푥0) converges at time 푇 to the round sphere 퐒
푛 of radius (2푛)1∕2 centered
at the origin. The function 푡 solving (1) forΩ therefore has a single critical point 푥0 insideΩ,where 푡(푥0) = 푇
is the maximum for 푡. In this case, 푡 is actually 퐶2 on Ω and the second derivative ∇2푡(푥0) of 푡 at this critical
point is the identity: 휕푖휕푗푡 = 훿푖푗 .
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In the case of a general mean-convex domain, the arrival time 푡 is known to be twice differentiable but not
necessarily 퐶2, see [CMI16], [CMI17], and [CMI18]. In fact, it was shown in [Whi00] (Theorem 1.2) and
[Whi11] that any tangent flow of a smooth mean convex mean curvature flow is a generalized cylinder. From
1See Theorem 6.1 of [Hui93].
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this one can figure out what the Hessian of the arrival time function must be if it exists. The remaining issue
was to show that the Hessian exists, which is equivalent to the problem of uniqueness of tangent flows. This
was solved in [CMI15]. The study of the arrival time is referred to as the level set method in the mean curvature
flow literature, because it gives a means of rigorously extending mean curvature flow beyond singularities.
This point of view was first taken in a computational context by Osher and Sethian, [OS88], and the theory
was then developed in [CGG91], [ES91], [ES92a], [ES92b], and [ES95]. We will restrict attention to the case
in which the domain of the arrival time function is convex.
In [KS06], Robert Kohn and Sylvia Serfaty proved that the solution to equation (1) on a convex planar domain
Ω is always 퐶3, and they asked whether this is true in higher dimensions. Natasa Sesum demonstrated in
[Ses08] that the answer is negative: if 푛 ≥ 2, there exists a convex domain Ω ⊂ ℝ푛+1 for which the solution 푡
to (1) is not three times differentiable. To prove this, she analyzed the rate of convergence of a rescaled MCF
(푇 − 휏)−1∕2푀휏 , proving the existence of solutions for which this rescaled flow converges to the sphere like
(푇 − 휏)1∕푛.
We recover this result and extend it by describing all possible rates of convergence for rescaled MCF over the
sphere. As a result, we are able to describe the first terms of all possible Taylor expansions of a solution 푡
to equation (1) on a convex domain Ω at the point where 푡 attains its maximum. We also construct solutions
which have the prescribed asymptotics, but we do not prove here that they are actually Taylor expansions (we
do not show that the solutions are better than 퐶2 on the domainΩ). The main result is the following theorem.
THEOREM 1.1. Let 푡 be a solution to the level set equation (1) on a smooth bounded convex domainΩ ⊂ ℝ푛+1
which attains its maximum 푇 at the the origin. Then eitherΩ is a round ball and 푡 = 푇 − |푥|2∕(2푛) for 푥 ∈ Ω,
or there exists an integer 푘 ≥ 2 and a nonzero homogeneous harmonic polynomial 푃 of degree 푘 for which 푡
has, at the origin, the asymptotic expansion
푡(푥) = 푇 −
|푥|2
2푛
+ |푥|푘(푘−1)∕푛푃 (푥) + 푂 (|푥|휎+푘+푘(푘−1)∕푛) (2)
for some 휎 > 0. Moreover, if 푃 is a homogeneous harmonic polynomial of degree 푘 there exists a smooth
bounded convex domain Ω ⊂ ℝ푛+1 for which the corresponding arrival time 푡 satisfies (2) near the origin
where it attains its maximum 푇 .
Remark. Part of the statement of the theorem is a unique continuation result for the arrival time on a convex
domain: if the arrival time attains its maximum at the origin and coincides to infinite order there with the
arrival time 푇 − |푥|2∕(2푛) for a ball, then in fact the domain is a ball and the arrival time is identically equal
to 푇 − |푥|2∕(2푛). This is proved in a companion paper, [Str18], as a consequence of the fact that a rescaled
mean curvature flow cannot converge to a sphere faster than any exponential unless it is identically equal to
the sphere.2
Aswill be seen in Section 2, Theorem1.1 follows straightforwardly fromTheorems 2.1 and 2.2 on the possible
rates of convergence for rescaled mean curvature flow. As a consequence, the statement of the asymptotic
expansion (2) in Theorem 1.1 may be sharpened in keeping with the slightly more complicated statement of
Theorem 2.1. The most precise statement is: Let 휆푗 = 푗(푗 + 푛 − 1)∕(2푛) − 1 be the 푗th eigenvalue for the
operator Δ + 1 on the sphere 퐒푛 of radius (2푛)1∕2 centered at the origin. For 푗 ≥ 푘 such that 휆푗 < 2휆푘, there
exists a homogeneous harmonic polynomial 푃푗 of degree 푗 such that
푡(푥) = 푇 −
|푥|2
2푛
+
∑
푗≥푘
푗+푗(푗−1)∕푛<2푘+2푘(푘−1)∕푛
|푥|푗(푗−1)∕푛푃푗(푥) +푂 (|푥|2휎)
for all 휎 < 푘 + 푘(푘 − 1)∕푛. Notice that 푗 + 푗(푗 − 1)∕푛 = 2 + 2휆푗 .
2A different and more complicated parabolic unique continuation property for self-shrinkers was recently proved by Jacob Bernstein
in [Ber17].
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In particular, when 푘 ≥ 3 or 푛 = 1 or 2, the exponent 휎 appearing in (2) can be taken equal to 1. If 푘 = 2 and
푛 ≥ 3, then we can choose any 휎 < 2∕푛.
We do not prove in this paper that the asymptotic expansion (2) of Theorem 1.1 is actually a Taylor expansion,
though of course it is true that the Taylor expansion at the origin must coincide with (2) if it exists. Proving
existence requires bounding the derivative of the arrival time in a neighborhood of the origin, an analysis we
do not carry out here. It follows, however, from results of Huisken and Sesum,3 that the arrival time for a
convex domain is 퐶2 in all cases and that, in case 푘 ≥ 3 in our Theorem 1.1, the arrival time is 퐶3.
In the following section, we introduce the rescaled mean curvature flow and describe the relationship between
rates of convergence for rescaled MCF and the Taylor expansion of the arrival time near its maximum.
2 Rate of convergence of MCF and relation to level set equation
We begin by recalling the rescaled mean curvature flow. LetΩ be a convex domain and let {푀휏}휏∈[0,푇 ) be the
mean curvature flow starting from푀0 = 휕Ω. As mentioned in the introduction,푀휏 shrinks smoothly down
to a point 푥0 ∈ Ω as 휏 → 푇 in such a way that the rescaled surfaces (푇 − 휏)
−1∕2(푀휏 − 푥0) converge in 퐶
푘,
for any 푘, to the sphere 퐒푛 of radius (2푛)1∕2 centered at the origin in ℝ푛+1.
It is natural therefore to study the surfaces (푇 − 휏)−1∕2(푀휏 −푥0), and the analysis is simplified by a change of
variable: we put 푠 = − log (푇 − 휏) and for 푠 ≥ − log푇 defineΣ푠 = (푇 −휏)−1∕2(푀휏−푥0) = 푒푠∕2(푀푇−푒−푠−푥0).
The 1-parameter family {Σ푠} is called a rescaled mean curvature flow. Its position vector 푋(푠) satisfies the
equation
d푋
d푠
⋅ 푁 = −퐻 +
1
2
푋 ⋅ 푁,
with 푁 and 퐻 now the outer unit normal and scalar mean curvature of Σ푠. The sphere 퐒
푛 of radius (2푛)1∕2
centered at the origin is stationary under the rescaled mean curvature flow.4
Let 퐧 be the outer unit normal to the sphere 퐒푛. If {Σ푠} is a convex rescaled mean curvature flow, then it
converges as 푠 → ∞ to 퐒푛 in퐶2. Thismeans that there exists 푠0 ∈ ℝ and a scalar function 푢∶ 퐒
푛×[푠0,∞)→ ℝ
with the property that Σ푠 is the normal graph of 푢(⋅, 푠) over the sphere 퐒
푛 for 푠 ≥ 푠0:
Σ푠 = {푦 + 푢(푦, 푠)퐧(푦)∶ 푦 ∈ 퐒
푛} .
The function 푢 is uniquely determined and solves a quasilinear parabolic equation
휕푠푢 = Δ푢 + 푢 +푁(푢,∇푢,∇
2푢) (3)
where Δ is the Laplacian on 퐒푛 and푁 is a nonlinear term of the following form:
푁(푢,∇푢,∇2푢) = 푓 (푢,∇푢) + trace(퐵(푢,∇푢)∇2푢),
where 푓 and 퐵 are smooth and 푓 (0, 0), 푑푓 (0, 0), and 퐵(0, 0) are zero.
We now state our results on the rate of convergence for rescaled mean curvature for a sphere. Our first main
result is that a solution to the equation (3) that converges to zero as 푠→ ∞ approaches a solution to the linear
equation 휕푠푢 = Δ푢 + 푢.
3See Theorem 6.1 of [Hui93] for Huisken’s proof that the arrival time is 퐶2 and Corollary 5.1 of [Ses08] for Sesum’s proof that the
arrival time is 퐶3 in case 푘 ≥ 3 in our Theorem 1.1.
4Surfaces that are stationary for this flow are in general called self-shrinkers, because they shrink homothetically under mean curvature
flow. It was shown in [Bre16] that the sphere 퐒푛 is the only compact embedded self-shrinker with genus zero.
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The linear operator Δ + 1 has discrete spectrum with eigenvalues 휆푘 = 푘(푘 + 푛 − 1)∕(2푛) − 1, for 푘 =
0, 1, 2,… , each corresponding to an eigenspace 퐸푘 of finite dimension
(
푛+푘
푛
)
−
(
푛+푘−2
푛
)
. Notice that zero
is not an eigenvalue. Let 푑푘 be the dimension of the space of eigenfunctions corresponding to eigenvalues
휆0,… , 휆푘−1 which are strictly smaller than 휆푘.
With this notation, the precise result is the following.
THEOREM 2.1. For any integer 푟 > 푛∕2 + 1 and any integer 푘 ≥ 2, there exists an open neighborhood
퐵 = 퐵(푘, 푟) of the origin in퐻푟(퐒푛) with the property that the set of initial data 푢0 ∈ 퐵 for which the solution
푢 to the rescaled MCF equation (3) exists for all time 푠 ≥ 0 and converges to zero with exponential rate 휆푘 is
a codimension 푑푘 submanifold of 퐵 which is invariant for equation (3). For such initial data, there exist, for
푗 ≥ 푘 with 휆푗 < 2휆푘, eigenfunctions 푃푗 ∈ 퐸푗 for which the corresponding solution 푢 satisfies
‖‖‖푢(푦, 푠) − ∑
푗≥푘
휆푗<2휆푘
푒−휆푗푠푃푗 (푦)
‖‖‖퐻푟(퐒푛) ≤ 퐶푒−2휎푠
for some constant 퐶 > 0 and all 휎 < 휆푘.
Remark. The proof closely follows the proof of the analogous theorem for ODEs. Moreover, the proof of the
existence of an invariant manifold is modeled on the argument of [Nai88] (which generalizes [EW87]).
We also prove that the leading eigenfunction 푃푘 to which 푒
휆푘푠푢(푥, 푠) converges in퐻푟(퐒푛) may be prescribed.
THEOREM 2.2. Suppose 푘 ≥ 2 and let 푃 ∈ 퐸푘 be an eigenfunction for the operator Δ + 1 on the sphere 퐒푛
corresponding to the eigenvalue 휆푘. There exists 푠0 ≥ 0 and 푢∶ 퐒푛 × [푠0,∞) → ℝ which solves the rescaled
MCF equation (3) and satisfies
‖푒휆푘푠푢(푦, 푠) − 푃 (푦)‖퐻푟(퐒푛) ≤ 퐶푒−휎푠
for some constants 퐶 > 0 and 휎 > 0 and for all 푠 ≥ 푠0.
Remarks. If 푘 ≥ 3 or 푛 = 1 or 2, then we may take 휎 = 휆푘+1 in the statement of the theorem, and if 푛 ≥ 3 and
푘 = 2 we may take any 휎 < 2휆2 = 2∕푛.
The precise asymptotics of the limit, and the prescription of them, are inspired by [AV97]. In fact, the present
investigation came from the author’s wish to determine similar asymptotics in the simpler compact setting.
We now show the relationship between these results and the level set equation. We will derive Theorem 1.1
from Theorems 2.1(a) and 2.2.
Let Ω ⊂ ℝ푛+1 be a bounded convex region and suppose 푡∶ Ω → ℝ with 푡(푥) = 0 on 휕Ω solves the level
set equation (1) on Ω. Let 푀휏 = {푥 ∈ Ω∶ 푡(푥) = 휏} be the corresponding mean curvature flow and Σ푠 the
corresponding rescaled MCF. Then Σ푠 converges to the sphere 퐒
푛 as 푠 → ∞, and, as remarked previously, it
follows that for sufficiently large 푠 the surface Σ푠 is a normal graph over 퐒
푛: there exists 푠0 ≥ 0 and a function
푢∶ 퐒푛 × [푠0,∞) → ℝ which solves (3) and for which
Σ푠 = {푦 + 푢(푦, 푠)퐧(푦)∶ 푦 ∈ 퐒
푛}.
By rescaling the initial mean curvature flow if necessary, we may take 푠0 = 0 without loss of generality.
By Theorem 2.1, either 푢 is identically zero or there exists 푘 ≥ 2 and a nonzero homogeneous harmonic
polynomial 푃 of degree 푘, the restriction of which to 퐒푛 is an eigenfunction in 퐸푘 corresponding to the
eigenvalue 휆푘 of Δ + 1, for which
푢(푦, 푠) = 푒−휆푘푠푃 (푦) + 푂
(
푒−(휆푘+휎)푠
)
(4)
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in퐻푟+1(퐒푛) as 푠 → ∞, where 휎 > 0. Since 푟 > 푛∕2 + 1 this bound actually holds in 퐿∞(퐒푛) by the Sobolev
imbedding theorem.
The position vector of a point 푥 of푀푡 = (푇 − 푡)
1∕2Σ푠 must satisfy the equation
푥 = (푇 − 푡)1∕2
푥|푥| (2푛)1∕2 + (푇 − 푡)1∕2푢
(
푥|푥| , 푠
)
푥|푥| ,
remembering as always that 푠 = − log (푇 − 푡). In other words,
|푥|
(2푛)1∕2
= (푇 − 푡)1∕2
(
1 + 푢
(
푥|푥| , 푠
))
.
Substituting the asymptotic (4) for 푢 and replacing 푠 with − log (푇 − 푡) gives
|푥|
(2푛)1∕2
= (푇 − 푡)1∕2
(
1 + 푒−휆푘푠푃
(
푥|푥|
)
+푂
(
푒−(휆푘+휎)푠
))
= (푇 − 푡)1∕2
(
1 + (푇 − 푡)휆푘|푥|−푘푃 (푥) +푂 ((푇 − 푡)휆푘+휎)) .
Since it is known that 푇 − 푡 → 0 as 푥 → 0, this equation implies that 푇 − 푡 = |푥|2∕(2푛) + 표(|푥|2) as 푥 → 0.
But then squaring and rearranging and substituting this for 푇 − 푡 we obtain
푇 − 푡 =
|푥|2
2푛
− (푇 − 푡)1+휆푘 |푥|−푘푃 (푥) + 푂 ((푇 − 푡)1+휆푘+휎) (5)
=
|푥|2
2푛
−
(|푥|2
2푛
+ 표
(|푥|2))1+휆푘 |푥|−푘푃 (푥) +푂 (|푥|2+2휆푘+2휎)
=
|푥|2
2푛
−
|푥|2+2휆푘−푘
(2푛)1+휆푘
푃 (푥) + 표
(|푥|2+2휆푘) . (6)
Finally, substituting this improved asymptotic (6) for each occurrence of 푇 − 푡 in the first line (5) and carrying
out the same computation gives the improvement
푇 − 푡 =
|푥|2
2푛
−
|푥|2+2휆푘−푘
(2푛)1+휆푘
푃 (푥) +푂
(|푥|2+4휆푘 + |푥|2+2휆푘+2휎) ,
which is equivalent to the conclusion of Theorem 1.1.
In the remainder of the paper, we prove the results of Theorems 2.1 and 2.2. We prove Theorem 2.1 in the
next section and afterward prove 2.2.
3 Construction of the invariant manifolds
In this section, we adapt the argument of [Nai88], which is a general stable manifold theorem for geometric
evolution equations, to our situation in order to construct invariant manifolds of solutions which convergewith
prescribed exponential rate. We now briefly summarize the main result of [Nai88] and explain how our results
differ: Let 푀 be a closed Riemannian manifold of dimension 푛 and let 퐿 be an elliptic differential operator
on푀 which is symmetric in the 퐿2(푀) inner product and which has discrete spectrum accumulating only at
+∞ (in particular the operator is assumed to be bounded below). Suppose푁 = 푁(푢) is a nonlinear function
defined on퐻푟−1(푀) for an integer 푟 > 푛∕2 + 1 which satisfies 푁(0) = 0 and a bound of the form we prove
in Lemma 3.5. In this situation, Naito proves the following:
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THEOREM 3.1 ((Naito, [Nai88])). There exists a ball 퐵 centered at the origin in 퐻푟+1(푀) in which the
nonlinear evolution equation
휕푠푢 = 퐿푢 +푁(푢)
has an invariant stable manifold of finite codimension.
The codimension is equal to the codimension of the space on which퐿 is negative definite (the index of퐿 plus
the dimension of the kernel). Naito’s argument is modeled on Epstein & Weinstein’s earlier proof of a stable
manifold theorem for mean curvature flow in the plane, [EW87], and both of these arguments follow closely
the proof of the stable manifold theorem for ODE.5
Theorem 3.1 already almost implies part of the conclusion of Theorem 2.1, though it does not include the
precise rate of convergence and does not describe the asymptotics of the limit. Using the notation of Theorem
2.1 from the preceding subsection and assuming 푘 ≥ 2, one would like, in our situation, to replace a solution
푢(푥, 푠) of (3) with 푒휆푘푠푢(푥, 푠) and to replace the linear term Δ+1 on the right side of (3) with 퐿 = Δ+1+ 휆푘
and then to apply Naito’s theorem. The main issue then is that the nonlinear term will depend on the time
parameter 푠, but this is easy to overcome in this context because the time-dependent nonlinear term satisfies
a bound that is uniform in 푠.
Notice that, assuming this argument is carried out successfully, the stable manifold one obtains in this case
from Theorem 3.1 is the set of solutions for which 푒휆푘푠푢(푠) → 0, and it will have the codimension of all
eigenspaces corresponding to eigenvalues 휆푗 with 푗 ≤ 푘 (the index plus nullity of Δ + 1 + 휆푘). If we want
precisely the solutions for which 푠 ↦ 푒휆푘푠푢(푥, 푠) is bounded, that is, precisely the solutions for which 푢
converges to 0 exponentially at rate 휆푘 as 푠 → ∞, we must instead apply Theorem 3.1 to 푒
(휆푘−휀)푠푢(푥, 푠) and
퐿 = Δ + 1 + 휆푘 − 휀 for sufficiently small 휀. The ultimate conclusion of this analysis is that there exists a
codimension 푑푘 invariant submanifold for the equation (3) with the property that any solution in this invariant
submanifold converges to zero at exponential rate 휆푘 − 휀 for all 휀 > 0. In particular, this argument does not
prove that 푒휆푘푠푢(푠) is bounded in퐻푟+1(푀), though this can be proved (and we prove it below) using the bound
on the nonlinear term.6 Thus the bound on the nonlinear term does imply that the rate of convergence is better
than shown in [Nai88] or [EW87].7 The same argument improves the rate of convergence in Naito’s general
theorem, because we only use his bound on the nonlinear term.
Rather than apply the conclusion of Theorem 3.1 in this way, we prefer to adapt the argument to our situation.
This is done in this section (Section 3). Section 3.1 collects some bounds required for the construction in
Section 3.3, and both sections follow closely arguments of [Nai88] and [EW87]. We also include, for the
convenience of the reader, a proof that a quasilinear nonlinear term푁 of second order does satisfy the bound
required by Naito’s hypotheses in [Nai88] and Theorem 3.1. This occupies Section 3.2
In Section 4, we establish the rest of Theorem2.1, namely, the precise rate of convergence and the asymptotics.
This part does not overlapwith [Nai88] or [EW87], and in fact the same arguments extend the results of [Nai88]
in the more general setting of that paper. We also show that the asymptotics can be prescribed as in Theorem
2.2. Analysis of the asymptotics requires a closer look at the construction of the stable invariant manifold in
the first place, and this is part of the reason we prefer to argue directly in the proof of Theorem 2.1 rather than
attempt to apply the conclusion of Theorem 3.1 to our situation.
5For a treatment of the stable manifold theorem in the finite-dimensional ODE context, see, e.g., [Hal09], §III.6.
6The assertion is not true for a general nonlinear term, as is already apparent in the finite-dimensional ODE case, for essentially the
same reason that a center manifold need not be stable. Consider for example the ODE
푥̇ = −휀푥 −
푥
log |푥|
on ℝ. For small initial data, the solution converges to zero like 푡푒−휀푡 as 푡 → ∞. If the nonlinear term is 푂(|푥|1+훼 ) for some 훼 > 0 as
푥 → 0 this cannot happen.
7Cf. Proposition 5.2 of [Nai88], where the author establishes convergence to zero with exponential rate 휎 for any 휎 smaller than the
first positive eigenvalue of the linear operator, and Remark 3, page 136 of [EW87], where the same claim is made.
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3.1 Linear estimates
Throughout, we write ⟨푣,푤⟩ for the 퐿2(퐒푛) inner product:
⟨푣,푤⟩ = ∫
퐒푛
푣푤.
Let 퐿 be the linear operator Δ + 1 on the sphere 퐒푛, and let 퐹푘 be the subspace of퐻
푟(퐒푛) defined by
퐹푘 =
∞⨁
푗=푘
퐸푗
with 퐸푗 as before the eigenspace for 퐿 corresponding to the 푗th eigenvalue 휆푗 = 푗(푗 + 푛 − 1)∕(2푛) − 1.
From now on, we fix an integer 푘 ≥ 2 so that 퐿 is negative definite and bounded above on 퐹푘, satisfying⟨퐿푣, 푣⟩ ≤ −휆푘‖푣‖2퐿2(퐒푛) for 푣 ∈ 퐹푘.
For 푣 ∈ 퐹푘, we may define the퐻
퓁(퐒푛) norm for integer 퓁 ≥ 0 by
‖푣‖퐻퓁 ∶= ⟨(−퐿)퓁푣, 푣⟩.
This norm is equivalent to the usual퐻퓁 norm.
LEMMA 3.2. If 푠 ↦ 푣(푠) is a continuously differentiable path in 퐹푘 ∩퐻
푟+1(퐒푛), then for any 휀 > 0 and any
integer 푟 ≥ 1,
1
2
d
d푠
‖푣(푠)‖2
퐻푟(퐒푛)
+ (1 − 휀)‖푣(푠)‖2
퐻푟+1(퐒푛)
≤ 1
4휀
‖(휕푠 − 퐿)푣(푠)‖2퐻푟−1(퐒푛). (7)
Proof. Write 푓 = (휕푠 − 퐿)푣 for brevity. Use Cauchy-Schwarz to get, for any 휀 > 0,
⟨(−퐿)푟푣, 푓⟩ ≤ 휀⟨(−퐿)푟+1푣, 푣⟩ + 1
4휀
⟨(−퐿)푟−1푓, 푓⟩.
Rearranging and substituting 푓 = (휕푠 − 퐿)푣 on the left gives
⟨(−퐿)푟푣, (휕푠 − (1 − 휀)퐿)푣⟩ ≤ 14휀⟨(−퐿)푟−1푓, 푓⟩ = 14휀‖푓‖2퐻푟−1 ,
and because 휕푠‖푣‖2퐻푟∕2 = ⟨(−퐿)푟푣, 휕푠푣⟩ and ⟨(−퐿)푟+1푣, 푣⟩ = ‖푣‖2퐻푟+1 , this is equivalent to the conclusion
of the lemma. ■
COROLLARY 3.3. If 푣(푠) ∈ 퐹푘 for all 푠 ≥ 0, then for any 휎 with 0 < 휎 < 휆푘 and any integer 푟 ≥ 1,
푒2휎푠‖푣(푠)‖2
퐻푟(퐒푛)
≤ ‖푣(0)‖2
퐻푟(퐒푛)
+
휆푘
2(휆푘 − 휎) ∫
푠
0
푒2휎휏‖(휕푠 − 퐿)푣(휏)‖2퐻푟−1(퐒푛) d휏.
Proof. Notice that the left side of (7) can be bounded below for 푣 ∈ 퐹푘 using ‖푣(푠)‖2퐻푟+1 ≥ 휆푘‖푣(푠)‖2퐻푟 . The
result is
d
d푠
‖푣(푠)‖2
퐻푟(퐒푛)
+ 2(1 − 휀)휆푘‖푣(푠)‖2퐻푟+1(퐒푛) ≤ 12휀‖(휕푠 − 퐿)푣(푠)‖2퐻푟−1(퐒푛).
This is equivalent to the statement of the corollary with 휎 = (1 − 휀)휆푘 because the left side can be written
d
d푠
‖푣(푠)‖2
퐻푟(퐒푛)
+ 2(1 − 휀)휆푘‖푣(푠)‖2퐻푟+1(퐒푛) = 푒−2(1−휀)휆푘푠 dd푠 (푒2(1−휀)휆푘푠‖푣(푠)‖2퐻푟)
and we can multiply through by 푒2(1−휀)휆푘푠 and integrate. ■
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COROLLARY 3.4. In the situation of the lemma, if 푟 ≥ 1 is an integer and ‖푣(푠푗)‖퐻푟(퐒푛) → 0 for some
sequence 푠푗 increasing to infinity, then
∫
∞
0
‖푣(푠)‖2
퐻푟+1(퐒푛)
d푠 ≤ ‖푣(0)‖퐻푟(퐒푛) + ∫
∞
0
‖(휕푠 − 퐿)푣(푠)‖2퐻푟−1(퐒푛) d푠.
3.2 Nonlinear estimate
The nonlinear term 푁 ∶ ℝ × Γ(푇퐒푛) × Γ(푇 ∗퐒푛 ⊗ 푇퐒푛) → ℝ (here Γ(푇퐒푛) is the space of sections of the
tangent bundle, for instance) appearing in the rescaled mean curvature flow equation (3) over the sphere has
the form
푁(푢,∇푢,∇2푢) = 푓 (푢,∇푢) + trace(퐵(푢,∇푢)∇2푢) (8)
where 푓 ∶ ℝ × Γ(푇퐒푛) → ℝ is smooth with 푓 (0, 0) = 0 and 퐷푓 (0, 0) = 0, and where 퐵 ∶ ℝ × Γ(푇퐒푛) →
Γ(푇 ∗퐒푛 ⊗ 푇퐒푛) is smooth and satisfies 퐵(0, 0) = 0.8
In this section, we prove the following Sobolev estimate for a nonlinear term푁 of this form. We abbreviate
푁(푢,∇푢,∇2푢) by푁(푢).
LEMMA 3.5. Let 푟 be an integer with 푟 > 푛∕2 + 1, let푁 be smooth function of the form (8), and let 푅 > 0 be
fixed. There exists a constant 퐶 depending on푁 and 푅 and 푟 with the property that all 푣,푤 ∈ 퐶∞(퐒푛) with‖푣‖퐻푟(퐒푛), ‖푤‖퐻푟(퐒푛) ≤ 푅 satisfy
‖푁(푣) −푁(푤)‖퐻푟−1(퐒푛) ≤ 퐶 (‖푣‖퐻푟+1(퐒푛)‖푣 −푤‖퐻푟(퐒푛) + ‖푤‖퐻푟(퐒푛)‖푣 −푤‖퐻푟+1(퐒푛)) .
For the proof of Lemma 3.5, we need a Sobolev product lemma which is standard. In this simple case (푠 an
integer) it can be proved using Hölder’s inequality and the Sobolev imbedding theorems.
LEMMA 3.6. Suppose 푀 = 푀푛 is a closed Riemannian manifold of dimension 푛, and 푠1, 푠2, and 푠 satisfy
푠푖 ≥ 푠 and 푠1+ 푠2 ≥ 푠+푑∕2. Then there is a constant퐶 depending on 푠 and the Sobolev constant for푀 such
that
‖푣푤‖퐻푠(푀 ) ≤ 퐶‖푣‖퐻푠1 (푀 )‖푤‖퐻푠2 (푀 )
for all 푣,푤 ∈ 퐶∞(푀).
We now indicate the proof of Lemma 3.5, demonstrating the bound on the 푓 term of 푁. The other term is
similar so we omit the details. For clarity, let us now work in a coordinate chart (it makes no difference in the
analysis). Thus let 푢푗 = 휕푗푢 be the components of the gradient∇푢. Under the preceding assumptions, we can
express 푓 as
푓 (푢,∇푢) = 푔0(푢,∇푢)푢
2 +
푛∑
푗=1
푔푗(푢,∇푢)푢
2
푗
for some smooth functions 푔푗 . In particular,
푓 (푢,∇푢) − 푓 (푣,∇푣) = 푔0(푢,∇푢)(푢 − 푣)(푢 + 푣) + (푔0(푢,∇푢) − 푔0(푣,∇푣))푣
2
+
푛∑
푗=1
푔푗(푢,∇푢)(푢푗 − 푣푗)(푢푗 + 푣푗 ) + (푔푗(푢,∇푢) − 푔푗(푣,∇푣))푣
2
푗
.
8See [CMI15], Appendix A, for a proof of this fact.
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Now suppose that 푢 and 푣 are in 퐻푟(퐒푛), where 푟 > 푛∕2 + 1. There is a continuous imbedding퐻푟(퐒푛) ⟶
퐶1(퐒푛), and so the 퐶1 norms of 푢 and 푣 are controlled by the퐻푟 norms. In this situation, if we assume that‖푢‖퐻푟 , ‖푣‖퐻푟 ≤ 푅, we can deduce that the functions 푔푗(푢,∇푢) satisfy
‖푔푗(푢,∇푢)‖퐻퓁 ≤ 퐶(1 + ‖푢‖퐻퓁+1 )
for any integer 퓁 ≥ 0, where 퐶 is a constant that depends on the function 푔푗 and on 푅. (The proof is by
induction, and we use the fact that the domain 퐒푛 has finite volume.) In particular, 푔푗(푢,∇푢) and 푔푗(푣,∇푣) are
in 퐻푟−1, and since 푟 − 1 > 푛∕2 we may apply the Sobolev product theorem (with 푟 − 1 = 푠 = 푠1 = 푠2) to
terms like 푔푗(푢,∇푢)(푢푗 − 푣푗)(푢푗 + 푣푗). To deal with the terms (푔푗(푢,∇푢) − 푔푗(푣,∇푣))푣
2
푗
, we write
푔푗(푢,∇푢) − 푔푗(푣,∇푣) = ∫
1
0
휕1푔(푢 + 푡(푣 − 푢),∇푢 + 푡∇(푣 − 푢)) d푡 (푣− 푢)
+
푛+1∑
푖=2
∫
1
0
휕푖푔(푢 + 푡(푣 − 푢),∇푢 + 푡∇(푣 − 푢)) d푡 (푣푖 − 푢푖).
The functions ∫ 1
0
휕푖푔(푢+ 푡(푣− 푢),∇푢+ 푡∇(푣− 푢)) d푡 are in퐻
푟−1 for the same reason that 푔푗(푢,∇푢) is, and so
we may apply the Sobolev product theorem to these terms as well.
Combining everything, we get a bound
‖푓 (푢,∇푢) − 푓 (푣,∇푣)‖퐻푟−1 ≤ ‖(푢 − 푣)(푢 + 푣)‖퐻푟−1 + 퐶 푛∑
푗=1
‖(푢푗 − 푣푗)(푢푗 + 푣푗)‖퐻푟−1
+ 퐶‖(푢 − 푣)(푣2 + |∇푣|2)‖퐻푟−1 + 퐶 푛∑
푗=1
‖(푢푗 − 푣푗)(푣2 + |∇푣|2)‖퐻푟−1
where the constant 퐶 depends on 푓 and 푅 and 푟.We can now apply the Sobolev product theorem to the right
side to obtain
‖푓 (푢,∇푢) − 푓 (푣,∇푣)‖퐻푟−1 ≤ 퐶‖푢 + 푣‖퐻푟‖푢 − 푣‖퐻푟 + 퐶‖푣‖2퐻푟‖푢 − 푣‖퐻푟 .
Since ‖푣‖퐻푟 ≤ 푅 by assumption this is bounded by 퐶‖푢 − 푣‖퐻푟 (‖푢‖퐻푟 + ‖푣‖퐻푟 ).
3.3 Constructing the invariant manifolds: contraction argument
Let Π푘 ∶ 퐻
푟(퐒푛) → 퐹푘 be orthogonal projection onto 퐹푘. This orthogonal projection operator is the same for
all 푟 because of the way we have defined퐻푟.
Now fix an integer 푟 ≥ 1. Define 푋푟,휎 to be the Banach space of paths 푣 = 푣(푠)∶ ℝ → 퐻푟+1(퐒푛) for which
the norm ‖ ⋅ ‖푟,휎 defined by
‖푣‖푟,휎 =
(
∫
∞
0
‖푣(푠)‖2
퐻푟+1(퐒푛)
d푠
)1∕2
+ sup
푠≥0
푒휎푠‖푣(푠)‖퐻푟(퐒푛)
is finite.
We define an operator 푇 for (푣(푠), 푢0) ∈ 푋푟,휎 × 퐹푘 by requiring that the path 푇 (푠) = 푇 (푣; 푢0)(푠) solve the
equation
(휕푠 − 퐿)푇 (푠) = 푁(푣(푠)) (9)
푇 (0) = 푢0 − ∫
∞
0
푒−퐿휏 (1 − Π푘)푁(푣(휏)) d휏.
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The integral in the second equation makes sense pointwise because 1 − Π푘 projects on a finite-dimensional
invariant subspace for 퐿. We will see moreover that for 푁 satisfying our requirements it is convergent and
defines an element of퐻푟 for 푣 ∈ 푋푟,휎 with 휆푘−1 < 휎 < 휆푘.
Notice that if 푣 is a fixed point for 푇 (⋅; 푢0), then 푣 solves the nonlinear evolution equation (3). If this fixed point
lies in the space푋푟,휎 , then by definition it converges to zero exponentially. We will show that for small enough
푢0 ∈ 퐹푘 and for 휆푘−1 < 휎 < 휆푘, the mapping 푇 (⋅; 푢0) has precisely one fixed point 푣 in a small ball centered
at the origin in 푋푟,휎 . This fixed point depends smoothly in 퐻
푟 on the parameter 푢0, and the initial datum of
the corresponding evolution is 푣(0). The orthogonal projection of 푣(0) onto 퐹푘 is just 푢0, and it follows easily
that the space of initial data in a small ball of 퐻푟 centered at 0 which converges to zero exponentially with
rate between 휆푘−1 and 휆푘 is a graph over 퐹푘. The size of the ball in 퐻
푟 on which this is true depends on
the exponential rate 휎 ∈ (휆푘−1, 휆푘), but since the solution converges to zero and therefore enters every ball
centered at zero it is in fact true that the exponential rate of convergence to zero is automatically better than 휎
for any 휎 < 휆푘.
The main result of this section is the following theorem.
THEOREM 3.7. If 푟 > 푛∕2+1 and 휆푘−1 < 휎 < 휆푘 and if 푢0 ∈ 퐹푘 with ‖푢0‖퐻푟 sufficiently small, then 푇 (⋅; 푢0)
maps a small ball centered at the origin in 푋푟,휎 into itself and satisfies
‖푇 (푣, 푢0) − 푇 (푤, 푢0)‖푟,휎 ≤ 퐶 (‖푣‖푟,휎 + ‖푤‖푟,휎) ‖푣 −푤‖푟,휎 (10)
for some constant 퐶 = 퐶(푟, 휎, 푘) depending on 푟, 휎, and 푘.
COROLLARY 3.8. The mapping 푇 is a contraction mapping of a small ball centered at the origin in푋푟,휎 into
itself. Consequently, it has a unique fixed point in this ball.
Proof of Theorem 3.3. We first prove the bound (10) on a small ball, and then we show that if this ball is
small enough it is mapped into itself by 푇 . If 푣 and 푤 are in 푋푟,휎 and 푢0 ∈ 퐹푘, then the difference 퐷(푠) =
푇 (푣; 푢0)(푠) − 푇 (푤; 푢0)(푠) is continuously differentiable and satisfies the equation
(휕푠 − 퐿)퐷(푠) = 푁(푣(푠)) −푁(푤(푠)) (11)
퐷(0) = −∫
∞
0
푒−퐿휏 (1 − Π푘) (푁(푣(휏)) −푁(푤(휏))) d휏.
To bound퐷, we break it up into components using the orthogonal projection Π푘 ∶ 퐻
푟
→ 퐹푘. The bound on
the component (1−Π푘)퐷(푠) is simple, so we take care of that first. The more interesting bound is onΠ푘퐷(푠),
and for this we make use of Corollaries 3.4 and 3.3, which apply because Π푘퐷(푠) ∈ 퐹푘 for all 푠 ≥ 0 (this is
why we break퐷 into components in the first place).
We now show how (1−Π푘)퐷(푠) is controlled in푋푟,휎 . First, 1−Π푘 projects onto a finite-dimensional subspace
of퐻푟, and (1 − Π푘)퐷(푠) can be expressed as an integral
(1 − Π푘)퐷(푠) = 푒
퐿푠(1 − Π푘)퐷(0) + ∫
푠
0
푒퐿(푠−휏)
(
1 − Π푘
)
(푁(푣(휏)) −푁(푤(휏))) d휏
= −∫
∞
푠
푒퐿(푠−휏)
(
1 − Π푘
)
(푁(푣(휏)) −푁(푤(휏))) d휏,
where the second line is obtained from the first by substituting the expression for 퐷(0) and simplifying. For
휏 > 푠, the operator 푒퐿(푠−휏) has norm 푒휆푘−1(휏−푠) on range(1−Π푘). Because the range is finite-dimensional, and
all norms on it are equivalent, we may write
‖(1 − Π푘)퐷(푠)‖퐻푟(퐒푛) ≤ 퐶 ∫
∞
푠
푒휆푘−1(휏−푠)‖(1 − Π푘) (푁(푣(휏)) −푁(푤(휏)))‖퐻푟−1(퐒푛) d휏
≤ 퐶 ∫
∞
푠
푒휆푘−1(휏−푠)‖푁(푣(휏)) −푁(푤(휏))‖퐻푟−1(퐒푛) d휏
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where 퐶 is a constant that depends on 푘 and 푟. Now we just use the nonlinear estimate Lemma 3.5 to bound
the right side and obtain
‖(1 − Π푘)퐷(푠)‖퐻푟 ≤ 퐶 ∫
∞
푠
푒휆푘−1(휏−푠)
(‖푣(휏)‖퐻푟+1‖푣(휏) −푤(휏)‖퐻푟 + ‖푤(휏)‖퐻푟‖푣(휏) −푤(휏)‖퐻푟+1) d휏.
Finally, assuming 휆푘−1 < 휎 < 휆푘, we bound the right side by the ‖ ⋅ ‖푟,휎 norm straightforwardly as follows
(using the first summand for an example):
∫
∞
푠
푒휆푘−1(휏−푠)‖푣(휏)‖퐻푟+1‖푣(휏) −푤(휏)‖퐻푟 d휏
≤ sup
휏≥푠 푒
휎(휏−푠)‖푣(휏) −푤(휏)‖퐻푟 ∫
∞
푠
푒−(휎−휆푘−1)(휏−푠)‖푣(휏)‖퐻푟+1 d휏
≤ 푒−휎푠‖푣 −푤‖푟,휎
(
∫
∞
0
푒−2(휎−휆푘−1)휏 d휏
)1∕2(
∫
∞
0
‖푣(휏)‖2
퐻푟+1
d휏
)1∕2
≤ 푒−휎푠‖푣 −푤‖푟,휎‖푣‖푟,휎 1
(휎 − 휆푘−1)
1∕2
.
The passage from the first to the second line is just Cauchy–Schwarz. All told, we obtain
푒휎푠‖(1 − Π푘)퐷(푠)‖퐻푟 ≤ 퐶(‖푣‖푟,휎 + ‖푤‖푟,휎 )‖푣 −푤‖푟,휎 , (12)
where 퐶 depends on 푘 and 휎.
Since the퐻푟 and퐻푟+1 norms are equivalent on the range of 1 − Π푘, we see from the bound (12) that
‖(1 − Π푘)퐷(푠)‖퐻푟+1 ≤ 푒−휎푠퐶(‖푣‖푟,휎 + ‖푤‖푟,휎 )‖푣 −푤‖푟,휎 ,
and since 푒−휎푠 is square-integrable over [0,∞) for 휎 > 0 we obtain
∫
∞
0
‖(1 − Π푘)퐷(푠)‖2퐻푟+1 d푠 ≤ 퐶(‖푣‖푟,휎 + ‖푤‖푟,휎 )‖푣 −푤‖푟,휎 . (13)
Combining (12) and (13) gives the desired bound
‖(1 − Π푘)퐷‖푟,휎 ≤ 퐶(‖푣‖푟,휎 + ‖푤‖푟,휎)‖푣 −푤‖푟,휎 ,
with 퐶 depending on 푘 and 휎 and 푟.
Let us now bound ‖Π푘퐷(푠)‖푟,휎. Notice that Π푘퐷(0) = 0, so that Corollary 3.3 implies
푒2휎푠 ‖‖Π푘퐷(푠)‖‖2퐻푟(퐒푛) ≤ 휆푘2(휆푘 − 휎) ∫
푠
0
푒2휎휏‖Π푘 [푁(푣(휏)) −푁(푤(휏))]‖2퐻푟−1(퐒푛) d휏
≤ 휆푘
2(휆푘 − 휎) ∫
푠
0
푒2휎휏‖푁(푣(휏)) −푁(푤(휏))‖2
퐻푟−1(퐒푛)
d휏.
To pass from the first line to the second we just use the fact thatΠ푘 does not increase the퐻
푟−1 norm. Inserting
the bilinear estimate for푁 into this we bound the integral as
∫
푠
0
푒2휎휏‖푁(푣(휏)) −푁(푤(휏))‖2
퐻푟−1
d휏
≤ 퐶 ∫
푠
0
푒2휎휏
(‖푣(휏)‖2
퐻푟+1
‖푣(휏) −푤(휏)‖2
퐻푟
+ ‖푤(휏)‖2
퐻푟
‖푣(휏) −푤(휏)‖2
퐻푟+1
)
d휏,
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from which, using the definition of ‖ ⋅ ‖푟,휎 , we straightforwardly obtain
∫
푠
0
푒2휎휏‖푁(푣(휏)) −푁(푤(휏))‖2
퐻푟−1
d휏 ≤ 퐶 (‖푣‖2
푟,휎
+ ‖푤‖2
푟,휎
) ‖푣 −푤‖2
푟,휎
.
Combining this with the퐻푟 estimate for 퐷(0) we get
푒2휎푠 ‖퐷(푠)‖2
퐻푟(퐒푛)
≤ 퐶
(
1 +
휆푘
휆푘 − 휎
)(‖푣‖2
푟,휎
+ ‖푤‖2
푟,휎
)‖푣 −푤‖2
푟,휎
.
By Corollary 3.4 and an analogous use of the nonlinear estimate, we similarly obtain
∫
∞
0
‖‖Π푘퐷(푠)‖‖2퐻푟+1 d푠 ≤ ∫
∞
0
‖푁(푣(푠)) −푁(푤(푠))‖2
퐻푟−1
d푠 ≤ 퐶 (‖푣‖2
푟,휎
+ ‖푤‖2
푟,휎
)‖푣 −푤‖2
푟,휎
.
This completes the bound on ‖Π푘퐷(푠)‖푟,휎 .
Combining all of these estimates gives us the final bound:
‖퐷‖푟,휎 ≤ ‖(1 − Π푘)퐷‖푟,휎 + ‖Π푘퐷‖푟,휎 ≤ 퐶
(
휆푘
휆푘 − 휎
)1∕2 (‖푣‖푟,휎 + ‖푤‖푟,휎) ‖푣 −푤‖푟,휎 .
This proves (10).
Now let us show that 푇 maps a small ball centered at the origin in 푋푟,휎 into itself. Let 푈 (푠) = 푒
퐿푠푢0 be the
solution to the linear homogeneous equation (휕푠 − 퐿)푈 = 0 with initial data 푈 (0) = 푢0. First, taking 푤 = 0
in (10) shows, since 푇 (0; 푢0) = 푈 by the definition (9) of 푇 , that
‖푇 (푣; 푢0) − 푈‖푟,휎 ≤ 퐶‖푣‖2푟,휎 .
Therefore if 0 < 훿 < 1∕퐶 and ‖푈‖푟,휎 < 훿 − 퐶훿2, then ‖푇 (푣; 푢0)‖푟,휎 < 훿 whenever ‖푣‖푟,휎 < 훿. That is,
푇 (⋅; 푢0) maps the ball of radius 훿 centered at zero in 푋푟,휎 into itself. We need only to show now that ‖푈‖푟,휎
can be controlled by ‖푢0‖퐻푟(퐒푛). But this follows immediately from the estimates of Corollaries 3.3 and 3.4
since 푈 (푠) ∈ 퐹푘 for all 푠 ≥ 0. ■
4 Asymptotics of the limit
In the preceding section, we constructed, for each 푘 ≥ 2, a codimension 푑푘 invariant submanifold for equation
(3) consisting of solutions which converge to zero with exponential rate 휎 for every 휎 < 휆푘. In this section,
we show that any such solution must actually converge to zero with exponential rate 휆푘, and we show also that
any such solution is approximated well by a solution to the linear equation.
The first result is the following.
PROPOSITION 4.1. Suppose 푘 ≥ 2 is an integer and 푢∶ 퐒푛 × [푠0,∞)→ ℝ is a solution to (3) which satisfies
sup
푠≥푠0
푒휎푠‖푢(푠)‖퐻푟+2(퐒푛) < ∞
for all 휎 < 휆푘. Then
sup
푠≥푠0
푒휆푘푠‖푢(푠)‖퐻푟(퐒푛) < ∞
and in fact there exists 푃 ∈ 퐸푘 such that
푢(푦, 푠) = 푒−휆푘푠푃 (푦) +푂
(
푒−2휆푘푠 + 푒−휆푘+1푠
)
in퐻푟(퐒푛) as 푠→ ∞.
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We now prove a lemma, showing that the first hypothesis of Proposition 4.1 is met automatically for all
solutions of (3) satisfying
sup
푠≥푠0
푒휎푠‖푢(푠)‖퐻푟(퐒푛) < ∞
for all 휎 < 휆푘. Notice that Proposition 4.1 requires this condition to hold for the퐻
푟+2(퐒푛) norm, and not just
the퐻푟(퐒푛) norm. We show that it always holds in the퐻푟+2(퐒푛) norm if it holds in the퐻푟(퐒푛) norm.
LEMMA 4.2. Suppose 푢∶ 퐒푛 ×[푠0,∞)→ ℝ is a solution to (3) converging to zero in 퐿
2(퐒퐧) as 푠 → ∞. Then
either 푢 is identically zero or
sup
푠≥푠0
‖푢(푠)‖퐻푟+1(퐒푛)‖푢(푠)‖퐻푟(퐒푛) < ∞
for every integer 푟 ≥ 0.
Proof. The crucial feature of rescaled mean curvature flow making this work is that a solution 푢 to (3) con-
verging to zero in퐿2(퐒푛) also converges to zero in퐻푟(퐒푛) for every 푟 ≥ 0. This follows fromHuisken’s result,
[Hui84] (see Remark (i) after Theorem 1.1), that convergence of a convex mean curvature flow to the sphere
is exponential in 퐶푘 for any 푘. The rest of the proof uses generalities about the equation (3) satisfied by 푢.
Since 푢 converges to zero in 퐻푟(퐒푛) for every 푟, it lies in one of the invariant manifolds of Theorem 2.1, as
proved in the preceding section. Moreover, 푢 cannot converge to zero faster than any exponential unless it
is identically zero, as proved in [Str18] (see Theorem 2.2). Therefore, if 푢 is not identically zero, there is a
largest integer 푘 = 푘(푟) ≥ 2, depending on 푟, with the property that
sup
푠≥푠0
푒휎푠‖푢(푠)‖퐻푟(퐒푛) < ∞
for all 휎 < 휆푘. Since ‖ ⋅ ‖퐻푟+1(퐒푛) ≥ ‖ ⋅ ‖퐻푟(퐒푛), the integer 푘(푟) does not increase with 푟. This means that
eventually 푘(푟) is constant in 푟, that is, there exists some 푟0 such that 푘(푟) = 푘(푟0) for 푟 ≥ 푟0.
Then for 푟 ≥ 푟0 we can apply Proposition 4.1 to conclude that
sup
푠≥푠0
푒휆푘푠‖푢(푠)‖퐻푟(퐒푛) < ∞,
where 푘 = 푘(푟) = 푘(푟0), and that there exists 푃 ∈ 퐸푘 with the property that ‖푒휆푘푠푢(푠) − 푃‖퐻푟(퐒퐧) ≤ 퐶푒−휎푠
for some 휎 > 0.
Now 푃 must be nonzero, otherwise 푒휎푠‖푢(푠)‖퐻푟(퐒푛) would be bounded for all 휎 < 휆푘+1, and 푘 would not be
the largest integer with this property. (It now follows easily that 푘 = 푘(푟) is the same for all 푟 ≥ 0 and not just
all sufficiently large 푟.)
This is enough to conclude that ‖푢(푠)‖퐻푟+1(퐒푛)∕‖푢(푠)‖퐻푟(퐒푛) is bounded in 푠 for any 푟, since
‖푢(푠)‖퐻푟+1(퐒푛)‖푢(푠)‖퐻푟(퐒푛) ≤
푒−휆푘푠‖푃‖퐻푟+1 (퐒푛) + 퐶1푒−(휆푘+휎)푠
푒−휆푘푠‖푃‖퐻푟(퐒푛) − 퐶2푒−(휆푘+휎)푠
for some constants 퐶1, 퐶2, 휎 > 0, and for 푠 sufficiently large the expression on the right is bounded. ■
The proof of Proposition 4.1, to which we now turn, will be the consequence of a series of three lemmas in
which we bound the projections of 푢(푠) onto 퐹푘+1 =
⨁
푗≥푘+1퐸푗 , onto 퐸푘, and onto 퐹⟂푘 =
⨁
푗<푘 퐸푗 , with 퐸푗
as always the eigenspace for Δ + 1 corresponding to 휆푗 .
We begin by bounding the projection onto 퐹푘+1.
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LEMMA 4.3. Under the hypotheses of Proposition 4.1,
‖Π푘+1푢(푠)‖퐻푟(퐒푛) = 푂(푒−휆푘+1푠 + 푒−2휎푠)
as 푠→ ∞, for any 휎 < 휆푘.
Proof. Notice that
‖Π푘+1푢(푠)‖퐻푟 dd푠‖Π푘+1푢(푠)‖퐻푟 = dd푠‖Π푘+1푢(푠)‖2퐻푟∕2
= ⟨Π푘+1푢(푠), 퐿푢(푠)⟩퐻푟 + ⟨Π푘+1푢(푠), 푁(푢(푠))⟩퐻푟
≤ −휆푘+1‖Π푘+1푢(푠)‖2퐻푟 + ‖Π푘+1푢(푠)‖퐻푟‖푁(푢(푠))‖퐻푟 .
Thus if 휇 ≤ 휆푘+1, we get
d
d푠
(
푒휇푠‖Π푘+1푢(푠)‖퐻푟) ≤ 푒휇푠‖푁(푢(푠))‖퐻푟 . (14)
On the other hand
‖푁(푢(푠))‖퐻푟 ≤ 퐶‖푢(푠)‖퐻푟+1‖푢(푠)‖퐻푟+2 ≤ 퐶푒−2휎푠 (15)
for any 휎 < 휆푘 (the constant may depend on 휎). The first inequality is the nonlinear estimate Lemma 3.5 and
the second follows from the hypothesis of Proposition 4.1.
Inserting (15) into (14) and integrating shows that 푒휇푠‖Π푘+1푢(푠)‖퐻푟 is bounded provided 휇 ≤ 휆푘+1 and
휇 < 2휆푘. This is the same as the conclusion of the lemma. ■
Next we bound the projection onto 퐹⟂
푘
.
LEMMA 4.4. In the situation of Proposition 4.1,
‖(1 − Π푘)푢(푠)‖퐻푟(퐒푛) = 푂(푒−2휎푠)
as 푠→ ∞, for any 휎 < 휆푘.
Proof. Reasoning as in the proof of Lemma 4.3, we obtain
d
d푠
‖(1 − Π푘)푢(푠)‖퐻푟(퐒푛) ≥ −휆푘−1‖(1 − Π푘)푢(푠)‖퐻푟(퐒푛) − 퐶‖푁(푢(푠))‖퐻푟
≥ −휆푘−1‖(1 − Π푘)푢(푠)‖퐻푟(퐒푛) − 퐶푒−2휎푠
for any 휎 < 휆푘. In other words,
d
d푠
(
푒휆푘−1푠‖(1 − Π푘)푢(푠)‖퐻푟) ≥ −퐶푒(휆푘−1−2휎)푠.
Integrating this gives, for 푠 < 푡 and 휎 > 휆푘−1∕2,
푒휆푘−1푡‖(1 − Π푘)푢(푡)‖퐻푟 ≥ 푒휆푘−1푠‖(1 − Π푘)푢(푠)‖퐻푟 − 퐶푒(휆푘−1−2휎)푠
= 푒휆푘−1푠
(‖(1 − Π푘)푢(푠)‖퐻푟 − 퐶푒−2휎푠) .
Now make 푡 → ∞. Because 휆푘−1 < 휆푘, the hypothesis of Proposition 4.1 tells us that the left side converges
to zero. Consequently the right side must be non-positive, or, in other words,
‖(1 − Π푘)푢(푠)‖퐻푟 ≤ 퐶푒−2휎푠
for all 푠 ≥ 0 and any 휎 < 휆푘. As far as we know, 퐶 depends on 휎 of course. ■
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Finally, we turn to the projection onto 퐸푘.Write 휋푘 = Π푘 − Π푘+1 for the projection of퐻
푟 onto 퐸푘.
LEMMA 4.5. Under the hypotheses of Proposition 4.1 and assuming 푠 < 푡,
‖푒휆푘푡휋푘푢(푡) − 푒휆푘푠휋푘푢(푠)‖퐻푟(퐒푛) ≤ 퐶푒−휎푠
for any 휎 < 휆푘.
Proof. First,
d
d푠
푒휆푘푠휋푘푢(푠) = 푒
휆푘푠휋푘푁(푢(푠))
since 퐿휋푘푢 = −휆푘휋푘푢. Now we integrate this (the equation is in a finite dimensional vector space, namely,
the range of 휋푘) and use the triangle inequality to obtain
‖푒휆푘푡휋푘푢(푡) − 푒휆푘푠휋푘푢(푠)‖퐻푟 = ‖‖‖‖‖∫
푡
푠
푒휆푘푠휋푘푁(푢(휏)) d휏
‖‖‖‖‖퐻푟
≤ ∫
푡
푠
푒휆푘푠‖휋푘푁(푢(휏))‖퐻푟 d휏
≤ 퐶 ∫
푡
푠
푒(휆푘−2휎)휏 d휏
for 푠 < 푡 and any 휎 < 휆푘. This implies the lemma. ■
An immediate corollary of Lemma 4.5 is that 푒휆푘푠휋푘푢(푠) converges in퐻
푟 norm exponentially fast. The limit
of course must be an element of 퐸푘, that is, an eigenfunction 푃 of Δ + 1 with eigenvalue 휆푘.
Altogether, Lemmas 4.3, 4.4, and 4.5 imply that
푢(푦, 푠) = 푒−휆푘푠푃 (푦) +푂
(
푒−휆푘+1푠 + 푒−2휎푠
)
in 퐻푟(퐒푛) as 푠 → ∞, for any 휎 < 휆푘. In particular, ‖푢(푠)‖퐻푟 ≤ 퐶푒−휆푘푠 for some 퐶 > 0, and this fact can
be used to improve the asymptotics and take 휎 = 휆푘 in Lemmas 4.4 and 4.5 (but not Lemma 4.3) as follows.
The appearance of 휎 came through퐻푟 bounds on the nonlinear term푁(푢(푠)) used in the proofs of Lemmas
4.3, 4.4, and 4.5: We could only say, based on the hypotheses of Proposition 4.1, that ‖푁(푢(푠))‖퐻푟 ≤ 퐶푒−2휎푠
for any 휎 < 휆푘 and for some 퐶 > 0 depending on 휎. But now that we know ‖푢(푠)‖퐻푟 (hence ‖푢(푠)‖퐻푟+1 and‖푢(푠)‖퐻푟+2 by standard parabolic estimates using the fact that 푢 is a solution to (3)) is actually 푂(푒−휆푘푠), we
can say that푁(푢(푠)) = 푂(푒−2휆푘푠) and then obtain improvements on the error in Lemmas 4.4 and 4.5.
A close look at the proof of Lemma 4.3 reveals that the same method does not work there and we are stuck
with the appearance of 휎 in the conclusion. Of course it does not matter so long as 2휆푘 > 휆푘+1, which is the
case for most 푘.
We summarize these observations in a corollary, which states a more precise version of Proposition 4.1.
COROLLARY 4.6. Under the hypotheses of Proposition 4.1:
(a) The projection Π푘+1푢 onto the sum 퐹푘+1 of eigenspaces corresponding to eigenvalues 휆푗 with 푗 > 푘
satisfies
‖Π푘+1푢(푠)‖퐻푟(퐒푛) ≤ 퐶 (푒−휆푘+1푠 + 푒−2휎푠)
for any 휎 < 휆푘 and some 퐶 > 0 (depending on 휎) and all 푠 ≥ 푠0.
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(b) The projection (1 − Π푘)푢 onto the sum 퐹
⟂
푘
of eigenspaces corresponding to eigenvalues 휆푗 with 푗 < 푘
satisfies
‖(1 − Π푘)푢(푠)‖퐻푟(퐒푛) ≤ 퐶푒−2휆푘푠
for some 퐶 > 0 and all 푠 ≥ 푠0.
(c) The projection 휋푘푢 onto the eigenspace 퐸푘 corresponding to the eigenvalue 휆푗 satisfies
‖푒휆푘푠휋푘푢(푠) − 푃‖퐻푟(퐒푛) ≤ 퐶푒−휆푘푠
for some 푃 ∈ 퐸푘 and some 퐶 > 0 and all 푠 ≥ 푠0.
We now obtain more precise asymptotics.
LEMMA 4.7. Suppose 푢 satisfies the hypotheses of Proposition 4.1, and suppose 푗 ≥ 푘 and 휆푗 < 2휆푘. Then
there exists 푃푗 in the eigenspace 퐸푗 corresponding to 휆푗 such that
‖푒휆푗푠휋푗푢(푠) − 푃푗‖퐻푟(퐒푛) ≤ 퐶푒(휆푗−2휆푘)푠
for all 푠 ≥ 푠0.
Proof. We argue as in Lemma 4.5, using
d
d푠
푒휆푗푠휋푗푢(푠) = 푒
휆푗푠휋푗푁(푢(푠))
to obtain
‖푒휆푗 푡휋푗푢(푡) − 푒휆푗푠휋푗푢(푠)‖퐻푟 ≤ 퐶 ∫
푡
푠
푒휆푗휏‖푁(푢(휏))‖퐻푟 d휏 ≤ 퐶 ∫
푡
푠
푒(휆푗−2휆푘)휏 d휏.
The right side is 푂(푒(휆푗−2휆푘)푠) independent of 푡 provided that 휆푗 < 2휆푘, and this gives the conclusion of the
lemma. ■
From Lemma 4.7 we obtain higher order asymptotics in certain cases (when 푘 is large).
COROLLARY 4.8. Let 푢 satisfy the hypotheses of Proposition 4.1. Then for 푗 ≥ 푘 such that 휆푗 < 2휆푘, there
exists 푃푗 ∈ 퐸푗 such that
푢(푦, 푠) =
∑
푗≥푘
휆푗<2휆푘
푒−휆푗푠푃푗(푦) +푂(푒
−2휎푠)
for any 휎 < 휆푘.
4.1 Prescribing the first-order asymptotics
In this section we prove Theorem 2.2. Given 푎 ∈ 퐹푘 sufficiently small in퐻
푟 for 푟 > 푛∕2 + 1, we constructed
in Section 3.3 a unique solution 푢(푠; 푎) to (3) satisfyingΠ푘푢(0; 푎) = 푎 and converging to zero with exponential
rate 휆푘. In the preceding subsection we showed that
푃 (푎) = lim
푠→∞
푒휆푘푠푢(푠; 푎)
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exists and is an element of the eigenspace 퐸푘 corresponding to 휆푘. Here we will study the map 푎 ↦ 푃 (푎).
We will show that the image of this map contains a small ball centered at the origin in 퐸푘. This is enough to
conclude that every 푃 ∈ 퐸푘 is attained as the limit 푒
휆푘푠푢(푠) of some solution 푢 to (3), because we can always
replace 푢 with 푢̃(푠) = 푢(푠 − 푠0) for 푠 ≥ 푠0 thereby scaling the limit by a factor 푒휆푘푠0 .
Actually, we do not even need to look at arbitrary 푎 ∈ 퐹푘 to obtain surjectivity: we may even restrict attention
to 푎 ∈ 퐸푘. The precise result is the following:
PROPOSITION 4.9. There exists 훿 > 0 such that if 푏 ∈ 퐸푘 satisfies ‖푏‖푟 < 훿, there exists 푎 ∈ 퐸푘 with
푃 (푎) = 푏.
Remark. A slightly more careful argument along the lines of the below proof shows that 푃 actually maps a
small neighborhood of the origin in 퐸푘 homeomorphically onto another small neighborhood of the origin.
Proof. Let us first recall the norm ‖ ⋅ ‖푟,휎 from Section 3.3:
‖푣‖푟,휎 =
(
∫
∞
0
‖푣(푠)‖2
푟+1
d푠
)1∕2
+ sup
푠≥0
푒휎푠‖푣(푠)‖푟.
It follows from Theorem 3.7 that if 휎 < 휆푘 and 푎 ∈ 퐹푘 is sufficiently small in퐻
푟, then
‖푢(푠; 푎) − 푒퐿푠푎‖푟,휎 ≤ 퐶‖푢(⋅; 푎)‖2푟,휎
for some constant 퐶 > 0 depending only on ‖푎‖퐻푟 . By making 푎 smaller if necessary, we may moreover
assume that ‖푢(⋅; 푎)‖푟,휎 < 1∕(2퐶) so that we get the bound
‖푢‖푟,휎 ≤ 2‖푒퐿푠푎‖푟,휎 ≤ 4‖푎‖퐻푟 . (16)
The last inequality is just an퐻푟 estimate for the homogeneous linear equation. Thus we can bound ‖푢‖푟,휎 by
a constant times ‖푎‖퐻푟 for any 휎 < 휆푘, provided that ‖푎‖퐻푟 is small enough.
We now make use of the representation
푒휆푘푠푢(푠; 푎) = 푒(휆푘+퐿)푠푎
+ ∫
푠
0
푒(휆푘+퐿)(푠−푡)푒휆푘푡Π푘푁(푢(푡; 푎)) d푡− ∫
∞
푠
푒(휆푘+퐿)(푠−푡)푒휆푘푡(1 − Π푘)푁(푢(푡; 푎)) d푡,
which is valid for 푢 because 푒휆푘푠푢(푠; 푎) is bounded. By taking the 퐻푟 norm of both sides and applying the
triangle inequality we deduce
‖‖‖푒휆푘푠푢(푠) − 푒(휆푘+퐿)푠푎‖‖‖퐻푟 ≤ ∫
∞
0
푒휆푘푡‖푁(푢(푡))‖퐻푟 d푡 ≤ 퐶 ∫
∞
0
푒휆푘푡‖푢(푡)‖퐻푟+1‖푢(푡)‖퐻푟+2 d푡.
where in the last inequality we’ve used the nonlinear bound ‖푁(푢)‖퐻푟 ≲ ‖푢‖퐻푟+1‖푢‖퐻푟+2 from Lemma 3.5.
Now, the right side can be bounded by ‖푢‖2
푟+2,3휆푘∕4
, for example, as follows:
∫
∞
0
푒휆푘푡‖푢(푡)‖퐻푟+1‖푢(푡)‖퐻푟+2 d푡 ≤ ∫
∞
0
(
푒3휆푘푡∕4‖푢(푡)‖퐻푟+2)2 푒−휆푘∕2 d푡 ≤ 2
휆푘
(
sup
푡≥0
푒3휆푘∕4‖푢(푡)‖퐻푟+2
)2
.
If we now assume that 푎 is sufficiently small in퐻푟+2 rather than in퐻푟 and employ the bound (16) (with 푟+2
instead of 푟) we obtain
‖‖‖푒휆푘푠푢(푠) − 푒(휆푘+퐿)푠푎‖‖‖퐻푟 ≤ 4‖푎‖2퐻푟+2 .
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On the left side we let 푠 →∞. If 휋푘푎 is the projection of 푎 onto the eigenspace 퐸푘, the result is
1
휆2
푘
‖푃 (푎) − 휋푘푎‖퐻푟+2 = ‖푃 (푎) − 휋푘푎‖퐻푟 ≤ 4‖푎‖2퐻푟+2 .
The first inequality is just the definition of퐻푟 norm on the eigenspace 퐸푘.
To finish the argument, we restrict attention to 푎 ∈ 퐸푘. For such 푎 we have 휋푘푎 = 푎 and the foregoing
estimate reduces to ‖푃 (푎) − 푎‖ ≤ 퐶‖푎‖2 for all sufficiently small 푎 in 퐸푘 (the norm is unimportant because
퐸푘 is finite-dimensional). This is enough to prove that the image of 푃 contains a small ball in 퐸푘 centered at
the origin.
Indeed,we run a standard contraction argument as in one direction of the proof of the inverse function theorem:
if 푏 ∈ 퐸푘,we want to solve the fixed point equation 푎 = 푏−(푃 (푎)−푎). If 훿 < 1∕(2퐶) and 0 < ‖푏‖ ≤ 훿−퐶훿2,
then the map 퐹 defined by 퐹 (푎) = 푏 − (푃 (푎) − 푎) sends the closed ball ‖푎‖ ≤ 훿 to itself. Indeed if ‖푎‖ ≤ 훿
then
‖퐹 (푎)‖ = ‖푏 − (푃 (푎) − 푎)‖ ≤ ‖푏‖ + ‖푃 (푎) − 푎‖ ≤ 훿 − 퐶훿2 + 퐶훿2 = 훿.
On the other hand, 퐹 depends continuously on 푎 (this follows from the proof of Theorem 3.7) and so, being a
continuousmapping of a closed ball into itself, it must have a fixed point 푎, that is, a solution to 푃 (푎) = 푏. ■
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