In this paper we propose a class of randomized primal-dual methods to contend with large-scale saddle point problems defined by a convex-concave function L(x, y)
I. INTRODUCTION
Let (X i , · X i ) for i ∈ M {1, 2, . . . , m} and (Y, · Y ) be finite dimensional, normed vector spaces such that X i = R n i for i ∈ M. Let x = [x i ] i∈M ∈ Π i∈M X i X = R n where n i∈M n i . In this paper, we study the following saddle point (SP) problem:
where f i : X i → R ∪ {+∞} is convex for all i ∈ M and h : Y → R ∪ {+∞} is convex (possibly nonsmooth) and Φ : X × Y → R is convex in x and concave in y and satisfies certain differentiability assumptions -see Assumption II.1. Our study is motivated by large-scale from the perspective of regularized empirical risk minimization (ERM) of linear predictors arising in machine learning [12] , [13] , [14] , [15] , and ERM can be formulated as an SP problem:
It is clear that this problem is a special case of (1) by setting Φ(x, y) = i∈M A i x i , y , which is both bilinear and separable in x i -coordinates. Recently, Chambolle et al. [15] considered (3) , where they propose a primal-dual algorithm with arbitrary sampling of coordinates, an extension of a previous work [2] , and show that L(x k , y * ) − L(x * ,ȳ k ) converges to zero with O(m/k) rate when i∈M f i (x i ) is merely convex and with O(m/k 2 ) rate when each f i is strongly convex, where {(x k ,ȳ k )} k is a weighted ergodic average sequence.
Furthermore, some recent studies has been carried out on block-coordinate ADMM-type algorithms [16] , [17] . In [17] , randomized primal-dual proximal block coordinate algorithm is proposed for solving min{g(x)+q(y)+ Majority of the previous work on block-coordinate algorithms for SP problems require a bilinear coupling term Φ in the saddle point problem formulation [18] , [19] , [20] -having a similar structure with the formulation in (3) . However, only a few of the existing methods [21] , [22] , [23] can handle the more general framework discussed in this paper, i.e., Φ may not be bilinear and/or may not be separable in {x i } i∈M coordinates.
In a recent work, He and Monteiro [5] have considered a bilinear SP problem and proposed a hybrid proximal extragradient (HPE) method which can compute an -saddle point (x , y ) within O(1/ ) iterations. Later, Kolossoski and Monteiro [6] propose another HPE-type method to solve SP problems as in (1) over bounded sets -the dual optimal set may be unbounded and/or it may not be trivial to get an upper bound on an optimal dual solution for problems of the form (2) . Indeed, HPE-type method in [6] can be seen as an inexact proximal point method, each prox subinclusion (outer step) is solved using an accelerated gradient method (inner steps).
Nemirovski [21] studied min x∈X max y∈Y Φ(x, y) as a variational inequality problem and proposed a prox-type extra-gradient based method, Mirror-prox, assuming that X ⊂ X and Y ⊂ Y are convex compact sets, Φ(x, y) is differentiable, and F (x, y) = [∇ x Φ(x, y) , −∇ y Φ(x, y) ] rate where in each iteration, F is computed twice and a projection onto X × Y is computed with respect to general (Bregman) distance. Later Mirror-prox has been extended to exploit problems in the strongly convex setting; in particular, a multi-stage method that repeatedly calls
Mirror-prox is proposed in Juditky and Nemirovski [24] , and O(1/k 2 ) rate is shown for the method when Φ(x, y) is strongly convex in x, Y is a compact set and ∇ y Φ(x, y) is independent of y, i.e., L yy = 0 -Φ is linear in y. In a more recent paper, He et al. [25] extended the original Mirror-prox method [21] to solve the composite form,
with O(L/k) convergence rate where f and h are possibly nonsmooth convex functions with simple prox maps with respect to a general (Bregman) distance. In all three papers, the primal and dual step-sizes are at most 1/L.
In [22] , which is closely related to our work, a convex minimization problem with functional
, is considered where g and component functions of G are Lipschitz differentiable convex functions, and f is a proper closed convex function (possibly nonsmooth). In [22] , a primal-dual method based on linearized augmented
Lagrangian method (LALM) is proposed and a sublinear convergence rate in terms of suboptimality and infeasibility is shown for LALM. Moreover, when the function f (x) has a separable structure, i∈M f i (x i ), a randomized block-coordinate variant of LALM (BLALM) with a convergence rate of O(1/(1 + k m )) is proposed. The problem considered in [22] is clearly a special case of (1); however, BLALM cannot deal with (1) when Φ is not linear in y. Coordinatewise Lipschitz constants {L i } i∈M of the smooth part of the augmented Lagrangian determine the block-coordinate step sizes. As it is mentioned in [22] , computing L i requires the knowledge of a bound on both the primal and dual variables; these bounds are usually loose which typically leads to very small step-sizes compared to ours in the same setting. To remedy this issue, [22] introduced an adaptive line-search to determine the primal step-size.
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Φ blocks MC, SC Application. Many real-life problems arising in machine learning, signal processing, image processing, finance, etc., can be formulated as a special case of (1). In the following, we will briefly mention some of these applications as special cases of our problem setting: i) in robust optimization the problem data lies in a given ambiguity set, e.g., the objective function involves uncertain data and the aim is then to minimize the worst case (maximum) value of the objective function, which naturally leads to saddle-point problems [26] , [27] ; ii) distance metric learning formulation proposed in [28] is a convex optimization problem over positive semidefinite matrices subject to nonlinear convex constraints; iii) kernel matrix learning for transduction problem can be cast as an SDP or a QCQP [29] , [30] ; iv) training ellipsoidal machines [31] requires solving nonlinear SDPs. Problems in the aforementioned applications are typically large-scale and standard primal-dual methods do not scale well with the problem dimension and their iterations are memory expensive; therefore, the advantages of randomized block-coordinate schemes will be evident as problem dimension increases in terms of the efficiency of work required per-iteration.
Contribution. In this paper we studied large-scale SP problems with a more general structure:
the coupling function is neither bilinear nor separable. To efficiently handle large-scale SP problems, we proposed a randomized block-coordinate primal-dual algorithm with a momentum term and equipped with Bregman distance functions that can generalize previous methods such as [15] . These type of schemes are the method of choice for the SP problems with a coordinatefriendly structure so that the computational tasks performed on each block coordinate at each iteration are significantly cheaper compared to full-gradient computations.
Suppose a saddle point of (1), (x * , y * ), exists. Under Lipschitz continuity of ∇ y Φ(·, ·) and coordinate-wise Lipschitz continuity of ∇ x Φ(x, ·), we proved convergence rate of O(m/k) and O(m/k 2 ) for merely and strongly convex settings in terms of Lagrangian error metric
ergodic average sequence of the iterates. To the best of our knowledge, our proposed method is the only randomized block-coordinate primal-dual algorithm that can handle general SP problems as in (1), and our rate results achieve the best rates known for our setting.
II. RANDOMIZED ACCELERATED PRIMAL-DUAL ALGORITHM
, where I n denotes the n × n identity matrix. Similarly, for each i ∈ M, given an arbitrary norm
Assumption II.1. Suppose f i : X i → R ∪ {+∞} is a closed convex function and its convexity modulus w.r.t. · X i is µ i ≥ 0 for all i ∈ M and h : Y → R ∪ {+∞} is a closed convex function.
Moreover, suppose that {f i } i∈M , h and Φ : X × Y → R satisfy the following assumptions:
(i) for any fixed y ∈ Y, Φ(x, y) is convex and coordinate-wise Lipschitz differentiable in x, and for all i ∈ M, there exists L x i x i ≥ 0 such that for anyx ∈ X and v ∈ X i ,
(ii) for any fixedx ∈ X , Φ(x, y) is concave and differentiable in y, and there exists L yy ≥ 0 and L yx i > 0 for all i ∈ M such that for any y,ȳ ∈ Y and v ∈ X i for i ∈ M,
for anyx i ∈ dom f i , s ∈ X * i and t > 0. Similarly, argmin y∈Y {th(y) + s, y + D Y (y,ȳ)} is easy to compute for anyȳ ∈ dom h, s ∈ Y * and t > 0.
Remark II.1. Consider the constrained optimization problem in (2) . If a bound on a dual optimal solution is known 1 , i.e., for some dual optimal y * ∈ K * , we are given B > 0 such that y * Y ≤ B, then (2) can be written as a special case of (1) by setting Φ(x, y) = g(x) + G(x), y and h(y) = I K * ∩B (y), where B {y ∈ Y : y Y ≤ B}. Moreover, the Lipschitz constants for Φ can be set as follows:
Next we will define some diagonal matrices to simplify the notation in the rest of the paper:
Note that for any y ∈ Y and i ∈ M, (4) implies
Similarly (5) and concavity of Φ(x, y) in y imply that for any x ∈ X ,
We next state the algorithm being proposed to solve (1) when given an arbitrary norm · X i on X i and Bregman function D X i as in Definition 1 for all i ∈ M. The proposed Algorithm 1
consists of a single loop primal-dual steps. After initialization of parameters, a dual ascent step is taken in the direction of ∇ y Φ with a momentum term in terms of ∇ y Φ which is a novel algorithmic approach to gain acceleration -it generalizes the commonly used extrapolation step when the function Φ is bilinear 2 . Afterwards, a primal block-coordinate descent step is taken in the negative direction of ∇ x i Φ for a uniformly chosen random block coordinate.
Choose i k ∈ M uniformly at random 7:
2 , the x i -subproblem in Line 7 of RAPD can be written as argmin
2 Majority of the existing methods use past iterates to gain momentum, e.g., [2] , [4] use the momentum term (1+θ
-this iteration can be recovered by our method when Φ is bilinear.
III. RATE ANALYSIS
In this section we discuss the convergence properties of RAPD algorithm in Theorem III.1 which is the main result of this paper, and we provide an easy-to-read convergence analysis considering a general step-size rule. In particular, our analysis assumes conditions on {([τ
stated in Assumption III.1. In the rest, E[·] denotes the expectation operation and the conditional expectation is denoted by
For the sake of simplicity of the proof, Theorem III.1 is proven for the case where · X i is the
however, the analysis for Part I, considering the merely convex setting, can simply be extended to the more general case employing a Bregman function D X i as in Definition 1 for some i ∈ M.
, 1 satisfy the following conditions:
Next, as the main result of this paper, in Theorem III.1 we discuss the convergence properties of the proposed method under mere convexity and strong convexity assumptions on {f i } i∈M .
Following the main result, we also provide some corollaries and remarks in this section, and finally give an easy-to-read proof of Theorem III.1 in Section III-A.
Theorem III.1. Let z * = (x * , y * ) be a saddle point of problem (1). Suppose Assumption (II.1)
holds and let {x k , y k } k≥0 be a sequence generated by RAPD, stated in Algorithm 1, then the following two assertions hold for RAPD:
, and the step-size sequences, {σ k } k≥1 and {τ k i } k≥1 for i ∈ M, satisfy Assumption III.1. Then for all K ≥ 1, the ergodic average iterates
k=0 y k+1 satisfy the following error bound:
In particular, given arbitrary α > 0 and c τ , c σ ∈ (0, 1], the result in (10) holds when
for all k ≥ 0. Moreover, if a saddle point for (1) exists and c τ , c σ ∈ (0, 1), then the actual sequence {x k , y k } k≥0 converges to a random saddle point (x * , y * ) almost surely
In particular, the result in (11) holds when θ 0 = t 0 = 1 and for all k ≥ 0,
Proof. The proof is provided at the end of Section III-A.
Remark III.1. The schemes with the ability of employing general prox terms based on Bregman distance functions can exploit the special structure of the problem and potentially lead to almost dimension-free complexity results; hence, methods using general prox terms involve those using
x i −x i 2 for i ∈ M as a special case -see [33] , [21] .
Our analysis for Part I will continue to hold even if we use a Bregman function for each coordinate x i , in which case x i -update requires computing a general prox subproblem (line 7 RAPD).
The Bregman function should have the following separable form:
for any x,x ∈ X .
Remark III.2. For Part I of Theorem III.1, fix θ k = t k = 1 for all k ≥ 0. Then, for any α > 0 and c τ , c σ ∈ (0, 1], the specific step-size sequences given in Part I of Theorem III.1 satisfy
For Part II of Theorem III.1, for any c σ ∈ (0, 1], the parameter sequences generated as in (12), similar to [15] , satisfy Assumption III.1 when
Remark III.3. Suppose that Φ(x, y) in (1) has a separable structure in blocks of x, i.e., Φ(x, y) = i∈M Φ i (x i , y), and P is a discrete distribution over M such that P(i) = p i > 0 for i ∈ M and i∈M p i = 1 for some {p i } i∈M . The results of Theorem III.1 continue to hold with slightly different O(1) constants depending on P, if at each iteration k ≥ 1, one samples index i k ∈ M (line 6 of RAPD) according to P.
Consider the constrained optimization problem in (2) and suppose that a dual bound B > 0 as in Remark II.1 is known. The primal-dual iterate sequence generated by RPDA applied to SP formulation with Φ(x, y) = g(x) + G(x), y and h(y) = I K * ∩B (y) converges as in (10) and as in (11) under the premises of Part I and Part II, respectively, when the algorithm parameter sequences {θ k } k , {σ k } k and {τ k i } k for i ∈ M are chosen as described in Part I and Part II of Theorem III.1 and when the constants are set as L yy = 0, L yx i = C i (G) and
coordinate-wise Lipschitz constants of G and the Jacobian of G, respectively, for all i ∈ M.
In particular, when g(x) = i∈M g i (x i ) and G(x) = i∈M G i (x i ), Remark III.3 implies that if one samples index i k ∈ M (line 6 of RAPD) according to P at each iteration k ≥ 1, then for any α > 0, the RAPD iterate sequence generated using θ k = 1 and
satisfies the following error bound on suboptimality and infeasibility for all K ≥ 1:
where (2) is strongly convex with modulus µ i > 0 for each i ∈ M, then Remark III.3 implies that when i k ∈ M is sampled according to P at each iteration k ≥ 1, the RAPD iterate sequence generated using the update rule:
for any α > 0, satisfies the following error bound on the primal iterates for all K ≥ 1,
A. Convergence proof
In order to prove the main result stated in Theorem III.1, we first state a one-step bound on the Lagrangian error metric in the following lemma which is the main building block of deriving rate results in Theorem III.1 for the proposed RAPD method.
Lemma III.2. (One-step analysis) Let {x k , y k } k≥0 be the sequence generated by RAPD, stated in Algorithm 1 initializing from arbitrary x 0 ∈ X and y 0 ∈ Y. Suppose Assumption II.1 holds and the parameter sequence {{τ
satisfies Assumption III.1. Then for any z = (x, y) ∈ X × Y, the following inequality holds for any k ≥ 0,
where
for any k ≥ 0.
Proof. We define an auxiliary sequence {x k } k≥1 ⊆ X such that for k ≥ 0,
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The auxiliary sequence {x k } k≥1 is never actually computed in the implementation of the algorithm RPDA and it is defined for analyzing the convergence behavior of {x k } k≥1 ⊆ X . We will use three-point inequality for Bregman functions given in Lemma V.1, provided in the appendix.
For k ≥ 0, when Lemma V.1 is applied to thex i -subproblem in (15) and the y-subproblem in Line 5 of RAPD algorithm, we obtain two inequalities that hold for any y ∈ Y and x ∈ X :
Note that by invoking (7), we may bound the inner product in (17) as follows,
Next, we define two auxiliary sequences for k ≥ 0:
By substituting (18) in (17) , summing over i ∈ M, and then using the convexity of Φ(x, y k+1 ) in x, we obtain
Note that for any y ∈ Y, we have f (
Therefore, multiplying (20) by 1 m and adding f (x) to both sides, it can be simplified as follows: 
where in the last inequality, we use the concavity for Φ(x k+1 , y) in y. Next, we bound ( * ) in (22) by first splitting it into θ k ∈ [0, 1] and 1 − θ k fractions, and then using concavity and (8):
Now before combining (23) with (22), we first simplify the summation of all inner product terms coming from both inequalities. Recall that
Using these definitions, we can rearrange the sum of all inner products in (23) and (22) as follows:
Hence, using (23) and (24) within (22), we obtain the following inequality:
where we also used the fact that D Y (y,ȳ) ≥ is different from x k only in the i k -th block. Hence, for anyx ∈ X and diagonal matrix
Thus, one can conclude that (26) . Similarly, using (26) , it is easy to verify that B k+1 defined in (19b) satisfies
Replacing (27) in (25), rearranging the terms and multiplying both sides by m, we get the July 4, 2018 DRAFT following inequality:
Finally, the last term ( * * ) in (28) 
which is true for any α k , β k > 0 -(29) also holds for β k = 0 when L yy = 0. The desired result follows from using (29) within (28) .
Proof of Theorem III.1 Here we prove Part I and Part II of the theorem.
(I) Let z = (x, y) ∈ X × Y be an arbitrary point. Setting θ k = 1 within the result of Lemma III.2, we get the following inequality for k ≥ 0:
Now we take the unconditional expectation of (30a), and then step-size conditions (III.1) implies
therefore, summing over k = 0 to K − 1 in (30a) and using Jensens's inequality leads to
where in last equality we used the fact that initializing x 0 = x −1 and y 0 = y −1 implies q 0 = 0
Furthermore, using concavity of Φ(x k , y) in y and using (30e) for k = K we have that,
Combining the inner product term in (32) with ( * * * ) lead to q K , y − y K which can be bounded similar to (29) with k = K and replacing y K+1 with y in (29). Now we can combine this upper bound with (31) to get
where in the last inequality we used the step-size condition (9a) for k = K − 1.
Finally, suppose (x * , y * ) is a saddle point of (1), and let x = x * and y = y * in (33) . From first-order optimality condition of (1) one can conclude that −∇ x Φ(x * , y * ) ∈ ∂f (x * ) which then using convexity of f (x) and Φ(x, y) in x we obtain,
is a non-negative term which can be dropped.
Moreover, using Lipschitz bound (8) we have that
The result immediately follows from combining (34) and (35) with (33) .
Next, we will show the almost sure convergence of the actual iterate sequence for Part I.
Lemma V.2 in the appendix will be used to establish the convergence of the primal-dual iterate sequence. To fix the notation, suppose w : Ω → R is a random variable, w(ω) denotes a particular realization of w corresponding to ω ∈ Ω where Ω denotes the sample space.
conditions in (9a) hold with strict inequality. More precisely, since we choose c τ , c σ ∈ (0, 1), it follows that for some δ > 0,
Suppose
is a saddle point L in (1), and set x = x # and y = y # in (30) . Then, (36) implies the following inequalities:
Using L(x k+1 , y # ) − L(x # , y k+1 ) ≥ 0, the inequalities (30a) and (37a) lead to
Let
, and c k = 0 for k ≥ 0, then Lemma V.2 implies that lim k→∞ a k exists almost surely. Therefore, (37b) implies that {z k (ω)} is a bounded sequence for any ω ∈ Ω; hence, it has a convergent subsequence z kn (ω) → z * (ω) as n → ∞ for some z * (ω) ∈ X × Y -note that k n also depends on ω which is omitted to simplify the notation. Define
also implies that ∞ k=0 b k < ∞; hence, for any realization ω ∈ Ω and > 0, there exists N 1 (ω)
such that for any n ≥ N 1 (ω), we have max{
Convergence of {z kn (ω)} sequence also implies that there exists N 2 (ω) such that for any
we conclude that z kn±1 (ω) − z * (ω) < , i.e., z kn±1 → z * almost surely as n → ∞.
Now we show that for any ω ∈ Ω, z * (ω) is indeed a saddle point of (1) by considering the optimality conditions for Line 5 and Line 7 of the RAPD Algorithm. In particular, fix an arbitrary ω ∈ Ω and consider the subsequence {k n } n≥1 . For all n ∈ Z + , one can conclude that
Note that the sequence of randomly chosen block coordinates in RPDA, i.e., {i kn } n≥1 , is a Markov chain containing a single recurrent class. More specifically, the states are represented by M and starting from state i ∈ M the probability of eventually returning to state i is strictly positive for all i ∈ M. Therefore, for any i ∈ M, we can select a further subsequence K i ⊆ {k n } n∈Z + such that i = i for all ∈ K i . Note that K i is an infinite subsequence w.p. 1 and {K i } i∈M is a partition of {k n } n∈Z + . For any i ∈ M, one can conclude from (39a) and (39b) that for all
Moreover, since
, and using the fact that for any i ∈ M, ∇ϕ X i and ∇ϕ Y are continuously differentiable on dom f i and dom h, respectively, it follows from Theorem 24.4 in [34] that by taking the limit of both sides of (40), we get 0 ∈ ∇ x i Φ x * (ω), y * (ω) + ∂f i (x * i (ω)), and 0 ∈ ∂h(y * (ω)) − ∇ y Φ(x * (ω), y * (ω)), which implies that z * (ω) is a saddle point of (1) for any ω ∈ Ω.
Finally, since (37) and (38) are true for any saddle point z # , letting z # = z * and invoking Lemma V.2 again, one can conclude that w * = lim k→∞ w k ≥ 0 exists almost surely, where
On the other hand, from (30e), (30c) and using the fact that z kn±1 (ω) → z * (ω) for any ω ∈ Ω, we have that lim n→∞ w kn (ω) = 0 for any ω ∈ Ω; henceforth, w * = lim k→∞ w k = 0 almost surely, and (37b) evaluated at z * implies that z k → z * a.s.
(II) In this part we assume that L yy = 0 and investigate the convergence rate when {µ i } ⊂ R ++ , i.e., f (x) is strongly convex and M 0. Let z * = (x * , y * ) be a (deterministic) saddle point of the SP problem in (1), the first-order optimality conditions for imply that −∇ x Φ(x * , y * ) ∈ ∂f (x * ).
Therefore, these properties imply
Using L yy = 0 within (14) by setting x = x * and y = y * we obtain,
Now multiply (42a) by t k and take unconditional expectation. From step-size conditions (9), one
, 1] and θ 0 = 1
Therefore, summing the result over k = 0 to K − 1 implies that
Moreover, using concavity in y and convexity in x of Φ(x, y), and then (41) we can find a lower
IV. NUMERICAL EXPERIMENTS
In this section, we implement our scheme on a kernel matrix learning problem and benchmark with off-the-shelf interior-point methods (IPM), randomize block coordinate method proposed in [22] , and Mirror-prox [25] . We consider an example of kernel matrix learning problem with a relatively large data-set. We aim to benefit from breaking the computations into smaller tasks to reduce the computational complexity at each iteration. Suppose that labeled-data points consisting of training data {a i } i∈S ∈ R n , corresponding labels {b i } i∈S ⊂ {−1, +1}, and unlabeled test data points {a i } i∈T are given. Let m tot m tr + m t . A kernel matrix K is defined using kernel
 for all ∈ {1, . . . , M }. Kernel matrix learning is a technique that minimizes the training error of an SVM as a function of K (for more details see [29] ). We are interested in 2 -norm soft margin SVM with relatively large dataset by considering the following generic formulation:
where c > 0 and λ > 0 are model parameters,
One approach is by considering K as a combination of some given matrix kernel K , i.e.,
N =1 ≥ 0; clearly, K 0. Therefore (48) takes the following form:
Windows 10 with Intel i7-8650U @2.11GHz and 16GB RAM. The algorithms are compared in terms of relative error for the solution (
, where (x * , y * ) denotes a saddle point for the problem (49). The purpose of this experiment is to benchmark our method against other methods in terms of empirical convergence. To this end, the optimal solution (x * , y * ) of the problem (49) is obtained using commercial optimization solver MOSEK through CVX [36] .
Due to strong convexity, x * 2 can be bounded depending on λ > 0 by a constant B > 0 and the Lipschitz constants can be computed as follows: Let · denote the spectral norm; the Lipschitz constants defined in (4) and (5) Since these constants are global parameters, they are multiplied by a factor of 0.1 to get larger steps.
Note that for block linearized augmented Lagrangian method (BLALM) we consider the primal formulation of (49), min x,γ {γ − 2e x − λ x We tested two different implementations of the RAPD algorithm: we will refer to the constant step version of RAPD, stated in Part I of the main result in Theorem III.1, as RAPD1; and we refer to the adaptive step version of RAPD stated in Part II of the main result, as RAPD2. We compare RAPD1, RAPD2 against BLALM, Mirror-prox and the widely-used interior point methods Sedumi and SDPT3. Sedumi and SDPT3 are second-order methods and have much better theoretical convergence rates compared to the first-order primal-dual methods.
In Fig. 1 , the quality of relative solution accuracy x k − x * 2 / x * 2 over time is under study. Let x * be the solution of problem (49) which we computed using MOSEK in CVX with the best accuracy option. The problem in (49) is first solved by Sedumi and SDPT3 using their default setting. Let t 1 and t 2 denote the run time of Sedumi and SDPT3 in seconds, respectively.
Next, the primal-dual methods RAPD1, RAPD2, BLALM and Mirror-prox are used to solve the problem for max{t 1 , t 2 } seconds. We observe that RAPD2 has the best accuracy among the . Generally, the computational complexity of IPMs are significantly more than a first-order methods. Here we observe that the three randomized first-order methods can achieve a better accuracy than SDPT3 and Sedumi in 800 and 1500 seconds; hence, using first-order methods can achieve low-to-medium accuracy faster.
V. APPENDIX
Lemma V.1. Let X be a finite dimensional normed vector space with norm . X , f : X → R ∪ {+∞} be a closed convex function with convexity modulus µ ≥ 0 w.r.t. . X , and D : X ×X → R + be a Bregman distance function corresponding to a strictly convex function φ : X → R that is differentiable on an open set containing dom f . Givenx ∈ dom f and t > 0, let
Then for all x ∈ X , the following inequality holds:
