Introduction
Conventional document retrieval systems return long lists of ranked documents that users are forced to sift through to find relevant documents. The majority of today's web search engines follow this paradigm. Surveys have shown that users have problems with the current paradigm of information retrieval systems for Web search simply presenting a long list of results. These long lists of results are not very intuitive for finding the most relevant documents in the result set. These empirical findings motivated us to develop a new type of user interface for Web retrieval that supports the user in the information seeking process by providing special visualizations in addition to the traditional result list. Systems combining the functionality of retrieval systems with the possibilities of information visualization systems [2] are called visual information retrieval systems.
This paper presents our main design ideas developing such a visual information retrieval system. Section 2 summarizes our experiences developing and evaluating the first version of our visual information retrieval system called INSYDER. Based on a comprehensive empirical user test with 40 users we have made a redesign of the original INSYDER visualizations. Section 3 presents in detail the redesigned visualizations, the so-called SuperTable supplemented by a Scatterplot. We are currently developing two different versions of the SuperTable using different strategies showing the granularity of details (levels of details versus a smooth change of granularity approach). Section 4 discusses related work that has influenced our visualizations. Conclusions and an outlook are given in section 5.
A Visual Information Retrieval System for the Web
The first implementation of the INSYDER 1 system includes five visualizations for the presentation of search results [8, 11, 12] : a traditional list (mainly for evaluation purposes), a ResultTable, a ScatterPlot, a BarGraph, and a SegmentView with two modes: TileBars and StackedColumns. The primary intention for the use of different visualizations was to present additional information (metadata) about the retrieved documents to the user in a way that is intuitive, may be quickly interpreted, and can scale to large document sets. An extensive evaluation done with 40 users [9] has been focused on the different visualizations used to present the search results in the result phase of the search process. The primary goal of this summative evaluation was to determine the usability of the visualizations. A second goal was to detect problems with the visualizations used in the INSYDER system, and to collect suggestions for improvements. The usability evaluation part of the study was focused on the added value of the visualizations (ScatterPlot, BarGraph, TileBar, StackedColumn) in terms of their effectiveness (accuracy and completeness with which users achieve task goals), efficiency (the task time users took to achieve task goals), and subjective satisfaction (positive attitudes towards the use of the visualization) for reviewing Web search results.
The evaluation results indicated some difficulties of user interaction with the system, e.g., more than 50% of the users voted for the ResultTable when asked with which visualization they performed best. Other visualizations were helpful as an addition to the ResultTable, but not as primary tools. When studying the expected value of the visualizations, it can be said that in the visualization (e.g. Scatterplot, BarGraph, SegmentView) plus ResultTable conditions where the user had the possibility to decide which component to use both components were used in the majority of cases. When analyzing usage times in these conditions, the ResultTable was the favorite component of the users. It was used in all three user interface test conditions with ScatterPlot, BarGraph, and SegmentView for more than 50% of the overall task time. Interpreting usage time as an indicator of expected value, the expected value of the ResultTable seemed to be higher than that of the other components for the users. Switching between completely different visualizations confused the users. Therefore, we tried to find a possibility to combine the regular table view with other views like the BarGraph or the SegmentView.
The SuperTable + Scatterplot
Based on the empirical findings of the evaluation we have decided to integrate the ResultTable, BarGraph, and SegmentView into one visualization called "SuperTable" and to improve the ScatterPlot. In the user test the users requested a number of features for the BarGraph and the SegmentView already implemented in the ResultTable. All this could also be implemented in the ResultTable. Therefore, the proposed SuperTable integrates the concept of a distortion-based table, the BarGraph and the SegmentView (with TileBars and StackedColumns) in a way that allows easy manipulation of the table. The redesign of the INSYDER visualizations combines the SuperTable + ScatterPlot into one single window offering different brushing techniques between them. Therefore the ScatterPlot will supplement the SuperTable by giving the user a quick overview of all search results, and offering the user a variety of controls (e.g. defining own views, zooming, selecting, filtering) to reduce the amount of hits to a smaller group of interesting documents. These documents can then be selected by the user and analyzed in more detail in the SuperTable.
The enhanced Scatterplot with additional lens mechanisms (e.g., a magic lens for filtering operations [4] ), distortion techniques in both X-and Y-dimensions (allowing a smooth transition between focus and context) and the radial MDP visualization tightly coupled with the SuperTable and a document browser (showing the detailed document with keyword highlighting) are our main redesign ideas.
Discrete Change of Modalities: the Level Concept
The first design variant of the SuperTable with the level concept, which is combined with the Scatterplot and a Browser window on a single panel is shown in Figure 1 . At first sight, the SuperTable doesn't differ from the original ResultTable: Every row represents the metadata of a web search result -in that case a html-page. The columns describe all characteristics concerning this document, e.g. title, url, date, size and so on. The main feature of the initial view is that no text at all will be seen in the table. There are just a number of multicolored bars representing numeric and textual data. The distinction between the original ResultTable and the SuperTable consists of four different views representing the "level of detail" for documents. We call this method of looking closer and closer at the details of a document the "Focus of Interest". The more you want to know about a document, the deeper you have to look, i.e. the higher the level has to be. It is possible to focus single documents, several documents or the whole list of documents. Level 1 represents an overview over all documents ( Figure 1 ). All rows are as small as possible, so that in the best case all documents fit on the available space. Corresponding to the number of documents, the height of the rows can vary. Usually the rows will be too small to hold text, so only bars will be displayed. The length and the position of the bars encode various characteristics of the document depending on the type of data they represent. The length of the bars (representing numeric data like size, relevance) is equivalent to their numeric values. Nominal attributes can also be represented by a bar. For a few attributes we can code their values through position; for example, the language which may be English or French in our application (the left half of the cell means "English" and the right one means "French"). If there were too many different nominal values, visualization would be too confusing which is for example the case with the title. Therefore, this column will be empty. Different colors can additionally encode different search terms. Level 3 provides the opportunity to read the whole text of those characteristics, which had to be abbreviated because of their size (Figure 3 ). Visualizations were cut off to gain space, so that title, URL and abstract are now completely visible. In addition a new column is introduced, the socalled "Relevance Curve". It represents a twodimensional chart of the whole document by dividing the document into a number of segments, e.g. sentences, subordinate clauses, etc. The height of single bars encodes the overall relevance for each individual segment.
Level 4 ( Figure 4 ) displays only the most important values of a document. The title, an abstract and an extension of the relevance curve, the so-called Segment View which uses stacked columns or TileBars [6] . Which kind of query term distribution visualization will be used depends on the user preferences. In this case, every segment has the same length, not varying from one document to another. Consequentially the length of the SegmentView differs from document to document, always corresponding to the real length of the document. The stacked columns or TileBars are colored according to the colored search terms in the former levels. So it is easier to discover the segments where all search terms can be found, not just a few of them. You can spot segments which include only one or two search terms and discern these from parts including all terms. Some terms may be seen more important than others, so a segment with a lower relevance can be important although not all terms are included. By default, instead of the Scatterplot a preview browser is offered showing the selected document or per default the first document of the SuperTable. This offers the user the greatest level of detail showing him the text of the document (without images) enhanced by keyword highlighting. Visualizations in document retrieval have one common flaw: the change of modalities during a search. The query is formulated in a textual way, for example by a simple list of search terms, a Boolean combination of search terms, a form, a SQL-statement and so on. Only a few systems allow a mere graphical input. In a next step a graphical version of the result set is presented. Here the user can see the effects of his query on the result set. Some visualization even allows manipulating the result set. Finally, the documents themselves are presented textually, usually in a selectable list of titles. Thus, the user has to switch at least twice between modalities. The first time in order to get from his query formulation to the visualization and the second time in order to get from the visualization to the actual documents. Nevertheless, in practice, he will use iterative retrieval and therefore he will have to switch between the modalities much more often. Each time he has to connect the textual representation to the graphical mentally. This cognitive load of connecting the modalities raises the question whether in this context visualization is sensible at all. In general, visualizations are employed because of the human visual capacities [2] . The human mind is able to cope with a comparably high amount of visual data and has serious problems of juggling with the same amount of textual data. Based on this fact, visualizations in document retrieval are mostly employed in order to explain the search result. Patterns and exceptions in the result set can easily be detected and the query reformulated appropriately. However, this advantage of visualization is won at the cognitive expense of the transfer between the modalities. Here we want to introduce a possibility of reducing this expense. Systems like InfoCrystal [14] and DEViD [3] integrated the search into the visualization and thus reduced the problems of the first transfer. INSYDER might be evolved to solve the problem of the second transfer from the visualization to the textual output. The level concept presented above tries to combine the visualizations employed by INSYDER in order to ease their interpretation. In a design variant, this level concept is further smoothened by introducing the concept of granularity. Granularity is a term used in photography to describe the accuracy of pictorial presentations on film. The higher the granularity, the more details can be seen on a picture. This idea can be transferred to integrate the visualizations of the SuperTable smoothly: Using a very low granularity results in a simple histogram which states the overall importance of the single documents ( Figure 5) . A very high granularity would lead to a representation of the actual text ( Figure 11 ). In between these two extreme granularities are as many intermediate steps as are required to give the impression of a smooth transition. Ideally, no distinct steps at all should be identifiable. However, in regard to the technical realization we would have to cope with steps. In order to emphasize the continuous transition the visualization is manipulated and adjusted by a slider comparable to the sliders used to adjust the volume of media players. The granularity concept will be realized as seven different steps ranging from a simple 3-column view containing the relevance, an abstract text representation and the slider to a full text representation with the keywords highlighted. Between those steps there are five other visualizations giving the impression of "zooming into the document". Please note that the steps described in the following are not meant to be consecutive steps which the user has to follow during the retrieval process. They are meant to be alternative views which can be adjusted as a whole (like it is shown in this paper) or separately for each document. Step 1 ( Figure 5 ): The table consists of three columns: one for the visualization, one for the textual representation and one for the slider. The visualization is simple and just shows the global relevance. The text is not readable yet, because it is too small. The granularity slider is put on minimal granularity. Moving the slide bar further right maximizes the granularity: more details can be seen. There is a global slider for all documents and local sliders for each single document. The local sliders are nearly hidden because of the slimness of the rows. Moving the mouse over a row makes the sliders appear. Step 3 ( Figure 7) : Additionally, the numeric values of the relevancies will be shown next to the bar which increases the overall height of the row. This creates space in the text column to show additional data like author, size, language, and so on. Step 4 ( Figure 8 ): Now the relevance bars are split up into TileBars. This means that the document is divided into segments, representing the columns of the TileBar. The occurrence of a query term in the respective segment is indicated by a colored tile. The color saturation indicates the frequency of occurrence of a query term. Figure 9 : SuperTable, granularity step 5
Step 5 ( Figure 9 ): This step is similar to the fourth step except that the TileBars are rotated by 90°. This creates additional space in the text column which can be used to show the abstract. Step 6 ( Figure 10 ): Now the left column contains a thumbnail view of the document with the locations of the query terms highlighted. The second cell also uses color highlighting in the text. If possible, the abstract is replaced by the complete text. Figure 11 : SuperTable, granularity step 7
Step 7 ( Figure 11 ): The last step will be a one-column representation of the desired text with the query terms highlighted. Only two columns are left: the visualization column and the text column are merged with another. The maximal granularity (the whole text of the document) is reached. To retain the advantage of the visualization, the first two columns of step 6 are combined in a single one offering as much space as possible for the final text presentation. Two goals can be achieved with this design variant of the SuperTable: First, the several visualizations do not appear as distinct anymore. On the contrary, the user has the feeling that he is working with one single visualization in different states. The interpretation should be heavily simplified and the users confusion of being confronted with different visualizations in the original INSYDER version will be eliminated. Secondly, the SuperTable solves a problem which seemed to be immanent to visualizations in document retrieval: the change of modalities. During the retrieval process the user has to get past a modality change twice: one time from the textual input of the query to the visualization and a second time from the visualization to the textual output of the documents. These changes are usually rather harsh, because researchers focused too much on the visualizations themselves leaving aside their embedding in the retrieval process.
Related Work
The origin INSYDER system has been influenced by different existing systems. The use of the Scatterplot was mainly inspired by the visual information seeking systems Envision [7] and FilmFinder [1] . The use of the BarChart was mainly inspired by the work of [15] and the use of the TileBar by the work of [6] . The SuperTable idea has been influenced by distortionbased approaches using focus-plus-context techniques in a tabular data representation. The Table Lens [10] or FO-CUS [13] are typical examples for this approach. Textual and graphical representations of the data are used in both systems. Focus-plus-context allows showing more cells of the data table on the screen then without this technique. In both systems, the coherence of rows and columns and their labels is preserved when distorting parts of the view. The graphical elements are used for pattern recognition when working with quantitative variables. Whereas in the Table Lens the cases are displayed in rows, in FOCUS they are displayed as columns.
Conclusions and Outlook
The advantage of the original INSYDER system was the variety of visualizations used to support users in their web search. Our redesign combines these visualizations with the widely adopted spread sheet-like layout in the SuperTable. So new possibilities are given to find the most appropriate document for the current task in an environment users are accustomed with. Both design approaches presented in this paper give us the possibility to improve the advantages of this combination in a more detailed way. After the implementation of both versions is finished 2 , we will perform an evaluation (user tests) to compare these two redesign ideas and then we will decide, which approach will be preferable. Additionally, a highly sophisticated data model will enable us to adapt INSYDER to a wide range of application domains were metadata play an important role (e.g. digital libraries, web, geodata archives). Therefore, INSYDER should become a visualization framework for different application domains visualizing metadata. We are currently adapting our visualization framework to a new application domain in a project called INVISIP (Information Visualization in Site Planning) 3 . The aim of this project is to support users in the retrieval process of complex application areas such as site planning and to facilitate graphic-interactive access to geodata archives. Here, the idea is to provide information visualization techniques in the different information retrieval phases to locate appropriate geodata, which is necessary to solve planning tasks, e.g. generation of ecological, environmental or socio-demographic reports. The SuperTable + Scatterplot will be introduced in a 3D GeoLibrary [5] as one new information visualization technique to support users during the different information retrieval phases, especially search result presentation and comparison of search results (hints for query modification).
