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ABSTRACT
Lee, Sangjun M.S.A.A., Purdue University, May 2015. Real-time RSS-based Indoor
Navigation for Autonomous UAV Flight. Major Professor: Inseok Hwang.
Navigation for the autonomous flight of Unmanned Aerial Vehicles (UAVs) in
an indoor space has attracted much attention recently. One of the main goals of
an indoor navigation system is developing an alternative method to obtain position
information that can replace or complement the global positioning system. While
much research has focused on vision-based indoor navigation systems, this paper
aims to develop a Received Signal Strength (RSS)-based navigation system, which is
a more cost effective alternative. Then, the position and attitude of a UAV can be
computed by the fusion of RSS measurements and measurements from the onboard
inertial measurement unit. In order to improve the estimation accuracy, we first
consider a mathematical model of the RSS-based navigation system and formulate
optimization problems to compute the parameter values which minimize the RSS
measurement error. Using the optimal parameters, an autonomous flight system is
developed whose estimator and controller components are designed to work well with
the RSS-based navigation system. Simulations and experiments using a quadrotor
demonstrate the feasibility and performance of the proposed RSS-based navigation
system for UAVs operating in indoor environments.
1
1. INTRODUCTION
1.1 Motivation and Background
Over the past decade, the use of Unmanned Aerial Vehicles (UAVs) has increased
in a wide range of applications such as search and rescue operations, civil and mili-
tary surveillance, and tracking assets in warehouses [1]. Since the most fundamental
function for a UAV in these applications is to move to a desired location, one of the
key issues is to develop a navigation system which is able to precisely determine the
location of the UAV. The combination of an Inertial Measurement Unit (IMU) and an
external source such as the Global Positioning System (GPS) has been widely used
to provide position information to the navigation system of the UAV. While GPS
generally provides accuracy of a few meters, current GPS technology is not suitable
for indoor applications since the reception of GPS signals is unreliable or even un-
available [2]. Therefore, an alternative method is required to replace the role of GPS
in UAVs for indoor applications.
1.2 Literature Review
Extensive research has been conducted to develop alternative sensors for indoor
navigation, which can be categorized into two main classes: vision-based systems and
wireless sensor network-based systems.
1.2.1 Vision-based Indoor Navigation
A number of studies have been conducted for vision-based indoor navigation, such
as the combination of IMU and optical flow measurements [3, 4], Simultaneous Lo-
calization And Mapping (SLAM) [5], ultrasonic-based range finding [6] and a motion
2
capture camera as an external vision source. Most vision sensors are light-weight
and easy to implement, and these features encourage researchers to employ them
for indoor navigation. While these approaches contribute to indoor navigation, they
have a few limitations. For example, most vision sensors are highly dependent on
light and thus impossible to operate without a source of light. Furthermore, even
though the Vicon [7], a motion capture solution, provides the position of an object
with millimeter accuracy, its implementation is very costly and its coverage is too re-
stricted. SLAM also offers an accurate position estimation but requires considerable
computational resources since it needs to filter out useful information from the large
amount of collected images. This necessitates that the vehicle move slowly to ensure
enough computation time.
1.2.2 Wireless Sensor Network-based Indoor Navigation
There are three positioning methodologies commonly used in Wireless Sensor Net-
work (WSN)-based localization: Time of Arrival (ToA), Time Difference of Arrival
(TDoA), and Received Signal Strength (RSS) [8]. First, ToA is the method that
calculates the distance based on the time of transmission and the propagation speed
of the signal. ToA is not widely used since measurements acquired from the prop-
agation speed are irregular depending on temperature or humidity, which causes a
disruption of exact time synchronization. Second, an estimated distance using TDoA
is obtained by using a difference in arrival times of two signals with different prop-
agation speeds originating at the same node. This means that the TDoA method
requires two types of receivers and transmitters for every node, necessitating a costly
and energy-intensive system. Lastly, RSS-based localization determines the position
of an object by calculating the difference between the transmitted power from the
transmitter and the received power at the receiver. Among these three WSN-based
indoor navigation systems, RSS-based localization has been most widely used since
it has the physical advantages of being low-weight, low-complexity, and low-power.
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Although RSS-based localization has desirable properties, its effectiveness is question-
able [9,10] due to the following issues: raw received signals are corrupted with noise,
and the strength of the signal is vulnerable to conditions of signal propagation such
as signal interference, path attenuation, and transmission power. Dealing with such
problems, some research employs statistical and mathematical techniques to improve
the accuracy [11–15]. Also, sensor fusion algorithms that combine the RSS mea-
surements with measurements from other sources achieves reasonable performance.
However, they do not rigorously consider several factors inherent in a radio propaga-
tion model, such as transmitted signal strength and path-loss exponent, which affect
the performance of the RSS-based navigation system. Thus, a detailed analysis to
the radio propagation model is required to choose appropriate parameter values to
enable better indoor navigation performance.
1.2.3 Features Comparison
A comparison of the accuracy, complexity, and cost of other autonomous flight
systems for indoor environments is represented in Table 1.1. As shown in the table,
there is a trade-off between performance and cost. This research proposes an au-
tonomous flight system with RSS-based navigation system that is cost-effective while
providing accurate enough position information for use in an indoor environment. In
order to improve the estimation accuracy, we first consider a mathematical model of
the RSS-based navigation system and formulate optimization problems providing op-
timal parameter values for the minimum estimation error. Using the optimal values,
we integrate the RSS-based navigation system into the autonomous flight system to
validate the effectiveness of our proposed navigation system in an indoor environment.
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Table 1.1. Comparison of Autonomous Flight Systems for an Indoor Environment
Source Vision-based WSN-based
System Optical flow SLAM Range-finder Motion capture RSS
References [4] [5] [6] [16]
Accuracy 25 cm 10 cm 5 cm 0.5 mm 20 cm
Complexity Moderate High High Very high Low
Cost Low Medium Medium Very high Very low
1.3 Contributions
The ultimate goal of this research is to develop an autonomous UAV flight system
for use in an indoor environment. To do this, this research breaks the problem into
four tasks, as follows:
First, this research provides a UAV-specific RSS-based indoor navigation system
which is cost effective, low power, and low complexity. Traditionally, the performance
of the RSS-based localization algorithm in wireless sensor networks strongly depends
on the quality of the RSS measurements, which are affected by current propagation
conditions such as transmission power, time delay, path attenuation, and multi-path
propagation. Unlike previous studies which used raw RSS measurements without
consideration for these conditions, this research identifies sources of uncertainty and
their effects on the navigation performance both physically and nonphysically. Hence,
this research proposes strategies to mitigate the effects of errors, thereby improving
the entire performance of the indoor navigation system by applying optimization and
statistical techniques. Specifically, this research formulates an optimization problem
to determine an optimal value of the path-loss exponent which describes the path
attenuation of propagation conditions of the signal. Also, this research formulates an
optimization problem with several constraints to determine an optimal value of the
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transmission power which minimizes the difference between the expected RSS and the
measured RSS. Additionally, the theoretical bound determined by the Cramer-Rao
lower bound is defined to evaluate the performance of distance estimation. Based
on this distance between the UAV and each WSN module, the real-time position
of the UAV is determined by solving the multilateration problem. Finally, this RSS-
based indoor navigation system is proposed as a solution for developing an alternative
navigation system in an indoor environment.
Second, this research develops an autonomous UAV flight system based on the
proposed indoor navigation system. In order to do this, this research develops a real-
time feedback control system with Proportional-Derivative (PD) controllers and an
estimator. The state estimator is developed by combining IMU and RSS measure-
ments via an Extended Kalman Filter. It is novel in that it develops sensor fusion
between the dynamics of the UAV as a system model and the IMU/RSS sensors as
measurement models. The RSS measurement is used to correct biases of the IMU
measurement using the UAV dynamics. The PD controllers corresponding to the
estimator are also developed. The strategy to find an optimal gain value (which sig-
nificantly affects performance) of each controller is introduced to improve the entire
performance of the proposed autonomous flight system.
Third, numerical simulations are performed in order to demonstrate the feasibility
of the proposed indoor navigation system and autonomous flight system. Firstly, this
research shows the performance of distance estimation using the proposed RSS-based
indoor navigation system. Secondly, two different simulation scenarios which contain
various possible situations are considered to show the performance of the proposed
autonomous UAV flight system in terms of flexibility.
Fourth, as the ultimate goal of this research, the entire performance of the pro-
posed autonomous flight system and its reliability are demonstrated by testing three
different missions using a UAV. Light-weight, cost-effective, and simply-structured
WSN modules are used to provide RSS measurement using several open source soft-
ware packages. Also, the external reference used to calculate state estimation errors
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is introduced. Finally, the expected performance based on simulation results is com-
pared to the actual performance based on experiment results to demonstrate the
feasibility of the proposed autonomous UAV flight system.
Lastly, the experiment and simulation results support that the proposed au-
tonomous flight system based on the proposed RSS-based indoor navigation system
is a feasible and reliable solution for the autonomous flight of UAVs in a GPS-denied
environment with low-cost, low-weight, low complexity, and relatively high control
performance.
1.3.1 Organization
The rest of this paper begins with the development of the RSS-based navigation
system in Chapter 2, including details about the system, and the optimization of
parameters related to the system’s performance. Chapter 3 presents a description of
the autonomous flight system with the RSS-based navigation system. Simulation and
flight test results are shown in Chapters 4 and 5, and Chapter 6 presents conclusions
and future works.
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2. INDOOR NAVIGATION SYSTEM DEVELOPMENT
2.1 Overview
The navigation system of UAVs generally acquires current position information
from GPS. The performance of the navigation system is highly dependent on the
quality of GPS measurement. In this research, however, RSS measurements will
be used as an alternative to GPS measurements for the indoor navigation since the
GPS signal in indoor environments is usually weak or totally unavailable. Therefore,
this chapter focuses on the challenge of developing a RSS-based indoor navigation
system to provide a reliable real-time position for UAVs. A schematic diagram of
the proposed RSS-based indoor navigation system is shown in Figure 2.1. Firstly, a
fundamental theory of the RSS-based system in a WSN is presented. Secondly, the
effects of inherent error of the RSS-based navigation system are presented by using
distance estimation with raw RSS measurements. Sources of errors are identified in
both physical and nonphysical ways to clarify the relation between the performance
of distance estimation and those errors. Thirdly, this chapter defines several param-
eters such as a path-loss exponent and a transmission power which can affect the
entire system. Finally, this chapter provides a RSS-based indoor navigation system





















[ ]Tx y z
Figure 2.1. Overview of the Proposed RSS-based Indoor Navigation System
2.2 RSS-based Navigation System
In this section, a detailed description of the RSS-based navigation system is first
presented, followed by a mathematical model of the RSS-based navigation system.
With this model, optimization problems are formulated to find parameter values to
optimize the performance of the RSS-based navigation system. The distance esti-
mation and position measurement provide a reliable real-time position information
for the UAV by using the mathematical model and the optimized parameters. The
architecture of the proposed RSS-based navigation system is presented in Figure 2.1.
The leftmost block of Figure 2.1 represents the overall configuration of the RSS-
based navigation system. Each node is able to both transmit and receive real-time
data packets including the current battery life, received signal strength with times-
tamp, and transmitted signal strength with timestamp. Nodes are categorized into
two different types in order to distinguish the role of each node. The first type of
node is referred to as a static node, and has a fixed location which is known. The







The second type of node is a mobile node, and is mounted on the UAV. The position






Then, the distance between the mobile node and the i-th static node at a given time
t is given by
di(t) := ‖L(t)− Li‖
=
√
(x(t)− xi)2 + (y(t)− yi)2 + (z(t)− zi)2
(2.3)
Thus, the position of the mobile node can be determined from (2.3) if at least four
distances are available. In order to obtain the distances, the real-time data packets
between the static node and the mobile node are used as discussed in the following
section.
In this paper, communication between each node follows the IEEE 802.15.4 stan-
dard, which intends to offer cost-effective communication and low power consumption
without additional infrastructure [17]. These features allow that WSN modules used
in our experiment operate with low complexity and low cost.
2.3 Path Loss Model
A relation between the received signal strength and the distance between two
nodes can be modeled by the path loss model [8] which describes power attenuation
(or loss) of a signal due to distance. At a given time t, the Received Signal Strength
(RSS) at the i-th static node, PRi(t), is expressed in dBm:
PRi(t) = PT +GRGT − 10ni log10{di(t)}+ wRSS (2.4)
where PT is the transmitted signal strength at the mobile node; GR and GT are the
receiver gain and the transmitter gain, respectively, which are given by the technical
specifications of an antenna; ni is the path-loss exponent for each static node, which
represents the attenuation of the signal due to the distance traveled in a given en-
vironment and wRSS is the measurement noise due to multipath propagation caused
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by uncertainties or irregularities. Figure 2.2(a) shows the time history of actual RSS
measurements for a fixed distance. From this figure, the measurement noise wRSS can
be modeled as Gaussian white noise with zero mean. Figure 2.2(b) visually represents
the path loss model.
































(b) Path Loss Model in Wireless Sensor Net-
work
Figure 2.2. Path Loss Model
With given GR, GT , ni, and PT , di(t) can be determined from (2.4) once PRi(t) is
obtained. In what follows, we formulate optimization problems to find optimal values
of the other two parameters, ni and PT , as represented in the Preprocessing block in
Figure 2.1.
2.3.1 Identification and Analysis of Sources of Uncertainty
In the real world, the challenge of distance estimation via the path loss model
comes from the phenomenon that raw RSS measurement contains uncertainties which
cause a degrading of the estimation performance. The numerical simulation result in
Figure 2.3 demonstrates the impact of measurement noise on the distance estimation.
While the deterministic cases, i.e., ideal case, in both three and two dimensional space
produce linear quarter-sphere and quarter-circle with the single coincidence in red,
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the shape of distance estimation about stochastic cases, i.e., real-world case, forms a
random intersection which contains all candidates for the position of the mobile node
in red as shown in Figure 2.3(b) and Figure 2.3(d). Therefore, as the intersection is
getting larger, the estimation error is also getting bigger, and therefore the tracking
accuracy will decreases. Parameters in (2.4) such as PRi and n have the ability
to affect the performance of position estimation and these are highly dependent on
propagation environments. In wireless sensor networks, several major sources affect
conditions of communication environment [18] are usually introduced.
(a) Deterministic Case in R3 (b) Stochastic Case in R3


















Est. Position of the Mobile Node
Static Nodes
(c) Deterministic Case in R2



















Est. Position of the Mobile Node
Static Nodes
(d) Stochastic Case in R2
Figure 2.3. Propagation Maps of RSS Measurements
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Physical sources
The effect of multipath and shadow fading are mainly concerned with physical con-
ditions such as node configuration and the position of node. Multipath and shadow
fading are random phenomenon in wireless communication and they are difficult to
predict because they vary depending on a current communication circumstance. Fig-
ure 2.4(a) shows how actual RSS measurements change as a distance between the
transmitter and the receiver goes far. A number of RSS measurements is dramatically
decreased if the distance approximately exceeds over 10 meters due to the effect of
multipath and shadow fading. Insufficient measurements lead to the low performance
of estimation. Therefore, it is necessary to introduce appropriate definitions to de-
scribe a relationship between a random phenomenon and an estimation performance.
A random behavior of sensor measurement is represented as Gaussian distribution.
As shown in Figure 2.4(b), actual RSS measurements between two static nodes are
similar to the tendency of the white noise. Also, the Line of Sight (LOS) condition
between nodes is considered to make the estimation problem simple without the loss
of generality. These two assumptions help the proposed indoor navigation system to
acquire better position estimation.



















(a) Tendency of RSS measurements


















(b) RSS measurements at constant distance
Figure 2.4. Characteristics of RSS measurements
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Nonphysical sources
The performance of position estimation is also prone to nonphysical sources such
as systematic errors, unique characteristic of devices, transmission rate, and unknown
parameters of the radio propagation model. The notable difference between physical
and nonphysical sources is that nonphysical sources can be determined by a user. It
means that the overall performance of position estimation is improvable if it is possible
to find an optimal value of parameters in (2.4) for propagation environments. In the
following section, the proposed indoor navigation system shows how to mitigate these
effects using proposed estimation algorithms and statistical techniques.
2.3.2 Path-loss Exponent Optimization
The goal of this section is to find the optimal value of ni which represents the
signal attenuation. A value of the path-loss exponent is typically determined from an
empirical table [18, 19]. For example, the path-loss exponent is given as about 2 for
an indoor environment, while it is 4 to 6 for a cluttered space. However, the value
from the table might not be accurate enough for a specific environment, and this
inaccuracy can degrade the performance of the distance estimation. Therefore, iden-
tifying an accurate path-loss exponent, which can be optimally adapted to unknown
environments, can improve the quality of the distance estimation.
We formulate an optimization problem which minimizes the error between a mea-
sured distance and a predefined distance. Since the positions of the static nodes are
given, the distance between the i-th static node and the j-th static node is defined as
d′ij :=
√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2 (2.5)
for i 6= j. Note that d′ij = d′ji. Also, all nodes can both transmit and receive
a signal, which enables a static node to transmit a signal to other static nodes.
Hence, the distance between the i-th static node and the j-th static node, dij, can
be determined from (2.4) by regarding one node as a transmitter and the other as
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a receiver. Assuming that the transmitted signal strength PT is given, the path-loss
exponent ni is the only variable in (2.4). Then, the optimal path-loss exponent at
the i-th static node can be computed by solving the following optimization problem
that minimizes the square error between the distance d′ij in (2.5) and the distance dij
in (2.4) with l number of samples:








Under the assumption that several nodes in the same space have the same path-loss
exponent, the path-loss exponents of the other static nodes are the same as the ni
∗.
As an example, ni is optimized for an indoor free space. The plots of the distance
estimates when ni = 2 and n
∗
i = 1.78 for a fixed distance are presented in Figure 2.5.
It is clear that the error when n∗i = 1.78 is smaller than the error when ni = 2.
































Figure 2.5. Distance Estimates with Two Different ni
2.3.3 Transmitted Signal Strength Optimization
An optimization of the transmitted signal strength is represented in this section.
Similar to the path-loss exponent, the transmitted signal strength in (2.4) can degrade
the quality of the distance estimation if inappropriate transmitted signal strength is
used. The transmitted signal strength is typically set to be a constant [20, 21]. As
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shown in Figure 2.6, identical transmission powers for a fixed distance can result in
several different values of RSS due to the effects of the measurement noise. This means
that the range of RSS measurements δ, which is defined as the difference between the
largest and smallest values, can vary depending on the transmitted signal strength.
As an example, Figure 2.6 shows that the RSS measurements with PT = −25dBm















Figure 2.6. Range of RSS measurements for Two Different PT
We now formulate an optimization problem to minimize the range. Similar to the
path-loss exponent optimization, a static node sends a signal to other static nodes
with the given distance to find an optimal transmitted signal strength. Then, the






subject to PTmin ≤ PT ≤ PTmax (2.8)
where the objective function is the range of the RSS measurements. The constraint
is from physical conditions, which can be identified by the technical specification and
the transmission range.
As an example of numerical simulation, the distance estimation using actual RSS
measurements for two different PT values is presented in Figure 2.7. It is shown that
the error is reduced when P ∗T = −31.38 dBm compared to PT = −25 dBm, which
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means that the optimal parameter value with a smaller range results in the smaller
error in the distance estimation. Therefore, the quality of the distance estimation
improves if we obtain an optimal transmitted signal strength which minimizes the
range of RSS measurements.
































Figure 2.7. Distance Estimation for Two Different PT
2.4 Distance Estimation
In Sections 2.3.2 and 2.3.3, the values of the optimal path-loss exponent and the
transmitted signal strength are optimized. With the optimal parameter values, this
section formulates the distance estimation using the Maximum Likelihood Estimator
(MLE). This section is represented as the Distance Estimation block in Figure 2.1.
For the proposed RSS-based navigation system, let us consider a random variable
PRi whose probability density function (pdf) p(PRi ; d̃i) depends on a measurement
vector d̃i = [d̃i(1), ..., d̃i(l)]
T . As defined in Section 2.3, PRi(1), ..., PRi(l) are identi-
cally and independently distributed (iid) random variables with normal distribution,











Under the assumption that regularity conditions hold [22], we can define the MLE as
d̂i = arg max
di
lnL(di) (2.10)
By taking partial derivatives of lnL(di) with respect to di, we obtain the estimated




Another theory of statistical inference called the CRLB which gives a lower bound
on the variance of any unbiased estimator. For our estimator, the CRLB with l















where F is called Fishers information. The statistics d̂i is an efficient estimator of di
if and only if the variance of d̂i attains the CRLB [22]. Thus, we can say that the
distance estimation of the RSS-based navigation system is an efficient estimator of di
if the variance of d̂i achieves the following inequality:
V ar(PRi) ≥ CRLB (2.13)
As an example of numerical simulation for the distance estimation, the Figure 2.8
shows two dimensional maps for the mean and the standard deviation of actual RSS
measurements. In case of the RSS-based navigation system estimates the distance
based on raw RSS measurements, as marked pink dots in the figure, the estimated
distance is quite far away from the true value because poor measurements are also
used in estimation. Therefore, we can improve the quality of the distance estimation
by defining the MLE and CRLB in this section.
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Figure 2.8. Error Ellipse of Distance Estimation
2.5 Position Measurement
In this section, we present position calculation for the mobile node using the
distance estimate from Section 2.4. This section is represented as the Position Mea-
surement block in Figure 2.1. We use the trilateration-based method to obtain the
mobile node’s position. Thus, the distance derived in (2.11) can be used to obtain














for i = 1, ..., N . Note that N ≥ 4 as dicussed in Section 2.2. By expanding and
rearranging, (2.14) can be rewritten in a matrix form:




x2 − x1 y2 − y1 z2 − z1




xN − xN−1 yN − yN−1 zN − zN−1







(d̂21 − d̂22)− (x21 − x22)− (y21 − y22)− (z21 − z22)
(d̂22 − d̂23)− (x22 − x23)− (y22 − y23)− (z22 − z23)
...
(d̂2N−1 − d̂2N)− (x2N−1 − x2N)− (y2N−1 − y2N)− (z2N−1 − z2N)
















Note that one of static nodes must be placed at a different altitude in order to
ensure the matrix A to have full rank. This position information will be used as the
measurement of an autonomous flight system in the following chapter.
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3. AUTONOMOUS FLIGHT SYSTEM DEVELOPMENT
3.1 Overview
An autonomous UAV must react to any situation that may arise during a mission
without human intervention. The autonomous system requirements will vary depend-
ing on the level of autonomy and the purpose of a mission. In order to attain a high
degree of autonomy, UAV systems need several algorithms such as communications,
path planning, trajectory generation, trajectory regulation, task allocation, coopera-
tive tactics, and data fusion. Above all, an autonomous guidance, navigation, and a
control system encompasses many of these tasks. For example, suppose a user com-
mands the UAV to reach a desired location as shown in Figure 3.1. The vehicle starts
communication with the Ground Control Station (GCS) to update the task. Next,
the UAV receives its current location from its sensors, and the navigation system in
the UAV generates a shortest but collision-free path based on the trajectory planning
and collision avoidance algorithms. For the UAV to follow the generated trajectory,
the control system sends necessary information to subsystems to change the current
state such as a position, attitude, altitude, and velocity. Through these steps, the
UAV eventually arrives at the desired location. In this chapter, a vehicle model of the
UAV will be described, along with a model of the RSS/IMU measurements. The goal
of this chapter is to develop the state estimator of the UAV using the combination of
the position in (2.19) and the attitude from the IMU. Also, a control system using
































Figure 3.1. Architecture of the Proposed RSS-based Indoor Navigation System
3.2 Vehicle Model
The autonomous flight system model used in this chapter is developed based on
3DRobotics IRIS quadcopter [23], as shown in Figure 3.2(a). This quadcopter features
a symmetric configuration with four Brushless DC motors and two sets of identical
fixed pitched propellers which rotate clockwise and counter-clockwise as shown in
Figure 3.2(b). Even the following quadcopter model is designed mainly based on
the IRIS quadcopter specifically, it also follows the model which widely used for
















(b) Configuration of Quadcopter
Figure 3.2. Vehicle Model
Reference Frame
It is necessary to define two different frames of references for depicting the dynam-
ics and control of the quadcopter. First, on-board sensors such as the gyroscope and
the accelerometer measure current state information in the body reference frame with
the origin that located at the center of gravity of the quadcopter, which is denoted
by B ∈ R3. Second, the RSS-based navigation system in wireless sensor networks ac-
quires the current position of the UAV in the inertial reference frame with the origin
located on the ground, which is denoted by E ∈ R3. The relationship between each
frame of references is illustrated in Figure 3.2(a).
State Variables
For describing dynamics and kinematics of the quadcopter in mathematical way,
state variables are established. The movement of quadcopter in three dimensional
24




















x y z φ θ ψ u v w p q r
]T
(3.3)
Note that the position of the quadcopter is given in the inertial reference frame, the
velocity and the angular velocity vector are given respect to the body reference frame,
and the Euler angle vector is represented in the transformation of the body reference
frame.
Rotation Matrix
The position vector L = [x, y, z]T and the velocity vector V = [u, v, w]T are defined
in the different coordinate system. In order to represent the relationship between each
reference frame, the following rotation matrix is defined:










cos θ 0 − sin θ
0 1 0












cos θ cosψ cos θ sinψ − sin θ
sinφ sin θ cosψ − cosφ sinψ sinφ sin θ sinψ + cosφ cosψ sinφ cos θ
cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ − sinφ cosψ cosφ cos θ

(3.8)
In a similar way, rotation matrix R2 represents the relationship between the angular
velocity vector Γ = [p, q, r]T and the Euler angle vector Φ = [φ, θ, ψ]T. This rotation
matrix is given by:
R2 =

1 sinφ tan θ cosφ tan θ
0 cosφ − sin θ
0 sinφ sec θ cosφ sec θ
 (3.9)
Dynamics






cos θ cosψ cos θ sinψ − sin θ
sinφ sin θ cosψ − cosφ sinψ sinφ sin θ sinψ + cosφ cosψ sinφ cos θ













1 sinφ tan θ cosφ tan θ
0 cosφ − sin θ














cosφ sin θ cosψ + sinφ sinψ














(Iy − Iz)θ̇ψ̇ − Jrθ̇Ω + lU2
(Iz − Ix)φ̇ψ̇ + Jrφ̇Ω + lU3












where Ix, Iy, and Iz are body moments of inertia, Jr is the rotor moment of inertia,
m is mass of the quadcopter, g is standard gravity, Ω is rotor speed, and U1, U2, U3,
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In Section 2.2, the proposed indoor navigation system is developed to obtain the
position of the mobile node in real-time instead of using the GPS measurement.
With this position information, the UAV also requires knowledge of its attitude
Φ = [φ θ ψ]T and V = [u v w]T for autonomous UAV flight. Therefore, this section
proposes a state estimation algorithm using both RSS measurement and IMU mea-
surement. The overall data flow is described in Figure 3.3. This state information can
significantly affect vehicle’s control performance. The main challenge of state estima-
tion is to obtain precise vehicle’s state information, given sensor measurements with
combination of nonlinearity and uncertainty. In the proposed indoor navigation sys-
tem, the IMU which consists of three-axis accelerometers and three-axis gyroscopes
will be used for estimating quadcopter’s current attitude. The RSS for estimating
quadrator’s current position is also given by (2.19). Then, both measurements are
combined via Extended Kalman Filter (EKF) to estimate the state of the UAV in
real-time. The combination of these two kinds of sensors can be exploited to improve
the robustness and performance of the system. . In addition to vehicle’s position and
attitude, state variables for representing characteristic of sensors are required. Thus,
the state vector is:
x =
[
x y z φ θ ψ u v w baccel bgyro
]T
(3.13)
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Figure 3.3. States Flow of the Proposed Autonomous System
where Ld,Φd,Ωd, and Ud are the desired position, the desired attitude, the desired
motor speed, and the desired input of the UAV, respectively. The input of the entire
system is a user’s command of the desired state of the UAV. The output x is the full
state vector of the UAV. Note that the subscript m represents measured states and
hat represents estimated states.
3.3.1 Sensor Fusion via Extended Kalman Filter
In this analysis, the EKF follows two processing steps: the step of prediction with
respect to the system model and the step of update with respect to the measurement
models. The EKF recursively repeats each step in its frequency. In order to prevent
the EKF from diverging, the process noise, vk is assumed to be uncorrelated with the
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state and the state estimate. The well-known Extended Kalman Filter is presented
in Algorithm 1 by combining these two steps. The system model is given by:
ẋ = f(x,u) (3.14)
and measurement models are defined as:
yIMU = h1(x) (3.15)
yRSS = h2(x) (3.16)
Note that the IMU measures acceleration and angular rate in the body reference
frame are denoted as B while the proposed navigation system and RSS measurement
are represented in the inertial reference frame which are denoted as E. A relation
between each frame and rotation matrices can be found in Section 3.2.
3.3.2 System Model
To implement EKF, the system model derived in Section 3.2 is used. Since the
state information which provided by IMU and RSS are coupled with each other, the
system model (also known as the process model) needs to be described with the full
state of a vehicle. The system model is defined as:
ẋ =
[
ẋ ẏ ż φ̇ θ̇ ψ̇ u̇ v̇ ẇ ḃaccel ḃgyro
]T
(3.17)
The analytical derivation of the system model is provided in (A.3).
3.3.3 IMU Measurement Model
The IMU measurement model is designed based on typical off-the-shelf strapdown
IMU which consists of ST LSM303D accelerometer [26] and ST L3GD20 gyroscope






The measurement of IMU includes the terms of bias, actual value, and noise. The











+ baccel + waccel (3.19)
where baccel is the sensor bias and waccel represents a Gaussian random noise with
zero mean. The gyroscope measurement model represents in the body reference frame






+ bgyro + wgyro (3.20)
where the angular velocity Γ represents the components [p q r]T in the body reference
frame and bgyro is the sensor bias, and wgyro represents the Gaussian random noise
with zero mean.
3.3.4 RSS Measurement Model
The measurement model for RSS is also presented with measurement noise, and
the postion given by (2.19). The RSS measurement model in the inertial reference








Algorithm 1 Algorithm of the Extended Kalman Filter (EKF)
The Extended Kalman Fliter of nonlinear dynamics system for discrete-time is given
by:
ẋk+1 = f(xk,uk) + vk, vk ∼ N (0, Qk) (3.22)
yk = h(xk) + wk, wk ∼ N (0, Rk) (3.23)








Pk(−) = Fk−1Pk−1(+)FTk−1 + Qk−1 (3.25)



















Note that a variable with (−) represents the estimated state before an update, a














The goal of the control system is to minimize the error between the desired state
given by the user and the estimated state from the state estimator. In order to achieve
this goal, we implement a widely-used PID-type nested control loop stabilization [28].
For our system, the outputs of the controller are the three torques in the Euler angles
and the thrust. They are the inputs to the motor. The inputs of the controller are the
estimated states and the planned trajectory which is defined by the desired position
[xd yd zd]
T and heading ψd.
The xy-position controller is shown in Figure 3.4. The inner loop controls the roll
















where φd and θd are the desired roll and pitch angles given by the outer loop. The
desired roll rate pd and pitch rate qd are each zero. The outer loop which controls the




















where xd and yd are the desired xy-position and ud and vd are the desired velocity
components which are both zero. Note that since the xy-position is in the inertial
frame and the velocity components u and v are in the body frame, the position is
mapped to the body frame by a rotation matrix.
As shown in Figure 3.5, heading is controlled by a PD controller
τψ = Pψ
[
(ψd − ψ) +Dψ(rd − r)
]
(3.33)
where ψd is the desired yaw angle and rd is the desired yaw rate, which is zero.
Figure 3.6 shows the altitude controller
T = Pz
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Figure 3.5. Heading Controller
where z∗ is the desired position on the z-axis. Note that unlike other controllers, the
altitude controller has a feedforward control ω0 to reject a constant disturbance due


















Figure 3.6. Altitude Controller
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Since we use a nonlinear model of the quadrotor and there are eight gains in the
control loop, a classical approach for gain tuning is not appropriate for our system.
Therefore, in this paper, an optimization approach is employed to determine the
values of the gains. Let the gains be the design variables:
x =
[
Pxy Dxy Pφθ Dφθ Pψ Dψ Pz Dz
]T
(3.35)
These variables are constrained by inequality constraints with lower bound xL and
upper bound xU . We want to minimize the sum of the errors between the desired





















subject to xL ≤ x ≤ xU
(3.36)
In order to solve the optimization problem, we use the coevolutionary augmented





This research has developed the algorithms which obtain the best estimate of
position in real-time. It has also designed the autonomous flight system for UAVs
using these position estimates. In this chapter, the results of a numerical simulation
for the proposed system using Matlab or Simulink are presented for demonstrating its
performance and feasibility prior to the experiment in Chapter 5. In order to do this,
the proposed autonomous UAV flight system in Chapter 3 is simulated. The goal
of the simulation is to evaluate the validity of the integrated system including the
controllers, an indoor navigation system, and the estimator as shown in Figure 4.1.
Simulation of finding an optimal gain for each controller is presented. For providing
more practical situations, two simulations are performed: a simulation of following
the desired trajectory in an indoor space and a simulation of following the desired


















Figure 4.1. Simulation Block Diagram
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4.2 Simulation of the Autonomous UAV Flight System
4.2.1 Gain Tuning
As discussed in Section 3.4, this research formulates the optimization problem
which minimizes the difference between the desired states and measured states. In or-
der to solve this optimization problem, a solver is developed and the simulation model
including the controllers, navigation system, and estimator is designed in Simulink.
The actual simulation model can be found in Appendix B. The desired states and
measured states are stored at each sampling time from an input and from an output,
respectively. The solver begins to find the optimal gain by changing the current gain
iteratively from the lower bound to the upper bound. Then the solver calculates the
sum of square difference between each state until it finds the optimal gain of each de-
cision variable which yields the minimum sum of square difference. The cost function
which is the sum of square difference decreases as a number of iteration increases as
shown in Figure 4.2. In this simulation, the optimal gain for each controller is given
by 125 iterations. The numerical value of the each optimal gain which minimizes the
cost function can be found in Appendix B.

















Figure 4.2. Gain Optimization
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4.2.2 Scenario 1: Circular Trajectory
To make the proposed autonomous UAV flight system be more practical, the
current simulation considers two different scenarios. The goal of the first scenario is to
make a UAV to follow the circular trajectory, using the proposed system. The circular
trajectory contains all possible movements of the UAV such as takeoff, landing, and
loitering, so it is useful to observe the performance of control and estimation. In
this scenario, Monte Carlo simulation runs for n = 100 and gains of controllers
from previous section are used. Also, RSS measurement is updated in every 0.1
second. Simulation results in this scenario are built by using the mean of each state
at each sampling time during 100 runs, denoted as c input, state True, state Mea,
and state Est in Figure B.1.


































































































Figure 4.3. Scenario 1: UAV Control
Figure 4.3 shows the control performance by comparing the desired states to the
measured states such as position and yaw. As can be seen in Figure 4.3, the measured
state follows the desired state successfully. It shows that the solver has succeed to
find the optimal gains. Especially, the control of the altitude, which is denoted as z,
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shows a slight overshoot even though it has a different initial condition unlike other
states which have zero initial condition. A maximum error of each state during the
simulation stays within 20 centimeters as shown in the right side of Figure 4.3.
The simulation results demonstrating the performance of state estimation are
shown in Figure 4.4, 4.5(a), and 4.5(b). Figure 4.4 shows the estimation of each state
such as position and velocity by drawing the true state, a set of measurement in a
run of 100 runs, estimated state, and ±3σ. Note that 3 standard deviations bound
in the solid black line, which cover 99.7 percentages of the data, is used to show a
boundary of estimation error. This boundary is calculated based on Monte Carlo
simulation. A partial part of vy in Figure 4.4 is shown in Figure 4.5(a). While some
of raw measurements are out of the boundary, the estimated vy keeps following the
true state without significant errors. Therefore, simulation of scenario 1 demonstrates
the feasibility of the proposed autonomous flight system and it is supported by the
result figures.











































































Figure 4.4. Scenario 1: UAV State Estimation
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(b) UAV Position Estimation
Figure 4.5. Scenario 1: State Estimaition
4.2.3 Scenario 2: Hallway
Scenario 1 showed that the UAV may fly in the space where 4 static nodes are
installed. However, there is a certain limitation on the range of flying due to the
availability of finite number of static sensors in real world. For example, if an UAV
follows waypoints through the hallway, the static node has to be installed at least at
every 4 meters to provide sufficient position data stream. Therefore, more realistic
situation is provided in this scenario to show the flexibility and adaptability of the
proposed autonomous flight system.
Suppose that an UAV follows the desired waypoints as marked in the blue solid
line in Figure 4.6, which includes the perpendicular, round corner, and the straight
hallway. Assume that the UAV flies the third floor of Neil Armstrong Hall of Engi-
neering in Purdue University and static nodes are set at every 4 meters on the walls
facing each other throughout the hallway. General setup for the simulation is same
as the previous scenario and simulation results are built by using the states denoted
as state True and state Est in Figure B.1. The performance of state estimation is
summarized in Table 4.1. Note that this scenario is designed for a single run while
scenario 1 is designed for 100 runs. Some of the maximum estimation errors are over
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30 centimeters at the corner where RSS measurement noise is higher than other loca-
tion due to the effects of multipath and fading. However, it is fairly acceptable since
the Root Mean Square (RMS) error of each state represents the better estimation
performance.
Table 4.1. Scenario 2: RSS-based State Estimation Error
x[m] y[m] z[m] vx[m/s] vy[m/s] vz[m/s]
RMS error 0.0906 0.0808 0.0581 0.0367 0.0359 0.0369



















Figure 4.6. Scenario 2: UAV Position Estimation
Figure 4.7 is a close-up of the black box in Figure 4.6. The difference between the
position estimate and the true position is not too much critical so that it is feasible
to operate the UAV in an indoor environment. In Figure 4.8, a propagation map of
RSS measurement of the black box in Figure 4.6 is shown with colors. The darker
red color indicates the higher possibility of the UAV. This map is built by combining
the measurements of the RSS from a set of 4 static nodes and the measurements of
IMU from the UAV as developed in Chapter 3. It is clear that the dark red area and
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the true position are nearly overlapped with each other. By illustrating the results of
simulations, this research validates the feasibility of the proposed autonomous flight
system including the proposed navigation system, controllers, and estimator. Based














Figure 4.7. Scenario 2: UAV Position Estimation(Scale-up)




















This chapter presents the validation of the proposed indoor navigation system by
real flight tests based on algorithms derived in Chapters 2 and 3. The ultimate goal
of this chapter is to guide an UAV to reach the desired position using the RSS-based
system in real-time. In order to focus on the validation of the proposed indoor naviga-
tion system, it is assumed that there are no obstacles and walls on the vehicle’s path
causing a collision. In this chapter, general information about the experiment testbed,
including software and hardware, is described in Table 5.1. Three different trajecto-
ries for real flight tests using an UAV and their results are also presented. Finally,
this chapter evaluates reliability by comparing the real flight log with the simulation.
This experiment demonstrates that the proposed indoor navigation system is feasible
for guidance, navigation, and control of UAVs.
5.2 Experiment Testbed
5.2.1 Software
Most softwares are open source so that it is convenient to modify and customize
them. For example, the Robot Operating System (ROS) [30] is a bunch of software
libraries and toolbox to help users build robot applications. The ROS is widely used
in robotics. In this experiment, the ROS runs on a companion board such as Odroid
U3 to connect TinyOS and PX4. This is because the autopilot requires measurements
from offboard sensors such as WSN modules as well as measurements from onboard
sensors such as IMU for real-time control. More details about each software can be
found in its official webpages.
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Table 5.1. Software and Hardware Used in Experiment
Software Description
Ubuntu* & Windows Operating systems
TinyOS* Operating system for wireless sensor networks
ROS* Robot Operating System
QGroundControl* Software for a ground control station
PX4* Firmware for Pixhawk




WSNs Modules The mobile and static nodes
Kinect Vision sensor
Laptop Ground Control Station
Odroid U3 Companion computer
Note that the superscript * represents open source software, and software is matched
up with corresponding hardware such as TinyOS-WSNs modules, ROS-Odroid U3,
QGroundControl-Laptop, PX4-Pixhawk, and OpenCV-Kinect.
TinyOS
TinyOS [31] is an open source Linux-based operating system for low-power wireless
sensor networks modules. TinyOS is an embedded operating system written in the
Network Embedded Systems C (nesC) [32] programming language. TinyOS provides
huge task libraries for various modules such as the mobile node and static nodes in
this experiment. In this experiment, three commands are used to collect data packets
including the RSS and transmitted signal strength as shown in Algorithm 2. These
simple, low-complexity commands enable WSN modules to obtain data packets.
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Algorithm 2 Functions in TinyOS
function getPower
command uint8 t getPower(message t *p msg)
% Get transmission power setting for current packet.
function getRssi
command int8 t getRssi(message t *p msg)
% Get rssi value for a given packet. For received packets, the value is the RSS when
receiving the packet. For sent packets, the value is the RSS of an acknowledgement
if the acknowledgement was received.
function setPower
command void setPower(message t *p msg, uint8 t power)





Off-the-shelf and ready-to-fly IRIS quadcopter provided by 3DRobotics is used for
real flight tests. The IRIS is an autonomous and fully-assembled UAV and it equips
a high-performance Pixhawk autopilot hardware which include an on-board sensor
IMU. More technical specifications and features can be found in [23,33].
Wireless Sensor Networks Modules
As mentioned in Section 2.2, two different types of WSN modules are used. The
first type of module, the mobile node, is an Advanticsys CM3300 [34] with an external
5 dBm SMA antenna which allows users to amplify the transmitted signal strength
via TinyOS as shown in Figure 5.1(a). The second type of module, the static node, is
a CM5000 [35] which collects data packets from the mobile node and then sends them
to the GCS as shown in Figure 5.1(b). Both modules consist of a TI CC2420 [36] radio
frequency transceiver based on the IEEE 802.15.4 standard and a MSP430F1611 [37]
microcontroller unit. They are powered by two AA batteries.
(a) The Mobile Node: CM3300 (b) The Static Node: CM5000
Figure 5.1. Wireless Sensor Networks Modules
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Microsoft Kinect
In this experiment, Microsoft Kinect [38] is used as reference while using an expen-
sive tool such as a Vicon motion detecting machine. In former research [39], the error
of measurement from MS Kinect has been validated to be reliable. MS Kinect has
best performance within 1 to 3 meters in depth direction. The error of MS Kinect is
randomly distributed from 4 centimeters at minimum to 7 centimeters at maximum.
Thus, the performance of the proposed system can be validated by comparing the
flight with the reference. In order to that, this research develops an object tracking
algorithm for the Kinect. As shown in Figure 5.3, the Kinect provides depth infor-
mation from the origin to an object which is denoted as zk. The focal length which is
denoted as f and coordinate of an object on the screen that represented as xs and ys
are also provided. Maximum horizontal and vertical angles of view are given by tech-
nical specifications so that it is possible to calculate the position of an object which is
denoted as xk, yk, and zk by solving a simple geometric and rotation equation. Based
on this algorithm, a software is built in the OpenCV using on C++. This software can
automatically detect, track, and store the position of an object. The software obtains
the position of an object by the following steps.
1. Search a minimum rectangular that completely covers an object on the screen.
2. Determine a center of the rectangular.
3. Determine a x and y coordinate of the center on the screen and a depth of the
center and store it into a txt.
4. Import the stored data and then calculate the local position of the object in the
Kinect frame.
The user interface of the developed software is shown in Figure 5.3. Therefore, the
real flight trajectory from the Kinect can verify how accurate the real flight trajectory
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Figure 5.2. Tracking Algorithm of MS Kinect
Figure 5.3. Object Detection and Tracking using MS Kinect
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5.2.3 General Setup
The goal of the experiment is to show that the proposed system is reliable for
navigation, guidance, and control of UAVs. The experiment is performed by the
following steps. The UAV with the mobile node is placed in the area of wireless
sensor networks. A user commands the UAV to reach the desired position by setting
several waypoints in GCS. As derived in Sections 2.3.2 and 2.3.3, both sensor modules
start to calibrate an optimal path-loss exponent and transmission power before the
UAV takeoff. Based on those optimal parameters, the proposed system calculates the
distance between the UAV and each static node. After that, EKF provides real-time
position estimation of the UAV as a feedback until it reaches the desired position.
The testbeds for the manual flight test and the autonomous flight test are represented
in Figure 5.4 and an schematic overview of the experiment is shown in Figure 5.5.
(a) Testbed for the Manual Flight (b) Testbed for the Autonomous Flight

























































Figure 5.5. Schematic Overview of the Experiment
5.3 RSS-based State Estimation
Mission Statement
Before autonomous real flight tests, a manual real flight test is performed for ver-
ification of the estimation performance of the proposed RSS-based indoor navigation
system. As discussed in Section 5.2.2, the estimation performance of the proposed
indoor navigation system is validated by comparing state estimation of the proposed
system to reference from the Kinect.
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Result
Results of state estimation of the manual test is listed in Table 5.2. Estimation
error is calculated by subtracting each state estimate from each reference state. i.e.
e = x − x̂. RMS error in the simulation is quite smaller than RMS error in the ex-
periment. This is because the estimation error of each state in simulation is obtained
by using the mean of each state of Monte Carlo simulation for 100 runs. Maximum
error of each state in the experiment does not exceed 0.2 meters or meter per second.
Table 5.2. RSS-based State Estimation Error
x[m] y[m] z[m] vx[m/s] vy[m/s] vz[m/s]
RMS error in Simulation 0.0081 0.0078 0.0078 0.0031 0.0030 0.0032
RMS error in Experiment 0.0428 0.0386 0.0385 0.0392 0.0407 0.0463
Max. error in Simulation 0.0283 0.0239 0.0256 0.0104 0.0105 0.0096
Max. error in Experiment 0.1635 0.1375 0.1073 0.1171 0.1345 0.1290
As can be seen in Figure 5.6, state estimates from raw measurements of the RSS-
based system nearly coincide to the reference. While raw measurements in green dots
are critically inaccurate to use for controlling the UAV, state estimation in red line
is accurate enough to use as a state feedback for controlling the UAV. The difference
between the trajectory of RSS-based estimation and the trajectory of reference is
shown in Figure 5.7. Therefore, the proposed RSS-based system has the reliable
estimation performance for controlling an UAV.
52













































































































Figure 5.7. RSS-based UAV Position Estimation
5.4 Autonomous Flight Test
This research has shown the feasibility of the estimation performance of the pro-
posed RSS-based indoor navigation system in the previous section. Now, this research
demonstrates the reliability of the proposed autonomous UAV flight system based on
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the proposed RSS-based indoor navigation. Testbed is shown in Figure 5.4(b) and
other conditions are identical with general setup described in Section 5.2.3. The test
is performed with the proposed autonomous system and the architecture of the over-
all system is shown in Figure 5.8. In case of an unexpected situation, the proposed
autonomous flight system is built to be changed automatically from the autonomous
flight mode to the manual flight mode. Once the mode is changed, the operator can


































Figure 5.8. Architecture of Autonomous Flight System
The autonomous flight test is divided into three different missions. Three missions
are performed under the same test environment but different desired trajectories such
as holding position of the UAV at a desired waypoint, following straight waypoints,
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and following square spiral waypoints. These different trajectories cover essential
movements of the UAV in an indoor environment.
Test results support the validity of the proposed system in following sections by
calculating the difference between the measured state and the desired state. x, y,
z, and yaw are considered as desired states to determine the difference. The desired
state can be defined by the operator and the measured state is obtained from the
flight log data and RSS-based navigation system. Note that the RMS and maximum
error in simulation is obtained by mean of each state in Monte Carlo simulation for
100 runs while the RMS and maximum error in the experiment is obtained by a single
test of each mission. Since the purpose of the autonomous flight tests is to observe
the control performance of the proposed autonomous system, the Kinect is not used
as a reference in following tests.
5.4.1 Mission 1: Position Hold
Mission Statement
The goal of mission 1 is to make the UAV holds its position autonomously at the
desired point during the flight. This mission is designed to evaluate the performance
of the developed estimator with the the state feedback control. The mission of hold-
ing position will fail if the RSS-based indoor navigation system provides insufficient
position data stream in real-time. The mission is tested in the classroom in Neil
Armstrong Hall of Engineering at Purdue University. The desired position for the
hovering is defined as Ld =[0 0 1]
T at the inertial reference frame.
Result
The desired flight trajectory and actual measurements in simulation and experi-
ment are presented in Figure 5.9. Both trajectory plots show that the UAV tries to
stay in its position at the desired point. RMS and maximum errors of both simulation
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Table 5.3. Mission 1: Errors of Autonomous UAV Flight
x[m] y[m] z[m] yaw[rad]
RMS error in Simulation 0.0028 0.0153 0.1454 0.0024
RMS error in Experiment 0.0355 0.0318 0.0597 0.0328
Max. error in Simulation 0.0108 0.0566 1.0000 0.0064




















































(b) UAV Position in Experiment
Figure 5.9. Mission 1: UAV Position
and experiment are summarized in Table 5.3. The RMS error for each state in the
simulation is smaller than each state in the experiment since the RMS error in simu-
lation is obtained by the mean of Monte Carlo simulation for 100 runs and thus the
smaller error of the simulation was expected. The RMS error of the state z in the ex-
periment is relatively larger than other states such as x, y, and yaw. This can be seen
in Table 5.3 where the maximum error of state z in both simulation and experiment
are 1 meter. This is because the initial position and the desired position of the UAV
have no huge difference between each other in x, y, and yaw, but the input for z is
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the step function which has 15 seconds for the step time, 0 meter for the initial value,
and 1 meter for the final value. More details about the time history of z can be found
in the plot in the third row of Figure 5.10 and 5.11. In the figure, the input jumps
at 15 seconds and the corresponding maximum error is observed between 15 and 20
seconds. Therefore, as can be seen in the table and figures, each RMS error and
maximum error in the experiment are reasonable so that the proposed autonomous
flight system based on the state estimation by the proposed indoor navigation system
is feasible to control the UAV.

































































































Figure 5.10. Mission 1: Simulation of Autonomous UAV Flight
5.4.2 Mission 2: Straight Waypoints
Mission Statement
The goal of mission 2 is to make the UAV follows simple straight waypoints au-
tonomously. This mission is an extension of mission 1 which is designed to observe
the entire control performace of the proposed autonomous flight system. The general
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Figure 5.11. Mission 1: Experiment of Autonomous UAV Flight
setup is described in Section 5.4 which is identical to mission 1 except for the different
desired waypoints. The desired trajectory is defined to takeoff at the origin and then
land at [3 3 0]T with 1 meter altitude during the flight in the inertial reference frame.
The desired trajectory and measured trajectory for both simulation and experiment
are described in Figure 5.12.
Table 5.4. Mission 2: Errors of Autonomous UAV Flight
x[m] y[m] z[m] yaw[rad]
RMS error in Simulation 0.0804 0.0800 0.0986 0.1596
RMS error in Experiment 0.0924 0.0705 0.0415 0.0405
Max. error in Simulation 0.1160 0.1098 0.1983 1.0000
Max. error in Experiment 0.1901 0.1210 0.1127 0.1153
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Result
















































(b) UAV Position in Experiment
Figure 5.12. Mission 2: UAV Position
The difference between the desired state and actual measurements is presented in
Table 5.4. For the same reason with the previous mission, errors in the simulation
are relatively smaller than errors in the experiment. In Figure 5.13 and 5.14, the
inputs for x and y are defined as increasing functions and the input for yaw is defined
as a constant. The input for z is represented as the rectangular function with some
point of rising and falling. It can be seen that states in the experiment still contain
minor effects of measurement noise after filtering steps but the entire performance is
acceptable because the maximum error in experiment does not exceed 20 centimeters.
Therefore, the proposed autonomous flight system based on the state estimation by
the proposed indoor navigation system is feasible for autonomous flight of a UAV.
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Figure 5.13. Mission 2: Simulation of Autonomous UAV Flight


































































































Figure 5.14. Mission 2: Experiment of Autonomous UAV Flight
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5.4.3 Mission 3: Square Spiral Waypoints
Mission Statement
The goal of mission 3 is to make the UAV follows a square spiral-shaped trajectory.
It is a more general situation for the UAV because this mission covers most funda-
mental motions of the UAV such as takeoff, ascending, descending, and landing. The
UAV takeoff from the origin until it reaches the desired altitude and then the UAV
changes its altitude to a descending square spiral at certain time for several times.
The desired trajectory and measured trajectory for both simulation and experiment
are described in Figure 5.15. The test setup is same with mission 1 and 2.
Table 5.5. Mission 3: Errors of Autonomous UAV Flight
x[m] y[m] z[m] yaw[rad]
RMS error in Simulation 0.2167 0.1184 0.1645 0.1595
RMS error in Experiment 0.2511 0.1631 0.2003 0.2204
Max. error in Simulation 0.4087 0.4010 0.9989 1.0000
Max. error in Experiment 0.6190 0.4360 1.0616 1.0000
Result
Note that the relatively large error of the state z is due to the initial jump from
0 to 2 meters at 5 seconds in the desired z command as shown in the third row
of Figures 5.16 and 5.17. Therefore, as can be seen in the table and figures, both
RMS error and maximum error in the experiment are reasonable so that the proposed
autonomous flight system based on the RSS-based navigation system is feasible to






















































(b) UAV Position in Experiment
Figure 5.15. Mission 3: UAV Position



















































































Figure 5.16. Mission 3: Simulation of Autonomous UAV Flight
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Figure 5.17. Mission 3: Experiment of Autonomous UAV Flight
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6. CONCLUSIONS AND FUTURE WORKS
This paper considers autonomous Unmanned Aerial Vehicle (UAV) flight in an in-
door environment. In seeking to address this problem, we have developed a Received
Signal Strength(RSS)-based navigation system which can successfully replace GPS
measurements which are unreliable or unavailable in indoor environments. To im-
prove the performance of the RSS-based navigation system, we have first proposed a
method to find the optimal values of two parameters, the path-loss exponent and the
transmitted power, which allow for better position measurements. The RSS measure-
ments are then fed into the extended Kalman filter where they are combined with
the inertial measurement unit measurements to compute the position and attitude
estimates of the UAV. Then feedback controllers which use the estimated states are
designed to achieve the the desired position and heading. Finally, simulation and
flight tests have been performed and their results are presented to demonstrate the
performance of the autonomous flight system based on the RSS-based navigation sys-
tem for indoor navigation. Note that the desired performance discussed in Table 1.1
has been achieved in terms of computational efficiency, reliability, accuracy, and cost.
In the future, this work can be extended to more advanced applications such as path
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A. Extended Kalman Filter
This appendix provides all the equations necessary for developing the estimator de-
scribed in 3.3. The state vector which is to be estimated is:
x =
[
x y z φ θ ψ u v w baccel bgyro
]T
(A.1)
The system model is described as:
ẋ = f(x,u) (A.2)
where
ẋ = u cos θ cosψ + v(sinφ sin θ cosψ − cosφ sinψ) + w(cosφ sin θ cosψ + sinφ sinψ)
ẏ = u cos θ sinψ + v(sinφ sin θ sinψ + cosφ cosψ) + w(cosφ sin θ sinψ − sinφ cosψ)
ż = −u sin θ + v sinφ cos θ + w cosφ cos θ
φ̇ = (yp − bgx) + (yq − bgy) sinφ tan θ + (yr − bgz) cosφ tan θ
θ̇ = (yq − bgy) cosφ− (yr − bgz) sin θ
ψ̇ = (yq − bgy) sinψ sec θ + (yr − bgz) cosφ sec θ
u̇ = (yr − bgz)v − (yq − bgy)w + g sin θ − bax
v̇ = (yp − bgx)w − (yr − bgz)u− g cos θ sinφ− bay









Measurement models are defined as:
yIMU = h1(x) (A.4)
yRSS = h2(x) (A.5)
where
yax = rv − qw + g sin θ + bax + wax
yay = pw − ru− g cos θ sinφ+ bay + way
yaz = qu− pv − g cos θ cosφ+ baz + waz
ygx = p+ bgx + wgx
ygy = q + bgy + wgy
ygz = r + bgz + wgz
yRSSx = PL − 10ni log10{
√
(x− xi)2 + (y − yi)2 + (z − zi)2}+ wRSSx
yRSSy = PL − 10ni log10{
√
(x− xi)2 + (y − yi)2 + (z − zi)2}+ wRSSy
yRSSz = PL − 10ni log10{
√
(x− xi)2 + (y − yi)2 + (z − zi)2}+ wRSSz
(A.6)
Note that first six equations are measured by IMU and next three equations are











In this appendix, the fundamental information of the simulation is provided such as
initial parameters for the numerical simulation as presented in Chapter 4.
Figure B.1. Integrated Block Diagram in Simulink
Note that the simulink model of the simulation is developed base on [28]. Note also
that, in Table B.1, most of mechanical properties are given by technical specifications
from providers while some of parameters such as the moment of inertia and aerody-
namic coefficients are calculated empirically.
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Figure B.2. Subsystem of Position and Attitude Controller
Figure B.3. Subsystem of Motor Controller
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Table B.1. Simulation Parameters
Symbol Value Unit Description
J 80.0098 N/A Cost of 4.2.1
n1 2.363 N/A Optimal path-loss component of 1st static node
n2 3.201 N/A Optimal path-loss component of 2nd static node
n3 3.385 N/A Optimal path-loss component of 3rd static node
n4 2.877 N/A Optimal path-loss component of 4th static node
PT −19.84 dBm Optimal transmission power of the mobile node
Pxy −0.40056 N/A Proportional gain with respect to x and y
Pxy2 0.21554 N/A Proportional gain with respect to x and y
Dxy 1.32003 N/A Derivative gain with respect to x and y
Ppr −271.81855 N/A Proportional gain with respect to pitch and roll
Dpr 0.33339 N/A Derivative gain with respect to pitch and roll
Pyaw −104.54870 N/A Proportional gain with respect to yaw
Dyaw 2.10289 N/A Derivative gain with respect to yaw
Pz −40.43319 N/A Proportional gain with respect to z
Dz 1.59259 N/A Derivative gain with respect to z
g 9.81 m/s2 Gravity
ρ 1.225 kg/m3 Density of air
µv 1.5× 10−5 m/s Velocity of air
m 2 kg Mass of quadrotor
Ix 0.082 kgm
2 Moment of Inertia with respect to x-axis
Iy 0.082 kgm
2 Moment of Inertia with respect to y-axis
Iz 0.149 kgm
2 Moment of Inertia with respect to z-axis
d 0.225 m Length of arm
r 0.127 m Radius of blade
c 0.018 m Chord of blade
mb 0.005 kg Mass of blade
ct 0.0048 N/A Thrust coefficient
cq 2.35× 10−4 N/A Torque coefficient
