




















































































































































































































































































　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　di　（t）　1¢　（t＋u） di （u） φ（のψ（0）
　　　　　　　　　　　　　　　　　　　　　　＝1’．11　’　’1　1　一　sb　（o）
　　　　　φ．ノ（t＋．のψ’（の　　¢’（‘）ψ’（0）　　　φ’（の；・　2／（c、λ1＋c1λ，）
　　　＝　（，1，十A，）　1（　Ft　2／　（c，　A，十　c，　A，）　一　b．）　cosh　／1　t
　　　　　　　　　　　　　　　十　（b＋／　（c2Ai十　ci　A2）　一　1）　Lt　sinh　st　t　1　＝＝　一b一　sb　（t）　，
which　completes　the　proof　of鋤．
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III，：gpgsi！lglLliioposition　5・　（i＞　limm．．　B（t）＝Ri＋R2－pt：＝＝B．．；
（ii）　IAim　7　（t　＋　s，　u＋　s）＝　（Ai一　／t）　（　pt　一A2）　e一”’（t　U”）：　＝＝　7　co　（t，　u）　for’　ever3，　O　〈x　u　〈x　t；
　　　s－oo
GiD　li－m．　6（t）　＝＝　O．
　　The　proof　is　obvious，　so　is　omitted．
　　Before　closing　this　section，　we　would　like　to　mention　that　．the　KM　20－Langevin　equation
of　U（t）　for　t／〉　to　tends　to　the　right　KMO－Langevin　equation　of　U（t），　t　E　R，　as
to一一〇〇　（［11］）．　Namely，　the　stationarity　of　U　（t）　enables　us　to　write
（・）・dσ（t）〒・dB（t）＋dt［一β（t－t・）σω＋∫：。γ（t－t・・面川ゆ
　　　　　　　　　　　　　　　　　　　　　　　　　＋　6　（t　m　to）　U　（te）］，　t　〉　to．
Letting　the　initial　time　t　o　go　to　一　co，　it，follows　from　Proposition　5　that　the　above
equation　tends　to
（5）　eo　dU　（t）　＝　a　dB　（t）　＋　dt　［一　B－U（t）＋St．　7一（t，　u）　U　（u）　du　］，
which　coincides　with　the　result　of　Okabe　［10］　，　［12］　．
　　　　　　　　　　　g4．　Dquble　Markov　process　in　the　restricted　sense
　In　this　final　section，　we　find　a　double　Markov　process　Y　（t）　in　the　restricted　sense　that
is　derived　from　the　process　X．（t）　．　lndeed，　define
（33）．　Y（t）一Sj¢（u）X（u）　du，　t＞．　O．
Then　we　get　X（の＝yノ（の／ψ（t）and
　　（4）”　　　　　　dX（の＝α（沼（t）＋dt［一β（t）X（の＋δ（t）y（の］，
which　shows　the　simple　Markbv　structure　of　the　pair　（X　（t），　Y　（t））　．　’
　We　are　going　to　show　the　double　Markov・structure　of　Y　（t）　in　the　restri6ted’　sense　（cf．
［2］　and　［9］）．　That　is，　we　have　to　compute　three　positive　functions　．vi　（t）　（’．i　r　O，　1，　2）
such　that
（34）　　．y¢）一v・（t）Sl・i∫二・1（・）d・1…’（u）・ciB・（u）一）　　　・
which　means　that
（34）ノ B。1、）9、．。、1謡（。，？，）Y（t））一・B（t）（w・・t・…se）・
　Now，　substitute　the　canonical　representation　（6）　intp　（33）．　Then　we　have
　　　　　　　　　　y（t）一£F回・dB（の・F（・，の・一き、9i（の∫：・一・・sψ（・）d・・
It　follows　from　（31）　and　（32）　that
　　　　　　　　　　　　b一　r．　e－A　iS　¢　（s　）　ds　＝一　［　（e－A　zs　¢　（s　））t　e一　（A　i－A　z）　s］Z
　　　　　　　　　　　　　　＝＝　一e－A　it　（¢’　（t）　一A2　¢　（t））＋　e－A　i”　（¢’　（u）一A2　¢　（u）），
and
33
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　　　　　　　　b－f．　e一”　2S　e　（s）　ds　＝一［（e－A　2S　¢　（s））’］Z＋　（Ai－A2）　f．　（e－A　2S　¢　（s））’　ds
　　　　　　　　；．一　e－A　2t　（　gS　’　（t）　一A，　gS　（t））＋　e一”　2“　（　gS　’　〈u）　一A2　gS　（u））＋　（Ai－A2）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（e－A　2t　¢　（t）　一　emA　2U　．¢　（u））．
Hence　by　Theorem　1，　we　obtain
　　　　　わ．F（t，　u）＝［eptA　i（t－u）（φ’．ω一λ，φ（‘））（φ’ω一λ、　¢（の）
　　　　　　　　　　　　　　　　一・7λ・⑳（ヂノ（t）一・・φ（・））（φ1ω睡φ（朗／（λ一・・）φω・
　　Noting　that　Ai　¢　（t）　一　¢　’　（t）　〉・O，　we　can　rewrite　the　preceding　expression　as　follows：
F（t，　u）　i・＝　b－A2t　（Ai　¢　（t）　一　¢r　（t）’）　le一（A　i一”　2）t　ww1　（（tt））　一m．　AA2，　9gS6　（〈tt））
　　　　　　　　　　　　二θ一・2’・畷髪賛1．8／），｝…u（λ1一φノ（u）／φ（の）／・一（1・両
which　coincides　with　the　specified　fQrm　of　（34）　if　we　ehoose’
　　　　　　　　　　　ひ、（t）　＝　e－A2t　gS　（t）　（Ai一　9S　’　（t）／　9S　（t））＞0，
（35）　lvi（t）＝（e＋‘”i一’”2）tww1（（tt））一mAAIdi¢（（tt）））’／b一（Ai－A2），
　　　　　　　　　　　び。（t）　・＝　e’A　・t（λ・一φノ（t）／φω）＞e，
It　is　easy　to　check　the　positivity　of　v　i，（t）　：
　　　　　び1ω〒轟11鶉1（1留≒灘1）’一（λ・二・・磯1≡諜1｝
　　　　　　　　　　＝e一（λ1一λ2）t（λ1十λ2）φ（t）｛φ’（‘）一λ1λ2φ（t）／（C1λ1一トC2λ2）｝／
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　b一　（　gS　’　（t）　一Ai　¢　（t））2
　　　　　　　　　　＝：　e一（A　i一”　2）t　¢　（t）　di　（t）／（¢’　（t）　N　A　i　di　（t））2　〉　O，
where　we　used　again　the　relations　（31）　and　（32）　．
　　We　thus　．arrive　at　．the　．follow．ing
　　Theorem　6．　The　process　Y　（t）　is　double　Marhov　in　the　restricted　sense　and　has　the
canonical　representation　（34）　with　positive　functions　vi　（t）　defined　by　（35）　．
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