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ABSTRACT 
The Colorado River Basin (CRB) is the primary source of water in the 
southwestern United States. A key step to reduce the uncertainty of future streamflow 
projections in the CRB is to evaluate the performance of historical simulations of General 
Circulation Models (GCMs). In this study, this challenge is addressed by evaluating the 
ability of nineteen GCMs from the Coupled Model Intercomparison Project Phase Five 
(CMIP5) and four nested Regional Climate Models (RCMs) in reproducing the statistical 
properties of the hydrologic cycle and temperature in the CRB. To capture the transition 
from snow-dominated to semiarid regions, analyses are conducted by spatially averaging 
the climate variables in four nested sub-basins. Most models overestimate the mean 
annual precipitation (P) and underestimate the mean annual temperature (T) at all 
locations. While a group of models capture the mean annual runoff at all sub-basins with 
different strengths of the hydrological cycle, another set of models overestimate the mean 
annual runoff, due to a weak cycle in the evaporation channel. An abrupt increase in the 
mean annual T in observed and most of the simulated time series (~0.8 °C) is detected at 
all locations despite the lack of any statistically significant monotonic trends for both P 
and T. While all models simulate the seasonality of T quite well, the phasing of the 
seasonal cycle of P is fairly reproduced in just the upper, snow-dominated sub-basin. 
Model performances degrade in the larger sub-basins that include semiarid areas, because 
several GCMs are not able to capture the effect of the North American monsoon. Finally, 
the relative performances of the climate models in reproducing the climatologies of P and 
T are quantified to support future impact studies in the basin.  
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1.CHAPTER 1 
INTRODUCTION 
The Colorado River has been referred to as the “lifeblood of southwestern United 
States (US)” since it provides water to nearly 40 million people, irrigates over 22,000 
km2 of land, and allows generating over 4200 MW of hydroelectric power (USBR 2012). 
While its drainage basin is mostly located in a semiarid region, the majority (~75%) of its 
annual streamflow is generated in the headwater sub-basins at higher elevation (~25% of 
the basin area), largely as a result of snowmelt (Gao et al. 2011; Figure 1a). According to 
the 1906-2011 records, the mean annual discharge volume is 20,229 Mm3 (USBR 2012). 
However, this value fluctuates significantly from year to year, because the distinct land 
surface characteristics of the Colorado River basin (CRB) make its hydrologic response 
highly sensitive to the interannual variability of climatic forcings (Christensen et al. 
2004). As a result, to cope with the significant year-to-year variability of discharge and 
its relatively low mean value, an extensive system of dams, artificial reservoirs, and 
aqueducts have been built to store and distribute water to seven states in US and the river 
delta in Mexico. This system of infrastructure, which is operated by the US Bureau of 
Reclamation (USBR), has so far been able to fulfill all the requested deliveries (on 
average, ~19,000 Mm3 over the last 10 years; USBR 2012). Despite this, the sustained 
population growth and multiyear droughts that have occurred over the last decades 
combined with future climate projections are causing serious concerns and challenges to 
regional water managers.  
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 The Colorado River water is completely apportioned, and the region is projected 
to experience increasing water supply deficits by mid-century (Woodhouse et al. 2010). 
In the absence of major interventions to ensure sustainability, the region is likely to face 
significant long-term supply-demand imbalance in the upcoming decades (USBR 2012). 
The water level in Lake Mead, the reservoir that serves water to the states of Arizona, 
California, and Nevada, has dropped significantly following years of drought.  
As the water elevation in the reservoir declines, the lower basin states, including Arizona, 
are anticipating cutbacks in water diversions from the reservoir in accordance with the 
2007 Colorado River Interim Guidelines for Lower Basin Shortages and Coordinated 
Operations for Lake Powell and Lake Mead.  
While the strained water-resources of the Colorado river and rapid population 
growth put pressures on the water-resource management in the basin region, the Decision 
Center for a Desert City (DCDC), a research unit established at Arizona State University 
(ASU) and funded by the National Science Foundation (NSF), aims at providing 
transformational solutions to these challenges in order to transition towards a sustainable 
water future. Following the approach of sustainability science (Kates et al. 2001; Clark 
and Dickson 2003; Gibson 2006; Wiek et al. 2011; Redman 2014), transformational 
solutions proposed by DCDC integrate scientific knowledge with action and include 
stakeholder engagements, development of evidence-supported interventions for 
sustainable outcomes, and management of transition (Markard et al. 2012). DCDC has 
organized this research collaboration around four integrated project areas (IPAs). 
Specifically, IPA1 attempts to understand the impacts of regional climate and land-use 
 3 
 
changes on urban water systems in the context of sustainability transitions in the 
Colorado River Basin. Understanding the implications of climate change on the basin 
hydrology requires identifying the best-available projections of future climate at spatial 
scales ranging from the entire basin to individual cities. 
Several studies have analyzed the impact of climate fluctuations and potential 
future changes on the hydrologic response of the CRB. Vano et al. (2014) recently 
reviewed the methodologies that have been adopted to estimate the changes in annual 
runoff in the CRB, discussing the different sources of uncertainty. In all cases, one or 
multiple general circulation models (GCMs) were used to quantify the future climate 
under different scenarios of greenhouse gas emissions. Some studies directly applied the 
GCM outputs to estimate runoff in the basin (e.g., Milly et al. 2005; Seager et al. 2007; 
2013). Gao et al. (2011) adopted the same approach with outputs of regional climate 
models (RCMs) that were utilized to dynamically downscale GCMs, with the aim of 
capturing the small-scale spatial variability of land surface properties. Another group of 
studies applied statistical downscaling techniques to increase the spatial resolution of 
GCM or RCM outputs of precipitation and temperature and used the disaggregated fields 
to force detailed hydrologic models (e.g., Christensen et al. 2004; Christensen and 
Lettenmaier 2007; Cayan et al. 2010; USBR 2011). The majority of the studies focused 
on runoff changes in the CRB agree on the prediction of a drier basin in the future, 
suggesting reductions of discharge from less than 10% to almost 50% by 2050. However, 
depending on climate scenarios, certain combinations of models predict no change or 
even an increase in discharge (USBR 2011). As a matter of fact, a significant uncertainty 
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in climate projections still exists that poses significant challenges for the management of 
the basin water resources (Barnett and Pierce 2009). 
As discussed by Vano et al. (2014), one of the main sources of uncertainty in the 
prediction of future streamflow in the CRB is due to the GCMs, which are required in all 
the approaches that have been proposed. GCMs are able to simulate the dynamic 
evolution of the Earth climate in domains with horizontal spacing of ~150-300 km. The 
uncertainty of GCM predictions is due to three main reasons: (1) future greenhouse gas 
forcings and land cover; (2) different structures of the models that have been proposed 
(e.g., representation and parameterization of the physical processes, resolution of the 
horizontal and vertical domains, numerical schemes, etc.); and (3) internal climate 
variability, which is the result of the chaotic nature of atmospheric processes (Deser et al. 
2012). These sources of uncertainty are usually addressed by (1) testing different possible 
future scenarios of greenhouse gas emissions, such as those provided by the 
representative concentration pathways (RCP; Vuuren et al. 2011); (2) considering a large 
number (or an ensemble) of GCMs from different climate centers; and (3) running an 
ensemble of simulations with the same GCM starting from different initial conditions, 
respectively. Vano et al. (2014) pointed out that the studies focused on the CRB were not 
able to fully address these sources of uncertainty because of the lack of outputs from a 
sufficient number of GCMs. This has also limited the ability to evaluate GCM 
performances in reproducing the historical climate and the main variables of the 
hydrologic cycle in the basin. A notable exception is the work of Gao et al. (2011), who 
assessed the skill of four GCMs and six RCMs from the North American Regional 
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Climate Change Assessment Program (NARCCAP) to simulate the variables of the 
hydrologic budget in the CRB. Other studies have tested performances of historical 
climate simulations over larger domains including the CRB, such as the entire US 
(Sheffield et al. 2013) or the southwestern US (Langford et al. 2014). To our knowledge, 
no study has systematically evaluated the performances of a large number of climate 
models for the past climate, specifically focusing on the CRB. This is a necessary 
preliminary step to identify the most reliable climate models that should be used for 
vulnerability, impact, and adaptation studies under future climate scenarios.  
This work aims at filling this research gap. In order to bridge the gap, this work 
analyzes the skill of an ensemble of nineteen GCMs from the Coupled Model 
Intercomparison Project phase 5 (CMIP5) (Taylor et al. 2012) in reproducing the 
climatologies of the water balance components of the CRB and of temperature in the 
historical climate. In addition to the GCMs, performances of four RCMs from the 
Coordinated Regional Climate Downscaling Experiment (CORDEX; Giorgi et al. 2009) 
were also analyzed. These RCMs were nested to two of the GCMs from CMIP5 and their 
outputs were recently released. The outputs of GCMs and RCMs were acquired from the 
family of historical experiments, as well as different ground-based observed datasets of 
precipitation, temperature and naturalized flow. To capture the range of climatic 
conditions in the CRB, the analysis was focused on four nested sub-basins that include 
the snow-dominated region at higher elevation and the semiarid portion in the lower part 
of the watershed. For each sub-basin, the spatial mean of simulated and observed climate 
variables at different time resolutions were calculated. Firstly, a set of analyses at annual 
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scale was conducted. This study specifically: (1) evaluated whether the climate models 
were able to reproduce the interannual variability of precipitation and temperature; (2) 
assessed the models’ ability to capture the statistical properties of the annual hydrological 
balance at basin scale following the theoretical framework of Lucarini et al. (2007, 2008); 
and (3) investigated the non-stationarity of the time series of precipitation and 
temperature by looking for the presence of abrupt changes in the mean, as well as of 
monotonic trends. Furthermore, the seasonal variabilities of simulated precipitation, 
temperature, evaporation and runoff, and were analyzed and compared with the available 
observed datasets. Finally, a metric was applied to quantify the relative performances of 
the climate models in reproducing different properties of precipitation and temperature, 
with the goal of supporting future impact studies in the basin. After illustrating results of 
the analyses, a discussion is presented on how model performances differ across different 
model versions and types of historical experiments, as well as across driving GCMs and 
nested RCMs.  
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2. CHAPTER 2 
METHODS 
2.1 STUDY AREA AND ITS CHARACTERISTICS 
The Colorado River Basin (CRB) is one of the largest watersheds in North 
America, mainly located in southwestern US and in a small portion of northwest Mexico 
between the longitudes of 115°W and 105°W and the latitudes of 30°N to 45°N (Figure 
1a). The CRB has an area of 637,000 km2, which includes parts of the US states of 
Arizona, California, Colorado, Nevada, New Mexico, Utah and Wyoming, and the 
Mexican states of Sonora and Baja California. The water resources in the CRB are 
governed by various compacts, laws, contracts and guidelines collectively known as 
“Law of the River” and are managed by the USBR. The Colorado River Compact of 1922 
is the first document of the “Law of the River” which divides the CRB into the Upper and 
Lower Basins at Lees Ferry (LF in Figure 1a). Lake Powell and Lake Mead are the two 
largest artificial reservoirs along the river with a collective storage capacity of 85% of the 
basin total (Christensen et al. 2006); also corresponding to about four times the mean 
annual natural flow (Vano et al. 2012). Lake Powell is the storage facility for the surplus 
water from the Upper Basin states and is used in combination with Lake Mead to 
distribute water to the US states in the Lower Basin. 
The CRB encompasses a range of climatic zones that vary with latitude. 
Following the Koppén-Geiger classification (Peel et al. 2007), the majority of the basin 
(~40%) is characterized by cold arid steppe (BSk), which is mainly located in the central 
part of the watershed. The northern portion (~17%) is snow dominated with warm humid 
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summer (Dfb), while the southernmost portion (~18%) is characterized by Arid Desert 
Hot (BWh) and Arid Steppe Hot (BSh) climate types. As a result, the Upper Basin is 
colder and wetter than the Lower Basin: the mean annual temperature and precipitation 
are 4.5 °C and 397 mm, respectively, in the Upper Basin, and 14.6 °C and 328 mm in the 
Lower Basin. The interannual variability of precipitation in the CRB is high and partially 
controlled by teleconnections with the El Niño Southern Oscillation (ENSO; Hidalgo and 
Dracup, 2003). The CRB is a snowmelt-driven system where runoff is dominated by 
winter precipitation occurring mostly in form of snow in the Upper Basin (Kopytkovskiy 
et al. 2015). In summer, precipitation falls mostly in form of localized convective 
thunderstorms with high intensity. While representing a significant share of the annual 
total, summer precipitation does not contribute much to the river flow due to the 
combined effects of short storm duration, high evapotranspiration rates, and channel 
losses (NRC 2007). 
In this study, analyses were conducted in four nested sub-basins to capture the 
strong gradient in climatic and hydrologic conditions in the CRB (Ayers et al. 2016; 
Ficklin et al. 2013; Harding et al. 2012). The sub-basins drain at the stream gauging 
stations of the United States Geological Survey (USGS) at Glenwood (GL), Green River 
(GR), Lees Ferry (LF), and Imperial Dam (IM). Figure 1a shows their location in the 
basin, while Table 1 summarizes the information on gauging stations and relative sub-
basins, and reports mean annual runoff, precipitation, temperature, and runoff coefficient. 
For simplicity, the short IDs of the gauges will be used from now on to refer to the sub-
basins. GL, GR, and LF are parts of the Upper Basin, while IM includes both the Upper 
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and Lower Basins. The variability of the mean monthly dimensionless runoff (monthly 
mean runoff divided by the annual average) is shown in Figure 2, along with the total 
mean runoff. The runoff in all sub-basins display a peak in June, as a result of snowmelt 
occurring in the upper part of the watershed. This peak is more pronounced at GL, which 
is located at higher elevation (Figure 1a). Here, the mean annual precipitation and runoff 
are 715 mm and 170 mm, respectively, and the runoff coefficient is 0.23 (Table 1). 
Moving southwards, the sub-basins include larger portions of arid areas where 
evapotranspiration losses increase and precipitation is lower. Their runoff regimes have 
lower peaks in June and higher dimensionless runoff in spring as compared to GL. As a 
result of the different climatic features, the mean annual runoff and runoff coefficient 
decrease as moving downstream. For example, as reported in Table 1, in the largest sub-
basin IM the mean annual precipitation and runoff are 352 mm and 41 mm, respectively, 
corresponding to a runoff coefficient of 0.12.
  
 
1
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Figure 1. (a) Digital Elevation Model of the Colorado River Basin (CRB) with the four nested sub-basins and their outlet locations at 
Glenwood (GL), Greenriver (GR), Lees Ferry (LF), and Imperial Dam (IM). (b)-(d) Grid points of (b) HadCM3, (c) CNRCM, and (d) 
CanRCM4 climate models, along with the regular grid at 0.01º (~10 km) resolution used to interpolate the data. The interpolated grid 
has a resolution of 0.1º (~10 km), but, for visualization purposes, it has been plotted in (b)-(d) at 1º (~100 km). The interpolated grid at 
0.1º resolution is shown in the inset of panel (b).
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Figure 2. Dimensionless mean monthly runoff (mean monthly runoff divided by annual 
mean) at the four stream gauging stations listed in Table 1. The corresponding long-term 
mean of the naturalized annual runoff reconstructed by the USBR is also reported f or each 
site using the same color of the legend. 
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Table 1  
 
Summary of the sub-basin characteristics, including: short name; USGS code, latitude and longitude coordinates (in decimal 
degrees, DD) of the gauging station at the outlet; drainage area; mean annual runoff (R; from USBR), precipitation (P; from 
Livneh); temperature (T; from Climate Research Unit), and runoff coefficient (𝝋 = R/P). 
Stream 
Gaging 
Location 
Short 
Name 
USGS Code Latitude 
(DD) 
Longitude 
(DD) 
Drainage 
Area (km2) 
Mean 
Annual 
R (mm) 
Mean 
Annual P 
(mm) 
Mean 
Annual 
T (º C) 
Mean 
Annual 
𝝋 
Glenwood GL 09072500 39.55 107.32 15314 170 715 0.9 0.23 
Green River GR 09234500 40.90 109.42 100298 66 396 4.6 0.16 
Lees Ferry LF 0938000 36.86 111.58 278852 65 397 6.3 0.16 
Imperial 
Dam 
IM 09429490 32.88 114.46 478561 41 352 9.1 0.11 
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2.2 DATASETS 
The outputs of historical simulations from nineteen General Circulation Models 
(GCMs) of the CMIP5 experiment were analyzed in this study. APPENDIX A reports, 
for each GCM, the climate center and its acronym, type of experiment, time period of 
outputs availability, spatial resolution, and a representative reference. Most models have 
been run for the “historical” experiment with prescribed greenhouse gases concentrations 
from the past. Two simulations have been performed for the “ESM (Earth System Model) 
historical” experiment, where atmospheric greenhouse gases are determined by the 
model; two for the “historical Nat” experiment, where only natural forcings are 
prescribed; and one for the “historical GHG (greenhouse gases)”, where only greenhouse 
gas forcings are prescribed. The dataset includes multiple simulations of the same climate 
center that differ based on model version and type of experiment. For example, outputs of 
three simulations are available from the Hadley center, conducted by the HadCM3 model 
under the historical experiment and the newer HadGEM2 under the historical 
(HadGEM2-CC) and ESM historical (HadGEM2-ES-ESM) experiments.  
The outputs of most models cover the time period from 1850 (or in some cases 
1859 or 1861) to 2005 (2012 in four cases), while those of MRI-GCCM3 span the period 
1970-2005. Outputs are provided in either regular or irregular grids at horizontal spacing 
ranging from 1.4° to 3.75°. GCM outputs were downloaded from the Earth System Grid 
Federation (ESGF) repositories for the temporal resolutions of either monthly (when 
available) or daily intervals for the variables: precipitation (P), evaporation (E), 
temperature (T), total runoff (R), and soil moisture content (S). P includes both rainfall 
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and snowfall; E includes evaporation from soil and water bodies, as well as plant 
transpiration; R accounts for surface runoff and drainage through soil layers; and S 
accounts for the water present in all the soil layers of each grid cell. Data for P, T, E, R, S 
were available for a total of 19, 15, 12, 7, and 8 GCMs, respectively. In addition to 
GCMs, outputs of four Regional Climate Models (RCMs) of the historical experiment 
from the Coordinated Regional Climate Downscaling Experiment (CORDEX; Giorgi et 
al. 2009) were also used. These RCMs were nested to two of the GCMs from CMIP5. 
The RCMs are listed in Table 2, along with the driving GCMs. For the RCMs, outputs of 
P and T were downloaded for the period 1950-2005 at monthly resolution and horizontal 
spacing of 0.44º. Data for the other variables were not archived. 
The model performances were assessed through comparison against ground-based 
observational datasets from different sources. For P, multiple gridded products were used 
to characterize the associated uncertainty. These include: Climate Research Unit (CRU, 
version 3.24) from 1901 to 2015 (Harris et al. 2014); Global Precipitation Climatology 
Project (GPCP, version 2.3) from 1979 to 2016 (Adler et al. 2003); and Livneh (version 
1.2) from 1915-2011 (Livneh et al. 2013). For T, observations were obtained from the 
CRU dataset from 1901-2013 (Harris et al. 2014). Finally, the naturalized flow (D) data 
(i.e., river flow that does not account for historical depletions and reservoir regulations) 
reconstructed by the USBR at the four analyzed gauging stations were used to estimate 
the observed runoff from 1906 to 2012.  
  
 
1
5
 
 
Table 2 
 
RCMs from the CORDEX historical experiment in North America at 0.44º resolution, along with the associated modeling 
center name and acronym, time period of data availability, a representative reference, and driving GCM. 
Model Name 
 
Climate Center Acronyms for 
the Climate 
Center  
Time 
Period 
Reference Driving GCM 
CanRCM4 Canadian Centre for Climate 
Modelling and Analysis 
CCMA 1950-2005 Music and Caya 2007 CanESM2 
CRCM5 Centre of Universite du Quebec 
a Montreal 
CUQ 1950-2005 Martynov et al. 2013 CanESM2 
HIRHAM5 Danmarks Meteorologiske 
Institut, Denmark 
DMI 1950-2005 Christensen et al. 2006 EC-Earth 
RCA4 Sveriges Meteorologiska och 
Hydrologiska Institut, Sweden 
SMHI 1950-2005 Samuelsson et al. 2011 CanESM2 
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2.3  DATA PROCESSING 
The irregular and rotated grids of the climate models and the grids of the observed 
products were interpolated on a common regular grid at resolution of 0.1º (~10 km) using 
the nearest interpolation approach in order to (i) conduct analyses in a common spatial 
reference, and (ii) minimize errors in the derivation of spatial means, thus mimicking the 
Thiessen tessellation (Lucarini et al. 2007; Mascaro et al. 2015) as described in the next 
section. Figures 1b-d show examples of the original irregular grids for two GCMs and the 
rotated grid of one RCM, along with the regular grid used for the interpolation. This 
procedure was applied to all variables of climate model outputs and observations. All the 
analyses described below were focused on the period 1901-2005 because it is almost 
entirely covered by all GCM outputs and observed products. For the RCMs, the time 
period 1950-2005 was used due to data availability. 
2.4 ANALYSIS OF INTER-ANNUAL VARIABILITY 
The ability of GCMs and RCMs to capture the inter-annual variability of P and T 
were analyzed at each of the nested sub-basins by computing the climatological annual 
averages and coefficient of variation of simulated and observed variables. For this aim, 
the annual mean of T and P was first calculated at each grid point by aggregating in time 
the original grids at monthly or daily resolutions. Next, the variables were averaged in 
space over each sub-basin area, A. Formally, this can be expressed as: 
?̅?i = ∬ 𝜙𝑖 ⅆ𝜎𝐴         (1) 
where 𝜙 = T and P, 𝜙𝑖 is the mean for year i at each grid point,  ?̅?𝑖 is the basin-averaged 
value for year i, and ⅆ𝜎 is the spatial integration variable. From the practical point of 
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view, the basin-averaged quantities were computed by using basin masks of 1 km 
resolution that identify the pixels within each sub-basin in the grid at 0.1º (~ 10 km) 
resolution used for the interpolation. The basin masks were delineated using the Digital 
Elevation Models (DEMs) from HydroSHED that were available at 30 arc-seconds 
resolution (~ 1km).The long-term average,  〈?̅?〉 , and standard deviation, 𝜎(?̅?), of ?̅?𝐢 were 
then calculated. The relations between 〈?̅?〉 and coefficient of variation, CV𝜙 = 𝜎(?̅?)/〈?̅?〉 , 
derived from climate model outputs and observations were then compared. 
2.5 ANNUAL HYDROLOGIC BALANCE 
The ability of the climate models to capture the annual hydrological balance at 
basin scale was analyzed using the approach of Lucarini et al. (2007, 2008). This assumes 
that the change in storage of water in the soil column can be neglected in the water 
balance at annual scale averaged across many years (Peixoto et al. 1992). This hypothesis 
leads to the equation:  
〈P〉 − 〈E〉 = 〈R〉 = 〈𝛻𝐻⃗⃗ ⃗⃗  ∙ Q⃗⃗ 〉,       (2) 
where P, E and R have been previously defined, and 𝛻𝐻⃗⃗ ⃗⃗  ∙ Q⃗⃗  is the divergence of the 
vertically integrated two-dimensional water vapor (Q⃗⃗ ) in the atmospheric column. 
Equation (2), which is valid at each grid point, can be integrated over the basin area A as: 
∬ (⟨P⟩ − ⟨E⟩) ⅆ𝜎
𝐴
≈ −∬ ⟨𝛻𝐻⃗⃗ ⃗⃗  ∙ Q⃗⃗ ⟩ ⅆ𝜎𝐴 ≈ ∬ ⟨R⟩ ⅆ𝜎𝐴 ≈ ⟨D⟩,   (3) 
where D is the actual river discharge at the basin outlet and 𝜎 is the variable of 
integration. Equation (3) implies that the difference between the long-term means of P 
and E averaged over the basin area should be equal to the observed discharge at the 
outlet, averaged over the same time period. The models’ ability to represent the 
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hydrological cycle of the basin was validated using this relation. The long-term mean 
annual E was calculated as described in the previous section for P, while the mean 
annual river volume was obtained from the naturalized flow reconstructed by the USBR.  
2.6 ANALYSIS OF NON-STATIONARITY 
The existence of non-stationarity in the time series of observed and simulated 
annual P and T was investigated and averaged over the four sub-basins. This was done by 
applying statistical tests aimed at detecting the presence of (i) abrupt changes in the mean 
and (ii) monotonic trends. Pettitt test (Pettitt 1979) was applied to detect change points at 
annual scale. This is a non-parametric, rank-based test that evaluates the null hypothesis 
H0 that there is no change in the mean of a time series. The test was used in several studies, 
including analyses of annual and seasonal rainfall and discharge maxima (see, e.g., 
Villarini 2012 and references therein). The test compares two samples, X1, X2, …, Xt  and 
Xt+1, . . ., XT  using the statistic Ut,T, which can be computed as follows: 
𝑈𝑡,𝑇 = ∑ ∑ 𝑠𝑔𝑛(𝑋𝑖 − 𝑋𝑗)
𝑇
𝑗=𝑡+1
𝑡
𝑖=1       (4) 
where, 𝑠𝑔𝑛(𝑋𝑖 − 𝑋𝑗) = {
1 𝑖𝑓 𝑋𝑖 > 𝑋𝑗
0 𝑖𝑓 𝑋𝑖 = 𝑋𝑗
−1 𝑖𝑓 𝑋𝑖 < 𝑋𝑗
. 
The null hypothesis is then tested using the KT statistic defined as: 
𝐾𝑇 = max
1≤𝑡≤𝑇
|𝑈𝑡,𝑇|.        (5) 
The significance probability associated with the rejection of H0 is approximated by: 
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𝑝 ≅ 2 𝑒𝑥𝑝 (
−6𝐾𝑇
2
𝑇3+𝑇2
),        (6) 
where the 𝐾𝑇 approximation holds good for p ≤ 0.5, and the date T gives the date of the 
change point in the time series. While the Pettitt test is able to detect more than one change 
point in a time series, for this study, presence of only one change point was assumed in 
order to avoid fragmentation of the series into small segments where the subsequent 
evaluation of trends may be insignificant.  
The presence of trends in the annual time series of P and T was investigated using 
the Mann-Kendall test (Mann 1945; Kendall 1975), which has been widely applied to 
analyze different types of hydrologic records (e.g., Bonnin et al. 2011; Villarini 2012; 
Serinaldi and Kilsby 2014). The test evaluates the null hypothesis H0 that no trend exists, 
assuming that the data samples are independently and identically distributed. Thus, prior 
to applying Mann-Kendall test, the data were verified to be statistically independent by 
assessing the presence of serial correlation in the time series. This was done by testing the 
significance of the Kendall correlation coefficient of the lag-1 autocorrelation function. 
The Mann-Kendall test was then applied if the lag-1 autocorrelation was not found to be 
statistically significant. In addition, for the cases where the Pettitt test detected the 
presence of a statistically significant change point, the Mann-Kendall test was applied 
before and after the change point. For a time series of n observations, the hypothesis is 
tested using the Mann-Kendall test statistic S, which is calculated as: 
𝑆 =  ∑ 𝑠𝑔𝑛(𝑋𝑗 − 𝑋𝑖)1≤𝑖≤𝑗≤𝑛 .       (7) 
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The MK Statistic S is a measure of change over the entire time series and is assumed to be 
approximately normal with a mean of 0 and variance: 
  𝜎2 =
1
18
{𝑛(𝑛 − 1)(𝑛 + 5) − ∑ 𝑡𝑗(𝑡𝑗 − 1)(2𝑡𝑗 + 5)
𝑝
𝑗=1 }   (8) 
where p is the number of tied groups in the data (there is a tie when Xi =Xj) and tj is the 
number of data points in the jth tied group. The S statistic is approximately normally 
distributed provided that Z has the following transformation: 
𝑍 =  {
𝑆−1
𝜎
 𝑖𝑓 𝑆 > 0
0 𝑖𝑓 𝑆 = 0
𝑆+1
𝜎
 𝑖𝑓 𝑆 < 0
        (9) 
All tests described in this section were conducted at a significance level of 5%. 
2.7 ANALYSIS OF INTRA-ANNUAL VARIABILITY 
A set of analyses were performed to investigate the climate models’ skill to 
represent the intra-annual (or seasonal) variability of the water balance components and 
temperature. These required the calculation, for each sub-basin, of the climatological 
means at monthly and seasonal (winter = DJF, spring = MAM, summer = JJA, and 
autumn = SON) scales of P, E, R, and T. The long-term monthly spatial means, 〈?̅?m〉 (m 
= 1, …, 12), were computed following the same procedure described for the data 
aggregated at annual scale as: 
〈?̅?m〉 = ∬ 〈𝜙𝑚〉 ⅆ𝜎𝐴 ,         (10) 
where 〈𝜙𝑚〉 is the long-term average of 𝜙 for month m at each grid point, and 𝜎 is the 
spatial integration variable. Firstly, the climatological monthly means of all variables 
were inspected. Then, Taylor diagram (Taylor 2001) were used to quantify and compare 
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the performances of all climate models in reproducing the intra-annual variability of P 
and T. In addition, the seasonal bias between simulated and observed P and T was also 
calculated. For P, the bias was defined as (Psim − Pobs)/Pobs × 100%, while, for T, it 
was calculated as (Tsim − Tobs), where the subscripts “sim” and “obs” indicate the 
simulated and observed values for a given season. All these analyses were conducted for 
each sub-basin. 
2.8 METRICS FOR MODEL RANKING 
The models were ranked based on their performances in reproducing the seasonality 
of P and T using a metric adapted from Deidda et al. (2013). The metric involves the 
computation of errors between observed and simulated variables, which are then 
standardized and summed. Formally, the metric is indicated with j and defined as: 
𝜖𝑗 = √∑ (
𝐸𝑘,𝑗
∑ 𝐸𝑘,𝑖
𝑀
𝑖=1
)
2
𝑁
𝑘=1
2
 ,       (11) 
where Ek,j is the k-th error metric between observed and simulated values by the model j 
(with j = 1,…, M and k = 1,… N; where M and N are the number of models and error 
metrics, respectively). The standardization of the error is done by dividing Ek,j by the sum 
of the errors of all models. To test the seasonality of P (T), the metric (5) was based on 
the errors for the metrics used in the Taylor diagram: 
𝐸1,𝑗 =  |𝑀𝑆𝐷𝑜𝑏𝑠 − 𝑀𝑆𝐷𝑗|       (12a) 
𝐸2,𝑗 =   1 − 𝐶𝐶𝑗        (12b) 
𝐸3,𝑗 =  𝑅𝑀𝑆𝐸𝑗,        (12c) 
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where MSDobs and MSDj are the standard deviations of the monthly P (T) observed and 
simulated by the j-th model, respectively; and CCj and RMSEj are the correlation and root 
mean square error between the monthly P (T) observed and simulated by the j-th model, 
respectively. In addition, to evaluate the ability to simulate simultaneously P and T, the 
metric (5) was computed by combining the six errors calculated for P and T. In each case, 
the models were ranked based on j with lower ranks indicating better performances. This 
calculation was performed separately for each sub-basin.  
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3.CHAPTER 3 
RESULTS AND DISCUSSIONS 
3.1 INTER-ANNUAL VARIABILITY 
The inter-annual variability of P and T is analyzed in Figure 3, which shows the 
relationship between climatological annual mean and CV of simulated and observed P 
(〈P̅〉 and CVP, respectively) and T (〈T̅〉 and CVT) for GL and IM. Results for GR and LF 
are substantially similar to IM and are presented in Figure 4. To help with figure 
interpretation, the models developed by the same climate center have been assigned the 
same color and different marker types. Similarly, the observational products have been 
plotted in black with different markers. In the legend, the GCM-RCM combinations are 
marked with a star superscript at the end of the model name. The same convention has 
been kept in all figures.  
As shown in Figure 3a, the differences among the three observed P products are 
significant in the smaller sub-basin GL. For example, using Livneh as reference, both 
GPCP and CRU have lower 〈P̅〉 (-35% and -25%, respectively) and CVP (-29% and -6%). 
The differences across the observational datasets become smaller (order of 10% for both 
〈P̅〉 and CVP) for the largest sub-basin IM (Figure 3c), as well as GR and LF (Figures 
4a,c). The climate models overestimate the mean annual P in all sub-basins (from +1% to 
+140% using Livneh as reference), except for some cases at GL (from -2% to -42%) and 
the GISS-E2-R model at LF and IM (from -7% to -13%). The inter-annual variability of P 
is slightly underestimated by most models at all locations, with CVP ranging from 0.10 to 
0.21 (from -44% to +19%). The modeled CVP tend to decrease with 〈P̅〉, as result of 𝜎(P̅) 
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increasing with 〈P̅〉 at a comparatively slower rate (not shown). The models have similar 
relative performances across the sub-basins, except for some differences at GL. Models 
from the same parent climate center cluster primarily based on the mean P and, in some 
cases, also in accordance to the CV value.  
Considering now T, note that analyses were conducted using Kelvin instead of ºC 
(used elsewhere in the report) to avoid wrong interpretations of the CV values arising 
when the mean T is close to 0 ºC. The comparison of modeled T with the CRU dataset 
reveals that most models (i) overestimate 〈T̅〉 at the high-elevation sub-basin GL (Figure 
3b), with biases ranging from -2.1 K to +8.4 K; and (ii) underestimate 〈T̅〉 by up to -4.9 K 
at the downstream sub-basins that include larger portions of semiarid and arid areas 
(Figures 3d and 4b,d). The value of CVT observed by CRU is very similar at all sub-
basins (~0.0025) and is mainly overestimated (on average, +20%, +12%, +19% and 
+20% at GL, GR, LF, and IM, respectively). While the models exhibit similar relative 
performances in reproducing the annual T climatologies across the sub-basins, clustering 
of the models from the same climate center is less evident as compared to P.  
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Figure 3. (a) Relationship between mean annual P and corresponding coefficient of 
variation (i.e, CVP = 𝜎(?̅?)/〈?̅?〉  at GL. (b) Same as (a) but for T (i.e., 〈𝑇〉 vs. CVT). (c)-(d) 
Same as (a)-(b) but for IM. In this and following figures, a star superscript is added to the 
four RCMs acronyms in the legend. 
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Figure 4. (a) Relationship between mean annual P and corresponding coefficient of 
variation (i.e, CVP = 𝜎(?̅?)/〈?̅?〉  at GR. (b) Same as (a) but for T (i.e., 〈𝑇〉 vs. CVT). (c)-(d) 
Same as (a)-(b) but for LF.  
 
3.2 ANNUAL HYDROLOGIC BALANCE 
In this section, a subset of twelve GCMs (for which E data were available) were 
evaluated to assess their ability to capture the statistical properties of the hydrologic 
balance at watershed scale. This was done by evaluating if equation (3) was satisfied at 
the four nested locations. First of all, the applicability of this equation was tested by 
verifying whether the long-term annual changes of water stored in the soil layers (i.e., the 
variable S introduced in section 3) were negligible. This was found to be true for all 
models (not shown). Next, the scatterplot between the climatological means of annual P 
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and E (i.e., 〈P̅〉 vs. 〈E̅〉) was reported in Figure 5. In this space, if a model lies on the 1:1 
line, all of its simulated P evapotranspires and no runoff is generated. The blue line 
(labeled as OBS) is located at a horizontal (or vertical) distance from the 1:1 line equal to 
the observed long-term mean discharge, D. The vertical dashed black line (also labeled as 
OBS) is the observed mean annual P. Hence, a perfect model would be placed at the 
intersection of these two lines.  
At GL, all models apart from the two GISS models and CNRM-CM5-2 create 
lower runoff (ranging from 20 mm to 150 mm), indicating a stronger hydrologic cycle in 
the evaporation channel. Two versions of HadGEM2 and GFDL-ESM2M simulate the 
mean annual P fairly well. The other four models that simulate lower runoff have a 
significant negative bias in the simulation of P, suggesting also a weaker hydrological 
cycle in the precipitation channel. The two GISS models and CNRM-CM5-2, instead, 
overestimate both mean annual P and runoff, showing the evidence of a significantly 
weaker cycle in the evaporation channel. As the sub-basin area increases downstream, the 
models tend to be distributed around a line parallel to the observed runoff line, indicating 
a positive correlation between 〈P̅〉 and 〈E̅〉. This outcome was also found by Lucarini et 
al. (2007) and Mascaro et al. (2015) in a similar analysis on the Danube and Niger River 
basins, respectively. In all three sub-basins: (i) all models overestimate P; (ii) the models 
from IPSL, Hadley, and MPI centers (total of 6 models) reproduce fairly well the mean 
annual runoff, but with a stronger hydrologic cycle due to higher P and E; (iii) the models 
from GISS, INM, and GFDL centers (total of 5 models) overestimate the mean annual 
runoff, suggesting a weaker hydrologic cycle in the evaporation channel; and (iv) the 
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models from the same parent institution cluster together, implying that running different 
experiments or model versions of the same institution does not lead to significant impacts 
on the annual hydrologic balance at watershed scale. A practical outcome of this analysis 
is that the selection of climate models should not be based only on their runoff outputs (if 
available), because these could be the result of significantly biased precipitation and 
evapotranspiration fluxes.  
 
Figure 5. Scatterplots between basin-averaged mean annual P and E (i.e., 〈?̅? 〉vs. 〈?̅? 〉), 
for the four sub basins. The observed climatological mean precipitation from Livneh is 
reported with a vertical dashed line, while the blue line parallel to the 1:1 line is the long-
term mean discharge. 
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3.3 CHANGE POINT AND TREND ANALYSIS 
As a next step, the Pettitt test was applied to the time series of observed and 
simulated annual total P and mean T to evaluate the presence of abrupt changes in the 
mean of the series. In the case of P, it was realized that the null hypothesis of no change 
point could not be rejected at 5% significance level in all cases except for the observed 
Livneh product at GL and GR (change point in 1948 and 1951 respectively), GISS-E2-H-
CC at GR and LF (in 1953 and 1929, respectively), and CanESM2 at IM (in 1963). In 
contrast, the time series of the mean annual T observed by CRU and simulated by the 
majority of the models exhibit the presence of a statistically significant change point at all 
locations (55%, 65%, 70%, and 75% of the cases at GL, GR, LF, and IM, respectively). 
As an example, Figure 6 shows the time series of mean annual T at IM along with the 
long-term averages (horizontal lines) before and after the change point for CRU and two 
climate models. In all three cases, the change point is located around 1980 and the mean 
T increases of ~0.8 ºC. Results of the Pettitt test for the cases where a statistically 
significant change point was found are summarized in Figure 7. This shows, for each sub-
basin, the year of the observed and simulated change points, as well as the scatterplot 
between the long-term mean annual T before and after the change point. As reported in 
Figure 7a, the CRU observed dataset exhibits the presence of a change point in the three 
largest sub-basins around the year 1980. Ten models are able to capture this observed 
outcome, as they simulate a change point between 1970 and 1995. Four models simulate 
instead a change point occurring between 1930 and 1950, thus well before the observed 
one. Despite these differences, Figures 6b-e show that, at each sub-basin, CRU and all 
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models consistently indicate a very similar increase of the mean annual T of ~0.8 °C 
before and after the change point.  
After applying the Pettitt test, the Mann-Kendall test was used to evaluate the 
presence of trends on simulated and observed annual P and T time series. When the 
Pettitt test revealed the existence of a statistically significant change point, the Mann-
Kendall test was applied separately before and after the change point; otherwise, it was 
applied to the entire time series. In all cases, the lag-1 autocorrelation was not found to be 
statistically significant at 5% significance level. The Mann-Kendall test revealed that, for 
the large majority of models and observed products, no statistically significant trend 
exists for both P and T at the four sub-basins (95% and 66% of the total cases for P and 
T, respectively). It is worth highlighting that this analysis on the presence of monotonic 
trend only accounts for the uncertainty due to the model structure, multiple climate 
models were considered. Previous studies (e.g., Deser et al. 2012; 2014) have shown that 
the uncertainty associated with the internal climate variability can be quite significant 
when analyzing trends on variables simulated by climate models. As a result, the 
conclusions of this analysis cannot be considered definitive.  
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Figure 6. Time series of mean annual T observed by (a) CRU and simulated by (b) Had-
GEM2-ES-ESM and (c) MIROC-5 at IM, along with long-term mean values (horizontal 
lines) before and after the change points detected through the Pettitt test at 5% 
significance level. 
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Figure 7. (a) Year of the change point identified by applying the Pettitt test at 5% 
significance level on the observed and simulated time series of mean annual T at each sub-
basin. (b)-(e) Scatterplot between long-term mean annual T, 〈?̅?〉, before and after the 
change points at the four sub-basins. 
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3.4 INTRA-ANNUAL VARIABILITY 
The models’ performances in capturing the seasonal variability of P and T at all 
sub-basins were quantified through the Taylor diagrams and the seasonal biases presented 
in Figures 8 and 9, respectively. The models capture the amplitude and phasing of the 
seasonal cycle of T quite well, as indicated in the Taylor diagrams of Figure 8 by CC > 
0.99, normalized standard deviation SD close to 1, and low normalized root mean square 
errors (RMSEs) (~0.2) for all models at all sub-basins. The models have a relatively 
constant positive bias of up to +10º C across all seasons at GL, except for a limited 
number of cases with a negative bias. In contrast, at GR, LF and IM, the majority of the 
models exhibit a negative seasonal bias of up to -6.3 ºC in all seasons except summer, 
where the biases vary from -5.0 °C to +5.0 ºC.  
Considering now P, at GL, the negative CC simulated by most models (mean of -
0.18) in the Taylor diagram of Figure 9a indicates their poor ability to capture the shape 
of the intra-annual variability of P (i.e., the timing of wet and dry months). The simulated 
SD in most cases is larger than the observed value (up to 4 times), indicating a tendency 
to exaggerate the amplitude of the seasonal cycle. The RMSEs are up to 5 times larger 
than the observed SD. In addition, the models largely overestimate summer P (bias of up 
to +223%), underestimate winter P (up to -80%), and show both negative and positive 
values in spring and fall (from -45% to +90%). Model performances improve at GR 
(Figure 8b) in terms of the ability to capture the phase of the seasonal cycle, as indicated 
by the higher value of CC (on average, 0.44, and > 0.65 for eleven models). However, SD 
is still overestimated (up to 8 times) and RMSEs are mainly larger than GL. The seasonal 
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biases are instead reduced in absolute values as compared to GL, with an overall 
tendency to overestimate P in all seasons. The bias ranges from +266% in summer to -
26% in fall. In the downstream sub-basins LF and IM, the models’ capability to capture 
the shape of the seasonal cycle degrade as compared to GR, as shown by the lower values 
of CC (on average, 0.17 and 0.11, respectively) in the Taylor diagrams of Figures 8c,d. In 
contrast, the simulated SD are closer to the observed value and the normalized RMSE 
decreases. The seasonal biases at LF and IM are not significantly different from GR.  
The reasons of the changes in CC for the simulated P across the four sub-basins 
was further investigated to gain insights into the models’ ability to simulate the physical 
processes controlling the seasonality of P. The low values of CC at GL can be likely 
attributed to the coarse resolution of the GCMs that does not allow capturing the terrain 
effects on P in this relatively small sub-basin. When the sub-basin area increases, 
performances improve at GR but they degrade at LF and IM. To explore the reasons of 
the decrease of CC from GR to the downstream sub-basins, Figure 10 shows the seasonal 
variability of P at GR and IM for the observed datasets and a group of selected models. 
At GR, the observed P is relatively constant throughout the year with slightly higher 
(lower) values in April and May (June and July). Most models simulate the increasing 
(decreasing) P occurring in the spring (summer) months, but with much more pronounced 
peaks. As a result, CC is relatively high and SD > 1 (Figure 9b). At IM, the observed 
seasonality of P has a distribution with two peaks: one in winter and the other in summer 
during the North American monsoon. However, several models (see, e.g., the INM 
models, MRI-CGCM3, and HadCM3) reproduce the same patterns simulated at GR, an 
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indication of their poor ability to reproduce the change of precipitation regime in the 
semiarid portion of the basin. One of the reasons of this deficiency has been attributed to 
the models’ coarse resolution that prevents representing the topographical features of the 
Sierra Madre Occidental Mountain Range in Northern Mexico, which is crucial in 
capturing the spatial structure of the summer monsoon (Langford et al. 2014). In addition, 
the coarse resolution of the models results in a poor representation of Gulf of California, 
which in many cases is represented as land. Therefore, the models fail to reproduce the 
northward movement of tropical moisture into the northern monsoon region (Pascale et 
al. 2016). Other models are instead able to reproduce a more pronounced peak in summer 
(see, e.g., the two simulations of HadGEM2), but they still simulate a peak in spring. 
Overall, this results in lower CC values (Figure 9c). It is worth highlighting that 
CanESM2 and MIROC5 are able to simulate quite well the shape of the observed 
seasonal pattern at both sub-basins, even if MIROC5 exhibits a positive bias.  
Figure 11 depicts the intra-annual variability of P, E, R and T at IM. The seasonal 
cycles derived from the observed products of P, T and naturalized flow are also plotted. 
Figures 12-14 show the same analyses for the other sub-basins. In addition, to facilitate 
the interpretation of results for P, APPENDIX A shows the seasonal cycles of P at each 
sub-basin with the models grouped based on common patterns. As previously discussed, 
apart from a few cases, Figure 11a clearly shows that most models exhibit a range of 
possible distributions that do not resemble the observations. The intra-annual variability 
of E (Figure 11b) is highly related to the type and parameterization of the land surface 
scheme adopted by the models. Specifically, models belonging to the same climate 
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center, which likely adopt the same land surface scheme, reproduce very similar seasonal 
patterns. These are in most cases bell-shaped, with the exception of the models from INM 
and Hadley that exhibit a second minor peak. The location and magnitude of the peaks 
depend on the shape of the corresponding seasonal patterns of P and, to a lower extent, T. 
The R outputs were only available for a limited set of models. As shown in Figure 11c, 
while the naturalized flow has a single peak located in June, the simulated runoff peaks 
earlier in spring with different shapes of the distribution. The time lag between observed 
and simulated peaks can be explained by the errors on the shape of the seasonal P 
distribution previously described, as well as by the fact that climate models do not 
account for routing processes. Finally, the models simulate the monthly variability of T 
fairly well (Figure 11d), with an underestimation in all months except JJA where the bias 
differs across the models.  
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Figure 8. Normalized temporal Taylor diagram and seasonal bias for T computed for the 
four sub-basins using CRU as reference dataset. In the Taylor diagrams, the black circle 
refers to the observed value (i.e., normalized standard deviation equal to 1); the radial 
distance from the black circle quantifies the centered RMSE normalized by the observed 
standard deviation; the azimuth and the radial distance from the origin quantify CC and 
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normalized standard deviation, respectively. The observed standard deviations are 8, 9, 9 
and 8.5 °C for GL, GR, LF and IM, respectively. 
 
 
Figure 9. Same as Figure 7 but for P, with Livneh used as reference dataset. The 
observed standard deviations of P are 13, 5, 4 and 5 mm for GL, GR, LF and IM, 
respectively. 
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Figure 10. Climatological monthly means of P observed and simulated at (a) GR and (b) 
IM by a selected group of climate models. 
 
 
 
Figure 11. Climatological monthly means of total P, E, R and mean T simulated at GL. 
The number of models shown for each variable depends on data availability. For P and T, 
the observed products are also plotted. For R, the naturalized flow reconstructed at the 
sub-basin outlet is reported. 
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Figure 12. Climatological monthly means of total P, E, R and mean T simulated at GR. 
The number of models shown for each variable depends on data availability. For P and T, 
the observed products are also plotted. For R, the naturalized flow reconstructed at the 
sub-basin outlet is reported. 
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Figure 13. Climatological monthly means of total P, E, R and mean T simulated at LF. 
The number of models shown for each variable depends on data availability. For P and T, 
the observed products are also plotted. For R, the naturalized flow reconstructed at the 
sub-basin outlet is reported. 
. 
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Figure 14. Climatological monthly means of total P, E, R and mean T simulated at IM. 
The number of models shown for each variable depends on data availability. For P and T, 
the observed products are also plotted. For R, the naturalized flow reconstructed at the 
sub-basin outlet is reported. 
 
3.5 RELATIVE MODEL PERFORMANCES 
The relative performances of the models in simulating the seasonality of P, T and 
the two variables simultaneously measured by computing the error j defined in equations 
(5) and (6). For each case and sub-basin, the errors of all climate models were sorted in 
decreasing order and computed the rank of each model (the lower the rank, the better the 
performances). The corresponding results are presented graphically in Figure 15, while 
APPENDIX A reports the actual rank values. The following considerations can be drawn. 
(1) For each case, the rank of the same model is quite similar across the larger sub-basins 
GR, LF, and IM, while its value may vary for the smaller, snow-dominated sub-basin GL. 
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(2) GCMs from the same parent institution have similar ranks at each location (apart from 
MIROC5 and MIROC-ESM-CHEM), although with larger variability at GL. (3) EC-
EARTH, NorESM1-M, and the IPSL models exhibit relatively good performances for all 
analyzed properties at all locations.  
 
Figure 15.  Rank of the relative error j  defined in equation (5) and computed for the 
errors of equation (6) applied to (a) P, (b) T, and (c) P and T simultaneously. For each 
model and metric, the ranks are shown from left to right for GL, GR, LF, and IM sub-
basins. 
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3.6 PERFORMANCES OF DIFFERENT MODEL VERSIONS AND 
EXPERIMENTS 
This study approach allowed comparing performances of different model versions 
from the same climate center and the same model under different historical experiments 
(see APPENDIX A). For the models of INM, GISS, and IPSL climate centers, 
performances are rather similar for all the analyzed climatologies, as visually shown by the 
clustering of colors in all figures. The differences among the Hadley models are also very 
small when considering the climatologies at annual scale, including the interannual 
variability of P and T and the variables of the hydrologic balance (Figures 3, 4, and 5, 
respectively). In contrast, when considering the seasonal variability of P, the older 
HadCM3 is not able to capture the summer peak occurring at LF and IM, while the newer 
HadGEM2 reproduces it relatively well with minimal differences between the two 
experiments (Figures 10b, APPENDIX A). This outcome may be due to the enhanced 
processes represented in the new model version, as well as due to the coarser resolution of 
the simulations with HadCM3 (APPENDIX A). Finally, the MIROC models exhibit 
differences in the simulation of P at both annual and seasonal scale, with MIROC-ESM-
CHEM simulating much larger P as compared to MIROC5. Again, this may be the result 
of different processes introduced by the ESM combined with its coarser resolution.  
3.7 EFFECT OF DYNAMICAL DOWNSCALING VIA RCMS 
The availability of regional climate simulations from CORDEX permitted 
investigating the effect of dynamical downscaling of three and one RCMs nested on 
CanESM2 and EC-EARTH, respectively. In the analysis of the interannual variability of 
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P and T (Figures 3 and 4), it was found that, in the three largest sub-basins (GR, LF, and 
IM), the dynamical downscaling of the GCMs via RCMs leads to the simulation of (i) 
higher mean annual P and lower CVP, and (ii) lower mean annual T and higher CVT as 
compared to the metrics computed for the driving GCM. In other words, the use of RCMs 
that represent terrain and land surface details at higher spatial resolution results in wetter 
and colder climate simulations at annual scale as compared to those produced by the 
GCM at coarser resolution. These effects are less evident at GL, likely due to the small 
size of this sub-basin. Results found for T are in agreement with Gao et al. (2011), who 
analyzed the entire CRB and found a colder bias in annual T simulated by the RCMs of 
NARCCAP as compared to the driving GCMs. For P, Gao et al. (2011) found that 
different RCMs could lead to both larger and lower P, even if they are driven by the same 
GCM. This result was also found in analyses of NARCCAP RCMs in the Intermountain 
Region by Wang et al. (2009). The analysis found the presence of a statistically 
significant change point in annual T for both driving GCMs, but this change was never 
detected for all nested RCMs. This is likely due to the shorter length of the regional 
simulations that span only the period 1950-2005. Finally, the Taylor diagrams and the 
analysis of the seasonal bias of P (Figure 9) indicate that, in most cases, the coarse GCM 
simulations performs better than the nested RCMs, which tend to simulate larger P. The 
same analyses conducted for T (Figure 8), however, reveal similar performances.  
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4.CHAPTER 4 
CONCLUSIONS AND FUTURE WORK 
In this thesis, performances of historical climate simulations of nineteen GCMs from 
CMIP5 and four RCMs from CORDEX were evaluated in four nested sub-basins of the 
CRB in order to test their ability in reproducing the hydrologic cycle within the basin. 
The analysis of inter-annual variability of the models showed a tendency of models to 
overestimate the mean annual P up to +140% while underestimating the mean annual T 
up to -4.9 °C. It is interesting to note that the models overestimated the mean annual 
temperatures at higher elevation sub-basin GL, but underestimated the mean annual 
temperature values in the downstream basins that covered larger portions of the semiarid 
and arid areas. The models generally underestimated the mean annual temperature, but 
they had a tendency to overestimate the mean annual precipitation while on the contrary 
underestimation of temperature should result in lowered precipitation.  It should however, 
be noted that the model simulated and observed temperature analyzed in this study is 
measured at 2 meters above the ground, and might not be a very good proxy for the 
temperature at the upper troposphere. A further analysis of temperature derived by 
averaging the temperature at different altitudes (or pressure levels) along the vertical 
resolution of the atmosphere might provide a more accurate foundation for the 
comparison of temperature and precipitation. However, John et al. (2007) examined the 
temperature and humidity biases in GCMs and still concluded that most models exhibited 
cold bias (1-2K) throughout vast majority of troposphere, but the models had larger moist 
bias (up to 200%) in the upper troposphere. As humidity is a precursor of precipitation, 
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the large bias of these models might explain the overestimation of precipitation for 
negatively biased temperature in the lower level of the atmosphere. While these biases 
were acknowledged in the above mentioned study, their reasons were not specified, and a 
detailed model sensitivity study was suggested. 
Moving on, while majority of the models had relatively similar performances across 
the basins in terms of reproducing the annual climatology of P and T, clustering of the 
models from the same climate center was more evident in case of P, than in T. This study 
also analysed the annual hydrologic balance and the results revealed that a group of 
models were able to capture the mean annual runoff at all locations despite having 
significantly biased precipitation and evaporation fluxes. While a set of models 
overestimated P due to stronger hydrological cycles, another set of models that 
reproduced the hydrologic balance were instead, characterized by a weak cycle in the E 
channel leading to simulation of larger annual runoff.  
The time series of mean annual T observed and simulated by most models exhibited 
the presence of a statistically significant change point, with an increase in the mean of 
~0.8 ºC around 1980 at all locations. However, no statistically significant monotonic 
trends emerged instead for both P and T. The seasonality of T is reproduced very well by 
all models, with biases of ~-5.0 °C. Most models captured the phasing of the seasonal 
cycle of P relatively well in the upper, snow-dominated sub-basin GR, even if they 
simulate a higher amplitude of the cycle. Their performances degraded significantly in 
the larger sub-basins LF and IM that included semiarid areas, because several GCMs 
were not able to capture the summer peak due to the North American monsoon. In most 
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cases, different version of GCMs from the same climate institution or simulations of the 
same GCM under different historical experiments were characterized by similar 
performances as they adopted the same land surface scheme. This study further 
investigated the differences and/or similarities in performances of the RCMs (from 
CORDEX) and their driving GCMs. The ability of RCMs to represent the terrain and 
land surface details at a higher spatial resolution resulted in colder and wetter imitations 
of the climate as was evident by the higher mean annual values of P and lower mean 
annual values of T simulated by the RCMs in the downstream three basins. Moreover, 
Taylor diagrams indicated that most GCMs performed better in terms of reproducing the 
seasonal cycle of P, while the performances in terms of T were not very significantly 
different. 
This study presented a systematic evaluation of the performances of climate 
models in their ability to reproduce past climate, and thus, provided avenues for several 
lines of research that can be pursued towards an extensive study of the hydroclimate of 
the Colorado basin.  Firstly, the uncertainty due to the internal climate variability of the 
climate models, not addressed in this study, can be analyzed by considering multiple 
realizations of the climate models and detecting the presence of significant/varying trends 
and change points amongst the simulations of the ensemble members. Distribution free 
testing methods such as Mann-Kendall and Pettitt tests are highly recommended for such 
analyses. Resampling methods can also be used for these analyses as they are flexible, 
robust, powerful, and require minimal assumptions (Kundzewicz and Robson 2004). 
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Moreover, the time series can be examined for abrupt as well as gradual changes as 
proposed by Rougè et al. (2012).  
The results from this study can be taken into consideration while selecting the most 
reliable model(s) for the Colorado Basin region, thus reducing the uncertainty (namely, 
the uncertainty due to the selection of the best-performing GCMs). The outputs from the 
selected model(s) can be used as forcing to hydrologic models such as the Variable 
Infiltration Capacity (VIC) model so as to predict the streamflow in the Colorado river, as 
proposed by DCDC, to address the uncertainty in future streamflow predictions in the 
CRB It should however be noted that, the associated errors of the GCMs are amplified by 
the RCMs as was evident in the results where the RCMs simulated a colder and wetter 
climate. These errors, if not corrected, can lead to significant errors in impact assessment 
studies in the basin. This suggests that, in our study region, bias correction and statistical 
downscaling approaches should be preferred over dynamical downscaling (Giorgi and 
Mearns 1991; Kidson and Thompson 1998; Murphy 1997). These methods are more 
computationally efficient and were found to have similar performances as compared to 
dynamical downscaling techniques while simulating the current climate (Murphy 1997). 
If dynamical downscaling is still preferred, we suggest that bias correction of the GCM 
outputs should be performed before the application of dynamical downscaling via RCMs. 
For example, the future climate projections of the best-performing climate model(s), 
could be downscaled by applying the Weather Research and Forecasting (WRF) 
modeling platform (Skamarock et al. 2008) to develop the desired future climate 
projections or scenarios at higher resolution for the entire basin region. The constructed 
 50 
 
projections and scenarios can then be integrated with the land use change and 
urbanization scenarios to better understand the effect of land-use change on climate, as 
outlined by DCDC.  Furthermore, incorporating the recent advances from Wang et al. 
(2013) in the land-surface scheme for urban areas within the WRF modeling framework, 
urban hydrological processes can be reproduced along with the evaluation of the coupled 
water-energy cycles within urban canopies.  
Similarly, following the proposition of DCDC to understand the factors affecting 
water availability and water management in the basin region, the effects of land cover 
and climate changes on the modifications of watershed dynamics (e.g., snow 
accumulation, melt, and runoff production) can be evaluated using research models such 
as the Weather Research and Forecasting Model Hydrological modeling system (WRF-
Hydro). The outputs of the selected models can be used as input into the model to predict 
the hydrologic variables in the region. Such future predictions can not only provide a 
solid foundation for decision makers and stakeholders to develop transition strategies 
towards a sustainable water future in the basin region, but also provide guidance for 
vulnerability, adaptation and impact studies in the basin.  
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Table A1 
 
CMIP5 model acronyms, modeling center name and acronym, experiment type, time period of data availability, model grid resolution, 
and a representative reference. 
 
Model Name Climate Center Acronyms 
for the 
Climate 
Center  
Experiment Time 
Period 
Horizontal 
Resolution  
(Latitude x 
Longitude) 
Reference 
ACCESS1.0 Commonwealth Scientific and 
Industrial Research 
Organization/Bureau of 
Meteorology, Australia 
CSIO historical 1850-2005 1.25° x 1.87° Bi et al. 2012 
CanESM2 Canadian Centre for climate 
Modelling and Analysis 
CCMA historical 1850-2005 2.79° x 2.81° Arora et al. 2011 
CNRM-CM5.2 Centre National de 
Recherches Meteorologiques 
(CNRM), France and Centre 
Europeen de Recherches et de 
Formation Avancee en Calcul 
Scientifique (CERFACS), 
France 
CNRM historical 1850-2005 1.4° x 1.4° Voldoire et al. 2013 
EC-Earth EC-Earth Consortium, Europe EC historical 1850-2012  Hourdin et al. 2012 
GFDL-ESM2M Geophysical Fluid Dynamics 
Laboratory (GFDL) at 
National Oceanic and 
Atmospheric Administration 
(NOAA) 
GFDL historical 1861-2005 2.0° x 2.5° Donner et al. 2011  
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GISS-E2-H-CC National Aeronautics and 
Space Administration 
(NASA) Goddard Institute for 
Space Studies, United States 
GISS historical 1850-2010 2.0° x 2.5° Kim et al. 2012 
GISS-E2-R National Aeronautics and 
Space Administration 
(NASA) Goddard Institute for 
Space Studies, United States 
GISS historical 
Nat 
1850-2012 2.0° x 2.5° Kim et al. 2012 
HadCM3 Met Office Hadley Centre, 
United Kingdom 
Hadley historical 1859-2005 2.5° x 3.75° Collins et al. 2001 
HadGEM2-CC Met Office Hadley Centre, 
United Kingdom 
Hadley historical 1859-2005 1.25° x 1.9° Jones et al. 2011 
HadGEM2-ES-
ESM 
Met Office Hadley Centre, 
United Kingdom 
Hadley ESM 
historical 
1859-2005 1.25° x 1.9° Jones et al. 2011 
INMCM4.0 Institute for Numerical 
Mathematics, Russia 
INM historical 1850-2005 1.5° x 2.0° Volodin et al. 2010 
INMCM4-ESM Institute for Numerical 
Mathematics, Russia 
INM ESM 
historical 
1850-2005 1.5° x 2.0° Volodin et al. 2010 
IPSL-CM5A-LR Institut Pierre Simon Laplace, 
France 
IPSL historical 
Nat 
1850-2012 1.9° x 3.75° Dufresne et al. 
2013 
IPSL-CM5A-
MR 
Institut Pierre Simon Laplace, 
France 
IPSL historical 1850-2005 1.25° x 2.5° Dufresne et al. 
2013 
MIROC5 Atmosphere and Ocean 
Research Institute (The 
University of Tokyo), 
National Institute for 
Environmental Studies, and 
Japan Agency for Marine-
Earth Science and 
Technology, Japan 
AORI historical 1850-2012 1.4° x 1.4° Watanabe et al. 
2010 
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MIROC-ESM-
CHEM 
Atmosphere and Ocean 
Research Institute (The 
University of Tokyo), 
National Institute for 
Environmental Studies, and 
Japan Agency for Marine-
Earth Science and 
Technology, Japan 
AORI historical 
GHG 
1850-2005 2.79° x 2.81° Watanabe et al. 
2011 
MRI-CGCM3 Meteorological Research 
Institute, Japan  
MRI historical 1970-2005 1.1° x 1.1° Yukimoto et al. 
2012  
MPI-ESM-LR-
ESM 
Max Planck Institute for 
Meteorology, Germany 
MPI ESM 
historical 
1850-2005 1.9° x 1.9° Zanchettin et al. 
2012 
Nor-ESM1-M Norwegian Climate Center, 
Norway 
Nor-CC historical 1849-2005 2.5° x 1.9° Zhang et al. 2012  
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Table A2 
 
CVP and mean annual values of observed and model simulated P at the four sub-basins 
 
Observed Dataset/Model 
Name 
GL GR LF IM 
CVP 〈P〉 CVP 〈P〉 CVP 〈P〉 CVP 〈P〉 
CRU 0.15 530.99 0.19 344.58 0.18 346.21 0.18 315.41 
GPCP 0.11 464.89 0.17 362.67 0.15 367.92 0.16 341.27 
Livneh 0.16 715.67 0.17 396.25 0.17 397.16 0.18 352.78 
ACCESS1-0 0.12 749.34 0.13 599.40 0.14 606.59 0.15 509.41 
CanESM2 0.13 1096.38 0.11 903.73 0.12 910.43 0.15 849.57 
CanESM2-CanRCM4 0.12 700.45 0.13 566.14 0.13 607.43 0.15 580.50 
CanESM2-CRCM5 0.13 771.55 0.13 580.57 0.13 622.35 0.16 564.68 
Can-ESM2-RCA4 0.18 473.24 0.13 456.10 0.12 547.48 0.13 534.35 
CNRM-CM5-2 0.12 922.21 0.10 955.10 0.12 896.39 0.13 798.09 
EC-Earth 0.20 413.80 0.11 615.44 0.11 647.20 0.11 640.18 
EC-Earth-HIRHAM5 0.18 637.77 0.14 578.27 0.15 613.42 0.15 554.02 
GFDL-ESM2M 0.10 1018.62 0.12 623.43 0.12 622.12 0.13 557.93 
GISS-E2-H-CC 0.18 528.06 0.16 522.59 0.16 512.26 0.16 521.65 
GISS-E2-R 0.19 427.11 0.18 364.77 0.19 366.50 0.21 305.98 
HadCM3 0.11 626.88 0.14 564.52 0.13 554.17 0.14 505.30 
HadGEM2-CC 0.20 723.67 0.18 723.45 0.18 716.96 0.19 647.55 
HadGEM2-ES-ESM 0.10 1431.03 0.12 669.06 0.13 732.52 0.15 767.05 
INMCM4 0.09 1455.96 0.10 725.26 0.11 782.34 0.12 786.36 
INMCM4- ESM 0.14 582.10 0.13 644.59 0.15 548.37 0.17 498.77 
IPSL-CM5A-LR 0.12 749.41 0.13 565.48 0.13 581.59 0.15 482.88 
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IPSL-CM5A-MR 0.14 726.47 0.15 565.85 0.16 569.87 0.17 468.70 
MIROC5 0.13 870.38 0.13 797.32 0.15 739.17 0.17 639.05 
MIROC-ESM-CHEM 0.13 864.85 0.12 789.16 0.14 740.07 0.16 641.85 
MPI-ESM-LR- ESM 0.15 616.34 0.15 485.09 0.15 466.78 0.17 474.64 
MRI-CGCM3 0.13 544.43 0.15 528.33 0.15 503.38 0.18 455.92 
NorESM1-M 0.18 418.27 0.17 553.86 0.17 547.98 0.19 519.92 
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Table A3 
 
CVT and mean annual values of observed and model simulated T at the four sub-basins 
 
Observed Dataset/ Model 
Name 
GL GR LF  IM 
CVT 〈T〉 CVT 〈T〉 CVT 〈T〉 CVT 〈T〉 
CRU 0.69 0.91 0.15 4.54 0.09 6.34 0.06 9.05 
ACCESS1-0 0.10 6.21 0.12 5.87 0.09 7.37 0.06 9.61 
CanESM2 0.17 5.25 0.15 5.90 0.12 7.13 0.09 9.89 
CanESM2-CanRCM4 0.10 9.26 0.18 4.29 0.14 5.25 0.11 6.76 
CanESM2-CRCM5 0.15 7.71 0.23 3.95 0.17 5.48 0.14 6.25 
CanESM2-RCA4 0.17 7.76 0.80 1.15 0.41 2.25 0.23 4.14 
CNRM-CM5-2 0.55 -1.21 1.36 0.61 0.29 2.61 0.12 5.70 
EC-Earth 15.56 -0.05 0.40 2.03 0.22 3.57 0.12 6.27 
EC-EARTH-HIRHAM5 0.07 9.03 0.24 2.61 0.15 4.01 0.10 5.75 
GISS-E2-H-CC 0.61 0.87 0.14 3.58 0.12 4.85 0.09 7.06 
HadCM3 0.21 3.86 0.27 2.78 0.16 4.79 0.11 6.78 
HadGEM2-ES- ESM 0.13 5.39 0.13 5.66 0.10 6.89 0.07 9.22 
INMCM4 0.33 2.42 0.40 2.17 0.23 3.33 0.13 5.34 
INMCM4- ESM 0.36 1.80 0.49 1.49 0.24 2.67 0.12 4.72 
IPSL-CM5A-LR 0.32 2.24 0.70 1.10 0.24 2.92 0.13 5.20 
IPSL-CM5A-MR 0.34 1.88 0.37 1.85 0.18 3.70 0.10 6.35 
MIROC5 0.16 4.83 0.17 5.07 0.13 6.51 0.08 9.35 
MPI-ESM-LR- ESM 0.18 4.79 0.22 4.24 0.16 5.77 0.10 8.44 
MRI-CGCM3 11.00 0.05 0.25 2.21 0.14 3.62 0.08 6.22 
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NorESM1-M 0.14 5.19 0.20 4.30 0.13 5.90 0.09 8.12 
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Table A4 
 
Statistics to analyze the intra-annual variability of model simulated P at the four sub-basins 
 
Model Name 
GL GR LF IM 
CC RMSE SD CC RMSE SD CC RMSE SD CC RMSE SD 
ACCESS1-0 -0.12 30.89 27.21 0.74 21.73 19.32 0.18 22.88 16.91 -0.17 18.73 12.83 
CanESM2 -0.30 33.79 11.83 -0.08 8.55 5.82 0.49 6.26 5.85 0.83 5.59 4.94 
CanESM2-
CanRCM4 
-0.33 39.11 32.55 0.12 22.30 18.43 -0.07 28.87 23.66 0.04 25.76 20.59 
CanESM2-
CRCM5 
0.02 29.88 20.01 0.66 14.74 14.82 0.26 16.52 15.26 0.16 18.26 12.80 
CanESM2-RCA4 -0.42 36.55 20.47 0.43 8.54 9.03 0.45 17.37 15.00 0.48 19.41 15.47 
CNRM-CM5-2 -0.39 38.13 23.94 -0.03 21.51 12.29 -0.16 22.16 12.46 -0.23 20.64 10.80 
EC-Earth -0.16 23.01 13.75 0.76 15.55 12.85 0.29 14.94 9.45 0.11 14.94 8.27 
EC-EARTH-
HIRHAM5 
-0.43 37.01 15.31 0.68 17.10 5.10 0.12 22.46 10.66 0.33 24.93 10.04 
GFDL-ESM2M -0.55 38.91 30.84 -0.01 28.54 12.10 -0.04 27.40 8.92 0.42 24.43 5.68 
GISS-E2-H-CC -0.69 66.61 25.26 -0.31 23.88 9.24 -0.49 29.47 9.68 -0.67 35.29 6.41 
GISS-E2-R -0.63 68.02 25.12 -0.35 30.55 14.82 -0.34 34.45 13.44 -0.45 36.79 7.08 
HadCM3 0.21 23.98 17.57 0.72 25.77 21.15 0.12 18.80 15.37 -0.07 19.06 14.62 
HadGEM2-CC -0.15 35.09 31.70 0.67 19.99 19.07 0.32 20.61 16.29 0.18 14.68 10.79 
HadGEM2-ES- 
ESM 
-0.20 33.75 29.32 0.60 19.02 17.29 0.28 18.91 14.56 0.28 12.66 9.37 
INMCM4 0.22 38.70 39.70 0.74 40.91 30.14 0.07 38.44 28.02 -0.31 33.34 22.89 
INMCM4- ESM 0.19 40.93 41.90 0.71 41.53 31.85 0.03 39.39 29.19 -0.34 34.23 23.80 
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IPSL-CM5A-LR 0.30 17.88 8.98 0.69 8.74 9.18 0.36 10.20 10.04 0.17 16.09 13.47 
IPSL-CM5A-MR 0.53 20.87 8.25 0.53 13.89 12.40 0.58 12.13 11.59 0.50 12.79 12.28 
MIROC5 -0.55 33.21 24.58 0.55 14.70 6.51 0.57 18.56 7.12 0.80 17.27 6.57 
MIROC-ESM-
CHEM 
-0.50 58.20 50.45 0.13 59.10 40.62 -0.12 50.72 31.20 -0.09 41.72 20.52 
MPI-ESM-LR- 
ESM 
0.48 30.73 12.33 0.69 17.89 17.08 0.47 17.56 15.37 0.42 19.91 17.19 
MRI-CGCM3 -0.20 42.70 27.07 0.68 44.82 22.59 0.09 46.11 20.35 -0.15 45.56 19.94 
NorESM1-M -0.46 30.74 22.46 0.71 16.12 13.38 0.46 18.80 10.67 0.32 20.69 10.65 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
6
8
 
Table A5 
 
Statistics to analyze the intra-annual variability of model simulated T at the four sub-basins  
 
Model Name 
GL GR LF IM 
CC RMSE SD CC RMSE SD CC RMSE SD CC RMSE SD 
ACCESS1-0 1.00 5.47 9.87 1.00 2.25 11.21 1.00 1.79 10.56 1.00 1.45 10.11 
CanESM2 1.00 5.19 11.29 0.99 2.98 11.77 0.99 2.27 11.05 1.00 1.97 10.36 
CanESM2-
CanRCM4 1.00 8.44 9.49 0.99 1.28 10.03 1.00 1.30 9.44 1.00 2.27 9.34 
CanESM2-
CRCM5 1.00 7.31 11.21 0.99 1.84 10.80 1.00 1.64 10.45 1.00 3.03 10.25 
CanESM2-RCA4 1.00 7.25 10.87 0.99 3.91 10.85 0.99 4.33 10.43 0.99 5.06 10.28 
CNRM-CM5-2 0.99 2.85 9.90 0.99 4.45 11.18 0.99 4.15 10.91 0.99 3.68 10.44 
EC-Earth 1.00 1.59 9.59 0.99 2.87 10.63 1.00 2.96 10.42 1.00 2.93 10.12 
EC-EARTH-
HIRHAM5 0.99 8.17 8.29 1.00 2.20 8.35 1.00 2.55 7.96 1.00 3.28 7.98 
GISS-E2-H-CC 1.00 0.64 7.86 1.00 1.35 8.44 1.00 1.65 8.30 1.00 2.01 8.16 
HadCM3 1.00 3.73 10.78 1.00 2.27 10.82 1.00 2.24 10.90 1.00 2.84 10.74 
HadGEM2-ES- 
ESM 1.00 4.84 10.20 1.00 2.74 11.88 1.00 2.20 11.29 1.00 2.12 10.99 
INMCM4 0.99 1.84 8.23 1.00 2.60 8.37 0.99 3.17 8.11 0.99 3.80 7.79 
INMCM4- ESM 0.99 1.32 8.26 1.00 3.19 8.45 1.00 3.74 8.17 0.99 4.38 7.79 
IPSL-CM5A-LR 0.99 1.55 8.48 0.99 3.51 8.89 0.99 3.41 8.82 1.00 3.77 8.66 
IPSL-CM5A-MR 1.00 1.26 8.82 0.99 2.79 9.33 1.00 2.61 9.22 1.00 2.61 9.02 
MIROC5 0.99 4.64 10.80 0.98 2.98 11.63 0.99 2.31 10.98 0.99 1.74 10.21 
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MPI-ESM-LR- 
ESM 1.00 3.96 8.45 1.00 0.92 8.76 1.00 0.93 8.63 1.00 0.75 8.58 
MRI-CGCM3 0.99 1.65 7.96 0.99 2.73 8.21 0.99 2.95 8.33 0.99 2.99 8.21 
NorESM1-M 0.99 4.60 10.05 0.99 1.85 10.99 1.00 1.59 10.50 1.00 1.65 10.05 
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Table A6 
 
Seasonal biases of model simulated P at GL and GR sub-basins 
 
Model name 
GL GR 
DJF MAM JJA SON DJF MAM JJA SON 
ACCESS1-0 -52.17 18.78 63.13 -15.71 14.88 89.57 48.94 14.75 
CanESM2 -67.50 -45.72 0.51 -45.92 -17.47 -19.10 19.84 -26.45 
CanESM2-CanRCM4 -74.52 0.02 76.86 -39.38 -11.95 56.36 121.35 -1.70 
Can-ESM2-CRCM5 -71.25 -9.54 6.45 -35.29 -14.56 59.74 44.29 9.37 
CanESM2-RCA4 -80.80 -32.47 15.52 -31.78 -2.94 13.09 26.40 4.19 
CNRM-CM5-2 -14.31 21.91 133.75 34.08 28.68 42.43 113.40 25.61 
EC-Earth -49.57 -13.28 26.74 -15.83 17.97 56.21 37.86 27.78 
EC-EARTH-
HIRHAM5 
-79.07 -43.70 0.62 -41.63 45.36 41.11 68.67 41.63 
GFDL-ESM2M -58.40 -14.20 109.10 -16.13 59.33 60.65 136.92 50.65 
GISS-E2-H-CC 34.01 48.83 223.20 106.82 40.96 26.96 121.33 69.79 
GISS-E2-R 36.21 53.94 223.80 111.49 39.26 36.43 169.78 73.02 
HadCM3 -52.60 -7.55 16.14 -38.31 48.02 100.92 39.53 21.04 
HadGEM2-CC -60.30 21.03 79.95 -22.18 -3.43 82.07 55.92 3.19 
HadGEM2-ES- ESM -58.42 9.97 82.96 -25.61 0.21 72.66 65.50 3.00 
INMCM4 -34.28 65.23 37.14 -6.84 80.99 160.63 60.04 48.20 
INMCM4- ESM -38.66 67.70 33.79 -4.93 79.30 162.05 58.40 41.60 
IPSL-CM5A-LR -38.83 -18.03 -8.47 1.46 22.02 24.12 -0.25 17.60 
IPSL-CM5A-MR -42.33 -29.26 -24.58 -8.03 54.79 26.32 -11.94 34.75 
MIROC5 -52.04 -4.47 80.76 14.86 33.74 31.67 61.93 35.65 
MIROC-ESM-CHEM -68.64 35.74 130.27 28.39 23.33 137.39 266.64 106.22 
MPI-ESM-LR- ESM -61.28 -30.21 -41.74 -44.23 74.74 55.17 -6.16 0.09 
MRI-CGCM3 -8.66 53.47 111.88 48.33 94.72 149.81 128.25 91.95 
NorESM1-M -54.15 -12.65 69.84 -4.63 19.18 55.73 38.93 27.47 
 
  
 
7
1
 
Table A7 
 
Seasonal biases of model simulated P at LF and IM sub-basins 
 
Model name 
LF IM 
DJF MAM JJA SON DJF MAM JJA SON 
ACCESS1-0 17.59 107.20 41.75 20.56 21.89 108.94 8.60 23.81 
CanESM2 -18.71 -11.87 10.91 -20.23 -19.51 -8.36 -12.00 -22.47 
CanESM2-CanRCM4 -23.28 79.04 144.39 5.57 -22.15 92.91 128.97 15.89 
Can-ESM2-CRCM5 -24.97 68.84 50.70 4.94 -11.52 97.31 56.72 36.50 
CanESM2-RCA4 -12.84 40.48 80.08 30.80 -9.13 56.20 91.37 54.23 
CNRM-CM5-2 19.15 70.52 90.86 29.40 22.27 101.74 59.37 34.10 
EC-Earth 21.09 64.63 25.95 26.68 34.67 80.45 9.08 33.61 
EC-EARTH-
HIRHAM5 
23.95 56.18 108.11 48.71 38.81 74.73 112.54 82.04 
GFDL-ESM2M 54.04 76.51 113.42 59.84 67.87 96.36 69.91 80.67 
GISS-E2-H-CC 49.22 63.68 127.52 80.73 89.77 123.05 104.95 129.46 
GISS-E2-R 50.95 74.11 159.19 87.47 84.55 122.20 131.00 131.33 
HadCM3 38.95 82.96 7.92 -0.07 67.15 89.94 -12.80 4.27 
HadGEM2-CC -0.77 92.68 61.98 12.23 4.93 89.46 25.59 14.58 
HadGEM2-ES- ESM -0.76 76.89 71.06 9.64 0.92 73.33 32.74 11.88 
INMCM4 62.27 177.53 29.39 41.10 67.21 190.75 2.71 45.55 
INMCM4- ESM 60.53 181.24 28.08 40.91 66.54 196.10 0.64 46.16 
IPSL-CM5A-LR 28.61 26.69 -23.71 20.05 60.14 49.09 -33.71 46.30 
IPSL-CM5A-MR 43.57 25.17 -15.63 34.97 47.32 30.37 -21.50 45.34 
MIROC5 36.26 53.57 68.55 50.50 54.88 67.47 42.82 57.96 
MIROC-ESM-CHEM 20.95 143.69 198.68 115.54 42.16 163.03 147.80 130.37 
MPI-ESM-LR- ESM 76.84 54.83 -5.92 4.49 96.16 71.23 -8.54 11.40 
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MRI-CGCM3 104.26 185.71 97.48 95.02 138.58 231.11 64.18 104.48 
NorESM1-M 21.72 71.17 43.95 54.07 47.64 94.95 17.86 81.12 
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Table A8 
 
Seasonal biases of model simulated T at GL and GR sub-basins 
Model Name 
GL GR 
DJF MAM JJA SON DJF MAM JJA SON 
ACCESS1-0 3.74 5.31 7.34 4.60 -0.82 1.24 3.80 1.24 
CanESM2 1.84 2.85 8.46 4.17 -0.12 -0.58 5.20 1.32 
CanESM2-
CanRCM4 
7.83 7.84 10.16 7.56 0.28 -1.65 1.38 -0.66 
CanESM2-CRCM5 3.97 6.03 10.38 6.81 -0.98 -2.39 1.87 -0.50 
CanESM2-RCA4 4.10 5.72 10.00 7.58 -4.11 -6.05 -1.32 -1.71 
CNRM-CM5-2 -3.32 -4.03 -0.25 -0.88 -5.22 -6.42 -1.14 -2.58 
EC-Earth -2.33 -1.27 0.76 -1.02 -3.33 -3.91 -0.19 -2.24 
EC-EARTH-
HIRHAM5 
8.52 8.55 8.40 7.00 0.02 -2.21 -2.52 -2.62 
GISS-E2-H-CC 0.71 -0.17 -0.71 0.01 0.54 -1.11 -2.03 -0.87 
HadCM3 0.16 3.11 6.06 2.43 -2.79 -2.25 0.45 -2.08 
HadGEM2-ES- 
ESM 
2.47 4.53 7.08 3.80 -1.75 0.88 4.73 0.98 
INMCM4 1.83 2.44 1.59 0.15 -0.98 -1.52 -3.28 -3.34 
INMCM4- ESM 1.17 1.80 0.98 -0.41 -1.78 -2.14 -3.94 -3.98 
IPSL-CM5A-LR 1.73 1.28 1.66 0.63 -1.89 -4.02 -3.49 -3.99 
IPSL-CM5A-MR 1.11 0.77 1.84 0.14 -1.49 -3.48 -2.02 -3.42 
MIROC5 2.17 1.97 7.16 4.09 -0.41 -2.40 4.05 0.96 
MPI-ESM-LR- 
ESM 
3.88 4.45 3.75 3.43 0.44 0.34 -1.33 -0.29 
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  MRI-CGCM3 0.84 -1.43 -0.58 -2.45 0.02 -2.69 -3.06 -3.41 
NorESM1-M 2.72 4.42 6.79 2.97 -1.09 -1.38 2.58 -0.93 
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Table A9 
 
Seasonal biases of model simulated T at LF and IM sub-basins 
 
 LF IM 
Model/ Dataset name DJF MAM JJA SON DJF MAM JJA SON 
ACCESS1-0 -0.38 1.00 3.13 0.73 -0.67 0.62 2.55 0.17 
CanESM2 -0.31 -0.53 3.85 0.74 0.08 -0.14 3.42 0.65 
CanESM2-CanRCM4 -0.30 -2.07 -0.08 -1.31 -2.05 -2.73 -1.18 -2.55 
CanESM2-CRCM5 -1.36 -2.00 1.25 -0.74 -3.79 -3.40 -0.70 -2.68 
CanESM2-RCA4 -4.92 -6.09 -2.41 -2.33 -6.31 -6.33 -3.09 -3.26 
CNRM-CM5-2 -5.00 -5.85 -0.97 -2.49 -4.60 -4.98 -0.76 -2.44 
EC-Earth -3.79 -3.78 -0.59 -2.32 -4.09 -3.40 -0.75 -2.24 
EC-EARTH-HIRHAM5 -0.23 -2.43 -3.21 -2.86 -1.88 -2.99 -3.93 -3.76 
GISS-E2-H-CC -0.09 -1.59 -2.50 -1.17 -0.97 -1.99 -2.89 -1.48 
HadCM3 -2.98 -1.98 1.17 -1.82 -3.94 -2.70 0.69 -2.51 
HadGEM2-ES- ESM -1.75 0.45 3.70 0.40 -2.26 0.21 3.25 0.11 
INMCM4 -1.36 -2.21 -3.83 -4.06 -1.98 -3.03 -4.41 -4.79 
INMCM4- ESM -2.13 -2.76 -4.48 -4.70 -2.61 -3.52 -5.08 -5.47 
IPSL-CM5A-LR -2.10 -3.84 -3.30 -3.84 -2.91 -4.09 -3.60 -4.16 
IPSL-CM5A-MR -1.74 -3.01 -1.93 -3.29 -2.21 -2.78 -1.96 -3.21 
MIROC5 -0.73 -1.74 2.99 0.45 -0.42 -0.83 2.59 0.25 
MPI-ESM-LR- ESM 0.35 -0.38 -1.28 -0.39 0.04 -0.73 -0.84 -0.29 
MRI-CGCM3 -0.63 -3.25 -2.97 -3.62 -1.00 -3.46 -2.87 -3.54 
NorESM1-M -1.08 -1.02 2.07 -1.38 -1.48 -1.31 1.40 -1.90 
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 Figure A1. Model simulated climatological monthly means of P classified on the basis of common patterns along with observed P at 
GL 
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Figure A2.  Model simulated climatological monthly means of P classified on the basis of common patterns along with observed P at 
GR. 
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Figure A3. Model simulated climatological monthly means of P classified on the basis of common patterns along with observed P at 
LF. 
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Figure A4. Model simulated climatological monthly means of P classified on the basis of common patterns along with observed P at 
IM. 
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Table A10 
 
Rank of the relative error defined in equation (5) and computed for the errors of equation (6) applied to (a) P, (b) T, and (c) P and T 
simultaneously. 
Model Name (a) P (b) T 
 
(c) P and T 
GL GR LF IM GL GR LF IM GL GR LF IM 
ACCESS1-0 7 12 14 13 8 8 4 3 7 9 7 4 
CanESM2 14 13 1 1 16 16 13 10 15 13 5 3 
CanESM2-CRCM5 5 7 9 10 19 7 5 9 16 4 4 11 
CanESM2-CanRCM4 16 15 18 17 15 3 2 4 12 10 10 12 
CanESM2-RCA4 12 4 7 12 17 17 19 19 17 14 15 16 
CNRM-CM5-2 13 16 15 14 12 18 18 16 14 19 17 15 
EC-Earth 3 2 5 5 4 13 11 8 3 8 8 7 
EC-Earth-HIRHAM5 17 3 13 11 14 4 8 7 19 2 11 9 
GFDL-ESM2M 15 17 16 8 - - - - - - - - 
GISS-E2-H-CC 22 18 17 19 1 2 3 2 10 7 9 13 
GISS-E2-R 23 21 19 18 - - - - - - - - 
HadCM3 2 14 12 15 10 5 9 13 5 11 12 14 
HadGEM2-CC 11 11 11 6 - - - - - - - - 
HadGEM2-ES-ESM 9 10 10 3 9 14 10 12 11 12 13 6 
INMCM4 19 20 20 20 7 9 14 15 8 15 16 17 
INMCM4-ESM 20 22 22 22 5 11 15 17 6 17 18 19 
IPSL-CM5A-LR 1 1 3 9 3 15 12 11 2 6 6 10 
IPSL-CM5A-MR 4 8 2 4 2 10 7 5 1 5 2 1 
MIROC-ESM-CHEM 21 23 23 21 - - - - - - - - 
MIROC5 8 5 4 2 18 19 17 14 18 18 14 5 
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 MPI-ESM-LR-ESM 10 9 8 16 6 1 1 1 4 1 1 2 
MRI-CGCM3 18 19 21 23 13 12 16 18 13 16 19 18 
NorESM1-M 6 6 6 7 11 6 6 6 9 3 3 8 
