Abstract. We first study the fast minimization properties of the trajectories of the second-order evolution equation
Introduction
Throughout the paper, H is a real Hilbert space endowed with scalar product ·, · and norm x = x, x for x ∈ H. Let Φ : H → R be a twice continuously differentiable convex function (the case of a nonsmooth function will be considered later on). In view of the minimization of Φ, we study the asymptotic behaviour (as t → +∞) of the trajectories of the second-order differential equation (1) (DIN-AVD)ẍ(t) + α tẋ (t) + β∇ 2 Φ(x(t))ẋ(t) + ∇Φ(x(t)) = 0 where α and β are positive parameters.
This inertial system combines two types of damping:
In the first place, the term α tẋ (t) furnishes an isotropic linear damping with a viscous parameter α t which vanishes asymptotically, but not too slowly. The asymptotic behavior of the inertial gradient-like system (2) (AVD)ẍ(t) + a(t)ẋ(t) + ∇Φ(x(t)) = 0, with Asymptotic Vanishing Damping ((AVD) for short), has been studied by Cabot, Engler and Gaddat in [21] - [22] . They proved that, under moderate decrease of a to zero, namely, that lim t→+∞ a(t) = 0 and ∞ 0 a(t)dt = +∞, every solution x of (2) satisfies lim t→+∞ Φ(x(t)) → min H Φ.
Interestingly, with the specific choice a(t) = α t : (3)ẍ(t) + α tẋ (t) + ∇Φ(x(t)) = 0, to the Chambolle-Dossal algorithm [23] , which is a modified Nesterov algorithm specially designed to obtain the convergence of the iterates.
In the second place, a geometrical damping, attached to the term β∇ 2 Φ(x(t))ẋ(t), has a natural link with Newton's method. It gives rise to the so-called Dynamical Inertial Newton system ((DIN) for short) (5) (DIN)ẍ(t) + γẋ(t) + β∇ 2 Φ(x(t))ẋ(t) + ∇Φ(x(t)) = 0, which has been introduced by Alvarez, Attouch, Bolte and Redont in [6] (γ is a fixed positive parameter). Interestingly, (5) can be equivalently written as a first-order system involving only the gradient of Φ, which allows its extension to the case of a proper lower-semicontinuous convex function Φ. This led to applications ranging from optimization algorithms [12] to unilateral mechanics and partial differential equations [11] .
As we shall see, (DIN-AVD) inherits the convergence properties of both (AVD) and (DIN), but exhibits other important features, namely (see Theorems 1.10, 1.14, 1.15, 3.1, 4.8, 4.11, 4.12):
• Assuming α ≥ 3, β > 0 and argmin Φ = ∅, we show the fast convergence property of the values (4), together with the fast convergence to zero of the gradients (6) ∞ 0 t 2 ∇Φ(x(t)) 2 dt < +∞.
• For α > 3, we complete these results by showing that every trajectory converges weakly, with its limit belonging to argmin Φ. Moreover, we obtain a faster order of convergence Φ(x(t)) − min H Φ = o(t −2 ).
• Also for α > 3, strong convergence is established in various practical situations. In particular, for the strongly convex case, we obtain an even faster speed of convergence which can be arbitrarily fast according to the choice of α. More precisely, we have Φ(x(t)) − min H Φ = O(t − 2 3 α ).
• A remarkable property of the system (DIN-AVD) is that these results can be naturally generalized to the non-smooth convex case. The key argument is that it can be reformulated as a first-order system (both in time and space) involving only the gradient and not the Hessian! Time discretization of (DIN-AVD) provides new ideas for the design of innovative fast converging algorithms, expanding the field of rapid methods for structured convex minimization of Nesterov [29, 30, 31, 32] , Beck-Teboulle [16] , and Chambolle-Dossal [23] . This study, however, goes beyond the scope of this paper, and will be carried out in a future research. As briefly evoked above, the continuous (DIN-AVD) system is also linked to the modeling of non-elastic shocks in unilateral mechanics, and the geometric damping of nonlinear oscillators. These are important areas for applications, which are not considered in this paper.
Smooth potential
The following minimal hypotheses are in force in this section, and are always tacitly assumed:
• α > 0, β > 0;
• Φ : H → R is a twice continuously differentiable convex function; and
In view of minimizing Φ, we study the asymptotic behaviour, as t → +∞, of a solution x to (DIN-AVD) second-order evolution equation (1) . We will successively examine the following points:
• existence and uniqueness of a solution x to (DIN-AVD) with Cauchy data x(t 0 ) = x 0 andẋ(t 0 ) =ẋ 0 ;
• minimizing properties of x and convergence of Φ(x(t)) towards inf Φ whenever α > 0;
• fast convergence of Φ(x(t)) towards min Φ, when the latter is attained and α ≥ 3;
• weak convergence of x towards a minimum of Φ and faster convergence of Φ(x(t)), when α > 3;
• some cases of strong convergence of x, and faster convergence of Φ(x(t)).
Existence and uniqueness of solution.
The following result will be derived in Section 4 from a more general result concerning a convex lower semicontinuous function Φ : H → R ∪ {+∞} (see Corollary 4.6 below): Theorem 1.1. For any Cauchy data (x 0 ,ẋ 0 ) ∈ H × H, (DIN-AVD) admits a unique twice continuously differentiable global solution x : [t 0 , +∞[→ H verifying (x(t 0 ),ẋ(t 0 )) = (x 0 ,ẋ 0 ). 1 Taking t 0 > 0 comes from the singularity of the damping coefficient a(t) = α t at zero. Since we are only concerned about the asymptotic behaviour of the trajectories, the time origin is unimportant. If one insists in starting from t 0 = 0, then all the results remain valid with a(t) = α t+1 .
1.2.
Lyapunov analysis and minimizing properties of the solutions for α > 0. In this section, we present a family of Lyapunov functions for (DIN-AVD), and use them to derive the main properties of the solutions to this system. As we shall see, the fact that we have more than one (essentially different) of these functions will play a crucial role in establishing that the gradient vanishes as t → +∞.
Let x : t ∈ [t 0 , ∞[→ H satisfy (DIN-AVD) with Cauchy data x(t 0 ) = x 0 andẋ(t 0 ) =ẋ 0 , and let θ ∈ [0, β]. Define W θ : [t 0 , +∞[→ R by (7) W θ (t) = Φ(x(t)) + 1 2 ẋ(t) + θ∇Φ(x(t)) 2 + θ(β − θ) 2 ∇Φ(x(t)) 2 .
Observe that, for θ = 0, we obtain W 0 (t) = Φ(x(t)) + 1 2 ẋ(t) 2 , which is the usual global mechanical energy of the system. We shall see that, for each θ ∈ [0, β], W θ is a strict Lyapunov function for (DIN-AVD).
In order to simplify the notation, write
∇Φ(x(s))ds, so that u 0 (t) = x(t), and, for each θ ∈ [0, β], u θ (t) =ẋ(t) + θ∇Φ(x(t)) (9) W θ (t) = Φ(x(t)) + 1 2 u θ (t) 2 + θ(β − θ) 2 ∇Φ(x(t)) 2 .
Using (9) and (DIN-AVD), elementary computations yield
We have the following: Proposition 1.2. Let α > 0, and suppose x : [t 0 , +∞[→ H is a solution of (DIN-AVD). Then, for each θ ∈ [0, β] and
Proof. First observe that
Next, use (9) and (10) to obtain
On the one hand, when θ = 0, it immediately follows thaṫ
On the other hand, if θ ∈]0, β], we use (9) in (12) to deduce thaṫ 
Proof. Since we are interested in asymptotic properties of x, we can assume t ≥ t 1 = max{t 0 , αβ} throughout the proof. Take θ ∈ {0, β}, so that the last term in the definition (7) of W θ vanishes. Given z ∈ H, we define h :
By the Chain Rule, we havė
On the other hand, from (9) and (10), we obtain
and observe thatİ
Next, since θ ∈ {0, β}, we can writë
where the last inequality follows from the convexity of Φ and the fact that t ≥ αβ ≥ αθ. Using the definition (7) of W θ , and Proposition 1.2, we geẗ
Dividing by t and rearranging the terms, we have
Since h, I and J are bounded from below, we can integrate this inequality from t 1 to t, and use Lemma 7.3 to obtain C ∈ R such that
for appropriate constants C , D, E ∈ R. Now, take t 2 ≥ t 1 such that ln s + D + E s ≥ 0 for all s ≥ t 2 , and integrate from t 2 to t to obtain
Since h is nonnegative, this implies
and so,
for some other constants F, G ∈ R. As t → +∞, we obtain lim t→+∞ W θ (t) ≤ Φ(z) (the limit is in R ∪ {−∞}). Since z is arbitrary, and inf Φ ≤ Φ(x(t)) ≤ W θ (t) for all t, the result follows.
By the weak lower-semicontinuity of Φ, Theorem 1.3 immediately yields the following: Corollary 1.4. Let α > 0, and suppose x : [t 0 , +∞[→ H is a solution of (DIN-AVD). As t → +∞, every sequential weak cluster point of x(t) belongs to argmin Φ. In particular, if x(t) does not tend to +∞ as t → +∞, then argmin Φ = ∅.
If the function Φ is bounded from below, we have the following stability result:
Proof. Theorem 1.3 establishes that lim t→+∞ W 0 (t) = lim t→+∞ W β (t) = lim t→+∞ Φ(x(t)) = inf Φ ∈ R ∪ {−∞}. If Φ is bounded below, the limits belong to R. We deduce that
By definition (8), we have β∇Φ(x(t)) =u β (t) −ẋ(t), and so, lim t→+∞ ∇Φ(x(t)) = 0. Finally, Proposition 1.2 gives
It suffices to use β∇Φ(x(t)) =u β (t) −ẋ(t) again to complete the proof. Proposition 1.6. Let α > 0, and suppose x : (17) with z =ẑ to conclude. For ii), use z =ẑ in inequalities (14) and (16) , and combine them to deduce that (18) 1 2t
for t ≥ t 1 and some other constant C . On the other hand, since lim t→+∞ ẋ(t) = 0 by Proposition 1.5, we have ẋ ∞ := sup t≥t0 ẋ(t) < +∞. It follows that
by the Mean Value Theorem. From (18), we deduce that
which yields the result.
Remark 1.7. Most of the results in this section can be established without using the differentiability ofẋ and ∇Φ(x) independently, but only that ofu θ =ẋ + θ∇Φ(x), along with relations (9) and (10), and the chain rule d dt Φ(x(t)) = ∇Φ(x(t)),ẋ(t) . We shall develop these arguments in Section 4, when we deal with a nonsmooth potential.
1.3. Fast convergence of the values for α ≥ 3. In this part we mainly analyze the fast convergence of the values of Φ along a trajectory of (DIN-AVD). The value α = 3 plays a special role: to our knowledge, it is the smallest for which fast convergence results are proved to hold. Suppose α ≥ 3 and x * ∈ argmin Φ. Let x be a solution of (DIN-AVD) with Cauchy data (
where u β is given by (8) , with θ = β. To compute d dt E λ (t) we first differentiate each term of E λ in turn (we use (10) in the second derivative). (20) , that
Remark 1.8. Recall that E λ is nonnegative. Let us give a closer look at the coefficients on the right-hand side: First, (λ − 2)t − β(α − 2) ≥ 0 for t ≥ t 1 = max{t 0 , β,
λ−2 } provided λ > 2. Next, α − λ − 1 ≥ 0 whenever λ ≤ α − 1. A compatibility condition for these two relations to hold is that 2 < λ ≤ α − 1, thus α > 3. The limiting case λ = 2 (thus α = 3) will be included in Lemma 1.9 below. Finally, βt(t − β) ≥ 0 for t ≥ β. Summarizing, if λ ∈]2, α − 1], we immediately deduce that E λ is nonincreasing on the interval [t 1 , +∞[, and lim t→+∞ E λ (t) exists.
is nonincreasing and lim t→+∞ E λ (t) exists.
Proof. Since we are interested in asymptotic properties of x, we can assume t > max{t 0 , β}. From (21) we deduce
Multiplying by t(t − β) and noticing λ + 2 − α ≤ 1 we obtain
Now, multiplying by t α−3 (t − β) 1−α we obtain
whence we deduce
Therefore, the function t α−2 (t − β) 2−α E λ (t) is nonincreasing. Since it is nonnegative, it has a limit as t → +∞, and, clearly, so does E λ .
An important consequence is the following:
. By the definition (19) of E λ , we have
Since lim t→+∞ E λ (t) exists by Lemma 1.9, we can take an upper bound M for E λ . Expanding the square we get
Neglecting the last two terms of the left-hand side, which are nonnegative, we deduce that
Set h(t) = 1 2 x(t) − x * 2 and multiply by t λ−1 to obtain
Integrating from t 1 to t > t 1 we derive
We conclude that h is bounded, and so is x.
For the rate of convergence, let us return to the definition of E λ . We have
.
By Lemma 1.9 again, the function t α−2 (t − β) 2−α E λ (t) is nonincreasing. Hence, for t ≥ s > t 1 , we have
as required.
If, moreover, ∇Φ is Lipschitz continuous on bounded sets then
In view of Lemma 1.9 and Theorem 1.10, the right-hand side has a limit, which settles the first claim. For the second one, from (22) , we deduce that
Since E λ and x are bounded, we conclude that ẋ(t) + β∇Φ(x(t)) = O(t −1 ) . Assume now that ∇Φ is Lipschitz continuous on bounded sets. Since x is bounded, so is ∇ 2 Φ(x). By Proposition 1.6, we have
Using this information in (DIN-AVD) , we obtain ẍ(t) = O(1/ √ ln t).
Remark 1.12. Suppose t 0 > β, so that t 1 = t 0 > β in Theorem 1.10. Letting s ↓ t 0 , the estimation becomes
This value is important numerically. A judicious choice for the Cauchy data would consist in takingẋ 0 = −β∇Φ(x 0 ), x 0 as close as possible to the optimal set, and Φ(x 0 ) as small as possible. For β = 0, we recover the same constant C as for the (AVD) system. The comparison of the value of C for these two systems is an interesting question that requires further study.
1.4. Weak convergence of the trajectories and faster convergence of the values for α > 3. We are now in a position to prove the weak convergence of the trajectories of (DIN-AVD), which is the main result of this section. In order to analyze the convergence properties of the trajectories of system (1), we will use Opial's lemma [33] , that we recall in its continuous form in the Appendix (see also [19] , who initiated the use of this argument to analyze the asymptotic convergence of nonlinear contraction semigroups in Hilbert spaces). We begin by establishing the following technical result, which is interesting in its own right:
(ii)
Integrate between t 1 and t ≥ t 1 to obtain
It suffices to observe that the integrands are nonnegative (see Remark 1.8) and the right-hand side has a limit as t → +∞ by Lemma 1.9.
To prove (ii), observe that, from (20), we have
The claim follows from part (i) and Lemma 1.9 since the integrand on the left-hand side is nonnegative. Finally, for (iii), take two distinct values λ and λ in [2, α − 1]. We have
Using part (i) above, along with Lemma 1.9, we deduce that the quantity k(t), defined as
has a limit as t → +∞. Our goal, then, is to show that each term has a limit. By setting
we may write k(t) as
Using (ii) and the fact that the integrand is nonnegative, we deduce that the last term has a limit as t → +∞. It ensues that tq(t) + (α − 1)q(t) has a limit, and, by Lemma 7.2, so does q(t). As a consequence, lim t→+∞ x(t) − x * exists, and then lim t→+∞ t x(t) − x * ,ẋ(t) + β∇Φ(x(t)) exists as well.
converges weakly in H, as t → +∞, to a point in argmin Φ.
Proof. By part (iii) in Lemma 1.13, lim t→+∞ x(t) − x * for every x * ∈ argmin Φ. Next, by Theorem 1.10 and the weak lower-semicontinuity of Φ, every sequential weak cluster point of x(t) as t → +∞, belongs to argmin Φ. The convergence is thus a consequence of Opial's Lemma.
We now prove that the convergence of the values is actually faster than the one predicted by Theorem 1.10:
. Function E λ can also be written
In view of Lemma 1.9 and part (iii) of Lemma 1.13, the function
has a limit as t → +∞. Moreover, for t ≥ max{t 0 , β} we have
where the right-hand side is integrable on [t 0 , +∞[ by Proposition 1.11 and part (i) of Lemma 1.13. Hence
This forces lim t→+∞ g(t) = 0 and proves the claim, since g is the sum of two nonnegative terms.
1.5. Some remarks concerning the Hessian-driven damping term.
1.5.1. Second-order differentiability of Φ. In order to simplify the presentation, we have assumed, from the beginning, that Φ is twice continuously differentiable. However, the Hessian of the function Φ appears explicitly in just a few of the results that have been established so far:
• It is used in Proposition 1.2 and Theorem 1.3, but only for the parts concerning W θ for θ = β. In particular, it plays a role in the asymptotic properties of W 0 but not for those of W β .
• Next, in Proposition 1.5, we combine the asymptotic properties of W 0 and W β in order to ensure that
• This argument also appears in the proof of Proposition 1.6, which is interesting, but not central to this study.
In turn, the estimates in Proposition 1.6 are then used in Proposition 1.11 to prove that the accelerationẍ vanishes as t → +∞ when ∇Φ is Lipschitz-continuous.
In Section 4, we analyze the system (DIN-AVD) in the case of a nonsmooth potential. According to the preceding discussion, one may reasonably conjecture that most properties will possibly remain valid in a less regular context, except, perhaps, for those where the Hessian plays an active role.
1.5.2.
The case β = 0. In the case β = 0, (DIN-AVD) becomes
The following facts concerning this system have been established in [36] , [13] and [27] , and can be recovered as special cases by setting β = 0 in the corresponding results presented here, namely:
• If α > 0 then lim t→+∞ Φ(x(t)) = inf Φ and every sequential weak cluster point of x(t) as t → +∞, belongs to argmin Φ (Theorem 1.3 and Corollary 1.4). If, moreover, inf Φ > −∞, then lim t→+∞ ẋ(t) = 0 (Proposition 1.5).
• If α ≥ 3 and argmin Φ = ∅, then x is bounded and Φ(x(t)) − min Φ = O(t −2 ) (Theorem 1.10).
• If α > 3 and argmin Φ = ∅, then Φ(
, and x(t) converges weakly, as t → +∞, to a point in argmin Φ (Theorems 1.14 and 1.15). Strong convergence holds if Φ is even, uniformly convex, boundedly inf-compact, or if int(argmin Φ) = ∅ (see Theorems 2.1, 2.2, 2.3 and 2.4 in Section 2 below).
It turns out that the qualitative behavior of this system does not depend on the value of β > 0. To see this, set y(s) = x(βs) and Ψ(y) = β 2 Φ(y), and take t = βs in (25) to obtain
Sinceẏ(s) = βẋ(βs), andÿ(s) = β 2ẍ (βs), we obtain
which corresponds to (DIN-AVD) with β = 1.
On the other hand, a closer look at the proof of Propositions 1.5 and 1.11 reveals that the estimations concerning ∇Φ(x(t)) degenerate and become meaningless as β → 0. In this sense, the transition between the (essentially constant) case β > 0 and the singular case β = 0 is abrupt.
1.5.4.
Advantages of the case β > 0. The system (DIN-AVD) presents several advantages with respect to (AVD). We shall briefly comment some of them:
Estimations for ∇Φ on the trajectory. The quantity ∇Φ(x(t)) has the following additional properties:
• If α > 0 and inf Φ > −∞, then lim t→+∞ ∇Φ(x(t)) = 0. This property is not known for (AVD).
• If α ≥ 3 and argmin Φ = ∅, then
Observe that, whenẍ is bounded, it is roughly equivalent to saying that ∇Φ(x(t)) → 0 strictly faster than t
. This is a striking result, when compared with the t Apparent vs. actual complexity. Extension to the nonsmooth setting. At a first glance, one may believe that the introduction of the Hessian-driven damping term brings an inherent additional complexity to the system, either in terms of the regularity required to establish existence and uniqueness of solutions, or in their actual computation. However, this turns out to be a misconception. Indeed, the presence of this additional term allows us to reformulate (DIN-AVD) as a first-order system both in time and space (see Subsection 4.1), called (g-DIN-AVD). This fact has two remarkable consequences:
• As we show in Subsection 4.2, existence and uniqueness of solution can be established by means of the perturbation theory developed in [17] , even when the potential function is just proper, convex and lowersemicontinuous. By contrast, it is difficult to handle (AVD) with a nonsmooth Φ, because the trajectories may exhibit shocks, and uniqueness is not guaranteed, see [8] .
• By considering structured potentials Φ + Ψ, with Φ is smooth and Ψ is not, an explicit-implicit discretization of (g-DIN-AVD) gives rise to new inertial forward-backward algorithms. Recall (from [36] and [13] ) that a similar argument provides a connection between (AVD) and forward-backward algorithms accelerated by means of Nesterov's scheme (such as FISTA). If the asymptotic properties of (DIN-AVD) are preserved by this discretization, one may reasonably expect the resulting algorithms to outperform FISTA-like methods. This issue goes beyond the scope of the present paper and will be addressed in the future.
1.5.5.
A simple example to compare (AVD) an (DIN-AVD). We know, from [36] and [13] , that (AVD) is linked with accelerated forward-backward methods (by means of Nesterov's scheme). Let us compare the behavior of (AVD) and (DIN-AVD) in a simple example. Let Φ : R → R be defined by Φ(x) = 1 2 x 2 , and take α > 3 and β > 0. For simplicity, we shall also suppose that α ∈ N. Observe that Φ is strongly convex and argmin Φ = {0}. In this context, we can use a symbolic differential computation software to determine explicit solutions for (AVD) and (DIN-AVD) in terms of special functions. We used WolframAlpha R Computational Knowledge Engine TM , available at http://www.wolframalpha.com/.
AVD: In this case, (AVD) becomesẍ (t) + α tẋ (t) + x(t) = 0, whose solutions are of the form
where c 1 , c 2 ∈ R are constants depending on the initial conditions, and J γ and Y γ are the Bessel functions of the first and the second kind, respectively, with parameter γ.
). This speed of convergence is faster than the one predicted in [13, Theorem 3.4] , namely |x(t)| = O(t − α 3 ), but it is still a power of t.
DIN-AVD: In turn, (DIN-AVD) is written as
and its solutions are of the form
is the confluent hypergeometric function of the second kind with parameter
−δ is the associated Laguerre Polynomial of degree α − 1 and parameter −δ, and [24, Section 9.12] ). Therefore, the worst-case speed of convergence is
Observe that, if d 2 = 0 (which will depend on the initial conditions), then
In Figure 1 , we show (t, x(t)) and (t, Φ(x(t))) for t ∈ [1, 20] with initial conditions x(1) = 1 andẋ(1) = −3. The parameters taken were α = 3.1 and, for (DIN-AVD), β = 1. In both cases, the trajectories and the function values converge to the global minimum 0 and the optimal value 0, respectively. 2 ), which is still quadratic but not well conditioned. Figure 2 shows the curves (x(t), y(t)) and (t, Φ(x(t), y(t))). As before, we show the behavior on the interval [1, 20] with α = 3.1 and, for (DIN-AVD), β = 1. The initial conditions were (x(1), y(1)) = (1, 1) and (ẋ(1),ẏ(1)) = (0, 0). In both cases, the trajectories and the function values converge to the global minimum (0, 0) and the optimal value 0, respectively. However, the wild transversal oscillation exhibited by the solution of (AVD) are neutralized by (DIN-AVD). 
Strong convergence results
In this section, we establish strong convergence of the trajectories in several relevant cases, namely: when Φ is even, uniformly convex, boundedly inf-compact, or if int(argmin Φ) = ∅.
Even objective function.
Recall that Φ is even if Φ(x) = Φ(−x) for all x ∈ H. Theorem 2.1. Suppose α > 3, β > 0 and let Φ be twice differentiable, convex and even. Let x : [t 0 , +∞[→ H be the global classical solution to (DIN-AVD) with Cauchy data x(t 0 ) = x 0 andẋ(t 0 ) =ẋ 0 . Then, x(t) converges strongly, as t → +∞, to some x * ∈ argmin Φ.
Proof. Let t 1 > t 0 and for t 0 ≤ t ≤ t 1 define the following function of t
We haveġ
where, we recall, u β is defined by (8) with θ = β. Combining the two equations above, and using (13) we obtain (27) 
The energy function W β (t) = Comparing the values of W β at t and t 1 , and successively using the fact that Φ is even along with the convex differential inequality, we obtain
After simplification, we obtain
Since we are interested in the asymptotic behaviour of x, there is no harm in supposing t ≥ αβ; so we deduce from the inequality above that
Then, equality (27) yieldsg
Using (9), it ensues thatg
Multiply the latter inequality by t and integrate from t to t 1 ≥ t to obtain
Let us take the definition of g (26) into account to obtain
Now, we have the following convergence results, as t and t 1 tend to +∞ with t ≤ t 1 :
• Since 0 ∈ argmin Φ, part (iii) of Lemma 1.13 implies x(t) has a limit as t → +∞. Therefore, (
2 ) vanishes;
, and so As a consequence, as t → +∞, x(t) satisfies the Cauchy criterion in the Hilbert space H. The limit obviously is a minimum point by Corollary 1.4.
2.2.
Solution set with nonempty interior. In this subsection, we examine the case where int(argmin Φ) = ∅. Theorem 2.2. Suppose α > 3, β > 0 and let Φ satisfy int(argmin Φ) = ∅. Let x be a classical global solution of (DIN-AVD). Then, x(t) converges strongly, as t → +∞, to some x * ∈ argmin Φ. Moreover,
Proof. Since int(argmin Φ) = ∅, there exist ξ * ∈ argmin Φ and ρ > 0 such that{z ∈ H, z − ξ * < ρ} ⊆ argmin Φ. According to the monotonicity of ∇Φ, for any y ∈ H and any z ∈ H such that z − ξ * < ρ, we have
Taking the supremum with respect to z ∈ H such that z − ξ * < ρ, we infer that for any y ∈ H, we have
In particular taking y = x(t), we obtain
From part (ii) of Lemma 1.13, we deduce that
Multiply equation (13) (with θ = β) by t to obtain
and integrate between t 0 and t ≥ t 0 to conclude that
In view of (30) the right-hand side has a limit as t → +∞. -With Lemma 7.2, u β (t) = x(t) + t t0
β∇Φ(x(s))ds has a limit as well. Hence x(t) has a limit, which is a minimum point of Φ.
Let us notice that, thanks to the assumption int(argmin Φ) = ∅, we have been able to pass from the L 2 estimation of Proposition 1.11 to an L 1 estimate for t → t ∇Φ(x(t)) .
Bounded inf-compactness. A function Φ :
H → R is boundedly inf-compact if, for any λ ∈ R, and R > 0, the set {x ∈ H : Φ(x) ≤ λ, x ≤ R} is relatively compact in H.
Theorem 2.3. Suppose α ≥ 3 and that Φ : H → R is a boundedly inf-compact function with argmin Φ = ∅. Then, every trajectory x of (DIN-AVD) converges strongly, as t → +∞, to some x * ∈ argmin Φ.
Proof. The trajectory x is minimizing by Theorem 1.3, and bounded by Theorem 1.10. Consequently, the trajectory is contained in the intersection of a sublevel set of Φ with some ball, which must be a compact set, since Φ is boundedly inf-compact. The trajectory converges weakly and is contained in a compact set. Hence it converges strongly to some x * ∈ argmin Φ. 
for all x, y ∈ H with x ≤ r, y ≤ r.
Theorem 2.4. Suppose α > 3, β > 0. Suppose that argmin Φ = ∅, and ∇Φ is uniformly monotone on bounded sets. Let x be a classical global solution of (DIN-AVD). Then, argmin Φ is reduced to a singleton x * , and x(t) converges strongly to x * , as t → +∞.
Proof. If x * and x * * are two minimum points, then for r = max{ x * , x * * }, we must have ω r ( x * − x * * ) = 0; hence argmin Φ, which is nonempty, reduces to one point, say, x * . By Theorem 1.10, the trajectory x is bounded. Let r > 0 be such that it is contained in the ball centered at the origin with radius r. Since ∇Φ is uniformly monotone on bounded sets, and ∇Φ(x * ) = 0, we have
By Proposition 1.5, lim
t→∞ ∇Φ(x(t)) = 0.
Hence ω r ( x(t) − x * ) → 0, which implies x(t) − x * → 0.
Further results in the strongly convex case
Let us recall that a function Φ : H → R is strongly convex if there exists some µ > 0 such that the function Φ − (µ/2) · 2 is convex. If Φ is differentiable, the convexity inequality yields, for all x, y ∈ H
Whence, for all x, y ∈ H
The gradient of a strongly convex function is uniformly monotone on bounded sets, so that Theorem 2.4 holds. However, in the case of a strongly convex function, we can obtain a rate of convergence for Φ(x(t)) to the infimal value better than that of Theorem 1.10 and more precise than that of Theorem 1.15.
Theorem 3.1. Suppose α ≥ 3 and that Φ : H → R is strongly convex. Then, argmin Φ is reduced to a singleton x * , and for any trajectory x of (DIN-AVD) the following properties hold:
Proof. The first part follows from Theorem 2.4. For the convergence rates, the proof goes along the lines of that of Theorem 1.10: we shall show that a surrogate Lyapunov function (namely, the function L defined below) is bounded. Let p ∈ R, λ > 0 and let Q be a quadratic polynomial. Precise values, depending on α and β, will be given further to λ, p, Q. Let us briefly write u for u β . Set P (t) = t p and for x * ∈ argmin Φ define
Our first task is to differentiate function L. To simplify the wording, we write Φ * for Φ(x * ) and the dependence of x, P , Q, L 0 and L on t is not made explicit. To compute dL 0 /dt, we make use of (9) and (10) .
Expand L 0 as
and compute dL dt
For t large enough (namely t > (p + 1)β) the coefficient λ[(β − t)P + βtṖ ] of x − x * , ∇Φ(x) is negative. Applying the strong convexity inequality (31) (with y = x * ), we have
So, we can dispose of x − x * , ∇Φ(x) in (32), and obtain the inequality
If we choose p = 2(α − 1 − λ) and Q(t) = t 2 − β(λ + 2 − α + p)t = t 2 − β(α − λ)t, the coefficients of ẋ and ẋ, ∇Φ(x) vanish (recall P (t) = t p ). Taking these facts into account, we deduce from (33) that
For t sufficiently large, the coefficients of ∇Φ(x) 2 and x − x * 2 are negative; hence
To simplify the notations, set γ = αβ 9 (2α − 3) and δ = αβ 3 , and notice that Q(t) = t(t − δ) and
With
If we multiply this inequality by (
Integrating between t 1 , sufficiently large, and t ≥ t 1 , we obtain
, which shows that the integrand is positive for t large enough. Hence
Whence, we deduce that
Now, in view of the strong convexity inequality (31) (with x = x * and y = x(t)) we have
Hence, inequality (36) yields
We deduce that
, which shows that L is bounded.
If L denotes an upper bound of L, we have
In view of the first inequality in (37), we also have
, as claimed.
(DIN-AVD) as a first-order system. Extension to non-smooth potentials
Let β > 0. As we shall see, the presence of the Hessian damping term allows formulating (DIN-AVD) as a first-order system both in time and space (with no occurrence of the Hessian). This will allow us to extend our study to the case of a proper lower-semicontinuous convex function, by simply replacing the gradient by the subdifferential. This approach was initiated in [6] in the case of (DIN), and further exploited for the study of damped shocks in mechanics in [11] .
We begin by establishing the equivalence between (DIN-AVD) and a first-order system in the smooth case in Subsection 4.1, and then recover most results from preceding sections in the nonsmooth setting. Some of the arguments are essentially the same, so we will study in more detail the parts that are not, and leave the rest to the reader. To simplify the reading, we shall use Φ to denote a smooth potential (as in the previous sections), and φ for a proper lower-semicontinuous convex function. (1) x : [t 0 , +∞[→ H is a solution to the second-order differential equation
Proof. To simplify the notation, set a(t) = α/t and z(t) = t t0 (a(s)ẋ(s) + ∇Φ(x(s)))ds − (ẋ 0 + β∇Φ(x 0 )). Integrating (DIN-AVD) from t 0 to t ≥ t 0 and differentiating z, we see that x is a solution to (DIN-AVD) with initial conditions x(t 0 ) = x 0 ,ẋ(t 0 ) =ẋ 0 , if and only if, (x, z) is a solution to (38) ẋ(t) + β∇Φ(x(t)) + z(t) = 0 z(t) − a(t)ẋ(t) − ∇Φ(x(t)) = 0, with initial conditions x(t 0 ) = x 0 , z(t 0 ) = −(ẋ 0 + β∇Φ(x 0 )).
Use a linear combination of the rows in (38) to eliminate the gradient in the second equation, and obtain the equivalent system (39) ẋ(t) + β∇Φ(x(t)) + z(t) = 0 βż(t) + (1 − βa(t))ẋ(t) + z(t) = 0. Now define y(t) = βz(t) + (1 − βa(t))x(t). We see that (x, z) is a solution to (39), with initial conditions x(t 0 ) = x 0 , z(t 0 ) = −(ẋ 0 + β∇Φ(x 0 )), if and only if (x, y) is a solution to
4.2. Existence of solutions in a nonsmooth setting. Beyond being of first-order in time, (DIN-AVD) f does not involve the Hessian of Φ. As a first consequence, the numerical solution of (DIN-AVD) is highly simplified, since it may be performed by discretization of (DIN-AVD) f and only requires approximating the gradient of Φ. Next, (DIN-AVD) f permits to give a meaning to (DIN-AVD) even when Φ is not twice differentiable. In particular, we may consider a proper lower-semicontinuous convex potential function φ.
More precisely, we have the following: Setting Z(t) = (x(t), y(t)) ∈ H × H, (g-DIN-AVD) can be equivalently written 
The differential inclusion (41) is governed by the sum of the maximal monotone operator ∂G (a convex subdifferential) and the time-dependent linear continuous operator D(t, ·). The existence and uniqueness of a global solution for the corresponding Cauchy problem is a consequence of the general theory of evolution equations governed by maximal monotone operators. Before giving a precise statement, let us recall the notion of strong solution (see [17, g(τ )dτ . Whenceẏ(t) = g(t) for all t ≥ t 0 (withẏ(t 0 ) the right derivative).
To prove the next items, we introduce the differential inclusion As a remarkable property of the semi-group of contractions generated by the subdifferential of a convex lower semicontinuous proper function, there is a regularization effect on the initial data. This property has been extended to the case of a Lipschitz perturbation of a convex subdifferential in [17, Proposition 3.12] . As a consequence, the existence and uniqueness of a strong solution to (g-DIN-AVD) with Cauchy data (x 0 , y 0 ) ∈ domφ × H is still valid, but some properties stated in Theorem 4.4 have to be weakened.
As a direct consequence of Theorem 4.4, we obtain the existence and uniqueness result for (DIN-AVD): Corollary 4.6. Suppose that Φ : H → R is a convex C 2 function. For any t 0 > 0, and any Cauchy data (x 0 ,ẋ 0 ) ∈ H × H, there exists a unique classical global solution x :
Proof. First, use the equivalence between (DIN-AVD) and the first-order system (g-DIN-AVD), as given by Theorem 4.1, and then apply Theorem 4.4 with y(t 0 ) = −(ẋ 0 + β∇Φ(x 0 ))/β + (1 − βα/t 0 )x 0 .
Remark 4.7. It may be useful to sum up, for future reference, in addition to the regularity properties, the equalities satisfied by a global strong solution (x, y) to (g-DIN-AVD)
Recall that (46), (48) are true for almost every t > t 0 ,while (47) is true for all t ≥ t 0 .
The following sections are devoted to showing that most properties of the classical solution x of (DIN-AVD) hold for the global strong solution of (g-DIN-AVD) (actually, those that do not require x to be twice differentiable). For
With (46), u also satisfies
By its definition, u is continuously differentiable, withu satisfyinġ
for almost all t > t 0 .
With parts (i) and (ii) of Theorem 4.4, equality (50) shows thatu is absolutely continuous on any compact subinterval of [t 0 , +∞[, hence differentiable almost everywhere on [t 0 , +∞[. Therefore,
The equality above, combined withẏ(t) = αβx(t)/t 2 −ẋ(t) − βξ(t) (an easy consequence of (46) and (47)), yields
for almost all t > t 0 . Using (51), we also obtain
for almost all t > t 0 . We will need the following energy function of the system, defined for all t ≥ t 0 (recall (50)):
We are now in a position to prove (ii) lim t→+∞ W (t) = lim t→+∞ φ(x(t)) = inf φ ∈ R ∪ {−∞}.
(iii) As t → +∞, every sequential weak cluster point of x(t) lies in argmin φ.
Proof. Once parts (i) and (ii) are proved, the rest of the arguments in Subsection 1.2 can be applied for the remainder. The proof of parts (i) and (ii) is formally the same as in the smooth case, but we must be careful of equalities and inequalities that are true almost everywhere. Since we are interested in asymptotic properties of x, we can assume t ≥ t 1 = max{t 0 , 2αβ} throughout the proof. (i) With Theorem 4.4, the energy W is absolutely continuous on the compact subintervals of [t 0 , +∞[. Use (48) to obtainẆ (t) = u(t),ü(t) + ξ(t),ẋ(t) , for almost every t > t 0 . Now use (51) and (53) to obtaiṅ
for almost every t > t 0 . Hence W is nonincreasing, since it is absolutely continuous on the compact subintervals of
Function h is continuously differentiable withḣ
and the functionḣ is absolutely continuous on compact subintervals of [t 0 , +∞[ (sinceu is) and satisfies
for almost every t > t 0 . Using (54), we obtain
for almost every t > t 0 . If we set I(t) = 
for almost every t > t 0 . The rest of the proof runs as in the smooth case (see Subsection 1.2) with ξ in place of ∇Φ • x. We must notice that the integrations by parts used to obtain (14) are legitimate becauseḣ, W and I are absolutely continuous. Suppose α ≥ 3 and
where u is defined on [t 0 , +∞[ by (49) andu is given by (50). Function E λ is the sum of three terms, each of which is at least absolutely continuous on [t 0 , T ] for all T > t 0 . Hence E λ is differentiable almost everywhere. To compute d dt E λ (t) we first differentiate each term of E λ in turn.
With (48) we have
for almost all t > t 0 . Next, with (52), we have
for almost all t > t 0 . Lastly,
Collecting these results, we obtain
for almost all t > t 0 . Since ξ(t) ∈ ∂φ(x(t)) for all t > t 0 (part (vi)-(a) of Theorem 4.4), we have
and we deduce, from (57), that
for almost all t ≥ t 1 = max{t 0 , β}.
The arguments used in Section 1 can be modified accordingly (using ξ in place of ∇Φ • x) to give 
2 dt < +∞ and ∞ t0 ξ(t) dt < +∞. 
Proof. As mentioned above, we only prove part (iii). Take two distinct values λ and λ in [2, α − 1]. For all t ≥ t 0 , we have (recall the definition (56) of E λ and equality (50) givingu)
Define for t ≥ t 0
Function q is absolutely continuous on [t 0 , T ] for all T > t 0 . Indeed h is, and the integrand x − x * , βξ belongs to L 1 (t 0 , T ) because x − x * and ξ belong to L 2 (t 0 , T ; H). Hence q is differentiable almost everywhere and satisfieṡ
which shows that q is actually continuously differentiable.
On the one hand, equation (60) shows that k(t) has a limit as t → +∞: this is a consequence of Theorem 4.9(1)(2) and (59). On the other hand, we can rewrite k(t) as
where the integral has a limit as t → +∞, by part (ii). Hence tq(t) + (α − 1)q(t) has a limit, hence (Lemma 7.2) q(t) has a limit, hence h(t) has a limit, hence, with (60), t x(t) − x * ,ẋ(t) + β∇Φ(x(t)) has a limit.
The arguments of Section 1 can be applied to obtain the following results: 
4.6. Strong convergence. The results of Section 2 about a smooth potential, can also be established for a lower semicontinuous potential in a straightforward manner, using ξ in place of ∇Φ • x (observe that integrations by parts are legitimate by the absolute continuity of the functions involved). We only state the theorems and omit their proofs. In the smooth case, the proof of Theorem 3.1 relies on inequality (31), which, in the nonsmooth case, has to be replaced by
for all x, y in domφ and all ξ ∈ ∂φ(x). We obtain:
Theorem 4.16. Suppose α > 3, β > 0 and let φ : H → R ∪ {+∞} be a strongly convex proper lower semicontinuous function. Let (x, y) : [t 0 , +∞[→ H × H be the global strong solution to (g-DIN-AVD) with initial value (x(t 0 ), y(t 0 )) = (x 0 , y 0 ) ∈ dom φ × H. Then, argmin Φ is reduced to a singleton x * , and the following properties hold:
Asymptotic behavior of the trajectory under perturbations
In this section, we analyze the asymptotic behavior, as t → +∞, of the solutions of the differential equation
where the second member g : [t 0 , +∞[→ H of (61) is supposed to be locally integrable, and acts as a perturbation of (DIN-AVD). We restrict ourselves to the smooth case for simplicity. Therefore, we assume that Φ : H → R is convex, twice continuously differentiable, and ∇Φ is Lipschitz-continuous on bounded sets. From the Cauchy-Lipschitz-Picard Theorem, for any initial condition (x 0 ,ẋ 0 ) ∈ H × H, we deduce the existence and uniqueness of a maximal local solution x to (61), withẋ locally absolutely continuous. If Φ is bounded from below, the global existence follows from the energy estimate proved in Proposition 5.1 below. This being said, our main concern here is to obtain sufficient conditions on g ensuring that the convergence properties established in the previous section are preserved. The analysis follows very closely the arguments given in Section 1. Therefore, we shall state the main results and sketch the proofs, underlining the parts where additional techniques are required.
5.1. Lyapunov analysis and minimizing properties of the solutions for α > 0. Let x : t ∈ [t 0 , ∞[→ H satisfy (61) with Cauchy data x(t 0 ) = x 0 ,ẋ(t 0 ) =ẋ 0 . Let θ ∈ [0, β], and T > t 0 . For t 0 ≤ t ≤ T , define the energy function,
We have the following:
Proposition 5.1. Let α > 0, and suppose x : [t 0 , +∞[→ H is a solution of (61). Then, for each θ ∈ [0, β] and t ≥ max{t 0 ,
The proof goes along the lines of Proposition 1.2. In the computation ofẆ θ,g,T (t), the terms containing g cancel out.
We now prove an auxiliary result, that will be useful later on. ∇Φ(x(t)) < +∞.
Proof. Let us first fix T > t 0 . By Proposition 5.1, for any θ
As a consequence
which does not depend on T . As a consequence, inequality (63) holds true for any t ≥ t 0 . Applying Gronwall-Bellman Lemma (see [17, Lemme A.4 ]), we obtain
Using the integrability of g, it follows that sup t≥t0 ẋ(t) + θ∇Φ(x(t)) < +∞. Then, taking θ = 0, we obtain sup t≥t0 ẋ(t) < +∞. Finally, using θ = β and the triangle inequality, we obtain sup
If g is integrable on [t 0 , +∞[, Lemma 5.2 allows us to define a function W θ,g :
For each T ≥ t 0 , W θ,g and W θ,g,T differ by a constant, and have the same derivative, given by Proposition 5.1. When θ ∈ {0, β}, which is our main concern in the next theorem, definition (64) of W θ,g reduces to
We are now in a position to prove the following perturbed version of Theorem 1.3 and Proposition 1.5. 
For K 2 , we use integration by parts and Lemma 5.2 to obtain
g(τ ) ln τ dτ + 1 .
Then, we continue just as in the proof of Theorem 1.3, but, instead of inequality (17), we obtain W θ,g (t) − Φ(z) (t ln t + (D − 1)t + E ln t + F ) ds ≤ C t + t ln t for each z ∈ H. We deduce that lim t→+∞ Φ(x(t)) = inf Φ, and lim t→+∞ ẋ(t) + θ∇Φ(x(t)) = 0. Taking successively θ = 0, and θ = β, we finally obtain lim t→+∞ ẋ(t) = lim t→+∞ ∇Φ(x(t)) = 0. Proof. Take x * ∈ argmin Φ, and let x be a solution of (61) with Cauchy data (x(t 0 ),ẋ(t 0 )) = (x 0 ,ẋ 0 ) ∈ H × H and α ≥ 3. For λ ∈ [2, α − 1], and t 0 < T < +∞, we define the function E λ,g,T : [t 0 , T ] → R by E λ,g,T (t) :=t(t − β(λ + 2 − α))(Φ(x(t)) − min Φ) + 1 2 λ(x(t) − x * ) + tu β (t) 2 + λ(α − λ − 1) 1 2
where u β is given by (8) , with θ = β. When derivating E λ,g,T , the terms containing g cancel out. As in Section 1, we obtain (21) with E λ,g,T instead of E λ . It follows that E λ,g,T is decreasing on [t 0 , T ]. In particular, E λ,g,T (t) ≤ E λ,g,T (t 0 ) for t 0 ≤ t ≤ T . This gives
λ(x(t) − x * ) + tu β (t) τ g(τ ) dτ, (66) with C = t 0 (t 0 − β(λ + 2 − α))(Φ(x(t 0 )) − min Φ) + 1 2 λ(x(t 0 ) − x * ) + t 0uβ (t 0 ) 2 + λ(α − λ − 1) 1 2 x(t 0 ) − x * 2 , which does not depend on T . As a consequence, inequality (66) holds true for any t ≥ t 0 . Applying Gronwall-Bellman Lemma (see [17, Lemme A.4] ) to (66), and using the integrability of t → tg(t), it follows that (67) sup τ g(τ ) dτ < +∞.
As a consequence, we can define the energy function E λ,g (t) := t(t − β(λ + 2 − α))(Φ(x(t)) − min Φ) + 1 2 λ(x(t) − x * ) + tu β (t) 2 + λ(α − λ − 1) 1 2
which has the same derivative as E λ,g,T . Hence E λ,g (t) ≤ E λ,g (t 0 ). Combined with (67), this gives t(t − β(λ + 2 − α))(Φ(x(t)) − min Φ) ≤ C + sup t g(t) dt < +∞.
Then, x(t) converges weakly, as t → +∞, to a point in argmin Φ.
Proof. As in the proof of Theorem 1.14, the result follows easily once we obtain the estimations given in Lemma 1.13, which are all obtained following the same arguments, replacing E λ by E λ,g .
Inertial forward-backward algorithms
When applied to structured optimization, time discretization of the (g-DIN-AVD) dynamic provides a new class of inertial forward-backward algorithms, which enlarge the field of FISTA methods. involving the sum of two potential functions, namely Ψ smooth, and φ nonsmooth. Precisely, • φ : H → R ∪ {+∞} is a convex, lower semicontinuous proper function (which possibly takes the value +∞);
• Ψ : H → R is a convex, continuously differentiable function, whose gradient is Lipschitz continuous on bounded sets. In order to highlight the asymmetrical role played by the two potential functions, the smooth potential is indicated by a capital letter Ψ, and the nonsmooth potential by φ. Since Ψ is continuous, by the classical additivity rule for the subdifferential of a sum of convex functions (the Moreau-Rockafellar Theorem), we have x(t) + 1 β y(t) = 0. Keeping this in mind, we can devise an algorithm for the numerical minimization of the function φ+Ψ by discretizing (70). In view of the asymmetric regularity properties of the two functions, we are going to discretize (70) implicitely with respect to the nonsmooth function φ, and explicitely with respect to the smooth function Ψ. More precisely, take a time step size h > 0, and t k = kh, x k = x(t k ) , y k = y(t k ). We start with (x 0 , y 0 ) ∈ H × H. At the k-th iteration, given (x k , y k ) compute x k+1 and then y k+1 using the following rule:
The acronym (IFB-AVD) stands for Inertial Forward-Backward algorithm with Asymptotic Vanishing Damping. Using the proximity operator prox βhφ (see, for instance, [15] or [35] ), we can write
So, at the k-th iteration, given (x k , y k ), we first compute x k+1 with the help of the gradient of Ψ (explicit, forward step), then apply the proximity mapping associated to φ (implicit, backward step), and finally compute y k+1 .
From a computational viewpoint, when comparing (IFB-AVD) with the classical forward-backward algorithms, the inertial and damping features inherited from the continuous-time counterpart (DIN-AVD) induce only the addition of some terms whose computation is essentially costless. However, in the light of the results for the continuous-time trajectories, it is reasonable to expect interesting convergence properties. This goes beyond the scope of this paper, and will be the subject of future research. A somehow related (but different) inertial forward-backward algorithm was initiated in [12] in the case of a fixed viscous parameter.
