Abstract. We propose to study a fully nonlinear version of the Yamabe problem on manifolds with boundary. The boundary condition for the conformal metric is the mean curvature. We establish some Liouville type theorems and Harnack type inequalities.
Introduction
Let (M, g) be an n-dimensional compact smooth Riemannian manifold without boundary, n ≥ 3. The well known Yamabe conjecture states that there exist metrics which are pointwise conformal to g and have constant scalar curvature. The Yamabe conjecture is proved through the work of Yamabe (1960) , Trudinger (1968) , Aubin (1976) and Schoen (1984) . There has been much activity on fully nonlinear versions of the Yamabe problem (see, e.g., [14] and the references therein). A very general fully nonlinear version of the Yamabe problem was proposed, and solved when manifolds are locally conformally flat, in joint work with Aobing Li (see [12] and [14] , and in particular Conjecture 1.1-1.1 and Theorem 1.1-1.1 in [14] ). In the present paper, we start to look at analogues on manifolds with boundary.
If we let (M n , g) denote some smooth compact n-dimensional Riemannian manifold with boundary, an analogous problem is to find conformal metrics with constant scalar curvature and constant boundary mean curvature. The problem has been studied by many authors: see, e.g., Cherrier ([5] )- [9] ), Han and Li ([10] and [11] ), Ambrosetti We consider an extension of the boundary Yamabe problem of positive type to the following fully nonlinear setting. Let
Ric g − R g 2(n − 1) g denote the Schouten tensor of g, where Ric g and R g denote respectively the Ricci tensor and the scalar curvature of g. Let, as in [14] , V be an open convex subset of R n which is symmetric with respect to the coordinates and has non-empty C ∞ boundary ∂V . For λ ∈ ∂V , let ν(λ) denote the inner unit normal to ∂V . We further assume that ν(λ) ∈ n := {λ ∈ R n | λ i > 0, ∀1 ≤ i ≤ n}, ∀λ ∈ ∂V ,
and ν(λ) · λ > 0, ∀λ ∈ ∂V .
(2) Let (V ) := {sλ | λ ∈ V , 0 < s < ∞} (3) be the (open convex) cone with vertex at the origin generated by V .
Question 1. Assume that
V is an open symmetric convex subset of R n , with ∅ = ∂V ∈ C ∞ satisfying (1) and (2) . Let (M n , g) be a compact smooth Riemannian manifold with boundary satisfying
and let c ∈ R be any constant. Does there exist a smooth positive function u ∈ C ∞ (M) such that the conformal metricĝ = u 4/(n−2) g satisfies
and the boundary mean curvature hĝ satisfies
where covariant derivatives on the right side are with respect to g. Let g 1 = u 4/(n−2) g flat , where g flat denotes the Euclidean metric on R n . Then, by the above transformation formula,
where
and I is the n × n identity matrix. In this case, λ(A g 1 ) = λ(A u ) where λ(A u ) denotes the eigenvalues of the n × n symmetric matrix A u .
Let ψ be a Möbius transformation in R n , i.e., a transformation generated by translation, multiplication by nonzero constants, and the inversion x → x/|x| 2 . For any positive C 2 function u, let u ψ := |J ψ | (n−2)/2n (u • ψ) where J ψ denotes the Jacobian of ψ. A calculation shows that A u ψ and A u
• ψ differ only by an orthogonal conjugation and therefore
Let S n×n denote the set of n × n real symmetric matrices, S n×n + ⊂ S n×n the set of positive definite matrices, O(n) the set of n × n real orthogonal matrices, U ⊂ S n×n an open set satisfying
and let F ∈ C 1 (U ) satisfy
To answer Question 1, it is important to investigate the corresponding Liouville type problem on Euclidean half space. Theorems 1 and 2 below provide such Liouville type theorems.
We use B R (x) to denote the ball in R n of radius R and centered at x, and write
Our first result is under the assumption that the solution has good behavior near infinity.
Theorem 1.
For n ≥ 3, let U ⊂ S n×n be an open set satisfying (4) and (5), and let F ∈ C 1 (U ) satisfy (6) and (7) . For c ∈ R, assume that u ∈ C 2 (R n + ) is a solution of (8) satisfying, for u 0,1 (x) := |x| 2−n u(x/|x| 2 ), u 0,1 can be extended to a positive continuous function in B
lim sup x→0
x · ∇u 0,1 (x) < n − 2 2 u 0,1 (0),
wherex = (x ,x n ) ∈ R n , a > 0 and b + (minx n , 0) 2 > 0 are two constants satisfying 2a −2 bI ∈ U , F (2a −2 bI ) = 1 and (n − 2)a −1 bx n = c.
Remark 1.
In the above theorem, we do not assume u to be superharmonic.
Corollary 1.
For n ≥ 3, let U ⊂ S n×n be an open set satisfying (4) and (5), and let F ∈ C 1 (U ) satisfy (6) and (7) . Assume that u ∈ C 2 (B 1 ) satisfies, for some c ∈ R,
where ν denotes the unit outer normal to ∂B 1 . Then u is of the form
Our next Liouville type theorem does not require any hypothesis on the solution near infinity.
Theorem 2.
For n ≥ 3, let U ⊂ S n×n be an open set satisfying (4) and (5), and let F ∈ C 1 (U ) satisfy (6) and (7) . Assume that
Then u is of the form (10) withx, a and b given below (10).
Remark 2.
For c ≤ 0, the assumption (11) is not needed. This can be seen in the proof.
For M ∈ S n×n , let (λ 1 (M), . . . , λ n (M)) denote its eigenvalues. Set U 1 ) , the result was proved by Li and Zhu [17] ; while under an additional hypothesis u(x) = O(|x| 2−n ) for large |x|, the solutions were classified by Escobar [6] .
Our proofs of Theorems 1 and 2 make use of the following result concerning radially symmetric solutions.
Theorem 3.
For n ≥ 3, let U ⊂ S n×n be an open set satisfying (4) , and let F ∈ C 1 (U ) satisfy (6) and (7) . Assume that u ∈ C 2 (B 1 ) is radially symmetric and satisfies
where a > 0, b ≥ −1, (2b/a 2 )I ∈ U and F ((2b/a 2 )I ) = 1.
In the following we state some of the results in a forthcoming paper [15] . First, an existence and compactness result on subcritical equations:
) be a smooth, compact, connected Riemannian manifold of dimension n ≥ 3, and let
Then there exists a positive solution u ∈ C ∞ (M) to
Moreover all positive solutions of (13) satisfy, for all m ≥ 2,
where C > 0 depends only on (M n , g), and m.
Remark 5. For k = 1, this is well known.
Next, a Harnack type inequality on Euclidean half balls:
3R
. Then there exists some constant C > 0 depending only on n and c such that
Remark 6. For k = 1, this, as well as a stronger form, is established by Li and Zhang in [16] (see Theorem 1.7 and Remark 1.11 there).
Remark 7. Theorems 4 and 5 hold for more general (f, ) (see [15] ).
Theorems 1 and 2, which are Liouville type theorems on Euclidean half spaces, are extensions of Theorem 1.4 in [12] and Theorem 1.3 in [14] respectively. The present paper is essentially the second part of [13] . The first part of [13] is essentially [14] .
Proof of Theorems 1-3

Proof of Theorem 3
Let u be as in Theorem 3, and let v(r) = u(r, 0, . . . , 0), 0 ≤ r < 1.
Clearly, v (0) = 0. For x = (r, 0, . . . , 0), 0 < r < 1, we have
and
Here and in the following, we use diag(λ 1 , . . . , λ n ) to denote the diagonal matrix
With these choices of a and b, we have
A calculation yields
and therefore w satisfies
and therefore, by the symmetry of f in λ 1 , . . . , λ n , we have
Since diag(λ 1 (0), . . . , λ n (0)) ∈ U , we have, by (7), f λ 1 (λ 1 (0), . . . , λ n (0)) > 0.
Lemma 1. Let α and β be positive constants, and let
Then
Proof. We deduce from (15) that
where C is some positive constant. Using (17), we deduce, from (14) that
Using (18), we deduce from (14) that
Continuing this way (by induction), we have
Since α/(k + γ ) < 1, we obtain (16) by sending j → ∞. Lemma 1 is established.
Continue the proof of Theorem 3. Since
,
Since λ v (0) = λ w (0) and f λ i (λ v (0)) = f λ 1 (λ v (0)) > 0, we deduce from the above that
where o(1) denotes some quantities tending to 0 as r → 0.
i.e., (r n−1 (v (r)−w (r))) = o(r n−2 )|v (r)−w (r)|+O(r n−1 )(|v(r)−w(r)|+|v (r)−w (r)|).
Integrating the above, we have, using v(0) − w(0) = 0,
Applying Lemma 1 to ξ = v − w , we have, for some δ > 0,
For r ≥ δ, the O.D.E. satisfied by v and w is regular, so v ≡ w in (0, 1). Hence w is regular in (0, 1). Consequently, b ≥ −1.
Proof of Theorem 1
To give the main idea of the proof, we first prove Theorem 1 under a stronger assumption on u, i.e., u 0,1 (x) := |x| 2−n u x |x| 2 can be extended to a positive function in C
For x ∈ R n , λ > 0, let u x,λ denote the reflection of u with respect to B λ (x), i.e.,
Lemma 2. Let u be as in Theorem 1. Then, for any x ∈ ∂R n + , there exists λ 0 (x) > 0 such that
Proof. We follow the arguments in the proof of Lemma 2.1 in [16] . Without loss of generality, take x = 0 in (21), and use u λ to denote u 0,λ . By the C 1 regularity of u, there exists r 0 > 0 such that d dr (r (n−2)/2 u(r, θ)) > 0, ∀0 < r < r 0 , θ ∈ S n−1 , from which we deduce u λ (y) < u(y), ∀0 < λ < |y| < r 0 .
Because of (9), there exists some constant α > 0 such that
Now (21) with x = 0 follows from (22) and the above. Lemma 2 is established.
Clearly,λ(x) > 0. On the other hand,λ(x) < ∞ because of (9).
Lemma 3.
Let u be as in Theorem 1, and assume that u satisfies (19) and (20). Then, for all x ∈ ∂R n + ,
Proof. Without loss of generality, take x = 0. We use the notationλ =λ(0) and u λ = u 0,λ . By the definition ofλ, uλ ≤ u on R n + \ Bλ.
From now on, we always assume that (24) does not hold for x = 0, and we will reach a contradiction. We first show that
Indeed, if (u − uλ)(x) = 0 for somex ∈ R n + \ B + λ , then using (8) and hypotheses (4) and (6), we have
A calculation using (8) yields
Arguing as in the proof of Lemma 2.1 in [12] (using hypotheses (5) and (7)), we have,
where L = −a ij (x)∂ ij +b i (x)∂ i +c(x) is an elliptic operator with continuous coefficients. By the strong maximum principle, u − uλ ≡ 0 nearx. This implies (24) for x = 0, a contradiction.
, we have
Since we still have (27) nearx, we apply the Hopf lemma to deduce that u − uλ ≡ 0 nearx, again leading to (24) for x = 0, a contradiction. We have thus established (26). Next we show that
Letting x = y/|y| 2 , we have
By (19), (20) and the conformal invariance of (8), both u 0,1 and v are C 2 solutions of (8).
We also know, from (26) , we have (u 0,1 − v)(0) > 0, which implies (28). Since u − uλ = 0 on ∂Bλ ∩ R n + and (26) holds, we can apply the Hopf lemma as in the proof of Lemma 2.1 in [12] (see also the outlines near (27)) to obtain
where ν denotes the unit outer normal to ∂Bλ. Finally, we prove that
where ν still denotes the unit outer normal to ∂Bλ. Letx ∈ ∂Bλ ∩ ∂R n + . Then as in the proof of Lemma 2.1 in [12] , we have (27) nearx with continuous coefficients. Clearly, for some constant A > 0,
By (27), and for a possibly larger A, we have
Now an application of Lemma 10.1 of [16] (with = (R n + \ Bλ) ∩ B 1 (x), σ = x n , ρ = |x| 2 −λ 2 , and our u − uλ being the u there) yields
So we have established (30).
Given (26), (28), (29), (30), and the positivity and continuity of u on R n + , we can easily prove that there exists some > 0 such that
which violates the definition ofλ. Lemma 3 is established.
Proof of Theorem 1 under the additional hypotheses (19) and (20)
. Let u be as in Theorem 1 and suppose u satisfies (19) and (20). By Lemma 3 and a calculus lemma used in [17] (see, e.g., Lemma 11.1 in [16] ),
wherex ∈ R n−1 , andâ and d are positive constants. Let P = (x , −d) and define
By the arguments in [17] and [2] , as in the proof of Lemma 4.5 in [16] , we know that v is radially symmetric with respect to Q := (x , d) in B 2d (Q). By the conformal invariance of the equation satisfied by u, we have
By Theorem 3,
whereā > 0 and 1 +b(2d) 2 > 0. Comparing this with (31), we must haveb > 0. This, together with (31), implies
are given in (31), andx n is some real number.
Since A u (0) = 2a −2 bI , we have 2a −2 bI ∈ U and F (2a −2 bI ) = F (A u (0)) = 1. By the boundary condition for u at x = 0, we have (n − 2)a −1 bx n = c. Theorem 1 is thus established under the additional hypotheses.
Proof of Theorem 1. By Lemma 2, there exists λ 0 > 0 such that
where u λ = u 0,λ and B λ = B λ (0). Let w = u 0,1 . As in the proof of Lemma 2 and in the proof of Lemma 2.1 of [12] , there exists some λ 1 > 0 such that
Rewrite (32) and (33) as
If λ ≤ λ, then w λ ≡ w λ ≡ w, and u satisfies (19) and (20). In this case Theorem 1 has already been established. In the following, we assume that λ > λ and we will reach a contradiction. Clearly, w λ (0) = 1 λ n−2 u(0), so we have 1
Since λ > λ, there must be at least one strict inequality in the above. Without loss of generality, we assume that
This guarantees that there is no touching of w λ and w near 0 for λ close to λ. Therefore, by the moving sphere arguments used earlier, we have, for λ close to λ, w λ ≤ w in B λ . This violates the definition of λ. Theorem 1 is established.
Proof of Theorem 2
Let α := lim inf
Lemma 4.
We have α > 0.
Proof. We follow the arguments of the proof of Lemma 4.1 in [16] . Let
We only need to show lim inf x∈O, |x|→∞ |x| n−2 u(x) > 0.
We know that
For large A and R = A 2 , we have
Let¯ (A) > 0 be a small constant such that
Clearly, lim inf x∈O\B R , |x|→∞ w(x) ≥ 0. By the maximum principle,
Lemma 4 is proved.
Lemma 5.
For any x ∈ ∂R n + , there exists λ 0 (x) > 0 such that
Proof. Since we know that α > 0, Lemma 5 follows from the proof of Lemma 2.
For x ∈ ∂R n + , letλ(x) be defined as in (23). By Lemma 5,λ(x) > 0.
Proof. By the definition ofλ(x),
and the arguments in the proof of Lemma 3 show that the moving sphere procedure should not stop atλ(x), violating the definition ofλ(x). Now assume α = ∞. Without loss of generality, we showλ :=λ(0) = ∞. We prove it by contradiction. Supposeλ < ∞. By the definition ofλ, (25) holds. Since α = ∞, we have lim inf
This plays the same role as (28) in the proof of Lemma 3, and the arguments there lead to a contradiction to the definition ofλ. Lemma 6 is established.
To prove Theorem 2, we first consider the case α < ∞. Our proof goes along the lines of the proof of Theorem 1.3 in [14] . Our next lemma, whose proof is given towards the end of this section, is an analogue of Lemma 4.1 in [14] .
where x = (x 1 , . . . , x n−1 ),δ(r) > 0 and lim r→0 +δ(r )/r = 0. Then
u(x) > a.
Lemma 8.
Under the hypothesis of Theorem 2, if α < ∞, then u is of the form (10) with x, a and b given below (10) .
Proof. For x ∈ ∂R n + , let
By the definition ofλ(x),
By (34),
and it is clear, for some δ(x) > 0 and by (36), that
By (8) and the conformal invariance of the boundary condition satisfied by u,
By Lemma 7,
Thus we have
which implies, for somex ∈ R n−1 and d ∈ R, that
Since u > 0, we have d > 0 and
For simplicity, we takex = 0. By (34) and the above,
we have, by (37),
Thus by the conformal invariance of the equation and the boundary condition satisfied by u, we have In particular, u satisfies (19) and (20). So u is of the form (10) by our earlier discussion of Theorem 2 under (19) and (20). Lemma 8 is established.
Lemma 9. Under the hypotheses of Theorem
Moreover c ≥ 0, and if c = 0, then u must be a constant.
Proof. Since α = ∞, we have, by Lemma 6,
i.e., u x,λ ≤ u on R n + \ B λ (x), ∀0 < λ < ∞, which, by a calculus lemma (see, e.g., Lemma 11.3 in [16] ), implies (38). Let h(t) := u(0 , t) for t ≥ 0.
Since u ≤ 0, we have
Since ∂u/∂x n = cu n/(n−2) on ∂R n + ,
Since h(0) > 0 and
On the other hand, h (t) ≥ 0, so h (t) ≡ 0 and h(t) ≡ h(0). Lemma 9 is established.
Proof of Theorem 2. If α < ∞, the theorem follows from Lemma 8. If α = ∞, then by Lemma 9, (38) holds, and we only need to rule out the possibility of c > 0. For this aim, we make use of (11) . As before, let
Indeed, if lim t→∞ h(t) = ∞, then (39) is obvious, since 0 ≤ h (t) ≤ h (0). Otherwise, there exists some b ∈ [h(0), ∞) such that lim t→∞ h(t) = b. We also know that lim t→∞ h (t) exists since h (t) ≤ 0. So, by the boundedness of h(t), we must have lim t→∞ h (t) = 0, which yields (39). Let (λ 1 , . . . , λ n ) denote the eigenvalues of A u . Then
By (39) and the equation satisfied by u,
By assumption (11) , there exists some δ > 0 such that
so for large t,
i.e.,
Integrating the above inequality twice leads to
Sending t → ∞ in the above yields a contradiction to the positivity of h. Thus we have ruled out the possibility that c > 0. Theorem 2 is established.
In the rest of this section, we prove Lemma 7. We use the notations 
where ω n denotes the volume of the unit ball of R n . We know that φ ∈ C ∞ (B 1 ) ∩ C 0 (B 1 \ ∂R n + ) and, after fixing some small b > 0, The Claim is proved.
Proof of Lemma 7.
We only need to prove the lemma with a = 1, p − q = e 1 := (1, . . . , 1). Indeed, replacing u by (1/a)u, c by ca 2/(n−2) , p by (1/a)p and q by (1/a)q, we can assume a = 1. After a rotation, we can assume p − q = λe 1 for some λ > 0. Replacing u(x) by u(x/λ), c by c/λ, p, q by p/λ, q/λ respectively, we can also assume p − q = e 1 .
Since lim r→0δ (r)/r = 0, there exists 0 <r < d such that δ(r) r ≤ 1 2 φ(0), ∀0 < r <r,
where φ is defined by (40). For 0 < r <r, we consider, for 0 < s < r, Lemma 7 is established.
