In this paper we obtain new well-possedness results concerning a linear inhomogenous Stokes-like system. These results are used to establish local well-posedness in the critical spaces for initial density ρ0 and velocity
Introduction
In this paper we deal with the well-posedness of the inhomogeneous, incompressible Navier-Stokes system:        ∂ t ρ + div (ρu) = 0, ∂ t (ρu) + div (ρu ⊗ u) − div (µ (ρ) D (u)) + ∇P = 0, div u = 0, u |t=0 = u 0 .
(1.1)
In the above, ρ > 0 stands for the density of the fluid, u ∈ R n is the fluid's velocity field while P is the pressure. The viscosity coefficient µ is assumed to be a smooth, strictly positive function of the density while
is the deformation tensor. This system is used to study fluids obtained as a mixture of two (or more) incompressible fluids that have different densities: fluids containing a melted substance, polluted air/water etc.
There is a very rich literature devoted to the study of the well-posedness of (1.1) which we will review in the following lines. Briefly, the question of existence of weak solutions with finite energy was first considered by Kazhikov in [23] (see also [5] ) in the case of constant viscosity. The case with a general viscosity law was treated in [26] . Weak solutions for more regular data were considered in [18] . Recently, weak solutions were investigated by Huang, Paicu and Zhang in [22] .
The unique solvability of (1.1) was first addressed in the seminal work of Ladyženskaja and Solonnikov in [25] . More precisely, considering u 0 ∈ W 2− 2 p ,p (Ω), with p > 2 , a divergence free vector field that vanishes on ∂Ω and ρ 0 ∈ C 1 (Ω) bounded away from zero, they construct a global strong solution in the 2D case respectively a local solution in the 3D case. Moreover, if u 0 is small in W The question of weak-strong uniqueness was addressed in [8] for the case of sufficiently smooth data with vanishing viscosity.
Over the last thirteen years, efforts were made to obtain well-posedness results in the so called critical spaces i.e. the spaces which have the same invariance with respect to time and space dilation as the system itself, namely (ρ 0 (x) , u 0 (x)) → (ρ 0 (lx) , u 0 (lx)) , (ρ (t, x) , u (t, x)) → ρ l 2 t, lx , lu l 2 t, lx , l 2 P l 2 t, lx .
For more details and explanations for nowadays a classical approach we refer to [9] or [17] . In the Besov space context, which includes in particular the more classical Sobolev spaces, these are
p1,r1 and u 0 ∈Ḃ n p 2
−1
p2,r2 .
( 1.2) whereρ is some constant density state and n is the space dimension. Working with densities close (in some appropriate norm) to a constant has led to a rich literature. In [9] local and global existence results are obtained for the case of constant viscosity and by taking the initial data
and under the assumption that ρ 0 −ρ
is sufficiently small. The case with variable viscosity and for initial data ρ 0 −ρ ∈Ḃ n p p,1 and u 0 ∈Ḃ n p −1 p,1 , p ∈ [1, 2n), is treated in [1] . However, uniqueness is guaranteed once p ∈ [1, n). These results where further extended by H. Abidi and M. Paicu in [4] by noticing that ρ 0 −ρ can be taken in a larger Besov space. In [19] , B. Haspot established results in the same spirit as those mentioned above (however, the results are obtained in the nonhomogeneous framework and thus do not fall into the critical framework) in the case where the velocity field is not Lipschitz. In [15] , using the Lagrangian formulation, R. Danchin In particular, functions with small jumps enter this framework. Moreover, as a consequence of their approach, the range of Lebesgue exponents for which uniqueness of solutions holds is extended to p ∈ [1, 2n). In [27] , [21] , [20] , [22] the authors improve the smallness assumptions used in order to obtain global existence. To summarize, all the previous well-posedness results in critical spaces were established assuming that the density is close in some sense to a constant state.
When the later assumption is removed, one must impose more regularity on the data. For the case of constant viscosity, in [10] , R. Danchin obtains local well posedness respectively global well posedness in dimension n = 2 for data drawn from the nonhomogeneous Sobolev spaces: (ρ 0 −ρ, u 0 ) ∈ H n 2 +α × H n 2 −1+β with α, β > 0. The same result for the case of general viscosity law is established in [1] . For data with non Lipschitz velocity results were established in [19] . Concerning rougher densities, in [16] , considering ρ 0 ∈ L ∞ (R d ) bounded from below and u 0 ∈ H 2 R d Danchin and Mucha construct a unique local solution. Again, supposing that the density is close to some constant state they prove global well-posedness. These results are generalized in [28] . Taking the density as above the authors construct: a global unique solution provided that u 0 ∈ H s R 2 for any s > 0 in the 2D case respectively a local unique solution in the 3D case considering u 0 ∈ H 1 R 3 . Moreover, assuming that u 0 is suitably small the solution constructed is global even in the three dimensional case.
In critical spaces of the Navier-Stokes system i. . One of the goals of the present paper is to establish local well-posedness in the critical spaces:
for System (1.1)
• with general smooth variable viscosity law,
• without any smallness assumption on the density,
• without the extra low frequencies assumption. In particular, we generalize the local existence and uniqueness result of H. Abidi, G. Gui and P. Zhang from [2] thus achieving the critical regularity.
As in [15] we will not work directly with system (1.1) instead we will rather use its Lagrangian formulation. By proceeding so, we are naturally led to consider the following Stokes problem with time independent, nonconstant coefficients:
We establish global well-posedness results for System (1.3). This can be viewed as a first step towards generalizing the results of Danchin and Mucha obtained in [17] , Chapter 4, for the case of general viscosity and without assuming that the density is close to a constant state. Let us mention that the estimates that we obtain for System (1.3) have a wider range of applications: in a forthcoming paper we will investigate the well-posedness issue of the Navier-Stokes-Korteweg system under optimal regularity assumptions.
To summarize all the above, our main result reads:
Furthermore, consider u 0 a divergence free vector field with coefficients iṅ
. Then, there exists a time T > 0 and a unique solution (ρ, u, ∇P ) of system (1.1) with
One salutary feature of the Lagrangian formulation is that the density becomes independent of time. More precisely, considering (ρ, u, ∇P ) a solution of (1.1) and denoting by X the flow associated to the vector field u:
we introduce the new Lagrangian variables: ρ (t, y) = ρ (t, X (t, y)) ,ū (t, y) = u (t, X (t, y)) andP (t, y) = P (t, X (t, y)) .
Then, using the chain rule and Proposition 4.18 we gather thatρ (t, ·) = ρ 0 and
where Aū is the inverse of the differential of X, and
Note that we can give a meaning to (1.4) independently of the Eulerian formulation by stating: . Then, there exists a time T > 0 and a unique solution ū, ∇P of system (1.4) with
Moreover, there exists a positive constant C = C (ρ 0 ) such that:
The study of system (1.4) naturally leads to the Stokes-like system (1.3). In Section 2 we establish the global well-posedness of System (1.3). More precisely, we prove:
Furthermore, consider the vector fields u 0 and f with coefficients inḂ
such that:
Then, system (1.3) has a unique solution (u, ∇P ) with:
Moreover, there exists a constant C = C (a, b) such that:
The difficulty in establishing such a result comes from the fact that the pressure and velocity are "strongly" coupled as opposed to the case where ρ is close to a constant see Remark 2.3 below. The key idea is to use the high-low frequency splitting technique first used in [11] combined with the special structure of the "incompressible" part of a∇P i.e.
1 P is the Leray projector over divergence free vector fields, Q = Id − P which is, loosely speaking, more regular than ∇P . Let us mention that a similar principle holds for u which is divergence free 2 : whenever we estimate some term of the form Q (bM (D) u) where b lies in an appropriate Besov space and M (D) is some pseudo-differential operator then we may write it
and use the fact that the later expression in more regular than M (D) u, see Proposition 4.16.
The proof of Theorem 1.3 in the 3-dimensional case is more subtle: first we prove a more restrictive result by demanding an extra low-frequency information on the initial data. Then, using a perturbative version of Danchin and Mucha's results of [17] we arrive at constructing a solution with the optimal regularity. The uniqueness is obtained by a duality method.
Once the estimates of Theorem 1.3 are established, we proceed with the proof of Theorem 1.2 which is the object of Section 3. Finally, we show the equivalence between system (1.4) and system (1.1) thus achieving the proof of Theorem 1.1. We end this paper with an Appendix where results of Littlewood-Paley theory used through the text are gathered.
2 The Stokes system with nonconstant coefficients
Pressure estimates
Before handling System (1.3) we shall study the following elliptic equation:
For the reader's convenience let us cite the following classical result, a proof of which can be found, for instance in [12] :
, there exists a tempered distribution P unique up to constant functions such that ∇P ∈ L 2 (R n ) and Equation (2.1) is satisfied. In addition, we have:
Recently, in [30] , in the 2D case, H. Xu, Y. Li and X. Zhai studied the eliptic equation (2.1) with the data (a −ā, f ) in Besov spaces. Using a different approach, we obtain estimates in both two dimensional and three dimensional situations. Let us also mention that our method allows to obtain a wider range of indices than the one of Proposition 3.1. i) of [30] .
We choose to focus on the 3D case. We aim at establishing the following result:
there exists a tempered distribution P unique up to constant functions such that ∇P ∈Ḃ
and Equation (2.1) is satisfied. Moreover, the following estimate holds true:
Remark 2.1. Working in Besov spaces with third index r = 2 is enough in view of the applications that we have in mind. However similar estimates do hold true when the third index is choosen in the interval [1, 2] .
Proof. Because p < 2, Proposition 4.5 ensures thatḂ
֒→ L 2 and owing to Proposition 2.1, we get the existence
Moreover, as Q is a continuous operator on L 2 we deduce from (2.1) that
Using the Bony decomposition (see Definition 4.3 and the remark that follows) and the fact that P (∇P ) = 0 we write that:
Using Proposition 4.11 along with Proposition 4.5 and relation (2.3), we get that
(2.5)
Next, proceeding as in Proposition 4.15 we get that:
Putting together relations (2.5) and (2.6) we get
Combining this with (2.4) and Proposition 4.5, we find that:
Of course, writing ∇P = 1 a a∇P using product rules one gets that:
Applying the same technique as above leads to the 2 dimensional estimate:
(2.8)
Let us point out that the restriction p > 6 5 comes from the fact that we need
we will have 2 p − 2 which is negative provided that p > 1. The next result covers the range of integrability indices larger than 2 : Proposition 2.4. Let us consider p ∈ (2, 6) and q ∈ [1, ∞) such that
Using Proposition 4.6 we get that relation (2.9) holds true.
As in the previous situation, by applying the same technique we get a similar result in 2D:
such that Equation (2.1) is satisfied. Then, following estimate holds true:
(2.10)
Some preliminary results
In this section we derive estimates for a Stokes-like problem with time independent, nonconstant coefficients. Before proceeding to the actual proof, for the reader's convenience, let us cite the following results pertaining to the case a =ā, b =b constants:
has a unique solution (u, ∇P ) with:
and the following estimate is valid:
.
As a consequence of the previous result, one can establish via a perturbation argument:
Then, there exists a η = η (ā) small enough such that for all c ∈Ḃ
The above results were established by Danchin and Mucha in [14] and [17] .
In all what follows we denote by E loc the space of (u, ∇P ) such that:
Also, let us introduce the space
The first ingredient in proving Theorem 1.3 is the following:
Furthermore, let us consider u 0 , f vector fields with coefficients inḂ
Then, there exists a constant C ab depending on a and b such that any solution (u, ∇P ) ∈ E T of the Stokes system (1.3) will satisfy:
Before proceeding with the proof, a few remarks are in order:
Remark 2.2. Proposition 2.8 is different from Theorem 1.3 when n = 3. Indeed, in the 3 dimensional case the theory is more subtle and thus, as a first step we construct a unique solution for the case of more regular initial data.
Remark 2.3. The difficulty when dealing with the Stokes system with non constant coefficients lies in the fact that the pressure and the velocity u are coupled. Indeed, in the constant coefficients case, in view of
one can apply the divergence operator in the first equation of (1.3) in order to obtain the following elliptic equation verified by the pressure:
From (2.12) we can construct the pressure. Having built the pressure, the velocity satisfies a classical heat equation.
In the non constant coefficient case, proceeding as above we find that:
such that the strategy used in the previous case is not well-adapted. We will establish a priori estimate and use a continuity argument like in [13] . In order to be able to close the estimates on u, we have to bound a∇P
for some β ∈ (0, 1). Thus, the difficulty is to find estimates for the pressure which do not feature the time derivative of the velocity.
In view of Proposition 2.6, let us consider (u L , ∇P L ) the unique solution of the system
In what follows, we will use the notation:ũ
Thus, the system (1.3) is recasted into
Using the last equality along with Proposition 4.12, we infer that:
Let us estimate the pressure a∇P . First, we write that
Applying the Q operator in the first equation of (2.18) we get that
Thus, we get that:
Let write that:
According to Proposition 4.12 we have:
(2.24)
Owing to the fact thatũ is divergence free we can write that 25) such that applying Proposition 4.16 we get that
The last two terms of (2.21)-(2.23) are estimated as follows:
(2.28)
Thus, putting together relations (2.20)-(2.28) we get that:
Next, we turn our attention towards P a∇P . The 2D case respectively the 3D case have to be treated differently.
The 3D case
Noticing that
and using again Proposition 4.16 combined with Proposition 2.2 and Proposition 2.4 we get that:
We observe that a div (bD(ũ))
(2.34)
Putting together (2.30)-(2.33) along with (2.34) we get that
Combining (2.29) with (2.35) yields:
Observe that m could be chosen large enough such that T 1 m (a, b) and T 4 m (a, b) can be made arbitrarily small. Thus, there exists a constant C ab depending on a and b such that:
where η can be made arbitrarily small (of course, with the price of increasing the constant C ab ). Let us take a look at theḂ
p,2 -norm off ; we get that:
(2.37)
p,1 ) and Q is continuous operator on homogeneous Besov spaces from
By applying the operator Q in the first equation of System (2.14) we get that:
and thus
In view of (2.36), (2.19), (2.37) and interpolation we gather that there exists a constant C ab such that:
where, again, at the price of increasing C ab , η can be made arbitrarily small.
The 2D case
In this case, using again Proposition 4.16 combined with Proposition with Proposition 2.3 and Proposition 2.5 we get that:
where, as beforeC
As we have already estimated Q(a div (bD(ũ)))
in (2.29), we gather that:
where
First, we fix an η > 0. Let us fix an m ∈ N such that T 1 m (a, b) a∇P
can be "absorbed" by the LHS of (2.41) and that (Id −Ṡ m )(a∇b)
Next, we see that by choosing M large enough we have
Thus, using interpolation we can write that:
(2.42)
End of the proof of Proposition 2.8
Obviously, combining the two estimates (2.38)-(2.40) and (2.42) we can continue in a unified manner the rest of the proof of Proposition 2.8. First, choose m ∈ N large enough such that
We apply∆ j to (2.18) and we write that:
Multiplying the last relation by |ũ j | p−1 sgnũ j , integrating and using Lemma 8 from the Appendix B of [12] , we get that:
Multiplying the last relation by 2 j( n p −1) , performing an ℓ 1 (Z)-summation and using Proposition 4.14 to deal with
along with (2.38)-(2.40) and (2.41) to deal with the pressure, we get that:
Assuming that m is large enough respectively η is small enough, we can "absorb" (T m (a, b) 
in the LHS of (2.43). Thus, we end up with
such that using Gronwall's lemma, (2.15) and the classical inequality
yields:
exp (C ab t) .
(2.45) Using the fact that u = u L +ũ along with (2.15) and (2.45) gives us:
(2.46) Next, using (2.38)-(2.40) and (2.41) combined with (2.15) and interpolation, we infer that:
Combing (2.48) with (2.46) we finally get that:
Obviously, by obtaining the last estimate we conclude the proof of Proposition 2.8. Next, let us deal with the existence part of the Stokes problem with the coefficients having regularity as in Proposition 2.8. More precisely, we have: Proposition 2.9. Let us consider (a, b, u 0 , f, R) as in the statement of Proposition 2.8. Then, there exists a unique solution (u, ∇P ) ∈ E loc of the Stokes system (1.3). Furthermore, there exists a constant C ab depending on a and b such that:
The uniqueness property is a direct consequence of the estimates of Proposition 2.8. The proof of existence relies on Proposition 2.8 combined with a continuity argument as used in [13] , see also [24] . Let us introduce
and let us consider the following Stokes systems
First of all, a more detailed analysis of the estimates established in Proposition 2.8 enables us to conclude that the constant C a θ b θ appearing in 
Let us take T > 0 and let us consider E T the set of those θ ∈ [0, 1] such that for any (u 0 , f, R) as in the statement of Proposition 2.8 Problem (S θ ) admits a unique solution (u, ∇P ) ∈ E T which satisfies
exp (c (t + 1)) , (2.51) for all t ∈ [0, T ]. According to Proposition 2.6, 0 ∈ E T . Let us suppose that θ ∈ E T . First of all, we denote by (u θ , ∇P θ ) ∈ E T the unique solution of (S θ ). We consider the space
and let S θθ ′ be the operator which associates to w, ∇Q ∈ E T,div , ũ, ∇P the unique solution of
Obviously, S θθ ′ maps E T,div into E T,div . We claim that there exists a positive quantity ε = ε (T ) > 0 such that if |θ − θ ′ | ≤ ε (T ) then S θθ ′ has a fixed point ũ ⋆ , ∇P ⋆ in a suitable ball centered at the origin of the space E T,div . Obviously,
First, we note that, as a consequence of Proposition 2.8, we have that:
exp (c(T + 1)) . (2.54)
Let us observe that
(2.55)
Next, we write that:
The first term of the last identity is estimated as follows:
Regarding the second term, we have that:
and thus:
(2.56)
The only thing left is to treat the
in the case where n = 3.
2,1 ) write that:
and, proceeding in a similar manner we can estimate
Combining (2.55), (2.56) along with (2.59) we get that:
(2.60) Let us replace this into (2.54) to get that
and by linearity
where for k = 1, 2:
Thus one can choose ε (T ) small enough such that |θ − θ ′ | ≤ ε (T ) gives us a fixed point of the solution operator
Thus, for all T > 0, E T = [0, 1] and owing to the uniqueness property and to Proposition 2.8, we can construct a unique solution (u, ∇P ) ∈ E loc to (1.3) such that for all t > 0 the estimate (2.11) is valid. This ends the proof of Proposition 2.9.
2.3 The proof of Theorem 1.3 in the case n = 3
As it was discussed earlier, in dimension n = 3, Proposition 2.8 is weaker than Theorem 1.3 as one requires additional low frequency informations on the data (f,
p,2 ). Thus, we have to bring an extra argument in order to conclude the validity of Theorem 1.3. This is the object of interest of this section.
The existence part
We begin by taking m ∈ N large enough and owing to Proposition 2.7 we can consider u 1 , ∇P 1 the unique solution
which also satisfies:
),
p,2
and proceeding as in (2.56) and (2.58) we get that
).
(2.61)
Next, we obviously have
(2.62)
Using the fact that the product mapsḂ
we get that:
(2.63)
Of course
so that the first term in the RHS of (2.63) is finite. We thus gather from (2.61), (2.62) and (2.63)
p,1 ) and that for all t > 0 there exists a constant C ab such that
) exp (C ab (t + 1)) .
According to Proposition 2.9, there exists a unique solution u 2 , ∇P 2 ∈ E loc of the system:
which satisfies the following estimate
We observe that (u, ∇P ) :
is a solution of (1.3) which satisfies
) exp (C ab (t + 1)) . (2.64)
Of course, using again the first equation of (1.3) we get that
and thus, we get the estimate
) exp (C ab (t + 1)) . (2.65)
Uniqueness
Next, let us prove the uniqueness property. Let us suppose that there exists a T > 0 and a pair (u, ∇P ) that solves
. Observe that we cannot directly conclude to the uniqueness property by appealing to Proposition 2.9 because the pressure does not belong (a priori) to
p,2 ). Recovering this low frequency information is done in the following lines. Let us suppose that 3 < p < 4. Applying the operator Q in the first equation of (2.66) we write that:
where m ∈ N will be fixed later. We observe that:
Taking the supremum over all ψ ∈ S with ψ
≤ 1, owing to (2.67) and Proposition 4.6, it follows that
p,2 ) and that
According to the uniqueness property of Proposition 2.9 we conclude that (u, ∇P ) = (0, 0).
Let us observe that in the case p ∈ for any q ∈ (3, 4) and
q,1 ). Thus, owing to the uniqueness property for the case q ∈ (3, 4) we conclude that (u, ∇P ) is identically null for p ∈ 
Proof of Theorem 1.2
In the rest of the paper we aim at proving Theorem 1.2. Thus, from now on we will work in a 3 dimensional framework.
The linear theory
Let us introduce the space
Before attacking the well-posedness of (1.4), we first have to solve the following linear system:
with det DXv = 1 and Av = (DXv) −1 . Moreover, we suppose that:
for a suitably small α. Obviously, this will be achieved using the estimates of the Stokes system established in the previous section, see Theorem 1.3. Let us write (3.1) in the form
3)
for which we know that:
Following the idea in [15] , and owing to Theorem 1.3, we consider the operator Φ which associates to w, ∇Q ∈ F T , the unique solution ũ, ∇P ∈ F T of:
We will show in the following that for a sufficiently small T > 0, there exists a fixed point for Φ in the unit ball centered at the origin of F T . More precisely, according to Theorem 1.3 we get that
We begin by treating the first term:
We write that
Thus, using (4.15) we get the following bound for T 1 :
The second term is estimated as follows:
such that combining (3.6), (3.7) and (3.8) we get that:
In order to treat the second term of (3.5) we use relations (4.15), (4.16) along with interpolation in order to obtain:
Treating the last term of (3.5) is done using the following formula:
which is a consequence of the fact that det DXv = 1 and Proposition 4.19. Thus, we may write:
3.2 Proof of Theorem 1.2
≤ α and let us consider the closed set:
with R ≤ α sufficiently small such that:
Let us consider the operator S which associates to ṽ, ∇Q ∈F T (R), the solution of:
constructed in the previous section. We will show that that for a suitably small T , the operator S maps the closed setF T (R) into itself and that S is a contraction. First of all, recalling that ũ, ∇P is in fact the fixed point of the operator Φ defined above and using the estimates established in the last section we conclude that
we invoke Proposition 4.19 in order to conclude that det DX (uL+ũ) = 1 so that S mapsF T (R) into itself. Next, we will deal with the stability estimates. For i = 1, 2, let us consider ṽ i , ∇Q i ∈F T (R) and ũ i ,
we see that: + ∇ divG
. (3.13)
Proceeding as in relations (3.6) and (3.7) we get that
α ∇δṽ, ∇δQ
+ α ∇δũ, ∇δP
. (3.14)
Of course, we will use the smallness of α to absorb α ∇δũ, ∇δP
into the LHS of (3.13).
Next, we treat ∇ divG
. Using Proposition 4.19, we write that
and thus, using (4.18)
(3.15)
Finally, we write that
Using (4.18), (4.19) and (4.20) gives us
+ α ∇δṽ . Also, using (4.18), we have that:
The conclusion is that ∇ divG
(3.16)
Gathering the information of (3.14), (3.15) and ( Also, the following inequality holds true:
From now on we fix a functions χ and ϕ satisfying the assertions of the above proposition and let us denote bỹ h respectively h their Fourier inverses.
The homogeneous dyadic blocks∆ j and the homogeneous low frequency cutt-off operatorsṠ j are defined below: In order to establish stability estimates we use the following Proposition 4.22. Letv 1 ,v 2 ∈ E T satisfying the smallness condition (4.14) and δv =v 2 −v 1 . Then we have:
, (4.18)
, (4.19)
. (4.20) 
