The effectiveness of an informing system is based upon several factors that include the perceptual limitations of the person receiving the information. This paper examines the perceptual limitation of the amount of information that may be processed by the human cognitive system when this information is displayed in parallel through multiple windows. The experiments show that a sequential presentation of information is more effective than a parallel one in information transfer of large amounts of information or highly complex information in cognitively demanding subjects like mathematics. These conclusions are informative to educational system designers of complex subjects.
Introduction
Informing systems, in general, are systems that attempt to maximize the amount of information transferred from a computer system to the memory of the human being informed by that system. The efficiency of the information transfer is affected by the limitations and characteristics of the human cognitive system. Indeed, a vast amount of research was directed toward human memory in order to identify the factors that may stimulate recall of information.
In particular, short-term recall of events in the world exhibits characteristics distinct from longterm recall. While long-term recall is believed to be unlimited, short-term recall is severely limited. Miller (1956) showed that people face a difficulty in memorizing and recalling long strings of numbers.
This led researchers to investigate short-term memory further in order to identify its limitations and, by consequence, their influence on the perception of information. Baddeley and Hitch (1974) found that presenting spatial information on a screen while a subject performs a spatial task causes interference, while presenting acoustic information does not affect subject performance in the task. They claimed that these results reflect that the memory space reserved for verbal and spatial information is distinct from the memory space reserved for auditory information. Moreno and Meyer (2000) build on this by defining a split-attention (parallel)
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principle. Instead of having subjects perform a task while textual information is displayed on a screen, they split the screen into two windows: textual and animated. Interference was detected when subjects were closely monitored for time and disappeared when Tabbers, Martens, and Van Merrieboer (2001) gave them unlimited time. In retrospect, these results reflect a restriction represented as limited attention showing that a person cannot attend to the parallel windows within that limited time frame. The lessons presented by Moreno and Mayer (2000) may be considered simple concepts that do not challenge an average student. If, on the other hand, complex learning materials are used then the difference in learning between parallel and sequential presentation may re-appear. Consequently, if learners are allowed free time to learn complex concepts and continue to show a limitation in learning then another cause for the difference may exist. Forms of complexity include the cognitive demands of a problem on a learner's cognitive system (Gill and Hicks, 2006) . Schnotz and Kürschner (2007) indicate that working memory, by definition, has to hold the current problem state, the goal state, any subgoal states as well as any relations or operators continually in working memory until the task is accomplished. In a learning situation where a human has to hold all these states in memory, then, two possibilities exist. The first is that the learner has a scope of perception as wide as the limits of working memory. Multiple windows may be used in the informing system without any loss in the efficiency of the information transfer because as long as there is space in working memory then more information can be perceived. The second is that the perceptual system does not have a bandwidth equal to that of working memory. In this case, only a serial presentation of material is advised in highly complex information transfer domains. Do note that in this condition the memory size requirements of complex materials funnel through the bottleneck posed by perception's memory without overflowing the receiving working memory container. If the test material does overwhelm working memory, then no conclusions can be made between the two above possibilities.
This paper investigates the effectiveness of presenting the same amount and complexity of information to a problem solver in parallel on a screen compared with presenting it sequentially. If the serial presentation of information produces better results, then a bottleneck limits how much information may be received in parallel. This would be consistent with an assumption that the total memory size of short-term memory is larger than the bandwidth of parallel information transfer. Working memory accordingly may store and later processes the information without any effort while keeping all problem states in memory. If, on the other hand, the parallel presentation learning results are equivalent to the serial presentation, then the only size limit imposed on the information perceived is the overall size of short-term perceptual memory. This paper's findings support the existence of a limitation in the bandwidth and also support the existence of a distinct episodic buffer used for synthesis of information. The paper starts by reviewing relevant work to present indicators of the existence of the limited bandwidth in existing literature. It presents the approach followed to test the phenomenon's existence and explore it. That is followed with a discussion of the impact of these findings on informing system design that should take these cognitive restrictions into account.
Background Miller (1956) was one of the first who described in print the limitations of working memory. He described the short term memory's limits of seven chunks representing seven information blocks that can be remembered at one time. If information can be represented in a form that is more semantically related to prior knowledge or that is composed of no more than seven blocks, then it is more likely to be remembered. For example, telephone numbers of length seven may be recalled as a sequence of individual numbers, while numbers of length eight are usually recalled in blocks of two or more.
The existence of this limitation in short term memory encouraged researchers to examine its impact on perceiving information. A central assumption is that human perceptual devices are directly connection to a perceptual memory. What ears hear, for example, is immediately recorded as acoustic information in working memory. Eyes, by contrast, record printed verbal and pictorial information into working memory. Investigating the characteristics of this perceptual memory consequently involved examining interference in perception. Baddeley and Hitch (1974) , for example, discovered that presenting subjects with spatial information on a screen distracts subjects, causing them to make more errors in a spatial activity based task. On the other hand, hearing the auditory version of the same information did not have the same results.
Based upon these findings, Baddeley and Hitch (1974) proposed a model for short-term memory that assumes it is composed of at least three parts (Baddeley, 1998 (Baddeley, , 2000 (Baddeley, , 2003a (Baddeley, , 2003b . The model defines working memory as composed of a central executive which controls the other two modules through limited attention, a phonological loop that holds and manipulates acoustic and speech based information, and a visuospatial sketchpad that is responsible for visual information as shown in Figure 1 .
Current theory indicates that the phonological loop is composed of two components. The first is a passive memory store that holds memory only for a few seconds as it decays, and the second component is a subvocal rehearsal system that refreshes the information stored as well as registers object names within the store if a visual object was perceived and can be named. The visuospatial sketchpad is primarily responsible for what is perceived visually, like color/shape, or spatially, as in items shown above or below other items.
The episodic buffer, however, is a memory that was introduced as a result of several challenges to the three part structure. An extremely intelligent patient who had an impaired long term memory showed normal immediate memory for passages of prose of up to 25 idea units, which is well beyond the assumed capacity of the phonological loop or the visuospatial sketchpad. These idea units required some memory space to hold them until the subject was asked to repeat them, and that memory has to be a form of working memory. The episodic buffer is assumed to play a role in the interaction between the loop and the sketchpad by presenting itself as a common memory (under the control of the central executive) for the merging of spatial and verbal information, for example, the naming of images. It should not, however, have any direct interaction with the outside world since it is not part of the phonological loop, which receives verbal and auditory information from perception, nor is it part of the visual and spatial perceptual system.
Central Executive
Visuospatial sketchpad
Episodic Buffer
Phonological Loop An additional issue is consciousness of the environment, which is already implicitly assumed by the original model because it defines a way of receiving and storing information from the environment. The central executive can attend to a specific event that is stored in the episodic buffer presenting a form of conscious thought. Last but not least the episodic buffer is limited in nature and not unlimited as in the Long Term Memory to which it provides an interface. This is informative to information system designers because the model interprets empirical results by emphasizing the main characteristics of working memory. The model reveals that some media when mixed, like text and animation, require more processing time from the client to attend to all the information, while media like animation and audio mix well and do not have that extra requirement. Gill and Hicks (2006) offer an analysis of complexity classes of task or problems a system user has to face from a large reference pool. They conclude that existing complexity definitions fall into five main classes.
How Complex is Complexity
1. Objective Complexity: Under this class complexity is measured as strictly dependent on the characteristics of the task itself. A task that requires two pages of problem solving differs in complexity from a task that asks problem solvers to add two positive integers.
Lack of Structure Complexity:
The degree of organization in a task to be performed affects its complexity. Performing a search for a name in a sorted list has a lower level of complexity than searching in an unsorted list.
3. Problem Space Complexity: This type of complexity depends on the characteristics of a problem space. One question may have more than one solution with one solution much easier than other possible solutions. This type of difference is usually evident in mathematical proof type problems where one approach to the proof may require a lower number of steps than other approaches to solve the same problem.
4. Information Processing Complexity: On the one hand, it is possible for problem solvers to face a problem that requires complicated mathematical formulas to solve. On the other hand, it is possible to have a problem that only requires basic common knowledge information to solve.
Experienced Complexity:
Problem solvers who are acquainted with the testing procedures followed by a specific instructor are more experienced and have lower anxiety levels prior to a test by that instructor than problem solvers who are taking their first course with an instructor.
The first two classes of complexity are solely dependent on the problem, while the latter three rely on cognitive processing required to solve the problem. The third depends on a problem solver's ability to compare different possible solutions with each other simultaneously while the fourth requires more information manipulation in a possibly long solution.
Consequently, complexity may be directly related to cognitive load. Increasing the amount of information a problem solver has to hold and process in memory is equivalent to increasing the cognitive load requirements. Cognitive load theory (Sweller, 1988; Sweller, Chandler, Tierney, & Cooper, 1990) defines cognitive load to refer to any demands on working memory storage and processing of information. Working memory, by contrast, refers to the structures and processes used for temporary storage and manipulation of information as opposed to long term memory where memories are kept for a long duration of time. In other words, informing systems present information that is processed in working memory and later stored in long term memory. This implies that limitations of working memory are of high relevance to informing systems.
Cognitive load was later split up to describe the additive sum of intrinsic load, extraneous load, and germane load (Sweller, 1988; Sweller et. al., 1990; Sweller, van Merrienboer, & Paas, 1998) . Intrinsic load is the load that is required by the nature of the task itself, while extraneous load represents the unnecessary load that is required by the presentation approach that is utilized when presenting the task to learners. Germane load is a recent addition to the above two and describes a positive load effect that increases load requirements of the learning task in a positive fashion (Sweller, 2005) .
Therefore, intrinsic load is the minimum memory processing requirement by a specific task. Extraneous load, on the other hand, is load that is not necessary, usually caused by the approach selected to present the material. Information can be presented through static screens, through an interactive problem solving session, through a multimedia display, etc. Each one of these will have different memory requirements; for example, a hypermedia linked document expects the reader to recall the pages they linked from and to, while reading a book does not expect readers to recall the pages they read prior to the current one. Germane load is an additional load requirement to memory that aids in remembering learning of the presented information.
In other words, when considering Problem Space complexity from a cognitive perspective, the total number of possibilities that a learner has to recall may include hypermedia address information of various resources, which may be described as germane load, in addition to the problem states required to arrive at a solution (intrinsic load). A poorly defined informing system may also require a learner to recall how to search and find information (extraneous load).
This paper investigates a cognitive trait that may have a direct influence on the level of complexity faced by the learner utilizing an informing system.
Investigating the Existence of a Perception Based Bottleneck
Although the initial presentation of the episodic buffer in 2000 by Baddeley was accompanied by justifications for its introduction, it has not been subject to empirical investigation. Consequently, the work presented here aims to investigate the consequences of its existence. It is by definition larger in size than the memories of the phonological loop and the visuospatial sketchpad. Therefore, the total capacity of working memory is expected to exceed what is perceived at a specific point in time by both perceptual memories.
Since the buffer is distinct from the visuospatial sketchpad and the phonological loop, investigative materials should imply both representations. This is necessary to require the memory of the learners to use the buffer as a support for the two memories available. Mathematics was chosen for this role because, although the presentation is through verbal descriptions in lessons, it is found to include spatial representation in more than one research finding (Gevers, Reynvoet, & Fias, 2003; Guay & Daniel, 1977) . Findings indicate that ordinal sequence ordering of numbers is spatially organized, which implies that this material will invoke the visuospatial sketchpad as well as the phonological loop that will deal with the verbal encasing of the presented educational lesson. This fits the goals of the experiment to make it necessary to use the buffer because it is the only part of working memory that is capable of assimilating the information presented verbally and the information represented with the sketchpad. Findings may be extended to represent any topic that invokes both working memory modules with equivalent complexity requirements.
Challenging the Capacities of the Loop and Sketchpad
In order to test the existence of the buffer, the amount and complexity of educational material that is presented should be larger than the capacity of the memories in the loop and sketchpad. Since the buffer exists in the background, the memories of the loop and sketchpad will present an obstacle to all information obtained from the outside. This dictates that if the educational material is presented in parallel, the loop and sketchpad should be overwhelmed and cause a reduction in learning. On the other hand, if the same amount of educational material is presented serially then this educational material will be first stored in the loop and sketchpad and then filter to the episodic buffer, which is by definition larger in capacity. The existence of the buffer could then be tested by exhibiting more effective learning caused by the serial presentation of materials than by a parallel presentation of the same amount of material.
This paper will present an experiment that will expose problem solvers to two different settings to compare the effects of presenting parallel educational materials versus presenting sequential educational materials of the same size to identify if a working memory buffer exists in the background without direct access to the perceptual world. The paper will also examine the degree of similarity that exist between the pre-and post-tests. Questions of the same class of operations will be designed such that they have high similarity, intermediate similarity, or low similarity.
The pre and post test questions that will be matched are division, multiplication and power. If the question in the pre test has a division operation that is 1/2 and the post test has a 1/3 then these two questions have a high similarity rating because the difference from pre and post test is in only one digit. Lower similarity ratings will mean that the difference is in more than one digit or location of the digit. Problem solvers may try to recall the question types they came across in the pretest to focus more on the learning materials that will benefit their post test performance. Results are expected to show that they will focus on all three operations that are present in the pre-test and show a positive improvement in the post test. If their results are not better in all three operations, then they did not pay extra attention to the operations in the pre-test and this attention does not explain their learning or lack of it.
Designing the Medium of Investigation
In order to compare the two conditions students were divided into two groups. One group was presented with the material arranged in a sequential manner while the other group was presented the materials such that they had to compare the information in different parts of the screen simultaneously. Pre-and post-tests were done to measure the effectiveness of each method while ensuring that these tests were set according to strict similarity ratings as is explained below.
The topic selected is geometric mathematical series of the format 1+2+3+4+...+100 that can also be represented as a mathematical notation with a summation sign and a starting and ending point as well as a variable to represent the change from one term to the next. The above example will therefore have the summation format:
The term "i" in this case is a simple term but it may appear with a number that is added to it as in i+2, or a number that multiplied as in 2i or even with a power (exponent) operation like 2 i or i 2 . The operations addition or subtraction, multiplication or division, and the power operation are in rising degrees of complexity to the learner because they require increasing more computational processing.
Since mathematical numbers are assumed to have a spatial representation (Gevers et al., 2003; Guay & Daniel, 1977) this material seems ideal and with sufficient complexity to overwhelm the memory capacities of the phonological loop and visuospatial sketchpad. Schnotz and Kürschner (2007) indicate that working memory holds all the different states, from the initial states to the goal states, until the task is accomplished. It is, therefore, the aim of this experiment to overwhelm the working memory with tasks that require multiple states. These tasks are then presented either in parallel or in sequence to play the role of conceptual exercise blocks to measure the limits of the cognitive reception bandwidth. If the total capacity of working memory is larger than the reception bandwidth, which is limited by the sizes of the memories in the loop and sketchpad, then a serial presentation of the materials will be more effective than a parallel presentation. Working memory will still be able to hold all states while processing the task because a background working memory, which has been defined by Baddeley (2000) as the episodic buffer, does indeed exist.
If, on the other hand, the limit of working memory is similar to or controls reception bandwidth, then the parallel presentation will be no different than a serial one. Both presentation styles will require working memory to hold all states until all processing is complete and the approach used to receive the information will be subject to only perceptual limitations. There should be no difference in the amount of information that is presented serially from the amount presented in parallel to ensure that the comparison is a valid one.
The interactive tutoring system used to present information starts by explaining basic information to problem solvers and then presents them with an Interactive Module. They use this model by typing different numbers and watching while the system generates the series their numbers will generate. They are therefore capable of testing any form of question that is similar to or different from the ones they had to solve in the pre-test.
Sequential Demonstration Module
Since a primary concern of the tests run here is to identify if sequential presentation of information has a different impact from parallel presentation of information with the same total load requirements, problem solvers were tested before and after the sequential part of the educational system. This is presented as a practice test session. Problem solvers answer seven questions in sequence. Participants see a mathematical series and problem solvers are expected to write the notation that may generate that series. When they write the notation, they can generate the resulting series from what they wrote. They can then compare the result of the generation to the series in the question. They can alter their notation and regenerate until they arrive at the notation that will generate the series in the question.
The questions are all accessed from an index page that displays a list of test question numbers, so learners can only review one question at a time sequentially. They are, therefore, not able to display more than one question on the screen at the same time. They are tested following this stage of learning using a post-test.
Parallel Demonstration Module
The second group of problem solvers completed the interactive learning phase then went on to the Parallel module.
The top half of the screen distinguishes the main components of the solution, which includes where a series starts, where it ends, and the notation that generates the terms. The second half of the screen displays the same components so that students have to compare the top of the screen to the bottom of the screen. The top part displays the ideal solution, alerting problem solvers to the correct starting and ending numbers, and the correct notation to associate with the series.
The second part uses an expert system that shows the probability of that student making a particular mistake and generates according to that probability how it expects that student to solve this new problem. In other words, it uses what it monitored as this student's technique in solving problems to solve this problem.
The information about that student is collected from the previous phase of interactive learning. The resulting series places the student in a teacher's shoes to compare the response to the ideal and to recognize where they went wrong. The main assumption in developing this approach is that it may cause students to recognize by comparison how to improve their approach to solving the problem.
A problem solver has to click on Problem 1 to see the fields in the top half of the screen filled. The series field will show the series that is part of the problem, and the other fields will show the corresponding starting and ending values in addition to the corresponding notation. Upon clicking View 1, the problem solver can see how errors previously made by that problem solver produce different results. The errors in the starting and ending values affect the length of the series that results, so the number of terms is different. Additionally, an error in writing the notation will result in a different looking series that is shown in series field of the View window. In Figure 2 , a problem solver has made the error of multiplying the index n by 2 instead of by 20 and replacing the starting and ending points by 10 to 19 instead of from 1 to 10. Although the response seems to be a different approach to the problem, the resulting series is visibly very different from the one displayed in the Problem 1 series field. Figure 2 shows how the same problem is tackled twice, once with an ideal answer, and the second with some of the errors the same problem solver demonstrated in prior trials.
Consequently, a problem solver has to review two solutions each of Problem 1, Problem 2, and Problem 3 while comparing notations, starting points, ending points, and outcomes in order to Figure 2 : A split-attention display screenshot learn how differences in each result in different series. This type of instruction is consequently described as parallel because at each instance of representing a problem, two different possibilities that are highly similar are displayed to show the effects of the differences between them. On the other hand, with the sequential presentation only one series and the correct response is displayed at any point in time, with more examples being displayed in total to ensure they cover all the possibilities. This group is also tested with a post-test.
A Comparison of the Pre-and Post-Test Questions
Problem solvers took a pre-test before using the tutorial system and post-test following its use to ensure that what is measured by the post-test results from exposure to the system and is not a result of prior knowledge.
Questions were selected based upon the main operation that generates the geometric series and these were division, multiplication, and the power operations. Marking is always out of 6 because a pilot study of this learning material revealed that six types of problem solver errors can be isolated as clearly as possible. These are:
• Error 1 The arithmetic operation in the chosen notation is incorrect.
• Error 2 The integer number in the notation is incorrect.
• Error 3 The starting number of the chosen notation is incorrect.
• Error 4 The ending number of the chosen notation is incorrect.
• Error 5 The number of terms in the resultant series of the chosen notation is less than the number of terms in the problem's series.
• Error 6 The number of terms in the resultant series of the chosen notation exceeds the number of terms in the problem's series.
Note that Errors 5 and 6 also depend on Errors 3 and 4, which implies that they are not completely independent.
The division pre-test question differed from the division post-test question by one digit, which is the value of the denominator and which qualifies division to have the highest similarity rating of pre-and post-test questions.
The multiplication question differed in the digit value multiplied and the digit value added to both the starting and ending numbers, which means a total of two differences. Consequently, it is at second place with regard to pre-to post-test similarity.
The power question differed in the alphabet letter used as a variable and had different increases in the values of the starting number and the ending number. Making the difference more pronounced. Therefore, this operation is regarded as having the least similarity between the pre-to post-test questions.
The prediction is that if the working memory buffer is episodic, then it is likely to be sensitive to the degree of similarity and that this should be reflected in the pre-to post-test data. Additionally, if all students did was to recall the pre test questions to search for the materials that explain how to solve them, then all results in post-tests for the three cases should show an improvement.
The Evaluation Experiment
The experiment was run over a four and half hour duration with two randomly distributed groups of problem solvers who completed the task in return for course credit. They were all third and fourth year students majoring in BSc computer science and Computer Engineering. The first group was composed of 32 students and the second group was composed of 16 students.
Results
The results of the pre-and post-test of the sequential group are shown in Table 1 . The last line on each table with italic text shows the average marks obtained by problem solvers out of 6. Question 1 had a multiplication operation while Question 2 had a power operation and Question 3 had a division. The results of the parallel group are shown in Table 2 . The last line shows the average marks obtained by problem solvers out of 6. The average total problem solver grade in the pre-and post-tests for both conditions are displayed in Table 3 . It is also worth noting that in Q2, problem solvers who received an average of 4.75 out of 6 in a pre-test scored lower in the post-test following the parallel task with an average of 3.88, which implies that they made more mistakes following the use of the system.
Discussion
The first distinction between the two groups is the high percentage improvement of problem solvers who utilized the Sequential Module versus those who utilized the Parallel Module. This may at first make one wonder if there is no ceiling effect here since the Parallel Group started with a higher average pre-test. A ceiling effect occurs if problem solvers start with high grades in the pre-test so the number of marks that problem solver may improve in the post test becomes severely limited. In this case, it is possible that the true potential of the system is underrated if measured by percentage improvement alone. However, the reduction in the level of problem solvers in the power question (#2) from an average of 4.75/6 to an average of 3.88/6 comes up again as a reminder that this presentation style did something that was not intended by the original design.
A sequential presentation of seven questions and solutions produces more improvement than presenting two solutions at a time for comparison with three problems in total. The complexity of the problems is closely monitored according to the definitions of complexity presented in this paper which leaves only one difference between the two presentation styles: two problems at a time for comparison versus one problem at a time.
If the geometric series problems are regarded as cars entering a compound, then the flow of one at a time is restricted by the space available for parking within the compound. However, if more than one car (problem) attempts to enter in parallel (two problems at a time for comparison) then the size of the gate matters even if the number of parking spaces available within the compound is sufficient.
Consequently, these results indicate the existence of a bottleneck at the gate of the compound (size of the "loop" and "sketchpad" memories) even though the episodic buffer has available space to hold all problems.
The second finding made by this data is shown in Table 4 . The effects of similarity on the learning process are evident in the sequential group's case. The negative effect in the least similar power operations raises a question of whether similarity guides the choice of the attention of the central executive. However, in spite of all this evidence a remaining criticism is that the pre-test marks for the Parallel group are much higher to start with than the Sequential group. This may mean that the total amount of improvement possible will always be lower than the improvement possible of the Sequential group. To ensure that this result had not been misread and to ensure that the pre-test scores were similar a second experiment was run.
Replication Experiment
The experiment was run in as in the evaluation experiment with one exception. The group was partitioned into two groups such that the average for each question type is similar. Students were sorted first according to their grades in each question and then randomly distributed to one or the other group, while continually calculating the resulting average per question. Any student who received above 5 in the pretest was excluded from continuing the experiment. Both groups had 31 problem solvers.
Results
The results obtained are shown in Table 5 : 
Conclusion
Results indicate the existence of a bottleneck that exists in one of the stages that information goes through prior to its arrival in working memory. Prior work in limits to perceptual memory led to the development of the Broadbent (1958) Filter theory. The idea was that a filter existed in the perceptual system where items are selected for attention according to their physical traits, because their semantic traits require more processing. A number of theories eventually emerged to explain the various traits and limitations of working memory (Atkinson & Shiffrin, 1968; Baddeley, 2001; Baddeley & Hitch, 1974) . The focus of attention therefore shifted to working memory and away from perceptual limitations (Alkhalifa, 2008b) .
However, the results obtained here indicate that a limitation does exist on the information passing from the perception to working memory because if the information passed is of high bulk or complexity, then presenting it in parallel may cause a hindrance in learning.
There may be a fourth type of educational cognitive load that is dependent on the information received, which may be called bandwidth load. The term describes the extent of parallel information that a cognitive system will allow a learner to perceive without interference or loss of information. This is from an educational perspective to the working memory model that investigates the recently added module, which is the episodic buffer (Baddeley, 2000) .
Such a concept informs designers of all information based systems that utilize windows or dispersed bits of information that are displayed on a computer screen. It is counterproductive to business sites, for example, to overburden a customer's cognitive bandwidth only to end up with a customer not recognizing the special bargain that is on offer during that period of time.
Further analysis shows that the memory does indeed reflect that it is episodic in nature and raises a novel question of whether or not the central executive selects what it attends to and what it neglects based on episodic similarity. Findings on analogy and similarity are also supported, be-cause they are likely to be occurring in the episodic buffer but the interaction between the similarity of the pre-and post-test questions requires further investigation.
There is still much more work that needs to be done to investigate the remaining characteristics of the episodic buffer. One possibility is to probe for gender differences with respect to the parallel display of information versus the serial display, especially since women achieve lower scores in mathematics than their male counterparts and this may be due to a bias by the central executive to verbal tasks.
A prior study (Alkhalifa, 2008a) found that female student levels improved significantly when they were allowed to practice programming through carefully set serial instructions. The justification that was presented was that this approach is less intimidating to them and ensures that they cover all the test cases that are expected of them. Their male colleagues may review all test cases by the process of discovery that male problem solvers enjoy engaging in with their peers. Following this finding, it may be possible that female student improvement is related to the limited reception bandwidth making serial presentation more effective than parallel presentation. Further work is necessary to estimate the full extent of the impact of these results.
