Consider an r-dimensional subspace of R d , r < d, and suppose that we are only given projections of this subspace onto small subsets of the canonical coordinates. The paper establishes necessary and sufficient deterministic conditions on the subsets for subspace identifiability. The results also shed new light on low-rank matrix completion.
I. INTRODUCTION
Subspace identification arises in a wide variety of signal and information processing applications. In many cases, especially high-dimensional situations, it is common to encounter missing data. Hence the growing literature concerning the estimation of low-dimensional subspaces and matrices from incomplete data in theory [1] [2] [3] [4] [5] [6] [7] and applications [8, 9] . This paper considers the problem of identifying an rdimensional subspace of R d from projections of the subspace onto small subsets of the canonical coordinates. The main contribution of this paper is to establish deterministic necessary and sufficient conditions on such subsets that guarantee that there is only one r-dimensional subspace consistent with all the projections. These conditions also have implications for low-rank matrix completion and related problems.
Organization of the paper
In Section II we formally state the problem and our main results. We present the proof of our main theorem in Section III. Section IV illustrates the implications of our results for low-rank matrix completion. Section V presents the graphical interpretation of the problem and another necessary condition based on this viewpoint.
II. MODEL AND MAIN RESULTS
Let S ⋆ denote an r-dimensional subpace of R d . Define Ω as a d × N binary matrix and let ω i denote the i th column of Ω. The nonzero entries of ω i indicate the canonical coordinates involved in the i th projection.
Since S ⋆ is r-dimensional, the restriction of S ⋆ onto ≤ r coordinates will be R (in general), and hence such a projection will provide no information specific to S ⋆ . Therefore, without loss of generality (see the appendix in [10] for immediate generalizations) we will assume that: A1 Ω has exactly r + 1 nonzero entries per column.
Given an r-dimensional subspace S, let S ωi ⊂ R r+1 denote the restriction of S to the nonzero coordinates in ω i . The question addressed in this paper is whether the restrictions {S ⋆ ωi } N i=1 uniquely determine S ⋆ . This depends on the sampling pattern in Ω. 
We will see that identifiability of this sort can only be
Thus, unless otherwise stated, we will also assume that: A2 Ω has exactly N = d − r columns.
Let Gr(r, R d ) denote the Grassmannian manifold of rdimensional subspaces in R d . Define S(S ⋆ , Ω) ⊂ Gr(r, R d ) such that every S ∈ S(S ⋆ , Ω) satisfies S ωi = S ⋆ ωi ∀ i. In words, S(S ⋆ , Ω) is the set of all r-dimensional subspaces matching S ⋆ on Ω.
Then, for example,
It is easy to see that there are infinitely many 1-dimensional subspaces that match S ⋆ on Ω. In fact,
However, if we instead had ω 3 = [0 0 1 1 0] T , then S ⋆ would be the only subspace in S(S ⋆ , Ω).
The main result of this paper is the following theorem, which gives necessary and sufficient conditions on Ω to guarantee that S(S ⋆ , Ω) contains no subspace other than S ⋆ . Our results hold for (a.e.) S ⋆ , with respect to the uniform measure over Gr(r, R d ).
Given a matrix, let n(⋅) denote its number of columns, and m(⋅) the number of its nonzero rows. Theorem 1. Let A1 and A2 hold. For almost every S ⋆ , S ⋆ is the only subspace in S(S ⋆ , Ω) if and only if every matrix Ω ′ formed with a subset of the columns in Ω satisfies
The proof of Theorem 1 is given in Section III. In words, Theorem 1 is stating that S ⋆ is the only subspace that matches S ⋆ in Ω if and only if every subset of n columns of Ω has at least n + r nonzero rows.
Example 2. The following matrix, where 1 denotes a block of all 1's and I denotes the identity matrix, satisfies the conditions of Theorem 1:
When the conditions of Theorem 1 are satisfied, identifying S ⋆ becomes a trivial task: S ⋆ = ker A T , with A as defined in Section III.
In general, verifying the conditions on Ω in Theorem 1 may be computationally prohibitive, especially for large d. However, as the next theorem states, uniform random sampling patterns will satisfy the conditions in Theorem 1 with high probability (w.h.p.). Theorem 2. Assume A2 and let 0 < ≤ 1 be given. Suppose r ≤ d 6 and that each column of Ω contains at least nonzero entries, selected uniformly at random and independently across columns, with ≥ max 9 log( d ) + 12, 2r .
(2)
Then Ω will satisfy the conditions of Theorem 1 with probability at least 1 − .
Theorem 2 is proved in the appendix in [10] . Notice that O(r log d) nonzero entries per column is a typical requirement of LRMC methods, while O(max{r, log d}) is sufficient for subspace identifiability.
III. PROOF OF THEOREM 1
For any subspace, matrix or vector that is compatible with a binary vector υ, we will use the subscript υ to denote its restriction to the nonzero coordinates/rows in υ. For a.e. S ⋆ , S ⋆ ωi is an r-dimensional subspace of R r+1 , and the kernel of S ⋆ ωi is a 1-dimensional subspace of R r+1 . Lemma 1. Let a ωi ∈ R r+1 be a nonzero element of ker S ⋆ ωi . All entries of a ωi are nonzero for a.e. S ⋆ .
Proof. Suppose a ωi has at least one zero entry. Use υ to denote the binary vector of the nonzero entries of a ωi . Since a ωi is orthogonal to S ⋆ ωi , for every u ωi ∈ S ⋆ ωi we have that
Observe that for every binary vector υ with υ 1 ≤ r, a.e. r-dimensional subspace S satisfies dim S υ = υ 1 . Thus (3) holds only in a set of measure zero.
Define a i as the vector in R d with the entries of a ωi in the nonzero positions of ω i and zeros elsewhere. Then S ⊂ ker a T i for every S ∈ S(S ⋆ , Ω) and every i.
as columns, we have that S ⊂ ker A T for every S ∈ S(S ⋆ , Ω). Note that if dim ker A T = r, then S(S ⋆ , Ω) contains just one element, S ⋆ , which is the identifiability condition of interest. Thus, we will establish conditions on Ω guaranteeing that the d − r columns of A are linearly independent.
Recall that for any matrix A ′ formed with a subset of the columns in A, n(A ′ ) denotes the number of columns in A ′ , and m(A ′ ) denotes the number of nonzero rows in A ′ .
Lemma 2. For a.e. S ⋆ , the columns of A are linearly dependent if and only if n(A ′ ) > m(A ′ ) − r for some matrix A ′ formed with a subset of the columns in A.
We will show Lemma 2 using Lemmas 3 and 4 below. Let ℵ(A ′ ) be the largest number of linearly independent columns in A ′ , i.e., the column rank of A ′ .
Proof. Let υ be the binary vector of nonzero rows of A ′ , and A ′ υ be the m(A ′ ) × n(A ′ ) matrix formed with these rows.
We say A ′ is minimally linearly dependent if the columns in A ′ are linearly dependent, but every proper subset of the columns in A ′ is linearly independent.
Note that because A ′ is minimally linearly dependent, all entries in β are nonzero. Since the columns of A ′′ are linearly independent, n = ℵ. Thus, by Lemma 3, n ≤ m − r. We want to show that n = m − r, so suppose for contradiction that n < m − r.
We can assume without loss of generality that A ′′ has all its zero rows (if any) in the first positions. In that case, since A ′ is minimally linearly dependent, it follows that the nonzero entries of a i cannot be in the corresponding rows.
Thus, without loss of generality, assume that a i has its first r nonzero entries in the first r nonzero rows of A ′′ , and that the last nonzero entry of a i is 1 (i.e., rescale a i if needed), and is located in the last row. Letâ i ∈ R r denote the vector with the first nonzero entries of a i , such that we can write:
where C and B are submatrices used to denote the blocks of A ′′ corresponding to the partition of a i . The columns of B are linearly independent. To see this, suppose for contradiction that they are not. This means that there exists some nonzero γ ∈ R n , such that Bγ = 0. Let c = A ′′ γ and note that only the r rows in c corresponding to the block C may be nonzero. Let υ denote the binary vector of these nonzero entries. Since S ⋆ is orthogonal to every column of A ′′ and c is a linear combination of the columns in A ′′ , it follows that
As in the proof of Lemma 1, this implies that the columns of B are linearly dependent only in a set of measure zero.
Going back to (5) , since the n columns of B are linearly independent and because we are assuming that n < m − r, it follows that B has n linearly independent rows. Let B 1 denote the n×n block of B that contains n linearly independent rows, and B 2 the (m − n − r) × n remaining block of B.
Notice that the row of B corresponding to the 1 in a i must belong to B 1 , since otherwise, we have that B 1 β = 0, with β as in (4), which implies that B 1 is rank deficient, in contradiction to its construction.
We can further assume without loss of generality that the first nonzero entry of every column of B is 1 (otherwise we may just rescale each column), and that these nonzero entries are in the first columns (otherwise we may just permute the columns accordingly). We will also letB 2 denote all but the first row of B 2 . Thus, our matrix is organized as
Now (4) implies B 1 β = [ 0 1 ] T , and since B 1 is full rank, we may write
i.e., β is the the last column of the inverse of B 1 , which is a rational function in the elements of B 1 .
Next, let us look back at (4). If n < m − r, then using the additional row [ 1 0 ] of (6) (which does not appear if m = n + r) we obtain [ 1 0 ]β = 0. Recall that all the entries of β are nonzero. Thus, the last equation defines the following nonzero rational function in the elements of B 1 :
Equivalently, (7) is a polynomial equation in the elements of B 1 , which we will denote as f (B 1 ) = 0. Next note that for a.e. S ⋆ , we can write S ⋆ = ker A ⋆T for a unique A ⋆ ∈ R d×(d−r) in column echelon form 1 :
On the other hand every D ⋆ ∈ R r×(d−r) defines a unique rdimensional subspace of R d , via (8) . Thus, we have a bijection between R r×(d−r) and a dense open subset of Gr(r, R d ).
Since the columns of A ′′ must be linear combinations of the columns of A ⋆ , the elements of B 1 are linear functions in the entries of D ⋆ . Therefore, we can express f (B 1 ) as a nonzero polynomial function g in the entries of D ⋆ and rewrite (7) as g(D ⋆ ) = 0. But we know that g(D ⋆ ) ≠ 0 for almost every D ⋆ ∈ R r×(d−r) , and hence for almost every S ⋆ ∈ Gr(r, R d ).
We conclude that almost every subspace in Gr(r, R d ) will not satisfiy (7) , and thus n = m − r.
We are now ready to present the proofs of Lemma 2 and Theorem 1. 
Proof. (Lemma 2) (⇒) Suppose

IV. IMPLICATIONS FOR LOW-RANK MATRIX COMPLETION
Subspace identifiability is closely related to the low-rank matrix completion (LRMC) problem [4] : given a subset of entries in a rank-r matrix, exactly recover all of the missing entries. This requires, implicitly, idenficiation of the subspace spanned by the complete columns of the matrix. We use this section to present the implications of our results for LRMC.
Let X be a d × N , rank-r matrix and assume that A3 The columns of X are drawn independently according to ν, an absolutely continuous distribution with respect to the Lebesgue measure on S ⋆ . Let X Ω be the incomplete version of X, observed only in the nonzero positions of Ω.
Necessary and sufficient conditions for LRMC
To relate the LRMC problem to our main results, defineÑ as the number of distinct columns (sampling patterns) in Ω, and letΩ denote a d ×Ñ matrix composed of these columns. Since X is rank-r, a column with fewer than r observed entries cannot be completed (in general). We will thus assume without loss of generality the following relaxation of A1: A1' Ω has at least r nonzero entries per column. Corollary 2. Let A1' and A3 hold. SupposeΩ contains a d × (d − r) submatrix satisfying the conditions of Theorem 1, and that for every column ω i in this submatrix, at least r columns in X Ω are observed at the nonzero locations of ω i . Then for a.e. S ⋆ , and almost surely with respect to ν, X can be uniquely recovered from X Ω .
Proofs of these results are given in the appendix in [10] . The intuition behind Corollary 1 is simply that identifying a subspace from its projections onto sets of canonical coordinates is easier than LRMC, and so the necessary condition of Theorem 1 is also necessary for LRMC. Corollary 2 follows from the fact that S ⋆ (or its projections) can be determined from r or more observations drawn from ν.
Validating LRMC
Under certain assumptions on the subset of observed entries (e.g., random sampling) and S ⋆ (e.g., incoherence), existing methods, for example nuclear norm minimization [4] , succeed with high probability in completing the matrix exactly and thus identifying S ⋆ . These assumptions are sufficient, but not necessary, and are sometimes unverifiable or unjustified in practice. Therefore, the result of an LRMC algorithm can be suspect. Simply finding a low-rank matrix that agrees with the observed data does not guarantee that it is the correct completion. It is possible that there exist other r-dimensional subspaces different from S ⋆ that agree with the observed entries.
Example 3. Suppose we run an LRMC algorithm on a matrix observed on the support of Ω, with Ω and S ⋆ as in Example 1 in Section II. Suppose that the algorithm produces a completion with columns from S = span[1 2 3 5 5] T instead of S ⋆ . It is clear that the residual of the projection of any vector from S ⋆ ωi onto S ωi will be zero, despite the fact that S ≠ S ⋆ .
In other words, if the residuals are nonzero, we can discard an incorrect solution, but if the residuals are zero, we cannot validate whether our solution is correct or not.
Corollary 3, below, allows one to drop the sampling and incoherence assumptions, and validate the result of any LRMC algorithm deterministically.
Let x i denote the i th column of X, and x ωi be the restriction of x i to the nonzero coordinates of ω i . We say that a subspace S fits X Ω if x ωi ∈ S ωi for every i. Corollary 3. Let A3 hold, and suppose X Ω contains two disjoint sets of columns, X Ω1 and X Ω2 , such that Ω 2 is a d × (d − r) matrix satisfying the conditions of Theorem 1. Let S be the subspace spanned by the columns of a completion of X Ω1 . Then for a.e. S ⋆ , and almost surely with respect to ν, S fits X Ω2 if and only if S = S ⋆ .
The proof of Corollary 3 is given in the appendix in [10] . In words, Corollary 3 states that if one runs an LRMC algorithm on X Ω1 , then the uniqueness and correctness of the resulting low-rank completion can be verified by testing whether it agrees with the validation set X Ω2 .
Example 4. Consider a 1000 × 2000 matrix X Ω with r = 30 and ideal incoherence. In this case, the best sufficient conditions for LRMC that we are aware of [5] require that all entries are observed. Simulations show that alternating minimization [7] can exactly complete such matrices when fewer than half of the entries are observed, and only using half of the columns. While previous theory for matrix completion gives no guarantees in scenarios like this, our new results do.
To see this, split X Ω into two 1000 × 1000 submatrices X Ω1 and X Ω2 . Use nuclear norm, alternating minimization, or any LRMC method, to find a completion of X Ω1 . Theorem 2 can be used to show that the sampling of X Ω2 will satisfy the conditions of Theorem 1 w.h.p. even when only half the entries are observed randomly. We can then use Corollary 3 to show that if X Ω2 is consistent with the completion of X Ω1 , then the completion is unique and correct.
Remarks
Observe that the necessary and sufficient conditions in Corollaries 1 and 2 and the validation in Corollary 3 do not require the incoherence assumptions typically needed in LRMC results in order to guarantee correctness and uniqueness.
Another advantage of results above is that they work for matrices of any rank, while standard LRMC results only hold for ranks significantly smaller than the dimension d.
Finally, the results above hold with probability 1, as opposed to standard LRMC statements, that hold w.h.p. On the other hand, verifying whether Ω 2 meets the conditions of Theorem 1 may be difficult. Nevertheless, if the entries in our data matrix are sampled randomly with rates comparable to standard conditions in LRMC, we know by Theorem 2 that w.h.p. Ω 2 will satisfy such conditions.
V. GRAPHICAL INTERPRETATION OF THE PROBLEM
The problem of LRMC has also been studied from the graph theory perspective. For example, it has been shown that graph connectivity is a necessary condition for completion [6] . Being subspace identifiability so tightly related to LRMC, it comes as no surprise that there also exist graph conditions for subspace identifiability. In this section we draw some connections between subspace identifiability and graph theory that give insight on the conditions in Theorem 1. We use this interpretation to show that graph connectivity is a necessary yet insufficient condition for subspace identification.
Define G(Ω) as the bipartite graph with disjoint sets of row and column vertices, where there is an edge between row vertex j and column vertex i if the (j, i) th entry of Ω is nonzero. Recall that the neighborhood of a set of vertices is the collection of all their adjacent vertices.
The graph theoretic interpretation of the condition on Ω in Theorem 1 is that every set of n column vertices in G(Ω) must have a neighborhood of at least n + r row vertices. Example 6. One may verify that every set of n column vertices in G(Ω) from Example 5 has a neighborhood of at least n + r row vertices. On the other hand, if we consider Ω as in Example 1, the neighborhood of the column vertices {1, 2, 3} in G(Ω) contains fewer than n + r row vertices: .
Columns Rows
With this interpretation of Theorem 1, we can extend terms and results from graph theory to our context. One example is the next corollary, which states that r-row-connectivity is a necessary but insufficient condition for subspace identifiability.
We say G(Ω) is r-row-connected if G(Ω) remains a connected graph after removing any set of r − 1 row vertices and all their adjacent edges. Corollary 4 is proved in the appendix in [10] .
VI. CONCLUSIONS
In this paper we determined when and only when can one identify a subspace from its projections onto subsets of the canonical coordinates. We show that the conditions for identifiability hold w.h.p. under standard random sampling schemes, and that when these conditions are met, identifying the subspace becomes a trivial task.
This gives new necessary and sufficient conditions for LRMC, and allows one to verify whether the result of any LRMC algorithm is unique and correct without prior incoherence or sampling assumptions.
