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Resumen
En el marco del problema de estabilidad de agujeros negros, que es a la fe-
cha uno de los problemas abiertos más importantes de la Relatividad General,
en esta tesis estudiamos varios aspectos de las ecuaciones de campos libres sin
masa sobre espacio-tiempos curvos, enfocándonos en perturbaciones de espa-
cios Einstein algebraicamente especiales, que contienen como caso particular
soluciones de agujeros negros. Analizamos la existencia y origen de estructu-
ras de simetrías subyacentes, aspectos de estabilidad lineal de los campos, y
posibles conexiones con teoría de twistors. Nuestra herramienta principal es
un uso extensivo de las estructuras geométricas asociadas a teorías de Yang-
Mills y conexiones sobre espacios fibrados. Estudiamos espacio-tiempos tanto
de 4 como de altas dimensiones.
En 4 dimensiones, nuestros resultados valen para perturbaciones de toda
la clase de espacio-tiempos Einstein de tipo Petrov D, que incluye la métrica
de Kerr-(A)dS que representa un agujero negro rotante con constante cosmo-
lógica. Encontramos una identidad de operadores sobre el espacio de campos
espinoriales irreducibles de spin 1/2, 1 y 2, que relaciona las ecuaciones de
campo con ecuaciones escalares de tipo onda con peso. Esta identidad per-
mite tomar ecuaciones adjuntas y reconstruir los campos de spin superior a
partir de campos escalares, lo cual conduce a operadores de simetría para las
ecuaciones diferenciales involucradas, y además sugiere conexiones con cier-
tos mecanismos en teoría de twistors. En este sentido, mostramos también
la aparición de simetrías ocultas asociadas a espinores de Killing pesados y
tensores conformes de Killing-Yano. Encontramos que toda la estructura de
simetrías anterior puede asociarse a la covariancia conforme intrínseca a los
campos sin masa, y que además esto guarda una profunda relación con es-
tructuras complejas en el espacio-tiempo. Introducimos la noción de twistor
local con peso y su correspondiente conexión en el fibrado de twistors.
Con respecto a aspectos de estabilidad, nos enfocamos en agujeros ne-
gros estáticos asintóticamente Anti-de Sitter, donde el espacio-tiempo no es
globalmente hiperbólico y por lo tanto el análisis de la dinámica de campos li-
neales involucra un estudio de las condiciones de borde en el infinito temporal.
Mostramos que las condiciones de borde mixtas (de Robin) son naturalmente
motivadas, y encontramos que, mientras que los campos de Klein-Gordon sin
masa son modalmente estables, tanto los campos de Maxwell como de gra-
vedad linealizada son inestables bajo cierto rango del parámetro de Robin.
Analizamos también la ruptura de la supersimetría entre modos gravitacio-
nales y su relación con la estabilidad de los campos. Estos resultados son de
relevancia en el contexto de la conjetura AdS/CFT de Maldacena, en la cual
los duales gravitacionales son frecuentemente agujeros negros asintóticamen-
te AdS. Nuestro estudio se basa en el análisis de ciertos operadores elípticos
(tipo Schrödinger) definidos en una semilínea.
Finalmente, en espacio-tiempos de altas dimensiones, nuestros resultados
se aplican a perturbaciones de la clase Kundt y de agujeros negros estáticos.
La clase Kundt es relevante porque contiene como caso particular las solucio-
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nes asociadas a geometrías cerca del horizonte de agujeros negros extremos,
que han cobrado mucha importancia en la actualidad por su relación con la
correspondencia Kerr/CFT. Siguiendo las ideas del caso 4-dimensional, mo-
dificamos las formas de conexión GHP e introducimos operadores de onda
generalizados, mostrando que las ecuaciones de Teukolsky (y relacionadas)
en dimensiones arbitrarias tienen una estructura tipo onda, y que las mismas
se obtienen off shell como proyecciones de un operador de Laplace-de Rham
modificado. Por último, mostramos también la relación entre las derivadas
modificadas, tensores de tipo Killing con peso, y operadores conformemente
covariantes. Los resultados brindan un mayor entendimiento de la estructura
geométrica de las ecuaciones asociadas a perturbaciones de espacio-tiempos
de altas dimensiones.
Palabras clave: Agujeros negros, Estabilidad, Campos lineales, Simetrías,
Twistors, Gravedad en dimensiones arbitrarias.
PACS: 04.70.Bw, 04.20.Dw, 04.20.Gz, 02.40.-k
Abstract
In the context of the black hole stability problem, which is currently one
of the major open problems in General Relativity, in this thesis we study
several aspects of the massless free field equations on curved spacetimes, with
focus on perturbations of algebraically special spacetimes that contain black
hole solutions as particular cases. We analyze the existence and origin of
underlying symmetry structures, aspects of linear stability of the fields, and
possible connections with twistor theory. Our main tool is an extensive use
of the geometric structures associated to Yang-Mills theories and connections
on fiber bundles. We study spacetimes of both 4 and higher dimensions.
In 4 dimensions, our results hold for perturbations of the whole class of
Einstein spacetimes of Petrov type D, which includes the Kerr-(A)dS metric
representing a rotating black hole with cosmological constant. We find an
operator identity on the space of irreducible spinor fields with spin 1/2, 1 and
2, that relates the field equations to weighted wave-like equations. This iden-
tity allows to take adjoint equations and reconstruct higher spin fields from
scalar fields, which leads to symmetry operators for the differential equations
involved, and also suggests connections with certain mechanisms in twistor
theory. In this sense, we show the appearance of hidden symmetries associa-
ted to weighted Killing spinors and conformal Killing-Yano tensors. We find
that the whole symmetry structure above can be associated to the confor-
mal covariance intrinsic to massless fields, and also that this has a profound
relation with complex structures on the spacetime. We introduce the notion
of weighted local twistors and the corresponding connection on the twistor
bundle.
Regarding stability aspects, we focus on asymptotically Anti-de Sitter sta-
tic black holes, where the spacetime is non-globally hyperbolic and therefore
the analysis of the dynamics of linear fields involves the study of boundary
conditions at timelike infinity. We show that mixed (Robin) boundary condi-
tions are naturally motivated, and we find that, while massless Klein-Gordon
fields are modally stable, both Maxwell and linearized gravitational fields are
unstable on certain range of the Robin parameter. We also analyze the brea-
king of supersymmetry between gravitational modes and its relation with the
stability of the fields. These results are relevant in the context of Maldacena’s
AdS/CFT correspondence, in which the gravitational duals are frequently
asymptotically AdS black holes. Our study is based on the analysis of certain
elliptic (Schrödinger type) operators defined on a half-line.
Finally, for higher dimensional spacetimes, our results apply to perturba-
tions of the Kundt class and of static black holes. The Kundt class is relevant
because it contains as particular case the solutions associated to near hori-
zon geometries of extreme black holes, which have currently attracted much
attention because of their relation with the Kerr/CFT correspondence. Fo-
llowing the ideas of the 4-dimensional case, we modify the GHP connection
forms and introduce generalized wave operators, and we show that the higher
dimensional Teukolsky (and related) equations have a wave-like structure,
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and that they are obtained off shell as projections of a modified Laplace-de
Rham operator. Lastly, we also show the relation between modified derivati-
ves, weighted Killing-like tensors, and conformally covariant operators. Our
results provide a better understanding of the geometric structure of the equa-
tions associated to perturbations of higher dimensional spacetimes.
Keywords: Black holes, Stability, Linear fields, Symmetries, Twistors, Gra-
vity in arbitrary dimensions.
PACS: 04.70.Bw, 04.20.Dw, 04.20.Gz, 02.40.-k
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Introducción
En cualquier situación física realista, el teorema de incompletitud geodé-
sica de Penrose indica que el colapso gravitacional completo conduce inevita-
blemente a una singularidad en el espacio-tiempo. Las nociones de causalidad
y determinismo, junto con el poder de predictibilidad de la Física, deben
ser abandonadas en torno a la singularidad, ya que la propia estructura del
espacio-tiempo se rompe. Esto condujo a Penrose a formular la llamada conje-
tura de censura cósmica, la cual afirma (en su versión débil) que la formación
de una singularidad implica la aparición de un agujero negro, cuyo horizon-
te de eventos la mantiene causalmente desconectada del resto del universo.
Si la conjetura es cierta, luego de que el espacio-tiempo colapsa y alcanza
asintóticamente un estado estacionario, los teoremas de unicidad indicarían
que debe estar descripto por la métrica de Kerr, y esto debe ocurrir para
cualquier estado inicial (físicamente realista) que contenga una singularidad
en el futuro. En particular, supongamos que el estado inicial es ‘cercano’ al
que origina al espacio-tiempo de Kerr. Por la estabilidad de Cauchy de las
ecuaciones de Einstein, dicho estado inicial contendrá una superficie atrapa-
da, luego, el teorema de Penrose indica que desarrollará una singularidad en
el futuro. Si la métrica de Kerr es inestable, en la evolución de dicho estado
inicial no se formará un horizonte de eventos, con lo cual la singularidad que-
daría expuesta al universo, y la conjetura de censura cósmica se violaría. De
esta manera, vemos que la estabilidad del espacio-tiempo de Kerr se relaciona
directamente con la censura cósmica, y por lo tanto con nuestro entendimien-
to de la realidad física. La formulación precisa de esta cuestión es lo que se
denomina el problema de estabilidad de agujeros negros, y es a la fecha uno
de los problemas abiertos más importantes de la Relatividad General.
El estudio de estabilidad de soluciones de las ecuaciones de Einstein es ex-
tremadamente complejo, debido, en parte, a la no-linealidad de las ecuaciones.
Existen en la actualidad muy pocos resultados acerca de estabilidad no-lineal;
los trabajos históricos más conocidos son la prueba de Friedrich de estabilidad
no-lineal del espacio-tiempo de de-Sitter [63], y el trabajo de Christodoulou
y Klainerman de estabilidad no-lineal del espacio-tiempo de Minkowski [36]
(notemos que ambas soluciones son de las más simples de la Relatividad Ge-
neral). Genéricamente, el primer paso es estudiar la estabilidad lineal de un
espacio-tiempo, de manera que uno se deshace de las no-linealidades de las
ecuaciones de Einstein, pero aún así el problema continúa siendo notable-
mente difícil. Una simplificación adicional es considerar la estabilidad lineal
modal; de hecho, la mayoría de los trabajos en la literatura se concentra en
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esta noción de estabilidad, que es muy débil en relación al problema original
(ver sección 1.2.4). La estabilidad lineal modal de la métrica de Schwarzschild
fue probada en [118, 141], y la de Kerr en [138, 128]. La estabilidad lineal
no-modal de Schwarzschild fue probada sólo recientemente en [46, 43]; la de
Kerr constituye uno de los grandes problemas abiertos hoy en día (siendo el
paso previo al problema no-lineal), y es el contexto en el que se enmarca esta
tesis.
Un enfoque muy útil en los estudios de estabilidad lineal de un espacio-
tiempo es el análisis del comportamiento de los campos libres sin masa de spin
s (con s un número semi-entero), que pueden representarse convenientemente
como espinores totalmente simétricos ϕA1...A2s que satisfacen
∇A1A′1ϕA1...A2s = 0 si s > 0, (1)
ϕ = 0 si s = 0, (2)
donde ∇AA′ es la derivada covariante espinorial del espacio de background
(que es una variedad 4-dimensional M con una métrica semi-Riemanniana
gab), y  = gab∇a∇b es el operador de onda. Estas ecuaciones tienen su ori-
gen en el estudio de las representaciones irreducibles del grupo de Poincaré
en un espacio-tiempo plano de 4 dimensiones, y su extensión a un espacio
curvo es válida para los casos de spin 0, 1/2, 1 y 2. Naturalmente, la ecuación
más sencilla es la de un campo de spin cero (2), y es en general el primer
modelo que se analiza al estudiar la estabilidad de un espacio-tiempo1. En
el espacio de Minkowski M, Penrose probó en [112] que toda solución de (1)
puede obtenerse a partir de una solución compleja de (2), lo que permite es-
tudiar la estabilidad y decaimiento de campos de spin superior a partir del
análisis de la ecuación de onda. La prueba de esto utiliza ciertas condicio-
nes de integrabilidad que resultan válidas a causa de la conmutación de las
derivadas covariantes en M y del hecho de que el espacio de Minkowski es
topológicamente trivial.
En espacios curvos, uno esperaría que sea también posible codificar la in-
formación de campos de spin 1 y 2 en un campo escalar complejo, ya que
es sabido que tanto el campo de Maxwell como el gravitacional poseen sólo
dos grados de libertad dinámicos. No obstante, las derivadas covariantes no
conmutan debido a la presencia de curvatura, y la topología puede ser nota-
blemente complicada, por lo que una posible generalización del resultado en
M no es de ningún modo obvia. Aún así, la reciente prueba de estabilidad
lineal del agujero negro de Schwarzschild en [46, 47] muestra que éste es de
hecho el caso para campos de spin 2 en esta solución, ya que toda la informa-
ción de una perturbación gravitacional resulta estar codificada en un campo
escalar Φ que satisface
(+ V )Φ = 0, (3)
1De hecho, es importante notar que, a la fecha, el único resultado de estabilidad li-
neal completa (no-modal, con resultados de acotación punto a punto y decaimiento) en el
espacio-tiempo de Kerr fue obtenido recientemente por Dafermos et al y corresponde a un
campo escalar [41].
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donde V es un cierto potencial, y la métrica puede reconstruirse de manera
4-dimensional covariante como
hab =
r2
3M
∗Cacdb∇c∇d(r3Φ), (4)
donde ∗Cabcd es el tensor de Weyl dual2.
Ahora, los mecanismos en Minkowski que mapean (1) en (2) y viceversa
guardan una estrecha relación con teoría de twistors. Los twistors son objetos
matemáticos originalmente desarrollados por Penrose [113] como una posible
teoría de gravedad cuántica [114], en la que el espacio-tiempo no es más una
entidad fundamental sino más bien secundaria a la estructura de twistors.
Estos objetos han encontrado gran cantidad de aplicaciones en diversas áreas
de la Física y la Matemática, y resultan especialmente adecuados para re-
solver las ecuaciones (1)-(2) en M. Hay diversos grados de sofisticación de
esta construcción; la formulación más fina es ciertamente la transformada de
Penrose, según la cual los campos sin masa se obtienen como ciertas inte-
grales de contorno de funciones holomorfas en el espacio de twistors (que se
entienden más en profundo como clases de cohomología de haces, ver e.g. [55]
y [111, sección 6.10]). Este resultado utiliza el hecho de que ciertas partes de
un twistor son espinores de Killing, esto es, campos espinoriales totalmente
simétricos sujetos a la ecuación
∇(A(A′λB1...Bl)B′1...B′k) = 0. (5)
Estos objetos generalizan los conceptos de vectores de Killing, tensores de
Killing, y formas de Killing-Yano. Si bien la estructura de twistors en un
espacio-tiempo curvo es una cuestión extremadamente sutil, existen ciertos
espacios que admiten espinores de Killing, y en este contexto se conocen
usualmente en la literatura como simetrías ocultas, ya que están asociados
a la integrabilidad de geodésicas y a la separabilidad de ecuaciones como
las de Klein-Gordon y Dirac en espacio-tiempos que no tienen la cantidad
‘suficiente’ de isometrías. Este enfoque resulta particularmente interesante en
su conexión con (3)-(4), ya que es posible probar (aunque no está mencionado
en [46, 47]) que el campo Φ tiene la estructura
Φ = ∗Y abYcdC˙abcd, (6)
donde Yab es un tensor de Killing-Yano, ∗Yab su dual, y C˙abcd es el tensor de
Weyl linealizado, que representa el campo de spin 2 asociado a una pertur-
bación gravitacional.
La posibilidad de generalizar la prueba de [46, 47] a otros espacio-tiempos,
en particular a la solución de Kerr, es ciertamente motivante ya que consti-
tuiría el primer gran paso en resolver uno de los problemas abiertos más im-
portantes de la Relatividad General, esto es, la estabilidad del espacio-tiempo
2una perturbación gravitacional arbitraria de Schwarzschild se descompone como h+ab +
h−ab, donde h
+
ab representa el sector par y h
−
ab el impar; los resultados (3)-(4) valen sólo para
el sector impar, pero el sector par se trata a través del impar por medio de la dualidad de
Chandrasekhar; ver sección 5.4.4.
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de Kerr. Asimismo, resultan también muy interesantes las posibles relaciones
entre los mecanismos que subyacen (3), (4) y (6), y los objetos asociados a
simetrías ocultas y teoría de twistors. El objetivo principal de esta tesis es
explorar estas cuestiones.
Los resultados que hemos obtenido a lo largo de este trabajo pueden en-
contrarse en los artículos [7], [8], [9], [10] y [11].
Organización de la tesis
En el capítulo 1 damos los fundamentos sobre los que se basa el problema
de estudio en esta tesis. Repasamos la definición rigurosa de agujero negro,
destacando la importancia de entender el rol que juega la estructura global del
espacio-tiempo en este concepto. Luego presentamos la noción de estabilidad
de un espacio-tiempo en Relatividad General, lo cual incluye el concepto
de estabilidad no-lineal como problema de Cauchy, y también la noción de
estabilidad lineal y la diferencia entre enfoques modales y no-modales.
El capítulo 2 reúne una gran cantidad de material necesario para abordar
los capítulos siguientes, al hacer un repaso de la geometría espinorial asociada
a una variedad Lorentziana 4-dimensional. Repasamos el álgebra básica de es-
pinores asociados al grupo de spin SL(2,C), y varios aspectos importantes del
tratamiento de espinores en espacios curvos. Recordamos también la noción
de simetrías ocultas en Relatividad General y su utilidad en diversos proble-
mas. Finalmente, como preliminares para los capítulos siguientes, estudiamos
perturbaciones de Minkowski asociadas a campos libres sin masa.
En el capítulo 3 generalizamos los resultados de perturbaciones de Min-
kowski a espacio-tiempos curvos de tipo Petrov D, que son los de interés en el
problema de estabilidad de agujeros negros. Estudiamos campos de spin 1/2, 1
y 2; y encontramos ciertas identidades que mapean off shell las ecuaciones (1)
en ecuaciones de tipo onda, lo cual nos permite tanto reconstruir los campos
de spin superior a partir de campos escalares, como generar operadores de si-
metría para las ecuaciones diferenciales. Notamos también ciertas semejanzas
entre estos resultados y los correspondientes al caso de Minkowski.
En el capítulo 4, motivados por las identidades halladas en el capítulo 3,
exploramos más en profundo el origen e interpretación de ciertos objetos que
aparecen en dichos resultados. Mostramos que es posible interpretar los mis-
mos desde el punto de vista de la covariancia conforme asociada a los campos
sin masa, y que esto guarda a su vez una profunda relación con estructuras
complejas. Nos vemos conducidos a una definición natural de espinores de
Killing con peso, y encontramos también que la estructura tensorial de uno
de los principales operadores involucrados corresponde a la de un operador de
Laplace-de Rham generalizado. La covariancia conforme nos sugiere también
explorar ciertas relaciones con teoría de twistors, más precisamente con el
concepto de twistors locales en espacios curvos.
El capítulo 5 trata sobre perturbaciones de agujeros negros estáticos asin-
tóticamente Anti-de Sitter, y los métodos que utilizamos son distintos a los
empleados en el resto de los capítulos. El enfoque aquí es el estudio de cómo
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la dinámica de los campos, y por lo tanto la respuesta al problema de estabi-
lidad, es influenciada por las condiciones de borde en la frontera temporal, y
el problema se reduce a estudiar el espectro de un cierto operador elíptico (de
tipo Schrödinger) definido en una semilínea. En particular, encontramos las
extensiones autoadjuntas bajo las cuales la solución de Schwarzschild-Anti de
Sitter resulta inestable.
En el capítulo 6 analizamos la generalización de los resultados de los
capítulos anteriores al caso de espacio-tiempos de altas dimensiones. Por los
motivos explicados allí, nos enfocamos en perturbaciones de espacio-tiempos
de la clase Kundt y de agujeros negros estáticos. Introducimos operadores
de onda modificados en términos de los cuales las ecuaciones escalares (con
índices internos) de tipo Teukolsky en dimensiones arbitrarias adoptan una
estructura de tipo onda, y mostramos que las mismas se obtienen off shell
como proyecciones de un operador de Laplace-de Rham generalizado. Encon-
tramos un patrón de simetrías y de reconstrucción de los campos similar al
hallado en el capítulo 3, e interpretamos ciertos operadores en términos de
covariancia conforme.
Finalmente, en el capítulo 7 hacemos un resumen general de nuestros
resultados y presentamos las conclusiones de este trabajo.
Convenciones
En los capítulos 1, 2, 3 y 4 la signatura de la métrica será (+−−−), mien-
tras que en el capítulo 5 la misma será (−+ ++), y por último en el capítulo
6 (que corresponde a dimensiones arbitrarias) será (− + ....+). Siguiendo la
terminología en física de altas energías, utilizaremos el término on shell para
hacer referencia a que estamos asumiendo la validez de las ecuaciones de cam-
po (en el contexto correspondiente), y off shell si no hacemos esta suposición.
Con excepción de una pequeña discusión heurística al comienzo de la sección
4.4, utilizaremos siempre unidades de Planck, esto es, consideramos que la
constante de Planck ~, la constante gravitacional G y la velocidad de la luz
en el vacío c valen 1, ~ = G = c = 1.
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Capítulo 1
Fundamentos
1.1. Agujeros negros y estructura asintótica
La primera idea intuitiva de agujero negro, quizás común en la cultura
popular, es que el mismo es una región del espacio-tiempo de la cual la luz
no puede escapar (y ya que la luz posee la máxima velocidad de propagación
posible, nada puede escapar de un agujero negro). Ahora, los rayos de luz en
Relatividad se representan por geodésicas nulas: curvas γ : I ⊂ R→M en la
variedad cuyo vector tangente tiene norma cero y se propaga paralelamente
a sí mismo a lo largo de γ. El hecho de que “la luz no pueda escapar” de una
región se traduce en que existen puntos del espacio-tiempo que son inalcan-
zables para toda geodésica nula en el interior de dicha región. Sin embargo,
notemos que esto no es en realidad una situación inusual: si consideramos
el cono de luz futuro de un punto cualquiera en el espacio-tiempo, todos los
puntos fuera del cono se encuentran separados a una distancia espacial y por
lo tanto son inalcanzables para las geodésicas nulas en el cono (simplemente
porque habría que viajar más rápido que la velocidad de la luz para alcanzar
esos puntos), convirtiendo a dicho cono de luz en un “agujero negro”. Ya que
esta definición no es para nada satisfactoria, surge la pregunta: ¿qué parte
del espacio-tiempo podemos tomar como “referencia” para decir que, si hay
geodésicas nulas que no llegan a la misma, entonces el espacio-tiempo con-
tiene un agujero negro? Siguiendo con la discusión intuitiva, podemos pensar
que todas las geodésicas nulas del espacio-tiempo, si no están confinadas a
una región, entonces “se extienden hasta el infinito”. Luego, “el infinito” nos
sirve como referencia para detectar si hay geodésicas nulas “atrapadas” en
alguna región. Inmediatamente advertimos entonces dos cosas: se requiere un
conocimiento global del espacio-tiempo para detectar lo que sería una “región
de agujero negro”, y necesitamos precisar la idea de infinito.
El estudio de la estructura del infinito en Relatividad General es fun-
damental en distintos aspectos. En nuestro caso nos interesa porque, como
veremos, permite precisar el concepto de agujero negro, pero es también muy
útil en otras areas; por ejemplo, este estudio dio origen a la noción de radia-
ción gravitacional, que condujo finalmente a la reciente detección de ondas
gravitacionales; y también ha llevado a esquemas de cuantización de la grave-
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dad. El punto de partida usual es la noción de espacio-tiempo asintóticamente
simple. La siguiente definición es adaptada de [84, 130]:
Definición 1.1.1 (Simplicidad asintótica). Un espacio-tiempo (M , g) orien-
table temporal y espacialmente se dice asintóticamente simple si existe un
espacio-tiempo causal1 (M˜ , g˜) con borde suave ∂M˜ =: I , junto con un em-
bedding θ :M ↪→ M˜ tal que:
1. existe una función suave Ω : M˜ → R (factor conforme) que cumple
Ω|θ(M ) > 0 y θ∗g˜ = Ω2g,
2. en la frontera, se tiene Ω|I = 0, dΩ|I 6= 0,
3. toda geodésica nula de M tiene dos puntos finales en I .
Así como (M , g) representa el espacio-tiempo físico, (M˜ , g˜) representa un
espacio-tiempo no-físico; la construcción es simplemente una herramienta pa-
ra poder estudiar el infinito de una manera bien definida. El embedding de
la variedad M en M˜ suele denominarse compactificación conforme, y una
herramienta muy útil para visualizarla son los llamados diagramas conformes
o diagramas de Carter-Penrose (o simplemente de Penrose); en la figura 1.1
ilustramos un ejemplo. El borde I se denomina frontera conforme o infinito
conforme. En la práctica, I también suele llamarse scri, un diminutivo de
script I.
El infinito conforme es una hipersuperficie bien definida en M˜ , con nor-
mal dΩ. Aquellos conjuntos en los que dΩ = 0 (tales como los puntos i0, i±
en los diagramas conformes más abajo) no pertenecen a I y requieren un
tratamiento aparte. Asumiendo que valen las ecuaciones de Einstein, e im-
poniendo condiciones de decaimiento asintótico apropiadas para el tensor de
energía momento de los posibles campos en el espacio-tiempo, la naturaleza
causal de I depende de la existencia y signo de una constante cosmológica
λ: si λ = 0, I es una hipersuperficie nula, si λ > 0 I es espacial, y si λ < 0
I es temporal. Esto puede demostrarse usando métodos conformes, ver e.g.
[130, sección 10.1].
La definición 1.1.1 es bastante general, e incluye, por ejemplo, el espacio-
tiempo de Minkowski, estrellas (aisladas) que no han colapsado gravitacio-
nalmente, o inclusive el espacio-tiempo de de-Sitter, que posee una constante
cosmológica positiva. No incluye, por otro lado, el espacio-tiempo de Anti-de
Sitter, en el que la constante cosmológica es negativa, ni tampoco, como ve-
remos, a los agujeros negros (en ambos casos el item 3. no se cumple). Puede
también ser el caso que, aún cuando un espacio-tiempo sea totalmente regu-
lar (i.e. geodésicamente completo y globalmente hiperbólico –ver def. 1.1.5
más abajo–), no posea esta estructura asintótica, un ejemplo de esto es la
denominada solución de Nariai.
1un espacio-tiempo (M , g) se dice causal si no posee curvas causales (i.e. temporales o
nulas) cerradas.
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Figura 1.1: Diagrama conforme del espacio-tiempo de Minkowski. Cada punto en el diagrama es en realidad
una esfera, el diagrama corresponde a la variedad cociente M /SO(3). i+ e i− son los infinitos temporales
futuro y pasado, mientras que i0 es el infinito espacial. Líneas a 45 grados representan geodésicas nulas; las
líneas verticales curvas corresponden a superficies {r = cte}, mientras que las horizontales son {t = cte}. El
dominio de dependencia de la hipersuperficie Σ es todo M , por lo tanto el espacio-tiempo es globalmente
hiperbólico (ver def. 1.1.5).
Es frecuente agregar una condición adicional a la definición 1.1.1, que da
origen al concepto de espacio-tiempo asintóticamente plano2, en el que uno
impone, además de las 3 condiciones anteriores, el requerimiento de que el
tensor de Ricci de la métrica g sea cero en un entorno de la frontera con-
forme. Esta clase de espacio-tiempos es importante porque modela el campo
gravitacional exterior de cuerpos masivos aislados (en ausencia de una cons-
tante cosmológica). Intuitivamente, un espacio-tiempo asintóticamente plano
es aquel en el que, suficientemente lejos de posibles concentraciones de masa,
la métrica se aproxima a la de Minkowski. La condición de planitud asintótica
sólo puede darse para el caso de cero constante cosmológica, λ = 0. En el caso
λ > 0 el espacio-tiempo se dice asintóticamente de Sitter (ver e.g. [12] para
propiedades generales de estos espacio-tiempos), mientras que para λ < 0 se
denomina asintóticamente Anti-de Sitter (ver, e.g., [13]).
Ahora, como mencionamos, existen espacio-tiempos de gran relevancia en
los que el item 3. no se cumple. Por esta razón se introduce el concepto de
espacio-tiempo débilmente asintóticamente simple, como aquel cuya región
asintótica es difeomorfa a la de un espacio-tiempo asintóticamente simple;
más precisamente [84, 130]:
Definición 1.1.2 (Simplicidad asintótica débil). Un espacio-tiempo (M , g)
se dice débilmente asintóticamente simple si existe, a su vez, un espacio-
tiempo asintóticamente simple (M ′, g′) y un entorno U ′ ⊂ I ′ de forma que
θ−1(U ′) ∩M ′ es isométrico a un entorno U ⊂M .
Agregando el requerimiento de que el tensor de Ricci de g sea cero en un
entorno del infinito conforme, se obtiene el concepto de espacio-tiempo débi-
lemente asintóticamente plano. En la figura 1.2 ilustramos el diagrama confor-
me de un ejemplo de esta situación, correspondiente a la (extensión maximal
de la) solución de Schwarzschild (ver más abajo). La noción débil de simpli-
cidad asintótica en la definición 1.1.2 relaja la condición 3. de la def. 1.1.1, y
2también llamado asintóticamente vacío y simple.
4 Capítulo 1. Fundamentos
permite definir rigurosamente, como veremos enseguida, una región de agu-
jero negro. Dado que este último concepto requerirá de la distinción entre
pasado y futuro, es necesario introducir primero algunos conceptos asociados
a la estructura causal del espacio-tiempo.
La definición 1.1.1 asume que el espacio-tiempo es temporalmente orien-
table, que significa que existe un campo vectorial temporal T globalmente
definido en todo M . Un campo vectorial causal v se dice dirigido hacia el
pasado si g(T, v) < 0, y dirigido hacia el futuro si g(T, v) > 0. Similarmente,
una curva en el espacio-tiempo se dice dirigida hacia el pasado/futuro si su
vector tangente tiene la propiedad correspondiente. El pasado/futuro de un
evento arbitrario en M se define del siguiente modo:
Definición 1.1.3 (Pasado/futuro causal). El pasado causal de un punto p ∈
M se define como el conjunto J−(p) de puntos q ∈ M tales que existe una
curva causal γ : [0, 1]→M dirigida hacia el pasado, con γ(0) = p y γ(1) = q.
El pasado causal de un subconjunto S ⊂M es la unión J−(S) = ∪p∈SJ−(p).
El futuro causal J+(p) se define de modo análogo cambiando pasado por futuro
donde corresponda.
Consideremos ahora un espacio-tiempo débilmente asintóticamente simple,
que admite una orientación temporal global. Asumiremos que el infinito con-
formeI es nulo o espacial, lo cual implica que el espacio-tiempo es (débilmen-
te) asintóticamente plano o de Sitter, respectivamente. (El caso Anti-de Sitter
es más delicado, ver más abajo.) Podemos pensar entonces que I consiste de
dos partes disjuntas: I = I + ∪I −, donde el infinito futuro I + consiste de
los puntos finales de las geodésicas nulas futuras, y el infinito pasado son los
puntos finales de las geodésicas nulas pasadas. Estamos en condiciones ahora
de precisar matemáticamente el concepto de agujero negro:
Definición 1.1.4 (Agujero negro). Sea (M , g) un espacio-tiempo (débil-
mente) asintóticamente simple, cuyo infinito conforme es nulo o espacial,
I = I + ∪I −. Decimos que (M , g) contiene un agujero negro si el pasado
causal del infinito futuro no es toda la variedad, esto es, siM \J−(I +) 6= ∅.
El agujero negro es la región B dada por
B ≡M \ J−(I +) (1.1)
y el horizonte de eventos es la frontera de esta región: H ≡ B˙ 3.
Similarmente se puede definir una región de agujero blanco, como
W ≡M \ J+(I −), (1.2)
siempre que este conjunto sea no-vacío. Resulta muy útil visualizar las regio-
nes (1.1) y (1.2) mediante un diagrama conforme. En la figura 1.2 ilustramos
esta situación para el caso particular de la extensión maximal de la solución
de Schwarzschild, que repasaremos brevemente en la sección 1.1.1.
3U denota la clausura topológica de U , y U˙ := U \ U es la frontera de U
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Figura 1.2: Diagrama de Penrose de la extensión maximal del agujero negro de Schwarzschild asintótica-
mente plano. La región BH es el agujero negro, mientras que WH es el agujero blanco. La singularidad es
de carácter espacial y se encuentra en el valor coordenado r = 0. El dominio de comunicaciones exteriores
(1.3) es I ∪ II (la región II está causalmente desconectada de I y se considera no-física; por esta razón nos
referimos sólo a la región I como exterior). El espacio-tiempo es globalmente hiperbólico: la línea gruesa
que va desde i0 (izquierda) a i0 (derecha) es una hipersuperficie de Cauchy.
La definición 1.1.4 captura de una manera precisa la noción intuitiva con
la que empezamos: un agujero negro es una región del espacio-tiempo de la
cual los rayos de luz no pueden escapar al infinito. El exterior de un agujero
negro se denomina formalmente dominio de comunicaciones exteriores D, y
se define como la intersección entre el pasado causal del infinito futuro, y el
futuro causal del infinito pasado:
D := J−(I +) ∩ J+(I −). (1.3)
Notemos que la región de agujero negro en un espacio-tiempo no es necesa-
riamente conexa. Este es por ejemplo el caso en la solución (“subextrema”)
de Schwarzschild-de Sitter, donde se tiene una “secuencia” infinita de regio-
nes de agujero negro, separadas por horizontes cosmológicos. En la figura 1.3
ilustramos el diagrama de Penrose de este espacio-tiempo.
Por otro lado, en la definición 1.1.4 nos restringimos al caso λ ≥ 0, que
implica un infinito conforme nulo o espacial. Esto es así porque esta clase de
espacio-tiempos es la que se considera físicamente realista: la evidencia empí-
rica indica que el Universo posee una constante cosmológica extremademente
pequeña y positiva, con lo cual es apropiado modelar los espacio-tiempos que
consideramos como asintóticamente planos o de Sitter. Existe también otra
razón para el interés físico en estos espacio-tiempos, que se asocia al poder
de predictibilidad de la Física: cualquier evento en esta clase está influencia-
do sólo por condiciones iniciales apropiadas. Más precisamente, definimos el
dominio de dependencia futuro de una hipersuperficie espacial Σ ⊂M , deno-
tado D+(Σ), como el conjunto de puntos p ∈M tales que toda curva causal
pasada, inextensible, que pasa por p intersecta Σ. El dominio de dependencia
pasado, D−(Σ), se define de modo análogo intercambiando futuro por pasa-
do; y el dominio de dependencia total es la unión D(Σ) = D+(Σ) ∪ D−(Σ).
Intuitivamente, para cualquier punto en D+(Σ), toda señal que lo influencie
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Figura 1.3: Diagrama de Penrose de Schwarzschild-de Sitter subextremo, i.e. los parámetros satisfacen la
relación 0 < 9λM2 < 1 (con λ > 0). El espacio-tiempo es (débilmente) asintóticamente simple. La secuencia
se repite infinitamente en ambas direcciones. La frontera conforme I = I+∪I− es espacial. El horizonte
de eventos del agujero negro es Hb = H +b ∪H −b , y el horizonte cosmológico es Hc = H +c ∪H −c . La
región BH de agujero negro consiste de varias (infinitas) componentes disconexas entre sí.
debe haber pasado por Σ; de modo que mediante un conocimiento de la infor-
mación apropiada en Σ podemos predecir lo que sucederá en cualquier punto
de D+(Σ). El poder de predictibilidad de la Física se basa en que, conociendo
condiciones iniciales apropiadas, podamos determinar lo que ocurre en cual-
quier evento futuro (o pasado) en el espacio-tiempo. Este es un requerimiento
global y no cualquier espacio-tiempo lo satisface; aquellos que sí lo cumplen
reciben un nombre particular:
Definición 1.1.5 (Hiperbolicidad global). Un espacio-tiempo (M , g) se de-
nomina globalmente hiperbólico si existe una hipersuperficie espacial Σ tal
que D(Σ) =M . En tal caso, Σ se llama hipersuperficie de Cauchy.
Los espacio-tiempos asintóticamente planos o de Sitter son globalmente hi-
perbólicos4. Por otro lado, en los espacio-tiempos asintóticamente Anti-de
Sitter el infinito conforme es de carácter temporal. Esto implica que existen
regiones cuyo pasado causal intersecta este borde temporal, y por lo tan-
to estos espacio-tiempos no son globalmente hiperbólicos. En la figura 1.4
ilustramos un ejemplo con el diagrama de Penrose de Schwarzschild-Anti de
Sitter. Aún podríamos definir una región de agujero negro comoM \J−(I ),
pero cualquier definición de evolución dinámica afronta una seria dificultad
respecto del caso λ ≥ 0: ciertos eventos son influenciados no sólo por condi-
ciones iniciales sino también por condiciones de borde en el infinito conforme.
Algunos casos particulares de este problema fueron tratados primero por R.
Wald en [136] y más tarde por R. Wald y A. Ishibashi en [95, 96], y en es-
ta tesis trataremos esta situación en el capítulo 5. El interés en esta clase
de espacio-tiempos se debe principalmente a que son uno de los ingredientes
fundamentales en la renombrada correspondencia AdS/CFT de Maldacena,
que es una de las principales herramientas utilizadas hoy en día en la física
teórica de altas energías.
4para la prueba de esto en el caso λ = 0, ver Proposición 6.9.2 en [84].
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Figura 1.4: Diagrama de Penrose de Schwarzschild Anti-de Sitter. Notemos que la frontera conforme I es
temporal. El espacio-tiempo no es globalmente hiperbólico. Aún cuando consideraremos a la región BH
como un agujero negro, notar que la definición 1.1.4 no incluye esta situación.
1.1.1. Agujeros negros estacionarios
Como mencionamos en la introducción, la versión débil de la conjetura de
censura cósmica establece, en términos intuitivos, que el resultado del colap-
so gravitacional completo de un cuerpo suficientemente masivo es un agujero
negro, no una singularidad desnuda (esto es, una singularidad causalmente
conectada con observadores en el infinito, i.e. no existe un horizonte de even-
tos). Si esta conjetura es cierta, es esperable que un agujero negro formado
por colapso gravitacional alcance eventualmente un estado estacionario, luego
de que una cantidad finita de energía sea radiada al infinito en forma de on-
das gravitacionales. Por lo tanto, las soluciones de agujero negro estacionario
son de gran relevancia física, y son aquellas en las que nos concentraremos en
esta tesis. Más específicamente, asumiendo un espacio-tiempo (débilmente)
asintóticamente simple:
Definición 1.1.6 (Espacio-tiempo estacionario). Un espacio-tiempo (M , g)
se dice estacionario si posee un campo vectorial de Killing que es temporal
cerca de los infinitos futuro I + y pasado I −.
Recordemos que un vector de Killing es por definición un generador infinitesi-
mal de isometrías. La noción de agujero negro estacionario se obtiene entonces
combinando las definiciones 1.1.4 y 1.1.6. Este tipo de soluciones, además de
la recién mencionada relevancia física, son importantes desde el punto de vista
matemático debido a (entre otras cosas) ciertos teoremas de unicidad. Estos
teoremas han sido probados primeramente para espacio-tiempos de 4 dimen-
siones, asintóticamente planos, y vacíos5. El teorema final es consecuencia
de una serie de resultados debidos a Hawking [82], Israel [98], Carter [25], y
Robinson [120]:
5en 4 dimensiones se logró también acoplar un campo electromagnético y obtener el
correspondiente teorema de unicidad para la métrica de Kerr-Newman. Estudios de uni-
cidad en altas dimensiones son un área activa de investigación, aunque es ya claro que la
situación es mucho más compleja.
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Teorema 1.1.1 (Teorema de unicidad, Carter [25], Robinson [120]). Sea
(M , g) un espacio-tiempo 4-dimensional estacionario y asintóticamente plano
que contiene un agujero negro, donde g es una solución de las ecuaciones de
Einstein de vacío. Entonces (M , g) está descripto por la métrica de Kerr.
La métrica de Kerr es en realidad una familia bi-paramétrica de soluciones de
vacío de las ecuaciones de Einstein, considerada una de las más importantes
de la Relatividad General. Si bien el teorema de unicidad sólo es válido para
el caso vacío y asintóticamente plano, es posible incluir una constante cosmo-
lógica λ en las ecuaciones de Einstein y obtener la solución de Kerr-(anti) de
Sitter: la forma explícita de la métrica, en las denominadas coordenadas de
Boyer-Lindquist {t, r, θ, ϕ}, es
g =
(∆r − a2 sin2 θ∆θ)
I2Σ
dt2 − Σ
∆r
dr2 − 2a sin
2 θ[∆r − (r2 + a2)∆θ]
I2Σ
dtdϕ
− Σ
∆θ
dθ2 − sin
2 θ[(r2 + a2)2∆θ − a2 sin2 θ∆r]
I2Σ
dϕ2, (1.4)
donde
∆r := r
2 − 2Mr + a2 − 1
3
λr2(r2 + a2), I := 1 + 1
3
λa2, (1.5)
∆θ := 1 +
1
3
λa2 cos2 θ, Σ := r2 + a2 cos2 θ. (1.6)
Los parámetros M y a representan, respectivamente, la masa y el momento
angular (por unidad de masa) del espacio-tiempo, y son constantes asociadas
a las isometrías continuas generadas por los campos de Killing ∂t y ∂ϕ (el
espacio-tiempo posee también la isometría discreta t→ −t, ϕ→ −ϕ). Existe
una singularidad de curvatura en forma de anillo en los valores coordenados
{r = 0, θ = pi/2}. La geometría (1.4) contendrá un agujero negro sólo si los
parámetros M , a y λ guardan cierta relación entre sí, de otro modo puede
contener una singularidad desnuda. Esto depende de cuántas raíces reales
tiene la ecuación ∆r = 0. Siendo un polinomio de grado 4 en r, pueden existir
hasta 4 raíces reales: rc− < rb− < rb+ < rc+; en este caso el espacio-tiempo
contiene un agujero negro y 4 horizontes distintos: rb+ es el horizonte de
eventos, rb− un horizonte interior, y rc+ y rc− son horizontes cosmológicos
exterior e interior respectivamente.
Veamos algunos casos límite de los parámetros. Si λ = 0, M 6= 0, a 6= 0,
el espacio-tiempo se reduce a la solución de Kerr y el teorema de unicidad
es válido siempre que exista un agujero negro, que será para el caso en que
0 ≤ |a| ≤M . En esta situación el espacio-tiempo posee dos horizontes dados
por los valores coordenados
r± = M ±
√
M2 − a2. (1.7)
El horizonte exterior r+ es un horizonte de eventos, mientras que el horizonte
interior r− es un horizonte de Cauchy. La región r > r+ es el dominio de
comunicaciones exteriores (1.3), que tiene la estructura D = R×(r+,∞)×S2.
Si |a| > M , los horizontes desaparecen y se tiene una singularidad desnuda.
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En el caso |a| = M ambos horizontes se fusionan en uno solo, y el espacio-
tiempo representa un agujero negro extremo.
Si λ 6= 0,M 6= 0 y a = 0, se obtiene la solución de Schwarzschild-(Anti-)de
Sitter:
g = f(r)dt2 − dr
2
f(r)
− r2(dθ2 + sin2 θdϕ2), (1.8)
donde
f(r) = 1− 2M
r
− λ
3
r2. (1.9)
El espacio-tiempo representa ahora un agujero negro no-rotante, esféricamen-
te simétrico. Si λ = 0, recuperamos la solución de Schwarzschild usual, cuyo
diagrama de Penrose ilustramos en la figura 1.2; para λ > 0 tenemos la so-
lución de Schwarzschild-de Sitter (diagrama de Penrose en fig. 1.3) y para
λ < 0 tenemos Schwarzschild-Anti de Sitter (diagrama de Penrose en fig.
1.4). Si además de a = 0 se tieneM = 0, pero λ 6= 0, la métrica se reduce a la
de (Anti-)de Sitter. Si λ = a = M = 0, se obtiene la métrica de Minkowski.
En esta tesis, la principal característica que nos interesa acerca de los
agujeros negros estacionarios es su estructura algebraica: la familia de Kerr-
(Anti-) de Sitter es algebraicamente especial, de tipo Petrov D. La clasificación
de Petrov es un esquema que permite distinguir los posibles tipos del tensor
de curvatura en base a su estructura algebraica; lo veremos en detalle en
la sección 2.2.4. La estructura tipo Petrov D posee propiedades notables en
las que estamos particularmente interesados, que veremos en los capítulos
siguientes.
1.2. El problema de estabilidad
En la introducción dimos un argumento heurístico que muestra la impor-
tancia de la estabilidad de las soluciones de agujeros negros en relación a la
conjetura de censura cósmica. Una noción precisa de estabilidad en Relativi-
dad General es muy sutil; en esta sección pretendemos dar, en primer lugar,
algunos aspectos generales de cuál es el problema último que se quiere resol-
ver (esto es, la estabilidad no-lineal), y luego el enfoque que utilizaremos en
esta tesis en relación al problema de estabilidad lineal.
1.2.1. Estabilidad no-lineal
En términos generales, un marco de trabajo adecuado para estudiar la
dinámica de un sistema físico es la formulación de valores iniciales o problema
de Cauchy: estudiar la evolución del sistema mediante las soluciones de las
ecuaciones diferenciales que lo describen, sujetas a condiciones iniciales apro-
piadas. Esta formulación da también origen al concepto de estabilidad, como
veremos enseguida. Por simplicidad, en esta subsección nos restringiremos a
las ecuaciones de Einstein de vacío. La noción de “condiciones iniciales” en
Relatividad General es la siguiente:
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Definición 1.2.1 (Dato inicial). Un dato inicial de vacío para las ecuaciones
de Einstein es un triple (Σ, hij, Kij), donde Σ es una variedad 3-dimensional
con una métrica Riemanniana hij, y Kij es un tensor simétrico sobre Σ, tal
que se satisfacen las ecuaciones de vínculo de Einstein
3R−KijKij +K2 = 0, (1.10)
DjK
ij − hijDjK = 0, (1.11)
donde 3R y Di son, respectivamente, el escalar de curvatura y la derivada
covariante asociados a la 3-métrica hij, los índices se suben y bajan con hij
y su inversa hij, y K := hijKij.
En esta definición, la 3-variedad Σ hace las veces de “instante de tiempo
inicial”, mientras que hij es el “valor inicial” de la variable dinámica que
evoluciona, y Kij su “derivada temporal” 6.
Dada una solución (de vacío) (M , g) de las ecuaciones de Einstein, y una
hipersuperficie espacial Σ con métrica inducida hij y curvatura extrínseca
Kij, es posible probar que las ecuaciones de vínculo (1.10)-(1.11) se satisfacen
idénticamente (en virtud de las identidades de Gauss-Codazzi). La pregunta
inversa es si un dato inicial origina siempre un espacio-tiempo; esto es, si dado
un dato inicial (Σ, hij, Kij), existe un (M , g) solución de las ecuaciones de
Einstein tal que Σ es una hipersuperficie en M con métrica inducida hij y
segunda forma fundamental Kij. Esta cuestión fue resuelta por Y. Choquet-
Bruhat [37], quien demostró un teorema de existencia y unicidad local. Más
tarde, Y. Choquet-Bruhat y R. Geroch probaron un resultado de unicidad
global:
Teorema 1.2.1 (Y. Choquet-Bruhat y R. Geroch, [38]). Sea (Σ, hij, Kij)
un dato inicial de vacío para las ecuaciones de Einstein. Entonces existe un
desarrollo maximal, globalmente hiperbólico, que es único salvo isometrías.
Por otro lado, respecto de la existencia, es importante enfatizar que la solución
(M , g) existe localmente en el espacio y el tiempo. Utilizando técnicas de
“pegado” (gluing), las diferentes soluciones locales pueden combinarse en una
solución global en el espacio ([65, sección 5.1]). No obstante, en general no
es posible obtener una solución global en el tiempo ([65, sección 5.2]), ya que
la evolución del dato inicial puede desarrollar singularidades; por ejemplo
en un proceso de colapso gravitacional en el que, de acuerdo a la conjetura
de censura cósmica, se forma un agujero negro. Esta característica, i.e. la
ausencia de resultados de existencia global, está estrechamente relacionada al
problema de estabilidad de soluciones de las ecuaciones de Einstein.
El primer concepto de estabilidad a destacar es la estabilidad de Cauchy,
lo cual básicamente significa continuidad de la solución con el dato inicial,
6el tensor Kij representa la curvatura extrínseca de Σ (pensada como subvariedad del
espacio-tiempo al que el dato inicial da origen), que es equivalente a la derivada de Lie de
hij a lo largo del vector normal (temporal) a Σ.
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donde la noción de continuidad es en base a normas de Sobolev7. Notemos
que, aún cuando un espacio-tiempo cumpla esta propiedad, el resultado de
existencia local de la solución implica que asintóticamente en el tiempo las
soluciones originadas por datos iniciales cercanos pueden apartarse sin lími-
te, i.e., la estabilidad de Cauchy no asegura nada acerca de una noción de
estabilidad global del espacio-tiempo. Para precisar esta idea, dado un dato
inicial (Σ, h˚ij, K˚ij), definimos una ε-perturbación como un nuevo dato inicial
(Σ, hij, Kij) tal que ||hij − h˚ij||` < ε y ||Kij − K˚ij||`−1 < ε para alguna norma
de Sobolev || · ||` (ver por ejemplo [119, def. 1] y [58, def. 1.19]). Entonces,
informalmente hablando, un espacio-tiempo es no-linealmente estable si para
toda ε-perturbación suficientemente chica, el desarrollo maximal, globalmen-
te hiperbólico es asintóticamente similar al desarrollo del dato original. Una
definición más rigurosa en un caso general es también más complicada; ver
por ej. [58, def. 1.20].
Para un agujero negro estacionario, hemos visto que el espacio-tiempo es
(débilmente) asintóticamente simple (para λ ≥ 0), con lo cual posee un infini-
to conforme bien definido. Si la solución es no-linealmente estable, la evolución
de perturbaciones del dato inicial debe resultar en un espacio-tiempo con una
estructura asintótica similar, es decir que debe admitir (en particular) un in-
finito conforme. La conjetura de estabilidad no-lineal de agujeros negros es
entonces la siguiente (ver e.g. [42] y [39, sección 5.6]):
Conjetura 1 (Estabilidad no-lineal de la métrica de Kerr). Sea
(Σ, hij, Kij) un dato inicial de vacío para las ecuaciones de Einstein, suficien-
temente cercano al dato inicial de un espacio-tiempo de Kerr g˚ con parámetros
M˚ , a˚, 0 ≤ |˚a| < M˚ . Entonces el desarrollo maximal, globalmente hiperbóli-
co de (Σ, hij, Kij) posee un infinito nulo completo S +, cuyo pasado causal
J−(S +) está acotado en el futuro por un horizonte de eventos, y tal que la
métrica restringida a J−(S +) permanece globalmente cercana a g˚ y decae
asintóticamente a un espacio-tiempo de Kerr con parámetros M , a.
Notemos que el requerimiento de la existencia de un horizonte de eventos
futuro se relaciona directamente a la conjetura de censura cósmica, e implica
la relación 0 ≤ |a| < M para los parámetros del agujero negro de Kerr final.
Existen muy pocos resultados de estabilidad no-lineal de soluciones de las
ecuaciones de Einstein. En el caso asintóticamente plano, el trabajo más co-
nocido es el célebre resultado de estabilidad no-lineal del espacio-tiempo de
Minkowski, realizado por D. Christodoulou y S. Klainerman en [36]. Para asin-
tóticamente de Sitter, tenemos el trabajo [63] de H. Friedrich de estabilidad
no-lineal del espacio-tiempo de de-Sitter. Muy recientemente, ha aparecido
el trabajo [85], por P. Hintz y A. Vasy, sobre la estabilidad no-lineal de la
solución de Schwarzschild-de Sitter8.
7Una norma de Sobolev || · ||` de orden ` ∈ N en una variedad Riemanniana (Σ, h) está
dada por ||T ||2` :=
∑
k≤`
∫
Σ
|DkT |2hµh, donde D y µh son la derivada covariante y forma
de volumen asociadas a h, respectivamente.
8aunque el título de dicho trabajo es “The global nonlinear stability of the Kerr-de
Sitter familiy of black holes”, la prueba de los autores es de hecho para el caso de pequeño
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1.2.2. Estabilidad lineal
En general, uno de los pasos más importantes en el estudio de estabilidad
no-lineal de un espacio-tiempo, es estudiar primero su estabilidad lineal. En
este enfoque no se estudia la evolución de perturbaciones de datos iniciales,
sino que el problema consiste en analizar la acotación y el decaimiento de
campos lineales en el espacio-tiempo. Por razones que veremos en los capítulos
siguientes, las ecuaciones de campos lineales se pueden clasificar de acuerdo
a un parámetro denominado spin que toma valores semi-enteros, s ∈ N0
2
. En
un espacio-tiempo arbitrario, los casos de relevancia física son s = 0, 1
2
, 1 y 2,
que corresponden respectivamente a campos escalares, de Dirac, de Maxwell,
y perturbaciones gravitacionales. El caso de mayor importancia es el de spin 2,
ya que representa deformaciones (lineales) de la geometría del espacio-tiempo,
y es por tanto el paso anterior al problema no-lineal.
En el caso de la estabilidad del espacio-tiempo de MinkowskiM := (R4, ηab),
el análisis de Christodoulou y Klainerman [35] del decaimiento de campos de
spin 1 y 2 fue un paso muy importante para su prueba de estabilidad no-lineal
en [36]. El trabajo de [35] fue luego generalizado en [122] para campos (sin
masa) de spin arbitrario en Minkowski, los cuales son espinores totalmente
simétricos ϕA1...A2s = ϕ(A1...A2s) que resuelven las denominadas ecuaciones de
campos libres sin masa de spin s:
∂A1A
′
1ϕA1...A2s = 0 (1.12)
(ver capítulo 2 para notación, y sección 2.5.1 para el origen de estas ecuacio-
nes). El caso de spin cero es el más sencillo, y es representado por la ecuación
de onda:
ϕ = 0, (1.13)
donde  = ηab∂a∂b es el operador de onda o D’Alembertiano. En un espacio-
tiempo plano, Penrose probó en [112] que las soluciones de (1.12) pueden
construirse en la forma ϕA1....A2s = ∂A1A′1 ...∂A2sA′2sχ
A′1...A
′
2s , donde χA′1...A′2s =
χ(A
′
1...A
′
2s) satisface χA′1...A′2s = 0 y se denomina potencial de Hertz. (El he-
cho de que una solución arbitraria de (1.12) pueda representarse mediante un
potencial de Hertz se debe a que el espacio-tiempo de Minkowski es topoló-
gicamente trivial, ver [112, sección 4].) Más aún, Penrose demuestra que el
potencial de Hertz puede elegirse como χA′1...A′2s = χPA′1...A′2s , donde PA′1...A′2s
es constante en M y χ satisface χ = 0 (y se denomina a veces potencial
de Debye); de este modo, toda solución de (1.12) puede construirse en base
a una solución (compleja) de la ecuación de onda (1.13). Este enfoque aún
es de interés actual, ver por ejemplo [6], donde se estudian las propiedades
asintóticas de los potenciales de Hertz en Minkowski, para aplicarlas luego al
análisis del decaimiento de soluciones de (1.12).
En espacio-tiempos curvos (M , g), las ecuaciones (1.12) para spin s > 1
(reemplazando ∂AA′ por la derivada covariante espinorial ∇AA′) poseen en
momento angular, con lo cual las perturbaciones (no lineales) son equivalentes a perturbar
la solución de Schwarzschild-de Sitter.
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general vínculos algebraicos que restringen fuertemente la existencia de so-
luciones; ver sección 3.1. El caso de spin s = 0 aún es representado por la
ecuación de onda, reemplazando el D’Alembertiano plano por el correspon-
diente operador de onda covariante  = gab∇a∇b. Este caso es el más sencillo
de estudiar en un espacio-tiempo curvo, y aún así llevó muchos años demos-
trar la estabilidad y decaimiento de un campo escalar en el espacio-tiempo
de Kerr; luego de muchos resultados parciales se culminó con el trabajo [41]
de M. Dafermos et al. Como mencionamos en la introducción, es importante
notar que, a la fecha, éste es el único resultado de estabilidad lineal completa
en Kerr, lo cual muestra la complejidad del problema. Para spins s = 1/2
y s = 1 los vínculos algebraicos se satisfacen trivialmente, con lo cual cam-
pos de Dirac y Maxwell pueden todavía estudiarse mediante las ecuaciones
de campos libres sin masa. Para spin s = 3/2 no se conocen campos funda-
mentales en la Naturaleza, y aún en un espacio plano este tipo de campos
tiene problemas de causalidad asociados a una propagación más rápida que
la velocidad de la luz. Este problema puede eliminarse con el requerimiento
de supersimetría, y de hecho los campos con s = 3/2 son esenciales en teorías
de supergravedad, pero las ecuaciones no son de la forma (1.12). Para spin 2,
el campo correspondiente es el espinor de curvatura linealizado, y la ecuación
que satisface no es la de un campo libre sin masa que se propaga en M ; la
variable en este caso es la métrica linealizada hab, y las ecuaciones de campo
son las ecuaciones linealizadas de Einstein, que en el caso vacío con constante
cosmológica tienen la forma
G˙ab[h] + λhab = 0, (1.14)
donde G˙ab[h] es el tensor de Einstein linealizado,
G˙ab[h] = −12hab − 12∇a∇bh+∇c∇(ahb)c − 12gab(∇c∇dhcd −h) (1.15)
(con h = gabhab). Una dificultad adicional en el caso de perturbaciones gravi-
tacionales tiene que ver con la invariancia de gauge, esto es, con el hecho de
que una solución hab de (1.14) es físicamente equivalente a hab +£ξgab, donde
ξ es un campo vectorial arbitrario9. Por lo tanto, las variables físicamente
apropiadas que se utilicen para describir las perturbaciones son aquellas que
resultan invariantes frente a tal transformación.
Por otro lado, la representación de campos de spin superior en términos
de potenciales de Hertz y de Debye es también una cuestión sutil, debido a
que las derivadas covariantes no conmutan, y las condiciones de integrabilidad
involucran ahora términos de curvatura. A la fecha no es claro que cualquier
solución de las ecuaciones de campo pueda representarse en términos de estos
potenciales10 (ni tampoco cuáles serían fórmulas adecuadas de esta represen-
tación), y ahondar en esta cuestión es uno de los principales objetivos de esta
9esta es simplemente la versión linealizada de la bien conocida invariancia bajo difeo-
morfismos de la Relatividad General.
10algunos resultados históricos importantes en esta línea son, por ejemplo, los trabajos
de J. Stewart [124], J. Cohen y L. Kegeles [102], R. Wald [134].
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tesis. Cabe esperar también que el potencial de Debye, en caso de existir, no
satisfaga la ecuación de onda usual, sino alguna ecuación diferencial “de tipo
onda”, esto es, una ecuación de segundo orden donde  es reemplazado por
un operador de onda más general y se deba también agregar un potencial.
1.2.3. Ecuaciones de onda
En la subsección anterior mencionamos que, en el estudio de campos linea-
les en espacios curvos, es deseable poder representar campos de spin superior
en términos de campos escalares (potenciales de Debye) que satisfagan ecua-
ciones de tipo onda. En esta subsección queremos dar una mínima motivación
de porqué nos enfocamos en ecuaciones de “tipo onda”. La insistencia en este
tipo de ecuaciones se debe a que las mismas han sido intensamente estudia-
das en la literatura, y uno puede entonces aplicar resultados muy poderosos
de la teoría de ecuaciones diferenciales. En lo que sigue consideraremos un
espacio-tiempo globalmente hiperbólico (M , g) y un fibrado vectorial E sobre
M , dado que los resultados estándar valen para esta situación. Seguiremos
las referencias [21] y [135, sección 10.1].
Precisemos a qué nos referimos con una ecuación de tipo onda. En primer
lugar, un operador diferencial lineal de segundo orden tiene la forma general
Aab∂a∂b + B
a∂a + C. La estructura “tipo onda” de un operador se formaliza
del siguiente modo:
Definición 1.2.2 (Operador normalmente hiperbólico). Un operador dife-
rencial de segundo orden P : C∞(M ,E) → C∞(M ,E) se dice normalmente
hiperbólico si su símbolo principal está dado por la métrica. En otras palabras,
en coordenadas locales {xa} P adopta la forma
P = gab(x)∂a∂b +B
a(x)∂a + C(x). (1.16)
Si P es un operador normalmente hiperbólico, una ecuación de onda lineal es
una ecuación de la forma Pu = f , para una f dada, donde u ∈ C∞(M ,E)
es una sección suave de E. Sea Σ ⊂ M una hipersuperficie de Cauchy, con
normal unitario futuro na. El problema de Cauchy para esta ecuación de onda
es encontrar u tal que
Pu = f,
u|Σ = u0, (1.17)
(∇nu)|Σ = u1,
para f, u0, u1 dadas. El resultado más relevante al considerar este sistema es
el siguiente (ver Teoremas 3.2.11 y 3.2.12 en [21], también Teorema 10.1.2 en
[135]):
Teorema 1.2.2. Sea (M , g) un espacio-tiempo globalmente hiperbólico, y
sea Σ ⊂M una hipersuperficie de Cauchy con normal na. Sea E un fibrado
vectorial sobreM y sea P un operador normalmente hiperbólico actuando en
secciones de E. Entonces:
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(i) Para cada u0, u1 ∈ C∞0 (Σ,E) y f ∈ C∞0 (M ,E), existe una única solu-
ción al problema de Cauchy (1.17).
(ii) La solución depende continuamente de los datos u0, u1, f .
(iii) La solución u satisface supp(u) ⊂ J(K), donde K = supp(u0)∪supp(u1)∪
supp(f) y J(K) = J+(K) ∪ J−(K).
Los items (i) y (ii) significan que el problema de Cauchy está bien definido (es
well-posed), y el item (iii) implica que existe una velocidad de propagación
finita para las perturbaciones. El item (ii) implica también la estabilidad de
Cauchy del sistema (1.17), pero, como observamos en la subsección 1.2.1, esto
no asegura nada acerca de la estabilidad global de la solución u. La demos-
tración del teorema puede encontrarse en [21]. Las condiciones de suavidad
de los datos en (i) pueden ser relajadas, i.e. es posible utilizar funciones de
menor regularidad en (por ej.) espacios de Sobolev apropiados.
1.2.4. Estabilidad lineal modal versus no-modal
Finalmente, hagamos algunos comentarios importantes con respecto a la
diferencia entre estabilidad lineal modal y no-modal. En el enfoque modal,
toda solución se descompone en una suma infinita de modos, cada uno de
los cuales es una solución separable de la ecuación, y se analiza la evolución
de modos aislados. Por ejemplo, en Schwarzschild, la descomposición modal
conduce a que las ecuaciones linealizadas de Einstein se reduzcan a ecuacio-
nes escalares para variables de la forma Φ(ω)`,m(t, r, θ, ϕ) = ψ
(ω)
`,m(r)Y`,m(θ, ϕ)e
iωt,
donde Y`,m son los armónicos esféricos ordinarios, ω es una constante de se-
paración, y ψ(ω)`,m es una función que satisface cierta ecuación diferencial or-
dinaria (ver sección 5.2.2). Un término de esta forma, caracterizado por la
frecuencia ω y los números armónicos (`,m), se denomina modo, y estabilidad
lineal modal se refiere a probar que no existan modos con Im(ω) < 0 (esto
es simplemente porque, si no existen modos con Im(ω) < 0, entonces Φ`,m
decaerá asintóticamente en el tiempo). Este es ciertamente un primer paso
importante; sin embargo, descartar la existencia de este tipo de modos no
constituye una prueba de estabilidad lineal (ver por ejemplo [47], también
[40]). Esto es porque los campos perturbativos son una suma infinita de mo-
dos, y la acotación de modos aislados no implica una acotación del campo
completo. Más aún, un sistema puede ser modalmente estable (en el sentido
recién mencionado) y sin embargo admitir soluciones que crezcan tanto como
se quiera a un tiempo finito (transient growths), habiendo ejemplos de esto en
mecánica de fluidos (ver por ejemplo [121]). Por último, las variables Φ(ω)(`,m)
carecen de significado geométrico, y su relación con efectos observables de la
perturbación sobre la geometría es remota (ver sección 5.4.3 y [47]).
Una gran mayoría de resultados acerca de estabilidad lineal en la litera-
tura se refieren sólo a un análisis modal. La estabilidad lineal modal de la
solución de Schwarzschild fue demostrada en [118, 141], mientras que para
Kerr el resultado análogo fue obtenido por B. Whiting en [138], utilizando
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la formulación desarrollada por S. Teukolsky [128]. En cambio, la estabilidad
lineal no-modal de Schwarzschild fue demostrada sólo recientemente por G.
Dotti en [46] (y extendida para el caso con constante cosmológica en [47]),
y también independientemente por M. Dafermos, G. Holzegel e I. Rodnians-
ki en el preprint aún más reciente [43]. La estabilidad lineal no-modal del
agujero negro de Kerr permanece un problema abierto a la fecha, y es un
área muy activa de investigación en Física Matemática. Mencionamos, por
último, que mientras un análisis modal no alcanza para probar estabilidad
lineal, sí es suficiente para encontrar inestabilidades lineales (ver por ejemplo
[75, 49, 50, 51]), algo que estudiaremos particularmente en el capítulo 5 11.
11No obstante, es importante aclarar que inestabilidad lineal no necesariamente impli-
ca inestabilidad no-lineal, debido a que es en principio posible que existan términos que
sean relevantes sólo al nivel no-lineal y de alguna manera cancelen la inestabilidad lineal.
Agradecemos a Omar Ortiz por esta observación.
Capítulo 2
Geometría espinorial en 4
dimensiones
2.1. Generalidades
La razón de considerar espinores en Física es, en última instancia, cuántica
(ver sección 2.5.1). No obstante, estos objetos han encontrado también apli-
caciones importantísimas en problemas puramente clásicos; el ejemplo más
relevante es ciertamente la prueba de Witten [140] de la positividad de la
masa en Relatividad General. En 4 dimensiones, la gran utilidad de los espi-
nores está en parte asociada a la estructura del grupo de spin correspondiente,
que conduce a trabajar siempre con objetos totalmente simétricos, lo cual es
de gran utilidad para cálculos explícitos. Desde el punto de vista puramente
matemático, los espinores aparecen en el estudio de álgebras de Clifford en
el área del álgebra geométrica. En cualquier caso, un espinor es siempre, por
definición, un objeto que transforma bajo un grupo de spin.
Sea V un espacio vectorial de dimensión d, y sea g una forma bilineal, no
degenerada, de signatura (p, q) en V . El grupo de transformaciones que pre-
serva g es el grupo ortongonal O(p, q). Si requerimos además que las transfor-
maciones preserven el elemento de volumen de V , O(p, q) se reduce a SO(p, q).
Tenemos entonces:
Definición 2.1.1. El grupo de spin asociado a (V, g) es el cubrimiento
Spin(p, q) = ˜SO(p, q)↑, (2.1)
donde SO(p, q)↑ es la componente de SO(p, q) conexa con la identidad. Si
ρ : Spin(p, q) → GL(E) es una representación de Spin(p, q) en el espacio
vectorial E, un espinor es un elemento de E.
La naturaleza de los espinores depende entonces de la estructura de los
grupos de spin, y los ejemplos en Física en general hacen uso de isomorfismos
particulares. En Mecánica Cuántica no-relativisita, el espacio es V = R3 con
métrica euclídea, con lo cual el grupo de spin es Spin(3) = S˜O(3). Además
se tiene el isomorfismo Spin(3) ∼= SU(2), y la representación fundamental de
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SU(2) es C2, luego un espinor en este contexto es simplemente un elemento
de C2 que, bajo rotaciones en el espacio, transforma bajo SU(2). En Teoría
Cuántica de Campos, el espacio es V = R4 con la métrica de Minkowski; el
grupo de spin es entonces Spin(1, 3) = ˜SO(1, 3)↑, que resulta ser isomorfo a
SL(2,C). Un tercer ejemplo es el grupo de spin Spin(2, 4) ∼= SU(2, 2), que es
un cubrimiento 4 a 1 del grupo conforme en Minkowski, y los espinores de
SU(2, 2) se denominan twistors, ver sección 4.3. Por otro lado, en Relatividad
General el espacio-tiempo no es un espacio vectorial sino una variedad dife-
renciable, con lo cual la definición de espinores es una cuestión mucho más
sutil. Como repasaremos a continuación, la idea es esencialmente definir es-
pinores en cada espacio tangente, y luego “pegar” todas las construcciones de
una manera suave. Existen, no obstante, obstrucciones de origen topológico
para esta construcción, con lo cual no todo espacio-tiempo en Relatividad
General admite una estructura espinorial.
2.2. Espinores en Relatividad General
Como mencionamos, la idea para construir espinores en un espacio curvo
(M , g) es definirlos localmente, y luego ver si es posible “pegar” esta construc-
ción de manera suave en todo M . Veamos primero esta construcción local;
en la sección 2.2.2 veremos los aspectos globales.
Sea (M , g) un espacio-tiempo 3 + 1 dimensional, orientable temporal y
espacialmente, con signatura métrica (+ − −−). Sea x ∈ M , y sea {ea},
a = 0, ..., 3, una tetrada ortonormal en TxM , esto es g(ea, eb) = gabeaaebb =
ηab, donde ηab = diag(1,−, 1,−1,−1). Cualquier otra tetrada de la forma
{e′a = Λabeb}, donde Λ es un elemento del grupo ortogonal O(1, 3), es igual-
mente válida ya que g(e′a, e′b) = ηab. Si requerimos además tetradas que pre-
serven la orientación temporal y espacial, O(1, 3) es adicionalmente reducido
a SO(1, 3)↑. Esto implica que, en x, tenemos el espacio vectorial TxM con
una forma bilineal invariante bajo SO(1, 3)↑; podemos entonces construir es-
pinores asociados a TxM según la definición 2.1.1. El correspondiente grupo
de spin es:
˜SO(1, 3)↑ = Spin(1, 3) ∼= SL(2,C). (2.2)
El grupo SL(2,C) es un doble cubrimiento de SO(1, 3)↑: el mapa cubrimiento
φ : SL(2,C)→ SO(1, 3)↑ es un homomorfismo 2-1, siendo su kernel ker(φ) =
Z2. Veamos un poco más en detalle la acción explícita de este mapa (esto es,
la relación entre los elementos de ambos grupos). Consideremos los espacios
TxM ∼= R4 = span{ea} y H2 = spanR{σa}, donde σa = (σ0, σ1, σ2, σ3), con σ0
la identidad 2 × 2 (multiplicada por 2−1/2) y σ1, σ2, σ3 las matrices de Pauli
(por 2−1/2):
σ1 =
1√
2
(
0 1
1 0
)
, σ2 =
1√
2
(
0 i
−i 0
)
, σ3 =
1√
2
(
1 0
0 −1
)
. (2.3)
Consideremos también el isomorfismo σ : R4 → H2 (tomamos a H2 como un
espacio real) dado por σ(ea) = σa. Entonces la relación entre un elemento
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S ∈ SL(2,C) y su imagen Λ = φ(S) ∈ SO(1, 3)↑ está dada por
Sσ(v)S† = σ(Λv), ∀ v ∈ R4, (2.4)
donde se sobreentienden las representaciones fundamentales de ambos grupos
(i.e. S es una matriz 2 × 2 y Λ una matrix 4 × 4). De la relación (2.4) se ve
claramente que φ(S) = φ(−S), es decir que S y −S representan la misma
transformación de Lorentz.
La representación fundamental de SL(2,C) es C2, y la anti-fundamental
es C¯2. A diferencia de SU(2), C2 y C¯2 no son representaciones equivalentes
de SL(2,C)1, lo cual implica que debemos hacer distinción entre ellas. En
notación de índices abstractos, tomamos esto en cuenta como sigue: los índices
A,B,C, ... representan objetos de C2 y toman valores en {0, 1}, mientras
que índices primados A′, B′, C ′, ... corresponden a C¯2, y toman los valores
{0′, 1′}. Considerando también las representaciones duales C2∗ y C¯2∗, tenemos
entonces las siguientes clases de objetos:
ψA ∈ C2, χA′ ∈ C¯2, ωA ∈ C2∗, ξA′ ∈ C¯2∗. (2.5)
Espinores más generales se definen, naturalmente, tomando productos tenso-
riales arbitrarios: un espinor de tipo (k, l; k′, l′) es un elemento
ϕA1...AkB
′
1...B
′
k′C1...ClD′1...D
′
l′
∈ ⊗kC2 ⊗k′ C¯2 ⊗l C2∗ ⊗l′ C¯2∗. (2.6)
De la relación (2.4) deducimos que la estructura de índices del isomorfismo
σ es σaAA
′ , con lo cual dicha relación queda (notando que podemos omitir el
vector v)
SABσa
BB′S¯B′
A′ = σb
AA′Λba. (2.7)
El objeto σaAA
′ permite establecer una correspondencia entre vectores y es-
pinores de tipo (1, 1; 0, 0), pues un vector v = vaea es mapeado a
va 7→ [σ(v)]AA′ = vaσaAA′ = 1√2
(
v0 + v3 v1 + iv2
v1 − iv2 v0 − v3
)
. (2.8)
Usando el vierbein dual ea, definimos la soldering form como σaAA
′
:= eaaσa
AA′ ,
con lo cual podemos escribir vAA′ := vaσaAA
′ . Más aún:
Observación 2.2.1. Es tradicional omitir la soldering form en la correspon-
dencia entre espinores y tensores, de manera que se establece la equivalencia
de índices
a ≡ AA′, b ≡ BB′, c ≡ CC ′, ... (2.9)
Por ejemplo, va ≡ vAA′, ωa ≡ ωAA′, etc. En esta tesis utilizaremos esta
notación.
1Para ver esto, supongamos, por el contrario, que C2 y C¯2 fuesen equivalentes como
representaciones de SL(2,C), entonces por definición existiría un mapa invertible (intert-
winer) w : C2 → C¯2 tal que S¯ = wSw−1 para todo S ∈ SL(2,C); pero si tomamos por
ejemplo S = diag(7i,−i/7), entonces S tiene un autovalor 7i, mientras que S¯ no; luego no
existe tal mapa.
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Las operaciones de subir y bajar índices en espinores (esto es, un mapa
canónico entre un espacio espinorial y su dual) se realizan con el espinor
antisimétrico AB = −BA (y su inversa AB), que es un objeto invariante
bajo SL(2,C),
SA
CSB
DCD = AB, ∀S ∈ SL(2,C). (2.10)
Una relación idéntica se cumple para el complejo conjugado ¯A′B′ . Este ob-
jeto es el análogo de la métrica en el espacio de espinores; pero, como es
antisimétrico, debe tenerse cuidado en cómo subir y bajar índices; nuestras
convenciones son
ψA := BAψ
B, ωA := ABωB (2.11)
y similarmente para los complejos conjugados. Puede mostrarse que la relación
entre AB y la métrica en TxM es
gab ≡ gAA′BB′ = AB ¯A′B′ . (2.12)
Notemos que, en vista de (2.11) y (2.12), el producto tensorial entre dos
espinores ψA y φA′ define un vector nulo (complejo) en TxM : si ψAφA
′
=: va,
entonces gabvavb = 0. El vector va será real si y sólo si φA
′
= ψ¯A
′ .
Finalmente, el análogo espinorial de una tetrada en TxM es una diada de
spin, esto es, una base {εAA} = {oA, ιA} de C2 tal que oAιA ≡ ABoAιB = 1.
Los vectores nulos asociados a una diada y su compleja conjugada definen
una tetrada nula en TxM :
`a = oAo¯A
′
, na = ιAι¯A
′
, ma = oAι¯A
′
, m¯a = ιAo¯A
′
. (2.13)
(Notemos que ma es un vector complejo.) La relación entre las tetradas nula
y ortonormal está dada por
`a = 1√
2
(ea0 + e
a
3), n
a = 1√
2
(ea0 − ea3), ma = 1√2(ea1 − iea2). (2.14)
2.2.1. Representaciones irreducibles de SL(2,C)
Una gran ventaja del formalismo de espinores en 4 dimensiones es que uno
puede restringirse a trabajar sólo con objetos totalmente simétricos. Podemos
anticipar esto si tenemos en cuenta que el espacio de tensores antisimétricos en
2 dimensiones tiene dimensión 1, lo que se traduce en que un espinor arbitrario
puede descomponerse en una parte totalmente simétrica más una suma de
productos de ’s con espinores totalmente simétricos de menor valencia (ver
Proposición (3.3.54) en [110]). Esto se puede describir de manera más formal
utilizando la teoría de representaciones de SL(2,C), de la que hacemos un
mini-repaso en lo que sigue.
El grupo de Lie SL(2,C) es topológicamente S3×R3, con lo cual es simple-
mente conexo y, por lo tanto, sus representaciones están en correspondencia
1-1 con representaciones de su álgebra de Lie sl(2,C). Además, no es difícil
mostrar que sl(2,C) es isomorfa a la complexificación del álgebra su(2):
sl(2,C) ∼= su(2)C ∼= su(2)⊕ su(2). (2.15)
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La teoría de representaciones irreducibles (irreps) de su(2) es bien conocida
(ver e.g. [81, Capítulo 4]): las mismas se clasifican por un número semi-entero
s ∈ N0/2 que se denomina spin, y el espacio de representación S(2s) es isomor-
fo2 al espacio de objetos totalmente simétricos sobre C2, que tiene dimensión
2s+1. Ahora, dadas dos irreps de su(2) caracterizadas por s y s′, su producto
tensorial es una irrep de su(2) ⊕ su(2), luego por (2.15) concluimos que las
irreps de sl(2,C), y por lo tanto las de SL(2,C), se caracterizarán por dos
números semienteros, y los espacios de representación estarán compuestos de
espinores totalmente simétricos en índices primados y no-primados:
S(s,s′) ≡ (2sC2)⊗ (2s′C¯2), (s, s′) ∈ N02 × N02 , (2.16)
donde  denota el producto tensorial simétrico. La dimensión de este espacio
es (2s + 1)(2s′ + 1). (Ver también Proposición (3.3.62) en [110].) Es posible
demostrar que una representación (s, s′) de SL(2,C) da origen a una repre-
sentación ordinaria de SO(1, 3)↑ si y sólo si s + s′ es entero. Por ejemplo, la
representación S( 1
2
, 1
2
) es la complexificación de la representación fundamental
de SO(1, 3)↑, i.e. R4⊗C. Por otro lado, la representación S( 1
2
,0) es simplemente
C2, mientras que S(0, 1
2
) es C¯2; ninguna de ellas es representación de SO(1, 3)↑.
Dado que las representaciones irreducibles de SL(2,C) consisten de espi-
nores totalmente simétricos, en la práctica es muy útil descomponer cualquier
expresión tensorial en sus componentes irreducibles. Esto es particularmente
cierto al trabajar con productos tensoriales de espinores, para lo cual podemos
hacer uso del siguiente resultado:
Proposición 2.2.1 (Descomposición de Clebsh-Gordan). La descomposición
en representaciones irreducibles del producto tensorial entre dos irreps S(r,r′)
y S(s,s′) está dada por
S(r,r′) ⊗ S(s,s′) ∼=
r+s⊕
t=|r−s|
r′+s′⊕
t′=|r′−s′|
S(t,t′). (2.17)
Enseguida daremos una aplicación muy importante de este resultado, al con-
siderar la derivada covariante de un campo espinorial.
2.2.2. Campos espinoriales
Todas nuestras consideraciones hasta ahora han sido locales. Pasamos
ahora a los aspectos globales en la construcción de espinores, que es lo que
necesitamos para estudiar campos espinoriales. Hemos encontrado muy útiles
las referencias [70, 71], [79, capítulo 12] y [135, capítulo 13].
Sea (M , g) un espacio-tiempo 4-dimensional orientable temporal y espa-
cialmente, y sea piSO : PSOM →M el fibrado de bases ortonormales de M .
Ya que PSOM es un fibrado principal, las fibras son isomorfas al grupo de
2la prueba de esta afirmación se hace considerando el espacio de polinomios homogéneos
de grado 2s en 2 variables complejas.
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estructura, en este caso SO(1, 3)↑. Así como, para definir espinores en un es-
pacio vectorial, considerábamos el cubrimiento del grupo ortogonal, la idea
básica para construir espinores en M es considerar la variedad cubrimiento
de PSOM . Más precisamente:
Definición 2.2.1 (Estructura espinorial). Sea (M , g) un espacio-tiempo 4-
dimensional, y sea φ : Spin(1, 3) → SO(1, 3)↑ el mapa cubrimiento del grupo
de Lorentz. Una estructura espinorial sobreM es un par (PSpinM ,Φ), donde
piSpin : PSpinM →M es un fibrado principal sobreM con grupo de estructura
Spin(1, 3) ∼= SL(2,C), y Φ : PSpinM → PSOM es un mapa cubrimiento tal
que:
(i) piSO ◦ Φ = piSpin,
(ii) Φ(p · S) = Φ(p)φ(S) para todos p ∈ PSpinM y S ∈ SL(2,C).
La condición (i) implica que Φ ◦ pi−1Spin = pi−1SO, lo cual significa que una diada
de spin en x ∈ M se mapea via Φ a una tetrada en el mismo punto x. La
condición (ii) significa lo siguiente. Sea p una diada en x, y sea Φ(p) la co-
rrespondiente tetrada (que, por (i), es también sobre x). Si transformamos la
diada a p′ = p ·S, entonces (ii) implica que la nueva tetrada, Φ(p′), se obtiene
de la anterior por medio de la transformación de Lorentz φ(S) asociada a S.
Para un mayor entendimiento intuitivo de estas condiciones, resulta muy útil
la discusión alrededor de la página 276 en [79].
El requerimiento de la condición (ii) es no-trivial: existen obstrucciones
topológicas para que la misma se satisfaga en todoM . Es decir, la existencia
de una estructura espinorial depende de la topología deM (y de PSOM ), con
lo cual un espacio-tiempo puede no admitir esta estructura o admitir varias
no-equivalentes. Aquellas variedades que admiten una estructura espinorial
se denominan “variedades spin” (spin manifolds). Es posible probar que, si
M es simplemente conexa y PSOM no es simplemente conexo, entonces M
admite una única estructura espinorial. Si M y PSOM son ambos simple-
mente conexos, entoncesM no admite una estructura espinorial. SiM no es
simplemente conexa, entonces puede admitir varias estructuras espinoriales
distintas3. En 3 + 1 dimensiones, un criterio muy útil debido a R. Geroch es
que M admite una estructura espinorial si y sólo si es paralelizable:
Teorema 2.2.2 (Geroch, [70]). Sea (M , g) un espacio-tiempo 4-dimensional
no-compacto4. Entonces (M , g) admite una estructura espinorial si y sólo si
existe un sistema global de tetradas ortonormales.
Es posible demostrar que todo espacio-tiempo 3 + 1 dimensional, orienta-
ble y globalmente hiperbólico admite una estructura espinorial. Los espacio-
tiempos considerados en esta tesis son Einstein, por lo tanto su estructura
3éste es por ejemplo el caso al considerar espinores sobre la string world-sheet en teorías
de supercuerdas [79, Capítulo 12].
4si el espacio-tiempo es compacto, puede demostrarse que admite curvas cerradas tem-
porales, con lo cual se considera no-físico.
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asintótica depende de la constante cosmológica λ; i.e. que, estrictamente, sólo
en el caso λ ≥ 0 tenemos asegurada la existencia de una estructura espinorial.
Para λ < 0, trabajaremos bajo la suposición de que es todavía posible definir
espinores5.
Asumiendo la existencia de una estructura espinorial, veamos ahora cómo
extender la definición de espinor en un punto, a una asignación suave de un
espinor en cada punto de M . Intuitivamente, lo que debe hacerse es “pegar”
de manera suave los espacios de representación del grupo de spin en cada
punto; más formalmente, la estructura resultante es la siguiente:
Definición 2.2.2 (Fibrado espinorial). Sea ρ : SL(2,C) → GL(V ) una re-
presentación de SL(2,C) en V . Un fibrado espinorial sobre M es el fibrado
vectorial asociado
SρM := PSpinM × V/ ∼ =: PSpinM ×ρ V, (2.18)
donde la relación de equivalencia es (p, v) ∼ (p · S−1, ρ(S)v), para todos p ∈
PSpinM , v ∈ V y S ∈ SL(2,C).
Esta definición conduce finalmente a la noción de un campo espinorial: el
mismo es una función suave deM en SρM , esto es, una sección de SρM . En
nuestro trabajo estaremos siempre interesados en trabajar con campos espino-
riales totalmente simétricos, lo cual implica que los espacios V corresponderán
a las representaciones irreducibles S(s,s′) de SL(2,C), dadas en (2.16). El co-
rrespondiente fibrado espinorial (2.18) será denotado Ss,s′M . Para el espacio
de secciones suaves de Ss,s′M , una notación muy útil para recordar los tipos
de objetos con los que se trabaja consiste en ‘adjuntar los índices al espacio’,
por ejemplo:
SA1...A2sA′1...A′2s′ := Γ(M , Ss,s′M ). (2.19)
Un campo espinorial irreducible (i.e. totalmente simétrico) será entonces sim-
plemente un elemento de (2.19). Similarmente se define el dual SA1...A2sA′1...A′2s′ ,
etc.
Habiendo definido el concepto de campo espinorial, podemos ahora in-
troducir la noción de derivada covariante del mismo. La misma se obtiene
considerando el lift a PSpinM de la conexión de spin ωaab = eab∇aebb, y la co-
rrespondiente derivada covariante inducida en el fibrado espinorial asociado
SρM . Esta derivada inducida será denotada ∇AA′ . Tenemos:
Proposición 2.2.3. Sea ϕ ∈ Γ(M , SρM ) un campo espinorial. La derivada
covariante de ϕ está dada por
∇AA′ϕ = ∂AA′ϕ+ ρ˙(ωAA′)ϕ, (2.20)
donde ρ˙ : sl(2,C) → gl(V ) es la representación del álgebra de Lie sl(2,C)
asociada a ρ por diferenciación, ∂AA′ = σaAA′∂a, y ωAA′ = σaAA′ωa es la
conexión de spin.
5no obstante, nuestros resultados para spin entero son en general independientes de la
existencia de una estructura espinorial.
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En nuestro trabajo, la descomposición irreducible de la derivada covarian-
te (2.20) es particularmente importante. Para esto utilizamos la descom-
posición de Clebsh-Gordan (2.17), que para la derivada de un campo ϕ ∈
SA1...A2sA′1...A′2s′ corresponde a
S( 1
2
, 1
2
) ⊗ S(s,s′) = S(s− 1
2
,s′− 1
2
) ⊕ S(s− 1
2
,s′+ 1
2
) ⊕ S(s+ 1
2
,s′− 1
2
) ⊕ S(s+ 1
2
,s′+ 1
2
). (2.21)
Por ejemplo, para un espinor ϕ ∈ SAA′ , ubicando los índices a conveniencia
tenemos
∇A′A ϕB
′
B = ∇(A
′
(A ϕ
B′)
B) − 12∇C(A
′
ϕ
B′)
C AB− 12∇C
′
(AϕB)C′ ¯
A′B′ + 1
4
AB ¯
A′B′∇CC′ϕCC′ ,
(2.22)
y más en general, si ϕ ∈ SA1...AnA′1...A′m :
∇A′1A1ϕ
A′2...A
′
m+1
A2...An+1
=[Tn,mϕ]
A′1...A
′
m+1
A1...An+1
− m
(m+1)
¯A
′
1(A
′
2 [Cn,mϕ]
A′3...A
′
m+1)
A1...An+1
− n
(n+1)
A1(A2 [C
†
n,mϕ]
A′1...A
′
m+1
A3...An+1)
+ mn
(m+1)(n+1)
A1(A2 ¯
A′1(A
′
2 [Dn,mϕ]
A′3...A
′
m+1)
A3...An+1)
, (2.23)
donde:
Definición 2.2.3 (Andersson et al, [5]). Los operadores Tn,m,Cn,m,C†n,m y
Dn,m de la descomposición irreducible (2.23) se denominan respectivamente
twistor, curl, curl daga y divergencia, y están definidos por:
[Tn,mϕ]
A′1...A
′
n+1
A1...Am+1
:= ∇(A′1(A1ϕ
A′2...A
′
m+1)
A1...An+1)
(2.24)
[Cn,mϕ]
A′1...A
′
n−1
A1...Am+1
:= ∇B′(A1ϕ
A′1...A
′
m−1
A2...An+1)B′ (2.25)
[C†n,mϕ]
A′1...A
′
n+1
A1...Am−1 := ∇B(A
′
1ϕ
A′2...A
′
m+1)
A1...An−1B (2.26)
[Dn,mϕ]
A′1...A
′
n−1
A1...Am−1 := ∇BB
′
ϕ
A′1...A
′
m−1
A1...An−1BB′ . (2.27)
La descomposición (2.23) en operadores irreducibles es muy útil a la hora de
realizar cálculos explícitos, y también para describir de una manera sistemá-
tica y elegante el tipo de campos espinoriales que consideramos. De hecho,
los elementos en los distintos kernels de estos operadores reciben nombres
particulares; dichos objetos serán centrales en los capítulos siguientes.
Definición 2.2.4 (Espinor de Killing). Sea K ∈ SA1...AnA′1...A′m un elemento
del kernel del operador de twistor:
Tn,mK = 0. (2.28)
Entonces K se denomina espinor de Killing de valencia (n,m).
Los elementos del kernel de los operadores curl y curl daga son también de
gran importancia en nuestro contexto:
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Definición 2.2.5 (Potenciales de Hertz). Sean Hl, Hr ∈ SA1...AnA′1...A′m. De-
cimos que Hl y Hr son potenciales de Hertz izquierdo y derecho, respectiva-
mente, si satisfacen las ecuaciones
C†n,mH
l = 0, (2.29)
Cn,mH
r = 0. (2.30)
Los casos m = 0 y n = 0 reciben nombres especiales:
Definición 2.2.6 (Campos libres sin masa). Sean ϕ ∈ SA1...An y χ ∈ SA′1...A′n.
Decimos que ϕ y χ son campos espinoriales libres sin masa, de spin n/2, y
respectivamente de quiralidad izquierda (o negativa, o left-handed) y derecha
(o positiva, o right-handed), si satisfacen las ecuaciones
C†n,0ϕ = 0, (2.31)
C0,nχ = 0. (2.32)
Para entender el origen de esta terminología, ver sección 2.5.1 más adelan-
te. En esta tesis, estas ecuaciones desempeñan un papel principal en nuestro
trabajo de perturbaciones de espacio-tiempos curvos de 4 dimensiones, par-
ticularmente la ecuación (2.31).
2.2.3. Espinores de curvatura
Como es usual en geometría, la curvatura de una conexión se define por
medio del conmutador de dos derivadas covariantes. Aunque la curvatura
espinorial puede definirse enteramente dentro del formalismo de espinores,
resulta más sencillo calcular el análogo espinorial del tensor de curvatura,
RAA′BB′CC′DD′ = Rabcd, en base a las propiedades algebraicas y diferencia-
les del mismo. Esto es, es posible demostrar (ver [110, sección 4.6]) que las
simetrías del tensor de Riemann
Rabcd = R[ab]cd = Rab[cd], R[abc]d = 0, (2.33)
dan origen a la descomposición
Rabcd = XABCD ¯A′B′ ¯C′D′ + ΦABC′D′ ¯A′B′CD
+X¯A′B′C′D′ABCD + ΦA′B′CDAB ¯C′D′ , (2.34)
donde los denominados espinores de curvatura XABCD y ΦA′B′CD tienen las
siguientes propiedades:
XABCD = X(AB)(CD), XABCD = XCDAB, XA(BC)
A = 0, (2.35)
ΦA′B′CD = Φ(A′B′)(CD), ΦA′B′CD = Φ¯ABC′D′ , ΦAA′
AA′ = 0. (2.36)
La segunda condición en (2.36) implica que ΦA′B′CD es real, mientras que la
tercera implica que es libre de traza; de hecho, ΦA′B′CD se denomina espinor
de Ricci y es equivalente al tensor de Ricci sin traza:
Φab = −12(Rab − 14Rgab). (2.37)
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Por su parte, el espinor XABCD admite una descomposición adicional en com-
ponentes irreducibles bajo SL(2,C):
XABCD = ΨABCD + Λ(ACBD + ADBC), (2.38)
donde la traza Λ = 1
6
ACBDXABCD es un múltiplo del escalar de curvatura,
Λ =
R
24
, (2.39)
y el espinor totalmente simétrico ΨABCD = Ψ(ABCD) se denomina espinor gra-
vitacional o espinor conforme de Weyl, y representa la curvatura del espacio-
tiempo debida genuinamente al campo gravitacional (i.e. en ausencia de ma-
teria). Notemos que el resultado final de toda esta reducción del tensor de
curvatura es simplemente la descomposición del mismo en representaciones
irreducibles de SL(2,C),
Rabcd ≡ Cabcd + Eabcd + 2ΛGabcd, (2.40)
donde
Cabcd = ΨABCD ¯A′B′ ¯C′D′ + Ψ¯A′B′C′D′ABCD, (2.41)
Eabcd = ΦABC′D′ ¯A′B′CD + ΦA′B′CDAB ¯C′D′ , (2.42)
Gabcd = ACBD ¯A′C′ ¯B′D′ − ADBC ¯A′D′ ¯B′C′ . (2.43)
Naturalmente, ΨABCD se denomina espinor conforme de Weyl debido a que,
en vista de (2.41), es el análogo espinorial del tensor de Weyl.
La estructura anterior de la curvatura espinorial nos permite deducir la
forma del conmutador
[∇AA′ ,∇BB′ ] ≡ ABA′B′ + ¯A′B′AB, (2.44)
donde los operadores de curvatura A′B′ := ∇X(A′∇XB′) y AB := ∇(A|X′|∇X
′
B)
actúan sobre un espinor θCDE
′
F ′ (por ejemplo) como
ABθCDE
′
F ′ = XABQ
CθQD
E′
F ′ −XABDQθCQE′F ′
+ΦABQ′
E′θCD
Q′
D′ − ΦABF ′Q′θCDE′Q′ ; (2.45)
A′B′θCDE
′
F ′ = X¯A′B′Q′
E′θCD
Q′
F ′ − X¯A′B′F ′Q′θCDE′Q′
+ΦA′B′Q
CθQD
E′
F ′ − ΦA′B′FQθCQE′F ′ . (2.46)
Dada una diada de spin {oA, ιA}, oAιA = 1, la proyección de ΨABCD sobre
esta base da origen a 5 componentes complejas, denominadas escalares de
Weyl:
Ψ0 := ΨABCDo
AoBoCoD (2.47)
Ψ1 := ΨABCDo
AoBoCιD (2.48)
Ψ2 := ΨABCDo
AoBιCιD (2.49)
Ψ3 := ΨABCDo
AιBιCιD (2.50)
Ψ4 := ΨABCDι
AιBιCιD. (2.51)
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2.2.4. La clasificación de Petrov
La clasificación de Petrov es un resultado acerca de los posibles distintos
tipos algebraicos de la curvatura de una variedad (semi-)Riemanniana. Exis-
ten distintas formulaciones equivalentes de la misma. Una de ellas consiste
en estudiar el problema de autovalores y auto-bivectores del tensor de Weyl,
Cab
cdXcd = λXab. Otra formulación bien conocida se concentra en estudiar,
por medio de métodos tensoriales, el número y degeneración de direcciones
principales nulas de este tensor. No obstante, es indudable que el enfoque
más sencillo de esta clasificación se logra por medio del uso de espinores, lo
cual constituye un ejemplo importante de la gran potencia y utilidad de los
métodos espinoriales. A continuación repasaremos brevemente el enfoque con
espinores de la clasificación de Petrov.
Sea {oA, ιA} una diada de spin. La transformación {oA, ιA} → {ζA, ιA},
donde ζA = oA + zιA (con z ∈ C), se denomina rotación nula alrededor de ιA
(o de na). Consideremos el polinomio
P (z) := ΨABCDζ
AζBζCζD
= Ψ0 + 4Ψ1z + 6Ψ2z
2 + 4Ψ3z
3 + Ψ4z
4. (2.52)
Ya que P (z) es un polinomio de grado 4 sobre C, el teorema fundamental
del álgebra implica que posee 4 raíces complejas z1, ..., z4 (no necesariamente
distintas): P (z) = (z − z1)(z − z2)(z − z3)(z − z4). Ahora, definiendo αiA :=
oA + z
iιA, tenemos z − zi = αiAζA, con lo cual
ΨABCD = α
1
(Aα
2
Bα
3
Cα
4
D). (2.53)
Los espinores αiA se denominan direcciones principales nulas. Abreviaremos
a veces este nombre como PNDs por sus siglas en inglés (Principal Null Di-
rections). Una tetrada nula alineada a las PNDs se denomina tetrada princi-
pal. Notemos que un espinor µA es una dirección principal nula si y sólo si
ΨABCDµ
AµBµCµD = 0. Si cada dirección nula corresponde a una raíz sim-
ple de P (z), el espacio-tiempo se denomina algebraicamente general. Por otro
lado, una dirección nula será repetida si aparece más de una vez en la descom-
posición (2.53), de manera que en estos casos se cumplirá alguna de las condi-
ciones más fuertes ΨABCDµBµCµD = 0, ΨABCDµCµD = 0, ó ΨABCDµD = 0; y
en consecuencia el espacio-tiempo se denomina algebraicamente especial. De
este modo, los distintos tipos algebraicos de Petrov se clasifican de acuerdo a
las particiones del número 4; resumimos el esquema en la tabla 2.1.
Como es sabido, existe una relación interesante entre la propiedad de
especialidad algebraica y la existencia de congruencias de geodésicas nulas
con ciertas propiedades, esto se conoce como Teorema de Goldberg-Sachs:
Teorema 2.2.4 (Goldberg-Sachs [77]). Una solución de vacío6 de las ecua-
ciones de campo de Einstein es algebraicamente especial si y sólo si existe
una congruencia de geodésicas nulas que es shear-free.
6se permite la inclusión de una constante cosmológica.
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Tipo de Petrov PNDs Espinor de Weyl
I {1111} ΨABCD = α(AβBγCδD)
II {211} ΨABCD = α(AαBγCδD)
D {22} ΨABCD = α(AαBγCγD)
III {31} ΨABCD = α(AαBαCδD)
N {4} ΨABCD = αAαBαCαD
O {−} ΨABCD ≡ 0
Tabla 2.1: Tipos de Petrov.
2.2.5. Espacio-tiempos tipo Petrov D
Como dijimos, la solución más general de agujero negro estacionario, vacío
y asintóticamente plano en 4 dimensiones está dada por la métrica de Kerr. Al
considerar la inclusión de un campo electromagnético, la correspondiente so-
lución es la de Kerr-Newman, y al incluir también una constante cosmológica,
la solución es la de Kerr-Newman-(A)dS. En todos estos casos, la estructura
algebraica del tensor de curvatura corresponde a un espacio tipo Petrov D,
por lo tanto es ésta la clase de espacios 4-dimensionales que más nos interesa
en esta tesis (para el caso de altas dimensiones ver capítulo 6). De acuerdo a
la tabla 2.1, el espacio-tiempo tiene entonces dos direcciones principales nulas
repetidas, y en términos de una diada adaptada a estas direcciones, tenemos
Ψ0 = Ψ1 = Ψ3 = Ψ4 = 0. (2.54)
El espinor de curvatura de Weyl tiene entonces la forma
ΨABCD = 6Ψ2o(AoBιCιD). (2.55)
En términos de los coeficientes de spin definidos en la sección 2.4, el teorema
de Goldberg-Sachs7 implica que
κ = κ′ = σ = σ′ = 0. (2.56)
Estas identidades simplifican muchos cálculos al trabajar sobre espacio-tiempos
tipo D.
Una de las características más destacables de los espacios tipo D, es que
poseen ‘simetrías ocultas’ más generales que las isometrías del espacio-tiempo.
En concreto, esta clase de simetrías se asocian a la existencia de objetos que
generalizan la ecuación de Killing, y cuyo origen puede de hecho rastrearse
hasta la existencia de un espinor de Killing. En la sección siguiente repasare-
mos estas cuestiones.
2.3. Simetrías ocultas
La primera idea de simetría en Relatividad General coincide con el con-
cepto de isometría de la Geometría Diferencial. Esto es, una simetría de
7consideramos que el espacio-tiempo es vacío con constante cosmológica.
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un espacio-tiempo (M , g) es un grupo monoparamétrico de difeomorfismos
φ : R ×M →M tal que para cada t ∈ R, φt es una isometría: φt∗g = g. El
generador de este grupo es un campo vectorial ξ que se denomina vector de
Killing, y satisface la versión infinitesimal de la ecuación φt∗g = g:
£ξgab = ∇aξb +∇bξa = 0. (2.57)
Esta noción de simetría es intuitivamente clara: la métrica no cambia a lo
largo de las órbitas8 del vector de Killing ξ. Una ligera generalización de este
concepto es la noción de simetría conforme, donde el generador de isometrías
conformes es, precisamente, un campo vectorial de Killing conforme,
£ξgab = 2µgab, (2.58)
donde (en dimensiones arbitrarias d) µ = 1
d
∇aξa.
La segunda noción de simetrías que utilizaremos en este trabajo tiene que
ver con las posibles generalizaciones de la ecuación de Killing (2.57), que dan
lugar al concepto de simetrías ocultas. Las mismas no tienen una interpreta-
ción geométrica clara como los vectores de Killing; en lugar de eso, en algunos
casos esta clase de simetrías encuentran cierta interpretación en el fibrado co-
tangente a la variedad, que es el espacio de fases del movimiento geodésico.
Puede consultarse esta interpretación en las referencias [129, 73]. Por lo pron-
to, es suficiente una definición bastante vaga del concepto, que precisaremos
enseguida: diremos que un espacio-tiempo posee simetrías ocultas si admite
campos tensoriales/espinoriales que generalizan ‘apropiadamente’ la ecuación
de Killing (2.57).
2.3.1. Espinores de Killing y tensores de Killing-Yano
Según la definición 2.2.4, un espinor de Killing de valencia (n,m) es un
K ∈ SA1...AnA′1...A′m solución de9
∇(A(A′KB1...Bn)B′1...B′m) = 0. (2.59)
No es difícil chequear que el producto tensorial simétrico K  L entre dos
espinores de Killing K ∈ SA1...AnA′1...A′m y L ∈ SA1...AlA′1...A′k , es un espinor de
Killing de valencia (n+ l,m+ k).
Los espinores de Killing se asocian a distintas clases de simetrías en el
espacio-tiempo. Dependiendo de la valencia (n,m), los análogos tensoriales
pueden ser vectores conformes de Killing, tensores conformes de Killing, o
tensores conformes de Killing-Yano. Es destacable que la ecuación (2.59) de
alguna manera englobe todos estos objetos.
8recordemos que una órbita (o curva integral) de un campo vectorial ξ, que pasa por
un punto x ∈M , es la curva en la variedad dada por el mapa φ(·, x) : R→M .
9Existe en la literatura otro objeto que también se denomina “espinor de Killing”, par-
ticularmente en las comunidades de Geometría Diferencial y Supergravedad. Este objeto
no es exactamente igual al tipo de espinores de Killing (2.59) aquí considerados, aunque es
posible demostrar que guardan alguna relación [131].
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Por ejemplo, si ξ es un espinor de Killing de valencia (1, 1), T1,1ξ = 0,
usando la descomposición irreducible (2.22) obtenemos que el vector asociado
ξa = ξA
′A es un vector de Killing conforme,
∇(A(A′ξB)B′) = 0 ⇔ ∇(aξb) = µgab, (2.60)
donde µ = 1
4
∇aξa. Más en general, para valencia (r, r), si Tr,rQ = 0 entonces
Qa1...ar = QA1A′1...ArA′r es un tensor de Killing conforme:
∇(B(B′QA1...Ar)A′1...A′r) = 0 ⇔ ∇(bQa1...ar) = g(ba1qa2...ar), (2.61)
para algún qa1...ar−1 . Una de las principales utilidades de estos objetos, que es
bien conocida en la literatura, es la siguiente:
Proposición 2.3.1. Sea Qa1...ar un tensor conforme de Killing, y sea γ˙ el
vector tangente a una geodésica nula γ. Entonces Qa1...ar γ˙a1 ...γ˙ar se conserva
a lo largo de γ:
∇γ˙(Qa1...ar γ˙a1 ...γ˙ar) = 0. (2.62)
Este resultado indica que los tensores de Killing proveen cantidades conserva-
das para el movimiento geodésico, que en general no provienen de las posibles
simetrías usuales asociadas a vectores de Killing; es en este sentido que usual-
mente se los denomina ‘simetrías ocultas’.
En nuestro trabajo estaremos particularmente interesados en espinores de
Killing de valencia (r, 0):
∇B′ (BωA1...Ar) = 0. (2.63)
Esta ecuación impone serias restricciones sobre la curvatura del espacio-
tiempo. Por ejemplo, para valencia (1, 0), las soluciones de ∇B′ (BωA) = 0
deben satisfacer
ΨABCDω
D = 0, (2.64)
lo cual limita la curvatura a los tipos de Petrov N u O. De hecho, la ecuación
∇B′ (BωA) = 0 se conoce como ecuación de twistor (ver [111, ec. (6.1.1)]), y
el mayor interés de la misma reside en un espacio-tiempo (conformemente)
plano, ya que da lugar al concepto de twistor (veremos más sobre esto en
la sección 4.3). En M, las soluciones de la ecuación de twistor forman un
espacio vectorial complejo de dimensión (compleja) 4. Dadas dos soluciones
ωA y µA, el producto XAB := ω(AµB) es un espinor de Killing de valencia
(2, 0). Es tedioso pero sencillo demostrar que el análogo tensorial de XAB, i.e.
la 2-forma anti-auto-dual Xab = XAB ¯A′B′ , satisface la ecuación
∇(aXb)c = gabζc − gc(aζb), (2.65)
donde ζa = 13∇BA′XAB. Esta ecuación se conoce como ecuación de Killing-Yano
conforme10, y es la generalización para 2-formas de la ecuación de Killing
conforme (2.60).
10bajo una transformación conforme gab 7→ Ω2gab, la ecuación es invariante conforme,
siempre que el peso conforme de Xab sea w = 3.
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Para soluciones de (2.63) de valencia (2, 0), el vínculo algebraico es
Ψ(ABC
EωDE) = 0, (2.66)
que implica que el espacio-tiempo debe ser tipo Petrov D, N, u O. En el caso
de espacio-tiempos Einstein tipo D, un célebre resultado de Penrose y Walker
afirma que los mismos admiten siempre un espinor de Killing de valencia
(2, 0):
Lema 2.3.1 (Lema 1 en [132]). Consideremos un espacio-tiempo tipo D vacío
con constante cosmológica11, con PNDs oA, ιA y escalar de Weyl asociado Ψ2.
Entonces el campo espinorial
KAB = kΨ
−1/3
2 o(AιB) (2.67)
es un espinor de Killing, donde k ∈ C es una constante arbitraria.
El objeto (2.67) es un espinor de Killing de valencia (2, 0) que no factoriza
como producto de espinores de Killing de valencia (1, 0) (no obstante, ver
sección 4.1.1). Por otro lado, (2.67) ha resultado de importancia fundamen-
tal en diversos problemas en Relatividad General, por ejemplo en estudios
relacionados a: simetrías ocultas [132], operadores de simetría para campos
espinoriales [5], caracterizaciones del espacio-tiempo de Kerr [27], datos ini-
ciales de Killing [69], etc. Es también destacable que varias otras clases de
simetrías se derivan de (2.67), como repasamos a continuación. En primer
lugar:
Proposición 2.3.2 (Proposición (6.7.17) en [111]). En un espacio-tiempo
vacío con constante cosmológica que admite un espinor de Killing de valencia
(2, 0) KAB, el campo vectorial
ξA
′A := ∇A′BKAB (2.68)
es un vector de Killing (complejo).
Una relación adicional importante entre KAB y ξa, es que ξa “aniquila” al
espinor de Killing, en el siguiente sentido:
Proposición 2.3.3. El espinor de Killing (2.67) es paralelo y Lie-invariante
con respecto a ξ:
ξc∇cKAB = 0, £ξKAB = 0. (2.69)
Recordemos que la derivada de Lie de un espinor a lo largo de isometrías es
un concepto bien definido, ver [111, Sección 6.6]. La prueba de la proposición
anterior no es difícil, ver por ejemplo [92].
El vector (2.68) es de hecho proporcional a un vector de Killing real para
todo espacio-tiempo tipo D salvo para la clase Kinnersley IIIB [29]. En el
11si el espacio-tiempo posee además un campo electromagnético alineado con las PNDs
gravitacionales, entonces también admite un espinor de Killing (aunque distinto a (2.67)),
ver [91].
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caso particular de la solución de Kerr, (2.68) es el generador de la isometría
temporal, ξ ∝ ∂t. La clase de espacio-tiempos en la que ξ es real suele deno-
minarse clase generalizada de Kerr-NUT [59]. Para esta clase, si tomamos las
partes real e imaginaria del tensor KAB ¯A′B′ en la forma
∗Yab = KAB ¯A′B′ + K¯A′B′AB (2.70)
Yab = iKAB ¯A′B′ − iK¯A′B′AB, (2.71)
entonces puede probarse que Yab es un tensor de Killing-Yano:
∇(aYb)c = 0, (2.72)
mientras que el dual ∗Yab es un tensor de Killing-Yano conforme (2.65). Adi-
cionalmente, el hecho de que Yab sea un tensor de Killing-Yano, implica que
su cuadrado es un tensor de Killing:
Hab := YacYb
c, ∇(aHbc) = 0. (2.73)
Como dijimos, los tensores de Killing se asocian a cantidades conservadas
para el movimiento geodésico. En particular, la bien conocida constante de
Carter del espacio-tiempo de Kerr, que permite la integrabilidad completa de
la ecuación de geodésicas, tiene su origen en el tensor (2.73), y por lo tanto
en la existencia del espinor de Killing (2.67). Ver por ejemplo [100, 132] para
la forma explícita de estos tensores en la solución de Kerr.
De la proposición 2.3.3 se deduce que Hab es también paralelo y Lie-
invariante con respecto a ξ. Esto implica el siguiente resultado:
Proposición 2.3.4 (Hughston y Sommers [92]). El vector ηa := Habξb es un
segundo vector de Killing,
∇(aηb) = 0, (2.74)
que conmuta con ξ, £ξη = 0.
En la solución de Kerr, el vector η es linealmente independiente de ξ, de modo
que ambos generan el grupo (abeliano) de isometrías de este espacio-tiempo
(aunque debe tenerse en cuenta que η no es ∂ϕ, sino una combinación lineal
entre ∂t y ∂ϕ). Por otro lado, en la métrica de Schwarzschild, ξa es ortogonal
a Hab, de modo que en este caso η ≡ 0.
2.4. El formalismo GHP
El formalismo de Geroch-Held-Penrose (GHP), desarrollado originalmen-
te para 4 dimensiones en [72], es especialmente adecuado para situaciones
en las cuales dos direcciones nulas en el espacio-tiempo, digamos generadas
por los vectores nulos `a y na, son de alguna manera privilegiadas. Resulta
entonces particularmente útil al considerar los espacios algebraicamente es-
peciales de la clasificación de Petrov vista en la sección 2.2.4. En cada punto
del espacio-tiempo, podemos adaptar una tetrada nula a estas direcciones, o
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equivalentemente una diada de spin {εAA} = {oA, ιA}, de manera que la liber-
tad SL(2,C) para elegir la diada se reduce al subgrupo de transformaciones
que preservan las direcciones nulas, esto es, a transformaciones de la forma
oA → λoA, ιA → λ−1ιA, (2.75)
donde λ es un campo escalar complejo distinto de cero. En términos geomé-
tricos, fijar un par de direcciones nulas implica una reducción del SO(1, 3)↑-
fibrado ortonormal PsoM de bases orientadas temporal y espacialmente, o
equivalentemente una reducción de la estructura espinorial PSpinM , cuyo
grupo de estructura es SL(2,C), a otro fibrado principal B con grupo de
estructura12 C×.
Las componentes en una diada {εAA} de un espinor arbitrario transforman
de manera bien definida bajo (2.75), esto es, forman una representación Πp,q :
C× → GL(C) de C× en C dada por
η 7→ Πp,q(λ)η := λpλ¯qη, (2.76)
para algunos números p, q ∈ Z. Los elementos que transforman bajo esta
representación se denominan cantidades pesadas de tipo {p, q}, o, alternativa-
mente, cantidades con peso de spin s = (p−q)/2 y peso de boost b = (p+q)/2.
Las cantidades de tipo bien definido {p, q} forman un espacio vectorial com-
plejo (el espacio de la representación (2.76) de C×), las cantidades de todos
los tipos juntos forman un álgebra graduada. En la tabla 2.2 resumimos los
tipos GHP de los escalares asociados a los espinores de Weyl, Maxwell y Di-
rac. Las componentes tipo {p, q} de un campo espinorial deben pensarse más
propiamente como secciones de los fibrados vectoriales asociados definidos por
E{p,q} := B ×Πp,q C. (2.77)
Las siguientes operaciones son internas al formalismo GHP, esto es, ma-
pean cantidades con peso en cantidades con peso: la operación prima ′, la
operación conjugación compleja ,¯ y la operación estrella ?. En nuestro traba-
jo nos interesan sólo las dos primeras, que están definidas por
′ : oA → iιA, ιA → ioA, o¯A′ → −iι¯A′ , ι¯A′ → −io¯A′ (2.78)
¯ : oA → o¯A′ , o¯A′ → oA, ιA → ι¯A′ , ι¯A′ → ιA (2.79)
A su vez, estas operaciones cambian los pesos GHP: ′ : {p, q} → {−p,−q} y
¯: {p, q} → {q, p}. (2.78) y (2.79) son importantes porque permiten reducir el
número de ecuaciones con las que uno trabaja en cálculos explícitos.
Consideremos ahora la forma de conexión en PSpinM , que es una 1-forma
con valores en el álgebra de Lie sl(2,C) definida por ωaBC = εBB∇aεBC. Sus
distintas componentes en la diada {εAA} se denominan coeficientes de spin,
y se denotan β, , ρ, τ, κ, σ junto con sus versiones primadas (ver [110, ec.
(4.5.21)] para fórmulas explícitas). Al analizar la descomposición de ωaBC
12denotamos por C× al grupo multiplicativo de números complejos.
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Escalar Tipo {p, q} Peso de spin s
Ψ0 {4, 0} +2
Ψ1 {2, 0} +1
Weyl Ψ2 {0, 0} 0
Ψ3 {−2, 0} −1
Ψ4 {−4, 0} −2
φ0 {2, 0} +1
Maxwell φ1 {0, 0} 0
φ2 {−2, 0} −1
χ0 {1, 0} +1/2
Dirac χ1 {−1, 0} −1/2
Tabla 2.2: Tipo GHP de los escalares de Weyl, Maxwell y Dirac. Los pesos
de spin y boost coinciden en todas estas componentes.
bajo la reducción SL(2,C)→ C×, las partes que transforman covariantemente
bajo C× definen los denominados coeficientes de spin GHP, los cuales son
ρ, τ, κ, σ, ρ′, τ ′, κ′, σ′. Las partes que no transforman covariantemente bajo C×
definen la 1-forma de conexión inducida en B, la cual es sencillo probar que
es
ωa = −na + ′la − β′ma + βm¯a, (2.80)
y, naturalmente, toma valores en Lie(C×) y transforma bajo C× como el
potencial de gauge de un grupo de Lie abeliano13, ωa → ωa + λ∇aλ−1. Esta
1-forma permite definir la derivada covariante sobre los fibrados asociados
E{p,q}, como
Θa = ∇a + pωa + qω¯a (2.81)
(la inclusión de la derivada de Levi-Civita ∇a permite aplicar esta fórmula
a campos tensoriales y espinoriales pesados, además de escalares con peso),
donde hemos usado que la representación del álgebra de Lie pip,q : Lie(C×)→
gl(C) asociada a (2.76) es
pip,q(X)η = (pX + qX¯)η. (2.82)
La proyección de Θa sobre la tetrada nula define operadores de derivadas
direccionales con peso:
þ := `aΘa, þ′ := naΘa, ð := maΘa, ð′ := m¯aΘa. (2.83)
(Las letras þ y ð son del alfabeto islandés y se pronuncian thorn y eth respec-
tivamente.) La relación con la derivadas direccionales no-pesadas usuales del
formalismo de Newman-Penrose (ver [109] para este formalismo), D = `a∇a,
13Más en general, si ψ es una sección de un fibrado vectorial asociado E = P ×Π V
que transforma bajo el grupo de estructura G como ψ → Π(g)ψ (lo cual implica que una
sección σ del fibrado principal P transforma como σ → σ · g−1), entonces la 1-forma de
conexión ω en P transforma como ω → gdg−1 + gωg−1, ver e.g. [108].
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D′ = na∇a, δ = ma∇a y δ′ = m¯a∇a, puede inferirse de (2.81) y (2.80):
actuando en una cantidad de tipo {p, q}, tenemos
þ = D − p− q¯, (2.84)
ð = δ − pβ + qβ¯′, (2.85)
þ′ = D′ + p′ + q¯′, (2.86)
ð′ = δ′ + pβ′ − qβ¯. (2.87)
Al considerar las ecuaciones de Newman-Penrose en el formalismo GHP, las
mismas se dividen en dos clases: las que involucran derivadas de los coefi-
cientes de spin GHP (ver ecuaciones (4.12.32) en [110]), y las que involucran
derivadas de los coeficientes sin peso definido (ecuaciones (4.12.32), (4.12.33)
y (4.12.34) en [110]). Éstas últimas entran en el formalismo sólo a través de las
identidades para los conmutadores de las derivadas direccionales GHP (2.83).
Una de las principales utilidades del formalismo GHP es la traducción
de las ecuaciones tensoriales y espinoriales de campos de spin superior, a
conjuntos de ecuaciones escalares (con peso GHP), que son de alguna manera
más manejables ya que uno se deshace de los índices. Por supuesto, esto ya
había sido logrado con el formalismo de Newman-Penrose, pero el cálculo
GHP resulta ‘superador’ en el sentido de que, por un lado, las operaciones
internas del formalismo permiten reducir el número de ecuaciones a la mitad,
y por otro lado, la elegancia de la descripción geométrica conduce a una mayor
comprensión de las estructuras abstractas involucradas. Grandes avances en
el análisis de diversos problemas en Relatividad General fueron gracias al uso
de estos métodos escalares; el más relevante para nuestros propósitos es el
que concierne a problemas asociados a perturbaciones de soluciones exactas,
como veremos a continuación.
2.4.1. Operadores de onda con peso
La derivada covariante GHP define naturalmente un operador de onda
con peso actuando en secciones de E{p,q},
p,q := gabΘaΘb. (2.88)
En términos de las derivadas direccionales (2.83), es sencillo probar que
p,q = (þ− ρ− ρ¯)þ′ + (þ′− ρ′− ρ¯′)þ− (ð− τ − τ¯ ′)ð′− (ð′− τ ′− τ¯)ð. (2.89)
La principal utilidad de esta clase de operadores radica en su relación con las
ecuaciones de tipo onda que describen perturbaciones de agujeros negros. Para
cantidades de tipo {0, 0}, tenemos 0,0 =  y podemos entonces utilizar el
D’Alembertiano usual. Para cantidades de tipo {p, q} no-trivial, es necesario
modificar la conexión GHP y por lo tanto el operador p,q, como veremos a
continuación.
En primer lugar, consideremos el caso {p, q} = {0, 0}. Las ecuaciones esca-
lares, 4-dimensionales, desacopladas conocidas en la literatura que describen
36 Capítulo 2. Geometría espinorial en 4 dimensiones
el comportamiento de las componentes tipo {0, 0} de campos perturbativos
son: la ecuación de Fackerell-Ipser, y la ecuación de Regge-Wheeler. La ecua-
ción de Fackerell-Ipser fue hallada en [57] para el caso de perturbaciones
electromagnéticas de la solución de Kerr, pero es de hecho válida para cam-
pos de Maxwell en todo espacio-tiempo vacío tipo D:
(+ 2Ψ2)Φ = 0. (2.90)
La ecuación de Regge-Wheeler original, hallada en [118] para perturbaciones
gravitacionales de la solución de Schwarzschild, no es 4-dimensional sino de
hecho 2-dimensional, pero por una redefinición de las variables puede mos-
trarse fácilmente que es equivalente a [46]
(+ 8Ψ2)Φ = 0. (2.91)
Como dijimos, esta ecuación es válida para la solución de Schwarzschild, donde
Ψ2 = −M/r3 (y (2.91) es de hecho la ecuación (3)).
Consideremos ahora el caso de peso de spin extremo, s = ±s. Uno de los
mayores avances en la descripción de perturbaciones de agujeros negros fue
logrado por Teukolsky en [128]. Utilizando las identidades de Bianchi escritas
en forma Newman-Penrose, aplicándoles ciertos operadores diferenciales y
combinándolas entre sí, y finalmente linealizando alrededor de una solución
de tipo Petrov D, Teukolsky fue capaz de probar que, para campos de spin
s = 1/2, 1 y 2, las componentes con peso de spin extremo s = ±s satisfacen
ecuaciones desacopladas como consecuencia de la validez de las ecuaciones
de campo. Las ecuaciones de Teukolsky (como son llamadas desde entonces)
constituyen hoy en día la base de la mayoría de los análisis de estabilidad
lineal de agujeros negros, en particular de agujeros negros rotantes. La forma
original de estas ecuaciones (ver [128]) es, no obstante, ‘poco ilustrativa’ en
cuanto a la naturaleza de las simetrías y los operadores involucrados. En
[22], Bini et al mostraron que, en el espacio-tiempo de Kerr, modificando la
derivada de Levi-Civita por la adición de una cierta 1-forma y construyendo
el operador de onda asociado, las ecuaciones de Teukolsky adoptan la forma
de una ecuación de tipo onda en términos de dicho operador. Más tarde,
Andersson et al mostraron en [1] que éste es el caso para perturbaciones de
toda la clase tipo Petrov D, y hallaron también ecuaciones para todos los
escalares de Weyl perturbados, no sólo para los de peso de spin extremo
(no obstante, sólo los de peso extremo satisfacen ecuaciones desacopladas en
un background tipo D genérico, ver capítulo 3). Para ver esto, es necesario
introducir una 1-forma
Ba := −ρna + τm¯a, (2.92)
construir la derivada modificada Da := Θa + pBa + qB¯a sobre E{p,q} y el
operador de onda asociado
T p,q := gabDaDb, (2.93)
y, denotando T p ≡ T p,0, las ecuaciones de Teukolsky para un campo (escalar)
ψ(s) con peso de spin s sobre un espacio-tiempo vacío tipo Petrov D son
(T 2s − 4s2Ψ2)ψ(s) = 0. (2.94)
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En los capítulos siguientes llamaremos frecuentemente a (2.94) ‘ecuaciones de
Teukolsky de tipo (s, s)’, donde s es el spin del campo (espinorial) estudiado,
y s es el peso de spin de la particular componente que se está considerando
(se tiene siempre |s| ≤ s).
La forma (2.94) de las ecuaciones tiene varias ventajas, entre las que des-
tacamos: (i) el comportamiento del sistema de Teukolsky bajo la operación
de ‘tomar operadores adjuntos’ (ver subsección siguiente) resulta muy trans-
parente en términos de T p; (ii) utilizando que T 0 = , todas las ecuaciones
tipo onda conocidas quedan parametrizadas por la familia de operadores T p;
y (iii) la forma ‘tipo onda’ explícita evidencia que el operador de Teukolsky
es normalmente hiperbólico y, por lo tanto, el teorema 1.2.2 aplica y tenemos
existencia, unicidad, y estabilidad de Cauchy de las soluciones.
Más allá de la utilidad recién mencionada del operador T p, resulta intere-
sante preguntarse acerca del posible origen e interpretación del mismo y de
la conexión asociada (por ejemplo, uno se pregunta porqué la 1-forma (2.92)
tiene esta forma particular). En el capítulo 4 profundizaremos sobre este pun-
to. Es también válido preguntarse acerca de la posible generalización de esta
estructura a espacio-tiempos de más de 4 dimensiones; esto lo trataremos en
el capítulo 6.
2.4.2. Operadores adjuntos
Como mencionamos, estamos interesados en mapear las ecuaciones de
campos de spin superior en ecuaciones escalares de tipo onda, que involucran
operadores de onda pesados como los descriptos en la subsección anterior.
Pero estamos también interesados en el proceso inverso, esto es, en construir
campos de spin superior a partir de soluciones de ecuaciones escalares. Una
de las principales herramientas que utilizaremos para lograr esto, es una idea
muy ingeniosa debida a Wald [134], que se denomina método de operadores
adjuntos y que describimos brevemente a continuación. Suponer que uno está
interesado en soluciones de una ecuación diferencial E(ϕ) = 0, donde E es un
cierto operador diferencial lineal actuando en un campo tensorial/espinorial ϕ.
Suponer también que existe una nueva variable de la forma T(ϕ), y operadores
diferenciales lineales S y O tales que, para todo ϕ (no sólo para soluciones de
E(ϕ) = 0), se cumple la identidad de operadores
SE(ϕ) = OT(ϕ) ∀ ϕ. (2.95)
Entonces si ϕ es una solución de las ecuaciones de campo E(ϕ) = 0, la nueva
variable Ψ = T(ϕ) satisface la ecuación O(Ψ) = 0. Adicionalmente, dado
que (2.95) es válida para todo ϕ, podemos introducir un producto interno
〈·, ·〉 y definir el adjunto14 de un operador A como 〈Ψ,Aϕ〉 = 〈A†Ψ, ϕ〉, y ya
que entonces se cumple (AB)† = B†A† para cualesquiera operadores A y B,
tenemos la identidad adjunta a (2.95):
E†S†(Ψ) = T†O†(Ψ) ∀ Ψ. (2.96)
14damos una definición ligeramente más precisa en el capítulo 5, ver def. 5.2.1.
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Esto implica que una solución de O†(Φ) = 0 genera una solución de E†(χ) = 0,
donde χ = S†(Φ). Por lo tanto, si los operadores adjuntos tienen una forma
particularmente útil, obtenemos de esta manera un método de generar solu-
ciones de ecuaciones diferenciales a partir de soluciones de otras ecuaciones.
En la práctica, el producto interno que usaremos es
〈Ψ,Φ〉 =
∫
M
ΨΦ¯, (2.97)
donde se sobreentiende una contracción entre todos los índices de Ψ y Φ, y
hemos omitido la forma de volumen de la integral.
En los siguientes capítulos aplicaremos este método al estudio de campos
libres sin masa en espacio-tiempos curvos. En particular, es útil notar aquí
que el adjunto del operador de Teukolsky T p con respecto al producto interno
(2.97) está dado por
〈Ψ,T pΦ〉 = 〈T−pΨ,Φ〉. (2.98)
2.5. Perturbaciones de Minkowski
Como preliminares para los capítulos siguientes, en esta sección estudia-
remos campos libres sin masa en el espacio-tiempo plano de Minkowski M.
(Por masa nos referimos aquí a masa en reposo.) Veremos primero qué signi-
fica un ‘campo libre sin masa’, ya que en M éste es un concepto bien definido
y es la base de su generalización a un espacio-tiempo curvo, donde la noción
de ‘masa en reposo’ no tiene una interpretación clara y es de hecho sólo una
extrapolación de Minkowski. El capítulo 3 constituye la generalización de los
resultados de esta sección a un espacio-tiempo curvo de tipo Petrov D.
2.5.1. Campos libres sin masa
Los tipos de campos físicos fundamentales que pueden existir en un espacio-
tiempo pueden obtenerse mediante consideraciones muy generales asociadas
a las leyes físicas más básicas. En el caso de un espacio-tiempo plano, estas le-
yes básicas son la covariancia especial proveniente de la Relatividad Especial,
y el postulado de la Mecánica Cuántica de que los estados físicos son clases
de equivalencia de estados cuánticos (i.e., dos estados cuánticos que difieren
por una fase son físicamente equivalentes). Ahora, argumentos generales (ver
[135, cap. 13]) muestran que el grupo de isometrías de un espacio-tiempo ac-
túa naturalmente sobre el espacio de estados físicos. Por otro lado, en una
teoría cuántica, el conjunto de estados cuánticos es un espacio de Hilbert.
Luego, el análisis de cuáles son los campos físicos fundamentales en Minkows-
ki se traduce en el estudio de las representaciones proyectivas y unitarias15
del grupo de Poincaré ISO(1, 3) := SO(1, 3)nR4 en un espacio de Hilbert. De
15proyectivas porque son representaciones salvo fase, y unitarias porque deben preservar
la probabilidad de transición entre estados cuánticos.
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acuerdo a los trabajos de Wigner (1939) y Bargmann (1954), las representa-
ciones proyectivas y unitarias del grupo de Poincaré están en correspondencia
1-1 con representaciones ordinarias y unitarias de su cubrimiento universal,
ISL(2,C) := SL(2,C)n R4. Más aún, una representación unitaria de dimen-
sión infinita de ISL(2,C) puede descomponerse en una suma directa de re-
presentaciones irreducibles (irreps), por lo que uno sólo debe concentrarse en
estas últimas.
Ya que ISL(2,C) es el producto semi-directo de dos grupos, sus irreps pue-
den estudiarse de acuerdo a un método general conocido como the Mackey
machine. Los resultados de este método indican que las irreps están carac-
terizadas por dos parámetros, que pueden considerarse los autovalores de los
operadores de Casimir del álgebra de Poincaré. Muy esquemáticamente, las
representaciones irreducibles de ISL(2,C) se construyen del modo siguiente.
Ya que ISL(2,C) es simplemente conexo, sus irreps están en correspondencia
1-1 con irreps de su álgebra de Lie, g := sl(2,C)⊕R4. Sea pi : g→ gl(H) una
representación de g en un espacio de Hilbert H. Si Pa son los generadores del
subgrupo de traslaciones, el objeto16 P2 := ηabPaPb es un operador de Casi-
mir: conmuta con todos los generadores, y por lo tanto, aplicando el lema de
Schur, en una representación irreducible es proporcional a la identidad. Ya
que el subgrupo de traslaciones es abeliano, existe una base de H que dia-
gonaliza simultáneamente los generadores, luego pi(Pa)ϕ = paϕ, para algún
vector pa ∈ R4. Abusando ligeramente de notación, la acción del Casimir P2
es entonces pi(P2)ϕ = m2ϕ, donde m2 = papa es un número real. Las irreps
se clasifican, en principio, como masivas y no-masivas de acuerdo a m2 6= 0 y
m2 = 0, respectivamente. Dado pa ∈ R4 arbitrario, con papa = m2, el segundo
parámetro que caracteriza una irrep se obtiene estudiando el subgrupo esta-
bilizador (little group) de pa, el cual se puede probar que está determinado
por el otro Casimir17,W2. Ya que el resultado final no depende de la elección
de pa, este vector se puede elegir de manera conveniente para los cálculos.
Para representaciones masivas (i.e.m2 6= 0), uno puede elegir pa = (m, 0, 0, 0).
Tenemos dos posibilidades: (i) m2 > 0, y (ii) m2 < 0. El caso (ii) (caso (d) en
[135, pág. 357]) representa taquiones (partículas con masa imaginaria) y se
considera no-físico. Para el caso (i) (caso (a) en [135]), el subgrupo estabiliza-
dor es SU(2), cuyas irreps se caracterizan por un número semi-entero positivo
denominado spin, s ∈ N0
2
. Para representaciones no-masivas (m2 = 0), es
conveniente elegir pa = (E, 0, 0, E), con E ≥ 0. Tenemos entonces los casos
(iii) E = 0, y (iv) E > 0. Para (iii) (caso (c) en [135]), se tiene pa ≡ 0 y
el subgrupo estabilizador es todo ISL(2,C), con lo cual los estados son inva-
riantes bajo todo el grupo de Poincaré; este caso se considera no-físico (salvo
por el denominado estado de vacío). En el caso (iv) ((b) en [135]), el subgru-
po estabilizador es Spin(2) n R2, el cual, como consiste nuevamente de un
producto semi-directo, tendrá irreps caracterizadas por dos parámetros, uno
16notemos que, para que este objeto tenga sentido, debe estar definido en el álgebra
envolvente universal, ya que de otro modo el producto PaPb de elementos de un álgebra
de Lie abstracta no está definido.
17se tiene W2 := ηabWaWb, donde Wa es el vector de Pauli-Lubanski.
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de los cuales es el autovalor del Casimir de la subálgebra de traslaciones de
spin(2) ⊕ R2: un número real n2. Tenemos nuevamente dos subcasos: (iva)
n2 = 0, y (ivb) n2 6= 0. Para (ivb) ((b2) en [135], representaciones de “spin
continuo”), el nuevo subgrupo estabilizador es trivial; este caso se considera
entonces físicamente irrelevante. Para el caso (iva) ((b1) en [135]), el estabili-
zador es todo Spin(2), y las irreps se caracterizan por un número semi-entero
h ∈ Z
2
que se denomina helicidad (y el módulo s = |h| se denomina spin
nuevamente).
Los casos que representan campos físicos son entonces (i) y (iva). Como
se menciona en [135], las ecuaciones de campo asociadas a irreps admiten
distintas formas equivalentes; una forma conveniente en ambos casos, para
spin s = n/2, es
(+m2)ϕA1...An = 0. (2.99)
No obstante, para m2 = 0 y s > 0, esta representación es reducible, y las
ecuaciones de campo asociadas a irreps son en su lugar (ver [112])
∂A1A
′
1ϕA1...An = 0, h < 0, (2.100)
∂A1A
′
1χA′1...A′n = 0, h > 0. (2.101)
Este es el origen de la terminología que definimos en 2.2.6. Un aspecto muy
interesante de estas ecuaciones no-masivas, es que los campos de spin mayor
se pueden obtener a partir de campos de spin menor, y en última instancia
de un campo de spin cero, que satisfacerá la ecuación de onda ϕ = 0. Como
mencionamos ya varias veces, este mecanismo es particularmente importante
en nuestro trabajo, y su posible generalización a espacios curvos será uno de
los principales ejes de los siguientes capítulos. Veamos ahora entonces este
mecanismo.
2.5.2. Spin lowering y spin raising
Sea ψ ∈ SA1...An−1 un campo libre sin masa de spin (n − 1)/2, es decir
∂A1A
′
1ψA1...An−1 = 0, y sea µA
′ un espinor constante en M, ∂AA′µB
′
= 0. Si
ϕA1...An := µ
A′1∂A1A′1ψA2...An , entonces no es difícil ver
18 que ∂A1A′1ϕA1...An = 0
y que además ϕA1...An es totalmente simétrico, i.e. a partir de un campo libre
de spin (n − 1)/2, generamos un campo libre de spin n/2. Repitiendo este
proceso n veces obtenemos que, dada una solución de la ecuación de onda,
Φ = 0, y n espinores µA′ , ..., ζA′ constantes en M, el campo espinorial
ϕA1...An = µ
A′1 ...ζA
′
n∂A1A′1 ...∂AnA′nΦ (2.102)
satisface ∂A1A′1ϕA1...An = 0. Esto es: podemos generar soluciones de las ecua-
ciones de spin s = n/2 a partir de soluciones de la ecuación de spin cero.
A la inversa, dada una solución de ∂A1A′1ϕA1...An = 0 y un espinor cons-
tante µA′ , entonces es posible probar (ver [112, sección 4]) que existe local-
mente un ψA1...An−1 totalmente simétrico tal que ϕA1...An = µA
′
1∂A1A′1ψA2...An
18para probar esto debe usarse que si ∂A1A
′
1ψA1...An−1 = 0, entonces (en M)
ψA1...An−1 = 0.
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y ∂A1A′1ψA1...An−1 = 0. Repitiendo el proceso arribamos nuevamente a que
ϕA1...An tiene la forma (2.102), donde Φ satisface la ecuación de onda.
Estos mecanismos de spin lowering y spin raising involucran tres in-
gredientes principales: la existencia de campos espinoriales constantes en el
espacio-tiempo, la conmutación de derivadas covariantes, y el hecho de queM
es topológicamente trivial. Esto nos restringe en general a un espacio-tiempo
plano. Mecanismos alternativos de spin lowering y spin raising, que en prin-
cipio podrían admitir una generalización a espacio-tiempos curvos, pueden
obtenerse utilizando espinores de Killing, como veremos a continuación.
Consideremos un espinor ω ∈ SA en el kernel del operador de twistor, i.e.
∂A′
(AωB) = 0. (2.103)
Esta ecuación es equivalente19 a ∂A′AωB = −iABpiA′ para algún espinor piA′ .
El par Zα = (ωA, piA′) se denomina twistor. Veremos más sobre estos objetos
en la sección 4.3, por ahora sólo nos interesa la generalización de (2.103), esto
es
∂
(B
(B′L
A1...An)
A′1...A′m)
= 0. (2.104)
Como vimos, el objeto L solución de esta ecuación se denomina espinor de Ki-
lling de valencia (n,m). Soluciones de (2.104) pueden construirse simplemente
a partir de soluciones de (2.103), en la forma (para valencia (n, 0))
LA1...An =ω
1
(A1 ... ω
n
An) . (2.105)
El interés en este tipo de campos tiene su origen en el siguiente resultado
debido a Penrose, cuya demostración es muy sencilla:
Lema 2.5.1 (Reducción de spin, [111, Sección 6.4]). Sea ϕ ∈ SA1...An un
campo libre sin masa de spin n/2, y sea L ∈ SA1...Ar un espinor de Killing de
valencia (r, 0), con r < n. Entonces
∂A1A
′
1(ϕA1...An−rB1...BrL
B1...Br) = 0. (2.106)
Este resultado indica que a partir de un campo libre de spin n/2 y un espinor
de Killing, podemos generar un campo libre de spin (n−r)/2, i.e. tenemos un
mecanismo de spin lowering que no utiliza espinores constantes como aquel
descripto anteriormente. El caso n = r está excluido del lema, pero es sencillo
probar que en tal caso la ecuación satisfecha por Φ = ϕA1...AnLA1...An es la
ecuación de onda, Φ = 0, i.e. obtenemos un campo de spin 0. Gran parte
del trabajo en esta tesis tiene su motivación en este sencillo resultado.
El proceso inverso, esto es, construir campos de spin mayor a partir de
un campo de spin dado, no es descripto en los trabajos de Penrose, sólo se
menciona que la expresión general es complicada (ver [111, sección 6.4]). En
nuestro caso, podemos obtener un mecanismo de este estilo usando el método
de operadores adjuntos de la sección 2.4.2:
19el factor −i es sólo para seguir las convenciones de Penrose.
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Teorema 2.5.1. Consideremos el espacio-tiempo de Minkowski M. Sea ϕ ∈
SA1...An arbitrario, y sea L ∈ SA1...An un espinor de Killing de valencia (n, 0).
Entonces vale la igualdad
SE(ϕA1...An) = OT(ϕA1...An) (2.107)
donde los operadores diferenciales lineales están definidos por
S(JB
′
A2...An) := (2L
BA2...An∂BB′ +
2n
n+1
(∂BB′L
BA2...An))JB
′
A2...An , (2.108)
E(ϕA1...An) := ∂
B′A1ϕA1...An , (2.109)
O(Φ) := Φ, (2.110)
T(ϕA1...An) := L
A1...AnϕA1...An . (2.111)
Demostración. La prueba de esta identidad es sencilla; esquemáticamente:
expandir (L · ϕ) = (L) · ϕ + L · ϕ + 2∂L · ∂ϕ, la ecuación de Killing
implica L = 0, luego usar la descomposición irreducible (2.23) para ∂L y la
identidad ∂A′A∂A
′
B =
1
2
AB válida en M.
La ecuación adjunta a (2.107), E†S†(Φ) = T†O†(Φ), puede calcularse fácil-
mente como
∂A1(A
′
1 [S†(Φ)]A1
A′2...A
′
n) = L¯A
′
1...A
′
nΦ, (2.112)
donde S† está dado por
[S†(Φ)]A1
A′1...A
′
n−1 = 2L¯A
′
1...A
′
n−1B
′
∂A1B′Φ +
2
n+1
(∂A1B′L¯
A′1...A
′
n−1B
′
)Φ. (2.113)
Esta ecuación indica que si Φ satisface la ecuación de onda en M, Φ = 0,
entonces [S†(Φ)]A1A
′
1...A
′
n−1 es un potencial de Hertz izquierdo (ver def. 2.2.5),
[C†1,n−1S
†(Φ)]A
′
1...A
′
n = ∂A1(A
′
1 [S†(Φ)]A1
A′2...A
′
n) = 0. (2.114)
En M, es sabido que los potenciales de Hertz dan origen a campos libres sin
masa: si ψA1A
′
1...A
′
n−1 es totalmente simétrico y satisface ∂A1(A′1ψA1A
′
2...A
′
n) = 0,
entonces ϕA1...An := ∂
A′1
(A1
...∂
A′n−1
An−1ψAn)A′1...A′n−1 satisface ∂
A1A′1ϕA1...An = 0. Más
aún, todo campo libre sin masa puede expresarse de esta manera, ver [111,
sección 6.4]. (No obstante, el potencial de Hertz no es único, sino que existe la
libertad de gauge ψA1A
′
1...A
′
n−1 → ψA1A′1...A′n−1 +∂A1 (A′1θA′2...A′n−1), para θA′1..A′n−2
arbitrario.)
Utilizando esta propiedad de los potenciales de Hertz junto con la identi-
dad (2.112), podemos ahora construir los campos libres sin masa. Para esto
introducimos, por conveniencia notacional, el operador Fm : SA1A′1...A′m →
SA1...Am+1 como
Fm := Cm,1 ◦ Cm−1,2 ◦ ... ◦ C2,m−1 ◦ C1,m. (2.115)
Por ejemplo F0 = Id, F1 = C1,1 y F2 = C2,1 ◦ C1,2. Tenemos:
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Corolario 2.5.2. Sea Φ ∈ Γ(M,C) una solución compleja de la ecuación de
onda en M, Φ = 0. Consideremos el campo espinorial
ϕA1...An := [(Fn−1 ◦ S†)Φ]A1...An = ∂A
′
1
(A1
...∂
A′n−1
An−1 [S
†(Φ)]An)A′1...A′n−1 . (2.116)
Entonces ϕA1...An satisface la ecuación de campos libres sin masa de spin
s = n/2, ∂A1A′1ϕA1...An = 0.
Expresiones particulares de (2.116) se obtienen considerando distinto núme-
ro de espinores de Killing que componen LA1...An . Por ejemplo, tomando dos
espinores de Killing ωA y µA, definiendo X := ω¯A′µ¯A′ y usando LA1...An =
ω(A1 ...µAn) (con igual número de ωA’s y µA’s), obtenemos [S†(Φ)]A1A
′
1...A
′
n =
Xn∂A1A′n(X
−nL¯A
′
1...A
′
nΦ), y el campo (2.116) queda (omitiendo factores cons-
tantes irrelevantes)
ϕA1...An = ∂
A′1
(A1
...∂
A′n−1
An−1 [X
n∂
A′n
An)
(X−nL¯A′1...A′nΦ)]. (2.117)
La expresión (2.117) es interesante porque volveremos a encontrarla más ade-
lante, con otros métodos, en los casos que estudiaremos en espacio-tiempos
curvos. En particular, es útil explicitar aquí los casos de spin s = 1/2, 1 y 2,
que serán los que trataremos más adelante:
ϕA = X∂
A′
A (X
−1L¯A′Φ), (2.118)
ϕAB = ∂
A′
(A[X
2∂B
′
B)(X
−2L¯A′B′Φ)], (2.119)
ϕABCD = ∂
A′
(A∂
B′
B ∂
C′
C [X
4∂D
′
D)(X
−4L¯A′B′C′D′Φ)]. (2.120)
2.5.3. Operadores de simetría
Como subproducto del teorema 2.5.1 y su corolario 2.5.2, podemos cons-
truir operadores de simetría para las ecuaciones involucradas, algo que explo-
taremos también en los capítulos siguientes. Definimos los espacios de solu-
ciones
Fls := ker(E) = {ϕ ∈ SA1...An | ∂A1A
′
1ϕA1...An = 0, n = 2s}, (2.121)
W := ker(O) = {Φ ∈ Γ(M,C) | Φ = 0}. (2.122)
La estructura de mapas entre estos espacios, que se deduce de 2.5.1 y 2.5.2,
puede ilustrarse mediante el siguiente diagrama:
... Fls W Fls W ...
T F2s−1 ◦ S† T
F2s−1 ◦ S† ◦ T
T ◦ F2s−1 ◦ S†
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De esta secuencia deducimos entonces:
Lema 2.5.2. Consideremos los operadores en M definidos como
As := F2s−1 ◦ S† ◦ T : SA1...A2s → SA1...A2s , (2.123)
Bs := T ◦ F2s−1 ◦ S† : Γ(M,C)→ Γ(M,C). (2.124)
1. As es un operador de simetría para campos libres sin masa de spin s,
i.e. As : Fls → Fls ;
2. Bs es un operador de simetría para la ecuación de onda, Bs : W→W.
2.5.4. Perturbaciones gravitacionales
Es interesante considerar el caso de spin s = 2 más en detalle. El potencial
de Hertz es
[S†(Φ)]AA′B′C′ = 2L¯A′B′C′D
′
∂AD′Φ +
2
5
(∂AD′L¯A′B′C′
D′)Φ, (2.125)
y si Φ satisface Φ = 0, entonces
Ψ˙ABCD := [(F3 ◦ S†)Φ]ABCD = ∂A′(A∂B
′
B ∂
C′
C [S
†(Φ)]D)A′B′C′ (2.126)
es un campo libre sin masa de spin s = 2. Ahora, es posible probar que
si ∂AA′Ψ˙ABCD = 0 en M, entonces existe (localmente) un tensor simétrico
hab = h(ab) tal que
Ψ˙ABCD =
1
2
[(C3,1 ◦ C2,2)h]ABCD = 12∂A
′
(A∂
B′
B hCD)A′B′ , (2.127)
(recordar que todo campo libre sin masa puede derivarse localmente de un
potencial de Hertz, ver también [110, sección 5.7]) y la ecuación que satisface
hab es
G˙ab[h] = −12hab − 12∂a∂bh+ ∂c∂(ahb)c − 12ηab(∂c∂dhcd −h) = 0, (2.128)
es decir que hab es una solución de las ecuaciones linealizadas de Einstein
alrededor de Minkowski. Comparando (2.126) y (2.127), vemos que podemos
relacionar la métrica perturbada y el potencial de Hertz como hABA′B′ ≡
∂C
′
(A[S
†(Φ)]B)A′B′C′ . Concluimos entonces:
Lema 2.5.3. Sea Φ ∈ Γ(M,C) una solución de la ecuación de onda en M,
Φ = 0. Entonces el campo tensorial
hABA′B′ = [(C1,3 ◦ S†)Φ]ABA′B′ (2.129)
es una solución (compleja) de las ecuaciones linealizadas de Einstein alrededor
de Minkowski, es decir G˙ab[h] = 0.
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La expresión explícita de la métrica reconstruida puede trabajarse más en de-
talle utilizando, una vez más, la estructura particular de LABCD. Similarmente
a (2.117), si utilizamos dos espinores de Killing y definimos X := ω¯A′µ¯A′ , es
sencillo probar que
hABA′B′ = ∂
C′
(A[X
4∂D
′
B)(X
−4L¯A′B′C′D′Φ)]. (2.130)
El tensor asociado a L¯A′B′C′D′ es P¯abcd := L¯A′B′C′D′ABCD, y no es difícil ver
que la expresión tensorial de hABA′B′ es
hab = ∂
c[X4∂d(X−4P¯c(ab)dΦ)]. (2.131)
Nuevamente, esta expresión es interesante porque volveremos a encontrarla
al estudiar perturbaciones de espacio-tiempos curvos, y mientras que aquí
depende del uso de espinores de Killing, más adelante la encontraremos uti-
lizando otros métodos (no obstante, estas semejanzas nos motivarán en el
capítulo 4 a buscar una interpretación más profunda de los resultados).
Por último, veamos la construcción de operadores de simetría para la
ecuación de onda y las ecuaciones de Einstein. Definir el espacio de soluciones
de las ecuaciones linealizadas de Einstein como
G := ker{G˙ab} (2.132)
donde estamos pensando a G˙ab como un funcional lineal en el espacio de
tensores simétricos hab = h(ab). Tenemos el siguiente diagrama:
... G W G W ...
T ◦ C3,1 ◦ C2,2 C1,3 ◦ S† T ◦ C3,1C2,2
C1,3 ◦ S† ◦ T ◦ C3,1 ◦ C2,2
T ◦ F3 ◦ S†
Lema 2.5.4. El mapa
H := C1,3 ◦ S† ◦ T ◦ C3,1 ◦ C2,2 : Γ(M, T ∗M2)→ Γ(M, T ∗M2) (2.133)
es un operador de simetría para las ecuaciones linealizadas de Einstein en M,
es decir H : G→ G.
En una lectura rápida de este resultado, puede parecer difícil interpretar in-
mediatamente el mapa H, dado que el mismo es una composición de 5 opera-
dores. En palabras: dada h ∈ G, el operador C3,1 ◦ C2,2 calcula su espinor de
Weyl linealizado, T lo proyecta sobre el espinor de Killing, y C1,3◦S† construye
una nueva métrica siguiendo el lema 2.5.3.
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Capítulo 3
Perturbaciones de espacio-tiempos
tipo Petrov D
3.1. Preliminares
En la sección 2.5 vimos que los campos físicos sin masa más generales que
pueden existir en un espacio-tiempo plano 4-dimensional M, de acuerdo a los
principios fundamentales de la Relatividad Especial y la Mecánica Cuántica,
están representados por espinores totalmente simétricos de helicidad izquier-
da (negativa) o derecha (positiva), que resuelven las ecuaciones de campo
(2.100) y (2.101) respectivamente. La deducción es en base al estudio de las
representaciones unitarias y proyectivas del grupo de Poincaré en un espacio
de Hilbert. Al estudiar el problema análogo en Relatividad General, uno se
encuentra con que un espacio-tiempo curvo arbitrario (M , g) no poseerá nin-
guna simetría, por lo que el procedimiento seguido en el caso de Minkowski
ya no es válido. Más allá de esta dificultad conceptual (y de las obstruccio-
nes topológicas para la existencia de una estructura espinorial, discutidas en
2.2.2), desde un punto de vista operativo la propuesta natural es hacer una
“sustitución mínima” en la que la derivada parcial se reemplaza por la deri-
vada covariante espinorial (2.20) inducida por la conexión de Levi-Civita en
M , y se postulan las ecuaciones de campos libres sin masa
∇A1A′1ϕA1...An = 0, (3.1)
∇A1A′1χA′1...A′n = 0, (3.2)
donde ahora ϕA1...An y χA′1...A′n son secciones de los correspondientes fibrados
espinoriales asociados a representaciones irreducibles de SL(2,C), i.e. ϕ ∈
SA1...An y χ ∈ SA′1...A′n (ver (2.19)). Notemos que la noción de spin de los
campos es distinta del caso en M: en un espacio-tiempoM genérico se asocia
a irreps de SL(2,C), mientras que en M se asocia a irreps de SU(2) para
campos masivos, y a irreps de Spin(2) para campos no-masivos. Tanto en
M como en M, el spin toma valores semi-enteros. La noción de masa de un
campo en un espacio-tiempo arbitrario, por otro lado, es en principio una
extrapolación de Minkowski, ya que no existe un operador de Casimir que
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pueda asociarse a dicha cantidad (ver también la discusión en la sección 4.4
del capítulo siguiente).
El problema con las ecuaciones (3.1) y (3.2) para spin arbitrario es que
ahora existen vínculos algebraicos que deben satisfacerse en todo M , lo cual
restringe fuertemente la existencia de soluciones no-triviales (ver [110, sección
5.8]). Más precisamente, tomando una derivada adicional en (3.1), se obtiene
fácilmente el denominado vínculo de Buchdahl
(n− 2)ϕA1A2A3(A4...AnΨA1A2A3An+1) = 0, (3.3)
donde ΨABCD es el espinor de curvatura conforme. Para n = 1 (s = 1/2) y
n = 2 (s = 1), el vínculo se satisface idénticamente, con lo cual campos de
Dirac (sin masa) y de Maxwell pueden ser descriptos correctamente por (3.1).
Para espacios conformemente planos, se tiene ΨABCD ≡ 0 y (3.3) se satisface
para todo n. Por otro lado, las identidades de Bianchi en un espacio Einstein
son equivalentes a ∇AA′ΨABCD = 0, y el vínculo (3.3) reemplazando ϕA1...An
por ΨABCD se satisface trivialmente. Sin embargo, para un espacio-tiempo
arbitrario y n > 2, el vínculo es muy restrictivo; por ejemplo para n = 4
(s = 2) puede mostrarse (ver [14]) que las soluciones son en general múltiplos
de ΨABCD.
Es interesante notar ([110, pág. 368]) que las restricciones impuestas por
(3.3) para la existencia de campos de spin superior en un espacio-tiempo
curvo genérico, parecen estar relacionadas con la imposibilidad de construir
un tensor de energía-momento adecuado (i.e. simétrico y sin divergencia) para
los campos correspondientes (el cual, por supuesto, debería ser puesto en el
lado derecho de las ecuaciones de Einstein para resolver la dinámica completa
–no-lineal, acoplada– de los campos y del espacio-tiempo).
En este capítulo estudiaremos la generalización del mecanismo que uti-
lizamos en las secciones 2.5 y 2.5.4 para Minkowski, a spin s = 1/2, 1 y 2
en espacio-tiempos Einstein de tipo Petrov D, que son aquellos de interés
para el problema de estabilidad de agujeros negros. Ahora, los ingredientes
fundamentales en (2.107) son espinores de Killing. No obstante, como vimos
en la sección 2.3.1, un espacio-tiempo tipo D posee un solo espinor de Ki-
lling de valencia (2, 0), lo cual restringe fuertemente un posible mecanismo
de spin lowering-spin raising como en M. Notablemente, encontraremos una
generalización de (2.107) utilizando, en última instancia, sólo las identidades
de Bianchi del background. En el capítulo 4 exploraremos más en profundo
la relación de nuestros resultados con espinores de Killing.
Observación 3.1.1 (Artículos). Los resultados de este capítulo se encuentran
mayoritariamente en [8], salvo la sección 3.4.1 que está en [7].
Observación 3.1.2 (Demostraciones). Las demostraciones de los teoremas
en las secciones siguientes son muy largas y tediosas, por lo que, en un intento
de facilitar la lectura de los resultados, hemos decidido referir al correspon-
diente artículo [8] (o a su versión en arXiv, disponible gratuitamente online)
para ver las pruebas en detalle.
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3.2. Campos de Weyl-Dirac
La ecuación de Dirac con masa m en un espacio-tiempo curvo es
( /∇+m)Ψ = 0, (3.4)
donde Ψ es un campo espinorial correspondiente a la representación S( 1
2
,0) ⊕
S(0, 1
2
) de SL(2,C), y /∇ = γa∇a es el operador de Dirac, con γa las matrices
gamma que satisfacen el álgebra de Clifford γaγb+γbγa = −2gabI. Escribiendo
Ψ = (φA, χA′)
T , la ecuación de Dirac acopla en general las dos componentes,
salvo en el caso de masa m = 0, donde (3.4) se descompone en sus partes de
helicidad izquierda y derecha, que son simplemente los casos n = 1 de (3.1)
y (3.2):
∇AA′φA = 0, ∇AA′χA′ = 0. (3.5)
Las ecuaciones (3.5) se conocen como ecuaciones de Weyl-Dirac, o también a
veces ecuaciones de Weyl-neutrinos. El nombre se debe a que en un primer
momento se pensó que los neutrinos (partículas elementales de spin 1/2 y
carga eléctrica nula) poseían masa en reposo cero, algo que en la actualidad
se considera falso debido a la medición de la oscilación de neutrinos reportada
en [68] (un fenómeno únicamente posible si al menos dos de los tres tipos
de estas partículas tienen masa no-nula). La masa de los neutrinos es, no
obstante, extremadamente pequeña1, siendo al menos 6 órdenes de magnitud
más chica que la del electrón [107], por lo que, desde el punto de vista físico,
las ecuaciones (3.5) constituyen una buena aproximación a la dinámica de los
neutrinos.
Definimos los espinores
PA1/2 := o
A, PA−1/2 := Ψ
−1/3
2 ι
A. (3.6)
Estos objetos, de tipo GHP {1, 0} y {−1, 0} respectivamente, encontrarán una
interpretación en el capítulo 4. La generalización de (2.107) a spin s = 1/2
en espacios curvos de tipo Petrov D es la siguiente:
Teorema 3.2.1 (spin s = 1
2
). Consideremos un espacio-tiempo Einstein de
tipo Petrov D, y sea s = ±1
2
. Entonces para todo campo espinorial φA, vale
la siguiente igualdad:
SsE(φA) = OsTs(φA), (3.7)
donde los operadores diferenciales lineales son
Ss(JB′) := Ψ
1/3
2 P
B
s ∇B
′
B [Ψ
−1/3
2 JB′ ], (3.8)
E(φA) := ∇AB′φA, (3.9)
Os(Φ) := (T 2s −Ψ2 + 23λ)Φ, (3.10)
Ts(φA) := −12PAs φA. (3.11)
Demostración. Ver Teorema 3.1 en [8, sección 3].
1el valor estimado es mν ≤ 0,120eV.
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Aplicando ahora el método de operadores adjuntos descripto en la sección
2.4.2, podemos tomar la ecuación adjunta a (3.7) y así obtener el siguiente
resultado:
Corolario 3.2.2. Sea s = ±1
2
, y sea Φ ∈ Γ(M ,E{2s,0}) una solución de la
ecuación de Teukolsky de tipo (1/2,±1/2), (T 2s − Ψ2 + 23λ)Φ = 0, en un
espacio-tiempo Einstein tipo D. Entonces el campo espinorial
φsA(Φ) = Ψ¯
−1/3
2 ∇A
′
A [Ψ¯
1/3
2 P¯
−s
A′ Φ¯] (3.12)
es una solución de la ecuación de Weyl-Dirac, ∇AA′φsA = 0.
Notemos que, definiendo X := Ψ¯−1/32 , la expresión (3.12) es formalmente
idéntica a la reconstrucción (2.118) en M, identificando L¯A′ con P¯A′−s y ∂AA′
con ∇AA′ .
3.2.1. Operadores de simetría
La identidad (3.7) y su adjunta permiten construir operadores de sime-
tría tanto para las ecuaciones de Weyl-Dirac, como para las ecuaciones de
Teukolsky de spin s = 1/2. Definimos los espacios de soluciones de estas
ecuaciones como
Fl1/2 := {φ ∈ SA | ∇AA
′
φA = 0}, (3.13)
Fr1/2 := {χ ∈ SA′ | ∇AA
′
χA′ = 0}, (3.14)
Ws1/2 := {Φ ∈ Γ(M ,E{2s,0}) | (T 2s −Ψ2 + 23λ)Φ = 0, s = ±12}. (3.15)
En lo que sigue nos concentraremos en campos de Dirac de helicidad izquierda,
los de helicidad derecha se tratan análogamente.
De (3.7) vemos que, si φA satisface la ecuación E(φA) = 0 (i.e. φA ∈ Fl1/2),
entonces Ts(φA) satisface la ecuación de Teukolsky de tipo s = ±1/2. A la
inversa, de (3.12) vemos que, si Φ satisface la ecuación de Teukolsky de tipo
s = ±1/2, entonces [S¯†(Φ)]A satisface la ecuación de Dirac. La iteración de
este proceso conduce a operadores de simetría para las ecuaciones en cuestión,
como mostramos en el siguiente diagrama:
... Fl1/2 Ws1/2 Fl1/2 Ws1/2 ...
Ts c ◦ S¯
†
−s T
c ◦ S¯†−s ◦ Ts
Ts ◦ c ◦ S¯†−s
El mapa c denota conjugación compleja, c(Φ) = Φ¯. Notamos que este diagra-
ma no es un complejo diferencial (y por lo tanto tampoco es una secuencia
exacta), ya que la composición de dos mapas sucesivos no es cero. Por el
contrario, esta composición constituye los operadores de simetría buscados.
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Lema 3.2.1. Para s = ±1
2
, los mapas As1/2 := c◦ S¯†−s◦Ts : SA → SA definidos
por
φA 7→ [As1/2(φ)]A = Ψ¯−1/32 ∇AA′ [Ψ¯1/32 P¯A
′
−sP¯
B′
s φ¯B′ ] (3.16)
son operadores de simetría para la ecuación (izquierda) de Weyl-Dirac, es
decir As1/2 : Fl1/2 → Fl1/2.
Notemos que la composición de estos operadores es de nuevo un operador
de simetría, de orden superior. El conjunto de operadores de simetría tiene
entonces la estructura de un álgebra graduada
A1/2 =
⊕
n≥0
A(n)1/2, (3.17)
donde A(n)1/2 son los operadores de simetría de orden n,
A(n)1/2 = {(A+1/2)n+ ◦ (A−1/2)n− | n+ + n− = n, n± ∈ N0}. (3.18)
Lema 3.2.2. Para s = ±1
2
, los mapas
Bs1/2 := Ts ◦ c ◦ S¯†−s : Γ(M ,E{2s,0})→ Γ(M ,E{2s,0})
definidos por
Φ 7→ Bs1/2(Φ) = Ψ¯−1/32 PAs ∇AA′ [P¯A
′
−sΦ¯] (3.19)
son operadores de simetría para la ecuación de Teukolsky de tipo (1/2,±1/2),
es decir Bs1/2 : Ws1/2 →Ws1/2.
3.3. Campos de Maxwell
Para una 2-forma en el espacio-tiempo, las ecuaciones de Maxwell en forma
tensorial son
∇aFab = 0, ∇[aFbc] = 0. (3.20)
En 4 dimensiones, utilizando la forma de volumen abcd, la segunda ecuación
puede escribirse como ∇a∗Fab = 0 (donde ∗Fab = 12abcdF cd), de manera que
ambas ecuaciones se combinan en las partes real e imaginaria de la ecuación
compleja∇aF˜ab = 0, donde F˜ab := Fab+i∗Fab es el tensor de Maxwell anti-auto
dual. En forma espinorial tenemos entonces que las ecuaciones de Maxwell
son equivalentes a la ecuación de un campo de spin s = 1:
∇AA′φAB = 0, (3.21)
donde φAB es el espinor de Maxwell, dado por F˜ab = φAB ¯A′B′ .
Definimos los espinores PABs , s = 0,±1, por
PAB1 := o
AoB, (3.22)
PAB0 := Ψ
−1/3
2 o
(AιB), (3.23)
PAB−1 := Ψ
−2/3
2 ι
AιB. (3.24)
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Una vez más, daremos una interpretación de estos objetos en el capítulo 4.
(Notemos, por lo pronto, que PAB0 coincide con el espinor de Killing (2.67)
(para k = 1)).
Teorema 3.3.1 (spin s = 1). Consideremos un espacio-tiempo Einstein de
tipo Petrov D, y sea s = 0,±1. Entonces para todo campo espinorial simétrico
φAB = φ(AB) vale la siguiente igualdad:
SsE(φAB) = OsTs(φAB), (3.25)
donde los operadores diferenciales lineales son
Ss(JB′B) := Ψ
2/3
2 P
AB
s ∇B
′
A [Ψ
−2/3
2 JB′B], (3.26)
E(φAB) := ∇AB′φAB, (3.27)
Os(Φ) := (T 2s + V1,s) Φ, (3.28)
Ts(φAB) := −12PABs φAB, (3.29)
con el potencial V1,s := 2(1− 3s2)Ψ2 + 23λ.
Demostración. Ver Teorema 4.1 en [8, sección 4].
Notemos que la ecuación adjunta (y compleja conjugada) a (3.25) es
∇(AB′ [Ψ−2/32 ∇|B
′|
C (Ψ
2/3
2 P
B)C
s Φ)] = −12PABs (T−2s + V1,s)Φ, (3.30)
donde Φ ∈ Γ(M ,E{−2s,0}). Esto implica que una solución de la ecuación
(T−2s + V1,s)Φ = 0 genera un potencial de Hertz derecho (ver def. 2.2.5):
[C1,1α]
AB ≡ ∇B′(AαB)B′ = 0, donde αAA
′ es el término entre corchetes en
el lado izquierdo de (3.30). En M vimos que esto permitía generar campos
de spin 1 mediante (2.116), pero la prueba de eso utiliza la conmutación
de derivadas parciales, cosa que no se cumple en un espacio-tiempo curvo.
Afortunadamente, el resultado final es todavía válido en espacios curvos:
Lema 3.3.1. Sea αAA′ una solución de ∇A′(AαB)A′ = 0 en un espacio-tiempo
arbitrario. Entonces ψA′B′ = ∇A(A′αAB′) es una solución de las ecuaciones de
Maxwell.
Demostración. Ver (el complejo conjugado del) Lema 4.1 en [8, sección 4].
Combinando (3.30) y el lema anterior, podemos generar soluciones de las
ecuaciones de Maxwell de helicidad derecha a partir de las ecuaciones de
onda con peso. Para obtener un campo de Maxwell de helicidad izquierda,
simplemente tomamos el complejo conjugado del anterior.
Corolario 3.3.2 (Versión espinorial). Consideremos un espacio-tiempo Eins-
tein tipo D, y sea s = 0,±1. Sea Φ ∈ Γ(M ,E{2s,0}) una solución de la ecua-
ción desacoplada (T 2s + V1,s)Φ = 0, que es la ecuación de Teukolsky de tipo
(1,±1) para s = ±1, y la ecuación de Fackerell-Ipser para s = 0. Entonces el
campo espinorial
φsAB(Φ) = ∇A
′
(A
[
Ψ¯
−2/3
2 ∇B
′
B)[Ψ¯
2/3
2 P¯
−s
A′B′ Φ¯]
]
(3.31)
es una solución de las ecuaciones de Maxwell, ∇AA′φsAB = 0.
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Notemos que, al igual que en el caso de spin s = 1/2, definiendo X := Ψ¯−1/32
el campo (3.31) es formalmente idéntico a la reconstrucción (2.119) en M.
3.3.1. Operadores de simetría
Definimos los siguientes espacios de soluciones:
Fl1 := {φ ∈ SAB | ∇AA
′
φAB = 0}, (3.32)
Ws1 := {Φ ∈ Γ(M ,E{2s,0}) | (T 2s + V1,s)Φ = 0, s = 0,±1}. (3.33)
Esto es, Fl1 es el espacio de soluciones de las ecuaciones de Maxwell, W01
es el correspondiente a la ecuación de Fackerell-Ipser, y W±1 son los de las
ecuaciones de Teukolsky de tipo (1,±1). El diagrama de mapas entre estos
espacios es el siguiente:
... Fl1 Ws1 Fl1 Ws1 ...
Ts c ◦ F1 ◦ S¯
†
−s Ts
c ◦ F1 ◦ S¯†−s ◦ Ts
Ts ◦ c ◦ F1 ◦ S¯†−s
(Recordar que el mapa Fm fue definido en (2.115).) En este diagrama, el peso
de spin s está fijo. Por otro lado, notemos que también podemos obtener
mapas entre los espacios de soluciones de las ecuaciones escalares con distinto
s, en particular, operadores que transforman una solución de la ecuación
de Fackerell-Ipser en soluciones de las ecuaciones de Teukolsky, y viceversa.
Ilustramos esto mediante el siguiente diagrama:
W01 Fl1
Ws1
W01
Fl1
c ◦ F1 ◦ S¯†0 T0
Ts
c ◦ F1 ◦ S¯†−s
T0
Los diagramas anteriores nos permiten deducir el siguiente resultado:
Lema 3.3.2. Sea s = 0,±1.
(i) Los mapas As1 := c ◦ F1 ◦ S¯†−s ◦ Ts : SAB → SAB definidos por
φAB 7→ [As1(φ)]AB = ∇A′(A
[
Ψ¯
−2/3
2 ∇B)B′(Ψ¯2/32 P¯A
′B′
−s P¯
C′D′
s φ¯C′D′)
]
(3.34)
son operadores de simetría para las ecuaciones de Maxwell, esto es As1 :
Fl1 → Fl1.
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(ii) Los mapas Bs1 := Ts ◦ c ◦ F1 ◦ S¯†−s : Γ(M ,E{2s,0}) → Γ(M ,E{2s,0})
definidos por
Φ 7→ [Bs1(Φ)] = PABs ∇A′A
[
Ψ¯
−2/3
2 ∇BB′(Ψ¯2/32 P¯A
′B′
−s Φ¯
]
(3.35)
son operadores de simetría en Ws1, i.e. Bs1 : Ws1 → Ws1. Más precisa-
mente, B01 es operador de simetría para la ecuación de Fackerell-Ipser,
y B±11 es operador de simetría para la ecuación de Teukolsky de tipo
(1,±1).
(iii) El operador W±11 := T±1 ◦ c ◦ F1 ◦ S¯†0 : Γ(M ,E{0,0}) → Γ(M ,E{±2,0})
definido por
Φ0 7→W±11 (Φ0) = PAB±1 ∇A′A
[
Ψ¯
−2/3
2 ∇BB′(Ψ¯2/32 P¯A
′B′
0 Φ¯0
]
(3.36)
mapea una solución de Fackerell-Ipser en una solución de Teukolsky con
s = ±1, W±11 : W01 →W±11 .
(iv) El operador W01 := T0 ◦ c ◦ F1 ◦ S¯†∓1 : Γ(M ,E{±2,0}) → Γ(M ,E{0,0})
definido por
Φ±1 7→W01(Φ±1) = PAB0 ∇A′A
[
Ψ¯
−2/3
2 ∇BB′(Ψ¯2/32 P¯A
′B′
∓1 Φ¯±1
]
(3.37)
mapea una solución de Teukolsky con s = ±1 en una solución de
Fackerell-Ipser, W01 : W±11 →W01.
Por supuesto, la combinación de los ítems (iii) y (iv) conduce a nuevos ope-
radores de simetría en Ws1, s = 0,±1, distintos a los del ítem (ii); esto es,
(W01 ◦W±11 ) : W01 →W01 y (W±11 ◦W01) : W±11 →W±11 .
Al igual que en el caso de Dirac, los operadores de simetría generan un
álgebra graduada; por ejemplo
A1 =
⊕
n≥0
A(n)1 , (3.38)
donde A(n)1 son los operadores de simetría de orden n,
A(n)1 = {(A+1 )n+ ◦ (A01)n0 ◦ (A−1 )n− | n+ + n0 + n− = n, n0,± ∈ N0}. (3.39)
3.3.2. Expresiones tensoriales
Resulta útil traducir las expresiones espinoriales anteriores al lenguaje
tensorial. Primeramente necesitamos introducir las 2-formas anti-auto-duales
P sab := P
s
AB ¯A′B′ , para s = 0,±1. Explícitamente:
P+1ab := 2`[amb], (3.40)
P 0ab := Ψ
−1/3
2 (`[anb] + m¯[amb]), (3.41)
P−1ab := 2Ψ
−2/3
2 m¯[anb]. (3.42)
En el capítulo 4 veremos una interpretación de estas 2-formas.
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Corolario 3.3.2′ (Versión tensorial). Consideremos un espacio-tiempo Eins-
tein tipo D, y sea s = 0,±1. Sea Φ ∈ Γ(M ,E{2s,0}) una solución de la ecua-
ción desacoplada (T 2s + V1,s)Φ = 0, que es la ecuación de Teukolsky de tipo
(1,±1) para s = ±1, y la ecuación de Fackerell-Ipser para s = 0. Entonces el
campo tensorial
F˜ sab = E
s
ab + i
∗Esab (3.43)
es una solución de las ecuaciones de Maxwell, dF˜ s = 0 = d∗F˜ s, donde el
campo complejo Esab está definido por
Esab = ∇[a[Ψ¯−2/32 ∇c(Ψ¯2/32 P¯−sb]c Φ¯)]. (3.44)
Por otro lado, no es difícil traducir los operadores de simetría espinoriales
al lenguaje tensorial. Para evitar una sobrecarga de notación, usaremos los
mismos símbolos para los análogos tensoriales de estos operadores, incluso
aunque en realidad actúan en espacios distintos. Sea s = 0,±1. El operador
As1 definido por [As1(F )]ab = Esab(F ) + i∗Eab(F ), donde
Esab(F ) = ∇[a[Ψ¯−2/32 ∇c(Ψ¯2/32 P¯−sb]c P¯ des F¯de)] (3.45)
mapea campos de Maxwell en campos de Maxwell. Por su parte, el operador
en Γ(M ,E{2s,0}) definido por
[Bs1(Φ)] = P
ab
s ∇a
[
Ψ¯
−2/3
2 ∇c(Ψ¯2/32 P¯−sbc Φ¯
]
(3.46)
mapea Ws1 (definido en (3.33)) en sí mismo.
3.3.3. Peso de spin cero
Es interesante analizar el caso de peso de spin cero más en detalle; lo
necesitaremos en la sección 3.5. Recordar que P 0AB coincide con el espinor de
Killing (2.67), P 0AB ≡ KAB. En esta subsección asumiremos que el vector de
Killing ξAA′ = ∇A′BKAB es real, lo cual corresponde a la clase generalizada
de Kerr-NUT. El campo (3.31) para s = 0 puede reescribirse como
φ0AB(Φ) = −i∇B
′
(A[YB)B′CC′∇CC
′
Φ¯]− 1
2
KAB(+ 2Ψ2 + 23λ)Φ¯, (3.47)
donde Yab es el tensor de Killing-Yano (2.71). La prueba de esto puede verse
en [8, Lema 4.2]. Notemos que el caso de interés es cuando Φ es una solución
de la ecuación de Fackerell-Ipser, (+2Ψ2 + 23λ)Φ = 0, con lo cual el segundo
término en (3.47) puede escribirse como 4iIm(Ψ2)Φ¯. La versión tensorial de
(3.47) es
F˜ 0ab(Φ) = E
0
ab(Φ) + i
∗E0ab(Φ), (3.48)
donde
E0ab(Φ) = i∇[a(Yb]c∇cΦ¯)− Im(Ψ2)YabΦ¯. (3.49)
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Por otro lado, el operador de simetría para la ecuación de Fackerell-Ipser es
B01(Φ) :=
1
2
P ab0 F˜
0
ab(Φ) = P
ab
0 E
0
ab(Φ) (recordar que P abs es anti-auto-dual), que
puede escribirse como
B01(Φ) = (Y
ab + i∗Y ab)∇a(Ybc∇cΦ¯) + 2iIm(Ψ2)Ψ−2/32 Φ¯, (3.50)
donde usamos la identidad P ab0 Yab = −iΨ−2/32 .
Notemos que las expresiones se simplifican en el caso en que Ψ2 es un cam-
po real (un ejemplo de esto es la solución de Schwarzschild-(A)dS). El tensor
(3.49) queda E0ab(Φ) = i∇[a(Yb]c∇cΦ¯), con lo cual el campo electromagnético
reconstruido es
F˜ 0ab(Φ) = i∇[a(Yb]c∇cΦ¯)− 12abcd∇c(Yde∇eΦ¯). (3.51)
Por último, utilizando las identidades ∗Y abYbc = −12gacIm(Ψ−2/32 ) y ∗Y ab∇aYbc =
∇cIm(Ψ−2/32 ), el operador de simetría (3.50) para la ecuación de Fackerell-
Ipser se reduce a
B01(Φ) = Y
ab∇a(Ybc∇cΦ¯) ≡ Q(Φ¯) (3.52)
donde Q es el denominado operador de Carter [26], que conmuta con  y es
bien conocido en la literatura.
3.4. Perturbaciones gravitacionales
Los grados de libertad puros (i.e. no asociados a campos de materia) del
campo gravitacional son representados por el tensor de Weyl, cuya versión
espinorial es el campo de spin 2 ΨABCD. Hemos visto que en un espacio Eins-
tein, la identidad de Bianchi es equivalente a ∇AA′ΨABCD = 0. Al considerar
perturbaciones del espacio-tiempo e imponer las ecuaciones de Einstein, la
linealización de la identidad de Bianchi tendrá tres términos, esquemática-
mente: ∇Ψ˙ + Γ˙Ψ− h∇Ψ = 0, donde Ψ˙, Γ˙ y h representan, respectivamente,
la linealización del espinor de curvatura, de la conexión y de la métrica2 (ver
[31] y [110, sección 5.7] para expresiones explícitas). Ahora, la libertad de
gauge en gravedad linealizada es hab ∼ hab + 2∇(aξb) para un campo covec-
torial arbitrario ξa. Como Ψ˙ y Γ˙ no son invariantes de gauge, uno podría
pensar en la posibilidad de hallar un gauge tal que Γ˙Ψ − h∇Ψ = 0, de ma-
nera que el espinor de curvatura linealizado satisfaga la ecuación más simple
∇AA′Ψ˙ABCD = 0. Como mencionamos, los resultados de [14] implicarían que
Ψ˙ABCD es, en general, algebraicamente especial. A continuación veremos que,
desafortunadamente, esto en general no es cierto; y luego mostraremos cómo
resolver este problema. Más precisamente:
(i) en la subsección 3.4.1 probamos que el espacio-tiempo perturbado es
algebraicamente general en la clasificación de Petrov, lo cual implica
que debemos trabajar con la identidad de Bianchi linealizada completa;
2ver subsección 3.4.2 más abajo para el tratamiento de linealizaciones espinoriales.
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(ii) en la subsección 3.4.2 especificamos a qué nos referimos con el espinor
de curvatura perturbado, y hallaremos el análogo de los teoremas 3.2.1
y 3.3.1 para spin 2;
(iii) en la subsección 3.4.3 mostraremos cómo relacionar las perturbaciones
del espinor de curvatura con las ecuaciones de Einstein, lo cual nos
conducirá a hallar fórmulas de reconstrucción similares a (3.12), (3.31)
para la métrica linealizada.
Con respecto a la definición de un “campo libre sin masa de spin 2” que se
propaga en un espacio-tiempo curvo de background, ver la discusión en la
sección 4.4.1 más adelante (específicamente la ecuación (4.99)).
Los resultados de esta sección son la generalización a espacio-tiempos cur-
vos tipo D de los correspondientes a Minkowski (vistos en la sección 2.5.4).
3.4.1. Tipo de Petrov del espacio-tiempo perturbado
Consideremos una familia monoparamétrica de espacio-tiempos (M , gab(ε)),
con la correspondiente familia de tetradas nulas {`a(ε), na(ε),ma(ε), m¯a(ε)},
tal que (M , gab(0)) es tipo Petrov D y {`a(0), na(0),ma(0), m¯a(0)} es la te-
trada principal. Como discutimos en la sección 2.2.4, haciendo una rotación
nula alrededor de na(ε) las PNDs se encuentran resolviendo (en z) la ecuación
P (z, ε) = 0, donde
P (z, ε) = Ψ0(ε) + 4Ψ1(ε)z + 6Ψ2(ε)z
2 + 4Ψ3(ε)z
3 + Ψ4(ε)z
4. (3.53)
Los escalares de Weyl son funciones analíticas de ε, por lo que su linealización
está bien definida. P (z, ε) es también analítico en ε, con lo cual su expansión
a orden lineal es
P (z, ε) = 6Ψ2z
2 + εΨ˙0 + ε[4Ψ˙1z + 6Ψ˙2z
2 + 4Ψ˙3z
3 + Ψ˙4z
4] + O(ε2) (3.54)
donde hemos acomodado los términos de manera conveniente para lo que
haremos a continuación. Debemos resolver P (z, ε) = 0 a orden lineal en ε,
para lo cual notamos que, si resolvemos primero 6Ψ2z2 + εΨ˙0 = 0, cuyas
soluciones son
z± = ±
√
− Ψ˙0
6Ψ2
ε1/2, (3.55)
entonces el término entre corchetes en (3.54) es O(ε3/2), con lo cual P (z±, ε) =
O(ε3/2). De esta manera obtenemos dos de las nuevas PNDs; a orden domi-
nante en ε, las mismas estarán dadas por `a± = `a + z±m¯a + z¯±ma. Las otras
dos soluciones se obtienen haciendo una rotación nula alrededor de `a(ε), lo
que conduce a las dos raíces restantes
w± = ±
√
− Ψ˙4
6Ψ2
ε1/2. (3.56)
De esta manera obtenemos el siguiente resultado:
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Teorema 3.4.1 ([7]). Consideremos una familia monoparamétrica de espacio-
tiempos (M , gab(ε)), analítica en ε = 0, tal que gab(0) es de tipo Petrov D,
con direcciones principales nulas (dobles) `a, na. Entonces el espacio-tiempo
linealmente perturbado es genéricamente tipo I en la clasificación de Petrov,
y sus direcciones principales nulas son
`a±(ε) = `
a ± ε1/2
[√
− Ψ˙0
6Ψ2
m¯a +
(√
− Ψ˙0
6Ψ2
)
ma
]
, (3.57)
na±(ε) = n
a ± ε1/2
[(√
− Ψ˙4
6Ψ2
)
m¯a +
√
− Ψ˙4
6Ψ2
ma
]
(3.58)
Si Ψ˙0 = 0 ó Ψ˙4 = 0, el espacio perturbado degenera a tipo Petrov II.
Para perturbaciones no-estacionarias del agujero negro de Kerr que sean bien
comportadas (i.e. que satisfagan condiciones de borde apropiadas en el ho-
rizonte y en el infinito), Wald probó en [133] que Ψ˙0 y Ψ˙4 se determinan
unívocamente el uno al otro; en particular Ψ˙0 = 0 si y sólo si Ψ˙4 = 0, lo
cual corresponde a una perturbación trivial. Esto quiere decir que, en los
casos de interés para perturbaciones de Kerr, tendremos Ψ˙0 6= 0 y Ψ˙4 6= 0,
con lo cual ambas direcciones nulas se bifurcarán y el espacio-tiempo será
algebraicamente general.
3.4.2. Perturbaciones del espinor de curvatura
El tratamiento de linealizaciones espinoriales es muy sutil. No es en princi-
pio claro cómo siquiera definir la perturbación de un espinor, ya que el grupo
de difeomorfismos no posee una acción natural en espacios espinoriales3. El
enfoque en nuestro trabajo consiste en hacer la descomposición espinorial del
tensor de curvatura perturbado, utilizando la estructura espinorial del back-
ground. (Este es también el enfoque empleado en [31].) Más precisamente,
consideremos una familia monoparamétrica de espacio-tiempos (M , gab(ε)),
analítica en ε = 0, tal que (M , gab(0)) es el espacio-tiempo de background,
que satisface las ecuaciones de Einstein de vacío con constante cosmológica.
El requerimiento de analiticidad implica que podemos hacer la expansión del
tensor de curvatura Rabcd(ε) = Rabcd + εR˙abcd +O(ε2). Ya que la perturbación
R˙abcd ≡ R˙ABCDA′B′C′D′ posee las mismas simetrías que el tensor de Riemann,
admite una descomposición espinorial análoga a (2.34):
R˙ABCDA′B′C′D′ ≡ X˙ABCD ¯A′B′ ¯C′D′ + Φ˙ABC′D′ ¯A′B′CD
+
˙˜
XA′B′C′D′ABCD +
˙˜
ΦA′B′CDAB ¯C′D′ . (3.59)
Es importante notar que, ya que más adelante consideraremos perturbaciones
métricas complejas, hemos hecho la distinción
˙˜
XA′B′C′D′ 6= (X˙ABCD), ˙˜ΦA′B′CD 6= (Φ˙ABC′D′). (3.60)
3Una posible solución a este problema (asumiendo que existe una estructura espino-
rial para todo ε) es utilizar el formalismo recientemente desarrollado en [15] de cálculo
variacional para espinores.
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Las partes totalmente simétricas de X˙ABCD y
˙˜
XA′B′C′D′ representan, res-
pectivamente, los espinores de curvatura conforme de helicidad izquierda (o
anti-auto-dual) y derecha (o auto-dual). Explícitamente:
Ψ˙ABCD := X˙(ABCD) =
1
4
¯A
′B′ ¯C
′D′R˙(ABCD)A′B′C′D′ , (3.61)
˙˜
ΨA′B′C′D′ :=
˙˜
X(A′B′C′D′) =
1
4
ABCDR˙ABCD(A′B′C′D′). (3.62)
El tensor de curvatura perturbado R˙abcd puede calcularse4 en términos de la
métrica linealizada hab := ddε |ε=0[gab(ε)] como:
R˙abcd = ∇[a∇|[chd]|b] +Rab[cehd]e. (3.63)
De esta fórmula deducimos fácilmente expresiones para Ψ˙ABCD y
˙˜
ΨA′B′C′D′ :
Ψ˙ABCD =
1
2
∇A′(A∇B
′
B hCD)A′B′ +
h
4
ΨABCD, (3.64)
˙˜
ΨA′B′C′D′ =
1
2
∇A(A′∇BB′hC′D′)AB + h4 Ψ¯A′B′C′D′ . (3.65)
Si hab es un tensor real, entonces (3.64) y (3.65) se relacionan por conjugación
compleja, pero esto ya no es cierto si hab es un tensor complejo.
Notemos que la descripción actual de los campos perturbativos en térmi-
nos de espinores, sólo necesita de la estructura espinorial del background; en
particular, no nos hizo falta definir la linealización de un espinor. En lo que
sigue, por otra parte, es conveniente pensar en una familia monoparamétrica
(M , gab(ε)) que admite una estructura espinorial para todo ε; sin embargo,
siempre que ocurra una linealización de una expresión espinorial debe enten-
derse que se tradujo primero a su forma tensorial y luego se linealizó. Este es
un proceso bien definido; enseguida veremos un ejemplo.
Consideremos una familia monoparamétrica de espacio-tiempos (M , gab(ε))
que admiten una estructura espinorial para todo ε, y sea {oA(ε), ιA(ε)} una
diada de spin y Ψ2(ε) el escalar de Weyl de tipo {0, 0} asociado. En lo que
sigue frecuentemente omitiremos la dependencia en ε. Definimos los espinores
PABCD+2 := o
AoBoCoD, (3.66)
PABCD0 := 6Ψ
−2/3
2 o
(AoBιCιD), (3.67)
PABCD−2 := Ψ
−4/3
2 ι
AιBιCιD. (3.68)
En el capítulo 4 veremos una interpretación de estos campos. El análogo de
los teoremas 3.2.1 y 3.3.1 es el siguiente resultado5:
Teorema 3.4.2 (spin s = 2). Sea (M , gab(ε)) una familia monoparamétrica
de espacio-tiempos, analítica en ε = 0, tal que (M , gab(0)) es Einstein y de
4para probar esto, usar que R˙abcd = ddε |ε=0(Rab[cegd]e) y que R˙abce = 2∇[aΓ˙b]ec, donde
Γ˙b
e
c =
1
2g
ef (∇bhfc +∇chfb −∇fhbc) es la conexión linealizada.
5no consideramos los casos de peso de spin s = ±1 ya que, como fue probado en
[1], las ecuaciones que satisfacen los escalares Ψ˙1 y Ψ˙3 no se desacoplan y resultan poco
interesantes.
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tipo Petrov D. Sea ΨABCD el espinor de curvatura de Weyl de la métrica
gab(ε), y sea s = 0,±2. Entonces vale la siguiente igualdad off shell:
d
dε
|ε=0[Sws Ew(ΨABCD)] = ddε |ε=0[Ows Tws (ΨABCD)], (3.69)
donde los operadores diferenciales lineales son
Sws (JB′BCD) := Ψ
4/3
2 P
ABCD
s ∇B
′
A [Ψ
−4/3
2 JB′BCD], (3.70)
Ew(ΨABCD) := ∇AB′ΨABCD, (3.71)
Ows (Φ) :=
[
T 2s + 2(1− 94s2)Ψ2 + R6
]
Φ, (3.72)
Tws (ΨABCD) := − (3−|s|)2 PABCDs ΨABCD. (3.73)
Demostración. Ver [8, sección 5.2].
Aquí podemos apreciar un ejemplo de cómo trataremos la linealización de
expresiones espinoriales. El lado izquierdo de (3.69) (antes de linealizar) puede
expresarse tensorialmente, en términos del tensor P abcds = PABCDs ¯A
′B′ ¯C
′D′ ,
como
Ψ
4/3
2 P
ABCD
s ∇B
′
D [Ψ
−4/3
2 ∇AB′ΨABCD] = −12Ψ4/32 P abcds ∇d(Ψ−4/32 ∇eCabce), (3.74)
y la linealización del lado derecho de esta última ecuación es algo bien definido
en el tratamiento perturbativo estándar. Notemos que, ya que asumimos que
el espacio de background es Einstein, se tiene (∇eCabce)|ε=0 = 0, con lo cual
el operador −1
2
Ψ
4/3
2 P
abcd
s ∇d(Ψ−4/32 ·) resulta evaluado en el background en el
proceso de linealización de (3.74).
Imponiendo las ecuaciones linealizadas de Einstein, el lado izquierdo de
(3.69) es cero, y obtenemos las siguientes ecuaciones escalares:
s = +2 : (T+4 − 16Ψ2 + 23λ)Ψ˙0 = 0, (3.75)
s = 0 : (+ 8Ψ2 + 23λ)[Ψ
−2/3
2 Ψ˙2] + 3(˙h + R˙h6 )Ψ
1/3
2 = 0, (3.76)
s = −2 : (T−4 − 16Ψ2 + 23λ)[Ψ−4/32 Ψ˙4] = 0. (3.77)
Las ecuaciones (3.75) y (3.77) son las ecuaciones de Teukolsky de tipo (2,±2)
con constante cosmológica. La ecuación (3.76) es una linealización de la ecua-
ción de Fackerell-Ipser (2.90) con constante cosmológica (aplicada a Ψ1/32 ),
que fue hallada, para λ = 0, por Andersson et al en [1]. El segundo término
en (3.76) es la linealización del operador de onda conforme aplicado al campo
de background Ψ1/32 ; esto implica que esta ecuación no es realmente “desaco-
plada” en el sentido de que aparecen otras cantidades perturbativas además
de Ψ˙2.
3.4.3. Perturbaciones de las ecuaciones de Einstein
La linealización en (3.69) implica que no podemos tomar la ecuación ad-
junta como hicimos en los casos de spin 1/2 y 1, e incluso aunque pudiésemos
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no sería claro cómo reconstruir una solución de la identidad de Bianchi li-
nealizada. Por otro lado, las ecuaciones de campo que nos interesan no son
las identidades de Bianchi sino las ecuaciones linealizadas de Einstein. En lo
que sigue mostraremos un modo sencillo de relacionar la identidad (3.69) con
el tensor de Einstein linealizado. Haremos esto sin asumir que vale ninguna
ecuación de campo (aparte de las ecuaciones de Einstein en el espacio de
background), con lo cual obtendremos una identidad de operadores actuando
en tensores simétricos de dos índices.
Lema 3.4.1. Consideremos una familia monoparamétrica de espacio-tiempos
(M , gab(ε)), analítica en ε = 0, tal que (M , gab(0)) es Einstein: (Gab +
λgab)|ε=0 = 0. Sea Oabc un operador diferencial lineal, covariante, tal que
Oabc = O[ab]c y gacOabc = 0. Entonces tenemos la identidad
d
dε
∣∣
ε=0
[
Oabc∇dCabcd
]
= −Oabc∇a
[
d
dε
∣∣
ε=0
(Gbc + λgbc)
]
. (3.78)
Demostración. Ver [8, sección 5.1].
El resultado de esta proposición es extremadamente útil en nuestro con-
texto, y veremos también una variación del mismo en el capítulo 6 (ver sección
6.3.3). La demostración se basa simplemente en la identidad de Bianchi gené-
rica ∇[eRab]cd = 0, que es una identidad geométrica y por lo tanto no depende
de ninguna ecuación de campo. El operador Oabc actuando en un tensor Habc
es en nuestro caso OabcHabc = Ψ
4/3
2 P
abcd
s ∇d(Ψ−4/32 Habc).
Recordar que definimos los tensores asociados a (3.66), (3.67) y (3.68)
como P sabcd := P sABCD ¯A′B′ ¯C′D′ . Explícitamente, tenemos
P+2abcd :=P
+1
ab P
+1
cd , (3.79)
P 0abcd :=P
+1
ab P
−1
cd + P
−1
ab P
+1
cd + P
0
abP
0
cd, (3.80)
P−2abcd :=P
−1
ab P
−1
cd . (3.81)
donde las 2-formas P sab fueron definidas en (3.40), (3.41) y (3.42). Estos ten-
sores son anti-auto duales y poseen las simetrías del tensor de Weyl. Recor-
demos también la expresión del tensor de Einstein linealizado en términos de
la perturbación métrica,
G˙ab[h] = −12hab − 12∇a∇bh+∇c∇(ahb)c − 12gab(∇c∇dhcd −h), (3.82)
donde h = gcdhcd. La combinación del teorema 3.4.2 con el resultado del lema
3.4.1 conduce entonces al siguiente resultado:
Teorema 3.4.3. Sea (M , gab(ε)) una familia monoparamétrica de espacio-
tiempos, analítica en ε = 0, tal que (M , gab(0)) es Einstein y de tipo Petrov
D. Sea s = 0,±2. Entonces vale la siguiente igualdad:
SsE(hab) = OsTs(hab) + Is, (3.83)
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donde los operadores diferenciales lineales son
Ss(Tab) := Ψ
4/3
2 P
acbd
s ∇d[Ψ−4/32 ∇cTab], (3.84)
E(hab) := G˙ab[h] + λhab, (3.85)
Os(Φ) := (T 2s + V2,s)Φ, (3.86)
Ts(hab) := Ψ
−(2−s)/3
2 Ψ˙2−s[h], (3.87)
con el potencial dado por
V2,s := (8− 6s2)Ψ2 + 23λ, (3.88)
y el término inhomogéneo es
Is := 3δs,0(˙h + R˙h6 )Ψ
1/3
2 . (3.89)
La igualdad de operadores (3.83) es la identidad que necesitamos para re-
construir perturbaciones métricas, análogamente a como hicimos en los casos
de Dirac y Maxwell. Una diferencia importante con respecto a dichos casos, es
la aparición del término inhomogéneo en (3.83) para peso de spin cero. Este
término arruina de hecho la transposición de operadores para s = 0. Veamos
entonces por separado los casos de peso de spin cero y extermo.
Peso de spin extremo
Para s = ±2, el término inhomogéneo (3.89) es cero, con lo cual tenemos la
identidad S±2E(hab) = O±2T±2(hab). Utilizando que el operador de Einstein
es autoadjunto con respecto al producto interno (2.97), deducimos inmedia-
tamente el siguiente corolario:
Corolario 3.4.4. Consideremos un espacio-tiempo Einstein de tipo Petrov
D, y sea s = ±2. Sea Φ ∈ Γ(M ,E{2s,0}) una solución de la ecuación de
Teukolsky de tipo (2,±2): (T 2s + V2,s)Φ = 0. Entonces el campo tensorial
hsab(Φ) = 2∇c[Ψ−4/32 ∇d(Ψ4/32 P−sc(ab)dΦ)] (3.90)
es una solución compleja de las ecuaciones linealizadas de Einstein con cons-
tante cosmológica,
G˙ab[h
s(Φ)] + λhsab(Φ) = 0. (3.91)
Es posible demostrar que (3.90) para s = −2 coincide con el Ansatz de
Cohen y Kegeles dado en [102, ec. (5.4)] (en ese trabajo hab es dada en forma
espinorial y en términos de un espinor de Hertz y un espinor de gauge).
Los cálculos en dicho trabajo son extremadamente laboriosos, mientras que
en nuestro trabajo actual el resultado 3.4.4 es una consecuencia inmediata de
nuestro formalismo general, y es también un caso particular del patrón general
de reconstrucción de los campos que hemos desarrollado. Es importante notar,
no obstante, que nuestro formalismo general está fuertemente basado en el
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trabajo original de Wald [134], quien fue el primero en advertir esta clase de
mecanismos en los resultados de Cohen y Kegeles.
Enfatizamos que (3.90) es una métrica compleja, con lo cual los espinores
de curvatura de helicidad izquierda y derecha son independientes, y no se
relacionan por conjugación compleja. Teniendo en cuenta que, en vista de
las simetrías de P sabcd, la métrica (3.90) es libre de traza, utilizando (3.64) y
(3.65) tenemos explícitamente:
Ψ˙ABCD[h
s] = ∇A′(A∇B
′
B ∇E|(A′ [Ψ−4/32 ∇FB′)|(Ψ4/32 P−sCD)EFΦ)], (3.92)
˙˜
ΨA′B′C′D′ [h
s] = ∇A(A′∇BB′∇CC′ [Ψ−4/32 ∇DD′)(Ψ4/32 P−sABCDΦ)]. (3.93)
Es posible probar que Ψ˙sABCD[h] resulta ser algebraicamente especial, ya que
se cumple
Ψ˙ABCD[h
−2]oBoCoD = 0, (3.94)
Ψ˙ABCD[h
+2]ιBιCιD = 0, (3.95)
lo cual implica que Ψ˙ABCD[hs] es de tipo Petrov II. Por lo tanto, el campo
de mayor interés es en realidad el de helicidad derecha ˙˜ΨA′B′C′D′ [hs]. Como
hemos hecho en los casos de spin 1/2 y 1, para trabajar con un campo de
helicidad izquierda simplemente tomamos la métrica compleja conjugada a
(3.90):
h¯sab(Φ¯) = 2∇c[Ψ¯−4/32 ∇d(Ψ¯4/32 P¯−sc(ab)dΦ¯)], (3.96)
la cual es solución de las ecuaciones de Einstein siempre que Φ¯ satisfaga ahora
la ecuación conjugada de Teukolsky, (¯T 2s+ V¯2,s)Φ¯ = 0. Notemos que, definien-
do X := Ψ¯−1/32 , la fórmula (3.96) coincide formalmente con la reconstrucción
de la métrica (2.131) en Minkowski. El espinor de curvatura anti-auto-dual
de (3.96) es
Ψ˙ABCD[h¯
s] = ∇A′(A∇B
′
B ∇C
′
C [X
4∇D′D)(X−4P¯−sA′B′C′D′Φ¯)]. (3.97)
Nuevamente, observemos que esta expresión es formalmente idéntica a la del
campo libre sin masa de spin 2 enM dado por (2.120). El procedimiento para
construir ambos campos es, sin embargo, distinto: enM hallamos directamen-
te una solución de ∂AA′ϕABCD = 0 partiendo de una solución de la ecuación
de onda, mientras que (3.97) proviene de resolver primero las ecuaciones de
Einstein (a través de soluciones de la ecuación de Teukolsky).
Veamos ahora la construcción de operadores de simetría para las ecuacio-
nes de Einstein y Teukolsky. Definimos los siguientes espacios de soluciones:
G := {h ∈ Γ(M , (T ∗M )2C ) | G˙ab[h] + λhab = 0}, (3.98)
Ws2 := {Φ ∈ Γ(M ,E{2s,0}) | (T 2s + V2,s)Φ = 0, s = ±2}. (3.99)
El diagrama de mapas entre estos espacios es el siguiente:
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... G Ws2 G Ws2 ...
Ts S¯
†
−s T
S¯
†
−s ◦ Ts
Ts ◦ S¯†−s
Del diagrama deducimos entonces:
Lema 3.4.2. Sea s = ±2. Consideremos los mapas
As2 := S¯
†
−s ◦ Ts : Γ(M , (T ∗M )2C )→ Γ(M , (T ∗M )2C ), (3.100)
Bs2 := Ts ◦ S¯†−s : Γ(M ,E{2s,0})→ Γ(M ,E{2s,0}). (3.101)
(i) As2 es operador de simetría para las ecuaciones linealizadas de Einstein:
As2 : G→ G.
(ii) Bs2 es operador de simetría para las ecuaciones de Teukolsky de tipo
(2,±2): Bs2 : Ws2 →Ws2.
Es importante notar que la composición de los mapas S¯†s y Ts en los operadores
anteriores ocurre para peso de spin opuesto. Por un lado, la identidad (3.83) y
su adjunta implican que la composición S¯†s◦Ts no es solución de las ecuaciones
de Einstein. Por el otro lado, la composición inversa Ts◦S¯†s resulta ser idéntica-
mente cero, lo cual está relacionado al hecho de que (3.92) es algebraicamente
especial. Veamos esto con un ejemplo. Sea Φ una solución de la ecuación de
Teukolsky de tipo (2, 2): (T+4 + V2,2)Φ = 0. Por el corolario 3.4.4 sabemos
que h+2ab (Φ) = [S¯
†
−2(Φ)]ab es una solución de las ecuaciones linealizadas de
Einstein. El espinor de curvatura anti-auto-dual de esta métrica es (3.92) con
s = 2, el cual, en vista de (3.95), satisface ιAιBιCιDΨ˙ABCD[h+2] = 0, por lo
tanto T−2[h+2] ≡ 0. Más en general, Ts ◦ S¯†s ≡ 0; en otras palabras, en lugar
del diagrama de mapas anterior, tenemos:
Lema 3.4.3. Para s = ±2, la secuencia
0 W−s2 G W
s
2 0
S¯
†
s Ts
es un complejo diferencial6.
6recordar que un complejo diferencial es una secuencia de mapas entre espacios vecto-
riales ... −→ A1 a1−→ A2 a2−→ A3 −→ ... tales que la composición de mapas sucesivos es cero:
ai ◦ ai+1 = 0.
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Peso de spin cero
Veamos ahora el caso s = 0 de la identidad (3.83), en el cual tenemos, en
el lado derecho, el término inhomogéneo (3.89), 3(˙h + R˙h6 )Ψ
1/3
2 . Este tér-
mino estropea la formulación de una igualdad de operadores como en el caso
anterior y, por lo tanto, no es posible extraer fórmulas de reconstrucción de
la métrica. No hemos encontrado un modo de deshacernos de (3.89) en un
espacio-tiempo arbitrario. El modo más sencillo de lograr que este término
desaparezca es considerar la subclase de espacio-tiempos tipo D en los que Ψ2
es un campo real, ya que en tal caso, tomando la parte imaginaria en (3.83)
obtenemos la identidad
Ψ
4/3
2 Im(P
acbd
0 )∇d[Ψ−4/32 ∇c(G˙ab[h] + λhab)] = (+ V2,0)[Ψ−2/32 Im(Ψ˙2[h])].
(3.102)
Aún así, tomando la parte real en (3.83) tenemos todavía el término proble-
mático (3.89). En nuestro trabajo, el caso más relevante en el que Ψ2 es real
es la solución de Schwarzschild-(A)dS, en la cual ImΨ˙2 representa el sector
impar de perturbaciones gravitacionales, y ReΨ˙2 representa el sector par. En
la sección 3.5 trataremos este caso. Por lo pronto, nos limitamos a un análisis
de las aplicaciones de la identidad (3.102).
Observación 3.4.1. Para Ψ2 real, la ecuación (+V2,0)Φ = 0 será denomi-
nada ecuación de Regge-Wheeler, ya que en el caso particular de la solución
de Schwarzschild-(A)dS, ( + V2,0)Φ = 0 es una forma 4-dimensional, con
constante cosmológica, de dicha ecuación (dada en (2.91) para el caso de
λ = 0). Notemos, no obstante, que en el caso actual esta ecuación es más
general.
La ecuación adjunta a (3.102) conduce al siguiente resultado:
Corolario 3.4.5. Consideremos un espacio-tiempo Einstein de tipo Petrov
D tal que Ψ2 es real. Sea Φ ∈ Γ(M ,E{0,0}) una solución de la ecuación
(+ V2,0)Φ = 0. Entonces el campo tensorial
h0ab(Φ) = 2∇c[Ψ−4/32 ∇d(Ψ4/32 Im(P 0c(ab)d)Φ)] (3.103)
es una solución de las ecuaciones linealizadas de Einstein con constante cos-
mológica,
G˙ab[h(Φ)] + λhab(Φ) = 0. (3.104)
Definiendo X := Ψ−1/32 (que es un campo real), la forma espinorial de (3.103)
es
h0AA′BB′(Φ) = 2i∇C(A′ [X4∇DB′)(X−4P 0ABCDΦ)]
− 2i∇C′(A[X4∇D
′
B)(X
−4P¯ 0A′B′C′D′Φ)], (3.105)
y el espinor de curvatura anti-auto-dual es
Ψ˙ABCD[h
0] = i∇A′(A∇B
′
B ∇E|(A′ [X4∇FB′)|(X−4P 0CD)EFΦ)]
− i∇A′(A∇B
′
B ∇C
′
C [X
4∇D′D)(X−4P¯ 0A′B′C′D′Φ)]. (3.106)
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Notemos que podemos tomar la solución Φ como real, con lo cual (3.103) es
una métrica real y tenemos ˙˜ΨA′B′C′D′ [h0] = (Ψ˙ABCD[h0]).
Veamos ahora los operadores de simetría. Los espacios G y Ws2 (s = ±2)
de, respectivamente, soluciones de las ecuaciones linealizadas de Einstein y
de las ecuaciones de Teukolsky, fueron definidos en (3.98) y (3.99). El otro
espacio relevante en el caso actual es
W02 := {Φ ∈ Γ(M ,E{0,0}) | (+ V2,0)Φ = 0}. (3.107)
Tenemos el diagrama
... G W02 G W02 ...
T0 S
†
0 T0
S
†
0 ◦ T0
T0 ◦ S†0
Como hicimos en el caso de Maxwell, podemos ahora también construir mapas
entre W02 y Ws2 para s = ±2. Lo ilustramos con el siguiente diagrama:
W02 G
Ws2
W02
G
S
†
0 T0
Ts
S¯
†
−s
T0
Estos diagramas nos conducen al siguiente resultado:
Lema 3.4.4. Sea s = ±2, y suponer que Ψ2 es un campo real. Consideremos
los mapas
A02 := S
†
0 ◦ T0 : Γ(M , (T ∗M )2)→ Γ(M , (T ∗M )2), (3.108)
B02 := T0 ◦ S†0 : Γ(M ,E{0,0})→ Γ(M ,E{0,0}), (3.109)
Ws2 := Ts ◦ S†0 : Γ(M ,E{0,0})→ Γ(M ,E{2s,0}), (3.110)
W02 := T0 ◦ S¯†−s : Γ(M ,E{2s,0})→ Γ(M ,E{0,0}). (3.111)
(i) A02 es operador de simetría para las ecuaciones linealizadas de Einstein:
A02 : G→ G.
(ii) B02 es operador de simetría para la ecuación de Regge-Wheeler: B02 :
W02 →W02.
(iii) Ws2 mapea soluciones de Regge-Wheeler en soluciones de Teukolsky de
tipo (2,±2): Ws2 : W02 →Ws2.
(iv) W02 mapea soluciones de Teukolsky de tipo (2,±2) en soluciones de
Regge-Wheeler: W02 : Ws2 →W02.
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3.5. Espacio-tiempos esféricamente simétricos
Como ejemplo de aplicación de los resultados de las secciones anteriores,
estudiemos el caso de la solución de Schwarzschild-(A)dS; veremos que los
resultados a los que hicimos referencia en la introducción (i.e. las fórmulas
(3), (4) y (6)) se deducen como un caso particular de la estructura general
que hemos desarrollado en este capítulo.
El tratamiento estándar de perturbaciones de Schwarzschild-(A)dS hace
uso de una ‘descomposición 2+2’ asociada a la estructura tipo warped product
del espacio-tiempo. Un espacio se dice warped product si la variedad tiene la
estructura local M˜×r2K , donde M˜ es una variedad Lorentziana (usualmente
denominada orbit space) con métrica g˜a˜b˜ y coordenadas x
a˜,K es una variedad
Riemanniana completa con métrica g¯AB y coordenadas yA, y la métrica del
espacio-tiempo es de la forma
gab(z)dz
adzb = g˜a˜b˜(x)dx
a˜dxb˜ + r2(x)g¯AB(y)dy
AdyB. (3.112)
En el caso de Schwarzschild-(A)dS, se tieneM = M˜ ×r2 S2, donde el espacio
orbital es M˜ = M /SO(3) y la variedad K es la 2-esfera unitaria, K = S2.
Usaremos índices a˜, b˜, c˜, ... para cantidades en M˜ , e índices A,B,C, ... para
cantidades en S2. La métrica, derivada covariante y forma de volumen de
M˜ son respectivamente g˜a˜b˜, ∇˜a˜ y ε˜a˜b˜; mientras que las de S2 son g¯AB, ∇¯A
y ε¯AB. Los operadores de onda en M˜ y S2 son entonces ∆˜ := g˜a˜b˜∇˜a˜∇˜b˜ y
∆¯ := g¯AB∇¯A∇¯B, respectivamente. La relación entre los símbolos de Christoffel
de la 4-métrica gab y los de las 2-métricas g˜a˜b˜ y g¯AB es
Γd˜a˜b˜ = Γ˜
d˜
a˜b˜, Γ
d˜
a˜B = 0, Γ
d˜
AB = −rrd˜g¯AB, (3.113)
ΓCa˜b˜ = 0, Γ
C
a˜B =
ra˜
r
δCB , Γ
C
AB = Γ¯
C
AB. (3.114)
Con nuestras convenciones de signatura, la métrica de Schwarzschild-
(A)dS (3.112) en coordenadas {t, r, θ, ϕ} tiene la forma (1.8), con f(r) dada
por (1.9). El tensor de Ricci de (1.8) es solución de las ecuaciones de Einstein
de vacío con constante cosmológica,
Rab − λgab = 0. (3.115)
En términos de la tetrada nula dada por
la =
1√
2f
(∂at − f∂ar ), na =
1√
2f
(∂at + f∂
a
r ), m
a =
1
r
√
2
(∂aθ −
i
sin θ
∂aϕ),
(3.116)
el único escalar de Weyl no-trivial es Ψ2 = −M/r3, lo cual implica que el
espacio-tiempo es tipo Petrov D.
Consideraremos que la constante k en la definición del espinor de Killing
(2.67) es real, y por conveniencia definimos b := −kM−1/3. El tensor de
Killing-Yano y su dual son entonces
Yabdz
a ∧ dzb ≡ br3ε¯ABdyA ∧ dyB, (3.117)
∗Yabdza ∧ dzb ≡ brε˜a˜b˜dxa˜ ∧ dxb˜, (3.118)
donde en coordenadas de Schwarzschild, ε¯ = sin θdθ ∧ dϕ y ε˜ = dt ∧ dr.
68 Capítulo 3. Perturbaciones de espacio-tiempos tipo Petrov D
3.5.1. Campos de Maxwell
Repasemos brevemente el tratamiento estándar de perturbaciones electro-
magnéticas de espacios esféricamente simétricos. De acuerdo a la descomposi-
ción 2 + 2 del campo de Maxwell efectuada en [32], la información del campo
está contenida en dos variables escalares maestras φ+ y φ−, que codifican res-
pectivamente los sectores par e impar de la perturbación electromagnética. Es
posible mostrar que los campos de Maxwell esféricamente simétricos (i.e. con
` = 0 en una descomposición en armónicos esféricos) son estáticos (ver por
ejemplo [116], también [24, apéndice A]), por lo tanto los mismos no intere-
san para el problema de estabilidad y podemos entonces tomar ` ≥ 1, lo que
implica que el laplaciano ∆¯ es invertible. Asumiendo que las ecuaciones de
Maxwell se satisfacen, la reconstrución del campo en términos de las variables
φ− y φ+ es:
Fa˜b˜ = − 1r2 ε˜a˜b˜φ+, Fa˜B = ε¯BC∇¯C∇˜a˜φ−+∇¯Bε˜a˜b˜∇˜b˜∆¯−1φ+, FAB = −ε¯AB∆¯φ−.
(3.119)
Las ecuaciones de onda que satisfacen φ± son equivalentes a
(+ 2Ψ2 + 23λ)[
φ+
r
+ iφ
−
r
] = 0. (3.120)
El campo escalar Φ := φ
+
r
+ iφ
−
r
satisface entonces la ecuación de Fackerell-
Ipser, por lo tanto podemos construir un nuevo campo electromagnético usan-
do el corolario 3.3.2. Con el fin de ver la relación entre este nuevo campo y
el original (3.119), necesitamos calcular las componentes del tensor E0ab en la
fórmula (3.49) (y su dual) de acuerdo a la descomposición 2 + 2. Usando la
forma explícita del tensor de Killing-Yano, y el hecho de que Im(Ψ2) = 0,
obtenemos
∗Ea˜b˜(v) = 0,
∗Ea˜B(v) = −2bε¯BC∇¯C∇˜a˜(rv), ∗EAB(v) = 2bε¯AB∆¯(rv),
(3.121)
Ea˜b˜(u) = − 2br2 ε˜a˜b˜∆¯(ru), Ea˜B(u) = 2b∇¯Bε˜a˜b˜∇˜b˜(ru), EAB(u) = 0. (3.122)
Adicionalmente, si (3.120) vale, entonces usando que [∆¯−1,+2Ψ2+2λ/3] = 0
sobre campos escalares, también vale
(+ 2Ψ2 + 23λ)[∆¯
−1( φ
+
2br
)− iφ−
2br
] = 0, (3.123)
y por lo tanto el campo electromagnético construido de esta solución en la
forma (3.121)-(3.122) (i.e. reemplazando u ≡ ∆¯−1( φ+
2br
) y v ≡ −φ−
2br
en esas
expresiones) coincide exactamente con el campo original. De esta manera
tenemos el siguiente teorema:
Teorema 3.5.1. La dinámica del campo de Maxwell sobre el espacio-tiempo
de Schwarzschild-dS está gobernada por soluciones Φ = u+ iv de la ecuación
de Fackerell-Ipser, (
− 2M
r3
+
2
3
λ
)
Φ = 0, (3.124)
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donde la reconstrucción 4-dimensional covariante del campo electromagnético
es
Fab = −2b∇[a(Yb]c∇cvo) + 1b abcd∇c(Yde∇euo), (3.125)
con vo := v y uo := ∆¯−1u.
Notemos que el teorema está enunciado para la solución de Schwarzschild-
dS, es decir que vale para λ ≥ 0: no estamos incluyendo el caso en el que
la constante cosmológica es negativa. Esto es así porque, como vimos en el
capítulo 1, para λ < 0 el espacio-tiempo no es globalmente hiperbólico, lo cual
implica que la dinámica no está sólo determinada por condiciones iniciales sino
que también deben imponerse condiciones de borde en la frontera temporal.
Esta cuestión es sumamente sutil y la trataremos en el capítulo 5.
3.5.2. Perturbaciones gravitacionales
De acuerdo al tratamiento estándar de perturbaciones gravitacionales de
espacio-tiempos esféricamente simétricos, las perturbaciones de la métrica se
descomponen como
habdz
adzb = ha˜b˜dx
a˜dxb˜ + 2ha˜Bdx
a˜dyB + hABdy
AdyB. (3.126)
Las diferentes partes de la perturbación son a su vez expandidas en términos
de la base de tensores armónicos sobre S2, caracterizados por los números
armónicos (`,m):
ha˜b˜ = Ha˜b˜, (3.127)
ha˜B = ∇¯Bqa˜ + ε¯BC∇¯Cha˜, (3.128)
hAB =
1
2
r2g¯ABJ + r
2S¯ABG+ 2ε¯(A
C∇¯B)∇¯Ck (3.129)
donde S¯AB = ∇¯A∇¯BS(`,m) − `(`+1)2 g¯ABS(`,m), con S(`,m) los armónicos esfé-
ricos sobre S2. Combinando Ha˜b˜, ha˜, J , etc. uno puede construir cantida-
des H(inv)
a˜b˜
, h(inv)a˜ , J (inv) que sean invariantes de gauge; i.e. invariantes bajo
hab → hab + 2∇(aξb). Como es bien sabido, existe un gauge, llamado gauge de
Regge-Wheeler (RW), en el cual qa˜ = G = k = 0. En este gauge particular se
tiene H(inv)
a˜b˜
= Ha˜b˜, J
(inv) = J , h(inv)a˜ = ha˜. Por lo tanto, aquellas cantidades
perturbativas que sean invariantes de gauge pueden calcularse en este gauge
de RW; y su expresión en cualquier otro gauge arbitrario se obtiene simple-
mente reemplazandoHa˜b˜ = H
(inv)
a˜b˜
, etc. En el gauge de RW, las perturbaciones
métricas impares son
h−
a˜b˜
= 0, h−a˜B = ε¯B
C∇¯Cha˜, h−AB = 0. (3.130)
mientras que el sector par es
h+
a˜b˜
= Ha˜b˜, h
+
a˜B = 0, h
+
AB =
1
2
r2g¯ABJ. (3.131)
Es sabido, desde el trabajo de Price [116], que la parte real de Ψ˙2 se
asocia a perturbaciones pares, mientras que la parte imaginaria se asocia al
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sector impar. Esto puede corroborarse mediante el cálculo explícito de Ψ˙2 en
términos de la métrica perturbada hab = h+ab + h
−
ab:
ReΨ˙2[h] = Ψ˙2[h
+], iImΨ˙2[h] = Ψ˙2[h
−], (3.132)
donde Ψ˙2[h+] corresponde a calcular Ψ˙2 sólo con una perturbación par h+ab,
y análogamente para Ψ˙2[h−]. Por otro lado, esto indica que para seleccionar
un sector (par/impar) en nuestro formalismo sólo debemos tomar la parte
real o imaginaria de la ecuación (3.83) para s = 0. El sector impar se puede
tratar inmediatamente. El sector par es mucho más complicado de tratar,
debido principalmente a dos factores: ReΨ˙2[h] no es invariante de gauge (con
lo cual no tiene significado físico), y la ecuación escalar posee el término
inhomogéneo (˙h+ R˙h/6)Ψ1/32 . Afortunadamente, en 4 dimensiones existe un
mapa entre soluciones de los sectores par e impar que se denomina dualidad
supersimétrica de Chandrasekhar, y que permite tratar perturbaciones pares
enteramente en términos de perturbaciones impares. Estrictamente, el mapa
es una biyección sólo para el caso en que el espacio-tiempo es asintóticamente
plano o de Sitter (esto fue probado en [47]), el caso Anti-de Sitter es mucho
más sutil y lo trataremos en el capítulo 5 (ver sección 5.4.4).
Consideremos entonces el sector impar, dado por (3.130). Ya que estamos
interesados en el problema de estabilidad de la métrica, sólo nos preocupa el
sector dinámico de las perturbaciones. En una descomposición en armónicos
esféricos, esto implica que podemos tomar el número armónico ` ≥ 2 (ver
discusión en [47]); el operador ∆¯−2 es entonces invertible, hecho que usaremos
de ahora en más. En el tratamiento estándar, las ecuaciones de Einstein de
vacío (con constante cosmológica) se obtienen igualando a cero la siguiente
expresión:
G˙−a˜B + λh
−
a˜B = +
1
2
ε¯B
C∇¯C
[
1
r2
ε˜a˜
b˜∇˜b˜(r2F) + 1r2 (∆¯− 2)ha˜
]
, (3.133)
donde
F := r2ε˜a˜b˜∇˜a˜(r−2hb˜). (3.134)
La métrica puede entonces reconstruirse como
h−a˜B = −ε¯BC∇¯Cε˜a˜b˜∇˜b˜[r2(∆¯− 2)−1F]. (3.135)
Por otro lado, de acuerdo al formalismo desarrollado en las secciones ante-
riores, podemos construir una solución de las ecuaciones linealizadas de Eins-
tein utilizando el corolario 3.4.5. En el siguiente teorema probaremos un resul-
tado más fuerte, esto es, probaremos que toda perturbación métrica dinámica
se puede construir a partir de una solución de la ecuación (+8Ψ2+ 23λ)Φ = 0,
de manera que el estudio de las ecuaciones linealizadas de Einstein en el sec-
tor impar queda efectivamente mapeado en el estudio de la ecuación escalar
mencionada. Este resultado fue primero probado por G. Dotti en [46, 47] (co-
mo mencionamos en la introducción); aquí es sólo un caso particular de la
estructura general que hemos desarrollado en este capítulo.
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Teorema 3.5.2. La dinámica del sector impar del campo gravitacional linea-
lizado sobre el espacio-tiempo de Schwarzschild-dS está gobernada por solu-
ciones de la ecuación (
− 8M
r3
+
2
3
λ
)
Φ = 0, (3.136)
y la reconstrucción 4-dimensional covariante de la perturbación gravitacional
es
hab =
r2
3M
∗Cacdb∇c∇d(r3Φo), (3.137)
donde Φo := (∆¯− 2)−1Φ.
Notemos que este teorema es el análogo para spin 2 (en el sector impar)
del teorema 3.5.1 para spin 1. Nuevamente, no estamos considerando el caso
λ < 0 debido al problema de las condiciones de borde, que trataremos en el
capítulo 5.
Demostración. El teorema afirma que el estudio de la dinámica de las pertur-
baciones gravitacionales es equivalente al estudio de la dinámica de soluciones
de la ecuación escalar (3.136). Lo que debemos probar, entonces, es que toda
la información de una perturbación métrica (dinámica) arbitraria está en un
campo escalar que satisface (3.136). Para probar esto, sea hab una pertur-
bación métrica (impar) arbitraria; entonces la misma se puede escribir en la
forma (3.135). Hay que demostrar que esta fórmula coincide con la recons-
trucción que obtenemos mediante el corolario 3.4.5, el cual afirma que si Φ es
una solución de
(+ 8Ψ2 + 23λ)Φ = 0, (3.138)
entonces el campo tensorial
hab(Φ) = −∗C(acdb)∇c[Ψ−4/32 ∇d(Ψ−1/32 Φ)] (3.139)
es una solución de las ecuaciones linealizadas de Einstein. (Hemos hecho el
reemplazo P 0abcd = Ψ
−5/3
2 C˜abcd, algo que es válido en todo espacio Einstein
tipo D.) Es tedioso pero sencillo mostrar que esta expresión puede reescribise
como
hab(Φ) =
1
M5/3
r2∗Cacdb∇c∇d(r3Φ). (3.140)
Ahora, usando que sobre campos escalares tenemos el conmutador
[(∆¯− 2)−1,+ 8Ψ2 + 23λ] = 0, (3.141)
resulta que si Φ es una solución de ( + 8Ψ2 + 23λ)Φ = 0, también lo es el
campo M2/3
3
(∆¯−2)−1Φ. Definiendo Φo := (∆¯−2)−1Φ, la perturbación métrica
(3.140) construida a partir de M2/3
3
(∆¯− 2)−1Φ es
hab =
r2
3M
∗Cacdb∇c∇d(r3Φo), (3.142)
la cual, efectuando su descomposición 2 + 2, puede probarse que coincide con
la perturbación original (3.135) (con Φ ≡ F).
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Notemos que la reconstrucción (3.142) es idéntica a la fórmula (4) que
dimos en la introducción. Además, (3.142) se construye a partir de una so-
lución de la ecuación ( + 8Ψ2 + 23λ)Φ = 0, que es precisamente (3). Por
último, hemos visto que una solución de esta ecuación escalar (en el caso Ψ2
real) es Ψ−2/32 Im(Ψ˙2), y, utilizando la forma explícita del tensor de Killing-
Yano y su dual (dada en (3.117)-(3.118)), es tedioso pero sencillo mostrar
que Ψ−2/32 Im(Ψ˙2) coincide con (6) (para la cuenta explícita ver [8, sección
6.2.2]). De esta manera, encontramos el origen de los mecanismos que pro-
ducen las fórmulas de la introducción (3), (4) y (6), como un caso particular
de los resultados de este capítulo, que son válidos para todo espacio-tiempo
(4-dimensional) Einstein de tipo Petrov D.
Capítulo 4
Estructuras conforme y compleja
y conexiones de Teukolsky
4.1. Preliminares
Podemos resumir las identidades (3.7), (3.25) y (3.69) halladas en el ca-
pítulo anterior para campos de Weyl-Dirac, Maxwell y gravedad respectiva-
mente, por medio de la identidad fundamental
PA1...A2ss (∇A′1A1 − 2sAA′1A1)∇A
′
1BϕA2...A2sB
.
= (T 2s + Vs,s)[PA1...A2ss ϕA1...A2s ],
(4.1)
donde el potencial Vs,s puede leerse de las respectivas identidades, y
.
= significa
que la ecuación es válida a orden lineal (alternativamente, tomar el operador
de linealización d
dε
|ε=0 en ambos lados de la ecuación –notemos que esto sólo
se necesita para el caso de spin s = 2 (3.69)). El espinor “proyector” PA1...A2ss
representa los campos definidos en (3.6), (3.22), (3.23), (3.24), (3.66), (3.67)
y (3.68), y hemos introducido la 1-forma
Aa = Ψ
−1/3
2 ∇aΨ1/32 . (4.2)
Una de las principales utilidades de (4.1) radica en tomar la identidad adjunta
y de esta manera (con algunos ingredientes extra como los lemas 3.3.1 y 3.4.1)
reconstruir los campos de spin superior a partir de campos escalares, como
hicimos en los corolarios 3.2.2, 3.3.2, 3.4.4 y 3.4.5. Además de esta utilidad
práctica, la formulación de las identidades (3.7), (3.25) y (3.69) como casos
particulares de la identidad ‘universal’ (4.1) muestra un patrón de simetrías
para las ecuaciones de campos libres sin masa.
Aún cuando esta identidad es ya satisfactoria por los motivos recién men-
cionados (y porque, como vimos al final de la sección 3.5, nos permitió explicar
el origen de las fórmulas (3), (4) y (6) vistas en la introducción, que motivaron
el trabajo en esta tesis), podemos ir más allá y preguntarnos acerca del origen
e interpretación de los objetos involucrados, en particular la 1-forma Aa dada
en (4.2), la 1-forma Ba que define la derivada modificada Da y genera a su
vez el operador de TeukolskyT p, y el espinor PA1...A2ss que proyecta a una ver-
sión reescaleada de las componentes del campo ϕA1...A2s ; y nos preguntamos
además si estos objetos tienen alguna relación entre sí.
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En este capítulo profundizaremos en estas cuestiones. Veremos que el prin-
cipio fundamental que relaciona todos los operadores es la covariancia con-
forme (que es un concepto intrínsecamente asociado –en 4 dimensiones– a
los campos cuya masa en reposo es cero), y que la misma tiene una conexión
profunda con una estructura casi-compleja en el espacio-tiempo. Desde el pun-
to de vista matemático, un formalismo adecuado para tratar con geometría
conforme es el denominado formalismo de tractors [18, 30]. Al combinar este
marco de trabajo con la geometría espinorial en 4 dimensiones, los tractors se
reducen al formalismo de twistors locales, que son una posible generalización
a espacios curvos del concepto original de twistors en Minkowski introducido
por Penrose [113, 114]. Esta idea, junto con lo que veremos enseguida en la
sección 4.1.1, nos sugiere una conexión adicional (además de las mencionadas
en la introducción) entre nuestros resultados y teoría de twistors; veremos
más sobre esto en la sección 4.3.
Observación 4.1.1 (Artículos). Los resultados de este capítulo se encuentran
en [11].
4.1.1. Espinores de Killing modificados
La siguiente observación es uno de los resultados que más nos ha motivado
a buscar una interpretación más profunda de la identidad (4.1), los objetos
que involucra, y las posibles conexiones con teoría de twistors:
Lema 4.1.1. Consideremos un espacio-tiempo Einstein 4-dimensional de tipo
Petrov D. Sean oA y ιA campos espinoriales alineados a las direcciones prin-
cipales nulas. Entonces oA y Ψ−1/32 ιA son espinores de Killing con respecto a
la conexión de Teukolsky Da:
DB′
(BoA) = 0, (4.3)
DB′
(B[Ψ
−1/3
2 ι
A)] = 0. (4.4)
La demostración de este resultado no es difícil y la omitiremos. Denotando
oA1...An = oA1 ...oAn y ιA1...Am = ιA1 ...ιAm , es fácil chequear que
DB′
(BoA1...An) = 0 (4.5)
DB′
(B[Ψ
−m/3
2 ι
A1...Am)] = 0, (4.6)
DB′
(B[Ψ
−m/3
2 ι
A1...AmoAm+1...Am+n)] = 0. (4.7)
En particular, poniendom = 1, n = 1 en (4.7), el espinorKAB := Ψ−1/32 o(AιB)
es de tipo {0, 0}, con lo cual DA′A se reduce a ∇A′A y tenemos
∇B′ (BKAC) = 0, (4.8)
de manera que recuperamos el espinor de Killing ordinario de espacio-tiempos
tipo D, dado en (2.67).
Es útil también notar la versión tensorial de estos resultados. En primer
lugar:
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Lema 4.1.2. Sean `a y na campos vectoriales alineados a las direcciones
principales nulas de un espacio-tiempo Einstein 4-dimensional de tipo Petrov
D. Entonces k0a := `a y k1a := |Ψ2|−2/3na son vectores conformes de Killing
con respecto a Da:
D(ak
I
b) = λ
Igab, I = 0, 1, (4.9)
donde λ0 = − (ρ+ρ¯)
2
y λ1 = − (ρ+ρ¯)
2
|Ψ2|−2/3.
Esto implica que oAo¯A′ y |Ψ2|−2/3ιAι¯A′ son espinores de Killing de valencia
(1, 1) con respecto a Da. Por otro lado, notemos que oAoB, Ψ
−1/3
2 o
(AιB) y
Ψ
−2/3
2 ι
AιB son espinores de Killing de valencia (2, 0) con respecto a Da; en-
tonces:
Lema 4.1.3. Sea s = 1, 0,−1. Las 2-formas complejas P sab dadas en (3.40),
(3.41) y (3.42) son tensores conformes de Killing-Yano con respecto a la
conexión de Teukolsky:
D(aP
s
b)c = gabξ
s
c − gc(aξsb), (4.10)
donde ξsa =
1
3
DbP sba.
Ahora, el resultado del lema 4.1.1 es ciertamente muy interesante, ya que
indica que el espinor PA1...A2ss en (4.1) es un espinor de Killing con respecto a
la conexión de Teukolsky, estableciendo de esta manera una relación no-trivial
entre PA1...A2ss yDa. Adicionalmente, nos muestra que la aparición de simetrías
ocultas en los casos de peso de spin cero para los sistemas de Maxwell y
gravedad parece ser un caso particular de una estructura más general. Esto nos
motiva a buscar una interpretación más profunda de la conexión de Teukolsky,
como haremos en las secciones siguientes. Notemos también que este resultado
explica las semejanzas (observadas repetidamente) entre las identidades que
obtuvimos en el capítulo anterior y las correspondientes a Minkowski. Por
ejemplo, usando (4.5) no es difícil probar que, en un espacio-tiempo tipo D,
tenemos la identidad
SE(ϕA1...An) = OT(ϕA1...An) (4.11)
válida para todo campo espinorial simétrico (de tipo {0, 0}), donde
S(JB
′
A2...An) := (2o
BA2...AnDB′B +
2n
n+1
(DB′Bo
BA2...An))JB
′
A2...An , (4.12)
E(ϕA1...An) := ∇B
′A1ϕA1...An , (4.13)
O(Φ) := (Tn + (−3n+ 2)Ψ2 + 23λ)Φ, (4.14)
T(ϕA1...An) := o
A1...AnϕA1...An , (4.15)
de manera que generalizamos el resultado (2.107) en M usando los espinores
de Killing modificados. Además, el lema 4.1.1 también explica las semejanzas
entre las fórmulas de reconstrucción (3.12), (3.31) y (3.97) y las correspon-
dientes aM, dadas en (2.118), (2.119) y (2.120). Esto es simplemente porque,
en dichas fórmulas en M, el campo X ≡ ω¯A′µ¯A′ es el producto entre dos es-
pinores de Killing (ordinarios), mientras que en las fórmulas para el tipo D
tenemos X ≡ Ψ¯−1/32 = (Ψ¯−1/32 ι¯A′)(o¯A′); esto es, X es nuevamente el producto
entre dos espinores de Killing (modificados).
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4.2. Covariancia conforme y estructuras com-
plejas
Como mencionamos, la idea general en este capítulo es mostrar que la
identidad (4.1) se puede interpretar en base a la covariancia conforme de los
campos sin masa. Para esto es necesario repasar algunos conceptos básicos de
geometría conforme. Sea (M , gab) un espacio-tiempo 4-dimensional con mé-
trica espinorial AB. La variedad conforme asociada a este espacio-tiempo es
(M , [gab]), donde [gab] es la clase de equivalencia de métricas conformemente
relacionadas a gab, i.e. ĝab ∈ [gab] si y sólo si existe una función escalar posi-
tiva definida Ω tal que ĝab = Ω2gab. El mapa gab 7→ ĝab = Ω2gab se denomina
transformación conforme1. Para la métrica espinorial, esto es equivalente a
AB 7→ ̂AB = ΩAB. Las métricas inversas cambian como ĝab = Ω−2gab y
̂AB = Ω−1AB. Si {oA, ιA} es una diada de spin (i.e. AB = 2o[AιB]), sus
elementos transforman como
ôA = Ωw0oA, ι̂A = Ωw1ιA, (4.16)
para algunos números w0, w1 ∈ R tales que w0 + w1 + 1 = 0. Más adelante
haremos elecciones particulares de w0 y w1.
Las métricas conformemente relacionadas a gab pueden ser vistas como
un subfibrado Q ⊂ T ∗M  T ∗M con fibras2 R+, el cual puede a su vez ser
entendido como un fibrado principal sobre M con grupo de estructura R+
(ver e.g. [30, sección 2.4]). Entonces podemos construir fibrados asociados
a Q conocidos como fibrados de líneas conformemente pesados, denotados
E[w], donde w ∈ R es llamado peso conforme, y cuyos elementos transforman
conformemente como φ̂ = Ωwφ. Secciones de E[w] se denominan densidades
conformes de peso w. Más generalmente, si E es un fibrado vectorial sobre
M , podemos construir el fibrado pesado E ⊗ E[w] =: E[w], cuyas secciones
serán campos tensoriales/espinoriales conformemente pesados. En particular,
SA1...AnA′1...A′m [w] denotará el espacio de campos espinoriales (irreducibles) con
peso conforme w.
Si ∇a es la conexión de Levi-Civita de gab, entonces bajo una transfor-
mación conforme, la derivada de Levi-Civita de la nueva métrica ĝab = Ω2gab
actuando en un tensor arbitrario T b1...bkc1...cl está dada por
∇̂aT b1...bkc1...cl = ∇aT b1...bkc1...cl +Kab1dT d...bkc1...cl + ...+KabldT b1...dc1...cl
−Kadc1T b1...bkd...cl − ...−KadclT b1...bkc1...d , (4.17)
1es importante destacar aquí que en la literatura hay dos conceptos estrechamente
relacionados, que son los de transformación conforme y reescaleo de Weyl. En física de
altas energías, el primero de estos conceptos se define como un difeomorfismo φ :M →M
tal que (φ∗g)ab = Ω2gab, mientras que un ‘reescaleo de Weyl’ es el mapa gab 7→ ĝab = Ω2gab.
Notemos que el primer caso supone la existencia de una isometría conforme (φ∗g = Ω2g),
lo cual es una restricción no-trivial para (M , g); mientras que siempre es posible efectuar
un reescaleo de Weyl (que denominaremos ‘transformación conforme’ siguiendo [135]).
2denotamos por R+ al grupo multiplicativo de números reales positivos.
4.2. Covariancia conforme y estructuras complejas 77
donde
Ka
b
c := g
bd(Υagdc + Υcgda −Υdgab), (4.18)
y
Υa := Ω
−1∇aΩ. (4.19)
Para un espinor ΨB1...BkC1...Cl , la fórmula correspondiente es
∇̂aΨB1...BkC1...Cl = ∇aΨB1...BkC1...Cl + ΛaDB1ΨD...BkC1...Cl + ...+ ΛaDBkΨB1...DC1...Cl
− ΛaC1DΨB1...BkD...Cl − ...− ΛaClDΨB1...BkC1...D , (4.20)
donde
ΛaC
B := ΥA′CA
B. (4.21)
Para espinores con índices primados, la fórmula se deduce de (4.20) simple-
mente por conjugación compleja, y teniendo en cuenta que la 1-forma Υa es
real, Υ¯a = Υa. La relación entre Kabc y ΛaCB está dada por
Ka
b
c = ΛaC
B ¯C′
B′ + Λ¯aC′
B′C
B, (4.22)
ver [110, sección 4.4].
Las distintas partes de la curvatura de gab tienen comportamientos dife-
rentes bajo transformaciones conformes. En particular, puede mostrarse (ver
e.g. [111, sección 6.8]) que el espinor de Weyl es conformemente invariante,
Ψ̂ABCD = ΨABCD, (4.23)
y por lo tanto su estructura algebraica es común a todas las métricas en
la clase conforme [gab]. El comportamiento conforme de las otras partes de
la curvatura puede ser convenientemente descripto a través del tensor de
Schouten, que según nuestras convenciones [111] está definido como
Pab := −12(Rab − R6 gab), (4.24)
y cuya relación con el tensor de Riemann es Rabcd = Cabcd + 4P[a[cgb]d]. Bajo
transformaciones conformes, Pab cambia como
P̂AA′BB′ = PAA′BB′ −∇BB′ΥAA′ + ΥAB′ΥBA′ . (4.25)
Conexiones de Weyl
Un concepto muy útil en geometría conforme es el de conexión de Weyl
(ver e.g. [64]). Una conexión de Weyl para la estructura conforme asociada a
gab es una conexión /∇a libre de torsión tal que
/∇agbc = −2fagbc (4.26)
para alguna 1-forma fa. Permitiremos que fa sea compleja. Suponiendo que
/∇a está fija y calculando /̂∇agbc, deducimos que fa cambia bajo transforma-
ciones conformes como
fa 7→ f̂a = fa −Υa. (4.27)
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Al actuar sobre tensores, la relación de /∇a con la conexión de Levi-Civita
está dada por una fórmula idéntica a (4.17), pero reemplazando Kabc por el
tensor
Qa
b
c := g
bd(fagdc + fcgda − fdgab). (4.28)
Similarmente, la acción de /∇a sobre espinores es análoga a (4.20) y su com-
pleja conjugada, pero reemplazando ΛaCB y Λ¯aCB respectivamente por
WaC
B = fA′CA
B, W˜aC′
B′ = fAC′ ¯A′
B′ . (4.29)
Debemos usar el objeto W˜aC′B
′ en lugar de W¯aC′B
′ porque la 1-forma fa puede
ser compleja (notemos que en el caso en que fa es real, tenemos W˜aC′B
′
=
W¯aC′
B′).
Ahora, si Ψ es un campo tensorial/espinorial con una estructura de ín-
dices arbitraria y peso conforme w 6= 0, entonces /∇aΨ no es una densidad
conforme. Un operador derivada que mapea densidades conformes con peso
w, en densidades conformes (con el mismo peso), puede construirse como
CaΨ = /∇aΨ + wfaΨ. (4.30)
Se sigue entonces que ĈaΨ = ΩwCaΨ. Decimos que Ca es una derivada con-
formemente covariante. Más en general:
Definición 4.2.1 (Operador conformemente covariante). Sea P un operador
diferencial actuando en una densidad conforme tensorial/espinorial Ψ con
peso w. Decimos que P es conformemente covariante si, bajo una transfor-
mación conforme gab 7→ ĝab = Ω2gab, se cumple P̂ (Ψ) = Ωw′P (Ψ) para algún
w′ ∈ R.
4.2.1. Estructura casi-compleja
Consideremos la variedad conforme (M , [gab]) asociada a gab (cuya co-
nexión de Levi-Civita es ∇a). Supongamos que existe una estructura casi-
compleja J , esto es, un endomorfismo J : TM → TM tal que J2 = −Id (el
mapa identidad en TM ). Asumir también que J es compatible con la métri-
ca, i.e. g(JX, JY ) = g(X, Y ) para todos X, Y ∈ TM . En notación de índices,
Ja
b es una estructura casi-compeja compatible con la métrica si JacJcb = −δba
y JacJbdgcd = gab. (Notemos que estas condiciones implican J(ab) = 0.) El
triple resultante (M , [gab], J) se denomina variedad conforme casi-Hermítica.
Como se discute en [17] (ver también e.g. [78]), existe una única conexión de
Weyl /∇a en (M , [gab], J) que es compatible con J , i.e. tal que
/∇bJab = 0. (4.31)
Actuando en un campo tensorial arbitrario, tal conexión está dada por una
fórmula análoga a (4.17) pero reemplazandoKabc por (4.28), donde la 1-forma
fa tiene la expresión canónica
fa := −12Jbc∇cJab. (4.32)
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Ahora, para cualquier gab ∈ [gab], una diada de spin {εAA} = {oA, ιA}, oAιA =
1, o equivalentemente la tetrada nula asociada {Naa} = {`a, na,ma, m¯a} define
siempre una estructura casi-compleja como3
Ja
b = i(`an
b − na`b + m¯amb −mam¯b). (4.33)
Hasta donde sabemos, esta estructura fue primero encontrada en [60]; luego
redescubierta en [17] (ver también [61] y [105, II.2.10]). En forma espinorial,
(4.33) es Jab = i(oAιB + ιAoB)¯A′B
′ . Esta estructura es particularmente sig-
nificativa en espacio-tiempos tipo D, ya que en tal caso tenemos un par de
direcciones nulas oA, ιA determinadas por la geometría y J está naturalmente
asociada a esta estructura.
Observación 4.2.1 (Quiralidad). Notemos que estamos eligiendo los es-
pinores oA, ιA en lugar de o¯A′ , ι¯A′; esta última elección daría la estructura
casi-compleja igualmente válida J˜ab = i(o¯A′ ι¯B
′
+ ι¯A′o
B′)A
B, y la correspon-
diente 1-forma (4.32) sería ahora f¯a. En este sentido podemos considerar
nuestro tratamiento como quiral, ya que espinores de helicidad izquierda y
derecha son tratados de manera diferente. Esto es porque queremos estudiar
los campos de helicidad izquierda (3.1).
Notemos que (4.33) no depende de los representantes de las clases con-
forme y GHP (i.e. es invariante bajo transformaciones conformes y GHP).
Notemos también que Jab es compatible con la estructura conforme: para
cualquier gab ∈ [gab], tenemos JacJbdgcd = gab, por lo tanto un espacio-tiempo
tipo D es una variedad conforme casi-Hermítica, con estructura casi-compleja
(4.33). La (única) conexión de Weyl compatible (4.32) resulta ser
fa = ρna + ρ
′`a − τm¯a − τ ′ma. (4.34)
Bajo transformaciones conformes, tenemos por supuesto fa 7→ f̂a = fa −Υa.
Observación 4.2.2 (La 1-forma (4.2)). En un espacio-tiempo Einstein de
tipo Petrov D, las identidades de Bianchi en forma GHP son þΨ2 = 3ρΨ2
y ðΨ2 = 3τΨ2 (y sus versiones primadas), e implican que la 1-forma (4.34)
coincide exactamente con (4.2), i.e. Aa ≡ Ψ−1/32 ∇aΨ1/32 . Es necesario tener
presente, no obstante, que la identidad de Bianchi ∇AA′ΨABCD = 0 no es
invariante conforme; por lo tanto escribir (4.34) en la forma (4.2) rompe
explícitamente la covariancia conforme. Por este motivo, en lo que sigue pre-
feriremos en general atenernos a la forma (4.34) de Aa, que es además válida
para cualquier espacio-tiempo.
3notemos que (4.33) es un tensor complejo. Por esta razón, en [61] se la llama estructura
casi-compleja ‘modificada’. Una estructura casi-compleja real puede construirse como Jab =
−`a`b + nanb − imam¯b + im¯amb, pero esta tiene un número de propiedades indeseables
para nuestros propósitos, ver [61, Cap. VIII].
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4.2.2. Estructura Kähler
Una variedad casi-compleja es en realidad una variedad compleja si la es-
tructura casi-compleja es integrable. Por el teorema de Newlander-Nirenberg,
la estructura casi-compleja es integrable si y sólo si el tensor de Nijenhuis
JN(X, Y ) asociado se anula para todos X, Y ∈ TM , donde JN(X, Y ) ≡
[X, Y ] + J [JX, Y ] + J [X, JY ] − [JX, JY ] y [·, ·] es el corchete de Lie de
campos vectoriales. En notación de índices, tenemos JNbca = −Jbd∂dJca +
Jc
d∂dJb
a + Jd
a(∂bJc
d − ∂cJbd). Notemos que en esta expresión, ∂a puede re-
emplazarse por cualquier conexión libre de torsión; en particular, usando la
conexión de Weyl /∇a aplicada a (4.33), encontramos
/∇aJbc = 2i¯B′C′ [(−κna + σm¯a)ιBιC + (−κ′`a + σ′ma)oBoC ]. (4.35)
Vemos entonces que el tensor de Nijenhuis se anula para un espacio-tiempo
tipo D (ver (2.56)), por lo tanto la estructura casi-compleja es integrable y el
espacio puede tratarse como una variedad compleja. Coordenadas complejas
se obtienen integrando combinaciones lineales de las 1-formas tipo (1, 0) y
(0, 1) con respecto a la descomposición4 (T ∗M )C = T ∗M+⊕T ∗M− inducida
por J : T ∗M+ es generado por {`adxa,madxa}, y T ∗M− por {nadxa, m¯adxa}.
Ahora, ya que J es compatible con gab, obtenemos de hecho una variedad
Hermítica. La 2-forma definida por ω(X, Y ) := g(JX, Y ), esto es ωab = Jab, es
llamada forma de Kähler. Una variedad de Kähler es una variedad Hermítica
(M , gab) para la cual la forma de Kähler es cerrada, y puede probarse que ω
es cerrada si y sólo si la estructura casi-compleja J es paralela con respecto
a la conexión de Levi-Civita de gab. Puede chequearse que en general J no es
paralela con respecto a ∇a; pero de (4.35) sabemos que, para espacio-tiempos
tipo D, J es paralela con respecto a /∇a. Ahora, es sabido que una conexión
de Weyl es de hecho la conexión de Levi-Civita de alguna métrica en la clase
conforme, /gab ∈ [gab], si la 1-forma fa es cerrada. Para espacios Einstein, por la
observación 4.2.2 sabemos que fa = ∇a log Ψ1/32 y por lo tanto es cerrada, con
lo cual /∇a es la conexión de Levi-Civita de /gab := Ψ2/32 gab. Luego, (M , /gab)
es una variedad de Kähler, i.e. espacio-tiempos Einstein de tipo Petrov D son
conformes (con factor conforme generalmente complejo) a variedades Kähler
(ver también [61]).
Veremos ahora que la existencia de una métrica de Kähler en la estructura
conforme está directamente relacionada a las simetrías ocultas asociadas a
tensores conformes de Killing-Yano y espinores de Killing. Recordemos que
la ecuación de Killing-Yano conforme está definida en (2.65). Tenemos:
Lema 4.2.1. Sea (M , [gab], J) una variedad conforme Hermítica d-dimensional,
y supongamos que existe una métrica de Kähler g˜ab en la clase conforme. En-
tonces la métrica gab = Ω−2g˜ab admite un tensor de Killing-Yano conforme,
dado por Zab = Ω−1Jab, donde Jab := gbcJac.
4esta descomposición es válida porque el tensor complejo Jab tiene autovalores
+i,+i,−i,−i; por esta razón uno no considera iδab como una estructura casi-compleja,
ya que tiene autovalores +i,+i,+i,+i (y porque iδab no es compatible con la métrica).
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Demostración. Sea ∇˜a la conexión de Levi-Civita de la métrica de Kähler g˜ab,
y sea ∇a la correspondiente a la métrica conformemente relacionada gab =
Ω−2g˜ab. En lo que sigue, los índices serán subidos y bajados con gab y su
inversa gab. Por hipótesis tenemos ∇˜aJbc = 0; por lo tanto simetrizando y
usando la relación (4.17), obtenemos:
∇˜(aJb)c = 0 = Ω∇(a[Ω−1Jb)c] + gabΥdJdc + g(acJb)dΥd. (4.36)
Usando que Ω∇a[Ω−1Jba] = −(d − 1)JbaΥa y definiendo Zab = Ω−1Jab, es
sencillo mostrar que la ecuación anterior es equivalente a
∇(aZb)c = − 1(d−1)gab∇dZcd + 1(d−1)g(ac∇|d|Zb)d, (4.37)
por lo tanto Zab es un tensor conforme de Killing-Yano.
En 4 dimensiones, la 2-forma Zab en el Lema 4.2.1 puede escribirse en
lenguaje espinorial como Zab = ψAB ¯A′B′ + χA′B′AB para algunos espinores
simétricos ψAB y χA′B′ , y la ecuación conforme de Killing-Yano (2.65) implica
que ψAB y χA′B′ son espinores de Killing. Por lo tanto, la existencia de estos
objetos puede pensarse como una consecuencia de la presencia de una métrica
Kähler en la clase conforme del espacio-tiempo.
4.2.3. Formalismo GHP covariante conforme
Deseamos ahora utilizar la conexión de Weyl distinguida (4.34) para cons-
truir un formalismo GHP covariante conforme. Sea piP : P →M un fibrado
principal sobre la variedad conforme, cuya fibra típica sobre x ∈ M es el
conjunto de bases {Naa} de TxM tales que para cualquier ĝab ∈ [gab], existe
α > 0 tal que ĝabNaaN bb = α2νab, donde νab está definida por ν01 = 1 = −ν23
y el resto cero. El grupo de estructura de P es G = SO(1, 3)↑ × R+ (ver e.g.
[62]). La conexión de Weyl /∇a sobre (M , [gab]) permite definir una noción de
transporte paralelo sobreM , lo cual induce a su vez una 1-forma de conexión
(local) en P dada por /ωabc = Nbb /∇aN bc (donde Naa es la base dual a Naa ).
Notemos que, ya que (4.34) es generalmente compleja, /ωabc tomará valores
en la complexificación del álgebra de Lie g = Lie(G), es decir /ω ∈ T ∗M ⊗ gC,
con gC := g ⊗ C. Ahora, en el formalismo GHP uno fija un par de direccio-
nes nulas `a, na. El subgrupo de G que preserva estas direcciones nulas en la
estructura conforme es Go = R× × U(1) × R+, cuya acción en la base {Naa}
está dada por
`a → Ω2w0a`a, na → Ω2w1a−1na, ma → Ωw0+w1zma, m¯a → Ωw0+w1 z¯m¯a,
(4.38)
donde a ∈ R×, z ∈ U(1), Ω ∈ R+, y w0, w1 son dos números reales que
satisfacen w0 + w1 + 1 = 0 (de acuerdo a (4.16)). La reducción G→ Go da a
su vez una reducción de P a otro fibrado principal B con grupo de estructura
Go, y la forma de conexión inducida en B se obtiene de las partes de /ωabc
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que no transforman covariantemente bajo Go. Es sencillo chequear que estas
partes son /ωa00, /ωa11, /ωa22 y /ωa33, las cuales transforman como
/ωa
0
0 → /ωa00 + 2w0Ω−1 /∇aΩ + a−1 /∇aa, (4.39)
/ωa
1
1 → /ωa11 + 2w1Ω−1 /∇aΩ + a /∇aa−1, (4.40)
/ωa
2
2 → /ωa22 + Ω−1 /∇aΩ + z−1 /∇az, (4.41)
/ωa
3
3 → /ωa33 + Ω−1 /∇aΩ + z /∇az−1. (4.42)
Por inspección de estos comportamientos, podemos aislar las partes que trans-
forman sólo bajo cada subgrupo separado en el productoGo = R××U(1)×R+;
estas son w1/ωa00 − w0/ωa11 =: Ka para R×, 12(/ωa33 − /ωa22) =: La para U(1),
y 1
2
(/ωa
2
2 + /ωa
3
3) = fa para R+, ya que se tiene
Ka → Ka+a /∇aa−1, La → La+z /∇az−1, fa → fa+Ω /∇aΩ−1. (4.43)
La forma de conexión en B es entonces ψa = (Ka, La, fa), y toma valores en
el álgebra de Lie complexificada gCo = (R⊕ u(1)⊕ R)⊗ C ∼= C⊕ C⊕ C.
Consideremos ahora una densidad tensorial conforme, y su proyección
sobre la base {Naa} y su dual. Estas componentes, denotadas genéricamen-
te como η, serán reescaleadas bajo (4.38), esto es, forman representaciones
Πb,s,w : Go → GL(C) de Go dadas por
Πb,s,w(a, z,Ω)η := a
bzsΩwη, η ∈ C, (a, z,Ω) ∈ Go. (4.44)
Decimos entonces que η tiene peso de boost b, peso de spin s, y peso conforme
w. Como hemos visto, en el enfoque espinorial es más natural utilizar los
pesos alternativos {p, q} definidos por b = (p + q)/2, s = (p − q)/2, caso en
el cual podemos denotar la representación (4.44) como Πp,q,w. Diremos que
estas cantidades son de tipo {w; p, q}. La representación asociada del álgebra
de Lie es
pip,q,w(x, y, v)η = (p
(x+y)
2
+ q (x−y)
2
+ wv)η. (4.45)
Para campos tensoriales (conformes), las componentes son secciones de los
fibrados asociados
Ep,q[w] := B ×Πp,q,w C. (4.46)
La derivada covariante en esta estructura es inducida por la forma de conexión
ψa en B:
Lema 4.2.2. La derivada covariante en los fibrados vectoriales asociados
Ep,q[w] es
/Θaη = ∂aη + pip,q,w(ψa)η. (4.47)
Explícitamente, esto es
/Θaη = ∂aη + wfaη + p(ωa +Ba)η + q(ω¯a + Ca)η, (4.48)
donde ωa es la forma de conexión GHP, y las 1-formas complejas Ba, Ca
están definidas por
Ba :=
1
2
(Ka + La) = w1(ρna − τm¯a)− w0(ρ′`a − τ ′ma), (4.49)
Ca :=
1
2
(Ka − La) = w1(ρna − τ ′ma)− w0(ρ′`a − τm¯a). (4.50)
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Demostración. Esto se deduce de nuestra discusión anterior, y de la fórmula
general para la derivada covariante inducida sobre fibrados vectoriales aso-
ciados.
Observación 4.2.3 (La conexión de Teukolsky). Elegir los pesos con-
formes w0 = 0 y w1 = −1 en (4.16). Entonces para cantidades con w = 0 y
q = 0, /Θa coincide exactamente con la derivada de Teukolsky. (Notemos que,
ya que los campos en los que estamos interesados –i.e. ϕA1...A2s– no tienen
índices primados, no aparecerán cantidades con peso q 6= 0 en nuestras fór-
mulas.) Para peso conforme w 6= 0, escribiendo fa en la forma (4.2) vemos
que la derivada covariante (4.48) describe exactamente la combinación de de-
rivadas de Teukolsky y diferentes potencias de Ψ1/32 que aparecen en fórmulas
que involucran ιA, ver sección 4.4.2.
De la discusión anterior deducimos entonces el origen de la derivada de Teu-
kolsky:
Teorema 4.2.1. La conexión de Teukolsky se origina en la derivada cova-
riante naturalmente inducida sobre los fibrados vectoriales (4.46) asociados a
representaciones de la simetría conforme-GHP.
Una propiedad importante de (4.47) es la siguiente:
Proposición 4.2.2. /Θa conmuta con la operación prima:
(/Θaη)
′ = /Θaη
′. (4.51)
Demostración. Si η es de tipo {w; p, q}, entonces η′ es de tipo {w′;−p,−q},
donde w′ está dado por w′ = w − (w0 − w1)(p+ q). Usando que
B′a = −(w0 − w1)fa −Ba, (4.52)
C ′a = −(w0 − w1)fa − Ca, (4.53)
el resultado sigue fácilmente calculando ambos lados de (4.51).
Como en el formalismo GHP usual, este resultado nos permite reducir a la
mitad el número de cálculos. Por otro lado, /Θa no conmuta con conjugación
compleja. Esto está relacionado al hecho de que nuestro tratamiento es quiral,
ver observación 4.2.1.
Para campos tensoriales/espinoriales con pesos conforme y GHP, debemos
complementar /Θa con los objetos (4.28) y (4.29) para lograr una derivada que
sea covariante bajo ambos tipos de transformaciones. Definimos entonces una
derivada covariante Ca que actúa sobre un vector vb y un espinor κB, ambos
con peso conforme w y tipo GHP {p, q}, como
Cav
b = /∇avb + [wfa + p(ωa +Ba) + q(ω¯a + Ca)]vb, (4.54)
Caκ
B = /∇aκB + [wfa + p(ωa +Ba) + q(ω¯a + Ca)]κB. (4.55)
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La extensión a otros tipos de campos con una estructura de índices arbitraria
se deduce fácilmente, usando por ejemplo (4.17) y (4.20) (donde, naturalmen-
te, debemos hacer los reemplazos ∇a → /Θa, Kabc → Qabc, ΛaCB → WaCB
y Λ¯aCB → W˜aCB). Puede chequearse entonces que bajo transformaciones
conformes y GHP, para un campo tensorial/espinorial Ψ arbitrario de tipo
{w; p, q}, tenemos
CaΨ→ Ωwλpλ¯qCaΨ. (4.56)
La proyección de Ca sobre una tetrada nula define derivadas direccionales
GHP conformemente covariantes:
þC := `
aCa, þ′C := n
aCa, ðC := maCa, ð′C := m¯
aCa. (4.57)
Enfatizamos que estos operadores actúan sobre densidades conformes tenso-
riales/espinoriales arbitrarias. Para el caso particular de una densidad con-
forme escalar η de tipo {w; p, q}, tenemos
þC η = [þ + (w + (p+ q)w1)ρ]η, (4.58)
þ′C η = [þ
′ + (w − (p+ q)w0)ρ′]η, (4.59)
ðC η = [ð + (w + pw1 − qw0)τ ]η, (4.60)
ð′C η = [ð
′ + (w − pw0 + qw1)τ ′]η, (4.61)
de este modo recuperamos los objetos definidos por Penrose y Rindler en [110,
sección 5.6] (ver ecuaciones (5.6.36) en esta referencia).
4.2.4. Espinores paralelos y de Killing con peso
Como hemos visto, la estructura casi-compleja (4.33) de espacio-tiempos
tipo D determina una única conexión de Weyl para la estructura conforme, y
por lo tanto tenemos una derivada covariante naturalmente inducida en fibra-
dos tensoriales/espinoriales pesados. Esto nos conduce a una generalización
con significado geométrico de algunas ecuaciones diferenciales interesantes;
por ejemplo, obtenemos naturalmente la noción de un espinor de Killing con
peso como un elemento ωA1...An de SA1...An{p,q} [w] que satisface la ecuación
CA′
(AωB1...Bn) = 0. (4.62)
Una condición más fuerte es la de espinor paralelo, i.e. una solución de
Caω
B1...Bn = 0. (4.63)
Tenemos:
Lema 4.2.3. Sea (M , [gab], J) la variedad conforme casi-Hermítica asociada
a un espacio-tiempo Einstein (M , gab), donde J está dada por (4.33) para un
par de direcciones nulas {oA, ιA} arbitrariamente elegidas, con oA ∈ SA{1,0}[w0],
ιA ∈ SA{−1,0}[w1] y oAιA = 1. Entonces las siguientes dos son equivalentes:
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(i) El espacio-tiempo es algebraicamente especial, con direccion principal
nula oA.
(ii) El espinor oA es paralelo con respecto a la derivada covariante natural-
mente inducida, es decir CaoB = 0.
En particular, el espacio-tiempo es tipo Petrov D si y sólo si ambos espinores
son paralelos, CaoB = 0 = CaιB.
Demostración. Un cálculo sencillo muestra que (para cualesquiera pesos con-
formes w0, w1 en (4.16))
Cao
B = (−κna + σm¯a)ιB. (4.64)
Por el teorema de Goldberg-Sachs, especialidad algebraica es equivalente a
κ = σ = 0, por lo tanto obtenemos el resultado (i)⇔ (ii). Ya que Ca conmuta
con la operación prima, vemos inmediatamente que también tenemos CaιB =
0 para un espacio-tiempo tipo D, y que, a la inversa, si CaoB = 0 = CaιB,
entonces el espacio es tipo D.
Observación 4.2.4. Es importante notar que, ya que Ca no conmuta con
conjugación compleja, la condición CaoB = 0 no implica Cao¯B
′
= 0; de hecho
en general tenemos Cao¯B
′ 6= 0:
Cao¯
B′ = [−κ¯na + σ¯ma + (τ ′ − τ¯)`a + (ρ¯− ρ)m¯a]ι¯B′ . (4.65)
Una vez más, este es un reflejo de la quiralidad de nuestro tratamiento, ver
observación 4.2.1.
El resultado del Lema 4.2.3 explica las ecuaciones de espinores de Killing
modificados del lema 4.1.1: en un espacio-tiempo tipo D, por la observación
4.2.2 podemos escribir la 1-forma fa como (4.2), y recordando la definición
de la derivada de Teukolsky, una cuenta sencilla muestra que
CA′
(AoB) = Ψ
−w0/3
2 DA′
(A[Ψ
w0/3
2 o
B)], (4.66)
CA′
(AιB) = Ψ
−w1/3
2 DA′
(A[Ψ
w1/3
2 ι
B)]. (4.67)
Eligiendo w0 = 0, w1 = −1, obtenemos inmediatamente el lema 4.1.1 en un
espacio-tiempo tipo D. Notemos que, en particular, la ecuación Ca[oBιC ] = 0
da el espinor de Killing ordinario de los espacios tipo D.
Para la versión tensorial de estos resultados, consideremos las 2-formas
anti-auto-duales definidas por X+ab := oAoB ¯A′B′ , X
0
ab := 2o(AιB)¯A′B′ y X
−
ab :=
ιAιB ¯A′B′ . Es sencillo mostrar que
CaX
+
bc = 3ζ
+
a X
0
bc, (4.68)
CaX
0
bc = 6(ζ
+
a X
−
bc + ζ
−
a X
+
bc), (4.69)
CaX
−
bc = 3ζ
−
a X
0
bc, (4.70)
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donde
ζ+a =
1
3
C bX+ba =
1
3
(−κna + σm¯a), ζ−a = 13C bX−ba = 13(−κ′`a + σ′ma).
(4.71)
(Se tiene también ζ0a =
1
3
C bX0ba ≡ 0.) De estas expresiones vemos que X±ab
será paralelo con respecto a Ca si y sólo si ζ±a = 0, esto es, si y sólo el
espacio-tiempo es algebraicamente especial. Por su parte, X0ab será paralelo
si y sólo si el espacio-tiempo es tipo Petrov D, caso en el cual X+ab y X
−
ab
son también paralelos. Por supuesto, si los tensores anteriores son paralelos
entonces son también tensores de Killing-Yano con respecto a Ca. (Por otro
lado, el resultado del lema 4.1.2 no entra en esta explicación simplemente
porque Ca no conmuta con conjugación compleja; pero esto no es relevante
porque los objetos del lema 4.1.2 no aparecen en la identidad (4.1) que nos
interesa.)
4.3. Twistors locales con peso
La idea de considerar twistors en esta tesis surgió básicamente de dos
observaciones: (i) los mapas entre campos escalares y campos de spin superior,
y (ii) las generalizaciones de la ecuación de twistor (2.103) y su relación con
espinores de Killing. Los desarrollos que hemos hecho hasta ahora en este
capítulo sugieren una razón adicional, que se relaciona al hecho de que los
twistors son objetos asociados a la estructura conforme de una variedad.
En general, un marco de trabajo útil para tratar con geometría conforme
es el formalismo de tractors, ver e.g. [30]. Cuando se especializa a geometría
espinorial conforme en 4 dimensiones, los tractors se convierten en el formalis-
mo de twistors locales, que es una posible generalización de la teoría original
de twistors a espacio-tiempos curvos, ver por ej. [114, 45, 106] y [111, sección
6.9]. En esta sección mostraremos que la conexión de Weyl distinguida de es-
pacios (conformes) tipo D nos permite construir naturalmente un formalismo
de twistors locales con peso, lo cual nos conduce a su vez a una re-derivación
del concepto de espinor de Killing con peso que vimos antes.
Un twistor local puede representarse como un par de espinores Zα =
(ωA, piA′) tal que bajo una transformación conforme, el twistor local es en
sí mismo invariante, pero su representación en partes espinoriales cambia de
acuerdo a
ω̂A = ωA, (4.72)
piA′ = piA′ + iΥAA′ω
A. (4.73)
Esto es usualmente descripto mediante la secuencia exacta5
0→ SA′ → Tα → SA → 0, (4.74)
5recordamos que una secuencia exacta es una secuencia de mapas entre espacios vecto-
riales ... −→ A1 a1−→ A2 a2−→ A3 −→ ... tales que im ai = ker ai+1.
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donde Tα es el espacio de twistors locales6, y los mapas segundo y tercero es-
tán dados respectivamente por piA′ 7→ (0, piA′) y (ωA, piA′) 7→ ωA. La secuencia
es entonces conformemente invariante. El mapa canónico entre Tα y su dual
Tα está dado por conjugación compleja, Zα 7→ Z¯α := Hα′αZ¯α′ = (p¯iA, ω¯A′),
donde Hα′α es una forma hermítica de signatura (+ +−−). (De esta fórmu-
la se deduce también el comportamiento conforme de un twistor local dual
Wα ∈ Tα.) El espacio Tα es entonces un fibrado vectorial sobre M con gru-
po de estructura SU(2, 2), y está equipado con una conexión conformemente
invariante llamada ‘transporte de twistors locales’ (local twistor transport),
dada por
t∇aZβ := (∇aωB + iABpiA′ ,∇apiB′ + iPAA′CB′ωC), (4.75)
donde PAA′BB′ es el tensor de Schouten (4.24). Un twistor global es uno tal que
es paralelo bajo (4.75), y en tal caso coincide con el concepto usual de twistor
en un espacio-tiempo (conformemente) plano. La parte espinorial primaria
(i.e. la parte espinorial con todos los índices en la posición superior) de un
twistor global es un espinor de Killing: ∇A′AωB = −iABpiA′ .
Una secuencia exacta análoga a (4.74) pero con las flechas en la dirección
opuesta puede obtenerse por medio de la 1-forma (4.34). Esto es porque (4.34)
permite una inyección natural de SA en el espacio de twistors locales, por
medio del mapeo de un campo espinorial ωA (con peso conforme cero) a
(ωA, αA′), donde αA′ = −ifAA′ωA. En otras palabras:
Lema 4.3.1. La siguiente es una secuencia exacta:
0→ SA → Tα → SA′ → 0, (4.76)
donde los mapas segundo y tercero están definidos respectivamente por ωA 7→
(ωA, αA′) y (ωA, piA′) 7→ piA′ + ifAA′ωA.
La prueba de este lema no es difícil. Su utilidad es que nos conduce natural-
mente a introducir el concepto de twistors locales con peso conforme y GHP,
como vemos a continuación. Consideremos una diada de spin {oA, ιA}, y eli-
jamos los pesos conformes w0 = 0 y w1 = −1 en (4.16). Via (4.76), tenemos
el twistor local Xα = (oA, αA′). Por otro lado, el par Yα = (ιA, βA′), donde
βA′ := −ifAA′ιA, es un twistor local conformemente pesado, con peso confor-
me w = −1, i.e. una sección de Tα⊗E[−1]. Pero notemos que Xα y Yα tienen
también peso GHP: Xα es tipo GHP {1, 0} e Yα es tipo {−1, 0}.
Diremos que Zα es un twistor local con peso si, bajo transformaciones
conformes y GHP, cambia como Zα → ΩwZα y Zα → λpλ¯qZα respectivamen-
te. En la representación espinorial Zα = (ωA, piA′), ambas partes espinoria-
les tienen tipo GHP {p, q}, y su comportamiento conforme es ω̂A = ΩwωA,
piA′ = Ω
w(piA′ + iΥAA′ω
A). El conjunto de twistors locales con peso puede
entonces ser identificado con el fibrado vectorial Tα{p,q}[w] := Tα ⊗ E{p,q}[w].
Podemos construir una conexión en esta estructura por medio de la com-
binación entre el transporte de twistors locales usuales (4.75) y la derivada
6Letras griegas α, β, γ, ... denotan índices twistoriales, y toman valores en {0, 1, 2, 3}.
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covariante (4.48), extendida para actuar ‘trivialmente’ en índices espinoriales.
Más precisamente, definimos
tCaZ
β := (/Θaω
B + iA
BpiA′ , /ΘapiB′ + iPAA′CB′ω
C). (4.77)
En esta expresión, tenemos7 /ΘaωB = ∇aωB + wfaωB + p(ωa + Ba)ωB +
q(ω¯a+Ca)ω
B, y análogamente para /ΘapiB′ . Uno puede entonces chequear que
tCaZβ es de nuevo un twistor local pesado, con peso conforme w y tipo GHP
{p, q}; por lo tanto (4.77) da una conexión en Tα{p,q}[w]. En este contexto, por
analogía con el caso plano podemos definir un twistor global con peso como
uno tal que es paralelo bajo (4.77). Esto conduce a la definición de un espinor
de Killing con peso como la parte espinorial primaria de un twistor global con
peso:
/ΘA′Aω
B = −iABpiA′ . (4.78)
La generalización de esta ecuación es
/ΘA′
(AωB1...Bn) = 0. (4.79)
Puede chequearse fácilmente que /ΘA′ (AωB1...Bn) = CA′ (AωB1...Bn), por lo tanto
esta definición coincide con la que dimos previamente en (4.62) (para que esto
valga, la simetrización es crucial).
4.4. Campos sin masa
El concepto de masa en Física es extremadamente sutil (como lo es, de
hecho, cualquier concepto fundamental). Es importante aclarar que nos refe-
riremos aquí a la masa en reposo, no a la masa-energía asociada a la energía
cinética de un sistema físico. En un espacio-tiempo plano, vimos en la sección
2.5.1 que, partiendo de ciertos axiomas fundamentales, un estado físico tiene
asociada una noción de “masa” como el autovalor del operador de Casimir P2
en una representación irreducible del grupo de Poincaré, lo que físicamente
se asocia a la invariancia del espacio-tiempo ante traslaciones. En un espacio-
tiempo curvo genérico no existen simetrías, por lo que esta definición no tiene
sentido, de modo que la “masa en reposo” de un campo parece ser simplemente
una extrapolación formal del parámetro que aparece en el caso plano.
No obstante, es posible hacer algunas observaciones adicionales por me-
dio de ciertos argumentos heurísticos, que utilizan la relación entre masa e
invariancia conforme. En primer lugar, relaciones entre masa y escala pueden
obtenerse por consideraciones dimensionales, algo que es muy bien sabido en
la física de partículas. Las unidades fundamentales para medir cantidades en
Física son masaM , tiempo T y longitud L. En Relatividad General, las cons-
tantes fundamentales son la velocidad de la luz c, cuyas unidades son L/T , y
la constante de la gravitación universal G, que tiene unidades de L3/MT 2. El
cociente G/c2 es, obviamente, también constante, y tiene unidades de L/M .
Esto implica que masa y longitud están intrínsecamente asociadas, ya que
7no confundir el espinor ωA con la forma de conexión GHP ωa.
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toda masa determina (via dicha constante) una longitud, y viceversa. Con-
siderando una teoría de campos en el marco de la Relatividad General, si
las ecuaciones poseen invariancia conforme entonces el sistema no tiene una
longitud intrínseca asociada, de manera que tampoco puede haber una masa
intrínseca.
En nuestro caso de interés, las ecuaciones de campo (3.1) son, efectiva-
mente, conformemente invariantes, ya que asumiendo que el campo ϕA1...An
tiene peso conforme w = −1, es sencillo probar que
∇̂A1A′1ϕ̂A1...An = Ω−3∇A1A
′
1ϕA1...An (4.80)
(y lo mismo para las ecuaciones de helicidad derecha (3.2)). Esto implica que
cualquier solución de ∇A1A′1ϕA1...An = 0 en (M , gab) nos da automáticamente
una solución en (M , ĝab). Desde el punto de vista físico, ejemplos particulares
de esta invariancia son los campos de Maxwell y de Weyl-Dirac. Por otro
lado, es notable la diferencia con el caso de gravedad, ya que aún cuando la
identidad de Bianchi en vacío implica que el espinor de curvatura de Weyl
satisface ∇AA′ΨABCD = 0, el comportamiento conforme (4.23) de ΨABCD
implica a su vez que (4.80) no se cumple para ϕABCD = ΨABCD. Esto está
relacionado al hecho de que las ecuaciones de Einstein no son conformemente
invariantes; ver [111, sección 6.8]. En lo que sigue, esta cuestión nos llevará a
pensar más en profundo a qué nos referimos por un “campo libre sin masa de
spin 2” que se propaga en un espacio-tiempo curvo de background.
4.4.1. Identidades conformemente covariantes
Queremos ahora encontrar identidades conformemente covariantes para
campos sin masa que se propagan en un espacio-tiempo curvo de background,
y su posible relación con las identidades (4.1).
Sea ϕA1...An un campo espinorial simétrico arbitrario con peso conforme
−1 y tipo GHP {0, 0}. Recordando la definición de la derivada covariante
conforme (4.30), para cualquier 1-forma fa asociada a una conexión de Weyl
tenemos
∇A1A′1ϕA1...An = C A1A
′
1ϕA1...An . (4.81)
De ahora en más usaremos la 1-forma fa dada por (4.34). La operación más
simple que podemos efectuar sobre C A1A′1ϕA1...An para lograr un operador di-
ferencial de segundo orden, con n índices no-primados totalmente simétricos,
y que mantenga la covariancia conforme, es simplemente tomar una derivada
adicional:
CA′1(A1C
A′1BϕA2...An)B. (4.82)
Ya que estamos interesados en ecuaciones de tipo onda para las componentes
de ϕA1...An , es útil reescribir esto en términos del operador de onda natural
asociado a Ca (el cual, por supuesto, será covariante bajo transformaciones
conformes y GHP), dado por
{w;p,q} := gabCaCb. (4.83)
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Es tedioso pero sencillo probar que, en un espacio-tiempo arbitrario, tenemos
2CA′1(A1C
A′1BϕA2...An)B =({−1;0,0} − (n+ 2)Ψ2 + nζ)ϕA1...An
− nµ(A1BϕA2...An)B − 2(n− 1)Ψ(A1A2BCϕA3...An)BC ,
(4.84)
donde hemos definido
ζ := σσ′ − κκ′, (4.85)
µAB := χιAιB − χ′oAoB, (4.86)
χ := (þ′ + 2ρ′ − ρ¯′)κ− (ð′ + 2τ ′ − τ¯)σ + 2Ψ1. (4.87)
Deseamos ahora obtener ecuaciones para las componentes de ϕA1...An en una
diada de spin {oA, ιA} arbitraria, donde elegimos los pesos conformes w0 = 0
y w1 = −1 (con respecto a (4.16)). Definimos las componentes como
ϕk := ϕA1...AkAk+1...Anι
A1 ...ιAkoAk+1 ...oAn . (4.88)
El peso conforme de ϕk es w = −1− k, y su tipo GHP es {n− 2k, 0}. Consi-
deremos el caso de peso extremo; en particular la componente ϕ0. Definiendo
oA1...An = oA1 ...oAn , y proyectando sobre oA1...An , obtenemos
2oA1...AnCA′1(A1C
A′1BϕA2...An)B = ({−1;n,0} − 3nΨ2)ϕ0 + Fn[ϕ1] +Gn[ϕ2],
(4.89)
donde
Fn[ϕ1] =− 2n(−κþ′C + σð′C − χ−Ψ1)ϕ1 − 4Ψ1ϕ1, (4.90)
Gn[ϕ2] =− 2(n− 1)Ψ0ϕ2. (4.91)
Ahora, imponiendo las ecuaciones de campo C A′1A1ϕA1...An = 0, y asumiendo
que las componentes ϕ1 y ϕ2 son arbitrarias, vemos que ϕ0 satisface una
ecuación desacoplada si y sólo si κ = σ = Ψ0 = Ψ1 = 0, esto es, si y sólo si
el espacio-tiempo es algebraicamente especial, con oA alineado a la dirección
principal nula. La ecuación desacoplada en tal caso es
({−1;n,0} − 3nΨ2)ϕ0 = 0. (4.92)
Observación 4.4.1. Notemos que la condición κ = σ = Ψ0 = Ψ1 = 0 im-
puesta sobre el espacio-tiempo está bien definida en la clase conforme, ya que
tanto los coeficientes de spin κ y σ como los escalares de Weyl son densida-
des conformes, de modo que dicha condición se extiende a todas las métricas
en la clase conforme. Notemos también que este es sólo otro modo de decir
que la especialidad algebraica de un espacio-tiempo es común a toda la clase
conforme.
Por otro lado, ya que la derivada covariante generalizada Ca conmuta con
la operación prima, de (4.89) deducimos inmediatamente la identidad para la
componente con peso extremo opuesto:
2ιA1...AnCA′1(A1C
A′1BϕA2...An)B = ({−n−1;−n,0}−3nΨ2)ϕn+F ′n[ϕn−1]+G′n[ϕn−2].
(4.93)
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Vemos entonces que ambas componentes extremas, ϕ0 y ϕn, satisfacen ecua-
ciones desacopladas si y sólo si se cumple κ = σ = κ′ = σ′ = Ψ0 = Ψ1 =
Ψ3 = Ψ4 = 0, esto es, si y sólo si el espacio-tiempo es tipo Petrov D.
Toda la discusión anterior es para campos de spin arbitrario. Por supuesto,
como hemos venido diciendo a lo largo de la tesis, los casos de interés en un
espacio-tiempo curvo son spin 1/2, 1 y 2. Veamos ahora un poco más en
detalle estos casos.
Spin s = 1/2
Los resultados recién descriptos aplican directamente. En particular, tenemos
las identidades válidas en un espacio-tiempo arbitrario:
2 oACA′AC
A′BϕB = ({−1;1,0} − 3Ψ2)ϕ0 + F1[ϕ1], (4.94)
2 ιACA′AC
A′BϕB = ({−2;−1,0} − 3Ψ2)ϕ1 + F ′1[ϕ0]. (4.95)
La componente extrema ϕ0 = oAϕA de un campo de Weyl-Dirac arbitrario
satisface una ecuación desacoplada de tipo onda si y sólo si el espacio-tiempo
es algebraicamente especial, con PND alineada a oA. Ambas componentes se
desacoplan si y sólo si el espacio-tiempo es tipo Petrov D.
Spin s = 1
Para s = 1 los resultados anteriores también aplican de manera directa. Ade-
más de los casos de peso extremo, debemos agregar la identidad para peso
de spin cero; que se calcula similarmente a (4.89). Para un espacio-tiempo
arbitrario, tenemos las identidades siguientes:
2 oABCA′(AC
A′CϕB)C = ({−1;2,0} − 6Ψ2)ϕ0 + F2[ϕ1] +G2[ϕ2], (4.96)
2 oAιBCA′(AC
A′CϕB)C = ({−2;0,0} − 2ζ)ϕ1 +H2[ϕ2] +H ′2[ϕ0], (4.97)
2 ιABCA′(AC
A′CϕB)C = ({−3;−2,0} − 6Ψ2)ϕ2 + F ′2[ϕ1] +G′2[ϕ0], (4.98)
donde definimos H2[ϕ2] := 2(κþ′C − σð′C +χ− 2Ψ1)ϕ2. Análogamente al caso
de spin s = 1/2, la componente extrema de un campo de Maxwell genérico
se desacopla si y sólo si el espacio-tiempo es algebraicamente especial. La
componente con peso de spin cero, por otro lado, se desacopla si y sólo si el
espacio-tiempo es tipo Petrov D.
Spin s = 2
Este caso es mucho más sutil que los anteriores, debido a que si pensamos
describir los “campos libres sin masa de spin 2 que se propagan en un espacio-
tiempo curvo de background”, como perturbaciones del espinor de curvatura
de Weyl, entonces la descripción conformemente covariante que hicimos no
aplica, ya que ΨABCD tiene peso conforme w = 0, y debería tener w = −1 para
que las fórmulas (4.89), etc. sean válidas. Esto sugiere que describamos los
campos deseados a partir de un espinor de Weyl reescaleado, que definimos
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del modo siguiente. Dada la clase conforme [gab] asociada a gab, para un
representante arbitrario [gab] 3 ĝab = Ω2gab introducimos
ϕABCD := Ω
−1ΨABCD. (4.99)
Este objeto tiene peso conforme w = −1, y es de hecho muy utilizado en
estudios de aspectos conformes de las ecuaciones de Einstein y del análisis
del infinito en Relatividad General, ver por ejemplo [64], [111, secciones 9.6
y 9.7] y [130, cap. 8 y 10]. Esto tiene que ver con el hecho de que el tensor de
Weyl se anula en la frontera conforme de un espacio-tiempo asintóticamen-
te simple, lo que dio lugar a un concepto extremadamente importante en el
análisis de la estructura asintótica del campo gravitacional: la propiedad de
peeling, que es una descripción precisa del decaimiento asintótico del tensor
de Weyl (o más en general de un campo libre sin masa). De hecho, siguiendo
de cerca [111], podemos pensar en (4.99) como el “campo de spin 2 gravita-
cional” (ver discusión en torno a la ec. (9.6.40) y el teorema (9.6.41) en [111]),
en el sentido de que la propiedad de peeling permite interpretar a las compo-
nentes de (4.99) como describiendo el campo de radiación gravitacional cerca
del infinito conforme en un espacio-tiempo asintóticamente simple ([111, ec.
(9.7.38)]).
Ahora debemos combinar el análisis anterior con las familias monopara-
métricas de variedades que uno considera al estudiar perturbaciones gravita-
cionales. Sea entonces (M , gab(ε)) una familia monoparamétrica de espacio-
tiempos. Consideremos la clase conforme de gab(ε), denotada [gab(ε)], donde
ĝab(ε) ∈ [gab(ε)] si y sólo si existe Ω(ε) > 0 tal que ĝab(ε) = Ω2(ε)gab(ε). Note-
mos que estamos imponiendo que el factor conforme dependa del parámetro
ε; en particular, tomaremos Ω(0) ≡ Ω˚ = const. (esta suposición es para poder
conectar con las ecuaciones de campo para ϕABCD). Para un representante
arbitrario en [gab(ε)], tenemos ϕABCD(ε) = Ω−1(ε)ΨABCD(ε). En lo que si-
gue, como hemos hecho hasta ahora, cantidades linealizadas serán denotadas
con un punto, y por simplicidad omitiremos la evaluación explícita en cero
de cantidades del background (esto es, ϕ˙i ≡ ddε |ε=0ϕi(ε) y ϕi ≡ ϕi(0), etc.).
Linealizando la ecuación (4.89) para n = 4, encontramos
d
dε
|ε=0{2 oABCDCA′(AC A′EϕBCD)E} = ({−1;4,0} − 18Ψ2)ϕ˙0 + B˙0, (4.100)
donde
B˙0 = (˙{−1;4,0} − 12Ψ˙2)ϕ0 − 6Ψ0ϕ˙2 + F˙4. (4.101)
Ahora, como hemos visto, las ecuaciones de campo que describen perturba-
ciones gravitacionales son las ecuaciones linealizadas de Einstein en vacío con
constante cosmológica, que implican las identidades de Bianchi linealizadas
d
dε
|ε=0(∇A′AΨABCD) = 0. Reemplazando ϕABCD por Ω−1ΨABCD en el lado
izquierdo de (4.100) e imponiendo las ecuaciones de campo recién mencio-
nadas, luego de algunos cálculos tediosos encontramos que ϕ˙0 satisface una
ecuación desacoplada si y sólo si κ = σ = Ψ0 = Ψ1 = 0, esto es, si y sólo si el
espacio-tiempo de background es algebraicamente especial, con PND alinea-
da a oA. Notar que en tal caso tenemos ϕ˙0 = Ω˚−1Ψ˙0. Similarmente, para la
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componente con peso extremo opuesto, ϕ˙4, tenemos
d
dε
|ε=0{2 ιABCDCA′(AC A′EϕBCD)E} = ({−5;−4,0} − 18Ψ2)ϕ˙4 + B˙4, (4.102)
donde B˙4 = (B˙0)′. Imponiendo las ecuaciones de campo y utilizando la forma
explícita de B˙4, vemos entonces que ambas componentes extremas, ϕ˙0 y ϕ˙4,
satisfacerán simultáneamente ecuaciones desacopladas si y sólo si se cumple
κ = σ = κ′ = σ′ = Ψ0 = Ψ1 = Ψ3 = Ψ4 = 0, i.e. si y sólo el espacio-
tiempo de background es tipo Petrov D. En este caso tendremos ϕ˙0 = Ω˚−1Ψ˙0
y ϕ˙4 = Ω˚−1Ψ˙4.
Finalmente, veamos la componente con peso de spin cero, ϕ2. Una cuenta
similar a (4.89) conduce al siguiente resultado en un espacio-tiempo genérico:
2 oABιCDCA′(AC
A′EϕBCD)E = {−3;0,0}ϕ2 +B2, (4.103)
donde
B2 =− (κþ′C − σð′C − 4χ+ 16Ψ1)ϕ3 − (κ′þC − σ′ðC − 4χ′ + 16Ψ3)ϕ1
− 8ζϕ2 − 6(Ψ0ϕ4 + Ψ4ϕ0). (4.104)
Linealizando la ecuación (4.103), el único caso interesante que encontramos
es cuando el espacio-tiempo de background es tipo Petrov D, donde se cumple
d
dε
|ε=0{2 oABιCDCA′(AC A′EϕBCD)E} = {−3;0,0}ϕ˙2 + ˙{−3;0,0}ϕ2. (4.105)
Ahora, es importante notar que, on shell, el lado izquierdo de (4.105) no es
cero, sino que resulta ser igual a {−3;0,0}[Ψ2Ω˙−1] (para la prueba de esto, ver
apéndice A en [11]). Vemos entonces que, on shell, ϕ˙2 no se desacopla, ya
que los términos {−3;0,0}[Ψ2Ω˙−1] y ˙{−3;0,0}ϕ2 no se anulan. Por otro lado,
{−3;0,0}[Ψ2Ω˙−1] cancela uno de los términos que aparecen en el lado derecho
de (4.105) (luego de reemplazar ϕ˙2 = Ψ2Ω˙−1 +Ω˚−1Ψ˙2), de modo que, on shell,
tenemos la ecuación
{−3;0,0}[Ω˚−1Ψ˙2] + ˙{−3;0,0}ϕ2 = 0. (4.106)
En resumen, las identidades que encontramos para el caso en el que el
espacio-tiempo de background es tipo D son:
d
dε
|ε=0{2 oABCDCA′(AC A′EϕBCD)E} =({−1;4,0} − 18Ψ2)ϕ˙0, (4.107)
d
dε
|ε=0{2 oABιCDCA′(AC A′EϕBCD)E} ={−3;0,0}ϕ˙2 + ˙{−3;0,0}ϕ2, (4.108)
d
dε
|ε=0{2 ιABCDCA′(AC A′EϕBCD)E} =({−5;−4,0} − 18Ψ2)ϕ˙4. (4.109)
Los lados izquierdos de las ecuaciones (4.107) y (4.109) se anulan on shell,
dejándonos con ecuaciones desacopladas para ϕ˙0 y ϕ˙4 respectivamente, donde
el operador normalmente hiperbólico {w;p,q} (definido en (4.83)) tiene un
significado geométrico bien definido en términos de covariancia conforme y
GHP. El lado izquierdo de (4.108) no se anula on shell, y se aplica la discusión
entre las ecuaciones (4.105) y (4.106).
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4.4.2. Relación con operadores de Teukolsky
En la subsección anterior hallamos identidades conformemente covariantes
para campos de spin 1/2, 1 y 2, y encontramos también las condiciones que
deben satisfacer las métricas de la clase conforme al espacio-tiempo de back-
ground para que las componentes de los campos satisfagan ecuaciones de onda
desacopladas. Para conectar estos resultados con las identidades halladas en
el capítulo 3, necesitamos la relación entre los operadores conformemente co-
variantes que usamos aquí, y los operadores de Teukolsky utilizados en dicho
capítulo. Tenemos:
Lema 4.4.1. Consideremos un espacio-tiempo Einstein de tipo Petrov D, y
sea η una densidad escalar conforme de tipo {w; p, 0}. La relación entre el
operador de onda conformemente-GHP covariante {w;p,0} y el operador de
Teukolsky T p está dada por:
{w;p,0}η = Ψ−(w+1)/32 (T p + 2Ψ2 + R6 )(Ψ
(w+1)/3
2 η). (4.110)
Para probar esto (ver Lema 3.2 en [11]), debe escribirse la 1-forma (4.34) como
(4.2), con lo cual debemos recordar que estamos rompiendo explícitamente la
covariancia conforme, ver observación 4.2.2.
Usando este resultado, deducimos inmediatamente las siguientes identida-
des en un espacio-tiempo Einstein tipo Petrov D.
Spin s = 1/2:
2 oBCA′BC
A′AϕA = (T+1 −Ψ2 + 23λ)ϕ0, (4.111)
2 ιBCA′BC
A′AϕA = Ψ
1/3
2 (T−1 −Ψ2 + 23λ)[Ψ−1/32 ϕ1]. (4.112)
Spin s = 1:
2 oABCA′(AC
A′CϕB)C = (T+2 − 4Ψ2 + 23λ)ϕ0, (4.113)
2 oAιBCA′(AC
A′CϕB)C = Ψ
1/3
2 (+ 2Ψ2 + 23λ)[Ψ
−1/3
2 ϕ1], (4.114)
2 ιABCA′(AC
A′CϕB)C = Ψ
2/3
2 (T−2 − 4Ψ2 + 23λ)[Ψ−2/32 ϕ2]. (4.115)
Spin s = 2:
d
dε
|ε=0{2 oABCDCA′(AC A′EϕBCD)E} = (T+4 − 16Ψ2 + 23λ)ϕ˙0, (4.116)
d
dε
|ε=0{2 oABιCDCA′(AC A′EϕBCD)E} = Ψ2/32 (+ 2Ψ2 + 23λ)[Ψ−2/32 ϕ˙2]
+ ˙{−3;0,0}ϕ2, (4.117)
d
dε
|ε=0{2 ιABCDCA′(AC A′EϕBCD)E} = Ψ4/32 (T+4 − 16Ψ2 + 23λ)[Ψ−4/32 ϕ˙4].
(4.118)
Finalmente, es sencillo mostrar que
CA′1(A1C
A′1BϕA2...An)B = (∇A′1(A1 − nAA′1(A1)∇A
′
1BϕA2...An)B, (4.119)
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de modo que recuperamos efectivamente la identidad principal (4.1) que ha-
llamos en el capítulo 3. En dicho capítulo, las identidades fueron halladas
de un modo ciertamente ‘artesanal’, y sólo a posteriori observamos que hay
un patrón general de simetrías; a diferencia de esto, en el capítulo actual
las identidades son consecuencia de una formulación que contempla todas las
simetrías del sistema, esto es, la covariancia conforme y GHP. Más aún, la
formulación actual es realmente más general ya que trata todos los espacios
algebraicamente especiales, no sólo los de tipo Petrov D, y muestra que la
especialidad algebraica es de hecho necesaria y suficiente para obtener ecua-
ciones desacopladas.
4.4.3. El operador de Laplace-de Rham
Resulta interesante analizar la estructura tensorial del operador (4.82) ac-
tuando sobre campos bosónicos. Ya que, para spin entero, estamos interesados
en s = 1 y s = 2, nos restringiremos a estos casos.
Sea Vk el fibrado de k-formas sobre el espacio-tiempo. Operaciones natu-
rales sobre k-formas son la derivada exterior d : Vk → Vk+1, y su adjunto
formal d† : Vk → Vk−1. Ambas operaciones pueden componerse para formar
el operador de Laplace-de Rham
dd† + d†d : Vk → Vk. (4.120)
Consideremos ahora el fibrado Vl,k de k-formas valuadas en tensores de valen-
cia l. Un elemento de este espacio es por ejemplo ωa1...alb1...bk = ωa1...al[b1...bk].
Generalizaciones naturales de las operaciones recién descriptas son la deriva-
da covariante exterior D : Vl,k → Vl,k+1, que actúa como la derivada exterior
sobre los índices de k-forma y como la derivada covariante sobre el resto de
los índices, y su adjunto D† : Vl,k → Vl,k−1. Explícitamente:
(Dω)a1...alb1...bk+1 := (k + 1)∇[b1ω|a1...al|b2...bk+1], (4.121)
(D†ω)a1...alb1...bk−1 := −∇cωa1...alcb1...bk−1 . (4.122)
Notemos que para l = 0, estas operaciones coinciden con las correspondien-
tes a formas ordinarias. Por otro lado, como una generalización natural del
operador de Laplace-de Rham ordinario, D y D† pueden componerse para
formar el operador de Laplace-de Rham generalizado
DD† +D†D : Vl,k → Vl,k. (4.123)
Ahora, si consideramos formas con valores tensoriales y peso conforme bien
definido, esto es, elementos de Vl,k[w] = Vl,k ⊗ E[w], podemos utilizar la
derivada covariante conforme Ca en lugar de la de Levi-Civita ∇a, de manera
que tenemos los operadores
(DCω)a1...alb1...bk+1 := (k + 1)C[b1ω|a1...al|b2...bk+1], (4.124)
(D†Cω)a1...alb1...bk−1 := −C cωa1...alcb1...bk−1 . (4.125)
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Nuevamente tenemos entonces un operador de Laplace-de Rham generalizado,
en este caso conformemente covariante, dado por
DCD
†
C +D
†
CDC . (4.126)
Sean ahora Fab yKabcd los análogos tensoriales de los espinores totalmente
simétricos ϕAB y ϕABCD:
Fab = ϕAB ¯A′B′ + ϕ¯A′B′AB, (4.127)
Kabcd = ϕABCD ¯A′B′ ¯C′D′ + ϕ¯A′B′C′D′ABCD. (4.128)
Consideramos a Kabcd como una 2-forma valuada en tensores de valencia 2.
En vista del comportamiento conforme de ϕAB, ϕABCD y AB, los tensores Fab
y Kabcd son densidades conformes con peso 0 y 1 respectivamente. Entonces:
Lema 4.4.2. Con las definiciones (4.124) y (4.125), tenemos las identidades
−1
2
[(DCD
†
C +D
†
CDC )F ]ab =CE′(AC
E′EϕB)E ¯A′B′ + CE(A′C
EE′ϕ¯B′)E′AB,
(4.129)
−1
2
[(DCD
†
C +D
†
CDC )K]abcd =CE′(CC
E′Eϕ|ABE|D)¯A′B′ ¯C′D′
+ CE(C′C
EE′ϕ¯|A′B′E′|D′)ABCD. (4.130)
Por lo tanto, concluimos que la estructura tensorial del operador espinorial
(4.82) para los casos de spin 1 y 2 corresponde a un operador de Laplace-
de Rham conformemente covariante actuando sobre formas diferenciales con
valores tensoriales y peso conforme bien definido.
4.4.4. Descripción twistorial
Por último, veamos que el proceso que conduce a las ecuaciones de tipo
onda de la sección 4.4.1 admite una descripción natural en términos de twis-
tors locales. Por ejemplo, para un campo de spin s = 1/2, las ecuaciones de
onda son el resultado de la composición de los mapas en la siguiente secuencia
conformemente covariante:
SA[−1] −→ SA′ [−3] −→ Tα[−3] −→ E{p,0}[w − 3] (4.131)
(con Tα[w] ≡ Tα{0,0}[w]), donde los operadores están definidos respectivamente
por
ϕA 7→ ∇A′BϕB, (4.132)
µA
′ 7→ (∇AB′µB′ ,−iµA′), (4.133)
Wα 7→ ZαWα, (4.134)
y donde Zα es cualquiera de los twistors Xα o Yα, que tienen peso conforme
w = 0 y w = −1 respectivamente. El hecho de que el segundo mapa tiene
como imagen el espacio dual de twistors (con peso conforme −3) puede verse
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fácilmente chequeando el comportamiento conforme; esto es, chequeando que
∇̂AB′µ̂B′ = Ω−3(∇AB′µB′ − iΥAB′(−iµB′)) y µ̂B′ = Ω−3µB′ . Similarmente,
para spin s = 1 tenemos la secuencia conformemente covariante
SAB[−1] −→ SA′B[−3] −→ Tαβ[−3] −→ E{p,0}[w − 3] (4.135)
donde
ϕAB 7→ ∇A′CϕBC , (4.136)
µA
′
B 7→
(∇C′(AµC′B) −iµB′A
−iµA′B 0
)
, (4.137)
Wαβ 7→ ZαβWαβ, (4.138)
y Zαβ es XαXβ, X(αYβ) o YαYβ. Para spin s = 2 no es posible expresar el
correspondiente twistor en forma matricial, pero la secuencia es análoga a
las anteriores. Otros ejemplos de este estilo de secuencias conformemente
covariantes de mapas pueden encontrarse en [56] (en particular en la sección
6) y [16, capítulo 9] (por ej. en la página 145 en dicha referencia).
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Capítulo 5
Inestabilidades en agujeros negros
asintóticamente Anti-de Sitter
5.1. Preliminares
En el capítulo 1 vimos que la presencia de una constante cosmológica λ no-
trivial modifica la estrucura asintótica del espacio-tiempo, tornándola tipo de
Sitter (dS) para λ > 0 o tipo Anti-de Sitter (AdS) para λ < 0. Mencionamos
también que, en el caso AdS, el espacio-tiempo no es globalmente hiperbólico
(ver definición 1.1.5), y posee una frontera conforme de tipo temporal en el
infinito, de modo que el pasado causal de ciertos puntos enM intersecta el in-
finito. Ya que, por definición, el espacio-tiempo no admite una hipersuperficie
de Cauchy, la dinámica de los campos que se propaguen en tales regiones no
estará únicamente determinada por las condiciones iniciales, sino que además,
será influenciada por condiciones de borde en la frontera. Las condiciones de
borde usualmente consideradas en la literatura son tipo Dirichlet1, donde los
campos se anulan en el infinito. En los capítulos anteriores no especificamos
el signo de la constante cosmológica, por lo que tratamos conjuntamente los
casos dS y AdS (y, por supuesto, el caso asintóticamente plano también). Has-
ta ahora hemos implícitamente asumido condiciones de borde tipo Dirichlet
(específicamente, al despreciar los términos de divergencias que aparecen al
calcular ecuaciones adjuntas), ya que nuestro interés estaba puesto en el es-
tudio de las simetrías internas a las ecuaciones y no tanto en la dinámica de
los campos. En este capítulo nos dedicamos a estudiar el efecto de considerar
condiciones de borde más generales para la evolución de campos lineales, en
la clase de agujeros negros estáticos con asintótica AdS.
Una de las principales motivaciones de este estudio tiene su origen en el
objeto central de esta tesis, esto es, en el análisis de los mapas entre ecuaciones
escalares tipo onda y ecuaciones de spin superior. En la sección 3.5.2 proba-
mos, como aplicación de nuestros resultados más generales, que la dinámica
del sector impar del campo gravitacional linealizado en Schwarzschild-dS se
1no obstante, en los últimos años se han comenzado a estudiar otro tipo de condiciones,
como veremos a lo largo de este capítulo.
99
100 Capítulo 5. Inestabilidades en agujeros negros asintóticamente AdS
traduce en el estudio de una ecuación de onda 4-dimensional con potencial
(algo que fue primero probado en [46, 47]); y mencionamos que el sector par
puede estudiarse enteramente a través del impar por medio de la dualidad
de Chandrasekhar, pero sólo en el caso λ ≥ 0. En este capítulo probare-
mos, entre otras cosas, que la dualidad de Chandrasekhar no es biyectiva en
el caso AdS, debido a la existencia de condiciones de borde más generales
para los campos. Además, mostraremos que estas condiciones más generales
se motivan naturalmente al considerar la descripción en términos de campos
con significado geométrico, y también en el contexto de la correspondencia
AdS/CFT de Maldacena.
Observación 5.1.1 (Artículos). Los resultados de este capítulo se encuentran
en [9].
Observación 5.1.2 (Signatura). Contrariamente a los capítulos anteriores,
en este capítulo utilizaremos la singatura métrica (− + ++). Esto no entra
en conflicto con los resultados de los capítulos previos.
Observación 5.1.3 (Demostraciones). Al igual que en capítulos anteriores,
en el capítulo presente no daremos aquellas demostraciones de las proposi-
ciones que sean demasiado largas, sino que referiremos al lector a la sección
apropiada en el artículo [9] donde hemos publicado los resultados de este ca-
pítulo.
5.1.1. Ecuaciones de onda en 1 + 1 dimensiones
En la clase de agujeros negros que estudiaremos en este capítulo, la varie-
dad tiene la estructura tipo warped-product (3.112). Más específicamente, la
métrica es de la forma
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2g¯AB(y)dy
AdyB, (5.1)
para una cierta función f(r), donde g¯AB es una métrica sobre la variedad
Riemanniana K . Definiendo una nueva coordenada (tortoise coordinate) x
por
dx
dr
=
1
f(r)
, (5.2)
la métrica toma la forma
ds2 = f(−dt2 + dx2) + r2g¯AB(y)dyAdyB, (5.3)
donde r = r(x) es la inversa de (5.2). La estructura causal del espacio-tiempo
es entonces la misma que la del producto de la variedad K por una cierta
región de un espacio de Minkowski en 1 + 1 dimensiones. Esta última región
será denotada M2. La extensión de M2 depende naturalmente del dominio
de las coordenadas (t, x). Más precisamente, tenemos t ∈ R, mientras que
el dominio de x depende de la forma explícita de la función f(r). La forma
5.1. Preliminares 101
más familiar de f(r) corresponde a la solución de Schwarzschild-(A)dS en 4
dimensiones (donde K = S2)
f(r) = 1− 2M
r
− λ
3
r2, (5.4)
donde M es una constante y λ es la constante cosmológica. Estamos intere-
sados en el caso asintóticamente AdS (en 4 dimensiones), i.e. λ < 0. La
constante de integración en (5.2) puede elegirse de manera que
x = −
∫ ∞
r
dr′
f(r′)
'
{
rh
1−λrh2 ln
(
r
rh
− 1
)
, r → r+h
3
λr
, r →∞,
(5.5)
donde rh corresponde al horizonte, y hemos dado también el comporamiento
asintótico de x, que indica que x ∈ (−∞, 0] (con x → −∞ para r → rh+, y
x→ 0− para r →∞). El espacio M2 es R×R−, el cual no es globalmente hi-
perbólico. Como dijimos, esto implica que la dinámica de los campos no está
enteramente determinada por condiciones iniciales, ya que las correspondien-
tes ecuaciones diferenciales, siendo de carácter hiperbólico, poseen solución
única sólo dentro del dominio de dependencia de la superficie inicial, el cual
no es el espacio total. Para tener unicidad en todo el espacio, es necesario
imponer condiciones de borde en la frontera conforme x = 0; y existen di-
ferentes elecciones de las mismas que son consistentes con las ecuaciones de
campo y aún así dan origen a evoluciones distintas del mismo dato inicial.
Situaciones similares ocurren para ciertas soluciones de agujeros negros en
Relatividad General en altas dimensiones; más específicamente, para la clase
de agujeros negros estáticos asintóticamente AdS en d = n + 2 dimensiones
cuyo horizonte es una variedad de Einstein con métrica g¯AB y tensor de Ricci
R¯AB = κ(n− 1)g¯AB, κ = 0,±1. La métrica de estas soluciones tiene la forma
(5.1), con la función f dada ahora por
f(r) = κ− 2M
rn−1
− 2λ
n(n+ 1)
r2. (5.6)
Encontraremos nuevamente estas soluciones en el capítulo 6 (ver sección 6.5).
Generalizaciones de la Relatividad General, tales como teorías de Lovelock,
también admiten soluciones de agujeros negros con métrica de la forma (5.1).
La función f en tales casos no está dada por (5.6), sino que posee una forma
más complicada, pero su comportamiento asintótico es similar. En todos estos
casos (i.e. en Relatividad General en 4 y más dimensiones y en teorías de
Lovelock), la característica principal que nos interesa es que, aún cuando las
métricas tienen siempre la forma (5.1) independientemente de la estructura
asintótica, sólo en el caso asintóticamente AdS la coordenada x definida por
(5.2) está restringida a una semilínea y la región estática no es globalmente
hiperbólica.
A diferencia del resto de los capítulos en esta tesis, en este capítulo traba-
jaremos con descomposiciones modales de los campos, ya que las mismas son
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suficientes para demostrar la inestabilidad lineal de una solución. Según el
tratamiento estándar de las perturbaciones de espacio-tiempos del tipo (5.1),
la estructura warped product de la métrica permite hacer una descomposición
2 +n de los campos, donde las componentes son a su vez expandidas en serie
de tensores armónicos sobre K (i.e. autotensores del operador de Laplace-
Beltrami asociado a K ), análogamente a (3.127)-(3.129). Cada término en
esta expansión se denomina modo2. Luego de una serie de tratamientos, las
ecuaciones para campos lineales (escalares, de Maxwell y de gravedad lineali-
zada) se reducen a un conjunto infinito de ecuaciones 1 + 1 de tipo onda con
potencial en M2, una por cada modo:[−∂2t + ∂2x − V (x)]φ = 0, (5.7)
para ciertas variables escalares maestras φ = φ(t, x) en M2 que representan
los modos del campo. Para Relatividad General en altas dimensiones, esta
reducción fue probada por Kodama e Ishibashi en [104, 97]. En el caso de
Teorías de Lovelock de segundo orden (conocidas como gravedad de Einstein-
Gauss-Bonnet), la reducción fue hecha por Dotti y Gleiser en [48, 74], mientras
que para órdenes superiores resultados similares pueden encontrarse en [125].
Otros ejemplos de reducción modal incluyen agujeros negros “con pelo” (hairy
black holes), ver [4]. En todos estos casos, la separación de variables se debe a
la estructura (5.1) de la métrica, independientemente de la forma particular
de f . Las variables asociadas a la variedad del horizonte no aparecen explíci-
tamente en las ecuaciones de campo (5.7), sino que su huella queda sólo en el
conteo de modos y en la forma del potencial V . Además, como dijimos, sólo
en el caso AdS está x restringido a una semilínea, con lo cual M2 no es glo-
balmente hiperbólico y la cuestión de la dinámica depende de las condiciones
de borde. De ahora en más nos restringiremos a este caso, ya que es el que
nos interesa en este capítulo.
Ya que el potencial en (5.7) es independiente de t, podemos adicionalmen-
te separar variables en t, x, con lo cual el problema se reduce a estudiar el
espectro del operador elíptico 1-dimensional
H := −∂2x + V (x), x < 0, (5.8)
sujeto a condiciones de borde en x = 0. En la literatura sobre el tema se
denomina a veces a (5.8) como “operador de Schrödinger”3, por su semejanza
formal con el operador correspondiente a la ecuación de Schrödinger indepen-
diente del tiempo. La ecuación (5.7) adopta la forma
− φ¨ = Hφ, (5.9)
2en una expansión en armónicos esféricos, un modo estará caracterizado por los nú-
meros armónicos (`,m). En la literatura usual, los modos se descomponen además en su
componente temporal de Fourier, caracterizada por una frecuencia ω.
3En este trabajo seguiremos esta nomenclatura, pero debe notarse que el operador (5.8)
no proviene de una ecuación de Schrödinger propiamente sino de la ecuación hiperbólica
(5.7).
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donde el punto significa derivada respecto de t. Las condiciones de borde
naturales son las que preservan la acción del grupo de isometrías del espacio-
tiempo en el espacio de soluciones (ver [95]):
(i) condiciones de Dirichlet: φ|x=0 = 0,
(ii) condiciones de Neumann: ∂xφ|x=0 = 0,
(iii) condiciones de Robin: ∂xφ|x=0 = γφ|x=0, γ ∈ R.
Nuestro mayor interés estará puesto en condiciones de tipo Robin, ya que,
como veremos, las mismas conducen a inestabilidades de los campos. Es im-
portante notar que para campos escalares, de Maxwell y de gravedad lineali-
zada, tanto en Relatividad General en 4 y más dimensiones como en Teorías
de Lovelock, el potencial en (5.7) es siempre continuo en (−∞, 0) y satisface
V → 0 para x → −∞, mientras que en la frontera conforme se tienen dos
tipos de comportamiento: o bien V es finito en x = 0, o bien V diverge en
x = 0 siempre como V ∼ c/x2, donde c es una constante que depende del
tipo de campo y del modo.
5.2. Evolución en espacio-tiempos que no son
globalmente hiperbólicos
La cuestión acerca de la dinámica en espacio-tiempos estáticos que no
son globalmente hiperbólicos fue originalmente estudiada por Wald en [136],
y luego en [95, 96] por Wald e Ishibashi. El resultado es que el estudio de
la dinámica de campos lineales se traduce en hallar las posibles extensiones
autoadjuntas de un operador espacial, y analizar si son positivas definidas
para abordar el problema de estabilidad. Este estudio requiere introducir
algunos elementos básicos de Análisis Funcional (seguimos principalmente
[127, 117]). Consideremos un espacio vectorial H con producto interno 〈·, ·〉.
Sea A un operador actuando en H, cuyo dominio es denotado Dom(A). Para
lo que sigue, es conveniente dar una definición formal de un concepto que
hemos venido usando en los capítulos anteriores:
Definición 5.2.1 (Adjunto de un operador). El adjunto de un operador A :
Dom(A)→ H se define como el operador lineal A† cuyo dominio es
Dom(A†) = {Ψ ∈ H | ∃Ψ˜ ∈ H : 〈Ψ, AΦ〉 = 〈Ψ˜,Φ〉 ∀Φ ∈ Dom(A)},
(5.10)
y cuya acción es A†Ψ = Ψ˜.
En este capítulo, el operador A será siempre el Hamiltoniano (5.8), y el pro-
ducto interno será el asociado al espacio L2(R−, dx), i.e.
〈Φ,Ψ〉 :=
∫
R−
ΦΨdx. (5.11)
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Una de las propiedades más importantes de (5.8) es que es simétrico. En
Mecánica Cuántica, en lugar de “simétrico” uno acostumbra decir que un
Hamiltoniano es autoadjunto, pero existe una ligera distinción entre ambos
conceptos que es relevante en nuestro contexto actual; más precisamente4:
Definición 5.2.2 (Operador simétrico y autoadjunto). Decimos que el ope-
rador A es simétrico o hermítico si 〈Φ, AΨ〉 = 〈AΦ,Ψ〉 para todos Φ,Ψ ∈
Dom(A). Decimos además que A es autoadjunto si A es simétrico y A = A†
(esto es, 〈Φ, AΨ〉 = 〈AΦ,Ψ〉 y Dom(A) = Dom(A†)).
5.2.1. Condiciones de borde y extensiones autoadjuntas
Estudiar distintas condiciones de borde significa cambiar el espacio de
funciones donde un operador actúa, esto es, cambiar el dominio del mismo o,
en términos técnicos, encontrar extensiones de este operador. Estamos además
interesados en extensiones autoadjuntas, ya que esto garantiza que en tal caso
el espacio de soluciones admite una base completa de autofunciones. Más
precisamente:
Definición 5.2.3 (Extensiones autoadjuntas). Una extensión de un operador
A es un operador lineal A˜ tal que Dom(A) ⊆ Dom(A˜) y A˜Φ = AΦ para todo
Φ ∈ Dom(A). Una extensión autoadjunta es una extensión tal que A˜ es un
operador autoadjunto.
Es importante notar que una extensión autoadjunta de un operador no es
necesariamente única. Esto es algo particularmente relevante en nuestro con-
texto, ya que implica que la dinámica de los campos y, por lo tanto, la cuestión
de estabilidad, depende de la extensión elegida (en caso de haber más de una).
Aquellos operadores que admiten una única extensión autoadjunta reciben un
nombre particular:
Definición 5.2.4 (Operador esencialmente autoadjunto). Un operador A se
dice esencialmente autoadjunto si admite una única extensión autoadjunta.
En nuestro contexto, para aquellos casos en los que el Hamiltoniano (5.8)
sea esencialmente autoadjunto, los campos tendrán una única dinámica y la
respuesta al problema de estabilidad (modal) será única.
Ahora, el problema de interés actual son las ecuaciones de campo (5.9) en
el semiespacio Lorentziano M2. La suposición de partida es que el dominio
de H es Dom(H) = C∞0 (R−). Una extensión autoadjunta H˜ de H tendrá
como dominio algún subespacio de L2(R−, dx). La solución general a (5.7),
utilizando la extensión H˜, puede escribirse como
φ(t, x) =
∫
dEcE(t)ψE(x), c¨E + EcE = 0, (5.12)
4la distinción entre “simétrico” y “autoadjunto” es particularmente relevante al conside-
rar el teorema espectral, ya que el mismo es válido sólo para operadores autoadjuntos.
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donde ψE son autofunciones de H˜:
H˜ψE = EψE. (5.13)
(Recordar que la acción de H y H˜ es la misma, la única diferencia entre
ambos operadores son sus dominios de definición.) De (5.12) vemos que una
energía negativa E < 0 en el espectro de H˜ conduce a términos en φ que
crecen exponencialmente en el tiempo, lo cual implica una inestabilidad del
modo considerado y, por lo tanto, del campo en cuestión. La existencia de una
energía negativa en el espectro depende naturalmente de la extensión elegida.
A su vez, las posibles extensiones autoadjuntas dependen del comportamiento
del potencial V cerca de los bordes, es decir cerca de x = 0 y x = −∞. Una
caracterización útil de este comportamiento es la siguiente:
Definición 5.2.5 (Casos limit point y limit circle). El operador H dado en
(5.8) se dice limit circle (LC) en x = 0 si, para algún E, la solución general
del problema Hψ = Eψ es de cuadrado integrable cerca de cero. En caso
contrario H se dice limit point (LP) en x = 0. La misma definición aplica en
x = −∞.
En lo que sigue, asociaremos la noción de LP/LC alternativamente al Ha-
miltoniano o al potencial correspondiente. Es importante destacar el hecho
no-trivial de que la propiedad de LP/LC no depende del valor de E (siempre
que el potencial sea continuo):
Teorema 5.2.1 (Teorema X.6 en [117]). Supongamos que el potencial V en
(5.8) es real y continuo en (−∞, 0). Si para algún E ambas soluciones de
Hψ = Eψ son de cuadrado integrable cerca de x = 0, entonces para todo E
las soluciones de Hψ = Eψ son de cuadrado integrable cerca de x = 0. Lo
mismo vale en x = −∞.
Como veremos, todos los potenciales que aparecen en la descomposición mo-
dal de campos escalares, de Maxwell y de gravedad linealizada tienen el si-
guiente comportamiento cerca del horizonte rh (i.e. en x = −∞):
V (r) = f(r)(U0 + O(r − rh)), U0 6= 0, r ' rh. (5.14)
Esto implica que V → 0 para x → −∞ y, luego, H es LP en x = −∞. Por
otro lado, en la frontera conforme (i.e. en x = 0), algunos potenciales son LC
y otros LP. Un criterio muy útil para distinguir entre ambos casos está dado
por el siguiente teorema:
Teorema 5.2.2 (Teorema X.10 en [117]). Supongamos que el potencial V en
(5.8) es continuo y positivo cerca de x = 0.
(i) Si V (x) ≥ 3
4
x−2 para x ' 0, entonces H es LP en x = 0.
(ii) Si existe  > 0 tal que V (x) ≤ (3
4
− )x−2 para x ' 0, entonces H es
LC en x = 0.
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Para el caso LC, cualquier solución de (5.13) será de la forma ψE = Aψ1+Bψ2,
donde ψ1 y ψ2 son ambas de cuadrado integrable cerca de x = 0. Es conve-
niente escribir A = C cosα, B = C sinα, donde la constante (irrelevante) C
puede ser positiva o negativa y α ∈ (−pi/2, pi/2], de manera que las posibles
condiciones de borde quedan parametrizadas por α. Si Φ,Ψ están en algún
subespacio de L2(R−, dx), una cuenta sencilla muestra que
〈Φ, HΨ〉 = 〈HΦ,Ψ〉+ Φ′(0)Ψ(0)− Φ(0)Ψ′(0) (5.15)
(donde, en este capítulo, la prima ′ significa ∂x), con lo cual vemos que, pa-
ra condiciones de Dirichlet, Neumann o Robin, cualquier extensión de H es
autoadjunta. De esta manera, si V es LC en x = 0, hay un conjunto infini-
to de extensiones autoadjuntas parametrizadas por α, y la dinámica de los
campos en todo el espacio-tiempo dependerá de cuál extensión elijamos. Por
el contrario, si V es LP en x = 0, entonces H es esencialmente autoadjunto,
con lo cual la dinámica es no-ambigua a pesar de que el espacio-tiempo no es
globalmente hiperbólico.
5.2.2. Descomposiciones modales
Repasaremos ahora brevemente la descomposición modal de campos es-
calares (o de Klein-Gordon) sin masa, de Maxwell y de gravedad linealizada
sobre la solución de Schwarzschild-(A)dS en 4 dimensiones; de manera que
las ecuaciones de campo se reduzcan efectivamente a la forma (5.9).
Campos de Klein-Gordon. Utilizando una descomposición 2 + 2, la ecua-
ción de Klein-Gordon sin masa puede escribirse como
0 = Φ = (rf)−1[−∂2t + ∂2x + f(r−2∆− f ′/r)](rΦ), (5.16)
donde ∆ es el laplaciano en la 2-esfera unitaria,
∆ := ∂2θ + cot(θ)∂θ + sin(θ)
−2∂2ϕ. (5.17)
Introduciendo φ := rΦ y expandiendo en una base ortonormal de armónicos
esféricos reales S(`,m) sobre la esfera,
φ =
∑
(`,m)
φ(`,m)(t, x)S(`,m)(θ, ϕ), (5.18)
la ecuación (5.16) es equivalente a un conjunto de ecuaciones de onda 1 + 1
de la forma (5.9) en M2, parametrizadas por el número armónico `, donde el
Hamiltoniano es Hkg` = −∂2x + V kg` y el potencial
V kg` = f
[
2M
r3
+
`(`+ 1)
r2
− 2
3
λ
]
. (5.19)
5.2. Evolución en espacio-tiempos no-globalmente hiperbólicos 107
Notemos que este potencial es positivo definido en la región estática r > rh,
y posee el comportamiento asintótico
V kg` ∼
{
2
x2
− λ
3
(`2 + `+ 2) + O(x) , x→ 0−
(`(`+ 1) + 1− λr2h)(1− λr2h) r−2h exp
((
1−λr2h
rh
)
x
)
, x→ −∞.
(5.20)
Campos de Maxwell. Es conveniente escribir un campo de Maxwell en
términos de un potencial, i.e. F = dA, y separar el potencial en sus partes de
paridad par (+) e impar (−): A = A(+)+A(−). Utilizando un gauge apropiado,
estas componentes pueden escribirse como
A(−) =
∑
(`,m)
φ(−,`,m)
[
1
sin θ
∂ϕS(`,m) dθ − sin θ∂θS(`,m) dϕ
]
, (5.21)
A(+) =
∑
(`,m)
[
∂xφ
(+,`,m) dt+ f−1∂tφ(+,`,m) dr
]
S(`,m). (5.22)
Las ecuaciones de Maxwell se traducen entonces en ecuaciones de la forma
(5.9), esto es −φ¨(±,`,m) = Hmax` φ(±,`,m), donde el Hamiltoniano Hmax` = −∂2x+
V max` es independiente de la paridad y el potencial es
V max` = f
`(`+ 1)
r2
. (5.23)
Este potencial es positivo definido para r > rh, y su comportamiento asintó-
tico es
V max` ∼
{−λ
3
`(`+ 1) + O(x2) , x→ 0−
`(`+ 1)(1− λr2h) r−2h exp
((
1−λr2h
rh
)
x
)
, x→ −∞. (5.24)
Perturbaciones gravitacionales. Al igual que en el caso de Maxwell, las
perturbaciones gravitacionales se descomponen en los sectores par (+) e im-
par (−), y se expanden a su vez en armónicos esféricos, de manera que los
modos quedan caracterizados por (±, `,m). El procedimiento para arribar a
esta descomposición es bien conocido, para un desarrollo detallado ver por ej.
[47]. Componentes con ` = 0, 1 consisten de campos que son puro gauge o que
son independientes del tiempo, lo cual corresponde a perturbaciones dentro
de la familia de Kerr (esto es, cambios en la masa o adición de momento angu-
lar). Ya que estos casos son irrelevantes para el problema de estabilidad, nos
concentraremos en modos con ` ≥ 2. Las ecuaciones linealizadas de Einstein
se reducen en tal caso a las llamadas ecuación de Regge-Wheeler para el sector
impar (−), y ecuación de Zerilli para el sector par (+). Ambas ecuaciones son
de la forma (5.9), i.e. −φ¨(±,`,m) = H(±)` φ(±,`,m), con H(±)` = −∂2x + V (±)` , para
ciertos campos invariantes de gauge φ(±,`,m). El potencial de Regge-Wheeler
para el Hamiltoniano impar H(−)` es
V
(−)
` = f
(
`(`+ 1)
r2
− 6M
r3
)
, (5.25)
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y es positivo en la región estática r > rh excepto cuando rh es pequeño
comparado con M , caso en el cual es negativo en el intervalo rh < r <
6M/(`(`+ 1)). El comportamiento asintótico de V (−)` es
V
(−)
` ∼
{−λ`(`+ 1)/3 + O(x) , x→ 0−
(`(`+ 1)rh − 6M)(1− λr2h)r−3h exp
((
1−λr2h
rh
)
x
)
, x→ −∞.
(5.26)
Por otra parte, el potencial de Zerilli para el Hamiltoniano par H(+)` es
V
(+)
` = f
[µ2`(`+ 1)− 24M2λ]r3 + 6µ2Mr2 + 36µM2r + 72M3
r3 (6M + µ2r)2
, (5.27)
donde hemos definido µ := (`− 1)(` + 2). Este potencial es siempre positivo
para r > rh, y su comportamiento asintótico es
V
(+)
` ∼
{
(24M2λ2)µ−2 − λ`(`+ 1) + O(x) , x→ 0−
(λ2r4h−4λr2h+`4+2`3−`2−2`+3)(1−λr2h)
(1−λr2h+`(`+1)) r2h
exp
((
1−λr2h
rh
)
x
)
, x→ −∞.
(5.28)
5.3. Operadores de tipo Schrödinger en una se-
milínea
En esta sección hallaremos resultados generales para el espectro y las au-
tofunciones del operador de Schrödinger (5.8) definido en R−. En la sección
anterior vimos que las ecuaciones para campos de Klein-Gordon, Maxwell y
gravedad linealizada en Schwarzschild-(A)dS en d = 4 se reducen a un con-
junto infinito de ecuaciones del tipo (5.9) en el semiespacio M2 = R × R−,
y que la dinámica de los modos depende de las posibles extensiones auto-
adjuntas del operador (5.8). Además, vimos que los campos serán inestables
siempre que exista una extensión autoadjunta con un autovalor negativo en el
espectro. Las posibles extensiones autoadjuntas, a su vez, dependen del com-
portamiento asintótico del potencial, que hemos dado en las ecuaciones (5.20),
(5.24), (5.26), (5.28) para nuestros casos de mayor interés. Todos los poten-
ciales son continuos en (−∞, 0) y decaen exponencialmente en el horizonte
x→ −∞. Además, los potenciales para Maxwell y gravedad son regulares en
la frontera conforme x = 0, mientras que el potencial de Klein Gordon diverge
como 2/x2. En esta sección nos concentraremos en potenciales regulares en
(−∞, 0], mientras que el caso de Klein-Gordon lo veremos en la sección 5.4.1
más abajo. Nuestros resultados valen entonces para cualquier problema de ti-
po Mecánica Cuántica en una semilínea con un potencial regular en (−∞, 0],
además de para cualquier ecuación de onda en 1 + 1 con tal potencial.
Por un potencial regular en (−∞, 0] entendemos uno que sea continuo en
ese intervalo, que tenga el comportamiento (5.14) en el horizonte, y que cerca
de la frontera conforme tenga la forma
V (x) ' v0 + v1x+ v2x2 + ..., x ' 0, (5.29)
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con v0 6= 0. Denotaremos una extensión autoadjunta de H como H˜ ≡ zH,
donde z = D,N, γ corresponde a condiciones de Dirichlet (D), Neumann (N)
o Robin (γ) respectivamente.
5.3.1. Potenciales regulares
En lo que sigue, usaremos el hecho de que cualquier función en el dominio
de un operador autoadjunto tal como zH puede expandirse en una base de
autofunciones generalizadas del operador. Por lo tanto, existirá una función
ψ ∈ Dom(zH) tal que 〈ψ, zHψ〉 < 0 si y sólo si el espectro de zH contiene un
autovalor negativo.
Proposición 5.3.1 (Inestabilidades de Robin). Sea V un potencial regular,
entonces para un γ positivo suficientemente grande, el espectro de γH contiene
un autovalor negativo.
Demostración. Ya que un potencial regular es acotado, tenemos |V (x)| ≤ V0
para todo x ∈ (−∞, 0], con V0 constante. Consideremos la función de prueba
ψ = eγx. Si γ > 0, entonces ψ ∈ Dom(γH), y
〈ψ, γHψ〉 =
∫ 0
−∞
eγx(−γ2eγx + V eγx)dx
=− γ
2
+
∫ 0
−∞
V e2γxdx ≤ −γ
2
+
V0
2γ
, (5.30)
de donde vemos que 〈ψ, γHψ〉 < 0 si se cumple
γ >
√
V0. (5.31)
Proposición 5.3.2. Sea V un potencial regular, y asumir que γoH admite
un estado de energía negativa. Entonces también lo hace γH para γ > γo.
Demostración. Ver Proposición 2 en [9].
5.3.2. Potenciales regulares no-negativos
En Mecánica Cuántica en R, estados con energía negativa se denominan
estados ligados. Una afirmación usual es que, si el potencial es positivo de-
finido, entonces el Hamiltoniano no admite estados ligados. Esta afirmación
es falsa si uno se restringe a una semilínea y considera condiciones de borde
generales, ya que, utilizando el producto interno (5.11), una cuenta sencilla
muestra que
〈ψ, zHψ〉 = −ψψ′|x=0 +
∫ 0
−∞
[ψ′2 + V ψ2]dx. (5.32)
Para condiciones de borde de Dirichlet o Neumann, el primer término a la de-
recha es cero, y en tal caso un potencial positivo definido sí implica 〈ψ, zHψ〉 >
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0. No obstante, para condiciones de Robin, tenemos ψ′|x=0 = γψ|x=0, con lo
cual 〈ψ, zHψ〉 será positivo si γ < 0, pero puede ser negativo si γ > 0, aún
cuando el potencial V sea siempre positivo. Resumimos este resultado sencillo
del modo siguiente:
Proposición 5.3.3. Sea V regular y positivo en (−∞, 0]. Las extensiones
autoadjuntas de (5.8) correspondientes a condiciones de Dirichlet, Neumann,
y Robin con γ < 0 son positivas definidas.
La siguiente proposición muestra que si V es regular y positivo, y γ > 0, en-
tonces γH admite a lo sumo un autovalor negativo. Establece también algunas
propiedades del correspondiente autoestado.
Proposición 5.3.4. Sea V ≥ 0 regular. Suponer que existe un autoestado
ψE ∈ L2(R−, dx) de γH con energía E < 0. Asumir además ψE(0) = 1,
ψ′E(0) = γ (esto no supone ninguna pérdida de generalidad). Entonces:
i) ψE no tiene ceros (con lo cual podemos elegirla positiva).
ii) ψE crece monótonamente de 0 a 1 = ψE(0), y ψ′E crece monótonamente
de 0 a γ = ψ′E(0), en el intervalo x ∈ (−∞, 0].
iii) Hay a lo sumo un E < 0 y un ψE que satisfacen las hipótesis.
Demostración. Ver Proposición 4 en [9].
Proposición 5.3.5. Sea V ≥ 0 un potencial regular, y consideremos la ex-
tensión autoadjunta γH, γ > 0, de (5.8).
i) Si V es no-trivial, para γ suficientemente pequeño el espectro de γH no
contiene autovalores negativos.
ii) Existe un valor crítico γc > 0 tal que el conjunto {γ | ∃ E ∈ Spec(γH) :
E < 0} es de la forma (γc,∞).
iii) Para γ > γc, el autovalor de energía negativa Eγ satisface |Eγ| ≤ 2γ2.
iv) Si
∫ 0
−∞ V dx <∞, entonces γc ≤ 2
∫ 0
−∞ V dx.
Demostración. Ver Proposición 5 en [9].
Para potenciales con integral finita, el ítem iv) de la proposición anterior
asegura la existencia de autoestados de energía negativa para γH: cualquier
extensión autoadjunta con γ > 2
∫ 0
−∞ V dx admitirá un E < 0 en el espectro.
La cota puede ser mejorada si asumimos que Spec(γH) es continuo en γ:
Proposición 5.3.6. Sea V ≥ 0 un potencial regular, y asumir que vale
l´ımγ→γc+ Eγ = 0, entonces
γc ≤
∫ 0
−∞
V (x) dx. (5.33)
Demostración. Ver Proposición 6 en [9].
De esta manera, si γ >
∫ 0
−∞ V dx entonces
γH posee estados de energía nega-
tiva. (Este resultado fue también probado en [4] utilizando otros métodos.)
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5.3.3. Energía
Como se observa en [96], independientemente de la extensión autoadjun-
ta zH que elijamos, existe siempre una noción de energía conservada para
soluciones de (5.9) en M2, dada por
E = 1
2
(〈∂tφ, ∂tφ〉+ 〈φ, zHφ〉). (5.34)
La conservación de E (i.e. ∂tE ≡ 0) se sigue de [∂t, zH] = 0 y del hecho de que
zH es un operador autoadjunto. Para la discusión que sigue es útil integrar
por partes en (5.34) para obtener
E = 1
2
∫ 0
−∞
(φ˙2 + φ′2 + V φ2)dx− 1
2
zφ2|x=0 =: Eo − 12zφ2|x=0 (5.35)
donde z = 0 para condiciones de Dirichlet o Neumann, y z = γ para condicio-
nes de Robin. Ahora, es conveniente pensar en la energía (5.34) desde el punto
de vista de la teoría de campos 1+1 enM2 definida por (5.9), (5.8). El tensor
de energía-momento de dicha teoría es Tab = ∂aφ∂bφ − 12ηab(∂cφ∂cφ + V φ2).
Aplicando el teorema de Gauss a la corriente conservada Ja = Tabξb (con
ξb = (∂/∂t)b) en una región acotada por dos superficies t = const., y usando
que la integral en el horizonte se anula para campos φ que son de cuadrado
integrable en dichas superficies, tenemos
0 =
∫ 0
−∞
Ttt(t, x)dx−
∫ 0
−∞
Ttt(t0, x)dx−
∫ t
t0
Ttx(t
′, 0)dt′, (5.36)
donde {t, x} son coordenadas inerciales. Notemos que
Ttt =
1
2
(φ˙2 + φ′2 + V φ2), Ttx = φ˙φ′, (5.37)
con lo cual
l´ım
x→0−
Ttx = l´ım
x→0−
φ˙φ′ =
{
0 , condiciones de Dirichlet o Neumann
1
2
γ∂t(φ
2) , condiciones de Robin.
(5.38)
Por lo tanto, para condiciones de Dirichlet o Neumann, el tercer término en
(5.36) se anula, no hay flujo de energía en el infinito, y la energía canónica
Eo en (5.35) se conserva. Por el contrario, para condiciones de Robin, (5.36)
adopta la forma
Eo(t)− Eo(t0) = 12γ[φ2(t, 0)− φ2(t0, 0)], (5.39)
de donde se sigue la conservación de (5.35) para z = γ. Si γ > 0, de (5.39)
vemos que existe la posibilidad de un flujo de energía desde el infinito que
ocasiona que la energía canónica Eo pueda crecer sin límite con t. Sin embargo,
el hecho de que el valor crítico γc de inestabilidad sea estrictamente positivo
(ver Proposición 5.3.5) implica que el flujo de energía desde el infinito no es
una condición suficiente para ocasionar una inestabilidad en el sistema. Lo
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que ocurre para γ > γc, es que la ecuación de movimiento admite que la
solución φ(t, 0) crezca sin límite, junto con la energía ∼ φ2(t, 0) que ingresa
al sistema. Este es el mecanismo que produce la inestabilidad de los campos
desde el punto de vista energético.
Para ganar mayor intuición física del mecanismo anterior, la siguiente
ilustración resulta muy útil. La ecuación (5.7) puede interpretarse como osci-
laciones transversas de una cuerda semi-infinita en x < 0 [con fuerzas elásticas
restauradoras (dependientes de x) cuando V ≥ 0], y la condición de borde
φ′|x=0 = γφ|x=0 es equivalente a una fuerza elástica en x = 0 cuya constan-
te elástica es proporcional a −γ (ver ecuaciones (85)-(86) en [9]). Si γ > 0
esta fuerza es repulsiva y proporcional a φ(t, 0), y si γ > γc, existen modos
φ(t, 0) que crecen sin límite, con lo cual las oscilaciones de la cuerda divergen.
Estas ideas pueden ilustrarse más aún considerando toy models particulares,
como hicimos en la sección III.D de [9]; aquí sólo mostraremos el caso de un
potencial escalón.
5.3.4. Un toy model
El siguiente ejemplo resulta muy útil porque permite deducir cosas sobre el
valor crítico de inestabilidad γc, que pueden aplicarse en casos más generales.
Consideremos un potencial escalón
V (x) =
{
0 x < −a
Vo a < x ≤ 0
(5.40)
donde Vo y a son positivos. (Una única discontinuidad finita en V no invalida
los resultados de la sección previa.) Asumir que γH posee un autoestado de
energía negativa E = −α2, α > 0. La función de onda es proporcional a
ψ(x) =
{
exp(α(x+ a)) , x < −a
cosh(β(x+ a)) + α
β
sinh(β(x+ a)) ,−a < x ≤ 0 (5.41)
donde β =
√
α2 + Vo. Esta función es C1 y satisface las propiedades en la
proposición 5.3.4. Imponiendo condiciones de borde de Robin sobre (5.41),
obtenemos la siguiente relación:
γ = β
β tanh(βa) + α
β + α tanh(βa)
(5.42)
Insertando el valor de β en (5.42), encontramos que dγ/dα > 0 para α > 0.
Ya que γ ∼ α para α→∞, concluimos que, conforme α va de cero a infinito,
γ va de
γc =
√
V0 tanh(
√
V0 a) (5.43)
a infinito. Este ejemplo es útil porque el valor crítico γc introducido en la
proposición 5.3.5.ii) puede ser calculado explícitamente, ec. (5.43). Si γ > γc,
(5.42) tiene una única solución α, que da un único estado ligado, con energía
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E = −α2. Por otro lado, si γ ≤ γc, no existen estados ligados. Las cotas
(5.31) y (5.33) pueden ser fácilmente chequeadas en este ejemplo; más aún,
el ejemplo muestra que la cota (5.33) no puede ser mejorada, ya que para a
pequeño (5.43) da
γc = aVo + O(a
3) =
∫ 0
−∞
V dx+ O(a3). (5.44)
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5.4.1. Campos de Klein-Gordon sin masa
El potencial de un campo de Klein-Gordon sin masa es (5.19), y su com-
portamiento asintótico fue dado en (5.20). Cerca de la frontera temporal, el
potencial diverge como 2/x2. Usando el teorema 5.2.2, el hecho de que, cerca
de x = 0, el coeficiente de x−2 en (5.20) sea mayor que 3/4 implica que Hkg`
es LP en x = 0, y por lo tanto (5.13) admite una única solución de cuadrado
integrable cerca de x = 0. Tenemos:
Proposición 5.4.1. El operador Hkg` es esencialmente autoadjunto y posee
espectro positivo.
Demostración. Como ya dijimos, el item (i) del teorema 5.2.2 implica que
Hkg` es LP en x = 0, y por lo tanto es esencialmente autoadjunto. Esto puede
chequearse notando que un elemento arbitrario del espacio 2-dimensional de
soluciones de la ecuación de Schrödinger Hkg` ψ = Eψ en x = 0 es
ψ =A
(
1
r2
− 3
10λ2
(`+ 3)(`− 2)λ+ 3E
r4
+ O(r−5)
)
+B
(
r +
3
2λ2
`(`+ 1)λ+ 3E
r
+ O(r−2)
)
, (5.45)
y debemos imponer B = 0 para que la integral
∫∞
ro
ψ2dr/f converja. Esto
implica que hay una única condición de borde admisible en x = 0, es decir
B = 0, lo cual es equivalente a condiciones de Dirichlet: ψ|x=0 = 0.
Para probar que Spec(Hkg` ) no contiene autovalores negativos, notemos que
cerca del horizonte x→ −∞ (i.e. r → rh), tenemos
ψ = C(r − rh)κ (1 + O(r − rh)) +D(r − rh)−κ (1 + O(r − rh)), (5.46)
donde C y D son constantes, y κ =
√
−E r2h
1−λr2h
. Suponer ahora que existe
E ∈ Spec(Hkg` ) tal que E < 0 (i.e. κ real y positivo). La correspondiente
autofunción debe comportarse como (5.45) con B = 0 cerca de x = 0, y
como (5.46) con D = 0 cerca del horizonte. Tenemos entonces que
∫ 0
−∞ ψ
2dx
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converge, y
E
∫ 0
−∞
ψ2dx =
∫ 0
−∞
ψ(−∂2xψ + V s` ψ) dx
= [ψ f∂rψ]
∣∣r=∞
r=rh
+
∫ 0
−∞
(
(∂xψ)
2 + V s` ψ
2
)
dx
=
∫ 0
−∞
(
(∂xψ)
2 + V s` ψ
2
)
dx > 0, (5.47)
con lo cual arribamos a una contradicción.
Concluimos entonces que: (i) la dinámica de campos de Klein-Gordon
sin masa es no-ambigua a pesar de que el espacio-tiempo no es globalmente
hiperbólico, pues Hkg` es esencialmente autoadjunto, y (ii) los campos son
modalmente estables, pues la única extensión autoadjunta de Hkg` es definida
positiva.
Resultados más fuertes acerca de la estabilidad de campos escalares sobre
espacio-tiempos asintóticamente AdS pueden encontrarse en [87, 137, 88, 89,
90], donde la acotación y el decaimiento de los campos fueron estudiados uti-
lizando un enfoque no-modal de la ecuación de Klein-Gordon. (En particular,
sí existen inestabilidades para campos escalares masivos.)
5.4.2. Campos de Maxwell
El potencial para la descomposición modal correspondiente a campos de
Maxwell está dado por (5.23), y su comportamiento asintótico por (5.24).
Los modos electromagnéticos están caracterizados por la paridad p = ± y
los números armónicos (`,m). Notemos que V max` es regular y positivo, por
lo tanto los resultados de las proposiciones 5.3.1–5.3.6 aplican directamente.
En particular, de la proposición 5.3.1 deducimos que existen modos electro-
magnéticos inestables para condiciones de Robin con γ(p,`,m) apropiado. Más
precisamente, notando que∫ 0
−∞
V max` dx =
`(`+ 1)
rh
, (5.48)
vemos que los campos de Maxwell serán modalmente estables si se imponen
condiciones de Dirichlet, Neumann, o Robin con γ(p,`,m) < 0 para cada modo
φp=±(`,m) (de acuerdo a la proposición 5.3.3), y serán inestables si existe un modo
(p, `,m) tal que γ(p,`,m) > `(` + 1)/rh (por (5.48) y la proposición 5.3.6).
Las características de los modos inestables pueden obtenerse del resto de las
proposiciones.
Resulta útil comparar la energía conservada (5.35) de los modos con la
energía del campo electromagnético. Notemos que (5.35) implica que para
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cualquier función Q = Q(p, `,m) se cumple
∑
(`,m,p=±)
Q(p, `,m)
∫ 0
−∞
[
φ˙2(p,`,m) + φ
′2
(p,`,m) + V
max
` φ
2
(p,`,m)
]
dx
∣∣∣∣t
t0
=
∑
(`,m,p=±)
Q(p, `,m)γ(p,`,m)(φ(p,`,m)(s, 0))
2
∣∣∣∣s=t
s=t0
. (5.49)
Mostraremos que la elección Q(p, `,m) ≡ `(`+1)/2 en (5.49) da la ecuación de
balance para el cambio de energía electromagnética debido al flujo de energía
desde el infinito. El tensor de energía-momento del campo de Maxwell es
Tab =
1
4pi
(FacFb
c − 1
4
gabFcdF
cd). (5.50)
La energía electromagnética se mide utilizando la conservación de la corriente
Ja = Tabξ
b, donde ξa es el campo de Killing temporal. El teorema de Gauss
aplicado a una región Ω en el espacio-tiempo (4-dimensional) acotada por dos
hipersuperficies {t = const.} da
0 =
∫
Ω
∇aJa =
∮
∂Ω
Jan
a =
∫
Σt
Jan
a
Σt +
∫
Σt0
Jan
a
Σt0
+
∫
It
Jan
a
It
(5.51)
donde It es el límite R→∞ de una hipersuperficie temporal {r = R} que se
extiende desde Σt0 hasta Σt, con t > t0. Los elementos de volumen inducidos
sobre las hipersuperficies están sobreentendidos en las integrales, y los vectores
normales unitarios (apuntando hacia afuera) son naΣt∂a = f
−1/2∂t, naΣt0∂a =
−f−1/2∂t y naIt∂a = f−1/2∂r. Podemos entonces reescribir (5.51) como∫ 0
−∞
dx
∫
S2
Ttt(t, r, θ, ϕ) sin θ dθ dϕ =
∫ 0
−∞
dx
∫
S2
Ttt(t0, r, θ, ϕ) sin θ dθ dϕ
+ l´ım
R→∞
R2f(R)
∫ t
t0
dt′
∫
S2
Ttr(t
′, R, θ, ϕ) sin θ dθ dϕ, (5.52)
donde el término inferior muestra la falta de conservación de la “energía están-
dar”. Utilizando F = dA y la descomposición modal (5.21)–(5.22), obtenemos
T
(`,m)
tr
∣∣
r=R
=
1
4piR2f(R)
[
φ˙+(`,m)φ
′+
(`,m) + φ˙
−
(`,m)φ
′−
(`,m)
]
× [(∂θS(`,m))2 + 1sin2 θ (∂φS(`,m))2] . (5.53)
Notemos que en el límite R → ∞, la condición de borde de Robin implica
φ˙(p,`,m)φ
′
(p,`,m) =
d
dt
[γ(p,`,m)φ
2
(p,`,m)/2], lo cual permite integrar el flujo sobre It.
Por último, utilizando la identidad∫
S2
[
(∂θS(`,m))
2 + 1
sin2 θ
(∂φS(`,m))
2
]
sin θdθdϕ = 4pi`(`+ 1), (5.54)
luego de un cálculo tedioso encontramos, como habíamos anticipado, que
(5.52) se reduce a (5.49) con Q(p, `,m) = `(` + 1)/2; esto es, si Eemo (t) :=
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∫
Σt
Jan
a
Σt
representa la energía “estándar” total del campo electromagnético
sobre Σt, tenemos
Eemo (t)− Eemo (t0) =
∑
(`,m,p=±)
`(`+1)
2
γ(p,`,m)
[
(φ(p,`,m)(t, 0))
2 − (φ(p,`,m)(t0, 0))2
]
.
(5.55)
5.4.3. Perturbaciones gravitacionales
En lo que sigue mostraremos que las condiciones de borde de Robin son
naturalmente motivadas desde distintos puntos de vista, y que las perturba-
ciones gravitacionales resultan inestables bajo ciertas condiciones.
Condiciones sobre campos físicamente relevantes. Los estudios de es-
tabilidad gravitacional de Schwarzschild anteriores a [46, 47] analizan la aco-
tación y decaimiento de las variables maestras de Regge-Wheeler φ(−)(`,m) y
Zerilli φ(+)(`,m). La relación entre estas variables y la perturbación métrica es de
la forma
hab =
∑
(`,m,p=±)
D
(`,m,p)
ab [φ
(p)
(`,m), S(`,m)], (5.56)
donde D(`,m,p)ab es un cierto operador diferencial lineal de segundo orden. La
separación de variables en (5.56) conduce a que las ecuaciones linealizadas
de Einstein sean equivalentes a las ecuaciones de onda 1 + 1 (5.7) para los
φ
(p)
(`,m) junto con la ecuación de armónicos esféricos satisfecha por los S(`,m).
De (5.56) uno puede ver que la relación entre los φ(p)(`,m) y efectos medibles
de la perturbación es remota: cuatro derivadas de φ(p)(`,m) se corresponden con
una sola componente armónica de la curvatura. Para hallar cantidades que
representen de manera más satisfactoria los efectos de la perturbación en la
geometría, el enfoque en [46, 47] es el siguiente. Utilizando el tensor de Weyl
y su dual, consideremos los invariantes de curvatura
Q+ :=
1
48
CabcdC
abcd, Q− := 148
∗CabcdCabcd, (5.57)
junto con el invariante diferencial
X := 1
720
∇eCabcd∇eCabcd. (5.58)
En Schwarzschild-(A)dS en 4 dimensiones, estos campos son
QSAdS+ =
M2
r6
, QSAdS− = 0, X
SAdS = M
2
3r9
(λr3 − 3r + 6M). (5.59)
Consideremos ahora la linealización de estos campos, Q˙+, Q˙− y X˙. Utilizando
argumentos de simetría puede mostrarse que para perturbaciones impares
tenemos {Q˙− 6= 0, Q˙+ = 0, X˙ = 0}, mientras que para perturbaciones pares
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{Q˙− = 0, Q˙+ 6= 0, X˙ 6= 0}. Como fue probado en [46, 47], los campos escalares
definidos por
G− := Q˙−, (5.60)
G+ := (9M − 4r + λr3)Q˙+ + 3r3X˙ (5.61)
son invariantes de gauge y contienen toda la información de una perturba-
ción métrica; y ya que tienen una interpretación geométrica clara por ser
directamente perturbaciones de invariantes de curvatura, estos campos repre-
sentan adecuadamente los efectos de la perturbación gravitacional sobre la
geometría.
Para analizar la relación entre condiciones de borde impuestas sobre los
G± y los φ
(±)
(`,m), necesitamos expresiones de G± en términos de φ
(±)
(`,m). Las
mismas se pueden obtener on shell utilizando iterativamente las ecuaciones
de Einstein. En lo que sigue consideraremos todos los modos ` ≥ 0 (recordar
que los casos ` = 0, 1 no fueron considerados en la sección 3.5). Para G−
tenemos
G− = −6M
r7
√
4pi
3
3∑
m=1
j(m)S(`=1,m) − 3M
r5
∑
`>1,m
(`+ 2)!
(`− 2)!
φ
(−)
(`,m)
r
S(`,m), (5.62)
donde el primer término contiene la contribución estática ` = 1, siendo j(m)
(con m = 1, 2, 3) las componentes del momento angular del agujero negro
perturbado. Notemos que r5G− ∝ Ψ−2/32 ImΨ˙2, luego, utilizando (3.102) ve-
mos que r5G− satisface la ecuación de Regge-Wheeler 4-dimensional5 (3.136).
Para G+, la relación on shell con φ
(+)
(`,m) es
G+ = −2MM˙
r5
+
M
2r4
∑
`>1,m
(`+ 2)!
(`− 2)! [∂x + Z`]φ
(+)
(`,m)S(`,m), (5.63)
donde M˙ es la variación de la masa que proviene del modo par ` = 0 (el cual
es independiente del tiempo), y
Z` =
2Mλr3 + µr(r − 3M)− 6M2
r2(µr + 6M)
(5.64)
con µ = (` − 1)(` + 2). Con estas expresiones podemos ahora relacionar las
condiciones de borde impuestas sobre G± y φ
(±)
(`,m). En particular, notemos
que imponer condiciones de Dirichlet sobre G± es equivalente a imponer una
mezcla de condiciones de Dirichlet y Robin sobre los φ(±)(`,m):
φ
(−)
(`,m)|x=0 = 0,
∂xφ
(+)
(`,m)
φ
(+)
(`,m)
∣∣∣∣
x=0
= −2Mλ
µ
. (5.65)
5tener presente que, de acuerdo a la convención de signatura de este capítulo, el operador
 aquí corresponde a − en el capítulo 3.
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Por otro lado, imponer condiciones de Neumann o Robin sobre G± es equi-
valente a imponer condiciones de Robin sobre φ(±)(`,m). En general, el tipo de
condiciones de borde apropiadas depende del problema que se trate, y para el
caso de estudios de estabilidad lineal, debe tenerse en cuenta que los campos
φ
(±)
(`,m), aunque son convenientes para separar las ecuaciones de Einstein, no
son cantidades directamente medibles.
Condiciones de Robin y AdS/CFT. Otro contexto importante donde
las condiciones de borde de Robin aparecen naturalmente es en estudios re-
lacionados a la famosa correspondencia AdS/CFT de Maldacena. Como es
sabido, esta correspondencia relaciona teorías de gravedad definidas en un
espacio-tiempo asintóticamente AdS en d + 1 dimensiones (bulk), con teo-
rías conformes de campos (CFT) definidas sobre el borde d-dimensional de
dicho espacio. Una ramificación reciente de dicha conjetura es la correspon-
dencia entre fluidos conformes y gravedad, que es de hecho independiente de
AdS/CFT y puede entenderse como un mapa entre dos sistemas dinámicos
clásicos. Existe un método canónico para asociar un tensor de energía mo-
mento a la teoría de campos “dual” a la solución de gravedad, dado en [20].
En particular, puede probarse que el tensor de energía momento de la CFT
dual a la solución de Schwarzschild-AdS en d = 4 corresponde a un fluido
perfecto conforme en 2 + 1 dimensiones. Perturbaciones gravitacionales del
bulk se identifican entonces con hidrodinámica linealizada en el borde, y uno
está interesado en mantener fija la métrica de la frontera, lo cual se tradu-
ce en perturbaciones métricas tales que, en un cierto gauge, se anulan para
superficies {r = const.} con r →∞ [19, 93].
La métrica ds2∞ para la CFT se relaciona conformemente a la métrica ds2r
inducida sobre hipersuperficies {r = const.} por medio de
ds2∞ = l´ım
r→∞
(− 3
λr2
ds2r). (5.66)
Para el espacio-tiempo de background, obtenemos
ds2∞ = −dt2 − 3λ(dθ2 + sin2 θdϕ2). (5.67)
Para perturbaciones pares en el gauge de Regge-Wheeler (ver sección 3.5.2),
el cálculo de (5.66) da (ver [19, ec. (3.46)] y [47, ec. (129)], donde se define J)
ds2∞ = −dt2 − 3λ
(
1 + 1
2
l´ım
r→∞
J
)
(dθ2 + sin2 θdϕ2), (5.68)
de donde vemos que, para mantener fija la métrica de la CFT, debemos
imponer que la componente armónica J(`,m) de J se anule para r → ∞. De
las ecuaciones (151), (153) y (154) en [47] encontramos
J(`,m) ∝ 2f(r)∂rζ(+)(`,m) + `(`+1)r ζ(+)(`,m), (5.69)
donde ζ(+)(`,m) = (µ +
6M
r
)φ
(+)
(`,m). Por lo tanto, mantener fija la métrica en el
borde implica la siguiente condición de Robin para φ(+)(`,m):
∂xφ
(+)
(`,m)
φ
(+)
(`,m)
∣∣∣∣
x=0
= −2Mλ
µ
. (5.70)
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Modos inestables explícitos. En [47] se encontró que el siguiente campo
es un modo inestable correspondiente a perturbaciones gravitacionales pares
de Schwarzschild-AdS con condiciones de borde de Robin:
φ
(+,unst)
(`,m) := χ
+
` (r) exp(ω`t), (5.71)
donde
χ+` (r) :=
r exp(ω`x(r))
µr + 6M
, (5.72)
con x(r) definida en (5.2), y ω` := 112M
(`+2)!
(`−2)! . El campo χ
+
` satisface la ecuación
de Schrödinger H+` χ
+
` = −ω2`χ+` para cualquier valor de los parámetros M y
λ. En el caso λ = 0, esta solución fue encontrada por Chandrasekhar [33] en
su estudio de perturbaciones algebraicamente especiales de agujeros negros,
pero en este caso sólo tiene interés formal ya que es irrelevante por diverger
en el límite r → ∞. Una solución linealmente independiente de χ+` con la
misma energía negativa es
τ+(`;ro)(r) := χ
+
` (r)
∫ r
ro
dr′
f(r′)[χ+` (r′)]2
. (5.73)
Notemos que al cambiar ro en esta ecuación se le agrega un término propor-
cional a χ+` . Para el sector impar, dos soluciones linealmente independientes
de H−` ψ
−
` = −ω2`ψ−` con la misma energía negativa E = −ω`2 son [33]
χ−` (r) :=
1
χ+` (r)
, τ−(`;ro)(r) := χ
−
` (r)
∫ r
ro
dr′
f(r′)[χ−` (r′)]2
. (5.74)
En el caso λ ≥ 0 (y M > 0), x va desde −∞ (para r → r+h ) hasta +∞
(para r → ∞ si λ = 0, o r → r−c si λ > 0, con rc el horizonte cosmológico).
Esto hace que las perturbaciones algebraicamente especiales (5.72), (5.73) y
(5.74) sean irrelevantes, pues estos modos divergen en al menos uno de los
dos límites, y por lo tanto no son autofunciones de H±` . En cambio, en el caso
de interés actual, i.e. λ < 0, tenemos x ∈ (−∞, 0], y uno puede chequear que
la solución χ+` para el sector par, y la solución para el sector impar dada por
τ−` := τ
−
(`;rh)
(r) = χ−` (r)
∫ r
rh
dr′
f(r′)[χ−` (r′)]2
, (5.75)
están ambas en L2(R−, dx) y poseen energía negativa. (La elección ro ≡ rh
es crucial para que esto valga.) Por lo tanto, estos campos son genuinamente
modos gravitacionales inestables perfectamente admisibles.
El modo inestable par (5.71) satisface una condición de borde de Robin
en x = 0 con parámetro
γch := ω` − 2Mλ
µ
=
λrh(λrh
2 − 3)
3µ
− (`+ 2)(`+ 1)`(`− 1)
2rh(λrh2 − 3) (5.76)
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donde la segunda expresión es útil para analizar ciertos límites que veremos
más abajo. La métrica perturbada correspondiente a (5.71) es
h
(+,unst)
(`,m) = e
ω`vS(`,m)
[
ω`
6M
(r`(`+ 1)− 6M) dv2 + `(`+1)
6M
r2(dθ2 + sin2 θdϕ2)
]
(5.77)
donde hemos definido la coordenada nula v := t+ x. Esta expresión muestra
que la perturbación métrica es bien comportada a través del horizonte de
eventos futuro, definido por r = rh, v ∈ R. La perturbación tiene además
la propiedad de desdoblar sólo uno de los pares de direcciones principales
nulas dobles del background, con lo cual el espacio-tiempo perturbado es de
tipo Petrov II. Para una perturbación genérica, en cambio, ambos pares se
bifurcan y la estructura algebraica corresponde a un tipo Petrov I, ver sección
3.4.1.
El potencial de Zerilli V (+)` para el sector par fue dado en (5.27), y su
comportamiento asintótico en (5.28). Este potencial es definido positivo y
regular en (−∞, 0], con lo cual los resultados de las proposiciones 5.3.1–5.3.6
aplican directamente. Como dijimos, el estado ligado χ+` satisface condiciones
de Robin en x = 0 con parámetro γch (5.76). El valor crítico de inestabilidad
debe satisfacer
γc ≤ γch '

(`+2)!
(`−2)!
1
6rh
, rh → 0
λ2r3h
3µ
, rh →∞.
(5.78)
Podemos usar este comportamiento para investigar la cota superior (5.33) en
estos límites de rh. La integral en R− de V (+)` es∫ 0
−∞
V
(+)
` dx =
2λ2r3h
3µ
+
λrh(`+ 3)(`− 2)
2µ
+
2`2 + 2`− 3
2rh
. (5.79)
Analizando los límites de rh grande y chico, tenemos
γc ≤
∫ 0
−∞
V
(+)
` dx '

2`2+2`−3
2rh
, rh → 0
2λ2r3h
3µ
, rh →∞.
(5.80)
Vemos que para radios del horizonte muy grandes, γch es la mitad del valor del
potencial integrado, mientras que para rh chico, γch es menor que el potencial
integrado sólo para ` = 2 (el mínimo valor de ` posible), y crece como `4 para `
grande, mientras que el potencial integrado crece sólo como `2. Debe tenerse
presente, no obstante, que la cota (5.33) no puede ser mejorada, ya que el
límite a → 0 del toy model con potencial escalón visto en la sección 5.3.4
satura dicha cota.
5.4.4. Ruptura de la dualidad supersimétrica
Analizaremos ahora la relación entre las condiciones de borde impuestas en
la frontera temporal r =∞, y la dualidad formal entre modos gravitacionales
pares e impares descubierta por Chandrasekhar [34, pág. 160]. Esta dualidad
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juega un rol crucial en la prueba de estabilidad no-modal de Schwarzschild
y Schwarzschild-de Sitter (i.e. con λ ≥ 0) realizada en [46, 47], ya que en
estos casos es una biyección y permite reemplazar todos los campos de Zerilli
φ
(+)
(`,m) con campos de Regge-Wheeler φ
(−)
(`,m), y utilizar entonces las propiedades
de acotación y decaimiento de la ecuación 4-dimensional de Regge-Wheeler
(3.136) para λ no-negativo. Como veremos, esta sustitución falla en general
en el caso λ < 0, resultando válida sólo cuando se eligen condiciones de borde
relacionadas en los sectores par e impar. En lo que sigue exploraremos estas
cuestiones.
Todas las relaciones que necesitamos se siguen de las observaciones hechas
en [33, 34] de que los Hamiltonianos par e impar se pueden escribir en la forma
H±` = A
±
` A
∓
` − ω2` , (5.81)
donde
A±` := ±∂x +W`, W` := ω` + 6Mfr(rµ+6M) . (5.82)
En general, un sistema que admite una descomposición del tipo (5.81) se dice
que posee una estructura de Mecánica Cuántica supersimétrica. Los Hamil-
tonianos H+` y H
−
` forman un par supersimétrico, y la función W` se deno-
mina superpotencial. En vista de (5.81), al actuar con A−` sobre una solu-
ción de la ecuación diferencial H+` ψ
+ = Eψ+ obtenemos una solución ψ− de
H−` ψ
− = Eψ− y viceversa; esto es:
H+` ψ
+ = Eψ+ ⇒ H−` (A−` ψ+) = E(A−` ψ+), (5.83)
H−` ψ
− = Eψ− ⇒ H+` (A+` ψ−) = E(A+` ψ−). (5.84)
Notemos que las soluciones obtenidas por la acción de A±` pueden ser triviales;
por ejemplo, utilizando que, en términos de los estados ligados χ±` dados en
(5.72), (5.74), se tiene W` = (∂xχ+` )/χ
+
` = −(∂xχ−` )/χ−` , obtenemos
A−` χ
+
` = 0, A
+
` χ
−
` = 0. (5.85)
Nos concentraremos ahora en estudiar el intercambio de modos gravitacio-
nales pares e impares utilizando esta dualidad en el caso λ < 0. Suponer que,
para dados números armónicos (`,m), imponemos las condiciones de borde
ψ+
′|x=0 = γeψ+|x=0, (5.86)
donde, en lo que sigue, γe ∈ R ∪ {∞} para incluir los casos de Neumann
(γe = 0) y Dirichlet (γe =∞), e introducimos similarmente γo para los modos
impares (por simplicidad no escribiremos los números armónicos (`,m)). A
continuación probaremos que, en general, no existe una función γo = γo(γe) tal
que ψ+′/ψ+ = γe en x = 0 implique (A−` ψ
+)
′
/A−` ψ
+ = γo(γe) en x = 0. Para
mostrar esto, notemos primero que cualquier función ψ+ que satisface (5.86)
puede expandirse utilizando la base completa de autofunciones generalizadas
{ψ+(E,γe)} de la correspondiente extensión autoadjunta γeH+` :
ψ+ =
∫
dE cE ψ
+
(E,γe)
. (5.87)
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Para las autofunciones ψ+(E,γe), tenemos
[A−` ψ
+
(E,γe)
]
∣∣
x=0
= (W` − γe)ψ+(E,γe)
∣∣
x=0
, (5.88)
[A−` ψ
+
(E,γe)
]′
∣∣
x=0
= (E −W 2` + ω2` + γeW`)ψ+(E,γe)
∣∣
x=0
, (5.89)
donde hemos usado que −∂2xψ+(E,γe) + V +` ψ+(E,γe) = Eψ+(E,γe), y que V +` =
W 2` +W
′
` − ω2` . Luego
(A−` ψ
+
(E,γe)
)′
A−` ψ
+
(E,γe)
∣∣∣∣∣
x=0
=
E −W 2` + ω2` + γeW`
W` − γe
∣∣∣∣
x=0
. (5.90)
Ya que, genéricamente, (5.90) depende de E, el cociente ψ+′/ψ+ en (5.87) to-
mará distintos valores para distintas funciones en el espacio A−` [Dom(
γeH+` )],
por lo tanto la dinámica no estará bien definida en este espacio ya que el
mismo no corresponde al dominio de una extensión autoadjunta de H−` . Te-
niendo en cuenta que W`|x=0 = γch, las únicas excepciones (i.e., los casos en
los que el lado derecho de (5.90) no depende de E) son: (i) cuando elegimos
condiciones de Dirichlet en el sector par, esto es γe →∞ en (5.90), lo cual da
condiciones de Robin en el sector impar con γo = −γch, es decir
γo = −γch, (γe =∞), (5.91)
y (ii) cuando elegimos condiciones de Dirichlet en el sector par,
γe = γch, (γo =∞). (5.92)
Por lo tanto, exceptuando estos dos casos, concluimos que los operadores de
dualidad A±` en general no mapean entre sí los espacios de soluciones pares
e impares; en este sentido la dualidad supersimétrica de Chandrasekhar se
rompe. La siguiente proposición brinda más detalles acerca de la supersime-
tría y de los dos casos anteriores (aprovechamos para aclarar que el siguiente
enunciado corrige los errores tipográficos de la versión publicada del corres-
pondiente artículo [9]).
Proposición 5.4.2. Consideremos los mapas A±` definidos en (5.82).
i) Los espectros de DH+` y
−γchH−` son no-negativos.
El mapa A−` : Dom(
DH+` )→ Dom(−γchH−` ) es una biyección.
ii) El espectro de DH−` es no-negativo, y el de
γchH+` contiene una energía
negativa con autofunción χ+` .
El mapa A−` : Dom(
γchH+` )→ Dom(DH−` ) es suryectivo, y su kernel es
el espacio generado por χ+` .
El mapa A+` : Dom(
DH−` )→ Dom(γchH+` ) es inyectivo.
iii) No existen otros valores de γ, γ′ ∈ R∪{∞} tales que A∓` [Dom(γH±` )] ⊂
Dom(γ
′
H∓` ).
Demostración. Ver proposición 7 en [9].
Capítulo 6
Perturbaciones de espacio-tiempos
de altas dimensiones
6.1. Preliminares
El estudio de espacio-tiempos de más de 4 dimensiones es de gran interés
en diversas áreas de la Física Teórica moderna, principalmente en física de
altas energías en el contexto de teorías de supergravedad y supercuerdas.
Es también muy relevante en ciertas áreas de la Relatividad General y la
geometría. El objetivo del presente capítulo es estudiar la generalización de los
resultados 4-dimensionales de capítulos anteriores al caso de espacio-tiempos
de dimensiones arbitrarias.
Si bien en teoría de supercuerdas la existencia de dimensiones adiciona-
les en el espacio-tiempo es un requerimiento ineludible para su consistencia
matemática, la propuesta de dimensiones adicionales resulta muy interesante
desde la perspectiva de las llamadas Teorías del Campo Unificado, que pre-
tenden describir todas las interacciones fundamentales de la Naturaleza como
aspectos distintos de una misma entidad. Esta idea data de hecho a 1921,
cuando T. Kaluza estudió una extensión clásica de la Relatividad General a 5
dimensiones, asumiendo una estructura particular de la métrica y mostrando
que las ecuaciones de campo 5-dimensionales se reducen, en 4 dimensiones,
a las ecuaciones de Einstein junto con las ecuaciones de Maxwell, donde el
tensor de energía momento que sirve de fuente para el campo gravitacional
corresponde exactamente al del campo electromagnético. Adicionalmente, la
ecuación de geodésicas 5-dimensional conduce a la fuerza de Lorentz en 4
dimensiones, lo que permite identificar el movimiento en la quinta dimensión
con la carga eléctrica. Más tarde, en 1926, O. Klein desarrolló una interpre-
tación cuántica de la idea de Kaluza, mostrando que, si uno supone que la
quinta dimensión es compacta, se obtiene como resultado la cuantización de
la carga eléctrica. De esta manera, la propuesta de una dimensión adicional
del espacio-tiempo conduce a la unificación de los campos gravitacional y elec-
tromagnético, y provee una interpretación geométrica de la carga eléctrica. El
espacio-tiempo 5-dimensional tendría la estructura local M × S1, con M el
espacio-tiempo de 4 dimensiones que observamos y S1 la dimensión adicional
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compacta, y la simetría U(1) de S1 sería percibida en 4 dimensiones como una
simetría de gauge. Esta idea y sus generalizaciones son hoy en día conocidas
como teorías de Kaluza-Klein. Una formulación moderna de las mismas que
pretenda unificar gravedad y campos de gauge, debe también tener en cuenta
los demás campos de Yang-Mills no-abelianos conocidos, es decir los cam-
pos asociados a las interacciones nucleares fuerte y débil. El espacio-tiempo
debería entonces tener la estructura local M × B, donde B es un espacio
interno compacto cuyo grupo de simetrías contiene al grupo del modelo es-
tándar, SU(3)×SU(2)×U(1). Puede probarse [139] que la dimensión mínima
para que una variedad tenga como grupo de simetría SU(3) × SU(2) × U(1)
es 7, con lo cual necesitaríamos un espacio-tiempo de 11 dimensiones para
construir una teoría en la que los campos de gauge del Modelo Estándar sean
componentes del campo gravitacional en altas dimensiones. Ahora, cualquier
teoría de física fundamental debe tener también incorporados los campos fer-
miónicos de materia asociados a leptones y quarks. Witten probó en [139]
que, desafortunadamente, no es posible obtener fermiones quirales con este
tipo de procedimiento, con lo cual el interés en teorías de Kaluza-Klein fue
decayendo; no obstante, hoy en día son aún estudiadas, principalmente como
ciertos aspectos de teorías de supercuerdas y generalizaciones.
Por otro lado, espacio-tiempos de altas dimensiones son también muy im-
portantes desde el punto de vista de la Relatividad General, ya que permiten
estudiar qué aspectos de la teoría son exclusivos a 4 dimensiones. Por ejem-
plo, un punto interesante son los teoremas de unicidad de agujeros negros
4-dimensionales, que, como vimos en el capítulo 1, muestran que un agujero
negro estacionario, de vacío y asintóticamente plano corresponde a la solu-
ción de Kerr, y por lo tanto debe estar descripto por sólo dos parámetros (la
masa y el momento angular) y la topología del horizonte debe ser esférica. En
más de 4 dimensiones la situación es mucho más compleja y los teoremas de
unicidad ya no son válidos; en particular, además de agujeros negros esféricos
uno puede tener objetos más exóticos como cuerdas negras, anillos negros,
“saturnos” negros, etc., que pueden poseer los mismos valores de masa y mo-
mento angular y sin embargo distintas topologías del horizonte. (Además, un
objeto rotante en altas dimensiones puede tener varios momentos angulares
independientes.) De hecho, el estudio de soluciones de agujeros negros en más
dimensiones es un área muy activa de investigación, en lo referente, por ejem-
plo, a perturbaciones y estabilidad, existencia y unicidad, y posibles esquemas
de clasificación de las soluciones.
En las secciones siguientes estudiaremos la posible generalización de los
resultados de capítulos anteriores al caso de espacio-tiempos con un número de
dimensiones d arbitrario. Este estudio presenta varias dificultades adicionales
con respecto al caso 4-dimensional, que comentamos a continuación.
1. En primer lugar, hasta ahora hemos usado principalmente métodos espi-
noriales en 4 dimensiones, y los mismos están especialmente adaptados
al isomorfismo particular Spin(1, 3) ∼= SL(2,C), con lo cual en el capí-
tulo presente no podremos utilizar los mismos métodos. La estructura
de los grupos de spin depende del número de dimensiones, por lo tanto,
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como trabajaremos en dimensiones arbitrarias, no usaremos métodos es-
pinoriales. En su lugar, haremos uso de la generalización del formalismo
GHP a altas dimensiones, que fue desarrollada en [52]. En particular,
es importante notar que en d = 4 los pesos de boost y spin coinciden
en las variables relevantes y por lo tanto es indistinto referirse a uno
o el otro, y hasta ahora hemos clasificado las distintas ecuaciones de
acuerdo al peso de spin; no obstante, en d > 4 es conveniente clasificar
las ecuaciones de acuerdo al peso de boost, como haremos a partir de
ahora.
2. La segunda dificultad tiene que ver con el hecho de que los resultados
de decoupling en altas dimensiones son mucho más restrictivos que en
el caso d = 4. Para perturbaciones electromagnéticas y gravitaciona-
les, Durkee y Reall estudiaron en [53] la posible generalización de las
ecuaciones de Teukolsky, y encontraron que las componentes con pe-
so de boost extremo satisfacen ecuaciones desacopladas si y sólo si el
espacio-tiempo pertenece a la clase Kundt (ver sección 6.4). Las solucio-
nes conocidas de agujeros negros de altas dimensiones no son Kundt en
general; pero el resultado es todavía útil ya que una clase de soluciones
conocidas como geometrías cerca del horizonte (Near Horizon Geome-
tries) de agujeros negros extremos resultan ser Kundt. Por otro lado,
para componentes con peso de boost cero, los resultados de decoupling
conocidos corresponden a agujeros negros estáticos, esto es, a las gene-
ralizaciones de la solución de Schwarzschild-(A)dS. En las aplicaciones,
nos restringiremos entonces al estudio de estos dos casos, es decir a
espacio-tiempos tipo Kundt y agujeros negros estáticos.
3. Una tercera dificultad se asocia a la forma explícita de las ecuaciones
de Teukolsky d-dimensionales halladas en [53]. En notación GHP (ver
sección siguiente), las ecuaciones para campos de spin s = 1 son1[
2þ′þ + ðkðk + ρ′þ− 4τ kðk + Φ− 2(2d−3)λ(d−1)(d−2)
]
ϕi
+ [−2τiðk + 2τ kði + 2ΦSi k + 4ΦAi k]ϕk = 0, (6.1)
donde ϕi es la componente con peso de boost b = 1 del campo de
Maxwell; y para spin s = 2
[2þ′þ + ðkðk + ρ′þ− 6τ kðk + 4Φ− 4dλ(d−1)(d−2) ]Ω˙ij
+ 4[τ kð(i − τ(iðk + ΦS(ik + 4ΦA(ik]Ω˙j)k + 2Φikj lΩ˙kl = 0 (6.2)
con Ω˙ij la componente con peso de boost b = 2 del tensor de Weyl
perturbado. Como vemos, las ecuaciones tienen una estructura muy
complicada que hace difícil estudiar la existencia de posibles patrones
de simetrías como en los capítulos anteriores.
1Nuestras convenciones para la constante cosmológica λ en este capítulo están fijadas
por las ecuaciones de Einstein en d dimensiones: Rab = 2λ(d−2)gab.
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Uno de los resultados principales de los capítulos previos es la identidad off
shell dada en (4.1). Para generalizar esta identidad, debemos hallar lo si-
guiente: (i) un operador de onda con peso tipo T p, en términos del cual las
ecuaciones (6.1), (6.2) para peso de boost extremo (y también las ecuaciones
conocidas para peso de boost cero) adopten una estructura tipo onda; (ii)
un tensor “proyector” que reemplace al espinor PA1...A2ss ; y (iii) la estructura
tensorial del operador espinorial en el lado izquierdo de (4.1). Una guía para
alcanzar estos objetivos es generalizar las ideas de covariancia conforme que
vimos en el capítulo 4, y veremos de hecho que esto nos conduce al objetivo
deseado; no obstante, la cuestión de invariancia conforme de ecuaciones de
campo en altas dimensiones es más sutil, ver sección 6.6.
Observación 6.1.1 (Artículos). Los resultados de este capítulo se encuentran
en [10] (con excepción de la sección 6.6).
Observación 6.1.2 (Signatura). En este capítulo utilizaremos la signatura
métrica (−+ +...+).
Observación 6.1.3 (Demostraciones). Al igual que en capítulos anteriores,
algunas de las demostraciones en este capítulo son extremadamente largas, por
lo que no las daremos explícitamente sino que referiremos al correspondiente
artículo [10], que se encuentra disponible gratuitamente online en arXiv.
6.2. El formalismo GHP en dimensiones arbi-
trarias
En esta sección repasaremos las bases del formalismo GHP en dimensiones
arbitrarias, desarrollado en [52], detallando algunos aspectos de la geometría
asociada (que no se encuentran en [52]) desde el punto de vista de la teoría
de conexiones sobre espacios fibrados.
Sea (M , g) un espacio-tiempo d-dimensional, con d ≥ 4. Al igual que en
el formalismo GHP 4-dimensional estándar, queremos adaptar un marco de
trabajo a un par de direcciones nulas `a, na. Por lo tanto consideramos en
cada espacio tangente un vielbein {eaa} = {ea0 = `a, ea1 = na, eai = mai }, donde
i = 2, ..., d−1, los vectores `a y na son nulos, y los vectores mai son espaciales.
La base dual es {eaa} = {e0a = na, e1a = `a, eia = mia}. La métrica en esta base
es
gab = 2`(anb) + δijm
i
am
j
b, (6.3)
los únicos productos no-triviales son `ana = 1 y maimja = δij. Los índices
internos i, j, k, ... serán subidos y bajados usando δij y δij.
Bajo una elección de direcciones nulas, el SO(d− 1, 1)-fibrado ortonormal
es reducido a un fibrado principal B con grupo de estructura Go, donde Go es
el subgrupo de SO(d− 1, 1) que preserva las direcciones nulas. Este subgrupo
es2 Go = R× × SO(d− 2), donde su acción en el vielbein {eaa} está dada por
`a → λ`a, na → λ−1na, mai → Xijmaj (6.4)
2denotamos R× al grupo multiplicativo de números reales.
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con λ ∈ R× y X ∈ SO(d− 2) (ambos λ y X dependen del punto del espacio-
tiempo). Las componentes de un campo tensorial T obtenidas al proyectarlo
sobre el vielbein {eaa} transforman de cierta manera bajo (6.4); en otras pa-
labras, la acción (6.4) define una representación de Go dada por
Ti1...is 7→ (Π(b,s)(λ,X)T )i1...is = λbXi1j1 ...XisjsTj1...js (6.5)
para algunos números b ∈ Z, s ∈ N0. Decimos que los elementos que transfor-
man bajo esta representación son cantidades de tipo {b, s}, o equivalentemente
tienen peso de boost b y peso de spin s3. Notemos que
Π(b,s) ≡ Πb ⊗ Πs, (6.6)
donde Πb es la representación de R× dada por (Πb(λ)T )i1...is = λbTi1...is , y
Πs = Π
⊗s
1 , con Π1 la representación de spin 1 del grupo de rotaciones SO(d−
2). En cada punto del espacio-tiempo, las cantidades de un tipo bien definido
{b, s} forman un espacio vectorial V (el espacio de la representación (6.5) de
Go); las cantidades de todos los tipos juntos forman un álgebra graduada (lo
cual implica que el producto de una cantidad de tipo {b, s} con otra cantidad
de tipo {b′, s′} es de tipo {b+b′, s+s′}). Un campo escalar GHP de tipo {b, s}
es una sección del fibrado vectorial asociado E(b,s) := B ×Π(b,s) V .
Sea ωaab = eab∇aebb la 1-forma de conexión en el SO(d − 1, 1)-fibrado P .
El comportamiento de las distintas componentes de ωaab bajo el subgrupo
GHP Go da origen, por un lado, a los así llamados coeficientes de spin, y por
otro lado, a la 1-forma de conexión en el fibrado reducido B, lo cual permite
definir una derivada covariante sobre cantidades GHP. Más específicamente,
las partes de ωaab que transforman covariantemente bajo Go son ωa0i =:
−mbiNba y ωa1i =: −mbiLba, donde gemos adoptado la notación de [52]:
Lab := ∇b`a, Nab := ∇bna, M iab := ∇bmia. (6.7)
Notemos que, proyectando sobre el vielbein {eaa}, obtenemos las componentes
Lab = e
a
ae
b
bLab, Nab = eaaebbNab y M iab = eaaebbM iab. Los coeficientes de spin
GHP son entonces definidos como Nia := eaambiNba y Lia := eaambiLba, y la
notación específica para cada a = 0, 1, i está dada en la tabla 6.1 (ver [52]
para la interpretación de los coeficientes). Notemos que en el caso en que `a
es geodésico, tenemos κi ≡ 0. Por otro lado, es útil notar también que la
cantidad GHP ρij puede descomponerse del siguiente modo:
ρij = σij +
ρ
(d−2)δij + ρ[ij], (6.8)
donde σij = σ(ij), ρ y ρ[ij] representan el shear, la expansión y el twist de la
congruencia, respectivamente. Relaciones análogas valen para na reemplazan-
do las correspondientes cantidades por sus versiones primadas.
Ahora, las partes de ωaab que no transforman covariantemente bajo Go
definen la 1-forma de conexión inducida χ en el fibrado reducido B. Como
3no confundir la notación GHP {b, s} de este capítulo con la notación GHP {p, q} de
capítulos previos.
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Componente Notación boost b spin s
Lij ρij 1 2
Lii ρ = δ
ijρij 1 0
Li0 κi 2 1
Li1 τi 0 1
Nij ρ
′
ij −1 2
Nii ρ
′ = δijρ′ij −1 0
Ni1 κ
′
i −2 1
Ni0 τ
′
i 0 1
Tabla 6.1: Notación para los coeficientes de spin GHP [52].
es usual, χ toma valores en el álgebra de Lie go = R ⊕ so(d − 2), por lo
que podemos descomponerla como χ = (β,Σ), donde β ∈ T ∗M ⊗ R y Σ ∈
T ∗M ⊗ so(d− 2). No es difícil mostrar que estas componentes son
βa = ωa
1
1, Σa
i
j = ωa
i
j (6.9)
ya que las mismas transforman bajo Go como
βa → λ∇aλ−1 + βa, (6.10)
Σa
i
j → X ik∇aXjk +X ikΣaklXj l, (6.11)
lo cual corresponde a la ley de transformación de una 1-forma de conexión.
Explícitamente:
βa = −L1aeaa = −L10na − L11`a − L1kmka, (6.12)
Σa
i
j = −M ijaeaa = −M ij0na −M ij1`a −M ijkmka. (6.13)
Con estos elementos podemos ahora introducir la derivada covaiante sobre los
fibrados asociados E(b,s):
ΘaTi1...is = ∇aTi1...is + (pi(b,s)(χa)T )i1...is , (6.14)
donde pi(b,s) : go → gl(V ) es la representación del álgebra de Lie go inducida
por (6.5). En vista de (6.6), la estructura de pi(b,s) es pi(b,s) = pib ⊗ I + I ⊗ pis
(con I el mapa identidad en el espacio correspondiente) y su acción está dada
por
(pi(b,s)(a, x)T )i1...is = baTi1...is + xi1
kTki2...is + ...+ xis
kTi1...k (6.15)
donde a ∈ R y x ∈ so(d− 2). Por lo tanto, la forma explícita de (6.14) es
ΘaTi1...is = ∇aTi1...is + bβaTi1...is + Σai1kTki2...is + ...+ ΣaiskTi1...k. (6.16)
La generalización de los operadores thorn y eth 4-dimensionales þ,þ′,ð,ð′ a
altas dimensiones está dada simplemente por las derivadas direccionales a lo
largo de los vectores del vielbein {eaa} usando la conexión GHP:
þ := `aΘa, þ′ := naΘa, ðj := majΘa. (6.17)
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Componente Notación Boost Spin Identidades
C0i0j Ωij +2 2 Ωij = Ωji, Ωii = 0
C0ijk Ψijk +1 3 Ψijk = −Ψikj, Ψ[ijk] = 0
C010i Ψi +1 1 Ψi = Ψkik
Cijkl Φijkl 0 4 Φijkl = Φ[ij][kl] = Φklij, Φi[jkl] = 0
C0i1j Φij 0 2 Φ(ij) ≡ ΦSij = −12Φikjk
C01ij 2Φ
A
ij 0 2 ΦAij ≡ Φ[ij]
C0101 Φ 0 0 Φ = Φii
C1ijk Ψ
′
ijk −1 3 Ψ′ijk = −Ψ′ikj, Ψ′[ijk] = 0
C101i Ψ
′
i −1 1 Ψ′i = Ψ′kik
C1i1j Ω
′
ij −2 2 Ω′ij = Ω′ji, Ω′ii = 0
Tabla 6.2: Componentes del tensor de Weyl en altas dimensiones [53].
Su acción sobre un escalar GHP de tipo {b, s} se deduce de (6.16) y (6.12),
(6.13):
þTi1...is = DTi1...is − bL10Ti1...is +Mki10Tki2...is + ...+Mkis0Ti1...k (6.18)
þ′Ti1...is = D
′Ti1...is − bL11Ti1...is +Mki11Tki2...is + ...+Mkis1Ti1...k (6.19)
ðjTi1...is = δjTi1...is − bL1jTi1...is +Mki1jTki2...is + ...+MkisjTi1...k, (6.20)
donde D = `a∇a, D′ = na∇a y δj = maj∇a son derivadas de Newman-
Penrose tradicionales. Estas fórmulas coinciden por supuesto con las dadas
en la literatura, ver e.g. [52]. Para expresiones explícitas de los conmutadores
entre derivadas GHP nos referimos al artículo [52].
6.2.1. Clasificación del tensor de Weyl
Repasaremos brevemente lo básico de la clasificación del tensor de Weyl
en dimensiones arbirtarias, que es la generalización de la clasificación de Pe-
trov de espacio-tiempos 4-dimensionales dada en 2.2.4, y fue originalmente
desarrollada en [28]. Seguiremos, no obstante, las convenciones de [53], donde
los espacio-tiempos algebraicamente especiales son definidos de manera lige-
ramente distinta. La notación para las componentes del tensor de Weyl de
altas dimensiones está dada en la tabla 6.2. Para las componentes del tensor
de Riemann utilizaremos las mismas letras griegas mayúsculas pero con tilde
(notemos que las identidades de traza en la tabla 6.2 no valen en general para
el tensor de Riemann).
Un campo vectorial nulo `a se dice Weyl Aligned Null Direction (WAND)
si todas las componentes con peso de boost b = +2 del tensor de Weyl se
anulan en todos lados en un vielbein que contenga a `a, i.e. Ωij ≡ 0. Esta
condición es independiente de la elección del resto de los vectores del vielbein.
En d = 4, la condición de WAND es equivalente a la condición de PND, pero
para d > 4 esto ya no es cierto. Una WAND `a se dice múltiple si todas las
componentes con peso de boost b = +1 del tensor de Weyl también se anulan,
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Tipo algebraico Definición
O Cabcd ≡ 0
N Ωij ≡ Ψijk ≡ Φijkl ≡ Ψ′ijk ≡ 0
III Ωij ≡ Ψijk ≡ Φijkl ≡ 0
II Ωij ≡ Ψijk ≡ 0
I Ωij ≡ 0
G No existe una WAND.
Tabla 6.3: Tipos algebraicos del tensor de Weyl en altas dimensiones (clasifi-
cación primaria), de acuerdo a [52].
i.e. Ωij = Ψijk ≡ 0. En d = 4, esta condición es equivalente a que `a sea una
PND repetida. Decimos entonces que un espacio-tiempo es algebraicamente
especial si admite una WANDmúltiple. En la tabla 6.3 resumimos los distintos
tipos algebraicos de acuerdo a la existencia de WANDs múltiples.
Esta clasificación se dice primaria porque sólo se enfoca en elegir el vector
`a de manera que se anulen tantas componentes de mayor boost como sea
posible. Una vez que `a está fijo, uno puede tratar de elegir el otro vector
nulo na de modo que se anulen tantas componentes de menor boost como sea
posible, lo cual define una clasificación secundaria. Esto da origen a la defi-
nición de un espacio-tiempo tipo D en altas dimensiones: un espacio-tiempo
se dice tipo D si ambas direcciones nulas `a y na son WANDs múltiples. En
un vielbein adaptado, tenemos Ωij = Ψijk = Ω′ij = Ψ′ijk ≡ 0.
Varias soluciones de agujeros negros en altas dimensiones son de tipo alge-
braico D. Por ejemplo, agujeros negros de Schwarzschild-Tangherlini, Myers-
Perry y Kerr-(A)dS, y también métricas de cuerdas/branas negras, pertene-
cen todos a este tipo algebraico para toda dimensión d. Existen otros objetos
negros, no obstante, que no son tipo D, por ejemplo el anillo negro (ver [115]).
6.3. Conexiones modificadas
Como dijimos hacia el final de la sección 6.1, estamos interesados en mo-
dificar la forma de conexión GHP χ por medio de agregarle una 1-forma
go-valuada ζ := (B,C) ∈ T ∗M ⊗ go, con tal de analizar si las ecuaciones
tipo Teukolsky en altas dimensiones admiten una estructura tipo onda. De-
finimos las 1-formas Ba y Ca con valores en R y so(d − 2) respectivamente
como
Ba :=
2ρ
(d−2)na − τimia, (6.21)
Cai
j := −τimja + τ jmia. (6.22)
Veremos una interpretación de estas 1-formas en la sección 6.6. Con la 1-
forma ζ = (B,C) introducimos una derivada covariante modificada sobre los
fibrados vectoriales E(b,s),
Da := Θa + pi(b,s)(ζa) (6.23)
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donde pi(b,s) es la representación de go = R ⊕ so(d − 2) dada en (6.15). La
acción explícita de esta derivada sobre un campo escalar GHP ηi1...is de tipo
{b, s} es
Daηi1...is = Θaηi1...is + bBaηi1...is + Cai1
kηk...is + ...+ Cais
kηi1...k. (6.24)
Por supuesto, proyectando Da sobre el vielbein {eaa} obtenemos las deriva-
das direccionales modificadas þ˜ = `aDa, þ˜′ = naDa, y ð˜i = maiDa. Puede
chequearse que, sobre una cantidad ηi de tipo {b, 1} por ejemplo,
þ˜ηi =þηi + 2ρ(d−2)bηi, (6.25)
þ˜′ηi =þ′ηi, (6.26)
ð˜kηi =ðkηi − bτkηi − τiηk + δikτ jηj (6.27)
(el operador þ˜′ de hecho coincide con el usual para un campo GHP de cual-
quier tipo {b, s}, como consecuencia de las definiciones (6.21), (6.22)).
6.3.1. Operadores de onda con peso
Veamos ahora la construcción de operadores de onda con peso, que serán
adecuados para el tratamiento de las perturbaciones en las secciones siguien-
tes. En primer lugar, el operador de onda GHP se construye naturalmente
como
(b,s) := gabΘaΘb, (6.28)
y actúa sobre campos tensoriales pesados de tipo {b, s}. En particular, no-
temos que (0,0) = . En términos de las derivadas direccionales con peso,
puede chequearse que
(b,s) = (þ + ρ)þ′ + (þ′ + ρ′)þ + (ðk − τ k − τ ′k)ðk. (6.29)
Por otro lado, naturalmente asociado a la derivada (6.23) tenemos el operador
de onda modificado
T (b,s) := gabDaDb. (6.30)
Notemos que, nuevamente, T (0,0) = . En términos de las derivadas direccio-
nales modificadas, tenemos
T (b,s) = (þ˜ + 2(d−2)ρ)þ
′ + (þ′ + ρ′)þ˜ + (ð˜k − (d− 2)τ k − τ ′k)ð˜k. (6.31)
Es útil notar aquí que el adjunto del operador T (b,s) con respecto al producto
interno
〈Φ,Ψ〉 =
∫
M
ΦΨ, (6.32)
está dado por
〈Φ,T (b,s)Ψ〉 = 〈T (b′,s′)Φ,Ψ〉, (6.33)
donde Ψ y Φ son campos escalares GHP de tipo {b, s} y {b′, s′} respectiva-
mente, y debemos recordar que, para que el producto interno sea un número
real, debe tenerse b′ = −b and s′ = s.
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Para la clase Kundt, se tiene ρij ≡ 0 y las derivadas direccionales mo-
dificadas þ˜ y þ˜′ coinciden con las usuales. En este caso es útil conmutar las
derivadas þþ′, a fin de (como veremos a continuación) obtener las fórmulas co-
nocidas en la literatura. En particular, el operador de onda modificado (6.31)
sobre un espacio-tiempo Einstein-Kundt, actuando en un campo escalar GHP
de tipo {b, 1}, es:
T (b,1)ηi =2þ′þηi + ðkðkηi + ρ′þηi − 2(b+ 1)τ kðkηi + 2[τ kði − τiðk]ηk
+
[
(b2 − 1)τ kτk − 2bdΛ(d−1)(d−2)
]
ηi − (d− 4)τiτ kηk, (6.34)
mientras que sobre un escalar GHP de tipo {b, 2} simétrico ηij = η(ij)
T (b,2)ηij =2þ′þηij + ðkðkηij + ρ′þηij − 2(b+ 1)τ kðkηij + 4[τ kð(i − τ(iðk]ηj)k
+
[
(b2 − 2)τ kτk − 2bdΛ(d−1)(d−2)
]
ηij − 2(d− 2)τ kτ(iηj)k
+ 2
[
τiτjδ
kl + δijτ
kτ l
]
ηkl. (6.35)
Notemos que, poniendo b = 1 en (6.34) y b = 2 en (6.35), los términos de
derivadas coinciden exactamente con los de las ecuaciones (6.1) y (6.2) respec-
tivamente; la diferencia entre estos operadores y dichas fórmulas constituirá
entonces términos de “potencial”, análogamente a las ecuaciones de Teukolsky
4-dimensionales. De esta manera demostramos que las ecuaciones (6.1) y (6.2)
tienen en efecto una estructura tipo onda, generalizando los resultados de
[22, 1] a dimensiones arbitrarias. En particular, puede entonces aplicarse el
Teorema 1.2.2 y obtener existencia, unicidad y estabilidad de Cauchy para el
sistema de Teukolsky en altas dimensiones.
6.3.2. El operador de Laplace-de Rham modificado
Recordar la definición de formas diferenciales con valores tensoriales de
la sección 4.4.3. Siguiendo la notación de dicha sección, sea ωa1...alb1...bk =
ωa1...al[b1...bk] ∈ Vl,k una k-forma con l valores tensoriales. Recordemos también
los operadores derivada covariante exterior y su adjunto:
(Dω)a1...alb1...bk+1 =(k + 1)∇[b1ω|a1...al|b2...bk+1], (6.36)
(D†ω)a1...alb1...bk−1 =−∇cωa1...alcb1...bk−1 . (6.37)
La composición de estas derivadas conduce al operador de Laplace-de Rham
generalizado DD†+D†D. Modificamos ahora estos operadores por la adición
de una 1-forma Aa (de tipo {0, 0}), dada por4
Aa := − ρ(d−2)na − ρ
′
(d−2)`a + τim
i
a. (6.38)
En la sección 6.6 daremos una interpretación de esta 1-forma. Consideremos
un número entero positivo s (que jugará el rol del spin de los campos). Defi-
nimos los siguientes operadores:
(Dsω)a1...alb1...bk+1 :=(k + 1)(∇[b1 − 2sA[b1)ω|a1...al|b2...bk+1], (6.39)
(D?sω)a1...alb1...bk−1 :=− (∇c − 2sAb1)ωa1...alcb1...bk−1 . (6.40)
4en [10] utilizamos la 1-forma γa ≡ −Aa.
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Observamos que D?s no es el adjunto de Ds; éstos están relacionados por
D?s = D
†
−s. Por otro lado, notemos queD0 = D, con lo cual tenemosD† = D?.
Introducimos entonces un operador Vl,k → Vl,k dado por
DsD
? +D?sD. (6.41)
En vista de su apariencia similar al operador de Laplace-de RhamDD†+D†D,
en lo que sigue llamaremos a (6.41) como “operador de Laplace-de Rham
modificado de spin s”. En notación de formas diferenciales, el mismo puede
escribirse como
(D− 2sA∧)D† + (D† − 2sA#y)D, (6.42)
donde A# es el campo vectorial sharp obtenido de la 1-forma A, y los pro-
ductos exterior ∧ e interior y actúan sobre los índices de formas diferenciales.
Resulta instructivo ver algunos ejemplos. En las secciones siguientes estu-
diaremos campos electromagnéticos y gravitacionales. Los campos de Maxwell
tienen spin s = 1, y su curvatura es representada por una 2-forma ordinaria,
por lo tanto tenemos s = 1, l = 0 y k = 2. Entonces
− [(D1D? +D?1D)F ]ab = 2(∇[a − 2A[a)∇cF|c|b] + 3(∇c − 2Ac)∇[aFbc]. (6.43)
Por otro lado, el campo gravitacional tiene spin s = 2, y su curvatura es
representada por una 2-forma con 2 índices tensoriales extra; entonces s = 2,
l = 2, y k = 2. Luego
− [(D2D? +D?2D)C]abcd = 2(∇[c − 4A[c)∇eC|abe|d] + 3(∇e − 4Ae)∇[eC|ab|cd].
(6.44)
6.3.3. Identidades de Bianchi y ecuaciones de Einstein
Veamos ahora cómo conectar off shell las identidades de Bianchi con las
ecuaciones de Einstein en altas dimensiones. Necesitaremos esto para poder
tomar ecuaciones adjuntas al tratar perturbaciones gravitacionales y de este
modo reconstruir la métrica, al estilo de como hicimos en el capítulo 3, ver sec-
ción 3.4.3. A continuación damos la generalización a dimensiones arbitrarias
del resultado del lema 3.4.1.
Recordar que la identidad de Bianchi para el tensor de Riemann, dada por
∇[eRab]cd = 0, es una identidad geométrica independiente de las ecuaciones de
campo, por lo tanto nos permite relacionar off shell derivadas de los tensores
de Riemann, Weyl y Ricci. Consideremos ahora el operador de Laplace-de
Rham modificado de spin 2, (6.44), aplicado al tensor de Weyl. La identidad
de Bianchi implica que
3∇[eCab]cd = − 2(d−2)
[
2g[c|[a∇eRb]|d] − 1(d−1)gc[a∇eR gb]d
]
, (6.45)
y contrayendo con gde,
∇dCabcd = −2(d−2)
[
−(d− 3)∇[aRb]c − gc[a∇dRb]d + 1(d−1)gc[a∇b]R
]
. (6.46)
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Ahora aplicamos el operador P abcdi1...isD
?
2 a (6.45), y P abcdi1...isD2 a (6.46), donde
P abcdi1...is es un tensor de tipo {b, s} que tiene las simetrías P abcdi1...is = P [ab]cdi1...is =
P
ab[cd]
i1...is
= P cdabi1...is . Consideremos primero el caso en el cual P
abcd
i1...is
es libre de
traza, P abcdi1...isgbc = 0. Entonces es sencillo mostrar que, off shell,
P abcdi1...is [(D
?
2D+D2D
?)C]abcd = 4P
abcd
i1...is
(∇d − 4Ad)∇a(Gbc + λgbc) (6.47)
donde hemos usado el hecho de que P abcdi1...is es libre de traza para reemplazar el
tensor de Ricci por el tensor de Einstein, y el término de la constante cosmo-
lógica puede agregarse libremente ya que ∇a(λgbc) = 0. Considerando (6.47)
para una familia monoparamétrica de espacio-tiempos gab(ε), y linealizando
esta ecuación alrededor de un espacio Einstein, i.e. tal que (Gbc+λgbc)|ε=0 = 0,
obtenemos el operador G˙bc[h] + λhbc, el cual es autoadjunto como funcional
lineal sobre hab = g˙ab. Para el caso en que P abcdi1...is no es libre de traza, diga-
mos P adi1...is := P
abcd
i1...is
gbc 6= 0, podemos descomponerlo en su parte sin traza
y P adi1...isg
bc. Usando el hecho de que P adi1...is = P
(ad)
i1...is
, puede mostrarse que
P adi1...isg
bc[(D?2D + D2D
?)C]abcd ≡ 0; entonces podemos usar el mismo argu-
mento que antes.
6.4. La clase Kundt y geometrías cerca del ho-
rizonte
Un espacio-tiempo d-dimensional se dice Kundt si admite una congruencia
de geodésicas nulas que es shear-free, expansion-free, y twist-free. Usando
(6.8), esto implica que, si `a es el tangente a esta congruencia, tenemos
ρij ≡ 0, κi ≡ 0. (6.48)
La clase Kundt ha atraído atención en años recientes ya que las geometrías
cerca del horizonte (NHGs por sus siglas en inglés) de todas las soluciones
conocidas de agujeros negros extremos pertenecen a la misma; ver e.g. [54,
86, 44, 126]. De hecho estos espacio-tiempos extremos son más especiales
ya que son doble-Kundt: ambas direcciones nulas, `a y na, son shear-free,
expansion-free, y twist-free, ρij = κi = ρ′ij = κ′i = 0. Espacio-tiempos doble-
Kundt son algebraicamente especiales de tipo D u O. Las NHGs resultan ser
importantes desde distintos puntos de vista; por ejemplo en el contexto de
la correspondencia Kerr/CFT [80, 44] (que es una versión de AdS/CFT para
la geometría cerca del horizonte de un agujero negro de Kerr extremo), y
también son interesantes en el sentido de que una inestabilidad de la NHG
puede implicar inestabilidades del agujero negro extremo completo [54, 86].
6.4.1. Campos conformes de Killing con peso
En esta sección daremos algunas relaciones interesantes entre la derivada
covariante modificada (6.23) que produce el operador de onda generalizado
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T (b,s) = DaDa, y tensores asociados a distinto tipo de simetrías de Killing con
respecto a Da.
Lo primero a notar es que la WAND de un espacio-tiempo Kundt es un
vector de Killing con respecto a Da:
Lema 6.4.1. Sea `a un campo vectorial alineado a la WAND de un espacio-
tiempo Kundt, y consideremos la derivada covariante modificada (6.23). En-
tonces `a es un vector de Killing con respecto a Da:
D(a`b) = 0. (6.49)
Si el espacio-tiempo no es Kundt, puede mostrarse fácilmente que `a será un
vector conforme de Killing con respecto a Da siempre que `a sea geodésico y
la congruencia asociada sea shear-free (i.e. σij = 0 en (6.8)).
Consideremos ahora la 2-forma de tipo {1, 1}
U iab := 2`[am
i
b], (6.50)
donde `a está alineado a la WAND del espacio-tiempo. Entonces tenemos:
Lema 6.4.2. En un espacio-tiempo Kundt, la 2-forma U iab es un tensor con-
forme de Killing-Yano con respecto a Da:
D(aU
i
b)c = gabξ
i
c − gc(aξib), (6.51)
donde ξia =
1
(d−1)D
bU iba.
En la sección 6.6 veremos una interpretación de los resultados 6.4.1 y 6.4.2.
6.4.2. Campos de Maxwell
Recordar la definición de la 2-forma U iab dada en (6.50). Tenemos:
Teorema 6.4.1. Sea Fab una 2-forma arbitraria (de tipo {0, 0}) en un espacio-
tiempo Einstein-Kundt d-dimensional, y consideremos el operador de Laplace-
de Rham modificado de spin 1 (6.43). Entonces tenemos la identidad
− Uabi [(D1D? +D?1D)F ]ab = [T (1,1) + V ]ij[Uabj Fab], (6.52)
donde el operador de onda generalizado T (1,1) está definido en (6.30), y el
potencial en el lado derecho está dado por
Vi
j = 2ΦSi
j + 4ΦAi
j + (d− 4)τiτ j +
(
Φ− 2λ
(d−2)
)
δi
j, (6.53)
Demostración. Ver Teorema 3.1 en [10].
Corolario 6.4.2. Sea Aa una 1-forma arbitraria, de tipo {0, 0}, sobre un
espacio-tiempo Einstein-Kundt d-dimensional. Entonces tenemos la siguiente
igualdad:
SE[Aa] = OT[Aa], (6.54)
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donde los operadores diferenciales lineales están definidos por
S(Jb) :=− U bci (∇c − 2Ac)Jb, (6.55)
E(Aa) :=Ab −∇a∇bAa, (6.56)
O(φi) :=[T (1,1) + V ]ijφj, (6.57)
T(Aa) :=2U
ab
i ∇aAb. (6.58)
Demostración. Definir la 2-forma Fab = 2∇[aAb]. Entonces D?1DF = 0, y la
identidad (6.54) se sigue de (6.52).
Corolario 6.4.3. Sea ψi un campo escalar GHP de tipo {−1, 1} tal que es
solución de la ecuación adjunta de Teukolsky d-dimensional para spin s = 1
T (−1,1)ψi + ψjV j i = 0, (6.59)
sobre un espacio-tiempo Einstein-Kundt. Entonces Fab(ψ) = 2∇[a[A(ψ)]b] es
una solución de las ecuaciones de Maxwell, donde
Aa(ψ) := (∇b + 2Ab)(U iabψi). (6.60)
Demostración. Tomando la ecuación adjunta a (6.54), E†S†(ψ) = T†O†(ψ) ,
usando el hecho de que E = E†, y la identidad para el adjunto de T (b,s), el
resultado sigue luego de definir [A(ψ)]a := [S†(ψ)]a.
6.4.3. Perturbaciones gravitacionales
Usando la 2-forma U iab introducida en (6.50), definimos el tensor de tipo
{2, 2}
Uabcdij := U
ab
i U
cd
j + U
ab
j U
cd
i . (6.61)
Para el caso actual, encontramos que off shell es más conveniente trabajar
con el tensor de Riemann en lugar de con el tensor de Weyl para describir las
perturbaciones. Notemos que la componente con peso de boost b = +2 del
tensor de Riemann es
Ω˜ij =
1
8
UabcdijRabcd. (6.62)
La relación con la correspondiente componente del Weyl es
Ω˜ij = Ωij +
1
(d−2)ωδij, (6.63)
donde ω = Rab`a`b (adoptamos la notación en [52] para las componentes del
tensor de Ricci en el vielbein GHP). Tenemos:
Teorema 6.4.4. Consideremos perturbaciones gravitacionales de un espacio-
tiempo Einstein-Kundt d-dimensional, y recordemos el operador de Laplace-
de Rham modificado de spin 2 (6.44), actuando sobre el tensor de Riemann.
Entonces tenemos la siguiente igualdad off shell:
− 1
8
d
dε
|ε=0
[
Uabcdij[(D2D
? +D?2D)R]abcd
]
= T (2,2) ˙˜Ωij + Vijkl ˙˜Ωkl (6.64)
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donde el operador de onda generalizado T (2,2) está definido en (6.30), y el
potencial Vijkl en el lado derecho es
Vij
kl :=2[2Φ− τmτm − 4λ(d−1)(d−2) ]δi(kδj l) + 4[ΦS(i(k + 4ΦA(i(k + (d−2)2 τ(iτ (k]δl)j)
+
[
−2Φ(kij l) − 2δijτ kτ l + (−ΦSij + 2λ(d−1)(d−2)δij − 2τiτj)δkl
]
. (6.65)
Demostración. Ver apéndice B.1 en [10].
Si las ecuaciones linealizadas de Einstein se satisfacen, G˙ab + λhab = 0,
entonces el lado izquierdo de (6.64) es cero, y las componentes linealizadas ˙˜Ωij
y Ω˙ij coinciden. Usando las expresiones para el operador de onda generalizado
T (2,2) y el potencial Vijkl dado antes, la ecuación
T (2,2)Ω˙ij + VijklΩ˙kl = 0 (6.66)
en términos de derivadas GHP es explícitamente
[2þ′þ + ðkðk + ρ′þ− 6τ kðk + 4Φ− 4(d+2)(d−1)(d−2)λ]Ω˙ij
+ 4[τ kð(i − τ(iðk + ΦS(ik + 4ΦA(ik]Ω˙j)k + 2Φikj lΩ˙kl = 0. (6.67)
La ecuación desacoplada que el teorema (6.4.4) da on shell es entonces equi-
valente a la ecuación encontrada en [53].
Corolario 6.4.5. Consideremos perturbaciones gravitacionales de un espacio-
tiempo Einstein-Kundt d-dimensional, y sea hab = g˙ab. Definimos la siguiente
variante del tensor (6.61):
U˘abcdij = U
abcd
ij − 2(d−2)δij`agbc`d. (6.68)
Entonces tenemos la identidad off shell
SE[hab] = OT[hab], (6.69)
donde los operadores diferenciales lineales están definidos por
S[Tab] := −12 U˘abceij(∇e − 4Ae)∇aTbc, (6.70)
E[hab] := G˙ab[h] + λhab, (6.71)
O[φij] := T (2,2)φij + Vijklφkl, (6.72)
T[hab] :=
1
8
d
dε
|ε=0(UabcdijRabcd). (6.73)
Demostración. La prueba de este resultado es similar a la prueba de (6.47),
pero reemplazando el tensor de Weyl por el tensor de Riemann. Recordando
la forma contraída de la identidad de Bianchi, tenemos ∇dRabcd = −2∇[aRb]c.
Podemos escribir el tensor de Ricci en términos del tensor de Einstein en la
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forma Rab = Gab + 1(2−d)gabG (con G = g
abGab), con lo cual el lado izquierdo
de la identidad (6.64) toma la forma
Uabceij(∇e − 4Ae)∇dRabcd = −2Uabceij(∇e − 4Ae)∇a[Gbc + 1(2−d)gbcG]
= −2
[
Uabceij − 2(2−d)δij`a`egbc
]
(∇e − 4Ae)∇aGbc
= −2U˘abceij(∇e − 4Ae)∇a(Gbc + λgbc),
donde en la segunda línea hemos usado la identidad Uabceijgbc = −2δij`a`e,
y en la tercera usamos la definición del tensor U˘abcdij, y el hecho de que
∇a(λgbc) = 0 para agregar el término con la constante cosmológica. Finalmen-
te, linealizando, usando (6.64) y las ecuaciones de Einstein del background
(Gbc + λgbc)|ε=0 = 0, obtenemos el resultado (6.69).
Notemos que, de la prueba anterior, vemos que el segundo término en la
definición (6.68) de U˘abcdij se necesita para obtener el tensor de Einstein a
partir de la identidad (6.64).
Como corolario de los resultados previos, podemos ahora construir, de una
forma muy compacta, soluciones de las ecuaciones linealizadas de Einstein a
partir de soluciones de la ecuación d-dimensional de Teukolsky:
Corolario 6.4.6. Sea ψij un campo escalar GHP de tipo {−2, 2} tal que
satisface la ecuación adjunta de Teukolsky d-dimensional para spin s = 2,
T (−2,2)ψij + ψklV klij = 0, (6.74)
sobre un espacio-tiempo Einstein-Kundt. Entonces el campo tensorial
hab[ψ] = ∇c[(∇d + 4Ad)U˘c(ab)dijψij] (6.75)
es una solución de las ecuaciones linealizadas de Einstein, G˙ab[h] +λhab = 0.
Demostración. Tomar la identidad adjunta a (6.69), usar el hecho de que el
operador de Einstein linealizado es autoadjunto E† = E, y recordar el adjunto
del operadorT (b,s); el resultado se sigue luego de definir hab[ψ] = [S†(ψ)]ab.
Notamos que existen otras fórmulas de reconstrucción conocidas en la literatu-
ra, ver [76, 86], no obstante dichas fórmulas son notablemente más complejas
que (6.75).
6.5. Agujeros negros estáticos
Consideramos ahora un espacio-tiempo de dimensión d = 2 + n con la
estructura local tipo warped-product de la sección 3.5, i.e. que la métrica
tiene la forma
gab(z)dz
adzb = g˜a˜b˜(x)dx
a˜dxb˜ + r2g¯AB(y)dy
AdyB. (6.76)
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Usaremos la misma notación de dicha sección; sólo que ahora la variedad K
del horizonte es n-dimensional y su topología no es necesariamente esférica.
Los símbolos de Christoffel están dados por (3.113), (3.114). La métrica del
orbit space M˜ tiene la forma g˜a˜b˜(x)dx
a˜dxb˜ = −f(r)dt2 + 1
f(r)
dr2, donde la
función f está dada por
f(r) = κ− 2M
rn−1
− λ˜r2 (6.77)
para algunas constantes κ, M y λ˜. El espacio-tiempo completo es entonces
Einstein
Rab =
2λ
n
gab, λ =
n(n+1)
2
λ˜, (6.78)
siempre que la variedad n-dimensionalK sea en sí misma un espacio Einstein,
R¯AB = κ(n − 1)g¯AB. Además, de acuerdo a [23], para que el espacio-tiempo
sea (localmente) asintóticamente (Anti-) de Sitter, el horizonte debe ser un
espacio de curvatura constante (no sólo un espacio Einstein). La topología
del horizonte está determinada por el signo de κ; podemos tener horizontes
elípticos (κ = +1), planos (κ = 0) o hiperbólicos (κ = −1). Las componentes
no triviales del tensor de Riemann son
Ra˜b˜c˜d˜ = k˜(g˜a˜c˜g˜b˜d˜ − g˜a˜d˜g˜b˜c˜) (6.79)
Ra˜Ac˜D = −rra˜c˜g¯AD, (6.80)
RABCD = r
2(κ− ra˜ra˜)(g¯ACg¯BD − g¯ADg¯BC), (6.81)
donde k˜ = −1
2
∂2rf , ra˜ = ∇˜a˜r, y ra˜b˜ = ∇a˜rb˜. El tensor de Weyl puede obtenerse
de las expresiones anteriores teniendo en cuenta que el espacio-tiempo com-
pleto es Einstein. Perturbaciones de la variedad (2+n)-dimensional (6.76) son
usualmente estudiadas en la literatura utilizando una descomposición 2 + n
de las perturbaciones, ver e.g. [103, 94, 97].
Definamos ahora el vielbein {`a, na,mai } para implementar el formalismo
GHP. Elegimos los vectores nulos `a y na como
`a∂a =
1√
2f
(∂t + f∂r), n
a∂a =
1√
2f
(−∂t + f∂r), (6.82)
Los vectores espaciales mai están definidos tal que
g¯AB =
1
r2
δijm
i
Am
j
B. (6.83)
Los coeficientes de spin GHP asociados a este vielbein son
ρij =
ρ
n
δij, ρ
′
ij =
ρ′
n
δij, τi = τ
′
i = κi = κ
′
i = 0, (6.84)
donde ρ = n`a˜ra˜/r = nr (
f
2
)1/2 y ρ′ = nna˜ra˜/r = nr (
f
2
)1/2. La 1-forma (6.38) se
reduce entonces a
Aa = −ρ′n `a − ρnna. (6.85)
Para las componentes del tensor de Weyl, encontramos
Ωij = Ω
′
ij = Ψijk = Ψ
′
ijk = 0, (6.86)
140 Capítulo 6. Perturbaciones de espacio-tiempos de altas dimensiones
por lo tanto el espacio-tiempo es de tipo algebraico D; las únicas componentes
no-triviales son
Φ = −n(n− 1)M
rn+1
, (6.87)
Φij =
Φ
n
δij, (6.88)
Φijkl = − 2Φ
n(n− 1)(δikδjl − δilδjk). (6.89)
(Notemos que para n = 2, i.e. en 4 dimensiones, tenemos Φ = 2Ψ2.) Las
identidades de Bianchi se reducen a
þΦ = − (n+1)
n
Φρ, ðkΦ = 0. (6.90)
Esto implica que la 1-forma (6.85) puede reescribirse como Aa = Φq∇aΦ−q,
donde q = −1/(n+ 1).
En las secciones siguientes estudiaremos ecuaciones para cantidades con
peso de boost cero. Notemos que en este caso, en vista de (6.84), el operador
de onda modificado (6.30) se reduce a
T (0,s) = (0,s). (6.91)
6.5.1. Campos conformes de Killing con peso
Similarmente a como hicimos en la sección 6.4.1 para espacio-tiempos
tipo Kundt, en esta sección mostraremos la relación, para el caso del espacio-
tiempo (6.76), entre la derivada covariante modificada Da que produce el
operador de onda generalizado T (b,s) = DaDa, y campos tensoriales que sa-
tisfacen una ecuación conforme de Killing con respecto a Da. Veremos una
interpretación de estos hechos en la sección 6.6.
El primer resultado es que las WANDs del espacio-tiempo (6.76) resultan
ser vectores conformes de Killing con respecto a Da, análogamente al caso
Kundt:
Lema 6.5.1. Sean `a y na campos vectoriales alineados a las WANDs del
espacio-tiempo (6.76), y consideremos la derivada covariante modificada (6.23).
Entonces k0a := `a y k1a := Φ2qna, con q = −1/(n+ 1), son vectores confor-
mes de Killing con respecto a Da,
D(ak
I
b) = λ
Igab, I = 0, 1 (6.92)
donde λ0 = ρ
n
y λ1 = ρ
′
n
Φ2q.
Veamos ahora los tensores conformes de Killing-Yano pesados:
Lema 6.5.2. Consideremos las siguientes 2-formas, de tipo {0, 0} y {0, 2}
respectivamente, sobre el espacio-tiempo (6.76):
Zab :=2Φ
q`[anb], (6.93)
Yab
ij :=2Φqmi[am
j
b], (6.94)
donde q = −1/(n+ 1). Entonces:
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1. Zab es un tensor conforme de Killing-Yano ordinario,
∇(aZb)c = gabξc − gc(aξb) (6.95)
donde la divergencia ξa := 1n+1∇bZba es un vector de Killing. (Por su-
puesto, ∇a puede ser reemplazada por Da en (6.95), ya que Zab es tipo
{0, 0}.)
2. Yabij es un tensor de Killing-Yano con respecto a Da:
D(aYb)c
ij = 0. (6.96)
6.5.2. Campos de Maxwell
Consideremos los tensores conformes de Killing-Yano con peso (6.93) y
(6.94). Las posibles contracciones no-triviales con una 2-forma Fab son
ZabFab = 2Φ
qF, (6.97)
Y abijFab = 2Φ
qFij. (6.98)
(6.97) y (6.98) son las dos componentes (reescaleadas) con peso de boost cero
del campo de Maxwell5. Veamos ambos casos por separado.
Peso de spin cero. La componente de tipo {0, 0} de una 2-forma Fab es F .
Tenemos:
Teorema 6.5.1. Sea Fab una 2-forma arbitraria (de tipo {0, 0}) en el espacio-
tiempo (n + 2)-dimensional (6.76), y consideremos el operador de Laplace-
de Rham modificado de spin 1 (6.43) y el tensor conforme de Killing-Yano
(6.93). Entonces tenemos la igualdad
− Zab[(D1D? +D?1D)F ]ab = ((0,0) + V +)[ZabFab] (6.99)
donde (0,0) =  y el potencial en el lado derecho es
V + = −2(n−1)
n
[
Φ + 2λ
n+1
]
. (6.100)
Demostración. Ver Teorema 4.1 en [10].
Notemos que para n = 2 (i.e. d = 4), el potencial (6.100) se reduce a
V + = −2Ψ2 − 23λ, para d = 4 (6.101)
lo cual concuerda con el resultado 4-dimensional.
5ver e.g. [10, apéndice A.2] para las componentes de una 2-forma en el vielbein GHP.
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Corolario 6.5.2. Sea Aa una 1-forma arbitraria en el espacio-tiempo (n+2)-
dimensional (6.76). Tenemos la igualdad de operadores
SE[Aa] = OT[Aa], (6.102)
donde los operadores diferenciales lineales están definidos por
S(Jb) :=Z
bc(∇c − 2Ac)Jb, (6.103)
E(Aa) :=Ab −∇a∇bAa, (6.104)
O(φ) :=((0,0) + V +)φ, (6.105)
T(Aa) :=2Z
ab∇aAb. (6.106)
Demostración. Definir la 2-forma Fab = 2∇[aAb]. Entonces D?1DF = 0, y la
identidad (6.102) se sigue de (6.99).
Corolario 6.5.3. Sea ψ un campo escalar GHP de tipo {0, 0} tal que satisface
la ecuación tipo-onda
((0,0) + V +)ψ = 0 (6.107)
en el espacio-tiempo (6.76). Entonces Fab(ψ) = 2∇[a[A(ψ)]b] es una solución
de las ecuaciones de Maxwell, donde
[A(ψ)]a = (∇b + 2Ab)(Zabψ). (6.108)
Peso de spin 2. La componente de tipo {0, 2} del campo de Maxwell es Fij.
El resultado principal es:
Teorema 6.5.4. Sea Fab una 2-forma arbitraria (de tipo {0, 0}) en el espacio-
tiempo (n+ 2)-dimensional (6.76), y consideremos el operador de Laplace-de
Rham modificado de spin 1 (6.43) y el tensor de Killing-Yano pesado (6.94).
Entonces tenemos la igualdad
− Y abij[(D1D? +D?1D)F ]ab = ((0,2) + V −)[Y abijFab] (6.109)
donde (0,2) está definido en (6.28), y el potencial en el lado derecho es
V − = 2(n−3)
n(n−1)Φ− 4(n−1)n(n+1)λ− 6(n−2)n2 ρρ′. (6.110)
Demostración. Ver Teorema 4.4 en [10].
Similarmente al caso previo, notemos que para n = 2 (d = 4), (0,2) se reduce
a  y el potencial (6.110) queda
V − = −2Ψ2 − 23λ, para d = 4 (6.111)
lo cual reproduce el resultado 4-dimensional.
6.5. Agujeros negros estáticos 143
Corolario 6.5.5. Sea Aa una 1-forma arbitraria en el espacio-tiempo (n+2)-
dimensional (6.76). Tenemos la igualdad de operadores
SE[Aa] = OT[Aa], (6.112)
donde los operadores diferenciales lineales son
S(Jb) :=Y
bc
ij(∇c − 2Ac)Jb, (6.113)
E(Aa) :=Ab −∇a∇bAa, (6.114)
O(φ) :=((0,2) + V −)φij, (6.115)
T(Aa) :=2Y
ab
ij∇aAb. (6.116)
Corolario 6.5.6. Sea ψij un campo escalar GHP de tipo {0, 2} tal que es
solución de la ecuación de tipo onda
((0,2) + V −)ψij = 0 (6.117)
en el espacio-tiempo (6.76). Entonces Fab(ψ) = 2∇[a[A(ψ)]b] es una solución
de las ecuaciones de Maxwell, donde
[A(ψ)]a = (∇b + 2Ab)(Yabijψij). (6.118)
6.5.3. Perturbaciones gravitacionales
Un campo tensorial simétrico arbitrario hab = h(ab) sobre el espacio-tiempo
(6.76) puede descomponerse como
habdz
adzb = ha˜b˜dx
a˜dxb˜ + 2ha˜Bdx
a˜dyB + hABdy
AdyB. (6.119)
En la descomposición n+ 2, cada pieza en el lado derecho es adicionalmente
descompuesta en sus partes escalar, vectorial y tensorial con respecto a K
(ver [97]):
ha˜b˜ = h
s
a˜b˜
, (6.120)
ha˜B = ∇¯Bhsa˜ + hva˜B, (6.121)
hAB = h
t
AB + 2∇¯(AhvB) + L¯AB(hs⊥) + g¯ABhs‖, (6.122)
donde L¯AB = ∇¯A∇¯B − 1n g¯AB∆¯. La parte tensorial de hab es htAB, su parte
vectorial es {hva˜B, hvB}, y su parte escalar es {hsa˜b˜, hsa˜, hs⊥, hs‖}.
Consideremos los tensores conformes de Killing-Yano pesados (6.94) y
(6.93). Las posibles contracciones con el tensor de curvatura son
ZabZcdCabcd =4Φ
2q+1, (6.123)
ZabY cdijCabcd =8Φ
2qΦAij, (6.124)
Y abijY
cd
klCabcd =4Φ
2qΦijkl. (6.125)
La única cantidad invariante de gauge es (6.124), ya que en el espacio-tiempo
de background tenemos ΦAij = 0, por lo tanto nos enfocaremos en esta variable.
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Usando el vielbein {`a, na,mai } definido anteriormente, no es difícil mostrar
que una expresión off shell para Φ˙Aij es
Φ˙Aij =
1
2
R˙a˜b˜AB`
a˜nb˜mAi m
B
j . (6.126)
(Para derivar esta ecuación, hay que usar las identidades del background para
ver que es posible reemplazar el tensor de Weyl por el tensor de Riemann,
y que todos los términos que contienen perturbaciones de los vectores del
vielbein se anulan.) En términos de una perturbación métrica arbitraria, es
tedioso pero sencillo mostrar que
R˙a˜b˜AB = −2r2∂[A|∂[a˜
[
1
r2
hb˜]|B]
]
. (6.127)
De esta estructura vemos fácilmente que Φ˙Aij es no-trivial sólo para perturba-
ciones vectoriales (ver también [76]). Esto es análogo al caso 4-dimensional,
ya que ΦAij es la generalización a dimensiones arbitrarias de ImΨ2 y las per-
turbaciones vectoriales corresponden al sector impar en d = 4.
Definimos el tensor de tipo {0, 2}
W abcdij := Y
ab
ijZ
cd + ZabY cdij. (6.128)
Este tensor tiene las simetrías W abcdij = W [ab]cdij = W ab[cd]ij = W cdabij, y
además tiene traza nula. Tenemos:
Teorema 6.5.7. Consideremos perturbaciones gravitacionales del espacio-
tiempo (n + 2)-dimensional (6.76), y recordemos el operador de Laplace-de
Rham modificado de spin 2 (6.44). Entonces tenemos la siguiente igualdad
off shell:
− 1
16
d
dε
|ε=0
{
W abcdij[(D2D
? +D?2D)C]abcd
}
= ((0,2) + V )[Φ2qΦ˙Aij] (6.129)
donde el potencial en el lado derecho es
V = −2(n+2)
n
Φ− 4
n(n+1)
λ+ 2(n−2)
n2
ρρ′. (6.130)
y el operador de onda generalizado (0,2) (o equivalentemente T (0,2), en vista
de (6.91)) fue definido en (6.28).
Demostración. Ver apéndice B.2 en [10].
Notemos que en el caso 4-dimensional (n = 2), el operador de onda generali-
zado (0,2) se reduce al D’Alembertiano estándar , y Φ = 2Ψ2, por lo que
el potencial es
V = −8Ψ2 − 23λ para d = 4 (6.131)
lo cual da el límite 4-dimensional correcto. Notamos también que, asumien-
do que las ecuaciones linealizadas de Einstein se satisfacen (lo que implica
que el lado izquierdo de (6.129) es cero), una ecuación similar para Φ˙Aij fue
encontrada en [76].
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Corolario 6.5.8. Consideremos perturbaciones gravitacionales del espacio-
tiempo (n + 2)-dimensional (6.76), y sea hab = g˙ab. Entonces tenemos la
siguiente igualdad off shell:
SE[hab] = OT[hab], (6.132)
donde los operadores diferenciales lineales están definidos por
S[Tab] := W
abcd
ij(∇d − 4Ad)∇aTbc, (6.133)
E[hab] := G˙ab[h] + λhab, (6.134)
O[φij] := −4((0,2) + V )φij, (6.135)
T[hab] :=
1
8
d
dε
|ε=0(W abcdijCabcd). (6.136)
Demostración. Ya que el tensorW abcdij es libre de traza, el resultado se sigue
de la ecuación (6.129) y de la identidad general (6.47).
Corolario 6.5.9. Sea ψij un campo escalar GHP de tipo {0, 2} tal que es
solución de la ecuación tipo onda
((0,2) + V )ψij = 0 (6.137)
sobre el espacio-tiempo (6.76). Entonces el campo tensorial
hab[ψ] = ∇c[(∇d + 4Ad)Wc(ab)dijψij] (6.138)
es una solución de las ecuaciones linealizadas de Einstein, G˙ab[h] +λhab = 0.
Es instructivo estudiar la descomposición n+ 2 de (6.138). Una cuenta larga
y tediosa usando la forma explícita de Wabcdij, y los símbolos de Christoffel
(3.113), (3.114) del background, conduce a
ha˜b˜[ψ] = 0, (6.139)
ha˜B[ψ] = 2˜a˜
b˜∇˜b˜∇¯C[Φ2qmiBmjCψij], (6.140)
hAB[ψ] = 0. (6.141)
Consideremos por ejemplo el caso en que ψij proviene de una perturbación
métrica h˚ab, ψ˚ij := Φ2qΦ˙Aij [˚h]. Como hemos visto, Φ˙Aij es no-trivial sólo si h˚ab
es una perturbación de tipo vectorial. En el enfoque de Ishibashi y Koda-
ma [94, 97, 103], una perturbación métrica de tipo vectorial es escrita como
h˚va˜B = ha˜(x)V¯B(y), donde V¯A son armónicos vectoriales sin divergencia sobre
el espacio Einstein K :
(∆¯ + k2v)V¯A = 0, ∇¯AV¯A = 0, (6.142)
con los autovalores k2v siendo no-negativos. Usando (6.126) y (6.127), no es
difícil mostrar entonces que
Φ˙Aij [˚h] = −12FmAi mBj ∇¯[AV¯B], (6.143)
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donde
F := r2˜a˜b˜∇˜a˜(r−2hb˜). (6.144)
Definiendo ψ˚ := −1
2
cΦ2qF = −1
2
c2r2F, con c = [−Mn(n − 1)]−2/(n+1), y
usando (6.143) y R¯AB = (n− 1)κg¯AB, arribamos a
ha˜B[ψ˚] = mv˜a˜
b˜∇˜b˜ψ˚ V¯B, (6.145)
donde mv := k2v− (n−1)κ. Por lo tanto concluimos que, siempre que mv 6= 0,
perturbaciones métricas generadas en la forma (6.138) por Φ˙Aij son de tipo
vectorial.
6.6. Sobre covariancia conforme
Finalmente, en esta sección veremos una interpretación de la derivada mo-
dificada Da definida en (6.23) y las 1-formas Aa, Ba y Caij dadas en (6.38),
(6.21) y (6.22), desde el punto de vista de operadores conformemente cova-
riantes. La discusión es similar a lo que vimos en el capítulo 4, pero la cuestión
de la invariancia conforme de las ecuaciones de campo es más sutil que el caso
4-dimensional.
Recordamos que una transformación conforme (o reescaleo de Weyl) es
el mapa gab 7→ ĝab = Ω2gab, donde Ω es un campo escalar suave positivo
definido. El comportamiento conforme de los vectores de la base {eaa} puede
elegirse comô`a = Ω2w0`a, n̂a = Ω2w1na, m̂ai = Ωw0+w1mai , (6.146)
donde los pesos conformes w0, w1 deben satisfacer w0 +w1 + 1 = 0. De ahora
en más elegiremos w0 = 0, w1 = −1. Utilizando la definición de los coeficien-
tes de spin GHP dada en la tabla 6.1, uno puede derivar fórmulas para su
comportamiento conforme, y de este modo es sencillo probar que la 1-forma
Aa dada por (6.38) cambia bajo transformaciones conformes como
Aa 7→ Âa = Aa −Υa (6.147)
donde, como siempre, Υa = Ω−1∇aΩ. Vemos entonces que (6.38) es la gene-
ralización de (4.34) a dimensiones arbitrarias.
Por otro lado, veamos el comportamiento conforme de la derivada GHP
(6.14), esto es, de las 1-formas de conexión βa y Σaij. Con la elección w0 = 0,
w1 = −1, tenemos:
β̂a = βa − 2`bΥb na −mbiΥb mia, (6.148)
Σ̂ai
j = Σai
j −mbiΥb mja +mjbΥb mia. (6.149)
Ahora, las 1-formas Ba y Caij dadas en (6.21) y (6.22) tienen el siguiente
comportamiento conforme:
B̂a = Ba + 2`
bΥb na +m
b
iΥb m
i
a, (6.150)
Ĉai
j = Cai
j +mbiΥb m
j
a −mjbΥb mia. (6.151)
Luego:
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Lema 6.6.1. Sea ηi1...is un campo escalar GHP de tipo {b, s} con peso con-
forme w. El operador derivada dado por
/Θaηi1...is := Θaηi1...is + wAaηi1...is + bBaηi1...is + Cai1
jηji2...is + ...+ Cais
jηi1...j
(6.152)
es covariante bajo transformaciones conformes y GHP (y preserva ambos pe-
sos).
Notemos que la única diferencia entre (6.152) y la derivada Da definida en
(6.23) es que /Θa tiene también en cuenta el peso conforme, es decir que
/Θaηi1...is = Daηi1...is + wAaηi1...is . (6.153)
La derivada (6.152) actúa sobre densidades escalares, pero al igual que en el
capítulo 4, usando (6.152) y (6.147) podemos también construir una derivada
generalizada que sea covariante bajo transformaciones conformes y GHP al
actuar sobre densidades tensoriales:
CaT
b1...bn
i1...isc1...cm
:= /ΘaT
b1...bn
i1...isc1...cm
+Qa
b1
dT
d...bn
i1...isc1...cm
+ ...+Qa
bn
dT
b1...d
i1...isc1...cm
−Qadc1T b1...bni1...isd...cm − ...−QadcmT b1...bni1...isc1...d (6.154)
donde
Qa
b
c = Aag
b
c + Acg
b
a − Abgac. (6.155)
Notemos que, a diferencia del caso 4-dimensional, Ca no conmuta con la ope-
ración prima, en vista de la definición de las 1-formas Aa, Ba y Caij.
Esta derivada generalizada nos permite darle una base más sólida a los
campos de Killing con peso de las secciones 6.4.1 y 6.5.1. Por ejemplo, simi-
larmente a como hicimos en la sección 4.2.4, definimos un campo vectorial
de Killing con pesos conforme w y GHP {b, s}, en d dimensiones, como una
solución de
C(akb) = 0, (6.156)
donde obviamos los índices internos de spin. Esta ecuación es covariante bajo
transformaciones conformes y GHP, por lo tanto es una generalización apro-
piada de la ecuación de Killing conforme para incluir objetos con peso interno.
En particular, para el vector `a del vielbein {eaa}, en un espacio-tiempo arbi-
trario encontramos
Ca`b = ρ˘jim
i
am
j
b + κinam
i
b, (6.157)
donde ρ˘ij = ρij − ρ(d−2)δij. De aquí vemos que `a será un vector de Killing
con peso si y sólo si κi ≡ 0 y ρ˘ij ≡ 0; esto es, si y sólo si `a es geodésico
y ρij es pura traza o idénticamente cero (de hecho se cumplirá la condición
más fuerte Ca`b = 0). Estas condiciones se cumplen precisamente para los
espacio-tiempos que consideramos en este capítulo, i.e para la clase Kundt y
para agujeros negros estáticos.
De modo similar, definimos un tensor de Killing-Yano con peso, en d
dimensiones, como una 2-forma Xab con pesos conforme w y GHP {b, s} que
satisface la ecuación
C(aXb)c = 0 (6.158)
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(nuevamente obviamos los índices internos). Para la 2-forma U iab definida en
(6.50), encontramos
CaU
i
bc = 2(ρ˘jkm
j
a + κkna)m
k
[bm
i
c] + 2(κ
ina + ρ˘
i
jm
j
a)n[b`c]. (6.159)
Vemos entonces que U iab será un tensor de Killing-Yano con peso si y sólo si
κi ≡ 0 y ρ˘ij ≡ 0, que son las mismas condiciones obtenidas en la discusión
para (6.157). El análisis de los tensores (6.93) y (6.94) es análogo.
Finalmente, si bien de lo anterior deducimos que tanto las conexiones
modificadas que introdujimos en la sección 6.3, como los campos conformes
de Killing con peso hallados en las secciones 6.4.1 y 6.5.1, tienen una in-
terpretación en términos de derivadas que son covariantes simultáneamente
bajo transformaciones conformes y GHP (y en este sentido los resultados son
análogos a lo que vimos en el capítulo 4), existe una diferencial crucial con el
caso 4-dimensional, y es la cuestión acerca de la invariancia conforme de las
ecuaciones de campo. Para spin s = 2, el tensor de Weyl es una densidad (ten-
sorial) conforme en cualquier dimensión, Ĉabcd = Ω2Cabcd, por lo tanto aún
podemos definir un “campo de spin 2 gravitacional” como un tensor de Weyl
reescaleado Wabcd := ΩCabcd, análogo al de la sección 4.4.1 (ver ec. (4.99)), y
así dar una interpretación de la aparición de los operadores conformemente
covariantes anteriores. Sin embargo, para spin s = 1, asumiendo que el campo
de Maxwell Fab tiene peso conforme w, i.e. F̂ab = ΩwFab, el comportamien-
to conforme de las ecuaciones de Maxwell ∇aFab = 0 y ∇[aFbc] = 0 en d
dimensiones es
∇̂aF̂ab = Ωw−2 [∇aFab + (w + d− 4)ΥaFab] , (6.160)
∇̂[aF̂bc] = Ωw
[∇[aFbc] + wΥ[aFbc]] . (6.161)
De estas ecuaciones se deduce que, si d 6= 4, entonces no hay modo de elegir
el peso conforme w de manera tal que ambas ecuaciones de Maxwell sean
invariantes conformes. Esto implica que el operador de Laplace-de Rham mo-
dificado (6.43) no puede ponerse en la forma (4.126) de un operador confor-
memente covariante como en el caso 4-dimensional. Por lo tanto, para d > 4
la interrelación entre covariancia conforme y GHP, conexiones modificadas, y
ecuaciones de campo, no es tan clara como en el caso d = 4 que vimos en el
capítulo 4.
Capítulo 7
Conclusiones
Motivados por la conjetura de censura cósmica y su estrecha relación con
la estabilidad del espacio-tiempo de Kerr, en esta tesis hemos estudiado los
mecanismos que subyacen los recientes resultados de estabilidad lineal del
agujero negro de Schwarzschild dados en [46, 47], analizando las posibilidades
de su generalización y, en particular, el rol de las simetrías ocultas y su relación
con teoría de twistors. Nuestros métodos son muy generales ya que no asumen
formas particulares de la métrica, sino que sólo hacen uso de la estructura al-
gebraica del espacio-tiempo de background. De este modo, hemos tratado las
perturbaciones de toda la clase de espacio-tiempos Einstein de tipo Petrov D
en 4 dimensiones, que incluye las soluciones de agujeros negros estacionarios
en vacío con constante cosmológica. También estudiamos los casos de ciertos
espacio-tiempos algebraicamente especiales en dimensiones arbitrarias, más
específicamente la clase Kundt y agujeros negros estáticos. Nuestros resulta-
dos principales, además de explicar los mecanismos subyacentes en [46, 47]
como parte de una estructura general (de la que todos los resultados conoci-
dos en la literatura forman parte), permiten un entendimiento profundo de la
estructura y las simetrías de las ecuaciones que gobiernan las perturbaciones
de espacio-tiempos algebraicamente especiales en dimensiones arbitrarias, y
en particular de las soluciones de agujeros negros. Esta conclusión se deduce
del resumen que damos en el resto de este capítulo.
El espíritu genérico en este trabajo ha sido tratar de generalizar a un
espacio-tiempo curvo los resultados de spin lowering-spin raising desarrolla-
dos por Penrose que valen en el espacio-tiempo (4-dimensional) de Minkowski
M, y que permiten una correspondencia uno-a-uno entre campos sin masa de
spin arbitrario y campos escalares que resuelven la ecuación de onda en M.
Nos concentramos en estos mecanismos porque los mismos son reminiscentes
de lo que ocurre en el caso de Schwarzschild en [46, 47], especialmente en vista
de las fórmulas (3) y (4) dadas en la introducción. Además, en Minkowski,
los mapas entre campos escalares y campos de spin superior involucran fuer-
temente el uso de twistors y espinores de Killing. En este sentido, las ideas
de spin lowering-spin raising resultan aún más atractivas al tener en cuen-
ta la expresión (6), que muestra explícitamente la aparición de tensores de
Killing-Yano (análogos tensoriales de espinores de Killing).
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En espacio-tiempos Einstein de 4 dimensiones pertenecientes al tipo Pe-
trov D, obtuvimos los mapas que transforman off shell las ecuaciones de
campo en ecuaciones escalares, mostrando que forman parte de un mismo
patrón general de simetrías parametrizado por el spin s de los campos y el
peso de spin s de sus componentes; y vimos que las ecuaciones de Teukolsky,
Fackerell-Ipser, Regge-Wheeler, etc. son casos particulares de esta estructura
general. Las identidades correspondientes, resumidas en la identidad ‘maestra’
(4.1), nos permiten tomar ecuaciones adjuntas y, con la ayuda de los lemas
3.3.1 y 3.4.1, construir campos de spin superior a partir de campos escala-
res pesados, que resuelven ecuaciones de tipo onda en términos del operador
T p = DaDa hallado en [22, 1], donde Da es una derivada covariante GHP
modificada. Como subproducto, generamos también operadores de simetría
para las ecuaciones diferenciales involucradas, tanto para las ecuaciones es-
calares (Teukolsky, Fackerell-Ipser, Regge-Wheeler) como para las ecuaciones
de campos de spin superior (Weyl-Dirac, Maxwell y gravedad). En particular,
hemos mostrado los mecanismos que subyacen la validez de las fórmulas (3),
(4) y (6) en Schwarzschild, como casos particulares de nuestras identidades
generales válidas para todo espacio Einstein tipo D.
También mostramos que, en la identidad principal (4.1), uno de los prin-
cipales objetos involucrados, esto es PA1...A2ss , resulta ser un espinor de Killing
con respecto a la conexión GHP modificada, lo cual resulta muy interesante
desde el punto de vista de las simetrías ocultas, y nos sugirió explorar más
en profundo la estructura geométrica de los resultados. En este contexto, he-
mos encontrado que el principio que rige la construcción de los operadores
anteriores es la covariancia conforme, y que la misma guarda una relación
profunda con estructuras complejas en el espacio-tiempo. La 1-forma Aa que
aparece en el lado izquierdo de la identidad fundamental (4.1) (interpreta-
da correctamente, i.e. en la forma (4.34)) proviene de la única conexión de
Weyl compatible con la estructura casi-compleja J del espacio-tiempo, dada
en (4.33). A su vez, fijando un par de direcciones nulas en la estructura con-
forme, esta conexión de Weyl induce una derivada covariante natural sobre
los fibrados asociados a representaciones de la simetría conforme-GHP, que
resulta ser el origen de la conexión de Teukolsky. Este resultado nos permi-
tió dar una definición adecuada de objetos de tipo Killing con peso, y así
encontrar una interpretación de los espinores de Killing modificados. Adicio-
nalmente, adoptando el punto de vista de que los objetos más primitivos son
las estructuras conforme y compleja, mostramos que la existencia de un ten-
sor conforme de Killing-Yano puede entenderse como una consecuencia de la
presencia de una métrica de Kähler en la clase conforme del espacio-tiempo
(Lema 4.2.1). También mostramos que, en el caso bosónico, la estructura ten-
sorial del operador espinorial en el lado izquierdo de (4.1) es la de un operador
de Laplace-de Rham conformemente covariante actuando sobre formas dife-
renciales con valores tensoriales (y con peso conforme bien definido). La idea
de implementar un formalismo conformemente covariante nos sugirió también
una relación adicional con el concepto de twistor, ya que el mismo está in-
trínsecamente asociado a la estructura conforme de un espacio-tiempo. Hemos
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entonces introducido la noción de twistor local con peso y su correspondiente
conexión en el fibrado de twistors, lo cual refuerza la definición anterior de
espinor de Killing pesado.
Por otro lado, como todos nuestros resultados incluyen la presencia de
una constante cosmológica, al enfocarnos en la dinámica de los campos es
necesario considerar el caso en el que las condiciones de borde en el infinito
no sean las usuales. Esta situación ocurre para una constante cosmológica
negativa, donde el espacio-tiempo es asintóticamente Anti-de Sitter. Hemos
estudiado este problema en el caso de agujeros negros estáticos, analizando las
posibles extensiones autoadjuntas de los operadores de Schrödinger que apa-
recen en ecuaciones de onda 1+1 definidas en una semilínea, y estudiando en
qué casos las mismas son o no positivas definidas. Como aplicación, encontra-
mos las condiciones bajo las cuales el agujero negro de Schwarzschild-AdS es
inestable, mostrando que, mientras que los campos de Klein-Gordon sin ma-
sa son modalmente estables, los campos electromagnéticos y gravitacionales
son inestables bajo un conjunto de condiciones de Robin bien caracterizadas.
Mostramos también el origen de las inestabilidades desde el punto de vista
de consideraciones energéticas. Además, motivamos las condiciones de Ro-
bin desde distintos puntos de vista (explicando qué variables son físicamente
significativas, y mostrando también la relación con el contexto de la conjetu-
ra AdS/CFT), y estudiamos cómo es afectada la dualidad supersimétrica de
Chandrasekhar bajo estas condiciones de borde.
Finalmente, estudiamos la generalización de los resultados en 4 dimen-
siones a espacio-tiempos de dimensiones arbitrarias, que son principalmente
motivados en teorías de Kaluza-Klein y supercuerdas, pero que también son
de sumo interés para entender mejor la estructura de la Relatividad General y
sus soluciones. Mostramos que las ecuaciones escalares (con índices internos)
conocidas en la literatura, i.e. las ecuaciones de Teukolsky d-dimensionales
y las correspondientes a agujeros negros estáticos, tienen una estructura de
tipo onda en términos de una familia de operadores de onda generalizados
T (b,s) que se construyen con conexiones GHP modificadas, extendiendo así
los resultados de [22, 1] a espacios algebraicamente especiales en dimensiones
arbitrarias. Encontramos además relaciones interesantes entre las conexiones
modificadas y tensores que satisfacen ecuaciones de tipo Killing con respecto
a las derivadas correspondientes. También encontramos que las ecuaciones es-
calares se obtienen como proyecciones off shell de un operador de Laplace-de
Rham modificado, lo cual guarda cierta relación con los resultados del ca-
pítulo 4. Similarmente al caso 4-dimensional, tomando ecuaciones adjuntas
pudimos construir soluciones de las ecuaciones de campo originales en una
forma muy compacta a partir de soluciones de las ecuaciones escalares, mos-
trando de nuevo un patrón de simetrías en dicha reconstrucción. Por último,
interpretamos las conexiones modificadas y los tensores de tipo Killing en
términos de operadores conformemente covariantes, y asimismo observamos
que la relación entre covariancia conforme y ecuaciones de campo es más sutil
que en el caso 4-dimensional.
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