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ABSTRACT 
A programming language designed for studies of parallelism and based on Wagner's 
uniformly reflexive structures is introduced. The measure of depth of computation 
in the language is studied. The partial recursive functions are shown to be computable 
in uniformly bounded depth. A comparison of the measure with other proposed 
measures of computational complexity leads to the suggestion of a list of properties to 
be checked in classifying such measures. 
1. INTRODUCTION 
The task of the field of computational complexity at this time is to classify compu- 
tations in a way that maximizes the information available for further study and 
application to the problems of program and machine construction. The desired 
classification obviously lies somewhere between treating each separate computation as 
a unique individual unlike any other and lumping together all those computations 
which take, for example, the same amount of time on some fixed machine. A number 
of parameters have been introduced for measuring computational complexity. It is 
hoped that studies of the relationships among these measures will establish an ideal 
combination for the purposes of this classification. 
Blum [1] has specified a number of desirable properties for any measure of com- 
putational complexity. In particular, he requires that the measure be finite if and only 
if the computation converges and that it be effectively computable. However, one of 
the important properties of the measure of depth of computation introduced in this 
paper is that it can be defined and finite even for a computation which does not 
converge. Its restriction to computations which do converge is effectively computable, 
but it is not known whether the measure itself is. It is a special purpose measure 
designed to operate on computations expressed in a programming language which is 
adapted to an environment of parallelism. The programming language is based on an 
axiomatic theory of the partial recursive functions introduced by E. G. Wagner in his 
paper, "Uniformly Reflexive Structures: Towards an Abstract Theory of Com- 
putability," [2], and later studied by the author of this paper [3]. 
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