Abstract. Free exponential families have been previously introduced as a special case of the ^-exponential family. We show that free exponential families arise also from the approach analogous to the definition of exponential families by using the Cauchy-Stieltjes kernel 1/(1 -Ox) instead of the exponential kernel exp(0x). We use this approach to re-derive some known results and to study further similarities with exponential families and reproductive exponential models.
Introduction
Since the seminal work of Voiculescu [23] , there has been a flurry of activity on how properties of free convolution fiSu of probability measures are similar to and how they differ from properties of classical convolution H*u. In particular, free probability analogues of the Central Limit Theorem, of the Poisson limit theorem, and the Levy-Khinchin representation of EBinfinitely divisible laws are now known, see [13] . New additional analogies between free and classical probability are developed in [4, 5] . In this paper we study a free probability analogue of the concept of exponential family.
Free exponential families were introduced in [10, Definition 4.1] as part of a study of the relations between approximation operators, classical exponential families and their q-deformations. An alternative approach to free exponential families which we adopt in this paper emphasizes similarities to classical exponential families, and is based on an idea of kernel family introduced in [25] . We show that the two approaches are closely related, and that every non-degenerate compactly supported probability measure generates a free exponential family, see Theorem 3.1. We then relate variance functions of free exponential families to free cumulants. This relation is simpler than the corresponding relation for classical exponential families and is expressed by a concise formula. We apply the formula to compute free cumulants of the "free gamma" law which were stated without proof in [9] , to derive simple necessary conditions for a smooth function to be the variance function of a free exponential family, and to investigate similarities with classical dispersion models [15] .
Cauchy-Stieltjes kernel families
According to Wesolowski [25] , the kernel family generated by a kernel k (x, 9) consists of the probability measures [k(x,9) 
where L(9) -\k (x,9)v(dx) is the normalizing constant, and v is the generating measure.
The theory of exponential families is based on the kernel k(x,9) = e dx . See, e.g., [15] , [16], or [12, Section 2.3] . In this paper, we consider the Cauchy-Stieltjes kernel = rhi-DEFINITION 2.1. Suppose v is a compactly supported non-degenerate (i.e. not a point mass) probability measure. Let
The Cauchy-Stieltjes family generated by v is the family of probability measures (2.i) = = where O 3 0 is an open set on which M{9) is well defined, strictly positive and 9 supp(^) C (-oo, 1). (We shall only consider © = (-e,e) with e > 0 small enough.)
Our first goal is to show that the Cauchy-Stieltjes family is essentially the same concept as the concept of free exponential family introduced in [10] . We begin with a suitable reparametrization of /C(zv; 0).
2.1.
Parameterizations by the mean. Prom (2.1) we compute the mean m(9) = \ xPg{dx). Since Po -vwe get m(0) = \ xv{dx) = mo and for 9 ^ 0, a calculation gives
Since M(0) = 1 and M{6) is analytic at 6 = 0, we see that m{6) is analytic for |0| small enough. We have
Since v is non-degenerate, 
Relation to free exponential families
The following generalizes slightly [10, Section 4]; note that this definition is not constructive: for a given V, the corresponding free exponential family may fail to exist, see Example 3.2. The next result shows that Cauchy-Stieltjes kernel families under parametrization by the mean are essentially the same as free exponential families, thus providing existence argument for free exponential families. Furthermore, the generating measure u is determined uniquely by mo and the variance function F(m); the latter is an analog of the classical uniqueness theorem for exponential families, see [15, Theorem 2.11] or [17, Proposition 2.2 
],
Recall that the Cauchy-Stieltjes transform of a probability measure u is 
Conversely, ifV is analytic and strictly positive in a neighborhood of mo, and there is a probability measure v with mean mo such that the (positive) measures
are probability measures for all m in a neighborhood of mo, then u is compactly supported, non-degenerate, and is determined uniquely by (3.2) with Proof. We first calculate the variance
we see that for 0 ^ 0 the variance is The laws in (i)-(v) are infinitely divisible with respect to free additive convolution (we recall the definition near (3.17)). In [1, Theorem 4] they appear in connection to martingale polynomials with respect to free Lévy processes; free infinite divisibility is analyzed also in [21] ; [2] studies further free probability aspects of this family; in [9, Theorem 3.2] the same laws appear as a solution to a quadratic regression problem in free probability; in [11, Theorem 4 .3] these laws occur in a "classical regression" problem.
Free cumulants and variance functions.
Recall that if u is a compactly supported measure with the Cauchy-Stieltjes transform G v , then the inverse function K v {z) = G~l(z) exists for small enough z ^ 0, see [24] , The /¿-transform is defined as
The coefficients c n = c n {y) are called free cumulants of measure u, see [22] . and v has compact support. Prom supp(^) C [-4M, 4M] we deduce that the Cauchy-Stieltjes transform G v (z) is analytic for \z\ > AM, and the /^-series is analytic for all \z\ small enough.
Since V(m) > 0 for m close enough to mo, taking the derivative we see that z i -> (z -mo)/V(z) is increasing in a neighborhood of z = moDenoting by h the inverse, we have ( z-mo\ h K-wr)= zProm ci(v) = mo we see that i?(0) = mo = h(0). By (3.14), we see that all derivatives of h at z = 0 match the derivatives of R. Thus h(z) = R(z) and (3.13) holds for all m in a neighborhood of 0. For analytic G", the latter is equivalent to (3.4) holding for all m close enough to 0. Thus V(m) is the variance function of a free exponential family generated by v with m € (-5, S) for some 8 > 0.
• We now use (3.12) to relate certain free cumulants to Catalan numbers. 
Recall that the free additive convolution of compactly supported probability measures is a unique compactly supported measure denoted by //ffli/ with the .R-transform Recall that H is EB-infinitely divisible if for every n = 1,2,..., there is a measure v such that fi = i/ffli/ffl--ffly (the ra-fold free convolution). 
V(m) = 1/(1 -m) is a variance function of a free exponential family generated by the centered EB-infinitely divisible measure v with free cumulants
, .
(2k -2\ ,
Proof. From (3.12),
It is well known that Catalan numbers are even moments of the semicircle law, Therefore, R{z) = = j^^^dx = j^^^dx corresponds to ffl-infinitely divisible law, see [13, Theorem 3.3.6] . Thus Catalan numbers c^+i with c\ = 0 are indeed free cumulants of some ffl-infinitely divisible measure v.
• It is known that not every function V is a variance function of a natural exponential family. It is therefore not surprising that not every analytic functions V can serve as the variance functions for a free exponential family. (ii) There exists a compactly supported probability measure ui such that
The Cauchy-Schwarz inequality applied to the right hand side of the LevyKhinchin formula (3.18) implies (F 3 )"/6 > ({V 2 )') 2 /4. This gives a simple necessary condition. We remark that the bound is sharp: from Theorem 3.2 we see that V(m) = 1 is a variance function of the free exponential family generated by the semicircle law; all of its members are infinitely divisible, see Example 4.1. 3.3. Reproductive property. Natural exponential families have two "reproductive" properties. The first one is usually not named, and says that if a compactly supported measure v generates natural exponential family T and /i E T(Y) then T(JI) = T. This is usually interpreted as a statement that the natural exponential family T is determined solely by the variance function V and can have many generating measures.
The analog of this property fails for free exponential families due to the fact that the generating measure is determined uniquely by the variance function and parameter mo-For example, a free exponential family T generated by the centered semicircle law consists of the affine transformations of the Marchenko-Pastur laws, and for mo 0 the free exponential family generated by fi E T with mean mo contains no other measures in common with J-except for ¡1.
The second property which in [15, (3.16) ] is indeed called the reproductive property of an exponential family states that if n E J~(V), then for all n E N the law of the sample mean, D 1 / n (n* n ), is in F{V/n). Here D T (n)(U) fi(U/r) denotes the dilation of measure fi by a number r / 0; in probabilistic language, if C(X) = // then C(rX) = D r (fx).
Our goal is to prove an analogue of this result for the Cauchy-Stieltjes families.
Let /i®" denote the r-fold free additive convolution of fi with itself. In contrast to classical convolution, this operation is well defined for all real r > 1, see [19] . Following the analogy with natural exponential families, family jF0(fT 2 ) can be thought as a free exponential analog of the normal family. Somewhat surprisingly, this family does not contain all semicircle laws, but instead it contains affine transformations of the (absolutely continuous) MarchenkoPastur laws. [j, n (dx) 6 (mo -6, mo + 6) does not depend on n, then /j, n -> /x where fi G /^(F) has the same mean \ x[i(dx) = m\. Proof. Let v n be the generating measure for T^{V n ). Since V n (z) V(z) uniformly in a neighborhood of mo, from (3.15) we see that the cumulants Cfc+i(^n) converge as n -> oo and supn |cfc+i(i/")| < M k for some M < oo. Therefore the Z?-transforms of i/n converge to the i?-transform of a compactly T> supported measure v. Thus v n -> v, and the supports of u n are uniformly bounded in n, i.e., supp(//n) c [-A, A] for some 0 < A < oo. By decreasing the value of 6 we can also ensure that the densities in Of course, every compactly supported mean-zero measure v is an element of the Cauchy-Stieltjes family that it generates. Since 7^1/^2 = cjq.ct is the semicircle law, combining Proposition 3.9 with Theorem 4.1 we get the following Free Central Limit Theorem; see [8, 23] 
