Introduction
Prediction problem, which is receiving much attention recently, has been viewed mostly in two directions. One is .the classical approach based on the independence of statistics and their exact distributions. Such is the case in Lawless [9] , Paulkenberry [8], Kaminsky, Luks and Nelson [7 J and also in Lingappaiah [10] , [i 1] . But, another method, is the Bayes approach with posterior distributions and suitable priors. Such works are seen in Bancroft and Dunsmore [l] , Aitcheson and Dunsmore [2] and Dunsmore [3] , [4] . Our development here is based on last of these results Dunsmore [4] and Lingappaiah [11] . Our main motivation, here, is about what can be done where more than a pair of samples are available. What we have done here is to consider the posterior distribution at a certain stage as the prior for the next stage, on the lines of Khan [12] and in so doing, we have developed the predictive distribution for an order statistic at the sth stage ((s+1)th sample) and also for the difference of two statistics at this stage. We have discussed the variance in each of these two cases in relation to number of stages. Also, we have evaluated the probability integral for both the situations and particular cases are considered for illustrations.
-907 - (1) t(x) = e~® x 8 R x a -1 /n«)i x,e ,a, > C.
Let y^ denote the k^th order statistics in the sample of size N^ at the stage i ((i+l)th sample). That is, y^ = = Xjj^ j and let the sample size at stage 0 (sample 1) be n. Also, let a be a known parameter taking an integer n value. In this case,
x. = x from the first sample is i=1 1 sufficient for 6 and x has the gamma distribution with the parameters noc and 9 . Let the prior for 8 be gamma with parameters h and g. Then it follows, that the posterior distribution is (2) f(8|x) = e -0H H G e G -1 /r(G),
where H = h + x, G = n«+ g. Wow the distribution of = x-j^ )» that is, the k^th order statistic in a sample of size N 1 from the second sample or at stage 1, is given by, on the lines of Lingappaiah [11] as.
(3) fcy.ie) = c Y_(: 
-909 - (7), we get
where G' = n+g and c'_ is c with ot = 1. Further if we s s set «= 1, and ^=1,1= 1,...,s in (7), (that is, we are predicting the first order statistic at the sth stage in terms of the first order statistics at the earlier stages from 1 to s-1), we get
where Q°_., = H + N^ + ...+Vl z s-1' Q s = Q s-1 + Vs with z i = x i(l)' 1 = 1 »»»*f s * If we set s = 1 in (9)t we get (2.2) of Dunsmore [4] with QQ = H and n = k. Since (7) is a pdf, we have 
. Discussion on the variance. Our main aim in developing (7) is to show that the variance goes on decreasing as the number of stages increase, which makes sense intuitively too* The same thing can also be achieved, in addition, by a proper choice of parameters as we see shortly and we have quite a few parameters to deal with such as, h, g, n, N^, k^, i = 1,...,s, and s itself. In general, we have from (7),
where denote rth raw moment of y g . Obviously, if r = 0, (11) reduces to (10) . Though it is slightly complex to find variance, in general, however if a = 1, k^ = 1, i = 1,...,s in (11), we have
where Qg_i is ® s above and Uq = u* with « = 1. Prom (12) we have the variance at the stage s as From (15) using (15a), we can calculate F(a0) for values of OL i 1 , which gives the probability below aQ for diffsren; integral values of « . For example, if we set 8=1,^=2, we have from (15), (15a) and (18),
where p = (20 // ' G with = .95. Here again C-' = n+g and G = nof+g.
3. Predictive distribution of the distance '^s = x s(tc )~xs(k ) s s (3a). Now, we develop to get the predictive distribution of the difference Tg = xs(k , where 1 < k'B < kg sSB, s s that is, the difference between the k th and the k' th ors s der statistics in the sample of size H at the stage s. For example, if s = »1 , = 2, k1 = 1 , then (26) reduces to
with QQ = H and from (27a) we get (10c) again, we can compare (26), that is P(Tg < a) with P(T < a) in Lingappaiah [11] which is 1 -e-ai (a<5) k /k! k=0 (28) gives the probability of Tía in the current sample while (26) gives the same (current sample is not needed now) based on the earlier samples. (26) and (28) are both easy to calculate using either Incomplete Beta and Gamma integral tables or Cumulative Binomial and Poisson tables. Also, further if « = 1, ¿1 = 1, s s 1 in (26) we have
again with G' -n+g. From (29), using (16), we get
and as we did in section 2, we can calculate Flag) from (26) and (26a) for different values of a ^ 1.
(3c). Variance: Again, as in our section 2, we try to show here also, that the variance is affected by the number of stages. ¿'or from (24), we have 4. Comments At this point, we would like to make some comments on our development. V/e have assumed that <x to be known in (1) and also takes only integer values. Otherwise A, B's do not make sense. Further, though few results of Sections 2 and 3, are similar for example, of P(a) and for particular values, each one has to be deduced separately, since one cannot be obtained from the other. Also, in the application of the result of Lingappaiah [ll] s we need just one single sample, which is partly a convenience and partly a loss of information on earlier samples while our present method requires few earlier samples, which of course is a problem of economics. Our result here, is mainly developed to show, how we can make use of earlier information, though, based on the variance, it does tell, that more we sample, better results, we can expect. Also, it is to be noted that we may predict y g at stage s, based on any order statistic in earlier samples from 2 to s and it may be a matter of study as to which (s-1) tuple (k^....,k g _ 1 )
gives the best prediction of y g . Same is the situation in section 3 also. IVe could have developed the prediction of T based on any order statistic in earlier stas ges: However, basing T g on is in one way meaningful and secondly, we may not be able to generalise from stage 1 to stage s as we did in section 3. Finally, it is to be noted that our method of treating the posterior distribution at the stage (s-1) as the prior for stage s is quite logical in the sense, we carry along all the prior information with us all through the development. Again, in our method, the experimenter has quite a choice of selecting any number of samples as he desires. Obviously, more samples, the current result is based on, the better it will be. For example, if he desires to discard first (sq-1 ) samples s^ < s, then simply take the s^th sample as stage 0 and proceed further on, since the samples are completely independent. Incidentally, there are many ways of using the earlier information at the current stage. For example, after a certain number of samples are available, one may wish to pool all this information, by taking the product of densities of order statistics at these stages, and treat this as stage 0 with the current situation as stage 1. However, though the author has not compared these two approaches, it is felt that our present method is more reliable and meaningful in the sense, that at each stage, previous information is filtered for the next stage.
