Abstract Srinivasan and Varghese [17] 
Introduction
With the doubling of Internet traffic every three months [18] and the tripling of Internet hosts every two years [6] , the importance of high speed scalable network routers cannot be over emphasized. Fast networking "will play a key role in enabling future progress" [11] . Fast networking requires fast routers and fast routers require fast router table lookup.
An Internet router table is a set of tuples of the forḿ Ô µ, where Ô is a binary string whose length is at most Ï (Ï = 32 for IPv4 destination addresses and Ï = 128 for IPv6), and is an output link (or next hop). When a packet with destination address arrives at a router, we are to find the pair´Ô µ in the router table for which Ô is a longest matching prefix of (i.e., Ô is a prefix of and there is no longer prefix Õ of such that´Õ µ is in the table). Once £ This work was supported, in part, by the National Science Foundation under grant CCR-9912395. this pair is determined, the packet is sent to ouput link . The speed at which the router can route packets is limited by the time it takes to perform this table lookup for each packet.
Longest prefix routing is used because this results in smaller and more manageable router tables. It is impractical for a router table to contain an entry for each of the possible destination addresses. Two of the reasons this is so are (1) the number of such entries would be almost one hundred million and would triple every three years, and (2) every time a new host comes online, all router tables will need to incorporate the new host's address. By using longest prefix routing, the size of router tables is contained to a reasonable quantity and information about host/router changes made in one part of the Internet need not be propagated throughout the Internet.
Several solutions for the IP lookup problem (i.e., finding the longest matching prefix) have been proposed. IP lookup in the BSD kernel is done using the Patricia data structure [16] , which is a variant of a compressed binary trie [7] . This scheme requires Ç´Ï µ memory accesses per lookup. We note that the lookup complexity of longest prefix matching algorithms is generally measured by the number of accesses made to main memory (equivalently, the number of cache misses). Dynamic prefix tries, which are an extension of Patricia, and which also take Ç´Ï µ memory accesses for lookup, have been proposed by Doeringer et al. [5] . LC tries for longest prefix matching are developed in [13] . Degermark et al. [4] have proposed a threelevel tree structure for the routing table. Using this structure, IPv4 lookups require at most 12 memory accesses. The data structure of [4] , called the Lulea scheme, is essentially a three-level fixed-stride trie in which trie nodes are compressed using a bitmap. The multibit trie data structures of Srinivasan and Varghese [17] are, perhaps, the most flexible and effective trie structure for IP lookup. Using a technique called controlled prefix expansion, which is very similar to the technique used in [4] , tries of a predetermined height (and hence with a predetermined number of memory accesses per lookup) may be constructed for any prefix set.
Srinivasan and Vargese [17] develop dynamic programming algorithms to obtain space optimal fixed-stride and variablestride tries of a given height. Sahni and Kim [15] develop an alternative dynamic programming algorithm for fixedstride tries. For IPv4 router databases, their algorithm is 2 to 4 times as fast as that of [17] .
Waldvogel et al. [19] have proposed a scheme that performs a binary search on hash tables organized by prefix length. This binary search scheme has an expected complexity of Ç´ÐÓ Ï µ. An alternative adaptation of binary search to longest prefix matching is developed in [8] . Using this adaptation, a lookup in a table that has Ò prefixes takes Ç´Ï · ÐÓ Òµ time.
Cheung and McCanne [3] develop "a model for tabledriven route lookup and cast the table design problem as an optimization problem within this model." Their model accounts for the memory hierarchy of modern computers and they optimize average performance rather than worstcase performance.
Hardware solutions that involve the use of content addressable memory [9] as well as solutions that involve modifications to the Internet Protocol (i.e., the addition of information to each packet) have also been proposed [2, 12, 1] .
In this paper, we focus on the controlled expansion technique of Srinivasan and Varghese [17] . In particular, we develop a new dynamic programming formulation for the construction of space optimal variable-stride tries of a predetermined height. The resulting algorithm is asymptotically faster, by a factor of Ï , (on real router data sets) than the corresponding algorithm of [17] . Experiments with IPv4 prefix sets indicate that our variable stride-algorithm is 2 to 17 times as fast as that of [17] .
In Section 2, we develop our new dynamic programming formulation, and in Section 3, we present our experimental results.
Construction Of Multibit Tries

1-Bit Tries
A 1-bit trie is a tree-like structure in which each node has a left child, left data, right child, and right data field. Nodes at level Ð ½ of the trie store prefixes whose length is Ð (the length of a prefix is the number of bits in that prefix; the terminating * (if present) does not count towards the prefix length). If the rightmost bit in a prefix whose length is Ð is ¼, the prefix is stored in the left data field of a node that is at level Ð ½; otherwise, the prefix is stored in the right data field of a node that is at level Ð ½. At level of a trie, branching is done by examining bit (bits are numbered from left to right beginning with the number 0, and levels are numbered with the root being at level 0) of a prefix or destination address. When bit is 0, we move into the left subtree; when the bit is 1, we move into the right subtree. Figure 1 (a) gives the prefixes in the 8-prefix example of [17] , and Figure 1 (b) shows the corresponding 1-bit trie. The prefixes in Figure 1 (a) are numbered and ordered as in [17] . Since the trie of Figure 1 (b) has a height of 6, a search into this trie may make up to 7 memory accesses. The total memory required for the 1-bit trie of Figure 1 (b) is 20 units (each node requires 2 units, one for each pair of (child, data) fields). The 1-bit tries described here are an extension of the 1-bit tries described in [7] . The primary difference being that the 1-bit tries of [7] are for the case when all keys (prefixes) have the same length.
Original prefixes P5=0* P1=10* P2=111* P3=11001* P4=1* P6=1000* P7=100000* P8=1000000* Table 1 gives the characteristics of three IPv4 backbone router prefix sets. For our three databases, the number of nodes in a 1-bit trie is between ¾Ò and ¿Ò, where Ò is the number of prefixes in the database. 
Variable-Stride Tries
Definition and Construction
In a variable-stride trie (VST) [17] , nodes at the same level may have different strides. Figure 2 shows a two-level VST for the 1-bit trie of Figure 1 . The stride for the root is 2; that for the left child of the root is 5; and that for the root's right child is 3. The memory requirement of this VBT is 4 (root) + 32 (left child of root) + 8 (right child of root) = 44.
Let Ö-VST be a VST that has at most Ö levels. Let Ç Ô ǾAE Ö µ be the cost (i.e., memory requirement) of the best Ö-VST for a 1-bit trie whose root is AE . Srinivasan and Varghese [17] , have obtained the following dynamic programming recurrence for Ç Ô ǾAE Ö µ.
where ×´AE µ is the set of all descendents of AE that are at level × of AE . For example, ½´AE µ is the set of children of AE and ¾´AE µ is the set of grandchildren of AE .
Ø´AE µ
is the maximum level at which the trie rooted at AE has a node. For example, in Figure 1 (b), the height of the trie rooted at N1 is 5. When Ö ½ ,
The cost of covering all levels of AE using at most one expansion level is ¾ ½· Ø´AE µ . When more than one expansion level is permissible, the stride of the first expansion level may be any number × that is between 1 and ½ · Ø´AE µ. For any such selection of ×, the next expansion level is level × of the 1-bit trie whose root is AE . The sum in Equation 1 gives the cost of the best way to cover all subtrees whose roots are at this next expansion level. Each such subtree is covered using at most Ö ½ expansion levels. It is easy to see that Ç Ô ǾÊ µ, where Ê is the root of the overall 1-bit trie for the given prefix set È , is the cost of the best -VST for È . Srinivasan and Varghese [17] , describe a way to determine Ç Ô ǾÊ µ using Equations 1 and 2. The complexity of their algorithm is Ç´Ò £ Ï ¾ £ µ, where Ò is the number of prefixes in È and Ï is the length of the longest prefix.
By modifying the equations of Srinivasan and Varghese [17] slightly, we are able to compute Ç Ô ǾÊ µ in Ç´ÑÏ µ time, where Ñ is the number of nodes in the 1-bit trie. Since Ñ Ç´Òµ for realistic router prefix sets, the complexity of our algorithm is Ç´ÒÏ µ. Let
From Equations 1 and 2, we obtain:
and
For × ¼ and Ö ½, we get
For Equation 5, we need the following initial condition:
With the assumption that the number of nodes in the 1-bit trie is Ç´Òµ, we see that the number of Ç Ô Ǿ£ £ £µ values is Ç´ÒÏ µ. Each Ç Ô Ǿ£ £ £µ value may be computed in In practice, we may prefer an implementation that uses considerably more memory. If we associate a cost array with each of the Ç´Òµ nodes of the 1-bit trie, the memory requirement increases to Ç´ÒÏ µ. The advantage of this increased memory implementation is that the optimal strides can be recomputed in Ç´Ï ¾ µ time (rather than Ç´ÒÏ µ) following each insert or delete of a prefix. This is so because, the Ç Ô ǾAE £ £µ values need be recomputed only for nodes along the insert/delete path of the 1-bit trie. There are Ç´Ï µ such nodes.
Faster
¾ Algorithm
The algorithm of Section 2.2.1 may be used to determine the optimal 2-VST for a set of Ò prefixes in Ç´ÑÏ µ (equal to Ç´ÒÏ µ for practical prefix sets) time, where Ñ is the number of nodes in the 1-bit trie and Ï is the length of the longest prefix. In this section, we develop an Ç´Ñµ algorithm for this task. of nodes in the 1-bit trie. Since Ñ Ç´Òµ, where Ò is the number of prefixes, for practical data sets, the complexity of the algorithm of Figure 3 is Ç´Òµ on practical data sets. Once we have determined the values using Algorithm ÓÑÔÙØ (Figure 3 ), we may determine Ç Ô ǾÖÓÓØ ¾µ and the optimal stride for the root in an additional Ç´ Ø´Ö Ó Ó Ø µµ time using Equation 7 . If the optimal stride for the root is ×, then the second expansion level is level × (unless, × ½ · Ø´ÖÓÓØµ, in which case there isn't a second expansion level). The stride for each node at level × is one plus the height of the subtree rooted at that node. The height of the subtree rooted at each node was computed by Algorithm ÓÑÔÙØ , and so the strides for the nodes at the second expansion level are easily determined.
Faster ¿ Algorithm
Using the algorithm of Section 2.2.1 may be determine the optimal 3-VST for a set of Ò prefixes in Ç´ÑÏ µ (equal to Ç´ÒÏ µ for practical prefix sets) time, where Ñ is the number of nodes in the 1-bit trie and Ï is the length of the longest prefix. In this section, we develop a simpler and faster Ç´ÑÏ µ algorithm for this task. On practical prefix sets, the algorithm of this section runs in Ç´Ñµ The computation of Ç Ô ǾÅ ¾µ is done using Equations 7 and 8. In Algorithm Ó Ñ Ô Ù Ø Ì (Figure 4) , the method ÐÐÓ Ø allocates a one-dimensional array that is to be used to compute the values for a subtree. The allocated array is initialized to zeroes; it has positions 0 through Ï , where Ï is the length of the longest prefix (Ï also is ½ · Ø´Ö Ó Ó Ø µ); and when computing the values for a subtree whose root is at level , only positions through Ï of the allocated array may be modified. The method ÐÐÓ Ø frees a array previously allocated. The complexity of Algorithm ÓÑÔÙØ Ì is readily seen to be Ç´ÑÏ µ. Once the Ì values have been computed using Algorithm ÓÑÔÙØ Ì , we may determine Ç Ô ǾÖ Ó Ó Ø ¿µ and the stride of the root of the optimal 3-VST in an additional Ç´Ï µ time. The strides of the nodes at the remaining expansion levels of the optimal 3-VST may be determined from the Ø ×ØÖ and subtree height values computed by Algorithm ÓÑÔÙØ Ì in Ç´Ñµ time. So the total time needed to determine the best 3-VST is Ç´ÑÏ µ.
When the difference between the heights of the left and right subtrees of nodes in the 1-bit trie is bounded by some constant , the complexity of Algorithm ÓÑÔÙØ Ì is Ç´Ñµ. We use an amortization scheme to prove this. First, note that, exclusive of the recursive calls, the work done by Algorithm ÓÑÔÙØ Ì for each invocation is Ç´ Ø´Øµµ.
For simplicity, assume that this work is exactly
Ø´Øµ · ½ (the 1 is for the work done outside the for loop of ÓÑÔÙØ Ì ). Each active array will maintain a credit that is at least equal to the height of the subtree it is associated with. When a array is allocated, it has no credit associated with it. Each node in the 1-bit trie begins with a credit of 2. When Ø AE , 1 unit of the credits on AE is used to pay for the work done outside of the for loop. The remaining unit is given to the array Ð Ø . The cost of the for loop is paid for by the credits associated with Ö Ø . These credits may fall short by at most · ½ , because the height of the left subtree of AE may be up to more than the height of AE 's right subtree. Adding together the initial credits on the nodes and the maximum total shortfall, we see that Ñ´¾ · · ½ µ credits are enough to pay for all of the work. So, the complexity of ÓÑÔÙØ Ì is Ç´Ñ µ Ç´Ñµ (because is assumed to be a constant). In practice, we expect that the 1-bit tries for router prefixes will not be too skewed Algorithm ComputeT(Ø) // Initial invocation is ÓÑÔÙØ Ì´Ö Ó Ó Ø µ. // The Ì array and Ð Ú Ðare initialized to 0 // prior to initial invocation. // Return cost of best 2-VST for subtree rooted at node Ø // and height of this subtree. 
else //t is null 
Experimental Results
We programmed our dynamic programming algorithms in C and compared their performance against that of the C codes for the algorithms of Srinivasan and Varghese [17] . All codes were compiled using the gcc compiler and optimization level O2. The codes were run on a SUN Ultra Enterprise 4000/5000 computer. For test data, we used the five IPv4 prefix databases of Table 1 . Table 2 shows the memory required by the best -level VST for the three databases of Table 1 . The columns labeled "Yes" give the memory required when the VST is permitted to have Butler nodes [8] . This capability refers to the replacing of subtries with three or fewer prefixes by a single node that contains these prefixes [8] . The columns labeled "No" refer to the case when Butler nodes are not permitted (i.e., the case discussed in this paper). As can be seen, the Butler node provision has far more impact when is small than when is large. In fact, when ¾ the Butler node provision reduces the memory required by the best VST by almost 50%. However, when , the reduction in memory resulting from the use of Butler nodes versus not using them results in less than a 20% reduction in memory requirement.
For the run time comparison of the VST algorithms, we implemented three versions of our VST algorithm of Section 2.2. Table 3 gives the run time for these two implementations. The third implementation of our VST algorithm uses the faster ¾ and ¿ algorithms of Section 2.2.2 and 2.2.3 and also uses Ç´ÒÏ µ memory. The Ç´ÒÏ µ memory is allocated in one large block making a single call to malloc. Following this, the large allocated block of memory is partitioned into cost arrays for the 1-bit trie nodes by our program. The run time for the third implementation is given in Table 4 . The run times for all three of our implementations is plotted in Figure 5 . Notice that this third implementation is significantly faster than our other Ç´ÒÏ µ memory implementation. Note also that this third implementation is also faster than the Ç´Ò · Ï ¾ µ memory implementation for the cases ¾ and ¿ (this is because, in our third implementation, these cases use the faster algorithms of Sections 2.2.2 and 2.2.3).
To compare the run time performance of our algorithm with that of [17] , we use the times for implementation 3 when ¾ or ¿ and the times for implementation 1 Table 5 . Execution times (in msec) for our best VST implementation and the VST algorithm of [17] when ¿. That is, we compare our best times with the times for the algorithm of [17] . The times for the algorithm of [17] were obtained using their code and running it with the Butler node option off. The run times are shown in Table 5 and these times are plotted in Figure 6 . For our largest database, Paix, our new algorithm takes less than half the time taken by the algorithm of [17] when ¾ and less than one-fifteenth the time when . Speedups greater than 17 were observed for some database and combinations.
The times reported in Tables 3-5 are only the times needed to determine the optimal strides for a given 1-bit trie. Once these strides have been determined, it is necessary to actually construct the optimal VST. Table 6 shows the time required to construct the optimal VST once the optimal strides are known. For our databases, when ¿, the VST construction time is comparable to the time required to compute the optimal strides using our best optimal stride computation implementation. When ¿, the VST 2  290 170  100  3  340 210  170  4  410 250  220  5  510 290  230  6  470 270  280  7 500 300 270 Table 6 . Time (in msec) to construct optimal VST from optimal stride data construction time exceeds the time needed to determine the optimal strides. The primary operation performed on an optimal VST is a lookup or search in which we begin with a destination address and find the longest prefix that matches this destination address. To determine the average lookup/search time, we searched for as many addresses as there are prefixes in a database. The search addresses were obtained by using the 32-bit expansion available in the database for all prefixes in the database. Table 7 and Figure 7 show the average time to perform a lookup/search. As expected, the average search time increases monotonically with . The search time for a 2-VST is about 60% that for a 7-VST.
Conclusions
We have developed a faster algorithm, to compute the optimal strides for variable stride tries, than the one proposed in [17] . Our algorithm is faster by a factor of between 2 and 17. We expect these speedup factors will be larger for
