Abstract. For a large number of random constraint satisfaction problems, such as random k-SAT and random graph and hypergraph coloring, we have very good estimates of the largest constraint density for which solutions exist. All known polynomial-time algorithms for these problems, though, already fail to find solutions at much lower densities. To understand the origin of this gap we study how the structure of the space of solutions evolves in such problems as constraints are added. In particular, we show that for k ≥ 8, much before solutions disappear, they organize into an exponential number of clusters, each of which is relatively small and far apart from all other clusters. Moreover, inside each cluster most variables are frozen, i.e., take only one value.
Introduction
For a number of random Constraint Satisfaction Problems (CSP), we have very good rigorous estimates for the largest constraint density (ratio of constraints to variables) for which typical instances have solutions. For example [2] , a random graph of average degree d is with high probability 1 k-colorable if d < (2k − 2) ln(k − 1), but w.h.p. non-k-colorable if d > (2k − 1) ln k. This implies that for every d > 0, w.h.p. the chromatic number of a random graph with average degree d is either k d or k d + 1, where k d is the smallest integer k such that d < 2k ln k.
It is easy to color random graphs using a palette of 2k d colors. The algorithm "'repeatedly pick a random vertex and assign it a random color not assigned to any of its neighbors" will w.h.p. succeed in coloring a random graph of average degree d if originally each vertex has 2k d available colors. Equivalently, k colors suffice when d < k ln k. In spite of significant efforts over the last 30 years, no improvement has been made over this trivial algorithm. Specifically, no polynomial-time algorithm is known that k-colors random graphs of average degree d = (1+ǫ)k ln k, for some fixed ǫ > 0 and arbitrarily large k.
In random k-SAT the question is whether a random k-CNF formula, F k (n, m), with n variables and m clauses is satisfiable. It is widely believed that the probability that such a formula is satisfiable exhibits a sharp threshold. Specifically, the Satisfiability Threshold Conjecture asserts a This article is largely based on joint work with Federico Ricci-Tersenghi reported in [5] . 1 We will say that a sequence of events En occurs with high probability (w.h.p.) if limn→∞ Pr[En] = 1.
that r k = r * k for all k ≥ 3, where r k ≡ sup{r : F k (n, rn) is satisfiable w.h.p.} , r * k ≡ inf{r : F k (n, rn) is unsatisfiable w.h.p.} .
It is easy to see that r * k ≤ 2 k ln 2, since the probability that at least one assignment satisfies F k (n, rn) is bounded by 2 n (1−2 −k ) rn , a quantity that tends to 0 for r ≥ 2 k ln 2. Recently, it was shown that random k-CNF formulas have satisfying assignments for densities very close to this upper bound [4] . Specifically, it was proven that for all k ≥ 3, r k > 2 k ln 2 − (k + 1) ln 2 + 3 2 .
As for the k-coloring problem, the lower bound in (1) is derived using the second moment method and, thus, yields no efficient algorithm for finding satisfying assignments. Indeed, the gap relative to algorithms for k-SAT is even greater than that for graph coloring: no polynomial algorithm is known that finds satisfying assignments of a random k-CNF formula when r = ω(k) 2 k /k, for any function ω(k) → ∞ (arbitrarily slowly). In Table 1 , we illustrate this gap for some small values of k. For k = 3, the upper bound on r * k comes from [10] , while for k > 3 from [9, 15] . The best algorithmic lower bound for k = 3 is from [14] , while for k > 3 it is from [12] .
Similar results (and gaps relative to algorithms) also exist for random NAE k-SAT and hypergraph 2-coloring, regular random graph coloring, random Max k-SAT, and others (for example, see [3] ). Indeed, this phenomenon seems to occur in nearly all random CSP in which the underlying constraint graph is sparse and random, making it natural to ask if there is a common underlying cause. Sparse random CSP have also been systematically studied by physicists in the past decades. Motivated by ideas developed in the study of materials, they have put forward a hypothesis for the origin of the aforementioned algorithmic gap in random CSP and, most remarkably, a method for overcoming it. Specifically, Mézard, Parisi, and Zecchina [19] developed an extremely efficient algorithm, called Survey Propagation (SP), for finding satisfying assignments of random formulas in the satisfiable regime.
Here we report on progress towards mathematical proof of some of the physically-motivated ideas underlying SP. In particular, we outline a proof establishing that for k ≥ 8, significantly below the satisfiability threshold, the set of satisfying assignments fragments into exponentially many connected components. These components are relatively small in size, far apart from one another, and inside each one the majority of variables are "frozen", i.e., take only one value. As the formula density approaches the satisfiability threshold, the fraction of frozen variables in each component increases, causing the connected components to decrease in volume and grow further apart from one another. These rigorous results are in perfect agreement with the picture put forward using physical arguments.
In the next section we give an informal discussion relating the performance of DPLL-type algorithms on random formulas to notions such as Gibbs sampling and longrange correlations. This is meant to provide intuition for the empirical success of SP and motivate the results. We emphasize that while both the discussion and the results are about random k-SAT, this is not strictly necessary: the ideas and proofs are quite generic, and should generalize readily to many other random CSP, e.g., graph coloring.
DPLL algorithms, Belief Propagation, and Frozen Variables
Given a satisfiable formula F on variables v 1 , v 2 , . . . , v n it is easy to see that the following simple procedure samples uniformly from the set of satisfying assignments of F :
Start with the input formula F For i = 1 to n do:
1. Compute the fraction, p i , of satisfying assignments of the current formula in which v i has value 1. 2. Set v i to 1 with probability p i and to 0 otherwise. 3. Simplify the formula.
Clearly, the first step in the loop above is meant only as a thought experiment. Nevertheless, it is worth making the following two observations. The first is that if we are only interested in finding some satisfying assignment, as opposed to sampling a uniformly random one, then we do not need to compute exact marginals. For example, if we use the rule of always setting v i to 1 iff p i ≥ 1/2, then it is enough that if a variable ever takes the same value x in all satisfying assignments, x is the majority value in its computed marginal. The second observation is that the order in which we set the variables does not need to be determined a priori. That is, we can imagine that in each step we compute marginals for all remaining variables and that for each marginal we have an associated confidence. To improve our chances of avoiding a fatal error, we can then set only the variable for which we have highest confidence.
The above two elementary observations in fact capture all algorithms that have been rigorously analyzed so far on random formulas (and, in fact, most DPLL-type algorithms used in practice). Observe, for example, that both the unit-clause and the pure literal heuristics follow immediately from the above considerations. In the case of unit-clause, the participation of a variable v in a unit clause c allows us to infer its marginal with perfect confidence and thus setting v is an "obvious" choice. In the case of a pure literal ℓ, again we can infer with certainty the majority marginal of the underlying variable v (it is the value that satisfies ℓ). In the absence of such obvious choices, all DPLL-type algorithms attempt to identify a variable whose marginal can be determined with some confidence. For example, below are the choices made in the absence of unit clauses and pure literals by some of the algorithms that have been analyzed on random 3-CNF formulas. In order of increasing performance: unit-clause [8] : select a random variable and assign it a random value. 3-clause majority [7] : select a random variable and assign it its majority value among the 3-clauses. short-clause [12] : select a random shortest clause c, a random variable v in c, and set v so as to satisfy c. happiest literal [13] : satisfy a literal that appears in most clauses.
Each of the above heuristics computes marginals based on a different set of evidence, the content of which ranges from completely empty [8] , to considering all the clauses containing each variable [13] . Correspondingly, the largest density for which these algorithms succeed on random 3-CNF formulas ranges from 8/3 for [8] to 3.42 for [13] . Unit-clause, in fact, succeeds for every k as long as r = O(2 k /k) and, as mentioned earlier, no algorithm is known to beat this bound asymptotically. Given that improving upon the empty set of evidence is rather easy, it is tempting to think that by considering a larger set of evidence for each variable one can do significantly better. For example, consider an algorithm A d which computes a marginal for each variable v based on the clauses that appear in the depth-d neighborhood of v in the factor graph (the bipartite graph where each constraint vertex is bound to the variables it binds.) One could hope that as d grows, such an algorithm would do well, perhaps even reach the satisfiability threshold. Unfortunately, the existence of connected components of satisfying assignments (clusters) with numerous frozen variables can induce longrange correlations among the variables, undermining such hopes.
To overcome the above issue, physicists hypothesized that the above clustering is the only significant source of long-range correlations. (Very) roughly speaking, this amounts to modeling each connected component of satisfying assignments as a subcube that results by selecting a large fraction of the variables and freezing them independently at random, while leaving the rest (largely) free. The results below imply that this simplified view of clusters is not very far off the truth for large k.
Statement of Results
Throughout, we assume that we are dealing with a CNF formula F , defined over variables X = x 1 , . . . , x n , and we let S(F ) ⊆ {0, 1}
n denote the satisfying assignments of F .
Definition 1
The diameter of an arbitrary set X ⊆ {0, 1} n is the largest Hamming distance between any two elements of X. The distance between two arbitrary sets X, Y ⊆ {0, 1} n , is the minimum Hamming distance between any x ∈ X and any y ∈ Y . The clusters of a formula F are the connected components of S(F ) when x, y ∈ {0, 1} n are considered adjacent if they have Hamming distance 1. A cluster-region is a non-empty set of clusters.
Theorems 1 and 2 below build upon [4, 17, 18] .
Theorem 1 For every k ≥ 8, there exists a value of r < r k and constants α k < β k < 1/2 and ǫ k > 0 such that w.h.p. the set of satisfying assignments of F k (n, rn) consists of 2 ǫ k n cluster-regions, such that 1. The diameter of each cluster-region is at most α k n. 2. The distance between every pair of cluster-regions is at least β k n.
In other words, for all k ≥ 8, at some point below the satisfiability threshold, the set of satisfying assignments decomposes into an exponential number of wellseparated cluster-regions. The picture suggested by Theorem 1 comes in sharper focus for large k. In particular, for sufficiently large k, sufficiently close to the threshold, the cluster regions become arbitrarily small and maximally far apart, while remaining exponentially many. The following result gives a quantitative version of this fact.
Theorem 2 For any
Remark 1 Theorems 1 and 2 remain valid for any definition of clusters in which a pair of assignments are deemed adjacent whenever their distance is at most f (n) = o(n).
To "look inside" clusters and discuss the existence of frozen variables we need the following definition.
Definition 2 The projection of a variable x i over a set of satisfying assignments C, denoted as π i (C), is the union of the values taken by x i over the assignments in C. If π i (C) = {0, 1} we say that x i is frozen in C.
Theorem 3 below asserts that for sufficiently large k, as we approach the satisfiability threshold, the fraction of frozen variables in every single cluster gets arbitrarily close to 1.
.
By taking α = 1/2 in Theorem 3 we see that for sufficiently large k, every cluster already has a majority of frozen variables at r = (4/5 + δ k )2 k ln 2, with δ k → 0, i.e., for a constant fraction of the satisfiable regime. More generally, Theorem 3 asserts that as k grows and the density approaches the threshold, clusters shrink in volume and grow further apart by having smaller and smaller internal entropy (more frozen variables).
The analysis that establishes Theorem 3 also implies Corollary 1 For every k ≥ 9, there exists r < r k such that w.h.p. every cluster of F k (n, rn) has frozen variables.
It remains open whether frozen variables exist for k ≤ 8.
Clustering: Proof Sketch and Related Work
There are two main ingredients for proving Theorems 1 and 2. The first one excludes the possibility of pairs of truth assignments at certain Hamming distances and we discuss it in Section 3.1. The second one, discussed in Section 3.2, establishes the existence of a large total number of pairs of satisfying assignments and uses a simple packing argument to derive the existence of exponentially many clusters. In both cases we give the whole mathematical idea but leave out the (tedious) rigorous asymptotic analysis of the relevant functions, encapsulated as Theorem 4.
Forbidden distances and their implications for clustering
It is easy to show, see e.g., [1] , that the expected number of pairs of satisfying assignments in F k (n, rn) with Hamming distance z is at most Λ(z/n, k, r) n , where Thus, if for some k, r and z = αn we have Λ(α, k, r) < 1, it immediately follows that w.h.p. in F k (n, rn) no pair of satisfying assignments has distance z. This observation was first made and used in [17] . In Figure 1 Establishing that there exists a distance z such that there are no pairs of assignments at distance z immediately implies an upper bound on the diameter of every cluster. This is because if a cluster C has diameter d, then it must contain pairs of solutions at every distance 1 ≤ t ≤ d. To see this, take any pair σ 1 , σ 2 ∈ C that have distance d, any path from σ 1 to σ 2 in C, and observe that the sequence of distances from σ 1 along the vertices of the path must contain every integer in {1, . . . , d}. Therefore, if ∆ = ∆ k,r ≡ inf{α : Λ(α, k, r) < 1}, then w.h.p. every cluster in F k (n, rn) has diameter at most ∆n.
If we can further prove that Λ(α, k, r) < 1 in an interval (α, β), then we can immediately partition the set of satisfying assignments into well-separated regions, as follows. Start with any satisfying assignment σ, let C be its cluster, and consider the set R(C) ⊆ {0, 1} n of truth assignments that have distance at most αn from C and the set B(C) ⊆ {0, 1} n of truth assignments that have distance at most βn from R(C). Observe now that the set B(C) \ R(C) cannot contain any satisfying truth assignments, as any such assignment would be at distance αn < d < βn from some assignment in C. Thus, the set of satisfying assignments in R(C) is a union of clusters (cluster-region), all of which have distance at least βn from any cluster not in the region. Repeating this process until all satisfying assignments have been assigned to a cluster region gives exactly the subsets of Theorems 1 and 2. In fact, this arguments bounds the diameter of each entire cluster-region, not just of each cluster, by αn.
Remark 2
The argument above remains valid even if assignments are deemed adjacent whenever their distance is bounded by f (n), for any f (n) = o(n). As a result, Theorems 1 and 2 remain valid as stated for any definition of clusters in which assignments are deemed to belong in the same cluster if their distance is o(n).
Establishing exponentially many clusters
Proving the existence of exponentially many non-empty cluster regions requires greater sophistication and leverages in a strong way the results of [4] . This is because having Λ(α, k, r) > 1 for some α, k, r does not imply that pairs of satisfying assignments exist for such α, k, r: in principle, the behavior of Λ could be determined by a tiny minority of solution-rich formulas. Hence the need for the second moment method [1, 4] . Specifically, say that a satisfying assignment σ is balanced if under σ the number of satisfied literal occurrences is in the range km/2 ± O( √ n), and let X be the number of balanced assignments in F k (n, rn).
In [4], it was shown that E[X]
2 = Λ b (1/2, k, r) n and
for some explicit function Λ b and constant C = C(k) > 0. It was also shown that for all r < 2 k ln 2 − k, the maximum of Λ b occurs at α = 1/2, implying that for such k, r we have
By the Payley-Zigmund inequality, this last fact implies that for any t ≤ E[X],
In [4] , inequality (2) was applied with t = 0, establishing that for r < 2 k ln 2 − k, F k (n, rn) has at least one (balanced) satisfying assignment with probability at least 1/C. Taking t = E[X]/poly(n), implies that X is within a polynomial factor of its expectation Λ b (1/2, k, r) n/2 , also with constant probability. Since the property "has more than q satisfying assignments" has a sharp threshold [11] , this assertion implies that for every r < 2 k ln 2 − k, w.h.p.
n/2 /poly(n) satisfying assignments.
To prove that there are exponentially many clusters, it suffices to divide this lower bound for the total number of satisfying assignments with the following upper bound for the number of truth assignments in each cluster-region. Recall that ∆ = ∆ k,r ≡ inf{α : Λ(α, k, r) < 1} and let g(k, r) = max
If B is the expected number of pairs of truth assignments with distance at most ∆n in F k (n, rn), it follows that B < poly(n) × g(k, r)
n , since the expected number of pairs at each distance is at most Λ(α, k, r) n and there are no more than n + 1 possible distances. By Markov's inequality, this implies that w.h.p. the number of pairs of truth assignments in F k (n, rn) that have distance at most ∆n is poly(n) × g(k, r) n . Recall now that w.h.p. every cluster-region in F k (n, rn) has diameter at most ∆n. Therefore, w.h.p. the total number of pairs of truth assignments in each cluster-region is at most poly(n) × g(k, r)
n . Thus, if g(k, r) < Λ b (1/2, k, r), we can conclude that F k (n, rn) has at least
cluster-regions. Indeed, the horizontal line in Figure 1 highlights that g(8, 169) < Λ b (1/2, 8, 169 ). From the discussions in this section we see that to establish Theorems 1 and 2 it suffices to prove the following.
Theorem 4
For every k ≥ 8, there exists a value of r < r k and constants α k < β k < 1/2 and ǫ k > 0 such that Λ(α, k, r) < 1 for all α ∈ (α k , β k ) and
In particular, for any 0 < δ < 1/3 and all k ≥ k 0 (δ), if r = (1 − δ)2 k ln 2, this holds with
Frozen Variables: Survey Propagation and Related Work
For a cluster C, the string π(C) = π 1 (C), π 2 (C), . . . , π n (C) denotes the projection of C and we will use the convention {0, 1} ≡ * , so that π(C) ∈ {0, 1, * } n . Imagine now that given a formula F we could compute the marginal of each variable over the cluster projections, i.e., that for each variable we could compute the fraction of clusters in which its projection is 0, 1, and * . Then, as long as we never assigned 1 − x to a variable which in every cluster was frozen to the value x, we are guaranteed to find a satisfying assignment: after each step there is at least one cluster consistent with our choices so far.
Being able to perform the above marginalization seems quite far fetched given that even if we are handed a truth assignment σ of a cluster C, it is not at all clear how to compute π(C) in time less than |C|. Survey Propagation (SP) can be interpreted as an attempt to compute marginals over cluster projections by making a number of approximations. One fundamental assumption underlying SP is that, unlike the marginals over truth assignments, the marginals over cluster projections essentially factorize, i.e., if two variables are far apart in the formula, then their joint distribution over cluster projections is essentially the product of their cluster projection marginals. Determining the validity of this assumption remains an outstanding open problem.
The other fundamental assumption underlying SP is that approximate cluster projections can be encoded as the solutions of a CSP whose factor graph can be syntactically derived from the input formula. The results below are closely related to this second assumption and establish that, indeed, the approximate cluster projections used in SP retain a significant amount of the information in the cluster projections. To make this last notion concrete and enhance intuition, we give below a self-contained, brisk discussion of Survey Propagation. For the sake of presentation this discussion is historically inaccurate. We attempt to restore history in Section 4.1.
As we said above, even if we are given a satisfying assignment σ, it is not obvious how to determine the projection of its cluster C(σ). To get around this problem SP sacrifices information in the following manner.
Definition 3 Given a string x ∈ {0, 1, * } n , a variable x i is free in x if in every clause c containing x i or x i , at least one of the other literals in c is assigned true or * . We will refer to the following as a coarsening-step: if a variable is free, assign it * .
Given x, y ∈ {0, 1, * } n say that x is dominated by y, written x y, if for every i, either x i = y i or y i = * .
Consider now the following process: start at σ and apply coarsening until a fixed point is reached.
Lemma 1 For every formula F and σ ∈ S(F ), there is a unique coarsening fixed point w(σ). If σ 1 , σ 2 belong to the same cluster C, then w(σ 1 ) = w(σ 2 ) π(C).
Proof Trivially, applying a coarsening step to a string x produces a string y such that x y. Moreover, if x i was free in x, then y i will be free in y. As a result, if both y, z ∈ {0, 1, * } n are reachable from x ∈ {0, 1, * } n by coarsening steps, so is the string that results by starting at x, concatenating the two sequences of operations and removing all but the first occurrence of each coarsening step. This implies that there is a unique fixed point w(x) for each x ∈ {0, 1, * } n under coarsening. Observe now that if σ, σ ′ ∈ S(F ) differ only in the i-th coordinate, then the i-th variable is free in both σ, σ ′ and coarsening it in both yields the same string τ . By our earlier argument, w(σ) = w(τ ) = w(σ ′ ) = w C , where C ⊆ S(F ) is the cluster containing σ, σ ′ . Considering all adjacent pairs in C, we see that w C π(C).
Definition 4
The core of a cluster C is the unique coarsening fixed point of the truth assignments in C.
By Lemma 1, if a variable takes either the value 0 or the value 1 in the core of a cluster C, then it is frozen to that value in C. To prove Theorem 3 it suffices to prove that the core of every cluster has many non- * variables. F k (n, rn) ) contains fewer than α · n variables that take the value * .
We can think of coarsening as an attempt to estimate the projection of C(σ) by starting at σ and being somewhat reckless. To see this, consider a parallel version of coarsening in which given x ∈ {0, 1, * } n we coarsen all free variables in it simultaneously. Clearly, the first round of such a process will only assign * to variables whose projection in C(σ) is indeed * . Subsequent rounds, though, might not: a variable v will be deemed free, if in every clause containing it there is some other variable satisfying the clause, or a variable assigned * . This second possibility is equivalent to assuming that the * -variables in the clauses containing v, call them Γ v , can take joint values that allow v to not contribute in the satisfaction of any clause. In general formulas this is, of course, not a valid assumption. On the other hand, the belief that in random formulas there are no long-range correlations among the non-frozen variables of each cluster makes this is a reasonable statistical assumption: since the formula is random, the variables in Γ v are probably far apart from one another in the factor graph that results after removing the clauses containing v. Thus, indeed, any subset of variables of Γ v that do not co-occur in a clause should be able to take any set of joint values.
Theorem 5 can be seen as evidence of the utility of this line of reasoning, since it shows that for sufficiently large densities, for all sufficiently large k, the coarsening fixed point of a satisfying assignment is never ( * , . . . , * ). Indeed, as we approach the satisfiability threshold from below, the fraction of frozen variables in the fixed point tends to 1.
Of course, while the core of a cluster C can be easily derived given some σ ∈ C, such a σ is still hard to come by. The last leap of approximation underlying SP is to define a set Z(F ) ⊆ {0, 1, * } n that includes all cluster cores, yet is such that membership in Z(F ) is "locally checkable", akin to membership in S(F ). Specifically, Definition 5 A string x ∈ {0, 1, * } n is a cover of a CNF formula F if: (i) under x, every clause in F contains a satisfied literal or at least two * , and (ii) every free variable in x is assigned * , i.e., x is * -maximal.
Cores trivially satisfy (ii) as fixed points of coarsening; it is also easy to see, by induction, that any string that results by applying coarsening steps to a satisfying assignment satisfies (i). Thus, a core is always a cover. At the same time, checking whether x ∈ {0, 1, * } n satisfies (i) can be done trivially by examining each clause in isolation. For (ii) it is enough to check that for each variable v assigned 0 or 1 in x, there is at least one clause satisfied by v and dissatisfied by all other variables in it. Again, this amounts to n simple checks, each check done in isolation by considering the clauses containing the corresponding variable. The price we pay for dealing with locally-checkable objects is that the set of all covers Z(F ) can be potentially much bigger than the set of all cores. For example, ( * , · · · , * ) is always a cover, even if F is unsatisfiable.
The Survey Propagation algorithm can now be stated as follows.
Repeat until all variables are set:
1. Compute the marginals of variables over covers. 2. Select a variable with least mass on * and assign it the 0/1 value on which it puts most mass. 3. Simplify the formula.
The computation of marginals over covers in the original derivation [19] of SP was, in fact, done via a message passing procedure that runs on the factor graph of the original formula rather than a factor graph encoding covers (more on this in Section 4.1). Also, in [19] , if a configuration is reached in which all variables put (nearly) all their mass on * , the loop is stopped and a local search algorithm is invoked. The idea is that when such a configuration is reached, the algorithm has "arrived" at a cluster and finding a solution inside that cluster is easy since only non-frozen variables remain unset.
Related Work
Casting SP as an attempt to compute marginals over cores was done independently by Braunstein and Zecchina in [6] and Maneva, Mossel, and Wainwright in [16] . In particular, in both papers it is shown that the messages exchanged by SP over the factor graph of the input formula are the messages implied by the Belief Propagation formalism applied to a factor graph encoding the set of all covers.
In [16] , the authors give a number of formal correspondences between SP, Markov random fields and Gibbs sampling and note that a cover σ ∈ {0, 1, * } n can also be thought of as partial truth assignment in which every unsatisfied clause has length at least 2, and in which every variable v assigned 0 or 1 has some clause c for which it is essential in σ, i.e., v satisfies c but all other variables in c are set opposite to their sign in c. This last view motivates a generalization of SP in which marginals are computed not only over covers, but over all partial assignments in which every unsatisfied clause has length at least 2, weighted exponentially in the number of non-essential 0/1 variables and the number of * -variables. One particular motivation for this generalization is that while SP appears to work very well on random 3-CNF formulas, [16] gives experimental evidence that typical satisfying assignment of such formulas do not have non-trivial cores, i.e., upon coarsening truth assignments end up as ( * , . . . , * ). This apparent contradiction is reconciled by attributing the success of SP to the existence of "core-like" strings allowed under the proposed generalization.
Coarsening: Proof Sketch
Theorem 3 follows from Theorem 5 and Lemma 1. To prove Theorem 5, say that a satisfying assignment σ is α-coreless if its coarsening fixed point w(σ) has at least αn * -variables. Let X be the random variable equal to the number of α-coreless satisfying assignments in a random k-CNF formula F k (n, rn). By symmetry,
Observe that conditioning on "0 is satisfying" is exactly the same as "planting" the 0 solution, and amounts to selecting the m = rn random clauses in our formula, uniformly and independently from amongst all clauses having at least one negative literal. Using the method of differential equations to analyze the typical behavior of the coarsening process, one can show that for every k ≥ 3, there exists t In particular, t 1 k ∼ (2 k /k) ln k. We find it interesting that all algorithms that have been analyzed so far work only for densities below t 
Thus, for all such r we have E[X] = o(1) and Theorem 5 follows. Finally, to derive such a function f , it turns out that it is very helpful to model the coarsening process in the manner outlined below.
Coarsening as Hypergraph Stripping
Given any CNF formula F and any σ ∈ S(F ) it is easy to see that w(σ) is completely determined by the set of clauses U (σ) that have precisely one satisfied literal under σ. This is because after any sequence of coarsening steps applied to σ, a clause that had two or more satisfied literals under σ, will have at least one satisfied literal or at least two * and thus never prevent any variable from being free. Therefore, to coarsen a truth assignment σ it is enough to consider the clauses in U (σ). Let us say that a variable v is unfrozen if there is no clause in which it is the unique satisfying variable and let us say that a clause is unfrozen if it contains an unfrozen variable. It is now easy to see that coarsening σ is equivalent to starting with U and removing unfrozen clauses, one by one, in an arbitrary order until a fixed point is reached, i.e., no unfrozen clauses remain. Variables occurring in any remaining (frozen) clauses are, thus, frozen in w(σ) (to their value in σ), while all other variables are assigned * .
To estimate Pr[0 is α-coreless | 0 is satisfying] we consider a random k-CNF formula with rn clauses chosen uniformly among those satisfying 0. To determine w(0), by our discussion above, it suffices to consider the clauses in our formula that have precisely one satisfied (negative) literal. The number of such clauses is distributed as m = Bin rn, k 2 k − 1 .
