ABSTRACT: We analyze the extent to which firm size determines the relationship between growth opportunities and bank debt in the Chilean corporate sector. Using generalized method of moments (GMM) system estimator techniques in an unbalanced panel data of quoted firms, we provide evidence of a U-shaped relationship between growth opportunities and bank debt, which has a different behavior depending on the firm's size. Smaller firms seek private debt sooner than larger firms do when growth opportunities increase. This finding is supported by the institutional characteristics of the Chilean financial system, the higher confidence of small firms in bank debt, and the bank-based orientation of the Chilean financial markets.
Using an unbalanced panel data analysis, we verify our research hypothesis that there is a nonmonotonic relationship between growth opportunities and bank debt and that this nonmonotonic relationship is different depending on the size of the firm. We find evidence to support the assertion that small firms turn to bank debt sooner than large firms do as growth opportunities increase. This differential behavior occurs for several reasons: Small and large firms have asymmetric access to external sources other than bank debt; small and large firms have dissimilar likelihoods of insolvency; and the informational gap between firms and capital markets varies depending on firm size in the same way that the cost of debt varies. The results are consistent through a number of robustness tests. These findings might be the cornerstone for future policies related to the development of capital markets in Chile.
Literature Review
Chilean firms present a high ownership concentration, primarily in the hands of individual shareholders or conglomerates, which gives rise to pyramidal structures and the generation of internal capital markets (Lefort and González 2008; Lefort and Walker 2000a) . This is explained partially by the political process in the Chilean corporate sector at the second half of the 1980s (Hachette 2001; Larraín and Vergara 2000) and partially as a natural response to a French civil-law system characterized by weak legal protection of investors and creditors (Akisik 2013; Demirgüç-Kunt and Maksimovic 2002; La Porta et al. 1999; Lefort and González 2008; Lefort and Walker 2000b) .
1 Despite the great growth experienced by Chile's capital markets in recent decades, the legal system has not given sufficient protection to the investor to avoid such high levels of ownership concentration. On the contrary, the Chilean legal system has traditionally operated in a reactive way toward increasing the flexibility of the capital markets (Iglesias 2000) .
Therefore, the source of external funds is a very important decision for nonfinancial firms, especially in civil-law emerging markets. Law and finance literature predicts that both the legal origin and the institutional setting of the country are important factors due to international differences in quality of law and its enforcement that could shape the characteristics of debt contracts (Akisik 2013) .
2 These institutional features can help us to explain, among other things, why firms in emerging markets prefer alternative funding sources such as private bank debt (Demirgüç-Kunt and Maksimovic 1998; Djankov et al. 2008; La Porta et al. 1998) . In this paper, we analyze how firm size affects the way growth opportunities are financed in the context of a South American emerging market such as Chile.
Nonlinear Relationship Between Bank Borrowing and Growth Opportunities
Theoretical perspectives suggest several reasons to obtain financing from different sources other than bank lending, but no consensus exists about the expected relationship between firm growth opportunities and the level of bank debt (Serrasqueiro and Nunes 2010) . According to the pecking-order theory (Myers 1984; Myers and Majluf 1984) , if companies choose to borrow from external sources, they have to decide whether it is more convenient to borrow from private lenders (banks and other financial institutions) or public lenders (corporate bonds). This choice between sources of debt can be influenced by several factors, such as the asymmetries of information and the agency cost of debt (Denis and Mihov 2003; James and Smith 2000; Jensen 1986; López 2005) . For instance, public lenders suffer from a higher information gap than do private lenders regarding the future prospects of the firm. This is because of the widespread ownership implicit in public debt (Bessler et al. 2011; Boyd and Prescott 1986) . Conversely, due to the concentrated nature of bank debt, these lenders have much more incentive than do public lenders to be more informed about the companies they finance and to reduce ex-post information asymmetries through monitoring (Albring et al. 2011; Houston and James 1996; Meneghetti 2012; Nakamura 1993) .
Several arguments based on asymmetric information approaches support a positive relationship between growth opportunities and bank debt. The degree of asymmetric information is usually associated with growth opportunities. The idea that firms with higher levels of growth opportunities prefer to borrow first from private lenders is widely supported by both monitoring and strategic information arguments (Rajan and Winton 1995) . For instance, from the signaling perspective, De Andrés et al. (2005) suggest that the disciplining role of bank debt supports a positive relationship between the company's growth opportunities and the level of bank debt. From a strategic perspective, public debt decisions necessarily imply greater information disclosure to public lenders. This could be extremely risky for firms with high levels of growth opportunities and asymmetric information since conveying more information to the market can jeopardize the strategic advantage of the firms' portfolios of investment (Yosha 1995) . Therefore, private debt seems to be the best solution to alleviate the problems of unequally distributed information (Denis and Mihov 2003) .
The free cash flow hypothesis proposed by Jensen (1986) also predicts a positive relationship between bank debt and growth options. According to the free cash flow hypothesis, managers have incentives to use the free cash flow to undertake negative net present value (NPV) projects in order to enjoy both pecuniary and nonpecuniary benefits associated with the larger dimension of the firm (Jensen) . Shareholders will persuade their managers to use higher levels of debt, particularly private debt, because managers will then be obligated to afford periodic payments that reduce the free cash flow available for the consumption of perquisites.
On the contrary, the bank's hold-up problem described by Rajan (1992) arises when firms need to keep their growth opportunities information private. If banks have an informational monopoly about firms, banks will have incentives to engage in opportunistic behavior and try to extract additional rents from these private information advantages (James 1987) . Consequently, if hold-up problems are likely to exist, firms will prefer to borrow from public sources rather than from private sources (Yosha 1995) .
In addition, Raddatz (2006) suggests that when financial markets are more developed, borrowers and lenders have better tools to deal with information asymmetries that arise from financial relations. The effect of growth opportunities and asymmetric information over bank debt levels will depend on the ability of public lenders to anticipate the agency problems of debt (assets substitution and underinvestment problems).
3 Consequently, if public lenders are less sophisticated and, therefore, have less ability to anticipate the agency problems of debt, a negative relationship between growth opportunities and private debt should be expected. In this case, private creditors will try to prevent those suboptimal investment policies through several mechanisms, such as restrictive debt covenants, the reduction of the stated periods of loan, credit rationing, and greater supervision and control. On the contrary, if public lenders are sophisticated, they can anticipate the agency problems of debt as well as can private lenders. Since public lenders are not able to monitor more effectively than private lenders (Kale and Meneghetti 2011) , the only natural reaction to risky debt is to raise the cost of debt. As a result, firms could have incentives to raise private debt.
As we stated above, evidence has not been conclusive with respect to the effect of growth opportunities on the choice of debt source. However, empirical literature suggests that this relationship could be nonmonotonic due to the underinvestment and overinvestment costs Morgado and Pindado 2003) . Therefore, if we consider the Chilean firms' characteristics, the relationship between growth opportunities and bank debt is an empirical issue that leads to the expectation of a nonmonotonic relation whose behavior will depend on which force is stronger. Finally, we have to note that the strength of each force could be conditioned by a firm's size, business risk, and ability to raise capital.
The Effect of Firm Size on Concentration of Bank Debt
According to the analysis developed in the previous section, firm size seems to be a determining factor not only of the volume of debt financing but also of the ownership of debt. In general, large firms have easier access to public debt markets than do small firms. These findings might be supported by the following three arguments (Andritzky 2003): (1) large firms have relatively lower bankruptcy costs, (2) large firms can diversify much more easily than small firms can, and (3) transaction costs for the issuance of public debt are relatively lower for big firms. Ghosh (2007) suggests that the factors that influence the concentration of bank debt in total debt vary with firm size. Usually, large firms are more diversified and therefore have less volatile cash flow streams. Consequently, the likelihood of insolvency is lower, and so is the bankruptcy risk. As Rajan and Zingales (1995) mention, the size of the firm seems to be negatively related to the bankruptcy risk. For small firms, the conflicts between lenders and shareholders are higher because the managers of small firms are usually majority shareholders and are in a better position to modify the investment decision from one portfolio to another (Gaud et al. 2005) . The model developed by Hackbarth (2009) shows that firms referred to as weak firms-the smallest firms-are forced to get "take it or leave it" credits from banks during the debt renegotiation processes. Large firms, on the contrary, are usually followed by external analysts and are subject to the scrutiny of stakeholders and prospect investors. Therefore, the information gap between large firms and capital markets, and more particularly, lenders, is lower. This argument supports the idea that small firms have higher restrictions to reaching external sources of funds other than bank debt in comparison to large firms (Barclay et al. 1995) . Small firms will have higher barriers to issuing public debt (Hovakimian 2006) . Therefore, small firms may find that private debt is less costly because this type of debt has a more concentrated nature. However, since the cost of borrowing in the market is high but fixed, it is appropriate only for high levels of debt. This explains why large companies have a greater propensity to issue public debt relative to smaller firms (Fitzpatrick and Ogden 2011) .
In terms of prediction, Diamond (1991) and Rajan (1992) observe a nonmonotonic relationship between the quality of the company and the type of debt. The models that have been proposed in the literature generally predict that higher quality firms, usually large, will issue debt through the market, while lower quality firms, the small firms, will use bank debt. Moreover, companies with higher default risk will prefer to borrow through financial institutions since debt renegotiations can avoid inefficient liquidations (Detragiache et al. 2000) .
As Diamond (1991) predicts, the effect of information asymmetries varies according to firm size. Small firms, often those without a well-established reputation and with no easy access to public debt markets, choose high concentrations of bank debt; this occurs when the firm has valuable future growth opportunities. It might be expected that large companies finance their growth opportunities with a lower concentration of bank debt. 4 Evidence indicates that firms of different sizes face changing borrowing opportunities as they grow. Fama (1985) shows that banks can use economies of scale in information production and bridge information asymmetries between borrowers and lenders. The monitoring view implies that a company with performance or investments that are difficult for outsiders to observe will likely use banks as efficient monitors. Hooks (2003) predicts that a firm with a high credit rating and a well-established reputation chooses to borrow directly from financial markets, issuing commercial papers or publicly traded bonds, because its reputation provides low information-cost access to these markets. Therefore, when small firms have growth opportunities, they will turn to bank debt sooner than large firms, which have more chances to issue other kinds of debt.
Briefly, according to the previous arguments, the hypothesis to be tested might be split into two parts. The first part is that there is a nonmonotonic relationship between growth opportunities and bank debt. The second is that the described nonmonotonic relationship will be different, depending on the size of the firm. For small firms, we should observe that they turn to bank debt sooner than do large firms as growth opportunities increase.
The consideration described above regarding the size of the firm and the concentration of bank debt seems to be supported also by the arguments of the level of financial development of the country. The findings observed by Beck et al. (2008) point out that financial development disproportionately fosters the growth of small firms relative to larger firms. Furthermore, a greater degree of financial development reduces transaction costs, of which informational barriers are one, and this, in turn, promotes development of small firms and access to external sources of funds (Beck et al. 2008) . Consequently, the negative relationship between firm size and the concentration of bank debt is more robust the lower the degree of financial development of the country where the firm operates. In summary, the described nonmonotonic relationship could be expected in the Chilean context, where creditors' legal protection fosters a bank-oriented financial system where banks play a leading role compared with capital markets when financing the investment portfolios of firms (Fernández 2005 (Fernández , 2006 Gallego and Loayza 2000; Hernández and Walker 1993) . This nonmonotonic relationship might be determined also by the firm's size because larger companies have a higher propensity to use public debt than do smaller firms. Consequently, large firms are more likely to issue bank debt later than smaller firms will when they have to finance their future growth opportunities. Therefore, when the level of growth opportunities is substantially high, smaller firms with a deficit of funds will first issue private debt through banks with a higher cost of capital because this is the smaller firms' main source of external funds in Chile. Larger firms might use bank debt after exhausting public debt sources, taking advantage of the economies of scale of their larger size.
Variables and Methodology

Source of Information and Variables
To test empirically the research hypothesis, we use an unbalanced panel data of quoted nonfinancial Chilean firms on the Santiago de Chile Stock Exchange. The panel consists of 1,792 firm-year observations for the 1997 to 2008 period, comprising 223 firms with an average of 8.04 year-observations per firm. The data set has been obtained from the audited financial statements and stock quotations at the end of the fiscal year filed into the Ficha Estadística Codificada Uniforme database, which is provided by the Chilean Superintendencia de Valores y Seguros (Securities and Insurance Supervisor). Although we do not have information for nonquoted companies in order to consider a wider scope of analysis, we believe that our data do not have a selection bias because this study represents approximately 91 percent of market capitalization in Chile, excluding the financial sector (see Table 1 ). Therefore, we believe that the sample is able to describe the corporate reality of Chilean firms. For example, this study involves the most important industrial sectors in the economy-agriculture and fishery, electric energy, mining, paper pulp, and telecommunications, among others. For this reason, we believe that our sample properly represents the productive fabric of the Chilean economy and includes those firms operating in the corporate sector.
Detailed descriptions of the dependent and independent variables can be found in the Appendix. The dependent variable is bank debt (BDTD) (García-Teruel et al. 2009; Saona and Vallelado 2010) .
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The independent variables, which are widely used in the literature about capital structure decisions, are as follows:
1. the firm's growth opportunity set measured with two alternative proxies-Q1 (Perfect and Wiles 1994) and Q2 (Adam and Goyal 2008 )-which will be used for robustness purposes; 2. the size of the firm (LNTAB) (Bharath et al. 2009; Dennis and Sharpe 2005; Ozkan and Ozkan 2004; Titman and Wessels 1988) . We also construct a dummy variable (DUMMYSIZE) in order to split the sample into small and large firms. This variable considers the mean of the variable LNTAB as the cut point. DUMMYSIZE takes the value 1 if the firm has an LNTAB value higher than 17.739 (large firm) and 0 otherwise (small firm). As a robustness check, we have also constructed a similar variable (DUMMYSIZEIND) in which the cut point between small and large firms is the average of LNTAB by industrial sector; 3. the profitability (ROA) (Saona 2010; Wald 1999) ; 4. the collateral (FATA) defined as the assets subject to use in default and financial constraints. The collateral is usually related to the asset structure in a liquidation process. The larger the relative tangible assets are, the higher the guarantees of paying off the debt ( Finally, we included dummy variables for the industrial sector in which the firm operates and temporal dummy variables. To reduce the effects of outliers, we have Winsorized all ratios/variables at the first and ninety-ninth percentiles. This technique replaces the values in the 1 percent uppermost and lowermost tails by the next value counting inward from the extremes.
Because it is expected that the current debt decisions depend also on the past decisions, an autoregressive equation model is used, taking the follow form:
where η i represents the individual effect of each firm i; η t is the temporal effect for the t periods considered in this study; and ε it is the stochastic error. The individual effect corresponds to the characteristics of the firms considered individually, such as the managerial style, the patterns of financial decisions, and so on, which are assumed to be constant over time. The temporal effect includes all the elements that simultaneously, and with the same intensity, affect all firms in the sample, such as the macroeconomic variables and the legal and institutional setting. The stochastic error takes into account the measurement errors as well as the omission of some independent variables in our model. This model can be used to estimate the value at which bank debt is optimized relative to the growth opportunity set (critical value of growth opportunities). In this case, the critical value is the nonlinear combination -β 2 /2β 3 .
To test the interaction effect of firm size and growth opportunities on bank debt, we use the following model:
Because of the construction of DUMMYSIZE (and DUMMYSIZEIND), the critical value of growth opportunities for large firms will be -(β 2 + β 3 )/(2(β 4 + β 5 )); for small firms it will take the form -β 2 /2β 4 .
Methodology
Due to the panel structure of our data, which is a combination of cross-sectional and time-series information, we have estimated the model using the generalized method of moments (GMM). The panel data methodology allows us to control for two basic problems in this kind of study: the heterogeneity problem and the endogeneity problem (Arellano 2002) .
The relationships between firms' characteristics and financial decisions must be interpreted carefully because of the possibility of observing spurious relations. One of the factors contributing to the appearance of spurious relations is the endogeneity problem. An exogenous variable is an independent variable whose value is not affected by the dependent variable, which is said to be endogenous. There is an endogeneity problem when one or more of the explanatory variables are not strictly exogenous. To control for this issue in Equations (1) and (2), we use the GMM system estimator proposed by Blundell and Bond (1998) and Bond (2002) .
The GMM system estimator is an enhanced estimator of the first-difference GMM estimator, which is based on the endogeneity of the instruments and allows us to eliminate the bias derived from the fixed and specific effects of each firm considered individually. 6 The joint endogeneity of the explanatory variables requires the application of instrumental variables to obtain consistent estimators of the relevant coefficients. Due to the possible weakness of the instruments (Alonso-Borrego and Arellano 1999), the GMM system estimator returns the most efficient and consistent estimations. These estimators are derived under the following assumptions: (1) there is no serial correlation in the disturbance error and (2) there is no correlation between the disturbance term and the individual effect.
The selection of the instruments is central in handling the endogeneity problem. These instruments are based on the contemporary and lagged values of the independent variables that are not strictly exogenous. In our case, the only variable that presents this problem is the growth opportunity set. According to the previous empirical literature on capital structure decisions, the growth opportunity set seems to be an endogenous variable (Bevan and Danbolt 2004; Billett et al. 2007; Danbolt et al. 2002; Dang 2011; Goyal et al. 2002; Krishnaswami and Subramaniam 1999; López and Sogorb 2008; Moon and Tandon 2007; Saona 2010; Saona and Vallelado 2005; Serrasqueiro and Nunes 2010) . We require at least two years' lag to allow the explanatory variable to be introduced as an instrument. We test the validity of the instruments using the Hansen test for overidentifying restrictions, which checks the validity of the selected instruments (Arellano 2002; Hansen et al. 1996) . Finally, we perform the Wald test of joint significance for all the dependent variables.
The consistency of the GMM system estimator depends on the absence of secondorder serial autocorrelation in the residuals and on the validity of the instruments (Arellano 2002; Arellano and Bond 1991, 1998) . The GMM system estimator addresses the serial autocorrelation by combining a system of regressions in levels and regressions expressed in first differences, each one of them properly instrumentalized. The instruments for the regression expressed in differences-those that by construction eliminate the firm-specific effect-correspond to the lagged levels of the dependent variables. For the regression in levels, the instruments are the lagged differences of the dependent variables. These are suitable instruments under the assumption that the correlation between the dependent variables and the firm-specific effect is constant across time.
The AR1 and AR2 statistics measure first-and second-order serial correlation. Since first-difference transformations have been used, some level of first-order serial correlation is expected. However, this correlation does not invalidate the results (Gallego and Loayza 2000; López and Crisóstomo 2010; López and Rodríguez 2008) .
Results
Descriptive Analysis
In Table 2 , we observe that a typical Chilean firm has about 43.8 percent of its total financial debt issued with private institutions. Although aggregate results by Lefort and Walker (2000b) report slightly higher proportions of bank debt relative to total debt (46.0 percent, 47.0 percent, and 51.0 percent for 1990, 1994, and 1998, respectively), Saona and Vallelado (2010) report that the average proportion of private debt in total debt is about 41.0 percent in their sample of Chilean firms for the 1991-99 period. Our descriptive statistics concerning bank debt over total financial debt are similar also to the recent work by Jara and Sánchez (2012) , who report an average ratio of 39.6 percent. Bank debt represents 15.4 percent of total assets, which is close to the results reported by Saona and Vallelado (2010) (12.0 percent) and Jara and Sánchez (2012) (12.4 percent). Concerning the two alternative measures of growth opportunities used in this study, Q1 and Q2, we observe that an average firm has future growth opportunities because the means for Q1 and Q2 are greater than one. The average profitability (ROA) is about 4.8 percent of total assets. Nevertheless, we observe a high standard deviation for this variable (SDROA), which means that there is a large dispersion: some firms make very high profits while others perform very poorly. In general, larger firms seem to have a lower insolvency risk than small firms.
The proxy used for collateral (FATA) indicates that, on average, 35.1 percent of total assets are fixed assets. In other words, a typical Chilean firm has more current assets than fixed assets. This is a source of inefficient liquidations. Finally, according to the statistics, an average firm has about forty-three years since its founding. Table 2 includes also the difference-of-means test between small and large firms for all the variables under analysis. The mean for LNTAB is the cut point used to differentiate small firms from large firms. We use the mean of LNTAB by industrial sector to differentiate small and large firms within each sector. There is a statistically significant difference in the average bank debt (BDTD and BDTA) between small and large firms. Regardless of the measure used to differentiate between small and large firms, small firms have more bank debt than do the largest firms. This preliminary finding is consistent with the extant literature (Gander 2012; Ghosh 2007; Hooks 2003; Kale and Meneghetti 2011) . We observe that large firms, on average, have more growth opportunities than do small firms, but smaller firms have almost double the size of collateral (FATA) as a proportion of total assets. Finally, we can say that large firms are older (AGE), and most of them are part of the index of the most-traded firms in the Chilean capital market (IPSA). Table 3 describes the effect of growth opportunities on bank debt concentration. As one would expect, the one-period lagged dependent variable (BDTD t-1 ) is positively correlated with the current level of bank debt concentration. In fact, the average coefficient of this variable is 0.396, which means that the changes in the current bank debt concentration are explained in about 39.6 percent of cases by the changes in bank debt concentration in the previous period. . We show the Wald tests of significance of the explanatory variables. We test the hypothesis that the critical values are zero through the nonlinear combinations test. Standard errors are given below each coefficient. *** Significance at < 1 percent; ** significance at < 5 percent; * significance at < 10 percent.
Multivariate Analysis
The Effect of Growth Opportunities on Concentration of Bank Debt
Table 3. Continued
Since the growth opportunities are typically unobservable by outsiders, a common practice is to rely on proxy variables. To minimize the bias caused by the measurement of growth opportunities in our results, we use two alternative proxies. Q1 considers the replacement value of total assets; Q2 considers the market value of the firm. These two are the usual approximations of the Tobin's Q and may be used for robustness purposes as well.
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In all cases, for the whole sample in Table 3 , we observe that there is a nonmonotonic U-shaped relationship between the growth opportunities and the level of bank debt for the two proxies of the growth opportunity set, Q1 and Q2. The relationship is negative for low levels of growth opportunities and positive once the critical level of growth opportunities is reached. The critical level of growth opportunities is recorded for each regression at the bottom of the table. The applied test on nonlinear restriction verifies that the estimated values are statistically different from zero. In fact, bank debt level is minimized when the average levels of growth opportunities are 3.33 and 3.57 for Q1 and Q2, respectively.
This finding is consistent with the hypothesis about the effect of growth opportunities on bank debt. The negative relationship between growth options and bank debt is supported by the hold-up problem. Private creditors can take advantage of their informational monopoly and extract rents from the company and its future investment projects. To avoid the excessive power that banks can exert over the firm, managers will reduce the level of bank debt as growth opportunities increase. This argument comes from the side of the demand for external funds.
Once the critical point of growth opportunities is achieved (bottom line of Table 3 ), a positive relationship is observed between this variable and bank debt. This finding is supported by the following arguments: First, the asymmetries of information generated by the growth opportunities might cause more severe agency problems. As a result, shareholders might use bank debt to reduce the informational gap of growth opportunities, and, by doing so, to more efficiently monitor the firm. Second, the strategic advantage of growth opportunities might be jeopardized if the information is shared with a large number of creditors, as occurs in the case of public debt. However, if these growth opportunities are financed through one or a few bank creditors, the strategic advantage is kept inside the firm and not disseminated to outsiders. In this case, the firm will prefer to finance the growth options with private debt and not spread the strategic information into the capital markets. Finally, when information about growth opportunities is asymmetrically distributed, managers might opportunistically use the free cash flow to undertake negative NPV projects. To avoid these agency problems, shareholders will persuade their managers to issue more debt, particularly bank debt. By doing this, shareholders force managers to afford periodic payments of both interest and principal, which reduces the free cash flow available for opportunistic behavior. Therefore, this last argument also supports a positive relationship between growth opportunities and bank debt.
Regarding the other variables included in the estimations, we observe that the larger the firm (LNTAB), the lower the proportion of bank debt. This finding is consistent with the additional sources of funds available for large firms. It has been widely recognized that large firms can take advantage of the economies of scale issuing corporate bonds, for instance, or additional equity in national markets and abroad (e.g., American Depository Receipts [ADRs]). In less integrated capital markets, smaller firms are usually constrained to issuing bank debt because they cannot take advantage of the economies of scale when issuing, for instance, public debt.
Concerning the firm's profitability (ROA), we observe a negative and statistically significant relationship with private debt. This finding is supported by the pecking order theory, which argues that firms will first use internally generated funds and will issue debt only when this internal source of funds is exhausted. More profitable firms are able to generate higher inflows, and therefore, their dependence on external sources of funds, such as banks, is lower.
The tangibility of assets, which might be used also as a proxy for collateral (FATA), shows a positive relationship with bank debt. Firms with a higher degree of information asymmetry (lower collateral in the form of fixed assets) will be less likely to issue debt privately. The idea that if a firm pledges collateral when taking a bank loan, the price at which it obtains credit will be lower and thus will improve debt capacity is widely accepted in the extensive empirical literature (Benmelech and Bergman 2009) . Our findings seem to support this idea.
In Table 3 , we observe a positive relationship between SDROA and bank debt. The explanation for this result is that in the Chilean corporate sector, shareholders are trying to transfer the insolvency risk to private creditors. This agency conflict is materialized in the asset substitution problem. We might say that high-risk companies are interested in sources of funds that can mitigate inefficient firm liquidation (De Andrés et al. 2005) . Therefore, firms with more volatile returns will prefer bank debt rather than public or market debt in case they need to avoid liquidation.
The results show that the higher the difference between the firm's leverage and its industry's leverage (DIFD), the higher the proportion of bank debt. When the firm's leverage is further from its industry's leverage, bank debt is the resource used by the firm to finance its operations.
Finally, we have used a number of measures for a firm's reputation (IPSA, LNAGE, AGE). IPSA is a dummy variable that indicates whether the company is one of the twenty most-traded firms in the Chilean corporate sector; AGE and LNAGE are the number of years since the founding of the company and its logarithmic transformation, respectively. The three proxies for reputation are negatively related with bank debt (note that AGE and LNAGE are not significant in the third and fifth regressions in Table 3 , respectively). In general, we can suggest that there is a negative impact of a firm's reputation on private debt. There seems to be a substitution effect of private debt by public debt when reputation improves. In other words, firms use their reputation to access capital markets other than bank debt (Ang et al. 1982) .
The Effect of Firm Size on the Relationship Between Growth Opportunities and Concentration of Bank Debt
The most interesting result of this study is that we find empirical evidence that the behavior of small and large companies is not the same when they choose their financial resources. Although in both cases, the relationship between growth opportunities and bank debt is first negative and then positive, the critical level is reached sooner for small firms than for large firms. This finding is consistent for the two proxies of growth opportunities used in this paper (see Table 4 for Q1 and Q2). In other words, the minimum of bank debt is obtained at lower levels of growth opportunities for smaller firms than for larger firms. To determine what the critical values are, we use the dummy variable for firm size (DUMMYSIZE, which takes value 1 when the size of the firm is greater than the mean value for LNTAB and 0 otherwise), which is interacted with the different 
Notes:
Coefficients are estimated from the GMM system estimator of the following model:
The dependent variable is bank debt over total debt (BDTD). . We show the Wald tests of significance of the explanatory variables. We test the hypothesis that the critical values for large and small firms are the same throughout the nonlinear restrictions test. Standard errors are given below each coefficient. *** Significance at < 1 percent; ** significance at < 5 percent; * significance at < 10 percent.
proxies for growth opportunities and their respective squared transformations (Q1, Q1 2 , Q2, and Q2 2 ). We run nonlinear restriction tests to validate the addition of Q1 and Q1 * DUMMYSIZE and their squared transformations. The same tests apply for the Q2 variable. The results in Table 4 correspond to the estimations of Equation (2). We also test the null hypothesis, which states that the critical values for large and small firms are the same. The hypothesis is rejected in all the regressions shown in Table 4 . Thus, we can accept the assertion that the critical value for small firms is achieved at statistically lower levels of growth opportunities than for large firms. Once this threshold is passed, the growth opportunities tend to be financed with higher levels of bank debt.
It is important to note that the divergence in the critical values of growth opportunities between large and small firms is due to inherent characteristics of the Chilean marketplace. There are several arguments supporting this idea. First, in general, larger firms have easier access to public debt markets than do smaller firms. This is because larger firms have relatively lower bankruptcy costs, can diversify more easily than smaller firms, and can take advantage of the economies of scale of the fixed flotation costs of public debt more easily than small firms (Saona 2011) . Therefore, small firms must issue bank debt sooner than large companies to be able to finance their growth opportunity set. Second, according to Hackbarth (2009) , in an institutional environment with weak protection of investors, small firms are forced to accept "take it or leave it" loans because the supply of alternative funds for this kind of firm is much less than for large and mature companies. Consequently, small firms must issue bank debt to finance their growth opportunities in situations where a large firm might still be able to issue financial securities other than private debt. Third, according to the institutional setting, Beck et al. (2008) argue that bank-based financial systems, such as the Chilean system, foster disproportionately the development of small firms relative to large firms. Therefore, the most important source of funds to finance the future growth opportunities of small firms is private borrowing.
Considering the other explanatory variables included in the specification of our model, we observe some other interesting findings. For instance, the DUMMYSIZE variable is in accordance with LNTAB (from Table 3 ), showing a negative and statistically significant coefficient. In other words, larger firms issue less bank debt than do small firms for financing their operations. The descriptive statistic also shows that small firms have about 48.7 percent of their debt issued through private banks while large firms have only 39.7 percent of their total debt issued with banks (see Table 2 ).
The other explanatory variables as well as the control variables show roughly the same results as those displayed in Table 3 .
As a robustness test, we run the regressions of Equation (2) one more time, but in this case, we use DUMMYSIZEIND as a dummy variable for the firm size (Table 5) . This dummy takes into consideration the average size of the firm relative to its industrial sector. This variable takes the value 1 when the size of the company is larger than the average firm size in its own industrial sector and 0 otherwise. The results are consistent with those shown in Table 4 . Therefore, we can conclude that the major findings are robust regardless of the criteria used to differentiate between large and small companies. Once again, the nonlinear U-shaped relationship between the set of growth opportunities and private debt is observed. The bottom line of Table 5 shows that the critical values for small firms are different from those for large firms, supporting the idea that small firms seek private loans sooner than do large firms as growth opportunities increase. 
The dependent variable is bank debt over total debt (BDTD . We show the Wald tests of significance of the explanatory variables. We test the hypothesis that the critical values for large and small firms are the same throughout the nonlinear restrictions test. Standard errors are given below each coefficient. *** Significance at < 1 percent; ** significance at < 5 percent; * significance at < 10 percent.
Conclusions and Final Remarks
This paper goes one step beyond Jara et al.'s (2012) article, analyzing the extent to which firm size determines the nonmonotonic relationship between future growth opportunities and bank debt in the Chilean corporate sector. We use the agency theory and the asymmetries of information theory to ascertain how firm size determines the capital structure and particularly the bank debt decision. The empirical analysis shows that the U-shaped relationship between growth opportunities and bank debt is justified by the rent consumption done by banks, which use their informative advantage (hold-up problem) to create the negative relationship; the positive relation between growth options and private debt is justified by the overinvestment problems and by the disciplining role of debt in reducing the agency problems of debt. Moreover, we conclude that this nonmonotonic relationship has a different pattern depending on the size of the firm. Consistently, smaller firms resort to bank debt sooner than do larger firms as the growth opportunities set rises. Several factors support this finding: the higher transaction costs of public debt for smaller firms relative to larger firms, the lower availability of external sources other than private debt for small companies, the lesser reputation and credit quality of smaller companies, the higher insolvency risk for smaller firms, among others.
The results obtained in this paper suggest possible future changes in economic policies in order to develop the Chilean financial and corporate sectors. Policy makers should address future regulation in order to facilitate more diversified capital structures in Chilean firms, particularly in small firms. This will make access to external sources of funds other than bank debt easier, which will lower the cost of capital and prevent firms from rejecting profitable projects due to financial constraints.
Finally, a future research line derived from this paper might be addressed by a crosscountry analysis, including other emerging economies, to study the extent to which country-level factors determine bank debt decisions.
Notes
1. This political process was known as "popular capitalism," wherein several important firms were part of a privatization process. Some examples of these firms are LAN (now LATAM), Copec, Inforsa (now CMPC), Banco de Chile, Banco Santiago (now Banco Santander de Chile), CTC (now Telefónica Chile), Enersis, IANSA, and SOQUIMICH (Sociedad Química y Minera), among others.
2. Some of the main differences related to the country of legal origin are creditors' rights (Levine 1998) , quality of accounting standards and the accounting process in general, ownership structure (Himmelberg et al. 1999) , market development, and per capita income (La Porta et al. 2000) . In general, common-law systems provide greater investor protection than do French civillaw systems.
3. The ability of public lenders to anticipate the agency problems of debt is related to the degree of financial market development. According to the empirical literature about financial development, the Chilean capital markets are quite developed compared with capital markets of the United States and the most developed markets in South America (Beck et al. 2008; Beck et al. 2000; La Porta et al. 1998; World Economic Forum 2009 . Although Chilean financial market development scores have experienced significant improvements (World Economic Forum 2009 , recent financial scandals such as La Polar case cast doubts on the ability of Chile's public lenders to anticipate properly the agency problems of debt.
4. Berger and Udell (2002) provide evidence that size reflects reputation in financing choices. 5. Accounts payable, debt with related parties, and other non-interest-bearing debt in our records represent about 18.4 percent of total assets. In their aggregate statistics, Lefort and Walker (2000b) report that these types of debt represent about one-third of total assets. Lefort and Walker's statistics are substantially higher than ours because their time span covers the decade of the 1990s, when high capital markets and economic growth were observed in Chile. The use of internal capital markets and a sharp increase in accounts payable occurred as a response to the pronounced growth and some financial restrictions originated by the Asian financial crisis in the middle of the 1990s.
6. For further detail about the differences and advantages of the GMM system estimator relative to the first-difference GMM estimator, see Roodman (2009) .
7. The theoretical definition of Tobin's Q coefficient is the ratio of market value of the firm to replacement cost of assets. Chung and Pruitt (1994) have compared the values of Q obtained by the method of Lindenberg and Ross (1981) with the market-to-book ratio, finding that at least 96.6 percent of the variability of Tobin's Q is explained by the market-to-book ratio. A similar correlation coefficient (96 percent) is found by Perfect and Wiles (1994) . The findings reported by Adam and Goyal (2008) show that, on a relative scale, the market-to-book assets ratio has the highest information content with respect to investment opportunities.
8. To avoid losing a few observations for year 1997, SDROA it is computed from year t to year t -4.
for t > t 0 , where t 0 is the first year observed for a given company in this study. RNP it 0 = BNP it 0 . φ t is the growth of capital goods prices in year t, which is defined by the gross domestic product (GDP) deflator. In other words, φ t = (NomGDP t /RealGDP t )100, where NomGDP t is the nominal GDP and RealGDP t is the real GDP, both reported by the National Institute of Statistics of Chile. δ it is the real depreciation rate, defined as δ it = Dep it /BNP it , where Dep it is the book depreciation.
I it is the new investment in property, plant, and equipment (capital expenditure), which is defined as I it = BNP it -BNP it-1 + Dep it . 
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