Asymptotic confidence intervals of location parameters are proposed in oneand two-sample models. These are robust procedures based on scale-invariant Mstatistics. The one-sample procedures have the same robustness as Huber's Mestimators. Furthermore although the symmetry of the underlying distribution is needed in the asymptotic theory of Huber's M-estimators, the proposed procedures do not demand the symmetry in the two-sample model. The asymptotic efficiency of the proposed confidence intervals is given by a numerical integration.
Introduction
Let X 1 , . . . , X n be a random sample from an absolutely continuous distribution function F ((x − µ)/σ). We denote the density of F (x) by f (x). For convenience, we assume as an estimator of µ and called it M-estimator, where ψ(x) is monotone increasing and strictly negative (positive) for large negative (positive) values of x. Furthermore, he showed that the M-estimator given by taking ψ(x) = max{min{x, c 0 }, −c 0 } for some positive constant c 0 has the minimax asymptotic variance among a class of estimators defined by the solution of (1.2) through the function ψ(·) over the class of distributions that the underlying distribution is in -contamination neighborhood of a normal distribution. Huber (1981) reviewed further progressive results of M-estimators. Shiraishi (2003) showed that (i) the M-estimator is a little less efficient than the sample mean for the case where the underlying distribution is normal, and that (ii) the M-estimator is more efficient than the sample mean for the case where the underlying distribution is not normal. Jurečková and Sen (1996) discussed robust confidence intervals based on M-statistics. However the statistics are not scale-invariant. Since the scale parameter of the underlying distribution is unknown in the data analysis, we discuss robust confidence intervals which are scale-invariant. The optimum choice of parameter for confidence interval is discussed by using a Monte Carlo simulation.
Next let X 1 , . . . , X n 1 and Y 1 , . . . , Y n 2 be two samples from populations with absolutely continuous distribution functions F ((x − µ 1 )/σ) and F ((x − µ 2 )/σ) respectively. Shiraishi (1996) proposed scale-invariant M-estimators for difference of the two means δ = µ 1 − µ 2 . The asymptotic property of the proposed estimators was discussed. For the two-way layouts, Shiraishi (1993 Shiraishi ( , 1998 Shiraishi ( , 1999 Shiraishi ( , 2001 ) discussed scale-invariant M-estimators of location parameters. In the two-sample model, we discuss asymptotic confidence intervals for δ, based on Shiraishi's Mestimators. The proposed statistics are scale-invariant. Furthermore although the symmetry of the underlying distribution is needed in the asymptotic theory of Huber's M-estimators, the proposed procedures do not demand the symmetry in the two-sample model.
Lastly the asymptotic efficiency of the proposed procedures relative to the classical normal procedures is expressed, and it is calculated by numerical value integration. It can be seen that the proposed procedures are more efficient than the classical normal procedures except for the case where the underlying distribution is normal. Especially, the proposed procedures are fairly efficient for the asymmetric distributions in the two-sample model.
The present paper generalizes the confidence intervals stated in textbook of Shiraishi (2003) . Furthermore this gives the proof for the asymptotic results of the textbook.
One-sample confidence interval
For function Ψ(x) defined on R and for constants ∆, ω and ρ > 0, let us put
and
respectively, where
We impose the following conditions. (c.1); f (x) is symmetrical about 0, i.e.,
Proceeding as in the proof of Lemma 3.1 of Shiraishi (1996) , we get Theorem 2.1. 
Proof. The condition (c.1) and the skew symmetry of Ψ(x) give e(Ψ) = 0. Combining this fact with Theorem 2.1, we get the conclusion. 
Let us put
whereσ n is a consistent estimator of some constant ρ > 0 satisfying the condition
. We refer to the solutionμ n of T M (µ) = 0 as M-estimator. We impose the condition (c.5) on ψ(·).
(c.5); ψ(x) is nondecreasing and skew symmetrical. There exists a constant c such that
By using Corollary 2.2 given by Ψ(x) = ψ(x), along the lines on the proofs of Lemma 4.1-4.5 of Jurečková (1971) , we can show
where
Let us putη
Then by applying Ψ(·) = ψ(·) and ∆ 2 = ∆ in Corollary 2.3, we get
By choosing C 1 , C 2 and n sufficiently large for any positive and 0 , Corollary 2.2, the condition (c.4), and (2.6) give (the right hand side of (2.8)) ≤ 0 .
Hence, we have
Moreover, let us putĉ
Then by applying Ψ(x) = {ψ(x)} 2 to Theorem 2.1, we get
From (2.6), (2.9) and (2.10), we get 
Theorem 2.4 implies that the asymptotic confidence interval does not depend on ∆. However we must decide the value of ∆. Hence a simulation study for the goodness ofη n estimating d(ψ)/σ is done, based on
where med(X) denotes the sample median among {X 1 , . . . , X n }, and Φ(x) denotes the standard normal distribution function. From Table 5 .2 of Shiraishi (2003) , this score function ψ(x) is approximately the optimum choice which gives the minimax asymptotic variance on 0.05-contaminated normal neighborhood {f (x) = 0.95φ(x) + 0.05h(x) : φ(x) is a standard normal density and h(x) is any symmmetric density}. Welsh (1986) showed thatσ n satisfies (c.4) for ρ = σF −1 (0.75)/Φ −1 (0.75). Henceσ n is a consistent estimator of ρ. Further discussion forσ n is seen in Ando and Kimura (2003) and Rousseeuw and Croux (1993) . The underlying distributions F (x) chosen here are normal; N (0, 1), logistic distribution, contaminated normal; 0.95N (0, 5/7) + 0.05N (0, 45/7), and double exponential.η n depends on ∆. From (2.9),η n is a consistent estimator for η = d(ψ)/σ. We simulate the mean squared error ofη n (MSE) given by E{(η n − η) 2 } in Table 1 for n = 20, 30, 50 and ∆ = 3.5, 7.0 (0.5). The values of the MSE are estimated by Monte-Carlo simulation from 2, 000 samples. From Table 1 , we may decide ∆ = 5.5 as the best choice. 
Two-sample confidence interval
We suppose (1.1). Then we get E(
We do not impose the symmetry on f (x).
where n = n 1 + n 2 , d(Ψ) and e(Ψ) are defined by (2.3) and (2.4) respectively. We add the condition (c.6); 0 < lim n→∞ n 1 /n = λ < 1. Then from the discussion similar to the proof of Theorem 2.1, we can derive Lemma 3.1.
Lemma 3.1. Suppose that (c.2), (c.3) and (c.6) are satisfied. Then we get, for positive C 1 , C 2 , C 3 , and ,
Hence from a direct application of Lemma 3.1, we have Theorem 3.2.
Theorem 3.2. Suppose that the assumptions of Lemma 3.1 are satisfied. Then we get, for positive C 1 , C 2 , C 3 , and ,
We can derive the solutionθ n of T * M (θ) = 0. Shiraishi (2003) proposed δ n = (1 + n 1 /n 2 ) ·θ n as a robust estimator of δ = µ 1 − µ 2 .σ n is a consistent estimator of some constant ρ satisfying (c.4). By applying Ψ(x) = ψ(x) to Theorem 3.2, we get
Then by applying Ψ(x) = ψ(x) to Theorem 3.2, as in the proof of (2.9), we get
Then by the discussion similar to the proof of (2.10), we find
Hence we can obtain Theorem 3.3. 
is an asymptotically distribution-free 100(1 − α) percent confidence interval for δ.
Theorem 3.3 implies that the asymptotic confidence interval does not depend on ∆. However we must decide the value of ∆. Hence a simulation study for the goodness ofη n estimating d(ψ)/σ is done, based on ψ(x) given by (2.11) and
where we define Z 1 , . . . , Z n by Henceσ n is a consistent estimator of ρ = (
The underlying distributions F (x) chosen here are normal; N (0, 1), logistic distribution, contaminated normal; 0.95N (0, 5/7) + 0.05N (0, 45/7), and double exponential.η n depends on ∆. From (3.2),η n is a consistent estimator for η = d(ψ)/σ. We simulate the mean squared error ofη n (MSE) given by E{(η n − η) 2 } in Table 2 for n = 20, 30 and ∆ = 3.5, 7.0 (0.5). The values of the MSE are estimated by Monte-Carlo simulation from 2, 000 samples. From Table 2 , we may decide ∆ = 5.0 as the best choice.
Asymptotic efficiency
For two sequences of 100
where γ is a nonnegative constant. Then we define the asymptotic relative efficiency (ARE) of CI 1n relative to CI 2n by ARE(CI 1n , CI 2n ) = γ.
(i) One-sample case: CR 1 denotes the robust confidence interval of Theorem 2.4 based on ψ(x) andσ n defined by (2.11) and (2.12) respectively. The normal theory confidence interval is given by
whereX n denotes the sample mean. Then by using (2.9) and (2.10), ARE(CR 1 , CR 2 ) is equal to
Let us put ξ = Φ −1 (0.75)/F −1 (0.75). Then using integration by parts, (4.1) becomes
The values of ARE(CR 1 , CR 2 ) are given in Table 3 . The underlying distributions chosen here are normal; N (0, 1), logistic distribution, contaminated normal; 0.95N (0, 5/7) + 0.05N (0, 45/7), and double exponential. From Table 3 , we can see that the proposed confidence interval is more efficient than the normal theory confidence interval except for the case where the underlying distribution is normal. Under the normal distribution, the proposed confidence interval is nearly efficient to the normal theory confidence interval. (ii) Two-sample case: CR * 1 denotes the robust confidence interval of Theorem 3.3 based on ψ(x) andσ n defined by (2.11) and (3.4) respectively. The normal theory confidence interval is given by
Then by using (3.2) and (3. The values of ARE(CR * 1 , CR * 2 ) are given in Table 4 . The underlying distributions chosen here are normal; N (0, 1), logistic distribution, contaminated normal; 0.95N (0, 5/7)+0.05N (0, 45/7), double exponential, exponential, and asymmetric contaminated normal; 0.95N (−0.1, 0.76064 2 ) + 0.05N (1.9, 9 × 0.76064 2 ). From Table 4 , we can see that the proposed confidence interval is more efficient than the normal theory confidence interval except for the case where the underlying distribution is normal. Especially its efficiency is remarkably larger than 1 for the asymmetric underlying distributions. Under the normal distribution, the proposed confidence interval is nearly efficient to the normal theory confidence interval. 
