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THE SYMPLECTIC FERMION RIBBON QUASI-HOPF ALGEBRA
AND THE SL(2,Z)-ACTION ON ITS CENTRE
V. FARSAD, A.M. GAINUTDINOV, I. RUNKEL
Abstract. We introduce a family of factorisable ribbon quasi-Hopf algebras Q(N) for N
a positive integer: as an algebra, Q(N) is the semidirect product of CZ2 with the direct
sum of a Graßmann and a Clifford algebra in 2N generators. We show that RepQ(N) is
ribbon equivalent to the symplectic fermion category SF(N) that was computed in [Ru]
from conformal blocks of the corresponding logarithmic conformal field theory. The latter
category in turn is conjecturally ribbon equivalent to representations of Vev, the even part of
the symplectic fermion vertex operator super algebra.
Using the formalism developed in [FGR] we compute the projective SL(2,Z)-action on the
centre of Q(N) as obtained from Lyubashenko’s general theory of mapping class group actions
for factorisable finite ribbon categories. This allows us to test a conjectural non-semisimple
version of the modular Verlinde formula: we verify that the SL(2,Z)-action computed from
Q(N) agrees projectively with that on pseudo trace functions of Vev.
keywords: quasi-Hopf algebras, ribbon categories, Kac-Moody (super)algebras, vertex op-
erator algebras, Verlinde formula.
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2 V. FARSAD, A.M. GAINUTDINOV, I. RUNKEL
1. Introduction
This paper constitutes the first test of the conjectural modular Verlinde formula for non-
semisimple theories proposed in [GR2]. The test is carried out for a family of examples
called symplectic fermions. These are the simplest logarithmic conformal field theories [Kau],
consisting of the untwisted and Z2-twisted sector of a free theory (namely purely odd free
superbosons, see [Ru]). They are parametrised by the natural number N (that counts the
number of pairs of the fermionic fields) and have central charge c = −2N. We will now
describe the modular Verlinde formula in more detail and then outline the contents of the
present paper.
The modular Verlinde formula originated in [Ve] and has been proven in various settings.
The context relevant for us is that of C2-cofinite, simple and self-dual vertex operator alge-
bras V which are non-negatively graded. To prove the modular Verlinde formula one needs
to establish the following two statements:
(1) RepV is a factorisable finite ribbon category, see e.g. [FGR, Sec. 4] for conventions
and references.
(In RepV one can then use the categorical Verlinde formula, a purely algebraic state-
ment. See [Tu, Thm. 4.5.2] for the semisimple case and [GR2, Thm. 3.9] in general.)
(2) The projective SL(2,Z)-action on the endomorphisms of the identity functor of RepV
computed from [Ly1] agrees with that on the torus one-point functions C1(V ) of V .
(The precise formulation is given below; for the Verlinde formula, agreement for the
S-generator is enough.)
We refer to the introduction of [GR2] for more details and references. In the case that RepV
is in addition semisimple, parts 1 and 2 were proven in [Hu1, Hu2]. The above formulation of
parts 1 and 2 – which is applicable also in the non-semisimple case – was given as conjectures
in [GR2, Sec. 5]. See also [CG] for related results. The precise formulation of part 2 is that
the two SL(2,Z)-actions (one projective, one not) on End(IdRepV ) constructed in (a) and
(b) below agree projectively:
(a) VOA side: Pick a projective generator G of RepV and let E = EndV (G). Write
C(E) = {ϕ ∈ E∗ |ϕ(fg) = ϕ(gf) for all g, f ∈ E } for the central forms on E. An
element ϕ ∈ C(E) defines a pseudo-trace function ξϕG [Mi, AN], providing a linear
map
(1.1) ξG : C(E)→ C1(V ) ,
see [GR2, Sec. 4] and Section 6.1 for more details and references. Conjecturally, ξG
is an isomorphism [GR2, Conj. 5.8]. There is a linear (i.e. non-projective) action of
SL(2,Z) on C1(V ) [Zh] which by pullback along ξG gives an SL(2,Z)-action on C(E).
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Denote the modular S-transformation on torus one-point functions by SV : C1(V )→
C1(V ) and write δ ∈ C(E) for the central form that gets mapped to the modular S-
transformation of the vacuum character, ξδG = SV (χV ). Conjecturally, δ provides
a non-degenerate central form on E, i.e. it turns E into a symmetric Frobenius al-
gebra [GR2, Conj. 5.10]. One obtains an isomorphism between central forms and
the centre of E via C(E) → Z(E), z 7→ δ(z · −), see e.g. [Br, Lem. 2.5]. Since
Z(E) ∼= End(IdRepV ), altogether we get an isomorphism δˆ : End(IdRepV ) ∼−→ C(E).
Via pullback, we finally obtain a linear SL(2,Z)-action on End(IdRepV ).
(b) Categorical side: Abbreviate C := RepV , a factorisable finite ribbon category by
part 1 of the above conjecture. Let L be the universal Hopf algebra in C, which can
be defined as the coend L = ∫ U∈C U∗ ⊗ U [Ma1, Ly1], see also [FGR, Sec. 2 & 3] for
more details. One can equip L with a normalised integral ΛL, which is unique up to
a sign. In [Ly1] a projective SL(2,Z)-action is constructed on the Hom-space C(1,L)
using the non-degenerate Hopf pairing on L and the ribbon twist to define the action
of the S- and T -generator, respectively. There is an isomorphism C(1,L) ∼= End(IdC),
and one thus obtains a projective SL(2,Z)-action on End(IdC), see e.g. [FGR, Sec. 5].
This projective action only depends on C and the choice of sign for the integral ΛL
[FGR, Prop. 5.3], and different sign choices result in actions that agree projectively.
Let us summarise what has been proven in the symplectic fermions example with regard to
points (a) and (b), followed by what is still missing before one has established the Verlinde
formula is this case.
(a) VOA side for symplectic fermions: Denote the even part of the vertex operator super
algebra of N pairs of symplectic fermions by Vev [Ab]. Its central charge is c = −2N.
In [DR1, Ru] a factorisable finite ribbon category SF(N) was obtained via a conformal
block calculation, and it is known that there is a faithful C-linear functor SF(N) →
RepVev (Proposition 6.1, due to [Ab]), which, conjecturally, is a ribbon equivalence,
see below. We review the category SF(N) in Section 2. One can choose a projective
generator G in SF(N) and use the above faithful functor to compute pseudo-trace
functions, their behaviour under modular transformations, and the pullback to C(E)
and to End(IdSF) ([GR2, Cor. 6.9] and Theorem 6.7).
(b) Categorical side for symplectic fermions: General expressions for the universal Hopf
algebra L and its structure maps are known in the semisimple case, for representations
of Hopf algebras [Ly2, Ke2], and of quasi-Hopf algebras [FGR, Sec. 7]. In this paper,
we first generalise the construction of [GR1] to N > 1 and give a ribbon quasi-Hopf
algebra Q(N) such that SF(N) ' RepQ(N) as ribbon categories. Then we apply the
results in [FGR, Sec. 8] to compute the projective SL(2,Z)-action on End(IdRepQ),
and hence on End(IdSF).
The main result of this paper is (Theorem 6.11):
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Theorem 1.1. Under the assumption that ξG from (1.1) is an isomorphism, the SL(2,Z)-
actions computed in part (a) and (b) for symplectic fermions agree projectively.
This does not yet prove the modular Verlinde formula for symplectic fermions. One still
needs to show that SF(N) ' RepVev as ribbon categories [DR3, Conj. 7.4] and that the
pseudo-trace functions of [AN] indeed provide a bijection between C(E) and C1(Vev) [GR2,
Conj. 5.8].
After stating the main result, we now describe the contents of this paper in more detail.
The present paper is the sequel to [FGR], where the construction of the projective action
of the mapping class group of the torus for factorisable finite ribbon categories from [Ly1]
is made explicit for quasi-Hopf algebras. This generalises the treatment for Hopf algebras
in [LM]. Below, we specialise the general results in [FGR] to the symplectic fermion example.
To do so, we first need to realise the category SF(N) as the representation category of a
quasi-Hopf algebra.
From the construction of SF it is natural to make it depend on another discrete parameter β
which satisfies β4 = (−1)N, that is, we have factorisable finite ribbon categories SF(N, β)
which for the choice β = e−ipiN/4 are conjecturally ribbon-equivalent to RepVev, see Sections 2
and 6.1. The categories SF(N, β) all have integral Perron-Frobenius dimensions. By [EGNO,
Prop. 6.1.14], such categories can be realised as representations of a quasi-Hopf algebra. The
main technical contribution of this paper is to introduce a new family of factorisable ribbon
quasi-Hopf algebras Q(N, β) such that the following holds (Theorem 3.6):
Theorem 1.2. RepQ(N, β) ' SF(N, β) as C-linear ribbon categories.
The proof of this theorem goes via two intermediate quasi-Hopf algebras, one in Svect and
one in vect, and takes up the bulk of this paper.
The detailed definition of Q(N, β) is given in Section 3.1. We refer to [FGR, Sec. 6.1] for
our conventions on quasi-Hopf algebras. As an algebra over C, Q(N, β) is generated by K and
f±i , i = 1, . . . ,N, subject to the relations
(1.2) {f±i ,K} = 0 , {f+i , f−j } = δi,j 12(1− K2) , {f±i , f±j } = 0 , K4 = 1 ,
where {x, y} = xy+yx is the anticommutator. Define the central idempotents e0 := 12(1+K2)
and e1 :=
1
2
(1− K2). Then the coproduct is given by
∆(K) = K⊗ K− (1 + (−1)N)e1 ⊗ e1 · K⊗ K ,(1.3)
∆(f±i ) = f
±
i ⊗ 1 + (e0 ± ie1)K⊗ f±i .
The counit is defined by ε(K) = 1 and ε(f±i ) = 0. From the coproduct one sees that K is
group-like only for odd N. The coassociator lives in the Hopf-subalgebra generated by powers
of K and takes the simple form
(1.4) Φ = 1⊗ 1⊗ 1 + e1 ⊗ e1 ⊗
{
(KN − 1)e0 + (β2(iK)N − 1)e1
}
.
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This should be contrasted with the much more complicated coassociator given in [GR1], where
– for a different quasi-Hopf algebra Qˆ(N, β) and for N = 1 only – the ribbon equivalence
Rep Qˆ(1, β) ' SF(1, β) was first established. In Appendix B.6 we show that Qˆ(N, β) is
twist-equivalent to Q(N, β).
Remark 1.3.
(1) We have not made explicit what the qualifier ‘symplectic’ refers to. But let us at least
point out that in [DR1], SF(N, β) is constructed from a 2N-dimensional symplectic
vector space and from the constant β. It is furthermore shown in [DR1, Rem. 5.4]
that SF(N, β) carries a faithful action of SP (2N,C) by ribbon equivalences.
(2) Within a bosonic free-field theory, it was recently shown in [FL] that Vev is the W -
algebra constructed as the kernel of (short) screenings in a lattice vertex operator
algebra of type BN, and with the lattice rescaled by
√
p for p = 2. In this context,
the symplectic symmetry sp(2N) comes from the action of long screenings. A similar
interplay between BN and CN root lattices exists on the quantum group side due to
the Frobenius homomorphism, studied for this case in [Le].
(3) For N = 1, Vev agrees withW(p), the vertex operator algebra of theWp-triplet models,
in the case p = 2, see [Kau]. For p ≥ 2 a factorisable ribbon quasi-Hopf algebra is
constructed in [CGR] whose representation category is conjecturally ribbon-equivalent
to that ofW(p). The quasi-Hopf algebra in question is a modification of the restricted
quantum group for sl(2) which was used in the study of Wp-models in [FGST]. For
p = 2, this quasi-Hopf algebra indeed agrees with our Q for N = 1.
(4) The categories RepQ(N, β) ' SF(N, β) provide four of the 16 possible cases in the
classification of factorisable finite tensor categories containing a Lagrangian subcate-
gory of a certain form [GS].
In Section 2 we review the ribbon category SF(N, β). In Sections 3 and 4 we study
properties of Q(N, β) and the coend L in RepQ(N, β). For N even and β2 = 1, Q(N, β) is
a Hopf algebra, not just a quasi-Hopf algebra. If in addition β = 1, Q(N, β) is the Drinfeld
double of a generalisation of the Sweedler’s Hopf algebra, see Proposition 3.10. The structure
maps on the coend L = Q(N, β)∗ are given in Proposition 4.1.
In Section 5 we compute the SL(2,Z)-action on the centre Z(Q(N, β)), with the result
stated in Theorem 5.3, and in Section 6 we carry out the comparison to the modular properties
of pseudo-trace functions as already described above. The three appendices take up almost
half of the paper and contain the more technical calculations and proofs.
Acknowledgements: We thank Christian Blanchet, Nathan Geer, Simon Lentner, Ehud
Meir, and Hubert Saleur for helpful discussions. The work of AMG was supported by CNRS.
AMG also thanks Mathematics Department of Hamburg University for kind hospitality.
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Convention: We will make frequent references to the prequel [FGR] of the present paper,
and we will abbreviate such references by “I:. . . ”. E.g. we write “Section I:2” instead of
[FGR, Sec. 2].
2. The ribbon category SF
In this section we review the definition of the categories SF(N, β) introduced in [DR1, Ru],
see also [DR2] for a summary. These are finite ribbon categories (see Sections I:2.1 and I:4.1
for notation and conventions) which depend on two parameters:
(2.1) N ∈ N = {1, 2, . . . } and β ∈ C such that β4 = (−1)N .
We will refer to SF(N, β) as the category of N pairs of symplectic fermions, and we will
abbreviate SF := SF(N, β).
2.1. SF as an abelian category. Let Λ be the 22N-dimensional Graßmann algebra over C
generated by ai, bi with defining relations
{ai, aj} = {bi, bj} = {ai, bj} = 0 , i, j = 1, . . . ,N .(2.2)
By giving c ∈ {a1, b1, . . . , aN, bN} odd parity and defining ∆(c) = c⊗ 1 + 1⊗ c, ε(c) = 0 and
S(c) = −c we get a Hopf algebra in Svect. Let Reps.v.Λ be the category of finite dimensional
super-vector spaces with a Λ-action. The category SF = SF(N, β) is defined as
(2.3) SF := SF0 ⊕ SF1 where SF0 := Reps.v.Λ , SF1 := Svect.
Note that SF0 is not semi-simple. A choice of representatives for the isomorphism classes of
simple objects in SF is
1 := C1|0 ∈ SF0 , T := C1|0 ∈ SF1 ,(2.4)
Π1 := C0|1 ∈ SF0 , ΠT := C0|1 ∈ SF1 ,
where Π denotes the parity exchange endofunctor on Svect, and the Λ-action on 1 and Π1
is trivial. The projective covers of the simple objects are
P1 = Λ , PT = T ,(2.5)
PΠ1 = ΠΛ , PΠT = ΠT .
We will now endow SF step by step with the structure of a ribbon category.
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2.2. Tensor product. Given two objects X, Y ∈ SF we define a tensor product functor
∗ : SF × SF → SF as follows:
(2.6) X ∗ Y =

X Y X ∗ Y
SF0 SF0 X ⊗Reps.v.Λ Y ∈ SF0
SF0 SF1 F (X)⊗Svect Y ∈ SF1
SF1 SF0 X ⊗Svect F (Y ) ∈ SF1
SF1 SF1 Λ⊗Svect X ⊗Svect Y ∈ SF0
Here, F : Reps.v.Λ→ Svect stands for the forgetful functor. By X ⊗Reps.v.Λ Y we mean the
tensor product in Svect with Λ-action via the coproduct. In more detail, denote by
(2.7) τ s.v.X,Y : X ⊗Svect Y −→ Y ⊗Svect X , τ s.v.X,Y (x⊗ y) = (−1)|x||y|y ⊗ x ,
the symmetric braiding in Svect, where x, y are homogeneous elements. Then the action of
an element g ∈ Λ on x⊗ y ∈ X ⊗Svect Y is then given by
g.(x⊗ y) = (ρX ⊗ ρY ) ◦ (id⊗ τ s.v.Λ,X ⊗ id) ◦ (∆(g)⊗ x⊗ y)(2.8)
=
∑
(g)
(−1)|g′′||x|(g′.x)⊗ (g′′.y) where ∆(g) =
∑
(g)
g′ ⊗ g′′ ,
where ρX and ρY give the action of Λ on X and Y .
On morphism, we define the tensor product in all cases beside the last one to be f∗g = f⊗g.
If f, g ∈ SF1 we set f ∗ g = idΛ ⊗ f ⊗ g.
For the remainder of this section we will drop the subscripts from the tensor products
⊗Svect and ⊗Reps.v.Λ for brevity.
2.3. Associator. Both, the associator and the braiding depend on β from (2.1) and on a
copairing C on Λ given by [DR1, Eqn. (5.5)]
(2.9) C :=
N∑
i=1
bi ⊗ ai − ai ⊗ bi ∈ Λ⊗ Λ .
The associator is a natural family of isomorphisms
αSFX,Y,Z : X ∗ (Y ∗ Z)→ (X ∗ Y ) ∗ Z ,
which is defined sector by sector by the following eight expressions (see [Ru, Thm. 6.2] and
[DR1, Sect. 5.2 & Thm. 2.5]):
X Y Z X ∗ (Y ∗ Z) (X ∗ Y ) ∗ Z αSFX,Y,Z : X ∗ (Y ∗ Z)→ (X ∗ Y ) ∗ Z
0 0 0 X ⊗ Y ⊗ Z X ⊗ Y ⊗ Z idX⊗Y⊗Z
0 0 1 X ⊗ Y ⊗ Z X ⊗ Y ⊗ Z idX⊗Y⊗Z
0 1 0 X ⊗ Y ⊗ Z X ⊗ Y ⊗ Z exp(C(13))
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1 0 0 X ⊗ Y ⊗ Z X ⊗ Y ⊗ Z idX⊗Y⊗Z
0 1 1 X ⊗ Λ⊗ Y ⊗ Z Λ⊗X ⊗ Y ⊗ Z
[{
idΛ ⊗ (ρX ◦ (S ⊗ idX))
}
◦ {∆⊗ idX} ◦ τ s.v.X,Λ]⊗ idY⊗Z
1 0 1 Λ⊗X ⊗ Y ⊗ Z Λ⊗X ⊗ Y ⊗ Z exp(C(13))
1 1 0 Λ⊗X ⊗ Y ⊗ Z Λ⊗X ⊗ Y ⊗ Z {idΛ⊗X⊗Y ⊗ ρZ} ◦ {idΛ ⊗ τ s.v.Λ,X⊗Y ⊗ idZ}
◦ {∆⊗ idX⊗Y⊗Z}
1 1 1 X ⊗ Λ⊗ Y ⊗ Z Λ⊗X ⊗ Y ⊗ Z {φ⊗ idX⊗Y⊗Z} ◦ {τ s.v.X,Λ ⊗ idY⊗Z}
The underlines mark on which tensor factors Λ acts (hence they appear only when the triple
tensor product lies in SF0, i.e. when an even number of sectors ‘1’ appear). With C(13) denote
C1 ⊗ 1⊗ C2 where C =
∑
(C) C1 ⊗ C2. Hence, the action of C(13) is given by
(2.10) C(13)(x⊗ y ⊗ z) = (−1)(|x|+|y|)
N∑
i=1
bi.x⊗ y ⊗ ai.z − ai.x⊗ y ⊗ bi.z ,
for homogeneous x, y, z. The linear map φ : Λ→ Λ is given by
(2.11) φ = (id⊗ (ΛcoΛ ◦ µΛ)) ◦ (exp(−C)⊗ id) ,
where µΛ is the multiplication in Λ and ΛcoΛ ∈ Λ∗ is a specific cointegral for Λ [DR1, Eqn. (5.16)].
Namely, ΛcoΛ is non-vanishing only in the top degree of Λ, and there it takes the value
(2.12) ΛcoΛ (a1b1 · · · aNbN) = β−2 .
2.4. Braiding. For X ∈ Svect denote by
(2.13) ωX : X
∼−−→ X , ωX(x) = (−1)|x| x ,
the parity involution on X. The family X 7→ ωX is a natural monoidal isomorphism of the
identity functor on Svect.
The braiding on SF is given – again sector by sector – by the following family of natural
isomorphisms cX,Y (see [Ru, Thm. 6.4] and [DR1, Sect. 5.2 & Thm. 2.8]):
(2.14)
X Y cX,Y : X ∗ Y → Y ∗X
0 0 τ s.v.X,Y ◦ exp(−C)
0 1 τ s.v.X,Y ◦
{
κ⊗ idY
}
1 0 τ s.v.X,Y ◦
{
idX ⊗ κ
} ◦ {idX ⊗ ωY }
1 1 β · (idΛ ⊗ τ s.v.X,Y ) ◦ {Rκ−1 ⊗ idX ⊗ ωY }
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Here, κ := exp
(
1
2
Cˆ
)
where Cˆ = µΛ(C) =
∑N
i=1−2aibi and Ra is the right multiplication with
a ∈ Λ:
Ra : Λ→ Λ, Ra = µΛ ◦ (idΛ ⊗ a) .(2.15)
If a is parity-even, this is indeed a morphism in Svect, and, since it commutes with the
Λ-action, it is also a morphism in SF .
Recall the definition of a factorisable braided tensor category from Definition I:4.7. A key
property of SF is:
Proposition 2.1. The finite braided tensor category SF is factorisable.
Proof. In [DR1, Proposition 5.3] it is shown that the full subcategory of transparent objects
in SF is vect. Thus SF fulfils one of equivalent factorisability conditions in [Sh2] (see
Section I:4.3 for a summary in our notation). 
2.5. Left duality. Our conventions for duality morphisms are given in Section I:2.1. By
convention, for X ∈ Svect we choose the left-dual X∗ and the associated duality maps
evSvectX , coev
Svect
X to be the same as for the underlying vector space.
For X ∈ SF i, i = 0, 1, we define the left dual object X∗ ∈ SF i to be the dual in Svect as
super-vector space. For X ∈ SF0, X∗ is furthermore equipped with the Λ-action
(2.16) ρX∗ : Λ⊗X∗ → X∗ , g ⊗ ϕ 7→ (x 7→ (−1)|g|(|ϕ|+1)ϕ(g.x)) .
The evaluation and coevaluation maps in SF are induced from those in Svect as follows
[DR1, Sec. 3.6] (note that for X ∈ SF1 we have X∗ ∗X = Λ⊗X∗ ⊗X):
(2.17)
X evSFX : X
∗ ∗X → 1 coevSFX : 1→ X ∗X∗
0 evSvectX coev
Svect
X
1 εΛ ⊗ evSvectX ΛΛ ⊗ coevSvectX
Here, εΛ is the counit for Λ, and ΛΛ = β2a1b1 · · · aNbN is the integral for Λ normalised with
respect to the cointegral in (2.12) such that ΛcoΛ (ΛΛ) = 1.
2.6. Ribbon twist. The ribbon twist isomorphisms θX are given in [DR1, Prop. 4.17]:
(2.18)
X θX : X → X
0 exp(−Cˆ)
1 β−1 · ωX
The twist isomorphisms satisfy
(2.19) θX∗Y = (θX ⊗ θY ) ◦ cY,X ◦ cX,Y , θX∗ = θ∗X .
For later reference we note that on the four simple objects in (2.4), the twist is given by
(2.20) θ1 = id1 , θΠ1 = idΠ1 , θT = β
−1 idT , θΠT = −β−1 idΠT .
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We summarise Proposition 2.1 and the ribbon structure on SF reviewed in this section by
the following theorem.
Theorem 2.2. SF(N, β) is a factorisable finite ribbon category for all choices of N and β as
in (2.1).
3. The ribbon quasi-Hopf algebra Q
In this section we define the central object of this paper, the family of ribbon quasi-Hopf
algebras Q(N, β), where the parameters N and β are constrained as in (2.1). The main result
of this section is a ribbon equivalence between RepQ(N, β) and SF(N, β).
Our conventions on quasi-Hopf algebras, universal R-matrices, etc., are given in Section I:6.
In this section we will abbreviate Q := Q(N, β).
3.1. Definition of Q. In defining the ribbon quasi-Hopf algebra Q, we will first list all of its
data – starting with the product and ending with the ribbon element – and only afterwards
we will prove that it satisfies the necessary properties.
We start by giving Q as an associative unital algebra over C via generators and relations.
The generators are
(3.1) K and f±i , i = 1, . . . ,N .
Define the elements
e0 :=
1
2
(1 + K2) , e1 :=
1
2
(1− K2) .(3.2)
Using these, the defining relations of Q can be written as, for i, j = 1, . . . ,N,
(3.3) {f±i ,K} = 0 , {f+i , f−j } = δi,je1 , {f±i , f±j } = 0 , K4 = 1 ,
where {x, y} = xy + yx is the anticommutator. With these relations, e0 and e1 become
central idempotents in Q. The corresponding decomposition of Q into ideals is
(3.4) Q = Q0 ⊕ Q1 where Qi := eiQ .
It is easy to check that restricted to each ideal, the algebra structure of Q becomes
(3.5) Q0 = Λ2N o CZ2 , Q1 = Cl2N o CZ2 .
Here, Λ2N is the Graßmann algebra of the 2N generators f
±
i e0 while CZ2 stands for the group
algebra of Z2 generated by Ke0. Similarly, Cl2N is the Clifford algebra generated by f
±
i e1,
while the generator of Z2 is iKe1. In particular, we see that
(3.6) dimCQ = 2
2N+2
and that a basis of Q is
(3.7) Q = spanC
{
fε1i1 · · · fεmim Kn | 0 ≤ m ≤ N, 1 ≤ i1 < i2 < . . . < im ≤ N, εj = ±, n ∈ Z4
}
.
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Next we define the quasi-bialgebra structure of Q. The coproduct on generators is
∆(K) = K⊗ K− (1 + (−1)N)e1 ⊗ e1 · K⊗ K ,(3.8)
∆(f±i ) = f
±
i ⊗ 1 + ω± ⊗ f±i , ω± := (e0 ± ie1)K .
We will show in Lemma 3.3 below that ∆ is well-defined and an algebra map. The counit is
(3.9) ε(K) = 1 , ε(f±i ) = 0 .
We remark that K itself is group-like only for odd N. However, one quickly verifies that
(3.10) K2 , KN are group-like for all N .
The co-associator and its inverse are
(3.11) Φ±1 = 1⊗ 1⊗ 1 + e1 ⊗ e1 ⊗
{
(KN − 1)e0 + (β2(±iK)N − 1)e1
}
.
For the quasi-Hopf algebra structure on Q we still need to specify the antipode S and the
evaluation and coevaluation elements α and β. They are:
S(K) = K(−1)
N
= (e0 + (−1)Ne1)K , α = 1 ,(3.12)
S(f±k ) = f
±
k (e0 ± (−1)N ie1)K , β = e0 + β2(iK)Ne1 .
Remark 3.1. For even N and β2 = 1 we have α = β = 1 and Φ = 1 ⊗ 1 ⊗ 1, so that
(pending the verification that the above data verifies the axioms) in these cases Q is a Hopf
algebra. For odd N on the other hand, the coproduct fails to be coassociative. For example,
(∆⊗ id) ◦∆(f−i ) = f−i ⊗ 1⊗ 1 + ω− ⊗ f−i ⊗ 1
(3.13)
+ K⊗ K · (e0 ⊗ e0 − ie0 ⊗ e1 − ie1 ⊗ e0 − (−1)Ne1 ⊗ e1)⊗ f−i ,
(id⊗∆) ◦∆(f−i ) = f−i ⊗ 1⊗ 1 + ω− ⊗ f−i ⊗ 1
+ K⊗ K · (e0 ⊗ e0 − ie0 ⊗ e1 − ie1 ⊗ e0 − e1 ⊗ e1)⊗ f−i .
Next we introduce a quasi-triangular structure on Q. Define the Cartan factor ρn,m as
(3.14) ρn,m =
1
2
1∑
i,j=0
(−1)iji−in+jmKi ⊗ Kj , n,m ∈ {0, 1} .
The universal R-matrix and its inverse are defined as
R =
( ∑
n,m∈{0,1}
βnmρn,men ⊗ em
)
·
N∏
k=1
(1⊗ 1− 2f−k ω− ⊗ f+k ) ,(3.15)
R−1 =
N∏
k=1
(1⊗ 1 + 2f−k ω− ⊗ f+k ) ·
( ∑
n,m∈{0,1}
β−nmρn,men ⊗ em
)
.
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Finally, the ribbon element of Q and its inverse are
v = (e0 − βiKe1) ·
N∏
k=1
(1− 2f+k f−k ) ,(3.16)
v−1 = (e0 − β−1iKe1) ·
N∏
k=1
(1 + 2f+k f
−
k K
2) .(3.17)
Proposition 3.2. The data (Q, ·,1,∆, ε,Φ, S,α,β, R,v) defines a ribbon quasi-Hopf algebra.
The proof of this proposition will be given after some preparation. The following lemma is
straightforward check on the generators of Q.
Lemma 3.3. The map ∆ defined in (3.8) is an algebra map.
Since ∆ is an algebra map, we can use it to define a tensor product functor
(3.18) ⊗ : RepQ×RepQ→ RepQ .
The central idempotents e0 and e1 behave under the coproduct as
(3.19) ∆(e0) = e0 ⊗ e0 + e1 ⊗ e1 , ∆(e1) = e0 ⊗ e1 + e1 ⊗ e0 ,
so that the tensor product (3.18) respects the Z2-grading RepQ = RepQ0 ⊕RepQ1.
Denote by
(3.20) τX,Y : X ⊗ Y −→ Y ⊗X , τX,Y (x⊗ y) = y ⊗ x ,
the symmetric braiding in vect. By acting with Φ, R nd v−1 we get families of isomorphisms
in RepQ
αRepQM,N,K : M ⊗ (N ⊗K)→ (M ⊗N)⊗K , m⊗ n⊗ k 7→ Φ.(m⊗ n⊗ k) ,(3.21)
cRepQM,N : M ⊗N → N ⊗M , m⊗ n 7→ τM,N(R.(m⊗ n)) ,(3.22)
θRepQM : M →M , m 7→ v−1.m .(3.23)
We will show in Lemma 3.5 below that the linear maps (3.21)–(3.23) are indeed morphisms
in RepQ, that they are natural and that αRepQ gives an associator, cRepQ a braiding and
θRepQ a twist in RepQ.
Definition 3.4. Let C be a monoidal category and D a category with a tensor product
functor ⊗D : D × D → D and tensor unit 1D. A functor F : C → D is called multiplicative
if there exists a family of natural isomorphisms ΘU,V : F(U ⊗C V )→ F(U)⊗D F(V ) and an
isomorphism Θ1 : F(1)→ 1.
If D in the above definition is a monoidal category as well (i.e. equipped with associator
and unit isomorphisms), a multiplicative functor is also called a quasi-tensor functor, see e.g.
[EGNO, Def. 4.2.5], i.e. we dropped the coherence conditions with the associators from the
definition of the tensor functor.
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Let F : C → D be a multiplicative equivalence. We now describe how F can be used to
transport structure from C to D.
• By transporting the associator from C to D along F we mean seeking a natural family
αDX,Y,Z , for X, Y, Z ∈ D, such that for all U, V,W ∈ C, the diagram
(3.24) F(U ⊗C (V ⊗C W ))
ΘU,V⊗CW

F(αCU,V,W ) // F((U ⊗C V )⊗C W)
ΘU⊗CV,W

F(U)⊗D F(V ⊗C W )
id⊗ΘV,W

F(U ⊗C V )⊗D F(W )
ΘU,V ⊗id

F(U)⊗D
(F(V )⊗D F(W )) αDF(U),F(V ),F(W ) // (F(U)⊗D F(V ))⊗D F(W )
commutes. Since F is an equivalence such an αD exists. Moreover, because αD is
natural and F is essentially surjective, αD is unique. By construction αD satisfies the
pentagon condition. The tensor unit structure (i.e. left and right unit morphisms) can
be transported in the same way which makes D a monoidal category.
• Suppose C is in addition braided. Transporting the braiding from C to D means
determining a family cDX,Y such that the following diagram commutes for all U, V ∈ C:
(3.25) F(U ⊗C V )
F(cCU,V ) //
ΘU,V

F(V ⊗C U)
ΘV,U

F(U)⊗D F(V )
cDF(U),F(V )
// F(V )⊗D F(U)
For the same reasons as above this diagram determines the cDX,Y uniquely and turns
D into a braided category.
• Suppose C is in addition ribbon. By transporting the ribbon twist we mean giving
a natural family θDX such that for all U ∈ C, θDF(U) = F(θCU). Again, the family θDX
is unique and turns D into a ribbon category (with braided monoidal structure as
above).
Lemma 3.5. The linear maps αRepQ, cRepQ, θRepQ in (3.21)–(3.23) are natural isomor-
phisms in RepQ. There exists a multiplicative equivalence F : SF → RepQ which transports
• the associator (2.3) of SF to αRepQ, and the unit isomorphisms of SF to those of the
underlying vector spaces in RepQ,
• the braiding (2.4) of SF to cRepQ,
• the ribbon twist (2.6) of SF to θRepQ.
The proof of this lemma is lengthy and tedious (and fills half of this paper). It is spread
across the Appendices A and B. In Appendix A we transport the structure morphisms of SF
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to an intermediate category of representations of a quasi-bialgebra in Svect. In Appendix B
we transport the structure morphisms further to a quasi-bialgebra in vect which, finally, we
exhibit to be a twisting of Q.
Proof of Proposition 3.2. By Lemma 3.5, αRepQ fulfils the pentagon identity (since αSF does
and F is multiplicative) and cRepQ the hexagon identities. Hence, RepQ is braided monoidal.
We conclude that (Q, ·,1,∆, ε, R) is a quasi-triangular quasi-bialgebra.
We will now show that S,α,β define a quasi-Hopf structure on Q, see I:6.1 for definitions.
A straightforward calculation shows that S, as defined on generators in (3.12), is compatible
with the relations on Q and hence provides an algebra anti-homomorphism on Q. It remains
to show the identities
(3.26)
∑
(a)
S(a′)αa′′ = ε(a)α ,
∑
(a)
a′βS(a′′) = ε(a)β ,
for all a ∈ S and
(3.27)
∑
(Φ)
S(Φ1)αΦ2βS(Φ3) = 1 ,
∑
(Φ−1)
(Φ−1)1βS((Φ−1)2)α(Φ−1)3 = 1 .
For example, to see the first equality in (3.27) one computes∑
(Φ)
S(Φ1)αΦ2βS(Φ3) = e0 + e1
(
β2(iK)N
)
S
(
β2(iK)N
)
(3.28)
= e0 + e1K
N((−1)NK)N = e0 + e1(−1)N2−N = 1 .
To see the first identity in (3.26) we define the linear map P := µ ◦ (S ⊗ id) : Q ⊗ Q → Q
where µ denotes the multiplication in Q and check that
P
(
∆(f±i )
)
= S(f±i ) + S
(
(e0 ± ie1)K
)
f±i(3.29)
= f±i K(e0 ± (−1)N ie1) + (e0 ± (−1)N ie1)Kf±i = 0 ,
P
(
∆(K)
)
= (e0 + (−1)Ne1)K2 − (1 + (−1)N)e1K2 = 1 .
For general basis elements fε1i1 · · · fεmim Kn from (3.7) and by defining f1 := fε1i1 and f :=
fε1i2 · · · fεmim Kn we get
P
(
∆(fε1i1 · · · fεmim Kn)
)
= P
(
∆(f1)∆(f)
)
=
∑
(f1),(f)
S(f ′1f
′)f ′′1 f
′′(3.30)
=
∑
(f)
S(f ′)P
(
∆(f1)
)
f ′′
(3.29)
= 0 ,
P
(
∆(Kn)
)
=
∑
(Kn−1)
S
(
(Kn−1)′
)
P
(
∆(K)
)
(Kn−1)′′ = P
(
∆(Kn−1)
)
= 1 ,
where the last equality follows by induction in n. The second identity in (3.26) can be shown
in a similar way.
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Having a quasi-Hopf structure we can now conclude from Lemma 3.5 that v defines a
ribbon element in Q. In particular, S(v) = v follows from the duality property of the twist
θU∗ = (θU)
∗ (one can verify that if this equality holds for one choice of left duality (−)∗ on
the category in question it holds for all choices of left duality). 
Another important consequence of Lemma 3.5 is the following theorem.
Theorem 3.6. SF(N, β) is ribbon equivalent to RepQ(N, β) for all choices of N and β as
in (2.1).
The precise definition of the equivalence functor F : SF → RepQ is given in Section B.8.
Remark 3.7. For fixed N, the quasi-triangular quasi-Hopf algebras Q(N, β) for the four
possible choices of β differ by abelian 3-cocycles for Z2. The 3rd abelian group cohomology
of Z2 is H3ab(Z2,C
×) = Z4 and it describes possible braided monoidal structures on RepZ2,
up to braided monoidal equivalence (see [JS] for details). A generator of H3ab(Z2,C
×) is given
by the class of (ω, σ), where ω is a 3-cocycle for group-cohomology with (writing Z2 = {0, 1}
additively) ω(1, 1, 1) = −1 and 1 else, and σ is a 2-cochain with only non-trivial value
σ(1, 1) = i. Multiplying the coassociator Φ by
∑
a,b,c∈Z2 ω(a, b, c) · ea ⊗ eb ⊗ ec and the R-
matrix by
∑
a,b∈Z2 σ(a, b) · ea ⊗ eb is equivalent to changing β to iβ. Repeating this makes β
run through its four possibilities.
3.2. Factorisability of Q. A finite-dimensional quasi-triangular quasi-Hopf algebra is called
factorisable if its representation category is factorisable in the sense of Definition I:6.5. A
direct definition in terms of the data of Q can be found in Remark I:6.6. It is shown in
Corollary I:7.6 that this definition is equivalent to the one given in [BT, Def. 2.1]. We obtain
the following corollary to Theorem 3.6:
Corollary 3.8. Q is a factorisable ribbon quasi-Hopf algebra.
Below in Lemma 4.2 we will give an alternative proof by verifying non-degeneracy of the
Hopf pairing of the universal Hopf algebra in RepQ by direct calculation.
3.3. Q(2n, 1) as a Drinfeld double. In Remark 3.1 we saw that for N = 2n and β2 = 1,
Q(N, β) is a Hopf algebra, not only a quasi-Hopf algebra. Combining this with Corollary 3.8
shows that Q(2n,±1) is a factorisable ribbon Hopf algebra. It turns out that as a quasi-
triangular Hopf algebra, Q(2n, 1) is isomorphic to a Drinfeld double, as we now explain.
Let H = H(N) be the algebra generated by the elements k and fi, i = 1, . . . ,N, subject to
the relations
{fi, fj} = 0 , {fi, k} = 0 , k2 = 1 .(3.31)
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We define the coproduct, counit and antipode on H(N) as (i = 1, . . . ,N)
∆(fi) = fi ⊗ k + 1⊗ fi , ∆(k) = k ⊗ k ,
ε(fi) = 0 , ε(k) = 1 , S(fi) = −fik , S(k) = k .
(3.32)
One can easily verify that we get an injective Hopf-algebra homomorphism H(N)→ Q(N, 1)
which is defined on generators by (see Appendix C for details)
(3.33) k 7−→ ω− = (e0 − ie1)K , fi 7−→ f−i ω− , i = 1, . . . ,N .
This embedding also proves that H(N) is indeed a Hopf algebra.
Remark 3.9. Above we defined H(N) for even N, but the definition works just as well for
odd N. In this case, the map (3.33) defines an embedding H(N) → Q(N + 1, 1) (or into
any Q(2n, 1) with 2n > N) and therefore H(N) is a Hopf algebra for all N ∈ N. Note that
H(1) is Sweedler’s 4-dimensional Hopf algebra, so that for N > 1 we have a generalisation of
Sweedler’s Hopf algebra which is different from the Taft Hopf algebra. In fact, H(N) is the
Hopf algebra associated to (or bosonisation of) the super-group algebra ΛCN, see e.g. [AEG,
Sec. 3.4].
Proposition 3.10. For N ≥ 1, the Drinfeld double of H(N) is isomorphic to Q(N, β) as a
C-algebra. For even N and β = ±1 the Drinfeld double of H(N) is isomorphic to Q(N, β) as
a Hopf algebra. Moreover, if β = 1 this isomorphism is an isomorphism of quasi-triangular
Hopf algebras.
The proof of this proposition is given in Appendix C.
Remark 3.11.
(1) The double of H(N) has also been constructed in [BN]. It appears in [GS] in the
classification of factorisable tensor categories which contain RepH(N) as a Lagrangian
subcategory (and of which SF(N, β) provide four of the 16 possible cases).
(2) Following Remark 3.7, the quasi-triangular quasi-Hopf algebras Q(2n, β) for the other
three choices of β are simple modifications of the Drinfeld double of H(2n) by the 3rd
abelian cohomology classes of Z2.
(3) It is shown in [DR3, Thm. 6.11] that SF(N, β) contains a Lagrangian algebra L iff N is
even and β = 1 (see [DR3] for definition and references). This implies that precisely in
these cases SF(N, β) is equivalent as a braided category to the Drinfeld centre Z(D) of
some other (non-unique) finite tensor category D [DMNO, Cor. 4.1], e.g. one may choose
D = L-mod. Proposition 3.10 shows that D can also be taken to be RepH(N).
3.4. Some special elements of Q. The Drinfeld twist f of a quasi-Hopf algebra expresses
the deviation of the antipode from being an anti-coalgebra map via
(3.34) f∆(S(a)) = (S ⊗ S)(∆op(a))f , a ∈ A .
SYMPLECTIC FERMION RIBBON Q-HOPF ALGEBRA AND SL(2,Z)-ACTION ON ITS CENTRE 17
Its expression in terms of quasi-Hopf algebra structure maps is given in I:(6.25) following [Dr].
When evaluated for Q, one quickly checks that the general expression reduces to
f = e0 ⊗ 1 + e1 ⊗ KNe0 + β2(−iK)Ne1 ⊗ e1 .(3.35)
As reviewed in Section I:6.3, the canonical Drinfeld element u and the corresponding
element u˜ with inverse braiding defined as
u =
∑
(Φ),(R)
S
(
Φ2βS(Φ3)
)
S(R2)αR1Φ1 ,(3.36)
u˜ =
∑
(Φ),(R−1)
S
(
Φ2βS(Φ3)
)
S
(
(R−1)2
)
α(R−1)1Φ1 .
Lemma 3.12. In Q the elements u, u˜ and u−1 take the form
u =
(
e0K + e1β(−iK)N
)
·
N∏
i=1
(1− 2f+i f−i ) ,(3.37)
u˜ = u−1 =
(
e0K + e1β
−1(−iK)N) · N∏
i=1
(1 + 2f+i f
−
i K
2) .
Proof. We start with the expression for u in (3.37). We give the details for sector 0, the
computation in sector 1 is similar.
In sector 0, the first equality in (3.36) reduces to u · e0 = S(R2)R1 · e0. Define the linear
map T : Q⊗Q→ Q, a⊗ b 7→ S(b)a, so that u · e0 = T (R) · e0. The last factor of R in (3.15)
can be written as
X :=
N∏
i=1
(1⊗ 1− 2f−i ω− ⊗ f+i ) = 1⊗ 1 +
∑
1≤m≤N
1≤i1<...<im≤N
(−2)mf−i1ω− · · · f−imω− ⊗ f+i1 · · · f+im .
(3.38)
We need to compute
(3.39) T (R)e0 = T
(
1
2
(1⊗ 1 + 1⊗ K + K⊗ 1− K⊗ K) ·X) · e0 .
To do so we use that for a, b, x, y ∈ Q such that S(y)T (a⊗ b) = ±T (a⊗ b)S(y) we have
(3.40) T (a⊗ b · x⊗ y) = ±T (a⊗ b) · T (x⊗ y) .
Then, together with ω−e0 = Ke0,
T
(
1
2
(1⊗ 1− K⊗ K) ·X) · e0 = (1− K2)T (X)e0 = 0(3.41)
T
(
1
2
(1⊗ K + K⊗ 1) ·X) · e0 = K(1 +∑ 2mf+imK · · · f+i1K · f−i1K · · · f−imK) · e0
= K
(
1 +
∑
(−2)mf+i1 f−i1 · · · f+imf−im
)
· e0
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= K
N∏
i=1
(1− 2f+i f−i ) · e0 ,
as required.
The expression for u−1 is an immediate consequence of the following identity, which is
easily verified:
(3.42)
( N∏
i=1
(1− 2f+i f−i )
)−1
=
N∏
i=1
(1 + 2f+i f
−
i K
2) .
Finally, u˜ can be calculated from the identity u˜ = S(u−1), see I:(6.47). 
In a ribbon quasi-Hopf algebra, we define the balancing element as [AC]
(3.43) g = βS(α)v−1u ,
with the canonical Drinfeld element u defined in (3.36). The balancing element g is group-
like. We recall from Section I:6.5 that the pivotal structure is given by the action with v−1u
(as in the Hopf case). The balancing g appears in the expression for the categorical trace trC
of a morphism f : M →M :
(3.44) trC(f) = e˜vM ◦ (f ⊗ id) ◦ coevM = TrM(g ◦ f) ,
where we used the expressions for evaluation and coevaluation in I:(6.14) and I:(6.46). In
particular, the quantum dimension of M is TrM(g).
Combining (3.12), (3.16) and (3.37), in Q we find the balancing element to be
(3.45) g = (e0 − (−1)N iβ2e1)K .
Remark 3.13. For even N the element g equals ω± for β2 = ∓1, while for N odd g = K±1 for
β2 = ∓i. Given a pivotal structure on a monoidal category with left duals, all other pivotal
structures are obtained by composing the given one with natural monoidal automorphisms
of the identity functor. In RepQ, these are given by acting with group-like elements in the
centre of Q. It follows from Proposition 3.15 below that these are precisely {1,K2}. Modifying
the pivotal structure by K2 has the effect of replacing β2 by −β2 in (3.45).
3.5. Integrals. A two-sided integral of a quasi-Hopf algebra A is an element c ∈ A such
that [HN, Def. 4.1]
(3.46) ca = ε(a)c = ac , for all a ∈ A .
In [BT, Sec. 6] it is shown that factorisable quasi-Hopf algebras are unimodular. Together
with [HN, Thm. 4.3] this shows that the space of two-sided integrals is one-dimensional. It is
easy to see that every element in Q of the form
c = ν 2Nβ2 f+1 f
−
1 . . . f
+
N f
−
N e0(1 + K) , ν ∈ C ,(3.47)
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satisfies (3.46). Indeed, cK = c = Kc and c f±i = 0 = f
±
i c. The prefactor ν2
Nβ2 will be
convenient later, when a normalisation condition will require the constant ν to be a sign (see
Proposition 4.4 below).
3.6. The centre of Q. We define
(3.48) e±1 :=
1
2
e1
(
1∓ iK
N∏
i=1
(1− 2f+i f−i )
)
.
Lemma 3.14. The elements e±1 are central orthogonal idempotents. Moreover, the ribbon
twist acts on e±1 by a scalar:
(3.49) v−1 · e±1 = ± β−1e±1 .
Proof. It is easy to see the commutativity property of e±1 . For example, since
(3.50) K(1− 2f+i f−i )f+i e1 = −Kf+i e1 = f+i K(1− 2f+i f−i )e1
e±1 commutes with f
+
i .
The orthogonality and idempotent property follow immediately from e1(1− 2f+i f−i )2 = e1,
see (3.42). In order to prove (3.49) we express e±1 in terms of v from (3.16) as
(3.51) e±1 =
1
2
e1(1± β−1v) .
Together with β−1ve1 = βv−1e1, this gives
(3.52) v−1e±1 =
1
2
e1(v
−1 ± β−11) = ±β−1 1
2
e1(±βv−1 + 1) = ±β−1e±1 .

Proposition 3.15. The centre of Q is Z(Q) = Z0 ⊕ Z1, where
Z0 := spanC
{
e0
2k∏
j=1
f
εj
ij
∣∣ k ≤ N/2 , 1 ≤ ij ≤ N , εj = ±} ⊕ CKe0 N∏
i=1
f+i f
−
i ,(3.53)
Z1 := spanC
{
e+1 , e
−
1
}
.
It has dimension 3 + 22N−1.
Proof. From (3.5) we know that the ideal Q1 is a direct sum of two matrix algebras, so
its centre is two-dimensional and is therefore spanned by the central idempotents e±1 from
Lemma 3.14. It remains to compute the centre Z0 of Q0. For an element of Q0 to commute
with K, it must be a sum of monomials in f±i e0 of even degree, where each monomial can be
multiplied by K, that is,
(3.54) Z0 ⊂ spanC
{
Kδ
2k∏
j=1
f
εj
ij
e0
∣∣ k ≤ N/2 , 1 ≤ ij ≤ N , εj = ± , δ ∈ {0, 1}} .
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Any monomial from RHS of (3.54) with δ = 0 obviously commutes with f±i , for 1 ≤ i ≤ N,
while a monomial with δ = 1 commutes with all f±i iff it is annihilated by all f
±
i . This gives the
expression for Z0 in (3.53). Since the C-linear span of the even degree monomials (multiplied
by e0) has the dimension 2
2N−1, the overall dimension of the centre is
(3.55) dimC Z(Q) = 3 + 2
2N−1 .

3.7. Simple and projective Q-modules. Recall the decomposition (3.4) of Q onto the
direct sum of two algebras Q0 ⊕Q1 where the first is the Graßmann algebra times Z2, which
is non-semisimple, while the second is the Clifford algebra times Z2, which is semisimple.
Therefore, the algebra Q has up to an isomorphism only four simple modules that we will
denote as X±s , with s = 0, 1, and where X
±
0 ∈ RepQ0 while X±1 ∈ RepQ1. They are of
highest-weight type: X±0 are one-dimensional of weights ±1 with respect to K and with zero
action of f±i , i.e. they are spanned by v
±
0 such that
(3.56) K.v±0 = ±v±0 , f±i .v±0 = 0 ;
X±1 are of the highest weights ±i, i.e. they are generated by v±1 such that
(3.57) K.v±1 = ±iv±1 , f−i .v±1 = 0 .
A basis of X±1 is given by the set
(3.58)
{
v±i :=
N∏
k=1
(f+k )
ik .v±1
∣∣∣ i = (i1, . . . , iN) , ik ∈ {0, 1}} .
In particular, the dimension of X±1 is 2
N. In terms of the primitive central idempotents e±1
from (3.48), the modules X±1 are Qe
±
1 and the generating vector v
±
1 can be obtained within
Q as
∏N
i=1 f
−
i e
±
1 . The modules X
±
1 are therefore projective.
We note that
(3.59) e±0 =
1
2
(1± K)e0
are primitive (non-central) idempotents and Ke±0 = e
±
0 K = ±e±0 . The module P±0 := Qe±0 is
therefore a projective cover for X±0 . It is indecomposable but reducible and has the basis
(3.60) P±0 : span
{( N∏
k=1
(f+k )
i+k (f−k )
i−k
)
e±0
∣∣∣ i+k , i−k ∈ {0, 1} } .
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The dimension of P±0 is thus 2
2N and each of them has 22N−1 copies of X±0 in its composition
series. We can finally conclude that the Cartan matrix 1 C(Q) is
(3.61) C(Q) =

22N−1 22N−1 0 0
22N−1 22N−1 0 0
0 0 1 0
0 0 0 1
 .
One can check now the dimension of Q by decomposing it as the left regular representation:
Q = P+0 ⊕ P−0 ⊕ 2NX+1 ⊕ 2NX−1 and this indeed gives dimQ = 22N+2.
3.8. Basic algebra. The basic algebra of Q is E := EndQ(GQ) where GQ is the minimal
projective generator
(3.62) GQ = P
+
0 ⊕ P−0 ⊕ X+1 ⊕ X−1 .
In what follows, we will need a description of this algebra. Recall from (3.5) that Λ := Λ2N is
the subalgebra in Q0 generated by f
±
i e0.
Lemma 3.16. Eop = (Λ⊕ CeX)o CZ2, where
• eX denotes the idempotent corresponding to X+1 ⊕X−1 , i.e. it acts as identity on X+1 ⊕X−1
and as zero otherwise,
• a ∈ Λ acts on P+0 ⊕ P−0 = Q0 by right multiplication,
• the generator κ of the group algebra CZ2 acts on P+0 ⊕P−0 by right multiplication with K
which is ±id on P±0 ; on X±1 it equally acts by ±id,
• the algebra structure is that of Λ⊕ CeX with κa = −aκ for all a = f±i e0, κeX = eXκ.
Proof. We have the decomposition End(GQ) = E0⊕E1 where E0 = EndQ(P+0 ⊕P−0 ) and E1 =
EndQ(X
+
1 ⊕X−1 ). The latter algebra is a direct sum of two matrix algebras of dimension 1 each,
and is isomorphic to the algebra CeX oCZ2 from the statement. We then note that P+0 ⊕ P−0
is equal to the left regular representation of Q0, with the action by left multiplication. The
algebra centralising this action is given by Qop0 which acts by right multiplication. Therefore
Eop0 = Q0. We then recall from (3.5) that Q0 = Λ o CZ2, with the same Z2 action as in
the statement. The fact that K acts by ±id on the direct summands P±0 follows from the
identification P±0 := Qe
±
0 , recall (3.59). This finally proves the lemma. 
Remark 3.17. In the above lemma we give Eop instead of E as we describe the endomorphism
algebra via a right action. However, from the defining relations of Q it is easy to give an
algebra isomorphism Eop → E, e.g. via the antipode S. We also note that RepQ is equivalent
to RepE as abelian categories, i.e. Q and E are Morita equivalent, and E is the minimal
algebra with such a property.
1Its matrix elements are the multiplicities of the simple Q-module V in the composition series of the
projective cover PU of U , i.e. C(Q)U,V = HomQ(PV , PU ).
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We recall then the equivalence stated in Theorem 3.6 (we need only the equivalence of
abelian C-linear categories) and given by the functor F : SF → RepQ. Under this functor,
the projective covers are mapped as F(P1) = P+0 , F(PΠ1) = P−0 , F(T ) = X+0 , and F(ΠT ) =
X−0 , recall (2.5). In particular, the minimal projective generator in SF
(3.63) GSF := P1 ⊕ PΠ1 ⊕ T ⊕ ΠT = (Λ⊕ T )⊗ C1|1
goes to F(GSF) ∼= GQ.
We denote the functor inverse to F , as a C-linear functor, by J : RepQ → SF and J =
E ◦H, where E is given in the proof of Proposition A.3 and H in the proof of Proposition B.3.
To describe EndSF(GSF) explicitly, consider the isomorphism ψ : Λ⊗C1|1 ∼−→ J (Q0) given by
(3.64) ψ : f ⊗ v 7→ f · (v0e+0 + v1e−0 ) , f ∈ Λ, v ∈ C1|1 ,
where v0/1 ∈ C is the even/odd component of v. Using this isomorphism, we have that the
endomorphism Ra of Q0 from Lemma 3.16 given by the right multiplication with a ∈ Λ goes
under the functor J to
ψ−1 ◦ J (Ra) ◦ ψ : Λ⊗ C1|1 → Λ⊗ C1|1 ,(3.65)
f ⊗ v 7→ f · a⊗ Πdeg av .
Indeed, the shift of the degree part is due to
(3.66) ψ−1(Ra(fe±0 )) = ψ
−1(fe±0 · a) = ψ−1(f · ae∓0 ) = f · a⊗ Π(−) ,
for odd a. Then, as a corollary to Lemma 3.16 we get:
Corollary 3.18. For the minimal projective generator GSF the opposite algebra of EndSF(GSF)
is (Λ⊕ CeT )o CZ2 where
• eT is the idempotent corresponding to T ⊕ ΠT ,
• the generator κ acts by id on P1 and T and by −id on PΠ1 and ΠT ,
• the element a ∈ Λ acts as in (3.65),
• the algebra structure is that of Λ⊕ CeT with κa = −aκ for odd a, κeT = eTκ.
4. Properties of the coend in RepQ
In this section we investigate the universal Hopf algebra L of RepQ, which can be expressed
as a coend of a certain functor. We refer to Sections I:2 and I:3 for general background and
references on the universal Hopf algebra of a braided monoidal category with duals, and to
Section I:7 for the particular case of categories of representations of quasi-triangular quasi-
Hopf algebras.
We give explicitly the Hopf algebra structure and Hopf pairing on the universal Hopf
algebra L of RepQ, we verify by direct calculation that the Hopf pairing is non-degenerate,
and we describe the integrals and cointegrals of L. In section 4.4, we also calculate the central
elements corresponding to internal characters of L.
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4.1. The universal Hopf algebra L. By Proposition I:7.1, universal Hopf algebra – de-
scribed by a coend L in RepQ – can be chosen to be the object L = Q∗ equipped with the
coadjoint action
(4.1) Q⊗ Q∗ → Q∗ , a⊗ ϕ 7→
∑
(a)
ϕ
(
S(a′)(−)a′′) ,
and the dinatural transformation
(4.2) ιM : M
∗ ⊗M → Q∗ , ϕ⊗m 7→ (a 7→ ϕ(a.m)) , M ∈ RepQ
(see Figure I:2 for a string diagram representation).
We define the contraction maps
〈−,−〉 : Q∗ ⊗ Q→ C , 〈ϕ, a〉 = ϕ(a) ,(4.3)
〈−,−〉 : Q∗ ⊗ Q∗ ⊗ Q⊗ Q→ C , 〈ϕ⊗ ψ, a⊗ b〉 = ϕ(b)ψ(a) .
As in Section I:7.2, we will express the Hopf algebra structure maps of L in terms of their
duals as follows (f, g ∈ Q∗, a, b ∈ Q):〈
µL(f ⊗ g) , a
〉
=
〈
f ⊗ g , µˆL(a)
〉
, µˆL : Q→ Q⊗ Q ,(4.4) 〈
∆L(f) , a⊗ b
〉
=
〈
f , ∆ˆL(a⊗ b)
〉
, ∆ˆL : Q⊗ Q→ Q ,
ηL(1) =
(
a 7→ ηˆL(a)
)
, ηˆL : Q→ C ,
εL(f) = f(εˆL) , εˆL ∈ Q ,〈
SL(f) , a
〉
=
〈
f , SˆL(a)
〉
, SˆL : Q→ Q ,
ωL(f ⊗ g) =
〈
f ⊗ g , ωˆL
〉
, ωˆL ∈ Q⊗ Q .
Proposition 4.1. Via the dualisation in (4.4), the Hopf algebra structure maps and the Hopf
pairing on the coend L = Q∗ are given by
µˆL(a) =
∑
(R),(a),
n,m∈Z2
(
KNnmR2K
Nm
)
. a′ ⊗ (KNn(1−m) . a′′)R1 · en ⊗ em ,(4.5)
∆ˆL(a⊗ b) = ba ,
ηˆL(a) = ε(a) ,
εˆL = 1 ,
SˆL(a) =
∑
(R)
S(aR1)u˜R2 ,
ωˆL =
∑
(M)
S(M2)⊗M1e0 + S(K−NM2KN)⊗M1e1 ,
where h . a :=
∑
(h) S(h
′)ah′′ defines an action of Qop on Q, and u˜ was defined in (3.37).
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Proof. Applying Theorem I:7.3 the only non-trivial equalities in (4.5) are the first two and
last one. Note that for the calculation of ηˆL we used ε(β) = 1. By the same theorem we
know that
µˆL(a) =
∑
(Φ),(Ψ),(Ψ˜),(R)
[
S(Φ2Ψ1R
′
2Ψ˜
′
3)⊗ S(Φ1Ψ˜1)
]
· f(4.6)
·∆(aΦ3) ·
[
(Ψ2R
′′
2Ψ˜
′′
3)⊗ (Ψ3R1Ψ˜2)
]
,
where Ψ = Φ−1, Ψ˜ is another copy of Φ−1, and f is the Drinfeld twist from (3.35). We
compute the result sector by sector. For this, it is useful to expand f and Φ±1 sector by
sector first:
(4.7)
f
00 1⊗ 1
01 1⊗ 1
10 1⊗ KN
11 β2(−i)N1⊗ KN
Φ±1
000 1⊗ 1⊗ 1
001 1⊗ 1⊗ 1
010 1⊗ 1⊗ 1
100 1⊗ 1⊗ 1
011 1⊗ 1⊗ 1
101 1⊗ 1⊗ 1
110 1⊗ 1⊗ KN
111 β2(±i)N1⊗ 1⊗ KN
The elements f and Φ±1 are recovered from these tables by summing over the idempotents
ea ⊗ eb (resp. ea ⊗ eb ⊗ ec) multiplied with the corresponding entry of the table.
We now give the contribution of each sector to µˆL(a). In doing so, we indicate which
sectors of f ,Φ,Ψ, Ψ˜, R contribute to the expression (the equalities in sectors ij are true up
the multiplication with the corresponding idempotents ei⊗ej, here we omit them for brevity):
00: f : 00 , Φ : 000 , Ψ : 000 , Ψ˜ : 000 , R : 00∑
(R)
[S(R′2)⊗ 1] ·∆(a) · [R′′2 ⊗R1] =
∑
(R),(a)
R2 . a
′ ⊗ a′′R1
01: f : 01 , Φ : 101 , Ψ : 001 , Ψ˜ : 110 , R : 10∑
(R)
[
S(R′2K
N)⊗ 1] ·∆(a) · [R′′2KN ⊗R1] = ∑
(R),(a)
(R2K
N) . a′ ⊗ a′′R1
10: f : 10 , Φ : 011 , Ψ : 110 , Ψ˜ : 000 , R : 00∑
(R)
[S(R′2)⊗ 1] · 1⊗ KN ·∆(a) ·
[
R′′2 ⊗ (KNR1)
]
=
∑
(R),(a)
R2 . a
′ ⊗ KNa′′KNR1 =
∑
(R),(a)
R2 . a
′ ⊗ (KN . a′′)R1
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11: f : 11 , Φ : 110 , Ψ : 111 , Ψ˜ : 110 , R : 10(
β2(−i)N)2∑
(R)
[
S(R′2K
N)⊗ 1] · KN ⊗ 1 ·∆(aKN) · [R′′2KN ⊗ KNR1]
=
∑
(R),(a)
S(R′2K
N)KNa′KNR′′2K
N ⊗ a′′K2NR1
=
∑
(R),(a)
S(KNR′2K
N)a′KNR′′2K
N ⊗ a′′R1
=
∑
(R),(a)
(KNR2K
N) . a′ ⊗ a′′R1 .
Combining the four sectors above results in the expression for µˆL(a) given in (4.5).
In order to determine ∆ˆL we have to calculate
(4.8) ∆ˆL(a⊗ b) =
∑
(D)
S(D1)bD2S(D3)aD4
where D = (id⊗ id⊗∆)(Φ) · 1⊗Φ−1 · 1⊗β⊗ 1⊗ 1, see I:(7.15) and I:(7.16). Note that we
need D only in sectors 0000 and 1111 which are 1⊗4 and 1⊗ KN ⊗ KN ⊗ 1, respectively. It
is then immediate that (4.8) reduces to ∆ˆL(a⊗ b) = ba as claimed in (4.5).
The Hopf pairing is given by (see I:(7.15) and I:(7.16))
ωˆL =
∑
(W )
S(W3)W4 ⊗ S(W1)W2(4.9)
with W = (1 ⊗ α ⊗ 1 ⊗ α) · (1 ⊗ Φ−1) · (1 ⊗M ⊗ 1) · (1 ⊗ Φ) · (id ⊗ id ⊗∆)(Φ−1). Recall
from (3.12) and (4.7), that α = 1 and that Φ is non-trivial only in the third tensor factor.
Thus W simplifies to
(4.10) W = (1⊗M ⊗ 1) · (id⊗ id⊗∆)(Φ−1) .
To compute ωˆL we only need the following four sectors of W :
(4.11)
W
0000 1⊗M ⊗ 1
0011 1⊗M ⊗ 1
1100 (1⊗M ⊗ 1) · (1⊗ 1⊗ KN ⊗ KN)
1111 (1⊗M ⊗ 1) · (1⊗ 1⊗ KN ⊗ KN)
From this it is straightforward to read off the expression for ωˆL in (4.5). 
4.2. Non-degeneracy of the monodromy matrix. We compute the monodromy matrix
(or double braiding) M = R21R ∈ Q⊗Q. For this, we need the identities (for any n,m ∈ Z2)
(4.12) f± ⊗ f∓ω− · ρn,m · en ⊗ em = (−1)m+1ρn,m · f±ω− ⊗ f∓ · en ⊗ em
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(note that ω− = (e0 − ie1)K appears in different tensor factors) and
(4.13) (ρm,n)21 · ρn,m · en ⊗ em = (−1)nmKm ⊗ Kn · en ⊗ em ,
where (ρm,n)21 stands for the flip of ρm,n from (3.14). Then, using the expression (3.15) for
the R-matrix the computation is straightforward:
(4.14) M = R21R =
1∑
n,m=0
(−β2)nm Kmen ⊗ Knem
×
N∏
j=1
{(
1⊗ 1 + 2(−1)mf+j ω− ⊗ f−j
)(
1⊗ 1− 2f−j ω− ⊗ f+j
)}
.
Lemma 4.2. The M-matrix is non-degenerate, i.e., it can be written as M =
∑
I∈X gI ⊗ fI ,
where {gI}I∈X and {fI}I∈X are two bases of Q, for some indexing set X.
Proof. Using the expression (4.14), we can rewrite M as
M =
1∑
n,m=0
1∑
s1,t1=0
. . .
1∑
sN,tN=0
(−β2)nm2∑i(si+ti)(−1)∑i(mti+si)
× Kmen
N∏
j=1
(˜f+j )
tj (˜f−j )
sj ⊗ Knem
N∏
j=1
(f−j )
tj(f+j )
sj
(4.15)
where
∑
i stands for
∑N
i=1 and f˜
±
j = f
±
j ω−. This expression suggests to introduce two bases
in Q,
fI = K
nem
N∏
j=1
(f−j )
tj(f+j )
sj ,
gI =
(−β2)nm2∑i(si+ti)(−1)∑i(mti+si)Kmen N∏
j=1
(˜f+j )
tj (˜f−j )
sj ,
(4.16)
where the indices I run over the set
(4.17) X =
{
(n,m, s1, t1, . . . , sN, tN)
∣∣n,m, sj, tj ∈ Z2, j = 1, . . . ,N} .
We then have M =
∑
I∈X gI ⊗ fI and thus the statement of the lemma is proven. 
As a consequence of Lemma 4.2, we have that ωˆL is also non-degenerate (the antipode
S and the conjugation with K map a basis to another basis) and this is a direct proof of
Corollary 3.8.
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4.3. Integrals and cointegrals for the coend. Since RepQ is factorisable (Corollary 3.8),
L = Q∗ has a one-dimensional space of two-sided integrals ΛL : C→ L (see Proposition I:4.10,
due to [Ly1]). This space of integrals contains an element (unique up to a sign) normalised
such that ωL ◦ (ΛL⊗ΛL) = idC. From Lemma I:2.3 (due to [Ke2]) we furthermore know that
there is a two-sided cointegral ΛcoL : L → 1 such that ΛcoL = ωL ◦ (ΛL ⊗ idL).
In this section we give ΛL and ΛcoL for L = Q∗ in the above normalisation. We refer to
Section I:2.2 for our conventions for integrals and cointegrals in braided categories.
By Proposition I:7.8 the integrals on Q from (3.47) define cointegrals on L = Q∗ by
(4.18) ΛcoL = 〈− , c〉 ∈ Q∗∗ .
To describe the integrals of L, let B˜m = {Km, f+1 Km, f−1 Km, f+1 f−1 Km, . . . , f+1 f−1 · · · f+N f−NKm}, so
that B =
⋃3
m=0 B˜m is a basis in Q. We use the basis dual to B to define the element ΛˆL ∈ Q∗
as
(4.19) ΛˆL = (−1)Nνβ221−N
( N∏
i=1
f+i f
−
i
)∗
,
where ν ∈ C is the same constant as in the definition of the integral for Q in (3.47). In what
follows, we will use several times the following simple lemma (whose proof we omit).
Lemma 4.3. Let {wI}I∈X , for some indexing set X, be a linearly independent subset of Q
such that each wI is a monomial in the generators f
±
i and K. Assume that a central element
z ∈ Z(Q) can be written as
(4.20) z =
∑
I∈X
αIwI , αI ∈ C , αI 6= 0 .
Then each wI commutes with K.
Proposition 4.4. The linear map ΛL : C → L given by ΛL(1) = ΛˆL is a two-sided integral
for L. For ν ∈ {±1} this integral satisfies
(4.21) ωL ◦ (ΛL ⊗ ΛL) = idC , ΛcoL ◦ ΛL = idC .
Proof. We know that ΛcoL in (4.18) is a cointegral for L. To show that ΛL is a two-sided
integral, by Lemma I:2.3 it is enough to verify the identity ΛcoL = ωL ◦ (ΛL ⊗ idL). In the
present setting, this is equivalent to 〈−, c〉 = ωL(ΛˆL ⊗−) or
(4.22) c =
∑
(ωL)
(ωˆL)1 ΛˆL
(
(ωˆL)2
)
=
∑
(M)
ΛˆL(M1)S(M2) ,
where for the last equality we used Lemma 4.3 (each non-zero term in the sum commutes
with K).
RHS of (4.22) =
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1∑
m,n=0
(−β2)mn22N(−1)N(m+1)
= δm,0 νβ22−N︷ ︸︸ ︷
ΛˆL(Kmenf+1 ω−f
−
1 ω− . . . f
+
Nω−f
−
Nω−)S(K
nemf
−
1 f
+
1 . . . f
−
N f
+
N )
= (−2)Nνβ2(S(e0f−1 f+1 . . . f−N f+N ) + S(e0f−1 f+1 . . . f−N f+NK))
= 2Nνβ2e0f
+
1 f
−
1 . . . f
+
N f
−
N (1 + K) = c .
It remains to show that the normalisation condition holds. Indeed, we have
ωL(ΛˆL ⊗ ΛˆL) = 〈ΛˆL ⊗ ΛˆL , ωˆL〉 (4.22)= ΛˆL(c)(4.23)
= 2Nνβ2ΛˆL(e0f+1 f
−
1 . . . f
+
N f
−
N ) = ν
2 = 1 .

4.4. Internal characters and φM . We first recall that the internal character of V ∈ RepQ
is the intertwiner from the trivial representation to the coend L given by (see [FSS, Sh1])
(4.24) χV =
[
1
c˜oevV−−−→ V ∗ ⊗ V ιV−→ L ] ,
where we follow conventions Section I:5.2. Via the isomorphism HomQ(1,L)→ End(IdRepQ)
given in I:(5.22), the internal characters χV correspond to natural endomorphisms φV of
the identity functor. For C = RepQ, under the categorical modular S-transformation
SC : End(IdC)→ End(IdC) in I:(5.14) the images φV of the internal characters are mapped to
natural endomorphisms SC(φV ) which are the “Hopf link operators” in I:(5.23). We also recall
from Corollary I:5.5 and Theorem I:5.6 that the assignments [V ] 7→ φV and [V ] 7→ SC(φV )
are injective linear maps GrC(C) → End(IdC) (the second map is actually an algebra map).
Both, φV and SC(φV ) will be useful in the computation of the S-transformation on the centre
Z(Q) in Section 5 and when comparing SL(2,Z)-actions in Section 6.
Let us identify χV with their images χV (1) ∈ Q∗. In I:(7.40), we expressed these linear
forms via the traces
(4.25) χV (−) = TrV (κ · −) , κ = u−1vS(β) ,
where explicitly
(4.26) κ = (e0 − iβ2e1)K .
The φV ∈ End(IdRepQ) correspond to central elements φV ∈ Z(Q), see Section I:7.6. We
now compute the φV for all simple modules V .
Lemma 4.5. We have
(4.27) φV =
∑
(c)
c′ ⊗ χV (S(c′′))
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and, in particular,
(4.28) φX±0 = ν 2
Nβ2(K± 1)e0
N∏
i=1
f+i f
−
i , φX±1 = ± ν 2
N+1e±1 .
Proof. Recall from Section I:7.6 that
(4.29) φV =
∑
(F )
F1 χV (F2) ,
where
(4.30) F = ε(β)
∑
(Ψ),(Φ),(c)
Ψ1c
′Φ1 ⊗ S(Ψ2c′′Φ2)αΨ3Φ3 and Ψ = Φ−1 .
It is straightforward to see that for Q we have
(4.31) F =
∑
(c)
c′ ⊗ S(c′′) ,
which together with (4.29) proves (4.27).
Next we compute from (3.47) that
∆(c) = a
(
1⊗ 1 + K2 ⊗ K2)(1⊗ 1 + ∆(K))(4.32)
×
N∏
i=1
(
f+i f
−
i ⊗ 1 + f+i ω− ⊗ f−i − f−i ω+ ⊗ f+i + K2 ⊗ f+i f−i
)
,
where a = ν 2N−1β2.
We note that for any x ∈ Q we get
(4.33) TrX±i (ejx) = δi,jTrX
±
i
(x) , i, j ∈ {0, 1} .
Recall in Section 3.7 that X±0 have the trivial action of f
±
i . Therefore, in the traces over X
±
0
only the basis elements Kn, 0 ≤ n ≤ 3, have non-zero contribution. Then for V = X±0 and
using (4.25) together with (4.26) we get
(4.34) φX±0 =
∑
(c)
TrX±0 (Kc
′′)c′ = 2a(K± 1)e0
N∏
i=1
f+i f
−
i ,
where we used that only the components with c′′ = Kn contribute to the expression, and that
S(Kne0) = K
ne0. This gives the first expression in (4.28).
For the computation of φX±1 we first recall that X
±
1 are simple projective, as discussed in
Section 3.7. It then follows from [GR3, Eq. (7.5)] that φX±1 = b±e
±
1 for some non-zero b± ∈ C.
To determine b± it is enough to act on the highest-weight vector v±0 ∈ X±1 defined by (3.57).
We then note that in the expression
(4.35) φX±1 .v
±
0 = −iβ2
∑
(c)
TrX±1
(
KS(c′′)
)
c′.v±0
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only the term a(1⊗ 1 + K2 ⊗ K2)(1⊗ 1 + ∆(K))(K2N ⊗∏Ni=1 f+i f−i ) in ∆(c) gives a non-zero
contribution: the other terms either have f−i in c
′, and therefore are zero on v±0 , or have
f+k without f
−
k in c
′′ and therefore zero in the trace. Within the trace TrX±1 (−), we replace
e1S(
∏N
i=1 f
+
i f
−
i ) = e1
∏N
i=1 f
−
i f
+
i . Therefore, we need to calculate the trace of the operator
Kn
∏N
i=1 f
−
i f
+
i . For any n, this operator in the basis v
±
i from (3.58) is given by a diagonal
matrix with one-dimensional eigenspace of non-zero eigenvalue – spanned by v±0 . We thus
have TrX±1
(
Kn
∏N
i=1 f
−
i f
+
i
)
= (±i)n. Using this, a simple calculation finally gives
(4.36) φX±1 = ±ν 2
N+1e±1 ,
which agrees with the second expression in (4.28). 
The Hopf link operators SC(φV ) ∈ End(IdRepQ) correspond to central elements χV ∈ Z(Q)
given by
(4.37) χV =
∑
(Φ),(Ψ),(M)
TrV
(
κ S
(
Ψ2M2Φ2
)
αΨ3Φ3
)
Ψ1M1 Φ1 ,
see I:(7.42). We now compute the χV for all simple Q-modules V .
Lemma 4.6. We have
(4.38) χV =
∑
(M)
TrV
(
κ S(M2)
)
M1
and on simple V :
(4.39) χX±0 = e1 ± e0 , χX±1 = ±β
24NKe0
N∏
j=1
f+j f
−
j + 2
N(e+1 − e−1 ) .
Proof. It is straightforward to see that for Q the expression in (4.37) reduces to
(4.40) χV =
∑
(M)
TrV
(
κ S(M2))M1 .
We first compute
(4.41) χX±0 =
∑
(M)
TrX±0
(
KS(M2))M1 = e1 ± e0 ,
where we used that only the Cartan part of M in (4.14) contributes into the trace over X±0 .
Next, to computeχX±1 we study the action of these central elements on all the four projective
covers, actually on generating vectors of the covers. Recall that they are v±1 for X
±
1 and e
±
0 for
P±0 , recall (3.59). The point is that only very few terms in an expansion of χX±1 will contribute
to the action. To start we act on vα1 , α = ±,
(4.42) χX±1 .v
α
1 = −iβ2
∑
(M)
TrX±1
(
KS(M2))M1.v
α
1 = α2
Nvα1 ,
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where again only the Cartan part of M (actually just the n = m = 1 term) contributed into
the non-zero action. Next, we have
(4.43) χX±1 .e
α
0 = −iβ2
∑
(M)
TrX±1
(
KS(M2))M1.e
α
0 = ±αβ24N
N∏
j=1
f+j f
−
j e
α
0 ,
where we also noticed that only one term in the expansion of M :
(4.44) M = (−1)N4N(Ke0 ⊗ e1)
N∏
j=1
f+j f
−
j ⊗
N∏
j=1
f−j f
+
j + . . .
contributes, otherwise the trace over X±1 is zero. We used here
(4.45) TrX±1
(
K
∏
k terms
f+i f
−
i
)
= ±i(−1)kδN,k .
Combining (4.42) and (4.43), we finally get
(4.46) χX±1 = ±β
24NKe0
N∏
j=1
f+j f
−
j + 2
N(e+1 − e−1 ) .

5. SL(2,Z)-action on the centre of Q
In this section, we specialise the projective SL(2,Z)-action on the centre Z of a general
factorisable ribbon quasi-Hopf algebra obtained in Section I:8 to the symplectic fermion quasi-
Hopf algebra Q. The result is summarised in Theorem 5.3.
By Theorem I:8.1, in general the S- and T -transformations are given by the following
invertible linear endomorphisms of Z, for z ∈ Z,
SZ(z) =
∑
(Ψ),(ωˆL)
Ψ1 β S(Ψ2) (ωˆL)1 Ψ3 ΛˆL
(
∆ˆL
(
(ωˆL)2 ⊗αz
))
,(5.1)
TZ(z) = v
−1z ,(5.2)
where Ψ = Φ−1, the dual structure maps ∆ˆL, ωˆL are defined by (4.4). We evaluate (5.1)
for the quasi-Hopf algebra Q using the map ∆ˆL and the explicit form of ωˆL computed in
Proposition 4.1:
(5.3) SZ(z) =
∑
(ωˆL)
(ωˆL)1 ΛˆL
(
z(ωˆL)2
)
=
∑
(M)
ΛˆL(M1z)S(M2) ,
where we also used the fact that in the sum all non-zero summands commute with K, recall
Lemma 4.3 and that SZ(z) is central. We also recall that ΛˆL is given in (4.19).
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Our aim is to give a decomposition of the SL(2,Z)-action (5.2), (5.3) on Z = Z(Q). In
Proposition 3.15, we described a decomposition of the centre Z = Z0 ⊕ Z1 and a basis in it.
In what follows, we will need a slightly different decomposition:
(5.4) Z(Q) = ZP ⊕ ZΛ
with
ZP := spanC
{
φP+0 , φX
+
1
, φX−1
}
,(5.5)
ZΛ := spanC
{
e0
2k∏
j=1
f
εj
ij
| k ≤ N/2 , ij ∈ {1, . . . ,N} , εj = ±
}
,
where ZP is spanned by the internal characters φV for V projective, while ZΛ is the centre
of Λ2N from (3.5). The central elements φX±0 are given in (4.28). For φP+0 , recall that the
map V 7→ φV factors through the Grothendieck ring (as reviewed in Section 4.4 and see also
Section I:5.2) and thus using the Cartan matrix in (3.61) we can write
(5.6) φP+0 = 2
2N−1φX+0 + 2
2N−1φX−0 = ν 2
3Nβ2Ke0
N∏
i=1
f+i f
−
i .
This shows that (5.4) is indeed a decomposition of the centre Z(Q) as computed in Proposi-
tion 3.15.
From [GR3, Prop. 7.1 & Cor. 8.5] we know that ZP is an invariant subspace of Z(Q) for the
SL(2,Z)-action. The next lemma gives the action of SZ and TZ on ZP .
Lemma 5.1. The restriction of the linear maps SZ, TZ from (5.1) and (5.2) to ZP in the
basis (5.5) is given by the matrices
(5.7) SZP = ν
 0 2−N −2−N2N−1 1/2 1/2
−2N−1 1/2 1/2
 , TZP =
1 0 00 β−1 0
0 0 −β−1
 .
Proof. To compute the S-transformation on ZP we use the relation stated in Corollary I:8.2,
(5.8) SZ(φV ) = χV ,
where the central elements χV are given by (4.38) and were computed for simple V in
Lemma 4.6. Applying this formula for V = X±1 and using (4.39) together with (5.6), we
can write
(5.9) SZ(φX±1 ) = χX
±
1
= ν
(± 2−NφP+0 + 12(φX+1 + φX−1 )) .
This gives the second and third column in (5.7).
As discussed in Section 4.4 (see also Section I:5.2), the map V 7→ χV factors through
GrC(RepQ) and therefore we can write χP+0 = 2
2N−1χX+0 + 2
2N−1χX−0 . Using (4.39) together
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with the expression for φX±1 in (4.28), recall that e1 = e
+
1 + e
−
1 , the relation (5.8) for V = P
+
0
is
(5.10) SZ(φP+0 ) = χP
+
0
= ν 2N−1(φX+1 − φX−1 ) .
This finally gives the first column in (5.7) and it finishes our calculation of SZP .
For the T -transformation (5.2) we use the expression (3.17) for v−1. This immediately gives
the diagonal matrix for TZ with the entries {1, β−1,−β−1} in the basis
{
φP+0 , φX
+
1
, φX−1
}
. 
Let Ui ⊂ Q0 be the subalgebra Ui := spanC{e0, f−i e0, f+i e0, f+i f−i e0}, with 1 ≤ i ≤ N.
Consider the injective linear map ϑ : U1 ⊗ · · · ⊗ UN → Q0 given by
(5.11) ϑ(a1 ⊗ · · · ⊗ aN) := a1 · · · aN .
Note that this is not an algebra map. Write U+ ⊂ U1 ⊗ · · · ⊗ UN for the subspace spanned
by all homogeneous vectors with an even overall number of f±i ’s. In other words, U+ is the
eigenspace of (K(−)K−1)⊗N of eigenvalue +1. The direct summand ZΛ of the centre in (5.5)
is the image of U+,
(5.12) ZΛ = ϑ(U+) .
In particular, ϑ|U+ : U+ → ZΛ is a bijection and below we use ϑ−1 on elements from ZΛ. With
the help of ϑ we will now describe the S- and T -transformations on ZΛ as a tensor product
of linear maps SiZΛ ,T
i
ZΛ
: Ui → Ui, for i = 1, . . . ,N.
Lemma 5.2. SZ and TZ from (5.1)-(5.2) map ZΛ to itself. The restrictions of SZ ,TZ to ZΛ
are given by
SZ
∣∣
ZΛ
= ϑ ◦
(
νβ2 · (S1ZΛ ⊗ · · · ⊗ SNZΛ)∣∣U+) ◦ ϑ−1 ,(5.13)
TZ
∣∣
ZΛ
= ϑ ◦ (T1ZΛ ⊗ · · · ⊗ TNZΛ)∣∣U+ ◦ ϑ−1 ,(5.14)
where the individual maps SiZΛ, T
i
ZΛ
are given in the basis {e0, f−i e0, f+i e0, f+i f−i e0} of Ui by the
matrices
(5.15) SiZΛ =

0 0 0 −2−1
0 1 0 0
0 0 1 0
2 0 0 0
 , TiZΛ =

1 0 0 0
0 1 0 0
0 0 1 0
2 0 0 1
 .
In particular, the restriction of S2Z to ZΛ is the identity, and TZ has Jordan blocks of maximum
rank N + 1.
Proof. We first recall that the S-transformation SZ for Q was given in (5.3). Using the explicit
expression of M from (4.15), SZ on a central element z becomes
SZ(z) =
1∑
n,m,t1,s1,
...,tN,sN=0
(−β2)nm 2
∑
i(si+ti)(−1)
∑
i(mti+si)ΛˆL
(
zenK
m
N∏
j=1
(˜f+j )
tj (˜f−j )
sj
)
(5.16)
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× emS
(
Kn
N∏
j=1
(f−j )
tj(f+j )
sj
)
.
Our aim is to calculate SZ(z) on ZΛ. Recall the basis elements of ZΛ in (5.5), they are
all in Ze0. Therefore the terms with n = 1 are zero in the sum (5.16). Then, we recall ΛˆL
from (4.19) and as a basis element of ZΛ has even number of f
±
i the sum
∑
j(tj + sj) should
be an even number too, otherwise the value of ΛˆL on the corresponding element is zero. As∑
i(ti + si) is even, the factors of K in e0f˜
±
j = e0f
±
j K cancel (resulting in signs), and so the
term ΛˆL(· · · ) in (5.16) is zero for m = 1. Combining all these observations, for z ∈ ZΛ we
have
(5.17)
SZ(z) =
1∑
t1,s1,
...,tN,sN=0
2
∑
i(si+ti)(−1)
∑
i(si+(ti+si)/2)ΛˆL
(
ze0
N∏
j=1
(f+j )
tj(f−j )
sj
)
e0S
( N∏
j=1
(f−j )
tj(f+j )
sj
)
,
where the sign (−1)∑i(ti+si)/2 arises when cancelling the factors of K contained in f˜±j (it helps
to rewrite the product as in (5.18) below to see this). It is clear that we can write any basis
element of ZΛ from (5.5) in the form
(5.18) z =
( 2k∏
j=1
f
εj
ij
)( M∏
j=1
f+kj f
−
kj
)
e0 ,
for some 1 ≤ k ≤ N/2 and M, ij, kj ∈ {1, . . . ,N} such that i1 < · · · < i2k, and εj ∈ {±}. The
essential part of the calculation is to analyse the coefficients ΛˆL
(
ze0
∏
j(f
+
j )
tj(f−j )
sj
)
in the
sum (5.17). For a given z as in (5.18), the 2N-tuple {t1, s1, . . . , tN, sN} here is unique because
z
∏N
j=1(f
+
j )
tj(f−j )
sj should be proportional to the support of ΛˆL, recall (4.19). We thus get
that ΛˆL(· · · ) is non-zero iff, for the same index choice as in (5.18),
(5.19)
N∏
j=1
(f+j )
tj(f−j )
sj =
( 2k∏
j=1
f
−εj
ij
)
·
( N−M−2k∏
n=1
f+lnf
−
ln
)
,
where the ln take the N −M − 2k values in {1, . . . ,N} which are different from all ij, kj in
(5.18). Note that this set of ln’s is unique. After reordering the generators f
±
j , the element
within ΛˆL(. . . ) is (−1) 12
∑2k
j=1 εje0
∏N
j=1 f
+
j f
−
j
2. We also note that the 2N tuple corresponding
to (5.19) gives
(5.20)
∑
i
(ti + si) = 2(N−M − k) ,
∑
i
si = N−M − 2k + 1
2
2k∑
j=1
(εj + 1) .
2To get the sign, first we write
∏2k
j=1 f
εj
ij
·∏2kj=1 f−εjij = (−1)k∏2kj=1 fεjij f−εjij , where f−ε1i1 is commuted past
an odd number of fermions, so we get −1, then f−ε2i2 is commuted past an even number of fermions, so we
get +1, etc. – this explains (−1)k. Then to reorder fεjij f
−εj
ij
we do nothing if εj = +1 and get −1 otherwise.
Thus we have to multiply by (−1)
∑2k
j=1
1−εj
2 . This together with (−1)k gives the sign (−1) 12
∑2k
j=1 εj .
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We thus get for (5.17) the following expression, for z as in (5.18),
SZ(z) = 2
2(N−M−k)ΛˆL
(
e0
N∏
j=1
f+j f
−
j
)
e0S
(( 2k∏
j=1
f
εj
ij
)
·
( N−M−2k∏
n=1
f−lnf
+
ln
))
(5.21)
= (−1)Mνβ22N−2(M+k)e0
( 2k∏
j=1
f
εj
ij
)
·
( N−M−2k∏
n=1
f+lnf
−
ln
)
,
where the ln are as in (5.19), and where we used our assumption that i1 < · · · < i2k and thus
had to reorder f
εj
ij
’s after the application of the antipode S. It is now clear that the image of
ZΛ under SZ is ZΛ itself. We also note by a direct calculation that S
2
Z(z) = z.
Our aim is now to check the expression in (5.13) together with (5.15). Recall that the
bijection ϑ was defined in (5.11). Then having z as in (5.18), its image under ϑ−1 has the
form (of course here for a particular choice of ij, kj)
(5.22) ϑ−1(z) = e0 ⊗ . . .⊗ e0 ⊗ e0fε1i1 ⊗ . . .⊗ e0f+k1f−k1 ⊗ . . .⊗ e0 .
The action of each tensor component SiZΛ , as defined in (5.15), replaces e0 in the i’th factor
by 2f+i f
−
i e0 and f
+
i f
−
i e0 by −12e0, while does nothing to the factors e0fε1i1 . With this, it is now
straightforward to see the equality in (5.13) using the final expression in (5.21).
For the T -transformation on ZΛ, we use the expression (3.17) that can be written as
(5.23) v−1e0 =
N∏
k=1
(1 + 2f+k f
−
k )e0 .
It is therefore clear that TZ acts on ZΛ. Recall that the injective linear map (5.11) restricts
to an isomorphism ϑ
∣∣
U+
: U+ → ZΛ. Note that
(5.24) ϑ−1(v−1e0) = (e0 + 2f+1 f
−
1 e0)⊗ (e0 + 2f+2 f−2 e0)⊗ . . .⊗ (e0 + 2f+N f−Ne0) .
It is easy to check that, even though ϑ
∣∣
U+
: U+ → ZΛ is itself not an algebra map, when
restricted to the subalgebra of Q0 generated by f
+
i f
−
i , 1 ≤ i ≤ N, it does become an algebra
map. In particular for v−1e0 we have ϑ−1(v−1z) = ϑ−1(v−1e0) · ϑ−1(z) for all z ∈ ZΛ.
Thus TZ |ZΛ acts on U+ by multiplication with (5.24). From this, we immediately get (5.14)
with (5.15).
Finally, from the TZ(e0) we see that TZ has Jordan blocks of maximum rank N+1. Indeed,
recall that Jordan blocks of a given dimension behave under tensoring like irreducible sl(2)-
modules of that same dimension. The matrix TiZΛ in (5.15) has one rank-2 Jordan block and
two rank-1 blocks (use the basis {2f+i f−i e0, e0, f−i e0, f+i e0}). Thus the maximal rank Jordan
cell in the tensor product arises from from tensoring the N rank-2 blocks. This corresponds
to the tensor product of N fundamental sl(2)-modules, which decomposes into a direct sum
with the largest irreducible summand being of dimension N + 1. 
As a corollary of the two last lemmas we have the following theorem.
36 V. FARSAD, A.M. GAINUTDINOV, I. RUNKEL
Theorem 5.3. The projective SL(2,Z)-action on the centre Z of Q given by the linear maps
SZ and TZ from (5.1)-(5.2) is
(5.25) SZ = SZP ⊕ SZΛ , TZ = TZP ⊕ TZΛ ,
with the constituent maps as defined in Lemmas 5.1 and 5.2. We have S2Z = idZ and TZ has
Jordan blocks of ranks up to and including N + 1.
6. Equivalence of the two projective SL(2,Z)-actions
In this final section, we review the modular-group action on the symplectic fermion pseudo-
trace functions and compare it with the SL(2,Z) action computed in the previous section
on the centre of Q. The main result of this paper is that these two actions are projectively
equivalent (Theorem 6.11).
6.1. Modular properties of symplectic fermion pseudo-trace functions. Here, we
review the computation of the symplectic fermion pseudo-trace functions and of their modular
properties carried out in [GR2].
We define two affine Lie super-algebras, ĥ and ĥtw, in terms of a symplectic C-vector space h
of dimension 2N with symplectic form (−,−). The underlying super-vector spaces are
(6.1) ĥ = h⊗ C[t±1] ⊕ Ckˆ , ĥtw = h⊗ t 12C[t±1] ⊕ Ckˆ ,
where t±1 and kˆ are parity-even, and h is parity-odd. For u ∈ h and m ∈ Z (resp. m ∈ Z+ 1
2
),
abbreviate um := u⊗ tm. The Lie super-bracket is given by taking kˆ central and setting, for
u, v ∈ h and m,n ∈ Z (resp. m,n ∈ Z + 1
2
),
(6.2) [um, vn] = (u, v)mδm+n,0 kˆ .
By convention for the bracket of a Lie super-algebra, this is an anti-commutator as um, vn
are parity odd. We refer to [Ru] for more on ĥ(tw) and its representations.
To make the connection to Section 2, choose a basis {ai, bi | i = 1, . . . ,N} of h which satisfies
(6.3) (aj, bk) = ipiδj,k .
With this basis as generators, we have Λ = Λ(h), that is, the 22N-dimensional Graßmann
algebra defined in Section 2.1 is the exterior algebra of h. The reason to put the factor of ipi
in the above normalisation is that we will also work with a rescaled basis of h, namely
(6.4) α1 = a1 , α
2 = 1
ipi
b1 , . . . , α
2N−1 = aN , α2N = 1ipibN .
The αi are a symplectic basis in the sense that (α1, α2) = 1, etc. The basis {αi} is a natural
choice when working with the affine Lie algebra ĥ(tw), and it is used e.g. in [Ru] and [GR2,
Sec. 6].
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For later use we recall the action of the Virasoro zero-mode L0 on highest weight modules
of ĥ(tw) from [Ru, Rem. 2.5 & 2.7]:
ĥ-module : L0 =
N∑
k∈0
(α2k0 α
2k−1
0 − α2k−10 α2k0 ) +H ,(6.5)
ĥtw-module : L0 = −N8 +Htw .
where
H =
∑
m∈Z>0
N∑
k∈0
(
α2k−mα
2k−1
m − α2k−1−m α2km
)
,(6.6)
Htw =
∑
m∈Z≥0+ 12
N∑
k∈0
(
α2k−mα
2k−1
m − α2k−1−m α2km
)
.
One verifies that H(tw) acts as grading operator on a highest-weight module of ĥ(tw), assigning
grade zero to the space of ground states.
The braiding on SF was originally computed in [Ru] with respect to the basis in (6.4) and,
for example, for X, Y ∈ SF0 the result was
(6.7) cX,Y = τ
s.v.
X,Y ◦ exp
(
− ipi
N∑
k=1
(α2k ⊗ α2k−1 − α2k−1 ⊗ α2k)
)
,
see [Ru, Eqn. (6.1)]. This formula, and many others, have factors of ipi, which can be absorbed
into a suitably rescaled copairing. Indeed, with respect to the basis {ak, bk}, the above
braiding produces the one presented in (2.14).
Given a module M ∈ SF0 = Reps.v.Λ, we can use induction to construct an ĥ-module M̂
as follows. We take um for u ∈ h, m > 0, to act as zero on M , kˆ to act by 1, and the zero
modes (ai)0 and (bi)0 to act as ai and bi, respectively. Then
(6.8) M̂ := U(ĥ)⊗U(ĥ≥0⊕Ckˆ) M ,
where U(−) denotes the universal enveloping algebra (in super-vector spaces) of a Lie super-
algebra, and ĥ≥0 is the subalgebra spanned by non-negative modes. Similarly, for V ∈ SF1 =
Svect, we consider the induced ĥtw-module
(6.9) V̂ := U(ĥtw)⊗U((ĥtw)>0⊕Ckˆ) V ,
which is defined as above, except that in ĥtw there are no zero modes to take care of.
The symplectic fermion vertex operator super-algebra V is defined in [Ab], see also [DR3,
Sec. 3.1] which uses the present notation (except that V is denoted by V(h) there). The
underlying super-vector space is V = 1̂, for 1 ∈ SF the tensor unit as given in (2.4). Write
Vev for the parity-even subspace of V – this is a vertex operator algebra.
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It is shown in [Ab] (and stated this way in [GR2, Cor. 6.4]) that the functor of first inducing
a ĥ(tw)-module and then restricting to its even subspace defines a Vev-module:
Proposition 6.1.
(−̂)
ev
is a faithful C-linear functor SF → RepVev.
Next we compute the image of the endomorphisms of the minimal projective generator GSF
of SF given in (3.63). This requires a bit of preparation. Define
(6.10) G := Λ̂⊕ T̂ .
Note that we do not take the even part. Instead we consider the super-vector space on the
RHS simply as a vector space. In terms of the functor (−̂)ev this means
(6.11) G ∼= (ĜSF)ev .
We will need this isomorphism explicitly. We first describe the isomorphism
(6.12)  : Λ̂
∼−→ ̂(Λ⊗ C1|1)ev
of Vev-modules. Recall by (6.8) that Λ̂ = U(ĥ)⊗U(ĥ≥0⊕Ckˆ) Λ. We then define for homogeneous
u ∈ U(ĥ) and f ∈ Λ:
(6.13)  : u⊗ f 7→ u⊗ f ⊗
{
(1, 0) , if u⊗ f even ,
(0, 1) , if u⊗ f odd ,
with the inverse map given by (note that v has to be homogeneous too)
(6.14) −1 : u⊗ f ⊗ v 7→ v|u|+|f | · u⊗ f , v ∈ C1|1 .
The isomorphism tw : T̂
∼−→ ̂(T ⊗ C1|1)ev is defined analogously.
Lemma 6.2. The image E under (−̂)
ev
of EndSF(GSF) in EndVev(G) is generated by
• the action of the zero modes αi0, i = 1, . . . , 2N,
• îdT , the idempotent corresponding to T̂ , i.e. the identity map on T̂ and zero on Λ̂,
• the parity involution ωG on G.
Proof. We first refer to Corollary 3.18 where EndSF(GSF) was described. The functor
(−̂)
ev
maps a morphism g to idU(ĥ) ⊗ g. We first calculate the image (under the functor) of action
of a ∈ h from (3.65):
(6.15) u⊗ f ⊗ v 7→ u⊗ f · a⊗ Π(v) = (−1)|u|+|f |a0 · u⊗ f ⊗ Π(v) ,
were the latter equality is by the definition of the induced representation (6.8). Then com-
posing with the isomorphism −1 from (6.14) we get the corresponding endomorphism on Λ̂:
(6.16) v|u|+|f |u⊗ f 7→ v|a0|+|u|+|f |+1(−1)|u|+|f |a0 · u⊗ f = v|u|+|f |a0 · ωG(u⊗ f) .
We finally note that the image of the κ generator is given by ωG. Therefore the image of
EndSF(GSF) is generated by ωG, by a0 ◦ ωG for a ∈ h (or, equivalently, by a0), and by the
idempotent for T̂ . 
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We note that the algebra from Lemma 6.2 was also introduced in [AN] in order to describe
pseudo-trace functions for Vev. Let us briefly review this construction. For a k-algebra A, the
space of central forms on A is defined as
(6.17) C(A) =
{
ϕ : A→ k ∣∣ϕ(ab) = ϕ(ba) for all a, b ∈ A} .
By definition, an element ϕ ∈ C(A) induces a symmetric pairing (a, b)→ ϕ(ab) on A.
Recall the algebra E ⊂ EndVev(G) from Lemma 6.2 and note that G is an E-module. To
each ϕ ∈ C(E) one can assign a pseudo-trace function [AN]
(6.18) ξϕG : Vev × H −→ C .
Explicitly, ξϕG is written as, for v ∈ Vev, τ ∈ H,
(6.19) ξϕG (v, τ) = t
ϕ
G
(
o(v) e2piiτ(L0−c/24)
)
,
where tϕG : G → C is a Hattori-Stallings trace, o : Vev → EndC(G) is the zero mode linear map
and c = −2N is the central charge of Vev. We refer to [AN] and [GR2, Sec. 4] for details (see
also [GR2, Prop. 5.2] on how the above definition relates to [AN]).
The pseudo-trace functions are generalisations of the characters of VOA modules. Indeed,
for each simple Vev-module M there is a unique ϕM ∈ C(E) such that3
(6.20) ξϕMG (v, τ) = TrM
(
o(v) e2piiτ(L0−c/24)
)
,
i.e. the pseudo-trace function for ϕM equals the usual trace overM. In particular, there is a
unique ϕVev corresponding to the vacuum character.
Remark 6.3. The general background for the above definition is the theory – due to [Zh] –
of torus one-point functions C1(V) for a vertex operator algebra V . Torus one-point functions
close under modular transformations, and for a certain class of vertex operator algebras
with semisimple representation theory, the space of torus one-point functions is spanned by
characters [Zh]. These results were extended in [Mi] to certain vertex operator algebras with
non-semisimple representation theory. It is proved in [Mi] that in this case the torus one-point
functions are spanned by a variant of pseudo-trace functions. Pseudo-trace functions in the
sense of [Mi] are hard to work with, and we use here an easier notion introduced in [AN].
However, it is not known if those simpler functions span the torus one-point functions (even
in the case of Vev).
Pseudo-trace functions provide a linear map ξG : C(E) → C1(Vev). This map is injective
[AN, Thm. 6.3.2]. We need in addition:
Conjecture 6.4 ([AN, Conj. 6.3.5], [GR2, Conj. 5.8]). ξG : C(E) → C1(Vev) is an isomor-
phism.
3 Existence of ϕM is proven in [GR2, Prop. 5.5] (which also provides the simple expression ϕM = TrM˜(−)
where M˜ = HomVev(G,M) is the corresponding E-module). Uniqueness follows from injectivity of ξG as
proven in [AN] for the choice of G given in (6.10).
40 V. FARSAD, A.M. GAINUTDINOV, I. RUNKEL
Under the above conjecture, the following statement is verified for Vev in [GR2, Sec. 6] and
Lemma 6.6 below by explicit calculation.
Proposition 6.5. Assuming Conjecture 6.4, we have
• the action of the modular S- and T -transformation defines linear isomorphisms
(6.21) SVev , TVev : C(E)→ C(E) ;
• the element δ := SVev(ϕVev) ∈ C(E) defines a non-degenerate pairing on E via (f, g) 7→
δ(f ◦ g); the assignment δˆ : Z(E) → C(E), z 7→ δ(z · (−)) therefore is a linear
isomorphism.
In [GR2, Sec. 5] this statement is conjectured to hold in general for the class of vertex
operator algebras considered there. As a consequence of Proposition 6.5, we obtain unique
linear isomorphisms
(6.22) SZ = δˆ
−1 ◦ SVev ◦ δˆ , TZ = δˆ−1 ◦ TVev ◦ δˆ .
Next we give the explicit results for δˆ(ϕM) and SZ , TZ . Setting ϕX := ϕ(X̂)ev , for X ∈ SF ,
the calculation in [GR2, Sec. 6] can be expressed as
δˆ−1(ϕ1) = (2pi)Nα10 · · ·α2N0 (ωG + 1) , δˆ−1(ϕT ) = 2N îdT (ωG + 1) ,(6.23)
δˆ−1(ϕΠ1) = (2pi)Nα10 · · ·α2N0 (ωG − 1) , δˆ−1(ϕΠT ) = 2N îdT (ωG − 1) .
The centre of E is computed in [AN] to be
(6.24) Z(E) = ZP (E)⊕ ZΛ(E) ,
where ZΛ(E) is spanned by even monomials in the zero modes αi0, and ZP (E) has the basis
(6.25) ZP (E) = spanC
{
1
2
δˆ−1(ϕ1 + ϕΠ1) , δˆ−1(ϕT ) , δˆ−1(ϕΠT )
}
.
The form of the centre also follows from Proposition 3.15 via the equivalence in Theorem 3.6.
The linear map SZ from (6.22) is computed explicitly in [GR2, Cor. 6.9]. For TZ we give
the explicit expression in the next lemma.
Lemma 6.6. For z ∈ ZΛ(E) we have
(6.26) TZ(z) = e
2piiN/12 · e2pii
∑N
k=1 α
2k
0 α
2k−1
0 z ,
while on ZP (E) in the basis (6.25) we get the matrix representation
(6.27) TZ
∣∣
ZP (E) = e
2piiN/12 ·
1 0 00 e−piiN/4 0
0 0 −e−piiN/4
 .
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Proof. We start by computing TVev . By definition, for all ϕ ∈ C(E),
(6.28) ξϕG (v, τ + 1) = ξ
TVev (ϕ)
G (v, τ) .
Recall the direct sum decomposition (6.10) of G. There are no Vev-intertwiners between Λ̂
and T̂ , nor between the different parity subspaces of T̂ , and so (as we have already seen in
the explicit description above)
(6.29) E = E0 ⊕ E+1 ⊕ E−1 , E0 = EndVev(Λ̂) , E+1 = C id(T̂ )ev , E−1 = C id(T̂ )odd .
From the definition of the pseudo-trace functions in (6.19) and from the explicit form in [GR2,
Eqn. (6.16) & App. A] it is a straightforward exercise to show that
(6.30) ξϕG (v, τ + 1) = t
ϕ
G
(
e2pii(L0−c/24) o(v) e2piiτ(L0−c/24)
)
= tϕ
′
G
(
o(v) e2piiτ(L0−c/24)
)
,
where we used that the zero mode o(v) commutes with L0 and set
(6.31) ϕ′(f) =

e2pii(L0−c/24)f ; f ∈ E0
e2pii(−N/8−c/24)f ; f ∈ E+1
−e2pii(−N/8−c/24)f ; f ∈ E−1
and, for f ∈ E0,
(6.32) e2pii(L0−c/24)f = exp
{
2pii
(
1
2
N∑
k=1
(
α2k0 α
2k−1
0 − α2k−10 α2k0
)
+
N
12
)}
f .
The above computation makes use of the explicit form of L0 as given in (6.5), and of the fact
that H has eigenvalues in Z≥0, and so vanish in exp(2pii(· · · )). On the other hand, Htw has
eigenvalues in Z≥0 on the even part of an ĥtw-module, and in Z≥0 + 12 on the odd part. 
Similar to the construction in (5.11) we let Wi ⊂ E0 be the subalgebra with basis
(6.33) Wi = spanC
{
idE0 , α
2i−1
0 , α
2i
0 , α
2i
0 α
2i−1
0
}
,
and consider the linear map $ : W1 ⊗ · · · ⊗WN → E0 given by
(6.34) $(f1 ⊗ · · · ⊗ fN) := f1 · · · fN .
Let W+ ⊂ W1 ⊗ · · · ⊗WN be the subspace spanned by products with an even total number
of αk0’s. The map $ restricts to an isomorphism $ : W+ → ZΛ(E). Let σk, τk : Wk → Wk be
the linear maps whose matrix representations in the basis (6.33) are
(6.35) σk =

0 0 0 (−2pi)−1
0 −i 0 0
0 0 −i 0
−2pi 0 0 0
 , τk =

1 0 0 0
0 1 0 0
0 0 1 0
2pii 0 0 1
 .
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Theorem 6.7. Assume Conjecture 6.4 holds. The linear maps SZ , TZ : Z(E) → Z(E) pre-
serve the direct sum decomposition (6.24):
(6.36) SZ = SZP ⊕ SZΛ , TZ = TZP ⊕ TZΛ .
The linear endomorphisms SZP , TZP of ZP (E) are given by the matrices, with respect to the
basis (6.25),
(6.37) SZP =
 0 2N −2N2−N−1 2−1 2−1
−2−N−1 2−1 2−1
 , TZP = e2piiN/12 ·
1 0 00 e−piiN/4 0
0 0 −e−piiN/4
 .
The linear endomorphisms SZΛ , TZΛ of ZΛ(E) are given by
SZΛ = $ ◦
((
σ1 ⊗ · · · ⊗ σN
)∣∣
W+
)
◦$−1 ,(6.38)
TZΛ = e
2piiN/12 ·$ ◦
((
τ1 ⊗ · · · ⊗ τN
)∣∣
W+
)
◦$−1 .
Proof. The expression for SZ is computed in [GR2, Cor. 6.9]. The expression for TZ is imme-
diate from Lemma 6.6. 
We conclude this section by a conjectural refinement of the C-linear inclusion in Proposi-
tion 6.1 to a ribbon equivalence which we need in the next section. For details on how to
define the necessary coherence isomorphisms we refer to [DR3, Conj. 7.4], and for the specific
value of β to [Ru, Thm. 6.4].
Conjecture 6.8 ([DR3, Conj. 7.4]). For the choice
(6.39) β = e−ipiN/4 ,(−̂)
ev
is an equivalence of C-linear ribbon categories.
6.2. Comparison of SL(2,Z)-actions. To compare the results in Theorems 5.3 and 6.7 we
first need to correct a mismatch in conventions for the ribbon twist and then relate Z(Q)
from (3.53) to Z(E) from (6.24).
We start by remarking that in [Ly1, Ly2] – which we use to compute the SL(2,Z)-action
on Z(Q) – the convention is that the T generator acts by composing with the ribbon twist θ.
However, the modular T -transformation acts by composition with θ−1.4 Below we will show
that the agreement with the categorical T -transformation can be achieved by changing the
value of β in Conjecture 6.8 to its inverse.
4The reason for this mismatch is that by the convention chosen in [Ru], following e.g. [FRS], the ribbon
twist acts by e−2piiL0 while for RepVev the modular T -action is (up to a constant) given by e2piiL0 . One
of course could redefine the Lyubashenko’s SL(2,Z)-action, but we find it more convenient to adapt the
conventions from [Ru] to the present context.
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According to Conjecture 6.8,
(
RepVev , θ = e−2piiL0
) ∼= SF(N , β = e−ipiN/4 ) as ribbon
categories. This is equivalent to
(6.40)
(
RepVev , θ = e2piiL0
) ' SF(N , β = e−ipiN/4 )rev .
Here, given a ribbon category C, Crev denotes the reversed ribbon category, where braiding
and twist are replaced by their inverses. On the LHS of (6.40) we now have the convention
for θ that matches our quasi-Hopf computation of the T -transformation. To reformulate the
RHS, we need the following lemma.
Lemma 6.9. For all N, β we have SF(N, β)rev ' SF(N, β−1) as ribbon categories.
Proof. For the sake of the proof we will write SF(N, β; ΛcoΛ (β), C), where ΛcoΛ (β) is the coin-
tegral in (2.12) and C refers to the copairing in (2.9).5 We stress the β-dependence in the
notation ΛcoΛ (β) as our normalisation convention for the cointegral is β-dependent. By [DR1,
Prop. 4.12] there is a ribbon equivalence
(6.41) SF(N, β; ΛcoΛ (β), C)rev ' SF(N, β−1; ΛcoΛ (β),−C) ,
whose underlying functor is the identity (with non-trivial coherence isomorphisms). In [DR1,
Prop. 4.12] the cointegral stays the same, hence ΛcoΛ (β) appears also on the RHS instead of
ΛcoΛ (β
−1).
It remains to show that on the RHS of (6.41) one can replace ΛcoΛ (β) by Λ
co
Λ (β
−1) and −C
by C. Let ϕ : Λ → Λ be the Hopf algebra isomorphism given on the generators in (2.2) as
ϕ(ai) = ai, ϕ(bi) = −bi, i = 1, . . . ,N. The isomorphism ϕ satisfies
(6.42) ΛcoΛ (β) ◦ ϕ = (−1)NΛcoΛ (β) = ΛcoΛ (β−1) , (ϕ⊗ ϕ)(C) = −C .
We can now apply [DR1, Prop. 4.11] to conclude that
(6.43) SF(N, β−1; ΛcoΛ (β),−C) ' SF(N, β−1; ΛcoΛ (β−1), C)
as ribbon categories. The underlying functor of this equivalence is the identity functor in
SF1, and it is given by ϕ∗, the pullback of representations along ϕ, on SF0. Combining
(6.41) and (6.43) proves the statement of the lemma. 
Remark 6.10. Thanks to Lemma 6.9 and Theorem 3.6, the equivalence in Conjecture 6.8
can be restated as
(6.44)
(
RepVev , θ = e2piiL0
) ' SF(N , β = eipiN/4 ) ' RepQ(N, β = eipiN/4) .
5 More generally, the ribbon category SF is constructed from a symplectic vector space h, a cointegral
and a choice of β, see [DR1, Sec. 5.2] for details. C is the copairing for the symplectic form. Including the
cointegral and the copairing in the notation makes these choices explicit.
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Denote by J : RepQ(N, β)→ SF(N, β) the ribbon equivalence from Proposition 3.6 and
constructed in Appendices A and B, see also the inverse equivalence in Section B.8. We need
to compute the following chain of algebra isomorphisms for β = eipiN/4:
(6.45) Υ : Z(Q)
(1)−→ End(IdRepQ) (2)−→ End(IdSF(β)) (3)−→ End(IdSF(β−1)rev) (4)−→ Z(E) ,
and use this to compare the results of Theorems 5.3 and 6.7. Let z ∈ Z(Q). Arrow (1) is
simply given by acting with z on a module. Arrow (2) maps η to the unique η′ such that
(6.46) η′J (X) = J (ηX) for all X ∈ RepQ .
Arrow (3) is described in Lemma 6.9 and arrow (4) maps ψ to (ψ̂G)ev.
We compute the composition of these maps separately for Z(Q0) and Z(Q1). Let us start
with z ∈ Z(Q0). The functor F : SF(N, β) → RepQ(N, β) which is inverse to J is given
explicitly in Appendix B.8. Conversely, the functor J , as C-linear functor, is J = E ◦ H,
where E is given in the proof of Proposition A.3 and H in the proof of Proposition B.3. Then
for X ∈ SF0, η′X is given by the action of z, where now f+k acts as ak, f−k acts as bk and K
acts as parity involution ωX . This gives arrow (2). Arrow (3) is pullback of representations
(see the proof of Lemma 6.9) with the result that f+k still acts as ak but now f
−
k acts as −bk.
Finally, for arrow (4) the relation between ak, bk and the zero modes (α
j)0 is given in (6.4).
Altogether, for νj, εj ∈ {0, 1},
∑N
j=1(νj + εj) even,
Υ
(
e0(f
+
1 )
ν1(f−1 )
ε1 · · · (f+N )νN(f−N )εN
)
= (a1)
ν1
0 (−b1)ε10 · · · (aN)νN0 (−bN)εN0 ,
(6.47)
= (−pii)ε1+···+εN · (α10)ν1(α20)ε1 · · · (α2N−10 )νN(α2N0 )εN ,
where the factors on the RHS are zero modes of ĥ acting on G. Furthermore,
Υ
(
Ke0f
+
1 f
−
1 · · · f+N f−N
)
= (a1)0(−b1)0 · · · (aN)0(−bN)0 ωG ,(6.48)
= (−pii)N · α10α20 · · ·α2N0 ωG .
For Z(Q1) one quickly finds that
Υ(e+1 ) = id(T̂ )ev =
1
2
· îdT ◦ (id + ωG) ,(6.49)
Υ(e−1 ) = id(T̂ )odd =
1
2
· îdT ◦ (id− ωG) .
After these preparations, we can finally compare the elements φV from (4.28) to (6.23) and
the action of the generators of SL(2,Z) as given in Theorems 5.3 and 6.7.
Theorem 6.11. If one chooses the normalisation constant of the integral for the coend L in
(4.19) to be ν = 1, then
Υ(φX+0 ) = δˆ
−1(ϕ1) , Υ(φX+1 ) = δˆ
−1(ϕT ) ,(6.50)
Υ(φX−0 ) = δˆ
−1(ϕΠ1) , Υ(φX−1 ) = δˆ
−1(ϕΠT ) .
Furthermore, SZ ◦Υ = Υ ◦ SZ and TZ ◦Υ = e2piiN/12 ·Υ ◦ TZ.
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Proof. That the identities in (6.50) hold is immediate from comparing (4.28) and (6.23) via
the explicit form of Υ given above. For example,
(6.51) Υ(φX+0 ) = ν 2
Nβ2(−pii)N(ωG + id)α10 · · ·α2N0 ,
which is equal to δˆ(ϕ1) in (6.23) since ν = 1 and β is fixed as in (6.39).
The basis (5.5) gets mapped to
(6.52)
{
φP+0 , φX
+
1
, φX−1
} Υ7−→ { 22N · 1
2
δˆ−1(ϕ1 + ϕΠ1) , δˆ−1(ϕT ) , δˆ−1(ϕΠT )
}
,
which differs from (6.25) by a coefficient in the first basis vector. Taking this into account
one arrives at SZP ◦Υ = Υ ◦ SZP and TZP ◦Υ = e2piiN/12 ·Υ ◦ TZP .
The basis for Uk used in Lemma 5.2 is transported to a basis of Wk (via $
−1 ◦Υ ◦ ϑ) as
(6.53)
{
e0 , f
−
k e0 , f
+
k e0 , f
+
k f
−
k e0
} 7−→ { id , −piiα2k0 , α2k−10 , −piiα2k−10 α2k0 } .
This differs from the basis used in (6.33), namely {id, α2k−10 , α2k0 , α2k0 α2k−10 }, in the order of
basis factors and by coefficients. Note that for the present choice of β, the factor β2 in (5.13) is
equal to iN, which can be distributed over the individual factors of SkZΛ . One then verifies that
the above change of basis transports i SkZΛ to σ
k and TkZΛ to τ
k as given in (6.35). Comparing
(5.13) and (6.38), we see that this proves SZΛ ◦Υ = Υ◦SZΛ and TZΛ ◦Υ = e2piiN/12 ·Υ◦TZΛ . 
This also proves Theorem 1.1 from the introduction, which states that the linear SL(2,Z)-
action piE on Z(E) and the projective SL(2,Z)-action piQ on Z(Q) agree projectively. Namely,
there is a function γ : SL(2,Z) → C× such that the linear isomorphism Υ : Z(Q) → Z(E)
satisfies
(6.54) piE(g) ◦Υ = γ(g) ·Υ ◦ piQ(g) for all g ∈ SL(2,Z) .
Appendix A. Equivalence between SF and Rep S
We give here the first part of the proof of Lemma 3.5. Fix N ∈ N and β ∈ C with
β4 = (−1)N, see (2.1). In this section we introduce a quasi-bialgebra S = S(N, β) in Svect,
define a braiding on its category Rep S of finite-dimensional representations in Svect, and
show that Rep S is equivalent to SF(N, β) as a braided monoidal category.
A.1. A quasi-bialgebra in Svect. The unital associative algebra S = S(N, β) over C has
generators x±i , i = 1, . . . ,N and L, subject to the relations
x±i L = Lx
±
i , {x+i , x−j } = δi,j 12(1− L) , {x±i , x±j } = 0 , L2 = 1 .(A.1)
We have dim S = 22N+1. Next we turn S into an algebra in Svect by giving it a Z2-grading
such that x±i have odd degree and L has even degree.
Define the central idempotents
e0 :=
1
2
(1 + L) , e1 :=
1
2
(1− L) .(A.2)
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Using these, S decomposes as
S = S0 ⊕ S1 , S0 := e0S , S1 := e1S .(A.3)
From the defining relations it is immediate that S0 is a 2
2N-dimensional Graßmann algebra
and S1 is a 2
2N-dimensional Clifford algebra.
In the following we will often use the tensor product A⊗B of algebras A,B in Svect. As
a super-vector space, A⊗B is the tensor product A⊗Svect B of the underlying super-vector
spaces. The unit is 1⊗ 1 and the product µA⊗B includes parity signs:
(A.4) µA⊗B := (µA ⊗ µB) ◦ (idA ⊗ τ s.v.B,A ⊗ idB) : A⊗B ⊗ A⊗B −→ A⊗B ,
where τ s.v. is the symmetric braiding in Svect, see (2.7). In terms of homogeneous elements,
this reads (a⊗ b) · (a′ ⊗ b′) = (−1)|b||a′|(aa′)⊗ (bb′).
The notion of a quasi-bialgebra in vect is given e.g. in Definition I:6.1 (that definition is for
quasi-Hopf algebras – just omit the antipode and the corresponding conditions). In Svect,
the definition is basically the same (and works in general symmetric monoidal categories):
Definition A.1. A quasi-bialgebra in Svect is a tuple (A, ε,∆,Φ), where
• A ∈ Svect is a unital associative algebra, such that the unit 1 ∈ A is even and the
product respects the Z2-grading.
• ε : A→ C1|0 and ∆ : A→ A⊗ A are even linear maps and algebra homomorphisms.
(The algebra structure on A⊗A involves the symmetric braiding in Svect as described
in (A.4).)
• Φ ∈ A⊗ A⊗ A is an even element.
These data is subject to the conditions I:(6.2)–I:(6.5) in Definition I:6.1, with products in
A⊗ A⊗ A involving parity signs as in (A.4).
In presenting the quasi-bialgebra structure for S, we first list the data and will then prove
in Proposition A.2 below that these indeed define a quasi-bialgebra in Svect.
The (non-coassociative) coproduct ∆S : S→ S⊗ S and counit  : S→ C are given by
∆S(x±i ) = x
±
i ⊗ 1 + (e0 − ie1)⊗ x±i ± ie1 ⊗ e1(x+i − x−i ) , εS(x±i ) = 0 ,(A.5)
∆S(L) = L⊗ L , εS(L) = 1 .
It is straightforward to check that ∆S is well-defined on S, i.e. that the above definition in
terms of generators is compatible with the relations in (A.1).
The coassociator Λ ∈ S⊗ S⊗ S is given by
Λ = e0 ⊗ e0 ⊗ e0(A.6)
+ e1 ⊗ e0 ⊗ e0 + Λ010e0 ⊗ e1 ⊗ e0 + e0 ⊗ e0 ⊗ e1
+ Λ110e1 ⊗ e1 ⊗ e0 + Λ101e1 ⊗ e0 ⊗ e1 + e0 ⊗ e1 ⊗ e1
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+ Λ111e1 ⊗ e1 ⊗ e1 ,
where
(A.7) Λabc = β2abc
N∏
k=1
Λabc(k)
(i.e. there is a factor of β2 in sector 111) with
Λ010(k) = 1⊗ 1⊗ 1 + (1 + i)x−k ⊗ 1⊗ x+k − (1− i)x+k ⊗ 1⊗ x−k − 2x+k x−k ⊗ 1⊗ x+k x−k ,
(A.8)
Λ110(k) = 1⊗ 1⊗ 1− i1⊗ (x+k + x−k )⊗ (x+k + x−k ) ,
Λ101(k) = 1⊗ 1⊗ 1 + i1⊗ (x+k + ix−k )⊗ (x+k + ix−k ) + (1− i)(x+k − x−k )⊗ x+k x−k ⊗ (ix+k − x−k )
+ (1 + i)x−k ⊗ x+k ⊗ 1− (1− i)x+k ⊗ x−k ⊗ 1 + (1 + i)1⊗ x+k x−k ⊗ 1− 2x+k x−k ⊗ x+k x−k ⊗ 1 ,
Λ111(k) = (i− 1)1⊗ 1⊗ 1 + (1− i)1⊗ 1⊗ x+k x−k + (1 + 2i)1⊗ x−k ⊗ x−k + 1⊗ x−k ⊗ x+k
+ 1⊗ x+k ⊗ x−k + 1⊗ x+k ⊗ x+k + (1− i)1⊗ x+k x−k ⊗ 1− (2− 2i)1⊗ x+k x−k ⊗ x+k x−k
− (1− i)x−k ⊗ 1⊗ x−k + (1 + i)x−k ⊗ 1⊗ x+k − (1− i)x−k ⊗ x−k ⊗ x+k x−k
+ (1 + i)x−k ⊗ x+k ⊗ x+k x−k + (1− i)x−k ⊗ x+k x−k ⊗ x−k − (1 + i)x−k ⊗ x+k x−k ⊗ x+k
+ (1− i)x+k ⊗ x−k ⊗ 1− (1− i)x+k ⊗ x−k ⊗ x+k x−k − (1 + i)x+k ⊗ x+k ⊗ 1
+ (1 + i)x+k ⊗ x+k ⊗ x+k x−k − (1− i)x+k ⊗ x+k x−k ⊗ x−k + (1 + i)x+k ⊗ x+k x−k ⊗ x+k
+ 2x+k x
−
k ⊗ 1⊗ 1− 2x+k x−k ⊗ 1⊗ x+k x−k − 2ix+k x−k ⊗ x−k ⊗ x−k − 2ix+k x−k ⊗ x+k ⊗ x+k
− 2x+k x−k ⊗ x+k x−k ⊗ 1 + 4x+k x−k ⊗ x+k x−k ⊗ x+k x−k .
Note the product of the Λabc(k) is taken in the tensor product of super-algebras S⊗S⊗S, which
includes parity signs, as defined in (A.4). The Λabc(k) is parity-even, and one quickly checks
that for k 6= l the elements Λabc(k) and Λabc(l) commute in S ⊗ S ⊗ S, so that the order in which
one takes the product does not matter.
Finally, we define an element r ∈ S⊗ S which is given by
(A.9) r = r00 · e0 ⊗ e0 + r01 · e0 ⊗ e1 + r10 · e1 ⊗ e0 + r11 · e1 ⊗ e1
where rnm = βnm
∏N
k=1 r
nm
(k) and
r00(k) = 1⊗ 1− 2x−k ⊗ x+k ,(A.10)
r01(k) = 1⊗ 1− (1 + i)x−k ⊗ x+k − (1 + i)x+k ⊗ x−k − (1 + i)x+k x−k ⊗ 1 + 2ix+k x−k ⊗ x+k x−k ,
r10(k) = 1⊗ 1− (1− i)x−k ⊗ x+k − (1− i)x+k ⊗ x−k − (1− i)1⊗ x+k x−k + 2ix+k x−k ⊗ x+k x−k ,
r11(k) = −ix−k ⊗ x−k − x−k ⊗ x+k − x+k ⊗ x−k + ix+k ⊗ x+k + 2x+k x−k ⊗ x+k x−k .
Again, for k 6= l the elements rmn(k) and rmn(l) commute in S⊗ S. We will use r later to define a
braiding in Rep S (but r is not an R-matrix for S as the braiding will involve an extra parity
map).
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For N = 1, the quasi-bialgebra algebra S was defined in [GR1, Sec. 4]. The proof that
S(N, β) is a quasi-bialgebra for general N relies on reducing the problem to the N = 1 case.
To do so, choose β1, . . . , βN such that β
4
i = −1 and β = β1 · · · βN. Define A to be the N-fold
tensor product
(A.11) A := S(1, β1)⊗ · · · ⊗ S(1, βN)
of quasi-bialgebras in Svect. Thus A is itself a quasi-bialgebra in Svect. The product and
coproduct of A are defined with parity signs (see (A.4) for the product) and the coassociator
ΛA of A is the product in A⊗ A⊗ A of those in the individual factors S(1, βi). Consider the
two-sided ideal I in A generated by
(A.12) I :=
〈
Li − Lj
∣∣ 1 ≤ i, j ≤ N〉 .
where Li stands for the element with L on the i-th tensor factor and 1 else. One verifies that
this ideal satisfies ∆A(I) ⊂ I ⊗ A + A⊗ I and εA(I) = 0, i.e. it is a (quasi-)bialgebra ideal.
Proposition A.2. For N, β as in (2.1), the data (S, ·,1,∆S, εS,Λ) defines a quasi-bialgebra
in Svect and S ∼= A/I as quasi-bialgebras.
Proof. We write x+, x− and L for the generators of S(1, βj). Consider the surjective even
linear map ϕ : A→ S(N, β) given by
ϕ
(
(x+)ε1(x−)δ1Lm1 ⊗ · · · ⊗ (x+)εN(x−)δNLmN
)
(A.13)
= (x+1 )
ε1(x−1 )
δ1 · · · (x+N)εN(x−N)δNLm1+···+mN .
The map ϕ satisfies
(A.14) ϕ(1⊗N) = 1 , εS ◦ ϕ = εA , ϕ(ab) = ϕ(a)ϕ(b) , (ϕ⊗ ϕ) ◦∆A = ∆S ◦ ϕ
Since ϕ is surjective, this proves that ∆S is an algebra homomorphism. Furthermore, ϕ⊗3
maps the coassociator of A to that of S:
(A.15) ϕ⊗3(ΛA) = Λ .
This follows from the product form of Λ ∈ S⊗3 and the fact that β = β1 · · · βN. Using once
more that S is surjective, it follows that Λ satisfies the defining relations of a coassociator
(see Definition A.1).
Thus S is a quasi-bialgebra. Finally, it is clear from the definition of ϕ that ker(ϕ) = I. 
A.2. An equivalence from SF to Rep S. Due to (A.3), Rep S can be decomposed into
two parts:
(A.16) Rep S = Rep S0 ⊕Rep S1 .
In this section we construct an equivalence of C-linear categories D : SF → Rep S. The
functor has two components due to the decompositions in (2.3) and (A.16). On SF0 we have
(A.17) D0 : SF0 → Rep S0 , D0(U) = U where x+i u = aiu , x−i u = biu (u ∈ U) ,
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and D0(f) = f on morphisms.
For the second component we need the non-central idempotent
b :=
N∏
i=1
x−i x
+
i e1 ∈ S1 .(A.18)
To see that indeed bb = b note that for each i separately we have x−i x
+
i x
−
i x
+
i e1 = x
−
i x
+
i e1.
The idempotent b generates a S1-submodule B ⊂ S1:
B := Sb = S1b = span
{
(x+N)
iN · · · (x+1 )i1b | i1, . . . , iN ∈ {0, 1}
}
.(A.19)
Since S1 is a Clifford algebra, B is a simple (and projective) S1-module in Svect. There are up
to isomorphism two distinct simple S1-modules, namely B and B⊗SvectC0|1, the parity-shifted
copy of B.
The second component of D is defined as
D1 : SF1 → Rep S1 , D1(U) = B⊗Svect U ,(A.20)
where the S1-action on D1(U) is the left multiplication on B and where U ∈ SF1 ' Svect.
On morphisms we set D1(f) = idB ⊗ f .
Proposition A.3. The functor D is an equivalence of C-linear categories.
Proof. We will give an inverse functor E : Rep S → SF to D. The functor E will again be
defined separately in the two sectors.
Given V ∈ Rep S0, the Λ-module E(V ) has V as the underlying super-vector space with
the action of ai and bi given by the action of x
+
i and x
−
i , respectively. On morphisms f in
Rep S0 we set E(f) = f . Clearly, D and E are inverse to each other as functors between SF0
and Rep S0.
For a given object M ∈ Rep S1, we set E(M) = HomvectS1 (B,M). This means we consider
all S1-linear maps from B to M , not just the parity-even maps. The decomposition into
parity-even and parity-odd maps turns HomvectS1 (B,M) into a super-vector space. Since B is
simple, we get a canonical isomorphism HomvectS1 (B,B ⊗Svect V ) ∼= V of super-vector spaces
which is natural in V , that is, E(D(V )) ∼= V . Conversely, since every S1-module is isomorphic
to a direct sum of copies of B and B⊗Svect C0|1, that is M ∼= B⊗ V for some V ∈ Svect, we
get M ∼= B⊗ HomvectS1 (B,M). 
A.3. D as a multiplicative functor. Below we will make an ansatz for isomorphisms
(A.21) ∆U,V : D(U ∗ V )→ D(U)⊗Rep S D(V ) .
which will be given sector by sector. Both, the expression for ∆U,V and the proof that it is
an isomorphism mimics the corresponding construction for N = 1 in [GR1, Sec. 6.3].
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00
δ0
U V
U V
01
B U V
U B V
δ1
b
10
B
B
U V
b
U V
11
S0
U
b b
B
U V
B V
Figure 1. String diagram notation for ∆U,V in the four sectors.
The multiplication map S⊗S→ S is denoted by µS, and for an S-module U the expression
ρU : S⊗ U → U stands for the S-action on U . We will also need the constants
δ0 =
N∏
i=1
(
1⊗ 1 + x−i ⊗ x+i
) ∈ S⊗ S, δ1 = N∏
i=1
(
1 + x+i x
−
i
) ∈ S.(A.22)
Note that they are multiplicative invertible with inverses
δ−10 =
N∏
i=1
(
1⊗ 1− x−i ⊗ x+i
) ∈ S⊗ S, δ−11 = N∏
i=1
(
1− x+i x−i
(
e0 +
1
2
e1
)) ∈ S.(A.23)
We denote the right multiplication with a ∈ S by Ra.
The following list defines ∆U,V for each of the four possibilities to choose U ∈ SF i and
V ∈ SF j, i, j ∈ {0, 1}, which we refer to as “sector ij”. The underlines indicate on which
factors S acts. In Figure 1 we give string diagram expressions for ∆U,V .
• 00 sector: ∆U,V : U ⊗ V → U ⊗ V is given by
(A.24) ∆U,V =
(
ρU ⊗ ρV ) ◦ (idS ⊗ τ s.v.S,U ⊗ idV ) ◦ (δ0 ⊗ idU ⊗ idV ) ,
where τ s.v. is defined in (2.7).
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• 01 sector: ∆U,V : B⊗ U ⊗ V → U ⊗ B⊗ V is given by
(A.25) ∆U,V =
(
ρU ⊗Rb ⊗ idV
) ◦ (Rδ1 ⊗ τ s.v.S,U ⊗ idV ) ◦ (∆S ⊗ idU ⊗ idV ) .
The image of Rb on S is B, that is, the target is indeed U ⊗ B⊗ V .
• 10 sector: ∆U,V : B⊗ U ⊗ V → B⊗ U ⊗ V is given by
(A.26) ∆U,V =
(
Rb ⊗ idU ⊗ ρV
) ◦ (idS ⊗ τ s.v.S,U ⊗ idV ) ◦ (∆S ⊗ idU ⊗ idV ) .
• 11 sector: ∆U,V : S0 ⊗ U ⊗ V → B⊗ U ⊗ B⊗ V is given by
(A.27) ∆U,V =
(
idB ⊗ τ s.v.B,U ⊗ idV
) ◦ ([(Rb ⊗Rb) ◦∆S]⊗ idU ⊗ idV ) .
Here, in the source S-module we have identified S0 and Λ.
Lemma A.4. The linear maps ∆U,V are intertwiners of S-modules.
Proof. In all sectors beside 00 this clear since ∆S is an algebra map, and since the right-
multiplications Rδ1 and Rb are left-module intertwiners. In sector 00 we have to check that
(e0 ⊗ e0) ·∆S(a) · δ0 = (e0 ⊗ e0) · δ0 ·∆S(a) holds for all a ∈ S. This is clear for a = L, and
for a = x±i it is an easy check. 
Lemma A.5. The ∆U,V are isomorphisms.
Proof. In sectors 00, 01 and 10 the proof is similar as that in [GR1, Lemma 6.5]. Indeed,
for sector 00, invertibility of ∆U,V follows from that of δ0. For sector 10 and 01 the inverse
of ∆U,V is given by the same string diagram as that in [GR1, Lemma 6.5]. The proof that
the expressions in [GR1, Lemma 6.5] are indeed inverses rests on the two identities
(b⊗ 1) · ((id⊗ ωS) ◦∆S(b)) · (b⊗ 1) = b⊗ (δ1e0) ,(A.28)
(b⊗ 1) · ((id⊗ ωS) ◦ τ s.v. ◦∆S(b)) · (b⊗ 1) = b⊗ (δ−11 e0) ,
where ωS denotes the parity involution on the super-vector space S as defined in (2.13)
6. We
need to show that these identities remain true for general N, and we will do so for the first
identity.
Namely, for i 6= j and by defining b(i) = x−i x+i e1 and δ(i)1 = 1 + x+i x−i we get
b(i)b(j) ⊗ δ(i)1 δ(j)1 e0 = (b(i) ⊗ (δ(i)1 e0)) · (b(j) ⊗ (δ(j)1 e0))(A.29)
(∗)
=
(
(b(i) ⊗ 1)((id⊗ ωS) ◦∆S(b(i)))(b(i) ⊗ 1)
)
· ((b(j) ⊗ 1)((id⊗ ωS) ◦∆S(b(j)))(b(j) ⊗ 1))
(∗∗)
= (b(i) ⊗ 1) · (b(j) ⊗ 1) · ((id⊗ ωS) ◦∆S(b(i)) · (id⊗ ωS) ◦∆S(b(j)))
· (b(i) ⊗ 1) · (b(j) ⊗ 1)
6Note that the antipode in [GR1] coincides with ωS in sector 0.
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= (b(i)b(j) ⊗ 1) · ((id⊗ ωS) ◦∆S(b(i)b(j))) · (b(i)b(j) ⊗ 1) ,
where we used that b(i) is an even element and in step (*) that the corresponding identity holds
for N = 1, then in step (**) that ωS, ∆
S are morphisms in Svect and so (id⊗ωS)◦∆S(b(i)) is
even and moreover does not contain x±j and therefore it commutes with b
(j) ⊗ 1. Using then
the fact that b =
∏N
i=1 b
(i) and δ1 =
∏N
i=1 δ
(i)
1 , this analysis shows the first identity in (A.28).
The second identity there is established in a similar way.
In sector 11, we have to show that
Θ: S0 → B⊗Svect B(A.30)
a 7→ ∆S(a) · b⊗ b
is an isomorphism. Note that ∆S(x±i ) · e1 ⊗ e1 = (x±i ⊗ 1 − i 1 ⊗ x∓i ) · e1 ⊗ e1 and x−i b = 0.
We get
Θ(e0) = ∆
S(e0) · b⊗ b = b⊗ b(A.31)
Θ(x+i x
+
j e0) = ∆
S(x+i ) · (x+j b)⊗ b = (x+i x+j b)⊗ b
Θ(x−i x
−
j e0) = −∆S(x−i ) · ib⊗ (x+j b) = (−i)2b⊗ (x+i x+j b)
Θ(x+i x
−
j e0) = −∆S(x+i ) · ib⊗ (x+j b) = −(ix+i b)⊗ (x+j b) + δi,jib⊗ (x−i x+j b)
= −(ix+i b)⊗ (x+j b) + δi,jb⊗ b .
Now it is straightforward to see that for i1 < . . . < ik and j1 < . . . < jm we have
Θ(x+i1 · · · x+ikx−j1 · · · x−jme0) = ∆S(x+i1 · · · x+ik) · (−i)mb⊗ (x+j1 · · · x+jmb)(A.32)
= (−i)m(x+i1 · · · x+ikb)⊗ (x+j1 · · · x+jmb) + w˜,
where w˜ ∈ ⊕k+m−2i=0 W˜i and W˜i is the span of elements (x+i1 · · · x+iub) ⊗ (x+j1 · · · x+jvb) with
i = u + v. So we can show by induction over m + k that Θ is surjective and since S0
and B⊗ B have dimension 22N, Θ is even bijective. 
From the definition of ∆U,V it is immediate that these maps are natural in U and V .
Together with Lemmas A.4 and A.5 this proves the following proposition:
Proposition A.6. With the isomorphisms ∆U,V , the functor D : SF → Rep S is multiplica-
tive.
A.4. Compatibility with associator and unit isomorphisms. In this section we verify
that the functor D from Proposition A.6 is monoidal, i.e. that it is compatible with associators
and unit isomorphisms.
In fact, since the unit isomorphisms in SF and Rep S are just those of the underlying
super-vector spaces, after choosing the isomorphism 1 → D(1) to be the identity on C1|0,
compatibility of D with the unit isomorphisms is immediate.
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000 : Λ000 · (1⊗ δ0) · (id⊗∆S)(δ0)
= (e0 ⊗ e0 ⊗ e0) · (δ0 ⊗ 1) · (∆S ⊗ id)(δ0)
001 : Λ001 · ((id⊗∆S) ◦ (Rδ1 ⊗Rb) ◦∆S(v)) · (1⊗ δ1 ⊗ b)
= (e0 ⊗ e0 ⊗ 1) · (δ0 ⊗ 1) ·
(
(∆S ⊗ id) ◦ (Rδ1 ⊗Rb) ◦∆S(v)
)
010 : Λ010 · ((id⊗∆S) ◦ (Rδ1 ⊗Rb) ◦∆S(v)) · (1⊗ b⊗ 1)
=
(
(∆S ⊗ id) ◦ (Rb ⊗ id) ◦∆S(v)
) · (δ1 ⊗ b⊗ 1) · γ(13)
100 : Λ100 · (1⊗ δ0) ·
(
(id⊗∆S) ◦ (Rb ⊗ id) ◦∆S(v)
)
=
(
(∆S ⊗ id) ◦ (Rb ⊗ id) ◦∆S(v)
) · (b⊗ 1⊗ 1)
110 : Λ110 · ((id⊗∆S) ◦ (Rb ⊗Rb) ◦∆S(h)) · (1⊗ b⊗ 1)
=
{
(∆S ⊗ id)(δ0 ·∆S(h))} · (b⊗ b⊗ 1)
101 : Λ101 · {(id⊗∆S)(∆S(h) · b⊗ b)} · (1⊗ δ1 ⊗ b)
= (Rb ⊗ µS ⊗ id) ◦ (∆S ⊗ τ s.v.B,S0) ◦
({
(Rb ⊗Rb) ◦∆S ◦ µS
}⊗ id)(h⊗ γ)
011 : Λ011 · ((id⊗∆S)(δ0)) · (1⊗ (∆S(h) · b⊗ b))
=
{(
ωS ◦ µS ◦ (id⊗ ωS)
)⊗ id⊗ id}
◦ {id⊗ ((Rδ1 ⊗Rb) ◦∆S)⊗ id} ◦ {id⊗ ((Rb ⊗Rb) ◦∆S)} ◦∆S(h)
111 : Λ111 · {(id⊗ (∆S ◦ µS))(∆S(v)⊗ h)} · b⊗ b⊗ b
=
{(
(Rb ⊗Rb) ◦∆S ◦ µS
)⊗ id} ◦ (id⊗ τ s.v.B,S0) ◦ {((Rδ1 ⊗Rb) ◦∆S(v))⊗ φ(h)}
Table 1. Evaluation of the compatibility of associators as in (3.24) for D
and ∆U,V in each of the eight sectors. The constant γ is defined as γ :=
exp(C) · e0 ⊗ e0 with C as in (2.9) and we use the identification x+k = ak,
x−k = bk as in (A.17). The map φ : S0 → S0 is defined as in (2.11) under the
same identification. The above conditions have to hold for all h ∈ S0 and v ∈ B.
The main effort lies in showing that the diagram in (3.24) commutes for D : SF → Rep S
and ∆U,V . In a calculation similar to that in [GR1, Sec. 7.2] one can evaluate (3.24) for each
of the eight possibilities of choosing U ∈ SFa, V ∈ SF b, W ∈ SF c, which we refer to as
“sector abc”. We define
(A.33) Λabc = Λabc · (ea ⊗ eb ⊗ ec)
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with Λabc as in (A.6) (it is understood that the Λabc not spelled out explicitly in (A.6) are set
to 1⊗3). Then (3.24) for D and ∆U,V is equivalent to the eight conditions in Table 1.
To verify the eight identities in Table 1, we reduce them to the N = 1 case which has been
checked in [GR1, Prop. 7.3]. To do so, define S(k) to be the subalgebra of S generated by x+k ,
x−k and L. By definition of S, for k 6= l elements from S(k) and S(l) super-commute.
The aim is now to rewrite each condition in Table 1 as a product of terms k = 1, . . . ,N
which use only elements in S(k) and note that since by [GR1, Prop. 7.3] the corresponding
identity holds for each k separately, it holds for the product.
For Λabc the product decomposition is given in (A.7). The constants b, δ1 and δ0 were
already defined as products over elements in S(k) and S(k) ⊗ S(k) in (A.18) and (A.22). For γ
in Table 1 set C(i) = x−i ⊗ x+i − x+i ⊗ x−i and use
(A.34) γ = exp
( N∑
i=1
C(i)
)
=
N∏
i=1
γ(i) with γ(i) := expC(i) .
Now sector 000 directly decomposes into products over elements in (S(k))⊗3 and hence
holds by [GR1, Prop. 7.3]. For sector 001 note that, for c(k), d(k) ∈ S(k) even and v(k) ∈ B(k)
we have, for i 6= j,
(id⊗∆S) ◦ (Rc(i)c(j) ⊗Rd(i)d(j)) ◦ (∆S(v(i)v(j)))(A.35)
= (id⊗∆S) ◦ (Rc(i) ⊗Rd(i)) ◦ (Rc(j) ⊗Rd(j))
(
∆S(v(i)) ·∆S(v(j)))
= (id⊗∆S) ◦ (Rc(i) ⊗Rd(i))
(
∆S(v(i)) · (Rc(j) ⊗Rd(j))(∆S(v(j)))
)
= (id⊗∆S)((Rc(i) ⊗Rd(i))(∆S(v(i))) · (Rc(j) ⊗Rd(j))(∆S(v(j))))
= (id⊗∆S)((Rc(i) ⊗Rd(i))(∆S(v(i)))) · (id⊗∆S)((Rc(j) ⊗Rd(j))(∆S(v(j)))) .
This allows one to write the LHS of the equation for sector 001 as a product over elements
in (S(k))⊗3. For the RHS one uses a similar statement where id⊗∆S is replaced by ∆S ⊗ id.
Analogous arguments work in all sectors, except that in sector 111 we need to deal with
φ(h) separately.
The linear map φ : S0 → S0 is defined in (2.11), where by abuse of notation we identify S0
and Λ via x+k e0 = ak, x
−
k e0 = bk. Following [DR1, Sec. 5.2] φ can be written explicitly as, for
u ∈ S0,
φ(u) =
2N∑
m=0
im(m+1)
∑
i1≤...≤im
εi1 · · · εim ΛcoS0(x
εi1
i1
· · · xεimim · u) x
−εi1
i1
· · · x−εimim e0 ,(A.36)
where εin ∈ {±1} such that in = in+1 ⇒ εin > εin+1. Furthermore, ΛcoS0 : S0 → C is defined
as in (2.12), again using the identification between S0 and Λ. Explicitly, it is zero everywhere
on S except in the top degree, where it takes the value
(A.37) ΛcoS0
(
x+1 x
−
1 · · · x+Nx−Ne0
)
= β−2 .
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As in the definition of A in (A.11) choose β1, . . . , βN such that β
4
i = −1 and β = β1 · · · βN.
On each of the subalgebras S
(k)
0 we can define the “N = 1 version of φ” as follows:
(A.38) φ(k)(e0) = β
2
k x
+
k x
−
k e0 , φ
(k)(x±k e0) = β
2
k x
±
k e0 , φ
(k)(x+k x
−
k e0) = −β2k e0 .
Indeed, for N = 1 we have φ = φ(1) (see also [GR1, Eqn. (33)]).
Lemma A.7. We have, for v(k) ∈ S(k)0 ,
(A.39) φ(v(1) · · · v(N)) = φ(1)(v(1)) · · ·φ(N)(v(N)) .
Proof. We start by describing φ in a different way: Let T = {1, . . . ,N}×{−1, 1} be a totally
ordered set whose ordering is given by, for (i1, ε1), (i2, ε2) ∈ T ,
(A.40) (i1, ε1) < (i2, ε2) ⇐⇒ i1 < i2 ∨ (i1 = i2 ∧ ε2 < ε1) .
Let K ⊂ T be a subset of the form K = {(j1, εj1), . . . , (jk, εjk)}, where the indexing agrees
with the ordering in the sense that (ja, εa) < (ja+1, εa+1). We introduce the elements
uK := x
εj1
j1
· · · xεjkjk e0 , u−K := x
−εj1
j1
· · · x−εjkjk e0 , u∅ := e0 , βK = βj1 · · · βjk .(A.41)
For two subsets K ⊂ L ⊂ T we define the linear map
φL(uK) := βL i
|L|+2|K| u−L\K .(A.42)
For n = 1, . . . ,N let Ln = {(n,+), (n,−)}. We claim that
(a) φLn(uK) = φ
(n)(uK) for K ⊂ Ln ,
(b) φ∪
r
n=1Ln(uK) = φ
∪r−1n=1Ln(uK\Lr) · φLr(uK∩Lr) ,
(c) φT = φ ,
where for (b) we have r = 1, . . . ,N and K ⊂ ⋃rn=1 Ln. Properties (a)–(c) together imply the
statement of the lemma.
Properties (a) and (b) are immediate from the definition. It remains to show property (c).
Abbreviate k = |K|. The cointegral ΛcoS0 in (A.36) is non-zero only in top-degree, so that for a
given uK , the only non-zero summand in (A.36) is that with {(i1, εi1), . . . , (im, εim)} = T \K.
Thus φ(uK) = ±u−L\K . To determine the sign, we define
η1(K) = i
(2N−k)(2N−k+1) = (−1)N i(k−1)k ,(A.43)
η2(K) =
∏
(i,εi)∈T\K
εi , η3(K) =
( ∏
(n,εn)∈K
−εn
)
·
( k∏
m=1
(−1)2N−k−m
)
.
The factors in φ(uK) from (A.36) correspond to η1, η2, η3 as follows. We have β
2 = βT and
the product β−1T · η1 corresponds to the factor im(m+1), for m = |T \ K| = 2N − k, times
the normalisation of ΛcoS0 from (2.12). The sign η2 corresponds to εi1 · · · εim where the ia run
over values in the complement T \K, and η3 corresponds to the sign we get when bringing
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uT\K · uK in ΛcoS0(· · · ) into the form x+1 x−1 · · · x+Nx−Ne0. Altogether, the coefficient in front of
u−L\K is β
−1
T η1(K) · η2(K) · η3(K). It is not hard to verify that
η2(K) · η3(K) =
( ∏
(i,εi)∈T\K
εi
)( ∏
(n,εn)∈K
−εn
)
i(k−1)k = i(k−1)k · (−1)N+k .(A.44)
and hence η1(K) · η2(K) · η3(K) = (−1)k. Thus φ(uK) = β−1T (−1)ku−T\K = βT (−1)N+ku−T\K =
φT (uK), as claimed. 
Using the above lemma, one can also write the two sides of sector 111 in Table 1 as products
over elements in (S(k))⊗3 and conclude its validity from the N = 1 case.
Combining the above result with Propositions A.3 and A.6 we obtain:
Proposition A.8. The functor D : SF → Rep S, together with the isomorphisms ∆U,V and
idC1|0 : 1→ D(1), is C-linear monoidal equivalence.
A.5. Transporting the braiding. Recall the definition of the element r ∈ S ⊗ S in (A.9).
We use r to define a family of natural isomorphisms
(A.45) ψM,N : M ⊗N → N ⊗M , M,N ∈ Rep S
in Rep S as a sum over sectors:7
(A.46) ψM,N =
∑
a,b∈{0,1}
ψabM,N , ψ
ab
M,N = τ
s.v.
M,N ◦
(
rab · ea ⊗ eb
) ◦ (idM ⊗ ωaN) ,
where ω0N = idN and ω
1
N is the parity involution, and composition with r
ab · ea ⊗ eb denotes
the action of this element of S⊗ S on M ⊗N (with the corresponding parity signs resulting
from braiding one copy of S past M).
We will show that ψ is the result of transporting the braiding from SF to Rep S via the
family of isomorphisms ∆U,V introduced in Section A.3, that is, it is the unique natural family
of isomorphisms that makes the diagram (3.25) commute:
(A.47) D(U ∗ V ) D(cU,V ) //
∆U,V

D(V ∗ U)
∆V,U

D(U)⊗D(V ) ψD(U),D(V )// D(V )⊗D(U)
This then proves that ψ is a braiding on Rep S and that D is a braided monoidal functor.
Lemma A.9. For all M,N ∈ Rep S, ψM,N is a morphism in Rep S. Furthermore it is
invertible, natural in M,N and makes the diagram (A.47) commute.
7The appearance of the parity involution is the reason that r is not a universal R-matrix for S.
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00 : τ s.v.U,V
(
τ s.v.S,S (δ0) . γ
−1 . (u⊗ v)
)
= ψ00U,V
(
δ0 . (u⊗ v)
)
01 : τ s.v.U,B⊗V
([
τ s.v.B,U
(
∆S(a) . (b⊗ κ) . (1⊗ u))]⊗ v)
= ψ01U,B⊗V
([
∆S(a) . (δ1 ⊗ b) . (u⊗ 1)
]⊗ v)
10 : τ s.v.B⊗U,V ◦ (idB ⊗ idU ⊗ ρV )
◦ (idB ⊗ τ s.v.S,U ⊗ ωV )
([
(τ s.v.S,S ◦∆S(a)) · (b⊗ (δ1κ))
]⊗ u⊗ v)
= ψ10B⊗U,V ◦ (idB ⊗ idU ⊗ ρV ) ◦ (Rb ⊗ τ s.v.S0,U ⊗ idV )
(
∆S(a)⊗ u⊗ v
)
11 : β · τ s.v.B⊗U,B⊗V ◦ (idB ⊗ τ s.v.B,U ⊗ ωV )
(
τ s.v.B,B
[
∆S(hκ−1) · (b⊗ b)]⊗ u⊗ v)
= ψ11B⊗U,B⊗V ◦ (idB ⊗ τ s.v.B,U ⊗ idV )
([
∆S(h) · (b⊗ b)]⊗ u⊗ v)
Table 2. Conditions on ψU,V such that (A.47) commutes in each of the four
sectors. The conditions have to hold for all h ∈ S0, a ∈ B, u ∈ U , v ∈ V and
all U ∈ SF i, V ∈ SF j. The element γ is defined as in Table 1 (and its inverse
is given in (A.48)) and κ is defined in (A.49).
Proof. Given morphisms f : M → M ′ and g : N → N ′ in Rep S, it is immediate from
the definition that ψM ′,N ′ ◦ (f ⊗ g) = (g ⊗ f) ◦ ψM,N . The lemma follows once we proved
that (A.47) commutes. Indeed, since the top path in (A.47) is a morphism in Rep S, so is
ψD(U),D(V ). And since the top path is invertible, so is ψ.
We now show that (A.47) commutes. In Table 2, the conditions on ψM,N are given in each
of the four sectors. These conditions use the inverse of γ,
(A.48) γ−1 = exp(−C) =
N∏
i=1
(1⊗ 1− x−i ⊗ x+i + x+i ⊗ x−i − x+i x−i ⊗ x+i x−i ) · e0 ⊗ e0 ,
and the constant
(A.49) κ := exp
(1
2
Cˆ
)
=
N∏
i=1
(1− x+i x−i )e0 .
Substituting the definition of ψ in (A.46), the condition in sector 00 can be rewritten as
(A.50) r00 · e0 ⊗ e0 = τ s.v.S,S (δ0) · γ−1 · δ−10 ,
where δ0 and its inverse are given in (A.22) and (A.23). Note that all ingredients in the
above equality are written as products over elements in S(k) for k = 1, . . . ,N. This reduces
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the verification of (A.50) to the case N = 1, in which case it is a short calculation combining
(A.22), (A.23), (A.48) and the definition of r in (A.9).
In the remaining three sectors the strategy is the same: we show that the required identity
can be written as a product over elements in S(k). This implies that if the equality holds for
N = 1, it holds for all N. The case N = 1 can then be checked by hand or by computer
algebra (which is what we did). Below we only explain the reduction to N = 1 and we omit
the details of the verification for N = 1.
The condition on ψ in the 01-sector can be expressed via r as the following equation in
S0 ⊗ S1:
(A.51) τ s.v.S0,S1
[
r01 ·∆S(a) · (1⊗ b)] = ∆S(a) · (b⊗ κδ−11 ) , a ∈ B.
The elements b, δ1 and κ are all given in product form, see (A.18), (A.22) and (A.49). This
reduces the verification in sector 01 to the case N = 1.
We see from (A.46) and Table 2 that the situation in the 10- and 11-sectors is different
because of the presence of the parity-involution ω. In sector 10 the condition on ψ is expressed
in terms of r as the following equation in S1 ⊗ S0:
(A.52) τ s.v.S1,S0
[
r10 · (id⊗ ω)(∆S(a)) · (b⊗ 1)] = ∆S(a) · (δ1κ⊗ b) , a ∈ B .
As in sector 01 all elements are given in factorised form, and the above equality thus follows
from the fact that it holds for N = 1.
To rewrite the condition on ψ in sector 11 in terms of r, we have to relate ωB⊗V , which
appears in ψ on the RHS of the condition in sector 11, recall (A.46), and ωV , which appears
on the LHS of the condition. This can be done as follows. Note that
(A.53) ωB ⊗ ωV = ωB⊗V .
We recall then the basis
B = span
{
bI=(i1,...,iN) =
N∏
k=1
(x−k )
ikx+k e1 | ik ∈ {0, 1}
}
,(A.54)
with ω(bI) = (−1)N+
∑
k ikbI and so ωB = Ω.(−) with
(A.55) Ω =
N∏
i=1
(x−i x
+
i − x+i x−i )e1 .
The braiding ψ11 can be then expressed as
ψ11B⊗U,B⊗V = τ
s.v.
B⊗U,B⊗V ◦ r11 ◦
(
idB⊗U ⊗ ωB⊗V
)
(A.56)
= τ s.v.B⊗U,B⊗V ◦ (r11 · 1⊗ Ω) ◦ (idB⊗U ⊗ idB ⊗ ωV ) .
In the last line, the element r11 ·1⊗Ω ∈ S⊗S acts on the two tensor factors B in B⊗U⊗B⊗V .
Substituting this into the condition in Table 2 gives the following condition on r11:
(A.57) τ s.v.S1,S1
[
(r11 · 1⊗ Ω) ·∆S(h) · (b⊗ b)] = β ·∆S(hκ−1) · (b⊗ b) , h ∈ S0 .
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Again one can write this equality as a product over elements in S(k), k = 1, . . . ,N, reducing
the verification to N = 1. 
Since SF is a braided monoidal category, the above lemma shows that ψ defines a braiding
on Rep S. Altogether we have shown:
Proposition A.10. The functor D in Proposition A.8 is braided monoidal.
Appendix B. Equivalence between SF and RepQ
Here, we present the second part of the proof of Lemma 3.5. We begin with introducing
a quasi-bialgebra Qˆ in vect and show a braided monoidal equivalence between Rep S and
Rep Qˆ. Then we present a twisting of Qˆ into Q, and therefore RepQ is braided monoidally
equivalent to Rep S and thus to SF . Finally, we use this equivalence to transport the ribbon
twist from SF to RepQ.
B.1. The quasi-bialgebra Qˆ. In this section we introduce the quasi-bialgebra Qˆ = Qˆ(N, β)
which is equal to Q as an algebra. It has a different quasi-bialgebra structure, namely
∆ˆ(K) = K⊗ K− (1 + (−1)N)e1 ⊗ e1 · K⊗ K , ε(K) = 1 ,(B.1)
∆ˆ(f±i ) = f
±
i ⊗ 1 + K−1 ⊗ f±i − (1 + (−1)N)e1 ⊗ e1 · K−1 ⊗ f±i , ε(f±i ) = 0 ,
where we use the central idempotents ei ∈ Qˆ (i = 0, 1) defined as in (3.2). The coassociator
for this coproduct is (we will check the axioms below)
Φˆ = e0 ⊗ e0 ⊗ e0 + e0 ⊗ e0 ⊗ e1 + e1 ⊗ e0 ⊗ e0 + e0 ⊗ e1 ⊗ e1(B.2)
+ e1 ⊗ e1 ⊗ e0 + Φˆ010e0 ⊗ e1 ⊗ e0 + Φˆ101e1 ⊗ e0 ⊗ e1 + Φˆ111e1 ⊗ e1 ⊗ e1 ,
where the non-trivial components are given by
Φˆ010 =
N∏
k=1
Φˆ010(k) ,(B.3)
Φˆ101 =(−K)N−1 ⊗ KN−1 ⊗ 1 ·
( N∏
k=1
Φˆ101(k)
)
· KN−1 ⊗ K⊗ 1 ,
Φˆ111 =− iNβ2 KN−1 ⊗ 1⊗ 1 ·
( N∏
k=1
Φˆ111(k)
)
· KN−1 ⊗ KN ⊗ 1 ,
with
Φˆ010(k) =
(
1⊗ 1⊗ 1 + (1 + i)f+k K⊗ K⊗ f−k
)(
1⊗ 1⊗ 1 + (1− i)f−k K⊗ K⊗ f+k
)
,
(B.4)
Φˆ101(k) =
(
1⊗ 1⊗ 1 + (1 + i)1⊗ f+k K⊗ f−k + (1− i)f−k K⊗ f+k ⊗ 1
)
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×
(
1⊗ 1⊗ 1 + (1 + i)f+k K⊗ f−k ⊗ 1 + (1− i)1⊗ f−k K⊗ f+k
)
,
Φˆ111(k) =
(
1⊗ 1⊗ 1 + (i− 1)(1⊗ f+k K⊗ f−k + f+k K⊗ K⊗ f−k − f+k K⊗ f−k ⊗ 1 + 1⊗ f−k f+k ⊗ 1))
×
(
1⊗ 1⊗ 1− (i− 1)(1⊗ f−k K⊗ f+k + f−k K⊗ K⊗ f+k − f−k K⊗ f+k ⊗ 1− 1⊗ f−k f+k ⊗ 1))
×
(
1⊗ 1⊗ 1− 2 1⊗ f−k f+k ⊗ 1
)
.
The quasi-bialgebra Qˆ can also be equipped with an R-matrix which is defined as
(B.5) Rˆ = Rˆ00e0 ⊗ e0 + Rˆ01e0 ⊗ e1 + Rˆ10e1 ⊗ e0 + Rˆ11e1 ⊗ e1 ,
where
Rˆ0i = ρ(K) ·
N∏
k=1
Rˆ0i(k) , i = 0, 1 ,(B.6)
Rˆ10 = ρ(K) ·
N∏
k=1
Rˆ10(k) · 1⊗ K ,(B.7)
Rˆ11 = (−1)N iβ ρ(K) · 1⊗ KN−1 ·
( N∏
k=1
Rˆ11(k)
)
· KN ⊗ 1(B.8)
with the Cartan part
(B.9) ρ(K) =
1
2
(1⊗ 1 + ω ⊗ 1 + 1⊗ ω − ω ⊗ ω) , ω = (e0 − ie1)K ,
and
Rˆ00(k) = 1⊗ 1− 2f−k K⊗ f+k ,
(B.10)
Rˆ01(k) = 1⊗ 1− (1 + i)f−k K⊗ f+k − (1 + i)f+k K⊗ f−k + (1− i)f−k f+k ⊗ 1 + 2if−k f+k ⊗ f−k f+k ,
Rˆ10(k) = 1⊗ 1 + (1 + i)f−k K⊗ f+k + (1 + i)f+k K⊗ f−k + (1 + i)1⊗ f−k f+k − 2if−k f+k ⊗ f−k f+k ,
Rˆ11(k) = 1⊗ 1− 2if−k K⊗ f+k + (i− 1)1⊗ f−k f+k − (1 + i)f−k f+k ⊗ 1 + 2f−k f+k ⊗ f−k f+k .
Remark B.1. For N = 1 we have
Φˆ010 = Φˆ010(k=1) , Φˆ
101 = Φˆ101(k=1) · 1⊗ K⊗ 1 , Φˆ111 =
β2
i
Φˆ111(k=1) · 1⊗ K⊗ 1(B.11)
and they coincide with the components of the associator in [GR1, Sec. 7.4]. So, we have
the simple factorisation (B.3) of the nilpotent (off-diagonal) part of the associator into the
product of N = 1 components. The Cartan part depends only on the parity of N. We also
note that the components Φˆabc(i) commute with each other: Φˆ
abc
(i) · Φˆabc(j) = Φˆabc(j) · Φˆabc(i) .
For the Rˆ element, we note that (B.6) for N = 1 is Rˆ0i = ρ(K)Rˆ0i(k=1), and it is the 00 and
01 components of the universal R-matrix in [GR1, Sec. 7.7]. The Cartan part thus does not
change with N while the “off-diagonal” part is just the product of the N = 1 components.
Also, Rˆ1i(k=1), for i ∈ {0, 1}, corresponds to N = 1 case: the 10 component of the universal
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R-matrix in [GR1, Sec. 7.7] is expressed as Rˆ10 = ρ(K) · Rˆ10(k=1) ·1⊗K while the 11 component
is Rˆ11 = β
i
ρ(K) · Rˆ11(k=1) ·K⊗ 1 that agrees with (B.7)-(B.8). Hence, we have again the simple
factorisation (B.7)-(B.8) of the nilpotent (off-diagonal) part of Rˆ into the product of N = 1
components.
The following lemma can be easily checked by a direct calculation.
Lemma B.2. The map ∆ˆ : Qˆ→ Qˆ⊗ Qˆ defined in (B.1) is an algebra homomorphism.
In order to show that (Qˆ, ·,1, ∆ˆ, ε, Φˆ, Rˆ) is a quasi-triangular quasi-bialgebra we start with
the braided monoidal category Rep S described in Appendix A and verify that Φˆ and Rˆ can
be obtained via transport along a certain multiplicative functor from Rep S to Rep Qˆ, see
Sections B.2–B.5. From this it follows that Qˆ is indeed a quasi-triangular quasi-bialgebra and
that Rep Qˆ is braided equivalent to Rep S.
B.2. A C-linear equivalence from Rep S to Rep Qˆ. In this section we present a C-linear
functor G : Rep S→ Rep Qˆ. Recall that ωU denotes the parity involution on the super-vector
space U . For a given U ∈ Rep S, G(U) is the underlying vector space U with Qˆ-action given
by, for u ∈ U ,
K.u := z.ωU(u) = ωU(z.u) , where z = e0 + ie1 ,(B.12)
f±i .u := x
±
i .u .
Note that K2 acts as L, that is, ei ∈ Qˆ (i = 0, 1) acts as ei ∈ S. For a morphism f : U → V
in Rep S we set G(f) = f .
Proposition B.3. The functor G is an equivalence of C-linear categories.
Proof. Since the proof is very similar to the proof of [GR1, Prop. 5.2] we omit the details here.
However, for later reference we introduce a functor H : Rep Qˆ→ Rep S which is inverse to G.
By inverting the relation in (B.12) we define an involution map on an object V ∈ Rep Qˆ as
(B.13) ωV (v) := (e0 − ie1)K.v , v ∈ V .
Then the S-module H(V ) has V as the underlying super-vector space with the Z2-grading
defined by the eigenvalues of ωV as ωV (v) = (−1)|v|v, for an eigenvector v of ωV . Moreover,
L acts on H(V ) by e0 − e1 ∈ Qˆ and x±i acts on H(V ) by f±i . 
Since Q and Qˆ have the same algebra structure we in fact have shown a C-linear equivalence
of Rep S and RepQ.
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B.3. G as multiplicative functor. In order to show that G is multiplicative, we define the
family of isomorphisms
ΓU,V : G(U ⊗Rep S V )→ G(U)⊗Rep Qˆ G(V ) ,
u⊗ v 7→ u⊗ v + e1.u⊗ (ξ − 1)e1.v ,
(B.14)
where ξ is defined as
(B.15) ξ = iN(N−1)/2
N∏
k=1
ξk with ξk = x
+
k + x
−
k .
Invertibility is easy to see since (ΓU,V )
2 = idU⊗V , which follows from ξ2 = e1. Naturality is
also clear. It remains to prove the following lemma.
Lemma B.4. ΓU,V is an intertwiner of Qˆ-modules.
Proof. We need to show that for all a ∈ Qˆ, u ∈ U , v ∈ V we have
(B.16) ΓU,V (a .ˆ (u⊗ v)) = a.ΓU,V (u⊗ v) ,
where the notation .ˆ emphasises that the action of ∆(a) ∈ S⊗ S on U ⊗ V is in Svect and
involves parity signs.
Since ∆S and ∆ˆ are algebra maps, it is enough to verify this on the generators K, f±k . If
U /∈ Rep S1 or V /∈ Rep S1, ΓU,V is just the identity, and the verification is straightforward.
As an example for the sector 11 case let a = f+k and assume N to be even. Then the two
sides of the above identity are
f+k .ΓU,V (u⊗ v) = (f+k ⊗ 1 + K−1 ⊗ f+k − 2K−1e1 ⊗ f+k e1).(e1.u⊗ ξe1.v)(B.17)
= x+k e1.u⊗ ξe1.v + i(−1)|u|e1.u⊗ x+k ξe1.v ,
ΓU,V
(
f+k .ˆ (u⊗ v)
)
= ΓU,V
(
x+k .ˆ (u⊗ v)
)
= ΓU,V
(
(x+k ⊗ 1− i1⊗ x−k ) .ˆ (u⊗ v)
)
= x+k e1.u⊗ ξe1.v − i(−1)|u|e1.u⊗ ξx−k e1.v .
Since x±k ξe1 = (−1)N−1ξx∓k e1 both sides are equal. The calculations for the other generators
and for odd N are equally straightforward. 
Altogether, we have shown:
Proposition B.5. With the isomorphisms ΓU,V as in (B.14), the functor G : Rep S→ Rep Qˆ
is multiplicative.
B.4. Transporting the associator. In this section we transport the associator from Rep S
to Rep Qˆ along the lines explained around the diagram (3.24). As Rep Qˆ is the category of
(finite-dimensional) Qˆ-modules in vector spaces, the associator on Rep Qˆ takes the form
(B.18) αRep QˆU,V,W (u⊗ v ⊗ w) = Φˆ.(u⊗ v ⊗ w) ,
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where u, v, w are elements of U, V,W ∈ Rep Qˆ and for some Φˆ ∈ Qˆ ⊗ Qˆ ⊗ Qˆ. In order to
compute Φˆ and to see that it agrees with (B.2)-(B.4), we choose U = V = W = Qˆ and solve
the diagram (3.24) with F replaced by G.
Recall the functor H inverse to G from the proof of Proposition B.3. Let us abbreviate
QˆH := H(Qˆ). The S-module structure on QˆH is as explained in the proof of Proposition B.3.
Commutativity of the diagram (3.24) applied for F = G and Θ = Γ then reads for q ∈ Qˆ⊗3H :
(B.19)
(
(ΓQˆH,QˆH ⊗ id) ◦ ΓQˆH⊗QˆH,QˆH
)(
Λ .ˆ q
)
= Φˆ · [(id⊗ ΓQˆH,QˆH) ◦ ΓQˆH,QˆH⊗QˆH(q)] ,
where ΓU,V is defined in (B.14) and the notation .ˆ emphasises that the action of Λ on QˆH ⊗
QˆH ⊗ QˆH is as in Svect, i.e. involves parity signs. During the calculation it is important
to be careful with the parity signs. For example, Λ .ˆ (1 ⊗ 1 ⊗ 1) can not be simplified to Λ
since 1 ∈ QˆH is not of definite parity. Other examples are the actions of ΓQˆH,QˆH⊗QˆH and
ΓQˆH⊗QˆH,QˆH , which are, for a, b, c ∈ QˆH,
ΓQˆH,QˆH⊗QˆH(a⊗ b⊗ c) = a⊗ b⊗ c+ e1.a⊗
[
∆S((ξ − 1)e1) .ˆ (b⊗ c)
]
,(B.20)
ΓQˆH⊗QˆH,QˆH(a⊗ b⊗ c) = a⊗ b⊗ c+ ∆S(e1).(a⊗ b)⊗
[
(ξ − 1)e1 . c
]
.
We use below the notations (in the spirit of (A.33))
(B.21) Φˆ
abc
= Φˆabc · (ea ⊗ eb ⊗ ec)
with Φˆabc as in (B.2) (it is understood that the Φˆabc not spelled out explicitly in (B.2) are set
to 1⊗3). We will also use the similar convention for Φˆ
abc
(k) and Λ
abc
(k) .
In the following we will present the calculation of Φˆ in sector 101. The other cases are
similar. For brevity, we write ω instead of ωS for the parity involution in S. Using (B.20)
and (B.21), the equality in (B.19) then reduces to
Φˆ
101
.
(
1S ⊗∆S(ξ) .ˆ (ωN ⊗ id⊗ id)(q)
)
= 1S ⊗ 1S ⊗ ξ . (Λ101 .ˆ q)(B.22)
= (ωN ⊗ ωN ⊗ id)(1S ⊗ 1S ⊗ ξ .ˆ (Λ101 .ˆ q)) ,
where the parity involutions appear upon converting the action “ . ” in vect to the action “ .ˆ ”
in Svect, using that ξ is odd if and only if N is odd. By setting
(B.23) q = 1S ⊗∆S(ξ) .ˆ (ωN ⊗ id⊗ id)(p)
for p ∈ Qˆ⊗3H (note that since ξ2 = e1 the above map is a bijection between p’s and q’s), we
get
Φˆ
101
. p = (ωN ⊗ ωN ⊗ id)
(
1S ⊗ 1S ⊗ ξ ·ˆΛ101 ·ˆ1S ⊗∆S(ξ) .ˆ (ωN ⊗ id⊗ id)(p)
)(B.24)
= (ωN ⊗ ωN ⊗ id)
( N∏
k=1
(
1S ⊗ 1S ⊗ ξk ·ˆΛ101(k) ·ˆ1S ⊗∆S(ξk)
)
.ˆ (ωN ⊗ id⊗ id)(p)
)
,
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where for the second equality we used the factorisation in (A.7) and (B.15) and the fact that
Λ101(k) are even elements, as well as the equality
(B.25) (1S ⊗ 1S ⊗ ξ) ·ˆ (1S ⊗∆S(ξ)) =
N∏
k=1
(
1S ⊗ 1S ⊗ ξk ·ˆ1S ⊗∆S(ξk)
)
,
which follows from reordering the parity-odd elements ξk and ∆
S(ξk). We now take Φˆ
101 in
the form (B.3) and check the above equality. First, we know that this equality holds in the
N = 1 case [GR1, Sec. 7.4], which takes the form
(B.26) Φˆ
101
(k) · 1⊗ K⊗ 1 . p = (ω ⊗ ω ⊗ id)
(
1S ⊗ 1S ⊗ ξk ·ˆΛ101(k) ·ˆ1S ⊗∆S(ξk)
)
.ˆ (id⊗ ω ⊗ id)(p)
where k = 1 and one has to use (B.4) and the convention in (B.21). We also note that the
equality (B.26) holds for general N and k. It can be rewritten as
(B.27) Φˆ
101
(k) · 1⊗K⊗ 1 .(id⊗ ω⊗ id)(p) = (ω⊗ ω⊗ id)
(
1S⊗ 1S⊗ ξk ·ˆΛ101(k) ·ˆ1S⊗∆S(ξk)
)
.ˆ p .
By choosing p = 1⊗3 and applying (B.27) multiple times on (B.24) it follows that (recall that
1 ∈ QˆH is not of definite parity)
Φˆ
101
=
(
ωN−1 ⊗ ωN−1 ⊗ id) (Φˆ101(1) · 1⊗ K⊗ 1 . (id⊗ ω ⊗ id)(Φˆ101(2) · 1⊗ K⊗ 1 . (id⊗ ω ⊗ id)
(B.28)
· · ·
(
Φˆ
101
(N−1) · 1⊗ K⊗ 1 . (id⊗ ω ⊗ id)
(
Φˆ
101
(N) · 1⊗ K⊗ 1 . ωN−1(1)⊗ 1⊗ 1
))
· · ·
)
.
By identifying ω with the element (e0− ie1)K, the above expression simplifies to (B.3). Note
that ω · e0 = K · e0 and hence 1⊗ K⊗ 1 · 1⊗ ω ⊗ 1 · e1 ⊗ e0 ⊗ e1 = e1 ⊗ e0 ⊗ e1.
Altogether, we have shown:
Proposition B.6. The natural isomorphism αRep Qˆ from (B.18) with Φˆ as in (B.2)–(B.4)
defines an associator on Rep Qˆ. With respect to this associator, the equivalence G : Rep S→
Rep Qˆ with multiplicative structure ΓU,V defined in (B.14) and idC : 1 → G(1), is C-linear
monoidal equivalence.
B.5. Transporting the braiding. We now similarly transport the braiding along the monoidal
equivalence G : Rep S→ Rep Qˆ from Proposition B.6, recall the discussion above (3.25).
Lemma B.7. For all U, V ∈ Rep Qˆ, the isomorphisms τU,V ◦Rˆ with Rˆ from (B.5) are natural
in U, V and make the diagram (3.25) commute for all M,N ∈ Rep S:
(B.29) G(M ⊗RepS N)
G(ψM,N ) //
ΓM,N

G(N ⊗Rep SM)
ΓN,M

G(M)⊗Rep Qˆ G(N)
τG(M),G(N)◦Rˆ
// G(N)⊗Rep Qˆ G(M)
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Proof. It is clear that for morphisms f : U → U ′ and g : V → V ′ in Rep Qˆ we have
τU ′,V ′ ◦ Rˆ ◦ (f ⊗ g) = (g ⊗ f) ◦ τU,V ◦ Rˆ. The lemma follows once we proved that (B.29)
commutes, as it was already argued in the proof of Lemma A.9.
Though the monoidal isomorphisms Γ are non-trivial only in the 11-sector the transport
is non-trivial in all the four sectors due to the passage from Svect to vect. We recall first
the braiding (A.46) in Rep S. The commutativity of the diagram (B.29) in the 00 and 01
sectors then corresponds to the equation
τU,V ◦ Rˆ0i . (u⊗ v) = τ s.v.U,V ◦ r0i .ˆ (u⊗ v), i ∈ {0, 1}, u ∈ U, v ∈ V,(B.30)
where τ is the symmetric braiding in vector spaces. This equation for N = 1 case holds due
to [GR1], see also Remark B.1. Therefore, using the factorised expression for Rˆ0i and r0i,
the equation (B.30) has the unique solution as in (B.6), where the first factor ρ(K) defined in
(B.9) is due to the braiding in super-vector spaces.
Recall then the expression of the braiding in the 10 and 11 sectors of Rep S in (A.46).
The commutativity of the diagram (B.29) corresponds thus to the equations
τU,V ◦ Rˆ10 . (u⊗ v) = τ s.v.U,V ◦ r10 .ˆ (id⊗ ω)
[
u⊗ v],(B.31)
τU,V ◦ Rˆ11 . (u⊗ v) = (id⊗ Lξ) ◦ τ s.v.U,V ◦ r11 .ˆ (id⊗ ω)
[
u⊗ ξ . v],
with the solutions given in (B.7) and (B.8), correspondingly. The derivation of (B.7) is
obvious. To derive (B.8), we note that the equation on Rˆ11 can be rewritten as
(B.32) Rˆ11 . (u⊗ v) = (−1)Nρ(K) .(id⊗ ωN−1)
[
(id⊗ ω)(ξ ⊗ 1 · r11 · 1⊗ ξ) .ˆ (ωN(u)⊗ v)] .
We use then the factorised expressions for ξ in (B.15) and for r11 in (A.9) together with the
known solution for N = 1, recall Remark B.1, and it finally gives the expression in (B.8). By
the construction of Rˆ, the diagram (B.29) commutes and this finishes the proof. 
Since Rep S is a braided monoidal category, the above lemma shows that Rˆ from (B.5) is
the R-matrix of Qˆ and by the construction of the transport of the braiding the family τU,V ◦ Rˆ
defines the braiding in Rep Qˆ. Altogether we have shown:
Proposition B.8. The functor G in Proposition B.6 is braided monoidal.
B.6. The quasi-bialgebra Q is the twisting of Qˆ. We define the twist ζ – an invertible
element in Qˆ⊗ Qˆ:
(B.33) ζ = e0 ⊗ 1 + ζ10 · e1 ⊗ e0 + ζ11 · e1 ⊗ e1 ,
where
(B.34) ζ10 =
(
N∏
k=1
ζ10(k)
)
· 1⊗ K , ζ11 =
(
N∏
k=1
ζ11(k)
)
· 1⊗ KN−1
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and
ζ10(k) = 1⊗ 1 + (1− i)1⊗ f+k f−k + (1− i)f−k K⊗ f+k + (1 + i)f+k K⊗ f−k − 2f+k f−k ⊗ f+k f−k ,(B.35)
ζ11(k) = 1⊗ 1− (1 + i)1⊗ f+k f−k .
Its inverse is
(B.36) ζ−1 = e0 ⊗ 1 + (ζ10)−1 · e1 ⊗ e0 + (ζ11)−1 · e1 ⊗ e1
with
(ζ10)−1 = 1⊗ K−1 ·
(
N∏
k=1
(ζ10(k))
−1
)
, (ζ11)−1 = 1⊗ K−(N−1) ·
(
N∏
k=1
(ζ11(k))
−1
)
,
(ζ10(k))
−1 = 1⊗ 1 + (1 + i)1⊗ f+k f−k − (1− i)f−k K⊗ f+k − (1 + i)f+k K⊗ f−k − 2f+k f−k ⊗ f+k f−k ,
(ζ11(k))
−1 = 1⊗ 1− (1− i)1⊗ f+k f−k .
Since (ε ⊗ id)(ζ) = 1 = (id ⊗ ε)(ζ) and ζ is invertible, ζ is indeed a twist. This means
(see e.g. [Dr] or [CP]) that it defines another quasi-triangular quasi-bialgebra Qˆζ with the
same algebra structure and counit as in Qˆ, while the new coproduct ∆ζ , R-matrix Rζ and
coassociator Φζ are given by
∆ζ(x) = ζ ∆ˆ(x) ζ
−1 ,(B.37)
Rζ = ζ21 Rˆ ζ
−1 ,(B.38)
Φζ = (ζ ⊗ 1) · (∆ˆ⊗ id)(ζ) · Φˆ · (id⊗ ∆ˆ)(ζ−1) · (1⊗ ζ−1) .(B.39)
The action of the twist defines a multiplicative structure on the identity functor between the
representation categories of both quasi-bialgebras. In particular, the categories are braided
monoidally equivalent.
Proposition B.9. We have Qˆζ = Q, that is, Q as a quasi-triangular quasi-bialgebra defined
in Section 3.1 is obtained from Qˆ by twisting via ζ.
To prove the proposition, we will need the following lemma.
Lemma B.10. We have for a, b, c ∈ {0, 1} and 1 ≤ i 6= j ≤ N the equalities[
Φˆabc(i) , Φˆ
abc
(j)
]
= 0 ,
[
(∆⊗ id)(ζ11(i)), Φˆ101(j)
]
= 0 ,(B.40) [
ζab(i), ζ
ab
(j)
]
= 0 ,
[
Φˆ101(i) ,K⊗ K⊗ K
]
= 0
and
(B.41)
[
ζ10(i) ⊗ 1, (id⊗∆)(ζ11(j))
]
= 0 .
Proof. This can be easily checked using the anti-commutator relations of Q from (3.3) and
by recalling that Q and Qˆ have the same algebra structure. 
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Proof of Proposition B.9. Using (B.37)-(B.39), we have to show that Rζ = R, Φζ = Φ and
∆ζ = ∆ with R, Φ and ∆ defined in (3.15), (3.11) and (3.8), respectively. For N = 1 we
verified these equalities using computer algebra. The proof for general N will rely on the
N = 1 case.
We start with the coproduct and show the statement sector by sector. Clearly, ∆ζ in (B.37)
agrees with the coproduct in Q from (3.8) in the sectors 00 and 01. Since ∆ζ is an algebra
map, it is enough to show the equality ∆ζ = ∆ on the generators. Below we will use the
abbreviation
(B.42) ζab = ζab · ea ⊗ eb , a, b ∈ {0, 1} ,
and similarly for ζab
(k)
. By applying Lemma B.10 and using that for N = 1 the statement is
true we get in sector 10, for xi ∈ {K, f+i , f−i },
ζ10 ∆ˆ(xi) (ζ
10)−1 =
(
N∏
k=1
ζ10
(k)
)
1⊗ K · ∆ˆ(xi) · 1⊗ K−1
(
N∏
k=1
(ζ10
(k)
)−1
)
(B.43)
=
(∏
k 6=i
ζ10
(k)
)
·∆(xi) ·
(∏
k 6=i
(ζ10
(k)
)−1
)
= ∆(xi) ,
where we also used that ζ10
(k)
commutes with ∆(xi) for i 6= k. For the sector 11, we prove it
similarly.
The twisted R-matrix is Rζ = ζ21 Rˆ ζ
−1 and we begin with the case N = 1. The direct
calculation gives (for β4 = −1)
(B.44) Rζ =
1
2
1∑
i,j,k=0
2ki2k(i−j+1)−2ij(f−1 )
kKk+i ⊗ (f+1 )kKj
× (e0 ⊗ e0 + i−i−ke1 ⊗ e0 + ije0 ⊗ e1 + i−i−k+jβe1 ⊗ e1) .
We can rewrite Rζ in a more compact form involving the Z2-parity ω = K(e0 − ie1):
(B.45) Rζ =
1∑
n,m=0
βnmρn,m · (1⊗ 1− 2f−1 ω ⊗ f+1 ) · en ⊗ em ,
with the Cartan factor ρn,m as in (3.14). In the above calculation we used the identities
ρn,0 = ρ(K) ·en⊗e0 and ρn,1 = (−i)nK⊗1 · ρ(K) ·en⊗e1, with ρ(K) introduced in (B.9). For
general N, using the factorised form of ζ we obtain the expression in terms of N = 1 terms:
(B.46) Rζ · en ⊗ em = βnmρn,m ·
N∏
k=1
(1⊗ 1− 2f−k ω ⊗ f+k ) · en ⊗ em, n,m ∈ Z2,
where now β4 = (−1)N. This proves R = Rζ with the R-matrix for Q given in (3.15) where
one has to use ω− = ω.
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We now turn to the calculation of the twisted coassociator. We prove the equality Φζ = Φ
in the sector 101, the proof for the other sectors is similar. Recall the definition of the
coassociators Φ and Φˆ in (3.11) and (B.2)–(B.4), respectively. We have to show that Φ101ζ =
1⊗3. The equation (B.39) reduces to
Φ101ζ · e1 ⊗ e0 ⊗ e1 = ζ10 ⊗ 1 · (∆ˆ⊗ id)(ζ11) · Φˆ
101 · (id⊗ ∆ˆ)((ζ11)−1) ,(B.47)
where we used the notations in (B.21) and (B.42), and that ζ = 1 ⊗ 1 in sector 01. Using
computer algebra for N = 1 it turned out that Φ101ζ = 1
⊗3. Taking this into account, the
equality (B.47) for N = 1 is then equivalent to
(id⊗ ∆ˆ)(ζ11
(k)
) · 1⊗ K⊗ 1 = ζ10
(k)
⊗ 1 · 1⊗ K⊗ 1 · (∆ˆ⊗ id)(ζ11
(k)
) · Φˆ101(k) ,(B.48)
where k = 1 and we used that K−1e0 = Ke0. We note that the above equation also holds for
general k. Together with Lemma B.10 we get for general N:
ζ10 ⊗ 1 · (∆ˆ⊗ id)(ζ11) · Φˆ101 = ( N∏
i=1
ζ10
(i)
⊗ 1) · 1⊗ K⊗ 1 · ( N∏
i=1
(∆ˆ⊗ id)(ζ11
(i)
)
)
· 1⊗ 1⊗ KN−1
(B.49)
× (−K)N−1 ⊗ KN−1 ⊗ 1 · ( N∏
i=1
Φˆ
101
(i)
) · KN−1 ⊗ K⊗ 1
=
( N−1∏
i=1
ζ10
(i)
⊗ 1) · (ζ10
(N)
⊗ 1 · 1⊗ K⊗ 1 · (∆ˆ⊗ id)(ζ11
(N)
) · Φˆ101(N)
)
×
( N−1∏
i=1
(∆ˆ⊗ id)(ζ11
(i)
) · Φˆ101(i)
)
· 1⊗ KN ⊗ KN−1 ,
where the first equality is by definition of ζ and Φˆ101, while we used the relations in (B.40)
at the second equality. Next, by applying (B.48) for k = N to the previous expression we get
ζ10 ⊗ 1 · (∆ˆ⊗ id)(ζ11) · Φˆ101 = ( N−1∏
i=1
ζ10
(i)
⊗ 1) · ((id⊗ ∆ˆ)(ζ11
(N)
) · 1⊗ K⊗ 1
)
(B.50)
×
( N−1∏
i=1
(∆ˆ⊗ id)(ζ11
(i)
) · Φˆ101(i)
)
· 1⊗ KN ⊗ KN−1 .
Finally using first the relation (B.41) and then doing the reordering of the terms in the
products as in (B.49) and (B.50) for i = N− 1, . . . , 1, we obtain
RHS of (B.50) =
( N∏
i=1
(id⊗ ∆ˆ)(ζ11
(i)
)
)
· 1⊗ K⊗ 1 · 1⊗ KN ⊗ KN−1(B.51)
= (id⊗ ∆ˆ)(ζ11) .
Hence, Φ101ζ = 1
⊗3 = Φ101 which completes the proof. 
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B.7. Transporting the ribbon twist. The ribbon twist in SF is described in Section 2.6.
Following the same lines as in [GR1, Sec. 7.9] and using that ωB is given by the left-action of
Ω in (A.55) we can write, for M ∈ RepQ, m ∈M ,
(B.52) θM(m) =
(
e0
N∏
k=1
(1 + 2f+k f
−
k )− iβ−1e1K
N∏
k=1
(1− 2f+k f−k )
)
.m .
The action of the ribbon element v ∈ Q on M is by convention equals the inverse twist. It
follows that
(B.53) v = (e0 − βiKe1) ·
N∏
k=1
(1− 2f+k f−k ) .
B.8. Ribbon equivalence F : SF → RepQ. Taking Appendices A and B together (Propo-
sitions A.8, A.10 and B.6, B.8, and B.9), we have established a ribbon equivalence F : SF →
RepQ which is the composition
(B.54) F = G ◦ D
where the functor D is defined in (A.17) and (A.20), and the functor G is in Section B.2. The
monoidal structure of F is defined by
(B.55) FU,V : F(U ∗ V ) ∼−→ F(U)⊗RepQ F(V )
with
(B.56) FU,V =
(
ζ.(−)) ◦ ΓD(U),D(V ) ◦ G(∆U,V ) ,
where ζ, ΓU,V and ∆U,V are given in (B.33), (B.14) and in Section A.3, respectively. This
monoidal equivalence is by construction braided and ribbon and thus finally proves Lemma 3.5.
Appendix C. Proof of Proposition 3.10
In this Appendix, we use for brevity H instead of H(N), for the Hopf algebra introduced
in (3.31) and (3.32), and we fix the basis in H:
(C.1) H = spanC {fu1 · · · fumkv | 0 ≤ m ≤ N, 1 ≤ u1 < u2 < . . . < um ≤ N, v ∈ Z2} .
The coproduct ∆ on the basis elements (C.1) is given by
∆(fu1 · · · fumkv) =
(
um∏
u=u1
(fu ⊗ k + 1⊗ fu)
)
· kv ⊗ kv(C.2)
=
( ∑
l=(l1,...,lm)∈Zm2
f l1u1 · · · f lmum ⊗ f 1−l1u1 kl1 · · · f 1−lmum klm
)
· kv ⊗ kv
=
( ∑
l∈Zm2
εl(m) f
l1
u1
· · · f lmumkv ⊗ f 1−l1u1 · · · f 1−lmum kv+|l|
)
.
where εl(m) = (−1)
∑m−1
i=1 li((m−i)−
∑m
j=i+1 lj) and |l| = ∑i li ∈ N.
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For the Drinfeld double construction we need the dual Hopf algebra
(C.3) (Hop)∗ =
(
H∗, µH∗ = ∆∗, 1H∗ = ε∗, ∆H∗ =
(
µop
)∗
, εH∗ = η
∗, SH∗ = (S−1)∗
)
,
where µop is the opposite multiplication, and we used the standard isomorphism of vector
spaces (H ⊗ H)∗ ∼= H∗ ⊗ H∗, so ∆H∗(ϕ)(a ⊗ b) = ϕ(ba) and (ϕ · ψ)(a) = (ϕ ⊗ ψ)
(
∆(a)
)
.
Using (C.2), we note that the canonical duals of the generators of H do not generate (Hop)∗
since e.g. f ∗i · f ∗j = (f ∗i ⊗ f ∗j ) ◦∆ = 0. We then instead use the linear forms
κ = 1∗ − k∗ , ϕi = (fik)∗ − f ∗i .(C.4)
Lemma C.1. The algebra (Hop)∗ is generated by κ and ϕi, 1 ≤ i ≤ N, with the defining
relations
κ2 = 1H∗ , {ϕi, ϕj} = 0 , {ϕi, κ} = 0 ,(C.5)
and the set
(C.6) {ϕi1 . . . ϕimκj | 0 ≤ m ≤ N, 1 ≤ i1 < i2 < . . . < im ≤ N, j ∈ Z2}
forms a basis. The Hopf-algebra structure of (Hop)∗ is
∆H∗(κ) = κ⊗ κ , ∆H∗(ϕi) = ϕi ⊗ 1H∗ + κ⊗ ϕi ,(C.7)
εH∗(κ) = 1 , εH∗(ϕi) = 0 ,
SH∗(κ) = κ , SH∗(ϕi) = ϕiκ .
Proof. We begin with the defining relations. The first one from (C.5) is straightforward to
check using 1H∗ = ε = 1
∗ + k∗. The next one follows from the calculation:
ϕiϕj =
(
((fik)
∗ − f ∗i )⊗ ((fjk)∗ − f ∗j )
) ◦∆ = −((fik)∗ ⊗ f ∗j + f ∗i ⊗ (fjk)∗) ◦∆(C.8)
= (fifjk)
∗ + (fifj)∗ = −((fjfik)∗ + (fjfi)∗) = −ϕjϕi ,
where we used the coproduct formula (C.2), and similarly for the third relation.
Now, we construct a basis in (Hop)∗. Using induction, one can check the relations
(−1)mϕi1 . . . ϕim = (fi1 . . . fim)∗ + (−1)m(fi1 . . . fimk)∗(C.9)
ϕi1 . . . ϕimκ = (fi1 . . . fim)
∗ − (−1)m(fi1 . . . fimk)∗ .
Since the set of elements (fu1 . . . fumk
v)∗, with indices as in (C.1), forms a basis in (Hop)∗,
we conclude from the above relations that the set (C.6) is also a basis in (Hop)∗.
For the coproduct we have by definition ∆H∗(ϕ)(a⊗ b) = ϕ(ba). This can be written as
(C.10) ∆H∗(ϕi) = ((fik)
∗ − f ∗i ) ◦ µop .
For f ∗i ◦ µop(a ⊗ b) we should find such pairs (a, b) that f ∗i (ba) is non-zero. There are four
such pairs and we get
(C.11) f ∗i ◦ µop = f ∗i ⊗ 1∗ + 1∗ ⊗ f ∗i − (fik)∗ ⊗ k∗ + k∗ ⊗ fik∗ ,
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and we get a similar expression for (fik)
∗ ◦ µop. Combining the eight total terms in (C.10)
we get the coproduct in (C.7). For the antipode we have
SH∗(ϕi) = ((fik)
∗ − f ∗i ) ◦ S−1 = f ∗i + (fik)∗ = ϕiκ .(C.12)
Calculations for the coproduct and antipode for κ, together with the counit, are straightfor-
ward. This finally proves the lemma. 
Next we present D(H), the Drinfeld double of H, by following the conventions in [Kas,
Chapter IX]. As a vector space D(H) is H∗ ⊗H. It has a Hopf algebra structure with unit
1H∗ ⊗ 1 and counit ε(φ⊗ a) = εH∗(φ)ε(a), with the multiplication defined as
(C.13) (φ⊗ a) · (ψ ⊗ b) =
∑
(a)
φ · ψ(S−1(a′′′)(−)a′)⊗ a′′b ,
where ψ(S−1(a′′′)(−)a′) stands for the map (x 7→ ψ(S−1(a′′′)xa′)). The coproduct and the
antipode are given by
(C.14) ∆(φ⊗ a) =
∑
(φ),(a)
(φ′ ⊗ a′)⊗ (φ′′ ⊗ a′′) , S(φ⊗ a) = (1H∗ ⊗ S(a)) · (SH∗(φ)⊗ 1) .
We will identify an element a in H with 1H∗ ⊗ a and an element φ in (Hop)∗ with φ⊗ 1, in
particular, we write φa = (φ⊗ 1) · (1H∗ ⊗ a). In this notation, the basis of D(H) is
(C.15) {ϕi1 · · ·ϕimκufj1 · · · fjnkv | 0 ≤ m,n ≤ N, u, v ∈ Z2} ,
where as usual we assume that 1 ≤ i1 < i2 < . . . < im ≤ N and similarly for the j’s indices.
It is well-known that D(H) is quasi-triangular: for any basis {bi| i ∈ I} in H the R-matrix is
given by (using the convention above we interpret bi, b
∗
i ∈ D(H))
(C.16) RD =
∑
i∈I
bi ⊗ b∗i .
Proposition C.2. D(H) is generated by k, κ, fi, ϕj with defining relations (3.31), (C.5) and
kκ = κk , ϕik = −kϕi , fiκ = −κfi , [fi, ϕj] = δi,j(κ− k) .(C.17)
The Hopf algebra structure is given by (3.32) and (C.7). The R-matrix for D(H) is given by
RD =
1
2
(1⊗ 1 + 1⊗ κ+ k ⊗ 1− k ⊗ κ)
( ∑
0≤m≤N,
i1<...<im
(−1)mfi1 . . . fim ⊗ ϕi1 . . . ϕim
)
.(C.18)
Proof. Using (C.13) it is straightforward to show the relations in (C.17). For example, we
get the last equality since
∑
(f) f
′
i ⊗ f ′′i ⊗ f ′′′i = fi ⊗ k ⊗ k + 1⊗ fi ⊗ k + 1⊗ 1⊗ fi and then
fiϕj = ϕj(k − fi)k + ϕj(k−)fi + ϕj(fik−)1(C.19)
= −δi,j(1∗ + k∗)k + (−f ∗j + (fjk)∗)fi + δi,j(1∗ − k∗)1 .
The coproduct, counit, and antipode on the generators were already computed.
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For the R-matrix in (C.16), we fix the basis {bi} as in (C.1). Then
RD =
∑
0≤m≤N,
1≤i1<...<im≤N
∑
0≤j≤1
fi1 . . . fimk
j ⊗ (fi1 . . . fimkj)∗ .(C.20)
By applying (C.9) we get
(fi1 . . . fim)
∗ = 1
2
ϕi1 . . . ϕim((−1)m1H∗ + κ) ,(C.21)
(fi1 . . . fimk)
∗ = 1
2
ϕi1 . . . ϕim(1H∗ − (−1)mκ))
and therefore
(C.22) RD =
( ∑
0≤m≤N,
i1<...<im
fi1 . . . fim ⊗ϕi1 . . . ϕim
)
1
2
(
(−1)m1⊗1 + 1⊗κ+ k⊗1− (−1)mk⊗κ)
which gives (C.18) using the relations between fi and k, and ϕi and κ. 
Proposition C.3. For any N ≥ 1, the linear map
Ψ(ϕi1 · · ·ϕimκufj1 · · · fjnkv) = (−1)nu in(n−1)2mf+i1 · · · f+imf−j1 · · · f−jn ωu+ωv+n− ,(C.23)
with ω± from (3.8), defines an isomorphism of C-algebras D
(
H(N)
) ∼−→ Q(N, β).
Furthermore, for even N this map defines an isomorphism of Hopf algebras between D
(
H(N)
)
and Q(N,±1).
Moreover, for β = 1 the R-matrix in Q defined in (3.15) and the image of RD under Ψ⊗ Ψ
coincide, i.e. Ψ is an isomorphism of quasi-triangular Hopf algebras.
Proof. In order to show that Ψ is an algebra map it is enough to verify the relations in
(3.31), (C.5) and (C.17) for the the image of the generators of D(H) under Ψ. Since we have
Ψ(ϕi) = 2f
+
i , Ψ(κ) = ω+ , Ψ(fi) = f
−
i ω− , Ψ(k) = ω− ,
this is an easy check. For example,
Ψ(fi)Ψ(ϕj) = ω−(δi,j(K2 − 1) + 2f+j f−i ) = δi,j(ω+ − ω−) + 2f+j f−i ω−(C.24)
= δi,j(Ψ(κ)−Ψ(k)) + Ψ(ϕj)Ψ(fi)
Since 1
1+i
Ψ(κ+ ik) = K and Ψ(fjκ) = f
−
j the image of Ψ clearly generates Q. Moreover, since
the dimensions of D(H) and Q agree Ψ is bijective.
To show that Ψ is a coalgebra map we use (3.32) and (C.7), and check
(Ψ⊗Ψ)(∆(ϕi)) = (Ψ⊗Ψ)(ϕi ⊗ 1 + κ⊗ ϕi) = 2f+i ⊗ 1 + 2ω+ ⊗ f+i = ∆(2f+i ) = ∆(Ψ(ϕi)) ,
(C.25)
(Ψ⊗Ψ)(∆(fi)) = (Ψ⊗Ψ)(fi ⊗ k + 1⊗ fi) = f−i ω− ⊗ ω− + 1⊗ f−i ω− = ∆(f−i ω−) = ∆(Ψ(fi)) ,
(Ψ⊗Ψ)(∆(κ)) = (Ψ⊗Ψ)(κ⊗ κ) = ω+ ⊗ ω+ (∗)= ∆(ω+) = ∆(Ψ(κ)) .
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Note, the equality (∗) is in Q and it holds only if N is even. For the antipode, we have
Ψ(S(ϕi)) = Ψ(ϕiκ) = 2f
+
i ω+ = S(2f
+
i ) = S(Ψ(ϕi)) ,(C.26)
Ψ(S(fi)) = −Ψ(fik) = −f−i = S(f−i ω−) = S(Ψ(fi))
Ψ(S(κ)) = Ψ(κ) = ω+ = S(ω+) = S(Ψ(κ)) .
Recall the R-matrices in Q and D(H) defined in (3.15) and (C.18), respectively. The image
of RD under Ψ⊗Ψ leads to (using β = 1)
(Ψ⊗Ψ)(RD) = 1
2
(1⊗ 1 + 1⊗ ω+ + ω− ⊗ 1− ω− ⊗ ω−)
(∑
(−2)mf−i1ω− . . . f−imω− ⊗ f+i1 . . . f+im
)
=
1∑
u,v=0
ρu,v ·
N∏
k=1
(1⊗ 1− 2f−k ω− ⊗ f+k ) · eu ⊗ ev = R ,
where the sum is taken over 1 ≤ i1 < . . . < im ≤ N with 0 ≤ m ≤ N. This calculation finishes
the proof of the statement. 
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