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Abstract
This paper considers the problem of estimation in a linear model when a stochastic process
instead of a random vector is observed. Estimators obtained as integrals of the observed
process are studied. Characterizations of linear sufﬁciency and admissibility similar to those
given in the classical linear model are obtained in this context. Moreover, a deﬁnition of
generalized ridge estimators in continuous time is introduced and also a characterization of
such estimators is given.
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1. Introduction
The problem of linear estimation in a continuous time linear model has been
considered in the literature with particular error processes. Mainly, stationary
Gaussian or stationary processes (see [8] and [15]), semimartingales ([9]) and
processes with uncorrelated increments ([16]) have been studied. The main
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purpose of these papers has been focused on the asymptotic behaviour of the
estimates.
In this paper, we consider a general continuous time linear model. Assumptions
are made to make the estimators considered well-deﬁned, but no structural
hypothesis on the error process is made. In this context, we study properties as
linear sufﬁciency and linear admissibility.
From now on, we will consider a stochastic process ðXt; tA½0; T Þ; for T40; with
values in R and mean function myðtÞ ¼ AðtÞy; tA½0; T ; where AðtÞ is a ð1 pÞ-
dimensional vector and yARp is a p-dimensional unknown parameter.
The process ðXt; tA½0; T Þ is deﬁned in a measurable space ðX;FTÞ and is adapted
to a right-continuous ﬁltration ðFt; tA½0; T Þ: The distribution on ðX;FTÞ
associated to the parameter value y will be denoted by Py and we assume that the
covariance function exists and is known. Thus,
Ey½Xt ¼ AðtÞy; Bðt; uÞ :¼ EyðXt  AðtÞyÞðXu  AðuÞyÞ ¼ CovðXt; XuÞ:
In addition, we suppose that ðXt; tA½0; T Þ is a square mean continuous process.
In the classical linear model, estimators deﬁned as linear combinations of
observations are considered in the literature. In continuous time, a natural extension
consists of working with estimators constructed by integrating the paths of the
process ðXt; tA½0; T Þ; that is, estimators of the form
R T
0 FðdtÞXt with appropriate
functions F : Thus, we extend the notion of linear sufﬁciency given by Baksalary and
Kala [1] (also see [11]) and we give similar characterizations to the estimators we are
concerned with. Besides, when ðXt; tA½0; T Þ is a Gaussian process, linear sufﬁciency
and ordinary sufﬁciency are equivalent. This equivalence was proved by Drygas [5]
in the classical linear model.
We also study the class of linearly admissible estimators, i.e. admissible among
linear estimators of an integral type, obtaining results similar to those given in
[2,3]. Finally, a deﬁnition of a generalized ridge estimator in continuous
time is introduced, as well as an analogous characterization to that given by
Markiewicz [10].
More precisely, let ðf ðsÞy; sASÞ be a linear parametric function, where f ðsÞ; sAS;
is a ðk  pÞ-matrix of real-valued functions and S is a subset of R: We consider an
estimator ðys; sASÞ deﬁned in the following way:
ys ¼
Z T
0
FsðdtÞXt; sAS; ð1Þ
where for each sAS; Fs ¼ ðF1s ;y; Fks Þ0 is a vector of bounded variation functions
from ½0; T  to R:
Deﬁnition 1. (a) An estimator ðys; sASÞ of type (1) is said to be unbiased for
ðf ðsÞy; sASÞ if R T0 FsðdtÞAðtÞ ¼ f ðsÞ; sAS:
(b) We say that the parametric function ðf ðsÞy; sASÞ is estimable if there exists an
unbiased estimator of type (1).
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2. Linear sufﬁciency
In this section, we deﬁne linear sufﬁciency for estimators of type (1) obtaining a
characterization analogous to that given in [1]. Also, we prove the equivalence
between linear sufﬁciency and ordinary sufﬁciency under normality. First, we give
the deﬁnition of the best linear unbiased estimator.
Deﬁnition 2. An estimator ðys; sASÞ of type (1) unbiased for ðf ðsÞy; sASÞ is of
minimum variance if for another estimator ð%ys; sASÞ of type (1), unbiased for
ðf ðsÞy; sASÞ; it holds that, for each sAS; Covð%ys; %ysÞ  Covðys; ysÞ is a non-
negative-deﬁnite matrix. Such a process ðys; sASÞ is called the BLUE of
ðf ðsÞy; sASÞ:
Theorem 1. Let ðys; sASÞ be an estimator of type (1). ðys; sASÞ is the BLUE of
ðf ðsÞy; sASÞ if and only if
(i)
f ðsÞ ¼
Z T
0
FsðdtÞAðtÞ; sAS;
and
(ii)
Z T
0
Z T
0
FsðdtÞBðt; uÞPðduÞ ¼ 0; sAS;
where P is a function of bounded variation from ½0; T  to R such that R T0 AðuÞ0PðduÞ ¼ 0:
Proof. Condition (ii) is equivalent to Covðys; #aÞ ¼ 0; with #a an estimator of type (1)
unbiased for zero. The last condition holds if and only if ys is a minimum variance
estimator among unbiased estimators of type (1) for f ðsÞy (cf. [12]). This, together
with Deﬁnition 1, proves Theorem 1.
The characterization of BLUE estimators of parametric functions given by Rao
[14] has an analogous enunciate in continuous time as Theorem 2 shows. For this
purpose, we introduce the following function:
Wðt; uÞ ¼ Bðt; uÞ þ AðtÞMAðuÞ0; t; uA½0; T ; ð2Þ
where M is any p  p symmetric and non-negative matrix such that
AðtÞ ¼
Z T
0
Wðt; uÞVðduÞ; tA½0; T ; ð3Þ
for a vector V ¼ ðV 1;y; V pÞ of bounded variation functions. Note that a possible
choice for M is the identity matrix.
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Theorem 2. Let ðf ðsÞy; sASÞ be an estimable parametric function and ðys; sASÞ an
estimator of type (1). Then, ðys; sASÞ is the BLUE of ðf ðsÞy; sASÞ if and only if
(iii)Z T
0
FsðdtÞWðt; uÞ ¼ f ðsÞ
Z T
0
AðtÞ0VðdtÞ
 
AðuÞ0; uA½0; T ; sAS;
where B denotes a g-inverse of B; that is, BBB ¼ B:
Proof. We will show that (i) and (ii) are equivalent to (iii). Firstly, we suppose that
(i) and (ii) hold. Let Wðt; uÞ; t; uA½0; T ; be a function of type (2) satisfying (3).
Obviously,Z T
0
FsðdtÞW ðt; uÞ ¼
Z T
0
FsðdtÞBðt; uÞ þ
Z T
0
FsðdtÞAðtÞMAðuÞ0; sAS; uA½0; T ;
and therefore, using (ii), we haveZ T
0
Z T
0
FsðdtÞWðt; uÞPðduÞ ¼ 0; sAS;
for each function P such that
R T
0
AðuÞ0PðduÞ ¼ 0: Let sAS be ﬁxed, since
ðXt; tA½0; T Þ is a square mean continuous process, Wð; Þ is a continuous function.
Therefore, we can consider each component
R T
0 F
i
sðdtÞWðt; uÞ; uA½0; T ; as an
element of the Hilbert space of square integrable functions L2½0; T : Let A be the
linear subspace of functions generated by AiðÞ; i ¼ 1;y; p: We have just shown
that for every function gAL2½0; T ; which is orthogonal to A with respect to the
inner product in L2½0; T ; it is orthogonal to the function R T0 FisðdtÞWðt; uÞ; uA½0; T :
This implies that
R T
0 F
i
sðdtÞWðt; ÞAA and, therefore,Z T
0
FsðdtÞWðt; uÞ ¼ CsAðuÞ0; uA½0; T ; sAS; ð4Þ
where Cs is a ðk  pÞ-matrix. Integrating to the right in (4) with respect to V and
applying (3) we obtainZ T
0
FsðdtÞAðtÞ ¼ Cs
Z T
0
AðuÞ0VðduÞ; sAS:
Substituting (i) in the last equality we deduce that
f ðsÞ ¼ Cs
Z T
0
AðuÞ0VðduÞ; sAS: ð5Þ
Deﬁne S ¼ R T0 AðuÞ0VðduÞ: According to (3), S is a symmetric matrix and it is easy to
prove that SSAðuÞ0 ¼ AðuÞ0; uA½0; T ; for every g-inverse of S: Multiplying by
SAðuÞ0 to the right in (5) yields
f ðsÞSAðuÞ0 ¼ CsAðuÞ0; uA½0; T ; sAS:
Finally, from (4) and the last expression we achieve (iii).
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Conversely, if (iii) holds, (ii) is immediate using (2). On the other hand, integrating
to the right in (iii) with respect to V and taking into account (3) we have
Z T
0
FsðdtÞAðtÞ ¼ f ðsÞSS; sAS:
As f ðsÞy is an estimable function, f ðsÞSS ¼ f ðsÞ; sAS: Then, (i) is proved and the
proof of Theorem 2 is complete.
In order to give the deﬁnition of a linearly sufﬁcient estimator of type (1), we
introduce the following notation and deﬁnitions.
R denotes a compact subset of R and BR the Borel s-ﬁeld in R: Let T40 be ﬁxed,
we say that HrðtÞ; tA½0; T ; rAR; is a measurable kernel from R to ½0; T  if for each
rAR; HrðÞ is a bounded variation function from ½0; T  to R and for each
tA½0; T ; H:ðtÞ is a measurable function in R:
We denote by CKðRÞ the set of functions HrðtÞ ¼ ðH1r ðtÞ;y; Hnr ðtÞÞ0; tA½0; T ;
rAR; nAN; where each component is a measurable kernel and satisﬁes that
Z T
0
Z T
0
HrðdtÞBðt; uÞH 0vðduÞ; ðr; vÞAR  R and
Z T
0
HrðdtÞAðtÞ; rAR;
are continuous functions.
Deﬁnition 3. Let yr ¼
R T
0 HrðdtÞXt; rAR; with HrðtÞACKðRÞ: We say that
ðyr; rARÞ is linearly sufﬁcient for y if for each estimable function ðf ðsÞy; sASÞ;
there exists an estimator
R
R
GsðdrÞyr; sAS; which is the BLUE of ðf ðsÞy; sASÞ;
where for each sAS; Gs is a matrix of bounded variation functions.
Theorem 3. Let yr ¼
R T
0 HrðdtÞXt; rAR; with HrðtÞACKðRÞ: ðyr; rARÞ is linearly
sufficient for y if and only if there exists a matrix G of bounded variation functions such
that
AðuÞ0 ¼
Z T
0
mðdtÞWðt; uÞ; uA½0; T ; with mðAÞ ¼
Z
R
GðdrÞHrðAÞ; ð6Þ
AAB½0;T :
Proof. We consider the estimable function Sy ¼ R T0 AðtÞ0VðdtÞy; with V satisfying
(3). Since ðyr; rARÞ is linearly sufﬁcient, there exists a matrix G of bounded
variation functions such that
R
R
GðdrÞyr is the BLUE of Sy: Deﬁning mðAÞ ¼R
R
GðdrÞHrðAÞ and using Fubini’s theorem, we have
Z
R
GðdrÞyr ¼
Z
R
GðdrÞ
Z T
0
HrðdtÞXt ¼
Z T
0
mðdtÞXt:
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Then, applying Theorem 2, we conclude thatZ T
0
mðdtÞWðt; uÞ ¼ SSAðuÞ0 ¼ AðuÞ0 uA½0; T ;
which proves (6).
Conversely, let ðf ðsÞy; sASÞ be an estimable function. We take FsðAÞ ¼
f ðsÞSmðAÞ; AAB½0;T ; where m is given by (6). Hence,Z T
0
FsðdtÞWðt; uÞ ¼ f ðsÞS
Z T
0
mðdtÞWðt; uÞ ¼ f ðsÞSAðuÞ0; uA½0; T ; sAS;
where the last equality follows by assumption. Applying Theorem 2 and the equalityZ T
0
FsðdtÞXt ¼ f ðsÞS
Z
R
GðdrÞyr; sAS;
we can assure that ðf ðsÞS R
R
GðdrÞyr; sASÞ is the BLUE for ðf ðsÞy; sASÞ; showing
the linear sufﬁciency of ðyr; rARÞ:
Finally, we conclude the present section showing the equivalence between linear
sufﬁciency and ordinary sufﬁciency under normality. First, we give a lemma.
Lemma 1. Suppose that ðXt; tA½0; T Þ is a Gaussian process. Let yr ¼R T
0
HrðdtÞXt; rAR; with HrðtÞACKðRÞ: For nAN and t1;y; tnA½0; T  fixed, the
conditional distribution of XðnÞ :¼ ðXt1 ;y; XtnÞ0 given G :¼ sðyr; rARÞ is a Gaussian
distribution with a non-random covariance function independent of y and mean
function
Ey½XðnÞjG ¼ Ey½XðnÞ þ
Z
R
MnðdrÞðyr  Ey½yrÞ; PyFa:s:; ð7Þ
where Mn is a matrix of bounded variation functions satisfyingZ T
0
Bðti; uÞH 0rðduÞ ¼
Z
R
MinðdvÞ
Z T
0
Z T
0
HvðdtÞBðt; uÞH 0rðduÞ; ð8Þ
rAR; i ¼ 1;y; n; with Min the ith row of Mn:
Proof. Let r1;y; rmAR; mAN: Since yr1 ;?; yrm are square mean limits of linear
combinations of Gaussian variables Xt; 0ptpT ; the joint distribution of
ðXðnÞ; yr1 ;y; yrmÞ is a Gaussian distribution for every r1;y; rmAR: Therefore, (cf.
[8]), the conditional distribution of XðnÞ given G is Gaussian with mean Ey½XðnÞjG
and non-random covariance matrix equal to
Ey½ðXðnÞ  Ey½XðnÞjGÞðXðnÞ  Ey½XðnÞjGÞ0: ð9Þ
It is known (cf. [4]) that there exists a sequence frjgjX1AR such that
Ey½XðnÞjG ¼ lim
j-N
Ey½XðnÞjyr1 ;y; yrj ; ð10Þ
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where the approximation is in square mean. Let frjgjX1 be such a sequence. On the
other hand, due to the Gaussian character of ðXðnÞ; yr1 ;y; yrj Þ; we have
Ey½XðnÞjyr1 ;y; yrj  ¼ Ey½XðnÞ þ
Z
R
Mn;jðdrÞðyr  Ey½yrÞ; PyFa:s:; ð11Þ
where Mn;j is a matrix of bounded variation functions. By Helly’s theorem we
can ﬁnd a subsequence ðjkÞkX1 such that Mn;jk converges weakly to Mn: Since
HrðtÞACKðRÞ; ðyr; rARÞ has a continuous covariance function and therefore (7)
follows from (10) and (11). Mn is determined by the equation
Ey½ðXðnÞ  Ey½XðnÞjGÞy0r ¼ 0; rAR;
which gives (8). Finally, substituting (7) in (9) we see that the covariance matrix is
independent of y: This concludes the proof of Lemma 1.
Theorem 4. Suppose that ðXt; tA½0; T Þ is a Gaussian process. Let yr ¼
R T
0 HrðdtÞXt;
rAR; with HrðtÞACKðRÞ: Then, ðyr; rARÞ is linearly sufficient if and only if it
is sufficient.
Proof. Firstly, we shall show that ðyr; rARÞ is sufﬁcient provided it is linearly
sufﬁcient. Let nAN and t1;y; tnA½0; T  be ﬁxed. The previous lemma assures that
the conditional distribution of XðnÞ given G is a Gaussian distribution with mean
function given by (7) and non-random covariance matrix independent of y:
Following a similar argument by Drygas [5], instead of (8), we consider the
equation
Z T
0
Wðti; uÞH 0rðduÞ ¼
Z
R
MinðdvÞ
Z T
0
Z T
0
HvðdtÞWðt; uÞH 0rðduÞ; ð12Þ
rAR; i ¼ 1;y; n:
Since ðyr; rARÞ is linearly sufﬁcient, from Theorem 3, we can ﬁnd G such that (6)
is satisﬁed with Wðt; uÞ ¼ Bðt; uÞ þ AðtÞAðuÞ0; t; uA½0; T : Integrating to the right
with respect to G0 in (12) and applying Fubini’s theorem we obtain
AðtiÞ ¼
Z
R
MinðdvÞ
Z T
0
HvðdtÞAðtÞ; i ¼ 1;y; n: ð13Þ
This equality together with (12) gives
Z T
0
Bðti; uÞH 0rðduÞ ¼
Z
R
MinðdvÞ
Z T
0
Z T
0
HvðdtÞBðt; uÞH 0rðduÞ;
rAR; i ¼ 1;y; n: Hence, each solution of (12) is a solution of (8) and satisﬁes (13).
Since (13) implies
Ey½XðnÞ ¼
Z
R
MnðdrÞEy½yr;
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we take a solution of (12) and we conclude that
Ey½XðnÞjG ¼
Z
R
MnðdrÞyr; PyFa:s:
Therefore, there exists a version of the conditional distribution of XðnÞ given G
which is independent of y: Finally, we deﬁne H :¼ fBAsðXt; tA½0; T Þ; such
that there exists a version of Ey½1BjG independent of yg: It is easy to see that
H is a l-class which contains all ﬁnite-dimensional rectangles. So, using a
p–l argument, we conclude that H ¼ sðXt; tA½0; T Þ and, therefore, ðyr; rARÞ
is sufﬁcient.
We shall now show the converse implication. To do this, let m be the normal
distribution on ðRp;BRpÞ with zero mean and covariance matrix I : %P denotes the
marginal distribution given by
%PðAÞ ¼
Z
Rp
PyðAÞdmðyÞ; AAFT :
The mathematical expectation with respect to %P will be denoted by %E:
We deﬁne #y as follows:
#y ¼
Z T
0
V 0ðdtÞXt;
where V satisﬁes (3) with Wðt; uÞ ¼ Bðt; uÞ þ AðtÞAðuÞ0; t; uA½0; T : It is easy to see
[7, Lemma 1] that the process ðXt; tA½0; T Þ deﬁned on ðX;FT ; %PÞ is a Gaussian
process with zero mean and covariance function Wðt; uÞ: Using the same argument
given in Lemma 1, we can assure that the conditional distribution of #y given
G :¼ sðyr; rARÞ is a Gaussian distribution with mean
%E½#yjG ¼
Z
R
GðdrÞyr; %PFa:s:; ð14Þ
where G is a matrix of bounded variation functions.
On the other hand, from Theorem 3, #y is a linearly sufﬁcient estimator for y in the
probability space ðX;FT ; PyÞ; so it is a sufﬁcient estimator by the preceding
implication. Moreover, Ey½#y ¼ Sy and Ey½ð#y SyÞð#y SyÞ0 ¼ SðI  SÞ: Using
Theorem 4.3 of [5] we obtain the completeness of #y: Since G is a sufﬁcient s-ﬁeld, the
Rao–Blackwell theorem gives E½#yjG ¼ #y; Py; yARp—a.s., where E½#yjG is a version
of Ey½#yjG independent of y: Besides, observing the construction of %P; it is easy to
prove that %E½#yjG ¼ E½#yjG; %P—a.s. Then, we conclude that %E½#yjG ¼ #y; %P—a.s.,
which together with (14) leads to
%E½Xt #y0 ¼
Z
R
%E½Xty0rG0ðdrÞ; tA½0; T ;
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equivalently toZ T
0
Wðt; uÞVðduÞ ¼
Z T
0
Wðt; uÞ
Z
R
H 0rðduÞG0ðdrÞ; tA½0; T :
Finally, in view of (3) and Theorem 3 we can state that ðyr; rARÞ is linearly
sufﬁcient. The proof of Theorem 4 is complete.
3. Linear admissibility
In this section, we deal with the problem of admissibility with respect to the square
mean error for parametric functions Ky; where K is a ðk  pÞ-matrix. From now on,
we shall suppose that Ky is an estimable function. More precisely, let D be a class of
estimators for an estimable function Ky; it is said that %yAD is admissible for Ky
among D if there does not exist an estimator *yAD such that
Ey½ð*y KyÞ0ð*y KyÞpEy½ð%y KyÞ0ð%y KyÞ; yARp;
with strict inequality for at least one value of y:
In our context, we are interested in the class of estimators of type
%y ¼
Z T
0
FðdtÞXt; ð15Þ
where F ¼ ðF 1;y; FkÞ0 is a vector of bounded variation functions from ½0; T  to R:
Thus, we deﬁne the linear admissibility in the following sense:
Deﬁnition 4. An estimator of type (15) is said to be linearly admissible for Ky if it is
admissible among estimators of type (15).
The objective of this section is to establish necessary and sufﬁcient conditions for
linear admissibility by means of analogous criteria to those given by Rao [13] and
Baksalary and Markiewicz [2,3].
The main assumption on foregoing results is as follows: there exists a vector V
such that
AðtÞ ¼
Z T
0
Bðt; uÞVðduÞ; tA½0; T ; ð16Þ
that is, equality (3) holds with W ¼ B: Such an assumption will be written as
CðAÞDCðBÞ and as V the vector of functions satisfying (16). In addition, we will use
the following notation:
#y :¼
Z T
0
V 0ðdtÞXt and S :¼
Z T
0
AðtÞ0VðdtÞ:
Note that, by Theorem 2, KS #y is the BLUE of Ky: Thus, the following known
lemma is immediate.
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Lemma 2. Suppose that CðAÞDCðBÞ: Let %y be an estimator for Ky of type (15), with
M ¼ R T0 FðdtÞAðtÞ: Then,
Ey½ð%y KyÞ0ð%y KyÞ ¼Ey½ð%y MS #yÞ0ð%y MS #yÞ
þ Ey½ðMS #y KyÞ0ðMS #y KyÞ:
Theorem 5. Suppose that CðAÞDCðBÞ: Let %y be an estimator of type (15) with M ¼R T
0
FðdtÞAðtÞ: Then, %y is linearly admissible for Ky if and only if
(i)
R T
0 Bðt; uÞF 0ðdtÞ ¼ AðuÞC; uA½0; T ; with C a ðp  kÞ-matrix,
(ii) MSK 0 is a symmetric matrix and
(iii) MSM 0pMSK 0:
Proof. Suppose that %y is a linearly admissible estimator for Ky: Lemma 2 leads to
%y ¼ MS #y; Py—a.s., that is,
Z T
0
FðdtÞXt ¼ MS
Z T
0
V 0ðdtÞXt; PyFa:s:
Hence,
Z T
0
FðdtÞBðt; uÞ ¼ MS
Z T
0
V 0ðdtÞBðt; uÞ ¼ MSAðuÞ0; uA½0; T ;
and this demonstrates (i). On the other hand, Ey½#y ¼ Sy and Ey½ð#y SyÞð#y
SyÞ0 ¼ S: Since %y ¼ MS #y; Py—a.s., MS #y is admissible for Ky among linear
combinations of #y: Then, applying the Lemma given in [3] it holds that
MSSðSÞ0K 0 ¼ MSK 0 is a symmetric matrix and MSK 0XMSM 0; which
proves (ii) and (iii).
Conversely, we consider C0 #y where C is given in (i). We see that
C0S ¼ C0
Z T
0
AðuÞ0VðduÞ ¼
Z T
0
FðdtÞ
Z T
0
Bðt; uÞVðduÞ ¼
Z T
0
FðdtÞAðtÞ ¼ M:
In the same way, it is proved that CovðC0 #y; C0 #yÞ ¼ C0SC ¼ Covð%y; %yÞ: Therefore,
Ey½ðC0 #y KyÞ0ðC0 #y KyÞ ¼ Ey½ð%y KyÞ0ð%y KyÞ; yARp:
Lemma 2 shows that in order to ﬁnd linearly admissible estimators of Ky; we need to
consider only linear functions of #y: So, if C0 #y is admissible for Ky among linear
combinations of #y; %y will be linearly admissible. Again, from the Lemma in [3], (ii)
and (iii) imply that C0 #y is admissible among linear functions of #y and, therefore, %y is
linearly admissible. This completes the proof of Theorem 5.
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Note. If we write
R T
0
LðdtÞAðtÞ ¼ K ; which is the condition for the estimability of
Ky; the conditions of Theorem 5 can be written as follows:
(i)
R T
0 Bðt; uÞF 0ðdtÞ ¼ AðuÞC; uA½0; T ; C a ðp  kÞ-matrix,
(ii)
R T
0
R T
0 FðdtÞBðt; uÞL0ðduÞ is a symmetric matrix and
(iii)
R T
0
R T
0 FðdtÞBðt; uÞF 0ðduÞp
R T
0
R T
0 FðdtÞBðt; uÞL0ðduÞ:
A necessary and sufﬁcient condition for the estimability of y is that S is a
positive-deﬁnite matrix. This means that AðtÞ has linearly independent compo-
nents as functions in ½0; T : From now on, we suppose that S is a deﬁnite positive
matrix.
Corollary 1. Under the assumptions of Theorem 5, %y is linearly admissible for y if and
only if
(a)
R T
0 Bðt; uÞF 0ðdtÞ ¼ AðuÞC; uA½0; T ; with C a symmetric ðp  pÞ-matrix, and
(b) MS1M 0pMS1:
Finally, we conclude this section showing a similar characterization for linear
admissibility of y to those given by Baksalary and Markiewicz [2, Theorem 2]. Note
that we prove such a characterization in a weakly singular model, that is, a model
such that condition (16) holds and
R T
0
R T
0 f ðdtÞBðt; uÞf ðduÞ ¼ 0 does not necessarily
imply f  0; for a bounded variation function f :
Theorem 6. Suppose that CðAÞDCðBÞ: Let %y be an estimator of type (15) with M ¼R T
0 FðdtÞAðtÞ: Then, %y is linearly admissible for y if and only if
(iv) AðvÞ R T0 FðdtÞBðt; uÞ :¼ Hðv; uÞ; v; uA½0; T  is a symmetric function, that is,
Hðv; uÞ ¼ Hðu; vÞ:
(v) The spectrum of M belongs to ½0; 1:
Proof. Taking into account Corollary 1, it sufﬁces to prove that (a) and (b)3 (iv)
and (v). We shall see that (a) and (iv) are equivalent. Starting from (a) we obtain
AðvÞCAðuÞ0 ¼ AðvÞ
Z T
0
FðdtÞBðt; uÞ; v; uA½0; T ;
where C is a symmetric matrix. Since AðvÞCAðuÞ0 is a real number, AðvÞCAðuÞ0 =
AðuÞCAðvÞ0; u; vA½0; T ; which proves (iv).
Conversely, assume (iv), that is,
AðvÞ
Z T
0
FðdtÞBðt; uÞ ¼
Z T
0
Bðt; vÞF 0ðdtÞ
 
AðuÞ0; u; vA½0; t:
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Integrating to the right with respect to VðduÞ; on both sides of this equality, we have
AðvÞ
Z T
0
FðdtÞAðtÞ ¼
Z T
0
Bðt; vÞF 0ðdtÞS; vA½0; T ;
which implies that
R T
0
Bðt; vÞF 0ðdtÞ ¼ AðvÞC; vA½0; T : In order to see the symmetry
of C; we post-multiply the last equality by A0ðuÞ and we obtain from (iv) the
symmetry of the function AðvÞCAðuÞ0: Then,
AðvÞCAðuÞ0 ¼ AðuÞCAðvÞ0 ¼ AðvÞC0AðuÞ0; u; vA½0; T :
Integrating on both sides with respect to V 0ðdvÞ and VðduÞ it holds that C ¼ C0 and
thus (iv) is proved.
Finally, we will see that (b)3(v). Let B ¼ S1=2MS1=2: From (a), B is a symmetric
matrix, consequently, condition (b) is equivalent to B  B2 ¼ S1=2MS1=2 
S1=2MS1M 0S1=2 being a non-negative-deﬁnite matrix. Since this holds if and only
if the spectrum of B is in [0,1] and B and M have the same spectrum, the proof of
Theorem 6 is complete.
4. Generalized ridge estimators
In the classical linear model ðY ; Xb; VÞ with V non-singular and X with
maximum rank, Hoerl and Kennard [6] introduced the notion of ridge estimator.
Rao [13] extended this deﬁnition to generalized ridge estimators deﬁned as
bðrÞG ¼ ðG þ X 0V1X Þ1X 0V1Y ; ð17Þ
where G is a symmetric and non-negative-deﬁnite matrix. In a weakly singular
continuous time model, that is, ðXt; AðtÞy; Bðt; uÞÞ; t; uA½0; T  with A having
components linearly independent in ½0; T  and CðAÞDCðBÞ; we deﬁne a generalized
ridge estimator as follows:
yðrÞG ¼ ðG þ SÞ1
Z T
0
V 0ðdtÞXt; ð18Þ
where G is a symmetric and non-negative matrix, V is deﬁned by (16) and S ¼R T
0
AðtÞ0VðdtÞ: Markiewicz [10] proved that an alternative deﬁnition for estimators
of type (17) is that they are linearly sufﬁcient and admissible among the class
of linear estimators. We shall show the same characterization for estimators of
type (18).
Theorem 7. Let %y be an estimator of type (15). Then, %y is linearly sufficient and linearly
admissible for y if and only if %y is a generalized ridge estimator of type (18).
Proof. If %y is of type (18), it sufﬁces to apply Theorem 3 with W ¼ B and mðAÞ ¼
V 0ðAÞ ¼ ðG þ SÞðG þ SÞ1V 0ðAÞ to obtain linear sufﬁciency. Admissibility follows
from Corollary 1.
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Conversely, let %y ¼ R T0 FðdtÞXt be a linear sufﬁcient and linearly admissible
estimator. Theorem 3 and Corollary 1(a) lead toZ T
0
Bðt; uÞF 0ðdtÞ ¼ AðuÞC; uA½0; T ;
with C being a symmetric and non-singular matrix. On the other hand, let G ¼
C1  S: In view of Theorem 6(v), the spectrum of R T
0
FðdtÞAðtÞ ¼ CS belongs to
½0; 1 and, therefore, S1G is a non-negative-deﬁnite matrix. Since the spectrum of
S1G coincides with the spectrum of S1=2GS1=2; this implies that C1 ¼ G þ S
with G being a symmetric and non-negative-deﬁnite matrix. Finally, we consider the
estimator yðrÞG given by G and we obtain Ey½%y ¼
R T
0 FðdtÞAðtÞy ¼ CSy ¼ Ey½yðrÞG :
Since both estimators %y and yðrÞG are BLUEs for CS; both coincide with probability 1.
This completes the proof of Theorem 7.
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