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論文概要
本研究では、畳込みニューラルネットワークを用いてスキャンや経年によって劣化
した線画を自動で補完および修復する手法を提案する。従来の類似パッチ探索や画素
伝播を用いた手法では、欠損箇所を手動で指定する必要がある上、直線や曲線など線
画の構造を考慮した補完や修復は困難であった。これに対し提案手法では、畳込み
ニューラルネットワークを用いて様々な線の修復、補完パターンを学習することによ
り自動で劣化した画像から線画部分を抽出し、線画が劣化している場合は正しい太さ
や曲率を考慮して補完まで行うことができる。提案モデルは全ての層が畳込み層で構
成されている全層畳込みニューラルネットワークから成り、劣化した線画や部分的に
途切れた線画を入力すると適切な線のみが抽出および補完された画像が出力される。
さらに、本研究では線画の様々な修復・補完パターンを学習させるための画像のペア
を効率的に自動で生成する手法も提案する。これによってモデルの効率的な学習を実
現した。提案手法では図形や実際の劣化した製図などを用いて評価し、ユーザーテス
トによって既存手法の性能を大きく上回ることを確かめた。
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第 1章
導入
1.1 研究背景
線画とは、物体の輪郭を一本の線で表現したものである。紙にペンで描かれたもの、
デジタルペンなどでタブレットに描かれたもの、CADなどのソフトウェアを用いて
描かれたものなど媒体を問わず製作される。また、用途としてイラスト、製図、設計
図などが挙げられ、目的に合わせてその種類は多岐にわたる。
図 1.1に線画の例を示す。左から順にそれぞれイラスト、製図、設計図として用い
(a)イラスト (b)建築製図 (c)機械製図・設計図
図 1.1 線画の例。それぞれ (a)イラスト (b)建築製図 (c)機械製図・設計図として
もちいられているものである。特に (c)はレオナルド・ダ・ヴィンチによって描か
れたもので、画像が劣化し汚れや欠けかすれが目立つ。
1
られているものである。しかし、スキャンされた線画や荒く描かれた線画、古くなっ
た製図や設計図などは線画に欠けやかすれなどが起こることがある。こうした状態の
線画は綺麗にベクタライズできない上、背景が汚れたり裏映りが存在するといった原
因によって視認性が悪いといった欠点がある。こうした線画を補完、修復することに
よって線画の見栄えを良くするだけでなく、より正確な線画、すなわち簡単に綺麗な
ベクタライズが可能な線画にすることが期待できる。また線画はイラストの製作工程
においても重要な位置づけにあり、イラストにおける線画を対象とした研究としてラ
フスケッチの線画化 [28, 29]や線画や漫画への着色 [22, 31, 24]などがこれまでにな
されている。一方で、一般に線画に着色を施す際はまずバケツツールなどを用いて閉
領域を塗りつぶす方法があるが、線に欠けやかすれがあったり背景にスキャンや劣化
によるノイズがあると意図しない着色が起こる可能性がある。フィルタリングで画像
のノイズを抑え、グラフカットによるエネルギー最小化問題を解くことで多少線が途
切れていても閉領域を塗りつぶすことができる手法 [31]もあるが、線画そのものを補
完することはできない。まとめると、スキャンや経年によってかすれや途切れ、背景
の汚れがある線画の欠点として主に以下が挙げられる。
• 視認性が悪い
• 正確なベクタライズができない
• 意図しない着色を誘発する
しかし、人が手動で汚れを除去して線画のみを抽出し、線の欠けた箇所を正しい太さ
や曲率で補完していく作業は非常に困難で時間のかかる作業である。また、線画は画
像の特徴として白いキャンバスに黒い線があるスパースなものである。これまでに提
案されてきた自然画像に対する補完手法 [2, 4, 8, 1, 5]では補完対象箇所と似た画像内
の箇所や周囲のテクスチャの情報を利用するため、線画のようにスパースな画像を正
しく補完することは困難である。また、多くの画像補完手法は手動で修正箇所を指定
する必要があり、画像全体に劣化があるような線画ではその手間もより一層かかって
しまう。近年では機械学習を用いて画像全体の整合性を考慮した補完手法 [21, 13]も
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提案されているが、線画では良好な結果が得られない上にユーザーが補完箇所を指定
する必要があったり補完対象が画像の中央部分にのみ限られる [21] といった欠点が
ある。
1.2 研究目的
本研究の目的は、かすれや途切れ、また背景に経年劣化やスキャンによる汚れがあ
る線画に対し、綺麗な線の抽出と線の正しい曲率や太さを考慮した補完をユーザー入
力なしに自動で行うフレームワークを構築することである。今後本論文中にて、「線画
補完」とは線画を正しい太さや曲率を考慮して埋め合わせることを指し、「線画修復」
は経年劣化によって汚れや写り込みがある線画に対し、補完だけでなく汚れの除去や
薄くなった線画をくっきりさせる処理まで行うことを指す。本研究における入出力を
図 1.2に示す。図 1.2のように、提案手法では修復対象である線画を入力とし、正し
く修復・補完された線画を出力する。提案手法はまず新しく構築したデータセットと
畳込みネットワークモデルを用いて学習させる方法により、これまで非常に困難とさ
れてきた線画の補完を行う。その後より劣化の激しい線画を対象とした修復のための
さらなるデータセットの改良・構築と新しいネットワークモデルの設計および学習ア
ルゴリズムについて述べる。
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図 1.2 目的となる入出力。いずれも左が入力、右が理想となる出力である。提案
手法では線に欠けやかすれのある線画を正しく補完するに加え、下段のようにノイ
ズや劣化の激しい古い線画を修復する方法も提案する。
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第 2章
関連研究
2.1 曲率を用いた補完手法
曲率ベースの補完手法がこれまでに提案されている。 Total Variation (TV)を改良し
た Curvature-Driven Diffusion(CDD)を提案し、曲率を考慮した曲線の補完を行う手法
[3]や、曲線に沿った座標と曲線の傾きを利用して曲率を表し、曲線の変形を解析する
オイラーのエラスティカ理論を用いて補完を行う手法 [26]は、グレースケールの画像
に対して良い補完結果を示している。これらの手法は曲率を考慮した補完を行うため
線画の補完も行うことができるが、欠損箇所を指定する必要がある。Schoenemannら
の手法 [25] は曲率をベースとした領域分割を用いてそれを画像の補完にも応用して
いる。しかし複雑な構造があると正しくセグメンテーションできないという問題があ
る。Huangらの手法 [11]では複数の画像片をつなぐための曲線を補完する手法を提案
している。この手法は画像片間で曲線のペアを計算する必要があるため、1枚の画像
に複数の補完箇所があるものは扱えない。その他の手法として、ベジェ曲線を用いて
ベクター画像に対してフィッティングを行なうことで補完するものもあるが、ほんの
少しの隙間でないと良好な結果が得られない上に入力がベクター画像に限定されてし
まうという制約がある。
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2.2 類似領域を用いた画像補完
自然画像に対する補完手法として、画像内の類似領域を利用する手法がある。こう
した手法では補完対象となる領域は同じ画像内の周囲の領域の情報を利用して補完を
行う。古い画像の欠損箇所の補完や物体の除去を行う代表的な手法として Bertalmio
らの手法 [2] がある。Criminisi らの手法 [4] ではテクスチャの情報と物体の境界線
を利用することでより広い範囲の画像補完を実現している。Drori らの手法 [8] で
はレベルセット法を用いて補完対象の領域を外側から内側に向けて徐々に補完を行
うことで広い領域の補完ができることを示している。一方で、パッチベースの手法
[1, 5, 17, 27, 32]も自然画像の補完で非常に良好な結果を示している。これらの手法は
補完対象の箇所の周囲から似た領域を探しだし、その領域のテクスチャを補完対象箇
所に統合していくことで補完を行っている。
しかしパッチベースの手法は 1章で述べたように、白い背景に黒い線があるだけの
スパースな線画に対しては、類似領域を見つけることができずあまり良好な結果が得
られない。
近年では CNNを用いた手法 [21]が提案されている。しかしこの手法では補完対象
の画像サイズが固定であり、さらに補完対象となる場所も画像の中心部分のみという
制約がある。同様に CNNを用いた補完対象箇所と画像全体の整合性を考慮した補完
手法 [13]も提案されているが、ユーザーが補完・編集を行う箇所を手動で入力する必
要がある。
このように、これまでの画像補完手法はいずれも欠損箇所を手動で指定する必要が
ある、または箇所に制約があるため複数箇所を自動で補完することができない。これ
に対し提案手法では、畳込みニューラルネットワークによって線画の補完パターンを
大量に直接学習させることで線画の欠損箇所を手動で指定することなく自動で検出
し、同時に適切な補完を行えるフレームワークを構築する。
6
2.3 CNNを用いた画像処理
近年、画像処理の分野で機械学習、特に畳込みニューラルネットワーク（CNN）が
高い性能を発揮している。この節ではまずニューラルネットワークの基礎理論につい
て述べた後、実際の画像変換への応用や近年用いられている手法について述べる。
2.3.1 基礎理論
順伝播ネットワーク
ニューラルネットワーク（NN）とは、生物の神経細胞を模して造られたユニット
を層状に並べていき、神経回路のような人工ネットワークを多層に構成したものを指
す。一般的には図 2.2に示すように、同じ層にあるユニット同士は結合がなく、隣接
する層のすべてにユニットに対して一方的な有効グラフでつながっている構造をと
る。こうした構造を持つニューラルネットワークを順伝播型のニューラルネットワー
クと呼び、入力されたデータが下の層から上の層に向けて順番に伝播される最も基本
的なニューラルネットワークの構造である。
図 2.2に、多層の順伝播ネットワークのある三層を図示したものを示す。図 2.1に
おいて第 k 層の i番目のユニットに着目すると、そのユニットへの入力 ui は以下の
式で表される。
ui = b
k
i +
∑
j
wkijh
k−1
j (2.1)
ここで bki はバイアスと呼ばれ、ユニットそのものが持つ値のことである。w
k
ij は重
みと呼ばれ、k 層の i番目のユニットと k − 1層の j 番目のユニットの結合が持つ値
のことである。hk−1j は k− 1層の j 番目のユニットからの出力である。すなわち第 k
層の i番目のユニットへの入力は、式 (2.1)の通り k 層の j 番目のユニットのバイア
スと、k − 1層の全てのユニットからの出力に各結合の重みをかけたものの合計とな
る。この入力 ui に対し、活性化関数 f を通して次の k + 1層へ情報を出力する。こ
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図 2.1 順伝播ネットワークの構造を図示したもの。丸く図示されているのがユ
ニットであり、矢印はユニット間の結合を表している。
の出力を zi とすると、次の式で表される。
zi = f(ui) = f(b
k
i +
∑
j
wkijh
k−1
j ) (2.2)
活性化関数 f は非線形性を持つものが一般的に用いられており、式 (2.3)の双曲線正
接関数や式 (2.4)のシグモイド関数などが用いられる。
f(x) = tanhx (2.3)
f(x) =
1
1 + exp(x)
(2.4)
また、ニューラルネットワークの中間層では ReLU (Rectified Linear Unit)関数が用
いられることが多い。これは区分線形関数であり、以下の式で表される。
f(x) =
x (x ≥ 0)0 (x < 0) (2.5)
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図 2.2 順伝播ネットワークのある k 層とその前後の計三層を図示したものであ
る。黒い矢印は文章内で着目しているしている第 k 層の i 番目のユニットにつな
がっている結合を表し、それ以外の結合を灰色の矢印で示している。
　これらの活性化関数を用いた式 (2.2)が各層のユニットの入出力になっており、学
習とはネットワーク上に存在するすべての結合の重みである wkij とバイアス b
k
i が適
切な値をとるように重みを更新していくことである。
畳み込みニューラルネットワーク
畳み込みニューラルネットワーク（Convolutional Neural Network, CNN）は 2.3.2
節にて述べた順伝播型ネットワークとは異なり、隣接層間のユニットがすべて結びつ
いているわけではなく、図 2.3に示すような畳込むフィルタによって層間の結合が位
置ごとに局所的になされ、その結合の重みが最終的に上位層 (出力層)側のユニット間
で共有されているというものである。これにより従来のニューラルネットワークのよ
うにすべてのユニットが結合しているわけではないために入力の局所的な特徴を取る
ことが可能になり、またパラメータ数を大幅に削減することができる。
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図 2.3 畳込みネットワークの構造を簡易的に図示したもの。順伝播ネットワーク
と異なり、ユニットが局所的に結合しているため重みが少なく、局所的な特徴を得
ることができるネットワーク構造である。
CNNの構造の特徴は畳込み層とプーリング層を持つことである。CNNの構造の例
を図 2.4に示す。一般的に CNNでは畳込み層とプーリング層が一セットとなり繰り
返された後、最後に全結合層で重みが共有されるという構造になっている。以下では
CNNの基本的な構造について述べる。
1. 畳込み層
2. プーリング層
3. 全結合層
1.の畳込み層は文字通り入力画像にフィルタを畳込む処理のことを指す。ある一枚の
画像に対し、通常は畳込むフィルタを複数考え、別々に畳込むことによってそれぞれ
のフィルタに対応した出力画像を得る。これを特徴マップとも呼ぶ。2.のプーリング
層では、畳込み層で得られた特徴マップに対し、解像度を落としながら特徴だけを抽
出する操作を行う。具体的には k 層をプーリング層とする場合、そのユニット iは直
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図 2.4 畳込みネットワークの構造例。基本的には畳み込みを行ってからプーリン
グによって解像度を落とす操作を繰り返し、最後に全結合層と経てからクラス確率
を出力する softmaxを通す構造が一般的である。
下の k − 1層小領域 Pi 内のフィルタの応答をまとめた値を得ることになる。プーリ
ングの方法は主に平均プーリングと最大プーリングに分かれる。いずれも特徴マップ
内にある大きさの正方領域の値を考慮した出力を得るが、平均プーリングはその正方
領域内の平均値、最大プーリングでは正方領域内の最大値を出力する。ユニット iが
プーリングによって受け取る値を hi とすると平均プーリングは以下の式で表される。
hi =
1
|Pi|
∑
j∈Pi
hj (2.6)
また、最大プーリングは以下の式で表される。
hi = max
j∈Pi
hj (2.7)
図 2.4は畳込み層とプーリング層の一連の流れを表したものである。CNNでは畳込み
層とプーリング層がひとまとまりで繰り返され、特徴を抽出しながら解像度を落とし
ていく構造になっている。
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3. の全結合層は順伝播型ネットワークで述べたような、前層のユニットと全結合層
のユニットがすべて互いに結びついている層である。図 2.6の最上位層にある softmax
は、前層の入力からクラス確率を出力する関数であり、分類を行うネットワークの最
後に用いられている。今回例に挙げたような CNNのモデルは、数字の認識や一般物
体認識などの研究で高い精度を出している [18, 30]。
勾配降下法と誤差逆伝播法
NN及び CNNの学習はすべての層の結合の重みとすべてのユニットにおけるバイ
アスを調節することで、NNに入力した訓練データが出力される際に望みの出力とな
るべく一致するようにすることである。前節で示したような softmaxを通して多クラ
ス分類するようなネットワーク構造を例に取ると、出力される確率を pi とすると望み
の出力と実際の出力との差は以下の式のような交差エントロピーで計算される。
C = −
∑
i
di log pi (2.8)
[d1, d2,・・・] は理想とする各クラスの確率であり一つだけが 1 をとり、それ以外は全
部 0となるように決める。この C を NN内における各結合の重みとバイアスを調節
することで小さくするのが理想の出力に近づけるために必要である。その方法として
勾配降下法がある。
勾配降下法は C を最も小さくする方向に何度も繰り返し重み wij を wij ← wij +
∆wij と更新する。このとき ∆wij は以下の式で表される。
∆wij = − ∂C
∂wij
(2.9)
は学習係数と呼ばれ、学習の成否を決める重要なパラメータである。大きすぎると
発散し、小さいと学習に時間がかかる。式 (2.8)のように C は定義されており、この
出力層の重み wij に対する勾配は以下のように計算される。
∂C
∂wij
= (pi − di)hj (2.10)
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図 2.5 あるユニットとそれに結合しているユニットを図示したもの。上層から順
にユニットのインデックス l, ij を割り当て、バイアスを省いた。
しかし式 (2.2)のように、各層、各ユニットの出力は直前の層の出力に活性化関数 f
を施したものになっているので、C における各層の重みやバイアスは活性化関数を複
数回施した結果として得られる。出力層から遠いほど式が煩雑になるため勾配の計算
が困難になり、勾配降下法を上手く利用できない状態になる。
ここで図 2.5に示すような中間層を考える。上層から順にユニットのインデックス
l, ij を割り当て、簡単のためにバイアスを省く。ユニット iへの入力はこれまでのよ
うに以下の式で書くことができる。
xi =
∑
j
wijhj (2.11)
各ユニットの活性化関数を f とすると hj = f(xj)である。ここで図 2.5から、微分
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の連鎖法則によって ∂C/∂wij は以下のように書ける。
∂C
∂wij
=
∂C
∂xi
∂xi
∂wij
(2.12)
ここで右辺の ∂xi/∂wij は hj であるので、∂C/∂xi を δi とおく。また、図 2.5にお
ける最上位層である lへの入力 xl は以下のように与えられる。
xl =
∑
i
wlihi =
∑
i
wlif(xi) (2.13)
以上から微分の連鎖法則により、δi が以下のように計算される。
δi =
∂C
∂xi
=
∑
i
∂C
∂xl
∂xl
∂xi
(2.14)
δi と同様に δl = ∂C/∂xl とおくと、式 (2.13)より、以下の式を得る。
∂xl
∂xi
= f ′(xi)wli (2.15)
以上の結果から、δi に関して以下の式が得られる。
δi = f
′(xi)
∑
l
δlwli (2.16)
この式から、最上位層の δl がわかれば中央の層の δi が計算可能となる。δi を誤差と
考えるとすると、これまでの計算は誤差 δi をある層から順にさかのぼって計算してい
く操作に相当し、これを誤差逆伝播法と呼ぶ。本研究でも誤差逆伝播法を用いて損失
の計算と最小化を行っている。
画像認識・分類では AlexNet [18]や VGG16 [30]を始めとした CNNが特に高い認
識精度を挙げている。これらのネットワークのように画像を畳み込んで解像度を落と
していき、最終的にクラス分類を行うモデル構造をエンコーダタイプのネットワーク
と呼ぶ。これらは一般的にネットワークの最後に全結合層を持つため、画像サイズが
固定であるという欠点を持つ。
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2.3.2 CNNを用いた画像変換
一方で、最近では畳込みニューラルネットワークは画像の処理や変換にも利用され
ている。データセットを変えるだけで様々な画像変換を学習できるもの [15]や、ラフ
スケッチの線画化 [28, 29]、白黒写真の色付け [12, 6]、超解像 [7, 16]など様々な画
像変換、画像処理タスクに特化した手法も存在する。これらはいずれも畳込みニュー
ラルネットワークを用いているが、従来のエンコーダタイプのネットワークとは異な
り、画像サイズをダウンサンプリングしたあとアップサンプリングすることで、入力
画像サイズと同じ解像度の画像を出力することができる。このようなネットワーク構
造は、全結合層を持たず全て畳込みや逆畳込みのみで表現できることから全層畳み込
みネットワークまたはエンコーダ・デコーダタイプのネットワークと呼ばれる。こう
した構造を持つネットワークは入力画像サイズが固定されず、また画像サイズが入出
力で同じであるため、画像の変換を直接学習することができる。本研究でもこのエン
コーダ・デコーダタイプのネットワークを用いて学習ベースでの線画修復手法を提案
する。以下では漫画から線のみを抽出する手法 [19]で用いられているネットワークを
ベースに、主に画像変換の CNNで最近良く用いられている構造や学習アルゴリズム
について説明する。
Liらの手法の入出力は図 2.6のとおりである。「線画」を教師データ、「線画とトー
ンを合成した画像」を入力として、図 2.7に示すような構造のネットワークを用いて、
教師あり学習を行うことで、トーンの貼られた漫画から線のみを抽出する。
基本構造
基本的な CNNのネットワーク構造は以下の構造の繰り返しである。
• 畳み込み層
• ミニバッチ正規化 [14]
• 活性化関数
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Fig. 1. Our method automatically extracts structural lines and removes textures from manga images. ©Takarai Rihito
Extraction of structural lines from pattern-rich manga is a crucial step
for migrating legacy manga to digital domain. Unfortunately, it is very
challenging to distinguish structural lines from arbitrary, highly-structured,
and black-and-white screen patterns. In this paper, we present a novel data-
driven approach to identify structural lines out of pattern-rich manga, with
no assumption on the patterns. The method is based on convolutional neural
networks. To suit our purpose, we propose a deep network model to handle
the large variety of screen patterns and raise output accuracy. We also
develop an efficient and effective way to generate a rich set of training data
pairs. Our method suppresses arbitrary screen patterns no matter whether
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these patterns are regular, irregular, tone-varying, or even pictorial, and
regardless of their scales. It outputs clear and smooth structural lines even
if these lines are contaminated by and immersed in complex patterns. We
have evaluated our method on a large number of mangas of various drawing
styles. Our method substantially outperforms state-of-the-art methods in
terms of visual quality. We also demonstrate its potential in various manga
applications, including manga colorization, manga retargeting, and 2.5D
manga generation.
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図 2.6 L らの手法の入出力。図は [19]より。トーンやパターンの貼られた漫画か
ら線のみを抽出することを目的とし、入力が漫画、出力が綺麗にトーンが除去され
た線画となっている。
117:6 • C. Li et al.
skipping
skipping
skippi
M×N
M/2 × N/2M/2×N/2
M/4×N/4 M/4 × N/4
M/8 × N/8
…
Downscaling Network Upscaling NetworkInput Output
Downscaling Block Upscaling Block Residual Block Channel-wise Adding Layer
M×N
Fig. 9. Overall structure of the proposed network. ©Minamoto Tarou
Conv ReLU
+
(a) Plain block
(b) Residual block
BN
BN ReLU Conv BN ReLU Conv
Shortcut mapping
Fig. 10. Plain block structure vs. residual block structure.
blocks to increase the network depth. Instead of downscaling to
1  1 feature vectors, we propose to have 3 levels of downscaling
to avoid information loss. We found that 3 levels of downscaling is
already sufficient to filter away most of the textural components
of various scales. Further increasing the downscaling levels does
not improve the result, but unnecessarily filters away important
structural components and leads to blurry structural lines in the
output. On the other hand, reducing the number of downscaling
levels to 1 or 2 cannot filter away the textural pattern due to the lim-
ited receptive field. So a downscaling network of 3 levels is optimal
for our application (left part of Fig. 9).
While the downscaling network produces rough approximations
of the structural lines in coarser scales, the upscaling network de-
convolves the rough approximation and reconstructs the output
from coarse to fine. In our model, the upscaling network also con-
tains 3 upscaling levels (right part of Fig. 9) corresponding to the
downscaling network. Each level is composed of one upscaling block
followed by a sequence of regular blocks. Note that, the number of
upscaling blocks and the number of downscaling blocks must be
the same to ensure that the output has the same resolution as the
input.
Residual Network Structure The basic block used in typical CNN
model is a plain block consisting of a convolutional layer Conv
followed by a batch normalization layer BN [Ioffe and Szegedy
2015] and a rectified linear unit layer ReLU as shown in Fig. 10(a).
Here, a block can be downscaling, upscaling, or regular, and the
corresponding convolutional layer Conv in the block may be down-
scaling, upscaling, or flat convolutions as defined in Simo-Serra et
al. [2016]. However, this basic block Conv-BN-ReLU is too “plain”
and may lead to degrading problem due to its streamlined nature,
as gradient is hard to propagate from higher levels to lower levels.
It may be unable to produce high-quality results when the input
has a complex content, such as the screen patterns in our manga
application, even with deeper levels of convolutions. To increase
the depth of the network while avoiding this degrading problem,
we adopt the residual block [He et al. 2016b] in our CNN model.
This residual block performs the BN-ReLU-Conv structure twice
as the main streamline where the first convolutional layer may be
downscaling, upscaling, or flat convolutions. Its major difference is
the introduction of a shortcut mapping directly from the input to the
output to preserve important information of the input (Fig. 10(b)).
Through the shortcut mapping, the input bypasses the streamline
processing and directly adds to the output channel by channel. In
particular, for regular blocks where the input and the output are in
the same dimension, the shortcut mapping is an identity matrix. For
upscaling and downscaling blocks where the input and the output
are in different dimensions, the shortcut mapping is a dimension
adaptation convolution which adapts the dimension of the input
to fit the dimension of the output. By replacing the basic blocks
with the residual blocks, it allows direct information propagation
between the input and the output. Such deeper network structure
leads to easier training and better line extraction quality.
Convolution/Deconvolution Layers with Strides Typicalmax-pooling
used in CNN model is a parameter-fixed function and generally
leads to loss of spatial relation in every 2  2 downscaling win-
dow during the downscaling. Unfortunately, manga images usually
contain subtle high-frequency details, such as repetitive 2  2 dots
(Fig. 11(a)). In this case, max-pooling simply takes the local maximal
value in every 2  2 window (which is white) and outputs an im-
age with crucial information loss (Fig. 11(b)). The information loss
further affects the output quality. To preserve spatial relation and
image details, instead of using the standard pooling/unpooling for
ACM Transactions on Graphics, Vol. 36, No. 4, Article 117. Publication date: July 2017.
図 2.7 Liらの提案モデル。図は [19]より。エンコーダ・デコーダタイプのネット
ワークに対し、Residual-Learningと U-Netを用いることで効率的にデータセット
を学習できる。
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畳み込み層は前節で説明した通り、画像および特徴マップに対しフィルタカーネルを
かけることで新しい特徴マップを得る層である。畳み込み層では、フィルタをどのく
らいの幅でずらしてかけていくか（ストライド）によって出力される特徴マップの解
像度を変えることができる。解像度を落とす際に、前節で登場したプーリング層を用
いる場合もあるが、ストライド数が 2 以上の畳み込みであれば特徴マップを得ると
同時に解像度を落とすこともできるため、近年では畳み込みによって解像度を落とす
構造が主流である。ミニバッチ正規化は各層の出力に対し平均を 0、分散を 1にする
処理であり、これによって勾配の消失や発散を防ぎ、深いネットワークモデルをスク
ラッチからでも効率よく学習することができる。活性化関数は前節で紹介したような
非線形関数を用いることでネットワーク全体を非線形関数にし、ネットワークの表現
力をあげる。主に中間層では ReLU、最終層では Sigmoid関数や逆正接関数を用いる
ことが多い。Liらはこの畳み込み層、ミニバッチ正規化、ReLUのまとまりを図 2.8
の上段に示すように”plane block”と呼んでいる。
ResNetと U-Net
近年では深いネットワークをより効率的に学習する方法として Residual-Learing
[10]が提案されている。上記の基本構造で示した畳み込み層と活性化関数が並んだだ
けの構造は、ネットワークを深くしすぎると学習が困難になり、認識性能が落ちると
いう問題があった。そこで、He らはある層の出力をその後の層にそのまま足し合わ
せることで残差関数を学習させる Residual-Learningを用いることでネットワークを
深くしても認識精度が打ち止めになったり下がることがなくなることを示した。ネッ
トワークを深くしても性能が落ちることがなく、学習も容易であることから近年では
一般的に用いられるようになり、Liらの手法でも使用されている。図 2.8に示すよう
に、上段が基本構造で説明した plane blockの構造、下段が Residual-Learningの構造
である。また、このような前の層の出力をそのまま恒等写像として後の層に足し合わ
せる接続をショートカット接続やスキップコネクションなどと呼ぶ。
U-Net[23]では、エンコーダ・デコーダタイプのネットワークにおいて、解像度が
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blocks to increase the network depth. Instead of downscaling to
1  1 feature vectors, we propose to have 3 levels of downscaling
to avoid information loss. We found that 3 levels of downscaling is
already sufficient to filter away most of the textural components
of various scales. Further increasing the downscaling levels does
not improve the result, but unnecessarily filters away important
structural components and leads to blurry structural lines in the
output. On the other hand, reducing the number of downscaling
levels to 1 or 2 cannot filter away the textural pattern due to the lim-
ited receptive field. So a downscaling network of 3 levels is optimal
for our application (left part of Fig. 9).
While the downscaling network produces rough approximations
of the structural lines in coarser scales, the upscaling network de-
convolves the rough approximation and reconstructs the output
from coarse to fine. In our model, the upscaling network also con-
tains 3 upscaling levels (right part of Fig. 9) corresponding to the
downscaling network. Each level is composed of one upscaling block
followed by a sequence of regular blocks. Note that, the number of
upscaling blocks and the number of downscaling blocks must be
the same to ensure that the output has the same resolution as the
input.
Residual Network Structure The basic block used in typical CNN
model is a plain block consisting of a convolutional layer Conv
followed by a batch normalization layer BN [Ioffe and Szegedy
2015] and a rectified linear unit layer ReLU as shown in Fig. 10(a).
Here, a block can be downscaling, upscaling, or regular, and the
corresponding convolutional layer Conv in the block may be down-
scaling, upscaling, or flat convolutions as defined in Simo-Serra et
al. [2016]. However, this basic block Conv-BN-ReLU is too “plain”
and may lead to degrading problem due to its streamlined nature,
as gradient is hard to propagate from higher levels to lower levels.
It may be unable to produce high-quality results when the input
has a complex content, such as the screen patterns in our manga
application, even with deeper levels of convolutions. To increase
the depth of the network while avoiding this degrading problem,
we adopt the residual block [He et al. 2016b] in our CNN model.
This residual block performs the BN-ReLU-Conv structure twice
as the main streamline where the first convolutional layer may be
downscaling, upscaling, or flat convolutions. Its major difference is
the introduction of a shortcut mapping directly from the input to the
output to preserve important information of the input (Fig. 10(b)).
Through the shortcut mapping, the input bypasses the streamline
processing and directly adds to the output channel by channel. In
particular, for regular blocks where the input and the output are in
the same dimension, the shortcut mapping is an identity matrix. For
upscaling and downscaling blocks where the input and the output
are in different dimensions, the shortcut mapping is a dimension
adaptation convolution which adapts the dimension of the input
to fit the dimension of the output. By replacing the basic blocks
with the residual blocks, it allows direct information propagation
between the input and the output. Such deeper network structure
leads to easier training and better line extraction quality.
Convolution/Deconvolution Layers with Strides Typicalmax-pooling
used in CNN model is a parameter-fixed function and generally
leads to loss of spatial relation in every 2  2 downscaling win-
dow during the downscaling. Unfortunately, manga images usually
contain subtle high-frequency details, such as repetitive 2  2 dots
(Fig. 11(a)). In this case, max-pooling simply takes the local maximal
value in every 2  2 window (which is white) and outputs an im-
age with crucial information loss (Fig. 11(b)). The information loss
further affects the output quality. To preserve spatial relation and
image details, instead of using the standard pooling/unpooling for
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図 2.8 ネットワーク構造の比較。図は [19]より。上段が畳み込み層、ミニバッチ
正規化、活性化関数をひとまとまりとした plane blockの構造、下段がショートカッ
ト接続を用いた Residual-Learning用の構造である。
同じになる前半と後半の層間で Residual-Net同様のショートカット接続を行うもので
ある。これによりネットワークを通して失われていく前半の層の特徴を後半の層に付
与することで、より入力画像の情報考慮した出力を得ることができる。Liらの手法で
はこの U-Netを用いることによって、入力画像の線画の情報をより残すことができる
として、plane blockを用いたエンコーダ・デコーダタイプのネットワークと比較して
線が綺麗に出力できることを示している。
本研究でもこれらのネットワークを参考にし、エンコーダ・デコーダタイプの構造
を持ったネットワークを用いて学習ベースの線画修復手法を提案する。
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第 3章
提案手法
提案手法では、線画を綺麗に補完するための新しいデータセットの構築方法と、そ
れを効率的に学習させるためのネットワークモデルの両方を提案する。はじめに線を
正しい太さ、曲率で補完することのみに焦点を当てた手法を示し、その後ノイズや裏
映りのある、より複雑で劣化した線画を修復するための手法を提案する。
3.1 データセット
線画データセットは以下に示す 3種類のデータセットからなる。
• 自動生成データセット
• 手動作成データセット
• ダヴィンチデータセット
以下ではそれぞれの作成方法とデータセットの特徴について述べる。
3.1.1 自動生成データセット
自動生成データセットは、アルゴリズムによって自動的に作られた線画のデータ
セットであり、図 3.1に示すように様々な太さや曲率を持った線画がランダムに配置
されたデータから構成される。
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図 3.1 自動生成データの例。図 3.2に示すような丸や三角などの線画のデータを
白いキャンバスにランダムな位置、回転、アスペクト比変更などを行って貼り付け
て生成したものである。
(a)丸 (b)四角 (c)直線 (d)三角
図 3.2 自動生成データに使われるプリセットの画像の例。丸や三角、直線といっ
た基本的な構造を持った図形データから成り、データ作成時にはこれらをランダム
に回転、スケール変化、アスペクト比変更、太さ変更を行い、白い画像に対してラ
ンダムな座標に貼り付ける。
データの生成手順は、まずプリセットとして、よく使われる図形の線画を数種類用
意する。プリセットに使われる線画は、図 3.2に示すような三角、丸、四角や直線の
ようなものである。これらをランダムに回転、アスペクト比の変更、スケーリング、
またモルフォロジー演算によって線の太さをランダムに変更した後、白いキャンパス
のランダムな位置に配置することによって図 3.1 のような線画データセットを得る。
毎回ランダムなデータを生成するため、様々な構造を持った線画データを無数に作る
ことができる。
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図 3.3 手動生成データの例。平行線、格子状の配置や台形などのプリセットに存
在しない多角形などを配置している。
3.1.2 手動作成データセット
自動データセットでは出現しにくいパターンである平行、格子、多角形や手描きの
パターンを含むデータを手動で白いキャンパスに配置して作成したデータセットであ
る。作成の目的は自動生成データで網羅できないような構造を持った線画データを用
意することによって、学習時の補完パターンを増やすためのものである。この手動作
成データセットは 89枚の画像から構成される。図 3.3にデータセットの一部を示す。
3.1.3 ダヴィンチデータセット
より古く劣化した線画データの修復のため、レオナルド・ダ・ヴィンチのノートに
描かれている図形や製図、設計図に対し、汚れや擦れ、線の途切れなどを取り除いた
線画を作成したものである。今回の目的にそぐわない線画、例えば一本の線で描かれ
ておらずラフスケッチになっているものや、図形としての構造が把握できないメモの
ようなものを除き、計 71枚の線画を実際になぞり、教師データを作成した。作成し
たデータセットの一部を図 3.4に示す。なお、データセットの作成時には以下の点を
基準に準拠して行った。
1. 太さ・曲率は元の画像の線画の太さ・曲率に合わせてなぞる
2. 明らかにつながっていると考えられる箇所は、前後の線の太さ・曲率に合わせ
て補完する
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図 3.4 レオナルド・ダ・ヴィンチの製図とそれをなぞって作成した教師データの
ペアの例。スキャンした 71枚のデータに対して教師データを作成した。
3. 文字・汚れと思われる箇所はなぞらない
4. 図形・線画と思われる箇所であっても、裏映りであったり極端に薄く元の形状
が判断できないものはなぞらない
5. 線が点在しており、図形的なまとまりがないものはなぞらない
6. 陰影として描かれている斜線はなぞらない
以上の条件をダヴィンチのデータと、実際にそれをなぞったものを図 3.5に示す。
3.2 ネットワークモデル
3.1節で示したデータセットを学習させ、線画の補完や修復を行うためのネットワー
クモデルを提案する。線画の補完のみに焦点をあてたネットワークモデルを提案した
後、より複雑な線画を修復するためのネットワークを提案する。
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■なぞる
 ①太さ、曲率を考慮
 ②繋がってそうなところ
■なぞらない
 ③文字、汚れ
 ④裏映りや極端に薄いもの
 ⑤線が点在
 図形的なまとまりがないもの
 ⑥陰影の斜線や塗りつぶし
図 3.5 ダヴィンチデータの作成基準を図示したもの。なぞる際は①太さや曲率を
考慮し、②つながっていると思われる箇所を補完する。③文字、汚れ、④極端に薄
いもの、裏写り、⑤線が点在しており図形的なまとまりがないもの、⑥陰影はなぞ
らない。
3.2.1 線画補完ネットワーク
線画補完用のネットワークモデルは、図 3.6と表 3.1に示すようなエンコーダ・デ
コーダタイプのネットワークモデルである。このアーキテクチャを持つネットワーク
モデルは入力と出力の画像サイズが同じであるため、画像の変換を直接学習させるこ
とができる。解像度を落とす際はプーリングではなくストライド 2の畳み込み層を用
い、解像度を上げる際は逆畳み込みではなく Nearest-Neighbor Upsamplingによって
解像度を上げた後ストライド 1の畳み込み層を通している。
線画の補完を学習させる際は 3.1節で挙げた「自動生成データセット」および「手
動作成データセット」を用いる。元の線画を正解データ、正解データにランダムに穴
をあけた画像を入力として学習を行い、線画の様々な補完パターンを直接ネットワー
クに学習させることで穴の開いた線画を自動で補完することができるようになる。
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表 3.1 提案モデルの構成．W は入力画像の横幅，H は高さを表している．また，
最終層以外は畳込み層の後に活性化関数として ReLU を用いる．最終層では出力
を [0, 1] にするため，シグモイド関数を使用している．アップサンプリングでは
Nearest-Neighbor Upsamplingを用いて拡大している。
層の種類 カーネル ストライド 出力サイズ
input - - 1×H ×W
convolution 5× 5 2× 2 24× H/2×W/2
convolution 3× 3 2× 2 64× H/4×W/4
convolution 3× 3 1× 1 128× H/4×W/4
convolution 3× 3 2× 2 256× H/8×W/8
convolution 3× 3 1× 1 512× H/8×W/8
convolution 3× 3 2× 2 512× H/16×W/16
convolution 3× 3 1× 1 256× H/16×W/16
up-sampling - - 256× H/8×W/8
convolution 3× 3 1× 1 128× H/8×W/8
convolution 3× 3 1× 1 64× H/8×W/8
up-sampling - - 64× H/4×W/4
convolution 3× 3 1× 1 32× H/4×W/4
convolution 3× 3 1× 1 16× H/4×W/4
up-sampling - - 16× H/2×W/2
convolution 3× 3 1× 1 8× H/2×W/2
convolution 3× 3 1× 1 4× H/2×W/2
up-sampling - - 4×H ×W
convolution 3× 3 2× 2 2×H ×W
convolution 3× 3 1× 1 1×H ×W
convolution 3× 3 1× 1 1×H ×W
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図 3.6 線画補完ネットワークモデルの外形図。エンコーダ・デコーダタイプの
ネットワーク構造となっており、線画の補完パターンを直接学習することができる。
3.2.2 線画修復用ネットワーク
線画修復用のネットワークモデルは、図 3.7と表 3.2および表 3.3に示すようなエン
コーダ・デコーダタイプのネットワークモデルを 2つ用いて学習する構造である。一
つ目のネットワークは古い製図からノイズや汚れ、文字、裏移りなどを除去し、線画
部分を抽出する「デノイズ・線画抽出ネットワーク」である。もう一つのネットワーク
は、「デノイズ・線画抽出ネットワーク」から得られた出力を利用し、元画像から線画
が正しく補完・修復された出力を得るための「補完・修復ネットワーク」である。「デ
ノイズ・線画抽出ネットワーク」は、ダウンサンプリングを含むネットワークを用い
ると出力される線が消えたり薄くなる傾向にあったため、超解像で用いられるダウン
サンプリングを含まないネットワーク構造を採用した。入力出力ともに 1チャンネル
のグレースケール画像であり、入出力の画像サイズは同じである。修復対象となる線
画を入力とし、背景の汚れを除去した線画部分のみ抽出した画像を出力するための学
習を行う。「補完・修復ネットワーク」の基本構造は前節で示した線画補完ネットワー
クとほぼ同じであるが、深さやダウンスケールする回数が異なる。また、「補完・修
復ネットワーク」では「デノイズ・線画抽出ネットワーク」からの出力との差分を取
れば目的の線画が得られると考えられる。すなわちデノイズ・線画抽出ネットワーク
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表 3.2 デノイズ・線画抽出ネットワークの構成．超解像で用いられるような解像
度を落とさない畳み込みネットワークを用いる。なお、モデルが画像内の認識でき
る範囲（空間サポート）を広げるために最初の層のみカーネルサイズを大きくして
いる。
層の種類 カーネル ストライド 出力サイズ
input - - 1×H ×W
convolution 11× 11 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 32×H ×W
convolution 3× 3 1× 1 1×H ×W
によって抽出された線画に対し、補完が必要な箇所があれば補完し、必要ない箇所を
ノイズと判断し除去すれば理想の出力となるため、図 3.7と表 3.2および表 3.3に示
したように、「補完・修復ネットワーク」では「デノイズ・線画抽出ネットワーク」か
らの出力を、最終層の直前の出力に足し合わせるショートカット接続をする構造とし
ている。（図 3.7における、デノイズ・線画抽出ネットワークから伸びる矢印と⊕の部
分）また、補完・修復ネットワークは元の入力画像とデノイズ・線画抽出ネットワー
クからの出力を 2チャンネルの画像としたものを入力とする。（図 3.7における、デノ
イズ・線画抽出ネットワークから伸びて補完・修復ネットワークに流れている矢印と
入力画像から伸びる矢印。）出力は 1チャンネルのグレースケール画像である。これ
も入出力で画像のサイズが等しくなるように設計されており、劣化した線画と、その
線画から抽出した線画を入力として最終的な綺麗な線を出力するための学習を行う。
学習は 3.1節で示したデータセットをすべて用いて行い、多様な線画の補完、修復
パターンを直接学習し、ノイズの乗った劣化した製図や線画を入力として綺麗に線の
みが出力されるフレームワークとなる。
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表 3.3 補完・修復ネットワークモデルの構成．このネットワークモデルでは、デ
ノイズ・線画抽出ネットワークからの出力と元の入力画像を合わせて 2チャンネル
の画像としてネットワークの入力とする。また、デノイズ・線画抽出ネットワーク
からの出力をショートカット接続によって最後の層の出力に足しあわせている。
層の種類 カーネル ストライド 出力サイズ
input - - 2×H ×W
convolution 5× 5 2× 2 32× H/2×W/2
convolution 3× 3 2× 2 64× H/4×W/4
convolution 3× 3 1× 1 128× H/4×W/4
convolution 3× 3 2× 2 256× H/8×W/8
convolution 3× 3 1× 1 512× H/8×W/8
convolution 3× 3 1× 1 512× H/8×W/8
convolution 3× 3 1× 1 256× H/8×W/8
convolution 3× 3 1× 1 128× H/8×W/8
up-sampling - - 128× H/4×W/4
convolution 3× 3 1× 1 128× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
up-sampling - - 64× H/2×W/2
convolution 3× 3 1× 1 64× H/2×W/2
convolution 3× 3 1× 1 32× H/2×W/2
up-sampling - - 32×H ×W
convolution 3× 3 1× 1 16×H ×W
convolution 3× 3 1× 1 8×H ×W
convolution 3× 3 1× 1 1×H ×W
merging - - 1×H ×W
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図 3.7 線画修復ネットワークモデルの外形図。２つの全層畳込みネットワークか
ら構成され、劣化した製図を入力した際にノイズを除去し線画部分を抽出する「デ
ノイズ・線画抽出ネットワーク」と修復して綺麗な線画を出力する「補完・修復ネッ
トワーク」から成る。デノイズ・線画抽出ネットワークは 1チャンネルのグレース
ケール画像を入力とし、1チャンネルの同じ解像度の画像を出力する。また、デノ
イズ・線画抽出ネットワークの出力は、元の入力画像と合わせて 2チャンネルの画
像として補完・修復ネットワークの入力となる。補完・修復ネットワークの出力は
1 チャンネルのグレースケール画像で最終的な修復された線画を出力する。また、
デノイズ・線画抽出ネットワークの出力は補完・修復ネットワークの最終層に単純
に足し合わせるショートカット接続を行う構造となっている。
3.3 学習
線画補完ネットワークと線画修復用ネットワークのそれぞれにおいて、データセッ
トの拡張方法と学習のアルゴリズムについて述べる。
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3.3.1 線画補完
学習用データの用意
線画の補完を実現するために、様々な線の補完パターンをネットワークに学習させ
る必要がある。そこで 3.1節で述べた「自動生成データセット」および「手動作成デー
タセット」を用いて図 3.8に示すような学習データの生成とデータ拡張を行う。まず、
データセットからランダムに画像を選択する。その画像に対して回転、反転、スケー
ル変化を行ってから 352× 352ピクセルのパッチをランダムな位置から切り出す。こ
のパッチを正解データとする。次にこの正解データの線画に対して、画像内のランダ
ムな位置に白い矩形を生成させ”穴を開ける”ことで、線が複数箇所欠損したパッチが
得られる。このパッチを入力とし、先に作った欠損のないパッチを教師としてネット
ワークに学習させることで、線の欠損箇所を自動で判別し、正しい太さや曲率で補完
するフレームワークの構築が可能となる。
学習
提案手法では，入力された画像と教師データのロス lを二乗平均誤差 (Mean Squared
Error, MSE)で計算する．損失関数は以下の式で表される。
l =
1
N
∑
p∈N
(Y ∗p − Yp)2 (3.1)
ここで N は画像の全ピクセル数，Y ∗p は教師データの線画のピクセル p での値，Yp
はモデルから出力された画像のピクセル pでの値である．モデルの学習では，このロ
スが小さくなるように繰り返しモデルの重みを更新する．重みの更新には，学習係数
を手動で設定することなく良好な結果が得られる ADADELTA[33]を用いる。
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図 3.8 線画補完ネットワークを学習させるためのデータセットの生成方法。まず
データセットから画像をランダムに選択し、回転・反転・スケール変化を行ったあ
とランダムな位置でパッチを切り出す。このパッチを正解データとし、正解データ
のパッチの上に複数のランダムな位置・大きさの白い矩形を生成、線を欠損させる
ことで入力画像を得る。学習時にはこの元の線画のパッチと線を欠損させたパッチ
を学習ペアとして用い、ネットワークを学習する。
3.3.2 線画修復
学習用データの用意
より複雑で劣化した線画の補完のため、線画修復では 3.1節で述べた「ダヴィンチ
データ」を用いて学習を行う。しかし「ダヴィンチデータ」は解像度が低いものも多
く、非常に劣化した画像を修復するためこれだけではデータが少ない。これを解決す
るために他２つのデータセットとダヴィンチデータセットの違いやダヴィンチデータ
そのものが抱える問題点を考慮し、「自動生成データ」および「手動作成データ」も線
画修復ネットワークで学習できるようにデータを加工する。
まず、ダヴィンチデータは目的とする正解データに対し、以下の問題点がある。
1. 線に穴が空き、途切れている
2. 線が欠け・かすれによって滑らかな線ではなくボロボロである
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扱うデータ
4
問題点
①線に穴が空いて途切れている
②線がボロボロになっている
③線が薄い（映っている線画が真っ黒でない）
④背景に汚れや映り込みがある
①②③
④
図 3.9 ダヴィンチデータの問題点。①線に穴が空き、途切れている。②線が欠け・
かすれによって滑らかな線ではなくボロボロである。③線が薄い。④背景に汚れや
裏写りがある。
3. 線が薄い（映っている線画が真っ黒でない）
4. 背景に汚れや裏写りがある
この問題点を、実際にダヴィンチデータセットの画像と照らしあわせて図示したも
のが図 3.9である。ここで、自動生成データや手動作成データにおいても、ダヴィン
チデータと同じような線を再現する加工を施すことによって、ダヴィンチデータと同
様に学習を行うことが期待できる。
ダヴィンチデータにおける線画の以上の問題点と、それに対応する加工を表 3.4お
よび図 3.10に示す。ここでのテクスチャとは、レオナルドダヴィンチのノートのよう
に経年によって劣化した紙のようなテクスチャのことである。
このように加工して作られたデータを「合成データ」と呼ぶこととする。線画修復
ネットワークではこの合成データとダヴィンチデータを用いて学習を行う。学習させ
るデータの作り方は合成データは線画補完と同様に、ランダムに線画をパッチで切り
出した後該当する加工を加え、元の線画を教師、加工した画像を入力として学習を行
う。ダヴィンチのデータは対応する正解データが存在するので、ある画像ペアを選ん
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表 3.4 ダヴィンチデータが抱える線画の問題点と、通常の線画に対して同様の線
にするための対応する処理。
問題点 対応する加工
1 線に穴が空いて途切れている → 線画に対しランダムに穴をあける
2 線画ボロボロになっている → 線画に白ノイズを付加
3 線が薄い → 線に透明度を付加
4 背景に汚れや裏写りがある → テクスチャを合成する
自動生成データ
9
1. 様々な線画のパターンを白いキャンバスに配置した
画像を用意
2. に対し、問題点ごとに対応する加工を行う
①線に穴が空いて途切れている → 線画にランダムに穴をあける
②線がボロボロになっている → 白いノイズを付加する
③線が薄い → 線に透明度を付加
④背景に汚れや映り込みがある → テクスチャを合成する
ground truth
①穴あけ
②白ノイズ付加
③透明度付与
④テクスチャ合成
図 3.10 問題点に対応する処理を通常の線画に対し行う過程。はじめに線を劣化
させる加工である穴あけと白ノイズの付加を行い、その後線に透明度を付加してか
ら古い紙のテクスチャと合成することで、ダヴィンチデータと似た線画を生成する
ことができる。
でからランダムな回転・反転・スケーリングを 2枚に行い、同じ位置のパッチを切り
出すことで学習データのペアとする。合成データ、ダヴィンチデータともに「入力」
と「正解」が存在するが、合成データにおいては合成の段階で穴あけと白ノイズ付加
のみを行ったデータを「中間正解」として残し、これも学習に用いることとする。使
う学習データの例を図 3.11に示す。
学習
3.2節で示した線画修復ネットワークと、前節で示した学習データを用いて線画の
修復を学習するアルゴリズムを提案する。Fanらの手法 [9]では、画像の映り込みを
除去するために 2つの全層畳み込みニューラルネットワークを直列につなぎ、合成前
の画像のエッジを学習するネットワークとその出力を利用して映り込みを実際に除去
するネットワークを学習させている。これを参考に、提案手法でも劣化した線画から
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学習データ
合成データ
ダヴィンチデータ
正解画像
①穴あけ
②白ノイズ付加
③透明度付与
④テクスチャ合成
中間正解 入力画像
入力画像正解画像
図 3.11 線画修復ネットワークで扱うデータ。ダヴィンチデータは入力と正解、
合成データはそれに加えて穴あけと白ノイズの付加のみを行った中間正解を用意
する。
線の部分を抽出するネットワークと、そのネットワークから出力された線画を利用し
て実際に線画の修復を行うネットワーク 2 つを学習させる。その際、合成データと
ダヴィンチデータではネットワークの更新方法が異なるため、それぞれについて説明
する。
まず合成データの学習方法について述べる。以下、簡単のためデノイズ・線画抽出
ネットワークをモデル A、補完・修復ネットワークをモデル Bと表記する。合成デー
タの学習は以下の流れで行われる。
1. 入力画像をモデル Aに順伝播させ、中間正解とのMSEロス La と勾配∇La を
計算
2. 入力画像とモデル Aの出力をモデル Bに順伝播させ、正解画像とのMSEロス
Lb と勾配 ∇Lb を計算
3. 勾配 ∇Lb をモデル Bに逆伝播させ、モデル Bを更新
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逆伝播
学習アルゴリズム（合成データの場合）
モデルA
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ロス: 𝐿𝑎
入力画像 中間出力
正解画像
中間正解
順伝播
STEP1:
STEP2:
STEP3:
逆伝播
STEP4:
𝛻𝐿𝑏で更新
𝛻𝐿𝑎 + α𝛻𝐿𝑏で更新
出力画像
ロス: 𝐿𝑏
順伝播
図 3.12 合成データでの学習アルゴリズムを図示したもの。データ作成の段階で
できる中間正解を用いて効率的にモデル Aと Bを学習する。
4. モデル Bからの勾配を定数 α倍した α∇Lb とモデル Aでの勾配 ∇La を足し
合わせた ∇La + α∇Lb でモデル Aを更新
この学習アルゴリズムを図 3.12にも示す。こうした学習を行うことで、モデル Aは
入力画像と中間正解を直接学習し、テクスチャの除去と線画抽出を行うフレームワー
クワークになるだけでなく、”モデル Bでの出力が良くなるような”デノイズ・線画抽
出を学習することができ、モデル Bはモデル Aの出力を利用して綺麗な線画を出力
するための学習を行うことができる。
次に、ダヴィンチデータの学習方法について述べる。ダヴィンチデータの学習は以
下の流れで行われる。
1. 入力画像をモデル Aに順伝播
2. 入力画像とモデル Aの出力をモデル Bに順伝播させ、正解画像とのMSEロス
Lb と勾配 ∇Lb を計算
3. 勾配 ∇Lb をモデル Bに逆伝播させ、モデル Bを更新
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逆伝播
学習アルゴリズム（ダヴィンチデータの場合）
モデルA
モデルB
入力画像 中間出力
正解画像
順伝播
STEP1:
STEP2:
STEP3:
逆伝播
STEP4:
𝛻𝐿𝑏で更新
α𝛻𝐿𝑏で更新
1
出力画像
ロス: 𝐿𝑏
順伝播
図 3.13 ダヴィンチデータでの学習アルゴリズムを図示したもの。合成データと
違い中間正解が存在しないため、モデル Aの更新はモデル Bからの勾配のみで行
う半教師あり学習となる。
4. モデル Bからの勾配を定数 α倍した α∇Lb でモデル Aを更新
またこの学習アルゴリズムを図 3.13にも示す。ダヴィンチのデータは合成データにお
ける中間正解が存在しないため、このような半教師あり学習を行うことでモデル Aと
Bを学習することができる。
勾配の更新はモデル A、B両方で線画補完同様に ADADELTA[33]を用いる。
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第 4章
実験結果
4.1 線画補完
4.1.1 実験環境
3.1で述べた手動データセットのうち 60枚のみを用いて、3.2.1節で提案した線画
補完ネットワークを学習させた。以下実験環境である。
• CPU: Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
• CPU: Cores 8
• GPU: NVIDIA GeForce GTX 970
フレームワークは Torch7 を用い、言語は Lua で実装を行った。学習は丸一日を要
した。
4.1.2 実験結果と評価
定性的評価
学習済みモデルに対してテストを行い、図 4.1や図 4.2に示す結果を得た。いずれ
も欠損箇所を学習済みモデルが自動で判別し、様々な線画に対して正しい太さや曲率
で補完した結果が得られている。
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図 4.1 学習データに似た人工的に作った線画でのテスト結果。いずれも左が入力、
右が出力である。多数の欠損箇所を持つ線画でも正しい太さや曲率で補完されてい
ることがわかる。
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図 4.2 実際にスキャンした線画でのテスト結果。いずれも左が入力、右が出力で
ある。多数の欠損箇所を持つ線画でも正しい太さや曲率で補完されていることがわ
かる。
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既存手法との比較
自然画像の補完において特に良好な結果が得られる手法である PatchMatch[1] と
Image Melding[5]での結果と、提案手法での結果の比較を図 4.3に示す。いずれも提
案手法が線が適切に補完された良好な結果が得られていると言える。また、既存手法
では図 4.3の (a)にあるように補完対象箇所を指定するマスクが必要であるが、提案
手法では自動で補完箇所を認識し、正しい太さと曲率で補完することができる。
また、CNNを用いた画像補完手法 [21]との比較を図 4.4に示す。既存手法の結果
は、我々のデータセットを Pathakらのネットワークモデルで学習した結果である。提
案手法は正しく線が補完されているが、既存手法では太くなってしまったり余計な線
が出てしまうなどの結果となった。また、既存手法では補完対象となる画像サイズが
固定である上、画像の中央部しか補完することができないという制約もある。
ユーザーテスト
既存手法での結果と提案手法での結果をユーザーに見せ、絶対評価と相対評価を
行った。まず、相対評価の結果を表 4.1に示す。これは各手法につきそれぞれ 20枚、
計 80枚の結果の中からランダムに 2枚をユーザーに見せ、「どちらのほうが線が正し
く補完されているか」という質問に対していずれかの結果を選択してもらったもので
ある。提案手法は既存手法に比べて 90%以上の勝率となり、提案手法が良好な結果を
得られることを示している。
また、絶対評価の結果を表 4.2に示す。これは相対評価同様に 80枚の画像全てに対
して、「どれほど正しく線が補完されていると思うか」という質問に対して 1から 5の
5段階で評価してもらったものである。表 4.2の通り、提案手法の平均スコアは既存手
法の平均スコアを大きく上回っている。表の合成データとは学習に使用したのと同じ
ような丸や三角などの簡単な図形を配置した画像にランダムに穴を開けた画像でテス
トした結果、リアルデータは図 4.2でも示したような実際にスキャンした線画である。
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入力画像
PM [1]
IM [5]
提案手法
図 4.3 既存手法との比較．(a)入力画像 (b)PatchMatch [1], (c) Image Melding [5](d)
提案手法での結果である. 既存手法では適切な線が生成されないが，(d)提案手法は
線画の構造を考慮した適切な線が出力されている．さらに，既存手法はマスクを用
意し, 補完位置を手動で指定する必要があるが，提案手法では補完する箇所も自動
で認識している．
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入力画像
[21]
提案手法
図 4.4 ディープラーニングによる画像補完手法 [21]との比較。上段が入力、中断
が既存手法、下段が提案手法での結果である。いずれも提案手法が良好な結果が得
られていることがわかる。また、Pathakらの手法 [21]では画像サイズや補完対象
箇所が固定されているとう制約がある一方で、提案手法では画像サイズや補完対象
箇所の制約がない。
表 4.1 既存手法との相対評価のユーザーテストを行った結果である。提案手法は
既存手法に比べて 90%以上の勝率である。
vs [1] [5] 提案手法 提案手法 (マスクあり)
[1] - 26.4 6.1 1.4
[5] 73.6 - 4.2 5.3
提案手法 93.9 95.8 - 53.9
提案手法 (マスクあり) 98.6 94.7 46.1 -
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表 4.2 既存手法と提案手法の絶対評価のユーザーテストを行った結果である。ユー
ザーに対して各結果に対して線が自然に補完されているかを 1から 5の五段階で評
価したもの。スキャンしたデータ、および合成データそれぞれで集計し、いずれの
場合も既存手法に対して勝っていることを示した。
[1] [5] 提案手法 提案手法 (マスクあり)
スキャンデータ 2.1 2.7 3.9 3.8
合成データ 2.8 2.9 4.6 4.6
平均スコア 2.5 2.8 4.2 4.2
モデル構造の最適化
特徴マップは各畳込み層における出力で、その枚数は表 3.1のフィルタ枚数に相当
する。各層の特徴マップでは各フィルタが様々な特徴を抽出し、最終的に適切な出
力となるようにフィルタのパラメータが調整されている。当初のモデルの設計では、
Noe ら [20] や Simo-Serra ら [28] のような、ほぼ前後で対称的な構造をもった全層
畳み込みネットワークを考案し、今回の問題に適するようにハイパーパラメータを調
節した。その後、各層における特徴マップに対し、主成分分析を行った結果、図 4.5
のように後半の層では第一主成分以外はノイズであった。これは、後半の層において
得られる特徴はフィルタの枚数に対応するほど多くなく、後半の層のフィルタ数を減
らすことができることを示している。これを踏まえて我々はネットワークモデルの後
半のチャンネル数を減らすことで、補完の精度を落とすことなく、学習時間の削減、
学習時の使用メモリを削減することに成功した。具体的には 8層目以降で計 62％の
チャンネル数を削減することができ、当初使用していたモデルに比べて学習時に使用
する GPUのメモリがおよそ 1/3、学習にかかる時間は当初の半分の時間にまで短縮す
ることができた。後半のチャンネル数を減らすことは変数を減らすとともに勾配の伝
播を容易にし、学習をスムーズに進めることができるようになり、deconvolution や
upsamplingによって層の後半に解像度の大きな層を扱わなければならないような全層
畳み込みネットワークでは有効なモデル最適化と考える。
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図 4.5 モデルの中間層における特徴マップに対し PCAをした結果。後半の層で
は第一主成分以外はノイズとなり、後半に行くにつれてさらに特徴のない平坦な画
像になっていく。
実行時間
以下の環境で最適化後のモデルの実行速度を計測し、既存手法と比較した。
• CPU: Intel(R) Core(TM) i7-5960X @ 3.00GHz
• CPU: Cores 8
• GPU: NVIDIA GeForce TITAN X GPU
表 4.3に結果を示す。GPUによる計算を行えば 2048× 2048の画像であっても 0.1秒
未満で処理することができ、リアルタイムでの実行が可能と言える。
4.2 線画修復
4.2.1 実験環境
3.1節で述べた自動生成データセット 10000枚、手動データセット 89枚とダヴィ
ンチデータセット 71枚を用いて、3.2.2で提案した線画修復ネットワークを学習させ
43
表 4.3 提案手法と既存手法での実行時間の比較。
提案手法
入力画像サイズ (px) マスクの割合 [1] [5] CPU GPU
512× 512 20% 0.148s 138s
512× 512 40% 0.311s 199s 0.334s 0.006s
512× 512 60% 0.534s 257s
1024× 1024 20% 0.588s 535s
1024× 1024 40% 1.161s 822s 1.278s 0.021s
1024× 1024 60% 1.920s 1125s
2048× 2048 20% 2.337s 2195s
2048× 2048 40% 4.547s 3403s 4.953s 0.083s
2048× 2048 60% 7.698s
た。以下実験環境である。
• CPU: Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz
• CPU: Cores 8
• GPU: NVIDIA GeForce GTX 970
フレームワークは Torch7を用い、言語は Luaで実装を行った。また、補完・修復ネッ
トワークからの勾配にかける定数を α = 1とし、自動生成データ、手動作成データ、
ダヴィンチデータが一回の学習で選ばれる確率の比を 1:1:3とした。学習は丸 4日を
要した。
4.2.2 実験結果と評価
定性的評価
学習済みのネットワークに対し、テストした結果を図 4.6と図 4.7に示す。また、結
果にはシグモイド関数を用いたトーンカーブによって後処理を行った。いずれも背景
の汚れや裏写りが除去され、曲率や太さを考慮した補完がなされていることがわかる。
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入力画像 出力
図 4.6 学習済みのネットワークに対しテストをした結果。いずれも左が入力、右
が出力である。いずれも背景が除去されて線画の部分が抽出され、線の太さや曲率
を考慮した補完がなされていることが確認できる。
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入力画像 出力
図 4.7 学習済みのネットワークに対しテストをした結果。左が入力、右が出力で
ある。背景が除去されて線画の部分が抽出され、線の太さや曲率を考慮した補完が
なされていることが確認できる。
既存手法との比較
まず、3.1節で示した線画補完のネットワークをベースラインとして比較を行う。線
画補完ネットワークに対して 4.2.1節に示したのと同様に手動作成データとダヴィン
チデータセットを学習させた結果と、前節で示した結果のうち αの値が 1のものとの
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比較を図 4.8に示す。線画修復ネットワークではあるはずの線が出力されていなかっ
たり、薄い線が出力されているが、提案手法では綺麗に余計な写り込みやノイズの除
去がなされていると同時に、あるべきところに線が出力され、線の太さや曲率を考慮
した補完がなされていることがわかる。
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入力画像 線画補完ネットワーク 提案手法（α = 1）
図 4.8 提案手法での結果と、線画補完ネットワークで同じデータセットを学習し
た結果の比較である。いずれも左が入力画像、中央が線画補完ネットワークでの結
果、右が提案手法での結果である。線画補完ネットワークでは線が不自然に太く
なったり背景の除去が綺麗になされない箇所があるが、提案手法では余計な裏写り
やノイズの除去、加えて線の太さや曲率を考慮した適切な補完がなされていること
がわかる。
48
第 5章
結論
本研究では、新しいデータセットを構築し、それを提案したネットワークモデルで
効率的に学習させることで多様な線画の補完・修復パターンを網羅し、かけやかすれ
のある線画から綺麗な線画を出力できるフレームワークを提案した。また、定性的
評価に加えてユーザーテストによって従来手法での結果を大きく上回ることを確か
めた。
今後は点線などの線のパターンが多様な建築製図や古文書などの古く劣化した文書
などの修復にも本研究を応用できると考えられる。
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付録 A
比較実験
A.1 モデルの比較
本文で示した線画修復の結果は、デノイズ・線画抽出モデルの構造が 3.2に示した
ようにダウンサンプリングを含まない、超解像で用いられるようなネットワークを参
考にした構造であった。その前に採用していた、ダウンサンプリングとアップサンプ
リングを含むエンコーダ・デコーダタイプのネットワークを表 A.1に示す。また、図
A.1に示すようにデノイズ・線画抽出ネットワークとして採用したときの結果と本文
で示した結果の比較を図 A.2と A.3に示す。
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表 A.1 デノイズ・線画抽出ネットワークを 3.2のようにダウンサンプリングを含
まないネットワークにする前のネットワークモデル。
層の種類 カーネル ストライド 出力サイズ
input - - 1×H ×W
convolution 5× 5 2× 2 16× H/2×W/2
convolution 3× 3 1× 1 32× H/2×W/2
convolution 3× 3 2× 2 64× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
convolution 3× 3 1× 1 64× H/4×W/4
up-sampling - - 64× H/2×W/2
convolution 3× 3 1× 1 32× H/2×W/2
convolution 3× 3 1× 1 16× H/2×W/2
up-sampling - - 16×H ×W
convolution 3× 3 1× 1 8×H ×W
convolution 3× 3 1× 1 1×H ×W
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デノイズ・線画抽出ネットワーク
補完・修復ネットワーク
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図 A.1 線画修復ネットワークモデルの外形図。図 3.7に示したネットワークのデ
ノイズ・線画抽出ネットワークを表 A.1に示したもので差し替えたネットワークモ
デルである。
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図 A.2 提案手法での結果と、デノイズ・線画抽出ネットワークに表 A.1のネット
ワークを用いた場合の比較結果である。いずれも一番左が入力画像、中央がモデル
A.1での結果、右が提案手法での結果である。提案手法で用いたネットワークの方
が線がくっきりと出力され、より良い修復結果になっていることがわかる。
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図 A.3 提案手法での結果と、デノイズ・線画抽出ネットワークに表 A.1 のネッ
トワークを用いた場合の比較結果である。いずれも上段が入力画像、中央がモデル
A.1での結果、下段が提案手法での結果である。提案手法で用いたネットワークの
方が線がくっきりと出力され、より良い修復結果になっていることがわかる。
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A.2 勾配の大きさによる影響
3.3.2節で述べた線画修復ネットワークの学習において、モデル Bからの勾配にか
ける定数 αの値を変えて実験した結果を図 A.4に示す。αの値が大きい、すなわちモ
デル Bからの勾配が大きいと全体の出力が薄くなりやすくなる。これはモデル Aが
薄い線を濃い黒い線にする学習も行っているために、モデル Aの影響が弱くなるため
くっきりとした線が出力されづらくなり、薄い線のまま修復を行うように学習するか
らであると考えられる。逆に α の値が小さい場合はモデル B における補完の影響が
弱くなり、ボロボロの切れた線が出力されやすくなる。
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入力　 出力（α = 0.01）
出力（α = 1） 出力（α = 100）
図 A.4 モデル Aのパラメータを更新する際のモデル Bからの勾配の大きさによ
る結果の比較。αの値が小さいと補完を学習するモデル Bの影響が弱くなり、αの
値が大きいと線をくっきりさせる学習を行うモデル A の影響が弱くなるため出力
される線が薄くなりやすい。
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