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ABSTRACT
Retrospective Cost-based
Adaptive Spacecraft Attitude Control
by
Gerardo E. Cruz Ortiz
Chair: Dennis S. Bernstein
Fixed gain attitude control laws are sensitive to modeling errors and actuator
nonlinearities. Adaptive control can solve many of these challenges. We present a
retrospective cost-based adaptive spacecraft attitude controller designed using the
system’s impulse response as modeling information. The performance metric is
based on rotation matrices and thus, the controller does not suffer from singulari-
ties or discontinuities present in vector attitude representations.
We demonstrate robustness to inertia and actuator scaling as well as actuator
misalignment and nonlinearities, unknown disturbances, sensor noise and bias for
thrusters and reaction wheels through numerical simulations. We implement an
averaged Markov parameter and decentralized control to address the problem of
the singular input matrix of magnetic torquers. For control moment gyros, we
develop a hybrid linearization and impulse response-based Markov parameter and
present new guidelines to evaluate the feasibility of desired rest-to-rest maneuvers.
Finally, we address the problem of angular velocity-free attitude control of a
flexible spacecraft with noncollocated sensors and actuators. We present a new
approach to controlling harmonic nonminimum-phase systems using the step and
impulse response of the linearized system. We demonstrate robustness to model
uncertainty through system analysis and numerical simulations.
xiv
CHAPTER 1
Introduction
Spacecraft play an important yet mostly invisible role in our everyday lives. Commu-
nications, GPS, and weather predictions are only possible because of orbiting satellites.
Science also benefits immensely from space-based observations; spacecraft provide valu-
able data which has furthered mankind’s understanding of not only planet Earth but of the
solar system and beyond. The instruments used for these measurements and tasks need
to be precisely pointed at different spots on Earth, the stars, or other spacecraft. This is
attitude control.
Spacecraft attitude control is a nonlinear control problem due to the quadratic non-
linearity in the dynamics (Euler’s) equation and the kinematic nonlinearities due to the
special orthogonal group SO(3) of 3 × 3 rotation matrices [1]. Although using rotation
matrices for control synthesis seems like an obvious choice, memory constraints in space-
qualified computers, difficulties propagating the matrices in estimators, and complicated
control analysis have rendered this choice unpopular [2]. Therefore, rotation matrices are
usually parameterized using 3 or 4 component vector representations [3].
Quaternions remain the standard representation for many spacecraft missions [4]. This
4×1 vector parameterization avoids the singularities inherent in the dynamics of 3×1 rep-
resentations, and requires less memory than rotation matrices. However, quaternions cover
SO(3) twice, that is, every rotation matrix in SO(3) can be represented by two different
quaternions. Furthermore, careful control design is required to avoid unwinding, a phe-
nomenon where the controller will rotate 359 deg clockwise to achieve a counterclockwise
rotation of 1 deg [5, 6]. To avoid issues with quaternions and other parameterizations we
develop our control laws using rotation matrices. Although matrix operations are memory
and resource heavy, we present an algorithm which does not require propagation of the
rotation matrices and in which terms involving the matrices can be easily computed using
quaternions or other vector attitude representations.
The attitude of a spacecraft in low-Earth orbit can be either passively stabilized or
actively controlled. Passive methods exploit environmental torques to achieve a stable
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attitude. However, the range of reachable attitudes is limited by the specific method uti-
lized [7]. Active attitude control is achieved by changing the angular momentum of the
spacecraft through torque generation or momentum redistribution [8]. In practice, nonlin-
earities arise from the type of actuation implemented on the spacecraft. Thrusters change
the angular momentum of the spacecraft due to the forces they apply to the spacecraft.
However, they usually operate in an on-off mode which is nonlinear and may have limited
accuracy. Magnetic torquers can change the total angular momentum of the spacecraft by
creating a local magnetic dipole which interacts with the Earth’s magnetic field. Unfor-
tunately, magnetic torquers are highly nonlinear due to the fact that the available torque
at each instant is confined to a plane that is perpendicular to the direction of the Earth’s
magnetic field, which is also time-varying. Furthermore, the accuracy of control laws for
magnetic torquers depends on limited knowledge of the Earth’s magnetic field or the accu-
racy of magnetometers.
In contrast to thrusters and magnetic torquers, reaction wheels cannot change the total
angular momentum of the spacecraft. Each reaction wheel spins about an axis that is fixed
in the spacecraft body frame and can redistribute the body-frame angular momentum by
changing the speed at which they spin relative to the spacecraft bus. However, as distur-
bance torques accumulate, reaction wheels spin up and may saturate. Thus, thrusters or
torquers may be needed for desaturation [9, 10].
An alternative to reaction wheels is to spin a wheel at a constant rate about its axis
and then rotate the wheel axis about a direction that is orthogonal to the wheel axis. This
gimbaled-wheel is a control moment gyro (CMG). Although the dynamics of CMG’s are
significantly more complex than reaction wheels, the torques they can produce are substan-
tially higher [11].
Attitude control laws can be separated into two categories. The first type of controller
considers the actuator dynamics in the control synthesis [12–16]. The second type of con-
troller only considers the problem of control torque synthesis and deals with the whether or
not that control torque is implementable separately [17–19]. We implement a control law
which uses a minimal model of the actuator dynamics in order to synthesize an appropriate
command. That is, force for thrusters, wheel acceleration for reaction wheels, magnetic
dipole for magnetic torquers, and gimbal speed for CMG’s.
Different control laws can be used for detumbling [20, 21] , attitude reorientation to a
desired attitude [22–25], or attitude tracking [26, 27]. Modern control methods, such as
nonlinear feedback linearization [28,29], gain scheduling [30,31], optimal control [32,33],
among many others [34,35] have been successfully applied to the attitude control problem.
Tuning these control laws often requires knowledge of the mass properties of the spacecraft,
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information about actuator placement and orientation, as well as a characterization of the
spacecraft’s operating environment. This information is sometimes used to build a high-
fidelity model of both the spacecraft and the environment which is then used to determine
controller performance.
Although high fidelity modeling, Monte Carlo testing, and stability analysis are ef-
fective techniques, they require significant time and effort. Uncertainty may arise due to
imprecisely modeled mass and modal properties [36, 37]; nonlinearity may arise due to
large-angle and high-rate kinematics; and high dimensionality may arise due to the contin-
uum mechanics of flexible appendages [38] and propellant slosh [39]. Spacecraft projects
with limited resources can benefit from control algorithms that require little to no modeling
and are forgiving to modeling error.
Adaptive control can provide robustness to model uncertainty, unknown parameters, un-
modeled dynamics, and disturbances [40–42]. There are two types of adaptive controllers.
Indirect adaptive control attempts to estimate system parameters in order to apply a fixed
gain control law. Direct adaptive control takes a given controller structure, proportional-
integral control (PID) for example, and updates the controller gains based on available
measurements. These techniques allow the controller to tune itself to the spacecraft and
actuator dynamics, the maneuver type, and environmental disturbances. Thus, adaptive
control is useful when a sufficiently accurate model of the spacecraft is not available for
fixed-gain controller synthesis.
Adaptive techniques for spacecraft attitude control have been used to provide robust-
ness to errors in mass property models [43–46], improve the performance of proportional-
derivative (PD) laws [47–49], reject disturbances [50–52], handle unknown nonlineari-
ties [53], and maintain control during unexpected failures [54–56]. These techniques,
though effective, may require assumptions on persistency of excitation, bounded distur-
bances, or bounds on the uncertainty in the mass properties. Also, many of these methods
are designed to work with specific actuators or are constrained to certain maneuver types
such as small angle rotations. Moreover the majority of control laws in the literature, adap-
tive or otherwise, use quaternions, or other 3 and 4 parameter attitude representations.
Developing attitude control laws on SO(3) avoids the singularities and other problems
inherent in vector attitude representations [57]. This can simplify the control law signifi-
cantly since there is no need for discontinuous switching to avoid singularities or to choose
the ”right” quaternion. The SO(3) adaptive controllers in [58, 59] provide almost-global
stabilization without using inertia information. However, they are limited to continuous
thrusters and reaction wheels. Furthermore, they require a priori knowledge of the distur-
bance frequencies.
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We propose an adaptive control law which is robust to mass property uncertainty, ac-
tuator nonlinearities, unknown disturbances, and is developed on SO(3). Furthermore, the
controller requires limited modifications in order to be applied to different actuators.
Retrospective cost adaptive control (RCAC) is a multi-input, multi-output direct adap-
tive controller that utilizes an input-output plant model and previous performance data to
update a dynamic compensator using recursive least squares. RCAC has been applied to
systems with unknown nonminimum-phase (NMP) zeros [60–62] for stabilization, com-
mand following, and disturbance rejection. Furthermore, RCAC can be modified to handle
uncertain nonlinearities in Hammerstein [63] and Weiner systems [64]. RCAC has also
been tested on nonlinear plants such as multiple linkages [65, 66], and aircraft [67–69].
We apply RCAC to the problem of spacecraft attitude control. Since RCAC was origi-
nally designed for linear discrete-time plants, we develop methods to extract the necessary
input-output model, that is the Markov parameters, from the nonlinear system equations of
spacecraft controlled with thrusters, reaction wheels, magnetic torquers, and control mo-
ment gyros (CMG’s).
First, we describe and expand two different implementations of RCAC. Then, we derive
the dynamics for spacecraft controlled using thrusters, reaction wheels, magnetic torquers,
or control moment gyros. These dynamics are then used to obtain linearized and discretized
system equations which provide the Markov parameters to use in RCAC. For thrusters,
reaction wheels, and magnetic torquers, inertia-free control is demonstrated by replacing
the spacecraft inertia matrix in the Markov parameter formulation with the identity matrix.
Robustness to actuator nonlinearities, actuator misalignment, unmodeled disturbances, and
sensor noise is demonstrated through numerical simulations. Finally, we successfully apply
RCAC to simplified model of flexible spacecraft with noncollocated actuators.
1.1 Contributions to the Spacecraft Attitude Control Lit-
erature
1. Successfully applied RCAC to detumble, slew, and spin rigid body spacecraft using
thrusters, reaction wheels, magnetic torquers, and control moment gyros [70–72].
2. Numerically demonstrated robustness to unknown inertia modeling errors, actuator
misalignment, unmodeled disturbances, and unknown saturation for both thrusters
and reaction wheel controlled spacecraft [70–73].
3. Demonstrated robustness to actuator nonlinearities and their effect on settling time
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for slew maneuvers using thrusters [73].
4. Qualified the effect of noise and bias in the angular velocity measurements for atti-
tude control using reaction wheels. [71]
5. Developed two RCAC formulations to handle the input matrix rank deficiency prob-
lem inherent in magnetic torquers [72].
6. Successfully applied decentralized RCAC on a spacecraft with magnetic torquers
aligned with the rigid body’s principal axes [72].
7. Clearly derived the dynamics of a rigid body spacecraft controlled by CMG’s using
Newton-Euler methods without relying on simplifying assumptions commonly found
in literature [74, 75].
8. Developed a new result relating the reachability of a desired rest attitude given the
initial CMG configuration [75].
9. Successfully implemented a novel approach to CMG attitude control which directly
commands gimbal speed without the need for a separate control law for torque syn-
thesis, singularity avoidance methods, or steering laws [74, 75].
10. Demonstrated output-feedback adaptive control of a linearized planar dual rigid-body
and developed guidelines for robustness to modeling errors in the joint stiffness and
body inertias [76].
1.2 Contributions to the Adaptive Control Literature
1. Demonstrated the applicability of RCAC to control nonlinear continuous-time sys-
tems by using Markov parameters obtained through linearization and simple differ-
ence discretization [70–75].
2. Developed a new approach to control nonminimumphase systems which have a sin-
gle NMP zero using RCAC [76].
3. Developed the equations to allow for separate performance, control, and retrospective
control filters in the retrospective performance of RCAC.
4. Derived the equations to include a new control penalty in the 1-Step implementation
of RCAC [74–76].
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5. Improved the numerical robustness of RCAC by implementing sequential updates
and a QR-decomposition method in the recursive least squares-based controller pa-
rameter update [76].
1.3 Chapter Summary
Chapter 2 presents the retrospective cost concept and describes the two different RCAC
implementations used in this thesis. The two-step version of RCAC is used in Chapters
4, 5, and 6, to control a spacecraft with thrusters, reaction wheels, and magnetic torquers,
respectively. The one-step method is used in Chapters 7 and 8 to control the CMG-actuated
spacecraft and the planar dual-rigid body. Chapter 2 also presents improvements to the
recursive least squares implementation in RCAC based on numerical robustness and com-
putational efficiency techniques in the system identification and Kalman filtering literature.
Chapter 3 derives the dynamics for a rigid-body spacecraft using different types of
actuators and presents an overview of the spacecraft inertias and control scenarios tested in
this thesis. Furthermore, we present a detailed description of the attitude control problem,
that is the desired attitude and angular velocity as well as the error parameters which are
used in the following chapters.
Chapters 4 and 5 present the implementation of RCAC on a spacecraft actuated by
thrusters and reaction wheels, respectively, and presents robustness results for each actua-
tor. Robustness to model uncertainty is tested by scaling and rotating the spacecraft inertia
and actuator matrices. Different actuator dynamics and nonlinearities are included in the
robustness studies. We test the effect of saturation levels on steady state performance. Fur-
thermore, we examine the effect of on-off thrusters, reaction wheel speed saturation, CMG
singularities.
In Chapter 6 we cover the problem of attitude control using magnetic torquers. Two
solutions are presented which enable the application of the 2-Step method despite the rank
deficiency of the input matrix. However, the results in this chapter are require knowledge
of the principal axes of the spacecraft.
Chapter 7 includes a detailed derivation of the Newton-Euler dynamics for a spacecraft
controlled with CMG’s. Special cases are explored and we introduce a new result on the
reachability of desired rest attitudes. Unlike in Chapters 4, 5, and 6, the linearization of
the system dynaics is achieved using variations. Furthermore, a hybrid linear/nonlinear
approach to Markov parameters is presented where the system dynamics are assumed to be
linear but the system output nonlinearities are preserved.
Chapter 8 deals with the problem of controlling a flexible spacecraft with noncolocated
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sensors and actuators. The linearized dynamics of the planar dual rigid-body spacecraft
model are nonminimum phase and present additional challenges for adaptive control. A
novel method of selecting the Markov parameters to model the NMP behavior is presented
and guidelines for robustness are given for this special type of NMP system.
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CHAPTER 2
Retrospective Cost Adaptive Control
RCAC is a discrete-time output-feedback controller that minimizes the error given by
a performance variable. RCAC does not require detailed plant information, instead, it
uses knowledge of the system’s impulse response as described by Markov parameters [77].
Although RCAC is derived for linear systems, we apply it to the nonlinear spacecraft model
by using Markov parameters from the linearized dynamics.
2.1 The System
Consider the strictly causal multi-input multi-output (MIMO) discrete-time system
x(k) = Ax(k − 1) +Bu(k − 1) + Fw(k − 1), (2.1)
y(k) = Cx(k) + v(k), (2.2)
z(k) = Ex(k)− r(k), (2.3)
where x(k) ∈ Rlx , y(k) ∈ Rly , u(k) ∈ Rlu , w(k) ∈ Rlw is a disturbance signal, v(k) ∈ Rlv
is the measurement noise, z(k) ∈ Rlz is a performance metric, r(k) ∈ Rlr is the command,
and k ≥ 1.
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2.1.1 Transfer Function as a Laurent Expansion
The transfer function Gzu is given by [78]
Gzu(q)
4
= E(q− A)−1B, (2.4)
=
∞∑
0
Hi
qi
, (2.5)
≈
nH∑
0
Hi
qi
, (2.6)
where q is the forward-shift operator and the Markov parameters Hi are given by
Hi
4
=EAi−1B, i ≥ 1. (2.7)
2.1.2 Convolution and Markov Parameters
Let n ≥ 1 be an integer. Then, for all k ≥ n, we can express x(k) in (2.1) as
x(k) = Anx(k − n) +
n∑
i=1
Ai−1 [Bu(k − i) + Fw(k − i)] . (2.8)
Thus, the performance z(k) is given by
z(k) = EAnx(k − n) + E
n∑
i=1
Ai−1Bu(k − i) + E
n∑
i=1
Ai−1Fw(k − i)− r(k), (2.9)
= EAnx(k − nH) +
n∑
i=1
Hiu(k − i) +
n∑
i=1
H ′iw(k − i)− r(k),
=
EAn
qn
x(k) +
n∑
i=1
Hi
qi
u(k) +
n∑
i=1
H ′i
qi
w(k)− r(k), (2.10)
where for i = 1, . . . , n, H ′i are the Markov parameters of Gwu.
2.2 The Controller
Let the controller be given by
u(k) = Φ(k)θ(k) = Θ(k)φ(k), (2.11)
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where
Φ(k)
4
= Ilu ⊗ φ(k), θ(k) = vec Θ(k) (2.12)
Φ(k) is the regressor matrix and θ(k) is a vector of controller parameters and ⊗ represents
the Kronecker product .
2.2.1 Strictly Proper Controller
Define a strictly proper dynamic compensator as the time series controller
u(k)
4
=
nc∑
i=1
Pi(k)u(k − i) +
nc∑
i=1
Qi(k)y
′(k − i), (2.13)
where for all i = 1, . . . , nc, Pi ∈ Rlu×lu , Qi ∈ Rlu×ly′ are unknown gain matrices. Note
that (2.13) is an infinite-impulse-response (IIR) controller. We rewrite (2.13) as
u(k) = Φ(k)θ(k), (2.14)
where the regressor is given by,
φ(k) =

u(k − 1)
...
u(k − nc)
y′(k − 1)
· · ·
y′(k − nc)

∈ Rlu×lθ , (2.15)
the regressor variable y′(x(k)) is a function of the state, θ(k) ∈ Rlθ is a vector of controller
parameters which contains the elements of all the gain matrices Pi(k) and Qi(k), and lθ =
nclu (lu + ly′).
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2.2.2 Proper Controller
In some cases it is of interest to apply a proper controller. Then, the time-series is given
by
uprop(k)
4
=
nc∑
i=1
Pi(k)u(k − i) +
nc∑
i=0
Qi(k)y
′(k − i) (2.16)
= Φprop(k)θ(k). (2.17)
and the regressor becomes,
Φprop(k)
4
= Ilu ⊗

u(k − 1)
...
u(k − nc)
y′(k)
· · ·
y′(k − nc)

T
∈ Rlu×lθ , (2.18)
and lθ = lu (nclu + (nc + 1)ly′).
2.2.2.1 Zeroth-order Controller
A special case of the proper controller is the zeroth-order, nc = 0, controller. This type
of controller enables output and state feedback control laws. Thus, the time series (2.13) is
replaced by,
u0(k)
4
= Q0y
′(k), (2.19)
= Φ0(k)θ(k). (2.20)
Then the regressor matrix becomes,
Φ0(k)
4
= Ilu ⊗ y′(k)T ∈ Rlu×luly′ . (2.21)
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2.2.3 FIR Controller
Although an IIR compensator offers flexibility there are situations where a finite-impulse-
response (FIR) controller is more appropriate. In these cases (2.13) simplifies to
uFIR(k)
4
=
nc∑
i=k0
Qi(k)y
′(k − i), (2.22)
= ΦFIR(k)θ(k). (2.23)
where we use k0 = 0 for a proper controller and k0 = 1 for a strictly proper controller. The
regressor matrix is then given by,
ΦFIR(k)
4
= Ilu ⊗
 y
′(k − k0)
· · ·
y′(k − nc)

T
∈ Rlu×lθ , (2.24)
where lθ = (nc + 1− k0)luly′ .
2.2.4 Integrator
In order to add an integrator to the controller we must introduce an integrator state,
γ(k) = γ(k − 1) + z(k). (2.25)
Then, we include this new state in the controller time series,
uint(k)
4
=
nc∑
i=1
Pi(k)u(k − i) +
nc∑
i=k0
Qi(k)y
′(k − i) +KIγ(k) (2.26)
= Φint(k)θ(k), (2.27)
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where the regressor is given by
Φint(k)
4
= Ilu ⊗

u(k − 1)
...
u(k − nc)
y′(k − k0)
· · ·
y′(k − nc)
γ(k)

T
∈ Rlu×lθ , (2.28)
where as before, k0 = 0 corresponds to a proper controller and k0 = 1 corresponds to a
strictly proper controller and lθ = lu (nclu + (nc + 1− k0)ly′ + lz).
2.3 The 2-Step Algorithm
We can rewrite (2.10) as [62]
z(k) = E1A
nx(k − n) + H˜(σ˜)U(k, σ˜) + E1
n∑
i=1
Ai−1Fw(k − i)− E0r(k), (2.29)
where
H˜(σ˜)
4
=
[
Hσ˜1 Hσ˜2 · · · Hσ˜n+1
]
=
[
H1 · · · Hn
]
∈ Rlz×nlu , (2.30)
U(k, σ˜)
4
=

u(k − σ˜1)
...
u(k − σ˜n+1)
 =

u(k − 1)
...
u(k − n)
 ∈ Rnlu , (2.31)
and
σ˜
4
=
[
1 · · · n
]
. (2.32)
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2.3.1 Choice of Markov Parameters
We can rewrite (2.29) with an integer delay q ≥ 0 and n = nq ≥ 1. Then, for all
k ≥ nq + q,
z(k − q) = E1Anqx(k − nq − q) + H˜(σ˜)U(k − q, σ˜) + E1
nq∑
i=1
Ai−1Fw(k − q − i)
− E0r(k − q). (2.33)
At each step k− q, we can select which Markov parameters and corresponding controls we
wish to use for optimization. Thus, we partition H˜(σ˜) and U(k − q, σ˜) so that
H˜(σ˜)U(k − q, σ˜) = H˜(σq)U(k − q, σq) + H˜(σ¯q)U(k − q, σ¯q). (2.34)
The selected Markov parameters are grouped into
H˜(σq)
4
=
[
Hσq,1 Hσq,2 · · · Hσq,mq
]
∈ Rlz×mqlu , (2.35)
where mq is a positive integer,
σq
4
=
[
σq,1 σq,2 · · · σq,mq
]
, (2.36)
and the components of σq are distinct positive integers that satisfy
σq,1 < σq,2 < · · · < σq,mq .
The corresponding control inputs are
U(k − q, σq) 4=

u(k − q − σq,1)
u(k − q − σq,2)
...
u(k − q − σq,mq)
 ∈ Rmqlu . (2.37)
The remaining Markov parameters and controls are grouped into H˜(σ¯q) ∈ Rlz×(nq−mq+1)lu
and U(k − q, σ¯q) ∈ R(nq−mq+1)lu , respectively, where
σ¯q
4
=
[
σ¯q,1 σ¯q,2 · · · σ¯q,nq−mq+1
]
. (2.38)
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The components of σ¯q are distinct positive integers that satisfy
σ¯q,1 < σ¯q,2 < · · · < σ¯q,mq .
Next, we rewrite (2.33) as
z(k − q) = S(k − q, σ¯q) + H˜(σq)U(k − q, σq), (2.39)
where
S(k − q, σ¯q) 4= E1Anqx(k − q − nq) + H˜(σ¯q)U(k − q, σ¯q)
+ E1
n∑
i=1
Ai−1Fw(k − q − i)− E0r(k − q). (2.40)
2.3.2 Extended Performance
We stack the delayed performance variables and define the extended performance as
Z(k, q˜)
4
=

z(k − q1)
z(k − q2)
...
z(k − qs)
 ∈ Rslz , (2.41)
where the components of q˜ =
[
q1 · · · qs
]
are distinct nonnegative integers that satisfy
q1 < q2 < · · · < qs.
Similar in form to (2.39), we can write the extended performance as
Z(k, q˜) = S˜(k, q˜) + H˜U˜(k, q˜), (2.42)
where
H˜
4
=

H˜(σq1)
H˜(σq2)
. . .
H˜(σqs)
 ∈ Rslz×(
∑s
i=1mqi)lu (2.43)
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is block diagonal,
H˜(σqi) =
[
Hσqi,1 Hσqi,2 · · · Hσqi,mqi
]
∈ Rlz×mqi lu , (2.44)
and
U˜(k, q˜)
4
=

U(k − q1, σq1)
U(k − q2, σq2)
...
U(k − qs, σqs)
 ∈ R(
∑s
i=1mqi)lu . (2.45)
2.3.2.1 Consolidating Repeated Entries in the Retrospective Controls
Depending on the components of q˜ and σqi , the components of U˜(k, q˜) might contain
repeated entries. For example, if we choose
q˜ =
[
q1 q2
]
=
[
0 1
]
, σq1 = σ0 =
[
1 3
]
, σq2 = σ1 =
[
0
]
,
then
H˜ =
[
H1 H3 0
0 0 H0
]
and
U˜(k, q˜) =
 u(k − 1)u(k − 3)
u(k − 1)
 .
Note that u(k − 1) is repeated.
To remove the repeated entries in U˜(k, q˜), define the extended control U(k, g˜) ∈ Rplu ,
which contains all of the required entries u(k − gi) without repetition. Then, define the
corresponding Markov parameter matrix H ∈ Rslz×plu such that
Z(k, q˜) = S˜(k, q˜) +HU(k, g˜), (2.46)
where the components of g˜ =
[
g1 . . . gp
]
are distinct positive integers that satisfy
g1 < g2 < · · · < gp.
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For the above example,
g˜ =
[
1 3
]
,
U(k, g˜) =
[
u(k − 1)
u(k − 3)
]
,
and the Markov parameter matrix is
H =
[
H1 H3
H0 0
]
.
2.3.3 Retrospective Cost Optimization
Given the extended control vector U(k, g˜) and the Markov parameter matrix H, we use
(2.46) to define the retrospective performance
Zˆ(k, q˜)
4
= S˜(k, q˜) +HUˆ(k, g˜), (2.47)
where the retrospective controls Uˆ(k, g˜) replace the past controls in U(k, g˜). Subtracting
(2.46) from (2.66) yields
Zˆ(k, q˜) = Z(k, q˜)−HU(k, g˜) +HUˆ(k, g˜). (2.48)
We define the retrospective cost function
Jˆ(k)
4
= Zˆ(k, q˜)TRZ(k)Zˆ(k, q˜) + Uˆ(k, g˜)
TRU(k)Uˆ(k, g˜), (2.49)
where RZ(k) ∈ Rslz×slz is a positive-definite performance weight and RU(k) ∈ Rplu×plu is
a positive-semidefinite control weight. We use (2.48) to expand (2.49),
Jˆ(k) = Uˆ(k, g˜)TA(k)Uˆ(k, g˜) +B(k)TUˆ(k, g˜) + C(k), (2.50)
where
A(k)
4
= HTRZ(k)H +RU(k),
B(k)
4
= 2HTRZ(k) [Z(k, q˜)−HU(k, g˜)] ,
C(k)
4
= [Z(k, q˜)−HU(k, g˜)]T RZ(k) [Z(k, q˜)−HU(k, g˜)] .
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The minimizer Uˆ∗(k, g˜) of (2.50) satisfies
2A(k)Uˆ∗(k, g˜) +B(k) = 0.
Thus, if A(k) is invertible, then
Uˆ∗(k, g˜) = −1
2
A(k)−1B(k). (2.51)
Therefore, the retrospectively optimized control is given by
Uˆ∗(k, g˜) =
[
HTRZ(k)H +RU(k)
]−1
HTRZ(k) [HU(k, g˜)− Z(k)] , (2.52)
=

uˆk(k − g1)
...
uˆk(k − gp)
 (2.53)
where uˆk(k − gi) denotes the reconstructed control u(k − gi) using information from the
kth step. We use the retrospectively optimized control Uˆ∗(k, g˜) to update the controller
coefficients Θ(k).
2.3.4 Least Squares Controller Construction
To obtain Θ(k), we use previous measurements and define a least squares problem by
horizontally stacking the retrospective controls uˆk(k − gi) contained in Uˆ∗(k, g˜) over m
previous iterations. Thus,
Γu(k) = Θ(k)Γφ(k), (2.54)
where
Γu(k)
4
=
[uˆk(k − g1) · · · uˆk(k − gp) · · · uˆk−m(k − g1 −m) · · · uˆk−m(k − gp −m)] ∈ Rlu×p(m+1)
and
Γφ(k)
4
=
[φ(k − g1) · · · φ(k − gp) · · · φ(k − g1 −m) · · · φ(k − gp −m)] ∈ Rnc(lu+lv)×p(m+1).
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Given a right-invertible Γφ(k), the controller coefficients are given by
Θ(k) = Γu(k)Γφ(k)
T
[
Γφ(k)Γφ(k)
T
]−1
, (2.55)
which yields the RCAC control input
u(k) = Θ(k)φ(k). (2.56)
The result in (2.55) and (2.56) requires a complete history of the previous performance
and control data as well as the inversion of a nc(lu + lv)× nc(lu + lv) matrix. To reduce
computational complexity we utilize a recursive approach.
2.3.4.1 Recursive Least Squares
Θ(k − 1) controller coefficients at beginning of each step
P(k − 1) information matrix at beginning of each step
Θgi(k) controller coefficients after update using uˆ(k − gi), for i = 0, . . . , p,
Pgi(k) information matrix after update using uˆ(k − gi), for i = 0 . . . p,
Θ(k) updated controller coefficients,
P(k) updated information matrix.
Table 2.1: Notation for controller construction using recursive least squares.
We can obtain the controller coefficients using recursive least squares. We use the nota-
tion in Table 2.1 to specify the update sequence. For i′ = 1, 2, . . . , p, define the cumulative
cost function
JR(Θgi′ (k), k)
4
=
i′∑
i=1
‖uˆk(k − gi)−Θgi′ (k)φ(k − gi)‖2
+
p∑
i=1
m∑
j=1
‖uˆk−j(k − gi − j)−Θgi′ (k)φ(k − gi − j)‖2. (2.57)
For i′ = 1, 2, . . . , p, the minimizer of (2.57) is given by
Θ∗gi′ (k)
4
= Θgi′−1(k) +
uˆk(k − gi′)−Θgi′−1(k)φ(k − gi′)
1 + φT(k − gi′)Pgi′−1(k)φ(k − gi′)
φ(k − gi′)TPgi′−1(k), (2.58)
19
where the information matrix is updated by
Pgi′ (k)
4
= Pgi′−1(k)−
Pgi′−1(k)φ(k − gi′)φ(k − gi′)TPgi′−1(k)
1 + φT(k − gi′)Pgi′−1(k)φ(k − gi′)
(2.59)
and
Pg0(k)
4
= P(k − 1), (2.60)
Θg0(k)
4
= Θ(k − 1). (2.61)
information matrix
Θ(k)
4
= Θgp(k), (2.62)
P(k)
4
= Pgp(k). (2.63)
Finally, the RCAC control is
u(k) = Θ(k)φ(k). (2.64)
2.4 1-Step Algorithm
2.4.1 Retrospective Performance
Define the retrospective control as [79]
uˆ(k)
4
= Φ(k)θˆ, (2.65)
and the corresponding retrospective performance as,
zˆ(k)
4
= zf(k) + Φf(k)θˆ − uf(k) (2.66)
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where zf(k), Φf(k), and uf(k) result from filtering z(k), Φ(k), and u(k) respectively, that
is
zf(k)
4
= Gz(q)z(k) = Dz(q)
−1Nz(q)z(k),
=
nz∑
i=0
Nziz(k − i)−
n¯z∑
i=1
Dzizf(k − i),
= N¯zZ¯(k)− D¯zZ¯f(k) (2.67)
Φf(k)
4
= Gφ(q)Φ(k) = Dφ(q)
−1Nφ(q)Φ(k),
=
nφ∑
i=0
NφiΦ(k − i)−
n¯φ∑
i=1
DφiΦf(k − i),
= N¯φΦ¯(k)− D¯φΦ¯f(k) (2.68)
uf(k)
4
= Gu(q)u(k) = Du(q)
−1Nu(q)u(k),
=
nu∑
i=1
Nuiu(k − i)−
n¯u∑
i=1
Duiuf(k − i),
= N¯uu¯(k)− D¯uu¯f(k). (2.69)
Each filter Gz(q), Gφ(q), Gu(q) is defined as the quotient of two FIR filters, for all
three filters the denominator is defined as
D(·)(q)
4
= Ilz +
n¯(·)∑
i=1
D(·)iq
−i ∈ Rlz×lz . (2.70)
The numerator for both the z and φ filters is defined as
Nz,φ(q)
4
=
nz,φ∑
i=0
Nz,φiq
−i ∈ Rlz ,lu×lu , (2.71)
for the u filter the numerator is defined as
Nu(q)
4
=
nu∑
i=1
Nuiq
−i ∈ Rlu×lu , (2.72)
The matrices of filter coefficients is where
N˜
4
=
[
N1 · · · Nnf
]
∈ Rlz×nf lu , D˜ 4=
[
D1 · · · Dnf
]
∈ Rlz×nf lz . (2.73)
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Next, we define the extended regressor, and extended control as
Φ˜(k)
4
=
 Φ¯(k)
Φ¯f(k)
 ∈ Rnf(lz+lu)×lθ , U˜(k) 4=
 U¯(k)
U¯f(k)
 ∈ Rnf(lz+lu), (2.74)
where
Φ¯(k)
4
=

Φ(k − 1)
...
Φ(k − nf)
 ∈ Rnf lu×lθ , Φ¯f(k)
4
=

Φf(k − 1)
...
Φf(k − nf)
 ∈ Rnf lz×lθ , (2.75)
U¯(k)
4
=

u(k − 1)
...
u(k − nf)
 ∈ Rnf lu , U¯f(k)
4
=

uf(k − 1)
...
uf(k − nf)
 ∈ Rnf lz . (2.76)
Therefore, we can write the retrospective performance zˆ(k) in (2.66) in terms of the filter
matrix G˜, the extended control U˜(k), and the extended regressor Φ˜(k),
zˆ(k) = z(k) + G˜
[
Φ˜(k)θˆ − U˜(k)
]
. (2.77)
2.4.2 Alternative Formulation for IIR Filters
We can reformulate an IIR Gf(q) as two separate FIR filters. First, we multiply by
q−nfDf(q) on the left which results in
q−nfDf(q)zˆ(k) = q−nfDf(q)z(k) + q−nfNf(q)
[
Φ(k)θˆ − u(k)
]
. (2.78)
Thus, we define the filtered retrospective performance,
zˆf(k)
4
= q−nfDf(q)zˆ(k), (2.79)
= zf(k) + Φ
′
f(k)θˆ − u′f(k), (2.80)
where
Φ′f(k) = N˜Φ¯(k), u
′
f(k) = N˜U¯(k), (2.81)
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and
zf(k) =
[
Ilz −D˜
]
Z¯(k), Z¯(k)
4
=

z(k)
...
z(k − nf)
 ∈ R(nf+1)lz . (2.82)
2.4.3 The Retrospective Filter
We demonstrate two special cases for building the filter Gf(q) to use in (2.66). Both
methods described result in a FIR filter. Other filters can be built as needed.
2.4.3.1 Markov Parameter-based FIR filter
A straightforward approach to building the filter Gf9q) is to use the convolution in
(2.10) and define the retrospective performance as
zˆ(k) =
EAnH
qnH
x(k) +
nH∑
i=1
Hi
qi
uˆ(k)−
nH∑
i=1
Hi
qi
u(k).+
nH∑
i=1
H ′i
qi
w(k)− r(k), (2.83)
We rewrite (2.83) using (2.10) and (2.65) and obtain
zˆ(k) = z(k) +
nH∑
i=1
Hi
qi
(
Φ(k)θˆ − u(k)
)
. (2.84)
Thus, the filter is given by the Markov parameters,
Gf(q) =
nH∑
i=1
Hi
qi
. (2.85)
Using (2.85) we can construct the filter coefficient matrix,
G˜H =
[
H1 H2 · · · HnH
]
, (2.86)
The extended regressor then is,
Φ˜FIR(k) = Φ¯(k). (2.87)
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Similarly the extended control is
U˜FIR(k) = U¯(k). (2.88)
2.4.3.2 Nonminimum-phase Zeros for SISO systems
We can include modeling information of the zeros of the transfer functionGzu(z). Note
that the zeros of the transfer function are all values of z that satisfy,
0 = Gzu(z). (2.89)
Using a truncated Laurent expansion, we can write,
0 =
nH∑
i=0
Hi
zi
=
H0z
nH +H1z
nH−1 + · · ·+HdznH−d + · · ·+HnH
znH
≈ (z− 1) (z− 2) · · · (z− nz)
znH
(2.90)
where i is the ith zero of Gzu and nz is the number of known nonminimum-phase zeros of
Gzu.
We combine the knowledge of the Markov parameters and the nonminimum-phase ze-
ros to obtain new parameters for the filter Gf . For causal systems, H0 = 0, therefore,
0 = H1z
nH−1 + · · ·+HdznH−d + · · ·+HnH . (2.91)
Next, denote by Hd the first nonzero Markov parameter, then
0 = Hdz
nH−d +Hd+1znH−d−1 + · · ·+HnH . (2.92)
Note that the leading term of the polynomial on the far right side of (8.33), that is znz , has
a unit coefficient. Thus, in order to match the polynomial coefficients, we normalize (2.92)
using Hd, thus,
0 = znH−d +
Hd+1
Hd
znH−d−1 + · · ·+ HnH
Hd
. (2.93)
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Where nH − d = nz, thus,
0 = znz +
Hd+1
Hd
znz−1 + · · ·+ Hnz+d
Hd
. (2.94)
We define a new set of parameters Ki for i = 1, . . . , nz + 1 such that K1
4
= Hd and
znz +
K2
K1
znz−1 + · · ·+ Knz+1
K1
= (z− 1) (z− 2) · · · (z− nz) . (2.95)
In order to identify the coefficients Ki we expand the polynomial on the far right side of
(2.95).
(z− 1) (z− 2) · · · (z− nz) = znz −
(
nz∑
j=1
j
)
znz−1 + · · ·+ (−1)nz
nz∏
j=1
j. (2.96)
Thus, we can obtain the second and the last coefficients,
K2 = −Hd
nz∑
j=1
j, Knz+1 = (−1)nz Hd
nz∏
j=1
j. (2.97)
The remaining coefficients can be obtained by expanding the polynomial on the right side
of (2.95) given the number of zeros in the transfer function.
Using the parameters K1, K2, . . . , Knz+1 we can build an FIR filter to use in (2.66),
Gf(q) =
nf∑
i=1
Ki
qi
. (2.98)
This results in the filter coefficient matrix
G˜0 =
[
K1 K2 · · · KnH
]
(2.99)
with the extended regressor and performance defined as in (2.87) and (2.88), respectively.
2.4.4 Retrospective Cost Function
We define a cumulative cost function to minimize the retrospective performance zˆ. By
minimizing zˆ RCAC attempts to minimizes z(k), the actual performance. The cumulative
cost function used in the 1-Step version of RCAC in [68] which itself is an expansion of
25
the cost function in [77] is given by
JD(k, θ(k))
4
=
k∑
i=k0
λk−i
(
zˆ(i)Tzˆ(i) + η(i)
[
Φf(i)θˆ
]T
Φf(i)θˆ
)
+ λk
[
θˆ − θ(0)
]T
P (0)−1
[
θˆ − θ(0)
]
, (2.100)
where k0 is the first time-step in which Φf(k) is available, λ ∈ (0, 1] is a forgetting factor,
and η is a penalty on the filtered control.
Replacing the filtered control term with a penalty on the control input u(k) = Φ(k)θˆ
and adding a penalty to changes in θ yields the retrospective cost function
J(k, θˆ)
4
=
k∑
i=k0
zˆ(i)TRz(k, i)zˆ(i)
+
k∑
i=k0
[
Φf(i)θˆ
]T
Ruf (k, i)
[
Φf(i)θˆ
]
+
[
Φ(i)θˆ
]T
Ru(k, i)
[
Φ(i)θˆ
]
+
[
θˆ − θ(0)
]T
Rθ(k)
[
θˆ − θ(0)
]
+
[
θˆ − θ(k − 1)
]T
R∆(k)
[
θˆ − θ(k − 1)
]
.
(2.101)
where k0 is the first time-step in which Φf(k) is available andRz(k, i), Ru(k, i), R∆(k), Rθ(k)
are symmetric and positive semi-definite for all k, i.
The cost function in (2.101) has three purposes, the first line is the a cost for the per-
formance history, the second line penalizes the control effort, and the third line penalizes
the control parameter transient. Furthermore, note that the control penalty can be applied
to both the control input and the filtered controls.
2.4.5 Minimizer for J
We compute the derivative of (2.101) with respect to θˆ and obtain
∂JG
∂θˆ
= 2
k∑
i=k0
(
zˆ(i)TRz(k, i)Φf(i) +
[
Φ(i)θˆ
]T
Ru(k, i)Φ(i) +
[
Φf(i)θˆ
]T
Rf(k, i)Φf(i)
)
+ 2
[
θˆ − θ(0)
]T
Rθ + 2
[
θˆ − θ(k − 1)
]T
R∆(k), (2.102)
= 2A(k)T + 2θˆTP(k)−1, (2.103)
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where
A(k)
4
=
k∑
i=k0
(
Φf(i)
TRz(k, i) [zf(i)− uf(i)]
)
−Rθ(k)θ(0)−R∆(k)θ(k − 1), (2.104)
P(k)
4
=
[
k∑
i=k0
(
Φf(i)
T [Rz(k, i) +Rf(k, i)] Φf(i) + Φ(i)
TRu(k, i)Φ(i)
)
+Rθ(k) +R∆(k)
]−1
.
(2.105)
Therefore, the minimizer must satisfy
P(k)−1θˆ(k) +A(k) = 0. (2.106)
Thus, for all invertible P(k),
θˆ = −P(k)A(k). (2.107)
Therefore, the controller parameters are given by
θ(k) = θˆ. (2.108)
We examine special cases which enable us to obtain a recursive expression for the controller
parameters.
2.4.5.1 Constant Weights
Let the weights only depend on the current step i such that,
Rz(k, i) = Rz(i), Ru(i) = Ru(i), Rf(k, i) = Rf(i), R∆(k) = R∆, Rθ(k) = Rθ.
(2.109)
Then,
A(k) = A(k − 1) + Φf(k)TRz(k) [z(k)− uf(k)] +R∆ [θ(k − 2)− θ(k − 1)]
= A(k − 1) +X(k)TR¯(k)z′(k) +R∆ [θ(k − 2)− θ(k − 1)] (2.110)
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where
X(k)
4
=
 Φf(k)
Φ(k)
 ∈ R(lz+lu)×lθ , (2.111)
R¯(k)
4
=
 Rz(k) 0
0 Ru(k)
 ∈ R(lz+lu)×(lz+lu), z′(k) 4=
 z(k)− uf(k)
0
 ∈ Rlz+lu .
(2.112)
Furthermore,
P(k) =
[
P(k − 1)−1 + Φf(k)TRz(k)Φf(k) + Φ(k)TRu(k)Φ(k)
]−1
,
=
[
P(k − 1)−1 +X(k)TR¯(k)X(k)]−1 ,
= P(k − 1)− P(k − 1)X(k)TΓ(k)−1X(k)P(k − 1), (2.113)
where
Γ(k)
4
=
[
R¯(k)−1 +X(k)P(k − 1)X(k)T] (2.114)
and Rz(k), Ru(k), and Rθ + R∆ are positive definite. We combine (2.110) and (7.49) to
compute θ(k),
θ(k) = −P(k)A(k) (2.115)
=
[
P(k − 1)X(k)TΓ(k)−1X(k)P(k − 1)− P(k − 1)] ·[
A(k − 1) +X(k)TR¯(k)z′(k) +R∆ [θ(k − 2)− θ(k − 1)]
]
. (2.116)
After some algebra we obtain the recursive solution
θ(k) = θ(k − 1) + P(k − 1)X(k)TΓ(k)−1ε(k)
+ P(k − 1)R∆
[
X(k)TΓ(k)−1X(k)P(k − 1)− Ilθ
]
(θ(k − 2)− θ(k − 1)) ,
(2.117)
where
ε(k)
4
= z′(k)−X(k)θ(k − 1). (2.118)
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The initial values are given by
θ(k0) = θ0, P(k0) = [Rθ +R∆]
−1 , (2.119)
where θ0 is chosen arbitrarily.
2.4.5.2 Zero Control Penalty
If we let Ru(k) be zero, then the recursive solutions simplify,
A(k) = A(k − 1) + Φf(k)TRz(k) [z(k)− uf(k)] +R∆ [θ(k − 2)− θ(k − 1)] , (2.120)
P(k) = P(k − 1)− P(k − 1)Φf(k)T
[
(Rz(k) +Rf(k))
−1 + Φf(k)P(k − 1)Φf(k)T
]−1
Φf(k)P(k − 1),
= P(k − 1)− P(k − 1)Φf(k)TΓ(k)−1Φf(k)P(k − 1). (2.121)
Where
Γ(k)
4
= (Rz(k) +Rf(k))
−1 + Φf(k)P(k − 1)Φf(k)T. (2.122)
Thus, the simplified recursive solution is given by
θ(k) = θ(k − 1) + P(k − 1)Φf(k)TΓ(k)−1ε(k)
+ P(k − 1)R∆
[
Φf(k)
TΓ(k)−1Φf(k)P(k − 1)− Ilθ
]
(θ(k − 2)− θ(k − 1)) ,
(2.123)
where
ε
4
= (Rz(k) +Rf(k))
−1Rz (uf(k)− z(k))− Φf(k)θ(k − 1). (2.124)
The initial conditions are given by (2.119).
2.4.5.3 Forgetting Factor
Next, we let the weight matrices be given by
Rz(k, i) = λ
k−iRz(i), Ru(k, i) = λk−iRu(i), Rθ(k) = λkRθ, R∆(k) = 0. (2.125)
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Then, the recursive relations become,
A(k) = λA(k − 1) + Φf(k)TRz(k) [z(k)− uf(k)] , (2.126)
P(k) =
[
λP(k − 1)−1 +X(k)TR¯(k)X(k)]−1 ,
=
1
λ
P(k − 1)− 1
λ
P(k − 1)X(k)TΓ(k)−1X(k)P(k − 1). (2.127)
Which yield the recursive relation for θ,
θ(k) = θ(k − 1) + P(k − 1)X(k)TΓ(k)−1ε(k), (2.128)
where z′(k) and R¯(k) are given by (2.112), and
Γ(k)
4
= λR¯(k)−1 +X(k)P(k − 1)X(k)T, (2.129)
ε
4
= R¯(k)−1R¯′(k)z′(k)−X(k)θ(k − 1). (2.130)
2.4.5.4 Kalman Filter
The measurement update step of the Kalman filter is given by
xˆ(k) = xˆk|k−1 +K(k)(k), (2.131)
P (k) = (I −K(k)H(k))Pk|k−1. (2.132)
Where the estimate and information matrix xˆk|k−1, Pk|k−1 are given by the prediction step
and
K(k)
4
= Pk|k−1H(k)T
(
R(k) +H(k)Pk|k−1H(k)T
)−1
, (2.133)
(k)
4
= y(k)−H(k)xˆk|k−1. (2.134)
Compare (2.131), (2.132) with a specialized form of (2.123) where Rf(k) = R∆(k) = 0,
that is,
θ(k) = θ(k − 1) + P(k − 1)Φf(k)TΓ(k)−1ε(k), (2.135)
P(k) =
(
I − P(k − 1)Φf(k)TΓ(k)−1Φf(k)
)
P(k − 1), (2.136)
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where
Γ(k)
4
= Rz(k)
−1 + Φf(k)P(k − 1)Φf(k)T, (2.137)
ε(k)
4
= (uf(k)− z(k))− Φf(k)θ(k − 1). (2.138)
Notice that the both equations are equal in structure, ε(k) in (2.135) is an analogue to (k)
in (2.131), similarly the analogue of K(k) in (2.131) is P(k − 1)Φf(k)TΓ(k)−1 in (2.135).
We introduce a prediction step for the controller parameters θ by first defining a dy-
namic system
θ∗(k) = A∗(k − 1)θ∗(k − 1) + w(k) (2.139)
where A∗(k) is stable for all k and w(k) is a random process. The prediction step for the
Kalman filter is given by
xˆk|k−1 = A(k − 1)xˆ(k − 1), (2.140)
Pk|k−1 = A(k − 1)P (k − 1)A(k − 1)T +Q(k − 1). (2.141)
Thus, the corresponding prediction step for the controller parameter is,
θk|k−1 = A∗(k − 1)θ(k − 1), (2.142)
Pk|k−1 = A∗(k − 1)P(k − 1)A∗(k − 1)T +Q(k − 1). (2.143)
we then compute the measurement update using the output of the prediction step,
θ(k) = θk|k−1 + Pk|k−1Φf(k)TΓ(k)−1
[
(uf(k)− z(k))− Φf(k)θk|k−1
]
, (2.144)
P(k) =
(
I − Pk|k−1Φf(k)TΓ(k)−1Φf(k)
)
Pk|k−1. (2.145)
2.5 RLS Implementation
2.5.1 Sequential Updates
When lz > 1 or Ru 6= 0, Γ(k) in (2.114), (2.122), (2.129), and (2.137) becomes a ma-
trix. The numerical matrix inversion can cause the information matrix P to lose its positive
definite or symmetric properties. To avoid matrix inversion we process each component of
 separately [80].
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Consider the least squares problem[
a11 a12 · · · a1n
]
x = b1. (2.146)
where, for i > 0, ai, bi are scalars and x ∈ Rn is the quantity to be estimated. After k steps,
(2.146) becomes 
a1,1 a1,2 · · · a1,n
...
... . . .
...
ak,1 ak,2 · · · ak,n
x =

b1
...
bk
 . (2.147)
Note that both the matrix on the left side and the vector on the right side of (2.148) grow
by one row after each step.
Next, consider a similar problem given by
A1,1 A1,2 · · · A1,n
...
... . . .
...
Ak,1 Ak,2 · · · Ak,n
x =

B1
...
Bk
 . (2.148)
Instead of scalar measurements and row vector regressors we have vector measurementsBi
and matrix regressors Ai =
[
Ai,1 · · ·Ai,n
]
. Note that
Ai,j =
[
ai,j,1 · · · ai,j,p
]T
, (2.149)
Bi =
[
bi,1 · · · bi,p
]T
, (2.150)
that is, the each matrix regressor Ai and vector measurement Bi have the same number of
rows p. Thus at each step the matrix on the left and the vector on the right grow by p rows.
When solving for x recursively these problems involve a matrix inversion of size p×p. This
matrix inversion can deteriorate the condition of the information matrix compromising its
positive-definite and symmetry.
These difficulties can be avoided by processing the vector measurements row by row.
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When the k + 1st measurement is acquired we solve the modified problem
A1,1 A1,2 · · · A1,n
...
... . . .
...
Ak,1 Ak,2 · · · Ak,n
ak+1,1,1 ak+1,2,1 · · · ak+1,n,1

x =

B1
...
Bk
bk+1,1

. (2.151)
Iterating over the p rows yields the solution to
A1,1 A1,2 · · · A1,n
...
... . . .
...
Ak+1,1 Ak+1,2 · · · Ak+1,n
x =

B1
...
Bk+1
 . (2.152)
2.5.2 Sequential Update in RCAC
Consider the update equation
θ(k) = θ(k − 1) + P(k − 1)X(k)TΓ(k)−1ε(k), (2.153)
where ε(k) ∈ Rp. Instead of using (2.153) we process each row of X(k) and ε(k) sequen-
tially. Let
θ(k − 1)1 = θ(k − 1), (2.154)
P1(k − 1) = P(k − 1). (2.155)
Then for all i = 2, . . . , p
θ(k − 1)i = θ(k − 1)i−1 + Pi−1(k − 1)Xi(k)TΓi−1(k)−1εi(k), (2.156)
where Xi, εi are the ith rows of X and ε respectively and
Γi(k) = Ri,i +Xi(k)
TPi−1(k − 1)Xi(k), (2.157)
Pi(k − 1) = Pi−1(k − 1)− Pi−1(k − 1)Xi(k)TΓi−1(k)−1Xi(k)Pi−1(k − 1), (2.158)
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where Ri,i is the (i,i) entry of R. Note that Γi is a scalar and thus there is no longer a matrix
inverse in the update of Pi(k− 1). The updated control parameters and information matrix
are given by
θ(k) = θp(k − 1), (2.159)
P(k) = Pp(k − 1). (2.160)
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CHAPTER 3
Spacecraft Attitude Dynamics
In this chapter we derive the kinematics and dynamics of a spacecraft controlled by
either torque generating actuators (thrusters, magnetic torquers) or momentum exchange
devices (reaction wheels, control moment gyros). Throughout the chapter, the vector
⇀
r b/a
represents the position of point b relative to point a, the vector
⇀
v b/a/X denotes the velocity
of point b relative to point a with respect to the frame FX, and the vector
⇀
ωY/X is the angular
velocity of frame FY relative to frame FX. All frames are orthogonal and right-handed.
3.1 Rigid Body Dynamics
We derive the dynamics for a rigid spacecraft bus actuated by rigidly attached actuators.
The dynamics are derived using Newtonian methods [8, 81]. First, we define two frames,
an inertial frame FI and a body frame FB fixed to the spacecraft bus. We describe the
dynamics of the spacecraft using Euler’s equation
B•
⇀
Hsc/c/I = −⇀ω
×
B/I
⇀
Hsc/c/I +
⇀
M sc, (3.1)
where
⇀
Hsc/c/I is the combined angular momentum of the spacecraft bus and the actuators
relative to the spacecraft’s center of mass c with respect to the inertial frame,
⇀
ωB/I is the
angular velocity of the body frame relative to the inertial frame, and
⇀
M sc is the sum of
external torques applied to the spacecraft.
The angular momentum of the spacecraft relative to its center of mass with respect to
FI is given by
⇀
Hsc/c/I =
⇀
Hb/c/I +
nA∑
i=1
⇀
Hai/c/I, (3.2)
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where nA is the number of actuators and the angular momentum
⇀
Hb/c/I of the spacecraft
bus b relative to c with respect to FI is given by
⇀
Hb/c/I =
→
J b/c
⇀
ωB/I, (3.3)
where
→
J b/c is the physical inertia matrix of the bus relative to the center of mass of the
spacecraft c, and
→
J b/c is the angular velocity of FB relative to FI. The angular momentum
⇀
Hai/c/I of actuator i relative to c with respect to FI depends on the actuator type.
To obtain the equations of motion, we expand the derivative on the left-hand side of
(7.22) with (7.14), which yields
B•
⇀
Hsc/c/I =
→
J b/c
B•
⇀
ωB/I +
nA∑
i=1
B•
⇀
Hai/c/I . (3.4)
Then, we combine (7.22), (7.14), and (3.4) to obtain
→
J b/c
B•
⇀
ωB/I +
nA∑
i=1
B•
⇀
Hai/c/I = −
⇀
ωB/I ×
[
→
J b/c
⇀
ωB/I,+
nA∑
i=1
⇀
Hai/c/I,
]
+
⇀
M sc. (3.5)
In the following sections we compute the actuator-specific terms
⇀
Hai/c/I and
B•
⇀
Hai/c/I.
3.1.1 On the inertia matrix
To study the ability of RCAC to control different rigid bodies we define different space-
craft bus inertias [73].
Lemma 1. Let B be a rigid body composed of particles that are not colinear and define a
point w, a frame FA, and the inertia matrix J
4
=
→
JB/w
∣∣∣
A
. Then
1. J is positive definite,
2. There exists a frame FB such that
→
JB/w
∣∣∣
B
is diagonal.
Lemma 2. Let J be a diagonal inertia matrix defined by
J
4
= diag(λ1, λ2, λ3). (3.6)
Where the principal moments of inertia λ1, λ2, λ3 satisfy
1. λ1 ≥ λ2 ≥ λ3 > 0,
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2. λ1 ≤ λ2 + λ3, the triangle inequality.
Given a body with major principal moment of inertia λ1, the triangle inequality yields
all possible relations between the principal moments of inertia. Thus, all possible inertia
combinations can be described by the triangle in Figure 3.1.
λ1 
λ3 
λ1 = λ2 = 2λ3 
λ 2
=
λ 1
 
λ2 
λ1 
λ1 =
6
5
λ2 = 2λ3 
𝑆𝑝ℎ𝑒𝑟𝑒  
λ1 = λ2 = λ3 
𝑇ℎ𝑖𝑛 𝑑𝑖𝑠𝑘 
λ1 = 2λ2 = 2λ3 
𝑇ℎ𝑖𝑛 𝑐𝑦𝑙𝑖𝑛𝑑𝑒𝑟 
λ1 = λ2, λ3 = 0 
Figure 3.1: Feasible region for λ2, λ3 given λ1. The shaded region satisfies both the triangle
inequality λ1 ≤ λ2 + λ3 and λ1 ≥ λ2 ≥ λ3 > 0. The open dots and dashed lines represent
nonphysical cases.
Let λ1 = 10kg-m2, based on Figure 3.1, we define five diagonal inertias which corre-
spond to common spacecraft bus shapes.
1. J1
4
= 10I3 kg-m2, for a sphere or a cube,
2. J2
4
= diag(10, 10, 5) kg-m2, for a cylinder
3. J3
4
= diag(10, 25/3, 5) kg-m2, for the centroid of the triangle,
4. J4
4
= diag(10, 5, 5) kg-m2, for a thin disk
5. J5
4
= diag(10, 10, 0) kg-m2, for a thin cylinder.
Note that both J4 and J5 violate the triangle inequality and thus are not physical inertias.
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3.2 Attitude and Angular Velocity Measurements
We assume that both rate (inertial) and attitude (noninertial) measurements are avail-
able. Gyro measurements yrate ∈ R3 provide measurements of the angular velocity re-
solved in the spacecraft frame, that is,
yrate =
⇀
ωB/I
∣∣∣
B
. (3.7)
For simplicity, we assume that rate measurements are available without noise and bias. In
practice, rate bias can be corrected by using attitude measurements and filtering techniques.
Attitude is measured indirectly using sensors such as star trackers. The attitude mea-
surement is determined to be
yattitude =
→
RB/I
∣∣∣
B
. (3.8)
3.3 The Attitude Control Problem
The objective of the attitude control problem is to determine control inputs such that the
spacecraft attitude given by R follows a commanded attitude trajectory given by a possibly
time-varying C1 rotation matrix Rd(t) [58].
3.3.1 Desired Attitude and Attitude Error
The control objective is to have the spacecraft attitudeR follow the commanded attitude
trajectory given by
R˙d =
d
dt
(→
Rd/I
∣∣∣
d
)
=
d•→
Rd/I
∣∣∣∣∣∣
d
=
→
Rd/I
∣∣∣
d
⇀
ωd/I
∣∣∣×
d
= Rdω
×
d , (3.9)
where
→
Rd/I is the physical rotation matrix that transforms FI into Fd,
⇀
ωd/I is the angular
velocity of Fd relative to FI, d• indicates the derivative with respect to Fd, and
Rd
4
=
→
Rd/I
∣∣∣
d
, ωd
4
=
⇀
ωd/I
∣∣∣
d
. (3.10)
The error between R and Rd is given in terms of the attitude-error rotation matrix
R˜
4
=
→
RB/d
∣∣∣
B
= RTdR, (3.11)
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which satisfies
˙˜R =
dR˜
dt
=
B•→
RB/d
∣∣∣∣∣∣
B
=
→
RB/d
∣∣∣
B
⇀
ωB/d
∣∣∣×
B
= R˜ω˜×, (3.12)
where
→
RB/d is the physical rotation matrix that transforms Fd into FB,
⇀
ωB/d is the angular
velocity of FB relative to FBd , and the angular-velocity error ω˜ is given by
ω˜
4
=
⇀
ωB/d
∣∣∣
B
=
(
⇀
ωB/I − ⇀ωd/I
)∣∣∣
B
= ω − R˜Tωd. (3.13)
3.3.1.1 Vector Representation of Attitude Error
A vector representation of the attitude error R˜ in (5.29) is given by [58]
S
4
=
3∑
i=1
ai(R˜
Tei)× ei =

a3R˜32 − a2R˜23
a1R˜13 − a3R˜31
a2R˜21 − a1R˜12
 ∈ R3, (3.14)
where a1, a2, a3 are distinct positive numbers. Note that S depends on the off-diagonal
entries of the error matrix R˜ in (5.29).
3.3.2 Performance Metrics
To study the performance of the algorithm we define a scalar attitude error metric by
using the eigenaxis attitude-error.
θeig
4
= cos−1
1
2
(
tr R˜− 1
)
, (3.15)
The eigenangle θeig is the rotation angle about the eigenaxis which rotates R(t) to the
desired attitude Rd(t). To evaluate the closed-loop performance, we define the settling
time T as the time needed to bring the eigenaxis attitude-error within a bound θss, that is,
θeig(t) ≤ θss, for all t ≥ T. (3.16)
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3.4 Maneuver Types
We study two maneuver types namely, motion-to-rest (M2R) and motion-to-spin (M2S).
For both maneuvers, the spacecraft starts at an arbitrary attitude spinning at a given angular
rate. Thus, the spacecraft is tumbling in a scenario representative of the spacecraft attitude
after launch vehicle separation. In M2R maneuvers, the goal of the controller is to bring
the spacecraft to rest at a desired attitude. In M2S the goal of the spacecraft is to bring
the spacecraft to a specified time-varying attitude, this includes common maneuvers such
as Nadir pointing and spins about a specified body axis pointed inertially. Both maneuvers
have a simplified variant, rest-to-rest (R2R) and rest-to-spin (R2S) respectively. In these
variants the spacecraft begins at rest. The R2R maneuver represents a slew, the R2S rep-
resents a spin up maneuver. These maneuver types encompass, step, ramp, and arbitrary
time-dependent attitude commands.
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CHAPTER 4
Thrusters
We apply RCAC to spacecraft attitude control using thrusters. First, RCAC is imple-
mented as a regulator for the angular velocity of a rigid body governed by Euler’s equation.
This type of controller can be used to detumble a spacecraft after launch-vehicle separa-
tion; this is the rate-only motion-to-rest (M2R-R) problem. Then, we consider commanded
spins about an arbitrary body axis; this constitutes the rate-only motion-to-spin (M2S-R)
problem. Initially, we use knowledge of the inertia and actuator alignment to compute the
parameters required by RCAC. Then, RCAC is tested for robustness to scaling of the inertia
and actuator matrices.
The angular velocity controllers are then extended to attitude control. Attitude kine-
matics are included in the spacecraft model, and motion-to-rest (M2R) and motion-to-spin
(M2S) maneuvers are tested. For M2R, the spacecraft has an initial attitude and angular
velocity, and the objective is to bring the spacecraft to rest at a specified attitude. For M2S,
the spacecraft has an arbitrary initial attitude and angular velocity, and the objective is to
bring the spacecraft to spin about a specified body axis that is pointed inertially. The body
spin axis need not be a principal axis. As in the angular velocity control case, both prob-
lems are first examined using complete knowledge of the inertia and actuator alignment.
Robustness is then examined through scaling and misalignments.
4.1 Spacecraft Model
Thrusters produce a force which results in a moment applied to the spacecraft. We
consider only the rotational motion of the spacecraft while ignoring the translational motion
of the spacecraft’s center of mass; therefore we consider only the torque applied by the
force actuators. Furthermore, we ignore the effects of fuel slosh on the angular momentum
as well as the problem of thruster placement.
Since thrusters do not store angular momentum, the terms
⇀
Hai/c/I,
B•
⇀
Hai/c/I in (3.5) are
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zero. Define a body-fixed frame FB, whose origin is chosen to be the center of mass, and
specify an inertial frame FI to determine the attitude of the spacecraft. Then, the dynamics
for a spacecraft with thrusters are given by
→
J b/c
B•
⇀
ωB/I = −⇀ωB/I ×
→
J b/c
⇀
ωB/I +
⇀
M thrust +
⇀
Mb, (4.1)
where
⇀
M thrust is the torque produced by the thrusters and
⇀
Mb is the sum of all disturbance
torques acting on the spacecraft bus.
We define the notation
R
4
=
→
RB/I
∣∣∣
B
, ω
4
=
⇀
ωB/I
∣∣∣
B
, ω˙
4
=
B•
⇀
ωB/I
∣∣∣∣∣
B
, τdist
4
=
⇀
Mb
∣∣∣
B
, J
4
=
→
J b/c
∣∣∣
B
. (4.2)
Resolving (4.1) in the body frame yields Euler’s equation for a spacecraft actuated by
thrusters,
Jω = −ω×Jω +Bscu+ τdist, (4.3)
where Bscu
4
=
⇀
M thrust
∣∣∣
B
, ω ∈ R3 is the angular velocity of the spacecraft frame with
respect to the inertial frame resolved in the spacecraft frame and J ∈ R3×3 is the constant,
positive-definite inertia matrix of the spacecraft, that is, the inertia dyadic of the spacecraft
relative to the spacecraft center of mass resolved in the spacecraft frame. The spacecraft
attitude evolves according to Poisson’s equation [81]
R˙ = Rω×. (4.4)
whereq, R ∈ R3×3 is the proper orthogonal matrix (that is, the rotation matrix) that trans-
forms the components of a vector resolved in the spacecraft frame into the components of
the same vector resolved in the inertial frame, and ω× is the skew-symmetric cross-product
matrix of ω.
The components of the vector u ∈ Rlu represent independent control inputs, while the
matrix Bsc ∈ R3×lu determines the applied torque about each axis of the spacecraft frame
due to u as given by the product Bscu. The vector τd represents disturbance torques, that
is, all internal and external torques applied to the spacecraft aside from control torques.
These disturbances may be due to onboard components, gravity gradients, solar pressure,
atmospheric drag, or the ambient magnetic field. For convenience in (4.3), (4.4) we omit
the argument t, recognizing that ω,R, u, and τrmdist are time-varying quantities.
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4.1.1 Attitude and Angular Velocity Error
Let the attitude and angular velocity errors be given by
R˜ = RTdR, ω˜ = ω − R˜Tωd (4.5)
where Rd, ωd are the desired attitude and angular velocity, respectively. Using (4.5) to
rewrite (4.3) and (4.4) yields
J ˙˜ω = [J(ω˜ + R˜Tωd)]× (ω˜ + R˜Tωd) + J(ω˜ × R˜Tωd − R˜Tω˙d) +Bscu+ τd, (4.6)
˙˜R = R˜ω˜×. (4.7)
4.2 Markov Parameters for Angular Velocity Control
For the linear, discrete-time plant
x(k) = Ax(k − 1) +Bu(k − 1), z(k) = Cx(k)− r(k)
the Markov parameters are given by
H = CAi−1B (4.8)
for all i ≥ 1. However, the angular velocity and attitude control problems are governed by
nonlinear, continuous-time equations. Thus, for angular velocity control we linearize and
discretize (4.6) to obtain the required Markov parameters to use in RCAC.
For the angular velocity control problem the attitude error is ignored. Let R˜ = I3, then
the performance variable becomes
z = ω − ωd. (4.9)
Next, we linearize Euler’s equation in (4.6) about a desired equilibrium ω˜e, which yields
the Jacobian
Ac(ω˜e, ωd) =
∂ ˙˜ω
∂ω˜
= J−1
[− (ω˜e + ωd)× J + [J (ω˜e + ωd)]×]− ω×d , (4.10)
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Similarly, the input matrix for the linearized system is given by
Bc =
∂ω˙
∂u
= J−1BSC . (4.11)
For the angular velocity control problem the output matrices are given by C = I and
D = 0.
We obtain the discrete-time dynamics matrix from
A = eAch, (4.12)
whereAc is given by (4.10) and h is the controller time step. The discrete-time input matrix
is given by
B =
∫ h
0
eAτBcdτ. (4.13)
Using (4.13) in (4.8) yields the first Markov parameter
H1 = CB. (4.14)
4.3 Numerical Examples for Angular Velocity Control
Consider a rigid spacecraft with the inertia matrix
J =

5 −0.1 −0.5
−0.1 2 1
−0.5 1 3.5
 kg-m2 (4.15)
and let the spacecraft be fully actuated such that BSC = I3. Furthermore, let all distur-
bances be zero. The RCAC parameters used are shown in Table 4.2.
The Markov parameter H1 is computed using the Jacobian (4.10) evaluated at ω˜e = 0
and ωd which depends on the type of maneuver.
We consider angular velocity control for both detumbling (M2R-R) and spin (M2S-R)
maneuvers. For each maneuver we examine robustness to unknown changes in the inertia
by using modified Markov parameters.
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Parameter Value
nc 3
P0 100I
R I
s 1
ks 1
θ0 0
λ(k) 1
h 0.1
kon 54
Table 4.1: RCAC Parameters for Thruster Control.
4.3.1 M2R-R Maneuvers
Let the initial motion of the spacecraft be described by
ω(0) =
0.1√
3
[
1 −1 1
]T
rad/sec. (4.16)
The goal of the controller is to bring the spacecraft to rest, that is,
ωd =
[
0 0 0
]T
rad/sec. (4.17)
Given the output matrix E1 = I , the discrete-time dynamics matrix in (4.12) evaluated
at ω˜e = 0 and ωd = 0 so that Ac = 0, and the input matrix in (4.13), the Markov parameter
in (4.14) is given by
H1 = B = hJ
−1BSC . (4.18)
Figure 4.1 shows the closed-loop performance for this maneuver. The angular velocity
about each axis is shown in Figure 4.1a and the controller coefficients θ(k) are shown in
Figure 4.1b.
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Figure 4.1: RCAC closed-loop performance for M2R-R using the Markov parameter H1 in
(4.18).
4.3.2 Effect of the Markov Parameters on Convergence
The Markov parameter in (4.18) shows that, for M2R-R, we utilize three pieces of
information: the mass distribution, the actuator alignments, and the controller time step.
We wish to limit the information used by constructing an arbitrary Markov parameter. We
define a matrix Hˆ1 to use in place of the Markov parameter H1. Then, since that the
time step h is a scaling parameter, we can replace it with a positive scalar α and tune the
controller. Thus, we begin with
Hˆ1 = αJ
−1BSC , (4.19)
where α is a positive number. We test this choice of Hˆ1 by varying the parameter α.
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Figure 4.2: Comparison of performance variable and commanded control input for RCAC
for the M2R-R maneuver using various values of α in the Markov parameter Hˆ1 in (4.19).
Figure 4.2 shows the results of this analysis. Note that, as α increases, the controller
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applies less torque to the spacecraft, whereas as α decreases, more torque is applied. How-
ever, as we move away from the nominal value of α = h the controller diverges. Figure
4.3 shows how values of α that are both larger and smaller than the nominal value cause
the controller coefficients θ to diverge. Thus, the control inputs also diverge. Note that the
smaller value of α in Figures 4.3b and 4.3d is close to the working value of α = 0.08 in
Figure 4.2 which suggests that RCAC is sensitive to scaling of H1.
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Figure 4.3: Controller divergence for off-nominal values of α = 50 and α = 0.074 for
M2R-R using Markov parameter Hˆ1 in (4.19).
To overcome this problem we introduce a proportional saturation in the control input
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by scaling the control vector as
usat =

u, u ∈ B,
ηu, u /∈ B,
(4.20)
where B is a boundary defined by the saturation limits and η is the maximum scaling
possible such that usat ∈ B, that is,
η = max
η∈(0,1]
{η : ηu ∈ B}. (4.21)
Figure 4.4 shows that this method enables RCAC to bring the system to rest using
significantly off-nominal Markov parameters.
Note that varying α corresponds to changing the scale of the inertia, the actuator matrix,
or both. Define a scaled inertia J ′ = βJJ and a scaled actuator matrix B′SC = βBBSC ,
where βJ and βB are positive numbers. Then, we can set α = βBβJ and obtain
Hˆ1 = J
′−1B′SC =
βB
βJ
J−1BSC = αJ−1BSC .
Thus, if RCAC is robust to changes in α, it is robust to scaling of the inertia and the actuator
matrices. Therefore, saturation increases the robustness of RCAC to scaling errors in the
inertia J and the actuator matrix BSC for M2R-R maneuvers. Furthermore, for a given
saturation level, α can also be used as a tuning parameter for control authority.
With the saturation method added to the controller, we eliminate the inertia information
used in Hˆ1 by removing J from (4.19) and obtain
Hˆ1 = αBSC . (4.22)
Removing the inertia from Hˆ1 hides information about the spacecraft axes coupling from
RCAC. Figure 4.5 shows that RCAC completes the M2R-R maneuver considered in Figure
4.1 for various values of α. Notice that, as expected, decreasing α increases the control
input.
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Figure 4.4: Log plots of the Euclidean norm of performance, ‖z‖2, for M2R-R for off-
nominal values of α = 1000 and α = 0.001 in the Markov parameter Hˆ1 in (4.19) with a
saturation level of 1 N-m.
4.3.3 M2S-R Maneuvers
To expand on the M2R-R example, we command the spacecraft to spin about an arbi-
trary body axis and examine the M2S-R problem. The initial angular velocity is described
by (4.16), and the controller goal is to make the spacecraft spin at the desired angular
velocity of
ωd =
0.1√
3
[
−1 1 1
]T
rad/sec. (4.23)
The spacecraft has the inertia matrix in (4.15) with the initial angular velocity in (4.16). The
RCAC parameters are chosen as in Table 4.2. Figure 4.6 compares the performance for the
maneuver using the Markov parameters in (4.18) and (4.22). For both Markov parameter
choices, RCAC completes the maneuver. However, the lack of information increases the
settling time for the case using the inertia-free Markov parameter.
4.4 RCAC Parameters for Attitude Control
We extend the results from Section V and include the attitude kinematics. Since RCAC
requires a vector performance, the rotation matrix governed by Poisson’s equation (4.4),
cannot be used directly.
Thus, we formulate the attitude error dynamics by using the vector function of the
attitude error matrix presented in [58]. For i = 1, 2, 3, let ei denote the ith column of the
3× 3 identity matrix and let Aatt = diag(a1, a2, a3) be a diagonal positive-definite matrix,
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Figure 4.5: Inertia-free RCAC performance for various values of α for M2R-R. Euclidean
norm of performance, ‖z‖2 and unsaturated controller input, ‖ucmd‖ using the Markov
parameter Hˆ1 in (4.22). The saturation level is set to 1 N-m and h = 0.1 sec.
then
za
4
=
3∑
1
ai
(
R˜Tei
)
× ei, (4.24)
is a 3× 1 vector measure of attitude error. Note that za = 0 when R˜ = I3. Thus, we use za
as the attitude performance variable. The attitude error affects the rate error given as shown
in (5.31). We redefine the angular velocity performance as
zω
4
= ω − R˜Tωd. (4.25)
The combined performance variable for the attitude control problem is given by
z =
zω
za
 . (4.26)
4.4.1 Parameterization of R
The Markov parameters required by RCAC serve as a mapping between the control
input and the performance variable. To obtain the Markov parameters, we represent the
SO(3) attitude kinematics as vector equations. Thus, we parameterize the SO(3) attitude as
a vector composed by the rows of the rotation matrix. Therefore, we express the attitude
50
0 5 10 15 20
−0.2
0
0.2
ω
X
 
 
0 5 10 15 20
−0.5
0
0.5
ω
Y
0 5 10 15 20
−0.5
0
0.5
Time [sec]
ω
Z
Nominal
Inertia−free
(a) angular velocity [rad/sec]
10−1 100 101 102 103 104
10−6
10−5
10−4
10−3
10−2
10−1
100
|| z
 || 2
Time [sec]
 
 
Nominal
Inertia−free
(b) Log Plot of Euclidean Norm of Performance
Figure 4.6: angular velocity, ω, and Euclidean norm of performance, ‖z‖2 for M2S-R. Plots
compare convergence for RCAC using Markov parameters derived from the linearized dy-
namics in (4.18) with RCAC using inertia-free Markov parameters in (4.22) with a satura-
tion level of 10 N-m and α = 0.1.
error matrix R˜ as
R˜ =

r˜1
r˜2
r˜3
 , (4.27)
where, for i = 1, 2, 3, r˜i ∈ R1×3 is a row of R˜. Using (4.27), the new attitude parameter is
given by
r˜ =
[
r˜1 r˜2 r˜3
]T
. (4.28)
Expressing the performance variable (4.26) in terms of r˜ yields
za =
3∑
1
ai
(
R˜Tei
)
× ei = −MaRar˜, (4.29)
zω = ω −D(ωd)r˜, (4.30)
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where
Ma =
[
e×1 e
×
2 e
×
3
]
∈ R3×9, (4.31)
Ra =

a1I3
a2I3
a3I3
 ∈ R9×9, (4.32)
and, for x ∈ R3 with components x1, x2, x3,
D(x)
4
=
[
x1I3 x2I3 x3I3
]
. (4.33)
4.4.2 Markov parameter
Rewriting (4.6) and (4.7) using r˜ yields
˙˜ω = J−1 [[J (ω˜ +D(ωd)r)]× (ω˜ +D(ωd)r)] + ω˜ × [D(ωd)r]−D(ω˙d)r
+ J−1 (Bscu+ zd) , (4.34)
and
˙˜r =

−ω˜×
−ω˜×
−ω˜×
 r˜. (4.35)
We compute the discrete-time system matrices A,B,C by linearizing (4.34) and (4.39)
about ω˜e = 0 and R˜ = I3 followed by discretization with the controller time step h.
To obtain the Jacobian we stack the angular velocity error ω˜ and the attitude-error pa-
rameter r˜ to form a state vector. Next, we differentiate (4.39) and (4.34) with respect to
this new state and evaluate it at a given equilibrium
 ω˜e
r˜e
. For the rotational dynamics
in (4.34) the derivative with respect to ω˜ is given by
∂ ˙˜ω
∂ω˜
= J−1
[− (ω˜e +D(ωd)r˜e)× J + [J (ω˜e +D(ωd)r˜e)]×]− (D(ωd)r˜e)× . (4.36)
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Similarly, the derivative with respect to r˜ is given by
∂ ˙˜ω
∂r˜
= J−1
[− (ω˜e +D(ωd)r˜e)× JD(ωd) + [J (ω˜e +D(ωd)r˜e)]×D(ωd)]
+ ω˜×e D(ωd)−D(ω˙d). (4.37)
Thus, we construct the Jacobian for the angular velocity dynamics
Aω =
[
∂ ˙˜ω
∂ω˜
∂ ˙˜ω
∂r˜
]
. (4.38)
For the attitude kinematics, we partition (4.39) for each row r˜i of R˜ as
˙˜ri = (r˜i × ω˜)T. (4.39)
Differentiating with respect to to ω˜ yields
∂ ˙˜ri
∂ω˜
= −r˜×e,i, for i = 1, 2, 3. (4.40)
Differentiating (4.39) with respect to r˜j yields
∂ ˙˜ri
∂r˜j
=
[
−ω˜× ∂r˜i
∂r˜j
+ r˜×i
∂ω˜
∂r˜j
]T
, (4.41)
where
∂r˜i
∂r˜j
=

I3, i = j,
03×3, i 6= j,
(4.42)
and
∂ω˜
∂r˜j
=

D(ωd)
[
I3 0 0
]T
, j = 1,
D(ωd)
[
0 I3 0
]T
, j = 2,
D(ωd)
[
0 0 I3
]T
, j = 3.
(4.43)
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Finally, we obtain the Jacobian for the attitude kinematics
Aa =

∂ ˙˜r1
∂ω˜
∂ ˙˜r2
∂ω˜
∂ ˙˜r3
∂ω˜
∂ ˙˜r1
∂r˜1
∂ ˙˜r2
∂r˜1
∂ ˙˜r3
∂r˜1
∂ ˙˜r1
∂r˜2
∂ ˙˜r2
∂r˜2
∂ ˙˜r3
∂r˜2
∂ ˙˜r1
∂r˜3
∂ ˙˜r2
∂r˜3
∂ ˙˜r3
∂r˜3

T
. (4.44)
Thus, the dynamics matrix for the linearized continuous-time system is
Ac(ω˜e, r˜e, ωd) =
Aω
Aa
 . (4.45)
And the continuous time, linear system matrices are given by
Ac =
 03×3 03×9
−MTa 09×9
 , (4.46)
Bc =
 J−1Bsc
09×3
 , (4.47)
C =
 I3 03×9
03×3 −MaRa
 . (4.48)
Discretization of Ac, Bc, with the controller time step h yields
A = eAch =
 I3 03×9
−hMTa I9
 , (4.49)
B =
(∫ h
0
Adτ
)
Bc =
 hJ−1Bsc
−h2
2
MTa J
−1Bsc
 . (4.50)
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The Markov parameter corresponding to the performance in (4.26) is given by
H1 =
 hJ−1Bsc
1
2
h2MaRaM
T
a J
−1Bsc
 . (4.51)
4.5 Attitude Control Examples
Let the spacecraft inertia matrix be defined as in (4.15), BSC = I3, and Aatt = I . We
use the RCAC parameters in Table 4.2. The Markov parameter is given by the linearized
system in Section VI evaluated at R˜e = I3 and ω˜e = 0, ωd depends on the maneuver.
We examine slew (M2R) and spin (M2S) maneuvers. For each maneuver we examine
robustness to changes in the inertia using arbitrary Markov parameters.
4.5.1 M2R Maneuvers
Let the initial motion of the spacecraft be described by (4.16) and the initial attitude be
given by
R(0) = I3. (4.52)
The goal of the controller is to bring the spacecraft to rest, that is ωd = 0, with the inertial
attitude
Rd =

0.5000 0.5000 0.7071
0.5000 0.5000 −0.7071
−0.7071 0.7071 0.0000
 . (4.53)
Figure 4.7 shows the closed-loop performance for the M2R maneuver using the Markov
parameter H1 in (4.51). Note that the linear controller coefficients converge smoothly and
quickly.
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Figure 4.7: RCAC performance for M2R using Markov parameter H1 in (4.51).
4.5.2 Effect of the Markov Parameters on Convergence
We use H1 in (4.51) to define the arbitrary Markov parameter
Hˆ1 =
 αBsc
1
2
α2MaRaM
T
a Bsc
 (4.54)
where we have removed the inertia matrix and replaced the time step h with a positive
scaling parameter α. As in the M2R-R case, off-nominal values of α cause the controller
to diverge. Thus, we implement the saturation method in (4.20) to mitigate this problem.
Figure 4.8 shows the controller’s performance using various values of α. Note that,
unlike the M2R-R case, saturation does not provide robustness to changes of α outside of
the nominal value α = h, especially for values greater than 1. This is due to the nonlinear
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Figure 4.8: Inertia-free RCAC performance for M2R using Markov parameter Hˆ1 in (4.54)
with h = 0.1 sec and a saturation level of 1 N-m.
term, α2 in the lower portion of the matrix Hˆ1 in (4.54). When α 6= h the ratios between
the entries in the top and bottom halves of the matrix Hˆ1 change from their nominal values,
thus affecting the internal structure of the Markov parameter. Thus, we redefine the Markov
parameter as
Hˆ ′1 = α
 hBsc
1
2
h2MaRaM
T
a Bsc
 . (4.55)
This scaling maintains the matrix element ratios at their nominal values.
The M2R maneuver in Figure 4.9 examines the effect of the Markov parameter Hˆ ′1
given by (4.55). The trajectory for α = 1 corresponds to the unscaled inertia-free Markov
parameter. As shown by the performance variable plot in Figure 4.9a, RCAC is robust to
changes in the inertia and to scaling of the input matrix Bsc. As expected, decreasing α
increases the commanded control input.
4.5.3 M2R Robustness Studies
Consider the M2R maneuver given by an eigenaxis rotation of 40 deg about the body
fixed direction
[
1 1 1
]T
. Let the spacecraft be initially at R(0) = I3. Assume there
are no disturbances.
The RCAC parameters used are shown in Table 4.2. For the M2R problem, we utilize
the inertia-free Markov parameter Hˆ ′1 in (4.55)
57
10−1 100 101 102 103 104
10−20
10−15
10−10
10−5
100
105
|| z
 || 2
Time [sec]
 
 
α = 10
α = 1
α = 0.1
(a) Euclidean Norm of Performance
0 10 20 30 40 50
0
10
20
30
40
50
60
70
|| u
Cm
d 
|| 2
Time [sec]
 
 
α = 10
α = 1
α = 0.1
(b) Euclidean Norm of Unsaturated Control Input
Figure 4.9: Inertia-free RCAC performance for M2R using the inertia-free Markov param-
eter Hˆ ′1 in (4.55) with h = 0.1 sec. The controller is robust to scaling of H1.
4.5.3.1 Robustness to Changes in the Inertia Matrix
We use two approaches to examine the effect of unmodeled inertia variations on the
M2R settling time. Let the centroid inertia matrix be given by J3 = diag (10, 8.33, 5).
Then we set the spacecraft inertia to be a value between J3 and other inertias according to
J = (1− α)J3 + αJi, for (4.56)
where, for i = 1, 2, 4, 5, Ji is given by
J1 = 10I3, J2 = diag (10, 10, 5) J4 = diag(10, 5, 5) J5 = diag(10, 10, 0.1),
J1 represents a sphere, J2 is a cylinder, J4 is a thin disk and J5 is a thin cylinder.
Figures 4.10 and 4.11 show how the settling time changes as a function of α. Each
point on the curves represents a different spacecraft inertia. Note that RCAC is using the
same model for all simulations, that is the inertia used in the Markov parameter is given by
Jˆ = I3. Thus, Figures 4.10 and 4.11 demonstrate RCAC’s robustness to unmodeled inertia
variations when using thrusters to achieve M2R maneuvers.
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Parameter Description Value
nc Controller order 3
P0 Initial error covariance used in the RLS update 100I
R Performance weighting to compute the retrospective cost function I
s Number of data points used for retrospective cost computation 1
ks Delay used to construct the extended performance vector 1
θ0 Initial controller coefficients 0
λ(k) Forgetting factor 1
h Controller time step 0.1
kon Number of time steps to wait before applying first control action 81
Aatt Weighting on the attitude error matrix R˜ used in za I3
Table 4.2: RCAC Parameters.
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Figure 4.10: M2R settling time for RCAC using thrusters. The inertia J starts at the cen-
troid value J3 and moves toward the sphere J1, cylinder J2, and thin disk J4 inertias ac-
cording to (4.56). The saturation level is set at 1 N-m.
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Figure 4.11: M2R settling time for RCAC using thrusters. The inertia J starts at the cen-
troid value J3 and moves toward the thin cylinder inertia J5 according to (4.56). The
saturation level is set at 1 N-m.
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Next, we examine the M2R settling time as the actuator and sensor axes are rotated
away from the principal axes according to
J = Ri(φ)J3Ri(φ)
T. (4.57)
Where Ri(φ) ∈ R3×3 for i = 1, 2, 3 is the rotation matrix given by
R(φ, ei) = cos(φ)I3 + (1− cos(φ))eieTi + sin(θ)e×i , (4.58)
where φ is the misalignment angle and ei is the ith column of the 3×3 identity matrix. Fig-
ure 4.12 shows that RCAC can handle the coupling effects introduced by the off diagonal
entries that appear in (4.57) as φ moves away from zero.
−150 −100 −50 0 50 100 150
14
16
18
20
22
24
26
φ [deg]
Se
ttl
in
g 
Ti
m
e 
[se
c]
 
 
Major
Intermediate
Minor
Figure 4.12: M2R settling time for RCAC using thrusters. The inertia J starts at the cen-
troid value J3 and is rotated about each principal axis by φ. The saturation level is set at 1
N-m on each axis.
4.5.3.2 Actuator Misalignment
We examine the robustness of RCAC for the M2R maneuver to actuator misalignment.
We misalign each actuator in different directions by varying angles. For a spacecraft with
three actuators, the input matrix is given by
Bsc =
[
R1e1 R2e2 R3e3
]
. (4.59)
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Each Ri ∈ R3×3 for i = 1, 2, 3 in (4.59) is a rotation matrix given by Rodrigues’ equation
R(θB, nB) = cos(θB)I3 + (1− cos(θB))nBnTB + sin(θB)n×B, (4.60)
where θB is the misalignment angle and nB ∈ R3 is a unit vector which corresponds to the
misalignment axis.
The initial conditions and RCAC parameters used are given in Section VII. First, we
test a misalignment of θB = 30 deg on each actuator with different misalignment axes so
that the rotation matrices in (4.59) are
R1 = R(θB, e3), (4.61)
R2 = R(θB, e1), (4.62)
R3 = R(θB, e2). (4.63)
where ei for i = 1, 2, 3 is the ith column of I3. Figure 4.13 compares the closed-loop
performance using RCAC with full inertia and actuator knowledge given by the Markov
parameter H1 in (4.51) with RCAC using the inertia and misalignment-free Markov pa-
rameter Hˆ ′1 in (4.55).
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Figure 4.13: Comparison of RCAC performance for M2R with θB = 30 deg. Plots compare
RCAC using Markov parameter H1 in (4.51) without saturation versus RCAC using the
inertia and alignment-free Markov parameter Hˆ1 in (4.54) with α = 1, h = 0.1 sec, and a
saturation limit of 1 N-m.
RCAC can complete the M2R maneuver without using knowledge of the misalignments
in the actuator matrix BSC . As shown in Figure 4.13b the lack of alignment information
results in a longer settling time. To evaluate robustness, we test RCAC with larger mis-
alignment angles.
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Figure 4.14 shows the closed-loop performance when using the Markov parameter Hˆ1
in (4.54) for different misalignment angles. We increase the misalignment angle until the
controller fails to complete the M2R maneuver. As shown in Figure 4.15, for angles greater
than 60 deg or less than−40 deg, the controller coefficients converge but the system settles
into a limit cycle.
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Figure 4.14: Comparison of RCAC performance for M2R for various misalignment an-
gles θB. Plots compare the closed-loop performance using the inertia and alignment-free
Markov parameter Hˆ1 in (4.54) with α = 1, h = 0.1 sec, and a saturation limit of 1 N-m.
4.5.3.3 Saturation Level
We examine the M2R settling time for RCAC under varying levels of saturation. We
define the boundary B in (4.20) by setting saturation limits for each axis
ulim = umax
[
1 1 1
]T
N-m. (4.64)
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Figure 4.15: RCAC performance for M2R for misalignment angles θB = 70 deg and
θB = −60 deg using the inertia and alignment-free Markov parameter Hˆ1 in (4.54) with
α = 1 and a saturation limit of 1 N-m. Although the controller coefficients converge, the
system enters a limit cycle as shown by the angular velocity plot.
We let J = J3 and vary umax. Figure 4.16 shows the settling time as a function of saturation
level.
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Figure 4.16: M2R settling time as a function of saturation level umax.
4.5.3.4 On-Off Thrusters
We introduce an input nonlinearity in the form of on-off thrusters. The control torque
applied to the spacecraft is given by
u = sign(ucmd)uon (4.65)
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where uon is a positive scalar and ucmd is the commanded torque computed using RCAC.
We examine the effect of the on-off nonlinearity on the M2R settling time. We let J = J3
and vary the thruster torque uon. Figure 4.17 shows that as uon increases the spacecraft
takes more time to complete the maneuver.
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Figure 4.17: M2R settling time for RCAC using on-off thrusters as a function of the thrust
level uon.
4.5.3.5 Constant Disturbance
We examine the effect of disturbances on the M2R settling time. We let J = J3 and
consider a constant unknown disturbance τdist about each principal axis of the form
τdist = βei, (4.66)
where ei is the ith column of the 3× 3 identity matrix. We vary the disturbance level β and
examine its effect on M2R settling time. Figure 4.18 shows the settling time as a function
of the disturbance level β.
4.5.4 M2S Maneuvers
To expand the M2R example we command the spacecraft to spin about a specified body
axis aligned with a specific inertial attitude. Let the initial state of the spacecraft be as in
the examples in the previous section, set the controller parameters as in Table 4.2, and let
the desired angular velocity ωd be as described in (4.23). Since the commanded angular
velocity is non-zero the desired attitude evolves over time according to
R˙d = Rdω
×
d . (4.67)
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Figure 4.18: M2R closed-loop performance for RCAC using thrusters. Settling time as a
function of the constant disturbance magnitude β about each principal axis. The number of
previous time steps in the retrospective cost is set to s = 1. The saturation level is set at 1
N-m, which is sufficient to reject the disturbance for all β ∈ [0, 1].
Figure 4.19 compares the performance of RCAC using the nominal Markov parameter in
(4.51) with RCAC using the inertia-free Markov parameter (4.55) with saturation for the
M2S maneuver.
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Figure 4.19: Comparison of RCAC performance for M2S. Plots compare RCAC using
Markov parameter H1 in (4.51) without saturation versus RCAC using the inertia-free
Markov parameter Hˆ ′1 in (4.55) with α = 1, h = 0.1 sec, and a saturation limit of 1
N-m.
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4.6 Conclusions
RCAC algorithm is able to control spacecraft angular velocity and attitude using Markov
parameters derived from the linearized Euler and Poisson equations. Numerical simulations
indicate that the inertia information can be removed from the Markov parameter to obtain
inertia-free attitude control. We noticed an increased settling time for both M2R-R and
M2R maneuvers when the controller time step was unknown.
We demonstrated robustness to scaling errors in the inertia and actuator models, if the
inertia model is smaller The results for inertia scaling showed increase control input when
the inertia was underestimated. When the modeling errors are on similar orders of mag-
nitude the impact on the settling time is small, on the order of 5 seconds difference from
nominal. Furthermore, incorrect modeling of the off-diagonal entries did not had a simi-
larly small effect on settling time.
These results sugggest that RCAC can be used as an inertia-free angular velocity and
attitude controller for detumbling (M2R-R), slews (M2R), and spinning maneuvers (M2S-
R and M2S) as long as the order of magnitude of the spacecraft inertia is known.
Robustness to actuator misalignments was also examined. Simulation results indicate
that RCAC is robust to thruster misalignments of up to 50 deg in all directions. Larger
misalignment errors result in RCAC entering a limit cycle due to the incorrect input-output
information provided by the Markov parameter.
The results for robustness to unmodeled but known saturation indicate that RCAC can
perform well regardless of the saturation level. Similarly unmodled on-off behavior is only
a problem with thrust resolutions higher then 0.5N-m.
Finally the results for unmodeled disturbances indicate that RCAC can reject a dis-
turbance constant in the body frame as long as the available torque is greater than the
disturbance magnitude. However, larger disturbance torques increase the settling time.
In summary, RCAC is a suitable method for attitude control using thrusters. Further-
more, the controller provides robustness to many common spacecraft design problems such
as mass property modeling error. Inaccurate alignment information on-off thruster behavior
and unmodeled disturbances.
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CHAPTER 5
Reaction Wheels
We extend the thruster control approach in [70] by utilizing reaction wheels with momentum-
storage capabilities as actuators. The momentum stored in the wheels introduces additional
nonlinearities in Euler’s equation as shown in [59]. These nonlinearities present an ad-
ditional challenge for the linear compensator produced by RCAC. The goal of this work
is to control the spacecraft without knowledge of the spacecraft or reaction-wheel iner-
tias. Specifically, we evaluate the closed-loop performance for motion-to-rest (M2R) ma-
neuvers. For these maneuvers the spacecraft has an arbitrary initial attitude and angular-
velocity, and the objective is to bring the spacecraft to rest at a specified inertial attitude.
We examine the relation between the spacecraft inertia, the reaction-wheel inertia, and the
closed-loop settling time. Furthermore, we investigate the effect of inertially constant dis-
turbance torques as well as noise and bias on the angular-velocity measurement.
First, we show that RCAC can complete the M2R maneuver using full information
of the mass properties of the spacecraft. Then, we remove the spacecraft and reaction-
wheel inertia information from the controller and examine the closed-loop settling time
for off-nominal spacecraft inertias. Thus, the controller uses limited knowledge of the
system. Finally, the algorithm is tested in the presence of disturbances, unknown actuator
misalignment, and noise and bias in the angular-velocity measurement.
5.1 Nonlinear Equations of Motion
We consider a single rigid body controlled by n reaction wheels wi which provide
on-board momentum storage. The translational motion of the spacecraft’s center of mass
is not considered. We assume that a body-fixed frame FB is defined for the spacecraft,
whose origin is chosen to be the center of mass c, and that an inertial frame FI is specified
for determining the attitude of the spacecraft. Furthermore, for i = 1, . . . , n, where n
is the number of reaction wheels, we define a wheel frame FWi which is attached to wi.
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Reaction wheels change the attitude of the spacecraft by changing the direction of the total
angular momentum in the body frame. Since reaction wheels store angular momentum,
(3.5) becomes,
→
J b/c
B•
⇀
ωB/I +
n∑
i=1
B•
⇀
Hwi/c/I = −
⇀
ωB/I ×
[
→
J b/c
⇀
ωB/I,+
n∑
i=1
⇀
Hwi/c/I
]
+
⇀
Mb. (5.1)
where n is the number of reaction wheels on the spacecraft and the angular momentum
⇀
Hwi/c/I of the ith reaction wheel relative to c with respect to FI, is given by
⇀
Hwi/c/I =
→
Jwi/c
⇀
ωB/I +
⇀
Hwi/c/B
=
→
Jwi/c
⇀
ωB/I +
⇀
Hwi/ci/B +
⇀
r c/ci ×mi
⇀
v c/ci/B
=
→
Jwi/c
⇀
ωB/I +
⇀
Hwi/ci/B (5.2)
where
→
Jwi/c is the physical inertia matrix of reaction wheel i relative to the spacecraft
center of mass, mi is the mass of the ith reaction wheel, and
⇀
r c/ci is the vector from the
center of mass of the ith wheel to the center of mass of the spacecraft. The velocity
⇀
v ci/c/B
of ci relative to c with respect to FB is zero since the actuators are rigidly attached to the
spacecraft bus.
We expand the inertia term
→
Jwi/c using Lemma 16
→
Jwi/c =
→
Jwi/ci −mi(
⇀
r
×
c/ci
)2, (5.3)
where
→
Jwi/ci is the physical inertia matrix of reaction wheel i relative to its center of mass
ci. The angular momentum
⇀
Hwi/ci/B of reaction wheel i relative to ci with respect to FB is
given by
⇀
Hwi/ci/B =
→
Jwi/ci
⇀
ωWi/B. (5.4)
where
⇀
ωWi/B is the angular velocity of FWi relative to FB. Therefore, the angular momen-
tum of the wi relative to c with respect to FI is given by
⇀
Hwi/c/I =
[→
Jwi/ci −mi(
⇀
r
×
c/ci
)2
]
⇀
ωB/I +
→
Jwi/ci
⇀
ωWi/B, (5.5)
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By differentiating (5.5) we obtain
B•
⇀
Hwi/c/I =
B•→J wi/ci −mi(⇀v×c/ci/B)2
⇀ωB/I + [→Jwi/ci −mi(⇀r×c/ci)2] B•⇀ωB/I
+
B•→
J wi/ci
⇀
ωWi/B +
→
Jwi/ci
B•
⇀
ωWi/B
=
B•→
J wi/ci
⇀
ωB/I +
→
Jwi/c
B•
⇀
ωB/I +
→
Jwi/ci
B•
⇀
ωWi/B . (5.6)
Since the alignment of the wheel frame and the body frame is fixed with respect to FB,
the inertia matrix frame derivative
B•→
J wi/ci is zero. Furthermore, we command the reaction
wheel acceleration, thus we define the ith wheel control input as
⇀
u i
4
=
B•
⇀
ωWi/B . (5.7)
Therefore, the reaction wheel angular momentum derivative is given by
B•
⇀
Hwi/c/I =
→
Jwi/c
B•
⇀
ωB/I +
→
Jwi/ci
⇀
u i. (5.8)
Figure 5.1: Wheel frame FWi , wheel angular velocity νi, and control input ui.
We resolve the quantities in (5.5) and (5.8) in the body frame FB. First, we resolve the
angular velocities in the in the ith wheel frame as shown in Figure 5.1,
⇀
ωWi/B
∣∣∣
Wi
= νie1,
⇀
u i
∣∣∣
Wi
= uie1, (5.9)
where ei is the ith column of the 3× 3 identity matrix, ui ∈ R is the acceleration command
to the ith wheel, and the ith wheel spins with an angular velocity νi ∈ R about the ıˆ axis of
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FWi which is evolves according to
ν˙i = ui (5.10)
Furthermore, we assume that each wheel is radially symmetric and let its spin axis moment
of inertia be αi, thus,
JWi
4
=
→
Jwi/ci
∣∣∣
Wi
=

αi 0 0
0 βi 0
0 0 βi
 , (5.11)
where βi denotes the moment of inertia about the remaining axes. Next, we resolve these
quantities in the body frame and obtain
⇀
ωWi/B
∣∣∣
B
= Oie1νi,
⇀
u i
∣∣∣
B
= Oie1ui,
→
Jwi/ci
∣∣∣
B
= OiJWiO
T
i , (5.12)
where the orientation matrix
Oi
4
=
→
RBi/Wi
∣∣∣T
B
, O˙i = uie
×
1 Oi, (5.13)
transforms vectors resolved in FWi into vectors resolved in FB. Finally, we define the
notation
R
4
=
→
RB/I
∣∣∣
B
, ω
4
=
⇀
ωB/I
∣∣∣
B
, ω˙
4
=
B•
⇀
ωB/I
∣∣∣∣∣
B
,
τdist
4
=
⇀
Mb
∣∣∣
B
, Jb
4
=
→
J b/c
∣∣∣
B
, ri
4
=
⇀
r c/ci
∣∣∣
B
.
Resolving the reaction wheel angular momentum (5.5) in the body frame yields
⇀
Hwi/c/I
∣∣∣
B
=
[
OiJWiO
T
i −mi(r×i )2
]
ω + OiJWiO
T
i Oie1νi,
=
[
OiJWiO
T
i −mi(r×i )2
]
ω + Oie1αiνi, (5.14)
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its body-frame derivative (5.8) resolved in FB is
B•
⇀
Hwi/c/I
∣∣∣∣∣∣
B
=
[
OiJWiO
T
i −mi(r×i )2
]
ω˙ + OiJWiO
T
i Oie1ui
=
[
OiJWiO
T
i −mi(r×i )2
]
ω˙ + Oie1αiui. (5.15)
We use (5.14) and (5.15) to evaluate the summation terms in (5.1) . Thus,
n∑
i=1
⇀
Hwi/c/I
∣∣∣∣∣
B
=
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
ω + Oie1αiνi
=
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
ω +BWν (5.16)
where the ith column of BW is given by
BWi
4
= αiOie1 ∈ R3 (5.17)
and
ν
4
=
[
ν1 ν2 · · · νn
]T
∈ Rn. (5.18)
Similarly, the frame derivative summation term is given by
n∑
i=1
B•
⇀
Hwi/c/I
∣∣∣∣∣∣
B
=
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
ω˙ + Oie1αiui
=
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
ω˙ +BWu, (5.19)
where
u
4
=
[
u1 u2 · · · un
]T
. (5.20)
Finally, resolving (5.1) in FB yields
Jbω˙ +
n∑
i=1
B•
⇀
Hwi/c/I
∣∣∣∣∣∣
B
= −ω×
(
Jbω +
n∑
i=1
⇀
Hwi/c/I
∣∣∣∣∣
B
)
+ τdist. (5.21)
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Substituting (5.16) and (5.19) into (5.21) yields the equation of motion,
Jbω˙ +
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
ω˙ +BWu =
− ω×
(
Jbω +
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
ω +BWν
)
+ τdist.
Therefore Euler’s equation for a spacecraft actuated by reaction wheels is given by
Jω˙ = −ω× (Jω −Bscν) +Bscu+ τdist, (5.22)
where ω ∈ R3 is the angular-velocity of the spacecraft frame with respect to the inertial
frame resolved in the spacecraft frame, J ∈ R3×3 is the constant, positive-definite inertia
matrix of the spacecraft, given by
J
4
= Jb +
n∑
i=1
[
OiJWiO
T
i −mi(r×i )2
]
, (5.23)
B]rmsc = −BW, (5.24)
and τdist ∈ R3 represents all internal and external disturbance torques applied to the space-
craft bus. The equations of motion for a spacecraft actuated by reaction wheels are given
by Euler’s equation (5.22), Poisson’s equation,
R˙ = Rω×, (5.25)
and the reaction-wheel dynamics
ν˙ = u, (5.26)
where ν ∈ Rnw is a vector composed of the angular-rate of each reaction-wheel with respect
to the spacecraft frame, u ∈ Rnw is a vector composed of the control input to each wheel,
which has units of angular acceleration.
Furthermore,R ∈ R3×3 is the proper orthogonal matrix (that is, the rotation matrix) that
transforms the components of a vector resolved in the spacecraft frame into the components
of the same vector resolved in the inertial frame and ω× is the skew-symmetric cross-
product matrix of ω. Finally, αi is the positive moment of inertia about the rotation axis of
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the ith reaction-wheel, Oi ∈ R3×3 is the rotation matrix that transforms the components of
a vector resolved in the ith reaction-wheel frame into the components of the same vector
resolved in the spacecraft body frame, and eWi ∈ R3 is the unit vector that represents
the direction of the ith reaction-wheel’s spin axis resolved in the ith wheel frame. For
convenience, in (5.22), (5.25), and (5.26) we omit the argument t, recognizing that ω, R, ν,
u, and τdist are time-varying quantities.
5.1.1 Error Dynamics
The objective of the attitude control problem is to determine control inputs such that the
spacecraft attitude given by R follows a commanded attitude trajectory given by a possibly
time-varying C1 rotation matrix Rd(t). For t ≥ 0, Rd(t) is given by
R˙d(t) = Rd(t)ωd(t)
×, (5.27)
Rd(0) = Rd0, (5.28)
where ωd is the desired, possibly time-varying angular velocity of the spacecraft relative to
the inertial frame. The attitude error, that is, the rotation between R(t) and Rd(t), is given
by
R˜
4
= RTdR, (5.29)
which satisfies Poisson’s equation
˙˜R = R˜ω˜×, (5.30)
where the angular-velocity error ω˜ is defined by
ω˜
4
= ω − R˜Tωd. (5.31)
We rewrite (5.22) in terms of the angular-velocity error as
J ˙˜ω =[J(ω˜ + R˜Tωd)−Bscν]× (ω˜ + R˜Tωd)
+ J(ω˜ × R˜Tωd − R˜Tω˙d) +Bscu+ zdist. (5.32)
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5.2 RCAC Parameters for Attitude Control
RCAC requires a vector performance variable, thus, the attitude-error R˜ given by Pois-
son’s equation (5.30) cannot be used directly. As in [70], we reformulate the attitude-error
dynamics using the vector parameter S presented in [58].
For i = 1, 2, 3, let ei denote the ith column of the 3× 3 identity matrix, and let Aatt =
diag(a1, a2, a3) be a diagonal positive-definite matrix. Then
S
4
=
3∑
1
ai
(
R˜Tei
)
× ei ∈ R3 (5.33)
is a vector measure of attitude-error. Thus, we define the performance variable for the
attitude control problem as
z
4
=
ω˜
S
 ∈ R6. (5.34)
5.2.1 Baseline Markov Parameter
We utilize the procedure outlined in [70] to compute a baseline Markov parameter for
the spacecraft system through linearization of the error dynamics in (5.30) and (5.32). We
parameterize the SO(3) attitude-error R˜ using the vector
r˜
4
=
[
r˜1 r˜2 r˜3
]T
∈ R9, (5.35)
where r˜i ∈ R1×3 is the ith row of the rotation matrix R˜. Then, the attitude-error dynamics
in (5.30) become
˙˜r =

−ω˜×
−ω˜×
−ω˜×
 r˜. (5.36)
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We rewrite Euler’s equation in (5.31) as
J ˙˜ω = [J (ω˜ +D(ωd)r˜)−Bscν]× [ω˜ +D(ωd)r˜]
+ J [ω˜ ×D(ωd)r˜ −D(ω˙d)r˜] +Bscu+ zdist. (5.37)
The operator D(x) : R3 → R3×9 is
D(x)
4
=
[
x1I3 x2I3 x3I3
]
, (5.38)
where xi for i = 1, 2, 3, is the ith component of x.
We construct a state vector by stacking the angular-velocity error ω˜, the attitude-error r˜,
and the reaction-wheel angular-rates ν. We define our system using this state vector and the
rewritten error dynamics in (5.36) and (5.37) combined with the reaction wheel dynamics
in (5.26).
We linearize the system by computing a Jacobian about the equilibrium
xTe =
[
ω˜Te r˜
T
e ν
T
e
]T
. The derivative of (5.37) with respect to ω˜, r˜, and ν are
∂ ˙˜ω
∂ω˜
= J−1
[− (ω˜e +D(ωd)r˜e)× J
+ [J (ω˜e +D(ωd)r˜e)−Bscν]×
]− (D(ωd)r˜e)× , (5.39)
∂ ˙˜ω
∂r˜
= J−1
[− (ω˜e +D(ωd)r˜e)× JD(ωd)
+ [J (ω˜e +D(ωd)r˜e)−Bscν]×D(ωd)
]
+ ω˜×e D(ωd)−D(ω˙d), (5.40)
∂ ˙˜ω
∂ν
= − J−1 [ω˜e +D(ωd)r˜e]×Bsc. (5.41)
Next, we write the derivative for each row r˜i of R˜ as
˙˜ri = (r˜i × ω˜)T. (5.42)
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Then, the derivatives of (5.42) with respect to ω˜, r˜j , and ν are,
∂ ˙˜ri
∂ω˜
= −r˜×e,i, for i = 1, 2, 3, (5.43)
∂ ˙˜ri
∂r˜j
=
[
−ω˜× ∂r˜i
∂r˜j
+ r˜×i
∂ω˜
∂r˜j
]T
, (5.44)
∂ ˙˜ri
∂ν
= 0, for i = 1, 2, 3. (5.45)
where
∂r˜i
∂r˜j
=

I3, i = j,
03×3, i 6= j,
∂ω˜
∂r˜j
=

D(ωd)
[
I3 0 0
]T
, j = 1,
D(ωd)
[
0 I3 0
]T
, j = 2,
D(ωd)
[
0 0 I3
]T
, j = 3.
Finally, the Jacobian for the reaction-wheel dynamics (5.26) is
∂ν˙
∂x
= 0. (5.46)
We obtain the input matrix by differentiating (5.37), (5.42), and (5.26) with respect to
the control input u which yields
Bc =

J−1Bsc
09×nw
RW1eW1
...
RWnw eWnw

. (5.47)
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We rewrite the attitude parameter S in terms of the attitude state r˜ to compute the output
matrices.
S = −MaRar˜, (5.48)
where
Ma
4
=
[
e×1 e
×
2 e
×
3
]
, Ra
4
=

a1I3
a2I3
a3I3
 .
Thus,
C =
 I3 03×9 03×nw
03×3 Ma 03×nw
 . (5.49)
We obtain the discrete-time dynamics matrix from
A = eAch, (5.50)
where Ac is the Jacobian constructed from the derivatives in (5.39) - (5.46) and h is the
controller time step. The discrete-time input matrix is given by
B =
∫ h
0
eAτdτBc. (5.51)
The discrete-time output matrices are E1 = C and Dd = 0.
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5.3 M2R Examples
Consider a rigid body whose inertia matrix relative to its center of mass resolved in the
body frame is
J0 =

5 −0.1 −0.5
−0.1 2 1
−0.5 1 3.5
 kg-m2. (5.52)
We use nw = 3 reaction wheels whose rotational-axis moments of inertia are α0i = 0.1
kg/m2 for i = 1, 2, 3. The wheel spin axes are chosen such that eWi = e1, for i = 1, 2, 3,
are aligned orthogonally. Thus, the actuator matrix Bsc in (5.32) becomes
Bsc = −0.1I3. (5.53)
The spacecraft’s initial motion is described by
ω(0) =
0.1√
3
[
1 −1 1
]T
rad/sec (5.54)
with the reaction-wheels initially at rest so that
νi(0) =
[
0 0 0
]T
rad/sec, for i = 1, 2, 3. (5.55)
The spacecraft’s initial attitude is given by R(0) = I3. The goal of the controller is to bring
the spacecraft to rest with an attitude corresponding to an eigenaxis rotation of 40◦ about
the body direction
[
1 1 1
]T
.
The controller order is set to nc = 3, the recursive cost weighting R = I , the initial
controller coefficients and the initial covariance are set to θ(0) = 0 and P (0) = 100I , and
the attitude parameter weights for S in (5.33) are given by a1 = 1, a2 = 2, and a3 = 3. To
compute the baseline Markov parameter, we compute the Jacobian about the equilibrium
ω˜e = 0, R˜e = I3, νe = 0. Then, the first Markov parameter for the linearized system is
H1
4
= E1B =
 hJ−1Bsc
1
2
h2MaRaM
T
a J
−1Bsc
 . (5.56)
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As in [70], we saturate the control input proportionally, by scaling the control vector as
usat =

u, u ∈ B,
ηu, u /∈ B,
(5.57)
where B is a boundary defined by the saturation limits and η is the maximum scaling
possible such that usat ∈ B, that is,
η = max
η∈(0,1]
{η : ηu ∈ B}. (5.58)
we limit the magnitude of the angular acceleration of each wheel to 1 rad/sec2.
5.3.1 Robustnes to Inertia Uncertainty
To evaluate the robustness of RCAC to inertia uncertainty, we examine the relationship
between the Markov parameter and the spacecraft and reaction wheel inertias. We introduce
two inertia-free Markov parameters Hˆ1 and Hˆ′1. The first inertia-free Markov parameter
Hˆ1, does not have information about the spacecraft inertia J , that is
Hˆ1
4
=
 hBsc
1
2
h2MaRaM
T
a Bsc
 . (5.59)
The second inertia-free Markov parameter, Hˆ′1 does not contain information about either
the spacecraft inertia J or the reaction wheel inertias α0i , thus
Hˆ′1
4
=
 hBˆsc
1
2
h2MaRaM
T
a Bˆsc
 , (5.60)
where the columns of the inertia-free Bˆsc are given by
bˆi = −RWieWi . (5.61)
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Thus, the Markov parameter Hˆ′1 is inertia-free but uses the actuator alignment information
in Bˆsc. Figure 5.2 compares the eigenaxis attitude error,
θeig
4
= cos−1
1
2
(
tr R˜− 1
)
, (5.62)
using the baseline and inertia-free Markov parameters H1, Hˆ1, and Hˆ′1.
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Figure 5.2: Eigenaxis attitude-error for a M2R maneuver on a log scale. RCAC reaches the
commanded attitude using the baseline Markov parameter H1, the spacecraft-inertia-free
parameter Hˆ1, and the inertia-free parameter Hˆ′1.
Figure 5.2 shows that removing the inertia information affects increases the steady state
error. Furthermore, also removing the reaction wheel inertia approximately doubles the
settling time.
Next, we scale the inertia matrix and compare the settling time for various spacecraft
inertias given by Jsc = βJ0 for β > 0. To evaluate the closed-loop performance, we define
the settling time tss as the time needed to bring the eigenaxis attitude-error within a bound
θss, that is,
θeig(t) ≤ θss, for all t ≥ tss.
In the following examples θss = 1 deg and we use the inertia-free Markov parameter Hˆ′1 in
(5.60).
Figure 5.3 shows that, for the Markov parameter Hˆ′1, the settling time increases as the
inertia of the spacecraft increases. This result is expected and is due to the decrease of
control authority of the fixed-size reaction wheels. As the spacecraft inertia increases, the
reaction wheels have a smaller effect on the angular acceleration ω˙. However, the steady
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state error is less than 1 × 10−7 radians and the settling time is within 200 seconds which
is acceptable for many spacecraft applications.
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Figure 5.3: M2R settling time tss as a function of spacecraft inertia scaling β for fixed
wheel inertias α0i . As the spacecraft inertia increases, RCAC requires more time to reach
the commanded attitude.
5.3.1.1 Unmodeled Inertia Changes
We examine the effect unmodeled variations in the spacecraft inertia Jsc and the wheel
inertias JWi have on the settling time of the M2R maneuver. Let the centroid inertia matrix
be given by J3 = diag (10, 8.33, 5). Then we set the spacecraft inertia to be a value between
J3 and other inertias according to
J = (1− α)J3 + αJi, for (5.63)
where, for i = 1, 2, 4, 5, Ji is given by
J1 = 10I3, J2 = diag (10, 10, 5) J4 = diag(10, 5, 5) J5 = diag(10, 10, 0.1).
J1 represents a sphere, J2 is a cylinder, J4 is a thin disk and J5 is a thin cylinder.
Figure 5.4 shows the settling time for the M2R maneuver as we vary the weighting α.
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Figure 5.4: M2R settling time for RCAC using reaction wheels. The inertia J starts at
the centroid value J3 and moves toward the sphere J1, cylinder J2, thin disk J4, and thin
cylinder J5 according to (4.56). The saturation level is set at 0.1 rad/sec2.
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Next, let J = J3 and let the reaction wheel spin axis inertias JWi = αJ . Figure 5.5.
shows the effect of changes in the reaction wheel inertia on the settling time of the M2R
maneuver.
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Figure 5.5: M2R closed-loop performance for RCAC using reaction wheels. Settling time
as a function of the reaction wheel spin axis inertia αJ . The saturation level is set at 0.1
rad/sec2.
5.3.2 Frame Rotation and Actuator Misalignment
We evaluate the robustness of RCAC to unknown inertia rotations for the M2R maneu-
ver. First, we examine the effect of unmodeled off-diagonal inertia terms in J on the M2R
settling time. This is equivalent to unmodeled rotation of the FB relative to a principal axis
frame. Let
J = RJ0R
T, (5.64)
where J0 is given by (5.52) and R(φ, nˆ) ∈ R3×3 is given by
R(φ, nˆ) = cos(φ)I3 + [1− cos(φ)]nˆnˆT + sin(φ)nˆ×, (5.65)
where φ is the misalignment angle and nˆ is the misalignment axis. Figure 5.6 shows that
RCAC can complete the M2R maneuver for all possible single-axis rotations of FB relative
to a principal axis frame.
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Figure 5.6: Settling time tss as a function of the angle φ for different rotation axes nˆ. RCAC
can complete the maneuver for all single axis rotations of the actuator and sensor axes.
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Next, we misalign the reaction-wheels by applying an unknown rotation R according
to (5.65) so that the columns of the actuator matrix Bsc become
bi = −αiRRWieWi . (5.66)
We vary the angle φ and consider the misalignment axes
nˆ1 = e1, nˆ2 = e2, nˆ3 = e3.
We use the Markov parameter Hˆ′1 in (5.60), which does not assume knowledge of the
misalignment information R or the inertia Jsc. Figure 5.7 shows that, as the misalignment
angle increases, RCAC requires more time to settle, which reflects the lack of alignment
information in the Markov parameter Hˆ′1.
−80 −60 −40 −20 0 20 40 60 80
0
1000
2000
3000
4000
5000
6000
φ (deg)
Se
ttl
in
g 
Ti
m
e 
(se
c)
 
 
n = [1 0 0]
n = [0 1 0]
n = [0 0 1]
Figure 5.7: Settling time tss as a function of the actuator misalignment angle φ. RCAC is
robust to single-axis misalignments up to 20 deg about all three axes.
5.3.3 Constant Disturbance Torque
We examine the performance of RCAC under the presence of a disturbance torque that
is inertially constant such as solar radiation pressure. We test three different cases using
the constant magnitude disturbance
τdist = R
Td0nˆd, (5.67)
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where d0 is the disturbance magnitude and nˆ is the disturbance vector direction resolved
in the inertial frame. Figure 5.8 shows the eigenaxis attitude-error for a disturbance of
magnitude d0 = 1× 10−4 N-m with various inertial directions.
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Figure 5.8: Eigenaxis attitude-error on a log scale for an inertially constant disturbance
torque with magnitude d0 = 1 × 10−4 N-m and for different inertial directions nˆd; the
direction e123 = 1√3 [1 1 1]
T. RCAC can complete the maneuver under a constant, single-
axis disturbance torque using the inertia-free Markov parameter Hˆ′1.
5.3.4 Noise and Bias
We introduce noise and bias into the angular-velocity measurement and examine the
impact on the settling time. Let the measured angular velocity be given by
yω = ω + b+ νω, (5.68)
where b ∈ R3 is a constant bias and νω is white Gaussian noise. Figure 5.9 shows the
eigenaxis attitude error when the angular velocity measurement is corrupted by a constant
biases b = b0
[
1 1 1
]T
and Gaussian white noise with variance σ2ω = 10
−12 rad/sec.
Since the angular-velocity measurement is included in the performance variable, the steady-
state error increases as the bias magnitude increases.
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Figure 5.9: Eigenaxis attitude error on a log scale for noise and bias in the angular-velocity
measurement. As the bias increases, the steady-state error increases.
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5.3.5 M2S Maneuvers Using Reaction Wheels
For the M2S maneuver, we again take the spacecraft inertia to be J = J3, the reaction
wheel inertias JWi = 0.1 kg-m
2 and let the spacecraft be initially at rest so that R(0) = I .
As in the thruster examples, we test four maneuvers: spins about each of the principal axes
and a spin about a non-principal axis.
For the desired attitude, we command an 40 deg eigenaxis rotation about the vector[
1 1 1
]T
. The desired attitude evolves according to R˙d = Rdω×. Figure 5.10 shows
the closed-loop response for the M2S maneuver.
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Figure 5.10: M2S performance for RCAC using reaction wheels. The spacecraft is com-
manded to spin about each principal axis as well as a non-principal axis. The number of
previous time steps in the retrospective cost is set to s = 1 and use the inertia-free Markov
parameter Hˆ′1 in (5.60). The saturation level is set at 0.1 rad/sec
2.
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5.4 Conclusion
RCAC was shown to achieve attitude command following for motion-to-rest maneuvers
using reaction wheels. Dependence on the inertia of the spacecraft bus and the spin axis
moment of inertia of the reaction wheels was removed from the Markov parameter. There-
fore, an inertia-free controller was shown to achieve command following for spacecraft
under various off-nominal conditions.
The inertia-free Markov parameter enabled RCAC to reach the desired attitude with
acceptable levels of steady state error (10−8rad) and settling time (< 30sec). Numerical
studies demonstrated robustness to scaling errors in the spacecraft inertia model as well as
robustness to unknown single-axis misalignments of the reaction wheel spin axes. Further-
more, RCAC is able to handle unmodeled inertially constant disturbances.
Finally, we introduced Gaussian white noise and bias in the angular-velocity measure-
ment and showed that the controller is stable can reach the desired attitude.
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CHAPTER 6
Magnetic Torquers
Magnetic coils are commonly used to reduce momentum in spacecraft that use mo-
mentum storage devices such as reaction wheels [82]. Magnetic actuators are also used
to de-spin spacecraft after launch vehicle separation [83]. However, the torque produced
by the coils is constrained to the plane orthogonal to the Earth’s local magnetic field vec-
tor. This lack of instantaneous controllability along with low-torque capability, and low
pointing accuracy make magnetic coils impractical for three-axis attitude control of large
spacecraft. Yet, as the size of the spacecraft decreases and pointing accuracy requirements
are relaxed, the benefits of magnetic coils, such as small size, ease of manufacturing, and
low power consumption, outweigh the challenges in the design and operation of these con-
trol systems [84]. Thus, the application of active magnetic coils for three-axis attitude
control of small spacecraft has gained interest in recent years [85].
Attitude regulation methods for magnetic control typically rely on a model of the space-
craft dynamics and kinematics, the spacecraft mass properties, and a model of the magnetic
field. Control techniques include proportional-derivative control, optimal control, and non-
linear methods [86]. However, these methods may fail when accurate modeling informa-
tion is not available. Thus, a control law that reduces the required modeling information is
desired.
We develop a controller that utilizes measurements of the local magnetic field without
knowledge of the mass properties. We apply retrospective cost adaptive control (RCAC)
to spacecraft attitude control using magnetic torquers. Specifically, we modify the RCAC
formulation to accommodate the rank deficiency of the input matrix. We compare two
approaches to address the rank deficiency and time-varying nature of the input matrix.
The first approach utilizes an average of the magnetic field based on a-priori knowledge,
whereas the second approach uses three multi-input, single-output controllers. RCAC uses
no information about the spacecraft inertia, and model information is limited to the input-
output relation given by the first Markov parameter, which is computed from an inertia-
free linearization of Euler’s and Poisson’s equations. We compare the performance of both
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algorithm variants. Given a spacecraft with arbitrary initial angular rate and initial attitude,
the objective of the first maneuver to bring the spacecraft to rest at a specified attitude. For
the second maneuver we wish to spin about an inertially pointed body axis.
6.1 Spacecraft Model
Magnetic torquers are composed of electric coils which generate a current which in
turn creates a local magnetic field. The magnetic field created by the coils interacts with
the Earth’s magnetic field
⇀
b and produces a torque on the spacecraft,
⇀
M coil = −
⇀
b
×⇀
d (6.1)
where
⇀
d is the combined magnetic dipole produced by the magnetic torquers.
Since magnetic torquers do not store momentum, Euler’s equation for a spacecraft con-
trolled by magnetic torquers is given by
→
J b/c
B•
⇀
ωB/I = −⇀ωB/I ×
→
J b/c
⇀
ωB/I −
⇀
b
×⇀
d +
⇀
M sc. (6.2)
We define the notation,
Jsc
4
=
→
J b/c
∣∣∣
B
, ω
4
=
⇀
ωB/I
∣∣∣
B
, d
4
=
⇀
d
∣∣∣
B
, b(t)
4
=
⇀
b
∣∣∣
B
, τdist
4
=
⇀
M sc
∣∣∣
B
. (6.3)
We resolve (6.2) in the body frame and obtain the dynamics for a spacecraft actuated by
magnetic torquers
Jscω = −ω×Jscω − b(t)×d+ τdist. (6.4)
The attitude is given by
R˙ = Rω×. (6.5)
The vector τdist represents disturbance torques, that is, all internal and external torques
applied to the spacecraft aside from control torques. These disturbances may be due to
onboard components, gravity gradients, solar pressure, atmospheric drag, or the ambient
magnetic field. For convenience in (6.4) and (6.5) we omit the argument t, recognizing that
ω,R, d, and τdist are time-varying quantities.
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6.1.1 Magnetic Dipole Allocation
Let the command u computed by RCAC be the desired torque. The magnetic coils
must generate the desired torque u using a magnetic dipole command d. The resulting
dipole creates a torque vector that is orthogonal to the local, time-varying magnetic field
b(t) ∈ R3. Given the control torque u commanded by RCAC we must compute the required
dipole d.
The torque obtained from a magnetic dipole d(t) and the Earth’s magnetic field b(t) is
given by
τ(t) = −b(t)×d(t). (6.6)
Replacing τ in (6.6) with the desired control torque u and solving for d yields
d(t) = −b(t)×+u = b(t)
×
b(t)Tb(t)
u. (6.7)
where the generalized inverse of the skew-symmetric matrix b(t)× is given by
b(t)×+ = − b(t)
×
b(t)Tb(t)
. (6.8)
The generalized inverse b(t)×+ projects the desired torque onto the plane orthogonal
to b(t) and allocates the necessary dipole d(t). Thus, the control torque applied to the
spacecraft is given by
τ(t) = −b(t)×d(t) = Bsc(t)u, (6.9)
where
Bsc(t)
4
=
−b(t)×b(t)×
b(t)Tb(t)
. (6.10)
Note that, for all t, rank Bsc(t) = 2. Using (6.9) we write (6.4) as
Jscω = −ω×Jscω +Bscu+ τdist. (6.11)
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6.2 Modifications to RCAC for Magnetic Control
Let the performance z be given by
z =
 ω˜∑3
i=1 aiei × R˜ei
 . (6.12)
where R˜ = RTdR, and for i = 1, 2, 3, ei is the ith column of the 3×3 identity matrix, and the
positive scalars ai are distinct. Linearizing the spacecraft dynamics and using convolution
we can write (6.12) as
z(k) = E1Ax(k − 1) +Hu(k − 1), (6.13)
where
A =
 I3 03×9
−hMTa I9
 , (6.14)
B =
 hJ−1SCBSC
−h2
2
MTa J
−1
SCBSC
 , (6.15)
E1 =
 I3 03×9
03×3 −MaRa
 . (6.16)
The Markov parameter for the linearized spacecraft equations controlled by magnetic tor-
quers is given by
H = E1B =
 hJ−1sc Bsc
1
2
h2MaRaM
T
a J
−1
sc Bsc
 , (6.17)
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where
Ma =
[
e×1 e
×
2 e
×
3
]
∈ R3×9, (6.18)
Ra =

a1I3
a2I3
a3I3
 ∈ R9×9. (6.19)
We remove the inertia information from H and define
H
4
= α
 hBsc
1
2
h2MaRaM
T
a Bsc
 , (6.20)
where α is a positive scalar.
6.2.1 Cost Function
The 2-step retrospective cost function is given by
J (ˆ¯U(k − 1), k) = ˆ¯U(k − 1)TA(k) ˆ¯U(k − 1) + ˆ¯UT(k − 1)BT(k) ˆ¯U + C(k), (6.21)
where
A(k)
4
= H¯TRZ(k)H¯ +RU(k), (6.22)
B(k)
4
= 2H¯TRZ(k)[Z¯(k)− H¯U¯(k − 1)], (6.23)
C(k)
4
= Z¯T(k)RZ(k)Z¯(k)− 2Z¯T(k)RZ(k)H¯U¯(k − 1) + U¯T(k − 1)H¯TRZ(k)H¯U¯(k − 1),
(6.24)
RZ , RU are positive-definite, H¯ contains the Markov parameters, and U¯(k), Z¯(k) are stacks
of previous controls and previous performances, respectively. If A(k) is positive definite,
the unique minimizer for J(U¯(k − 1), k) is
ˆ¯U(k − 1) = −1
2
A−1(k)B(k). (6.25)
The magnetic constraints on the control torque introduce additional difficulties in the
computation of the retrospective controls ˆ¯U(k − 1) in (6.25) and the implementation of
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the control input u(k). We develop two methods for managing the rank deficiency in the
Markov parameter caused by the singular input matrix.
6.3 Rank deficiency of Bsc
In previous approaches to spacecraft attitude control [70], [71], [73], RCAC was set up
as a multi-input, multi-output controller. The input matrix Bsc(t) in (6.11) is used to com-
pute the Markov parameter. However, since b(t)× is skew symmetric, H¯ is rank deficient,
which prevents the inversion of A in (6.25) in the absence of the control weighting matrix
RU . Although it is possible to create a full rank A by using the control weighting matrix
RU , numerical studies suggest that this does not result in a successful control law.
Thus, to ensure that the product H¯TRZH¯ in (6.22) is invertible, we propose two modifi-
cations to the previous attitude control RCAC implementations. The first approach utilizes
the average of the input matrix Bsc(t). This average matrix is shown in [87] to have full-
rank for orbits that are non-equatorial, thus the resulting Markov parameter is left invertible.
The second approach uses an alternate control architecture including three separate multi-
input, single-output RCAC controllers instead of one multi-input, multi-output controller.
6.3.1 Averaged Markov parameter
Define the input matrix Bsc(t) resolved in the ECI frame as
Bsc(t)
∣∣∣
ECI
= B′sc(t)
4
=
−b′(t)×b′(t)×
b′(t)Tb′(t)
(6.26)
where b′(t) is the magnetic field vector resolved in the ECI frame. Next, we compute the
average of B′sc(t) over several orbits
B˜′sc = lim
T→∞
1
T
∫ T
0
B′sc(t)dt. (6.27)
The averaged input matrix (6.27) is used to prove controllability and stability in [87]. We
use this approach to obtain a full rank Markov parameter for RCAC. First, we transform
the averaged input matrix into the spacecraft body frame
B˜sc
4
= B˜′sc
∣∣∣
B
= RTB˜′scR. (6.28)
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Then, using the average matrix in resolved in the body frame we construct the average
Markov parameter
H˜ = α
 hJ−1sc B˜sc
1
2
h2MaRaM
T
a J
−1
sc B˜sc
 . (6.29)
We remove the inertia and obtain,
H˜ = α
 hB˜sc
1
2
h2MaRaM
T
a B˜sc
 , (6.30)
which is left invertible for non-equatorial orbits.
6.3.2 Decentralized RCAC
For the second method, we synthesize the desired torque u using three independent
multi-input single-output RCAC control loops. A similar architecture is used in [88] for
angular velocity control using a heuristic approach to controller construction. We define
the performance for each RCAC block as
zi(k)
4
=
 ω˜i
Si
 = C ′iz(k), (6.31)
where Si and ω˜i are the ith components of S and ω˜, respectively, and
C ′i
4
=
 eTi 01×3
01×3 eTi
 . (6.32)
We rewrite (6.31) as
zi(k) = C
′
iE1Ax(k − 1) +
3∑
j=1
C ′iE1Bejuj(k − 1), (6.33)
where uj(k) is the jth component of u(k).
To compute the Markov parameter we assume that the sensor and actuator frames are
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Parameter Value
Inclination 87◦
Radius 450 [km]
Right ascension of ascending node 0
Argument of perigee 0
Mean anomaly 0
Period (Torbit) 5615 [sec]
Table 6.1: Orbital parameters.
aligned and that each component of the performance z(k) is only affected by the corre-
sponding component of the control u(k − 1) such that
zi(k) ≈ C ′iE1Ax(k − 1) + C ′iE1Beiui(k − 1). (6.34)
Thus, the Markov parameter for the ith multi-input, single-output RCAC is
Hi(t) = C
′
iE1Bei (6.35)
=
 heTi J−1sc Bsc(t)
1
2
h2eTi MaRaM
T
a J
−1
sc Bsc(t)
 ei. (6.36)
Removing the inertia yields
H ′i(t)
4
=
 heTi Bsc(t)
1
2
h2eTi MaRaM
T
a Bsc(t)
 ei, (6.37)
which is left invertible. This approach ignores the coupling between axes and only requires
knowledge of the alignment between actuators and sensors.
6.4 Numerical Examples
Consider a rigid spacecraft around a high-inclination circular orbit given by the orbital
parameters in Table 6.1. The magnetic field is computed using the International Geomag-
netic Reference Field (IGRF) model [89]. Furthermore, all disturbances zd are assumed to
99
parameter Value
nc 10
P0 100I
RU 10I
s Torbit
h
θ0 0
a1 1
a2 2
a3 3
h 10 [sec]
α 0.1
Table 6.2: RCAC parameters.
be zero. The RCAC parameters used are shown in Table 6.2. Furthermore, the performance
weighting is given by
RZ =
 I3 0
0 2I3
 , (6.38)
where  is a positive number. The scaling requirements between the angular velocity and
attitude error terms is explained in [87]. For the M2R examples, we set  = 10−5.
6.4.1 M2R Examples
Let the initial motion of the spacecraft be described by
ω(0) = 0.001
[
0 −1 0
]T
rad/sec. (6.39)
We describe the initial and desired attitudes using eigenaxis rotations as defined by Ro-
drigues’ equation
R(θe, nˆe) = cos(θe)I3 + (1− cos(θe))nenTe + sin(θe)n×e , (6.40)
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where θe is the eigenangle and nˆe ∈ R3 is the eigenaxis. Thus, the initial attitude be given
by an eigenaxis rotation of θ0 = 90◦ about the vector
n0 =
[
−0.03 −0.9 0.03
]T
. (6.41)
The goal of the controller is to bring the spacecraft to rest, that is, ωd = 0, at the inertial
attitude given by the eigenaxis rotation of θd = 96◦ about the vector
nd =
[
1 1 −1
]T
. (6.42)
We test the M2R maneuver on three different rigid bodies, namely, a sphere, a cylinder, and
an arbitrary body.
We assume that the sensor and actuator axes are aligned such that the inertia matrices
resolved in the body frame are given by
Jsphere = diag(10, 10, 10) kg-m2, (6.43)
Jcylinder = diag(10, 10, 5) kg-m2, (6.44)
Jarbitrary =

5 −0.1 −0.5
−0.1 2 1
−0.5 1 3.5
 kg-m2. (6.45)
We compare the performance of both approaches to magnetic control for the M2R ma-
neuver using the inertias in (6.43), (6.44), and (6.45). Figure 6.1 shows the results for the
sphere inertia, Figure 6.2 shows the results for the cylinder inertia, and Figure 6.3 shows
the results for the arbitrary inertia. The dipoles shown in the examples indicate that both
implementations, averaged and decentralized, command dipoles of the same magnitude
given the same tuning parameters in Table 6.2. Thus, we compare both approaches based
on settling time of the eigenaxis attitude error θeig. For all three inertias, the centralized
approach based on the average Markov parameter H˜ settles faster than the decentralized
version based on the Markov parameter H ′i.
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erage Markov parameter H˜
0 10 20 30 40 50
−12
−10
−8
−6
−4
−2
0
2
4
x 10−4
Orbits
ω
 
[ra
d/s
ec
]
 
 
ω1
ω2
ω3
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(f) Magnetic dipole for decentralized RCAC
Figure 6.1: Performance comparison of RCAC using the average Markov parameter H˜
versus the decentralized approach for the M2R maneuver for a spherical spacecraft with
inertia Jsphere in (6.43).
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(b) Eigenaxis attitude error for decentralized RCAC
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(d) Angular velocity for decentralized RCAC
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Figure 6.2: Performance comparison of RCAC using the average Markov parameter H˜
versus the decentralized approach for the M2R maneuver for a cylindrical spacecraft with
inertia Jcylinder in (6.44).
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(b) Eigenaxis attitude error for decentralized RCAC
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erage Markov parameter H˜
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Figure 6.3: Performance comparison of RCAC using the average Markov parameter H˜
versus the decentralized approach for the M2R maneuver for the arbitrary inertia Jarbitrary
in (6.45).
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The advantage of the centralized controller can be attributed to the information about
coupling of the axes in the average input matrix B˜sc. The loss of information caused by
decoupling the input and output relations in (6.37) increases the settling time of the decen-
tralized architecture in the presence of the real time input matrix Bsc(t).
We can also compare these approaches based on algorithm complexity and execution
time. The order of the controller affects the memory requirements and time required to
compute each control iteration. This is an important factor for the application of these con-
trol laws on small spacecraft. For a controller of order nc, the averaged Markov parameter
method needs to compute lunc(lu + lz) = 27nc parameters. In contrast, the decentralized
approach requires 3lunc(lu+lz) = 9nc parameters. Thus, the decentralized approach yields
similar settling times for M2R maneuvers using a third of the computational cost.
6.4.2 M2S Examples
We command the spacecraft to spin about a body axis aligned in a specific inertial direc-
tion. Let the initial angular velocity and attitude of the spacecraft be as in Section6.46.4.1
The desired angular rate
ωd = 0.001
[
0 −1 0
]T
rad/sec (6.46)
corresponds to an Earth-pointing attitude. The desired attitude evolves over time according
to R˙d = Rdω×d where the initial desired attitudeRd(0) is described by an eigenaxis rotation
of θd(0) = 96 deg about the vector nd in (6.42). We set the controller parameters as in Table
6.2. Unlike the M2S examples, we set α = 1 in (6.30) and (6.37) and  = 5 × 10−5 in
(6.38).
Figures 6.4 and 6.5 show that the decentralized approach is able to bring the both the
spherical and cylindrical spacecraft into a Nadir pointing attitude, that is, a spin about an
inertially pointed body axis.
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(a) Eigenaxis attitude error for decentralized RCAC
0 5 10 15 20
−5
−4
−3
−2
−1
0
1
2
3
4
x 10−3
Orbits
ω
 
[ra
d/s
ec
]
 
 
ω1
ω2
ω3
(b) Angular velocity for decentralized RCAC
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Figure 6.4: Performance of RCAC using the decentralized approach for the M2S maneuver
for the spherical spacecraft inertia Jsphere in (6.43).
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(a) Eigenaxis attitude error for decentralized RCAC
0 5 10 15 20 25 30
−6
−4
−2
0
2
4
6
x 10−3
Orbits
ω
 
[ra
d/s
ec
]
 
 
ω1
ω2
ω3
(b) Angular velocity for decentralized RCAC
0 5 10 15 20 25 30
−6
−5
−4
−3
−2
−1
0
1
2
3
Orbits
d 
[A
−m
2 ]
 
 
d1
d2
d3
(c) Magnetic dipole for decentralized RCAC
Figure 6.5: Performance of RCAC using the decentralized approach for the M2S maneuver
for the cylindrical spacecraft inertia Jcylinder in (6.44).
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6.5 Conclusions
RCAC was used to control spacecraft angular velocity and attitude using magnetic
torque actuators. The torque command computed by RCAC was allocated into magnetic
dipoles based on the generalized inverse of the skew symetric cross-product matrix of the
magnetic field vector. The Markov parameter for the magnetic torquer-controlled space-
craft was made left invertible through two different approaches, averaging and decentral-
ized control.
Using the averaged Markov parameter an inertia-free control law was developed. Nu-
merical simulations show that the algorithm can achieve a M2R maneuver and bring dif-
ferent spacecraft bus shapes to rest at an inertial attitude.
The decentralized control approach assumes that the sensor and actuator axes are aligned.
The three control inputs are computed by independent RCAC controllers using different
performance variables. This architecture results in three multi-input, single-output systems
with left invertible Markov parameters. The decentralized RCAC approach was also shown
to complete the M2R maneuver for different inertias.
Comparison of the numerical results indicate that the averaged Markov parameter ap-
proach has better settling time characteristics than the decentralized approach given similar
RCAC tunings. However, the decentralized method uses one third of the computational
capacity of the averaged Markov parameter approach. Thus, the decentralized method is
better suitable for applications where computational capacity is limited and settling time re-
quirements are flexible. Furthermore, the settling time of the decentralized approach could
be improved by modifying the performance variable to account for the coupling present in
the magnetic control formulation.
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CHAPTER 7
Control Moment Gyros
CMG’s are typically operated in torque mode, where the desired torque is determined
by a separate control law. This torque is then realized by a steering law that commands
the angular velocities of each CMG gimbal [90–93]. A difficulty of this approach is the
fact that the CMG’s may reach a singular configuration in which the torques that can be
produced are confined to a plane. This situation manifests itself as a singularity in the input
matrix. The singularity prevents the use of the matrix inverse required by some steering
laws [94]. This actuation constraint is analogous to the constraint that arises with magnetic
torquers. Variable speed CMG’s can be used to overcome torque singularities [95], at a
cost of greater actuation complexity.
In this chapter we consider spacecraft attitude control with CMG’s using RCAC to di-
rectly command the gimbal velocities. Previous adaptive methods for single-gimbal CMG’s
include steering laws as part of the control synthesis to avoid singularities [96]. Other adap-
tive methods have focused on variable speed [44, 97] or double gimbaled CMG’s [98].
The primary objective of this chapter is to assess the performance and robustness of
RCAC in the presence of time-varying singularities in the input matrix for velocity-commanded
CMG’s. Furthermore, we examine the sensitivity to changes in the orientation of the prin-
cipal axes relative to an arbitrary body-fixed frame. In Section 2, we review the equations
of motion of a spacecraft controlled by three orthogonally mounted CMG’s; further details
are given in [99].
7.1 Spacecraft Model with CMG’s
We derive the dynamics of a spacecraft sc consisting of a bus b actuated by n single-
gimbal CMG’s. For i = 1, . . . , n, CMGi is composed of wheel wi mounted on gimbal
gi.
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7.1.1 Kinematics
Define an inertial frame FI, a body frame FB fixed to b, a frame FGi fixed to gi, and a
frame FWi fixed to wi. The kinematics are described by Poisson’s equation
B•→
RB/I =
→
RB/I
⇀
ω
×
B/I, (7.1)
where B• denotes the derivative with respect to FB,
→
RB/I is the physical rotation matrix that
transforms FI into FB,
⇀
ωB/I is the angular velocity of FB relative to FI, and the superscript
× denotes the skew-symmetric cross-product matrix.
7.1.2 Dynamics
We specify the following assumptions.
Assumption 1. The spacecraft bus and wheels are rigid bodies.
Assumption 2. The gimbals are massless.
Assumption 3. For all i = 1, . . . , n, the center of mass ci of wi is fixed in the spacecraft
bus.
Assumption 4. For all i = 1, . . . , n, wi is rotationally symmetric about ıˆWi .
Assumption 5. For all i = 1, . . . , n,FWi spins at a constant speed about ıˆWi relative to
FGi .
Assumption 6. For all i = 1, . . . , n, ıˆWi is fixed in FGi .
Assumption 7. For all i = 1, . . . , n, gi is angular-velocity commanded about ˆGi .
Assumption 8. For all i = 1, . . . , n, there are no external torques or forces acting on wi
or gi.
Assumptions 1, 2, and 3 imply that the center of mass c of the spacecraft is fixed in b.
Therefore, the angular momentum
⇀
Hb/c/I of b relative to c with respect to FI is given by
⇀
Hb/c/I =
→
J b/c
⇀
ωB/I, (7.2)
where
→
J b/c is the physical inertia matrix of the spacecraft bus relative to c. The angular
momentum
⇀
Hwi/c/I of wi relative to c with respect to FI is given by
⇀
Hwi/c/I =
⇀
Hwi/ci/I +
⇀
r ci/c ×mi
I•
⇀
r ci/c, (7.3)
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where
⇀
Hwi/ci/I is the angular momentum of wi relative to its the center of mass ci with
respect to FI,
⇀
r ci/c is the position of ci relative to c, mi is the mass of wi, and I• denotes
the derivative with respect to FI.
Applying the transport theorem to
I•
⇀
r ci/c in (7.3) yields
⇀
Hwi/c/I =
⇀
Hwi/ci/I +
⇀
r ci/c ×mi
(
B•
⇀
r ci/c +
⇀
ωB/I × ⇀r ci/c
)
, (7.4)
where B• denotes the derivative with respect to FB. Since both c and ci are fixed in b, it
follows that
B•
⇀
r ci/c= 0. Therefore,
⇀
Hwi/c/I =
⇀
Hwi/ci/I +mi
⇀
r ci/c ×
(
⇀
ωB/I × ⇀r ci/c
)
=
⇀
Hwi/ci/I −mi
⇀
r
×2
ci/c
⇀
ωB/I. (7.5)
Since, by Assumption 1, ci is fixed in wi, the angular momentum
⇀
Hwi/ci/I of wi relative
to ci with respect to FI is given by
⇀
Hwi/ci/I =
→
Jwi/ci
⇀
ωWi/I, (7.6)
where
→
Jwi/ci is the physical inertia matrix of wi relative to ci and
⇀
ωWi/I is the angular
velocity of FWi relative to FI. Expanding
⇀
ωWi/I in (7.6) yields
⇀
Hwi/ci/I =
→
Jwi/ci
(
⇀
ωWi/B +
⇀
ωB/I
)
, (7.7)
where
⇀
ωWi/B is the angular velocity of FWi relative to FB. The angular velocity of FWi
relative to FB is given by
⇀
ωWi/B =
⇀
ωWi/Gi +
⇀
ωGi/B, (7.8)
where
⇀
ωWi/Gi is the angular velocity of FWi relative to FGi and
⇀
ωGi/B is the angular ve-
locity of FGi relative to FB. By Assumption 7, the control vector for CMGi is defined
by
⇀
u i
4
=
⇀
ωGi/B. (7.9)
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Therefore, using (7.8) and (7.9) we rewrite (7.7) as
⇀
Hwi/ci/I =
→
Jwi/ci
(
⇀
ωWi/Gi +
⇀
u i +
⇀
ωB/I
)
. (7.10)
Substituting (7.10) into (7.5) yields
⇀
Hwi/c/I =
→
Jwi/ci
(
⇀
ωWi/Gi +
⇀
u i +
⇀
ωB/I
)
−mi⇀r
×2
ci/c
⇀
ωB/I
=
→
Jwi/ci
(
⇀
ωWi/Gi +
⇀
u i
)
+
→
Jwi/c
⇀
ωB/I, (7.11)
where, by the parallel axis theorem,
→
Jwi/c =
→
Jwi/ci −mi
⇀
r
×2
ci/c
. (7.12)
By Assumption 2, the angular momentum
⇀
Hgi/c/I of gi relative to c with respect to FI
is zero. Therefore, the combined angular momentum
⇀
Hsc/c/I of the bus and CMG’s relative
to c with respect to FI is given by
⇀
Hsc/c/I =
⇀
Hb/c/I +
n∑
i=1
⇀
Hwi/c/I +
n∑
i=1
⇀
Hgi/c/I
=
⇀
Hb/c/I +
n∑
i=1
⇀
Hwi/c/I. (7.13)
Using (7.2) and (7.11) we rewrite (7.13) as
⇀
Hsc/c/I =
→
J b/c
⇀
ωB/I +
n∑
i=1
[→
Jwi/ci
(
⇀
ωWi/Gi +
⇀
u i
)
+
→
Jwi/c
⇀
ωB/I
]
=
→
J sc/c
⇀
ωB/I +
n∑
i=1
→
Jwi/ci
(
⇀
ωWi/Gi +
⇀
u i
)
, (7.14)
where
→
J sc/c =
→
J b/c +
n∑
i=1
→
Jwi/c. (7.15)
7.1.2.1 Euler’s Equation
Letw be a particle that is not subject to any forces. Assumption 1 implies that the center
of mass cb of b is fixed in b. Thus, the derivative of the left side of (7.2) with respect to FI
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is given by
I•
⇀
Hb/c/I = −mb⇀r cb/c×
I••
⇀
r c/w +
⇀
Mb +
n∑
i=1
⇀
M ri , (7.16)
where mb is the mass of b,
⇀
r cb/c is the position of cb relative to c,
⇀
r c/w is the position of
c relative to w, and
I••
⇀
r c/w denotes the second derivative of
⇀
r c/w with respect to FI. The
sum of all external torques acting on the bus is given by
⇀
Mb, and, for i = 1, . . . , n,
⇀
M ri is
the reaction torque between b and wi acting on b. Likewise, Assumption 8 implies that the
derivative of the left side of (7.11) with respect to FI is given by
I•
⇀
Hwi/c/I = −mi
⇀
r ci/c×
I••
⇀
r c/w −
⇀
M ri . (7.17)
Summing (7.17) over all wheels and adding (7.16) yields
I•
⇀
Hb/c/I +
n∑
i=1
I•
⇀
Hwi/c/I = −mb
⇀
r cb/c×
I••
⇀
r c/w +
⇀
Mb +
n∑
i=1
⇀
M ri −
n∑
i=1
(
mi
⇀
r ci/c×
I••
⇀
r c/w +
⇀
M ri
)
=
⇀
Mb −
(
mb
⇀
r cb/c +
n∑
i=1
mi
⇀
r ci/c
)
×
I••
⇀
r c/w
=
⇀
Mb −msc⇀r c/c×
I••
⇀
r c/w
=
⇀
Mb, (7.18)
where
msc
4
= mb +
n∑
i=1
mi, (7.19)
the third equality follows from the definition of the center of mass of the spacecraft, and
the fourth equality is due to the fact that
⇀
r c/c = 0. Thus, differentiating (7.13) with respect
to FI and using (7.18) yields
I•
⇀
Hsc/c/I =
I•
⇀
Hb/c/I +
n∑
i=1
I•
⇀
Hwi/c/I
=
⇀
Mb. (7.20)
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Applying the transport theorem to the left side of (7.20) yields
I•
⇀
Hsc/c/I =
B•
⇀
Hsc/c/I +
⇀
ωB/I ×
⇀
Hsc/c/I. (7.21)
Hence, (7.20) and (7.21) imply
B•
⇀
Hsc/c/I +
⇀
ωB/I ×
⇀
Hsc/c/I =
⇀
Mb, (7.22)
which is Euler’s equation for the spacecraft.
7.1.2.2 Body-frame Derivatives
Differentiating (7.13) with respect to FB yields
B•
⇀
Hsc/c/I =
B•
⇀
Hb/c/I +
n∑
i=1
B•
⇀
Hwi/c/I. (7.23)
Since, by Assumption 1, the inertia
→
J b/c is constant with respect to FB, differentiating (7.2)
with respect to FB yields
B•
⇀
Hb/c/I =
→
J b/c
B•
⇀
ωB/I . (7.24)
Furthermore, differentiating (7.11) with respect to FB and using (7.12) yields
B•
⇀
Hwi/c/I =
B•→
J wi/ci
(
⇀
ωWi/Gi +
⇀
u i
)
+
→
Jwi/ci
(
B•
⇀
ωWi/Gi +
B•
⇀
u i
)
+
B•→J wi/ci −mi
B•︷︸︸︷
⇀
r
×2
ci/c
⇀ωB/I + →Jwi/c B•⇀ωB/I . (7.25)
Using (7.9), the derivative of
→
Jwi/ci with respect to FB is given by
B•→
J wi/ci =
Gi•→
J wi/ci +
⇀
ω
×
Gi/B
→
Jwi/ci −
→
Jwi/ci
⇀
ω
×
Gi/B
=
⇀
ω
×
Gi/B
→
Jwi/ci −
→
Jwi/ci
⇀
ω
×
Gi/B
=
⇀
u
×
i
→
Jwi/ci −
→
Jwi/ci
⇀
u
×
i , (7.26)
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where
Gi•→
J wi/ci= 0 due to Assumptions 1, 5. Furthermore, Assumptions 5 and 6 imply that
Gi•
⇀
ω Wi/Gi= 0. Thus, using (7.9), the angular acceleration of FWi relative to FGi with respect
to FB is given by
B•
⇀
ωWi/Gi =
Gi•
⇀
ω Wi/Gi +
⇀
ωGi/B ×
⇀
ωWi/Gi
=
⇀
ωGi/B ×
⇀
ωWi/Gi
=
⇀
u
×
i
⇀
ωWi/Gi . (7.27)
Since
B•
⇀
r ci/c= 0, the derivative of the cross term in (7.25) with respect to FB is given by
B•︷︸︸︷
⇀
r
×2
ci/c
=
⇀
r
×
ci/c
B•︷︸︸︷
⇀
r
×
ci/c
+
B•︷︸︸︷
⇀
r
×
ci/c
⇀
r
×
ci/c
=
⇀
r
×
ci/c
(
B•
⇀
r ci/c
)×
+
(
B•
⇀
r ci/c
)×
⇀
r
×
ci/c
= 0. (7.28)
Therefore, substituting (7.26), (7.27), and (7.28) into (7.25) yields the derivative of (7.11)
with respect to FB, that is,
B•
⇀
Hwi/c/I =
(
⇀
u
×
i
→
Jwi/ci −
→
Jwi/ci
⇀
u
×
i
)(
⇀
ωB/I +
⇀
ωWi/Gi +
⇀
u i
)
+
→
Jwi/ci
(
⇀
u
×
i
⇀
ωWi/Gi+
B•
⇀
u i
)
+
→
Jwi/c
B•
⇀
ωB/I
=
(
⇀
u
×
i
→
Jwi/ci −
→
Jwi/ci
⇀
u
×
i
)
⇀
ωB/I +
⇀
u
×
i
→
Jwi/ci
(
⇀
ωWi/Gi +
⇀
u i
)
+
→
Jwi/ci
B•
⇀
u i +
→
Jwi/c
B•
⇀
ωB/I . (7.29)
7.1.2.3 Resolving the Equations of Motion in FB
Resolving Poisson’s equation (7.1) in FB yields
R˙ =
d
dt
(→
RB/I
∣∣∣
B
)
=
B•→
RB/I
∣∣∣∣∣∣
B
=
→
RB/I
∣∣∣
B
⇀
ωB/I
∣∣∣×
B
= Rω×, (7.30)
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where
R
4
=
→
RB/I
∣∣∣
B
, ω
4
=
⇀
ωB/I
∣∣∣
B
. (7.31)
Resolving (7.2) in FB yields
⇀
Hb/c/I
∣∣∣
B
= Jbω, (7.32)
where
Jb
4
=
→
J b/c
∣∣∣
B
. (7.33)
Furthermore, resolving (7.24) in FB yields
B•
⇀
Hb/c/I
∣∣∣∣∣∣
B
=
d
dt
(⇀
Hb/c/I
∣∣∣
B
)
= Jbω˙, (7.34)
where
ω˙ =
dω
dt
=
B•
⇀
ωB/I
∣∣∣∣∣
B
. (7.35)
Using Figure 7.1 and Assumptions 4, 5, and 6 to resolve the angular velocity and ac-
celeration of wi and gi in FGi yields
⇀
ωWi/Gi
∣∣∣
Gi
= νie1,
⇀
u i
∣∣∣
Gi
=
⇀
ωGi/B
∣∣∣
Gi
= uie2,
Gi•
⇀
ui
∣∣∣∣∣
Gi
= u˙ie2, (7.36)
where ei is the ith column of the 3× 3 identity matrix I3, ui is the scalar control command
for CMGi, and νi > 0 is the spin rate of wi about ıˆWi relative to FGi . Furthermore, Figure
1 and Assumptions 4 and 6 imply that the inertia matrix of wi relative to ci resolved in both
FGi and FWi is given by
Ji
4
=
→
Jwi/ci
∣∣∣
Gi
=
→
Jwi/ci
∣∣∣
Wi
=

αi 0 0
0 βi 0
0 0 βi
 , (7.37)
where αi is the moment of inertia of wi about the spin axis and βi is the moment of inertia
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Figure 7.1: Wheel wi mounted on gimbal gi with frames FWi and FGi . The wheel spins
about ıˆWi with constant angular speed νi > 0 relative to FGi . The gimbal angular velocity
command ui is about ˆGi . Note that ıˆWi is aligned with ıˆGi
about the remaining axes of FWi and FGi .
Resolving (7.36) and (7.37) in FB yields
⇀
ωWi/Gi
∣∣∣
B
= νiOie1,
⇀
u i
∣∣∣
B
= uiOie2,
Gi•
⇀
ui
∣∣∣∣∣
B
= u˙iOie2, (7.38)
→
Jwi/ci
∣∣∣
B
= Oi
→
Jwi/ci
∣∣∣
Gi
OTi = OiJiO
T
i , (7.39)
where Oi transforms a vector resolved in FGi into the same vector resolved in FB. The
orientation matrix Oi is given by
Oi
4
=
→
RGi/B
∣∣∣
Gi
(7.40)
where
→
RGi/B is the physical rotation matrix that transforms FB into FGi . Define a reference
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gimbal frame FG′i which is fixed relative to FB, then (7.40) can be rewritten as
Oi =
→
RGi/G′i
∣∣∣
Gi
→
RG′i/B
∣∣∣
Gi
= O′i

cos θi 0 sin θi
0 1 0
− sin θi 0 cos θi
 , (7.41)
where
→
RG′i/B is the physical rotation matrix that transforms FB into FG′i , θi is the gimbal
angle that rotates FG′i into FGi , and
O′i
4
=
→
RG′i/B
∣∣∣
B
. (7.42)
Note that
O˙i =
Gi•→
R Gi/B
∣∣∣∣∣∣
Gi
= uiOie
×
2 , (7.43)
θ˙i =
dθi
dt
= ui. (7.44)
Resolving (7.11) in FB and using the fact that OTi Oi = I3 yields
⇀
Hwi/c/I
∣∣∣
B
= OiJiO
T
i (νiOie1 + uiOie2) +
(
OiJiO
T
i −mir×2i
)
ω
= Oi (νiJie1 + uiJie2) + J
′
iω
= Oi (αiνie1 + βiuie2) + J
′
iω, (7.45)
where
J ′i
4
=
→
Jwi/c
∣∣∣
B
= OiJiO
T
i −mir×2i , ri 4=
⇀
r ci/c
∣∣∣
B
. (7.46)
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Using (7.119) to resolve the sum in (7.13) in FB yields
n∑
i=1
⇀
Hwi/c/I
∣∣∣∣∣
B
=
n∑
i=1
[Oi (αiνie1 + βiuie2) + J
′
iω]
=
n∑
i=1
(αiνiOie1 +B1iui + J
′
iω)
=
n∑
i=1
(αiνiOie1 + J
′
iω) +B1u, (7.47)
where,
u
4
= θ˙ =

θ˙1
...
θ˙n
 =

u1
...
un
 , (7.48)
and, for i = 1, . . . , n, the ith column of B1 ∈ R3×n is given by
B1i
4
= βiOie2 = βiO
′
ie2 ∈ R3×1. (7.49)
Note that B1i does not change as the gimbals rotate.
The derivative of (7.119) is given by (7.29) resolved in FB, that is,
d
dt
(⇀
Hwi/c/I
∣∣∣
B
)
=
B•
⇀
Hwi/c/I
∣∣∣∣∣∣
B
= Oi
[
(uie2)
×Ji − Ji(uie2)×
]
OTi ω
+ (Oiuie2)
×OiJiOTi (uiOie2 + νiOie1) + OiJiO
T
i u˙iOie2 + J
′
iω˙
= uiOi
(
e×2 Ji − Jie×2
)
OTi ω + Oi(uie2)
×OTi OiJi (uie2 + νie1)
+ u˙iOiJie2 + J
′
iω˙
= uiOi
(
e×2 Ji − Jie×2
)
OTi ω + uiOie
×
2 (uiJie2 + νiJie1)
+ u˙iOiJie2 + J
′
iω˙
= uiOi
(
e×2 Ji − Jie×2
)
OTi ω + uiOi
(
e×2 βiuie2 + e
×
2 αiνie1
)
+ u˙iOiβie2 + J
′
iω˙
= uiOi
(
e×2 Ji − Jie×2
)
OTi ω − uiαiνiOie3 + βiu˙iOie2 + J ′iω˙
=
[
Oi
(
e×2 Ji − Jie×2
)
OTi ω − αiνiOie3
]
ui + βiu˙iOie2 + J
′
iω˙. (7.50)
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Using (7.50) to resolve the sum in (7.23) in FB yields
n∑
i=1
B•
⇀
Hwi/c/I
∣∣∣∣∣∣
B
=
n∑
i=1
J ′iω˙ +B1iu˙i +B2iui
=
n∑
i=1
J ′iω˙ +B1u˙+B2u, (7.51)
where, for i = 1, . . . , n, the ith column of B2 ∈ R3×n is given by
B2i
4
= Oi
(
e×2 Ji − Jie×2
)
OTi ω − αiνiOie3 ∈ R3×1, (7.52)
Using (7.32) and (7.47) to resolve (7.13) in FB yields
Hsc
4
=
⇀
Hsc/c/I
∣∣∣
B
= Jω +
n∑
i=1
αiνiOie1 +B1u, (7.53)
where, using (7.15),
J
4
=
→
J sc/c
∣∣∣
B
= Jb +
n∑
i=1
J ′i . (7.54)
Using (7.34) and (7.51) to resolve (7.23) in FB yields
H˙sc =
d
dt
(⇀
Hsc/c/I
∣∣∣
B
)
=
B•
⇀
Hsc/c/I
∣∣∣∣∣∣
B
= Jω˙ +B1u˙+B2u. (7.55)
Resolving (7.22) in FB using (7.53) and (7.55) yields
Jω˙ +B1u˙+B2u = −ω ×
(
Jω +
n∑
i=1
αiνiOie1 +B1u
)
+ τ, (7.56)
where
τ
4
=
⇀
M sc
∣∣∣
B
. (7.57)
Rearranging (7.56) yields the dynamics for a spacecraft actuated by n velocity-commanded,
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single-gimbal, fixed-speed CMG’s, that is,
Jω˙ = −ω×
(
Jω +
n∑
i=1
αiνiOie1
)
+Bscu−B1u˙+ τ, (7.58)
where
Bsc
4
= − (ω×B1 +B2) ∈ R3×n. (7.59)
Note that J and Bsc depend on Oi as shown by (7.46), (7.54) and (7.49), (7.52), and (7.59),
respectively. The orientation matrix Oi depends on the control ui due to the kinematics
(7.41). Thus, both J and Bsc are possibly time-varying.
7.1.3 Special Cases
We explore two special cases, namely, a spacecraft with three orthogonally arranged
gimbals and gimbal configurations that result in constant spacecraft inertia.
7.1.3.1 Orthogonal 3-gimbal Configuration
Figure 7.2: Sketch of 3-gimbal arrangement.
Consider a spacecraft actuated by m = 3 gimbals arranged in an orthogonal configura-
tion as shown in Figure 7.2. The gimbals are arranged such that
ˆG1 = ıˆB, ˆG2 = ˆB, ˆG3 = kˆB. (7.60)
The orientation matrices corresponding to this gimbal arrangement are given by
O1 = R(
pi
2
, e3)R(θ1, e2)
T, O2 = R(
pi
2
, e2)R(θ2, e2)
T, O3 = R(−pi
2
, e1)R(θ3, e2)
T,
(7.61)
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where, given an eigenaxis ne ∈ R3 and an eigenangle θe ∈ (−pi, pi],
R(θe, ne)
4
= I3 cos θe + nen
T
e (1− cos θe)− n×e sin θe. (7.62)
Consequently, for i = 1, 2, 3, the arrangement in (7.61) yields
Oie2 = ei. (7.63)
Thus, the ith column of B1 is given by
B1i = βiOie2 = βiei, (7.64)
and thus
B1 =
[
β1e1 β2e2 β2e3
]
. (7.65)
Furthermore, if β1 = β2 = β3 = β¯, then
B1 = β¯I3. (7.66)
7.1.3.2 Constant Spacecraft Inertia
Assume that, for all i = 1, . . . , n, αi = βi. Then, the wheel inertia resolved in FGi and
FWi is given by
Jwi |Gi = Jwi |Wi = αiI3. (7.67)
Thus,
→
Jwi/ci
∣∣∣
B
= Oi
→
Jwi/ci
∣∣∣
Gi
OTi = Oi (αiI3)O
T
i = αiI3 (7.68)
and
J ′i = OiJiO
T
i −mir×2i = αiI3 −mir×2i (7.69)
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are constant. Consequently, the spacecraft inertia (7.54) relative to c resolved in FB is given
by
J = Jb +
n∑
i=1
J ′i = Jb +
n∑
i=1
(
αiI3 −mir×2i
)
, (7.70)
which is constant. The special case of spherical wheels is considered in [74].
Furthermore, the ith columns of B1 and B2 are given by
B1i = αiOie2, (7.71)
B2i = Oi
[
e×2 (αiI3)− (αiI3) e×2
]
OTi ω − αiνiOie3 = −αiνiOie3. (7.72)
Therefore, the ith column of Bsc is given by
Bsc,i = −
(
ω×B1i +B2i
)
= αi
(
νiOie3 − ω×Oie2
)
. (7.73)
If, in addition, the wheel speeds are much larger than the norm of the spacecraft angular
velocity, that is, |νi| >> ‖ω‖∞, then (7.73) implies that
Bsc,i ≈ αiνiOie3. (7.74)
The simplified input matrix (7.74) is the Jacobian typically used in the CMG literature
to formulate steering laws and analyze singularities [90, 91, 94].
7.1.4 Reachable Attitudes
Although singularities do not affect the controllability of the CMG-actuated spacecraft,
they do limit the reachable states [100]. For a spacecraft at rest, the initial gimbal con-
figuration, that is, the reference orientation matrices O′i and the initial gimbal angles θ(0),
defines the reachable set of rest attitudes.
In the absence of disturbance torques, the angular momentum
⇀
Hsc/c/I remains constant
with respect to FI, that is,
I•
⇀
Hsc/c/I = 0. (7.75)
Let the angular momentum of the spacecraft relative to c with respect to FI resolved in FI
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be given by
µ
4
=
⇀
Hsc/c/I
∣∣∣
I
= RµB(θ). (7.76)
where, for a spacecraft at rest,
µB(θ)
4
=
⇀
Hsc/c/I
∣∣∣
B
=
n∑
i=1
αiνiOie1 +B1u. (7.77)
Assume the gimbals are initially at rest so that u = 0, then, using (7.41) and (7.77) yields
µB(θ) =
n∑
i=1
αiνiO
′
i

cos θi
0
− sin θi
 . (7.78)
Thus, when the gimbals and spacecraft are at rest, the gimbal angles define the momentum
envelope of the spacecraft.
Lemma 3. Define the momentum volume of the CMG array V as the set of all possible
angular momentum vectors µB(θ) and let nˆ ∈ R3 be a unit vector. Therefore, for all
nˆ ∈ R3, if
‖µ‖2nˆ ∈ V (7.79)
then all desired rest attitudes R = Rd, ω = 0 are reachable [100].
Combinations of initial attitude and gimbal configuration which violate violate (7.79)
limit the set of reachable attitudes Rd.
Proposition 1. Consider a spacecraft controlled by n CMG’s initially at rest with ω =
u = 0 and initial attitude R = R0. Let the desired attitude, angular velocity, and gimbal
angular velocity be given by R = Rd, ω = u = 0. Let the angular momentum of the
spacecraft resolved in FB be given by (7.78). If
‖RTdR0µB(θ0)‖∞ > max
θ
∥∥∥∥∥∥∥∥∥∥∥
n∑
i=1
αiνiO
′
i

cos θi
0
− sin θi

∥∥∥∥∥∥∥∥∥∥∥
∞
(7.80)
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then Rd is not reachable from R0.
Proof. Assume R = Rd, ω = u = 0 is reachable from R = R0, ω = u = 0. Then, there
exists a combination of gimbal angles θd such that the spacecraft angular momentum when
R = Rd resolved in FB = Fd is given by
µd = R
T
dµ = R
T
dR0µb(θ0) =
n∑
i=1
αiνiO
′
i

cos θdi
0
− sin θdi
 ∈ V. (7.81)
Therefore,
‖µd‖∞ ≤ max
θ
∥∥∥∥∥∥∥∥∥∥∥
n∑
i=1
αiνiO
′
i

cos θdi
0
− sin θdi

∥∥∥∥∥∥∥∥∥∥∥
∞
(7.82)
which contradicts (7.80). Thus, Rd is not reachable.
7.1.5 The Effect of Singularities
Consider a spacecraft at rest actuated by three orthogonal gimbals as in (7.61). Let all
gimbals have the same spin axis inertia α¯ and the same wheel speed ν¯. Then the angular
momentum of the spacecraft (7.78) is given by
µB(θ) = α¯ν¯

cos θ03 − sin θ02
cos θ01 + sin θ03
− cos θ02 − sin θ01
 . (7.83)
For this configuration, maxθ ‖µB(θ)‖∞ = 2α¯ν¯, therefore, the momentum volume V is a
sphere of radius 2α¯ν¯.
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7.1.5.1 Example 1: Singularity in the x-axis
Given the singular configuration θ0 =
[
0 pi
2
0
]
(7.52) yields
Bsc(0) = α¯ν¯
[
e3 e3 −e2
]
. (7.84)
Thus, the CMG’s cannot produce torque about the e1 axis of FB. Let R0 = I3, then
‖R0µB(θ0)‖2 > 2α¯ν¯ (7.85)
and thus ‖µ‖2nˆ /∈ V. Thus, Lemma 3 suggests that some desired attitudes R = Rd are not
reachable. Let Rd = R(−3pi4 , e3), then
‖RTdR0µB(θ0)‖∞ =
3√
2
α¯ν¯ > max
θ
‖µB(θ)‖∞. (7.86)
Therefore, due to Proposition 1, Rd is unreachable from R0.
7.1.5.2 Example 2: Singularity in the y-axis
Next, consider the singular gimbal configuration θ0 =
[
0 0 pi
2
]
then the input matrix
(7.52) is given by
Bsc(0) = α¯ν¯
[
e3 −e1 e1
]
(7.87)
and the CMG’s cannot produce torque about the e2 axis of FB. The 2-norm of the angular
momentum is given by
‖R0µB(θ0)‖2 = 1
2
α¯ν¯. (7.88)
Thus ‖µ‖2nˆ ∈ V and, due to Lemma 3, all desired attitudes R = Rd are reachable regard-
less of the initial singular configuration.
Examples 1 and 2 show that there are different types of singularities. Therefore, a con-
troller will be able to complete any rest-to-rest maneuver when the condition in Lemma 3
is met. Furthermore, if that condition is not met we can discard unreachable attitudes using
Proposition 1. Henceforth we refer to singularities that satisfy Proposition 1 as obstructing
singularities whereas cases that satisfy Lemma 3 are referred to as non-obstructing singu-
larities.
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7.2 Control Law
Let the control input be given by
u(k) = Φ(k)Θ(k) (7.89)
where the regresor matrix is given by We can express the update law for Θ(k) recursively
as
Θ(k) = Θ(k − 1) +K(k)ε(k), (7.90)
where
K(k)
4
= P(k − 1)X(k)TΓ(k)−1, (7.91)
ε(k)
4
= Z(k)−X(k)Θ(k − 1), (7.92)
Γ(k)
4
= λR¯(k)−1 +X(k)P(k − 1)X(k)T, (7.93)
X(k)
4
=
 H1Φ(k)
Φ(k)
 , R¯(k) 4=
 Ilz 0
0 ηu(k)Ilu
 , Z(k) 4=
 H1u(k − 1)− z(k)
0
 .
(7.94)
The information matrix update is given by
P(k) =
1
λ
[
Ilθ −
1
λ
K(k)X(k)
]
P(k − 1). (7.95)
7.3 Performance Variable for Attitude Control
The objective of the attitude control problem is to determine control inputs that align
FB with the desired frame Fd. That is given the desired attitude Rd and the desired angular
velocity ωd how do we choose a control u such that R = Rd, ω = ωd. We define the
corresponding performance variable z to achieve attitude control using RCAC.
Lemma 4. Let the attitude error R˜ = RTdR and S =
∑3
i=1 aiei × R˜Tei. Given dis-
tinct positive scalars a1, a2, a3, then, S = 0 if and only if R˜ ∈ {I3, diag( 1, −1, 1),
diag( −1, 1, 1), diag( 1, 1, −1)}.
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Lemma 1 shows that using S as the sole measure of attitude error gives rise to spurious
attitude equilibria [58]. To remove these equlibria, we define a scalar measure of attitude
error that depends on the diagonal entries of R˜, namely,
s
4
= trace(Aatt − AR˜) = a1(1− R˜11) + a2(1− R˜22) + a3(1− R˜33). (7.96)
where A = diag (a1, a2, a3) is positive definite.
Lemma 5. Let Rij be the (i, j) entry of a rotation matrix R. Then |Rij| ≤ 1.
Proposition 2. Let a1, a2, a3 > 0. Then s = 0 if and only if R˜ = I3.
Proof. For necessity, note that s = 0 implies
0 = trace(A− AR˜) = a1(1− R˜11) + a2(1− R˜22) + a3(1− R˜33).
Lemma 2 implies that, for i = 1, 2, 3,
ai(1− R˜ii) ≥ 0. (7.97)
Thus, s = 0 if and only if ai(1 − R˜ii) = 0. Since a1, a2, a3 > 0, it follows that R˜11 =
R˜22 = R˜33 = 1 and thus R˜ = I3. Conversely, let R˜ = I3. Then, by (7.96), s = 0.
The performance variable z for the attitude control problem is defined by
z
4
=

ω˜
S
s
 . (7.98)
where ω˜ = ω − R˜Tωd.
Proposition 3. z = 0 if and only if ω = ωd and R = Rd.
Proof. For necessity, assume z = 0. Then s = 0 and Proposition 1 implies that R˜ = I3.
Therefore, (5.29) yields
R = RdR˜ = Rd.
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If, in addition, ω˜ = 0, then
ω = R˜Tωd + ω˜ = ωd.
Thus, R = Rd and ω = ωd.
To prove sufficiency, assume Rd = R. Then (5.29) implies R˜ = I3. Thus, Lemma 1
implies S = 0 and Proposition 1 implies s = 0. Next, let ω = ωd. Then ω˜ = ω − R˜Tωd =
ω − ωd = 0. Thus, R = Rd and ω = ωd imply s = 0 and S = ω˜ = 0. Hence, z = 0.
7.4 Markov Parameters
Markov parameters for attitude control are obtained by linearizing the expression for ˙˜ω
and a 9× 1 vector parameterization of the attitude error R˜ [70–72] . An alternative attitude
parameterization can be achieved by using variations [101]. For the CMG attitude control
problem we linearize the kinematics (7.30) and dynamics (7.58) and approximate the im-
pulse response of the linear system. This approximation is used to construct the impulse
response of the nonlinear performance z (7.98). The Markov parameter is constructed from
the impulse response of the performance to a separate impulse from each CMG.
7.4.1 Markov Parameters as the Impulse Response
The Markov parameters of a linear discrete-time system correspond to the unit impulse
response of the system. Consider the system defined by
x(k) = Ax(k − 1) +Bu(k − 1), y(k) = Cx(k) (7.99)
and let x(0) = 0. Applying a unit impulse at k = 0 yields the response at k = q,
zj(q) = CAqx(0) +
q∑
i=1
CAq−iBuj(q − i) = CAq−1B, (7.100)
where the control input is given by
uj(k) =

e′j, k = 0,
0, k > 0,
(7.101)
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and e′j is the jth column of the lu × lu identity matrix. Thus, the jth column of ith Markov
parameter of the system (7.99) is given by
Hk,j = z
j(i). (7.102)
7.4.2 Variations
The variation of a rotation matrix is given by
R = R¯eη
×
, (7.103)
where R¯ is a reference attitude. Taking the derivative of (7.103) with respect to time yields.
R˙ = ˙¯Reη
×
+ R¯η˙eη
×
= R¯ω¯×eη
×
+ R¯η˙eη
×
, (7.104)
Furthermore, substituting (7.103) into (7.30) and using (7.106) yields
R˙ = Rω× = R¯eη
×
(ω¯ + δω)×, (7.105)
where, given the reference angular velocity ω¯, the variation ω is given by
ω = ω¯ + δω. (7.106)
Combining (7.104) and (7.105), differentiating with respect to , and evaluating at  = 0
yields the linear attitude kinematics
η˙ = δω − ω¯×η. (7.107)
The variations of the gimbal angles, and control input are given by
θ = θ¯ + δθ, (7.108)
u = u¯+ δu, (7.109)
where θ¯ and u¯ are the reference gimbal angles and angular velocities, respectively. Sub-
stituting (7.108) and (7.109) into (7.58), differentiating with respect to , and evaluating at
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 = 0 yields
J¯δω˙ =
[
(J¯ ω¯ + H¯G +B1u¯)
× − ω¯×J¯ −Bω
]
δω − [ω¯×(Mω +MH) +Mω˙ +Bθ] δθ
− B¯2δu−B1δu˙, (7.110)
where
J¯ = Jb +
n∑
i=1
O¯iJiO¯
T
i −mir×2i , H¯G =
n∑
i=1
αiνiO¯ie1, Bω =
n∑
i=1
O¯i(e
×
2 Ji − Jie×2 )O¯Ti u¯i,
and δu˙ = d
dt
δu. For i = 1, . . . n,
O¯i = O
′
i

cos θ¯i 0 sin θ¯i
0 1 0
− sin θ¯i 0 cos θ¯i
 (7.111)
and the ith column of Mω,Mω˙,MH , Bθ, and B¯2 is given by
Mωi = (O¯ie
×
2 JiO¯
T
i − O¯iJie×2 O¯Ti )ω¯,
Mω˙i = (O¯ie
×
2 JiO¯
T
i − O¯iJie×2 O¯Ti ) ˙¯ω,
MHi = −αiνiO¯ie3,
Bθi = [O¯ie
×
2 (e
×
2 Ji − Jie×2 )O¯Ti − O¯i(e×2 Ji − Jie×2 )e×2 O¯Ti ]ω¯u¯i + αiνiO¯ie1u¯i,
B¯2i
4
= O¯i
(
e×2 Ji − Jie×2
)
O¯Ti ω¯ − αiνiO¯ie3,
respectively. Finally, take taking the time-derivative of (7.108) differentiating with respect
to , and evaluating at  = 0 yields
δθ˙ = δu. (7.112)
131
7.4.3 Impulse response of the Linear System
Combining (7.107), (7.110), and (7.112) yields the linearized system dynamics
η˙
δω˙
δθ˙
 = Ac

η
δω
δθ
+Buδu+Bu˙δu˙, (7.113)
where
Ac =
[
A1 A2 A3
]
, (7.114)
A1 =

−ω¯×
03×3
0n×3
 , A2 =

I3
J¯−1
[
(J¯ ω¯ + H¯G +B1u¯)
× − ω¯×J¯ −Bω
]
0n×3
 ,
A3 =

03×3
J¯−1 − [ω¯×(Mω +MH) +Mω˙ +Bθ]
0n×n
 ,
Bu =

03×n
−J¯−1B¯2
In
 , Bu˙ =

03×n
−J¯−1B1
0n×n
 . (7.115)
For i = 1, . . . , n, we can approximate the impulse response of (7.113) due to the ith CMG
as 
ηi
δωi
δθi
 ≈ (I6+lu +
h2
2
Ac)Bue
′
i. (7.116)
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Using ηi we compute the resulting attitude
Ri = eη
i×
. (7.117)
Let Rd = I3 and ωd = 03×1, then the impulse response of the performance (7.98) is given
by
zi =

δωi∑3
j=1 ajej ×RiTej∑3
j=1 aje
T
j R
iej
 (7.118)
Building the Markov parameter using (7.118) yields
H1 =
[
z1 · · · zn
]
∈ R7×n. (7.119)
Note that (7.119) is a function of the current spacecraft configuration, that is, different
values of θ¯, u¯, and ω¯ yield different Markov parameters. Therefore, unlike the controllers
in [70] and [71], the Markov parameters and thus the filter G¯(q) in (2.6) are different at
each iteration.
7.5 Numerical Examples
The spacecraft is given rest-to-rest commands, that is, at t = 0 the spacecraft is at
rest with R = I3, ω = u = 0, and the desired attitude and angular velocity are given by
R = Rd, ω = 0. We focus on the three orthogonal CMG configuration in (7.61). We
examine maneuvers about both principal and non-principal axes. These maneuvers are
commanded as either steps or ramps. We only consider maneuvers in which the initial
CMG configuration is full rank.
Given n = 3, let the initial CMG configuration be given by θ = 0n×1 such that the input
matrix B2 in (7.52) is full rank. For i = 1, . . . , n, the moments of inertia for wi are given
by
αi = 0.020 kg-m2, βi = 0.012 kg-m2, (7.120)
133
and the spin rate of FWi relative to FGi is given by
νi = 600 rad/sec. (7.121)
Figure 7.3 shows the performance of RCAC for a rest to rest maneuver of −90 deg
about the eigenaxis [1 0 0].
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Figure 7.3: R2R maneuver for Jb = J1. The control parameters are given by ηu =
0.01, ηθ = 10
−5. All gains are initialized at Θ0 = 0.
7.5.1 Principal Axis Maneuvers
Consider three bus shapes with inertia matrix Jb given by
J1
4
= diag(10, 10, 10) kg-m2, J2
4
= diag(10, 10, 5) kg-m2, J3
4
= diag(10, 8.3, 5) kg-m2.
(7.122)
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Note that, for J1, J2, J3 the body frame is aligned with the principal axes of the bus. Then,
for i = 1, . . . , 3, let the desired attitude be given by
Rid(θd) = R(θd, ei) (7.123)
where ei is the ith column of the 3 × 3 identity matrix. Figures 7.4, 7.5, and 7.6 show
the maximum eigenangle error, the settling time, and the maximum control input for the
inertias in (7.122) subjected to three different principal axis step commands of different
magnitudes. Note that the ”V” shape in Figure 7.4 shows that the controller does not
exhibit any overshoot.
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Figure 7.4: Maximum eigenangle error for R2R maneuvers of different magnitudes about
principal axes e1, e2, e3 for the bus inertias Jb = J1, J2, J3. The control parameters are
given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
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Figure 7.5: Settling time to θeig ≤ θss = 160 deg, for R2R maneuvers of different magnitudes
about principal axes e1, e2, e3 for the bus inertias Jb = J1, J2, J3. The control parameters
are given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
Next, consider an angular velocity command of the form
ωid =

θd
tr
ei, 0 ≤ t ≤ tr,
0, t > tr,
(7.124)
where tr is the ramp duration such that for all i = 1, 2, 3, Rid(tr) = R(θd, ei) and R
i
d(0) =
I3. Figure 7.7 shows the performance of RCAC for the rest-to-rest maneuver in Figure
7.3 commanded as a ramp of −90 deg about the eigenaxis [1 0 0]. Note that the control
parameters adapt to the change in slope of the command at t = 100 sec.
Figures 7.8 and 7.9 show the maximum eigenangle error and maximum control input
for the inertias in (7.122) subjected to three different principal axis ramp commands of
different magnitudes. Note that the control inputs in Figure 7.9 are significantly lower than
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Figure 7.6: Maximum control input for R2R maneuvers of different magnitudes about
principal axes e1, e2, e3 for the bus inertias Jb = J1, J2, J3. The control parameters are
given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
the control inputs for the step commands in Figure 7.6 which suggests that RCAC performs
better when given ramp commands.
7.5.2 NonPrincipal Axis Maneuvers
Consider a R2R step command such that
Rd(θd) = R(θd,
1√
3
[1 1 1]T). (7.125)
Note that the eigenaxis corresponding to Rd in (7.125) is not a principal axis of the inertias
in (7.122). Figure 7.10 shows the maximum eigenangle error, settling time, and maximum
control input for the bus inertias Jb = J1, J2, J3 subject to the non-principal axis step
command in (7.125).
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Figure 7.7: R2R ramp maneuver for Jb = J1. The control parameters are given by ηu =
0.01, ηθ = 10
−5. All gains are initialized at Θ0 = 0.
In addition to the diagonal bus inertias we consider the nondiagonal inertia
J0
4
=

5 −0.1 −0.5
−0.1 2 1
−0.5 1 3.5
 kg-m2. (7.126)
We command the step R2R maneuver given by Rid in (7.123) for i = 1, 2, 3. Figure 7.11
shows the maximum eigenangle error, setting time, and maximum control input for the
nondiagonal inertia subject to nonprincipal axis R2R step commands.
Next, we command the ramp R2R maneuver in (7.124). Figure 7.12 shows the max-
imum eigenangle error and maximum control input for the nonprincipal axis maneuvers
given the bus inertia Jb = J0. Again, note that the control inputs in Figure 7.12 are smaller
than the control inputs in Figure 7.11.
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Figure 7.8: Settling time to θeig ≤ θss = 160 deg, for ramp commanded R2R maneuvers of
different magnitudes about principal axes e1, e2, e3 for the bus inertias Jb = J1, J2, J3. The
control parameters are given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
7.5.3 Singularities
We command a R2R maneuver starting at a singular configuration. Figure 7.13 shows
the maximum component of the desired body-frame angular momentum ‖µd‖∞ in (7.81)
corresponding with a rest state at Rd. The dotted line at ‖µd‖∞ = 24N-m corresponds to
the maximum value of (7.78) given the gimbal configuration and parameters in (7.120) and
(7.121). Note that this is only a limited sample of the possible maneuvers and does not
account for maneuvers about eigenaxes other than e1, e2, e3 which might be required as the
attitude error R˜ evolves ”on the way” to Rd.
For the singularity examples we classify the behavior of the spacecraft after t = 500
sec in three categories
1. Stable: The steady state error θeig ≤ θss = 160 deg
2. Steady State Error: The angular velocity at the end of the simulation is ‖ω‖2 ≤
1 deg/sec.
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Figure 7.9: Maximum control input for ramp commanded R2R maneuvers of different
magnitudes about principal axes e1, e2, e3 for the bus inertias Jb = J1, J2, J3. The control
parameters are given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
3. Unstable: Neither 1 or 2 above.
Figure 7.14 shows the results of for the R2R maneuver using the diagonal inertias J1, J2, J3
for the case with initial gimbal singularity about ıˆB as in (7.84). According to Proposition
1, maneuvers in which ‖µd‖∞ > 24N-M are unreachable. Therefore, Figure 7.13(a) sug-
gests that a not insignificant number of the maneuvers in Figure 7.14(a) are physically
impossible. This explains the large cluster of markers in the unstable and steady state error
categories.
Figure 7.15 shows similar results for the case with initial gimbal singularity about ˆB.
Although according to Figure 7.13(b) all of the maneuvers in Figure 7.15 are reachable,
there may be intermediate attitude errors R˜ which correspond to unreachable maneuvers.
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Figure 7.10: Maximum error, settling time, and maximum control input for R2R maneuvers
of magnitude θd about the non-principal axis [1 1 1]
T. The diagonal bus inertias are given
by Jb = J1, J2, J3. The control parameters are given by ηu = 0.01, ηθ = 10−5. All gains
are initialized at Θ0 = 0.
7.6 Conclusions
We apply RCAC to spacecraft attitude control with CMG’s actuation. A detailed deriva-
tion of the CMG dynamics is obtained by using Newton-Euler methods. We developed a
hybrid method to obtain the Markov parameter. First we used variations to obtain a lin-
earized CMG model. The impulse response of the linear discrete-time model was used to
obtain an impulse response rotation matrix which in turn is used to update the performance
variable. The impulse response of the performance variable is used to construct the Markov
parameter.
We test the controller on a spacecraft controlled by three orthogonally mounted CMG’s.
Several rest-to-rest maneuvers were examined about both principal and nonprincipal axes.
Both step and ramp commands were considered. RCAC was able to successfully complete
the maneuvers despite the presence of singularities. However, we must assume that the
initial configuration of the gimbals is singularity-free.
141
−200 −150 −100 −50 0 50 100 150 200
0
20
40
60
80
100
120
140
160
180
m
ax
(|θ
e
ig
|)
[d
eg
]
θd [deg]
 
 
e1 e2 e3
(a) Maximum Error
−200 −150 −100 −50 0 50 100 150 200
0
100
200
300
400
500
600
700
T
s
[s
ec
]
θd [deg]
 
 
e1 e2 e3
(b) Settling Time to θeig ≤ θss = 160 deg
−200 −150 −100 −50 0 50 100 150 200
0
5
10
15
20
25
30
θd [deg]
m
ax
‖u
‖ ∞
[N
-m
]
 
 
e1 e2 e3
(c) Maximum Control Input
Figure 7.11: Maximum Error, settling time, and maximum control input for R2R maneu-
vers of magnitude θd about the non-principal axes e1, e2, e3. The non-principal bus inertia
is given by Jb = J0. The control parameters are given by ηu = 0.01, ηθ = 10−5. All gains
are initialized at Θ0 = 0.
For initially singular configurations, the results at first seem inconclusive. However
careful thought and examination of the physical limitations imposed by singularities, namely
unreachable attitudes, suggest that instabilities may arise even when the desired attitude is
reachable. The angular momentum-based reachability condition in Proposition 1 can be
used to prevent unfeasible commands from being given to the controller. We achieved
direct control of CMG’s. That is, RCAC controls the angular velocity of the gimbals di-
rectly without the use of steering laws. Furthermore, no saturated pseudo-inverse or similar
methodologies to avoid singularities are used.
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Figure 7.12: Maximum eigenangle error and maximum control input for ramp commanded
R2R maneuvers of magnitude θd about the non-principal axes e1, e2, e3. The non-principal
bus inertia is given by Jb = J0. The control parameters are given by ηu = 0.01, ηθ = 10−5.
All gains are initialized at Θ0 = 0.
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Figure 7.13: Reachability for various rest attitudes Rd = R(θd, ei) for the i = 1, 2, 3 given
the 3 orthogonal CMG configuration in Section 7.1.3.1.
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Figure 7.14: Maneuver success for step commanded R2R maneuvers of magnitude θd about
the principal axes e1, e2, e3 given an initially singular gimbal configuration about ıˆB. The
control parameters are given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
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Figure 7.15: Maneuver success for step commanded R2R maneuvers of magnitude θd about
the principal axes e1, e2, e3 given an initially singular gimbal configuration about ˆB. The
control parameters are given by ηu = 0.01, ηθ = 10−5. All gains are initialized at Θ0 = 0.
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CHAPTER 8
Planar Two-Body Linkage
We asses the performance of RCAC on a planar model of a multibody spacecraft. A
previous study examined a rigid spacecraft with a single discrete flexible degree of freedom
[102]. The spacecraft considered in [102] consists of a rigid base body connected by a
compliance to a proof mass that can move along a single direction relative to the base body.
The motion of the proof mass is assumed to be unmodeled and unknown, thereby providing
a spacecraft model with flexible-mode uncertainty.
By removing the need for a continuum model of flexible dynamics, idealized discrete
flexible models provide an exact nonlinear model of a flexible spacecraft under arbitrary
motion. Thus, these idealized models provide a transparent setting for assessing the base-
line performance of attitude control laws applied to flexible spacecraft.
We consider a planar spacecraft consisting of two components, a base body and an
articulated appendage. These bodies are connected by a compliance that allows in-plane
relative rotation but no translation. However, unlike [102], the performance objective for
this model is to achieve attitude pointing of the appendage with actuation applied to the
base body. This model may represent, for example, a telescope mounted on a spacecraft
bus.
The challenging aspect of this problem is the fact that the actuation and performance
variable are noncolocated. The implications of this control-system architecture are evi-
dent due to the fact that control torques applied to the base body to induce rotation in a
given direction result in initial rotation of the appendage in the opposite direction. This
phenomenon indicates nonminimum-phase behavior.
Adaptive control of nonminimum-phase plants remains a challenging problem [103].
As shown in [62], RCAC is applicable to nonminimum-phase systems as long as the plant
is either open-loop asymptotically stable or the nonminimum-phase zeros are known. In
[65,66], RCAC is applied to a linearized planar linkage with actuator/performance-variable
noncolocation. However, unlike the linkage in [65], in this paper the base body is uncon-
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strained. Thus, the system has a rigid body mode and is thus unstable and nonminimum-
phase.
8.1 Spacecraft Model
Figure 8.1: Planar two-body linkage with base body B0 and appendage B1. The angles θ0
and θ1 represent the attitude of B0 and B1 relative to a vector fixed in an inertial frame.
Consider the planar two-body linkage in Figure 8.1 composed of a base body B0 con-
nected by a bending spring to an appendage B1. The linkage is controlled by a torque
actuator attached to B0.
Define an inertial frame FI, a frame F0 fixed toB0, and a frame F1 fixed toB1. Assume
that the center of mass c of the linkage is unforced. Then, define three additional reference
points: the center of mass c0 of B0, , the center of mass c1 of B1 , and the location of the
flexible joint p, connecting B0 and B1.
Furthermore, for i = 0, 1, the attitude between FI and Fi is given by
→
Ri/I. Similarly,
the angular velocity of Fi relative to FI is given by
⇀
ωi/I. The vector from c to ci is given
by
⇀
r ci/c and the vector from ci to p is given by
⇀
r p/ci . Finally, the mass of Li is mi and
its inertia relative to its center of mass ci is given by
→
J i/c. Resolving the rotation matrices,
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inertias, angular velocities, and position vectors in Fi yields,
Ri
4
=
→
Ri/I
∣∣∣
i
=

cos θi − sin θi 0
sin θi cos θi 0
0 0 1
 , (8.1)
⇀
ωi/I
∣∣∣
i
= ωie3, (8.2)
→
J i/ci
∣∣∣
i
= diag(αi, βi, Ji), (8.3)
⇀
r p/c0
∣∣∣
0
= r0e2,
⇀
r p/c1
∣∣∣
1
= −r1e2 (8.4)
where for i = 1, 2, θi, ωi ∈ R, αi, βi, Ji > 0 are the principal moments of inertia of Li,
ri > 0 is the distance from ci to p, and, for j = 1, 2, 3, ej is the jth column of the 3 × 3
identity matrix.
8.1.0.1 Measurement Model
The control objective is to use the actuator on B0 to align F1 at a desired angle θd
relative to a direction fixed in FI. Thus, the error angle is given by
θe
4
= θ1 − θd, (8.5)
where −pi ≤ θd ≤ pi is the desired angle between F1 and FI. To avoid unwinding, that is,
needless rotating for θe ≥ 2pi, use the nonlinear measurement
y = 2 sin
(
θe
2
)
. (8.6)
Note that (8.6) is twice the third component of the error quaternion
q˜ =
[
0 0 sin θe
2
cos θe
2
]T
.
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8.1.1 Lagrangian Mechanics
8.1.1.1 Kinetic Energy
The kinetic energy of B0 relative to c with respect to FI is given by
T0 =
1
2
J0ω
2
0 +
m0
2
‖
I•
⇀
r c0/c ‖2 (8.7)
Using the definition of the center of mass yields
⇀
r c0/c
4
= − 1
m0 +m1
(
m0
⇀
r c1/C0 +m0
⇀
r c0/c0
)
= − m1
m0 +m1
⇀
r c1/c0
= − m1
m0 +m1
(
⇀
r c1/p +
⇀
r p/c0
)
, (8.8)
Using the transport theorem to take the derivative of (8.8) with respect to FI and resolving
in FI yields
I•
⇀
r c0/c
∣∣∣∣∣
I
= − m1
m0 +m1
(
I•
⇀
r c1/p +
I•
⇀
r p/c0
)∣∣∣∣∣
I
= − m1
m0 +m1
(
⇀
ω
×
1/I
⇀
r c1/p +
⇀
ω
×
0/I
⇀
r p/c0
)∣∣∣∣
I
=
m1
m0 +m1
(
⇀
r
×
c1/p
⇀
ω1/I +
⇀
r
×
p/c0
⇀
ω0/I
)∣∣∣∣
I
=
m1
m0 +m1
(r1ω1R1 + r0ω0R0) e1. (8.9)
Applying (8.9) to (8.7) and using the cosine addition identity yields
T0 =
1
2
J0ω
2
0 +
m0
2
(
m1
m0 +m1
)2
·(
r21ω
2
1 + r
2
0ω
2
0 + 2r0ω0r1ω1e
T
1R
T
1R0e1
)
=
1
2
J0ω
2
0 +
m0
2
(
m1
m0 +m1
)2
·(
r20ω
2
0 + r
2
1ω
2
1 + 2r0r1ω0ω1 cos θ˜
)
. (8.10)
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where θ˜ 4= θ0 − θ1. Similarly, the kinetic energy of B1 relative to c with respect to FI is
given by
T1 =
1
2
J1ω
2
1 +
m1
2
(
m0
m0 +m1
)2
·(
r20ω
2
0 + r
2
1ω
2
1 + 2r0r1ω0ω1 cos θ˜
)
. (8.11)
Adding (8.7) to (8.11) yields the total kinetic energy
T =
1
2
J0ω
2
0 +
1
2
J1ω
2
1 +
(m0 +m1)m0m1
(m0 +m1)2
·(
r20ω
2
0 + r
2
1ω
2
1 + 2r0r1ω0ω1 cos θ˜
)
=
1
2
J ′0ω
2
0 +
1
2
J ′1ω
2
1 + γr0r1ω0ω1 cos θ˜, (8.12)
where
J ′0
4
= J0 + γr
2
0, J
′
1
4
= J1 + γr
2
1, γ
4
=
m0m1
m0 +m1
. (8.13)
8.1.1.2 Potential Energy
We assume that the joint is composed of a bending spring that exerts no torque when
θ˜ = 0. The bending spring potential is given by
U =
k′
2
θ˜2, (8.14)
where k′ > 0 is the spring stiffness.
8.1.1.3 Lagrangian and Equations of Motion
The Lagrangian for the linkage is given by
L = T − U
=
1
2
J ′0ω
2
0 +
1
2
J ′1ω
2
1 + γl0l1ω0ω1 cos θ˜ −
k′
2
θ˜2. (8.15)
Since θ˙0 = ω0 and θ˙1 = ω1, the equations of motion are then given by
d
dt
(
∂L
∂ω0
)
− ∂L
∂θ0
+
∂τ
∂ω0
= u, (8.16)
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ddt
(
∂L
∂ω1
)
− ∂L
∂θ1
+
∂τ
∂ω1
= 0, (8.17)
where u ∈ R is the control torque applied toB0. Computing the partial derivatives in (8.16)
and (8.17) yields
J ′0ω˙0 + b2ω˙1 + b1ω
2
1 + k
′θ˜ + cω˜ = u, (8.18)
J ′1ω˙1 + b2ω˙0 − b1ω20 − k′θ˜ − cω˜ = 0, (8.19)
where
b1
4
= γr0r1 sin θ˜, b2
4
= γr0r1 cos θ˜. (8.20)
Combining the (8.18) and (8.19) into a matrix equation yields
M
 ω˙0
ω˙1
 = [ k′E cE ]x+ b1
 −ω21
ω20
+
 1
0
u. (8.21)
where x =
[
θ0 θ1 ω0 ω1
]T
,
M
4
=
 J ′0 b2
b2 J
′
1
 , E 4=
 −1 1
1 −1
 . (8.22)
Thus, the equations of motion for the linkage are given by
x˙ =
 02×2 I2
k′M−1E cM−1E
x
+

02×1
M−1b1
 −ω21
ω20

+

02×1
M−1
 1
0

u, (8.23)
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Figure 8.2: Step response Z for the nonlinear planar two-link mechanism for different
values of the spring stiffness k′. The model parameters are r0 = r1 = 1, J0 = J1 =
1,m0 = m1 = 1, c = 0. T0 indicates the zero-crossing time for each curve.
where the inverse of the mass matrix is given by
M−1 =
1
J ′0J
′
1 − b22
 J ′1 −b2
−b2 J ′0
 . (8.24)
8.1.2 Dynamical Analysis
Subjecting the system described by (8.18) and (8.19) to a unit step torque applied to
B0 and measuring θ1 yields the response shown in Figure 8.2. Note that θ1 < 0 before
crossing zero to remain positive. This suggests the presence of a nonminimum-phase zero
in the linear dynamics demonstrated below.
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8.1.2.1 Linearization
Computing the Jacobian of (8.23) at the equilibrium x¯ = 04×1 yields
δx˙ =
 02×2 I2
k′M¯−1E cM¯−1E
 δx+ 1
d

02×1
J ′1
−γr0r1
u, (8.25)
y =
[
0 1 0 0
]
δx, (8.26)
where δx = x− x¯,
M¯−1
4
=
1
d
 J ′1 −γr0r1
−γl0l1 J ′0
 , d 4= J ′0J ′1 − (γr0r1)2. (8.27)
Therefore, the transfer function for the linear system in (8.25), (8.26) is given by
G(s) = −γr0r1
d
(
s2 − 1
γr0r1
k′
)
s2
[
s2 + k
′
d
(J ′0 + J
′
1 + 2γr0r1)
] . (8.28)
Note that G(s) has a nonminimum-phase zero at
z¯c =
1
2γr0r1
√
4k′γr0r1. (8.29)
8.1.3 Discretization
Since RCAC is a discrete-time method, we discretize the linearized equations of mo-
tion. The discrete-time system matrix is given by
A = eAch ≈ I4 + hAc =
 I2×2 hI2
hk′M¯−1E I2 + hcM¯−1E
 , (8.30)
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where h is the sample time and Ac is the system matrix in (8.26). The input and output
matrices are given by
B =
∫ h
0
eAcτdτ
 02×1
B′
 ≈
 h22 B′
hB′ + h
2
2
cM¯−1EB′
 , (8.31)
C =
[
0 1 0 0
]
, (8.32)
respectively, where B′ = d−1
[
J ′1 −γr0r1
]T
.
8.2 The Nonminimum-phase Problem
8.2.1 Laurent Expansion
The transfer function of an asymptotically stable system can be approximated using a
truncated Laurent series expanded at the spectral radius of Gzu. The coefficients of this se-
ries are the Markov parameters. Therefore, the Markov parameters can be used to estimate
the location of the nonminimum-phase zeros of Gzu [78],
Gzu ≈ Gf(z)
=
H0z
nH +H1z
nH−1 + · · ·+HnH
znH
=
(z− zˆ1) · · · (z− zˆnz) · · · (z− zˆnH )
znH
,
where for i = 1, . . . nH , zˆi is an estimated nonminimum-phase zero and nz is the number
of nonminimum-phase zeros in Gzu.
When nH > nz + 1, Gf in (8.33) has more zeros than Gzu. Figure 8.3(a) shows that
the extra zeros of Gf are distributed along the unit circle. If the plant is unstable, As
nH increases, Gf develops real and imaginary zeros. Note that, for nH = 9, the zeros
of Gf , indicated by the triangular markers, are all imaginary. As we increase the filter
order to nH = 9 the filter exhibits a positive root. Eventually, as shown by the asterisks
corresponding to nH = 17, one of the real zeros of Gf approaches the location of the
nonminimum-phase zero z¯ of Gzu.
Figure 8.3(b) confirms that, as the order ofGf is increased, the error between the largest
real root of Gf and the nonminimum-phase zero of Gzu decreases. The horizontal axis in
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8.3(b) starts at nH = 10 since lower order filters may not have real roots.
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(a) Roots of Gf in (8.33) for different values of nH and k′ = 2. The location of the
nonminimum-phase zero z¯ of Gzu is represented by the circular marker to the right of the
unit circle.
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Figure 8.3: Effects of increasing the order nH of Gf , on the location of the nonminmum-
phase zero estimate zˆ. As nH increases zˆ approaches the location of the nonminimum phase
zero z¯ ofGzu.The model parameters are r0 = r1 = 1, J0 = 1, J1 = 1,m0 = m1 = 1, c = 0.
The time-step size is h = 0.1 sec.
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8.2.2 Step and Impulse response
The impulse response is the derivative of the step response. Since the Markov param-
eters correspond to the impulse response, we can obtain the step response Z(k) by adding
the Markov parameters. That is,
Z(k) =
k∑
i=1
Hi. (8.33)
In order to select the required Markov parameters we examine the sign of the estimated
zero as the number of Markov parameters in the filter increases.
Figure 8.4 shows how the real zero inGf crosses the unit circle and becomes nonminimum-
phase as nH increases. The arrows indicate the first step in which the step response is pos-
itive. For example, the solid line in Figure 8.2 indicates that the step response for k′ = 1
crosses zero at T0 ≈ 1.9 sec. Given a step size of h = 0.1 sec, the step response is posi-
tive after k0 = 14 steps as indicated by the solid line in Figure 8.4. Therefore, building a
filter Gf using (8.33), requires nH ≥ k0 = 14, in order to capture the nonminimum-phase
behavior of the plant.
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Figure 8.4: Minimum-phase status of the estimated zero, zˆ as a function of nH . The time-
step k0 > T0h indicates the first time-step when the step response is positive. If nH ≥ k0, zˆ
is nonminimum-phase. The model parameters are r0 = r1 = 1, J0 = J1 = 1,m0 = m1 =
1, c = 0. The time-step size is h = 0.1 sec, k indicates the time step at which the step
response crosses zero.
Proposition 4. It is possible to control a nonminimum-phase system using retrospective
cost adaptive control (RCAC), by choosing the filter Gf using Markov parameters as in
(8.33). Furthermore, the order of this filter nH must be such that
nH ≥ k0. (8.34)
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The zero-crossing step k0 is defined such that
for all k ≥ k0, Z(k) > 0. (8.35)
Otherwise the nonminimum-phase behavior of the plant is not captured leading to instabil-
ity.
We demonstrate Proposition 4 numerically in the following section.
8.3 Numerical Examples
The following examples involve three maneuver types. Rest-to-Rest (R2R) maneuvers
are step commands where the linkage begins at zero attitude error andB0 andB1 have zero
angular velocity relative to FI. Motion-to-Rest (M2R) maneuvers the linkage starts at an
arbitrary angular velocity and is commanded to stabilize at a specified attitude. Finally, a
Rest-to-Spin (R2S) maneuver involves bringing the linkage from a stationary attitude to a
non-constant desired attitude such as a constant spin or a sinusoidal motion.
8.3.1 Configuring RCAC
First, we choose nH > T0h such that the step response, Z(nH) > 0. Therefore, the filter
Gf contains a nonminimum-phase zero. For each k′ in Figure 8.5, let nH = k0, the values
indicated in Figure 8.4. The controller order is matched to the filter order so that Nc = nH .
Finally, the control and transient penalties, Ru and Rθ, respectively, are chosen arbitrarily.
8.3.1.1 Choosing nH
We examine the effect of nH on RCAC to test Proposition 1. To achieve this, we fix
the controller order and command the θd = 180 deg step for a given controller order.
Figure 8.6 confirms the condition in (8.34). As nH decreases, the settling time increases
and eventually, when nH < k0 the controller diverges. Furthermore, increasing nH reduces
the settling time Ts and the steady state error Zss. In some cases a larger order filter can
reduce transients Zmax although the effect is not clear from the Figure 8.6. Furthermore,
increasing the filter order does not necessarily yield improved performance. However,
closer examination of Ts and Zss in Figure 8.6 suggests that performance is improved when
the controller order nH = Nc.
Figure 8.7 shows that, when Nc = nH , performance increases proportionally to nH . As
in Figure 8.6, the transient response may not always improve as nH increases.
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Figure 8.5: Performance z (top) and control u (bottom) for R2R maneuver to θd = 180
deg. The order of Gf is nH = 14, 17, 20 for k′ = 1, 1.5, 2, respectively. The controller
parameters are Ru = 0.1, Rθ = 10−10 and the controller order Nc = nH . The model
parameters are r0 = r1 = 1, J0 = 1, J1 = 1,m0 = m1 = 1, c = 0, h = 0.1.
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Figure 8.6: Comparison of settling time Ts (top), steady-state error Zss (middle) and over-
shoot Zmax as a function of the filter order nH for the 180 degree R2R maneuver. The
controller order Nc is fixed at the three values indicated by each marker. The controller
parameters are Ru = 0.1, Rθ = 10−10 and the controller order Nc = nH . The model
parameters are r0 = r1 = 1, J0 = 1, J1 = 1,m0 = m1 = 1, c = 0, h = 0.1.
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Figure 8.7: Comparison of settling time Ts (top), steady-state error Zss (middle) and over-
shoot Zmax as a function of the filter order nH for the 180 degree R2R maneuver. The
controller parameters are Ru = 0.1, Rθ = 10−10 and the controller order Nc = nH . The
model parameters are r0 = r1 = 1, J0 = 1, J1 = 1,m0 = m1 = 1, c = 0, h = 0.1.
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8.3.2 Robustness Study
The examples in Figure 8.7 utilized perfect knowledge of the Markov parameters. We
now study how uncertainty in the parameters affects performance for command following.
8.3.2.1 Parameter changes and the step response
We examine how the system behavior changes as different parameters are scaled. For
i = 0, 1, define a baseline two-body linkage whose parameters are given by ri = r¯, Ji =
J¯ ,mi = m¯, k
′ = k¯′. Then, the parameters are scaled one at a time according to
q = αq¯, (8.36)
where q¯ represents the baseline parameters and q represents the scaled parameter. Figure
8.8 shows how the zero-crossing time T0 is affected by scaling each parameter. Note that
the largest effects are due to variations in the spring stiffness k′ and the distance ri.
10−2 10−1 100 101 102
0
5
10
15
20
α
T
0
[
se
c
]
 
 
Ji = αJ¯
mi = αm¯
ri = αr¯
k′ = αk¯
Figure 8.8: Effect of parameter scaling on the step-response zero-crossing T0 for i = 0, 1.
The baseline parameters are given by r¯ = 1, J¯ = 1, m¯ = 1, k¯′ = 1,.
The values of T0 in Figure 8.8 can be used to select the minimum filter order for ro-
bustness to parameter scaling. For example, as k′ increases, T0 decreases. This suggest
that a filter constructed for a smaller spring constant might contain sufficient information
to account for the nonminimum-phase behavior. Similar logic suggests that in order to be
robust to smaller than expected values of k′, nH should be large. The logic for robustness
to scaling of ri is similar; as ri decreases T0 decreases, suggesting that performance of a
filter chosen for larger ri should be acceptable.
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8.3.2.2 Response to scaled stiffness k′ and distance ri
To test the robustness of the controller to uncertain plant information, we build the filter
Gf from the Markov parameters for the baseline system using r¯, J¯ , m¯, k¯. Independently
scaling the stiffness or the center of mass location such that k′ = αk¯′ and for i = 0 or
i = 1, ri = r¯ provides a method of testing robustness to modeling error. Figures 8.9 and
8.10 show the steady state error Zss and the maximum control input rmmax|u| for the
θd = 180 deg R2R maneuver when either the stiffness k′ or the center of mass location r0
or r1 are modeled incorrectly.
In Figure 8.9 the stiffness is less than the nominal and since the step response crosses
zero later than when k′ = 1, the system is more difficult to control. When the distance r0 is
less than the nominal distance RCAC can easily finish the maneuver since the step response
crosses zero earlier than for r = 1. In Figure 8.10 although the stiffness is larger than k¯ the
system is easier to control. Conversely, as the distance r0 increases, RCAC is less able to
stabilize the system.
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Figure 8.9: Effect of parameter scaling on the R2R maneuver. The baseline parameters
are given by r¯ = 1, J¯ = 1, m¯ = 1, k¯′ = 1. The Controller parameters are nH = Nc =
20, Ru = 0.1, Rθ = 10
−10.
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Figure 8.10: Effect of parameter scaling on the R2R maneuver. The baseline parameters
are given by r¯ = 1, J¯ = 1, m¯ = 1, k¯′ = 1. The controller parameters are nH = Nc =
20, Ru = 0.1, Rθ = 10
−10.
8.4 Conclusions
We achieved command following of a two-body linkage with noncolocated sensors and
actuators. Using RCAC enabled the application of a controller using only the Markov
parameters of the system without the need to know the location of the nonminmum-phase
(NMP) zero. Using the guidelines developed, we are able to construct a controller that can
robustly deal with the NMP behavior and parameter uncertainty.
Although the Markov parameters may be obtained through linearization, if the system
parameters are not readily available the impulse response of the nonlinear system can be
used instead. By integrating the impulse response we also obtain the step response which
provides the necessary information to capture the NMP behavior of the system.
Numerical simulations show that the method is robust to scaling of the spring stiffness
and distance from the center of mass of both bodies to the flexible joint. Saturation limits
can be accommodated through a control penalty in the cost function.
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CHAPTER 9
Conclusions and Future Research
We considered the problem of retrospective-cost based adaptive spacecraft attitude con-
trol. We successfully applied retrospective cost adaptive control (RCAC) to spacecraft sim-
ulations controlled using thrusters, reaction wheels, magnetic torquers, and control moment
gyros (CMG’s). Furthermore, we extended the thruster results to the control of a simplified
model of a flexible spacecraft with noncollocated sensors and actuators. The performance
variable used for these control problems is based on rotation matrices and although two
different vector attitude representations were used to compute the Markov parameters, the
inherent issues with these parameterizations do not affect control synthesis since they are
not used to propagate the attitude or to evaluate the attitude error.
9.1 Conclusions
For thrusters and reaction wheels, RCAC was applied as an inertia-free controller. Us-
ing numerical simulations we demonstrated the robustness of RCAC to mass property un-
certainty, actuator nonlinearities and misalignment, as well as unknown disturbances, mea-
surement noise and bias. The Markov parameter for thrusters and reaction wheels was
derived through the linearization of Euler and Poisson’s equations using a vector represen-
tation of the attitude. These controllers were then made inertia-free by removing all mass
property information from the Markov parameters.
In order to extend the approach to magnetic torquers the Markov parameter has to be
updated in real-time. However, the input matrix singularity inherent in magnetic torquers
necessitated the development of two alternate Markov parameter formulations. First, we
examined an averaging technique inspired by [87] and utilized an averaged input matrix
which was rotated at each time step based on the current spacecraft attitude. Then, we
implemented a multi-input-single-output decentralized control structure which did not re-
quire matrix inversion and thus avoided the problem of input matrix singularities. Both
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methods were successfully applied in simulation to control spacecraft in polar orbits with
known inertia alignment information, that is, the alignment between the principal axes and
the actuators is known a priori.
Singularities and time varying input matrix issues also affected the development of the
retrospective cost-based controller for CMG’s. We applied the 1-Step implementation of
RCAC to sidestep the matrix rank requirements of the 2-Step implementation. Further-
more, we addressed the inherent limitation of the off-diagonal element-based performance,
namely the existence of spurious equilibria, is addressed through the addition of the matrix
trace-based performance variable. Given these challenges we took a different approach to
linearization and Markov parameter generation, we replaced the row parameterization of
the rotation matrix in favor of the rotation matrix variations. Using the propagated unit
impulse response of the linear system the impulse response of the rotation matrix was
computed. This impulse response rotation matrix yielded the impulse response of the per-
formance variables and thus the columns of the time-varying Markov parameter.
Last but not least, we accomplished control of a dual-rigid body model of a flexible
spacecraft with noncolocated sensors and actuators without knowledge of the location of
the nonminimum-phase zeros. Guidelines for constructing a Markov parameter-based fil-
ter are developed experimentally from the qualities of the step response of the linearized
system. Robustness to model uncertainty was demonstrated through system analysis and
numerical simulations. The
The main contribution of this work is a unified framework for the application of RCAC
to spacecraft attitude control. The adaptive controller uses performance variables which
are functions of the rotation matrices. Thus, the controller does not need any extra logic or
discontinuities required by other attitude representations and necessary in most controllers
in literature. Attitude control of rigid bodies using thrusters, reaction wheels, magnetic
torquers, or CMG’s is achieved only using the impulse response of the system. The first
Markov parameter can be computed analytically from the system model. For thrusters and
reaction wheels the Markov parameter can be also be obtained by applying a unit impulse
to the system. Using the impulse response can be a useful approach in the absence of
modeling information.
Another important contribution is the detailed development of CMG dynamics from
Newton-Euler dynamics. Surprisingly, these equations are not found in the CMG litera-
ture. The effect of singularities was qualitatively evaluated through the development of a
sufficient condition to test the reachability of desired attitudes.
The observations relating the zero crossing of the step response of NMP systems and
the roots of the Markov parameter polynomial which are the basis for Chapter 8 can yield
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new results on the problem of controlling other unstable NMP systems using RCAC. Other
contributions which enabled these results are the new regularization term in cost function
of the 1-Step implementation without which the results in Chapter 8 would not have been
possible, and the implementation of sequential recursive least squares updates which sig-
nificantly increase the numerical stability of RCAC for MIMO systems.
9.2 Future Research
First, the difference between the two implementations of RCAC should be examined,
the numerical experiments in Chapters 3, 4, and 5 can be redone using the 1-Step method.
The 2-Step approach was applied to the CMG problem in [74] with limited success.
A thorough investigation on the effects of singularities on the control gains as well
as development of a necessary condition for resting attitude reachability given the initial
and desired angular momenta should be explored. A reference governor could also be
applied in conjunction with Proposition 1 in Chapter 7 to prevent unfeasible commands
to the controller. Furthermore, CMG arrays which allow null motion, such as the 4 CMG
pyramid or the 6 CMG rooftop arrangement, as well as variable speed CMG’s should be
examined.
The problem of magnetic control using RCAC is not fully investigated, lower inclina-
tion orbits, corrupted magnetic field measurements and a control implementation which
accounts for the geometric torque constraints merits investigation.
Finally, the results in Chapter 8 can be extended to 3-dimensional rigid bodies as well
as other NMP systems. We should also aim to obtain an analytical explanation for the
behavior of the roots of the Markov parameter polynomial based on the polynomial order
and the zero-crossing of the step response.
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APPENDIX A
Useful Lemmas and Definitions
The derivation in Chapter 3 relies heavily on the following Lemmas and Definitions.
They are presented in detail and proven in [81].
Definition 1. Let FX,FY be frames defined by the frame vectors ıˆX, ˆX, kˆX, and ıˆY, ˆY, kˆY
respectively. Then the physical rotation matrix which rotates FX to FY is defined by
→
RY/X
4
= ıˆY ıˆ
T
X + ˆY ˆ
T
X + kˆY kˆ
T
X , (A.1)
where the superscript T indicates the transpose operator.
Definition 2. Let ⇀x be a physical vector. For all ⇀x , the physical identity matrix
→
U is defined
by
→
U
⇀
x
4
=
⇀
x. (A.2)
Definition 3. Let ⇀x,⇀y be a physical vectors. Then the physical cross product matrix ⇀x
×
is
defined by
⇀
x
×
y
4
=
⇀
x × ⇀y (A.3)
Lemma 6. Let ⇀x
×
be a physical cross product matrix then
1.
⇀
x
×⇀
x = 0,
2.
(
⇀
x
×)T
= −⇀x×,
3.
⇀
x
T⇀
x
×
= 0.
Lemma 7. Let
→
RY/X be a physical rotation matrix. Then
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1.
→
R
T
Y/X =
→
RX/Y,
2.
→
RY/X
→
RX/Y =
→
U ,
Definition 4. Let FX be a frame and
⇀
x be a physical vector expressed as
⇀
x = x1ıˆX + x2ˆX + x3kˆX (A.4)
The frame derivative of
⇀
x with respect to FX is defined by
X•
⇀
x
4
= x˙1ıˆX + x˙2ˆX + x˙3kˆX (A.5)
Lemma 8. Let FX be a frame and
⇀
x be a physical vector. Then(
X•
⇀
x
)T
4
=
X•(
⇀
x
T
)
. (A.6)
Lemma 9. Let
→
RY/X be a physical rotation matrix and
⇀
ωY/X be the angular velocity of FX
relative to FY. The relation between frames FX and FY are evolves according to Poisson’s
equation
Y•→
RY/X=
→
RY/X
⇀
ω
×
Y/X, (A.7)
where Y• denotes a frame derivative.
Definition 5. Let FX be a frame and define a physical vector
⇀
x , then
⇀
x
∣∣∣
X
is the physical
vector
⇀
x resolved in FX.
Definition 6. Let FX be a frame and define a physical matrix
→
M , then
→
M
∣∣∣
X
is the physical
matrix
→
M resolved in FX.
Definition 7. Let FX,FY be a frames and
→
RY/X be a physical rotation matrix. The rotation
matrix from FX to FY is defined by
RY/X
4
=
→
RY/X
∣∣∣
X
=
→
RY/X
∣∣∣
Y
=

ıˆTXıˆY ıˆ
T
XˆY ıˆ
T
XkˆY
ˆTXıˆY ˆ
T
XˆY ˆ
T
XkˆY
kˆTX ıˆY kˆ
T
XˆY kˆ
T
XkˆY
 . (A.8)
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Definition 8. Let FX,FY be a frames and
→
RY/X be a physical rotation matrix. The orien-
tation matrix of FX relative to FY is defined by
OX/Y
4
= RY/X = R
T
X/Y. (A.9)
Lemma 10. Let FX,FY be a frames,
⇀
x a physical vector, and OX/Y the orientation matrix
of FX relative to FY. Then
⇀
x
∣∣∣
X
= OX/Y
⇀
x
∣∣∣
Y
. (A.10)
Lemma 11. Let FX,FY be a frames,
→
M a physical matrix, and OX/Y orientation matrix
of FX relative to FY. Then
→
M
∣∣∣
X
= OX/Y
→
M
∣∣∣
Y
OTX/Y. (A.11)
Lemma 12. Let FX be a frame and
⇀
x
×
a physical cross product matrix. The physical
cross product matrix resolved in FX is given by
⇀
x
×∣∣∣
X
=
⇀
x
∣∣∣×
X
=

0 −kˆTX
⇀
x ˆTX
⇀
x
kˆTX
⇀
x 0 −ıˆTX
⇀
x
−ˆTX
⇀
x ıˆTX
⇀
x 0
 . (A.12)
Lemma 13. Let FX be a frame and
⇀
x a physical vector defined in (A.4). The frame
derivative of
⇀
x with respect to FX resolved in FX is given by
X•
⇀
x
∣∣∣∣∣
X
4
=

x˙1
x˙2
x˙3
 . (A.13)
Definition 9. Let FX be a frame, B a collection of rigid bodies B1,B2 . . . ,Bn, and let w
be a point. The, angular momentum of B relative to w with respect to FX is defined by
⇀
HB/w/X
4
=
n∑
i=1
⇀
HBi/w/X, (A.14)
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where, for i = 1, . . . , n, the angular momentum
⇀
HBi/w/X is defined by
⇀
HBi/w/X
4
=
∫
Bi
⇀
r dm/w
⇀
v dm/w/Xdm. (A.15)
Lemma 14. Let FY be a frame attached to the rigid body B, define a frame FX, and let w
be a point fixed in B. Then the angular momentum of B relative to w with respect to FX is
given by
⇀
HB/w/X =
→
JB/w
⇀
ωY/X, (A.16)
where positive-definite physical inertia matrix,
→
JB/w of B relative to w is defined by
→
JB/w
4
=
∫
B
‖⇀r dm/w‖2
→
U − ⇀r dm/w⇀r
T
dm/wdm. (A.17)
Lemma 15. Let B be a rigid body of mass mB with center of mass c, define a frame FX,
and let w be a point fixed in B. The angular momentum of B relative to c with respect to
FX is given by
⇀
HB/c/X =
⇀
HB/w/X +
⇀
r c/w ×mB⇀v c/w/X. (A.18)
Lemma 16. Let B be a rigid body of mass mB with center of mass c, define a frame FX,
and let w be a point fixed in B . Then the physical inertia matrix of B relative to w is given
by
→
JB/w =
→
JB/c −mB(⇀r
×
w/c)
2. (A.19)
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