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Summary
We construct examples of non-semisimple tensor categories using planar algebras, with
our main focus being on a construction from the restricted quantum group U¯q(sl2). We
describe the generators and prove a number of relations for the U¯q(sl2) planar algebra,
as well as describing diagrammatically various homomorphisms between modules, and
conjecture a formula for projections onto indecomposable modules.
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Chapter 1
Introduction
Planar algebras are a type of graded diagrammatic algebra introduced in relation to sub-
factors, and which have close relations to rigid tensor categories. However the majority
of current examples of planar algebras, such as the constructions in [2, 48], are subfactor
planar algebras, which are positive-definite, unitary and semisimple. The aim of this thesis
is to construct examples of non-semisimple and non-unitary tensor categories using planar
algebras, with our main focus being on a construction coming from the representation
theory of the restricted quantum group U¯q(sl2) [18].
We start by reviewing subfactors and how they lead to planar algebras, then briefly dis-
cuss tensor and fusion categories, and quantum groups, and how they lead to examples of
planar algebras.
In chapter 3 we give a general definition of planar algebras, and introduce two standard
examples, the Temperley-Lieb algebra, and the bipartite graph planar algebra. We then
discuss a categorical variation of the Temperley-Lieb algebra, and use it to construct
some basic examples of fusion categories, with our focus being on the Semion, Ising, and
Fibonacci/Yang-Lee fusion rules.
Chapters 4, 5, and 6, are dedicated to the construction of a planar algebra from the
restricted quantum group U¯q(sl2). It was conjectured in [22] that the representation cat-
egory of U¯q(sl2) is equivalent to the representation category of the W (p) logarithmic
conformal field theory for q = eipi/p, and proven for the case p = 2. An equivalence as
abelian categories was confirmed in [52], however [42] showed that for p > 2, there is a
U¯q(sl2) module whose tensor product doesn’t commute, and hence can’t be braided, and
so the categories aren’t equivalent as tensor categories. However our construction only
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considers a subcategory of U¯q(sl2) modules where this module doesn’t appear. In chapter
4 we introduce U¯q(sl2) and its representation theory, as well as discussing the dimensions
of our planar algebra.
Chapter 5 is focused on our U¯q(sl2) planar algebra construction. The planar algebra
construction is a diagrammatic description of EndU¯q(sl2)
(
(X+2 )⊗n
)
, where X+2 is the two-
dimensional irreducible U¯q(sl2) module. This forms an algebra for each n. For n < 2p−1,
this algebra is the Temperley-Lieb algebra, TLn(δ), with δ = q+ q
−1, and for n ≥ 2p− 1,
is the algebra generated by TLn(δ) and two extra generators, α and β. These generators
were first introduced in [25], however we give our own definition for them, and prove a
number of relations on them.
Chapter 6 is focused on the indecomposable modules that appear in the decomposition of
(X+2 )⊗n, and consists of diagrammatic descriptions of various maps between these mod-
ules, including the second (non-identity) endomorphism on indecomposable projective
modules. We conclude with a conjectured formula for the projection onto these inde-
composable modules, as a generalization of the Jones-Wenzl projections. An alternative
formula for these projections was given independently in [28].
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Chapter 2
Background
2.1 Basics of Von Neumann Algebras
Let B(H) be the set of bounded operators on a Hilbert space H. There is a norm on the
operators given by the Hilbert space inner product;
‖A‖ := sup{
√
〈Ax,Ax〉, x ∈ H : ‖x‖ ≤ 1}
and an involution map, ∗, such that 〈Ax, y〉 := 〈x,A∗y〉. An operator is called self-adjoint
if A = A∗, and positive if 〈Ax, x〉 ≥ 0 for all x ∈ H. A positive operator is necessarily
self-adjoint. If AA∗ = A∗A, the operator is said to be normal. If A∗A = 1, the operator
is called an isometry, and is unitary if AA∗ = 1 also holds. An operator is called a pro-
jection if A = A∗ = A2. If A∗A is a projection, then A is called a partial isometry. A set
S ⊆ B(H) is said to be self-adjoint if for all A ∈ S,A∗ ∈ S.
A C∗-algebra A is an involutive normed Banach algebra such that ‖x∗x‖ = ‖x‖2 for
all x ∈ A. Every C∗-algebra is isomorphic to a norm-closed subalgebra of B(H), for some
Hilbert space H. The commutant of a set S is the set S′ := {x ∈ B(H) : sx = xs for
all s ∈ S}. There are various topologies possible on B(H). Firstly there is the norm
topology, with open balls given by the norm. Hence for a sequence of operators An,
An → A if ‖An − A‖ → 0. The strong operator topology is defined such that An → A if
‖Anη −Aη‖ → 0 for all η ∈ H. Similarly the weak operator topology is defined such that
An → A if 〈Aη, ν〉 → 0 for all η, ν ∈ H. In order of strength, we have; weak < strong <
norm [55].
A von Neumann Algebra is a self-adjoint subalgebra of B(H), containing 1 ∈ B(H),
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that is closed in the weak operator topology [19]. The fundamental result of von Neumann
Algebras is von Neumann’s bicommutant theorem [4]: For a unital self-adjoint subalgebra
A of B(H), the following are equivalent:
1. A is closed in the weak operator topology
2. A is closed in the strong operator topology
3. A = A′′
From this we see that we can easily form many examples of von Neumann algebras from
a set S of operators by taking (S ∪ S∗)′′. Note that (S ∪ S∗)′ = (S ∪ S∗)′′′ is also a von
Neumann algebra. Indeed von Neumann algebras naturally come in pairs, A and A′. A
von Neumann algebra A with trivial centre, i.e. A ∩ A′ = C1, is called a factor. Every
von Neumann algebra can be viewed as either a direct sum or direct integral of factors
[4]. This leads to the obvious question ”Is there a classification of factors?”. This was
answered by Murray and von Neumann who classified factors in terms of their projections
[50]. For two projections p, q in a von Neumann algebra A, we say p ≤ q if q−p is positive.
This provides a partial order on the projections in A. Another partial order is given if
there is a partial isometry u ∈ A such that uu∗ = p and u∗u ≤ q which we denote as p - q.
There is an equivalence, p ∼ q if there is a partial isometry u ∈ A such that uu∗ = p and
u∗u = q. A projection p is called infinite if q ∼ p for some q ≤ p, p 6= q, otherwise p is
called finite. A von Neumann algebra is called finite if its identity is finite, and is called
purely infinite if it has no finite projections other than 0. A factor is called infinite if its
identity is infinite. A non-zero projection p is called minimal if q ≤ p ⇒ q = 0 or q = p.
We have the following results on projections [36]:
• If dimH =∞ then B(H) is infinite
• A factor with a unique trace is finite
• Every projection in a finite von Neumann algebra is finite. This comes from the
stronger result that if p ≤ q and q is finite then p is finite
• If A is any von Neumann algebra then 1 is an infinite projection in A ⊗ B(H) if
dimH =∞
• If A is a factor and p, q are projections in A then either p - q or q - p
• p is minimal in A if and only if pAp = Cp
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A trace on a von Neumann algebra A is a linear function tr : A → C satisfying:
• tr(ab) = tr(ba)
• tr(a∗a) ≥ 0
• tr is ultraweakly continuous
• The trace is called faithful if tr(x∗x) = 0⇒ x = 0
• The trace is said to be normalized if tr(1) = 1.
The ultraweak topology on B(H) is given by the basic neighbourhoods about a;
{b :
∞∑
i=1
|〈(a− b)ηi, νi〉| < } for any  > 0 and sequences (ηi), (νi) ∈ l2(H) with
∞∑
i=1
‖ηi‖2 +‖νi‖2 <∞. Similarly the ultrastrong topology is given by basic neighbourhoods
{b :
∞∑
i=1
‖(a− b)ηi‖2 < }. These coincide with the weak and strong topologies respectively
on norm bounded subsets of B(H). The ultraweak and ultrastrong topologies on B(H)
can be viewed as the restriction of the weak and strong topologies on B (H⊗ l2(N)) to
B(H)⊗ 1. We can now give a classification of factors: A factor is said to be:
• Type I if it has a minimal non-zero projection
• Type II if it has non-zero finite projections, but no minimal non-zero projection
• Type III if it contains no non-zero finite projection
Every type I factor is isomorphic to B(H). It is said to be type In when dim(H) = n
where n is allowed to be infinite. Type II factors can be either II1 or II∞ factors. Type II1
factors have a unique faithful trace. Type II∞ factors are of the form A⊗B(H) where A is
a II1 factor and H is infinite dimensional. If A is a II1 factor on H, and p ∈ A is a non-zero
projection, then pAp is a II1 factor on pH. If A is an infinite factor with projection p
such that pAp is a II1 factor, then A is a II∞ factor. There are non-zero projections in
a II1 factor of arbitrarily small trace. Further, the trace gives an isomorphism from the
equivalence classes of projections on a II1 factor to the interval [0, 1]. For a II∞ factor the
decomposition as II1 ⊗ B(H) gives a trace defining an isomorphism from the projection
equivalence classes to the interval [0,∞]. We shall avoid further classifications of type III
factors. Finite dimensional factors are type I factors, and are simply the matrix algebras
Mn(C) acting on Cn. A general finite dimensional von Neumann algebra is then just a
direct sum of matrix algebras [38, 61].
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The simplest and most important example of a II1 factor is the hyperfinite factor. A
von Neumann algebra A is called hyperfinite if there is an increasing sequence of finite
dimensional ∗-subalgebras An ⊂ A such that their weak closure is A. Up to isomor-
phism, there is a unique hyperfinite II1 factor [51]. Another example is given by group
von Neumann algebras. Let G be a group, and form the Hilbert space l2(G). This is
just the set of sequences (αγ∈G), αγ ∈ C, of length |G|, with the inner product given by
〈α, β〉 := ∑
γ∈G
αγ β¯γ . We can define unitary operators on this by uγ such that uγ(αρ) := αγρ.
The group von Neumann algebra vN(G) is then just the von Neumann algebra generated
by all such unitary operators. If the conjugacy classes of G are all infinite except for the
identity (known as an I.C.C. group), then vN(G) is a II1 factor. Note that vN(G) is only
isomorphic to the group algebra CG when G is a finite group.
If we were to find an algebra that behaves as a von Neumann algebra, we might
wish to find a Hilbert space on which the algebra acts. This can be achieved by the
GNS construction. Using the trace on a II1 factor A, we can define an inner product by
〈x, y〉 := tr(y∗x). Taking the quotient of this by the ideal N := {x ∈ A : tr(x∗x) = 0} we
then get a positive definite inner product and so a pre-Hilbert space. The completion of
this is referred to as L2(A, tr), often written as just L2(A). As the trace on a II1 factor
is faithful, L2(A, tr) is just the closure of A in the norm ‖x‖2 :=
√
tr(x∗x). Elements of
A can be viewed as both operators or elements of the Hilbert space, with the operators
acting by the algebra multiplication. In this way, L2(A) can be considered an A-module.
Given another Hilbert space K, then L2(A)⊗K is also an A-module. Larger A-modules
can be constructed as direct sums. The following theorem in turn gives details on how a
Hilbert space breaks down into A-modules:
Let A be a II1 factor and H be a separable A-module. Then there is an isometry
u : H → L2(A)⊗ l2(N) such that ux = (x⊗ 1)u. Further, uu∗ ∈ A′ on L2(A)⊗ l2(N) and
tr(uu∗) is independent of u. The number tr(uu∗) is called the coupling constant, denoted
dimAH. Note that if A were replaced with C in the above, then the coupling constant
would be the dimension of H.
Some elementary properties of the coupling constant:
1. dimA L2(A) = 1
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2. dimA(L2(A)⊗ l2(N) =∞
3. dimAH <∞ iff A′ is a II1 factor
4. dimAH = dimAK iff there is a unitary u such that H = uKu∗
5. For countably many A-modules Hi, dimA(⊕iHi) =
∑
i
dimAHi
6. dimA(L2(A)q) = tr(q) for any projection q ∈ A
7. For a projection p ∈ A, dimpAp(pH) = tr(p)−1 dimAH
From the fifth and sixth points, we see that we can construct a H such that dimAH = r
for any value of r ∈ [0,∞].
2.2 Basics of Subfactors
An interesting example for the coupling constant comes from the group and subgroup
G0 < G when they are both ICC groups. In this case, l
2(G) is a vN(G0)-module, and
dimvN(G0)(l
2(G)) = [G : G0]. Since they are both ICC groups, vN(G) and vN(G0) are
both II1 factors, and because of the subgroup inclusion, we must have vN(G0) ⊆ vN(G).
Hence we have a factor sitting inside another factor. This inclusion of factors is called a
subfactor.
Let A be a II1 factor and G a finite group with an action on A. Then the algebra
of fixed points under the action of G, denoted AG is a II1 factor, and AG ⊂ A with
dimAG A = |G|. Further, if H is another group and AG ∼= AH then G ∼= H. If H is a
subgroup of G, then AG ⊆ AH is an inclusion of factors, with dimAG L2(AH) = [G : H].
Similar results are achieved for a cross product action of groups [32].
These results led to the introduction by Jones of the notion of index for subfactors
[33]. If A ⊆ B is an inclusion of II1 factors, the index of A in B is [B : A] = dimA L2(B).
The index is an invariant of subfactors, and forms the basis for their classification. Some
properties of the index include:
1. [B : A] = 1⇒ A = B
2. If B acts on a Hilbert space H with dimAH <∞ then [B : A] = dimAH/ dimBH =
[A′ : B′]
3. If A ⊆ B ⊆ C are II1 factors then [C : A] = [C : B][B : A]
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4. If A′ ∩ B 6= C1 then [B : A] ≥ 4
For point four, a subfactor is called irreducible if A′ ∩ B = C1. So every subfactor
of index less than 4 is irreducible. As a different example of a subfactor, let A be a II1
factor. Then A⊗Mk(C) is also a II1 factor, and contains A. But L2(A⊗Mk(C)) is just
the direct sum of k2 copies of L2(A), so [A ⊗Mk(C) : A] = k2. This allows for a large
choice of index values, which can be increased even more by the following construction:
Let R be the hyperfinite II1 factor, and p a projection in R. By hyperfiniteness, there
is an isomorphism θ : pRp → (1 − p)R(1 − p). Let N := {x + θ(x) : x ∈ pRp}. Then
N ⊆ R is a subfactor, with index [R : N ] = (tr(p))−1 + (1− tr(p))−1. As we can choose p
so that tr(p) takes any value in [0, 1], we have [R : N ] ≥ 4 for this construction.
From now on, we will use M,N to denote II1 factors.
For any subfactor N ⊆ M , there is a map EN : M → N called the conditional
expectation, with the following properties:
1. E2N = EN
2. EN (x
∗) = EN (x)∗, EN (1) = 1, EN (x∗x) = 0 iff x = 0
3. EN (x
∗x) ≥ EN (x∗)EN (x), ‖EN (x)‖ ≤ ‖x‖
4. EN (axb) = aEn(x)b for a, b ∈ N
5. EN is ultraweakly continuous
6. trNEN = trM (EN preserves the trace)
EN extends to a projection eN : L
2(M)→ L2(N). A fundamental result of subfactors,
is that given this projection, 〈M, eN 〉 := {M, eN}′′ is a II1 factor with M ⊆ 〈M, en〉 such
that [〈M, eN 〉 : M ] = [M : N ]. This led Jones [33] to introduce his basic construction
on subfactors:
Given a subfactor N ⊆ M , then setting N := M0, M := M1, we can form the
tower of algebras; M0 ⊆ M1 ⊆ M2 ⊆ ... ⊆ Mn... where ei−1L2(Mi) = L2(Mi−1),
Mi+1 = 〈Mi, ei−1〉, and each Mi is a II1 factor with [Mi : Mi−1] = [M1 : M0].
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The projections ei satisfy the following properties:
1. e2i = e
∗
i = ei
2. eiei±1ei = τei
3. eiej = ejei if |i− j| ≥ 2
4. tr(ωei+1) = τtr(ω) where ω is a word on {e1, ..., ei}
where τ−1 := [M : N ]. The first three properties are also known as the Temperley-Lieb
relations [62], and elements satisfying them generate an algebra (along with 1) of dimen-
sion 1i+2
 2i+ 2
i+ 1
. Using these relations, Jones and Wenzl [33, 64] were able to put
restrictions on the possible values of the index of a subfactor. They found that for any II1
subfactor N ⊆ M , [M : N ] ∈ {4 cos2(pin) : n ≥ 3} ∪ [4,∞]. We have seen a construction
that gives the values [4,∞], but the smaller values are a very interesting result. They
show that the index is quantized, which motivated attempts to classify these small index
subfactors, and to see if apart from the given construction, if there is any restrictions on
the possible larger index values. The first step in achieving this was to introduce further
invariants of subfactors, that would allow further categorization, as well as the ability to
recover the subfactor from the invariants.
Given the basic construction of a subfactor, we can form another tower:
C = N ′∩N ⊆ N ′∩M ⊆ N ′∩M2...N ′∩Mn.... Let Pk := N ′∩Mk. Then this tower consists
of a sequence of inclusions of finite dimensional C∗-algebras. Each Pk is then isomorphic
to a direct sum of matrix algebras. Let Pk = ⊕iMni(C) and Pk+1 = ⊕jMnj (C). Since
Pk ⊆ Pk+1, then there are inclusion maps ⊕xMix(C) ↪→ Mjy(C),
∑
x
ix ≤ jy. Forming
a matrix with rows indexed by the ix and columns indexed by the jy whose entries are
non-zero if there is an inclusion map Mix(C) ↪→Miy(C), and the entry is the multiplicity
of the inclusion. For example, the inclusion M2(C) ⊕M3(C) ⊕ C ↪→ M5(C) ⊕M4(C) is
described by the matrix: 
1 0
1 1
0 1

These inclusion matrices take the form of the adjacency matrix of a bipartite graph, which
consists of two rows of vertices, the upper row indexed by the rows of the matrix, the lower
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row indexed by the columns of the matrix, and the number of edges between the ith vertex
on the upper row and the jth vertex on the lower row is simply the value of the i, jth
matrix entry.
To our tower of Pk algebras, we can associate a bipartite graph to each inclusion, and
as the lower row of the kth graph will have the same vertices of the upper row of the
k+ 1th graph, we can adjoin the graphs to on-another to build a Bratelli diagram, whose
kth row has vertices indexed by the dimensions of the matrices in Pk. Note now, that each
Pk is generated from the previous algebra, and this enforces a symmetry on the bratelli
diagram, such that the edges between the kth and K + 1th rows are just the reflection
of the edges between the K − 1th and kth rows, plus some new parts. Hence, by this
reflection symmetry, and given P0 = C, we can generate the entire bratelli diagram just
by knowing the new parts added at each row. If we delete the non-new stuff from the
bratelli diagram, the new stuff left forms a bipartite graph. From its construction, this
graph contains the inclusion information of our tower of Pk’s and hence forms an invariant
of the subfactor. It is referred to as the principal graph. There is also a dual principal
graph, formed from the tower M ′ ∩M ⊆M ′ ∩M2 ⊆ ....
The principal (and dual principal) graph Γ of a subfactor N ⊆ M has the property
‖Γ‖2 = [M : N ], and together they describe how the tower of subfactors are contained in
one-another. They allowed for a classification of small index subfactors, as the possible bi-
partite graphs with norm less than 2 was already a well known result. The possible graphs
are known as ADE graphs, and consist of An, Dn, E6, E7, E8, with ‖An‖ = 2 cos( pin+1),
‖Dn‖ = 2 cos( pi2n−2), ‖E6‖ = 2 cos( pi12), ‖E7‖ = 2 cos( pi18), ‖E8‖ = 2 cos( pi30).
Izumi [29] showed that of these graphs, the Dn with n odd, and E7 aren’t allowed.
He then went on to give an example of the construction of E8 [30]. Similarly, E6 was
constructed in [3], and D2n in [41]. The An are generated from the Temperley-Lieb
relations, quotiented by the nth Jones-Wenzl projection, detailed in [64]. In each case,
the bipartite graph is finite, and their corresponding subfactors are known as finite depth
subfactors.
The bipartite graphs of norm 2, corresponding to subfactors of index 4, also consist of
ADE graphs, but now include some infinite depth graphs. The subfactors of index 4 were
classified by Popa [57], and can all be considered to come from subgroups of SU(2). Of
special interest is D∞, which can be considered to be the composition of two subfactors
of index 2, which is an example of a Fuss-Catalan subfactor [5].
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2.3 The Standard Invariant
Two constructions introduced to help understand subfactors are the paragroup, introduced
by Ocneanu [53], and the λ-lattice, introduced by Popa [56]. Both of these constructions
turned out to rely on a subfactor invariant known as the standard invariant, which contains
a more detailed version of the information in the principal graph. It also allows the recovery
of the original subfactor, up to isomorphism, for inclusions of the hyperfinite II1 factor
with finite principal graph [56].
For a subfactor N ⊆M , its standard invariant is the tower of commuting squares:
C = N ′ ∩N ⊂ N ′ ∩M ⊂ N ′ ∩M2 ⊂ N ′ ∩M3 ⊂ ...
∪ ∪ ∪
C = M ′ ∩M ⊂ M ′ ∩M2 ⊂ M ′ ∩M3 ⊂ ...
These commuting squares consist of the inclusions of two towers of finite dimensional
C∗-algebras;
C = P0+ ⊂ P1+ ⊂ P2+ ⊂ ...
∪ ∪
C = P0− ⊂ P1− ⊂ ...
Taking the limit we get: lim
k→∞
Pk− ⊂ Pk+1,+ = P∞− ⊂ P∞+ ∼= N ⊂M .
Popa went on to prove classification results for when the principal graph is infinite,
that hold for all subfactors with index ≤ 4.
Several different methods have been introduced to study the standard invariant, in-
cluding paragroups, λ-lattices and a categorical approach, but the method favoured in
current research is planar algebras, introduced by Jones [35, 37].
2.4 Planar Algebras
To discuss planar algebras, we first need to introduce the notion of a planar tangle. A
planar tangle consists of an outer box, and a number (possibly zero) of inner boxes. There
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Figure 2.1: Top: T , S. Bottom: S ◦ T
is a marked point (*) associated to each box, although it is often taken as the top left
corner, when all boxes are kept oriented with the page. Each box has a number of boundary
points along the top and bottom, the number of which is often called the colour of the
box. These boundary points form the start and end points for a set of non-overlapping
strings, which can also form closed loops. Each tangle is considered to be unique up to
diffeomorphism. Multiple parallel strings are sometimes depicted by a single thick string.
Extra structure can be added to a tangle, for example by orientating strings, or by
introducing a chequerboard shading. In the case of a chequerboard shading, it depends
only on the shading given to a single section, so is often defined based on the shading given
the the section containing the marked point of the outer box, and sometimes labelled +
for unshaded, and − for shaded.
There is a natural form of composition of compatible tangles. Given two tangles S and
T , if the outer box of S has colour k, and an inner box t of T also has colour k, then we
can insert S into t with marked points aligned, then join and smooth strings, and delete
the outer box of S. This composition is denoted S ◦t T .
Each tangle T can be considered as a multilinear map on vector spaces Pki , where ki
are the colours of the inner boxes of T , and k0 is the colour of the outer box of T . The
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Figure 2.2: Multiplication, Inclusion and Trace tangles.
Figure 2.3: Basis of TL3
map then has a presentation ZT : Pk1 ⊗ ... ⊗ Pki → Pk0 . There is a set of multiplication
maps that turn each Pk into an algebra, as well as inclusion maps that allow smaller Pk
to be viewed as subalgebras of Pk+n. A Planar Algebra is then defined to be a set of
vector spaces that form a series of algebras under the action of tangles. There is a natural
involution on the tangles by taking the reflection, which turns each Pk into a ∗-algebra.
An inner product can also be defined using the trace tangle by setting 〈x, y〉 := tr(xy∗)
where we define the trace of the empty tangle as tr() := 1. Note that this inner product
isn’t necessarily positive definite. For this inner product to work, we also need the notion
of the modulus, which is a scalar δ such that removing a closed string loop from a tangle
is equivalent to multiplying the resulting tangle by δ.
The simplest example of a planar algebra is the pictorial representation of the Temperley-
Lieb algebra introduced by Kauffman [40]. In this case, a basis for the nth algebra, TLn
is given by a box with no internal boxes and 2n boundary points, and the basis taken over
each possible way of joining n non-intersecting strings to those points. A more compli-
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cated example is the graph planar algebra, which associates a planar algebra G(Γ) to a
bipartite graph.
A subfactor planar algebra is defined to be a positive definite planar algebra with
shading, such that each Pn± has finite dimension, dimP0± = 1, and it is spherical. The
spherical requirement can be thought of as requiring that the involution and shading don’t
affect the trace. Under these requirements, each Pn± of a subfactor planar algebra forms
a finite dimensional C∗-algebra, and so form the towers of a standard invariant.
A fundamental result on planar algebras is the combined work of Jones and Popa
[35, 58], which can be taken as saying there is a bijection between subfactors and sub-
factor planar algebras. Further the index of the subfactor is equal to the square of the
modulus δ, and the principal graph is the same for both subfactor and planar algebra.
This then gives a way for discovering new subfactors, but there is no guarantee that
planar algebras simplify the process in any way. There are some tools available through
planar algebras that may help however. The first is that as the planar tangles with no
internal boxes are just elements of the Temperley-Lieb algebra, then there is a mapping
from TL(δ) to any planar algebra with the same value of δ. Secondly, there is a natural
decomposition over modules for any planar algebra. An annular-(n, k) tangle is a tangle
with one internal box, whose internal colour is n, and external colour is k. It is clear that
inserting any tangle into an annular tangle will result in an action on the inserted tangle,
and so any planar algebra must consist of modules over the annular tangles. Thirdly, given
the principal graph of a subfactor, there is an embedding of its subfactor planar algebra
into the graph planar algebra of its principal graph [31].
Using these tools has allowed the construction of subfactor planar algebras for all ADE
subfactors [2, 48], as well as putting some constraints on possible principal graphs.
Although as stated earlier the index can take any possible value greater than 4, it
turns out that if you ignore subfactors with A∞ as their principal graph, then the possible
index values become quantised. The combined work of many people has allowed for the
classification of these values up to index 5 [37].
The first step in the classification was to find possible principal graphs with norm in
the correct range, which was done by several people, with the full range being covered
through the use of computers. The set of possible graphs is then narrowed down using
various constraints until only a small number are left for which the construction of a
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Figure 2.4: The map of low index subfactors. The shaded regions indicate complete
classification and filled dots indicate known subfactors. Open dots indicate some possible
candidate principal graphs. Taken from [37].
subfactor can be attempted. The first and most general constraint on the graphs is an
associativity test, which enforces conditions on the possible paths on a principal graph and
its dual. Combined with a theorem by Ocneanu on triple point constructions [27], it allows
for large numbers of graphs to be eliminated. Other constraints come from a combination
of combinatorics and linear algebra, but the most surprising result is the appearance of a
number of constraints arising from number theory [54].
Using these results has allowed for the restriction of the possible principal graphs for
subfactors in the range 4 < [M : N ] < 5 to just 5 principal-dual graph pairs. Each of
these graph pairs gives rise to two subfactors, giving 10 unique subfactors in the range.
At index equal to 5 there are a further 7 subfactors, all coming from finite group con-
structions. Several subfactors of larger index have also been found, and there are ongoing
attempts to increase the range of known classification. It isn’t yet known how far the
index quantization extends, but is believed to stop at 6, although the reasoning for this
could allow it to stop at as low as 3 +
√
5.
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2.5 Tensor Categories
For more detailed introductions to fusion and tensor categories, as well as further back-
ground such as the definition of an abelian category, see [9, 15, 16, 46, 49]. Throughout
this section we denote by C a K-linear abelian category. By a simple object we mean one
such that Hom(X,X) ' K. An abelian category is semisimple if every object is isomor-
phic to a direct sum of a finite number of simple objects.
A tensor category is a K-linear abelian category along with the following:
• A bifunctor ⊗ : C × C → C,
• A natural isomorphism αX,Y,Z : (X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z), X,Y, Z ∈ C,
• A simple object 1 ∈ C and natural isomorphisms ιl : 1 ⊗X → X, ιr : X ⊗ 1 → X,
X ∈ C,
that satisfy the pentagon and triangle axioms.
The pentagon axiom:
((A⊗B)⊗ C)⊗D αA,B,C−−−−→ (A⊗ (B ⊗ C))⊗D αA,(B⊗C),D−−−−−−−→ A⊗ ((B ⊗ C)⊗D)
α(A⊗B),C,D ↘ ↓ αB,C,D
(A⊗B)⊗ (C ⊗D) αA,B,(C⊗D)−−−−−−−→ A⊗ (B ⊗ (C ⊗D))
The triangle axiom:
(X ⊗ 1)⊗ Y αX,1,Y−−−−→ X ⊗ (1⊗ Y )
ιr ⊗ idY ↘ ↓ idX ⊗ ιl
X ⊗ Y
We refer to ⊗, α, and 1 as the tensor product, associativity map, and unit, respectively.
An object X∗ ∈ C is called a left dual of X, if there are maps evX : X∗ ⊗ X → 1 and
cvX : 1→ X∗ ⊗X such that:
(cvX ⊗ idX)αX,X∗,X(idXevX) =idX
(idX∗ ⊗ cvX)α−1X∗,X,X∗(evX ⊗ idX∗) =idX∗
evX and cvX are referred to as the evaluation and coevaluation maps respectively. The
right dual of X is defined similarly.
A tensor category is called rigid if every object has left and right duals. It is pivotal if
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there is a natural isomorphism X → X∗∗. A fusion category is a rigid semisimple tensor
category with a finite number of simple objects. In a fusion category, right and left duals
are isomorphic.
Given an tensor category C, and direct sums of objects, A1 ⊕ ... ⊕ An, B1 ⊕ ... ⊕ Bm,
morphisms between them can be considered as matrices as follows:
HomK(A1 ⊕ ...⊕An, B1 ⊕ ...⊕Bm) :=

Hom(A1, B1) · · · Hom(An, B1)
Hom(A1, B2) · · · Hom(An, B2)
...
. . .
...
Hom(A1, Bm) · · · Hom(An, Bm)

,
Ai, Bj ∈ C
The tensor product is distributive in the obvious way with the direct sum:
(A1 ⊕A2)⊗ (B1 ⊕B2) = (A1 ⊗B1)⊕ (A1 ⊗B2)⊕ (A2 ⊗B1)⊕ (A2 ⊗B2).
Given a fusion category C with isomorphism classes of simple objects {Xi}, where X0 := 1,
the fusion coefficients Nkij are defined as the multiplicity of Xk in the tensor decomposition
of Xi ⊗Xj .
A braiding on a tensor category is a set of isomorphisms cX,Y : X ⊗ Y → Y ⊗ X for
each pair of objects X,Y ∈ C that satisfies the hexagon identities:
(A⊗B)⊗ C αA,B,C−−−−→ A⊗ (B ⊗ C) cA,(B⊗C)−−−−−−→ (B ⊗ C)⊗A
↓ cA,B ↓ αB,C,A
(B ⊗A)⊗ C αB,A,C−−−−→ B ⊗ (A⊗ C) cA,C−−−→ B ⊗ (C ⊗A)
(A⊗B)⊗ C αA,B,C−−−−→ A⊗ (B ⊗ C)
c−1
A,(B⊗C)−−−−−−→ (B ⊗ C)⊗A
↓ c−1A,B ↓ αB,C,A
(B ⊗A)⊗ C αB,A,C−−−−→ B ⊗ (A⊗ C) c
−1
A,C−−−→ B ⊗ (C ⊗A)
A braiding is called symmetric if cY,XcX,Y = idX⊗Y for all X,Y ∈ C.
A twist is an automorphism θX : X → X, for all X ∈ C such that
θX⊗Y =(θX ⊗ θY )cY,XcX,Y
(θX)
∗ =θX∗
for all X,Y ∈ C. A tensor category is called ribbon if it has a braiding and twist. A
modular tensor category is a ribbon fusion category. The Categorical Dimension of a
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tensor category is defined as Dim(C) = ∑
X∈Irr(C)
d(X)2, d(X) := tr(1X), where Irr(C)
is the set of simple objects in C. Given a modular tensor category, we can derive two
matrices S, T , known as modular invariants, which give a representation of the modular
group SL(2,Z). These are defined as:
S : =
1√
Dim(C) S˜ S˜ : = (S˜X,Y )X,Y ∈Irr(C) S˜X,Y : = tr(RX,YRY,X)
(2.1)
T : =
1
(ξ(C)) 13
diag(θX) ξ(C) : = 1√
Dim(C)
∑
X∈Irr(C)
θXd(X)
2 ξ(C) 6= 0 (2.2)
These matrices provide a way of checking that the solutions for the category are correct
[6, 17]. Notably, we can recover the fusion rules using the Verlinde formula:
Nkij =
∑
ρ
Si,ρ
S0,ρ
Sj,ρS¯k,ρ (2.3)
Where s¯ = s if K has no complex elements. Given hk ∈ K, such that θXk = e2ipihk , we
have:
Si,j = S0,0
∑
ρ
exp(2ipi(hi + hj − hρ))Nρi,jd(Xρ) (2.4)
Finally we have that for some permutation matrix P :
(ST )3 = P (2.5)
There is a close relationship between fusion categories and planar algebras that comes
from the following construction. Given a fusion category C, and a chosen object X ∈ C,
consider the following:
K ⊂ End(X) ⊂ End(X ⊗X∗) ⊂ End(X ⊗X∗ ⊗X) ⊂ ...
∪ ∪ ∪
K ⊂ End(X∗) ⊂ End(X∗ ⊗X) ⊂ ...
This can be described as a (shaded) planar algebra, with the Temperley-Lieb generators
given by compositions of the evaluation and co-evaluation maps:
e1 :=evXcvX : X ⊗X∗ → 1→ X ⊗X∗
If the chosen object is self-dual, then the planar algebra is a diagrammatic description of
End(X⊗n).
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2.6 Quantum Groups
For general references to Hopf algebras and quantum groups, see [12, 39, 44].
Let K be a field, and A a vector space over K with tensor product ⊗. A is called an algebra
if there are maps µ : A⊗A→ A and η : K→ A, called the multiplication and unit maps
respectively, such that the following diagrams commute:
A⊗A⊗A µ⊗id−−−→ A⊗A
id⊗ µ ↓ ↓ µ
A⊗A µ−→ A
K⊗A η⊗id−−−→ A⊗A id⊗η←−−− A⊗K
↘ ↓ µ ↙
A
Similarly A is called a coalgebra if there are maps ∆ : A→ A⊗A and ε : A→ K, called the
comultiplication and counit maps respectively, such that the following diagrams commute:
A
∆−→ A⊗A
∆ ↓ ↓ ∆⊗ id
A⊗A id⊗∆−−−→ A⊗A⊗A
K⊗A 1⊗←−− A ⊗1−−→ A⊗K
ε⊗ id↖ ↗ id⊗ ε
A⊗A
The comultiplication is often written using Sweedler notation: ∆(h) =
∑
h(1) ⊗ h(2) and
(∆⊗ id)∆(h) = ∑h(1) ⊗ h(2) ⊗ h(3). The summation symbol is often omitted.
Let τ : A ⊗ B → B ⊗ A for K-vector spaces A,B. A is called a bialgebra if the following
diagrams commute:
A⊗A⊗A⊗A 1⊗τ⊗1−−−−→ A⊗A⊗A⊗A
∆⊗∆ ↑ ↓ µ⊗ µ
A⊗A µ−→ A ∆−→ A⊗A
A⊗A ε⊗ε−−→ K⊗K
µ ↓ ↓'
A
ε−→ K
A⊗A η⊗η←−− K⊗K
∆ ↑ ↑'
A
η←− K
A map S : A→ A is called an antipode if the following diagram commutes:
A⊗A S⊗id−−−→ A⊗A
∆↗ ↘ µ
A
ε−→ K η−→ A
∆↘ ↗ µ
A⊗A id⊗S−−−→ A⊗A
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A bialgebra with an antipode is called a Hopf Algebra. A Hopf algebra is called
semisimple if it is semisimple as an algebra. The simplest example of a Hopf algebra is
the group algebra KG, with ∆(g) := g ⊗ g, ε(g) := 1, S(g) := g−1, for all g ∈ G. In finite
dimensions with K of characteristic zero, the only Hopf algebras of order p for p prime,
are the group algebras K[Zp]. For p2, the only semisimple Hopf algebras are K[Zp2 ] and
K[Zp × Zp]. However there is also a non-semisimple Hopf algebra of dimension p2.
A left module M over a K-Hopf algebra H is a K-vector space with a K-linear map
λ : H ⊗M →M such that the following diagrams commute:
H ⊗H ⊗M id⊗λ−−−→ H ⊗M K⊗M η⊗id−−−→ H ⊗M
µ⊗ id ↓ ↓ λ ↘ ↓ λ
H ⊗M λ−→ M M
Given two modules M1, M2 over a Hopf algebra H, the action on their tensor product is
defined using the coproduct:
h(m1 ⊗m2) =∆(h)m1 ⊗m2 = h(1)m1 ⊗ h(2)m2
for h ∈ H, m1 ∈ M1, m2 ∈ M2. It follows from this that the category of representations
of a Hopf algebra naturally form a tensor category.
Define the flip map τ as τ(a ⊗ b) := b ⊗ a. Given a Hopf algebra H, we say it is cocom-
mutative if τ∆(h) = ∆(h) for all h ∈ H.
A quantum group is a noncommutative and non-cocommutative Hopf algebra.
A large number of examples of quantum groups come from deformations of the universal
enveloping algebra of a Lie algebra, denoted Uq(g), where q ∈ K. When q is not a root
of unity, then the representation category of Uq(g) can be considered equivalent to the
representation category of g. When q is a root of unity the case is more complicated, as
there is the appearance of negligible modules, and there are several approaches to dealing
with this. The usual approach is only consider non-negligible modules, i.e. modules with
non-zero trace, where the trace is defined by 1
cvX−−→ X ⊗ X∗ idX⊗idX∗−−−−−−→ X ⊗ X∗ evX−−→ 1.
Doing this, we find that there is a finite number of irreducible modules, and they form a
fusion category.
The simplest example of a quantum group is Uq(sl2). It turns out that its representation
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theory is closely related to the Temperley-Lieb algebra, by what is known as (quantum)
Schur-Weyl Duality [26, 45].
Let X denote the two dimensional representation of Uq(sl2). Then for q not a root of
unity, EndUq(sl2)(X
⊗n) ' TLn(q + q−1). Further, let fk denote the kth Jones-Wenzl pro-
jection, and EndUq(sl2)(X
⊗n) denote EndUq(sl2)(X
⊗n) quotiented by negligible modules,
which include all highest weight modules of dimension greater than k − 1. Then for q an
2kth root of unity, EndUq(sl2)(X
⊗n) ' TLn(q + q−1)upslopefk−1.
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Chapter 3
K-Planar Algebras
The aim of this chapter is to introduce a generalised definition of planar algebras, and
introduce two fundamental planar algebras, the Temperley-Lieb algebra and the bipartite
graph planar algebra. These will then be used as a starting point for constructing new al-
gebras. We then discuss the Temperley-Lieb category, and how it can be used to construct
examples of fusion categories. As a demonstration, we construct examples of the semion,
Ising, and Fibonacci/Yang-Lee fusion categories, giving isomorphism maps for their fusion
rules, finding their associativity, braiding, and twist constraints, and using these to give
their S and T matrices.
3.1 A Generalised Definition of Planar Algebras
A planar tangle consists of an outer box an some (possibly zero) number of internal boxes.
Each box has a marked point (∗) on its boundary, which if not shown, is assumed to be
the top left corner. Each box has a number of points along its top and bottom, which can
be numbered clockwise starting at the first point after the marked point. The number of
points along the top and bottom is usually required to be equal, although this is often
relaxed for practical purposes. Each point is the start/end point for a string, i.e. an
embedding of R, and each string must begin and end on the boundaries of boxes, or form
closed loops. The strings are generally not allowed to cross, and their positions are unique
up to diffeomorphism. A box with 2k boundary points is said to be of colour k, and a
tangle is said to be a k-tangle if its outer box has colour k. We can give an orientation
to the string joining to the first point on the outer box, pointing towards this point being
considered positive, and alternate the orientation for strings joining the succeeding points.
This allows us to give the tangle a shading, by defining that travelling along a string in
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the direction of the orientation, the region to the right is shaded.
There is a natural composition on tangles, where given a k-tangle, and another tangle
with an internal k-box, the composition is given by inserting the k-tangle into the k-box
with their marked points aligned, then joining the corresponding strings, and removing
the boundary of the k-box. Given a set of k-tangles, this can be taken as a basis and
extended to form a vector space, denoted Pk. We will assume for now that all vector
spaces are over a fieldK. Take the k-tangle with two internal k-boxes aligned vertically, and
connected by vertical strings, (denotedMk), then insertion of Pk elements into this forms
a multiplication on Pk, and so turns Pk into and algebra. The unit for this multiplication
is the k-tangle with no internal boxes, (1k) and all strings vertical. The k+ 1-tangle with
a single k-box, connected vertically, with another string to the right, (Ik+1k ), forms an
inclusion map from Pk to Pk+1. Similarly, the k-tangle with a single k+ 1-box, connected
vertically apart from the kth and (k + 1)th points, which are joined together, (ERkk+1),
forms a map from Pk+1 to Pk. These maps then turn
⋃
k=0
Pk into the graded algebra
P . If we consider removing a closed loop to be equivalent to multiplying the tangle by
δ, for some choice of δ, then we can identify 0-tangles with no internal boxes, with the
underlying field. If P0 is 1-dimensional, then maps to it are linear functionals.
Given a k-tangle T with n internal boxes of colours k1, ..., kn and a graded algebra P ,
a presentation of T is a multilinear map ZT : Pk1 ⊗ Pk2 ⊗ ... ⊗ Pkn → Pk, which is given
by inserting elements of Pki into the kith box, and identifying the result as an element of
Pk. A planar algebra is a graded algebra that is well-defined over the presentation of any
tangle. It is called connected if dimP0 = 1 and irreducible if dimP1 = 1. We can define an
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Figure 3.1: Cyclic property of the trace tangle.
Figure 3.2: M3, IR43, EL23.
alternative map ELkk+1 : Pk+1 → Pk by closing a string on the left instead of the right. A
planar algebra is then called spherical if EL01(p) = ER01(p) for all p ∈ P1. The parameter δ
is often referred to as the modulus. An annular−(n, k) tangle is a tangle with one internal
box of colour n, and whose external box is colour k. Given an annular-(n, 0) tangle, its
composition with the multiplication tangle defines a bilinear form on Pk. If we take the
annular-(n, 0) tangle defined by connecting the ith and (n− i+ 1)th points together, with
all strings to the right of the inner box, then this is known as the trace tangle, and its
bilinear form satisfies tr(AB) = tr(BA). This follows immediately from the diagram, by
simply dragging the second inner box around and above the first inner box. When K = R
or C, the planar algebra P is said to be positive-(semi)definite/(non)degenerate over a
given (bi/conjugate)-linear form if they hold for each Pk.
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3.2 Bipartite Graph Planar Algebras
We introduce now the bipartite graph planar algebra (BGPA) [8, 14, 34], and use it to
construct algebras isomorphic to sets of upper triangular matrices, then show that they
fail to be planar algebras.
Let Γ be a finite bipartite graph, with set of vertices V + unionsq V −, and edges E. Let µ be
an arbitrary, non-vanishing function from the vertices to K, called a spin function. Define
Kn,+ to be the vector space with basis of loops of length 2n on Γ starting at v ∈ V +, and
similarly for Kn,−. By the standard form of a tangle, we mean a form of the tangle such
that there are a minimal number of turning points in the strings, and every turning point
and box lie in a separate horizontal region. By turning point, we mean a region of the
string that is parallel to the top and bottom of the box containing the string. Given a
shaded tangle, a state, σ, is an assignment of v+ ∈ V + to unshaded regions, v− ∈ V − to
shaded regions and e ∈ E to strings, such that if a string separates the two regions, then e
joins v+ and v−. Given a state on a tangle, this then defines a loop of length 2k on a box
of colour k, with the region with the marked point as the starting point. Alternatively,
given a tangle with some number of interior boxes, then choosing some vector paths to
insert into the boxes will give a restriction on the possible states. The outcome read from
the exterior box is
∑
σ
σ
∏
α
µα, where α is a turning point on a string and µα := µ(v1)/µ(v2)
where v1 is the vertex assigned to the interior region of α and v2 is assigned to the exterior
region. If K = C, and A(Γ) is the adjacency matrix, then µ2 is often taken to be the
eigenvector of the maximal eigenvalue of A(Γ), so that the modulus will be equal to the
maximal eigenvalue.
An element λ of Kn,± can be considered to consist of two paths p, q of length n, one
from v1 to v2 and one from v2 to v1, denoted λp,q. Multiplication of elements is then given
as λp,qλr,s = δq,r˜λp,s, where r˜ is r in the opposite direction. Defining λ˜p,q := λq˜,p˜, then
up to a constant, these elements form a system of matrix units, and hence each Kn,± is
isomorphic to some multi-matrix algebra. This isomorphism is dependant on Γ. If we
consider two loops on Γ with different starting points, then it is clear that their product
must be zero, hence if Kn,± ' Mn1 ⊕Mn2 ⊕ ... ⊕Mni , then different starting points for
loops correspond to different matrices in this direct sum decomposition. From this we see
that K0,± '
⊕
|V ±|
K.
Considering now the embedding tangle IRk+1k , inserting a loop λp,q with p, q˜ : v1 → v2
we see that all but one region of the tangle already has assigned vertices. Hence we
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Figure 3.3: Input loop; abcdefa, output loop; µ(a)µ(d)µ(c)µ(f)fabcdef
have λp,q 7→
∑
i
λp+i,˜i+q, where the sum is over all paths i of length one starting at v2,
and p + i is just concatenation of paths, so IRk+1k : Kk,± → Kk+1,±. Similarly we have
ILk+1k : Kk,± → Kk+1,∓ given by λp,q 7→
∑
j
λj+p,q+j˜ , summing over all paths j of length
one that end at v1.
Let Γ be the bipartite graph with |V +| = 1, |V −| = n, then considering just Km,+,
we see that dimK0,+ = 1. For K1,+, each loop is uniquely defined by a choice of vertex
in V −, and longer loops are just concatenations of these. Hence we can write a loop in
Km,+ as a sequence of m vertices in V
−; λv1v2...vm . From the action of the embedding
tangles, we see that Km,+ embeds into Km+1,+ n ways, hence dimKm,+ = n
m. Let V − =
{ν1, ...νn}, then we can consider K2,+ as the algebra of n × n matrices with basis entries
e2,+i,j := λνiνj , where λνiνj is the loop of length four given by v
+ → νi → v+ → νj → v+.
Under this consideration, K3,+ consists of n copies of K2,+ along the diagonal, each copy
labelled by νj for λνiνjνk ∈ K3,+, λνiνk ∈ K2,+. For K4,+, we have λνiνjνkνlλνaνbνcνd =
δνkνl,ν˜aνbλνiνjνcνd = δνkνl,νbνaλνiνjνcνd (as ν˜a = νa), therefore e
4,+
ij,kl := λνjνiνkνl , where
ij, kl ∈ {11, 12, ..., 1n, 21, ..., nn}.
Similarly, we have e3,+ji,jk := λνiνjνk , and the general form is
e2m,+[im,im−1,...,i1],[im+1,im+2,...,i2m] := λνi1 ...νimνim+1 ...νi2m
e2m+1,+[im+1,im,im−1,...i1],[im+1,im+2...,i2m+1] := λνi1 ...νi2m+1
[a, b, c, .., x] can be considered a number with digits abc...x in base n.
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As an example, take n = 3 and let V − = {a, b, c}, then;
K1,+ '

λa 0 0
0 λb 0
0 0 λc
 ,K2,+ '

λaa λab λac
λba λbb λbc
λca λcb λcc
 ,
K3,+ '

λaaa λaab λaac 0 0 0 0 0 0
λbaa λbab λbac 0 0 0 0 0 0
λcaa λcab λcac 0 0 0 0 0 0
0 0 0 λaba λabb λabc 0 0 0
0 0 0 λbba λbbb λbbc 0 0 0
0 0 0 λcba λcbb λcbc 0 0 0
0 0 0 0 0 0 λaca λacb λacc
0 0 0 0 0 0 λbca λbcb λbcc
0 0 0 0 0 0 λcca λccb λccc

,
K4,+ '

λaaaa λaaab λaaac λaaba λaabb λaabc λaaca λaacb λaacc
λbaaa λbaab λbaac λbaba λbabb λbabc λbaca λbacb λbacc
λcaaa λcaab λcaac λcaba λcabb λcabc λcaca λcacb λcacc
λabaa λabab λabac λabba λabbb λabbc λabca λabcb λabcc
λbbaa λbbab λbbac λbbba λbbbb λbbbc λbbca λbbcb λbbcc
λcbaa λcbab λcbac λcbba λcbbb λcbbc λcbca λcbcb λcbcc
λacaa λacab λacac λacba λacbb λacbc λacca λaccb λaccc
λbcaa λbcab λbcac λbcba λbcbb λbcbc λbcca λbccb λbccc
λccaa λccab λccac λccba λccbb λccbc λccca λcccb λcccc

It follows from this that K2m+1,+ ' K1,+ ⊗K2m,+, K2m+2 ' K2,+ ⊗K2m,+.⊕
n
K2m,+ ⊂ K2m+1,+, K2m+1,+ ⊂ K2m+2,+.
Continuing on in the general case for Γ with |V +| = 1, |V −| = n, V − = {ν1, ..., νn}, we
have dimK0,− = dimK1,− = n. In K2,−, loops take the form ν1 → ν+ → ν2 → ν+ → ν1,
so we can label them as before in terms of νi ∈ V −; λνiνj(νi) ∈ K2,−, where the first and
last vertices must equal to give a loop, so we can omit the last vertex. From this we can see
that dimK2,− = n2, and dimK3,− = n3, λνiνjνk ∈ K3,−. The (right) embedding maps give
λνiνj 7→ λνiνjνj , λνiνjνk 7→
∑
l
λνiνjνlνk . For general Km,−, m ≥ 2 we find dimKm,− = nm,
λνi1νi2 ...νimνi1 ∈ Km,−.
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Considering as matrix units, we have:
λνiνjλνkνl =λνiν+νjν+νiλνkν+νlν+νk = δνjν+νi, ˜νkν+νl
λνiν+νjν+νk = δνjν+νi,νlν+νkλνiν+νjν+νk
=δνiνkδνjνlλνiνj
Hence e2,−ij,ij := λνiνj .
λνiνjνkλνaνbνc = δνkνi,ν˜aνbλνiνjνc = δνkνi,νbνaλνiνjνc . Therefore e
3,−
ij,ik := λνiνjνk .
λνiνjνkνlλνaνbνcνd = δνkνlνi,ν˜aνbνcλνiνjνcνd = δνkνlνi,νcνbνaλνiνjνcνd . Therefore
e4,−ikj,ikl := λνiνjνkνl .
In general we get:
e2m,−[i1,im+1,...,i2],[i1,im+1,...,,i2m] := λνi1 ...νi2m
e2m+1,−[i1,im+1...,i2],[i1,im+2,...,i2m+1] := λνi1 ...νi2m+1
Take n = 3, V − = {a, b, c} again as an example, then:
K0,− ' K1,− '

λa 0 0
0 λb 0
0 0 λc
 ,
K2,− '

λaa 0 0 0 0 0 0 0 0
0 λab 0 0 0 0 0 0
0 0 λac 0 0 0 0 0 0
0 0 0 λba 0 0 0 0 0
0 0 0 0 λbb 0 0 0 0
0 0 0 0 0 λbc 0 0 0
0 0 0 0 0 0 λca 0 0
0 0 0 0 0 0 0 λcb 0
0 0 0 0 0 0 0 0 λcc

,
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Figure 3.4: For the loop abcdefa to be compatible with the trace tangle, we must have
b = f and c = e. The output is µ
2(d)
µ2(a)
a.
K3,− '

λaaa λaab λaac 0 0 0 0 0 0
λaba λabb λabc 0 0 0 0 0 0
λaca λacb λacc 0 0 0 0 0 0
0 0 0 λbaa λbab λbac 0 0 0
0 0 0 λbba λbbb λbbc 0 0 0
0 0 0 λbca λbcb λbcc 0 0 0
0 0 0 0 0 0 λcaa λcab λcac
0 0 0 0 0 0 λcba λcbb λcbc
0 0 0 0 0 0 λcca λccb λccc

We can see from the examples that the starting and middle vertices label the algebras
in terms of smaller subalgebras, and all other vertices label different elements of these
subalgebras. From this, we see that for a general graph, we have:
e2m,±
[ν±i1 ,ν
±
im+1
,ν∓jm ,ν
±
im
,...,ν±i2 ,ν
∓
j1
],[ν±i1 ,ν
±
im+1
,ν∓jm+1 ,...,ν
±
i2m
,ν∓j2m ]
:= λν±i1ν
∓
j1
ν±i2 ...ν
±
i2m
ν∓j2mν
±
i1
e2m+1,±
[ν±i1 ,ν
∓
jm+1
,ν±im+1 ,ν
∓
jm
,...,ν±i2 ,ν
∓
j1
],[ν±i1 ,ν
∓
jm+1
,ν±im+2 ,...,ν
∓
j2m+1
]
:= λν±i1ν
∓
j1
ν±i2 ...ν
±
i2m+1
ν∓j2m+1ν
±
i1
Note that each pair of vertices (labelling λ) is required to be joined by an edge on the
graph. The labelling can easily be extended if a pair of vertices is joined by more than
one edge.
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There is a natural K-bilinear form defined on BGPAs from the trace given by 〈A,B〉 :=
tr(AB˜) where λ˜p,q := λq˜,p˜. However, tr(λp,q) = δp,q˜, so we have;
〈λp,q, λr,s〉 = tr(λp,qλ˜r,s) = tr(λp,qλs˜,r˜) = δq,str(λp,r˜) = δq,sδp,r = δλp,q ,λr,s , so the loops
form an orthogonal basis with this inner product, and hence the inner product is positive
definite (for suitable K).
Let Γ be a graph such that V + and V − are well-ordered. Then define the set of loops on
Γ of length 2m, Um,± := {λp,q : p˜ ≥ q}, with the ordering on paths defined as follows.
If x = [νi1 , ..., νi2m ], y = [νj1 , ..., νj2m ], then x = y if they are equal as paths, and x > y
if for some k, we have νi1 = νj1 , ..., νik−1 = νjk−1 , νik > νjk . Then Um,± is isomorphic
to a subalgebra of the upper triangular matrices. If |V +| = 1, |V −| = n, then U2m,+ is
isomorphic to the nm × nm upper triangular matrices. The loops of the form λp,p˜ corre-
spond to diagonal entries. Note that ∼ is not defined on Um, as if λp,q ∈ Um, p 6= q˜, then
(˜λp,q) /∈ Um. Further, any bilinear form on Um, such as the trace, that satisfies the cyclic
property f(AB) = f(BA), is necessarily degenerate, as on non-diagonal elements, as we
have:
f(λp,q) = f(λp,qλq,q) = f(λq,qλp,q) = δq,p˜f(λq,q) = 0.
Let λp,p˜ ∈ Um, p = [νi1 , ..., νim+1 ], with νim+1 > νim−1 , then applying the rota-
tion tangle to λp,p˜, we get the following map in terms of vertices: λ[νii ,...,νim+1 ,...,νi1 ] 7→
λ[νi2 ,...,νim+1 ,...,νi1 ,νi2 ] = λr,s, r = [νi2 , ..., νim+1 , νim ], s = [νim , νim−1 , ..., νi1 , νi2 ]. Then we
have that r˜ > s, so λr,s /∈ Um. Hence Um isn’t closed under planar maps.
3.3 Temperley-Lieb Algebras
We introduce now the Temperley-Lieb algebra and its properties, then use the BGPA from
the previous section to construct representations of the Temperley-Lieb algebra.
The Temperley-Lieb algebra, TL, is the algebra generated by elements {1, ei : i ∈ N}
satisfying, for δ ∈ K;
e2i = δei (3.1)
eiei±1ei = ei (3.2)
eiej = ejei, |i− j| ≥ 2 (3.3)
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This algebra has an alternative pictorial version, where looking at the subalgebra generated
by the first n−1 elements, we have the identity given by a box with 2n points along the top
and bottom, with points i and 2n− i+ 1 joined by vertical strings. ei is then the diagram
with points i and i+1 joined together, and 2n−i+1 and 2n−i joined together, with all other
points connected vertically. Multiplication of elements is given by vertical concatenation
of boxes, extended linearly. Removal of a closed loop from a diagram is equivalent to
multiplying the diagram by δ. The dimension of the subalgebra generated by the first
n elements, denoted TLn is given by the nth Catalan number; dimTLn =
1
n+1
 2n
n
.
The Temperley-Lieb algebra is the simplest example of a planar algebra, and when K = C,
is positive-definite for δ ≥ 4, with conjugate linear-form given by the trace tangle. For the
values of δ ∈ {2 cos(pik ) : 3 ≤ k ∈ N}, TL is positive-semidefinite, and becomes positive-
definite when quotiented by the ideal generated by the k − 1th Jones-Wenzl projection.
The Jones-Wenzl projections, denoted fn, are defined inductively over K by:
f0 =, f1 = |, (3.4)
fn+1 =fn|− [n]
[n+ 1]
fnenfn (3.5)
Here, [n] denotes the nth quantum number, with [2] = δ. See appendix A for further
details.  denotes the empty diagram and | a single vertical string. When K = C, the
quotient TLn/〈fk〉 has simple projections f0...fk−1, which is often encoded as the bipartite
graph Ak, which consists of even vertices {0, 2, ..., k − 1}, odd vertices {1, 3, ..., k}, and
edges joining i to i± 1.
Consider now the subalgebra of the BPGA of A3 consisting of loops starting at ν0. We
have:
A0 = (λ0) ' A1 = (λ010)
A2 =
 λ01010 0
0 λ01210
 ,A3 =
 λ0101010 λ0101210
λ0121010 λ0121210

A4 =

λ010101010 λ010101210 0 0
λ012101010 λ012101210 0 0
0 0 λ010121010 λ010121210
0 0 λ012121010 λ012121210

Now consider the tangle with no internal discs and two vertical strings, i.e. the TL
identity 12. Any state on it must assign the vertex 0 to the first region and 1 to the
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second region, leaving a choice of the third region. The outcome is then λ01010 + λ01210.
Similarly for the diagram e1 we get
µ(1)2
µ(0)2
λ01010 for some spin function µ. Repeating this
for 3-tangles, we find the output of 13 is λ0101010 +λ0121210, for e1 is
µ(1)2
µ(0)2
λ0101010, and for
e2 is
µ(0)2
µ(1)2
λ0101010 +
µ(0)µ(2)
µ(1)2
(λ0101210 + λ0121010) +
µ(2)2
µ(1)2
λ0121210. Denoting these outputs
respectively as eˆi, we find that: eˆ
2
1 =
µ(1)2
µ(0)2
eˆ1, eˆ1eˆ2eˆ1 = eˆ1, eˆ2eˆ1eˆ2 = eˆ2,
eˆ22 =
(µ(0)2+µ(2)2)
µ(1)2
eˆ2. Hence these form a representation of the Temperley-Lieb algebra
with δ = µ(1)
2
µ(0)2
= (µ(0)
2+µ(2)2)
µ(1)2
.
Repeating this construction for 4-boxes gives:
1ˆ4 =
2∑
i,j=0
λ01i1j1i10 eˆ1 =
µ(1)2
µ(0)2
(λ010101010 + λ010121010)
eˆ2 =
2∑
i,j,k=0
µ(i)µ(k)
µ(1)2
λ01i1j1k10 eˆ3 =
µ(1)2
µ(0)2
λ010101010 +
µ(1)2
µ(2)2
λ012121210
These again satisfy the TL conditions, apart from eˆ23 = δeˆ3, which is true when µ
2(0) =
µ2(2), which then gives δ2 = 2. Extending this construction to the JW projections, we
find: fˆ0 = λ0, fˆ1 = λ010, fˆ2 = λ01210, fˆ3 = 0. Hence this BG-subalgebra is a representation
of the TL-algebra at δ2 = 2.
Repeating this construction using instead A4, we get:
A0 = (λ0) A1 = (λ010)
A2 =
 λ01010 0
0 λ01210
 A3 =

λ0101010 λ0101210 0
λ0121010 λ0121210 0
0 0 λ0123210

A4 =

λ010101010 λ010101210 0 0 0
λ012101010 λ012101210 0 0 0
0 0 λ010121010 λ010121210 λ010123210
0 0 λ012121010 λ012121210 λ012123210
0 0 λ012321010 λ012321210 λ012323210

The 3-box TL relations for these are as previous apart from 1ˆ3 = λ0101010 + λ0121210 +
λ0123210, however for the 4-box elements we now get:
1ˆ4 =
2∑
i,j=0
λ01i1j1i10 + λ012323210
eˆ3 =
µ(1)2
µ(0)2
λ010101010 +
∑
i,j∈{1,3}
µ(i)µ(j)
µ(2)2
λ012i2j210
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Instead of the relation for µ given before, this now satisfies eˆ23 = δeˆ3 if δ =
(µ(1)2+µ(3)2)
µ(2)2
.
Considering the 5-box elements, we find;
eˆ4 =
µ(2)2
µ(3)2
λ01232323210 +
2∑
i,j,k=0
µ(j)µ(k)
µ(1)2
λ01i1j1k1i10
which satisfies eˆ24 = δeˆ4 if δ =
µ(2)2
µ(3)2
, which gives δ2 = 1± δ. Looking at JW projections,
fˆ0, fˆ1, fˆ2 are the same as previously, however now we have fˆ3 = λ0123210 and fˆ4 = 0.
In general, this construction gives us a representation of TLn in terms of a BGPA, which
can then be identified with a matrix algebra. Viewing as matrices, we have:
A3, TL2;
1ˆ2 =
 1 0
0 1
 eˆ1 =
 δ 0
0 0
 fˆ2 =
 0 0
0 1

TL3;
eˆ2 =
 δ−1 ±δ−1
±δ−1 δ−1

TL4;
eˆ1 =

δ 0 0 0
0 0 0 0
0 0 δ 0
0 0 0 0

eˆ2 =

δ−1 ±δ−1 0 0
±δ−1 δ−1 0 0
0 0 δ−1 ±δ−1
0 0 ±δ−1 δ−1

eˆ3 =

δ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 δ

A4, TL3;
eˆ2 =

δ−1 µ(0)µ(2)
µ(1)2
0
µ(0)µ(2)
µ(1)2
µ(2)2
µ(1)2
0
0 0 0
 fˆ3 =

0 0 0
0 0 0
0 0 1

TL4;
eˆ2 =

δ−1 µ(0)µ(2)
µ(1)2
0 0 0
µ(0)µ(2)
µ(1)2
µ(2)2
µ(1)2
0 0 0
0 0 δ−1 µ(0)µ(2)
µ(1)2
0
0 0 µ(0)µ(2)
µ(1)2
µ(2)2
µ(1)2
0
0 0 0 0 0

eˆ3 =

δ 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 µ(1)
2
µ(2)2
µ(1)µ(3)
µ(2)2
0 0 0 µ(1)µ(3)
µ(2)2
µ(3)2
µ(2)2

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For a general choice of An, the restriction on δ becomes:
δ =
µ(1)2
µ(0)2
=
µ(0)2 + µ2(2)
µ(1)2
= ... =
µ(i− 1)2 + µ(i+ 1)2
µ(i)2
= ... =
µ(n− 2)2
µ(n− 1)2
Denoting the equation for the restricted δ for An by δˆn, this gives:
δˆ2 = δ
−1
δˆ3 = (δ − δˆ2)−1 = (δ − δ−1)−1
δˆ4 = (δ − δˆ3)−1 = (δ − (δ − δ−1)−1)−1
δˆn = (δ − δˆn−1)−1
3.4 Temperley-Lieb Category
The Temperley-Lieb algebra has an alternative categorical description as a tensor category,
that is sometimes more useful to work with [13, 66].
Let [m,n] be the set of boxes with m points along their top edge, n points along their
bottom edge, and (m + n)/2 non-intersecting strings joining pairs of these points. Let
K[m,n] be the free vector space over a field K with [m,n] as its basis.
The Temperley-Lieb Category, T Lδ, is the category whose objects are the natural numbers
N, and whose morphisms HomK(m,n) := K[m,n]. Composition of morphisms is given
by concatenation of compatible boxes, i.e. if a ∈ [m,n] and b ∈ [x, y], then ba ∈ [m, y] if
n = x. The objects have an obvious grading given by whether they are an odd or even
number of points. There is a functor, called the tensor map, ⊗ : T Lδ → T Lδ defined
on objects by m ⊗ n := m + n. For morphisms, a ⊗ b is the (m + x, n + y)-box given
by adjoining b to the right of a. This is extended bilinearly to all morphisms, giving
K[m,n] ⊗ K[x, y] ⊂ K[m + x, n + y]. The parameter δ ∈ K defines a relation such that
if a morphism contains a closed loop, then removing this loop multiplies the morphism
by δ. The Temperley-Lieb algebra from the previous section can be redefined in terms of
this category as TLn := EndK[n], as EndK[n] is simply the K-vector space with the set of
n-point TL diagrams as its basis. Planar maps on TL can be rewritten as combinations
of the tensor map and HomK(m,n).
By considering the idempotent completion of this category, we find the simple objects of
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T Lδ are the Jones-Wenzl projections, which are identity maps on themselves. As objects,
we will denote these projections by Xn, and as morphisms by fn, so we have:
fn = 1Xn ∈ EndK(Xn), Xn ∈ Ob(T Lδ), dimEndK(Xn) = 1. The object X0 is the unit
object, and satisfies X0 ⊗ Y = Y ⊗X0 = Y for any object Y . The simple objects satisfy:
Xn ⊗X1 ' Xn−1 ⊕Xn+1 [21].
Many examples of fusion and modular tensor categories can be constructed from T Lδ.
The structure of such categories is partially encoded by their fusion rules [7, 59].
Let {Xk} ∈ Ob(C) be the set of simple objects, then for any Ai ∈ Ob(C), we have:
Ai ⊗Aj =
⊕
k
NkijXk (3.6)
with Nkij ∈ N.
Some of the simplest examples of fusion rules are the Semion rules, with simple objects
{1, Y }, and fusion rules:
1⊗ Y =Y ⊗ 1 = Y, Y ⊗ Y =1 (3.7)
the Fibonacci rules, with simple objects {1, X}, and fusion rules:
1⊗X =X ⊗ 1 = X, X ⊗X =1⊕X (3.8)
and the Ising rules, with simple objects {1, Y,Ψ}, and fusion rules:
Y ⊗ Y =1, Ψ⊗ Y =Y ⊗Ψ = Ψ, Ψ⊗Ψ =1⊕ Y (3.9)
We give examples of the construction of these using the Temperley-Lieb category with
notation as above. Given a fusion rule and a set of simple objects, each construction will
follow the same outline:
• Find isomorphism maps Φij : Xi ⊗ Xj →
⊕
k
NkijXk such that Φ
−1
ij Φij = 1Xi⊗Xj ,
ΦijΦ
−1
ij = 1
⊕
k
NkijXk
:=
⊕
k
Nkij⊕
1Xk
• These maps will generally rely on relations given by some quotient of T Lδ by a
Jones-Wenzl projection.
• Use these maps to construct the maps for the fusion of three objects, i.e. Φ(ij)k and
Φi(jk). These will have some linear relation that we solve for either by use of the
pentagon equation, of by capping off of diagrams.
• Similarly construct braiding relations for objects and solve the hexagon equation for
them.
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• Find the twist relation for each simple objects using its identity, or again by capping
off of diagrams.
• Use these results to construct the S and T matrices, then see if they satisfy identities
2.3, 2.4, and 2.5. This allows a way to check if the derived relations are consistent
with the fusion rules.
The pentagon and hexagon equations, and twist identity, are given in section 2.5.
In each construction, the identity object, 1, is the Jones-Wenzl projection X0. It follows
from this that for any object, tensoring with the identity object is strict, i.e. X0 ⊗ Y =
Y ⊗X0 = Y , for any object Y . For the associativity, braiding, and twist, we only need to
consider the simple objects, as the solutions for any other objects will be based on their
solutions. The associativity maps for three objects can be constructed as follows:
where Φmij is a component of the isomorphism map Φij giving a map Φ
m
ij : Xi⊗Xj → Xm.
The braid and twist relations will be based on the following:
where r, t ∈ K.
3.4.1 The Semion Construction
An example of the Semion fusion rules can be constructed by setting 1 := X0 and Y := X1
with the additional conditions that X2 = 0, which requires f2 = 0 and [3] = 0. This gives
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that Hom(1, 1) = Kf0 and Hom(Y, Y ) = Kf1. As an object, Y will be represented by a
single point, i.e. the start or end point of a string.
Let V˜ denote the transpose vector of V with all diagram entries reflected about the
horizontal. From the condition that [3] = 0, we have:
1 + [3] = [2]2
[2]2 = δ2 = 1
δ = ±1
Using the condition f2 = 0, we have:
where we used δ2 = 1. Taking account of this relation, we want to find an isomorphism
map for the semion fusion rule Y ⊗Y = 1. Given our choice of objects, this is then a map:
Φ :X1 ⊗X1 → X0
Φ˜Φ = 1X1⊗X1 = f1 ⊗ f1
ΦΦ˜ = 1X0 = f0
We have:
For associativity, as Y ⊗ Y ⊗ Y ' 1, we can take the associativity map
αY,Y,Y : (Y ⊗ Y )⊗ Y → Y ⊗ (Y ⊗ Y ) to be:
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for some a ∈ K. All other associativity maps contain 1, and so are strict. Solving the
pentagon equation with this, we have:
Hence a2 = 1. For the braiding, as Y ⊗ Y ' 1, the braiding must be a multiple of Φ.
Hence let:
Note that any braiding with 1 is trivial, as 1 ⊗ A = A ⊗ 1 = A, for any object A.
Solving the hexagon equation, we have:
Hence r−2 = a. Solving the second hexagon equation gives r2 = a. As this is the
Temperley-Lieb category, we can assume closure under planar relations. Hence by capping
off the associativity relation, we get:
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Hence a = δ. For the twist, as Y is simple, θY : Y → Y must be a multiple of f1,
hence we have:
Solving the twist relation, we have:
Hence t = r−1. We have then the relations:
αY,Y,Y (Y ⊗ Y )⊗ Y =aY ⊗ (Y ⊗ Y )
cY,Y (Y ⊗ Y ) =r(Y ⊗ Y )
θY (Y ) =tY
with constraints:
δ2 =1, a =δ, r2 =a, t =r−1
These will have a solution if we take K as a cyclotomic field, i.e. an extension of Q by
some root of unity [10]. Letting K = Q[i], this gives four possible choices for r, with the
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other variables dependent on the choice of r:
r =± 1 = t, δ =a = 1
r =± i = −t, δ =a = −1
For the S and T matrices, we first have d(1) = 1, d(X) = δ, so Dim(Semion) = 2.
Similarly we get ξ(Semion) = (1+r
−1)√
2
, which requires r 6= −1 to be non-zero. Hence:
S =
1√
2
 1 r2
r2 r2
 T = 2 16
(1 + r−1)
1
3
 1 0
0 r−1
 (3.10)
3.4.2 The Ising Construction
An example of the Ising fusion rules is constructed by setting 1 := X0, Ψ := X1 and
Y := X2 with the additional condition that X3 = 0, which requires f3 = 0 and [4] = 0.
Clearly Hom(X0, X0) = Kf0, Hom(X1, X1) = Kf1, Hom(X2, X2) = Kf2. Using the
identity for quantum numbers from Appendix A gives:
[4] = [2]([3]− 1)
[4] = [2]([2]2 − 2)
As we want [2] 6= 0, we must have [2]2 = 2, as well [3] = 1. Hence δ2 = 2, and [2][3] = δ.
From the condition f3 = 0, we have:
From this, by considering (f2 ⊗ f2)(f3 ⊗ 1)(f2 ⊗ f2), we then get:
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However, from this we have:
Hence this gives:
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Using this, for the fusion rule Y ⊗ Y ' 1, we have:
Hence ΦY Y : Y ⊗ Y → 1 is the isomorphism map for Y ⊗ Y ' 1. For the fusion rule
Ψ⊗Ψ ' 1⊕ Y , we have:
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Hence ΦΨΨ is the isomorphism map for Ψ ⊗ Ψ ' 1 ⊕ Y . Finally, for the fusion rules
Y ⊗Ψ ' Ψ⊗ Y ' Ψ, we have:
For the second case, we first need the following:
51
Using this, we then have:
Hence we have found isomorphism maps for the Ising fusion rules.
The next step is to solve the pentagon equation for the associativity maps.
We have Y ⊗ Y ⊗ Y ' 1, so there must be some a0 ∈ K such that Φ(Y Y )Y = a0ΦY (Y Y ).
Diagrammatically, this is:
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Solving the pentagon equation with this gives a20 = 1, However, by capping off the top
we get:
Hence a0 = 1 and we have:
Φ(Y Y )Y = ΦY (Y Y )
Indeed this technique of ”capping off” diagrams is very useful, and gives us a much sim-
pler alternative to solving the pentagon equation. Once given the isomorphism maps for
(A ⊗ B) ⊗ C and A ⊗ (B ⊗ C) for objects A, B, and C, we can cap off the maps to find
relations between them.
As Ψ⊗Ψ⊗Ψ ' Ψ⊕Ψ, the situation is more complicated, and the associativity relation
will be in terms of a matrix. The isomorphism maps for (Ψ ⊗ Ψ) ⊗ Ψ and Ψ ⊗ (Ψ ⊗ Ψ)
can be constructed from previously given isomorphism maps as follows:
Φ(ΨΨ)Ψ : (Ψ⊗Ψ)⊗Ψ→ Ψ⊕Ψ, Φ(ΨΨ)Ψ = (f1 ⊕ ΦΨY )(ΦΨΨ ⊗ f1)
ΦΨ(ΨΨ) : Ψ⊗ (Ψ⊗Ψ)→ Ψ⊕Ψ, ΦΨ(ΨΨ) = (f1 ⊕ ΦYΨ)(f1 ⊗ ΦΨΨ)
Diagrammatically, these are:
For the associativity map between (Ψ⊗Ψ)⊗Ψ and Ψ⊗ (Ψ⊗Ψ), we can write it as:
Φ(ΨΨ)Ψ =
 a1 a2
a3 a4
ΦΨ(ΨΨ)
Diagrammatically this is:
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Applying ∩| to these, we get:
Hence
√
δ = a1√
δ
+ a2√
δ
, a4 = −a3. Applying |∩ to these, we get:
Hence δa1 = 1, a3 = δ. Combining the two solutions gives:
a1 =
1
δ
, a2 =
1
δ
, a3 =
1
δ
, a4 =
−1
δ
Hence we have the associativity relation:
Φ(ΨΨ)Ψ =
 δ−1 δ−1
δ−1 −δ−1
ΦΨ(ΨΨ)
Next, we want to find the associativity relations for Y⊗Y⊗Ψ ' Y⊗Ψ⊗Y ' Ψ⊗Y⊗Y ' Ψ.
For this we need the following isomorphism maps:
Φ(Y Y )Ψ :(Y ⊗ Y )⊗Ψ→ Ψ, ΦY (YΨ) :Y ⊗ (Y ⊗Ψ)→ Ψ
Φ(YΨ)Y :(Y ⊗Ψ)⊗ Y → Ψ, ΦY (ΨY ) :Y ⊗ (Ψ⊗ Y )→ Ψ
Φ(ΨY )Y :(Ψ⊗ Y )⊗ Y → Ψ, ΦΨ(Y Y ) :Ψ⊗ (Y ⊗ Y )→ Ψ
Again, these can be constructed from the previously given isomorphism maps for two
objects. For example, Φ(YΨ)Y is given by ΦΨY (ΦYΨ ⊗ f2). Diagrammatically, the maps
are:
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The associativity relations must take the following form:
Φ(Y Y )Ψ =a5ΦY (YΨ), Φ(YΨ)Y =a6ΦY (ΨY ), Φ(ΨY )Y =a7ΦΨ(Y Y )
where a5, a6, a7 ∈ K. By applying e| to the isomorphism maps, we get:
a5 =1, a6 =1
By applying |e to the maps, we get:
a7 =1
Hence we have:
Φ(Y Y )Ψ =ΦY (YΨ), Φ(YΨ)Y =ΦY (ΨY ), Φ(ΨY )Y =ΦΨ(Y Y )
Finally, we want to find the associativity maps for Ψ⊗Ψ⊗Y ' Ψ⊗Y ⊗Ψ ' Y ⊗Ψ⊗Ψ '
Y ⊕ 1. Diagrammatically, the isomorphism maps are:
Although the image of these maps is two-dimensional, the image objects aren’t isomor-
phic, and so any associativity map won’t mix between them. The associativity relations
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must then be of the form:
Φ(ΨΨ)Y =
 0 a8
a9 0
ΦΨ(ΨY ), Φ(ΨY )Ψ =
 a10 0
0 a11
ΦΨ(YΨ),
Φ(YΨ)Ψ =
 0 a12
a13 0
ΦY (ΨΨ)
where the first and third matrices are non-diagonal to account for Φ(ΨΨ)Y and ΦY (ΨΨ)
having the map to 1 on the bottom instead of the top. By applying ∩|| to the isomorphism
maps, we get:
a8 =1, a10 =1, a11 =− 1
By applying |∩| to the maps, we get:
a9 =1, a12 =1, a13 =1
Hence we have:
Φ(ΨΨ)Y =
 0 1
1 0
ΦΨ(ΨY ), Φ(ΨY )Ψ =
 1 0
0 −1
ΦΨ(YΨ),
Φ(YΨ)Ψ =
 0 1
1 0
ΦY (ΨΨ)
Hence we have found all the associativity constraints for our construction of the Ising
fusion rules.
The next step now is to find braiding relations.
Any braiding with 1 will be trivial, so we only need to consider the cases Y ⊗ Y , Ψ⊗Ψ,
and Ψ⊗ Y . Staring with Y ⊗ Y , diagrammatically, we must have:
Solving the hexagon equation with this, we have:
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Hence r−20 = 1. Solving the second hexagon equation gives r
2
0 = 1.
For Ψ⊗Ψ, the braiding relation is:
For Ψ⊗ Y and Y ⊗Ψ, the relations are:
To Solve the hexagon equation for Ψ⊗Ψ, we have to consider two cases, Ψ⊗Ψ⊗Ψ→ 1,
and Ψ⊗Ψ⊗Ψ→ Ψ. For the first case, we have:
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For the second case, we have:
Hence we have:
δ−2(1 + r−13 ) =δ
−1r−21 , δ
−1(1− r−13 ) =r−11 r−12 ,
δ−3(1− r−13 ) =δ−2r−11 r−12 , δ−2(1 + r−13 ) =− δ−1r−22
Solving the second hexagon equation similarly, we get:
δ−2(1 + r3) =δ−1r21, δ
−1(1− r3) =r1r2,
δ−3(1− r3) =δ−2r1r2, δ−2(1 + r3) =− δ−1r22
We can simplify these to give r2 and r3 in terms of r1 and δ, as well as a polynomial that
r1 must satisfy.
For the braiding on Ψ⊗ Y , instead of solving the hexagon equation, we use the following:
58
Hence r3 = r4. The braiding solutions are then:
r20 =1, r2 =
δ
r1
− r1, r3 =r4 = δr21 − 1, r41 − δr21 + 1 =0
Finally we want to find the twist on Ψ and Y . These are:
We can solve for these by capping off braiding relations. For Ψ, applying ∩| we have:
Hence t0 = r
−1
1 . For Y , applying e|| we have:
Hence we have t1 = r
−1
0 . However, using the twist identity, (2.5), for Y ⊗Ψ, we have
that t1 = r
−2
3 . Hence t
−1
1 = r0 = r
2
3 = δ
2r41 − 2δr21 + 1 = r41 − δr21 = −1. We have then
found constraints for all associativity, braidings, and twists.
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The constraints we have found on associativity, braiding, and twists, have a solution when
K = Q[ζ16], where ζ16 is a sixteenth root of unity, and there are eight possible solutions
to the constraints:
δ =
√
2, r1 =e
±ipi
8 : r2 =e
∓3ipi
8 , r3 =± i
r1 =e
±7ipi
8 : r2 =e
∓5ipi
8 , r3 =∓ i
δ =−
√
2, r1 =e
±3ipi
8 : r2 =e
±7ipi
8 , r3 =∓ i
r1 =e
±5ipi
8 : r2 =e
±ipi
8 , r3 =∓ i
For the S and T matrices, we find first that d(1) = 1, d(Y ) = 1, and d(Ψ) = δ, so
Dim(Ising) = 4. The first row and column of the S-matrix are just d(Y ), as braiding
with the identity is trivial. By symmetry, we have S˜Y,Ψ = S˜Ψ,Y = −δ, as well as S˜Y,Y = 1.
For S˜Ψ,Ψ, we need to sum over the two fusion outcomes, giving S˜Ψ,Ψ = r
2
1 + r
2
2 = 0. For
the T -matrix, we have ξ(Ising) = θΨ. Hence:
S =
1
2

1 δ 1
δ 0 −δ
1 −δ 1
 T =

(θΨ)
−1
3 0 0
0 (θΨ)
2
3 0
0 0 −(θΨ)−13
 (3.11)
3.4.3 The Fibonacci and Yang-Lee Construction
An example of the Fibonacci model can be constructed similarly, by setting 1 := X0 and
X := X2, with the condition X4 = 0, which requires f4 = 0 and [5] = 0. For the condition
[5] = 0, this gives:
[3]2 =[3] + 1, [3]2 =[2]2, [4] =
[2]
[3]
, [4]2 =1
We only consider the case [2] = [3], which gives us two values for δ = 1±
√
5
2 , as well as
[4] = 1.
The condition f4 = 0 gives:
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By considering (f2 ⊗ f2)f4)(f2 ⊗ f2) we then have:
We want to give an isomorphism map for the Fibonacci fusion rules. This is
ΦXX : X ⊗X → 1⊕X. We have:
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Given this map, we can construct isomorphism maps for X ⊗ X ⊗ X ' X ⊕ 1 ⊕ X.
These maps are:
Φ(XX)X :(X ⊗X)⊗X → X ⊕ 1⊕X, ΦX(XX) :X ⊗ (X ⊗X)→ X ⊕ 1⊕X
They are given by Φ(XX)X = (1 ⊗ ΦXX)(ΦXX ⊗ f2), ΦX(XX) = (ΦXX ⊗ 1)(f2 ⊗ ΦXX).
Diagrammatically, these maps are:
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We to find the associativity constraints for these maps. This takes the form:
Φ(XX)X =

a0 0 a1
0 a2 0
a3 0 a4
ΦX(XX)
We have:
Hence we must have a2 = 1. The remaining conditions to solve can be given as:
By applying e|| to these we get:
a0 + a1δ
1
2 =δ, a3δ
−5
2 + a4δ
−2 =0
By applying ||e to them we get:
a0δ =1, a3δ
−3
2 =δ−2
Combining these, we get:
a0 =δ
−1, a1 =δ
−1
2 , a3 =δ
−1
2 , a4 =− δ−1
Hence the associativity constraint is:
Φ(XX)X =

δ−1 0 δ
−1
2
0 1 0
δ
−1
2 0 −δ−1
ΦX(XX)
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Next we want to find the braiding relations. Diagrammatically, these are given by:
For solving the hexagon equation, we have three different cases to consider, which are
given by the three components of Φ(XX)X . For the first case, we have:
Hence we have:
(1 + δr−11 )
δ2
=δ−1r−20 , δ(1− r−11 ) =δ2r−10 r−11
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The second hexagon equation gives:
(1 + δr1)
δ2
=δ−1r20, δ(1− r1) =δ2r0r1
For the second case we have:
Hence this gives r−10 = r
−2
1 . The second hexagon equation gives r0 = r
2
1. For the third
case, we have:
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Hence this gives:
(1− r−11 )
δ4
=
r−10 r
−1
1
δ3
,
(δ + r−11 )
δ2
=− r
−2
1
δ
The second hexagon equation gives:
(1− r1)
δ4
=
r0r1
δ3
,
(δ + r1)
δ2
=− r
2
1
δ
Combining these results, we find:
r1 + r
−1
1 =− δ−1, r0 =r21
We now find to find solutions for the twist on X. Diagrammatically, this is:
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By considering the braid relation on X ⊗X → 1, and applying ||e, we have:
Hence t0 = r
−1
0 .
We have then found constraints for the associativity, braiding, and twist relations. These
have solutions when K = Q[ζ10], for ζ10 a tenth root of unity. There are four choices of
solutions, which can be given in terms of r1. They are:
r1 =e
±3ipi
5 , r0 =e
∓4ipi
5 , δ =
1 +
√
5
2
r1 =e
±ipi
5 , r0 =e
±ipi
5 , δ =
1−√5
2
From these, we find the S and T matrices are:
S =
1√
1 + δ2
 1 δ
δ −1
 , T =( √1 + δ2
1 + r−2δ2
) 1
3
 1 0
0 r−2

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Chapter 4
The Quantum Group U¯q(sl2)
We introduce the restricted quantum group U¯q(sl2), describe its indecomposable mod-
ules, their fusion rules and homomorphisms. We also give the decomposition of tensor
powers of the two dimensional irreducible module X+2 , and describe the dimensions of its
endomorphisms algebras.
4.1 U¯q(sl2)
For q = eipi/p, p ≥ 2, and p ∈ N, the restricted quantum group U¯q(sl2) over a field K is the
Hopf algebra generated by E,F,K subject to the relations:
KEK−1 = q2E KFK−1 = q−2F EF − FE = K −K
−1
q − q−1 (4.1)
Ep = 0 F p = 0 K2p = 1 (4.2)
and coproduct ∆, counit , and antipode S:
∆ : E 7→ E ⊗K + 1⊗ E F 7→ F ⊗ 1 +K−1 ⊗ F K 7→ K ⊗K (4.3)
 : E 7→ 0 F 7→ 0 K 7→ 1 (4.4)
S : E 7→ −EK−1 F 7→ −KF K 7→ K−1 (4.5)
This is a quotient of the quantum group Uq(sl2) by the relations in equation 4.2, and so
we can consider (the better understood) Uq(sl2) modules [45] as U¯q(sl2) modules. This al-
gebra is 2p3 dimensional, [60], and so has a finite number of finite dimensional irreducible
and projective indecomposable modules. We define the quantum integer [n] := q
n−q−n
q−q−1
with [2] = q + q−1. For details on quantum integers, see appendix A.
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The finite dimensional indecomposable modules for U¯q(sl2) that are relevant to our con-
struction were given in [42, 60, 65], and consist of the following: 2p − 2 simple modules,
X±s , 1 ≤ s < p, two simple projective modules X±p and 2p− 2 indecomposable projective-
injective modules P±s .
The category of U¯q(sl2) modules can be given as a direct sum of full subcategories
p⊕
s=0
C(s) where C(0) and C(p) are semisimple, with X+p ∈ Ob(C(p)), X−p ∈ Ob(C(0)). The
categories C(s), s 6= 0, p, contain two simple objects each, X+s ,X−p−s ∈ Ob(C(s)) and two
indecomposable projective objects P+s ,P−p−s ∈ Ob(C(s)) [1]. An object P is projective if
for every surjective homomorphism f : M → N , and homomorphism g : P → N , there is
a homomorphism h : P →M such that fh = g.
As well as these, there are also three series of indecomposable modules in each C(s),
s 6= 0, p:
M+s (n) M−p−s(n) 2 ≤ n ∈ N
W+s (n) W−p−s(n) 2 ≤ n ∈ N
E+s (n;λ) E−p−s(n;λ) 1 ≤ n ∈ N λ ∈ P1(K)
However, our planar algebra construction is based on (X±2 )⊗n, and the these three series
do not appear in its decomposition, so our focus will be on the modules that do, which
are X±s , P±s .
For the simple modules X±s , 1 ≤ s ≤ p, they can be given in terms of a basis as
{asn}n=0,...,s−1 with the action of U¯q(sl2) given by:
Kan = ±qs−1−2nan
Ean = ±[n][s− n]an−1
Fan = an+1
where a−1 = as = 0 and [n] = q
n−q−n
q−q−1 . For X+s , this basis and action is equivalent to
the basis and action for the irreducible Uq(sl2) module Vs−1 given in [24] by the map
ak 7→ [k]!νs−1−2k. Hence we have X+s ' Vs−1. For X−s , this is the action of U¯q(sl2) under
the automorphism given by K 7→ −K, E 7→ −E, F 7→ F [11].
The projective modules P±s , 1 ≤ s < p, for a given choice of p, can be given in terms
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of the basis {as,pi , bs,pi }0≤i≤s−1 ∪ {xs,pj , ys,pj }0≤j≤p−s−1. The action of U¯q(sl2) is given by:
Kai = ±qs−1−2iai Kbi = ±qs−1−2ibi
Kxj = ∓qp−s−1−2jxj Kyj = ∓qp−s−1−2jyj
Eai = ±[i][s− i]ai−1 Ebi = ±[i][s− i]bi−1 + ai−1 Eb0 = xp−s−1
Exj = ∓[j][p− s− j]xj−1 Eyj = ∓[j][p− s− j]yj−1 Ey0 = as−1
Fai = ai+1 Fbi = bi+1 Fbs−1 = y0
Fxj = xj+1 Fxp−s−1 = a0 Fyj = yj+1
where x−1 = a−1 = as = yp−s = 0 [23].
The decomposition of tensor products for the modules is given in [42, 63].
Let 1 ≤ s ≤ t ≤ p, then define;
Is,t = {r = t− s+ 2i− 1|i = 1, ..., s, r ≤ 2p− s− t} (4.6)
Js+t = {r = 2p− 2i− t+ s+ 1|i = 1, ..., s, r ≤ p} (4.7)
and set It,s = Is,t, Jt+s = Js+t for s > t. The simple and projective modules then satisfy:
X+s ⊗X+t '
⊕
r∈Is,t
X+r
⊕
r∈Js+t
P+r (4.8)
X±s ⊗X−1 ' X−1 ⊗X±s ' X∓s (4.9)
P±s ⊗X−1 ' X−1 ⊗ P±s ' P∓s (4.10)
P+s ⊗X+t ' X+t ⊗ P+s '
⊕
r∈Is,t
P+r
⊕
r∈Js+t
2P+r
⊕
r∈Jp−s+t
2P−r s 6= p (4.11)
Pαs ⊗ Pβt ' 2X+s ⊗ P+t
⊕
2X−p−s ⊗ P+t (4.12)
Pαs ⊗Z ' Z ⊗ Pαs s 6= p (4.13)
where Z is an arbitrary module, and we take P±p = X±p .
4.2 Tensor Decomposition of Modules
As a starting point, we want to use equations 4.6 - 4.13 to give the tensor decompositions
of various modules for small values of p, as examples for a general decomposition. Note
that because of the relations in 4.2, p = 1 is trivial.
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For the case p = 2, the module decompositions are given by:
Is,t 1 2
1 {1} ∅
2 ∅ ∅
Js+t 1 2
1 ∅ {2}
2 {2} {1}
X+2 ⊗X+2 ' P+1 X+2 ⊗ P+1 ' 2P+2 ⊕ 2P−2 P+1 ⊗ P+1 ' 2P+1 ⊕ 2P−1
Let X := X+2 and X⊗n = (X+2 )⊗n, then we have:
X⊗2 ' P+1 X⊗3 ' 2P+2 ⊕ 2P−2 X⊗4 ' 2P+1 ⊕ 2P−1 X⊗5 ' 8P+2 ⊕ 8P−2
For the case p = 3, the module decompositions are given by:
Is,t 1 2 3
1 {1} {2} ∅
2 {2} {1} ∅
3 ∅ ∅ ∅
Js+t 1 2 3
1 ∅ ∅ {3}
2 ∅ {3} {2}
3 {3} {2} {1, 3}
X+2 ⊗X+2 ' X+1 ⊕ P+3 X+2 ⊗ P+1 ' P+2 ⊕ 2P−3 P+1 ⊗ P+1 ' 2P+1 ⊕ 2P−2 ⊕ 4P+3
X+2 ⊗X+3 ' P+2 X+2 ⊗ P+2 ' P+1 ⊕ 2P+3 P+1 ⊗ P+2 ' 2P+2 ⊕ 2P−1 ⊕ 4P−3
X+3 ⊗X+3 ' P+1 ⊕ P+3 X+3 ⊗ P+1 ' 2P+3 ⊕ 2P−2 P+2 ⊗ P+2 ' 2P+1 ⊕ 4P+3 ⊕ 2P−2
X+3 ⊗ P+2 ' 2P+2 ⊕ 2P−3
X⊗2 ' X+1 ⊕ P+3 X⊗3 ' X ⊕ P+2
X⊗4 ' X+1 ⊕ P+1 ⊕ 3P+3 X⊗5 ' X ⊕ 4P+2 ⊕ 2P−3
X⊗6 ' X+1 ⊕ 9P+3 ⊕ 4P+1 ⊕ 2P−2 X⊗7 ' X ⊕ 13P+2 ⊕ 12P−3 ⊕ 2P−1
For the case p = 4, the module decompositions are given by:
Is,t 1 2 3 4
1 {1} {2} {3} ∅
2 {2} {1, 3} {2} ∅
3 {3} {2} {1} ∅
4 ∅ ∅ ∅ ∅
Js+t 1 2 3 4
1 ∅ ∅ ∅ {4}
2 ∅ ∅ {4} {3}
3 ∅ {4} {3} {2, 4}
4 {4} {3} {2, 4} {1, 3}
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X+2 ⊗X+2 ' X+1 ⊕X+3 X+2 ⊗X+3 ' X+2 ⊕ P+4
X+3 ⊗X+3 ' X+1 ⊕ P+3 X+2 ⊗X+4 ' P+3
X+3 ⊗X+4 ' P+2 ⊕ P+4 X+4 ⊗X+4 ' P+1 ⊕ P+3
X+2 ⊗ P+1 ' P+2 ⊕ 2P−4 P+1 ⊗ P+1 ' 2P+1 ⊕ 2P−3 ⊕ 4P+3
X+2 ⊗ P+2 ' P+1 ⊕ P+3 P+1 ⊗ P+2 ' 2P+2 ⊕ 2P−2 ⊕ 4P−4 ⊕ 4P+4
X+3 ⊗ P+1 ' P+3 ⊕ 2P−3 P+2 ⊗ P+2 ' 2P+1 ⊕ 2P+3 ⊕ 2P−1 ⊕ 2P−3
X+3 ⊗ P+2 ' P+2 ⊕ 2P+4 ⊕ 2P−4 P+1 ⊗ P+3 ' 2P+3 ⊕ 2P−1 ⊕ 4P−3
X+2 ⊗ P+3 ' P+2 ⊕ 2P+4 P+2 ⊗ P+3 ' 2P+2 ⊕ 4P+4 ⊕ 2P−2 ⊕ 4P−4
X+3 ⊗ P+3 ' P+1 ⊕ 2P+3 P+3 ⊗ P+3 ' 2P+1 ⊕ 4P+3 ⊕ 2P−3
X+4 ⊗ P+1 ' 2P+4 ⊕ 2P−2 ⊕ 2P−4
X+4 ⊗ P+2 ' 2P+3 ⊕ 2P−3
X+4 ⊗ P+3 ' 2P+2 ⊕ 2P+4 ⊕ 2P−4
X⊗2 ' X+1 ⊕X+3 X⊗3 ' 2X ⊕ P+4
X⊗4 ' 2X+1 ⊕ 2X+3 ⊕ P+3 X⊗5 ' 4X ⊕ 4P+4 ⊕ P+2
X⊗6 ' 4X+1 ⊕ 4X+3 ⊕ 5P+3 ⊕ P+1 X⊗7 ' 8X ⊕ 14P+4 ⊕ 6P+2 ⊕ 2P−4
X⊗8 ' 8X+1 ⊕ 8X+3 ⊕ 20P+3 ⊕ 6P+1 ⊕ 2P−3 X⊗9 ' 16X ⊕ 48P+4 ⊕ 26P+2 ⊕ 16P−4 ⊕ 2P−2
General Decomposition of (X+2 )⊗n.
Taking p as arbitrary, and denoting X+2 by X, we can work out some general decomposition
rules for tensor powers of X.
Using the formulae 4.6 - 4.13 given previously, we first note that if s+ t ≤ p then Js+t = ∅,
and In,2 = {n− 1, n+ 1} if 2n+ 3 ≤ 2p. Hence if n ≤ p− 2 we have:
X+n ⊗X ' X+n−1 ⊕X+n+1
For n = p− 1 we get Ip−1,2 = p− 2 and Jp+1 = p, giving X+p−1 ⊗X ' X+p−2 ⊕ P+p . Note,
that P+p ' X+p . This is so far the same as the decomposition for Uq(sl2) modules.
For n = p, we have Ip,2 = ∅, and Jp+2 = p− 1, giving X+p ⊗X ' P+p−1.
As Js+t = ∅ if s + t ≤ p, then Jp−s+t = ∅ if −s + t ≥ 0 and hence Jp−n+2 = ∅ if n ≥ 2.
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This gives P+p−1 ⊗X ' P+p−2 ⊕ 2P+p .
For 2 ≤ n ≤ p− 2 we have P+n−1 ⊕ P+n+1.
Finally for n = 1, (and p ≥ 3), we find I1,2 = 2, J1+2 = ∅, Jp−1 = p, giving:
P+1 ⊗X ' P+2 ⊕ 2P−p
As P+s ⊗X− ' P−s , the decomposition follows in the same way for the negative modules.
Hence we have the general decomposition:
X⊗2 ' X+1 ⊕X+3
X⊗3 ' 2X+2 ⊕X+4
X⊗4 ' 2X+1 ⊕ 3X+3 ⊕X+5
X⊗5 ' 5X+2 ⊕ 4X+4 ⊕X+6
X⊗6 ' 5X+1 ⊕ 9X+3 ⊕ 5X+5 ⊕X+7
X⊗7 ' 14X+2 ⊕ 14X+4 ⊕ 6X+6 ⊕X+8
...
X⊗p ' ...⊕ P+p−1
X⊗(p+1) ' ...⊕ 2P+p ⊕ P+p−2
X⊗(p+2) ' ...⊕ 3P+p−1 ⊕ P+p−3
...
X⊗(2p−2) ' ...⊕ P+1
X⊗(2p−1) ' ...⊕ 2P−p
X⊗(2p) ' ...⊕ 2P−p−1
...
X⊗(3p−2) ' ...⊕ 2P−1
We can see that the first indecomposable module to appear in the decomposition is P+p−1
which appears in the decomposition of X⊗p. Further, we have that all positive projective
modules appear by the (2p − 2)th tensor power, and all negative projective modules will
appear by the (3p−2)th tensor power. However, we have that no modules X−k will appear
in the decomposition of X⊗n for any n, and hence we must tensor by X−1 to get these
modules.
This suggests that End(X⊗n) ' TLn for n < p, so the first possibility of finding
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End(X⊗n)  TLn is when n = p, however we shall see that this doesn’t occur until
n = 2p− 1.
Note that End(X−1 ) ' C, Hom(X+1 ,X−1 ) = 0. As X−1 ⊗ X−1 ' X+1 and X±k ⊗ X−1 '
X−1 ⊗X±k , we can conclude that Xα1k1 ⊗X
α2
k2
...⊗Xαnkn ' X
β1
k1
⊗X β2k2 ...⊗X
βn
kn
if and only if
α1α2...αn = β1β2...βn.
Hence if we are looking at tensor powers of X±2 , we need only consider the two cases where
the product of the signs is either positive or negative.
4.3 Multiplicity of Modules and dimension of End((X+2 )⊗n)
A basic question we want to answer is what is the dimension of End(X⊗n). To answer
this we need to know the multiplicities of each module in the decomposition of X⊗n.
For counting the multiplicity of each module appearing in a tensor decomposition, we
construct the following diagram: First number the possible vertex positions left to right
by 1, ..., 3p − 1, which correspond to the modules X+1 , ...X+p−1,P+p , ...,P+1 ,P−p , ...,P−1 . If
module B appears in the decomposition of X⊗k, and a module A appears in the decom-
position of B⊗X+2 , we put an edge between vertex B of row k and vertex A of row k+ 1.
Summing over the number of paths downwards to a vertex gives the multiplicity for the
corresponding module. Then the kth row gives the decomposition of X⊗k.
Edges only connect odd vertices to even ones, and vice versa. The only vertex in row 1
connected to an edge is vertex 2. Generally we have edges connecting vertex n of row k
to edges n− 1 and n+ 1 of row k + 1, with the following exceptions:
For any k, vertex p of row k only connects to vertex p + 1 of row k + 1, and likewise for
vertex 2p. Vertex p + 1 of row k is connected by a double edge to vertex p of row k + 1
(as well as a single edge to vertex p+ 2), and likewise for vertex 2p+ 1. Vertex 2p− 1 of
row k is connected by a double edge to vertex 2p of row k+ 1 (as well as to vertex 2p− 2
by a single edge). Vertex 3p− 1 of row k is connected to vertex p of row k+ 1 by a double
edge (as well as to vertex 3p− 2 by a single edge).
As an example, the graphs for p = 2, 3, 4 are given in figures 4.1, 4.2, 4.3:
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Figure 4.1: Module Decomposition Diagram of (X+2 )⊗n for p = 2.
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Figure 4.2: Module Decomposition Diagram of (X+2 )⊗n for p = 3.
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Figure 4.3: Module Decomposition Diagram of (X+2 )⊗n for p = 4.
We can check that the module multiplicities given by these decomposition diagrams
are consistent by comparing dimensions of the modules. For example, when p = 4 the
diagram gives (X+2 )⊗7 ' 8X+2 ⊕ 14P+4 ⊕ 6P+2 ⊕ 2P−4 . X+2 has dimension 2, so (X+2 )⊗7
has dimension 27 = 128. For the other side, P+4 and P−4 have dimension 4, and P+2 has
dimension 8. Hence we have 8(2) + 14(4) + 6(8) + 2(4) = 128, and so the dimensions of
the two sides match.
We can use these diagrams to find the dimension of EndU¯q(sl2)((X+2 )⊗n), by counting
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the number of possible maps between the various modules. For this, we need the following
from [60]. We give our own proof in section 4.4:
Theorem 4.1. The dimensions of the Hom-spaces of indecomposable modules are given
by:
1. |Hom(X±s ,X±t )| = 0 for s 6= t or 1 for s = t, for 1 ≤ s, t ≤ p.
2. |Hom(X±s ,X∓t )| = 0 for any 1 ≤ s, t ≤ p.
3. |Hom(P±s ,X±t )| = 0 for s 6= t or 1 for s = t, for 1 ≤ s, t ≤ p− 1.
4. |Hom(P±s ,X∓t )| = 0 for any 1 ≤ s, t ≤ p− 1.
5. |Hom(P±s ,P±t )| = 0 for s 6= t or 2 for s = t, 1 ≤ s, t ≤ p− 1.
6. |Hom(P±s ,P∓t )| = 0 for s 6= p− t or 2 for s = p− t, for 1 ≤ s, t ≤ p− 1.
Given modules A, B, for direct sums of multiples of them nAA, and nBB,
(nA, nB ∈ N), the homomorphisms between them are given as an nA × nB matrix with
entries in Hom(A,B), i.e.
Hom(nAA,nBB) '

α11 ... α1nB
...
. . .
...
αnA1 ... αnAnB

where αij ∈ Hom(A,B). Hence |Hom(nAA,nBB)| = nAnB|Hom(A,B)|.
Given the decomposition of (X+2 )⊗n, denote the multiplicity of a module A by M(A),
then we have the following:
∣∣∣EndU¯q(sl2)((X+2 )⊗n)∣∣∣ = (M(P−p ))2 + p∑
i=1
(M(X+i ))2
+
p−1∑
j=1
(
2(M(P+j ))2 + 2(M(P−j ))2 + 2M(X+j )M(P+j ) + 4M(P+j )M(P−p−j)
)
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Using this we can give the dimensions of EndU¯q(sl2)((X+2 )⊗n) for small n and p:
pn 1 2 3 4 5 6 7 8 9 10 11 12
2 1 2 8 32 128 512 2048 8192 32768 131072 524288 2097152
3 1 2 5 14 45 162 621 2446 9733 38866 155381 621422
4 1 2 5 14 42 132 432 1472 5216 19136 72192 278016
5 1 2 5 14 42 132 429 1430 4865 16850 59350 212500
The dimension of the nth Temperley-Lieb algebra is given by the nth Catalan number
Cn :=
1
n+1
 2n
n
 = 1, 2, 5, 14, 42, 132, 429, 1430, 4862, 16796, 58786, 208012... [33]. If we
subtract Cn from each entry of the above table, we get:
pn 1 2 3 4 5 6 7 8 9 10 11 12
2 0 0 3 18 86 380 1619 6762 27906 114276 465502 1889140
3 0 0 0 0 3 30 192 1016 4871 22070 96595 413410
4 0 0 0 0 0 0 3 42 354 2340 13406 70004
5 0 0 0 0 0 0 0 0 3 54 564 4488
Denote |EndU¯q(sl2)((X+2 )⊗n)| by Dn,p. From the second table we see that Dn,p = Cn,
n < 2p− 1, D2p−1,p = C2p−1 + 3, D2p,p = C2p + 12p− 6.
We relabel the multiplicities of modules in the decomposition of (X+2 )⊗n by Mi,n where
i = 1, ..., p corresponds to X+1 , ...,X+p , i = p+1, ..., 2p−1 corresponds to P+p−1, ...,P+1 , and
i = 2p, ..., 3p− 1 corresponds to P−p , ...,P−1 .
Clearly for n = 1, M2,1 = 1, and all other Mi,1 = 0. When n is odd, M2i+1,n = 0, and
when n is even, M2i,n = 0. Mi,n = 0 for all i > n+ 1.
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From the general decomposition rules given in 4.2, we have the following:
Mi,n = Mi−1,n−1 +Mi+1,n−1, i < p− 1, M0,n = 0, M3p,n = 0
Mn+1,n = 1, n < 2p− 1, Mm+1,m = 2, m ≥ 2p− 1
Mp−1,p+2k = Mp−2,p+2k−1, k ≥ 0
Mp,p+2k+1 = 2Mp+1,p+2k +Mp−1,p+2k, k ≥ 0
M2p−1,2p+2k = M2p−2,2p+2k−1, k ≥ 0
M2p,2p+2k+1 = 2M2p+1,2p+2k + 2M2p−1,2p+2k, k ≥ 0
Mp,3p+2k−1 = 2M2p−1,3p+2k−2 + 2Mp+1,3p−2k−2 +Mp−1,3p+2k−2, k ≥ 0
In terms of this new labelling, we have:
Dn = M
2
2p,n +
p∑
i=1
M2i,n +
p−1∑
j=1
(2M2p+j,n + 2M
2
2p+j,n + 2Mp−j,nMp+j,n + 4Mp+j,nM3p−j,n)
=
p∑
i=1
M2i,n = Cn, n < p
=
p∑
i=1
M2i,n +
p−1∑
j=1
(2M2p+j,n + 2Mp−j,nMp+j,n), n < 2p− 1
By considering the dimensions of modules we also have:
2n =
p∑
i=1
iMi,n + pM2p,n + 2p
p−1∑
j=1
(Mp+j,n +M2p+j,n)
Given these formulae, we can now proceed to give a proof of the following, which was
originally detailed in [25]:
Theorem 4.2.
|End((X+2 )⊗n)| = Cn, n < 2p− 1
|End((X+2 )⊗2p−1)| = C2p−1 + 3
Proof. The case n < p is already known from the Temperley-Lieb algebra, so we only need
focus on the case n ≥ p.
Let
 ab
 :=
 a
b
−
 a
b− 1
, then for n < p we have:
M2i+1,n =
 n⌊n
2
⌋− i
 , M2i,n = 0, n even
M2i,n =
 n⌊ (n+1)
2
⌋
− i
 , M2i+1,n = 0, n odd
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Or more generally, the non-zero terms are given by Mj,n =
 n⌊ (n+1)
2
⌋
−
⌊
j
2
⌋
, j ≤ n+1.
For n ≥ p, this changes slightly, and we find that for terms of the form Mp−1−2j,p+2k,
Mp−2−2j,p+1+2k, j ≤ k, 0 ≤ k ≤ p−12 , they are now given by:
Mp−1−2j,p+2k =
 p+ 2kk + j + 1
−
 p+ 2kk − j

Mp−2−2j,p+1+2k =
 p+ 2k + 1k + j + 2
−
 p+ 2k + 1k − j

We have the combinatorial identity:
bn2 c∑
i=0
 ni

2
= Cn
and since Dn,p =
p∑
i=0
M2i,n for n < p, this gives:
p∑
i=1
M2i,n =
n+1∑
i=1
M2i,n =
n+1∑
i
Mi,n 6=0
 n⌊ (n+1)
2
⌋
− ⌊ i2⌋

2
=
bn2 c∑
i=0
 ni

2
= Cn
For p ≤ n < 2p− 1, we have:
Dn,p =
p∑
i=1
M2i,n + 2M
2
p+i,n + 2Mp−i,nMp+i,n
Dp+2k,p =
k∑
j=0
p−2−2k∑
i=0
M2i,p+2k +M
2
p−1−2j,p+2k + 2M
2
p+1+2j,p+2k
+ 2Mp−1−2j,p+2kMp+1+2j,p+2k
Dp+1+2k,p =
k∑
j=0
p−3−2k∑
i=0
M2i,p+1+2k +M
2
p−2−2j,p+1+2k +M
2
p,p+1+2k + 2M
2
p+2+2j,p+1+2k
+ 2Mp−2−2j,p+1+2kMp+2+2j,p+1+2k
We want to show that Dp+2k,p = Cp+2k, Dp+1+2k,p = Cp+1+2k. Hence, using the previous
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combinatorial identity, we want to show:
k∑
j=0
M2p−1−2j,p+2k + 2M
2
p+1+2j,p+2k + 2Mp−1−2j,p+2kMp+1+2j,p+2k
=
p+1+2k∑
l=p−1−2k
 p+ 2k⌊ (p+1)
2
⌋
+ k − ⌊ l2⌋

2
=
2k+1∑
l=0
 p+ 2kl

2
k∑
j=0
M2p−2−2j,p+1+2k +M
2
p,p+1+2k + 2M
2
p+2+2j,p+1+2k + 2Mp−2−2j,p+1+2kMp+2+2j,p+1+2k
=
p+2+2k∑
l=p−2−2k
 p+ 2k + 1⌊p
2
⌋
+ k + 1− ⌊ l2⌋

2
=
2k+2∑
l=0
 p+ 2k + 1l

2
For the first case, we have:
k∑
j=0
M2p−1−2j,p+2k + 2M
2
p+1+2j,p+2k + 2Mp−1−2j,p+2kMp+1+2j,p+2k
=
k∑
j=0
 p+ 2kk + j + 1
−
 p+ 2kk − j

2 + 2
 p+ 2kk − j

2
+ 2
 p+ 2kk + j + 1
−
 p+ 2kk − j

 p+ 2kk − j

=
k∑
j=0
 p+ 2kk + j + 1

2
− 2
 p+ 2kk + j + 1

 p+ 2kk − j
+
 p+ 2kk − j

2
+ 2
 p+ 2kk − j

2
+ 2
 p+ 2kk + j + 1

 p+ 2kk − j
− 2
 p+ 2kk − j

2
=
k∑
j=0
 p+ 2kk + j + 1

2
+
 p+ 2kk − j

2
=
2k+1∑
l=0
 p+ 2kl

2
For the second case, we have:
k∑
j=0
M2p−2−2j,p+1+2k +M
2
p,p+1+2k + 2M
2
p+2+2j,p+1+2k + 2Mp−2−2j,p+1+2kMp+2+2j,p+1+2k
=
k∑
j=0
 p+ 2k + 1k + j + 2
−
 p+ 2k + 1k − j

2 +
 p+ 2k + 1k + 1

2
+ 2
 p+ 2k + 1k − j

2
+ 2
 p+ 2k + 1k + j + 2
−
 p+ 2k + 1k − j

 p+ 2k + 1k − j

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=k∑
j=0
 p+ 2k + 1k + j + 2

2
− 2
 p+ 2k + 1k + j + 2

 p+ 2k + 1k − j
+
 p+ 2k + 1k − j

2
+
 p+ 2k + 1k + 1

2
+ 2
 p+ 2k + 1k − j

2
+ 2
 p+ 2k + 1k + j + 2

 p+ 2k + 1k − j

− 2
 p+ 2k + 1k − j

2
=
k∑
j=0
 p+ 2k + 1k + j + 2

2
+
 p+ 2k + 1k − j

2
+
 p+ 2k + 1k + 1

2
=
2k+2∑
l=0
 p+ 2k + 1l

2
Hence we have shown that Dn,p = Cn for n < 2p− 1.
For D2p−1,p, we have:
D2p−1,p =M22p,2p−1 +M
2
p,2p−1 +
p−1∑
i=1
M2i,2p−1 + 2M
2
p+i,2p−1 + 2Mp−i,2p−1Mp+i,2p−1
For the Mj,k, we have:
Mp,2p−1 =
 2p− 1p
2
 , p even
Mp,2p−1 =0, p odd
M2p,2p−1 =2
 2p− 10

M2i,2p−1 =
 2p− 1p− i
−
 2p− 1i
 , 0 < 2i < p− 1
M2j,2p−1 =
 2p− 1p− j
 , p < 2j < 2p− 1
For p odd, we then have:
D2p−1,p =
⌊
(p−1)
2
⌋∑
i=1
4
 2p− 10

2
+
 2p− 1p− i
−
 2p− 1i

2 + 2
 2p− 1i

2
+ 2
 2p− 1p− i
−
 2p− 1i

 2p− 1i

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=⌊
(p−1)
2
⌋∑
i=1
4
 2p− 10

2
+
 2p− 1p− i

2
− 2
 2p− 1p− i

 2p− 1i

+
 2p− 1i

2
+ 2
 2p− 1i

2
+ 2
 2p− 1p− i

 2p− 1i

− 2
 2p− 1i

2
=
⌊
(p−1)
2
⌋∑
i=1
4
 2p− 10

2
+
 2p− 1p− i

2
+
 2p− 1i

2
=
p−1∑
l=0
+
 2p− 1l

2
+ 3
 2p− 10

2
= C2p−1 + 3
For p even, we have:
D2p−1,p =
⌊
(p−1)
2
⌋∑
i=1
4
 2p− 10

2
+
 2p− 1p
2

2
+
 2p− 1p− i
−
 2p− 1i

2
+ 2
 2p− 1i

2
+ 2
 2p− 1p− i
−
 2p− 1i

 2p− 1i

=
⌊
(p−1)
2
⌋∑
i=1
4
 2p− 10

2
+
 2p− 1p
2

2
+
 2p− 1p− i

2
− 2
 2p− 1p− i

 2p− 1i
+
 2p− 1i

2
+ 2
 2p− 1i

2
+ 2
 2p− 1p− i

 2p− 1i
− 2
 2p− 1i

2
=
⌊
(p−1)
2
⌋∑
i=1
4
 2p− 10

2
+
 2p− 1p
2

2
+
 2p− 1p− i

2
+
 2p− 1i

2
=
p−1∑
i=0
 2p− 1i

2
+ 3
 2p− 10

2
= C2p−1 + 3
Hence we have shown that D2p−1,p = C2p−1 + 3.
Let Gn,i :=
b i
2
c∑
j=0
2
 ni+ 1− j

 nj
+ (b (i+1)2 c − b i2c)
 nb i2c+ 1

2
.
We claim that in general, the dimension of EndU¯q(sl2)
(
(X+2 )⊗n
)
can be given by the
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following formula:
Conjecture 4.1.
Dn = Cn +
bn
p
c∑
j=0
(n+ 1)(n+ 3)Gn,n−(j+2)p
for all n.
4.4 U¯q(sl2) Invariant Maps between Modules.
As both a proof of theorem 4.1, and for later use, we want to classify the sets of linear
maps on the projective modules that commute with the action of U¯q(sl2) and describe
them in terms of module bases. We can split these maps into three types; endomorphisms
on the projective modules, homomorphisms between different projective modules, and ho-
momorphisms between the projective and simple modules.
Consider first endomorphisms on the projective modules.
4.4.1 Projective module Endomorphisms
Proposition 4.1. Given P±s , 1 ≤ s < p, EndU¯q(sl2)(P±s ) is two-dimensional and
θ : P±s → P±s , has the general form:
θ(ai) = fai θ(bi) = gai + fbi (4.14)
θ(xj) = fxi θ(yj) = fyj (4.15)
where 0 ≤ i ≤ s− 1, 0 ≤ j ≤ p− s− 1 and f, g ∈ K.
Proof. As the action on the positive and negative modules only differs by a sign change,
we restrict the proof to the positive case.
Note that because of the K-action, any endomorphism can only map elements to those
with the same K-weight. For the K-action on P+s we have:
K(xj) = −qp−s−1−2jxj K(yj) = −qp−s−1−2jai
K(ai) = q
s−1−2iai K(bi) = qs−1−2ibi
For there to be a map between the subspaces with bases {ai, bi} and {xj , yj} would require
that 2p − s − 1 − 2j = s − 1 − 2i mod 2p, which requires 2i − 2j = 2s mod 2p. As
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0 ≤ i ≤ s − 1, 0 ≤ j ≤ p − s − 1, we have that 2s + 2 − 2p ≤ 2i − 2j ≤ 2s − 2. Hence
there is no possible solution, and so there are no maps between {ai, bi} and {xj , yj}. This
means that any endomorphism on P+s is of the form:
θ(ai) = f
a
i ai + g
b
i bi θ(bi) = f
b
i bi + g
a
i ai
θ(xj) = f
x
j xj + g
y
j yj θ(yj) = f
y
j yj + g
x
j xj
where f, g ∈ K.
The F -action is non-zero on every element, except for yp−s−1 and as−1. Hence we have:
F (θ(yp−s−1)) = F (f
y
p−s−1yp−s−1 + g
x
p−s−1xp−s−1) = g
x
p−s−1a0 = θ(F (yp−s−1)) = 0
this gives gxp−s−1 = 0, and so θ(yp−s−1) = f
y
p−s−1yp−s−1.
Given E(yj) = −[j][p− s− j]yj−1, E(xj) = −[j][p− s− j]xj−1 we have:
E(θ(yj)) = E(f
y
j yj + g
x
j xj) = −[j][p− s− j](fyj yj−1 + gxj xj−1)
θ(E(yj)) = −[j][p− s− j]θ(yj−1) = −[j][p− s− j](fyj−1yj−1 + gxj−1xj−1)
which means fyj = f
y
j−1, g
y
j = g
y
j−1, and hence θ(yj) = f
y
p−s−1yj .
By a similar argument we get θ(xj) = f
x
0 xj .
As E(y0) = as−1, we then have:
E(θ(y0)) = f
y
p−s−1E(y0) = f
y
p−s−1as−1
θ(E(y0)) = θ(as−1) = fas−1as−1 + g
b
s−1bs−1
and so fas−1 = f
y
p−s−1, g
b
s−1 = 0, which gives θ(as−1) = f
y
p−s−1as−1.
Similarly, as F (xp−s−1) = a0, we get θ(a0) = fx0 a0.
Given F (ai) = ai+1, F (bi) = bi+1, we then have:
F (θ(ai)) = F (f
a
i ai + g
b
i bi) = f
a
i ai+1 + g
b
i bi+1
θ(F (ai)) = θ(ai+1) = f
a
i+1ai+1 + g
b
i+1bi+1
which gives fai = f
a
i+1, g
b
i = g
b
i+1, and so θ(ai) = f
x
0 ai. This then gives f
x
0 = f
y
p−s−1.
Hence we have now that the endomorphisms must be of the form:
θ(ai) = f
x
0 ai θ(bi) = f
b
i bi + g
a
i ai
θ(xj) = f
x
0 xj θ(yj) = f
x
0 yj
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Given F (bs−1) = y0, F (as−1) = 0, we have:
F (θ(bs−1)) = F (f bs−1bs−1 + g
a
s−1as−1) = f
b
s−1y0
θ(F (bs−1)) = θ(y0) = fx0 y0
then f bs−1 = fx0 .
Finally, given F (bi) = bi+1, we have:
F (θ(bi)) = F (f
b
i bi + g
a
i ai) = f
b
i bi+1 + g
a
i ai+1
θ(F (bi)) = θ(bi+1) = f
b
i+1bi+1 + g
a
i+1ai+1
which gives f bi = f
b
i+1, g
a
i = g
a
i+1, and so θ(bi) = f
x
0 bi + g
a
i ai.
Hence any endomorphism on P±s can be written in terms of the identity map and ε, where
ε(bi) = ai, ε(ai) = ε(xj) = ε(yj) = 0, ε
2 = 0.
4.4.2 Homomorphisms between projective and simple modules.
As the actions on positive and negative modules differ only by a minus sign, we only need
consider the cases:
P+s → X+t
X+t → P+s
P+s → X−t
X−t → P+s
Homomorphisms θ : P+s → X+t
Let P+s have basis {a0, ..., as−1, b0, ..., bs−1} ∪ {x0, ..., xp−s−1, y0, ..., yp−s−1} and X+t have
basis {z0, ..., zt−1}.
Proposition 4.2. The homomorphism θ : P+s → X+t is only non-zero when s = t and
has the form:
θ(ai) = θ(xj) = θ(yj) = 0
θ(bi) = fzi
for all 1 ≤ i ≤ s− 1, 1 ≤ j ≤ p− s− 1 and f ∈ K.
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Proof. We start by noting the K-action is given by:
K(xj) = −qp−s−1−2jxj K(yj) = −qp−s−1−2jai
K(ai) = q
s−1−2iai K(bi) = qs−1−2ibi
K(zk) = q
t−1−2kzk
Consider the general form of θ:
θ(xj) =
t−1∑
k=0
fxj,kzk θ(yj) =
t−1∑
k=0
fyj,kzk
θ(ai) =
t−1∑
k=0
fai,kzk θ(bi) =
t−1∑
k=0
f bi,kzk
Starting with xj , as both Ex0 = 0, Ez0 = 0, but Ezk 6= 0 for 1 ≤ k ≤ t − 1, then we
must have fx0,k = 0, for 1 ≤ k ≤ t − 1. As any map must preserve K-weights, we have
Kx0 = −qp−s−1, Kz0 = qt−1, hence we need 2p − s − 1 = t − 1 mod 2p which requires
t = −s mod 2p. However this has no solution, therefore fx0,0 = 0. For any other fxj,k, we
have:
θ(xj) =θ(F
jx0) = F
jθ(x0) = 0
Hence θ(xj) = 0 for all j. A similar argument gives θ(yj) = 0 for all j.
For θ(ai), we have:
θ(ai) = θ(F
i+1xp−s−1) = F i+1θ(xp−s−1) = 0
Hence θ(ai) = 0 for 0 ≤ i ≤ s− 1. Finally, for θ(bi), we have:
E(θ(b0)) =
t−1∑
k=0
f b0,kEzk =
t−1∑
k=1
f b0,k[k][t− k]zk−1
θ(E(b0)) =θ(xp−s−1) = 0
which means f b0,k = 0 for 1 ≤ k ≤ t− 1, and so θ(b0) = f b0,0z0. Hence we have:
θ(bi) =θ(F
ib0) = F
iθ(b0) = f
b
0,0zi
We need the K-actions to match, and so we need qs−1 = qt−1 which means s− 1 = t− 1
mod 2p, and therefore s = t.
Homomorphisms Γ : X+t → P+s
Proposition 4.3. The homomorphism Γ : X+t → P+s is only non-zero when s = t and
has the form:
Γ(zi) = gai
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for all i and g ∈ K.
Proof. Consider the general form for Γ:
Γ(zk) =
s−1∑
i=0
p−s−1∑
j=0
gak,iai + g
b
k,ibi + g
x
k,jxj + g
y
k,jyj
As Ez0 = Fzt−1 = 0, we have:
E(Γ(z0)) =
s−1∑
i=1
p−s−1∑
j=1
([i][s− i]ga0,i + gb0,i)ai−1 + [i][s− i]gb0,ibi−1
− [j][p− s− j]gx0,jxj−1 − [j][p− s− j]gy0,jyj + gb0,0xp−s−1 + gy0,0as−1
=0
Γ(z0) =g
a
0,0a0 + g
x
0,0x0
As they have different weights, either ga0,0 = 0 or g
x
0,0 = 0. We have Kz0 = q
t−1z0,
Ka0 = q
s−1a0, Kx0 = −qp−s−1x0. For x0, we need 2p − s − 1 = t − 1 mod 2p, which
requires s = −t mod 2p, which has no solution. Hence gx0,0 = 0. For a0, we need
s− 1 = t− 1 mod 2p which gives s = t. Hence we have:
Γ(z0) =g
a
0,0a0
Γ(zk) =Γ(F
kz0) = F
kΓ(z0) = g
a
0,0ak
0 ≤ k ≤ s− 1
Homomorphisms θ : P+s → X−t
Proposition 4.4. There are no non-zero homomorphisms θ : P+s → X−t .
Proof. Consider the general form of θ:
θ(xj) =
t−1∑
k=0
fxj,kzk θ(yj) =
t−1∑
k=0
fyj,kzk
θ(ai) =
t−1∑
k=0
fai,kzk θ(bi) =
t−1∑
k=0
f bi,kzk
By considering the E-action on a0, we have θ(a0) = f
a
0,0z0, however comparing K-weights,
we have Ka0 = q
s−1a0, Kz0 = −qt−1z0. This gives fa0,0 = 0. From this, we have:
θ(ai) =θ(F
ia0) = F
iθ(a0) = 0
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The other options for mapping to z0 are x0, b0, and y0, however again from the K-weights,
we must have θ(b0) = 0. For x0 and y0, the weights force t = p − s. However, as
Eb0 = xp−s−1, Fbs−1 = y0, we then have:
θ(x0) =f
x
0,0z0
θ(xj) =F
jθ(x0) = f
x
0,0F
jz0 = f
x
0,0zj
fx0,0zp−s−1 =θ(xp−s−1) = θ(E(b0)) = E(θ(b0) = 0
which gives fx0,0 = 0, and so θ(xj) = 0.
A similar argument gives θ(yj) = 0, and hence θ = 0.
Homomorphisms Γ : X−t → P+s
Proposition 4.5. There are no non-zero homomorphisms Γ : X−t → P+s .
Proof. Consider the general form of Γ:
Γ(zk) =
s−1∑
i=0
p−s−1∑
j=0
gak,iai + g
b
k,ibi + g
x
k,jxj + g
y
k,jyj
Then as Ez0 = 0, we have:
E(Γ(z0)) =
s−1∑
i=1
p−s−1∑
j=1
([i][s− i]ga0,i + gb0,i)ai−1 + [i][s− i]gb0,ibi−1
− [j][p− s− j]gx0,jxj−1 − [j][p− s− j]gy0,jyj + gb0,0xp−s−1 + gy0,0as−1
=0
Γ(z0) =g
a
0,0a0 + g
x
0,0x0
Comparing weight spaces, we have Kz0 = −qt−1z0, Ka0 = qs−1a0, Kx0 = −qp−s−1x0.
From the first case, we have that the only possibility is ga0,0 = 0. For the second case, we
have p − s − 1 = t − 1 mod 2p, which means t = p − s. However, as Fxp−s−1 = a0, this
then gives:
Γ(zk) =Γ(F
kz0) = F
kΓ(z0) = g
x
0,0xk
F p−sΓ(z0) =gx0,0a0 = Γ(F
p−sz0) = 0
which gives gx0,0 = 0, and so Γ(z0) = 0.
We then have Γ(zk) = Γ(F
kz0) = F
kΓ(z0) = 0, and hence Γ = 0.
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4.4.3 Homomorphisms between projective modules
Homomorphisms θ : P+s → P+t
Let θ : P+s → P+t . Denote the elements of P+t by a˜i, b˜i, x˜i, y˜i.
Proposition 4.6. There are no non-zero homomorphisms θ : P+s → P+t except when
s = t.
Proof. From the E and F actions, the only possibilities for θ acting on the sub-basis
{a0, b0} are either {a0, b0} 7→ {a˜0, b˜0} or {a0, b0} 7→ {x˜0, y˜0}. However, comparing K-
weights, we have:
Ka0 =q
s−1a0 Ka˜0 =qt−1a˜0 Kx˜0 =− qp−t−1x˜0
Hence we have either s− 1 = t− 1 mod 2p, which gives s = t, or else s− 1 = 2p− t− 1
mod 2p, which reduces to s = −t mod 2p, which has no solution. Hence the only non-zero
case for θ is when s = t, which reduces to the endomorphisms on P+s given previously.
Homomorphisms θ : P+s → P−t
Proposition 4.7. The only non-zero homomorphisms of the form θ : P+s → P−t occur
when t = p− s and is given by:
θ(ai) = 0
θ(bi) = f1x˜i + f2y˜i
θ(xj) = f2a˜j
θ(yj) = f1a˜j
for 1 ≤ i ≤ s− 1, 1 ≤ j ≤ p− s− 1, and f1, f2 ∈ K.
Proof. Again from the E and F actions, the only possibilities for θ acting on {a0, b0} are
either {a0, b0} 7→ {a˜0, b˜0} or {a0, b0} 7→ {x˜0, y˜0}. Comparing K-weights, we have:
Ka0 =q
s−1a0 Ka˜0 =− qt−1a˜0 Kx˜0 =qp−t−1x˜0
Hence either s− 1 = p+ t− 1 mod 2p, which reduces to s = p+ t mod 2p, which has no
solution, or else s − 1 = p − t − 1 mod 2p which gives t = p − s. θ must then have the
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general form:
θ(ai) = f
a,x
i x˜i + f
a,y
i y˜i θ(bi) = f
b,x
i x˜i + f
b,y
i y˜i
θ(xj) = f
x,a
j a˜j + f
x,b
j b˜j θ(yj) = f
y,a
j a˜j + f
y,b
j b˜j
0 ≤ i ≤ s− 1 0 ≤ j ≤ p− s− 1
We have:
0 = θ(E(a0)) =E(θ(a0)) = E(f
a,x
0 x˜0 + f
a,y
0 y˜0)
=fa,y0 a˜p−s−1
and so fa,y0 = 0, which gives θ(a0) = f
a,x
0 x˜0.
We then have θ(ai) = f
a,x
0 x˜i for all i, however:
0 = θ(F (as−1)) =Fθ(as−1) = f
a,x
0 Fx˜s−1 = f
a,x
0 a˜0
hence fa,x0 = 0, and therefore θ(ai) = 0 for all i.
Next, we have:
0 = θ(E(x0)) =E(θ(x0)) = E(f
x,a
0 a˜0 + f
x,b
0 b˜0) = f
x,b
0 x˜s−1
therefore fx,b0 = 0, which gives θ(x0) = f
x,a
0 a˜0, and θ(xi) = f
x,a
0 a˜i.
Similarly, we get θ(yi) = f
y,a
s−1a˜i.
Next, as Eb0 = xp−s−1, we have:
fx,a0 a˜p−s−1 =θ(E(b0)) = E(θ(b0)) = E(f
b,x
0 x˜0 + f
b,y
0 y˜0) = f
b,y
0 a˜p−s−1
fx,a0 =f
b,y
0
f b,xi x˜i + f
b,y
i y˜i =θ(F
i(b0)) = F
i(θ(b0)) = f
b,x
0 x˜i + f
b,y
0 y˜i
θ(bi) =f
b,x
0 x˜i + f
b,y
0 y˜i
As Fbs−1 = y0, we have:
fy,as−1a˜p−s−1 =θ(F (bs−1)) = F (θ(bs−1)) = F (f
b,x
0 x˜s−1 + f
b,y
0 y˜s−1) = f
b,x
0 x˜s−1
fy,as−1 =f
b,x
0
Hence we have the general form of θ is:
θ(ai) = 0 θ(bi) = f
b,x
0 x˜i + f
b,y
0 y˜i
θ(xj) = f
b,y
0 a˜j θ(yj) = f
b,x
0 a˜j
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Chapter 5
The U¯q(sl2) Planar Algebra.
Our construction of the U¯q(sl2) planar algebra is a diagrammatic description of
End
(
(X+2 )⊗n)
)
, similar to the constructions of [20, 24, 43, 47]. We will show that for
n < 2p − 1, this is equivalent to the Temperley-Lieb algebra on n points with parameter
δ = q + q−1, and for n ≥ 2p− 1, End((X+2 )⊗n)) contains an extension of the Temperley-
Lieb algebra by two extra generators. The main focus of this chapter is theorem 5.2, which
describes a number of relations on the extra generators of the U¯q(sl2) planar algebra. This
is not a complete list of relations, but we believe that any other relations should come
from a generalization of the ones given, mainly relations 5.15, 5.17, 5.21, and 5.22. For the
case, p = 2, n = 4, theorem 5.2 gives a complete list of relations. A proof of a complete list
of generators and relations for the U¯q(sl2) planar algebra is a potential future endeavour.
For the rest of this chapter, we denote X := X+2 .
The module X has basis {ν0, ν1}, with U¯q(sl2) action:
K(ν0) = qν0 E(ν0) = 0 F (ν0) = ν1
K(ν1) = q
−1ν1 E(ν1) = ν0 F (ν1) = 0
The action of U¯q(sl2) on X
⊗n is given by use of the coproduct.
We denote by ρi1,...,in,z the element of X
⊗z with ν1 at positions i1, ..., in, and ν0 else-
where. We also occasionally omit the ⊗ sign, and combine indices. For example,
ρ1,3,5 = ν1 ⊗ ν0 ⊗ ν1 ⊗ ν0 ⊗ ν0 = ν10100.
The elements of X⊗z can be described in terms of the K-action on them. For x ∈ X⊗z,
with K(x) = λx, λ ∈ K, we call λ the weight of x. Alternatively for basis elements we can
write this as K(ρi1,...,in,z) = q
z−2nx, and refer to n also as the weight. X⊗z will then have
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the set of weights {qz, qz−2, ..., q2−z, q−z}. Denoting the set of elements of X⊗z with weight
qz−2n by Xn,z, we have X⊗z =
z⋃
i=0
Xi,z. The weight spaces X0,z Xz,z both have a single
element, which we denote by x0,z := (ν0)
⊗z, xz,z := (ν1)⊗z respectively, and occasionally
drop the second index if the context is clear. We have ρi1,...,in,z ∈ Xn,z.
We record a number of combinatorial relations involving U¯q(sl2) and its action on X
⊗z in
Appendix A.
The module X+1 ' K has basis {ν} and action:
K(ν) = ν E(ν) = 0 F (ν) = 0 (5.1)
5.1 The Temperley-Lieb Algebra
The aim of this section is to prove the following:
Theorem 5.1. End(X⊗n) ' TLn(q + q−1), n < 2p− 1
Proof. In section 4.3, we showed that the dimension of End(X⊗n) is equal to the dimen-
sion of TLn(q + q
−1) for n < 2p − 1. Hence we just need to show that End(X⊗n) has a
set of generators satisfying the same properties as the Temperley-Lieb generators.
We define the following maps ∪ : X⊗2 → X+1 , ∩ : X+1 → X⊗2 by:
∪(ν10) = ν (5.2)
∪(ν01) = −qν (5.3)
∪(ν00) = ∪(ν11) = 0 (5.4)
∩(ν) = q−1ν10 − ν01 (5.5)
where ν is the basis of X+1 .
We define e˜i := 1
⊗(i−1)⊗(∩∪)⊗1⊗(n−i−1) ∈ End(X⊗n). Then the maps e˜1, ..., e˜n−1 satisfy
the Temperley-Lieb relations.
These e˜i act as e˜(ν00) = e˜(ν11) = 0, e˜(ν10) = q
−1ν10 − ν01, e˜(ν01) = qν01 − ν10. From
this we can see that the e˜i act on weight spaces as e˜i : Xk,n → Xk,n, and hence any element
of End(X⊗n) for n < 2p− 1 must map weight spaces to themselves.
The Temperley-Lieb algebra contains a set of projections known as the Jones-Wenzl pro-
jections. The nth Jones-Wenzl projection, fn, for 0 ≤ n ≤ p− 1, is the unique projection
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satisfying:
fn :X
⊗n → X+n+1 → X⊗n
Details on this are given in Appendix B.
5.2 The U¯q(sl2) Planar Algebra
The U¯q(sl2) planar algebra, with q = e
ipi/p and 2 ≤ p ∈ N, is a diagrammatic description
of End(X⊗n). An element of End(X⊗n) is given by a planar box with n points along the
top and n points along the bottom. More generally, an element of Hom(X⊗m, X⊗n) is a
planar box with m points along the top and n points along the bottom. A box with zero
points along an edge is used to represent a map to or from X+1 , with our choice of these
maps defined by equations 5.2 - 5.5. The identity map in End(X⊗n) is given by n vertical
strings, and the identity map on X+1 is given by an empty box. We sometimes denote
multiple parallel strings by a single thick string, and omit the external box.
Some basic examples are:
Our U¯q(sl2) planar algebra construction is given by the Temperley-Lieb algebra with
δ = q + q−1, and two (2p − 1)-box generators α, β, which are defined in section 5.3. We
95
denote by αi, βi the elements 1
⊗(i−1)⊗α⊗1(n−2p−i−2), 1(i−1)⊗β⊗1(n−2p−i−2) ∈ End(X⊗n),
n ≥ 2p− 1.
Theorem 5.2. The generators α and β of the U¯q(sl2) planar algebra satisfy the following
properties:
α2 = β2 = 0 (5.6)
αβα = γα (5.7)
βαβ = γβ (5.8)
γ = (−1)p−1([p− 1]!)2 (5.9)
αiαj = αjαi = βiβj = βjβi = 0, |i− j| < p (5.10)
αiαi+p = αi+pαi (5.11)
βiβi+p = βi+pβi (5.12)
αβ + βα = γf2p−1 (5.13)
We denote by ∪i, ∩i the corresponding maps, (equations 5.2 - 5.5), acting on the ith and
(i + 1)th points. Denote by Rn the (clockwise) (n,n)-point annular rotation tangle. We
then have:
α∩i = ∪iα = β∩i = ∪iβ = 0, 1 ≤ i ≤ 2p− 2 (5.14)
αi+1∩i = αi∩i+2p−2 (5.15)
∪iαi+1 = ∪i+2p−2αi (5.16)
βi+1∩i = βi∩i+2p−2 (5.17)
∪iβi+1 = ∪i+2p−2βi (5.18)
R4p−2(α) = α (5.19)
R4p−2(β) = β (5.20)
4p−1∑
i=0
kiR
i
4p(α⊗ 1) = 0 (5.21)
4p−1∑
i=0
kiR
i
4p(β ⊗ 1) = 0 (5.22)
where ki = (−1)i[i− 2]k1 + (−1)i[i− 1]k2, for arbitrary k1, k2 ∈ K.
Diagrammatically, these relations are:
96
Figure 5.1: Relation 5.6
Figure 5.2: Relation 5.7 and 5.8
Figure 5.3: Relation 5.10
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Figure 5.4: Relation 5.10
Figure 5.5: Relation 5.11 and 5.12
Figure 5.6: Relation 5.13
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Figure 5.7: Relation 5.14
Figure 5.8: Relation 5.14
Figure 5.9: Relation 5.15 and 5.16
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Figure 5.10: Relation 5.17 and 5.18
Figure 5.11: Relation 5.19 and 5.20
Figure 5.12: Relation 5.21
Figure 5.13: Relation 5.22
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We also have the partial traces given by:
Figure 5.14: The partial trace of α and β.
Figure 5.15: The partial trace of αβ and βα.
The aim of the rest of this chapter will be to prove the existence of these generators
and their relations. The formulae for the partial traces of αβ and βα will be proven in
section 6.6 of the following chapter.
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5.3 The Generators α and β.
Let x0 ∈ X0,2p−1 and x2p−1 ∈ X2p−1,2p−1, For any x ∈ Xk,2p−1, there is ex, fx ∈ K such
that Ekx = exx0 and F
2p−k−1x = fxx2p−1. We define the maps α, β by:
α(x) := exE
p−k−1x2p−1
β(x) := fxF
k−px0
where we take E−1 = 0, F−1 = 0. In terms of weight spaces, they act as:
α :Xk,2p−1 → Xk+p,2p−1
β :Xk,2p−1 → Xk−p,2p−1
Then α is zero for k ≥ p and β is zero for k < p. Hence α2 = β2 = 0.
From their action on weight spaces, it’s clear that α, β /∈ TL2p−1. We want to prove that
α, β ∈ End(X⊗(2p−1)).
5.3.1 Proof of the commutivity of α and β with the U¯q(sl2) action.
We want to show that α and β commute with the action of U¯q(sl2), and so that
α, β ∈ End(X⊗(2p−1)). Starting with α, for commutivity with K we have:
α(K(x)) = q2p−1−2kα(x) = q2p−1−2kexEp−k−1x2p−1 = q−1−2kexEp−k−1x2p−1
K(α(x)) = exKE
p−k−1x2p−1 = q2exEKEp−k−2x2p−1 = q2p−2k−2exEp−k−1Kx2p−1
= q2p−2k−2q1−2pexEp−k−1x2p−1 = q−1−2kexEp−k−1x2p−1 = α(K(x))
Hence α commutes with K.
For the commutivity of α with E we need the following:
Let E(x) = exev v, so that E
k−1v = evx0, then:
α(E(x)) =
ex
ev
α(v) =
ex
ev
evE
p−kx2p−1 = exEp−kx2p−1
E(α(x)) = exE(E
p−k−1x2p−1) = exEp−kx2p−1 = α(E(x))
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Hence α commutes with E.
Finally for the commutivity of α with F , using equation A.8, we have:
Ek+1F (x) =
(
FEk+1 + (
[k + 1]
q − q−1 )(q
kEkK − q−kEkK−1))x
=
(
FEk+1 + (
[k + 1]
q − q−1 )(q
−kKEk − qkK−1Ek))x
= ex(
[k + 1]
q − q−1 )(q
−kK − qkK−1)x0 = ex( [k + 1]
q − q−1 )(q
2p−1−k − qk+1−2p)x0
= ex[k + 1][2p− 1− k]x0
α(F (x)) = ex[k + 1][2p− 1− k]Ep−k−2x2p−1
F (α(x)) = exFE
p−k−1x2p−1
= ex
(
Ep−k−1F + (
[p− k − 1]
q − q−1 )(q
k−p+2Ep−k−2K−1 − qp−k−2Ep−k−2K))x2p−1
= ex(
[p− k − 1]
q − q−1 )(q
k−p+2+2p−1Ep−k−2 − qp−k−2+1−2pEp−k−2)x2p−1
= ex(
[p− k − 1]
q − q−1 )(q
k+1+pEp−k−2 − q−p−k−1Ep−k−2)x2p−1
= ex[p− k − 1][p+ k + 1]Ep−k−2x2p−1
= ex[k + 1][2p− k − 1]Ep−k−2x2p−1
Hence the identity holds for all 0 ≤ k < p, so we have shown that α commutes with F ,
and so the action of U¯q(sl2) commutes with α.
Hence we have that α ∈ End(X⊗(2p−1)).
For commutivity of the action of U¯q(sl2) with β, starting with K we have:
β(K(x)) = q2p−1−2kβ(x) = q−1−2kfxF k−px0
K(β(x)) = fxKF
k−px0 = q−2fxFKF p−k−1x0 = q2p−2kfxF k−pKx0
= q2p−2kq2p−1fxF k−px0 = q−1−2kfxF k−px0 = β(K(x))
Hence β commutes with K.
For commutivity with F we need the following:
Let F (x) = fxfy y so that F
2p−k−2(y) = fyx2p−1. We have:
β(F (x)) =
fx
fy
β(y) = fxF
k−p+1x0
F (β(x)) = fxFF
k−p(x0) = fxF k−p+1x0 = β(F (x))
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Hence β commutes with F .
Finally for the E action, using equation A.6, we have:
F 2p−kE(x) =
(
EF 2p−k + (
[2p− k]
q − q−1 )(q
2p−k−1F 2p−k−1K−1 − q1+k−2pF 2p−k−1K))x
=
(
EF 2p−k + (
[2p− k]
q − q−1 )(q
kF 2p−k−1 − q−kF 2p−k−1))x
=fx(
[2p− k]
q − q−1 )(q
k − q−k)x2p−1 = fx[2p− k][k]x2p−1
β(E(x)) =fx[2p− k][k]F k−p−1x0
E(β(x)) = fxE(F
k−px0)
=fx
(
F k−pE + (
[k − p]
q − q−1 )(q
1−k+pF k−p−1K − qk−p−1F k−p−1K−1))x0
=fx(
[k − p]
q − q−1 )(q
1−k+p+2p−1F k−p−1 − qk−p−1+1−2pF k−p−1)x0
=fx(
[k − p]
q − q−1 )(q
3p−k − qk−3p)F k−p−1x0
=fx[k − p][3p− k]F k−p−1x0 = fx[2p− k][k]F k−p−1 = β(E(x))
Hence the identity holds for all p ≤ k ≤ 2p, and we have shown that β commutes with E,
and so β commutes with the action of U¯q(sl2).
Hence β ∈ End(X⊗(2p−1)).
5.3.2 Proof that Im α ' Im β ' X−p .
We want to show that the images of the maps α and β are actually the module X−p . We
do this by constructing suitable bases from the images, similar to the construction of the
simple modules from the highest weight vector. We then show that the action on each
basis is the same as the action on X−p .
Note that α(x0) = E
p−1x2p−1, and that K(α(x0)) = KEp−1x2p−1 = q2p−2Ep−1Kx2p−1 =
q2p−2q1−2pEp−1x2p−1 = q−1α(x0) = −qp−1α(x0). We have:
F (α(x0)) =FE
p−1x2p−1 =
(
Ep−1F + (
[p− 1]
q − q−1 )(q
2−pEp−2K−1 − qp−2Ep−2K))x2p−1
=
(
Ep−1F + (
[p− 1]
q − q−1 )(q
p+1Ep−2 − q−1−pEp−2))x2p−1
=[p− 1][p+ 1]Ep−2x2p−1 = −Ep−2x2p−1
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Define w0 := α(x0), w1 := F (α(x0)) = −Ep−2x2p−1, wk := F k(α(x0)). We want to show
that {w0, ..., wp−1} ' X−p . We have:
K(wk) = KF
k(α(x0)) = KF
kEp−1x2p−1 = q−2kF kKEp−1x2p−1
= q−2kq4p−2F kEp−1Kx2p−1 = q−2kq4p−2q1−2pF kEp−1x2p−1
= q−2k−1yk = −qp−1−2kwk
F (wk) = F
k+1(α(x0)) = wk+1
F (wp−1) = F p(α(x0)) = 0
E(w0) = E(α(x0)) = E
px2p−1 = 0
Using equation A.6 we have:
E(wk) = EF
k(α(x0)) = EF
kEp−1x2p−1
=
(
F kE + (
[k]
q − q−1 )(q
1−kF k−1K − qk−1F k−1K−1))Ep−1x2p−1
= (
[k]
q − q−1 )(q
1−kF k−1K − qk−1F k−1K−1)Ep−1x2p−1
= (
[k]
q − q−1 )(q
1−k+2p−2+1−2pF k−1 − qk−1+2−2p+2p−1F k−1)Ep−1x2p−1
= (
[k]
q − q−1 )(q
−kF k−1 − qkF k−1)Ep−1x2p−1
= −[k]2F k−1Ep−1x2p−1 = −[k][p− k]F k−1Ep−1x2p−1
= −[k][p− k]wk−1
Hence we have that the set of elements {w0, ..., wp−1} is isomorphic to the basis of X−p ,
and so Im α ' X−p .
Define zp−1 := β(x2p−1), zk−1 := −1[k][p−k]Ezk, letting zk = ckE
p−1−kzp−1 where
ck =
(−1)p−1−k([k]!)
([p−1]!)([p−1−k]!) . We want to show that {z0, ..., zp−1} ' X−p . We have:
K(zk) = ckKE
p−1−kzp−1 = ckKEp−1−kF p−1x0 = ckq2p−2−2kEp−1−kKF p−1x0
= ckq
2p−2−2kq2−2pEp−1−kF p−1Kx0 = ckq−2kq2p−1Ep−1−kF p−1x0
= q−1−2kzk = −qp−1−2kzk
E(zk) = −[k][p− k]zk−1
E(z0) = c0EE
p−1zp−1 = 0
F (zp−1) = FF p−1x0 = 0
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Using equation A.8 we have:
F (zk) = ckFE
p−1−kzp−1 = ckFEp−1−k(β(x2p−1)) = ckFEp−1−kF p−1x0
= ck
(
Ep−1−kF + (
[p− 1− k]
q − q−1 )(q
k−p+2Ep−k−2K−1 − qp−k−2Ep−k−2K))F p−1x0
= ck(
[p− 1− k]
q − q−1 )(q
k−p+2+2p−2+1−2pEp−k−2 − qp−k−2−2p+2+2p−1Ep−k−2)F p−1x0
= ck(
[p− 1− k]
q − q−1 )(q
k−p+1Ep−k−2 − qp−k−1Ep−k−2)F p−1x0
= −ck[p− 1− k]2Ep−k−2F p−1x0 = −ck[k + 1][p− 1− k]Ep−k−2F p−1x0
= ck+1E
p−k−2zp−1 = zk+1
Hence F (zk) = F (zk+1), and we have that the set of elements {z0, ..., zp−1} is isomorphic
to the basis of X−p , and hence we have Im β ' X−p .
Note that Rank(α) = Rank(β) = p, and as U¯q(sl2) commutes with both α and β, we have
proven that Im(α) ' Im(β) ' X−p .
From this we can state that the composition of any (non-identity containing) TL element
with α or β is zero, as any TL element can be thought of as a map to X+s or P+s , but
there are no non-zero homomorphisms between X−p and these modules, hence the product
must be zero.
5.3.3 Composition of α and β
What are β(α(x)), α(β(x))? Consider first β(α(x)). If x ∈ Xp−1,2p−1, then α(x) = exx2p−1
and β(α(x)) = exF
p−1x0. However for other elements it is not so straightforward. First
we need to calculate fα(x) where F
2p−m−1(α(x)) = fα(x)x2p−1.
From before, we have:
F (α(x)) =exFE
p−k−1x2p−1 = ex[k + 1][2p− k − 1]Ep−k−2x2p−1
Hence F j(α(x)) =ex
([k + j]!)([2p− k − 1]!)
([k]!)([2p− k − j − 1]!)E
p−k−j−1x2p−1
F p−k−1(α(x)) =ex
([p− 1]!)([2p− k − 1]!)
([k]!)([p]!)
x2p−1
Therefore fα(x) =ex
([2p− k − 1]!)
([k]!)[p]
This means:
β(α(x)) = ex
([2p− k − 1]!)
([k]!)[p]
F kx0, x ∈ Xk,2p−1, 0 ≤ k ≤ p− 1
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For α(β(x)), if x ∈ Xp,2p−1, then β(x) = fxx0 and α(β(x)) = fxEp−1x2p−1. For the other
elements, we have:
E(β(x)) =fxEF
k−px0 = fx[2p− k][k]F k−p−1x0
Hence Ej(β(x)) =fx
([2p− k + j − 1]!)([k]!)
([2p− k − 1]!)([k − j]!)F
k−p−jx0
Ek−p(β(x)) =fx
([p− 1]!)([k]!)
([2p− k − 1]!)([p]!)x0
Therefore eβ(x) =fx
([k]!)
([2p− k − 1]!)[p]
This means:
α(β(x)) = fx
([k]!)
([2p− k − 1]!)[p]E
2p−k−1x2p−1, x ∈ Xk,2p−1, p ≤ k ≤ 2p− 1
Note that, given x ∈ Xk,2p−1, α(β(x)) ∈ Xk,2p−1, β(α(x)) ∈ Xk,2p−1, and α(β(x)) = 0 for
0 ≤ k ≤ p− 1, β(α(x)) = 0 for p ≤ k ≤ 2p− 1.
Combining these further, we find that:
eβ(α(x)) = ex
([2p− k − 1]!)([k + p]!)
([k]!)([p− k − 1]!)[p]2 , 0 ≤ k ≤ p− 1
Note that as [p+ i] = −[i], we can simplify this to get:
eβ(α(x)) = ex(−1)p−1([p− 1]!)2, 0 ≤ k ≤ p− 1
α(β(α(x))) = ex(−1)p−1([p− 1]!)2Ep−k−1x2p−1
Similarly, we have:
fα(β(x)) = fx
([k]!)([3p− k − 1]!)
([2p− k − 1]!)([k − p]!)[p]2 , p ≤ k ≤ 2p− 1
Which simplifies to give:
fα(β((x)) = fx(−1)p−1([p− 1]!)2
β(α(β(x))) = fx(−1)p−1([p− 1]!)2F k−px0
Let γ = (−1)p−1([p− 1]!)2. Then we have:
αβα = γα βαβ = γβ
αβαβ = γαβ βαβα = γβα
(
αβ
γ
)2 = (
αβ
γ
) (
βα
γ
)2 = (
βα
γ
)
From previously in section 5.3.2, we know that α and β give the image of P−p . Hence, the
two maps (αβγ ) and (
βα
γ ) are the projections onto the image of the two copies of P−p in
X⊗(2p−1). It follows that α and β are then the maps between the two copies of this module.
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5.3.4 Proof that αiαj = βiβj = 0 if |i− j| < p
We prove this by considering four cases; α1+kα1, α1α1+k, β1+kβ1, β1β1+k.
Before we proceed we note equation A.9:
∆En =
n∑
i=0
λi,nE
i ⊗KiEn−i
where λ0,n = λn,n = 1, λi,n = λi−1,n−1 + q−2iλi,n−1.
For α1+kα1, let E
jx = exx0,k, E
ly = eyx0,2p−1−k, Emz = ezx0,k, then:
Ej+l(x⊗ y) =λj,j+l(Ejx)⊗ (KjEly) = λj,j+lexeyqj(2p−1−k)x0,2p−1
α1(x⊗ y ⊗ z) =λj,j+lexeyq−j(k+1)(Ep−j−l−1x2p−1,2p−1)⊗ z
=
p−j−l−1∑
i=0
λj,j+lexeyq
−j(k+1)λi,p−j−l−1×
× (Eixk,k)⊗ (KiEp−j−l−1−ix2p−1−k,2p−1−k)⊗ z
To apply α1+k to this, we need E
2p−1−k acting on x2p−1−k,2p−1−k to get to x0,2p−1−k,
however, since Ep = 0, this implies that α1+k(α1(x⊗ y ⊗ z)) will be zero if
2p− 1− k ≥ p, which reduces to k ≤ p− 1.
Consider now α1(α1+k(x⊗ y ⊗ z)). We have:
El+m(y ⊗ z) =λl,l+m(Ely)⊗ (K lEmz) = eyezλl,l+mqlkx0,2p−1
α1+k(x⊗ y ⊗ z) =eyezλl,l+mqlkx⊗ (Ep−l−m−1x2p−1,2p−1)
=
p−l−m−1∑
i=0
eyezq
lkλl,l+mλi,p−l−m−1×
× x⊗ (Eix2p−1−k,2p−1−k)⊗ (KiEp−l−m−1−ixk,k)
To apply α1 to this, we again need E
2p−1−k acting on x2p−1−k,2p−1−k to get x0,2p−1−k.
Hence this will be zero if 2p− 1− k ≥ p, which reduces to k ≤ p− 1.
For β, we first note equation A.10:
∆Fn =
n∑
i=0
λi,nK
−iFn−i ⊗ F i
where λ0,n = λn,n = 1, λi,n+1 = λi−1,n + q−2iλi,n.
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Let F jx = fxxk,k, F
ly = fyx2p−1−k,2p−1−k, Fmz = fzxk,k.
For β1+kβ1 we have:
F j+l(x⊗ y) = λl,j+l(K−lF jx)⊗ (F ly) = fxfyλl,j+lqlkx2p−1,2p−1
β1(x⊗ y ⊗ z) = fxfyλl,j+lqlk(F p−j−l−1x0,2p−1)⊗ z
=
p−j−l−1∑
i=0
fxfyλl,j+lq
lkλi,p−j−l−1(K−iF p−j−l−1−ix0,k)⊗ (F ix0,2p−1−k)⊗ z
To apply βk+1 to this, we need F
2p−1−k to act on x0,2p−1−k. However, since F p = 0, this
will be zero if 2p− 1− k > p− 1, which reduces to k < p.
For β1βk+1 we have:
F l+m(y ⊗ z) =λm,l+m(K−mF ly)⊗ (Fmz) = fyfzλm,l+mqm(2p−1−k)x2p−1,2p−1
βk+1(x⊗ y ⊗ z) =fyfzλm,l+mq−m(k+1)x⊗ (F p−l−m−1x0,2p−1)
=
p−l−m−1∑
i=0
fyfzλm,l+mq
−m(k+1)λi,p−l−m−1×
× x⊗ (K−iF p−l−m−1−ix0,2p−1−k)⊗ (F ix0,k)
To apply β1 to this, we again need F
2p−1−k acting on x0,2p−1−k, which will be zero if
2p− 1− k > p− 1, which reduces to k < p.
Hence we have shown that α1α1+k = α1+kα1 = β1β1+k = β1+kβ1 = 0 if k < p, and
so we have proven:
Proposition 5.1. The U¯q(sl2) generators satisfy αiαj = βiβj = 0 if |i− j| < p
Note that in the proof, this only depended on the amount of overlap, i.e. the value of
k in α1α1+k. Hence this condition holds, even if there is another element acting between
the non-overlap parts.
For example, αiβi+kαi = 0 if k > p− 1.
In general any diagram with α or β acting twice on p or more strings is zero.
5.3.5 Proof that αiαi+p = αi+pαi and βiβi+p = βi+pβi
Using the same notation as the previous section, we have α1(x⊗ y ⊗ z) =
p−j−l−1∑
i=0
λj,j+lexeyq
−j(p+1)λi,p−j−l−1(Eixp,p)⊗ (KiEp−j−l−i−1xp−1,p−1)⊗ z
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Then we have Ej+l+i+m((KiEp−j−l−i−1xp−1,p−1)⊗ z) =
λj+l+i,j+l+i+m(E
j+l+iKiEp−j−l−i−1xp−1,p−1)⊗ (Kj+l+iEmz)
=ezλj+l+i,j+l+i+mq
(2i(p−j−l−i−1)+i(1−p))(Ep−1xp−1,p−1)⊗ (Kj+l+ix0,p)
=λj+l+i,j+l+i+mezq
2i(p−j−l−i−1)+i(1−p)+p(j+l+i)([p− 1]!)x0,2p−1
As Ep = 0, we only need to consider the terms where j + l + i + m ≤ p − 1, which gives
i ≤ p− j − l −m− 1. Hence we have α1+p(α1(x⊗ y ⊗ z)) =
p−j−l−m−1∑
i=0
λj,j+lexeyq
−j(p+1)λi,p−j−l−1λj+l+i,j+l+i+mezq2i(p−j−l−i−1)+i(1−p)+p(j+l+i)×
× ([p− 1]!)(Eixp,p)⊗ (Ep−1−j−l−i−mx2p−1,2p−1)
=
p−j−l−m−1∑
i=0
( p−1−j−l−i−m∑
n=0
exeyezλj,j+lλi,p−j−l−1λj+l+i,j+l+i+mq(2ip−i−j−2ij−2il−2i
2+pl)×
× λn,p−1−j−l−i−m([p− 1]!)(Eixp,p)⊗ (Enxp−1,p−1)⊗ (KnEp−1−j−l−i−m−nxp,p)
)
Next we have α1+p(x⊗ y ⊗ z) =
p−l−m−1∑
r=0
eyezq
lpλl,l+mλr,p−l−m−1x⊗ (Erxp−1,p−1)⊗ (KrEp−l−m−r−1xp,p)
Then we have:
Ej+p−r−1(x⊗ (Erxp−1,p−1)) =λj,j+p−r−1(Ejx)⊗ (KjEp−1xp−1,p−1)
=exλj,j+p−r−1qj(p−1)([p− 1]!)x0,2p−1
Again as Ep = 0, we only need consider the terms where j+ p− r− 1 ≤ p− 1, which gives
r ≥ j. Hence we have α1(α1+p(x⊗ y ⊗ z)) =
p−l−m−1∑
r=j
eyezq
lpλl,l+mλr,p−l−m−1exλj,j+p−r−1qj(p−1)([p− 1]!)×
× (Er−jx2p−1,2p−1)⊗ (KrEp−l−m−r−1xp,p)
=
p−l−m−1∑
r=j
( r−j∑
s=0
exeyezλl,l+mλr,p−l−m−1λj,j+p−r−1qlp+j(p−1)([p− 1]!)×
× λs,r−j(Esxp,p)⊗ (KsEr−j−sxp−1,p−1)⊗ (KrEp−l−m−r−1xp,p)
)
Let t = r − j, then this becomes:
p−l−m−j−1∑
t=0
( t∑
s=0
exeyezλl,l+mλt+j,p−l−m−1λj,p−t−1qlp+j(p−1)([p− 1]!)×
× λs,t(Esxp,p)⊗ (KsEt−sxp−1,p−1)⊗ (Kt+jEp−l−m−j−t−1xp,p)
)
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Using the summation identity
w∑
u=0
u∑
v=0
xu,v =
w∑
v=0
w∑
u=v
xu,v, this becomes:
p−l−m−j−1∑
s=0
( p−l−m−j−1∑
t=s
exeyezλl,l+mλt+j,p−l−m−1λj,p−t−1qlp+j(p−1)([p− 1]!)×
× λs,t(Esxp,p)⊗ (KsEt−sxp−1,p−1)⊗ (Kt+jEp−l−m−j−t−1xp,p)
)
Let n = t− s, then we have:
p−l−m−j−1∑
s=0
( p−l−m−j−1−s∑
n=0
exeyezλl,l+mλn+s+j,p−l−m−1λj,p−n−s−1qlp+j(p−1)([p− 1]!)×
× λs,n+s(Esxp,p)⊗ (KsEnxp−1,p−1)⊗ (Kn+s+jEp−l−m−j−n−s−1xp,p)
)
Letting s = i we have:
p−l−m−j−1∑
i=0
( p−l−m−j−1−i∑
n=0
exeyezλl,l+mλn+i+j,p−l−m−1λj,p−n−i−1qlp+j(p−1)([p− 1]!)×
× λi,n+i(Eixp,p)⊗ (KiEnxp−1,p−1)⊗ (Kn+i+jEp−l−m−j−n−i−1xp,p)
)
=
p−l−m−j−1∑
i=0
( p−l−m−j−1−i∑
n=0
exeyezλl,l+mλn+i+j,p−l−m−1λj,p−n−i−1qlp+j(p−1)×
× q(2in−i(p−1))q(2(i+j)(p−l−m−j−n−i−1)−p(i+j))([p− 1]!)λi,n+i×
× (Eixp,p)⊗ (Enxp−1,p−1)⊗ (KnEp−l−m−j−n−i−1xp,p)
)
=
p−l−m−j−1∑
i=0
( p−l−m−j−1−i∑
n=0
exeyezλl,l+mλn+i+j,p−l−m−1λj,p−n−i−1([p− 1]!)×
× q(lp−i−2i2−3j−4ij−2j2−2il−2jl−2im−2jm−2jn+2jp)λi,n+i×
× (Eixp,p)⊗ (Enxp−1,p−1)⊗ (KnEp−l−m−j−n−i−1xp,p)
)
This is now the same summation as α1+pα1, hence we want to show that the coefficients
are equal for both. We then want to show:
q(2ip−j−2ij−2il−2i
2+pl)λj,j+lλi,p−j−l−1λj+l+i,j+l+i+mλn,p−1−j−l−i−m
=q(jp−2il−2im−4ij−2i
2−i−2jl−2jm−2j2−2jn−2j)λl,l+mλn+i+j,p−l−m−1λj,p−n−i−1λi,n+i
for 0 ≤ i ≤ p− l −m− j − 1 and 0 ≤ n ≤ p− l −m− j − 1− i. For this we need to use
the following from Appendix A:
λx,y =q
(x2−xy) ([y]!)
([x]!)([y − x]!)
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The coefficients then become:
q(2ip−i−j−2ij−2il−2i
2+pl)q(j
2−j(j+l))q(i
2−i(p−j−l−1))×
× q((j+l+i)2−(j+l+i)(j+l+i+m))q(n2−n(p−1−j−l−i−m)) ([j + l]!)
([j]!)([l]!)
×
× ([p− j − l − 1]!)([j + l + i+m]!)([p− 1− j − l − i−m]!)
([i]!)([p− j − l − i− 1]!)([j + l + i]!)([m]!)([n]!)([p− 1− j − l − i−m− n]!)
=q(lp−i−2i
2−3j−4ij−2j2−2il−2jl−2im−2jm−2jn+2jp)×
× q(l2−l(l+m))q((n+i+j)2−(n+i+j)(p−l−m−1))q(j2−j(p−n−i−1))q(i2−i(n+i)) ([l +m]!)
([l]!)([m]!)
×
× ([p− l −m− 1]!)([p− i− 1]!)([n+ i]!)
([n+ i+ j]!)([p− l −m− 1− n− i− j]!)([j]!)([p− n− i− 1− j]!)([i]!)([n]!)
This simplifies to give:
q
(
lp−i2−j−ij−il−jl−im−jm−lm+n+in+jn+ln+mn+n2+ip−np
)
×
× ([j + l]!)([p− j − l − 1]!)([j + l + i+m]!)([p− 1− j − l − i−m]!)
([p− j − l − i− 1]!)([j + l + i]!)
=q
(
lp−i2−j−ij−il−jl−im−jm−lm+n+in+jn+ln+mn+n2−ip−np
)
×
× ([l +m]!)([p− l −m− 1]!)([p− n− i− 1]!)([n+ i]!)
([n+ i+ j]!)([p− n− i− 1− j]!)
Simplifying further, we get:
([j + l]!)([p− j − l − 1]!)([j + l + i+m]!)([p− 1− j − l − i−m]!)
([p− j − l − i− 1]!)([j + l + i]!)
=q(−2ip)
([l +m]!)([p− l −m− 1]!)([p− n− i− 1]!)([n+ i]!)
([n+ i+ j]!)([p− n− i− 1− j]!)
As [p− x] = [x], we have ([x]!)([p− 1− x]!) = ([p− 1]!). Therefore it reduces to:
([p− 1]!) = q−2ip([p− 1]!)
Hence the coefficients are equal, and so we have shown that α1α1+p = α1+pα1.
For the β case, again using the notation from the previous section, we have:
β1(x⊗ y ⊗ z) =
p−j−l−1∑
i=0
fxfyλl,j+lq
lpλi,p−j−l−1(K−iF p−j−l−1−ix0,p)⊗ (F ix0,p−1)⊗ z
Then we have:
F p+m−i−1((F ix0,p−1)⊗ z) =λm,p+m−i−1(K−mF p−1x0,p−1)⊗ (Fmz)
=fzλm,p+m−i−1qm(p−1)([p− 1]!)x2p−1,2p−1
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As F p = 0, we only need to consider the terms where p+m− i− 1 ≤ p− 1, which gives
i ≥ m. Hence we have β1+p(β1(x⊗ y ⊗ z)) =
p−j−l−1∑
i=m
fxfyfzλl,j+lλi,p−j−l−1λm,p+m−i−1qlp+m(p−1)([p− 1]!)×
× (K−iF p−j−l−1−ix0,p)⊗ (F i−mx0,2p−1)
=
p−j−l−1∑
i=m
( i−m∑
n=0
fxfyfzλl,j+lλi,p−j−l−1λm,p+m−i−1λn,i−mqlp+m(p−1)([p− 1]!)×
× (K−iF p−j−l−1−ix0,p)⊗ (K−nF i−m−nx0,p−1)⊗ (Fnx0,p)
)
Let t = i−m. This becomes:
p−j−l−m−1∑
t=0
( t∑
n=0
fxfyfzλl,j+lλt+m,p−j−l−1λm,p−t−1λn,tqlp+m(p−1)([p− 1]!)×
× (K−t−mF p−j−l−1−t−mx0,p)⊗ (K−nF t−nx0,p−1)⊗ (Fnx0,p)
)
Using the summation identity
w∑
u=0
u∑
v=0
xu,v =
w∑
v=0
w∑
u=v
xu,v, this becomes:
p−j−l−m−1∑
n=0
( p−j−l−m−1∑
t=n
fxfyfzλl,j+lλt+m,p−j−l−1λm,p−t−1λn,tqlp+m(p−1)([p− 1]!)×
× (K−t−mF p−j−l−1−t−mx0,p)⊗ (K−nF t−nx0,p−1)⊗ (Fnx0,p)
)
Let s = t− n, then we have:
p−j−l−m−1∑
n=0
( p−j−l−m−1−n∑
s=0
fxfyfzλl,j+lλs+n+m,p−j−l−1λm,p−s−n−1λn,s+nqlp+m(p−1)×
× ([p− 1]!)(K−s−n−mF p−j−l−1−s−n−mx0,p)⊗ (K−nF sx0,p−1)⊗ (Fnx0,p)
)
Replacing n with r this becomes:
p−j−l−m−1∑
r=0
( p−j−l−m−1−r∑
s=0
fxfyfzλl,j+lλs+r+m,p−j−l−1λm,p−s−r−1λr,s+rqlp+m(p−1)×
× ([p− 1]!)(K−s−r−mF p−j−l−1−s−r−mx0,p)⊗ (K−rF sx0,p−1)⊗ (F rx0,p)
)
Next we have β1+p(x⊗ y ⊗ z) =
p−l−m−1∑
r=0
fyfzλm,l+mq
−m(p+1)λr,p−l−m−1x⊗ (K−rF p−l−m−1−rx0,p−1)⊗ (F rx0,p)
Then we have F j+l+m+r(x⊗ (K−rF p−l−m−1−rx0,p−1)) =
λl+m+r,j+l+m+r(K
−l−m−rF jx)⊗ (F l+m+rK−rF p−l−m−1−rx0,p−1)
=fxλl+m+r,j+l+m+rq
p(l+m+r)+2r(p−l−m−1−r)−r(p−1)([p− 1]!)x2p−1,2p−1
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Again as F p = 0, we only need to consider the terms where j + l +m+ r ≤ p− 1, which
gives r ≤ p− j − l −m− 1. Hence we have β1(β1+p(x⊗ y ⊗ z)) =
p−j−l−m−1∑
r=0
fxfyfzλm,l+mλr,p−l−m−1q
(
p(l+m+r)+2r(p−l−m−1−r)−m(p+1)−r(p−1)
)
×
× λl+m+r,j+l+m+r([p− 1]!)(F p−j−l−m−r−1x0,2p−1)⊗ (F rx0,p)
=
p−j−l−m−1∑
r=0
( p−j−l−m−r−1∑
s=0
fxfyfzλm,l+mλr,p−l−m−1λl+m+r,j+l+m+rλs,p−j−l−m−r−1×
× q
(
p(l+m+r)+2r(p−l−m−1−r)−m(p+1)−r(p−1)
)
([p− 1]!)×
× (K−sF p−j−l−m−r−1−sx0,p)⊗ (F sx0,p−1)⊗ (F rx0,p)
)
This is the same summation as β1+pβ1. Hence we want to show that the coefficients are
equal for both. We then want to show:
q
(
lp+m(p−1)+2rs−r(p−1)+2(s+r+m)(p−j−l−m−s−r−1)−p(s+r+m)
)
×
× λl,j+lλs+r+m,p−j−l−1λm,p−s−r−1λr,s+r
=q
(
p(l+m+r)+2r(p−l−m−1−r)−m(p+1)−r(p−1)+2s(p−j−l−m−r−s−1)−sp
)
×
× λm,l+mλr,p−l−m−1λl+m+r,j+l+m+rλs,p−j−l−m−r−1
Using λx,y = q
(x2−xy) ([y]!)
([x]!)([y−x]!) , this becomes:
q
(
lp+m(p−1)+2rs−r(p−1)+2(s+r−m)(p−j−l−m−s−r−1)−p(s+r−m)
)
×
× q
(
l2−l(j+l)+(s+r+m)2−(s+r+m)(p−j−l−1)+m2−m(p−s−r−1)+r2−r(s+r)
)
([j + l]!)
([l]!)([j]!)
×
× ([p− j − l − 1]!)([p− s− r − 1]!)([s+ r]!)
([s+ r +m]!)([p− j − l −m− r − s− 1]!)([m]!)([p−m− r − s− 1]!)([r]!)([s]!)
=q
(
m2−m(l+m)+r2−r(p−l−m−1)+(l+m+r)2−(l+m+r)(j+l+m+r)+s2−s(p−j−l−m−r−1)
)
×
× q
(
p(l+m+r)+2r(p−l−m−1−r)−m(p+1)−r(p−1)+2s(p−j−l−m−r−s−1)−sp
)
([l +m]!)
([m]!)([l]!)
×
× ([p− l −m− 1]!)([j + l +m+ r]!)([p− j − l −m− r − 1]!)
([r]!)([p− l −m− r − 1]!)([l +m+ r]!)([j]!)([s]!)([p− j − l −m− r − s− 1]!)
Simplifying this, we get:
q(−2rp)
([j + l]!)([p− j − l − 1]!)([p− s− r − 1]!)([s+ r]!)
([s+ r +m]!)([p−m− r − s− 1]!)
=
([l +m]!)([p− l −m− 1]!)([j + l +m+ r]!)([p− j − l −m− r − 1]!)
([p− l −m− r − 1]!)([l +m+ r]!)
Again using ([x]!)([p− 1− x]!) = ([p− 1]!), this becomes:
q(−2rp)([p− 1]!) = ([p− 1]!)
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Hence the coefficients are equal, and so we have shown that β1β1+p = β1+pβ1.
Hence we have proven:
Proposition 5.2. The U¯q(sl2) generators, α and β, satisfy:
αiαi+p = αi+pαi
βiβi+p = βi+pβi
for all i.
5.3.6 Proof that αβ + βα = γf2p−1
We want to show that αβ + βα = γf2p−1, where f2p−1 is the (2p − 1)th Jones-Wenzl
projection.
From section 5.3.3 we have:
β(α(x)) = ex
([2p− k − 1]!)
([k]!)[p]
F kx0, x ∈ Xk,2p−1, 0 ≤ k ≤ p− 1
α(β(x)) = fx
([k]!)
([2p− k − 1]!)[p]E
2p−k−1x2p−1, x ∈ Xk,2p−1, p ≤ k ≤ 2p− 1
From appendix B we have:
f2p−1(ρi1,...,in,2p−1) =q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− 1− n]!)
([2p− 1]!) F
nx0,2p−1
=(−1)p−1q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− 1− n]!)
([p− 1]!)2[p] F
nx0,2p−1
=γ−1q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− 1− n]!)
[p]
Fnx0,2p−1
For 0 ≤ n ≤ p− 1, we have:
βα(ρi1,...,in,2p−1) =q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([2p− n− 1]!)
([n]!)[p]
Fnx0,2p−1
=q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− n− 1]!)
[p]
Fnx0,2p−1
=γf2p−1(ρi1,...,in,2p−1) 0 ≤ n ≤ p− 1
For p ≤ n ≤ 2p− 1 we have:
αβ(ρi1,...,in,2p−1) =q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− 1− n]!)([n]!)
([2p− n− 1]!)[p] E
2p−n−1x2p−1,2p−1
=q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)
[p]
E2p−n−1x2p−1,2p−1
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We need to rewrite E2p−n−1x2p−1,2p−1 in terms of F . Using equations A.15 and A.17 we
have:
([n]!)E2p−n−1x2p−1,2p−1 =([2p− n− 1]!)Fnx0,2p−1
Hence we have that:
αβ(ρi1,...,in,2p−1) =γf2p−1(ρi1,...,in,2p−1), p ≤ n ≤ 2p− 1
Combining the two results we have:
(αβ + βα)(ρi1,...,in,2p−1) = γf2p−1(ρi1,...,in,2p−1), 0 ≤ n ≤ 2p− 1
Therefore αβ + βα = γf2p−1
Note that although technically we should be taking Ep+ix2p−1,2p−1 = F p+ix0,2p−1 = 0,
here we are only using them to represent elements of Xp−i−1,2p−1, Xp+i,2p−1 respectively.
5.4 Relations between α, β and the Temperley-Lieb algebra.
We saw at the end of section 5.3.2 that applying a cup or cap to α and β gives zero and
so that given any element x of TL2p−1 that doesn’t contain the identity, xα = αx = xβ =
βx = 0. However, for a cup or cap such that only one string acts on α or β, the result can
be non-zero. We prove in this section some more general relations between the generators
and the Temperley-Lieb algebra, as well as a result that generalizes a large number of
relations.
5.4.1 Proof of capping and cupping relations.
We want to prove the cupping and capping relations given in equations 5.15 - 5.18. We
shall see that we only need to prove the capping relations, and can then use them to
diagrammatically prove the cupping relations, as well as rotational invariance of α and β,
and that their partial traces are zero.
The capping relations are:
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We start our proof with α.
Explicitly, we want to show that α1(∩2p(ρi1,...,in,2p−2)) = α2(∩1(ρi1,...,in,2p−2)).
Given ∩(ν) = q−1ν10 − ν01, we can rewrite this as:
q−1α(ρi1,...,in,2p−2 ⊗ ν1)⊗ ν0 − α(ρi1,...,in,2p−2 ⊗ ν0)⊗ ν1
=q−1ν1 ⊗ α(ν0 ⊗ ρi1,...,in,2p−2)− ν0 ⊗ α(ν1 ⊗ ρi1,...,in,2p−2)
To simplify this, we need equation A.9:
(∆(E))n =
n∑
i=0
λi,nE
i ⊗KiEn−i
where λi,n = q
(i2−in) ([n]!)
([i]!)([n−i]!) .
Given Enρi1,...,in,2p−2 = enx0,2p−2, then we only need to consider the relevant part of
(∆(E))n, where one side of the coproduct acts on ρi1,...,in,2p−2 and the other part acts on
the ν0 or ν1 at the end. As Eν0 = 0 and E
2ν1 = 0, then we only need to consider the
terms of (∆(E))n with no E on the relevant side for ν0, or E for ν1.
For α(ρi1,...,in,2p−2 ⊗ ν0), any E acting on the zero at the end will give zero, so we only
need consider the action of En ⊗Kn. Hence we have:
En(ρi1,...,in,2p−2 ⊗ ν0) = (En ⊗Kn)((ρi1,...,in,2p−2 ⊗ ν0) = qnenx0,2p−1
α(ρi1,...,in,2p−2 ⊗ ν0) = qnenEp−n−1x2p−1,2p−1
For α(ρi1,...,in,2p−2⊗ ν1), we need an E acting on the one at the right, as well as En acting
on the left, so we need to consider the term of (∆(E))n+1 given by λn,n+1E
n ⊗ KnE.
Hence we have:
En+1(ρi1,...,in,2p−2 ⊗ ν1) = λn,n+1(En ⊗KnE)(ρi1...in,2p−2 ⊗ ν1) = qnλn,n+1enx0,2p−1
α(ρi1,...,in,2p−2 ⊗ ν1) = qnλn,n+1enEp−n−2x2p−1,2p−1
For α(ν0i1i2...i2p−2), we use the term 1⊗ En to get:
En(ν0 ⊗ ρi1,...,in,2p−2) = (1⊗ En)(ν0 ⊗ ρi1,...,in,2p−2) = enx0,2p−1
α(ν0 ⊗ ρi1,...,in,2p−2) = enEp−n−1x2p−1,2p−1
Finally for α(ν1 ⊗ ρi1,...,in,2p−2), we need an E to act on the left, so we use the term
λ1,n+1E ⊗KEn that appears in (∆(E))n+1, which gives:
En+1(ν1 ⊗ ρi1,...,in,2p−2) = λ1,n+1(E ⊗KEn)(ν1 ⊗ ρi1,...,in,2p−2) = q2p−2λ1,n+1enx0,2p−1
α(ν1 ⊗ ρi1,...,in,2p−2) = q2p−2λ1,n+1enEp−n−2x2p−1,2p−1
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Hence the relation becomes:
qn−1λn,n+1en(Ep−n−2x2p−1,2p−1)⊗ ν0 − qnen(Ep−n−1x2p−1,2p−1)⊗ ν1
=q−1enν1 ⊗ (Ep−n−1x2p−1,2p−1)− q2p−2λ1,n+1enν0 ⊗ (Ep−n−2x2p−1,2p−1)
Note that λ1,n+1 = λn,n+1 = q
−n[n+ 1], so we have:
q−1[n+ 1](Ep−n−2x2p−1,2p−1)⊗ ν0 − qn(Ep−n−1x2p−1,2p−1)⊗ ν1
=q−1ν1 ⊗ (Ep−n−1x2p−1,2p−1)− q2p−2−n[n+ 1]ν0 ⊗ (Ep−n−2x2p−1,2p−1)
We want to show that both sides of this relation are actually equal to q−1Ep−n−1x2p,2p.
Before we proceed further, we need equation A.17:
Enxz,z =
∑
1≤ij≤z
q
(
1
2
(z−n)(z−n+1)−(
z−n∑
j=1
ij)
)
([n]!)ρi1,...,iz−n,z
Using this, we can rewrite Enxz+1,z+1 as:
Enxz+1,z+1 =
∑
1≤ij≤z+1
q
(
1
2
(z+1−n)(z−n+2)−(
z+1−n∑
j=1
ij)
)
([n]!)ρi1,...,iz+1−n,z+1
=
∑
1≤ij≤z
q
(
1
2
(z+1−n)(z−n+2)−(
z+1−n∑
j=1
ij)
)
([n]!)ρi1,...,iz+1−n,z ⊗ ν0
+ q
(
1
2
(z+1−n)(z−n+2)−z−1−(
z−n∑
j=1
ij)
)
([n]!)ρi1,...,iz−n,z ⊗ ν1
=[n](En−1xz,z)⊗ ν0 + q−n(Enxz,z)⊗ ν1
Hence we have that:
q−1[n+ 1](Ep−n−2x2p−1,2p−1)⊗ ν0 − qn(Ep−n−1x2p−1,2p−1)⊗ ν1 = q−1Ep−n−1x2p,2p
Alternatively, we can rewrite En+1xz+1,z+1 as:
Enxz+1,z+1 =
∑
1≤ij≤z+1
q
(
1
2
(z+1−n)(z−n+2)−(
z+1−n∑
j=1
ij)
)
([n]!)ρi1,...,iz+1−n,z+1
=
∑
2≤ij≤z+1
q
(
1
2
(z+1−n)(z−n+2)−(
z+1−n∑
j=1
ij)
)
([n]!)ν0 ⊗ ρi1−1,...,iz+1−n−1,z
+ q
(
1
2
(z+1−n)(z−n+2)−1−(
z+1−n∑
j=2
ij)
)
([n]!)ν1 ⊗ ρi2−1,...,iz+1−n−1,z
=qn−z−1[n]ν0 ⊗ (En−1xz,z) + ν1 ⊗ (Enxz,z)
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Note that we had to account for the changing positions of the ij .
Hence we have that:
q−1ν1 ⊗ (Ep−n−1x2p−1,2p−1)− q2p−2−n[n+ 1]ν0 ⊗ (Ep−n−2x2p−1,2p−1) = q−1Ep−n−1x2p,2p
and so both sides of the relation are equal to q−1Ep−n−1x2p,2p.
Hence we have shown that α1∩2p−1 = α2∩1.
We want to repeat this for β. Explicitly, we want to show that
β1(∩2p(ρi1,...,in,2p−2)) = β2(∩1(ρi1,...,in,2p−2)). We can rewrite this as:
q−1β(ρi1,...,in,2p−2 ⊗ ν1)⊗ ν0 − β(ρi1,...,in,2p−2 ⊗ ν0)⊗ ν1
=q−1ν1 ⊗ β(ν0 ⊗ ρi1,...,in,2p−2)− ν0 ⊗ β(ν1 ⊗ ρi1,...,in,2p−2)
To simplify this, we need equation A.10:
(∆(F ))n =
n∑
i=0
λi,nK
−iFn−i ⊗ F i
where λi,n = q
(i2−in) ([n]!)
([i]!)([n−i]!) .
Given Fnνi1i2...i2p−2 = fnx2p−2,2p−2, then we only need to consider the relevant part of
(∆(F ))n where one part of the coproduct acts on ρi1,...,in,2p−2 and the other part acts on
the ν0 or ν1 at the end. As F
2ν0 = 0, Fν1 = 0, we only need to consider the terms of
(∆(F ))n with one F on the relevant side for ν0, of no F for ν1.
For β(ρi1,...,in,2p−2 ⊗ ν1), any F acting on the one at the end will give zero, hence we
only need to consider the action of Fn ⊗ 1. Hence we have:
Fn(ρi1,...,in,2p−2 ⊗ ν1) = (Fn ⊗ 1)(ρi1,...,in,2p−2 ⊗ ν1) = fnx2p−1,2p−1
β(ρi1,...,in,2p−2 ⊗ ν1) = fnF p−n−1x0,2p−1
For β(ρi1,...,in,2p−2 ⊗ ν0), we need an F to act on the zero on the right. Hence we need to
consider the action of the term λ1,n+1(K
−1Fn⊗F ). Note that this appears in (∆(F ))n+1.
Hence we have:
Fn+1(ρi1,...,in,2p−2 ⊗ ν0) = λ1,n+1(K−1Fn ⊗ F )(ρi1,...,in,2p−2 ⊗ ν0) = q2p−2fnλ1,n+1x2p−1,2p−1
β(ρi1,...,in,2p−2 ⊗ ν0) = q2p−2fnλ1,n+1F p−n−2x0,2p−1
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For β(ν1 ⊗ ρi1,...,in,2p−2), we consider the action of K−n ⊗ Fn in (∆(F ))n. This gives:
Fn(ν1 ⊗ ρi1,...,in,2p−2) = (K−n ⊗ Fn)(ν1 ⊗ ρi1,...,in,2p−2) = qnfnx2p−1,2p−1
β(ν1 ⊗ ρi1,...,in,2p−2) = qnfnF p−n−1x0,2p−1
Finally for β(ν0 ⊗ ρi1,...,in,2p−2), we need an F to act on the zero on the left. Hence we
consider the action of λn,n+1(K
−nF ⊗ Fn) that appears in (∆(F ))n+1. Hence we have:
Fn+1(ν0 ⊗ ρi1,...,in,2p−2) = λn,n+1(K−nF ⊗ Fn)(ν0 ⊗ ρi1,...,in,2p−2) = qnfnλn,n+1x2p−1,2p−1
β(ν0 ⊗ ρi1,...,in,2p−2) = qnfnλn,n+1F p−n−2x0,2p−1
Hence we can rewrite the relation as:
q−1fn(F p−n−1x0,2p−1)⊗ ν0 − q2p−2fnλ1,n+1(F p−n−2x0,2p−1)⊗ ν1
= qn−1fnλn,n+1ν1 ⊗ (F p−n−2x0,2p−1)− qnfnν0 ⊗ (F p−n−1x0,2p−1)
We want to show that both sides of this relation are equal to q−1F p−n−1x0,2p.
Before we proceed further, we need equation A.15:
Fnx0,z =
∑
1≤ij≤z
q
(
1
2
(n2+n)−(
n∑
j=1
ij)
)
([n]!)ρi1,...,in,z
Using this, we can rewrite Fnx0,z+1 as:
Fnx0,z+1 =
∑
1≤ij≤z+1
q
(
1
2
(n2+n)−(
n∑
j=1
ij)
)
([n]!)ρi1,...,in,z+1
=
∑
1≤ij≤z
q
(
1
2
(n2+n)−(
n∑
j=1
ij)
)
([n]!)ρi1,...,in,z ⊗ ν0
+ q
(
1
2
(n2+n)−z−1−(
n−1∑
j=1
ij)
)
([n]!)ρi1,...,in−1,z ⊗ ν1
=(Fnx0,z)⊗ ν0 + qn−z−1[n](Fn−1x0,z)⊗ ν1
Hence we have that:
q−1(F p−n−1x0,2p−1)⊗ ν0 − q−n−2[n+ 1](F p−n−2x0,2p−1)⊗ ν1 = q−1F p−n−1x0,2p
Alternatively, we have that:
Fnx0,z+1 =
∑
1≤ij≤z+1
q
(
1
2
(n2+n)−(
n∑
j=1
ij)
)
([n]!)ρi1,...,in,z+1
=
∑
2≤ij≤z+1
q
(
1
2
(n2+n)−(
n∑
j=1
ij)
)
([n]!)ν0 ⊗ ρi1−1,...,in−1,z
+ q
(
1
2
(n2+n)−1−(
n∑
j=2
ij)
)
([n]!)ν1 ⊗ ρi2−1,...,in−1,z
=q−nν0 ⊗ (Fnx0,z) + [n]ν1 ⊗ (Fn−1x0,z)
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Hence we have that:
q−1[n+ 1]ν1 ⊗ (F p−n−2x0,2p−1)− qnν0 ⊗ (F p−n−1x0,2p−1) = q−1F p−n−1x0,2p
and so both sides of the relation are equal to q−1F p−n−1x0,2p, and we have shown that
β1∩2p−1 = β2∩1.
Given this relation and the equivalent one for α, we can prove the following diagram-
matically:
∪2p−1α1 = ∪1α2
∪2p−1β1 = ∪1β2
For α, we have:
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The proof for β follows similarly.
We can also use the capping relations to show that the partial traces of α and β are zero.
For α we have:
The case for β follows similarly.
5.4.2 Relations from the Rotation tangle
In section 5.4.1, we saw that α and β are rotation invariant. We want to use this to give
a relation using the rotation tangle acting on α⊗ 1 and β ⊗ 1. As an example, acting the
(clockwise) rotation tangle on α⊗ 1 for p = 2, we get:
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where the rotation tangle R8 is:
Denote the rotation tangle by R4p, then we have:
R4p(α1) = α1e2p−1
R24p(α1) = α1e2p−1e2p−2
R2p−14p (α1) = α1e2p−1e2p−2...e1
R2p4p(α1) = α2
R2p+14p (α1) = e1α2
R2p+24p (α1) = e2e1α2
R4p−14p (α1) = e2p−1e2p−2...e1α2
R4p4p(α1) = α1
and similarly for β.
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Consider the sum Pα1 :=
4p−1∑
i=0
kiR
i
4p(α1). Assume that Pα1 = 0. Then by consid-
ering ∪2p−1Pα1 , we find k1 + δk2 + k3 = 0. Repeating this for each position, we get
ki + δki+1 + ki+2 = 0 for all i, where we take k4p+1 := k1.
We need to show that the ki are non-zero. We do this by showing that the R
i
4p(α1)
are linearly-dependent. Note that each Ri4p(α1) acts on the K-weight spaces by
Ri4p(α1) : Xn,2p → Xn+p,2p. We have previously given all homomorphisms between inde-
composable modules in section 4.4, and from this we see that each map can only act as
Xn,z → Xn,z, except for the maps between P+s and P−p−s. Hence as we are considering
maps acting on (X+2 )⊗2p, we only need consider the maps between P+1 and P−p−1, as well
as maps between the two copies of P−p−1.
As an example, for p = 3, in terms of weight spaces, the modules P+1 and P−2 can be given
as:
The possible maps (omitting maps acting as Xn,2p → Xn,2p) are then given as:
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Hence there are two maps acting as Xn,2p → Xn+p,2p, and two acting as
Xn,2p → Xn−p,2p. There are also two maps from the first copy of P−2 to the second, and
vice-versa (as there are two endomorphisms on P−p−1), however these can be given as a
composition of the other maps and a map acting as Xn,2p → Xn,2p. Note that this ac-
counts for the multiplicity of P−2 , but not for the multiplicity of P+1 . So the total number
of maps acting as Xn,2p → Xn+p,2p is 2M(P+1 ). From this we can conclude that the
diagrams Ri4p(α1) must be linearly-dependent if 2M(P+1 ) < 4p. From the module mul-
tiplicity formulae given previously in section 4.3, we can see that M(P+1 ) in (X+2 )⊗2p is 2p− 11
 = 2p − 2. Hence, there are 4p − 4 maps acting as Xn,2p → Xn+p,2p, and so
the Ri4p(α1) are linearly dependent.
By the same argument, we have that the terms Ri4p(β1) are linearly dependent.
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The Coefficients ki
We want to show that the coefficients ki satisfy kp+1 = (−1)p+1k1. For this, we need a
specialisation of equation A.1:
[m+ 1] = 2[m]− [m− 1]
Given ki = −δki−1 − ki−2, we can rewrite this as:
ki = (−1)iQik2 + (−1)iQi−1k1
where Q0 = −1, Q1 = 0, Qi = δQi−1 −Qi−2. Then, as Q2 = 1, we have Qi = [i− 1], and
so Qp = −1, Qp+1 = 0. This then becomes:
ki = (−1)i[i− 1]k2 + (−1)i[i− 2]k1
Hence:
kp+1 = (−1)p+1[p]k2 + (−1)p+1[p− 1]k1
= (−1)p+1k1
Hence, in general kp+i = (−1)p+1ki, k2p+i = ki.
Using this, we can write any of the ki in terms of k1 and k2. For example, we get
k2p = (−1)2p[2p− 1]k2 + (−1)2p[2p− 2]k1.
Some Examples of relations.
We can use the sums Pα1 and Pβ1 to prove new relations. For example, consider β1Pα1β1.
As capping or cupping β gives zero, this reduces to:
k1β1α1β1 + k2β1α1e2p−1β1 + k2p+1β1α2β1 + k4pβ1e2p−1α1β1 = 0
Similarly for β2Pα1β2 we get:
k1β2α1β2 + k2pβ2α1e2p−1e2p−2...e1β2 + k2p+1β2α2β2 + k2p+2β2e1e2...e2p−1α1β2 = 0
From β2Pα1β1 = 0 we have:
k1β2α1β1 + k2pβ1e2p−1α1β1 + k2p+1β2α2β1 + k4pβ2α2e1β2 = 0
Setting k1 = 0, this reduces to:
β1e2p−1α1β1 = −β2α2e1β2
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and hence:
β2α1β1 = −β2α2β1
Similarly, from β1Pα1β2 = 0 we have:
k1β1α1β2 + k2β1e2p−1α1β2 + k2p+1β1α2β2 + k2p+2β1α2e1β2 = 0
Setting k1 = 0, this reduces to:
β1e2p−1α1β2 = −β1α2e1β2
and hence:
β1α1β2 = −β1α2β2
Diagrammatically these are:
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Using this, we find that β1Pα1β1 + β2Pα1β2 simplifies to give:
β1α2β1 + β2α1β2 = −γ(β1 + β2)
Swapping α and β gives similar relations. Further, considering β1Pα1β1 when k1 = 0
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and k2 = 1, giving k4p = −1, we have:
For β1Pα1β1 with k1 = 0, k2 = 1, k4p = −δ:
For β2Pα1β2 with k1 = 1, k2 = 0, k2p = −1:
For β2Pα1β2 with k1 = 0, k2 = 1, k2p = −δ:
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Considering α1β1Pα1 with k1 = 1, k2 = 0, gives ki = (−1)i[i− 2] and:
For α1β1Pα1 with k1 = 0, k2 = 1, gives ki = (−1)i[i− 1] and:
Hence, we can use Pα1 and Pβ1 to reduce compositions of α and β.
We can also use Pα1 and Pβ1 to reduce compositions of αi and βj when |i− j| > 1.
For example, consider β3(Pα1 ⊗ 1) with k1 = 1, k2p−1 = 0, which gives k2 = −δ−1[3],
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ki = (−1)i+1δ−1[3][i− 1] + (−1)i[i− 2] and:
Note that to set k1 = 1 and k2p−1 = 0, we need that 2p−1 6= 1 mod p, which isn’t true
when p = 2. Instead, for p = 2, we take k1 = 1, k2 = 0, which gives k2i = 0, k2i+1 = (−1)i
and:
In general, we can’t use the rotation relation to reduce diagrams of the form α1βp+1,
β1αp+1. This is can be thought of as due to them being a form of ”higher generator”,
that maps between copies of P+p in X⊗(3p−1). Indeed, this continues to occur for general
X⊗(np−1).
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Chapter 6
Projections and Homomorphisms
on Indecomposable Modules.
In the non-restricted case, the Jones-Wenzl projections are the projections onto the simple
modules of Uq(sl2). In the restricted case, as we have the appearance of indecomposable
modules, we should also have projections onto these modules, as well as homomorphisms
between modules. We want to find diagrammatic descriptions for the projections and
homomorphisms on the indecomposable modules of U¯q(sl2).
We start by summarizing the various maps.
6.1 Summary of Projections and Morphisms.
The projection X⊗n → X+n+1 → X⊗n for 0 ≤ n ≤ p − 1 is given by the nth Jones-Wenzl
projection. See appendix B for details.
As shown in the previous chapter, the projections X⊗2p−1 → P−p → X⊗2p−1 onto the
two copies of P−p are given by γ−1αβ and γ−1βα. The projection X⊗2p−1 → P−p ⊕P−p →
X⊗2p−1 is given by the Jones-Wenzl projection f2p−1, where γf2p−1 = αβ + βα.
The homomorphism X⊗(2p−i−1) → P+i → X+i → X⊗(i−1), for 1 ≤ i ≤ p − 1 is given
diagrammatically by:
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where the box labelled fp−1 is the (p− 1)th Jones-Wenzl projection.
The homomorphism X⊗i−1 → X+i → P+i → X⊗2p−i−1 is given diagrammatically by:
For 1 ≤ i ≤ p − 1, the set of endomorphisms on P±i is two dimensional, and can be
given as a projection and a second endomorphism ε, where ε2 = 0. For P+i , this second
endomorphism X⊗(2p−i−1) → P+i ε−→ P+i → X⊗(2p−i−1) is given diagrammatically by:
For P−i , accounting for the two copies of P−i , the second endomorphisms
X⊗(3p−i−1) → P−i ε−→ P−i → X⊗(3p−i−1) are given diagrammatically by:
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For each copy of P−p−i, 1 ≤ i ≤ p − 1, there are two maps P−p−i → P+i , and two maps
P+i → P−p−i. As there are two copies of P−p−i in X⊗2p+i−1, we then have four maps in each
direction. For the four maps X⊗2p+i−1 → P−p−i → P+i → X⊗2p−i−1, two of the maps are
given diagrammatically by:
We conjecture that the other two maps are given diagrammatically by:
For the four maps X⊗2p−i−1 → P+i → P−p−i → X⊗2p+i−1, two are given diagrammati-
cally by:
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We conjecture that the other two maps are given by:
Finally, we conjecture that the projections onto P+i are given by:
and the projections onto P−i ⊕ P−i are given by:
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The remainder of this chapter is devoted to proving these results, as well as further
describing the conjectures. We also prove a result stated in section 5.2 of the previous
chapter about the partial trace of αβ and βα.
6.2 Formula for maps on P+i .
To prove the diagrammatic forms of the maps X+i → P+i , P+i → X+i , we first need to
describe the maps X⊗2p−i−1 → P+i , P+i → X⊗2p−i−1 in terms of their bases. Although
we are not able to do this fully, we can describe it enough to allow us to prove the first
three diagram relations in section 6.1.
6.2.1 General Formula for the map θ : X⊗2p−i−1 → P+i
P+i has basis {x˜0, ..., x˜p−i−1, a˜0, ..., a˜i−1, b˜0, ..., b˜i−1, y˜0, ..., y˜p−i−1}.
Let ρi1,...,in,z ∈ Xn,z be the element with ones at positions i1, ..., in and zeros elsewhere.
We note equation A.12:
Enρi1,...in,z = q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)x0,z
By comparing weight spaces, we find that the general form for θ is:
θ(ρi1,...,in,2p−i−1) = c
(i1,...,in)
n x˜n, 0 ≤ n ≤ p− i− 1
θ(ρi1,...,in,2p−i−1) = d
(i1,...,in)
n+i−p a˜n+i−p + e
(i1,...,in)
n+i−p b˜n+i−p, p− i ≤ n ≤ p− 1
θ(ρi1,...,in,2p−i−1) = f
(i1,...,in)
n−p y˜n−p, p ≤ n ≤ 2p− i− 1
For x˜n ∈ P+i , we have Ex˜n = −[n][p− i− n]x˜n−1, and hence:
Enx˜n = (−1)n ([n]!)([p− i− 1]!)
([p− i− n− 1]!) x˜0
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Then we have for 1 ≤ n ≤ p− i− 1:
θ(x0,2p−i−1) = c0x˜0
θ(Enρi1,...,in,2p−i−1) = q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)c0x˜0
Enθ(ρi1,...,in,2p−i−1) = (−1)n
([n]!)([p− i− 1]!)
([p− i− n− 1]!) c
(i1,...,in)
n x˜0
θ(ρi1,...,in,2p−i−1) = q
(
n(p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([p− i− n− 1]!)
([p− i− 1]!) c0x˜n
We have Ea˜n = [n][i− n]a˜n−1, and Eb˜n = [n][i− n]b˜n−1 + a˜n−1. Given gj a˜j + hj b˜j ∈ P+i ,
gj hj ∈ K, we then have:
Ek(gj a˜j + hj b˜j) = gj−ka˜j−k + hj−k b˜j−k
gj−k = gj−k+1[j − k + 1][i− j + k − 1] + hj−k+1
hj−k = hj
([j]!)([i− j + k − 1]!)
([j − k]!)([i− j − 1]!)
Ej(gj a˜j + hj b˜j) = hj
([j]!)([i− 1]!)
([i− j − 1]!) x˜i−1
Ignoring the coefficients for a˜j , we have for p− i ≤ n ≤ p− 1:
θ(Enρi1,...,in,2p−i−1) =q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)c0x˜0
Enθ(ρi1,...,in,2p−i−1) =(−1)p−i−1
([p− i− 1]!)2([n+ i− p]!)([i− 1]!)
([p− n− 1]!) e
(i1,...,in)
n+i−p x˜0
θ(ρi1,...,in,2p−i−1) =d
(i1,...,in)
n+i−p a˜n+i−p + (−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)c0b˜n+i−p
As Ep = 0, we have to proceed differently for y˜n.
Given ρi1,...,in,z ∈ Xn,z we have:
F z−n(ρi1,...,in,z) = q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)xz,z
Then for p ≤ n ≤ 2p− i− 1 we have:
θ(ρi1,...,in,2p−i−1) = f
(i1,...,in)
n−p y˜n−p
θ(F 2p−i−1−nρi1,...,in,2p−i−1) = q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− i− 1− n]!)fp−i−1y˜i−1
F 2p−i−1−nθ(ρi1,...,in,2p−i−1) = f
(i1,...,in)
n−p y˜i−1
θ(ρi1,...,in,2p−i−1) = q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− i− 1− n]!)fp−i−1y˜n−p
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However, F (d
(i1,...,ip−1)
i−1 a˜i−1 + e
(i1,...,ip−1)
i−1 b˜i−1) = e
(i1,...,ip−1)
i−1 y˜0.
Hence:
θ(F p−iρi1,...,ip−1,2p−i−1) = q
(
(p−1)(2p−i)− 1
2
(p2−p)−(
p−1∑
j=1
ij)
)
([p− i]!)fp−i−1y˜p−i−1
From previously, we have:
θ(ρi1,...,ip−1,2p−i−1) =d
(i1,...,ip−1)
i−1 a˜i−1 + (−1)p−i−1q
(
(p−1)(2p−i−1)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
×
× ([p− 1]!)
([i− 1]!)2([p− i− 1]!)2 c0b˜i−1
F p−iθ(ρi1,...,ip−1,2p−i−1) =q
(
(p−1)(2p−i)− 1
2
(p2−p)−(
p−1∑
j=1
ij)
)
(−1)p−i−1([p− 1]!)
([p− i− 1]!)2([i− 1]!)2 c0y˜i−1
fp−i−1 =(−1)p−i−1 ([p− 1]!)
([p− i− 1]!)2([i− 1]!)2([p− i]!)c0
Putting this all together, we have the general formula for the map θ⊗2p−i−1 → P+i is:
θ(ρi1,...,in,2p−i−1) =q
(
n(p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([p− i− n− 1]!)
([p− i− 1]!) c0x˜n, 0 ≤ n ≤ p− i− 1
θ(ρi1,...,in,2p−i−1) =q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
(−1)p−i−1([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)c0b˜n+i−p
+ d
(i1,...,in)
n+i−p a˜n+i−p, p− i ≤ n ≤ p− 1
θ(ρi1,...,in,2p−i−1) =q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
(−1)p−i−1([p− 1]!)([2p− i− 1− n]!)
([p− i− 1]!)2([i− 1]!)2([p− i]!) c0y˜n−p,
p ≤ n ≤ 2p− i− 1
6.2.2 General Formula for the map Γ : P+i → X⊗2p−i−1
Again by comparing weight spaces, we have that Γ must be of the form:
Γ(x˜n) ∈ Xn,2p−i−1, 0 ≤ n ≤ p− i− 1
Γ(a˜n) ∈ Xn+p−i,2p−i−1, 0 ≤ n ≤ i− 1
Γ(b˜n) ∈ Xn+p−i,2p−i−1, 0 ≤ n ≤ i− 1
Γ(y˜n) ∈ Xn+p,2p−i−1, 0 ≤ n ≤ p− i− 1
Let Γ(x˜0) = g0x0,p+i−1, g0 ∈ K. As Fnx˜0 = x˜n, 0 ≤ n ≤ p − i − 1, Fx˜p−i−1 = a˜0,
F ka˜0 = a˜k, 0 ≤ k ≤ i− 1, then we have:
Γ(x˜n) = g0F
nx0,2p−i−1 0 ≤ n ≤ p− i− 1
Γ(a˜n) = g0F
n+p−ix0,2p−i−1 0 ≤ n ≤ i− 1
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Given y˜j ∈ P+i , and Ey˜j = −[j][p− i− j]y˜j−1, Ey˜0 = a˜i−1, we have:
Eky˜j = (−1)k ([j]!)([p− i− j + k − 1]!)
([j − k]!)([p− i− j − 1]!) y˜j−k
Let Γ(y˜p−i−1) = hp−i−1x2p−i−1,2p−i−1. Then we have:
Γ(y˜p−i−1−k) =(−1)k ([p− i− 1− k]!)
([p− i− 1]!)([k]!)hp−i−1E
kx2p−i−1,2p−i−1
Γ(y˜n) =
(−1)p−i−1−n([n]!)
([p− i− 1]!)([p− i− 1− n]!)hp−i−1E
p−i−1−nx2p−i−1,2p−i−1,
0 ≤ n ≤ p− i− 1
Γ(a˜i−1) =(−1)p−i−1 1
([p− i− 1]!)2hp−i−1E
p−ix2p−i−1,2p−i−1
Note that both F p−1x0,2p−i−1 and Ep−ix2p−i−1,2p−i−1 lie in Xp−1,2p−i−1, however compar-
ing coefficients we have:
F p−1x0,2p−i−1 =
∑
1≤ij≤2p−i−1
q
(
1
2
(p2−p)−(
p−1∑
j=1
ij)
)
([p− 1]!)ρi1,...,ip−1,2p−i−1
Ep−ix2p−i−1,2p−i−1 =
∑
1≤ij≤2p−i−1
q
(
1
2
(p2−p)−(
p−1∑
j=1
ij)
)
([p− i]!)ρi1,...,ip−1,2p−i−1
Ep−ix2p−i−1,2p−i−1 =
([p− i]!)
([p− 1]!)F
p−1x0,2p−i−1
Hence:
([p− 1]!)g0 = (−1)p−i−1 ([p− i]!)
([p− i− 1]!)2hp−i−1
hp−i−1 = (−1)p−i−1 ([p− 1]!)([p− i− 1]!)
2
([p− i]!) g0
Let Γ(b˜n) =
∑
1≤ij≤2p−i−1
m
(i1,...,in+p−i)
n ρi1,...,in+p−i,2p−i−1.
Putting these together, we have the general form for Γ : P+i → X⊗2p−i−1 is:
Γ(x˜n) =g0F
nx0,2p−i−1, 0 ≤ n ≤ p− i− 1
Γ(a˜n) =g0F
n+p−ix0,2p−i−1, 0 ≤ n ≤ i− 1
Γ(b˜n) =
∑
1≤ij≤2p−i−1
m
(i1,...,in+p−i)
n ρi1,...,in+p−i,2p−i−1, 0 ≤ n ≤ i− 1
Γ(y˜n) =(−1)n ([n]!)([p− 1]!)([p− i− 1]!)
([p− i]!)([p− i− 1− n]!) g0E
p−i−1−nx2p−i−1,2p−i−1,
0 ≤ n ≤ p− i− 1
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6.2.3 General Formula for the Second Endomorphism on P+i .
We can combine our general formula for θ and Γ to find the general form of
Γθ : X⊗2p−i−1 → P+i → X⊗2p−i−1 is:
θ(ρi1,...,in,2p−i−1) =q
(
n(p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([p− i− n− 1]!)
([p− i− 1]!) c0g0F
nx0,2p−i−1,
0 ≤ n ≤ p− i− 1
θ(ρi1,...,in,2p−i−1) =d
(i1,...,in)
n+i−p g0F
nx0,2p−i−1+∑
1≤jk≤2p−i−1
(
(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)c0m
(j1,...,jn)
n ρj1,...,jn,2p−i−1
)
,
p− i ≤ n ≤ p− 1
θ(ρi1,...,in,2p−i−1) =(−1)n−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n− p]!)([p− 1]!)2
([p− i− 1]!)([i− 1]!)2([p− i]!)2×
× c0g0E2p−i−1−nx2p−i−1,2p−i−1,
p ≤ n ≤ 2p− i− 1
The second endomorphism ε on P+i is given by ε(bn) = an, 0 ≤ n ≤ i−1, ε(xm) = ε(an) =
ε(ym) = 0, 0 ≤ m ≤ p − i − 1. Using this, along with the maps previously, we can have
the map:
θεΓ : X⊗2p−i−1 → P+i ε−→ P+i → X⊗2p−i−1
This is given by:
θεΓ(ρi1,...,in,2p−i−1) =(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)c0g0F
nx0,2p−i−1,
p− i ≤ n ≤ p− 1
θεΓ(ρi1,...,in,2p−i−1) =0, n < p− i, n > p− 1
6.3 The Homomorphisms P+i → X+i .
We want to give a diagrammatic description of the map:
θ : X⊗2p−i−1 → P+i → X+i → X⊗i−1
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Explicitly, using sections 4.4 and 6.2.1, this is a composition of the following maps:
X⊗2p−i−1 → P+i :ρi1,...,in,2p−i−1 7→ (−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([i− 1]!)([p− i− 1]!)2 bn+i−p, p− i ≤ n ≤ p− 1
P+i → X+i :xj 7→ 0
:ak 7→ 0
:bk 7→ zk, 0 ≤ k ≤ i− 1
:yj 7→ 0
X+i → X⊗i−1 :zk 7→ F kx0,i−1
Combining them, we get:
θ(ρi1,...,in,2p−i−1) =(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([i− 1]!)([p− i− 1]!)2F
n+i−px0,i−1
p− i ≤ n ≤ p− 1
θ(ρi1,...,in,2p−i−1) =0, 0 ≤ n < p− i, p− 1 < n ≤ 2p− i− 1
We want to show that, up to a constant, this is given diagrammatically by:
Proof. Given an element ρi1,...,in,2p−i−1, we can rewrite it as:
ρi1,...,ir,p−1 ⊗ ρ(ir+1+1−p),...,(in+1−p),p−i ∈ Xn,2p−i−1
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Acting fp−1 ⊗ 1⊗p−i on this we get:
q
(
r(p−1)− 1
2
(r2−r)−(
r∑
j=1
ij)
)
([p− 1− r]!)
([p− 1]!) (F
rx0,p−1)⊗ ρ(ir+1+1−p),...,(in+1−p),p−i
=
r∑
m=0
q
(
r(p−1)− 1
2
(r2−r)−(
r∑
j=1
ij)
)
([p− 1− r]!)
([p− 1]!) λm,r×
× (K−mF r−mx0,i−1)⊗ (Fmx0,p−i)⊗ ρ(ir+1+1−p),...,(in+1−p),p−i
=
r∑
m=0
q
(
r(p−1)− 1
2
(r2−r)+2m(r−m)−m(i−1)−(
r∑
j=1
ij)
)
([p− 1− r]!)
([p− 1]!) λm,r×
× (F r−mx0,i−1)⊗ (Fmx0,p−i)⊗ ρ(ir+1+1−p),...,(in+1−p),p−i
We now want to apply (p − i) copies of ∪ to this. Note that from section 5.1, we have
∪(ν00) = ∪(ν11) = 0, ∪(ν10) = 1, ∪(ν01) = −q. This means that the number of zeros in
(Fmx0,p−i) must be equal to the number of ones in ρ(ir+1+1−p),...,(in+1−p),p−i. Hence we
need p− i−m = n− r, and so m = p− i− n+ r. This then gives:
q
(
r(p−1)− 1
2
(r2−r)+(p−i−n+r)(2n+i−2p+1)−(
r∑
j=1
ij)
)
([p− 1− r]!)
([p− 1]!) λp−i−n+r,r×
× (Fn+i−px0,i−1)⊗ (F p−i−n+rx0,p−i)⊗ ρ(ir+1+1−p),...,(in+1−p),p−i
=
∑
1≤kl≤p−i
([p− 1− r]!)([p− i− n+ r]!)
([p− 1]!) λp−i−n+r,r×
× q
(
r(p−1)− 1
2
(r2−r)+(p−i−n+r)(2n+i−2p+1)+ 1
2
(p−i−n+r)(p−i−n+r+1)−(
r∑
j=1
ij)−(
p−i−n+r∑
l=1
kl)
)
×
× (Fn+i−px0,i−1)⊗ ρk1,...,kp−i−n+r,p−i ⊗ ρ(ir+1+1−p),...,(in+1−p),p−i
Denote the positions of the zeros in ρk1,...,kp−i−n+r,p−i by k˜1, ..., k˜n−r. To apply ∪ (p − i)
times to ρk1,...,kp−i−n+r,p−i ⊗ ρ(ir+1+1−p),...,(in+1−p),p−i, we need that
(p− i+ 1− k˜n−r), ..., (p− i+ 1− k˜1) = (ir+1 + 1− p), ..., (in + 1− p), and so
(n− r)(1− p) +
n∑
j=r+1
ij = (n− r)(p− i+ 1)− (
n−r∑
l=1
k˜l). However, we also have
p−i−n+r∑
l=1
kl +
n−r∑
m=1
k˜m =
p−i∑
k=1
k = 12(p− i)(p− i+ 1). Hence we have
p−i−n+r∑
l=1
kl =
1
2(p− i)(p− i+ 1) + (n− r)(i− 2p) +
n∑
j=r+1
ij .
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We can now apply ∪ (p− i) times to get:
(−1)n−rq
(
r(p−1)+n−r− 1
2
(r2−r)+ 1
2
(p−i−n+r)(3n+i−3p+r+3)−(
r∑
j=1
ij)−(
p−i−n+r∑
l=1
kl)
)
×
× ([p− 1− r]!)([p− i− n+ r]!)
([p− 1]!) λp−i−n+r,rF
n+i−px0,i−1
=q
(
r(p−1)− 1
2
(r2−r)+ 1
2
(p−i−n+r)(3n+i−3p+r+3)− 1
2
(p−i)(p−i+1)−(n−r)(i−1−2p)−(
r∑
j=1
ij)−(
n∑
j=r+1
ij)
)
×
× (−1)n−r ([p− 1− r]!)([p− i− n+ r]!)
([p− 1]!) λp−i−n+r,rF
n+i−px0,i−1
=q
(
r(p−1)− 1
2
(r2−r)+ 1
2
(p−i−n+r)(3n+i−3p+r+3)− 1
2
(p−i)(p−i+1)
)
×
× q
(
−(n−r)(i−1−2p)+(p−i−n+r)2−r(p−i−n+r)−(
n∑
j=1
ij)
)
×
(−1)n−r × ([p− 1− r]!)([p− i− n+ r]!)([r]!)
([p− 1]!)([p− i− n+ r]!)([n+ i− p]!)F
n+i−px0,i−1
=q
(
r(p−1)− 1
2
(r2−r)+ 1
2
(p−i−n+r)(3n+i−3p+r+3)− 1
2
(p−i)(p−i+1)
)
×
× q
(
−(n−r)(i−1−2p)+(p−i−n+r)2−r(p−i−n+r)−(
n∑
j=1
ij)
)
×
× (−1)n−r ([p− 1− r]!)([r]!)
([p− 1]!)([n+ i− p]!)F
n+i−px0,i−1
=q
(
n(2p−i−1)− 1
2
(n2−n)+i(p−1)−p(p−n−1+r)−(
n∑
j=1
ij)
)
(−1)n−r([p− 1− r]!)([r]!)
([p− 1]!)([n+ i− p]!) F
n+i−px0,i−1
=(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−i−(
n∑
j=1
ij)
)
([p− 1− r]!)([r]!)
([p− 1]!)([n+ i− p]!)F
n+i−px0,i−1
Note that as [p− j] = [j], we have ([r]!)([p− r− 1]!) = [p− 1]! = ([n]!)([p−n− 1]!). Hence
this is equal to:
−q−i ([p− i− 1]!)
[i]
θ(ρi1,,...,in,2p−i−1)
Note that we included an extra minus sign to account for our choice of ∪.
6.4 The Homomorphisms X+i → P+i .
We want to give a diagrammatic description of the map:
Γ : X⊗i−1 → X+i → P+i → X⊗2p−i−1
Explicitly, using sections 4.4 and 6.2.2, this is a composition of the following maps:
X⊗i−1 → X+i :ρi1,...in,i−1 7→ q
(
n(i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([i− 1− n]!)
([i− 1]!) zn, 0 ≤ n ≤ i− 1
X+i → P+i :zn 7→ an
P+i → X⊗2p−i−1 :an 7→ Fn+p−ix0,2p−i−1
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Taking their composition we get:
Γ(ρi1,...,in,i−1) =q
(
n(i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([i− 1− n]!)
([i− 1]!) F
n+p−ix0,2p−i−1 0 ≤ n ≤ i− 1
We want to show that diagrammatically, up to a constant, this is given by:
Proof. Given ρj1,...,jk,z, let j˜1, ..., j˜z−k be the positions of the zeros. As ∩(ν) = q−1ν10−ν01,
we have that the z-fold cap is given by:
z∑
k=0
( ∑
1≤jl≤z
(−1)z−kq−kρj1,...,jk,(2z+1−j˜z−k),...,(2z+1−j˜1),2z
)
Hence given ρi1,...,in,i−1, we want to consider the action of (fp−1⊗ 1⊗p−i) on the following:
p−i∑
k=0
( ∑
1≤jl≤p−i
(−1)p−i−kq−kρi1,...,in,i−1 ⊗ ρj1,...,jk,(2p−2i+1−j˜p−i−k),...,(2p−2i+1−j˜1),2p−2i
)
This is given by:
p−i∑
k=0
( ∑
1≤jl≤p−i
(−1)p−i−kq−kq
(
(n+k)(p−1)− 1
2
(n+k)(n+k−1)−k(i−1)−(
n∑
j=1
ij)−(
k∑
l=1
jl)
)
×
× ([p− 1− n− k]!)
([p− 1]!) (F
n+kx0,p−1)⊗ ρ(p−i+1−j˜p−i−k),...,(p−i+1−j˜1),p−i
)
=
p−i∑
k=0
( ∑
1≤jl≤p−i
(−1)p−i−kq
(
(n+k)(p−1)− 1
2
(n+k)(n+k−1)−ki−(
n∑
j=1
ij)−(
k∑
l=1
jl)
)
×
× ([p− 1− n− k]!)
([p− 1]!) (F
n+kx0,p−1)⊗ ρ(p−i+1−j˜p−i−k),...,(p−i+1−j˜1),p−i
)
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Note that as
k∑
l=1
jl +
p−i−k∑
m=1
j˜m =
1
2(p− i)(p− i+ 1), we have:
p−i∑
k=0
( ∑
1≤jl≤p−i
(−1)p−i−kq
(
(n+k)(p−1)− 1
2
(n+k)(n+k−1)−ki−(
n∑
j=1
ij)− 12 (p−i)(p−i+1)+(
p−i−k∑
l=1
j˜l)
)
×
× ([p− 1− n− k]!)
([p− 1]!) (F
n+kx0,p−1)⊗ ρ(p−i+1−j˜p−i−k),...,(p−i+1−j˜1),p−i
)
=
p−i∑
k=0
( ∑
1≤mr≤p−1
∑
1≤jl≤p−i
q
(
(n+k)(p−1)− 1
2
(n+k)(n+k−1)−ki−(
n∑
j=1
ij)− 12 (p−i)(p−i+1)
)
×
× q
(
(
p−i−k∑
l=1
j˜l)+
1
2
(n+k)(n+k+1)−(
n+k∑
r=1
mr)
)
(−1)p−i−k×
([p− 1− n− k]!)([n+ k]!)
([p− 1]!) ρm1,...,mn+k,p−1 ⊗ ρ(p−i+1−j˜p−i−k),...,(p−i+1−j˜1),p−i
)
=
p−i∑
k=0
( ∑
1≤mr≤p−1
∑
1≤jl≤p−i
q
(
p(n+k)−ki−(
n∑
j=1
ij)− 12 (p−i)(p−i+1)+(
p−i−k∑
l=1
j˜l)−(
n+k∑
r=1
mr)
)
×
× (−1)p−i−k ([p− 1− n− k]!)([n+ k]!)
([p− 1]!) ρm1,...,mn+k,(2p−i−j˜p−i−k),...,(2p−i−j˜1),2p−i−1
)
Let r1 := 2p− i− j˜p−i−k,...,rp−i−k := 2p− i− j˜1, then
p−i−k∑
l=1
rl = (p− i− k)(2p− i)− (
p−i−k∑
m=1
j˜m), and we can rewrite as:
p−i∑
k=0
( ∑
1≤mj≤p−1
∑
p≤rl≤2p−i−1
q
(
p(n+k)−ki−(
n∑
j=1
ij)− 12 (p−i)(p−i+1)+(p−i−k)(2p−i)−(
n+k∑
j=1
mj)
)
×
× q
(
−(
p−i−k∑
l=1
rl)
)
(−1)p−i−k ([p− 1− n− k]!)([n+ k]!)
([p− 1]!) ρm1,...,mn+k,r1,...,rp−i−k,2p−i−1
)
=
p−i∑
k=0
( ∑
1≤mj≤p−1
∑
p≤rl≤2p−i−1
q
(
np−(
n∑
j=1
ij)− 12 (p−i)(p−i+1)+(p−i)(2p−i)−(
n+k∑
j=1
mj)−(
p−i−k∑
l=1
rl)
)
×
× (−1)p−iρm1,...,mn+k,r1,...,rp−i−k,2p−i−1
)
Relabelling mn+k+l := rl, 1 ≤ l ≤ p− i− k, this becomes:
=
∑
1≤mj≤2p−i−1
(−1)p−iq
(
np−(
n∑
j=1
ij)− 12 (p−i)(p−i+1)+(p−i)(2p−i)−(
n+p−i∑
j=1
mj)
)
ρm1,...mn+p−i,2p−i−1
=
∑
1≤mj≤2p−i−1
(−1)p−i
([n+ p− i]!)q
(
p(p−1)+i(n−p+1)− 1
2
(n2+n)−(
n∑
j=1
ij)
)
×
× q
(
1
2
(n+p−i)(n+p−i+1)−(
n+p−i∑
j=1
mj)
)
([n+ p− i]!)ρm1,...mn+p−i,2p−i−1
=q
(
i(n+1)−p− 1
2
(n2+n)−(
n∑
j=1
ij)
)
1
([n+ p− i]!)F
n+p−ix0,2p−i−1
=qi
([i− 1]!)
([p− 1]!)Γ(ρi1,...,in,i−1)
where again we included an extra minus sign to account for our choice of ∩.
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6.5 The Second Endomorphisms P+i ε−→ P+i .
We want to give a diagrammatic description of the map:
Φ : X⊗2p−i−1 → P+i ε−→ P+i → X⊗2p−i−1
Explicitly, using sections 4.4, 6.2.1, and 6.2.2, this is the composition of the following
maps:
X⊗2p−i−1 → P+i :ρi1,...,in,2p−i−1 7→ (−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([i− 1]!)([p− i− 1]!)2 bn+i−p
p− i ≤ n ≤ p− 1
P+i ε−→ P+i :bk 7→ ak, 0 ≤ k ≤ i− 1
xm 7→ 0, 0 ≤ m ≤ p− i− 1
ym 7→ 0
ak 7→ 0
P+i → X⊗2p−i−1 :ak 7→ F k+p−ix0,2p−i−1
Combining them, we get:
Φ(ρi1,...,in,2p−i−1) =q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
(−1)p−i−1[i]
([n+ i− p]!)([p− i− 1]!)F
nx0,2p−i−1
p− i ≤ n ≤ p− 1
Φ(ρi1,...,in,2p−i−1) =0, n < p− i, n > p− 1
We want to show that, up to a constant, this is given diagrammatically by:
Proof. We prove this by showing that Φ is equal to the composition of the maps given in
147
sections 6.3 and 6.4, i.e:
Φ = Γθ : X⊗2p−i−1 → P+i → X+i → X⊗i−1 → X+i → P+i → X⊗2p−i−1
We have:
θ(ρi1,...,in,2p−i−1) =(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([i− 1]!)([p− i− 1]!)2F
n+i−px0,i−1,
p− i ≤ n ≤ p− 1
Γ(ρi1,...,ik,i−1) =q
(
k(i−1)− 1
2
(k2−k)−(
k∑
j=1
ij)
)
([i− 1− k]!)
([i− 1]!) F
k+p−ix0,2p−i−1, 0 ≤ k ≤ i− 1
To take their composition we first need to rewrite θ:
θ(ρi1,...,in,2p−i−1) =(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([i− 1]!)([p− i− 1]!)2F
n+i−px0,i−1
=
∑
1≤jk≤i−1
q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)+
1
2
(n+i−p)(n+i−p+1)−(
n+i−p∑
k=1
jk)
)
×
× (−1)p−i−1 ([n]!)([p− n− 1]!)([n+ i− p]!)
([n+ i− p]!)([i− 1]!)([p− i− 1]!)2 ρj1,...,jn+i−p,i−1
=
∑
1≤jk≤i−1
q
(
n(2p−i−1)− 1
2
(n2−n)+ 1
2
(n+i−p)(n+i−p+1)−(
n∑
j=1
ij)−(
n+i−p∑
k=1
jk)
)
×
× (−1)p−i−1 ([n]!)([p− n− 1]!)
([i− 1]!)([p− i− 1]!)2 ρj1,...,jn+i−p,i−1
Applying Γ to this we get:
Γθ(ρi1,...,in,2p−i−1) =
∑
1≤jk≤i−1
q
(
n(2p−i−1)− 1
2
(n2−n)+ 1
2
(n+i−p)(n+i−p+1)−(
n∑
j=1
ij)−(
n+i−p∑
k=1
jk)
)
×
× q
(
(n+i−p)(i−1)− 1
2
(n+i−p)(n+i−p−1)−(
n+i−p∑
l=1
jk)
)
(−1)p−i−1×
× ([n]!)([p− n− 1]!)([p− 1− n]!)
([p− i− 1]!)2([i− 1]!)2 F
nx0,2p−i−1
=
∑
1≤jk≤i−1
(−1)p−i−1q
(
n(2p−1)+i(i−p)− 1
2
(n2−n)−(
n∑
j=1
ij)−2(
n+i−p∑
k=1
jk)
)
×
× [i]
2([p− 1− n]!)
([p− 1]!) F
nx0,2p−i−1
=
( ∑
1≤jk≤i−1
q
−2(
n+i−p∑
k=1
jk)
)
(−1)p−i−1q
(
n(2p−1)+i(i−p)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× [i]
2([p− 1− n]!)
([p− 1]!) F
nx0,2p−i−1
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We now need to use equation A.22:
∑
1≤ij≤z
q
−2(
n∑
j=1
ij)
= q−n−nz
([z]!)
([n]!)([z − n]!)
Hence
∑
1≤jk≤i−1
q
−2(
n+i−p∑
k=1
jk)
= qi(p−i−n) ([i−1]!)([n+i−p]!)([p−1−n]!) . Therefore we have:
(−1)p−i−1q
(
n(2p−1)+i(i−p)+i(p−i−n)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× [i]
2([p− 1− n]!)([i− 1]!)
([p− 1]!)([n+ i− p]!)([p− 1− n]!)F
nx0,2p−i−1
=(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
[i]([i]!)
([p− 1]!)([n+ i− p]!)F
nx0,2p−i−1
=(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
[i]
([p− i− 1]!)([n+ i− p]!)F
nx0,2p−i−1
=Φ(ρi1,...,in,2p−i−1)
6.6 The Partial Trace of αβ and βα
We want to prove the following:
Note that the second two relations follow from the capping and cupping relations, or
by rotating the diagrams. Hence we only need prove the first two relations.
We prove them by showing that both partial traces are equal to the second endomorphism
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ε on P+1 .
6.6.1 The partial trace of βα
We want to show that these are equivalent to Φ(ρ1i,...,in,2p−2), from section 6.5, which
takes the form:
Φ(ρi1,...,ip−1,2p−2) =q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
(−1)p−2
([p− 2]!)F
p−1x0,2p−2
Φ(ρi1,...,in,2p−2) =0, n 6= p− 1
For the first relation, consider X⊗2p−2 ⊗ ∩. It’s elements take the form
q−1ρi1,...,in,2p−2 ⊗ ν10 − ρi1,...,in,2p−2 ⊗ ν01. We want to apply (βα⊗ 1) to this.
From section 5.3.3, we had that given x ∈ Xk,2p−1, 0 ≤ k ≤ p− 1,
β(α(x)) = ex
([2p− k − 1]!)
([k]!)[p]
F kx0,2p−1
We then have:
En+1(ρi1,...,in,2p−2 ⊗ ν1) =λn,n+1(En ⊗KnE)(ρi1,...,in,2p−2 ⊗ ν1)
=q
(
n(2p−2)− 1
2
(n2−n)+n−(
n∑
j=1
ij)
)
λn,n+1([n]!)x0,2p−1
β(α(ρi1,...,in,2p−2 ⊗ ν1)) =q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× λn,n+1 ([n]!)([2p− n− 2]!)
([n+ 1]!)[p]
Fn+1x0,2p−1
=q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
λn,n+1
([2p− n− 2]!)
[n+ 1][p]
×
×
(
(Fn+1x0,2p−2)⊗ ν0 + qn−2p+2[n+ 1](Fnx0,2p−2)⊗ ν1
)
En(ρi1,...,in,2p−2 ⊗ ν0) =λn+1,n+1(En ⊗Kn)(ρi1,...,in,2p−2 ⊗ ν0)
=q
(
n(2p−2)− 1
2
(n2−n)+n−(
n∑
j=1
ij)
)
([n]!)x0,2p−1
β(α(ρi1,...,in,2p−2 ⊗ ν0)) =q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([2p− n− 1]!)
([n]!)[p]
Fnx0,2p−1
=q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− n− 1]!)
[p]
×
×
(
(Fnx0,2p−2)⊗ ν0 + qn−2p+1[n](Fn−1x0,2p−2)⊗ ν1
)
Note that due to the appearance of En+1 in the above, we will have to treat the case
n = p− 1 separately. For 0 ≤ n ≤ p− 2, we have:
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(βα⊗ 1)(q−1ρi1,...,in,2p−2 ⊗ ν10 − ρi1,...,in,2p−2 ⊗ ν01) =
q
(
n(2p−1)− 1
2
(n2−n)−1−(
n∑
j=1
ij)
)
λn,n+1
([2p− n− 2]!)
[n+ 1][p]
×
×
(
(Fn+1x0,2p−2)⊗ ν00 + qn−2p+2[n+ 1](Fnx0,2p−2)⊗ ν10
)
− q
(
n(2p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− n− 1]!)
[p]
×
×
(
(Fnx0,2p−2)⊗ ν01 + qn−2p+1[n](Fn−1x0,2p−2)⊗ ν11
)
Applying 1⊗2p−2 ⊗ ∪ to this, we get:
q
(
n(2p−1)− 1
2
(n2−n)−1−(
n∑
j=1
ij)
)
λn,n+1
([2p− n− 2]!)
[n+ 1][p]
qn+−2p+2[n+ 1]Fnx0,2p−2
+ q
(
n(2p−1)− 1
2
(n2−n)+1−(
n∑
j=1
ij)
)
([2p− n− 1]!)
[p]
Fnx0,2p−2
=q
(
n(2p−1)− 1
2
(n2−n)−1−(
n∑
j=1
ij)
)
([2p− n− 2]!)
[p]
(
[n+ 1] + [2p− n− 1]
)
Fnx0,2p−2
=q
(
n(2p−1)− 1
2
(n2−n)−1−(
n∑
j=1
ij)
)
([2p− n− 2]!)
[p]
(
[n+ 1]− [n+ 1]
)
Fnx0,2p−2
=0
For the case n = p− 1, as ρi1,...,ip−1,2p−2 ⊗ ν1 ∈ Xp,2p−1, we have
(βα⊗ 1)(q−1ρi1,...,ip−1,2p−2 ⊗ ν10 − ρi1,...,ip−1,2p−2 ⊗ ν01) =
− q
(
(p−1)(2p−1)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
([p]!)
[p]
×
×
(
(F p−1x0,2p−2)⊗ ν01 + q−p[p− 1](F p−2x0,2p−2)⊗ ν11
)
Applying 1⊗2p−2 ⊗ ∪ to this, we get:
q
(
(p−1)(2p−1)+1− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
([p− 1]!)F p−1x0,2p−2
Dividing by γ = (−1)p−1([p− 1]!)2 we get:
(−1)p−2q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
1
([p− 1]!)F
p−1x0,2p−2
=Φ(ρi1,...,ip−1,2p−2)
6.6.2 The partial trace of αβ
Consider again X⊗2p−2 ⊗ ∩ with elements of the form
q−1ρi1,...,in,2p−2 ⊗ ν10 − ρi1,...,in,2p−2 ⊗ ν01.
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From section 5.3.3, given x ∈ Xk,2p−1, p ≤ k ≤ 2p− 1, we have:
α(β(x)) = fx
([k]!)
([2p− k − 1]!)[p]E
2p−k−1x2p−1,2p−1
We then have:
F 2p−2−n(ρi1,...,in,2p−2 ⊗ ν1) =λ0,2p−2−n(F 2p−2−n ⊗ 1)(ρi1,...,in,2p−2 ⊗ ν1)
=q
(
n(2p−2)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([2p− 2− n]!)x2p−1,2p−1
α(β(ρi1,...,in,2p−2 ⊗ ν1)) =q
(
n(2p−2)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n+ 1]!)
[p]
E2p−n−2x2p−1,2p−1
=q
(
n(2p−2)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n+ 1]!)
[p]
×
×
(
[2p− n− 2](E2p−n−3x2p−2,2p−2)⊗ ν0
+ qn−2p+2(E2p−n−2x2p−2,2p−2)⊗ ν1
)
F 2p−1−n(ρi1,...,in,2p−2 ⊗ ν0) =λ1,2p−1−n(K−1F 2p−2−n ⊗ F )(ρi1,...,in,2p−2 ⊗ ν0)
=q
(
n(2p−2)+2p−2− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([2p− 2− n]!)λ1,2p−1−nx2p−1,2p−1
α(β(ρi1,...,in,2p−2 ⊗ ν0)) =q
(
n(2p−2)+2p−2− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)
[2p− 1− n][p]×
× λ1,2p−1−nE2p−n−1x2p−1,2p−1
=q
(
n(2p−2)+2p−2− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)λ1,2p−1−n
[2p− 1− n][p]×
×
(
[2p− n− 1](E2p−n−2x2p−2,2p−2)⊗ ν0
+ qn+1−2p(E2p−n−1x2p−2,2p−2)⊗ ν1
)
Note that as ρi1,...,in,2p−2 ⊗ ν1 ∈ Xn+1,2p−1, we need to consider the case n = p− 1, which
we treat separately.
For p ≤ n ≤ 2p− 2, we have (αβ ⊗ 1)(q−1ρi1,...,in,2p−2 ⊗ ν10 − ρi1,...,in,2p−2 ⊗ ν01) =
q
(
n(2p−2)−1− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n+ 1]!)
[p]
×
×
(
[2p− n− 2](E2p−n−3x2p−2,2p−2)⊗ ν00 + qn−2p+2(E2p−n−2x2p−2,2p−2)⊗ ν10
)
− q
(
n(2p−2)+2p−2− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)λ1,2p−1−n
[2p− 1− n][p]×
×
(
[2p− n− 1](E2p−n−2x2p−2,2p−2)⊗ ν01 + qn+1−2p(E2p−n−1x2p−2,2p−2)⊗ ν11
)
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Applying (1⊗2p−2 ⊗ ∪) to this we get:
q
(
n(2p−2)−1− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n+ 1]!)
[p]
qn−2p+2E2p−n−2x2p−2,2p−2
+ q
(
n(2p−2)+2p−1− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)λ1,2p−1−n
[p]
E2p−n−2x2p−2,2p−2
=q
(
n(2p−2)+n+1− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)
[p]
(
[n+ 1] + [2p− 1− n]
)
E2p−n−2x2p−2,2p−2
=q
(
n(2p−2)+n+1− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)
[p]
(
[n+ 1]− [n+ 1]
)
E2p−n−2x2p−2,2p−2
=0
For the case n = p− 1, noting that ρ1i,...,in,2p−2 ⊗ ν0 ∈ Xp−1,2p−2, we have
(αβ ⊗ 1)(q−1ρi1,...,in,2p−2 ⊗ ν10 − ρi1,...,in,2p−2 ⊗ ν01) = (αβ ⊗ 1)(q−1ρi1,...,in,2p−2 ⊗ ν10) =
q
(
(p−1)(2p−2)−1− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
([p]!)
[p]
×
×
(
[p− 1](Ep−2x2p−2,2p−2)⊗ ν00 + q1−p(Ep−1x2p−2,2p−2)⊗ ν10
)
Applying (1⊗2p−2 ⊗ ∪) to this we get:
q
(
(p−1)(2p−2)−1− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
([p]!)
[p]
q1−pEp−1x2p−2,2p−2
=− q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
([p− 1]!)Ep−1x2p−2,2p−2
Dividing by γ, we get:
(−1)p−2q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
1
([p− 1]!)E
p−1x2p−2,2p−2
We need this with F p−1 instead of Ep−1. To change this, we need equations A.12 and
A.13:
Enxz,z =
∑
jk
q
(
1
2
(z−n)(z−n+1)−(
z−n∑
k=1
jk)
)
([n]!)ρj1,...,jz−n,z
Fnx0,z =
∑
ij
q
(
1
2
(n2+n)−(
n∑
j=1
ij)
)
([n]!)ρi1,...,in,z
From this we have that Enx2n,2n = F
nx0,2n. Hence:
(−1)p−2q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
1
([p− 1]!)E
p−1x2p−2,2p−2
=(−1)p−2q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
1
([p− 1]!)F
p−1x2p−2,2p−2
=Φ(ρi1,...,ip−1,2p−2)
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6.7 The homomorphisms P±i → P∓p−i
In section 4.4.3, we found that there were homomorphisms θ : P+i → P−p−i, Γ : P−p−i → P+i ,
given by:
θ(am) = 0 Γ(a¯n) = 0
θ(bm) = f1x¯m + f2y¯m Γ(b¯n) = k1xn + k2yn
θ(xn) = f2a¯n Γ(x¯m) = k2am
θ(yn) = f1a¯n Γ(y¯m) = k1am
for 0 ≤ m ≤ i − 1, 0 ≤ n ≤ p − i − 1, and f1, f2, k1, k2 ∈ K. We denote the case
f1 = 1, f2 = 0 by θ1, f1 = 0, f2 = 1 by θ2, k1 = 1, k2 = 0 by Γ1, and k1 = 0, k2 = 1 by Γ2.
We want to describe these homomorphisms diagrammatically. For θ, this will be a di-
agram given by
θ˜j : X
⊗2p−1−i → P+i → P−p−i → X⊗(2p−1+i)
Note that there are two copies of P−p−i appearing in X⊗2p−1+i, one in the weight spaces
X0,2p−1+i, ..., Xp+i,2p−1+i, the other in the weight spaces Xp−1,2p−1+i, ..., X2p−1+i,2p−1+i.
Denote the maps onto these as θj,l, θj,u respectively, with j ∈ {1, 2}. In terms of the
weight spaces, these maps can be characterized as:
θ1,l : Xk,2p−i−1 → Xk+i−p,2p+i−1 p− i ≤k ≤ 2p− i− 1
θ2,l : Xk,2p−i−1 → Xk+i,2p+i−1 0 ≤k ≤ p− 1
θ1,u : Xk,2p−i−1 → Xk+i,2p+i−1 p− i ≤k ≤ 2p− i− 1
θ2,u : Xk,2p−i−1 → Xk+p+i,2p+i−1 0 ≤k ≤ p− 1
From how these maps act on the weight spaces, we can conclude that they can’t be given
diagrammatically in terms of Temperley-Lieb elements, and so must be in terms of α and
β. As the diagrams will have 2p − i − 1 points at the top and 2p + i − 1 points at the
bottom, then considering the properties of α and β, we see that the diagrams for θ1,l and
θ2,u must be of the form:
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We also conjecture that the diagrams for θ2,l and θ1,u are of the form:
From the properties required for θ2,l, θ1,u, i.e. the number of strings along the top and
bottom, and how they act on weight spaces, we see that the diagrams must either be of
the above form, or else a similar diagram with the bottom box shifted rightwards, or some
linear combination of these diagrams and Temperley-Lieb elements. We have chosen the
simplest case as our conjectured diagrams.
In terms of weight spaces, Γ can be characterized as:
Γ1,l : Xk,2p+i−1 → Xk−i,2p−i−1 i ≤k ≤ p+ i− 1
Γ2,l : Xk,2p+i−1 → Xk+p−i,2p−i−1 0 ≤k ≤ p− 1
Γ1,u : Xk,2p+i−1 → Xk−p+i,2p−i−1 p+ i ≤k ≤ 2p+ i− 1
Γ2,u : Xk,2p+i−1 → Xk−i,2p−i−1 p ≤k ≤ 2p− 1
Again from how these maps act on the weight spaces, we can conclude that the diagrams
for Γ1,u and Γ2,l take the form:
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We also conjecture that the diagrams for Γ1,l and Γ2,u are of the form:
Again from the required properties for Γ1,l and Γ2,u, we see that they must be either
the above diagrams, or similar diagrams with the top box shifted rightwards, or some lin-
ear combination of these diagrams and Temperley-Lieb elements. Again, we have chosen
the simplest case as our conjecture diagrams.
Taking compositions of maps, we find that θ1Γ1 = θ2Γ2 = 0, and θ1Γ2 and θ2Γ1 both
give the second endomorphism on P−p−i.
In terms of weight spaces, we have the following:
θ1,lΓ2,l : Xk,2p+i−1 → Xk,2p+i−1 i ≤k ≤ p− 1
θ1,lΓ2,u : Xk,2p+i−1 → Xk−p,2p+i−1 p+ i ≤k ≤ 2p− 1
θ1,uΓ2,l : Xk,2p+i−1 → Xk+p,2p+i−1 i ≤k ≤ p− 1
θ1,uΓ2,u : Xk,2p+i−1 → Xk,2p+i−1 p+ i ≤k ≤ 2p− 1
θ2,lΓ1,l : Xk,2p+i−1 → Xk,2p+i−1 i ≤k ≤ p− 1
θ2,lΓ1,u : Xk,2p+i−1 → Xk−p,2p+i−1 p+ i ≤k ≤ 2p− 1
θ2,uΓ1,l : Xk,2p+i−1 → Xk+p,2p+i−1 i ≤k ≤ p− 1
θ2,uΓ1,u : Xk,2p+i−1 → Xk,2p+i−1 p+ 1 ≤k ≤ 2p− 1
From the uniqueness of the second endomorphism, and as the multiplicity of P−p−i in
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X⊗2p+i−1 is two, we must then have the following:
θ1,lΓ2,l = θ2,lΓ1,l
θ1,lΓ2,u = θ2,lΓ1,u
θ1,uΓ2,l = θ2,uΓ1,l
θ1,uΓ2,u = θ2,uΓ1,u
Hence the second endomorphism on the two copies of P−i in X⊗3p−i−1 is:
The second endomorphism should square to zero, and indeed, using the partial trace
of αβ, we have:
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Note that given our conjectured diagrams above, we should expect the following rela-
tions to hold:
We showed that the case i = 1 is true in section 5.4.2 using the rotation relation.
6.8 A Conjecture of the formula for the indecomposable
projections:
We showed in section 5.3.6 that αβ + βα = γf2p−1, and conjecture that the projections
onto P+i and P−i ⊕ P−i for 1 ≤ i ≤ p− 1 can be given diagrammatically by the following:
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where the boxes represent the (p− 1) or (2p− 1)th Jones-Wenzl projections.
We claim that these diagrams can be expanded in terms of the (p−1) or (2p−1)th Jones-
Wenzl projections, and simplified so that the quantum integers [p] and [2p] do not appear
in any denominator, so that the diagrams are finite when evaluated for the value of p.
Given the simplified diagram, substituting each (2p − 1)th JW projection with either
γ−1αβ or γ−1βα gives a projection onto P−i .
For i = 1, 2 this gives:
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where for the second case, we used:
[n− 1]
[n][n+ 1]
=
[2]
[n+ 1]
− 1
[n]
The negative case is:
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By using the inductive formula for the Jones-Wenzl projections, we can rewrite the
formula for the indecomposable projections to get the following inductive formula:
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where the starting point is just the formula for the projection on P+p−1, i.e. fp−1 ⊗ 1.
As evidence for our conjectured formulae, we can show that they are idempotent, and
contain the relevant projection. For this we first need the following:
Taking the square of our formula for P+i , we get:
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Hence the formulae is idempotent. Further, applying the second endomorphism ε to
the diagram, we get:
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So taking the composition of ε with the conjectured formula gives ε. However, from
section 4.4, we see that the only homomorphism with this property, is the identity on P+i ,
so the conjectured formula must contain the identity on P+i , i.e. it contains the projection
onto P+i .
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Appendix A
Combinatorial Identities
Throughout this thesis we use a number of combinatorial identities related to quantum
integers, we record these identities here.
A.1 Quantum Integers
The quantum integer [n] is defined by:
[n] :=
qn − q−n
q − q−1
for q ∈ K\{0,±1}. Alternatively, it can be written:
[n] = qn−1 + qn−3 + ...+ q3−n + q1−n
for q ∈ K. It satisfies:
[m− a] + [m+ 1][a] = [m][a+ 1] (A.1)
for m ≥ a.
Proposition A.1.
n∑
i=0
[2i+ 1] = [n+ 1]2
Proof. For n = 0 we just have [1] = [1]2.
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Assume true for n, then for n+ 1 we have:
n+1∑
i=0
[2i+ 1] =
n∑
i=0
[2i+ 1] + [2n+ 3] = [n+ 1]2 + [2n+ 3]
=
(qn+1 − q−n−1
q − q−1
)2
+
q2n+3 − q−2n−3
q − q−1
=
q2n+2 − 2 + q−2n−2 + (q − q−1)(q2n+3 − q−2n−3)
(q − q−1)2
=
q2n+2 − 2 + q−2n−2 + q2n+4 − q2n+2 − q−2n−2 + q2n+4
(q − q−1)2
=
q2n+4 − 2 + q2n+4
(q − q−1)2 =
(qn+2 − q−n−2
q − q−1
)2
= [n+ 2]2
A.2 Relations on (X+2 )⊗z
The quantum group U¯q(sl2) was defined in 4.1, and its relations can be used to give the
following generalized conditions:
∆k(K) = K⊗k+1 (A.2)
∆k(E) =
k∑
i=0
(1⊗i)⊗ E ⊗ (K⊗(k−i)) (A.3)
∆k(F ) =
k∑
i=0
(
(K−1)⊗i
)⊗ F ⊗ (1⊗(k−i)) (A.4)
EF k = F kE + (
1
q − q−1 )
(
F k−1K(
k−1∑
i=0
q−2i)− F k−1K−1(
k−1∑
i=0
q2i)
)
(A.5)
= F kE + (
[k]
q − q−1 )
(
q1−kF k−1K − qk−1F k−1K−1) (A.6)
FEk = EkF + (
1
q − q−1 )
(
Ek−1K−1(
k−1∑
i=0
q−2i)− Ek−1K(
k−1∑
i=0
q2i)
)
(A.7)
= EkF + (
[k]
q − q−1 )
(
q1−kEk−1K−1 − qk−1Ek−1K) (A.8)
∆Ek =
k∑
i=0
λi,kE
i ⊗KiEk−i (A.9)
∆F k =
k∑
i=0
λi,kK
−iF k−i ⊗ F i (A.10)
λi,k = q
(i2−ik) ([k]!)
([i]!)([k − i]!) (A.11)
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The coefficients λi,k can be proven by setting up recurrence relations from (∆E)(∆E
k),
(∆Ek)(∆E). The module X+2 has basis {ν0, ν1}, and action defined by:
K(ν0) = qν0 K(ν1) = q
−1ν1
E(ν0) = 0 E(ν1) = ν0
F (ν0) = ν1 F (ν1) = 0
We denote by ρi1,...,in,z the element of (X+2 )⊗z with ν1 at positions i1, ..., in, and ν0
elsewhere. We also occasionally omit the ⊗ sign, and combine indices. For example,
ρ1,3,5 = ν1 ⊗ ν0 ⊗ ν1 ⊗ ν0 ⊗ ν0 = ν10100.
The elements of (X+2 )⊗z can be described in terms of the K-action on them. For
x ∈ (X+2 )⊗z, with K(x) = λx, λ ∈ K, we call λ the weight of x. Alternatively, for
basis elements we can write this as K(ρi1,...,in,z) = q
z−2nx, and refer to n also as the
weight. (X+2 )⊗z will then have the set of weights {qz, qz−2, ..., q2−z, q−z}. Denoting the
set of elements of (X+2 )⊗z with weight qz−2n by Xn,z, we have (X+2 )⊗z =
z⋃
i=0
Xi,z. The
weight spaces X0,z Xz,z both have a single element, which we denote by x0,z := (ν0)
⊗z,
xz,z := (ν1)
⊗z respectively.
We have ρi1,...,in,z ∈ Xn,z.
The U¯q(sl2) action on the basis elements satisfies the following:
Enρi1,...,in,z = q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)x0,z (A.12)
F z−nρi1,...,in,z = q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)xz,z (A.13)
F kx0,z =
∑
1≤ij≤z
q
(
k−(
k∑
j=1
ij)
)( k∏
l=1
( l∑
i=1
q(2i−2)
))
ρi1,...,ik,z (A.14)
=
∑
1≤ij≤z
q
(
1
2
(k2+k)−(
k∑
j=1
ij)
)
([k]!)ρi1,...,ik,z (A.15)
Ekxz,z =
∑
1≤ij≤z
q
(
−kz+ 1
2
(z2+z)−(
z−k∑
j=1
ij)
)( k∏
l=1
( l∑
i=1
q(2i−2)
))
ρi1,...,iz−k,z (A.16)
=
∑
1≤ij≤z
q
(
1
2
(z−k)(z−k+1)−(
z−k∑
j=1
ij)
)
([k]!)ρi1,...,iz−k,z (A.17)
Ekxz+1,z+1 = [k](E
k−1xz,z)⊗ ν0 + q−k(Ekxz,z)⊗ ν1 (A.18)
= qk−z−1[k]ν0 ⊗ (Ek−1xz,z) + ν1 ⊗ (Ekxz,z) (A.19)
F kx0,z+1 = (F
kx0,z)⊗ ν0 + qk−z−1[k](F k−1x0,z)⊗ ν1 (A.20)
= q−kν0 ⊗ (F kx0,z) + [k]ν1 ⊗ (F k−1x0,z) (A.21)
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These come from considering all contributions to the coefficient as different orderings of
the integers i1, ..., in, where each ordering describes the order in which the zero’s appeared.
For the standard ordering with i1 < i2 < ... < in, its contribution to the coefficient is just
q−z+i1q−z+i2 ...q−z+in = q
(−nz+
n∑
j=1
ij)
. Interchanging two integers in the ordering multiplies
this by q±2, and the coefficient comes from considering all possible permutations.
For integers 1 ≤ i1 < i2 < ... < in ≤ z, we have:
ξn,z :=
∑
1≤ij≤z
q
−2(
n∑
j=1
ij)
= q−n−nz
([z]!)
([n]!)([z − n]!) (A.22)
ξn,z =q
−2zξn−1,z−1 + ξn,z−1 (A.23)
where the recurrence relation comes from considering the two cases in ξn,z, when in = z
and when in 6= z.
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Appendix B
The Jones-Wenzl Projections
The projections fz : X
⊗z → X+z+1 → X⊗z are given by:
fz(ρi1,...,in,z) = q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
Fnx0,z
The Jones-Wenzl projections in the Temperley-Lieb algebra, TL(δ), are defined by:
f1 = 1
fz+1 = fz ⊗ 1− [z]
[z + 1]
(fz ⊗ 1)ez(fz ⊗ 1)
They were originally defined in [64], and are the unique projections such that
TL(2 cos(pin))upslopefn−1 is positive-definite, for 3 ≤ n ∈ N. We want to show that the projec-
tions onto X+n are the Jones-Wenzl projections fn−1.
We show this by substituting the definition for fz into the inductive relation for the Jones-
Wenzl projection and show that it gives the formula for fz+1. For this, we need to consider
two cases, ρi1,...,in,z ⊗ ν0 and ρi1,...,in,z ⊗ ν1.
We start with ρi1,...,in,z ⊗ ν0. We have:
fz+1(ρi1,...,in,z ⊗ ν0) =q
(
n(z+1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z + 1− n]!)
([z + 1]!)
Fnx0,z+1
=q
(
n(z+1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z + 1− n]!)
([z + 1]!)
×
×
(
(Fnx0,z)⊗ ν0 + qn−z−1[n](Fn−1x0,z)⊗ ν1
)
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Alternatively, we have:
(fz ⊗ 1)(ρi1,...,in,z ⊗ ν0) =q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν0
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
×
×
(
(Fnx0,z−1)⊗ ν00 + qn−z[n](Fn−1x0,z−1)⊗ ν10
)
ez(fz ⊗ 1)(ρi1,...,in,z ⊗ ν0) =q
(
nz− 1
2
(n2−n)+n−z−(
n∑
j=1
ij)
)
[n]([z − n]!)
([z]!)
×
×
(
q−1(Fn−1x0,z−1)⊗ ν10 − (Fn−1x0,z−1)⊗ ν01
)
Let G0 := q
(
nz− 1
2
(n2−n)+n−z−(
n∑
j=1
ij)
)
[n]([z−n]!)
([z]!) , then this becomes:
ez(fz ⊗ 1)(ρi1,...,in,z ⊗ ν0) =G0
(
q−1(Fn−1x0,z−1)⊗ ν10 − (Fn−1x0,z−1)⊗ ν01
)
=
∑
1≤jk≤z−1
q
(
1
2
(n2−n)−(
n−1∑
k=1
jk)
)
([n− 1]!)G0×
×
(
q−1ρj1,...,jn−1,z−1 ⊗ ν10 − ρj1,...,jn−1,z−1 ⊗ ν01
)
(fz ⊗ 1)ez(fz ⊗ 1)(ρi1,...,in,z ⊗ ν0) =
∑
1≤jk≤z−1
q
(
1
2
(n2−n)−(
n−1∑
k=1
jk)
)
([n− 1]!)G0
(
q
(
nz− 1
2
(n2−n)−1−z−(
n−1∑
k=1
jk)
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν0
− q
(
z(n−1)− 1
2
(n−1)(n−2)−(
n−1∑
k=1
jk)
)
([z − n+ 1]!)
([z]!)
(Fn−1x0,z)⊗ ν1
)
We now need to use equation A.22:
∑
1≤ij≤z
q
−2
( n∑
j=1
ij
)
= q(−n−nz)
([z]!)
([n]!)([z − n]!)
Hence we have (fz ⊗ 1)ez(fz ⊗ 1)(ρi1,...,in,z ⊗ ν0) =
q
(
1
2
(n2−n)−z(n−1)
)
([n− 1]!)([z − 1]!)
([n− 1]!)([z − n]!)G0
(
q
(
nz− 1
2
(n2−n)−1−z
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν0
− q
(
z(n−1)− 1
2
(n−1)(n−2)
)
([z − n+ 1]!)
([z]!)
(Fn−1x0,z)⊗ ν1
)
=G0
(
q−1
[z]
(Fnx0,z)⊗ ν0 − qn−1 [z − n+ 1]
[z]
(Fn−1x0,z)⊗ ν1
)
=q
(
nz− 1
2
(n2−n)+n−z−(
n∑
j=1
ij)
)
[n]([z − n]!)
([z]!)
×
×
(
q−1
[z]
(Fnx0,z)⊗ ν0 − qn−1 [z − n+ 1]
[z]
(Fn−1x0,z)⊗ ν1
)
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Then we have that:
(
fz ⊗ 1− [z]
[z + 1]
(fz ⊗ 1)ez(fz ⊗ 1)
)
(ρi1,...,in,z ⊗ ν0) =
q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν0
−q
(
nz− 1
2
(n2−n)+n−z−(
n∑
j=1
ij)
)
[n]([z − n]!)
([z]!)
[z]
[z + 1]
×
×
(
q−1
[z]
(Fnx0,z)⊗ ν0 − qn−1 [z − n+ 1]
[z]
(Fn−1x0,z)⊗ ν1
)
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
×
×
((
1− qn−z−1 [n]
[z + 1]
)
(Fnx0,z)⊗ ν0 + q2n−z−1 [z − n+ 1][n]
[z + 1]
(Fn−1x0,z)⊗ ν1
)
Note that:
[z + 1]− qn−z−1[n] =
(
qz+1 − q−z−1 − qn−z−1(qn − q−n))
(q − q−1)
=
(qz+1 − q2n−z−1)
(q − q−1) = q
n[z − n+ 1]
Hence we have:
q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
×
×
(
qn
[z − n+ 1]
[z + 1]
(Fnx0,z)⊗ ν0 + q2n−z−1 [z − n+ 1][n]
[z + 1]
(Fn−1x0,z)⊗ ν1
)
=q
(
n(z+1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n+ 1]!)
([z + 1]!)
(
(Fnx0,z)⊗ ν0 + qn−z−1[n](Fn−1x0,z)⊗ ν1
)
=fz+1(ρi1,...,in,z ⊗ ν0)
Hence we have proven the first case.
For the second case, we have:
fz+1(ρi1,...,in,z ⊗ ν1) =q
(
n(z+1)− 1
2
(n2+n)−(
n∑
j=1
ij)
)
([z − n]!)
([z + 1]!)
Fn+1x0,z+1
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z + 1]!)
×
×
(
(Fn+1x0,z)⊗ ν0 + qn−z[n+ 1](Fnx0,z)⊗ ν1
)
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Alternatively we have:
(fz ⊗ 1)(ρi1,...,in,z ⊗ ν1) =q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν1
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
×
×
(
(Fnx0,z−1)⊗ ν01 + qn−z[n](Fn−1x0,z−1)⊗ ν11
)
ez(fz ⊗ 1)(ρi1,...,in,z ⊗ ν1) =q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
×
×
(
q(Fnx0,z−1)⊗ ν01 − (Fnx0,z−1)⊗ ν10
)
Let G1 := q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z−n]!)
([z]!) , then this becomes:
∑
1≤jk≤z−1
q
(
1
2
(n2+n)−(
n∑
k=1
jk)
)
([n]!)G1
(
qρj1,...,jn,z−1 ⊗ ν01 − ρj1,...,jn,z−1 ⊗ ν10
)
(fz ⊗ 1)ez(fz ⊗ 1)(ρi1,...,in,z ⊗ ν1) =
∑
1≤jk≤z−1
q
(
1
2
(n2+n)−(
n∑
k=1
jk)
)
([n]!)G1
(
q
(
nz− 1
2
(n2−n)+1−(
n∑
k=1
jk)
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν1
− q
(
z(n+1)− 1
2
(n2+n)−z−(
n∑
k=1
jk)
)
([z − n− 1]!)
([z]!)
(Fn+1x0,z)⊗ ν0
)
Using equation A.22 again, this reduces to:
q
(
1
2
(n2+n)−n−n(z−1)
)
([n]!)([z − 1]!)
([n]!)([z − n− 1]!)G1
(
q
(
nz− 1
2
(n2−n)+1
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν1
− q
(
z(n+1)− 1
2
(n2+n)−z
)
([z − n− 1]!)
([z]!)
(Fn+1x0,z)⊗ ν0
)
=G1
(
qn+1
[z − n]
[z]
(Fnx0,z)⊗ ν1 − 1
[z]
(Fn+1x0,z)⊗ ν0
)
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
(
qn+1
[z − n]
[z]
(Fnx0,z)⊗ ν1 − 1
[z]
(Fn+1x0,z)⊗ ν0
)
Then we have that:
(
fz ⊗ 1− [z]
[z + 1]
(fz ⊗ 1)ez(fz ⊗ 1)
)
(ρi1,...,in,z ⊗ ν1) =
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q(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
(Fnx0,z)⊗ ν1
− q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
[z]
[z + 1]
×
×
(
qn+1
[z − n]
[z]
(Fnx0,z)⊗ ν1 − 1
[z]
(Fn+1x0,z)⊗ ν0
)
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
×
×
(
1
[z + 1]
(Fn+1x0,z)⊗ ν0 +
(
1− qn+1 [z − n]
[z + 1]
)
(Fnx0,z)⊗ ν1
)
Note that:
[z + 1]− qn+1[z − n] =
(
qz+1 − q−z−1 − qn+1(qz−n − qn−z))
(q − q−1)
=
q2n−z+1 − q−z−1
(q − q−1) = q
n−z[n+ 1]
Hence we have:
q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
(
1
[z + 1]
(Fn+1x0,z)⊗ ν0 + qn−z [n+ 1]
[z + 1]
(Fnx0,z)⊗ ν1
)
=q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z + 1]!)
(
(Fn+1x0,z)⊗ ν0 + qn−z[n+ 1](Fnx0,z)⊗ ν1
)
=fz+1(ρi1,...,in,z ⊗ ν1)
Hence we have shown that the projections fz satisfy the Jones-Wenzl recurrence relation.
Since the projection f1 : X → X+2 → X is just the identity, then we have shown that the
projection fz : X
⊗z → X+z+1 → X⊗z is the Jones-Wenzl projection.
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Appendix C
An alternate proof of the
diagrammatic formula for the
Second Endomorphism on P+i
End(P+i ) is 2-dimensional, with basis {1, ε}, with the second map given by ε(b˜j) = a˜j ,
ε(a˜j) = ε(x˜k) = ε(y˜k) = 0. We can therefore construct a map:
Φi : X
⊗2p−i−1 → P+i
b˜j 7→a˜j−−−−→ P+i → X⊗2p−i−1
This is given by:
Φi(ρi1,...,in,2p−i−1) =(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)F
nx0,2p−i−1,
p− i ≤ n ≤ p− 1
Φi(ρi1,...,in,2p−i−1) =0, n < p− i, n > p− 1
We want to prove that Φ can be given diagrammatically in terms of the (p− 1)th Jones-
Wenzl projection by the following:
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To prove this, we first show that taking the partial trace of Φi gives Φi+1. We then
prove explicitly the case Φ1.
C.1 The partial trace of the second endomorphism
We want to show that taking the partial trace of Φi gives Φi+1.
Diagrammatically this is:
Using equation A.20, we have Fnx0,z+1 = (F
nx0,z) ⊗ ν0 + qn−1−z[n](Fn−1x0,z) ⊗ ν1.
Consider X⊗2p−i−2 ⊗ ∩. Its elements take the form
q−1ρi1,...,in,2p−i−2 ⊗ ν10 − ρi1,...,in,2p−i−2 ⊗ ν01.
Φi⊗1 is non-zero on ρi1,...,in,2p−i−2⊗ν10 for p−i−1 ≤ n ≤ p−2 and on ρi1,...,in,2p−i−2⊗ν01
for p− i ≤ n ≤ p− 1.
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For n = p− i− 1, we have Φi(q−1ρi1,...,in,2p−i−2 ⊗ ν1) =
(−1)p−i−1q
(
(p−i)(2p−i−1)− 1
2
(p−i)(p−i−1)−(2p−i−1)−1−(
p−i−1∑
j=1
ij)
)
×
× ([p− i]!)([i− 1]!)
([p− i− 1]!)2([i− 1]!)F
p−ix0,2p−i−1
=(−1)p−i−1q
(
(p−i−1)(2p−i−1)− 1
2
(p−i)(p−i−1)−1−(
p−i−1∑
j=1
ij)
)
×
× [p− i]
([p− i− 1]!)F
p−ix0,2p−i−1
Using equation A.20, we have (Φi ⊗ 1)(q−1ρi1,...,ip−i−1,2p−i−2 ⊗ ν10) =
(−1)p−i−1q
(
(p−i−1)(2p−i−1)− 1
2
(p−i)(p−i−1)−1−(
p−i−1∑
j=1
ij)
)
×
× [p− i]
([p− i− 1]!)(F
p−ix0,2p−i−1)⊗ ν0
=(−1)p−i−1q
(
(p−i−1)(2p−i−1)− 1
2
(p−i)(p−i−1)−1−(
p−i−1∑
j=1
ij)
)
×
× [p− i]
([p− i− 1]!)
(
(F p−ix0,2p−i−2)⊗ ν00 + q1−p[p− i](F p−i−1x0,2p−i−2)⊗ ν10
)
Acting 1⊗p+i−2 ⊗ ∪ on this we get:
(−1)p−i−1q
(
(p−i−1)(2p−i−1)− 1
2
(p−i)(p−i−1)−p−(
p−i−1∑
j=1
ij)
)
×
× [p− i]
2
([p− i− 1]!)F
p−i−1x0,2p−i−2
=(−1)p−i−2q
(
(p−i−1)(2p−i−1)− 1
2
(p−i)(p−i−1)−(
p−i−1∑
j=1
ij)
)
×
× [p− i]
2
([p− i− 1]!)F
p−i−1x0,2p−i−2
=
[p− i]2
[p− i− 1]2 Φi+1(ρi1,...,ip−i−1,2p−i−2)
=
[i]2
[i+ 1]2
Φi+1(ρi1,...,ip−i−1,2p−i−2)
For n = p− 1, we have Φi(−ρi1,...,in,2p−i−2 ⊗ ν0) =
(−1)p−i−2q
(
(p−1)(2p−i−1)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
×
× ([p− 1]!)
([p− i− 1]!)2([i− 1]!)2F
p−1x0,2p−i−1
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Again using equation A.20, we have (Φi ⊗ 1)(−ρi1,...,ip−1,2p−i−2 ⊗ ν01) =
(−1)p−i−2q
(
(p−1)(2p−i−1)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
×
× ([p− 1]!)
([p− i− 1]!)2([i− 1]!)2 (F
p−1x0,2p−i−1)⊗ ν1
=(−1)p−i−2q
(
(p−1)(2p−i−1)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
×
× ([p− 1]!)
([p− i− 1]!)2([i− 1]!)2
(
(F p−1x0,2p−i−2)⊗ ν01 + qi[p− 1](F p−2x0,2p−i−2)⊗ ν11
)
Acting 1⊗p+i−2 ⊗ ∪ on this we get:
(−1)p−i−3q
(
(p−1)(2p−i−1)− 1
2
(p−1)(p−2)+1−(
p−1∑
j=1
ij)
)
×
× ([p− 1]!)
([p− i− 1]!)2([i− 1]!)2F
p−1x0,2p−i−2
=
[i]2
[p− i− 1]2 Φi+1(ρi1,...,ip−1,2p−i−2)
=
[i]2
[i+ 1]2
Φi+1(ρi1,...,ip−1,2p−i−2)
Finally, for p− i ≤ n ≤ p− 2, we have Φi(q−1ρi1,...,in,2p−i−2 ⊗ ν1 − ρi1,...,in,2p−i−2 ⊗ ν0) =
(−1)p−i−1q
(
(n+1)(2p−i−1)− 1
2
(n2+n)−(2p−i−1)−1−(
n∑
j=1
ij)
)
×
× ([n+ 1]!)([p− n− 2]!)
([n+ 1 + i− p]!)([p− i− 1]!)2([i− 1]!)F
n+1x0,2p−i−1
+(−1)p−i−2q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)F
nx0,2p−i−1
=(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)×
×
(
q−n−1
[n+ 1]
[n+ 1 + i− p][p− n− 1]F
n+1x0,2p−i−1 − Fnx0,2p−i−1
)
Using equation A.20, we have (Φi ⊗ 1)(q−1ρi1,...,in,2p−i−2 ⊗ ν10 − ρi1,...,in,2p−i−2 ⊗ ν01) =
(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)×
×
(
q−n−1
[n+ 1]
[n+ 1 + i− p][p− n− 1](F
n+1x0,2p−i−1)⊗ ν0 − (Fnx0,2p−i−1)⊗ ν1
)
=(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)×
×
(
q−n−1
[n+ 1]
[n+ 1 + i− p][p− n− 1](F
n+1x0,2p−i−2)⊗ ν00
+ qi−2p+1
[n+ 1]2
[n+ 1 + i− p][p− n− 1](F
nx0,2p−i−2)⊗ ν10
− (Fnx0,2p−i−2)⊗ ν01 − qn−2p+i[n− 1](Fn−1x0,2p−i−2)⊗ ν11
)
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Acting 1⊗p+i−2 ⊗ ∪ on this we get:
(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)×
×
(
qi+1
[n+ 1]2
[n+ 1 + i− p][p− n− 1] + q
)
Fnx0,2p−i−2
We now need the following simplification:
qi
[n+ 1]2
[n+ 1 + i− p][p− n− 1] + 1 =
qi[n+ 1]2 + [n+ 1 + i− p][p− n− 1]
[n+ 1 + i− p][p− n− 1]
=
qi[n+ 1] + [n+ 1 + i− p]
[n+ 1 + i− p]
qi[n+ 1] + [n+ 1 + i− p] =(q − q−1)−1
(
qn+i+1 − qi−n−1 + qn+1+i−p − qp−i−n−1
)
=(q − q−1)−1
(
qn+i+1 − qi−n−1 − qn+i+1 + q−i−n−1
)
=(q − q−1)−1(q−i−n−1 − qi−n−1) = −q−n−1[i]
Therefore qi [n+1]
2
[n+1+i−p][p−n−1] + 1 = −q−n−1 [i][n+1+i−p] . Hence we have:
(−1)p−i−1q
(
n(2p−i−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)×
×
(
qi+1
[n+ 1]2
[n+ 1 + i− p][p− n− 1] + q
)
Fnx0,2p−i−2
=(−1)p−i−2q
(
n(2p−i−1)− 1
2
(n2−n)−n−(
n∑
j=1
ij)
)
([n]!)([p− n− 1]!)
([n+ i− p]!)([p− i− 1]!)2([i− 1]!)×
× [i]
[n+ 1 + i− p]F
nx0,2p−i−2
=
[i]2
[p− i− 1]2 Φi+1(ρi1,...,in,2p−i−2)
=
[i]2
[i+ 1]2
Φi+1(ρi1,...,in,2p−i−2)
Hence we have shown that the partial trace of Φi is Φi+1.
C.2 The second endomorphism on P+1
We now want to prove that Φ1 is given diagrammatically by:
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Explicitly, Φ1 is given by:
Φ1(ρi1,...,ip−1,2p−2) =(−1)p−2q
(
(p−1)(2p−2)− 1
2
(p−1)(p−2)−(
p−1∑
j=1
ij)
)
([p− 1]!)
([p− 2]!)2F
p−1x0,2p−2
Φ1(ρi1,...,in,2p−2) =0, n 6= p− 1
The zth Jones-Wenzl projection fz onto the module X+z+1 in X⊗z is given by:
fz(ρi1,...,in,z) = q
(
nz− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([z − n]!)
([z]!)
Fnx0,z
Consider applying fp−1 ⊗ 1⊗p−1 to ρi1,...,in,p−1 ⊗ ρj1,...,jm,p−1. We have
(fp−1 ⊗ 1⊗p−1)(ρi1,...,in,p−1 ⊗ ρj1,...,jm,p−1) =
q
(
n(p−1)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
([p− 1− n]!)
([p− 1]!) (F
nx0,p−1)⊗ ρj1,...,jm,p−1
=
∑
k1,...,kn
q
(
np−(
n∑
j=1
ij)−(
n∑
l=1
kl)
)
([p− 1− n]!)([n]!)
([p− 1]!) ρk1,...,kn,p−1 ⊗ ρj1,...,jm,p−1
Given ∪(ν10) = ν, ∪(ν01) = −qν, ∪(ν00) = ∪(ν11) = 0, applying cups repeatedly to this,
we get zero if m+ n 6= p− 1 or if {k1, ..., kn} ∩ {p− j1, ..., p− jm} 6= ∅. If n+m = p− 1
and {k1, ..., kn} ∩ {p− j1, ..., p− jm} = ∅, then we have:
∑
k1,...,kn
(−1)p−1−nq
(
np+p−1−n−(
n∑
j=1
ij)−(
n∑
l=1
kl)
)
([p− 1− n]!)([n]!)
([p− 1]!) ν
=
∑
k1,...,kn
(−1)p−1q
(
p−1−n−(
n∑
j=1
ij)−(
n∑
l=1
kl)
)
ν
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Note that for each choice of j1, ..., jm, there is a unique choice of k1, ..., kn satisfying the
above conditions, i.e. {k1, ..., kn, p− j1, ..., p− jm} = {1, ..., p− 1}, and so we have that:
n∑
l=1
kl =
1
2
(p2 − p)−mp+
m∑
r=1
jr
Hence we have
∑
k1,...,kn
(−1)p−1q
(
p−1−n−(
n∑
j=1
ij)−(
n∑
l=1
kl)
)
ν =
(−1)p−1q
(
p−1−n−(
n∑
j=1
ij)− 12 (p2−p)+mp−(
m∑
r=1
jr)
)
ν
=(−1)p−1q
(
(p+1)(p−1−n)− 1
2
(p2−p)−(
n∑
j=1
ij)−(
m∑
r=1
jr)
)
ν
=(−1)p−1q
(
(p+1)(p−1−n)− 1
2
(p2−p)+(p−1)(p−1−n)−(
p−1∑
j=1
ij)
)
ν
=(−1)p−1q
(
2p(p−1−n)− 1
2
(p2−p)−(
p−1∑
j=1
ij)
)
ν
=(−1)p−1q
(
− 1
2
(p2−p)−(
p−1∑
j=1
ij)
)
ν
where in+r = jr + p− 1.
Given ρi1,...,in,z, let i˜1, ..., i˜z−n be the positions of the zeros. As ∩(ν) = q−1ν10 − ν01,
we have that the z-fold cap is given by:
z∑
n=0
( ∑
i1,...,in
(−1)z−nq−nρi1,...,in,2z+1−i˜z−n,...,2z+1−i˜1,2z
)
Taking z = p− 1, this becomes:
p−1∑
n=0
( ∑
i1,...,in
(−1)p−1−nq−nρi1,...,in,2p−1−i˜p−1−n,...,2p−1−i˜1,2p−2
)
Applying fp−1 ⊗ 1⊗p−1 to this we get:
p−1∑
n=0
( ∑
i1,...,in
(−1)p−1−nq
(
n(p−2)− 1
2
(n2−n)−(
n∑
j=1
ij)
)
×
× ([p− 1− n]!)
([p− 1]!) (F
nx0,p−1)⊗ ρp−i˜p−1−n,...,p−i˜1,p−1
)
=
p−1∑
n=0
( ∑
i1,...,in
∑
j1,...,jn
(−1)p−1−nq
(
n(p−1)−(
n∑
j=1
ij)−(
n∑
k=1
jk)
)
×
× ([p− 1− n]!)([n]!)
([p− 1]!) ρj1,...,jn,p−1 ⊗ ρp−i˜p−1−n,...,p−i˜1,p−1
)
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=p−1∑
n=0
(
(
∑
i1,...,in
∑
j1,...,jn
(−1)p−1−nq
(
n(p−1)− 1
2
(p2−p)+(2p−1)(p−1−n)−1+p− 1
2
(p−1)(p−2)
)
×
× q
(
p−1+ 1
2
(p−1)(p−2)−(2p−1)(p−1−n)−(
n∑
k=1
jk)+(
p−1−n∑
j=1
i˜j)
)
× ([p− 1− n]!)([n]!)
([p− 1]!)2 ([p− 1]!)ρj1,..,jn,2p−1−i˜p−1−n,...,2p−1−i˜1,2p−2
)
=
p−1∑
n=0
( ∑
k1,...,kp−1
(−1)p−1−n q
(
np+(p−1)2
)
([p− 1]!) q
(
p−1+ 1
2
(p−1)(p−2)−(
p−1∑
l=1
kl)
)
([p− 1]!)ρk1,...,kp−1,2p−2
)
=q(p−1)
2 (−1)p−1
([p− 1]!)F
p−1x0,2p−2
Where we have taken k1 := j1, ..., kn := jn, kn+1 := 2p−1− i˜p−1−n, ..., kp−1 := 2p−1− i˜1.
Combining this with the first part we get:
q
(
1
2
(9p2−7p+2)−(
p−1∑
j=1
ij)
)
(−1)2p−2
([p− 1]!)F
p−1x2p−2
=q
(
3p2−p+ 1
2
(3p2−5p+2)−(
p−1∑
j=1
ij)
)
(−1)−2
([p− 1]!)F
p−1x2p−2
=q
(
1
2
(3p2−5p+2)−(
p−1∑
j=1
ij)
)
(−1)p−1
([p− 1]!)F
p−1x2p−2
=− Φ1
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