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OPTIMAL REGULARITY FOR THE POROUS MEDIUM EQUATION
BENJAMIN GESS
Abstract. We prove optimal regularity for solutions to porous media equations in
Sobolev spaces, based on velocity averaging techniques. In particular, the obtained
regularity is consistent with the optimal regularity in the linear limit.
1. Introduction
We establish the optimal spatial regularity of solutions of the porous medium equation
∂tu = ∆(|u|
m−1u) on (0, T )× Rdx(1.1)
u(0) = u0 on R
d
x,
with u0 ∈ L
1(Rdx), T ≥ 0, m > 1.
All known regularity estimates in terms of Ho¨lder or Sobolev spaces are restricted to a
degree of differentiability of an order less than one. The best known regularity estimate
in Sobolev spaces, obtained by Tadmor and Tao in [33] and Ebmeyer in [16], is that, if
u0 ∈ (L
1 ∩ L∞)(Rdx), then
(1.2) u ∈ Lm+1([0, T ];W
2
m+1
−,m+1
loc (R
d
x)).
Since 2
m+1 < 1 this estimate is inconsistent with the optimal order of differentiability in
the linear case of the heat equation (m = 1) which is u ∈ L1([0, T ];W 2,1(Rdx)).
A scaling argument (cf. Appendix D below) shows that it may be possible to improve the
regularity to u ∈ Lm([0, T ]; W˙
2
m
,m(Rdx)) which is consistent with the linear case m = 1.
The Barenblatt solution shows that this is the optimal regularity. This is the main result
of this paper.
Theorem. Let u0 ∈ (L
1 ∩ L1+ε)(Rdx) for some ε > 0. Then, for all p ∈ [1,m), s <
2
m
,
(1.3) u ∈ Lp([0, T ]; W˙ s,ploc (R
d
x)).
Moreover, there is a constant C ≥ 0 such that
‖u‖Lpt W˙
s,p
x,loc
≤ C
(
‖u0‖
2
L1x∩L
1+ε
x
+ 1
)
.
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The precise statement is given in Theorem 3.4 below.
In addition, we treat more general classes of equations, in particular including anisotropic
porous media equations of the form
∂tu =
d∑
j=1
∂xjxju
[mj ] + S(t, x) on (0, T )× Rdx,(1.4)
with u0 ∈ L1(Rdx), S ∈ L
1([0, T ] × Rdx) and u
[m] := |u|m−1u. Setting 1 < m := min{mj},
m := max{mj} we obtain that, for all s <
2
m
(
m−1
m−1
)
, p < 2m
m+1 ,∫
v
f(t, x, v)φ(v) dv ∈ Lp([0, T ];W s,ploc (R
d
x))
where f(t, x, v) := 1v<u(t,x)− 1v<0 and φ is an arbitrary cut-off function (see Theorem 2.7
below for details).
In a third main result, we consider the degenerate parabolic Anderson model
∂tu = ∂xxu
[m] + uS on (0, T )× I(1.5)
u = 0 on (0, T ) × ∂I
u(0) = u0 ∈ L
m+1(I),
on an open, bounded interval I ⊆ R, with m ∈ (1, 2) and S being spatial white noise. The
additional difficulty in this case is the irregularity of the source S, since spatial white noise
is a distribution only. We again obtain regularity consistent with the optimal regularity
in the linear case (m = 1).
Theorem. Let u0 ∈ L
m+1(I). Then there exists a weak solution u to (1.5) satisfying, for
all p ∈ [1,m), s < 32
1
m
,
(1.6) u ∈ Lp([0, T ];W s,ploc (I)).
Moreover, there is a constant C ≥ 0 such that
‖u‖LptW
s,p
x,loc
≤ C(‖u0‖
m+1
Lm+1x
+ ‖S‖τ
B
−η
∞,∞
+ 1),
for some τ ≥ 2 and η ∈ (12 , 1] small enough.
The precise statement is given in Corollary 4.4 below.
The proof presented in this paper is based on Fourier analytic techniques and averaging
Lemmata. The first step is to pass to a kinetic formulation of (1.1). Introducing the
kinetic function f(t, x, v) := 1v<u(t,x) − 1v<0 leads to the kinetic form of (1.1)
∂tf = m|v|
m−1∆f + ∂vq,(1.7)
for some non-negative measure q. Since this constitutes a linear equation in f , the reg-
ularity of velocity averages
∫
fφ(v) dv for smooth cut-off functions φ can be analyzed by
means of suitable micro-local decompositions in Fourier space. Up to this point our setup
is in line with [33]. However, in the available literature, one of the drawbacks of analyzing
regularity by means of averaging techniques is that it was unknown how to make use of
the sign of the measure q. Indeed, these arguments were only able to use the fact that the
total variation norm of q is finite (cf. e.g. [12,13]). In contrast, in this work, we make use
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of the additional fact that the entropy dissipation measure q has finite singular moments,
meaning that |v|−γq has finite mass for all γ ∈ [0, 1). In this way we are able to (indirectly)
exploit the sign property of q for the first time.
In addition, classical averaging techniques are restricted to working in Lp spaces with p ∈
[1, 2] (cf. [33, Averaging Lemma 2.1]), which leads to non-optimal integrability exponents.
Indeed, because of this in [33, (4.10)] only W
2
m+1
−,1 regularity for solutions to (1.1) could
be shown. In order to obtain the optimal integrability exponent p < m we introduce a
new concept of isotropic truncation properties for Fourier multipliers.
A further obstacle in classical averaging arguments is that they rely on a bootstrap tech-
nique. However, even if u is smooth, the kinetic function f will only have up to one spatial
derivative. Therefore, the standard bootstrap argument is not suited to prove regularity
of a higher (than one) order. In the anisotropic case, this difficulty is avoided in the cur-
rent paper by directly exploiting the v-regularity of f . In the isotropic case these issues
are overcome by introducing the isotropic truncation property mentioned above. In both
cases this allows to fully avoid bootstrapping arguments. In order to underline the differ-
ences and improvements with regard to [33] we follow the notation and structure of [33]
as far as possible. While, as usual in the theory of averaging techniques, our proof also
relies on a micro-local decomposition in Fourier space, the order of decomposition and
real-interpolation, the key Lemma A.3, the bootstrapping argument and the estimation of
the entropy dissipation measure proceed differently, as outlined above.
1.1. Short overview of the literature. The study of regularity of solutions to porous
media equations has a long history and we make no attempt to reproduce a complete ac-
count here. In the absence of external forces, the continuity of weak solutions to the porous
medium equation has been first shown in general dimension by Caffarelli-Friedman in [8].
This result has been subsequently generalized to the case of forced porous media equa-
tions by Sacks in [31,32], based on arguments developed by Cafarelli-Evans in [7]. Further
generalizations to more general classes of equations have been shown by DiBenedetto [14]
and Ziemer [36]. A detailed account of these developments may be found in Vazquez [34].
Ho¨lder continuity of solutions to the porous medium equation without force was first ob-
tained by Caffarelli-Friedman [9], see also [34,35], where it is shown that bounded solutions
to the porous medium equations are spatially α-Ho¨lder continuous with α = 1
m
∈ (0, 1).
We note that in the linear limit m ↓ 1 this does not recover the optimal Ho¨lder regularity
of the linear case. A generalization to a more general class of degenerate PDE has been
obtained by DiBenedetto-Friedman in [15]. In the recent work [27], the assumptions on
the forcing have recently been relaxed and quantitative estimates are obtained. In partic-
ular, it is shown that the Ho¨lder exponent α is bounded away uniformly from 0 for m ↓ 1.
In the nice recent works [5, 6] continuity estimates for the porous medium equation and
inhomogeneous generalizations thereof with measure valued forcing have been derived.
A particular feature of the porous medium equation (m > 1) is the effect of finite speed
of propagation and thus the occurrence of open interfaces. The regularity of the open
interfaces has attracted a lot of attention in the literature, cf. e.g. Caffarelli-Friedman [9],
Caffarelli-Vazquez-Wolansky [10], Koch [25] and the references therein.
In non-forced porous media equations also higher order regularity estimates have been
obtained. In one spatial dimension Aronson-Va´zquez [2] proved eventual C∞ regularity
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of solutions. For recent progress in the general dimension case see Kienzler-Koch-Vazquez
[24].
In terms of fractional Sobolev regularity of solutions to the porous medium equation less
is known. As mentioned above, Ebmeyer [16] and Tadmor-Tao [33] proved for non forced
porous media equations that
(1.8) u ∈ Lm+1([0, T ];W s,m+1loc ), ∀s <
2
m+ 1
.
See also Appendix C for a slight improvement of these results. In the recent work [21],
Gianazza-Schwarzacher proved higher integrability for nonnegative, local weak solutions
to forced porous media equations in terms of a bound on
‖u
m+1
2 ‖
L2+ε
loc
((0,T );W 1,2+ε
loc
)
for all ε > 0 small enough. In the case of non-forced porous medium equations, Aronson-
Benilan type estimates can be used to derive further regularity properties. For example,
in [34, Theorem 8.7] it has been shown that ∆um ∈ L1loc((0,∞);L
1).
Extensions of [33] to stochastic parabolic-hyperbolic equations have been considered in
[19].
1.2. Structure of the paper. In Section 2 we will consider the case of anisotropic,
parabolic-hyperbolic second order PDE. The proof of certain multiplier estimates will
be postponed to the Appendix A. In Section 3 we then treat the isotropic case in more
detail, in particular introducing the concept of the isotropic truncation property for Fourier
multipliers. We will then deduce our main regularity estimates for forced porous media
equations. In Section 4 we treat the case of the one-dimensional degenerate parabolic
Anderson model. A slight improvements of the results obtained by Ebmeyer [16] will be
presented in Appendix C.
1.3. Notation. For p ∈ [1,∞) we let Lp be the usual Lebesgue spaces. The space of all
locally finite Radon measures isM, the subspace of all measures with finite total variation
MTV . We let M
+ ⊆M be the set of all non-negative, locally finite Radon measures and
M+TV =MTV ∩M
+. When convenient we will use the shorthand notation L1x = L
1(Rdx),
L1t,x = L
1([0, T ] × Rdx). For p ≥ 1 let p
′ be its conjugate, that is, 1
p
+ 1
p′
= 1. We
further let Hs,p be the fractional Sobolev spaces defined via their Fourier transform, that
is, as in [23, Definition 6.2.2] and W s,p be the fractional Sobolev-Slobodeckij spaces (cf. [1,
Section 7.35]). For 1 6 p <∞, s ∈ (0,∞) \ N and f ∈W
⌊s⌋,1
loc (R
d) let θ = s− ⌊s⌋ ∈ (0, 1),
define the (homogeneous) Slobodeckij seminorm by
‖f‖W˙ s,p := sup
|α|=⌊s⌋
(∫
Rd
∫
Rd
|Dαf(x)−Dαf(y)|p
|x− y|θp+d
dxdy
) 1
p
and set W˙ s,p := {f ∈W
⌊s⌋,1
loc (R
d) : ‖f‖W˙ s,p < ∞}. For f ∈ L
1
loc(R
d) the total variation is
given by
‖f‖ ˙BV := sup
{∫
Rd
f(x)divφ(x) dx : φ ∈ C1c (R
d,Rd), ‖φ‖L∞(Rd) ≤ 1
}
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and we set ˙BV := {f ∈ L1loc(R
d) : ‖f‖ ˙BV <∞}. We follow the notation of [22,23] and [3]:
Let N s,p(Rd) be the Nikolskii spaces (cf. [29]) and Bsp,q Besov spaces (cf. [22]). We further
let L˜ptB
s
p,q = L˜
p([0, T ];Bsp,q(R
d)) denote time-space nonhomogeneous Besov spaces as in [3,
Definition 2.67]. We define the discrete increment operator by ∆heu := u(x + he) − u(x).
For results and standard notations in interpolation theory we refer to [4]. We let Sd×d+
denote the space of symmetric, non-negative definite matrices. For b = (b)i,j=1...d ∈ S
d×d
+
we set σ = b
1
2 , that is, bi,j =
∑d
k=1 σi,kσk,j. For a locally bounded function b : R → S
d×d
+
we let βi,k be such that β
′
i,k(v) = σi,k(v). Similarly, for ψ ∈ C
∞
c (Rv) we let β
ψ
i,j be such
that (βψi,k)
′(v) = ψ(v)σi,k(v). We further introduce the kinetic function
χ(u, v) := 1v<u − 1v<0.
Analogously, for a function u : [0, T ]×Rd → R we set f(t, x, v) := χ(u(t, x), v) := 1v<u(t,x)−
1v<0. We use the short-hand notation |ξ| ∼ 2
j for the set {ξ ∈ R : 2j−1 ≤ |ξ| ≤ 2j+1}. For
u ∈ R we set u[m] := |u|m−1u. For two non-negative numbers a, b ∈ R+ we write a . b if
there exists a constant C > 0 such that a ≤ Cb.
2. Anisotropic case
We consider equations of the form
∂tf(t, x, v) + a(v) · ∇xf(t, x, v)− div(b(v)∇xf(t, x, v)) =: L(∂t,∇x, v)f(t, x, v)(2.1)
= g0(t, x, v) + ∂vg1(t, x, v),
where a : R→ Rd, b : R→ Sd×d+ are C
1. The operator L is given by its symbol
(2.2) L(iτ, iξ, v) = iτ + ia(v) · ξ − (ξ, b(v)ξ).
In this section we will derive regularity estimates for the velocity average, for φ ∈ C∞b (Rv),
f¯(t, x) :=
∫
f(t, x, v)φ(v) dv.
These regularity properties are obtained by using a suitable micro-local decomposition of
f in Fourier space, which in turn relies on the so-called truncation property satisfied by
the multiplier L (cf. Appendix A below). In contrast to previous results, we will make use
of singular moments of g1, that is, for γ ∈ (0, 1),
g1(t, x, v)|v|
−γ ∈
{
Lq(Rt × R
d
x × Rv), 1 < q ≤ 2
MTV (Rt × R
d
x × Rv), q = 1.
An additional difficulty arises in the use of bootstrapping arguments. In the theory of
averaging Lemmata, optimal regularity estimates are typically obtained by bootstrapping
a first non-optimal regularity estimate. This argument, however, can only be applied if the
aspired final order of regularity is less than one. Therefore, we have to devise a proof which
avoids the use of a bootstrapping argument, which is achieved in Section A by improving a
fundamental Lp estimate on a class of Fourier multipliers by directly exploiting regularity
of f in the velocity direction.
6 BENJAMIN GESS
2.1. Anisotropic averaging lemma.
Lemma 2.1. Let f ∈ Lpt,x(H
σ,p
v ) for 1 < p ≤ 2, σ ∈ (0, 1) solve, in the sense of distribu-
tions,
(2.3) L(∂t,∇x, v)f(t, x, v) = ∆
η
2
x g0(t, x, v) + ∂v∆
η
2
x g1(t, x, v) on Rt × R
d
x × Rv
with gi being locally bounded measures satisfying
(2.4) |g0|(t, x, v) + |g1|(t, x, v)|v|
−γ ∈
{
Lq(Rt × R
d
x × Rv), 1 < q ≤ 2
MTV (Rt × R
d
x × Rv), q = 1,
for some γ ≥ 0, η ≥ 0, 1 ≤ q ≤ p and L(∂t,∇x, v) as in (2.1) with corresponding symbol
L(iτ, iξ, v) as in (2.2). Let I ⊆ R be a not necessarily finite interval and set
ωL(J ; δ) := sup
τ∈R, ξ∈Rd,|ξ|∼J
|ΩL(τ, ξ; δ)|, ΩL(τ, ξ; δ) = {v ∈ I : |L(iτ, iξ, v)| ≤ δ},
and suppose that the following non-degeneracy condition holds: There exist α ∈ (0, q′), β >
0 such that
(2.5) ωL(J ; δ) . (
δ
Jβ
)α ∀δ ≥ 1, J ≥ 1.
Moreover, assume that there exist λ ≥ 0 and µ ∈ [0, 1] such that, ∀δ ≥ 1, J ≥ 1,
(2.6) sup
τ,|ξ|∼J
sup
v∈ΩL(τ,ξ;δ)
|∂vL(iτ, iξ, v)||v|
γ . Jλδµ
and αβ
q′
≤ λ + η. Then, for all s ∈ [0, s∗), p˜ ∈ [1, p∗), φ ∈ C∞b (I), T ≥ 0 and O ⊂⊂ R
d,
there is a C ≥ 0 such that
‖
∫
f(t, x, v)φ(v) dv‖Lp˜([0,T ];W˙ s,p˜(O)) ≤ C
(
‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v + ‖g1φ
′‖Lqt,x,v
+ ‖fφ‖Lpt,x(H
σ,p
v )
+ ‖fφ‖Lqt,xL1v + ‖fφ‖Lp˜tL1x,v
)
with s∗ := (1− θ)αβ
r
+ θ(αβ
q′
− λ− η), where θ = θα and p
∗ are given by
θ :=
α
r
α(1
r
− 1
q′
) + 1
∈ (0, 1),
1
p∗
:=
1− θ
p
+
θ
q
, r ∈ (
p′
1 + σp′
, p′] ∩ (1,∞).
Proof. Let ϕ0, ϕ1 be smooth functions with ϕ0 supported in B1(0) and ϕ1 supported in
the annulus {ξ ∈ Rd : 12 ≤ |ξ| ≤ 2} and
ϕ0(ξ) +
∑
j∈N
ϕ1(2
−jξ) = 1, ∀ξ ∈ Rd.
By considering the decomposition f = f0 + f1 with
f0 : = F
−1
x [ϕ0(ξ)Fxf ], f1 :=
∑
j∈N
F−1x [ϕ1(
ξ
2j
)Fxf ],
we may assume without loss of generality that f has Fourier transform supported on
B1(0)
c, since for all η ∈ [1,∞)
(2.7) ‖
∫
f0φdv‖Lηt W˙
s,η
x
≤ ‖fφ‖Lηt L1x,v .
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Partially inspired by [33, Averaging Lemma 2.3] we consider a micro-local decomposition
of f with regard to the degeneracy of the operator L(∂t,∇x, v). Let ψ0, ψ1 be smooth
functions with ψ0 supported in B1(0) and ψ1 supported in the annulus {ξ ∈ C :
1
2 ≤ |ξ| ≤
2} and
ψ0(ξ) +
∑
k∈N
ψ1(2
−kξ) = 1, ∀ξ ∈ C.
For δ > 0 to be specified later we write
f = ψ0
(
L(∂t,∇x, v)
δ
)
f +
∑
k∈N
ψ1
(
L(∂t,∇x, v)
δ2k
)
f
=: f0 + f1,
where, for k ∈ N ∪ {0},
ψi
(
L(∂t,∇x, v)
δ2k
)
:= F−1t,x ψi
(
L(iτ, iξ, v)
δ2k
)
Ft,x.
Since f solves (2.3) we have
(2.8) L(∂t,∇x, v)f
1(t, x, v) =
∑
k∈N
ψ1
(
L(∂t,∇x, v)
δ2k
)(
∆
η
2
x g0(t, x, v) + ∆
η
2
x ∂vg1(t, x, v)
)
and thus
f1(t, x, v) =
∑
k∈N
1
δ2k
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g0(t, x, v)(2.9)
+
∑
k∈N
1
δ2k
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x ∂vg1(t, x, v)
=:f2(t, x, v) + f3(t, x, v),
where
ψ˜(z) =
ψ(z)
z
.
In conclusion, we have arrived at the decomposition
f¯ :=
∫
fφ dv =
∫
f0φdv +
∫
f2φdv +
∫
f3φdv =: f¯0 + f¯2 + f¯3.
We aim to estimate the regularity of f¯0, f¯2, f¯3 in Besov spaces. Hence, we decompose
each f i into Littlewood-Paley pieces with respect to the x-variable. Let ϕ0, ϕ1 be as
above. We set, for i = 0, 2, 3,
f ij : = F
−1
x [ϕ1(
ξ
2j
)Fxf
i], for j ∈ N.
Then, since f i has Fourier transform supported on B1(0)
c,
f i =
∑
j≥1
f ij ,
where fˆ ij(τ, ξ, v) is supported on frequencies |ξ| ∼ 2
j .
Step 1: f0
8 BENJAMIN GESS
Let j ∈ N arbitrary, fixed. Then, by Lemma A.3 for every r ∈ ( p
′
1+σp′ , p
′] ∩ (1,∞),
‖
∫
f0j φdv‖Lpt,x . ‖fjφ‖L
p
t,x(H
σ,p
v ) sup
τ,|ξ|∼2j
|ΩL(τ, ξ, δ)|
1
r
. ‖fφ‖Lpt,x(H
σ,p
v )
(
δ
(2j)β
)α
r
.
Hence, f¯0 =
∫
f0φdv ∈ L˜ptB
αβ
r
p,∞ (cf. [3, Definition 2.67]) with
‖
∫
f0φdv‖
L˜
p
tB
αβ
r
p,∞
. δ
α
r ‖fφ‖Lpx(Hσ,pv ).
Step 2: f2
Let j ∈ N arbitrary, fixed. We set
f
2,k
j =
1
δ2k
F−1t,x ϕ1(
ξ
2j
)ψ˜1
(
L(iτ, iξ, v)
δ2k
)
|ξ|ηFt,xg0(x, v)
=
1
δ2k
F−1t,x ψ˜1
(
L(iτ, iξ, v)
δ2k
)
|ξ|ηFt,xg0,j(x, v).
Hence, ∫
f
2,k
j φdv =
1
δ2k
∫
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g0,jφdv
and, by Lemma A.3 and since |ξ|η acts as a constant multiplier of order (2j)η on g0,j ,
‖
∫
f
2,k
j φdv‖Lqt,x .
1
δ2k
(
‖
∫
F−1t,x ψ˜1
(
L(iτ, iξ, v)
δ2k
)
|ξ|ηFt,xg0,jφdv‖Lqt,x
.
supτ,|ξ|∼2j |Ω(τ, ξ, δ2
k)|
1
q′
δ2k
(2j)η‖g0,jφ‖Lqt,x,v
.
1
δ2k
(
δ2k
(2j)β
) α
q′
(2j)η‖g0,jφ‖Lqt,x,v .
Hence,
‖
∫
f2j φdv‖Lqt,x .
∑
k∈N
1
δ2k
(
δ2k
(2j)β
) α
q′
(2j)η‖g0,jφ‖Lqt,x,v
. δ
α
q′
−1
(2j)
η−αβ
q′ ‖g0,jφ‖Lqt,x,v .
In conclusion,
∫
f2φdv ∈ L˜qtB
αβ
q′
−η
q,∞ with
‖
∫
f2φdv‖
L˜
q
tB
αβ
q′
−η
q,∞
. δ
α
q′
−1
‖g0φ‖Lqt,x,v .
Step 3: f3
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Let j ∈ N arbitrary, fixed. We set
f
3,k
j =
1
δ2k
F−1t,x ϕ1(
ξ
2j
)ψ˜1
(
L(iτ, iξ, v)
δ2k
)
|ξ|ηFt,x∂vg1(t, x, v)
=
1
δ2k
F−1t,x ψ˜1
(
L(iτ, iξ, v)
δ2k
)
|ξ|ηFt,x∂vg1,j(t, x, v).
Hence, ∫
f
3,k
j φdv =
1
δ2k
∫
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x φ∂vg1,jdv.
We observe∫
f
3,k
j φdv = −
1
δ2k
∫
∂vψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g1,jφdv
−
1
δ2k
∫
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g1,jφ
′ dv
= −
1
δ2k
∫
F−1t,x
(
ψ˜
′
1
(
L(iτ, iξ, v)
δ2k
)
∂vL(iτ, iξ, v)
δ2k
|ξ|ηFt,xg1,jφ
)
dv
−
1
δ2k
∫
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g1,jφ
′ dv
=
1
(δ2k)2
∫
F−1t,x
(
ψ˜
′
1
(
L(iτ, iξ, v)
δ2k
)
∂vL(iτ, iξ, v)|v|
γ |ξ|ηFt,x|v|
−γg1,jφ
)
dv
−
1
δ2k
∫
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g1,jφ
′ dv.
By the Marcinkiewicz Multiplier Theorem (cf. [22, Theorem 5.2.4]) and (2.6) we have
that ∂vL(iτ, iξ, v)|v|
γ acts as a constant multiplier on Lq of order O((2j)λ(δ2k)µ) on g1,j .
Hence, using Lemma A.3 yields
‖
∫
f
3,k
j φdv‖Lqt,x
≤
1
(δ2k)2
‖
∫
F−1t,x ψ˜
′
1
(
L(iτ, iξ, v)
δ2k
)
(∂vL)(iτ, iξ, v)|v|
γ |ξ|ηFt,x|v|
−γg1,jφdv‖Lqt,x
+
1
δ2k
‖
∫
ψ˜1
(
L(∂t,∇x, v)
δ2k
)
∆
η
2
x g1,jφ
′ dv‖Lqt,x
.
supτ,|ξ|∼J |Ω(τ, ξ, δ2
k)|
1
q′
(δ2k)2
(2j)η+λ(δ2k)µ‖|v|−γg1,jφdv‖Lqt,x,v
+
supτ,|ξ|∼J |Ω(τ, ξ, δ2
k)|
1
q′
δ2k
(2j)η‖g1,jφ
′‖Lqt,x,v
.
1
(δ2k)2
(
δ2k
(2j)β
) α
q′
(2j)η+λ(δ2k)µ‖|v|−γg1,jφ‖Lqt,x,v
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+
1
δ2k
(
δ2k
(2j)β
) α
q′
(2j)η‖g1,jφ
′‖Lqt,x,v
= (δ2k)
−2+ α
q′
+µ
(2j)
η+λ−αβ
q′ ‖|v|−γg1,jφ‖Lqt,x,v + (δ2
k)
−1+ α
q′ (2j)
αβ
q′
+η
‖g1,jφ
′‖Lqt,x,v .
Hence, for δ ≥ 1 and using µ ∈ [0, 1], α < q′,
‖
∫
f3j φdv‖Lqt,x .
∑
k∈N
(δ2k)
−2+ α
q′
+µ
(2j)
η+λ−αβ
q′ ‖|v|−γg1,jφ‖Lqt,x,v
+ (δ2k)
−1+ α
q′ (2j)
αβ
q′
+η
‖g1,jφ
′‖Lqt,x,v
.δ
−2+ α
q′
+µ
(2j)
η+λ−αβ
q′ ‖|v|−γg1,jφ‖Lqt,x,v + δ
−1+ α
q′ (2j)
αβ
q′
+η
‖g1,jφ
′‖Lqt,x,v
.δ
−1+ α
q′ (2j)
η+λ−αβ
q′ (‖|v|−γg1,jφ‖Lqt,x,v + ‖g1,jφ
′‖Lqt,x,v).
In conclusion,
∫
f3φdv ∈ L˜qtB
αβ
q′
−λ−η
q,∞ with
‖
∫
f3φdv‖
L˜
q
tB
αβ
q′
−λ−η
q,∞
. δ
−1+ α
q′ (‖|v|−γg1φ‖Lqt,x,v + ‖g1φ
′‖Lqt,x,v).
Step 4: Conclusion
Since B
αβ
q′
−η
q,∞ →֒ B
αβ
q′
−λ−η
q,∞ we have
f¯ = f¯0 + f¯1
with f¯0 ∈ L˜ptB
αβ
r
p,∞, f¯1 = f¯2 + f¯3 ∈ L˜
q
tB
αβ
q′
−λ−η
q,∞ and, for δ ≥ 1,
‖f¯0‖
L˜
p
tB
αβ
r
p,∞
. δ
α
r ‖fφ‖Lpt,x(H
σ,p
v )
,
‖f¯1‖
L˜
q
tB
αβ
q′
−λ−η
q,∞
. δ
α
q′
−1
(‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v + ‖g1φ
′‖Lqt,x,v).
We aim to conclude by real interpolation. We set, for z > 0,
K(z, f) := inf{‖f
1
‖
L˜
q
tB
αβ
q′
−λ−η
q,∞
+ z‖f
0
‖
L˜
p
tB
αβ
r
p,∞
: f
0
∈ L˜ptB
αβ
r
p,∞,
f
1
∈ L˜qtB
αβ
q′
−λ−η
q,∞ , f = f
0
+ f
1
}.
We first note the trivial estimate, since αβ
q′
− λ− η ≤ 0,
K(z, f) ≤ ‖f‖
L˜
q
tB
αβ
q′
−λ−η
q,∞
≤ ‖f‖L˜qtL
q
x
≤ ‖fφ‖Lqt,xL1v ∀z > 0.
Hence, it is enough to consider z ≤ 1 in the estimates below. By the above estimates we
obtain that, for δ ≥ 1,
K(z, f) ≤ δ
α
q′
−1
(‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v + ‖g1φ
′‖Lqt,x,v) + zδ
α
r ‖fφ‖Lpt,x(H
σ,p
v ).
We now equilibrate the first and the second term on the right hand side, that is, we set
δ
α
q′
−1
= zδ
α
r ,
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which yields
δ = z
− 1
α( 1r−
1
q′
)+1
≥ 1.
Hence, with
θ =
1− α
q′
α(1
r
− 1
q′
) + 1
= 1−
α
r
α(1
r
− 1
q′
) + 1
we obtain, for |z| ≤ 1,
K(z, f) ≤ zθ(‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v + ‖g1φ
′‖Lqt,x,v + ‖fφ‖L
p
t,x(H
σ,p
v )).
Note that θ ∈ (0, 1) since α < q′. Consequently, for τ ∈ (0, θ) and 1
pτ
= 1−τ
q
+ τ
p
,
‖f‖pτ
(L˜qtB
αβ
q′
−λ−η
q,∞ ,L˜
p
tB
αβ
r
p,∞)τ,pτ
= ‖z−τK(z, f)‖pτ
L
pτ
∗ (0,∞)
= ‖z−τK(z, f)‖pτ
L
pτ
∗ (0,1)
+ ‖z−τK(z, f)‖pτ
L
pτ
∗ (1,∞)
≤ ‖zθ−τ‖pτ
L
pτ
∗ (0,1)
(
‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v
+ ‖g1φ
′‖Lqt,x,v + ‖fφ‖L
p
t,x(H
σ,p
v )
)pτ + ‖z−τ‖pτ
L
pτ
∗ (1,∞)
‖fφ‖pτ
L
q
t,xL
1
v
. ‖g0φ‖
pτ
L
q
t,x,v
+ ‖|v|−γg1φ‖
pτ
L
q
t,x,v
+ ‖g1φ
′‖pτ
L
q
t,x,v
+ ‖fφ‖pτ
L
p
t,x(H
σ,p
v )
+ ‖fφ‖pτ
L
q
t,xL
1
v
.
Let
s < s∗ := (1− θ)(
αβ
q′
− λ− η) + θ
αβ
r
From [3, p. 98] we recall, for ε > 0,
L˜
q
tB
αβ
q′
−λ−η
q,∞ →֒ L˜
q
tB
αβ
q′
−λ−η−ε
q,1 →֒ L
q
tB
αβ
q′
−λ−η−ε
q,1
and analogously for L˜ptB
αβ
r
p,∞. Thus, using [4, Section 5.6 and Theorem 6.4.5] and choosing
ε > 0 small enough yields
(L˜qtB
αβ
q′
−λ−η
q,∞ , L˜
p
tB
αβ
r
p,∞)τ,pτ →֒L
pτ (B
αβ
q′
−λ−η−ε
q,1 , B
αβ
r
−ε
p,1 )τ,pτ
→֒Lpτt B
s
pτ ,pτ →֒ L
pτ
t W
s,pτ
x .
Hence, choosing τ ∈ (0, θ) large enough and recalling (2.7), for all p < p∗ with 1
p∗
= 1−θ
q
+ θ
p
and all O ⊂ Rd compact, we have
‖f¯‖Lp([0,T ];W˙ s,p(O)) . ‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v + ‖g1φ
′‖Lqt,x,v
+ ‖fφ‖Lpt,x(H
σ,p
v )
+ ‖fφ‖Lqt,xL1v + ‖fφ‖L
p
tL
1
x,v
.

Remark 2.2. In the above averaging Lemma we do not require φ to have compact support,
nor I to be a bounded interval. We note that if I and supp φ are unbounded, then the
non-degeneracy condition (2.5) entails a growth condition on L(iτ, iξ, v).
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This becomes clear when looking at specific examples, such as porous media equations with
nonlinearity B(u), which in kinetic form corresponds to (2.1) with a ≡ 0, b(v) = B′(v)Id.
In this case, |L(iτ, iξ, v)| ≥ |ξ|2b(v) and thus
ωL(J ; δ) = sup
τ,|ξ|∼J
|{v ∈ supp φ : |L(iτ, iξ, v)| ≤ δ}|
≤ sup
|ξ|∼J
|{v ∈ supp φ : |b(v)| ≤ δ|ξ|−2}| ≤ |b−1(Bδ|J |−2(0)) ∩ supp φ|.
Hence, in the case supp φ = R condition (2.5) becomes, roughly speaking, |b−1(Br(0))| .
rα for all r > 0.
2.2. Anisotropic parabolic-hyperbolic equations. In this section we consider parabolic-
hyperbolic equations of the type
∂tu+ divA(u) = div(b(u)∇u) + S(t, x) on (0, T )× R
d
x(2.10)
u(0) = u0 on R
d
x,
where
u0 ∈ L
1(Rdx), S ∈ L
1([0, T ] × Rdx), T ≥ 0,
a := A′ ∈ C(R;Rd) ∩ C1(R \ {0};Rd),(2.11)
b = (bjk)j,k=1...d ∈ C(R;S
d×d
+ ) ∩ C
1(R \ {0};Sd×d+ ).
The corresponding kinetic form for
(2.12) f(t, x, v) = χ(u(t, x), v)
reads (cf. [11])
L(∂t,∇x, v)f(t, x, v) = ∂tf + a(v) · ∇xf − div(b(v)∇xf)(2.13)
= ∂vq + S(t, x)δu(t,x)=v(v),
where q ∈M+ and L is identified with the symbol
(2.14) L(iτ, iξ, v) := iτ + a(v) · iξ − (b(v)ξ, ξ).
We will use the terms kinetic and entropy solution synonymously. From [11] we recall the
definition of entropy/kinetic solutions to (2.10).
Definition 2.3. We say that u ∈ C([0, T ];L1(Rd)) is an entropy solution to (2.10) if
f = χ(u) satisfies
i. For any non-negative ψ ∈ D(R), k = 1, . . . , d,
d∑
i=1
∂xiβ
ψ
ik(u) ∈ L
2([0, T ]× Rd).
ii. For any two non-negative functions ψ1, ψ2 ∈ D(R), k = 1, . . . , d,
√
ψ1(u(t, x))
d∑
i=1
∂xiβ
ψ2
ik (u(t, x)) =
d∑
i=1
∂xiβ
ψ1ψ2
ik (u(t, x)) a.e..
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iii. There are non-negative measures m,n ∈ M+ such that, in the sense of distribu-
tions,
∂tf + a(v) · ∇xf − div(b(v)∇xf) = ∂v(m+ n) + δv=u(t,x)S on (0, T ) ×R
d
x × Rv
where n is defined by∫
ψ(v)n(t, x, v) dv =
d∑
k=1
(
d∑
i=1
∂xiβ
ψ
ik(u(t, x))
)2
for any ψ ∈ D(R) with ψ ≥ 0.
iv. We have ∫
(m+ n) dxdt ≤ µ(v) ∈ L∞0 (R),
where L∞0 is the space of L
∞-functions vanishing for |v| → ∞.
A sketch of the proof of well-posedness of entropy solutions is given in Appendix B below.
For notational convenience we set q = m + n in the following. We first establish the
following a-priori bound
Lemma 2.4. Let u be the unique entropy solution to (2.10) with u0 ∈ (L
1 ∩ L2−γ)(Rdx),
S ∈ (L1 ∩ L2−γ)([0, T ] × Rdx) for some γ ∈ (−∞, 1). Then, there is a constant C =
C(T, γ) ≥ 0 such that
sup
t∈[0,T ]
‖u(t)‖2−γ
L
2−γ
x
+ (1− γ)
∫ T
0
∫
Rd+1
|v|−γq dvdxdr(2.15)
≤ C
(
‖u0‖
2−γ
L
2−γ
x
+ ‖S‖2−γ
L
2−γ
t,x
)
.
Moreover, for η ∈ C∞c (Rv), t ∈ [0, T ] we have∫
Rdx
η(u(t))dx +
∫ t
0
∫
Rd+1
η′′(v)q dvdxdr(2.16)
≤
∫
Rdx
η(u0)dx+ ‖η
′‖
L∞v
‖S‖L1t,x .
Proof. By (B.4) below we have u ∈ L∞([0, T ];L2−γ(Rdx)). Let η ∈ C
∞
c (Rv), η(0) = 0,
t ∈ [0, T ] and let ϕn ∈ C∞c ((0, T ) × R
d
x) be a sequence of cut-off functions satisfying
ϕn = 1 on ( 1
n
, t− 1
n
)×Bn(0). Testing (2.13) by η
′(v)ϕn(r, x) yields
−
∫ t
0
∫
η(u)∂rϕ
ndxdr =
∫ t
0
∫
η′(v)a(v)f · ∇xϕ
n +
d∑
i,j=1
η′(v)bij(v)f∂xixjϕ
n dvdxdr
+
∫ t
0
∫
η′(u)ϕnS dxdr −
∫ t
0
∫
η′′(v)ϕnq dvdxdr.
Taking the limit n→∞ yields∫
η(u(t))dx =
∫
η(u0)dx+
∫ t
0
∫
η′(u)S dxdr −
∫ t
0
∫
η′′(v)q dvdxdr
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and thus (2.16). Ho¨lder’s inequality implies∫
η(u(t))dx .
∫
η(u0)dx+
∫ t
0
∫
|η′(u)|
2−γ
1−γ dxdr +
∫ t
0
∫
|S|2−γdxdr
−
∫ t
0
∫
η′′(v)q dvdxdr.
Using a standard cut-off argument we may choose η = ηδ ∈ C∞ with
(ηδ)′′(v) := (|v|2 + δ)−
γ
2 .
Then ηδ is convex and (ηδ)′(v) ≤ |v|1−γ . Hence,∫
ηδ(u(t))dx+
∫ t
0
∫
(ηδ)′′(v)q dvdxdr .
∫
ηδ(u0)dx+
∫ t
0
∫
|u|2−γdxdr
+
∫ t
0
∫
|S|2−γdxdr.
Letting δ → 0 yields, by Fatou’s Lemma,∫
|u(t)|2−γdx+
∫ t
0
∫
|v|−γq dvdxdr .
∫
|u0|
2−γdx+
∫ t
0
∫
|u|2−γdxdr
+
∫ t
0
∫
|S|2−γdxdr.
Gronwall’s inequality concludes the proof. 
Lemma 2.5. Let u be the unique entropy solution to (2.10) and ψ ∈ C2(R) ∩ Lip(R) be
a convex function with |ψ(r)| ≤ c|r|, for some c > 0. Then∫
q(t, x, v)ψ′′(v)dvdxdt ≤ C(‖u0‖L1x + ‖S‖L1t,x),
for some constant C depending only on c and supv |ψ
′|(v).
Proof. We first note that multiplying (2.13) with a smooth approximation of sgn(v), inte-
grating and taking the limit yields, for all t ≥ 0,∫
|u(t, x)|dx ≤
∫
|u(0, x)| + ‖S‖L1([0,T ]×Rd).
From (2.13) and a standard cut-off argument we further obtain
∂t
∫
ψ(u(t, x))dx = ∂t
∫
f(t, x, v)ψ′(v)dvdx
≤ −
∫
ψ′′(v)q(t, x, v)dvdx +
∫
S(t, x)ψ′(u(t, x))dx.
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Hence,∫ T
0
∫
ψ′′(v)q(t, x, v)dvdxdt ≤ −
∫
ψ(u(·, x))dx
∣∣∣T
0
+
∫ T
0
∫
S(r, x)ψ′(u(r, x))dxdr
≤ c
∫
|u(0, x)|dx + c
∫
|u(T, x)|dx +C‖S‖L1t,x
≤ C(‖u0‖L1x + ‖S‖L1t,x).

We may now apply Lemma 2.1 to obtain
Corollary 2.6. Let u0 ∈ L
1(Rdx), S ∈ L
1([0, T ]×Rdx), a, b satisfy (2.11) and let u be the
entropy solution to (2.10). Further assume that the symbol L defined in (2.14) satisfies
(2.5), (2.6) for all γ ∈ [0, 1) large enough. Then, for all
s ∈
[
0,
α
α+ 1
(β − λ)
)
, p ∈
[
1,
2α + 2
2α + 1
)
,
all φ ∈ C∞c (Rv), γ ∈ [0, 1) large enough and O ⊂⊂ R
d, there is a constant C ≥ 0 such
that
‖
∫
fφ dv‖Lp([0,T ];W s,p(O)) ≤ C(‖u0‖L1x + ‖u0‖
2−γ
L
2−γ
x
+ ‖S‖L1t,x + ‖S‖
2−γ
L
2−γ
t,x
+ 1).(2.17)
Proof. We will derive (2.17) on the level of the approximating equation (B.5). By con-
vergence of the approximating solutions uε and lower-semicontinuity of the norm this is
sufficient. For notational simplicity we suppress the ε-dependency in the following, but
note that all estimates are uniform with respect to these parameters. As in [11, Section
7] we observe the bound (uniformly in ε), for each ψ ∈ C∞c (Rv), k = 1, . . . , d,
‖
d∑
i=1
∂xiβ
ψ
ik(u)‖L2t,x . ‖u0‖L1x + ‖S‖L1t,x + 1.
We hence estimate, for any ϕ ∈ C∞c (Rt × R
d
x × Rv) and ψ ∈ C
∞
c (Rv) such that ϕψ = ϕ,∫
t,x,v
|∇f · b(v)∇ϕ| ≤
d∑
k=1
∫
t,x,v
∣∣∣∣∣∣
(
d∑
i=1
∂xifσik(v)
) d∑
j=1
σkj(v)∂xjϕ


∣∣∣∣∣∣
=
d∑
k=1
∫
t,x,v
∣∣∣∣∣∣
(
d∑
i=1
δu(t,x)=v∂xiuσik(v)ψ(v)
) d∑
j=1
σkj(v)∂xjϕ


∣∣∣∣∣∣
=
d∑
k=1
∫
t,x
∣∣∣∣∣∣
(
d∑
i=1
∂xiβ
ψ
ik(u)
) d∑
j=1
σkj(u)(∂xjϕ)(t, x, u(t, x))


∣∣∣∣∣∣(2.18)
≤
d∑
k=1
‖
d∑
i=1
∂xiβ
ψ
ik(u)‖L2t,x‖
d∑
j=1
σkj(u)(∂xjϕ)(t, x, u(t, x))‖L2t,x
. ‖u0‖L1x + ‖S‖L1t,x + 1.
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We next note that due to (2.12) we have ∂vf(t, x, v) = δv=0 − δu(t,x)=v and thus f ∈
L∞t,x( ˙BVv) ⊆ L
1
t,x;loc(
˙BVv) with ‖f‖L∞t,x( ˙BVv)
≤ 2. Moreover, by (B.4),
(2.19) ‖f‖L1t,x,v . ‖u0‖L1x + ‖S‖L1t,x
and |f | ≤ 1. Hence, f ∈ L1t,x,v ∩ L
∞
t,x,v and, for all σ ∈ [0,
1
2),
‖f‖2
L2t,x;loc(B
σ
2,∞(Rv))
= ‖f‖2
L2t,x;loc(L
2
v)
+ ‖ sup
δ>0
sup
0<|h|<δ
∫
R
|f(t, x, v + h)− f(t, x, v)|2
|h|2σ
dv‖2
L2t,x;loc
. ‖f‖L1t,x;loc(L1v)
+ ‖ sup
δ>0
sup
0<|h|<δ
∫
R
|f(t, x, v + h)− f(t, x, v)|
|h|2σ
dv‖2
L2
t,x;loc
. ‖u0‖L1x + ‖S‖L1t,x + ‖‖f(t, x, ·)‖ ˙BVv‖
2
L2
t,x;loc
. ‖u0‖L1x + ‖S‖L1t,x + 1,
which implies, for all σ ∈ [0, 12 ),
(2.20) ‖f‖
L2
t,x;loc(H
σ,2
v )
. 1 + ‖u0‖L1x + ‖S‖L1t,x .
In order to apply Lemma 2.1 we hence have to localize f . Let ϕ ∈ C∞c ((0, T )×R
d
x ×Rv),
ηδ ∈ C∞(R) satisfy ηδ(v) ∈ [0, 1] for all v ∈ R, |(ηδ)′| . 1
δ
,
(2.21) ηδ(v) =
{
1 for |v| ≥ δ
0 for |v| ≤ δ2
and set ϕδ = ϕηδ. For simplicity we suppress the δ-index in the following. Set f˜ := ϕf ∈
L2t,x(W
σ,2
v ), q˜ := ϕq. Then
∂tf˜ = ϕ
(
− a(v) · ∇f + div(b(v)∇f) + ∂vq + Sδu(t,x)=v(v)
)
+ f∂tϕ
= (−a(v) · ∇f˜ + div(b(v)∇f˜) + ∂v q˜ + ϕSδu(t,x)=v(v)(2.22)
+ a(v) · f∇ϕ− 2∇f · b(v)∇ϕ − fdiv(b(v)∇ϕ) − (∂vϕ)q + f∂tϕ.
Since ϕ is compactly supported and q ∈ M, we have q˜ ∈ MTV . Moreover, due to (2.18)
and S ∈ L1t,x we have
g0 :=ϕSδu(t,x)=v(v) + a(v) · f∇ϕ− 2∇f · b(v)∇ϕ − fdiv(b(v)∇ϕ)
− (∂vϕ)q + f∂tϕ ∈ MTV
with
(2.23) ‖g0‖MTV ≤ ‖u0‖L1x + ‖S‖L1t,x + ‖∂vϕq‖MTV + ‖fφ∂tϕ‖L1t,x,v .
Let s ∈ [0, α
α+1 (β − λ)) and p ∈ [1,
2α+2
2α+1 ). Choose γ ∈ [0, 1) large enough and r > 1 small
enough, such that s < (1 − θ)αβ
r
− λθ and p < 21+θ where θ =
α
r
α
r
+1 . We may assume
u0 ∈ L
1
x ∩ L
2−γ
x , S ∈ L1t,x ∩ L
2−γ
t,x , otherwise there is nothing to be shown. By Lemma 2.4
we have
‖u(t)‖2−γ
L
2−γ
x
+ (1− γ)
∫ t
0
∫
Rd+1
|v|−γq dvdxdr . ‖u0‖
2−γ
L
2−γ
x
+ ‖S‖2−γ
L
2−γ
t,x
.
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We note that, due to (2.21) and (2.11) we may assume a, b ∈ C1 without changing (2.22).
We now apply Lemma 2.1 with η = 0, g1 = q˜, f = f˜ , q = 1, p = 2, σ ∈ (0,
1
2) large enough,
T ≥ 0, O ⊆ Rd compact to obtain that there is a constant C ≥ 0 such that
‖
∫
fϕδφdv‖Lp([0,T ];W˙ s,p(O)) . ‖g
δ
0φ‖MTV + ‖|v|
−γgδ1φ‖MTV + ‖g
δ
1φ
′‖MTV
+ ‖fφ‖Lpt,x(H
σ,p
v ) + ‖fφ‖L1t,x,v + ‖fφ‖L
p
tL
1
x,v
.
Noting that
‖fφ‖LptL1x,v . ‖u‖L
p
tL
1
x
. ‖u0‖L1x ,
by Lemma 2.4, (2.20), (2.19) and (2.23) we obtain that
‖
∫
fϕδφdv‖Lp([0,T ];W˙ s,p(O)) . ‖u0‖L1x + ‖S‖L1t,x + ‖∂vϕq‖MTV + ‖fφ∂tϕ‖L1t,x,v
+ ‖u0‖
2−γ
L
2−γ
x
+ ‖S‖2−γ
L
2−γ
t,x
+ 1.
We next consider the limit δ → 0. Since |ηδ| ≤ 1, the only nontrivial term appearing on the
right hand side is ‖(∂vη
δ)ϕq‖MTV . Let ψ
δ be such that (ψδ)′′ = |∂vη
δ| and |ψδ(r)| ≤ c|r|.
Then ψδ satisfies the assumptions of Lemma 2.5 uniformly in δ which yields the required
bound. Since ϕ is arbitrary, we conclude
‖
∫
fφ dv‖Lp([0,T ];W˙ s,p(O)) . ‖u0‖L1x + ‖u0‖
2−γ
L
2−γ
x
+ ‖S‖L1t,x + ‖S‖
2−γ
L
2−γ
t,x
+ 1.
Since φ is compactly supported, we have ‖
∫
fφ dv‖L∞t,x . 1 which concludes the proof. 
Theorem 2.7. Let u0 ∈ L
1(Rdx), S ∈ L
1([0, T ] × Rdx), mj, nj ≥ 1, j = 1, . . . , d and let u
be the entropy solution to
∂tu+
d∑
j=1
∂xju
nj =
d∑
j=1
∂2xjxju
[mj ] + S(t, x) on (0, T ) × Rd(2.24)
u(0) = u0 on R
d.
We set m = min({mj : j = 1, . . . , d}), m = max({mj : j = 1, . . . , d}) and analogously n,
n. Then, for all
s ∈
[
1,
2
m
(
m ∧ n− 1
m− 1
))
, p ∈
[
1,
2m
1 +m
)
,
all φ ∈ C∞c (Rv), γ ∈ [0, 1) large enough and O ⊂⊂ R
d there is a constant C ≥ 0 such that
(2.25) ‖
∫
fφ dv‖Lp([0,T ];W s,p(O)) ≤ C
(
‖u0‖L1x + ‖u0‖
2−γ
L
2−γ
x
+ ‖S‖L1t,x + ‖S‖
2−γ
L
2−γ
t,x
+ 1
)
.
As a special case, for mj = nj = m, j = 1, . . . , d, we obtain (2.25) for all
s ∈
[
0,
2
m
)
, p ∈
[
1, 2
m
m+ 1
)
.
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Proof. We have
L(iτ, iξ, v) = iτ + i
d∑
j=1
njv
nj−1ξj −
d∑
j=1
mj |v|
mj−1|ξj|
2
=: Lhyp(iτ, iξ, v) + Lpar(ξ, v).
Let I ⊆ R be a bounded set. Then, for |ξ| ∼ J ,
ΩL(τ, ξ; δ) = {v ∈ I : |L(iτ, iξ, v)| ≤ δ}
⊆ ΩLpar(ξ; δ) = {v ∈ I :
d∑
j=1
mj|v|
mj−1|ξj |
2 ≤ δ}
⊆ {v ∈ I : |v|m−1J2 . δ}.(2.26)
Thus,
|ΩL(τ, ξ; δ)| .
(
δ
J2
) 1
m−1
,
i.e. (2.5) is satisfied with β = 2, α = 1
m−1 . Moreover, due to (2.26), for |ξ| ∼ J , v ∈
ΩL(τ, ξ; δ) \ {0},
|∂vL(iτ, iξ, v)||v|
γ =
∣∣∣i d∑
j=1
nj(nj − 1)v
nj−2ξj −
d∑
j=1
mj(mj − 1)v
[mj−2]|ξj|
2
∣∣∣|v|γ
. |v|n−2+γJ + |v|m−2+γJ2
. δ
n−2+γ
m−1 J
− 2(n−2+γ)
m−1
+1 + δ
m−2+γ
m−1 J
− 2(m−2+γ)
m−1
+2
.
Using δ, J ≥ 1 we get
|∂vL(iτ, iξ, v)||v|
γ . δ
m∨n−2+γ
m−1 J2−2
m∧n−2+γ
m−1 ,(2.27)
i.e. (2.6) is satisfied with λ = 2 − 2m∧n−2+γ
m−1 , µ =
m∨n−2+γ
m−1 . An application of Corollary
2.6 with γ close to one implies for all
s < s∗ =
2
m
(
m ∧ n− 1
m− 1
)
,
all p < p∗ = 2m1+m , all φ ∈ C
∞
c (Rv), γ ∈ [0, 1) large enough, O ⊂⊂ R
d that there is a
constant C ≥ 0 and
‖
∫
fφ dv‖Lp([0,T ];W s,p(O)) ≤ C(‖u0‖L1x + ‖u0‖
2−γ
L
2−γ
x
+ ‖S‖L1t,x + ‖S‖
2−γ
L
2−γ
t,x
+ 1).

Remark 2.8. In Theorem 2.7 only the regularizing effect of the parabolic part is used. It
may be possible that in cases nj << mj the hyperbolic regularizing effect would dominate.
Since we are mostly interested in the parabolic regularization we do not consider this point
here. For related work on hyperbolic averaging we refer to [20].
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3. Isotropic case
In this section we consider parabolic-hyperbolic PDE with isotropic parabolic part, that
is,
∂tf(t, x, v) + a(v) · ∇xf(t, x, v)− b(v)∆xf(t, x, v) =: L(∂t,∇x, v)f(t, x, v)(3.1)
= g0(t, x, v) + ∂vg1(t, x, v),
where a : R → Rd, b : R → R+ ∪ {0} are twice continuously differentiable. The operator
L is given by its symbol
L(iτ, iξ, v) := Lhyp(iτ, iξ, v) + Lpar(ξ, v)
:= iτ + ia(v) · ξ − b(v)|ξ|2,
which by Appendix A satisfies the truncation property uniformly in v ∈ R.
In this isotropic case we may work with a more restrictive non-degeneracy condition, which
will allow to improve the order of integrability obtained in Theorem 2.7.
Definition 3.1 (Isotropic truncation property). i. We say that a function m : Rdξ →
C is isotropic if m is radial, that is, it depends only on |ξ|2 .
ii. Let m : Rdξ ×Rv → C be a Caratheodory function such that m(·, v) is isotropic for
all v ∈ R. Then m is said to satisfy the isotropic truncation property if for every
bump function ψ supported on a ball in C, every bump function ϕ supported in
{ξ ∈ C : 1 ≤ |ξ| ≤ 4} and every 1 < p <∞
Mψ,Jf(x, v) := F
−1
x ϕ
(
|ξ|2
J2
)
ψ
(
m(ξ, v)
δ
)
Fxf(x)
is an Lpx-multiplier for all v ∈ R, J = 2j , j ∈ N and, for all r ≥ 1,∥∥∥‖Mψ,J‖Mp∥∥∥
Lrv
. |Ωm(J, δ)|
1
r ,
where
Ωm(J, δ) := {v ∈ R : |
m(J, v)
δ
| ∈ supp ψ}.
Example 3.2. Consider
L(ξ, v) = −|ξ|2b(v),
for b : R→ R+∪{0} being measurable. Then L satisfies the isotropic truncation property.
Proof. Let ϕ, ψ be as in the definition of the isotropic truncation property. In order
to prove that Mψ,J is an L
p-multiplier we will invoke the Ho¨rmander–Mihlin Multiplier
Theorem [22, Theorem 5.2.7]. We note that
sup
ξ∈Rd
ϕ
(
|ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
<∞
20 BENJAMIN GESS
and
∂ξiϕ
(
|ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
= ϕ′
(
|ξ|2
J2
)
|ξ|2
J2
2ξi
|ξ|2
ψ
(
L(ξ, v)
δ
)
+ ϕ
(
|ξ|2
J2
)
ψ′
(
L(ξ, v)
δ
)
L(ξ, v)
δ
2ξi
|ξ|2
=
[
ϕ′
(
|ξ|2
J2
)
|ξ|2
J2
ψ
(
L(ξ, v)
δ
)
+ ϕ
(
|ξ|2
J2
)
ψ′
(
L(ξ, v)
δ
)
L(ξ, v)
δ
]
2ξi
|ξ|2
= ϕ˜
(
|ξ|2
J2
)
ψ˜
(
L(ξ, v)
δ
)
2ξi
|ξ|2
,
where ϕ˜, ψ˜ are bump functions with the same support properties as ϕ,ψ. Hence, induction
yields
|∂αξ ϕ
(
|ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
| ≤ ϕ˜α
(
|ξ|2
J2
)
ψ˜α
(
L(ξ, v)
δ
)
Cα
|ξ||α|
,
for all multi-indices α with |α| ≤ [d2 ]+1, where where ϕ˜
α, ψ˜α are bump functions with the
same support properties as ϕ,ψ. The Ho¨rmander–Mihlin Multiplier Theorem thus implies
that
ϕ
(
|ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
∈Mp
for all 1 < p <∞ with
‖ϕ
(
|ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
‖Mp ≤ Cd,p sup
ξ∈Rd
ϕ˜
(
|ξ|2
J2
)
ψ˜
(
L(ξ, v)
δ
)
,
where ϕ˜, ψ˜ are bump functions as above. Hence,
‖ϕ
(
|ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
‖Mp ≤ Cd,p sup
J≤|ξ|≤2J
ψ˜
(
L(ξ, v)
δ
)
.
Hence,
∥∥∥‖ϕ( |ξ|2
J2
)
ψ
(
L(ξ, v)
δ
)
‖Mp
∥∥∥
Lrv
.
(∫
sup
J≤|ξ|≤2J
ψ˜
(
L(ξ, v)
δ
)
dv
) 1
r
.
(∫
sup
J≤|ξ|≤2J
1 |ξ|2b(v)
δ
∈ supp ψ˜
dv
) 1
r
.
(∫
1 |J|2b(v)
δ
∈ supp ψ˜
dv
) 1
r
.
(
|{v ∈ R :
|J |2b(v)
δ
∈ supp ψ˜|}
) 1
r
= |ΩL(J, δ)|
1
r .

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3.1. Averaging Lemma. Working with the isotropic truncation property allows to prove
a similar statement to Lemma 2.1, but without the restriction to p ≤ 2. This leads to an
improved estimate on the integrability of the solution.
Lemma 3.3. Let f ∈ Lr
′
v (L
p
t,x) for 1 < p <∞, r
′ ∈ (1,∞] solve, in the sense of distribu-
tions,
(3.2) L(∂t,∇x, v)f(t, x, v) = ∆
η
2
x g0(t, x, v) + ∂v∆
η
2
x g1(t, x, v) on Rt × R
d
x × Rv
with gi being Radon measures satisfying
(3.3) |g0|(t, x, v) + |g1|(t, x, v)|v|
−γ ∈
{
Lq(Rt × R
d
x × Rv), 1 < q ≤ 2
MTV (Rt × R
d
x × Rv), q = 1,
for some γ ≥ 0, η ≥ 0, 1 ≤ q ≤ min(p, 2) and L(∂t,∇x, v) as in (3.1) with corresponding
symbol L(iτ, iξ, v) = Lhyp(iτ, iξ, v) + Lpar(ξ, v). Let I ⊆ R be a not necessarily bounded
interval, set
ωL(J ; δ) := sup
τ∈R, ξ∈Rd,|ξ|∼J
|ΩL(τ, ξ; δ)|, ΩL(τ, ξ; δ) = {v ∈ I : |L(iτ, iξ, v)| ≤ δ},
and suppose that the following non-degeneracy condition holds: There exist α, β > 0 such
that
(3.4) ωL(J ; δ) . (
δ
Jβ
)α ∀δ ≥ 1, J ≥ 1.
Moreover, assume that there exist λ ≥ 0 and µ ∈ [0, 1] such that, for all δ ≥ 1, J ≥ 1,
(3.5) sup
τ,|ξ|∼J
sup
v∈ΩL(τ,ξ;δ)
|∂vL(iτ, iξ, v)||v|
γ . Jλδµ
and αβ
q′
≤ λ+ η. Assume that Lpar satisfies the isotropic truncation property with
(3.6) |ΩLpar(J, δ)| . (
δ
Jβ
)α ∀δ ≥ 1, J ≥ 1.
Then, for all φ ∈ C∞b (I), s ∈ [0, s
∗), p˜ ∈ [1, p∗), T ≥ 0, O ⊂⊂ Rd, there is a constant
C ≥ 0 such that
‖
∫
f(t, x, v)φ(v) dv‖Lp˜([0,T ];W˙ s,p˜(O)) ≤ C
(
‖g0φ‖Lqt,x,v + ‖|v|
−γg1φ‖Lqt,x,v(3.7)
+ ‖g1φ
′‖Lqt,x,v + ‖fφ‖Lr′v (L
p
t,x)
+ ‖fφ‖Lqt,xL1v + ‖fφ‖Lp˜tL1x,v
)
with s∗ := (1− θ)αβ
r
+ θ(αβ
q′
− λ− η), where θ = θα and p
∗ are given by
θ :=
α
r
α(1
r
− 1
q′
) + 1
∈ (0, 1),
1
p∗
:=
1− θ
p
+
θ
q
,
1
r
+
1
r′
= 1.
An analogous estimate can be given for inhomogeneous Sobolev spaces.
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Proof. The proof proceeds analogously to the one of Lemma 2.1. The only change appears
in the estimation of f0. We may assume that ψ0 is of the form ψ0(ia + b) = ψ
1
0(a)ψ
2
0(b)
with ψi0 being locally supported bump functions. Hence,
ψ0
(
L(iτ, iξ, v)
δ
)
= ψ10
(
Lhyp(iτ, iξ, v)
δ
)
ψ20
(
Lpar(ξ, v)
δ
)
and
‖ϕ1(
ξ
2j
)ψ0
(
L(iτ, iξ, v)
δ
)
‖Mp . ‖ϕ1(
ξ
2j
)ψ20
(
Lpar(ξ, v)
δ
)
‖Mp .
The isotropic truncation property and (3.6) then imply∥∥∥‖ϕ1( ξ
2j
)ψ0
(
L(iτ, iξ, v)
δ
)
‖Mp
∥∥∥
Lrv
. |ΩLpar(2
j , δ)|
1
r . (
δ
2jβ
)
α
r .
Hence,
‖
∫
f0j φdv‖Lpt,x = ‖
∫
F−1t,x ϕ1(
ξ
2j
)ψ0
(
L(iτ, iξ, v)
δ
)
Ft,xf
0φdv‖Lpt,x
≤
∫
‖F−1t,x ϕ1(
ξ
2j
)ψ0
(
L(iτ, iξ, v)
δ
)
Ft,xf
0φ‖Lpt,x dv
.
∫
‖F−1t,x ϕ1(
ξ
2j
)ψ0
(
L(iτ, iξ, v)
δ
)
Ft,x‖Mp‖f
0φ‖Lpt,x dv
≤
∥∥∥‖ϕ1( ξ
2j
)ψ0
(
L(iτ, iξ, v)
δ
)
‖Mp
∥∥∥
Lrv
‖f0φ‖Lr′v L
p
t,x
. (
δ
2jβ
)
α
r ‖f0φ‖Lr′v L
p
t,x
.
The proof then proceeds as before, the only difference being that we do not have to restrict
to 1 < p ≤ 2 and the modified definition of r, r′. 
3.2. Porous media equations. In this section we consider porous media equations with
a source of the type
∂tu = ∆u
[m] + S(t, x) on (0, T ) ×Rdx,(3.8)
u(0) = u0,
where u0 ∈ L
1(Rdx), S ∈ L
1([0, T ]× Rdx), T ≥ 0 and m > 1.
As in [11], the kinetic form to (3.8) reads, with f = χ(u(t, x), v), q ∈ M+,
∂tf = m|v|
m−1∆f + ∂vq + S(t, x)δu(t,x)(v) on (0, T ) × R
d
x × Rv.(3.9)
For the notion and well-posedness of entropy solutions to (3.8) see Appendix B. As before,
let L(∂t,∇x, v)f = ∂tf −m|v|
m−1∆f with symbol
L(iτ, ξ, v) :=Lhyp(iτ) + Lpar(ξ, v)
:=iτ −m|v|m−1|ξ|2.
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Theorem 3.4. Let u0 ∈ (L
1 ∩ L1+ε)(Rdx), S ∈ (L
1 ∩ L1+ε)([0, T ] × Rdx) for some ε > 0.
Let u be the unique entropy solution to (3.8). Then, for all
s ∈ [0,
2
m
), p ∈ [1,m)
we have
u ∈ Lp([0, T ]; W˙ s,ploc (R
d
x)).
In addition, for all O ⊂⊂ Rd there is a constant C = C(m, p, s, ε, T,O) such that
‖u‖Lp([0,T ];W˙ s,p(O)) ≤ C
(
‖u0‖
2
L1x∩L
1+ε
x
+ ‖S‖2
L1t,x∩L
1+ε
t,x
+ 1
)
.
Proof. Let s ∈ [0, 2
m
), p ∈ [1,m). We have f ∈ L1t,x,v ∩ L
∞
t,x,v and thus f ∈ L
p˜
v(L
p˜
t,x) for all
p˜ ≥ 1 with
(3.10) ‖f‖p˜
L
p˜
v(L
p˜
t,x)
≤ ‖f‖L1v(L1t,x).
This bound will replace the property f ∈ L2t,x;loc(H
σ,2
v ) used in the proof of Corollary 2.6,
which is possible due to Lemma 3.3. As a consequence, the localization of f performed
in Corollary 2.6 is not required here. In order to apply (3.3) we need to extend (3.9)
to all time t ∈ R, which can be done by multiplication with a smooth cut-off function
ϕ ∈ C∞c (0, T ). Let η = 0, α =
1
m−1 , β = 2 and choose γ ∈ [0, 1) large enough and r ≥ 1
small enough such that λ = 2− 2m−2+γ
m−1 = 2(
1−γ
m−1 ) is such that
(1− θ)β
α
r
− θ(λ+ η) = θ(
β
r
− λ)
=
2
m
(
1
r
− (
1− γ
m− 1
)
)
> s,
where θ = 1
m
. Next, choose p˜ large enough, such that p∗ = m
(
p˜
m−1+p˜
)
> p and note
1−θ
p˜
+ θ = 1
p∗
. We can choose p˜, r such that p˜ = r′. Let g0 = δv=u(t,x)S + f∂tϕ, g1 = q.
In order to treat the possible singularity of ∂vL at v = 0 we proceed as in Corollary 2.6,
i.e. first cutting out the singularity, then controlling the respective error uniformly by
Lemma 2.5. Note that L satisfies (3.4), (3.5) on R \ {0} for all γ ∈ [0, 1) and Lpar satisfies
the isotropic truncation property with (3.6). With these choices, Lemma 3.3 with p = p˜,
q = 1 and φ ≡ 1 yields
‖u‖Lp([0,T ];W˙ s,p(O)) . ‖δv=u(t,x)S‖MTV + ‖f0‖L1xL1v + ‖|v|
−γq‖MTV
+ ‖f‖
L
p˜
v(L
p˜
t,x)
+ ‖f‖L1t,xL1v + ‖f‖L
p
t,xL
1
v
. ‖S‖L1t,x + ‖u0‖L1x + ‖|v|
−γq‖MTV + ‖f‖L1t,xL1v + ‖f‖L
p
tL
1
x,v
+ 1.
The fact that, for all η ∈ [1,∞),
‖f‖Lηt,xL1v = ‖u‖L
η
t,x
. ‖u0‖Lηx + ‖S‖Lηt,x ,
‖f‖LηtL1x,v = ‖u‖L
η
t L
1
x
. ‖u0‖L1x + ‖S‖L1t,x
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and Lemma 2.4 thus imply
‖u‖Lp([0,T ];W˙ s,p(O)) . ‖u0‖
2
L1x∩L
2−γ
x
+ ‖S‖2
L1t,x∩L
2−γ
t,x
+ 1.
Since p∗ > p, choosing γ ∈ (0, 1) large enough so that 2− γ ≤ 1 + ε yields the claim. 
Remark 3.5. We note that for u0 ∈ L
1
x or S ∈ L
1
t,x the kinetic measure q does not
necessarily have finite mass (cf. e.g. [28]). Therefore, in the literature the cut-off φ ∈
C∞c (R) in (3.7) is required to be compactly supported, which prevents to deduce regularity
estimates for u itself, unless u is bounded. Our arguments allow to avoid this restriction
since we work with the singular moments |v|−γq only, which are shown to be finite in
Lemma 2.4, provided u ∈ L2−γx , S ∈ L
2−γ
t,x .
Remark 3.6. As it has been pointed out in the introduction, the results obtained in [16]
are restricted to fractional differentiability of an order less than one. This restriction is
inherent to the method used in [16]. More precisely, the estimates obtained in [16] are
(informally) based on testing (3.8) with
∫ t
0 ∆u
[m] dr, integrating in space and time and
using Ho¨lder’s inequality, which leads to the energy inequality (neglecting constants)∫ T
0
∫
(∇u[
m+1
2
])2dxdr ≤
∫
u2(0)dx.(3.11)
The regularity estimates are then deduced from (3.11) alone. In [16] these formal com-
putations are made rigorous, a careful treatment of boundary conditions is given and the
bound on
∫ T
0
∫
(∇u[
m+1
2
])2dxdr is used to prove (1.8). Since (3.11) only involves derivatives
of first order, it does not seem possible to deduce higher than first order differentiability
from this.
4. Degenerate parabolic Anderson model
We consider the degenerate parabolic Anderson model
∂tu = ∂xxu
[m] + uS on (0, T )× I,(4.1)
uε = 0 on ∂I,
with m ∈ (1, 2), I ⊆ R a bounded, open interval and S being a distribution only. As
for the parabolic Anderson model (cf. [17,18]), the particular example we have in mind is
S = ξ being spatial white noise. Accordingly, we assume that, locally on R,
(4.2) S ∈ B
− 1
2
−ε
∞,∞ for all ε > 0.
The choice of zero Dirichlet boundary data in (4.1) is for simplicity only and the arguments
of this section can easily be adapted to the Cauchy problem.
We define weak solutions to (4.1) to be functions u ∈ L2([0, T ];H10 (I)) such that u
[m] ∈
L2([0, T ];H10 (I)) and (4.1) is satisfied in the sense of distributions. We will prove the
following regularity estimate for a weak solution to (4.1).
Corollary 4.1. Let u0 ∈ L
m+1(I). Then there exists a weak solution u to (4.1) satisfying,
for all p ∈ [1,m), s ∈ [0, 32
1
m
),
u ∈ Lp([0, T ];W s,ploc (I)),
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with, for all T ≥ 0, O ⊂⊂ I,
‖u‖Lp([0,T ];W s,p(O)) . ‖u0‖
m+1
Lm+1(I)
+ ‖S‖τ
B
−η
∞,∞
+ 1,
for some τ ≥ 2 and η ∈ (12 , 1] small enough.
The proof of the above Proposition is a consequence of establishing according uniform
regularity estimates (see Theorem 4.5 below) for the approximating problem
∂tu
ε = ∂xx(u
ε)[m] + uεSε(x) on (0, T ) × I,(4.3)
uε = 0 on ∂I,
where Sε ∈ C∞(R) with ‖Sε‖
B
− 12−ε
∞,∞
≤ ‖S‖
B
− 12−ε
∞,∞
and Sε → S locally in B
− 1
2
−ε
∞,∞ for all
ε > 0. These estimates will be derived from the kinetic formulation of (4.3). Informally,
with χε := χ(uε) the kinetic form reads, in the sense of distributions,
∂tχ
ε = m|v|m−1∂xxχ
ε + δuε(t,x)=vu
εSε + ∂vq
ε
= m|v|m−1∂xxχ
ε + χεSε + ∂vq
ε − ∂v(χ
εvSε) on (0, T ) × I × R.(4.4)
Definition 4.2. We say that uε ∈ L1([0, T ]× I) is an entropy solution to (4.3) if
(i) for every α ∈ (0,m] there is a constant K1 ≥ 0 such that
(4.5) ‖∂x(u
ε)[
m+α
2
]‖L2([0,T ]×I) ≤ K1.
(ii) χε = χ(uε) satisfies (4.4), in the sense of distributions on (0, T ) × I × R, for some
non-negative, finite measure qε such that,
qε = mε + nε
with mε being a non-negative measure and nε given by
nε = δv=uε(∂x(u
ε)[
m+1
2
])2
and satisfying, for every α ∈ (0,m] with K1 as in (i),
(4.6)
∫
[0,T ]×Rd×R
|v|α−1qε dtdxdv ≤ K1.
The well-posedness of entropy solutions to (4.3) follows along the lines of Theorem B.1 in
Appendix B below. It only remains to show that the constant K1 in (4.5) and (4.6) can
be chosen uniformly in ε.
Lemma 4.3. Let α > 0, τ = 2α+22α+3−m ∈ (1, 2] and u0 ∈ (L
m+1 ∩ Lα+1)(Rdx). Then, for
some constant C = C(α,m, T ),
sup
t∈[0,T ]
∫
I
|uε(t)|α+1dx+
∫ T
0
∫
I
(∂x(u
ε)[
m+α
2
])2dxdr ≤ C
∫
I
|u0|
α+1dx+ C‖S‖τ
′
W−1,τ
′ .
and ∫
[0,T ]×I¯×R
|v|α−1qε drdxdv ≤ C
∫
I
|u0|
α+1dx+ C‖S‖τ
′
W−1,τ
′ .(4.7)
26 BENJAMIN GESS
Proof. First, let u0 ∈ C
∞
c (R
d
x), b
δ ∈ C∞(R) increasing with bδ(u) ≥ δu for all u ∈ R,
bδ(u)→ u[m] locally uniformly and let uε,δ be the classical solution to the approximating
equation
∂tu
ε,δ = ∂xxb
δ(uε,δ) + uε,δSε(x) on (0, T )× I.
For simplicity we drop the ε in the notation. Then, for η ∈ C2(R) convex, Lipschitz
continuous, we obtain∫
I
η(uδ(t))dx =
∫
I
η(u0)dx+
∫ t
0
∫
I
η′(uδ)(∂xxb
δ(uδ) + uδS) dxdr
≤
∫
I
η(u0)dx− c
∫ t
0
∫
I
(∂xF
η(uδ))2dxdr +
∫ t
0
∫
I
η′(uδ)uδS dxdr,
F η(u) :=
∫ u
0
√
η′′(r)(bδ)′(r)dr. Hence, (for a non-relabeled subsequence) we have ∂xF
η(uδ) ⇀
Z for some Z ∈ L2([0, T ];L2(Rdx)). Since u
δ → u in C([0, T ];L1(Rdx)) we have Z = ∂xF
η(u)
which implies∫
I
η(u(t))dx ≤
∫
I
η(u0)dx− c
∫ t
0
∫
I
(∂xF
η(u))2dxdr +
∫ t
0
∫
I
η′(u)uS dxdr,
where F η(u) := m
∫ u
0
√
η′′(r)|r|m−1dr.
Using a suitable approximation of η(u) = |u|α+1 this yields, for some c = c(α,m),∫
I
|u(t)|α+1dx .
∫
I
|u0|
α+1dx− c
∫ t
0
∫
I
(∂xu
[m+α
2
])2dxdr +
∫ t
0
∫
I
|u|α+1Sdxdr.
We further have, for τ ∈ [1, 2) to be chosen later,
(4.8)
∫
I
|u|α+1Sdx . ‖|u|α+1‖τW 1,τ + ‖S‖
τ ′
W−1,τ
′
and, for every η > 0 and some Cη ≥ 0,
‖|u|α+1‖τW 1,τ .
∫
I
|∂x|u|
α+1|τ dx = (α+ 1)τ
∫
I
|u[α]∂xu|
τ dx
= (α+ 1)τ
∫
I
∣∣∣u[α−m+α−22 ]|u|m+α−22 ∂xu∣∣∣τ dx(4.9)
=
4(α+ 1)τ
(m+ α)2
∫
I
|u
α−m+2
2 |τ |∂xu
[m+α
2
]|τ dx
≤ C(
∫
I
Cη|u
α−m+2
2 |
2τ
2−τ + η|∂xu
m+α
2 |2) dx.
Thus, since τ < 2 and choosing η small enough,∫
I
|u(t)|α+1dx .
∫
I
|u0|
α+1dx− c
∫ t
0
∫
I
(∂xu
[m+α
2
])2dxdr
+
∫ t
0
∫
I
|u|(
α−m+2
2
)( 2τ
2−τ
)dxdr + ‖S‖τ
′
W
−1,τ ′
x
.
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Now we choose τ such that (α−m+22 )(
2τ
2−τ ) = α+ 1, i.e. since m− 2 < α,
τ =
2α+ 2
2α + 3−m
∈ (1, 2].
In conclusion, ∫
I
|u(t)|α+1dx .
∫
I
|u0|
α+1dx− c
∫ t
0
∫
I
(∂xu
[m+α
2
])2dxdr
+
∫ t
0
∫
I
|u|α+1dxdr + ‖S‖τ
′
W
−1,τ ′
x
.
Gronwall’s inequality implies∫
I
|uε(t)|α+1dx+
∫ t
0
∫
I
(∂x(u
ε)[
m+α
2
])2dxdr .
∫
I
|u0|
α+1dx+ ‖Sε‖τ
′
W−1,τ
′ .(4.10)
For general initial data u0 ∈ (L
m+1 ∩Lα+1)(Rdx) we choose a sequence of smooth approxi-
mations uδ0 ∈ C
∞
c (R
d
x) such that u
δ
0 → u0 in (L
m+1 ∩Lα+1)(Rdx). The respective solutions
uε,δ satisfy (4.10) and, due to (B.3), we may take the limit δ → 0 to conclude.
In order to establish (4.7) we note that on the approximative level uε,δ the kinetic form is
satisfied with qε,δ = δv=uε,δ (∂x(u
ε,δ)[
m+1
2
])2. Thus,∫
[0,T ]×I¯×R
|v|α−1qε,δdrdxdv =
∫
I
(∂x(u
ε,δ)[
m+α
2
])2dtdx
.
∫
I
|u0|
α+1dx+ ‖Sε‖τ
′
W−1,τ
′ .
Passing to the limit δ → 0 yields (4.7). 
Corollary 4.4. Let u0 ∈ L
m+1(I). Then, there is a unique entropy solution uε to (4.3)
and uε satisfies Definition 4.2 with
K1 . ‖u0‖
m+1
Lm+1
+ ‖S‖τ
B
−η
∞,∞
+ 1
for some τ ≥ 2 and some η ∈ (12 , 1). In particular, the constants K1 in Definition 4.2 can
be chosen uniformly in ε and
‖uε‖2
L2([0,T ];H10 (I))
≤ K1.
Proof. We apply Lemma 4.3 with α ∈ (0,m]. 
Theorem 4.5. Assume (4.2) and let uε be the entropy solution to (4.3). Then, for all
p ∈ [1,m), s ∈ [0, 32
1
m
) we have
uε ∈ Lp([0, T ];W s,ploc (I))
with, for all T ≥ 0, O ⊂⊂ I,
‖uε‖Lp([0,T ];W s,p(O)) ≤ C(‖u0‖
m+1
Lm+1(I)
+ ‖S‖τ
B
−η
∞,∞
+ 1),
for some τ ≥ 2, C independent of ε > 0 and η ∈ (12 , 1) small enough.
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Proof. Let p ∈ [1,m), s ∈ [0, 32
1
m
). For simplicity we drop the ε in the notation. Rewriting
(4.4) we obtain, for η ∈ (12 , 1),
∂tχ = m|v|
m−1∂xxχ+∆
η
2
x ∆
− η
2
x χS︸ ︷︷ ︸
:=g0
+∆
η
2
x ∂v∆
− η
2
x q︸ ︷︷ ︸
=:g1
−∆
η
2
x ∂v∆
− η
2
x χvS︸ ︷︷ ︸
=:g2
(4.11)
= m|v|m−1∂xxχ+∆
η
2
x g0 +∆
η
2
x ∂vg1 −∆
η
2
x ∂vg2 on (0, T )× I × R.
An elementary computation shows ‖χ‖L1t,vW η,1x
. ‖u‖L1tW η,1x
. We next use embedding
results for Besov spaces [3, Proposition 2.78], estimates for the paraproduct of functions
and distributions [30, Section 4.4.3, Theorem 1] and Corollary 4.4 to obtain, for δ > 0
small enough,
‖g0‖L1t,x,v = ‖∆
− η
2
x χS‖L1t,x,v . ‖χS‖L1t,vB
−η
1,1
. ‖χ‖
L1t,vB
η+δ
1,1
‖S‖
B
−η
∞,∞
(4.12)
. ‖u‖
L1t (W
η+2δ,1
x )
‖S‖
B
−η
∞,∞
. ‖u‖2
L2t (H
1
0 )
+ ‖S‖2
B
−η
∞,∞
≤ K1 + ‖S‖
2
B
−η
∞,∞
.
Moreover, using the same reasoning we obtain
(4.13) ‖|v|−1g2‖L1t,x,v = ‖|v|
−1∆
− η
2
x χvS‖L1t,x,v = ‖∆
− η
2
x |χ|S‖L1t,x,v . K1 + ‖S‖
2
B
−η
∞,∞
.
We choose a cut-off function and localize (4.11) as in the proof of Corollary 2.6. Hence,
using (3.10), we may apply Lemma 3.3, with η sufficiently close to 12 , α =
1
m−1 , β = 2,
λ = 2 − 2m−2+γ
m−1 small enough by choosing γ close to one, r > 1 small enough, p = r
′,
q = 1, θ = 1
m
, such that
(1− θ)β
α
r
− θ(λ+ η) = θ(
β
r
− λ− η)
=
1
m
(
3
2
+ (
2
r
− 2) + (2
γ − 1
m− 1
) + (
1
2
− η)
)
> s.
This yields, for all O ⊂⊂ I,
‖u‖Lp([0,T ];W s,p(O)) . ‖∆
− η
2
x χS‖Mt,x,v + ‖∆
− η
2
x |v|
−γq‖Mt,x,v + ‖|v|
−1∆
− η
2
x χvS‖Mt,x,v
+ ‖f‖
Lr
′
t,x,v
+ ‖f‖L1t,x,v + ‖f‖L
p
t,xL
1
v
+ 1.
Hence, since
‖f‖
Lr
′
t,x,v
. ‖f‖L1t,x,v + 1, ‖f‖L1t,x,v = ‖u‖L1t,x , ‖f‖L
p
t,xL
1
v
= ‖u‖Lpt,x
we have, using (4.12), (4.13),
‖u‖Lp([0,T ];W s,p(O)) . K1 + ‖S‖
2
B
−η
∞,∞
+ ‖u‖L1t,x + ‖u‖L
p
t,x
+ 1.
In fact, (4.11) is not exactly of the form (3.1), since g1, g2 allow singular moments of
different order, i.e. γ ∈ (0, 1) for g1, γ = 1 for g2. However, in the proof of Lemma 3.3, the
terms involving g2 only lead to better behaved terms than g1 and thus may be absorbed.
We next note that by the arguments of Lemma 4.3
‖u‖L1t,x . ‖u0‖L1x + ‖S‖
τ
W−1,τ + 1, ‖u‖Lpt,x . ‖u0‖Lm+1x + ‖S‖
τ
W−1,τ + 1
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for some τ ≥ 2. Hence, by Corollary 4.4 we obtain
‖u‖Lp([0,T ];W s,p(O)) .‖u0‖
m+1
Lm+1
+ ‖S‖τ
B
−η
∞,∞
+ ‖u0‖L1x + ‖u0‖Lm+1x + ‖S‖
τ
W−1,τ + 1
.‖u0‖
m+1
Lm+1
+ ‖S‖τ
B
−η
∞,∞
+ 1,
for some τ ≥ 2. 
Proof of Corollary 4.1. By Lemma 4.3 we have
‖uε‖2
L2([0,T ];H10 )
+ ‖∂x(u
ε)[m]‖2L2([0,T ];L2) ≤ C.
Hence, we also have ‖uεSε‖2
W−1,2
. ‖uε‖2
W 1,2
‖Sε‖2
W−1,2
≤ C. By (4.3) we obtain
‖∂tu
ε‖2L2([0,T ];W−1,2) ≤ C.
The Aubin-Lions compactness Lemma yields (for a subsequence)
uε → u in L2([0, T ];L2(I)).
This allows to pass to the limit in the weak form of (4.3). Hence, Theorem 4.5 finishes
the proof. 
Appendix A. Truncation property and basic estimates
From [33, Definition 2.1] we recall the following definition.
Definition A.1. Let m be a complex-valued Fourier multiplier. We say that m has
the truncation property if, for any locally supported bump function ψ on C and any
1 ≤ p < ∞, the multiplier with symbol ψ(m(ξ)
δ
) is an Lp-multiplier as well as an MTV -
multiplier uniformly in δ > 0, that is, its Lp-multiplier norm (MTV -multiplier norm resp.)
depends only on the support and C l size of ψ (for some large l that may depend on m)
but otherwise is independent of δ.
We slightly deviate from the definition of the truncation property given in [33, Definition
2.1] since we require it to hold also for p = 1 and on MTV . In [33, Section 2.4] it was
shown that multipliers corresponding to parabolic-hyperbolic PDE satisfy the truncation
property for p > 1. Accordingly we extend this property to our Definition in the following
example.
Example A.2. Let
m(τ, ξ, v) = iτ + ia(v) · ξ − (ξ, b(v)ξ)
for some measurable a : R→ Rd, b : R→ Sd×d+ . Then, m satisfies the truncation property
uniformly in v.
Proof. Following [33, Section 2.4] it remains to consider the cases p = 1 andMTV . Arguing
as in [33, Section 2.4] we can consider the cases m(τ, ξ, v) = iτ + ia(v) · ξ and m(τ, ξ, v) =
−(ξ, b(v)ξ) separately. By invariance under linear transformations, arguing again as in [33,
Section 2.4] it is enough to consider ψ(iξ1), ψ(|ξ|
2). Due to [22, Theorem 2.5.8] in order to
prove that these are L1-multipliers, we need to show that their inverse Fourier transforms
have finite L1 norm, which is true since ψ is a bump function. Again by [22, Theorem
2.5.8] an operator is an L1-multiplier if and only if it is given by the convolution with a
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finite Borel measure. As such, it can be extended to a multiplier on MTV with the same
norm. 
We next provide a basic Lp estimate for symbols satisfying the truncation property uni-
formly. The following estimate is an extension of [33, Lemma 2.2] by making use of reg-
ularity in the v component of f . As pointed out in the introduction, this allows to avoid
bootstrapping arguments in the applications, which is crucial, since these bootstrapping
arguments do not allow to conclude a regularity of order more than one.
Lemma A.3. Assume that m(ξ, v) satisfies the truncation property uniformly in v. Let
ϕ, φ be bounded, smooth functions, ψ be a smooth cut-off function and Mψ be the Fourier
multiplier with symbol ϕ(ξ)ψ
(
m(ξ,v)
δ
)
. Then, for all 1 < p ≤ 2, σ ≥ 0, r ∈ ( p
′
1+σp′ , p
′] ∩
(1,∞),
‖
∫
Mψfφ dv‖Lpx . ‖fφ‖Lpx(Hσ,pv ) sup
ξ∈ supp ϕ
|Ωm(ξ, δ)|
1
r ,
where Ωm(ξ, δ) = {v ∈ supp φ : |m(ξ, v)| ≤ δ}. Moreover,
‖
∫
Mψfφ dv‖MTV ;x . ‖fφ‖MTV ;x .
Proof. We first consider the case p = 2. Then
‖
∫
Mψfφ dv‖L2x . ‖
∫
F−1x ϕ(ξ)ψ
(
m(ξ, v)
δ
)
fˆφ dv‖L2x
= ‖
∫
ϕ(ξ)ψ
(
m(ξ, v)
δ
)
fˆφ dv‖L2ξ
.
∥∥ϕ(ξ)‖ψ(m(ξ, v)
δ
)
‖
H
−σ,2
v
‖fˆφ‖
H
σ,2
v
∥∥
L2ξ
. sup
ξ∈ supp ϕ
‖ψ
(
m(ξ, v)
δ
)
‖
H
−σ,2
v
‖fˆφ‖
L2ξ(H
σ,2
v )
.
Note
‖fˆφ‖2
L2ξ(H
σ,2
v )
=
∫
‖fˆφ‖2
H
σ,2
v
dξ =
∫
|(1 + ∆v)
σ
2 fˆφ|2 dvdξ
=
∫
|Fx(1 + ∆v)
σ
2 fφ|2 dξdv =
∫
|(1 + ∆v)
σ
2 fφ|2 dxdv
=
∫
‖fφ‖2
H
σ,2
v
dx = ‖fφ‖2
L2xH
σ,2
v
.
By Sobolev embeddings (cf. e.g. [3, Theorem 1.66]) we have Hσ,2v →֒ Lr
′
v for all r
′ ∈
[2, 21−2σ ] ∩ R. Hence, for r ∈ [
2
1+2σ , 2] ∩ (1,∞) we have L
r
v →֒ H
−σ,2
v . Fix r ∈ [
2
1+2σ , 2] ∩
(1,∞) arbitrary. Then
‖
∫
Mψfφ dv‖L2x . sup
ξ∈ supp ϕ
‖ψ
(
m(ξ, v)
δ
)
‖Lrv‖fφ‖L2x(H
σ,2
v )
. sup
ξ∈ supp ϕ
|Ωm(ξ, δ)|
1
r ‖fφ‖
L2x(H
σ,2
v )
.
This finishes the proof in case of p = 2.
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Due to the truncation property (on L1 and MTV ) uniform in v, we have, for all η ≥ 1,
‖
∫
Mψfφ dv‖Lηx . ‖fφ‖Lηx,v
and
‖
∫
Mψfφ dv‖MTV . ‖fφ‖MTV .
We now conclude by interpolation: From the above we have that Mψf :=
∫
Mψfφ dv is a
bounded linear operator in L(L2x(H
σ,2
v );L2x) ∩ L(L
η
x,v;L
η
x). By complex interpolation, for
θ ∈ (0, 1), Mψ is a bounded linear operator in L([L
2
x(H
σ,2
v ), L
η
x,v]θ; [L
2
x, L
η
x]θ). Interpolation
of Banach space valued Lp-spaces yields
[L2x(H
σ,2
v ), L
η
x,v]θ = L
2
1+θ( 2η−1)
x ([H
σ,2
v , L
η
v ]θ).
Next we note that, for η > 1,
[Hσ,2v , L
η
v ]θ = H
(1−θ)σ, 2
1+θ( 2η−1)
v
Hence,
[L2x(H
σ,2
v ), L
η
x,v]θ ⊇ L
2
1+θ( 2η−1)
x (H
(1−θ)σ, 2
1+θ( 2η−1)
v )
[L2x, L
η
x]θ = L
2
1+θ( 2η−1) .
Let now p ∈ (1, 2). Let η > 1 be such that θ = 2−p
p
η
2−η ∈ (0, 1), i.e. p =
2
1+θ( 2
η
−1)
. Then,
in conclusion, for all σ > 0 and all r ∈ [ 21+2σ , 2] ∩ (1,∞),
‖
∫
Mψfφ dv‖Lp = ‖
∫
Mψfφ dv‖
L
2
1+θ( 2η−1)
. ‖Mψ‖
1−θ
L(L2x(H
σ,2
v );L2x)
‖Mψ‖
θ
L(Lηx,v;L
η
x)
‖fφ‖
L
2
1+θ( 2η−1)
x (H
(1−θ)σ, 2
1+θ( 2η−1)
v )
. sup
ξ
|Ωm(ξ, δ)|
2
rp′ ‖fφ‖
L
p
x(H
2σ
p−η
p(2−η)
,p
v )
.
Now given σ > 0 we apply the above with σ replaced by σ′ := p(2−η)2(p−η)σ > 0 and η > 1
small enough. Again choosing η > 1 small enough, this yields the claim for all r ∈
( p
′
1+σp′ , p
′] ∩ (1,∞). 
Appendix B. Entropy solutions for parabolic-hyperbolic PDE with a
source
In this section we present a sketch of the proof of well-posedness of entropy/kinetic solu-
tions for PDE of the type
(B.1) ∂tu+ divA(u) = div (b(u)∇u) + S(t, x) on (0, T ) × R
d
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with
u0 ∈ L
1(Rd), S ∈ L1([0, T ]× Rd)
a = A′ ∈ L∞loc(R;R
d)(B.2)
bij(·) =
d∑
k=1
σik(·)σkj(·), σik ∈ L
∞
loc(R;R
d).
Theorem B.1. Let u0 ∈ L
1(Rd), S ∈ L1([0, T ] × Rd). Then there is a unique entropy
solution u to (B.1) satisfying u ∈ C([0, T ];L1(Rd)). For two entropy solutions u1, u2 with
initial conditions u10, u
2
0 and forcing S
1, S2 we have
(B.3) sup
t∈[0,T ]
‖u1(t)− u2(t)‖L1(Rd) ≤ ‖u
1
0 − u
2
0‖L1(Rd) + ‖S
1 − S2‖L1([0,T ]×Rd).
Moreover, if u0 ∈ L
p(Rd), S ∈ Lp([0, T ]× Rd) for some p ∈ [1,∞), then
sup
t∈[0,T ]
‖u(t)‖Lpx ≤ C(‖u0‖Lpx + ‖S‖Lpt,x),(B.4)
for some constant C = C(T, p).
Proof. Uniqueness: We present a sketch of the proof. The argument is a combination
of [11,20] and is rigorously justified following the convolution error estimates from [11,20].
Owing to [20, proof of Theorem 11] we note that g(t, x, v) = 1v<u(t,x) satisfies the same
kinetic equation as f . We further note that, informally, due to Definition 2.3, (ii), (iii),
n(t, x, v) = δv=u(t,x)
d∑
k=1
(
d∑
i=1
∂xiβik(u(t, x))
)2
.
We next note that,
∂t
∫
R
g1(1 − g2) dv =
∫
R
∂tg
1(1− g2)− g1∂tg
2 dv
=
∫
R
(−a(v) · ∇xg
1 + div(b(v)∇xg
1) + ∂vq
1 + δv=u1S
1)(1− g2)
− g1(−a(v) · ∇xg
2 + div(b(v)∇xg
2) + ∂vq
2 + δv=u2S
2) dv
=− divx
∫
R
(a(v)g1(1− g2) dv + 2
∫
R
∇xg
1 · b(v)∇xg
2 dv
+
∫
R
(q1∂vg
2 + ∂vg
1q2) dv +
∫
(δv=u1S
1)(1 − g2)− g1(δv=u2S
2) dv.
Concerning the forcing, as in [20], we observe that∫
R
(δv=u1S
1)(1− g2)− g1(δv=u2S
2) dv = 1u1≥u2(S
1 − S2).
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Next, as in [11],
∫
R
(q1∂vg
2 + ∂vg
1q2) dv = −
∫
R
(q1δv=u2 + δv=u1q
2) dv
≤ −
∫
R
d∑
k=1
(
d∑
i=1
∂xiβik(u
1)
)2
δv=u1δv=u2 + δv=u1δv=u2
d∑
k=1
(
d∑
i=1
∂xiβik(u
2)
)2
dv
≤ −2
∫
R
δv=u1δv=u2
d∑
k=1

 d∑
i=1
∂xiβik(u
1)
d∑
j=1
∂xjβjk(u
2)

 dv
= −2
∫
R
δv=u1δv=u2
d∑
i,j,k=1
σik(u
1)∂xiu
1σjk(u
2)∂xju
2 dv
= −2
∫
R
δv=u1δv=u2
d∑
i,j=1
bij(v)∂xiu
1∂xju
2 dv.
Note that, informally (justified as in [11] based on the chain-rule Definition 2.3 (ii)),
2
∫
R
∇xg
1 · b(v)∇xg
2 dv = 2
d∑
i,j=1
∫
R
bij(v)δv=u1∂xiu
1δv=u2∂xju
2 dv.
We thus obtain that
∂t
∫
Rd+1
g1(1− g2) dvdx ≤
∫
Rd
1u1≥u2(S
1 − S2) dx.
Since
∫
g1(1− g2) dvdx =
∫
(u1 − u2)+ dx this implies
∫
Rd
(u1(t)− u2(t))+ dx ≤
∫
Rd
(u10 − u
2
0)+ dx+
∫ t
0
∫
Rd
1u1≥u2(S
1 − S2) dxdr,
which by reversing the roles of u1 and u2 implies (B.3).
Existence: Step 1: Assume that u0 ∈ C
∞
c (R
d
x), S ∈ C
∞
c ((0, T ) × R
d
x).
The construction of solutions relies on a smooth, non-degenerate approximation of A, b.
Let Aε : R → Rd, bε : R → Sd×d+ be smooth, Lipschitz continuous, satisfying b
ε(u) ≥ εId
for all u ∈ R, ε > 0 and Aε, bε → A, b locally uniformly. Then, by [26] there is a classical
solution to
(B.5) ∂tu
ε + divAε(uε) = div (bε(uε)∇uε) + S(t, x) on (0, T ) ×Rdx.
34 BENJAMIN GESS
For η ∈ C2(Rv) convex we have
∂t
∫
Rdx
η(uε(t))dx =
∫
Rdx
η′(uε(t))(−divAε(uε) + div (bε(uε)∇uε) + S(t, x))dx
=
∫
Rdx
−η′(uε(t))(Aε)′(uε) · ∇uε − η′′(uε(t))(∇uε · bε(uε)∇uε)(B.6)
+ η′(uε(t))S(t, x) dx
≤
∫
Rdx
η′(uε(t))S(t, x) dx.
Hence, by a standard approximation argument, for all p ∈ [1,∞),
1
p
∂t
∫
Rdx
|uε(t)|pdx ≤
∫
Rdx
uε(t)[p−1]S(t, x)dx .
∫
Rdx
|uε(t)|p + |S(t, x)|p dx
and thus
sup
t∈[0,T ]
‖uε(t)‖Lpx ≤ C(‖u0‖Lpx + ‖S‖Lpt,x).(B.7)
By the L1-contraction (B.3) we further have, uniformly in ε > 0,
sup
t∈[0,T ]
‖uε‖ ˙BV x ≤‖u0‖ ˙BV x + sup
t∈[0,T ]
‖S‖ ˙BV x
‖∂tu
ε(t, ·)‖L1x ≤‖∂tu
ε(0)‖L1x + ‖∂tS‖L1t,x
≤‖divA(u0) + div(b(u0)∇u0) + S(0, ·)‖L1x + ‖∂tS‖L1t,x .
Since uε is a classical solution it is easy to verify that uε is an entropy solution following
the lines of [11, Section 7]. The above estimates imply the convergence (of a non-relabeled
subsequence) uε → u in C([0, T ];L1(Rd)). The verification that u is an entropy solution
again follows from the same arguments as [11, Section 7]. The Lp bound (B.4) follows
from (B.7).
Step 2: Let now u0 ∈ L
1(Rdx), S ∈ L
1((0, T ) × Rdx).
We choose uε0 ∈ C
∞
c (R
d), Sε ∈ C∞c ((0, T ) × R
d)) such that uε0 → u0 in L
1(Rdx) and
Sε → S in L1((0, T ) × Rd)). By the L1-contraction (B.3) this implies that uε → u in
C([0, T ];L1(Rd)). The verification that u is an entropy solutions again follows along the
lines of [11, Section 7, Step 2]. 
Appendix C. The case m ≥ 2
In this section we present an improvement of the results obtained in [16]. We consider
(C.1) ∂tu+ divA(u) = ∆u
[m] + S(t, x) on (0, T )× Rdx
where
u0 ∈ L
1(Rdx), S ∈ L
1([0, T ]× Rdx)
a = A′ ∈ L∞loc(R;R
d),(C.2)
u[m] = |u|m−1u with m ≥ 2.
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By [11] and Appendix B there is a unique entropy solution to (C.1).
Lemma C.1. Let γ > 0, u0 ∈ (L
1 ∩ L1+γ)(Rdx) and S ∈ (L
1 ∩ L1+γ)([0, T ] × Rdx). Then,
there are cγ,m, Cγ > 0 such that
sup
t∈[0,T ]
‖u(t)‖1+γ1+γ + cγ,m
∫ T
0
∫
Rdx
(∇u[
γ+m
2
])2dx ≤ Cγ(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
).
Proof. First let u0 ∈ C
∞
c (R
d
x), S ∈ C
∞
c ((0, T ) × R
d
x) and A
ε be smooth, Lipschitz contin-
uous with Aε → A locally uniformly. Then, for ε > 0, there is a unique classical solution
to
∂tu
ε + divAε(uε) = ε∆uε +∆(uε)[m] + S(t, x) on (0, T )× Rdx.
From (B.6) we have, for η ∈ C2(R) convex, Lipschitz continuous,
∂t
∫
Rdx
η(uε(t))dx ≤
∫
Rdx
−η′′(uε(t))|∇uε(t)|2|uε(t)|m−1 + η′(uε(t))S(t, x)dx
≤
∫
Rdx
−|∇F η(uε(t))|2 +
γ
1 + γ
|η′(uε(t))|
1+γ
γ +
1
1 + γ
|S(t, x)|1+γdx,
where F η(u) := m
∫ u
0
√
η′′(r)|r|m−1dr. Integrating in time and choosing a suitable ap-
proximation of η this inequality may be applied to η(u) = |u|1+γ , which yields∫
Rdx
|uε(t)|1+γdx .
∫
Rdx
|u0|
1+γdx−
4γm(1 + γ)
(γ +m)2
∫ t
0
∫
Rdx
(∇(uε)[
γ+m
2
])2 dx
+
∫
Rdx
|uε|1+γ + |S(t, x)|1+γ dx.
Gronwall’s inequality yields
sup
t∈[0,T ]
‖uε(t)‖1+γ
L
1+γ
x
+ cγ,m
∫ T
0
∫
Rdx
(∇(uε)[
γ+m
2
])2dxds ≤ Cγ(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
).(C.3)
From the construction of entropy solutions (Theorem B.1) we have uε → u in C([0, T ];L1(Rdx)).
Moreover, by (C.3) for a non-relabeled subsequence ∇(uε)[
γ+m
2
] ⇀ Z in L2([0, T ] × Rdx).
Since uε → u a.e. we have Z = ∇(u)[
γ+m
2
] which allows to pass to the limit in (C.3).
For general u0 ∈ (L
1∩L1+γ)(Rdx), S ∈ (L
1∩L1+γ)([0, T ]×Rdx) we choose smooth, compactly
supported approximations uε0, S
ε with ‖uε0‖
1+γ
L
1+γ
x
≤ ‖u0‖
1+γ
L
1+γ
x
and ‖Sε‖1+γ
L
1+γ
t,x
≤ ‖S‖1+γ
L
1+γ
t,x
and
uε0 → u0, S
ε → S in L1. The corresponding entropy solution uε then satisfies (C.3). Due
to Theorem B.1 we have uε → u in C([0, T ];L1(Rdx)) which allows to pass to the limit in
(C.3) as above. 
For p ∈ [1,∞), s ∈ (0, 1) we recall
‖f‖p
N˙ s,p
:= sup
δ>0
sup
0<|z|<δ
∫
Rdx
∣∣∣∣ |f(x+ z)− f(x)||z|s
∣∣∣∣p dx
and
‖f‖pN s,p = ‖f‖
p
Lp + ‖f‖
p
N˙ s,p
.
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Theorem C.2. Let γ > 0, m ≥ 2 and u0 ∈ (L
1∩L1+γ)(Rdx), S ∈ (L
1∩L1+γ)([0, T ]×Rdx).
Then
‖u‖m+γ
Lm+γ([0,T ];N˙
2
m+γ ,m+γ(Rdx))
≤ Cγ,m(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
).
If, in addition, u0 ∈ L
m+γ(Rdx), S ∈ L
m+γ([0, T ]×Rdx) then u ∈ L
m+γ([0, T ];N
2
m+γ
,m+γ(Rdx))
with
(C.4) ‖u‖m+γ
Lm+γ ([0,T ];N
2
m+γ ,m+γ(Rdx))
≤ Cγ,m(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
+ ‖u0‖
m+γ
L
m+γ
x
+ ‖S‖m+γ
L
m+γ
t,x
).
Proof. We again restrict to giving the informal derivation, the rigorous justification is
standard by considering a vanishing viscosity approximation first, then using lower semi-
continuity. From [16, Lemma 4.1] we recall the elementary inequality, for m ≥ 2,
|r − s|m ≤ c|r[
m
2
] − s[
m
2
]|2 ∀r, s ∈ R,
for some c > 0. Hence,
|∆heu(x)|
m = |u(x+ he)− u(x)|m ≤ c|u(x+ he)[
m
2
] − u(x)[
m
2
]|2
= c|∆heu
[m
2
](x)|2
and thus, using Lemma C.1,∫ T
0
sup
h>0
sup
e∈Rd,|e|=1
∫
Rd
∣∣∣∣∆heu(t, x)
h
2
m+γ
∣∣∣∣m+γ dxdt
=
∫ T
0
sup
h>0
sup
e∈Rd,|e|=1
∫
Rd
h−2
∣∣∣∆heu(t, x)∣∣∣m+γ dxdt
≤ c
∫ T
0
sup
h>0
sup
e∈Rd,|e|=1
∫
Rd
h−2|∆heu
[m+γ
2
](t, x)|2dxdt
≤ c
∫ T
0
∫
Rd
|∇u[
m+γ
2
](t, x)|2dxdt
≤ Cγ,m(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
).
This implies ∫ T
0
‖u(t, ·)‖m+γ
N˙
2
m+γ ,m+γ(Rdx)
dt ≤ Cγ,m(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
).
Using Lemma C.1 with γ replaced by m− 1 + γ yields
‖u‖m+γ
L∞([0,T ];Lm+γ(Rdx))
≤ Cm,γ(‖u0‖
m+γ
L
m+γ
x
+ ‖S‖m+γ
L
m+γ
t,x
).
This implies that
‖u‖m+γ
Lm+γ([0,T ];N
2
m+γ ,m+γ(Rd))
≤ Cγ(‖u0‖
1+γ
L
1+γ
x
+ ‖S‖1+γ
L
1+γ
t,x
) + Cm,γ(‖u0‖
m+γ
L
m+γ
x
+ ‖S‖m+γ
L
m+γ
t,x
).

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Appendix D. Optimality and scaling
In this section we present scaling arguments that indicate the optimal regularity of solu-
tions of porous medium equations. We then show that these estimates are indeed sharp
since they are attained by the Barenblatt solution. Consider
∂tu = ∆(|u|
m−1u) on (0, T ) ×Rdx(D.1)
u(0) = u0 on R
d
x,
with u0 ∈ L
1(Rdx), m > 1.
Lemma D.1. Assume that for some s ≥ 0, p ≥ 1, C ≥ 0 we have
(D.2) ‖u‖p
Lp([0,T ];W˙ s,p(Rdx))
≤ C‖u0‖L1(Rdx),
for all solutions u to (D.1). Then, necessarily p ≤ m and s ≤ p−1
p
2
m−1 ≤
2
m
.
Proof. Given a solution u to (D.1), for every η > 0, also u˜(t, x) := u(ηt, x)η
1
m−1 is a solution
to (D.1). Since ‖u˜‖p
Lp([0,T ];W˙ s,p(Rdx))
= η
p
m−1
−1‖u‖p
Lp([0,ηT ];W˙ s,p(Rdx))
and ‖u˜(0)‖L1(Rdx) =
η
1
m−1 ‖u0‖L1(Rdx) from (D.2) we obtain that
‖u‖p
Lp([0,T ];W˙ s,p(Rdx))
≤ Cη1−
p−1
m−1 ‖u0‖L1(Rdx).
This leads to a contradiction (letting η ↑ ∞), unless
(D.3) p ≤ m.
Similarly, we may rescale in space: Given a solution u to (D.1), for every η > 0, also
u˜(t, x) := u(t, ηx)η−
2
m−1 is a solution to (D.1). Note that ‖u˜(0)‖L1(Rdx) = η
− 2
m−1
−d‖u0‖L1(Rdx)
and ‖u˜‖p
Lp([0,T ];W˙ s,p(Rdx))
= η−
2
m−1
p+ps−d‖u‖p
Lp([0,T ];W˙ s,p(Rdx))
. Hence, by (D.2),
‖u‖p
Lp([0,T ];W˙ s,p(Rdx))
≤ Cη
2
m−1
(p−1)−ps‖u0‖L1(Rdx),
which leads to a contradiction unless s ≤ p−1
p
2
m−1 . Maximizing the right hand side under
(D.3) yields p = m and s ≤ 2
m
. 
Example D.2. Consider the Barenblatt solution
u(t, x) = t−α(C − k|xt−β|2)
1
m−1
+ ,
where m > 1, α = d
d(m−1)+2 , k =
α(m−1)
2md , β =
α
d
and C > 0 is a free constant. Then
u ∈ Lm([0, T ]; W˙ s,m(Rdx))
implies s < 2
m
.
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Proof. With F (x) = (C − k|x|2)
1
m−1
+ we have u(t, x) = t
−αF (xt−β). We next observe that,
for s ∈ (0, 1),
‖u(t, ·)‖m
W˙ s,m(Rdx)
=
∫
Rdx
∫
Rdy
|u(t, x) − u(t, y)|m
|x− y|sm+d
dxdy
= t−αm−β(sm+d)+2dβ‖F‖m
W˙ s,m(Rdx)
.
Hence,
‖u‖m
Lm([0,T ];W˙ s,m(Rdx))
= ‖t−αm−β(sm+d)+2dβ‖L1([0,T ])‖F‖
m
W˙ s,m(Rdx)
.
which is finite if and only if
−αm− β(sm+ d) + 2dβ > −1 and F ∈ W˙ s,m(Rdx).
Hence, necessarily
−m−
1
d
(sm+ d) + 2 > −
1
α
= −
(
d(m− 1) + 2
d
)
,
which is equivalent to 2 > ms. In the case s ∈ (1, 2) we observe that ∂xiu(t, x) =
t−(α+β)Fxi(xt
−β) so that analogous arguments may be applied. 
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