Abstract-Most recommendation algorithms attempt to alleviate information overload by identifying which items a user will find worthwhile. Content-based (CB) filtering uses the features of items, whereas collaborative filtering (CF) relies on the opinions of similar customers to recommend items. In addition to these techniques, hybrid methods have also been suggested to improve the performance of recommendation algorithms. However, even though recent hybrid methods have helped to avoid certain limitations of CB and CF, scalability and sparsity are still major problems in large-scale recommendation systems. In order to overcome these problems, this paper proposes a novel hybrid recommendation algorithm HYRED, which combines CF using the modified Pearson's binary correlation coefficients with CB filtering using the generalized distance-to-boundary-based rating. In the proposed recommendation system, the nearest and farthest neighbors of a target customer are utilized to yield a reduced dataset of useful information by avoiding scalability and sparsity problem when confronted by tremendous volumes of data. The use of reduced datasets enables us not only to lessen the computing effort, but also to improve the performance of recommendations. In addition, a generalized method to combine CF and CB system into a hybrid recommendation system is proposed by developing on the normalization metric. We have used this HYRED algorithm to experiment with all possible combination of CF and statistical-learning-based CB filtering. These experiments have shown that the use of reduced datasets saves computational time, and neighbor information improves performance.
products that meet customers' needs. Such recommendations are an essential part of attracting customers. Online companies have the capability to acquire customers' preferences, and then, use them to recommend products on a one-to-one basis in real time and, more importantly, at a much lower cost to company. The software that makes such customized responses possible is commonly called recommendation systems. According to the type of information used to form their responses to customers, recommendation systems can be further categorized as contentbased (CB) filtering, collaborative filtering (CF), or hybrid ones.
Personalized recommendation algorithms, such as CF and CB filtering, have been extensively researched. CB recommendation algorithms operate by matching customer interests with product features that describe the characteristics of items. However, this algorithmic approach suffers because of the difficulty of finding a few common features to represent items, and then, getting users' feedback on their own preferences concerning the features. CF algorithms, which are the most successful recommendation technique, have been suggested to overcome this problem. The CF technique relies on the rating of items or on the transactional data of each specific user [10] . CF identifies customers or neighbors, whose purchasing patterns are similar to those of the target user, and recommend items based on the information of similar customers. Despite its success in many settings, the CF approach nevertheless has been reported as having several major limitations, including scalability, sparsity, and new item problems [14] . To address these shortcomings, although researchers have proposed many variations of CB and CF, as well as many hybrid approaches that combine CF and CB, these problems are still significant limitations against improving recommendation systems.
This research proposes a hybrid algorithm combining a modified Pearson's correlation coefficient-based CF and distance-to-boundary (DTB) based CB. The study has focused on developing a hybrid approach that is to suggest a highquality recommendation method for a tremendous volume of data. HYRED, the hybrid method proposed here, can be used effectively and efficiently for three reasons. First, HYRED proposes the concept of neighborhood in CF to efficiently analyze the transaction data. The use of the nearest and farthest neighbors of a target customer yields a reduced dataset of useful information for solving the scalability problem. The organization of the training dataset has been restricted to the items purchased by a target user and his or her farthest neighbors so that the number of training datasets can be reduced considerably. At the testing step, we have found only items purchased by nearest neighbors and predicted the score of each item. The use of fewer training and testing datasets enables us not only to lessen the computing effort, but also to improve the performance of recommendations. The processes of filtering irrelevant data by using the neighborhood concept of CF make it possible to consider the items that are likely to be purchased by a target user.
Second, we propose the generalized rating system based on the distance of an item to the decision boundary of a classifier. In this concept, the item closer to the class of purchased items may have a higher probability of being sold. The experiment shows that the DTB-based rating improves the performance of recommendation than either pure CB or CF. Our algorithm has calculated the distance from alternative items to the ones purchased by a target user, whose items have been selected from statistical classifiers. This selection method used neighborhood information and delivered better performance than was gained with pure CF.
Finally, we propose a generalized hybrid recommendation algorithm by using a weighted coefficient in which the DTB and CF methods are special cases of our generalized algorithm. The weighting scheme makes this algorithm adequate for generalized applications, and HYRED is flexible enough for application with any available datasets. Moreover, HYRED, when weighting is properly valued, has yielded better results than pure DTB, pure CF, and simple combined hybrid method.
II. BACKGROUND AND PRIOR RESEARCH
Many large-scale applications such as mobile content Websites involve huge numbers of items and customers. A particularly popular form of mobile content is the wallpaper image for mobile phones. Although the market for this content is growing rapidly as related technologies evolve, customers who use mobile phones have been experiencing much frustration when searching for the images they want, owing to inefficient sequential search. The mobile contents are usually very cheap and frequently purchased by customers. Therefore, it is time consuming and inefficient to additionally collect and analyze customer behavioral information, and then, recommend contents. It is certainly desirable for content providers to recommend mobile contents to customer using the minimal information of transactional and item feature data.
In the case of transactional data in this research, a customer is represented by the Boolean feature vector of a set of items. The value of each element in the vector is determined by whether this customer has purchased the corresponding item in past transactions. The value of "1" simply indicates that a purchase has occurred, and "0" indicates that no purchase has occurred. The variable y j i represents whether the jth item I j has been purchased by the ith customer c i . When multiple customers are involved, a matrix composed of vectors representing N customers' transactions can be made to capture past transactions [7] , [15] , [17] . As shown in Table I , this matrix is called the customer profile matrix. In such mobile content business, even when many transactions have been recorded, the customer profile matrix can still be extremely sparse, i.e., very few elements whose value is 1 are in the profile matrix. This problem, commonly referred to as the sparsity problem, has a major negative impact on the effectiveness of a CF approach [14] . In the case of the feature data of an item, the item can be described by a set of features. Each item has its own specific values. The variable x j l represents the value of jth item with respect to lth feature. The values are classified numerically or by category. The categorical values can be assigned to numerical ones, and then, normalized to a value between 0 and 1. The matrix that includes a set of items being considered is referred to as the item feature matrix. Table II shows the item feature  matrix. CB approaches use feature descriptions of the rated items as a means to learn the relationship between the ratings of a single user and the descriptions of the items rated. The information required for CB approaches can be found in Table II . To reach a recommendation, CF approaches use the rating or transactional data of each of the customers on a set of items. Table I shows the information for a collaborative approach. The set of data used in our hybrid approach HYRED consists of the transactional data and the set of item features that describe the characteristics of items.
A. Collaborative Filtering
Much researches related to CF recommendations have been done [2] , [16] , [18] , [19] , [24] , [29] . An excellent survey of different recommendation systems for various applications can be found in [1] and [22] . CF systems try to predict the utility of items for a particular user based on the items previously rated by other users [12] . The utility of an item for a user is estimated based on the utilities assigned to the item by those users "similar" to the user. CF systems recommend products to a target customer based on the opinions or transactions of other similar customers. These systems employ statistical techniques to find a set of customers, known as neighbors, who have a history of agreeing with the target customer. Basu et al. [4] proposed that the farthest-first traversal was a good heuristic for initialization in prototype-based partitional clustering algorithms. The goal in the farthest-first traversal is to find the points that are maximally separated from each other in terms of a given distance function. The farthest-first traversal is focusing on the distances between any two points within cluster, while our farthest neighbor method is to deal with the correlation between one target point (or customer) and remaining ones with binary data in which distance-based functions are not appropriate.
Once neighbors of the target customer are found, these systems use several algorithms to produce recommendation items. The CF process is generally divided into problem representation, neighborhood formation, and recommendation generation. The most important step in the CF algorithms involves computing the similarity, sim(c T , c i ) between a target user c T and a number of other users c i , where i = 1, . . . , N [9] , [21] . The main goal of neighborhood formation is to find an ordered list of K users C = {c 1 , c 2 , . . . , c K }, K ≤ N , for each target user c T , so that c T ∈ N and sim(c T , c 1 ) are the maximum, sim(c T , c 2 ) is the next maximum, etc. To compute the similarity, many researchers [21] have been using the following normal correlation coefficient formula:
B. CB Filtering
The utility of an item for a user is estimated based on the similarity of an item to other items purchased by the user. The CB approach to recommendation has its roots in information retrieval and information filtering [11] . In these two areas of research, items are characterized by a set of attributes or features. A recommendation is usually computed by extracting a set of features from each item and these features are then used to determine the appropriateness of the item for recommendation purposes. The best-known measures for classifying such items are the Naïve Bayes, vector space model, and K-nearest neighbor (KNN) approaches [23] . The KNN classifier is memory-based and requires no model to be fit [13] . A new item is classified according to the most common class among the KNNs most similar to it. The distance between a query item x j = (x j 1 , x j 2 , . . . , x j L ) and R training items x (r) = (x r 1 , x r 2 , . . . , x rL ), r = 1, . . . , R can be calculated by Euclidean distance as follows:
Sometimes there are a large number of product features; consequently, existing systems rely heavily on preprocessing steps that select or extract important features from products. CB analyzes the content of the information source or of the features of products that have been rated or purchased. This analysis is used to create a profile of the user's interests in terms of content regularities in the information that was highly rated or of the features of products that were purchased. Tong and Chang [27] suggested the use of a support vector machine (SVM) to conduct effective relevance feedback for image retrieval. The algorithm selected the most informative images so as to query a user and quickly trained a boundary that separated the rest of the dataset from those images that satisfied the user's query concept. Shin and Cho [25] applied SVM to response modeling in direct marketing. Cheung et al. [6] proposed the use of the SVM as one among several statistical classifiers. The performance of the SVM has been related to the margin with which it separates the data, not to input dimensionality. The SVM has proved superior in experiments on a number of high-dimensional datasets. However, the researchers in these experiments have not mentioned other classifiers or included them in their experiments. In this paper, we will present several popular classifiers for CB, including the SVM.
C. Hybrid Approach
Several recommendation systems have used their own hybrid approaches that combine the CF and CB methods, and thus, helped to avoid certain limitations of CF and of CB. Burke [5] made a survey of existing recommender techniques and systems, and also presented and evaluated a hybrid recommender system. The research analyzed all the possible combinations for producing hybrid systems and presented and evaluated a new hybrid: a knowledge-based/collaborative cascade hybrid as an evolution of an existing knowledge-based recommender system for restaurants. The results indicated that this hybrid model performed better than the pure recommender system. As a hybrid system, Smyth and Cotter [26] suggested a personalization system that used the learned user profiles to target appropriate content items for individual end users. By integrating both CB and CF strategies, a personalization engine provided a powerful personalization solution. The CB recommendation is performed based on program records that consisted of a set of features, including program name, genre, country of origin, cast, studio, director, writer, etc., and CF recommendation on the judgment of user's interest in programs in the form of grading icons.
Claypool et al. [8] presented a hybrid approach based on a prediction on a weighted average of the CB prediction and the CF prediction. The weights of the CB and CF predictions are determined on a per-user basis, thus allowing the system to determine the optimum mix of CB and CF recommendations for each user. Pazzani [20] proposed a hybrid method called the collaboration via content model. In collaboration via content model, the CB profile of each user was exploited to detect similarities among users. The user's CB profile contained weights for the terms that indicate that a user would like an object. As in CF, the prediction was determined by a weighted average of all users' predictions for that item or product by using the correlation between profiles as the weight. Another hybrid system, VISCORS, combined CF with CB image retrieval [15] . The CF module produced the initial list of recommended items. The CB image-retrieval module refined the query to learn the customer's current preferences. Most of the previous researches into using hybrid methods have required either additional information from users as well as transactional data and product feature data, or a great deal of feedback from a specific user. Thus, these methods have been difficult to apply to real-life problems because the additional information is hard to get. In contrast, the research in this paper has used only recorded transactional data and product feature information in focusing on the problem.
III. HYBRID RECOMMENDATION APPROACH WITH REDUCED DATA
The purpose of this research is to propose a new hybrid recommendation approach based on only the information of transactional and item feature data that can be easily obtained from corporate transactional system. The simplest combined hybrid would be a linear combination of recommendation scores. Our research has focused on developing a hybrid approach to use them to make high-quality recommendations in the face of a tremendous volume of data. HYRED has used the concept of nearest and farthest neighbors that yields a reduced dataset of useful information for solving the scalability problem. The framework of HYRED combines both CF and DTB for CB filtering. In this framework, the CF technique has been used to overcome the sparsity problem caused by a few "1" values in transactional data, and DTB has been applied to classify the images, based on the feature values of each one, into one of two classes.
The DTB algorithms require the most informative images so as to quickly learn a boundary to separate the images that the target customer has purchased. The use of DTB algorithms to classify the images as purchased or nonpurchased confronts us with the problem of overfitting because the number of purchased images is much smaller than the nonpurchased images.
We get the reduced customer profile matrix in Fig. 1 by finding the nearest and farthest neighbors of a target customer. The matrix contains the dataset of useful information for solving the scalability problem. As shown in the numbered step of Fig. 1 , HYRED has performed three steps. The data-filtering step, which occurs first, yields a reduced dataset, then the DTB learning step determines the characteristics of purchased images, and subsequently, moves on to the DTB prediction step to suggest a set of images among the images purchased by the neighbors of a target customer.
A. Binary Similarity Measure for Neighbor Formation
We have modified a binary similarity measure using the Pearson product-moment correlation coefficient because the customer profile consists of only transactional data represented by a binary value, either 0 or 1 [3] . For binary data, this similarity between two users c T and c i is computed by the following formula:
where A, B, C, and D, respectively, represent the number of products purchased by the two users to be compared (A), the number of products purchased by the first, but not the second (B), those purchased by the second, but not the first (C), those not purchased by either user (D). The similarity between two users is based on the transactional data in the customer profile matrix and is used in this research as a tool for filtering the data at the training and testing stages.
B. DTB for CB Filtering
The purpose of DTB learning is to find the decision boundary separating items purchased by the target user and to recommend items based on the distance between an item and the decision boundary. New items closer to the class of purchased items may have a higher possibility of being sold soon. The distance of an item to the SVM decision boundary has been used for the rating of items in CB systems [6] , [25] . However, DTB from other classifiers sometimes may give better performance. This paper generalizes the DTB concept for other classifiers for its applications in recommendation systems.
Suppose a target customer and the farthest neighbors have purchased m items, where n(P T )+n(P F ) = m, and n( ) is the number of elements in set . Then,we can get a training dataset with m observations{(x j , y j )} m j =1 , where x j ∈ X ⊆ L is an image feature vector with its corresponding binary class label y j ∈ {0, 1} and the value of "1" represents the purchased item, while the value of "0" the nonpurchased item. The distance between an item and a decision boundary can be calculated as follows [25] :
where
The distance of an item to a SVM decision boundary can be used in computing rankings for recommendations.
We can generalize this idea to other popular classifiers and present the formula of the DTB for the linear discriminant analysis (LDA) and the quadratic discriminant analysis (QDA). Suppose the vectors x 1 j and x 0 j be the vector of feature values of items purchased and nonpurchased, respectively. The distance of an item to a LDA decision boundary can be calculated as follows:
and µ Σ is the common covariance matrix of two classes, purchased and nonpurchased items, with respect to each of features. In case of a QDA, the DTB can be obtained as a following quadratic equation:
C. Procedure of HYRED
The framework of HYRED is implemented in practice via a detailed three-stage procedure. Based on the CF concept, HYRED focuses on the effective reduction of a huge dataset and through recommendation that use the DTB concept on efficient prediction. This effectiveness and efficiency were achieved by transforming a huge real-world dataset into a useful dataset through the following three steps as shown in Fig. 1 .
Step 1: Data filtering. This step is to efficiently reduce the computational complexity caused by scalability and the difficulty of finding similarities between users that arises because of sparsity. In the case of sparsity, it is highly probable that the similarity between two given users is zero, which is useless. Even for pairs of users that are positively correlated, such correlation measures may be unreliable. In this step, the CF algorithm yields a reduced dataset. Based on the reduced dataset, the DTB learning algorithm is applied to the large-scale application. The reduced datasets are made up of the items purchased by each of the target users (P T ), his or her nearest neighbors (P N ), and farthest neighbors (P F ). The nearest and farthest neighbors are found by calculating Pearson's product moment coefficients between two users. The larger its value, the closer the neighbor is, and the smaller the value, the farther away. We assume that the nearest neighbor usually has common characteristics in buying an item, and in the opposite direction, assume that the farthest neighbor displays dissimilar characteristics. The set of images purchased by the target user and farthest neighbors will be used for training at the DTB learning step. Finally, the set of images purchased by the nearest and farthest neighbors will be used for the purpose of evaluating the algorithms at the step of HYRED prediction.
Step 1.1: Make a customer profile. An initial input matrix that consists of the customer profile matrix and the item feature matrix is created. The customer profile matrix of transactional data is applied to the CF algorithm. DTB algorithms use the item feature matrix.
Step 1.2: Compute the similarity between a target user and others. For all customer, find a customer similarity matrix based on transactional data consisting of binary values whose element is in the symmetric matrix S N ×N . The matrix represents the degree of similarity between a customer and other customers. The larger the value, the more similarity becomes. Similarity is calculated using the Pearson product-moment correlation coefficient
Step 1.3: Obtain a reduced dataset. We obtain the farthest neighbors and nearest ones having the smallest and the largest coefficients, respectively. The target dataset is reduced to those sets of images purchased by the target user and farthest and nearest neighbors. Fig. 1 shows the reduced matrix.
Step 2: DTB learning. In this step, we want to train the DTB to find the decision boundary of items purchased by the target user. The training data is made up of the items purchased by the target user and the farthest neighbors. The items purchased by the target user are assigned a 1, and items bought by the farthest neighbors are assigned a 0. Each item has its own specific feature values. The purpose of the DTB learning is to find the decision boundary separating two kinds of classes. We shall consider DTB in the binary classification setting. Given training data {x 1 , . . . , x M } that are vectors in some space X ⊆ L and their labels {y 1 , . . . , y M } where y j ∈ {0, 1}, DTB is the function that separates the training data. All vectors lying on one side of the hyperplane are labeled as 0, and all vectors lying on the other side are labeled as 1.
Step 2.1: Setup for training. The data manipulation tasks for training DTB algorithms are performed in this step. The feature values of items consisting of P T and P F are extracted and used as input. The output values are set to 0 and 1 for P F and P T , respectively.
Step 2.2: Do DTB learning. Learning is performed with input {x j l } and output {y j i }. The purpose of the DTB learning is to find the hyperplane separating the sets of P F and P T . Among the products not purchased until now by c T , but purchased earlier by c T 's neighbors, find the products that are likely to be purchased by c T .
Step 3: HYRED prediction. This step is to predict the rating scores of the tested images by consolidating both the CF and DTB scores. The CF score means the correlation coefficients between two customers, whereas the DTB score indicates the distance between the decision boundary and an item. To integrate the CF and DTB scores, the calculation of normalization should require harmonization of the scale unit between the two scores. To obtain the normalized CF score and DTB score of the jth image, we, respectively, propose new metrics as follows:
where i is in the set of nearest neighbors to the target user, S T i = sim(c T , c i ) is the similarity between a target user and the ith user, as shown in (3), and f (I j ) is the distance between the decision boundary and the jth image. The testing data for score prediction is made up of the items that have been purchased by KNNs and have not been purchased by a target customer. To predict the rating values for the items, we suggest a new hybrid measure of CF and a CB classifier as follows:
where λ ∈ [0, ∞] is constant and the weight coefficient between CF score and DTB score.
Step 3.1: Data setup for prediction. The items consisting of P N are extracted and used for prediction.
Step 3.2: Compute CF score. To obtain the CF score for each of the items in testing dataset P N , we calculate the aggregated sum of the similarity values between users and the purchasing record for each item. Then, we obtain the normalized values by (8) .
Step 3.3: Compute DTB score. We calculate the DTB score for each item by testing the dataset by using the function that describes the hyperplane and is found at step 2. Then, the normalized values of (9) are obtained.
Step 3.4: Compute HYRED score. Finally, we calculate the hybrid score using (10) after computing the CF and DTB scores.
Step 3.5: Recommend items. HYRED suggests the most valued products, in the order of magnitude of the aggregated values computed at step 3.4 and also evaluates the performance measures of accuracy and computational time.
Remark 1: Conventional CF and CB measures are special cases in our generalized methodology. For example, when λ = 0, the C(I j ) will be the CF measure, but with λ = ∞, C(I j ) is equal to DTB measure. By choosing the appropriate weight, our proposed method can achieve improved performance.
In the case of the CF score, we use the usual CF algorithm, which requires a similarity measure for binary transaction data; in this case, similarity measure is Pearson's product-moment correlation coefficient. The similarity between two users is based on the transaction data in the customer profile matrix. In collaborative recommendation systems, KNNs have been selected in the order of similarity values. On the other hand, in order to obtain the DTB score estimation based on classifier training, we use the distance from the decision boundary to each point of the items. After determining the DTB score of an item that has a feature vector, the distance from the boundary to each image is used as an estimate of the customer's preference. The larger its value, the more preferable the product is. We compute the distance of each image by using the decision boundary that the DTB training step determined as applicable for the set of images that KNNs purchased.
In the formula of the HYRED measure, the weight coefficient λ is used to combine the values of the CF and DTB scores. The weight coefficient is not associated with a particular method, but associated instead with a linear aggregation. Its generality lies in the fact that by selecting weights, we can implement different recommendation methods. In the application domain that is well represented by the features of items, we take a larger value of λ on the DTB score. In the application domain in which neighbors well represent the transaction pattern of users, we take a smaller value in which λ is less than 1 on the CF score. In practice, λ can be chosen based on the performance of HYRED on the validation data.
IV. EVALUATION

A. Experimental Data
Multimedia such as wallpaper, music, character images, and similar material has been the most popular content among the huge inventory of material available from the fast-growing mobile Web. We performed an experimental study of a comprehensive recommendation approach using real-world transactional data of mobile phone wallpaper images that were characterized by ten features. Data from 8776 wallpaper images purchased from a Korean code division multiple access (CDMA) carrier were obtained for the study. The experimental data consisted of 1) actual purchasing records of 1921 customers for 8776 images and 2) image characteristics. Each customer had bought from 3 to 89 images over six months that began June 1, 2004 . The characteristics of these images are represented by nine color features based on the HSV (hue, saturation, and value of color) that Kim et al. [15] used. We added a characteristic, such as movie star, cartoon character, landscape, or other key word to the subject category of the images. The customer was then represented by a Boolean feature vector of 8776 images. The value for each element was determined by whether this consumer had purchased the corresponding image in past transactions. Overall, our sample data were very sparse, with values of 55 321 (0.33%) among 1921 × 8776 possible purchases.
B. Evaluation Measures
The main focus in evaluating the effectiveness of recommendation algorithms is to determine the extent to which the recommended products match the actual customer purchase list. Accuracy has been widely used in recommendation systems research to evaluate the quality of the recommendations [27] . Accuracy is defined as the ratio of the number of products in both the test set and the top-N set to the number of products in the top-N set. We calculated the computational time for each method with a goal of evaluating the efficiency of each one.
We used a two-tiered experimental design to show that the consolidation procedure used for HYRED enables us to reduce the real-world large-scale data of both customers and items and also improve performance. First, we compared the performance of CF and DTB for the full dataset and for the reduced dataset in which there are four methods for DTB. Second, we compared the performance of HYRED according to the value of a HYRED weight within the setting of an efficient dataset. Because we have the transaction history during the T period, we used the history during the first T-t period as training data and the transactions during the latest rest period as validation data.
C. Experimental Results
At the first experiment, we have evaluated two similarity measures using the transactional data of wallpaper images. We split the real transaction data into training and testing portion, and use testing data to compute accuracy values to determine a suitable similarity measure. We have performed these experiments and the results are presented in Fig. 2 . It shows that CF recommendation method based on a binary similarity measure has achieved the better results than the normal measure-based method. The modified similarity measure will be used as a mean to get neighbors because it is more suitable to the binary transaction data.
We conducted experimental studies to compare the results of CF, DTB, a simple combined hybrid method, and HYRED. Most of existing hybrid approaches required the information on ratings from users of each item in the set of items or the demographic information of users. To our best knowledge, there are little available recommendation systems that use both binary transactional and item feature data. We implemented the simple combined hybrid method that was able to recommend items using only the binary transaction and item feature data.
To evaluate the effect of reduced data, we performed our experiments by comparing the results of CF and CB using full and reduced data, respectively. The next experiment was to compare the results of HYRED with respect to the value range of the weight coefficient and the number of items recommended. We compared the results of reduced CF, reduced CB, HYRED, and a simple combined hybrid method that used a linear combination of recommendation scores. Finally, we compared the computational times of different algorithms. All our experiments were implemented using MATLAB 7.04. We ran all our experiments on a Windows XP-based PC with Intel Pentium IV processor having 3 GB of RAM.
First, we conducted experimental studies to compare CF, DTB, and HYRED for both full and reduced datasets in which DTB included KNN, LDA, QDA, and SVM. The experimental data consisted of transactional data from 1921 customers and all item profile matrixes. In order to measure the accuracy and computational time of each algorithm, the experiment involved the top 30 customers who had previously purchased more than 65 images from the company. We used 60% of the transaction data for training and the rest for testing. The organization of the training dataset was restricted to the items purchased by a target user and his (or her) farthest neighbors. In this research, we used one training dataset. If we had large numbers of both items purchased by target user and neighbors, then it was possible to split the training dataset into several dataset for the cross validation. The K users with the most similarity values were selected as nearest neighbors. The M users with the least values were selected as farthest neighbors. The used threshold values in this research are K = 5 and M = 20. With the use of these numbers, we obtained the improved performance in most of experiments. After we conducted the experiments, we evaluated the measures customer by customer and calculated average customer values. First of all, Figs. 3 and 4 show the average accuracies for CF and DTB using full datasets and reduced datasets. Overall, the recommendation system using a reduced dataset shows better performance than the one using a full dataset. Fig. 3 shows the average accuracy for the results of CFs using full and reduced datasets with respect to the number of items recommended. The accuracies of CF in using reduced datasets were much higher than those of CF using full datasets. This difference is because use of the reduced dataset got rid of the useless data of irrelevant customers and gave higher weight to relevant customers. Fig. 4 shows the average accuracy for the results of DTBs using full and reduced datasets. The accuracies of DTBs using reduced datasets were much higher than those of DTBs using full datasets. In particular, the results of SVM and KNN were better than those of LDA and QDA. Although most of recent recommendation papers [6] , [25] , [27] , [30] proposed SVM as a promising alternative among CB algorithms, in this experiment both SVM and KNN showed the best performance among DTBs. Fig. 5(a) -(c) shows the average accuracy for the HYRED with respect to the range of the weight coefficient and the number of items recommended. We have used reduced dataset and the hybrid method that combines CF and each of CB methods at the specific λ value. The accuracies of hybrid method were best when the number of items recommended is 10. The value of the weight coefficient λ has significant impact on the prediction quality. The result shows that the accuracies of hybrid method were best when the weight coefficient is 0.3. In particular, the results of SVM and KNN were better than those of LDA and QDA. In the viewpoint of the number of items recommended, the average accuracy was worsened with increases in the number of items to be analyzed. From the experiment, we set the value of λ to 0.3 and the number of items recommended to 10 as optimum values for our subsequent experiments.
We compared the results of CF and DTBs with reduced data, HYRED, and a simple combined hybrid method that use a linear combination of recommendation scores. In the simple combined hybrid method, CF score was obtained by applying the general correlation similarity measure, and CB score was the best one among scores obtained by applying DTBs with full dataset. To determine the weights of CF and CB scores, we performed an experiment where we varied the value of weights to be used and computed average accuracy. We have presented the results of CF and DTBs with reduced data, HYRED, and a simple combined hybrid method in Fig. 6 . It shows that the accuracies of both CF and HYRED were better than those of DTBs and simple hybrid method. The results of HYRED were slightly better than those of CF. We draw two conclusions from these results. First, CF with reduced data provides better performance than DTBs at these experiments. Second, HYRED achieve the better result than simple combined hybrid.
Remark 2: The results of DTB were not good in comparison with those of CF. This poor results were because the features describing items were restricted to the availability of real world commercial data. Because of customer privacy and company confidentiality policies, the company provided only transactional data without customer demographics and released only color and tone as features of each image. If we had used better feature data in describing the items, we would have obtained better results for both DTB and HYRED.
We have also compared the computational time of different algorithms. Using the reduced datasets decreased the number of items for analysis from 8776 to about 1000, which was the average number of items purchased by a target customer, 10-30 nearest neighbors, and 5-10 farthest neighbors. Table III shows the computational time of the full and reduced datasets. In cases in which CF and SVM used a reduced dataset, only 4.5% and 1.2%, respectively, of the full dataset was required.
These results show that the use of a reduced dataset based on the CF concept gave us better results from the viewpoints of both effectiveness and efficiency. The hybrid methods, HYRED and CF, achieved better results than CB. We conclude that HYRED is a viable solution to any problem that contains binary transactional data and item feature data.
V. CONCLUSION
A proper recommendation algorithm can be devised and applied to fit the type of information available in a specific domain. Despite the adaptation of a suitable algorithm to fit a recommendation problem, huge amounts of data can be a barrier in designing the efficient recommendation systems. Our research proposes a hybrid recommendation algorithm with reduced data as a way to deal with large-scale recommendation problems.
The experimental results showed that the accuracy of our proposed algorithms with reduced datasets was improved compared to existing algorithms with full datasets. In addition, our hybrid method using CF and DTB performed better than the pure DTB and simple combined hybrid methods. This study proposed the generalized rating system based on the DTB of a classifier. The recommendation system using the DTB of a KNN classifier performed better than that of a SVM classifier that has been widely used in CB settings. Finally, the best results in terms of accuracy were gained with HYRED's use of weighted coefficients between the CF and DTB scores. The HYRED is to apply to the general product recommendation problem that includes the information of transactional and item feature data. The results obtained are specific to the case analyzed because of lack of available real-world commercial data. Future work will apply the framework to other recommendation domains.
