Warming of the Arctic leads to a decrease in sea ice, and the decrease of sea ice, in turn, results in warming of the Arctic again. Several microwave sensors have provided continuously updated sea ice data for over 30 years. Many studies have been conducted to investigate the relationships between the satellite-derived sea ice concentration (SIC) of the Arctic and climatic factors associated with the accelerated warming. However, linear equations using the general circulation model (GCM) data, with low spatial resolution, cannot sufficiently cope with the problem of complexity or non-linearity. Time-series techniques are effective for one-step-ahead forecasting, but are not appropriate for future prediction for about ten or twenty years because of increasing uncertainty when forecasting multiple steps ahead. This paper describes a new approach to near-future prediction of Arctic SIC by employing a deep learning method with multi-model ensemble. We used the regional climate model (RCM) data provided in higher resolution, instead of GCM. The RCM ensemble was produced by Bayesian model averaging (BMA) to minimize the uncertainty which can arise from a single RCM. The accuracies of RCM variables were much improved by the BMA2 method, which took into consideration temporal and spatial variations to minimize the uncertainty of individual RCMs. A deep neural network (DNN) method was used to deal with the non-linear relationships between SIC and climate variables, and to provide a near-future prediction for the forthcoming 10 to 20 years. We adjusted the DNN model for optimized SIC prediction by adopting best-fitted layer structure, loss function, optimizer algorithm, and activation function. The accuracy was much improved when the DNN model was combined with BMA2 ensemble, showing the correlation coefficient of 0.888. This study provides a viable option for monitoring Arctic sea ice change of the near future.
Introduction
The Arctic, the region most sensitive to global climate change, is rapidly warming. The annual increase in Arctic temperatures over the past few decades is almost double that in other parts of the world. Warming in the Arctic will continue, and the rate will be greater than the global average warming rate [1] . This warming of the Arctic leads to a decrease in sea ice which, in turn, results in further warming of the Arctic [2] . Generally, sea ice plays an important role in maintaining the Earth's average temperature by reflecting solar energy. Due to warming, however, the area covered by
Materials

Study Area
The National Snow and Ice Data Center (NSIDC) provides a region mask for the Arctic, which includes nine seas: The Seas of Okhotsk and Japan, Bering Sea, Hudson Bay, Baffin Bay/Davis Strait/Labrador Sea, Greenland Sea, Kara and Barents Seas, Arctic Ocean, Canadian Archipelago, and Gulf of St. Lawrence. We selected the Kara and Barents Seas as our study area, and 4076 grid points at a resolution of 25 km were extracted from the region mask ( Figure 1 ). The Kara Sea is part of the Arctic Ocean on the north coast of Russia, and is located between Novaya Zemlya and Severnaya Zemlya. The Barents Sea is surrounded by the Svalbard Islands to the northwest, the Franz Josef Islands to the northeast, and the Novaya Zemlya Islands to the east. The sea ice area of the Kara and Barents Seas usually begins to decrease sharply between June and August, reaching its minimum in September, and begins to freeze in October, peaking in April. The Kara and Barents Seas represent a key area of Arctic sea ice shift [11] as warm Atlantic waters flow into the Arctic Ocean [12] . The Kara and Barents Seas have a highly variable SIC which is strongly influenced by the North Atlantic oscillation [13] . Such changes in sea ice play an important role in establishing a new relationship between the atmosphere and sea ice under conditions of Arctic warming [14] . In particular, the Barents Sea is an important area affecting the variation of the entire Arctic air-ice-ocean system [15] . Sato et al. [16] mentioned that apparent links between the Barents Sea ice coverage and the cold Eurasian winters are associated with part of a teleconnection pattern which originates from outside the Arctic. The remote planetary wave atmospheric response to the poleward shift of a sea surface temperature over the Gulf Stream would be amplified over the Barents Sea region via interacting with the sea ice anomaly, promoting the warm Arctic and cold Eurasian pattern. In addition, the sea ice decline in the Kara and Barents Seas is related to the Ural Blocking (UB) and North Atlantic Oscillation+ (NAO+) at the same time, and is followed by the warm Arctic-cold Eurasian (WACE) pattern. The existence of a long-lived UB event can lead to additional warming of the Kara and Barents Seas through the emergence of a persistent quasi-biweekly WACE (QB-WACE) anomaly event and amplifies the warming of the Kara and Barents Seas before UB begins to establish a strong winter (DJF) average WACE pattern, resulting in a loss of sea ice to the Kara and Barents Seas [17] .
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Sea Ice Concentration Data
We used the Climate Data Record (CDR) dataset of passive microwave sea ice concentration provided by the National Oceanic and Atmospheric Administration (NOAA) NSIDC. Microwave sensors play an important role in monitoring sea ice conditions during polar nights and in the presence of clouds when optical and infrared sensors fail. The Electrically Scanning Microwave Radiometer (ESMR), developed in 1973, was the first microwave sensor to monitor sea ice and was replaced by the Scanning Multichannel Microwave Radiometer (SMMR) in 1978. From 1987 to 2007, the Special Sensor Microwave Imager (SSM/I) was operated for the F8, F11, and F13 flights of the Defense Meteorological Satellite Program (DMSP). SSM/I was replaced by SSMIS (Special Sensor Microwave Imager/Sounder) onboard DMSP F17. The SMMR, SSM/I, and SSMIS observational records have provided continuous SIE and SIC values for over 30 years [18] (Table 1 ). The NASA Goddard Space Flight Center (GSFC) provides merged sea ice concentration data, using the NOAA CDR algorithm to produce consistent data over a long period of time. The product is a rule-based combination of SIC estimates from two well-established algorithms: the NASA Team algorithm [19] and the NASA Bootstrap algorithm [20] . These products are provided in the form of monthly average and have a spatial resolution of 25 km with a polar stereographic projection centered on the North Pole (with central meridian of 45 • W and standard parallel of 70 • N). The SIC value in this product refers to the fraction of sea ice within a certain area. A value of 0 indicates that no ice is present within a pixel, and a value of 1 means that the ice covers the entire pixel. Although the SIC retrieval algorithm has been improved by many efforts, the major error sources are thin ice (30% to 50%) and surface melt (10% to 30%) [21] . 
Climate Data
For modeling SIC changes, RCM data provided by the Coordinated Regional Downscaling Experiment (CORDEX) was used. The Arctic CORDEX initiative is an international coordinated framework to produce an improved ensemble of regional climate change projections as the input for impact and adaptation studies aimed at a better understanding of the regional climate in the Arctic [22] . The RCM is based on dynamic downscaling of the GCM, enabling more detailed forecasting in specific regions with improved spatial resolution. Nine databases are available for the RCM in the Arctic region, and Table 2 shows the name, institute of origin, and driving GCM for each database. The period of data used is from January 2006 to December 2030 under the RCP 8.5 scenario assuming that the current emission trend will continue without reduction of greenhouse gas emissions. Regional climate model provides 45 variables in the form of monthly average on a 0.44 • grid. We first extracted 19 climatic variables as the factors influencing the Arctic sea ice changes: precipitation, total cloud fraction, near-surface wind velocity, evaporation, near-surface specific humidity, sea-level pressure, near-surface air temperature, duration of sunshine, surface downwelling longwave radiation, surface upwelling longwave radiation, top of atmosphere (TOA) outgoing longwave radiation, surface upwelling shortwave radiation, TOA incident shortwave radiation, surface upwelling shortwave radiation, TOA outgoing shortwave radiation, surface upward latent heat flux, and surface upward sensible heat flux.
Using a spatial collocation procedure by the nearest neighbor method for the SIC and RCM datasets, correlation coefficients between SIC and the 19 extracted climate variables were investigated. We calculated the generic correlation coefficients irrespective of spatial or temporal context because we needed to select several appropriate variables from the 19 RCM variables, which can represent for all the years and months, and all the grid points. Finally, four climate variables with absolute values of correlation coefficients that were 0.5 or greater were selected as input variables for our prediction model (Table 3) : near-surface air temperature (TAS), near-surface specific humidity (HUSS), surface downwelling longwave radiation (RLDS), and surface upwelling longwave radiation (RLUS). To avoid the redundancy problem of the input variables, a multicollinearity test was carried out for the four variables (TAS, HUSS, RLDS, and RLUS) using the variance inflation factor (VIF), which showed no severe multicollinearity. Near-surface specific humidity refers to the mass of water vapor per unit mass of moist air and is usually expressed in units of g/kg or kg/kg. As the specific humidity in the atmosphere increases, atmospheric moisture fluxes increase, whereas when the sea ice cover decreases, the air-sea moisture flux tends to increase. [23] . According to Kim et al. [24] , the magnitude of winter specific humidity increases by 0.037 g/kg per 1% reduction in sea ice concentration of the Kara and Barents Seas. Recently, the temperature in the Kara and Barents Seas increased by 0.94 • C ± 0.9 • C over 10 years, and the SIE decreased by approximately 10 7 km 2 [25] . The correlation between SIC and downward longwave radiation in the Barents Sea was significant in winter and summer, and moisture transport through this region was accompanied by longwave radiation changes and SIC variations [26] . Over most of the Barents Sea, the surface heat flux trend is strongly downward, that is, a turbulent heat transfer trend from the atmosphere to the ocean. In the Kara Sea, the heat flux trend is upward, presumably reflecting the effect of declining sea ice cover and ice thickness. This upward heat flux trend could be caused by ocean warming during the sunlit season when ice-albedo feedback can contribute to the warming [27] . 
Reference Data
For reference data on the four climate variables (TAS, HUSS, RLDS, and RLUS) from RCMs, we used the spatially interpolated version of ERA-Interim data on a 0.4 • grid, as well as the Clouds and the Earth's Radiant Energy System Energy Balanced and Filled (CERES-EBAF) data on a 1 • grid. The variable HUSS is not included in the ERA-Interim product, but dew point temperature is, so we used the dew point temperature and surface pressure instead. To calculate HUSS, the vapor pressure, e (hPa), was derived from the dew point temperature, Td ( • C): e = 6.112 × exp[(17.67 × Td)/(Td + 243.5)].
(1)
When the vapor pressure (e) and pressure (p) are known, specific humidity (q) is calculated as
As references for the variables RLDS and RLUS, we used the data for downwelling longwave flux and surface upwelling longwave flux included in the surface product from CERES-EBAF. The CERES instruments onboard the Terra and Aqua satellites have been in operation since December 1999 and May 2002, respectively, monitoring the Earth's reflected and emitted radiation [28] .
Methods
The BMA method was employed to mitigate the uncertainty problem that arises when using a single RCM. For SIC modeling, DNN is used to deal with the non-linear relationships and future predictions. Figure 2 shows the overall flow of database preparation, and model training and validation.
Remote Sens. 2018, 11, x FOR PEER REVIEW 6 of 21
Reference Data
For reference data on the four climate variables (TAS, HUSS, RLDS, and RLUS) from RCMs, we used the spatially interpolated version of ERA-Interim data on a 0.4° grid, as well as the Clouds and the Earthʹs Radiant Energy System Energy Balanced and Filled (CERES-EBAF) data on a 1° grid. The variable HUSS is not included in the ERA-Interim product, but dew point temperature is, so we used the dew point temperature and surface pressure instead. To calculate HUSS, the vapor pressure, e (hPa), was derived from the dew point temperature, Td (°C): e = 6.112 × exp[(17.67 × Td)/(Td + 243.5)].
Methods
The BMA method was employed to mitigate the uncertainty problem that arises when using a single RCM. For SIC modeling, DNN is used to deal with the non-linear relationships and future predictions. Figure 2 shows the overall flow of database preparation, and model training and validation. 
Bayesian Model Averaging
BMA is a statistical ensemble technique that solves the uncertainty problem in model data by setting different weights for each member based on the posterior probability [10] . For example, we determine the ensemble value for the variable y (reference or true data) using the BMA of k models. In our case, nine RCMs were used as ensemble member, and ERA-Interim and CERES-EBAF were 
BMA is a statistical ensemble technique that solves the uncertainty problem in model data by setting different weights for each member based on the posterior probability [10] . For example, we determine the ensemble value for the variable y (reference or true data) using the BMA of k models. In our case, nine RCMs were used as ensemble member, and ERA-Interim and CERES-EBAF were used as reference data. When the value of each member is denoted as f k , and its bias-corrected value is expressed as f k , and the theoretical formula for BMA is
where w k is the weight of each member and g k (y| f k ) is a probability density function for the bias-corrected forecast of each member f k , which follows a normal distribution. The weight w k and the variance of the normal distribution can be derived using the expectation-maximization (EM) algorithm, a parameter optimization technique. In the expectation (E) step of the EM algorithm, a log likelihood function is calculated from a given parameter set. In the maximization (M) step, a parameter set is derived to maximize this log likelihood function. The E and M steps are repeated to derive the optimal parameters (i.e., the weight of each member and the variance of the normal distribution) until the log likelihood function converges on a maximum value. A weighted average of the BMA approximation is calculated using the weight of each member derived from the EM algorithm:
We conducted spatial collocation analysis for the four climate variables using the reference data and the nine RCMs representing the period between January 2006 and December 2016. A total of 538,032 (11 years × 12 months × 4,076 grid points) match-ups were constructed, and the BMA ensemble value was calculated using these match-ups.
Multiple Linear Regression
MLR is used to establish a linear combination of relationships between multiple explanatory variables x (HUSS, RLDS, RLUS, and TAS), and the response variable y (SIC). We built an MLR model using SIC data and the four climate variables for 132 months from January 2006 to December 2016.
We used a BMA ensemble as well as a single RCM to determine the explanatory variables (HUSS, RLDS, RLUS, and TAS).
Deep Neural Network
The classic MLP neural network method has a local minimum problem in which an optimization process often stops at a locally optimized state, rather than a globally optimized state. Moreover, general machine learning methods sometimes reveal an overfitting problem that cannot handle actual data containing outliers due to excessive learning based only on the given dataset. Such problems can be solved with a DNN through an optimization algorithm in the intensive deep network (Figure 3) . Backward optimization and forward optimization were both conducted using the back-propagation algorithm for improved accuracy. The vanishing gradient problem of a loss function, which may occur during back-propagation, can be fixed by applying appropriate activation functions.
We constructed a DNN model using data from January 2006 to December 2016. To determine an optimal layer structure, we conducted two-step experiments. We first tested the model structure with [10, 10] , [30, 30] 30, 10] neurons, and the model with [50, 30] neurons produced the best performance in the training, where the mean square error (MSE) was used for the loss function. For each epoch and iteration, we used an Adaptive Delta (ADADELTA) optimizer to minimize the loss function by adjusting a set of weights and biases in the neural network. ADADELTA is a stochastic gradient descent algorithm that obtains the gradient of the loss function from a stochastically selected dataset, rather than the entire dataset. It is less sensitive to hyperparameters and has the advantage of preventing the learning rates from decreasing too quickly. In addition, we used a rectified linear unit (ReLU) activation function to avoid the vanishing gradient problem. In the case of MLR, multi-collinearity among input variables may cause regression coefficients to change erratically in response to small changes in the data, similar to the overfitting problem. In order to deal with the weak multi-collinearity which may remain in the input variables, we added L1/L2 regularization in our DNN model. The L1-regularized loss function can secure the sparsity of a model and the L2-regularized loss function can ensure the simplicity of a model. We used the least absolute shrinkage and selection operator (LASSO) for the L1 regularization and the ridge regression for the L2 regularization.
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We first built prediction models using MLR and the DNN from the match-ups used for SIC and climate variables obtained Since long-term changes in sea ice can exhibit seasonality [29] , we examined the monthly characteristics of the validation statistics of the DNN with BMA2 ensemble. Figure 6 shows the eleven-year (2006-2016) averages of the monthly anomalies of the sea ice concentration from satellite observations and the predictions of the DNN with BMA2 ensemble. From November to May, when sea ice is growing, the model showed high correlation coefficients, but relatively low correlations were found in the melting season from June to October (Table 7) . In August and September, when sea ice was mostly melted, the correlation was lowest (0.467 and 0.384, respectively). Although a low correlation coefficient is generally accompanied by high RMSE, the RMSE of the prediction model was also low (0.145 and 0.121, respectively), because the sea ice of the Kara and Barents Seas in August and September has a very low SIC value of zero or nearly zero. Therefore, we calculated the normalized RMSE (NRMSE), which can be calculated by dividing the RMSE by the standard deviation to represent error normalized according to the range of the values. The NRMSE showed the opposite trend to that of the correlation coefficient, which allows an intuitive understanding of the error characteristics. Low prediction accuracy in summer presumably occurs because thin summer ice is more sensitive to variations in atmospheric conditions [30, 31] . In addition, the decline in summer snowfall due to the shift from snowfall to rainfall has greatly increased the fraction of bare sea ice and melt ponds with much lower albedo than snow-covered sea ice, likely contributing to the thinning of sea ice in recent decades [32] . In addition to thermodynamic conditions, thin ice is more sensitive to wind forcing, which is observed as increased ice drift speeds [33, 34] . Figure 9 shows the difference between the observations and predictions, with overestimation indicated in red and underestimation in blue. High SIC had a tendency to be underestimated, while low SIC seemed to be often overestimated. It is probably because of the conservative behavior of the prediction model to optimize the loss function. Such an error distribution is stronger in spring and summer. In particular, overestimation was vague at the boundary between the sea ice and open ocean. Warm and salty Atlantic Water flows into the Barents Sea through the Barents Sea Opening (BSO) and meets the cold Arctic water, resulting in a polar front. The uncertainty of SIC prediction can be affected by this polar front, which is located close to the boundary between the sea ice and open ocean [35] . In addition, coastline pixels showed relatively large errors due to the mixed pixel problem, which occurs when land and sea are both included in a pixel. Since coastline can be influenced by meteorological phenomena that occur over land, the errors can increase when the surface temperature changes drastically between the coastline and inland area. Figure 7 shows monthly satellite observations of SIC and Figure 8 shows the predictions of the DNN with BMA2 ensemble for the period 2006-2016. Each of these figures uses the 11-year averages for each pixel. Figure 9 shows the difference between the observations and predictions, with overestimation indicated in red and underestimation in blue. High SIC had a tendency to be underestimated, while low SIC seemed to be often overestimated. It is probably because of the conservative behavior of the prediction model to optimize the loss function. Such an error distribution is stronger in spring and summer. In particular, overestimation was vague at the boundary between the sea ice and open ocean. Warm and salty Atlantic Water flows into the Barents Sea through the Barents Sea Opening (BSO) and meets the cold Arctic water, resulting in a polar front. The uncertainty of SIC prediction can be affected by this polar front, which is located close to the boundary between the sea ice and open ocean [35] . In addition, coastline pixels showed relatively large errors due to the mixed pixel problem, which occurs when land and sea are both included in a pixel. Since coastline can be influenced by meteorological phenomena that occur over land, the errors can increase when the surface temperature changes drastically between the coastline and inland area. In light of recent trends in the decrease of Arctic sea ice due to global warming, we examined the time-series characteristics of SIC prediction (Table 8 ). The accuracy was quite high, with a correlation coefficient of over 0.87 for most years. The correlation was slightly lower in 2012 and 2016 (0.85 and 0.858, respectively) with a pattern of underestimation, which means that sea ice melted more than expected, especially in 2012 and 2016. Indeed, in September 2012 and 2016, Arctic SIE reached its minimum since satellite observation began. In 2012 and 2016, the Kara and Barents Seas began to melt three to four weeks earlier than the other years. The decrease in surface albedo caused by such early melting accelerated the melting process through absorption of more solar radiation [36] . Hence, we assume that the prediction errors for these two years were partly because of the earlier melting. Figure 10 is a map showing yearly RMSE for the period between 2006 and 2016. The error is relatively large in shallow areas north of Novaya Zemlya. The North Atlantic Current, which flows through the BSO, is transformed into Circumpolar Deep Water (CDW) below 0 • C through cooling and mixing due to wind and cold atmosphere [18, 37] . Heat energy in the transformed current decreases gradually as it flows to the Arctic Ocean through the strait between the Novaya Zemlya and Franz Josef Islands [37] . These unique regional characteristics were not taken into account in our prediction model, resulting in a partly lower performance. Over parts of the Kara Seas, where the surface heat flux trend is upward and with a larger magnitude than the downward infrared radiation trend, it is possible that the positive surface air temperature trend arises from an upward sensible and/or latent heat flux, as well as an increase in the downward infrared radiation due to the input of additional water vapor into the atmosphere. It was shown that the downward infrared radiation trend is associated with a trend in the moisture fluxes from mid-latitudes into the Arctic, as well as a trend in the total column liquid water and ice in the Arctic [27] . Gong and Luo [38] showed that a long-term increase in the intraseasonal moisture intrusions into the Arctic can help account for the positive trend in the downward infrared radiation during the winter season over recent decades. An increase in low-and mid-latitude moisture and the moisture fluxes into the Arctic are an important contributor to the downward infrared radiation trend poleward of 70 • N. More moisture intrusion into the Kara and Barents Seas seems to result in enhanced downward infrared radiation and, in turn, stronger warming [39] . That is, the combined UB and NAO+ patterns results in a cooperative circulation pattern conducive to strong decline of sea ice through strong warming of Kara and Barents Seas due to strong downward infrared radiation associated with increased water vapor. 
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Conclusions
Indeed, we are dealing with an environment where background conditions are changing rapidly. Hence, the relative importance of the relevant physical processes may be changing, and the linear algorithms based on historical data may not apply in future scenarios. In this context, we presented a near-future prediction of Arctic SIC between 2017 and 2030 based on integration of an advanced RCM ensemble and an optimized DNN model. The accuracies of the RCM variables (TAS, HUSS, RLDS, and RLUS) were greatly improved with the BMA2 method, which considered temporal and spatial variations in order to minimize the uncertainty of individual RCMs. The DNN was used to deal with the non-linear relationships between SIC and climate variables, and to provide a nearfuture prediction for the next 10-20 years. We adjusted the DNN model for optimized SIC prediction by adopting a best-fitted layer structure, loss function, optimizer algorithm, and activation function. Accuracy improved greatly when the DNN model was combined with the BMA2 ensemble, with a correlation coefficient of 0.888.
The accuracy in the melting season (June to October) was somewhat lower than that in the freezing season (November to May), presumably due to the influence of thinning of sea ice. In summer, thin ice is more sensitive to the effects of atmospheric conditions. In addition, the influence of currents and tides and the locations of polar fronts should be considered in future research. Gradual thinning of sea ice from the past represents sea ice memory [41] , and suggests that a timeseries approach must be integrated into DNN modeling. As future work, the use of additional, appropriate variables will be necessary for accuracy improvement of the DNN model. Principal component (PC) analysis will be another useful approach. Several PCs can be used as input variables Recent climate changes have lead to a transition from the cold and stratified Arctic to the warm and well-mixed Atlantic. The Barents Sea, which is the gateway between the Atlantic and the Arctic ocean, has two climatic regimes: a cooler Arctic with fresher water in the North and a softer Atlantic with saltier water in the South. This warming is particularly stronger in the North of the Kara and Barents Seas, which allows the heat from the Atlantic water to remain on the surface and slow the formation of ice in the winter [40] . However, due to the mixing of warm and salty Atlantic water and cold and fresh Arctic water, the upper layers became saltier, which prevents the formation of ice. Therefore, the variability and uncertainty in the sea ice change become more complicated.
Indeed, we are dealing with an environment where background conditions are changing rapidly. Hence, the relative importance of the relevant physical processes may be changing, and the linear algorithms based on historical data may not apply in future scenarios. In this context, we presented a near-future prediction of Arctic SIC between 2017 and 2030 based on integration of an advanced RCM ensemble and an optimized DNN model. The accuracies of the RCM variables (TAS, HUSS, RLDS, and RLUS) were greatly improved with the BMA2 method, which considered temporal and spatial variations in order to minimize the uncertainty of individual RCMs. The DNN was used to deal with the non-linear relationships between SIC and climate variables, and to provide a near-future prediction for the next 10-20 years. We adjusted the DNN model for optimized SIC prediction by adopting a best-fitted layer structure, loss function, optimizer algorithm, and activation function. Accuracy improved greatly when the DNN model was combined with the BMA2 ensemble, with a correlation coefficient of 0.888.
The accuracy in the melting season (June to October) was somewhat lower than that in the freezing season (November to May), presumably due to the influence of thinning of sea ice. In summer, thin ice is more sensitive to the effects of atmospheric conditions. In addition, the influence of currents and tides and the locations of polar fronts should be considered in future research. Gradual thinning of sea ice from the past represents sea ice memory [41] , and suggests that a time-series approach must be integrated into DNN modeling. As future work, the use of additional, appropriate variables will be necessary for accuracy improvement of the DNN model. Principal component (PC) analysis will be another useful approach. Several PCs can be used as input variables for the DNN model, instead of using the climate variable itself. Also, Fourier analysis of the time-series SIC can be conducted to see whether there are any other periodic patterns in addition to the annual variation, which will facilitate the prediction. The important climate change effects, such as UB/NAO, downward longwave radiation, and Atlantification, should be examined in terms of regional scale. This paper, which is for prediction at a pixel-by-pixel level, did not cover the regional-scale climate effects, but they will provide a clue to solve the uncertainty problem in the Arctic SIC prediction.
