ABSTRACT Fault diagnosis of rotating machinery is vital to identify incipient failures and avoid unexpected downtime in industrial systems. This paper proposes a new rolling bearing fault diagnosis method by integrating the fine-to-coarse multiscale permutation entropy (F2CMPE), Laplacian score (LS) and support vector machine (SVM). A novel entropy measure, named F2CMPE, was proposed by calculating permutation entropy via multiple-scale fine-grained and coarse-grained signals based on the wavelet packet decomposition. The entropy measure estimates the complexity of time series from both low-and highfrequency components. Moreover, the F2CMPE mitigates the drawback of producing time series with sharply reduced data length via the coarse-grained procedure in the conventional composite multiscale permutation entropy (CMPE). The comparative performance of the F2CMPE and CMPE is investigated by analyzing the synthetic and experimental signals for entropy-based feature extraction. In the proposed bearing fault diagnosis method, the F2CMPE is first used to extract the entropy-based features from bearing vibration signals. Then, LS and SVM are used for selection of features and fault classification, respectively. Finally, the effectiveness of the proposed method is verified for rolling bearing fault diagnosis using experimental vibration data sets, and the results have demonstrated the capability of the proposed method to recognize and identify the bearing fault patterns under different fault states and severity levels.
I. INTRODUCTION
In industrial manufacturing plants, rolling bearings are usually operated under harsh and complicated working environment for pursuing higher profits and are inevitably subjected to incipient defects, which can potentially lead to energy waste and performance degradation of the whole industrial system [1] - [3] . Hence, in recent decades, fault detection and diagnosis of rolling bearing have attracted tremendous attention for accurately identifying and isolating faults and performing appropriate maintenance planning to avoid financial losses caused by unexpected downtime linked to bearing
The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. failures. For this purpose, lots of effort has been put into the field of health monitoring of industrial systems by applying statistical measurements to characterize fault symptoms hidden in complex signals as early as possible [4] , such as the use of time-domain and frequency-domain features [5] ; nevertheless, both of them are most suitable for linear and stationary signals. As a result, traditional linear methods may not efficiently detect the dynamic change of complex and non-linear vibration signals [6] .
Over the past decades, enormous entropy algorithms have been applied successfully in fault diagnosis applications of rotating machinery, providing useful statistical indicators as to measures of uncertainty and disorder of time series acquired from a physical system [7] - [10] .
The commonly used entropy measures include single-scale entropy [11] , such as Approximate Entropy (ApEn), Sample Entropy (SampEn), Fuzzy Entropy (FuzzyEn) and Permutation Entropy (PE). For instance, in [12] , the ApEn was used as a non-linear feature indicator for discriminating different bearing conditions. In [13] , a study was carried out to compare the performance of ApEn, SampEn and FuzzyEn in analyzing simulation and experimental electromyographic signals respectively. Recently, PE was applied for extracting fault features from bearing vibration signals, and the results demonstrated that PE enjoys the advantages of simplicity, fast calculation and invariance for non-linear monotonous transformations [6] , [14] , [15] .
Nonetheless, the performance of PE might be limited by analyzing time series with one single scale, which may neglect potential useful information associated with primary symptoms hidden in multiple scales. For overcoming this shortcoming, Multiscale Permutation Entropy (MPE) was first proposed by Aziz and Arif [16] , inspired by the concept of the coarse-grained procedure proposed in Multiscale Entropy (MSE) [17] . The main ideas behind MSE and MPE are producing coarse-grained time series with different scales and then applying single-scale entropy approaches (e.g., SampEn and PE) for the calculation of the complexity of coarse-grained time series with different scales. However, it was reported that MPE still encounters some drawbacks [7] , [18] . First, the coarse-grained procedure greatly reduces the data length of the time series with an increasing scale. Furthermore, the original time series is equally divided into non-overlapping fragments by the coarse-grained procedure, the results of which may yield inappropriate PE measure in the MPE. Concerning this limitation, Composite Multiscale Permutation Entropy (CMPE) was later proposed in [19] and [20] by integrating information of multiple coarse-grained time series in one same scale. Comparatively, the CMPE could provide higher entropy reliability than the MPE while the use of high scale factors. Though the CMPE has improved from the MPE; the fundamental theory behinds the coarse-grained procedure is essentially a linear smoothing of the original time series. As a result, coarse-grained time series with increasing scale factors inevitably have sharply decreased data length which possibly yields inconsistent PE values. Moreover, only low-frequency components are maintained in the coarse-grained time series because of the coarsegrained procedure is similar to the sub-sampling operation. This may not adequately detect and identify incipient bearing degradation, especially when coherent fault symptoms are hidden in both low and high frequency components caused by the emergence of early failures in rolling bearings.
In this paper, a novel entropy measure, named Fine-toCoarse Multiscale Permutation Entropy (F2CMPE), is put forward to overcome the shortcomings in the coarse-grained procedure mentioned above and generate reliable PE measure even with high scale factors. The F2CMPE method enjoys the advantages of extracting the dynamic change of time series from both low-frequency and high-frequency components. Besides, by using the Wavelet Packet Decomposition (WPD) analysis and F2C procedure, the F2C signals generated from reconstructed wavelet coefficients have the same data length as that of raw time series, which improves the reliability of PE calculation, especially when high scale factors are used for feature extraction.
A new rolling bearing fault diagnosis method is proposed based on the F2CMPE, LS and SVM, the flow chart of which is presented in Fig. 1 . More specifically, the F2CMPE is first applied to characterize non-linear dynamic change associated with fault symptoms from bearing vibration signals. After having obtained fault feature vectors, we apply LS and SVM to select salient features and classify bearing patterns respectively. Finally, the applicability of the proposed F2CMPE method for analyzing synthetic signals with different noises was studied and compared with the CMPE in terms of different sources of noises (i.e., pink noise and Gaussian white noise) and Signal-to-Noise Ratios (SNRs). Then, the efficiency of the F2CMPE for bearing diagnosis was verified via real bearing experimental validation, and a comparative study between the proposed F2CMPE and the CMPE was also carried out for diagnosing bearing defects. The main contributions in this paper are concluded below:
• A novel non-linear complexity measure, named F2CMPE, is proposed to estimate the dynamic change of VOLUME 7, 2019 rolling bearing vibration signals. The F2CMPE not only takes low-and high-frequency components into account but also mitigates the influence of decreased data length in signals with high multiple scale factors based on the WPD analysis and the F2C procedure.
• A new rolling bearing fault diagnosis method is proposed by integrating the F2CMPE, LS and SVM methods for identifying and classifying incipient bearing failures.
• Both synthetic and experimental signals are analyzed to verify the effectiveness of the F2CMPE for feature extraction, and its performance is compared with that of the CMPE for characterizing the dynamic changes of time series. In the experimental validation, ten conditions of rolling bearing are applied in terms of different bearing components and fault severity levels. The analysis results have demonstrated that the proposed rolling bearing fault diagnosis method could guarantee high reliability and robustness in identifying bearing performance deterioration.
The rest of this paper is organized as follows: Section II reviews the principles of the PE, MPE and CMPE. Section III first reviews the WPD analysis and then presents the proposed F2CMPE method. The parameter selection in the calculation of the F2CMPE is also described and discussed. Section IV presents the proposed bearing fault diagnosis method based on the F2CMPE, LS and SVM. Section V shows the comparative study between the F2CMPE and CMPE algorithms for analyzing synthetic signals with different noise levels. Section VI presents the experimental analysis to study and verify the effectiveness of the proposed method for rolling bearing fault diagnosis. Finally, conclusions are drawn in Section VII.
II. UNDERLYING PRINCIPLES OF PE, MPE AND CMPE
This section introduces the theoretical background of the PE, MPE, and CMPE algorithms.
A. PERMUTATION ENTROPY (PE)
Bandit and Pompe proposed PE measure in 2002 for estimating the complexity of time series based on permutation patterns by comparing the neighboring values of the time series [21] . PE enjoys the advantages of simplicity, fast calculation and invariance concerning non-linear monotonous transformations [22] . Thus, PE is suitable for analyzing nonstationary time series measured from complex industrial system [6] . The principle of PE is briefly described below:
Given a time series x(i) of length N , the time delay λ and the embedding dimension m, the phase space of a time series can be reconstructed as:
where 1 ≤ i ≤ N − (m − 1)λ. Then, the m number of real values contained in each X i can be rearranged in an increasing order as
Therefore, any vector X i can be mapped onto a group of symbols as
where π n is one of the m! symbol permutations having m distinct symbols and n = 1, 2, · · · , k, k ≤ m! (m! is the largest number of distinct symbols). If we suppose that P(π 1 ), P(π 2 ), · · · , P(π k ) denote the probability distribution of each symbol sequences respectively, and k n=1 P(π n ) = 1. For each permutation π n , the relative probability distribution can be determined by:
Then, the normalized permutation entropy of order m is defined as [23] :
It is notable that the PE value ranges from 0 to 1. The smaller the PE value is, the more regular the time series is.
B. MPE AND CMPE
The MPE algorithm was developed by Aziz and Arif [16] in 2005 based on the coarse-grained procedure and PE. Given a time series {x(i), i = 1, 2, 3, · · · , N } with data length N and the scale factor τ , construct consecutive coarse-grained time series, y (τ ) . Each element of y (τ ) is calculated by averaging a successively increasing number of data points in nonoverlapping windows at scale factor τ as follows:
Then, the MPE can be obtained by calculating PE via various coarse-grained time series as
It can be observed that the coarse-grained procedure is similar to a sub-sampling operation; hence, it may yield imprecise values because of the increasingly reduced data length in coarse-grained time series. Moreover, in the MPE, a time series is divided into equal non-overlapping fragments, as a result of which some potentially useful information hidden in adjacent data points may be neglected.
To overcome the shortcomings above mentioned, in 2013, Wu et al. proposed the concept of Composite Multiscale Entropy (CMSE) to reduce the variance of estimated entropy values at high scales [18] . Later, improved MPE methods were proposed based on CMSE [19] , [20] , in which the improved coarse-grained procedure combines information of multiple coarse-grained time series at one scale factor. Herein, we call those improved MPE as CMPE since the CMSE is the first work to propose the composite-based coarse-graining procedure [18] . Similar to MPE, the CMPE method mainly includes two steps. Firstly, given a time series {x(i), i = 1, 2, 3, · · · , N }, its coarse-grained forms at multiple scales can be obtained. In the CMPE, the kth coarse-grained time series for a given scale factor τ , y
then, by averaging of all the k number of CMPE values at τ scale, the CMPE value with scale factor τ can be obtained as
where τ is the scale factor for producing coarse-grained time series, m is the embedding dimension, and λ is the time delay in the calculation of the PE measure. As shown in Fig. 2 , two coarse-grained time series are separated from the original time series at the 2nd scale factor in the CMPE algorithm.
III. FINE-TO-COARSE MULTISCALE PERMUTATION ENTROPY (F2CMPE)
This section first briefly reviews the WPD analysis and then introduces the proposed F2CMPE algorithm. Based on the reconstructed wavelet coefficients using WPD, F2C signals are generated by consecutively removing high-frequency components, and then PE measure is used to estimate the complexity of the F2C signals for the calculation of F2CMPE measure.
A. WAVELET PACKET DECOMPOSITION (WPD)
Wavelet analysis has been widely applied to analyze nonstationary signals and enjoys the advantages of offering good time and frequency resolutions [24] - [26] . WPD can provide both approximate and detail wavelet decomposition coefficients with same frequency bandwidths by successively using wavelet filtering operations to each decomposition level until desired frequency resolution is achieved. The principle of WPD can be briefly described as follows [27] . WPD can be implemented by means of a pair of low-pass and high-pass wavelet filters, denoted as h(k) and
The decomposition of a signal x(t) is described as [28] :
where C j,n denotes the wavelet coefficient at the j-th decomposition level, the n-th sub-band, and l is the number of the wavelet coefficients. Thereby, the input signal can be decomposed into a series of wavelet decomposition coefficients including approximation coefficients with low-frequency information and detail coefficients with high-frequency information.
To prove the superiority of WPD that could improve the efficiency of multiple-scale entropy analysis, an example was given to demonstrate the advantage of WPD when applying for producing coarse-grained and fine-grained time series. Fig. 3 presents a procedure of WPD transformation using Haar wavelet on the first level; it also shows the principal distinction between the WPD analysis and composite-based coarse-grained procedure in CMPE (presented in Fig. 2 ) when applying to extract frequency information from an original time series. The former considers both lower and higher frequency components into account; however, the latter ignores the high-frequency information, which merely considers the low-frequency components. Therefore, WPD makes full use of information hidden in both low-and highfrequency components. Based on obtained wavelet packet coefficients, the reconstruction procedure of the wavelet transform is defined as [29] : (11) where h(k − 2l) and g(k − 2l) denote the low-pass and highpass wavelet reconstruction filters respectively. h is related to the scaling function and g is related to the wavelet function.
Correspondingly, given a wavelet packet tree at the j-th decomposition level, in total a set of 2 j wavelet packet coefficients, {C j,n , 1 ≤ n ≤ 2 j }, can be obtained where n is the order of the coefficient in the j-th decomposition level. Then, based on each coefficient vector C j,n , a reconstructed signal R j,n , with the same length of the original signal, can be produced by setting the all the other decomposition coefficients on level j to zero and recursively implementing the wavelet reconstruction transform in the inverse procedure until j decreases to zero [30] . Among each reconstruction procedure, the wavelet decomposition coefficient has 1/2 data points by comparing with the upper level. Finally, for each R j,n , it has an approximative frequency range with that of C j,n and remains the same length with the original signal. Therefore, given the sampling frequency F s , the frequency intervals of each R j,n can be approximately computed by:
Reconstructed signals equally partition the whole frequency spectrum of the signal and contain frequency information ranging from low to high. Furthermore, the reconstructed signals have the same data length as that of the original signal, which avoids the large variance caused by the decreased data length in the calculation of MPE and CMPE [7] . Thereby, the definition of F2CMPE is proposed on the basis of WPD transformation and reconstruction procedures.
B. F2CMPE ALGORITHM
The superiority of WPD allows decomposing non-stationary signals into wavelet coefficients with good time and frequency resolution. Also, the reconstruction procedure enables the inversion of each wavelet decomposition coefficient to a reconstructed sub-signal that remains the same length with the original signal. Owing to the advantages of WPD analysis, the F2C signals are produced by constructing reconstructed sub-signals with a fine-grained to coarse-grained manner [31] . More specifically, in the F2C procedure, when the scale factor increases, the high-frequency information is consecutively removed from previously acquired F2C signals at lower scales. Hence, given F2C signals with increasing scales, high-frequency and low-frequency information is consecutively refined and obtained from the original signal through the F2C procedure, which can contribute to appropriately characterize the dynamic changes associated with fault symptoms in vibration signals. The flowchart of our proposed F2CMPE method is illustrated in Fig. 4 . The F2CMPE algorithm is described as follows: 1) Apply WPD to decompose an original signal to j-th decomposition level where only wavelet decomposition coefficients produced from the branch of C 1,0 on the 1-th level are selected and used. Thereby, there are 2 j−1 sets of wavelet decomposition coefficients
} are obtained and used in the next step; 2) Reconstruct single branch using each acquired wavelet decomposition coefficients on the j-th level, by setting the coefficients of all the other vectors on level j to zero and recursively implementing the wavelet reconstruction transform in the inverse procedure until j decreases to zero. Thus, each reconstructed sub-signal has the same data length as that of original signals. Therefore, 
where j is the decomposition level, τ is the scale factor, and the maximum number of τ is equal to 2 j−1 . Herein, the proposed F2C procedure refers to a process that produces sub-signals with fine-grained to coarse-grained time-frequency information refined from the original signal; 4) Perform PE to estimate the complexity of F2C signals over different scale factor τ , and we call these procedures as Fine-to-Coarse Multiscale Permutation Entropy (F2CMPE) analysis. In summary, the main idea behinds the F2CMPE can be concluded as two stages: 1) generate the F2C signals representing fine-grained to coarse-grained time-frequency information obtained by consecutively removing the F2C signal having high-frequency information from previous obtained F2C signal based on the F2C procedure; 2) apply PE to estimate the irregularity and dynamic changes of the F2C signals over different scale factors. Herein, the frequency range of the F2C signals obtained from the original signal is gradually decreased since high-frequency components are consecutively removed from previously produced F2C signals. Hence, through the F2C procedure, low-frequency information finally remains in the F2C signals at high scales. With an increasing scale factor, dynamic changes hidden in lowerfrequency components can be gradually characterized from the original signal. Besides, in the proposed F2CMPE algorithm, the only half frequency spectrum of the original signal is used for producing F2C signals. Indeed, similarly, in MSE, MPE, and CMPE, both of them only apply no more than half frequency spectrum of the original signal commencing from 2nd scale, because the coarse-grained procedure is similar to a sub-sampling as well as a linear smoothing method.
Previously published works have verified the effectiveness of the use of a half-frequency spectrum, which could provide sufficient and accurate information for discriminating different bearing conditions, such as in [6] , [7] , [11] , and [15] - [20] . Furthermore, vibration acquisition system usually has a high sampling frequency. Hence, very high-frequency components typically contain too much detail information that may be potentially considered as noises to some extent so that it has less useful information for extracting intrinsic fault symptoms. Moreover, the emergence of incipient failures in rolling bearing components introduces impulse waves and finally results in the occurrence of coupling frequency in both lower and higher frequency components due to periodical friction and strikes between faulty and healthy components. Therefore, capturing the dynamic characteristics using the F2CMPE measure allows discriminating different bearing conditions based on the non-linear entropy analysis and pinpointing the root cause of bearing defects.
Comparatively, the use of the coarse-grained procedure has some shortcomings in MPE and CMPE. Firstly, the fundamental idea behind MPE is essentially a linear smoothing procedure. As a result, both MPE and CMPE lack of high-frequency information obtained from the original time series. That is, useful high-frequency components are proactively discarded, which may not provide relatively stable and precise entropy values. Furthermore, the data length of the coarse-grained time series decreases over increasing scale factors. But, the calculation of PE greatly depends on the data length. For instance, short time series may inevitably yield imprecise estimation of entropy values [6] . The proposed F2CMPE method could alleviate those problems.
Theoretically, the proposed F2CMPE method not only provides low-and high-frequency information but also alleviates the influence of short time series for PE calculation. Thanks to the WPD analysis, it can give fine-grained resolution in time and frequency domains. By using orthogonal wavelet kernels, it allows generating wavelet coefficients by applying low-and high-pass filters rather than the use of the simple linear filter. Therefore, both low-and high-frequency information can be maintained in the F2C signals. Furthermore, by reconstructing coefficients to signals with the same data length as the original time series, it could avoid imprecise PE measure due to the decreased data length, especially when the length of original data is already too short. Given an example, a vibration signal of rolling bearing with Outer Race Fault (ORF) is analyzed by using the F2CMPE algorithm, and 8 F2C signals are obtained when a four-level WPD tree is used. The F2C signals and their corresponding frequency spectrums are presented in Fig. 5 .
One can see from Fig. 5 (a) that the F2C signals with increasing scale factors are becoming more and more smooth and flat because high-frequency information representing detail changes has been consecutively removed from former F2C signals according to the theory of the F2C procedure. Therefore, only low-frequency information remains in the F2C signals at very high scales. Furthermore, Fig. 5 (b) indicates that the frequency range of each F2C signal is in line with the concept of the F2C procedure. In particular, both low-and high-frequency information is extracted from the original signal and exists in F2C signals at small scales. With an increasing scale, low-frequency information mainly composes the frequency spectrum because of the use of reconstruction signals produced by coefficients after the lowpass filter. Besides, the frequency of the F2C signal at the first scale factor is very similar to that of the original ORF signal, which indicates that the F2C signals can maintain significant frequency information in the original signal to the most extent. Therefore, the F2CMPE method can be used to characterize the complexity and dynamic changes for extracting fault symptoms hidden in bearing vibration signals.
C. PARAMETER SELECTION OF F2CMPE
The appropriate use of mother wavelet function and decomposition level can significantly improve the performance of generating F2C signals based on signal decomposition and reconstruction in WPD analysis. More specifically, desired frequency resolution in F2C signals can be achieved by using a suitable wavelet kernel and decomposition level, where the latter determines the frequency band in each F2C signal. Therefore, the selection of wavelet and decomposition level is vital for achieving optimum performance using the F2CMPE algorithm, especially for generating the F2C signals appropriately. In wavelet analysis, the performance of a mother wavelet is based on two major factors, namely the support size and the number of vanishing moments. More specifically, a mother wavelet containing a large number of vanishing moments and small support size can locate valuable information from the original signal with less redundant information [32] . Among various mother wavelets, the Daubechies and Symlet family of wavelets are well-known for their orthogonality and efficiency in filter implementation for the Mallat fast algorithm, which are considered as desired wavelet functions in this study. Besides, the Relative Wavelet Energy (RWE) method has been applied to compare and select the appropriate mother wavelet [33] , [34] . The RWE can provide information regarding relative energy distribution in transformed signals, which is also suitable for measuring the energy ratio in the F2C signals. An appropriate mother wavelet is supposed to extract the most significant amount of energy because of the occurrence of failures which introduce large magnitude in a few wavelet coefficients. Hence, the wavelet kernel having the highest RWE value is considered as the optimum mother wavelet for generating F2C signals. Herein, the use of RWE method is described as follows. Given a set of F2C signals F2C τ , τ = 1, 2, · · · , 2 j−1 , the energy of each F2C signal can be obtained by:
where i is the index of the data point in each F2C signal, N is the data length of the F2C signal at the scale factor τ . Then, the total energy of F2C signals obtained in the j-th decomposition level can be obtained as
Finally, the normalized value represents the relative energy of each F2C signal among overall F2C signals:
where
, and the energy probability distribution RWE(τ ) is considered as a time-scale density. Besides, the variance of one indicator quantifies to what extent the indicator varies and fluctuates. Normally, the high variance index also means that there are extra dynamic changes and possibly additional information existed in this indicator. Hence, in this study, the variance of RWE is also applied to evaluate optional mother wavelet functions. The larger variance value of REW is, the greater possibility of extracting useful information associated with fault symptoms from non-stationary signals [35] . In this study, the RWE values and their corresponding variance are both applied to evaluate four Daubechies (''db2'',''db4'',''db6'',''db8'') and four Symlet (''sym2'', ''sym4'', ''sym6'', ''sym8'') wavelets respectively to select the optimum one for generating F2C signals. Additionally, the wavelet decomposition level determines the range of sub-frequency band in wavelet coefficients as well as the reconstructed signals. The larger decomposition level, the higher frequency resolution in each sub-band can be obtained. Nevertheless, a very high decomposition level will require more computational time and computing resources. By taking the effectiveness of signal decomposition and reconstruction based on WPD into consideration, a six-level wavelet tree is used (the decomposition level j = 6) in the F2CMPE algorithm. Subsequently, 32 F2C signals and a set of F2CMPE features over 32 scale factors are produced correspondingly.
To select the appropriate mother wavelet, the vibration signals of rolling bearing with ten conditions are randomly chosen from Case Western Reserve University (CWRU) Data Center [36] . Eight number of different mother wavelet kernels are then applied to construct F2C signals based on the F2CMPE algorithm. In this study, the fifth-decomposition level is used, and 32 sets of F2C signals are therefore obtained correspondingly. This experiment is operated 100 times, and the average maximum RWE values and their average variances are presented in Table 1 . It can be seen that ''db4'' and ''db6'' wavelet functions outperform the rest. Besides, the two indicators (namely RWE and its variance) of ''db4'' and ''db6'' wavelets are very similar, and ''db4'' is finally selected as the desired mother wavelet in this study for the F2CMPE feature extraction.
Additionally, the calculation of PE also greatly affects the effectiveness of the F2CMPE feature extraction. To provide reliable PE measurements, the selection of the embedding dimension m and the time delay λ are necessary. Practically, when m < 4 it cannot detect the dynamic change of the mechanical vibration signals. Besides, when m > 8, not only the reconstruction of phase space will homogenize vibration signals but also the calculation of PE is time-consuming; hence, it cannot truly reflect the small varying range. According to literatures [6] , [37] , it was recommended to select m = 4 − 7. Regarding the use of time delay, when λ > 5, it cannot detect a slight change in the time series. Comparatively, the effect of time delay λ has small effects on the calculation of PE [15] , especially when λ ≤ 4. Moreover, a very short time series cannot produce prominent statistical significance on PE values. Therefore, in this study, m = 5 and λ = 3 are specified for the calculation of PE values from the F2C signals by the F2CMPE measure as well as in the CMPE measure for a comparative study, and the data length of time series is set to N = 4, 096.
IV. THE PROPOSED BEARING DIAGNOSIS METHOD
This section describes the proposed method for fault diagnosis of rolling bearing based on the proposed F2CMPE, LS and SVM methods, the procedure of which is presented in Fig. 1 .
A. LAPLACIAN SCORE (LS) FOR FEATURE SELECTION
The obtained F2CMPE features over all scales could be applied to discriminate bearing conditions for fault diagnosis purpose. Nevertheless, not all entropy measures are directly associated with incipient bearing defects. Furthermore, a vast number of feature vectors can be time-consuming due to the increase of computational complexity because of the high VOLUME 7, 2019 dimensions. Hence, it is necessary to select the most critical features to avoid the dimension disaster and enhance the fault identification efficiency. In this paper, LS is applied to choose salient features and construct the optimum feature vectors by reducing feature dimension. It has been verified for its efficiency in fault diagnosis of rolling bearing, such as in [15] . LS is a feature selection method used to evaluate the importance of features according to their power of locality preserving based on Laplacian Eigenmaps and Locality Preserving Projection [38] .
Given m data samples and each sample has n features, suppose L r represent the Laplacian score of the r-th feature, and f ri represent the i-th sample of the r-th feature (r = 1, 2, · · · , n and i = 1, 2, · · · , m). The main calculation of LS algorithm can be described as follows:
1) Construct a nearest neighbor graph G with m nodes, where the i-th node corresponds to the i-th data point x i . Then an edge is put between i-th and j-th node, if x i and x j are ''close'', which is defined as x i is among k nearest neighbors of x j , or x j is among k nearest neighbors of x i where k is practically set to 5. When the label information is available, one can put an edge between two noes sharing the same label. 2) Define weight matrix S of the models as
if nodes i and j are connected 0 otherwise.
where t is a suitable constant. 3) For the r-th feature, suppose f r as
where I is the unit vector with dimension m and the matrix L is often called graph Laplacian. Let
4) Compute the Laplacian Score of the r-th feature as follows: (20) where Var f r is used to estimate variance of the r-th feature. The larger S ij is, the smaller (f ri − f rj ) is; therefore the more important the feature is, the smaller LS value of the feature obtains. In this study, the use of LS helps to select salient entropy features, which are then applied to construct fault feature vectors according to their LSs from low to high. Specifically, entropy features with lower scores are considered as critical features for representing fault symptoms extracted from different vibration signals of rolling bearing [15] , [38] . After that, the optimum feature vectors constructed using F2CMPE features and LS can be fed into multi-class SVM for fault identification, which is used to classify health conditions of rolling bearing.
B. THE PROPOSED ROLLING BEARING FAULT DIAGNOSIS METHOD
The procedure of the proposed rolling bearing fault diagnosis method is described as follows:
1) Vibration signals are collected from rolling bearings with different conditions using an acceleration sensor with a specified sampling frequency.
2) The F2CMPE algorithm is then applied to extract fault features from measured vibration signals. In this study, a six-level wavelet tree is used in the F2CMPE, and 32 F2CMPE features are produced. In the calculation of PE, the embedding dimension m is set to 5 and time delay λ is set to 3 respectively. 3) The initial fault feature vectors constructed using 32 F2CMPE features are then divided into training and testing data sets respectively. After that, LS is applied to refine and rank training and testing elements of features according to their LS values from low to high. 4) The first several salient features in each feature vector after LS analysis are selected to construct new training and testing fault feature vectors respectively. 5) The obtained optimum feature vectors are then fed into multi-class SVM for fault identification and classification.
V. COMPARATIVE ANALYSIS OF F2CMPE AND CMPE BASED ON SYNTHETIC SIGNALS
In this study, simulation analysis is first carried out to investigate the performance of the proposed F2CMPE and conventional CMPE for analyzing synthetic signals containing different noise levels and SNRs.
A. ANALYSIS OF GAUSSIAN WHITE NOISE AND 1/F NOISE
Gaussian white noises and 1/f noises with different lengths (N = 1024, 2048, 4096, 8192, and 16384) are considered in this study. Both of the F2CMPE and CMPE are applied to estimate entropy values from noise signals, and the numerical results are presented in Fig. 6 . From Fig.s 6 (a) and (b), it can be noted that, with an increasing scale factor τ , the F2CMPE features obtained from the Gaussian white noise and 1/f noise signals gradually decrease from roughly 0.97 to 0.32. This phenomenon is in line with the theory of the F2CMPE algorithm, because both low and high-frequency information is extracted from the F2C signals at low scales. The waveforms of these F2C signals rapidly change and fluctuate over time than those of the smooth signals at high scales. Therefore, it potentially provides more permutation sequences and obtains large PE values from those F2C signals with low scales. Afterward, PE values start to descend with an increasing scale since the detail information is continuously removed from previously obtained F2C signals; thus, waveforms of F2C signals at low scales are becoming more and more smooth and regular. As a result, the higher the scale is, the smaller the PE value is. Additionally, in contrast with CMPE values obtained from white and 1/f noise signals, one can note that F2CMPE feature values show more consistency and stability with increasing scales. Comparatively, the CMPE features, however, relatively fluctuate over scale factors, especially when time series with decreased data length are analyzed. Indeed, the calculation of PE depends on the data length of the time series. Small data length can yield imprecise PE values and give an incorrect estimation of the dynamic changes of time series. From the comparative study, the simulation results indicate that the F2CMPE could provide consistent and stable values for estimating the complexity of time series compared to that of the CMPE.
B. ANALYSIS OF SIGNALS WITH DIFFERENT SNRS
Mixed signals are analyzed to verify the distinguishability and consistence of the proposed F2CMPE measure. Gaussian white noise is added in a sinusoidal signal with a frequency 30 Hz, and the signals with SNRs: 10, 15, 20, 25, and 30 are considered in this analysis. Then, the F2CMPE and CMPE features of mixed signals are calculated, the results of which are presented in Fig. 7. From Fig. 7 , it shows that, for both F2CMPE and CMPE features, entropy values of signals with small SNRs are greater than that of signals with large SNRs, because more white noises are added in the signals with a decreasing SNR. This indicates that F2CMPE and CMPE verify the case. Moreover, Fig. 7 (a) shows that the F2CMPE features of the original signal keep steady over 32 scales, and other signals with white noises gradually decrease until scales are very high. This is because high-frequency information, namely potential detail dynamic changes, is consecutively removed from F2C signals with increasing scales. Especially, F2CMPE features extracted from signals at very high scales cannot be discriminated from each other as their waveforms are very smooth at very high scales. Comparatively, Fig. 7 (b) shows that the CMPE features relatively fluctuate over 32 scales, and most CMPE feature curves mix with each other so that it is comparatively more difficult to distinguish between those signals.
Therefore, the analysis results indicate that the F2CMPE outperforms the CMPE in discriminating different conditions of complex signals, which can efficiently characterize the complexity of signals with different white noises, by extracting low and high-frequency information from the F2C signals. Besides, the F2CMPE feature values have more consistency and robustness than that of the CMPE when different white noises are added to the original signal. Especially, the curves of F2CMPE measure, in signals with small noises (e.g., SNR = 25 or 30), have the similar trend with that of the original sinusoidal signal, which indicates that the F2CMPE measure is robust to small noises and can effectively represent intrinsic complexity characteristics in non-stationary signals.
VI. EXPERIMENTAL DATA ANALYSIS
This section presents an experimental study to investigate the performance of the F2CMPE for fault diagnosis of rolling bearing by analyzing vibration signals. The experiment setup is introduced, then results and discussions are presented and described respectively.
A. EXPERIMENT SETUP
Experimental validation is carried out to verify the feasibility of the proposed method for bearing fault diagnosis. Bearing data sets are provided by the CWRU Bearing Data Center [36] . In the experiments, bearing data, having ten classes of states and three kinds of fault severity levels, were collected from the drive end channel. This experiment system is shown in Fig. 8 , which includes a 3HP motor, a torque transducer, a dynamometer, control electronics, and the 6205-2RS JEM SKF deep groove ball bearing. Single point failures were introduced into SKF bearings using electro-discharge machining with local fault diameters of 0.1778 mm, 0.3556 mm, and 0.5334 mm and fault depth of 0.2794 mm. In this experiment, vibration data of rolling bearing include ten conditions, i.e., the normal condition (Norm), and the damages on the inner race (IR), the outer race (OR) at 6 o'clock, and the ball element (BE) respectively. In this study, for all fault conditions, three defect sizes of point fault were considered 0.1778 mm, 0.3556 mm, and 0.5334mm under 1730 r/min with Load 3 HP, and 12 kHz sampling rate. These ten conditions are respectively labeled as Norm, IR1, IR2, IR3, OR1, OR2, OR3, BE1, BE2, and BE3. Then, these vibration signals were split into a set of non-overlapping segments with a specified data length (N = 4, 096). The detail specification of each rolling bearing state is presented in Table 2 .
B. EXPERIMENTAL RESULTS AND DISCUSSION
In this case, the performance of the proposed F2CMPE for rolling bearing fault diagnosis is validated and compared with that of the conventional CMPE, where LS and SVM are used as standard feature selection and fault classification methods to justify the comparison results. Firstly, after the data acquisition, there are in total 29 samples collected for each condition, and 290 samples are therefore obtained for ten conditions of rolling bearing. Each sample is a time series with 4, 096 data points. Herein, 14 samples in each state are selected as training samples, and the left 15 samples are chosen as testing samples. Then, the F2CMPE and CMPE are applied to estimate the complexity of the vibration signals and produce 32 features to construct feature vectors for each sample. Therefore, for all 29 samples in each condition, the mean and standard deviation values of the F2CMPE and CMPE features representing each state are acquired, the results of which are shown in Fig.s 9 (a) and (c) respectively. One can find that both F2CMPE and CMPE feature values gradually decrease with an increasing scale factor since signals are becoming smooth and regular at high scales. From Fig. 9 (a) , it shows that the F2CMPE measures representing ten conditions of rolling bearing can be relatively distinguished by observing waveforms, especially from medium scales between 16 -25. This indicates that significant differences can be extracted and identified in ten conditions using the F2CMPE. From Fig. 9 (c) , it was found that CMPE features representing ten bearing conditions are very disordered and can be hardly discriminated by observing waveforms directly. Besides, Fig.s 9 (a) and (c) indicate that the standard deviation of the F2CMPE features at each scale is comparatively smaller than those of the CMPE features, which indicates that the calculation of F2CMPE is more consistent and reliable. It indicates that the F2CMPE may effectively extract the dynamic characteristics associated with fault symptoms hidden in different conditions of rolling bearing with different fault states.
After obtaining the F2CMPE and CMPE features from vibration signals, LS is then used to select and rank salient features for constructing all training and testing feature vectors, the results of which are presented in Fig.s 9 (b) and (d) . Fig. 9 (b) shows that the first five ranked F2CMPE features greatly distinguish different bearing conditions to the most extent, the indexes of which are in line with those scales in Fig. 9 (a) , which can distinguish differences between various bearing conditions. Comparatively, the first five CMPE features lie in the 21 -25 scales as shown in Fig. 9 (b) . Herein, the importance of entropy features selected using LS refers to the discriminatory capability of differentiating and distinguish between various bearing conditions. Besides, Fig.s 9 (b) and (d) indicate that, for both F2CMPE and CMPE features, entropy measurements at very low scales can hardly contribute to the improvement of discriminative performance since the redundant detail changes in high-frequency information may not accurately reflect the intrinsic characteristics in signals. Hence, after LS analysis, ranked entropy features in front orders are applied to construct fault feature vectors for bearing fault classification using SVM classifier [41] , [42] .
Aiming at verifying the effectiveness of the proposed method for bearing fault classification, training and testing feature vectors obtained from signals are used. At first, the increasing number of features, ranging from 1 to 32, are used to construct feature vectors. Given k number of features, the feature vectors of training samples can be obtained with dimension 140 × k, and the feature vectors of testing samples are 150 × k. Later, the different number of feature vectors are respectively fed into the SVM classifier for performance comparison. That is, 32 groups of experiments are carried out using feature vectors that consist of a different number of F2CMPE and CMPE features in each vector varying from 1 to 32. In our study, the RBF kernel is applied in SVM, and a grid search method is applied to locate the optimum cost parameter c and the width parameter g in the training stage. Herein, c and g are respectively set between 2 −10 to 2 10 . A 10-fold cross-validation method is used for the validation of the proposed bearing fault diagnosis approach. In a k-fold cross-validation method, the data sets are divided into k subsets, and the holdout method is repeated k times. After that, the average error for all k trials can be obtained. The fault identification accuracy rate based on the F2CMPE and CMPE using an increasing number of features are presented in Fig. 10 (a) . As can be seen, the classification accuracy rate continuously increases with the use of an increasing number of entropy features. Comparatively, the proposed method based on the F2CMPE can achieve 100% accuracy rate using only the first five features in contrast with that based on the CMPE for fault identification. Moreover, the proposed method can continuously maintain high and stable identification accuracy for bearing diagnosis under ten conditions.
The indexes of the first eight features using the F2CMPE method with 32 scales are 21, 22, 20, 19, 24, 23, 6 , and 5 according to the LSs from low to high. The misclassified testing samples are shown in Fig. 11 (a) -(c) in which the first 3, 4, and 5 selected F2CMPE features are respectively applied. Besides, the proposed method can achieve 99% accuracy rate with only the first four features. Hence, the analysis results indicate that the proposed method using the F2CMPE, LS and SVM can efficiently identify bearing faults under ten conditions. Comparatively, the method based on the CMPE, LS and SVM cannot continuously offer a stable accuracy rate, when an increasing number of CMPE features are applied, the values of which fluctuate between 86.67% and 100%. The misclassified testing samples using the first 3, 4, and 5 selected CMPE features are presented in Fig. 11 (d) -(f) respectively.
Additionally, the effectiveness of the F2CMPE and CMPE features over 64 scales are investigated using the different number of selected features using LS and SVM. The results of the classification accuracy rate are shown in Fig. 10 (b) , which presents that the F2CMPE accuracy curve gradually increases from 60% to 100% with the use of an increasing number of features. Besides, it achieves a 100% accuracy rate when the first eight features are used in this case. In contrast, the CMPE accuracy curve initially rises to 93% and then goes up and down when less than 16 CMPE features are applied, after which it achieves a 100% accuracy rate. Nevertheless, it cannot continuously guarantee a high and stable accuracy rate which also fluctuates between 98.67% and 100%. Generally, with the use of an increasing number of features, both F2CMPE and CMPE can achieve a reasonable classification accuracy. Evidently, the diagnosis method based on the F2CMPE can provide a more reliable and stable fault classification accuracy than that based on the CMPE, when ten conditions of rolling bearings are considered. To sum up, experimental validation has demonstrated that the proposed method based on the F2CMPE, LS and SVM can efficiently discriminate different states of rolling bearing and identify bearing failures by offering reliable and stable bearing fault pattern classification accuracy.
Finally, to illustrate the potential effectiveness of the proposed methodology for bearing fault diagnosis, a comparison study between the presented work and published literature is summarized in Table 3 . The comparative items include the year of publication, defects considered, signal processing method, characteristic features, classifier used, number of classified states, maximum classification accuracy and feature selection method. From Table 3 , one can note that PE has been widely studied under a multiple-scale framework for rolling bearing fault diagnosis. Though some methodologies can achieve 100% classification accuracy using the different number of bearing conditions, their improved methods are mostly developed based on the definition of MPE. However, as has been discussed in this study, both MPE and CMPE neglect the high-frequency components; thereby, temporal time series of decreased data length may not yield entropy estimation appropriately. In this study, we are attempting to overcome these limitations by proposed the F2CMPE measure. Furthermore, it can be seen that LS and SVM methods have been widely applied, respectively, for fault characterization and classification in the field of fault diagnosis. In addition, it should be noticed that our proposed method is different from the method presented in Zhao et al. [39] , in which average MPE values of wavelet coefficients are directly obtained and used as feature vectors based on wavelet coefficients. In contrast, in this paper, the F2C procedure is proposed to construct F2C signals which contain varying low-and high-frequency information based on WPD transformation and reconstruction analysis. Besides, the LS feature selection method is applied to investigate the performance of using a different number of entropy features. Furthermore, experimental results have demonstrated that the proposed method can achieve a 100% identification accuracy rate even when ten conditions of rolling bearing are applied for experimental validation.
VII. CONCLUSIONS
In this paper, a new rolling bearing fault diagnosis method is proposed based on the F2CMPE, LS and SVM. Focusing on non-linear and non-stationary characteristics of bearing vibration signals, a new entropy measure, named F2CMPE, is presented to estimate the complexity and dynamic changes of time series. The selection of parameters in the calculation of the F2CMPE is introduced and discussed (i.e., wavelet functions and decomposition level in WPD analysis). A comparative performance study was carried out to investigate the F2CMPE and CMPE features for analyzing synthetic signals. Results indicated that the F2CMPE method could yield more consistent and robust entropy values compared with those of the CMPE method. Meanwhile, the effectiveness of the proposed bearing fault diagnosis method is verified by analyzing rolling bearing vibration signals, which represent different fault states and fault severity levels. Experimental results have demonstrated the efficacy of the proposed method and the superiority of the newly introduced F2CMPE measure for fault detection and diagnosis of rolling bearing. For future work, further study will be on the investigation of the proposed bearing fault diagnosis method when applying for analyzing vibration and acoustic signals measured from a real industrial-scale rotary machine. Meanwhile, the focus will be on developing self-adaptive approaches using an improved multiple-scale entropy measure for detecting performance deterioration in rotating machinery. 
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