Abstract. We consider orthogonal polynomials in two variables whose derivatives with respect to x are orthogonal. We show that they satisfy a system of partial differential equations of the form
Introduction
We are concerned with the problem of characterizing orthogonal polynomials in two variables whose partial derivatives with respect to x are also orthogonal. W. Hahn [5] solved the univariate version of this problem partially. He showed that the only positive-definite orthogonal polynomials whose derivatives also form positive-definite orthogonal polynomials are Jacobi, Laguerre or Hermite polynomials. Later H. L. Krall [10] extended Hahn's results to the quasi-definite case and showed that the only orthogonal polynomials whose derivatives also form orthogonal polynomials are the classical orthogonal polynomials of Jacobi, Laguerre, Hermite and Bessel. In addition to the work of Bochner and Krall (see also [14] ), there are many characterizations for the classical orthogonal polynomials (see [1] , [3] , [13] , [17] ). For example, the following statements are equivalent:
Let {P n (x)} ∞ n=0 be an orthogonal polynomial set (i.e., deg P n = n for all n ≥ 0). (i) For each n ≥ 0, y = P n (x) satisfies a second order ordinary differential equation α(x)y (x) + β(x)y (x) = λ n y(x), (1.1) for some α(x) = ax 2 + bx + c = 0 and β(x) = dx + e, where λ n = an(n − 1) + dn = 0 if n ≥ 1.
(ii) Up to a complex linear change of variable, {P n (x)} ∞ n=0 is one of the following sets of orthogonal polynomials: (a) Jacobi polynomials {P for some polynomial α(x) of degree ≤ 2 and β(x) of degree ≤ 1. (iv) {P n (x)} ∞ n=1 is weakly orthogonal; i.e., there exists a nonzero moment functional τ such that
for some nonzero polynomial α(x) of degree ≤ 2 and constants r n , s n and t n . The study of classical orthogonal polynomials in one variable leads us to consider the relationship between orthogonal polynomials in two variables and a second order partial differential equation of the form
where A(x, y), B(x, y) and C(x, y) are polynomials of degree ≤ 2, D(x, y) and E(x, y) are polynomials of degree ≤ 1, and λ n is the eigenvalue parameter. The important work in this direction was done by Krall and Sheffer in 1967 [11] . But there have been only a few results in this area since Krall and Sheffer. One of the possible reasons lies in the fact that the general theory of multivariate orthogonal polynomials was developed only very recently. The matrix-vector notation has played an essential role in the recent development of the general theory. It was introduced by Kowalski ([8] , [9] ). He characterized the orthogonality of polynomials in several variables by the recurrence relations with matrix coefficients. Xu [18] gave another formulation of the recurrence relations and gave a simple proof of Kowalski's theorem.
Owing to the three term recurrence relations with matrix coefficients, we [6] obtained a characterization for orthogonal polynomials in two variables which satisfy the partial differential equation of the form (1.5). In fact, we generalized the property (v) to orthogonal polynomials in two variables.
In this paper, we generalize the Hahn-Sonine theorem to bivariate orthogonal polynomials and obtain characterizations analogous to the classical orthogonal polynomials. In particular, we show that a generalization of (iv) does not produce a second order partial differential equation of the form (1.5) but does produce a second order partial differential equation with two-parameter eigenvalues. Finally, we show that our results can cover more examples which cannot be covered by Bertran's (see Examples 3.1 and 3.3).
Main contents
The set of all polynomials in two variables will be denoted by P. By a polynomial system (PS), we mean a sequence of polynomials {φ mn (x, y)} 
is said to be monic if φ mn (x, y) = x m y n + lower degree terms. We call any linear functional on P a moment functional. We denote the action of a moment functional σ on polynomial π by σ, π . Similarly, for a matrix Q = (Q i,j ) with Q i,j being a polynomial, σ, Q is defined to be the matrix ( σ, Q i,j ). We see that σ, AB T = σ, BA T T for any column vectors A and B of polynomials. For a moment functional σ, we define the partial derivatives of σ by the formulas
and define the multiplication on σ by a polynomial ψ through the formula
is called an orthogonal basis (OB) relative to σ if there is a nonzero moment functional σ such that
We say that {Φ n } ∞ n=0 is a weak orthogonal polynomial system (WOPS) relative to σ if
is an orthogonal polynomial set (OPS) relative to σ.
It is obvious that there is an OB relative to σ if and only if there is a WOPS relative to σ.

Definition 2.2.
A moment functional σ is quasi-definite (resp., weakly quasidefinite) if there is an OPS (resp., a WOPS) relative to σ.
From Definition 2.1, we see that a PS {Φ n } ∞ n=0 is a WOPS (resp., an OPS) relative to σ if and only if σ,
, there is a unique moment functional σ, which is called the canonical moment functional of {Φ n } ∞ n=0 , defined by the conditions [11] ). For any moment functional σ, the following statements are equivalent : 
is an OB relative to a quasi-definite moment functional σ.
(ii) For n ≥ 0 and i = 1, 2, there are matrices A ni of order (n + 1) × (n + 2), B ni of order (n + 1) × (n + 1), and C ni of order
Now we are ready to state our main results.
be a monic OB relative to a quasi-definite moment functional σ. Assume that ∂ x P 0n ≡ 0 (resp., ∂ y P n0 ≡ 0) for all n ≥ 0. Then the following statements are equivalent :
where α(x, y) (resp.,ᾱ(x, y)) is a polynomial of degree ≤ 2 and β(x, y) (resp.,
satisfy a system of equations of the form
) is a monic OB, where
Proof. We prove the case that ∂ x P 0n ≡ 0 only since the other case can be proved similarly.
Hence we have A n k = 0 for all 0 ≤ k ≤ n − 1. By comparing the coefficients of the highest degree terms in both sides in (2.3), we obtain (ii).
If we take m = 0, then for n > 0 we have
Hence by Lemma 2.2, there is a polynomial β of degree ≤ 1 such that
If we take m = 1, then we have for n > 1
Thus we have τ =
Remark 2.1. The condition that ∂ x P 0n = 0 for all n ≥ 0 is not too restrictive. In fact, all weak orthogonal polynomials found by Krall and Sheffer [11] satisfy this condition.
where λ n−k,k (resp., γ n−k,k ) are the eigenvalues of Λ n (resp., Γ n ) for 0 ≤ k ≤ n.
Proof. Let A n be a nonsingular matrix of order (n + 1) × (n + 1) such that
4). Thus the theorem is proved.
We can obtain similar results for Γ n . 
satisfies a second order partial differential equation of the form
Proof. The theorem is proved in the same way as in Theorem 2.5.
Remark 2.2.
1. The conditions that ∂ y P n0 = ∂ x P 0n = 0 for all n ≥ 0 hold for many OPS's. For OPS's satisfying a second order partial differential equation of the form (1.5), these conditions are equivalent to A y = C x = 0. See [6] for the details and their properties. 2. In fact, Ω n = Λ n + Γ n , where Λ n and Γ n are given in (2.2).
Examples and Bertran's work
Let {Φ n } ∞ n=0 be an OB relative to a quasi-definite moment functional σ satisfying a second order partial differential equation of the form The partial differential equation (3.1) was introduced and investigated by Krall and Sheffer. Then it is well known (see [6] , [11] ) that σ satisfies the following functional equations, called the moment equations,
Solving the moment equations (3.2) for σ x and σ y , we have
Note that deg(AC − B 2 ) ≤ 3 and the coefficients in (3.3) is of degree ≤ 2. Bertran [2] studied some properties of orthogonal polynomials in ν-variables obtained by orthogonalizing an ordered basis of monomials. He derived a system of partial differential equations of the form (2.4) for these orthogonal polynomials under the strong conditions that the weight function w(x) satisfies the system of first order partial differential equations with boundary conditions
where deg α i ≤ 2, deg β i ≤ 1 and R is the region of the orthogonality. Also, he gave some examples of orthogonal polynomials in ν-variables satisfying a second order partial differential equation with two-parameter eigenvalues of the form (2.4). However, Bertran's results are not applicable if we do not know the orthogonalizing weight function and the region of orthogonality. We recall that there are many OPS's whose weight function is not known ( [11] , [15] ). Below, we show that our theorems can be applied to more examples which cannot be covered by Bertran's results. 
The polynomial solutions are called the circle polynomials. Recently [12] , we showed that the differential equation 
Thus by Theorem 2.4 and 2.6, {P n } ∞ n=0 will satisfy three partial differential equations:
where Λ n and Γ n are constant matrices of order (n + 1) × (n + 1) given by
. Since the eigenvalues of Λ n and Γ n are all distinct, Λ n and Γ n are diagonalizable matrices. Thus by Theorem 2.5, there is an OB {Φ n } ∞ n=0 (which in general is not monic) such that
Furthermore, the partial derivatives {P
with respect to x and y are OB's relative to a moment functional (1 − x 2 − y 2 )σ (g) (see [6] ). In fact, we have
Thus {P
is orthogonal relative to the moment functional σ
and satisfies the partial differential equation
Bertran dealt with the circle polynomials only for g = 3. But he did not give the eigenvalues explicitly and did not notice that partial derivatives of {P n } ∞ n=0 with respect to x or y are OB's relative to the weight function w(x, y) = H(1 − x 2 − y 2 ) dxdy. We emphasize that our theorem has an advantage of being able to apply to the circle polynomials (with g = 1, 0, −1, · · · ) and to prove the orthogonality of partial derivatives with respect to x and y of the normalization of the circle polynomials.
Remark 3.1. The matrix Ω n = Λ n + Γ n in (3.7) has complex eigenvalues for some n ≥ 0. Thus there is no real PS satisfying the partial differential equation with two-parameter eigenvalues [4] [16] ) derived a pair of partial differential operators which have the circle polynomials as joint eigenfunctions. One of his partial differential operators is (3.7) with g = 2γ + 3. He showed that the circle polynomials for γ > −1 are the unique solutions to the generalized Bochner problem [16] : Find all triples (L 1 , L 2 , P) where P is a family of polynomials, and L i (i = 1, 2) are second order linear partial differential operators such that φ 1,0 (x, y) := x + iy ∈ P, and for every φ ∈ P 
The partial differential equation (3.8) has an OPS if α + 1 + n, β + 1 + n, γ + 1 + n, α + γ + 2 + n, β + γ + 2 + n, α + β + γ + 3 + n = 0 for all n ≥ 0 (see [12] ) . Then σ satisfies the moment equations
It is shown [7] that the common factors in (3.9) can be cancelled out and σ satisfies
Then by Theorem 2.4, the monic triangle polynomials satisfy the partial differential equations
. . . The following example shows that our theorem improves Bertran's statement in the sense that our theorem can apply to an OPS relative to a moment functional σ which satisfies a single equation of the form (2.1). However, Λ n is not diagonalizable since the eigenvalues of Λ n are all 0 and the number of linearly independent eigenvectors is 1. Thus there is no OB which satisfies the partial differential equation (3.10) and a partial differential equation of the form (2.4) simultaneously.
