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Abstract
We give a topological characterization of ω-limit sets of continuous antitriangular maps, that is,
maps F : [0,1]2 → [0,1]2 with the form F(x,y) = (f2(y), f1(x)), (x, y) ∈ I2. We also point out
some differences between ω-limit set of antitriangular and one-dimensional maps.
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1. Introduction
Let (X,d) be a compact metric space and denote by C(X,X) the set of continuous
maps from X into itself. For ϕ ∈ C(X,X), the pair (X,ϕ) is a discrete dynamical system
generated by ϕ. The orbit of a point x ∈ X is defined by Orbϕ(x) := {ϕn(x)}∞n=0, where
ϕn = ϕ ◦ ϕn−1, n ∈N, and ϕ0 denotes the identity on X.
An important problem in dynamical systems is the topological classification of ω-limit
sets. For x ∈ X, define its ω-limit set under ϕ as the set of limit points of its orbit, which
will be denoted by ωϕ(x). Any ω-limit set is non-empty, closed and strongly invariant
[ϕ(ωϕ(x)) = ωϕ(x)] (see for instance [6]). The simplest structure allowed to an ω-limit
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set is given by periodic orbits. Recall that x ∈ X is said to be periodic if there is n ∈ N
such that ϕn(x)= x . The smallest positive integer satisfying this condition is the order or
period of x , denoted by ordϕ(x), and the finite orbit generated by x is called periodic.
Roughly speaking, dynamical systems having only periodic points as ω-limit sets are the
simplest ones in the following sense: every orbit can be approximated by a periodic orbit
of the system. In general, this situation is rather unusual and different types of ω-limit sets
could occur in the general case.
Although the problem of classifying ω-limit sets is rather complicated for general
compact metric spaces, in the case of continuous interval maps (when X = I = [0,1])
this problem has been completely solved. Before explaining this classification we need
some additional notions. We say that a set Y ⊆ X is periodic if there is n ∈ N such
that ϕn(Y ) = Y and ϕk(Y ) = Y for 0  k < n. The number n is called the period of
Y and the set Y is also called n-periodic. The orbit of Y under ϕ is given by the set⋃n−1
i=0 ϕi(Y ) = Orbϕ(Y ). The interior of Y will be denoted by Int(Y ). A subset Y is
nowhere dense whenever the interior of its closure is empty.
Theorem 1 [13,1]. Let f ∈ C(I, I) and L = ωf (x) for x ∈ I . Then L can be one of the
following types:
(a) A finite set (periodic orbit).
(b) An infinite nowhere dense set.
(c) L = ⋃ni=1 Ji , where Ji are pairwise disjoint, n-periodic nondegenerate closed
subintervals of I .
Conversely, if a closed subset L⊆ I is finite, infinite nowhere dense or a union of pairwise
disjoint subintervals, then there is f ∈ C(I, I) and x ∈ I such that ωf (x)= L.
When X = In, n 1 only partial results are known (see, for example, [2]). A bit more
is known for a special class of maps from C(I 2, I 2), called triangular maps, which have
the form T (x, y)= (f (x), g(x, y)), (x, y) ∈ I 2 (see [9] and [8]).
The aim of this paper is to investigate the topological structure of ω-limit sets for
another special class of two-dimensional maps called antitriangular maps. We say that
F ∈ C(I 2, I 2) is antitriangular if F(x, y) = (f2(y), f1(x)), (x, y) ∈ I 2. Notice that for
n 0
F 2n(x, y)= ((f2 ◦ f1)n(x), (f1 ◦ f2)n(y)
)
, (1)
F 2n+1(x, y)= ((f2 ◦ (f1 ◦ f2)n
)
(y),
(
f1 ◦ (f2 ◦ f1)n
)
(x)
)
. (2)
We denote the set of continuous antitriangular maps from I 2 into itself by CA(I 2, I 2).
The interest of studying antitriangular maps is twofold. On one hand, they are two-
dimensional maps whose dynamical behavior is close to that of one-dimensional maps (see,
for instance, [7] or [4]), and their study could give us information about the dynamics of
general two-dimensional maps. On the other hand, antitriangular maps are closely related
with the model of an economic process called Cournot duopoly (see, for instance, [12]).
Our main result is the following.
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Theorem 2. Let F ∈ CA(I 2, I 2) and let L= ωF (x, y), (x, y) ∈ I 2. Then L can be one of
the following types:
(a) A finite set (periodic orbit).
(b) An infinite nowhere dense set.
(c) L is a finite union ⋃pi=1Ri, where Ri = Ii × Ji ⊂ I 2 are nondegenerate periodic
rectangles of F such that Ri ∪ Rj is not a rectangle and Int(Ri) ∩ Int(Rj ) = ∅ for
1 i < j  p.
This result is similar to the direct statement of Theorem 1. However, the converse
statement of Theorem 2 is in general not true, that is, given a set L of the form of (a) or (c)
not always is possible to find an F ∈ CA(I 2, I 2), and (x, y) ∈ I 2 such that L= ωF (x, y).
For (b) the converse statement is not known.
It means that some notion of admissibility is necessary to consider. For points, i.e.,
finite ω-limit sets, those distributions were considered in [3]. Since periodic rectangles
contain periodic points, these distributions of points described in [3] force the distribution
of rectangles, and so not every distribution of rectangles in I 2 can be an ω-limit set for an
antitriangular map.
Let us remark that Theorem 2 explains empirical observations done in [11], where
periodic attracting rectangles are numerically observed.
We also remark that in the case of ω-limits of antitriangular maps with empty interior
we obtain a difference with the interval case: the ω-limit set can be locally connected, even
connected.
The paper is organized as follows. In Section 2 we introduce some basic properties on
ω-limits of antitriangular maps and preliminary results. After this, we prove Theorem 2.
Finally, we point out some facts concerningω-limit sets with empty interior, and give some
examples of ω-limit sets with non-empty interior.
2. Preliminary results
Let ϕ ∈C(X,X) and fix x ∈X. Then for any n ∈N
ωϕ(x)=
n−1⋃
j=0
ωϕn
(
ϕj (x)
) (see [6]). (3)
Let us start by proving the following.
Lemma 3. Let ϕ ∈C(X,X) and suppose that Y andZ are ω-limit sets of ϕ with non-empty
interior. Then either Int(Y )∩ Int(Z)= ∅ or Y =Z.
Proof. Let us assume Y = ωϕ(y) and Z = ωϕ(z) for some y, z ∈X and Int(Y )∩ Int(Z) =
∅. Then there is a non-empty open subset U contained in Int(Y ) ∩ Int(Z). Then, there is
n ∈ N such that ϕn(y) ∈ U ⊂ Int(Z). Hence, it is clear that the closure of {ϕi(y)}∞i=n is
included in Z because ω-limit sets are strongly invariant. Therefore Y ⊆ Z. By a similar
argument we prove that Z ⊆ Y . ✷
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We say that ϕ is transitive if given two non-empty open sets U,V ⊂X there is n0 ∈ N
such that ϕn0(U) ∩ V = ∅. If there is k0 ∈ N such that ϕn(U) ∩ V = ∅ for all n  k0,
then ϕ is called a (topologically) mixing map. Observe that topologically mixing maps
are transitive maps (see [10] for a detailed explanation on this notions). The condition of
transitivity of ϕ is equivalent to the existence of a point x ∈ X with ωϕ(x)= X, when X
has no isolated points (see [10]). We say that an invariant closed set Y ⊆ X is transitive
(respectively mixing) if ϕ|Y is transitive (respectively mixing). The map ϕ is said to be
bitransitive if ϕ2 is transitive.
In the case of interval maps, we have
Theorem 4 [5]. Let f ∈ C(I, I) be transitive. Then either f is bitransitive or there is
c ∈ Int[0,1] such that f ([0, c])= [c,1], f ([c,1])= [0, c] and both f 2|[0,c] and f 2|[c,1]
are bitransitive (clearly the point c is the only fixed point of f ).
Theorem 5 [6, p. 154]. Let f ∈ C(I, I). The following statements are equivalent:
(a) f is bitransitive.
(b) f is topologically mixing.
The following result shows why mixing sets are important in our setting. For it consider
the product map on I 2 defined by (f × g)(x, y)= (f (x), g(y)).
Theorem 6 [2]. Let f,g ∈ C(I, I) and let x ∈ I such that ωf (x) is mixing. Then for any
y ∈ I there are x1, y1 ∈ I such that ωf×g(x1, y1)= ωf (x)×ωg(y).
We always denote a general antitriangular map by F(x, y)= (f2(y), f1(x)). We use πi
to indicate the canonical projections from I 2 onto I, i = 1,2.
Proposition 7. Let F ∈CA(I 2, I 2). The following properties hold for all (z1, z2) ∈ I 2:
(a) ωF (z1, z2)⊆ [ωf2◦f1(z1)× ωf1◦f2(z2)] ∪ [ωf2◦f1(f2(z2))×ωf1◦f2(f1(z1))].
(b) πi(ωF (z1, z2))= ωfj ◦fi (zi )∪ ωfj ◦fi (fj (zj )), for i, j ∈ {1,2}, i = j .
(c) fi(ωfj ◦fi (zi))= ωfi◦fj (fi(zi)), for i, j ∈ {1,2}, i = j .
Proof. (a) is obtained from (1) and (3) and (c) is a consequence of the definition of ω-limit
sets.
(b) We only prove π1(ωF (z1, z2)) = ωf2◦f1(z1) ∪ ωf2◦f1(f2(z2)), the other case is
analogous. The part “⊆” is a consequence of (a). For the other part, let w ∈ ωf2◦f1(z1).
Then there exists an increasing sequence of nonnegative integers {ni}∞i=1 such that (f2 ◦
f1)ni (z1)→ w, i →∞. Since I is compact, there is a subsequence {nik }∞k=1 with (f1 ◦
f2)
nik (z2)→ z, for some z ∈ I . Then F 2nik (z1, z2)→ (w, z), hence w ∈ π1(ωF (z1, z2)).
If w ∈ ωf2◦f1(f2(z2)), in a similar way is proved that w ∈ π1(ωF (z1, z2)). ✷
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3. Proof of Theorem 2Let L = ωF (x, y), (x, y) ∈ I 2 and F ∈ CA(I 2, I 2). According to Proposition 7 and
Theorem 1 it is enough to distinguish the following cases:
(1) ωf2◦f1(x) or ωf1◦f2(y) is a nowhere dense set (finite or infinite).
(2) ωf2◦f1(x)=
⋃p
j=1 Ij and ωf1◦f2(y)=
⋃q
j=1 Jj are union of closed periodic subinter-
vals of f2 ◦ f1 and f1 ◦ f2, respectively.
In case (1), by Proposition 7(a), L is contained in a nowhere dense set. Since L is
closed, is also nowhere dense and Int(L)= ∅. Notice that L will be finite iff ωf2◦f1(x) and
ωf1◦f2(y) are finite. Hence we suppose Int(L) = ∅.
Consider ωf2◦f1(x) =
⋃p
j=1 Ij and notice that (f2 ◦ f1)p(Ij ) = Ij for 1  j  p.
Moreover, it is straightforward to see that there is x0 ∈ I1 such that ω(f2◦f1)p ((f2 ◦
f1)j (x0))= Ij for 1 j  p and therefore (f2 ◦ f1)p|Ij is a transitive map. According to
Theorems 4 and 5 two possibilities can happen: (p1) (f2◦f1)p|Ij is topologically mixing or
(p2) there are closed intervals Ij (0), Ij (1) ⊂ Ij , with Ij (0) ∪ Ij (1) = Ij , whose intersection
is a fixed point of (f2 ◦ f1)p , such that (f2 ◦ f1)p(Ij (0))= Ij (1), (f2 ◦ f1)p(Ij (1))= Ij (0)
and (f2 ◦ f1)2p|Ij (i) is mixing on Ij (i), 1  j  p, i ∈ {0,1}. A similar analysis can be
done for ωf1◦f2(y)=
⋃q
j=1 Jj .
Let l be the lowest common multiple of 2p and 2q . We claim that ωF 2l (x, y) =
ω(f2◦f1)l (x)×ω(f1◦f2)l (y).
By (p1) and (p2) we have that (f2 ◦ f1)l and (f1 ◦ f2)l are mixing on ω(f2◦f1)l (x) and
ω(f1◦f2)l (y), respectively. By Theorem 6, there is (x1, y1) ∈ ω(f2◦f1)l (x) × ω(f1◦f2)l (y)
such that ωF 2l (x1, y1) = ω(f2◦f1)l (x) × ω(f1◦f2)l (y). If we prove that ωF 2l (x, y) =
ωF 2l (x1, y1), then the claim is true. According to (1), the inclusion ωF 2l (x, y) ⊆
ωF 2l (x1, y1) is clear. Since Int(L) = ∅, it is also clear that Int(ωF 2l (x, y)) = ∅. Then by
Lemma 3 we obtain ωF 2l (x, y)= ωF 2l (x1, y1), which proves the claim.
Since ωF 2(x, y) =
⋃l
i=1 ωF 2l (F 2i (x, y)), we get that ωF 2(x, y) is union of closed
rectangles with non-empty interior. To finish the proof, we consider the set ωF (x, y) =
ωF 2(x, y)∪ωF 2(F (x, y)) and distinguish two cases. If Int[ωF 2(x, y)∩ωF 2(F (x, y))] = ∅,
then
ωF 2
(
F(x, y)
)= F (ωF 2(x, y)
)= f2
(
ωf1◦f2(y)
)× f1
(
ωf2◦f1(x)
)
= ωf2◦f1
(
f2(y)
)× ωf1◦f2
(
f1(x)
)
,
by using Proposition 7(c). So, assume Int[ωF 2(x, y) ∩ ωF 2(F (x, y))] = ∅. Again by
Lemma 3, ωF 2(x, y)= ωF 2(F (x, y)), which ends the proof. ✷
Remark 1. For an antitriangular map, we already know the topological structure of an
ω-limit set with empty interior, see Theorem 2. Essentially, the situation is similar to the
interval case, the ω-limit set is a nowhere dense set. In the interval case this means that
the set is totally disconnected. This is not true for antitriangular maps: we can find ω-limit
sets with empty interior and locally connected, even connected, as the following example
shows.
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Fig. 2. Examples of impossible ω-limit sets.
Define g(x) = 1 − |1 − 2x|, x ∈ I . It is well known that gn is transitive for n ∈ N.
Then, there is x0 ∈ I such that ωgn(x0)= I for all n ∈ N [6, Chapter VI, Proposition 42].
Let Γn = {(x, gn(x)): x ∈ I } be the graph of gn, n ∈N, and let Γ ∗n = {(gn(x), x): x ∈ I }.
Define Gn(x, y)= (gn(y), gn(x)). Then it is straightforward to see that ωGn(x0, gn(x0))=
Γn ∪ Γ ∗n .
Remark 2. In the case of ω-limit sets with non-empty interior the distribution of the
rectangles on I 2 cannot be arbitrary. Since the ω-limit set is a finite union of periodic
intervals, which contain periodic points, this distribution of rectangles must essentially
follow the cases described in [3, Theorem 3.10]. In Fig. 1 we present some examples of
such distributions (the union of dark rectangles is the ω-limit set).
Theorem 2 and [3, Theorem 3.10] point out that some non-empty sets cannot be ω-limit
sets of antitriangular maps. In Fig. 2 we present some examples.
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