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Galois theory for semiclones
MIKE BEHRISCH
Abstract. We present a Galois theory connecting finitary operations
with pairs of finitary relations one of which is contained in the other.
The Galois closed sets on both sides are characterised as locally closed
subuniverses of the full iterative function algebra (semiclones) and rela-
tion pair clones, respectively. Moreover, we describe the modified closure
operators if only functions and relation pairs of a certain bounded arity,
respectively, are considered.
1. Introduction
Clones of operations, i.e. composition closed sets of operations containing
all projections (cf. [30, 34, 24, 15]), play an important role in universal algebra
as they encode structural properties independently of the similarity type of
the algebra. It is well-known (see [9, 14], translations available in [7, 8]) that
on finite carrier sets clones are in a one-to-one correspondence with structures
called relational clones. This is established via the Galois correspondence
Pol - Inv, which is induced by the relation of “functions preserving relations”.
In general, i.e. including in particular the case of infinite sets, so-called local
closure operators come into play (see [14, 29, 28, 23, 3]), and also the notion of
relational clone as known from finite domains needs to be generalised (cf. ibid.).
In this way the Galois connection singles out certain locally closed clones
from the lattice of all clones on a given set. These clones can also be seen
as those which are topologically closed w.r.t. the topology that one gets by
endowing each set AA
n
, n ∈ N, with the product topology arising from A
initially carrying the discrete topology (see e.g. [5, 4]).
By equipping the set of all finitary functions on a fixed set A with a fi-
nite number of operations (including permutation of variables, identification
of variables, introduction of fictitious variables, a certain binary composition
operation and a projection as a constant; we present more details later on),
one obtains the full function algebra of finitary functions on A. It is known (cf.
e.g. [30, 24]) that the clones on A are exactly the carrier sets of subalgebras of
this structure. This relationship is a special case of the one between the full
iterative function algebra, also known as iterative Post algebra (introduced
by Maľcev in [26]), and its subuniverses (called Post algebras in [9]), which
have often only been referred to as closed classes of functions in the Russian
literature (e.g. [20, 21]). These are similar in spirit to clones, but they do not
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need to contain the projections (selectors in the terminology of [26]) as the it-
erative Post algebra omits the projection constant in its signature compared
to the full function algebra.
In analogy to the Pol - Inv Galois connection, a Galois correspondence
Polp - Invp has been developed in [16] (see also [17, 18, 19]) based on the no-
tion of functions preserving pairs (̺, ̺′) of relations ̺′ ⊆ ̺. For finite carrier
sets the Galois closed sets have been characterised to be precisely the sub-
universes of the full iterative Post algebra and the subuniverses of a suitably
defined relation pair algebra, respectively. To the best knowledge of the au-
thor, a generalisation of this result to arbitrary base sets has not yet appeared
in the literature. In particular the general (and thus infinite) case is also miss-
ing in Table 1 of [13, p. 296] summarising related Galois connections and
characterisations of their closure operators.
In this article it is our aim to fill in this gap. We first coin the notion
of a semiclone, which relates to transformation semigroups in the same way
as clones relate to transformation monoids. It is not hard to figure out that
semiclones and subuniverses of the full iterative Post algebra coincide. How-
ever, not only is the name shorter, but also do we feel that the way how a
semiclone is defined is much more similar to the usual definition of a clone
and easier to grasp than that of a subalgebra of the full iterative function
algebra; hence the proposition of the new terminology of semiclones. Unfor-
tunately, our semiclones are different from those appearing in [32], which are
closed w.r.t. a different form of composition, do have to contain the identity
operation, but are not necessarily closed under variable substitutions.
In a similar fashion as one needed to generalise the notion of relational clone
to accommodate the closed sets of InvA PolA for infinite carrier sets A, it will
be necessary to modify the relation pair algebra proposed by Harnau in [16].
We shall refer to the corresponding (new) subuniverses as relation pair clones.
Using the same local closure operator as introduced in [14, 28, 29] for sets
of functions (the topological closure), and appropriately modifying the local
closure on the side of relation pairs, we shall prove the following two main
results: the Galois closed sets of operations w.r.t. PolpA InvpA are exactly the
locally closed semiclones. Dually, the closed sets of InvpA PolpA are precisely
the locally closed relation pair clones.
Because it fits nicely in this context, we shall more specifically study and
characterise what it means that a semiclone can be described in the form
PolpAQ for some set Q of at most s-ary relation pairs, and that a relation
pair clone is given by InvpA F using a set F of at most s-ary operations. As
in [29] this involves certain s-local closure operators, and, in general, the reader
may find that quite a few results in our text are analogous to those in [29],
where similar questions have been studied w.r.t. Pol - Inv.
We mention that a related, in some sense more general, Galois connection
has been studied in [27] (finite case) and [12, 11]. There, for fixed sets A and B,
functions f : An −→ B have been related to pairs of relationsR ⊆ Am, S ⊆ Bm
for some m ∈ N+, called relational constraints. In this situation the Galois
closed sets on the functional side are also closed w.r.t. variable substitutions
(as our semiclones), but already for syntactic reasons cannot be closed w.r.t.
compositions. So even if one considers the special case that B = A, the results
from [12] and [11] describe similar but differently closed sets of functions due
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to other objects on the dual side (there is no containment condition for the
relations as in our setting since for general A and B there cannot be one).
We acknowledge that, perhaps, it could be possible to derive our results by
restricting the relational side of the Galois correspondence studied in [12, 11],
but we think that the way of describing the closed objects on the dual side
used there is (and has to be) more complicated (using so-called conjunctive
minors), in fact, too technical for our situation. Besides, our strategy of proof
exhibits more similarities with the classical arguments known from clones and
relational clones. Also the local closures developed for relational constraints
in [12, 11] necessarily need to be modified (see Remark 2.16) to be used with
our relation pairs due to the inclusion requirement in their definition.
Still a different weakening of the notion of clone and an associated Galois
theory for arbitrary domains has been considered in [25]: there sets of functions
that contain (as clones do) all projections, are closed under substitution of
one function into the first place of another one, permutation of positions and
addition of fictitious variables but are not necessarily closed under variable
identification (as semiclones are) have been characterised in terms of closed
sets of so-called clusters. For the classes of functions characterised in [25]
contain all projections, these results explore a separate direction and cannot
be exploited either to obtain the missing general (infinite) case for semiclones.
Acknowledgements. The author expresses his gratitude to Erhard Aichinger
for an invitation to the Institute for Algebra at Johannes Kepler University
Linz, which enabled fruitful discussions on some aspects of the topic with mem-
bers of the institute including Erhard Aichinger, Peter Mayr, Keith Kearnes
and Ágnes Szendrei. The author wishes to thank them, too, for their valuable
comments and contributions.
2. Preliminaries
2.1. Notation, functions and relations. In this article the symbol N will
denote the set of all natural numbers (including zero), and N+ will be used for
N \ {0}. Moreover, we shall make use of the standard set theoretic represent-
ation of natural numbers by John von Neumann, i.e. n = { i ∈ N | i < n}
for n ∈ N. The power set of a set S will be denoted by P (S).
When discussing semiclones, relation pair clones and their Galois theory
we shall make no further assumptions on the carrier set, which we usually
represent by A. Any finite (including 0) or infinite cardinality is allowed for A.
For sets A and B we write AB for the set of all mappings from B to A.
The order of composition employed in this article is from right to left, i.e.
g ◦ f ∈ CA for f ∈ BA and g ∈ CB . That is, g ◦ f maps elements a ∈ A to
g(f(a)). For any index set I, sets A and (Bi)i∈I and maps (fi : A −→ Bi)i∈I ,
their tupling is the unique map h : A −→
∏
i∈I Bi satisfying πi ◦ h = fi for
each i ∈ I, where πi :
∏
j∈I Bj −→ Bi is the i-th projection map belonging to
the Cartesian product
∏
j∈I Bj . As any ambiguity can usually be resolved
from the context, we denote the tupling h by (fi)i∈I , in the same way as the
tuple (fi)i∈I .
The notion of tupling is, of course, meaningful (by definition) in any cat-
egory having suitable products, and hence the following simple lemma about
Galois theory for semiclones 4
composition of tuplings can be proven in such a general context. We recall
here just its instance for the category of sets (cf. [3, Lemma 2.5]):
Lemma 2.1. Let I and J be arbitrary index sets, k,m, n ∈ N natural num-
bers, and A,B,D,X and Bi (i ∈ I), Cj (j ∈ J) be sets. Furthermore, suppose
that we are given mappings r : A −→ B, ri : A −→ Bi (i ∈ I), gj : B −→ Cj
(j ∈ J), and f :
∏
j∈J Cj −→ D.
(a) One has (gj)j∈J ◦ r = (gj ◦ r)j∈J .
(b) If B =
∏
i∈I Bi, then (gj)j∈J ◦ (ri)i∈I =
(
gj ◦ (ri)i∈I
)
j∈J
, and thus(
f ◦ (gj)j∈J
)
◦ (ri)i∈I = f ◦
(
gj ◦ (ri)i∈I
)
j∈J
.
(c) If Bi = Cj = D = X for i ∈ I and j ∈ J , A = Xk and I = m and J = n,
then we have
(f ◦ (g0, . . . , gn−1)) ◦ (r0, . . . , rm−1)
= f ◦ (g0 ◦ (r0, . . . , rm−1) , . . . , gn−1 ◦ (r0, . . . , rm−1)) ,
the superassociativity law for finitary operations on X.
As in our modelling natural numbers are sets, we consequently interpret
tuples as maps, too: if B = n ∈ N is a natural number, then AB = An is the
set of all n-tuples x = (x(i))i<n. We shall often write xi for the entry x(i)
(i ∈ n), and, whenever convenient, we shall also refer to the entries of tuples
by different indexing, e.g. x = (x1, . . . , xn). Note that the sole element of
A0 = A∅ is the empty mapping (tuple), whose graph is the empty relation. It
will consistently be denoted by ∅. As tuples are functions we may compose
them with other functions: for instance, if x ∈ An and α : m −→ n, (m,n ∈ N),
then x ◦ α is the tuple in Am whose entries are xα(i) (i ∈ m). Similarly, if
g : A −→ B, then g ◦ x = (g(xi))i∈n is an element of B
n.
Any mapping f ∈ AA
n
(n ∈ N) is called an n-ary operation on A, and the
number n is referred to as its arity, denoted by ar (f). The set of all finitary
operations on A is OA :=
⊎
k∈NA
Ak . Note that we explicitly include nullary
operations here, which is slightly uncommon in standard clone theory. For a set
of operations F ⊆ OA we denote its n-ary part by F (n) := F ∩AA
n
. We extend
this notation to operators yielding subsets of operations: if OP: S −→ P (OA)
is an operator on a set S, then we define OP(n) : S −→ P
(
O(n)A
)
by the
restriction OP(n)(s) := (OP(s))(n) for s ∈ S. Based on this, we put more-
over OP(n1,...,nk)(s) :=
⊎k
i=1OP
(ni)(s) for s ∈ S and a finite list of arities
n1, . . . , nk, k > 0. We also abbreviate OP
(0,...,n) as OP(≤n), and for s ∈ S
we let OP(>0)(s) := OP(s) \OP(0)(s).
The projection operations belonging to the finite Cartesian powers of the
carrier set play a special role. For n ∈ N and i ∈ n, we denote by e(n)i ∈ O
(n)
A
the n-ary projection on the i-th coordinate. Evidently, there do not exist
any nullary projections. Therefore, the set of all projections on A, denoted
by JA, equals
⋃
n∈N+
{
e
(n)
i
∣∣∣ 0 ≤ i < n}. For the identity operation e(1)0 we
occasionally also use the notation idA.
Knowing about re-indexing tuples, we can recollect the notion of polymer.
If m,n ∈ N are arities, α : n −→ m is any indexing map and f ∈ O(n)A , then
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δα (f) is the operation in O
(m)
A given by δα (f) (x) := f (x ◦ α) for x ∈ A
m. Any
operation derived from f ∈ O(n)A by some map α : n −→ m, m ∈ N, is said to
be a polymer of f . Clearly any polymer of f can be obtained by composition
with a suitable tupling of projections: δα (f) = f ◦
(
e
(m)
α(i)
)
i∈n
.
Besides operations we shall also need relations: for m ∈ N any subset
̺ ⊆ Am of m-tuples is an m-ary relation on A. Thus P (Am) is the set
of all m-ary relations, and, again allowing arity equal to null, the set of
all finitary relations is defined by RA :=
⋃
ℓ∈NP
(
Aℓ
)
. If Q ⊆ RA, we use
Q(m) := Q ∩P (Am) to denote its m-ary part. Moreover, if OP: S −→ P (RA)
is an operator on a set S, we put OP(m) : S −→ P
(
R(m)A
)
, mapping s ∈ S
to OP(m)(s) := (OP(s))(m). Similarly as for operations, for s ∈ S we define
OP(≤m)(s) :=
⋃m
k=0OP
(k)(s), OP(≥m)(s) :=
⋃
k∈N,k≥mOP
(k)(s), and we let
OP(>m−1) := OP(≥m).
A relation pair of arity m ∈ N ([16, p. 15] or [18, p. 11]) is any pair (̺, ̺′),
where ̺, ̺′ ∈ R(m)A and ̺
′ ⊆ ̺. We collect all m-ary relation pairs in the
set Rp(m)A ; the disjoint union (the importance of this technical aspect is dis-
cussed on page 8) RpA :=
⊎
ℓ∈NRp
(ℓ)
A denotes the set of all finitary relation
pairs. As before, we abbreviate m-ary parts as Q(m) := Rp(m)A ∩Q for any
Q ⊆ RpA and define operator restrictions OP
(m) : S −→ P
(
Rp(m)A
)
by map-
ping s ∈ S to OP(m)(s) := (OP(s))(m) for any OP: S −→ P (RpA). Further
we put OP(≤m)(s) :=
⊎m
k=0OP
(k)(s) for s ∈ S.
There is a natural order relation on Rp(m)A for each m ∈ N, which is given
by set inclusion in both components. That is, we write (σ, σ′) ≤ (̺, ̺′) for
(̺, ̺′) , (σ, σ′) ∈ Rp(m)A if and only if σ ⊆ ̺ and σ
′ ⊆ ̺′. Moreover, we shall
need the quasiorder on Rp(m)A , m ∈ N, that is specified by just ordering the
first components: (σ, σ′)  (̺, ̺′) holds by definition if and only if σ ⊆ ̺.
We say that a relation pair (σ, σ′) ∈ RpA is a relaxation of some other pair
(̺, ̺′) ∈ RpA (cf. [12, p. 153]) if ̺
′ ⊆ σ′ and σ ⊆ ̺. A collection Q ⊆ RpA is
closed w.r.t. relaxations if with each pair (̺, ̺′) ∈ Q it also contains any of its
relaxations, i.e. if →Q← := { (σ, σ′) ∈ RpA | ∃ (̺, ̺
′) ∈ Q : ̺′ ⊆ σ′ ⊆ σ ⊆ ̺} is
a subset of (equal to) Q. Since set inclusion is transitive, the collection →Q←
is the least subset of RpA (w.r.t. ⊆) that contains Q and is closed w.r.t. relax-
ations. We call →Q← the closure of Q w.r.t. relaxation. In [18, Definition 1,
p. 16] the closure w.r.t. relaxation has been handled by so-called multiopera-
tions dv and dh.
2.2. The Galois correspondence Polp - Invp. Here we recall the Galois
connection Polp - Invp as defined in [16, p. 15] and [18, p. 11]. The formulation
is identical except for extending the scope by allowing nullary operations and
relations.
Definition 2.2. For an n-ary operation f ∈ O(n)A (n ∈ N) and an m-ary re-
lation pair (̺, ̺′) ∈ Rp(m)A (m ∈ N) on a set A, we say that f preserves (̺, ̺
′)
and write f ⊲ (̺, ̺′) if the following equivalent conditions hold:
(i) For every tuple r ∈ ̺n, the composition of f with the tupling (r) of the
tuples in r belongs to the smaller relation: f ◦ (r) ∈ ̺′.
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(ii) For every (m× n)-matrix X ∈ Am×n the columns X−,j (j ∈ n) of which
are tuples in ̺, the tuple (f(Xi,−))i∈m obtained by row-wise application
of f to X yields a tuple of ̺′.
Note in this respect that for any tuple r = (rj)0≤j<n ∈ (A
m)n where for
0 ≤ j < n each tuple is given as rj = (rij)0≤i<m, the definition of tupling pre-
cisely yields that f ◦ (r) =
(
f
(
(rij)0≤j<n
))
0≤i<m
, i.e. the result of applying f
row-wise to the matrix (rij)(i,j)∈m×n ∈ A
m×n.
Note furthermore, that for ̺ ∈ RA and f ∈ OA the condition f ⊲ (̺, ̺)
coincides with the usual preservation condition for functions and relations
(cf. [3, Definition 2.3] for the framework involving nullary operations).
Based on the preservation condition we introduce a Galois correspondence
in the usual way: for a set F ⊆ OA we denote by
InvpA F := { (̺, ̺
′) ∈ RpA | ∀f ∈ F : f ⊲ (̺, ̺
′)}
the set of its invariant relation pairs, and, dually, for Q ⊆ RA, the set
PolpAQ := {f ∈ OA | ∀ (̺, ̺
′) ∈ Q : f ⊲ (̺, ̺′)}
contains all polymorphisms of relation pairs in Q. The pair (PolpA, InvpA)
forms the Galois correspondence Polp - Invp.
If we restrict the latter just to relation pairs (̺, ̺′) where ̺ = ̺′, then we
get the standard Galois connection Pol - Inv : for F ⊆ OA we have
{(̺, ̺) | ̺ ∈ RA ∧∀f ∈ F : f ⊲ (̺, ̺)} = {(̺, ̺) | ̺ ∈ InvA F} ,
where InvA F = {̺ ∈ RA | ∀f ∈ F : f ⊲ ̺}; and for Q ⊆ {(̺, ̺) | ̺ ∈ RA},
letting Q′ := {̺ ∈ RA | (̺, ̺) ∈ Q}, it is the case that
PolpAQ = {f ∈ OA | ∀ (̺, ̺) ∈ Q : f ⊲ (̺, ̺)} = PolAQ
′,
wherein PolAQ′ := {f ∈ OA | ∀̺ ∈ Q′ : f ⊲ ̺}.
The name polymorphism attributed to the functions in PolAQ for sets of
relations Q ⊆ RA comes from the fact that an operation f ∈ OA belongs to
PolAQ if and only if it is a homomorphism from the power
✿✿
Aar(f) into the
relational structure
✿✿
A =
〈
A; (̺)̺∈Q
〉
. This characterisation can be generalised
in the following way.
Lemma 2.3. For Q ⊆ RpA and any arity n ∈ N an operation f ∈ O
(n)
A sat-
isfies f ∈ PolpAQ if and only if f :
〈
A; (̺)(̺,̺′)∈Q
〉n
−→
〈
A; (̺′)(̺,̺′)∈Q
〉
is
a homomorphism of relational structures.
The proof is a straightforward rewriting of the definitions and is therefore
omitted.
It is an evident consequence of the definition of preservation that sets of the
form InvpA F , F ⊆ OA, are closed w.r.t. relaxation (cf. [18, Lemma 8, p. 16]).
Lemma 2.4. For F ⊆ OA we have InvpA F =
→InvpA F
←.
Proof. Although the statement easily follows from the definition, we present
here another argument, based on the local closure LOCA of sets of relation
pairs (see Definition 2.8). For any Q ⊆ RpA we have Q ⊆
→Q←, and we
shall prove →Q← ⊆ LOCAQ in Corollary 2.10. Hence, we get the inclusions
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InvpA F ⊆
→InvpA F
← ⊆ LOCA InvpA F , and we shall see in Corollary 4.10
that LOCA InvpA F = InvpA F . 
The following result provides a simple reformulation of the previous lemma.
Corollary 2.5. For every Q ⊆ RpA we have PolpAQ = PolpA
→Q←.
Proof. By Lemma 2.4, Q ⊆ →Q← ⊆ →InvpA PolpAQ
← = InvpA PolpAQ for
Q ⊆ RpA, so PolpAQ ⊇ PolpA
→Q← ⊇ PolpA InvpA PolpAQ = PolpAQ. 
Some relation pairs are preserved by no operation. If they are part of a set
Q ⊆ RpA or, more generally, part of InvpA PolpAQ, then PolpAQ is forced
to be empty. The next lemma characterises when this happens (cf. [16, p. 15]
and [18, p. 12]).
Lemma 2.6. For Q ⊆ RpA we have PolpAQ = ∅ if and only if InvpA PolpAQ
contains a relation pair of the form (̺, ∅) with ̺ 6= ∅, which happens precisely
if
(
A0, ∅
)
∈ InvpA PolpAQ.
Proof. If ̺ ∈ RpA is non-empty, then also ̺
n 6= ∅ for any possible n ∈ N.
Therefore, the condition in Definition 2.2(i) with ̺′ = ∅ is not satisfiable for
any function f ∈ OA. Hence, PolpAQ = PolpA InvpA PolpAQ = ∅, whenever
(̺, ∅) ∈ InvpA PolpAQ.
Conversely, if PolpAQ = ∅, then InvpA PolpAQ = InvpA ∅ = RpA, which
clearly contains the relation pair
(
A0, ∅
)
. The nullary relation A0 is never
empty, even for A = ∅, so the exhibited example is of the right form. 
Remark 2.7. The previous lemma demonstrates the necessity to include nul-
lary relations in the framework, caused by our wish not to impose any restric-
tion on the carrier set A. Namely, for A = ∅, we have Am = ∅ for all m ∈ N+,
and thus R(m)A = P (A
m) = {∅}. Hence, RpA =
{(
A0, ∅
)}
⊎
⊎
m∈N+
{(∅, ∅)},
which allows us to distinguish between PolpARpA = PolpA
{(
A0, ∅
)}
= ∅ and
PolpA {(∅, ∅)} = PolpA ∅ = OA. Both sets are evidently semiclones (subalgeb-
ras of the iterative Post algebra), on any carrier set A, so, in view of our
overall objective, it is more than desirable to be able to model them with our
Galois correspondence. Restricting to relations of positive arity, this would
clearly be impossible for A = ∅.
2.3. Local closure operators for functions and relation pairs. For the
Galois connection Pol - Inv in the case of infinite carrier sets, there exist
examples F ⊆ OA where the inclusion 〈F 〉OA ⊆ PolA InvA F is proper. Hence,
in order to characterise the Galois closure, an additional local closure operator
is needed. A similar situation arises with Polp - Invp: for operations we can
indeed reuse the same local closure operators as known from Pol - Inv. For the
side of relation pairs, we have to introduce a new variant of local closure.
In fact, in order to characterise Galois closures of sets of at most s-ary
operations / relations (s ∈ N) we define more specific variants of s-local closure
operators. Note that apart from extending the scope of the definition to s = 0
and nullary operations, the operators s-LocA and LocA we define coincide with
those from [29, 1.9, p. 15] (see also [28, 1.5, p. 255 et seq.]).
Definition 2.8. For s ∈ N, F ⊆ OA and Q ⊆ RpA we set
s-LocA F :=
⊎
n∈N
{
g ∈ O(n)A
∣∣∣ ∀B ⊆ An, |B| ≤ s ∃ f ∈ F (n) : g|B = f |B} ,
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LocA F :=
⋂
s∈N
s-LocA F,
s-LOCAQ :=
⊎
m∈N
{
(σ, σ′) ∈ Rp(m)A
∣∣∣∣∣ ∀B ⊆ σ, |B| ≤ s∃ (̺, ̺
′) ∈ Q(m) :
B ⊆ ̺ ∧ ̺′ ⊆ σ′
}
,
LOCAQ :=
⋂
s∈N
s-LOCAQ,
and call these s-local and local closure operators, respectively.
It is easy to check that s-LocA, LocA, s-LOCA and LOCA are indeed
closure operators on the sets of finitary operations and relation pairs, re-
spectively. Likewise, it is not hard to see that for every s, n ∈ N we have
s-Loc(n)A F = s-LocA
(
F (n)
)
and Loc(n)A F = LocA
(
F (n)
)
for F ⊆ OA, and sim-
ilarly we have s-LOC(n)A Q = s-LOCA
(
Q(n)
)
and LOC(n)A Q = LOCA
(
Q(n)
)
for
any set Q ⊆ RpA. To make a technical remark: if we had not insisted on using
the disjoint union for the definition of RpA, then for any n ∈ N we would have
0-LOCA
(
Q(n)
)
= RpA whenever (∅, ∅) ∈ Q (as in this case (∅, ∅) ∈ Q
(n)(m)
were true for all m ∈ N), and this would obviously violate the equality men-
tioned above: RpA = 0-LOCA
(
Q(n)
)
6⊆ 0-LOC(n)A Q ⊆ Rp
(n)
A .
Moreover, it follows directly from the definition that t-LocA F ⊆ s-LocA F
and t-LOCAQ ⊆ s-LOCAQ hold for all F ⊆ OA andQ ⊆ RpA whenever s ≤ t,
s, t ∈ N. Therefore, for F ⊆ OA, Q ⊆ RpA and s ∈ N we have the inclusions
0-LocA F ⊇ · · · ⊇ s-LocA F ⊇ (s+ 1)-LocA F ⊇ · · · ⊇ LocA F ⊇ F,
0-LOCAQ ⊇ · · · ⊇ s-LOCAQ ⊇ (s+ 1)-LOCAQ ⊇ · · · ⊇ LOCAQ ⊇ Q.
It follows from these relations that
s-LocA t-LocA F = (min {s, t})-LocA F
holds for all F ⊆ OA and
s-LOCA t-LOCAQ = (min {s, t})-LOCAQ
for all Q ⊆ RpA and any s, t ∈ N ∪ {∞} (cp. [29, Proposition 1.10, p. 16]),
where we have temporarily put ∞-LocA := LocA and ∞-LOCA := LOCA.
Note that our definition of s-local closure of relation pairs for s ∈ N+ entails
the corresponding one for relations given in [29, 1.9, p. 16] in the following
way: for Q′ ⊆ RA \R
(0)
A put Q :=
⊎
m∈N+
{
(̺, ̺)
∣∣∣ ̺ ∈ Q′(m)}. Then given
s > 0, one can check that s-LOCAQ =
⊎
m∈N+
{
(σ, σ)
∣∣∣ σ ∈ s-LOC(m)A Q′}
(see Lemma 6.16 for further details), in which s-LOCAQ′ denotes the set
{σ ∈ RA | ∀B ⊆ σ, |B| ≤ s ∃̺ ∈ Q′ : B ⊆ ̺ ⊆ σ}. Hence one may reconstruct
s-LOCAQ′ as {σ ∈ RA | (σ, σ) ∈ s-LOCAQ}. The local closure LOCA of sets
of non-nullary relations can be handled in a similar way.
Furthermore, the following characterisation is also simple to verify.
Lemma 2.9. For any set A, collections F ⊆ OA and Q ⊆ RpA we have
LocA F =
⊎
n∈N
{
g ∈ O(n)A
∣∣∣ ∀B ⊆ An, |B| < ℵ0 ∃ f ∈ F (n) : g|B = f |B} ,
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LOCAQ =
⊎
m∈N
{
(σ, σ′) ∈ Rp(m)A
∣∣∣∣∣ ∀B ⊆ σ, |B| < ℵ0 ∃ (̺, ̺
′) ∈ Q(m) :
B ⊆ ̺ ∧ ̺′ ⊆ σ′
}
.
From this result it easily follows that closure w.r.t. relaxation is just a special
case of the local closure of relation pairs.
Corollary 2.10. For Q ⊆ RpA we have
→Q← ⊆ LOCAQ.
Proof. Let (σ, σ′) be a relaxation of some pair (̺, ̺′) ∈ Q(m) for some m ∈ N,
i.e. ̺′ ⊆ σ′ ⊆ σ ⊆ ̺. For any finite subset B ⊆ σ we evidently have B ⊆ σ ⊆ ̺
and ̺′ ⊆ σ′ for the relation pair (̺, ̺′) ∈ Q(m). Thus, according to Lemma 2.9,
it is the case that (σ, σ′) ∈ LOCAQ. 
The following consequence is now evident.
Corollary 2.11. Let Q ⊆ RpA be locally closed (or even s-locally closed for
some s ∈ N), then it is closed w.r.t. relaxation.
For relations of fixed arity and finite base sets, there is even a much stronger
connection between relaxation and s-local closure:
Lemma 2.12. For all finite carrier sets A of cardinality k := |A| < ℵ0 and
any m ∈ N, we have →Q← = LOCAQ = km-LOCAQ for all Q ⊆ Rp
(m)
A .
Proof. The inclusions →Q← ⊆ LOCAQ ⊆ km-LOCAQ hold in general (cf. Co-
rollary 2.10). Conversely, for a set Q ⊆ Rp(m)A of m-ary pairs, let us consider
any (σ, σ′) ∈ km-LOCAQ = km-LOCA
(
Q(m)
)
= km-LOC(m)A Q. As σ ∈ R
(m)
A ,
we have |σ| ≤ |Am| = km. Hence, taking B := σ as a subset of σ having at
most km elements, by definition of km-LOCA, we get a pair (̺, ̺′) ∈ Q(m) such
that σ = B ⊆ ̺ and ̺′ ⊆ σ′. Therefore, (σ, σ′) ∈ →Q←. 
In particular, in case of finite carrier sets, the inclusion in Corollary 2.10 is
always an equality.
Corollary 2.13. For finite A we have →Q← = LOCAQ for all Q ⊆ RpA; in
particular, a subset Q ⊆ RpA is locally closed if and only if it is closed w.r.t.
relaxation.
Proof. The set LOCAQ =
⊎
m∈N LOC
(m)
A Q =
⊎
m∈N LOCA
(
Q(m)
)
is equal to⊎
m∈N
→Q(m)← = →Q← upon application of Lemma 2.12. 
The following closure property will become important regarding the char-
acterisation of the closure operator InvpA Polp
(≤s)
A in Section 5. For s ∈ N a
collection T ⊆ P (S) of subsets of a set S is called s-directed if and only if for
all t ≤ s, all (Xi)i∈t ∈ T
t and every r = (ri)i∈t ∈
∏
i∈tXi there is a set Z ∈ T
such that im r = {ri | i ∈ t} ⊆ Z. Clearly, this condition is equivalent to T
being non-empty and that for all (Xi)i∈s ∈ T
s and r ∈
∏
i∈sXi there exists
Z ∈ T fulfilling im r ⊆ Z. We say that a set Q ⊆ Rp(m)A ofm-ary relation pairs
is s-directed if and only if {̺ | (̺, ̺′) ∈ Q} ⊆ P (Am) is s-directed in the sense
above. We prove now that sets of the form s-LOCAQ, where Q ⊆ RpA, are
closed w.r.t. unions of s-directed systems of relation pairs of the same arity.
Lemma 2.14. If s,m ∈ N, Q ⊆ RpA, and T ⊆ s-LOC
(m)
A Q is s-directed, then
we have
⋃
T :=
(⋃
(µ,µ′)∈T µ,
⋃
(µ,µ′)∈T µ
′
)
∈ s-LOC(m)A Q.
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Proof. Clearly, we have σ′ :=
⋃
(µ,µ′)∈T µ
′ ⊆
⋃
(µ,µ′)∈T µ =: σ, so the union
(σ, σ′) is a well-defined relation pair in Rp(m)A . In order to prove that it be-
longs to s-LOCAQ, we consider any subset B = {bi | i ∈ t} ⊆ σ such that
t := |B| ≤ s. By definition of σ, for each i ∈ t there exists a pair (µi, µ′i) ∈ T
such that bi ∈ µi. By s-directedness of T there exists some (µ, µ′) ∈ T such
that B = {bi | i ∈ t} ⊆ µ. For (µ, µ′) ∈ T ⊆ s-LOC
(m)
A Q and B ⊆ µ has at
most s elements, there must exist some pair (̺, ̺′) ∈ Q(m) such that B ⊆ ̺
and ̺′ ⊆ µ′ ⊆ σ′. This shows that (σ, σ′) ∈ s-LOC(m)A Q. 
For m ∈ N and we say that a set T ⊆ Rp(m)A is ℵ0-directed if it is s-dir-
ected for all s ∈ N. This means we require the condition presented before
Lemma 2.14 to hold for any finite sequence of relations and tuples.
We call a set T ⊆ Rp(m)A directed if T 6= ∅ and for all (̺1, ̺
′
1) , (̺2, ̺
′
2) ∈ T
there exists some (̺, ̺′) ∈ T such that ̺1 ∪ ̺2 ⊆ ̺. This is equivalent to say-
ing that for any finite subset F ⊆ T there is an pair (̺, ̺′) ∈ T such that⋃
(µ,µ′)∈F µ ⊆ ̺, wherefore directedness clearly implies ℵ0-directedness.
As a consequence of this implication we get that locally closed sets of rela-
tion pairs are closed under directed unions of sets of pairs of identical arity.
Corollary 2.15. For all m ∈ N, Q ⊆ RpA and every ℵ0-directed collection
T ⊆ LOC(m)A Q, we have
⋃
T :=
(⋃
(µ,µ′)∈T µ,
⋃
(µ,µ′)∈T µ
′
)
∈ LOC(m)A Q. In
particular this is true whenever T ⊆ LOC(m)A Q is directed.
Under additional assumptions on the set of relation pairs Q we shall ex-
tend Lemma 2.14 and Corollary 2.15 to characterisations of local and s-local
closedness. We conclude this subsection with remarks on the relationship of
our local closure operators to others defined in the more general setting treated
in [11].
Remark 2.16. The local closure operators (and s-local closure operators for
s ∈ N+) defined here cannot directly be derived as special cases of the corres-
ponding closure operators from [11]. As the case of local closures is similar, we
shall only argue for s-local closures. Specialising the framework in the men-
tioned article for a pair of carrier sets (A,B) where B = A, we may apply the
s-local closure LOs described there to any set Q ⊆ RpA \Rp
(0)
A , then yielding
the collection
LOs (Q) = Q ∪⋃
m∈N+
{
(R,S) ∈ (P (Am))2
∣∣∣ ∀C ⊆ R, |C| ≤ s ∀Am ⊇ T ⊇ S : (C, T ) ∈ Q} .
As this set contains pairs (R,S) that are not relation pairs, i.e. failing the
condition R ⊇ S, the canonical modification would be to simply intersect the
result with RpA, leading to
LOs (Q) ∩ RpA = Q ∪⋃
m∈N+
{
(R,S) ∈ Rp(m)A
∣∣∣ ∀C ⊆ R, |C| ≤ s ∀Am ⊇ T ⊇ S : (C, T ) ∈ Q} .
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This set equals Q on any set A (in fact, the second part of the union is empty,
whenever A 6= ∅, as for C = ∅ and T = Am 6= ∅ the condition (C, T ) ∈ Q is
never satisfied). So the original definition of LOs (or its canonical modifica-
tion) is not helpful at all in our setting.
Suppose, in the union over m ∈ N+, we change the condition describing
when a relation pair (R,S) is added to the s-local closure of Q as follows:
among all relational constraints (C, T ) relaxing (R,S) and verifying |C| ≤ s
only those are required to be in Q that are indeed relation pairs. Then we get
Q∪
⋃
m∈N+
{
(R,S) ∈ Rp(m)A
∣∣∣ ∀C ⊆ R, |C| ≤ s ∀C ⊇ T ⊇ S : (C, T ) ∈ Q}.
This set still differs from s-LOCAQ as defined above. For instance for any
s ∈ N+ and Q = ∅ we have s-LOCAQ = ∅, while the previously displayed
collection contains all relation pairs (R,S) ∈ RpA where |S| > s.
We do not see an obvious way how to translate LOs into s-LOCA or vice
versa.
3. Semiclones and the full iterative Post algebra
The following definition is very similar to that of a clone of operations. The
only difference is that a clone F ⊆ OA is additionally required to contain the
set JA of projections as a subset.
Definition 3.1. A (concrete) semiclone (of operations) on a set A is a sub-
set F ⊆ OA of all finitary operations such that for all m,n ∈ N we have
f ◦ (g0, . . . , gn−1) ∈ F for each f ∈ F (n) and (g0, . . . , gn−1) ∈
(
(F ∪ JA)
(m)
)n
.
The closure property stated in Definition 3.1 is formulated in terms of par-
tial composition operations on OA as the functions making up the tupling all
have to be of identical arity. However, it is possible to extend these opera-
tions in a conservative way to totally defined operations on OA such that semi-
clones are exactly the subuniverses of a certain universal algebra on the carrier
set OA: for each n,m ∈ N and each subset I ⊆ n and any tuple (gi)i∈I ∈ J
(m)
A
of m-ary projections we define an (|n \ I|+ 1)-ary operation on OA, which
maps
(
f, (gi)i∈n\I
)
to f ◦ (gi)i∈n provided that f ∈ O
(n)
A and gi ∈ O
(m)
A for all
i ∈ n \ I, and to f otherwise. If we collect all the finitary operations obtained
in this way in a set Φ ⊆ OOA , then it becomes clear that F ⊆ OA is a semiclone
if and only if it is a subuniverse of the algebra 〈OA; Φ〉.
Hence, the set SA := Sub (〈OA; Φ〉) of all semiclones on A bears the struc-
ture of a complete algebraic lattice w.r.t. set-inclusion, and is, in particular, a
closure system. The corresponding closure operator will be denoted by [ ]OA .
Evident, trivial examples of semiclones are the empty set of operations and
any clone F ⊆ OA. Moreover, we have the following class of examples:
Lemma 3.2. For a set G ⊆ O(1)A of unary transformations, abbreviate its
generated transformation semigroup by S := 〈G〉〈
O
(1)
A
;◦
〉. Then we have
[G]OA =
{
f ◦ e
(n)
i
∣∣∣ i ∈ n ∧ n ∈ N+ ∧ f ∈ S} .
Proof. S is obtained from G by closure w.r.t. composition of unary operations,
which is part of the requirement in Definition 3.1. Thus, we have S ⊆ [G]OA ,
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but now the closure property clearly yields that [G]OA must contain the whole
set on the right-hand side as a subset.
Conversely, it is easy to check that the latter collection, first of all, con-
tains S and therefore G, and second, actually forms a semiclone. Thus, it
must be a superset of the least semiclone containing G, which is [G]OA . 
Corollary 3.3. The unary parts of semiclones
{
F (1)
∣∣ F ∈ SA} are precisely
all (carrier sets of) transformation semigroups on A.
Proof. By definition, the restriction F (1) of any semiclone F ∈ SA forms a
transformation semigroup. The converse inclusion follows from Lemma 3.2
as we have [S](1)OA =
{
f ◦ e
(1)
0
∣∣∣ f ∈ S} = S for any transformation semigroup
S ⊆ OA. 
As mentioned in the introduction, semiclones are not a new invention. They
are just the subuniverses (“closed classes of functions”) of the full iterative
Post algebra. In order to see this we need a few definitions.
For n ∈ N+ define αζn : n −→ n by α
ζ
n (i) := i+ 1 (mod n) and α
ζ
0 := id0.
Moreover, let ατn : n −→ n be the transposition (0, 1) for n ∈ N, n ≥ 2, and
put ατn := idn for n ∈ {0, 1}. We continue by defining α
∆
n : n −→ n− 1 via
α∆n (i) := max (0, i− 1) for n ∈ N, n ≥ 2, letting α
∆
n := idn for n ∈ {0, 1} and
declaring the map α∇n : n −→ n+ 1 by α
∇
n (i) := i+ 1 for any n ∈ N.
On this basis we define for ω ∈ {ζ, τ,∆,∇} a unary map ω : OA −→ OA by
ω (f) := δαω
ar(f)
(f) for f ∈ OA. Moreover, for f, g ∈ OA, n := ar(f),m := ar(g)
we construct f ∗ g ∈ O(k)A where k := max (0, n+m− 1) as follows: if n ≥ 2 we
put f ∗ g := f ◦
(
g ◦
(
e
(k)
i
)
i∈m
,
(
e
(k)
m+j
)
j∈n−1
)
; for n = 1, we define the prod-
uct f ∗ g := f ◦ g ◦
(
e
(k)
i
)
i∈m
whenever m > 0, and f ∗ g := f ◦ g if m = 0; for
n = 0, we define f ∗ g := f in case that k = 0, and f ∗ g := f ◦
(
e
(k)
i
)
i∈0
oth-
erwise (where
(
e
(k)
i
)
i∈0
by definition is the unique map from Ak to A0).
In this way, we obtain an algebra OA := 〈OA; ζ, τ,∆,∇, ∗〉 of arity type
(1, 1, 1, 1, 2) that we call full iterative Post algebra. It is easy to see that
OA \O
(0)
A is a subuniverse, and the corresponding subalgebra is the one that
has been introduced under precisely the same name in [26]. The difference
in terminology is just of technical nature and shows up because we wish to
accommodate all nullary constants in our framework.
The algebra OA obviously is less prodigal of its fundamental operations than
〈OA; Φ〉 introduced above. The following lemma proves that both actually do
the same job.
Lemma 3.4. The semiclones on A are exactly the subuniverses of the full
iterative Post algebra: SA = Sub (OA).
Proof. We saw earlier that any polymer can be expressed as a composition
with a tupling of projections under which semiclones are closed by definition.
Thus any semiclone is closed w.r.t. the unary operations ζ, τ , ∆ and ∇. By
construction of ∗, it is also closed w.r.t. ∗.
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It is a tedious, but well-known exercise (known from the proof that clones
are exactly the subuniverses of function algebras, which differ from iterat-
ive algebras by just adding an additional constant representing a projection)
that the converse also holds: for arities m,n ∈ N and operations f ∈ F (n) and
g0, . . . , gn−1 ∈
(
(F ∪ JA)
(m)
)n
any composition f ◦ (g0, . . . , gn−1) can be ex-
pressed as the result of a term operation of OA applied to (f, g0, . . . , gn−1).
For F ∈ Sub (OA) this means that any such composition also has to belong
to F . 
The following facts on the relationship of semiclones and clones are well-
known (see [16, p. 5 et seq.] or [17, p. 8 et seq.], Lemmata 3 and 4, and Satz 1).
In this context, we recollect that 〈F 〉OA denotes the least clone containing some
set F ⊆ OA, i.e. the clone generated by F . The symbol LA stands for the set
of all clones on A.
Lemma 3.5. For any set F ⊆ OA and any 0 ≤ i < n, n ∈ N, the following
assertions are true:
(a)
[{
e
(n)
i
}]
OA
= JA.
(b)
[
F ∪
{
e
(n)
i
}]
OA
= [F ]OA ∪ JA = 〈F 〉OA .
(c) If F ∈ SA, then F ∩ JA ∈ {∅, JA}.
(d) LA = {G ∈ SA | G ∩ JA 6= ∅}.
Proof. Fix any set F ⊆ OA and any projection e
(n)
i , where 0 < i ≤ n, n ∈ N+.
(a) The set of projections is a clone, and hence a semiclone. We only need
to check that e(n)i generates any other projection. First, we note that
idA = e
(n)
i ◦ (idA, . . . , idA), so idA ∈
[{
e
(n)
i
}]
OA
. Besides, for anym ∈ N+
and 0 ≤ j < m we have e(m)j = idA ◦e
(m)
j , whence we obtain the inclusion
JA ⊆ [{idA}]OA ⊆
[{
e
(n)
i
}]
OA
.
(b) The relation [F ]OA ∪ JA ⊆
[
F ∪
{
e
(n)
i
}]
OA
follows from (a), and the inclu-
sion
[
F ∪
{
e
(n)
i
}]
OA
⊆ 〈F 〉OA holds as each clone is a semiclone. Finally,
[F ]OA ∪ JA contains F , and it is easy to check that it is indeed a clone.
Therefore, it has to contain 〈F 〉OA as a subset.
(c) If F is a semiclone and F ∩ JA 6= ∅, then for some arity n ∈ N and some
0 ≤ i < n we have F = [F ]OA =
[
F ∪
{
e
(n)
i
}]
OA
⊇ JA by (b). Therefore,
F ∩ JA = JA.
(d) The inclusion “⊆” is trivial. Conversely, any semiclone G ∈ SA such
that G ∩ JA 6= ∅ fulfils JA ⊆ G by (c). Hence, by (b), one obtains that
〈G〉OA = [G]OA ∪ JA = G ∪ JA = G, i.e. that G is a clone. 
As a consequence of the previous lemma, we can describe those semiclones
whose unary parts yield proper transformation semigroups, i.e. those which
are no monoids.
Corollary 3.6. On any set A we have{
F (1)
∣∣∣ F ∈ SA \LA} = {S ⊆ O(1)A \ {idA} ∣∣∣ (S, ◦) is a semigroup} .
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Proof. If F ∈ SA \LA, then F (1) is a carrier set of a transformation semigroup
by Corollary 3.3. Since F ∈ SA \LA, we have F ∩ JA = ∅ by Lemma 3.5(d),
and so F (1) ⊆ O(1)A \ {idA}. Conversely, if S ⊆ O
(1)
A \ {idA} is a carrier set of
a proper transformation semigroup, then, by Corollary 3.3, there exists some
F ∈ SA such that S = F (1). If F ∈ LA, then we would have idA ∈ F (1) = S,
violating our assumption. Hence, F ∈ SA \LA. 
The Galois correspondence Polp - Invp gives us plenty of examples of semi-
clones (cf. [18, Lemma 2, p. 12] for the situation without nullary operations).
Lemma 3.7. Any polymorphism set PolpAQ with Q ⊆ RpA is a semiclone.
Proof. Consider any Q ⊆ RpA and put Q1 := {̺ ∈ RA | (̺, ̺
′) ∈ Q}. Let
m,n ∈ N, f ∈ Polp(n)A Q and (g0, . . . , gn−1) ∈
(
Pol(m)A Q1
)n
. We prove that the
composition h := f ◦ (g0, . . . , gn−1) belongs to PolpAQ, which demonstrates
our lemma as obviously JA ∪PolpAQ ⊆ PolAQ1. Indeed, h preserves any re-
lation pair (̺, ̺′) ∈ Q: whenever r ∈ ̺m, then superassociativity yields
h ◦ (r) = (f ◦ (g0, . . . , gn−1)) ◦ (r)
2.1(c)
= f ◦ (g0 ◦ (r) , . . . , gn−1 ◦ (r)) .
The latter tuple is a member of ̺′ as f ⊲ (̺, ̺′) and (g0 ◦ (r) , . . . , gn−1 ◦ (r))
belongs to ̺n due to g0, . . . , gn−1 ∈ PolAQ1 ⊆ PolA {̺}. 
The following facts can be routinely proven using Lemma 3.7.
Corollary 3.8. For any set F ⊆ OA we have
[F ]OA ⊆ PolpA InvpA F and InvpA F = InvpA [F ]OA .
The next lemma (cf. [18, Lemma 3, p. 13]) clarifies which sets of relation
pairs yield proper clones.
Lemma 3.9. For Q ⊆ RpA a semiclone PolpAQ is a clone if and only if
̺ = ̺′ holds for all (̺, ̺′) ∈ Q.
Proof. If Q ⊆ RpA only consists of identical pairs, then we saw already in Sub-
section 2.2 that PolpAQ = PolAQ
′ where Q′ = {̺ ∈ RA | (̺, ̺) ∈ Q}. This
set always is a clone. On the other hand, if PolpAQ is a clone, then we have
idA ∈ PolpAQ, which implies ̺ ⊆ ̺
′ and thus ̺ = ̺′ for every (̺, ̺′) ∈ Q. 
Note that (along with an appropriate generalisation of preservation) the
three previous statements remain true if one considers relation pairs of arbit-
rary, possibly infinite arity. That is to say, pairs (R,S), where S ⊆ R ⊆ AK
for some fixed set K.
The following two results are in close analogy to Proposition 1.11(a),(b)
from [29, p. 17].
Lemma 3.10. For s ∈ N and any set Q ⊆ Rp(≤s)A :=
⊎
0≤m≤sRp
(m)
A of at
most s-ary relation pairs, we have s-LocA PolpAQ = PolpAQ.
Proof. Consider n ∈ N and g ∈ s-Loc(n)A PolpAQ. To prove that g ∈ PolpAQ
take (̺, ̺′) ∈ Q(m) for some 0 ≤ m ≤ s; we have to check that g ⊲ (̺, ̺′).
For this consider any n-tuple r = (rj)0≤j<n ∈ ̺
n of tuples from ̺ and define
B :=
{
(rj(i))0≤j<n
∣∣∣ 0 ≤ i < m}. Evidently, B is a subset of the domain An
of g and satisfies |B| ≤ m ≤ s. Hence, as g ∈ s-LocA PolpAQ, there exists
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some f ∈ Polp(n)A Q such that g|B = f |B. This implies that g ◦ (r) = f ◦ (r),
and the latter tuple belongs to ̺′ as f ⊲ (̺, ̺′) ∈ Q. 
Corollary 3.11. The equality LocA PolpAQ = PolpAQ is satisfied for any
Q ⊆ RpA.
Proof. Consider g ∈ LocA PolpAQ and (̺, ̺
′) ∈ Q(m), m ∈ N. By definition
of LocA, we have g ∈ m-LocA PolpAQ ⊆ m-LocA PolpA {(̺, ̺
′)}, which equals
PolpA {(̺, ̺
′)} by Lemma 3.10. As the pair (̺, ̺′) ∈ Q was arbitrarily chosen,
we obtain g ∈ PolpAQ. 
4. Relation pair clones
In this section we first recollect the so-called general superposition of re-
lations ([29, Definition 3.4(R4), p. 27], see also [28, Definition 2.2(ii), p. 258]
and [3]), which comes into play when generalising the notion of relational clone
from finite carrier sets to arbitrary ones. It is not surprising that it will be
important for the generalisation of relation pair algebras as introduced in [16,
p. 21] (see also [18, p. 16]) to carrier sets of arbitrary cardinality, as well.
Definition 4.1. Let A be any carrier set, moreover let index sets I and µ (one
could in principle restrict to ordinal numbers, but this only makes working with
the definition more technical), natural numbers m,mi ∈ N (i ∈ I), mappings
(αi : mi −→ µ)i∈I and β : m −→ µ, and relations ̺i ∈ R
(mi)
A , i ∈ I, be given.
The general superposition of these relations w.r.t. the given data is defined to
be the m-ary relation
β∧
(αi)i∈I
(̺i)i∈I := {y ∈ A
m | ∃ a ∈ Aµ : y = a ◦ β ∧ ∀ i ∈ I : a ◦ αi ∈ ̺i}
= {a ◦ β | a ∈ Aµ ∧ ∀ i ∈ I : a ◦ αi ∈ ̺i} .
We mention in passing that, in general, a relational clone can be defined as
any set Q ⊆ RA that is closed w.r.t. general superposition. That is, whenever
data as in Definition 4.1 is given and all relations ̺i, i ∈ I, belong to Q,
then also
∧β
(αi)i∈I
(̺i)i∈I has to be an element of Q (if nullary relations are
disregarded, then one restricts the integers m and (mi)i∈I to positive ones
only). Depending on the carrier set A, one can work out cardinality bounds
on the sets I and µ involved in this closure property, but this is not our concern
here.
Different specialisations of the general superposition yield operations known
from the closure property corresponding to relational clones on finite carrier
sets: variable permutation, projection onto arbitrary subsets of coordinates,
variable identification, addition of fictitious coordinates, all diagonal relations
as nullary constants, and (even arbitrary) intersection of relations of the same
arity.
We now straightforwardly extend the general superposition from relations
to relation pairs.
Definition 4.2. Let A be any carrier set, I, µ, m, mi, αi : mi −→ µ, i ∈ I,
and β : m −→ µ as in Definition 4.1. For relation pairs (̺i, ̺′i) ∈ Rp
(mi)
A , i ∈ I,
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we define their general superposition to be
β∧
(αi)i∈I
(̺i, ̺′i)i∈I :=

 β∧
(αi)i∈I
(̺i)i∈I ,
β∧
(αi)i∈I
(̺′i)i∈I

 .
It is easy to see that this definition is well-defined, i.e. that we really have∧β
(αi)i∈I
(̺i, ̺′i)i∈I ∈ Rp
(m)
A in the situation described in Definition 4.2. This
allows us to define relation pair clones as such sets of relation pairs that are
closed under general superposition.
Definition 4.3. We say that for some carrier A a set Q ⊆ RpA is a rela-
tion pair clone if and only if the following condition is satisfied: whenever I,
µ, m, mi, αi : mi −→ µ, i ∈ I and β : m −→ µ are as in Definition 4.1, and
(̺i, ̺′i) ∈ Q
(mi) are given for i ∈ I, then also
∧β
(αi)i∈I
(̺i, ̺′i)i∈I ∈ Q
(m).
One can routinely check that for a given carrier set A the collection of
all relation pair clones on A is a closure system. We denote the correspond-
ing closure operator by Q 7→ [Q]RpA for Q ⊆ RpA and refer to [Q]RpA as the
relation pair clone generated by Q.
Note that for finite carrier sets A 6= ∅, and provided that (∅, ∅) ∈ Q(m) for all
m ∈ N, our concept of locally closed relation pair clone, by taking Q \ Rp(0)A ,
subsumes that of subuniverses of the full relation pair algebra defined in [16,
p. 21] (see also [18, p. 16]).
There are two issues here: the necessity to add local closure and the re-
quirement that pairs of empty relations have to belong to relation pair al-
gebras in Harnau’s sense. We noted above in Corollary 2.13 that for finite
carrier sets closure under relaxation coincides with our local closure of relation
pairs. Moreover, we shall prove in Corollary 5.14 that the closed sets w.r.t.
InvpA PolpA are precisely the locally closed relation pair clones, which implies
for finite carrier sets that they are exactly those relation pair clones that are
closed w.r.t. relaxations. In [16] and [18] this additional closure property (with
the goal of characterising the Galois closures) has been incorporated into the
definition of the full relation pair algebra via multioperations dv and dh; how-
ever, it has been noted that these operators are of a different nature than
the other fundamental operations of relation pair algebras. Comparing to
the situation known from clones and relational clones on arbitrary domains
(see [29, 28, 33]) and looking from the perspective of infinite carrier sets, which
requires local closures anyway, it is justified to modify Harnau’s definition by
separating closure properties related to concrete constructions involving re-
lations from local interpolation properties. We mention that for finite A the
constructive part can be expressed via interpretations of primitive positive for-
mulæ in both components. In fact, it was noted by Ágnes Szendrei that given a
set Q ⊆ RpA, one may consider the relational structures ✿✿A =
〈
A; (̺)(̺,̺′)∈Q
〉
and
✿✿
A′ =
〈
A; (̺′)(̺,̺′)∈Q
〉
and primitive positively definable relations on the
product
✿✿
A×
✿✿
A′: if ϕ is a primitive positive formula in the language of Q (in-
cluding equality) with at most m free variables, then it defines the following
m-ary relation on the product
σˆ :=
{
((xi, yi))i∈m ∈
(
A2
)m ∣∣∣ (
✿✿
A×
✿✿
A′, ((xi, yi))i∈m
)
|= ϕ
}
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=
{
((xi, yi))i∈m ∈
(
A2
)m ∣∣∣ (
✿✿
A, (xi)i∈m
)
|= ϕ ∧
(
✿✿
A′, (yi)i∈m
)
|= ϕ
}
=
{
((xi, yi))i∈m ∈
(
A2
)m ∣∣∣ ((xi)i∈m , (yi)i∈m) ∈ σ × σ′} ,
where σ :=
{
x ∈ Am
∣∣ (
✿✿
A,x
)
|= ϕ
}
and σ′ :=
{
x ∈ Am
∣∣ (
✿✿
A′,x
)
|= ϕ
}
. If σ
and σ′ are both non-empty, then one may obtain the relation pair (σ, σ′)
defined by ϕ as projections of σˆ. If one of them is the empty set, then σˆ = ∅
and therefore both projections will be empty. Thus only taking projections
of σˆ (i.e. of pp-definable relations in the product
✿✿
A×
✿✿
A′) will never produce
relation pairs (σ, σ′) where σ′ = ∅ ( σ, which is certainly needed, e.g., to model
intersection in both components. However, collecting all pairs (σ, σ′) arising
from primitive positive formulæ ϕ correctly describes the closure [Q]RpA in the
case of finite carrier sets.
The second issue pointed out above is related to nullary operations. In
the literature these are often neglected, which makes it necessary for relation
pair algebras ([18]) and for relational clones (relation algebras, [29]) to contain
the empty pair (∅, ∅) and the empty relation, respectively, in order to be in
accordance with the corresponding Galois theory.
If nullary operations are given their proper place, this absurdity vanishes
(see [3] for clones and relational clones); then empty relations (pairs) get a true
function, indicating by their presence the absence of nullary operations on the
dual side (see Lemma 4.8 below). This is also the reason why we cannot and
do not add the empty pairs of all arities as nullary constants to the closure
condition of relation pair clones.
Relational clones (as given in [3, Definition 2.2, p. 8]) relate to relation pair
clones in the following way:
Lemma 4.4. For any carrier set A a subset Q ⊆ RA is a relational clone if
and only if P :=
⊎
m∈N
{
(̺, ̺)
∣∣ ̺ ∈ Q(m)} is a relation pair clone.
Proof. Evidently, P is closed under arbitrary general superpositions if and
only if Q is. 
The following result is comparably easy.
Lemma 4.5. Whenever Q ⊆ RpA is a relation pair clone on some set A, then
Q′ :=
{
̺
∣∣∣ (̺, ̺′) ∈ Q(m) for some m ∈ N} ,
Q′′ :=
{
̺′
∣∣∣ (̺, ̺′) ∈ Q(m) for some m ∈ N} and
Q′′′ :=
{
̺
∣∣∣ (̺, ̺) ∈ Q(m) for some m ∈ N}
are relational clones on A.
Proof. Closedness of Q w.r.t. general superpositions carries over to Q′, Q′′
and Q′′′. 
Similarly as for semiclones, the Galois correspondence Polp - Invp provides
many examples of relation pair clones (see [16, Lemma 9, p. 21] or [18,
Lemma 9, p. 16] for the case of finite carrier sets; cf. [12, Lemma 3.1, p. 154]
for the general framework of relational constraints and conjunctive minors).
Lemma 4.6. For each F ⊆ OA the set InvpA F is a relation pair clone.
Galois theory for semiclones 18
Proof. To check that InvpA F for F ⊆ OA is closed w.r.t. to general superposi-
tions let I and µ be sets,m,mi ∈ N for i ∈ I, and β : m −→ µ and αi : mi −→ µ
for i ∈ I be mappings. For given relation pairs (̺i, ̺′i) ∈ Invp
(mi)
A F we are go-
ing to show that (̺, ̺′) :=
∧β
(αi)i∈I
(̺i, ̺′i)i∈I ∈ Invp
(m)
A F . For this let f ∈ F
and put n := ar (f). To verify that f ⊲ (̺, ̺′), let us take any r ∈ ̺n. By defin-
ition of ̺ =
∧β
(αi)i∈I
(̺i)i∈I , for each 0 ≤ j < n there exists aj ∈ A
µ such that
r (j) = aj ◦ β and aj ◦ αi ∈ ̺i for all i ∈ I. By putting a := (aj)j∈n ∈ (A
µ)n,
we hence obtain r = (aj ◦ β)j∈n = a ◦ β (cp. Lemma 2.1(a)). Therefore, by as-
sociativity, we get f ◦ (r) = f ◦ (a ◦ β) = (f ◦ (a)) ◦ β, which belongs to ̺′ as
(f ◦ (a)) ◦ αi = f ◦ (a ◦ αi) ∈ ̺′i for all i ∈ I (due to a ◦ αi = (aj ◦ αi)j∈n ∈ ̺
n
i
and f preserving (̺i, ̺′i) ∈ Invp
(mi)
A F ). 
As a direct consequence we get the following compulsory corollary.
Corollary 4.7. For any set Q ⊆ RpA we have
[Q]RpA ⊆ InvpA PolpAQ and PolpAQ = PolpA [Q]RpA .
Next, we quickly address how nullary operations affect the associated rela-
tion pair algebras.
Lemma 4.8. For F ⊆OA we have (∅, ∅)∈ InvpA F if and only if F ⊆OA\O
(0)
A .
Proof. It is clear that every operation of positive arity preserves (∅, ∅), i.e. that
(∅, ∅) ∈ InvpA
(
OA \O
(0)
A
)
. Conversely, assume that F (0) 6= ∅, say F contains a
nullary constant operation c with value a ∈ A. If c⊲ (∅, ̺) then it follows that
(a, . . . , a) ∈ ̺, i.e. ̺ 6= ∅. Thus, (∅, ∅) /∈ InvpA {c}, and so (∅, ∅) /∈ InvpA F . 
The following two results have their analogues in Proposition 1.11(a’),(b’)
from [29, p. 17].
Lemma 4.9. For s ∈ N and any set F ⊆ O(≤s)A :=
⊎
0≤n≤sO
(n)
A of at most
s-ary operations, we have s-LOCA InvpA F = InvpA F .
Proof. Let m ∈ N and (σ, σ′) ∈ s-LOC(m)A InvpA F . Consider any f ∈ F , then
n := ar (f) necessarily fulfils n ≤ s. Therefore, if we consider any r = (rj)0≤j<n
in σn and put B := {rj | 0 ≤ j < n} ⊆ σ ⊆ Am, we clearly have a finite sub-
set B ⊆ σ of cardinality at most n ≤ s. As (σ, σ′) ∈ s-LOCA InvpA F , there is
some (̺, ̺′) ∈ Invp(m)A F such thatB ⊆ ̺ and ̺
′ ⊆ σ′. We know that f ⊲ (̺, ̺′),
so sinceB ⊆ ̺, we get r ∈ ̺n and thus f ◦ (r) ∈ ̺′ ⊆ σ′. Consequently, we have
shown f ⊲ (σ, σ′), and as f ∈ F was arbitrary, we obtain (σ, σ′) ∈ InvpA F as
desired. 
Corollary 4.10. The equality LOCA InvpA F = InvpA F is satisfied for any
F ⊆ OA.
Proof. Consider (σ, σ′) ∈ LOCA InvpA F and f ∈ F
(n), n ∈ N. By definition
of LOCA, we have (σ, σ′) ∈ n-LOCA InvpA F ⊆ n-LOCA InvpA {f}, which by
Lemma 4.9 is equal to InvpA {f}. As the function f ∈ F was arbitrarily chosen,
we obtain (σ, σ′) ∈ InvpA F . 
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5. Characterisation of closures related to Polp - Invp
In this section we characterise, for any parameter s ∈ N, the operators
PolpA Invp
(≤s)
A and InvpA Polp
(≤s)
A as s-local closures of the generated semi-
clone and relation pair clone, respectively. Subsequently, we present a few
consequences of these theorems.
5.1. The operational side. For our task it is helpful to gather some know-
ledge about the least (w.r.t. ≤ and thus a least among several equivalent ones
w.r.t. ) pair (̺, ̺′) ∈ Rp(m)A being invariant for some set F ⊆ OA and sat-
isfying B ⊆ ̺ for a given finite set B ⊆ R(m)A , m ∈ N. Addressing this issue,
the following lemma generalises Proposition 2.4 of [29, p. 21] from relations to
relation pairs.
Lemma 5.1. Let F ⊆ OA be a set of operations and b ∈ (Am)
n
for some
m,n ∈ N; set B := {b(j) | 0 ≤ j < n} ⊆ Am. Then the pair ΓF (B) := (̺, ̺′),
where ̺ :=
{
f ◦ (b)
∣∣∣ f ∈ 〈F 〉(n)OA
}
and ̺′ :=
{
f ◦ (b)
∣∣∣ f ∈ [F ](n)OA
}
, is the
least pair (w.r.t. ≤) in Invp(m)A F satisfying B ⊆ ̺.
Note that the lemma also shows that the relations ̺, ̺′ ∈ R(m)A do not de-
pend on the order of the entries of the tuple b. Furthermore, instead of the
finite cardinal m, any cardinal or, in fact, any indexing set K can be used,
provided the notion of preservation is straightforwardly extended to relation
pairs of arbitrary arity, i.e. pairs (R,S) such that S ⊆ R ⊆ AK .
Proof. First of all, it is clear that B ⊆ ̺ as J(n)A ⊆ 〈F 〉
(n)
OA
. Next, we prove that
(̺, ̺′) ∈ InvpA F . For this let ℓ ∈ N, g ∈ F
(ℓ) and r = (rj)0≤j<ℓ ∈ ̺
ℓ. By con-
struction of ̺, for each 0 ≤ j < ℓ there exists some fj ∈ 〈F 〉
(n)
OA
= [F ](n)OA ∪ J
(n)
A
(see Lemma 3.5(b)) such that rj = fj ◦ (b). Using Lemma 2.1(c), we have
g ◦ (r) = g ◦ (f0 ◦ (b) , . . . , fℓ−1 ◦ (b)) = (g ◦ (f0, . . . , fℓ−1)) ◦ (b) ∈ ̺′,
since g ◦ (f0, . . . , fℓ−1) ∈ [F ]
(n)
OA
by the closure property of semiclones.
Finally, we prove that any pair (σ, σ′) ∈ Invp(m)A F satisfying B ⊆ σ fulfils
(̺, ̺′) ≤ (σ, σ′). By Corollary 3.8 we know (σ, σ′) ∈ InvpA F = InvpA [F ]OA ,
so since B ⊆ σ we have f ◦ (b) ∈ σ′ for any f ∈ [F ](n)OA . Therefore, ̺
′ ⊆ σ′ ⊆ σ.
As, by Lemma 3.5(b), 〈F 〉(n)OA = [F ]
(n)
OA
∪ J(n)A , it follows that ̺ = ̺
′ ∪B. We
have B ⊆ σ by assumption and ̺′ ⊆ σ as demonstrated before. Thus ̺ ⊆ σ,
whence (̺, ̺′) ≤ (σ, σ′). 
Corollary 5.2. Let F ⊆ OA, n ∈ N, and X ⊆ An be any subset of finite car-
dinality |X | =: k < ℵ0; moreover, consider an arbitrary bijection β : k −→ X
as fixed. Defining B :=
{
e
(n)
i |X ◦ β
∣∣∣ 0 ≤ i < n} ⊆ Ak, as well as k-ary re-
lations ̺X,n :=
{
f |X ◦ β
∣∣∣ f ∈ 〈F 〉(n)OA
}
and ̺′X,n :=
{
f |X ◦ β
∣∣∣ f ∈ [F ](n)OA
}
,
we have
(
̺X,n, ̺
′
X,n
)
= ΓF (B) ∈ Invp
(k)
A F .
Proof. The claim follows from Lemma 5.1 by observing that the equality
f ◦
(
e
(n)
i |X
)
0≤i<n
= f ◦
(
e
(n)
i
)
0≤i<n
|X = f |X holds for all f ∈ O
(n)
A . 
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We are now prepared to prove our first theorem, characterising the closure
PolpA Invp
(≤s)
A for s ∈ N.
Theorem 5.3. For s ∈ N and any set of operations F ⊆ OA we have the
equality PolpA Invp
(≤s)
A F = s-LocA [F ]OA .
Proof. We have [F ]OA ⊆ PolpA Invp
(≤s)
A [F ]OA = PolpA Invp
(≤s)
A F by Corol-
lary 3.8, whence s-LocA [F ]OA ⊆ s-LocA PolpA Invp
(≤s)
A F = PolpA Invp
(≤s)
A F ,
using Lemma 3.10.
For the converse inclusion take g ∈ Polp(n)A Inv
(≤s)
A F for any n ∈ N; we want
to prove that g ∈ s-Loc(n)A [F ]OA . To do so, we consider any finite X ⊆ A
n
where k := |X | ≤ s and an arbitrary bijection β : k −→ X . Now Corollary 5.2
yields that
(
̺X,n, ̺
′
X,n
)
∈ Invp(k)A F ⊆ Invp
(≤s)
A F , wherefore g ⊲
(
̺X,n, ̺
′
X,n
)
.
Moreover, we have B =
{
e
(n)
i |X ◦ β
∣∣∣ 0 ≤ i < n} ⊆ ̺X,n, whence we obtain
g|X ◦ β = g ◦
(
e
(n)
i
)
0≤i<n
|X ◦ β = g ◦
(
e
(n)
i |X ◦ β
)
0≤i<n
∈ ̺′X,n. Thus by def-
inition of ̺′X,n there has to exist some f ∈ [F ]
(n)
OA
such that g|X ◦ β = f |X ◦ β,
which implies g|X = f |X by bijectivity of β. Yet, this finally proves that
g ∈ s-Loc(n)A [F ]OA . 
The following simple observation is not unexpected.
Lemma 5.4. Any relation pair clone Q ⊆ RpA on a non-empty carrier set A
satisfies Q(m) ⊆
[
Q(s)
]
RpA
for all m, s ∈ N where m ≤ s.
For A = ∅, we have in fact Q(s) ⊆
[
Q(0)
]
RpA
for all s ∈ N and any relation
pair clone Q ⊆ RpA.
Proof. For A 6= ∅, it is clear for m-ary relations ̺ ⊆ Am that one can write
̺ = pr0,...,m−1 (̺×A
s−m). Designating by ι : m −→ s the identical embed-
ding, one may rewrite this relationship as ̺ =
∧ι
ids
∧ids
ι ̺. Since the definition
of the operators only depends on the arity of the relation ̺, the same works for
m-ary relation pairs. So, if (̺, ̺′) ∈ Q(m), then
∧ids
ι (̺, ̺
′) ∈ Q(s), and thus
(̺, ̺′) =
∧ι
ids
∧ids
ι (̺, ̺
′) ∈
[
Q(s)
]
RpA
.
For the empty carrier set, in point of fact, the opposite holds: for s = 0
the claim is trivial. For s ∈ N+ and any ̺ ∈ R
(s)
A , we have ̺ = A
s = ∅, and
̺ = ∅ × ∅ = (pr∅̺)×A
s =
∧ids
ι
∧ι
ids
̺ where ι is the map from above form = 0.
Since
∧ι
ids
(̺, ̺′) ∈ Q(0) for (̺, ̺′) ∈ Q(s), we have Q(s) ⊆
[
Q(0)
]
RpA
. 
Hence, we can prove the first corollary to our theorem.
Corollary 5.5. For s ∈ N and any set of operations F ⊆ OA on A 6= ∅ we
have the equality PolpA Invp
(s)
A F = s-LocA [F ]OA .
If A = ∅, we have s-LocA [F ]OA = PolpA Invp
(0)
A F = 0-LocA [F ]OA for any
F ⊆ OA and s ∈ N.
Proof. By Lemma 4.6, the set InvpA F is a relation pair clone, so Lemma 5.4
yields Invp(m)A F ⊆
[
Invp(s)A F
]
RpA
for allm ≤ s and A 6= ∅. From Corollary 4.7
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one obtains PolpA Invp
(m)
A F ⊇ PolpA
[
Invp(s)A F
]
RpA
= PolpA Invp
(s)
A F for all
m ≤ s, and hence, we have
PolpA Invp
(s)
A F =
⋂
0≤m≤s
PolpA Invp
(m)
A F = PolpA
⊎
0≤m≤s
Invp(m)A F
= PolpA Invp
(≤s)
A F = s-LocA [F ]OA ,
where the last equality holds by Theorem 5.3.
The claim for A = ∅ follows by similar transformations. 
The second corollary characterises the closure PolpA InvpA.
Corollary 5.6. We have PolpA InvpA F = LocA [F ]OA for all F ⊆ OA.
Proof. Using the definition of the operator LocA and Theorem 5.3, we can
write
LocA [F ]OA =
⋂
s∈N
s-LocA [F ]OA =
⋂
s∈N
PolpA Invp
(≤s)
A F
= PolpA
⋃
s∈N
Invp(≤s)A F = PolpA InvpA F.
The third corollary proves that a set F ⊆ OA is closed w.r.t. [ ]OA and
s-LocA if (and clearly only if) it is closed w.r.t. to the operator s-LocA [ ]OA . An
analogous result holds, of course, for the operators [ ]OA , LocA and LocA [ ]OA .
These two facts can be seen as generalisations of Lemma 2.5(ii),(iii) in [29,
p. 22], where similar results have been proven for clones.
Corollary 5.7. For s ∈ N a set F ⊆ OA of operations is an s-locally (locally)
closed semiclone if and only if s-LocA [F ]OA = F (LocA [F ]OA = F ).
Proof. If [F ]OA = F and s-LocA F = F (LocA F = F ), then it clearly follows
that s-LocA [F ]OA = F (LocA [F ]OA = F ). Conversely, if the latter equality
holds, then we obviously have s-LocA F = F (LocA F = F ) by idempotence of
the s-local (local) closure. Besides, combining the condition F = s-LocA [F ]OA
(F = LocA [F ]OA) with Theorem 5.3 (Corollary 5.6), one obtains the equality
F = PolpA Invp
(≤s)
A F (F = PolpA InvpA F ), and the latter set is a semiclone
by Lemma 3.7. Therefore, [F ]OA = F . 
The next corollary is in analogy to Lemma 2.6 in [29, p. 22].
Corollary 5.8. For every F ⊆ OA we have
(a) Invp(m)A F = Invp
(m)
A [F ]OA = Invp
(m)
A LocA [F ]OA = Invp
(m)
A s-LocA [F ]OA
for all m ≤ s ∈ N whenever A 6= ∅.
(b) InvpA F = InvpA [F ]OA = InvpA LocA [F ]OA .
Proof. (a) By Corollaries 5.5 and 5.7, and since m ≤ s, we have
PolpA Invp
(m)
A s-LocA [F ]OA = m-LocA
[
s-LocA [F ]OA
]
OA
= m-LocA s-LocA [F ]OA = m-LocA [F ]OA = PolpA Invp
(m)
A F,
which implies Invp(m)A s-LocA [F ]OA = Invp
(m)
A F by applying Invp
(m)
A once
more on both sides.
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(b) Similarly, we have InvpA LocA [F ]OA = InvpA PolpA InvpA F = InvpA F ,
using Corollary 5.6. 
Next, we turn to the characterisation of the other part of the Galois con-
nection.
5.2. The side of relation pairs. We start by preparing the proof of our
theorem with a lemma.
Lemma 5.9. Let Q ⊆ RpA be any set of relation pairs, m ∈ N an arity and
B ⊆ Am be a finite subset of cardinality n := |B|. Consider any enumeration
b = (b0, . . . , bs−1) ∈ Bs of B = {b0, . . . , bs−1} (s ≥ n) and define
µ′B :=
{
f ◦ (b)
∣∣∣ f ∈ Polp(s)A Q} , µB := {f ◦ (b) ∣∣∣ f ∈ Pol(s)A Q1} ,
where Q1 := {̺ ∈ RA | (̺, ̺′) ∈ Q}.
(a) The pair (µB, µ′B) can be obtained from Q by general superpositions, i.e.
(µB, µ′B) ∈ [Q]RpA .
(b) For F := PolpAQ one may obtain ΓF (B) as a relaxation of (µB, µ
′
B), that
is, ΓF (B) ∈ →[Q]RpA
←.
Proof. (a) In order to prove that (µB, µ′B) ∈ [Q]RpA , we shall exhibit a general
composition producing this relation pair from the ones in Q. Using the
notation from Definition 4.2, we choose µ := As and define β : m −→ As
by β (i) := (b0 (i) , . . . , bs−1 (i)) for 0 ≤ i < m. Moreover, for n ∈ N and
(̺, ̺′) ∈ Q(n) we put In,(̺,̺′) := { (n, ̺, ̺′, r) | r ∈ ̺s}; further, we define
I :=
⊎
n∈N
⋃
(̺,̺′)∈Q(n) In,(̺,̺′). Finally, for (n, ̺, ̺
′, r) ∈ I let the func-
tion αn,̺,̺′,r : n −→ As be given by αn,̺,̺′,r (j) := (r0 (j) , . . . , rs−1 (j)) for
0 ≤ j < n, where r = (r0, . . . , rs−1) ∈ ̺s.
We claim now that (µB, µ′B) =
∧β
(αn,̺,̺′,r)(n,̺,̺′,r)∈I
(̺, ̺′)(n,̺,̺′,r)∈I ,
which can be checked by the following straightforward calculation. De-
noting for each (n, ̺, ̺′, r) ∈ I by σn,̺,̺′,r some relation in R
(n)
A , we have
β∧
(αn,̺,̺′,r)(n,̺,̺′,r)∈I
(σn,̺,̺′,r)(n,̺,̺′,r)∈I =
=
{
(f (β(i)))0≤i<m
∣∣∣∣∣ f ∈ A
As ∧ ∀ (n, ̺, ̺′, r) ∈ I :
(f (αn,̺,̺′,r(0)) , . . . , f (αn,̺,̺′,r(n−1))) ∈ σn,̺,̺′,r
}
=

f ◦ (b0, . . . , bs−1)
∣∣∣∣∣∣∣
f ∈ AA
s
∧ ∀n ∈ N∀ (̺, ̺′) ∈ Q(n)
∀r = (r0, . . . , rs−1) ∈ ̺s :
f ◦ (r0, . . . , rs−1) ∈ σn,̺,̺′,r


=
{
f ◦ (b0, . . . , bs−1)
∣∣∣ f ∈ AAs ∧ ∀n ∈ N∀ (̺, ̺′) ∈ Q(n) : f ⊲ (̺, σn,̺,̺′,r)} .
Specialising this to σn,̺,̺′,r := ̺′, we get
β∧
(αn,̺,̺′,r)(n,̺,̺′,r)∈I
(̺′)(n,̺,̺′,r)∈I =
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=
{
f ◦ (b0, . . . , bs−1)
∣∣∣ f ∈ AAs ∧ ∀n ∈ N∀ (̺, ̺′) ∈ Q(n) : f ⊲ (̺, ̺′)}
=
{
f ◦ (b0, . . . , bs−1)
∣∣∣ f ∈ Polp(s)A Q} = µ′B.
Specialising once more to σn,̺,̺′,r := ̺, we obtain
β∧
(αn,̺,̺′,r)(n,̺,̺′,r)∈I
(̺)(n,̺,̺′,r)∈I =
=
{
f ◦ (b0, . . . , bs−1)
∣∣∣ f ∈ AAs ∧ ∀n ∈ N∀ (̺, ̺′) ∈ Q(n) : f ⊲ (̺, ̺)}
=
{
f ◦ (b0, . . . , bs−1)
∣∣∣ f ∈ Pol(s)A Q1} = µB.
(b) By Lemma 3.7 we have [F ]OA = F , and therefore Lemma 3.5(b) yields
〈F 〉OA = [F ]OA ∪ JA = F ∪ JA. Hence, according to Lemma 5.1, we ob-
tain that ΓF (B) = (̺, ̺′), wherein ̺ =
{
f ◦ (b)
∣∣∣ f ∈ F (s) ∪ J(s)A } and
̺′ =
{
f ◦ (b)
∣∣ f ∈ F (s)} = {f ◦ (b) ∣∣∣ f ∈ Polp(s)A Q} = µ′B. Moreover,
as obviously F = PolpAQ ⊆ PolAQ1, we have µ
′
B = ̺
′ ⊆ ̺ ⊆ µB. Since
(µB, µ′B) ∈ [Q]RpA by (a), we finally see ΓF (B) = (̺, ̺
′) ∈ →[Q]RpA
←. 
Now, we are ready to address the dual side of the Galois correspondence,
i.e. the closure InvpA Polp
(≤s)
A .
Theorem 5.10. For s ∈ N and any set Q ⊆ RpA of relation pairs we have
InvpA Polp
(≤s)
A Q = s-LOCA [Q]RpA .
Proof. We have [Q]RpA ⊆ InvpA Polp
(≤s)
A [Q]RpA = InvpA Polp
(≤s)
A Q by Corol-
lary 4.7, so s-LOCA [Q]RpA ⊆ s-LOCA InvpA Polp
(≤s)
A Q = InvpA Polp
(≤s)
A Q by
Lemma 4.9.
For the converse inclusion let us considerm ∈ N and an arbitrarym-ary pair
(σ, σ′) ∈ Invp(m)A Polp
(≤s)
A Q. In order to prove that (σ, σ
′) ∈ s-LOCA [Q]RpA ,
we take any subset B ⊆ σ such that |B| ≤ s. From Lemma 5.9(a) we get
(µB, µ′B) ∈ [Q]RpA , and obviously we have B ⊆ µB. Moreover, since (σ, σ
′)
belongs to InvA Polp
(≤s)
A Q, we have f ⊲ (σ, σ
′) for all f ∈ Polp(≤s)A Q. So, as
|B| ≤ s and B ⊆ σ, we get µ′B ⊆ σ
′. This proves (σ, σ′) ∈ s-LOCA [Q]RpA . 
The following result is the analogue of Lemma 5.4 for semiclones.
Lemma 5.11. Any semiclone F ⊆ OA satisfies F (n) ⊆
[
F (s)
]
OA
for all arities
n, s ∈ N where 0 < n ≤ s.
Proof. For f ∈ F (n) we have g := f ◦
(
e
(s)
0 , . . . , e
(s)
n−1
)
∈ [F ](s)OA = F
(s). It fol-
lows that f = g ◦
(
e
(n)
0 , . . . , e
(n)
n−1, e
(n)
n−1, . . . , e
(n)
n−1
)
∈ [g]OA ⊆
[
F (s)
]
OA
due to
superassociativity. Hence, we obtain F (n) ⊆
[
F (s)
]
OA
. 
For n = 0 < s the previous lemma (and its proof) fail. This is why in the
following corollary to Theorem 5.10 arities s and 0 are required.
Corollary 5.12. For s ∈ N and any set Q ⊆ RA of relation pairs we have the
equality InvpA Polp
(0,s)
A Q = s-LOCA [Q]RpA .
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Proof. As, by Lemma 3.7, the set PolpAQ is a semiclone, Lemma 5.11 is
applicable and yields Polp(n)A Q ⊆
[
Polp(s)A Q
]
OA
for all 0 < n ≤ s. Via Corol-
lary 3.8 this implies InvpA Polp
(n)
A Q ⊇ InvpA
[
Polp(s)A Q
]
OA
= InvpA Polp
(s)
A Q
for all 0 < n ≤ s, whence we obtain
InvpA
(
Polp(0)A Q ⊎ Polp
(s)
A Q
)
= InvpA Polp
(0)
A Q ∩ InvpA Polp
(s)
A Q
=
⋂
0≤n≤s
InvpA Polp
(n)
A Q
= InvpA
⊎
0≤n≤s
Polp(n)A Q = InvpA Polp
(≤s)
A Q
= s-LOCA [Q]RpA ,
where the last equality is true by Theorem 5.10. 
In case that the relation pairs contain an empty pair, the nullary poly-
morphisms in Corollary 5.12 vanish.
Corollary 5.13. For s,m ∈ N and any set Q ⊆ RpA such that (∅, ∅) ∈ Q
(m),
we have InvpA Polp
(s)
A Q = s-LOCA [Q]RpA .
Proof. Since a pair of empty relations belongs toQ, and thus to InvpA PolpAQ,
Lemma 4.8 instantiated for F = PolpAQ implies that PolpAQ ⊆ OA \O
(0)
A , i.e.
Polp(0)A Q = ∅. Therefore, the claim follows from Corollary 5.12. 
Next, we characterise the closure InvpA PolpA.
Corollary 5.14. We have InvpA PolpAQ = LOCA [Q]RpA for all Q ⊆ RpA.
Proof. From the definition of the operator LOCA and Theorem 5.10, we obtain
LOCA [Q]RpA =
⋂
s∈N
s-LOCA [Q]RpA =
⋂
s∈N
InvpA Polp
(≤s)
A Q
= InvpA
⊎
s∈N
Polp(≤s)A Q = InvpA PolpAQ. 
Moreover, we can infer that a set Q ⊆ RpA is closed w.r.t. [ ]RpA and
s-LOCA if (and clearly only if) it is closed w.r.t. to the operator s-LOCA [ ]RpA .
An analogous result holds, of course, for the operators [ ]RpA , LOCA and
LOCA [ ]RpA . These two facts can be seen to generalise Proposition 3.8(ii),(iii)
in [29, p. 30], where similar statements have been proven for relational clones.
Corollary 5.15. For s ∈ N a set Q ⊆ RpA of relation pairs is an s-loc-
ally (locally) closed relation pair clone if and only if s-LOCA [Q]RpA = Q
(LOCA [Q]RpA = Q).
Proof. Suppose that [Q]RpA = Q and s-LOCAQ = Q (LOCAQ = Q), then it
follows evidently that s-LOCA [Q]RpA = Q (LOCA [Q]RpA = Q). Conversely,
assume the latter equality to hold. By idempotence of s-LOCA (LOCA), we
clearly get s-LOCAQ = Q (LOCAQ = Q). Moreover, if we combine our as-
sumption Q = s-LOCA [Q]RpA (Q = LOCA [Q]RpA) with Theorem 5.10 (Co-
rollary 5.14) we obtain Q = InvpA Polp
(≤s)
A Q (Q = InvpA PolpAQ), and the
latter set always is a relation pair clone by Lemma 4.6. Hence, [Q]RpA = Q. 
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The next corollary is the analogue of Proposition 3.9 in [29, p. 30 et seq.].
Corollary 5.16. For every Q ⊆ RpA we have
(a) that the set Polp(0,n)A Q = Polp
(0,n)
A [Q]RpA = Polp
(0,n)
A LOCA [Q]RpA equals
Polp(0,n)A s-LOCA [Q]RpA for all 0 ≤ n ≤ s ∈ N.
(b) that Polp(n)A Q = Polp
(n)
A s-LOCA [Q]RpA for all 0 ≤ n ≤ s ∈ N, whenever
(∅, ∅) ∈ Q(m) for some arity m ∈ N.
(c) PolpAQ = PolpA [Q]RpA = PolpA LOCA [Q]RpA .
Proof. (a) It suffices to prove that Polp(0,n)A Q ⊆ Polp
(0,n)
A s-LOCA [Q]RpA is
true for all n ≤ s. Upon application of Corollary 5.12, we can infer that
InvpA Polp
(0,n)
A s-LOCA [Q]RpA = n-LOCA
[
s-LOCA [Q]RpA
]
RpA
, which by
Corollary 5.15 equals n-LOCA s-LOCA [Q]RpA . Due to n ≤ s the latter
set coincides with n-LOCA [Q]RpA , which is InvpA Polp
(0,n)
A Q, using again
Corollary 5.12. Now the claim follows by once more applying Polp(0,n)A to
both sides of the equation.
(b) If (∅, ∅) ∈ Q(m) for some m ∈ N, then we may substitute in the proof
of (a) the operator Polp(0,n)A by Polp
(n)
A and the use of Corollary 5.12 by
Corollary 5.13. Everything else works as just seen.
(c) We have PolpA LOCA [Q]RpA = PolpA InvpA PolpAQ = PolpAQ by Co-
rollary 5.14; the other inclusions are trivial. 
5.3. Characterisation of local closures for relation pairs. Finally, we
shall consider another characterisation of the s-local closure operators, in-
volving s-directed unions. The statement can be improved for sets of relation
pairs fulfilling an additional closure property, which is in particular satisfied
by relation pair clones. Hence, our characterisation is especially useful in con-
nection with the operator LOCA [ ]RpA .
Our first result is a generalisation of Proposition 1.13(ii) in [29, p. 18] to
relation pairs (see also [28, Proposition 1.6(ii), p. 256]). It works provided one
accepts the axiom of choice.
Proposition 5.17. For any set Q ⊆ RpA of relation pairs and all s ∈ N+,
the following holds:
s-LOCAQ =
⊎
m∈N


(σ, σ′) ∈ Rp(m)A
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∃σ′′ ∈ R(m)A : σ
′′ ⊆ σ′ ∧
∃T ⊆ Rp(m)A s-directed :
(σ, σ′′) =
⋃
T ∧
∀ (̺, ̺′) ∈ T ∃ ˜̺∈ R(m)A :
̺ ⊆ ˜̺∧ (˜̺, ̺′) ∈ Q(m)


.
Proof. To prove the inclusion “⊇”, let us consider any m ∈ N and a pair
(σ, σ′) ∈ Rp(m)A satisfying the lengthy condition in the proposition. Its first
part says that there is an s-directed system T ⊆ Rp(m)A whose union equals
(σ, σ′′) for some m-ary relation σ′′ ⊆ σ′. The remaining part states that for
every pair (̺, ̺′) ∈ T there is an m-ary relation ˜̺⊇ ̺ such that (˜̺, ̺′) ∈ Q(m).
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This implies that (̺, ̺′) ∈ → {(˜̺, ̺′)}← ⊆ →Q← ⊆ → s-LOCAQ←. Since the set
s-LOCAQ is s-locally closed, Corollary 2.11 implies that it is also closed under
relaxation. Hence, we have T ⊆ → s-LOCAQ← = s-LOCAQ. Now as T is an
s-directed system, Lemma 2.14 yields that (σ, σ′′) ∈ s-LOCAQ. Thus, from
σ′′ ⊆ σ′ ⊆ σ = σ we get that (σ, σ′) ∈ → {(σ, σ′′)}← ⊆ → s-LOCAQ←, which
we already showed to coincide with s-LOCAQ.
For the converse inclusion, take any (σ, σ′) ∈ s-LOC(m)A Q, m ∈ N. Then for
anyB ⊆ σ such that |B| ≤ s, the set ΣB :=
{
(̺, ̺′) ∈ Q(m)
∣∣ B ⊆ ̺ ∧ ̺′ ⊆ σ′}
is non-empty; using the axiom of choice, one can fix some pair (˜̺B, ̺′B) ∈ ΣB.
It satisfies ̺′B ⊆ σ
′ ⊆ σ, thus, ̺′B ⊆ ˜̺B ∩ σ =: ̺B. By construction, we have
B ⊆ ̺B ⊆ ˜̺B, thus putting T := { (̺B, ̺′B) | B ⊆ σ ∧ |B| ≤ s}, the collec-
tion T satisfies the second part of the condition we need to verify. We
shall check that T is s-directed farther below; first we deal with the union
(µ, µ′) :=
⋃
T (meaning union in both components). Since for every subset
B ⊆ σ, |B| ≤ s, we have ̺′B ⊆ σ
′ and ̺B ⊆ σ, it follows that also µ′ ⊆ σ′ and
µ ⊆ σ. Due to s > 0, we have that σ =
⋃
B⊆σ,|B|≤sB ⊆
⋃
B⊆σ,|B|≤s ̺B = µ,
wherefore µ = σ. This shows that (σ, σ′) has the right form to fit into the
set on the right-hand side, provided we establish that the non-empty set T is
s-directed.
For this goal, we consider t ≤ s subsets B0, . . . , Bt−1 ⊆ σ subject to the
condition |Bi| ≤ s for each 0 ≤ i < t and tuples ri ∈ ̺Bi ⊆ σ. Let us define
C := {ri | 0 ≤ i < t} ⊆ σ. As |C| ≤ s, the pair (̺C , ̺′C) belongs to T by def-
inition. Thus C ⊆ ̺C demonstrates s-directedness, concluding the proof. 
Remark 5.18. The inclusion “⊆” in Proposition 5.17 fails to hold for s = 0.
Consider, for example, any pair of relations ̺′ ⊆ ̺ ( Am for some fixedm ∈ N.
Define Q := → {(̺, ̺′)}← =
{
(σ, σ′) ∈ Rp(m)A
∣∣∣ ̺′ ⊆ σ′ ⊆ σ ⊆ ̺}, then Q is
certainly closed w.r.t. relaxation, and, moreover, it is not hard to see that it
is also closed under arbitrary non-empty unions, i.e. 0-directed unions. There-
fore, the set appearing on the right-hand side in Proposition 5.17 is contained
inQ. Now, the set 0-LOCAQ =
{
(σ, σ′) ∈ Rp(m)A
∣∣∣ ∃ (µ, µ′) ∈ Q(m) : σ′ ⊇ µ′}
clearly contains (Am, ̺′), but this pair does not belong to the set on the right
for it fails to belong to Q due to Am 6⊆ ̺.
In generalisation of Proposition 1.13(i) of [29, p. 18] (see also [28, Propos-
ition 1.6(i), p. 256]), a similar characterisation as above can be achieved for
the local closure operator.
Corollary 5.19. For any set Q ⊆ RpA of relation pairs, we have
LOCAQ =
⊎
m∈N


(σ, σ′) ∈ Rp(m)A
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∃σ′′ ∈ R(m)A : σ
′′ ⊆ σ′ ∧
∃T ⊆ Rp(m)A ℵ0-directed :
(σ, σ′′) =
⋃
T ∧
∀ (̺, ̺′) ∈ T ∃ ˜̺∈ R(m)A :
̺ ⊆ ˜̺∧ (˜̺, ̺′) ∈ Q(m)


.
Proof. The proof of Proposition 5.17 can be literally copied employing the fol-
lowing modifications: the use of Lemma 2.14 has to be substituted by Corol-
lary 2.15; every occurrence of “s-directed”, “s-locally closed” and the operator
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s-LOCA has to be replaced by “ℵ0-directed”, “locally closed” and the oper-
ator LOCA, respectively; every restriction of the form |B| ≤ s, |Bi| ≤ s and
|C| ≤ s should be changed to |B| < ℵ0, |Bi| ≤ ℵ0 and |C| < ℵ0, respectively;
and, finally, the phrase “Due to s > 0,” is to be removed completely. 
Placing an additional closure requirement on the sets Q ⊆ RpA in Corol-
lary 5.19, we can sharpen the statement by replacing ℵ0-directed unions by
directed unions.
Corollary 5.20. For any set Q ⊆ RpA of relation pairs that is closed under
arbitrary intersections of pairs of identical arity, the following equality holds:
LOCAQ =
⊎
m∈N


(σ, σ′) ∈ Rp(m)A
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∃σ′′ ∈ R(m)A : σ
′′ ⊆ σ′ ∧
∃T ⊆ Rp(m)A directed :
(σ, σ′′) =
⋃
T ∧
∀ (̺, ̺′) ∈ T ∃ ˜̺∈ R(m)A :
̺ ⊆ ˜̺∧ (˜̺, ̺′) ∈ Q(m)


.
Proof. The proof of the inclusion “⊇” stays the same as in Corollary 5.19, one
just reads “directed” in place of “ℵ0-directed”.
The dual inclusion requires a few more changes. Consider any relation
pair (σ, σ′) ∈ LOC(m)A Q, m ∈ N. Then for any finite subset B ⊆ σ, the set
ΣB :=
{
(̺, ̺′) ∈ Q(m)
∣∣ B ⊆ ̺ ∧ ̺′ ⊆ σ′} is non-empty. Let us define the pair
(˜̺B, ̺′B) :=
⋂
ΣB, that is, we have ˜̺B =
⋂
(̺,̺′)∈ΣB
̺ and ̺′B =
⋂
(̺,̺′)∈ΣB
̺′.
Since ΣB 6= ∅, we have ̺′B ⊆ ̺
′ for some (̺, ̺′) ∈ Q(m), i.e. ̺′B ⊆ ̺
′ ⊆ σ′ ⊆ σ.
Thus, ̺′B ⊆ ˜̺B ∩ σ =: ̺B . Moreover, we know that B ⊆ ̺B ⊆ ˜̺B since B ⊆ ̺
for any (̺, ̺′) ∈ ΣB. By closure w.r.t. intersection, we obtain (˜̺B, ̺′B) ∈ Q
(m),
and so (˜̺B, ̺′B) ∈ ΣB ⊆ Q
(m). Defining T := {(̺B, ̺′B) | B ⊆ σ ∧ |B| < ℵ0},
we can continue as in the proof of Corollary 5.19; only the final paragraph
needs further modifications to demonstrate that T is directed and not only
ℵ0-directed.
For this we consider any finite subset B ⊆ {B ⊆ σ | |B| < ℵ0}. Clearly,
the union C :=
⋃
B is again a finite subset of σ. Moreover, for all B ∈ B,
we have B ⊆ C and hence ΣC ⊆ ΣB, which implies ˜̺B ⊆ ˜̺C and, conse-
quently, ̺B = σ ∩ ˜̺B ⊆ σ ∩ ˜̺C = ̺C . Since this holds for all B ∈ B, we get⋃
B∈B ̺B ⊆ ̺C , proving directedness of T . 
6. Special cases
6.1. Proper semiclones. Based on the results of the previous section, we
may also characterise all s-locally closed semiclones that fail to be clones.
Proposition 6.1. For any parameter s ∈ N and any carrier set A, the col-
lection {F ∈ SA \LA | F s-locally closed} can be relationally described in the
form
{
PolpAQ
∣∣∣ Q ⊆ Rp(≤s)A ∧ ∃ (̺, ̺′) ∈ Q : ̺′ ( ̺}.
Proof. Consider a set Q ⊆ Rp(≤s)A such that ̺
′ ( ̺ holds for at least one re-
lation pair (̺, ̺′) ∈ Q. By Lemma 3.7 we have PolpAQ ∈ SA, and moreover,
this set is s-locally closed by Lemma 3.10. Further, Lemma 3.9 ensures that
PolpAQ /∈ LA.
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Conversely, if F ∈ SA \LA is s-locally closed, then by Corollary 5.7, we
have F = s-LocA [F ]OA = PolpAQ where Q = Invp
(≤s)
A F (cf. Theorem 5.3).
If we had ̺ = ̺′ for all (̺, ̺′) ∈ Q, then it would follow idA ∈ PolpAQ = F ,
implying F ∈ LA according to Lemma 3.5(d). Hence, there is at least one
(̺, ̺′) ∈ Q where ̺′ ( ̺. 
In a very analogous fashion we may prove the following result.
Proposition 6.2. For all carriers A we have the equality
{F ∈ SA \LA | F locally closed}
= {PolpAQ | Q ⊆ RpA ∧ ∃ (̺, ̺
′) ∈ Q : ̺′ ( ̺} .
Proof. In the proof of Proposition 6.1 replace the use of Lemma 3.10 by Co-
rollary 3.11, Theorem 5.3 by Corollary 5.6, the operators s-LocA by LocA,
Invp(≤s)A by InvpA and Rp
(≤s)
A by RpA, respectively, and “s-locally” by “loc-
ally”. 
Using the theory of the previous sections, we can also prove a decidabil-
ity result regarding the question if a clone with projections removed yields a
semiclone, or if the non-trivial functions generate the projections.
For this we need a more detailed analysis of the process generating ΓF (B)
occurring in Lemma 5.1.
Lemma 6.3. Let K be any set, B ⊆ AK and F ⊆ OA. Define R0 := B and
Sj :=
⊎
n∈N
{
f ◦ (g0, . . . , gn−1)
∣∣∣ f ∈ F (n) ∧ (g0, . . . , gn−1) ∈ Rjn}
Rj+1 := Rj ∪ Sj
for j ∈ N; set R :=
⋃
j∈NRj and S :=
⋃
j∈N Sj. Employing the straightfor-
ward generalisation of the preservation concept to infinite arities, the pair
(R,S) is the least (w.r.t. ≤) member of the set
QB :=
{
(̺, ̺′)
∣∣ B ∪ ̺′ ⊆ ̺ ⊆ AK , (̺, ̺′) is preserved by all f ∈ F} .
If Rn = Rn+1, i.e. Sn ⊆ Rn, holds for some n ∈ N, then it is Sm = Sn and
Rm = Rn for all m ≥ n. Therefore, for finite A and finite K, the condition
Rn = Rn+1 is satisfied for some n ≤
∣∣AK∣∣.
Proof. First, we note that, by definition, Rj ⊆ Rj+1, which implies Sj ⊆ Sj+1,
holds for all j ∈ N. Hence, the unions defining R and S are directed.
It is not difficult to see that (R,S) belongs to QB. Namely, we have
B = R0 ⊆ R and Sj ⊆ Rj+1 ⊆ R for every j ∈ N, whence S ⊆ R. To prove
that (R,S) is preserved by every n-ary f ∈ F , one considers an n-tuple of
tuples (g0, . . . , gn−1) ∈ Rn. Due to directedness of the union producing R and
finiteness of n, there exists one j ∈ N such that (g0, . . . , gn−1) ∈ Rjn, where-
fore f ◦ (g0, . . . , gn−1) ∈ Sj ⊆ S. Consequently, (R,S) is preserved by every
member of F and thus belongs to QB.
Second, take any pair (̺, ̺′) ∈ QB. By definition, we have R0 = B ⊆ ̺.
Moreover, supposing that Rj ⊆ ̺, by the preservation condition, we get that
Sj ⊆ ̺′ ⊆ ̺ and hence Rj+1 = Rj ∪ Sj ⊆ ̺, as well as Sj ⊆ ̺′. Thus, by in-
duction we have shown R =
⋃
j∈NRj ⊆ ̺ and S =
⋃
j∈N Sj ⊆ ̺
′. This proves
that (R,S) ≤ (̺, ̺′), whence (R,S) is the ≤-least member of QB.
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It is easy to check by induction that Rn = Rn+1 entails Sm = Sn and
Rm = Rn for all m ≥ n. Moreover, if R0, R1, . . . , Rn are pairwise distinct (i.e.
form a strictly increasing chain R0 ( R1 ( · · · ( Rn), then n ≤ |Rn| ≤
∣∣AK∣∣.
Therefore, for finite A and K, the condition Rn = Rn+1 must be satisfied for
some n ≤
∣∣AK∣∣. 
The following lemma goes back to an idea by Peter Mayr.
Lemma 6.4. For F ⊆ OA we have [F \ JA]OA =
[
〈F 〉OA \ JA
]
OA
.
Proof. Using Lemma 3.5(b) we have
F \ JA ⊆ 〈F 〉OA \ JA = 〈F \ JA〉OA \ JA =
(
[F \ JA]OA ∪ JA
)
\ JA
= [F \ JA]OA \ JA ⊆ [F \ JA]OA ,
whence we obtain [F \ JA]OA =
[
〈F 〉OA \ JA
]
OA
by another application of the
operator [ ]OA . 
With this result we can now prove the problem of whether a finitely gen-
erated clone on a finite set generates projections from its non-trivial members
to be decidable.
Proposition 6.5. For both A and F ⊆ OA finite, it is decidable whether
〈F 〉OA \ JA ∈ SA.
Proof. Since 〈F 〉OA is a clone, and thus, in particular, a semiclone, containing
〈F 〉OA \ JA, we have 〈F 〉OA \ JA ⊆
[
〈F 〉OA \ JA
]
OA
⊆ 〈F 〉OA . Therefore, by
Lemma 3.5(c), the conditions 〈F 〉OA \ JA /∈ SA, 〈F 〉OA \ JA (
[
〈F 〉OA \ JA
]
OA
,[
〈F 〉OA \ JA
]
OA
∩ JA 6= ∅, JA ⊆
[
〈F 〉OA\ JA
]
OA
and idA ∈
[
〈F 〉OA \ JA
](1)
OA
are
all equivalent. By Lemma 6.4 we get
[
〈F 〉OA \ JA
](1)
OA
= [F \ JA]
(1)
OA
, and using
Corollary 5.2 for n = 1, X = A and some bijection β between A and its cardin-
ality, we have a description of the invariant pair
(
̺A,1, ̺
′
A,1
)
=ΓF\JA({idA ◦β}).
Via Lemma 6.3 this invariant relation pair generated by idA ◦β can be ex-
pressed as
(⋃
j∈NRj ,
⋃
j∈N Sj
)
and finiteness of A guarantees that Rn = Rn+1
happens for some n ≤
∣∣AA∣∣. This implies that {f ◦ β ∣∣∣ f ∈ [F \ JA](1)OA
}
= ̺′A,1
can be written as the finite union
⋃
0≤j≤|AA| Sj , which due to finiteness of F
can be straightforwardly calculated using the definitions of Lemma 6.3. Hence,
one may check if idA belongs to [F \ JA]
(1)
OA
by checking if β = idA ◦β belongs
to this union. 
6.2. Closed transformation semigroups. By considering just unary parts
we can obtain characterisations of locally and s-locally closed (proper) trans-
formation semigroups, respectively.
Proposition 6.6. For s ∈ N and a set H ⊆ O(1)A of transformations the fol-
lowing facts are equivalent
(a) H is an s-locally closed transformation semigroup [and idA /∈ H].
(b) H = Polp(1)A Invp
(≤s)
A H [and there is (̺, ̺
′) ∈ Invp(≤s)A H such that ̺
′ 6= ̺].
(c) H = Polp(1)A Q for some set Q ⊆ Rp
(≤s)
A [where ̺ 6= ̺
′ for some (̺, ̺′) ∈ Q].
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For non-empty carrier sets A, the arity restrictions “≤ s” can be replaced by
simply “s”.
Proof. We shall prove the implications “(a) ⇒ (b) ⇒ (c) ⇒ (a)”.
“(a) ⇒ (b)” Let S := [H ]OA and T := s-LocA S. Using Lemma 3.2 we obtain
H = S(1). We also have T = s-LocA S = s-LocA [H ]OA = PolpA Invp
(≤s)
A H
by Theorem 5.3, whence Polp(1)A Invp
(≤s)
A H = s-Loc
(1)
A S = s-LocA
(
S(1)
)
is
equal to s-LocAH = H due to H being s-locally closed. For the alternative
reading note that idA would belong to Polp
(1)
A Invp
(≤s)
A H = H if all pairs in
Invp(≤s)A H had equal components. Furthermore, if A 6= ∅, then one may use
Corollary 5.5 instead of Theorem 5.3 to change “≤ s” into “s”.
“(b) ⇒ (c)” Simply choose Q := Invp(≤s)A H .
“(c) ⇒ (a)” Clearly, PolpAQ ∈ SA by Lemma 3.7, so Corollary 3.3 yields that
H = Polp(1)A Q is a transformation semigroup. Since Q ⊆ Rp
(≤s)
A , we obtain
PolpAQ = s-LocA PolpAQ by Lemma 3.10, wherefore we may express H as
H = Polp(1)A Q = s-Loc
(1)
A PolpAQ = s-LocA Polp
(1)
A Q = s-LocAH . Note for
the second reading that idA does not preserve relation pairs ̺′ ( ̺. 
In an analogous way we may characterise the locally closed (proper) trans-
formation semigroups.
Proposition 6.7. For any set H ⊆ O(1)A of transformations the following facts
are equivalent:
(a) H is a locally closed transformation semigroup [and idA /∈ H].
(b) H = Polp(1)A InvpAH [and there is (̺, ̺
′) ∈ InvpAH such that ̺
′ 6= ̺].
(c) H = Polp(1)A Q for some set Q ⊆ RpA [where ̺ 6= ̺
′ for some (̺, ̺′) ∈ Q].
Proof. In the proof of Proposition 6.6 substitute “s-locally” by “locally”, the
operators Invp(≤s)A by InvpA, s-LocA by LocA, and Rp
(≤s)
A by RpA, respect-
ively, and the applications of Theorem 5.3 by Corollary 5.6 and of Lemma 3.10
by Corollary 3.11. 
By intersecting (in a similar way as outlined in this subsection) with other
classes of functions, for example, the set of all permutations instead of all
unary operations, one can obtain further characterisations of locally closed
classes of functions in terms of relation pairs. Continuing the example of
permutations, one may get a characterisation of all locally [s-locally] closed
(proper) transformation semigroups that consist of permutations only. As
on finite carrier sets every permutation has a finite order, such a result is
necessarily more appealing on infinite domains.
6.3. Classical Pol - Inv Galois correspondence. Here we demonstrate that
it is not difficult to derive the characterisations of the closure operators of the
Galois connection given by polymorphisms and invariant relations from our
theorems above. In this respect, we first consider the framework including
nullary operations and relations as discussed in [3]; from there it will be a
small step to obtain the variants known from [29, 28].
First we recollect information concerning the relationship of the operators
PolA and InvA w.r.t. PolpA and InvpA, which we already briefly discussed
before Lemma 2.3.
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Lemma 6.8. For Q ⊆ RA, F ⊆ OA and any n ∈ N we have
Pol(n)A Q = Polp
(n)
A
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)} ,
Inv(n)A F =
{
̺
∣∣∣ (̺, ̺) ∈ Invp(n)A F} .
Proof. The claim follows since a function f ∈ OA preserves a relation ̺ ∈ RA
(w.r.t. Pol - Inv) if and only if f ⊲ (̺, ̺) (in the sense of Polp - Invp). 
We shall also need to express the set InvpA F in terms of InvA F for F ⊆ OA
containing at least one projection.
Lemma 6.9. Suppose, a set F ⊆ OA of operations satisfies F ∩ JA 6= ∅, then
InvpA F =
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Inv(m)A F}.
Proof. Put Q := InvpA F . By Lemma 3.7, PolpAQ is a semiclone, and, as
PolpAQ ⊇ F contains projections, it is even a clone (cp. Lemma 3.5(d)).
Hence, Lemma 3.9 yields that Q ⊆
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ R(m)A }, which implies
Q =
⊎
m∈N
{
(̺, ̺)
∣∣∣ (̺, ̺) ∈ Invp(m)A F} = ⊎m∈N {(̺, ̺) ∣∣∣ ̺ ∈ Inv(m)A F} (cf.
Lemma 6.8 for the second equality). 
This enables us now to derive the characterisation of the closure operators
PolA Inv
(≤s)
A and PolA Inv
(s)
A .
Theorem 6.10. We have s-LocA 〈F 〉OA = PolA Inv
(≤s)
A F for F ⊆ OA and
s ∈ N; moreover, the equality s-LocA 〈F 〉OA = PolA Inv
(s)
A F holds.
Proof. Using Lemma 3.5(b) we can write 〈F 〉OA = [F ∪ {idA}]OA , hence The-
orem 5.3 entails that s-LocA 〈F 〉OA = s-LocA [F ∪ {idA}]OA coincides with
PolpA Invp
(≤s)
A (F ∪ {idA}), which by Lemma 6.9 equals
PolpA
s⊎
m=0
{
(̺, ̺)
∣∣∣ ̺ ∈ Inv(m)A (F ∪ {idA})}
= PolpA
s⊎
m=0
{
(̺, ̺)
∣∣∣ ̺ ∈ Inv(m)A F} (since InvA (F ∪ {idA}) = InvA F )
=
s⋂
m=0
PolpA
{
(̺, ̺)
∣∣∣ ̺ ∈ Inv(m)A F}
=
s⋂
m=0
PolA Inv
(m)
A F = PolA Inv
(≤s)
A F. (cf. Lemma 6.8)
For A 6= ∅ we may replace Theorem 5.3 by Corollary 5.5 and therefore the op-
erator PolpA Invp
(≤s)
A by PolpA Invp
(s)
A . The rest of the argument is analogous
to the above. For A = ∅, PolA Inv
(s)
A F and PolA Inv
(≤s)
A = s-LocA 〈F 〉OA are
both clones on ∅, but there exists only one such structure, namely O∅. 
As a consequence, we get Theorem 3.17 from [3, p. 29]:
Corollary 6.11. For F ⊆ OA we have LocA 〈F 〉OA = PolA InvA F .
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Proof. By definition of the operator LocA we have
LocA 〈F 〉OA =
⋂
s∈N
s-LocA 〈F 〉OA
6.10
=
⋂
s∈N
PolA Inv
(≤s)
A F
= PolA
⋃
s∈N
Inv(≤s)A F = PolA InvA F. 
In contrast to semiclones, nullary relations are never needed to discern loc-
ally closed clones. Even more generally, invariants of small arity may always
be neglected.
Corollary 6.12. For a set of operations F ⊆ OA and any arity m ∈ N we
have the equality PolA Inv
(≥m)
A F = PolA InvA F = LocA 〈F 〉OA .
Proof. As a consequence of Theorem 6.10 we have
PolA InvA F =
⋂
s∈N
PolA Inv
(s)
A F =
⋂
s∈N
s-LocA 〈F 〉OA
=
⋂
s∈N
s≥m
s-LocA 〈F 〉OA =
⋂
s∈N
s≥m
PolA Inv
(s)
A F = PolA Inv
(≥m)
A F
for any F ⊆ OA. 
The following observation will be helpful in deriving the original formula-
tions (without nullary operations) of the previously presented results.
Lemma 6.13. For operations F ⊆ OA \O
(0)
A of positive arity and every s ∈ N
the equality s-Loc(0)A 〈F 〉OA = Loc
(0)
A 〈F 〉OA = 〈F 〉
(0)
OA
= ∅ holds.
Proof. Since F ⊆ OA \O
(0)
A , which is a clone, we obtain 〈F 〉OA ⊆ OA \O
(0)
A , i.e.
〈F 〉
(0)
OA
= ∅ and thus Loc(0)A 〈F 〉OA ⊆ s-Loc
(0)
A 〈F 〉OA = s-LocA 〈F 〉
(0)
OA
= ∅. 
Corollary 6.14. Let F ⊆ OA \O
(0)
A be without nullary operations and s ∈ N,
then we have the equalities Pol(>0)A InvA F = Pol
(>0)
A Inv
(>0)
A F = LocA 〈F 〉OA
and Pol(>0)A Inv
(s)
A F = s-LocA 〈F 〉OA .
Proof. Combining Lemma 6.13 with Corollary 6.12 (for m = 1) yields empti-
ness of the set Pol(0)A Inv
(>0)
A F = Pol
(0)
A InvA F = Loc
(0)
A 〈F 〉OA . Therefore,
Pol(>0)A InvA F = PolA InvA F = LocA 〈F 〉OA
= PolA Inv
(>0)
A F = Pol
(>0)
A Inv
(>0)
A F.
In a similar way, we may invoke Theorem 6.10 together with Lemma 6.13
to get Pol(0)A Inv
(s)
A F = s-Loc
(0)
A 〈F 〉OA = ∅. Using again Theorem 6.10 we can
infer Pol(>0)A Inv
(s)
A F = PolA Inv
(s)
A F = s-LocA 〈F 〉OA . 
The equalities LocA 〈F 〉OA = Pol
(>0)
A Inv
(>0)
A F for F ⊆ OA without nullary
operations, as well as s-LocA 〈F 〉OA = Pol
(>0)
A Inv
(s)
A F whenever s > 0, express
two of the main results regarding Pol - Inv that one finds in [28, Theorem 3.2,
p. 260], [29, Theorem 4.1, p. 31], where neither nullary operations nor nullary
relations were considered.
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In order to attack the relational side of the Pol - Inv Galois correspondence,
we need to express generated relational clones, i.e. the closure [ ]RA of a set
of relations under general superpositions, in terms of generated relation pair
clones. This is prepared in the following lemma.
Lemma 6.15. For any set Q ⊆ RA we have⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ [Q](m)RA
}
=
[ ⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)}
]
RpA
.
Proof. Since Q ⊆ [Q]RA , the set P :=
⊎
m∈N
{
(̺, ̺)
∣∣ ̺ ∈ Q(m)} obviously is
a subset of
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ [Q](m)RA
}
. By Lemma 4.4, the latter set is a
relation pair clone, whence it includes [P ]RpA .
Conversely, the set
{
σ
∣∣∣ (σ, σ) ∈ [P ]RpA
}
, which contains Q, is a relational
clone by Lemma 4.5; hence [Q]RA ⊆
{
σ
∣∣∣ (σ, σ) ∈ [P ]RpA
}
. Thus, whenever
̺ ∈ [Q](m)RA for m ∈ N, we find (̺, ̺) in [P ]RpA , which proves “⊆”. 
Similarly, we have to relate the s-local closures of sets of relations (cf. page 8)
and that of sets of relation pairs.
Lemma 6.16. For any set Q ⊆ RA and s ∈ N+ we have
s-LOCA
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)} = ⊎
m∈N
{
(σ, σ)
∣∣∣ σ ∈ s-LOC(m)A Q} .
Proof. It is sufficient to prove for fixed m ∈ N that the m-ary part of the
left set, s-LOC(m)A
⊎
n∈N
{
(̺, ̺)
∣∣ ̺ ∈ Q(n)} = s-LOCA {(̺, ̺) ∣∣ ̺ ∈ Q(m)},
coincides with
{
(σ, σ)
∣∣∣ σ ∈ s-LOC(m)A Q}. By definition of the s-local closure
we have that s-LOCA
{
(̺, ̺)
∣∣ ̺ ∈ Q(m)} equals{
(σ, σ′) ∈ Rp(m)A
∣∣∣ ∀B ⊆ σ, |B| ≤ s ∃̺ ∈ Q(m) : B ⊆ ̺ ∧ ̺ ⊆ σ′} .
Due to s > 0 any relation pair (σ, σ′) belonging to the previously displayed set
satisfies σ =
⋃
{B ⊆ σ | |B| ≤ s} ⊆ σ′ ⊆ σ, i.e. σ = σ′. Therefore, we obtain
s-LOCA
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)}
=
{
(σ, σ)
∣∣∣ σ ∈ R(m)A ∧ ∀B ⊆ σ, |B| ≤ s ∃̺ ∈ Q(m) : B ⊆ ̺ ⊆ σ′}
=
{
(σ, σ)
∣∣∣ σ ∈ R(m)A ∧ σ ∈ s-LOCAQ}
as desired. 
We may now characterise the closure operator InvA Pol
(≤s)
A in terms of the
s-local closure and the generated relational clone.
Theorem 6.17. For any parameter s ∈ N and any set of relations Q ⊆ RA
the equalities s-LOCA [Q]RA = InvA Pol
(≤s)
A Q = InvA Pol
(0,s)
A Q hold.
Proof. Using the previous results we may calculate for Q ⊆ RA and s ∈ N+
InvA Pol
(≤s)
A Q
6.8= InvA Polp
(≤s)
A
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)}
Galois theory for semiclones 34
6.8=
{
σ
∣∣∣∣∣ (σ, σ) ∈ InvpA Polp(≤s)A
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)}
}
5.10
=

σ
∣∣∣∣∣∣ (σ, σ) ∈ s-LOCA
[ ⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ Q(m)}
]
RpA


6.15
=
{
σ
∣∣∣∣∣ (σ, σ) ∈ s-LOCA
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ [Q](m)RA
}}
6.16=
{
σ
∣∣∣∣∣ (σ, σ) ∈
⊎
m∈N
{
(̺, ̺)
∣∣∣ ̺ ∈ s-LOC(m)A [Q]RA
}}
= s-LOCA [Q]RA .
Employing Corollary 5.12 instead of Theorem 5.10 in the previous calculation,
one may replace the operator InvA Pol
(≤s)
A by InvA Pol
(0,s)
A , and InvpA Polp
(≤s)
A
by InvpA Polp
(0,s)
A , respectively, in the manipulations above.
Due to inapplicability of Lemma 6.16 for s = 0, this case needs a manual
proof. Clearly, we have 0-LOCA [Q]RA =
{
σ ∈ RA
∣∣ ∃̺ ∈ [Q]RA : σ ⊇ ̺} and
InvA Pol
(0)
A Q = InvA
{
c
(0)
a
∣∣∣ ∀̺ ∈ Q : (a, . . . , a) ∈ ̺} = {σ ∈ RA | σ ⊇ µ}, in
which µ := { (a, . . . , a) | a ∈ A ∧ ∀̺ ∈ Q : (a, . . . , a) ∈ ̺} and c(0)a denotes the
nullary operation with image {a}. It is easy to see that µ ∈ [Q]RA , namely,
for σ ∈ RA, let β : ar (σ) −→ 1 and α̺ : ar (̺) −→ 1 for ̺ ∈ Q be the unique
constant mappings, then µ =
∧β
(α̺)̺∈Q
(̺)̺∈Q ∈ [Q]RA . This proves the inclu-
sion InvA Pol
(0)
A Q ⊆ 0-LOCA [Q]RA . The converse is simple: if σ ∈ RA includes
some ̺ ∈ [Q]RA , and c
(0)
a ∈ Pol
(0)
A Q = Pol
(0)
A [Q]RA , then (a, . . . , a) ∈ ̺ ⊆ σ. As
this holds for all constants in Pol(0)A Q, we obtain σ ∈ InvA Pol
(0)
A Q. 
The previous theorem directly entails Theorem 3.20 of [3, p. 31]:
Corollary 6.18. For Q ⊆ RA we have LOCA [Q]RA = InvA PolAQ.
Proof. By definition of the operator LOCA we have for Q ⊆ RA:
LOCA [Q]RA =
⋂
s∈N
s-LOCA [Q]RA
=
⋂
s∈N
InvA Pol
(≤s)
A Q = InvA
⋃
s∈N
Pol(≤s)A Q = InvA PolAQ. 
The following evident observation will be needed for the next corollaries.
Lemma 6.19. We have PolA {∅} = OA \O
(0)
A and thereby Pol
(s)
A {∅} = O
(s)
A
whenever s ∈ N+; therefore, Pol
(s)
A (Q ∪ {∅}) = Pol
(s)
A Q for any Q ⊆ RA.
Similarly as in Corollary 5.13, for sets of relations comprising the empty
relation, nullary polymorphisms are not required.
Corollary 6.20. Let Q ⊆ RA and s ∈ N. Then s-LOCA [Q]RA = InvA Pol
(s)
A Q
if (and, provided that s > 0, also only if) ∅ ∈ InvA PolAQ (which is true in
particular if ∅ ∈ Q).
Galois theory for semiclones 35
Proof. The conditions ∅ ∈ InvA PolAQ and PolAQ ⊆ PolA {∅} = OA \O
(0)
A (cf.
Lemma 6.19 above) are equivalent; moreover, the latter one holds if and only
if Pol(0)A Q = ∅. Combining this with the equality from Theorem 6.17 yields
s-LOCA [Q]RA = InvA Pol
(s)
A Q. Conversely, if we assume this equality and
suppose s > 0, which entails Pol(s)A Q ⊆ OA \O
(0)
A , then via Theorem 6.17 we
get
∅ ∈ InvA
(
OA \O
(0)
A
)
⊆ InvA Pol
(s)
A Q = s-LOCA [Q]RA = InvA Pol
(≤s)
A Q
⊆ InvA Pol
(0)
A Q.
This is equivalent to Pol(0)A Q ⊆ PolA {∅} = OA \O
(0)
A , i.e. Pol
(0)
A Q = ∅. 
Corollary 6.21. We have LOCA [Q ∪ {∅}]RA = InvA Pol
(>0)
A Q for Q ⊆ RA.
Moreover, for s ∈ N+ the equality s-LOCA [Q ∪ {∅}]RA = InvA Pol
(s)
A Q holds.
Proof. We have PolA (Q ∪ {∅}) = PolAQ ∩
(
OA \O
(0)
A
)
= Pol(>0)A Q, applying
Lemma 6.19; thus LOCA [Q ∪ {∅}]RA = InvA PolA (Q ∪ {∅}) = InvA Pol
(>0)
A Q
by Corollary 6.18. Combining for s ∈ N+ the statements of Corollary 6.20 and
Lemma 6.19 yields the remaining claim. 
Restricting the statement of Corollary 6.21 to sets Q ⊆ RA \R
(0)
A and in-
tersecting the equalities on both sides with RA \R
(0)
A yields the character-
isations LOCA
(
[Q ∪ {∅}](>0)RA
)
= Inv(>0)A Pol
(>0)
A Q and, for positive paramet-
ers s, s-LOCA
(
[Q ∪ {∅}](>0)RA
)
= Inv(>0)A Pol
(s)
A Q. The closure [Q ∪ {∅}]
(>0)
RA
describes the appropriate notion of generated relational clone (as employed
e.g. in [29]) if one does neither consider nullary operations nor relations in
connection with Pol - Inv. With the two stated equalities we have therefore
established the two main results (see Theorem 4.2, p. 32, and Theorem 3.3,
p. 260, respectively) of [29, 28] regarding the relational side of the mentioned
Galois connection.
7. Possible applications
In the literature the Pol - Inv Galois connection has been very successfully
employed to discover the structure of the lattice of all clones (e.g. [31, 22, 37,
36]), but it is also fundamentally involved in investigating other problems in
algebra and theoretical computer science ([10, 2, 1, 6, 35]). It is to be expected
that the theory developed within this article will find similar applications w.r.t.
semiclones in the future, especially regarding infinite carrier sets.
In this connection we briefly outline one possible idea, picking up again
the topic of topologically closed (proper) transformation semigroups from the
previous section. According to Proposition 6.7, for any set Q ⊆ RpA of re-
lation pairs, the set of all locally closed transformation semigroups S ⊆ O(1)A
lying properly below Polp(1)A Q can be described as all those sets S = Polp
(1)
A Σ
(Σ ⊆ RpA) satisfying Polp
(1)
A Σ ( Polp
(1)
A Q. If S is a maximal member of
this collection with respect to inclusion, then Q ⊆ InvpA Polp
(1)
A Q ( InvpA S.
One may take any pair (̺, ̺′) ∈ InvpA S \ InvpA Polp
(1)
A Q and obtains that
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S = Polp(1)A InvpA S ⊆ Polp
(1)
A (Q ∪ {(̺, ̺
′)}) ( Polp(1)A Q, which by maximal-
ity of S entails that S = Polp(1)A (Q ∪ {(̺, ̺
′)}). In case that Polp(1)A Q is a
monoid, i.e. Q contains only relation pairs with identical components and
PolpAQ is a real clone, then one may also be interested in the maximal locally
closed proper transformation semigroups below it. This additional require-
ment enforces that the pair (̺, ̺′) one had to add above even has to be a
proper relation pair, i.e. ̺′ ( ̺.
In a similar way all maximal locally closed (or s-locally closed) (possibly
proper) semiclones (or s-locally closed transformation semigroups) below one
specific structure of the respective sort can be described by preserving one
additional relation pair. It is plausible that for certain sets Q a complete
characterisation in analogy to [31] can be attempted. Furthermore, on infinite
carrier sets, the machinery developed in this paper can also be useful to reveal
counterexamples, e.g. structures having no maximal proper (locally or s-locally
closed) substructures below them. It is, for example, not hard to prove for
Q = ∅ that proper semigroups of the form Polp(1)A {(̺, ̺
′)} with ̺′ ( ̺ ⊆ A can
never be maximal among all locally closed proper transformation semigroups
on any at least two-element set A.
The author is, moreover, confident that a generalisation of the presented
theory to categories with finite powers is possible along the lines of [23], where
a similar project has been realised for clones and the Pol - Inv Galois con-
nection (at the same time dualising the involved notions, which is not in our
focus). Most of our results do not impose any restrictions on the carrier set,
i.e. the particular object of the category of sets the Galois theory is based
on. Therefore, the main theorems of this article could be a guideline and used
to hint at what form of results to expect in the general setting. Once such a
generalisation has been established, the corresponding results can be instanti-
ated in any category of interest, as long as it has finite powers, for instance, in
that of topological spaces. In this way, it may be possible to perform similar
investigations as sketched above also for transformation semigroups consisting
of continuous functions.
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