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In this paper, we discuss positive maps induced by (irreducibly) covariant linear operators for finite
groups. The application of group theory methods allows deriving some new results of a different
kind. In particular, a family of necessary conditions for positivity, for such objects is derived,
stemming either from the definition of a positive map or the novel method inspired by the inverse
reduction map. In the low-dimensional cases, for the permutation group S(3) and the quaternion
group Q, the necessary and sufficient conditions are given, together with the discussion on their
decomposability. In higher dimensions, we present positive maps induced by a three-dimensional
irreducible representation of the permutation group S(4) and d-dimensional representation of the
monomial unitary group MU(d). In the latter case, we deliver if and only if condition for the
positivity and compare the results with the method inspired by the inverse reduction. We show that
the generalised Choi map can be obtained by considered covariant maps induced by the monomial
unitary group. As an additional result, a novel interpretation of the Fujiwara-Algolet conditions for
positivity and complete positivity is presented. Finally, in the end, a new form of an irreducible
representation of the symmetric group S(n) is constructed, allowing us to simplify the form of certain
Choi-Jamiołkowski images derived for irreducible representations of the symmetric group.
I. INTRODUCTION
Symmetry is one of the most prominent properties which physical theory can exhibit. Usually, it is induced by
some group structure. In this paper we consider symmetries encoded in linear operators of the special importance
in quantum information theory that are irreducibly covariant with respect to some finite group G. We call a map Φ
irreducibly covariant (ICLM -irreducibly covariant linear map) if
Φ
(
U(g)ρU†(g)
)
= U(g)Φ(ρ)U†(g), ∀g ∈ G, (1)
for some unitary irreducible representation U of a finite group G. If U is not irreducible representation we say that
the map is just covariant.
There are two special classes of linear maps that play a special role in quantum information theory: positive maps
(P ) and completely positive (CP ) maps. Namely, a map Φ, not necessarily covariant, is positive if for every positive
semidefinite matrix M ≥ 0, we have Φ(M) ≥ 0 as well. Secondly, a map Φ is completely positive when Φ ⊗ id,
where id stands for the identity map, is positive. Completely positive maps model quantum channels, that are among
the fundamental blocks for quantum information processing tasks [1]. On the other hand, maps that are positive,
but not completely positive, which are of the main interest of this manuscript, are useful since they can be used for
entanglement detection via so-called entanglement witnesses. The concept of entanglement witness follows from the
famous Hanh-Banach Theorem and was introduced firstly in the field of quantum information by Terhal in [2]. This
method allows us to detect entanglement without the full knowledge about a given quantum state since one does not
have to apply the full tomography of the state, which is an expensive process. Instead of that, it is enough to check
the mean value of the observable representing entanglement witness on a given quantum state. Such a method is
universal since any entangled state posses corresponding entanglement witness.
In general, the problem of classification or even finding some new examples of positive maps with certain properties
is very hard despite many attempts and important results in the field [3–11]. The main reason for that is the non-
existence of a universal operational criterion for positivity. To prove that a given map is positive one has to check
for example its block positivity, i.e. positivity of expectation values on all product vectors, while to check complete
positivity of the given map it is enough to compute only all eigenvalues of the corresponding Choi-Jamiołkowski image,
which can be done effectively, at least for reasonably low dimensions. Imposing symmetry constraints simplifies the
problem significantly and thus can lead to new results concerning the positivity of linear maps in the considered class
and produce new important examples. One such constraint is irreducible covariance with respect to a given finite
group G, defined as in (1). The ICLM with respect to a group G inherits some symmetrical patterns from the group
G, which usually simplifies the conditions for the positivity and complete positivity.
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2Approach exploiting covariance so far has been applied with success for the unitary group U(d), i.e. considered
map from (1) commutes with every unitary matrix, not necessarily an irrep. These studies has been started by Bhat
in [12], where it was proven that maps satisfying (1) for U = V ∈ U(d) must be of the form Φ(X) = αX + β tr(X)1,
where α, β ∈ C. It is clear that properties such as P or CP of Φ are fully determined by the values of the parameters
α, β. Later, in [13] authors have generalized this idea by considering a family of three-parameter covariant maps
Φ(α, β, n) : M(n,C) → M(n2,C), where α, β ∈ C, n ∈ N. One of the main result is the link between k−positivity
(in particular P ) of a linear map and its covariance property. In particular, authors derive range of parameters α, β
with n = 3, for which considered map Φ(α, β, 3) is 2−positive, CP and decomposable. However, the if and only if
conditions for P are presented for an arbitrary n ≥ 3. Next, in [14] further generalisations are discussed. Namely,
authors using elements of the representation theory and graphical representation of permutations, have characterised
linear maps Φ : M(n,C) → M(na,C) ⊗ M(nb,C) satisfying Φ(UXU†) = (U⊗a ⊗ U⊗b)Φ(X)(U⊗a ⊗ U⊗b)†, for all
X ∈ M(n,C) and a, b ∈ N. Recently, in paper [15] such covariance, with a = 0, plays the central role in extension of
the polarized Cayley-Hamilton identity to an operator inequality on the positive cone and characterisation of the set
of multilinear covariant positive maps. Finally, we mention 9 the result from [16], where the family of positive maps
induced by the covariance with respect to the finite group generated by the Weyl operators is derived. Our paper
is a complementary continuation of [17], where the authors analysed completely positive irreducibly covariant linear
maps. The difference with the results quoted above is that now a map Φ is covariant with respect to some set of
unitary matrices, which are the irreps of a chosen finite group G, so our requirement is less strong, more demanding
in the analysis, causing the impossibility of the use results derived in papers cited above. Nevertheless, we still are
able to derive general results.
Our paper is organised as follows. We start from Section II with the general introduction of the theory of en-
tanglement. In particular, we define the Choi-Jamiołkowski image, its connection with P and CP as well as with
entanglement witnesses. Further, in Section III we present general considerations about the ICLMs of the form
Φ =
∑
α
lαΠ
α, lα ∈ C, (2)
where α labels irreps of G, Πα are projectors arising from the structure of group G and its unitary representation
U given in (1), and lα are spectral parameters of such decomposition. Further, by id we understand the identity
representation. Since the projectors Πα can be calculated for a given representation the problem of checking whether
a given map Φ is P is reduced to determining the spectral parameters lα. The considerations are of the general nature,
since we do not choose a specific representation U , but rather use its general properties.
In the mentioned paper [17], the necessary and sufficient conditions for CP has been presented as a restriction on
the values of the spectral parameters lα. We were able to provide a condition of similar structure, describing maps
that are positive, but not completely positive. However, unlike in the former case, this condition is not operational.
Nevertheless, for such a large class of ICLMs given in (2), we prove a general necessary condition for their positivity
in the form of a condition on their spectral parameters lα. It has a simple geometrical meaning: in the space of
spectral parameters of Φ, all the spectral parameters lα, such that α 6= id, must lie inside a cuboid, whose edge
lengths are equal to 2lid. It appears that this necessary condition is non-trivial, because we prove additionally, that
for the ICLMs generated by two-dimensional irreps of the group S(3) and the quaternion group Q, the necessary
condition is also the sufficient one. Additionally, we deliver the explicit decomposition into the sum of complete
positive and complete co-positive maps of the ICLM ′s induced by the mentioned groups. It is known, due to [3],
that for qubits, such a decomposition always exists, but without any method of finding it in a given case.
To give a flavour of our considerations, in Figure 1 we present two regions for which linear map Φ, which is
irreducibly covariant with respect to symmetric group S(3), admitting the decomposition from (2), is positive but not
completely positive. One is calculated directly from the definition and describes the necessary and sufficient region,
while the second one is obtained from the novel method based on the inverse reduction map (Section IV), which is
more universal but provides only subregion of positivity.
3(a) (b)
FIG. 1: Possible solutions for the spectral parameters of ICLM Φ (see (2)) with respect to S(3) group, and its
two-dimensional irrep labelled by λ. The region depends on two parameters lsgn, lλ, where sgn is the sign
representation. The panel (a) shows the general solution where the map Φ is positive, but not completely positive,
whereas in the panel (b) the dark blue region corresponds to the result obtained from the inverse reduction map.
In Section IV we deliver a novel method for the construction of positive ICLMs for irreducible representations
of dimensions higher than the qubit case. The method is based on the inverse reduction map [18] and it rids of
the explicit checking the block positivity of the corresponding Choi-Jamiołkowski image. We reduce the problem of
checking the block positivity to a set of linear inequalities describing the region of positivity, which can be easily solved.
Although we consider ICLMs, this method can be applied to any other linear map which proves the universality of
the result. In particular, it can be applied to symmetric groups of higher order than S(3) discussed in Section III.
In Section V, we deliver examples of positive maps acting in higher dimensions. We examine a positive ICLMs
for the three-dimensional irreducible representation of S(4) and the d−dimensional representations of the monomial
unitary group. Here, we use two approaches: the inverse reduction map and the direct examination of the block-
positivity of the Choi-Jamiołkowski image of a given ICLM . While the latter method is of a little use in the general
scenario, it proved efficient in the special case of determining positivity of ICLMs with respect to the subgroup of
monomial unitary group MU(d) denoted as MU(d, n), for the parameter n ∈ N, and an arbitrary dimension d. This
map has been defined in [19] and used in the same paper to generalize randomized benchmarking protocol, when
gates are representations of a finite group, but not necessarily irreducible or 2-design. Moreover, it turns out the
monomial group MU(d) plays a role in many-body state formalism and some aspects of quantum computations, for
the details please see [20] and references within it, while its subgroup is also in the interest of quantum information
community. It contains so-called T−gate [21], defined as T = |0〉〈0| + exp( ipi4 )|1〉〈1|, whenever n ≥ 8. This gate,
together with the Clifford gates, forms a universal set for quantum computations [21]. The result obtained by the
direct approach gives the necessary and sufficient conditions for the parameters of the ICLM in question, which is a
significant improvement over conditions obtained from the inverse reduction map approach. The comparison of these
two methods is also presented. In Section VI we compare results obtained in the previous Section, concerning qutrit
(d = 3) case, with the famous generalized Choi map [22], showing that our maps include the generalized Choi map
and generate a larger region of positivity. Unfortunately, we could not find any new indecomposable positive maps
in those regions. Nevertheless, for at least some cases of decomposable maps, we provided an explicit form of the
decomposition. Finally, in Section VII yet another remarkable property of irreducible covariance is presented. It turns
out, that in the qubit case every unital quantum channel can be expressed in the same terms as a quantum channel
which is irreducibly covariant with respect to the two-dimensional irrep of the quaternion group Q. We show that
Fujiwara-Algolet conditions [23] for P and CP for arbitrary qubit unital map obtained in this approach exploiting
Bloch sphere representation coincide with the conditions for P and CP for quantum channels that are irreducibly
covariant with respect to quaternion group. Thus, the conditions for P and CP for an arbitrary qubit unital map are
connected with the quaternionic invariance of quantum channels.
4II. DEFINITIONS AND NOTATIONS
In this section, we provide the necessary mathematical tools for our further considerations. In the first part, we
present basic notions from linear algebra and entanglement theory. We focus on the concepts of an entanglement
witness together with their (in)decomposability and their connection with positive maps. The second part is dedicated
to the connection of the linear maps and their Choi-Jamiołkowski images. We focus on the if and only if conditions
for positivity, complete positivity and complete copositivity for an arbitrary linear map. In particular, we introduce
the group-theoretic background for studying linear maps which are irreducibly covariant.
A. Quantum entanglement, entanglement witnesses and decomposability
Let M(d,C) denote the space of d × d complex matrices and let {Eij}di,j=1, where Eij ≡ |i〉 〈j|, denote a basis
of M(d,C) and by {|i〉}di=1 we denote the standard basis for Cd. The matrix resulting from the action of map
Φ ∈ End[M(d,C)] on any basis element Eij ∈M(d,C) can be expressed as Φ(Eij) =
∑d
k,l=1 φkl,ijEkl. The coefficients
φkl,ij can be viewed as elements of a d2 × d2 matrix, and hence we use the notation:
mat(Φ) := (φkl,ij) ∈M(d2,C). (3)
In this and further sections by H = Cd we denote Hilbert space of dimension d. Using this notation we define a set
S(H) := {ρ ∈ H | ρ ≥ 0, tr ρ = 1} (4)
of all states on H. Having two Hilbert spaces H,K we say that state ρ ∈ S(H ⊗ K) is separable if it can be written
as ρ =
∑
i piσi ⊗ ωi, where σi, ωi are states on H,K respectively, and pi are positive numbers satisfying
∑
i pi = 1,
otherwise the state ρ is entangled. Having above we are in a position to define objects called entanglement witnesses [2]:
Definition 1. The hermitian operator W ∈M(d2,C) is called entanglement witness when:
1. W  0,
2. tr (σW ) ≥ 0 for all separable states σ,
3. There exists at least one entangled state ρ, such that tr (ρW ) < 0.
The so-called Choi-Jamiołkowski isomorphism gives useful characterization of entanglement witnesses. For a linear
map Φ ∈ End[M(d,C)] its Choi-Jamiołkowski image J(Φ) is given by [22, 24]:
J(Φ) :=
d∑
i,j=1
Eij ⊗ Φ(Eij) ∈M(d2,C). (5)
Isomorphism defined in (5) encodes properties of linear maps into properties of corresponding Choi-Jamiołkowski
image.
Thanks to Choi-Jamiołkowski isomorphism every entanglement witness is connected with positive, but not com-
pletely positive linear map Φ ∈ End[M(d,C)] by
W = (1⊗ Φ)P+d , (6)
where P+d is a projector on maximally entangled state |ψ+d 〉 = 1√d
∑d
i=1 |ii〉. In the set of all entanglement witnesses
we distinguish subset of decomposable ones. Namely any decomposable entanglement witness W admits the following
decomposition
W = A+BΓ, (7)
with A,B being positive operators on the space H ⊗ H, and Γ being a partial transposition with respect to the
standard basis. The corresponding map ΦW is decomposable if it can be expressed as
ΦW = Φ
(A) + Φ(B) ◦ T, (8)
where Φ(A),Φ(B) are completely positive, and T stands for transposition with respect to standrard basis. Additionally,
operators W satisfying Definition 1 for states being PPT entangled, i.e. states ρ for which ρΓ ≥ 0, do not admit
decomposition (7) and they are called indecomposable entanglement witnesses. At this point for more informations
about entanglement witnesses and their properties we refer reader to a review paper [4].
5B. Irreducibly covariant linear maps and quantum channels
Here we summarize all necessary facts and definitions about irreducibly covariant linear maps and we explain the
connection of the Choi-Jamiołkowski image of a general linear map with its positivity, complete positivity as well as
complete co-positivity. For more details we refer reader to [17], we also keep the original notation from the mentioned
paper, since we consider here the complementary topic. Additionally, we prove to auxiliary facts, necessary for the
further studies on the positivity.
Definition 2. A linear map Φ ∈ End[M(d,C)] is irreducibly covariant with respect to an irreducible representation U
of the finite group G if
∀g ∈ G ∀X ∈M(d,C) Φ (U(g)XU†(g)) = U(g)Φ(X)U†(g). (9)
The above definition can be phrased in the equivalent way, using concept of the adjoint map AdGU : G −→
End [M(n,C)] defined through its action on any X ∈M(n,C) as follows:
∀g ∈ G AdU(g)(X) := U(g)XU†(g). (10)
Having that, we say that a linear map Φ ∈ End[M(d,C)] is irreducibly covariant if ∀g ∈ G, ∀X ∈
M(n,C) AdU(g)[Φ(X)] = Φ[AdU(g)(X)]. For further purposes, we define also the commutant of the adjoint repre-
sentation IntG(AdU ) and its matrix representation IntG(U ⊗ U) given as
IntG(AdU ) := {Ψ ∈ End[M(d,C)] : Ψ ◦AdU = AdU ◦Ψ} , (11)
and
IntG(mat(Ad
G
U )) = IntG(U ⊗ U) :=
{
X ∈M(d2,C) : ∀g ∈ G X (U(g)⊗ U(g)) = (U(g)⊗ U(g))X} . (12)
Obviously a linear map Φ ∈ End[M(d,C)] is covariant with respect to G and its irreducible representation U when
belongs to IntG(AdU ) or equivalently mat(Φ) belongs to IntG(U ⊗U). In the most of the cases we study properties of
IntG(U ⊗ U) in the matrix space M(d2,C), which is simpler (but equivalent) than studying IntG(AdU ) in the space
End[M(d,C)]. As was shown in [25] the representation U ⊗ U c : G→M(d2,C) is not irreducible and we have
U ⊗ U =
⊕
α∈Θ
mαϕ
α, (13)
where Θ is the set of irreps of the group G that appear in the decomposition U ⊗U , ϕα are unitary irreps of the group
G: ∀ g ∈ G, ϕα(g) = (ϕαij(g)) ∈M (dα,C), and mα is the multiplicity of the irrep ϕα of dimension dα ≡ dimϕα. The
multiplicity mα is given by the following expression [26]:
mα =
1
|G|
∑
g∈G
χα
(
g−1
)
χAd(g), (14)
χα is the character of the irrep ϕα(g), and χAdU (g) =
∣∣χU (g)∣∣2 is the character of the adjoint representation AdU .
The identity irrep ϕid is always included in the decomposition (13) with the multiplicity one.
If we restrict ourselves to the case when decomposition (13) is multiplicity free, i.e. all irreps in the set Θ occur
with the multiplicity at most one. In this situation we can write
IntG(AdU ) = spanC {Πα : α ∈ Θ} . (15)
The operators Πα ∈ End[M(d,C)] are of the form
Πα =
dα
|G|
∑
g∈G
χα
(
g−1
)
AdU(g), α ∈ Θ, (16)
and
ΠαΠβ = δαβΠ
α, (Πα)∗ = Πα,
∑
α∈Θ
Πα = idEnd[M(d,C)], (17)
6where idEnd[M(d,C)] is identity map on End[M(d,C)]. Equivalently we can write
IntG(U ⊗ U c) = spanC
{
Π˜α : α ∈ Θ
}
, (18)
where
Π˜α = mat(Πα) =
dα
|G|
∑
g∈G
χα
(
g−1
)
U(g)⊗ U(g). (19)
Orthogonality properties from (17) are also valid for matrix images Π˜α. Since, the projectors from (21) have group-
theoretical origin, they admit useful properties. Namely, we have the following:
Fact 3. Let Πα be projectors given through expression (21). Then we have, for all X ∈M(|U |,C):
• Πid(X) = 1|U |Tr(X)1|U |,
• α 6= id =⇒ TrΠα(X) = 0.
The symbol id denotes the identity irrep of the group G, |U | = dimU , and 1|U | is the identity operator of dimension
|U |.
Proof. The first part follows from the Schur Lemma [25], since we average X over whole group, and ∀g ∈ G χid(g−1) =
1. To prove the second part we have to apply one of the Schur orthogonality relation [25]:
1
|G|
∑
g∈G
χα
(
g−1
)
=
{
1 if α = id,
0 if α 6= id. (20)
Finally, a linear map Φ ∈ End[M(d,C)] that is irreducible covariant with respect to unitary irreducible representation
U of a finite group G admits the decomposition
Φ =
∑
α∈Θ
lαΠ
α, lα ∈ C. (21)
The numbers lα are eigenvalues of a covariant map Φ, whenever the decomposition (13) is multiplicity-free. If the
multiplicities mα ≥ 1 in (13), then form (21) is still irreducibly covariant, but not the most general. Having Fact 3
and the explicit form of the ICLMs in (21), we prove the following:
Fact 4. For all X ∈M(|U |,C), with |U | = dimU , we have
X =
Tr(X)
|U | 1|U | +
∑
α 6=id
eα, (22)
where eα := Πα(X) ∈ Im(Πα), Tr(eα) = 0, eαeβ = δαβeβ and if X is hermitian then eα is hermitian as well.
Proof. The statement follows directly from the form the definition of the rank-one projectors (16), their orthogonality
and completeness (17), and the previous Fact 3.
It was shown in [19], that lα can be chosen to be real if we restrict ourselves to CPTP maps. To ensure that map
Φ is trace-preserving (TP ) we put lid = 1, where id denotes the trivial representation (see Proposition 25 in [17]).
The complete positivity (CP ) is obtained from the Choi-Jamiołkowski isomorphism, via theorem below.
Theorem 5. The Choi-Jamiołkowski isomorphism given through (5) has the following properties:
1. A linear map is completely positive if and only if its Choi-Jamiolkowski image J(Φ) is a positive semidefinite
matrix, i.e. J(Φ) ≥ 0.
2. A linear map is positive but not completely positive if and only if its Choi-Jamiolkowski image is block-positive
matrix, but not positive semifefinite. i.e. 〈x| ⊗ 〈y|J(Φ)|x〉 ⊗ |y〉 ≥ 0 for all vectors |x〉, |y〉 ∈ Cd, but there exists
|z〉 ∈ Cd ⊗ Cd for which 〈z|J(Φ)|z〉 < 0.
73. A linear map is completely copositive (CoP ) if and only if Choi-Jamiołkowski image of its composition with
transposition T , i.e. Φ ◦ T is positive semidefinite matrix.
Thus, to have complete positivity, the coefficients lα in expression (21) must satisfy the following set of inequali-
ties [17]:
∑
g∈G
(∑
α∈Θ
lαdαχ
α
(
g−1
)) ∣∣∣tr(V βi U†(g))∣∣∣2 ≥ 0, ∀β ∈ Θ, i ∈ {1, . . . , dβ}. (23)
In the above, V βi ∈ M(dβ ,C) denote the normalized eigenvectors (see Proposition 20 in [17]) of rank one projectors
Πβi ∈ End [M(dβ ,C)] such that Πβ =
∑
i Π
β
i . Expression (23) gives us the necessary and sufficient condition for a
map in (21) to be CPTP whenever decomposition in (13) is multiplicity free. Whenever we consider a finite groups G
for which the numbers mα in (13) can be greater than one, then we reduce to necessary conditions. This is due to the
fact that if mα > 1 for some irrep α in (13), then the set IntG(AdU ) is no longer spanned by the operators from (16).
III. POSITIVITE IRREDUCIBLE COVARIANT LINEAR MAPS
In the next three subsections, we discuss the conditions for a linear map admitting the decomposition from (21) to be
an ICLM . In the first part, we do not restrict ourselves to finite groups having multiplicity-free decomposition (13).
Then the linear maps of the form (21) still belong to IntG(AdU ), but in principle, we can find maps with the
different decomposition than in (21). This, of course, gives us requirements for a specific but still wide class of linear
maps satisfying condition of covariance from Definition 2. Moreover, such construction is universal and tractable
in computations, allowing us for explicit constructions of new positive ICLMs. In the multiplicity-free case (low
dimensions or monomial unitary group discussed later) we get very strong conditions for positivity since the form
in (21) is the only allowed. The main result of this section is formulated in Theorem 8.
In the second part, we focus on the low dimensional case, where we work with multiplicity-free cases. In this regime,
by straightforward calculations, we show that the necessary conditions obtained in the previous subsection are also
sufficient. Additionally, in the third part, we briefly focus on co-positivity in the low dimensional case. In both, last
subsections we focus on the permutation group S(3) and quaternion group Q with their two-dimensional irreps. We
motivate this further discussion on qubit state transformations and Fujiwara-Algoet conditions.
A. General Considerations
We can now formulate the full characterisation of a positive, but not completely positive map Φ ∈ End[M(d,C)]
that is an ICLM with respect to irreducible representation U of a finite group G. Let us observe that from the second
point of Theorem 5 and the necessary form of ICLM given in (21) we get the following
Theorem 6. Let the linear map Φ be ICLM with respect to unitary irreduible representation U of finite group G, and
thus it admits decomposition
Φ =
∑
α
lαΠ
α, lα ∈ C. (24)
Then it is positive, but not completely positive, when the spectral parameters lα fulfil the following inequality
∑
g∈G
∑
α∈Gˆ
lαdαχ
α(g−1)
∣∣tr (yxTU†(g))∣∣2 ≥ 0, ∀|x〉, |y〉 ∈ CdimU , (25)
where dimU is the dimension of the irrep α with respect to ICLM is constructed for arbitrary |x〉 , |y〉 ∈ Cd and
simultaneously violate at least one of the inequalities given in (23).
Proof. Using the expression for the Choi-Jamiołkowski image of an ICLMΦ, provided in Proposition 26 in [17]
J(Φ) =
1
|G|
∑
i,j
Eij ⊗
∑
g
∑
α∈Gˆ
lαdαχ
α(g−1)UC(i)(g)U
†
R(j)(g)
 , (26)
8where UC(i) denotes i − th column of U , U†R(j) denotes j − th row of U† and Eij = |i〉 〈j| for |i〉 , |j〉 belonging to a
given basis in Cd, we obtain by direct calculation that
〈x| ⊗ 〈y|J(Φ)|x〉 ⊗ |y〉 =
∑
g∈G
∑
α∈Gˆ
lαdαχ
α(g−1)
∣∣tr (yxTU†(g))∣∣2 . (27)
This result, although fully describes necessary and sufficient condition for a given ICLM to be positive, but not
completely positive, turns out to be of small use in case of most ICLMs (although in Section V we can see that in one
scenario it proved remarakbely efficient). Nevertheless, we can derive some neccessary condition, that can be easiliy
applied.
If we consider the special case, when |x〉 = |i〉, |y〉 = |j〉, where |i〉, |j〉 belong to orthonormal basis of Cd we can
formulate necessary condition for positivity of a ICLM Φ ∈ End[M(d,C)]. Namely we have the following
Fact 7. If the ICLM map Φ ∈ End[M(d,C)] is positive, then the elements Φii,jj of mat(Φ), where 1 ≤ i, j ≤ dimU
satisfy
Φii,jj =
1
|G|
∑
g∈G
∑
γ∈Θ
lγdγχ
γ(g−1)
(U(g)⊗ U(g))
ii,jj
≥ 0. (28)
Proof. Let ICLM Φ be positive and let x = |j〉 and y = |i〉 belong to some orthorormal basis of Cd, and let Eij = |i〉 〈j|.
Thus we have
∣∣tr (EjiU†(g))∣∣2 =
∣∣∣∣∣∣
∑
k,l
δkiδjlU
†
lk(g)
∣∣∣∣∣∣
2
=
∣∣∣U†ji(g)∣∣∣2 = |Uij |2 = (U(g)⊗ U(g))ii,jj (29)
and from 25
0 ≤
∑
g∈G
∑
α∈Gˆ
lαdαχ
α(g−1)
∣∣tr (yxTU†(g))∣∣2 = ∑
g∈G
∑
α∈Gˆ
lαdαχ
α(g−1)
∣∣tr (EijU†(g))∣∣2 (30)
=
∑
g∈G
∑
α∈Gˆ
lαdαχ
α(g−1)
(U(g)⊗ U(g))
ii,jj
= Φii,jj . (31)
The inequalities in Theorem 6 and Fact 7 are either technically difficult to solve or concern only a limited number
of matrix elements of the matrix representation of a given ICLM. (An analysis of some geometrical properties of the
solutions of inequalities (23) is given in Section 7 of [17] and, what is natural, their solutions depend strongly on the
group that defines considered ICLM). Surprisingly it appears that it possible to derive a universal necessary condition
for positivity of ICLM, which is completely independent from the group structure of the ICLM. The necessary condition
gives a geometrical restriction on the spectral parameters of ICLM Φ and may be formulated in the following way.
Theorem 8. Let Φ be an ICLM of the form
Φ =
∑
α∈Θ
lαΠ
α, lα ∈ C, (32)
described in (21). Then if Φ is positive, the spectral parameters must obey
|lα| ≤ lid ∀lα : α 6= id . (33)
Proof. Let us consider arbitrary hermitian eα from the Fact 4. Since it is traceless (see Fact 3) its eigenvalues must
fulfil λαM > 0 and λ
α
m < 0 (where λαM and λ
α
m denote maximal and minimal eigenvalue, respectively). Now it is easy
9to check, that either λαM ≥ |λαm|, or λ′αM ≥ |λ′αm | (where λ′α is an eigenvalue of e′α := −eα which belongs to Im(Πα) as
well).
This implies, that there exists eα ∈ Im(Πα), such that λαM ≥ |λαm|. Let us now consider
fα := |λαm|1 + eα ≥ 0. (34)
Since Φ(fα) = lid|λαm|1 + lαeα we can clearly see, that for lα > lid the map Φ cannot be positive. Again, setting
f ′α := λαM1 + eα ≥ 0, (35)
we get Φ(f ′α) = lidλαM1 + lαeα and thus, for lα < −lid, ICLM Φ cannot be positive either.
From the above theorem one can see that in the space of spectral parameters all the spectral parameters lα, such
that α 6= id, must lie inside a cuboid whose edge lengths are equal to 2lid. In particular lid must be positive.
B. Direct Approach to Positivity - Low Dimensions
In the following section, we discuss the case when the dimensions of the corresponding irreducible representation
are low (two-dimensional). The general structure of every low-dimensional positive map is known due to works by
Størmer and Woronowicz [3, 27]. Namely, we know that every such map can be written as a sum of completely
positive and completely co-positive maps. Nevertheless, it does not give us an explicit method of how to build
positive maps, together with the mentioned decomposition, for a given finite group. First, we focus on the case of
two-dimensional irrep of the symmetric group S(3) and then we move to appropriate irrep of the quaternion group Q.
Besides, we present direct decomposition of maps into a sum of CP and CoP maps and show that components are
also irreducibly covariant maps. In these particular considerations, we set lid = 1 in (21), since we restrict to unital
maps, i.e. preserving the identity operator. The following calculations rely solely on the spectral decomposition of
ICLMΦ given in 21 and the following
Fact 9. A linear map Φ : M(n,C)→M(n,C) is positive if and only if Φ transforms rank one projectors into positive
semidefinite matrices.
1. Positive irreducibly covariant linear maps for S(3)
The permutation group S(3) contains three irreducible representations: the identity representation φid, the sign
representation φsgn, and non-trivial two dimensional representation φλ. Here we consider the positivity of ICLM
given in (21), where instead of U in (16), we take the two-dimensional irreducible representation φλ.
Thanks to the Theorem 9, in order to check whether a map Φ : M(n,C)→M(n,C) is positive we have to evaluate
under what conditions the following holds
Φ(P ) ≥ 0 : P = pp+ =
( |p1|2 p1p2
p1p2 |p2|2
)
, p =
(
p1
p2
)
, |p1|2 + |p2|2 = 1. (36)
Using the explicit form of ICLM for the group S(3), which is of the form Φ = Πid + lsgnΠsgn + lλΠλ, since φλ⊗ φ¯λ =
φid ⊕ φsgn ⊕ φλ, hence (36) reads as
Φ(P ) =
(
1
2 (1 + lsgn(|p1|2 − |p2|2)) lλp1p2
lλp1p2
1
2 (1 + lsgn(|p2|2 − |p1|2))
)
. (37)
From this we deduce that lsgn, lλ ∈ R, otherwise Φ(P ) would not be hermitian. Now calculating the eigenvalues
of (37) one gets that the map Φ = Πid + lsgnΠsgn + lλΠλ is positive if and only if
1 ≥ l2sgn(|p1|2 − |p2|2)2 + 4l2λ|p1|2|p2|2, (38)
for any p =
(
p1
p2
)
, |p1|2 + |p2|2 = 1. Now let us observe that (|p1|2 − |p2|2|)2 + 4|p1|2|p2|2 = 1, so we have
|p1|2 − |p2|2| = sin θ, 2|p1||p2| = cos θ, θ ∈ [0, 2pi). (39)
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Using directly expression (38) and expression (39) we see that ma Φ is positive if and only if
1 ≥ l2sgn sin2 θ + l2λ cos2 θ, (40)
for any θ ∈ [0, 2pi). Above condition is equivalent to |lsgn| ≤ 1, |lλ| ≤ 1. Indeed, if |lsgn| > 1 or |lλ| > 1, then for, θ = pi2
or θ = 0 the LHS of (40) is violated. If |lsgn| ≤ 1, |lλ| ≤ 1, then we have
l2sgn sin
2 θ + l2λ cos
2 θ ≤ sin2 θ + cos2 θ = 1. (41)
Therefore we may formulate the main result for this paragraph:
Theorem 10. The linear map Φ = Πid + lsgnΠsgn + lλΠλ is positive if and only if lsgn, lλ ∈ R and lie in the rectangle
|lsgn| ≤ 1, |lλ| ≤ 1.
2. Positive irreducibly covariant linear maps for quaternion group Q.
Let us consider the quaternion group Q, defined by
Q := 〈±e,±i,±j,±k : i2 = j2 = k2 = ijk = −e〉, (42)
with its five irreducible representations: φid - identity representation, φt1 , φt2 , φt3 -sign representations and two
dimensional irrep φt4 . Then, the ICLM Φ generated by the two-dimensional irreducible representation φt4 , is of the
form Φ = lidΠid + lt1Πt1 + lt2Πt2 + lt3Πt3 , since φt4 ⊗ φ¯t4 = φid ⊕ φt1 ⊕ φt2 ⊕ φt3 . In the matrix representation the
map Φ is of the form
mat(Φ) =
1
2
lid + lt2 0 0 lid − lt20 lt1 + lt3 lt3 − lt1 00 lt3 − lt1 lt1 + lt3 0
lid − lt2 0 0 lid + lt2
 . (43)
Due to Theorem 9, restricting only to rank one projectors P = pp+ for p = (p1, p2)t, such that |p1|2 + |p2|2 = 1, and
setting lid = 1, we have
Φ(P ) =
1
2
(
1 + lt2(|p1|2 − |p2|2) lt1(p1p2 − p1p2) + lt3(p1p2 + p1p2)
lt1(p1p2 − p1p2) + lt3(p1p2 + p1p2) 1 + lt2(|p2|2 − |p1|2)
)
. (44)
Now taking q = (q1, q2)t, such that |q1|2 + |q2|2 = 1, we have for any normalised vectors p, q q+Φ(P )q ≥ 0 if and only
if |li| ≤ 1, where i ∈ {id, t1, t2, t3, t4}. We can summarise our findings in the following:
Theorem 11. The map Φ = Πid + lt1Πt1 + lt2Πt2 + lt3Πt3 , generated by the two-dimensional irrep φt4 is positive if
and only if |li| ≤ 1, for i ∈ {id, t1, t2, t3, t4}.
C. Remarks on Decomposability - Low Dimensions
We would like to decompose an ICLM Φ, given by (43) into sum of completely positive map and completely
co-positive map
Φ = Ψ(1) + Ψ(2) ◦ T, (45)
where T denotes the transposition operator. In this section, we show that both Ψ(1) and Ψ(2) ◦ T have to be ICLMs
of the same structure as Φ. First, let us formulate the following
Lemma 12. Let Φ be an ICLM with respect to φt4 irrep of the quaternion group, given by (43), and J(Φ) be its
Choi-Jamiołkowski image. Then if Φ is positive, but not completely positive then exactly one eigenvalue of J(Φ) is
negative.
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Proof. Examining the spectrum of J(Φ), one can see that the spectral parameters li, for i ∈ {id, t1, t2, t3, t4} of ICLM
with respect to the two-dimensional irrep φt4 of the quaternion group Q, given by (43), are connected with eigenvalues
δi of the Choi-Jamiołkowski image of Φ asδidδt1δt2
δt3
 = I
lidlt1lt2
lt3
 = 1
2
1 1 1 11 1 −1 −11 −1 1 −1
1 −1 −1 1

lidlt1lt2
lt3
 , I 6= 1. (46)
For an ICLM that is positive we have |li| ≤ lid (from Theorem 8), then writing all possible combinations δi+δj , i 6= j,
i.e.
δid + δi = lid + li ≥ 0 ∀i ∈ {id, t1, t2, t3, t4}, (47)
δi + δj = 2lid − 2lk ≥ 0 ∀i 6= j 6= k 6= id, (48)
one can observe that for P but not CP map Φ, exactly one δi is negative.
Now we would like to decompose such Φ into sum of completely positive map and completely co-positive map like
in (45), where Ψ(1) and Ψ(2) ◦ T are both CP ICLMs with respect to the quaternion group of the form (43) and
depend on spectral parameters ai, bi, i ∈ {id, t1, t2, t3, t4} (instead of li) respectively. Hence, since I is involutive, they
satisfy
[ai]i = I[εi]i, εi ≥ 0 ∀i, (49)
[bi]i = I[γi]i, γi ≥ 0 ∀i. (50)
where δi, εi and γi denote the eigenvalues of respective Choi-Jamiołkowski images of Φ,Ψ(1),Ψ(2). Combining (45)
with (46) and (49) we obtain 
δid = εid +
1
2 (γid − γt1 + γt2 + γt3),
δt1 = εt1 +
1
2 (−γid + γt1 + γt2 + γt3),
δt2 = εt2 +
1
2 (γid + γt1 + γt2 − γt3),
δt3 = εt3 +
1
2 (γid + γt1 − γt2 + γt3).
(51)
From the above equations one can see, that δi + δj ≥ 0 if i 6= j. Without the loss of generality one can assume that
δid < 0 (the exactly one negative eigenvalue mentioned earlier), thus δid ≥ |δid|. Rewriting (51) we get
δid = εid +
1
2 (γid − γt1 + γt2 + γt3),
δt1 = −δid + γt2 + γt3 + εid + εt1 ,
δt2 = −δid + γid + γt2 + εid + εt2 ,
δt3 = −δid + γid + γt3 + εid + εt3 .
(52)
Since δi > |δid|, we can write 
0 ≥ δid = εid + 12 (γid − γt1 + γt2 + γt3),
0 ≤ γt2 + γt3 + εid + εt1 ,
0 ≤ γid + γt2 + εid + εt2 ,
0 ≤ γid + γt3 + εid + εt3 .
(53)
For an arbitrary set of eigenvalues δi corresponding to ICLM that is P but not CP the above equation has solution
of the form γidγt1γt2
γt3
 =
 0−δid0
0
 ,
εidεt1εt2
εt3
 =
 0δid + δt1δid + δt2
δid + δt3
 . (54)
Thus, we can formulate
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Theorem 13. An ICLMΦ with respect to the quaternion group irrep φt4 (given by (43)) that is positive, but not
completely positive can be decomposed into
Φ = Ψ(1) + Ψ(2) ◦ T, (55)
where Ψ(1) and Ψ(2) are completely positive and are ICLMs with respect to the irrep φt4 of the quaternion group as
well.
When we set lt1 = lt3 in (43), we obtain ICLM with respect to the two-dimensional irrep φλ of the S(3) group.
Considering expression (46) we get that the equality must hold for appropriate Choi-Jamiołkowski eigenvalues as well
(i.e. δt1 = δt3). Thus from equation (46) and the fact that only one δi, for i ∈ {id, t1, t2, t3, t4}, can be negative we
conclude, that for no choice of δi there is a solution for (γi) such that Ψ(2) is ICLM with respect to S(3) group. This,
along with the discussion presented in Section VII, shows the special role quaternion of quaternion group Q among
the low-dimensional ICLMs.
IV. POSITIVE IRREDUCIBLY COVARIANT LINEAR MAPS FROM THE INVERSE REDUCTION
MAP
In this section, we present the efficient method allowing for the construction of irreducibly covariant positive linear
maps using the inverse reduction map. In this approach we consider linear maps, not necessarily multiplicity free
in the decomposition presented in (13) but admitting the decomposition given through (21). The presented method
allows us to construct ICLMs also in higher dimensions, i.e. when the dimension of considered irrep is larger than
2. This is due to the fact, that this method rids of the direct checking the block positivity (see the second point of
Theorem 5) of the corresponding Choi-Jamiołkowski image. Instead of that, we must ensure the positive spectrum
of the certain hermitian operator, which is much more friendly in the practical applications. Thanks to that, the
presented approach is universal and can be applied to any linear map, not necessarily ICLM one. We start from the
definition of the inverse reduction map. We start from the following:
Definition 14. The inverse reduction map R−1 ∈ End[M(d,C)] is given as
∀X ∈M(d,C) R−1(X) = tr(X)
d− 1 1−X. (56)
The reader can check by direct calculation that indeed map defined above is the inverse map with respect to the
reduction map defined in [28]. Moreover, the map R−1 is surjective between set Pdk of rank k projectors and the setPd1 of rank one projectors. Later in [29] it has been shown that the map R−1, from Definition 14, is the only one with
such property. We will also need the following theorem proved in [18]:
Theorem 15. Let W ∈ M(d2,C) be a hermitian and non-positive operator, such that W˜ = (1 ⊗ R−1)W ≥ 0. Then
the operator W is an entanglement witness (see Definition 1).
As was mentioned in the introduction in this manuscript we restrict ourselves to special class of linear maps which
are irreducibly covariant, see expression (9) in Section II B. Having the above, we prove the following:
Lemma 16. Let R−1 ∈ End[M(d,C)] be the inverse reduction map given in Definition 14 and Φ ∈ End[M(d,C)] be
an ICLM given through (21), then we have
∀X ∈M(d,C) R−1 ◦ Φ(X) = lid tr(X)
d− 1 − Φ(X), (57)
and
W˜ := (1⊗R−1 ◦ Φ)P+d =
lid
d(d− 1)1⊗ 1−
1
d
J(Φ), (58)
where P+d is projector on maximally entangled sate |ψ+d 〉 = 1√d
∑d
i=1 |ii〉, J(Φ) is the Choi-Jamiołkowski image of Φ
defined in (5), and the symbol ◦ means the composition of maps.
Proof. First let us prove equation (57). For an arbitrary X ∈M(d,C), we have
R−1 ◦ Φ(X) := 1
d− 1 tr [Φ(X)]1− Φ(X). (59)
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Using the general form of an ICLM , given in equation (21), we compute
tr [Φ(X)] =
∑
α∈Θ
lα tr [Π
α(X)] = lid tr(X). (60)
In the last equality we used Fact 4 from Subsection IIIA. Now, substituting (60) into (59) we get equation (57).
Having the explicit expression for the composition R−1 ◦ Φ from (59), we calculate W˜ in (58):
W˜ := (1⊗R−1 ◦ Φ)P+d =
1
d
(1⊗R−1 ◦ Φ)
∑
ij
Eij ⊗ Eij = lid
d(d− 1)
∑
ij
Eij ⊗ 1δij − 1
d
∑
ij
Eij ⊗ Φ(Eij)
=
lid
d(d− 1)1⊗ 1−
1
d
J(Φ),
(61)
since tr(Eij) = δij .
Having an arbitrary linear map Φ, not necessary irreducible, by defining W := (1 ⊗ Φ)P+d , the conditions W˜ ≥ 0
and W < 0 imply the map Φ must be positive (see expression (6) and Theorem 15). One can see that requirement
W < 0 is nothing else but demanding that a map Φ is not completely positive. This general observation gives us a tool
for systematic construction of positive maps among all ICLMs considered in this manuscript by imposing constraints
on the coefficients lα (see expression (2)). To do so, first we need the following corollary giving the conditions for the
positive spectrum of W˜ given in Lemma 16:
Corollary 17. From Lemma 16 follows that W˜ ≥ 0, if and only if
lid
d− 1 − 
β
i ≥ 0 β ∈ Θ, i = 1, . . . , dβ . (62)
The numbers βi are eigenvalues of the Choi-Jamiołkowski image J(Φ) of an ICLM Φ admitting the decomposition
in (21).
Finally, Corollary 17 and Theorem 15 explain how to proceed to get an ICLM which is positive but not completely
positive:
Corollary 18. An ICLM Φ ∈ End[M(d,C)] is positive when all inequalities given in (62) of Corollary 17 are satisfied
and the map Φ is not completely positive, i.e. when at least one inequality from (23) is not fulfilled.
As an illustration of the above statements, let us consider the symmetric group S(3) and ICLM Φ with respect to
the two-dimensional irrep labelled by λ (see Subsection III B 1). In this particular case, the conditions (62) (left-hand
side) and (23) (right-hand side) have a form
3lid − 1 ≥ 0,
lid + lsgn ≥ 0,
2lλ + lid − lsgn ≥ 0,
−2lλ + lid − lsgn ≥ 0,

1− lid ≥ 0,
lid − lsgn ≥ 0,
lsgn + lid − 2lλ ≥ 0,
lsgn + lid + 2lλ ≥ 0.
(63)
Computing the Choi-Jamiołkowski image J(Φ) and evaluating overlap with the maximally entangled state P+, we
have tr(P+J(Φ)) = lsgn + 2lλ + lid. We see that the point (lid, lsgn, lλ) = (1,−1,−1) belongs to the region for which
the map Φ is positive but not completely positive, and thus the J(Φ), for such a choice of parameters, is appropriate
entanglement witness since it detects at least one entangled state. In further sections we apply the method developed
here to construct other ICLMs for different groups and in higher dimensions.
V. NEW EXAMPLES OF POSITIVE (IRREDUCIBLY) COVARIANT LINEAR MAPS IN HIGHER
DIMENSIONS
In the following three subsections we present the analysis of the irreducibly covariant positive linear maps induced by
three-dimensional irreducible representation of the permutation group S(4) and d−dimensional representations of the
group of monomial unitaries MU(d), for an arbitrary d. In the case of the group S(4) our results have been obtained
using construction of a novel irreducible representation, see Appendix A, and methods developed in Section IV. This
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approach allows for significant simplification of the respective Choi-Jamiołkowski images comparing to the previous
approach presented in [17] and based on the Young-Yamanouchi basis. In the case of the group MU(d), the necessary
and sufficient conditions for positivity, for an arbitrary dimension are given. This allows us to compare with the
method based on the inverse reduction map discussed in the previous section. Additionally, we show that when d = 3
and the specific choice of parameters, the ICLMs generated by irrep of S(3) and MU(3) are isomorphic.
A. Irreducibly covariant maps induced by symmetric group S(4)
The permutation group S(4) has a five irreducible representations. Two of dimension one: symmetric (id), anti-
symmetric (sgn), one two-dimensional (λ2), and two three-dimensional labelled here by λ1 and λ3. If Φλ1 is the trace
preserving ICLM from (21), with respect to three-dimensional irrep of S(4) labelled by λ1, it is of the form
Φλ1 = Πid + lλ1Π
λ1 + lλ2Π
λ2 + lλ3Π
λ3 . (64)
One can see that in the above decomposition we do not have the irrep sgn. This is because in the three-dimensional
space the multiplicity of sgn irrep is zero. The corresponding Choi-Jamiołkowski image, calculated in using construc-
tion introduced in Appendix A, has a form
J(Φλ1) =

a1 0 0 0 a5 0 0 0 a7
0 a3 0 0 0 a6 0 0 0
0 0 a2 0 0 0 a8 0 0
0 0 0 a3 0 0 0 a6 0
a5 0 0 0 a4 0 0 0 a5
0 a6 0 0 0 a3 0 0 0
0 0 a8 0 0 0 a2 0 0
0 0 0 a6 0 0 0 a3 0
a7 0 0 0 a5 0 0 0 a1

, (65)
where
a1 =
1
6
(lλ2 + 3lλ3 + 2), a2 =
1
6
(lλ2 − 3lλ3 + 2), a3 =
1
3
(1− lλ2), a4 =
1
3
(2lλ2 + 1),
a5 =
1
2
(lλ1 + lλ3), a6 =
1
2
(lλ1 − lλ3), a7 =
1
2
(lλ1 + lλ2), a8 =
1
2
(lλ1 − lλ2).
(66)
The eigenvalues of J(Φλ1) are of the form
λ11 = 
λ1
1 = 
λ1
1 =
1
6
(2 + 3lλ1 − 2lλ2 − 3lλ3), (67)
λ21 = 
λ2
2 =
1
6
(2− 3lλ1 + 4lλ2 − 3lλ3), (68)
λ11 = 
λ1
1 = 
λ1
1 =
1
6
(2− 3lλ1 − 2lλ2 + 3lλ3), (69)
id =
1
3
(1 + 3lλ1 + 2lλ2 + 3lλ3). (70)
Thus, the conditions for Φλ1 to be positive, but not completely positive, based on the inverse reduction map, from
Section IV yields two regions, presented in Figure 2. We can see, that the resulting region splits into two regions
(larger and smaller), which are described respectively by the following sets of inequalities
1
2 − 16 (2− 3lλ1 − 2lλ2 + 3lλ3) ≥ 0,
1
2 − 16 (2 + 3lλ1 − 2lλ2 − 3lλ3) ≥ 0,
1
2 − 16 (2− 3lλ1 + 4lλ2 − 3lλ3) ≥ 0,
1
3 (1 + 3lλ1 + 2lλ2 + 3lλ3) ≤ 0,
and

1
2 − 16 (2− 3lλ1 − 2lλ2 + 3lλ3) ≥ 0,
1
2 − 16 (2 + 3lλ1 − 2lλ2 − 3lλ3) ≥ 0,
1
2 − 13 (1 + 3lλ1 + 2lλ2 + 3lλ3) ≥ 0,
1
3 (1 + 3lλ1 + 2lλ2 + 3lλ3) ≤ 0.
(71)
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FIG. 2: Visualisation of possible values of the parameters lλ1 , lλ2 , lλ3 , for which the map Φλ1 , given in (64) is
positive, but not completely positive. Regions obtained from inverse reduction map described in Section IV.
B. Covariant positive maps induced by group of monomial unitaries
As was stated in the introductory section, although in general the condition for block positivity of the Choi-
Jamiołkowski image of a given map (Theorem 5) is hard to work with, it proved efficient in a class of d−dimensional
maps, covariant with respect to the subgroup of the monomial unitary group MU(d). Before we move to main
considerations for this section, we start from the following
Definition 19. The group of monomial unitary matrices MU(d) is given as the collection of unitaries U ∈ U(d) of the
form U = DP , where D,P ∈ U(d) and D is diagonal with respect to orthonormal basis of Cd, and P is a permutation
matrix.
Here, due to our further purposes we define subgroup MU(d, n) of MU(d) as
Definition 20. We define MU(d, n) to be the subgroup of the monomial unitary matrices of dimension d, whose
non-zero entries consist only of n−th roots of unity. Since the natural representation of MU(d) and MU(d, n) are
matrices, from now on saying about covariance with respect to MU(d) or MU(d, n) we mean covariance w.r.t. its
matrix representation.
A linear map M covariant with respect to the subgroup MU(d, n) from Definition 20, for some n ≥ 3, is given by:
M(X) ≡ Tr(X)1
d
+ α
(
X −
d∑
k=1
|k〉 〈k| 〈k|X |k〉
)
+ β
(
d∑
k=1
|k〉 〈k| 〈k|X |k〉 − Tr(X)1
d
)
, (72)
for every X ∈M(d,C) and α, β ∈ R.
Example 21. The matrix representation of the map M ∈ End(M(3,C)) which is irreducibly covariant with respect to
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subgroup MU(3, n) of monomial unitary group is given by
mat(M) =

1−β
3 + β 0 0 0
1−β
3 0 0 0
1−β
3
0 α 0 0 0 0 0 0 0
0 0 α 0 0 0 0 0 0
0 0 0 α 0 0 0 0 0
1−β
3 0 0 0
1−β
3 + β 0 0 0
1−β
3
0 0 0 0 0 α 0 0 0
0 0 0 0 0 0 α 0 0
0 0 0 0 0 0 0 α 0
1−β
3 0 0 0
1−β
3 0 0 0
1−β
3 + β

(73)
Fact 22. Let M ∈ EndM(3,C) be ICLM with respect to MU(3, n). Then the Choi-Jamiołkowski image of M is
given by
J(M) =
1⊗ 1
d
+ α
∑
ij
Eij ⊗ Eij −
∑
i
Eii ⊗ Eii
+ β(∑
i
Eii ⊗ Eii −
∑
i
Eii ⊗ 1
d
)
. (74)
The expression above allows us to examine complete positivity and, which is more remarkable, positivity as well.
Theorem 23. The eigenvlues of J(M) from (74) are given by
1 =
1
3
(1− β), 2 = 1
3
(−3α+ 2β + 1), 3 = 1
3
(6α+ 2β + 1) (75)
and thus M is completely positive if and only if α, β fulfil

1
3 (1− β) ≥ 0,
1
3 (−3α+ 2β + 1) ≥ 0,
1
3 (6α+ 2β + 1) ≥ 0.
(76)
We can calculate the expectation value of J(M) on arbitrary product vector |x〉 ⊗ |y〉 ∈ Cd ⊗ Cd:
〈x| ⊗ 〈y| J(M) |x〉 ⊗ |y〉 = 1
d
(
2dα
∑
i<j
xiyixjyj + (1− β)
∑
i 6=j
x2i y
2
j + (1 + (d− 1)β)
∑
i
x2i y
2
i
)
, (77)
where |x〉 = (x1, x2, x3), |y〉 = (y1, y2, y3).
We can use expression (77) to describe the whole region of positivity of ICLM for M . First, in Lemma 24 and
Theorem 25 we describe sufficient conditions regarding α, β, for which M is positive. Then, in Theorem 26 we show
that the sufficient region is neccesary as well, which gives the whole description of positive ICLMs with respect to
monomial unitary subgroup in arbitrary dimension.
Lemma 24. For the following values of α, β the map M , given through (72), is positive:
α = 1, β = 1,
α = − 1d−1 , β = 1,
α = 1d−1 , β = − 1d−1 ,
α = − 1d−1 , β = − 1d−1 .
(78)
Proof. Substituting the above values of α and β, one obtains the following expressions for 〈x| ⊗ 〈y| J(M) |x〉 ⊗ |y〉
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from (77): 
1
d
(∑
i
xiyi
)2
, for α = 1, β = 1,
1
d− 1
∑
i<j
(xiyi − xjyj)2, for α = − 1
d− 1 , β = 1,
1
d− 1
∑
i6=j
(xiyj + xjyi)
2 for α =
1
d− 1 , β = −
1
d− 1 ,
1
d− 1
∑
i6=j
(xiyj − xjyi)2 for α = − 1
d− 1 , β = −
1
d− 1 ,
(79)
which are obviously positive for an arbitrary choice of |x〉 ⊗ |y〉 ∈ Cd ⊗ Cd.
Now we are able to formulate two main results of this section.
Theorem 25. For the all values α, β within the quadrilateral region spanned by the points given in Lemma 24, the
map M is positive.
Proof. Let β = − 1d−1 , α ∈ [− 1d−1 , 1d−1 ]. Expression (77) is positive for an arbitrary |x〉 ⊗ |y〉, when β = − 1d−1 and
either α = − 1d−1 or α = 1d−1 . On the other hand, equation (77) is linear in α for fixed β and |x〉 ⊗ |y〉. Thus, for all
α ∈ [− 1d−1 , 1d−1 ] and β = − 1d−1 , the matrix J(M) is block-positive, and thus the map M is positive. Furthermore,
let α ∈ [ 1d−1 , 1] and β = dd−2α− 2d−2 . Then, writing for the convenience α = d−2d β + 2d , we get
〈x| ⊗ 〈y| J(M) |x〉 ⊗ |y〉 = 1
d
(
2d
(
d− 2
d
β +
2
d
)∑
i>j
xiyixjyj + (1− β)
∑
i6=j
x2i y
2
j + (1 + (d− 1)β)
∑
i
x2i y
2
i )
)
=
1
d
(
(1− β)
∑
i>j
(xiyj + xjyi)
2 + (1 + (d− 1)β)
(∑
i
xiyi
)2)
,
(80)
which is again clearly positive for β ∈ [− 1d−1 , 1]. Using the same argument as for the β = − 1d−1 , α = ± 1d−1 , we
can show that for β = 1, α ∈ [− 1d−1 , 1] expression (77) is also positive. Finally, fixing α and considering linearity of
expression (77) in β we obtain positivity for the whole region.
Theorem 26. The region described in Theorem 25 is not only sufficient, but necessary as well.
Proof. To show most of the necessary conditions for positivity of map M we choose special |x〉 and |y〉, presented in
Table I along with the condition yield.
|x〉 |y〉 〈x| ⊗ 〈y|WT |x〉 ⊗ |y〉 condition∑
i |i〉
∑
i |i〉 d(1 + (d− 1)α) α ≥ − 1d−1
− |1〉+ |2〉 ∑i |i〉 (d− 1)(1− α) α ≤ 1
|1〉 |1〉 1+(d−1)β
d
β ≥ − 1
d−1
|1〉 |2〉 1−β
d
β ≤ 1
TABLE I: Derivation of the necessary conditions of the positivity of the map M , basing on special choice of |x〉 , |y〉
where {|i〉} is the standard basis in Cd.
The final condition that makes the necessary and sufficient regions coincide is obtained by taking β < dd−2α −
2/(d− 2). Let us set
α =
d− 2
d
β + 2/d+
ε
2d
, ε > 0. (81)
Thus, condition for block positivity becomes
〈x| ⊗ 〈y| J(M) |x〉 ⊗ |y〉 = 1
d
(1− β)
∑
i<j
(xiyj + xjyi)
2
+ (1 + (d− 1)β)(∑
i
xiyi
)2
+ ε
∑
i<j
xiyixjyj
 . (82)
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(a) (b)
FIG. 3: In the subplot (a) we present possible values for the parameters α, β for d = 3, 4, 6, 10 for which the map M
from (72) is either positive (yellow) or completely positive (blue). In the subplot (b) we compare general solution
(yellow) for the P but not CP region, with the one obtained from the inverse reduction map (blue). One observes
that for larger dimensions d the region for positivity (without complete positivity) shrinks.
Clearly, this expression can be negative, e.g. let us take |x〉 = −(|1〉+ |2〉) and |y〉 = |2〉 − |1〉, then
〈x| ⊗ 〈y|WM |x〉 ⊗ |y〉 = −ε. (83)
One can compare the result above with the one obtained from the inverse reduction map.
Fact 27. The region for which ICLM M is positive but not completely positive, obtained from inverse reduction map
is given by the following set of inequalities
1
d−1 − 1−βd ≥ 0,
1
d−1 − 1d (−dα+ (d− 1)β + 1) ≥ 0,
1
d−1 − 1d (d(d− 1)α+ (d− 1)β + 1) ≥ 0,
(84)
while at least one inequality given in (76) is violated.
The comparison of all the regions discussed above is presented in Figure 3.
C. Connection between maps induced by group of monomial unitaries and group S(4)
One can observe that the solution for positivity for the map M , for d = 3 obtained from the inverse reduction map
resembles the solution for S(4) (see Figure 2) taken along the plane lλ1 = lλ3 = α, lλ2 = β. What is more, for such
choice of the parameters, all eigenvalues of J(Φλ1) and J(M) are the same. Since both the matrices are hermitian, if
they have common spectra they are similar. Moreover, using properties of isomorphism, M and Φλ1 (see (64)) have
to be similar as well. The connection between the entanglement witnesses from both groups is as follows
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Fact 28. Let M ∈ End(M(C, 3) be an ICLM with respect to monomial unitary subgroup MU(3, n) and let Φλ1 ∈
End(M(C, 3) be ICLM with respect to symmetric group S(4). Then for α, β described in Fact 27 their respective
Choi-Jamiołkowski images related by
J(M(α, β)) = AJ(Φλ1(α, β))A−1, (85)
where the matrix A is given by
A =

0 0 13 0 1 0 − 13 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 − 23 0 1 0 23 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
−1 0 0 0 0 0 0 0 1
1 0 13 0 −1 0 − 13 0 1

. (86)
VI. COMPARISON WITH THE GENERALIZED CHOI MAP
The Choi map [22] and its generalised version [30] are examples of positive, but not completely positive endomor-
phisms of M(3,C). They are discussed, either in non-normalized [22] or normalized form [31]. Since the ICLM with
respect to the monomial unitary subgroup is trace-preserving, we shall compare it to the latter one. The normalised
and generalised version of the Choi map is defined by its action on the standard operator basis {eij}3i,j=1, with
parameters a, b, c ≥ 0, as follows:
Λ[a, b, c](eii) :=
3∑
j=1
dijejj , Λ[a, b, c](eij) := − 1
a+ b+ c
eij for i 6= j, (87)
where the coefficients dij , for 1 ≤ i, j ≤ 3 form a matrix:
d =
1
a+ b+ c
a b cc a b
b c a
 . (88)
Using the above, together with equation (5), we compute the Choi-Jamiołkowski image of Λ[a, b, c]:
J(Λ[a, b, c]) =
1
a+ b+ c

a 0 0 0 −1 0 0 0 −1
0 b 0 0 0 0 0 0 0
0 0 c 0 0 0 0 0 0
0 0 0 c 0 0 0 0 0
−1 0 0 0 a 0 0 0 −1
0 0 0 0 0 b 0 0 0
0 0 0 0 0 0 b 0 0
0 0 0 0 0 0 0 c 0
−1 0 0 0 −1 0 0 0 a

. (89)
We know that the map Λ[a, b, c] is non-decomposable and positive [31] if
a)
a ≤ 2, (90)
b)
a+ b+ c ≥ 2, (91)
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c) {
(1− a)2 ≤ bc ≤ (2− a)2/4 for 0 ≤ a ≤ 1,
0 ≤ bc ≤ (2− a)2/4 for 1 ≤ a ≤ 2. (92)
To have conditions for the map Λ[a, b, c] to be positive but not completely positive, we have to use instead of (92) the
following constraints [32]:
if a ≤ 1 then bc ≥ (1− a)2. (93)
a. Comparison with the generalized Choi map - the permutation group S(4). The Choi-Jamiołkowski image of
J(Φ) from (65) can be equal to J(Λ[a, b, c]) from (89), only when we put lλ3 = lλ2 = lλ1 = l in equation (67). This
implies the following conditions for the parameters a, b, c:
a = −2l + 1
3l
, b = c = −1− l
3l
. (94)
b. Comparison with the generalised Choi map - the subgroup of monomial unitaries MU(n, d). Comparing the
matrix Λ[a, b, c] with the Choi-Jamiołkowski image J(M), for d = 3, we arrive at the following set of equations
−1
a+b+c = α,
a
a+b+c =
1−β
3 + β,
b
a+b+c =
1−β
3 ,
c
a+b+c =
1−β
3 .
(95)
From (95), we can immediately see that for positive α both pictures cannot coincide. Thus, for α > 0, we obtain the
positive and non-completely positive map, which is different from the generalised Choi map described in the literature.
Another immediate observation is that for α < 0 both maps coincide if b = c. This simplifies the requirement for
positivity and non-complete positivity to 
a ≤ 2,
a+ 2b ≥ 2,
1− a ≤ b, a ∈ [0, 1].
(96)
Solving equation (95) and taking into account condition (96), one check that for every (α, β), in the remaining region
(except for one point, where α = 0), we have the following
Fact 29. In the region presented in Figure 4, corresponding to α < 0, the ICLM M(α, β) can be expressed as the
generalised Choi map Λ(a, b, b) which is positive, but not completely positive. Or conversely, the map Λ(a, b, b) can
be expressed as M(α, β).
Both regions,i.e. for α < 0 and α > 0 are presented in Figure 4.
c. Decomposability of ICLMs generated by the monomial unitary group. Since the ICLMs induced by the
monomial unitary group coincides with the generalized Choi map, we can examine the conditions for positivity and
non-decomposability. By [31] we know that the map Λ(a, b, c) is non-decomposable if:
0 ≤ a ≤ 2, (97)
a+ b+ c ≥ 2, (98){
(1− a)2 ≤ bc ≤ (2− a)2/4 for 0 ≤ 1,
0 ≤ bc ≤ (2− a)2/4 for 1 ≤ a ≤ 2. (99)
Since for the region of coincidence of these two maps, we have α = −1/(a + b + c) and α ≥ −1/2, we can see that
in the region of overlap the ICLM is decomposable. A natural question arises, if the explicit decomposition can be
pointed. Unfortunately, no non-trivial results were obtained in this respect.
The decomposition of the following form
M(α, β) = pM (1)(α1, β1) + (1− p)M (2)(α2, β2) ◦ T p ∈ [0, 1] (100)
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FIG. 4: The general region for positive but not completely positive ICLMs generated by the group MU(3). The
blue triangle on the right-hand side of the point (0, 0) represents the solutions different from the generalized Choi
map. It is worth noting that the region of overlap between the generalized Choi map and MU(3) is not closed since
we have to exclude the point (0, 0).
whereM,M (1),M (2) are of the form (72) andM is positive, but not completely positive andM (1),M (2) are completely
positive does not have any solutions except for the trivial case (i.e. p = 0). Similarly, the decomposition
M(α, β) = pM (1)(α1, β1) + (1− p)M (2)(α2, β2) p ∈ [0, 1] (101)
where M(α2, β2) = Φ(α2, β2) ◦ T and M (1) and Φ(α2, β2) are CP is not contradictory only if p = 0. In such case M
is completely co-positive. From the examination of J(Φ) one can describe the region of complete co-positivity of M
as follows:
Fact 30. A map M ∈ End(M(C, 3), given by (72) is completely co-positive if the following inequalities hold
1/3(1− 3α− β) ≥ 0,
1/3(1 + 3α− β) ≥ 0,
1/3(1 + 2β) ≥ 0.
(102)
VII. IRREDUCIBLY COVARIANT LINEAR MAPS AND UNITAL QUANTUM CHANNELS
To illustrate the importance of the general studies on ICLMs, below we investigate a novel connection between all
qubit unital quantum channels and linear maps generated by the irreducible representations of the quaternion group
Q. To understand this connection, first, we have to present two methods of description of a qubit quantum state
transformations. A qubit state is a matrix
ρ = (ρij) ∈M(2,C) : tr(ρ) = 1, ρ ≥ 0, (103)
and the linear maps Φ ∈ End[M(2,C)] acts directly on the state matrices Φ : ρ → ρ′. There is also an alternative
method of description of qubit states transformation based on the presentation of the quantum states ρ on the Bloch
sphere
ρ ≡ ρ(r) = 1
2
(12 +
3∑
i=1
riσi) :
3∑
i=1
r2i ≤ 1, r = (ri) ∈ R3, (104)
where σi are Pauli matrices. Here, due to the properties of the Pauli matrices we have a one-to-one correspondence
between the states ρ ∈ M(2,C) and the vectors r = (ri) ∈ R3, so we may describe the state transformations as the
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transformations T ∈ End[R3] ≡ M(3,R). From the paper of Kübler and Braun [33] we know that the most general
form of the unital qubit quantum channel ΦT [ρ(r)] is
ΦT [ρ(r)] = ρ(Tr), (105)
and is fully characterized by T ∈ End[R3] given by
T ≡ T (η,R1, R2) = R1D(η)R2 : Ri ∈ SO(3), D(η) = diag(η1, η2, η3) ∈M(3,R). (106)
The most important quantum properties of the map T , like positivity and complete positivity depend on the matrix
D(η) only, not on the matrices Ri ∈ SO(3), so the unital quantum channel is completely characterized by the numbers
(η1, η2, η3), called in [33] signed singular values (SSV).
From [33] thr map ΦT is completely positive, if and only if
1 + η3 ≥ |η1 + η2|, 1− η3 ≥ |η1 − η2|. (107)
Now, let us consider the non-abelian quaternion group Q, described in Section II B (see also [17]). Taking the ICLM
generated by the irrep φt4 , with lid = 1 in (43), the conditions for CP are
1 + lt2 ≥ |lt1 + lt3 |, 1− lt2 ≥ |lt1 − lt3 |. (108)
These are exactly the same conditions as the conditions for CP of the unital qubit quantum channel ΦT (105),
defined through T (η,R1, R2) in (106). In particular, if R1 = R2 = 1, the operators ΦT (η,1,1) and Φ generated for
φt4 coincide. We summarise this in the following
Corollary 31. Every "diagonal" unital quantum channel ΦT (η,1,1), i.e. when R1 = R2 = 1 in (106), is irreducibly
covariant with respect to quaternion group Q.
We can say even more by exploiting the connection between ICLM generated by the irreducible representations of
Q and S(3), described briefly in Section II B. Firstly we present what types of linear transformations on End[R3] are
induced by ICLM generated by the groups Q and S(3). We have:
Proposition 32. a) The ICLM ΦQ(l) = Πid +
∑
i liΠ
i, where l = (li) = (lt1 , lt2 , lt3) induces the following map in
M(3,R)
ΦQ(l)[ρ(r)] = ρ(r′), r′ = MQ(r), MQ(l) = diag(lt3 , lt1 , lt2). (109)
b) The ICLM ΦS(3)(l˜) = Πid + l˜sgnΠsgn + l˜λΠλ induces the following map in M(3,R)
ΦS(3)(l˜)[ρ(r)] = ρ(r′), r′ = MS(3)(r), MS(3)(k) = diag(l˜λ, l˜λ, l˜sgn). (110)
Both maps induce the diagonal transformation of the Bloch vector but the map ΦQ(l) is more general than ΦS(3)(l˜).
What is more, we have
Corollary 33. The following relation between the maps ΦQ(l), ΦS(3)(l˜) and the general form of the unital qubit
quantum channel T (η,R1, R2) holds
MΦ(l) = T (ηQ, idSO(3), idSO(3))⇒ l1 = ηQ2 , l2 = ηQ3 , l3 = ηQ1 , (111)
MS(3)(l˜) = T (ηS(3), idSO(3), idSO(3))⇒ l˜λ = ηS(3)1 , l˜λ = ηS(3)2 , l˜sgn = ηS(3)3 . (112)
The spectral parameters l = (li) and l˜ = (l˜sgn, l˜λ) of the ICLMs ΦQ(l) and ΦS(3)(l˜) are precisely the SSV of the
corresponding maps T (ηQ, idSO(3), idSO(3)) and T (ηS(3), idSO(3), idSO(3)).
Under the identification of the parameters (li) and (η
Q
i ) in Corollary 33, we may formulate the following
Proposition 34. Any qubit unital linear map can be decomposed as follows
T ≡ T (l, R1, R2) = R1MQ(l)R2, (113)
where MQ(l) is the matrix induced by some quaternion irreducible covariant linear map ΦQ(l). In other words, the
SSV of any qubit unital map T ∈ End[R3] are spectral parameters of some quaternion irreducible covariant linear
map ΦQ(l).
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We know from [33] that all important quantum properties of the qubit unital maps depend only on their SSV .
In fact, investigated properties depend on the spectral parameters of the quaternion ICLM ΦQ(l). Namely, the
Fujiwara-Algoet conditions for CP of the qubit unital map T (η,R1, R2) [33]
1 + η3 ≥ |η1 + η2|, 1− η3 ≥ |η1 − η2| (114)
are exactly the same as our conditions on spectral parameters l = (li), derived in [17] (or see (108) in this paper).
Moreover, the conditions for P of the qubit unital map T (η,R1, R2), given in [33]
|ηi| ≤ 1, i = 1, 2, 3 (115)
are also the same as our conditions for P of the irreducibly covariant quaternion map Φ(l) presented in Theorem 11.
One can see that the Fujiwara-Algoet conditions [23] for CP presented in (114) for the qubit unital map, in the case
of the map T (ηS(3), idSO(3), idSO(3)), from Corollary 33, induced by ΦS(3)(l˜), lead to the conditions for CP of ΦS(3)(l˜)
1 + l˜sgn ≥ 2|l˜λ|, 1 ≥ |l˜sgn|. (116)
We can summarize the above as follows
Proposition 35. The qubit unital linear map T (l, R1, R2), given in Proposition 34, is CP (respectively P ), if and only
if the irreducibly covariant quaternion map Φ(l) is CP (respectively P ).
All qubit unital linear maps depend on the elements of the group SO(3), and their specific properties (CP,P ) are de-
termined by ICLMs of the quaternion group Q, which are simpler object in the general description. Moreover, similar
forms of the matrices MQ(l) = diag(lt3 , lt1 , lt2) and MS(3)(l˜) = diag(l˜λ, l˜λ, l˜sgn), presented in Proposition 32 suggest
that in the particular case the ICLM ΦQ(l) of the form ΦQ(l˜λ, l˜λ, l˜sgn) is closely related to ICLM ΦS(3)(l˜λ, l˜sgn).
VIII. CONCLUSIONS AND DISCUSSION
The results presented in the paper show how symmetric patterns imposed on linear maps via (irreducible) covariance
make examination of its certain properties, like positivity simpler than in the general case. A variety of techniques
was employed which led to different (both general and partial) results concerning multiple linear maps. In particular
the spectral decomposition of an ICLM allows to formulate the conditions for the positivity as the conditions on
the mentioned spectrum of ICLM , leading to geometrical interpretations in the spaces of ICLM ′s spectra. Basing
on this idea, the full description of positivity and complete positivity for low dimensional of ICLMs induced by the
permutation group S(3) and the quaternion group Q is given. In higher dimensions we present methods allowing us
to find the regions for positivity exploiting method inspired by the inverse reduction map, as well as we exploited
the direct approach, working remarkable effective for monomial unitary group MU(d). We show that the ICLMs
induced by the monomial unitary group reproduce the generalised Choi map, or conversely the Choi map exhibits
covariant properties. Additionally, the connection of Fujiwara-Algolet conditions for an arbitrary qubit unital map
with the quaternion symmetry is shown.
Still many questions remain open. For example, the ICLM arising from irreducible representation of symmetric
group S(4) was examined via inverse reduction map and thus the obtained region of positivity is not maximal. The
general solution despite attempts could not be obtained. Moreover, the (non-)decomposability of ICLM with respect
to unitary monomial subgroup was not resolved in the general and thus there may be some region from which new,
non-decomposable entanglement witnesses may arise. Moreover, the results on Fujiwara-Algolet conditions suggest
the possibility of similar relation for unital maps and some, possibly different symmetries in higher dimensions.
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Appendix A: An explicit method of constructing matrix form of the irreducible representation of the
symmetric group S(n) for the partition (n− 1, 1)
We consider the matrix form of the natural representation of S(n) given by the permutation matrices
∀σ ∈ S(n) M(σ) = (δiσ(j)), i, j = 0, 1, . . . , n− 1, M(σ) ∈M(n,C). (A1)
The cycle c = (0, 1, . . . , n−1) acts in the standard way c(i) = i+n 1, where the addition is modulo n. Let us formulate
the following
Definition 36. Let ε be a primitive n-th root of unity, we define the matrix U ∈M(n,C) as
U = (ukl) : ukl =
1√
n
εkl, k, l = 0, 1, . . . , n− 1. (A2)
It is easy to check that
Proposition 37. The matrix U from Definition 36 is unitary and diagonalizes the cycle matrix M in (A1) for the cycle
c = (0, 1, . . . , n− 1), i.e. we have
U†M(c)U = diag(1, ε, ε2, . . . , εn−1). (A3)
It appears, that the matrix U not only diagonalises the matrix M(c), but also reduces the natural, permutation
matrix representation of M(σ) in (A1) of S(n) into the direct sum of irreducible representation. In fact we have
Proposition 38. For any permutation σ ∈ S(n) a matrix
Ψ(σ) = U†M(σ)U = (Ψij(σ)) : Ψij(σ) =
1
n
n−1∑
l=0
εjl−σ(l)i, i, j = 0, 1, . . . , n− 1 (A4)
has the following property
∀σ ∈ S(n) Ψ00(σ) = 1, Ψ0j(σ) = 0 = Ψi0(σ), i, j = 1, . . . , n− 1, (A5)
which produces the block form of Ψ(σ)
Ψ(σ) =
(
1 0
0 ψ(σ)
)
: ψ(σ) ∈M(n− 1,C). (A6)
The above proposition allows us the formulate the following
Theorem 39. The map ψ : S(n)→M(n− 1,C) of the form
∀σ ∈ S(n) ψ(σ) = (ψij(σ)) : ψij(σ) = 1
n
n−1∑
l=0
εjl−σ(l)i, i, j = 1, . . . , n− 1 (A7)
is the irreducible representation of S(n) corresponding to the partition (n− 1, 1).
After calculations we get the following
Proposition 40. The cycle c = (0, 1, . . . , n− 1) in irreducible representation given through Theorem 39 has the form
ψ(c) = diag(ε, ε2, . . . , εn−1), (A8)
whereas the transposition σ = (ab) is represented by a matrix
ψ(ab) = (ψij(ab)) : ψij(ab) = δij +
1
n
(ε−ai − ε−bi)(εbj − εaj). (A9)
Next, using Proposition 40 we calculate two examples presenting the matrix forms of the irreducible representations
of the symmetric groups S(3), S(4) and the partitions (2, 1), (3, 1) respectively.
Example A.1. The irreducible representation labelled by (2, 1) of the group S(3), has the following ε-form
ψ(01) =
(
0 ε2
ε 0
)
, ψ(02) =
(
0 ε
ε2 0
)
, ψ(12) =
(
0 1
1 0
)
, ψ(012) =
(
ε2 0
0 ε
)
, ψ(021) =
(
ε 0
0 ε2
)
. (A10)
Example A.2. The irreducible representation labelled by (3, 1) of the group S(4) has the following -form, listed in
Table II below.
25
ψ(23) =
 12 12 + i2 − i21
2
− i
2
0 1
2
+ i
2
i
2
1
2
− i
2
1
2
 ψ(12) =
 12 12 − i2 i21
2
+ i
2
0 1
2
− i
2− i
2
1
2
+ i
2
1
2

ψ((23)(13)) =
 − i2 12 + i2 121
2
+ i
2
0 1
2
− i
2
1
2
1
2
− i
2
i
2
 ψ((23)(12)) =
 i2 12 − i2 121
2
− i
2
0 1
2
+ i
2
1
2
1
2
+ i
2
− i
2

ψ(13) =
 0 0 10 1 0
1 0 0
 ψ(01) =
 12 − 12 − i2 − i2− 1
2
+ i
2
0 − 1
2
− i
2
i
2
− 1
2
+ i
2
1
2

ψ((01)(23)) =
 0 0 −i0 −1 0
i 0 0
 ψ((12)(02)) =
 − i2 12 − i2 − 12− 1
2
+ i
2
0 − 1
2
− i
2− 1
2
1
2
+ i
2
i
2

ψ((12)(23)(03)) =
 −i 0 00 −1 0
0 0 i
 ψ((13)(23)(02)) =
 − 12 12 − i2 − i2− 1
2
− i
2
0 − 1
2
+ i
2
i
2
1
2
+ i
2
− 1
2

ψ((13)(03)) =
 − i2 − 12 − i2 12− 1
2
− i
2
0 − 1
2
+ i
2
1
2
− 1
2
+ i
2
i
2
 ψ((12)(01)) =
 i2 − 12 − i2 − 121
2
+ i
2
0 1
2
− i
2− 1
2
− 1
2
+ i
2
− i
2

ψ((23)(13)(01)) =
 − 12 − 12 + i2 − i21
2
+ i
2
0 1
2
− i
2
i
2
− 1
2
− i
2
− 1
2
 ψ(02) =
 0 0 −10 1 0
−1 0 0

ψ((23)(03)) =
 − i2 − 12 + i2 − 121
2
− i
2
0 1
2
+ i
2− 1
2
− 1
2
− i
2
i
2
 ψ((02)(13)) =
 −1 0 00 1 0
0 0 −1

ψ((12)(13)(03)) =
 − 12 − 12 − i2 i21
2
− i
2
0 1
2
+ i
2− i
2
− 1
2
+ i
2
− 1
2
 ψ((23)(12)(01)) =
 i 0 00 −1 0
0 0 −i

ψ((13)(01)) =
 i2 − 12 + i2 12− 1
2
+ i
2
0 − 1
2
− i
2
1
2
− 1
2
− i
2
− i
2
 ψ((23)(02)) =
 i2 12 + i2 − 12− 1
2
− i
2
0 − 1
2
+ i
2− 1
2
1
2
− i
2
− i
2

ψ(03) =
 12 − 12 + i2 i2− 1
2
− i
2
0 − 1
2
+ i
2− i
2
− 1
2
− i
2
1
2
 ψ((13)(12)(02)) =
 − 12 12 + i2 i2− 1
2
+ i
2
0 − 1
2
− i
2− i
2
1
2
− i
2
− 1
2

ψ((03)(12)) =
 0 0 i0 −1 0
−i 0 0

TABLE II: Table presents the −matrix representations of the irreducible representation labelled by the partition
(3, 1) for the permutation group S(4).
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