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Supporting recommendations with personalized and relevant explanations increases trust and perceived quality, and helps users make
better decisions. Prior work attempted to generate a synthetic review or review segment as an explanation, but they were not judged
convincing in evaluations by human users. We propose T-RECS, a multi-task learning Transformer-based model that jointly performs
recommendation with textual explanations using a novel multi-aspect masking technique. We show that human users significantly
prefer the justifications generated by T-RECS than those generated by state-of-the-art techniques. At the same time, experiments on
two datasets show that T-RECS slightly improves on the recommendation performance of strong state-of-the-art baselines. Another
feature of T-RECS is that it allows users to react to a recommendation by critiquing the textual explanation. The system updates its
user model and the resulting recommendations according to the critique. This is based on a novel unsupervised critiquing method for
single- and multi-step critiquing with textual explanations. Experiments on two real-world datasets show that T-RECS is the first to
obtain good performance in adapting to the preferences expressed in multi-step critiquing.
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1 INTRODUCTION
Recommendation explanations are beneficial. Modern recommender systems accurately capture users’ preferences
and achieve high performance. However, their performance comes at a cost - increased complexity that makes them
appear as black boxes to end-users. This may result in distrust or rejection of the recommendations themselves [19, 60].
There is thus value in providing textual explanations of the recommendations, especially in e-commerce websites,
because the users understand why a particular item has been suggested and can make better decisions [5, 8, 60].
Furthermore, explanations increase the overall system transparency [56, 60] and trustworthiness [27, 68]. However, not
all explanations are equivalent. It has been shown that highly personalized justifications using natural language [45, 46]
led to substantial increases in the perceived recommendation quality and trustworthiness [8, 27, 28, 60], compared to
simpler explanations such as aspect [38, 65], template [70], or user/item similarity [19].
A second, and perhaps more important benefit of explanations, is that they provide a basis for feedback: if a user is
unsatisfied with a recommendation, understanding what generated it allows them to critique it. Critiquing — a conver-
sational (i.e., sequential interactive) method to incorporate user preference feedback regarding item attributes into the
recommended list of items — has several advantages. First, it allows the system to correct and improve an incomplete
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or inaccurate model of the user’s preferences [17], which improves the users’ decision accuracy [10, 50]. Compared to
preference elicitation, critiquing is more flexible: users can express preferences in any order and on any criteria [51].
Useful explanations are not easily generated. It is an open problem primarily because of the lack of high-quality
ground-truth datasets. Prior work employed users’ reviews for capturing their preferences and writing styles [15, 30, 32,
46]. From past reviews, they generate synthetic ones, which in turn served as personalized and relevant explanations of the
ratings given by users. However, many reviews are noisy because they partially describe experiences or endorsements.
It is, therefore, nontrivial to identify important justifications inside the reviews.
[45] proposed a pipeline to identify justifications from reviews by segmenting them into Elementary Discourse Units
(EDU) [37] (i.e., a sequence of clauses) and asking annotators to label the segments as "good" or "bad" justifications.
However, they assume that a review contains only one justification, and the notion of justification is ambiguous.
Recently, [2] solve these shortcomings by introducing a justification identification system with no prior limits
imposed on their number or structure. This is important as a user typically justifies his overall rating with multiple
explanations: one for each aspect the user cares about [43, 44]. [2] showed that there is a connection between sub-ratings
and text snippets within the reviews: for each sub-rating, there exists at least one text fragment that alone suffices
to make the prediction. They employed a more sophisticated attention mechanism to favor meaningful long word
sequences; we call thesemarkers. We build upon this work and show that these markers serve to create better user
and item profiles, and can inform better user-item pair justifications. Figure 1 illustrates the pipeline.RecommendationReviews
Situated just down from international arrivals and above the bus
terminus at the airport we found it a very convenient hotel to stay
when we were late arriving from our flight. The rooms are huge and
there is little noise from outside . But I will not complain because I was
lucky enough to be here. Finally, the staff were friendly and checkin
and checkout was without incident . Not a bad place for a night sleep.
Everyone was extremely friendly, service was great, they
accommodated my request to change to 2 twin beds instead of 1 king.
Spa was a nice relaxing experience for only 5 euros. You can also rent
PS4s but I didn't see them advertise this service except for a quick
glance on one of their TVs in the lobby. The room was relatively new,
had a kitchen and a fridge, and the bathroom was newly decorated.
Profiles
✓ RoomServiceLocation ValueCleanliness … welcome, room, staff, priceKeyphrases
A friendly welcome, extremely helpful staff and a 
comfortable, well presented room at a reasonable price .
Rating
Abstractive	JustificationUser ?Item @
Infer E’s	profilefrom	E’s	reviews
Infer	G’s	profilefrom	G’s	reviews
✓ ✓✓
RoomServiceLocation ValueCleanliness …✓ ✓✓
Fig. 1. For the reviews written by a useru and a set of reviews about an item i , we first extract the justifications for each sub-rating and
implicitly build an individual interest profile. Our model outputs a personalized recommendation (i.e., a rating) with two explanations:
the keyphrases reflecting the intersection between the two profiles, and a synthetic justification conditioned on the latter.
From explanations to critiquing. To reflect the overlap between the profiles of a user and an item, one can first
produce a set of keyphrases and then a synthetic justification. The user can correct his profile, captured by the system,
by critiquing certain aspects he does not like or are not relevant anymore and re-generate a new justification.
Critiquing methods received little attention during the last decade, and most assume that an explicitly fixed set of
attributes is known a priori [6, 40]. Recently, [65] introduced a deep keyphrases-based critiquing where attributes are
mined from reviews, and users interact with them. However, their models require an extra auto-encoder to project the
critique back into the user-item latent space, increasing the training difficulty. Moreover, it is unclear how the models
behave in multi-step critiquing.
We overcome these drawbacks by casting the critiquing as an unsupervised attribute transfer task: altering a
keyphrases-explanation of a user-item pair representation to the critique. Inspired by the recent works [13, 63], we
entangle the user-item pair with the keyphrases explanation in the same latent space. At inference, the keyphrases
classifier modulates the latent representation, until it is identified as the critique by the classifier.
In this work, we address the problem of performing recommendation and generating fine-grained explanations.
As shown in Figure 1, we first demonstrate how to extract multiple relevant and personalized justifications from the
user’s reviews (symmetrically for an item) to build a profile that reflects his preferences and writing style. Second, we
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propose T-RECS, a multi-task learning Transformer-based model combined with collaborative filtering, that jointly
performs recommendation with explanations. T-RECS explains a rating by first inferring a set of keyphrases describing
the intersection between the profiles of a user and an item. Conditioned on the keyphrases, the model generates a
synthetic personalized justification. We then leverage these explanations in an unsupervised critiquing method for
single- and multi-step critiquing. Finally, we evaluate our model on two real-world recommendation datasets. T-RECS
outperforms strong baselines in terms of explanation generation and recommendation, but also effectively re-ranks
recommended items in single-step critiquing and better models the users’ preferences in multi-step critiquing.
2 RELATEDWORK
Textual Explainable Recommendation. Generating textual explanations for recommendation is of considerable
interest to the end-users because it helps them better understand why a specific item has been recommended [5, 8, 27, 60].
Many directions have been investigated. [38] proposed a topic model to discover latent factors from reviews and explain
recommend items. [70] improved the understandability of topic words and aspects by filling templates sentences.
Another line of work generates synthetic reviews as explanations. Prior work has employed users’ reviews and tips
for capturing their preferences and writing styles [15, 30, 32, 46]. [7] predicts ratings by encoding the user’s review
and identifying similar reviews to explain the rating. [35] extended the previous work to generate synthetic reviews
simultaneously. [11, 15] proposed an attribute-to-sequence model to learn how to generate reviews given categorical
attributes. [46] improved review generation by leveraging aspect-level information using a sequence-to-sequence
model [4] with a fusion attention mechanism. Instead of reviews, other works [31, 32] generate tips. However, these
approaches often suffer from little personalization and relevance to users’ decision making.
The most relevant work to ours is perhaps [45]. The authors build a sequence-to-sequence model using the aspect-
planning technique [67] to generate relevant justifications for recommendation; the fine-grained aspects (provided by
the user) are given during the generation process. They identify justifications from reviews by segmenting them into
Elementary Discourse Units (EDU) [37] and asking annotators to label them as "good" or "bad" justifications. Additionally,
they assume that a review contains only one justification. In contrast, we extract multiple justifications from reviews
using markers that justify sub-ratings, whereas their notion of justification is ambiguous. Unlike their model, ours does
recommendation, predicts the keyphrases on which we condition the justifications, and integrates critiquing.
Critiquing. Refining recommended items is another important aspect of recommender systems because users can
interact with the system until they are satisfied. Examples of such mechanisms are: example critiquing [64] where the
user critiques a set of items, unit critiquing [6] where a user critiques an item’s attribute (and request another one
instead), and compound critiquing [54], which extends unit critiquing for more than one attributes. [40] collaboratively
leverage critiquing interactions from multiple users. A major drawback of these methods is that they assume a fixed set
of known attributes, which is even more pronounced for domains with expressive features (e.g., hotels, beers, books).
[65] circumvents this limitation by extending the Neural Collaborative Filtering model [18]. First, the model predicts
a set of keywords as an explanation in addition to the recommendation itself. The set of keywords is mined from users’
reviews. In our work, we apply a similar strategy. Second, a function projects back the critiqued keyphrases explanations
into the latent space, from which the rating and the explanation are predicted. In that manner, the user critiques
the explanation, which modulates his latent representation. To learn this mapping, they employ an auto-encoder,
which perturbs the training. In contrast, T-RECS learns this mapping in an unsupervised fashion: it iteratively edits
the latent representation at inference, until the new explanation matches the critique. Finally, [36] study different
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Situated just down from international arrivals and above the bus terminus at the airport we found it a very convenient hotel to stay when
we were late arriving from our flight and subsequently to catch our flight . The rooms are clean and there is little noise from outside .
They rooms are not plush, but sufficient (there’s the Intercontinental if you want more) The staff were friendly and checkin and checkout
was without incident . They even held our rooms on request even though hotel policy is to let them go if unpaid post 16:00 (because you
pay on checkin here). Not a bad place for a nights sleep .
(a) An hotel reviewwhere each color represents themarkers of the aspect Service, Cleanliness, Value, Location, and Room, respectively.
The appearance is a very typical Dark Brown and Blackness that doesn’t show much light through it with a nicely rising tan head with good lacing,
although the head faded very quickly . The smell seems to be a bit lacking, just some very faint odors of the flavors to come . The taste is a very
nice porter, a nice coffee and chocolate flavors mixing well with a little bit of hoppiness . The mouthfeel has nice thick quality that is found
in a good porter, not quite to the chewy level, but still very good . The drinkability of this beer is very good, with no real unpleasantries
to be found in it. Overall a very good porter offering, nothing out of the ordinary, just a good solid porter and there is nothing wrong with that.
(b) A beer review where each color represents the markers of the aspect Appearance, Smell, Mouthfeel, and Taste, respectively.
Fig. 2. Illustrations of justifications extracted with our method. The inferred markers depict the excerpts that explain the sub-ratings,
each represented with a color. For comparison, we denote in bold the justifications extracted from the EDU-based pipeline of [45].
aggregation methods for multiple critiques, using a weighted sum of latent representations. However, the nature of our
gradient-based critiquing method differs because it iteratively updates the latent representation for each critique.
3 EXTRACTING JUSTIFICATIONS FROM REVIEWS
In this section, we introduce the pipeline to extract high-quality and personalized justifications from users’ reviews. We
claim that a user justifies his overall experience with multiples explanations: one for each aspect the user cares. Indeed,
it has been shown that users write opinions about the topic they care about [43, 44]. Therefore, the pipeline must satisfy
two requirements: (1) extract text snippets that reflect a rating or a sub-rating, and (2) be data-driven and scalable to
mine massive review corpora and to construct a large-scale personalized recommendation justification dataset.
The recent work [2] fulfills the two requirements and shows that there is a connection between sub-ratings and
excerpts within the reviews. The authors propose the Multi-Aspect Masker architecture to find text fragments that
explain sub-ratings, in an unsupervised manner. For each word, the model computes a probability distribution over the
aspect set, which correspond to the sub-ratings (e.g., service, location), and "not aspect". Simultaneously, the model
minimizes the number of selected words and discourages aspect transition between consecutive words. These two
constraints guide the model to produce long and meaningful sequences of words that we call markers. Finally, the
model updates its parameters by using the inferredmarkers to predict the sentiments of the aspects jointly and improves
the quality of the markers until convergence. For the sake of brevity, we refer the reader to [2] for more details.
Given a review, theMulti-Aspect Masker extracts themarkers of each aspect. Similarly to [45], we filter outmarkers that
are unlikely to be suitable justifications such as these including third-person pronouns or being too short. Figure 2 shows
extracted justifications from hotel and beer reviews. Appendix A contains more details on the processing and filtering.
4 T-RECS: A MULTI-TASK LEARNING TRANSFORMERWITH EXPLANATIONS AND CRITIQUING
Figure 3 depicts the pipeline and our proposed T-RECS model. For each useru (respectively an item i), we extractmarkers
(see Section 3) from the user’s reviews on the training set, randomly select Njust , and build a justification reference Ju
(symmetrically J i ). Given a useru, an item i , and their justification history Ju and J i , our goal is to predict: (1) a ratingyr ,
(2) a keyphrases explanation ykp describing the relationship between u and i , and (3) a natural language justification
yjust = {w1, ...,wN }, where N is the length of the justification. yjust explains the rating yr conditioned on ykp
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4.1 Model Overview
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Fig. 3. (Left) Preprocessing for the users and the items. For each user u and item i we first extract markers (highlighted in color)
from the past u ’s reviews and i ’s reviews that become their respective justifications, using the pre-trained Multi-Aspect Masker (see
Section 3). Then, we sample Njust of them and build the justification references Ju and J i . (Right) T-RECS architecture. Given a user
u and an item i with their respective justification references Ju , J i and latent factors βu , β i , T-RECS produces a joint embedding z
from which it predicts a rating yˆr , a keyphrases explanation yˆkp , and a natural language justification yˆjust conditioned on yˆkp .
First, for each user and item, we extractmarkers from their past reviews (in the training set) and build the justification
history Ju and J i , respectively (see Section3). T-RECS is divided into four sub-models: an Encoder E which produces
the latent representation z from the historical justifications and latent factors of the user u and the item i; a Rating
Classifier Cr that classifies the rating yˆr ; a Keyphrases Explainer Ckp that predicts the keyphrases explanation
yˆkp of the latent representation z; and a Decoder D that decodes the justification yˆjust from z conditioned on the
keyphrases yˆkp , encoded via the Aspect Encoder A. To summarize, our model consists of four main functions:
z = E(u, i); yˆr = Cr (z); yˆkp = Ckp (z); yˆjust = D(z,A(yˆkp )). (1)
The above formulation contains two types of personalized explanations: a list of keyphrases yˆkp that reflects the different
aspects the user u cares about the item i (i.e., the overlap in their profiles), and a natural language explanation yˆjust that
justifies the rating, conditioned on yˆkp . The set of keyphrases is mined from the reviews and reflects the different aspects
that the users deem as important [43, 44]. Finally, the keyphrases enable an interaction mechanism where the user can
express an agreement or disagreement on one or multiple keyphrases/aspects and hence, critique the recommendation.
4.1.1 Entangling User-Item. One of the key points of T-RECS is to build a powerful latent representation that captures
accurate users and items’ profiles with their writing styles and entangles the rating, keyphrases, and base for the natural
language justification. Inspired by the superiority of Transformer [62] on text generation tasks [13, 14, 63], we propose
a Transformer-based encoder that learns latent personalized features from users and items’ justifications. We first pass
each justification Juj (respectively J
i
j ) through the Transformer’s encoder to compute the intermediate representations
huj (respectively h
i
j ). We then apply a sigmoid activation on the representations and average them to get γ
u and γ i :
γu = Mean(Siдmoid(Hu )); γ i = Mean(Siдmoid(H i )). (2)
In parallel, the encoder maps the user u (item i) to the latent factors βu (βi ) via an embedding layer. Finally, we compute
the latent representation z by concatenating the latent personalized features and factors, and applying a linear projection:
z = E(u, i) =W [γu ;γ i ; βu ; βi ]+b, where ; is the concatenation operation,W the projection parameters, and b the bias.
4.1.2 Rating Classifier & Keyphrases Explainer. In our framework, we classify the interaction between the user u and
item i as positive or negative. Furthermore, we predict the keyphrases that describe the overlap of their profiles. Both
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Fig. 4. Workflow considering to recommend items to a user. We illustrate the process for a given user u and item i . Black represents
the forward pass to generate the initial rating yˆr with the explanations yˆkp and yˆjust . Yellow arrows indicate the critiquing process:
the user critiques the binary-vector keyphrases explanation yˆkp (e.g., center) into y˜∗kp , that modulates the latent space into z
∗ for
each item. Orange shows the refined forward pass for the subsequent recommendation yˆ∗r and explanations yˆ∗kp , yˆ
∗
just .
models are a two-layer feedforward neural network with LeakyRelu [66] activation function. Their respective losses are:
Lr (Cr (z),yr ) = (yˆr −yr )2; Lkp (Ckp (z),ykp ) = −
∑ |K |
k=1 y
k
kp log yˆ
k
kp , (3)
where Lr is the mean square error, Lkp the binary cross-entropy, and K the whole set of keyphrases.
4.1.3 Justification Generation. Finally, the last component consists of generating the justification. Inspired by "plan-
and-write" [67], we push further the personalization of the justification by incorporating the keyphrases/aspects yˆkp .
In other words, T-RECS generates a natural language justification conditioned on: (1) the user, (2) the item, and (3) the
aspects that the user would consider important towards the item. We encode these with the Aspect Encoder A that
takes the average of their word embeddings from the embedding layer in the Transformer. The aspect embedding is
denoted by akp and added to the latent representation: z˜ = z + akp . Hence, the decoding loss is:
Ljust (D(z,akp ),yjust ) = −
∑ |yjust |
t=1
(
(1 − ε)
∑ |V |
w=1 y
t,w
just log(yˆt,wjust ) +
ε
|V |
∑ |V |
w=1 log(yˆ
t,w
just )
)
, (4)
where Ljust corresponds to the cross-entropy with the label smoothing of value ε [59], V the vocabulary and yt,wjust the
ground truth probability of the wordw at the time step t . We train T-RECS end-to-end, and minimize jointly the lossL =
λrLr +λkpLkp +λjustLjust , where λr , λkp , λjust control the impact of each loss. All three objectives share the latent
representation z and consequently, are mutually regularized by the function E(u, i) to limit overfitting by any objective.
4.2 Unsupervised Critiquing
The purpose of critiquing is to refine the recommendation based on the user’s interaction with the explanation, the
keyphrases yˆkp , represented with a binary vector. The user critiques either a keyphrase k by setting yˆkkp = 0 (i.e.,
disagreement) or symmetrically add a new one (i.e., yˆkkp = 1). We denote the critiqued keyphrases explanation by y˜
∗
kp .
The overall critiquing process is depicted in Figure 4. Inspired by the recent success in editing the latent space on the
unsupervised text attribute transfer task [13, 29, 63], we employ the trained Keyphrases ExplainerCkp and the critiqued
explanation y˜∗kp to provide the gradient from which we update the latent representation z (depicted in yellow). More
formally, given a latent representation z and a binary critique vector y˜∗kp , we want to find a new latent representation z
∗
that will produce a new keyphrases explanation close to the critique, such that |Ckp (z∗)−y˜∗kp | ≤ T , whereT is a threshold.
In order to achieve this goal, we iteratively compute the gradient with respect to z instead of the model parameters Ckpθ .
We then modify z in the direction of the gradient until we get a new latent representation z∗ that Ckp considers close
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enough to y˜∗kp (shown in orange). We emphasize that we use the gradient to modulate z rather than the parameters
C
kp
θ . For each iteration t , the gradient дt , and a decay coefficient ζ , the modified latent representation z
∗
t at the t th
iteration can be formulated as follows:
дt = ∇z ∗t Lkp (Ckp (z∗t ), y˜∗kp ); z∗t = z∗t−1 − ζ t−1дt /| |дt | |2; z∗0 = z. (5)
5 EXPERIMENTS
In this section, we proceed to evaluate the proposed model T-RECS in order to answer the following questions:
• RQ 1: Are markers appropriate justifications for recommendation?
• RQ 2: Does T-RECS generate high-quality, relevant and personalized explanations?
• RQ 3: Do T-RECS justifications benefit the overall recommendation quality?
• RQ 4: Can T-RECS enable critiquing and effectively re-rank recommended items by critiquing explanations?
5.1 Datasets
In order to evaluate the quantitative performance of our proposed T-RECS model, we perform experiments using two
real-world publicly available datasets: BeerAdvocate [39] and HotelRec [1]. They contain 1.5 million (respectively
50 million) reviews from BeerAdvocate (respectively TripAdvisor). In addition to the overall rating, users also provided
a five-star rating for each aspect, which is a necessary requirement to extract justifications from reviews (see Section 3).
Since people tend to rate beers and hotels positively, we binarize the ratings with a threshold t : t > 4 for hotel and
t > 3.5 for beer reviews. We further filter out all users with fewer than twenty observed interactions and sort them
chronologically. We keep the first 80% interactions per user as the training data, leaving 20% for the development and
testing. We sample two justifications for each review. The statistics of the datasets are included in Table 1.
Finally, we need to select keyphrases for explanations and critiquing. Hence, we follow the processing in [65] to extract
200 keyphrases from the markers on each dataset, based on the frequency. Some examples are shown in Appendix B.
5.2 Experimental Settings
Regarding the computation ofmarkers in a review, we trained the Multi-Aspect Masker [2] on the beer and hotel datasets
with the hyper-parameters reported by the authors. We obtained 78% and 90% macro F1 Scores. Since the multi-aspect
classification is not the focus of this paper, here we ignore the detailed training procedure and performance evaluation.
We build the justification history Ju , J i , with Njust = 32. In T-RECS, the embedding, latent, and dimension size of the
self-attention are all set to 256, and the dimension of the feed-forward network is set to 1024. The encoder and decoder
consist of two-stacked layers of the Transformer. Overall, we use a batch size of 128, a dropout [57] of 0.1, 4000 warm-up
steps, a smoothing parameter ε of 0.1 , and Adam [25] for training with a learning rate of 0.001, β1 = 0.9, β2 = 0.98, and ϵ
= 10−9. The Rating Classifier and Keyphrases Explainer are each composed of two linear layers of 128 and 64 dimensions.
For the critiquing, we choose a threshold and a decay coefficientT = 0.015, ζ = 0.9 andT = 0.01, ζ = 0.975 for hotel and
beer reviews, respectively. We reused the code from the authors for most models and tuned them on the validation set.
5.3 RQ 1: Aremarkers appropriate justifications for recommendation?
Before training and evaluating T-RECS abilities, we verify whether extracted markers can serve as justifications for
recommendation. We consider baselines derived from [45], where their method consists in splitting a review into
Elementary Discourse Units (EDUs) and then applying a classifier to identify EDUs as good justifications. The classifier
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Table 1. Descriptive statistics of the datasets. We selected 200 keyphrases for both datasets, based on the inferred markers. Coverage
shows the percentage of reviews that have at least one of the selected keyphrases.
Keyphrase Average #Keyphrases Per
Dataset #Users #Items #Interactions Sparsity Coverage Justification Review User
Hotel 72 603 38 642 2 232 373 99.9204% 97.66% 2.15 3.79 114.86
Beer 7 305 8 702 1 284 193 97.9798% 96.87% 3.72 6.97 1 209.48
Table 2. Human evaluation of different extracted explanations in terms of (left) the Best-Worst scaling and (right) the win rate in a
pairwise setup. A score significantly different than Markers, according to the post-hoc Tukey HSD test, is denoted by ** for p < 0.001.
Hotel Beer Hotel Beer
Model Score #Best #Worst Score #Best #Worst Winner Loser Win rate Win rate
EDU One -0.95** 1 96 -0.93** 2 95 Markers EDU All 81%** 77%**
EDU All 0.21** 24 3 0.20** 23 3 Markers EDU One 93%** 90%**
Markers 0.74 75 1 0.73 75 2
is based on BERT [14], is trained on a small manually annotated dataset, and generalizes well on other domains [45]. We
employ two variants as baselines: EDU One and EDU All. The latter includes all justifications while the former only one.
We perform a human evaluation to judge the quality of the justifications extracted from the Markers, EDU One, and
EDU All on the hotel and beer datasets. We employ three setups: an evaluator is presented with: (1) the three types
of justifications; (2) only these from Markers and EDU All; (3) with EDU One instead of EDU All. We sampled 300
reviews, 100 for each setup, with the generated justifications presented in random order (Appendix C includes additional
details on the human evaluation). The annotators judged the justifications by choosing the most convincing one in the
pairwise setups and using Best-Worst Scaling [34] otherwise, that has shown to produce more reliable results than
rating scales [26, 61]. We report the win rates for the pairwise comparisons, and a normalized score (ranging from -1 to
+1) computed as the number of times a justification was selected as best minus the number of times it was worst [48].
The results are presented in Table 2. In the pairwise setups (right table), justifications extracted from Markers are
preferred, on both hotel and beer datasets, approximately 80% of the time compared to EDU All, and 90% compared to
EDU One. When compared simultaneously to EDU All and EDU One (left table), Markers obtain a score of 0.74, three
times higher than EDU All. Consequently, we observe that justifications extracted from the Markers are significantly
better than EDUAll and EDUOne, and a single justification cannot explain a review. Appendix D includes some examples.
5.4 RQ 2: Does T-RECS generate high-quality, relevant and personalized explanations?
We demonstrate in Section 5.3 that justifications extracted from markers can serve as explanations, but what about
generation performance? In this section, we first enquire whether T-RECS can generate personalized explanations
for a given user-item pair: (1) a relevant natural language justifications, and (2) a ranked list of keyphrases, that best
describes the intersection of the user and item profiles, and is the key to enable critiquing.
5.4.1 Natural Language Explanations. We consider four baselines: LexRank [16] is a strong unsupervised multi-
document summarization method which can select an unpersonalized justification, given all historical justification
of an item, that best summarizes an item. ExpansionNet [46] is a sequence-to-sequence model [58] with a user, item,
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Table 3. Performance of the generated personalized justifications on automatic evaluation.
Model B-1 B-2 B-3 B-4 R-1 R-2 R-L BERTScore PPL↓ RKW RSent
H
ot
el
LexRank 12.12 3.31 1.10 0.41 14.74 1.16 10.61 83.91 - 10.32 58.51
ExpansionNet 4.03 1.95 1.01 0.53 34.22 9.65 6.91 74.81 28.87 60.09 61.38
Ref2Seq 17.57 7.03 3.44 1.77 19.07 3.43 16.45 86.74 29.07 13.19 64.40
AP-Ref2Seq 32.04 19.03 11.76 7.28 38.90 14.53 33.71 88.31 21.31 90.20 69.37
T-RECS (Ours) 33.53 19.76 12.14 7.47 40.29 14.74 34.10 90.23 17.80 93.57 70.12
Be
er
LexRank 12.23 3.58 1.12 0.38 13.81 1.16 9.90 83.42 - 10.79 99.88
ExpansionNet 6.48 3.59 2.06 1.22 54.53 18.24 9.68 72.32 22.28 82.49 99.99
Ref2Seq 18.75 9.47 5.51 3.51 18.25 4.52 15.96 85.27 22.34 12.10 99.99
AP-Ref2Seq 44.84 30.57 21.68 15.89 51.38 23.27 46.50 91.35 12.07 91.52 99.99
T-RECS (Ours) 46.50 31.56 22.42 16.54 53.12 23.86 47.20 91.50 10.24 94.96 99.99
Table 4. Human evaluation of generated personalized justifications for recommended items in terms of the Best-Worst scaling. A score
significantly different than T-RECS, according to the post-hoc Tukey HSD test, is denoted by ** for p < 0.002 and * for p < 0.01.
Hotel Beer
Model Overall Fluency Informativeness Relevance Overall Fluency Informativeness Relevance
ExpansionNet -0.58** -0.67** -0.52** -0.56** -0.03** -0.31** 0.10** -0.01**
Ref2Seq -0.27** -0.19** -0.30** -0.26** -0.69** -0.34** -0.71** -0.69**
AP-Ref2Seq 0.30** 0.32** 0.29** 0.29** 0.22** 0.25 0.21 0.25*
T-RECS (Ours) 0.55 0.54 0.53 0.53 0.49 0.39 0.39 0.45
aspect, and fusion attention mechanism, that generates personalized reviews based the on aspect-level information.
Ref2Seq is a sequence-to-sequence model with attention [4], which learns only from historical justifications of a user
and an item. Finally, AP-Ref2Seq [45] extends Ref2Seq with the aspect-planning technique [67], where fine-grained
aspects are given during the generation process. Besides LexRank, all models use beam search (k = 3) during generation.
Like T-RECS, AP-Ref2Seq and ExpansionNet use the extracted keyphrases as aspects.
For automatic evaluation, we employ BLEU [49], ROUGE [33], the recently introduced BertScore [69], a similarity
metric based on BERT embeddings which has been shown to correlate better with human judgments. Additionally,
we report the perplexity [3] for evaluating the fluency and two metrics: RKW and RSent. The former measures the
keyphrases coverage between the target and the generated justifications. The latter computes the percentages of
generated justifications sharing the same polarity as the targets according to a sentiment classifier.1
The main results are presented in Table 3, with additional results in Appendix F. T-RECS achieves the highest scores
on both datasets except for ROUGE-1 on the beer dataset. It shows that in addition to performing well on similarity
word-based metrics, T-RECS obtains the lowest perplexity, which reflects the fluency. Generally, we notice that: (1) se-
quence-to-sequence models better capture user and item information to produce more relevant justifications, compared
with unpersonalized models (e.g., LexRank) and personalized models that do not leverage historical justifications (e.g.,
ExpansionNet). (2) Integrating a keyphrases-plan component is beneficial to double the performance on average, and to
improve the relevance according to RKW. Finally, we also observe that the polarities of the generated justifications for
beers match nearly perfectly, unlike in hotels where the positive and negative nuances are much harder to capture.
Because the justifications are intended for the end-users, we thus conduct a human evaluation on four dimensions:
1We employ the sentiment classifiers trained jointly with Multi-Aspect Masker of [2], used to infer themarkers from which the justifications are extracted.
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(1) Overall: measures the overall subjective quality of the justifications;
(2) Fluency: represents the structure, grammar, and readability;
(3) Informativeness: indicates whether the generated justification contains pertinent/helpful information to the user;
(4) Relevance: measures how relevant the information is in the justification to a hotel/beer.
For each dataset, we sampled 150 reviews with generated justifications and showed them in random order. We require at
least five different annotators to solve the task using Best-Worst Scaling [34]. More details are available in Appendix C.
Table 4 presents the results of the human evaluation for both datasets. T-RECS outperforms other methods on all
criteria and performs approximately 1.8 times better than AP-Ref2Seq. Interestingly, we observe that ExpansionNet
reaches significantly better results on the beer dataset with scores around 0.00 for Overall and Relevance, and 0.10 for
Informativeness; This shows that in addition to the high matching in the polarity of generated and target justifications
(see Table 3), the information contained in the beer reviews are easier to capture, following the observations in [2].
Finally, we provide justification samples by the different models in Appendix G.
5.4.2 Keyphrases Explanations. We showed in Section 5.4.1 that T-RECS is capable of generating relevant and per-
sonalized natural language justifications given several keyphrases. Although the end-user could intuitively provide
these through the user interface to tailor the justification, the keyphrases play an important role because they enable
the critiquing (see Section 4.2). Therefore, predicting the keyphrases from the user-item latent representation is a
natural way to entangle them with. We evaluate the performance of the keyphrases prediction task. We compare T-RECS
with the popularity baselines and the models proposed in [65], which are extended versions of the Neural Collaborative
Filtering model (NCF) [18]. E-NCF and CE-NCF augment the NCF method with an Explanation and a Critiquing neural
component. Moreover, the authors provide a variational variant of the original NCF model called VNCF, E-VNCF, and
CE-VNCF. However, NCF and VNCF are not applicable in this experiment because they are only trained to predict
ratings and not explanations. In terms of metrics, we report NDCG [23], MAP, Precision, and Recall at different N.
Table 5 shows the keyphrases prediction performance. The results show that T-RECS outperforms on NDCG, and
similarly on the other metrics, the Critiquing-Explaining-(V)NCF models by approximately 60% and the user/item-wise
popularity baselines by approximately 20% on both datasets. We observe that E-(V)NCF models perform closely to
T-RECS but still underperform by 10% and 30% on the hotel and beer datasets, respectively. Interestingly, the user/item-
wise popularity baselines obtain better results than CE-(V)NCF models, showing that many keywords are recurrent in
reviews (e.g., in hotel reviews, people nearly always mention how the service and the room were). Although the task is
thus not trivial, T-RECS retrieves up to 60% of relevant keyphrases within the Top-20 explanations out of 200 keyphrases.
5.5 RQ 3: Do T-RECS justifications benefit the overall recommendation quality?
In this section, we investigate whether justifications are beneficial to T-RECS and improve overall performance. We
assess the performance on three different axes: rating prediction, preference prediction, and Top-N recommendation.
5.5.1 Rating & Preference Prediction. We first analyze recommendation performance by the mean of rating prediction.
We utilize the common Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) metrics. However, the rating
prediction performance alone does not best reflect the quality of recommendations [20, 41, 55], because users mainly see
the relative ranking of different items [43, 44]. Consequently, we measure also how well the item rankings computed by
T-RECS agree with the user’s own rankings as given by his own review ratings. We measure this quality by leveraging
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Table 5. Performance of personalized keyphrases explanation quality.
NDCG@N MAP@N Precision@N Recall@N
Model N=5 N=10 N=20 N=5 N=10 N=20 N=5 N=10 N=20 N=5 N=10 N=20
H
ot
el
UserPop 0.2625 0.3128 0.3581 0.2383 0.1950 0.1501 0.1890 0.1332 0.0892 0.2658 0.3694 0.4886
ItemPop 0.2801 0.3333 0.3822 0.2533 0.2083 0.1608 0.2041 0.1431 0.0959 0.2866 0.3961 0.5245
E-NCF 0.2901 0.3410 0.3889 0.2746 0.2146 0.1618 0.1943 0.1366 0.0919 0.2746 0.3802 0.5057
CE-NCF 0.1929 0.2286 0.2634 0.1825 0.1432 0.1085 0.1290 0.0918 0.0631 0.1809 0.2548 0.3469
E-VNCF 0.2902 0.3441 0.3925 0.2746 0.2158 0.1634 0.1947 0.1391 0.0932 0.2746 0.3860 0.5132
CE-VNCF 0.1727 0.2289 0.2761 0.1530 0.1336 0.1115 0.1275 0.1071 0.0767 0.1795 0.2965 0.4200
T-RECS (Ours) 0.3158 0.3763 0.4319 0.2919 0.2356 0.1807 0.2223 0.1581 0.1068 0.3109 0.4358 0.5812
Be
er
UserPop 0.2049 0.2679 0.3357 0.2749 0.2404 0.2014 0.2366 0.1901 0.1445 0.1716 0.2767 0.4207
ItemPop 0.1948 0.2495 0.3131 0.2653 0.2291 0.1894 0.2267 0.1759 0.1342 0.1618 0.2529 0.3886
E-NCF 0.1860 0.2485 0.3158 0.2488 0.2204 0.1877 0.2162 0.1789 0.1389 0.1571 0.2618 0.4040
CE-NCF 0.1471 0.1922 0.2422 0.1967 0.1721 0.1446 0.1687 0.1363 0.1050 0.1227 0.1974 0.3033
E-VNCF 0.1763 0.2362 0.3055 0.2389 0.2097 0.1797 0.2031 0.1696 0.1356 0.1471 0.2478 0.3943
CE-VNCF 0.1512 0.2025 0.2595 0.1987 0.1784 0.1532 0.1774 0.1475 0.1155 0.1293 0.2146 0.3352
T-RECS (Ours) 0.2394 0.3163 0.3946 0.3127 0.2799 0.2369 0.2800 0.2284 0.1717 0.2048 0.3320 0.4970
Table 6. Performance of the rating prediction.
Hotel Beer
Kendall’s Kendall’s
Model MAE RMSE τ ↑ MAE RMSE τ ↑
NMF 0.3825 0.6171 0.2026 0.3885 0.4459 0.4152
PMF 0.3860 0.5855 0.0761 0.3922 0.4512 0.4023
HFT 0.3659 0.4515 0.4584 0.3616 0.4358 0.4773
NARRE 0.3564 0.4431 0.4476 0.3620 0.4377 0.4506
NCF 0.3619 0.4358 0.4200 0.3638 0.4341 0.4696
E-NCF 0.3579 0.4382 0.4145 0.3691 0.4326 0.4685
CE-NCF 0.3552 0.4389 0.4165 0.3663 0.4390 0.4527
VNCF 0.3502 0.4313 0.4408 0.3666 0.4300 0.4706
E-VNCF 0.3494 0.4365 0.4072 0.3627 0.4457 0.4651
CE-VNCF 0.3566 0.4545 0.3502 0.3614 0.4330 0.4619
T-RECS (Ours) 0.3306 0.4305 0.4702 0.3614 0.4295 0.4909
the standard metric Kendall’s τ rank correlation [24], computed on all pairs of rated-items by a user in the testing set.
Overall, there are 153 954 and 1 769 421 pairs for the hotel and beer datasets, respectively.
We examine the following baseline methods together with T-RECS: NMF [22] is a non-negative matrix factorization
model for rating prediction. PMF [42] is a probabilistic matrix factorization method using ratings for collaborative
filtering. HFT [38] is a strong latent-factor baseline, combined with a topic model aiming to find topics in the review
text that correlate with the users’ and items’ latent factors. NARRE [9] is a state-of-the-art model that predicts ratings
and reviews’ usefulness jointly. Finally, we include the six methods of [65] described in Section 5.4.2.
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Table 7. Performance of the Top-N recommendation.
NDCG@N Precision@N Recall@N
Model N=10 N=20 N=10 N=20 N=10 N=20
H
ot
el
NCF 0.1590 0.2461 0.0231 0.0200 0.2310 0.3991
E-NCF 0.1579 0.2432 0.0234 0.0200 0.2336 0.4004
CE-NCF 0.1585 0.2431 0.0235 0.0201 0.2352 0.4028
VNCF 0.1492 0.2431 0.0220 0.0197 0.2204 0.3932
E-VNCF 0.1505 0.2395 0.0219 0.0192 0.2188 0.3842
CE-VNCF 0.1738 0.2662 0.0221 0.0190 0.2210 0.3809
T-RECS (Ours) 0.1674 0.2662 0.0236 0.0207 0.2358 0.4144
Be
er
NCF 0.2172 0.3509 0.0250 0.0212 0.2499 0.4231
E-NCF 0.2087 0.3363 0.0243 0.0205 0.2426 0.4103
CE-NCF 0.2226 0.3456 0.0252 0.0205 0.2517 0.4105
VNCF 0.1943 0.3329 0.0235 0.0211 0.2345 0.4213
E-VNCF 0.1387 0.2813 0.0158 0.0168 0.1579 0.3362
CE-VNCF 0.2295 0.3598 0.0263 0.0218 0.2630 0.4352
T-RECS (Ours) 0.2372 0.3674 0.0269 0.0219 0.2693 0.4390
The results are shown in Table 6. T-RECS consistently outperforms all the baselines, by a wide margin on the hotel
dataset, including models based on collaborative filtering with/without review information or models extended with an
explanation component and/or a critiquing component. Interestingly, the improvement in the hotel dataset in terms of
MAE and RMSE is significantly higher than on the beer dataset. We hypothesize that this behavior is due to the sparsity
(see Table 1), which has also been observed in the hotel domain in prior work [1, 43, 44]. On the beer dataset, we note
that reviews contain strong indicators and considerably improve the performance of NARRE and HFT compared to
collaborative filtering methods. The extended (V)NCF models with either an explanation and/or a critiquing component
improve MAE performance. Therefore, explanations can benefit the recommender systems to improve rating prediction.
Table 6 also contains the main results in terms of preference prediction (a more fine-grained ranking evaluation
is presented in Appendix E). T-RECS achieves up to 0.0136 higher Kendall correlation compared to the best baseline.
Surprisingly, we note that CE-VNCF, NMF, and PMF show much worse results on the hotel datasets than on the beer
dataset. This highlights that hotel reviews are noisier than beer reviews, and it emphasizes the importance of capturing
users’ profiles, where T-RECS does best in comparison to other models.
5.5.2 Recommendation Performance. Finally, we evaluate the performance of T-RECS on the last dimension: Top-N
recommendation. We adopt the widely used leave-one-out evaluation protocol [12, 47, 71]; in particular, for each user,
we randomly select one liked item in the test set alongside 99 randomly selected unseen items. We compare T-RECS
with the state-of-the-art methods in [65]. Finally, we rank the item lists based on the recommendation scores produced
by each method, and report the NDCG, Precision, and Recall at different N.
Table 7 presents the main results. Comparing to CE-(V)NCF models, which contain an explanation and critiquing
components, our proposed model shows better recommendation performance for almost all metrics on the two datasets.
On average, the variants of (V)NCF reach higher results than the original method, which was not the case in the rating
prediction and relative rankings tasks (see Section 5.5.1), unlike T-RECS that shows consistent results.
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(a) Falling MAP on the hotel dataset.
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(b) Falling MAP on the beer dataset.
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(c) Results on the hotel dataset.
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(d) Results on the beer dataset.
Fig. 5. Single- (top) and multi-step (bottom) critiquing performance. Top: Falling MAP with error bars showing the standard deviation.
a) Results on the hotel dataset, b) on the beer dataset. Bottom: Keyphrases prediction over multi-step critiquing in terms of Recall@10,
NDCG@10, Precision@10, and MAP@10 with 95% confidence interval. c) Results on the hotel dataset, d) on the beer dataset.
5.6 RQ 4: Can T-RECS enable critiquing and effectively re-rank recommended items?
So far, we have investigated the quality of generated explanations with T-RECS and the performance in terms of rating
prediction, relative ranking, and recommendation performance. Finally, we investigate whether T-RECS can fill the gap
between justifications and recommendation by enabling critiquing and effectively re-ranking recommended items.
5.6.1 Single-Step Critiquing. For a given user, T-RECS recommends an item and generates personalized explanations,
where the user can interact by critiquing one or multiple keyphrases. However, there is no explicit ground truth for the
evaluation of critiquing. [65] recently proposed the metric Falling MAP (F-MAP) to measure the effect of a critique.
Given a set of recommended items S for a user and a critique keyphrase k , let Sk be the set of items containing k in
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the explanation. The F-MAP measures the ranking difference of the affected items Sk before and after critiquing the
keyphrase k , using the Mean Average Precision: F-MAP = MAP@Nbef ore
Sk
−MAP@N af ter
Sk
, where N is the number of
items to be recommended. A positive F-MAP indicates that the rank of items in Sk fell after the keyphrase k is critiqued.
We compare T-RECS with CE-(V)NCF (see Section 5.4.2), and we average F-MAP over 5 000 user and keyphrase pairs.
Figure 5a and 5b show the F-MAP performance. On both datasets, all models show an anticipated positive F-MAP.
However, T-RECS obtains considerable performance improvements on the beer dataset and significantly higher for
N=5 and N=10 on the hotel dataset. As in [65], CE-VNCF performs better on average than CE-NCF because of the KL-
divergence that provides an additional soft constraint on the latent representation, thus reducing the risk of overfitting.
However, T-RECS and CE-(V)NCF handle the critique in different ways. CE-(V)NCF uses an auto-encoder learned
jointly during training, that projects the critiqued explanation (i.e., the keyphrases explanation with the critiqued
keyphrase removed) back into the latent space. In contrast, T-RECS edits the entangled latent representation conforming
to the new target explanation with the direction of the Keyphrases Explainer gradient (see Section 4.2). To explain the
gap in performance, we hypothesize that the key difference is the extra loss caused by the auto-encoder, in addition
to the rating and explanation losses, which brings noise during training. T-RECS only edits the latent representation
at inference time, by iteratively computing the gradient from the critiqued explanation, and updating the latent
representation. In the next section, we experiment with multi-step critiquing, where results support our hypothesis.
5.6.2 Multi-Step Critiquing. Evaluating multi-step critiquing via ranking is difficult because many items could have
the keyphrases of the desired target item. Instead, we evaluate whether a system obtains a complete model of the user’s
preferences following [52]. To do so, a user expresses his keyphrase preferences iteratively according to a random
selected liked item. After each newly stated preference, we evaluate the keyphrases explanations in the same manner as
in Section 5.4.2, but we report only the metrics at N=10. We expect a model to improve its performance over critiquing.
We run up to six steps critiques over 1 000 random selected users and up to 6 000 random keyphrases for each dataset.
As shown in Figure 5c and 5d, T-RECS builds more accurate users’ profiles through the critiquing steps (and near-perfect
on the beer dataset), unlike the baseline methods. CE-NCF’s top performance is significantly lower than T-RECS, and
CE-VNCF surprisingly plateaus. We hypothesize that the poor improvement of CE-VNCF comes from the KL-Divergence
regularization, that limits the amount of information stored in restricted latent space. Finally, we observe that too much
critiquing hurts the keyphrases relevance (NDCG and Recall) while improving further the precision.
6 CONCLUSION
Recommendations can carry a lot more impact if they are supported by explanations. Past work has proposed to
generate explanations from reviews of a recommended item, but often the resulting explanations were not perceived
as convincing by human users. We introduced T-RECS, a multi-task learning Transformer-based model that jointly
performs recommendation with explanation, and produces explanations that are considered superior in relevance and
informativeness when evaluated by humans.
The second contribution of T-RECS is the possibility of users to react to a recommendation by critiquing the
explanation. The system uses this critique to update its recommendation to items that better fit the user’s preferences
as expressed by the critique. We presented an unsupervised critiquing method for single- and multi-step critiquing with
textual explanations. Experiments on two real-world datasets show that T-RECS is the first to obtain good performance
in adapting to the preferences expressed in multi-step critiquing.
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A PROCESSING & FILTERINGMARKERS TO JUSTIFICATIONS
The method described in [2] extracts, most of the time,markers that consist of long continuous spans of words. However,
sometimes, the markers are too short because some reviews do not include words to justify a certain sub-rating, or
the markers stop in the middle of a sentence. Although both are theoretically not wrong, we would like to create
justifications that are fluent and grammatically correct. To this end, we exploit the constituency parse tree to ensure
that markers are noun/verb phrases. We apply the following steps to the entire set of reviews for each dataset.
(1) Compute the constituency parse tree of each review;
(2) For each noun and adjective node in the constituency parse tree of a marker, if the parent node is a verb or noun
phrase, we add its children to the marker ;
(3) Filter out markers having less than four tokens or including first and third-person pronouns.
B KEYPHRASES SAMPLES
None of our datasets contains initially preselected keyphrases. We extract 200 candidate keyphrases from the markers
that are used to model the user and item profiles and allow the user to critique the recommendation. Table 8 shows
some keyphrases for each dataset. Similarly to [65], we apply the following preprocessing steps for each dataset.
(1) Group the markers from reviews of the entire dataset by aspect, represented in the sub-ratings;2
(2) For each group of markers:
• Tokenize and lemmatize the entire group of markers;
• Extract unigram lists of high-frequency noun and adjective phrases;
• Keep the top-k most likely unigrams;
(3) Represent each review as a one-hot vector indicating whether each keyphrase occurred in the review.
Table 8. Some examples of keyphrases mined from the inferred markers. We grouped them by aspect for a better understanding.
Dataset Aspect Keyphrases Dataset Aspect Keyphrases
Hotel
Service bar, lobby, housekeeping, guest
Beer
Appearance golden, dark, white, foamy
Cleanliness carpet, toilet, bedding, cigarette Aroma fruit, wheat, citrus, coffee
Value price, wifi, quality, motel, gym Palate creamy, chewy, syrupy, heavy
Location airport, downtown, restaurant shop Taste bitter, sweet, balanced, nutty
Room bed, tv, balcony, fridge, microwave
C HUMAN EVALUATION DETAILS
We use Amazon’s Mechanical Turk crowdsourcing platform to recruit human annotators to evaluate the quality of
extracted justifications and the generated justifications produced by each model. To ensure high-quality of the collected
data, we restricted the pool to native English speakers from the U.S., U.K., Canada, or Austria. Additionally, we set the
worker requirements at a 98% approval rate and more than 1000 HITS.
The user interface used to judge the quality of the justifications extracted from different methods (Section 5.3) is
shown in Figure 6. The one employed for evaluating the generated justifications (see Section 5.4) on the four dimensions
(overall, fluency, informativeness, and relevance) is available in Figure 7.
2For the hotel reviews: service, cleanliness, value, location, and room. For the beer reviews: appearance, smell, mouthfeel, and taste.
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Fig. 6. Annotation platform for judging the quality of extracted justifications from different methods. The justifications are shown in
random order for each comparison. In this example, our method corresponds to the third model.
Fig. 7. Annotation platform for judging the quality of generated justifications from different methods, on four dimensions. The
justifications are shown in random order for each comparison. In this example, our method corresponds to the second model.
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D JUSTIFICATION EXAMPLES
Table 9 and Table 10 present different justifications that are extracted from the hotel and beer reviews. As shown, the
markers justify the sub-ratings. Although they might be some overlaps between EDU All and Markers, justifications
from EDU All often are incomplete or not relevant.
Table 9. Comparisons of the extracted justifications from different models for two hotels on the hotel dataset.
Model Casa del Sol Machupicchu Southern Sun Waterfront Cape Town
Review
the hotel was decent the staff was very friendly. the free pisco
sour class with kevin was a nice bonus! however, the rooms were
lacking. the wifi was incredibly slow and there was no air condi-
tioning, so it got very hot at night. we couldn’t open the windows
either because there were so many bugs, birds, and noise. overall, the
location is convenient, but was is not worth the price.
this is my second year visiting cape town and staying here.
excellent location to business district, convention center, v&a
waterfront and access short distance to table mountain. very nice
hotel, very friendly staff. breakfast is very good. rooms are nice but
bed mattress could be improved as bed is somewhat hard.
overall a very nice hotel.
Rating Overall: 3.0, Service: 3.0, Cleanliness: 4.0, Value: 2.0, Location: 4.0,Room: 3.0
Overall: 4.0, Service: 5.0, Cleanliness: 5.0, Value: 4.0, Location: 5.0,
Room: 3.0
Markers
- the rooms were lacking.
- the hotel was decent and the staff was very friendly.
- overall , the location is convenient , but was is not worth the price.
- we could n’t open the windows either because there were so many
bugs , birds , and noise.
- the wifi was incredibly slow and there was no air conditioning , so it
got very hot at night.
- breakfast is very good.
- very nice hotel , very friendly staff.
- rooms are nice but bed mattress could be improved as bed is some-
what hard.
- excellent location to business district , convention center , v&a wa-
terfront and access short distance to table mountain.
EDU All
- the hotel was decent
- the free pisco sour class with kevin was a nice bonus.
- excellent location to business district , convention center , v&a
waterfront and access short distance to table mountain.
- very nice hotel , very friendly staff. breakfast is very good.
- rooms are nice.
- overall a very nice hotel.
EDU One - the hotel was decent - very nice hotel , very friendly staff . breakfast is very good
Table 10. Comparisons of the extracted justifications from different models for two beers on the beer dataset.
Model Saison De Lente Bell’s Porter
Review
poured from a 750ml bottle into a chimay branded chalice. a: cloudy
and unfiltered with a nice head that lasts and leaves good amounts
of lacing in its tracks. s: sour and bready with apple and yeast hints
in there as well. t: dry and hoppy with a nice crisp sour finish. m:
medium bodied, high carbonation with big bubbles. d: easy to drink, but
i didn’t really want more after splitting a 750ml with a buddy of mine.
this beer pours black with a nice big frothy of-
fwhite head. smells or roasted malts, and chocolate.
tastes of roasted malt with some chocolate and a hint of coffee.
the mouthfeel has medium body and is semi-smooth with some
nice carbination. drinkability is decent i could drink a couple.
overall a good choice from bell’s.
Rating Overall: 3.0, Appearance: 3.5, Smell: 4.0, Mouthfeel: 3.5, Taste: 3.5 Overall: 3.5, Appearance: 4.0, Smell: 3.5, Mouthfeel: 3.5, Taste: 4.0
Markers
- dry and hoppy with a nice crisp sour finish.
- medium bodied , high carbonation with big bubbles.
- sour and bready with apple and yeast hints in there as well.
- cloudy and unfiltered with a nice head that lasts and leaves good amounts
of lacing in its tracks.
- smells or roasted malts , and chocolate.
- this beer pours black with a nice big frothy offwhite head.
- tastes of roasted malt with some chocolate and a hint of coffee.
- the mouthfeel has medium body and is semi smooth with some
nice carbination.
EDU All
- medium bodied , high carbonation with big bubbles.
- easy to drink
- smells or roasted malts , and chocolate.
- tastes of roasted malt with some chocolate and a hint of coffee.
- drinkability is decent
- overall a good choice
EDU One - easy to drink - drinkability is decent
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E PREFERENCE PREDICTION
The rating prediction performance alone does not best reflect the quality of recommendations [20, 41, 55], because
users mainly see the relative ranking of different items [43, 44]. Consequently, we measure how well the item rankings
computed with T-RECS agree with the user’s own rankings as given by his own review ratings. We can measure this
quality by leveraging the common metric Kendall’s τ rank correlation [24]. Following [43], we study the pairwise
ranking of rated items by a user, and we impose a minimum value for the rating difference between two items i and j,
such that δ = |yir − y jr |; the rating difference δ symbolizes the minimum preference strength.
Figure 8 contains the Kendall’s τ evaluation for multiple δ on both datasets. Overall, T-RECS increases the Kendall
correlation similarly to other models but performs better on average. We observe that HFT’s performance is similar
to T-RECS, although slightly lower for most cases. On the beer dataset, we surprisingly note that CE-VNCF obtains a
negligible higher score for δ = 4, while significantly underperforming for δ < 4, and especially on the hotel dataset.
Finally, the Kendall’s τ correlation increases majorly with the strength of preference pairs on the beer dataset and
plateaus over δ ≥ 2 on the hotel dataset. It highlights that hotel reviews are noisier than beer reviews, and it emphasizes
the importance of capturing users’ profiles, where T-RECS does best in comparison to other models.
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Fig. 8. Performance of the preference prediction using Kendall’s τ and δ = |yir − y jr |. a) Results on the hotel and b) beer datasets.
F FULL NATURAL LANGUAGE EXPLANATIONS RESULTS
In addition to the methods in Section 5.4, we compared T-RECS with other models: Item-Rand, Ref2Seq Top-k, and
ACMLM [45]. Item-Rand is an unpersonalized baseline which outputs a justification randomly from the justification
history J i of item i . Ref2Seq Top-k is an extension of Ref2Seq, where we explore another decoding strategy called Top-k
sampling [53], which should be more diverse and suitable on high-entropy tasks [21]. Finally, ACMLM is an aspect
conditional masked language model that randomly chooses a justification from J i (in the same manner as Item-Rand)
and then iteratively edits it into new content by replacing random words.
The complete results are presented in Table 11. Interestingly, Item-Rand performs closely to LexRank: the best
justification, according to LexRank, is slightly better than a random one. On the other hand, ACMLM edits the latter by
randomly replacing tokens with the language model but produces poor quality justification, similarly to [45].
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Table 11. Performance of the generated personalized justifications on automatic evaluation.
Model B-1 B-2 B-3 B-4 R-1 R-2 R-L BERTScore PPL↓ RKW RSent
H
ot
el
Item-Rand 11.50 2.88 0.91 0.32 12.65 0.87 9.75 84.20 - 6.92 56.88
LexRank 12.12 3.31 1.10 0.41 14.74 1.16 10.61 83.91 - 10.32 58.51
ExpansionNet 4.03 1.95 1.01 0.53 34.22 9.65 6.91 74.81 28.87 60.09 61.38
Ref2Seq 17.57 7.03 3.44 1.77 19.07 3.43 16.45 86.74 29.07 13.19 64.40Ref2Seq Top-k 12.68 3.46 1.11 0.40 12.67 0.95 10.30 84.29 6.38 58.11
AP-Ref2Seq 32.04 19.03 11.76 7.28 38.90 14.53 33.71 88.31 21.31 90.20 69.37
ACMLM 8.60 2.42 1.12 0.62 9.79 0.55 7.23 81.90 - 13.24 60.00
T-RECS (Ours) 33.53 19.76 12.14 7.47 40.29 14.74 34.10 90.23 17.80 93.57 70.12
Be
er
Item-Rand 10.96 3.02 0.91 0.29 10.28 0.75 8.25 83.39 - 6.70 99.61
LexRank 12.23 3.58 1.12 0.38 13.81 1.16 9.90 83.42 - 10.79 99.88
ExpansionNet 6.48 3.59 2.06 1.22 54.53 18.24 9.68 72.32 22.28 82.49 99.99
Ref2Seq 18.75 9.47 5.51 3.51 18.25 4.52 15.96 85.27 22.34 12.10 99.99Ref2Seq Top-k 13.92 5.02 2.10 1.01 12.36 1.50 10.52 84.14 8.51 99.83
AP-Ref2Seq 44.84 30.57 21.68 15.89 51.38 23.27 46.50 91.35 12.07 91.52 99.99
ACMLM 7.76 2.54 0.91 0.34 8.33 0.87 6.17 80.94 - 10.33 99.99
T-RECS (Ours) 46.50 31.56 22.42 16.54 53.12 23.86 47.20 91.50 10.24 94.96 99.99
G GENERATED JUSTIFICATION EXAMPLES
Table 12 shows generated justifications for three hotels. T-RECS generally appears more fluent and grammatically
correct than the other models. T-RECS and AP-Ref2Seq include information that helps users and mentions the different
aspects, thanks to the keyphrases-planning. Most keyphrases in the justifications are present in the generated outputs,
although Ap-Ref2Seq slightly underperform compared to T-RECS, as highlighted in Section 5.4. In contrast, we observe
that Ref2Seq produces general (i.e., non-relevant) justifications, as shown in the three hotels. Finally, ExpansionNet
suffers from repetition and relevance problems. Table 13, which contains generated justifications for the beer domain,
shows a similar trend. We notice that on beer reviews, the difference between T-RECS and AP-Ref2Seq is smaller, while
ExpansionNet produces better outputs compared to hotel reviews, although non-coherent because of contradictions.
Finally, we highlight that AP-Ref2Seq only generates justifications and does not recommend or intergrade critiquing.
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Table 12. Comparisons of the generated justifications from different models for three hotels on the hotel dataset.
Model Radisson Blu Hotel, Zurich Airport Clarion Inn Biltmore Village Noosa Blue Resort
Ground Truth
Target Justification
The rooms were very comfortable
and quiet and the reception staff
were excellent both at check in and
check out.
Up dated furniture , comfortable
bed good wifi.
The resort pool is excellent , there
is a bus stop directly outside
Review
Stopped here in transit as I guess
most people do. The rooms were
very comfortable and quiet and
the reception staff were excel-
lent both at check in and check
out. I found the service somewhat
wanting in the restaurant for dinner
however and it wasn’t very busy.
However the following morning,
the breakfast service was very good.
I am quite sure my dinner experi-
ence was not the norm, so I would
be prepared to give it another try.
I have stayed here twice on busi-
ness. I am a hotel snob but penny
pinch when it comes to busi-
ness trips so I look for the best
value. This hotel has been recently
renovated and they did it well.
Up dated furniture, comfort-
able bed good WiFi. Although I
was ther for business theis hotel if
perfect if you plan on visiting Bilt-
more Estate. Did not eat the break-
fast but assume it is as good as most
Choice hotels. Over al great stay
and good value.
Positioned close to Noosa main
beach and Noosa junction our
self contained apartment was very
good. The resort pool is excel-
lent ,there is a bus stop directly
outside for those that don’t want
to walk down the hill to the beach.
Pleasant stay..
T-RECS
The reception staff were very
friendly and efficient and the check
in process was quick and efficient
and the room comfortable.
The beds are comfortable , the
furniture is new and the wifi is
good.
The resort has a pool and a bus stop
right outside the hotel.
AP-Ref2Seq
Check in was quick and efficient
and the reception staff were very
friendly and helpful.
The bed was very comfortable and
the wifi worked well and the wifi
worked well.
The resort has a great pool and spa
, and the resort is very close to the
bus.
Ref2Seq
The room was very clean and mod-
ern and the bed was very comfort-
able.
The roomwas very nice and the bed
was comfortable.
The resort is well maintained and
the staff are very friendly and help-
ful , the rooms are well appointed
and
ExpansionNet
Stayed here for one night on busi-
ness . The room was very spacious
and the bed was comfortable . The
bathroom was also very spacious
. The room was also very clean .
The breakfast was also good . The
reception staff were friendly and ef-
ficient . The hotel is conveniently
located to the airport and the air-
port . , the room was very noisy .
, the room was below the level of
the reception . , the room was be-
low the level of the reception . , the
room was below the room
Standard value for value , value for
the value . The room was clean and
comfortable . The bed was comfort-
able and the value was good . The
value was good value for the value
. Value for the value . Value for the
value . Value for the value . Value
for the value . Value for the value .
Value for the value . Value for the
value . Value for the value . Value
for the value .
We stayed here for 3 nights . The
resort is very clean and well main-
tained . The pool and pool were
very clean and well maintained .
The bus bus to the bus stops and bus
stops are within walking distance .
The bus bus stops are within walk-
ing distance . We had a 2 bedroom
apartment which was very clean
and well serviced . The pool and hot
tub were very clean and well main-
tained . the bus bus was a bus bus
to the bus stop and bus stops . We
would stay here again .
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Table 13. Comparisons of the generated justifications from different models for three beers on the beer dataset.
Model Carib Lager Yuengling Black & Tan Saint Arnold Elissa IPA
Ground Truth
Target Justification
Sickly sweet flavour with some at-
tempt at bitter hop in the aftertaste.
Feels quite thin and almost watery
in the mouth.
This beer pours a clear copper
amber with a sustained sandy head
of off white.
Review
Bought this from a corner shop in
Camden for 50p! Talk about desper-
ate! Whatever next? Look out for
me on street corners with a card-
board sign saying ’ Buddy can you
spare a Westvleteren?’ Didn’t ex-
pect much from this beer - didn’t get
much. Pale golden beer with typical
macro lager aroma. Sickly sweet
flavour with some attempt at
bitter hop in the aftertaste. Thin
as piss. Made in Trinidad, and if
their footy team perform as well as
this beer, England should be guar-
anteed at least one victory.
Pours a very dark brown, trans-
parent near the edges of the glass,
with a thin white head which
quite quickly fizzes away to al-
most nothing. Smells of choco-
late with some fruitiness as well
(cherries and plums?). Feels quite
thin and almost watery in the
mouth. A very unimpressive taste
overall, slightly of malt but mostly
nondescript–coffee flavors emerge
slightly as it warms. The finish is
dry with some unpleasant bitter-
ness (almost like a burnt flavor),
which in particular comes out as the
beer warms. Overall a very "aver-
age" and unimpressive beer which I
would not recommend.
Thanks to mhewes for this one.
This beer pours a clear copper
amber with a sustained sandy
head of off white. Smells of dis-
tant sour grains and a pungent hop
that makes me think of produce
that’s on it’s way out. Tastes very
thin of a sweet multi-grain bread
that is subsumed by a sour and
dry hop that reminds me of apples,
cedar and sour grains. bleah! In the
finish, there’s a boozy sting. feels
light and clean with a swarm of car-
bonation that seems to get in the
way. Hmmm. Not as I remember
this one at all. It seems that I should
have drank this one when it was far
more cold.
T-RECS Sweet , grainy flavour with a bitterhop in the aftertaste. Thin and watery in the mouth.
This beer pours a clear copper
amber with a white head
AP-Ref2Seq Sweet , bitter hop flavour in theaftertaste.
A bit thin in the mouth , but not
watery.
This beer poured a clear copper
amber with a tall white head
Ref2Seq
The taste is a bit sweet and malty
with a slight hop bitterness in the
aftertaste.
The head dissipates quickly and
leaves a bit of lacing on the glass.
The mouth feel was medium bodied
with a light carbonation.
ExpansionNet
This beer was a very pale colour ,
with a very small head . It had a
sweet , almost bitter smell . It tasted
like a sweet , bitter pale . It was very
sweet , but not too sweet . It was a
bit bitter , but not unpleasant . It
was a bit sweet , but not too sweet
. It was a very drinkable beer , but
it was n’t too sweet . It ’s a very
flavourful beer , but it is a bit too
sweet for my taste .
Pours a dark brown with a thin tan
head that dissipates quickly . The
smell is of roasted malt and coffee
. The taste is a bit thin , but has a
good malt flavor with a bit of coffee
. The mouth feel is thin and watery
. It is a very drinkable beer , but not
a beer that will drink again .
This beer poured a clear copper
amber with a white head that left a
little lacing . The smell was of grain
and hops . The taste was a bit sour
with a bit of grain and a bit of hops
. The mouthfeel was medium with
a bit of carbonation . Overall , this
is a good beer , but not as good as
the other rogues had .
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