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Abstract 
Reliable methods of accurately and quickly estimating heavy fragment production 
cross sections are needed for a variety of applications including the production of beams 
of radioactive ions, studies of the relative abundance of the nuclei in galactic cosmic rays, 
space radiation protection, and in radiation therapy for treatment of cancers. Quantum 
mechanical optical model methods for calculating isotope production cross sections for 
nucleus-nucleus and nucleus-proton interaction are developed from a modified abrasion­
ablation collision formalism. The abrasion step is treated quantum-mechanically as a 
knockout process which leave the residual prefragment nucleus in an excited state. In 
ablation the prefragment deexcites to produce the final fragment. The excitation energies 
of the prefragment are estimated from a combination of liquid drop and frictional­
spectator-interaction combination. Estimates of elemental and isotopic production cross 
sections are in good agreement with recently published cross section measurements. 
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Chapter 1 
Introduction 
When projectile nuclei traveling at relativistic speeds collide with stationary target 
nuclei, part of the nuclear volume of the projectile is sheared away by the collision. The 
remaining projectile piece continues its trajectory with its pre-collision velocity. Because 
of the dynamics of this  process, the remaining projectile piece is highly excited and 
subsequently decays by the emission of gamma radiation or nuclear particles. Reliable 
methods of accurately and quickly estimating these production cross sections for nucleus­
nucleus and nucleus-nucleon collisions are needed for a variety of applications, 
including: the production of radioactive ion beams (Geissel, 1995); space radiation 
protection (Wilson, 1993); studies of the relative abundance of the nuclei in galactic 
cosmic rays (Wefel , 1988); and heavy ion radiation therapy (Raju, 1980). 
Available Semiempirical Fragmentation Models 
The models that are currently available for generating nuclear fragmentation cross 
sections for secondary, heavy particle production are mainly semiempirical formalisms 
(Allkofer, 1974; Silberberg, 1976; Webber, 1990; Townsend 1993b). Three of these 
models use systematic curve fits to experimental cross section data sets by varying many 
adjustable parameters (Allkofer, 1974; Silberberg, 1 976; Webber, 1990). The original 
model of Allkofer, which is probably the simplest, involves curve fits to flux 
measurements of fragmenting cosmic rays in the Earth's upper atmosphere. The model 
of Silberberg is probably the most extensive and commonly used curve fitting formalism. 
It is a generalization of the model developed by Rudstam ( 1966) that includes nearly all­
available data sets in the fitting procedure. For hydrogen targets, these models predict 
fragmentation cross sections with an estimated accuracy of about 30 percent (Webber, 
1 990; Silberberg, 1983). For target nuclei heavier than hydrogen, recent modifications of 
the formulas (Sihver, 1 993) yield calculated values that are within 1 5  to 20 percent of the 
measured cross sections. The disadvantage of these semiempirical formalisms becomes 
evident as new fragmentation cross sections are measured. Although these models do an 
excellent job of predicting cross sections for interactions similar to those used in curve 
fitting, their accuracy is often seriously diminished when used to extrapolate to new 
measured data. 
A semiempirical nuclear fragmentation model (Wilson, 1 987) was developed at 
Langley Research Center (LaRC) in the mid- 1980' s  for the purpose of filling an interim 
need for a simple and accurate computation tool to use in generating nucleus-nucleus 
fragmentation cross sections. Unlike the alternative semiempirical formalisms, which are 
basically curve fits of experimental data, the LaRC model is  an actual nuclear collision 
model based on the well-known geometric abrasion-ablation fragmentation model of 
Bowman, Swiatecki , and Tsang (Bowman, 1 973). This model has only one arbitrary 
fitting parameter, a second order correction to the prefragment excitation energy. 
Typically, this  model predicts fragmentation cross sections to within 25 percent when 
compared with the existing experimental isotope production cross sections.  For 
elemental production cross sections, the differences between theory and measurement are 
much smaller. 
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Objectives 
In an ideal world, all of the needed fragmentation cross sections would be 
measured directly. However, in the real world, there are neither adequate resources nor 
facilities available for measuring the thousands of different projectile-target cross 
sections needed. Therefore, theoretical models must be developed that accurately predict 
all possible interaction combinations. Unfortunately, the accuracy of these models is 
limited by an inadequate understanding of the physics of fragmentation over the wide 
range of energies and possible projectile and target material combinations. 
During the 1 970's and early 1 980's, researchers at Langley developed a 
fundamental quantum mechanical optical model formalism (Wilson, 1 974; Townsend, 
1 983) that was capable of predicting total production cross sections for most nucleon­
nucleus and nucleus-nucleus collisions. This model used no arbitrary fitting parameters 
and is applicable to any projectile nucleus colliding with any target nucleus at energies 
greater than 25 MeV per nucleon. When compared with experiment, the predicted cross 
sections are accurate to within three percent for energies above 80 MeV per nucleon and 
within ten percent for energies as low as 25 MeV per nucleon. Over the past decade, this  
optical model reaction theory has been extended to investigate nuclear fragmentation 
within an abrasion-ablation formalism, which includes contributions from frictional 
spectator interactions (FSI) and electromagnetic dissociation (EMD) (Townsend, 1 983 ; 
Norbury, 1986; Townsend, 1993). 
The main goal of this thesis is to develop and implement a fundamental, quantum 
mechanical fragmentation theory that can be used for calculating isotopic and elemental 
production cross sections of nucleus-nucleus and nucleus-proton interactions. In this 
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work, the model will be improved by incorporating the previously neglected excitation 
energy contributions using a nuclear liquid drop model (LDM). This work will be similar 
to abrasion-ablation model of Bowman, Swiatecki, and Tsang (Bowman, 1 973), but 
without the conceptual and computational difficulties and inaccuracies associated with 
their use of geometric overlap to estimate excess surface areas. The improved model will 
then be used to estimate elemental and isotopic production cross sections, which will be 
compared to published experimental data. 
Scope and Organization of Work 
Chapter 2 of this thesis explains the need for nuclear fragmentation cross section 
in space based applications. In addition, the discovery, properties, and sources of heavy 
ions in space are discussed. 
Chapter 3 discusses the need for nuclear fragmentation cross sections in 
radiotherapy. Both proton and heavy particle radiotherapy are discussed. 
Chapter 4 describes the existing optical potential quantum mechanical model and 
the modifications made to generate the results and conclusions reported in this thesis. 
Chapter 5 contains a detailed comparison between cross sections generated with 
the model described in Chapter 4, the previous optical model , a popular semiempirical 
model, and experimental data. 
Chapter 6 contains a brief summary of this  thesis, including, the advantages and 
limitations of this  model, and a description of work that should be considered in the 
future. 
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Chapter 2 
Space Applications 
There are three main sources of radiation hazards to crews of manned space 
missions: protons and electrons trapped in the Van Allen belts; solar particles emitted in 
coronal mass ejections (CME), flares, storms, and the solar wind; and galactic cosmic 
rays (GCR). Protons and electrons trapped in the Van Allen belts are important for low­
Earth-orbit (LEO) missions, such as space station or geostationary missions. The energy 
distribution of these particles is shown in Figure 2. 1 .  Solar particle events can produce 
acute health effects resulting from a very large radiation dose occurring over a short 
period of time. For missions away from the Earth's magnetosphere, extremely large solar 
events can contain large fluences of energetic protons that can be mission- or life 
threatening without adequate shielding. The crew of a prolonged spaceflight missions 
can suffer from chronic radiation exposure from galactic cosmic rays (GCR) particles. 
These particles deposit large quantities of energy per unit distance as they traverse tissue 
and shield materials.  
Obviously, shielding of the crew and sensitive electronics is  a major concern for 
missions in these environments. Unfortunately, launching bulk shielding into orbit and 
placing it on the spacecraft can increase the cost of a project to point where it is no longer 
feasible. Therefore, there is an immediate need for accurately generating the nuclear 
fragmentation cross sections that are required in the radiation transport codes used for 
shielding calculations in order to minimize the uncertainties in shielding estimation. 
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Figure 2. 1 .  The energy distribution of charged particles in the space environment. 
(Wilson, 1991) .  
Discovery of Cosmic Radiation 
After 1 900, many attempts were made to explain the puzzling behavior of 
instruments used for studying x-rays and radioactivity. These attempts culminated in the 
discovery of cosmic radiation. Many experiments showed that an unidentified residual 
radiation remained after the effects of all known sources were presumably eliminated. 
Unfortunately, other measurements seemed to confirm the hypothesis that gamma rays of 
terrestrial origin were the source of the inexplicable electrical leakage. 
Experiments conducted by Victor Franz Hess, an Austrian physicist, suggested 
that the atmosphere absorbed gamma rays from radioactive substances on the ground and 
air before they reach high altitudes. An amateur balloonist, Hess designed ionization 
chambers that functioned properly in an open gondola. Hess found that the amount of 
ionization radiation actually increased with altitude. At 5,000 meters the readings were 
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several times as great as they were at ground level. In 1 9 1 2  he concluded that a 
mysterious ultra-penetrating radiation was probably coming from an extraterrestrial 
source and received the Nobel Prize for physics in 1 936 for his discovery. 
Cosmic radiation was originally thought to consist of highly energetic 
electromagnetic radiation. Cosmic radiation was eventually found to be high-energy 
charged particles by the Dutch physicist Jacob Clay. He discovered that the amount of 
incoming radiation decreased as the detector approached the equator. In order for this 
effect to occur, the particles must be influenced by the Earth's magnetosphere, thus 
proving that incoming cosmic radiation was electrically charged. 
Van Allen Radiation Belts 
The Van Allen radiation belts are concentric doughnut shaped regions of 
energetic charged particles that encircle the Earth within the magnetosphere. Both 
protons and electrons are found throughout the magnetosphere, but there are two regions 
where these particles are concentrated. The small inner belt, which is located between 
one and two earth radii ,  contains 50 MeV protons and 200 MeV electrons. The large 
outer belt, which is located between three and four earth radii ,  contains lower energy 
protons and electrons. The inner belt is relatively stable, but the outer belt varies in the 
number of particles it contains by as much as a factor of 100. 
The energetically charged particles in these belts arise from various sources. 
Cosmic rays colliding with atmospheric atoms produce neutrons that decay into energetic 
protons ( 10  MeV to 1 GeV) and electrons.  The resulting charged particles immediately 
get trapped by the Earth's dipolar magnetic field in toroidal radiation belts, which are 
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concentric to the magnetic axis .  These particles spiral rapidly around the earth's 
magnetic field lines, traveling between hemispheres with periods ranging from 0. 1 to 3 
seconds. Particles in the inner belt that interact with the upper atmosphere to produce the 
aurora are lost from the belt. In addition to the north-south spiraling and oscillations, the 
particles drift in longitude because of the decreasing strength of the magnetic and 
gravitational fields with increasing distance from the earth. High-energy protons orbit 
the earth westwardly every 0. 1 second, and low energy electrons orbit the earth easternly 
every 1 to  10 hours. 
Solar Particle Events 
Solar flares are powerful and rapid eruptions of electromagnetic radiation and 
high-energy particles that occur in magnetically active regions of the sun (Smart, 1997). 
Solar flares exhibit a rapid increase of X-ray and ultraviolet emissions 10 to 100 times the 
normal level over a period of several seconds, followed by a decay phase that may last 
several hours. Particles leaving the sun are accelerated by solar flares. The high-energies 
particles typically reach the Earth in 30 minutes, while the lower energy particles 
typically require 6 to 24 hours. A large flare may cover a billion km2 of the Sun's 
surface, and the total energy involved in radiation, solar particles, and thermal plasma 
from may reach 1025 joules. At the peak of the 22-year solar cycle, the average 
occurrence is hourly for small flares and monthly for large flares. 
Large-scale coronal mass ejections (CMEs) are a self-contained structure of 
plasma with an embedded magnetic field that are ejected into space. The speed of the 
leading edges of CMEs ranges from 20 to 2100 km/s, but most coronal mass ejections 
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have speeds comparable with that of the solar wind. Only about one-third of CMEs have 
a speed sufficiently in excess of the solar wind that they can produce an interplanetary 
shock. Fast coronal mass ejections generate magnetohydromagnetic shock waves as they 
move through the interplanetary medium. These shockwaves impart energy into the 
interplanetary medium that is capable of accelerating charged particles. 
Recently, there has been a change in perspective regarding the source of solar 
particle events. Because the large transient increases in particle flux could not be 
associated with solar flares, it was assumed that the solar flare process was the source of 
energetic particles observed in space. However, the solar photosphere and chromosphere 
were gradually eliminated as the site of the particles observed in space since the 
elemental and isotopic composition of the solar energetic ions observed in space do not 
appear to have undergone sufficient fragmentation. 
A more likely source of the energetic ions is the result of acceleration associated 
with interplanetary shocks generated by fast coronal mass ejections (Reames, 1995). It i s  
theorized that these shockwaves can accelerate some fraction of the ions in  the local solar 
wind. Particles near the shock are scattered back and forth across the shock by waves 
gaining energy each time (Lee, 1 983). The accelerated particles stream away from the 
shock along the interplanetary magnetic field lines. 
Galactic Cosmic Rays 
Galactic cosmic rays are very high-energy particles confined to the region of the 
Milky Way galaxy that appear uniformly from all directions (Shapiro 1983 ; Friedlander 
1989). They consist of 98 percent fully stripped nuclei including protons and alpha 
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particles, and two percent electrons and positrons (Simpson 1983). Of the nuclear 
component, 87 percent is hydrogen, 12 percent is helium and the other one percent 
consists of heavy nuclei . Of these heavy nuclei , the Carbon-Nitrogen-Oxygen (CNO) 
group and Iron are the most abundant with a energy distribution that is peaked around 
one Ge V per nucleon. Even though these heavy nuclei are not very abundant, they are 
very penetrating due to their high speed and large mass. 
The flux of galactic cosmic rays decreases rapidly with increasing energy, up to 
an apparent limit near 1 trillion GeV. At 1 GeV the galactic flux is roughly 1 
particle/cm2/sec, compared with 1 particle/ 100 krn2/year at 1 tril lion GeV. The number 
of solar cosmic rays decreases more rapidly with energy, rarely reaching 10 GeV. 
For missions in LEO at low orbital inclinations, the dipole nature of Earth's 
magnetic field deflects the less energetic ions, resulting in a substantially reduced GCR 
flux at the lower energies. Typical GCR exposure in Space Shuttle or Space Station 
orbits is 2 to 3 cSv per year. For lunar or interplanetary missions that are not protected 
by the Earth's magnetosphere, exposures on the order of 100 sSv per year are possible. 
The sun also modulates cosmic rays that come from outside the solar system. The 
interplanetary magnetic field and the solar wind distort the orbits of particles with 
energies less than 1 GeV. The amount of modulation varies with solar activity. 
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Sources of Galactic Cosmic Rays 
Neutron Stars 
Neutron stars are fonned when a star collapses to such high densities that inverse­
beta decay occurs. Protons and electrons are squeezed together to fonn a neutron gas. At 
about 1017 kg/m3, the neutrons become subjected to quantum laws and become a 
degenerate gas. If the star is too massive, it will continue to collapse into a black hole. 
However, if the mass in the correct range a degenerate neutron gas will provide the 
internal pressure to fonn a stable star. 
Neutron stars have diameters of a few tens of kilometers. Most of the interior 
consists of a neutron gas at such high densities that it is fluid. The outer few kilometers 
is a solid lattice of neutrons in a structure similar to that of a crystalline solid. Because 
neutron stars are so dense, they have an enonnous surface gravity. This intense 
gravitation field results in an escape velocity of about 0.8 times the speed of light. 
Objects that fall into neutron stars have at least the escape velocity when they hit, thus 
releasing a huge amount of kinetic energy. For example, a marshmallow dropped into a 
neutron star from a distance equal to that between the sun and the earth would result in an 
impact of several megatons. 
As neutron stars collapse, they develop extremely intense magnetic fields and 
rotational periods. Observations indicate that the neutron stars typically have a magnetic 
field strength of about 108 T, and rotational periods ranging from 10-3 to 4 seconds. The 
region close to neutron stars where the magnetic field directly affects the motion of 
1 1  
charged particles is called the magnetosphere. As the neutron stars rotates, the 108 T 
magnetic field induces an enormous electric field that pulls charged particles from the 
surface of the star. These particles flow into the magnetosphere where they are 
accelerated by the rotating magnetic field lines, as shown in Figure 2.2. 
The most energetic cosmic rays may originate from neutron stars, such as Cygnus 
X-3, a known producer of X-rays and radio waves. Cygnus X-3 is a binary system in 
which one of the stars is thought to be a neutron star that is producing high energy 
protons as it absorbs material from its companion. 
Supernovas 
As large mass stars age, they expel a great deal of material into space through the 
( l· .. u;ed P.Jr�t(!t .. 
H''\" 
Figure 2.2. The acceleration of charged particles from a neutron star (Zeilik, 1 990). 
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solar wind. A typical main sequence star, such as the sun, loses about 10-14 solar masses 
per year, but red giants blow off material at a rate of 10-7 to 10-5 solar masses per year. 
The sun will lose about 0.01 percent of its mass in its lifetime, but stars that can 
eventually  go supernova can lose several solar masses of material . These stars typically 
have several thick and massive shells of expelled material when they finally explode. 
There are two types of supernovae that are differentiated by the mass of the 
exploding star. Type I supernovae belong to evolved stars of low to medium mass, and 
Type II supernovae belong to more massive stars. Type I supernovae are believed to 
occur when extra mass is added to a normal star, causing it to collapse violently igniting 
the carbon core. This then causes a destructive explosion that completely destroys the 
star. Type II supernovae explosions occur in the core of red supergiant stars . It is 
believed that the stellar core collapses into a neutron star, which in tum produces a 
violent rebound shockwave. The atmosphere of red supergiants has a constant density, so 
that a shockwave traveling through it moves at a constant velocity. This facilitates an 
efficient transfer of energy from the core to the surface of the star. The shockwave then 
triggers a massive explosion in the unburned material found in the outer shells of these 
stars. Approximately 1044 joules of energy are released in this type of explosion. 
The shockwave from these explosions is the most likely origin of the cosmic rays 
in the most common energy range. As the expanding shockwave collides with the 
expelled shells of material, the atoms in this region are accelerated to 10 MeV to 10 Ge V. 
Recent images from NASA's Hubble Space Telescope show the shockwave from 
Supernova 1987 A colliding shells of previously expelled material, as shown in Figure 
2.3.  
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Figure 2.3.  The shockwave of supernova 1987a colliding with, and accelerating 
ejected material (Courtesy of NASA). 
Black Holes 
A black hole is a region of space-time in which gravity is so strong that nothing 
can escape it. Contemporary physics suggests that once a certain minimum mass collects 
in a small volume, it will collapse into a black hole. No known force can stop this 
collapse and no material can withstand the final crushing point of matter. The volume 
will continue to decrease until reaches zero, and the density will increase until it becomes 
infinite. 
Black holes come in an extreme range of sizes. The English physicist Stephen 
Hawking has theorized that tiny black holes with masses no larger than that of a large 
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mountain are possible. Such black holes would have a Schwarzschild radius about the 
size of a proton and could have been formed only in the very first moments of the 
universe. On the other end of the spectrum, gigantic black holes may lie at the center of 
galaxies. 
Although material that falls into a black hole can never escape, not all material 
near a black hole passes through the event horizon. Material in the vicinity of a black 
hole can actually be accelerated to a velocity near the speed of light. This  acceleration 
occurs by conservation of momentum when particles passes near, but does not fall into a 
black hole, as shown in Figure 2.4. The most energetic cosmic rays may come from these 
sources, such as the active galaxy M87 whose nucleus has been speculated to be a 
massive black hole. 
Figure 2.4. Material being accelerated by black hole 
(Courtesy of NASA). 
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Detection of Cosmic Radiation 
Various instruments are used to study the low energy population of galactic, solar, 
and planetary particles. Equipment aboard spacecraft ranges from Geiger counters to 
highly sophisticated solid-state detectors that can determine charge, mass, and energy 
with remarkable precision. The resolution of these detectors is sufficient for separating 
neighboring isotopes such as helium-3 and helium-4. Ground based equipment is used 
for long term observations of the intensity of cosmic rays with energies above 1 GeV. 
Neutron monitors detect neutrons produced by cascade process in the atmosphere. Muons 
are associated with somewhat higher mean energies that are detected by placing the 
detectors, called meson telescopes, underground. Finally, by a succession of interactions, 
the electromagnetic component evolves into many associated particles extending over a 
large area that are detected by extensive air shower (EAS) arrays. 
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Chapter 3 
Medical Applications 
Beams of negative pions, protons and the nuclei of helium and heavier ions such 
as carbon and argon are of interest in radiation therapy because of several distinct 
physical properties (Raju, 1980). As these charged particles pass through a medium, their 
rate of energy loss or specific ionization increases with decreasing particle velocity, 
giving rise to a sharp maximum in ionization near the end of the range, known as the 
Bragg peak. The depth dose distributions of these beams are characterized by a relatively 
low dose in the entrance region followed by a narrow region of elevated dose in the 
stopping region (Bragg 1904). The Bragg peak makes possible the irradiation of a very 
small-localized region within the body with an entrance dose lower than in the peak 
region. In order to effectively treat patients with these particles, knowledge of projectile 
and target fragmentation is needed. 
Charged Particle Interactions 
When charged particles interact with matter, the most important energy loss 
mechanism is by the interactions with atomic electrons. In addition, charged particles 
also undergo elastic and non-elastic interactions with the atomic nuclei of the medium. 
The fundamental difference between electron beam and heavy charged particles is the 
difference in rest mass. The electron rest mass is very small in comparison with that of 
heavy charged particles. Incident electrons interacting with atomic electrons of the 
irradiated material can lose a large fraction of their energy in a single interaction. Heavy 
17 
charged particles colliding with electrons will lose only a small fraction of their energy 
per collision. In traversing a medium, charged particles undergo many deflections and 
the totality of these deflections is referred to as multiple Coulomb scattering. When 
compared to electron beams, the heavy charged particle beams have a smaller scattering 
angle and therefore a much sharper lateral distributions as they traverse a dense medium 
(Carlsson 1973). 
It is well known that the biological effects in tissue depend not only on dose, but 
also on the detailed distribution of the energy loss along the particle tracks (Lea 1962). 
Linear energy transfer (LET) is one measure of this distribution. A monoenergetic 
charged particle beam will have a single value of LET. However, as the beam slows 
down in a medium a distribution of LET values will develop. Heavy ions undergo 
interactions with atomic nuclei as they slow down in a medium. These interactions can 
result in the fragmentation of the incident ion. The fragmentation depends on the 
composition of the medium, the ion type, and the ion energy. Figure 3 . 1  shows a 
comparison between proton and alpha initiated fragmentation. Generally, the fragments 
will initially have a velocity the same as the primary ions and a smaller nuclear charge. 
Therefore, the energy secondary ions will have a lower rate of energy loss than the 
primary ions because the rate of energy loss varies as the square of the nuclear charge. 
This results in a large variation in the energy loss and ranges of the different particles. 
The importance of fragmentation of the primary beam depends upon how it affects the 
absorbed dose distributions in LET. Inelastic interactions can also include fragmentation 
of a medium nucleus. The charged fragments from a target fragmentation will have 
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Figure 3. 1 .  Fragmentation initiated by a proton (p) and an alpha (a) 
particle (Wilson, 1991 ). 
lower energies that the fragments from a projectile, and therefore the dose will be 
deposited locally. 
The rationale for charged particle radiotherapy lies either in a physical dose 
distribution advantage (protons) or in combination of physical and biological advantages 
(heavy ions). With these modalities, theoretical considerations suggest the possibility of 
increasing the local tumor control without increasing normal tissue complications. 
Biological Effects 
One of the key concepts in assessing the biological effectiveness of a radiation in 
the linear energy transfer (LET), which is the rate particles lose energy in a medium. 
LET is expressed in terms of energy deposited per unit distance (KeV/Jlm). The LET 
affects the extent to which a given amount of energy deposited causes biological damage. 
X-rays, gamma rays, thermal neutrons, and protons are considered low LET radiation. 
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Fast neutrons, helium ions, heavy ions, and pions are considered high LET radiation. The 
differing biological effects are usually described quantitatively by means of the concept 
of relative biological effectiveness (RBE). This quantity is the ratio of the dose needed 
by one particular radiation to achieve a given biological end point to the dose needed by a 
reference radiation to achieve the same end point. 
The oxygen enhancement ration (OER) is the ratio of dose needed to produce a 
particular biological end point in anoxic verses well-oxygenated environments. For low 
LET radiation, the OER is typically 3. For high LET radiation, the OER is significantly 
smaller. Because hypoxic cells represent a limitation in local tumor control, this 
reduction in the OER significantly favors high LET over low LET radiation for oxygen 
deprived tumors. 
Proton Radiation Therapy 
Over 16,000 patients have been treated with protons up to July 1995 (Sisterson, 
1 995), mostly at facilities linked to nuclear laboratories. A hospital based proton facility 
with an isocentric gantries has been built at Lorna Linda University Medical Center 
(LLUMC), with others under construction in Switzerland and Boston. At least 16 
faci lities in nine countries offer proton therapy. Although it will take some significant 
developments to build a proton source that is inexpensive and compact enough to 
compete with conventional linear accelerators, protons stil l  hold enough clinical potential 
that clinical trials will continue. 
Until recently, all of the facilities built for proton therapy were originally nuclear 
physics research laboratories. These facilities were adapted for medical use with the 
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existing hardware configurations. The first generation of medical proton therapy units is 
currently available as linear accelerators, cyclotrons, and synchrotrons. Linear 
accelerators produce pulsed beams, but require a large amount of space to achieve the 
desired energies. Cyclotrons are fixed energy machines that produce continuous beams. 
Its drawbacks include low extraction efficiency, massive weight, and an inability to 
accelerate other particles. Synchrotrons are the most flexible technique because they 
allow multiple energies and particle types, but they are complex devices with a relatively 
low output. 
Proton beams have very sharp Bragg peaks that are too small to fully cover almost 
all tumors. In order to overcome this effect, Bragg peaks are spread out by sequentially 
irradiating the tumor volume with beams of decreasing energy. A uniform dose 
distribution can be achieved for all depths from the proximal to the distal tumor edges by 
differentially weighting each of the shorter-range beams in such a way that the sum of all 
the Bragg peaks and the overlapping plateaus are constant. This process degrades the 
distal fall off but has a much more significant effect on the entrance dose. The extent to 
which the entrance dose increases depends on the depth of the tumor and the width of the 
spread out Bragg peak. Figure 3.2 shows a comparison between a monoenergetic proton 
Bragg peak, and a spread out Bragg peak. The sharp distal edge of the dose distribution 
resulting from the Bragg peak is a great advantage for sparing normal tissues distal to the 
target. By varying the depth of the distal edge, either by using a compensator to modify 
the particle range or by modulating the beam, it is possible to reduce the dose to tissue 
lying more than few millimeters distal to the target volume to a negligible amount. 
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Figure 3.2.  The Bragg peak and 10 em spread out Bragg peaks for a proton 
beam (Petti, 1991) .  
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The goal of a beam delivery system for proton therapy is to achieve the desired 
intensity profile across the tumor, to stop the Bragg peak at the distal edge of the target 
volume, and to spread the Bragg peak from the distal to the proximal edge of the volume. 
The most basic beam delivery system uses a scatterer that consists of foils or shaped 
elements to spread out the narrow beam as it exits the accelerator (Gottschalk, 1989; 
Koehler, 1977). The Bragg peak is spread out either by using a rotating propeller (Figure 
3 .3), or by irradiating the target volume sequentially from the distal to proximal edge by 
interposing a series of absorbers that shorten the beam range (Petti , 1992). These 
methods produce an intensity profile that is essentially flat across the beam. A shaped 
Cerrobend collimator is the final element for conforming the dose distribution to the 
edges of the target volume. 
Figure 3.3 .  Propeller used to obtain a 14-cm spread Bragg peak 
(Petti, 1991 ). 
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A more advanced method for beam delivery is  a magnetically scanned system. 
Instead of scattering the beam to enlarge it, the beam can be continuously scanned in a 
raster pattern. By modifying the scanning velocity or the dwell time, the intensity profi le 
can be modulated in any desired fashion. In order to achieve similar results with a foil  
based system, custom compensators would have to be manufactured for each patient. 
Magnetically  scanned beams also have the potential to shape the lateral edges of the 
beam profile, thus eliminating collimators. Finally, if the accelerator is capable of 
producing variable energy beams during irradiation, then the Bragg peak can be spread 
without the need for multiple irradiation with energy absorbers . 
The facility at LLUMC consists of a 250 MeV proton synchrotron with one fixed 
beam room and three isocentric rooms. The facility opened in 1990 and has treated more 
than 1 200 patients since July 1995 (Sisterson, 1 995). Currently, this facility uses 
scattering foils to spread the beam, collimators to define the beam, absorber materials to 
alter the range, compensators to modulate the intensity, and a propeller to spread the 
Bragg peak (Slater, 1 992). 
The facility at the Paul Scherrer Institute in Switzerland uses a 590 MeV proton 
cyclotron and a number of special systems to produce a clinically useful beam. A 
compact two-meter isocentric gantry was designed and implemented. The beam delivery 
system provides three-dimensional conformal therapy by magnetically switching and 
steering the beam. Unfortunately, the range is modified by a series of thin plates and the 
patient must be treated in a tomographic fashion. This  method is very versatile, but the 
sequential nature of the scanning has the potential for hot and cold volumes due to patient 
motion (Phillips, 1992). 
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Heavy Charged Particle Radiation Therapy at the Bevalac 
The only source of heavy ions for radiation therapy between 1977 and 1992 was 
the Bevalac at the Lawrence Berkley Laboratory. The Bevalac was a high-energy heavy­
ion accelerator complex that was built in 1 974 by linking the superHILAC and Bevatron 
accelerators . The superHILAC is a Alvarez-type l inear accelerator that produces beams 
of ions as heavy as lead at energies up to 8.5 MeV/nucleon. The superHILAC beams 
were transported to the Bevatron through an 800 ft beam transport line which has twelve 
bending and thirty focusing magnets. The Bevatron was a weak-focusing synchrotron 
that accepts injected particles for a period of several hundred microseconds. During 
acceleration, the beam was bunched while the magnetic guide field was increased so that 
the particles remain in the same circular orbits. When the desired energy had been 
obtained, the guide field was held steady while the beam was drawn out of the ring by 
slow resonant extraction. The whole acceleration process from injection to extraction 
required less than two seconds. After time was allowed for magnet ramp-down and 
resetting, pulses could be delivered at a rate of one every four to six seconds. The 
extracted beam pulse width could be varied from a few milliseconds to approximately 
one second. Extraction energies were continuously variable from about 50 to 2000 
MeV/nucleon. 
A treatment room was constructed and equipped with a Philips/MEL Ram-type 
treatment couch, laser patient positioning, x-ray radiographic units, and the necessary 
heavy-ion dosimetry equipment. The beam could be made as small as a one-centimeter 
circle. For large fields, a system of scattering foils was developed to produce field sizes 
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of 20 x 20 em or larger with a flatness and symmetry of± 2 percent. Beam intensities 
from the Bevalac permit a single therapeutic dose of 200 cGy to be delivered to the 
patient in approximately 2 minutes. 
Dosimetry was performed with one secondary emission chamber and three multi­
segment ion chambers (Lyman, 1977), one upstream of the occluding ring and two 
downstream near the patient. Normal operation of the accelerator for therapy required 
about 30 beam pulses to achieve the desired 200 cGy fraction. Intensity variation from 
pulse to pulse was smoothed out by monitoring the integrated dose and stopping beam 
delivery in mid-pulse at the desired total dose. 
The beams available for radiotherapy applications at the Bevalac ranged from 
helium to iron, but only carbon, neon, and argon beams were used. The beams were 
monitored by a large diameter transmission ionization chamber filled with dry nitrogen 
gas. Segmented collection electrodes permitted the beam to be monitored during 
treatment. The beam monitoring ionization chambers were calibrated daily using a 
thimble-type ionization chamber located at isocenter. 
The treatment techniques used were divided into two categories: small field and 
large field irradiation. In small field treatments, the plateau region of helium beams was 
often used in the treatment of the pituitary and ocular melanomas. Large field treatments 
generally  required a beam that had a large uniform transverse profile and a modified 
Bragg peak. 
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Beam Shaping in Heavy Charged Particle Radiation Therapy 
There are currently two techniques for forming large uniform fields in the plane 
perpendicular to the beam direction: magnetically  scanned and scattered beams. A 
magnetically scanned beam uses a pair of sweeping magnets to scan a pencil beam of 
particles over a region. At each raster point, the depth of penetration, spread Bragg peak 
dimension, and dose may be delivered to a pre-calculated value. The double scattered 
technique uses thin high-Z foils  to produce a Gaussian distribution of small scattering 
angles. At some distance from the foil this distribution can be projected onto a plane 
perpendicular to the axis to form a Gaussian radial flux distribution. At this point, the 
beam passes through a flattening filter and a second scattering foil .  The method can 
produce 30 em diameter fields with flatness of 2 percent over 90 percent of the field 
(Crowe, 1975). 
Helium and the heavier ions used for radiotherapy have Bragg peaks 
characteristic of heavy charged particle beams. To optimize the percent depth dose 
characteristics of these beams for therapy, it is necessary to design a method to 
superimpose consecutive doses with different Bragg curves in order to obtain the proper 
dose buildup. The most common method used to modify the beam is ridge filters. In this 
method, a monoenergetic beam passes through a ridge filter to produce a polychromatic 
beam. This polychromatic beam can be considered as being comprised of a series of 
monoenergetic beams with differing ranges. The desired dose distributions are usually 
not uniform because the RBE values for most beams increases with increasing depth. 
The dose distributions over the desired treatment volume are then shaped to compensate 
for this increase in RBE. Figure 3 .4 shows a brass ridge filter used in neon ion therapy. 
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Figure 3 .4. A brass ridge filter used for neon radiotherapy 
(Petti, 199 1 ). 
A different ridge filter is required for each particle beam and for each thickness of 
the treatment volume in the beam direction. The design of the ridge filters starts with a 
well-measured Bragg curve. Based on theoretical considerations (Litton, 1968), a Bragg 
curve that is good representation of the measured curve can be calculated. The 
assumptions used in this beam model are that primary ions are removed from the beam 
by nuclear interactions that result in fragmentation of the incoming ion. A fixed amount 
of energy is deposited locally during the fragmentation and a secondary particle continues 
in the forward direction with a velocity nearly the same as the primary ion. All particles 
proceed to the end of their range without further nuclear interactions. 
Two adjustable parameters are needed to adequately match the theoretical Bragg 
curves with the experimental data. The first parameter determines the charge 
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conservation in the collision. This determines what fraction of the original charge 
appears in the secondary fragments. The remaining charge is assumed to have gone to 
the secondary charged fragments that are stopped close to the point of fragmentation. 
The second parameter determines the relative charge distribution of the secondary ions. 
The theoretical Bragg curve is composed of the Bragg curve of the primary ions plus the 
Bragg curves of all the various secondary ions. 
LET values are derived as a function of penetration distance from the beam model 
that is used to calculate the Bragg curve. The LET values calculated are the dose-
weighted averages of the LET of the primary ions and each type of secondary ion. 
During the design of the isosurvival ridge filter, these LET values are used to produce the 
average LET distribution as function of penetration distance for the spread Bragg peak. 
In order to produce a uniformly effective dose distribution over the desired 
region, there must be a means of predicting the biological effect as a function of the 
average LET and dose at each point in depth along the percent depth distribution. A 
standard linear-quadratic model can be used to predict cell survival: 
(-aD-[3D2) 
s = s0e , (3. 1) 
where S is the number of surviving cells in a population of So cells, and D is the dose. 
The a and � terms are both functions of the average LET and the velocity of the particle. 
The functions that describe the variations of the a and � terms are chosen to match as 
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closely as possible the experimental RBE values from know heavy charged particle 
experiments. 
Once the parameters of the heavy charged particle beam and a means to calculate 
the expected biological effect are known, it is a straightforward procedure to calculate the 
expected biological effect as a function of depth. Isodose plans can be calculated for 
patient treatment with heavy charged particle beams. However, if the RBE values change 
as a function of the penetration distance, then the isodose plan is not sufficient to 
illustrate the degree of the expected biological effect. In general, one would expect to 
have a lower effective dose in the plateau region and beyond the distal peak, and an 
increasingly effective dose from the proximal to distal peaks. 
Heavy Ion Treatment Planning 
An essential element of a heavy ion radiotherapy program is the development of a 
computerized treatment planning system. Treatment planning includes the development 
of methods to calculate isodose distributions, dosimetry to verify that such calculations 
are accurate, and optimized radiation techniques that confine the high dose region to the 
prescribed target volume. CT based systems have been used in heavy ion radiotherapy 
that allow the contouring of the tumor volume on multiple slices. These treatment 
planning programs use the CT data on a pixel by pixel basis to design appropriate 
compensators to counter the stopping region of the therapy beams, select an appropriate 
spread Bragg peak for the irradiation, design a collimator aperture for each entry port, 
and generate isoeffect and isodose lines overlaid on the CT image. 
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Pixel by pixel treatment planning programs have been developed to calculate the 
dose distributions from multi-port charged particle beams (Chen, 1979). The process 
begins by taking a sequential set of CT slices through the region of interest. An 
interactive display is then used to contour the tumor and normal volumes into the 
treatment-planning computer. 
The objective in charged particle radiotherapy is to shape a three-dimensional 
high dose region around the defined target volume. This is done on each slice by 
calculated the appropriate compensation to stop the primary beam at the distal end of the 
target contour. The core of the treatment-planning program is modified to calculate the 
water equivalent distance from the distal end of the target contour to the body-air 
interface along the specific beam direction. Given this water equivalent range and the 
maximum range of the heavy ion beam, the amount of external absorber along that ray is 
defined. By using the target contours, the treatment-planning program automatically 
calculates the appropriate spread Bragg peak and the required water column setting for 
the treatment. 
The finite range of charged particles is the principal source of the improved dose 
distributions over photon therapy. The initial energy of the particles and the properties of 
the medium traversed determine beam depth of penetration. Accelerated beams of 
helium, carbon, neon, and argon ions have been used at energies sufficient to pass 
through beam scattering foils and still have a penetration range in the patient of at least 
25 em of water. 
The depth of penetration of the charged particles is adjusted by selecting the 
appropriate variable water column and three-dimensional compensation. This allows the 
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dose to the tumor to be maximized and the dose to critical structures to be minimized. In 
order to exploit this advantage properly, the appropriate water equivalent depth of 
penetration must be determined accurately. This parameter is the single most important 
quantity to be defined in order to position the beam precisely in depth. Because of the 
sharp dose gradient at the distal end of the beam, an incorrect calculation of the depth of 
penetration could lead to a clinically significant underdosage of the tumor volume, or a 
undesirable overdosage of sensitive normal tissue distal to the tumor. The qualitative 
information necessary to characterize the heterogeneities in the beam and to determine 
the appropriate treatment depth are obtained in CT imaging. 
The narrow Bragg peaks of heavy ions are usually broadened to therapeutically 
useful dimensions by spiral ridge filters. Since the RBE increases toward the end of the 
range, the physical dose is decreased near the distal end of the ridge-filtered beam in 
order to produce a region of uniform biological effect. 
Therapeutic heavy ion beams exhibit an increase in dose just before the Bragg 
peak and tails in the dose distributions distal to the peak, as shown in Figure 3 .5 .  Both of 
these effects result from the production of nuclear fragments as the primary beam 
traverses the medium. Fragment backscattering produces the increase before the Bragg 
peak, while the tails are produced by fragments with a slightly longer range than the 
parent nuclei (Wilson, 1984). For carbon, the tail dose is initially 30 percent and fal ls to 
1 5  percent within 10 additional centimeters of water. The specific amount of 
fragmentation is dependent on the initial energy of the beam. A low energy beam will 
result in a lower fragmentation dose, but would have a shorter residual range. 
32 
2 ... Wilson et al., 1984 
o Silberberg et al., 1977 
A. VR 
x, em 
Figure 3 .5 .  Energy Deposition in water by Ne-20 at 670 Me V/nucleon 
(Wilson, 1 984) 
Heavy ion beams exhibit sharp lateral penumbras. In the plateau region of the 
percent depth dose curve, the lateral dose has been measured to fall from 90 to 10 percent 
in 3.5 mm for helium beams. As the beam energy decreases, multiple Coulomb 
scattering increases and the penumbra in the isosurvival region of ridge filtered helium 
beams increases to 10 mm. Carbon and neon beams are a factor of two smaller than the 
helium beam because of the increased particle mass. In treatment planning calculations, 
the helium penumbra is modeled by a Gaussian fall off with parameters obtained from 
experimental measurements. For carbon and neon, the penumbras are extremely sharp, 
and are smaller than the grid spacing of the calculational matrix. In these cases, the 
penumbra dose is calculated to fall from the 100 percent level to the 0 percent level with 
one lateral pixel. 
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CT data is used to define the position of the treatment volume relative to critical 
structures and for heterogeneity corrections in treatment planning. The CT value of each 
pixel must be converted to a water equivalent path length in order to provide the expected 
change in the residual range of the beam. CT numbers are a measure of the linear 
attenuation of each pixel at diagnostic photon energies. At these energies, the linear 
attenuation coefficient (J.t) is dependent upon the effective atomic number, which 
contributes to the photoelectric effect and the electron density. The equation relating 
these quantities is 
(3.2) 
where 
p = density 
No = Avogadro' s  Number 
z = atomic number 
A = atomic weight 
O'KN = Klein Nishina cross section per electron 
O'PE = photoelectric cross section per electron. 
The quantity pN0Z/ A is the electron density of the material in electrons per cubic 
centimeter. The photoelectric cross section contributes to the observed CT number with a 
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Z3 dependence. In contrast, the equation governing energy loss of heavy charged 
particles in a medium is 
(3 .3) 
where 
k, = constant including particle charge 
kz = constant 
� = relativistic velocity v/c 
I = adjusted ionization potential of the medium. 
This equation defines a direct relation between energy loss and the electron density of the 
medium, with a logarithmic dependence on the adjusted ionization potential . The 
ionization potential of human tissues produces a small variation in the logarithmic term. 
The dominant factor in determining the range shortening of charged particles is the 
electron density. 
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Chapter 4 
Materials and Methods 
A fundamental approach using a knockout-ablation collision formalism based 
upon quantum-mechanical, optical model methods obtained from scattering theory was 
taken in the past (Townsend, 1994). In this work we improve the model by incorporating 
previously neglected excitation energy contributions from the liquid drop model (LDM). 
The improved model is used to estimate elemental cross sections for a variety of 
projectiles and targets. 
Theory of Nuclear Production Cross Section Generation 
In the abrasion-ablation model (Bowman, 1973), the projectile nuclei traveling at 
relativistic speeds collide with stationary target nuclei. In the abrasion step (particle 
knockout), those portions of the nuclear volume that geometrically overlap are sheared 
away by the collision, and the remaining projectile piece (prefragment) continues its 
trajectory with its pre-collision velocity. Because of the dynamics of the abrasion 
process, the prefragment is highly excited and subsequently decays by the emission of 
gamma radiation or nuclear particles in the ablation stage. It is this resultant isotope is 
the nuclear fragment whose cross section is measured or calculated. In the geometric 
abrasion-ablation model , the excitation energy is estimated using the liquid drop model 
surface term. This method can be used to estimated cross sections for nucleus-nucleus 
collisions, but not for nucleus-proton interactions. 
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In the nucleus-nucleus optical potential formalism (Townsend, 1993), the 
abrasion cross section for producing a prefragment of charge ZrF and mass ArF is given 
by 
cr ,, (Z,. , A ,. ) = (�J(�JJ d'b(l - T(b) r· (T(b) J'" (4. 1 )  
where 
(4.2) 
and 
In Eqs. ( 1 )-(3), b is the impact parameter vector, e is the two-nucleon kinetic energy in 
the center-of-mass frame, z0 is the target center-of-mass position in the projectile rest 
frame, �i (i = P,T) are the coordinates of colliding nuclei, Ai (i = P,T) are the mass 
numbers of colliding nuclei , and y is the projectile-nucleon-target nucleon relative 
separation vector. The nuclear number density p (T = target, P = prefragment) are 
obtained from the appropriate charge densities by an unfolding procedure (Wilson, 1989), 
and the constituent averaged nucleon-nucleon cross section is given by 
a NN = (1 + _2_]{40 + 109 cos(O.l 99n.JT: I 1 80) exp[-0.45 1(�ab - 25)0.258 ]} (4.4) 
�ab 
37 
for T1ab > 25 MeV and as 
aNN � exp[ 65 J ex� �;�r l (4.5) 
for T1ab < 25 MeV. 
Values for the diffractive nucleon-nucleon scattering slope perimeter B(e) can be found 
in published data sets (Ringia, 1 972). 
In equation ( 1 )  a hypergeometrical charge dispersion model is used to describe the 
distribution of the abraded nucleons. This model assumes that z out of Z projectile 
protons and n out of N projectile neutrons are abraded where 
N + Z = Ap 
ArF = Ar -n -z 
(4.6) 
(4.7) 
and ( �) denotes the binomial coefficient expression from probability theory. The 
nucleus-nucleus abrasion cross sections can be calculated with equations (4. 1 ), (4.2), and 
(4.3). 
For nuclear collisions with hydrogen targets, the appropriate target number 
density to use is given by the Dirac delta function 
(4.8) 
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Inserting equation (4.8) into equation (4.3) yields 
With AT = 1 ,  equation (4.2) becomes 
(4. 1 0) 
The nucleus-hydrogen abrasion cross sections can be calculated with equations (4.2), 
(4.9), and (4. 10). 
The FSI energy contribution is calculated using a modified form of the model of 
Rasmussen (Oliveira, 1 979). In the modified model the rate of energy transfer to the 
prefragment is 
(4. 1 1 ) 
where, for the relative kinetic energies less than several hundred MeV involved in FSI, 
we use 
1 
A = --pcr NN 
300 
, cr NN � E (4. 1 2) 
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yielding 
dE 
- = 75p MeV / fm 
dx 
(4 . 1 3) 
where p is the nuclear density in nucleons/fm3. In the original model of Rasmussen 
(Oliveira, 1 979), p = 0. 1 7  fm-3 yielding 
dE 
- = 12.75 MeV / fm .  
dx 
(4. 14) 
If a spherical nucleus of uniform density is assumed, the average energy deposited per 
interaction is then given by 
(4. 1 5) 
The value p = 0. 1 7  fm-3 is unrealistic, however, for all but the heaviest nuclei. Instead, 
we choose 
3A 
p = 
4nR 3 (4. 1 6) 
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where R = 1 .29 Rrms and the values for Rrms are taken from compilations of experimental 
data (DeVries, 1987). For the reactions presented in this work, p ::::: 0. 10 to 0. 1 1  fm-3 . 
Hence, the average energy deposited per interaction is 
( 4. 17) 
which is, as expected, significantly lower then the value obtained using Eq. (4. 1 5). 
For EwM, the excitation energy is estimated by considering the differences in 
binding energy between the prefragment and the initial target nucleus. The liquid drop 
model excitation energy is given by 
where 
Epair = 
ELDM = Evol + Esurf + Ecoui+ Epair + Esym 
2/3 2/3 Esurf = as(App - AT ) 
+ ap (APF -_% - Ar -_%) ZPF 
- ap (APF -_% - Ar -_%) ZPF 
0 
and 
and 
APF 
E - [ (APF - 2Z PF ) - (Ar - 2ZT ) ] sym - asym A i1 PF ''T 
(4 . 1 8) 
(4. 19) 
(4.20) 
(4.21 )  
NPF even 
NPF odd (4.22) 
odd 
(4.23) 
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The coefficients av = 1 5 .5 MeV, as = 16 .8 MeV, ac = 0.72 MeV, ap = 34 MeV, and 
asym = 23 MeV are taken from Krane ( 1 988). 
The abrasion cross section for a prefragment species (Zpp,App) which has 
undergone q frictional spectator interactions is  
(4.24) 
where Pesc is the probability that an abraded nucleon escapes without undergoing any 
fictional spectator interactions (Townsend, 1996). If the assumption is made that the 
nuclear surface has no curvature, then Pesc = 0.5 for heavy nuclei (Oliveira, 1 979). 
Depending on the magnitude of its excitation energy, the prefragment will decay 
by emitting nucleons and/or gamma rays. The probability that a prefragment species j ,  
which has undergone q frictional spectator interactions, deexcites to produce a particular 
final fragment of type i ,  i s  obtained with the EV A-3 Monte Carlo cascade-evaporation 
computer code (Morrissey, 1979). The final hadronic cross section for production of the 
type i isotope is obtained from 
n+z 
O"nuc (Zi ' AJ = L L aij (q)aabr (Zj , Aj ,q)  (4.25) j q=O 
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where the summation over j accounts for contributions from different prefragment 
isotopes j ,  and the summation over q accounts for the effects of different FSI excitation 
energies. 
Another contribution to heavy nuclide production is due to knockouts caused by 
electromagnetic dissociation (Norbury, 1 989; Norbury, 1 990a; Norbury, 1 990b). In 
electromagnetic dissociation (EMD) the virtual photon field of the target nucleus 
interacts electromagnetically with the constituents of the projectile to cause excitation 
and eventual breakup. The total electromagnetic (EM) cross section for one-nucleon 
removal resulting from electric dipole (El ) and electric quadrupole (E2) interaction is 
given by 
(4.26) 
O"em = J [ N El (E)aE, (E) + N E2 (E)aE2 (E) }IE (4.27) 
where the virtual photon spectra of energy E produced by the target nucleus are given by 
(4.28) 
for the dipole field and by 
(4.29) 
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for the quadrupole field (Bertulani, 1 988). The terms crE1 (E) and crE2(E) are the 
corresponding photonuclear reaction cross sections for the fragment projectile nucleus. 
The terms Ko and K1 in the expression for NE1 and NE2 are modified Bessel functions of 
the second kind and are also functions of the parameter �. The latter is given by 
� 
= 2nEb min 
y�hc 
(4.30) 
where E is the virtual photon energy, bmin is the minimum impact parameter bellow which 
the collision dynamics are dominated by nuclear interactions, � is the speed of the target 
measured from the projectile rest frame as a function of the speed of light c ,  h is Planck's 
constant, and y is the usual Lorentz factor from special relativity. The minimum impact 
parameter is given by 
(4.3 1 )  
where Xct = 0.25 and 
(4.32) 
allows for deviation of the trajectory from a straight line (Aleixo, 1 989). The critical 
impact parameter for single nucleon removal is 
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b = 1 34[A 113 + A 113 - 0 75(A -113 + A -113 )] c '  p T • p T (4.33) 
with Ap and AT being the projectile and target nucleon numbers. 
The photonuclear cross section crEI (E) and crE2(E) are Lorentzian shaped and 
sharply peaked in energy. Therefore, they can be taken outside the integral of equation 
(4.24) to yield the approximate form given by 
(4.34) 
where EooP and EoQP are the energies at the peaks of the E1 and E2 photonuclear cross 
sections (Bertulani, 1 988). These integrals of the photonuclear cross sections over energy 
are evaluated with the fol lowing rules (Bertulani , 1 988) 
and 
f 
NZ 
cr El (E)dE = 60A MeVmb 
f 
dE 213 Jlb cr E2 (E) -2 = 0.22fZA -- . E MeV 
(4.35) 
(4.36) 
In equations (4.35) and (4.36), N is the number of neutrons, Z is the number of 
protons, and A is the mass number of the projectile nucleus. The fractional exhaustion of 
the energy-weighted sum rule in equation (4.35) is (Westfall ,  1 979) 
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{0.9 
f = 0.6 
0.3 
(A > 1 00) 
(40 � A �  100) 
(40 � A)  
Note that equation (4.37) is the sum rule for the isoscalar E2 giant resonance. The 
(4.37) 
isovector E2 resonance is not used, because it decays mainly by two-nucleon emission 
(Bertulani , 1 979), which is not considered here. 
In equation (4.34) EaoR and EaQR are the energies at the peaks of the E 1  and E2 
photonuclear cross sections. For the dipole term it is (Westfall, 1 979) 
with 
and 
he [m*c 2 R � ( 1 + E + 3u )]-112 E = - 1 + u - E GDR 2n 81 1 + E + U 
31 -113 u = - A  
Q'  
Ro  = 't'oA113 
(4.38) 
(4.39) 
(4.40) 
where E = 0.0768, Q' = 1 7  MeV, 1 = 36.8 MeV, 'to = 1 . 1 8  fm, and m* is 711 0  of the 
nucleus mass. For the quadrupole term, it is given by 
63 EGQR = A 113 MeV (4.41 )  
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Finally, the single-proton or single-neutron removal cross sections are obtained 
from O'em using proton and neutron branching ratios gi(i = p,n) as 
(i = p or n) (4.42) 
The proton and neutron branching ratios has been parameterized as 
gP = min[� ,1 .95 exp(-0.075Z)l (4.43) 
and 
(4.44) 
where Z is the number of protons, and the minimum value of the two quantities in square 
brackets is  to be taken (Westfall, 1 979). This parameterization is satisfactory for heavier 
nuclei (Z > 14). For light nuclei the following branching ratios are used instead 
{0.5 
gp = 0.6 
0.7 
(Z < 6) 
(6 $ z ::;  8) . 
(8 :::; Z $ 14) 
(4.45) 
This model assumes that only one nucleon removal is  important. This is  approximately 
true because the electromagnetic dissociation cross section decreases rapidly with the 
increased number of nucleon removed. 
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Chapter 5 
Results and Discussion 
In order to determine the utility and accuracy of the nuclear production cross 
section generation for this model, a detailed comparison between cross sections generated 
with the model described in Chapter 4, the previous optical model, a popular 
semiempirical model, and experimental data was conducted for three interactions. The 
results for all interactions studied can be found in Appendixes 1 to 7. 
Isotopic Cross Sections for Proton Projectilesffargets 
Table 5 . 1 lists the estimates from this work, the previous model (Townsend, 
1 994), and recently reported measurements (Guzik, 1 994) of isotope production cross 
sections for 600A MeV Sulfur colliding with Hydrogen. Also displayed, for comparison 
purposes, are cross sections from using the semi empirical formalism of Silberberg-Tsao 
(Silberberg, 1 983). Note that the cross section estimates from the optical potential model 
are in good agreement with the experimentally measured isotopic production cross 
sections and with the Silberberg-Tsao calculations. 
Figure 5 . 1 displays a plot of the calculated verses experimental isotopic cross 
sections for the 600A MeV Sulfur colliding with Hydrogen. A perfect model that 
predicts all of the experimental cross sections correctly would be described by the line y 
= x. A least squares linear regression of the calculated verses experimental data was 
performed to determine the deviation from the ideal. Note that this analysis does not 
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Table 5. 1 .  Isotopic cross sections for 600A MeV Sulfur colliding with 
Hydrogen. 
I Isotope This Work Prev. Work Silberberg I Experiment STD 
Si-30 4 23 40.09 1 8.6 2 . 14  
Si-28 33.5 43 .5 27.03 38 . 1  3.2 
Si-27 6.4 9.7 8.49 4.98 1 .04 
Mg-26 8.9 7.2 10. 15  13 .4 2.21 
Mg-25 25. 1 24.4 2 1 .93 27.58 3. 14 
Mg-24 22.7 1 8. 1  19.67 25.9 3 .05 
Mg-23 4.5 5 .5 7.29 2.76 0.96 
Ne-22 2.4 3 5 . 1 3  7 .39 1 .95 
Ne-21 10.3 9.8 10.87 14.63 2.86 
Ne-20 6 4.4 1 3 .69 1 1 . 1 6  2.07 
Ne-19 1 .4 0.8 3 .49 1 .27 1 . 16 
0-18 1 . 8  0.5 2.66 3 .37 2.35 
0-17 5.7 2.9 7.80 6.78 1 . 83 
0-16 1 1 .4 6.6 9.24 1 1 . 8 1  2.6 
0-15 2.7 1 .3 5 .27 2.09 0.8 1  
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Figure 5 . 1 .  The experimental isotopic cross sections for 600A MeV S ulfur 
beams colliding with Hydrogen. The results are plotted against the 
calculated cross sections using the model described in this work. The solid 
diagonal line represents the agreement between the experimental and 
calculated values and the dashed line represents the ideal model. 
50 
include the experimental data's standard deviation. For this projecti le, target and energy 
combination the model slightly over-predicts the cross sections for all fragments. 
Figure 5.2 displays a comparison of the least-squares fits for the estimates from this work 
and the previous model. From the least-squares analysis the previous model appears to 
be slightly better than the current optical potential model . However, an analysis of the 
percent differences that includes the experimental standard deviation indicates that the 
current model is superior. Figure 5.3 displays histograms of the percent differences 
between the experimental isotopic cross sections using the current and previous models. 
The current model predicts the isotopic cross sections with a greater accuracy than the 
previous model . For example, 46 percent of the current model's  cross sections are within 
the standard deviation of the experimental values, compared to 20 percent for the old 
model . 
Figure 5 .4 displays a least-squares comparison for the cross section estimates 
from this work and from the Silberberg-Tsao formalism. From the least-squares analysis, 
the current optical potential model appears to be slightly better than the Silberberg-Tsao 
formalism. This conclusion is further supported by a histogram comparison of the 
models, shown in Figure 5.5 .  Eighty percent of the optical model cross sections are with 
50 percent of the experimental values. The Silberberg-Tsao formalism only has 67 
percent of its cross sections within 50 percent of the predicted values, and 27 percent of 
its cross sections have a percent error in excess of 100 percent. 
Table 5 .2 l ists the estimates from this  work and the semiempirical formalism of 
Silberberg-Tsao with recently reported measurements (Knott, 1 997) of isotope production 
cross sections for 756A MeV Argon colliding with Hydrogen. Note that the cross section 
5 1  
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Figure 5.2. Least squares comparison of the optical model verses the 
previous model for 600A MeV Sulfur beams colliding with hydrogen. 
The agreement between the model described in this work and the 
previous model are plotted against the experimental isotopic cross 
sections. The dashed line represents the ideal model. 
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Table 5 .2. Isotopic cross sections for 765A MeV Ar-36 in hydrogen. 
z A This Work Silberberg Experiment STD 
17  35  42.2 35.28 40.8 8.5 
34 42.8 22.09 25 .5 5.5 
33 4.7 1 9.76 4.5 1 .3 
1 6  34 4.3 25.79 21  3 .4 
33 53.6 37. 10 37. 1 4.6 
32 17.5 3 1 .76 3 1 .4 3 .8  
31  5 . 1  6.3 1 6 1 .2 
1 5  3 3  1 .3 6 .21 1 .5 1 .3 
32 18 . 1  17 .88 10.2 2. 1 
3 1  37.7 32.04 23.6 3.6 
30 32.7 1 8 .54 15 .4 2.3 
29 4.9 6.61 3 .2 0.7 
14 3 1  1 .4 3 .49 2 .8 0 .8 
30 12.8 1 8 .29 23 2.9 
29 35.9 22. 1 6  33.3 3 .3 
28 29.5 23 .01 30.9 3 
27 6.5 5.47 5 .5 0 .8 
13 28 9.9 8 .63 8 .6 1 .6 
27 30.3 1 8 .77 25.2 3 
26 15 .2 13 .0 1  10.9 1 .6 
25 2.6 5 .48 2.3 0.6 
1 2  26 7.8 8 .80 1 2.3 1 .9 
25 16.6 1 2.79 19.8 2 .4 
24 13 .9 1 5 .72 20 2.2 
23 3 .9 4.36 1 .5 0.7 
1 1  24 7.7 4. 1 6  4. 1 1 .2 
23 14.2 10.72 13 .8  2.4 
22 1 1 . 1  8 .69 9. 1 1 .5 
2 1  2 4.22 0.7 0.4 
1 0  22 0.8 4.27 6.6 2 
2 1  6 7 .26 6.8 1 .7 
20 3.7 1 0.29 7.7 1 .8 
19 0.9 3 .25 1 .2 0.8 
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estimates from the optical potential model are in good agreement with the experimentally 
measured isotopic production cross sections and with the Silberberg-Tsao calculations. 
Also note that the very small cross sections (< lOmb) are in excellent agreement with the 
measured data. This is a distinct advantage of this formalism over the usual intranuclear 
cascade models, which require substantial computing time to accurately estimate small 
cross sections. Figure 5.6 displays a plot of the calculated cross sections from this work 
and the experimental isotopic cross sections. From this plot the accuracy of optical 
model in the predicting small i sotopic cross section can clear be seen. Unfortunately, this 
model does tend to over-predict the cross sections for several of the fragments. 
Figure 5 .7 displays the least-square fits for the optical potential model and the 
Silberberg-Tsao formalism for 765A MeV Argon fragmenting in hydrogen. The 
Silberberg-Tsao formalism seems to predict the isotopic cross sections for this  interaction 
with a greater accuracy than the optical potential model . This  is expected because the 
Silberberg-Tsao formalism is based on extensive curve fitting to experimental data. 
Although this data set is not included, data sets for similar interaction were included in 
the curve fitting. Nevertheless, the histogram analysis of the percent error for the two 
methods, shown in Figure 5.8, indicates that the optical model is comparable to the 
Silberberg-Tsao formalism. 
Elemental Cross Sections for Heavy Charged Particle Projectiles and Targets 
Table 5 .3 lists the estimates from this work and the semiempirical formalism of 
Silberberg-Tsao with recently reported measurements (Zeitlin, 1997) of elemental 
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Table 5 .3 .  Elemental cross sections for 1050 MeV per 
nucleon Iron on Carbon targets. 
z This Work Silberberg Experiment 
Mn 207.5 273.80 1 52 
Cr 1 1 8 .3 235.96 1 14 
v 8 1 .5 1 34.46 75 
Ti 80.4 1 7 1 .03 78 
Sc 63.8 1 7 1 .03 6 1  
Ca 38.5 107.50 62 
K 46.5 74. 1 8  45 
Ar 42.4 70.29 50 
CI 4 1 .2 44.24 42 
s 4 1 .7 47.59 48 
p 45 .5 30.76 40 
Si 44. 1 28.7 1 53 
AI 39.2 19.85 42 
Mg 30.2 19.6 1 5 1  
STD 
6 
5 
3 
4 
3 
3 
2 
2 
2 
2 
2 
2 
2 
2 
6 1  
production cross sections for 1 .05 GeV per nucleon Iron colliding with Carbon. Note that 
the cross section estimates from the optical potential model are in good agreement with 
the experimentally measured isotopic production cross sections and with the Si lberberg­
Tsao calculations. However, there is a tendency for the model to overestimate the cross 
sections for fragment charge numbers near iron and to underestimate the cross sections 
for charge numbers much smaller than iron. This trend tends to suggest that the 
prefragment excitation energy in the model may be too low for the iron projectile. Figure 
5.9 displays a plot of the calculated cross sections from this work and the experimental 
isotopic cross sections. 
Figure 5 . 1 0  displays the least-square fits for the optical potential model and the 
Silberberg-Tsao formalism for 1 .05 GeV per nucleon Iron fragmenting in carbon. In this  
case the optical potential model of this work is  superior to the Silberberg-Tsao formalism. 
This is  expected because the Silberberg-Tsao formalism does not contain experimental 
curve fitting for interaction similar to this one. This superiority of the optical potential 
model is further demonstrated in the percent error histograms, shown in Figure 5 . 1 1 . 
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Chapter 6 
Conclusions and Future Work 
Reliable methods of accurately and quickly estimating heavy fragment production 
cross sections are needed for a variety of applications including the production of beams 
of radioactive ions, studies of the relative abundance of the nuclei in galactic cosmic rays, 
space radiation protection, and in radiation therapy for treatment of cancers. A 
fundamental, quantum mechanical fragmentation theory was developed and implemented 
that uses the liquid drop model and frictional-spectator interactions to estimate the 
prefragment excitation energy. This model produces fast and accurate nuclear production 
cross section for all proton-nucleus and nucleus-nucleus interactions using one 
fundamental model . For many projectile-target combinations, the optical potential model 
generates production cross sections that are at least as accurate as those generated using 
the previous model and the Silberberg-Tsao formalism. However, in situations where 
interactions not include the fitting parameterization of the Silberberg-Tsao formalism, the 
optical potential model produces superior results. The good agreement between theory 
and experiment suggests that progress in formatting accurate, predictive models from 
fundamental nuclear scattering theory has been made. 
Although significant progress in model development was made in this thesis, 
there is stil l  much work to do in fragmentation model development. In order to fully 
utilize the predicted cross sections generated by this model in radiation transport 
computer codes, a database of the calculated cross sections must be generated. Although 
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not implemented, database generation should be possible with the existing computer 
code. 
Although this model predicts production cross sections accurately, it does not 
produce the inclusive momentum distribution needed for three-dimensional radiation 
transport. The implementation of the theory need to predict these cross sections is well 
beyond the scope of this  thesis. 
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Elemental Ooss Sections (rrb) for 1200 WeV per nucleon 
La-137 colliding wth Carbon. (Olristie et al.) 
! Isotope lhis VIJork Silberberg Experirrent SID !  
Ba 276.0 451 .95 231 24 
Cs 108.8 168.96 148 19  
Xe 101 .6 131 .06 1 13 17  
I 64.5 157.72 00 15  
Te 72.1 121 .51 94 14 
Sb 48.4 98.73 00 13 
Sn 66.2 101 .56 57 13 
In 42.6 64.10 42 1 1  
Cd En 65.75 33 12 
Ag 3).5 40.89 31 1 1  
Pd 44.1 41 .95 37 1 1  
Rh 26.4 3).31 16  1 1  
Ru 35.5 27.62 37 9 
Tc 20.9 20.16  28 10  
IVIo 26.2 15.56 3) 9 
Nl 14.9 12.96 40 9 
Zr 15.3 13.58 9 8 
y 10. 1  8.58 21 9 
Sr 8.9 8.00 27 9 
Rb 5.6 7.35 31 10 
Kr 2.7 8.3) -3 8 
75 
Bemental Ooss Sections (rrb) for 12(X) N'eV per nucleon 
L.a-1 37  collidng wth Hydrogen (Olristie et al.) 
! Isotope lhis VVork Silberberg Experirrent SID I 
8a 263.4 21 9.57 203 37 
Cs 1 31 85.90 1 70 32 
Xe 141 .6 66.64 1 13 28 
I 92.8 00.1 8  1 08 25 
Te 109.9 61 . 78 1 01 24 
Sb 67.4 50.20 92 23 
Sn 96.6 51 .63 55 22 
In 58.6 32.59 89 20 
Ccl 58.2 33.43 1 5  20 
Ag 33.3 20.79 42 1 9  
Pd 34 21 .33 29 1 8  
Rh 1 4.9 1 5.41 5 1 7  
Ru 1 7.9 1 4.04 41 1 5  
Tc 1 0. 1  1 0.25 1 6  1 6  
IVIo 8.4 7.91 39 1 6  
Ml 4.4 6.59 1 6  1 4  
Zr 3.2 6.90 3 1 3  
y 1 .8 4.36 1 1  1 5  
Sr 1 .4 4.37 1 6  1 5  
Rb 0.7 3.74 -29 1 2  
Kr 0.3 4.22 4 1 3  
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lsotq:>ic Qoos Sections (rro) for 400A W'eV Sulfur 
Bearrs Colliding With Hydrogen (GJzik et al.). 
! Isotope This Work Prev. Work Silberberg I Experirrent STD 
Si-30 4 23 40.78 22.84 1 . 1  
Si-29 75.5 53.2 38.63 47.36 2.25 
Si-28 33.5 43.5 27.72 43.33 2.07 
Mg-26 8.6 7.2 9.1 1  8.26 0.53 
Mg-25 26 24.4 21 .19 20.46 1 .22 
Mg-24 22.8 18 18.56 23.78 1 .43 
Mg-23 4.5 5.5 6.08 4.41 0.37 
I'Je-22 2.4 3 4.07 3.4 0.41 
I'Je-21 10.3 9.8 9.45 10.89 1 .CQ 
I'Je-20 6 4.4 1 1 .82 9.99 0.96 
I'Je-19 1 .4 0.8 2.71 1 . 14 0.33 
0.18 1 .8 0.5 1 .87 1 .47 0.48 
0.17 5.7 2.9 6.10 5.21 0.71 
0.16 1 1 .4 6.6 7.28 1 1 .23 1 .32 
C-14 5.5 0.4 0.89 3.14 1 .99 
C-13 5 2.9 3.31 3.58 1 .93 
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Isotopic Cross Sections (mb) for 600A MeV Sulfur 
Beams Col l iding With Hydrogen (Guzik et al .) .  
I Isotope This Work Prev. Work Silberberg I Experiment STD 
Si-30 4 23 40.09 1 8.6 2. 1 4  
Si-28 33.5 43.5 27.03 38. 1 3.2 
Si-27 6.4 9.7 8.49 4.98 1 .04 
Mg-26 8.9 7.2 1 0. 1 5  1 3.4 2.21 
Mg-25 25. 1  24.4 21 .93 27.58 3 . 1 4  
Mg-24 22.7 1 8. 1  1 9.67 25.9 3.05 
Mg-23 4.5 5.5 7.29 2.76 0.96 
Ne-22 2.4 3 5. 1 3  7.39 1 .95 
Ne-21 1 0.3 9.8 1 0.87 1 4.63 2.86 
Ne-20 6 4.4 1 3.69 1 1 . 1 6  2.07 
Ne-1 9 1 .4 0.8 3.49 1 .27 1 . 1 6  
0-1 8  1 .8 0 .5 2.66 3.37 2.35 
0-1 7  5.7 2.9 7.80 6.78 1 .83 
0-1 6  1 1 .4 6.6 9.24 1 1 .81 2.6 
0-1 5 2.7 1 .3 5.27 2 .09 0.81 
87 
Element This Work Ex eriment STD 
p 1 06.6 67.29 6.77 
Si 1 20.3 1 02.1 2 3.47 
AI 83.3 57.51 2.42 
Mg 63 69.8 2.62 
Na 50.6 35.02 1 .94 
Ne 21 34.5 1 .93 
F 1 5. 1  1 4. 1 8  1 .87 
0 22.3 26.25 24.08 3.02 
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Isotopic Cross Sections for 352A MeV Ar-40 in 
Hydrogen (Knott et al . ) .  
z A This Work Silberberg Experiment STD 
17  37 37 29.81 52.3 13.7 
36 39.2 46.07 32.5 9.2 
35 18.5 1 8. 1 1  1 6  4.1 
34 1 .4 2.09 3 0.9 
37 2.9 2.32 2.3 2.2 
16  36 1 1 .3 1 9. 1 9  14.7 4. 1 
35 1 9.9 33.87 23.6 3.2 
34 40.2 47. 12  46.5 4.6 
33 17.4 13.80 17.1 2. 1 
32 2.7 3. 15  4.6 0.8 
35 1 .3 0.92 2.3 0.6 
15 34 13  5.78 4.7 3.1 
33 17.4 20.49 20.4 3 
32 32.8 21 .28 23.8 3.2 
31 20.5 12.33 17.3 2. 1 
30 4.3 2.07 2.7 0.6 
32 6.4 3.66 3. 1 0.7 
14  31 15.2 9.70 10.6 1 .3 
30 20.5 1 9.95 25.2 2.3 
29 24.2 8.51 15.6 1 .5 
28 8.2 2.79 6.8 0.9 
30 6. 1 1 .05 0.6 0.4 
13  29 9 5.50 6.3 1 
28 15.4 8.34 7.6 1 . 1 
27 15.6 6.95 12.3 1 .4 
26 4.4 1 .65 2.5 0.6 
28 1 .4 0.64 0.9 0.4 
12  27 5.4 2.47 2.3 0.7 
26 9.1 7.32 8 1 .2 
25 10.6 4.43 7 1 . 1 
24 2.3 2.03 3.5 0.7 
25 3.6 1 .34 0.5 0.5 
1 1  24 6. 1 2.89 2.5 0.7 
23 6.9 3.37 4.3 1 
22 2.9 1 . 10  1 .4 0.4 
23 2.3 0.58 0.2 0.4 
1 0  22 2.8 2.41 3.3 1 .2 
21 2.9 2.02 1 .3 1 
20 1 .3 1 .26 0.9 0.6 
21 1 0.31 0. 1 0.6 
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Isotopic Cross Sections for 361 A MeV Ar-36 in  
Hydrogen (Knott et al . ) .  
z A This Work Silberberg Experiment STD 
17  35 42.1  27.97 39 1 1 .8 
34 42.7 33.70 32.8 8.1 
33 4.6 29.45 6.3 1 .2 
16  34 4.3 21 .31 15.7 1 .2 
33 53.4 64.15  47. 1 2.7 
32 17.4 46.22 34.7 2. 1 
31 4.9 6.50 6.5 0.6 
15 33 1 .4 7.14  1 . 1 0.3 
32 17.9 24.98 8.9 0.9 
31 36.7 45.77 30.6 2. 1 
30 32.5 22.77 20.8 1 .4 
29 5 5.86 3.5 0.4 
14  31 1 .5 3. 1 7  1 .2 0.2 
30 13. 1  20.61 1 7.8 1 . 1 
29 36. 1 26. 10  33.7 2 
28 29 23.77 35. 1 2. 1 
27 6.8 4.1 6  4.3 0.4 
13  29 1 .6 1 .74 0.8 0.2 
28 9.9 7.84 5.6 0.6 
27 31 . 1  18 . 18 23.8 1 .8 
26 15.3 1 1 .27 12 . 1  1 
25 2.8 3.55 2 0.3 
12  27 1 .9 0.78 0.3 0. 1 
26 8. 1 6.45 7 0.7 
25 16.6 1 0. 18  14.5 1 .2 
24 13.7 1 1 .38 1 6  1 .3 
23 3.8 2.40 2.7 0.3 
1 1  25 0.7 0.44 0.4 0. 1 
24 7.7 2.46 2.6 0.3 
23 14.2 7.00 9.8 1 . 1  
22 1 1 .3 5.25 6.3 0.8 
21 2 1 .97 0.8 0.3 
1 0  23 0.3 0.20 0.1 0. 1 
22 0.8 2.04 2.2 0.4 
21 5.8 3.89 6 0.8 
20 3.7 5.17  6.4 1 . 1 
1 9  0.9 1 .28 0.5 0.2 
9 21 0.2 0.12  0.2 0.2 
20 2.2 0.78 0.9 0.4 
1 9  2.7 2.67 3.3 1 
18  3.4 2.34 3. 1 1 
17  0.7 1 .01 0.9 0.3 
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Isotopic Cross Sections for 546A MeV Ar-36 in 
Hydrogen (Knott et al . ) .  
z A This Work Silberberg Experiment STD 
1 7  35 42.1  32.34 27.8 8.5 
34 42.7 26.69 32.6 5.6 
33 4.6 23.60 7.6 1 .6 
1 6  34 4.3 25.79 1 4.6 2.3 
33 53.3 48.49 37.3 3.5 
32 1 7.2 38.74 33.4 3.1 
31 4.9 6.68 8.2 1 .2 
1 5  33 1 .4 6.82 0.7 0.4 
32 1 7.9 21 .44 8.5 1 .3 
31 37 38.95 25.6 2.9 
30 32.4 21 .23 1 8  2 
29 4.8 6.61 2.8 0.8 
1 4  31 1 .5 3.50 0.8 0.4 
30 1 3. 1  20. 1 9  1 8.9 1 .8 
29 36.7 25.04 29.7 2.4 
28 29 24.69 35. 1  2.6 
27 6.7 5. 1 8  3.3 1 
26 0.8 0.85 0.6 0.4 
1 3  29 1 .6 2.22 0.3 0.4 
28 1 0  8.77 5. 1 1 . 1  
27 30.8 1 9.68 22.8 2.2 
26 1 5.4 1 3.07 1 2. 1  1 .7 
25 3 4.89 2.9 0.9 
1 2  27 1 .9 1 . 1 5  1 .2 0.4 
26 8.3 8.23 6.8 1 . 1 
25 1 6.3 1 2.45 1 5.6 1 .6 
24 1 3.6 1 4.76 1 8.2 1 .7 
23 3.8 3.66 2.3 0.7 
22 0.3 0.70 0.6 0.3 
1 1  25 0.7 0.74 0.6 0.3 
24 7.7 3.58 2.2 0.8 
23 1 4.2 9.68 1 0  1 .5 
22 1 1 . 1  7.62 7.3 1 .3 
21 2 3.33 1 . 1 0.6 
1 0  22 0.8 3.38 3 0.8 
21 5.8 6.08 7.1 1 .4 
20 3.7 8.42 8.3 1 .7 
1 9  0.9 2.41 1 .2 0.5 
9 20 2.2 1 .49 0.8 0.8 
1 9  2.7 4.71 2. 1 1 .8 
1 8  3.4 4.27 2 2.1 
1 10 
Isotopic Cross Sections for 765A MeV Ar-36 in 
Hydrogen (Knott et al . ) .  
z A This Work Silberberg Experiment STD 
17  35 42.2 35.28 40.8 8.5 
34 42.8 22.09 25.5 5.5 
33 4.7 19.76 4.5 1 .3 
16  34 4.3 25.79 21 3.4 
33 53.6 37.10  37.1 4.6 
32 17.5 31 .76 31 .4 3.8 
31 5.1 6.31 6 1 .2 
15  33 1 .3 6.21 1 .5 1 .3 
32 18. 1  17.88 10.2 2.1 
31 37.7 32.04 23.6 3.6 
30 32.7 18.54 15.4 2.3 
29 4.9 6.61 3.2 0.7 
14  31 1 .4 3.49 2.8 0.8 
30 12.8 18.29 23 2.9 
29 35.9 22.16  33.3 3.3 
28 29.5 23.01 30.9 3 
27 6.5 5.47 5.5 0.8 
1 3  28 9.9 8.63 8.6 1 .6 
27 30.3 18.77 25.2 3 
26 15.2 13.01 10.9 1 .6 
25 2.6 5.48 2.3 0.6 
12  26 7.8 8.80 12.3 1 .9 
25 16.6 12.79 19.8 2.4 
24 13.9 15.72 20 2.2 
23 3.9 4.36 1 .5 0.7 
1 1  24 7.7 4. 16 4. 1 1 .2 
23 14.2 10.72 13.8 2.4 
22 1 1 . 1 8.69 9. 1 1 .5 
21 2 4.22 0.7 0.4 
10  22 0.8 4.27 6.6 2 
21 6 7.26 6.8 1 .7 
20 3.7 10.29 7.7 1 .8 
19  0.9 3.25 1 .2 0.8 
9 20 2.2 2.04 1 .5 1 . 1 
1 9  2.7 6.06 5.6 2.9 
18  3.4 5.60 2.5 1 .6 
1 1 1  
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Isotopic Cross sections for 1 .65A GeV argon on carbon 
(Tul l  et al . ) .  
z A This Work Old Model Silberberg Experiment STD 
17  37 49.6 22 33.50 27 8.85 
36 47.2 64.3 40.28 49.5 16.5 
35 20.5 21 .9 23.55 51 19.5 
37 4 1 .8 4.34 1 1 .7 2.7 
1 6  36 13.1 15.8 23.87 12.4 3 
35 21 .4 26.2 35.91 24 5.4 
34 49.8 44 54.70 49.5 10.8 
33 24 21 .9 22.57 31 .5 7.05 
32 2.8 2.8 9.35 1 0.6 3 
31 0.1 0.8 1 .04 0.54 0.42 
36 0.2 1 .3 0.27 0.615 0. 195 
15  35 1 .5 1 .4 2.76 2.1  0.33 
34 1 9.2 14.6 1 0.83 5.85 0.825 
33 25.1 27 30.89 1 8  1 .8 
32 39.2 31 .5 33.23 27 2.7 
31 24 28.6 25.71 21 2.1 
30 6.2 5.5 7.44 3.9 0.63 
29 0.6 0.5 1 .53 0.315 0.195 
33 0.5 1 .7 1 .40 1 .32 0.24 
14 32 6.4 6.6 10.41 3 0.24 
31 15.8 14.8 21 .00 1 1  1 .8 
30 25.2 24 42.39 37.5 3.1 5  
29 27.7 24.8 22.93 25.5 3 
28 1 1 .2 12.7 12.32 13  1 .95 
27 1 0.5 1 .76 0.69 0.285 
31 0.5 1 0.86 0.705 0.21 
1 3  30 6.2 8 4.55 3 0.405 
29 12.2 10.8 17.25 10.4 2.25 
28 20.4 20.8 24.37 1 9.5 2.4 
27 23.9 24.3 24.49 25.5 2.85 
26 8.2 8 9.1 0  7.2 1 .28 
25 0.7 0.8 2.39 0.315 0. 165 
29 0.4 0.3 0.43 0.66 0.21 
12  28 3.7 2.5 4.25 2.5 0.495 
27 7.3 6.6 1 1 .28 6.75 1 .02 
26 1 6.7 14.5 29.62 24 2.85 
25 1 9.8 17.5 20.62 22.5 3.45 
24 10.8 10.3 14.09 14.2 1 .8 
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Isotopic Cross sections for 1 .65A GeV argon on carbon 
(Tul l  et al . ) .  
z A This Work Old Model Silberberg Experiment STD 
1 1  26 2.7 3. 1 1 .82 2.4 0.51 
25 6.7 7.3 8.97 7.95 1 .05 
24 15  14.5 16.33 12.6 2.1 
23 16  1 8.5 20.93 22.5 3. 15  
22 8.9 9.7 9.80 8.25 1 .65 
21 0.8 0.6 3.20 0.255 0. 123 
24 0.8 1 1 .67 1 .8 0.45 
10  23 3.4 5.8 5.72 4.8 0.54 
22 8.6 8.7 1 9. 17  12.3 2.25 
21 15.1  12.4 16.84 16.5 2.55 
20 5.9 5.4 14.37 8.55 1 .8 
1 9  0.6 0.4 3.53 0.705 0.36 
22 0.7 0.9 0.71 0.765 0.285 
9 21 2.8 2.3 4.46 4.35 0.81 
20 10  10.8 10.27 7.2 1 .95 
1 9  8.5 7.9 18.24 1 1 .7 2.25 
18  3.8 2.9 1 1 . 10  5.4 1 .32 
1 7  1 .5 1 .5 4.66 0.345 0.315 
20 0.3 0 0.65 0.33 0.088 
8 1 9  3.4 2.9 3. 1 1  3.6 0.645 
1 8  6.2 4.3 13.73 6.75 1 .44 
1 7  13.6 12.9 15.70 9.75 2.4 
1 6  12.8 9.6 17.22 14.2 3.45 
15  2.2 1 4.85 1 .23 0.615 
1 4  0.3 0 1 .30 0.086 0. 1 1 1  
1 8  0.1 0.2 0.32 0.6 0.24 
7 17  0.7 1 .2 2.66 2.25 0.57 
1 6  7.3 7. 1 7.99 4.65 1 .3 
15  22.9 17.3 16.47 18  5.1 
1 4  21 .7 14.4 12.13 8.7 2.7 
1 3  3.3 1 .9 2.38 0.75 0.48 
1 5  0.9 0.9 1 .85 1 . 1 7  0. 165 
6 14  5.6 3.5 10.00 4.35 1 .5 
1 3  23.5 12.7 13.85 10  3 
1 2  16. 1  7.9 1 8.21 1 0.2 3 
1 1  1 .5 0. 1 6.07 1 .215 0.555 
1 0  1 .5 0.4 1 .90 0.18  0.24 
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Elemental cross sections for 800 MeV 
Protons colliding with Al-27 (Vonach et al . )  
I Isotope This Work Silberberg I Experiment STD 
26-Si 0 0 0.03 0 
26-Mg 39 17.4 38.04 3 
24-Mg 32.8 17.6 29 2.3 
22-Mg 0.05 0.74 0.5 0 
25-Na 3.2 2.75 2.7 0.3 
24-Na 1 4.6 8.94 10.55 0.6 
22-Na 17.4 1 1  14.2 0.47 
23-Ne 1 .48 2.33 1 .86 0.41 
20-Ne 12 14 9.87 0.8 
18-Ne 0.03 0.82 1 .7 0 
23-F 0 0.01 0.05 0 
22-F 0.09 0. 1 1  0. 1 6  0.07 
21-F 1 1 .21 1 .89 0. 1 5  
20-F 8.4 4.82 5.59 0.34 
20-0 0.06 0.09 0. 1 1  0.07 
19-0 1 1 .04 0.43 0. 12 
18-0 3 5.09 3.75 0.38 
14-0 0.09 0 0. 1 1  0 
1 37 
Elemental cross sections for 800 MeV 
Protons coll iding with Fe-56 (Vonach et al.) 
Isotope This Work Silberberg I Experiment STD 
Fe-53 1 4.4 0 1 .94 0.33 
Mn-54 1 33.3 42.6 2 
Cr-51 34.3 43.2 44.6 2.4 
Cr-49 1 1  7.76 1 1 .74 0.95 
Cr-48 1 .3 1 .9 0.22 0 
V-48 24.4 22.8 25.3 1 .2 
Ti-51 0.2 0.5 3.3 0 
Sc-48 2.6 0.52 0.4 0 
Sc-47 6.2 2. 1 2  4.8 0 
Sc-46 1 1 .2 5.96 1 1 .2 0.52 
Sc-43 1 0.8 7.6 4.4 0.9 
K-42 5.3 2.25 4.4 1 .9 
Ar-41 0.8 0.4 0.39 0. 1 3  
Cl-39 0.7 0.27 0.3 0 
Cl-38 2.2 0.88 1 . 1 7  0.32 
Cl-34 0.8 1 .34 0.25 0. 1 2  
S-38 0.2 0.05 0. 1 2  0 
Al-30 0.3 0. 1 7  0.29 0 
Al-29 0.5 0.72 0.79 0.2 
Al-28 0.6 1 .78 2.55 0.25 
Mg-28 0.1 0. 1 7  0.6 0 
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Elemental Cross Sections for 1 .88A GeV I ron 
Beams Fragmenting In Carbon-1 2 (Westfal l et al . ) 
Isotope This Work Silberberg Exp STD 
Mn 208.4 239.36 1 84 37 
Cr 1 1 8.4 1 81 .71 1 24 1 3  
v 82.7 1 1 4.84 1 00 1 1  
Ti 78.7 1 56.72 87 1 1  
Sc 63. 1 1 1 6.23 54 9 
Ca 42.2 1 1 1 .04 78 1 1  
K 44.7 81 .25 52 7 
Ar 41 .9 81 .74 55 9 
Cl 41 .7 54.51 53 7 
s 41 .3 61 .83 54 10  
p 45.8 40.38 59 10  
Si 44.6 39.26 57 10  
AI 42.6 30.88 83 1 1  
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Elemental Cross Sections for 1 .88A GeV I ron 
Beams Fragmenting In Sulfur-32 (Westfall et al . ) 
Isotope This Work Sliberberg Exp STD 
M n  255.4 402.29 250 22 
Cr 1 31 .5 21 3.00 128 16  
v 93.9 1 34.62 86 12 
T i  92.3 1 83.70 64 20 
Sc 69.9 1 36.25 91 1 3  
Ca 44.3 1 30 . 16  97 1 4  
K 53.1  95.24 55 21 
Ar 48.2 95.81 74 1 3  
Cl 41 .4 63.90 66 1 4  
s 40.8 72.48 74 12  
p 50.2 47.34 50 8 
Si 50.9 46.02 1 06 14  
AI 46.5 36. 19  78 1 3  
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Bem:ntal Oass &o::im; fcr 1ffi.lAMNirrn 
rn Q:nH Targ;E (Zeitlin et al.) 
z 1lis Wxi<.  Sllxrln"g � SID 
.M1 ?!JJ.7 273.00 232 9 
fr 144.1 235.% 154 6 
v 10:1-.6 13:1-.46 112 5 
1l 98.3 171.03 112 5 
Sc 73.2 119.38 � 4 
ca 51.8 1(J7.:'() 85 4 
K 568 74.18 65 3 
Ar :'().5 '";U.29 (f) 3 
a 49.6 44.24 65 3 
s :'().9 47.59 65 3 
p 529 :D.76 (D 3 
51 57 28.71 73 4 
AI 45.8 19.85 57 3 
1\t 35.7 19.61 71 3 
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BEJTB'"ta OasS:Dicrsfcr 1(B)c\I"JeVIrm 
m cat:xn T ag:ts (Zetlin a a.) 
I z llisV\bk Sltamg BqBinut SID 
M1 aJZ5 2738) 1� 6 
Q 1183 Z£95 1 14 5 
v 81.5 13l� 75 3 
1i 8)4 171.03 78 4 
S: 638 171.03 61 3 
Ol :135 10ZSJ 62 3 
K ;:05 7418 45 2 
Pr 4?.4 71)23 S) 2 
a 412 44.2:l 42 2 
s 41.7 4Z!:B 48 2 
p 45.5 3).76 4) 2 
s 44.1 28.71 S3 2 
J.1 312 19ffi 42 2 
MJ 3).2 1961 51 2 
1 60 
Elerrental Q-oss Sections for 1 CEIJA WeV I ron 
on Lead Targets (Zeitlin et al.) 
z This V\brk Silverbu"g Experirrent SID 
M1 513.7 1478.14 481 31 
Cr 172.8 400.76 203 17  
v 1 19.2 277.2f3 146 13  
1i 123.4 352.00 137 1 2  
Sc 88.4 246.25 107 1 1  
Ca 62.4 221 .75 1 12  1 1  
K 70.7 153.01 99 1 0  
PI 57.9 145.00 00 9 
a 59.7 91 .26 00 9 
s 62.6 93.1 8  63 8 
p 63.3 63.45 74 8 
Si 66.9 59.23 00 9 
PJ 57.4 40.95 76 19 
IVIg 47.1 40.45 77 19 
16 1  
Elemental Cross Sections for 1 OSOA MeV I ron 
on Aluminum Targets (Zeitl in et a l . )  
z This Work Silverburg Exp. Std. 
M n  237.9 41 9.66 1 81 6 
Cr 125.2 267.53 124 5 
v 88.6 1 52.44 90 4 
Ti 85.3 1 93.90 93 4 
Sc 67 1 35.34 72 3 
Ca 38.5 121 .87 74 3 
K 52.3 84. 10  59 3 
Ar 41 .5 79.70 59 2 
Cl 41 .1  50. 1 6  49 2 
s 45.8 53.96 55 2 
p 44 34.87 48 2 
Si 46.9 32.55 67 3 
AI 41 22.51 44 2 
Mg 29.9 22.23 56 3 
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dashed l ine re p resents the ideal  mode l .  
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The experimental elemental cross sections for 1 OSOA MeV I ron on 
Aluminum targets (Zeitl in et al .) are plotted against the calculated 
cross sections using the model described in this work. The solid 
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calculated values and the dashed l ine represents the ideal model .  
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semiempirical predictions of Si lberberg et al . are plotted against the 
experimental elemental cross sections for 1 050A MeV I ron on 
Aluminum targets (Zeit l in et al .) . The dashed line represents the ideal 
model .  
170  
> (.) 
c 
Q) 
:::J 
C" 
Q) ... u. 
8 
7 
6 
5 � 
4 � 
3 
2 � 
1 � 
0 Th is W o rk 
0 1 - 1 0  1 1 -25  26-50 50-1 00 1 00+ 
Percent E rro r 
H istogra m s  of the percent d ifference between the calcu lated and 
experimental e lementa l c ross sections for 1 050A MeV I ro n  on  Copper  
targets (Zeitl in  et a l . )  us ing  the m odel  descr ibed in  th is work.  
1 7 1  
8 
7 
6 
� 5 
1: 
C1) 
::l 4 
C" 
C1) 
u: 3 
2 
1 Si lberberg 
0 -1'"--:----4�--:-=-+--+--��--/.�-_/_ Th is W o rk 0 1 - 1 0  1 1 -25 26-50 50- 1  00 1 00+ 
Percent Error 
Histograms of the percent d ifference between the calcu lated 
and experim ental e lem ental cross sections for 1 050A MeV I ron 
on Copper targets (Zeit l in et  a l . )  us ing the model described in  
th is  wo rk and the m odel of Si lberberg et a l .  
172 
5 
4 .5  
4 
� 3.5 
s:::: 3 
G,) 
::s 2 .5 
g 2 -1-------r------1 
u: 1 .5 -
1 -
0 . 5  
0 -r---�---+---4---�--�---r This  W o rk 
0 1 - 1 0  1 1 -25  26-50 50-1 00 1 00+ 
Percent E rro r 
H istog ram s of the p e rcent d iffe re nce between the calcu lated 
and experi m e nta l  e lemental c ross sections for 1 050A M eV I ro n  
o n  Lead targets (Zeit l in e t  a l . )  us ing  the m ode l  descr ibed i n  th is  
work.  
173 
>-0 
r:::: 
Q) 
:::s 
0" 
Q) ... 
LL 
5 
4 .5  
4 
3 .5 
3 
2 
2 
1 .5 
1 
0 .5  Th is  W o rk 
0 
50- 1 00 1 00+ 
Percent E rror 
H istog ra m s  of the percent d iffe rence between the  calcu lated 
and experimental e le m e nta l cross section s  for 1 050A M eV I ro n  
o n  Lead targets (Zeit l in e t  a l . )  us ing t h e  m o d e l  desc ribed in  th is  
wo rk and the m ode l  of S i lberberg et a l .  
174 
5 -.-------, 
4 .5  
4 
� 3 .5 -
c: 3 -Q) ::l 2 . 5  
0" 
� 2 -LL 1 .5 
1 
0 .5  
o -�--�---+---4---�--�---r This W o rk 
0 1 - 1 0  1 1 -25 26-50 50- 1 00 1 00+ 
Percent E rror 
H istog ra m s  of  the percent d iffe rence between the calcu lated 
and experimental e lem e ntal cross sectio ns  fo r 1 050A M eV I ro n  
o n  Carbon targets (Ze it l in e t  a l . )  us ing t h e  m ode l  described i n  
th is work.  
175 
6 
5 
>- 4 (,) s::: 
� 3 C"' 
� LL 2 
1 
0 
26-50 50- 1 00 1 00+ 
Percent E rror 
This  W o rk 
H istogra m s  of the percent d iffe rence between the calcu lated 
and exper im ental e lem enta l c ross section s  for 1 050A M eV I ron 
on Carbon ta rgets (Zeit l in et a l . )  u s ing the mode l  described in  
th is work and  the m odel  of S i lberberg et a l .  
1 76 
5 
4 
>-(J 
s:: 3 C1) 
::::J 
0" 2 C1) lo. LL 
1 -
0 This Work 
0 1 - 1 0  1 1 -25 26-50 50-1 00 1 00+ 
Percent Error 
Histog rams of the percent d ifference betw een the calculated and 
exper imental e lemental cross sections for 1 050A M eV I ro n  o n  
Aluminum targets using the model  d escribed i n  this work .  
177 
5 
4 . 5  
4 
>- 3 .5  (.) 3 s:::: 
Cl) 
:::J 2 . 5  C" 
Cl) 2 "-
IJ.. 1 . 5 
1 
0 . 5  
0 
S ilberberg 
-r--;:-t-��+---t--�-:_j_�_J This W o rk 
0 1 - 1 0 1 1 -25 26-50 
Percent Error 
50-
1 00 
1 00+ 
Histog rams of the percent d iffe rence between the calculated 
and exper imental elemental c ross sections for 1 050A M eV I ron  
on  Aluminum targets using the  model  described in th is w ork and 
the model  of S ilberberg et a l .  
178 
Vita 
Chester R. Ramsey was born in Knoxville Tennessee on February 20, 1974. He attended 
schools in the public system of Sevierville, Tennessee, where he graduated from Sevier 
County High School in June, 1 992. He entered the University of Tennessee, Knoxville, 
during the fall of 1992 where, in August, 1 996 he received the Bachelor of Science in 
Nuclear Engineering. He entered the Master' s program in Nuclear Engineering at the 
University of Tennessee, Knoxville, in September of 1996. The Master of Science 
degree was received May, 1998. 
He is presently working as a medical physicist at the Thompson Cancer Survival Center 
in Knoxville, Tennessee. 
179 
