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ABSTRACT
This paper presents an overview of our on-going work on dialogue-
act classification. Results are presented on the ICSI, Switchboard,
and on a selection of the AMI corpus, setting a baseline for forth-
coming research. For these corpora the best accuracy scores ob-
tained are 89.27%, 65.68% and 59.76%, respectively. We intro-
duce a smart compression technique for feature selection and com-
pare the performance from a subset of the AMI transcriptions with
AMI-ASR output for the same subset.
1. INTRODUCTION
The topic of automatic Dialogue Act classification has received a
fair amount of attention in the past years (1; 2; 3) (see also Table
1). A variety of methods have been tested on various corpora us-
ing different dialogue act classes. This can make the comparison
between different methods rather difficult. It is well known that
the words and phrases in DA’s are the strongest cues to their iden-
tity (1). When looking at current state-of-the-art DA tagging, we
may conclude that experiments that are easily and unambiguously
replicable and that compare the performances on different corpora
have not yet been conducted. This paper describes the first session
of a series of experiments that tries to adhere to these issues. We
next describe the three corpora that we used, provide an overview
of previous work on these corpora, explain our approach and then
compare our performances on the three corpora with known re-
sults. Finally, we present first results on DA classification on ASR
output, instead of on manual transcriptions.
2. VARIOUS CORPORA
For our DA tagging experiments we have used three different cor-
pora, each with their own tagset: the ICSI Meeting Corpus (4),
the Switchboard Corpus (5) and part of the AMI corpus (6). We
briefly describe each of these in turn.
The ICSI Meeting Corpus includes 75 naturally occurring meet-
ings containing roughly 72 hours of multi-talk speech data and
associated human generated word-level transcripts. It was hand-
annotated for dialog acts as described in (7; 3) using the Meeting
Recorder Dialog Act tagset (MRDA). The MRDA scheme has 11
general tags and 39 specific tags. Each annotation requires one
general tag and a variable number of specific tags. The MRDA
scheme proposes several classmaps as well in which several tags
are grouped together. For our experiments on the ICSI corpus we
have used the widely applied classmap that maps the DA’s onto 5
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distinct classes: statements (S), questions (Q), backchannels (B),
fillers (F) and disruptions (D). Utterances that have not been anno-
tated are labelled (Z).
The ICSI Corpus comes along with a proposed train/test split.
This split consists of 51 meetings (almost 80.000 utterances) which
can be used for training, 11 meetings (about 13.500 utterances) for
development, and 11 meetings (over 15.000 utterances) for evalua-
tion. This split leaves out 2 of the 75 meetings. These are excluded
because of their different nature.
The Switchboard Corpus is a corpus of conversational speech
by telephone. For our experiments, we used the same subset of
the corpus as (8). The subset consists of over 210,000 utterances
grouped in 1,155 conversations. Dialogue act annotations based
on the SWBD-DAMSL tagset are available for all of these conver-
sations (9). Similar to (8), we used the clustered tagset containing
42, out of the original 220 DA-labels.
The AMI Corpus is a collection of over 100 hours of four per-
son project meetings. All meetings are in English. However a large
proportion of speakers are non-native English speakers. Amongst
a lot of signals, the transcriptions of all meetings are available as
well as several layers of annotations. Since not all the dialog an-
notations of the meetings were available at the time we ran the
experiments, we used a subset of 80 meetings1. Our collection
comprises about 50.000 utterances. The AMI DA tagset has 15
tags : Backchannel, Stall, Fragment, Inform, Elicit Inform, Sug-
gest, Offer, Elicit Offer Or Suggestion, Assess, Elicit Assessment,
Be Positive, Be Negative, Comment About Understanding, Elicit
Comment About Understanding, and Other.
3. PREVIOUS WORK
3.1. Baseline
A baseline used for comparing the accuracy of classification re-
sults, is the majority class baseline. We choose however, to com-
pare the performance with the performances achieved using the set
of manually acquired cue phrases, known as the LIT set, as pro-
posed by Samuel (24). This set contains 687 different cue phrases
that have been assembled from several papers, dissertations and
books. Table 2 gives an overview of the baselines computed for
the three corpora. For the Switchboard corpus we were unable
to compute the LIT set performance on a machine with 2048 MB
internal memory.
1These were: ES2002ACD; ES2003BCD; ES2006; ES2007; ES2008;
ES2009; ES2010; ES2011ABC; ES2012CD; ES2014ABC; ES2015;
ES2016; IS1000A; IS001; IS1003; IS1004; IS1005ABC; IS1006ABD;
IS1008; IS1009; TS1003ABC; TS1004ABC; TS1005; TS1007A.
Feature / Article (10) (11) (12) (2) (13) (14) (15) (16) (17) (18) (1) (19) (20) (21) (22) (23)
Sentence length X X
First two words X X
Last two words X
First word of next segment X
Speaker X
Number of utterances X
Prosodic X X X X
Bigrams of words in segment X
(Correct) last 10 DA’s X
Words in last 10 DA’s X
Utterance type X
Presence/absence ’Wh’-words X
Subject Type X
Specific cue phrases X X X
First verb type X
Second verb type X
Question mark X
Polygrams of words in segment X X
Ngrams of words in segment X X X X X
Ngrams of previous DA’s X X X
Specific patterns X
Previous DA X
Next DA X
Grammar pattern X X
Table 1. Features used for DA-classification in different studies
Corpus Majority Class LIT set
ICSI 55.46 63.57
Switchboard 33.73 uncomputable
AMI 28.69 44.24
Table 2. Baselines for the different corporas
3.2. Performances
Most studies on dialogue act classification have used one of the
corpora that we use in our experiments. We present the best results
obtained, as far as we know, for the ICSI and Switchboard corpus.
As the AMI Corpus is a new corpus no previous DA tagging results
have been published yet.
The best performance for DA classification on the ICSI cor-
pus currently is 81.18%, as reported in (10). The classification ob-
tained, was performed on the same train/test split and using nearly
(omitting ‘Z’ class) the same classmap as mentioned before in Sec-
tion 2. This results in a classification task with 5 distinct classes.
Previous research on the DA classification of the Switchboard
Corpus has been reported by Rotaru et al. (2) and Stolcke et
al. (8). Stolcke obtains a 71% accuracy using a trigram word
model whereas Rotaru achieves 72%. Unfortunately both use dif-
ferent fixed train/test splits, without mentioning which split has
been used for these results. Furthermore the description of the
methods used are not very clear. Stolcke uses trigrams and Ro-
taru uses bigrams as one of the features, but in both cases it is
unclear if n-gram selection methods have been used. Another dif-
ference between the two studies is that Rotaru included the ut-
terances labelled with the ‘+’ DA-tag, whereas Stolcke excluded
these. Based on these descriptions it is not possible to reproduce
nor to compare their results.
4. OUR APPROACH
We tried to devise an experiment that was both replicable. Our
used feature-set contained the following categories:
?/OR: Whenever a question mark is present, the number of
times the word or appears is counted and used as a feature.2
Length: The length (number of words) of each segment.
Last Labels: A bi-gram of the previous two labels.
N-grams (compressed): At first, all bi-, tri- and quadri-grams
of words were computed for all tagged utterances. Then we ap-
plied the n-gram selection method which selects the Top-N most
predictive n-grams using the ranker explained in (25), which in
turn was inspired by (26). This was done for the Top-N of the uni,
bi-, tri- and quadri-grams (order specific) and the Top-N of the
merge of all n-grams (non order specific) for each class. These re-
maining n-grams are used for calculation of the feature values for
each speech act. The final step awards a number of points based
on the match with the preselected n-grams (See (25) for more de-
tails). Instead of a ‘presence’ value for each individual pre-selected
n-gram, the information is now compressed into just as many fea-
ture values as there are class labels (for each type of N-gram). This
enables e.g. performance computations on the huge Switchboard
corpus.
POS-N-grams (compressed) The POS-N-gram features were
computed in a similar fashion as described for the word n-grams.
POS-tag features have been scarcely used for DA-classification, if
2Until now our classification is based on transcriptions in which the
question mark is available, but eventually we aim to base our classification
on ASR-output in which this feature might not be available anymore.
at al. (27) have used them for back-channel classification, but none
of the papers presented in Table 1 mentioned its usage.
The most significant difference with our approach in compari-
son to earlier approaches is the use of a compressed feature set for
the N-gram and POS-N-gram features. This technique enabled us,
in contrast to e.g. (10) to make use of each word of the utterance
and unlike e.g. (20) we did not end up with an extremely large fea-
ture set. Table 4 shows that there is hardly any difference between
the results of the compressed (C) version and the uncompressed
(I) version. The other abbreviations used in the remainder of this
paper to describe our features are listed in Table 3.
Abbreviation Feature
L Length
P Uni-, bi-, tri- and quadrigrams of POS-tags
W Uni-, bi-, tri- and quadrigrams of words
QMT Question mark token
ORT ‘OR’ token
LL Last Label
NOS Non-Order Specific
OS Order Specific
C Compressed
I Individual
T10 Top 10
Table 3. Features and their abbreviations
5. RESULTS
All results presented were obtained by using the J48 classifier us-
ing the default settings as available in Weka (28). J48 was chosen
after a careful selection of classifiers in which both performance
and computational time were taken into account. (25). For com-
putation of all our results, 10-fold cross validation was used.
To compare the effect of the compression, the results of the
compressed set are (when computationally possible) compared with
the feature set containing the combination of all the individual
(Top-N) Ngrams.
For the classification results on the ICSI corpus we used the
train/test split provided. Contrary to Ang & Shriberg (10), we did
not exclude utterances of the class ‘Z’. The results obtained in our
experiments are depicted in Table 4.
Feature set and parameters chosen Performance
L P W (OS) (C T10) 87.84
L P W (OS) (I T10) 87.97
QMT ORT L P W (OS) (C T10) 87.82
QMT ORT L P W (OS) (I T10) 87.98
QMT ORT L LL P W (OS) (C T10) 89.13
QMT ORT L LL P W (OS) (I T10) 89.27
Table 4. DA-classification results on the ICSI Meeting corpus
On the Swichboard corpus we used the 42 DA’s from the classmap
(similar to Stolcke et al.) and also included the ‘+’ DA by using
it on its own. (The ‘%-’ DA was mapped on the ‘%’ DA.) Note
that this makes the results not directly comparable to those of Stol-
cke and Rotaru. To overcome this, we have also performed an
experiment in which we discarded the utterances of the class ‘+’,
resulting in an accuracy of 70.26%.
Our performances on the Switchboard corpus is shown in Ta-
ble 5. Similar to the inability to compute the performance of the
LIT set on the Swichboard corpus, we were unable to compute re-
sults for the classifiers using individual n-grams. This is mainly
due to the amount of distinct DA tags used and the size of the cor-
pus. It should be said that our computations on the Switchboard
Corpus still required a huge amount of computing power, even for
the compressed feature set. The process of part-of-speech tagging,
ngramming and classifying all 10 folds created out of the 210,000
utterances available in the Switchboard Corpus took about 3 days
for each classifier-setting.
Feature set and parameters chosen Performance
L P W (OS) (C T10) 60.57
QMT ORT L P W (OS) (C T10) 60.22
QMT ORT L LL P W (OS) (C T10) 65.68
Table 5. DA-classification results on the switchboard corpus
For the AMI corpus we used the proposed train and test as
described in AMI D5.2 (29). Table 6 lists all the obtained perfor-
mances. The best performance achieved is 59.76%. For this an
additional preprocessing step was performed where for each type
of N-gram the values for the class labels were transformed into a
binary one. The class label with the highest value was given value
one, whereas the other class labels all were set to zero. Further-
more the top 300 N-grams were used instead the top 10.
Feature set and parameters chosen 10 fold
L P W (OS) (C T10) 53.94
QMT ORT L LL P W (OS) (C T10) 55.54
QMT ORT L LL P W (OS) (C T300)* 59.76
Table 6. DA-classification results on the AMI corpus. The ∗ indi-
cates that the extra preprocessing step was performed.
6. RESULTS ON ASR
In order to move one more step in the direction of fully auto-
matic DA classification, we have performed a DA classification
experiment on 11 AMI meetings3 from which the ASR output was
available. The DA-labels used originated from the annotations per-
formed on the manual transcripts. The resulting corpus consisted
of 8374 utterances. The experiments were run in a 10 fold cross-
validation setup. Table 7 shows the performances obtained for this
ASR corpus in comparison to the results using the manual tran-
scriptions for the same set of meetings.
The decrease in performance, which was expected, can in po-
tential be blamed to the word error rate of the speech recognizer.
3ES2002ACD; ES2009ABCD; IS1009ABCD
Feature set and parameters chosen ASR Manual
L P W (OS) (C T10) 37.05 51.29
L P W (OS) (I T10) 40.26 56.55
QMT ORT L P W (OS)(C T10) 37.43 53.74
QMT ORT L P W (OS) (I T10) 40.05 56.89
Table 7. DA-classification results on Manual and ASR transcrip-
tions
However, also the smaller corpus size may have played an im-
portant role, as some of the features that were used become more
useful on a larger data-set (c.f. language models). We need to
wait until more data is available before we can further address this
issue.
7. DISCUSSION
Closer analysis of the QMT ORT L LL P W (Order Specific) (In-
dividual Top 10) classifications on the ICSI corpus (see its confu-
sion matrix in table 8) shows one of the most interesting challenges
for future work. It appears that a lot of backchannels are misclas-
sified as statements. Analyzing the ngrams selected which should
cue for backchannels it appears that, even if an ngram is among the
best-cueing ngrams for a specific class it might even cue more for
another class. This phenomena was observed for all three corpora
examined.
a b c d e f < −− classified as
1558 1 18 0 384 0 a = B
55 1869 131 125 60 4 b = D
133 100 990 0 91 3 c = F
0 12 0 1095 4 4 d = Q
471 2 14 19 8057 6 e = S
5 4 3 0 3 177 f = Z
Table 8. Confusion matrix of QMT ORT L LL P W (Order Spe-
cific) (Individual Top 10) ICSI setting
As a result of this, also reflected in Table 8, the more fre-
quently occurring classes also have a larger chance of being clas-
sified correctly. Normalization in a preprocessing phase could po-
tentially overcome this.
A result of our multi-corpus approach is that it brings us in
a position where we are able to investigate the impact of various
corpus types (Meetings, v.s. Telephone conversations) on the per-
formance. Readers should note that, since our classification results
are better than Shribergs’ and equivalent to Stolcke’s, this does not
e.g. legitimates to infer that Stolcke’s classification performance
on Switchboard outperforms Shriberg’s performance on the ICSI
corpus. One cannot say this because features that work well on
one corpus could work even better, or worse on a different corpus.
8. CONCLUSIONS
In this paper we presented a method of DA tagging using a com-
pressed feature set that apart from using words also used the more
general part-of-speech-level of a sentence. Results on different
corpora show a major improvement over the majority class base-
line as well as over the LIT set baseline. Furthermore our classi-
fication outperforms earlier results obtained on the ICSI set sets a
inter-corpora standard for the Switchboard and AMI corpus, using
a replicable 10 fold cross-validation approach. The results on the
ASR output show a large decrease in performance.
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