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a b s t r a c t
An optimization problem arising in the design of optical networks is shown here to be
abstracted by the following model of covering the edges of a bipartite graph with a
minimum number of 4-cycles, or K2,2: Given a bipartite graph G = (L, R, E) over the
node set L ∪ R with E ⊆ {[u, v] : u ∈ L, v ∈ R}, and the implicit collection of all four-
node cycles in the complete bipartite graph over L ∪ R. The goal is to cover all the edges
in E with a sub-collection of graphs G1,G2, . . . ,Gp, of minimum size, where each Gi is a
subgraph of a cycle over four nodes — a 4-cycle. Since a subgraph of a 4-cycle can cover up
to 4 edges, this covering problem is a special case of the unweighted 4-set cover problem.
This specialization allows us to obtain an improved approximation guarantee. Whereas
the currently best known approximation algorithm for the general unweighted 4-set cover
problem has an approximation ratio of H4 − 98195 ≈ 1.58077 (where Hp ≈ ln p denotes
the p-th harmonic number), we show that, for every  > 0, there is a polynomial time
( 1310 + )-approximation algorithm for our problem. Our analysis of the greedy algorithm
shows that, when applied to covering a bipartite graph using copies of Kq,q bicliques, it
returns a feasible solution whose cost is at most (Hq2 −Hq+1)OPT +1where OPT denotes
the optimal cost, thus improving the approximation bound for unweighted q2-set cover by
a factor of almost 2.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In the area of designing optical networks, one of the issues is how to pack the demands on each link into optical channels.
At each node, there are digital routers limited in their capabilities, and they can only pack demands on a link together if they
arrive from up to q different directions, or go to up to q different directions. For edge e = [u, v], the demands going through
this edge are described in terms of the paths they follow through the edge, such as {a, e, c} or {b, e, d}, as in Fig. 1. Due to
technical limitations of the optical routers, this value of q is typically 2 or 3. The problem is to route all demands through an
edge with a minimum number of optical routers.
Consider an abstraction of this problem for an edge e = [u, v]with a bipartite graph, B = (V1 ∪ V2, E) that has the set of
nodes V1 representing all the edges incoming (adjacent) to u except for edge e, and the set of nodes V2 representing all the
edges adjacent to v except for edge e. Each demand going through edge e is of the form {v1, e, v2}with v1 ∈ V1 and v2 ∈ V2.
In this bipartite graph, a valid channel packing of demands corresponds to a Kq,q biclique (where Kq,q denotes the complete
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Fig. 1. A demonstration of a valid packing of demands on one edge in the optical network design problem with q = 2.
bipartite graphwith q nodes in each side of the bipartition). The problemof packing all demands using theminimumnumber
of optical channels is then the problem of covering all the edges of Bwith a minimum number of Kq,q bicliques. We call this
problem the bipartite Kq,q-covering problem or for q = 2, BK2,2C. We note that the Kq,q bicliques need not be subgraphs of
B. Formally, we define BK2,2C as follows. The input to the problem is a bipartite graph G = (L ∪ R, E)with the bipartition of
the nodes to L and R, and each edge in E, representing demand, connects a node from L and a node from R. The problem is
to cover the edges in E using K2,2 bicliques. In other words, BK2,2C is to find a collection {G1,G2 . . . ,Gp} of subgraphs, each
of which is the intersection of K2,2 with the edges of G, where the union of the edge sets of all these subgraphs is E. The goal
is to find a minimum size collection of such subgraphs that covers E (i.e. to minimize p).
As shown here, the bipartite Kq,q-covering problem is NP-hard, even for q = 2. For q = 1 the problem is trivial — it
is to cover the edges of the bipartite graph with singleton edges. The fact that the BK2,2C is NP-hard motivates our search
for approximation algorithms. An α-approximation algorithm for a minimization problem is a polynomial time algorithm
that always returns a feasible solution whose cost is at most α times the cost of an optimal solution, and α is called the
approximation ratio, or approximation bound, or the performance guarantee of the algorithm. Our focus here is on BK2,2C,
showing it is hard, and devising a (1.3+ )-approximation algorithm for the problem.
The general problem of bipartite Kq,q-covering is formulated here as a set cover problem. For the set cover problem,
there is a greedy approximation algorithm with an approximation bound of Hd =∑di=1 1d ≈ ln d, [2], where d is the largest
number of elements covered by a set. Since the formulation of the bipartite Kq,q-covering, as an instance of the unweighted
set cover has each set with up to q2 elements (the number of edges in the Kq,q biclique), this approximation ratio for the
greedy algorithm for this problem is Hq2 . Using the special structure of the problem, we show that the greedy algorithm
for this set cover problem returns a feasible solution whose cost is at most (Hq2 − Hq + 1)OPT + 1 where OPT denotes the
optimal cost. This is an improvement of a factor of (almost) 2 in the approximation bound for large q.
A H-decomposition of a graph G = (V , E) is a partition of E into subgraphs isomorphic to H . For a fixed graph H , the
H-decomposition problem is to determine whether an input graph G admits a H-decomposition. Holyer [8] proved that the
H-decomposition problem is NP-complete when H is a complete graph on at least three nodes, and also when H is a cycle
on at least four nodes. Since then, a stronger result was proved by Dor and Tarsi [4], showing that if H is connected with at
least three edges, then the H-decomposition problem is NP-complete.
The reduction of Holyer for H-decomposition where H is a four nodes cycle creates a bipartite graph. Therefore, H-
decomposition where H is a four nodes cycle is NP-complete, even when restricted to bipartite graphs. Also, the H-
decomposition problem defined on a bipartite graph, whereH is the cycle over four nodes, is reducible to BK2,2C by checking
whether the optimal cost for BK2,2C equals
|E|
4 . We conclude that BK2,2C is also NP-hard. We do not know whether BK2,2C is
APX-hard.
In the weighted set-cover problem, we are given a set of elements E = {e1, e2, . . . , en} and a collection F of subsets
of E, where ∪S∈F S = E and each S ∈ F has a positive cost cS . The goal is to compute a sub-collection SOL ⊆ F such
that
⋃
S∈SOL S = E and its cost
∑
S∈SOL cS is minimal. Such a sub-collection of subsets is called a cover. When we consider
instances of theweighted set-coverwith each Sj having at most k elements (|S| ≤ k for all S ∈ F ), we obtain theweighted
k-set cover problem. The unweighted set cover problem and the unweighted k-set cover problem are special cases of
the weighted set cover and of weighted k-set cover, respectively, where cS = 1 ∀S ∈ F . Problem BK2,2C can thus be
viewed as an instance of the unweighted 4-set cover problem, by considering the element set to be the edge set E of the
input graph, and the collection F to be the set of all four-edge cycles over nodes of G. Thus, BK2,2C is precisely the resulting
instance of the unweighted 4-set cover problem.
Chvátal, in [2], established that a greedy algorithm is a Hk-approximation algorithm for the weighted k-set cover. This
greedy algorithm works by choosing, iteratively, a set in the cover that maximizes the ratio of the number of remaining
elements it covers over its cost. The k-th harmonic number bound is tight for the greedy algorithm even for the unweighted
k-set cover problem (see, [10,15]). The unweighted k-set cover problem is known to be NP-complete [11] and APX-hard for
all k ≥ 3 [3,12,16].
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Goldschmidt, Hochbaum and Yu [6] modified the greedy algorithm for the unweighted k-set cover and showed that the
resulting algorithm has a performance guarantee of Hk − 16 . Halldórsson [7] presented an algorithm based on local search
that has an approximation ratio of Hk − 13 for the unweighted k-set cover, and a (1.4+ )-approximation algorithm for the
unweighted 3-set cover. Duh and Fürer [5] further improved this result and presented a (Hk − 12 )-approximation algorithm
for the unweighted k-set cover. The current best approximation guarantee for the unweighted k-set cover problem isHk− 98195
(for all k ≥ 4) [13] (see [1] for some improvement of this for values of k ≥ 6). Therefore, prior to this study, the best known
approximation ratio for the problem BK2,2C isH4− 98195 ≈ 1.58077. This best known previous result is significantly improved
here for the problem BK2,2C. The algorithm of [6] as well as all the other known improvements of the greedy approximation
algorithm [7,5,13] are not greedy algorithms, and require much higher running times, though still polynomial.
To motivate our improvement, we show in Section 2, that the greedy algorithm for the set cover problem has a better
(asymptotic) performance guarantee when it is applied to problem BK2,2C (H4 − 12 instead of H4). For the general bipartite
Kq,q-covering problemwe show that the greedy algorithm has an asymptotic performance guarantee ofHq2−Hq+1 instead
of Hq2 . Then, in Section 3, we show our improved (
13
10 + )-approximation algorithm for BK2,2C.
2. The approximation ratio of the greedy algorithm
We show here that the greedy algorithm is a (H4 − 12 )-approximation algorithm for BK2,2C. In fact, the main result
shown in this section is more general — it is a (H4 − 12 )-approximation algorithm for the problem of covering the edges of
any graph by 4-cycles. Since the running time of the greedy algorithm is much faster than the algorithms of [5,13] as well as
the algorithm of the next section, the result of this section is an improvement over the other results in both approximation
ratio and time complexity. The key idea in the improved approximation ratio of the greedy algorithm for this problem is
that greedy uses singletons (sets that cover exactly one new previously uncovered element) at most once, as shown next.
The (q, p)-uniform unweighted set cover problem for q ≤ p is the special case of unweighted set cover instances consisting
of a set of elements E = {e1, e2, . . . , en} and a collection of sets F ⊆ 2E so that each set S ∈ F has at most p elements and
F must contain all q-subsets of E.
The greedy algorithm starts with an empty collection of subsets in the solution and no element being covered. Then, it
repeats the following greedy iteration until all elements of E are covered.
Greedy iteration:
For nS be the number of elements that are still uncovered in a set S ∈ F , we define the current ratio of S to be rS = 1nS .
Select a set S∗ that minimizes rS∗ among all candidate sets. The set S∗ is added to the collection of subsets of the
solution, the status of the elements of S∗ is updated.
For the purpose of analysis of the algorithm, we assign a price of rS∗ to all the elements newly covered by S∗ (i.e., the
elements of E that were covered for the first time by S∗).
Theorem 2.1. The greedy algorithm for the (q, p)-uniform unweighted set cover problem returns a feasible solution whose cost
is at most (Hp − Hq + 1)OPT + 1− 1q , where OPT is the cost of the optimal solution.
Proof. The proof is amodification of Chvátal’s proof of theHarmonic bound [2]. First, note that the cost of the greedy solution
equals the sum of prices assigned to the elements of E. Let OPT be an optimal solution of value OPT , and consider a subset S
that belongs to OPT (S has at most p elements). Then, OPT pays 1 for S. First, we note that, without loss of generality, every
set in OPT has at least q elements, and hence we assume that |S| ≥ q. When the i-th element of S is covered by the greedy
algorithm, the algorithm could select S as a feasible set with a current ratio of 1|S|−i+1 . Therefore, the price assigned to this
item is at most 1|S|−i+1 . Thus we have established that the total price assigned to the elements of S is at most Hp where the q
last elements of S to be covered by the algorithm have at most Hq units of price.
We next argue that this bound can be improved for almost all S in OPT . To do so, we note that there are at most q − 1
elements which pay more than 1q . We call the elements which pay more than
1
q the left elements. We first modify the price
of the left elements to be 1q . By doing so, we decrease the total price by at most 1− 1q . Then, using the modified prices, and
noting that each of the last q elements of S pays at most 1q , we conclude that the total price assigned to the elements of S
(after the decrease of price paid by the left elements) is at most
∑|S|−q
i=1
1
|S|−i+1+q · 1q =
∑|S|
i′=1
1
i′ −
∑q
i=1
1
i +1 ≤ Hp−Hq+1.
The claim follows by recalling that the total decrease of price of the left elements is at most 1− 1q . 
We may assume that the greedy algorithm uses a tie-breaking rule when the current ratio is 1q which prefers to use
a subset of a set in OPT. Such a tie-breaking rule does not affect the cost of the solution returned by the algorithm, so
we can assume, for the analysis of the algorithm, that this rule is used. So if there is a set in OPT which has exactly q
elements which are uncovered prior to the iterations in which the current ratio is 1q , then this set of uncovered elements
is one of the sets selected by the greedy algorithm. Therefore, each set of OPT which contains a left element must contain
at most q − 1 elements which pay at least 1q . Hence, since there must be at least one set which contains a left element
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Fig. 2. The solid edges are associatedwithG1 whereas the dotted edges are associatedwithG2 . In this figureG1 is a 4-cycle andG2 is a 3-path. The end-nodes
of G2 are u and v.
(otherwise there is no additive term), we gain at least 1q − 1q+1 in the total price of OPT. Using this consideration, we obtain
an improved additive term of 1 − 2q + 1q+1 . We note that this additive term is not tight, but one must have a (strictly)
positive additive term, as can be seen by the following example. Let E = {e1, e2, e3, e4, e5, e6}, and F consisting of the 3-
sets {e1, e2, e3}, {e4, e5, e6}, {e1, e2, e4} and all 2-sets. Then the greedy algorithmmay have chosen the 3-set {e1, e2, e4}, and
afterwards it needs two additional sets to cover the remaining three elements. Hence, the cost of the solution returned by
the greedy algorithm is 3 whereas OPT has a cost of 2. The ratio of 32 is larger than indicated by Hp−Hq+ 1 which is 43 since
in this case p = 3 and q = 2.
We note that the unweighted set cover instances resulting from the bipartite Kq,q-covering problem are (q, q2)-uniform.
To see that, observe that each subset of q edges is included as a candidate set. We have thus established the following
proposition.
Proposition 2.1. 1. When the greedy algorithm is applied to the problem of minimum cover for the edges of a graph with 4-
cycles, it returns a feasible solution whose cost is at most (H4 − 12 ) · OPT + 13 where OPT is the cost of an optimal solution.
2. When the greedy algorithm is applied for the bipartite Kq,q-covering problem, it returns a feasible solution whose cost is at
most (Hq2 − Hq + 1) · OPT + q−2q + 1q+1 where OPT is the cost of an optimal solution.
Wenote that the (q, p)-uniformunweighted set cover problemwas further studied by Levin and Yovel [14]. In that paper,
they derive an approximation algorithm whose approximation ratio is smaller, but its time complexity is much higher. For
the special case of (2, 4)-uniform unweighted set cover problem, they present a further improved algorithm based on the
non-oblivious local search method whose approximation ratio is 3524 +  ∼ 1.45833.
3. An improved approximation algorithm
In this section, we present a ( 1310 + )-approximation algorithm for the problem BK2,2C. Unlike the previous section, the
analysis of this improved algorithm makes use of the fact that the input graph is bipartite.
Let {G1,G2 . . . ,Gt} be a list of subgraphs, each ofwhich is the intersection of a bicliqueK2,2with the edges ofG, and so that
∪ti=1Gi = E. Therefore this set of subgraphs is a feasible solution to BK2,2C. We associate each edge e ∈ E of Gwith the first
subgraph Gi on this ordered list that contains it. Hence, using this association, we conclude that our problem is equivalent to
the problem of partitioning G into aminimumnumber of edge-disjoint subgraphs which are 4-cycles (such a subgraph has 4
associated edges), 3-edge paths (such a subgraph has three associated edges which form a path), and subgraphs containing
at most two edges (that is, such a subgraph has at most two associated edges).
The end-nodes of a 3-path Gi are the end-nodes of the subgraph resulting from the biclique corresponding to Gi by
removing the edge that is not associated with Gi (see Fig. 2 for an illustration).
A 3-path is called a good 3-path if both its end-nodes have odd degrees in G. A set S of subgraphs {G1,G2 . . . ,Gi} is a good
disjoint collection of subgraphs if the following three conditions hold:
1. All of the subgraphs in S are, pair-wise, edge-disjoint,
2. Each subgraph in S is either a 4-cycle or a good 3-path, and
3. No two good 3-paths in S share the same node as endpoint.
Our improved algorithm begins with a local search phase, and finds a solution building on the result of this local search
phase, and then runs another version of the local search phase and finds another solution. The best of the two solutions is
the output of the improved algorithm:
Approximation algorithm K22• Step 0: Initialize: set flag= 1.
• Step 1: Local search phase: Find an approximately maximum good disjoint collection of subgraphs. Denote this
collection by C1. The union of the edges in C1 is E¯. Go to Step 2(1).
• Step 1′: Local search phase: Find an approximately maximum size collection of disjoint 4-edge cycles in G. Denote
this collection by C2. The union of the edges in C2 is E¯. Go to Step 2(2).
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• Step 2(flag): E˜ = E \ E¯. Partition the edges of the graph G˜ = (V , E˜) into two parts as follows. The first part is
Ge = (V , Ee) a subgraph of G˜ such that each of its connected components is Eulerian. The components then form
a set of Eulerian tours (or closed walks) C1, C2, . . . , C`, and Ee = ∪`i=1Ci. The second part consists of the other
connected components partitioned into paths P1, P2, . . . , Pk without using any cycles.
• Step 3(flag): Partition each cycle Ci into a a set of 3-paths and at most two edges which we call remaining edges.
Partition each Pj into a set of 3-paths and atmost twoedgeswhichwe call remaining edges. Add toCflag the collection
of the 3-paths identified.
• Step 4(flag): Add to Cflag the pairing of the remaining edges, as well as the one unpaired remaining edge in case
the number of remaining edges is odd.
• Step 5(flag): If flag= 1, then set flag= 2 and go to Step 1′.
Else let C∗ be the better solution among C1 and C2, and output C∗ as a K2,2 cover.
We now elaborate on the steps of the algorithm and how they are implemented. Step 1 is a pre-processing step, referred
to as the local-search phase that selects a good disjoint collection of subgraphs of as large as possible size.2 This is done
by applying the local-search based algorithm for packing problems of Hurkens and Schrijver [9]. The algorithm of [9] has
an integer parameter t , and when it is applied to approximate the maximum size good disjoint collection of subgraphs, it
maintains a current collection that is a good disjoint collection of subgraphs. It starts with an empty set of subgraphs as an
incumbent feasible collection (since an empty collection is clearly a good disjoint collection of subgraphs, we can start with
this initial collection). At each step, the algorithm tries to delete t − 1 subgraphs from the current collection and to add
t subgraphs to the collection, while enforcing the property that the resulting set of subgraphs is a good disjoint collection
of subgraphs. If the process cannot increment the current collection (i.e., it is a good disjoint collection of subgraphs of
locally-maximum size), then the algorithm returns the current collection.
The approximation ratio and the time complexity of the local-search algorithm both depend on t [9]. When t = 2r (for
even values of t) the approximation ratio is (2(k−1)
r−2)
(k(k−1)r−2) and for t = 2r − 1 the approximation ratio is (2(k−1)
r−k)
(k(k−1)r−k) , where
k is the maximum number of items in an input set. In our case, an item can be either an edge or an end-node. Therefore,
each selected graph can have at most five items (either four associated edges from G, or three associated edges and two
end-nodes). Hence, the approximation ratio of the Hurkens and Schrijver’s algorithm is 25 −  where  is O
( 1
2t
)
.
We denote by A and B the number of 4-cycles and good 3-paths, respectively, in the good disjoint collection of subgraphs
found in Step 1.
Step 1′ applies the sameapproximation algorithmof [9] in order to (approximately)maximize thenumber of edgedisjoint
4-edge cycles. When we apply the algorithm of [9] for this problem, the approximation ratio of the resulting algorithm is
1
2 −  since the number of elements in each 4-edge cycle (which need to be disjoint) is 4. We denote by C the number of
4-cycles which are found in Step 1′.
The remaining steps are the same for both values of flag. However, we use this notation in order to analyze the different
outcome when running these steps for flag= 1 and for flag= 2.
In Step 2(flag) and Step 3(flag) the attempt is to maximize the number of 3-paths generated so that the number of
remaining edges (which are covered by bicliques covering each at most two remaining edges) will be minimized. To do
so, we will use the properties of our graph problem.
In Step 2(flag), the edges of the graph G˜ = (V , E˜) are partitioned into Ee and its complement where each connected
component Ci of Ee is Eulerian (i.e., Ci is a subgraph of Gwhere the degree of each node is even). The connected components
of E˜ \Ee are partitioned into paths P1, P2, . . . , Pk without using any cycles. Hence, for all i, Pi connects two odd-degree nodes
and has an arbitrary number of edges. This partition is found as follows:We add to G˜ a set of fake edges that form amatching
over the odd-degree nodes of G˜. Then, in the resulting graph, the degree of each node is even, and for each connected
component of the resulting graph we find an Eulerian tour traversing all its edges (fake edges and edges that belong to G˜).
We next remove all the fake edges and, by doing so, some of the Eulerian tours are partitioned into a set of paths that we
select to the partition. The other connected components are Eulerian in G˜. We denote these Eulerian connected components
by C1, C2, . . . , Cl, and we let Ge to be their union.
We note that the number of paths in this partitionmay differ between the application of Step 2(1) and Step 2(2). To unify
the notation, we denote by k the number of resulting paths in Step 2(1). We claim that Step 2(2) will then have B+ k paths
in the resulting partition. To see this, observe that the total number of odd-degree nodes for Step 2(2) is exactly 2B plus the
total number of odd-degree nodes for the Step 2(1). This is because every good 3-pathwhich is found in Step 1 decreases the
number of odd-degree nodes by exactly 2. Hence Step 1 decreased the number of odd-degree nodes in G by exactly 2B, so
the number of remaining odd-degree nodes is exactly 2k. Therefore, the number of odd-degree nodes in G is exactly 2k+2B
and Step 2(2) generates B+ k paths.
Since each Ci is an Eulerian tour in a bipartite graph, it may not contain a triangle. Step 3(flag) traverses each of the
Eulerian tours Ci, as well as each of the paths Pi (for all i), and partitions them into a set of 3-paths each of which has three
2 In our algorithmmatching pairs of odd-degree nodes may result in a subgraph Gi with only two associated edges, and hence we would like to decrease
the number of odd-degree nodes in the subgraph during the pre-processing.
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consecutive edges along the Eulerian tour or along Pi, and a remainder of atmost two edges called remaining edges from each
of the Eulerian tours or paths. Each 3-path found is added to the collection. The remaining edges are paired up arbitrarily,
and each such pair of edges belongs to a common biclique in the collection. If there is an unpaired edge, then we add one
biclique to the collection that covers this edge.
To see that our algorithm returns a feasible solution we note that any pair of edges of G can be covered using one copy
of K2,2, and any three edges of G that form a 3-path can be covered using one copy of K2,2 (together with the edge between
the two end-nodes of the 3-path). Therefore, our algorithm returns a feasible solution. It runs in polynomial time because
given the graph G, we can find G˜ in polynomial time as described above. Therefore, we established the following lemma.
Lemma 3.1. Approximation algorithm K22 runs in polynomial time and returns a feasible solution.
The time complexity of the algorithm consists of the preprocessing step and a linear in |V | + |E| time for the rest of the
algorithm. Recall that the time complexity of Steps 1 and 1′ is polynomial in |E| when  is a constant (it is exponential in
log 1

).
3.1. The approximation ratio of our improved algorithm
In this subsection we analyze the approximation ratio of the algorithm.
Consider a fixed optimal solution denoted byOPT, and denote its cost byOPT aswell. Denote by CY the number of 4-cycles
in OPT. We denote by CHg the number of good 3-paths in OPT.
Let the solution C∗ that approximation algorithm K22 returns be of cost APP = |C∗|. Recall that A denotes the number
of 4-cycles found in Step 1, B denotes the number of good 3-paths found in Step 1, and C denotes the number of 4-cycles
found in Step 1′. Then, by the performance guarantee of the algorithm of [9] we conclude that A+ B ≥ ( 25 − ) · (CY + CHg)
and C ≥ ( 12 − ) · CY .
The outline of the proof (of Theorem 3.1) is as follows. We are using two pricing functions which are defined over the
set of edges and the set of odd-degree nodes. The first set of prices are called APP-price and are defined such that each edge
is allocated an APP-price of 38 and each odd-degree node is allocated an APP-price of
3
16 . Note that these values are selected
such that both a 4-cycle and a good 3-path are allocated an APP-price of 32 . The other types of subgraphs are easier to handle,
and have smaller APP-price. We prove that the total APP-price exceeds the total cost of C∗ by at least a given additive term.
This additive term is used as a global budget, which we use to decrease the price of a selected set of edges and odd-degree
nodes (this reduction is based on the structure of the optimal solution). We derive two lower bounds on the global budget
based on the pair of solutions C1,C2, and then use a convex combination of these lower bounds to obtain the value of our
global budget. This is the purpose of using the better of two solutions. The modified prices are called OPT-prices. Then, we
prove that the total OPT-price of each subgraph selected by the optimal solution is at most 13/10+ .
The detailed proof starts by allocating APP-prices to the elements of G. Each edge is assigned an APP-price of 38 and each
odd-degree node is assigned an APP-price of 316 . We associate the odd-degree nodes with the different subgraphs of the
solution C1 and C2 in the following way (a different association for C1 and C2). For an odd-degree node v such that there is
a good 3-path (in C1) with end-node v, we associate v with this good 3-path. In the solution C1 found in Step 1, after the
selection of the good 3-paths during the local-search phase there are 2k odd-degree nodes, and the number of remaining
edges (edges which are covered by C1, in pairs) which belong to good 3-paths in C1, is at most 2k. We associate in C1 each
remaining edgewith one distinct odd-degree nodewhich is not associatedwith a good 3-path. Remaining odd-degree nodes,
that is odd-degree nodes which are not associated by the above rule, are associated to arbitrary subgraphs of the solution
C1.
Lemma 3.2. Let |C1| be the cost of the solution for flag = 1. The total allocated APP-price is at least |C1| + 12 · (A+ B)+ k8 − 12 .
That is, |C1| is at most the total APP-price minus 12 · (A+ B)+ k8 − 12 .
Proof. Consider a 4-cycle that was removed during the local-search phase. It has four edges, each of them has an APP-price
of 38 , and therefore the total APP-price of the 4-cycle is
12
8 = 32 . Similarly, a good 3-path that was removed during the local-
search phase has a total APP-price of 98 + 616 = 32 . Note that C1 pays one unit for each of these subgraphs (4-cycle or good
3-path), and therefore the sum of the total cost of C1 for the removed 4-cycles and good paths plus 12 · (A + B) is the total
APP-price paid for the elements of the removed 4-cycles and good paths of C1.
Next, consider a connected component Ci of the Eulerian subgraph. Since Ci is simple (without parallel edges) and
bipartite, it has at least six edges (if Ci has only four edges, then this contradicts the local optimality of the good disjoint
collection of subgraphs that we find in the local-search phase). Denoting the number of edges of Ci by ci, we have that ci is
even and ci ≥ 6. If ci ≡ 0 (mod 3) or ci ≡ 2 (mod 3), then C1 pays d ci3 e and 38 · ci ≥ d ci3 e. For every even number ci such that
ci ≡ 1 (mod 3) then C1 pays b ci3 c + 12 and since in this case ci ≥ 10 we have 38 · ci ≥ b ci3 c + 12 .
Next, consider a 3-path ofC1 which is not part of the Eulerian graph, then its total APP-price is at least 98 , i.e., greater than
1. That is, for such a 3-path C1 pays less than the total APP-price of the elements of the 3-path.
It remains to consider the remaining edges that do not belong to the Eulerian subgraph. There are at most 2k such edges,
and for each of these edges there is at least one associated odd-degree node, so that each of these remaining edges have
(together with the odd-degree node) a total APP-price of at least 38 + 316 = 12 + 116 . Since C1 pays for such a remaining edge
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2 (except perhaps the last edge that is charged one unit), we have an extra of at least
1
16 units of APP-price with respect to
the cost C1 for each odd-degree node that is left after we removed the good 3-paths during the local-search phase. Since
2k
16 = k8 and the last remaining edge might be charged one unit instead of 12 , the claim follows. 
We next consider the solution C2 and prove a similar bound. We need to define the association of odd-degree nodes
according to C2. In the solution C2 found in Step 1′ there are 2k+ 2B odd-degree nodes, and the number of remaining edges
(edges which are covered by C2, in pairs or a singleton edge) is at most 2k + 2B. We associate in C2 each remaining edge
with one distinct odd-degree node. Remaining odd-degree nodes are associated arbitrarily.
Lemma 3.3. Let |C2| be the cost of the solution C2. The total allocated APP-price is at least |C2| + C2 + k+B8 − 12 . That is, |C2| is
at most the total APP-price minus C2 + k+B8 − 12 .
Proof. Consider a 4-cycle that was removed during the local-search phase. It has four edges, each of them has an APP-price
of 38 , and therefore the total APP-price of the 4-cycle is
12
8 = 32 . Note that C2 pays one unit for each of these 4-cycles and
therefore the sum of the total cost of C2 for the removed 4-cycles plus C2 is the total APP-price paid for the elements of the
removed 4-cycles of C2.
Next, consider a connected component Ci of the Eulerian subgraph generated in Step 2(2). Since Ci is simple (without
parallel edges) and bipartite, it has at least six edges (if Ci has only four edges, then this contradicts the local optimality of
the collection of 4-cycles that we find in the local-search phase). Denoting the number of edges of Ci by ci, we have that ci is
even and ci ≥ 6. If ci ≡ 0 (mod 3) or ci ≡ 2 (mod 3), then C2 pays d ci3 e and 38 · ci ≥ d ci3 e. For every even number ci such that
ci ≡ 1 (mod 3) then C2 pays b ci3 c + 12 and since in this case ci ≥ 10 we have 38 · ci ≥ b ci3 c + 12 .
Next, consider a 3-path ofC2 which is not part of the Eulerian graph, then its total APP-price is at least 98 , i.e., greater than
1. That is, for such a 3-path C2 pays less than the total APP-price of the elements of the 3-path.
It remains to consider the remaining edges that do not belong to the Eulerian subgraph. There are at most 2k+ 2B such
edges, and for each of these edges there is at least one associated odd-degree node, so that each of these remaining edges
have (together with the odd-degree node) a total APP-price of at least 38 + 316 = 12 + 116 . Since C2 pays for such a remaining
edge 12 (except perhaps the last edge that is charged one unit), we have an extra of at least
1
16 units of APP-price with respect
to the cost |C2| for each odd-degree node in G. Since 2k+2B16 = k+B8 and the last remaining edge might be charged one unit
instead of 12 , the claim follows. 
Recall that the total APP-price (assigned to all edges and odd-degree nodes) is exactly 38 |E| + 316 · (2k+ 2B). Thus, using
the previous two lemmas we obtain the following corollary.
Corollary 3.1. The cost of the solution returned by approximation algorithm K22, |C∗|, satisfies, |C∗| ≤ 38 · |E|+ 316 · (2k+2B)−
3A
10 − 7B20 − C5 − k8 + 12 .
Proof. By Lemmas 3.2 and 3.3, we conclude that
|C∗| = min{|C1|, |C2|}
≤ 3
5
· |C1| + 25 · |C2|
≤ 3
5
·
(
3
8
· |E| + 3
16
· (2k+ 2B)−
(
1
2
· (A+ B)+ k
8
− 1
2
))
+2
5
·
(
3
8
· |E| + 3
16
· (2k+ 2B)−
(
C
2
+ k+ B
8
− 1
2
))
= 3
8
· |E| + 3
16
· (2k+ 2B)− 3A
10
− 7B
20
− C
5
− k
8
+ 1
2
. 
Wenow allocateOPT-prices to the elements of G. Each edge that belongs to either a 4-cycle of OPT or a good 3-path of OPT
is assigned an OPT-price of 38 − 120 + 8 . Other edges are assigned an OPT-price of 38 . We associate the odd-degree nodes with
the different subgraphs of OPT in the following way. For an odd-degree node v which is an end-node of a good 3-path (in
OPT) we associate v with this good 3-path and let its OPT-price be 316 − 140 + 16 . If an odd-degree node v is not an end-node
of a good 3-path, then its OPT-price is 1180 . In that case v is either an end-node of a 3-path (where this 3-path is not part of
the Eulerian subgraph) or of a singleton remaining edge e. We then associate v with either the 3-path subgraph for which it
is an end-node or with the subgraph Gi of OPT that covers e. We sum up the OPT -price of all elements of G to conclude the
following.
Lemma 3.4. The total OPT-price of all elements of G is 38 |E| + 1140 · (k+ B)+ 2 · (CY + CHg)− 15 · CY − 110 · CHg .
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Proof. Note that there are |E|−4CY−3CHg edgeswhoseOPT -price is 38 , and 4CY+3CHg edgeswhoseOPT -price is 38− 120+ 8 .
There are 2CHg odd-degree nodes whose OPT -price is 316 − 140 + 16 and 2k+ 2B− 2CHg odd-degree nodes whose OPT -price
is 1180 . Therefore, the total OPT -price is exactly
3
8
· (|E| − 4CY − 3CHg)+
(
3
8
− 1
20
+ 
8
)
· (4CY + 3CHg)+ 2CHg ·
(
3
16
− 1
40
+ 
16
)
+ 11
80
· (2k+ 2B− 2CHg)
= 3
8
|E| + 11
40
· (k+ B)+ 
2
(CY + CHg)− 15 · CY −
1
10
· CHg . 
We next show that the total OPT -price of the elements of each subgraph of OPT is at most 1310 + O(). Summing over all
subgraphs of OPT we will conclude that the total OPT -price of all subgraphs of OPT is at most ( 1310 + 2 )OPT .
Lemma 3.5. Consider a subgraph Gi of OPT, then the total OPT-price that is assigned to Gi is at most 1310 + 2 .
Proof. The proof is via case analysis of the different types of subgraphs in OPT.
• Assume that Gi is a 4-cycle. Then it has four associated edges and an OPT-price of 4 ·
( 3
8 − 120 + 8
) = 1310 + 2 .• Assume that Gi is a 3-path in the Eulerian subgraph of OPT . Then, Gi has three associated edges and does not have an
associated odd-degree node. Therefore, its OPT-price is 3 · 38 = 98 < 1310 .
• Assume that Gi is a good 3-path of OPT . Then, the OPT-price of Gi is 3 ·
( 3
8 − 120 + 8
)+ 2 · ( 316 − 140 + 16 ) = 1310 + 2 .• Assume that Gi is a 3-path in G that is not a good 3-path and also it is not a part of the Eulerian subgraph. Then, Gi has
at most one associated odd-degree node. Note that this odd-degree node which is assigned to Gi, is not an end-node of a
good 3-path ofOPT , and therefore it has an OPT-price of 1180 . Therefore, the OPT-price ofGi is atmost 3· 38+ 1180 = 10180 < 1310 .• Otherwise, Gi has at most two associated edges and at most four associated odd-degree nodes. Again, the associated
odd-degree nodes are not end-nodes of good 3-paths, and therefore the OPT-price of each such odd-degree node is 1180 .
Therefore, Gi has an OPT-price of at most 2 · 38 + 4 · 1180 = 1310 . 
Corollary 3.2. |C∗| ≤ ( 1310 + 2 ) · OPT + 12 .
Proof. We showed in Corollary 3.1 that,
|C∗| ≤ 3
8
· |E| + 3
16
· (2k+ 2B)− 3A
10
− 7B
20
− C
5
− k
8
+ 1
2
.
By Lemma 3.5, the total OPT -price is at most ( 1310 + 2 ) · OPT , and by Lemma 3.4 we conclude that
3
8
|E| + 11
40
· (k+ B)+ (CY + CHg)− 15 · CY −
1
10
· CHg ≤
(
13
10
+ 
2
)
· OPT .
Hence, to prove the claim it suffices to show that
3
8
· |E| + 3
16
· (2k+ 2B)− 3A
10
− 7B
20
− C
5
− k
8
≤ 3
8
|E| + 11
40
· (k+ B)+ 
2
· (CY + CHg)− 15 · CY −
1
10
· CHg .
That is, it suffices to show that
−3A
10
− B
4
− C
5
+ CY
5
+ CHg
10
− 
2
(CY + CHg) ≤ 0.
We first use the inequality that
C ≥
(
1
2
− 
)
CY
so C5 ≥ 1−210 · CY , and we conclude that it suffices to show that
−3A
10
− B
4
+ CY
10
+ CHg
10
− 3
10
(CY + CHg) ≤ 0.
We next use the inequality
A+ B ≥
(
2
5
− 
)
· (CY + CHg)
so
A+ B
4
≥ 2− 5
20
· (CY + CHg)
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to conclude that it suffices to prove that
− A
20
− 
20
· (CY + CHg) ≤ 0
but this last inequality holds because A, , CY , CHg ≥ 0. 
In the case that OPT ≤ 1

, one can enumerate all partitions into at most 1

subgraphs. For each of these subgraph, we can
test the feasibility of the partition (as a solution to BK2,2C), and pick the cheapest feasible solution found. Therefore, without
loss of generality, we can assume that OPT > 1

, and thus 12 <

2 · OPT . Hence, we have established the following theorem.
Theorem 3.1. For every  > 0, there is an approximation algorithm for BK2,2C that returns a feasible solution whose cost is at
most ( 1310 + ) · OPT .
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