A deterministic global optimization algorithm is introduced for locating global mInlmUm potential energy molecular conformations. The proposed branch and bound type algorithm attains finite €-convergence to the global minimum through the successive refinement of converging lower and upper bounds on the solution. These bounds are obtained through a novel convex lowering bounding of the total potential function and the subsequent solution of a series of nonlinear convex optimization problems. The minimization of the total potential energy function is performed on an independent set of internal coordinates involving only dihedral angles. A number of example problems illustrate the proposed approach.
I. INTRODUCTION
The search for the global minimum potential energy conformation of a molecule faces the existence of a plethora of minima in the multi variable potential energy hyperspace making it as fascinating a subject as it is utterly complex. Wille I has shown, that the complexity of determining the global minimum energy of a system of atoms interacting via simple two-body forces belongs to the class NP, which implies that there is no known algorithm that can solve this simplified problem in nonexponential time.
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Although the basic building blocks of molecules, the atoms, remain virtually unchanged in different compounds, the versatility of the ways that they can be combined and reconfigure the resulting atom chains results in numerous different conformations for a given molecule. One of these conformations, the most stable one, is of particular importance because it dictates most of the properties of the molecule. Experimental evidence 3 . 4 shows that in the great majority of cases the most stable conformation corresponds to the one involving the global minimum potential energy. This enables molecular conformation identification based solely on the energetics of the interactions between the atoms composing the molecule.
Molecular mechanics calculations employ an empirically derived set of potential energy contributions for approximating these atomic interactions. This set of potential energy contributions, called the force field, contains adjustable parameters that are selected in a such a way as to provide the best possible agreement with experimental data. The main assumption introduced in molecular mechanics is that every parameter is associated with a specific interaction rather than a specific molecule. These parameters can be bond lengths; covalent bond angles; bond stretching, bending, or rotating constants; nonbonded atom interaction constants, etc. Thus whenever a specific interaction is present, the same value for the parameter can be used even if this interaction occurs in different molecules. 5 Note that experimental results provide sufficient evidence that it is a reasonable assumption in most cases. Many different models have been proposed for approximating the force field, and some of the most popular ones are ECEPP,6-8 MM2,9 ECEPP/2,1O CHARMM, 11 AMBER, 12 GROMOS87, 13 MM3, 14 and ECEPP/3. 15 A very large number of methods have been proposed for finding the most stable conformation of a molecule through the identification of the global minimum point of the potential energy surface. Most methods attempt to locate this point by tracing paths on the potential energy surface conjecturing that some of them will converge to the global minimum point. Molecular dynamics (MD) methods trace the time evolution or trajectory of a molecule, described by the principles of Newtonian mechanics, by integrating the equations of motion. The necessity of taking small step sizes limits the ability of molecular mechanics to simulate long trajectories. Despite the above caveat, people have utilized this method for obtaining conformational possibilities for small and moderately sized, as well as macromolecular systems.
I 6-27 In Monte Carlo (MC) simulations the dynamic behavior of a molecule is examined by performing random perturbations in the positions of the atoms. A trial configuration is accepted if it results in reduction of the total potential energy. Otherwise, it is accepted with a probability set by typically the Metropolis algorithm. 28 Although the Monte Carlo method has been primarily used for the simulation of liquids, variations of this method in conjunction with other methods (e.g., molecular dynamics, energy minimization, electrostatics, adaptive importance sampling) have been used to study conformations of small molecules and constrained motions in proteins. 2 9-39 Simulated annealing (SA), introduced by Kirkpatrick et al., 4O is a stochastic nonequilibrium procedure designed to cope with large energy barriers, based on an analogy to the process by which a many-body system is brought to a low energy state by annealing. A number of researchers have recently used simulated annealing to locate good molecular conformations. 41 -43 A similar approach with simulated annealing is the one based on stochastic conformational searches on a number of candidate conformations. These initial conformations are either selected independently, without sharing ofinformation,45-5o or alternatively the history of the optimization process is utilized in the selection of the next candidate conformation.
Relaxation of dimensionality (RD) methods are mainly motivated by the fact that the number of local minima of the potential energy function are greatly reduced by relaxing the requirement of maintaining the molecule in the three-dimensional space and allowing it to span a higher than a three dimensional space. By doing so individual potential energy terms can be independently driven to their respective minima since the additional dimensions absorb some or even all overlapping constraints. The heart of the problem, however, is how to project the molecule back to the three-dimensional space in such a way that the increase in potential energy is minimum. This is accomplished either by the use of the Caley-Menger determinants,52,53 or by energy embedding. 54-58
Distance geometry methods attempt to satisfy external constraints (e.g., maintain covalently bonded atoms at their equilibrium bond length separation; keep nonbonded atoms from getting closer than the sum of their van der Waals radii; satisfy supplied upper and lower bounds on interatomic distances), rather than directly minimizing the potential energy of the resulting configuration. They have been applied to small as well as larger molecular systems. 5 9-63 In spite of the simplicity and elegance of distance geometry methods, the indirectly performed minimization of the total potential energy is not always adequate. A technique which is conceptually related to the distance geometry methods but avoids working on the atomic coordinate space is the ellipsoid algorithm.
64 ,65 The advantage of this method is that the dimensionality of the problem is defined by the number of independent dihedral angles whereas in distance geometry the dimensionality is determined by the Cartesian coordinates of all atoms.
Gradient type methods, in connection with other approaches, have been extensively used for locating minimum energy conformations of molecules. 66 ,67 It must be noted, however, that since the total potential energy function is in general nonconvex gradient type methods can guarantee convergence to a local minimum at best. By recognizing that bond lengths and bond angles do not deviate considerably from their eqUilibrium values in molecules, internal coordinate systematic search methods attempt to generate molecular conformations by systematically varying each of the dihedral angles in a molecule by some small increment, while keeping the bond lengths and bond angles fixed. Grid search methods utilizing sufficiently small increments,68,69 in conjunction with tree searching algorithms,70,71 and filtering algorithms 72 ,73 have been applied to a number of conformational problems.
Finally, a host of diverse approaches including "build up" methods,14-77 the random incremental pulse search (RIPS) method,78-80 optimization of electrostatics (SCEF),81 neural networks,82,83 genetic algorithms,84 dynamic programming,85 pattern recognition importance sampling minimization (PRISM),86-88 the diffusion equation method (DEM),89-91 sequence homology methods,92,93 the probabilistic quasiquantal (QQ) method,94,95 and the self-consistent multitorsional field (SCMTF) method 96 have been proposed to predict the structure of macromolecules.
Despite the plethora of the currently available methods and the intriguing ways that they propose to circumvent the existence of myriads of local minima in the potential energy hypersurface, little progress has been made towards proving convergence to the global minimum. The key limitation shared by all the aforementioned methods is that unless there is a single potential well, the obtained minimum energy conformation depends heavily on the supplied initial conformation. This is why in practice many trial geometries serve as initial points for the employed optimization method. These geometries are usually chosen from Dreiding models, or other similar considerations and thus there is no guarantee that important conformations are not overlooked. Therefore, the obtained minimum energy conformations are limited by which initial configurations seemed appropriate to the researcher. 97 The need for a method that can guarantee convergence to the global minimum potential energy conformation motivated our initial effort to introduce such a method for microclusters,98,99 and small molecules lOO interacting with relatively simple force fields and apply it to a number of molecular conformational problems in this work.
PROBLEM DEFINITION AND ANALYSIS
The main focus of this work is to introduce a systematic procedure for locating the most stable conformation of a given molecule in the three-dimensional space based solely on the energetics of the interactions between the atoms that compose the molecule. The simplifications employed herein start with the well established conjecture in molecular mechanics that the most stable conformation of the molecule is the one involving the global minimum potential energy. Tractable expressions for this potential energy function are estimated based on the BornOppenheimer approximation. Because the most stable conformations of nonpolar molecules are sought in this work, only pairwise, additive, two-body interaction terms are considered. Furthermore, since covalent bond lengths and angles do not deform significantly from their equilibrium values without substantial increase in the potential energy of the molecule, they are assumed to remain fixed at their equilibrium values, which is a fairly good approximation in most cases.
Under the aforementioned simplifications the expression for the total potential energy Vof a molecule involves only the sum of a number of pairwise potential interaction terms. Each pairwise potential term is a function of only the Euclidean distances rij between the interacting atoms i and j which are directly related to the Cartesian coordinates of the atoms forming the molecule. Therefore, V can be fully represented in the coordinate space Xi' Yi' Zi of the atomic coordinates.
Note, however, that a number of equality constraints must be included in the formulation to reflect the fact that all covalent bond lengths and covalent bond angles are assumed to be fixed at their equilibrium values. After defining f!iJ to be the set of bonded atoms and f f f!iJ the set of nonbonded atoms, V can be expressed in the Cartesian atomic coordinate space as follows: The use of Cartesian coordinates in local optimization techniques greatly facilitates the calculation of the total potential energy V. However, by employing Cartesian coordinates we introduce a number of complex, highly nonlinear equality constraints, one for each I/j' ff/jI(.I which are very difficult to handle in the context of a deterministic global optimization algorithm. On the other hand, the set of independent internal coordinates reduces to a set of independent torsion angles because the covalent bond lengths and angles are assumed to be constant. Therefore, it suffices to select one torsion angle per rotational degree subject to of freedom. In polycyclic molecules, however, it may become more involved to define a set of independent internal coordinates because the bond and torsion angles are correlated. In principle, the independent set of torsion angles is smaller than the set of atomic coordinates. This is a considerable advantage for global optimization algorithms where the number of variables is typically the bottleneck of the computational effort. Therefore, in this work independent internal coordinates rather than Cartesian coordinates are employed. The total potential energy can then be written in the set of independent internal coordinates as follows:
where tk is the set of independent internal coordinates, k= 1, ... ,K. Note that the above formulation does not involve any equality constraints; however, the functionality between rij and the set of independent internal variables (independent torsion angles) needs to be established.
Although it is quite straightforward to express all ri/s in the Cartesian coordinate set, unfortunately this is not the case when rij must be expressed as a function of an independent set of internal coordinates. In doing so it is first necessary to establish a connecting path, formed by a sequence of covalent bonds, between every atom i and atom j. For all pairs of atoms (i,j) in a molecule there is always an acyclic chain of atoms, connected by covalent bonds, which links atom i with atom j, because the connectivity of atoms in a molecule always defines a undirected connected graph. 101 This introduces a natural way of partitioning the set of nonbonded r;/s according to the minimum number of atoms participating in an acyclic chain connecting atom i with atom j. The aforementioned partitioning of r;/s can be realized with the definition of the following sets:
Note that ffIJ is the set of pairs of atoms which are connected with covalent bonds and vY ffIJ is the set of pairs of atoms which are not. Also, fflJ 2 , ... ,fflJ m , correspond to directed sets of chains of covalently bonded atoms involving two, three, and m atoms, respectively.
If only a single atom (2) is between atoms (I) and (3) such that (1,2, 3) E ffIJ 3, then it is well known that, where 8 123 is the angle formed by covalent bonds (1) (2) and (2) (3) . However, when more than one atom is required to connect atoms i and j the derivation of rij is much more involved (see Fig. I ). The coordinates of the mth atom in an m-atom acyclic chain, composed by atoms connected sequentially with covalent bonds, in the coordinate system that the first three atoms define are given by!02
following the simplified notation,
<Pm-3,m-2,m-l,m--<Pm'
Based on the above analysis, explicit expressions for the Cartesian coordinates x m ' Ym, zm of the mth atom in a m-atom chain can be obtained as functions of the bond lengths, covalent bond angles, and torsion angles. Since Xl=Yl=ZI=O, the squared Euclidean distance rim is, rim=x~+Im+z!.· After expanding the squared terms, the expression for rim becomes the sum of a very large number of terms involving the product of bond lengths with sines and/or cosines of covalent bond lengths and/or dihedral (torsion) angles. for the Euclidean distances as functions of dihedral angles which can potentially become the bottleneck of our approach for larger molecules. Note, however, that not all dihedral angles are independent. In fact, for acyclic molecules, a set of independent dihedral angles can be defined involving one independent dihedral angle per rotational degree of freedom. For example, propanelike molecules require only three dihedral angles in order to fully specify all other dihedral angles and therefore the molecular conformation. In general, for each dihedral angle <Pijkl of an acyclic molecule an independent dihedral angle tk can be found such as,
where CtJijkl counts how many degrees <Pijkl is lagging or is ahead of t k' This means that all nonbonded distances rij' and consequently the expression for the total potential energy V can be expressed as a function of only these independent dihedral angles, defined one for each rotational degree of freedom m where and V(i,j,k,I)E~4, 3k, CtJijkl such that ¢ijkl=tk+CtJijkl' Where m is the number of atoms in the longest chain connecting two interacting atoms; ril,i j is the expression derived earlier for the Euclidean distance between the two end atoms i l and i j ; and V(ril'ij) is the pairwise potential interaction function. Note that j starts from (j=4) because there must be at least two atoms between the interacting atoms before considering their contribution to the total potential energy of the molecule. 91 This implies that the problem of minimizing the total potential energy of an acyclic molecule can be formulated as an unconstrained optimization problem in the space of independent dihedral angles. The expression, however, for the total potential energy function is nonconvex therefore existing optimization algorithms cannot guarantee convergence to the global minimum. To overcome this problem, a deterministic branch and bound type global optimization algorithm is proposed which locates the global minimum solution by constructing converging lower and upper bounds. These bounds are successively refined by iteratively partitioning the initial feasible region into many subregions. Upper bounds to the global minimum can be obtained by simply calculating the value of V at some point. Lower bounds, however, are more difficult to derive. One way is to underestimate the original nonconvex total potential energy function with a convex function whose single global minimum can be routinely found. This global minimum can then serve as a lower bound on the global minimum solution of the total potential energy function. In the next section, such a convex lower bounding function is proposed and its properties are analyzed.
III. CONVEX LOWER BOUNDING OF V
A convex lower bounding function ~ of V can be defined by augmenting V using the same principles that have been proposed in Refs. 98 and 99
Note that tf, tf correspond to the lower and upper bounds on tk which are typically set to tf=o and tf =21T. Also, a is a nonnegative parameter which must be greater or equal to the negative one half of the minimum eigenvalue of V over tf<h<tf. This parameter a can be estimated through the solution of an optimization problem, or with the use of the concept of the measure of a matrix. lOO The effect of adding the term,
to V is to make !£' convex by overpowering the nonconvexity characteristics of V with the addition of the term 2a to all of its eigenvalues, V is bounded and proportional to a and to the square of the diagonal of the current box constraints
Property 5: The underestimators constructed over supersets of the current set are always less tight than the underestimator constructed over the current box constraints for every point within the current box constraints. 
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In the next section, based on the aforementioned properties, a branch and bound type global optimization algorithm is discussed.
IV. GLOBAL OPTIMIZATION ALGORITHM
Based on the properties introduced in the previous section a deterministic branch and bound type global optimization algorithm is proposed for locating the global minimum potential energy V* by constructing converging lower and upper bounds on V*. A lower bound on V*, denoted as V L , within some box constraints is derived by invoking Properties (1) and (3). Based on these properties ~ is a convex lower bounding function of V. Therefore, its single global minimum within some box constraints is a valid lower bound VL on the global minimum solution V* and can be guaranteed to be found with available local optimization algorithms. An upper bound on V*, denoted as VU, is then simply the value of Vat the global minimum point of .!L'.
From Property (4) we know that the gap between these upper and lower bounds V U -VL is at most,
The next step, after establishing an upper and a lower bound on the global minimum, is to refine them by using Property (5). This property implies that the value of .!L' at every point, and therefore at its global minimum, is increased by restricting the box constraints within which it has been defined. Tighter box constraints can be realized by partitioning the rectangle that the initial box 'constraints define into a number of smaller rectangles. One way of partitioning is to successively divide the current rectangle in two subrectangles by halving on the middle point of the longest side of the initial rectangle (bisection). At each iteration the lower bound of V* is simply the minimum over all the minima of .!L' in every subrectangle composing the initial rectangle. Therefore, a straightforward (bound improving) way of tightening the lower bound VL is to halve at each iteration, only the subrectangle responsible for the infenum of the minima of .!L' over all subrectangles, according to the rules discussed earlier. This procedure generates a nondecreasing sequence for the lower bound V L of V*. Furthermore, we construct a non increasing sequence for the upper bound V U by selecting it to be the infenum over all the previously recorded upper bounds. Clearly, if the global minimum of.!L' in any subrectangle is greater than the current upper bound V U we can ignore this subrectangle because the global minimum of V cannot be situated inside it (fathoming step).
Property (4) answers the question of how small these subrectangles must become before the upper and lower bounds of V inside these subrectangles are within E. If l) is the diagonal of the subrectangle,
and E is the convergence tolerance, from Property (4) we have the following condition for convergence:
which means that if the diagonal l) of a subrectangle is,
l)<~
then E convergence to the global minimum of V has been achieved. It is interesting to note that the required for convergence value of l) is proportional to the square root of E. Therefore, if for example E is set to be 0.0001, l) suffices to be proportional to 0.01. Note also, that l) is inversely proportional to the squared root of the parameter a reflecting the fact that the smaller the value of a is, the faster the convergence rate becomes. Proof of E convergence to the global minimum of the proposed global optimization algorithm is given in Ref. 100. The basic steps of the proposed global optimization algorithm are summarized in the following section.
v. STEPS OF THE GLOBAL OPTIMIZATION

ALGORITHM
Step 1: Initialization. A convergence tolerance E is selected and the iteration counter Iter is set to one. Appropriate global bounds 4'BD, t~BD on tk are chosen and local bounds tf,Iter, tf,Iter for the first iteration are set to be equal to the global ones. Lower and upper bounds on the global minimum 0-BD , VUBD are initialized and an initial current point ~lter is selected.
Step 2: Update of upper bound VU BD • V is calculated at the current point vc,Iter and the upper bound VU BD is updated as follows:
Step 3: Partitioning of current rectangle. 
-fk-
Step 4: Solution of convex problems in two subrectangles. Update the parameter a and solve the following convex nonlinear optimization problem in both subrectangles (r= 1, 2) by using a nonlinear solver: 
If a solution
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Proof of € convergence to the global minimum can be found in Ref. 100 . In the next section, the proposed approach is applied to a number of molecular conformation problems.
VI. EXAMPLES
Based on the analysis and the assumptions presented in the previous sections, the problem of minimizing the total potential energy of a molecule can now be explicitly formulated in the coordinate space of independent dihedral In the following subsections, five example problems will be considered. For each individual example problem the expression for the selected pairwise potential energy function is provided along the necessary parameters. Furthermore, from the set of dihedral angles a set of indepen- Atom-atom-atom
120.00" 120.00" 120.00· 109.500 109.500 109.500 dent dihedral angles is selected and explicit relations between dependent and independent dihedral angles are established. Finally, information on the computational performance of the proposed global optimization algorithm as well as of a local optimization algorithm, MINOS 5.3 108 are summarized for each individual example.
A. Propanal
The first example is the problem of finding the global minimum potential energy conformation of the propanal molecule (CH 3 CH z CHO) (see Fig. 2 ). This molecule involves fifteen chains of four covalently bonded atoms and six chains of five covalently bonded atoms. The values of the covalent bond lengths and covalent bond angles are assumed to be fixed at their equilibrium values and they are given in Table I and Table II, Table III . 109 Clearly, this problem involves two independent internal coordinates. One possible selection can be the dihedral angle tl between the planes defined by O(l)==C (2) All other dihedral angles are, For the given set of data the following solutions have been found by repeatedly solving the problem of minimizing the total potential energy with the local optimization solver MINOS 5.3 108 using randomly selected starting points. The proposed global optimization algorithm with a = 5 and tolerance E= 10-4 converged in all 100 runs to either of the two multiple global minimum solutions, In the second example the most stable conformation of 1,2,3-trichloro-l-fluoro-propane (CHCIF-CHCI-CH 2 CI) (see Fig. 3 ) is sought. This molecule features eighteen different chains of four covalently bonded atoms and nine different chains of five covalently bonded atoms. Furthermore, all angles are assumed to be tetrahedral (109.5°), the bond lengths are given in Table IV which models the nonbonded interactions are given in Table 5 .
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The selected pair of independent variables is,
and the bounds are [0,21T] . The expressions for the rest of the dihedral angles are 21T
For the given set of parameter values and nonbonded interaction expressions the following solutions for the minimum potential energy problem have been found with the local nonlinear solver MINOS 5.3 108 by employing multiple inItial points After applying the presented global optimization algorithm with a= 10 and tolerance €= 10-4 the global minimum solution, 
c. 1 ,2,3-trichloro-1 ,4-bifluoro-butane
This third example addresses the problem of finding the global minimum total potential energy conformation of 1,2,3-trichloro-l,4-bifluoro-butane (CHCIF-CHC1-CHCI-CH 2 F), (see Fig. 4 ). This molecule involves 27 different chains composed of four covalently bonded atoms; 18 chains of five covalently bonded atoms; and 9 chains of six covalently bonded atoms. In this example all covalent bond angles are assumed to be tetrahedral (109.5"). The equilibrium bond lengths as well as the parameters Aij and Bij for the Lennard-Jones potential are listed in Table IV  and Table V of the previous example. Clearly, only three dihedral angles are required to fully describe the rotational conformation of the molecule, and one possible selection is the following:
The expressions for all 27 dihedral angles are then, 
For the current set of data and interaction type the local optimization algorithm MINOS 5.3 108 generates a number of solutions which are summarized in Table VI . It is interesting to note that only 8 out of 100 runs resulted in generating the global minimum solution.
However, the proposed global optimization algorithm for a=5.0 and E= 10-4 in all 100 runs converged to the global minimum, 
D. 1,3-blfluoro-1-chloro-2-chloromethyl-propane
The fourth example involves finding the most stable molecular conformation of 1,3-bifluoro-l-chloro-2-chloromethyl-propane [CHFCI-CH( CHCI)-CH 2 F], (see Fig. 5 ). This molecule involves 27 different chains composed of four covalently bonded atoms; and also 27 chains of five covalently bonded atoms. Note again that all covalent bond angles are assumed to be tetrahedral (109.5°), and that the equilibrium bond lengths as well as the parameters Ajj and B jj for the Lennard-Jones potential are listed in Table IV and Table V (2) H (8) FIG . 5. 1,3-bifiuoro-l-chloro-2-chloromethyl-propane. Three dihedral angles are required in this example to satisfy all the rotational degrees of freedom of the molecule, and one possible selection is the following:
Explicit expressions for all 27 dihedral angles as functions of the above four are [t/t4
CI (2) ~ , , ,
For this example, the local optimization algorithm MINOS 5.3 108 generates a plethora of very closely spaced solutions the best of which are tabulated in Table VII . It is interesting to note that only 39 out of 1000 runs resulted in generating the global minimum solution. This is less than 4% success rate.
However, the proposed global optimization algorithm for a= 1 and E= 10-3 in all runs converged to the global minimum, tt=293.41°, 4'=296.58°, t1= 189.20°-+ V*= -5.308668 kcallmol in about 100 iterations with an average CPU time of 300 s on a HP-730 workstation. For a=5 again convergence to the global minimum is achieved in about 400 iterations 1200 s of CPU time.
The fourth example involves finding the most stable molecular conformation of 1,3-bifluoro-l-chloro-2,2-bichloromethyl-propane [CHFCI--C (CH 2 CI) 2--CH 2 F] , (see Fig. 6 ). This molecule involves 36 different chains composed of four covalently bonded atoms; and 54 chains of five covalently bonded atoms. Note again that all covalent bond angles are assumed to be tetrahedral (109.5"), and that the equilibrium bond lengths as well as the parameters AU and Bij for the Lennard-Jones potential are listed in Table IV and Table V of the second example. Four dihedral angles are required in this example to satisfy all the rotational degrees of freedom of the molecule, and one possible selection is the following: 
21T
O<t4-4>C(4)-C(S)-C(8)-H(lS)<] •
Note that due to symmetry the last two dihedral angles suffice to vary only between 0 and 21T/3. Explicit expressions for all 36 dihedral angles as functions of the above four are 
21T
4>C(6)-C(5)-C(7)-H(l4)=t3+] •
21T
4>C (8) The solutions generated by MINOS 5.3 108 are summarized in Table VIII . It is interesting to note that only 10% of the randomly distributed initial points generated paths leading to the global minimum solution.
However, the proposed global optimization algorithm with a = 5 converged to the global minimum solution t1'=299.92°, tt=59.59°, /f=59.87°, t1' = 60.18° -+ V* = -7.121 635 kcal/mol in all runs requiring about 1000 iterations with an average CPU time of 4000 s.
VII. SUMMARY AND CONCLUSIONS
In this paper a deterministic branch and bound type global optimization algorithm was presented for finding the most stable conformations of molecules based solely on the energetics of nonbonded interactions. First, explicit relations for the nonbonded atom Euclidean distances as function of bond lengths, covalent bond angles, and dihedral (torsion) angles were derived. Then, the problem was formulated as an unconstrained nonconvex optimization problem on a set of independent dihedral angles. Based on an eigenvalue analysis, a convex lower bounding function .2' of the total potential energy function V was defined involving a number of important properties. These properties of function .2' coupled with an efficient partitioning scheme enabled us to construct a global optimization algorithm guaranteed to always € converge to the global minimum conformation through the solution of a series of convex nonlinear optimization problems. Finally, the proposed approach was applied successfully to a number of acyclic molecular conformation problems, six of which were included in this paper. It should be emphasized that the proposed global optimization algorithm is applicable to other classes of problems (e.g., microclusters). Also, the presented analysis can be extended to more complicated interaction fields involving complex potential interaction terms (e.g., bending, stretching, torsion, bendingstretching, and out-of-plane distortion). Work in this direction is currently in progress.
