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Abstract
In this paper, by using a new kind of geometric structures, we present some su/cient condi-
tions to determine the weight hierarchies of linear codes satisfying the chain condition.
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1. Introduction
The concepts of generalized Hamming weight and weight hierarchy were 9rst intro-
duced by Wei [9] and Helleseth et al. [6]. The weight hierarchy was also called the
length=dimension pro9le by Forney [5].
Let C be an [n; k] linear code over GF(q). Its rth generalized Hamming weight
(or rth minimum support weight) is de9ned as
dr = min{|	(Dr)|: Dr is an [n; r] linear subcode of C};
where 	(Dr)=
⋃
c∈Dr{e: ce =0 where c=(c1; : : : ; cn)}. The weight hierarchy of C is
denoted by (d1; : : : ; dk), which plays an important role in the coding theory. In this
paper, we always assume that n=dk .
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The chain condition was 9rst introduced by Wei and Yang [10]. We say that the
code C satis9es the chain condition if there exist k linear subcodes Dr (16r6k) such
that
dim(Dr)= r; |	(Dr)|=dr and D1⊂D2⊂ · · · ⊂Dk =C:
The weight hierarchy (d1; : : : ; dk) is called “chain good” if the code C satis9es the chain
condition. There are a large number of well-known codes satisfying this condition. For
related references, see [1,2,3,4,7,8,10].
We consider the determination of the chain good weight hierarchies. For the bi-
nary codes of dimension up to 5 and the ternary codes of dimension up to 4, all of
the chain good weight hierarchies were determined in [1,4]. As to the linear codes
with arbitrary dimension over GF(q), Chen and KlHve provided a projective geo-
metric method and a su/cient condition in [2]. By developing their method, we
give some new su/cient conditions in this paper by using a new kind of geomet-
ric structures (see Structure 1 in Section 4). Our new structures are very simple. The
chain good weight hierarchies which are not covered by these su/cient conditions are
few.
The main results of this paper and some preliminaries are introduced in Section 2.
In Section 3, some basic lemmas are listed. The proofs of our main results are presented
in Sections 4 and 5. We also provide a summary of this paper in [8].
2. Preliminary and main results
2.1. Sequences and parameters
In this subsection, the chain permissible sequence and the corresponding parameters
ir , r and r are introduced.
A sequence of positive integers (a1; : : : ; ak) is called chain permissible over GF(q)
if 0¡ir6qir−1 for 16r6k − 1, where
ir = ak−r − ak−r−1 for 06r6k − 1 and a0 = 0: (2.1)
The parameter sequence (i0; : : : ; ik−1) is determined by the sequence (a1; : : : ; ak) and
vice versa. Let
r =(1− q)
r−1∑
j=0
ij + ir =
r∑
j=1
(ij − qij−1) + i0 for 06r6k − 1: (2.2)
Then, the parameter sequences (0; : : : ; k−1) and (i0; : : : ; ik−1) can also be determined
by each other. In fact, we have
ir =
r∑
j=0
jSr; j; (2.3)
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where Sj; l=(q−1)qj−l−1 for 06l6j−1 and Sj; j =1. For a chain permissible sequence
(a1; : : : ; ak), it is easy to see that
0¿1¿ · · ·¿k−1; (2.4)
where r may be negative if r¿1. Denote
r = ir=qr	 and pr = ir − rqr for 06r6k − 1 (2.5)
and
r =


0 if 06pr+16prq
1 if prq¡pr+1¡qr+1
for 06r6k − 2: (2.6)
For a chain permissible sequence (a1; : : : ; ak), it was shown in [2] that
r¿r+1 + r: (2.7)
In this paper, the parameters ir ; r; r ; pr and r of sequence A are also denoted by
ir(A); r(A); r(A); pr(A) and r(A).
2.2. Main results
We know that the chain good weight hierarchies are chain permissible, see [4].
There also exist some chain permissible sequences which do not correspond to weight
hierarchies, see [1]. Then, for the linear codes with arbitrary dimension over GF(q),
which kind of chain permissible sequences are the chain good weight hierarchies?
Theorem 1 presents an answer.
Theorem 1 (Chen and KlHve [2]). A chain permissible sequence (a1; : : : ; ak) is a chain
good weight hierarchy if
k−3¿q− 1: (2.8)
Furthermore, a chain permissible sequence with length k is a chain good weight
hierarchy if
k−3¿(q− 1) +
k−4∑
r=0
(r(qr+1 − 1) + qpr − pr+1): (2.9)
In this paper, by using a new kind of geometric structures (see Structure 1 in
Section 4), some other su/cient conditions are obtained in Theorems 2–5.
Theorem 2 is a basic theorem. A su/cient condition determining the chain good
weight hierarchies is given by using the expressions of the parameters i0; : : : ; ik−1.
In the statement, for any nonnegative integer z, we denote
(z)= 0 if z=0 and (z)= 1 otherwise: (2.10)
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Theorem 2. For a chain permissible sequence (a1; : : : ; ak), if there exist some non-
negative integers j; l and j; l(¡Sj; l) such that
ij =
j∑
l=0
(j; lSj; l + j; l) for 06j6k − 1; (2.11)
where
j; l¿j+1; l + (j+1; l) and j; l¿j; l+1 + (j; l+1); (2.12)
then it is a chain good weight hierarchy.
Then, how to use Theorem 2? As a good instance, Theorem 3 shows that if the
parameter k−2¿0, then expressions (2.11) exist.
Theorem 3. A chain permissible sequence (a1; : : : ; ak) is a chain good weight hierarchy
if
k−2¿0: (2.13)
Furthermore, a chain permissible sequence with length k is a chain good weight
hierarchy if
k−2¿
k−3∑
r=0
(r(qr+1 − 1) + qpr − pr+1): (2.14)
Theorem 2 is presented by using the expressions of i0; : : : ; ik−1. The form is compli-
cated. We can give a simpler Theorem 4 by only using the expression of ik−2. Another
character of Theorem 4 is the study of 0; : : : ; k−4. The parameters k−3 and k−2
have already been studied in Theorems 1 and 3.
Theorem 4. For a chain permissible sequence with length k, if there exist some inte-
gers 0¿1¿ · · ·¿k−2¿0 such that
ik−2 =
k−2∑
l=0
lSk−2;l; where l¿l¿0 for 06l6k − 4; (2.15)
then it is a chain good weight hierarchy.
For k =5, Theorem 5 shows that if 1 and i3 are large, then expression (2.15) exists.
Theorem 5. A chain permissible sequence with length 5 is a chain good weight
hierarchy if
1¿3q− 2 and i3¿MS3;0; where M =3q− 2: (2.16)
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Furthermore, a chain permissible sequence with length 5 is a chain good weight
hierarchy if
1¿(3q− 2) + (0(q− 1)− p1) and i3¿MS3;0: (2.17)
By using Theorem 5, many new chain good weight hierarchies are found. The im-
provements on Theorem 1 are listed in Tables 4 and 5. In addition, Corollary 12 of
Theorem 5 is also an important result. For the chain permissible sequences with length
5, the lower bound of Corollary 12 is better than the corresponding lower bound
provided in Theorem 3.
3. Some basic lemmas
In this section, some basic lemmas are listed, which are useful to establish our main
results.
In Lemma 6, a relation between the parameters l and l is given. By using this
lemma, the second parts of Theorems 3 and 5 can be obtained from the 9rst parts of
Theorems 3 and 5, respectively.
Lemma 6 (Chen and KlHve [2]). For a chain permissible sequence, if there exists a
positive integer l such that r = r+1 + r for 06r6l− 1, then
l= l +
l−1∑
r=0
(r(qr+1 − 1) + qpr − pr+1):
Lemmas 7 and 8 reduce the di/culties for the proofs of Theorems 3–5. They show
that there are some chain permissible sequences, if part of them are chain good, then
all of them are chain good.
Lemma 7 (Chen and KlHve [1]).
(1) For some >xed integers i∗0 ; : : : ; i
∗
k−2, let A be the set of chain permissible se-
quences with length k such that ij = i∗j (06j6k − 2). Then all of the sequences
in A are chain good weight hierarchies if one of them satisfying ik−1 = qi∗k−2 is
chain good.
(2) If (a1; : : : ; ak) is a chain good weight hierarchy and #0; : : : ; #k−1 are some integers
such that #0¿ · · ·¿#k−1¿0, then the sequence (a′1; : : : ; a′k) is also a chain good
weight hierarchy, where a′j = aj +
∑k−1
r=k−j #r q
r .
Lemma 8. For some nonnegative integers l (l6k − 1); h (l6h6k − 1); s and a set
F, if each chain permissible sequence with length k such that
l¿s+
l−1∑
r=0
(r(qr+1 − 1) + qpr − pr+1); (3.1)
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ih∈F; (3.2)
j = j+1 + j for 06j6l− 1; (3.3)
is a chain good weight hierarchy, then all of the chain permissible sequences satisfying
(3.1) and (3.2) are chain good weight hierarchies.
Proof. Let B=(b1; : : : ; bk) be a chain permissible sequence satisfying (3.1) and (3.2).
Let B′=(b′1; : : : ; b
′
k) where
b′j = bj −
k−1∑
r=k−j
#rqr for 16j6k;
#j =
l−1∑
r=j
(r(B)− (r+1(B) + r(B))) for 06j6l− 1;
#j =0 for l6j6k − 1:
If B′ is a chain good weight hierarchy, then by using item 2 of Lemma 7, it is easy
to see that B=(b′1+
∑k−1
j=k−1 #jq
j; : : : ; b′k +
∑k−1
j=0 #jq
j) is also a chain good weight
hierarchy.
In the following paragraph, we will show that B′ is a chain good weight hierarchy.
From (2.7), it is not di/cult to check that #0¿#1¿ · · ·¿#l= · · · = #k−1 = 0 and
ir(B′)= b′k−r − b′k−r−1 = ir(B)− #rqr for 06r6k − 1:
Therefore,
r(B′)= r(B)− #r for 06r6k − 1;
pr(B′)=pr(B) for 06r6k − 1;
r(B′)= r(B) for 06r6k − 2:
Then,
ih(B′)= ih(B)∈F; (3.4)
l(B′) = l(B)
¿ s+
l−1∑
r=0
(r(B)(qr+1 − 1) + qpr(B)− pr+1(B))
= s+
l−1∑
r=0
(r(B′)(qr+1 − 1) + qpr(B′)− pr+1(B′)); (3.5)
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r(B′) = r(B)− #r
= r+1(B)− #r+1 + r(B)
= r+1(B′) + r(B′) for 06r6l− 1; (3.6)
r(B′) = r(B)
¿ r+1(B) + r(B) (by using (2:7))
= r+1(B′) + r(B′) for l6r6k − 2; (3.7)
By using (3.6) and (3.7), we have
ir(B′)q¿ir+1(B′) for 06r6k − 2: (3.8)
Thus, B′ is a chain permissible sequence. Furthermore, by using the conditions of this
lemma, Eqs. (3.4)–(3.6) imply that B′ is a chain good weight hierarchy. This ends the
proof.
4. Proofs of Theorems 2 and 3
In this section, the proof of Theorem 2 and the basic Structure 1 are presented. Then,
for the parameters k−2 and k−2, the corresponding result to Theorem 1 is obtained
in Theorem 3.
4.1. Proof of Theorem 2
In the following paragraphs, for a generator matrix G of an [n; k] linear code over
GF(q), we always assume that each column of G is nonzero and its 9rst nonzero
component is 1. For x∈GF(q)k , m(x), the multiplicity of x, denotes the number of
occurrences of x as a column in G. For any subset T ⊆GF(q)k , let
m(T )=
∑
x∈T
m(x):
From [7], we know that the rth generalized Hamming weight dr is
n−max{m(S): S is a subspace of GF(q)k with dimension k − r}: (4.1)
Therefore, the chain condition can be described as follows.
Lemma 9. An [n; k] linear code with generator matrix G over GF(q) satis>es the
chain condition if and only if there exist subspaces E1⊂E2⊂ · · · ⊂Ek =GF(q)k such
that m(Er)= max{m(S): S ⊆GF(q)k ; dim(S)= r}.
Proof of Theorem 2. The proof is given in three steps. In the 9rst step, a generator
matrix G with n(= ak) columns and rank k is constructed by using the parameters
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j; l and j; l. Then in the second step, we show that the chain permissible sequence
(a1; : : : ; ak) is the weight hierarchy of the linear code generated by using G. In the last
step, it is proved that (a1; : : : ; ak) is a chain good weight hierarchy.
Step 1: In this step, we will construct a generator matrix G with n(= ak) columns
and rank k. Since G is determined by the function m(x) where x∈GF(q)k , then a
construction for m(·) is needed.
Note that, for a generator matrix, we always assume that the 9rst nonzero component
of each column is 1. Then, with respect to function m(·), only the points of projective
space PG(q; k − 1) are useful, see [2]. The following results about the space GF(q)k
can also be described over PG(q; k − 1).
Let {J1; : : : ; Jk} be the basis of GF(q)k . Denote by Pr(t) the space of dimension r
spanned by {Jt ; : : : ; Jt+r−1}, where 16t6t + r − 16k. Let Pj; l be the set of vectors
with 9rst nonzero components 1 in the set
Pj−l+1(l+ 1)\(Pj−l(l+ 2) ∪ Pj−l(l+ 1)):
For l¡j, it is easy to verify that
|Pj; l|=(q− 1)qj−l−1 = Sj; l: (4.2)
Structure 1 (The construction for m(·)). For x∈GF(q)k , let m(x)= 0 if its >rst
nonzero component is not equal to 1, otherwise let
m(x)= j; l or j; l + 1 for x∈Pj; l where 06l¡j6k − 1;
m(x)= j; j for x=Pj; j where 06j6k − 1;
such that m(Pj; l)= j; lSj; l + j; l for l¡j.
Structure 1 is not a single structure. It is a kind of new structures because the function
m(·) is not unique. For the chain permissible sequence (a1; : : : ; ak), if there are some
diPerent solutions in (2.11), then the corresponding functions m(·) are diPerent. Even
for a 9xed solution of (2.11), there also exist some diPerent suitable functions.
By using (2.11), we have
m(Ps(1)\Ps−1(1)) =
s−1∑
l=0
m(Ps−l(l+ 1)\(Ps−l−1(l+ 2)∪Ps−l−1(l+ 1)))
=
s−1∑
l=0
m(Ps−1; l)=
s−1∑
l=0
(s−1; lSs−1; l + s−1; l)
= is−1;
where 16s6k. Then,
m(Ps(1))= i0 + i1 + · · ·+ is−1 = n− ak−s; where a0 = 0: (4.3)
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Therefore, the matrix G constructed by using the function m(·) of Structure 1 is indeed
a generator matrix with n (n= ak) columns and rank k since m(Pk(1))¿m(Pk−1(1))¿
· · ·¿m(P1(1))¿0.
Step 2: We will prove that (a1; : : : ; ak) is the weight hierarchy of the linear code
generated by using G. The proof depends on property (4.7) which shows that
m(Ps(1))= max{m(Us): Us⊆GF(q)k ; dim(Us)= s}.
Let Us be a subspace of dimension s. There exists an integer u1 where k − s +
1¿u1¿1, such that
Us⊆Pk−u1+1(u1) and Us ⊆Pk−u1 (u1 + 1):
Let Us−1 =Us ∩Pk−u1 (u1 + 1), then Us−1 is a subspace of dimension s− 1 and
Us\Us−1⊆Pk−u1+1(u1)\Pk−u1 (u1 + 1):
The set Pk−u1+1(u1)\Pk−u1 (u1 + 1) has another subset Ps(u1)\Ps−1(u1 + 1). For any
vector x∈Pk−u1+1(u1)\Pk−u1 (u1 + 1) satisfying m(x) =0, we have
m(x)
{
¿u1+s−2; u1−1 if x∈Ps(u1)\Ps−1(u1 + 1);
6u1+s−1; u1−1 + (u1+s−1; u1−1) otherwise;
where (·) is de9ned in (2.10). Thus, m(Ps(u1)\Ps−1(u1+1)) is the sum of qs−1 largest
multiplicities of vectors in Pk−u1+1(u1)\Pk−u1 (u1 + 1). Then,
m(Us\Us−1)6 m(Ps(u1)\Ps−1(u1 + 1)): (4.4)
Furthermore,
m(Ps(u1)\Ps−1(u1 + 1))6 m(Ps(1)\Ps−1(2)); (4.5)
since
m(Ps(u1)\Ps−1(u1 + 1)) =
s∑
r=1
m(Pr(u1)\(Pr−1(u1 + 1)∪Pr−1(u1)))
=
s∑
r=1
m(Pu1+r−2; u1−1)
=
s∑
r=1
(u1+r−2; u1−1Su1+r−2; u1−1 + u1+r−2; u1−1)
6
s∑
r=1
r−1;0Su1+r−2; u1−1 (by using (2:12))
=
s∑
r=1
r−1;0Sr−1;0
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6
s∑
r=1
m(Pr−1;0)
= m(Ps(1)\Ps−1(2)):
Therefore, by using (4.4) and (4.5), we have
m(Us\Us−1)6 m(Ps(1)\Ps−1(2)): (4.6)
By induction, there exist integers ul (26l6s) where ul−1 + 16ul6k − s + l, such
that
Us+1−l⊆Pk−ul+1(ul) and Us+1−l ⊆Pk−ul(ul + 1):
Let Us−l=Us+1−l ∩Pk−ul(ul + 1), then Us−l is a subspace of dimension s− l and
Us+1−l\Us−l⊆Pk−ul+1(ul)\Pk−ul(ul + 1):
Similar to (4.4) and (4.5), we have
m(Us+1−l\Us−l)6m(Ps+1−l(ul)\Ps−l(ul + 1))
6m(Ps+1−l(l)\Ps−l(l+ 1)) for 16l6s
and
m(Us) =
s∑
l=1
m(Us+1−l\Us−l)
6
s∑
l=1
m(Ps+1−l(l)\Ps−l(l+ 1))=m(Ps(1)): (4.7)
Thus, by using (4.1), (4.3) and (4.7), it is easy to see that (a1; : : : ; ak) is the weight
hierarchy of the linear code generated by using G.
Step 3: By using Lemma 9, we know that (a1; : : : ; ak) is a chain good
weight hierarchy since P1(1)⊂P2(1)⊂ · · ·⊂Pk(1). This completes the proof of
Theorem 2.
4.2. Proof of Theorem 3
As a good instance of Theorem 2, Theorem 3 is a corresponding result to Theorem
1 for the parameters k−2 and k−2. The proof is in two parts. The 9rst part is the
following Lemma 10.
Lemma 10. A chain permissible sequence (a1; : : : ; ak) is a chain good weight hierarchy
if k−2¿0.
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Proof. From Theorem 2, it is easy to show that a chain permissible sequence satisfying
k−2¿0 and ik−1 = qik−2 is a chain good weight hierarchy since
ir =
r∑
j=0
jSr; j for 06r6k − 2;
ik−1 = qik−2 =
k−2∑
j=0
jSk−1; j + k−2:
Then, by using item 1 of Lemma 7, this lemma can be obtained.
Proof of Theorem 3. The 9rst part of this theorem is given in Lemma 10. The second
part is proved here. From Lemmas 6 and 10, we know that a chain permissible sequence
satisfying
k−2¿
k−3∑
r=0
(r(qr+1 − 1) + qpr − pr+1);
r = r+1 + r for 06r6k − 3
is a chain good weight hierarchy. Then by using Lemma 8 with parameters l=
k − 2; s=0; h= k − 1 and F = {t: t¿0}, this theorem is obtained.
5. Proofs of Theorems 4 and 5
In Theorems 1 and 3, some su/cient conditions determining the chain good weight
hierarchies are given by using the parameters k−3 and k−2, respectively. In this
section, the parameters 0; : : : ; k−4 are studied in Theorem 4. Then some solutions for
the condition of Theorem 4 are presented in the proof of Theorem 5. Furthermore, for
k =5 and q=3, the improvements on Theorem 1 are listed in Tables 4 and 5 by using
Theorem 5.
Proof of Theorem 4. By using item 1 of Lemma 7, we can assume that ik−1 = qik−2.
We also assume that
k−3¡k−2 + q: (5.1)
If k−3¿k−2 + q, then replace k−3 and k−2 with k−3 − 3 and k−2 + 3(q − 1),
respectively, where 3= (k−3 − k−2)=q	.
Denote ∗l = l for 06l6k − 4 and ∗k−3 = k−4. Then
ij =
j∑
l=0
∗l Sj; l for 06j6k − 4; (5.2)
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ik−2 =
k−2∑
l=0
lSk−2; l; (5.3)
ik−1 = qik−2 =
k−2∑
l=0
lSk−1; l + k−2: (5.4)
Therefore, by using Theorem 2, this theorem can be obtained if there exists a suitable
expression for ik−3.
In Eq. (5.5), an expression for ik−3 is presented. Let
4=
k−3∑
l=0
lSk−3; l:
From (5.1), we have ik−2=q=4+ (k−2 − k−3)=q¿4− 1 and then
ik−3¿
⌈
ik−2
q
⌉
¿4:
Denote
ej = ∗j − j for 06j6k − 3;
L= max
{
: ik−3 − 4−
∑
l=0
elSk−3; l¿0
}
(L=−1 if  does not exist);
g= ik−3 − 4−
L∑
l=0
elSk−3; l:
Then 06g¡eL+1Sk−3; L+1 if L¡k − 3 and g=0 if L= k − 3. Let
g1 = g=Sk−3; L+1	 and g2 = g− g1Sk−3; L+1;
we have
ik−3 =4+
L∑
l=0
elSk−3; l + g
=
k−3∑
l=0
lSk−3; l +
L∑
l=0
elSk−3; l + g1Sk−3; L+1 + g2
=
L∑
l=0
∗l Sk−3; l + ((L+1 + g1)Sk−3; L+1 + g2) +
k−3∑
l=L+2
lSk−3; l: (5.5)
It is easy to verify that expressions (5.2)–(5.5) satisfy condition of Theorem 2. This
ends the proof.
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Table 1
Second part of Case I in the proof of Lemma 11
Subcases Expressions of i3 Some notes
1 73¿74 [0; 1; 73; 74]
2 73¡74 [0; 1 − 1; 73 + q; 74] 1¿2(q− 1) implies 1 − 1¿73 + q
By using Theorem 4, we have Lemma 11, which is the 9rst part of Theorem 5.
Lemma 11. For a chain permissible sequence with length 5, if
1¿3q− 2 and i3¿MS3;0; where M =3q− 2; (5.6)
then it is a chain good weight hierarchy.
Proof. We will show that, for a chain permissible sequence with length 5, if (5.6)
holds on, then the condition of Theorem 4 is satis9ed. That is to say, we should
give some integers 0¿1¿2¿3¿0 such that i3 =
∑3
l=0 lS3; l where 060 and
161. If the integers 0; 1; 2; 3 exist, we denote
i3 = [0; 1; 2; 3]:
In addition, the parameters 7l (16l611) used below are nonnegative integers.
Case I. If i3¿0S3;0 + 1S3;1, then we have i2¿i3=q¿0S2;0 + 1S2;1. Suppose
i2 = 0S2;0 + 1S2;1 + 71. It is easy to see that 067161.
• If i3¿0S3;0 + 1S3;1 + 71S3;2, then there exists an integer 72 such that
i3 = [0; 1; 71; 72]; where 0672671:
• If i3¡0S3;0 + 1S3;1 + 71S3;2, then there exist 73¡71 and 74¡q − 1 such that
i3 = 0S3;0 + 1S3;1 + 73S3;2 + 74. Therefore, we have some suitable expressions in
Table 1. For q=2, subcase 2 of Table 1 does not exist since 74 = 0.
Case II: If 0S3;06i3¡0S3;0+1S3;1, then there exist 75¡1, 76¡q and 77¡q−1
such that i3 = 0S3;0+75S3;1+76S3;2+77. Therefore, we have some suitable expressions
in Table 2. For q=2, subcases 3–5 of Table 2 do not exist since 77 = 0.
Case III. If MS3;06i3¡0S3;0, then there exist M678¡0, 79¡q, 710¡q and
711¡q − 1 such that i3 = 78S3;0 + 79S3;1 + 710S3;2 + 711. Therefore, we have some
suitable expressions in Table 3. For q=2, subcases 3 and 4 of Table 3 do not exist
since 711 = 0.
Proof of Theorem 5. The 9rst part of this theorem is given in Lemma 11. Now, we
prove the second part.
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Table 2
Case II in the proof of Lemma 11
Subcases Expressions of i3 Some notes
1 76¿77, [0; 75; 76; 77]
75¿76
2 76¿77, [0 − 1; 75 + q; 76; 77] 1¿2q− 1 implies
75¡76 min(1; 0 − 1)
¿75 + q:
3 76¡77, [0; 75 − 1; 76 + q; 77]
75 − 1¿76 + q
4 76¡77, [0 − 1; 75 + q− 1, 1¿3(q− 1) implies
76 6 75 − 1¡76 + q 76 + q; 77] min(1; 0 − 1)
¿75 + q− 1.
5 76¡77, [0 − 2; 75 + 2q− 1, 1¿3q− 2 implies
75 − 1¡76 76 + q; 77] min(1; 0 − 2)
¿75 + 2q− 1.
Table 3
Case III in the proof of Lemma 11
Subcases Expressions of i3 Some notes
1 710¿711, [78; 79; 710; 711]
79¿710
2 710¿711, [78 − 1; 79 + q; 710; 711] M¿2q− 1 implies
79¡710 78 − 1¿79 + q,
1¿2(q− 1) implies
1¿79 + q.
3 710¡711, [78 − 1; 79 + q− 1; 710 + q; 711] M¿2q− 1 implies
79 − 1¿710 78 − 1¿79 + q− 1,
1¿2(q− 1) implies
1¿79 + q− 1.
4 710¡711, [78 − 2; 79 + 2q− 1; 710 + q; 711] M¿3q− 2 implies
79 − 1¡710 78 − 2¿79 + 2q− 1,
1¿3q− 4 implies
1¿79 + 2q− 1.
From Lemmas 11 and 6, we know that a chain permissible sequence with length 5
is a chain good weight hierarchy if
1¿(3q− 2) + (0(q− 1)− p1);
0 = 1 + 0
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Table 4
Improvements for k =5 and q=3 when i3¿90 ( =91; 109), where r is any nonnegative integer
i1 = 3r+ i2 i1 = 3r+ i2 i1 = 3r+ i2 i1 = 3r+ i2 i1 = 3r+ i2
31 85 24 65 21, 23 55 23, 25 45 23, 25 35
29 79 24 64 23 54 23, 25 44 23, 25 34
28 77 23 63 23, 25 53 23, 25 43 21, 25 33
28 76 23 62 23, 25 52 25 42 21, 25 32
27 73 23, 25 61 25 51 21, 25 41 21, 23, 25 31
26 71 25 60 25 50 21, 25 40 21, 23 30
26 70 25 59 21, 25 49 21, 23 39
25 69 25 58 21 48 21, 23 38
25 68 21 57 21, 23 47 21, 23, 25 37
25 67 21 56 21, 23 46 23, 25 36
and
i3 ¿ MS3;0 where M =3q− 2:
Then, by using Lemma 8 with parameters l=1; s=3q−2, h=3 and F = {t: t¿MS3;0},
this theorem is obtained.
By using Theorem 5, we have the following Corollary 12, which is better than the
corresponding result provided in the second part of Theorem 3. The lower bound of
Corollary 12 is i3 =8(q4). But for k =5, the lower bound provided in Theorem 3 is
only 3 =8(q3) or i3 =8(q6).
Corollary 12. A chain permissible sequence with length 5 is a chain good weight
hierarchy if i3¿(4q− 3)q3.
Proof. Since i3¿(4q − 3)q3 and i36qi26q2i1, then it is easy to see that 1¿4q − 3
and i3¿MS3:0, where M =3q− 2. Therefore, by using the second part of Theorem 5,
this corollary is obtained.
In addition, we have another three corollaries: Corollaries 13–15. For q=3 and
k =5, the chain permissible sequences which cannot be investigated by using Theorem
1 are listed in Table 1 of [2]. Now, by using these three corollaries, we can prove that
most of them are chain good weight hierarchies. The improvements are presented in
Tables 4 and 5. Table 4 is obtained from Corollaries 13 and 14. Table 5 is obtained
from Corollary 15.
Corollary 13. For q=3 and k =5, a chain permissible sequence is a chain good
weight hierarchy if i1¿21( =22) and i3¿126.
The proof of Corollary 13 can be obtained from the second part of Theorem 5
immediately.
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Table 5
Improvements for k =5 and q=3 when i3¿90 ( ≡ 1mod 6)
i1 i2 i1 i2 i1 i2
22 61 18, 19, 22 49 15, 17, 18, 20 39
22 60 18 48 15, 17, 18, 20 38
22 59 17, 18, 20 47 15, 17∼20, 22 37
22 58 17, 18, 20 46 17, 19, 20, 22 36
20 55 17, 19, 20, 22 45 17, 19, 20, 22 35
20 54 17, 19, 20, 22 44 17, 19, 20, 22 34
19, 20, 22 53 17, 19, 20, 22 43 15, 18, 19, 22 33
19, 20, 22 52 19, 22 42 15, 18, 19, 22 32
19, 22 51 15, 18, 19, 22 41 15, 17∼20, 22 31
19, 22 50 15, 18, 19, 22 40 15, 17, 18, 20 30
Corollary 14. For q=3 and k =5, a chain permissible sequence is a chain good
weight hierarchy if i1¿21( =22), i3¿90 and i3 ≡ 1 (mod 18).
Proof. Since i3 ≡ 1 (mod 18), then in the proof of Lemma 11, the corresponding sub-
case 4 of Case III does not exist. Because for q=3, subcase 4 of Case III implies that
711 = 1, 710 = 0 and 79 = 0.
Therefore, condition (5.6) of Lemma 11 can be replaced by
1¿3q− 2=7 and i3¿MS3;0; where M =2q− 1=5:
By using the same arguments of Theorem 5 and quoting Lemma 8 with parameters
l=1; s=7; h=3 and F = {t: t¿MS3;0 = 90; t ≡ 1 (mod 18)}, it is easy to get the
following result. A chain permissible sequence with q=3 and length 5 is a chain good
weight hierarchy if
1¿7 + (20 − p1); i3¿90 and i3 ≡ 1 (mod 18):
This ends the proof.
Corollary 15. For q=3 and k =5, a chain permissible sequence is a chain good
weight hierarchy if i1¿15 ( =16), i3¿90 and i3 ≡ 1 (mod 6).
Proof. Since i3 ≡ 1 (mod 6), then in the proof of Lemma 11, the corresponding subcase
4 of Case II, subcase 5 of Case II and subcase 4 of Case III do not exist. Because for
q=3, subcase 4 and subcase 5 of Case II imply that 77 = 1 and 76 = 0, subcase 4 of
Case III implies that 711 = 1, 710 = 0 and 79 = 0.
Therefore, condition (5.6) of Lemma 11 can be replaced by
1¿2q− 1=5 and i3¿MS3;0; where M =2q− 1=5:
By using the same arguments of Theorem 5 and quoting Lemma 8 with parameters
l=1; s=5; h=3 and F = {t: t ¿ MS3;0 = 90; t ≡ 1 (mod 6)}, it is easy to get the
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following result. A chain permissible sequence with q=3 and length 5 is a chain good
weight hierarchy if
1¿5 + (20 − p1); i3¿90 and i3 ≡ 1 (mod 6):
This ends the proof.
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