This paper presents a generalization of the chain-scattering representation to the case of general plants. Through the notion of input-output consistency, the conditions under which the generalised chain-scattering representation (GCSR) and the dual generalised chain-scattering representation (DGCSR) exist are proposed. The generalised chainscattering matrices are formulated into a general parameterised form by using the generalised inverse of matrices. Some algebraic system properties such as the cascade structure property, the symmetry (duality) of the GCSRs and DGCSRs are studied.
Introduction
In classical network theory, a circuit representation called the chain matrix [1] has been widely used to deal with the cascade connection of circuits arising in analysis and synthesis problems. Recently, Kimura [2] developed the chain-scattering representation (CSR) which was subsequently used to provide a unified framework for H ∞ control theory. The chain-scattering representation is in fact an alternative way of representing a plant. Compared to the usual transfer function formulation, it has some remarkable properties. One is its cascade structure, which enables feedback to be represented as a matrix multiplication. The other is the symmetry (duality) between the chain-scattering representation and its inverse called the dual chain-scattering representation (DCSR). Due to these characteristic features, it has successfully been used in several areas of control system design [2] , [3] , [4] .
Consider a plant P (Fig 1) with two kinds of inputs (w, u) and two kinds of outputs (z, y) represented by z y = P w u = P 11 P 12 P 21 P 22
where P ij (i = 1, 2; j = 1, 2) are all rational matrices with dimensions m i × k j (i = 1, 2; j = 1, 2). In order to compute the CSR and DCSR of (1), P 21 and P 12 are generally assumed to be invertible [2] . However, for general plants, if neither of P 12 and P 21 is invertible, one can not use CSR and DCSR directly. Although the approach was extended by Kimura [2] to the case in which P 12 is column full rank and P 21 is row full rank by augmentating the plant, a systematic treatment is still needed in the general setting when neither of these conditions is satisfied.
In this note, we consider general plants, and therefore make no assumption about the rank of P 12 and P 21 . From an input-output consistency point of view, the conditions under which the chain-scattering representations exist are developed. These conditions essentially relax those assumptions which were generally put on the rank of P 21 and P 12 and make it possible to extend the applications of this approach from the regular cases of the 1-block case, the 2-block case and the 4-block case [10] to the general case. Based on this, the chain-scattering matrices are formulated into general parameterised forms by using the matrix generalised inverse. Subsequently the cascade structure property and the symmetry are investigated.
Some preliminary results related to the generalized inverse of a matrix are necessary for what we shall present in the sequel. Definition 1 [7] : For every rational matrix A ∈ (s) n×m , a unique matrix A † ∈ (s) m×n , which is called the Moore-Penrose inverse, exists satisfying
where A T denotes the conjugate transpose of A. In the special case that A is a square nonsingular matrix, the Moore-Penrose inverse of A is simply its inverse, i.e., A † = A −1 . In case a matrix A − satisfies only the first condition, it is called a {1}-inverse. {1}-inverses are not unique but play an important role in the following development.
Lemma 1 [7] : A matrix equation Mz = f , with M ∈ (s) m×n , is consistent (can be solved) for z if and only if (I − MM − )f = 0 for any {1}-inverse M − . If the equation is consistent, its general solution can be written in the form
h, where I n is the n × n identity matrix and h is an arbitrary n × 1 rational vector.
Lemma 2 [7] : The general form of any {1}-inverse of a rational matrix M is
where M − is a particular {1}-inverse of M such as its Moore-Penrose inverse and K M is an arbitrary rational matrix with appropriate dimension.
Input-output consistency and GCSR
In relation to the conditions under which the generalised chain-scattering representation (GCSR) and the dual generalised chain-scattering representation (DGCSR) exist, we give the following definition.
Definition 2 : An input-output pair (u, y) ((w, z)) is said to be consistent about w (u) for the plant P if there exists at least one input w (u) satisfying P 21 w = y − P 22 u (P 12 u = z − P 11 w). In this case, P is said to be input-output consistent about w (u) with respect to the input-output pair (u, y) ((w, z)).
The following results state the characterisation of the consistency.
Theorem 1 : The plant P is input-output consistent about w with respect to the inputoutput pair (u, y) if and only if one of the following equivalent conditions holds for a suitable choice of the arbitrary matrix K. Hence (d) Considering (a), again we only need to show that this condition is independent of the particular {1}-inverse. Let P g 21 be any other {1}-inverse of P 21 , from the proof of (a), it follows that
In a similar way, since P − can be expressed parametricedlly via Lemma 2 in terms of P g , one arrives at
Consequently
Corollary 1 : The plant P is input-output consistent about w for arbitrary (u, y) if and only if P 21 has full row rank.
Proof : If P 21 has full row rank, it follows that I − P 21 P − 21 = 0, and so (a) is obviously satisfied for arbitrary (u, y). Contrarily, if the plant P is input-output consistent about w for arbitrary (u, y), then one can choose those input-output pairs (u i , y i ) (i = 1, · · · , m 2 ) such that y i = P 22 u i + e i , where e i is the identity vector. From (a), one
= 0, thus P 21 has full row rank. A similar result holds for the plant to be consistent about u. From Corollary 1, the assumption of P 21 having full row rank made in Kimura [2] is seen as the requirement that P be input-output consistent about w for arbitrary (u, y). The chain-scattering representation in this case is well established by Kimura [2] by introducing the augmentation of plants. However as far as the existence of the chain-scattering representation is concerned this rank condition on P 21 is stronger than necessary. In the general case, if the inputoutput pair satisfies one of the above conditions of consistency, then the chain-scattering representations are still available even though the matrices P 21 and P 12 are not of full rank. This is the subject of the following theorems.
Theorem 2 : If the plant P is consistent about w with respect to the input-output pair (u, y), then (1) can be written as
where we denote the matrix
where h is arbitrary rational vector. P − 21 is any {1}-inverse of P 21 , i.e. any matrix satisfying (·)(·) − (·) = (·).
Proof : If one of the equivalent conditions (a), (b), (c), (d) in Theorem 1 is satisfied, then using Lemma 1 in conjunction with the equation
one obtains the general solution for w as
Hence
Definition 3 The relation (2) is called the generalised chain-scattering representation (GCSR) of the plant P and any matrix GCHAIN (P ) is termed as a GCSR matrix.
The GCSR (2) is schematically shown in Fig. 2 . 
where we denote the matrix as follows
where q is arbitrary rational vector. P − 12 is any {1}-inverse of P 12 , i.e. any matrix satisfying
Proof : The proof is similar to that of Theorem 2.
Definition 4
The relation (4) is called the dual generalised chain-scattering representation (DGCSR) of the plant P and any matrix DGCHAIN (P ) is termed as a DGCSR matrix.
The DGCSR (4) It should be noted immediately that unlike the Kimura approach [2] , the formulations of the GCSRs and the DGCSRs are not unique due to the fact that the {1}-inverses of a matrix are not unique. Obviously the set of all GCSR, DGCSR matrices of the plant P is composed of all the matrices in form (3), (5) , where the {1}-inverse matrices P Theorem 4 Assume that the plant P is consistent about w with respect to the inputoutput pair (u, y). If the set of all GCSR matrices of the plant P is denoted by Γ(P ), then Γ(P ) = {GCHAIN (P ; K) : K is rational matrix}, where we denote
and P
21 is the Moore-Penrose inverse of P 21 .
Proof (⊆) This is to show that any GCSR matrix can be written into the form (6). The consistency of P about w suggests us that
For any {1}-inverse P − 21 of P 21 , Lemma 2 tells us that there is a rational matrix K such that P
. Following the proof of theorem 2, one obtains
where the GCSR matrix GCHAIN (P ; K) is just (6 
Theorem 5
Assume that the plant P is consistent about u with respect to the inputoutput pair (z, w). If the set of all DGCSR matrices of the plant P is denoted by Φ(P ), then Φ(P ) = {DGCHAIN (P ; Q) : Q is rational matrix}, where DGCHAIN (P ; Q) := DCHAIN * (P ; K) ∆DG(P ; K)
12 is the Moore-Penrose inverse of P 12 . Proof The proof is similar to that of Theorem 4.
Remark 1
These theorems clarify the essential structure of the GCSRs and the DGCSRs in a general setting. Even though the structure of GCSR and DGCSR is very similar to that proposed by [2] and [10] via augmentation of the plant by introduction of fictitious observation output or control input for the cases where P 21 is row full rank and P 12 is column full rank, the GCSR and DGCSR proposed here are based on a relaxed assumption and do not require any such rank condition on P 21 and P 12 .
Remark 2 : If in the plant P , the matrix P 21 is invertible, then for any GCHAIN (P ; K) ∈ Γ(P ), one has GCHAIN (P ; K) = CHAIN (P ) 0 , where
is the standard chain-scattering representation of Kimura [2] . Similarly, if in the plant P , the matrix P 12 is invertible, then for any DGCHAIN (P ; K) ∈ Φ(P ), one has
where
Algebraic system properties of GCSR and DGCSR
Not only can the chain-scattering representation illuminate the fundamental structure of H ∞ control systems (see for example, [2] , [3] , [4] ), but also it has many applications in circuit theory and signal processing (see for example, [5] ). Two fundamental algebraic properties of the chain-scattering representation, i.e. the cascade structure and the duality, are considered to be relevant to such control system design problems. In the following, these two issues are discussed in a more general setting.
Similar to that of CSR and DCSR, one observation is the following result.
Theorem 6 (Duality) : (i)
The set of GCSR matrices Γ(P T ) is isomorphic to the set of DGCSR matrices Φ(P ). Furthermore the following identities, which describe the matching relationship between any pair in the two sets, displays the essential duality
where the matrices GCHAIN * (· ; ·) and the matrices DGCHAIN * (· ; ·) are the block matrices in the GCSR and DGCSR formulations as denoted in (6) and (7) respectively.
(ii) Similarly, Φ(P T ) is isomorphic to Γ(P ), furthermore the following identities display the duality
Proof We only need to prove (i). The proof of (ii) is similar. If the plant P is given by (1), then
, one can find a rational matrix K such that (P
Due to the consistency of the system, the operator (P
]K, as seen in the proof of theorem 4, is equal to (P
i.e., for this rational matrix
Thus one finds a rational matrix Q = K T , such that
consequently, the corresponding DGSR matrix DCHAIN (P ; Q) ∈ Φ(P ) is given by (7), therefore
The statements (GD11) and (GD12) thus follow from a direct calculation. By repeating the similar augment as above, one can prove the dual statements (DG13) and (DG14). The statement (GD11) (or (GD12) ) together with the statement (DG13) (or (DG14)) suggests us that Γ(P T ) is isomorphic to Φ(P ). For the full GCSR matrices and the DGCSR matrices, the basic result concerning duality is as follows.
holds if and only if P 12 is of full column rank. The equality 
holds if and only if P 21 is of full column rank.
Proof : If P 12 is of full column rank, then I − P (6) and (7) one follows that I − P T 12 (P T 12 ) G = 0, this is true iff P 12 is of full column rank. The second result follows in a similar way. Now we consider the cascade properties of the GCSR and DGCSR . The following theorems concerning this subject are independant of the specific formulation of the GCSR matrix, so for concreteness we shall use a general notation GCHAIN (P ) in the following. Let a series of plants
be interconnected (Fig 4) simply according to An immediate observation from the above definition is the following Proposition. 
. . . . . .
Proof : We proceed by induction. When r = 1, from Definition 2, an input-output pair (u 1 , y 1 ) is consistent about w to P 1 = P (1) 21 (i ∈ r) are all of full row rank. The main reason for using the chain-scattering representation in classical circuit theory lies in the remarkable feature which enables cascade connection to be represented in a much simplified manner. i.e., the port characteristics of connection which essentially reflect the physical structure of the system can be precisely represented by the chainscattering representation [1] [2] . The following result details this property of GCSRs in a general setting.
Theorem 9 :
If an input-output pair (u 1 , y 1 ) is consistent about w to the interconnection P r , then
where h 1 , · · ·, h r are arbitrary rational vectors.
all exist. Thus z r w r can be formulated recursively from z r−1 w r−1 .
The above theorem gives a useful way for determining the last port from the first port in terms of the GCSR matrix in a interconnection which also displays the cascade connection in a input-output format , the next result states it in a more explicit form. By denoting, GCHAIN (P (i) ) = P 
Conclusion
In this paper, the chain-scattering representation proposed by Kimura for the regular case is extended to the general case where no rank condition is assumed on P 21 and P 12 . The conditions under which the GCSR and the DGCSR exist are developed from the point of view of input-output consistency. The generalised chain-scattering matrices are formulated into parametrised form by using the generalised inverse of matrices. The essential structure of them is clarified in a general setting. Some algebraic system properties of these general matrices which are relevant to control system design requirements, especially the H ∞ control problem, are developed. The application of this approach to analysis and synthesis problems in general case is a subject of further research.
