Abstract-Image edge detection is a process where true edges of an image are identified. In past, gradient based methods in which first or second order pixel difference is used to find discontinuities and if magnitude value of gradient is higher than certain threshold then that pixel under observation is identified as edge pixel. These methods are full of error, because in addition to true edges they also find false edges and infect false edges are more in comparison to true edges. To solve such problem, swarm intelligence based ant colony optimization based edge detection method is detailed where numbers of falsely detected edges are very small. The performance of the ant colony optimization (ACO) is done in terms of Peak Signal to Noise Ratio, Performance Ratio and Efficiency.
I. INTRODUCTION
Edge detection process could be defined as the technique of extracting the edges in a digital image. It is a set of arrangements of actions with the main purpose of identifying points in an image where variations or discontinuities in intensity take place. This set of action is vital to comprehend the substance of an image [1] and with the help of these extracted edge points. A comparison of numerous methods of image edge detection of Gradient and Laplacian based edge detection was proposed by Raman Maini and Dr. Himanshu Aggarwal [2] . Algorithms that are gradient-based like Prewitt filter have a noteworthy disadvantage of being quite delicate to noise. The size and coefficients of kernel are certain and can't be adjusted to a given image. Thus, there is a need of an adaptive edge detection algorithm to give a robust solution that can make the adjustments as per the changing levels of noise levels these images to assist in recognizing contents of valid image from visual artifacts presented by noise.
Edge detection in Blurred images was carried out by Shweta Aggarwal by making use of Ant Colony Optimization Methodology [3] . She accomplished this edge detection in blurred digital images by giving them priority with the help of various magnitudes of color as per their quality and significance. At this point, algorithm don't consider de-blurring of image therefore with the elimination of any chances of loss of data and a number of edges will be produced by a blur image in an area of concern is some of these edges will be of not much significance.
At this point, outcomes depend on various parameter values maintaining the level of investigation of the ants. When we enhance the value of the parameter, we get smoother edges. It must be kept in mind that this value should not be equal to, 0 and 1 but must lie in between due to the reason that it will result in loss of certain important features [4] [5] [6] .
II. RELATED WORK
In this section, various work performed in edge detection is detailed. This section is further divided into two sub-sections, in the first sub-section kernel based methods are discussed and in the second sub-section soft computing based methods are detailed.
A. Kernel Based Methods
A major portion of edge detection methodologies like Sobel, Prewitt and Robert works on the basis of gradient value. The assessed gradient pixel value in these algorithms is more than a threshold is considered as an edge pixel. Due to the fact that the threshold value is now and then empirically calculated, there is possibility that we may lose certain edges or over estimation takes place. Due to the exchange between detection and location of edge pixels, we have a problematic inaccuracy [7] . By Edward. et al. [8] has suggested a sub-pixel procedure for finding edges of an object which enhance the accuracy of measurement rapidly. We generally requires the sub-pixel edge detection technique and localization tools in the noisy images for the artificial vision applications, predominantly for having on line dimensional control of developed components. Various edge detection methodologies with the pixel resolution are quietly well known and a portion of them are developed to be vigorous against image corruption.
Xin et al. (2012)
proposed an algorithm which is a sophisticated version of the canny edge detection algorithm that operates on color images [6] . This algorithm is based on quaternion weighted average filter (QWAF) and vector analysis to deal with the weak point of the conventional canny edge detection algorithm. The algorithm used QWAF with a sliding window of 9x9 to suppress the Gaussian noise present in the image and non-maximum suppression (NMS) which is based on interpolation for edge thinning. The Sobel operator is used to estimate the gradient of the image. The overall concert of the algorithm is very much depended on the size of the sliding window. This leads to additional blurring and thicker edges. The outline of wrecked and false edges reduces using this algorithm but the computation time is more due to the sliding window.
Gupta and Mazumdar (2013) proposed an extension of the sobel edge detection algorithm for image edge detection process [9] . The sobel edge detection method considers a 3x3 convolution kernel on an image. These kernels are extended to a 5x5 convolution kernel. Yet, the gradient approximation it produces is inaccurate. Thus, false, wrecked and thick edges exist in the output image.
Katiyar and Arun (2014) proposed a comparative analysis of common edge detection technique [10] . The comparison made between the existing edge detection algorithms such as the Sobel, Prewitt, Canny and The Laplacian. It was found that the performance of canny edge detection algorithm is better than other method with lesser number of detected false edges. However, false and wrecked edges cannot be suppressed using these techniques.
K. K. Jena (2015) investigated an edge detection method that computes image edges using the concept of Center of Mass with Sobel Operator (COM-SOBEL) [11] . This method can be used as template for multi-scale image edge detectors. They also compare the proposed method with conventional Sobel operator.
J. J. Hwang and T.L. Liu (2015) they consider contour detection using per-pixel classifications of edge point. To make possible process, a convolutional neural network (CNNs) is used to extract an instructive feature vector for every pixel and uses an SVM classifier to complete contour detection [12] .
B. Soft Computing Approaches
We generally use three different soft computing methodologies for detecting edges for image segmentation. These three methodologies are as follows (1) Fuzzy based Approach [13] , (2) Genetic Algorithm based approach [14] and (3) Neural Network based Approach [15] . These are explained underneath:
Fuzzy based Approach
We have a number of possibilities for the development of edge detections based on fuzzy logic [14] . One of the methods is of defining a membership function showing the edginess degree in each neighborhood [14] . We can consider it as a true fuzzy approach in the case of fuzzy concepts is too applied to make the modification in the membership values. By making use of proper fuzzy ifthen rules, we can generate normal or dedicated edge detections in pre-defined neighborhoods. We can test the similarity of two regions under consideration by homogeneity in the process of segmentation.
Genetic Algorithm Approach
Normally, a genetic algorithm comprises three prime processes: selection, crossover, and mutation. The process of selection makes evaluation of all elements and keeps just the perfect ones [15] . Along with these, certain less fit ones could be chosen as per a small probability [15] . The others are expelled from the present population. The crossover makes the recombination of two individuals in order to get new ones which may give improved results. Changes are induced by the mutation operator induces in a few chromosomes units. This is done in order to keep up the population diversified to the extent at the time of the optimization process [15] . The purpose of Image segmentation is of making partitions of an image into homogeneous zones. Massive measures of segmentation strategies are comprehensive in the article to segment images as per the diverse criteria like color, grey level or texture. This process is not simple and quite vital, due to the reason that the yield of an image segmentation methodology can be encouraged as contribution to higher-level processing tasks. For example model-based object recognition frameworks. As of late, researchers have researched the utilization of genetic methodologies into the image segmentation issue [15] .
Neural Network Approach
We know that neural networks are developed by numerous elements that are associated by links with different variable weights [16] . Artificial neural networks (ANN) are extensively functional for the pattern recognition [17] . Nonlinear attributes and processing potential are used for clustering. We have Kohonen Feature Map (SOFM) network as an upright tool for clustering [16] . The strategy can be detailed as follows. It comprises two free neural networks one each for intensity planes and saturation. This has three layers which are input layer, hidden layer, and output layer. In the input layer, the neuron input is harmonized between consisting of an exact measure of neurons equal to the size of the image. Each neuron has basic connection weight defined as 1 in [16] . Every neuron in one layer is associated to concerned neuron in the past layer with its d order neighborhood as appeared in the accompanying Figure. 1. In the process of edge detection, begin the synaptic weights of the network, V j (0) to little, dissimilar, irregular numbers at iteration k=0. Draw a sample y from the input set. Discover the perfect matching (winning) neuron r(y) at iteration k, by making use of the least distance Euclidean criterion [16] ( ) min , 1, 2,...,
Update the synaptic weight vectors using the update formula
is the neighborhood pixel of r(y). Increase k by 1 then go to the input set and then continue until the synaptic weights reach their steady-state values.
III. ACO BASED IMAGE EDGE DETECTION
In this proposed technique, number of ants proceed onward a 2-D picture, venturing starting with one pixel then onto the next to build a pheromone matrix, which decide the edge data for every pixel area in the picture to separate the edges of the picture. Edge detection contains the accompanying steps as defined below [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] :
Initialization process
In this procedure for a picture I of size M 1 ×M 2 is taken as input information which functions as an solution space for the manufactured ants. The K quantities of ants are haphazardly moved over the entire picture with the end goal that the each pixel of the picture is seen as a node. The constant is allotted to every, which is the underlying estimation of each part of the pheromone matrix. The initial value of each component of the pheromone matrix (0)  is set to be a constant.
Construction Process
One ant is irregularly chosen at the nth constructionstep from the above-discussed whole K ants, and this ant will continuously move on the image for L movementsteps. This ant moves to its neighboring node (i, j) as per the transition probability that is [22] [23] [24] [25] [26]     ( , ) ( 1) ,, ( , )( , ) The procedure comprises two vital issues and these are given beneath: The main issue is the heuristic data , ij  which can be determined by the local insights of the picture which relies on upon inner clique c. The local statistics at the pixel area (i, j) is figured as takes after [27] , 1 ( , )
Now, here the parameter Z represents a normalization factor, means the capacity of a neighborhood gathering of pixels c which is called coterie [28] . Determines the power estimation of a pixel at a location (i,j) of a picture I and is given with the help of the below equation 12 
1:
1:
The parameter Z defines a normalization factor, while 
In order to find out the function f(· ) in (4), the four functions mentioned below are considered in this work;
The parameter λ defined in the functions (5)- (8) modifies the functions' respective shapes. The second problem is to find out the acceptable range of the ant's movement (i.e., Ω (l,m) in (1)) at the position (l,m). In this paper, it is considered to be 8-connectivity neighborhood, as demonstrated in 
Update Process
In the update process, we update the pheromone matrix after the two operations of updation. The initial update is performed after the mobility of every ant in every development step. Every block of building of pheromone matrix is altered as provided in equation (9):
,
At this point, the parameter ρ represents the rate of evaporation of pheromone that relies on the measure of user choice, is estimated by the heuristic matrix.
We carry out the second update after the movement of the whole ants in each construction-step as:
(1 )
Now, the parameter ψ represent the pheromone decay coefficient expands the look for the consequent ants by diminishing the pheromone level on the traversed edges. Along these lines it gives a chance to the consequent ants to create fundamental arrangements. Consequently, the probability of reiteration turns out to be more improbable in a similar iteration [29] .
Decision process
In this progression, a binary decision is made at each pixel location to find out whether it is edge or not, by making application a threshold T on the last pheromone matrix τ (N) . We propose the above-discussed T in this research article to be adaptively estimated on the basis of the technique created in [30] We choose the initial threshold T (0) as the pheromone matrix mean value. After this, the entries of the pheromone matrix is ordered into two classifications as per the standard that its value is not more than T (0) or bigger than T (0) . At that point the latest threshold is registered as the average of two mean values of all of the above two classes. The discussed procedure is rehashed till the point the threshold value doesn't vary any more (as far as a user-characterized tolerance). We can define the above iterative technique as.
Step 1: Initialize initial threshold
And consider iteration value as q = 0.
Step 2: Make the separation of the pheromone matrix 1: 
Where,
Step 3: Set the iteration index q = q + 1, and select new threshold as
Step 4: In the case of Step 2; else, the iteration method is terminated and make a binary decision on each pixel position (i, j) as an edge as
IV. PERFORMANCE MEASURES
In the simulation BSD (Berkeley Segmentation Dataset) is considered. Here, six images are considered, where both RGB and ground truth edge images are obtained. The performance evaluation is measured in terms of Peak Signal to Noise Ratio (PSNR), Performance Ratio (PR) and Efficiency (EF). The performance ratio (PR) is defined as:
The efficiency (EF) is defined as:
True Edges True Edges False Edges EF  
The well-known peak-signal-to noise ratio (PSNR) is defined as: The Berkeley Segmentation Dataset (BSD) images [31] and respective ground truths are used in this simulation. This dataset is comprehensive but some of the images are more frequently used in edge detection process. We considered the same images for the simulation experiments. In total we have considered six images along with the ground truth images which contain ideal edges.
The obtained edge detected image will be compared with ground truth image and results will be compared in terms of PSNR, PR and EF as defined above.
The simulation parameters for ACO are detailed below:
: the total number of ants used for edge detection. In Figure 4 , results for one BSD image are shown. In figure (a) image under consideration is shown. In figure (b) ground-truth image is shown. Canny edge detection is shown in figure(c) , detected image using Sobel detection is shown in figure (d) . The performance of canny and Sobel is nearly similar. But the performance of canny detection is slightly better. But in both the methods number of falsely detected edges are large in number. In figure (e) to (h) results for ACO are shown and images (e) and (g) are similar and close to ground truth image, however it fail to detect some of the true edges, but it does not accept false edges. By visualizing the images it is not possible to distinguish among them, therefore parameters PSNR, PR and efficiency are considered to compare them. The obtained results are shown in Table 1 .
The PSNR values for proposed method are much larger than Canny and Sobel methods. For all the considered images a significant improvement is observed in PSNR values. It is also notable that the PSNR value is relative to the ground truth image and if edge detected image is exactly similar to ground truth image then PSNR is infinite. Thus higher values of PSNR also measure of similarity between the compared results. More PSNR means more similarity. It can also be visualized that in figures that edge detected image using proposed method is very much similar to ground truth image. Thus a relatively higher PSNR is obtained. In past the obtained PSNR is nearly 17 dB which represents a very poor quality of image. However with ACO the obtained PSNR is greater than 30dB, which is of good quality. Relatively higher value of PR also indicates that more true edges are found in comparison to false edges. Efficiency clearly indicates that in this method a minimum of nearly 88% edges are correctly identified, with a maximum of nearly 97.5%. In Fig.5 , for all the considered six images PSNR is plotted. It is clear from the figure that the PSNR for ACO much more superior to other two methods. The PSNR using ACO is more than 30 dB, thus the obtained edge detected images are of good quality, as in previous work PSNR was below 20 dB, and for such low PSNR images can't be used for further processing.
In Fig.6 , for all the considered six images PR is plotted. Again for ACO PR is very high. Thus, the false edges are very lesser in ACO methods in comparison to other two methods.
In Fig.7 , for all the considered six images efficiency is plotted. Here for ACO efficiency ranges from 88 to 97.5%. Thus, the overall efficiency is very good; it clearly shows that large numbers of true edges are detected.
VI. CONCLUSIONS
Edge detection process is an important part of image processing. It is found applications in many areas of research in the field of computer vision and image segmentation. Edge detection provides important information like feature detection etc. The success of edge detection depends on the technique and optimal threshold. This paper discusses the implementation of a technique for image edge detection based on Ant Colony Optimization (ACO). It considers the various advantage of ant colony like stigmergy, distributed computation, pheromone evaporation, decision-making based on pseudo-random proportional rule. These features are very much beneficial for the determination of pheromone matrix, which contains information related to the edge. Therefore, over decades lots of techniques are investigated and developed for the correct detection of edge. ACO is a method based on heuristic search and it is beneficial for discrete problems. An ACO algorithm for image edge detection has been investigated. Here for ACO efficiency ranges from 88 to 97.5%. Thus, the overall efficiency is very good; it clearly shows that large numbers of true edges are detected.
