[1] Ground based measurements of aerosol optical depth, t, and shortwave irradiance at the Mediterranean island of Lampedusa during 2003 and 2004 were used to estimate the surface aerosol shortwave radiative forcing. The shortwave forcing efficiency (FE) was derived at various solar zenith angles, q, as the derivative of the shortwave irradiance with respect to t. Values of FE for different classes of particles, namely desert dust, DD, biomass burning/industrial aerosols, BU, and for the whole dataset are derived. At the summer solstice the daily average FE is À86.4 W/m 2 for DD, À70.5 W/m 2 for BU, and À94.0 W/m 2 for the whole dataset. The daily aerosol forcing of DD is much larger than for the other aerosol classes due to the combination of larger forcing efficiency and largest optical depths. The estimated average daily forcing at the summer solstice and equinox for DD is À30 and À24 W/m 2 , respectively.
Introduction
[2] The climate forcing determined by the aerosol represents one of the main uncertainties in climate both at regional and global level. In the last years a great effort has been dedicated to improve the estimates of the aerosol direct forcing, through dedicated measurement campaigns and integrated analyses [e.g., Yu et al., 2006] . Large uncertainties still exist, due to the large spatial and temporal variations of aerosol properties. Different methods, based on measurements, models, and on the combined use of both, have been applied in the quantification of the aerosol forcing. In this study we use the method developed by Satheesh and Ramanathan [2000] based only on observational data to quantify the direct surface aerosol radiative forcing. We use simultaneous measurements of column aerosol optical properties and surface shortwave radiative fluxes obtained during 2004 in Lampedusa, a small island in the Southern sector of the central Mediterranean sea. The adopted method allows the determination of the forcing produced by different classes of particles.
Instruments and Data Analysis
[3] This study is based on measurements obtained at Lampedusa during 2003 and 2004 with a multi filter rotating shadow band radiometer (MFRSR) and two pyranometers, a Kipp and Zonen CM-11 and an Eppley PSP (Precision Spectral Pyranometer). Lampedusa is a small island (22 km 2 surface area, maximum elevation of 130 m) in the Southern Mediterranean (35.5°N, 12.6°E). The instrumentation is installed at the ENEA Station for Climate Observations, located on a 40 m high plateau on the NorthEastern coast of Lampedusa. The instruments have the horizon free of significant obstacles. The MFRSR [Harrison et al., 1994] measures global and diffuse irradiance at six 10 nm wide channels, and at one broadband channel (300-1100 nm), with a sampling rate of 15 s. Data are averaged over 1 minute and stored for analysis. The direct irradiances at 416, 496, 615, 672 and 869 nm are calculated as differences between global and diffuse irradiances and are used to derive the aerosol optical depth, t, which is calculated applying the Beer-Lambert law and subtracting the contributions of Rayleigh scattering and ozone absorption to the atmospheric optical depth. A detailed description of the retrieval of t and of the measurement errors is given by Pace et al. [2006] . The Å ngström exponent, a, defined as the negative slope of t versus l in logarithmic scale, is calculated from the values of t at 496 and 869 nm. The CM-11 has a uniform spectral responsivity throughout the region 0.28-2.8 micron. It is installed on an automatic weather station operational at Lampedusa since 1999, and its signal is acquired every 60 seconds. The CM-11 has not been calibrated since its installation.
[4] From June 2003 to June 2004 a ventilated PSP has been installed for periods of 3 -5 days, every $2 months, on the roof of the laboratory, about 30 m from the weather station and the CM-11. Starting from June 2004, the PSP has operated continuously. It has a uniform responsivity between 0.3 and 2.8 micron; its signal is sampled every 30 seconds. The PSP was calibrated at Eppley in August 2002, and has not been used before the installation at Lampedusa. It was re-calibrated at the World Radiation Centre at Davos, Switzerland, in 2005. The instrument sensitivity changed by less than 6% from 2002 to 2005. The PSP observations were used to derive an updated calibration for the CM-11 and to verify its performance. The small difference in the spectral responsivity interval of the two pyranometers produces negligible effects on the measurements, and the two signals were compared without corrections for the spectral response differences. The method used in this study is weakly sensitive on the absolute irradiance scale, and the CM-11 data from 2003 and 2004 have been scaled to the PSP irradiance scale of year 2002 reduced by 3%.
[5] The CM-11 corrected irradiances were compared with PSP irradiances in the available 58 days with simultaneous measurements. The two datasets agree within about ±2%. Beside differences in the instrumental cosine response and spectral responsivity, also the cleanness of the pyranometer dome affects measured irradiances. The domes are regularly cleaned by an operator approximately once a week. However, the CM-11 is not ventilated, and its signal is subject to a stronger influence from dew, rain, or intense desert dust deposition than PSP, and part of the deviation between the two pyranometers may be due to this effect. Considering the measurement uncertainty of PSP and the uncertainty associated with the transfer of the calibration, we estimate the measurement error of the CM-11 to be ±2.5%. Before further analysis, all irradiances were reported at the mean Sun-Earth distance.
[6] Only cloud-free intervals may be used for this analysis. We applied the cloud screen algorithm described by Meloni et al. [2007] . It uses MFRSR broadband global and diffuse irradiances to identify cloud-free conditions in a large fraction of the sky. The algorithm was verified against visual observations and total sky images, and effectively removes cloudy periods. Data were further screened eliminating data with a relatively large variability in t (as described by Pace et al. [2006] ) and in irradiance (see section 3.2). A residual contamination from very thin clouds may still remain, and may affect cases of very low optical depth. These cases constitute a minor fraction of the used data.
Determination of the Aerosol Surface Forcing
[7] The surface radiative forcing of a given atmospheric constituent is the difference between the observed, F net , and the pristine net radiative flux, F net p . The surface net flux is defined as the difference between downward and upward irradiances at the Earth's surface. The pristine flux is the one occurring in the absence of the atmospheric constituent being considered. The net flux is usually calculated assuming a modelled or a measured value of the surface albedo, A, and is defined as
where I m is the measured downward irradiance. The shortwave surface aerosol radiative forcing RF is defined as follows:
where the fluxes are in the shortwave spectral range, and I p is the downward irradiance in the absence of aerosols. Different methods are used to estimate RF. In this study we use the direct method [Satheesh and Ramanathan, 2000; Bush and Valero, 2002] to derive the forcing efficiency FE, i.e. the radiative forcing produced by aerosols with an optical depth equal to 1. FE is calculated at fixed solar zenith angle as the derivative of F net (q) with respect to t at 496 nm,
The value of RF is derived multiplying FE by the corresponding value of t. Measurements of I m and t, and an estimate of A are needed to calculate F net ; the knowledge of F net and t for pristine conditions is not required. F net depends on the surface albedo and on the water vapor amount, and reliable values for these two quantities are needed in the analysis. It is worth emphasizing that the precision of the instrument is more critical then its absolute accuracy in the application of this method. The uncertainty on the retrieved FE thus depends on the instrumental error and on the variability of surface albedo and water vapor columnar content, wvc. In the next sections we will examine the role played by surface albedo and water vapor in the retrieval of FE. measured by MODIS at Lampedusa has a minimum at 0.14 in winter, and a peak at 0.22 in late summer and autumn. In this study we use data acquired in the period 20 May -10 November, when A varies between approximately 0.18 and 0.22. The ocean albedo is calculated according to Briegleb et al. [1986] , and depends on q.
Albedo and Water Vapor Content
[9] The land and ocean albedo are weighted by the fraction of surface occupied by land and ocean within a circle of 5 km radius. The size relevant for the determination of the albedo is therefore assumed of the order of 10 km, as discussed by Charlock et al. [2003] . Changes of land albedo between 0.18 and 0.22 have a very limited impact on the weighted albedo, and a fixed value of 0.2, independently of the solar zenith angle, was used. The calculated albedo ranges from 0.068 to 0.17, these values corresponding to q = 20°and 75°, respectively. The station at Lampedusa faces the open sea surface to the East. Thus, data collected during the morning are strongly affected by the Sun glint, and a more sophisticated treatment of the surface albedo would be required to correctly estimate the net fluxes. Consequently, only afternoon data, for which we have a reduced influence from Sun glint, are used in the analysis.
[10] Changes in water vapor column, wvc, produce a change in I m , due to absorption by water vapor in the shortwave range. Water vapor column averages for years 2003, 2004, and over the period 1948-2005 at Lampedusa, were derived from the NCEP/NCAR reanalysis dataset. The wvc annual variation is about 1.2 cm, with wvc ranging from 1.48 in February to 2.72 in August. In the period of investigation (May -November), the monthly average wvc is comprised between 2.0 and 2.7 cm. Starting from 2005, the wvc has been derived at Lampedusa from MFRSR measurements at 940 nm with a 1-minute time resolution. In 2005 the water vapor column spans between 1.2 and 2.9 cm during summer and autumn. Short-term (within few hours) changes are always smaller than 0.5 cm. Values of wvc derived from MFRSR observations in SeptemberOctober 2005 were compared to those derived from NCEP/NCAR reanalyses. The linear correlation coefficient between the two datasets is 0.77; the bias is 0.28 cm (NCEP overestimates MFRSR), while the root mean square deviation between the two datasets is 0.13 cm. The MFRSR retrieval is based on a calibration with local radiosonde profiles, and is totally independent of the NCEP reanalysis.
[11] The surface irradiance dependency on wvc has been studied using the SBDART radiative transfer model [Ricchiazzi et al., 1998 ]. Model calculations of surface shortwave irradiance at q = 20°, 40°, 60°, 75°for different values of wvc were performed. A 1.0 cm increase (decrease) in wvc around 2.5 cm produces a 2% decrease (increase) in irradiance. The variation is slightly larger at q = 75°. Thus, the effect of the expected short-term wvc variability on the surface shortwave irradiance is smaller than ±2%. Due to the lack of continuous wvc observations during 2003 and 2004, wvc variations are taken into account by including an additional 2% random error on the measured irradiances.
Determination of Surface Aerosol Forcing Efficiency
[12] Data corresponding to the period 20 May -10 November, i.e. in late spring, summer, and early autumn, were used in the analysis. In this time interval the frequency of cloud-free conditions is high, and the variability in water vapor and surface albedo is relatively small.
[13] The FE is calculated at q = 20°, 30°, 40°, 50°, 60°, 65°, 70°, 75°, as the derivative of the average F net , F net , over intervals of ±1.5°solar zenith angle, with respect to the corresponding mean value of t. To remove possible residual contamination by clouds, the ratio R between the standard deviation of I m and the average I m was calculated, and cases with R > 0.01 are discarded.
[14] Few outliers, i.e. those data points whose distance from the fitting curve exceeds two times the standard deviation of I m at each value of q, were removed. The fitting line was recalculated after removal of the outliers.
[15] The uncertainty on FE was estimated as the error associated with the least square linear fit of the data. The propagation formula was used to determine the uncertainty on F net (q). The uncertainty on q was neglected, while the total uncertainty on the average I m (q) was calculated by taking into account the uncertainties on the CM-11 measurements (2.5%), the expected influence of wvc variability (2%), and the standard deviation of the average I m (q) (<1%). [16] The retrieved values of FE at different solar zenith angles were fitted with a third degree polynomial as a function of q (FE = 0 for q = 90°is assumed in the fit). The uncertainties associated with FE(q) were linearly fitted as a function of q. The polynomial was integrated over 24 hours, taking into account the evolution of q with time, to calculate the daily forcing efficiency. The daily average forcing was obtained multiplying the daily average FE by the daily average t. The uncertainty on the daily FE was estimated taking into account the estimated error on FE.
Results and Discussion
[17] Pace et al. [2006] developed a method to discriminate among different aerosol types on the basis of their optical properties and of trajectory analysis. Applying this method, the aerosol observations at Lampedusa were grouped into three classes, corresponding to cases dominated by desert dust, DD, biomass burning and urban/industrial aerosols, BU, and to all the observed data. The last class includes all BU and DD cases, as well as marine, continental, and mixed aerosol types. The irradiance measurements were grouped according to the corresponding aerosol properties, and FE(q) was determined separately for each class. Figure 1 shows the behavior of the measured irradiances at q = 30°and 60°, for the three classes. The derived linear fits are also displayed.
[18] The possible presence of very thin clouds not detected by the cloud screening algorithm may affect the estimates of FE. As far as the cloud effect can be schematized as a constant offset in t and irradiance, it does not affect the retrieved value of FE. If thin clouds are present occasionally, the main effect on the irradiance-t relationship is an increase in the spread of the data, which, because of the small values of t, is estimated to produce a negligible effect on the retrieved FE.
[19] Figure 2a shows the behavior of FE at different solar zenith angles. The FE of all aerosol types generally decreases for increasing q. The FE of the BU aerosol is smaller than DD at all solar zenith angles, except for q > 65°. The forcing efficiencies of DD and of the whole dataset are very similar, except at q > 60°. This effect is primarily due to the influence of DD cases within the dataset: DD cases constitute the large majority of data with large optical depth, and play a large role in determining the slope of the fitting line, i.e. FE. Analyzing aerosol data for the period July 2001 -September 2003 at Lampedusa, Pace et al. [2006] showed that the average Å ngström exponent is 0.15 for DD, 1.77 for BU, and 0.86 for the whole dataset; the values of single scattering albedo, SSA, of DD and BU particles also differ largely , indicating that large differences in size distribution and composition exist among the different classes. Large particles are dominant in DD, and produce an almost spectrally neutral behavior of t. Small particles are dominant in BU, thus producing an aerosol optical depth which rapidly decreases with wavelength. For overhead Sun, the downward radiative power between 300 and 680 nm is about 50% of the total power in the shortwave range. Thus, the optical depth at about 700 nm is crucial in determining the aerosol radiative effect, and the forcing efficiency was also calculated with respect to the aerosol optical depth at 671 nm (i.e. close to the median wavelength for the shortwave spectrum). The results are shown in Figure 2b . The FE for DD and for the whole dataset change slightly when the optical depth at 671 nm is used, while very large changes occur for BU. This effect is primarily due to the large Å ngström exponent of BU. The size distribution thus appears as the main parameter determining the different forcing of DD and BU aerosols.
[20] The observed dependency of FE on the solar zenith angles is produced by the combination of different processes. The larger q, the larger is the fraction of diffuse radiation with respect to the total. At the same time, as q increases, radiation at the shorter wavelengths is reduced more strongly than at long wavelengths, thus modifying the shape of the solar spectrum. DD and BU display a different wavelength dependence of the single scattering albedo: SSA is lowest at short wavelengths for DD, while is lowest in the red portion of the spectrum for BU [e.g., Meloni et al., 2006] . The combined change in solar spectrum with q, and the dependence of the SSA on wavelength, may, at least in part, explain the overlap of the FE for DD and BU at q ! 70°.
[21] Differences in aerosol phase function, related to the particles' size, and vertical distribution probably also play a role. The reduced absorption by DD at large solar zenith angles (due to the reduction of radiation at short wavelengths reaching the ground) may partly explain why the FE for DD becomes smaller than FE for the whole dataset at q ! 60°.
[22] Table 1 shows the retrieved values of the daily average (over 24 hours) FE for the different aerosol classes at the summer solstice and at the equinox. The average aerosol optical depth for the different aerosol classes in the period of investigation is also reported. The surface radiative effect of DD is the largest, because of both stronger efficiency and largest average optical depth. Using the average optical depth for each class, the daily average forcing at the equinox is about À24 W/m 2 for DD, À13 W/m 2 for BU, and À17 W/m 2 for the whole dataset. It must be emphasized that these results are relative to a low albedo surface (essentially determined by the ocean). The relative importance of the different aerosol classes may change at the top of the atmosphere, and over different surfaces.
[23] Estimates of the surface aerosol FE were reported in previous studies, and span a relatively large range of values. Most of the studies carried out so far are relative to field campaigns of shorter duration compared to our analysis. Different methods to retrieve the FE are applied. Recently, Yu et al. [2006] have summarized the actual knowledge on the aerosol direct radiative effects derived from ground [26] Values of the daily FE of dust were derived in different regions by several authors. The retrieved values range between À60 and À94 W/m 2 , depending on the possible presence of other aerosol types, and on the geographical location [e.g., Kim et al., 2005; Markowicz et al., 2003] .
Conclusions
[27] Surface aerosol radiative forcing efficiencies were determined using measurements of shortwave fluxes and aerosol optical properties at Lampedusa in the period MayNovember of 2003 and 2004. The forcing efficiency was calculated separately for desert dust, for industrial/urban/ biomass burning particles, and for the whole dataset, comprising different aerosol types. The aerosol FE was calculated as a function of the solar zenith angle, and estimates of the daily average forcing efficiency at the summer solstice and at the equinox were derived. The largest FE is found for the whole dataset, followed by desert dust and industrial/urban/biomass burning particles. Due to the characteristics of the size distribution, the dust optical depth is generally large throughout the shortwave spectral range, leading to large values of the DD forcing efficiency. Desert dust produces the largest forcing, due to the high value of both FE and t in the central Mediterranean. The average forcing at the equinox is about À24 W/m 2 for DD, À13 W/m 2 for BU, and À17 W/m 2 for the whole dataset.
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