Abstract. Let X be a compact tree and f : X ?! X be a continuous map; denote by End(X) 
(1) if n > 1 is an integer with no prime divisors less than End(X) + 1 and f has a cycle of period n, then f has cycles of all periods greater than 2End(X)(n ? 1), and if h(f) is its topological entropy then h(f) ln 2 nEnd(X) ? 1 ; (2) if 0 < n < End(X) + 1 and E is the set of all periods of cycles of some interval map then there exists a continuous map g : X ?! X such that the set of all periods of cycles of g is nE f1g where nE = fnk : k 2 Eg.
This implies that if p is the least prime number greater than End(X) and f has cycles of all periods from 1 to 2End(X)(p ? 1), then f has cycles of all periods (for tree maps this veri es the conjecture of M. Misiurewicz, made in Bratislava in 1990) . Combining the spectral decomposition theorem for graph maps (see B1-B3] ) with our results, we prove the equivalence of the following statements for tree maps:
(1) there exists n such that f has a cycle of period mn for any m; (2) h(f) > 0.
Note that the Misiurewicz conjecture and the last result are true for graph maps ( B4,B5] ).
In Section 3 we study properties of tree maps with zero entropy. Namely let C be a periodic orbit of a tree map g : X ?! X; we call it a snow ake if it has certain properties related to those of Block's simple periodic orbits for interval maps Bl] . We prove that the following statements are equivalent:
(1) h(f) = 0; (2) (f; orb x) is a snow ake for every x 2 Per f; (3) the period of every cycle of f is of the form 2 l m where m Edg(X) is an odd integer and all prime divisors of m are less than End(X) + 1.
Introduction
Let us call one-dimensional compact branched manifolds graphs; we call them trees if they are connected and do not contain sets homeomorphic to the circle. In what follows we consider only continuous tree maps. One of the well-known and impressive results about dynamical properties of one-dimensional maps is the Sharkovskii theorem S1] about the This paper was partly written while I was visiting MPI f ur Mathematik in Bonn and SUNY at Stony Brook; I would like to thank both institutions for their kind hospitality Typeset by A M S-T E X co-existence of periods of cycles for maps of the real line. To formulate it let us introduce the following Sharkovskii ordering for positive integers: ( ) 3 5 7 2 3 2 5 2 7 8 4 2 1
Denote by S(k) the set of all integers m such that k m or k = m and by S(2 1 ) the set f1; 2; 4; 8; : : :g. Also denote by P(') the set of periods of cycles of a map '.
Theorem S1]. Let g : R ? ! R be a continuous map. Then either P(g) = ; or there exists k 2 N 2 1 such that P(g) = S(k). Moreover, for any such k there exists a map g : 0; 1] ? ! 0; 1] with P(g) = S(k) and there exists a map g 0 : R ? ! R with P(g 0 ) = ;.
Clearly, one can apply the Sharkovskii theorem to an interval map; in this case P(g) 6 = ; and hence there exists k 2 N 2 1 such that P(g) = S(k). So one can consider the Sharkovskii theorem as the rst result describing possible sets of periods of cycles for tree maps. Other information about these sets for tree maps is contained in ALM] for maps of the letter Y and Ba] for maps of the n-od.
The Sharkovskii theorem implies that if a map f : R ? ! R has a cycle of period 3 then it has cycles of all periods. The following conjecture, formulated by M. Misiurewicz at the Problem Session at Czecho-Slovak Summer Mathematical School near Bratislava in 1990, is related to the aforementioned property of maps of the real line.
Misiurewicz Conjecture. For a graph X there exists an integer L = L(X) such that for a map f : X ? ! X the inclusion P(f) f1; 2; : : :; Lg implies that P(f) = N .
In Section 2 we verify the Misiurewicz conjecture for tree maps and get more information about sets of periods of cycles for tree maps. The general veri cation of this conjecture for arbitrary continuous graph maps may be found in B4,B5] . Note that all results of the paper are true in the same formulations for nite unions of connected trees; the corresponding extension of our results is left to the reader.
Fix a tree X. We use the terms \vertex", \edge" and \endpoint" in the usual sense. Denote the number of edges of X by Edg(X) and the number of endpoints of X by End(X). An integer n is said to have the ap-property for X or to be an ap-number for X if there exists an integer j(n; X) such that any map f : X ? ! X with a cycle of period n also has cycles of all periods greater than j(n; X). Theorem 1 describes the set of all ap-integers for X. Theorem 1. Let X be a tree. Then the following holds.
(1) Let n > 1 be an integer with no prime divisors less than End(X) + 1. If a map f : X ? ! X has a cycle of period n, then f has cycles of all periods greater than 2End(X)(n ? 1). Moreover, h(f) ln 2 nEnd(X) ? 1 .
(2) Let 1 n End(X) and E be the set of all periods of cycles of some interval map.
Then there exists a map f : X ? ! X such that the set of all periods of cycles of f is f1g nE, where nE fnk : k 2 Eg.
Thus integers with no prime divisors less than End(X) + 1 form the set of ap-integers for X. For interval maps this implies that the set of all ap-integers coincides with the set of all odd numbers greater than 1; clearly, this also may be deduced from Sharkovskii's theorem.
Let us formulate some corollaries of Theorem 1.
Corollary 1 (cf. BF]). Let f : X ? ! X be a cycle of period n = pk where p > 1 has no prime divisors less than End(X) + 1. Then h(f) ln 2 k pEnd(X) ? 1] > ln 2 nEnd(X) ? n .
The next corollary veri es the Misiurewicz conjecture for tree maps.
Corollary 2. Let p be the least prime number greater than End(X). If f : X ? ! X has cycles of all periods from 1 to 2End(X)(p ? 1) then f has cycles of all periods.
Theorem 1 and the spectral decomposition theorem for graph maps ( B1-B3] ) imply Corollary 3. The following two statements are equivalent:
(1) there exists n such that f a cycle of period mn for any m; (2) h(f) > 0.
Note that in fact Corollary 3 is true for arbitrary graph maps ( B4,B5] ; the di erent proof may be found in LM]).
In Section 3 we study properties of tree maps with zero entropy. It was proved in the papers BF], MS] and M] that for an interval map g the fact that h(g) = 0 is equivalent to P(g) f1; 2; 2 2 ; : : :g. The structure of cycles for zero entropy interval maps was studied in Bl] . In Section 3 we generalize the above mentioned results to the case of tree maps. First we need some de nitions.
Suppose that A X; denote by A] the smallest connected set containing A and call A] the connected hull of A. The de nition makes sense because X is a tree. Let us give a de nition of a cycle of sets. Namely suppose that there are connected sets fC i g n?1 i=0 such that fC i C i+1 for 0 i n ? 1; fC n?1 C 0 and the sets C i ; 0 i n ? 1 are pairwise disjoint. Then we call the collection of sets fC i g n?1 i=0 a cycle of sets (of period n).
Note that by the de nition speaking of a cycle of sets we always mean connected sets. It is convenient to order sets in a cycle in accordance with the way they are permuted, so usually we will index them in this order. Finally suppose that Z X and Z] n Z is a connected set; then we call the set Z surrounding.
Let us pass to the de nition of a snow ake. Suppose that f : X ? ! X is continuous and C X is a connected invariant set. We say that fjC is a snow ake map m 0 = 1 < m 1 < < m k = n) and each generating set on the last level contains exactly one set from A, then we say that (f; A) is a snow ake (of type m 0 = 1 < m 1 < < m k ). Note that in fact C is the minimal by inclusion connected invariant set containing A; the connected hull A] itself may not be invariant, so in order to get such a set we need to consider the whole orbit of A].
Let us give some examples of snow akes for tree maps. To begin with let us consider maps of the interval. Then the only possible non-connected surrounding sets Z are those having exactly two connected components, because otherwise Z]nZ is not connected which A similar situation takes place in the general case. Inside a set of any level the sets from the next one form a surrounding set, so the pictures on each level inside each set are analogous; one can consider this as a sort of self-similarity. Let us also point out that if Z is a surrounding set then by the de nition A = Z] n Z is connected, and geometrically Z] may be obtained by \sticking" components of Z to the endpoints of A.
The most important case which we consider is the one when a cycle of sets A is in fact an orbit of a periodic point. The main result is the following Theorem 2. Let X be a tree. Then the following statements are equivalent:
(1) h(f) = 0;
(2) (f; orb x) is a snow ake for every x 2 Per f; (3) every n 2 P(f) is of form n = 2 l m where m Edg(X) is an odd integer and all prime divisors of m are less than End(X) + 1. Notation f n is the n-fold iterate of a map f; Z is the closure of Z; orb x ff n xg 1 n=0 is the orbit (trajectory) of x;
Per f is the set of all periodic points of a map f; P(f) is the set of all periods of periodic points of a map f; h(f) is the topological entropy of a map f.
Preliminary lemmas
We rst give some de nitions. Let X be a tree. By an interval we mean a homeomorphic image h 0; 1] of an interval 0; 1] in X regardless of whether it contains vertices of X or not; we also consider degenerate intervals, i.e. points. Note that the notation we use for an interval corresponds to that from the de nition of a connected hull of a set. Points h(0) = a; h (1) ( y) then say that x is closer to a than y (or y is further from a than x) on the interval a; b] (in fact we will not mention the interval if it is clear which one we mean). Clearly, the de nition is correct. In the similar way we will speak about subsets of intervals in X; in this case by C is closer to a than D we mean that Proof: We divide the proof into several steps.
Step 1. There exist a number M and intervals L 0 ; L 1 ; : : :; L M J 0 such that the following holds:
(1) the interiors of intervals L 0 ; L 1 ; : : :; L M are pairwise disjoint; (2) f n i L j is an interval (0 i k + 1; 0 j M);
f n k+1 L M = J 0 and interiors of intervals f n k+1 L j ; 0 j M are pairwise disjoint; 7 (5) for any 0 i M ? 1, the interval L i is closer to c 0 than L i+1 and the interval f n k+1 L i is closer to c 0 than f n k+1 L i+1 .
First choose intervals N 0 ; N 1 ; : : :; N m in such a way that their union is J 0 and their interiors are pairwise disjoint and do not contain vertices of X; moreover, we may assume that N i is closer to c 0 than N i+1 for 0 i m ? 1. Furthermore, choose a point x k 2 J k such that f n k+1 ?n k x k = c 0 . Now by Lemma 1 we can nd intervals T 0 ; T 1 ; : : :; T s x k ; d k ] with pairwise disjoint interiors in such a way that f n k+1 ?n k T i = N i ; 0 i s, and T i is closer to x k than T i+1 ; 0 i s ?1. It remains to divide the intervals T i into subintervals in such a way that these new subintervals have pairwise disjoint interiors, do not contain vertices of X, and still are ordered in the sense of \closer -further" ordering on the interval x k ; d k ]. Going on with this construction and making use of Lemma 1, we will nd intervals L 0 ; L 1 ; : : :; L M with the required properties.
Step 2. In the situation of Step 1, there exists a point z 2 S M i=0 L i such that f n k+1 z = z. A connected closed set Y X is called a subtree. (1) Let n > 1 be an integer with no prime divisors less than End(X) + 1. If a map f : X ? ! X has a cycle of period n then f has cycles of all periods greater than 2End(X)(n ? 1). Moreover, h(f) ln 2 nEnd(X) ? 1 .
Then there exists a continuous map f : X ? ! X such that the set of all periods of cycles of f is f1g nE, where nE fnk : k 2 Eg.
Proof: We start with statement 1). Let x be a periodic point of period n > 1 where n has no prime divisors less than End(X) + 1. Let y be a basic point for (f; orb x]); then y 2 orb x] n orb x. Consider the connected component Z of orb x] n orb x such that y 2 Z. If z 1 ; z 2 ; : : : ; z l are endpoints of Z then z i 2 orb x and (y; z i ) \ orb x = ;; 1 i l. Denote by Z i the connected component of the set orb x] n Z containing z i and let Y i = Z i \ orb x.
We divide the rest of the proof into steps, but rst let us make the following two quite simple remarks: 1) l End(X); 2) n 3. We also need the following easy property which we formulate without proof. Property A. If fA 1 ; A 2 ; : : :; A n g are sets and B = S n i=1 A i ] is connected then B = S n i=1 A i ].
Step 1. There exist two neighboring points a; b 2 orb x such that b 2 (a; y) and y 2 f l?1 (a; b). Let Corollary 2. Let p be the least prime number greater than End(X). If f : X ? ! X has cycles of all periods from 1 to 2End(X)(p ? 1) then f has cycles of all periods.
Proof: The proof is left to the reader.
Corollary 3 follows from Theorem 1 and the spectral decomposition theorem for graph maps (see B1-B3] ).
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Corollary 3. Let f : X ? ! X be continuous. Then the following two statements are equivalent:
Proof: Statement 1) implies statement 2) by Corollary 1. The inverse implication follows from the spectral decomposition theorem for graph maps (see B1-B3] ) and some properties of maps with the speci cation property.
First we need the following de nition: a graph map ' : M ? ! N is called monotone if for any connected subset of N its '-preimage is a connected subset of M. We also need the de nition of the speci cation property. Namely, let T : X ! X be a map of a compact in nite metric space (X; d) into itself. A dynamical system (X; T) is said to have the speci cation property or simply the speci cation DGS] if for any " > 0 there exists such integer M = M(") that for any k > 1, for any k points x 1 ; x 2 ; : : : ; x k 2 X, for any integers a 1 b 1 < a 2 b 2 < : : : < a k b k with a i ? b i?1 M; 2 i k and for any integer p with p M + b k ? a 1 there exists a point x 2 X with T p x = x such that d(T n x; T n x i ) " for a i n b i ; 1 i k. Maps with the speci cation have a lot of nice properties. The one we need may be easily obtained by methods similar to those from DGS], Section 21; it states that if is a map with the speci cation then there exists N such that P( ) fi : i > Ng.
Now by the results of B1-B3] , the fact that the map f : X ? ! X has a positive topological entropy implies that there exist a subtree Y X, an integer n, a tree Z, a continuous map g : Z ? ! Z with the speci cation, and a monotone map ' : Y ? ! Z such that f n Y = Y and f n jY ' = ' g (i.e. ' monotonically semiconjugates f n jY to g). The aforementioned property of maps with the speci cation easily implies now that there exists a number k such that g has cycles of period mk for any m. On the other hand, properties of monotone graph maps and of continuous tree maps imply that then f n jY has cycles of the same periods which completes the proof.
2. Trees and snow akes
The main result of Section 2 is the following Theorem 2. Let X be a tree. Then the following statements are equivalent:
2) (f; orb x) is a snow ake for every x 2 Per f; 3) every n 2 P(f) is of form n = 2 l m where m Edg(X) is an odd integer and all prime divisors of m are less than End(X) + 1.
The de nitions and notation for objects we are going to deal with in Section 2 (such as a connected hull, a cycle of sets, a snow ake, etc.) may be found in the Introduction.
First we prove Proposition 1 which is in fact a part of Theorem 2.
Proposition 1. Let X be a tree, h(f) = 0; a 2 Per f is a periodic point of period M.
Then (f; orb a) is a snow ake.
Proof: Set A = S i 0 f i orb a] and let y 2 orb a] be a basic point for (f; orb a]). Consider the family R of all cycles of sets of periods greater than 1 which contain orb a and belong to A. Let n be the smallest period of a cycle of sets from R. Then by Zorn lemma there exists an element of R which is maximal by inclusion in R and has a period n. Clearly, y = 2 B (otherwise, the period of B is 1). Let Z be a connected component of the set A n B containing y. We will show that A n B = Z. First we prove the following Suppose that y = 2 orb C. Then orb C 6 = A and so orb C is not a connected set. This easily implies that orb C is in fact a cycle of sets (these are exactly the components of orb C) and at the same time orb C % B, which is a contradiction and completes the proof of Property We are going to construct (using Property 1) a sort of \symbolic dynamics" for the map f which guarantees that h(f) > 0. Indeed, by Property 1 orb (F (c; i are components of B 1 , is of the rst level in the construction of sets generating a snow ake (f; orb a). Using the terminology from Section 0, we would say that B is a surrounding set. Let m 1 = n; A 1 = A. ; each of these components contains exactly one point from orb a. So by the de nition we see that (f; orb a) is a snow ake, which completes the proof.
Theorem 2. Let X be a tree. Then the following statements are equivalent:
(1) h(f) = 0; (2) (f; orb x) is a snow ake for every x 2 Per f; (3) every n 2 P(f) is of the form n = 2 l m, where m Edg(X) is an odd integer and all prime divisors of m are less than End(X) + 1.
Proof: By Proposition 1 statement 1) implies statement 2). Let us show that statement 3) follows from statement 2). Suppose that statement 2) holds. Let a 2 Per f have an odd period n;we shall show that n has the required properties (i.e. n Edg(X) and all prime divisors of n are less than End(X) + 1).
Indeed, let (f; orb a) be a snow ake of type ( , which is a contradiction. So there is no edge of X containing more than one point from orb a and thus n Edg(X). Now suppose that n 2 P(f) is of form n = 2 l m where m is an odd integer. Then we can consider the map f 2 l and apply to it the property we have just proved (clearly, f 2 l has a periodic point of odd period m), which completes the veri cation of statement 3).
Let us prove that statement 3) implies statement 1). Indeed, if h(f) > 0 then by Corollary 3 (or, as in the proof of Corollary 3, by the spectral decomposition theorem for graph maps B1-B3]) there exists k such that P(f) fki : i > 0g. Clearly, this contradicts statement 3) and proves that if statement 3) holds then h(f) = 0. This completes the proof of Theorem 2.
Note that if C is a cycle of sets, then one may consider the restriction fjC from the view of relative positions of sets in C ignoring the behavior of the map outside or inside C (one could call this approach combinatorial). Namely, suppose that there are a map g and a g-cycle of sets C = S N?1 i=0 A i (note that the map g may be de ned only on some part of X). We say that gjC is a combinatorial snow ake (of type m 0 = 1 < m 1 < < m k = N) if the following properties hold: s ]; 0 r < m i is surrounding for 0 i < k (in other words, the set-theoretic di erence between a connected hull of a set on some level and connected hulls of sets on the next level belonging to it is connected).
Remark. Obviously, for interval maps combinatorial snow akes are exactly simple peri-
