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Abstract 
A new procedure is proposed in order to combine the infor-
mation of P-values obtained from several independent tests 
in order to test an overall hypothesis. The test statistic 
of this new procedure is of the same type as Tippett's 
since in each step one of the P-values is compared with a 
constant. This new procedure is adaptive in the sense that 
the choice of P-value depends on the data. The procedure 
is very simple and in the performed examination this method 
is better than Tippett's in almost all situations. Thus 
this new "Tippett-adaptive" method is a good alternative to 
Tippett's procedure. 
1. Introduction 
P1 , P2 , ... , Pk are independent tail-area probabilities 
arising from k continuous distributions of test statistics 
in k different experiments or tests. Since the test statis-
tics have continuous distributions, then when the individu-
al hypothesis HO' is true, P. is uniformly distributed over ]. ]. 
the interval [0,11. Testing the combined null hypothesis 
HO HOi is true for all i 
against 
H1 : HOi is false for at least one i 
presents a problem in combination of tests, where only the 
P-values are to be used. 
Many procedures have been proposed for combining the 
P-values arising from several independent tests in order to 
test whether all null hypotheses are true. Two commonly 
used methods of combining independent significance levels 
P1 , ... , Pk are Fisher's procedure (1932) : HO is rejected 
if the product Pl'" Pk ~ c. c is a constant which depends 
on the significance level for the overall test, and Tippett's 
procedure (1931) : HO is rejected if any of P1 ,P2"",Pk ~ a'. 
If the overall significance level is a then a' = 1 - (l_a)l/k. 
In studies by Frisen (1974) and Westberg (1985 a) Fisher's 
method was compared with Tippett's according to the power. 
These studies show that the power functions have an inter-
section point and that neither of the methods is generally 
more powerful than the other. 
In situations where a high power is desired when just one 
of the individual hypotheses is false and the deviation 
from HO is large Tippett's method is preferable. In other 
applications where it is more important to detect alterna-
tives for which many of the individual hypotheses might be 
false, Fisher's method is likely to be preferable. 
An indication of the number of false hypotheses could be 
used in an adaptive way to decide on an appropriate test 
statistic between Fisher's and Tippett's. This could be 
done in different ways. 
In Westberg (1985 b) a test statistic which has the same 
structure as Fisher's, namely a product of P-values was 
proposed. The k ordered P-values are denoted by 
Constants a i (i=l, ... ,k) are chosen with 
The test is then based on the test statistic 
k 
z ( n) = 'IT ( P ( . ) / a k _ +1) , n > 0 . i=k-n+1 1 n 
The stepwise procedure to determine the random variable n 
and the critical values are described in Westberg (1985 b). 
Here n is the greatest integer such that 1k-n+1) < a k - n+1 . 
It is suggested that the a. 's should be such that 
1 
a i = a 1 {1 - (i-1)/k} 
2 
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This procedure seems to be a good procedure in the cases 
when Fisher's is a good procedure. In the case when n=k the 
test statistic is formally identical to Fisher's but the 
procedure is not the same as n is stochastic. In the case 
when n=l the test statistic is identical to Tippett's but 
the procedure is not the same. 
In the present paper another procedure is described. This 
procedure is more Tippett-like than that procedure proposed 
in Westberg (1985 b). The new procedure has a test statistic 
of the same type as Tippett's, namely a comparison of one 
P-value with a constant. This procedure is an adaptive one 
and has good power properties in the cases when Tippett's is 
a good procedure according to the power. 
In the present study this Tippett-adaptive method is com-
pared to Tippett's, Fisher's and the Fisher-adaptive proce-
dures for normally distributed test statistics. 
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2. The Tippett-adaptive procedure 
In situations when Tippett's method might be a good test it 
would be desirable with a procedure that is adaptive and 
Tippett-like in the sense that it has good properties when 
Tippett's is the best. 
The "Tippett-adaptive" method is a test based on a compari-
son between just one P-value and a constant. The value of 
this constant depends both on the overall significance value 
and the number of individual hypotheses. 
If the k ordered P-values are still denoted by 
and the constants ai(i=l, .•. ,k) are chosen with 
The test rejects the overall hypothesis Ha if any of the 
attained significance levels P(i) is less than the corre-
sponding constant a .. ]. 
It is suggested that the a. 's should be such that ]. 
a i = a 1 {l - (i-l)/k} 
If a 1 is chosen to be a this test rejects Ha at the level 
a since 
1 - a = Pr (not reject Ha) = 
The latter expression is proved in a different context in 
Westberg (1985 b) to be 1 - a 1 . 
The following example will illustrate this procedure: the 
attained significance levels of three tests are P(1)=0.08, 
P(2)=0.03 and P(3)=0.02. The overall significance level a 
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is 0.05 and k=3. Then a 1=0.05, a 2=0.033 and a 3=0.0166. Since 
P2=0.03 is less than a 2 the overall hypothesis HO is rejec-
ted. 
This procedure is extremely simple to use and may not be 
mistaken for Wilkinson's method (1951): HO is rejected if 
and only if Pi ~ c for r or more of the P-values, where r is 
a predetermined integer, 1 ~ r ~ k, and c is constant corre-
sponding to the desired significance level. The k possible 
choices of r give k different procedures which are referred 
to as case 1 (r=l), case 2 (r=2) etc. For example, if k=2 
and a test at level a=0.05 is desired, the case 2 procedure 
is : reject HO if both P1 and P 2 equal or exceed 
c = 1 - (0.05)1/2 = 0.776. Case 1 is the same procedure as 
the procedure proposed by Tippett. 
3. Evaluations 
The Tippett-adaptive procedure is compared to Fisher's, 
Tippett's and the Fisher-adaptive method according to their 
power. 
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The power function of Tippett's method is computed exactly, 
while the simulation technique was used to compute the power 
of the three other procedures. 
The non-centrality parameter of the alternative normal dis-
tributions are mi , i=l, ... ,k and mi was assigned the values 
0(0,5) 6. 
The simulation was performed by generating at least 2000 
standard normal random numbers for each of the k populations. 
The same set of numbers was used in all tests. 2000 replica-
tions will ensure a 95% confidence interval that is ±0.01 
when the power is 0.05. When the power is 0.50 the corre-
sponding interval is ±0.02. Sometimes the number of replica-
tions is 10000 which will be seen in the following. 
The power is computed for the cases when the results from 
two and fifteen tests, respectively, are combined. In most 
of the calculations the value of the non-centrality para-
meter is the same for all alternatives, that is mi=m. In the 
case when two tests are combined and both hypotheses are 
false the power is also computed for m1=m and m2=0.5m. This 
result is presented in figure 3. AS can be seen the power 
curves are of the same shape as when m1=m2=m. 
The results are displayed in figures 1-7. As can be seen 
from the power-graphs none of the methods is generally more 
powerful than the others. 
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It can be seen from the figures that in the cases examined 
this new method is rather "Tippett-like" since it has good 
properties when Tippett is the best method according to the 
power. The differences between Tippett and this new method 
are in these situations, almost negligible. In the other 
cases this Tippett-adaptive method is always better than 
Tippett's but not as good as Fisher's and the Fisher-adaptive 
method. 
In order to establish that the Tippett-adaptive method really 
can be the best one of the four methods when two of the fif-
teen hypotheses are equally false the number of replications 
was chosen to be 10000 from each of the 15 populations. The 
power of the Tippett-adaptive method is 0.8685 and is 0.8575 
of Tippett's method when the non-centrality parameter m=3.0. 
This difference is significant at the 5% level when normal 
approximation is used. 
4. Conclusions 
The procedure proposed in this paper is an adaptive proce-
dure and more similar to Tippett's than the method proposed 
in Westberg (1985 b), which procedure is more similar to 
Fisher's. 
In the cases examined the Tippett-adaptive method is better 
than Tippett's in almost all situations and nearly as good 
as Tippett's when Tippett's is the best one according to the 
power. This procedure is similar to Tippett's because just 
one P-value is compared to a constant. It can be any of the 
P-values but which one depends on the data. 
The properties of this method depend on k, the number of the 
individual hypotheses and the choice of a 1 depends on the 
overall significance value a. 
This Tippett-adaptive method is a good alternative to 
Tippett's since it is almost as simple as Tippett's and 
nearly always better than Tippett's procedure. 
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Fig 1 
The power graphs when results from two tests are combined. 
One of the hypotheses is false with the non-centrality 
parameter m. 
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The power graphs when results from two tests are combined. 
Both hypotheses are equally false with the non-centrality 
parameters m. 
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Fig 3 
The power graphs when results from two tests are combined. 
Both hypotheses are false with the non-centrality parameters 
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Fig 4 
The power graphs when results from fifteen tests are combined. 
One of the hypotheses is false with the non-centrality para-
meters m. 
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Fig 5 
The power graphs when results from fifteen tests are com-
bined. Two of the hypotheses are equally false with the non-
centrality parameters m. 
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The power graphs when results from fifteen tests are com-
bined. Three of the hypotheses are equally false with the 
non-centrality parameters m. 
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The power graphs when results from fifteen tests are com-
bined. All hypotheses are equally false with the non-
centrality parameters m. 
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