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Abstract. In the spatially flat case of loop quantum cosmology, the connection k¯ is
usually replaced by the holonomy sin(µ¯k)
µ¯
in the effective theory. In this paper, instead
of the standard µ¯ scheme, we use a generalised, undertermined function g(k¯, p¯) to
represent the holonomy and by using the approach of anomaly free constraint algebra
we fix all the counter terms in the constraints and find the restriction on the form of
g(k¯, p¯), then we derive the gauge invariant equations of motion of the scalar, tensor
and vector perturbations and study the inflationary power spectra with generalised
holonomy correction.
21. Introduction
As an tentative theory, loop quantum cosmology (LQC) has made an enormous progress
in applying the quantization scheme of loop quantum gravity (LQG) to cosmological
background variables in the past two decades. On the semi-classical level of LQC, the
quantization of geometric variables leads to several important quantum corrections to
the classical theory, among them three quantum corrections are most often studied,
namely the holonomy correction, the inverse volume correction and the quantum back-
reaction [1]. Roughly speaking, the holonomy correction comes from spatial discreteness,
the inverse volume correction comes from a modified form of the inverse volume operator,
the quantum back-reaction comes from coupling of quantum moments in the effective
dynamics. So far, the explicit form of these corrections are far from unique and subjects
to many quantization ambiguities. Let us take the holonomy correction for example, in
many literatures the SU(2) representation with minimal spin number j = 1
2
is chosen,
on the spatially flat background such a choice leads to the result that the classical
connection variable k¯ being replaced by the holonomy sin(µ¯k)
µ¯
(where µ¯ depends on the
scale factor). However, besides this standard µ¯ scheme, there are also other choices
proposed to formulate the holonomy function, for instance, the representations with
generic j are studied in many works (see for example refs. [2, 3, 4, 5]). Some other
formulations involving the quantization ambiguities or higher powers of µ¯ can be found
for instance in [6, 7].
Besides the background dynamics, in order to find the footprints of LQC in the
very early universe, it is necessary to study the cosmological perturbation theory.
Currently, there are two main approaches often used in the LQC community to study the
cosmological perturbations, which are separately called the “ dressed effective metric”
approach and “ anomaly free constraint algebra” approach †. The philosophy of the two
approaches are quite different, and so are their perturbation equations. Each approach
has its own advantage and at the same time can also be questioned in some aspects.
For the “dressed effective metric ” the reader is referred to [8, 9]. Here in this paper we
only focus on the “anomaly free constraint algebra” approach.
The key idea of the “anomaly free constraint algebra” can be summarised as
follows. In the canonical theory, the Hamiltonian of general relativity is described by
three smeared constraints in terms of the Ashtekar variables, namely the Hamiltonian
constraint, the diffeomorphsim constraint and the Gauss constraint. In the classical
theory, the Poisson brackets between these constraints weakly vanish on the constraint
surfaces and form a first class constraint algebra. In the quantum theory where
the constraint are quantum-modified, these constraints should also form a first class
constraint algebra in order to make the theory consistent. When calculating the Poisson
† To be precise, there are actually three different approaches: the “hybrid models” developed by
Maruga´n et al. , the “dressed metric” developed by Ashtekar et al. and the “anomaly free algebra”
developed by Bojowald et al., however, the key ideas of the former two are quite similar, and for
convenience of statement we put them together with a common name “dressed effective metric”.
3brackets, if we only consider the background dynamics, it is easy to check the quantum
modified constraints still form a closed algebra, however, if we include perturbations into
the constraints, the problem becomes quite subtle because at present we do not know
how to include the explicit form of quantum modifications into the perturbed constraints,
if we simply assume the perturbed constraints remain the classical form and calculate
the Poisson bracket, the resulting algebra is no longer closed and some “anomaly” terms
appear. In order to remove these “anomalies”, a simple way is too add some counter
terms which represent the quantum modifications into the perturbed constraints, then
after fixing each counter term, a consistent effective theory is established.
The anomaly free constraint algebra approach was first systematically developed
by Bojowald et al. in [10, 11] for inverse volume corrections. The results obtained in
these papers were used to study the scalar and tensor perturbations in [12, 13]. Later,
this method was applied to the scalar perturbations in the longitudinal gauge first in
[14] for holonomy corrections in the standard µ¯ formulation and further developed in
[15] without any gauge fixing. Moreover, the Hamilton-Jacobi approach of this method
is studied in [16] and the consistency of the algebra with holonomy correction was
investigated in [17]. The power spectra of different perturbations were studied in many
works in recent years (see for example [18]).
In this paper, we use a generalised function g(k¯, p¯) to represent the holonomy (where
p¯ stands for the conjugate momentum of k¯), then with the method of anomaly free
constraint algebra we attempt to find a consistent theory and study the cosmological
perturbations. The structure of this paper is as follows, in section 2 we derive the
anomaly free constraints and find the restrictions on g(k¯, p¯), in section 3 we drive the
scalar, vector and tensor perturbations. In section 4 we apply the results in section 3
to study the power spectra of the scalar and tensor perturbations in slow roll inflation,
in section 5 we make some remarks.
2. Anomaly free constraints
For simplicity, in this paper we only focus on the linear perturbations in spatially flat
case. In this section, we will fix the counter terms following the procedures formulated
in [15].
In the background Hamiltonian constraint, the connection k¯ is now replaced by a
undetermined function g(k¯, p¯) which consists of both k¯ and its conjugate variable p¯ and
should satisfy the requirement that g(k¯, p¯) → k¯ when approaching the classical limit.
The gravitational part of the effective background Hamiltonian constraint reads
HBg [N ] =
1
2κ
∫
Σ
d3xN¯
[−6√p¯ g2(k¯, p¯)] , (1)
where capital“B” stands for “background” and N¯ means the background part of the
lapse function. The conjugate variables satisfy {k¯, p¯} = κ
3V0
where κ = 8πG, Σ is the
fiducial cell that we do integration on and V0 is its volume with respect to the background
metric.
4When considering the linear perturbations, the corresponding perturbed constraint
should consist of quadratic terms of linear perturbed variables, after including the
possible counter terms, the perturbed Hamiltonian constraint becomes [10]
HPg [N ] =
1
2κ
∫
Σ
d3x
[
δNH(1)g + N¯H(2)g
]
, (2)
where
H(1)g = − 4
√
p¯ (k¯ + α1)δ
a
i δK
i
a −
1√
p¯
(k¯2 + α2)δ
i
aδE
a
i
+
2√
p¯
(1 + α3)∂a∂
iδEai ,
H(2)g =
√
p¯ (1 + α4)δ
a
kδ
b
jδK
j
aδK
k
b −
√
p¯ (1 + α5)(δ
a
i δK
i
a)
2
− 2√
p¯
(k¯ + α6)δE
a
i δK
i
a −
1
2p¯
3
2
(k¯2 + α7)δE
a
j δE
b
kδ
k
aδ
j
b
+
1
4p¯
3
2
(k¯2 + α8)(δE
a
i δ
i
a)
2 +
1
p¯
3
2
(1 + α9)Z
cidj
ab (∂cδE
a
i )(∂dδE
b
j ),
where δKia and δE
a
i are the perturbed connection and perturbed densitized triad and
satisfy the Poisson bracket {δKia(x), δEbj (y)} = κδijδbaδ3(x−y). The counter terms α1 to
α9 are assumed as functions only of k¯ and p¯ in this paper. The Z
cidj
ab in H(2)g is defined
by [17]
Z
cidj
ab :=
1
4
ǫ
ef
k ǫ
k
mnX
mjd
be X
nic
af − ǫ iek Xkjdbe δca − ǫ cik Xkjdba +
1
2
ǫ cek X
kjd
be δ
i
a. (3)
where X ijbca := ǫ
ij
c δ
b
a−ǫ ibc δja+ ǫijbδca+ ǫ iba δjc . Thus the holonomy corrected gravitational
Hamiltonian constraint can be written as
HQg [N ] = H
B
g [N ] +H
P
g [N ]. (4)
In addition to the Hamiltonian constraint, there are also diffemorphism and Gauss
constraints. Note that in LQG both constraints do not receive quantum corrections,
if LQC is regarded as the correct cosmological reduced model of LQG, then both
constraints should keep the classical form on the effective level. In the spatially flat case
we consider here, both constraints vanish on the background and only the perturbed
parts exist, thus the linearly perturbed gravitational diffemorphism constraint and Gauss
constraint can be written separately as
Dg[N
a] =
1
κ
∫
Σ
d3xδNa
[
p¯∂a(δ
b
i δK
i
b)− p¯(∂iδKia)− k¯δia(∂bδEbi )
]
, (5)
and
G[Λ] =
1
κ
∫
Σ
d3xδΛi(ǫ aij p¯ δK
j
a + ǫ
k
ia k¯ δE
a
k). (6)
Besides the gravitational part, we introduce the minimally coupled scalar field as the
matter field. As shown in [15], the introduction of scalar matter field not only completes
the theory but also helps to fix some of the counter terms. The total holonomy corrected
5Hamiltonian including both the background and perturbation of the scalar field can be
expressed as
HQm[N ] := H
B
m[N ] +H
P
m[N ]
:=
∫
Σ
d3xN¯H(0)m +
∫
Σ
d3x
[
δNH(1)m + N¯H(2)m
]
, (7)
where H(0)m , H(1)m , H(2)m are expressed as
H(0)m =
π¯2
2p¯
3
2
+ p¯
3
2V (ϕ¯), (8)
H(1)m =
π¯
p¯
3
2
(1 + β1)δπ − π¯
2
4p¯
5
2
(1 + β2) δ
i
aδE
a
i
+ p¯
3
2V,ϕ(ϕ¯)(1 + β3)δϕ+
√
p¯
2
V (ϕ¯)(1 + β4)δ
i
aδE
a
i , (9)
H(2)m =
1
2p¯
3
2
(1 + β5)(δπ)
2 − π¯
2p¯
5
2
(1 + β6)δπδ
i
aδE
a
i
+
1
2
p¯
3
2V,ϕϕ(ϕ¯)(1 + β7)(δϕ)
2 +
√
p¯
2
V,ϕ(ϕ¯)(1 + β8)δϕδ
i
aδE
a
i
+
π¯2
16p¯
7
2
(1 + β9)(δ
i
aδE
a
i )
2 +
π¯2
8p¯
7
2
(1 + β10)δ
i
aδ
j
bδE
a
j δE
b
i
+
V (ϕ¯)
8
√
p¯
(1 + β11)(δ
i
aδE
a
i )
2 − V (ϕ¯)
4
√
p¯
(1 + β12)δ
i
aδ
j
bδE
a
j δE
b
i
+
1
2
√
p¯(1 + β13)δ
ab(∂aδϕ)∂bδϕ, (10)
where the conjugate variables satisfy {ϕ¯, π¯} = 1
V0
, {δϕ(x), δπ(y)} = δ3(x − y), and
V,ϕ :=
dV (ϕ)
dϕ
, V,ϕϕ :=
d2V (ϕ)
dϕ2
where V is the potential. β1 to β13 are counter terms that
vanish in classical limit and likewise are assumed as functions just of k¯ and p¯. Note that
the background Hamiltonian constraint is the same as the classical one, which means
the holonomy corrections do not affect the background Hamiltonian of the matter field.
Moreover, diffeomorphism constraint of the scalar matter reads simply
Dm[N
a] =
∫
Σ
d3xδNaπ¯(∂aδϕ), (11)
which remains unchanged just like the gravitational part.
The total Hamiltonian constraint and diffeomorphism constraint are expressed by
Htot[N ] = H
Q
g [N ] +H
Q
m[N ], (12)
Dtot[N
a] = Dg[N
a] +Dm[N
a]. (13)
The Hamiltonian can be written as sum of all the constraints:
H = Htot[N ] +Dtot[N
a] +G[Λ]. (14)
As mentioned above, the Poisson brackets between the constraints should weakly vanish
in order to make the theory consistent. In the following we will calculate all these
brackets, the details are rather technical in the subsection below, the uninterested reader
can well skip them and directly jump to subsection 2.2 for the conclusion.
62.1. The Poisson brackets
In this section, we will derive all the anomaly equations generated by the constraint
algebra. Since the diffeomorphism and Gauss constraint remain the classical form,
the Poisson brackets between them do not generate any anomalies, hence the possible
anomalies can only arise between three brackets, which are {Htot, Dtot},{Htot, Htot} and
{Htot, G}. Now we calculate each of them in turn.
2.1.1. {Htot[N ], Dtot[Na]}
Using the expression of HQg and H
Q
m, after some calculations, the result can be written
as sum of some independent terms,
{Htot[N ], Dtot[Na]}
= −Htot[δNa∂aδN ] +
∫
Σ
d3x
√
p¯
κ
(δNa∂aδN)A1
+
∫
Σ
d3x
√
p¯
κ
N¯δN c∂c(δ
a
i δK
i
a)A2 +
∫
Σ
d3x
√
p¯
κ
N¯(δNa∂iδK
i
a)A3
+
∫
Σ
d3x
N¯
κ
√
p¯
(δN i∂aδE
a
i )A4 +
∫
Σ
d3x
N¯
κ
√
p¯
δN c∂c(δ
i
aδE
a
i )A5
+
∫
Σ
d3x(δN c∂cδN)p¯
3
2V (ϕ¯)A6 +
∫
Σ
d3x(δN c∂cδN)
(
π¯2
2p¯
3
2
)
A7
+
∫
Σ
d3xN¯ p¯
3
2 (δN c∂cδϕ)V,ϕ(ϕ¯)A8 +
∫
Σ
d3x
N¯
p¯
3
2
(δN c∂cδπ)π¯A9
+
∫
Σ
d3x
N¯
√
p¯
2
(δN i∂aδE
a
i )V (ϕ¯)A10 +
∫
Σ
d3x
N¯
√
p¯
2
δN c∂c(δ
i
aδE
a
i )V (ϕ¯)A11
+
∫
Σ
d3x
N¯
12p¯
5
2
(δN i∂aδE
a
i )π¯
2A12 +
∫
Σ
d3x
N¯
4p¯
5
2
δN c∂c(δ
i
aδE
a
i )π¯
2A13,
(15)
where
A1 = 3k¯2 − 3g2(k¯, p¯) + 2k¯α1 + α2, (16)
A2 = −∂g
2(k¯, p¯)
∂k¯
+ 2k¯ + k¯α5 + α6, (17)
A3 = ∂g
2(k¯, p¯)
∂k¯
− 2k¯ − k¯α4 − α6, (18)
A4 = −1
2
g2(k¯, p¯) +
1
2
k¯2 + k¯α6 − 1
2
α7 − p¯∂g
2(k¯, p¯)
∂p¯
, (19)
A5 = 1
2
α7 − 1
2
α8, (20)
A6 = −β4, (21)
A7 = β2 − 2β1, (22)
A8 = −β8, (23)
A9 = β6 − β5, (24)
7A10 = −β12, (25)
A11 = β12 − β11, (26)
A12 = 3β10, (27)
A13 = 2β6 − β9 − β10, (28)
A1 to A13 are anomalies that should vanish, which means we have to solve the
equations
Ai = 0, (i = 1, 2...13). (29)
2.1.2. {Htot[N1], Htot[N2]}
The computation of this Poisson bracket gives the following results,
{Htot[N1], Htot[N2]}
= (1 + α3)(1 + α5)Dg
[
N¯
p¯
∂a(δN2 − δN1)
]
+ (1 + β1)(1 + β13)Dm
[
N¯
p¯
∂a(δN2 − δN1)
]
+
∫
Σ
d3x
N¯
κ
∂a(δN2 − δN1)(∂iδKia)A14
+
∫
Σ
d3x
N¯
κp¯
∂a(δN2 − δN1)δia(∂cδEci )A15
+
∫
Σ
d3x
N¯
κ
(δN2 − δN1)(δai δKia)A16
+
∫
Σ
d3x
N¯
κp¯
(δN2 − δN1)(δiaδEai )A17
+
∫
Σ
d3xN¯(δN2 − δN1)(∂a∂jδEaj )
(
π¯2
4p¯3
− V (ϕ¯)
2
)
A18
+
∫
Σ
d3x
N¯
p¯2
(δN2 − δN1)(δai δKia)
π¯2
2
A19
+
∫
Σ
d3xN¯ p¯(δN2 − δN1)(δai δKja)V (ϕ¯)A20
+
∫
Σ
d3x
N¯
p¯3
(δN2 − δN1)(δiaδEai )
π¯2
4
A21
+
∫
Σ
d3xN¯(δN2 − δN1)(δiaδEai )
V (ϕ¯)
2
A22
+
∫
Σ
d3x
N¯
p¯2
(δN2 − δN1)(δπ)π¯A23
+
∫
Σ
d3xN¯ p¯(δN2 − δN1)(δϕ)V,ϕ(ϕ¯)A24
+
∫
Σ
d3xκN¯ p¯(δN2 − δN1)(δiaδEai )V 2(ϕ¯)A25
8+
∫
Σ
d3x
N¯
p¯
(δN2 − δN1)(δiaδEai )
π¯V,ϕ(ϕ¯)
2
A26
+
∫
Σ
d3x
κN¯
p¯2
(δN2 − δN1)(δiaδEai )
π¯2V (ϕ¯)
8
A27
+
∫
Σ
d3x
κN¯
p¯5
(δN2 − δN1)(δiaδEai )
π¯4
16
A28
+
∫
Σ
d3xN¯(δN2 − δN1)(δϕ) (π¯V,ϕϕ(ϕ¯))A29
+
∫
Σ
d3xκN¯ p¯2(δN2 − δN1)(δϕ)
(
V,ϕ(ϕ¯)V (ϕ¯)
2
− V,ϕ(ϕ¯)π¯
2
4p¯3
)
A30
+
∫
Σ
d3x
κN¯
p¯
(δN2 − δN1)(δπ)
(
V (ϕ¯)π¯
2
− π¯
3
4p¯3
)
A31
+
∫
Σ
d3xN¯(δN2 − δN1)(δπ)V,ϕ(ϕ¯)A32,
(30)
where
A14 = (1 + α3)(α5 − α4), (31)
A15 = − 1
2
∂g2(k¯, p¯)
∂k¯
(1 + α3) + (1 + α3)(k¯ + α6) + k¯(1 + α3)(1 + α5)
+
∂g2(k¯, p¯)
∂k¯
p¯
∂α3
∂p¯
− 1
2
g(k¯, p¯)
(
g(k¯, p¯) + 4p¯
∂
∂p¯
g(k¯, p¯)
)
∂α3
∂k¯
− (k¯ + α1)(1 + α9), (32)
A16 = ∂g
2(k¯, p¯)
∂k¯
(k¯ + α1) + 2
∂g2(k¯, p¯)
∂k¯
p¯
∂α1
∂p¯
− 2(k¯ + α6)(k¯ + α1)
− g(k¯, p¯)
(
g(k¯, p¯) + 4p¯
∂
∂p¯
g(k¯, p¯)
)
(1 +
∂α1
∂k¯
)
+
1
2
(k¯2 + α2)(2 + 3α5 − α4), (33)
A17 = 1
2
(k¯ + α6)(k¯
2 + α2)− 1
4
∂g2(k¯, p¯)
∂k¯
(k¯2 + α2) +
1
2
∂g2(k¯, p¯)
∂k¯
p¯
∂α2
∂p¯
−
(
g2(k¯, p¯) + 2p¯
∂
∂p¯
g2(k¯, p¯)
)
(
1
2
k¯ +
1
4
∂α2
∂k¯
)
+ (k¯ + α1)(
1
2
k¯2 +
3
2
α8 − α7), (34)
A18 = ∂α3
∂k¯
, (35)
A19 = − (1 + ∂α1
∂k¯
) + (1 + β2)(1 +
3
2
α5 − 1
2
α4), (36)
A20 = (1 + ∂α1
∂k¯
)− (1 + β4)(1 + 3
2
α5 − 1
2
α4), (37)
A21 = − 1
2
g2(k¯, p¯)
∂β2
∂k¯
− (k¯ + 1
2
∂α2
∂k¯
) + (k¯ + α6)(1 + β2)
9+ (k¯ + α1)(5 + 3β9 + 2β10)− (5 + 5β2 − 2p¯∂β2
∂p¯
)
1
2
∂g2(k¯, p¯)
∂k¯
, (38)
A22 = 1
2
g2(k¯, p¯)
∂β4
∂k¯
+ (k¯ +
1
2
∂α2
∂k¯
)− (k¯ + α6)(1 + β4)
+ (k¯ + α1)(1 + 3β11 − 2β12)− (1 + β4 + 2p¯∂β4
∂p¯
)
1
2
∂g2(k¯, p¯)
∂k¯
, (39)
A23 = − 3(k¯ + α1)(1 + β6) + 1
2
∂g2(k¯, p¯)
∂k¯
(3 + 3β1 − 2p¯∂β1
∂p¯
)
+
g2(k¯, p¯)
2
∂β1
∂k¯
, (40)
A24 = 3(k¯ + α1)(1 + β8)− 1
2
∂g2(k¯, p¯)
∂k¯
(
3(1 + β3) + 2p
∂β3
∂p¯
)
+
g2(k¯, p¯)
2
∂β3
∂k¯
, (41)
A25 = − 1
4
∂β4
∂k¯
, (42)
A26 = − 2− β2 − β4 + (1 + β3)(1 + β6) + (1 + β1)(1 + β8), (43)
A27 = ∂β2
∂k¯
+
∂β4
∂k¯
, (44)
A28 = − ∂β2
∂k¯
, (45)
A29 = − (1 + β3) + (1 + β1)(1 + β7), (46)
A30 = − ∂β3
∂k¯
, (47)
A31 = − ∂β1
∂k¯
, (48)
A32 = 1 + β1 − (1 + β3)(1 + β5), (49)
Similarly as above, we have to solve the anomaly equations
Ai = 0, (i = 14, 15...32) (50)
to close the algebra. Note that in obtaining the anomaly A15, we used the following
relationship {∫
Σ
d3xδN(δai δK
i
a),
∫
Σ
d3xN¯Z
cidj
ab (∂cδE
a
i )(∂dδE
b
j )
}
=
∫
Σ
d3xκN¯δN(∂i∂aδE
a
i ). (51)
which can be proved after direct calculations using the definition of Zcidjab in (3).
2.1.3. {Htot[N ], G[Λ]}
Finally, let us calculate the Poisson bracket between the Hamiltonian and Gauss
constraint.
{Htot[N ], G[Λ]}
10
=
∫
Σ
d3x
N¯
√
p¯
κ
ǫ aij δΛ
iδKjaA32 +
∫
Σ
d3x
N¯
κ
√
p¯
ǫ kia δΛ
iδEakA33, (52)
where
A33 = −∂g
2(k¯, p¯)
∂k¯
+ 2k¯ + α6 + k¯α4, (53)
A34 = 1
2
g2(k¯, p¯) + p¯
∂g2(k¯, p¯)
∂p¯
− 1
2
k¯2 +
1
2
α7 − k¯α6. (54)
Notice that A33 = −A3 and A34 = −A4, which means the Gauss constraint does not
bring any new anomalies.
2.2. Solution of the anomaly equations
Now there are totally 22 counters terms, which are α1, α2· · ·α9 , β1, β2· · ·β13. To fix
the explicit form of these terms, we have to solve totally 34 anomaly equations. Some
of these equations are not independent of each other. However, even if we remove all
the non-independent ones, the number of the remaining equations is still more than
the number of counter terms, which often implies there are no consistent solutions.
Nevertheless, considering that we have not specified the explicit form of g(k¯, p¯) , hence
the number of the unknown quantities increase, making it possible to get consistent
solutions. In the following, we will check this possibility in detail.
Let us start with the simplest cases. The equations A6 = 0, A8 = 0, A10 = 0,
A11 = 0, A12 = 0 imply β4 = β8 = β10 = β11 = β12 = 0. Using these results, from
equations A19 = 0, A20 = 0 and A7 = 0, we get β2 = β4 = β1 = 0. Combined
with equations A23 = 0, A24 = 0, A26 = 0 and A30 = 0, we get β3 = β6 = 0,
substituting it into A9 = 0, A13 = 0, A29 = 0, we have β5 = β9 = β7 = 0. Now we have
β1 = β2 = β3 = · · · = β12 = 0. We can check that these solutions automatically satisfy
the other equations A21 = 0, A22 = 0, A25 = 0, A27 = 0, A28 = 0, A31 = 0, A32 = 0.
Using the results above, the equation A23 = 0 gives
α1 =
1
2
∂g2(k¯, p¯)
∂k¯
− k¯, (55)
and from A1 = 0 we can further derive
α2 = 3g
2(k¯, p¯)− k¯2 − k¯ ∂g
2(k¯, p¯)
∂k¯
, (56)
then from the equations A14 = 0, A19 = 0, A20 = 0 we get
α4 = α5 =
1
2
∂2g2(k¯, p¯)
∂k¯2
− 1 , (57)
substituting them into the equations A2 = 0, A3 = 0, we have
α6 =
∂g2(k¯, p¯)
∂k¯
− 1
2
k¯
∂2g2(k¯, p¯)
∂k¯2
− k¯ . (58)
It is easy to check this solution is consistent with the equations A21 = 0, A22 = 0.
11
Furthermore, equations A4 = 0 and A5 = 0 give
α7 = α8 = −g2(k¯, p¯)− k¯2− 2p¯∂g
2(k¯, p¯)
∂p¯
+ 2k¯
∂g2(k¯, p¯)
∂k¯
− k¯2∂
2g2(k¯, p¯)
∂k¯2
.(59)
Now among all the αi only α3 and α9 are left to be determined. From the equation
A18 = ∂α3∂k¯ = 0, we find
α3 = f(p¯) , (60)
where f(p¯) can be any arbitrary function of p¯ which vanishes in the classical limit, it
means this term cannot be determined by holonomy corrections alone. One may wonder
whether it can be determined by introducing other corrections, for instance the inverse
volume correction. However, in the paper [19] where both holonomy and inverse volume
correction are taken into account, this term still remains an arbitrary function of p¯. It
seems that in the spatially flat case it is impossible to fix the explicit form of this term
by the current anomaly free approach. In our forthcoming paper [20], we will extend
the anomaly free approach by including the positive spatial curvature and derive the
explicit expression of this term, where it clearly shows that this term should be zero in
the spatially flat limit (l0 → 0). Thus in the following we set α3 = 0.
Substituting the expression of α6, α5, α1 into A15 = 0, we have
α9 = α3 + 2p¯
∂α3
∂p¯
= 0. (61)
Furthermore, from the Poisson bracket {Htot[N1], Htot[N2]}, it is easy to see that the
prefactor before Dg and Dm should be the same, hence
(1 + β1)(1 + β13) = (1 + α3)(1 + α5), (62)
from which we get
β13 = α3 + α5 + α3α5 =
1
2
∂2g2(k¯, p¯)
∂k¯2
− 1. (63)
So far we have derived the expressions of all the anomalies. However, notice that we
have not checked whether the anomalies A16 = 0 and A17 = 0 are satisfied. Substituting
all the relevant counter terms into both equations, we find separately
−
(
∂g2(k¯, p¯)
∂k¯
)
∂
∂k¯
(
2g2(k¯, p¯)− k¯ ∂g
2(k¯, p¯)
∂k¯
− 2p¯∂g
2(k¯, p¯)
∂p¯
)
+
(
∂2g2(k¯, p¯)
∂k¯2
)(
2g2(k¯, p¯)− k¯ ∂g
2(k¯, p¯)
∂k¯
− 2p¯∂g
2(k¯, p¯)
∂p¯
)
= 0 . (64)
and (
k¯
∂g2(k¯, p¯)
∂k¯
)
∂
∂k¯
(
2g2(k¯, p¯)− k¯ ∂g
2(k¯, p¯)
∂k¯
− 2p¯∂g
2(k¯, p¯)
∂p¯
)
+
(
k¯
∂2g2(k¯, p¯)
∂k¯2
)(
2g2(k¯, p¯)− k¯ ∂g
2(k¯, p¯)
∂k¯
− 2p¯∂g
2(k¯, p¯)
∂p¯
)
= 0, (65)
from which it is not difficult to see that the equation
2g2(k¯, p¯)− k¯ ∂g
2(k¯, p¯)
∂k¯
− 2p¯∂g
2(k¯, p¯)
∂p¯
= 0 (66)
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must hold, which can be reduced to
g(k¯, p¯)− k¯ ∂g(k¯, p¯)
∂k¯
− 2p¯∂g(k¯, p¯)
∂p¯
= 0. (67)
Solving this equation leads to the following solution
g(k¯, p¯) = p¯
1
2f(
k¯
p¯
1
2
) , (68)
where f( k¯
p¯
1
2
) is an arbitrary function of k¯
p¯
1
2
( k¯
p¯
1
2
is treated as a whole variable here).
Moreover, since in the large scale limit g(k¯, p¯)→ k¯, thus f( k¯
p¯
1
2
) should equal k¯
p¯
1
2
in this
limit.
In the standard µ¯ scheme, we have g(k¯, p¯) = sin(µ¯k)
µ¯
where µ¯ =
√
∆l2
pl
p¯
and the
constant
√
∆ ∼ O(1), thus
f(
k¯
p¯
1
2
) =
1√
∆l2pl
sin(
√
∆l2pl
k¯
p¯
1
2
). (69)
Interestingly, we have confirmed the result in [15] from a more general perspective.
Finally, let us summarize the algebra between all the constraints,
{G[Λ], G[Λ′]} = 0, (70)
{Dtot[Na], G[Λ]} = 0, (71)
{Htot[N ], G[Λ]} = 0, (72)
{Dtot[Na1 ], Dtot[Na2 ]} = 0, (73)
{Htot[N ], Dtot[Na]} = −Htot[δNa∂aδN ], (74)
{Htot[N1], Htot[N2]} =
(
1
2
∂2g2(k¯, p¯)
∂k¯2
)
Dtot
[
N¯
p¯
∂a(δN2 − δN1)
]
, (75)
Obviously the prefactor 1
2
∂2g2(k¯,p¯)
∂k¯2
equals 1 in the classical limit. If the function f 2( k¯
p¯
1
2
)
has a maximum at some phase space point, then 1
2
∂2g2(k¯,p¯)
∂k¯2
will be negative near this
point, which means the spacetime signature will become Euclidean for the perturbations
and this is exactly what happens in the standard µ¯ scheme near the bounce.
The phenomenon of signature change for holonomy corrections is one of the most
important results of the anomaly free algebra approach. It was first found in [15] for
scalar perturbations in the standard µ¯ scheme using this approach. Its unexpected
consequences and deep implications were investigated in details in homogeneous LQC
in [21, 22] and generally reviewed in [23]. It is clearly shown in these references that
effective signature change around the bounce point could very possibly bring some
observational effects under certain initial conditions and thus provides a new way to test
the predictions of LQC. The signature change is also widely investigated in many other
models with different symmetries, such as the spherical case [24], Gowdy cosmology [25]
and two dimensional covariant models [26]. In this article, what we have done in the
above actually shows that the signature change is a universal feature in the general µ¯
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formulation. Moreover, it is worth mentioning that in LQG with self-dual variables,
the effective constraint algebra remains unchanged from that of general relativity and
the signature change does not appear. This disappearance has already been shown in
spherically symmetric case [27], cosmological perturbations [28] and Gowdy models, etc.
[29]. Further research is needed in order to verify whether the signature change really
exists around the bounce point.
3. Gauge invariant cosmological perturbations
In this section, we will apply the previous results to study the linear cosmological
perturbations. The calculations in this section are straightforward but quite tedious.
For brevity, at some steps we will skip the tedious derivations and directly give the final
equations.
3.1. Background equations of motion
In order to study the cosmological perturbations, it is necessary to derive the equations
of motion of background variables first. Before the derivation, it is worth remarking
that according to the previous research such as in [30, 31] that under certain initial
condition, the power spectra of the perturbations will receive exponential growth for
small comoving scales, if the growth turns out too fast, it could no longer be regarded
as small perturbations and will have non-negligible back reactions on the background
equation. In order to avoid such complexity, in this article we simply assume the
background equations of motion will not be affected by the linear perturbations without
investigating which functions of f( k¯
p¯
1
2
) and which models or initial conditions will violate
this assumption. To keep clarity, in the following we will use the notation
G(1)(k¯, p¯) := 1
2
∂g2(k¯, p¯)
∂k¯
=
p¯
2
∂f 2( k¯
p¯
1
2
)
∂k¯
, G(2)(k¯, p¯) := ∂G
(1)(k¯, p¯)
∂k¯
,
G(3)(k¯, p¯) := ∂G
(2)(k¯, p¯)
∂k¯
. (76)
When approaching the classical limit, we have G(1) → k¯, G(2) → 1, G(3) → 0.
By using the elementary Poisson brackets and the equation (67), the Hamiltonian
equations of motion for background variables are written as
˙¯k = − 3N¯
2
√
p¯
g2(k¯, p¯) +
N¯ k¯√
p¯
G(1) + κ
2
√
p¯N¯
[
− π¯
2
2p¯3
+ V (ϕ¯)
]
, (77)
˙¯p = 2N¯
√
p¯G(1), (78)
˙¯ϕ = N¯
π¯
p¯
3
2
, (79)
˙¯π = − N¯ p¯ 32V,ϕ(ϕ¯), (80)
and the background Hamiltonian constraint gives
3
κ
√
p¯g2(k¯, p¯) = ρ, (81)
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where ρ := p¯i
2
2p¯3
+ V (ϕ¯).
It is known that different choice of the lapse function corresponds to using different
time coordinate, when setting N¯ = 1, we obtain equations with respect to the cosmic
time t and when N¯ =
√
p¯ we obtain equations with respect to the conformal time η, thus
dt =
√
p¯dη. Using equations (78) and (81), the Friedmann equation can be separately
given in terms of the cosmic time and conformal time by
H2 =
κ
3
ρ(
∂g(k¯, p¯)
∂k¯
)2, (82)
or
H2 = κp¯
3
ρ(
∂g(k¯, p¯)
∂k¯
)2, (83)
where H := dp¯
2p¯dt
and H := dp¯
2p¯dη
is separately called the Hubble parameter and conformal
Hubble parameter. Note that H = G
(1)
p¯
1
2
, H = G(1) and in the classical limit we have
H = k¯
p¯
1
2
and H = k¯. For brevity, in the following we will abuse the notation by defining
· = d
dt
and ′ = d
dη
.
The Klein-Gorden equation can be expressed by
¨¯ϕ+ 3H ˙¯ϕ+ V,ϕ(ϕ¯) = 0, (84)
or
ϕ¯′′ + 2Hϕ¯′ + p¯V,ϕ(ϕ¯) = 0. (85)
Finally, by taking the time derivative of equation (82) and using (77),(78),(79),(80), we
derive the Raychaudhuri equation:
H˙ = −κ
2
G(2) ˙¯ϕ2. (86)
or
H′ = H2 − κ
2
G(2)ϕ¯′2. (87)
3.2. Gauge invariant perturbations
Now we proceed to derive the equations of motion of the perturbed variables, by directly
doing the Poisson brackets and using (67), the canonical equations are given by
˙δKia = k¯(∂aδN
i) +
2√
p¯
(∂a∂
iδN) +
N¯δKia√
p
(G(2)k¯ − 2G(1))
− N¯δ
ij
2p¯
3
2
(Zcidjab ∂c∂dδE
b
j + Z
cjdi
ba ∂d∂cδE
b
j )
+
δiaδN
2
√
p¯
(
2G(1)k¯ − 3g2(k¯, p¯)− κπ¯
2
2p¯2
+ κp¯V (ϕ¯)
)
+
N¯(δjaδ
i
cδE
c
j )
p¯
3
2
(
3
2
g2(k¯, p¯) + G(2)k¯2 − 3G(1)k¯ + κπ¯
2
p¯2
− κp¯V (ϕ¯)
2
)
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− N¯(δ
j
cδE
c
j )
2p¯
3
2
δia
(
3
2
g2(k¯, p¯) + G(2)k¯2 − 3G(1)k¯ − κπ
2
2p¯2
− κp¯V (ϕ¯)
)
− κN¯δ
i
a
2p¯
5
2
πδπ +
√
p¯κN¯δia
2
V,ϕ(ϕ¯)δϕ, (88)
˙δEai = − p¯(∂iδNa − δai ∂cδN c) + 2δNδai
√
p¯G(1) + N¯√p¯(δcjδKjc )δai G(2)
− N¯√p¯(δci δaj δKjc )G(2) +
N√
p¯
(
2G(1) − G(2)k¯) δEai , (89)
˙δϕ =
πδN
p¯
3
2
+
N¯δπ
p¯
3
2
− N¯ π¯
p¯
5
2
(δiaδE
a
i ), (90)
˙δπ = π¯∂aδN
a − p¯3/2V,ϕ(ϕ¯)δN − N¯ p¯ 32V,ϕϕ(ϕ¯)δϕ− N¯ p¯
1
2
2
V,ϕ(ϕ¯)δ
i
aδE
a
i
+ N¯
√
p¯(∂a∂aδϕ)G(2). (91)
To use the above equations to study the gauge invariant perturbations, we decompose
the perturbed densitized triad into the scalar, vector and tensor modes
δEai = p¯
[
− 2ψδai + (δai ∂d∂d − ∂a∂i)E − a1∂aFi − a2∂iF a
− 1
2
b1h
a
i −
1
2
b2h
a
i
]
, (92)
where a1, a2 and b1, b2 are arbitrary real numbers satisfying a1 + a2 = 1, b1 + b2 = 1.
Moreover, the perturbed lapse function and shift vector can be decomposed as
δN = N¯φ, δNa = ∂aB + Sa, (93)
where ∂aF
a = ∂iFi = ∂aS
a = 0, ∂ah
a
i = ∂
ihai = 0 and h
i
i = 0. Since we only focus
on the gauge invariant part of the perturbed variables, i.e. the physical parts which are
invariant both under internal (Gauss) transformation and external (diffeomorphism)
transformation, firstly, by doing Poisson brackets with the Gauss constraint, we easily
find that the internally gauge invariant part of δEai should be its symmetric part, i.e.
the one satisfies a1 = a2 =
1
2
, b1 = b2 =
1
2
and is defined by
δE
(a
i) = p¯
[
− 2ψδai + (δai ∂d∂d − ∂a∂i)E −
1
2
∂aFi − 1
2
∂iF
a − 1
2
h
(a
i)
]
, (94)
where h
(a
i) :=
1
2
(hai + h
a
i ).
Substituting (94) into the equation (89), using G(1) = H, after short calculations,
we find the corresponding internally gauge invariant δK
i)
(a , which satisfies
G(2)δK i)(a =
[
− δai
(
ψ′ + k¯G(2)ψ +Hφ)+ ∂a∂i [k¯G(2)E − (B − E ′)]
]
+
1
2
[
k¯G(2)(∂aF i + ∂iFa) + (∂aF i + ∂iFa)′ − (∂aSi + ∂iSa)
]
+
1
2
[
h
(i
a)
′
+ k¯G(2)h(ia)
]
. (95)
Notice that what we has done above is actually to reduce the full phase space with
“9×∞” degrees of freedom to a reduced phase space with “6×∞” degrees of freedom,
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upon which basic conjugate variables are δE
(a
i), δK
i)
(a with {δK i)(a (x), δE(cj)(y)} =
κ
2
(δcaδ
i
j + δajδ
ci)δ3(x− y).
Now let us derive the diffeomorphism invariant quantities, according to [11, 15],
consider a small coordinate transformation
xµ → xµ + ξµ , ξµ := (ξ0, ξa) , ξa := ∂aξ + ξ˜a, (96)
where ∂aξ˜
a = 0, the infinitesimal gauge transformation of a phase space variable X
under such transformation is given by
δ[ξ0,ξa]X := {X,HPtot[N¯ξ0] +Dtot[ξa]}, (97)
where
HPtot[N¯ξ
0] :=
1
2κ
∫
Σ
d3xN¯ξ0H(1)g +
∫
Σ
d3xN¯ξ0H(1)m . (98)
From (97) and (75), it is easy to derive the gauge transformation of X ’s time derivative,
which is given by
δ[ξ0,ξa]X˙ = ˙(δ[ξ0,ξa]X)− G(2)δ[0,∂aξ0]X. (99)
Now we separately study the different modes of perturbations. Since the scalar
modes automatically commute with the Gauss constraint, we only need to consider
the diffeomorphism invariant parts, using (97), (99) and (67), it is not difficult to find
the gauge invariant variables Φ, Ψ, δϕ˜ for scalar perturbations, which satisfy
G(2)Φ = G(2)φ+ (B′ − E ′′) + (H− G(3)k¯′ + G(3)Hk¯) (B − E ′), (100)
G(2)Ψ = G(2)ψ −H(B − E ′), (101)
G(2)δϕ˜ = G(2)δϕ+ ϕ¯′(B − E ′). (102)
It is easy to see that in the classical limit Φ and Ψ become the familiar Bardeen
potentials.
Substituting (95) into equation (88), using (100) and (101), we find the off-diagonal
part of the equation (88) gives
Ψ = Φ, (103)
which is exactly the same as the classical theory. Using this relation as well as the the
Hamiltonian and diffeomorphism constraints, after a huge amount of calculations, we
find the diagonal part of (88) gives the equation of motion of Ψ:
Ψ′′ + 2(H− ϕ¯
′′
ϕ¯′
)Ψ′ + 2(H′ −H ϕ¯
′′
ϕ¯′
)Ψ +
G(3)
G(2)
(−k¯′ +Hk¯) (Ψ′ +HΨ)
− G(2)∇2Ψ = 0. (104)
Obviously (104) can reproduce the equations of motion for Ψ in the classical limit. It is
worth emphasizing that this equation is only valid when G(2) 6= 0, at first sight, one may
multiply each term by the factor G(2) to avoid this trouble, however, this will generate
an additional restriction Ψ′ +HΨ = 0 at the point G(2) = 0, which is unnatural.
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Inserting the definition (102) into equation (90) and (91), we get the equation of
motion of the gauge invariant perturb scalar field δϕ¯,
δϕ˜′′ + 2Hδϕ˜′ + p¯V,ϕϕ(ϕ¯)δϕ¯+ 2p¯V,ϕ(ϕ¯)Ψ− 4ϕ¯′Ψ′ − G(2)∇2δϕ˜ = 0. (105)
Combining equations (104) with (105), straightforward calculation gives the Mukhanov
equation
v′′S − G(2)∇2vS −
z′′S
zS
vS = 0 , (106)
where vS :=
√
p¯
(
δϕ˜+ ϕ¯
′
H
Ψ
)
is the Mukhanov variable and zS :=
√
p¯ ϕ¯
′
H
. Note that both
vS and zS are not well defined at H = 0, what’s more, since H = G(1), thus near the
point H = 0, G(2) becomes negative, the solution of vS is not stable from the perspective
of perturbation theory.
It is easy to check that all the scalar perturbation equations obtained above can
reproduce the equations derived in [15, 17] once we set g(k¯, p¯) = sin(µ¯k¯)
µ¯
.
Now we consider the gauge invariant vector perturbations, by using (99), it is easy
to find that
V a := Sa − F a′ (107)
is gauge invariant under coordinate transformations. Since as shown above the variable
invariant with respect to Gauss constraint should be symmetrized, thus we define
Σai =
1
2
(∂iV
a + ∂aVi), (108)
which is invariant both under internal and external gauge transformations. By using
(88) again, the equation of motion for Σai reads
Σai
′ + 2HΣai −
G(3)
G(2)
(
k¯′ −Hk¯)Σai = 0. (109)
Similarly, this equation is also not well defined at G(2) = 0. Moreover, we find that in the
standard µ¯ scheme this equation is quite different from the vector perturbation equation
(69) derived in [32], for which we will give a short explanation in the last section.
Finally, since from (97) it is easy to see that the tensor perturbation is naturally
diffeomorphism invariant, we only need to consider the internally invariant h
(a
i), its
equation of motion reads
h
(a
i)
′′
+ 2Hh(ai)
′ − G
(3)
G(2) (k¯
′ −Hk¯)h(ai)
′ − G(2)∇2h(ai) = 0. (110)
Defining
zT =
√
p
G(2) , vT =
zT√
2κ
h
(a
i), (111)
we can turn (110) into the tensor Mukhanov equation
vT
′′ − G(2)∇2vT − zT
′′
zT
vT = 0. (112)
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4. Power spectra with generalised holonomy corrections
In this section, we apply the results obtained in the last section to derive the holonomy
corrected scalar and tensor power spectrum during the slow-roll inflation. Since in the
slow-roll period, the energy density is much lower than the typical quantum gravity scale
and thus can be regarded quite close to the classical limit, recall that g(k¯, p¯) = p¯
1
2f( k¯
p¯
1
2
),
we assume the function f( k¯
p¯
1
2
) can be expanded into the series
f(
k¯
p¯
1
2
) = c1(
k¯
p¯
1
2
) + c2(
k¯
p¯
1
2
)2 + c3(
k¯
p¯
1
2
)3 + · · ·+ cn( k¯
p¯
1
2
)n + · · · . (113)
Note that in the slow roll period we require g(k¯, p¯) → k¯ , from which we conclude
c1 = 1 and all the other terms should be much smaller than the first one, hence the
first term stands for the classical contribution and the higher order terms represent
the generalised holonomy correction. The requirement that all the higher order terms
remain much smaller compared to the first one during the slow roll inflation is not trivial
because both k¯ and p¯ change rapidly with respect to the cosmic time in this period, but
considering that near the classical limit we have k¯
p¯
1
2
≃ H and in the slow roll inflation
the Hubble parameter changes very slowly, hence each term in the series remain almost
as a constant during the inflation.
In the standard µ¯ formulation, f( k¯
p¯
1
2
) = 1
α
sin(α k¯
p¯
1
2
) where the coefficient α ∝ lpl,
its Taylor series read
f(
k¯
p¯
1
2
) =
k¯
p¯
1
2
− α
2
3 !
(
k¯
p¯
1
2
)3 +
α4
5 !
(
k¯
p¯
1
2
)5 + · · · . (114)
Among all the quantum correction terms the leading one is proportional to ( k¯
p¯
1
2
)3. Due
to the extremely small value of α and considering the discussion above, it is justified
to only keep the leading correction term and discard all the other higher order terms
in slow-roll inflation. Motivated by this, we assume that in the slow-roll period the
function g(k¯, p¯) can be approximated by
g(k¯, p¯) ≃ p¯ 12
(
k¯
p¯
1
2
+ cm(
k¯
p¯
1
2
)m
)
= k¯
(
1 + cm(
k¯
p¯
1
2
)m−1
)
, (115)
where the integer m denotes the leading correction determined by the explicit form of
f( k¯
p¯
1
2
). Let us define the dimensionless parameter
δQ = cm(
k¯
p¯
1
2
)m−1, (116)
where we ask δQ ≪ 1, considering it is slowly changing during the slow-roll period, the
Friedmann equation (82) can be written as
H2 =
κ
3
ρ (1 + 2mδQ) , (117)
which can be approximated by
H2 =
κ
3
V (ϕ) (1 + 2mδQ) , (118)
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if the slow roll conditions are satisfied. The Raychaudhuri equation (86) becomes
H˙ = −κ
2
˙¯ϕ
2
(
1 +m(m+ 1)δQ
)
, (119)
and the Klein-Gorden equation is approximated by
˙¯ϕ = −V,ϕ(ϕ¯)
3H
, (120)
the slow roll parameters are defined as
ǫ = − H˙
H2
=
3
2
˙¯ϕ2
V (ϕ¯)
(
1 +m(m+ 1)δQ
)
(
1 + 2mδQ
) ≃ ǫV
(
1 +m(m− 3)δQ
)
, (121)
δ =
¨¯ϕ
H ˙¯ϕ
≃ ǫV
(
1 +m(m− 3)δQ
)
− ηV
(
1− 2mδQ
)
, (122)
where the shape of inflation potential ǫV :=
1
2κ
(V,ϕ
V
)2, ηV :=
1
κ
V,ϕϕ
V
. Ignoring the the
quadratic terms of δQ, from (121), it is not difficult to find
H := √pH ≃ −1
η
(1 + ǫ). (123)
4.1. Scalar power spectrum
Using the slow roll parameters and the equation (123), after direct calculations, the
coefficient zS
′′
zS
defined in (106) becomes
zS
′′
zS
=
1
η2
(2 + 6ǫ+ 3δ)
≃ 1
η2
(
2 + 9ǫV (1 +m(m− 3)δQ)− 3ηV (1− 2mδQ)
)
. (124)
Thus the the scalar Mukhanov equation can be written as
vS
′′ −
(
1 +m(m+ 1)δQ
)
∇2vS − 1
η2
(
νS
2 − 1
4
)
vS = 0 , (125)
where
|νS| = 3
2
+ 3ǫV
(
1 +m(m− 3)δQ
)
− ηV
(
1− 2mδQ
)
. (126)
In the momentum space, (125) becomes
vSk
′′
+
(
1 +m(m+ 1)δQ
)
k2vSk −
1
τ 2
(
νS
2 − 1
4
)
vSk = 0 , (127)
Since δQ ≪ 1 and varies very slowly, the coefficient (1 +m(m + 1)δQ) can be roughly
regarded as a constant and the approximate solution of (127) is
vSk (η) ≃
√−η
[
akHν1(−ξkη) + bkHν2(−ξkη)
]
, (128)
where ξ :=
√G(2) =
(
1+ m
2
(m+1)δQ
)
, Hν1 and Hν2 are separately the first and second
class Hankel functions.
As we know, the choice of initial conditions plays a crucial role in deriving the
power spectrum, different choices of initial states may lead to completely different form
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of the power spectrum. In loop quantum cosmology, various initial conditions for the
scalar and tensor perturbations have been considered [30, 33, 34, 35]. In this paper, for
simplicity, the initial states are chosen at the point right before the onset of inflation
where |ξkτ | ≫ 1, thus the last term in (127) can be neglected and
vSk (η) ≃
e−ikξη√
2ξk
, (129)
i.e. only the incoming modes are chosen, which is similar as in the classical theory.
From the asymptotic behavior of the Hankel function
Hν1(−ξkη ≫ 1) ≃
√
2
−ξkπηe
i(−ξkη−pi
2
|νS|−
pi
4
), (130)
Hν2(−ξkη ≫ 1) ≃
√
2
−ξkπηe
−i(−ξkη−pi
2
|νS|−
pi
4
), (131)
it is easy to find the coefficients in (128)
ak =
√
π
2
ei
pi
2
(|νS |+
1
2
) , bk = 0, (132)
such that
vSk (η) =
√
π
2
√−ηeipi2 (|νS |+ 12 )Hν1(−ξkη) . (133)
Using another asymptotic property
Hν1(−ξkη ≪ 1) ≃
√
2
π
e−i
pi
2 2|νS|−
3
2
Γ(|ν|)
Γ(3
2
)
(−ξkη)−|νS|, (134)
we find
vSk (η)
∣∣∣
−ξkη≪1
≃
√
−η
2
(−ξkη)−|νS |, (135)
In order to find the possible observational effects, it is necessary to derive the scalar
power spectrum in the super horizon limit where −ξkη ≪ 1, recall the definition of the
power spectrum
PS(k) =
k3
2π2
∣∣∣vSk
zS
∣∣∣2. (136)
Using the equation (119), we have
zS =
√
p
ϕ¯′
H =
√
p
˙¯ϕ
H
=
√
p
ξ
√
2ǫ
κ
. (137)
Substituting (135) and (137) into (136), we find
PS(k)
∣∣∣∣
−ξkη≪1
=
κ
8π2ξ
H2
ǫ
(−ξkη)3−2|νS |. (138)
From which we immediately read the amplitude of scalar perturbations
AS :=
κ
8π2ξ
H2
ǫ
=
κ
8π2
H2
ǫV
(
1− m
2
(3m− 5)δQ
)
, (139)
and the spectral index
nS − 1 := 3− 2|νS| = −6ǫV
(
1 +m(m− 3)δQ
)
+ 2ηV
(
1− 2mδQ
)
. (140)
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4.2. Tensor power spectrum
In the tensor Mukhanov equation (112), recall the definition of zT
zT =
√
p
G(2) =
√
p¯
ξ
, (141)
using the slow roll conditions, short calculations give the coefficient
z′′T
zT
=
1
η2
[
2 + 3ǫ
(
1 +
1
2
m(m2 − 1)δQ
)]
=
1
η2
[
2 + 3ǫV
(
1 + (
1
2
m3 +m2 − 7
2
m)δQ
)]
, (142)
in the momentum space it becomes
vTk
′′
+
(
1 +m(m+ 1)δQ
)
k2vTk −
1
η2
(
νT
2 − 1
4
)
vTk = 0, (143)
where
νT =
3
2
+ ǫV
(
1 + (
1
2
m3 +m2 − 7
2
m)δQ
)
. (144)
Simply following the procedures in the last subsection, the power spectrum for tensor
perturbation reads
PT (k)
∣∣∣∣
−ξkη≪1
:=
4κk3
π2
∣∣∣vTk
zT
∣∣∣2
∣∣∣∣
−ξkη≪1
=
2κ
π2
H2
ξ
(−ξkη)3−2|νT |, (145)
where the amplitude and the tensor spectral index are expressed by
AT =
2κ
π2
H2
ξ
,
nT := 3− 2|νT | = −2ǫV
(
1 + (
1
2
m3 +m2 − 7
2
m)δQ
)
. (146)
The tensor-to-scalar ratio is
r =
AT
AS
= 16ǫV
(
1 +
m
2
(3m− 5)δQ
)
. (147)
Note that in deriving the spectra indices we have ignored all the terms proportional
to δ2Q, ǫ
2
V , η
2
V . At the same time, we treat the terms ξ, νS, νT as constants and get the
approximate solution in (128). These assumptions only make sense when δQ ≪ 1 but
at the same time δQ > ǫV , for if δQ < ǫV or ηV , all the above conclusions would not
be of practical significance because the contributions from ǫ2V , η
2
V will outweigh the
contributions from the terms proportional to ǫδQ. In the standard µ¯ scheme, during the
slow roll period, δQ ∼ O(10−10), which makes the quantum holonomy effects completely
negligible, thus in order to find the potentially observable holonomy corrections, we
should seek a different parametrization of holonomy or choose a quite different initial
condition.
It is shown that in [30, 31] if we set the initial time in the remote past before the
bounce, the vacuum state will no longer be the Bunch-Davies vacuum before the onset
of inflation and the power spectra for the very short comoving scales will be drastically
different from the classical theory, this result is one of the important consequences of
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the effective signature change. Notice again that in our article, the initial condition is
set right before the onset of inflation just as in [33], where G(2) ∼ 1 and we do not have a
signature change, thus the predictions of the power spectra are quite different from those
obtained in [30, 31]. Nevertheless, it is meaningful to briefly discuss how the signature
change in this article affects the power spectra for the very short wavelengths under the
initial condition used in [30]. For simplicity, let us take the tensor perturbations for
example, in the momentum space, the equation of motion (110) becomes
hk
′′ + 2Hhk ′ − G
(3)
G(2) (k¯
′ −Hk¯)hk′ + G(2)k2hk = 0. (148)
Notice that around the bounce point, G(2) becomes negative and H ∼ 0, then for short
scales, (148) can be approximated by
hk
′′− | G(2) | k2hk ≃ 0, (149)
which leads to the approximated solution (by ignoring the variation of G(2) around the
bounce)
hk ≃ c1 exp
(
k
∫ √
|G(2)|dη
)
+ c2 exp
(
k
∫
−
√
|G(2)|dη
)
. (150)
Since PT (k) ∝ |hk|2, it is obvious that the power spectrum will also receive an
exponential growth near the bounce. If the bounce phase lasts long enough or |G(2)|
has large value near the bounce, it is probable that the integral will grow rapidly
and spoils the near scale invariant classical predictions for short comoving wavelengths.
The concrete predictions of the power spectra by using an explicit formulation of the
holonomy g(k¯, p¯) (such as the ones proposed in [5]) under this initial condition are worth
investigating in detail in future work.
5. Summary and Remarks
In this paper, motivated by the possibility that the holonomy correction could take
different form from the standard µ¯ scheme in LQC, we replace the classical connection
variable k¯ by a general, undetermined function g(k¯, p¯) in the effective Hamiltonian,
then by requiring an anomaly free algebra, we find an interesting result, which says
g(k¯, p¯) could only take the form p¯
1
2 f( k¯
p¯
1
2
) where f is an arbitrary function which allows
g(k¯, p¯) = k¯ in the classical limit. This result agrees with the previous results obtained
in [15] for standard µ¯ scheme. After fixing the counter terms, we obtain the equations
of motion for gauge invariant scalar, tensor and vector perturbations as well as the
Mukhanov equations. Moreover, we apply these results to study the slow roll inflation,
by using some approximations and the same initial conditions as in the classical theory,
we derive the scalar and tensor spectral indices and the tensor-to-scalar ratio with
quantum holonomy corrections. Before we end this paper, let us make a few more
remarks,
1. In this paper, when calculating the constraint algebras, Gauss constraint
has also been included, which can serve the purpose of cross checking the results
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but is usually missed in previous literatures; Moreover, in previous works, the term
Z
cidj
ab (∂cδE
a
i )(∂dδE
b
j ) is usually decomposed into different expressions for scalar, tensor
and vector modes before calculating the algebra and then each of these modes is shown
to satisfy the same Poisson bracket. In this paper, due to the commuting relation (51),
the Poisson algebra (75) naturally hold for all kinds of perturbations without doing
the decomposition first. In addition, we have found that in the spatially flat case all
counter terms can be uniquely fixed except for α3 and α9, It is worth mentioning that
this important fact was first pointed out in [19] for standard µ¯ scheme, actually, if these
two terms are non-zero, many important equations and conclusions will be changed, for
instance, the signature change in the µ¯ scheme will not happen if we allow 1 + α3 < 0
near the bounce. In this paper, as usually done in previous works, we artificially assume
these two terms to be zero, and in our companion paper we will prove this assumption
from a different perspective.
2. It is easy to check the gauge invariant equations for scalar and tensor
perturbations agree with the results obtained in [15, 17] for standard µ¯ scheme,
however, the equation (109) for gauge invariant vector perturbation does not agree
with the previous results obtained in [32] because in this paper we do not put the
restrictions such as δiaδE
a
i = 0 for vector modes in the constraints before calculating the
constraint algebra, and it is only after we solve the counter terms that we separately
put different restrictions on the corresponding modes in the constraints and then derive
their equations of motion, which is opposite of what has been done in [32]. From these
perturbation equations, one easily see that around the point G(2) = 0 they are not well
behaved and some variables are ill-defined, this fact means we need some delicate skills
to deal with the problems around this point.
3. Finally, cautions should be taken because we only use the point-wise holonomy in
this paper, concretely speaking, as pointed out in [36], when considering the holonomy
corrections, terms representing the derivatives of the connection like ∂Kia should also
be considered in the perturbed constraints. Thus in this paper we are actually using
a minimal approach by artificially setting the coefficients before these terms to zero.
Needless to say, obtaining a consistent algebra after including these terms is tough work
and worth investigating in the future. On the other hand, it is worth remarking that
the results obtained in this paper is not only limited to effective LQC, becasue it is
possible that in some other quantum cosmology models the extrinsic curvature could
also take quantum corrections like in this paper on the effective level, if we assume these
corrections also satisfy an anomaly free constraint algebra, then the arguments in this
paper are still valid. We hope that in some of these models the quantum correction
parameter δQ could be much larger than that in LQC such that the results in section 4
could in principle be detected in the not very far future.
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