Abstract In this study, a comprehensive methodology for overcoming the design problem of the Fuzzy ARTMAP neural network is proposed. The issues addressed are the sequence of training data for supervised learning and optimum parameter tuning for parameters such as baseline vigilance. A genetic algorithm search heuristic was chosen to solve this multi-objective optimization problem. To further augment the ARTMAP's pattern classification ability, multiple ARTMAPs were optimized via genetic algorithm and assembled into a classifier ensemble. An optimal ensemble was realized by the inter-classifier diversity of its constituents. This was achieved by mitigating convergence in the genetic algorithms by employing a hierarchical parallel architecture. The best-performing classifiers were then combined in an ensemble, using probabilistic voting for decision combination. This study also integrated the disparate methods to operate within a single framework, which is the proposed novel method for creating an optimum classifier ensemble configuration with minimum user intervention. The methodology was benchmarked using popular data sets from UCI machine learning repository.
Introduction
Fuzzy ARTMAP (FAM) neural networks [1] are commonly used for pattern classification problems. Under a supervised learning condition, the FAM is able to form complex correlations between a given multi-dimensional input or exemplars and a multi-dimensional output or category labels. However, the classification accuracy is dependent on the parameter settings and the order in which exemplars were presented during supervised learning. Finding a combination of parameters that will yield the best classification performance is essentially an optimization task.
FAM have been used in a wide range of applications. In fault diagnosis of rolling element bearings, a FAM ensemble based on the improved Bayesian belief method is used [2] . A Gaussian ARTMAP model is proposed by Mokhtar et al. [3] for building better and more efficient energy management systems. Simplified FAM model is used in detecting faults of induction motor, with the inputs of transient current signals [4] . A FAM neural network is employed by Liang et al. [5] in classifying and grading yarn surface qualities with satisfactory performance. For fault detection and diagnosis in a power generation plant, a FAM network with evolutionary programming is proposed, with consistent experimental results [6] .
The FAM optimization task is required to explore several different characteristics for optimum classifier performance. The parameter settings of the FAM control the fundamental architecture of the classifier and affect its ability to learn patterns during the training process.
In addition, the internal knowledge base of the FAM grows and changes shape with each additional exemplar presented to the neural network during training. A biased training sequence, or one which involves poorly defined exemplars, may affect the FAM's classification ability. The neural network is somewhat able to compensate for the sequencing problem if the exemplars are presented repeatedly during training [7] , but the problem will be accumulative for FAM classifiers relying on online learning. A number of methods were proposed for overcoming the shortfalls of the FAM, such as parameter tuning [8] [9] [10] [11] , ensemble learning [12, 13] , or by modifying the neural network architecture to create variants of the FAM [7, [14] [15] [16] [17] .
Using the FAM neural network, the proposed framework consisted of the following methods; given a classification task with a data set of pattern examples, parameter tuning was performed, using genetic algorithms (GA) to search for effective combinations of parameters and training sequence for creating a trained FAM classifier. The GA is able to converge onto optimal points in the search space through competitive eliminations and refining the search in between the surviving candidates. With the goal of developing an ensemble of classifiers, the role of the GA in this framework was to generate and iteratively evolve a population of FAMs not only for improved classification accuracy, but for diversity between individual classifiers. Traditional single-population GA have a tendency to converge on a single optimum point, mainly due to the elitist selection process. Convergence in this case is undesirable due to the intention to create a classifier ensemble.
Ensemble learning has recently gained much attention in various learning tasks such as classification, clustering, and regression problems [18] . A hybrid model consisting of Fuzzy Min-Max (FMM) neural network and the random forest (RF) model, comprising an ensemble of classification and regression trees (CART) for condition monitoring of induction motors is developed by Seera et al. [19] . Using a similar model, FMM, CART, and RF ensemble is used in three benchmark medical data sets, with positive outcome from the experiments [20] . An artificial neural network ensemble, composed using a multi-class classifier is used for traffic sign recognition and hand-written digit recognition, with good results [21] .
The rationale for an ensemble is to combine complementary information from multiple diverse classifiers to achieve a classification accuracy higher than any individual classifier. A variant GA known as hierarchical fair-competition parallel genetic algorithms (HFCPGA) was proposed in [22] , where genetic convergence was mitigated by distributing chromosomes across multiple subpopulations instead of a single population. The populations are independent of each other and are arranged in a hierarchy so that candidates will compete only against other candidates with similar levels of fitness. Diversity was considered an important factor when designing ensembles of classifiers. Zenobi and Cunningham [23] discussed the possibility of having an ensemble of suboptimum classifiers outperforming an ensemble of optimum classifiers due to successful trade-off between diversity and accuracy. To ensure the GA generates a diverse set of FAM configurations, a number of methods were implemented in the framework such as the HFCPGA model and feature subset selection. Feature subset selection, wherein the FAM is trained using only a partial representation of the training patterns, would reduce the complexity of the resultant trained FAM, otherwise known as the problem of ''overfitting'' [24] . Thus, instead of having an ensemble of overfitted classifiers, the ensemble would consist of classifiers that were each trained on a small subset of the training data set. Several studies showed the advantages of an ensemble of diverse and specialized FAMs trained using feature-selected data sets [25] [26] [27] [28] . For this framework, feature subsets generated by the GA would be used to filter the training data set before being used for training the FAM.
Having generated a diverse population of FAMs, an ensemble was created using classifiers with the best classification accuracy. The final ensemble will be integrated by means of a probabilistic voting strategy [29, 30] that assigns each classifier with a reliability index and skewing ensemble decisions in favor of high-reliability classifiers while reducing the voting weights of classifiers with poor accuracy. When classifying an object, the reliability of the classification was computed from the probabilistic output from each classifier. This adds a new dimension to classification output from the ensemble, in which reliability represents the ''confidence'' of the ensemble in its prediction.
Similar research has been conducted in the various literatures. Radtke et al. [31] proposed a similar two-step method for optimizing classifier training using feature subsets, and for crafting ensembles of classifiers, both using different evolutionary algorithm methodologies. Using an automated method for selecting classifiers for an ensemble may be considered for future development of our existing framework. Ishibuchi et al.'s methodology for generating ensembles of fuzzy rule-based classifiers [32] utilized a multi-objective GA for finding Pareto-optimum combinations of accuracy, and size and complexity of the fuzzy rule sets, whereas the method proposed in this study selected the FAMs which showcased the highest classification accuracy regardless of the internal configuration.
In this work, the FAM classifier requires training sequence and parameter optimization to perform with peak accuracy. A GA was suggested for this task, using a hierarchical and parallelized architecture to reduce homogeneity and to distribute convergence over multiple points.
A population of optimal FAMs was generated, from which an ensemble of classifiers was created. Ensemble decision was based on probabilistic voting of the individual classifiers, weighted according to each FAMs reliability. The framework was proposed as an automated method for generating an ensemble of trained FAM classifiers for a given pattern classification task with consistently high accuracy. The workings of the FAM classifier, the genetic optimization methods, and the probabilistic voting scheme is detailed in Sect. 2. Section 3 details the experimental setup, where several data sets were used for benchmark. Results and discussions are included in Sect. 4 . Concluding remarks is given in Sect. 5.
Description of framework
The proposed framework for generating an optimized ensemble of classifiers consist of three parts: classifier optimization, ensemble creation, and classifier combination, as illustrated in Fig. 1 . Given a pattern classification task with a data set of labeled exemplars, the algorithm first generates a population of random candidates, or chromosomes, each of which can be used to create a single trained FAM classifier. The hierarchical parallel genetic optimization method searches for optimum chromosomes through genetic selection, crossover, and mutation, iterated across several generations from the initial starting population. Subsequently, the new population of candidates will consist of optimized chromosomes from which the best were selected to create an ensemble of FAM classifiers. Pattern classification was performed by the ensemble by having the constituent FAMs classify an unknown object. Individual classification decisions were combined using probabilistic voting to select the final ensemble decision.
The individual modules of the framework consist of the FAM pattern classifier, a HFCPGA for classifier optimization and a probabilistic voting step to combine classifier decision in an ensemble.
Fuzzy ARTMAP
Fuzzy ARTMAP neural networks operate on the principle of adaptive resonance theory for creating correlating connections between a given multi-dimensional input vector and the corresponding output representing its class category. The FAM neural network architecture is illustrated in Fig. 2 . The system consists of two ART modules with a mapping field connecting both modules. Given a set of exemplars and their respective category labels, the input vectors are fed into the ART a input module while the labels go to the ART b output module. The supervised learning method modifies the weighted connections between F a 2 , F ab , and F b 2 to achieve resonance between the input and output. Repeated over multiple times with a variety of exemplars, the FAM learns to recognize and classify similar input objects into the most likely class label based on its learning experiences.
Details of the FAM operations [1] is given in further details, as follows:
1. Given an object to be classified, in the form of a normalized vector a with M attributes in the range of 0 to 1. 2. Vector a along with its complement, a C ¼ 1 À a, was encoded as a single input object A: 
3. Among the nodes in F a 2 that have not been selected, a node J was selected with the maximum choice function:
Uncommitted nodes were initialized with all values of w J set to 1. 4. The selected node was matched against the bottom-up input A. The field F a 1 represented the fuzzy intersection between the input vector A and the weights of the node, w J . The vector representing the match between input vector A and the selected node weights w J is represented as:
where^denotes the component-wise minimum, or fuzzy intersection, of the bottom-up input vector A and the top-down expectation w J . At this point, one of several cases may occur:
• Node J failed to meet the match criterion: jxj jAj \q a . Another node was chosen and Step 3 was repeated.
• Node J meets the match criterion: jxj jAj ! q a . The node was used to make a classification prediction for object A.
• The object A was transmitted along the weighted connections between F a 2 and the mapping field F ab . A successful map between the input A and output B was determined by the map field match criterion:
• The match tracking equation was designed to trigger a mismatch reset if the selected node J makes a wrong prediction:
In the case of an incorrect prediction, the predictive error parameter R is set to 1 and the current vigilance parameter q a was incremented according to Eq. 5 until q a was larger than the match value jxj jAj , thus failing the match criterion. The algorithm then loops back to select a new node J and repeat Step 3. In the meantime, q a decays by the match tracking parameter, before the next node J was selected. This mechanism was designed to minimize predictive errors by stimulating search between nodes, while maximizing the network's generalization ability through manipulating the current vigilance parameter.
• In the case where object a was successfully mapped to class b, or if the selected node J was uncommitted, the system learns by incorporating the input object A into node J:
• The algorithm loops back to Step 1 for the next object to be classified.
The pseudocode of the process is given below. 
The ART-based neural network was dependent on its internal configuration of node weights, which in turn were affected by a number of factors such as the ARTMAP parameter settings and the training data used for learning. A number of approaches for ARTMAP optimization used evolutionary algorithms to search for the optimum training sequence [11] and ARTMAP parameter settings [33] . Kaylani et al. [16] , however, proposed using multi-objective GA for optimizing directly the ARTMAP's internal topology, thus bypassing the need to determine the parameters.
In this study, however, we will focus on using GA for optimizing the training order and the ARTMAP parameters, given as:
q. Setting zero vigilance allows a greater degree of generalization, while setting high vigilance only permits learning from highly specific exemplars.
• Choice parameter, a. Influences the degree of uniqueness of each committed node.
• Learning rate, b. Determines how quickly the nodes adapt and learn the given data.
• Match tracking parameter, . Determines the rate in which current vigilance returns to baseline after each predictive error by the selected node.
Hierarchical fair-competition parallel genetic algorithm
Genetic algorithms (GAs) are search heuristics employing the principles of natural evolution to search for and refine solutions for a given optimization task. A candidate solution to the problem is encoded in the form of a string of genes, each representing one variable, constituting into a single chromosome. A population of chromosomes are maintained over the course of several consecutive generations, during which the chromosomes are subject to competitive eliminations followed by genetic reproduction to create new chromosomes variants from the remaining survivors.
GAs have been used in the previous literature for optimizing classifier performance, such as generic fuzzy rulebased classifiers [32] , radial basis function networks [34] , and simple vector regression [35] . In all cases, optimizing a classifier requires the GA to search for an optimum combination of parameters, with each classifier having different parameters than the others.
One problem usually encountered especially with GAs with high turnover rate, is that of population convergence. With each successive round of eliminations and reproduction, the number of chromosomes sharing common genetic traits will increase, leading to the population clustering around a relatively small area in the solution space. Therein exists the possibility of premature convergence around a local optimum. Furthermore, in the context of this study, single-point convergence is counterproductive as it results in the final group of chromosomes to be homogeneous. For classifier ensembles, inter-classifier diversity is considered an important trait in order for the ensemble to perform better than its constituent classifiers. The default GA methodology is therefore unsuitable for our purpose to optimize individual FAMs for an ensemble of classifiers.
The HFCPGA [22] was conceived as a technique for mitigating the issue of premature convergence. The HFCPGA employs multiple populations of chromosomes, each evolving independently of each other. Distribution of chromosomes in each population is arranged in a hierarchy, ensuring that the chromosomes in each population face fair competition against chromosomes with similar fitness. The multitude of communities improves global diversity by splitting the genetic convergence across multiple populations. Periodic immigration lets high-fitness chromosomes to move to a higher hierarchy and vice-versa, thus injecting new diversity into the converging populations.
A single chromosome contains all of the variables to be optimized, encoded as a single numerical string as shown in Fig. 3 . In this case, a chromosome consists of three parts required to generate an initial FAM architecture and train it to recognize and classify patterns.
• Training sequence. Given a data set with N exemplars, this string is a random sequence of numbers from 1 to N representing the order in which the exemplars will be presented to the FAM during supervised learning.
• ARTMAP structural parameters a, b, , and " q, randomized according to the parameter range defined in Table 1 .
• Feature subset selection. Given a data set of exemplars with M attributes, this M-length binary string decides which attribute to be excluded from the training data set. A user-defined parameter can be implemented to ensure a minimum and/or maximum limit to the number of attributes in the subset. Figure 4 shows the flowchart of the genetic optimization process, elaborated as follows:
1. A population of random chromosomes was generated, each representing a single configuration for creating and training a FAM. 2. Each chromosome was used to generate a single trained FAM classifier. 3. Each FAM was fitness-tested using tenfold crossvalidation. The training data set was divided evenly into ten folds. For a single iteration, onefold was set aside while the remaining folds were used for training the classifier. The trained classifier was then used for classifying the remaining fold. Repeat ten times, each time using a different fold for testing. 4 . The fitness of the tested chromosome was computed from the mean recognition rate of the resulting trained FAM classifier.
5. In the first generation, chromosomes were grouped evenly into subpopulations according to similar fitness. For subsequent generations, a selected chromosome was immigrated to an adjacent subpopulation if it possessed a significantly higher or lower fitness than the average of the subpopulation. 6. Genetic selection, reproduction, and mutation were performed.
• A number of chromosomes with the least fitness were discarded.
• Offspring chromosomes were generated to replace discarded chromosomes. Reproduction was performed to generate an offspring which inherited the • The newly generated offspring chromosome was added into the lowest subpopulation until they were given a chance to migrate after the next round of fitness testing.
7. The generation counter was incremented, and steps 2-5 were repeated until convergence was achieved by reaching a maximum generation limit.
The following Table 2 summarizes the key differences between the methodology of the HFCPGA and a simple GA.
Probabilistic voting
Classifier ensembles operate on the assumption that each member of the ensemble functions as an independent expert, and that combining the complementary information from every classifier, the ensemble is able to score a higher classification accuracy than any of its constituent classifiers. The decision combination method used in this study is similar the probabilistic voting system developed by Loo and Rao [30] based on the work by Lin et al. [29] .
Given an ensemble with L classifiers fE 1 ; E 2 ; . . .; E L g for classifying an input object X into one of k class categories fC 1 ; C 2 ; . . .; C k g.
E i ðXÞ is the class prediction of classifier E i for the given object X, and CðXÞ is the object's true class. Thus, each classifier has a constant recognition rate p i to classify an object correctly. In the case of an incorrect recognition, it was assumed that all residual classes have equal probability of being selected:
where j ¼ 1; 2; . . .; k and C j 6 ¼ CðXÞ. Also, assuming classifier independence:
To minimize the error rate of the combination system, the class C j with the largest a posteriori probability should be selected according to the Bayes' rule: 
As YðXÞ is the same for every class category, the effective decision function is the second part: • Classifier decisions are independent of each other.
• Misclassifications are evenly distributed among the k À 1 residual classes.
• In the case of a tie, one of the classes with the maximum support is selected.
Practically, the assumption of classifier independence is difficult to achieve. Most classifiers will be prone to simultaneous misclassifications for difficult exemplars. Loo and Rao [30] proposed a modified methodology consisting of two independent situations: Anumber of classifiers have a probability a of simultaneously misclassifying a given object. Otherwise, the classifiers have a probability ð1 À aÞ to perform independently. Using this model, the overall recognition rate of classifier E i is ð1 À aÞp i . The a parameter can be tweaked depending on the reliability of the given classifiers' predictive accuracy. The use of probabilistic votes as opposed to winnertake-all allows a measure of reliability for class selection [30] . The reliability term used here can be defined as the classifier's confidence in its prediction and is measured as the difference between the probabilistic score of the best class and the score of the second-best class. Thus, in the case when a majority of FAMs misclassify an input with a small margin of reliability, the ensemble may still be able to select the correct classification if the remaining FAMs have higher reliability in their predictions.
Experimental setup
An experiment was designed to test the performance of the classifier ensembles created using the methods outlined in previous sections. The experiment was proposed as follows: given a predetermined training data set, the GA was employed to find the optimum combinations of the following: Parameters used for initializing the FAM architecture; a single-pass training sequence, in which each instance is only presented to the FAM once during supervised learning; and a subset of features of the data set that will be presented to the FAM. The data sets used for testing were obtainable from the UCI machine learning repository [36] . Details of the data sets are given in Table 3 . Data sets were selected for their variety of instance sizes, feature set sizes, as well as binary and multi-classed classification problems. All of the data sets have been used in the past literature on various classification methods, thus allowing comparison in terms of classification accuracy.
The user-defined parameters are given in Table 4 . Population size is the number of chromosomes that are maintained at any one time. This value should be set large enough to maintain genetic variety and to avoid local optima convergence, but not so large that the algorithm would be slowed down by fitness testing. A larger population size would reduce the number of generations for the GA to reach the global optima. With five subpopulations maintained for the HFCPGA, each subpopulation would contain ten chromosomes each. For genetic operations, mutation rate serves to introduce an element of randomness. Setting a high mutation rate (i.e., close to 1) means that the GA is essentially performing a random search, whereas a very low mutation rate inhibits exploration, limited to only the direct offspring of the current batch of chromosomes. The generation limit determines how many iterations of selection, reproduction, and mutation to perform before stopping. The limit should be large enough for the system to be able to approach the global optimum.
The GA implements an elitism selection scheme, where a number of chromosomes with the lowest fitness was discarded and replaced by the offspring of the remaining chromosomes. A higher rejection rate implies greater selective pressure, as essentially a large percentage of the population is replaced at each generation. For the HFCPGA, this typically means that the lower subpopulations would have a high turnover rate. Setting a low rejection rate would slow down exploration, whereas setting a high rejection rate would limit genetic variety of the population to only the offspring of a small group of chromosomes. The feature fraction parameter limits each FAM to learn from a subset of the training data's feature space. Setting a low feature limit allows more combinations of specializations in specific feature subsets. Having a diverse selection of FAMs with narrow specializations would benefit the classifier ensemble, as posited in a number of literature [25] [26] [27] [28] . Assuming a pattern classification task with a training data set of M attributes Â N instances:
1. A population of chromosomes were generated. Each chromosome consists of FAM parameters with random settings, a random subset of M attributes, and a random sequence of N instances. 2. Fitness testing for each chromosome involved using the parameters defined in the chromosome to create and train a single FAM classifier:
(a) An initial FAM classifier was generated with the ARTMAP parameters defined in the chromosome. (b) A copy of the training data set was created and rearranged to match the training sequence and to remove any attribute not selected in the feature subset. (c) A tenfold cross-validation scheme was proposed for the experiment. The instances in the data set were divided into ten groups, each containing an equal number of instances. Ten FAMs were first initialized using the ARTMAP parameters. Then for each FAM, nine groups of instances will be used for training while the tenth group was reserved for testing. For each of the ten FAMs, a different testing group was used, while supervised learning was performed using the instances from the nine groups following the sequence determined by the chromosome. This method was intended to ensure that no instance will be given to the FAM twice, and that the FAM's accuracy would be validated by instances that was not used during training. (d) Fitness of the tested chromosome was calculated as the percentage of correctly classified instances, averaged from the tenfold crossvalidation tests.
3. Given the initial population, two parallel tracks were performed. One population was optimized using HFCPGA, while another identical population was optimized using simple GA. 4. In the case of HFCPGA, the population of chromosomes were sorted by fitness into subpopulations. A number of chromosomes with the lowest fitness were discarded and replaced with offspring generated from survivors.
(a) A roulette-wheel method was used for selecting a subpopulation, giving a higher chance of selection to low-fitness subpopulations to explore less fit solutions. From the selected subpopulation, two chromosomes were selected at random. (b) Genetic crossover, reproduction and mutation was performed to create a single offspring chromosome with shared genetic traits from both parent chromosomes. (c) Steps 3a and 3b repeated until all discarded chromosomes have been replaced.
Otherwise in the case of simple GA, random chromosome pairs were chosen to generate new offspring.
Steps 2 to 4 iterated up to 50 consecutive generations.
The final population of chromosomes were considered as candidates for best classifier parameter settings for this particular pattern classification task. 6. A classifier ensemble was created by selecting the chromosomes with the best fitness. The output classifications of the ensemble was then used for calculating ensemble accuracy.
For fitness testing, tenfold cross-validation was used to ensure that the trained FAM classifier was able to generalize against independent and unknown data, i.e., data that were not used for training the FAM.
Results and discussion

Benchmark data sets
Two optimization methods were performed in parallel, using the same starting population of chromosomes. After completing classifier optimization, the chromosomes from the population were selected to form an ensemble, starting with chromosomes with the highest fitness. Odd numbered sizes of ensembles were created to minimize voting ties. The ensemble was then tested on classification accuracy. The experiment was performed ten times for each data set, and each ensemble size for both GA and HFCPGA optimization methods. The results of the tested classification accuracy was then bootstrapped 5,000 times at 95 % confidence interval, and the mean was recorded in Table 5 . The settings for this experiment were selected arbitrarily
The table presents the bootstrapped mean classification accuracy for ensembles of FAM classifiers, comparing the classifier optimization methods using GA and using HFCPGA. As a benchmark, results from other classifier ensemble methods in the literature were also reported, all using tenfold cross-validation. Initial Pop. represents the bootstrapped mean fitness of the initial population of randomly generated chromosomes.
Significance test was performed using Wilcoxon signed rank test [42] to determine whether two groups of data were significantly different. If the p value is lower than a threshold (0.05, or a 95 % confidence interval), the null hypothesis is rejected and the outcome is considered significant. In this case, the null hypothesis is that the performance of GA and HFCPGA ensembles are similar. The hypothesis was tested using the ensemble classification accuracy for each ensemble size and for each data set, calculated from the experiment which was repeated ten times. The obtained p values are shown in Table 6 .
In 50 % of the compared examples, HFCPGA ensembles showed better performance, whereas 33 % of the examples showed better performance from GA ensembles. In particular, HFCPGA ensembles performed better than GA with larger ensemble sizes. This may indicate that while the GA was quicker to locate the global optimum solution, the HFCPGA-generated solutions are more widely distributed across the solution space, resulting in better ensemble performance.
Using genetic algorithm for FAM optimization is a time-consuming exercise involving fitness testing every single newly generated chromosome at every generation. Processing time increased exponentially when involving data sets with increasingly large number of instances. Table 7 shows the total time taken for FAM optimization for each data set and the average time taken for each generation. The optimization algorithm was performed in MATLAB using the Parallel Processing Toolbox to distribute the workload across eight processor cores.
Satellite data set
The framework was tested using a large data set taken from the UCI machine learning repository. The Landsat Satellite data set consisted of 4,435 multi-classed training data samples and 2000 testing data samples. Classifier optimization was performed using the training data samples and HFCPGA, generating a population of high-accuracy FAMs. The FAMs with the best fitness were then selected to form a classifier ensemble for classifying the test data samples.
Classifier optimization using the training data set took approximately 6 h from start to finish, with an average of seven minutes per generation. Ensembles was then constructed using the FAMs with the highest accuracy. After constructing ensembles of various sizes, testing was performed using the testing data set. The experiment was repeated ten times, and the results were used to bootstrap an array of 5,000 samples with 95 % confidence interval. The bootstrapped mean and standard deviation for each ensemble size are given in Table 8 . 
Discussions
The experiments purpose was to benchmark this methodology against other methods for pattern classification. The main thrust of the methodology was to augment the base FAM pattern classifier by pre-classification optimization and combining decisions from multiple diverse FAMs. Optimizing training sequence and FAM parameters as well as random feature subset selection for each FAM improved classification accuracy by a significant percentage compared to the average classification accuracy of the initial population. The initial population of chromosomes can be likened to a group of FAMs created using randomized training data, FAM parameters, and feature subsets, representing the performance of a basic unoptimized FAM classifier. The ensembles generated using the current member selection scheme does not always produce an improvement over individual classifiers. This may be due to the classifiers having a higher number of correlated misclassifications than correct classifications. As demonstrated for the Iris data set, when individual FAMs each achieved very good classification accuracy, the effect of the naive ensemble selection compounded the errors resulting in poor ensemble performance. Additional correlated FAMs added to the ensemble will only serve to distort the ensemble's classification accuracy. As posited earlier by Zenobi and Cunningham [23] , naively selecting the topperforming FAMs in the population for an ensemble was counterproductive, resulting in worse accuracy than the best individual. The results of the study revealed the need for an effective classifier selection for ensemble creation. A review of literature revealed various methods for ensemble selection including using GA [43, 44] or particle swarm optimization [45] , or using selective rules for constructing ensembles such as negative correlation [46] . An ensemble selection strategy may be considered for implementation in future versions of the framework.
Feature subset selection operates on the assumption that for a given training data set with M number of attributes, there exists only a small subset of attributes which are highly correlated to the classification of each training instance. The rest of the uncorrelated attributes, under supervised learning, provide noisy information that will serve to negatively affect the classifier's ability to correctly label the given training data. Deriving the most correlated attributes is not as simple as calculating directly the correlation indices. Each attribute in the training data set may not be independent, but interacting with one or more attributes that may not be clearly visible. Evaluation of a feature subset selection was performed indirectly by observing the classification accuracy of the FAM classifier. Feature subset selection in this experiment is optimized by a genetic algorithm, based on Yang et al.'s strategy [24] , using binary weights to select and deselect attributes. The feature subset parameter in the experiment indicates the maximum number of attributes that can be selected at any one time, with a minimum of one. Thus, setting the parameter to 0.5 ensured that no classifier will be trained with more than 50 % of the data set's attributes.
A limitation of the proposed method was the significant processing time, the majority of which were for evaluating the fitness function of each chromosome in the classifier optimization step. More detailed examination revealed that a majority of the processing time was spent for training the FAM classifier. Processing time increased exponentially when data sets with a large number of instances were used. Attempts to reduce total processing time were implemented by reducing the need for repeated validation of the same chromosomes across multiple generations, and by structuring the algorithm to run in parallel using MATLAB's Parallel Processing Toolbox. Using eight parallel threads, the system was able to perform up to four times faster. The main motivation of using HFCPGA over simple GA was to improve the quality of the population of FAMs for ensemble selection. The results of this experiment were promising but inconclusive in proving the superiority of HFCPGA in that regard. This may be partly caused by the naive voter selection method which selects only the bestfitness FAMs from the population, effectively limiting the selection to the classifiers from the top sub-population. The ensembles may yield improved results if the FAM classifiers were selected using other criteria.
Conclusions
The proposed framework integrated several methodologies to create a unified methodology for creating optimum classifier ensembles. A genetic algorithm was employed for efficient searching for the best configuration of parameters such as training sequence, ARTMAP vigilance and learning rate, and feature subset. The best configurations were then used for creating a group of FAM classifiers integrated into an ensemble of classifiers.
Two genetic algorithm methods were used to generate populations of optimized FAM classifiers. The top-performing classifiers from each population were then assembled into a classifier ensemble and compared against each other and against other classifier ensemble methods in the literature. Although the HFCPGA ensembles outperform GA ensembles in a majority of the tested cases, the slight increase in ensemble accuracy may not be justified given the significant processing time required for FAM optimization.
For further work, other selection methods with lower computation cost and better ensemble performance will be explored.
