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Abstract
Consider the following classical search problem: given a target point p ∈ <, starting at
the origin, find p with minimum cost, where cost is defined as the distance travelled. Let
D = |p| be the distance of the point p from the origin. When no lower bound on D is given,
no competitive search strategy exists. Demaine, Fekete and Gal (Online searching with turn
cost, Theor. Comput. Sci., 361(2-3):342-355, 2006 ) considered the situation where no lower
bound on D is given but a fixed turn cost t > 0 is charged every time the searcher changes
direction. When the total cost is expressed as γD+φ, where γ and φ are positive constants, they
showed that if γ is set to 9, then the optimal search strategy has a cost of 9D + 2t. Although
their strategy is optimal for γ = 9, we prove that the minimum cost in their framework is
5D + t + 2
√
2D(2D + t) < 9D + 2t. Note that the minimum cost requires knowledge of D.
However, given D, the optimal strategy has a smaller cost of 3D + t. Therefore, this problem
cannot be solved optimally and exactly when no lower bound on D is given.
To resolve this issue, we introduce a general framework where the cost of moving distance
x away from the origin is α1x + β1 and the cost of moving distance y towards the origin is
α2y + β2 for constants α1, α2, β1, β2. Given a lower bound λ on D, we provide a provably
optimal competitive search strategy when α1, α2, β1, β2 ≥ 0 and α1 +α2 > 0. We show how our
framework encompasses many of the results in the literature, and also point out its relation to
other frameworks that have been proposed.
Finally, we address the problem of searching for a target lying on one of m rays extending
from the origin where the cost is measured as the total distance travelled plus t ≥ 0 times the
number of turns. We provide a search strategy and compute its cost. We prove our strategy is
optimal for small values of t and conjecture it is always optimal.
∗This work was supported by FQRNT and NSERC.
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1 Introduction
Consider the following classical search problem: given a target point p ∈ <, starting at the origin,
find p with minimum cost, where cost is defined as the distance travelled. This problem and many
of its variants have been extensively studied both in mathematics and computer science. For an
encyclopaedic overview of the field, the reader is referred to the following books on the area [1, 2, 11].
Techniques developed to solve this family of problems have many applications in various fields such
as robotics, scheduling, clustering, or routing to name a few [5, 6, 9, 12, 14, 15, 16]. In particular,
solutions to these problems have formed the backbone of many competitive online algorithms (see [7]
for a comprehensive overview).
Demaine, Fekete and Gal [8] studied a variant of the classical problem where in addition to the
distance travelled, a cost of t > 0 is charged for each turn. Their total search cost is expressed as
γD + φ, where γ and φ are constants, and D = |p| is the distance of the point p from the origin1.
They present a competitive search algorithm despite their assumption that no lower bound on D
is given. Normally, with no lower bound given on D, a search algorithm cannot be competitive. If
an adversary places p at a distance  > 0 from the origin and the first step taken by the algorithm
is δ > 0 in the wrong direction, the ratio δ/ cannot be bounded. They circumvent this issue by
leveraging the fact that an optimal search strategy will have to turn at least once in the worst case.
They prove that if γ = 9, the optimal strategy is the following. Let xi =
1
2
(
2i − 1) t (i ≥ 1). At
step i, if i is even, move to xi and then return to the origin. If i is odd, move to −xi and then return
to the origin. The total cost of this strategy is 9D+ 2t in the worst case. Notice that their strategy
is defined only for t > 0 since when t = 0, their search algorithm remains at the origin since xi = 0.
Moreover, they only studied the case where γ = 9. There is no guarantee that setting γ = 9 yields
an optimal solution. There could be a solution with γD + φ < 9D + 2t, where γ 6= 9. In their
discussion on the trade-off between γ and φ, they write [8, p.351]: “We have not yet characterized
it analytically, though we expect that to be possible.”
This is what initiated our investigation. In Section 2, we establish an analytic characterization
of the trade-off between γ and φ. We do so by further refining the techniques from [8], which allows
us to prove that when γ = 9, the solution is not optimal. Given our analytic characterization, we
prove that the minimum cost is 5D+t+2
√
2D(2D + t) < 9D+2t. The caveat is that the minimum
cost requires knowledge of D. However, given D, the optimal strategy has a smaller cost of 3D+ t.
Therefore, this problem cannot be solved optimally when no lower bound on D is known.
In order to fill some of these gaps in the model, we first study the situation where one is given
a lower bound of λ on D, and a search algorithm is charged the total distance travelled as well
as t > 0 for each turn. Surprisingly, in this setting, we prove that when t/2λ < 1, the optimal
search cost is still 9D which is the optimal search cost when t = 0 as shown by Baeza-Yates et
al. [3]. When t/2λ ≥ 1, the optimal search cost is 2(
t
2λ
+2)( t2λ+
1
2)
t
2λ
D. Alpern and Gal [2, Section
8.4] considered this framework for solving the problem of searching on a line with turn cost. They
provided a strategy with expected cost 9D + 2t. Then, the question of whether this is optimal
was left as open. Our result is an optimal deterministic solution to this problem. In Section 3, we
develop our own tools, from which we analyze and characterize an optimal deterministic solution.
Moreover, we introduce a more general framework (see Section 4) where the cost of moving
distance x away from the origin is α1x+β1 and the cost of moving distance y towards the origin is
α2y + β2 for constants α1, α2, β1, β2. Given a lower bound λ on D, we provide a provably optimal
1There does not seem to be a consensus on notation for the linear search problem. For instance, in [13], D
represents an upper bound on the distance. In [8], d represents the turn cost. As for the distance of p from the origin
it is denoted by |H| in [1, 2], by n in [3] and it does not have any specific notation in [13].
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competitive search strategy when α1, α2, β1, β2 ≥ 0 and α1 + α2 > 0. We show how our framework
encompasses many of the results in the literature, and also point out its relation to other frameworks
that have been proposed such as the one proposed by Gal [10, 11].
Finally, in Section 5, we address the problem of searching for a target lying on one of m rays
extending from the origin where the cost is measured as the total distance travelled plus t ≥ 0 times
the number of turns. We provide a search strategy and compute its cost. We prove our strategy is
optimal for small values of t and conjecture it is always optimal. In fact, surprisingly, the ratio t/2λ
plays a significant role. When this ratio is small, we show that the cost of our search strategy is
identical to the cost of the optimal strategy with no turn cost. This is why we can claim optimality
for small values of t.
2 Previous Work
A search strategy for the problem of searching on a line is a function S(i) = (xi, ri) defined for all
integers i ≥ 1. At step i, the searcher travels a distance of xi on ray ri ∈ {left, right}. If he does
not find the target, he goes back to the origin and proceeds with step i+ 1. Let D be the distance
between the searcher and the target at the beginning of the search. Traditionally, the goal is to find
a strategy S that minimizes the competitive ratio CR(S) (or competitive cost) defined as the total
distance travelled by the searcher divided by D, in the worst case. If D is given to the searcher, any
strategy S such that S(1) = (D, left) and S(2) = (D, right) is optimal with a competitive ratio of 3
in the worst case. If D is unknown, a lower bound λ ≤ D must be given to the searcher, otherwise
the competitive ratio is unbounded in the worst case.
Let Left = {i | ri = left} and Right = {i | ri = right}. To guarantee that, wherever the
target is located, we can find it with a strategy S, we must have supi∈Left xi = supi∈Right xi =∞.
We say that S is monotonic if the sequences (xi)i∈Left and (xi)i∈Right are strictly increasing. The
strategy S is said to be periodic if r1 6= r2 and ri = ri+2 for all i ≥ 1. We know from previous work
(see [11, 3] for instance) that there is an optimal strategy that is periodic and monotonic. Let us
say that a strategy is fully monotonic if the sequence (xi)i≥1 is monotonic and non-decreasing. We
prove the following theorem in appendix A
Theorem 1. Let cost1(x) = α1x + β1 be the cost of walking distance x away from the origin and
cost2(y) = α2y + β2 be the cost of walking distance y towards the origin. If α1 ≥ 0, α2 ≥ 0,
α1 + α2 > 0, β1 ≥ 0 and β2 ≥ 0, there exists an optimal search strategy that is periodic and fully
monotonic.
For the problem of searching on a line, we have α1 = α2 = 1 and β1 = β2 = 0. If a fixed cost
of t is charged to the searcher every time he changes direction, we have α1 = α2 = 1, β1 = 0 and
β2 = t. We call this search problem Searching on a line with Turn Cost. If we find the smallest γ
for which there exists a periodic and fully monotonic strategy with
(α1 + α2)x1 + β1 + β2 + α1λ+ β1
λ
≤ γ and sup
k≥1
∑k+1
i=1
(
(α1 + α2)xi + β1 + β2
)
+ α1xk + β1
xk
≤ γ,
then we are done by Theorem 1.
2.1 The General Framework of Gal
Gal [10, 11] proved a general inequality that helps computing lower bounds on the competitive cost
of optimal strategies —for a general class of Searching-on-m-Rays problems— in the worst case
(refer to Theorem 1A of [10, Section 4] or to Corollary 1 of [11, Chapter 6]).
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Theorem 2 (Gal, 1972, 1980). Let (xi)i∈Z be a sequence of positive real numbers. Let k0 and L be
positive integers. Let (βj)−L≤j≤L be a sequence of non-negative real numbers and (αj)−∞<j<∞ be
a sequence of real numbers such that αj ≥ 0 for all |j| > k0. Then
lim sup
i→∞
i∈Z
∑∞
j=−∞ αjxi+j∑L
j=−L βjxi+j
≥ inf
a≥0
∑∞
j=−∞ αja
j∑L
j=−L βjaj
. (1)
Gal solved the problem of searching on m rays for any m ≥ 2 (refer to Chapters 7 and 8 of [11])
using Theorem 2. For instance, here is how we solve the classical problem of searching on a line.
Let k0 = L = 1, β−1 = β1 = 0, β0 = 1, αj = 1 (j ≤ 1) and αj = 0 (j > 1). From (1), we find
sup
k∈Z
∑k+1
j=−∞ 2xj + xk
xk
= 1 + 2 sup
k∈Z
∑1
j=−∞ xj+k
x0+k
≥ 1 + 2 inf
a≥0
∑1
j=−∞ a
j
a0
= 9.
Since xi = 2
iλ has a competitive cost of 9 in the worst case, we are done (refer to Gal [11] for
further details about how to handle the lower bound on D).
We cannot use Theorem 2 for the problem of searching on a line with turn cost. At each step,
we need to add t to the total cost. Therefore, in (1), “αjxi+j” should be replaced by “αjxi+j + t”.
Unfortunately, since the summation is infinite, this would cause the series to diverge. In that sense,
the family of Searching-on-a-Line problems we are considering in Theorem 1 is more general. In
Section 4, we explain how to solve optimally any Searching-on-a-Line problems that are considered
in Theorem 1.
2.2 Previous Work with Turn Cost
The problem of searching on a line with turn cost was studied in a different framework by Demaine
et al. [8] than the one introduced at the beginning of Section 2. We first note that, given a turn
cost of t, if we know D, the optimal strategy is still xi = D and it has a competitive cost of
3D+t
D = 3 +
t
D ≤ 3 + tλ in the worst case. The result stands for any value of t, including when t = 0,
where we get a competitive cost of 3 + 0D = 3 in the worst case. This corresponds to the case where
D is known and there is no turn cost.
Demaine et al. [8] expressed the total cost of a search as γD+ φ, where γ and φ are constants,
and they suppose that no lower bound is given to the searcher. Their goal is to minimize the
total cost of the search in the worst case. They proved that if γ = 9, the optimal strategy is
xi =
1
2
(
2i − 1) t (i ≥ 1) with a total cost of 9D + 2t in the worst case. This strategy is defined for
any t > 0. For t = 0, we get xi = 0 (i ≥ 1), which is not a search strategy since the searcher does
not move. This is unfortunate since we would like to have a strategy that depends on t and that is
valid when we set t = 0.
Since they studied the case where γ = 9, there is no guarantee that 9D + 2t is optimal. There
could be a solution with γD+φ < 9D+ 2t, where γ 6= 9. They mention that the trade-off between
γ and φ should be looked at more closely. In this section, we establish an analytic characterization
of the trade-off between γ and φ. The analysis of that characterization raises significant questions
about the model of Demaine et al. (refer to Section 2.2.1).
Moreover, the fact that Baeza-Yates et al. [3] and Demaine et al. work in different frameworks
makes the strategies difficult to compare. If we suppose that no lower bound is given in the model
of Baeza-Yates et al, then the competitive cost is unbounded in the worst case. If we suppose that
a lower bound is given in the model of Demaine et al., then the optimal strategy might be different
since an extra information is given to the searcher. Previous results (see [4, 13] for instance) that
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generalize the work of Baeza-Yates et al. aim at optimizing the same cost function, namely the
competitive cost, and the comparison with the results of Baeza-Yates et al. is immediate.
2.2.1 The Trade-off Between γ and φ
Let us write φ as a function φ(γ) that depends on γ. For each value of γ, there is an optimal
value for φ that minimizes γD + φ(γ). Demaine et al. [8] showed that φ(9) = 2t. We want to find
the value of φ(γ) for any γ > 9. Using the technique developed by Demaine et al., we prove the
following theorem.
Theorem 3. The optimal strategy given any γ ≥ 9 is
xi =
1
2
−1 +(γ − 1−√(γ − 1)(γ − 9)
4
)i t,
with total cost γD + 14
(
γ − 1−√(γ − 1)(γ − 9)) t in the worst case.
In other words,
φ(γ) =
1
4
(
γ − 1−
√
(γ − 1)(γ − 9)
)
t. (2)
Proof. Following [8], the infinite linear program we need to solve is minφ(γ) subject to
2x1 + t ≤ φ(γ)
(3− γ)x1 + 2x2 + 2t ≤ φ(γ)
2x1 + (3− γ)x2 + 2x3 + 3t ≤ φ(γ)
...
2x1 + 2x2 + · · · + 2xn−2 + (3− γ)xn−1 + 2xn + nt ≤ φ(γ)
...
and xi ≥ 0 for all i ≥ 1.
We use the following dual multipliers2: yi = r
−i
1 (γ) (i ≥ 1), where
r1(γ) =
γ − 1 +√(γ − 9)(γ − 1)
4
, r2(γ) =
γ − 1−√(γ − 9)(γ − 1)
4
(3)
are the two roots of x2 − γ−12 x+ γ−12 = 0. Therefore, the dual system successively becomes( ∞∑
i=1
2yi − (γ − 1)y2
)
x1 + · · ·+
( ∞∑
i=`
2yi − (γ − 1)y`+1
)
x` + · · ·+
( ∞∑
i=1
iyi
)
t ≤
( ∞∑
i=1
yi
)
φ(γ),
0 + 0 + · · ·+ 0 + · · ·+ r1(γ)
(r1(γ)− 1)2 t ≤
1
r1(γ)− 1φ(γ),
r2(γ)t ≤ φ(γ).
2The optimal solutions to all known variants of the line searching problem have to do with exponential strategies.
By looking for dual multipliers of exponential forms, we obtained an optimal solution.
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We prove that r2(γ)t is optimal by considering xi =
1
2
(
ri2(γ)− 1
)
t. Then,
∑`
i=1
2xi − (γ − 1)x`−1 + `t ≤ φ(γ)
becomes r2(γ)t ≤ φ(γ).
The trade-off between γ and 1tφ(γ) is depicted in Figure 1 of Appendix C. That figure corre-
sponds to the one presented by Demaine et al. [8, Figure 2]. Moreover, Demaine et al. conjecture
that limγ→∞ 1tφ(γ) = 1. From (2), that conjecture becomes a straightforward calculus exercise.
We turn to the question of minimizing the total cost of xi in the worst case, where the total cost
TC(xi) = γD + r2(γ)t is a function of γ. We first differentiate TC(xi) with respect to γ and we
solve ddγTC(xi) = D − r2(γ)−1γ−1−4r2(γ) t = 0. We find γ = 5 + 2 4D+t√2D(2D+t) . Moreover, from elementary
calculus, we get d
2
dγ2
TC(xi) = 2
(γ−3−2r2(γ))(r2(γ)−1)
(γ−1−4r2(γ))3 t ≥ 0 for all γ ≥ 9. Therefore, the optimal total
cost is (
5 + 2
4D + t√
2D(2D + t)
)
D + r2
(
5 + 2
4D + t√
2D(2D + t)
)
t = 5D + t+ 2
√
2D(2D + t)
in the worst case. Moreover,
xi =
1
2
(1 + 2 D√
2D(2D + t)
)i
− 1
 t
is the corresponding optimal strategy. Notice that 9D+2t ≥ 5D+ t+2√2D(2D + t) for all D ≥ 0,
with equality if and only if t = 0. However, the strategy
xi =
1
2
−1 +(γ − 1−√(γ − 1)(γ − 9)
4
)i t,
is not defined for t = 0. This shows that 9D + 2t is not the optimal total cost in the worst case.
Furthermore, the strategy xi that minimizes CR(xi) depends on D. But if we know D, there is a
better strategy, which we described at the beginning of the section.
3 A different Framework
In view of the discussion of the previous section, we want to address the problem in a different
framework. We suppose the following: (a) We want to minimize the competitive cost γ of the
search in the worst case (as in the classical problem of searching on a line), (b) a lower bound
λ ≤ D is given to the searcher, (c) each time we change direction, we need to pay t, (d) the optimal
strategy depends only on t and λ, (e) the optimal strategy is defined for any t ≥ 0 and (f) when
t = 0, the optimal strategy has a competitive cost of 9 in the worst case.
This framework generalizes the one of Baeza-Yates [3] and it encapsulates what Demaine et
al. [8] studied. We first show that if t2λ ≤ 1, a competitive cost of 9 is still achievable in the worst
case.
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Lemma 1. If t2λ ≤ 1, the strategy
xi =
(((
1− t
2λ
)
i+
(
1 +
t
2λ
))
2i − t
2λ
)
λ
is optimal and has a competitive cost of 9.
Proof. If t2λ ≤ 1, then (2x1+t)+λλ = 9 and for all n ≥ 2,∑n
i=1(2xi + t) + xn−1
xn−1
= 9.
The strategy xi cannot do better than the optimal strategy for searching on a line. Therefore, xi
is optimal.
When t = 0, we find xi = (i + 1)2
iλ, which has a competitive cost of 9 in the worst case. In
Appendix B, we prove the following lemma.
Lemma 2. Let γ be the competitive cost of the optimal strategy —for searching on a line with turn
cost— in the worst case. If t2λ > 1, then γ > 9.
Theorem 4. If t2λ ≥ 1, the strategy
xi =
(1 + t
2λ
)(
1 +
(
t
2λ
)−1)i
− t
2λ
λ.
is optimal and has a competitive cost of 2x1+t+λλ = 2
( t2λ+2)(
t
2λ
+ 1
2)
t
2λ
.
The shape of the competitive cost of an optimal strategy in the worst case is depicted in Figure 2
of Appendix C.
Proof. We have 2x1+t+λλ = 2
( t2λ+2)(
t
2λ
+ 1
2)
t
2λ
and for all n ≥ 2,
∑n
i=1(2xi + t) + xn−1
xn−1
= 2
(
t
2λ + 2
) (
t
2λ +
1
2
)
t
2λ
.
Moreover, if t2λ = 1, then 2
( t2λ+2)(
t
2λ
+ 1
2)
t
2λ
= 9. For the rest of the proof, we suppose that t2λ > 1.
Let γ be the competitive cost of an optimal strategy (xi)
∞
i=1. By Lemma 2, γ > 9. Also, we
know that xi satisfies
(2x1 + t) + λ
λ
≤ γ (4)
and ∑n+1
i=1 (2xi + t) + xn
xn
≤ γ (5)
for all n ≥ 1. Therefore,
0 < λ ≤ x1 ≤ (γ − 1)λ− t
2
(6)
7
and for all n ≥ 1,
xn+1 ≤ Axn −B −
n−1∑
i=1
(xi + C), (7)
where A = γ−32 , B = t and C =
t
2 . We can prove by induction that for all 0 ≤ m ≤ n− 1,
xn+1 ≤ τmxn−m − µm − νm
n−1−m∑
i=1
(xi + C), (8)
where
τ0 = A, µ0 = B, ν0 = 1,
τm+1 = τmA− νm, µm+1 = τmB + µm + νmC, νm+1 = τm + νm.
From the theory of characteristic equations, we find
τm =
r1(γ)(r1(γ)− 1)
r1(γ)− r2(γ) r
n
1 (γ)−
r2(γ)(r2(γ)− 1)
r1(γ)− r2(γ) r
n
2 (γ),
µm =
r1(γ)(2r1(γ)− 1)
2(r1(γ)− 1)(r1(γ)− r2(γ)) t r
n
1 (γ)−
r2(γ)(2r2(γ)− 1)
2(r2(γ)− 1)(r1(γ)− r2(γ)) t r
n
2 (γ) +
t
2
,
νm =
r1(γ)
r1(γ)− r2(γ) r
n
1 (γ)−
r2(γ)
r1(γ)− r2(γ) r
n
2 (γ),
where r1(·) and r2(·) are defined as in (3).
From (8) with m := n− 1, we have
xn+1 ≤ τn−1x1 − µn−1 (9)
for all n ≥ 1. By Theorem 1, xn+1 is increasing with respect to n. Also, xn+1 is unbounded.
Therefore, δ(n) = τn−1x1 − µn−1 must be unbounded.
Let us study δ(n), which can be written as δ(n) = a(γ, t) rn1 (γ)− b(γ, t) rn2 (γ) + c(γ, t), where
a(γ, t) =
r1(γ)(r1(γ)− 1)
r1(γ)− r2(γ) x1 −
r1(γ)(2r1(γ)− 1)
2(r1(γ)− 1)(r1(γ)− r2(γ)) t,
b(γ, t) =
r2(γ)(r2(γ)− 1)
r1(γ)− r2(γ) x1 −
r2(γ)(2r2(γ)− 1)
2(r2(γ)− 1)(r1(γ)− r2(γ)) t,
c(γ, t) = − t
2
.
We prove that b(γ, t) < 0 and a(γ, t) ≥ 0, for all γ > 9 and t > 2λ. We start with b(γ, t) < 0.
We have
b(γ, t)
=
r2(γ)(r2(γ)− 1)
r1(γ)− r2(γ) x1 −
r2(γ)(2r2(γ)− 1)
2(r2(γ)− 1)(r1(γ)− r2(γ)) t
≤ r2(γ)(r2(γ)− 1)
r1(γ)− r2(γ)
(γ − 1)λ− t
2
− r2(γ)(2r2(γ)− 1)
2(r2(γ)− 1)(r1(γ)− r2(γ)) t since 1 < r2(γ) < r1(γ)
for all γ > 9 and by (6),
=
r2(γ)
(
((γ − 1)λ− t) r22(γ)− 2(γ − 1)λ r2(γ) + (γ − 1)λ
)
2(r2(γ)− 1)(r1(γ)− r2(γ))
=
r2(γ)(γ − 1) (((γ − 5)λ− t) r2(γ)− ((γ − 3)λ− t))
4(r2(γ)− 1)(r1(γ)− r2(γ)) by (3). (10)
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We prove that (10) is negative by looking at two cases: (1) (γ− 5)λ− t ≥ 0 or (2) (γ− 5)λ− t < 0.
1. If (γ−5)λ− t ≥ 0, then (γ−3)λ− t > (γ−5)λ− t ≥ 0. Therefore, using elementary calculus,
we can prove
1 < r2(γ) <
(γ − 3)− 2
(γ − 5)− 2 =
(γ − 3)λ− 2λ
(γ − 5)λ− 2λ <
(γ − 3)λ− t
(γ − 5)λ− t
for all γ > 9 and t > 2λ. Therefore,
r2(γ)(γ − 1) (((γ − 5)λ− t) r2(γ)− ((γ − 3)λ− t))
4(r2(γ)− 1)(r1(γ)− r2(γ))
<
r2(γ)(γ − 1)
(
((γ − 5)λ− t) (γ−3)λ−t(γ−5)λ−t − ((γ − 3)λ− t)
)
4(r2(γ)− 1)(r1(γ)− r2(γ)) = 0.
2. If (γ − 5)λ− t < 0, then we use the fact that 1 < r2(γ) < r1(γ) for all γ > 9. We find
((γ − 5)λ− t)r2(γ) < ((γ − 5)λ− t)
((γ − 5)λ− t)r2(γ)− ((γ − 3)λ− t) < ((γ − 5)λ− t)− ((γ − 3)λ− t)
((γ − 5)λ− t)r2(γ)− ((γ − 3)λ− t) < −2λ
((γ − 5)λ− t)r2(γ)− ((γ − 3)λ− t) < 0
r2(γ)(γ − 1) (((γ − 5)λ− t) r2(γ)− ((γ − 3)λ− t))
4(r2(γ)− 1)(r1(γ)− r2(γ)) < 0.
We now prove a(γ, t) ≥ 0 for all γ > 9 and t > 2λ by contradiction. Suppose that a(γ, t) < 0.
Therefore,
dδ
dn
= a(γ, t) log(r1(γ)) r
n
1 (γ)− b(γ, t) log(r2(γ)) rn2 (γ)
= b(γ, t) log(r2(γ)) r
n
2 (γ)
(
a(γ, t) log(r1(γ))
b(γ, t) log(r2(γ))
(
r1(γ)
r2(γ)
)n
− 1
)
.
Since 1 < r2(γ) < r1(γ), b(γ, t) < 0 and a(γ, t) < 0, we have
a(γ,t)
b(γ,t) > 0,
log(r1(γ))
log(r2(γ))
> 0 and r1(γ)r2(γ) > 1.
Therefore, there exists a rank n0 such that
a(γ, t) log(r1(γ))
b(γ, t) log(r2(γ))
(
r1(γ)
r2(γ)
)n
> 1
for all n ≥ n0. This implies that dδdn < 0 for all n ≥ n0. Thus, δ(n) is decreasing for all n ≥ n0.
This contradicts the fact that δ(n) is unbounded. Therefore, a(γ, t) ≥ 0 for all γ > 9 and t > 2λ.
Hence, for any λ and t > 2λ, we are looking for the smallest value of γ such that{
γ ≥ t2+3tx1+(t+2x1)
√
t(t+2x1)
tx1
,
0 < λ ≤ x1 ≤ (γ−1)λ−t2 ,
or equivalently, 
γ ≥ t2+3tx1+(t+2x1)
√
t(t+2x1)
tx1
,
γ ≥ 2x1+t+λλ ,
x1 ≥ λ > 0.
This optimization problem solves to γ = 2
( t2λ+2)(
t
2λ
+ 1
2)
t
2λ
and x1 =
(
2 +
(
t
2λ
)−1)
λ. Moreover, since(
2 +
(
t
2λ
)−1)
λ > λ, this strategies satisfies all the prescribed constraints.
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4 A General Framework for Searching on a Line
In this section, we consider an infinite family of Searching-on-a-Line problems. Let cost1(x) =
α1x + β1 be the cost of walking distance x away from the origin and cost2(y) = α2y + β2 be the
cost of walking distance y back to the origin. For instance, we have cost1(x) = cost2(x) = x for
the problem of searching on a line, and we have cost1(x) = x and cost2(x) = x+ t for the problem
of searching on a line with turn cost. For the rest of this section, we suppose that α1 ≥ 0, α2 ≥ 0,
α1 + α2 > 0, β1 ≥ 0 and β2 ≥ 0.
Theorem 5. If 3β1+2β22(α1+α2)λ ≤ 1, the strategy
xi =
(((
1− 3β1 + 2β2
2(α1 + α2)λ
)
i+
(
1 +
β1 + β2
(α1 + α2)λ
))
2i − β1 + β2
(α1 + α2)λ
)
λ
is optimal and has a competitive cost of 5α1 + 4α2.
If 3β1+2β22(α1+α2)λ ≥ 1, the strategy xi =
((
1 + β1+β2(α1+α2)λ
)
Φi − β1+β2(α1+α2)λ
)
λ, where
Φ = 1 +
2β1 + β2 − (α1 + α2)λ+
√
(2β1 + β2)
2 − β22 + (β2 + (α1 + α2)λ)2
2(α1 + α2)λ
−1 ,
is optimal and has a competitive cost of (α1+α2)x1+(β1+β2)+(α1λ+β1)λ .
Proof. If β1 = β2 = 0, the competitive cost of an optimal strategy is 5α1 + 4α2. That claim can be
proven using Theorem 2. Therefore, the proof of the first statement of the theorem is identical to
the one of Lemma 1 and the proof of the second statement is identical to the one of Theorem 4.
We can see where the “9” comes from in the original problem of searching on a line by setting
β1 = β2 = 0. Notice that Theorems 2 and 5 to solutions for two different infinite families of search
problems.
5 Searching on m Rays with Turn Cost
In this section, we consider the problem of searching on m rays extending from the origin where the
cost is measured as the total distance travelled plus t ≥ 0 times the number of turns We suppose
that a lower bound λ ≤ D is given to the searcher. We have the following result.
Theorem 6. If t2λ ≤ 1( mm−1)m−1−1
, the strategy
xi =
((
1
m− 1
(
1−
((
m
m− 1
)m−1
− 1
)
t
2λ
)
i+
(
1 +
t
2λ
))(
m
m− 1
)i
− t
2λ
)
λ
is optimal and has a competitive cost of 1 + 2 m
m
(m−1)m−1 .
If t2λ ≥ 1( mm−1)m−1−1
, the strategy
xi =
(1 + t
2λ
)(
1 +
(
t
2λ
)−1) im−1
− t
2λ
λ
has a competitive cost of
(
1+( t2λ)
−1) −1m−1−(3+2( t2λ)−1)(
1+( t2λ)
−1) −1m−1−1 .
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Proof. If t2λ ≤ 1( mm−1)m−1−1
,
∑m−1
i=1 (2xi + t) + λ
λ
= 1 + 2
mm
(m− 1)m−1
and ∑n+(m−1)
i=1 (2xi + t) + xn
xn
= 1 + 2
mm
(m− 1)m−1
for all n ≥ 1. Therefore, it is optimal.
If t2λ ≥ 1( mm−1)m−1−1
,
∑m−1
i=1 (2xi + t) + λ
λ
=
(
1 +
(
t
2λ
)−1) −1m−1 − (3 + 2 ( t2λ)−1)(
1 +
(
t
2λ
)−1) −1m−1 − 1
and ∑n+(m−1)
i=1 (2xi + t) + xn
xn
=
(
1 +
(
t
2λ
)−1) −1m−1 − (3 + 2 ( t2λ)−1)(
1 +
(
t
2λ
)−1) −1m−1 − 1
for all n ≥ 1.
5.1 Conjecture and Open Problems
We conjecture that the strategy of Theorem 6 is optimal for all t ≥ 0. Our belief is based on the
following. Suppose we replace the inequalities in (4) and (5) by equalities. The system of equations
we obtain defines a unique strategy x∗i , which depends on γ. Suppose we find the smallest value of
γ such that x∗i is fully monotonic and unbounded. There is no guaranty that x
∗
i is optimal since
we restricted the set of possible strategies by replacing the inequalities by equalities. However, it
turns out that x∗i is the strategy of Theorem 4. And since the strategy of Theorem 4 is optimal,
then x∗i is optimal. The same is true for the general framework of Theorem 5.
We are unable to prove a version of Theorem 4 for m > 2. However, if we replace the inequalities
by equalities and we optimize for γ, we find the strategy of Theorem 6. Moreover, the strategy of
Theorems 4 and 5 are of the form xi = (a i + b)c
i + d, for some constants a, b, c and d. When
m > 2, if we search for a strategy of the form xi = (a i + b)c
i + d that minimizes γ, we get the
strategy of Theorem 6. For all these reasons, we conjecture the strategy of Theorem 6 is optimal.
There are two main open problems remaining. Prove our conjecture about the problem of
searching on m rays with turn cost. Prove a version of Theorem 5 for m > 2.
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A Monotonic, Fully Monotonic and Periodic Strategies
In this section, we provide a proof for Theorem 1. Refer to Section 2 for notations. We know
from previous work (see [3, 11] for instance) that there is an optimal strategy that is periodic and
monotonic. However, we want to determine what properties cost1(·) and cost2(·) must satisfy so
that there exists an optimal search strategy that is periodic and fully monotonic. To establish as
weak constraints as possible on cost1(·) and cost2(·), we look closely at all details of the proof.
For a searcher to find the target at step j, S and the target must satisfy the following properties.
• The target is on rj .
• The distance D between the target and the origin is such that xj′ < D ≤ xj for all j′ < j
such that rj′ = rj .
When, xj′ < xj for all j
′ < j such that rj′ = rj , we say that j is feasible for S. We also define
prev(S, j) < j to be the index such that rprev(S,j) = rj and xprev(S,j) is the largest distance that
was travelled on rj during the first j − 1 steps. If this is the first time that rj is visited, then let
prev(S, j) = 0 and xprev(S,j) = x0 = λ. Notice that x0 is defined to simplify the presentation of
the proofs in this section. The first step of S is S(1) = (x1, r1). Consider a strategy S such that
λ = 1, S(1) = (6, left), S(2) = (3, right), S(3) = (2, left), S(4) = (4, right), S(5) = (5, right) and
S(6) = (3, left). We have that 3 and 6 are not feasible for S since it is impossible for the target
to be discovered at Steps 3 or 6. On the other hand, 1, 2, 4 and 5 are feasible for S. We have
prev(S, 1) = 0, prev(S, 2) = 0, prev(S, 3) = 1, prev(S, 4) = 2, prev(S, 5) = 4 and prev(S, 6) = 1.
To characterize how good a strategy S is, we compute the competitive distance the searcher
needs to walk before finding the target in the worst case, by following S. In the worst case, the
cost of finding the target at step j (for a feasible j) is
CRj(S) = sup
xprev(S,j)<D≤xj
∑j−1
i=1 2xi +D
D
=
∑j−1
i=1 2xi + xprev(S,j)
xprev(S,j)
. (11)
And the competitive distance the searcher needs to walk before finding the target in the worst case
is
CR(S) = sup
j≥1
CRj(S),
where the supremum is taken over all feasible steps j.
Consider for instance the Power of Two strategy S(i) = (2iλ, ri), where r2k−1 = left and
r2k = right for all k ≥ 1. Then all steps are feasible and the competitive cost is
CR(S) = sup
j≥1
CRj(S) = sup
j≥1
(
9− 24−j) = 9.
Definition 1 (Monotonic and Fully Monotonic Strategies). Let S(i) = (xi, ri) be a search strategy.
We say that S is monotonic if the sequences (xi)Left and (xi)Right are strictly increasing. We
say that S is fully monotonic if it is monotonic and if the sequence (xi)i≥1 is monotonic and
non-decreasing.
We prove that, without loss of generality, we can suppose that any search strategy is monotonic.
Lemma 3. Let S = (xi, ri) be a search strategy with competitive ratio γ. There exists a monotonic
search strategy S∗ = (x∗i , r∗i ) with competitive ratio at most γ.
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Proof. If S is monotonic, there is nothing to prove. Suppose that S is not monotonic. Therefore,
without loss of generality, the sequence (xi)i∈Left is not strictly increasing. Hence, we can consider
the two smallest integers k, k′ ∈ Left such that k < k′ and xk ≥ xk′ . Let
S ′(i) =
{
S(i) i < k′,
S(i+ 1) i ≥ k′.
We show that CR(S ′) ≤ γ. Notice that S ′ satisfies supi∈Left(x′i) = supi∈Right(x′i) =∞.
Let j ≥ 1 be an integer and suppose that j is feasible for S ′. We consider two cases: either (1)
j < k′ or (2) j ≥ k′.
1. If j < k′, then, since j is feasible for S ′, we have x′j > x′prev(S′,j). Moreover, since j < k′, we
have xj = x
′
j and xprev(S,j) = x
′
prev(S′,j), from which we get xj > xprev(S,j). Therefore, j is
feasible for S. Then, the competitive cost of finding the target at step j with S ′ is
CRj(S ′) =
∑j−1
i=1 2x
′
i + x
′
prev(S′,j)
x′prev(S′,j)
=
∑j−1
i=1 2xi + xprev(S,j)
xprev(S,j)
since j < k′,
= CRj(S).
2. If j ≥ k′, then, since j is feasible for S ′, we have x′j > x′prev(S′,j). Moreover, since j ≥ k′,
we have xj+1 = x
′
j and xprev(S,j+1) = x
′
prev(S′,j), from which we get xj+1 > xprev(S,j+1).
Therefore, j + 1 is feasible for S. Then, the competitive cost of finding the target at step j
with S ′ is
CRj(S ′) =
∑j−1
i=1 2x
′
i + x
′
prev(S′,j)
x′prev(S′,j)
=
∑j
i=1 2xi − 2xk′ + x′prev(S′,j)
x′prev(S′,j)
since j ≥ k′,
=
∑j
i=1 2xi − 2xk′ + xprev(S,j+1)
xprev(S,j+1)
≤
∑j
i=1 2xi + xprev(S,j+1)
xprev(S,j+1)
= CRj+1(S).
Consequently, in both cases,
CR(S ′) = sup
j≥1
CRj(S ′) ≤ sup
j≥1
CRj(S) = CR(S) = γ,
where the suprema are taken over all feasible steps j. We repeat the same transformation on each
non-monotonic part of S. This leads to a monotonic search strategy S∗.
We use Lemma 3 to prove that, without loss of generality, we can suppose that any search
strategy is periodic and fully monotonic.
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Definition 2 (Periodic Strategy). Let S(i) = (xi, ri) be a search strategy. We say that S is periodic
if r1 6= r2 and ri = ri+2 for all i ≥ 1.
Lemma 4. Let S = (xi, ri) be a monotonic search strategy with competitive ratio γ. There exists a
search strategy S ′ = (x′i, r′i), with competitive ratio at most γ, that is periodic and fully monotonic.
Proof. Let (x′i)i≥1 be the sequence obtained from the sequence (xi)≥1 by sorting it in non-decreasing
order. Therefore,
j−1∑
i=1
2x′i ≤
j−1∑
i=1
2xi (12)
for all j ≥ 1. Let S ′(i) = (x′i, r′i), where r′2k−1 = left and r′2k = right for all k ≥ 1. We show that
CR(S ′) ≤ γ. Notice that S ′ satisfies supi∈Left(x′i) = supi∈Right(x′i) =∞.
Let j ≥ 1 be an integer and suppose that j is feasible for S ′. We consider two cases: either (1)
there exists a t ≥ j − 1 such that xt ≤ x′j−2 or (2) for all t ≥ j − 1, xt > x′j−2.
1. Let t′ > t ≥ j − 1 be the smallest index such that rt′ = rt. Since S is monotonic, we have
xt′ > xt. Consider the scenario where we place a target on rt at a distance D such that
xt < D ≤ xt′ . In such a situation, by following S, the searcher finds the target at step t′.
Moreover, from (11), we have
CRt′(S) =
∑t′−1
i=1 2xi + xt
xt
. (13)
We get
CRj(S ′) =
∑j−1
i=1 2x
′
i + x
′
prev(S′,j)
x′prev(S′,j)
=
∑j−1
i=1 2x
′
i + x
′
j−2
x′j−2
since S ′ is periodic,
≤
∑j−1
i=1 2xi + x
′
j−2
x′j−2
by (12),
≤
∑j−1
i=1 2xi + xt
xt
since xt ≤ x′j−2,
≤
∑t′−1
i=1 2xi + xt
xt
since t′ − 1 ≥ t ≥ j − 1,
= CRt′(S) by (13).
2. In this case,
{x1, x2, ..., xj−2} = {x′1, x′2, ..., x′j−2}. (14)
In other words, the sequence (xi)1≤i≤j−2 is a permutation of the sequence (x′i)1≤i≤j−2. We
subdivide this case into two subcases: either (a) rk = r1 for all 1 ≤ k ≤ j − 2 or (b) not.
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(a) Together with (14), since S is monotonic, we have (xi)1≤i≤j−2 = (x′i)1≤i≤j−2. In partic-
ular, we have
xj−2 = x′j−2. (15)
Let t′ > j − 2 be the smallest index such that rt′ 6= rj−2. Either we have i. t′ = j − 1 or
ii. t′ > j − 1.
i. If t′ = j − 1, let t′′ > j − 2 be the smallest index such that rt′′ = rj−2. Since
rt′ 6= rj−2, we have t′′ > t′ = j − 1. Also, since S is monotonic, we have xt′′ > xj−2.
Consider the scenario where we place a target on rj−2 at a distance D such that
xj−2 < D ≤ xt′′ . In such a situation, by following S, the searcher finds the target
at step t′′. Moreover, from (11), we have
CRt′′(S) =
∑t′′−1
i=1 2xi + xj−2
xj−2
.
We get
CRj(S ′) =
∑j−1
i=1 2x
′
i + x
′
prev(S′,j)
x′prev(S′,j)
=
∑j−1
i=1 2x
′
i + x
′
j−2
x′j−2
since S ′ is periodic,
≤
∑j−1
i=1 2xi + x
′
j−2
x′j−2
by (12),
=
∑j−1
i=1 2xi + xj−2
xj−2
by (15),
≤
∑t′′−1
i=1 2xi + xj−2
xj−2
since t′′ − 1 ≥ t′ = j − 1,
= CRt′′(S).
ii. For the case where t′ > j−1, consider the scenario where we place a target on rt′ at
distance D such that λ < D ≤ xt′ . In such a situation, by following S, the searcher
finds the target at step t′. Moreover, from (11), we have
CRt′(S) =
∑t′−1
i=1 2xi + λ
λ
.
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We get
CRj(S ′) =
∑j−1
i=1 2x
′
i + x
′
prev(S′,j)
x′prev(S′,j)
=
∑j−1
i=1 2x
′
i + x
′
j−2
x′j−2
since S ′ is periodic,
≤
∑j−1
i=1 2xi + x
′
j−2
x′j−2
by (12),
≤
∑j−1
i=1 2xi + λ
λ
since λ ≤ x′j−2,
≤
∑t′−1
i=1 2xi + λ
λ
since t′ − 1 ≥ j − 1,
= CRt′(S).
(b) In this case, there exist a largest index jleft ≤ j − 2 such that rjleft = left and a largest
index jright ≤ j − 2 such that rjright = right. From (14), we get xjleft ≤ x′j−2 and
xjright ≤ x′j−2. Let j′left > j − 2 be the smallest index such that rj′left = left and let
j′right > j − 2 be the smallest index such that rj′right = right. Since j′left 6= j′right, we have
j′left > j − 1 or j′right > j − 1. Without loss of generality, suppose we have j′left > j − 1.
Since S is monotonic, we have xj′left > xjleft .
Consider the scenario where we place a target on the left ray at distance D such that
xjleft < D ≤ xj′left . In such a situation, by following S, the searcher finds the target at
step j′left. Moreover, from (11), we have
CRj′left(S) =
∑j′left−1
i=1 2xi + xjleft
xjleft
.
We get
CRj(S ′) =
∑j−1
i=1 2x
′
i + x
′
prev(S′,j)
x′prev(S′,j)
=
∑j−1
i=1 2x
′
i + x
′
j−2
x′j−2
since S ′ is periodic,
≤
∑j−1
i=1 2xi + x
′
j−2
x′j−2
by (12),
≤
∑j−1
i=1 2xi + xjleft
xjleft
since xjleft ≤ x′j−2,
≤
∑j′left−1
i=1 2xi + xjleft
xjleft
since j′left − 1 ≥ j − 1,
= CRj′left(S).
Consequently, in all cases,
CR(S ′) = sup
j≥1
CRj(S ′) ≤ sup
j≥1
CRj(S) = CR(S) = γ,
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where the suprema are taken over all feasible steps j.
From Lemmas 3 and 4, we deduce the following corollary.
Corollary 1. There exists an optimal search strategy that is periodic and fully monotonic.
Theorem 1 is now a direct consequence of Corollary 1.
Proof. (Theorem 1) If we replace the definition of CRj(·) (refer to (11)) by
CR∗j (S) =
∑j−1
i=1 (cost1(xi) + cost2(xi)) + cost1
(
xprev(S,j)
)
xprev(S,j)
in the proof of Lemmas 3 and 4, the exact same proof stands, and a fortiori the proof of Corollary 1
stands.
B Proof of Lemma 2
In this section, we provide a proof for Lemma 2.
Proof. (Lemma 2) We prove Lemma 2 by contradiction. Nonetheless, the proof is similar to that
of Theorem 4. Suppose that t2λ > 1 and γ = 9 and let xi be an optimal strategy. We know that xi
satisfies (2x1+t)+λλ ≤ 9 and ∑n+1
i=1 (2xi + t) + xn
xn
≤ 9 (16)
for all n ≥ 1. Therefore,
0 < λ ≤ x1 ≤ 8λ− t
2
(17)
and for all n ≥ 1,
xn+1 ≤ 3xn − t−
n−1∑
i=1
(
xi +
t
2
)
. (18)
We can prove by induction that for all 0 ≤ m ≤ n− 1,
xn+1 ≤ τmxn−m − µm − νm
n−1−m∑
i=1
(xi + C), (19)
where
τ0 = 3, µ0 = t, ν0 = 1,
τm+1 = 3 τm − νm, µm+1 = t τm + µm + t
2
νm, νm+1 = τm + νm.
From the theory of characteristic equations, we find
τn = (n+ 3)2
n, µn = ((3n+ 1)2
n + 1)
t
2
, νn = (n+ 1)2
n.
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From (19) with m := n− 1, we have
xn+1 ≤ τn−1x1 − µn−1 (20)
for all n ≥ 1. By Theorem 1, xn+1 is increasing with respect to n. Also, xn+1 is unbounded.
Therefore, δ(n) = τn−1x1 − µn−1 must be unbounded and increasing for all n ≥ 1.
The function δ(n) is increasing for all n ≥ 1 if and only if
δ(n+ 1)− δ(n) = 2(n+ 4)x1 − (3n+ 4)t
4
2n > 0 (21)
for all n ≥ 1. Therefore, we must have t < 2(n+4)3n+4 x1 for all n ≥ 1. By letting n→∞, we find that
t must satisfy t ≤ 23 x1. Since x1 ≤ 8λ−t2 from (16), we find t ≤ 23 x1 ≤ 8λ−t3 , from which t ≤ 2λ,
which is a contradiction. Consequently, γ > 9.
C Figures for Sections 2.2.1 and 3
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Figure 1: Tradeoff between γ and 1tφ(γ) (see Section 2.2.1).
2 4 6 8 10
5
10
15
20
25
Figure 2: Optimal cost with respect to t2λ (see Section 3).
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