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Numerous applications are interested in the use of combusting metal powders such
as explosives, propellants, pyrotechnics, and bio-agent defeat. Optimising the per-
formance of these reactions is of great interest to many of these fields. Particles of
such powders have been observed to explode during combustion, yielding new sur-
face areas and potentially enhancing the burn rate of the powder. It is thought that
better understanding this process will help to design more optimised powders with
greater benefits. Following the work in Wainwright et al. (2019), this thesis investi-
gates the bubble growth within combusting metal droplets and compares the data
from experimental recordings with solutions of a mathematical model. This model
is developed from the Navier-Stokes equations in spherical coordinates and by ap-
plying assumptions and substituting expressions of mass continuity is simplified to
coupled first order ordinary differential equations. These simplifications allow the
equations to be solved using ode45 in MATLAB to obtain a plot of the bubble radius
over time.
A number of candidate functions for expressing the molar flow of gas into the bub-
ble are generated for use in the model. The graphs for different functions for mo-
lar flow rate are compared to radius data measured from images of bubble growth
events from experiments done by Wainwright et al. of a combusting aluminium and
zirconium alloy powder. Within the limits of uncertainty there is most agreement
between the model solution and experimental data when the flow of nitrogen into
the bubble is linearly proportional to the bubble radius. This finding should help
shed light on the mass transfer process during bubble growth.
Modelling of the bubble expansion was also completed using COMSOL Multiphysics
for a two-dimensional axisymmetric case. This approach enables the influence of nu-
cleation position to be evaluated. When concentric, the solution has a similar profile
to that obtained from the ODE which gives confidence in the validity of the off-centre
bubble simulations. It was found that as the location of the bubble nucleation site
gets closer to the surface of the droplet, there is no large change in the growth rate of
the bubble. The closer the nucleation is to the droplet surface does impact the rate at
which the liquid phase thins as there does not appear to be flow in the liquid phase
around the bubble, and then results in longer calculation times due to the warping
mesh. As the liquid phase thins, the likelihood of the surface rupturing for some
instability increases and so off-centre nucleations would then result in surface burst-
ing at a smaller bubble size than concentric nucleation, however without the entire
droplet breaking apart.
Further investigation towards understanding the different transport mechanisms
was made by modelling chemical transport from diffusion and adsorption. To this
iv
end, the diffusion equation was applied to the domain with a coordinate trans-
form and coupled with the bubble growth ODE. This PDE was then solved with the
Crank-Nicolson method and flux was input to the ODE to calculate the growth of
the bubble. Different boundary conditions were applied to the domain with Dirch-
let, Neumann, and Robin conditions solved and compared with data from the event
analysis. Flux into the bubble for the Dirichlet and Robin conditions was calculated
from the concentration profile at the given time step. The resulting bubble radius
profile did not agree with the experimental data for these conditions. The Neumann
condition showed the concentration plots for molar flow that matches the data. The
required initial concentration for the simulation leads to an estimated initial amount
of 3.5332×10−12 mol of nitrogen in the liquid phase. Compared with the amount
of metal atoms in solution, this makes up roughly 0.3% of the atomic matter which
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Metal powders are commonly burned as an additive material in explosives, propel-
lants, pyrotechnics, and bio-agent defeat formulations. During the combustion pro-
cess, some metallic powders form bubbles inside the molten droplet. If the bubble
grows quickly it can cause the droplet to fragment in a process known as a microex-
plosion. It is theorised that by selecting materials with a propensity for microexplo-
sions and combining them with other metals with beneficial combustions reactions,
a composite will have formed that has better combustion from enhanced secondary
atomisation. This is due to the bursting droplets revealing fresh surfaces of metal for
further reactions while retaining the energetic reaction that makes it suitable for the
previously mentioned applications. Having a good secondary burn rate also allows
for a coarser powder which can help in applications where the powder needs to be
thrown or dropped some distance before being ignited and combusting. The aim
of this project is to model the nucleation and expansion of a gas bubble inside the
molten droplet of metal undergoing combustion to better understand the mechanics
of bubble growth that leads to microexplosion and how they relate to the properties
of the metal. One goal of this project is to match the simulated bubble growth process
to the videos recorded by Wainwright et al. (2019) in their experiment phenomeno-
logically to estimate the properties of surface tension and viscosity for the molten
composite particle of Al:Zr. This process is required as calculating the properties
of surface tension and viscosity for composite metal alloys is typically only done in
experiments as impurities and temperature dependence make attempts to calculate
them using atomic forces imprecise, especially for a composite metal solution. As a
result of the temperature dependence, there is currently no reasonable data for the
metals in this process as typical methods of measurement are unable to be employed
at temperatures of 2800K such as in this application. Another goal is to try and de-
termine at what point in the bubble expansion the droplet splits apart. This would
let the model identify what material properties directly influence microexplosions
and predict when the droplet would explode given the initial conditions. To achieve
these goals a range of models were created and validated by comparing the results
obtained to those given by commercial software packages. In each case the results
were also tested for convergence and mesh independence. The models progressively
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get more complex as assumptions about the bubble expansion and combustion are
stripped away. This reveals what parts of the reaction have the largest impact on
microexplosions.
1.1 Microexplosion and Combustion
During the combustion of highly energetic metal powders, bubbles may nucleate
within the molten droplet and expand, potentially causing the droplet to fragment
in a process termed a microexplosion. Studies have been done on a representative
composite powder of Al:Zr with a 1:1 atomic ratio to view the nucleation and explo-
sion processes (Wainwright et al. (2018), Wainwright et al. (2019)). In these studies,
they propose that the bubbles nucleate and grow as a result of nitrogen being dis-
placed by oxygen as it oxidises the zirconium in the condensed state. This process
occurs after enough aluminium has evaporated from the particle in the two-stage
reaction. This nitrogen gas is absorbed into the solution in the first stage of the
reaction and upon being displaced by oxygen attaches to impurities inside the par-
ticle. The nucleation sites are theorised to be oxide or nitride precipitates of Zr or
Hf impurities with high melting points and their location is thought to influence the
microexplosion behaviour. Another factor that alters how the particle reacts is the
rate of bubble growth. The combination of different rates with the location of the
bubble determine the mode of bubbling within the droplet. With slow growth rates
and central nucleation, the droplet will form a hollow shell, while fast growth rates
will lead to microexplosions. If the bubble nucleates close to the edge of the droplet
it will repeatedly bubble with gas jetting from the surface for moderate or high bub-
ble growth rates. Wainwright et al. suggest that the growth rate depends mostly
on the concentration of N2 in the solution, with higher growth rates correlating to
higher concentrations. The different modes with their associated criteria are thus
shown in Figure 1.1 and Figure 1.2 shows growth rates for multiple particles with
their respective modes of bubble growth.
1.2 Dynamics Modelling of Encapsulated Bubble Growth
Liu et al. (2017) model the bubble growth process in a superheated water droplet due
to rapid depressurisation. They derive a numerical model from the conservation of
momentum equation in spherical coordinates by substituting in an expression of
radial velocity in terms of the bubble radius rate of change. From there, the equation
is integrated from the bubble surface to the droplet surface and expressions resulting
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FIGURE 1.1: Different modes of bubble growth in the metal droplet
(Wainwright et al., 2019)
FIGURE 1.2: Plot of bubble growth rate against initial droplet size
(Wainwright et al., 2019)
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Where rB is the bubble radius; rD is the radius of the droplet; Pg is the pressure of the
gas at the bubble interface; P∞ is the ambient pressure; ρl and µl are the density and
viscosity of the liquid phase respectively; and σl is the interfacial or surface tension
of the liquid which is the same at both the droplet and the bubble surfaces. This
equation takes the same form as the classical Rayleigh-Plesset equation when taking
the limit with rD → ∞. As this is a one-dimensional ordinary differential equation,
it can be solved using the Runge-Kutta method, decomposed into two first order
differential equations.
Feng and Bertelo (2004) study the nucleation and growth of bubbles in a polymer
foam as a heterogeneous model based on diffusion of gasses into microvoids on
solid particles. They calculate the nucleation rate from some bubble detachment
time until some critical radius and from there consider the viscoelastic stresses in
the polymer to model the bubble growth. This provides a solution method for non-
Newtonian materials. It also features a mass balance across the bubble interface
using expressions for diffusion across the boundary.
Xia and Shinjo (2017), as well as Shinjo et al. (2014) and Shinjo et al. (2016) examine
the dynamics of microexplosion and puffing in an emulsion fuel droplet. In these
papers they simulate the break-up of the parent fuel particle due to explosive boil-
ing of the water sub-droplet. The investigation was conducted using high fidelity
numerical solutions with results that agree with the experimental observations in
Wainwright et al. (2019) for droplet break up processes at different locations, despite
the differences in materials and processes. From there they continue to investigate
the dynamics in the fuel droplet under the influence of convective heating and pro-
pose a model to approximate the temperature distribution inside the droplet.
Sazhin et al. (2019) also submit a model for puffing/microexplosions in emulsion
fuel droplets. Their approach is much simpler than the model used by Shinjo et al.
(2016) and assumes that the fuel and water droplets are concentric and spherical.
Within the paper they derive the conduction of heat through the fuel phase assuming
a constant temperature at the surface of the fuel droplet with the Dirichlet boundary
condition. Despite the simplification, the model is found to describe the time until
puffing occurs, although contains a tendency to underestimate the time compared to
experimental data. Due to the method of derivation, it may be generalised to allow
for analysis of the combusting metal droplet easily.
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Kirk and Gunter (1970) analyse the pressure distribution in a journal bearing us-
ing numerical integration of the pressure equation, derived from the Navier-Stokes
equations to form the Reynolds equation for the bearing based on a short bearing
assumption. They then derive the equations of motion for the movement of the bear-
ing to determine an expression for the force in the bearing with respect to time. This
solution method could be implemented in modelling the movement of off-centre
bubbles within the droplet as it is theorised that the bubbles migrate inward due to
some induced pressure profile on the bubble as a result of its expansion.
1.3 Surface Tension
Surface tension is a property of free deformable surfaces such as those in fluids. It is
caused by surface atoms having higher energy than bulk atoms, and so the system
tries to minimise the free energy by having as few surface atoms as possible. This
results in a net force opposing deformation of the surface related to the bond energy
of the atoms. This is what causes droplets and bubbles to hold their shape and also
resists the bubble expansion. It is therefore an important property in modelling the
combusting droplet system.
There is significant difficulty in obtaining accurate values of surface tension in liquid
metals due to highly reactive surfaces and high temperatures. Egry et al. (2010) re-
viewed the modern methods for determining surface tension in liquid metals. They
compare experimental methods involving the formation of a droplet and thermo-
dynamic methods that calculate the sum of bond energies in the surface. For the
combusting system, it is unlikely that any of the methods proposed would be able
to accurately predict surface tension in the composite due to the variance in atoms,
high temperatures, and reactivity of the surface.
Mills and Su (2006) assessed a large range of results from researchers for multiple
different metals and give recommended values as a function of temperature. Most
experiments performed cover a large range of temperatures that near the boiling
point of aluminium that the droplet experiences during combustion. It is seen that
temperature has an approximately linear correlation with surface tension and so
the value for pure metals at higher temperatures can be calculated using formulas
provided in the paper. These equations do not take into account the influence of
oxygen atoms reducing the surface tension in the droplets, which can vary wildly
from experiment to experiment, nor does it give a way to resolve surface tension in a
composite solution. A simplistic approach would be to average the values of surface
tension for the two metals as calculated by the equations proposed as a starting
point for the model. With enough resolution in the numerical solution it may be
possible for the model to match recordings of microexplosion or bubble growth from
experiments and be able to infer values of surface tension in physical droplets.
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1.4 Surface Bursting
One of the aims of this project is to understand how the properties of the metals in
the droplet contribute to microexplosions. In the previous sections the dynamics of
bubble growth are examined and so the next step is to investigate the physics behind
how the bubble expansion causes the droplet to burst.
Bremond and Villermaux (2005) explores the reaction of a thin film of liquid to a
pressure wave. An impulsive Rayleigh Taylor instability is found to predict the
mode selection and time of growth for the break-up of the film into droplets. This
analysis provides a criterion for the film bursting time and hole density that could
be adapted for the combusting droplet.
Wang et al. (2015) models the bursting of a large bubble at a free surface using the
boundary integral method. Their numerical model is then validated by experiments
that show qualitative agreement between results. Complexity arises in resolving the
free surface boundary as the bubble interface approaches it. To resolve this in the
model, Wang et al. (2015) perform a numerical cut when some minimum distance
between the surfaces is reached, thus joining the bubble together with the free sur-
face of the liquid. This approach may be feasible when the bubble nucleates close to
the surface of the droplet but is unlikely to work for central nucleation.
Barthès-Biesel and Acrivos (1973) present a model for predicting the deformation
and burst of a liquid droplet suspended freely in a linear shear field. For this, they
expand the solution for the creeping flow equations and use linear stability theory
to determine the onset of bursting. The criterion for droplet bursting is found to
confirm Taylor’s hypothesis that droplet breakup occurs when the viscous forces






To model the bubble growth inside the molten droplet the following assumptions
were made: (1) there is one bubble inside the droplet; (2) the bubble and the droplet
are both spherical and concentric, and that bubble growth is radially symmetric; (3)
the bubble begins growing from some initial critical radius; (4) temperature is con-
stant throughout the bubble and droplet; (5) the bubble is filled only with nitrogen
and it behaves like an ideal gas; (6) the liquid phase consists of a molten Al:Zr:O:N
solution which is incompressible and has a much larger density than the gas phase;
(7) the outer interface of the droplet is only interacting with the atmosphere, any
vapour or oxide phases that may affect growth of the bubble are ignored; (8) the
bubble grows due to some molar flux of nitrogen out of the liquid phase into the
bubble with no other mass transfer across any other interfaces; (9) change of mass
in the droplet from Al-vaporisation is negligible and no other matter is leaving the
system; (10) surface tension and viscosity of the liquid phase are only dependent on
temperature and are therefore constant following assumption (4).
2.2 Physical System
With these assumptions present, the model of the system can be generated using an
adaptation of the method used by Liu et al. (2017) for a super-heated water droplet.
Illustrations of the physical domain are shown with Figure 2.1 displaying the whole
system and Figure 2.2 showing the forces acting on the interfaces.
In these diagrams rB is the bubble radius and rD is the radius of the droplet surface
which both change over the period of bubble growth. Fluid properties given by ρl ,
σl , µl , and Tl are the density, surface tension, dynamic viscosity and temperature of
the liquid phase respectively. Other properties of PB and TB are the pressure and
temperature in the bubble, while P∞ and T∞ are pressure and temperature of the
surrounding air. With assumption (4) the temperatures of the liquid and gas phases































FIGURE 2.2: Schematic of the forces acting on the bubble and droplet
interfaces with viscous forces, surface tension, and pressure.
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are the same such that Tl = Tg = T. Additionally, ṅ is the molar flow of gaseous




. In the interfacial force schematic Pl,B and Pl,D are the pressures at the bubble
and droplet surfaces in the liquid phase.
2.3 Equations
Balancing the forces on the interfaces at r = rB and r = rD then rearranging yields
the expressions
















Following assumption (2) that the bubble is concentric with growth being radially
symmetric and ignoring the effect of gravity, the governing equation becomes the




































Conservation of mass requires the radially outward velocity, u(r, t), must be in-






With assumption (6) that the density of the liquid phase is much greater than that of
the gaseous bubble, the velocity at the interface can be approximated with the case




















This expression for the radial velocity is then substituted into Equation (2.3) and
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= Pl,D − Pl,B and in substituting Equations (2.1) and (2.2)
this yields a second order ordinary differential equation (ODE) for the bubble radius,










































Assuming that the mass and density of the molten metal are relatively constant over
the course of the bubble growth, an expression for the droplet radius in terms of the
bubble radius can be substituted in
rD = 3
√
rD,03 + rB3 (2.10)
Where rD,0 is the initial droplet radius before the bubble begins growing.
By assuming that the nitrogen in the bubble behaves like an ideal gas, the pressure








To determine the pressure in the bubble, the amount of moles of nitrogen must be
known. This quantity is time dependent and can be calculated based on the rate of




ṅdt + n0 (2.12)
in which the rate of nitrogen entering the bubble, ṅ, may vary with time and can be
expressed as
ṅ(t) = Jn AB = Jn4πrB2 (2.13)
where Jn is the molar flux of nitrogen molecules into the bubble and AB is the area
of the bubble interface, calculated using the bubble radius. In this equation it is un-
clear how the flux may change over time. It is theorised that for interfacial controlled
growth it might be constant over time, depending on how the average nitrogen con-
centration in the liquid phase progresses. If diffusion is the rate limiting process then
flux would be large initially when the gradient of nitrogen concentration is highest
before decreasing as the reaction progresses.
Failing to predict which mechanism is rate limiting means that multiple schemes are
needed to evaluate the proportionality of the molar accumulation in the bubble. The
2.4. Numerical Methods 11
proposed scheme for comparing to data from experiments is
∫ t
0
ṅdt = ṄirB(i)t, i = 0, 1, 2 (2.14)
whereby Ṅi is a constant unknown value dependent on the order of bubble radius.
This treatment lumps all the unknown time dependent terms into the geometry
term. Evaluating Equation (2.12) with this expression substituted in gives
ni(t) = ṄirB(i)t + Pg,0
4πrB,03
3RT
, i = 0, 1, 2 (2.15)
in which the initial amount of moles at t = 0 has been substituted for a rearranged
expression of the ideal gas law for some initial values of pressure and radius.
In the case where i = 2, the amount of nitrogen is proportional to radius squared.
This would then imply that flux is constant as proposed for interfacial controlled
growth. The other cases however indicate that flux would be inversely related to the
bubble radius which may be the case for diffusion control or potentially the interface
control depending on the progression and distribution of nitrogen concentration in
the liquid phase.
2.4 Numerical Methods
There are a number of different numerical methods for solving ODEs such as Equa-
tion (2.9), the most notable of which can be found in Butcher (1987). For this equa-
tion, both the Runge-Kutta with Dormand-Prince coefficients (RKDP) as an explicit
method and linear multistep with backwards differencing (BDF) as an implicit method
were compared. As this is a second order non-linear equation, it first must be de-






































with q being some intermediate variable defined as the rate of change of the bubble
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and then taking the time derivative gives









where the entries of f(t, y) are Equations (2.16) and (2.17). Solving for the variables
in y using a Runge-Kutta method can be expressed as










tn+1 = tn + h (2.22)
where h is the step size, and ai,j, bi, and ci are elements of the coefficient matrices A,
b, and c as determined by the order of the chosen method with s number of stages.
The matrices can be arranged in a compact form called a butcher tableau (Butcher,
1987) with the placement of
c A
bᵀ
When A is lower triangular such that ai,j = 0 for all j > i− 1 the method is explicit
as all steps of the solution depend only on steps that occurred before the current
stage. If some ai,j 6= 0 exists for any j > i− 1, then the method is said to implicit as it
requires the use of Newton’s method to evaluate the stages where ki is a function of
itself. Dormand-Prince is an explicit method with fourth- and fifth- order accuracy
which can be implemented using MATLAB’s inbuilt function ode45. The Butcher
tableau of the coefficients is shown in Table 2.1. In this table, the first row of bᵀ
values gives the fifth-order accurate solution, while the second row provides an error
estimate when subtracted from the first solution.
Linear multistep methods are similar in formulation to Runge-Kutta, however with
certain differentiation formulas like BDF they are implicit and so require the use of
Newton’s method to find the solution with the gradient evaluated at the new time
step. This treatment allows them to take fewer steps than an explicit method, though
with the caveat that each step takes longer to compute. For stiff differential equations
where certain terms result in large variance in the solution, implicit methods end
up being much faster despite the additional computation of each step, as explicit
solutions require some exorbitant amount of time steps to resolve the equation to
an acceptable accuracy. BDF methods can be accurate up to order six however they
become less stable as order increases (Süli and Mayers, 2003, pg.349). For a non-
linear problem such as this they are only applied with an order of one with some
error checking from order two, as beyond this they are no longer A-stable. The
2.4. Numerical Methods 13















































































equation for the first order BDF method is given as
yn+1 = yn + hf(tn+1, yn+1) (2.23)
To utilise Newton’s method this must be rearranged into a form of
G(yn+1) = yn+1 − yn − hf(tn+1, yn+1) (2.24)




n+1 − J−1(yn+1)G(yn+1) (2.25)


























Equation 2.25 is iterated until the difference between two steps is below some pre-
defined tolerance, however for a faster solution an adaptive time step may be used
with the amount the step size changes depending on the rate of convergence for
the previous step. The terms in the Jacobian can be evaluated analytically and en-
tered into the function but they are calculated faster in this case using explicit finite
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ode45, tsol = 0.003614 s
ode23, tsol = 0.015736 s
ode15s, tsol = 0.022802 s
FIGURE 2.3: Comparison of different ODE solvers in MATLAB
R2018b using parameters from Event 1 for zero-th order radius molar
flow rate.
differences. This method can be implemented using COMSOL or with MATLAB
ode15s, though the default scheme for ode15s uses the numerical differentiation for-
mula which have different coefficients at higher orders, but for first order accuracy
they are identical. Figures 2.3, 2.4, and 2.5 show plots of different solvers computing
Equation (2.19) using the various orders of rB-dependent schemes of n from equa-
tion (2.15) for some initial conditions from Event 1 which will be expanded upon in
Chapter 3. For comparison, tsol is the time each solver took to complete the simula-
tion. Of these solvers, ode45 and ode15s have been discussed previously and ode23
is also an explicit Runge-Kutta method of lower order accuracy.
It can be seen from these figures that the start of the solution requires much smaller
time steps than near the end based on the higher concentration of points, and in
Figure 2.5 this period makes up a large amount of the final solution. While overall
more steps were taken with the explicit methods they were still much faster than
ode15s by an order of magnitude except for the second order scheme where they are
comparable. This is due to the stiff initial growth of the bubble from a small radius
that dominates the Ṅ2 term making the implicit method more efficient. However
for all schemes, when the molar flow rate is higher by a couple orders of magnitude
the equation becomes very stiff, especially when also increasing the time interval.
2.4. Numerical Methods 15















ode45, tsol = 0.002176 s
ode23, tsol = 0.003408 s
ode15s, tsol = 0.069947 s
FIGURE 2.4: Comparison of different ODE solvers in MATLAB
R2018b using parameters from Event 1 for first order radius molar
flow rate.
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ode45, tsol = 0.408857 s
ode23, tsol = 0.474706 s
ode15s, tsol = 0.675632 s
FIGURE 2.5: Comparison of different ODE solvers in MATLAB
R2018b using parameters from Event 1 for second order radius molar
flow rate.
2.5. Parameter Sensitivity 17
For example when Ṅ1 was increased from the usual value for Event 1 of 1.12 ×
10−3 mol m−1 s−1 to 1.12× 101 mol m−1 s−1 with an increased final time of 350 µs,
the solutions from explicit methods took prohibitively long at roughly 330 s while
ode15s solved it in 0.0264 s.
Comparing the final values of bubble radius shows that all solutions converge within
a difference of less than 0.01%, giving confidence that each solution method is accu-
rate. As a result, the performance is then gauged by the speed of computation, with
ode45 performing slightly better for the first and second order schemes but much
better for zero-th order, ode45 is chosen for calculating the solutions of the governing
ODE in the following sections. This choice is still suitable as the equation becomes
stiff for parameters values outside the range of the physical experiments.
2.5 Parameter Sensitivity
In this model there are multiple parameters which are not fully specified like sur-
face tension and temperature. In order to obtain more confidence that the model can
capture the physical behaviour of the system the influence of these unclear variables
must be calculated. For quantifying the effect of each parameter on the model, the
average growth rate of the bubble to the initial droplet radius was used as a stan-
dardised value that also allows for comparing the different schemes of molar flow
rates. To find this the time array from the numerical solution was interpolated to





Figures 2.6, 2.7, and 2.8 show how changing values of surface tension, molar flow
rate coefficient, viscosity, and temperature affect the growth rate of the bubble for
some range of reasonable parameter values.
All schemes show a similar sensitivity to the parameters. Temperature in the range
of values measured by Wainwright et al. (2018) has a slight linear variance in growth
rate as it increases. The different values of the molar flow coefficient also contribute
to growth rate linearly but with a higher gradient. Viscosity does not have much
of a noticeable effect at all with a difference in this range of µl = 0.1 mPa s to µl
= 3 mPa s of less than 0.1% of q for the first order radius scheme. This results in
viscosity having a negligible impact on the solution in at least the expected range
of values for a liquid metal. Surface tension had the largest effect on growth rate as
well as having a decaying exponential profile instead of a linear one like the other
parameters, and as expected high surface tension is seen to slow bubble growth.
In Figure 2.6 the first plot shows oscillation of the growth rate at low values of sur-
face tension. This appears to occur at values of q̄ greater than 2 m s−1 which can
also be seen faintly in the plot against molar flow rate. The oscillation is present in
18 Chapter 2. Mathematical Model










































FIGURE 2.6: Parameter sensitivity plots for molar flow rate with zero-
th order radius
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FIGURE 2.7: Parameter sensitivity plots for molar flow rate with first
order radius
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FIGURE 2.8: Parameter sensitivity plots for molar flow rate with sec-
ond order radius
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the solution for radius, with the amplitude increasing with growth rate. It is un-
clear whether this behaviour is physical or not as there are too few frames in video
recordings of the experiments to give enough detail to make a conclusion either way.
Some droplets from experiments were recorded with repeated bubbling thought to
be caused by puffing but might instead be a result of some other oscillatory be-
haviour. The oscillations may also be present in lower growth rates but with a much
smaller amplitude to the point that it is unnoticeable.
Proper selection of initial conditions for bubble radius, pressure, and growth rate
is also important for generating a stable and smooth solution. Starting pressure is
a function of the number of molecules of gas in the bubble at the initial radius. To
obtain a smooth solution the initial bubble radius needs to be less than 0.1 µm while
the initial growth rate does not have as much of an impact and so a value of 2 m s−1
was used for all the prior simulations. At such a small starting size for the bubble,
the pressure has to be exceedingly large to begin the growth process and this requires
specifying an initial pressure of 500 atm. The simulation can be successfully run with
a larger intitial radius, for example rB,0 = 1 µm, which has only minimal oscillations




Bubble Growth Event Analysis
3.1 Introduction
Despite testing the effect of changing the parameters in the model, the simulation
must be verified against data observed in experiments. Doing so gives confidence
in the veracity of the model and provides a method of estimating the properties of
the fluid based on the values that give the best agreement. Additionally, this allows
the different schemes for flow rate of nitrogen to be compared which imparts further
knowledge on the physical processes that cause microexplosions. The aim of this is
to determine which proportionality of radius fits the data best and use that to inform
the analysis of diffusion and interfacial adsorption.
3.2 Methods
To obtain the data for bubble radius over time, images of bubble growth events from
the experiments done by Wainwright et al. (2019) were located and inspected using
Fiji, an image processing package developed by Schindelin et al. (2012) using the
ImageJ program. Bubble growth events were defined as a series of frames where the
bubble can be seen growing within the droplet from a small initial size for more than
two frames. The events terminated with either the microexplosion of the droplet, or
the formation of a stable hollow particle. Suitable events had to reasonably match
assumptions (1) and (2) for the model, where the droplet contains one bubble that is
concentric and spherical.
Once frames with suitable bubble growth events were located, the corresponding
droplets were cropped and zoomed in to allow for precise measurements. Figure 3.1
shows a single frame of one recording containing an event. In this image each pixel
is 2 µm×2 µm with a total image width and height of 768 µm. Figure 3.2 shows the
cropped image from Figure 3.1 zoomed in to show a bubble to be measured as part
of the event analysis. In this figure, the resolution is 52 µm×52 µm which allows
the boundaries between pixels to be seen clearly. Despite this, it is still unclear ex-
actly where the bubble terminates due to the pixels being relatively large compared
to bubbles, as well as low contrast in shades of grey between the liquid metal and
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FIGURE 3.1: Still photo of Al:Zr powder combustion from x-ray phase
contrast imaging from Wainwright et al. (2019). The particle to be
measured is outlined with a square box.
background atmosphere. To account for this uncertainty, measurements were taken
by positioning the circle tool in Fiji in a position that best fit the perceived location
of the boundary. It was then measured to obtain the area of the bubble which could
then be used to calculate the bubble or droplet radii. Measurements were then taken
for a circle larger, and then one smaller, by a single pixel in diameter with the dif-
ference between them recorded as the experimental uncertainty on the rB measure-
ment. This procedure is visualised in Figure 3.2 with the drawn circles representing
the placements of the circle tool from Fiji.
The average temperature of the combustion reaction is measured around 2700 K –
3500 K as found in Wainwright et al. (2018). With assumption (4) that the temper-
ature is constant throughout the system, a single temperature value is selected for
all time steps. This assumes that the temperature is constant over the time period
the event occurs in, or that any fluctuation in temperature has a negligible effect on
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10 µm
FIGURE 3.2: Unprocessed image from Figure 3.1 cropped to focus
on particle for measuring. The full line shows the measured area of
the bubble in Fiji using the circle tool. The dashed lines show the in-
creased and reduced measurements for determining the uncertainty
bound.
the growth of the bubble. In the model, a value of 2800 K was chosen for the sim-
ulation of each event as it is the temperature at which aluminium starts to boil and
burn in the vapour phase, and so is the expected lower bound for temperature of the
reaction.
Fluid properties for liquid metals of surface tension and viscosity are difficult to
evaluate for such high temperatures, which is further complicated by the powders
from the experiments being a composite metal consisting of 50:50 aluminium and
zirconium. Papers that have measured these parameters experimentally do so at
lower temperatures such that the temperature of combustion is far outside the range
of interpolation. Despite this, the functions from Paradis et al. (2002) for zirconium
and Mills and Su (2006) for aluminium provide an estimate for surface tension of
the pure liquid metal, extrapolated to the higher temperature of 2800 K shown in
Equations (3.1) and (3.2). The calculation of surface tension for aluminium uses the
adopted value for a solution saturated with oxygen which fits with the state of the
droplet combustion.
σAl = 0.875− 0.00018 (T − 933) = 0.54 N/m (3.1)
σZr = 1.5− 0.000111 (T − 2128) = 1.42 N/m (3.2)
For the composite solution a value for surface tension is estimated to be the average
of the values for pure metal, giving 1 N/m which is used in the simulations. Paradis
et al. (2002) also provides a function for the viscosity of zirconium
µZr = 4.74− 4.97× 10−3(T − 2128) = 1.4 mPa s (3.3)
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Dinsdale and Quested (2004) in their review of viscosity data for aluminium cite a
value lying between 1 mPa s and 1.4 mPa s to be selected, based on a temperature
near the melting point. The viscosity of pure aluminium at the selected temperature
would be expected to be lower than this, however with the zirconium increasing
the viscosity of the solution, a value of 1 mPa s is selected for solving the model.
The density of the solution is estimated to be ρl = 4000 kg m−3 as at such high tem-
peratures the density of pure aluminium and zirconium at melting point with a 1:1
atomic ratio would be reduced from the expected value of 5000 kg m−3.
Footage of the experiments for the selected bubble events was recorded at 90,000
frames per second, corresponding to 11.11 µs between frames. Within this period it is
unknown where the bubble nucleates and starts expanding. In matching the model
to the data, a new variable is introduced of ∆tn, which is the time between the start
of the solution and the first data point recorded. This variable is chosen alongside
ṅr,i for the different schemes to best fit the data within the limits of uncertainty.
To accomplish this, the simulation was run multiple times and plotted against the
recorded data points. Based on the difference between the results, the parameter
values were adjusted in an attempt to reduce the discrepancy at the data points.
This process was repeated until the resulting plot of bubble radius for each scheme
lay as close as possible to the measured values.
3.3 Results & Discussion
MATLAB R2020a was used to solve the first order coupled ODEs from Equations
(2.16) and (2.17) using the function ode45 for each of the different models for molar
flow of nitrogen given by Equation (2.14). The resulting solutions of bubble radius
were plotted alongside the measurements from the images for each event in Figures
3.3–3.5. Values of Ṅi and ∆ti for each event were found by trial and error to best fit
the data points within the limits of uncertainty of the experimental data. Another
more rigorous method involves using Gauss-Newton gradient descent to minimise
the residual errors but this failed to fully account for all the error ranges, instead
favouring full agreement with two of the data points and neglecting the third. The
value of each variable used for the respective events is listed in Table 3.1.
From these plots, it is apparent that the molar flow into the bubble is roughly pro-
portional to rB of the first order. Event 2 is the closest for the other schemes, but only
ṅr,1 lies within all the error bars.
After this, the first order scheme was used to perform parametric studies to deter-
mine the validity of the model. Small fluctuations of viscosity were found to have
a negligible impact on the bubble growth, while temperature, surface tension, and
molar flow rate all had significant effects on growth rate. These plots can be seen in
Figure 3.6.
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TABLE 3.1: List of variables used in simulation of bubble growth
events
Variable Event 1 Event 2 Event 3 Units
rD,0 15.0 9.4 10.1 µm
Ṅ0 2.5× 10−8 8× 10−10 9.5× 10−9 mol s−1
Ṅ1 1.12× 10−3 8× 10−5 6× 10−4 mol m−1 s−1
Ṅ2 34 4.65 20.5 mol m−2 s−1
∆t0 0.2 1.6 0.5 µs
∆t1 1.2 9.5 1 µs
∆t2 10.4 79 18 µs
rB,0 0.02 0.02 0.02 µm
q0 2 1 3 m s−1
tmax 25 100 40 µs
Pg,0 500P∞ 500P∞ 500P∞ Pa
Given that properties of the metal droplet are somewhat unknown, these plots show
that altering these variables only impacts the magnitude of the bubble growth and
not the shape of the profile. For any unknowns with regards to temperature or sur-
face tension, there is a value of molar flow rate that could then fit the data. While
this means that it becomes impossible to accurately predict the exact rate of nitro-
gen accumulating in the bubble, it provides confidence that the magnitudes of these
properties are reasonably correct and that thefirst order scheme picked for repre-
senting molar flow is chosen independent of other parameters in the model.
Applying this method is still imprecise as it is unable to perceive small increments
of growth due to the limited spatial resolution of the images, though this affects the
validity of data fitting the model with slow bubble growth events much more than
with microexplosion events. Despite this there is enough information given by the
data within the uncertainty bounds to make inferences about the molar flow into the
bubble from the resultant figures, with molar flow appearing to best match the data
when linearly proportional to bubble radius.
To obtain more confidence in these findings, it would be beneficial to observe the
combustion reaction in experiments with higher temporal and spatial resolutions.
A higher frame-rate would allow for a better assessment of the agreement between
the model and experiment by increasing the number of data points available. It
would also provide more suitable microexplosion events to analyse as there were
many instances where microexplosions occurred with only one or two frames of
bubble growth, thus a higher frame-rate would be able to capture more data for
those events. Meanwhile, increasing the spatial resolution would provide more con-
fidence in the relation by reducing the uncertainty of the bubble measurements with
smaller pixels in the recorded image.
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FIGURE 3.3: Bubble growth model for Event 1 solved by ode45.
With the technology currently available there are trade-offs between altering the dif-
ferent settings. Increasing frame-rate lowers image resolution while zooming in re-
duces the chance that an event is in the scope of the camera. To resolve this would
require the use of more expensive but higher specification equipment which may not
be feasible or even that much of an improvement. Further repetitions of the experi-
ments may help with collecting more data to test the model against which could be
all that is necessary. However there are also ways of improving the measured error
in the images by using cross correlation methods to achieve sub-pixel accuracy, such
as that done by Thielicke (2014). Applying the direct cross correlation algorithm
to the recorded events may allow for a more accurate view of the bubble growth
process, and then would only require that frame-rate be improved for overall better
simulation comparisons.
A better method of fitting the data would be using a Gauss-Newton gradient descent
algorithm to minimise the residuals between the model solution and the data points.
Applying this method to the current data has limited value compared to manual ad-
justments due to the inaccuracy of the experimental measurements. Any of the pre-
viously discussed methods for recording more precise measurements would make
these algorithms more suitable for determining parameter values.
With the apparent first order proportionality of bubble radius, this could be used to
compare with the mathematical formulations of the mechanisms of mass transport
as a scaling argument, even as the large amount of unknown values preclude the
direct calculation of molar flow. Wainwright et al. propose that growth is driven
by diffusion of nitrogen from the surface of the droplet through the liquid phase,
followed by the adsorption of nitrogen molecules on the bubble-droplet interface.
3.3. Results & Discussion 29





















FIGURE 3.4: Bubble growth model for Event 2 solved by ode45.
These molecules are then desorbed into the bubble interior. Fick’s first law of diffu-
sion states that
J = −D dcN2
dr
(3.4)
where J is the diffusion flux, D is the diffusivity, and cN2 is the molar concentration
of nitrogen in the liquid phase. Taking the overall difference in concentration over
the liquid phase and multiplying by the bubble area then gives a scaling argument





This can be seen to have a first order dependence of bubble radius, with the de-
nominator being some other function of bubble radius that cancels out the squared
term from the area. In order to test this, the values of diffusivity and concentrations
would need to be found which would be difficult for the same reasons as finding
surface tension and viscosity of the liquid. Without any information known about
these variables it is impossible to infer anything about this mechanism as the values
of concentration and diffusivity may also depend on radius, which could alter the
overall proportionality of molar transfer.
For interface desorption, Chen (2020) solves Fick’s second law of diffusion as the rate
of collisions of the solute integrated over surface for a specified time. The solution
takes the form of





where cN2,l is the bulk concentration of nitrogen in the liquid phase, Ab is the surface
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FIGURE 3.5: Bubble growth model for Event 3 solved by ode45.
area of the bubble interface, and t is the time that has elapsed since the start of ad-
sorption. While it appears to have a second order dependence of radius from area,
it is also inversely proportional to time which may allow for a linearly proportional
molar flow as it counteracts the influence of the squared radius term.
3.4 Conclusions
This chapter investigates the bubble growth within combusting metal droplets and
compares the data from experimental recordings with a numerical model. The math-
ematical model is derived from the Navier-Stokes momentum equation reduced
to an ordinary differential equation for the bubble radius based on equilibrium of
forces at the bubble-droplet and droplet-air interfaces. Still frames of bubble growth
events from experiments were found with the size of the bubble at each frame mea-
sured manually. Different functions for calculating the amount of moles of nitrogen
flowing into the bubble were created for comparison with the data. From the figures
produced by the model solutions it can be seen that the molar flow rate of nitrogen
fits the data best when it is linearly proportional to the bubble radius. Repeating
the experiment with a higher resolution recording set up would allow us to gain
more confidence in these findings. Alternatively, applying cross correlation methods
could improve the precision of measurements of the current experimental images.
Improving the accuracy would allow for gradient descent algorithms to find precise
values of parameters that minimise residuals between the model solution and data
points. Based on the scaling argument, diffusion limited transport is more likely to
fit the observed first order proportionality, however the numerous uncertainties in
the model cannot entirely preclude the other processes from consideration.
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FIGURE 3.6: Bubble growth model for Event 1 solved by ode45 for






Following the results obtained from the ordinary differential equation simulation,
the system was modelled in 2D-axisymmetric to compare with and attempt to val-
idate the assumptions that allowed it to be reduced to Equation (2.9). Of particular
interest are the effect that off centre bubble nucleation has on growth and calculat-
ing the velocity profile throughout the liquid phase. Other assumptions regarding
the bubble and droplet being spherical and the mass continuity substitution for the
velocity of the interface can also be verified.
The model extended to multiple dimensions was built using COMSOL Multiphysics
version 5.5. COMSOL is a finite element solver and multiphysics simulator that can
solve systems of coupled partial differential equations. This makes it suitable for
applying to this problem as the governing equation is the full Navier-Stokes.
The finite element method solves the governing equation by reducing it to a weak
form using integration after multiplying the terms by some test function. In vector




+ ρ (u · ∇u) = −∇p + µ∆u + f (4.1)






in which u is the velocity component of the fluid in the x direction and v is the ve-
locity component for the y direction. Then with all terms in Equation 4.1 multiplied
by the test function ν, which is suitably defined in some space V, integrate over the
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µ∇u · ∇νdV (4.4)



















µ∇u · ∇νdV +
∫
Ω
f νdV ∀ν ∈ V (4.5)
This substitution is used to reduce the order of continuity required for the solution
u(x, y). Applying this same process with a test function q in a space Q to the conti-
nuity equations results in its weak form of∫
Ω
q∇ · udV = 0 ∀q ∈ Q (4.6)
The domain is then divided into a series of 2D elements with nodes at each corner
point. This allows the solution to be expressed by the sum of discrete values of u at







where ui is the value of the velocity vector at node i, Ni is the corresponding interpo-
lation function at that node and n is the total number of nodes in the domain. This
form can be used to express the values of p, and f as well. The Galerkin method
assumes that the test function becomes the interpolation function such that ν = Nj
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so that the system can be solved using well known matrix solvers to find the val-
ues of ~u and ~p. The Navier-Stokes equations are non-linear so the b vector also
contains terms involving ~u and ~p which requires additional steps to calculating the
solution. The time stepping of the problem is solved in COMSOL using the BDF
method which was discussed in Chapter 2.
4.2 Method
Modelling the droplet system was performed using a 2D-axisymmetric model with
Laminar Flow and Moving Mesh under a Time Dependent study. 2D-axisymmetric
is used to exploit the axial symmetry of the bubble and droplet, reducing the com-
putational cost a significant amount by removing a further dimension. In doing this
simplification, the fluxes of dependent variables normal to the 2D plane in the θ
direction are treated as equal (or zero) to preserve the symmetry. This symmetry
condition does require that offset bubble nucleation only occurs along the symmet-
rical axis, as otherwise the 3D geometry would no longer be spherical. The moving
mesh is required as the bubbles expansion over time will change the sizes of the
domain.
The geometry of the system was then generated using two circles based at the centre
with radii of rB,0 for the bubble and rD,0 for the droplet and joined together using a
union. Parts of the geometry on the left side of the axis where r < 0 were subtracted
using a difference to leave two concentric semicircles shown in Figure 4.1, that when
rotated in the θ direction around the axis of symmetry at r = 0 form spherical objects
as desired.
The bubble domain was specified as being nitrogen and the liquid domain was rep-
resented by a user-defined fluid with viscosity µl and density ρl . Boundary con-
ditions were specified in the Laminar Flow branch and required the Microfluidics
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FIGURE 4.1: Image of geometry for representing the bubble-droplet
system
package to add an external fluid interface at the outer boundary, and a fluid-fluid
interface at the internal boundary. In addition, the flat side of the semicircle on the
axis at r = 0 had a specified axial symmetry condition. These boundary conditions
model the influence from surface energy caused by the interfaces between fluids,
where the fluid-fluid boundary is between nitrogen and the liquid metal while the
external boundary is between the liquid metal and air. For both interfaces the sur-
face tension was input as σl and for the internal boundary there is a mass flux to
model the flow of nitrogen into the bubble.
The mass flux differs from solving the ODE in MATLAB, in which the amount of
nitrogen at a given time is calculated using a fixed molar rate. In addition, the COM-
SOL domain is a infinitesimal wedge of the entire 3D bubble, which in the θ direction
continues over 2π radians. Comparing the ODE and 2D solutions then requires the









where MN2 is the molar mass of nitrogen gas and Jm is the mass flux. Due to the
system of equations being highly non-linear, the mass flux as the primary forcing
term was multiplied by a step function that smoothly ramps up from zero to one
over a tenth of a microsecond. This was implemented in order to aid the transition
from initial conditions and improve convergence.
With the boundary conditions set, the mesh could then be generated. The bubble
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TABLE 4.1: List of variables used in ODE simulation for COMSOL
comparison
Quantity Variable Value Units
Initial droplet radius rD,0 25.0 µm
Molar flow rate per metre Ṅ1 3× 10−4 mol m−1 s−1
Initial bubble radius rB,0 0.05 µm
Initial bubble growth rate q0 0.5 m s−1
Maximum time elapsed tmax 100 µs
Initial bubble pressure Pg,0 400Pinf Pa
Surface tension σl 1.0 N m−1
Viscosity µl 1.0× 10−3 Pa s
Temperature T 2800 K
domain was built using a free-triangular mesh and the liquid domain was built with
a mapped quadrilateral mesh. The element size was set to the "Fine" preset and
calibrated for fluid dynamics. The free triangular mesh allowed the bubble domain
to expand uniformly while the mapped mesh meant that compression of the domain
in the liquid did not skew the element quality too much. Two refinement nodes were
added to the mesh, with two regular refinements applied to the bubble domain and a
single edge refinement applied to the symmetrical and fluid-fluid boundaries. These
settings resulted in the mesh shown in Figure 4.2.
In setting initial conditions, a simulation was run using the ODE to estimate the
starting values. Fluid properties used in this simulation are consistent with values
from the event analysis with all parameters required listed in Table 4.1.
Using these parameters for solving the ordinary model with MATLAB ode15s re-
sulted in the plots for radius, growth rate, and pressure shown in Figure 4.3. The
2D model in COMSOL is very sensitive to the starting values with slightly disparate
initialisation values causing the solution to fail. It also has trouble with small initial
bubble sizes and so the COMSOL models use an initial bubble radius of rB,0 = 2 µm.
The value of pressure at this radius from the ODE was found to be 11.832 bar which
is then input to the initial value of pressure in the bubble in the COMSOL model.
The velocity field is left with an initial value of zero as the bulk of the fluid in both
the liquid and gas phases starts out stationary.
In addition to the concentric study, a parametric sweep was set up to evaluate the
growth of bubbles nucleated at varying distances from the droplet centre. This offset





for a possible range from zero to one as lB goes from zero to rD,0, however the bubble
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FIGURE 4.2: Images of the mesh used for calculating the system of
equations. The top image shows the mesh over the full geometry
while the bottom image zooms in to the bubble domain to show the
boundaries in detail.
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FIGURE 4.3: Plots of bubble radius, growth rate, and pressure from
ODE simulation to obtain consistent initial values for COMSOL.












FIGURE 4.4: Diagram showing key dimensions for tracking evolution
of the system as the bubble expands.
centre will never be exactly on the outer edge of the droplet and those that grow close
to the edge will puff instead of exploding. As such, the initial position of the bubble
centre which was concentric with the droplet was shifted up the z axis by lB = ζrD,0
for a range of ζ = 0, 0.05, 0.10, . . . , 0.30. Larger values of ζ resulted in the solution
failing to converge and so the study was only explored on the range of 0 < ζ < 0.3.
Multiple probes were created to measure the different dimensions of the system as it
evolved. These used the maxop functions to evaluate the highest and lowest values of
position coordinates in the selected domains. By doing so, the dimensions of interest
could be evaluated using averages between the r and z directions to account for any
cases where the domain may become spatially non-spherical.
In the diagram shown in Figure 4.4, Domain 1 represents the liquid metal phase of
the droplet while Domain 2 is the gaseous bubble. Assuming that they stay approxi-
mately circular their respective radii can be evaluated using the maxop( f , x) function
in COMSOL, which finds location of the maximum value of some function, f , in the
specified dimension, x. This was used to find the highest and lowest points of z in
the domain and also the maximum r point. The radius for the droplet or bubble can
then be calculated using the formula
r =
maxop(r, r) +




which averages the values of maximum r and z dimensions with the minimum z to
approximate the radius assuming the domains remain circular. For the droplet ra-
dius, rD is found using maxop1 applied to Domain 1 and similarly the bubble radius
rB is found using maxop2 applied to Domain 2. As mentioned before, this approach
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assumes that the domain remains approximately circular throughout the simulation
as it only uses three points in the formula. Comparing the measurements reveals
that the maximum relative error between the z and r operations is 0.0209% for the
droplet radius and 0.0313% for the bubble radius, with the averages slightly under
that at 0.0145% and 0.0256% respectively. These low differences between the mea-
surements show that the assumption is valid and so this method was used to record
the values of radii from the COMSOL solution. Another method that was trialled
involved using the curvature evaluation but that was found to be inconsistent with
the moving mesh module.
Other dimensions shown in Figure 4.4 are also calculated using the maxop function-
ality. The centre points of the domains cD and cB are found using
c =
maxop(z, z) + maxop(−z, z)
2
(4.16)
on their respective domains. The thickness of the liquid domain at the top and the
bottom of the system given by ht and hb are evaluated with the formulae
ht = maxop1(z, z)− maxop2(z, z) (4.17)
hb = maxop1(−z, z)− maxop2(−z, z) (4.18)
noting that maxop1 refers to Domain 1 and maxop2 refers to Domain 2. The ratio





and indicates how evenly distributed the liquid phase is distributed around the
droplet.
4.3 Results & Discussion
4.3.1 ODE Comparisons
In expanding the simulation to 2D, the growth of the bubble is best visualised using a
surface plot, such as those shown in Figure 4.5 for a concentric bubble. This figure is
generated by plotting velocity profiles at discrete times of the solution to show how
the velocity changes over time. At the beginning of growth there is a sharp velocity
gradient and acceleration around the bubble when growth is fastest. As the bubble
expands, the overall magnitude reduces, but the outer region of the liquid phase
also starts to expand with the gradient decreasing over time. Within the bubble,
the expansion seems not to cause a resultant velocity profile, possibly due to the
molecules of nitrogen expanding uniformly as more mass enters the domain at the
boundary, though it may also be due to the effect being too small to notice when
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FIGURE 4.5: Surface plots of velocity magnitude for concentric bubble
growth at times of 1 µs, 10 µs, 50 µs, and 100 µs respectively.
scaled with the liquid domain. In the profile at 50 µs and 100 µs some numerical
artifacts appear around the axis of symmetry near the poles. While the presence
of these artifacts may impact the solution adversely, further refining the mesh to
eliminate them only results in the solution failing to converge so they cannot be
removed entirely.
In the initial model it was assumed that conservation of mass caused the droplet ra-
dius to be implicitly linked to its initial size and the bubble radius. Figure 4.6 shows
plots of this relationship calculated with the expression applied to the probed value
of bubble radius and with the probed value of droplet radius. Inspecting the plot
reveals that the two methods of obtaining the droplet radius are markedly similar,
giving confidence to the prior assumption when applied to the ODE.
The probed bubble radius was plotted against the ODE solutions from Table 4.1 re-
sulting in Figure 4.7. As the COMSOL simulation required increasing the size of the
initial bubble from the ODE values, the ODE was evaluated again from the same
starting conditions as the COMSOL model. It can be seen in this figure that the pro-
file of bubble radius between COMSOL and the ODE is similar despite a shift up in
value of the COMSOL solution that decreases as time continues, eventually yield-
ing the same final radius. The behaviour of the ODE at different initial conditions
is interesting as it does not follow the COMSOL solution, instead converging to the
better initialised ODE solution at around 30 µs.
Comparing these different methods also requires evaluating the pressure profiles as
the primary forcing term on bubble growth. These plots are shown in Figure 4.8. A
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rD = (rB3 + rD,03)
1
3
FIGURE 4.6: Plot of the probed droplet radius compared with that
calculated from conservation of mass
















ode15s, rB,0 = 2 µm
ode15s, rB,0 = 0.05 µm
COMSOL, rB,0 = 2 µm
Initial droplet radius
FIGURE 4.7: Plot of radius over time from COMSOL compared with
ode15s for concentric cases with different initial conditions.
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ode15s, rB,0 = 2 µm
ode15s, rB,0 = 0.05 µm
COMSOL, rB,0 = 2 µm
FIGURE 4.8: Plot of pressure over time from COMSOL compared
with ode15s for concentric cases with different starting radii
similar relationship as the radius plots can be observed with convergence between
different ODE initial conditions. However for COMSOL it can now be seen that the
pressure converges with the ODE solution as well, albeit at a slower rate than for the
two ODE profiles. This may indicate that the radius plot would also tend towards
the same result given more time.
Both of these figures show a clear correlation between the ODE and COMSOL so-
lutions. With the governing equation being highly non-linear it is unsurprising that
changing the initial conditions would have a large impact on the result, but as they
all appear to converge it gives more confidence in the simplified form of the ODE
and that the assumptions made are valid.
4.3.2 Off-Centre Nucleation
Modelling the droplet as 2D axisymmetric also extends to simulating eccentric bub-
ble nucleation for examining how that may affect bubble growth. Figure 4.9 shows
surface plots of velocity magnitude at the end of the time period for different initial
offsets compared to the concentric case. From these images a clear trend can be ob-
served where the area of the liquid phase at the top of the droplet experiences the
largest velocity, with the area becoming more focused and spiking to higher levels
as the offset is increased. The eccentric nucleation also exhibits an induced velocity
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FIGURE 4.9: Surface plots of velocity magnitude at 100 µs for initial
offsets of ζ equal to 0.0, 0.1, 0.2, and 0.3 respectively
profile in the bubble whereas in the concentric case the bubble was static. This is
presumably a result of the imbalanced velocity in the liquid domain where as the
top portion expands more rapidly the bubble must move to fill the void left by the
advancing liquid.
Bubble radius for all the different offsets was graphed against time in Figure 4.10
to see if the asymmetry of the liquid surrounding the bubble had any impact on the
bubble dynamics. From the ODE, it is expected that a reduced thickness of the liquid
phase would impede the bubble growth less, causing the growth rate to increase as
seen in Figure 4.9. With larger initial offsets, the average liquid phase thickness
around the bubble is reduced and so in theory the more eccentric bubbles may grow
faster. The resulting figure instead shows little variance between different offsets
with most of the series being visually indistinct but with η = 0.0 and η = 0.05 being
slightly lower.
An issue that arises from the moving mesh simulation is that as the bubble expands
the mesh in the liquid phase compresses which can affect mesh quality in later time
steps. In Figure 4.11, surfaces of the mesh skewness for different initial offsets are
shown at the end of each simulation. This skewness is a measure of how the cells of
elements in the mesh compare to regular shapes with equal interior angles, where
a skewness of one corresponds to a regular shape. When the mesh becomes more
skewed it can cause problems with accuracy and convergence, especially if inverted
cells are generated under high deformations. From the figure, there appears to be
good mesh quality for the concentric case in the majority of the domain, but as the
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lb = 0.00 rD,0
lb = 0.05 rD,0
lb = 0.10 rD,0
lb = 0.15 rD,0
lb = 0.20 rD,0
lb = 0.25 rD,0
lb = 0.30 rD,0
FIGURE 4.10: Plot of bubble radius over time from COMSOL for dif-
ferent initial offsets
nucleation site becomes more concentric, the mesh quality reduces noticeably. This
effect is most distinct in the liquid phase domain at the top of the bubble as the asym-
metric growth in the liquid phase causes the domain to twist, severely deforming the
mesh. Due to the impact mesh quality has on convergence, this may be the cause of
failure to resolve higher offsets if the observed trend from the figure continues.
Another aspect of the bubble dynamics to be investigated was the hypothesis that an
offset bubble may migrate inward to self centre as a result of some induced pressure
profile in the liquid. To track this effect, probes were used to evaluate the location
of the centre for the bubble and droplet and then used to calculate ζ according to
Equation (4.14) where lB is the difference between the two centre points. The centre
ratio was plotted over time in Figure 4.12 for all the offset simulations. In this graph
it can be seen that the centre ratio does tend to decrease over time, with a sharper
gradient observed for larger initial offsets. Generally though, the magnitude is not
significant enough to reach a near concentric case in a typical time period as the
bubble would burst before reaching that state.
The centre ratio is not the only variable to indicate how concentric the bubble is. As
an additional measure, the thicknesses of the liquid phase at the top and bottom of
the bubble are compared using the ratio γ obtained from Equation (4.19). Plots of
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FIGURE 4.11: Plots of mesh quality at 100 µs for initial offsets of ζ
equal to 0, 0.1, 0.2, and 0.3 respectively


















lb = 0.00 rD,0
lb = 0.05 rD,0
lb = 0.10 rD,0
lb = 0.15 rD,0
lb = 0.20 rD,0
lb = 0.25 rD,0
lb = 0.30 rD,0
FIGURE 4.12: Plots of the ratio of distance between bubble and
droplet centres to initial droplet radius
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lb = 0.00 rD,0
lb = 0.05 rD,0
lb = 0.10 rD,0
lb = 0.15 rD,0
lb = 0.20 rD,0
lb = 0.25 rD,0
lb = 0.30 rD,0
FIGURE 4.13: Plots of the ratio of thickness of the liquid phase be-
tween the thickest and thinnest sections.
this ratio over time are displayed in Figure 4.13. For a concentric bubble the thick-
ness ratio should stay at γ = 1 which indicates that the liquid phase thickness is
uniform around θ. In this figure, all the offset series are observed to be increasing
over time while the concentric series stays constant as expected. For the highest
offsets the trend appears to be exponential and increases at a much faster rate than
previous offsets. These results compare favourably with the 2D velocity surfaces
in Figure 4.9 as the large discrepancy between the thickness in liquid phase is very
noticeable in the image for η = 0.3. This effect runs counter to the trend of the
centre ratio decreasing over time as it instead indicates that the bubble is not be-
coming more concentric. While there is clearly a movement of the bubble relative to
the droplet, its magnitude is too low to move the system towards a concentric state,
instead resulting in a squeeze on the liquid phase at the thin boundary.
4.4 Conclusion
Modelling the bubble growth in a droplet with multiple dimensions in COMSOL
was used for comparisons with the ODE model, and to investigate the effect of ec-
centric bubble nucleation. With a 2D axisymmetric component and the Two Phase
Flow Moving Mesh module, the system was simulated with initial conditions match-
ing an ODE test case solved using MATLAB. Results of bubble radius and pressure
from the 2D solution were plotted against those from the ODE and showed that both
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methods converged to the same profile. Applying the same initial conditions from
the 2D case to the ODE gave a profile that converged to the standard ODE solu-
tion faster than the 2D case but with noticeable oscillatory behaviour. This is due
to the Navier-Stokes equations which govern both models being highly non-linear
and making the system very dependent on the initial conditions. In addition, this
model was used to test the assumption that mass in the liquid phase is conserved
and that both the droplet and bubble remain circular. Plotting the conservation of
mass expression alongside the probed value of droplet radius showed that they both
give the same result. Probes used for calculating the respective domain radii also re-
vealed that with such high surface tension the assumption of circularity in the the
ODE was reasonable.
Following this work, the eccentric bubble growth was modelled by shifting the bub-
ble nucleation up the axis of symmetry by a range of offset lengths. This came with
computational challenges as the dynamics of the system coupled with the moving
mesh caused the overall element quality to go down. Despite some larger offsets
having convergence issue, it was found that the growth of the bubble was mostly
unaffected by the asymmetry in the liquid phase. There was also some movement
of the bubble towards the centre of the droplet which increased with offset lengths.
This was however countered by more severe compression of the liquid phase at the





Interfacial and Diffusive Transport
5.1 Introduction
In Wainwright et al. (2019) the proposed mechanisms for bubble growth involves
the diffusion of monatomic nitrogen through solution to the bubble interface, where
it is adsorbed and then desorbed through the boundary. This process is thought to
be rate limited by one of these mechanisms, such that the total rate of accumulation
for nitrogen in the bubble is dependent on whichever mechanism is slower. Differ-
ent expressions for calculating the rates of molar accumulation were generated and
compared with data from the experimental recordings. The aim of this chapter is
to assess which of the proposed mechanisms best fits the observed events in radius
profile and whether the parameter values required are reasonable physically.
5.2 Methods
A more detailed investigation requires looking at the concentration profile through-
out the liquid phase. Diffusion of chemical species in the liquid phase follows Fick’s














where c is the concentration of nitrogen in the liquid phase in mol m−3 and D is the
diffusion coefficient for nitrogen in the Al:Zr:O:N solution with units of m2 s−1. This














Coupling this partial differential equation with the bubble growth ODE becomes
simpler when applying a coordinate transform. This makes the spatial discretisation
a constant interval instead of moving boundary points. To achieve an interval of zero










FIGURE 5.1: Spatial domain of liquid phase for solving Fick’s Second
Law with boundary conditions












These equations can be rearranged to substitute into the original diffusion equation
such that
r = η (rD − rB) + rB (5.5)
and the gradient of concentration with respect to radius is expressed in terms of the









The governing equation can be changed to the new coordinate system by substitut-

















The domain used for this problem is one dimensional and ranges from the bubble
interface at r = rB to the droplet surface at r = rD. The boundary condition for
the outer droplet radius was defined as a Neumann condition of zero flux. This
comes from the assumption that no nitrogen from the atmosphere is absorbed into
the droplet during bubble growth and all nitrogen in solution only leaves through
the bubble interface.
An illustration of the computational domain is provided in Figure 5.1. In this di-
agram, Jn is the flux of nitrogen from the liquid phase entering the bubble which
couples with the bubble growth ODE from Equation (2.9), whereby the number of
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Jn4πrB2dt + n0 (5.8)
The flux is calculated from the concentration in the liquid phase which varies de-
pending on the boundary condition chosen. For the bubble interface, a number of
different conditions were trialled and compared with one another. Firstly, a Dirichlet
condition of zero concentration at the bubble interface was used where
c(η = 0) = 0 mol m−3 (5.9)
which arises from an assumption that the rate of adsorption across the interface is so
much higher than the flux through the liquid phase that all molecules that reach the
interface are immediately adsorbed, and as such require that growth is rate limited
by diffusion. As a result, the flux of nitrogen into the bubble is calculated using the









The second condition was a Robin boundary where flux is proportional to the dif-








= h (c(η = 0)− cB) (5.11)
and so with the definition from Equation (5.10) gives
Jn = h (c(η = 0)− cB) (5.12)
where h is the mass transfer coefficient of adsorption across the bubble interface with




this way, the approach combines the different mechanisms and links them together,
allowing the relative effect of each process on the system to be altered by adjusting
the different coefficients.
Finally, a Neumann condition was applied to match the flux from the event analysis
to see how the concentration profile evolves when using the scheme best fitting the
experimental data. Applying this to Event 1 for the linearly proportional radius












so that when substituted into Equation (5.8) results in the same flux as the events,
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however with the difference that it is integrated over time instead of being multi-
plied by the time elapsed as was previously done in Equation (2.15). While this
discrepancy needs to be accounted for, the boundary condition shows the evolution
of concentration for bubble growth for a defined flux. This was done to serve as
a comparison for the solutions from other boundary conditions against what best
agrees with experiments.
Solving this problem requires the use of the Crank-Nicolson method as it is an effi-
cient way to solve the diffusion equation. As a mix of the Backward and Forward
Euler approximations it uses values from the new and previous time step, making
it an implicit solver. Applying finite difference discretisations to Equation (5.7) ac-










































where the i subscript indicates the spatial node for i = 1, 2, . . . , n with n being the
total number of nodes and where i = 1 at η = 0 and i = n at η = 1. With a uniform






and for the temporal index of j starting with t = 0 at j = 1 the change of time is
calculated using
∆t = tj+1 − tj (5.16)
To solve for the concentration profile Equation (5.14) is rearranged into matrix form
with terms of the j + 1 concentrations on the L.H.S and terms of j on the R.H.S.
Firstly, the following coefficient substitutions are made for
λ1 =
D∆t





2∆η (η (rD − rB) + rB) (rD − rB)
(5.18)
which allows the rearranged equation to simplify to
(−λ1 + λ2) c
j+1
i−1 + (1 + 2λ1) c
j+1
i + (−λ1 − λ2) c
j+1
i+1
= (λ1 − λ2) c
j
i−1 + (1− 2λ1) c
j
















which results in a substitution of ci+1 = ci−1 into the discretised PDE of Equation
(5.19) for the node on the boundary where i = n to obtain the boundary equation of
− 2λ1c
j+1




n−1 + (1− 2λ1) c
j
n (5.22)






= h (ci − cB) (5.23)
and so when applied to the bubble interface where i = 1 this rearranges to
c0 = c2 −
2h∆η (rD − rB)
D
(c1 − cB) (5.24)








η(rD − rB) + rB
(5.25)
which then substitutes into the full discretised equation to give the other boundary
equation of




















and as before results in the boundary equation of the form











(λ1 − λ2) (5.28)
The Dirichlet condition when discretised at the boundary simply becomes
c1 = 0 (5.29)
which is then the entire equation applied to the boundary node.
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With all the necessary equations derived, the system can be solved by converting to
a matrix form of
A~c =~b (5.30)
where A is an n× n matrix that contains the coefficients of the c terms in the ith row
for the equation at the corresponding node and all entries outside the tri-diagonal
lines are zero. With the Robin condition on the first row and zero flux Neumann on
the last this gives
A =

1 + 2λ1 + λ3 −2λ1 0 · · ·
−λ1 + λ2 1 + 2λ1 −λ1 − λ2 0 · · ·
. . . . . . . . .
· · · 0 −λ1 + λ2 1 + 2λ1 −λ1 − λ2
· · · 0 −2λ1 1 + 2λ1

The~c array is simply an n× 1 vector containing the values of concentration at the ith








And finally the~b array contains all the terms on the right hand side of the discretised
equations consisting of forcing terms and sums of concentrations at the previous
time step so with the Robin condition results in the array
~b =

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The whole system was solved by iterating the solution of ~c = A\~b over time from
t=0 µs to t = tmax in steps of 0.01 µs with tmax = 25 µs. The spatial domain was split
into n = 1001 equally spaced nodes as a compromise between providing sufficient
detail and minimising computation time. Lower numbers of nodes were too coarse
to accurately calculate the concentration profile whereas increased nodes lead to pro-
hibitively long solution times. Within each iteration, the Crank-Nicolson method
was applied first and from the new values of concentration the amount of nitrogen
in the bubble was calculated with Equation (5.8) through numeric integration and
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Bubble radius, n =
∫ t
0 1.7Ṅ1rBdt + n0




FIGURE 5.2: Bubble radius profile for the Neumann boundary condi-
tion compared to data from Event 1.
input to ode15s, solving the bubble growth ODE for the period from tj to tj+1 where
the initial values used were rB and q at t = tj. Then the new values of rB and q are
saved for t = tj+1 and the iteration progresses to the next time step. By performing
the iterations this way, the coupled solution is generated implicitly as growth is de-
termined by concentration values from the next time step which has the benefit of
increasing the area of stability for the solution. Even so, the time step must be kept
small enough to avoid large jumps in output that may result in convergence issues.
For each boundary case, the values of initial concentration, diffusion coefficient, and
mass transfer coefficient were found manually to try and obtain the nearest agree-
ment with experimental results from Event 1.
5.3 Results & Discussion
By specifying the flux for the Neumann condition as Jn = Ṅ1rBAB , plots of bubble
radius and concentration were generated and are shown in Figures 5.2 and 5.3 re-
spectively. Data points from Event 1 are plotted alongside radius, as well as the
scheme for Ṅ1. By integrating the term of Ṅ1rB, the magnitude of growth is reduced.
This is compensated by multiplying this value by a factor of 1.7 which was found
by comparing the result of integrating Ṅ1rB with the number of moles calculated
using Equation (2.15) for the first order scheme. It can be seen in the figure that the
two profiles of radius are extremely close after this correction, indicating that the
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FIGURE 5.3: Concentration profiles for the Neumann boundary con-
dition over time.
The concentration profiles were calculated from an initial concentration of c0 = 250 mol m−3
and with a diffusion coefficient of D = 1× 10−7 m2 s−1. In the figure, these profiles
were plotted for every 125 time steps for clarity. This shows a large initial flux over
the boundary that reduces as time progresses which is counteracted by the area of
the bubble increasing, so that the total rate of nitrogen flowing into the bubble re-
mains linearly proportional to bubble radius. As the bubble and droplet expands,
the domain for diffusion shrinks. The smaller domain causes more rapid changes in
concentration as the gradients in η have a factor of 1rD−rB . This is presented by the
overall difference in concentration between the interface getting smaller and more
evenly distributed, as compared to the sharp dip in the first time step.
Moving to the Dirchlet boundary condition of c0 = 0, the solutions for bubble
growth and concentration are now linked. Figure 5.4 shows a plot of the result-
ing bubble radius again compared with data from Event 1, including the linearly
proportional molar flow scheme. This solution was computed with a value of c0 =
250 mol m−3 like the Neumann case, but with a reduced diffusion coefficient of D =
0.4× 10−7 m2 s−1. The radius profile shown has limited agreement with the data as
it features an increasing growth rate for these values.
Concentration profiles for the Dirichlet condition are shown in Figure 5.5. With the
concentration at the boundary constrained to zero there is no increasing concentra-
tion like for the Neumann condition. The flux into the bubble as calculated through
the gradient at the boundary which is decreasing over time, however not to the same
extent as the Neumann profiles which is causing the growth rate of the bubble to rise
over time.
5.3. Results & Discussion 59
















Bubble radius, n =
∫ t
0 Jn ABdt + n0




FIGURE 5.4: Bubble radius profile for the Dirichlet boundary condi-
tion compared to data from Event 1.






















FIGURE 5.5: Concentration profiles for the Dirichlet boundary condi-
tion over time.
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Bubble radius, n =
∫
Jn ABdt + n0




FIGURE 5.6: Bubble radius profile for the Dirichlet boundary condi-
tion compared to data from Event 1 with increased diffusion and less
initial concentration.
By increasing the diffusion coefficient to D = 8× 10−7 m2 s−1 and lowering initial
concentration to c0 = 55 mol m−3, the Dirichlet system was solved to produce the
bubble radius for Figure 5.6 and concentration profiles for Figure 5.7. These values
give a radius plot that lies within uncertainty limits for all data points. Despite this,
the profile appears strange as the radius is increasing until just before the last data
point where it appears to level off. Inspecting the concentration plot reveals that at
the later time steps the liquid phase has been severely depleted of nitrogen, resulting
in a much lower flux to the bubble.
Compared to the other plot of concentration for the Dirichlet condition, these profiles
have a wider variance in gradients which enables the solution to tend toward the
data points. As the concentration goes to zero however, there is no longer any more
impetus on the bubble to grow after the last time step. For the event, the reaction
does not stop after the last frame, but continues to grow before breaking apart. As
a result, it does not seem likely that the Dirichlet condition is suitable for modelling
diffusion as it does not allow for further growth toward microexplosion outside the
three frames of data.
The system was then solved with a Robin condition with values of c0 = 250 mol m−3
and D = 2× 10−7 m2 s−1, but now with the addition of the adsorption transfer co-
efficient with a value of h = 0.2 m s−1. The solution for bubble radius in this case is
plotted in Figure 5.8 which shows the gradient of the radius increasing over time.
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FIGURE 5.7: Concentration profiles for the Dirichlet boundary condi-
tion over time with increased diffusion and less initial concentration.

















Bubble radius, n =
∫ t
0 Jn ABdt + n0




FIGURE 5.8: Bubble radius profile for the Robin boundary condition
compared to data from Event 1.
This does not provide a strong fit with data as the rate of increase is higher than the
first Dirichlet case.
Inspecting Figure 5.9, which shows concentration profiles for the Robin condition,
reveals that the gradient at the bubble interface is reducing too slowly. Compared
with the Neumann concentration, it also does not feature a rise of concentration at
the interface where the flow into the bubble becomes less than flow from diffusion in
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FIGURE 5.9: Concentration profiles for the Robin boundary condition
over time.
the rest of the liquid, instead appearing more similar to the Dirichlet profiles. Look-
ing at the boundary condition itself, the flux is calculated as the difference between
concentration at the interface and in the bubble. The bubble concentration is decreas-
ing over time as the volume increases faster than the amount of nitrogen, meaning
the concentration at the interface has to decrease as well to correspond with the flux
reducing.
For this expression of flux, the Robin condition does not adequately match the data
despite having more potential to be similar to the Neumann solution than the Dirich-
let condition. Future work would involve exploring other functions for flux of
Jn = f (c, rB, t) that result in a scheme matching the Neumann solution. One pos-
sibility could be to use the absolute difference in moles rather than concentration, or
using values from the bulk of the liquid rather than just at the interface. The act of
coupling bubble growth with diffusion makes finding the right expression challeng-
ing as opposed to the Neumann condition where the flux is defined independently
from concentration, the coupled solution can result in feedback loops of growth that
cause oscillations or erratic changes in flux.
Another possible approach is to explore formulations of interface adsorption in more
detail. The mathematical expressions for the transport across the interface are sim-
plistic and fail to account for factors such as size and time which may affect the flux
across the interface. Using the underlying knowledge from the physics may aid in
obtaining a Robin condition with stronger agreement with the event analysis.
The diffusion coefficient of nitrogen in the Al:Zr:O:N solution is not known explic-
itly and is chosen to fit the solution to the data. While it has not been calculated
5.4. Conclusion 63
experimentally, other researchers have derived diffusion coefficients such as Inouye
et al. (1973), Yang et al. (2014), and Sacris and Parlee (1970). In these papers values of
the coefficient range from D = 0.82× 10−9 m2 s−1 for nitrogen in liquid iron to D =
4.134× 10−6 m2 s−1 for hydrogen in liquid silver. These values show that diffusion
in these simulations has been chosen within a similar range as to what would be
expected for nitrogen in the Al:Zr:O:N solution of this system.
With the assumption that there is no flux of nitrogen into the liquid phase, the initial
concentration must be sufficient to grow the bubble to the point of microexplosion.
From the Neumann simulation, the initial concentration of 250 mol m−3 corresponds
to an amount of 3.5332×10−12 mol of nitrogen in the liquid phase. At the final time
step, there is 6.9823×10−13 mol within the bubble corresponding to 19.8% of the ini-
tial amount in the solution. This amount therefore provides a sufficient supply of
nitrogen to continue growing the bubble towards a microexplosion. For the Al:Zr
composite at 1:1 atomic ratio, the metal atoms have an average molar volume of
12 m3 mol−1 which divides the volume liquid to give the moles of metal in solu-
tion as 1.1781×10−9 mol. This means that the initial amount of nitrogen in solution
would be 0.3% of the total amount of atomic matter, neglecting the presence of oxy-
gen and assuming the nitrogen does not displace any of the metal atoms from the
liquid phase. This corresponds to around 0.07 wt.% of nitrogen. In Paek et al. (2013)
nitrogen was observed in iron alloys as high as 0.0933 wt.% at a lower temperature.
This indicates that achieving a sufficient level of nitrogen in the liquid is reasonable
despite the true solubility of nitrogen in the Al:Zr alloy solution being unknown .
5.4 Conclusion
This chapter explores the behaviour of the chemical species in the liquid phase of
the droplet and how they interact with the bubble growth dynamics. To do this the
domain was modelled with Fick’s second law of diffusion applied to concentration
of nitrogen in the solution. The resulting partial differential equation was adjusted
with a coordinate transform so it could be coupled with the bubble growth ODE.
From there different boundary conditions were applied at the bubble interface to
see which condition resulted in a bubble radius profile that fitted with data points
from the experiments. Of the different conditions applied, the Robin and Dirichlet
conditions used the values of concentration at the boundary to calculate flux into
the bubble. The Neumann condition instead calculated the reaction of the concen-
tration to an independent flux expression that was evaluated in the bubble event
analysis for Event 1. While the Dirichlet condition parameters could be found to fit
within uncertainty limits on the data, neither it nor the proposed Robin condition
were found to be accurately describing the flow of nitrogen into the bubble due to
high errors, or with a non-physical concentration. With the Neumann condition and
an estimated value of diffusion coefficient, the resulting concentration profiles were
found to require a minimum of 250 mol m−3 initial concentration for the bubble to
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grow to match Event 1 data. This result is a reasonable limit as it corresponds to
around 0.3% by atom of the initial solution, and so is theoretically a likely situation




This thesis contains the investigation and simulation of bubble growth within burn-
ing metal droplets that lead to microexplosions. Metal powders are commonly used
as an energetic additive to combustion processes where microexplosions may allow
for more desirable burn characteristics. To better understand this process, the system
was modelled for a 1:1 atomic ratio Al:Zr powder in one dimension with an axisym-
metric assumption, allowing the governing r-component of the Navier-Stokes equa-
tions to be reduced to an ordinary differential equation with the bubble radius as the
dependent variable. The resultant ODE is of second order and so was decomposed
into two first order ODEs to allow it to be solved using numerical methods. Growth
of the bubble was theorised to be caused by nitrogen coming out of the Al:Zr:O:N
solution as it was displaced by the more stable oxygen from atmosphere and then
desorbing into the bubble. As a first step, the growth was driven by pressure in
the bubble calculated from the ideal gas law with different expressions of n(t), the
number of moles of nitrogen in the bubble. It was found that the system was non-
linear and stiff for certain parameter values, however within the expected range of
variables the solver employed did not make a significant difference. Using the MAT-
LAB inbuilt function ode45, an explicit Runge-Kutta method with Dormand-Prince
coefficients, the sensitivity of the system to parameters of surface tension, viscosity,
temperature, and growth rate was evaluated and plotted to show the relative impact
of each one. With little known about exact values for the solution, these parameters
were estimated within a reasonable tolerance from knowledge of other similar ma-
terials and the pure elements, though it was found that surface tension and molar
flow rate had the most influence on bubble growth.
With the model developed, it was then applied to experimental data recorded by
Wainwright et al. (2019). Growth events were found in footage recorded with a high
speed camera focused on a scintillator board that picked up images of the burn-
ing Al:Zr particles from x-ray beams with phase contrast imaging. The footage was
recorded at 90,000 fps with a spatial resolution of 2 µm per pixel and a total area
of 768 µm × 768 µm. Despite the high frame rate, the number of growth events ob-
served that fit prior assumptions of the model and had a sufficient number of frames
showing the bubble was limited to three occurrences. Of these events, two were of
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rapid growth that resulted in microexplosions and the other was slow growth to
a hollow shelled particle. The bubble radius was plotted for each event per frame
along with a simulation from the model for each of the proposed schemes for molar
flow into the bubble. Within limits of uncertainty on the measurements, it was found
that the molar flow scheme that was first order proportional to bubble radius had the
best agreement with the data and so was selected as the representative expression
for nitrogen in the bubble. While parameter values for growth rate and nucleation
time were found using trial and error, further analysis showed that changing other
variables in the system would counter any error presented by using a wrong value.
The system was then modelled in two dimensions using COMSOL Multiphysics.
Solutions of a 2D axisymmetric component with the laminar flow module and a
moving mesh were consistent with those from the one dimension case, though with
a discrepancy caused by changing the initial conditions which was expected for the
nonlinear governing equations. Additionally, the 2D model was simulated for a
range of offset bubble nucleations which found that bubble growth was not affected,
but convergence started to fail sooner as the liquid phase was compressed on the
near side of the nucleation. With the moving mesh, this compression caused the
mesh to become heavily skewed, though this may also indicate that the droplet was
about to burst as the liquid phase became too thin. While it was thought that the
bubble would migrate to the centre of the droplet it was found to be negligible,
especially when compared to the difference between the top and bottom of the liquid
phase.
Finally the concentration of nitrogen in liquid phase was modelled using Fick’s sec-
ond law to see how the growth of the bubble affects the concentration profile. The
PDE was solved using the Crank-Nicolson method for a number of different bound-
ary conditions, with a coordinate transform coupling it with the bubble growth ODE.
From these conditions, the two where flux is dependent on the concentration were
not in agreement with the event analysis. Instead by applying a Neumann condition
where the flux is explicitly defined as linearly proportional to radius, the minimum
concentration required to fit the event was found to be around 0.3% of the initial
atomic make up in the droplet. While the solubility of nitrogen in the liquid metal
composite is unknown, this value appears reasonable as it is around 0.07 wt.% which
is lower than levels observed in other liquid metals.
Further study into the topic could focus on finding an expression for flux at the
boundary that depends on concentration and fits with the experimental results. With
the current boundary conditions, the only factors considered were of concentration
at the interface and in the bubble, though it is possible that flux may be determined
by a more complex equation based on adsorption rates. Another aspect to look into
further is the use of gradient descent algorithms to better obtain parameter values
that minimise residual errors between data points and the solution. This would
provide a more thorough method for determining unknowns that could allow for
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precise values for different variables given enough data from footage and known
fluid properties, though this would require improved experiments that could in-
crease both temporal and spatial resolutions. Ultimately, the work presented in this
thesis provides new insights toward understanding dynamics and chemical trans-
port in burning metal droplets. From this point, there is the possibility of continuing
this work in order to predict the probability of given particles undergoing microex-
plosion, and allow for the designing of new composite powders that optimise burn
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