Abstract. Given a collection C of weighted subsets of a ground set E, the set cover problem is to find a minimum weight subset of C which covers all elements of E. We study a strategic game defined upon this classical optimization problem. Every element of E is a player which chooses one set of C where it appears. Following a public tax function, every player is charged a fraction of the weight of the set that it has selected. Our motivation is to design a tax function having the following features: it can be implemented in a distributed manner, existence of an equilibrium is guaranteed and the social cost for these equilibria is minimized.
Introduction
We study a strategic game where each player should choose a facility from a set of facilities available to him. Each facility has a cost and each player must pay a tax for the facility that he has selected. This tax is a fraction of the facility's cost, and it decreases when the number of players who select the facility increases. This game is a model for many applications: facilities are services and every player is a client who selects the cheapest service.
The social cost is defined as the total cost of the facilities selected by at least one player, no matter how much the players pay. As a motivation, the cost of a facility can be an environmental cost and taxes can be a right to pollute. Then the environmental impact of the players' choice is much more important than the amount of money they pay.
In the game, no central authority can control the player's choice and minimize the social cost. Instead the players are self-interested, they all choose the facility that induces the lowest tax. We deal with the case where taxes are locally defined on the facilities (independently on the players' choices for other facilities) so it can be implemented in a completely distributed manner. Local tax functions induce a game among the players. The question posed in this article is "Which local tax function minimizes the social cost?". Assuming that the game's outcome is an equilibrium, we study the price of anarchy (PoA in short) which is the worst case ratio between the social cost of a equilibrium, and the optimal social cost [1] . In particular we consider pure strategy Nash equilibria and its robust refinements to strong equilibria and k−strong equilibria.
We first study a tax function where the cost of a facility is evenly shared by the players who select it. It is fair (the users of the a facility are treated equally) and budget balanced (the taxes cover the total cost). Next we investigate local tax functions which are fair, non-negative and monotone non-increasing in the number of players who select it. Any local tax function of this kind encourages the sharing of the facilities and it guarantees the existence of a pure strategy strong equilibrium.
Definitions, related work and summary of results
Set Cover. The situation described in introduction is usually modeled as a set cover problem. Given a set E = {e 1 , . . . , e n } of n elements, a collection S = {S 1 , . . . , S m } of m subsets of E such that m j=1 S j = E and a weight function w : S → R + , the problem is to find X ⊆ S such that every element in E belongs to at least one member of X and Sj ∈X w(S j ) is minimum. In the following we sometimes write w j (resp. s j ) to denote w(S j ) (resp. |S j |).
We study a set cover game defined upon the set cover problem. A facility j is associated with each set S j ∈ S. Each element e i ∈ E is controlled by a player i who wants e i to be covered by a set of S. The set of facilities {1, . . . , m} and the set of players {1, . . . , n} are respectively denoted by M and N . Each player i ∈ N has a strategy set Σ i defined as {j ∈ M : e i ∈ S j }. We denote by Σ = Σ 1 ×· · ·×Σ n the set of all states (or strategy profiles). The i-th coordinate of a ∈ Σ, denoted by a i , is the action of i (actions are singletons). The congestion (or load) of a facility j is the number of players who want their element to be covered by S j . It is denoted by ℓ j (a) and defined as |{i ∈ N : a i = j}|.
In the general tailored model, there is one function C which depends on locally available values: s j , w j and ℓ j (a) for a given state a. This function C is unique, public and used locally by every facility. C(s j , w j , ℓ j (a)) is the tax that every player who has selected j must pay. We assume that C exhibits economies of scale, i.e. C is a monotone non increasing function of ℓ j (a). In addition, C is non negative (players are not paid to select a facility). The goal in this model is to find a function that minimizes the social cost. If the taxes paid by the agents do not cover the cost of all selected facilities then we interpret it as the introduction of subsidies.
In the Fair balanced model, the cost of a facility is evenly shared by the players that chose this facility: C(s j , w j , ℓ j ) = w j /ℓ j . This function is a natural particular case of the tailored model. It corresponds to situations where we want a fair and budget balanced cost (the value of a state equals the sum payments of the agents, while this property does not necessary holds for other tax functions in the tailored model).
Finally, the tax that player i must pay under the state a is C(s ai , w ai , ℓ ai (a)) but we often write c i (a) instead.
Solutions, existence and ratios. Much of the research in computational game theory has focused on the Nash equilibrium (NE in short). It is a state in which no single player can deviate and benefit. A strong equilibrium (SE in short) is a state in which no coalition of players can deviate and benefit [2] . This refinement of the NE is then more robust. Given a ∈ Σ, i ′ ∈ N and j ′ ∈ Σ i ′ , (a | i ′ j ′ ) denotes the strategy profile where every player i ∈ N \ {i ′ } plays a i whereas i ′ plays j ′ . A pure strategy Nash equilibrium is a state a ∈ Σ where ∀i ∈ N , ∀j ∈ Σ i , c i (a) ≤ c i (a | i j). Pure means that every player chooses a strategy deterministically and since we only consider pure strategies, we often omit the adjective 'pure'.
Given N ′ ⊆ N and a, b ∈ Σ, (a | N ′ b) is the strategy profile where i plays a i (resp. i plays
A strong equilibrium is a state a ∈ Σ where there is no coalition
. A k-strong equilibrium is defined similarly for coalitions involving at most k players.
The set of Nash equilibria (resp. strong equilibria, k-strong equilibria) of a game Γ (the set cover game in our case) is denoted by N E(Γ ) (resp. SE(Γ ), kSE(Γ )).
A state is said optimal if it minimizes the social cost. The minimal social cost is denoted by OP T . We denote by N ASH (resp. ST RON G, kST RON G) the social cost of a given a Nash equilibrium (resp. strong equilibrium, k-strong equilibrium).
The price of anarchy (PoA) is a widely accepted performance measure of decentralized systems which relies on Nash equilibria [1] . It was generalized to k−strong equilibria and named the k-strong price of anarchy (k−SPoA in short) [3] . The k-SPoA is the worst case ratio between the weight of a pure k-strong equilibrium (assuming one exists) and the optimum, over all instances of a game. The PoA and the strong price of anarchy (SPoA in short) correspond to the cases k = 1 and k = n respectively.
Related work. The set cover game is a congestion game where strategies are singletons. Rosenthal [4] showed that every congestion game possesses a pure strategy NE. The existence of SE in congestion games was first studied by Holzman and Law-Yone [5] who focused on situations where congestion has a negative effect on the players' utility (monotone-decreasing congestion games). After that, Rozenfeld and Tennenholtz [6] completed the study for monotone-increasing congestion games where congestion has a positive effect on the players' utility. In particular they prove that monotone-increasing congestion games where strategies are singletons always has a pure strategy strong equilibrium. In addition, this SE can be computed efficiently. The set cover game under the tailored model is a monotone-increasing congestion game so it always possesses a SE.
In [7] , Anshelevich et al. study a connection game consisting of a network (an edge-weighted graph) and a pair (s i , t i ) of nodes for each player i. A player's strategy is a set of edges that form an s i -t i path. In the unweighted case (all players have the same importance), the cost of each selected edge is shared equally by its users, i.e. if k agents use an edge of cost w in their strategy then each of these agents pays a share of w/k. The set cover game under the fair balanced model is a particular case of Anshelevich et al.'s connection game if the network is as follows: we are given a supersource x, a node y j and an edge (x, y j ) of cost w j for each set S j , a node z i for each element e i and an edge (y j , z i ) of cost 0 iff e i ∈ S j . Each player i wants to connect x to z i . The PoA of Anshelevich et al.'s connection game is n (the number of players) and the price of stability (the ratio of the best Nash equilibrium relative to the social optimum) is H(n) = O(log n) [7] where
The connection game is also studied by Epstein et al. [8] who give topologic conditions for the existence of a strong equilibrium and bounds on the k-SPoA. In particular, when all players have the same source but not necessarily the same sink (single source), there is a strong equilibrium if the network is a series parallel graph [8] . This result applies for the "network" representation of the set cover game given above. For the k-strong price of anarchy of the connection game Epstein et al. prove that max{
Therefore the PoA is n and the SPoA is H(n).
In this paper we consider the fair balanced model like in [7, 8] but we also investigate general local taxes (tailored model). The goal is to find one that induces the best system's efficiency. In other words, we aim at mitigating the system's deterioration due to selfish and uncoordinated behavior. In this line, Christodoulou et al. introduced the notion of coordination mechanism [9] . Recently coordination mechanisms received a lot of attention, in particular for scheduling games.
Finally the set cover game under consideration in this paper is close to the model studied by Buchbinder et al. [10] . A central authority encourages the purchase of resources by offering subsidies that reduce their price: every player who has selected resource j pays (w j − σ j )/ℓ j where σ j is the subsidy associated with j.
Hence the fair balanced model corresponds to the case where σ j = 0 for all j. The main differences with our model are that the players are introduced sequentially by an adversarial scheduler and the total amount of subsidies offered is bounded by the amount of non refundable taxes collected when a player purchases a new set.
Summary of results. We study in Section 3 the k-SPoA of the set cover game in the fair balanced model. We prove that k-SPoA= H(k) − 1 + ∆ k where ∆ is the maximum size of a set. We deduce that PoA= ∆ and SPoA= H(∆). We also deduce that k-SPoA= H(k) − 1 + n k , PoA= n and SPoA= H(n) where n is the number of players. These bounds are tight. When k = 1 and k = n, they meet the previous results given in [7, 8] . However, when 1 < k < n, we get a more accurate value of the k-SPoA, i.e. H(k) − 1 + n k instead of the n k H(k) given by Epstein et al. [8] .
In Section 4, we study the tailored model. We first show that the PoA can reduce by more than 1/3 using a function that encourages players to choose big sets. On the other hand, we also show in this section strong lower bounds valid for any tax function. Bounds on the PoA obtained in the tailored model are of the same order as those obtained with the fair balanced model (see Table 1 for a summary of the results given in this article). Then local taxes cannot (in the model dealt with here) considerably reduce the social cost (compared to a fair and balanced division of the cost).
Finally the case of uniform weights is studied. We mainly prove a lower bound of n/4 and an almost matching upper bound of n/4+1/2+1/4n for the PoA. These bounds hold in the tailored model whereas PoA= n in the fair balanced model. Table 1 . Upper and lower bounds on the k-SPoA as a function of (left part) n and (right part) ∆ in the tailored model.
Due to space limitations, some proofs are omitted.
Fair balanced model
We give in Theorem 1 the k−SPoA of the set cover game. Note that w.l.o.g., we can assume that k ≤ ∆ since any coalition N ′ can be decomposed into coalitions N 
since c h(x,j0) ≥ c h(min{x0,k},j0) ≥ c h(x0,j0) . Now, let us consider the coalition N ′ = {h(x, j 0 ) : x = 1, . . . , min{x 0 , k}} ∩ {i ∈ N : a i = j 0 } (where a is the k-strong equilibrium). Obviously, |N ′ | ≤ k and we get N ′ = ∅ since otherwise {h(x, j 0 ) : x = 1, . . . , min{x 0 , k}} ⊆ S j0 and then, the cost of each player in {h(x, j 0 ) : x = 1, . . . , min{x 0 , k}} will be at most min{x0,k} . We deduce that the solution is not a k-strong equilibrium, contradiction.
Using (1) and the harmonic function H(p) := p i=1 1/i, we deduce that
holds for all j ∈ {1, . . . , m} since |S j | ≤ ∆. Let X ⊆ S be an optimal solution to the underlying set cover problem with value OP T = Sj ∈X w j . Summing up inequalities (3) for the sets in X, we obtain:
On the one hand kST RON G = i∈N c i ≤ Sj ∈X i∈Sj c i holds because X is feasible, i.e. each element e ∈ E is covered by at least one set in X. On the other hand, we get: Sj ∈X H(min{∆, k}) − 1 + From Theorem 1, we deduce that the PoA of the set cover game is ∆ (set k = 1) and the SPoA of the set cover game is H(∆) (set k = ∆).
As a corollary, since ∆ ≤ n, we get that the k-SPoA is at most H(k) − 1 + n k , and hence that the PoA is at most n and the SPoA at most H(n). These bounds are actually tight because ∆ = n in the example showing the lower bound in the proof of Theorem 1 (omitted for space reason). Corollary 1. For any k ∈ {1, . . . , n}, the k-SPoA of the set cover game is H(k) − 1 + n k .
Tailored model: finding the right taxes
The goal is to find a function C which minimizes the social cost. C is a non negative function monotone non increasing with ℓ j (a). Equilibria are defined with respect to the taxes paid by players but the social cost remains the total weight of the selected sets. In contrast with the fair balanced model, we do not impose that the taxes cover the whole cost.
Improvement on the PoA
We use a function where the players are encouraged to select large sets (function decreasing in s j = |S j |) with a lot of other players (function decreasing in ℓ j (a)).
We first show a lemma satisfied by these functions, and then study a particular class of functions that leads to interesting bounds (Lemma 2 and Theorem 2).
Fix a cost function and suppose that we have a NE strategy profile a (for this cost function). After a possible relabeling, we denote by Y = {S 1 , S 2 , · · · , S t } the set of sets chosen by at least one player with s 1 ≥ s 2 ≥ · · · ≥ s t . For the sake of clarity, suppose that a i = i for i ≤ t (i.e. player i chooses S i ). Lemma 1. Let c be a cost function which is decreasing in ℓ j (a). Then, for any i ∈ {1, 2, · · · , t}, s i ≤ n + 1 − i.
Proof. Suppose that there exists i such that s i ≥ n + 2 − i. Since s k are sorted in non increasing order, for any k ≤ i s k ≥ n + 2 − i. Then fix some j ≤ i. Let N ′ = {1, · · · , i} \ {j}. Since s j ≥ n + 2 − i, s j + |N ′ | ≥ n + 1 and consequently there exists a player k ∈ N ′ with e k ∈ S j . Then, since the profile is a NE, c k (a) ≤ c k (a| k j). Since c is decreasing in ℓ j (a), c k (a) < c j (a).
In the strategy profile a, for any j ≤ i there exists a k ≤ i such that c k (a) < c j (a). This is obviously impossible.
⊓ ⊔
We now study a particular class of local tax functions 
Proof. As previously, suppose that player i chooses S i (i ≤ t) and let λ(j) (for j ≤ t * ) be the set of players among {1, 2, · · · , t} which belong to S * j (λ(j) is possibly empty).
Since g is increasing, the cost c i (a) associated to player i verifies:
On the other hand, since the profile a is a Nash equilibrium (and since g is non negative), if e i belongs to the set S * j :
From Equations (4) and (5) we get:
where j is such that e i ∈ S * j . Summing up this inequality for all players i ∈ λ(j), we get:
Since s i ≤ n + 1 − i (thanks to Lemma 1), and since g(s i ) is non negative and increasing, we get:
Since the sets S * j cover all the elements, each player i belongs to at least one λ(j). Then, summing Inequality (6) for j ∈ {1, 2, · · · , t * }, we get using (7):
We are now able to find the PoA associated to the cost function under consideration. 
.
Proof. The upper bound is a straightforward consequence of Lemma 2. For the lower bound, consider the following instance with n players and p + 2 resources where S i = {i, i+ 1, · · · , n} for i = {1, 2, · · · , p + 1} and S 0 = {1, 2, · · · , p}. We set w p+1 = 0 and fix the weights in such a way that the strategy where player i ≤ p chooses S i (and player i > p chooses S p+1 ) is a NE. We fix for i = 1, 2, · · · , p:
which ensures that
In particular, the cost associated to player i is 1 if i ≤ p and 0 if i ≥ p+1. We set w(S 0 ) = g(p)+ǫg(1), ensuring that players have no incentive to deviate.
Then we have a NE of value (1)) while the solution consisting of taking only S 0 and S p+1 is a Set Cover of value g(p) + ǫg (1) . Then the PoA is such that:
where the last inequality holds since g is increasing.
Note that the lower bound would hold for any cost function wj g(sj )+h(ℓj ) where g and h are increasing functions. Now we derive from Theorem 2 a PoA smaller than n by choosing interesting functions g. Since g is non decreasing, we have:
If we choose g(i) = i α for some α > 0, we get:
Studying this expression, if we choose α = 1/2, then we get a PoA equivalent to βn (up to a factor 1 + ǫ) where β = 3− √ 3 √ 23 1/4 < 0.69. The best choice for α is actually α ≃ 0.643 which gives a PoA equivalent to γn (up to a factor 1+ǫ) where γ ≃ 0.660.
Lower bounds
We first deal with lower bounds which depend on ∆ (and k for k-SPoA). As shown in Section 3, with the fair division of the cost we get a PoA of
Here, we show that despite the quite important relaxation we consider (choosing the tax function), the social cost cannot be lowered down since no cost function can lead to a better k-SPoA.
Before giving lower bounds, we state a preliminary lemma (proof omitted). It follows that every non-increasing tax function inducing a bounded k−SPoA satisfies C(d, 0, d) ≤ C(s, w, ℓ) where 1 ≤ ℓ ≤ s and w > 0. Now we are ready to prove lower bounds. Proposition 1. Under the tailored model, and for any k ∈ {1, · · · , ∆}, the k− SPoA of the set cover game is at least
We consider an array of (∆ + 1) × (∆!) elements that we arrange in ∆ + 1 lines and ∆! columns. For q = 1, · · · , ∆!, a set S q contains the elements of column q from line 1 to line ∆. These sets are called vertical. For l = 1, · · · , k − 1, line l is partitioned into (∆!)/l sets of size l. For l = k, · · · , ∆, line l is partitioned into (∆!)/k sets of size k. Line ∆ + 1 is partitioned into (∆!)/∆ sets of size ∆. These sets are called horizontal. Actually, we complete each such horizontal set by adding (at random) elements from line ∆ + 1 in such a way that each horizontal set has size ∆. Hence, for sets from line l < k we add ∆−l elements, and for sets from line l, k ≤ l ≤ ∆, we add ∆−k elements. Vertical sets have weight one, and horizontal sets of line between 1 and ∆ have weight one, horizontal sets of line ∆ + 1 have weight 0.
Let us consider the state where every element of line ∆+1 decides to be covered by the horizontal set where it appears (of weight 0), while in the other lines every element decides to be covered by the (unique) horizontal set where it appears. Hence the cost incurred by an element of line l is C(∆, 1, l) for l < k, C(∆, 1, k) for k ≤ l ≤ ∆, and C(∆, 0, ∆) for l = ∆ + 1. As a consequence of Lemma 3, we can assume that the elements of a set of weight 0 choose this set. If r ≤ k elements move to the same vertical set then at least one of them does not benefit since the new cost is C(∆, 1, r) while the lowest previous cost, thanks to the fact that C is non increasing with ℓ j (a), was at most C(∆, 1, r). Then the state is a k-strong equilibrium. The optimum solution (made of all vertical sets plus the sets of weight 0) has weight ∆!, while the k-strong equilibrium we found has weight
For k = ∆ (and more generally for k ≥ ∆) this gives H(∆). For k = 1, it shows that the PoA is at least ∆.
Let us consider now lower bounds in terms of n (and k for k−SPoA). The instance given in Proposition 1 does not give a good lower bound since n is very big (the lower bound is H(k) for k ≤ ∆ but H(∆) for k ≥ ∆, which is not good since ∆ is very small with respect to n). In the following proposition, we show an almost tight lower bound of max
. Remember that the upper bound is H(k) − 1 + n k , which is of order of ln(n) if k ≥ n/ ln(n) (as the lower bound) and of order of n/k if k ≤ n/ ln(n) (as the lower bound)
1 . For k = 1, the lower bound is Proposition 2. Under the tailored model, and for any k ∈ {1, · · · , ∆}, the k− SPoA of the set cover game is at least max
Proof. Fix some n. To get the first lower bound, we adapt the instance given in Proposition 1 by trying to reduce the number of elements. Let t be the largest integer such that t 2 ≤ n. We consider a square of t times t elements, and n − t 2 extra elements. We consider t vertical sets (the columns of the square) of weight 1, and in line i t i disjoint sets of size i. We add to these sets t − i elements (at random) from line t. We group all the elements not covered by these horizontal sets (including the n − t 2 extra ones) in one set S of weight 0. All other sets have weight 1. Note that all the sets (except possibly S) have size t.
We consider the solution where each player in set S chooses S, players in line t choose the set which contains this line, and players in line from 1 to t−1 choose the unique horizontal set to which they belong. By a similar reasoning, this is a strong equilibrium, of value
The solution consisting of set S plus the vertical sets has weight t, hence the ratio is at least H(t) − 1 =
Now, we deal with the second lower bound. Fix n and k. Let λ = n+k 2k and p = λk. We consider the following instance, consisting of n players and λ + 2 sets: S 0 = {1, 2, · · · , p}, S λ+1 = {p + 1, p + 2, · · · , n} and for i = 1, 2, · · · , λ S i = {k(i − 1) + 1, k(i − 1) + 2, · · · , ik} ∪ {p + 1, p + 2, · · · , 2p − k}. S λ+1 has weight 0 while all other sets have weight 1. Note that this construction is possible since 2p − k ≤ n. Indeed, p = λk ≤ n+k 2 . Then the strategy profile where player (i − 1)k + j chooses S i for i ≤ λ and j ≤ k, and player i chooses S λ+1 for i ≥ p + 1 is a k-strong equilibrium. Indeed since S λ+1 has weight 0 players in S λ+1 have no interest to change (as we said in Lemma 3), and a coalition of r ≤ k players (between 1 and p) changing their mind and choosing set S 0 would pay the same amount C(p, 1, r) while their current cost is C(p, 1, k) ≤ C(p, 1, r) since the cost is non increasing with ℓ j (a). The weight of this k-strong equilibrium is λ while the Set Cover consisting of taking S 0 and S p+1 has weight 1.
⊓ ⊔
Uniform weights
In Section 4.2, the lower bounds are obtained with a set of weight 0. Then, one can wonder whether these lower bounds still hold when the weight of any set is fixed (for instance weight one). We show almost similar lower bounds for this case (Propositions 3, 4 and 5). As a final result, the PoA drops to n/4 in the uniform case (PoA= 0.66n in the tailored model and PoA= n in the fair balanced model). Finally, dealing with n, we can also get strong lower bounds for uniform weights.
Proposition 5. Under the tailored model, and for any k ∈ [1..∆], the k-SPoA of the set cover game is at least n 4k if weights are uniform. It is also possible to get a lower bound of ln(n)/2 + O(1) for the SPoA when weights are uniform.
Proposition 5 shows that the PoA is at least n/4 if weights are uniform. Here, we prove that a cost function similar to the one studied in Subsection 4.1 reaches this bound. 
Concluding remarks
The goal was to reduce the price of anarchy with particular local tax functions. However we did not consider converge issues. As a future work, we believe that our results should be completed with a study of the converge time to an equilibrium, depending on the tax function under consideration.
The model of local tax functions is fairly natural and captures several concrete situations where a coordination mechanism is introduced in order to reduce the social cost. Hence it should be fruitfully applied to other games (can it be applied to Anshelevich et al.'s connection game?). On a theoretical viewpoint, this work can also be seen as a way to understand to what extend relaxations of some conditions of the model (budget balance here) may improve the global efficiency. Hence the impact of other relaxations might also be investigated.
