Abstract
Introduction
Super Resolution Reconstruction (SRR) traditionally allows the recovery of a high-resolution (HR) image from several low-resolution (LR) images that are noisy, blurred, and down sampled. Thus, SRR have a variety of applications in remote sensing, video frame freezing, medical diagnostics and military information acquisition. Consequently, SRR has emerged as an alternative for producing one or a set of HR images from a sequence of LR images.
In the section, we will concentrate on the regularized reconstruction point of view therefore the estimation is one of the most important parts of the SRR algorithms and directly affect to the SRR performance. R. R. Schultz et al. [12] [13] proposed the SRR algorithm using ML estimator (L2 Norm) with HMRF Regularization in 1996. In 1997, M. Elad et al. [4] proposed the SRR algorithm using the ML estimator (L2 Norm) with nonellipsoid constraints. Next, M.
Elad et al. [5, 8] proposed the SRR algorithm using R-SD and R-LMS (L2 Norm) in 1999. M. Elad et al. [7] proposed the fast SRR algorithm ML estimator (L2 Norm) for restoration the warps are pure translations, the blur is space invariant and the same for all the images, and the noise is i.i.d. Gaussian in 2001. A. J. Patti et al. proposed [1] a SRR algorithm using ML (L2 Norm) estimator with POCS-based regularization in 2001 and Y. Altunbasak et al. [18] proposed a SRR algorithm using ML (L2 Norm) estimator for the MPEG sequences in 2002. D. Rajan et al. [2] [3] proposed SRR using ML (L2 Norm) with MRF regularization to simultaneously estimate the depth map and the focused image of a scene in 2003. S. Farsiu et al. [15] [16] proposed SRR algorithm ML estimator (L1 Norm) with BTV Regularization in 2004. Next, they propose a fast SRR of color images [17] using ML estimator (L1 Norm) with BTV and Tikhonov Regularization in 2006. Y. He et at. [19] proposed SRR algorithm to integrate image registration into SRR estimation (L2 Norm) in 2007. For the data fidelity cost function, all the above SRR methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] are based on the simple estimation techniques such as L1 Norm or L2 Norm Minimization. For normally distributed data, the L1 norm produces estimates with higher variance than the optimal L2 (quadratic) norm but the L2 norm is very sensitive to outliers because the influence function increases linearly and without bound. From the robust statistical estimation [10] , Hampel Norm is designed to be more robust than L1 and L2. Hampel norm is designed to be robustness and reject outliers, the norm must be more forgiving about outliers; that is, it should increase less rapidly than L2. This paper proposes a robust iterative SRR algorithm using Hampel norm for the data fidelity cost function with Tikhonov Regularization and Hampel-Tikhonov Regularization. While the former is responsible for robustness and edge preservation, the latter seeks robustness with respect to blur, outliers, and other kinds of errors not explicitly modeled in the fused images. This experimental results demonstrates that our method's performance is superior to what was proposed earlier in [4] [5] [6] [7] [8] , [12] [13] , [15] [16] [17] , etc.
The organization of this paper is as follows. Section 2 briefly introduces the main concepts of estimation technique in SRR frameworks based on L1 and L2 norm minimization. solution and presents the comparative experimental results obtained by using the proposed Hampel norm method and by using the L1 and L2 norm method. Finally, Section 5 provides the summary and conclusion.
Introduction of SRR algorithms
For SRR framework [6] [7] 
We assume that the two images are related via the following equation
The matrix SRR is an ill-posed problem [9] [10] . For the underdetermined cases, there exist an infinite number of solutions which satisfy (1). The solution for square and overdetermined cases is not stable that means small amounts of noise in measurements will result in large perturbations in the final solution. Therefore, considering regularization in SRR as a means for picking a stable solution is very useful, if not necessary. Also, regularization can help the algorithm to remove artifacts from the final answer and improve the rate of convergence.
L1 Norm with Tikhonov Regularization
A popular family of estimators is the L1 Norm estimators that are used in SRR problem [9] [10] . Due to ill-posed problem of SRR, a regularization term compensates the missing measurement information with some general prior information about the desirable HR solution, and is usually implemented as a penalty factor in the generalized minimization cost function. The most classical and simplest Tikhonov regularization cost functions is the Laplacian regularization [10] therefore we rewrite the definition of these estimators in the SRR context as the following minimization problem:
where the Laplacian kernel is defined as [ ]
By the steepest descent method, the solution is:
where β is the step size in the gradient direction.
L2 Norm with Tikhonov Regularization
Another popular family of estimators is the L2 Norm estimators that are used in SRR problem [12] [13] . We rewrite the definition of these estimators in the SRR context that is combined the Laplacian regularization as the following minimization problem:
By the steepest descent method, the solution of problem (5) is:
The Proposed Robust SRR Algorithm
Another error norm from the robust statistic literature, Hampel norm [10] is more robust than L1 and L2 norm. Hampel norm is designed to be robustness and reject outliers, the norm must be more forgiving about outliers; that is, it should increase less rapidly than L2. We rewrite the definition of these estimators in the super resolution context as the following minimization problem: 
where T is Hampel constant parameter.
Hampel Norm with Tikhonov Regularization
The most classical and simplest Tikhonov regularization cost functions is the Laplacian regularization [10] therefore we rewrite the definition of these estimators in the SRR context as the following minimization problem:
By the steepest descent method, the solution is: 
Hampel Norm with Hampel-Tikhonov Regularization
This paper proposes an alternative robust regularization function, so called Hampel-Tikhonov regularization, for incorporating in the SRR algorithm. Consequently, we rewrite the definition of these estimators in the SRR context combining with the Hampel-Laplacian regularization as the following minimization problem: 
Experimental Result
This section presents the experiments and results obtained by the proposed robust SRR methods using Hampel norm with Laplacian regularization that are calculated by (9) and (10) . To demonstrate the proposed robust SRR performance, the results of L1 norm SRR [4] [5] [6] [7] [15] [16] [17] with Laplacian regularization and the results of L2 norm SRR [12] [13] with Laplacian regularization are presented in order to compare the performance.
These experiments are implemented in MATLAB and the block size is fixed at 8x8 (16x16 for overlapping block). In this experiment, we create a sequence of LR frames by using the Lena (Standard Image) and Susie (40 th Frame: Standard Sequence). First, we shifted this HR image by a pixel in the vertical direction. Then, to simulate the effect of camera PSF, this shifted image was convolved with a symmetric Gaussian low-pass filter of size 3x3 with standard deviation equal to one. The resulting image was subsampled by the factor of 2 in each direction. The same approach with different motion vectors (shifts) in vertical and horizontal directions was used to produce 4 LR images from the original scene. We added difference noise model to the resulting LR frames. Next, we use 4 LR frames to generate the high resolution image by the different SRR methods.
The criterion for parameter selection in this paper was to choose parameters which produce both most visually appealing results and highest PSNR. Therefore, to ensure fairness, each experiment was repeated several times with different parameters and the best result of each experiment was chosen [15] [16] [17] . 
Noiseless
The result of the Lena (Standard image) and Susie (40th Frame) are shown in Table I and II respectively. The result of SRR based on Hampel estimator with Laplacian and Hampel-Laplacian Regularization gives higher PSNR than L1 and L2 norm estimator about 1-3 dB.
AWGN (Additive White Gaussian Noise)
The result of the Lena (Standard image) and Susie (40th Frame) are shown in Table I and II respectively. For the Lena image, the result of SRR based on Hampel estimator with Laplacian and Hampel-Laplacian Regularization gives the higher PSNR than L1 and L2 norm estimator. For the Susie image, the result of SRR based on Hampel estimator with Laplacian and Hampel-Laplacian Regularization and L2 estimator gives the higher PSNR than L1 norm estimator.
Poisson Noise
The result of the Lena (Standard image) and Susie (40th Frame) are shown in Table I and II respectively. The result of SRR based on Hampel estimator with Laplacian and Hampel-Laplacian Regularization and L2 estimator gives the higher PSNR than L1 norm estimator. 
Salt&Pepper Noise
This experiment is a 3 Salt&Pepper Noise cases at D=0.005, D=0.010 and D=0.015 respectively (D is the noise density for Salt&Pepper noise model). The result of the Lena (Standard image) and Susie (40th Frame) are shown in Table  I and II respectively. The result of SRR based on Hampel estimator with Laplacian and Hampel-Laplacian Regularization gives dramatically higher PSNR than L1 and L2 norm estimator about 4-5 dB.
Speckle Noise
The result of the Lena (Standard image) and Susie (40th Frame) are shown in Table I and II respectively. (V is the noise variance for Speckle noise model) The result of SRR based on Hampel estimator with Laplacian and HampelLaplacian Regularization and L2 estimator gives the higher PSNR than L1 norm estimator.
To maximize PSRN of the experimental result, the T parameter is low (like L1 norm) such as T=1 to T=5 for high noise power and is high for low noise power (like L2 norm) such as T=15 to T=19. Moreover, the T g parameter is medium (like L1-Tikhonov regularization) for high noise power and is high for low noise power (like classical Tikhonov regularization).
The computation cost of the proposed algorithm slightly higher than the SRR algorithm based on L1 and L2.
Conclusion
In this paper, we propose an alternate approach using a novel robust estimation norm function (based on Hampel norm function) for SRR framework with Tikhonov and Hampel-Tikhonov Regularization. The proposed robust SRR can be effectively applied on the images that are corrupted by various noise models. Experimental results conducted clearly that the proposed robust algorithm can well be applied on the any noise models such as Noiseless, AWGN, Poisson Noise, Salt&Pepper Noise and Speckle Noise and the proposed algorithm can obviously improve the result in using both subjective and objective measurement.
