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•1 
to my father 
and my brother 
there art times when it is hard 
to decide what should be chosen 
at what price, and what endured 
in return for what reward. 
Perhaps it is still harder to 
stick to the decision 
Aristotle (384-322 B.C) 
Ethics, Book Ill. 
Abstract 
The explosion of microcomputer technology and the recent developments in 
software and hardware products introduce a new horizon of capabilities for the 
process control engineer. However, taking advantage of this new technology is 
not something easily done. H the process control engineer has to undertake such 
a project soon he will have to deal with the different languages the software 
engineer and the plant operator use. Specific knowledge and understanding of 
the new concepts that the evolving microprocessor technology introduces 1s 
required. Besides, the industrial standards, experience and operator terminology 
are necessary for the implementation of process control computer system 
application. 
A process control microcomputer system for emulsion polymerization 
reactor control was designed and implemented. The process control objective is 
to produce emulsion copolymers with prerequisite "tailor-made" properties, and 
the computer facility will be used to implement and test different control 
strategies for this purpose. The real-time design considerations for the necessary 
process control software and hardware are presented in this work. The properties 
of microcomputer real-time operating systems are discussed along with essential 
features of the programming environment, high-level languages and special 
application software. 
A survey of the available multitasking executive 
environments was carried out and their general hardware requirements and 
computing capabilities are presented. Strategies for input/output operations and 
interfacing techniques are summarized. A plethora of information concerning 
microprocessor-based interfaces and programmable controllers which became 
available during the implementation of the process computer control system is 
also included. 
The specific application is presented 
, which demonstrates that employing a 
distributed intelligence architecture . 
, microprocessors can be ffi t' I 
th d 
. e ec 1ve y used for 
e cs1gn of a mic rocomputer process control system . Carefully selected process 
control software verifies the I genera trend, that microcomputers 
I 
can become 
va uable and cost effective . partners m process control 1· • app 1cat1ons. 
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Chapter 1 
Introduction 
The experience which has been gained during the last two decades on 
computer process control shows that the digital computer has a promising role 
to play in this field. Process computers have successfully replaced conventional 
control systems and application of advanced control concepts such as 
multivariable control, adaptive control, and dynamic optimization proved that 
remarkable process improvements are possible. Although, there is no doubt 
about the genuine role the computers can play in the process control 
environment, the difficult to trace explosion in hardware and software 
development over the last few years leads rapidly to redefinition of the overall 
process control computer system architecture and design. 
Much of industrial process controls is still being done from a central 
control room, which from the cost/performance standpoint is an ideal target for 
a large, central computer. With the availability of relatively inexpensive, 
dedicated front-ends, embedded computers, microprocessor-based interfaces, 
integral programming stations and local supervisory micro-computers a new 
philosophy towards distributed control architectures and local area networks is 
emerging. The goal of industry is to network all units and segments of the 
factory, and integrate information with the business environment. 
,\ part from questions involved with overall computer system design, there 
are many questions to be answered in the specification of hardware components 
and software tools for a local microcomputer based process control system. It is 
clear that all the partners in the process control environment have to work 
together under a coordinated discipline and their internal time-scales have to be 
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matched with the process time-scales, and not the other way around. Thus, 
computer applications in the industrial process control environment require as a 
starting basis, real-time processing which by definition is a computer operation 
involving a well-timed interaction with the physical world. The solution to the 
real-time processing is embodied in both the available software and the 
hardware components for a specific application. 
The major decision facing an engineer who wants to install a computer 
process control system, is whether to buy a packaged system provided by a 
suitable vendor or to buy a general purpose mm1 or microcomputer and develop 
a special application software package in-house. 
Standard packaged computer process control systems have been developed 
mostly for the continuous chemical plants of the refining and petrochemical 
segments of the industry. These systems become cost effective for upwards of 
100 loops in which standard conventional control algorithms are used. Packaged 
computer systems are generally not very flexible from the point of view of 
versatile or novel data acquisition. It is also very difficult to incorporate special 
control algorithms designed by the user m these industrial systems. 
Incorporating self-tuning regulator algorithms or multivariable Kalman filtering 
algorithms into many of the commercial systems is virtually impossible using the 
standard software and documentation provided by the vendors, not to mention 
the fact that many systems cannot accept changes anyway. 
The alternative 1s for the user to purchase a general-purpose 
microcomputer system. This usually is a cheaper, more flexible solution but 
reqmres more effort in the design and implementation of the whole system. The 
process control system developed this way will be easily expandable and 
7 
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reconfigured with mm1mum cost and work, while it will require only in-house 
maintainance. An operating system must be installable on this microcomputer 
which must support a variety of real-time functions, must be interfaceable to a 
high-level or problem-oriented language, must be transportable and readily 
implementable involving a minimum of tedious assembly language programming 
and must support multiple-task execution. The most important issue in this case 
is that the user should not at least have to develop the fundamental operating 
system. Communication and interface software for peripheral equipment support 
is also necessary along with application packages and proper man-machine 
software interface. The user can develop this software or purchase part of it. 
Fast and intelligent components with stand-alone capabilities for data acquisition 
and final control action should be carefully selected and properly interfaced, 
guarantying reliable process monitoring and control. 
Although the full automation of a single process unit is now possible by a 
local microcomputer system, the design of such a computer system taking 
advantage of all the recent developments in technology is not trivial. ~ew 
products and advances in hardware and software are available everyday, 
introducing not only new possibilities for the control system designer but also a 
new Jargon which he has to be aware of. Hardware and software considerations 
taken into account during the design and implementation of a process control 
computer system for a specific application are summarized in the following 
chapters. In addition to that, gathered information concerning a plethora of 
related hardware and software products along with the experience obtained 
during the design, are presented. 
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Chapter 2 
Software Considerations for Process 
Control Applications 
Software for process control applications in principal can be classified in 
three major categories: Operating or executive systems, high-level languages and 
application programs. The operating system is the basic software responsible for 
"housekeeping" of the process computer and it is the one which allocates system 
resources, such as memory and central processor, handles peripheral operations 
and events. As mentioned in the Introduction, the executive for a process 
control system should have those special features which can be grouped under 
the general term "real-time". Such features must also be available on the high-
level language interfaced with the operating system. Some of the available real-
time languages offer features suitable for process control applications. Finally, 
special application programs perform functions strictly oriented to service tasks 
which are usually essential in the process control environment. Some of these 
programs service general needs in the process control environment, while some 
others are specificly developed for a certain application. 
2.1 Operating Systems and Rcnl-time Design Consid('rations 
In real-time applications the most critical questions concerning the 
operating system to be used are related to time scheduling and memory 
management. Issues such as interrupt handling, multitasking capabilities, round-
robin scheduling, intertask communication, preemptive design, and 
fo~eground/background programming, are some of those which should be 
examined when investigating the time scheduling discipline of the operating 
9 
system. Reentrancy, disk swapping, virtual memory and dynamic memory 
allocation are issues concerning the memory management approach of the 
executive. 
Hardware interrupt capability is the foundation on which real-time systems 
operate but the efficient use of this capability relies totally on the operating 
system. Usually interrupts are employed to service requests from peripheral 
process-related devices to perform 1/0 operations, from computer-related devices 
such as a disc, or from the real-time clock. When any type of interrupt is 
,,0 
generated, the computer must cease its regular operations, store the status and 
the necessary information related to the interrupted operation, identify the 
source of the interrupt and service the device which asked for the CPU 
attention. After the device has been serviced, the operating system should be 
able to resume the interrupted operation from the point it was interrupted, as if 
nothing had happened in the meantime. Ordinarily, these functions are 
accomplished by a separate section of the operating system known as Interrupt 
Handler. 
A way of establishing a set of priorities to the different types of interrupts 
1s required for a real-time environment. Once a high-priority interrupt is 
generated, the computer locks out all devices on lower levels until it has been 
serviced completely. However, an interrupt from a device on a higher level could 
be permitted, and serviced. For a computer which possesses certain hardware 
capabilities to assign interrupt priorities, the operating system would have to 
allocate a number of storage areas equal to the number of possible hardware 
priority levels. When successive interrupts occur, the status data of an 
operation cannot overwrite the previous status data; rather they are appended 
10 
or as it is usually the case, placed on a stack, i.e. stored in a set of successive 
memory locations. A stack accepts all additions and deletions at the head. 
Hence, it is a last-in, first-out (LIFO) inventory of string elements. Because all 
additions and deletions are from the head of the stack, special terminology is 
used to describe them. To put a new component on a stack is pushing the 
stack, and removing a component from a stack is popping the stack. 
Since many real-time applications involve 1/0 operations or the initiation 
of jobs on a periodic or real-time clock basis, it is natural to extend the ideas 
of interrupt handling to the concept of a user program subdivided into multiple 
tasks and a task scheduler to take over the problem of scheduling them. A 
multitasking environment makes much more efficient utilization of the processor 
and, except for dedicated and fairly simple systems, is a practical necessity for 
real-time process control operations. A multitasking environment need not be 
an operating system. It can, in fact, be realized as a small set of subroutines. 
Strictly speaking, a software package consists a multitasking environment if it· 
provides context switching and task scheduling. A multitasking environment's 
scheduling discipline is the mechanism by which it determines when each task is 
allowed to execute and for how long. Scheduling disciplines range from simple 
ones in which each task runs until it explicitly surrenders control of the 
processor to complex ones under which the environment choose which task to 
run next using a priority system and interrupts tasks when they exceed a limit 
on running time or when a higher priority task is ready to run. 
Task scheduler designs can be grouped into two general categories: 
preemptive and non-preemptive. A task running under a preemptive scheduler 
may be suspended if a task of higher priority is awakened. By contrast, a task 
11 
running under a non-preemptive scheduler may not be preempted (that is, 
suspended) even though a task of higher priority requires service. Presumably, a 
task will complete the processing of an entire message before "voluntarily" 
suspending itself. For process control systems, where time-critical processes are 
involved, a multitasking operating system with a preemptive scheduler should be 
preferred. 
In general, multitasking is based on time-sharing. Many time-sharing 
systems use what is called time-slicing. A time slice is typically a fraction of a 
second. Each task gets the processor for one slice or until the task can no 
longer proceed. When a task gives up the CPU, the next waiting task takes 
control of the processor. To keep track of tasks waiting for assignment a special 
type of data structures is commonly used, the queues. A queue is string m 
which additions of components are made at the tail while deletions of 
components are made at the head. The queue provides effectively a first-in, 
first-out ( FIFO) inventory of string elements. The way tasks are given control 
of the CPU depends again on the specific design of the task scheduler. If no 
priorities are available, tasks are entered in the queues in the order they request 
service. A pure FIFO cycle is followed and the scheduler gives control of the 
CPU to the task which has been waiting the more time (first in the queue). In 
this way the system tries to be "fair" with all the tasks and gives them equal 
amount of time (time slice) to execute. This is called round-robin scheduling. 
Round-robin scheduling can also be employed in a priority-based system. In this 
case, the scheduler scans the queues and grants control of the CPU to the 
highest priority "ready" to execute task. Tasks of equal priority are rotated in 
the simple round-robin way. In process control applications this is not the ideal 
12 
situation to work with. Many times tasks must cooperate to share scarce 
resources and pass information back and forth. In addition· to that, process 
control tasks are asynchronous in nature (do not require service at regular or 
predictable time intervals) and in most cases involve time-critical operations. 
The time the processor spends in context switching is a luxury which cannot be 
tolerated in a process control system. Beside the execution overhead, this 
( 
scheduling design might create synchronization problems. 
Intertask 
Communication provides the answer incorporated in the multitasking model of 
concurrent processing. Synchronization comes into play in process control 
applications when a task needs or chooses to wait for something outside its 
control to happen before proceeding. For example, a task might require input 
from a peripheral device, a result from another task or "ready" status from a 
communication line. The environment must have some means of taking control 
so that it can allow other tasks to run while some wait. It must also provide 
the tasks with a way to signal others that an event has occurred that they 
might be waiting for. 
An extension of priority multitasking, referred to as background/foreground 
processing, is important in single computer operations where the computer must 
be supervising the process continuously. Such a programming environment 
permits non-real-time jobs to be executed on a lowest priority basis 
(background) with any real-time operations taking precedence (foreground). In 
this case, when foreground operations are desired, the processor is turned over 
to the usual task scheduler which schedules tasks based on ordinary rules of 
priority. Whenever, however, there is no task remaining for the foreground task 
scheduler, the background is permitted to run under the software which 
13 
supervises normal queueing assignments. In this manner, such operations as 
program development and debugging, or ordinary batch computing can be 
performed "at the same time" as time-critical or process-critical functions. 
Two major memory management techniques are of importance in real-time 
operating system design. Swapping and virtual memory. Swapping is used on 
systems ·that require an entire process to be present in main memory for 
execution. This technique shuttles entire processes between the memory and a 
reserved area of the disk, known as the swap area. When a process in main 
memory is suspended, it is swapped out on the disk, and one or more of the 
active processes on the disk are swapped in (copied into mam memory). 
Swapping of course diminishes the performance of the system because it has to 
spend a small percentage of its time shuttling processes between disk and main 
memory. But the overhead is ordinarily worth this inconvenience, since swapping 
allows the system to run more processes than could otherwise fit into main 
memory at one time. If the CPU features memory management hardware that 
does not require an entire process to be loaded into memory for execution, 
another technique is used. In this case the CPU can execute a process with only 
part of it loaded. If it attempts to execute a part which is not loaded, the 
hardware detects this condition, and the operating system brings the missing 
part into main memory. This is called, virtual memory. Virtual memory can be 
more efficient than swapping, since portions of a greater number of processes 
can be retained in main memory at the same time. 
Another particular problem that may arise in process control applications 
and has to do with memory management is the ability of the operating system 
to be shared. Consider a situation in which a scheduling algorithm has granted 
14 
control of the CPU to a specific task and the task is part-way through its 
processing operations when the same task is awakened again. If the scheduler is 
designed to store data in fixed memory locations, the data computed from the 
first task call are overwritten by the new computations. 
Suppose for example that two control loops are using the same PIO 
algorithm implemented in a run-time subroutine, a single copy of which is 
loaded into memory. The subroutine has branch addresses in the two different 
tasks servicing the two control loops. This situation is illustrated in Fig. 2-1. 
Suppose that control loop #2 is currently being serviced by the PIO 
subroutine, which uses a special data area for intermediate result computation 
(Fig. 2-la). However, during the course of its calculation, an interrupt occurs, 
and the real-time operating system determines that loop # 1 has a higher 
priority and transfers control of the CPU to this loop. Loop #2 servicing is 
interrupted and loop #1 calls the common run-time subroutine and changes the 
data stored in it's intermediate data area (Fig. 2-lb). The intermediate data 
values needed for the correct completion of the loop #2's computation have 
been altered. When loop # 1 is serviced, the system returns the CPU to loop 
#2, but its computation has been upset (Fig. 2-lc). Even if this problem is 
somehow resolved, the data generated by the second call will get queued before 
the data for the first. These data will therefore be out of time sequence. This 
problem illustrates the code reentrancy phenomenon. It will occur whenever a 
shared segment of code is called by a number of asynchronously running tasks. 
The problem is solved by designing the scheduler in such a way that a separate 
data segment is reserved in memory each time the shared code segment is 
entered. A piece of code which can be shared is called reentrant. A weaker form 
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a. 
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Figure 2-1: The Code Reentrancy phenomenon 
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of sharing can be achieved by equipping the system with a mechan
ism that 
guarantees that, although many tasks may enter the code, only one a
t a time 
can proceed its nonreentrant sections. This code is described as seriaUr reuaab
le. 
The memory allocation to each of the active tasks is another issue t
o be 
considered. Some environments require that memory be divided into 
fixed-size 
memory partitions and that operating characteristics be assigned 
to each 
partition. Each partition is then available for running one application 
according 
to the predefined characteristics of the partition. Other environments
 allocate 
memory dynamically using PIF's {Program Information Files) to describe the 
characteristics and needs of an application program. 
2.2 Progranuning Languages 
It is beyond the scope of this section to treat in detail issues such a
s 
structure and trends of high-level programming languages. We will rath
er discuss 
only those general considerations to be taken into account when selec
tion of a 
high-level language is required for a real-time process control application
. 
The operating characteristics of a high-level language depend significa
ntly 
on whether it is compiled or interpreted. In principal interpreted lang
uages run 
· slower than compiled because of the extra time required to in
terpret. In 
compiled languages the object code 1s the one which is executed and it 1s 
created separately as an off-line task. In addition to speed consideration
s, for an 
interpreted language, the interpreter has to 'be always loaded in mem
ory. This 
might be a real problem in cases where the memory resources of the 
computer 
system are limited. In general both type of programming languages req
uire more 
memory for execution than an equivalent program written in assembly
 language· 
and the assembly language program will also execute faster than any
 program 
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written under a high-level programming language. However, there ar
e several 
advantages of using high-level languages such as ease of documenting c
ompleted 
programs, simplicity of modifying, expanding and reconstructing any 
program 
written in such a language. An interpreted language program can be mo
dified 
on-line, simply by typing-in any desired changes and rerunning the 
program. 
There is no need for editing, recompiling, reassembling and reloading b
efore 
rerunning. This is a strong advantage for situations where programs are 
being 
developed continuously in the plant. 
For real-time process control applications in addition to speed and mem
ory 
issues related to the type of language used (compiled-interpreted), one should 
consider the multitasking and real-time properties of a language. The 
language 
to be used should have an interface to the real-time, multitasking 
operating 
system and support its real-time and multitasking capabilities. This m
eans that 
subroutines to define, to suspend, to activate or coordinate tasks 
must be 
available, along with subroutines to address the real-world channels, 
to input 
and output analog or digital data, to keep track of the real-time, an
d handle 
process-generated interrupts. 
High-level process control languages with real-time properties are develo
ped 
either by taking a general algorithmic language, such as FORTRAN, 
ALGOL, 
or PL/I , adding some features for executive real-time operations and 
improving 
run-time efficiency; or by defining a new language. With the prolife
ration of 
languages and unification of language principles the difference between
 the two 
approaches is diminishing. Real-time extensions of FORTRAN, PASCAL
, BASIC 
and C are available, while new process control languages like CO
NTRAN, 
PROGOL, CORAL 66 are continuously emergmg. In Table 2-1 a parti
al list of 
18 
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Table 2-1: Real-time High-level Languages 
Langua1• Reference 
CONTRAN 129} 
CORAL 66 133} 
HAL/S l44J 
JOVIAL 1111 
L.A.l [49j 
MODULA 162} 
PAS 1 [8, 43] 
PASCAL [61J 
PEARL 19, 59] 
PROCOL [48, 58] 
PROGOL !57] 
BCS-RTL 112] 
Getler's RTL [20] 
Case-RTL [55] 
RTL/2 [32, 50j 
SIMULA 67 [14] 
real-time languages is presented. 
Finally languages which encourage a modular, structured programmrng 
should be preferred. Jn such a language it is possible to write a long, complex 
f 11 'independent code 
segments. Segments separately 
program as a series o sma , 
Called modules and have to
 be linked together in order to built 
compiled are 
entire programs or libraries. Overlays are sections of programs that only need to 
rout·10e ·10 that segment is called. 
Otherwise, the overlay 
be in memory when a 
remains 00 the disk. Chaining allows 
one program to call another, leaving 
shared d~ta for the new program in memory. Modular languages allow for easy 
coding, testing, debugging and maintaining each module separately and thus 
greatly simplify the overall task of program design. In general a structured 
language provides facilities for creating programs consisting of segments, blocks, 
or structures with clearly defined starting and ending points (procedures, looping 
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constructs, compound statements). Examples of fully or partially structured 
languages are C, PASCAL, ADA, PL/I. A powerful method of planning 
programs which helps one to use them properly is called top-down design or 
stepwise refinement and is easily followed with a structured language. In top-
down design the overall objective of a program is subdivided in a small number 
of subobjectives, each of which is in turn promoted to the status of an objective 
and broken down further in the same way. Each subobjective will become one 
of the components of the structured program: a procedure, an if...then statement 
etc. With a structured language, after the program has been designed, it must 
be written and tested. Two methods for doing this are called top-down 
programming and bottom-up programming. In top-down programming, the global 
declarations and the executable section of the main program are written first, 
next the complete (declaration and executable sections) text of each procedure, 
subroutine or block structure internal to the main program, and so on through 
the procedures internal to them. Bottom-up programming treats the inner-most 
procedures first, then those which call them, and works its way up to the main 
program. Such considerations about certain programming practices should be 
seriously taken into account if one is interested in efficient software development 
and especially software maintainance. 
2.3 Application Programs oud Foci)itics 
For process control systems, a number of special purpose programs and 
software facilities should be available. The user should be able with this 
software to implement the desired control strategy and afterwards to monitor 
and control the process. Special features of this software would allow easy 
modification, reconfiguration and enhancement of the control structures 
20 
schematic summary is presented in Fig. 2-2. 
A first group of facilities. and programs ,. required for process 
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implemented- It is desired that program development will be carried out once 
and any future modification will not require extensive or at all program 
development. On the other hand special provision should be taken for certain 
on-line function• permitting operator changes when th• system ia actually 
running. Som• of these necessary aoftware facilities can be specified for any 
process control application and standard functions can be in detail programmed 
so that the user has just to fill in the blanks or answer software generoted 
questions in an interactive mode whenever he needs some changes mode. This 
saves a lot of time, requires minimum programming and odds a lot of flexibility 
in the system. Such a software package when developed can be used in totally 
different process control applications given the same hardware support. The 
different types of programs usually needed are discussed in the following and a 
monitoring. Functions related to process monitoring operate on current data 
(input or output). No matter how these data are treated, the software should 
be able to display them in a variety of different ways. The most direct way ts 
a raw value, a number or an ON/ OFF. If a Ii brary of graphics symbols is 
available, then a fiowsheet of the process can be drawn on a CRT and current 
values of process variables can be displayed and continuously updated at certain 
points on the process fiowsheet. The availability of graphs in the form of a 
trend recorder graph where the most recent value is displayed up and against Figure 2-2: Process control application software. 
the Y-axis and the recent past of the point is trailing away to the right, is 
another way of current data display. Since the basic building block in a process 
control application is th• process control loop, a way of monitoring each one or 
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a collection of control loops should be available. Thi• i• usually done by graphic 
display• resembling controller faceplate• where the current valuea of the major 
variables and parameter• related to a control loop are shown (usually set points, 
measured variables, output variables). Alarm 11rvlce1 are also part of the 
· · f t' r the •y••·m. Proper software should be 
required monatormg unc tons o .. .,1,11; 
developed to perform alarm checking on a11igned variables and initiate alarm 
signals on abnormal conditions with an audible or visible change intended to 
attract the operator's attention. Usually alarms are classified in different levels 
depending on certain process conditions (informative alarms or critical alarms), 
' k I d t Alarm checking involves 
and sometimes require operator s ac now e gemen . 
high and low limit monitoring and incremental rate of change monitoring. The 
first type will initiate an alarm signal when a variable exceeds or falls below a 
prespecified limit. A dead band is used to prevent misleading alarms from 
variables going out of the permissible range due to minor variations. The 
incremental rate of change monitoring is basically detecting unreasonable fast or 
slow movements of a variable. Monitoring services should be able to generate 
alarm summaries, produce logs containing reports of process variables, 
information on process relationships, mass balances, energy balances, and so on. 
A second group of functions arc required when Direct Digital Control 
(DOC), Supervisory Control or Sequence Control is employed. For DOC, 
software modules implementing Pl, PIO, simple ratio and bang-bang control 
algorithms, lead/lag and dead time compensators could be used as elementary 
components for the implementation of the desired control strategy, For 
Supervisory Control, software to compute the set points and to adapt the 
control strategy for actual process needs is required. For Sequence Control, 
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function• to serve batch processes and startup/shutdown sequential operation 10 
continuous prousses are essential. 
Assuming that the software can handle process monitoring and control, a 
very critical group of functions related to the operator-computer interface is 
neasaary. Software commands to create a control loop, specify the source of 
the input data and output destination must be provided. In addition to that, it 
should be possible through the use of a control loop scheduler to incorporate a 
new control loop while the rest of the system is on-line. Each control loop has 
a number of parameters which include identification codes, controller modes and 
parameters, calibration curve parameters, set points, current and past error 
values, and many others. One of the problems associated with control loop 
scheduling or rescheduling is the requirement that sample times or frequencies of 
execution vary from loop to loop and that there is a way of changing this 
frequency while the system is running along with some of the major loop 
parameters (e.g. set points). Switching between manual and automatic mode 
should also be possible and stt-point tracking when the loop is on manual is 
desirable. This last function will provide bumplcss transfer back to automatic 
mode. Imposing constraints on either set-point (set-point clamping) or output 
( output clamping) is also a practical necessity. The software should also allow 
the user to specify for each variable attributes such as analog 1/0, digital 1/0, 
flag, real, integer, assign tags, units, identification codes, alarm limits, past 
history tracking, e. t.c. 
Another group of programs is required when historical analysis of the 
process is intended. In this case suitable software should be employed, which 
basically could be a spreadsheet program. This program has to be properly 
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interfaced to real-time data and linked to facllitia to produce trend,, plot,, and 
tables of hi1torical filn. These are u1ually generated by the main monitoring 
program during proceu operation. 
Finally, apecific software hu to be written in order to 1upport the 
peripheral equipment. Depending on the intelligence of the peripheral devica this 
software could be interface software to handle 1/0 operation• or communication 
software to talk to microproce1aor-baaed devices, controllera, or interfaca. 
'fheae software facilities if not developed in-house can be found in software 
application package• marketed by major proce111 control 11y11tem manufacturers or 
third parties. These packages in general cover the areas of data acquisition, 
direct digital control, supervisory control and sequence wntrol as described 
previously. "Fill-in-the-blanks", table-driven or problem-oriented packages are 
also commercially available. However, in any cue program development can not 
be totally avoided. 
2.4 Expert Syi;tems 
f:xpert 8y:;tt~ 111i; are already in ui;e in both continuous process and batch 
c:ontrol applications, but until now such i;ystemi; have b,!en generally installt·d on 
the very l11rgt!t;l and rnoi;t complex i;itcs, partly due to cost considnatiorn~. The 
emergence of the la.test generation of microcomputers has mused cm;ts to 
tulllbl,•, and 80ftware may abo now be obtained for under $2,500 to run on 
rna.dtirws 8uch as IBM PC or its ,•quivalents. Arnongi;t the arguments for their 
ust is the point that plants are becoming so complex that no single individ111ll 
rnn 1tfcess the impact of his adions in the control room on the inter-active 
proc,!srscs he is trying to control. Decisions made for good reasons on the small 
part of the plant rnn have considerable, and not necessuily ideal, effects on the 
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overall plant or..er11tion. The application areas in r.ontrol for expert systems are 
not only to provide additional information to the operator, but also assistance 
in fault diagnosis and replau mi11ing skills. They can be used in a purely 
advisory role to report problema to the operator and explain how the fault may 
be removed, or they can directly control critical plant operations where the 
traditional process computer may not be ideal due to its inflexibility. Expert 
systems with euy to use and modify knowledge bases do exist for micros and 
are known u U'llulM syrstems. Examples are the Heuristics' and DI-AN's 
Superintendent systems which by the way look quite similar and run on IBM 
PC compatibleti. 
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Chapter 3 
Operating Systems for the Microcomputer-
based Environment 
ln the general purpose arena, the IBM PC and compatibles have achieved 
a steady prominence. Other microcomputers (Apple, Commodore, HP, DEC) 
attained some initial acceptance, but the attitudes of the industrial marketplace 
( need for quality and reliability, image perception, cost secondary) resulted in 
IBM quickly attaining prominence. This was, of course, fueled by the 
phenomenal growth of the PC-based products and the explosion of apparent 
software products availability. Recently, with the development of new powerful 
operating systems and special purpose software the IBM PC series machines and 
compatibles became valuable partners in process design and distributed control 
applicatic,ns in the industrial environment. The standard operating system used 
on the IBM compatible machines at this moment is Microsoft's MS-DOS sold 
also by IBM as PC-DOS. This operating system is itself a limiting factor for 
utilization of the 113M PC's in the industrial measurement and control 
environment. It is a single-tasking, single-user system and the RAM memory it 
can address is very limited (610Kb). The multitasking versions of MS-DOS, MS-
DOS 4.0 (released at the end of 1986 in Europe) and MS-DOS 5.0 (which will 
access up to 16Mb of RAM and is to be released in USA in the near future) 
have not yet been tried and their projected capabilities are not clear at this 
time. 
Multitasking was held out as the next performance plateau for desktop 
personal computers. Multitasking is in principle possible on the Intel 8088-based 
IBM PC and PC/XT though there is no hardware provision on the Intel chip. 
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However, the consensus is that running several computation-intensive tasks will 
degrade the performance below what is acceptable. The internal architecture of 
the Intel 80286 and the newly developed Intel 80386 is a step to resolve the 
problem of concurrency with hardware support. However, Motorolla 68000- and 
68020-ba.sed machines are strong competitors. 
Since the first PDP-11 release to universities m 1973, UNIX has gained 
popularity as a result of its use as a computer science research tool offering 
concurrency. On the other hand, Digital Research after inventing CP /M ( the 
most popular 8-bit computer operating system) introduced in 1981 the 16-bit 
version CP/M-86. Later on, ORI came up with a non-UNIX structured 
multitasking en\'ironment, Concurrent CP /M-86, initiating another trt·nd in 
developing multitasking operating syst.tms with a structure more close to MS-
DOS. 
A first trend in developing operating systems followed the general structure 
of the UNIX operating system and has led to a whole family of systems which 
are either standard versions of UNIX for the PC, or Unix-alikes. A sPrond 
trend developed propri<'lary integrated packages (Lotus's Symphony, Ashton-
Tate's Framework, Quartudeck's DeSQ) supporting multitasking with ~1S- DOS, 
multitasking executives running under MS-DOS, or whole operating systems with 
a non-UNIX structure. 
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3.1 The UNIX Operating System 
The UNIX operating system, pioneered by Bell Labs, was heralded as the 
answer to increasing the usefulness of micros, both in the large data processing 
environment and at individual workstations. From micro to mainframe, UNIX is 
available on a broader range of computer hardware than any other operating 
system. Over a thousand different software packages are available for application 
use under UNIX. Though, UNIX is still a "time-sliced" operating system, and 
in that sense not "real-time" and not ideal for industrial control, because of its 
widespread usage is becoming the defacto standard and with real-time extensions 
(already available in some of its derivatives) can become the standard. 
Following are some of the major features and benefits of UNIX: 
• Multiuser operation with provision for multiple background processes 
and facilities for system user accounting. 
• Many multiprocessing system utility programs include a wide range of 
separate capacities. 
• Pipes to pass data between concurrent tasks and group simple 
modules for accomplishing complex operations. 
• Shared memory and semaphores (UNIX V) for high performance 
interprocess communications. 
• Disk swapping (AT&T Versions) and virtual memory (Berkeley 
Versions) support. 
• Execution with an interactive user interface rather than by batch-job 
submission. However, interactive users may easily initiate substantial 
batch-job sequences to be run in the background. 
• Stream- rather than record-oriented system 1/0. All files and devices 
look identical to the user. 
• Console input and output redirection to any legal device or file. 
• A hierarchical file system with directories and removable volumes. 
Links and aliases let the user use several n·ames for one utility 
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program or physical file. 
• Replaceable command-line interpreters. The UNIX shells provide 
flexible command language, variables and commands from files. 
• Software-development tools include translators for various meta-
languages (yacc, lex, and m4) and languages (typically C, FORTRAN 
77), subroutine libraries, object-code archiving programs, assemblers, 
linkage editors, debuggers etc. 
On the other hand, UNIX is poor at real-time tasks such as data acquisition. 
Task priority is set up to allocate less processor time to jobs that require the 
most time. The highest priority is given to jobs that use the least amount of 
the system's central processor resources. There is no way to guarantee that a 
time-critical process will get the CPU often enough. Another drawback is that 
the user interface can be very difficult to learn. To overcome this last 
drawback, menu-driven systems have been developed at a cost of flexibility, 
speed and command extent. 
3.2 UNIX Versions for the IBM PC Family 
To get going with a PC-based UNIX system, the rrnnimurn hardware 
requirements are an IB~f or compatible machine with at lrast 256Kb RAM, one 
floppy disk drive, and a 10Mb hard disk. Reasonable additions include more 
RAM, a larger or additional hard disk, and a serial comm11nications port with 
associated terminals. Currently, three Bell-licensed UN IX systems arc the most 
popular products for the PC: PC/IX, XENIX, and VENIX. 
PC/IX is a multitasking, single-user UNIX product based on UNIX 
system Ill and features extensions for windowing and interactive editing 
developed by Interactive Systems. Version 1.0 of PC/IX runs on 8088-based 
machines (PC, PC/XT) and the later version 1.1 runs also on 80286 (PC/ AT) 
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Table 1-1: AT&T Versions of UNIX 
UNIX Sy1tem 
CPIX 
Fa1 
GENIX 
HP-UX 
IS/1 
PERPOS 
PC/IX 
UNX/VS 
Ultrix 
UNITY 
UTS 
VENIX 
VENIX-V 
VENIX-86 
XENIX 
Vendor 
IBM 
FORTUNE System1 
National Semiconductor 
Hewlett-Packard 
Interactive Systems 
Computer Consoles 
IBM 
Data General 
DEC 
Human Computing Resources 
Amdahl 
Software Kinetics 
Venturcom 
Unisource Software 
Microsoft 
but in real-address mode only, limiting it to 640Kb of RAM. PC/IX contains 
no compilers for FORTRAN, PASCAL, or BASIC, but it does include C and 
several SNOBOL dialects. The C compiler produces only the so-called small-
model programs, permitting processes to have up to 64Kb of code and 64Kb of 
data. It has four primary DOS intnface programs, which c,.n work with files on 
disks and fixed disks partitions that are formatted for MS-DOS and accessible 
to PC/IX. These programs extract information for the user's DOS tiles, write or 
r<'.ad to a DOS file and mnove DOS files from the directory. PC/IX docs not 
provide support for executing DOS programs. This gap has been filled by "The 
Connector", from Uniform Software Systems. "The Connector" is a DOS 
cimulation program that runs under PC/IX as a task. It permits easy 
internc.tions between PC/IC and DOS programs and integrates well with IBM's 
Topview. 
XENIX 5.2 is a system based on UNIX V Release 2. It is the largest of 
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the UNIX system products both in terms of disk apace required (almost 10 Mb) 
and RAM used by the system. It is slower in execution than VENIX or 
Coherent and does direct 1/0 to the screen for efficiency rather than using 
BIOS calls. This means it won't run on clones that don't have standard IBM 
screen resolution. This system is really convenient for software development of 
MS-DOS applications under the UNIX system. 
VENIX/86 and VENIX-V are the remaining members of the family. 
VENIX is a full UNIX Version 7 product. VENIX- V supports interprocess 
communication and real-time priorities. 
3.3 The UNIX-nlike operating systems 
The vast majority of UNIX systems today are not pure UNIX Version V 
or even Ill and some are not even based on the original Bell code. In one 
branch, which might be called UNIX look-alikes, there is no apparent difference, 
say between Idris and UNIX III. The other branch, the work-alikes, have many 
UNIX system features and functions but may not be mirrorlike 1n their 
compatibility. The area in which many UNIX work-alikes shine 1s Ill rl'al-tirne 
applications, since the UNIX system is notoriously weak and slow in fo1dt-
tolerant, immediate functions. The list of UNIX-alihs is probably still gro\l. irig, 
but the liyslerns being in market when this work was done are prcsrnted in 
Table 3.2. Some of these products include excellent C compilers, perhaps bettt'r 
than those supplied with any of the I3ell licensed-products. 
Coherent, is a very close clone ·of UNIX 7. It can read or write to DOS 
formatted disks and is supported by machines based on the 8088, 8086, 68000, 
Z8000 and PDP-I 1. It comes with a C compiler and is very good for software 
development under UNIX. The operating system limits program size to the 
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Table S-2: 
Environment 
Coherent 
Idris 
OS-9 
QNX 
QUNIX 
REGULUS 
Sl 
uNETix 
UniFlex 
UNOS 
Z-System 
IC-DOS 
UNIX-alike Operating Systems 
Vendor 
Mark Williams Company 
Whitesmiths 
Microware Systems 
Quantum Software Systems 
Computer Systems 
Alcyon 
Mui tisol u tions 
Lantech Systems 
Technical Sys. Consultants 
Charles River Data Sys. 
Echelon 
Action Instruments 
small model size (mentioned before) and besides C , there are compilers for 
p ASCAL and MWC86. Coherent does physical 1/0 operations rather than 
calling BIOS and this is usually a software incompatibility problem with some 
of the IBM clones. It takes up only 2Mb of hard disk space. 
. -- ··~ ·-·--·---·------
Idris is another member of the UNIX-alike family. A strong advantage of 
Idris over the UNIX system is that it provides the benefits of event-and-priority 
driven schedulers. By establishing a priority between process' priority and the 
time period to which it is allocated Idris can adjust priorities as these time 
periods expire. It can support three users without slowing down a 68000 and is 
PDP 11 VAX 11 C and PASCAL compilers are also supported by the 8086, - , - , 
available. Idris can run under DOS or also DOS can run as task under Idris. It 
is definitely an operating system with real-time capabilities. 
OS-9 requires very low hardware overhead (64Kb RAM) and offers real-
time capabilities, greater speed and a modular design concept that affords easy 
f modules link together easily to form a customizing. Libraries o program 
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complex system, and ROM modules may be replaced easily with RAM for a 
particular application. The real-time capabilities and modularity lend themselves 
to manufacturing and laboratory control processes. Besides C, PASCAL, BASIC 
and FOTRAN compilers are available. The system is supported by the 6809, 
68008, 68000, 68010 CPU families. 
QNX is one of fast competitors of UNIX. Quantum Software Systems 
claims their product to be running 25 times faster than UNIX and 18 times 
faster than XENIX, although it is still written in C. With this added speed 
real-time processing becomes practical. It requires 192Kb RAM, runs on 
machines based on 8088, 8086, 80186, 80286 and takes advantage of 8087 and 
80287 co-processors. C, BASIC, PASCAL, DIBOL, COBOL compilers are 
available. 
QUNIX runs on the 8086, 80186, 80286 and 680XX senes of CPU and 
requires a 1/2 - 1 Mb RAM and at least 10Mb hard disk drive system. It 
supports C, FORTRAN, BASIC and it is a system with real-time capabilities. 
REGULUS is a highly UNIX compatible system with real-time 
capabilities. Any C program designed to execute under the UNIX system will 
run under Regulus after it has been recompiled with the Regulus C68 compiler. 
The system is designed for the 68000 CPU family and has several speed and 
1/0 advantages over the UNIX system. With Regulus, real-time tasks are locked 
into RAM, and their priorities remain static for the lifetime of the task. With 
UNIX time-sharing, by contrast, processes may be swapped out to disk at any 
time . 256-512Kb RAM and 5Mb hard disk is a minimum configuration. 
Compilers are provided for C, FORTRAN, PASCAL, COBOL, BASIC, DIBOL. 
Sl is another real-time UNIX-alike more functional than UNIX, more 
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flexible, supporting multiprocessor capabilities, windowing and bit-mapped 
displays, dynamic resource allocation, user-friendly and modular. Runs on 8086, 
80186, 80286, 68000, 68010 CPU machines and supports C, PASCAL, 
FORTRAN and SL. 
uNETix is a low-cost versatile little operating system runnmg on the 
8088, 8086, 80186, 80286 machines, and supporting windowing. It can run up to 
ten simultaneous foreground applications, and it comes with a DOS emulator to 
allow execution of the most popular MS-DOS applications. It supports Lattice 
C. 
UniFLEX is one of the few UNIX-alikes to be written in 68000 assembly 
language and not in C. It runs up to 5 times faster than UNIX and claimed 
advantages include multiprocessor capabilities, C source level compatibility with 
UNIX, 1Gb maximum file size, 8 Gb maximum disk capacity and locking of 
real-time tasks into main memory. It supports intertask communication via 
pipes, random-files access, 1/0 redirection and takes as little as 85Kb of 
memory. The UniFLEX/MP is the multiprocessor, real-time operating system of 
the company. It is self configuring on systems up to four processors with a lot 
of nice capabilities. It runs on 6809, 680xx series machines (Force, Ironies, 
Southwest, MYME, General Micro Systems CMS, Cimix Inc CMX) and requires 
at least 512 RAM. It supports C, FORTRAN, BASIC, and COBOL. 
Unos is a real-time UNIX-alike system providing a process synchronization 
mechanism called "Eventcounts" to cope with complex real-time requirements. It 
runs on 68000 CPU, Universe 68 &, 2400, and supports C, BASIC, FORTRAN, 
COBOL, PASCAL. 
Z-System is mentioned here just for the sake of completing the UNIX-
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alikes list. It is not a real-time system, not even a multitasking one. However, 
it offers some of the UNIX system features. 
IC-DOS is a UNIX-system-call compatible Industrial Computer Disc 
Operating System with real-time multitasking capabilities. It comes with an 
MS-DOS emulator mode which allows use of the most programs developed under 
MS-DOS. The real-time enhancements, designed for the complexities and wide 
operating differences of the industrial environment, include task priorities and 
high resolution time-out alarm (micro-seconds clock-ticks versus one second 
typical resolution). The utilities available with IC-DOS provide a neat 
windowing capability which allows multiple windows to exchange, transfer or 
share information. It runs on the 8086, 8088, and 80286 based PC's and 
supports C, PASCAL, FORTH, BASIC, and ADA. 
3.4 The non-UNIX Multitasking Operating Systems 
In the market of non-UNIX multitasking operating systems and concurrent 
environments a scattering of software abound. However, most of the products 
are woefully inadequate for anything but rudimentary office applications, they do 
not have any real-time capability, and of course they cannot even start to be 
considered for industrial applications. A few exceptions though, exist. The 
concurrent environments we became aware of are listed in Table 3.3. 
APX Core Executive takes 48Kb of RAM and can address a max of 
640Kb. The system can support up to 8 concurrent tasks and divides the 
memory of the system into fixed-size partitions to each of which a different 
application is assigned. The partitions are user-defined according to the needs of 
the specific applications. APX uses the conventional approach to concurrency for 
systems which try to live with MS-DOS; while one program is waiting for 1/0 
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Table S-S: Concurrent Environments for the IBM PC 
Environment Vendor 
AMX KADAK Products 
Multitasking 
Executive 
APX Core Exec. Application Executive 
AT/RTX RTCS 
CBOS/5 BOS National 
C Executive JMI Software 
CCP/M-86 Digital Research 
C/PC-DOS Digital Research 
CX/PC INTR-Soft Co. 
DCP/Exec Emulex 
DESQView Quarterdeck Office Sys. 
DoubleDos Soft Logic Solutions 
E-Z-DOS-IT Hammer Computer Sys. 
MTOS-86/PC Industrial Programming 
Multilink Adv. The Software Link 
OSRT-PC The Destec Group 
PC/RTX RTCS 
PORTX The Destek Group 
RM/COS Ry an-Mcfarland 
RTOS Microway 
THEOS 286 THEOS Software 
THEOS 286-V THEOS Software 
THEOS 86 T II EOS Software 
Top View IBM 
UNIDOS Link Data 
USX51 Exec. United States Software 
USX68K United States Software 
USX96 United States Software 
Vision VisiCorp 
VRTX Hunter & Ready 
Window master Structured Sys. Group 
Windows Microsoft 
to complete, another program can be run. However, access to MS-DOS can be 
given to only one program at a time. While a program is executing within MS-
DOS, no other program can even begin an MS-DOS function. Because disk 1/0 
is accomplished through MS-DOS function calls, no other programs that require 
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MS-DOS services can execute while another is waiting for the 1/0 to complete. 
APX manages this problem by breaking large 1/0 requests into many smaller, 
so that scheduling can occur more often. The system supports windowing and 
data exchange between applications (cut and paste). It is compatible with MS-
DOS 3.x. 
DESQView takes 128Kb RAM and is not limited to 640Kb. Extended 
memory can stretch ~he number of programs that may run concurrently. 
Memory beyond 640Kb can be used for swapping programs during the 
concurrent execution. DESQView supports the Lotus/Intel specification for 
extended memory. Concurrent tasks are limited to nine. The memory partitions 
are not user defined but the system allocates dynamically the memory for each 
task, using PIF's (Program Information Files). DESQView supports windows 
and graphics that can scale bit-map graphic displays. Cutting and pasting is 
possible through a Mark/Transfer function. It is compatible with MS-DOS 3.x. 
DoubleDOS takes not more than 42Kb of RAM and is limited to 640Kb. 
It works with user-defined memory partitions and not with dynamic memory 
allocation. DoubleDOS can execute two concurrent applications but does not 
support windowing. Thus, the user has to switch a program to the foreground 
to \'iew the display output. No easy method exists to determine when a 
background program has completed, unless switching to it. Cutting and pasting 
between applications is not supported. One nice feature, unusual for concurrent 
programs, is DoubleDOS's support of two displays. When the system is 
configured with both monochrome and color displays, one task can write to the 
monochrome and the other to the color display. Double DOS is running with 
MS-DOS 3.x. 
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E-Z-DOS-IT takes 32Kb of RAM and can run 32 concurrent tasks. The 
system uses four set-up screens, each configuring eight partitions. Dynamic 
memory allocation, extended memory, windowing or cut/paste capability are not 
supported. The system is compatible with MS-DOS 2.x. Since E-Z-DOS-IT is a 
time-slicing environment, a communications program might not be scheduled 
often enough to iwure that it sees every character being received. As a solution 
to this problem, the system gives communications programs a bigger slice of 
time. 
Multilink Advanced is a more expensive package. It takes just 16Kb of 
RAM and can support nine tasks. Up to 4.3Mb of memory is available for tasks 
through a customized, enhanced memory specification using Tall Tree's JRAM-2 
and JRAM AT boards. Background tasks can be allocated a maximum of 
448Kb and the foreground task can use a maximum of 640Kb. In addition, the 
system supports up to eight CRT's for nongraphic, monochrome displays. The 
memory is user-partitioned and no windowing and cut/paste capabilities are 
available. However, Multilink can tune the system performance by reallocating 
time between tasks according to user-assigned priorities. 
Top View takes up to 188Kb of memory and the number of tasks it can 
support is in principal unlimited. Limitations of course are imposed by overall 
performance and the fact that the system does not support extended memory. 
The available memory is dynamically allocated, windowing is supported and 
exchange of data between applications is possible. It runs under MS-DOS 3.x 
but cannot execute programs that make MS-DOS 3.x specific function calls. It is 
fully compatible with MS-DOS 2.x. 
CX/PC consists of an executive module, a set of reentrant data queuing 
'• 
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routines, and example applications that exercise its multitasking and queuing 
facilities. All modules are written using the DeSmet C compiler and the system 
coexists with MS-DOS. CX/PC user cannot dynamically create or destroy 
tasks. The number of tasks in an application must be fixed and the memory for 
each must be allocated at the beginning. The system uses priorities and a non-
preemptive task scheduling discipline. Once running, a task continues until it 
voluntarily calls the CX/PC subroutine sleep, at which time the scheduler saves 
its context and scans the queue for another task that is ready to run. Because 
a task cannot call both DOS and the multitasking package at the same time, a 
second task does not have the opportunity to enter DOS before the first has 
left. Basically, the system employs a serially reusable mechanism to deal with 
DOS. CX/PC is suitable for small, PC-based instrumentation and control 
systems that can live without preemptive task scheduling. 
Windows, WindowMaster, and Vision are basically multitasking 
window-based user interfaces. Windows takes 142Kb, it can use extended 
memory, and allocates dynamically the memory to each task. It supports 
windowing with a Macintosh-like graphics interface. Windowmaster can also 
support CP /M-86 programs. 
The major drawback of all these systems is the lack of real-time 
capabilities. However, there are members m the non-UNIX family of 
multitasking operating systems with acceptable performance in real-time 
applications. Systems with real-time capabilities m this family are: 
MTOS-86/PC, RTOS, USX51 Executive, USX68K, VRTX, AT/RTX, 
PC/RTX, CCP /M-'o6, C/PC-DOS, C-Executive, PORTX and 
DCP/Exec. 
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AT/RTX and PC/RTX are real-time operating systems developed by 
RTCS and run on on the PC/ AT and PC/XT respectively. They provide full 
implementations of the popular Intel real-time operating system iRMX86. Their 
object-oriented nucleus is the basis for the real-time, multitasking executive and 
the AT version supports extended memory up to 15Mb. Intel software runs 
under those systems and can be used as a software development system. The 
Universal Development Interface runs on top of the MS-DOS and accesses DOS 
commands from its own command line. Through UDI Intel software runs under 
MS-DOS too. The Intel family Utilities (LINK86, LOC86, LIB86, ASM86, OH86, 
CREF86 are fully supported along with Intel compilers for PL/M, PASCAL, C, 
FORTRAN. 
( 
In a similar way RTOS and PORTX are configured versions of the intel 
iRMX system. They are reentrant environments, supporting interprocess 
communication and memory allocation. 
Concurrent PC-DOS (C/PC-DOS) 1s the youngest member of the 
CP /M family of operating systems. Digital Research developed CP /M for the 8-
bit machines and then followed with CP /M-86 (the 16-bit version of CP /M), 
Concurrent CP /M-86 (the multitasking, single user, system), Concurrent 
CP /M-86 with Windows, MP /M (full multiuser) and finally C/PC-DOS. 
Concurrent CP /M-86 ( CCP /M-86) takes about 96K and comes with an 
assembler, linker and editor. It supports multiple tasks and four virtual consoles 
to monitor four of them. The nucleus of CCP /M-86 is the Real Time Monitor 
which manages requests for the resources of the computer from the various 
processes running under CCP /M-86. The allocation of the CPU time to each of 
the tasks is done through priorities assigned to them when they are created. 
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The very useful in real-time applications technique of interprocess communication 
is employed to synchronize processes based on the results of another process. 
Analog Devices employed this system for an integrated measurement and control 
environment based on their workstations. 
C/PC-DOS is a further enhancement of CCP /M-86. When it is compared 
to MS-DOS, it shines in seven major areas: multitasking, multiuser, real-time, 
CCP /M-86 support, MS-DOS support, windows, extended memory. However, 
one significant drawback is inherited from CCP /M-86: it does not support the 
hierarchical directory structure which MS-DOS uses. C/PC-DOS uses 
approximately 156K of mrmory and can take advantage of 8Mb extended 
memory. The memory is dynamically allocated to the current tasks and with a 
neat windowing facility four of these tasks can be monitored together on the 
screen. In addition to the four virtual consoles, two more terminals could be 
added configuring thus, a system with three users and six consoles. Due to the 
real-time capabilities of the system, it has been used for the development of 
process control software packages for the industrial environment (ONSPEC 
Control Software by Heuristics). 
., 
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Chapter 4 
The Process Computer Interface 
The general term interface is used to describe the overall process of 
inputting and outputting data. Interface hardware consists of the actual parts 
that are required to support the data input and output. 
Interface software 
consists of the computer instructions that are necessary to produce the required 
l t · I tape readers, keyboards are input and output. Printers, p otters, ermma s, 
h bl. h t f communication routinely connected to computers and t e esta 1s men o 
between each of these peripherals and the computer is part of the "interfacing"· 
Control environment there is a plethora of peripheral In the process 
equipment used for obtaining necessary information from the process and 
responding to real world events. Temperat
ure, pressure, flow, viscosity, 
moisture, force and torque transducers along with a variety of analytical 
instruments such as gas and liquid chromatographs, mass spectrometers, light 
f Used for generating input information to the scattering analyzers etc, are o ten 
S f these measuring devices have been around for computer control system. ome o 
a Jong time while others are just now making their way out of the research 
labs and find a valuable position in the industrial control environment. The 
WI.th on-line capabilities for measuring extremely development of new sensors 
difficult-to obtain properties is a research field itself. 
On the other hand, 
output information from the computer have to initiate changes in the real world 
and respond to events in a proper fashion. For this to be accomplished, the 
computer system has to drive valves, actuators, pumps and often some of the 
analytical on-line instruments. 
l · t '1nterfac'1ng, no matter what is the perip
heral 
The first goa m compu er 
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equipment , is to make possible the information flow to and from the computer 
system (Input-Output, 1/0). The second and most critical for real-time 
applications, is to speed up the response of the system to external events. 
4.1 Basics of 1/0 Operation 
The concept of the microprocessor bus is very important in understanding 
and designing proper computer interfaces. The bus moves information into and 
out of the microprocessor as well as, to and from the peripheral interface 
circuitry which is the heart of the interfacing hardware. The microprocessor bus 
consists basically of three components: the address bus, the data bus and the 
control bus. Information is moved back and forth over the data bus. Where 
the data goes is controlled by the address bus. The microprocessor specifies 
exactly what external hardware it wishes to communicate with an address. Each 
memory location and each interface port has an address. The control bus is 
used to coordinate the flow of information over the data bus. While data and 
control buses are bidirectional the address bus is a unidirectional one. The 
addressing capability of a computer depends on the specific design of the 
microprocessor and its address bus. 16-bit processors having address busscs of 
24-bits, can access up to 16,777,216 addresses, and the new generation of 32-bit 
processors of course have a much greater addressing capability. 
Microprocessors live on some sort of bus, but busses cannot be extended 
for great distances because it takes time for signals to travel over conductors. If 
the distance is great, the time increases to the point where signal timings on 
the bus cannot be maintained. Most busses are less than two feet in length for 
this reason. However, it is clear than in the process control environment most 
peripheral devices are some distance from the processor. In addition, most 
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peripherals do not use the same collection of signals to communicate that a 
specific microprocessor use. To solve problems of distance, signal and 
compatibility between microprocessors and peripherals, we interpose some 
specialized circuitry between them. This is what is usually referred to as 
hardware interface. The hardware interface usually takes the form of a circuit 
board which plugs into the processor bus. The connector which plugs into the 
bus allows the interface access to the microprocessor signals. At the other end 
of the board is another connector. A cable is connected between this connector 
and the peripheral device. Circuitry in the interface will perform four tasks: 
• Transform the processor signals into signals compatible with the 
peripheral device. 
• Transform the timing on the high-speed processor bus to a speed 
compatible with the peripheral device. 
• Transform signal levels so that a long cable may be driven, if 
desired. 
• Transform information from the processor into a format compatible 
with the peripheral and vice-versa. 
There are only three major types of electrical interface; parallel, serial and 
analog. Parallel interfaces are very similar to microprocessor busses. Data is 
transferred over a set of wires called data lines, much like the processor data 
bus. Serial interfaces use a single path to transmit data. Information is 
transferred one bit at a time. While parallel and serial interfaces use digital 
signals to communicate with peripherals, analog interfaces convert the digital 
microprocessor signal into analog signals that vary continuously. Analog 
interfaces are generally used to allow computers to interact with the "real 
world" and are very important part of a real-time application. 
To provide the necessary interconnection between different circuit boards of 
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a microcomputer based system, a backplane approach is used. The backplane is 
a circuit board with several connectors on it. System boards (CPU, memory, 
1/0) plug into the backplane. The backplane supplies communications paths 
between circuit boards and power to them. There are four important factors in 
the backplane design; the set of signals that will make up the backplane bus, 
the power supply voltages that will be supplied to the boards, the connectors 
used to attach the circuit boards to the backplane, and the size and shape of 
the boards which may be plugged in. The most popular backplane bus designs 
are the STD bus {developed by Pro-Log and adopted by Mostek), the S100 bus 
(introduced in 1975 as the Altair bus for the Intel 8080 and standardized in 
1983 as the IEEE-696 bus), the MULTIBUS {introduced by Intel and being 
standardized as IEEE-796), and the IBM PC bus {introduced in 1981 by IBM 
with their new IBM Personal Computer). Any description of these busses is 
beyond the scope of this work, but one should be aware of the differences and 
the specifics of these busses when an interfacing project is carried out. 
4.1.1 Serial Interfacing 
The basis of serial data communications is the transmission of information 
over one wire. There are three basic modes of serial transmission: simplex, half-
duplex and full-duplex. Simplex operation is always unidirectional and the 
direction is never changed. It is used with devices which never need to transmit, 
such as printers. In half-duplex operation data flows both directions but only 
one direction at a time. Such a connection is used when there is not sufficient 
bandwidth in the communications channel to support simultaneous, bidirectional 
communication as in full-duplex mode. 
There are also two basic types of serial transmission protocols: 
46 
asynchronous and synchronous. Both types use the concept of the bit- time. 
Since bits are being transmitted over the serial link one at a time, some 
technique is needed to identify where one bit stops and the next one starts. The 
technique used is to define the period of time when a bit is present on the line. 
This period is called a bit-time. Asynchronous transmission is called that 
because each character is transmitted without any fixed time between it and the 
preceding and succeeding characters. Since there 1s no timing information 
between characters, each one must have timing bits appended to it. A start bit 
precedes and one or two stop bits are following each transmitted character. 
Synchronous transmission is block oriented. While synchronization information is 
included with each character in asynchronous transmission by adding start and 
stop bits, multiple-character messages are synchronized m synchronous 
transmission by adding characters to the beginning of the message. These 
characters are used to allow the receiver and transmitter to synchronize an 
character or message boundaries. 
The most common serial interface is the RS-232C standard. RS-232C is an 
electrical specification used for asynchronous serial data communications. This 
standard was specifically designed to one thing: It defines the electrical 
characteristics for an interfare between a piece of data transmission equipment 
(DTE) and a piece of data communications equipment (DCE). The connector 
used with the RS-232C interface is a 25-pin "D" connector. Twenty of the pins 
are assigned to RS-232C signals, three are reserved, and the remaining two are 
unassigned. These pins with their corresponding signal definitions are shown in 
Appendix D. 
It is clear that information 1s sent out on the transmitted-data line and 
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received on the received-data line. However, the question remams which device 
transmits on the traru1mitted-data line, the DTE or the DCE? Both cannot 
transmit on pin 2 and receive on pin 3. If the DTE transmits on one wire the 
DCE must have a receiver on the same wire or there is no communication. All 
signal definition in the RS-232C standard are from the perspective of the DTE. 
It is the DTE that transmits on pm 2 and receives on pin 3. The DCE 
transmits on pin 3 and receives on pm 2. The next important question to be 
answered before matching the connection is which device is the DTE and which 
the DCE. For each device the manufacturer had to make an arbitrary decision 
that will conclude with a specific configuration of the RS-232C port as DCE, or 
DTE. The user has to find out the specific configurations and match the wires 
correctly. 
In addition to the physical plug-to-plug compatibility, there are many more 
potential problems related to the data signal itself. There are several parameters 
on which the transmitter and receiver must agree. These are the baud rate, 
the parity (odd, even, none), the number of data bits (5,6,7,8), and the number 
of stop bits (1,2). Studying interfacing manuals for both of the involved devices 
is necessary to determine these parameters along with the proper use of the 
request to send (RTS), clear to send (CTS), data terminal ready (DTR) and 
data set ready (DSR) lines. 
The RS-232C standard has two maJor limitations. The first is the speed of 
transmission ( usually limited to 19,200 bits per second) and the second one is 
the distance (cables between devices are to be limited to 50 feet). To overcome 
these )imitations three new standards were established; RS-422, RS-423, and 
RS-449. 
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Another major electrical technique used for serial interfacing is the current 
loop. Two types of current loops are in use: 20 miliamp and 60 milliamp loops. 
Current loop has one major advantage over RS-232C - distance. Current loop 
connections may be wired up to 1,000 feet or more. 
4.1.2 Analog Interfacing 
The real-time computer, unlike a normal data processmg computer, must 
be able to communicate with the continuous (analog) world. 
Since it requires input in digital form, the continuous electrical signals 
representing process variable measurements must be converted to digital values. 
This is done by an analog to digital converter (ADC). The reverse process is 
performed by a digital to analog converter (DAC). What is of importance when 
designing the real-time computer system is the selection or evaluation of 
candidate components for the analog interfacing. Thus, this is what we are 
going to be discussing in this section rather than the hardware design of these 
circuits. 
There are three maJor types of ADC's: parallel, integrating and successive 
approximation ADC's. Parallel or flash converters are available up to the 8-bit 
level. Their cost, high power dissipation, and other practical difficulties limit 
their use to applications in which very fast response is mandatory. Typical 
applications are video conversions, such as radar signals, and transient recording. 
These applications generally employ high speed buffers and direct memory access 
techniques to make data available for computation. Integrating converters 
contrast with flash converters in that they are inexpensive, relatively simple to 
apply and are available in high (14 or even 16-bit) resolution, but they are 
extremely slow. 
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The integrating and flash converters represent extremes in terms of the 
tradeoff between speed, complexity and resolution. An alternative which 
moderates between these schemes is the successive approximation converter. 
The resolution of a converter, as it has already been mentioned, determines 
how many bits the converter has. A 12-bit ADC can represent 2
12 
= 4096 
possible states or 4095 increments. For an ADC with a full-scale output of 10 
volts and a zero input of O volts, the converter output changes by 1 bit for 
each 10/4095 = 2.45 milivolts. 
_Accuracy of the ADC is a function of the offset, gam calibration and 
linearity of the converter. Nonlinearities occur because of variations in the gain 
from the smallest to the largest input voltages. Offset and gain can usually be 
adjusted by calibration. It is important to make sure the accuracy is better 
than the resolution of the converter. For instance, 1 % accuracy on an 8-bit 
converter means that the least significant bit is worthless but you are paying 
for the extra bit anyway. Other critical issues related to a specific converter are 
the po\\ er supply, the signal input range, and the conversion speed. Though 
most ADC's require + 15 and -15 volt power supplies, they can only acomodate 
analog inputs between +10 and -10 volts. ADC's for +/-12, or +/-5 volts power 
supplies are also available. If relatively slow signals such as temperature are 
being converted, the speed specification is not so critical. Speed and converter 
cost are directly relatrd. For most process applications, the AOC should be 
capable of doing at least 20,000 conversions per second with typical speeds being 
in the order of 100,000 conversions per second. The speed of the ADC is a 
function of the conversion technique but speed for scanning also depends on 
software overheads required to transfer the converted data from the buffer 
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regi,,er to memory. 
4.1.3 Parallel Interfacing 
Parallel interfaces can be classified by two features. The first is the 
number of bits transferred in parallel by the interface (data-path), and the 
second is the type of handshake used to move these bits between the computer 
and the peripheral. 
Data-path siJes range from a single bit to 16-bit, 32-bit and even wider. 
The 8-bit parallel interface 1s the most popular for 8- and 16-bit 
microprocessors. There are two reasons for this. The first is because of the 
number of 8-bit peripherals available which were originally designed for 8-bit 
microprocessors. The second is that ASCII, the most popular character code 
requires at least a 7-bit interface. Usually, this is rounded up to 8-bits. 
The second factor used to classify parallel interfaces is the type of 
handshake used to move information over the data-lines. There are zero-wire 
handshakes, one-wire handshakes, and three-wire handshakes. Zero-wire 
handshake interface protocols are quite simple and communicate with simple 
devices only. One- and two-wire handshake protocols, though more complex, are 
useful in communicating with peripherals of moderate complexity and little 
intelligence. As the microprocessor began to find its way into more products, a 
need arose for an interface which could link intelligent devices to a computer. 
The interface had to support high data rates and advanced interface concepts 
such as interrupts. In 1970 Hewlett-Packard developed the Hewlett-Packard 
Interface Bus or HPIB which in 1975 and 1978 was standardized as the 
IEEE-488 interface. A very wide assortment of peripherals can be obtained with 
the IEEE-488 interface. The combination of a standard interface and wide 
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availability of devices for that interface has resulted in a new flexibility in 
system configuration. Unlike the other parallel interfaces, which connect a single 
device with the computer, the IEEE-488 interface makes it possible to connect 
as many as 15 devices, including the computer. Three types of devices exist on 
the IEEE-488 bus: controllers, talkers, and listeners. These entities are actually 
attributes, and may exist alone or in combination within a given peripheral. 
4.2 Strategies for Input/Output Data Control 
An 1/0 device may be serviced by polling it periodically. Polling is 
excellent for regularly spaced data transfer events (synchronous services), 
however, it wastes computer processing time ar,d introduces delays. When 
peripheral devices do not require service at regular or predictable time intervals 
( asynchronous services) or the application is a time-critical one, then interrupt-
driven 1/0 should be applied. In real-time systems, it often happens that 
several devices may need service at the same time. Some of these devices may 
be associated with more important programs or assignments than others. This 
introduces the need of some priority service disciplines. Priorities are used both 
with a polling or interrupt driven 1/0. For polled 1/0, devices which have 
higher priority are polled more frequently, while for interrupt driven 1/0, 
priorities are built by employing multiple levels of interrupts. 
Slow devices are best handled by interrupts. Only when a device is ready 
for another data transfer is the processor interrupted so that it rnn service the 
peripheral. Interrupts are useful not only in adapting slower peripherals to 
microcomputers but also for getting the processors attention when something has 
gone wrong. There are several categories of interrupts; vectored and nonvcctored, 
maska.ble and nonmaskable. In hardware-vectored interrupts, the proper start 
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address or vector which points to the proper service-routine for a generated 
interrupt, is automatically chosen by the hardware. There is no confusion as to 
which routine to use for an interrupt. Each interrupt has an associated interrupt 
service routine and a memory location reserved for the routine's start address. 
Another approach is the software-vectored interrupt. In this case, whenever an 
interrupt occurs, the processor runs a special interrupt acknowledge cycle helping 
it to pick a service routine. A maskable interrupt can be turned off by the 
processor. Often, there are times when a critical piece of software cannot be 
interrupted. At these times, the processor may disable maskable interrupts. A 
nonmaskable interrupt cannot be turned off. This type of interrupt is usually 
reserved for really important events such as a power failure. 
Medium-speed devices can interact with the processor directly, smce they 
will not degrade system performance. High-speed devices require special hardware 
for direct-memory access (OMA) because the processor alone is not fast enough 
to service them. OMA uses a specialized circuitry which has the capability of 
generating the address and control signals required by the bus to transfer data. 
This circuitry will then by-pass the CPU and will perform 1/0 operations at 
the full memory speed. 
4.3 Microprocessor-based Interfaces for Process Control 
Applications 
Although a nearly direct connection of microcomputers to external 
rr.casuring and control devices is simplest from a hardware viewpoint, adding 
some hardware "smar~s" to the interface often can reduce software complexity 
and most important increase many times the processing speed of the system. A 
large variety of commercial plug-in cards facilitates the microcomputer-to-real 
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world interface, but use of these cards reqmres either a microcomputer with 
slots for cards or a standardized bus such as the S-100, the STD bus, or the Q-
bus. 
Using smart interface hardware with a real-time control system often can 
reduce software work because a high-level language can be used. Without such 
an interface, much of the software may have to be done in assembly language 
due to the fast, time-critical requirements for system response. Taking the 
burden off software development and placing it on interface hardware is what 
standardized buses with plug-in slots are all about. Such bus-based 
microcomputers can cost more than those without standardized slots of some 
sort, but this investment can open up the world of ready-to-go plug-in interface 
cards. Such cards come fully assembled and debugged. Many of these interface 
cards are very intelligent, with their own microprocessors and machine language 
programs m EPROM (Erasable Programmable Read-Only Memory). The 
software work has been done by the card manufacturer, and the cost spread out 
over hundreds or thousands of users. Smart interface cards are often used by 
control-system designers to do the fast, repetitious, and mundane tasks such as 
data acquisition and stepping motor control. By delegating these nasty tasks to 
the off-the-shelf smart cards, it is possible to program most or all of the 
"custom" software in a convenient, high-level language such as BASIC. The 
large number and great variety of interface cards available to real-time control 
system developers precludes any sort of comprehensive treatment in this work. 
Rather than even attempt a broad look, we here consider the top of the 
interface hardware line which consists of the single-board computers or very 
intelligent controJler cards with their own microprocessors. 
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Because microprocessors are relatively inexpensive, they have in many caaes 
been integrated within the interface system, themselves, together with modular 
software packages configured aa firmware. This firmware can undertake analog 
limit checking, digital-of-state detection, thermocouple linearization, signal 
conditioning and noise rejection and a whole range of other routine tasks that 
would previously have been undertaken by the overworked host computer. Some 
of these boards are programmable and they have enough RAM memory on 
board to implement low-level data acquisition and control algorithms matching 
the user's application. The on-board serial ports (sometimes more than one) 
permit communications with any device or host computer supporting serial 
communications. These boards operate independently from the host as stand-
alone, front-end devices, accepting signals from the real world and responding to 
them as they have been preprogrammed. A list of computer interface 
manufacturers is presented in Appendix C. 
DI-AN Micro Systems' OMS Series IS a complete family of 
measurement and control interface modules and sub-systems which includes units 
that are compatible with the majority of minicomputers and microcomputers, 
such as the DEC LSl-11, IBM-PC and the Intel Multibus ranges. The analog 
and digital 1/0 configuration of the systems can be customized with the 
DMS200 series of plug-in modules. These allow the interface function to be 
"mixed-and-matched" to meet any application, and they provide signal 
conditioning, conversion and optional isolation to allow direct connection to 
almost aqy transducer or actuator. The OMS 563/663 high performance 
intelligent interface allows users to manipulate analog 1/0 with a specialist 
industrial BASIC programming language also developed by DI-AN. OMS 
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563/663 can function aa an intelligent interface remote from the host computer 
or aa a stand-alone controller.At a higher level, the company has introduced a 
distributed industrial-automation network (DI-AN) to allow remote measurement 
and control interface units to be sited around an industrial site or process plant, 
with the data being transmitted over a twisted-pair serial line to the host 
computer. 
A new line of LSl-11 bus compatible data acquisition peripherals, from 
Data Translation, uses a dual ported architecture and proves a unique 
solution to several high performance data acquisition problems. Designated the 
OT3300 series I/0 products, this includes the DTT3362 A/D interface, the 
OT3366 D / A interface, and the DT3369 dual port RAM board. Important user 
benefits are: the ability to perform high speed, continuous data acquisition to 
disc, and the ability to survive large interrupt latencies. 
Hi-Tee Electronics offers the National Semiconductor CIM boards, which 
are 
based on the NSC800 microprocessor. The boards feature low power 
dissipation and are ideal for harsh industrial environments. They have high 
noise immunity and are designed with positive contact connectors. CIM boards 
are supplied in Eurocard form and include CPU, memory expansion, digital 1/0 
and distributed 1/0 bus types. Also available are analog I/0 boards, and 
controller boards as well as a range of ancillary products and starter kits. 
Lee-Dickens has introduced a rack-mounted computer interface system, 
coded UC184, which has been specifically designed to operate with desk top or 
process control computers. Software in the interface continuously gathers data 
d d t th Outputs and transfers interface from the inputs, controls an up a es e 
memory data to .and from the computer when requested via an RS232 or IEEE 
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488 port. Up to 12 analog or digital 1/0 boards can be plugged into any 
position in the interface rack without hardware modification, and a number of 
racks can be joined to form a distributed data collection and control system. 
Burr-Brown offers a complete, versatile and field-proven line of industrial 
supervisory control and data acquisition products. Two of its latest product 
releases are the SCADAR 10 series and the PCI 20000. In addition to these two 
products, Burr-Brown also markets the MCS series of remote data acquisition 
and control systems, and a full range of analog/digital computer 1/0 boards. 
Action Instruments' sensor-t<reomputer interface is the eight-channel 
Octapak data acquisition module which converts personal computers into multi-
point indicators, dataloggers, alarm monitors and chart recorders. Octapac is a 
separate device, with software, for interfacing sensors located . up to 4,000 feet 
from an Apple Il, Apple Ile, IBM-PC or APAC-BC computers. It provides: any 
combination of AC/DC voltage, current, thermocouple, RTD or frequency sensor 
inputs; up to 128 input channels in a single RS-232C or RS-422 communication 
line; 500V isolation. Octapak's modularity of design allows complete flexibility, 
each channel accepting 0-lOV or 4-20mA ( user configured) inputs. In addition, 
each channel accepts any one of 26 Action Pac plug-in signal conditioners for 
use with virtually any sensor. The company provides also application software 
for data acquisition, logging, and alarm .monitoring ("Octasoft") along with a 
report/graphic spreadsheet C' Factory Pak" ). A powerful real-time operating 
system , IC-DOS, manufactured also by Action is reviewed in the operating 
system's section. At the high end of the company's products are the Action 
Industrial Computers (PC/XT compatibles) "PAC-BClO, and APAC-BC12. 
Sangamo Transducen' System 16 is a 16 channel transducer to 
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· h ll S d" I ment and proximity 
computer interface, compatible wit a angamo 1sp ace 
"d d't" · g for transducers 
transducers (and many others).The system prov1 es con 1 10nm 
and inputs can also be accepted by micro-switches. Commands are received from 
the computer and the system transmits the return data through the IEEE 488 
data bus. Compatible computers are, those with CBM or IEEE 488 (IEC 625) 
interfaces. 
Elexor Associates offers two product families. The PL-lOOH 1/0 
d. l to TRS Model 100 System bus socke
t and is 
expansion system connects 1rect Y 
h portabl
e computers. It supports 8 analog inputs, 4 analog 
compatible wit many 
outputs, 16 digital inputs and 16 digital outputs. 
gives full digital and analog 1/0 with on-board 
The PL-1000 interface unit 
intelligence and an RS-232C 
communication line. d 1 
dev.ice w·ith ·1ts own Industrial BASIC It is a stan -a one 
ha operation, and real-time clock. It is a interpreter, non-volatile memory, ttery 
d · 1 software supported. Elexor's 
cost effective, easily expandable system an is a so 
and Control Software (MACS I) is included with any Multipurpose Acquisition 
PL-1000 system. 
Rapid Recall supplies the Opto 22 range of intelligent I/0 control 
l f popular computers such as IBM PC. systems and power interface modu cs or 
. l network, Pamux mounting racks for 
The range includes the Optomux sena 
expandable parallel 1/0, and various 1/0 modules for AC/DC input/output. 
Also in the range are real-time Optoclock with digital control, and Optoware 
software. 
· h" t 1s faster and more 
PPM claims that its 8200 IEEE sw1tc mg sys em 
flexible than any comparable system on the market (18,000 samples per second). 
. . l t d t l gging but for automatic 
Its flexible format makes it suitable not on y or a a o 
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test and process control and monitoring applications. PPM can supply the 
system in computer form or as a complete suite consisting of controller, 
peripherals and standard, or custom interface. 
Hewlett-Packard offers no less than five kinds of essential computer 
interface. Firstly, the HP-IB bus is the company's implementation of the 
IEE.E-488 standard digital interface for programmable instrumentation. It fulfills 
the four compatibility requirements -of hardware, electrical, data and timing-
with no additional modification. In addition to RS-232C interface the company 
also offers it.s Datacom interface which is controlled by a Z80A microprocessor. 
Next, HP has the General Purpose 1/0 (GPIO) which is the most flexible of 
all. This consists of 16 input data lines, 16 output data lines, two handshake 
lines and other control lines. Finally the company's BCD interface is designed 
for use with peripheral devices. Hewlett-Packard offers a wide range of data-
acquisition and control front-ends and plug-in 1/0 cards for the company's 
computers. HP also offers the "PC Instruments System" compatible with the 
HP-150 Touchscreen and Touchscreen II, as well as with the IBM PC, PC/XT, 
PC/ AT. PC Instruments consist of eight advanced instrumentation modules 
including a digital 1/0, realay multiplexer, dual voltage DAC, digital 
multimeter, function generator, universal counter, digitizing oscilloscope, and 
relay actuator. Software support is provided. 
Metrabyte supplies a variety of PC compatible plug-in boards and 
industrial 1/0 boards for personal computers. METRABUS system consists of a 
driver card which plugs into an 1/0 expansion slot in the IBM PC /XT / AT or 
compatible. Each driver card can interface up to 512 digital or 256 analog 1/0 
points to the PC. Metrabyte offers ten industrial interface boards to match any 
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application. 
Meaaurement Technology's MTL 2000 Series of isolating interface units 
consists of: switch-operated relays; earth leakage and bonding integrity monitors; 
solenoid/alarm drivers;general purpose, THC and RTD trip amplifiers; and 
4-20mA isolator/repeater power supply units. The second generation MTL 3000 
Series includes proximity detector relays; loop-powered solenoid/alarm drivers; 
and 4-20mA loop-powered isolator/ repeater power supply units. 
Computer Product's RTP subsystems are plug-compatible with all 
popular computers. They handle most analog and digital signals associated with 
sensors and actuators, and thousands of these sub-systems are automatting 
industrial processes worldwide. RTP provides unlimited expansion capability of 
interface functions, and because it is computer independent, it is possible to 
upgrade existing processors without replacement of installed 1/0 equipment. 
The range of computer interface products from 30 Digital Design and 
Development includes: multichannel ADC's and DAC's with 12-bit resolution; 
an on-off control system including mains operated solid-state relays; intelligent 
stepper controllers with PSU; a programmable 20-bit shaft encoder interface; 
transducer amplifiers and conditioning circuits; a frequency counter /timer; and a 
fast multi-channel ADC with simultaneous conversion. New products are a 
precision multi-channel L VDT gauging system, an eight channel 13-bit opto-
isolated ADC, an eight channel power MOS switching unit with 5amps at 50V; 
and 12-bit fast ADC with 16Kb , 12bit on-board RAM. 
Jnstem Computer Systems has a variety of plant interface systems, 
including the G-Range modular process 1/0, which is fully integrated with 
PDP-11 or LSl-11 computers, or available as a standard add-on subsystem. 
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In.stem's Link-On 2 1/0 outstations provide a low cost method of distributed 
monitoring and control with up to 16 models on a single 20mA serial loop. 
The Link-On's will run under RSX-11.For telemetry installations, lnstem has the 
DS500 range of intelligent programmable outstations, and the company also 
manufacture the Industrial 11 and Instematic front-end control computers. 
Analog Devicea supplies a wide variety of front ends, interface modules 
and subsystem., for computers, including single board analog 1/0 units for many 
microcompute~ signal conditioning modules, intelligent programmable data 
acquisition and control modules and a series of plug-in modules for the IBM 
PC. Software support for these products is provided in PASCAL or BASIC, plus 
a. number of other acquisition, control, communication and display packages. 
4.4 Programmable Controllers 
Programmable controllers are computer control systems designed and 
dedicated to the task of providing function - and time - sequence control of 
discrete-state systems. In essence they are computers £pecialized to such 
requirements as repetitive 1/0 polling, rapid logic solving and repetitive real-
time predictability, none of which is found on a general purpose computer. 
lo general, one does not sit down at a programmable controller to 
program it. A programming panel or a similar device is needed. Therefore, the 
programmable controller itself has been stripped of the program support 
requirements such as high speed data channels, hard disk, dynamic memory 
allocation and many others. Programmable controllers are internally 
preprogrammed to perform special sequ,:ntial, discrete-state operations on 
external equipment, thus they can be described as specialized computers. A 
comprehensive list of the programmable controller manufacturers, with some 
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available information about the different controller models, 1s presented m 
Appendix 8. 
Configuring of programmable controllers is carried out by inserting 
commands into the device via a keyboard and video displays or just by setting 
simple switches on a front panel. In general at this level of "programming" one 
uses special logic diagrams and special symbols to represent the sequential 
process. These symbols are derived from those conventional control systems 
using relays and other electromechanical devices, and include push-button 
switches, limit switches, timer relays, relays, motor starters, lamps, solenoids, 
etc. Devices such as thermal contacts and limit switches represent inputs to the 
programmable controller that will be evaluated by the program. Devices such as 
relay coils and time delays represent outputs from the programmable controller 
that will be used to activate elements of the process under control. The 
traditional way of representing the sequence operations to be undertaken by the 
controller is through a ladder diagram. The ladder diagram is constructed by 
taking each individual phase of the sequence and constructing the appropriate 
rung to perform a function. The ladder is constructed as if the system would 
be assembled using relays. The "relay" functions are implementable by soft ware 
instructions built already into the programmable controller. 
The service which provides the framework for all other services m these 
controllers is the management of real and virtual time. Real time is an issue 
when response must be both fast and predictable. Vi~tual time services apply 
to programs that are not time-critical; for example report generation, lengthy 
statistical calculations or message queueing. The "virtual-time" mode of the 
controller's operating system can be viewed as a background "mode". When all 
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real time requirements are met during a specified period, what remains is the 
background of the virtual time. A virtual-time ,operating system deals with 
"ta.,ks" while a real-time one with "scans". In older programmable controllers, 
real time is managed by a single scan cycle and virtual time does not exist at 
all. A real-fone application program may consist of a large number of ladders 
requmng widely differing response times. Vendors can offer a multiple-scan 
operating system service that is as easy to use as filling in the blanks. A 
multiple choice menu allows the user to assign each ladder to a speed category 
such as fast, normal, slow, and very slow. Another type of ladder or program 
category is interrupt or external event driven than time driven. 
Ladder can be cumbersome to use m some standard programmable 
controller applications, such as those which are more heavily oriented towards 
mathematical calculations, data movement, subroutines, program looping, or 
algorithms with many decision branches. A string, rather than graphic, language 
can have some of the characteristics of BASIC while retaining the single bit 
efficiency necessary for ladder-like logic. The C language opens the 
programmable controller to the most sophisticated of programmers. It is an ideal 
language for applications ranging from PIO algorithms to communication 
protocols. Both PASCAL and BASIC also have a place in a programmable 
controllers. 
There are advantages to using programmable controllers. They are easy to 
learn to operate. Each key's function is clearly indicated. With a PC, one has 
to deal with first loading the operating system, then the software. But once you 
have become comfortable with the program, there are definite advantages to 
using a personal computer. For one thing, many of the software vendors offer 
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programs for different programmable controllers, so if you learn to operate one, 
chances are good that you will be able to use a similar program for a different 
brand of programmable controller. It is relatively straightforward procedure for 
the engineer to develop a ladder program that is at the same time a readable 
document. 
The days of the programmmg panel for the programmable controller are 
rapidly coming to an end. Besides the difference in cost, the benefits of an IBM 
XT, AT or clones are irresistible. All programmers need infinite resources. The 
programmable controller and programming panel cannot begin satisfy the various 
needs. An answer 1s the concept of "modeling" or "emulating" the 
programmable controller. Programs can be supplied on a PC that perfectly 
match the interfaces of the interior of the programmable controllers. Programs 
then can be completely debugged without actual testing on the controller itself. 
When downloaded to the actual controller, the "perfect" model runs without 
further debugging. Third party software vendors, especially new ones entering 
the market, often target their products for a very specific segment and establish 
themselves as specialists in one particular area. There are three companies -
Datablend (Woodinville, WA), startup Digital Machine Control (Ludington, MI), 
and ICOM (Cedarburg, WI) - that especially fit this description. The first two 
provide programming and documentation packages for Gould's programmable 
controllers. ICO~, specializes in supporting the Allen-Bradley products. 
It is 
worth mentioning that IBM, Zenith, Data General, and Hewlett-Packard 
are 
are 
now making high-quality "labtop" personal computers with displays that 
much better than their predecessors. The potential industrial use of these tiny 
computers as programmers, data acquisition units and intelligent control devices l 
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Table '91: Third party programming and documentation softwar
e for 
programmable controllers. 
is yet to be realized. 
Company Softwue Product Controllera 
Price 
Datablend Ladderdoctor Gould 
$248-995 
(Redmond, WA) 
Digital Machine DMC-7 Gould 
$4,000 
Control 
(Ludington, MI) 
Gray-Soft COMMS Allen-Bradley, 
$4,2001 
(Milwaukee, WI) Gould, Square D 
ICOM Ladder Logistics Allen- Bra
dley $1,500 
(Cedarburg, WI) 
Industrial LD-8086 "Xyclone" Allen-Bra
dley, $2,000 
Software Gould 
(Everett, WA) 
Process Control PC/EXEC Reliance, Tl 
$7,500 
Consultants 
(Lacey, WA) 
Process and ProOoc Allen- Bradley, 
$9,9952 
Instrumentation Could 
Design 
(~farietta, CA) 
Taylor Industrial Pgm/Doc Allen-Bradley, 
$3,750 
Software Could, Tl 
(Edmonton, Canada) 
Xcel Controls CP/DOC Allen-Bradley, Tl 
4,3401 
(Mishawaka, IN) McCill,ISSC, Westinghouse, 
CE, Reliance 
1 Includes communications card 
2 Includes 68010 UN IX coprocessor card 
65 
66 
.,•. ,\ __ :,,___i·, 1....i..------------
Chapter 5 
A Distributed Intelligence Computer 
System for Real-time 
Control of a Polymerization Reactor 
The design considerations and interfacing techniques for a real-time process 
control system presented earlier in this work, along with the information 
obtained through the survey of software/hardware components for such a system 
were used in the design and implementation of a specific process control 
application in the area of emulsion copolymerization reactor control. 
The demand for polymers and polymer latexes having special properties 
and improved performance has led to a rapid increase in industrial and 
academic interest in advanced computer modeling and control of polymer 
reactors. The principal difficulties in achieving good control of polymer reactors 
are related to inadequate on-line measurements, a lack of the understanding of 
the dynamics of the process, the highly sensitive and nonlinear behavior of these 
reactors, and the lack of well-developed techniques for the control of nonlinear 
processes. 
The latex product of an emulsion polymerization is composed of extremely 
fine polymer particles in a non-solvent medium, usually water, and is employed 
m latex paints, adhesives, paper coatings, textile coatings, and in a wide range 
of other applications. The properties of these polymer particles determine the 
quality of the product and in general, the specific application in which the 
product can be of use. As a result of intensive research to control the particle 
properties, many secret and rather art-related industrial practices have come up 
than standard techniques based on fundamental engineering concepts. The 
) 
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relationship between these polymer properties and the reactor operating 
conditions is probably the least understood area in polymer reaction engineering. 
The overall objective of our process control application is to develop a 
control strategy for the production of tailor-made emulsion copolymers. The 
copolymer system vinyl acetate / butyl acrylate was selected because of the 
wide difference of the monomer reactivity ratios and solubilities, and its 
industrial importance. A mathematical model 
has been developed which 
describes and predicts the behavior of the emulsion polymerization process. The 
simulation of the real process will contribute to the better understanding of its 
nature and will be the basis for developing and testing different control 
strategies. These strategies will aim at controlling the polymerization reaction to 
follow some desired reaction path and produce latex particles with prerequisite 
properties. 
Our modeling efforts focus on describing the evolution of the particle 
copolymer composition, particle size, and copolymer molecular weight. Although 
these particle properties determine in general the product quality and are 
naturally the properties to be controlled, we are currently placing emphasis on 
controlling the particle copolymer composition in order to produce polymer 
particles with uniform composition or even desired copolymer composition 
distribution. However, the major point of interest in fact is the experimental 
implementation and testing of our theoretical developments. 
We are exclusively dealing with seeded techniques and isothermal operation 
under monomer starved conditions. Monomer starved conditions are established 
by maintaining the level of the monomer concentration in the particles below its 
equilibrium or saturation value determined by the thermodynamics of the 
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system. Under these conditions the rate of a semicontinuous polymerization 
becomes dependent on the availability of the monomer which is controlled by 
the monomer addition rate. This physical interpretation of the system's behavior 
introduces the following loop configuration for our control structure: particle 
copolymer composition will be controlled by manipulating the monomer feed rate 
into the reactor while the reactor temperature will be controlled by the coolant 
flow rate. The time varying nature of the model parameten suggests that an 
adaptive control structure could be promising. Since some of the state variables 
cannot be measured on-line (i.e the monomer concentration in the particles) an 
estimation technique would be necessary to infer these variables through 
auxiliary measurements (total residual monomer in the reactor). An extended 
Kalman filter is considered for this purpose. 
A laboratory scale polymerization reactor and related instrumentation was 
interfaced to a PC-based computer control system for quality control of the 
latex product. The reactor operates in a semicontinuous mode, as mentioned 
before, that is part of the recipe incredients (water, emulsifier, part of the 
monomers and initiator) are charged into the reactor at the beginning of the 
process and part of them (monomers) is then continuously fed into it, in a 
controlled way which ensures desired product quality. Feedback information from 
temperature measurements and compositional analysis obtained through a gas 
chromatograph are used by the computer control algorithms to make decisions 
about the proper coolant and feed flow rates. The detailed description of the 
hardware and software components of the computer based facility follows in the 
next sections. 
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5.1 Hardware Components 
5.1.1 Proce11-related Peripheral Equipment 
Eight temperature measurements are taken at different locations m the 
reactor, the reactor jacket and the coolant streams, by using T-type 
thermocouples. An HP5890A gas chromatograph, equipped with both an FID 
and a TCD detector, is used for compositional analysis of samples taken out of 
the reactor using a properly designed sampling device. The piston-type sampling 
device is operated by two solenoids actuated by solid state relays accepting a 
TTL compatible signal. FMI pump heads designed for precise control of very 
small liquid flows are used for delivering monomers into the reactor. These are 
positive displacement, metering pumps, employing a rotating and reciprocating 
piston and a valveless operation. Stroke length is manually adjustable and flow 
is regulated by motor drive speeds of 1-2000 rpm. Since the flowrates are the 
manipulated variables in our control structure, remotely adjustable by a 
computer generated signal, we employed DC stepping motors to drive our 
metering pumps. These motors are easily interfaced with a microprocessor to 
provide opening, closing, rotating, reversing, accelerating, deccelerating and 
highly accurate positioning. The SLO-SYN DC stepping motors we selected have 
permanent magnet rotors and eight-pole stators. They have no brushes, ratchets 
or detents. The motor step angle is 1.8° (200 steps per revolution). 
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5.1.2 Interface Hardware 
A distributed intelligence architecture has been· implemented for the overall 
system design. Smart interfaces were used in a logic hierarchy not only to 
support information flow to and from the process but also to perform the 
neces.,ar)' preprocessing of these information and conduct routine time-consuming 
calculations, leaving in this way the main computer undisturbed to use its 
resources for more important tasks. 
At the lowest end of the logic hierarchy are the speed controllers for the 
stepping motors and the integrating boards for the gas chromatographic output 
signal. 
The STlOlA SLO-SYN Translators are enclosed self-contained units 
incorporating the power circuits and logic elements needed for bidirectional speed 
control of the stepping motors. They can be trigerred by pulses from external 
logic sources and convert these pulses into the switching sequence needed to 
drive the motors in steps. External logic, therefore, can control step rate, 
direction and number of steps taken. They are also employed with an internal 
oscillator for "off-line" positioning and speed control. The external pulse 
requirements are TTL compatible. 
The HP3392A Integrator controls the operation of the gas chromatograph 
and is the destination of its analog output signal. It is basically a very smart 
peripheral, initiating and ending chromatographic activities on the HP5890A, 
receiving its analog signal, converting it to digital area slices, recognizing and 
distinguishing chromatographic peaks from noise, from each other, and from a 
badly upward or downward drifting baseline. It determines the start of a peak, 
the prak's apex, retention time, and the end of the peak. It defines baselines 
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under each peak to determine final peak area and height. It stores information 
in its memory for postrun calculations. By using retention times, it identifies 
the peaks by crossreferencing them with known components and by using areas 
it calculates the amount of each detected component. It finally generates reports 
upon request. The HP3392A is programmable and integration methods, 
parameters and calibration constants can be user defined along with a number 
of other functions. It is based on the 8-bit, Z80 CPU which reads, decodes and 
executes Z80-coded program instructions stored in the ROM memory of the 
integrator (48Kb). The HP3392A contains 16Kb of RAM for temporary storage 
of information such as run data, peak times, areas and various analysis 
parameters. It communicates with computers through either the Hewlett-Packard 
Data Link (HPDL) or an implementation of the standard RS-232C serial 
interface. Both interfaces are supported in the HP3392A by hardware, protocol-
level firmware and application-level firmware. 
The next logic level is the µMAC system. It consists of the 5000 master 
board and the 4050 expander board. The 5000 board is a stand-alone, intelligent 
front-end or microprocessor-based interface. It performs data acquisition and 
signal conditioning tasks, supports communications with the HP3392A and the 
host computer through its two RS-232C serial ports, and drives the expander 
board. This latter is responsible for final control action signals directed to the 
pump speed controllers and the sampling device solid state relays. The 
µMAC-5000 accepts up to three plug-in QMX analog input or output modules. 
Each 4 channel nnalog input module is capable of receiving analog de voltage or 
current, thermocouples, RTD's, strain gage transducers, pressure transducers etc. 
Each 2 channel analog output module gives unipolar or bipolar voltage 
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Figure 5-1: Process Control Computer System Configuration. 
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(0-lOV ,or +/-lOV) and current output (0-20mA or 4-20mA). The board has 
also eight digital inputs and eight digital outputs. Analog to dig\tal 
is performed by an integrating type converter with programm~~le 
/ 
conversion 
resolution 
(8-14 bits). The 5000 unit is based on the 5MHz, 16-bit 8088 Intel 
microprocessor and can take up to 128Kb of RAM. Its operation is controlled 
primarily through its programming language µMACBASIC contained in the 
80Kb of ROM. µMACBASIC is an extension of BASIC that has been optimized 
for measurement and control. The language is largely syntax compatible with 
the MICROSOFT BASIC. It is especially designed to perform measurement and 
control functions m any application requmng analog or digital 1/0. 
µMACBASIC runs m a concurrent 1/0 environment, and it is a modular, 
structured version of BASIC. Modules can be stored in RAM in compressed 
code, or burned into EPROM chips. It can handle interrupts, which provides a 
powerful real-time capability. The µMAC-5000 can communicate with any host 
computer or terminal which has a 20mA, RS-232C, RS-422, RS-423 port, at 
speeds up to 19,200 baud. The 4050 expander board is an 8-channel (8 digital 
inputs, 8 digital outputs), programmable through the SOOO, Counter /timer unit. 
Its functions include event counting inputs, frequency measurements, ti me-
proportional outputs, and programmable pulse outputs. 
At the high end of the logic pyramid we use a 7.2MHz, 16-bit 80286-bascd 
Zenith-241 microcomputer (IBM PC/ AT compatible). The system configuration 
includes a 40 msec-access-time, 20Mb Hardisk, 512Kb RAM, and an EGA 
Quad+ card supporting a graphic resolution of 640x350 pixels on the Multisynk 
high resolution color monitor. The computer system configuration is presented m 
Fig. 5-1. 
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1.2 Software Support 
The main aol\ware running on the Zenith-241 1s the ONSPEC Control 
Software, available from Heuristics. The software package runs under the real-
time, muhiluking operating system Concurrent PC-DOS discussed in Section 3.5 
of this work. The main monitoring program of the package is ONSPEC, while a 
spread-shed program with graphic facilities (ONVIEW) is used for historical 
analysis of the collected data. An 1/0 template (Communication program) is 
provided for the Analog Devices' ,,MAC-5000 system, as well as for a variety of 
other intelligent front-ends. The CONTROL-BLOCKS facility provides functions 
for Direct Digit&J Control, Supervisory Control and Sequence Control. The 
Onspec monitoring program provides dynamically refreshed color process graphic 
displays, custom designed using ISA process control symbols, trends, and 
controller faceplates. Alarm services are supported along with many of the 
functions discus.,ed in section 2.3. Typical graphic displays are shown in Fig. 
5-2 and 5-3. 
ONSPEC Control Software 1s written m PASCAL/MT+ compiled to 
native code. Assembly language 1s used to a limited extent where it 1s 
particularly appropriate. PASCAL/MT+ is a full implementation of standard 
PASCAL (ISO Standard DPS/7185). Enhancements of this standard incorporated 
in PASCAL/MT+ include: 
• Code transportable to other processors 
• Enhanced 1/0 capabilities 
• Fast file access 
• Redirectable 1/0 facilities 
• Random file access 
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Figure 5-2: Process Flowsheet with Dynamically Refreshed Real-time Data. 
Figure 5-3: Graphic Display of Controller Faceplates for Different 
Control Loops. 
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• Suppor\ of in\errup'8 
• Heap managemen\ 
• Addi\ional da\a types 
• Suing manipulation 
• Access to run-time system 
• Modules, overlays, chaining 
• ROMable code capabilities 
• Linkage to ~mbly language routines 
5.2.1 Development of Communication and Interfacing Software 
As mentioned before a communication program is provided by Heuristics to 
drive the "MAC-5000 system. However, since the µMAC-5000 is a computer by 
itself, another piece of software should be running on the board to support the 
communication with ONSPEC. In the same way the communication firmware on 
the Z80 of the HP3392A needs a counter-part program running on the 
µMAC-5000 to support communications between the two devices via the second 
RS-232C port. Finally setting initial conditions, triggering of the sampling 
device's relays and execution of low-level control algorithms should be performed 
along with the communications tasks on the same board. The software to 
support these services was developed in µMACBASIC using the interrupt facility 
of the language. The flowsheets of this software arc presented in Figures 5-4, 
5-5, 5-6 and 5-7. The mam program running on the master board is 
responsible of establishing communications with the host computer and the 
HP3392A integrator. It initializes the activity of the controlled equipment and 
continuously checks the serial ports. Whenever a character is received in any of 
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78 
l 
:r 
~ 
' 
' 
Figure 5-5: 
can 
HP3392A-COHH 
Call 
ONSPEC--SUPPORT 
Interrupt Handler Module on the µMAC-5000. 
79 
DNlwatfou 
W..ttf1 
OIISPEC r~ 
R•port th•1------------, 
•rror 
Transmit 
~--fl 
R.ad aYaflabl• 
HP dab 
nsult 
Transmit 
dab 
Figure 5-6: Procedure ONSPEC SUPPORT on the µMAC-5000. 
80 
Figure 5-7: 
START 
• tHt run 
Acbewl•dg• 
START mus.1• 
S.t FLAG1•1 
•~s•gu 
Priat "'DAT A SENT 
TO HOST· t--~~~~--11 
STOP 
c••••rs•tion 
B 
Procedure HP3392A _ COMM on the µMAC-5000, continued. 
81 
CHtinH 
transmission 
Sbrt 
tr~nsmtssion 
Continu• 
tr~nsmission 
Continu• 
tr~nsmission 
B 
Figure 5-7: Procedure HP3392A COMM on the µMAC-5000, 
concluded. 
82 
these po ts · 
r , an mterrupt is generated by the operating system on the board and 
detected by the m • , 
am program, which calls the Interrupt Handler module. This 
module is basically a procedure which identifies the generated interrupt and its 
priority, and calls the necessary service procedure. There are two basi' . 
, c service 
procedures which are intended to support either the ONSPEC software or the 
HP3392A requests. The ONSPEC SUPPORT d proce ure responds to requests 
from ONSPEC by either executing µ.MACBASIC commands 
on the µMAC-5000 
{reading data from different channels or sending control commands to other 
peripheral devices) 
or simply transmitting the current composition analysis 
available from the HP integrator. The HP3392A COMM d 
the particular 
integrator and 
proce ure supports 
conversational type of communications necessary to control the 
the gas chromatograph. It is responsible r 
,or initiating sampling, 
starting a chromatographic run, and retrieving compositional analysis from the 
integrator. Th· ed ts proc ure uses the mnemonic language suitable for the 
HP3392A. 
83 
Chapter 6 
Conclusion 
An experimental facility for real-time process control of an emulsion 
polymerization reactor was designed and implemented. Real-time design 
considerations and particular process control requirements were taken into 
account for the proper selection of all software and hardware components of the 
system. It was demonstrated that real-time operating systems should have 
multitasking capabilities and preemptive design, support intertask 
communications and foreground/background programming. The task scheduler 
should allow the user to define task priorities and the operating system should 
be able to handle reentrant code and support an advanced memory management 
system. Compiled high-level languages providing ways to define, to suspend, to 
activate or coordinate tasks, along with commands to address the real-world 
channels, to input and output data, to keep track of the real-time and handle 
process generated interrupts, are necessary. Structured languages are prefered for 
software maintainance purposes. In addition to the operating system and the 
high-level language, application software with capabilities for process monitoring. 
direct digital control, supervisory control, sequence control, historical analysis 
and communication support would have to be developed or partially purchased. 
Smart interfaces and distributed control architectures can make effective use of 
today's microprocessor technology and utilize microcomputers on the plant floor. 
Proper selection of hardware and software components is critical and depends 
greatly on the specific application. A great number of products are available in 
the market but Loflin's first law of instrumentation should be kept in mind: 
"Never believe everything the salesman tells you". 
' 
) 
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The microcomputer-based control system which was designed and built for 
emulsion copolymeriaation reactor control provides all the necessary software 
tools to implement different control strategies and conduct real-time process 
control experiments. The detailed modeling and control strategy design for the 
vinyl acetate / butyl acrylate emulsion copolymerization process is beyond the 
scope of this report. A research program on these aspects has been initiated and 
will be the subject of a future Ph.D. dissertation. 
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Appendix A 
Software Vendors 
Alkyon Corporation 
8716 Production Ave. 
San Diego, CA 92121 
(619)578-0860 
AMDAHL Communications 
Systems Division 
2200 N. Greenville 
Richardson, TX 75081 
(214)699-9500 
Charles River Data Systems 
983 Concord St. 
Framingham, MA 01701 
(617)626-1000 
Computer Consoles Inc. 
97 Humboldt Str. 
Rochester, NY 14609 
(716)482-5000 
Digital Equipment Corp. 
164 Main Str. 
Maynard, MA 01754 
(617)897-5111 
Echelon Inc. 
10925 Stonebrook Dr. 
Los Altos Hills, CA 94022 
(415)941-2219 
Fortune Systems Corp. 
300 Harbor Blvd. 
Belmont, CA 94002 
( 415)593-9000 
Application Executive Corporation 
600 Broadway, Suite 4C 
New York, NY 10012 
(212)226-6347 
BOS National Inc. 
2607 Walnut Hill Lane, 
Suite 200 
Dallas, TX 75229 
(214)956-7722 
Computer Systems 
26401 Harper 
St. Clair Shores, MI 4808l 
(313)779-8709 
Data General Corp. 
4400 Computer Dr. 
Westboro, MA 01581 
(617)366-8911 
Digital Research Inc. 
60 Garden Court 
Monterey' CA 93942 
(408)649-3896 
Emulex Corp. 
3545 Harbor Blvd. 
P.O. BOX 6725 
Costa Mesa, CA 92626 
(714)662-5600 
Hammer Computer Syst~ms Inc. 
700 Larkspur Landing Circle 
Suite 285, Larkspur' CA 94939 
( 415)461-7633 
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Human Computing Resources Hunter &. Ready Inc. Multisolutions Inc. National Semiconductor 
10 St. Mary S&r., Suite 401 445 Sherman Ave. 123 Franklin Corner Rd. Corp. 
Toronto, Ontario, CD M4Y IP9 Palo-Alto, CA 94306 # 207 2900 Semiconductor Dr. 
! (416}922·1931 (800)228·1249 Laurenceville, NJ 08648 P .0. BOX 58090 
] ( 609) 896-4100 Santa Clara, CA 95052 I IBM Interactive Systems Corp. ( 408)721-5000 
Entry System., Division 2401 Colorado Ave., 3rd fl. Quantum Software Systems Quarterdeck Office Systems 
P.O. BOX 1328 Santa Monica, CA 90404 215 Stafford Rd. 150 Pico Blvd. 
Boca Raton, FL 33132 (213)453-8649 Suite 105 Santa Monica, CA 90405 
Napean, Ont. Canada K2H 9Cl (213)392-9851 
INTR-Soft Company Industrial Programming Inc. (613)726-1893 
P.O. BOX 351 100 Jericho Quadrangle 
Bedford, MA 01730 Jericho, NY 11753 RTCS Corp. Ryan-Mcfarland Corp. (617)369-0642 ( 516 )938-6600 1390 Flynn Rd. 609 Deep Valley Dr. 
Camarilo, CA 93010 Rolling Hills JMI Software KADAK Products Ltd. (805)987-9781 Estates, CA 9027 4 Consultants Inc. 206-1847 W. Broadway Ave. (213)541-4828 
904 Sheble Lane, Vancouver, BC, CD V6J 1Y5 
P.O. BOX 481 (604)734-2796 Soft Logic Solutions Inc. Software Kinetics Ltd. 
Spring House, PA 194 77 530 Chestnut Str. 65 Iher Rd. (215 )628-0840 Manchester, NH 03101 P.O. BOX 680 
(603)627-9900 Stillsville, Ontario 
Lantech Systems Inc. Link Data Inc. CDKOA 3GO 
9635 Wen dell Rd. 2005 Rt. 22 (613)831-0888 
Dallas, TX 75243 Union, NJ 07083 
(214)644-1246 (201 )964-6090 Structured Systems Group Technical Systems Consultants 
5204 Claremont Ave. 111 Providence Rd. 
Mark Williams Company Microsoft Corporation Oakland, CA 94618 Chapel Hill, NC 27514 
1430 W. Wrightwood Ave. 10700 Northrup Way ( 415 )547-1567 (919)493-1451 
Chicago, IL 60614 Bellevue, WA 98009 
(312)472-6659 (206)882-8080 The Destek Group THEOS Software Corp. 
830 E. Evelyn Ave. 201 Lafayette Circle, 
Microware Systems Corp. Microway Inc. Sunnyvale, CA 94086 Suite 100 
5835 Grand Ave. P.O. BOX 79 ( 408)737-7211 Lafayette, CA 94549 
Des ;\foines, IA 503 I 2 Plymouth, MA 02364 (415)283-4290 
(515)224-1929 (617)746-7341 
The Software Link Inc. Unisource Software Corp. 
8601 Dunwoody Place, 71 Bent St. 
NE, Suite 632 Cambridge, \ilA 02141 
Atlanta, GA 30338 (617)491-1264 
(404)998-0700 
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United States 
Sof\ware Corp. 
M70 N. W. lnnisbrook 
Place, 
Portland OR 97229 
( 503 }645-5043 
Venturcom Inc. 
215 First Str. 
Cambridge, MA 02142 
(617)661-1230 
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VisiCorp 
2895 Zanker Rd. 
San Jose, CA 95134 
( 408 }946-9000 
Whitesmiths Ltd. 
97 Lowell Rd. 
Concord, MA 01742 
(617)369-8499 
Appendix B 
Programmable Controllers and 
Manufacturers 
Manufacturer 
/Model 
Dig. Anal. Ladder High Interface Country 
1/0 1/0 Logic Level Type 
Lang. 
ASEA IND'L. SYS 
(Milwaukee, WI) 
Masterpiece 200 1300 600 y RS232/422 Sweden 
ADATEK, INC. 
(Sandpoint, ID) 
System 10 1176 96 y y RS232/422 USA 
ALLEN-BRADLEY CO. 
(Milwaukee, WI) 
Mod. Auto. Cont. 1742 32 y USA 
SLC 100 112 70 y N RS422 USA 
Mini-PLC-2 128 72 y RS232 USA 
Mini-PLC-2/05 128 192 y RS232 USA 
Mini-PLC-2/15 128 192 y RS232 USA 
PLC-2/20 2688 1344 y RS232 
USA 
PLC-2/30 2688 1344 y RS232 
USA 
PLC-3 8096 6144 y y RS232 U
SA 
PLC-3/10 2048 3072 y 
y RS232 USA 
PLC-4 32 y RS232 
USA 
PLC-5/15 1024 768 y 
y RS232 USA 
AMICON ELECTRONIC 
CONTROL CORP. 
(West Chicago, IL) 
AMC88 128 128 
y RS232 USA 
ANDERSON CORNELIUS 
{Eden Prairie, MN) RS232/422 USA MCU-250 y y 
APC-3 y 
y RS232/422 USA 
APPLIED SYS. CORP. 
(St. Clair Shores, MI) RS232/422 USA 
PC/86 512 128 y 
y 
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Manufacturer Dig. Anal. Ladder High Interface Country Manufacturer Dig. Anal. Ladder High Interface Country 
/Model 1/0 1/0 Logic Level Type /Model 1/0 1/0 Logic Level Type 
Lang. Lang. 
A UTECH DATA SYS. DIVELBISS CORP. 
(Pompano Beach, FL) (Fredericktown, OH) 
DACMASTER 1280 1280 y RS232/422 USA BABY BEAR 13 y RS232 USA 
BEAR BONES PL US 250 25 y RS232 USA 
AUTOMATION SYSTEMS 
(Eldridge, IA) DYNAGE CONTROLS 
PAC-5 1024 512 y y RS232/422 USA ( Cromwell, CT) . 
SAFE 8000 2048 128 y RS232/422 USA 
BAILEY CONTROLS CO. 
(Wickliffe, OH) ETI MICRO 
PC-90 1000 1000 Y y RS232, USA (Dublin, CA) 
RS422/488 8630 32 20 y y RS232/422 USA 
BARBER-COLMAN CO. 8640 34 10 y y RS232 USA 
IND'L. INST. DIV 8641 256 128 y y RS232 USA 
(Loves Park, IL) 
EDAC 384 84 y y RS232 EAGLE SIGNAL 
CONTROLS 
CINCINNATI MILACRON (Austin, TX) 
ELECTR. SYS. DIV. EPTAK 210 32 y RS232/422 USA 
(Lebanon, OH) EPTAK 220 128 y RS232/422 USA 
APC500 Relay 512 128 y RS232/422 USA EPTAK 240 128 32 y RS232/422 
USA 
APC500 MCL 2048 128 y RS232/422 USA EPTAK 700 2048 512 y 
y RS232/422 USA 
APC105 64 y W. GER. EPTAK 100 16 y 
Japan 
EPTAK 245 128 32 y RS232 USA 
CONTROL TECH. EPTAK iOOO 2048 512 y y RS232 USA 
(Hopkinton, MA) 
2008 20 y USA EATON CORP. 
2008R 20 y USA CUTLER-HAMMER 
2800 256 64 y RS232 USA (\1ilwaukee, WI) 
2020 40 USA MPCl 88 10 y 
USA 
2021 40 USA 0100 120 y 
Japan 
2400 64 32 RS232 USA 
ELECTROMATIC 
CROUZET CONTROLS CONTROLS 
(Schaumburg, IL) (Streamwood, IL) Denmark 
CMP-31 32 14 y RS232 France PLC 230816 56 y 
CMP-34 32 14 y RS232 France PLC 330816 56 y 
Denmark 
CMP-340 64 y RS232 France PLCF 2216 32 y RS232 
Denmark 
PLC 300606 12 y Denmark 
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Manufacturer Dig. Anal. Ladder High Interface Country Manufacturer Dig. Anal. Ladder High Interface 
Country 
/Model 1/0 1/0 Logic Level Type /Model 1/0 1/0 Logic Level Type 
. 
Lang . Lang. 
:i 
I 
ENCODER PROD. CO. GENERAL ELECT. CO. 
(Sandpoint, ID} AUTOMATION CONT. 
7152 264 88 y RS232/422 USA ( Charlottesville, VA) 
7252 264 88 y RS232/422 USA SERIES SIX 4000 992 y RS232/422 
SERIES THREE 400 24 y RS422 
ENTERTRON INDUSTRIES SERIES ONE ' 112 
y RS422 
(G~port, NY) SERIES ONE JR 64 y RS422 
SK-1600 64 y y USA 
SK-1600R 56 y y GENERAL NUMERIC 
SK-2100 256 8 y RS232 USA ( Elk Grove Village, IL) 
I01U 12 y y FRG 
THE FOXBORO CO. 115U 512 64 
y y RS232 FRG 
(Foxboro, MA) 130WB 512 96 y y RS232 FRG 
3PC-1A 512 128 y RS232/422 USA 150U 1024 192 
y y RS232 FRG 
3PC-2A 2048 128 y RS232/422 USA PC-J 1728 108 
RS232 Japan 
FURNAS ELECTRIC GIDDINGS & LEWIS 
(Batavia, IL) ELECTR. DIV. 
PC/96 256 24 y RS422 USA (Fond du Lac, WI) 
Micro 20 PC /96 40 y RS422 Japan PiC49 232 184 y RS232/422 USA 
Micro 40 PC /96 80 y RS422 Japan PiC409 2032 240 y RS232/422 USA 
Micro 60 PC /96 120 y RS422 Japan 
GOULD INC., PROG. 
GEC AUTOMATION CONTROL DIV. 
PROJECTS (Andover, MA) 
(Macon, GA) MICRO 84 112 12 y RS232 US
A 
MINIGEM 64 192 y 20mA UK 484 512 32 
y RS232 USA 
GEM 80/100 512 32 y 20mA UK 884 1280 1040 
y RS232 USA 
GEM 80/130 32 y 20mA UK 584L 8192 512 
y y RS232 USA 
GEM 80/1·10 y 20mA UK 984 1024 1920 
y y RS232 USA 
GEM 80/150 y 20mA UK 0085 120 
RS422 Japan 
GEM 80/225 512 96 y y 20mA UK 0185 512 
RS422 Japan 
GEM 80/235 512 192 y 20mA UK 
GEM 80/215 512 64 y 20mA UK GUARDIAN/HITACHI 
GEM 80/251 1024 64 y 20mA UK (Chicago, IL} 
GEM 80/252 1024 384 y 20mA UK J16 16 
y RS232/122 Japan 
GEM 80/253 1024 384 y 20mA UK 
GEM 80/353 2048 384 y 20mA UK 
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Manufactunr Dig. Anal. Ladder High Interface Country Manufacturer 
Dig. Anal. Ladder High Interface Country 
( /Model 1/0 1/0 Logic Level Type /Model 
1/0 1/0 Logic Level Type 
~ Lang. 
Lang. 
HONEYWELL JOUCOMATIC C
ONTROLS 
IPC DIV. ( Charlotte, NC) 
(York, PA) Unitriol M 128 
y RS232 France 
610-02 32 y 20mA FRG 
620-10 256 y RS232/422 USA KA YE INSTR
UMENTS 
620-15 256 256 y RS232/422 USA (Bedford, MA) 
620-20 512 512 y RS232/422 USA Digistrip 4C 
32 128 RS232, USA 
620-30 2048 2048 y RS232/422 USA 
20mA 
627-70 y RS232/422 USA Digi-Link 4C 
32 128 RS232, USA 
20mA 
IDEC SYSTEMS &. KLOCKNER-MOE
LLER 
CONTROLS CORP. (Natick, MA) 
(Santa Clara, CA) SUCOS PS21 56 
y y RS232 
FA-I 256 60 y RS232 Japan SUCOS PS22 
1024 64 y y RS232 
MACH ONE 112 y RS232 Japan SUCOS PS24
 2048 128 y y RS232 
SUCOS PS31 56 y y RS232 
INCON ELECTR., INC SUCOS PS32 
2048 128 y y RS232 
(Mississauga, ON) 
C-64 64 y RS232 Canada LEHI
GH FLUID POWER 
C-80 80 y RS232, Canada (Lambertville, NJ} 
20mA TPC-20 
40 y y Japan 
C-832 32 8 y y RS232, Canada 
20mA MTS SYSTEMS CORP. (Minneapolis, MN} RS232 USA 
INDUST. INDEXING SYS. MOTION PL
US 255 16 y 
(Victor, NY) 
~t\f-10 34 y RS232, USA MAXI TRON 
CORP. 
20mA (Salem, NH) 
PSC-100 24 y RS232, USA DPC 67-20 
512 96 y y RS232, USA 
20mA 
RS422/449 
MSC-800 72 96 y RS232, USA DPC 87-00 
512 96 y y RS232, US&Fr. 
20mA 
RS422/449 
DPC 87-10 1024 192 y 
y RS232/422 US&Fr. 
DPC 87-20 2048 384 y 
y RS232/422 
McGILL MFG. CO. 
ELEC. DIV. 
(Valparaiso, IN} y RS232 USA 1701-1000 512 256 
1701-2000 512 256 y RS232 
USA 
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Manufacturer Dig. Anal. Ladder High Interface Country 
Manufacturer Dig. Anal. Ladder High Interface Country 
/Model 1/0 1/0 Logic Level Type 
/Model 1/0 1/0 Logic Level Type 
Lang. 
Lang. 
MITSUB1Sffi ELECTRIC 
SATTCONTROL/ 
INDUST. PROD. DIV. 
AHSELL CONTROL 
(Rancho Dominquez, CA) 
(Marietta, GA) 
F 80 y Japan 
SattCon 05-10 188 y y RS232/422 Sweden 
F2 120 y Japan 
SattCon 05-20 188 64 y y RS232/422 Sweden 
KOJ 184 32 y Japan 
SattCon 05-30 188 64 y y RS232/422 Sweden 
K2 512 128 y y RS232/422 Japan 
SattCon 31-10 2560 640 y y RS232/422 Sweden 
K3 2048 512 y y RS232/422 Japan 
SattCon 31 2368 592 y y RS232/422 Sweden 
PBS MICRO 192 y y RS232/422 Sweden 
MODULAR COMPUTER 
PBS MINI 512 64 y y RS232 Sweden 
SYSTEMS, INC 
PBS MAXI 4096 512 y y RS232/422 Sweden 
(Fort Lauderdale, FL) 
PBS MACRO 4096 512 y y RS232/422 Sweden 
APC/5 2048 1280 Y y RS232 USA SELECTRON 
NAVCOM, INC 
(Lyss, Switzerland) 
(Huron, OH) 
PLC 032 32 y y RS232 Swit. 
Force 1 FIOA 10 y RS232/422 USA 
PLC 064 28 y y RS232 Swit. 
Force 1 F20A 20 y RS232/422 USA 
PLC 128-256 112 y y RS232 Swit. 
Force 1 F40A 40 y RS232/422 USA 
PLC 512 288 20 y y RS232 Swit. 
OMRON ELECTR.,, INC 
SIEMENS-ALLIS 
CONTROL COMP. DIV. 
AUTOMATION, INC 
(Schaumburg, IL) 
(Peabody, MA) 
SYSMAC 6 64 y Japan 
S5-150U 38K 38K y RS232 FRG 
SYSMAC 20 140 y Japan 
S5-135U-S 8192 384 y RS232 FRG 
SYSMAC Ct20 256 16 y RS232/422 Japan 
S5-135U-R 8192 384 y RS232 FRG 
SYSMAC C500 512 32 y RS232/422 Japan 
S5-115U 2048 128 y RS232 FRG 
S5-115L 976 128 y RS232 FRG 
RELIANCE ELEC. CO. 
S5-I05R 128 y FRG 
CONTROL SYS. DIV. 
S5-I01R 32 y FRG 
(Stone Mountain, GA) 
S5-I01U 32 y FRG 
AutoMate 15 64 y RS232 USA 
AutoMate 20 256 y RS232 USA 
SOLID CONT., INC 
AutoMate 30 512 128 y RS232 USA 
(Minneapolis, MN) 
AutoMate 40 8192 2048 y RS232 USA 
SYSTEM 10 192 
y RS232 
EPIC 1 1012 
y RS232 
EPIC 8B 1536 48 y RS232, 20mA 
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Manufactunr Dig. Anal. Ladder High Interface Country 
Manufacturer Dig. Anal. Ladder High Interface Country 
/Model 1/0 1/0 Logic Level Type 
/Model 1/0 1/0 Logic Level Type 
Lang. 
Lang. 
SQUARED CO. THESAURUS, INC 
(Milwaukee, WI) (Huntsville, AL) 
SY /MAX COMP ACT 120 120 y Japan CBPC-1 
256 256 y y RS232, USA 
SY/MAX 100 y RS422 UK 
RS422/488 
SY/MAX 300 256 112 y y RS422 USA 
CBPC-2 512 512 y y RS232, USA 
SY/MAX 500 2000 1785 y y RS422 USA 
RS422/488 
SY/MAX 7~PLUS 14K 1785 y y RS422 USA 
CBPC-3 1024 1024 y y RS232, USA 
SY/MAX PCM 8 y RS422 UK 
RS422/488 
CBPC-4 2048 2048 y y RS232, USA RS422/488 
STRUTHERS-DUNN, 
SYSTEMS DIV. 
(Bettendorf, IA) TOSHIBA 
DIRECTOR 4002 64 64 y RS232/422 USA 
(Houston,TX) 
EX250 256 32 y 
y RS422 Japan 
TELEMECANIQUE EX500 
512 64 y y RS422 Japan 
( Arlington Heights, IL) 
l. EX20 20 y y Japan 
TSX 27 80 y 20mA France 
EX40 40 y 
y Japan 
TSX 47 Jr 80 4 y 20mA /France 
EX40H 40 y y Japan 
TSX 47-20 256 36 y 20mA France TRENCH ELECTRIC 
TEMPATRON, LTD 
(Lilburn, GA) 
(Reading, England) OH180 
192 96 y RS232 Canada 
TPC 9000 252 60 y RS232/422 UK TRICONIX 
TENOR CO. 
(Irvine, CA) 
(New Berlin, WI) TRICON 
1024 1024 Y y RS232/422 USA 
100 252 15 y y RS232/422 UK 
PSC 763 96 y USA 
VEEDER-ROOT CO. 
PSC 764 96 y y USA 
(Hartford, CT) 
V-12 120 15 y 
Japan 
TEXAS INSTRUMENTS 
V-12 EXP 80 8 y 
Japan 
IND'L. CONT. DEPT. 
(Johnson City, TN) 
5TI 512 y RS232 
TllOO 128 y RS232 
510 40 y RS232 
520 128 128 y y RS232/422 
530 1023 1023 y y RS232/422 
560/565 8192 8192 y y RS232/422 
PM550 512 128 y RS232/422 
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Manufacturer 
/Model 
Dig. Anal. Ladder High Interface Country 
1/0 1/0 Logic Level Type 
Lang. 
WESTINGHOUSE ELEC. 
IED NUMA-LOGIC 
(Madison Hts., Ml) 
NUMA-LOGIC(N-L) 
Series 
N-L PC-100 30 y Japan 
N-L PC-110 112 y Japan 
N-L PC-700 512 64 y y RS232 USA 
N-L PC-900 256 32 y y RS232 USA 
N-L PC-1100 128 16 y y RS232 USA 
N-L HPPC-1500 8192 512 y y RS232 USA 
N-L HPPC-1700 8192 512 y y RS232 USA 
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Appendix C 
Computer Interface Manufacturers 
ANAFAZE Inc. 
2825 S, Rodeo Gulch Rd. 
Suite 6 
Soquel, CA 95073 
(408)479-0415 
ACTION Instruments 
8601 Aero Drive, 
San Diego, CA 92123 
(619)279-5726 
BOCA Research Inc. 
6401 Congress Ave. 
Boca Raton, FL 33431 
( 305 )997-6227 
Burr-Brown 
3631 E44 Str., 
Tucson, AZ 85713 
(602)7 47-0711 
COMPUTATIONAL SYSTEMS Inc. 
1900 N. Winston Rd. 
Knoxville, TN 37919 
(615)693-0551 
DATA World Products 
P.O. BOX 33 
Francestown, NH 03043 
(603)588-37 46 
Advanced Peripherals Inc. 
11000 Cedar Ave. 
Cleveland, OH 44106 
(216)721-6665 
Analog Devices 
PO BOX 280, 
Norwood, MA 02062 
(617)329-4700 
Black Box Corp. 
Mayview Rd. at Park Dr. 
P.O. BOX 12800 
Pittsburgh, PA 15241 
( 412)7 46-5500 
Computer Products 
2900 Gateway Drive, 
Pompano Beach, 
Florida 33069 
(305)974-5500 
Data Translation 
100 Locke Drive, 
Marlboro, MA 01752 
( 617)481-3700 
DIANACHART Inc. 
129 Hibernia Ave. 
Rockaway, NJ 07866 
(201 )625-2299 
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DI-AN Micro Systems Digital Design & Development Measurement Technology Metrabyte 
Mersey House,BaUersea Road, 18-19 Warren Str., Power Court, 400 
Myles Standish Blvd., 
i Heaton Mersey ,Skdport, London WlP 5D
B Louton LUI 3JJ Taunton, MA 02780 
Cheshire SK4 3EA Great Britain Great Britain .(617)880-3000 
' .\ Great Britain 01-387-7388 I 0582-23633 
061-422-9768 
Modular Instruments Inc. Moore Products Inc. 
Elexor As.,ociates Hewlett~Packard 649 S. Henderson Rd., Sumneytown P
ike 
PO BOX 246, 3000 Hanover Str., Westover Bldg. Spring House, PA 
19477 
Morris Plains, NJ 07950 Palo Alto, CA 94304 King of Prussia, PA 19406 (215)646-7400 
(201 )299-1615 (415)857-1501 (215)337-4507 
Hi-Tek Electronics lnstem Computer Systems NEFF Instrument Corp. PPM 
Ditton Walk, Stone, 700 S. Myrtle Ave. 
Hermitage Road, 
Cambridge C85 8QD Staffs ST15 OLT Monrovia, CA 91016 St. Johns, Woking, 
Great Britain Great Britain (818)357-2281 Surrey G U2 l 1 TZ 
0223-213333 0785-812131 G
reat Britain 
04867-80111 
Interactive Microware Inc. Interactive Structures Inc. 
P.O. BOX 139 218 Great Valley Pkwy. Rapid Recall 
Remote Measurement Systems Inc. 
State College, PA 16804 Malvern, PA 19355 Rapid House, Denmark Str., 
2633 Eastlake Ave., 
(814)238-8294 (215)644-8877 High Wycombe, E, Suite 200 
Bucks HP112ER Seattle, WA 98102 
Keithley DAS Kirby Lester Inc. Great Britain (206)328-2255 
349 Congress Str. 2001 W. Main Str. 0494-450244 
Boston, MA 02210 Stamford, CT 06902 
(617)423-7780 (203)323-1499 Sangamo Transducers SOPHOS IN
TEGRATED SYS. Inc. 
Steyning Way, Alegreya Estate, P.O BOX 508 
Kemitron Lee-Dickens Southern Cross 
Accokeek, MD 20607 
Hawarden Industrial Rushton Road, Industrial Estate, 
(301)292-5585 
Park, Manor Lane, Desborough,Kettering, Bognor Regis West 
Deeside, Northan ts Sussex P022 9ST 
Clwyd CH5 3PP Great Britain Great Britain 
Great Britain 0536-760156 0243-825011 
0244-536123 
TAURUS Computer Products Inc. 
Lawson Labs Inc. MICRO R & D Inc. 1755 Woodward Dr. 
5700 Raibe Rd. 3333 S. Wadsworth Blvd. Ottawa, Ontario, CD K2C OP9 
Columbia Falls, MT 59912 Suite A-104 (613)226-5361 
( 406)387-5355 Lakewood, CO 80227 
(303)985-1473 
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Appendix D 
Standard RS-232C Pins and Signal 
Definitions 
Pin Name Purpose 
1 Frame Ground Earth ground for safety. 
2 Transmitted Data Data line from DTE to DCE 
3 Received Data Data line from DCE to DTE 
4 Request to Send Asserted by the DTE when it 
is desired to send 
information over the data link. 
5 Clear to Send Asserted by the DCE when 
it has control of the link. 
6 Data Set Ready Asserted by the DCE when it 
is powered on and is functioning properly. 
7 Signal Ground Logic ground for the interface. 
8 Data Carrier Asserted by the DCE when it 
Detect is receiving a carrier. 
9 Reserved 
10 Reserved 
11 Unassigned 
12 Secondary Data Same as pin 8. 
Carrier Detect 
13 Secondary Clear Same as pin 5. 
to Send 
14 Secondary Same as pin 2. 
Transmitted Data 
15 Transmit Clock A clock frequency for the transmitter 
used for synchronous communications. 
It is supplied by the DTE. 
16 Secondary Same as pin 3. 
Received Data 
17 Receiver Clock Same as pin 15 but the signal 
is supplied by the DTE. 
18 Unassigned 
19 Secondary Same as pin 4. 
Request to Send 
20 Data Terminal Asserted by the DTE when it is powered up 
Ready and is functioning properly. 
105 
Pin Name 
21 Signal Quality 
Detect 
22 Ring Indicator 
23 Data Rate Select 
24 External Transmit 
Clock 
25 Unassigned 
Purpose 
Asserted by the DCE when communications 
are operating reliably. 
Asserted by the DCE when something 
is attempting to contact the DCE. 
Selects the bit rate of the DCE. 
A transmitter clock supplied by 
the DTE to the DCE. 
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