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This study evaluates five different bicycle facilities. These are: A) Off-road facilities, B)
In-traffic facilities with bike-lane and no on-street parking, C) In-traffic facilities with a bike-lane and on-street parking, D) In-traffic facilities with no bike-lane and no on-street parking, and E) In-traffic facilities with no bike-lane but with on-street parking. The aim is to understand how much people desire the attributes of these facilities by quantifying how many additional minutes of travel they would be willing to add to their trip if some of the features absent from a particular facility were provided by another. This added travel time is the price that individuals are willing to pay for the perceived safety and comfort the attributes provide. This study is part of a larger NCHRP sponsored project to develop guidelines for analysis of investments for bicycle facilities (2005) .
A computer based adaptive stated preference survey was developed and administered to collect data for this study. To understand if the value that people attach to attributes of facilities is systematically related to different individual and social characteristics, the study has also collected demographic, socioeconomic, household, and current travel mode information from each participant. This information is then used to build an empirical model to evaluate relationships between these independent variables and the additional travel time that people are willing to expend for different attributes of cycling facilities. In addition, to giving a measure of the appeal of the attributes under discussion, the model also highlights the social and individual factors that are important to consider in evaluating what facilities to provide.
Interest in studying bicyclists and cycling environments is growing. Recent papers by a number of authors have investigated preferences of cyclists and the bicycling environment as well as the relationship between the supply and use of facilities.
Availability of cycling facilities and the type and quality of a cycling facility are important determinants of how well they are used. Studies by Dill et. al. (2003) and Nelson et. al .(1997) have shown that there is a positive correlation between the number of facilities that are provided and the percentage of people that use bicycling for commuting purposes. While both studies state that causality cannot be proved from the data, Nelson and Allen (1997) state that in addition to having bicycle facilities, facilities must connect appropriate origins and destinations to encourage cycling as an alternative commuting mode. Bovy and Bradley (1985) used stated preference to analyze bicycle route choice in the city of Delft. Their work looked at facility type, surface quality, traffic levels and travel time in route choice. They found that travel time was the most important factor in route choice followed by surface type. Another study by Hopkinson and Wardman (1996) investigated the demand for cycling facilities using stated preference in a route choice context. They found that individuals were willing to pay a premium to use facilities that are deemed safer. The authors argued that increasing safety is likely more important than reducing travel time to encourage bicycling. Abraham et al. (2004) also considered cyclist preferences for different attributes using a SP survey again in the context of route choice. Subjects were given three alternate routes and their attributes and were then asked to rank the alternatives. The responses were analyzed using a logit choice model. Among other variables that were of interest to their study, the authors found that cyclists prefer off-street cycling facilities and low-traffic residential streets. But the authors also claimed that this may be due to an incorrect perception of safety on the part of the subjects, and education about the safety of off-road facilities may change the stated choice. Shafizadeh and Niemeier (1997) examined the role that proximity to an off-road bicycle trail plays in route choice decisions. Using intercept surveys along the Burke-Gilman trail in Seattle, they found that among people who reported origins near the off-road facility, travel time gradually increases as they are further from trail to a point and then decreases, leading them to speculate that there may be a 0.5 to 0.75 mile "bike shed"
around an off-road bike path, within which individuals will be willing to increase their travel time to access that facility and outside of which a more direct route seems to be preferred.
Aultmann-Hall, Hall and Beatz (1997) used GIS to investigate bicycle commuter routes in Guelph, Canada. While comparing the shortest path to the path actually taken, they found that people diverted very little from the shortest path and that most bicycle commuters use major road routes. They found little use of off-road trails. While this may be due to the location of the trails and the O-D pair they connect, even in five corridors where comparably parallel off-road facilities do exist to in-traffic alternatives, they found that commuters used the in-traffic facilities much more often. Only the direct highest quality off-road facility (one that is "wide with a good quality surface and extends long distance with easy access points") seemed to be used relatively more. Stinson and Bhat (2003) using data from a web based stated preference survey estimated a logit model to understand important attributes for commuter cyclist route choice. They reported that subjects preferred bicycling on residential streets to non residential streets, likely because of the low traffic volumes on residential streets. While their model showed that the most important variable in route preference was travel time, the facility was also significant. It was shown that cyclists preferred in-traffic bike-lanes more than off-road facilities. Both facility types had a positive effect on utility but the former added more to utility than the latter. In addition they found that cyclists try to avoid links with on-street parking. Another study by Taylor and Mahmassani (1996) also using a SP survey to investigate bike and ride options, suggested that bike-lanes provide greater incentives to inexperienced cyclists (defined as those with a "stated low to moderate comfort levels riding in light traffic") as compared with more experienced cyclists, with the latter group not showing a significant preference to bike-lanes over wide curb lanes.
The results from these papers seem somewhat mixed. Though some of the research has shown a stated preference and revealed preference with some constraints for off-road facilities, others have shown that cyclists generally prefer in-traffic cycling facilities with bike-lanes. Especially in revealed preference cases, the apparent preference for in-traffic routes may be due to their ability to connect to many destinations in a more direct fashion and therefore leading to a lower travel time. In addition route choice may be restricted by facility availability, geographic features or missing information. It may also be that for people who regularly bicycle, who are most likely the subjects of the revealed preference studies, travel time and not perceived safety are likely of utmost importance, as these individuals are more likely to be conditioned to the cycling environment. The actual preference therefore may not be for the in-traffic facility; however, it may be the best alternative available to the cyclists.
Commuter choices are clearly limited by facilities that are available to them.
Understanding preferences and behavior is crucial to providing choices that people desire. This can be best accomplished when the value of any given improvement in facility attribute is known. Valuation of facility attributes can be done by considering what people are willing to pay for using these facilities. In this study we try to uncover this value by measuring how much additional time individuals would be willing to spend bicycling between a given origin and destination if alternate facilities with certain attributes were available to them.
In the next section the methodology is presented in detail. This is followed by a description of the survey instrument and design. The analysis methodology is presented, and then the results.
CHAPTER 2: METHODOLOGY
An Adaptive Stated Preference (ASP) survey is used to evaluate the facility features of interest. While both revealed and stated preference data can be used to analyze preferences, there are certain advantages to using the latter method in this case. In using consumer revealed preference, often, a limitation arises because only the final consumer choice is observed. This makes it difficult to ascertain how consumers came to their final decision. This complication arises because the number of choices that are available to each consumer may be very large and information on those alternatives that went into an individual's decision may not be fully known. Even in cases where all possible alternatives are known, it is difficult to assess whether the decision makers considered all available alternatives. In addition, the exact tradeoff of interest may not be readily available. Even in cases where the tradeoffs seem to be available, one cannot be certain that the consumer is acting out his preference for the attributes we are observing. The lack of appropriate data can pose a major challenge in this respect.
Stated preference surveys overcome these complications because the experimenter controls the choices. In SP settings, the experimenter determines the choices and the subject considers. While this may not reflect the actual market choice that individual would make because of the constraints the survey places on the choice set, it allows us to measure attribute differences between the presented alternatives. Further, by using specialized forms of SP such as Adaptive Stated Preference (ASP) one can measure the exact value individuals attach to attributes of interest. In this type of survey each option is presented based on choices the subject has already made. This allows for the presentation of choices that the individual can actually consider while removing alternatives that the subject will surely not consider. This methodology has been adopted in a number of contexts, including value of time for commercial vehicle operators (Smalkoski, 2003) , in mode choice experiments (Bergantino and Bolis, 2002) , and in evaluating transit improvements (Falzarno et. al, 2000) among others.
Survey Instrument, Design and Administration
The survey was administered in two waves, once during winter and once during summer.
The winter and summer subjects were shown video clips that reflected the season at the time of the survey taken at approximately the same location. Our sample for both waves was compromised of employees from the University of Minnesota, excluding students and faculty. Invitations were sent out to 2500 employees, randomly selected from an employee database, indicating that we would like them to participate in a computer based survey about their commute to work and offering $15 for participation. Participants were asked to come to a central testing station, where the survey was being administered. A total of 90 people participated in the winter survey and another 91 people participated in the summer survey, making a total of 181 people. Among these 14 people had to be removed due to incomplete information leaving 167 people. Of these 167, 68 people indicated that they have bicycled to work at least once in the past year. Thirty eight of these sixty eight identified themselves as regular bicycle commuters at least during the summer. Also, 127 of the 167 people said they have bicycled to somewhere including work in the past year. Further demographic information on the subjects is given in Tables 1.
All subjects of the ASP survey were given nine presentations that compared two facilities at a time. Each presentation asks the subject to choose between two bicycle facilities.
The subject is told that the trip is a work commute and the respective travel time they would experience for each facility is given. Each facility is presented using a 10 second video clip taken from the bicyclists' perspective. The clips loop three times and the subjects are able to replay the clip if they wish.
Each facility is compared with all other facilities that are theoretically of lesser quality. and a no bike-lane with parking facility (E). Similarly, the four other facilities (B, C, D and E) are each compared with those facilities that are considered to be of a lesser quality. The less attractive of the two facilities is assigned a lower travel time and the alternate (higher quality) path is assigned a higher travel time. The subject goes through four iterations per presentation with travel time for the more attractive facility being changed according to the previous choice. The first choice set within each presentation assigns the lesser quality facility a 20 minute travel time and the alternate (higher quality) path a 40 minute travel time. Travel time for the higher quality facility increases if the subject chose that facility and it decreases if the less attractive facility was selected. A bisection algorithm works between 20 and 60 minutes either raising or lowering the travel time for the alternate path so that it becomes less attractive if it was chosen or more attractive if the shortest path was chosen. By the fourth iteration, the algorithm converges on the maximum time difference where the subject will choose the better facility. This way the subject's time value for a particular bicycling environment can be estimated by identifying the maximum time difference between the two route choices that they will still choose the more attractive facility. Pictures of these facilities are shown on Figure 1 . The procedure used to converge on the time trade-off for the particular facility is illustrated as follows. The first choice set between any two facilities starts with a 40 minute travel time on the higher quality facility and a 20 minute travel time on the lesser quality facility. If the subject first chose the longer option, then the next choice set assigns a higher travel time for the higher quality path (raised from 40 minutes to 50 minutes). If the subject still chooses the longer option, the travel time for that choice increases to 55 minutes and the choice is posed again. If on the other hand, the 50 minute option is rejected and the subject chose the 20 minute route, the bisection algorithm will calculate a travel time that is between the now rejected option and the previously accepted option, in this case 45 minutes. By the time the subject makes a fourth choice, the survey will have either narrowed down the subject's preference to within two minutes or the subject has hit the maximum travel time that can be assigned to the longer trip, which is 58.5 minutes. Table 2 shows the pairs of comparisons that were conducted and used in the analysis. Table 3 shows a sample series of travel time presentations and Figures 3(a) and 3(b) show sample screenshots of the survey instrument.
CHAPTER 3: RESULTS
The adaptive nature of the survey allows us to extract the actual additional minutes each individual is willing to travel on an alternate facility. In the context of the survey, this is the maximum travel time beyond which the subject would switch to use the lesser quality facility. For each pair of facilities that are compared during the summer and the winter, the averages of this switching point are computed and plotted in From table 4, it can be seen that the 95% normal interval and the ordered 95 percentile around the mean are almost the same.
The bootstrap also allows us to estimate the bias of the sample mean by the difference of the mean from the original sample and the bootstrap mean. For each pair of comparisons, the bias in the mean is also found to be very small, being consistently less than 3/100 th of a minute. The sample mean, the estimate of the bias and the confidence interval (CI) using the normal distribution and the percentile of the bootstrap are reported in table 4 for each pair of comparisons both for the combined and season specific data.
Model Specification
We start with the economic paradigm of a utility maximizing individual, where given a bundle of goods the individual chooses that bundle which results in the highest possible utility from the choice set. In the current context then, given two alternatives, the chosen alternative is the one that the subject derives a higher utility from. We can then break down each bundled alternative to its components to understand what amount each contributes to utility. This will enable us to extract the contribution of each feature of the facility in the choice consideration of the individual. Mathematically, we would state this as alternative A is selected if U A is greater than U B , where A and B are the alternatives and U is the utility function.
We hypothesize that the utility a user derives from using a bicycle facility depends on the features of the facility and the expected travel time on the facility. Choices are also affected by individual characteristics that we may not directly observe, but can try to estimate using individual specific variables such as income, sex, age, etc. As discussed earlier, each individual records a response over various alternatives and therefore the data reflects the repeated choices over the same subject. This implies that the errors are no longer independently distributed. To overcome this problem, we can specify a Generalized Linear Mixed Model (GLMM) that addresses the 'within subject' and 'between subject' errors separately (Agresti, 2002) . These models take the repeated nature of the responses into consideration, and account for differences between individuals that reflect taste heterogeneity. In addition to separating the within subject and between subject errors, using GLMM ensures that the correct error terms are Where U is the linear utility derived from each alternative and based on which the choice is made. The utility of each alternative is defined in terms of the attributes of the facility.
In addition, we are also interested in trends that can be explained by individual specific 
Switching Point Analysis
An alternate specification of the model looks at time as a dependent variable, and features of the facility as independent variables along with demographic covariates. The dependent variable is the maximum additional minutes individuals would be willing to travel for attributes of an alternate facility. This is the switching point beyond which individuals would take the lesser quality facility. This specification employs a linear mixed models approach to account for the repeated measurements taken over the same subject as was done in the binomial logit case. This approach yields similar patterns in the order of valuation of the different attributes of the facilities and the expected directions of the parameter estimates. The results of this model are reported in table 8.
Comparison
A side by side comparison of the logit and linear models is not possible; however, we can compare the values derived for different facility pairs based on the logit model and the linear model for a given individual. This is given in Table 9 The overall assessment of the models suggests that designated bike lanes seem to be what are most desired. It is also important to consider that both the linear and logit models found no evidence against the hypothesis that preferences between cyclists and noncyclists are the same. This is encouraging in many respects, because it avoids the dilemma of which interest to serve. The policy implication is that by addressing this common preference, we can ensure cyclists receive the facilities they prefer and noncyclists get the facilities that they could at least consider as a viable alternative. T i represents the average additional travel time user are willing to travel. Table 9 . Time values of alternate facility using different formulations
