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Abstract
Conformal totally symmetric arbitrary spin bosonic fields in flat space-time of even dimension
greater than or equal to four are studied. Second-derivative (ordinary-derivative) formulation for
such fields is developed. We obtain gauge invariant Lagrangian and the corresponding gauge
transformations. Gauge symmetries are realized by involving the Stueckelberg and auxiliary fields.
Realization of global conformal boost symmetries on conformal gauge fields is obtained. Modified
de Donder gauge condition and de Donder-Stueckelberg gauge condition are introduced. Using the
de Donder-Stueckelberg gauge frame, equivalence of the ordinary-derivative and higher-derivative
approaches is demonstrated. On-shell degrees of freedom of the arbitrary spin conformal field are
analyzed. Ordinary-derivative light-cone gauge Lagrangian of conformal fields is also presented.
Interrelations between the ordinary-derivative gauge invariant formulation of conformal fields and
the gauge invariant formulation of massive fields are discussed.
∗ E-mail: metsaev@lpi.ru
1
1 Introduction
The present paper is a sequel to our paper [1], where the ordinary-derivative formulation of confor-
mal fields was developed. Commonly used Lagrangian formulations of most conformal fields in-
volve higher derivatives (for review, see Ref.[2]). In Ref.[1], we developed the ordinary-derivative
gauge invariant and Lagrangian formulation for free low-spin conformal fields. This is to say that
our Lagrangians for free bosonic conformal fields do not involve higher than second order terms in
derivatives, while our Lagrangians for free fermionic conformal fields do not involve higher than
first order terms in derivatives. In the present paper, we generalize results in Ref.[1] to the case of
totally symmetric arbitrary spin bosonic conformal fields.
A long term motivation for our study of conformal fields comes from the following potentially
important applications.
In Ref.[3], it has been conjectured that string theory, theory of massless higher-spin fields in
AdS space, and theory of conformal fields, though different, eventually may turn out to be different
phases of one and the same unified field theory with new forces mediated by higher-spin gauge
fields. According to this conjecture, in the ultra high-energy domain, dynamics of the unified
theory is governed by theory of conformal higher-spin fields generalizing Weyl gravity, i.e., in the
ultra high-energy domain, microscopic degrees of freedom of the unified theory are described by
conformal low- and higher-spin gauge fields. Spontaneous breaking of conformal symmetry leads
to the theory of massless higher-spin AdS fields [4] generalizing AdS supergravity. One expects
that, in the AdS phase, symmetries of the unified theory are realized as infinite-dimensional gauge
symmetries of massless low- and higher-spin fields. Further, spontaneous breaking of higher-spin
gauge symmetries of massless higher-spin AdS fields theory leads to the string theory in flat space.
We believe that use of the ordinary-derivative formulation of conformal fields might be helpful for
studying the conjecture in Ref.[3]. This is to say that Lagrangian of free string field theory and
Lagrangian of free massless higher-spin AdS fields theory do not involve higher derivatives, i.e.,
these Lagrangians take ordinary-derivative form. Therefore, the ordinary-derivative formulation
of conformal fields theory seems to be most suitable for the investigation of possible interrelations
between theory of conformal fields, theory of massless higher-spin AdS fields, and string theory.1
The second application is to the various conjectured dualities [6] between supesymmetric Yang-
Mills theory, string theory and theory of massless higher-spin AdS fields. In the framework of
AdS/CFT correspondence, the conformal fields manifest themselves in a intriguing way. This is
to say that conformal fields appear as boundary values of non-normalazible solution to equations
of motion for massless AdS fields (see, e.g., Refs.[7]-[10]2). Therefore the action for massless
AdS field, when it is evaluated on solution of the Dirichlet problem (effective action), leads to
the action of conformal field.3 As a side remark we also note that conformal symmetries manifest
themselves in the tensionless limit of string theory (see, e.g., Ref.[14]). In view of these interesting
interrelations between string theory, theory of massless higher-spin AdS fields, and theory of con-
formal fields we think that the ordinary-derivative formulation of conformal fields might be useful
to understand string/gauge theory dualities better. This is to say that bulk equations of motion of
free string field theory and theory of free massless higher-spin AdS fields do not involve higher
1 Recent interesting discussion of conformal symmetries of massless higher-spin AdS4 field theory may be found
in Ref.[5].
2In the earlier literature, discussion of conformal field dualities may be found in Ref.[11].
3 The computation of effective action for free massless spin-2 field in AdS5 space was carried out in Ref.[12],
while the computation of effective action for free arbitrary spin-s field, s ≥ 2, in AdSd+1 space was carried out in
Ref.[13].
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derivatives. We believe therefore that the ordinary-derivative approach to theory of conformal
fields should be most suitable for the investigation of bulk/boundary correspondence.
Higher-derivative Lagrangian formulation of the totally symmetric arbitrary spin bosonic con-
formal fields in 4-dimensional space and in d-dimensional space, d ≥ 4, was developed in the
respective Ref.[2] and Ref.[15]. Alternative higher-derivative description of the conformal fields
obtained via AdS/CFT duality may be found in Ref.[13]. The purpose of this paper is to develop
ordinary-derivative gauge invariant and Lagrangian formulation for free conformal fields. In this
paper, we discuss the bosonic totally symmetric arbitrary spin conformal fields in space-time of
even dimension d ≥ 4. Our approach is summarized as follows.
i) By introducing additional field degrees of freedom, we extend the space of fields entering the
higher-derivative theory. Some of the additional fields turn out to be Stueckelberg fields, while the
remaining additional fields turn out to be auxiliary fields.
ii) Our ordinary-derivative Lagrangian does not contain higher than second order terms in deriva-
tives. Two-derivative contributions to the Lagrangian take the form of the standard Klein-Gordon,
Maxwell, Einstein-Hilbert, and Fronsdal kinetic terms of the respective spin-0, spin-1, spin-2, and
spin-s, s > 2, bosonic fields.
iii) All vector and tensor fields are supplemented by appropriate gauge symmetries.4 Gauge trans-
formations of conformal fields do not involve higher than first order terms in derivatives. One-
derivative contributions to the gauge transformations take the form of the standard gradient gauge
transformations of the vector and tensor fields.
iv) The gauge symmetries of our Lagrangian make it possible to match our approach with the
higher-derivative one, i.e., by gauging away the Stueckelberg fields and by solving equations of
motion for the auxiliary fields, we obtain the higher-derivative formulation of conformal fields.
This implies that our approach retains propagating D.o.F of the higher-derivative conformal fields
theory, i.e., our approach is equivalent to the higher-derivative one, at least at the classical level.
The rest of the paper is organized as follows.
In Sec. 2, we summarize the notation used in this paper.
Section 3 is devoted to the discussion of on-shell D.o.F appearing in higher-derivative formula-
tion of arbitrary spin-s conformal field propagating in d-dimensional space. Because approach in
Ref.[13] turns out to be convenient for this purpose we start with brief review of the gauge invari-
ant higher-derivative formulation of conformal fields developed in Ref.[13]. Also, for the reader
convenience, we discuss how our higher-derivative approach in Ref.[13] is related to the one in
Refs.[2, 15]. After this, we describe our results for total number of on-shell D.o.F for the arbitrary
spin conformal field and decomposition of the on-shell D.o.F into irreps of the so(d − 2) algebra.
Light-cone gauge higher-derivative and ordinary-derivative Lagrangians are also presented.
In Sec.4, we develop the ordinary-derivative formulation for arbitrary spin conformal field. We
start with the discussion of field content entering our approach. After this we present our result
for gauge invariant Lagrangian. We discuss various representations for the Lagrangian. Also,
we describe two new gauge conditions for conformal fields which we refer to as modified de
Donder gauge and de Donder-Stueckelberg gauge. In Sec.4.1 we discuss gauge symmetries of
our ordinary-derivative Lagrangian, while in Sec.4.2 we discuss realization of conformal algebra
symmetries on the space of gauge fields entering our approach.
In Sec.5, we discuss the interrelations between the higher-derivative and ordinary-derivative
approaches to conformal fields. We demonstrate that our ordinary-derivative approach in Sec.4 is
equivalent to the higher-derivative approach in Sec.3.1.
4 To realize those additional gauge symmetries we adopt the approach in Refs.[16, 17] which turns out to be most
useful for our purposes.
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In Sec. 6, we discuss the interrelations between the ordinary-derivative description of confor-
mal field and gauge invariant description of massive field. In due course we also discuss our new
representation for gauge invariant Lagrangian of arbitrary spin massive field by using modified de
Donder divergencies.
Section 7 is devoted to the discussion of directions for future research.
Technical details are collected in Appendices. In Appendix A, we outline the procedure of
derivation of on-shell D.o.F. appearing in the higher-derivative formulation of arbitrary spin con-
formal field in Ref.[15]. In Appendix B, we present details of the derivation of ordinary-derivative
gauge invariant Lagrangian and gauge transformations for the arbitrary spin conformal field. In
Appendices C,D, we discuss some technical details of the interrelations between the ordinary-
derivative and higher-derivative approaches to conformal fields.
2 Preliminaries
2.1 Notation
Our conventions are as follows. xa denotes coordinates in d-dimensional flat space-time, while
∂a denotes derivatives with respect to xa, ∂a ≡ ∂/∂xa. Vector indices of the Lorentz algebra
so(d − 1, 1) take the values a, b, c, e = 0, 1, . . . , d − 1. We use mostly positive flat metric tensor
ηab. To simplify our expressions we drop ηab in scalar products, i.e., we use XaY a ≡ ηabXaY b.
A set of the creation operators αa, ζ , υ⊕, υ⊖ and the respective set of annihilation operators α¯a,
ζ¯, υ¯⊖, υ¯⊕ will be referred to as oscillators in what follows.5 Commutation relations, the vacuum,
and hermitian conjugation rules are defined as
[α¯a, αb] = ηab , [ζ¯ , ζ ] = 1 , [υ¯⊕, υ⊖] = 1 , [υ¯⊖, υ⊕] = 1 , (2.1)
α¯a|0〉 = 0 , ζ¯|0〉 = 0 , υ¯⊕|0〉 = 0 , υ¯⊖|0〉 = 0 , (2.2)
αa† = α¯a , ζ† = ζ¯ , υ⊕† = υ¯⊕ , υ⊖† = υ¯⊖ . (2.3)
The oscillators αa, α¯a and ζ , ζ¯, υ⊕, υ⊖, υ¯⊕, υ¯⊖ transform in the respective vector and scalar
representations of the Lorentz algebra so(d−1, 1). We assume the following hermitian conjugation
rule for the derivatives ∂a† = −∂a. We use operators constructed out of the derivatives, coordinates
and oscillators,
✷ ≡ ∂a∂a , x∂ ≡ xa∂a , x2 ≡ xaxa , (2.4)
α∂ ≡ αa∂a , α¯∂ ≡ α¯a∂a , α2 ≡ αaαa , α¯2 ≡ α¯aα¯a , (2.5)
Nα ≡ αaα¯a , Nζ ≡ ζζ¯ , k̂ ≡ Nα + d− 6
2
, (2.6)
Nυ⊕ ≡ υ⊕υ¯⊖ , Nυ⊖ ≡ υ⊖υ¯⊕ , Nυ ≡ Nυ⊕ +Nυ⊖ , ∆′ ≡ Nυ⊕ −Nυ⊖ , (2.7)
V˜ a ≡ αa − α2 1
2Nα + d− 2α¯
a , (2.8)
5 As in Ref.[18], we use oscillators to handle many indices appearing for tensor fields. The oscillator algebra can
also be reformulated as an algebra acting on the symmetric-spinor bundle on the manifold M [19]. The oscillators ζ,
ζ¯ appearing in gauge invariant formulation of massive fields arise naturally by a dimensional reduction [20, 19] from
flat space. We expect that ‘conformal’ oscillators υ⊕, υ⊖, υ¯⊕, υ¯⊖ also allow certain interpretation via dimensional
reduction. Extensive discussion of oscillator formulation may be found in Ref.[21].
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V a ≡ αa − α2 1
2Nα + d
α¯a , V ≡ V a∂a , (2.9)
V¯ a⊥ ≡ α¯a −
1
2
αaα¯2 , V¯⊥ ≡ V¯ a⊥∂a , (2.10)
µ ≡ 1− 1
4
α2α¯2 , Π[1,2] ≡ 1− α2 1
2(2Nα + d)
α¯2 . (2.11)
Throughout the paper the notation k′ ∈ [n]2 implies that k′ = −n,−n + 2,−n + 4, . . . , n −
4, n− 2, n:
k′ ∈ [n]2 =⇒ k′ = −n,−n + 2,−n + 4, . . . , n− 4, n− 2, n . (2.12)
We adopt the following conventions for the light-cone frame. The space-time coordinates are
decomposed as xa = x+, x−, xi, where the coordinates x± are defined as x± = (xd−1 ± x0)/√2
and x+ is taken to be a light-cone time. Vector indices of the so(d − 2) algebra take values
i, j = 1, . . . , d − 2. We use the following conventions for the derivatives: ∂i = ∂i ≡ ∂/∂xi,
∂± = ∂∓ ≡ ∂/∂x∓.
2.2 Global conformal symmetries
The conformal algebra so(d, 2) of d-dimensional space-time taken to be in basis of the Lorentz
algebra so(d− 1, 1) consists of translation generators P a, dilatation generator D, conformal boost
generators Ka, and generators Jab which span so(d − 1, 1) Lorentz algebra. We assume the fol-
lowing normalization for commutators of the conformal algebra:
[D,P a] = −P a , [P a, J bc] = ηabP c − ηacP b , (2.13)
[D,Ka] = Ka , [Ka, J bc] = ηabKc − ηacKb , (2.14)
[P a, Kb] = ηabD − Jab , (2.15)
[Jab, Jce] = ηbcJae + 3 terms . (2.16)
Let |φ〉 denotes field propagating in flat space-time of dimension d ≥ 4. Let Lagrangian for
the free field |φ〉 be conformal invariant. This implies, that Lagrangian is invariant with respect to
transformation (invariance of the Lagrangian is assumed to be up to total derivatives)
δGˆ|φ〉 = Gˆ|φ〉 , (2.17)
where realization of the conformal algebra generators Gˆ in terms of differential operators takes the
form
P a = ∂a , (2.18)
Jab = xa∂b − xb∂a +Mab , (2.19)
D = x∂ +∆ , (2.20)
Ka = Ka∆,M +R
a , (2.21)
Ka∆,M ≡ −
1
2
x2∂a + xaD +Mabxb . (2.22)
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In (2.19)-(2.22), ∆ is operator of conformal dimension,Mab is spin operator of the Lorentz algebra,
[Mab,M ce] = ηbcMae + 3 terms , (2.23)
and Ra is operator depending on derivatives with respect to space-time coordinates and not de-
pending on space-time coordinates xa, [P a, Rb] = 0.6 The spin operator of the Lorentz algebra
is well known for arbitrary spin conformal field. In higher-derivative formulations of conformal
fields, the operator Ra is often equal to zero, while in the ordinary-derivative approach, we develop
in this paper, the operator Ra is non-trivial. This implies that complete description of conformal
fields in the ordinary-derivative approach requires finding not only gauge invariant Lagrangian but
also the operator Ra as well. It turns out that requiring the Lagrangian to be invariant under gauge
transformations and conformal algebra transformations we determine both the Lagrangian and the
operator Ra.
3 On-shell degrees of freedom of conformal field in higher -derivative ap-
proach
As is well known, higher-derivative theory can be cast into ordinary-derivative form by using the
Ostrogradsky method. We note however that the conventional use of this method leads to field
content involving only auxiliary fields. In Ref.[1], we proposed method which leads automatically
to the field content involving both auxiliary and Stueckelberg fields. Our method for finding field
content that we use for building the ordinary-derivative gauge invariant Lagrangian involves the
following two steps.
i) Starting with higher-derivative formulation of conformal field, we use the light-cone gauge to
classify on-shell D.o.F of the conformal field according to irreps of the so(d− 2) algebra.
ii) We replace the so(d−2) algebra irreps entering the on-shell D.o.F of the conformal field by the
corresponding representations of the Lorentz algebra so(d− 1, 1).
For arbitrary spin values, s ≥ 1, and arbitrary dimension of space, d ≥ 4, on-shell D.o.F of
the spin-s conformal field in d-dimensional space have not been discussed so far in the literature.
Therefore, in this section, we present our result for on-shell D.o.F of the totally symmetric arbitrary
spin-s conformal field in d-dimensional space, d ≥ 4. Since our method for counting on-shell
D.o.F is based on the use of higher-derivative formulation, we begin with recalling of higher-
derivative formulations of conformal fields available in the literature.
3.1 Higher-derivative formulation of arbitrary spin conformal field
At present time, two higher-derivative formulations of conformal totally symmetric fields are avail-
able in the literature. These formulations were developed in Refs.[2, 15] and Ref.[13]. Because
formulation developed in Ref.[13] turns out to be more convenient for the discussion of on-shell
D.o.F we begin with the review of our results in Ref.[13]. In section 3.1.2, we describe how formu-
lation in Refs.[2, 15] is obtained from our higher-derivative approach in Ref.[13]. In section 3.1.3,
we discuss higher-derivative light-cone gauge Lagrangian which provides easy and quick access to
on-shell D.o.F. of conformal fields. Outline of the derivation of on-shell D.o.F by using approach
in Refs.[2, 15] may be found in Appendix A.
6For the case of conformal currents and shadow fields studied in Refs.[22, 23], the operator Ra does not dependent
on the derivatives.
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3.1.1 Higher-derivative Lagrangian with Stueckelberg and auxiliary fields
In Ref.[13], to discuss higher-derivative gauge invariant formulation of the totally symmetric ar-
bitrary spin-s conformal field in flat space of even dimension d ≥ 4 we use the following set of
scalar, vector, and tensor fields of the Lorentz algebra so(d− 1, 1):
φa1...as′ , s′ = 0, 1, . . . , s . (3.1)
We note that
i) In (3.1), the fields φ and φa are the respective scalar and vector fields of the Lorentz algebra,
while the field φa1...as′ , s′ > 1, is rank-s′ totally symmetric tensor field of the Lorentz algebra
so(d− 1, 1). The tensor fields φa1...as′ with s′ ≥ 4 satisfy the double-tracelessness constraint,
φaabba5...as′ = 0 , s′ ≥ 4 . (3.2)
ii) Conformal dimension of the field φa1...as′ is given by
∆(φa1...as′ ) = 2− s′ . (3.3)
iii) Fields (3.1) are subject to differential constraints. To discuss the differential constraints we use
the oscillators αa, ζ and collect fields (3.1) into ket-vector |φ〉 defined as
|φ〉 ≡
s∑
s′=0
ζs−s
′√
(s− s′)! |φ
s′〉 , |φs′〉 ≡ 1
s′!
αa1 . . . αas′φa1...as′ |0〉 . (3.4)
In terms of ket-vector |φ〉 (3.4), the differential constraints can be presented as
C¯sh|φ〉 = 0 , (3.5)
C¯sh ≡ α¯∂ − 1
2
α∂α¯2 − e¯1,shΠ[1,2] + 1
2
e1,shα¯
2 , (3.6)
e1,sh ≡ ζe˜1✷ , e¯1,sh ≡ −e˜1ζ¯ , e˜1 ≡
( 2s+ d− 4−Nζ
2s+ d− 4− 2Nζ
)1/2
, (3.7)
where operator Π[1,2] is defined in (2.11).
Lagrangian for the spin-s conformal field found in Ref.[13] takes the form
L = 1
2
〈φ|µ✷k̂+1|φ〉 , µ ≡ 1− 1
4
α2α¯2 , k̂ ≡ Nα + d− 6
2
, (3.8)
where operator Nα is defined in (2.6). Note that throughout this paper bra-vectors are defined
according the rule 〈φ| ≡ (|φ〉)†.
To illustrate the structure of the Lagrangian we note that, in terms of the tensor fields φa1...as′ ,
Lagrangian (3.8) takes the form
L =
s∑
s′=0
Ls′ , (3.9)
Ls′ = 1
2s′!
(
φa1...as′✷ks′+1φa1...as′ − s
′(s′ − 1)
4
φaaa3...as′✷ks′+1φbba3...as′
)
, (3.10)
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ks′ ≡ s′ + d− 6
2
. (3.11)
To discuss realization of gauge symmetries in our higher-derivative approach we introduce the
following set of gauge transformation parameters:
ξa1...as′ , s′ = 0, 1, . . . , s− 1 . (3.12)
We note that, in (3.12), the gauge transformation parameters ξ and ξa are the respective scalar and
vector fields of the Lorentz algebra, while the gauge transformation parameter ξa1...as′ , s′ ≥ 2, is
rank-s′ totally symmetric traceless tensor field of the Lorentz algebra so(d− 1, 1),
ξaaa3...as′ = 0 , s′ ≥ 2 . (3.13)
Now, as usually, we collect gauge transformation parameters (3.12) into ket-vector |ξ〉 defined by
|ξ〉 ≡
s−1∑
s′=0
ζs−1−s
′√
(s− 1− s′)! |ξ
s′〉 , |ξs′〉 ≡ 1
s′!
αa1 . . . αas′ ξa1...as′ |0〉 . (3.14)
Gauge transformations can entirely be written in terms of the ket-vectors |φ〉 and |ξ〉. This is
to say that gauge transformations take the form
δ|φ〉 = Gsh|ξ〉 , Gsh ≡ α∂ − e1,sh − α2 1
2Nα + d− 2 e¯1,sh , (3.15)
where operators e1,sh, e¯1,sh are given in (3.7). We make sure that differential constraint (3.5) is
invariant under gauge transformations (3.15). Also we make sure that Lagrangian (3.8) is invariant
under gauge transformations (3.15) provided the field |φ〉 satisfies differential constraint (3.5).
Higher-derivative Lagrangian for spin-2 field. For the later use and illustration purposes let
us demonstrate our higher-derivative approach for the case of spin-2 conformal field. For this case,
the field content involves rank-2 tensor field φab, vector field φa, and scalar field φ. In terms of
these fields, Lagrangian (3.8) and differential constraint (3.5) take the form
L = 1
4
φab✷k+1φab − 1
8
φaa✷k+1φbb +
1
2
φa✷kφa +
1
2
φ✷k−1φ , k ≡ d− 2
2
, (3.16)
∂bφab − 1
2
∂aφbb + φa = 0 , (3.17)
∂aφa +
1
2
✷φaa + uφ = 0 , u ≡
(
2
d− 1
d− 2
)1/2
. (3.18)
Lagrangian (3.16) and constraints (3.17), (3.18) are invariant under the gauge transformations
δφab = ∂aξb + ∂bξa +
2
d− 2η
abξ ,
δφa = ∂aξ −✷ξa , (3.19)
δφ = −u✷ξ ,
where ξ, ξa are gauge transformation parameters.
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3.1.2 Higher-derivative Lagrangian in Stueckelberg gauge frame
Lagrangian of the conformal field in Refs.[2, 15] is obtained from our Lagrangian (3.8) by using
a Stueckelberg gauge frame. Therefore to illustrate how our approach is related to the one in
Refs.[2, 15], we now present Stueckelberg gauge fixed Lagrangian of the spin-s conformal field.
From gauge transformations (3.15), we see that a field α¯2|φ〉 transforms as Stueckelberg field.
Therefore we can gauge away the field α¯2|φ〉 by using the Stueckelberg gauge condition,
α¯2|φ〉 = 0 . (3.20)
Using (3.20) and differential constraint (3.5), we find the following relations:
α¯2|φs′〉 = 0 , s′ = 2, 3, . . . , s , (3.21)
|φs′〉 = Xs′(α¯∂)s−s′ |φs〉 , s′ = 0, 1, . . . , s− 1 , (3.22)
Xs′ ≡ (−)
s−s′
(s− s′)!
(2s−s′Γ(s+ s′ + d− 3)Γ(s+ d−2
2
)
Γ(2s+ d− 3)Γ(s′ + d−2
2
)
) 1
2
. (3.23)
Relation (3.21) tells us that the tensor fields φa1...as′ , s′ = 2, 3, . . . , s, are traceless, while, from
relation (3.22), we learn that the fields φa1...as′ , s′ = 0, 1, . . . , s − 1, can be expressed in terms of
the traceless rank-s tensor field φa1...as . Plugging (3.22) into (3.8) and ignoring total derivative, we
get the Stueckelberg gauge frame Lagrangian,
L = 1
2
s∑
s′=0
2s−s
′
(s′ + d−2
2
)s−s′
(s− s′)!(s+ s′ + d− 3)s−s′ 〈(α¯∂)
s−s′φs|✷ks′+1|(α¯∂)s−s′φs〉 , (3.24)
where we use the notation (p)q to indicate the Pochhammer symbol, (p)q ≡ Γ(p+q)Γ(p) , while ks′ is
defined in (3.11). To illustrate the structure of the Lagrangian we note that, in terms of the tensor
field φa1...as , Lagrangian (3.24) takes the form
L = 1
2
s∑
s′=0
2s−s
′
(s′ + d−2
2
)s−s′
s′!(s− s′)!(s+ s′ + d− 3)s−s′ (∂
s−s′φ)a1...as′✷ks′+1(∂s−s
′
φ)a1...as′ , (3.25)
(∂s−s
′
φ)a1...as′ ≡ ∂b1 . . . ∂bs−s′φb1...bs−s′a1...as′ . (3.26)
Representation for Lagrangian given in (3.25) was found in Ref.[13]. In earlier literature, alter-
native representations for Lagrangian of conformal fields may be found in Refs.[2, 15]. For the
readers convenience, we write down the leading terms in Lagrangian (3.25),
L = 1
2s!
φa1...as✷ks+1φa1...as +
1
2(s− 1)!(∂φ)
a1...as−1
✷
ks(∂φ)a1...as−1
+
1
4(s− 2)!
2s+ d− 6
2s+ d− 5(∂
2φ)a1...as−2✷ks−1(∂2φ)a1...as−2 + . . . . (3.27)
3.1.3 Higher-derivative Lagrangian in light-cone gauge frame
Light-cone gauge frame provides easy and quick access to on-shell D.o.F of arbitrary spin confor-
mal field. Therefore, we now discuss light-cone gauge-fixed Lagrangian. To this end we impose
the light-cone gauge condition,
α¯+Π[1,2]|φ〉 = 0 , (3.28)
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and analyze differential constraint (3.5) for the field |φ〉. We find that solution to the differential
constraint can be expressed in terms of the light-cone ket-vector |φl.c.〉,
|φ〉 = exp
(
−α
+
∂+
(α¯i∂i − e¯1)
)
|φl.c.〉 , (3.29)
α¯iα¯i|φl.c.〉 = 0 , (3.30)
|φl.c.〉 ≡ |φ〉∣∣
α+=α−=0
. (3.31)
From (3.31), we learn that the light-cone ket-vector |φl.c.〉 is obtained from |φ〉 (3.4) by equating
α+ = α− = 0. Thus, we are left with fields φi1...is′ , s′ = 0, 1, . . . , s, which, for s ≥ 2, are traceless
so(d − 2) algebra tensor fields, φiii3...is′ = 0. These fields constitute the field content of the light-
cone gauge frame. Note that the fields φi1...is′ , s′ = 0, 1, . . . , s, are not subject to any differential
constraints as it should be in the light-cone gauge frame. Making use of (3.29)-(3.31), we find that
gauge invariant Lagrangian (3.8) leads to the following light-cone gauge Lagrangian:
Ll.c. = 1
2
〈φl.c.|✷k̂+1|φl.c.〉 . (3.32)
To illustrate structure of the light-cone gauge Lagrangian we note that, in terms of the fields φi1...is′ ,
Lagrangian (3.32) takes the form
Ll.c. =
s∑
s′=0
Ll.c.s′ , Ll.c.s′ =
1
2s′!
φi1...is′✷ks′+1φi1...is′ , (3.33)
where ks′ is given in (3.11). In the next section, we demonstrate how light-cone gauge Lagrangian
(3.33) can be used for counting on-shell D.o.F of arbitrary spin conformal field.
3.2 On-shell degrees of freedom of arbitrary spin-s conformal field
As we have already said, to discuss on-shell D.o.F of the conformal field we exploit the light-cone
gauge and use fields transforming in irreps of the so(d − 2) algebra.7 Namely, we decompose
on-shell D.o.F into irreps of the so(d− 2) algebra. At the end of this section, we demonstrate that
on-shell D.o.F of the totally symmetric spin-s conformal field in d-dimensional space, d ≥ 4, are
described by the following set of fields of the so(d− 2) algebra:
φ
i1...is′
k′ , s
′ =
{
0, 1, . . . , s; for d ≥ 6;
1, 2, . . . , s; for d = 4;
k′ ∈ [ks′]2 ; (3.34)
ks′ ≡ s′ + d− 6
2
, (3.35)
where vector indices of the so(d−2) algebra take values i = 1, 2, . . . , d−2. In (3.34), the fields φk′
and φik′ are the respective scalar and vector fields of the so(d − 2) algebra, while the field φi1...is′k′ ,
s′ ≥ 2, is rank-s′ totally symmetric traceless tensor field of the so(d− 2) algebra,
φ
iii3...is′
k′ = 0 , s
′ ≥ 2 , (3.36)
7 Discussion of alternative methods for counting on-shell D.o.F may be found in Refs.[24, 25].
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i.e., the tensor field φi1...is′k′ transforms as irreps of the so(d − 2) algebra. Note that the scalar
fields φk′ enter the field content only when d ≥ 6. Obviously, set of fields in (3.34) is related to
non-unitary representation of the conformal algebra so(d, 2).8
Alternatively, for d ≥ 6, field content (3.34) can be represented as
φi1...isk′ , k
′ ∈ [ks]2 ; (3.37)
φ
i1...is−1
k′ , k
′ ∈ [ks − 1]2 ; (3.38)
. . . . . . . . . . . .
. . . . . . . . . . . .
φik′ , k
′ ∈ [ks − s+ 1]2 ; (3.39)
φk′ , k
′ ∈ [ks − s]2 ; (3.40)
ks ≡ s+ d− 6
2
, (3.41)
while, for d = 4, field content is given in (3.37)-(3.39).
Total number of on-shell D.o.F shown in (3.34) is given by
n =
1
2
(d− 3)(2s+ d− 2)(2s+ d− 4)(s+ d− 4)!
s!(d− 2)! . (3.42)
For the particular values of s and d, relation (3.42) leads to the following expressions for n:
n
∣∣∣
s−arbitrary; d=4
= s(s+ 1) , (3.43)
n
∣∣∣
s=1; d−arbitrary
=
1
2
d(d− 3) , (3.44)
n
∣∣∣
s=2; d−arbitrary
=
1
4
d(d− 3)(d+ 2) . (3.45)
Results for n in (3.43) and (3.45) were obtained in Ref.[2], while the expression for n in (3.44) was
obtained in Ref.[1]. Thus, our result in (3.42) agrees with the previously reported results related to
the particular values of s and d in (3.43)-(3.45) and gives expression for n in (3.42) corresponding
to the arbitrary values of s and d.
To summarize, our result in (3.37)-(3.40) gives decomposition of the on-shell D.o.F into ir-
reps of so(d − 2) algebra, while expression for n (3.42) gives the total number of on-shell D.o.F
appearing in (3.37)-(3.40).9
For the reader convenience, we now explain how n given in (3.42) is obtained from decompo-
sition in (3.37)-(3.40). By definition, n given in (3.42) is a sum of tensorial components of fields
(3.37)-(3.40) subject to tracelessness constraint (3.36). This is to say that n can be represented as
n =
s∑
s′=0
ns′ , ns′ =
∑
k′∈[ks′ ]2
n(φs
′
k′) , (3.46)
8 By now, unitary representations of (super)conformal algebras that are relevant for elementary particles are well
understood (see, e.g., Refs.[26]-[30]). In contrast to this, non-unitary representations deserve to be understood better.
9 For the case of s = 2, d = 4, decomposition of D.o.F into irreps of the so(2) algebra was carried out in Ref.[24].
For the case of s = 2, d ≥ 4, decomposition of D.o.F into irreps of the so(d− 2) algebra was carried out in Ref.[1].
11
n(φs
′
k′) =
(s′ + d− 5)!
(d− 4)! s′! (2s
′ + d− 4) , (3.47)
where n(φs′k′) stands for D.o.F of rank-s′ traceless tensor field φ
i1...is′
k′ . In other words, n(φs
′
k′) is a
dimension of the rank-s′ traceless tensor field of the so(d− 2) algebra. Taking into account (3.47)
and the fact that there are ks′ + 1 rank-s′ traceless tensor fields φs
′
k′, we note that relation for ns′ in
(3.46) amounts to
ns′ =
1
2
(s′ + d− 5)!
(d− 4)! s′! (2s
′ + d− 4)2 . (3.48)
Plugging ns′ (3.48) into expression for n in (3.46) and using the textbook formula,
s∑
s′=0
(s′ + t)!
s′!
=
(s+ t+ 1)!
(t+ 1)s!
, (3.49)
we arrive at the expression for n in (3.42).
Now let us discuss the derivation of on-shell D.o.F given in (3.37)-(3.40). To this end we
use light-cone gauge Lagrangian (3.33). Using light-cone gauge Lagrangian (3.33), we obtain the
following higher-derivative equations of motion:
✷
ks′+1φi1...is′ = 0 , s′ = 0, 1, . . . , s . (3.50)
Now, all that remains is to note that it is the use of the set of the fields given in (3.37)-(3.40) that
leads to the ordinary-derivative form of equations (3.50),
✷φ
i1...is′
k′ − φi1...is′k′+2 = 0 , s′ = 0, 1, . . . , s , k′ ∈ [ks′]2 , (3.51)
where we use the identification φi1...is′−ks′ ≡ φi1...is′ , s′ = 0, 1, . . . , s, and ks′ is defined in (3.11).
Note that, for d = 4 and s′ = 0, Eqs.(3.50) imply φ = 0. Thus we see that scalar field does not
contribute to on-shell D.o.F when d = 4.
As a side remark we note that, for d ≥ 6, ordinary-derivative light-cone gauge Lagrangian that
leads to equations (3.51) is given by
Ll.c. =
s∑
s′=0
∑
k′∈[ks′ ]2
Ll.c.s′,k′ , Ll.c.s′,k′ =
1
2
φ
i1...is′
−k′ ✷φ
i1...is′
k′ −
1
2
φ
i1...is′
−k′ φ
i1...is′
k′+2 . (3.52)
For d = 4, we should remove contribution of Ll.c.0,k′-terms to Lagrangian Ll.c. (3.52).
4 Ordinary-derivative gauge invariant Lagrangian
To discuss ordinary-derivative gauge invariant formulation of the totally symmetric arbitrary spin-
s conformal field in flat space of even dimension d ≥ 4 we use the following set of scalar, vector,
and tensor fields of the Lorentz algebra so(d− 1, 1):
φ
a1...as′
k′ , s
′ =
{
0, 1, . . . , s; for d ≥ 6;
1, 2, . . . , s; for d = 4;
k′ ∈ [ks′]2 ; (4.1)
ks′ ≡ s′ + d− 6
2
. (4.2)
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Alternatively, for d ≥ 6, field content (4.1) can be represented as
φa1...ask′ , k
′ ∈ [ks]2 ; (4.3)
φ
a1...as−1
k′ , k
′ ∈ [ks − 1]2 ; (4.4)
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
φak′ , k
′ ∈ [ks − s+ 1]2 ; (4.5)
φk′ , k
′ ∈ [ks − s]2 ; (4.6)
ks ≡ s + d− 6
2
, (4.7)
while, for d = 4, field content (4.1) is given in (4.3)-(4.5). We note that
i) In (4.1), the fields φk′ and φak′ are the respective scalar and vector fields of the Lorentz algebra,
while the field φa1...as′k′ , s′ > 1, is rank-s′ totally symmetric tensor field of the Lorentz algebra
so(d− 1, 1). Note that the scalar fields φk′ enter the field content only when d ≥ 6.
ii) The tensor fields φa1...as′k′ with s′ ≥ 4 satisfy the double-tracelessness constraint
φ
aabba5...as′
k′ = 0 , s
′ ≥ 4 . (4.8)
iii) The conformal dimension of the field φa1...as′k′ is given by
∆(φ
a1...as′
k′ ) =
d− 2
2
+ k′ . (4.9)
iv) Comparison of light-cone gauge fields (3.37)-(3.40) and Lorentz fields (4.3)-(4.6) demonstrates
the general rule we use to obtain the field content of gauge invariant ordinary-derivative formula-
tion. Namely, all that is required is to replace the on-shell light-cone gauge fields of the so(d− 2)
algebra (3.37)-(3.40) by the respective fields of the Lorentz so(d− 1, 1) algebra (4.3)-(4.6).10
To illustrate the field content given in (4.1) we use the shortcut φs′k′ for the field φa1...as′k′ and note
that, for d ≥ 6 and arbitrary s, fields in (4.1) can be presented as
Field content for d ≥ 6 , s− arbitrary
φs−ks φ
s
2−ks . . . . . . . . . . . . . . . φ
s
ks−2 φ
s
ks
φs−11−ks φ
s−1
3−ks
. . . . . . . . . . . . φs−1ks−3 φ
s−1
ks−1
. . . . . . . . . . . . . . . . . . . . . . . . (4.10)
φ1s−1−ks φ
1
s+1−ks . . . . . . φ
1
ks−s−1 φ
1
ks−s+1
φ0s−ks φ
0
s−ks+2 . . . φ
0
ks−s−2 φ
0
ks−s
10 Such a rule can unambiguously be used when there is one-to-one mapping between spin labels of the so(d − 2)
algebra fields and those of the Lorentz algebra so(d−1, 1) fields. In fact, such mapping can unambiguously be realized
for all fields with the exception of self-dual fields. Study of self-dual fields in the framework of ordinary-derivative
approach may be found in Ref.[31].
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As we have said, the scalar fields do not enter the field content when d = 4. This is to say that,
for d = 4 and arbitrary s, the field content in (4.1) can be represented as
Field content for d = 4 , s− arbitrary
φs1−s φ
s
3−s . . . φ
s
s−3 φ
s
s−1
φs−12−s φ
s−1
4−s . . . φ
s−1
s−4 φ
s−1
s−2
. . . . . . . . .
φ2−1 φ
2
1
φ10
(4.11)
We note that d = 6 is the lowest space-time dimension when the scalar fields appear in the field
content. Namely, for d = 6 and arbitrary s, the field content in (4.1) can be represented as
Field content for d = 6 , s− arbitrary
φs−s φ
s
2−s . . . φ
s
s−2 φ
s
s
φs−11−s φ
s−1
3−s . . . φ
s−1
s−3 φ
s−1
s−1
. . . . . . . . .
φ1−1 φ
1
1
φ00
(4.12)
In order to streamline the presentation of ordinary-derivative formulation we use the oscillators
αa, ζ , υ⊕, υ⊖, and collect fields (4.1) into ket-vector |φ〉 defined by
|φ〉 ≡
s∑
s′=0
ζs−s
′√
(s− s′)! |φ
s′〉 , for d ≥ 6 ,
(4.13)
|φ〉 ≡
s∑
s′=1
ζs−s
′√
(s− s′)! |φ
s′〉 , for d = 4 ,
|φs′〉 ≡
∑
k′∈[ks′ ]2
1
s′!(
ks′+k
′
2
)!
αa1 . . . αas′ (υ⊕)
k
s′
+k′
2 (υ⊖)
k
s′
−k′
2 φ
a1...as′
k′ |0〉 . (4.14)
From (4.13),(4.14), we see that the ket-vectors |φ〉, |φs′〉 satisfy the relations
(Nα +Nζ − s)|φ〉 = 0 , (Nζ +Nυ − ks)|φ〉 = 0 , (4.15)
(Nα − s′)|φs′〉 = 0 , (Nυ − ks′)|φs′〉 = 0 , (4.16)
where ks′ and ks are given in (4.2),(4.7). Relations (4.15) tell us that the ket-vector |φ〉 is degree-s
homogeneous polynomial in the oscillators αa, ζ and degree-ks homogeneous polynomial in the
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oscillators ζ , υ⊕, υ⊖, while relations (4.16) tell us that the ket-vector |φs′〉 is degree-s′ homoge-
neous polynomial in the oscillators αa and degree-ks′ homogeneous polynomial in the oscillators
υ⊕, υ⊖. We note that, in terms of the ket-vector |φ〉, double-tracelessness constraint (4.8) takes the
form11
(α¯2)2|φ〉 = 0 . (4.17)
We now discuss two representations for gauge invariant Lagrangian in turn.
1st representation for Lagrangian. Lagrangian we found takes the form
L = 1
2
〈φ|E|φ〉 , (4.18)
where operator E is given by
E = E(2) + E(1) + E(0) , (4.19)
E(2) ≡ ✷− α∂α¯∂ + 1
2
(α∂)2α¯2 +
1
2
α2(α¯∂)2 − 1
2
α2✷α¯2 − 1
4
α2α∂ α¯∂α¯2 , (4.20)
E(1) ≡ e1A¯+ e¯1A , (4.21)
E(0) ≡ m1 + α2α¯2m2 +m3α¯2 + m¯3α2 , (4.22)
A ≡ α∂ − α2α¯∂ + 1
4
α2α∂α¯2 , (4.23)
A¯ ≡ α¯∂ − α∂α¯2 + 1
4
α2α¯∂α¯2 , (4.24)
e1 = ζe˜1υ¯
⊖ , e¯1 = −υ⊖e˜1ζ¯ , (4.25)
m1 =
2s+ d− 2−Nζ
2s+ d− 2− 2Nζ (Nζ − 1)υ
⊖υ¯⊖ ,
m2 =
2(2s+ d− 2) + (2s+ d− 7)Nζ −N2ζ
4(2s+ d− 2− 2Nζ) υ
⊖υ¯⊖ ,
m3 =
1
2
ζ2e˜1e˜
(1)
1 υ¯
⊖υ¯⊖ , m¯3 =
1
2
υ⊖υ⊖e˜1e˜
(1)
1 ζ¯
2 , (4.26)
e˜1 =
( 2s+ d− 4−Nζ
2s+ d− 4− 2Nζ
)1/2
, e˜(1)1 =
( 2s+ d− 5−Nζ
2s+ d− 6− 2Nζ
)1/2
. (4.27)
We note that E(2) (4.20) is the standard second-order Fronsdal operator represented in terms of the
oscillators.
2nd representation for Lagrangian. We now discuss the second representation for Lagrangian.
This representation allows us to introduce various de Donder like gauge conditions for arbitrary
spin conformal field. Namely, Lagrangian (4.18) can be represented as (up to total derivative)
L = 1
2
〈φ|µ(✷−m2)|φ〉+ 1
2
〈C¯φ|C¯φ〉 , (4.28)
11 We adapt the formulation in terms of the double-traceless gauge fields in Ref.[32]. To develop the gauge invariant
approach one can use unconstrained gauge fields studied in Ref.[33].
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C¯ ≡ V¯⊥ − e¯1Π[1,2] + 1
2
e1α¯
2 , V¯⊥ ≡ α¯∂ − 1
2
α∂α¯2 , m2 ≡ υ⊖υ¯⊖ , (4.29)
where operators µ and Π[1,2] are given in (2.11). To illustrate the structure of Lagrangian we note
that, in terms of tensor fields φa1...as′k′ (4.1), Lagrangian (4.28) takes the form
L =
s∑
s′=0
∑
k′∈[ks′ ]2
Ls′k′ , for d ≥ 6 , (4.30)
L =
s∑
s′=1
∑
k′∈[ks′ ]2
Ls′k′ , for d = 4 , (4.31)
Ls′k′ ≡
1
2s′!
(
φ
a1...as′
−k′ ✷φ
a1...as′
k′ −
s′(s′ − 1)
4
φ
aaa3...as′
−k′ ✷φ
bba3...as′
k′
)
− 1
2s′!
(
φ
a1...as′
−k′ φ
a1...as′
k′+2 −
s′(s′ − 1)
4
φ
aaa3...as′
−k′ φ
bba3...as′
k′+2
)
+
1
2(s′ − 1)!C
a1...as′−1
−k′+1 C
a1...as′−1
k′+1 , (4.32)
C
a1...as′−1
k′+1 ≡ ∂bφ
a1...as′−1b
k′ −
s′ − 1
2
∂(a1φ
a2...as′−1)bb
k′
+ fs′φ
tr a1...as′−1
k′+1 +
1
2
fs′+1φ
a1...as′−1bb
k′+1 , (4.33)
φ
tr a1...as′
k′ ≡ φa1...as′k′ −
s′(s′ − 1)
2(2s′ + d− 4)η
(a1a2φ
a3...as′ )bb
k′ , (4.34)
fs′ ≡
((s+ 1− s′)(s+ s′ + d− 4)
2s′ + d− 4
)1/2
, (4.35)
We note that φtr a1...as′k′ (4.34) is a traceless tensor, φtr aaa3...as′k′ = 0. In (4.33), (4.34), symmetriza-
tion of the indices a1 . . . an is normalized as (a1 . . . an) = 1n!(a1 . . . an + (n!− 1) terms).
The quantity C¯|φ〉with C¯ given in (4.29) will be referred to as modified de Donder divergency.
From (4.28), we see that the use of the modified de Donder divergency simplifies considerably the
presentation of Lagrangian. It is the modified de Donder divergency that allows us to introduce
various de Donder like gauges for conformal field. Before presenting these de Donder like gauges
we recall that the commonly used standard de Donder gauge is defined as
V¯⊥|φ〉 = 0 , de Donder gauge, (4.36)
where V¯⊥ is defined in (4.29). Our representation for Lagrangian of conformal field given in (4.28)
suggests new gauge condition which we refer to as modified de Donder gauge. This to say that,
using operator C¯ (4.29), we define modified de Donder gauge as
C¯|φ〉 = 0 , modified de Donder gauge. (4.37)
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In the tensorial notation, modified de Donder gauge (4.37) can be represented as
C
a1...as′−1
k′+1 = 0 , s
′ = 1, . . . , s , k′ ∈ [ks′]2 , (4.38)
where tensorial form of the modified de Donder divergencies Ca1...as′−1k′+1 is given in (4.33). Note
that, by virtue of double-tracelessness constraint (4.8), the modified de Donder divergenciesCa1...as′k′+1
with s′ ≥ 2 are traceless, Caaa3...as′k′+1 = 0.
Besides the modified de Donder gauge we introduce another new gauge condition which we
refer to as de Donder-Stueckelberg gauge. The de Donder-Stueckelberg gauge is defined as
υ¯⊕C¯|φ〉 = 0 , de Donder-Stueckelberg gauge. (4.39)
In the tensorial notation, de Donder-Stueckelberg gauge (4.39) can be represented as
C
a1...as′−1
k′+1 = 0 , s
′ = 1, . . . , s , k′ ∈ −ks′, [ks′ − 2]2 . (4.40)
Comparing values of k′ in (4.38) and (4.40), we see that de Donder-Stueckelberg gauge condi-
tions (4.40) constitute a subset of the modified de Donder gauge conditions (4.38). Below we
demonstrate that the de Donder-Stueckelberg gauge turns out to be very convenient for the study
of interrelations between the higher-derivative formulation of conformal fields in section 3.1 and
the ordinary-derivative formulation in this section.
4.1 Gauge symmetries of conformal field
We now discuss gauge symmetries of Lagrangian (4.18). To this end we introduce the following
set of gauge transformation parameters:
ξ
a1...as′
k′−1 , s
′ = 0, 1, . . . , s− 1 , k′ ∈ [ks′ + 1]2 , (4.41)
where ks′ is given in (4.2). Alternatively, gauge transformation parameters (4.41) can be repre-
sented as
ξ
a1...as−1
k′−1 , k
′ ∈ [ks]2 ; (4.42)
ξ
a1...as−2
k′−1 , k
′ ∈ [ks − 1]2 ; (4.43)
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
ξak′−1 , k
′ ∈ [ks − s+ 2]2 ; (4.44)
ξk′−1 , k
′ ∈ [ks − s+ 1]2 . (4.45)
We note that
i) In (4.41), the gauge transformation parameters ξk′−1 and ξak′−1 are the respective scalar and vector
fields of the Lorentz algebra, while the gauge transformation parameter ξa1...as′k′−1 , s′ ≥ 2, is rank-s′
totally symmetric traceless tensor field of the Lorentz algebra so(d− 1, 1),
ξ
aaa3...as′
k′−1 = 0 , s
′ ≥ 2 . (4.46)
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ii) The gauge transformation parameters ξa1...as′k′−1 have the conformal dimensions
∆(ξ
a1...as′
k′−1 ) =
d− 2
2
+ k′ − 1 . (4.47)
Now, as usually, we collect the gauge transformation parameters into ket-vector |ξ〉 defined by
|ξ〉 ≡
s−1∑
s′=0
ζs−1−s
′√
(s− 1− s′)! |ξ
s′〉 , (4.48)
|ξs′〉 ≡
∑
k′∈[ks′+1]2
1
s′!(ks′+1+k
′
2
)!
αa1 . . . αas′ (υ⊕)
k
s′
+1+k′
2 (υ⊖)
k
s′
+1−k′
2 ξ
a1...as′
k′−1 |0〉 . (4.49)
The ket-vectors |ξ〉, |ξs′〉 satisfy the algebraic constraints,
(Nα +Nζ − s+ 1)|ξ〉 = 0 , (Nζ +Nυ − ks)|ξ〉 = 0 , (4.50)
(Nα − s′)|ξs′〉 = 0 , (Nυ − ks′ − 1)|ξs′〉 = 0 , (4.51)
where ks′ and ks are defined in (4.2), (4.7). Relations (4.50) tell us that |ξ〉 is a degree-(s − 1)
homogeneous polynomial in the oscillators αa, ζ and degree-ks homogeneous polynomial in the
oscillators ζ , υ⊕, υ⊖, while relations (4.51) tell us that |ξs′〉 is degree-s′ homogeneous polynomial
in the oscillators αa and degree-(ks′ + 1) homogeneous polynomial in the oscillators υ⊕, υ⊖.
In terms of the ket-vector |ξ〉, tracelessness constraint (4.46) takes the form
α¯2|ξ〉 = 0 . (4.52)
Gauge transformations can entirely be written in terms of |φ〉 and |ξ〉. This is to say that gauge
transformations take the form
δ|φ〉 = G|ξ〉 , G ≡ α∂ − e1 − α2 1
2Nα + d− 2 e¯1 , (4.53)
where operators e1, e¯1 are defined in (4.25). As a side remark we note that using operator G (4.53)
we can represent Lagrangian as in (4.18) with new operator E given by
E = µ(✷−m2 −GC¯) . (4.54)
Operator E (4.54) is equal to the one in (4.19) up to (α2)2- and (α¯2)2-terms. Obviously, by virtue
of double-tracelessness constraint (4.17), such terms do not contribute to Lagrangian (4.18).
4.2 Realization of conformal boost symmetries
To complete the ordinary-derivative formulation of spin-s conformal field we provide realization
of the conformal algebra symmetries on the space of ket-vector |φ〉. All that is required is to fix
the operators Mab, ∆, and Ra for the case of spin-s conformal field and then use these operators
in (2.18)-(2.21). For the case of arbitrary spin-s conformal field, the realization of the Lorentz
algebra spin operator Mab and the conformal dimension operator ∆ on the space of |φ〉 is given by
Mab = αaα¯b − αbα¯a , (4.55)
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∆ =
d− 2
2
+ ∆′ , ∆′ ≡ Nυ⊕ −Nυ⊖ . (4.56)
Note that realization of the conformal dimension operator ∆ (4.56) can be read from (4.9). Real-
ization of the operator Ra on the space of |φ〉 is given by
Ra = ra
(0)
+ ra
(1)
+Ra
G
, (4.57)
ra
(0)
= r0,1α¯
a + r¯0,1V˜
a , ra
(1)
= r1,1∂
a , (4.58)
Ra
G
= Gra
G
, (4.59)
ra
G
= rG,1V¯
a
⊥ + rG,2V
aΠ[1,2] + rG,3V
aα¯2 + rG,4α¯
aα¯2 , (4.60)
r0,1 = 2ζe˜1υ¯
⊕ , r¯0,1 = −2υ⊕e˜1ζ¯ , r1,1 = −2υ⊕υ¯⊕ , (4.61)
rG,n = υ
⊕r˜G,nυ¯
⊕ , n = 1, 3 ,
rG,2 = υ
⊕υ⊕r˜G,2ζ¯
2 , rG,4 = ζ
2r˜G,4υ¯
⊕υ¯⊕ , (4.62)
r˜G,n = r˜G,n(Nζ ,∆
′) , n = 1, 2, 3, 4 , (4.63)
where operators G and e˜1 appearing in (4.59) and (4.61) are defined in (4.53) and (4.27) respec-
tively. In (4.63), the quantities r˜G,n are arbitrary functions of the operators Nζ , ∆′.
The following remarks are in order.
i) ra
(0)
and ra
(1)
parts of the operator Ra are determined uniquely, while Ra
G
part, in view of arbitrary
r˜G,n, n = 1, 2, 3, 4, is still to be arbitrary. The reason for arbitrariness in RaG is obvious. Global
transformations of gauge fields are defined up to gauge transformations. Since Ra
G
(4.59) is pro-
portional to G, the action of Ra
G
on |φ〉 takes the form of gauge transformation governed by the
gauge transformation parameter ra
G
|φ〉.
ii) We check that the operator Ra with Ra
G
= 0 satisfies the commutator [Ka, Kb] = 0.
iii) If we consider the operator Ra with Ra
G
6= 0, then we find that the commutator [Ka, Kb] for
such Ra takes the form
[Ka, Kb] = Grab
G
, rab
G
≡ rarb
G
+ ra
G
rb + ra
G
Grb
G
− (a↔ b) , ra ≡ ra(0) + ra(1) . (4.64)
From (4.64), we see that the commutator [Ka, Kb] is proportional to the operator of gauge trans-
formations G (4.53), as it should be in gauge theory.
To summarize, having been introduced the field content, we find that the Lagrangian, gauge
transformations, and the operator Ra are determined by requiring that12
i) Lagrangian should not involve higher than second order terms in derivatives, while gauge trans-
formations should not involve higher than first order terms in derivatives;
ii) the operator Ra should not involve higher than first order terms in derivatives;
iii) Lagrangian should be invariant with respect to gauge transformations and conformal algebra
transformations.
These requirements allow us to determine the Lagrangian and gauge transformations uniquely.
The operator Ra is determined uniquely up to the gauge transformation operator G (4.53) (as it
should be in any theory of gauge fields). For the derivation of Lagrangian, gauge transformations
and operator Ra, see Appendix B.
12 In the framework of higher-derivative formulation, the uniqueness of interacting spin-2 conformal field theory
was discussed in Ref.[34].
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5 Interrelations between ordinary-derivative and higher-derivative
approaches to conformal fields
In this section, we demonstrate that our ordinary-derivative approach in Sec.4 is equivalent to the
higher-derivative approach in Sec.3.1. To demonstrate the equivalence it is convenient to use the
de Donder-Stueckelberg gauge frame. Before going into technical details we discuss the general
setup of the equivalence. This is to say that, in the framework of the de Donder-Stueckelberg gauge
frame, the equivalence of two approaches is realized as follows.
i) Fields appearing in the ordinary-derivative formulation (4.1) are separated into two groups,13
φ
a1...as′
−ks′
, s′ =
{
0, 1, . . . , s; for d ≥ 6;
1, 2, . . . , s; for d = 4;
(5.1)
φ
a1...as′
k′ , s
′ =
{
0, 1, . . . , s; for d ≥ 6;
1, 2, . . . , s; for d = 4;
k′ ∈ [ks′ − 2]2 , ks′ . (5.2)
ii) Fields appearing in our ordinary-derivative formulation (5.1) are identified with fields φa1...as′ ,
s′ = 0, 1, . . . , s, appearing in our higher-derivative formulation (3.1) in the following way:
φ
a1...as′
−ks′
≡ φa1...as′ , s′ = 0, 1, . . . , s , for d ≥ 6 , (5.3)
φ
a1...as′
−ks′
≡ φa1...as′ , s′ = 1, . . . , s ,
for d = 4 . (5.4)
−
√
2
s(s+ 1)
(
∂aφa0 +
1
4
√
(s− 1)(s+ 2)✷φaa−1
)
≡ φ ,
Note that, in (5.4), the scalar field φ appearing in the field content of higher-derivative approach
(3.1) is related to the vector field φa0 and tensor field φab−1 of ordinary-derivative approach because,
for d = 4, the field content of ordinary-derivative approach (4.1) does not involve a scalar field.
iii) Fields appearing in (5.2) are separated into two groups: Stueckelberg fields and auxiliary fields.
The Stueckelberg fields in (5.2) are gauged away by using Stueckelberg gauge symmetries, while
the auxiliary fields in (5.2) are expressed in terms of fields (5.1). Plugging solution for the auxiliary
fields into ordinary-derivative Lagrangian (4.28) and using identification (5.3), (5.4), we find that
ordinary-derivative Lagrangian (4.28) becomes higher-derivative Lagrangian (3.8).
iv) To gauge away the Stueckelberg fields appearing in (5.2) we use de Donder-Stueckelberg gauge
condition (4.39). The de Donder-Stueckelberg gauge condition of ordinary-derivative approach
(4.39) leads to the differential constraint of higher-derivative approach (3.5).
We note that for the study of equivalence of the ordinary-derivative and higher-derivative ap-
proaches we could use a gauge which we refer to as Stueckelberg gauge (see below Sec. 5.2). Our
study of the de Donder-Stueckelberg and Stueckelberg gauges leads us to the conclusion that the
de Donder-Stueckelberg gauge is very useful for practical computations, while the Stueckelberg
gauge seems to be less useful for practical computations. Therefore, in Sec.5.1 we present the de-
tailed discussion of the de Donder-Stueckelberg gauge frame, while, in Sec. 5.2, the Stueckelberg
gauge frame is discussed without going into details.
13 To separate fields (4.1) into two groups (5.1), (5.2) we note that values k′ in (4.1), k′ ∈ [ks′ ]2, can be represented
as k′ ∈ −ks′ , [ks′ − 2]2, ks′ . Fields with k′ = −ks′ are collected in (5.1), while fields with k′ ∈ [ks′ − 2]2, ks′ are
collected in (5.2).
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5.1 de Donder-Stueckelberg gauge frame
We now discuss details of equivalence of the ordinary-derivative and higher-derivative approaches
by using the de Donder-Stueckelberg gauge frame. To elucidate details of the study we consider
simple example of spin-2 conformal field. As we have already noticed, scalar fields enter the field
content of ordinary-derivative approach when d ≥ 6, while, for d = 4, the field content of ordinary-
derivative approach does not involve scalar fields. For this reason, the treatment of the equivalence
of ordinary-derivative and higher-derivative approaches for d = 4 is slightly different from the one
for d ≥ 6. The simplest example of spin-2 conformal field theory involving scalar field corresponds
to d = 6. Therefore to illustrate all details of the equivalence we consider separately 6d and 4d
spin-2 conformal field theories in the respective sections 5.1.1 and 5.1.2. Arbitrary spin conformal
field in d-dimensional space, d ≥ 4, is considered in section 5.1.3.
5.1.1 6d conformal gravity in de Donder-Stueckelberg gauge frame
In this section, we illustrate the use of the de Donder-Stueckelberg gauge frame for matching the
ordinary-derivative and higher derivative approaches to spin-2 conformal theory in six-dimensional
space (6d conformal gravity).14 Higher-derivative Lagrangian of 6d conformal gravity is obtained
from (3.16) by equating d = 6. We now briefly review the ordinary-derivative formulation of 6d
conformal gravity developed in Ref.[1] (see also Ref.[35]).
Ordinary-derivative formulation of 6d conformal gravity. In the framework of ordinary-deri-
vative approach, 6d conformal gravity is described by three rank-2 tensor fields φabk′ , k′ = 0,±2,
two vector fields φak′ , k′ = ±1, and one scalar field φ0:
φab−2 φ
ab
0 φ
ab
2
φa−1 φ
a
1 (5.5)
φ0
Ordinary-derivative Lagrangian of 6d conformal gravity is given by
L = 1
2
φab2 ✷φ
ab
−2 −
1
4
φaa2 ✷φ
bb
−2 +
1
4
φab0 ✷φ
ab
0 −
1
8
φaa0 ✷φ
bb
0 + φ
a
1✷φ
a
−1 +
1
2
φ0✷φ0
+ Ca−1C
a
3 +
1
2
Ca1C
a
1 + C0C2 −
1
2
φab2 φ
ab
0 +
1
4
φaa2 φ
bb
0 −
1
2
φa1φ
a
1 , (5.6)
where the modified de Donder divergencies are defined by
Ca−1 = ∂
bφab−2 −
1
2
∂aφbb−2 + φ
a
−1 ,
Ca1 = ∂
bφab0 −
1
2
∂aφbb0 + φ
a
1 ,
Ca3 = ∂
bφab2 −
1
2
∂aφbb2 , (5.7)
C0 = ∂
aφa−1 +
1
2
φaa0 + uφ0 ,
14 In the Stueckelberg gauge frame, the detailed discussion of matching of the ordinary-derivative and higher-
derivative approaches for spin-2 conformal field in arbitrary d-dimensional space may be found in Sec.5.2, Ref.[1].
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C2 = ∂
aφa1 +
1
2
φaa2 ,
u ≡
√
5/2 . (5.8)
Lagrangian (5.6) is invariant under gauge transformations given by
δφab−2 = ∂
aξb−3 + ∂
bξa−3 +
1
2
ηabξ−2 ,
δφab0 = ∂
aξb−1 + ∂
bξa−1 +
1
2
ηabξ0 ,
δφab2 = ∂
aξb1 + ∂
bξa1 ,
(5.9)
δφa−1 = ∂
aξ−2 − ξa−1 ,
δφa1 = ∂
aξ0 − ξa1 ,
δφ0 = −uξ0 ,
where ξa−3, ξa−1, ξa1 , ξ−2, ξ0 are gauge transformation parameters.
Now our purpose is to demonstrate how higher-derivative Lagrangian (3.16), differential con-
straints (3.17), (3.18) and gauge transformations (3.19) are obtained from the ordinary-derivative
approach. In the de Donder-Stueckelberg gauge frame, matching of the higher-derivative and
ordinary-derivative approaches is realized as follows.
i) de Donder-Stueckelberg gauge frame. We start with the detailed description of the de Donder-
Stueckelberg gauge (4.39) for the case of 6d conformal gravity. To this end we note that under
gauge transformations (5.9) the modified de Donder divergencies (5.7) transform as
δCa−1 = ✷ξ
a
−3 − ξa−1 , (5.10)
δCa1 = ✷ξ
a
−1 − ξa1 , (5.11)
δCa3 = ✷ξ
a
1 , (5.12)
δC0 = ✷ξ−2 − ξ0 , (5.13)
δC2 = ✷ξ0 . (5.14)
From (5.10),(5.11), and (5.13), we see that under gauge transformations governed by the gauge
transformation parameters ξa−1, ξa1 , and ξ0 the respective modified de Donder divergencies Ca−1,
Ca1 , and C0 transform as Stueckelberg fields. It is these transformation rules of the modified de
Donder divergencies Ca−1, Ca1 , and C0 that motivate us to introduce de Donder-Stueckelberg gauge
(4.39) which, for 6d conformal gravity, takes the form
Ca−1 = 0 , C
a
1 = 0 , C0 = 0 , de Donder-Stueckelberg gauge. (5.15)
Obviously, the de Donder-Stueckelberg gauge does not completely fix gauge. This is to say that
one can still make off-shell left-over gauge transformations governed by the gauge transformation
parameters ξa−3, ξ−2 which are not subject to any differential constraints. These left-over gauge
symmetries are found by requiring the modified de Donder divergencies shown in (5.15) to be
invariant under gauge transformations,
δCa−1 = 0 , δC
a
1 = 0 , δC0 = 0. (5.16)
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Using (5.10),(5.11), and (5.13), we see that solution to Eqs.(5.16) is given by
ξa−1 = ✷ξ
a
−3 , ξ
a
1 = ✷
2ξa−3 , ξ0 = ✷ξ−2 . (5.17)
This implies that left-over gauge transformations take the form as in (5.9), where the gauge trans-
formation parameters ξa−1, ξa1 , ξ0 are given in (5.17), while the gauge transformation parameters
ξa−3, ξ−2 are not subject to differential constraints. Below we demonstrate that these left-over
gauge transformations are related to the gauge transformations entering higher-derivative approach
(3.19).
ii) Matching of higher-derivative Lagrangian and ordinary-derivative Lagrangian. We now
explain how higher-derivative Lagrangian (3.16) is obtained from the ordinary derivative La-
grangian (5.6). Using gauge (5.15) in equations of motion for the auxiliary fields φab0 , φab2 , φa1,
we get the following gauge-fixed equations of motion:
✷φab−2 − φab0 = 0 , ✷φab0 − φab2 −
1
2
ηabC2 = 0 , ✷φ
a
−1 − φa1 = 0 . (5.18)
Solution of Eqs.(5.18) is given by
φab0 = ✷φ
ab
−2 , (5.19)
φab2 = ✷
2φab−2 −
1
2
ηabC2 , (5.20)
φa1 = ✷φ
a
−1 . (5.21)
Plugging (5.19)-(5.21) and (5.15) into Lagrangian (5.6), we get
L = 1
4
φab−2✷
3φab−2 −
1
8
φaa−2✷
3φbb−2 +
1
2
φa−1✷
2φa−1 +
1
2
φ0✷φ0 . (5.22)
Making use of the identification of fields in (5.22) with the ones in (3.16),
φab−2 ≡ φab , φa−1 ≡ φa , φ0 ≡ φ , (5.23)
we see that Lagrangian (5.22) coincides with the one in (3.16) when d = 6.
iii) Matching of de Donder-Stueckelberg gauge conditions and differential constraints. We
now explain how the differential constraints appearing in higher-derivative approach (3.17), (3.18)
are derived from the de Donder-Stueckelberg gauge conditions of ordinary-derivative approach
(5.15). Firstly, we note that gauge condition Ca−1 = 0 in (5.15) supplemented with identification
(5.23) coincides automatically with differential constraint (3.17). Secondly, plugging solution for
field φab0 (5.19) into expression for C0 (5.7), we get
C0 = ∂
aφa−1 +
1
2
✷φaa−2 + uφ0 . (5.24)
From (5.24), we see that gauge condition C0 = 0 (5.15) supplemented with identification (5.23)
coincides with differential constraint (3.18). Thus we see that the de Donder-Stueckelberg gauge
conditions Ca−1 = 0 and C0 = 0 (5.15) lead to the respective differential constraints (3.17) and
(3.18) when d = 6. Note that the remaining de Donder-Stueckelberg gauge condition Ca1 = 0
(5.15) does not lead to new differential constraint. This is to say that using (5.19),(5.21) we find
Ca1 = ✷C
a
−1 , (5.25)
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i.e., we see that the relation Ca1 = 0 is automatically satisfied by virtue of the relation Ca−1 = 0.
As a side remark we note that plugging (5.20),(5.21) into expression for C2 in (5.7), we find
C2 = −1
u
✷φ0 . (5.26)
We now note that using (5.26) in (5.19)-(5.21) allows us to express all fields in terms of the ones
entering higher-derivative approach (5.23),
φab0 = ✷φ
ab
−2 , φ
ab
2 = ✷
2φab−2 +
1
2u
ηab✷φ0 , φ
a
1 = ✷φ
a
−1 . (5.27)
iv) Matching of gauge symmetries of ordinary-derivative and higher-derivative approaches.
Finally, we explain how the gauge transformations of higher-derivative approach (3.19) are ob-
tained from the gauge transformations of ordinary-derivative approach (5.9). As we have already
noticed, de Donder-Stueckelberg gauge conditions (5.15) are invariant under left-over gauge sym-
metries (5.9), where the gauge transformation parameters ξa−1, ξa1 , ξ0 take the form as in (5.17),
while the gauge transformation parameters ξa−3, ξ−2 are not subject to differential constraints. Us-
ing (5.17) in (5.9), we find the following gauge transformations of fields φab−2 , φa−1, φ0:
δφab−2 = ∂
aξb−3 + ∂
bξa−3 +
1
2
ηabξ−2 ,
δφa−1 = ∂
aξ0 −✷ξa−3 , (5.28)
δφ0 = −u✷ξ−2 .
Introducing the identification of gauge transformation parameters in (5.28) with the ones in (3.19),
ξa−3 ≡ ξa , ξ−2 ≡ ξ , (5.29)
we see that gauge transformations (5.28) coincide with the ones in (3.19) when d = 6.
5.1.2 4d conformal gravity in de Donder-Stueckelberg gauge frame
We now proceed to illustrate the use of the de Donder-Stueckelberg gauge frame for matching the
ordinary-derivative and higher derivative approaches to spin-2 conformal field in four-dimensional
space (4d conformal gravity). Higher-derivative Lagrangian of 4d conformal gravity is obtained
from (3.16) by equating d = 4. We begin by recalling the ordinary-derivative formulation of 4d
conformal gravity developed in Ref.[1].
Ordinary-derivative formulation of 4d conformal gravity. In the framework of ordinary-deri-
vative approach, 4d conformal gravity is described by two rank-2 tensor fields φab−1, φab1 and one
vector field φa0:
φab−1 φ
ab
1
φa0 (5.30)
Ordinary-derivative Lagrangian of 4d conformal gravity is given by
L = 1
2
φab−1✷φ
ab
1 −
1
4
φaa−1✷φ
bb
1 +
1
2
φa0✷φ
a
0 + C
a
0C
a
2 +
1
2
C1C1 − 1
4
φab1 φ
ab
1 +
1
8
φaa1 φ
bb
1 , (5.31)
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where the modified de Donder divergencies are defined by
Ca0 = ∂
bφab−1 −
1
2
∂aφbb−1 + φ
a
0 ,
Ca2 = ∂
bφab1 −
1
2
∂aφbb1 , (5.32)
C1 = ∂
aφa0 +
1
2
φbb1 .
Lagrangian (5.31) is invariant under gauge transformations given by
δφab−1 = ∂
aξb−2 + ∂
bξa−2 + η
abξ−1 ,
δφab1 = ∂
aξb0 + ∂
bξa0 , (5.33)
δφa0 = ∂
aξ−1 − ξa0 ,
where ξa−2, ξa0 , and ξ−1 are gauge transformation parameters.
Now our purpose is to demonstrate how higher-derivative Lagrangian (3.16), differential con-
straints (3.17), (3.18) and gauge transformations (3.19) are obtained from the ordinary-derivative
approach. In the de Donder-Stueckelberg gauge frame, matching of the higher-derivative and or-
dinary derivative approaches is realized as follows.
i) de Donder-Stueckelberg gauge. We start with the detailed discussion of de Donder-Stueckelberg
gauge (4.39) for the case of 4d conformal gravity. To this end we note that under gauge transfor-
mations (5.33) the modified de Donder divergencies (5.32) transform as
δCa0 = ✷ξ
a
−2 − ξa0 , (5.34)
δCa2 = ✷ξ
a
0 , (5.35)
δC1 = ✷ξ−1 . (5.36)
From (5.34), we see that under gauge transformation governed by the gauge transformation pa-
rameter ξa0 the modified de Donder divergencyCa0 transforms as Stueckelberg field. This motivates
us to introduce de Donder-Stueckelberg gauge condition (4.39) which, in the case under consider-
ation, takes the form
Ca0 = 0 , de Donder-Stueckelberg gauge. (5.37)
Obviously, the de Donder-Stueckelberg gauge does not completely fix gauge. This is to say that
one can still make off-shell left-over gauge transformations governed by the gauge transformation
parameters ξa−2, ξ−1 which are not subject to any differential constraints. These left-over gauge
symmetries are found by requiring the de Donder-Stueckelberg gauge condition (5.37) to be in-
variant under gauge transformations,
δCa0 = 0 . (5.38)
Using (5.34), we see that solution to Eq.(5.38) is given by
ξa0 = ✷ξ
a
−2 . (5.39)
This implies that left-over gauge transformations take the form given in (5.33), where the gauge
transformation parameter ξa0 is given in (5.39), while the gauge transformation parameters ξa−2, ξ−1
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are not subject to differential constraints. Below we demonstrate that these off-shell left-over gauge
transformations are related to the gauge transformations in higher-derivative approach (3.19).
ii) Matching of higher-derivative Lagrangian and ordinary-derivative Lagrangian. We now
explain how higher-derivative Lagrangian (3.16) is obtained from ordinary derivative Lagrangian
(5.31). Using gauge (5.37) in equations of motion for the auxiliary field φab1 , we get the following
gauge-fixed equations of motion:
✷φab−1 − φab1 − ηabC1 = 0 . (5.40)
Eq.(5.40) allows us to solve the auxiliary field φab1 as
φab1 = ✷φ
ab
−1 − ηabC1 . (5.41)
Plugging (5.41) and (5.37) into Lagrangian (5.31), we get
L = 1
4
φab−1✷
2φab−1 −
1
8
φaa−1✷
2φbb−1 +
1
2
φa0✷φ
a
0 +
3
2
C1C1 . (5.42)
We now introduce a scalar field φ1 by the relation
C1 +
u
3
φ1 = 0 , u ≡
√
3 . (5.43)
Using (5.43) in (5.42), we get the Lagrangian
L = 1
4
φab−1✷
2φab−1 −
1
8
φaa−1✷
2φbb−1 +
1
2
φa0✷φ
a
0 +
1
2
φ1φ1 . (5.44)
Making use of the identification of fields in (5.44) with the ones in (3.16),
φab−1 ≡ φab , φa0 ≡ φa , φ1 ≡ φ , (5.45)
we see that Lagrangian (5.44) coincides with the one in (3.16) when d = 4.
iii) Matching of de Donder-Stueckelberg gauge conditions and differential constraints. We
now explain how differential constraints (3.17), (3.18) are derived from the ordinary-derivative
approach. Firstly, we note that gauge condition Ca0 = 0 (5.37) supplemented with identification
(5.45) coincides automatically with differential constraint (3.17). Secondly, plugging φab1 (5.41)
into expression for C1 in (5.32), we get
∂aφa0 +
1
2
✷φaa−1 − 3C1 = 0 . (5.46)
Using (5.43) in (5.46), we see that constraint (5.46) supplemented with identification (5.45) coin-
cides with differential constraint (3.18). Thus we see that de Donder-Stueckelberg gauge condition
Ca0 = 0 (5.37) and relation (5.43) lead to the respective differential constraints (3.17) and (3.18)
when d = 4.
As a side remark we note that using (5.43) in (5.41) allows us to represent the auxiliary field
φab1 in terms of the fields entering higher-derivative approach (5.45),
φab1 = ✷φ
ab
−1 +
1
u
ηabφ1 . (5.47)
iv) Matching of gauge symmetries of ordinary-derivative and higher-derivative approaches.
Finally, we explain how gauge transformations (3.19) are obtained from the ones in (5.33). As we
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have already noticed, de Donder-Stueckelberg gauge condition (5.37) is invariant under left-over
gauge symmetries (5.33), where the gauge transformation parameter ξa0 is given in (5.39), while the
gauge transformation parameters ξa−2, ξ−1 are not subject to differential constraints. Using (5.39)
in (5.33), we find the following gauge transformations of fields φab−1, φa0, φ1:
δφab−1 = ∂
aξb−2 + ∂
bξa−2 + η
abξ−1 ,
δφa0 = ∂
aξ−1 − ✷ξa−2 , (5.48)
δφ1 = −u✷ξ−1 ,
where for the derivation of gauge transformation δφ1 we use (5.36) and (5.43). Introducing the
identification of gauge transformation parameters in (5.48) with the ones in (3.19),
ξa−2 ≡ ξa , ξ−1 ≡ ξ , (5.49)
we see that gauge transformations (5.48) coincide with the ones in (3.19) when d = 4.
5.1.3 Arbitrary spin conformal field in de Donder-Stueckelberg gauge frame
In this section, we are going to demonstrate equivalence of ordinary-derivative and higher-deri-
vative approaches to arbitrary spin conformal field by using the de Donder-Stueckelberg gauge
condition. Before going into technical details we would like to formulate our main statements in
this section. Let field |φ〉 (4.13) entering the ordinary-derivative approach in Sec.4 satisfies the
following two equations:
υ¯⊕C¯|φ〉 = 0 , (5.50)
υ¯⊕(✷−m2 −GC¯)|φ〉 = 0 , (5.51)
where m2, C¯ and G are given in (4.29) and (4.53) respectively. We recall that Eq.(5.50) is the de
Donder-Stueckelberg gauge, while Eqs.(5.51) are equations of motion for auxiliary fields which
are obtained from Lagrangian (4.28). Note that Eqs.(5.51) are equations of motion only for those
auxiliary fields that appear in the list of fields in (5.2). We now formulate our main statements in
this section.
Statement 1. Solution to Eqs.(5.50),(5.51) is given by
|φ〉 = eX✷(υ⊖)k̂|Φ′〉+ α2 1
2Nα + d− 2 e˜1Z|Φ〉 , (5.52)
where ket-vector |Φ〉 satisfies the differential constraint
C¯sh|Φ〉 = 0 , for d ≥ 4 , (5.53)
and operator C¯sh in (5.53) takes the same form as in (3.6). In (5.52), we use the following notation
(see also notation in (2.5)-(2.11)):
X ≡ υ⊕ 1
Nυ⊖ + 1
υ¯⊕ , Y ≡ 1
(Nζ + 2)e˜
(1)
1
V υ⊕ζ¯ , (5.54)
Z ≡ eY υ⊕ 1
Nυ⊕ + 1
e−Y
1
(Nζ + 2)e˜
(1)
1
ζ¯2Π[1,2]
(υ⊕✷)k̂+1
Γ(k̂ + 2)
, (5.55)
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|Φ〉 ≡
s∑
s′=0
ζs−s
′
s′!
√
(s− s′)!α
a1 . . . αas′ φ
a1...as′
−ks′
|0〉 , for d ≥ 4 , (5.56)
|Φ′〉 ≡
s∑
s′=1
ζs−s
′
s′!
√
(s− s′)!α
a1 . . . αas′ φ
a1...as′
−ks′
|0〉 , for d = 4 , (5.57)
|Φ′〉 ≡ |Φ〉 , for d ≥ 6 . (5.58)
Operator e˜(1)1 (5.54) is defined in (4.27), while Γ stands for the Euler gamma function.
Making use of the identification of fields entering the ordinary-derivative and higher-derivative
approaches (5.3), (5.4), we note that Statement 1 implies that, in the de Donder-Stueckelberg gauge
frame, all fields of the ordinary-derivative approach can be expressed in terms of fields entering
the higher-derivative approach. For the case of d = 4, the identification (5.4) and the appearance
of scalar field φ1 in (5.56) require some comment. From (5.56), (5.57), we find the relation
|Φ〉 = |Φ′〉+ |Φ0〉 , |Φ0〉 ≡ ζ
s
√
s!
φ1|0〉 , for d = 4 . (5.59)
Plugging (5.59) into (5.53) we can represent constraint (5.53) in terms of |Φ′〉 and |Φ0〉,
C¯sh|Φ′〉+ e˜1ζ¯ |Φ0〉 = 0 . (5.60)
Considering ζs−1-terms in (5.60), we find the relation
−
√
2
s(s+ 1)
(
∂aφa0 +
1
4
√
(s− 1)(s+ 2)✷φaa−1
)
= φ1 , for d = 4 . (5.61)
We now note that, because scalar fields do not enter the field content of 4d conformal field theory,
relation (5.61) should be considered as the definition of the scalar field φ1 when d = 4. Then,
using identification of the scalar field φ1 with the scalar field φ appearing in the higher-derivative
approach, φ1 ≡ φ, we arrive at the relation given in (5.4).
Statement 2. Plugging solution (5.52) into ordinary-derivative Lagrangian (4.28) leads to the
following higher-derivative Lagrangian:
L = 1
2
〈Φ|µ✷k̂+1|Φ〉 , for d ≥ 4 . (5.62)
Making use of the identification of fields entering the ordinary-derivative and higher-derivative
approaches (5.3), (5.4), we note that Statement 2 implies that, in de Donder-Stueckelberg gauge
frame, ordinary-derivative Lagrangian (4.28) coincides with higher-derivative Lagrangian (3.8).
Statement 3. de Donder-Stueckelberg gauge (5.50) is invariant under left-over gauge transforma-
tions which take the form as in (4.53), where the gauge transformation parameter |ξ〉 satisfies the
equation
υ¯⊕(✷−m2)|ξ〉 = 0 , m2 ≡ υ⊖υ¯⊖ . (5.63)
Solution to Eq.(5.63) is given by
|ξ〉 = eX✷(υ⊖)k̂+1|Ξ〉 , (5.64)
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where operator X is given in (5.54), while ket-vector |Ξ〉 is defined as
|Ξ〉 ≡
s−1∑
s′=0
ζs−1−s
′
s′!
√
(s− 1− s′)!α
a1 . . . αas′ ξ
a1...as′
−ks′−2
|0〉 , for d ≥ 4 . (5.65)
Gauge transformations (4.53) amount to the following gauge transformations:
δ|Φ〉 = Gsh|Ξ〉 , (5.66)
where operator Gsh takes the same form as in (3.6).
Making use of the identification of the gauge transformation parameters in (5.65) and the ones
in (3.14),
ξ
a1...as′
−ks′−2
≡ ξa1...as′ , (5.67)
we note that Statement 3 implies that, in the de Donder-Stueckelberg gauge frame, gauge transfor-
mations of ordinary-derivative approach (4.53) lead to gauge transformations of higher-derivative
approach (3.15).
Proof of the Statement 1 may be found in Appendix C, while the Statements 2,3 are proved in
Appendix D.
5.2 Stueckelberg gauge frame
In this section, we describe a Stueckelberg gauge frame. Although helpful in the studying general
properties of the ordinary-derivative conformal field theory, this gauge frame seems to be less use-
ful for practical computation as compared to the de Donder-Stueckelberg gauge frame. Therefore
we outline the Stueckelberg gauge frame without going into details.
We recall that to develop the ordinary-derivative formulation we use fields given in (4.1). Fields
(4.1) can be separated into three groups: dynamical fields, auxiliary fields, and Stueckelberg fields.
We now identify fields in (4.1) that are realized as dynamical, auxiliary and Stueckelberg fields.
To this end we use the shortcut φs′k′ for the field φ
a1...as′
k′ and note that the tensor field φs
′
k′ , s
′ ≥ 2,
can be decomposed into two traceless tensor fields,
φs
′
k′ = φ
(I) s′
k′ ⊕ φ(II) s
′−2
k′ , s
′ = 2, 3, . . . , s , k′ ∈ [ks′]2 , (5.68)
where φ(I) s
′
k′ and φ
(II) s′−2
k′ stand for the respective rank-s′ and rank-(s′ − 2) traceless tensor fields
of the Lorentz algebra so(d− 1, 1). Taking into account decomposition (5.68), we note that fields
entering the ordinary-derivative approach (4.1) can be represented as
φ
(I) s′
k′ , s
′ = 2, 3, . . . , s , k′ ∈ [ks′]2 , (5.69)
φ
(II) s′
k′ , s
′ = 0, 1, . . . , s− 2 , k′ ∈ [ks′ + 2]2 , (5.70)
φ1k′ , k
′ ∈ [k1]2 , (5.71)
φ0k′ , k
′ ∈ [k0]2 . (5.72)
Now we are going to prove the following two related statements.
i) Fields (5.69)-(5.72) are separated into dynamical, auxiliary and Stueckelberg fields as follows:
dynamical field:
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φ
(I) s
−ks
; (5.73)
auxiliary fields:
φ
(I) s
k′ , k
′ ∈ [ks − 2]2, ks , (5.74)
φ
(II) s′
k′ , s
′ = 0, 1, . . . , s− 2 , k′ ∈ [ks′]2, ks′ + 2; (5.75)
Stueckelberg fields:
φ
(I) s′
k′ , s
′ = 2, 3, . . . , s− 1 , k′ ∈ [ks′]2 , (5.76)
φ1k′ , k
′ ∈ [k1]2 , (5.77)
φ0k′ , k
′ ∈ [k0]2 , (5.78)
φ
(II) s′
−ks′−2
, s′ = 0, 1, . . . , s− 2 . (5.79)
ii) With exception of the gauge transformation parameter ξa1...as−1−ks−1 (4.41), all gauge transformation
parameters (4.41) are related to Stueckelberg gauge transformations which can be used to gauge
away the Stueckelberg fields in (5.76)-(5.79).
These two statements can easily be proved by using gauge transformations (4.53). To this
end let us introduce the following simplified notation for fields, gauge transformation parameters,
derivatives, and flat metric tensor:
φs
′
k′ ∼ φa1...as′k′ , ξs
′
k′ ∼ ξa1...as′k′ , ∂ ∼ ∂a , η ∼ ηab . (5.80)
Using such notation, gauge transformations (4.53) can schematically be represented as
δφs
′
k′ = ∂ξ
s′−1
k′−1 + ξ
s′
k′ + ηξ
s′−2
k′ , s
′ = 2, 3, . . . , s , k′ ∈ [ks′]2 , (5.81)
δφ1k′ = ∂ξ
0
k′−1 + ξ
1
k′ , k
′ ∈ [k1]2 , (5.82)
δφ0k′ = ξ
0
k′ , k
′ ∈ [k0]2 . (5.83)
Plugging decomposition (5.68) into (5.81) gives the following gauge transformations:
δφ
(I) s′
k′ = ∂ξ
s′−1
k′−1 + ξ
s′
k′ , s
′ = 2, 3, . . . , s , k′ ∈ [ks′]2 , (5.84)
δφ
(II) s′
k′ = ∂ξ
s′+1
k′−1 + ξ
s′
k′ , s
′ = 0, 1, . . . , s− 2 , k′ ∈ [ks′ + 2]2 . (5.85)
We now note that gauge transformation parameters (4.41) can be represented as
ξs
′
k′ , s
′ = 0, 1, . . . , s− 1; k′ ∈ −ks′ − 2, [ks′]2 . (5.86)
From (5.82)-(5.84), we see that all scalar fields φ0k′, all vector fields φ1k′ , and the tensor fields
φ
(I) s′
k′ , s = 2, 3, . . . , s−1, transform as Stueckelberg fields. In other words, using the Stueckelberg
gauge symmetries governed by the gauge transformation parameters
ξs
′
k′ , s
′ = 0, 1, . . . , s− 1 , k′ ∈ [ks′]2 , (5.87)
we can gauge away the following fields:
φ
(I) s′
k′ , s
′ = 2, 3, . . . , s− 1 , k′ ∈ [ks′]2 , (5.88)
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φ1k′ , k
′ ∈ [k1]2 , (5.89)
φ0k′ , k
′ ∈ [k0]2 . (5.90)
After gauging away fields (5.88)-(5.90), we are left with the fields
φ
(I) s
k′ , k
′ ∈ [ks]2 , (5.91)
φ
(II) s′
k′ , s
′ = 0, 1, . . . , s− 2 , k′ ∈ [ks′ + 2]2 , (5.92)
and gauge symmetries governed by the following gauge transformation parameters:
ξs
′
−ks′−2
, s′ = 0, 1, . . . , s− 1 . (5.93)
From (5.85), we see that gauge transformations governed by gauge transformation parameters
(5.93) with s′ = 0, 1, . . . , s− 2 are realized as Stueckelberg gauge transformations. This is to say
that, using gauge transformations (5.85) governed by the gauge transformation parameters
ξs
′
−ks′−2
, s′ = 0, 1, . . . , s− 2 , (5.94)
we can gauge away the following set of fields in (5.92):
φ
(II) s′
−ks′−2
, s′ = 0, 1, . . . , s− 2 . (5.95)
Thus, gauging away all Stueckelberg fields given in (5.88)-(5.90) and (5.95), we are left with the
fields
φ
(I) s
k′ , k
′ ∈ [ks]2 , (5.96)
φ
(II) s′
k′ , s
′ = 0, 1, . . . , s− 2 , k′ ∈ [ks′]2, ks′ + 2 , (5.97)
and gauge symmetry governed by the gauge transformation parameter
ξs−1−ks−1 . (5.98)
We now note that the following fields in (5.96)
φ
(I) s
k′ , k
′ ∈ [ks − 2]2, ks , (5.99)
and fields in (5.97) turn out to be auxiliary fields, while the field φ(I),s−ks in (5.96) is realized as
dynamical field. This is to say that, using equations of motion for fields in (5.97),(5.99) one can
make sure that fields in (5.97),(5.99) can be expressed in terms of the field φ(I),s−ks . This leads to the
higher-derivative description of conformal field which is formulated in terms of the traceless field
φ
(I),s
−ks
in Ref.[2, 15]. Gauge symmetries of this traceless field are governed by gauge transformation
parameter (5.98).
6 Interrelation between ordinary-derivative description of conformal field
and gauge invariant description of massive field
The ordinary-derivative formulation of conformal field developed in this paper involves Stueckel-
berg fields. As is well known, the gauge invariant description of massive field is also formulated
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by using Stueckelberg fields. Obviously, field contents in the ordinary-derivative conformal field
theory and the massive gauge field theory are different. However, it turns out that there are inter-
esting interrelations between the ordinary-derivative description of conformal field and the gauge
invariant description of massive field. These interrelations can straightforwardly be illustrated by
using the oscillator formulation we use in this paper. To do this, we need the oscillator form of
Lagrangian and gauge transformations for massive field. In the tensorial notation, Lagrangian and
gauge transformations for arbitrary spin massive field were obtained in Ref.[16]. Using the oscil-
lators and suitable modified de Donder divergencies, we find alternative simple representation for
the gauge invariant Lagrangian of massive field. This is to say that it is the use of the modified de
Donder divergencies that simplifies significantly our representation for gauge invariant Lagrangian
of massive field. We discuss our representation for the gauge invariant Lagrangian of massive field
in Sec. 6.1.
6.1 Gauge invariant Lagrangian of massive field via modified de Donder
divergency
Gauge invariant formulation of totally symmetric spin-s massive field in flat space of dimension
d ≥ 4 involves the following set of scalar, vector, and tensor fields of the Lorentz algebra so(d −
1, 1) (see Ref.[16]):
φa1...as′ , s′ = 0, 1, . . . , s . (6.1)
We note that, in (6.1), the fields φ and φa are the respective scalar and vector fields of the
Lorentz algebra, while the field φa1...as′ , s′ > 1, is rank-s′ totally symmetric tensor field of the
Lorentz algebra so(d− 1, 1). The tensor fields φa1...as′ with s′ ≥ 4 satisfy the double-tracelessness
constraint,
φaabba5...as′ = 0 , s′ ≥ 4 . (6.2)
In order to obtain the gauge invariant description in an easy–to–use form we use the oscillators
αa, ζ . The fields (6.1) can then be collected into ket-vector |φ〉 defined by
|φ〉 ≡
s∑
s′=0
ζs−s
′√
(s− s′)! |φ
s′〉 , |φs′〉 ≡ 1
s′!
αa1 . . . αas′ φa1...as′ |0〉 . (6.3)
From (6.3), we see that the ket-vectors |φ〉, |φs′〉 satisfy the relations
(Nα +Nζ − s)|φ〉 = 0 , (Nα − s′)|φs′〉 = 0 . (6.4)
Relations (6.4) tell us that the ket-vector |φ〉 is degree-s homogeneous polynomial in the oscillators
αa, ζ , while the ket-vector |φs′〉 is degree-s′ homogeneous polynomial in the oscillators αa. In
terms of ket-vector |φ〉 (6.3), double-tracelessness constraint (6.2) takes the form (α¯2)2|φ〉 = 0.
In terms of ket-vector (6.3), the new representation for Lagrangian we find takes the form
L = 1
2
〈φ|µ(✷−m2)|φ〉+ 1
2
〈C¯φ|C¯φ〉 , (6.5)
C¯ = α¯∂ − 1
2
α∂α¯2 − e¯1Π[1,2] + 1
2
e1α¯
2 , (6.6)
e1 = ζe˜1m, e¯1 = −me˜1ζ¯ , e˜1 =
( 2s+ d− 4−Nζ
2s+ d− 4− 2Nζ
)1/2
, (6.7)
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where the operators µ and Π[1,2] are given in (2.11). We recall that the quantity C¯|φ〉 is referred to
as modified de Donder divergency in this paper. From (6.5), we see that it is the use of the modified
de Donder divergency that simplifies considerably the presentation of the Lagrangian.
To illustrate the structure of the Lagrangian we note that, in terms of fields φa1...as′ (6.1), La-
grangian (6.5) takes the form
L =
s∑
s′=0
Ls′ , (6.8)
Ls′ ≡ 1
2s′!
(
φa1...as′ (✷−m2)φa1...as′ − s
′(s′ − 1)
4
φaaa3...as′ (✷−m2)φbba3...as′
)
+
1
2(s′ − 1)!C
a1...as′−1Ca1...as′−1 , (6.9)
Ca1...as′−1 ≡ ∂bφa1...as′−1b − s
′ − 1
2
∂(a1φa2...as′−1)bb
+ fs′mφ
tr a1...as′−1 +
1
2
fs′+1mφ
a1...as′−1bb , (6.10)
φtr a1...as′ ≡ φa1...as′ − s
′(s′ − 1)
2(2s′ + d− 4)η
(a1a2φa3...as′ )bb , (6.11)
fs′ ≡
((s+ 1− s′)(s+ s′ + d− 4)
2s′ + d− 4
)1/2
. (6.12)
We now discuss gauge symmetries of Lagrangian (6.5). As in Ref.[16], we introduce the
following set of gauge transformation parameters:
ξa1...as′ , s′ = 0, 1, . . . , s− 1 . (6.13)
We note that, in (6.13), the gauge transformation parameters ξ and ξa are the respective scalar and
vector fields of the Lorentz algebra, while the gauge transformation parameter ξa1...as′ , s′ ≥ 2, is
rank-s′ totally symmetric traceless tensor field of the Lorentz algebra so(d− 1, 1),
ξaaa3...as′ = 0 , s′ ≥ 2 . (6.14)
Now, as usually, we collect gauge transformation parameters in ket-vector |ξ〉 defined by
|ξ〉 ≡
s−1∑
s′=0
ζs−1−s
′√
(s− 1− s′)! |ξ
s′〉 , |ξs′〉 ≡ 1
s′!
αa1 . . . αas′ ξa1...as′ |0〉 . (6.15)
The ket-vectors |ξ〉, |ξs′〉 satisfy the relations
(Nα +Nζ − s + 1)|ξ〉 = 0 , (Nα − s′)|ξs′〉 = 0 , (6.16)
which tell us that the ket-vector |ξ〉 is degree-(s − 1) homogeneous polynomial in the oscillators
αa, ζ , while the ket-vector |ξs′〉 is degree-s′ homogeneous polynomial in the oscillators αa. In
terms of the ket-vector |ξ〉, tracelessness constraint (6.14) takes the form α¯2|ξ〉 = 0.
Gauge transformations can entirely be written in terms of the ket-vectors |φ〉 and |ξ〉. This is
to say that gauge transformations take the form
δ|φ〉 = G|ξ〉 , G ≡ α∂ − e1 − α2 1
2Nα + d− 2 e¯1 , (6.17)
where operators e1, e¯1 are defined in (6.7).
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6.2 Comparison of ordinary-derivative description of conformal field and
gauge invariant description of massive field
We are now ready to make comparison of the ordinary-derivative description of the conformal
field and the gauge invariant description of the massive field. As we have already said, the field
contents of conformal field theory and massive field theory are different (see (4.1) and (6.1)).
We note however that the formulation of conformal and massive field theories in terms of the
respective ket-vectors (4.13) and (6.3) leads to remarkable interrelations between the structures of
Lagrangians and gauge transformations. Namely, comparing representation for Lagrangian and
gauge transformations of conformal field (4.28), (4.53) with the ones for the massive field (6.5),
(6.17), we see that Lagrangians and gauge transformations are constructed out of the operators C¯,
m2, G. Moreover, comparing the operators C¯, m2, G for the conformal field with the ones for
massive field we conclude that:
i) Operators C¯ (4.29), G (4.53) of conformal field depend on the oscillators αa and the derivatives
∂a in the same way as operators C¯ (6.6), G (6.17) of massive field. Also note that the operators C¯,
G for conformal field and the ones for massive field are distinguished only by the operators e1, e¯1.
ii) Operators e1, e¯1, (4.25), m2 (4.28) for conformal field can be obtained from the ones for massive
field (6.7) by the substitutions
ζm→ ζυ¯⊖ , mζ¯ → υ⊖ζ¯ , m2 → υ⊖υ¯⊖ . (6.18)
We note that, to some extent, these substitutions are realized unambiguously.
At present time, many interesting approaches to gauge invariant dynamics of massive fields are
available in the literature. Obviously, use of just mentioned interrelations between conformal and
massive fields theories might be helpful for the straightforward generalization of those approaches
to the case of conformal fields. Note however that it is important to keep in mind the following dif-
ference between the conformal and massive fields theories. Lagrangian and gauge transformations
of massive fields theory are uniquely determined by requiring the Lagrangian to be invariant (up
to total derivative) under gauge transformations. For the case of conformal fields theory such re-
quirement does not allow to determine the ordinary-derivative Lagrangian uniquely. One needs to
impose the additional requirement. Namely, one needs to require that the Lagrangian be invariant
under conformal algebra transformations.
7 Conclusions
In this paper, we applied ordinary-derivative approach developed in Ref.[1] to the study of totally
symmetric arbitrary spin conformal bosonic fields in flat space of even dimension greater than or
equal to four. In our approach the gauge symmetries are realized, among other things, by involving
the Stueckelberg fields. As is well known, the Stueckelberg approach turned out be successful for
the study of theories involving massive fields. This is to say that all Lorentz covariant formulations
of string theory are realized by using Stueckelberg gauge symmetries. Therefore we think that
use of the Stueckelberg fields might be useful for the study of the conformal fields. The results
presented here should have a number of interesting applications and generalizations, some of which
are:
i) application of our approach to theory of interacting higher-spin conformal fields. Various ap-
proaches to theory of interacting higher-spin conformal fields were discussed in Refs.[3, 36, 15].
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As we have illustrated, in our approach, use of Stueckelberg fields is very similar to the one in
gauge invariant formulation of massive fields. Stueckelberg fields provide interesting possibilities
for the study of interacting massive gauge fields theory (see, e.g., Refs.[37, 38]). We expect there-
fore that application of our approach to theory of interacting conformal fields might lead to new
interesting development.
ii) application of BRST approach to the study of ordinary-derivative conformal fields theory. In
recent time, BRST approach was extensively used for the study of gauge invariant formulation
of massive fields (see, e.g., Ref.[39]). Because gauge invariant formulation of massive fields and
ordinary-derivative formulation of conformal fields share many common features, application of
BRST approach to the study of ordinary-derivative conformal fields theories should be straightfor-
ward.
iii) ordinary-derivative formulation of conformal fields theory in terms of unconstrained fields.
In Ref.[33], various formulations of higher-spin dynamics in terms of unconstrained gauge fields
were developed. Application of those formulations to the study of ordinary-derivative conformal
fields theory could be of some interest.
iv) extension of our approach to mixed-symmetry fields. Mixed-symmetry fields [40] have exten-
sively been studied in recent time (see, e.g., Ref.[41]). Higher-derivative Lagrangian of mixed-
symmetry conformal fields was obtained in Ref.[42].15 We think that ordinary-derivative formula-
tion of mixed-symmetry conformal fields could be of some interest (see, e.g., Ref.[31]). In this re-
spect, it would be interesting to understand the phenomenon discovered for AdS mixed-symmetry
fields in Ref.[44] from the point of view of the mixed-symmetry conformal fields.
v) light-cone gauge formulation of the ordinary-derivative conformal fields theory. In Refs.[45,
46], we developed general methods for the building interaction vertices of light-cone gauge fields.
We note that these methods can straightforwardly be generalized to the case of conformal fields.
This will provides the possibility for the studying interaction vertices for conformal fields and
currents constructed out of fields of the supersymmetric Yang-Mills theory. We note also that
action of Green-Schwarz superstring in AdS/Ramond-Ramond background simplifies considerably
in the light-cone gauge [47, 48]. Therefore we expect that from the stringy perspective of AdS/CFT
correspondence the light-cone approach to ordinary-derivative conformal fields theory might be
helpful for the study of various aspects of the string/gauge theory duality.
Acknowledgments. This work was supported by the INTAS project 03-51-6346, by the RFBR
Grant No.05-02-17217, RFBR Grant for Leading Scientific Schools, Grant No. 4401-2006-2 and
Russian Science Support Foundation.
Appendix A Counting of on-shell D.o.F for conformal spin-s field
In this Appendix, we analyze on-shell D.o.F for arbitrary spin-s conformal field by using the
higher-derivative approach in Ref.[15]. Analysis of on-shell D.o.F for the arbitrary spin-s confor-
mal field follows the procedure we used for the spin-2 conformal field in Appendix C, in Ref.[1].
Therefore to avoid the discussion of unnecessary technical details we outline procedure of the
derivation and present the result.
In Ref.[15], the higher-derivative Lagrangian of spin-s conformal field is constructed out of
field φa1...as which is totally symmetric traceless rank-s tensor field of the Lorentz algebra so(d−
15 Discussion of equations and constraints for mixed symmetry conformal fields may be found in Ref.[43].
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1, 1). The Lagrangian is invariant under gauge transformations described by gauge transformation
parameter which is totally symmetric traceless rank-(s − 1) tensor field of the Lorentz algebra
so(d− 1, 1). We now impose the light-cone gauge condition to fix the gauge symmetries
φ+a2...as = 0 . (A.1)
Note that because the tensor field φa1...as is traceless the number of gauge conditions we impose in
(A.1) is equal to the number of gauge transformations. Now using gauge condition (A.1) in equa-
tions of motion for higher-derivative Lagrangian in Ref.[15], we make sure that these equations of
motion amount to the following equations of motion and constraints:
✷
ks+1−n∂a1 . . . ∂anφa1...anan+1...as = 0 , n = 0, 1, . . . , s , ks ≡ s+ d− 6
2
, (A.2)
φaaa3...as = 0 , (A.3)
where, in (A.3), we recall that the field φa1...as is traceless.
We now cast equations (A.2) into ordinary-derivative form. To this end we introduce the fol-
lowing fields:
φ
a1...as′
k′ , s
′ = 0, 1, . . . , s− 1, s; k′ ∈ [ks′]2 , ks′ ≡ s′ + d− 6
2
. (A.4)
Identifying the generic conformal field φa1...as in (A.2) with field φa1...as−ks in (A.4), φa1...as−ks ≡ φa1...as ,
we cast equations (A.2) into the following ordinary-derivative form:
✷φa1...ask′ − φa1...ask′+2 = 0 , k′ ∈ [ks]2; (A.5)
✷φ
a1...as−1
k′ − φa1...as−1k′+2 = 0 , k′ ∈ [ks − 1]2; (A.6)
✷φ
a1...as−2
k′ − φa1...as−2k′+2 = 0 , k′ ∈ [ks − 2]; (A.7)
. . . . . . . . . . . . . . . . . . . . . (A.8)
. . . . . . . . . . . . . . . . . . . . . (A.9)
✷φak′ − φak′+2 = 0 , k′ ∈ [ks − s+ 1]2; (A.10)
✷φk′ − φk′+2 = 0 , k′ ∈ [ks − s]; (A.11)
∂aφaa2...ask′ − φa2...ask′+1 = 0 , k′ ∈ [ks]2; (A.12)
∂aφ
aa2...as−1
k′ − φa2...as−1k′+1 = 0 , k′ ∈ [ks − 1]2; (A.13)
. . . . . . . . . . . . . . . . . . . . . (A.14)
. . . . . . . . . . . . . . . . . . . . . (A.15)
∂aφaa2k′ − φa2k′+1 = 0 , k′ ∈ [ks − s+ 2]2; (A.16)
∂aφak′ − φk′+1 = 0 , k′ ∈ [ks − s+ 1]2 . (A.17)
In (A.5)-(A.17), fields with k′ not appearing in (4.1) should be equated to zero. Note that normal-
ization of fields in this Appendix differs from the one in section 4.
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Using relations (A.5)-(A.10), we note that gauge condition (A.1) and Eqs.(A.5)-(A.10) lead to
gauge conditions for fields entering the ordinary-derivative formulation,
φ
+a2...as′
k′ = 0 , s
′ = 1, 2, . . . , s; k′ ∈ [ks′]2 ; (A.18)
φ
aaa3...as′
k′ = 0 , s
′ = 2, 3, . . . , s; k′ ∈ [ks′]2 . (A.19)
Before proceeding we recall some terminology. In the light-cone gauge frame, all fields φa1...as′k′
that do not appear in (A.18) are separated into the following two groups of the so(d − 2) algebra
fields:
φ
i1...is′
k′ , s
′ = 0, 1, . . . , s; k′ ∈ [ks′]2 ; (A.20)
φ
−...−in+1...is′
k′,n , n = 1, . . . , s
′ , s′ = 0, 1, . . . , s; k′ ∈ [ks′]2 . (A.21)
Subscript n in field φ−...−in+1...is′k′,n (A.21) indicates that the field φ−...−in+1...is′k′,n involves n indices
in ‘minus’ light-cone direction. In the light-cone gauge frame, fields (A.20) are referred to as
dynamical fields, while fields (A.21) are referred to as non-dynamical fields.
Using light-cone gauge (A.18) and constraints (A.12)-(A.17), we make sure that all non-
dynamical fields can be expressed in terms of the dynamical fields. Also, by virtue of (A.18),
(A.19), all dynamical fields with s′ > 2 turn out to be traceless.
To summarize, we are left with on-shell D.o.F given by the fields φi1...is′k′ (A.20) which, for
s′ = 0, s′ = 1, and s′ ≥ 2, are the respective scalar, vector, and rank-s′ traceless tensor fields of
the so(d− 2) algebra.
Appendix B Derivation of Lagrangian, gauge transformations,
and operator Ra
We begin with the study of restrictions imposed by gauge symmetries. For arbitrary spin conformal
field, general ordinary-derivative Lagrangian and gauge transformations are given by
L = 1
2
〈φ|E|φ〉 , (B.1)
E = E(2) + E(1) + E(0) , (B.2)
E(2) ≡ ✷− α∂α¯∂ + 1
2
(α∂)2α¯2 +
1
2
α2(α¯∂)2 − 1
2
α2✷α¯2 − 1
4
α2α∂ α¯∂α¯2 , (B.3)
E(1) = α∂e¯1 + α¯∂e1 + α
2α¯∂e¯2 + α∂α¯
2e2
+α2α∂α¯2e¯3 + α
2α¯∂α¯2e3 + α
2α∂e¯4 + α¯∂α¯
2e4 , (B.4)
E(0) ≡ m1 + α2α¯2m2 + m¯3α2 +m3α¯2 , (B.5)
δ|φ〉 = (G(1) +G(0))|ξ〉 , G(1) ≡ α∂ , G(0) ≡ b1 + α2b2 , (B.6)
en = ζe˜1υ¯
⊖ , e¯n = υ
⊖˜¯e1ζ¯ , n = 1, 2, 3 ,
e4 = ζ
3e˜4υ¯
⊕υ¯⊖υ¯⊖ , e¯4 = υ
⊕υ⊖υ⊖˜¯e4ζ¯3 , (B.7)
m1 = υ
⊖m˜1υ¯
⊖ , m2 = υ
⊖m˜2υ¯
⊖ ,
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m3 = ζ
2m˜3υ¯
⊖υ¯⊖ , m¯3 = υ
⊖υ⊖ ˜¯m3ζ¯2 , (B.8)
b1 = ζb˜1υ¯
⊖ , b2 = υ
⊖b˜2ζ¯ , (B.9)
e˜n = e˜n(Nζ,∆
′) , ˜¯en = ˜¯en(Nζ ,∆′) , n = 1, 2, 3, 4 , (B.10)
m˜n = m˜n(Nζ ,∆
′) , n = 1, 2, 3 , ˜¯m3 = ˜¯m3(Nζ ,∆′) , (B.11)
b˜1 = b˜1(Nζ ,∆
′) , b˜2 = b˜2(Nζ,∆
′) , (B.12)
m˜†1 = m˜1 , m˜
†
2 = m˜2 , m˜
†
3 = ˜¯m3 , e˜†n = −˜¯en , n = 1, 2, 3, 4 . (B.13)
We note that:
i) The Fronsdal operator E(2) (B.3) is fixed by requiring the 〈φ|E(2)|φ〉 part of the Lagrangian to be
invariant under the standard gradient α∂|ξ〉 part of gauge transformations (B.6);
ii) Dependence of operators E (B.2), G(1), G(0) (B.6) on the oscillators in (B.7)-(B.12) is fixed by
requiring the ket-vectors E|φ〉, (G(1)+G(0))|ξ〉 to satisfy constraints given in (4.15), (4.16) and the
dilatation symmetry. Also, the ket-vector G(0)|ξ〉 should respect constraint (4.17).
iii) Quantities e˜, m˜, b˜ in (B.10)-(B.12) depend on the operators Nζ and ∆′.
Thus all that is required is to find the dependence of the quantities e˜, m˜, b˜ on the operators Nζ
and ∆′. To this end we study restrictions imposed by the gauge symmetries.
Variation of Lagrangian (B.1) under gauge transformations (B.6) takes the form (up to total
derivative)
δL = 〈φ|(V(2) + V(1) + V(0))|ξ〉 , (B.14)
where V(n) stands for contribution involving n derivatives. Obviously, gauge invariance of the
Lagrangian requires the equations 〈φ|V(n)|ξ〉 = 0, n = 2, 1, 0, which we now analyze in turn.
Firstly, we consider the equation 〈φ|V(2)|ξ〉 = 0. To this end we compute V(2),
V(2) = ✷X(2),1 + α∂α¯∂X(2),2 + α2(α¯∂)2X(2),3 + α2✷X(2),4
+ (α∂)2X(2),5 + α
2α∂α¯∂X(2),6 + (α¯∂)
2X(2),7 + α
2(α∂)2X(2),8 , (B.15)
X(2),1 ≡ b1 + e1 , (B.16)
X(2),2 ≡ −b1 + e1 + 2e2 , (B.17)
X(2),3 ≡ 1
2
b1 + 2e3 , (B.18)
X(2),4 ≡ −(2Nα + d− 2)b2 + e¯2 , (B.19)
X(2),5 ≡ (2Nα + d− 2)b2 + e¯1 , (B.20)
X(2),6 ≡ −1
2
(2Nα + d− 2)b2 + e¯2 + 2e¯3 , (B.21)
X(2),7 ≡ 2e4 , X(2),8 = e¯4 , (B.22)
and note that solution to the equation 〈φ|V(2)|ξ〉 = 0 is given by
e1 = −b1 , e2 = b1 , e3 = −1
4
b1 , (B.23)
e¯1 = −(2Nα + d− 2)b2 , e¯2 = (2Nα + d− 2)b2 , (B.24)
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e¯3 = −1
4
(2Nα + d− 2)b2 , e4 = 0 , e¯4 = 0 . (B.25)
Note that relations (B.23)-(B.25) should be considered on space of the ket-vector |ξ〉. Also note
that relations (B.23)-(B.25) imply the following representation for E(1) (B.4):
E(1) ≡ e1A¯+ e¯1A , (B.26)
where the operators A, A¯ are given in (4.23), (4.24).
Secondly, we consider the equation 〈φ|V(1)|ξ〉 = 0. Using E(1) (B.26), we compute the gauge
variation of Lagrangian (B.1) to obtain the following expression for V(1) (B.14):
V(1) = α∂X(1),1 + α2α¯∂X(1),2 + α2α∂X(1),3 + α¯∂X(1),4 , (B.27)
X(1),1 ≡ m1 + e¯1b1 − 2(2Nα + d− 1)e1b2 , (B.28)
X(1),2 ≡ 2m2 − e¯1b1 + 1
2
(2Nα + d+ 2)e1b2 , (B.29)
X(1),3 ≡ m¯3 + 1
2
(2Nα + d− 2)e¯1b2 , (B.30)
X(1),4 ≡ 2m3 + e1b1 . (B.31)
Using (B.23)-(B.25), we make sure that the equation 〈φ|V(1)|ξ〉 = 0 amounts to the equations
m1 = e¯1e1 − 22s+ d− 3− 2Nζ
2s+ d− 4− 2Nζ e1e¯1 , (B.32)
m2 = −1
2
e¯1e1 +
1
4
2s+ d− 2Nζ
2s+ d− 4− 2Nζ e1e¯1 , (B.33)
m3 =
1
2
e1e1 , m¯3 =
1
2
e¯1e¯1 , (B.34)
which should be considered on space of the ket-vector |ξ〉.
Finally, we consider the equation 〈φ|V(0)|ξ〉 = 0. Expression for V(0) (B.14) can be presented
as
V(0) = X(0),1 + α2X(0),2 , (B.35)
X(0),1 ≡ m1b1 + 2(2Nα + d)m3b2 , (B.36)
X(0),2 ≡ m1b2 + 2(2Nα + d)m2b2 + m¯3b1 . (B.37)
Using (B.23)-(B.25), we find that the equation 〈φ|V(0)|ξ〉 = 0 amounts to the equations
m1e1 + 2
2s+ d− 2Nζ
2s+ d− 2− 2Nζm3e¯1 = 0 , (B.38)
1
2s+ d− 6− 2Nζm1e¯1 + 2
2s+ d− 4− 2Nζ
2s+ d− 6− 2Nζm2e¯1 +m3e1 = 0 , (B.39)
which should be considered on space of the ket-vector |ξ〉.
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Equations (B.23)-(B.25), (B.32)-(B.34), and (B.38), (B.39) provide the complete list of re-
strictions imposed by gauge symmetries. These restrictions by themselves are not sufficient to
determine quantities e˜, m˜, b˜ (B.10)-(B.12) uniquely. In order to determine quantities e˜, m˜, b˜
(B.10)-(B.12) uniquely we proceed with analysis of restrictions imposed by the conformal boost
symmetries.
Analysis of restrictions imposed by conformal boost symmetries. Requiring Lagrangian
(B.1) to be invariant (up to total derivative) under conformal boost transformations given in (2.17),
(2.21), we find the equations
Ra†E + ERa + Ea
(0)
+ Ea
(1)
≈ 0 , (B.40)
where operators Ea(1), Ea(0) are defined as
Ea
(1)
= ∆′(2− α2α¯2)∂a
− (∆′ +Nα + d− 6
2
)αaA¯+ (−∆′ +Nα + d− 6
2
)Aα¯a
− 1
4
α2α∂αa(α¯2)2 +
1
4
(α2)2α¯aα¯∂α¯2 . (B.41)
Ea(0) = e1(∆
′ −Nα − d
2
)α¯a + αa(∆′ +Nα +
d
2
)e¯1
− αae1
(
∆′ +Nα +
d− 4
2
)
α¯2 − α2
(
∆′ −Nα − d− 4
2
)
e¯1α¯
a
+
1
4
α2e1
(
∆′ −Nα − d− 8
2
)
α¯2α¯a +
1
4
α2αa
(
∆′ +Nα +
d− 8
2
)
e¯1α¯
2
+
1
4
e1α
2αa(α¯2)2 − 1
4
e¯1(α
2)2α¯aα¯2 . (B.42)
In (B.40) and below, we simplify our formulas as follows. Let A be some operator. We use the
relation A ≈ 0 in place of 〈φ|A|φ〉 = 0, where |φ〉 is defined in (4.13). Note that, by virtue of
double-tracelessness constraint (4.17), the last terms in (B.41), (B.42), being proportional to (α2)2
and (α¯2)2, are not relevant when we consider Eqs.(B.40).
Because the operator Ra turns out to be degree-1 polynomial in the derivative we represent the
operator Ra as power series in the derivative,
Ra = Ra(0) +R
a
(1) , (B.43)
where Ra
(n)
stands for the contribution involving n derivatives. Using power series expansions of
operators E (B.2) and Ra (B.43), we see that Eqs.(B.40) amount to the following equations:
E(2)R
a
(1)
+ h.c. ≈ 0 , (B.44)
E(2)R
a
(0)
+ E(1)R
a
(1)
+ h.c. ≈ 0 , (B.45)
(E(1)R
a
(0)
+ E(0)R
a
(1)
+ h.c.) + Ea
(1)
≈ 0 , (B.46)
(E(0)R
a
(0) + h.c.) + E
a
(0) ≈ 0 . (B.47)
Most general operator Ra that respects constraints (4.15)-(4.17) and the dilatation symmetry is
given by
Ra = ra(0) + r
a
(1) +R
a
G
, (B.48)
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ra
(0)
=
(
r0,1 + r0,2α
2α¯2 + r¯0,3α
2Π[1,2] + r0,4α¯
2
)
α¯a
+ V˜ a
(
r¯0,1 + r¯0,2α
2α¯2 + r0,3α¯
2 + r¯0,4α
2Π[1,2]
)
, (B.49)
ra(1) =
(
r1,1 + r1,2α¯
2 + r1,3α
2Π[1,2] + r1,4α
2α¯2
)
∂a
+
(
r1,5V˜
a + r1,6V˜
aα¯2 + r1,7α
2V aΠ[1,2] + r1,8α
2V aα¯2
)
α¯∂
+
(
r1,9 + r1,10α¯
2 + r1,11α
2Π[1,2] + r1,12α
2α¯2
)
α¯aα¯∂
+ α2V
(
r1,13Π
[1,2]α¯a + r1,14α¯
2α¯a + r1,15V
aΠ[1,2] + r1,16V
aα¯2
)
, (B.50)
Ra
G
= Gra
G
, G = G(1) +G(0) , (B.51)
ra
G
= rG,1V¯
a
⊥ + rG,2V
aΠ[1,2] + rG,3V
aα¯2 + rG,4α¯
aα¯2 , (B.52)
r0,n = ζr˜0,nυ¯
⊕ , r¯0,n = υ
⊕˜¯r0,nζ¯ , n = 1, 2, 3 ,
r0,4 = ζ
3r˜0,4υ¯
⊕υ¯⊕υ¯⊖ , r¯0,4 = υ
⊕υ⊕υ⊖˜¯r0,4ζ¯3 , (B.53)
rG,n = υ
⊕r˜G,aυ¯
⊕ , n = 1, 3 ;
rG,2 = υ
⊕υ⊕r˜G,2ζ¯
2 , rG,4 = ζ
2r˜G,4υ¯
⊕υ¯⊕ , (B.54)
r1,n = υ
⊕r˜1,nυ¯
⊕ , n = 1, 4, 5, 8, 11, 14 ,
r1,n = ζ
2r˜1,nυ¯
⊕υ¯⊕ , n = 2, 6, 9, 12 ,
r1,n = υ
⊕υ⊕r˜1,nζ¯
2 , n = 3, 7, 13, 16 ,
r1,10 = ζ
4r˜1,10υ¯
⊕υ¯⊕υ¯⊕υ¯⊖ ,
r1,15 = υ
⊕υ⊕υ⊕υ⊖r˜1,15ζ¯
4 . (B.55)
r˜0,n = r˜0,n(Nζ,∆
′) , ˜¯r0,n = ˜¯r0,n(Nζ ,∆′) , n = 1, 2, 3, 4 , (B.56)
r˜1,n = r˜0,n(Nζ,∆
′) , n = 1, 2, . . . 16 , (B.57)
r˜G,n = r˜G,n(Nζ ,∆
′) , n = 1, 2, 3, 4 , (B.58)
where G(1), G(0) are given in (B.6). We see that in order to fix the operator Ra we have to find
quantities r˜ in (B.53)-(B.58). Note that because operator Ra (B.48) can be presented as in (B.43)
with
Ra(0) = r
a
(0) +G(0)r
a
G
, Ra(1) = r
a
(1) +G(1)r
a
G
, (B.59)
and by virtue of the relation 〈φ|EGra
G
|φ〉 = 0, all terms proportional to ra
G
cancel automatically
in Eqs.(B.44)-(B.47). This implies that, in (B.43), we can replace ra(0) for Ra(0) and ra(1) for Ra(1) in
analysis of Eqs.(B.44)-(B.47). We now analyze Eqs.(B.44)-(B.47) in turn.
i) Because analysis of Eqs.(B.44) is straightforward we just present our result. This is to say that
Eqs.(B.44) lead to the following constraints:
r†1,1 = r1,1 , r1,n = 0 , n = 2, 3, . . . , 16 . (B.60)
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ii) Analysis of Eqs.(B.45) is also straightforward. Therefore we just present result of our analysis.
Namely, Eqs.(B.45) amount to the following relations:
r¯0,1 = [e¯1, r1,1] , r0,1 = −r¯†0,1 , r0,n = 0 , r¯0,n = 0 , n = 2, 3, 4 . (B.61)
To summarize, Eqs.(B.44),(B.45) and hermicity conditions (B.13) lead to the following expres-
sions for ra
(0)
, ra
(1)
:
ra
(0)
= r0,1α¯
a + r¯0,1V˜
a , ra
(1)
= r1,1∂
a , r†1,1 = r1,1 , (B.62)
r0,1 = [r1,1, e1] , r¯0,1 = [e¯1, r1,1] . (B.63)
iii) We proceed with the detailed analysis of Eqs.(B.46). To this end we note the relations
E(1)r
a
(0)
+ h.c. = [e1, r0,1]A¯α¯a + [e¯1, r¯0,1]αaA
+
(
[e¯1, r0,1] +
2
2Nα + d− 4e1r¯0,1
)
Aα¯a
+
(
[e1, r¯0,1]− 2
2Nα + d− 4r0,1e¯1
)
αaA¯
+ (e1r¯0,1 − r0,1e¯1)(1 + 1
4
α2α¯2)∂a
+ r0,1e1α¯
2∂a − e¯1r¯0,1α2∂a , (B.64)
E(0)r
a
(1)
+ h.c. =
(
[m1, r1,1] + [m2, r1,1]α
2α¯2 + [m3, r1,1]α¯
2 + [m¯3, r1,1]α
2
)
∂a , (B.65)
where in (B.64) we drop terms proportional to (α2)2 and (α¯2)2. By virtue of double-tracelessness
constraint (4.17), such terms do not contribute to Eqs.(B.46). Using (B.64),(B.65), and (B.41) we
find that Eqs.(B.46) amount to the following equations:
[e1, r0,1]
∣∣∣
Nζ=0,1,...,s−2
= 0 , (B.66)
[e1, r¯0,1]− 2
2ks + 2− 2Nζ r0,1e¯1 −∆
′ +Nζ − ks
∣∣∣
Nζ=0,1,...,s−1
= 0 , (B.67)
e1r¯0,1 − r0,1e¯1 + [m1, r1,1] + 2∆′
∣∣∣
Nζ=0,1,...,s
= 0 , (B.68)
1
4
(e1r¯0,1 − r0,1e¯1) + [m2, r1,1]−∆′
∣∣∣
Nζ=0,1,...,s−2
= 0 , (B.69)
r0,1e1 + [m3, r1,1]
∣∣∣
Nζ=0,1,...,s−2
= 0 , (B.70)
where ks appearing in (B.67) is given in (4.7). In (B.66)-(B.70), we use shortcut A|Nζ=0,1,...N = 0
for the respective N + 1 equations Aζn|φs−N〉 = 0, n = 0, 1, . . . , N , where the ket-vectors |φs′〉
are defined in (4.14). Note that, for the derivation of (B.67), we use the first constraint in (4.15).
We proceed with analysis of Eqs.(B.67). For Nζ = 0, Eqs.(B.67) lead to˜¯r0,1(0,∆′)e˜1(0,∆′) = −2 . (B.71)
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Eq.(B.71) and hermicity conditions (B.13) imply
r˜0,1(0,∆
′)˜¯e1(0,∆′) = −2 . (B.72)
Using Eqs.(B.67) for Nζ = 1 and relations (B.71), (B.72), we find
˜¯r0,1(1,∆′)e˜1(1,∆′) = −2ks + 1
ks
. (B.73)
Eq.(B.73) and hermicity conditions (B.13) imply
r˜0,1(1,∆
′)˜¯e1(1,∆′) = −2ks + 1
ks
. (B.74)
Repeating these steps for Nζ = 2, 3, . . . , s− 1, we get
˜¯r0,1e˜1 = −2 2ks + 2−Nζ
2ks + 2− 2Nζ . (B.75)
We now proceed with analysis of Eq.(B.66). From (B.71), we see that e˜1(0,∆) 6= 0. Using
field redefinitions we can set
e˜1(0,∆) = 1 . (B.76)
Hermicity conditions (B.13) and relations (B.71), (B.76) imply˜¯e1(0,∆) = −1 , r˜0,1(0,∆) = 2 , ˜¯r0,1(0,∆) = −2 . (B.77)
Using Eq.(B.66) for Nζ = 0 and relations (B.77), we find
r˜0,1(1,∆
′) = 2e˜1(1,∆
′) , ˜¯r0,1(1,∆′) = 2˜¯e1(1,∆′) . (B.78)
Using (B.78), (B.73), we find
e˜1(1,∆
′)˜¯e1(1,∆′) = −2ks + 1
2ks
. (B.79)
Using field redefinitions, the phase of e˜1(1,∆′) can be set equal to zero. Relation (B.79) and
hermicity conditions (B.13) imply then
e˜1(1,∆
′) =
(2ks + 1
2ks
)1/2
, ˜¯e1(1,∆′) = −(2ks + 1
2ks
)1/2
. (B.80)
Repeating the above-described procedure for Nζ = 1, 2, . . . , s− 2, we get
e˜1 =
( 2ks + 2−Nζ
2ks + 2− 2Nζ
)1/2
, ˜¯e1 = −e˜1 , r˜0,1 = 2e˜1 , ˜¯r0,1 = −2e˜1 . (B.81)
Using (B.81) and (B.32)-(B.34), (B.38),(B.39), allows us to determine the operators m1, m2, m3,
m¯3. Our result for these operators is given in (4.26).
Using above-obtained expression for the operators e1, m1, we make sure that solution of
Eq.(B.68) is given by r˜1,1 = −2.
Using above-obtained expression for operators e1, r0,1 r1,1,m2,m3, we make sure that Eqs.(B.69),
(B.70) are automatically satisfied.
To summarize, we finished our study of Eqs.(B.46).
iv) We now consider Eqs.(B.47). Using results above obtained, we make sure that Eqs.(B.47) are
automatically satisfied.
Finally, we check that Eqs.(B.63) are also satisfied.
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Appendix C Derivation of relations (5.52) and (5.53)
Derivation of (5.52). We note that, in general, ket-vector C¯|φ〉 depends on the oscillators υ⊕, υ⊖,
αa, ζ . Obviously, the ket-vector C¯|φ〉, which satisfies Eq.(5.50), does not depend on the oscillator
υ⊖. In other words, the ket-vector C¯|φ〉, which satisfies Eq.(5.50), can be represented as
C¯|φ〉 = |C¯(υ⊕)〉 , (C.1)
where |C¯(υ⊕)〉 stands for ket-vector which depends on the oscillator υ⊕, αa, ζ . Thus our problem
is to find ket-vectors |φ〉 and |C¯(υ⊕)〉 where the ket-vector |φ〉 should satisfy Eq.(5.51), while the
ket-vector |C¯(υ⊕)〉 is defined by (C.1).
Taking relation (C.1) into account, we note that Eq.(5.51) can be represented as nonhomoge-
neous differential equation for the ket-vector |φ〉,(
υ¯⊕✷− (Nυ⊖ + 1)υ¯⊖
)
|φ〉 − α2 1
2Nα + d− 2 e˜1ζ¯|C¯(υ
⊕)〉 = 0 , (C.2)
where e˜1 is given in (4.27). General solution of Eq.(C.2) can be presented as
|φ〉 = eX✷|φ(υ⊖)〉+ |τ(υ⊕)〉 , |τ(υ⊕)〉 ≡ α2 1
2Nα + d− 2 e˜1|C˜(υ
⊕)〉 , (C.3)
where operator X is given in (5.54), while the ket-vector |C˜(υ⊕)〉 should satisfy the equation
υ¯⊖|C˜(υ⊕)〉 = −ζ¯|C¯(υ⊕)〉 . (C.4)
In (C.3), |φ(υ⊖)〉 stands for ket-vector that depends on the oscillators υ⊖, αa, ζ . We note that
i) In (C.3), the ket-vector eX✷|φ(υ⊖)〉 is a general solution of homogeneous equation obtained from
Eq.(C.2) by equating |C¯(υ⊕)〉 = 0;
ii) The ket-vector |τ(υ⊕)〉 is a particular solution of nonhomogeneous equation (C.2) provided the
ket-vector |C˜(υ⊕)〉 satisfies Eq.(C.4). In order to fix the particular solution uniquely we should
supplement Eq.(C.4) by initial condition. We assume the following initial condition for the ket-
vector |C˜(υ⊕)〉:
|C˜(υ⊕)〉∣∣
υ⊕=0
= 0 . (C.5)
Note that (C.4), (C.5) imply that the ket-vector |C˜(υ⊕)〉 depends on the oscillators υ⊕, αa, ζ .
Considering relation (C.3) for υ⊕ = 0 and taking into account (C.5), (4.13), we find the relations
|φ(υ⊖)〉 = (υ⊖)k̂|Φ〉 , for d ≥ 6 ,
(C.6)
|φ(υ⊖)〉 = (υ⊖)k̂|Φ′〉 , for d = 4 ,
where ket-vectors |Φ〉, |Φ′〉 are defined in (5.56), (5.57), while the operator k̂ is given in (2.6).
We now use representation for the ket-vector |φ〉 given in (C.3) and find the following repre-
sentation for the ket-vector C¯|φ〉:
C¯|φ〉 = eX✷C¯ ′|φ(υ⊖)〉 − V e˜1|C˜(υ⊕)〉 − 2Nα + d
2Nα + d− 2Nζ e˜
(−1)
1 e˜
(−1)
1 |C¯(υ⊕)〉
− e˜1ζ¯Π[1,2]|W 〉 , (C.7)
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C¯ ′ ≡ V¯⊥ + υ⊖e˜1ζ¯Π[1,2] + 1
2(Nυ⊖ + 1)
ζe˜1υ¯
⊕α¯2✷ , (C.8)
|W 〉 ≡ ✷
N
υ⊕
Γ(Nυ⊕ + 1)
υ⊕|φ(υ⊕)〉 , (C.9)
where Γ in (C.9) stands for the Euler gamma function. Plugging (C.7) into (C.1), we find the
equation
eX✷C¯ ′|φ(υ⊖)〉 − V e˜1|C˜(υ⊕)〉 − (Nζ + 1)e˜1e˜1|C¯(υ⊕)〉 − e˜1ζ¯Π[1,2]|W 〉 = 0 . (C.10)
Multiplying Eq.(C.10) by e−X✷ and taking into account the relations
X|C˜(υ⊕)〉 = 0 , X|C¯(υ⊕)〉 = 0 , X|W 〉 = 0 , (C.11)
we see that Eq.(C.10) amounts to the following equation:
C¯ ′|φ(υ⊖)〉 − V e˜1|C˜(υ⊕)〉 − (Nζ + 1)e˜1e˜1|C¯(υ⊕)〉 − e˜1ζ¯Π[1,2]|W 〉 = 0 . (C.12)
The procedure for solving Eq.(C.12) is slightly different for the cases d ≥ 6 and d = 4. We now
consider these two cases in turn.
Solving Eq.(C.12) for d ≥ 6. We note that, for d ≥ 6, the ket-vector C¯ ′|φ(υ⊖)〉 in (C.12) is
independent of υ⊕ and polynomial in υ⊖, while the ket-vectors |C˜(υ⊕)〉, |C¯(υ⊕)〉, and |W 〉 in
(C.12) are polynomial in υ⊕ and independent of υ⊖. Also we note that C¯ ′|φ(υ⊖)〉|υ⊖=0 = 0. This
implies that Eq.(C.12) amounts to the following two equations:
C¯ ′|φ(υ⊖)〉 = 0 , (C.13)
V |C˜(υ⊕)〉+ (Nζ + 1)e˜1|C¯(υ⊕)〉+ ζ¯Π[1,2]|W 〉 = 0 . (C.14)
Below, we demonstrate that Eq.(C.13) amounts to constraint (5.53), while Eq.(C.14) allows us to
determine |C˜(υ⊕)〉. We now analyze Eq.(C.14).
From Eq.(C.14), we find
− |C¯(υ⊕)〉 = 1
(Nζ + 1)e˜1
(
V |C˜(υ⊕)〉+ ζ¯Π[1,2]|W 〉
)
. (C.15)
Plugging (C.15) into (C.4), we find the equation
υ¯⊖|C˜(υ⊕)〉 = 1
(Nζ + 2)e˜
(1)
1
(
V ζ¯|C˜(υ⊕)〉+ ζ¯2Π[1,2]|W 〉
)
. (C.16)
Solution to Eq.(C.16) with initial condition (C.5) is given by
|C˜(υ⊕)〉 = eY υ⊕ 1
Nυ⊕ + 1
e−Y
1
(Nζ + 2)e˜
(1)
1
ζ¯2Π[1,2]|W 〉 , (C.17)
where Y is given in (5.54). Plugging (C.17) into (C.3), we get |φ〉 given in (5.52).
Solving Eq.(C.12) for d = 4. We note that, for d = 4, the ket-vector |φ(υ⊖)〉 (C.6) can be
represented as
|φ(υ⊖)〉 = |φ≥3〉+ |φ2〉+ |φ1〉 , (C.18)
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|φ≥3〉 ≡ (υ⊖)k̂
s∑
s′=3
|Φs′〉 , |φ2〉 ≡ (υ⊖)k̂|Φ2〉 , |φ1〉 ≡ (υ⊖)k̂|Φ1〉 , (C.19)
|Φs′〉 ≡ ζ
s−s′
s′!
√
(s− s′)!α
a1 . . . αas′ φ
a1...as′
−ks′
|0〉 . (C.20)
Using (C.18), we represent the ket-vector C¯ ′|φ(υ⊖)〉 as
C¯ ′|φ(υ⊖)〉 = C¯ ′|φ≥3〉+ (V¯⊥ + υ⊖e˜1ζ¯Π[1,2])|φ2〉+ υ⊖e˜1ζ¯Π[1,2]|φ1〉
+ V¯⊥|φ1〉+ 1
2
ζe˜1υ¯
⊕α¯2✷|φ2〉 . (C.21)
We now introduce scalar field φ1 by the relation
V¯⊥|φ1〉+ 1
2
ζe˜1υ¯
⊕α¯2✷|φ2〉+ e˜1ζ¯|φ0〉 = 0 , |φ0〉 ≡ ζ
s
√
s!
φ1|0〉 (C.22)
and note that ket-vector |φ0〉 does not depend on the oscillators υ⊕, υ⊖, αa. Using (C.21), we note
that Eq.(C.12) amounts to the following equations:
C¯ ′|φ≥3〉+ (V¯⊥ + υ⊖e˜1ζ¯Π[1,2])|φ2〉+ υ⊖e˜1ζ¯Π[1,2]|φ1〉 = 0 , (C.23)
V |C˜(υ⊕)〉+ (Nζ + 1)e˜1|C¯(υ⊕)〉+ ζ¯Π[1,2](|W 〉+ |φ0〉) = 0 . (C.24)
The fact that Eq.(C.12) amounts to Eqs.(C.23), (C.24) can easily be understood by noticing that
left hand side of Eq.(C.23) is independent of υ⊕ and polynomial in υ⊖, while left hand side of
Eq.(C.24) is polynomial in υ⊕ and independent of υ⊖. Note also also left hand side of Eq.(C.23) is
automatically equal to zero when υ⊖ = 0. Below, we demonstrate that Eqs.(C.22),(C.23) amount
to constraint (5.53), while Eq.(C.24) allows us to determine |C˜(υ⊕)〉. We now analyze Eq.(C.24).
From Eq.(C.24), we find
− |C¯(υ⊕)〉 = 1
(Nζ + 1)e˜1
(
V |C˜(υ⊕)〉+ ζ¯Π[1,2](|W 〉+ |φ0〉)
)
. (C.25)
Plugging (C.25) into (C.4), we find the equation
υ¯⊖|C˜(υ⊕)〉 = 1
(Nζ + 2)e˜
(1)
1
(
V ζ¯|C˜(υ⊕)〉+ ζ¯2Π[1,2](|W 〉+ |φ0〉)
)
. (C.26)
Solution to Eq.(C.26) with initial condition (C.5) is given by
|C˜(υ⊕)〉 = eY υ⊕ 1
Nυ⊕ + 1
e−Y
1
(Nζ + 2)e˜
(1)
1
ζ¯2Π[1,2](|W 〉+ |φ0〉) . (C.27)
Plugging (C.27) into (C.3), we get |φ〉 given in (5.52).
Derivation of (5.53). For d ≥ 6, derivation of (5.53) is straightforward. Namely, using (C.6),
(C.8), we find the relation
C¯ ′|φ(υ⊖)〉 = (υ⊖)k̂+1C¯sh|Φ〉 . (C.28)
From (C.28), we see that constraint (C.13) amounts to (5.53).
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For d = 4, the derivation of (5.53) is as follows. Using (C.19), we note that constraints (C.23),
(C.22) amount to the following respective constraints:
C¯sh|Φ≥3〉+ (V¯⊥ + e˜1ζ¯Π[1,2])|Φ2〉+ e˜1ζ¯Π[1,2]|Φ1〉 = 0 , (C.29)
V¯⊥|Φ1〉+ 1
2
ζe˜1α¯
2
✷|Φ2〉+ e˜1ζ¯|Φ0〉 = 0 , |Φ0〉 ≡ |φ0〉 . (C.30)
Taking into account the relation
|Φ〉 = |Φ≥3〉+ |Φ2〉+ |Φ1〉+ |Φ0〉 , (C.31)
we see that constraints (C.29), (C.30) amount to constraint (5.53).
Appendix D Derivation of Lagrangian (5.62) and gauge transfor-
mations (5.66)
Derivation of Lagrangian (5.62). We now show that plugging solution (5.52) into ordinary-
derivative Lagrangian (4.28) leads to higher-derivative Lagrangian (5.62). To this end we represent
|φ〉 (5.52) as in (C.3), where |C˜(υ⊕)〉 for d ≥ 6 and d = 4 is given in (C.17) and (C.27) respectively,
while |φ(υ⊖)〉 is defined in (C.6). Using |φ〉 (C.3), we note the helpful formula
〈φ|✷− υ⊖υ¯⊖|φ〉 = 〈φ(υ⊖)| ✷
N
υ⊕
+1
Γ(Nυ⊕ + 1)
|φ(υ⊕)〉+ 2〈τ(υ⊕)|✷Nυ⊕+1|φ(υ⊕)〉
+ 〈τ(υ⊕)|✷− υ⊖υ¯⊖|τ(υ⊕)〉 , (D.1)
where |φ(υ⊕)〉 is obtained from (C.6) by the substitution υ⊖ → υ⊕. Using (C.1) and (D.1), we see
that Lagrangian (4.28) can be represented as
L = 1
2
〈φ(υ⊖)|µ ✷
N
υ⊕
+1
Γ(Nυ⊕ + 1)
|φ(υ⊕)〉+ 〈τ(υ⊕)|µ✷Nυ⊕+1|φ(υ⊕)〉
+
1
2
〈τ(υ⊕)|µ(✷− υ⊖υ¯⊖)|τ(υ⊕)〉+ 1
2
〈C¯(υ⊕)|C¯(υ⊕)〉 , (D.2)
where |C¯(υ⊕)〉 for d ≥ 6 and d = 4 is given in (C.15) and (C.25) respectively. For d ≥ 6,
contributions of 〈τ(υ⊕)|φ(υ⊕)〉-, 〈τ(υ⊕)|τ(υ⊕)〉-, and 〈C¯(υ⊕)|C¯(υ⊕)〉 -terms in (D.2) are equal to
zero. For d = 4, contribution of 〈τ(υ⊕)|φ(υ⊕)〉-term in (D.2) is equal to zero. This is to say that
Lagrangian (D.2) takes the form
L = 1
2
〈φ(υ⊖)|µ ✷
N
υ⊕
+1
Γ(Nυ⊕ + 1)
|φ(υ⊕)〉 , for d ≥ 6, (D.3)
L = 1
2
〈φ(υ⊖)|µ ✷
N
υ⊕
+1
Γ(Nυ⊕ + 1)
|φ(υ⊕)〉
+
1
2
〈τ(υ⊕)|µ(✷− υ⊖υ¯⊖)|τ(υ⊕)〉+ 1
2
〈C¯(υ⊕)|C¯(υ⊕)〉 , for d = 4 . (D.4)
Using the relations
〈φ(υ⊖)|µ ✷
N
υ⊕
+1
Γ(Nυ⊕ + 1)
|φ(υ⊕)〉 = 〈Φ|µ✷k̂+1|Φ〉 , for d ≥ 6 , (D.5)
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〈φ(υ⊖)|µ ✷
N
υ⊕
+1
Γ(Nυ⊕ + 1)
|φ(υ⊕)〉 = 〈Φ′|µ✷k̂+1|Φ′〉 , for d = 4 , (D.6)
〈C¯(υ⊕)|C¯(υ⊕)〉+ 〈τ(υ⊕)|µ(✷− υ⊖υ¯⊖)|τ(υ⊕)〉 = 〈Φ0|Φ0〉 , for d = 4 , (D.7)
we see that Lagrangian (D.3), (D.4) takes the form given in (5.62). We note that, for the derivation
of relation (D.7), we use (C.25) and the relations
〈C¯(υ⊕)|C¯(υ⊕)〉 = 〈Φ0| 2
s(s+ 1)
|Φ0〉 , (D.8)
〈τ(υ⊕)|µ(✷− υ⊖υ¯⊖)|τ(υ⊕)〉 = 〈Φ0|(s− 1)(s+ 2)
s(s+ 1)
|Φ0〉 . (D.9)
Derivation of gauge transformation (5.66). By definition, the left-over gauge symmetries of de
Donder-Stueckelberg gauge (5.50) are governed by gauge transformation parameter which satisfies
the equation υ¯⊕C¯δ|φ〉 = 0, where δ|φ〉 stands for gauge transformations (4.53). Using the relation
C¯δ|φ〉 = (✷−m2)|ξ〉 , (D.10)
we see that gauge transformation parameter |ξ〉 corresponding to the left-over gauge symmetries
of de Donder-Stueckelberg gauge (5.50) should satisfy Eq.(5.63). It is easy to check that general
solution to Eq.(5.63) is given by (5.64).
Now our purpose is to demonstrate that gauge transformations (4.53), where |φ〉 and |ξ〉 take
the form as in (5.52) and (5.64) respectively, lead to gauge transformations (5.66). To this end we
note that plugging |φ〉 (5.52) and |ξ〉 (5.64) into gauge transformations (4.53) leads to the following
relation:
eX✷(υ⊖)k̂δ|Φ′〉+ α2 1
2Nα + d− 2 e˜1Zδ|Φ〉 = Ge
X✷(υ⊖)k̂+1|Ξ〉 . (D.11)
All that remains is to demonstrate that relation (D.11) holds true provided the gauge transforma-
tions take the form as in (5.66). We now consider relation (D.11) for d ≥ 6 and d = 4 in turn.
Proof of relation (D.11) for d ≥ 6. Using (5.66), (5.58), we note that, for d ≥ 6, relation (D.11)
amounts to (
eX✷(υ⊖)k̂ + α2
1
2Nα + d− 2 e˜1Z
)
Gsh|Ξ〉 = GeX✷(υ⊖)k̂+1|Ξ〉 . (D.12)
Relation (D.12) can be checked by using the following relations:
eX✷(υ⊖)k̂Gsh ≈ (α∂ − ζe˜1υ¯⊖)eX✷(υ⊖)k̂+1 + α2 1
2Nα + d− 2 e˜1ζ¯e
X✷(υ⊖)k̂+2 , (D.13)
ZGsh ≈ −ζ¯ (✷υ
⊕)k̂+2
Γ(k̂ + 3)
, (D.14)
υ⊖eX✷(υ⊖)N ≈ eX✷(υ⊖)N+1 − (✷υ
⊕)N+1
(N + 1)!
, (D.15)
where notation ≈ is used to indicate the fact that relations (D.13)-(D.15) are valid on space of
ket-vector |Ξ〉 (5.65). Proof of relations (D.13)-(D.15) is straightforward.
Proof of relation (D.11) for d = 4. We represent ket-vectors |Φ〉 (5.56) and |Ξ〉 (5.65) as
|Φ〉 = |Φ′〉+ |Φ0〉 , |Ξ〉 = |Ξ′〉+ |Ξ0〉 , (D.16)
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where |Φ0〉 stands for s′ = 0 contribution of the scalar field φ1 in (5.56), while |Ξ0〉 stands for
s′ = 0 contribution of the scalar gauge transformation parameter ξ−1 in (5.65). Plugging (D.16)
into (5.66) we represent gauge transformations (5.66) as
δ|Φ′〉 = Gsh|Ξ′〉+ (α∂ − α2 1
2Nα + d− 2 e¯1,sh)|Ξ0〉 , (D.17)
δ|Φ0〉 = −e1,sh|Ξ0〉 . (D.18)
For gauge transformations (D.17), we prove the following relation:
eX✷(υ⊖)k̂δ|Φ′〉 = (α∂ − ζe˜1υ¯⊖)eX✷(υ⊖)k̂+1|Ξ〉+ α2 1
2Nα + d− 2 e˜1ζ¯e
X✷(υ⊖)k̂+2|Ξ〉 . (D.19)
All that we need to prove (D.19) is to note the relation
υ¯⊖eX✷(υ⊖)k̂+1|Ξ0〉 = 0 . (D.20)
Finally, plugging (D.19) and δ|Φ〉 (5.66) into (D.11) and using (D.14), (D.15), we make sure that
relation (D.11) holds true.
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