Abstract-This paper reviews two streams of development, from the 1940's to the present, in signal detection theory: the structure of the likelihood ratio for detecting signals in noise and the role of dynamic optimization in detection problems involving either very large signal sets or the joint optimization of observation time and performance. This treatment deals exclusively with basic results developed for the situation in which the observations are modeled as continuous-time stochastic processes. The mathematics and intuition behind such developments as the matched filter, the RAKE receiver, the estimator-correlator, maximum-likelihood sequence detectors, multiuser detectors, sequential probability ratio tests, and cumulative-sum quickest detectors, are described.
INTRODUCTION AND OVERVIEW
T HE subject of signal detection and estimation deals with the processing of information-bearing signals in order to make inferences about the information that they contain. Although this field clearly traces its provenance to the classical work of Bayes [6] , Gauss [31] , Fisher [27] , and Neyman and Pearson [76] on statistical inference, 1 it was not until after the mathematical stage was set in the 1930's by the pioneers of stochastic processes-Kolmogorov, Lévy, Wiener, and others-that the field took hold as a recognizable discipline. Moreover, the possibilities for implementing any more than the most basic signal processing systems did not arise until electronics reached a reasonably advanced state, also in the the same era. Add to this mix the impetus of wartime technological needs, and the result is the relatively abrupt emergence of this field in the early 1940's.
The first engineering studies in this area were perhaps those of Norbert Wiener in 1941 Wiener in -1942 , initiated with a ($2,350!) project at MIT to design "a lead or prediction apparatus in which, when one member follows the track of an airManuscript received February 28, 1998 ; revised June 7, 1998 . This work was supported in part by the Air Force Office of Scientific Research, the Army Research Office, DARPA, the National Science Foundation, and the Office of Naval Research.
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Publisher Item Identifier S 0018-9448(98)06313-5. 1 One might trace even further back-to Leonardo Da Vinci, one of whose many remarkable insights into technological possibilities deals with the detection of distant ships by monitoring a sound tube in the ocean (see, [10] ). plane, another anticipates where the airplane is to be after a fixed lapse of time." Though the proposed solution did not perform satisfactorily, and the project was abandoned, the fundamental insights gained through the effort have had a profound influence on many later developments-a not unfamiliar story. These arose through a remarkable report [136] , sweepingly titled Extrapolation, Interpolation and Smoothing of Stationary Time Series, with Engineering Applications, that introduced two fundamental ideas that radically changed the way engineers tackled important classes of problems. First was the emphatic assertion that communication of information is perforce a statistical problem. Second was the introduction of optimization criteria, so that performance limits could be calculated and systematic approximations sought. Here are a few relevant quotations from Wiener's 1942 report that will ring a bell with modern readers.
"Communication engineering concerns itself with the transmission of messages. For the existence of a message, it is indeed essential that variable information be transmitted. The transmission of a single fixed item of information is of no communication value. We must have a repertory of possible messages, and over this repertory a measure determining the probability of these messages." "A message need not be the result of a conscious human effort for the transmission of ideas. For example the records of current and voltage kept on the instruments of an automatic substation are as truly messages as a telephone conversation." "No apparatus for conveying information is useful unless it is designed to operate, not on a particular message, but on a set of messages, and its effectiveness is to be judged on the way it performs on the average on messages of this set.
The apparatus to be used for a particular purpose is that which gives the best result 'on the average' in an appropriate sense of the word 'average'."
It took a while for Wiener's results on estimation and prediction to be fully understood, and their applications really took off only more than a decade later. However, the basic idea established in Wiener's work-namely, that mathematical models and optimization could be applied to design systems for signal processing-was the zeitgeist of the era, and permeated problems of more pressing interest at that time. Among these were the studies on radar detection being carried out at the MIT Radiation Laboratory and elsewhere, well summarized by Lawson and Uhlenbeck in 1948 [65] . From this, and related work, was born the field of signal detection, to which the present paper is devoted.
0018-9448/98$10.00 © 1998 IEEE In particular, in this paper we review some key developments of this field from the 1940's to the present. In keeping with the tenor of these TRANSACTIONS, we focus on theoretical developments. However, the reader should not lose sight of the fact that there have been many hardware developments over these decades, without which the theoretical progress would now be of little interest. The scope of the field of signal detection is very large, with several useful textbooks available, including [39] , [89] , and [121] . In order to place some bounds on this treatment, we focus on some very basic principles and structures that allow us to trace the development of some interesting results, ideas, and techniques, which may also have value in various other applications. However, in so doing, we fully realize that many very interesting areas will be touched upon only lightly, or even not at all. Examples include adaptive detection, nonparametric detection, distributed detection, detection in non-Gaussian noise, quantum detection, robust detection, and detection with antenna arrays. These omissions are of course not intended to signify a lesser status in the field; indeed, much of the authors' own work lies in these areas.
The presentation is organized into two parts: Part I deals with the most fundamental problem of signal detection-namely, the determination of the likelihood ratio for detecting signals against a noise background. This is a problem with a rich history in both electrical engineering and mathematics, and its solution has involved, over the years, a wide variety of mathematical tools and flashes of intuition. This discussion begins with the earliest "optimal" signal detection system-the matched filter-and then traces the development of many key ideas, including the RAKE receiver, the estimator-correlator, and geometric interpretations of signal detection. These developments correspond to treatment of the detection problem via various methods of probability and mathematical statistics, including stochastic calculus and the theory of reproducing-kernel Hilbert spaces.
Part II of this paper deals with a further level of complexity that arises in many detection problems after the likelihood ratio is extracted. In particular, we discuss the application of dynamic optimization-also developed in its earliest form in the 1940's (by Richard Bellman)-to two types of signal detection problems: sequence detection, and sequential detection. Sequence detection deals with the problem of testing a very large number of statistical hypotheses within signal detection models that allow for complexity reduction via dynamic programming. Basic structures such as the maximum-likelihood sequence estimator for equalizing dispersive communication channels, the maximum-likelihood multiuser detector for mitigating multiple-access interference, and the Viterbi algorithm for decoding convolutional codes on a white Gaussian channel are discussed in this context. Sequential detection deals with detection problems in which the observation time is to be optimized jointly with the error probabilities. Such problems fall within the category of optimal stopping problems. Here, we discuss two such problems: classical sequential detection, and quickest detection. Both of these can be cast as Markov optimal stopping problems, which allow them to be solved using (infinite-horizon) dynamic programming type solutions. A recent interpretation of these types of problems as "generalized parking problems" is also discussed.
Finally, we conclude the paper with brief remarks about some other aspects of the field not treated in the rest of the paper.
PART I: THE LIKELIHOOD RATIO
In this part of the paper, we deal with the most fundamental problem in signal detection theory-namely, the determination of the likelihood ratio for detecting a signal against a noise background. This seemingly sharply defined problem is actually a very rich one, calling on many techniques of stochastic analysis. In fact, the topic is so broad that several choices have to be made to narrow the scope, for the sake of both readers and authors. In particular, we confine ourselves to problems of detecting i) known signals in noise, e.g., as in synchronous PAM and PFM communication systems, ii) signals with unknown parameters, e.g., amplitude and phase, iii) random signals in additive noise, as arise, for example, in rapidly fading channels or in radioastronomy, and iv) signals modulating jump processes.
Our review will not be strictly chronological nor will we attempt to be exhaustive in citing the literature; rather, we attempt to focus on important ideas and threads whose significance often became clear only after a considerable passage of time and effort. For example, we emphasize the physical and mathematical importance of including white noise disturbances in the received signal. The case of purely colored noise is both physically less relevant and mathematically more difficult; nevertheless, if it is to be studied, it took a long time to realize that the "best" mathematical and physical approach is via the use of reproducing kernel Hilbert spaces. It also took a while to appreciate the role of stochastic integrals and martingale theory in properly completing and reconciling the various likelihood-ratio formulas of Price [94] , Stratonovich and Sosulin [116] , Schweppe [101] , and Shepp [105] , for Gaussian signals in white Gaussian noise, and in developing their extensions to non-Gaussian processes. However, once recognized, the power of these methods became obvious. Our major aim is to give the reader some feel for the way in which these ideas evolved.
I. BEGINNINGS-THE MATCHED FILTER
As noted in the introductory section, the field of signal detection had its most recognizable beginnings in the early 1940's work on radar detection, in which the issue is one of detecting the presence or absence of a target. The original criterion for designing systems for this purpose was the maximization of the (so-called deflection, or) signal-to-noise ratio, defined as the ratio of the squared magnitude of the peak response of a linear filter to the signal, and the average noise power at the output of the filter. The solution, in the words of Lawson and Uhlenbeck [65, p. 209 [122] . North, Middleton, and Van Vleck were all trained as physicists. The prewar interests of Van Vleck (who subsequently won the Nobel Prize in physics) were in the area of spectroscopy, a background that gives some insight into his interest in the detection of signals with concentrated spectral energy [73] . North's wartime involvement in radar (and, hence signal detection) stemmed from his work on the study of noise in vacuum tubes operating in the 100-MHz band, work being conducted at RCA during its 1930's development of commercial television [79] . His 1943 report, reprinted in the PROCEEDINGS OF THE IEEE in July 1963, is also remarkable for the facility with which the author subordinates the use of sophisticated (for the time) mathematics to focus on important physical goals and insights. The matched filter itself is only a small part of this report, which introduces, inter alia, the Rice distribution, the concept of false alarms to set a detection threshold, studies of pre-detection and post-detection integration, etc. North clearly underestimated the significance of his contributions, because as the war was ending, "solid state physics beckoned, and I turned to it."
The matched filter is now of course a standard item in the repertoire of radar and communication engineers. A detailed survey of its many properties is given in a classic paper of Turin [120] , which leads off a special June 1960 issue of these TRANSACTIONS on matched filters. However, though North and others were aware that signal-to-noise ratio was not the natural criterion for the detection problem, the connection to statistical hypothesis testing was perhaps first made by the distinguished mathematician, Mark Kac, who used to joke that his major contribution to the war effort was to provide a reference to the classic paper of Neyman and Pearson [76] . The Neyman-Pearson criterion seeks a receiver that would maximize the probability of correct detection while keeping the probability of false alarm less than a specified value, a very appropriate criterion for radar. The theory shows that the key quantity to compute is the likelihood ratio (LR), a conclusion that is also the result of applying a number of other criteria. Among those, we first mention minimizing the probability of error, which was introduced 2 In a broader sense, one can think of the matched filter as being an instance of the idea that, when averaging measurements, one should weight them according to their relative precision. This basic idea dates at least to the work of Roger Cotes [17] in the early eighteenth century, and was certainly known by the time of the development of least squares around the turn of the nineteenth century. An interesting account of the history of such methods can be found in Stigler's book [113] .
independently by Siegert (see Lawson [62] ), which we shall discuss in more detail later. P. M. Woodward [140] came to the likelihood ratio via a slightly different route (inverse probabilities), inspired by the information-theoretic result that the relevant information is all preserved in the conditional probabilities of the hypotheses given the observations. The more general formulations in the statistical literature by A. Wald of sequential hypothesis testing [132] and then of what became known as statistical decision theory [133] were first applied to signal detection problems by Middleton [72] and by Peterson, Birdsall, and Fox [86] in 1954. Again, in all cases, the basic operation is to compare a likelihood ratio with a threshold, whose value is determined by the chosen criterion.
From a purely mathematical point of view, that is almost the end of the story. The rest is apparently just detail: one needs only to compute the likelihood ratio in any particular problem and to evaluate its performance using standard numerical and statistical methods. However, from an engineering point of view, the story is usually just beginning. For one thing, mathematical models are often significant simplifications/idealizations of complex physical problems. Secondly, even if the model is reasonably good, our knowledge of the parameters in it, e.g., covariance functions, time constants, etc., may not be enough to justify a direct numerical evaluation of formulas derived from the model. The major engineering goal is to obtain structural insights into the mathematical solutions of classes of special problems, with the hope that these insights can then be used to intelligently modify and adapt the mathematical solution to the particular physical problem at hand; see, e.g., Siebert [110] for a nice elaboration of this philosophy.
It is the development of such insights that we hope to describe in this paper, rather than just cataloging all the important results and papers in detection theory. Of course, there are bound to be various errors of omission and commission in this process, for which we beg in advance the indulgence of authors and readers.
II. DETECTION OF SIGNALS IN WHITE GAUSSIAN NOISE
A generic problem is one in which we have to choose between two hypotheses of the form versus where, of course, represents a signal of interest and represents random noise. Common forms of signals are i) completely known: ii) known except for a few parameters: e.g., where some combinations of may be random or unknown; iii) Purely stochastic:
, a stochastic process.
Here, we will refer to the first two types of signals as deterministic signals, and the third type as stochastic signals.
Of course, we may have combinations of these three types as well. For the noise process, the usual assumptions are that the noise has (for convenience) zero mean and that it is i) purely white and Gaussian, or ii) is colored with a white Gaussian component, or iii) is purely colored, i.e., has no white noise component at all. The more general case of choosing between multiple hypothesis of the form can be handled (in most cases) by introducing a dummy hypothesis,
, and then using the chain rule for likelihood ratios. This situation is discussed in more detail in Section IV-A. (We may mention that certain (apparently) nonadditive noise problems will be treated in Section II-E.)
Since white noise is a physically impossible idealization of noise whose bandwidth is much larger than that of the signal, it might seem that the most important problem to study would be the case of purely colored noise. However, it turns out that this is a poor decision for both mathematical and physical reasons. Mathematically, the solution is generally much more difficult to obtain, and physically it is often unrealistic. For example, if the colored noise is twice differentiable, of course the signal must also be at least twice differentiable, and the likelihood ratio might well involve the derivatives of However, few engineers would attempt to implement such a scheme, at the least on the grounds that differentiation would amplify the inevitably present, but unmodeled or inadequately modeled, high-frequency components. Incorporating a white-noise component is a way of reflecting indifference to less relevant details; mathematically, it keeps the solution from requiring unrealistic operations on the data and leads to "smoother" and more robust implementations. A formal demonstration of this property is found in the robustness formulation of [88] . Finally, of course, the fact that white noise is physically impossible (it has infinite variance) is no reason why it should not be used in a mathematical model of the problem (all models are imperfect reflections of the real world), especially when it both simplifies the mathematical analysis and gives us reasonably implementable solutions. Moreover, infinite variance random variables are not uncommon in many useful mathematical models; in particular, likelihood ratios may often have infinite variance-see Section II-B.
So here we shall begin with the white noise assumption, as did the early engineering contributors (North [78] , Kotel'nikov [62] , Woodward [140] ) to this field. Not unexpectedly, one of the first mathematical works in this area, that of Grenander [36] , never mentions white noise. 3 (Nevertheless, we shall have to examine the treatment of white noise more closely later in Section II-B.ff. Here we remark that as long as we confine ourselves to linear operations on white noise, there is no problem in working formally with white noise. The reason is that these operations can be justified by "working under the integral sign," just as can be done to justify linear operations 3 It should be noted, however, that Cameron and Martin [16] developed a version of the classic known-signal-in-white-noise likelihood ratio formula in 1944, albeit in a context different from that of signal detection.
with impulsive functions. As reassurance for the fainthearted, we may cite the discussion along these lines in, for example, Doob [ 
Among the approaches to deriving (3), Woodward [140] uses time-samples and then proceeds to the limit, whereas Wozencraft and Jacobs [141, Sec. IV-C] present a geometric projection argument, perhaps first used in Kotel'nikov's dissertation [62] , that effectively reduces the problem to a finitedimensional (in fact, one-dimensional) form. (Kotel'nikov's work is notable not only for being so early, but especially for its prescient emphasis on geometric formulations and interpretations; the dissertation contains several results that were often rediscovered much later, e.g., the optimality of PSK (phase-shift keying) and the maximum minimum distance property of the simplex configuration. Also, he gives a geometric interpretation of the threshold effect in frequency-and pulse-modulation systems, which is the same as the famous explanation in Shannon's 1949 Gaussian channel paper [104] .) We see from (3) that the essential data processing step is the formation of the integral , which can be implemented either by "correlating" the "stored" signal against the received signal , or as is easily checked, passing through a filter matched to (i.e., one with impulse response ), and then sampling the output at the end of the observation interval. In other words, the matched filter of the early radar literature is in fact the optimal operation from a decision-theoretic point of view.
A generalization of the detection problem arises when the signal has unknown parameters. In this case, the hypotheses are versus (4) where is a vector of unknown parameters. When an a priori probability distribution function is known for 4 then the LR is obtained by integration as (5) The best known case is that of a signal with uniformly distributed random phase (6) with slowly varying compared to Under this "narrowband" assumption, it turns out that (7) with while denotes the zeroth-order modified Bessel function of the first kind, and where and (8) The key operation on the received signal is the formation of the quantity , which is just the value at of the envelope of the output of a filter matched to the narrowband signal -see, e.g., Woodward [140, p. 78] .
It should be noted that the analysis of narrowband signals is facilitated by the use of the very useful "complex envelope" representation, originally suggested by Gabor [29] ; Woodward [140] was perhaps the first to exploit this description for signal detection problems and, inter alia, it led him to introduce the ambiguity function as a tool for understanding the resolution limits of radar (see, e.g., Siebert [110] ). (As with Kotel'nikov's work, it is worthwhile to acknowledge the many early contributions of Woodward-his remarkable 1953 monograph conveys in a mere 128 pages fine introductions to probability theory, Fourier analysis, information theory, and signal detection, followed by three chapters on the radar problem that first introduced many new results such as formulas for range accuracy and the ambiguity function. Physical insight and mathematical analysis are very skillfully combined throughout the work. For example, entropy is introduced by studying how 4 When p() is unknown, further statistical concepts have to be introduced, e.g., the notions of uniformly most powerful tests, locally optimal tests, etc. [89] .
to efficiently store binary-valued data, an operational point of view not much emphasized in 1951 when many people were more intrigued by the axiomatic aspects.)
Another special case where explicit formulas are available for the LR is when the parameters are essentially constant (i.e., very slowly varying over ) and such that are independent and identically distributed (i.i.d.) zero-mean Gaussian random variables-this is the model for what is known as Rayleigh fading. In this case, again, the envelope of the matched filter output turns out to be the key statistic. Other distributions for , or the case of random , all become much more difficult and few explicit results are available.
One approach in such cases is not to focus on the parameters, but to assume that the signal is a stochastic process, a case to which we now turn. We first consider the case of a Gaussian random process, which becomes realistic, for example, in the case of communication through channels composed of many randomly moving scatterers. However, we shall find that again, as in the just-mentioned cases of signals with random parameters, the expressions for the LR will be very different from the simple known-signal formula (3) . Nevertheless, it is a striking and useful fact that not only in all the above cases, but for an almost arbitrary signal process, the different likelihood ratio expressions can be rewritten to have exactly the same form as (3), except that the known signal is replaced by a least mean-squares estimate (Sections II-B and II-D). The significance of this fact is that one now has a universal "estimator-correlator" receiver structure to which one can bring all the results and all the knowledge and insight now available for the calculation and approximation of least mean-square estimators; moreover, this result also extends to an apparently quite different class of problems, as we shall see in Section II-E.
B. Gaussian Stochastic Signals
We now consider hypotheses of the form versus (9) where, as before, is WGN, while the "signal" is now a zero-mean Gaussian process, independent of the WGN , and with known covariance function , i.e., and
Under the further assumptions that i) is continuous in and ii)
Price [94] showed in 1956 that the likelihood ratio could be written as (12) where is a deterministic (bias) term, which we shall specify later (see (22) and (38) ). The observations enter through the quadratic functional (13) where is the so-called Fredholm resolvent of , defined by the integral equation (14) is actually also a function of , though for simplicity we do not show this explicitly.
is a weighted energy functional of , which is reasonable since there is apparently no structure available in the random signals to allow any kind of matched filtering (or correlation) detection structure. However, Price noticed that the function (15) had the interpretation that, when hypothesis holds (i.e., , then is the linear least meansquares estimate of given that is, is the smoothed (or noncausal) estimate of (Notation: the caret denotes the "estimate," and the subscript the assumption that holds-such estimates are sometimes called pseudo-estimates.) This property follows readily from the now well-known geometric characterization of the least squares estimate as the random variable such that is uncorrelated with , which leads immediately to the integral equation (14) . With this interpretation, can indeed be expressed as a correlation integral (16) as in the known signal case; however, since the signal is random and hence unavailable, (16) says that we can replace it with the best least squares estimate of the signal given , a quite reasonable strategy. As mentioned before, such physical interpretations of the receiver structure are useful because they allow intelligent adaptation to real-world problems. In fact, this interpretation was very effectively exploited by Price and Green in 1958 [95] to develop the anti-jamming anti-multipath communication system called RAKE, a concept now being applied again for space-time processing in mobile communication systems (see, e.g., Paulraj et al. [84] , [85] ). In the RAKE system, a narrowband filter of bandwidth approximately that of the signal process was used to provide a crude, but apparently adequate, approximation to the least squares estimate , which was impossible to compute given the limited information available about the actual multipath channel.
However, though valuable, the formulas (13) or (16) are not always usable as they stand, because the estimate at every depends upon "future" values of ; to compute it, therefore, we shall first have to store and then process this data to obtain Price found a clever way around this problem, using the (evident) symmetry of the integrand in (13) to write (17) so that now at time we need only Despite these nice facts, note that the LR formula (13) does not provide a true estimator-correlator interpretation: that would require that be as in (3) but with replaced by , which is certainly not true of (12) .
However, in the early 1960's, significant progress toward a true estimator-correlator formula was made by R. L. Stratonovich (14) with upper limit
On the other hand, Schweppe showed that one could rewrite Price's formula in recursive form (18) where is a functional of past , i.e., of Moreover, when holds, i.e., is the causal least squares estimates of given This causal estimate can (since is Gaussian) be computed by a linear operation on (19) where use of the orthogonality conditions (20) shows that obeys, not a Fredholm equation as does, but a Wiener-Hopf-type equation (21) Moreover, when the signal process has a known state-space model, can itself be recursively computed by using the (Stratonovich)-Kalman-Bucy filtering equations, on which there is by now a vast body of results and experience, see, e.g., [50] . In fact, Schweppe also showed that the bias term in the formula (12) could be computed as (22) where it turns out that (23) the mean-square error. The reason is that, for independent and , we see using (21) that (24) In sum, combining (18) and (24) shows that the likelihood ratio is completely determined by knowledge of the solution to the causal filtering problem as (25) Schweppe's formula is almost exactly the known signal formula (3), with the causal estimate replacing the known signal , except for the nonunity coefficient Actually, the approach and results of Schweppe and in fact of Kalman and Bucy, had been anticipated by Stratonovich, who in the late 1950's had begun to emphasize that one could go beyond Gaussian signal models to Markov (or state-space) process models. This is the program that R. E. Kalman was independently pursuing in the U.S., with greater immediate success because Kalman focused on the more elegant linear case. In 1959, Stratonovich [114] had directly attacked the nonlinear problem and showed how the Fokker-Planck partial differential equations characterizing the evolution of the transition probabilities of a Markov process could be used to obtain partial differential equations for the conditional probability density of the signal given observations of signal plus noise, a theme later refined by Kushner [64] and Zakai [144] . Of course, the equations are hard to solve, even numerically. Stratonovich noted that in the Gaussian case, we just need equations for the first and second moments, and for these he obtained formulas equivalent to those of Kalman and Bucy [56] . Stratonovich's work on these and related problems has not received the recognition it should.
A few years later, Stratonovich (with Sosulin) applied his approach to the detection problem. Among other results, in their first paper (in 1964) [116] they study the case of Gaussian signals that are also Markov and obtain a true estimator-correlator formula - (26) where the first integral, denoted by , is a novel kind of object, called an Ito stochastic integral. However, they also noted that one could write the Ito integral as - (27) where the first integral on the right-hand side was called a symmetric stochastic integral (Stratonovich [116] , [117] ) and nowadays, the Stratonovich integral. Substituting (27) into (26) gives us Schweppe's formula (25) , which we may recall he derived from Price's formula (12) . The uninitiated reader will wonder about the sudden emergence here of the issue of stochastic integrals. Most of us are aware that there are several definitions of ordinary (nonstochastic) integrals (Cauchy, Riemann, Lebesgue, and others), but that by and large the exact definition does not seem to affect the final results (though it may affect the derivations). Here, however, we have a different situation-with one definition we get (25) , with another (26) . And as a matter of fact, other definitions than in (25) and (26), could be used, e.g., the so-called backward Ito integrals.
Is one definition to be preferred over the other? There was initially a lot of unnecessary controversy over this issue, sparked partly by the fact that the Stratonovich integral obeys the "usual" rules of integration, which the Ito integral does not. A classical example is the following: Let be unit intensity white Gaussian noise, and let , a Wiener process. Then it can be shown (28) as is the case for "ordinary" integrals. However, the Ito definition gives a different answer (see, e.g. Doob [22, Sec.
It was felt that since "physical" equipment for computing integrals (and other quantities) is based on the usual rules, it would always give the answer corresponding to the use of the Stratonovich integral. In this sense, the "nonstandard" Ito integral could not be computed using "ordinary," "physical" devices. However, such arguments miss the point that all mathematical models are idealizations and always imperfectly model the actual physical reality, whatever that is. This remark applies to the use in our models of pure sinewaves, step functions, impulsive functions, stationary random processes, Poisson processes, white Gaussian noise, white Poisson noise, etc., etc. We use such idealizations to get models to which we can apply consistent mathematical reasoning, to get exact results for the idealized problem. Then we have to go through the step of implementing physical approximations to these mathematical results. (We may recall some words of Nietzsche (in Thus Spake Zarathustra): "No more fiction for us, we calculate. But that we may calculate, we must make fiction first.")
In particular, in our detection problem we idealize a smooth random signal as a finite variance Gaussian random process, and an additive wideband noise process with an approximately flat power spectrum as a pure white Gaussian noise (a formal derivative of a Wiener process). Now we have a mathematical model and the rules we use to make calculations in this model must be mathematically consistent and as general as needed. If both the Stratonovich and Ito definitions (along with the associated rules for calculation) meet these criteria, then either one can be used. But then after the mathematical answer is obtained, we have the task of approximating these integrals with physical equipment. And it turns out that this can be done for either definition-see the discussion in [46] .
However it turns out that there are detection problems where the Ito integral exists but not the Stratonovich integral; in such cases we have no choice. Fortunately, too, the Ito integral is not only more general, but it has the very useful (for further calculations-see, e.g., Section V-C below) property that as a function of its upper limit, it is a martingale process. The need for this greater generality arises when we have to go beyond the assumptions (10) and (11) that we have made so far on the Gaussian signal and noise processes. For one thing, (10) does not allow for any dependence between the signal and noise processes; secondly, the continuity assumptions (11) on the covariance function are stronger than necessary for a meaningful (i.e., nonsingular) Gaussian detection problem.
It was shown by Shepp [105] and others that the most general model that does not admit the singular 5 case of perfect discrimination between a Gaussian process and a white Gaussian noise process has the following form: under the hypothesis (30) where (31a) with (31b) Note that when and are not independent, is not necessarily positive definite, but, for nonsingularity, it must be such that (32) and is strictly positive definite (33) Note that the conditions (32) and (33) are always met under the earlier assumptions (10) and (11) . It is useful to recast (32) and (33) in terms of eigenvalues. To do this, we cite a famous result of Hilbert, which shows that when (32) holds, there is a countable number of solutions to the (eigenvalue-eigenfunction) equation (34) Since is not necessarily positive definite, some of the 's may be negative, but from (33) it follows that we must have
The square-integrability of implies that (35) An issue here is that (35) does not imply that (36) 5 Any mathematical model that allows the possibility of zero error probability is clearly inadmissible, since such performance has never been observed in the real world. Nevertheless, it is important to know when an assumed mathematical model will lead to such unrealistic results, and this has been studied by several authors (see, e.g., Root [98] and the references therein). It is surprising that the assumption of additive WGN does not exclude singular cases, and this is a consequence of allowing dependence between z(1) and v(1). We shall discuss the problem of singular detection a bit further in Section III.
We mention this because it turns out that then the bias term in Price's formula (12) becomes infinite! The reason is that is actually the so-called Fredholm determinant of (37) which diverges when diverges. However, since the LR is known to be well defined under the conditions (32) and (33), it must be true that the in Price's formula (12) becomes infinite as well, but in such a way that is finite! But how can we express the LR in this case? It turns out that to do this we must again pay attention to the definition of double stochastic integrals, such as in (13) and (17) .
In [105] , Shepp derived the following formula for the likelihood ratio under the general assumptions (32) and (33): (38) where is the so-called Fredholm-Carleman determinant of (39) is as in (14), and (40) It can be checked that both and are well defined when , even if Finally, the operations on the received signal are given by (41) This looks just like Price's formula (13) [42] to note that we can write (cf. Price's trick (17)) - (42) where the inner integral is an ordinary white noise (Wiener) integral, but the outer integral is the previously mentioned Ito stochastic integral. In this general case, the corresponding Stratonovich integral does not exist and cannot be used. However, the Stratonovich integral can be used when the stronger conditions (10) and (11) hold, which can be seen to be equivalent to having So the integral in the Price [94] and Schweppe [101] formulas have to be understood in retrospect as Stratonovich integrals. (This is, of course, not to detract from their work-it took many years for the significance of stochastic integrals to become clear. In fact, Stratonovich was perhaps the first engineering researcher to become aware of the difficulties lurking here, when for example, one of his first papers in this area ( [115] ) was prefaced by the following footnote, by the editors of the prestigous Russian journal, Theory of Probability and its Applications: "Part of the exposition of the problem with continuous time is not wholly convincing. In view of the great interest in the problems raised, this paper is published in the form in which it was submitted by the author." Stratonovich pondered this issue for a few years, and then submitted in January 1963 a paper [116] on stochastic integration that retrospectively clarified several of the deficiencies in his earlier work, not only on nonlinear filtering, but also other of his early work that examined the behavior of solutions of differential equations as the inputs approached pure white Gaussian noise. This latter problem was later studied by Wong and Zakai [137] , who were thereby also led to the study of Ito integrals.)
It is a little less evident whether Shepp's general formula can be put into the estimator-correlator form. It turns out that this can be done, and in at least two different ways-see [47] . One is by using several operator-theoretic formulas of Gohberg and Krein [34] , [35] ; another is via closer analysis of stochastic processes having a white Gaussian noise component. The second route is more far-reaching since it also allows us to extend the estimator-correlator formula to non-Gaussian processes. However, to obtain the estimator-correlator interpretation, it is necessary to assume that the signal process is either completely independent of the noise or at least that future are independent of past ; the latter assumption allows the signal to depend upon past observations, as in feedback communications and control enviroments.
C. Innovations, Sigma Fields, and Martingales
Let us return to the Gaussian signal and white Gaussian noise model (30)- (33), recall the definitions (14) and (20) of the functions and , and introduce the so-called innovations process (43) Then some patient calculation (see [45, Appendix II]) will show that the process is also white with the same covariance function as , i.e.,
But this raises a fundamental question: and are Gaussian processes with the same mean and covariance, and so by the traditional definition of stochastic processes via a family of joint probability densities, they should be the same stochastic process, which they are clearly not. So how we can distinguish them? For this, we need to introduce the concepts of sigma fields and martingales.
However, to first bring ourselves closer to the traditional stochastic formulations, we avoid the white noise by working with the integrated processes (45) where is a Wiener process, i.e., a Gaussian process such that and (46) Among the many properties of such processes we note especially that has independent increments, and that its sample functions are continuous but of unbounded variation. We also assume that the signal process is either completely independent of or at least that future increments of are independent of past and past Similarly, (44) means that the integrated form of (43) (47) also defines a Wiener process with the same covariance function as Now, of course, the joint density functions of the process and are all well defined, and are identical, so we are left with the same question-how can we distinguish from ? A clue can be obtained by noting that there is no hope of recovering the process knowing only , whereas is completely determined by In fact, for every is determined by only the past values of The appropriate probabilistic formalism for this idea is to introduce the concept of sigma fields generated by random variables. Many readers are no doubt familiar with this concept, but for others and for convenience, we hurriedly (and somewhat imprecisely) recall the following facts and definitions; for more, see, e.g., the books of Bremaud [15] , Karatzas and Shreve [57] , Revuz and Yor [97] , or Wong and Hajek [138] . We start, in a standard notation, with a probability space , consisting of a sample space , a class of events, and a probability distribution For a real-valued function on the sample space, the sigma field generated by (denoted by ) is the collection of all subsets of obtained by the standard Boolean operations on all elementary sets in that are mapped by into intervals of the real line. We are interested in the situation in which is a random variable-that is, in which is a subset of We extend this concept to introduce sigma fields generated by collections of random variables, e.g., for fixed (48) and the "bigger" sigma field (49) Increasing families of sigma fields, such as those generated by (48) and (49) as ranges from to , are called filtrations. Heuristically, filtrations capture the notion of (increasing) information patterns-the filtration describes the information available from knowledge of the process as it evolves in time, while the filtration describes the greater amount of information available from knowledge of the processes and that combine, as in (45), to give the process Next, we say that a random variable, say , is measurable with respect to a sigma field, such as if is a subset of that sigma field. Heuristically, measurability of with respect to the sigma field generated by a set of random variables means that can be written as a (nice) function of the random variables; we indicate this by , in the given situation. A stochastic process, say , is said to be adapted to a filtration, say , if , for all (As noted by Revuz and Yor [97] and others, it is the introduction of a filtration that allows for to be thought of as time. For example, for stationary processes, where the probabilistic laws are the same for all , it is the fact that that places the event in time.)
Finally, we introduce the very fruitful notion of a martingale stochastic process, whose definition is linked to the specification of a filtration. Given a filtration, say , we say that is a -martingale if for all , and if for all A martingale process, say , is always a martingale with respect to its natural filtration However, if say defines a larger filtration, there is no reason that the -martingale should be a -martingale. With these concepts we now return to our signal-plus-noise model (45) , where we have the two natural filtrations, and as defined in (48) and (49) . Our assumption that the Wiener process has independent increments and that is independent of means that is a -martingale, i.e., by assumption (50a) However, unless is not an martingale; i.e.,
On the other hand, we can readily check that under the assumptions on and , the process reverses these properties and (50c)
In other words, though and have the same mean value and covariance functions, they can have different properties with respect to different filtrations.
D. Non-Gaussian Stochastic Signals
A striking fact is that the above discussion also applies to the much more general scenario where the signal process is not necessarily Gaussian, but is such that (51) and that 7 is independent of (52) for all In the non-Gaussian case, the estimate is taken to be the conditional expectation (53) which is well known to provide the minimum mean-squareerror estimate of given When are jointly Gaussian, is a linear functional of past , but in general it can be a highly nonlinear functional of the (non-Gaussian) process Nevertheless, it turns out that the innovations process (54) is always a (Gaussian) Wiener process, and with the same statistics as the Wiener process , i.e., and
However, the distinction is that the process is an martingale, while is a martingale with respect to the bigger sigma fields,
The fact that though is non-Gaussian, is Gaussian is quite surprising. We can get some insight into this fact by noting that it is not hard to show by a direct calculation (see, e.g., [89, pp. 317-319] ) that , so that has uncorrelated increments. Since clearly also has continuous paths, we can write and get many terms by refining the partition So it appears that a central-limit-theorem type of argument applies to make Gaussian. Unfortunately, the central limit theorem does not apply to general sums of uncorrelated random variables. The fact that saves the situation is that is a martingale process, and the central limit theorem does apply to sums of martingale differences! This is only one of the many remarkable properties of martingales.
The original rigorous proof of the Gaussian nature of the innovations process was based (see [46] ) on an early martingale theorem of Lévy (see [22, p. 384] ) that needed the stronger (though still very reasonable) assumption than (51) that (56) However, there has been remarkable progress in martingale theory, and the closely related theory of stochastic integrals, especially since 1967, through the work of P. A. Meyer, H. Kunita, S. Watanabe, and many others, which has led to stronger and more easily proved results that enable us to use the weaker condition (51) . Unfortunately, there is no elementary engineering treatment of these matters, though see Bremaud [15] and Wong and Hajek [138] ; very clear but more mathematical expositions can be found in the books of Revuz and Yor [97] , Dellacherie and Meyer [20] , and the lecture notes of Meyer [71] .
To cite the result we need for the proof, we define for any (finite-variance) process its quadratic variation as (57) where is a partition of the interval The limit is taken in probability as It is not hard to see that processes with continuous sample functions of bounded variation (e.g., differentiable) will have zero quadratic variation. On the other hand, the Wiener process has continuous paths, but (58) from which it can be shown that its paths are not of bounded variation. To prove (58), we can check that (59) which tends to zero as (The relation (58) can be written symbolically as which is the reason that (Ito) stochastic integrals obey somewhat different rules than in the ordinary calculus where
In particular, the Taylor expansion of has the form leading to which is the Ito integral formula noted earlier in (29) .) We can now state the very nice generalization of Lévy's theorem as given by Kunita and Watanabe in [63] -namely: any continuous martingale with quadratic variation must be a Wiener process with covariance function The proof of this result is also much simpler than that of the original, though we shall forego it here. Instead, we return to the innovations process (60) which, using (45), we can also rewrite as (61) It is now easy to check that is an martingale, since for Moreover, the quadratic variation of is clearly the same as that of , which is the same as that of , viz.,
Therefore, by the (generalized) Lévy theorem, is a Wiener process.
This result on the innovations leads us to the following generalization of the earlier estimator-correlator formulas. Consider the problem of choosing between the hypotheses (where we now return for consistency with earlier formulas to the nonintegrated form) versus (63) where is zero-mean, unit intensity white Gaussian noise, while the signal is an arbitrary random process with almost all sample functions having finite energy, and such that the future of is independent of the past and present of Then it turns out that the likelihood ratio can be written as - (64) where -denotes the Ito stochastic integral and (65) (Some technical issues have been ignored here-see [49] for a precise statement.) This result includes as special case all the results stated earlier, e.g., the case (see (6) - (8)) of known signals with random phase (66) for which the LR was earlier expressed as (see (7) and (8)) (67) The equivalence proceeds by first showing that the conditional expectation is (68) applying the rules of the Ito calculus, and then using some Bessel function identities to show the equivalence of (67) and (68) . The details of the calculation and several other examples, can be found in [46] .
Of course in this example, it is easier to compute via the special formula (67) than via the general estimator-correlator formula; so also for several other special cases. However, we should remember that there is only a handful of cases where explicit LR formulas can be obtained; in all cases, however, the general formula suggest an implementation in the universal structure of a signal estimator followed by a correlator. This structure has other advantages. For example, if cannot be computed, or if it is very complicated, we can use an approximation instead; this can also be done when our knowledge of is so limited that we cannot compute the LR via any direct formula.
A plausibility argument for the form of the result (64) can be based on the fact established above that the innovations process is a Wiener process, or equivalently that its derivative is a white Gaussian noise with the same intensity as Now, we first rewrite the expression (69) as (70) or, equivalently,
Then the facts that is white Gaussian noise with the same intensity as , and that future are independent of past , suggest that the original hypotheses versus (72) can be rewritten as versus (73) In the latter form, though the signal is random, it is a function of past and therefore it is known when is known. Therefore, the hypotheses (73) have the form of a "(conditionally) known signal in WGN" problem, for which the LR is given by the formula (64) . Of course, there is much to fill in this intuitive argument, which, for instance, does not explain the need for having Ito integrals in the formula.
A rigorous (so-called 4-step) proof of (67) making much use of the then relatively new results of Kunita and Watanabe [63] , as well as the innovations and the now widely used result of Girsanov [33] , was given in [47] . (See, also, [89, pp. 319-322] .)
Here we go briefly to a discussion of signal detection for Poisson-related processes, as encountered, for example, in optical communications. However, it will be a useful preliminary to that discussion to note that the first estimator-correlator results for non-Gaussian signals were in fact obtained by Stratonovich and Sosulin for non-Gaussian Markov , independent of
The reason for this assumption is that we can then first assume that is known, so that the usual formula (3) applies, and then average over , i.e.,
Then some formal manipulation led them to the estimator-correlator formula, including a version for the Stratonovich integral. In his Ph.D. dissertation, T. E. Duncan (see, e.g., [23] ) gave a more elegant derivation by applying the Ito calculus to (74) . However, the point is that starting with (74) precludes the assumption of any dependence between the signal and even past noise. To handle the general case, martingale theory seems to be essential. We shall see this even more clearly in the case of Poisson-related processes.
E. Randomly Modulated Jump Processes
Processes with jumps arise when "events" occur at random times and the observation process keeps current count of the number and size of these events. An "event" can be, for example, the arrival of a charged particle at a detector, the failure of a machine, the arrival of a data packet at a node in a communication network, or a transportation accident. In most of these examples, the "signal" of interest modulates the rate and size of the occurring events. For example, in optical communications, the signal modulates the rate of arrival of photons at a photodetector. We can model this situation as follows: given a stochastic process , the observations form a counting process which is Poisson with rate (or intensity) (75) When is deterministic, is just a (nonhomogeneous) Poisson process; when is stochastic, is often called a "doubly stochastic" Poisson process. In this model, the signal determines the rate For example, when there is "no signal," the rate may be constant, , say, while "with signal," the rate may be a stochastic process, e.g., Gaussian and diffusion processes, such as are assumed by Snyder [111] . However, this model can break down when the signal can depend on the observations, as, for example, when the arrival of a particle at a counter blanks out the counter for a fixed or random period of time.
It appears that the most general models for counting processes, as well as for more complex processes with jumps of various sizes, are obtained via martingale theory. P. Bremaud was the pioneer in this field, followed by A. Segall, M. H. A. Davis, and then many others. A textbook by Bremaud [15] and [102] present readable accounts of those developments.
A nice consequence, as we shall see, of using the martingale approach is that the very non-Gaussian (sort of "multiplicative" noise) problems of jump processes can be made similar to the familiar "signal in additive WGN" problems. The key fact is the so-called Meyer-Doob decomposition theorem of martingale theory, which when applied to a counting process states that we can uniquely decompose it as (76) where is a martingale with respect to a filtration , and is an increasing, right-continuous so-called -predictable process, i.e., roughly speaking, the value is completely determined from knowledge of . On the other hand, being a -martingale means that its future increments are completely unpredictable from past , i.e., So what we have is a decomposition of into a smooth "signal" part and an additive noise part
To get more insight into this decomposition, assume that (with some loss of generality-see [102] )
can be written as (77) Then if is deterministic, it turns out that the counting process is just a Poisson process with (nonhomogenous) intensity However, can be stochastic, and may depend upon past -it is called the stochastic rate or intensity of , and is known as the integrated rate. (Reference [102] gives an example of a simple counting process for which only exists and not ). The martingale method can be extended to more general jump processes. But here we note only the "estimator-correlator" type of solution that it leads to for a detection problem with the hypotheses versus (78) where is, as above, a martingale with respect to a filtration When is deterministic, we have a "Poisson" detection problem, for which the likelihood ratio is readily computed to be (see, e.g., [111] , [112] (78)) and then use it in the known intensity formula (79) .
The proof of this result, as well as those for more general jump processes can be obtained by using a 4-step proof along exactly the same lines as in the Gaussian noise case-using a Girsanov-type theorem, the innovations, and further results from discontinuous martingale theory-see [103] .
As with the earlier formula (64), the value of this result is structural in that it suggest that one can replace the usual uncomputable by the best available estimator. In fact, Davis and Andreadakis [19] were able to provide an explicit example of the value of this philosophy. They considered a socalled Poisson disorder problem where the stochastic intensity has the form (83) where denotes the unit step function and is a random variable (a "change point") that is zero with a fixed probability is otherwise exponentially distributed. In this problem, it turns out that the optimal least squares estimate can be found exactly, as well as the suboptimal linear least squares estimate, so that a comparison could be made using both estimates in (80) . However, it turns out that there was little difference in performance between using these two different estimates; although, interestingly, it is important to use rather than For more on how these conclusions were reached, we refer to the paper [19] . (Disorder problems will be discussed further in Section V-B.)
III. DETECTION OF SIGNALS IN COLORED GAUSSIAN NOISE
In the preceeding sections, we have studied problems with additive white Gaussian noise because, in our opinion at least, this is the appropriate model for the majority of practical problems. Of course, we may have colored noise plus additive white Gaussian noise, but this case can be reduced to the earlier cases by using the chain rule for likelihood ratios [89] .
However there can be problems in which likelihood ratios are used to solve other mathematical problems, e.g., evaluation of zero-crossing probabilities, stochastic integrals, etc. For this, and other reasons, in this section we briefly review problems with colored Gaussian noise. Among these other reasons we cite first of all the fact that there is a considerable engineering literature on this problem. Secondly, it turns out that many of the results of Section II can actually be extended to the colored noise case by a simple conceptual change: replacing the usual inner products by inner products in a special reproducing kernel Hilbert space (RKHS). The importance of such spaces for detection problems (and related stochastic problems) was strongly emphasized by E. Parzen ([81] - [83] ; these and other papers appear in the reprint volume [135] ). Because RKHS's are much less familiar than the Hilbert space of square-integrable functions over , they have often been avoided as being too abstract. However, we hope to show here how naturally they arise by introducing them via the same kind of geometric argument used in the white noise case by Kotel'nikov [62] , and since then widely exposed through the textbook of Wozencraft and Jacobs [141] . We begin, however, with the traditional mathematical approach, going back to Grenander's 1950 paper [36] , using the Karhunen-Loéve expansion.
A. The Integral Equation Approach
Consider the hypotheses versus (84) where is a completely known signal and is a zeromean Gaussian process with continuous in on
A natural idea for approaching this problem, especially after its successful application by Bode and Shannon [14] and Zadeh and Ragazzini [143] for linear prediction and filtering, is to use whitening filters. However, these are difficult to find for processes defined over a finite interval; satisfactory solutions were only found much later, essentially by assuming statespace structure for and (see, e.g., Kailath, Geesey, and Weinert [52] ). So, following Grenander [36] , the most popular method has been to use Karhunen-Loève expansions. Briefly, one expands the signal and noise in the basis of eigenfunctions of (86) The corresponding Karhunen-Loève expansion (87) is popular because of the double orthogonality and
Now, the original hypotheses can be rewritten, in an obvious notation, as versus (89) and we can exploit the above-noted orthogonality to obtain the likelihood ratio as (90) The case of unit intensity white noise corresponds formally to a "limiting" case in which , so that
as expected.
In the white-noise case, the probability of correct detection depends only upon the signal energy, However, when the noise is colored, it is the weighted energy that determines the detectability, and it was noted by Grenander that even though , we could have , in which case the decisions could be made with zero probability of error! The underlying reason is not hard to see, especially if we consider the case of very large and stationary noise, in which case standard arguments show that, in an obvious notation, (93) So divergence of means essentially that the noise spectrum falls off no slower than the signal spectrum at high frequencies-not generally a realistic assumption. The point is that, while zero error probability can never be achieved in any real problem, we may, in seeking maximum generality, set up a mathematical model that admits such singular behavior. This is one more reason for including a white-noise component to prevent the exact mathematical solution from trying to exploit the specified, but poorly known, high frequency properties of the noise. (A caution: as we noted in Section II-B, just adding white noise may not be enough when the signal is random; then more assumptions are necessary to avoid the possibility of singular detection.)
Assuming that , the next step is to try to replace the difficult-to-use infinite series in (90) by integrals, as was done in going from (91) and (92) . To do this we define (94) which leads from (90) to (95) Moreover, note that also satisfies the relation
As in the white noise case, the basic operation on the data is a correlation operation, but now between and rather than between and ; equivalently, we could use a filter matched to
The question is: what does look like? For very large , we have , a reasonable expression which again shows the importance of having the signal spectrum fall off faster than the noise spectrum. Unfortunately, for finite , the situation is much less pleasing. First is the issue of the rather cavalier way in which we went from infinite sums in (90) to the integrals in (95) . If at least (97) then one might hope that the above all goes through rigorously, and in fact this is not hard to show, as was done by Grenander in [36] . Unfortunately, the condition (97) is far too restrictive. The problem is that, when is a smooth function, the integral equation (96) can map very ill-behaved functions into smooth functions For example, when (98) the solution of the integral equation (96) can be shown, with some effort, to be (the dots indicate differentiation)
a solution hard to obtain (or approximate) by any numerical method of solving the integral equation! On the other hand, if has a delta-function component, the class of solutions will be the same as the class of given functions , and much more amenable to numerical determination: this is again a major reason for the use of additive white noise in the model. For another reason, note that for large in (99) we have , as expected; the point is not only that the answer becomes indifferent to the exact value of (if it is large enough), but that if we are really indifferent to the details of the high frequency behavior, we should make the physically incorrect but mathematically simpler assumption that the noise is white (see also [88] ).
If one, for whatever reason, really needs to work with the pure colored noise problem, then considerable effort will be required to properly define the conditions on and on the family of solutions that allow formula (95) to be rigorously established. Kadota [43] establishes a very general result in this direction, as does Pitcher [87] . However, it turns out that an alternative way of attacking this problem avoids the above difficulties by introducing some useful new mathematical concepts that, in fact, can yield better physical implementations. This approach can be motivated by trying to extend the geometric formulation used by Kotel'nikov and others for the white noise case [44] .
B. A Geometric Formulation and Reproducing Kernel Hilbert Spaces
In the geometric approach, one seeks to "project" the noise onto the linear space spanned by the signal in such a way that (100) where is a finite-variance random variable (r.v.) obtained by linear operations on that is independent of That is, since the noise is Gaussian, we must have (101) or (102) If this can be done we can similarly decompose and as and (103) Clearly, , while under both hypotheses and , we will have Therefore, is irrelevant to the statistical problem of choosing between and , leading to the one-dimensional detection problem versus (104) with likelihood ratio
The only issue is how to find (and similarly ). One thought is to form it as the usual projection on (106) But then it is easy to see that (102) will hold if and only if i.e., if and only if is an eigenfunction of When the noise is white, i.e.,
, then this will be true for any and we obtain the usual one-dimensional model (see, e.g., [141] ). However, when the noise is colored, in general will be a combination of eigenfunctions of which is one reason for using the Karhunen-Loève expansion for colored noise problems. However, we shall show below (see also [44] and [48] ) that by using a less familiar form of projection than (106), we can still obtain a one-dimensional problem.
In particular, we must take (107) where denotes the inner product and the norm in the RKHS , associated with , characterized by the following properties: and (108) Note that the second of these properties suggests the name "reproducing kernel," since the kernel reproduces the elements of when applied to them in the form of a linear operator. We shall show presently that (109) By definition, is obtained by applying to the same operations used to get from , so that (110) Substituting (109)- (110) into (105) gives the formula (111) This is a nice generalization of the white noise formula, which can be regarded as a "limiting" case in which and the inner product is the usual (L2) inner product. Note also that from (104) we can see that the singular case of perfect detection will arise if and only if , which by (109) means It can be checked that which connects with the earlier discussion (below (92) ). However, to see what may have been gained by this new formulation, apart from an elegant interpretation, let us reconsider the example introduced earlier of exponentially correlated noise-see (98) and (99) . It can be checked that when the inner product (112) has the key reproducing property (108) . It follows easily from (112) that and (113) It is useful to compare this result with the one from the integral equation formulation, where the quantity comparable to (112) is (cf. (95) and (99)) (114) Note, first of all, that the integral equation approach requires a stronger assumption on than does the RKHS formula: viz., (114) requires the existence of the second derivative , whereas nonsingularity (cf., (113) and the formula (112)) requires only the square integrability of
The tradeoff is that (112) requires , which contains white noise, whereas (114) works with However, as noted before, we can be quite comfortable with (especially linear) operations on white noise, so this is not a handicap. Furthermore, some thought will show that it is easier to make an electronic circuit to compute than it is to make one to compute Similar statements can be made for many other examples. The point is that the supposedly more abstract RKHS formulation actually can lead to better results, both mathematically and physically. The issue of course is how to find the RKHS inner products. This can be done in a variety of ways, as discussed, e.g., in several of the papers in the reprint volume [135] ; the concept of whitening and innovations representations is very helpful in this regard [52] .
To justify the formulas (107)- (111), we begin by introducing the Hilbert space of random variables of the form (115) and their mean-square limits, i.e., r.v.'s such that for sequences of random variables of the form (115). Let us denote this Hilbert space by (As usual, we regard as equivalent those r.v.'s whose difference has zero variance, so that the Hilbert space is really a space of equivalence classes of random variables.) The inner product and norm in this Hilbert space are and (116) (For simplicity, we confine ourselves to real-valued random variables.) Our task is to find a nonzero r.v. such that (117) It is useful to first consider the related problem of finding an r.v. such that (118) Note that will be the zero r.v. (i.e., one with zero variance) if and only if , which we, of course, assume not to be the case. Therefore, we can define and check that the r.v. (119) will satisfy (117) . Note that so that (120) So it is sufficient to consider the problem of finding that satisfies (118) for a given function Clearly, a solution will be possible only if the function is related in some way to the noise covariance function The striking fact is that we can set up a one-to-one relationship between the r.v. and the function if and only if , the RKHS of , as previously defined by the conditions (108) .
To see this we set up an isometry between the space of r.v.'s and the space of functions as follows: with an r.v. , associate a function defined as (121a) Moreover, define the norm of as equal to the norm of (its pre-image) , and the inner product of and as the inner product of the pre-images, i.e., and (121b) 
Similarly, if is twice differentiable, the functions in are once differentiable, and so on. Another useful, and easily proved, property is that the functions span ; that is,
Several other useful properties can be found in the literature; the reprint volume of Weinert [135] is a useful source for the papers up to 1982; for later work, see for example, [2] - [4] . The basic idea is that if we express as then (127) and in carrying this idea to the limit. In other words, as emphasized by Parzen, if a function can be represented in terms of linear operations on the family , including the operations of differentiation and integration, then belongs to and its preimage may be expressed in terms of the family by exactly the same linear operations as used to represent in terms of
So for example, if we can find, by whatever means (rigorous or not) that can be expressed as even with a nonsquare integrable function, as in (99), then we can represent the pre-image as Furthermore, returning to (126) note that we can write (128) which is a formal way of writing (127) . (We say formal because the sample functions of a stochastic process do not belong to For example, for a Wiener process with , the RKHS inner product is But the paths of a Wiener process are not differentiable. However, the solution is clear-write the integral as and verify that with this change the random variable satisfies .) With this background, we now return to the detection problem and show how to compute and We recall from (119) that , and so the problem is that of finding (cf. (118)) such that (129) But as we just showed, the solution can be written as where (130) Therefore, as claimed at the beginning of this section in (107) the projection of on in the RKHS Note also that (131) which establishes (109) . These were the underlying formulas that led to the LR formula (111) . An approach similar to the above, based on (118) but not making a connection to RKHS, was used in a very rich, but little read, long paper of the late Czech statistician, J. Hajek [37] . Hajek's work is further discussed in [53] .
C. Gaussian Signals in Gaussian Noise
We now turn briefly to the formulas for Gaussian signals in colored Gaussian noise, as in the problem of choosing between the hypotheses has covariance function versus has covariance function (132) It was shown by Parzen [83] and Kallianpur and Oodaira [54] that this problem is nonsingular if and only if defines a Hilbert-Schmidt operator in the space, and that defines a positive-definite operator on this space (or equivalently, that
is not an eigenvalue of in this space). These conditions are a natural generalization of Shepp's conditions (32) and (33) for the white noise case, where and is Next, it is interesting to note that the computations for finding the LR for this general Gaussian detection problem can essentially be reduced to the computations of the individual RKHS norms and In other words, just the kinds of computations required in the known signal problem for noise with covariance or For the details, we refer to [53] . Perhaps even more interesting is that the estimator-correlator formulas of Section II-B can be extended to this more general setting. However, now one has to re-examine and define more precisely and generally some basic notions such as causality, deterministic and stochastic integrals, etc. As just one example, a causal linear operator in has an impulse response with the property that However, in the RKHS defined by the exponential kernel a causal impulsive response must have the property that ! We refer the reader to the paper [51] for review of the operator theory background (drawn from the books of Gohberg and Krein [34] , [35] ), and for several examples showing how the generalized estimator-correlator formula reduces to the different formulas obtained in several special cases, including the very simple problem of deciding whether a single random variable is or Once again, the point of the estimator-correlator result is that it yields a general structure that provides a basis for intelligent approximation of the likelihood ratio.
The RKHS can also be used to study detection problems with non-Gaussian signals, but this needs further generalizations of the RKHS to handle nonlinear operations of linear processes. Several new results can be obtained in this way, but the machinery to obtain these is quite heavy, and we may refer only to [24] . Explicit RKHS results for self-similar (or fractal) signals and noise are found in [2] .
The RKHS has several other important applications, e.g., to the study of intersymbol interference (see Messerschmidt [70] ), robustness in signal estimation [3] and spline approximation (Kimeldorf and Wahba [61] , Sidhu and Weinert [109] ), density estimation (see Wahba [131] ), performance characterization of detection systems [4] , and adaptive filtering (Csibi [18] ).
We now turn to Part II of the paper on sequence detection and sequential detection. Here we again focus on the additive white noise case.
PART II: DYNAMIC OPTIMIZATION
In Part I, we traced the development of likelihood-ratio formulas, from the basic correlator for known signals in white Gaussian noise, through more general results for stochastic signals and colored noise based on stochastic calculus and reproducing kernel Hilbert space representations. Although these formulas have been discussed primarily as they apply to binary detection problems, they also form the bases for a number of other detection problems in which criteria other than the testing of simple binary hypotheses arise. In this section, we discuss fundamental results in two such problems: sequence detection, and sequential detection. In each of these problems (the characteristics of which will be elaborated below), algorithmic issues arise beyond the extraction of the likelihood ratio, and in particular dynamic optimization comes into play.
IV. SEQUENCE DETECTION
As noted in Section II, likelihood ratios for binary detection problems can be used straightforwardly to write likelihood functions for deciding among multiple signals. This is accomplished by constructing pairwise likelihoods between each of the implied multiple hypotheses and a "catalyst" hypothesis, such as that of noise only. Thus in principle, problems with multiple possible signals can be solved straightforwardly as generalizations of the single-signal-in-noise case. Typically, the complexity of such solutions grows linearly with the number of signals to be decided among.
In digital communications, problems of multihypothesis testing arise in two basic situations: the first of these is when an -ary signaling alphabet is being used to transmit digital data. In such situations, the number of hypotheses is often small (e.g., 8 or 16) and the complexity of -ary hypothesis testing is manageable. The second basic situation in which multihypothesis testing problems arise is that in which signals from multiple data transmissions are received in a manner such that there is statistical dependence among them. Applications in which such problems arise include coded communications, transmission through dispersive channels, and multiple-access communications. In such situations, optimal data detection can involve the joint detection of an entire sequence or group of symbols. If the number of (binary) symbols to be jointly detected is , then the number of possible hypotheses is , a number that can be prohibitively large for practical detection systems if linear complexity is required. So, in order for optimal detection to be practical in such situations, some form of complexity reduction is necessary. Fortunately, many applications in which such situations arise admit dynamical models for symbol dependency that allow dynamic programming to be used to provide significant reduction of the complexity of optimal detection.
This basic principle has resulted in several key results over the past three decades, including the 1960's Viterbi algorithm for detecting convolutionally encoded data transmitted over memoryless channels [80] , [130] , the 1970's maximumlikelihood sequence estimator (MLSE) for equalizing linearly dispersive channels [28] , and the 1980's multiuser detector (MUD) for demodulating nonorthogonally multiplexed data [126] , [127] . These three problems can all be viewed within a multihypothesis testing model, in which we have observations of the form (133) where and represent the useful signal and additive white Gaussian noise (AWGN), respectively, and where is the set of all -tuples of binary digits (134) This model is straightforwardly generalized to the case of larger finite alphabets, but the binary case serves to illustrate the issues of interest here.
In the following sections, we consider optimum detection in the model of (133) when applied within the complexityreducing structures noted above.
A. Maximum-Likelihood Detection
We begin by considering maximum-likelihood detection in the model (133) . The likelihood function (i.e., the likelihood ratio with respect to a noise-only catalytic hypothesis) for this model can be written via the basic likelihood-ratio formula (3) as (135) where is a constant, is the noise intensity, and
Thus to make maximum-likelihood bit decisions, we need to solve the maximization problem (137) Since this type of problem often involves the simultaneous detection of the entire -tuple , detectors of this type are often known as sequence detectors.
Note that the complexity of solving (137) by brute force (i.e., exhaustive search) is proportional to However, with some structural constraints on the signals , this complexity can be reduced substantially. To illustrate this issue, it is instructive to consider the case of linear modulation, in which the signals are of the form (138) where denotes the th symbol in , and is a known waveform, depending of course on
Two key examples of channels in which this type of signals arise are linearly dispersive intersymbol-interference channels, and linear multipleaccess channels. In dispersive channels, the signals are of the form (139) where is a basic received pulse shape, is an amplitude factor, and is the symbol interval. When the waveform has duration greater than the symbol interval , then intersymbol interference results, and sequence detection is required to optimally detect the symbols. Alternatively, in multiple-access channels, the received waveform is comprised of data signals of active users superimposed in the channel. Such a signal can be written as (140) where is the number of symbols per user in the data frame of interest, is the per-user symbol interval, and where and denote, respectively, the received amplitude, delay, symbol stream, and normalized modulation waveform of the th user. Here, we have a model of the form of (138) in which , and, with , we take and
Typically, the modulation waveforms in (140) are not orthogonal (as, for example, in code-division multipleaccess (CDMA) communications). So, even if these waveforms are of single-symbol duration, there will be multipleaccess interference due to the correlation among different users' signals.
Regardless of which of the above specific models we consider, in this linear-modulation case, the objective becomes (142) with (143) and (144) If we let and denote the (column) vectors with components and , respectively, and denote the matrix with elements , then we can write (137) compactly as
The problem (145) is an integer quadratic program, an NPcomplete problem that in general offers little improvement in complexity over exhaustive search (see [125] ). However, it happens in several applications of interest that is a banded matrix; that is, all of 's elements greater than a certain distance from the main diagonal are zero. We can write this condition as (146) where is the number of nonzero diagonals of This situation arises in the linear dispersion model (138) and (139) where the product is the maximal delay spread of the channel. Similarly, in the asynchronous multiple-access model of (140), (146) 
and where
Note that the state sequence is generated by the dynamical system (152) where denotes a -dimensional column vector with all zero elements, and denotes the -dimensional identity matrix.
From the form (149) it can be seen that (137) can be solved with a dynamic program 8 [128] . Except near the ends of the state sequence, the cardinality of the state-space of this program is , and each element of the state sequence is connected to exactly two successor states. Moreover, the functions are odd-symmetric in , which eliminates the need to evaluate them for half the states. Thus the total number of function evaluations necessary to find the solution to (149) is essentially Since this solution demodulates bits (i.e., it makes binary decisions) it follows that the time complexity per binary decision (TCB) of maximum-likelihood sequence detection with a -diagonal quadratic term is Typically, , in which case this complexity is significantly lower than the exhaustive TCB, which is
The above linear modulation formulation applies directly to the MLSE and MUD. It should be noted, however, that the linearity of the modulation is not essential for the complexity of problem (137) to be reduced to a practical level. Such a complexity reduction will result for any signal format that admits a decomposition of the log likelihood (149) into a form amenable to dynamic programming. An example of a detector of this type is the Viterbi algorithm for detecting convolutionally encoded data transmitted over an AWGN channel. In this problem, the -long sequence of binary data symbols is expanded into an -long sequence of binary channel symbols by means of a rate-convolutional code. In particular, for integers and such that , the encoder produces an -long block of channel symbol for each -long block of the data symbol sequence. A given channel symbol block is a function of a fixed number (the constraint length) of previous data symbol blocks. The channel symbols are then transmitted via linear modulation to yield a waveform (153) where is the rate at which channel symbols are transmitted, and is a pulse of duration Using this model, we can write (similarly to (142)) (154) with (155) as before. Using (154), we can write the problem (137) as (156) where is a column vector containing the channel symbols in the th block, and is a column vector containing those elements of having the same indices as the elements of Now, ignoring end effects, the th-channel symbol block is generated as a function of the th through th data symbol blocks. These data symbol blocks form a state , which propagates forward to by appending a new block on the leading edge, and deleting the oldest block on the trailing edge. This gives a representation of (156) in a form amenable to dynamic programming, the implementation of which is a form of the Viterbi algorithm. So, as in the cases of dispersive and asynchronous multiple-access channels, data detection here requires sequence detection. In this case, however, the correlation among observations in different received symbol intervals (which forces sequence detection) is due to correlation in the channel symbols introduced by the encoding of data symbols prior to their transmission, rather than by signal overlap in the physical channel.
The problem of equalizing the channel (138) and (139) can also be viewed as a problem of detecting a sequence of finite symbols that have been mixed convolutionally and then observed in additive noise. In particular, as shown by Forney in [28] , the model (138) and (139) can be converted to an equivalent discrete-time model (157) where the is the output of a discrete-time linear filter applied to the sequence of data symbols, and where is discrete-time Gaussian white noise. The sequence is obtained from by passing it through a time-invariant, causal, continuous-time linear filter followed by a symbolrate sampler. The continuous-time linear filter that produces this sequence is termed a whitened matched filter, and it is determined by the pulse shape of the original channel (139) . Once the observations are reduced to (157), the problem of maximum-likelihood detection of the original symbol sequence is again reducible to dynamic programming (assuming a finite-length channel) as in the Viterbi algorithm. Note that the maximum-likelihood symbol decisions obtained in this manner are identical, of course, to those obtained via (149).
B. Linear Detection
A quite different optimal detector is found in the situation in which the received amplitudes of the waveforms are unknown and no a priori distribution on them is available. In this case, we can replace with, say, where is the norm of (158) and where is the corresponding normalized waveform (159)
To deal with these unknown amplitudes, we can replace the problem (137) with (160) where denotes the -vector with elements denotes the diagonal matrix with as its diagonal, and denotes the normalized version of the matrix ; i.e.,
It is easy to see that the solution to (160) is given by (162) where is the solution to the problem (163) Note that is nonnegative definite, and it will be positive definite unless there is some nonzero set of amplitudes and symbols that produces an identically-zero signal Assuming that the latter cannot happen, the maximum-likelihood sequence detector for the unknown-amplitude case is thus given by (162) with (164) This detector can be interpreted as follows. Note that the vector can be written as (165) where So, the vector from (164) can be written as (166) with
In particular, the th component of is given by (167) where So, the transformed observable contains no interference from other symbols, and the detected value is thus corrupted only by Gaussian noise. In the context of multiuser detection (i.e., data detection in the model (140) ), this detector is known as the decorrelating detector [68] . In the context of the intersymbol-interference channel, it is known as the zero-forcing equalizer, since the output of the detector due to other symbols has been forced to zero by the transformation (which will, in general, represent an infinite-impulse-response filter).
Quite apart from the use of for extracting maximumlikelihood detected symbols, the fact that this quantity depends on the received waveform only through the vector of observables tells us that is a sufficient statistic for the data symbols Thus optimal detectors under criteria other than maximal likelihood (such as minimal error probability within a prior on will also be functions of this vector of observables. That is, the basic structure of optimal detection in the linear modulation model (138) , is a bank of filters matched to the waveforms , followed by a (software) decision algorithm. Like the maximum-likelihood problem, other criteria also lead to dynamic programming structures for this decision algorithm. For example, with a uniform prior on (i.e., the symbols are independent and identically distributed (i.i.d.) and equiprobably , the detector that minimizes the probabilities that the individual 's are detected in error also admits a dynamic programming solution, albeit a different one from that described above. In particular, in this case the dynamic program is of the "backward-forward" type [128] , similar in nature to iterative algorithms that have been applied recently to the decoding of turbo codes [69] .
The detector structure (162) and (164) can also be generalized by allowing more general linear transformations of That is, we can consider detectors of the form (168) where (169) and is an arbitrary matrix. Such detectors are known as linear detectors. Using (165), we can write (170) where denotes the identity matrix. Note that this vector is comprised of the following four terms:
• the desired signal ; • the irreducible ambient noise ; • the structured interference ; • the residual noise Only the latter two terms can be controlled by choice of the matrix If we set then the fourth term on the righthand side of (170) is identically zero, and the linear detector (168) becomes the conventional matched filter detector of (147)
This detector is optimal when is a diagonal matrix, but is generally susceptible to the structured interference:
For example, in the multiple-access signaling model (140) , this detector can exhibit arbitrarily bad performance if the amplitudes of the interfering signals are not contrained. (This is the so-called "near-far" problem of multiple-access communications.) Alternatively, by choosing , we have the zero-forcing detector, which drives the third term on the right-hand side of (170) to zero. Although this detector is optimal in the maximum-likelihood sense, and has the desirable property that its performance is invariant to the amplitudes of interfering signals, it has the undesirable potential of significantly enhancing the ambient noise.
An alternative detector to these two extremes is the linear minimum-mean-square-error (MMSE) detector, which uses the matrix that minimizes the quadratic mean of the difference between the transformed vector and the useful signal (172) This detector corresponds to (168) and (169) with [142] (173)
The MMSE detector has several favorable properties for practical data detection, among which are amenability to adaptive implementation when aspects of the channel or signaling waveforms are unknown (see, e.g., [40] , [41] , [134] , and, more generally, [93] ).
C. Performance Characteristics
The performance of the detectors discussed above can be assessed in terms of the corresponding probability of bit error under some suitable prior model on the data symbol sequence , typically that this sequence is uniformly distributed on
In view of (167), the error probability for the zeroforcing detector is relatively simple to compute. In particular, assuming to take on the values with equal probabilities, the probability that is detected in error by the zero-forcing detector is simply (174) where denotes the tail of the standard Gaussian distribution. Note that, if were instead received in isolation of the other symbols' signals, the corresponding bit-error probability would be (175) So, the efficiency of the zero-forcing detector in the shared channel, relative to transmission in a clear channel, is Bit-error probabilities for the other detectors described above can be considerably more difficult to compute. For example, the dynamic-programming-based MLSE and MUD typically must be evaluated in terms of error bounds. Such bounds, described in [28] and [123] , involve the inclusion of the event that a given bit is received in error into the union of more elemental error events. The probability of this union is then bounded by the sum of the probabilities of the individual error events (the so-called union bound). By proper choice of these elemental error events, such bounds can be quite tight [124] . This is particularly true as in which case the error is often dominated by a single "minimum-distance" error event. Under certain circumstances, the error probability of the linear MMSE detector of (168) and (173) is well-approximated by assuming that the error incurred by the MMSE transformation is Gaussian. This results straightforwardly in the following approximation: (176) where is the MMSE transformation (173). This problem is investigated in [92] . Asympotic efficiencies (i.e., limiting efficiencies as ) can also be determined for maximumlikelihood and MMSE detectors [126] .
V. SEQUENTIAL DETECTION
In Section IV-A, we saw how dynamic programming comes into play in the optimization of detection problems with large numbers of hypotheses. The sequence detectors discussed therein are essentially discrete optimizers over large, finite, spaces. Dynamic optimization also arises in detection problems in which the observation time is not fixed, but rather can be chosen on-line as the observations are revealed. The optimization of this type of problem gives rise to so-called optimal stopping problems, and more specifically in the problems to be treated here, to Markov optimal stopping problems. Like the sequence detection problems of Section IV-A, such problems can be solved by dynamic programming, albeit by an infinite-interval version. In this section, we describe two such problems-classical sequential detection, and quickest detection. The former is concerned with the optimization of a hypothesis testing problem in which observations are potentially available for as long as we wish to observe. A tradeoff arises between the error probabilities (which can be made arbitrarily small by taking a sufficiently large observation interval), and the observation time. Here, we cast this problem into the framework of a Markov optimal stopping problem, and discuss its solution as the classical sequential probability ratio test of Wald. The latter problem (i.e., quickest detection) is a generalization of the classical sequential detection problem, first posed by Kolmogorov and Shiryayev in the late 1950's, in which the goal is to detect a possible change, at an unknown change point, from one statistical model to another. (The Poisson disorder problem discussed in Section II-E is an example of such a problem.) Here, in seeking to trade off detection delay with false-alarm rate, we again find a Markov optimal stopping problem, whose solution can be obtained by infinite-interval dynamic programming. Both these problems can be viewed as special cases of a more general class of optimal stopping problems known as "generalized parking" problems. As a final entry in the section, we discuss this type of problem briefly.
A. Classical Sequential Detection
Let us consider first the basic deterministic-signal detection problem versus (177) where for simplicity we have assumed that the signal is the constant , and we further assume that is white and Gaussian with unit intensity. For the moment, we will adopt a Bayesian framework in which the prior probability that the signal is present is denoted by If we observe over the time interval , then it follows from basic detection theory that the detection strategy that minimizes the average probability of error in (177) is to decide whenever the likelihood ratio (3)
exceeds , and to decide otherwise. The resulting probability of error can be written straightforwardly as (179) where denotes the posterior probability that is true, given the observations and where denotes expectation under the two probability models under and , mixed with the prior The posterior probability is given via Bayes formula as (180) In terms of , the optimal test is to choose whenever its posterior probability exceeds . As converges almost surely to the indicator of the true hypothesis, and the quantity of (179) decreases monotonically to zero. Thus arbitrarily good performance can be obtained by increasing the length of the observation interval without bound.
In sequential detection, the length of the observation interval is not fixed, but rather is a random variable depending on the observations. Moreover, this observation dependence must be causal, a condition that can be imposed by requiring that, for each , the event is a measurable function of the observations up to time ; i.e., Such a random variable is thus adapted to the observations, and is termed a stopping time. A sequential decision rule is composed of a stopping time , which tells us when to stop observing, and a terminal decision rule , which tells us which hypothesis to choose when we stop. It can be shown (see, for example, [90] ) that, for a given stopping time , the optimal terminal decision rule is the indicator of the event and the corresponding minimal error probability is given by (179). In this case, however, we must keep in mind that is also a random variable; and so by we mean the stochastic process stopped at , where is the posterior probability that is true, given
The expectation in (179) thus involves this additional element of randomness as well.
As noted above, we can obtain arbitrarily good performance at the expense of a long observation interval. However, in practical systems there is usually a cost of observations, either because of data acquisition costs or because of costs associated with delay. Thus a tradeoff arises between the length of the observation interval and the probability of error. A common way of optimizing this tradeoff over stopping times is to consider the problem (181) where denotes the set of all stopping times adapted to the observations; and where is the cost, per unit time, of taking observations. Since is a homogeneous Markov process, the problem (181) is a Markov optimal stopping problem (see, for example, [107] ), and can be solved relatively straightforwardly. In particular, the optimal stopping time is (182) where, for ,
and (184) It is straightforward to show that the function is concave and is bounded as From these properties it is easily seen that the optimal stopping time for (181) So, the optimal sequential decision rule stops when first exits the interval and chooses or depending on whether the exit is at the upper or lower boundary, respectively. In view of (180), this sequential decision rule is the same as that which stops and decides at the first exit of from the interval with and chosen as and (186) In this context, this test is known, as the sequential probability ratio test with boundaries (i.e., the SPRT For general and , the SPRT enjoys a more general optimality property for the hypotheses of (177). In particular, it can be shown straightforwardly using Jensen's inequality (see, for example, [90] ), that all sequential decision rules for (177) satisfy the following inequalities: (187) and (188) where is the stopping time of the rule, and where and denote, respectively, the probabilities of false dismissal and false alarm of the rule. Moreover, these inequalities become equalities for SPRT's. Thus it can be concluded that SPRT's minimize the average stopping time under both hypotheses, for fixed levels of false alarm and false dismissal, a result known as the Wald-Wolfowitz theorem.
The inequalities (187) and (188) allow a straightforward evaluation of the performance of the test SPRT for which these inequalities hold with equality. In particular, since and are finite in this case, and since is a Brownian motion under either or , Wald's identity (e.g., [57] ) can be used to write and (189)
Here, we have used the fact that the drift rate of is under
Since the sample paths of Brownian motion are almost surely continuous, is a discrete random variable taking the two values and ; that is, touches the crossed boundary at the stopping time. 9 Under takes the values and with probabilities and , respectively; and under , it takes the values and with probabilities and , respectively. These distributions, together with (187)-(189), allow us to relate the performance indices and to the thresholds and and the drift parameter For example, the error probabilities are related to these thresholds via the equations and (
In the Bayesian case, of (184) gives the minimal Bayes cost for a given prior This quantity can be evaluated using the relationships described in the preceding paragraph by minimizing the quantity (191) over the region However, a simpler way of evaluating arises in the interpretation of Bayesian sequential detection as a generalized parking problem, as is discussed below.
B. Quickest Detection
It is of interest to generalize the simple binary model of (177) to the following composite observation model: (192) where and are as before, denotes the unit step function, and where is an unknown time at which the mean of the observations shifts from zero to Thus is an unknown change point, and we would like to detect the change at as quickly as possible after it occurs within some constraint on the probability of reacting too soon. This type of problem, and its generalizations to change points between more complicated statistical models, are known as quickest detection problems (or disorder problems-cf., Section II-E). There are many applications in which such problems arise, including remote sensing (radar, sonar, and seismography), quality control, machinery and vibration monitoring, financial decision-making, and the segmentation of data sources such as speech and video for compression. (See [5] for further discussion.)
To approach the quickest detection problem, we consider, as detectors, stopping times adapted to the observations (192). The interpretation of a stopping time in this context is that, when we announce that the change has occured at or before time The conditional average detection delay incurred by such a detector is thus (193) where denotes ; and where denotes expectation under the probability model described by (192) with fixed. To optimize over all possible stopping times, we would like to trade off some aggregate measure of this delay against a measure of the likelihood of reacting too early. To consider such optimization, it is useful to consider a Bayesian situation, in which the change point is assumed to be a random variable with a known prior distribution. 10 In this case, we can consider the overall average detection delay (i.e., the average of (193) with respect to the prior): This quantity can be balanced with the probability of false alarm, which is Analogously with the situation in (181), we can thus seek to optimize by solving (194) The problem (194) can be reduced to a simpler form by defining the posterior probability (195) and rewriting (194) as (196) where the second term under the expectation is derived using the (non-Gaussian) innovations theorem (cf., Section II-D) in the model (192) (see [107] ). Let us now restrict attention to the geometric prior: and
where is a constant. This prior is a very common one for modeling times to failure and similar phenomena. In this case, the process is a homogeneous Markov process, and so (196) is a Markov optimal stopping problem. Similarly to the situation in sequential detection, the optimal stopping time is given by (198) 10 Note that a simple Bayesian example is given by the prior P ( = 0) = = 1 0 P ( = 1), in which case (192) reduces to the model of (177).
where now (199) and (200) In (200) denotes expecation in the model of (192) with the geometric prior (197) . Using analysis similar to that used in the sequential detection problem, it follows that is concave, decreasing, and bounded as From these properties, it follows that (201) with Thus the optimal quickest detection procedure in this model is to react when the posterior probability that the change has occurred exceeds an appropriate threshold.
In the absence of a prior on the change point , the above approach cannot be applied to seek an optimal detection time. An alternative formulation is to use a minimax criterion 11 subject to (202) where is a fixed lower bound. The quantity is the worst case delay incurred by the stopping when the change point is at , where the worst case is taken over all sample paths of the observations up until the change. The quantity is the average time until a false alarm, and can equivalently be thought of as the mean time between false alarms if the detector is restarted after false alarms. So, the optimization criterion (202) is to choose to have minimal maximal worst case delay, within a lower bound constraint on the mean time between false alarms. The discrete-time version of this criterion and a solution, were proposed by Lorden [67] in the 1970's, and the optimality of this solution was proved by Moustakides [75] in the 1980's. The continuous-time problem was solved recently by Beibel [8] and by Shiryaev [108] using two alternate methods of proof. This optimal solution is given by the so-called cumulative sum (CUSUM) test So, the CUSUM test reacts when this Brownian motion exceeds its historical minimal value by the amount Note that drifts downward at the rate before the change point, and then upward at the rate after the change point.
The performance of the CUSUM test can be evaluated exactly using martingale properties of the CUSUM statistic (205) (see, for example, [66] ). The minimum Bayes cost, of (200), can also be found in closed form [107] . As in sequential detection, this quanitity can also be found from a generalized parking approach to Bayesian quickest detection, as will be discussed in the following section.
C. Generalized Parking
The above analysis of the sequential detection problem is the classical one, developed in discrete time by Wald [132] more than fifty years ago (contemporary with Shannon's fundamental work on information theory), and generalized to continuous time by several people, including Dvoretsky, Kiefer, and Wolfowitz [25] and Shiryaev [107] . Similarly, the Bayesian analysis of the quickest detection problem is the traditional one of Shiryaev from the 1960's [106] . A more recent approach to such problems is to view them as so-called generalized parking problems [9] , and here we review this approach briefly.
In essence, a generalized parking problem (see [139] ) is an optimal stopping problem of the form (207) where is a function with a unique minimum, and is a stochastic process to which the stopping times in are adapted. The basic idea is that we would like to stop (i.e., "park") when hits the minimizing argument of , if possible. The Bayesian versions of both the sequential and quickest detection problems described above can be written in this way, thereby leading to an alternative solution method and interpretation of the optimal solutions. Since the observations in these problems have continuous sample paths (and can thus hit the minimum exactly), the main challenge here is to write the objectives of the optimization criteria (181) and (194) in the form (207) Consider first the sequential detection problem (181), and denote by the objective of this optimization; i.e.,
Note that, if we could write in the form for some function , then we we might be able to write in the form (207 The integral in (216), being the Ito integral of a bounded function with respect to Brownian motion, is a martingale under the model (209). Thus the optional sampling theorem [57] implies that, for any bounded stopping time
It follows that, for bounded stopping times we can write in the form (207) with and
Straightforward analysis of this function shows that it has exactly two global minima on , at the points and solving and (219) (Note that, although depends on , its derivative-and thus and -does not.) So, for all bounded stopping times, we have that (220) a bound that can be extended via the monotone convergence theorem to all stopping times. (For analytical details of this problem, the reader is referred to [90] .) Now, suppose the prior
The posterior probability will converge almost surely to either or as Since has continuous sample paths, it will have to pass through one of or at some point in time. Let be the first time it does so. It can be shown using the bounded convergence theorem that Since , it follows that , and so is optimal. It can also be shown (again, see, [90] ) that, when the optimal thing to do is to stop immediately, in which case
In conclusion of the above, we see that the optimal stopping time for sequential detection is (221) and the corresponding minimal Bayes cost is if otherwise.
Comparing (221) with (185), we see that the thresholds and from (185) are just the solutions and of (219). Moreover, we conclude that the minimal Bayes cost is given explicitly by (222), once is determined. (Recall that depends on through the dependence of on
.)
The Bayesian quickest detection problem with geometric prior can similarly be formulated and solved as a generalized parking problem, as is shown by Beibel in [7] . Here, analogously with (210), we have the diffusion and the analysis of the Bayesian quickest detection problem as a generalized parking problem follows similarly to that of the sequential detection problem outlined above.
CONCLUDING REMARKS
As noted in the introductory remarks, by necessity we have limited this review to certain subsets of the topics in this very large field, chosen to enable the authors to present a connected, and hopefully interesting, account of the evolution of the main ideas therein. There are many aspects of this problem that we have not treated here. Issues such as robustness and nonGaussian noise have been touched upon very briefly; however, these are important issues in applications, and more detailed treatments of these issues can be found, for examples, in [1] , [58] , [60] , and [74] . We also mentioned briefly RKHS methods for the detection of non-Gaussian signals, and for signal and noise models exhibiting fractal behavior. Further techniques for the detection of non-Gaussian signals are reviewed in [30] , and methods for exploiting self-similarity are described, for examples, in [2] and [96] . Other major topics that have not been touched upon at all include distributed detection ( [13] , [119] , [129] ), nonparametric methods of detection ( [32] , [59] , [118] ), quantum detection ( [38] ), detection using higher-order statistics [26] , [77] , and detection with arrays [99] , [100] . (The volume [91] contains general reviews of many developments in signal detection.) Many of these techniques are based primarily on sampled systems, and as such go beyond the basic likelihood-ratio processing described in this paper and into algorithmic issues.
Before closing, it is interesting to contemplate what may be in store for the field over the coming decades. If we examine the basic developments in likelihood-ratio-based detection of the past, we can see a clear progression from the simplest problem of detecting a single, deterministic, signal observed on a single path studied in the 1940's, through the somewhat more complex problem of detecting parametrized signals (typified by the multipath problem) studied in the 1950's, the mathematically rich problems of quickest detection and the detection of stochastic signals studied in the 1960's, into more complex algorithmic structures such as sequence detection in the 1970's and multiuser detection in 1980's and 1990's. So, we have encountered the matched filter, the RAKE receiver, the estimator-correlator, maximum-likelihood sequence detectors, and the SPRT and CUSUM detectors. Of course, in parallel with these developments in basic likelihoodratio structures, have been other developments in detection theory and practice as noted in the preceding paragraph. In the coming years, we may expect many more applications of complex signal detection procedures (such as multiuser detection), as the relentless Moore's Law type growth in processing power permits the implementations required for such procedures.
