[1] Geomagnetic activity has long been known to exhibit approximately 27 day periodicity, resulting from solar wind structures repeating each solar rotation. Thus a very simple near-Earth solar wind forecast is 27 day persistence, wherein the near-Earth solar wind conditions today are assumed to be identical to those 27 days previously. Effective use of such a persistence model as a forecast tool, however, requires the performance and uncertainty to be fully characterized. The first half of this study determines which solar wind parameters can be reliably forecast by persistence and how the forecast skill varies with the solar cycle. The second half of the study shows how persistence can provide a useful benchmark for more sophisticated forecast schemes, namely physics-based numerical models. Point-by-point assessment methods, such as correlation and mean-square error, find persistence skill comparable to numerical models during solar minimum, despite the 27 day lead time of persistence forecasts, versus 2-5 days for numerical schemes. At solar maximum, however, the dynamic nature of the corona means 27 day persistence is no longer a good approximation and skill scores suggest persistence is out-performed by numerical models for almost all solar wind parameters. But point-by-point assessment techniques are not always a reliable indicator of usefulness as a forecast tool. An event-based assessment method, which focusses key solar wind structures, finds persistence to be the most valuable forecast throughout the solar cycle. This reiterates the fact that the means of assessing the "best" forecast model must be specifically tailored to its intended use. 
Introduction
. Indeed, in the development of meteorological forecasting, models were generally regarded as having real forecast skill once they "beat" a daily persistence forecast, i.e., a simple forecast that the weather tomorrow will be the same as the weather today [e.g., Siscoe, 2007] . Similarly, for radiation belt models, 27 day persistence is used as a benchmark against which physical and empirical models are tested for skill [Baker et al., 1990] .
[4] In this paper we first develop the persistence model by examining autocorrelations in the time series of solar wind observations (section 2). Then we test the 27 day prediction forecast of various near-Earth solar wind parameters as a function of solar cycle (section 3), before using the persistence model to provide a bench mark for more sophisticated dynamical models (section 4).
Autocorrelation in the Solar Wind Time Series
[5] This study uses the 1 hour OMNI data set of near-Earth solar wind conditions from the Space Physics Data Facility [King and Papitashvili, 2005] . The data are in Geocentric Solar Ecliptic (GSE) coordinates, with the x-direction pointing towards the Sun, the y-direction in the ecliptic plane against the direction of Earth's orbital motion and the z-direction (approximately parallel to the solar rotation axis) completing the right-hand set.
[6] We begin by considering the data set in its entirety, from 1963 to 2012, some 432,097 data points. Figure 1 shows the autocorrelation (r A ) in the OMNI time series for increasing time delay and for different solar wind parameters. For the radial solar wind speed (V X , thick black line), radial magnetic field component (B X , green), proton density (N P , cyan) and proton temperature (T, blue), there is clear predictability in the data at not only the solar synodic rotation period, T SYN 27.27 days, but also at the second and third harmonics, albeit with decreasing amplitude. Given the large number of data points, these correlations are all highly statistically significant. The alternating inward and outward structure of the ecliptic magnetic field means B X is in anticorrelation for delays approximately equal to T SYN /2. B Y , not shown, has a very similar behavior to B X , owing to the predominance of the Parker-spiral magnetic field [Parker, 1958] . The out-of-ecliptic magnetic [Dungey, 1961] , however, shows nearzero autocorrelation at all time delays. Note that the large sample size means that even marginally non-zero autocorrelations, such as the observed value r A (B Z ) = 0.007 at a delay of T SYN , are highly statistically significant. However, this value is so small as to be of no practical use for forecasting, as discussed further below.). [8] The B X and V X autocorrelation peaks centered around 27 days in Figure 2 are reasonably broad, suggesting the optimum delay for a persistence forecast may change with time. Using the yearly V X data from 1975-2011, we find the median value of the maximum autocorrelation delay is 27.145 days, slightly faster than the solar synodic rotation period (27.27 days). As hourly data are used throughout this study, we use delay closest to the nearest whole hour, 27.125 days, in the remainder of this study. Note that Mursula and Zieger [1996] performed a spectral analysis of solar wind speed time series and found the 13.5 periodicity to be stronger than the 27.27 day periodicity. The 13.5 day B X autocorrelation trough in Figure 1 is much weaker than the 27 day peak, suggesting that this T SYN /2 structuring is not always present or else shifts in phase, making it less useful than T SYN persistence as the basis of a simple forecast. The range of skill is from -1 to +100. A skill score of 100 would indicate a perfect forecast. A negative skill score would imply that the model being tested performs worse than the reference model. While skill could in principle be computed on a point-by-point basis then averaged up to the required time resolution, this is undesirable, as the reference model can sometimes make a perfect forecast for a single point, resulting in a -1 in the time series. Instead, the MSE is averaged over the required interval (e.g., for hourly data, a month or a year), then the skill is computed from this.
Persistence as a Forecast Tool
[11] Persistence models actually provide a very useful reference forecast against which more complex forecasting schemes can be tested, as outlined in section 4. However, testing the skill of a persistence model itself requires another reference model, discussed in the next section.
Generating a Reference Forecast
[12] The simplest reference against which the persistence forecast could be tested is climatology, in which the reference forecast for a given parameter is simply the average or median value of that parameter. A reference forecast which is completely unchanging with time, however, is not desirable for the purpose of computing skill scores [e.g., Murphy, 1993] . Thus, we also use the climatological variability, creating a reference model has the same bulk statistical properties as the observations, but which is random in time, with zero autocorrelation on all time scales when a long enough interval is considered.
[13] This random reference model is generated in the following manner. First, a probability distribution function (PDF) is created for each solar wind variable using the 1 hour OMNI data for the whole 1963-2012 interval. Figure 3a shows the PDF for V X , which typically varies between approximately 250 and 850 kilometers per second, with a median solar wind speed of 413 kilometers per second, a typical value for the slow solar wind, and a slightly higher mean value around 436 kilometers per second, owing to fast solar wind, encountered relatively infrequently in the ecliptic plane. The standard deviation of the time series is 103 kilometers per second. The PDF is then converted to a cumulative distribution function (CDF). Figure 3b shows the V X CDF. We use a random number generator to create a series of numbers between 0 and 1 with uniform probability. These are converted to corresponding solar wind speeds using the CDF. An example time series of 500 points is shown as the black line in Figure 3c . This particular 500 point series has a median value of 414 kilometers per second and a mean of 440 kilometers per second, with a standard deviation of 108 kilometers per second. Thus, the statistical 1965 1970 1975 1980 1985 1990 1995 
a Data have been split into solar minimum and solar maximum conditions using a sunspot number threshold of 50.
properties are very similar to those observed; however, the time series lacks the autocorrelation which results from coherent large-scale solar wind structures. The random reference model contains a single 1 hour interval of 950 kilometers per second solar wind surrounded by 350 kilometers per second intervals, whereas high speed streams typically last many hours to days in the ecliptic, as is illustrated by the red line in Figure 3c , which shows a 500 hour interval of the observed solar wind speed from January 2011. [15] At solar maximum, the skill of the V X persistence forecast relative to the reference model is still much greater than zero. As shown in Figure 2 , the solar wind stream structure at solar maximum still exhibits some 27 day recurrence. For B Z , however, the persistence model has a lower skill than the random reference model, again the result of neither model correctly forecasting the B Z structures, but the random reference model underestimating the variability and thus producing a larger MSE.
Persistence Skill
[16] Table 1 summarizes the skill of the persistence model relative to the reference model, for a range of solar wind parameters. In addition to those shown in Figure 4 , we consider |B Z | and the dawn-to-dusk electric field, E Y = V X B Z , as this approximates the coupling efficiency between the heliospheric and magnetospheric magnetic fields [Dungey, 1961] . In order to determine the solar cycle effect, a sunspot number (R) threshold is applied. R = 50 approximately bisects the data set into solar maximum (R > 50) and solar minimum (R Ä 0), and shows that persistence skill for all solar wind parameters at solar minimum is significantly higher than at solar maximum. [23] The average absolute error in the HSE arrival time, < |T| >, was 1.59 days, while the average timing error, < T >, was near zero at -0.12 days, suggesting no systematic offset in the predicted HSE arrival times. Looking at the maximum solar wind speed in the HSEs, a Skill scores are relative to the random reference model or persistence model, as indicated. We also list the root mean-square (RMS) error and the linear cross correlation coefficient (r L ) relative to the observations. the average absolute error, < |V| >, is 90.2 kilometers per second, while the average error, < V >, is 0.39 kilometers per second, again suggesting no systematic offset. These values are shown in Table 2. [24] Table 2 also shows how the properties of HSEs vary with solar cycle, splitting solar minimum and maximum using the R = 50 threshold. (Note this division fragments the time series so that more HSEs can become associated with data gaps.) The persistence model performs slightly better during solar minimum than solar maximum, although the difference is not as apparent as with the skill scores in the previous section. Both the HSE timing error and peak speed error increase slightly from minimum to maximum, although again, no systematic offset exists. and so the following should not be considered a proper benchmarking exercise. Instead, the aim here is to illustrate the process and its associated pitfalls, rather than to determine the "best" forecast model (indeed, we conclude that the "best" model depends strongly on the specific requirements of the forecaster). These validation techniques could equally be applied to other solar wind forecasting techniques [e.g., [30] In forecasting situations, these models use photospheric magnetic fields updated on a daily basis as the Sun rotates and new Carrington longitudes become visible on the solar disc observed from Earth. The lead time for such forecasts would be the solar wind travel time of 2-5 days. However, the "hindcasts" used in this study are based upon complete "Carrington maps" of the photospheric field, which take a full 27.27 days to compile. Consequently, the lead time is difficult to define, but is probably best considered to be 2-4 days, but with the caveat that the forecasts are between 0 and 27 days "old."
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Skill Scores
[31] Figure [33] Table 3 [34] A similar situation, although less extreme, exists for solar wind speed predictions. The WSA model has the highest skill over the whole interval, yet it underestimates Table 3 , which shows that the variability of the solar wind speed for the persistence model is significantly higher than that of the dynamical models. A significant fraction of these false alarms are likely to be due to long-duration fast CMEs (or multiple interacting CMEs), which can pass through the 2 day filter and generate false alarms when they do not recur on the following solar rotation.
[36] The magnitude of the average HSE timing error is comparable across all models, although the dynamical models do seem to exhibit a systematic bias for late arrival of HSEs. This is in agreement with the finding that the dynamical models underestimate both the average solar wind speed and the peak speed within HSEs, although it could also result from the details of the coupling between the coronal and solar wind portions of the models.
Discussion and Conclusions
[37] Geomagnetic activity has long been known to exhibit approximately 27 day periodicity, resulting from solar wind structures recurring each solar rotation. In this paper, we have investigated how well a 27 day persistence forecast of the solar wind works in practice, illustrating how this could be used as a tool for benchmarking more sophisticated models and determining the circumstances under which persistence forecasts may be useful in their own right. It is worth remembering that persistence gives a forecast with a 27 day lead time, much longer than the dynamical models, which typically have lead times around 2-4 days. So even when dynamical models perform better, a persistence forecast may still have value in situations where long-lead times are essential.
[38] Using the entirety of the OMNI data set of nearEarth solar wind properties from 1963 to 2012, we found the autocorrelation peaked at 27.125 days, slightly shorter than the 27.27 day synodic rotation period of the Sun. This was used as the basis for the persistence model in the remainder of the study. By comparing the persistence forecast with that of a simple random reference model (which has the same statistical properties of the observed time series, but lacks the observed autocorrelation), persistence was found to have some degree of skill for some parameters. However, when the time series were separated into solar minimum and maximum periods, persistence was found to have significant skill for all parameters at solar minimum, including B Z , the out-of-ecliptic magnetic field component. Skills reduced for all parameters during solar maximum and there was no skill in B Z at this time. As B Z partly determines the coupling between the terrestrial and solar wind magnetic fields, this limits its usefulness as a space-weather forecasting tool during times of high solar activity. Further work is needed to see if the apparent skill in B Z at solar minimum is real, or due to the random reference model overestimating variability in that portion of the cycle.
[39] Conversely, the solar wind speed, the second factor in terrestrial-solar wind coupling, is well forecast throughout the solar cycle: skill relative to the random reference model always remains positive. Furthermore, identifying key events within the time series, namely high speed streams (HSEs), shows that persistence correctly predicts nearly 80% of observed HSEs, but also that 23% of its predicted HSEs are false alarms. A significant fraction of both the missed and false alarm events are likely to be the result of transient HSEs resulting from high-speed CMEs. It may be possible to reduce the false alarm rate by differentiating between transient and corotating events, then removing the former from the persistence forecast. This will be investigated in future work. Note, however, that this will not reduce the number of missed HSEs.
[ [41] Having characterized the general performance of the persistence model, the next step was to use the persistence model as a benchmark for assessing the performance of more sophisticated physics-based models throughout most of the last solar cycle (although results here are not definitive, as we did not use the latest versions of the physical models). Looking first at point-by-point comparisons, such as skill score based upon mean square error (MSE), the persistence model performs at least as well as the dynamical models during solar minimum, despite the 27 day lead time to forecasts. As solar activity picks up towards solar maximum, the corona becomes increasingly dynamic and persistence becomes a less reliable approximation for near-Earth solar wind conditions. Consequently, dynamical models have higher skill for almost all solar wind parameters at solar maximum. However, there is evidence that this is at least partly the result of dynamical models generally underestimating the variability in the solar wind, which can not only reduce MSE but also reduce the usefulness of a forecast. In contrast with the point-by-point findings, an eventbased assessment of solar wind structures suggests that persistence may be the most valuable forecast throughout the solar cycle. This reiterates the fact that the means of assessing the "best" forecast model must be specifically tailored to its intended use.
