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ABSTRACT 
We consider the successive overrelaxation (SOR) method for the solution of a 
linear system Ax = b, when the matrix A has a block p × p partitioned p-cyclic 
form and its associated block Jacobi matrix Jp is weakly cyclic of index p. Following 
the pioneering work by Young and Varga in the 1950s, many researchers have 
considered various cases for the spectrum tr(J~) and have determined (optimal) 
values for the relaxation factor to ~ (0, 2) so that ~e  SOR method converges as fast as 
possible. After the most recent work on the best block p-cyclic repartitioning and that 
on the solution of large-scale systems arising in queueing network problems in Markov 
analysis, the optimization of the convergence of the p-cyclic SOR for more complex 
spectra tr(Jp) has become more demanding. Here we state the one-point problem for 
the general p-cyclic complex SOR ease. The existence and the uniqueness of its 
solution are established by analyzing and developing further the theory of the 
associated hypocycloidal curves. For the determination f the optimal parameter(s) an 
algorithm is presented and a number of illustrative numerical examples are given. 
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1. INTRODUCTION 
Block iterative methods are suitable for the solution of large sparse linear 
systems having coefficient matrices that possess a special structure. In the 
present work we consider the block p-cyclic SOR. Given the nonsingular 
linear system 
Ax=b,  A~C "×", x ,b~C" ,  (1.1) 
and the block decomposition 
A = D - L - U ,  (1 .2 )  
where D, L, and U are block diagonal, strictly lower, and strictly upper 
triangular matrices, respectively, the block SOR method for any co 4:0 is 
defined as follows: 
x("+ 1) =-~o,x(m) + e, m = 0 ,1 ,2 , . . . ,  (1.3) 
-~,o := (D - eoL)-l[(1 - o~)D + eoU], e := eo(D - eoL)- lb (1.4) 
where x (°) ~ C" is arbitrary. It is known that, for linear systems (1.1)-(1.2), 
SOR converges iff p(S",o) < 1 and that for eo ~ R, co ~ (0, 2) is a necessary 
condition for convergence. 
For arbitrary A in (1.1) little is known about the value of the optimal 
relaxation factor ~o that minimizes p(.ga). However, when A has a block 
cyclic structure more is known. In this case we assume, without loss of 
generality, that A has the block form 
A = 
-All 0 0 ... Alp 
A21 A22 0 -.. 0 
0 A32 A33 ..- 0 
: : ". ".. : 
0 0 ... Ap. p _ 1 App 
(1.5) 
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With D in (1.2) defined by D = diag(A n, A22 . . . . .  App), the associated 
block Jacobi iteration matrix jp -- I - D-1A has the form 
Jp = 
0 0 0 "'" B 1 
B 2 0 0 "'" 0 
0 B 3 0 "'" 0 
0 0 "" Bp 0 
(1.6) 
Matrices of the form (1.6) are called weakly cyclic of index p, and A in 
(1.5) block p-cyclic consistently ordered (see [20]). For such matrices Varga 
[20] proved the relationship 
(A + to - 1) p = top~p}~p-1 (1.7) 
between the eigenvalues /z of Jp and X of -~,o that generalized Young's 
relationship for p = 2 [23]. Under the further assumption that all eigenvalues 
of JpP satisfy 
0 ~< il.&P -~< p( J ; )  ( 1, 
Young and Varga determined the unique optimal values for the parameter to, 
denoted from now on by t~ (see also [21, 24, 1]). Similar results have been 
obtained (see [10, 12, 13, 22, 5]) for the case where the eigenvalues of Jp are 
nonpositive, that is, 
- < -p (1 ; )  .P  o 
For the case where the eigenvalues of Jpp are real the corresponding problem 
has been solved recently [2, 15]. However, only for p = 2 was the so-called 
one-point problem--that is, when tr(J2) is complex and lies in a rectangle 
which is symmetric w.r.t, the real and the imaginary axes and is strictly within 
the infinite unit strip--solved in [9, 18]. (Note: The term "one-point" is used 
because the only information eeded to find the optimal to, t~, is the 
coordinates of one vertex of the rectangle). Later, Young and Eidson [25] 
obtained the solution to the more general many-point problem (see also 
[24]), It is important to note that for the solution of all the arising minimiza- 
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tion problems one uses conformal mappings. Because of the transformations 
involved, one deals with ellipses for p = 2 and with hypocycloidal curves 
(cusped, shortened, and stretched) for p/> 3 (see, e.g., [14, 22]), as depicted 
in Figure 1. 
Since the recent work on the best block p-cyclic repartitioning (see [11, 
16, 2, 4]) and the work on the solution of large-scale systems arising in 
queueing network problems in Markov analysis (see [8, 6, 7]) the optimization 
of the convergence of the p-cyclic SOR for more complex spectra o'(Jp) has 
become more demanding. 
It is the objective of this paper to study and solve the general problem of 
the minimization of the spectral radius of the SOR iteration matrix of the 
one-point problem for p >/3. This work is organized as follows. In Section 2 
the main problem is described, and various properties of the hypocycloidal 
curves, referred to as hypos, associated with the problem of interest are 
Shortened II 
Stretched 
Fic. 1. 
I Str©tchcd II 
Hypocycloidal curves of all kinds and types for p = 5. 
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analszed and studied. Based on the properties of the hypos through a given 
point and their associated SOR methods, it is proved in Section 3 that the 
optimal solution to the one-point problem, if it exists, is given by a shortened 
hypo. In Section 4, the existence and the uniqueness of the solution are 
established. Finally, in Section 5, an algorithm is presented for the determi- 
nation of the solution, and a number of examples are given. 
2. ANALYSIS AND STUDY OF A CLASS OF HYPOCYCLOIDS 
Let ~r(Jp) be the spectrum of the Jacobi matrix Jp in (1.6) which has a 
p-cyclic symmetry about the origin (see [21]). Let P be a point of the 
complex plane strictly within the 2pth open 2p-ant of it with polar coordi- 
nates (r, ~b), r > 0, - 7rip < ~b < 0. Let (or,/3) be the cartesian coordinates 
of P. We have 
/3 
ot=rcos~b, /3=rs in~ and tan~=- -  
O/ 
r= (or 2 +/3z) 1/2. (2.1) 
Suppose that either P(r, ~b) ~ o'(Jp) or, its mirror image in the real axis, 
e'(r, -~)  ~ o'(Jp). Suppose also that all hypos with p vertices that are 
symmetric w.r.t, the real axis and pass through P contain o'(Jp) in the 
closure of their interior. Our problem is that of determining, among all the 
associated convergent SOR methods, in case such SORs exist, the one that is 
asymptotically fastest. For this, an analysis and a study of some further 
properties of the class of all the hypos through P must be made. 
The parametric equations of the cartesian coordinates of the points of a 
hypo, when the parameter t takes all values in [0, 27r), are given by the 
expressions 
b+a b -a  
x(t) - -Z -  cos t + - -Z -  cos ( p - 1)t ,  
b+a b -a  
y(t) ~ sin t + ~ sin ( p - 1)t (2.2) 
(see, e.g., [19] or [22]). In (2.2), b and a are to be called the real and the 
imaginary semiaxes of the hypo. In view of the p-cyclic symmetry of the 
hypo, we will consider that t ~ [0, ~r/p]. So the associated arc of the hypo 
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will lie in the last 2 p-ant, since it is described in a clockwise fashion when t 
increases. The real and the imaginary semiaxes of the hypo will lie then along 
the real positive semiaxis and the ray with argument - "alp, respectively. 
Let 0 be the value of the parameter t corresponding to the point P of a 
hypo passing through it with semiaxes b and a (see Figure 2). (Note: From 
now on, if b with a subscript or superscript is used to denote a particular 
semiaxis, then a similar notation will be adopted for the corresponding 0, and 
vice versa.) From (2.1) and (2.2) it can be obtained that 
b+a b -a  
=~cos0+ 2 cos(p 1)0, 
b+a b -a  
]3= - - -7  s in0+ ~s in (p -  1)0, 
r = {½[b 2 + a z + (b 2 - ae)cos pO]} 1/2. (9..3) 
We begin our analysis with a number of propositions. To simplify the 
notation we will be using A ~ B to denote that the two quantities or 
expressions A and B are of the same sign, i.e., sign(A) = sign(B). 
~t 
FIC. 2. Hypocycloidal curves passing through the point P. 
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LEMMA 2.1. The semiaxes of any hypo passing through P are given by 
the expressions 
1 [a  cos (P  - 1)O + /3 sin (~ - 1)8] 
b -- cos(pS/2)  
_ r P -1 )0 -¢] ,  
l [as in (P -1 )O-18cos(P -1)O]  
a = sin(pO/2) 
(2.4) 
s n, pO, , sin[(  4 
Proof. Combining (2.3) and (2.1) and using trigonometric identifies, 
(2.4) can be obtained. • 
LEMM^ 2.2. For any hypo passing through P there hold 
>r>a if #~(-g j ,  lr/p), 
b =r=a if 0=-~,  
<r<a if 0~(0 , -~) .  
(2.5) 
Proof. By studying the sign of b - a, the relationships (2.5) are readily 
obtained. • 
From now on a hypo through V will be termed a hypo of type I, or 
simply hypo I, iff b > a or, equivalently, iff 0 ~ ( -  ~b, ~r/p). It will be 
termed a hypo H iff b < a or iff 0 ~ (0, - ~b) (see Figure 1). If b = a, the 
hypo is a circle and constitutes a limiting case of both types of hypos. 
LEMMA 2.3. There exist uniquely determined cusped hypos I and II 
through P, corresponding to t = 01 and t = 0ii, respectively. For these 
hypos there hold 
(p  -- 1) sin(01 + ~b) - s in[(p - 1)01 - ~] = 0, 
(p  - 1) sin(01i + ~b) + s in[(p - 1)01i - ~] = 0. 
(2.6) 
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Furthermore, 01 and 0it satisfy the inequalities 
0 ( 011 ( --I/t < 01 ( - - .  (2.7) 
P 
Proof. For the cusped hypo I one has a = [(p - 2)/p]b. Hence, from 
(2.1) and (2.2) one obtains 
/3 - (p  - 1) sin t + s in(p  - 1)t 
tan~= a (p -  1) cost +cos(p -  1)t =:K I ( t )  (2.8) 
(see also (3.1) of [3]). Differentiating Ki(t) w.r.t, t, omitting positive common 
faetors, and using trigonometric identities, we can obtain that 
~K,(t) 
at 
~ - (p  - 2)(1 - cos pt). (2.9) 
Since t ~ [0, ,r/p], K~(t) is a strictly decreasing function of t taking values 
from 0 to - tan( I t /p) .  Then, there will exist a unique value of t, denoted by 
0 I, such that 
KI(0I) = tan ~. (2.10) 
From (2.10) and (2.8) one can obtain the first equation in (2.6). Also, in view 
of l_emma 2.2 and the concept of a hypo I, the validity of the two rightmost 
inequalities in (2.7) is readily established. The corresponding proof for the 
cusped hypo II is similar and is omitted. As in (3.1') of [3], we note that 
analogously to (2.8) we have 
/3 (p  - 1)s int  + s in(p  - 1)t 
tan~b= a - (p -1 )  cos t+cos(p -1) t  =:KI I ( t )"  • (2.11) 
Using the analysis o far, we can prove that the semiaxes b and a of the 
hypos through P are continuously differentiable functions of 0 ~ (0, ,r/p). 
Moreover, their derivatives are of constant sign in specified subintervals of 0. 
The latter will establish the strictly monotonic behavior of each of the three 
elements a, b, and 0 in terms of either of the others. 
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For this, we define the functions F and G below by using the middle 
expressions in (2.4) 
F:=F(b,/9)=otcos -1  /9+/3sin -1  /9 -bcos  =0,  
G :=G(a , /9 )  = otsin - 1 /9 - /3  cos ~-  1 /9 -as in  =0.  
(2.12) 
First, we work with the function F, differentiating it w.r.t, b and then w.r.t. 
/9. We get 
(p) F~ = -cos  < 0 V/9 ~ 0, , (2.13) 
and by simple manipulation, using the middle expression (2.4) for b and 
using a and /3 from (2.1), 
~ (p  - 1) sin(O+ O) + sin[(p - 1 )0 -  O] =." k(O, ~) 
sin( ) 
(2.14) 
can be obtained. In view of (2.5), both sines in k(/9, ~) in (2.14) for hypos I 
are positive. Thus 
(°) Ed>0 V/9~ -$ ,p  . (2.15) 
On the other hand, for hypos II, we readily obtain from (2.14) that 
~k 
c~--'O ~ cos(/9 + $)  + cos[(p - 1) /9-  , ]  > 0 V /9~(0 , - f f ) .  (2.16) 
Therefore, k strictly increases with/9 ~ (0, - ~). Since, from (2.6), k(/gii, ~b) 
= 0, k takes on only negative values in that interval of /9. Bearing also in 
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mind (2.14), we have just proved that the function k(O, ~b) or, equivalently, 
Fd satisfies the relationships 
<0,  0~(0,0~), 
F~ =0,  0=0H,  
> O, 0 ~ (Oi~,~r/p). 
(2.17) 
The case 0 = - ~b has been incorporated, since, in view of (2.14), Fdlo= - ,  > 
0. 
Let b I, a I and b H, aii denote the semiaxes of the cusped hypos I and II 
(see Figure 2). Then, according to the implicit-function theorem (see, e.g., 
Theorem 14.1 of [17]), the statement below trivially holds. 
LEMMA 2.4. For 0 increasing in (0, 0ii], b strictly decreases from 
rcos ~b to bii. For 0 increasing in [0ii, 7r/p), b strictly increases from bi1 
toOO. 
Working with G in (2.12) and following a similar analysis, it is found that 
G~ ~ (p -  1) s in(0+ ~b) - s in [ (p -  1 )0 -  @] =: / (0 ,~b) ,  (2.18) 
and one can end up with similar results regarding the behavior of a as a 
function of 0, which are summarized in the lemma below. 
LEMMA 2.5. For 0 increasing in (0, 0i], a strictly decreases from oo to a I. 
For 0 increasing in [0 I, ~r/p), a strictly increases from a I to r cos(~r/p + ~b). 
The behavior of the semiaxes b and a as functions of 0 and also the kind 
and type of the corresponding hypo are given in Table 1 where some names 
have been abbreviated. 
REMARKS. From Lemmas 2.4, 2.5 and Table 1 the following conclusions 
can be drawn: 
(i) For each b ~ (b n, r cos ~b) there are two hypos passing through P: 
a stretched II and a shortened II. Their corresponding O's belong to the 
intervals (0, 0ix) and (0ii, - ~b), respectively, and can be uniquely determined 
from the first equations in (2.4). Their a's are in the intervals (aii , oo) and 
(r, ali) and can be determined from the second equations in (2.4). 
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BEHAVIOR OF THE SEMIAXES b AND a AS FUNCTIONS OF 0 
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0 b a Type of hypo 
0 F COS lit o0 
,~ x~ Stretch II 
01i bli aii Cusp II 
/~ x~ Short II 
- ~b r r Circle 
,~ x, Short I
01 b I a I Cusp I 
/~ /~ Stretch I 
ar/p co r cos('n'/p + ~) 
(ii) For each a ~ (a I, r cos('tr/p + ~)) there are also two hypos I, a 
shortened and a stretched one, through P. Their O's lie in ( -~ ,  19i) and 
(0i, 1r/p), and can be uniquely determined from the second equations in 
(2.4) while their b's are in the intervals (r, b I) and (b I, oo) and can be 
determined from the first equations in (2.4). 
(iii) For any b ~ (bii, r) or b ~ (r, b I) the hypo through e is a unique 
shortened one of type II or I, respectively. 
Based on the remarks just made, on Lemmas 2.4 and 2.5, and on Table 1, 
one notes that if one considers only one kind of hypos through P, then there 
is a one-to-one correspondence between any two of the three elements 
(variables) b, a, and 0. 
As is known from the analysis of convergent p-cyclic SOR methods, 
associated with shortened and stretched hypos, the elements that play the 
most important role are their two semiaxes (see [2] and [15], respectively). 
For shortened hypos the two semiaxes are directly involved in the formulas 
that give the elements of the SOR. However, for stretched hypos the 
elements involved are for hypos I the imaginary semiaxis, the intercept on the 
real semiaxis (denoted by b*), and the value t = 19" at the point e*(b*, 0), 
and for hypos II they are the real semiaxis, the intercept on the imaginary 
semiaxis a* and the value t = 19" at e*(a* ,  - I t~p) (see Figure 2). 
For stretched hypos I with semiaxes b and a we have from (2.2) that 
b+a b -a  
b* - - cos0*  + ~cos(p -  1)O*, 
2 2 
b+a b -a  
0 = ~ sin t9" - -2  sin ( p - 1) 19". 
(2.19) 
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In view of (2.19), assuming that the hypo in question has intercept b* on the 
real semiaxis, it is implied, after some simple manipulation, that 
b tan(p/~*/2) 
. . . .  O* ) =- sl,  
a tan (p /2  - 1)0" 
b* sin(pO*/2) 
. . . .  s~( O* ) =- s~. 
a sin( p/2  - 1)0" 
(2 .20)  
A useful statement for our analysis, part of which can be found in [15], is 
given in the sequel. 
LEMMA 2.6. Let P* (b*, 0) be the closest o the origin point of intersec- 
tion of a stretched hypo I, of semiaxes b and a, with the real semiaxis. The 
function s t in (2.20) is a strictly increasing function of O* ~ (0, ~r/p) taking 
values in the interval (p / (p -  2),0o) while sz is a strictly decreasing 
function of O* ~ (0, 7r/p) taking values in 
(1 p) 
cos(Tr/p) ' p - 2 " 
On the other hand, for a fixed a, b strictly increases from ap/(  p - 2) to oo 
while b* strictly clecreases from ap/(  p - 2) to a/cos(~r/p). Their common 
limiting value is assumed for O* = 0 and corresponds to the cusped hypo I. 
Proof. Differentiate s t w.r.t. 0* ~ (0, rr/p). After a little algebra we get 
c'~8 t 
80* ~ p sin( p - 2)tg* - ( P - 2) sin pO* =: s'l" (2.21) 
Differentiating now s~ w.r.t. 0", we have 8s'1/80 *~ cos(p -  2 )0* -  
cos pO* > 0. Since s~(0) = 0 and s' 1 strictly increases in [0, qr/p], s' 1 is 
strictly positive implying, in turn, that s t is strictly increasing. The end points 
of the interval for s I are obtained by considering limits of s I as 0* tends to 0 
and 7r/p, respectively. For the function s 2, the proof is similar and is 
omitted. (See, e.g., Lemma 1 of [15].) For a fixed a, the monotonic behavior 
of b and b* and their common limiting value as O* tends to 0 are trivially 
verified. • 
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REMARKS. 
(i) In Lemma 2.6, for given 
b(p)  
a p -2 '  
a family of stretched hypos I are defined for which a unique 0* ~ (0, ~r/p) is 
shared by all its members. 
(ii) If the hypo I of Lemma 2.6 passes through P, then 0 < 0* < 0 since 
P*, precedes e on the hypo. 
An analogous analysis for stretched hypos II reveals that the point of 
intersection, P*(a* , -  7r/p), with intercept a* on the imaginary semiaxis, 
will satisfy the relationships 
a" 
cos P + - 1 0* 
=: s , (0" )  - s , ,  
(2 .22)  
The following statement similar to Lemma 2.6 is given without proof. 
LEMMA 2.7. Let P*(a*, -7 r ip )  be the point of intersection, closest to 
the origin, of a stretched hypo II, of semiaxes b and a, with the imaginary 
semiaxis. The function s 3 in (2.22) is a strictly decreasing function of 
0* ~ (0,~'/p) taking values in ( p / (  p - 2), ~), while s 4 is a strictly increas- 
ing function of O* ~ (0, 7rip) taking values in 
( 1 p) 
cos(Tr/p) ' p - 2 " 
On the other hand, for a fixed b, a strictly increases from bp//( p - 2) to 
while a* strictly decreases from bp / (  p - 2) to b/cos(~r//p). Their common 
limiting value is O* = 7r/p and corresponds to the cusped hypo II. 
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Remarks similar to those before can be made. For the hypo through P 
one has 0 < 0* < 7r//p. 
To close this section we give below one more statement that will be used 
in Section 3. 
LEMMA 2.8. The function 
s := s (0* )  - 0* e 0, (2.23) 
sin 0* 
is a strictly decreasing function of {9* with its extreme values being p - 1 
and 1, respectively. 
Proof. For the strictly decreasing character of s, see Lemma 3 of [15]. 
Its extreme values are readily found. Note that the value at the left end of the 
interval is a limiting one. • 
3. CONVERGENT SORS AND ASSOCIATED HYPOCYCLOIDS 
From SOR convergence theory and the analysis o far it is known that for 
1 ~< b n < b I there is no hypo through P of any kind (cusped [20, 22, 5], 
shortened [2], or stretched [15]) that is associated with a convergent SOR. On 
the other hand, for b n < 1 ~< b I there are shortened hypos II that lead to 
convergent SORs (see [2]), while for b n < b I < 1 all kinds and types of 
hypos may lead to convergent SORs. 
The elements of a convergent SOR, namely its relaxation factor a~ and its 
spectral radius 
1 
p(_~)  - n~,  1 < n, (3.1)  
are related to the two semiaxes of the associated hypo through the relation- 
ships 
1 b +a (co -  1)r/p b -a  
om 2 ' om 2 (3 .2 )  
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Consider a stretched hypo I through P with a ~ (a I, r cos(~/p + ~b)) 
fixed. Suppose that bst and b* are its real semiaxis and its intercept on it, 
while t = 0~, and t = 0* are the values of t at P and P*(b* ,  0), respec- 
tively. Consider also the shortened hypo I through P with imaginary semiaxis 
a, real semiaxis b~h and t = 0sh at P. For the SOR that is associated with the 
previously defined stretched hypo to be convergent there must hold 
b* p - 2 b* 7r cos(pO*/2) 
- -  <a  < cos--  and b* < (3.3) 
p p cos ( p/2  - 1)/9" 
(see Theorem 4a of [15]). The first inequalities in (3.3) hold true because of 
a ~ (a  I, r cos(Tr/p + ~/,)) and the theory developed. In view of (2.20), the 
third inequality holds iff 
bst < 1 (3.4) 
or equivalently, iff 
tan ( p /2  - 1) 0* 
a < (3.5) 
tan(pO*/2) 
Under the assumption (3.4), or its equivalent (3.5), the SOR method associ- 
ated with the shortened hypo with semiaxes bsh and a also converges, 
because 
r<t  
cos( ¢r /p  + ~ ) 
cos(w/p) < bsh < b I < bst < 1. 
Together with the two kinds of hypos above that lead to convergent SORs 
we also consider the cusped hypo I with imaginary semiaxis a. For this 
cusped hypo b = ap/ (p  - 2). It is clear that b*, bsh < b = ap/ (p  - 2). 
However, in view of (3.5), (2.20) gives 
tan ( p/2  - 1) 0* tan ( p/2  - 1) 0* p - 2 
a < tan(p0*/2)  ~< sup tan(p0*/2)  P (3.6) 0* ~ [0, ,r/p] 
Consequently, b = ap/ (p  - 2) < 1 and the cusped hypo I with semiaxes 
b = ap / (  p - 2) and a is also associated with a convergent SOR. Let 0* be 
the unique value of 0* that makes the strict inequality in (3.6) an equality. 
Then, for a fixed, an SOR associated with a stretched hypo I is convergent iff 
[0, 
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Let t~t, t~sh , and tS~ denote the (optimal) relaxation factors of the 
stretched, shortened and cusped hypos; they share their imaginary semiaxis 
a ~ (a l, r cos(Tr/p + ~b)), and the first two pass through P. The respective 
(optimal) spectral radii of the three associated SORs will be given by the 
following expressions ( ee [2, 20, 22, 5, 15]): 
bsh q- a ( bsh + a ) p 
P( '~,h) bs h _ a ( ~,h - 1) = 2 &~h , (3.7) 
pp ( )p 
p( .~o)  = (p  _- 1)p_,  (be - 1) = P a~o p-2  
(3.s) 
( P('~s, ) = sin (sin p -0"1) 0* ( £~)st - -  1) = sin (sin p pO*- 1) 0* b*g°st (3.9) 
To prove one of the main results of this section we need the following 
statement. 
LEMMA 3.1. Consider the shortened and stretched hypos I with a 
common imaginary semiaxis a ~ (a I, r cos(Tr/p + ~b)) that pass through P. 
Let bsh , bst be their real semiaxes, and b = ap/( p - 2) be the real semiaxis 
of the cusped hypo I. Suppose that (3.4) is satisfied. Then for the optimal 
relaxation factors of the associated (convergent) SOR s there hold 
1 < tSsh < t~ c < t~t <2.  (3.1o) 
Proof. The inequalities in (3.10) and the proofs of our main assertions 
almost duplicate the corresponding ones in Theorems 4a and 7a of [15] but 
refer to different hypos. The inequalities 1 < t~sh, tSst < 2 trivially hold 
because of the middle expressions in (3.7) and (3.9) and in view of the 
convergence of the associated SOR method. The second inequality from the 
left is easily verified in a way similar to that in [15], the only difference being 
that in our case a is fixed and b~h varies. Briefly, differentiate the two 
rightmost members of the equation in (3.7) w.r.t, b~h, replace the expression 
bsh q-a ^ )P 
,2 6°sh 
OPTIMAL p-CYCLIC SOR 249 
appearing in the resulting equation by using the second expression in (3.7), 
and solve for a~osh/ab~h to obtain 
atS~h ¢5~h ( ¢5sh -- 1)[ pb~h -- ( p -- 2)a] 
Ob---~ = [p_ (p_ l )&~h] (b~h_a2)  >0.  (3.11) 
To prove the second inequality from the fight we consider the function 
s in(p - 1)0" ) 
^ 0* -- b*t~st f := f (  °)st' ) sin p0* 
P sin ( p -- 1) 0* 
sin O* 
( t~t - 1) 
(3.12) 
defined for any 0* ~ [0, 0"). If we replace b* from (2.20) and use the 
function s in (2.23), (3.12) can be rewritten as 
(s 
f :=f (¢%,O*)  = s - 1 a?°s' - s ( tS~t -  1). (3.13) 
Note that from Lemma 2.8, s strictly_ decreases while s / ( s  - 1) strictly 
increases in [0, 0"). Take any 0* ~ (0, 0"). Then 
)p 
s(O) a~t (O*)  < la~%(0*)  = s (O*) [~%(O*)  - 1] 
: 1 = 
< 8(0)[(Dst(0* ) -- 1], (3.14) 
and since s(0) = lim0._~ 0 + s(O*)  = p - 1, it is proved that f(tSst(0*), 0) < 
0. On the other hand, f(1, 0) > 0, f(¢5o, 0) = 0, and f(1 + 1/ (p  - 1), 0) < 
0. It is therefore concluded that tSst(0*) (> 1) lies strictly outside the 
interval [1, &c], and so the second inequality from the right holds true. This 
concludes the proof of the present lemma. • 
Having obtained the result (3.10) of Lemma 3.1 one can prove the 
following statement. 
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THEOREM 3.2. Under the assumptions of Lemma 3.1 there holds 
< ( < 1). (3.15) 
Proof. In view of (3.10), to prove (3.15) it suffices to prove that the 
bases of the powers in (3.7) and (3.9) without the to factors satisfy a similar 
inequality, namely, that 
b~h +a s in (p - -  1)0" 
- -  < b* .  (3 .16)  
2 sin pO* 
For this we substitute bsh and a of the shortened hypo in (3.16) by using the 
rightmost expressions in (2.4). Next, for b* and a for the stretched hypo in 
(3.16), we use first the second equation of (2.20) and then the rightmost one 
in (2.4), recalling that a is the same regardless of the kind of hypo we are 
considering. Therefore we can use 0~h in the place of 0st in the expression for 
a. So, after some algebra, (3.16) gives equivalently that 
sin[(p - 1)O~h -- ~b] 
2cos( pooh/2 ) sin[( p/2 -- 1)O~h -- ~/,] 
< 
s in(p  - 1)0" 
2 cos(pO*/2)  sin ( p/2 - 1) 0 ' '  
(3.17) 
or 
s in(p  - 1)0" sin[(p - 1)0sh -- ~b] 
< (3.18) 
sin 0* sin(0sh + ~b) 
However, in view of Lemma 2.8, the left-hand side of (3.18) satisfies 
s in(p  - 1)0" 
sin O* 
<p-1 .  
On the other hand, by virtue of I_emma 2.5, the function 
l(0sh, ~b) = --sin[(p -- 1)0sh -- ~] + (p  -- 1) sin(0sh + ~b), 
0sh ~ (0, ot), 
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defined in (2.18), satisfies l(O~h, ~b) > p - 1. This implies that 
s in(p - 1)0" 
2cos(pO*/2) sin ( p/2 - 1) 0" 
>p-1 .  
The two previous results effectively show the validity of inequality (3.18). • 
Analogous propositions can be proved for stretched hypos II. For this we 
consider a stretched hypo II through P that is associated with a convergent 
SOR. Let b ~ (b n, r cos ~b) be fixed, and let art be its imaginary semiaxis 
with intercept a* on it. Let t = 0* at P*(a*, -~r/p). Consider also the 
shortened hypo II through P, with real semiaxis b and imaginary semiaxis ash 
and the cusped hypo II with real semiaxis b. It can be proved that: 
THEOREM 3.3. Under the assumptions made previously, for the relax- 
ation factors and the spectral radii of the optimal SORs associated with the 
three hypos, there hold 
0<~ <&c< ~sh < 1 (3.19) 
and 
< (< (3.9,0) 
The previous discussion and results lead us to the following conclusion. 
REMARK. For any stretched hypo through P associated with a conver- 
gent SOR there is a shortened hypo of the same type through P associated 
with a faster SOR. 
In view of the above remark, to solve the one-point problem it suffices to 
find among all the shortened hypos through P that lead to convergent SORs, 
if any, the one that corresponds to the fastest SOR. The determination f the 
optimal one-point shortened hypo will follow. 
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4. OPTIMAL ONE-POINT SHORTENED HYPOCYCLOID 
We begin our analysis by considering the point P and all the shortened 
hypos through it as well as the two cusped ones. From Lemmas 2.4, 2.5 and 
Table 1 it is clear that for 0 ~ (0 u, 0 I) the semiaxes b and a of the class of 
all the hypos we consider are differentiable functions of 0. Also, a is 
differentiable w.r.t, b and vice versa in their respective intervals. 
For the various derivatives involved analytic expressions can be found 
which are of constant sign. These expressions are presented in a series of 
lemmas that follow. 
LEMMA 4.1. The derivative of a w.r.t, b ~ (b n, b l) is a continuous 
function of b that takes on strictly negative values. It is given by the 
expression 
O := ~-  = ( P 2-)-a ----'~ c°tz < 0. (4.1) 
Proof. Differentiating each of the first two equations in (2.3) w.r.t, b, 
solving each one for dO/db, and then equating the two equivalent expres- 
sions, one obtains (4.1). From (4.1) it is directly concluded that D is negative, 
since for shortened hypos there holds 
Pt m ~ m , m . b p p -2  
LEMMA 4.2. The derivative of 0 w.r.t, b ~ (bn, b I) is a continuous 
function of b that takes on strictly positive values. It is given by the following 
expression: 
dO 2 cot(pO/2) 
ab pb - ( p - 2) a 
> o. (4.2) 
Proof. Considering either of the two expressions for dO/db found in the 
proof of Lemma 4.1 and plugging in it the expression for D from (4.1), 
Equation (4.2) is obtained. Obviously, dO/db > O. • 
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LEMMA 4.3. The second derivative of a w.r.t, b ~ (bli, b~) is a continu- 
ous function of b, is given by the expression below, and takes on strictly 
positive values: 
dD d2a 2 cot2(pO/2) 
db db 2 [ pb - ( p - 2)a] 2 
( 
)< /2 (p  - 1)(a - bD) 
>0.  
+pI ,a , ,  ) 
(4.3) 
Proof. Differentiating D in (4.1) and replacing dO/db from (4.2), one 
obtains the expression in (4.3). Recalling from (4.1) that D < 0 and also that 
b(p  p) 
m ~ m , i 
a p p -2  ' 
both terms in the braces in the expression just found are positive. This proves 
the second part of our statement. • 
As is known, for a shortened hypo to be associated with a convergent SOR 
the point (1, 0) must not belong to the closure of the interior of the hypo. 
This requires that b < 1. Consequently, if bii < 1 all hypos with b ~ [b n, b] 
\ {1}, where 
/~ = min{1, bi} , (4.4) 
will be associated with convergent SORs. Recalling the relationships (3.1) and 
(3.2) for a convergent SOR, we introduce the symbol x to denote either of 
the two equivalent quantities 
X '=  - -  ~ D I /P ( -~¢o) .  (4.5) 
On elimination of o) from the equations in (3.2), the polynomial equation in 
x given by 
~b:= qb(x) - (b -a )x  p -2x  +b +a =0 (4.6) 
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is obtained. It is checked that q~(0) = b + a > 0 and q~(1) = 2(b - 1) < 0, 
since for convergence b < 1. By Descartes's rule of signs there is a unique 
real positSve root x 0 of(4.6) in (0, 1) such that xff = p(-9~,~) < 1. Now x 0 is a 
continuous function of the coefficients of the polynomial equation (4.6), and 
since, for the hypos through P, a is a continuous function of b, so is x 0. To 
find intervals, different from (0, 1), in which x 0 also lies, we note that 
dp(b) = (b - aXb p - 1), c~(a) = (b - aXa p + 1), and 
[b+a P 
Based on these values we have: 
LEMMA 4.4. Under the assumption b < 1, the unique real positive root 
x 0 ~ (0, 1) of the equation (4.6) lies in the following intervals, respectively: 
2C O ' 
b, - -  if b<a < p-2  ' 
b+a 
2 if b =a(< 11 
~ - - ,b  i f  a<b(<l ) .  
(4.7) 
Based on the analysis o far, we can state and prove our main result in the 
theorem below. 
THEOREM 4.5. Suppose that bli < 1, and let the function x o = x0(b), 
the root of (4.6) in (0, 1), be defined on [b u, [~]. Then there exists a unique 
value of b (0) in the interval (bii,/~) ((0ii, 0)) at which x o = xo(b) (x o = 
Xo( O )) attains its minimum value. The corresponding optimal value of O, t~, is 
given as the unique root of the equation 
s inpO-ps in (O+ O)cos( (p -  1)0- ~) )P 
' s in~p -- ~0  - t~] -- (p  --- i )  ~n(-O + ~-) cos pO 
sin[(p - 1 )0 -  ~] cos pO-  (p  - 1)sin(O + ~)  
(4.8) 
s in[(p - 1 )0 -  ¢] - (p  - 1)sin(O + go)cos pO 
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in (0i i  , 0), and the value of ~ o = xo( O ) is then given by 
s in [ (p -  1 )0 -  ~]cosp0-  (p -  1) sin(/~+ ~) 
SoP = sin[(p - 1 )0 -  ~] - (p  - 1) sin(/~ + O)cos p/~" 
(4.9) 
Proof. For a convergent SOR, b ~ [b n,/~] \ {1}, consider the function 
x o = xo(b). For the behavior of x 0 in the neighborhoods of b n and /9, 
differentiate (4.6) and solve for dx0/db to get 
dx o (1 - D)xg  + (1 + D) 
db = 2 - p (b  - a )xg  -1 (4.10) 
Since 
a(p  p) 
x~(O, 1), be  - - ' - -p  p -2  ' and b<l ,  
it is readily checked that 2 - p(b - a)x~- 1 > 0. Therefore dxo/db ~ (1 + 
xg)  + (1 - xg)D. However, from (4.1) we have that for b ~ b~, 0 --* 0i~, 
and D ~ -0o. On the other hand, if/9 = b I < 1, then for b ~ b~-, 0 ~ 0 I, 
and D ~ 0-. In the two cases just examined we will have 
dx o dx o 
b--,b;illim --db ~ -o% b--,bilim ~ ~ 1 + x~(bi)  ( > 0). (4.11) 
Note that in the case /~ = 1, since for b ~ 1- the corresponding SOR 
converges, it is implied that xo(b) strictly increases in the neighborhood of 1. 
To conclude, (4.11) and the note just made establish the existence of at least 
one minimum point in the interval considered. 
To find the minimum point(s) we find first the points at which dxo/db = 
0. From (4.10), setting dxo/db = 0, it is obtained that x6 ° = (D + 1) / (D - 
1). Replacing D by using (4.1) and then replacing b and a by using the 
rightmost expressions in (2.4), we get after some manipulation that 
sin[(p - 1 )0 -  ~] cos pO-  (p  - 1)sin(0 + ~) 
xg = s in [ (p -  1 )0 -  $] - (p -  1) s in(0+ ~)cosp0"  (4.12) 
256 S. GALANIS, A. HADJIDIMOS, AND D. NOUTSOS 
Since x 0 ~ (0, 1) must be a root of (4.6), the above value must verify this 
equation. Thus, if we use (4.12) and the rightmost expressions in (2.4) for b 
and a in (4.6), we obtain (4.8), from which a value of 0 ~ (01i, 0) can be 
obtained. Differentiating dxo/db in (4.10), setting dxo/db = 0, and omitting 
obvious positive factors, we obtain that 
dZxo dxo/dbzO dD db 2 ~ db > 0, (4.13) 
which holds in view of (4.3). If dx0/db = 0 held for more than one b, then, 
letting b 1 and b e be any two consecutive ones, by Rolle's theorem there 
would be b ~ (bl, b e) at which dexo/db 2 = 0. But then at least at one of b 1 
or b e we would have either d2xo/db 2 = 0 or dexo/db ~ < 0, which contra- 
dicts (4.13), and the proof is concluded. • 
COROLLARY 4.6. Under the assumptions of Theorem 4.5 the function 
x o = xo(b) [= x0(0)] isst~ctly decreasing for  b ~ [b n, b] (/9 ~ [011 , 0]) and 
strictly increasing in [ b, b] ([/~, 0]), where b ( 0 ) is the value of b (0) at 
which the minimum occurs. 
NOTES. 
(i) For the limiting cases ~b = 0 and qJ = - I t~p,  the corresponding 
values 0 = 0 and 0 = ir/p are recovered from (4.8), but one has first to get 
rid of the denominators and then apply (4.8) in the interval [0 n, 0 I] = 
[0, 7r/p]. After this, one can readily obtain the very simple expressions for 
and ~ from the limiting cases of the formulas in (2.4) and then use (4.6) to 
obtain ~ = x0(b). 
(ii) One has to have in mind and apply the previous note even in cases 
where 0 is very close to 0 or to - rr/p to avoid possible instabilities due to 
roundoff errors. 
We close this section with the following remark regarding the case p = 2. 
REMARK. The theory of this paper holds also in the case p = 2. We have 
confirmed it both theoretically and computationally. Very briefly, for p = 2 
the equations (2.2) give those of an ellipse. For convergent SORs (b < 1) the 
polar coordinates of the point P must satisfy r cos ~ < 1. Following step by 
step the theory developed, we can verify^that the optimal value of p(Sa, o) is 
given by the expression in (4.9), where 0 is the unique solution of (4.8) in 
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(0, zt/p). It is noted that the cusped hypo I corresponds to 01 = zt/p with 
bl = oo, ai = - r  sin ~b and the ellipse degenerates into a pair of straight 
lines parallel to the real axis. The cusped hypo II corresponds to 0 u = 0 with 
bli = r cos ~b, a n = 0o and is a similar pair parallel to the imaginary axis. We 
can consider the ellipses through P as shortened hypos, and the elements of 
their associated optimal SORs can be obtained by our theory or by that in 
[24]. There are also two limiting cases corresponding to ~b = 0 and ~b = - 7r/p 
that give degenerate ellipses (double straight line segments) along the real 
and the imaginary axes, with b = r, a = 0 and b = 0, a = r. Using (4.6), 
(4.5), and either of (3.2), the well-known optimal SOR formulas associated 
with these degenerate ellipses are readily recovered. 
5. ALGORITHM AND NUMERICAL EXAMPLES 
Having completed the analysis, an algorithm in pseudocode is given that 
allows us to solve computationally the one-point problem in the general case. 
ALGORITHM. Given the (polar) coordinates of the point P as in Sections 
2, 3, and 4: 
Determine 0n from (2.11) and then b n from (2.4); 
f fb i i  > /1then  
NO CONVERGENT SOR EXISTS; stop; 
endif; 
Determine /~ .'= 01 from (2.8) and then b I from (2.4); 
ff b I > 1 then 
Determine 0 from (2.4) by setting b = 1; 
endlf ;  
Determine /~ ~ (0n,/~) from (4.8); 
Determine ~ from (4.12); 
Determine b and a using 0 from (2.4); 
Determine t~ := 2~/(b  + t~), p ( .~)  := ~P; 
end of ALGORITHM; 
The algorithm just presented was applied to a number of numerical 
examples for p = 3, 4, 5. For each p three different cases were worked out. 
All the input and the output information is presented in Table 2. In the very 
first case, p = 3, P(0.5, - 7rf12), it is found that b n < b I < 1, so that for all 
b ~ [b n, b I] all shortened and cusped hypos through P lead to convergent 
SORs. For the optimal hypo it is ~ > a (hypo I) that gives t~ > 1 [see (3.2)]. 
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In the second case, p = 3, P(1.0, -zr/12),  it is b n < 1 < bi; hence for all 
b ~ [b u, 1) all shortened (and cusped II) hypos through e give convergent 
SORs. Since b < a, we have ~ < 1. In the third case, p = 3, P(1.5, - 7r/12), 
we have b n > 1, so that no convergent SOR is associated with a hypo 
through P. The other examples in Table 2 can be explained in similar ways. 
We conclude the present work by noting the various difficult issues one 
had to address and resolve for the solution of the one-point problem to be 
accomplished. However, the solution of this problem may undoubtedly 
constitute the basis for one to attack the more challenging and much more 
complicated two-point and many-point problems in the general case, which 
still remain open. 
The authors would like to thank the referee for his constructive criticism. 
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