Abstract. A reduction from \Ground State of Spin Glass" in statistical mechanics to a minimumenergy model of protein folding is made, which shows that the latter is NP-complete (high complexity). The reduction approximates true folding of a protein. The method also enables to show that even if the backbone of the protein is xed, the folding of the side-chains is NP-complete. In a separate second part, the possibility of synthesizing proteins to solve arbitrary instances of the spin glass problem is speculated upon.
Introduction
The motivation for this work is the speculation of exploiting nature's capability of protein folding to solve computationally intractable problems. One way of investigating this idea is to encode known NP-complete problems in terms of protein folding. The main content of this paper is to do this for the spin glass problem. We construct a protein that achieves the encoding, i.e., the folded protein provides a solution to spin glass. More precisely, albeit incidentally, we prove that a minimum energy model of protein folding is NP-complete.
In Fra1990] the NP-completeness of a minimumenergy model of protein folding was announced, and the proof appeared in Fra1993] . Independent proofs were given by NgM1992], UnM1993] and HaI1996b]. See also HaI1997]. All of these proofs were rather arti cial, and didn't involve true folding of a protein. In PaP1996], an embedding of a chain in a grid was shown to be NPcomplete, where the chain is over an unbounded alphabet, and the score is the number of adjacent matching string symbols. In the present paper we come a little closer to true protein folding, in that the number of amino acids is only three, the amino acids adjacent along the chain are also adjacent on the lattice, and a process of folding is involved which approximates that of true proteins. The problem \Ground State of a Spin Glass" which models phase transitions in statistical mechanics, magnetic elds, etc., bears a similarity to protein folding. In both, the steady state is a free energy conformation. We also mention that in HaI1996a], HaI1996b] and HaI 1997] good approximations to optimal folding in a minimal energy model were given.
1991Mathematics Subject Classi cation. Primary 92-08; Secondary 92D20 1 Expanded form of invited paper presented at Third Annual DIMACS Workshop on DNA Based Computers, University of Pennsylvania, June 23- 25, 1997. We chose the spin glass problem, whose general case is also NP-complete (see Joh1983]), to reduce from to protein folding, in the hope of encoding an NP-complete problem more realistically in terms of protein folding. This is of importance if we hope to use protein folding to solve computational problems, especially NP-complete problems, very fast. Of course the present reduction provides, in addition, another proof of the NP-completeness of protein folding. The protein we generate is still rather restricted in its allowed movements. All rotations are restricted to be in a xed plane, but some rotations are at least unrestricted in the angle of rotation, subject only to the lattice restriction, i.e., the vertices have to be at integer coordinates. This situation is actually somewhat similar to that of real proteins. See e.g., NMK1994] x1: \Although the bond lengths and angles in a protein can be predicted easily since they cannot vary much, torsion angles (rotations about bonds) are not easily predicted. Rotatable torsions tend to have three preferred values, none of which can be ruled out a priori." A similar statement appears in Ree1988]. The angle restrictions in real proteins stem from spatial constraints, since folded proteins are densely packed, so distinct atoms cannot occupy the same location.
We now begin at the beginning. A protein is a sequence of amino acids, created as an essentially linear sequence from the well understood genetic code inherent in a DNA chain, with semi-rigid bonds (peptide bonds) between pairs of amino acids which are adjacent in the linear sequence, and other, less rigid bonds, between some other amino acids. The protein then folds into a complex 3-dimensional native conformation, which determines its biological functions, such as the geometry of receptor sites, enzymatic properties, etc. The folding mechanism is not known, but it is believed that the native folded conformation of a protein is its lowest free energy state Anf1973]. Typically a protein consists of 1000{20,000 atoms, and has a \diameter" of 35{100 A (1 A=10 ?8 cm).
One approach to model protein folding is to consider the protein to be a collection of hard impenetrable spheres (atoms) held together by elastic strings (covalent bonds). The atoms have electric charges that obey Coulomb's law LeL1969]. The electromagnetic force between any two atoms diminishes as d ?2 , and the potential energy as d ?1 , where d is the distance between a pair of interacting atoms. The interaction is really between every atom of the protein and every atom in the universe! Yet within about one second the protein attains its nal native 3-dimensional conformation. Some chemical physicists simulate this system, where they will typically neglect forces between atoms at distance >6 A. Under this simplifying assumption, simulation of one nanosecond (10 ?9 sec) of the protein folding process still takes some 150 hours on a modern main-frame computer LeS1988]. For more information about protein folding see e.g., GiK1990] and NMK1994].
In x2 we give some background on computational complexity and NP-completeness, and in x3
we present a 3-dimensional model of protein folding and prove it to be NP-complete. In the nal x4 we speculate about possible rami cations of this and other NP-complete models of fragments of nature, leading to a brief discussion of how this proof, or rather modi cations thereof, might lead to a fast computation of the spin glass problem.
Computational Complexity and NP-Completeness
The computational complexity of a problem is usually measured in terms of the number of \steps", i.e., the \time" required to solve it, as a function of the problem's input size. A problem is called tractable if this function is polynomial; intractable otherwise. Thus sorting n integers is tractable: it can be done in O(n logn) comparison steps. The following reasons motivate this convention:
1. Normally, only tractable problems can be solved on a computer in reasonable time. Suppose that each of the problems 1 , 2 , 3 has input size n and that the best algorithms (= \lower bounds") for solving them need n, n 2 and 2 n steps respectively. If the rate of our machine is 10 6 steps/second, then for n = 60, 1 , whereas the size of a problem with an O(c n ) algorithm is increased only by an additive amount of log c 10 (c > 1 a constant).
3. The most simplistic approach to solving a problem is to explore its entire \search tree", i.e., searching through all possibilities. Except for trivial problems, this search constitutes an exponential algorithm. Thus a problem whose best algorithm is exponential has often no essentially better algorithm than to search through all or most possibilities.
(In reality the world is not so simple; mostly in the pessimistic direction: there are problems which are polynomial and still appear to be intuitively intractable in two di erent senses! This is implied by the recent Robertson-Seymour theory in graph minors. See e.g., RoS1996].)
Many problems can be shown to be tractable, simply by producing a polynomial algorithm for them. Very few problems can be proved to be intractable at present, however. For the bulk of interesting problems, both tractability and intractability appear to be rather di cult to establish at this time. For a large subset of them we can do a next best thing, which is to establish completeness, such as NP-completeness. For the moment we restrict attention to decision problems, i.e., problems for which the answer is YES or NO.
A decision problem is NP-complete if: (i) Given any solution for , its validity can be veri ed in polynomial time (but there may not be a deterministic polynomial algorithm for nding a solution; we say that the problem has a \nondeterministic" algorithm). So the P of NP stands for Polynomial, N for Nondeterministic.
(ii) If can be shown to be tractable, then all NP-complete problems are tractable; if can be shown to be intractable, then all NP-complete problems are intractable.
Since the best known algorithms for any NP-complete problem are at present non-polynomial, all NP-complete problems are presently \practically intractable", or \conditionally intractable". For a thorough treatment of NP-completeness see GaJ1979].
A common way to prove that a problem is NP-complete consists of three phases: (a) NP-Membership. Show (i) directly. This is usually, but not always, the easy part of the proof.
(b) Construction. Select an NP-complete problem 0 , consider an arbitrary generic instance x of 0 and select a function f such that f(x) is some instance of and f(x) is constructed in time which is polynomial in the size of x. This phase is normally called the polynomial construction.
(c) YES-Equivalence. Show that the answer to x is YES if and only if the answer to f(x) is YES.
Phases (b) and (c) together are called a reduction of 0 to . Notation: 0 / .
The intuitive meaning of (a) and (b) should be clear: given an arbitrary instance x of 0 , it is transformed polynomially into a particular instance f(x) of (Fig. 0) . If is polynomial, then, in particular, f(x) can be decided in polynomial time; and the answer to f(x) is YES if and only if the answer to x is YES. Thus the polynomial algorithm for solving and the polynomial f constitute a polynomial algorithm for solving 0 . Equivalently, 0 intractable implies intractable. Within the so-called Turing machine model (see e.g. GaJ1979]), it is customary to denote by P the set of all tractable problems, and by NP the set of all problems whose solutions can be veri ed in polynomial time. Then clearly P NP. A major unsolved problem in Theoretical Computer Science is whether P = NP or not. It is customarily conjectured that P 6 = NP. Any NP-complete problem belongs to the hardest problems in NP, in the sense that if P 6 = NP, then the NP-complete problems are intractable.
Consider the problem Ground State of a Spin Glass (GSG). Given positive integers M and N, the 3-dimensional grid graph ? = (T; E), where the set T of vertices consists of the integer-coordinate points (x; y; z) satisfying 1 x M, 1 y N, 1 z 2, and whose edges connect each pair of vertices that are adjacent in one of the three directions, an interaction weight J(e) with values in f?1; 0; 1g for each edge e 2 E, and a negative integer H. Is there an assignment of a spin s(u) 2 f?1; 1g for all u 2 T, such that the \ground state spin energy" is at most H, i.e., such that Remarks.
(i) For both MEP and SCOP we will chose L = 1, so only atoms at the minimal distance of 1 interact. This is actually a better approximation for the interaction between amino acids, where the interaction diminishes as the distance to the 6-th power at least (see e.g., DDL1994]), than for atoms. Thus MEP and SCOP can and will be considered to be models for protein folding with 3 amino acids. (ii) The subset A 1 models peptide bonds, which are rigid, whereas A 2 resembles the other, less rigid bonds. Similarly, the subsets V 1 and V 2 model amino acids which do not permit and permit rotation, respectively.
Our purpose is to show that the decision problem MEP is NP-complete. The corresponding optimization problem | where we ask for minE rather than only E K | is then clearly not any easier than MEP. In general, if a decision problem 1 is NP-complete, then its corresponding optimization problem 2 is said to be NP-hard. We note that NP-hard problems are, generally, not any easier to solve than the NP-complete problems they correspond to. We also show that even the simpler problem SCOP is NP-complete.
The NP-membership of MEP or SCOP follows from the observation that, given any solution to MEP or SCOP, we have only to check that d(u; v) is preserved for all (u; v) 2 A 1 and that E K, both of which can be done in time which is a polynomial in the input size of G.
We show GSG / MEP. Before doing so, it is convenient to prove the following auxiliary result. Lemma 1. Let x 1 ; : : :; x k be any real numbers, and ( (x 1 ); : : :; (x k )) any permutation of (x 1 ; : : :; x k ). Then
Proof. Consider the two k-dimensional vectors V= (x 1 ; : : :; x k ) and V = ( (x 1 ); : : :; (x k )). Proof. Given an arbitrary instance ? = (T; E) of GSG, we construct an instance G = (V; A) of MEP. Put L = 1. In all our gures we denote by a vertex of V with charge +1, by a vertex with charge -1, by a vertex with charge 0, and by ? a \rotation axis", i.e., a vertex in V 2 , about which an attached subgraph has restricted rotation capability, as speci ed for each gure with rotation axes. Every rotation axis has charge 0. Informally, the expected native (folded) conformation of G will be a 3-dimensional box, as is ?, but each vertex of ? will transform into a small subgraph in G, which will constitute the \side chains".
Our basic building blocks are strands. A typical strand has a central vertex called center, from which emanate rays of length 1 or 2 in each of the three directions, possibly in both the negative and positive orientation for the x-and y-axes, but in only one orientation for z. Thus a center has degree 3, 4 or 5, where the degree of a vertex is the number of edges impinging on it. Edges joining vertices in the gures all belong to A 1 ; they have length 1 unless otherwise speci ed. Vertices u, v at distance 1 of each other with no edge drawn between them form an edge (u; v) 2 E 2 . In a charged strand, the center has charge -1 or 1, and adjacent vertices have alternating charges; and in a neutral strand, the center and other vertices have charge 0, except that the ends (vertices of degree 1), all have degree -1 or 0; or all have degree 1 or 0 (Fig. 1) . The centers of the strands simulate the location and degrees of the vertices of the original instance of ? in a sense to become clear in the sequel. For a charged strand S with vertical ray pointing in the negative z-direction, there is a \mirror-image" called complement strand S two units \above" S, and parallel to it in the y-axis, antiparallel in the x-and z-axes. If the vertical ray of S points in the positive z-direction, then the complement, analogous to the above, is two units \below" S (Fig. 2) . In either case, the orientations of the rays in the x-and z-axes are reversed in the complement, and all the corresponding charges are complemented, where 1 and -1 are complements, and the complement of 0 is 0. The two strands are joined via rotation vertices (with charge 0) in the vertical plane between S and S. The joining network, together with S and S constitute a frame.
Analogously to the frames there are the shells: Four units above or below a neutral strand S there is its complement S, parallel in the y-axis, antiparallel in the x-and z-axes, and complemented charges (Fig. 3) . The two middle vertices of the joining network are rotation vertices, and the four others are vertices with charge 0 which cannot rotate about themselves. A frame or shell is also referred to as a side-chain.
It's time to explore the global aspects of the construction. We illustrate with an instance of GSG with M = 3, N = 4, complete with its J-weights, as depicted in Fig. 4 . It will aid us in shaping our view of the overall construction. An important feature of ? is that it is bipartite, i.e., its vertex set T can be partitioned into two disjoint subsets T 0 and T 1 such that all edges of ? join vertices between T 0 and T 1 . This follows from the fact that all cycles in ? are evidently even. Without loss of generality we may assume that the \origin" (vertex at (1,1,1)) is in T 0 .
To x the construction, view each shell as simulating a vertex in T 0 , and each frame as simulating a vertex in T 1 . Frames and shells are, in fact, adjacent. There are three types of bonds for tying together shells and frames. The rst involves glue, to be de ned below. For the moment it su ces to say that the twin strings with oppositely charged vertices facing each other at distance 1, on top of Fig. 5 , constitute glue. At their bottoms, the two strings impinge on rotation vertices in V 2 . The rotation of each string can be by any amount in a plane which, in Fig. 5 , is parallel to y = 0. Only in the position shown in Fig. 5 the charges are at distance 1, and the strings \stabilize". Notice that the glue is in a plane parallel to the plane of the rest of the gure, 1 unit \behind" it. The second type of bond (Fig. 6) is by means of the backbone, which impinges on every frame and shell (as seen in Fig. 8 ). The third bond is implicit (Fig. 7) . It looks as if there is no bond at all, but the frame and shell are held together by the backbone, which intersects them in a di erent plane.
Whatever the bonding of a shell and frame is, each can rotate, independently of each other, by 180 about two rotation axes (Figs. 5, 6, 7) ; so the two stable states for a side-chain are both inside Figure 7 . Interconnection of frames and shells: III. implicit a plane parallel to x = 0, with either S above and S below, or the other way around. The aggregate of the joining edges, together with the glue, to be speci ed below, constitutes the main chain, or simply the chain. Note that there are MN side-chains intersecting the plane z = 1, and that many intersecting the plane z = 2.
The chain is expected to fold into the native conformation, portrayed schematically in Fig. 8 , which is also known as the backbone. The chain giving rise to the backbone is depicted in Fig. 9 . It is the glue which is likely to cause the chain to fold into the backbone. The glue bonds 2M shells and frames, as shown in Fig. 8 , which also shows that in the expected folding, the beginning and end of the chain attach to each other, by virtue of g 2m . In Fig. 12 we see the side chains in their expected native conformation. Only one complete frame and one \compressed" shell with a small part of the chain hugging them is shown, to avoid cluttering the gure. 5 .) This is illustrated in Fig. 12 for the values of J given for the instance of GSG of Fig. 4 , except that the shell-strands are shortened to length 3 or 4, to enable portraying the essential features of the construction in one gure. Note that in the expected native conformation, each edge of the emerging grid G has an end-vertex of a frame-ray at distance 1 from the end-vertex of a shell-ray: they dock with each other, forming an edge in E 2 . The two docking rays constitute the docking site. The two end vertices at a docking site are the docking vertices.
The end vertex of a shell-ray has charge 0 if and only if it corresponds to an edge of ? with J = 0 (for S and S). All other end vertices of a shell-ray have charge 1 in S, and -1 in S. The construction is completed by putting K = H + 2m + 2m 1 Table 1 . Since its middle-column and last column turn out to have identical entries, we conclude that J(u; v)s(u)s(v) = C(w)C(z)=d(w; z) for all cases. It follows that (1) implies (3).
Conversely, suppose that there exists a folding of G which satis es (2) . We have to show that there exists a spin assignment s(u) 2 f?1; 1g for all u 2 T satisfying (1). Since the frames contribute ?2m ? 2m 1 to K, we have actually
where P = D Q and Q is the set of edges each of which intersects the glue. Thus a vertex u of the glue which folds to within distance 1 from a vertex v of a side-chain contributes an edge (u; v) 2 Q. Secondly, consider the case where the glue interacts with the side-chains. Note that the rotation vertices keep the glue strings and the strands in directions parallel to the x?, y? and z?axes only. The smallest glue run has length 8, and from Fig. 12 we see that the side-chains contain at most 7 consecutive vertices at distance 1 with charge 6 = 0. Note further that each glue-vertex is encased by 0-charges at distance 1 from it from 5 sides. Thus no clusters of nonzero charges can be formed. It follows that any interaction between glue and side-chains has a larger contribution than the perfect glue match-up, i.e., we see that the contribution for this case is also ?M(2M + 15). Thus (3) holds in either case.
So it turns out, incidentally, that the folding may possibly not be the expected one, which is, in a way, analogous to what seems to happen in the prion protein, where -helices are transformed into -sheets, precipitating a diseased folded state, which is claimed to induce the mad-cow syndrome HBDPC]. In any case (3) holds, and this su ces to assign spins in f?1; 1g to the vertices of ? to satisfy (1), as is shown now.
We use again the notation (u; v) 2 E with u 2 T 0 , v 2 T 1 ; and z is at the end of a shell-ray simulating u; w at the end of a frame-ray with center r which simulates v. Remark The protein constructed in the proof of Theorem 1 can be modi ed in many ways, such as in the z-axis more than two layers can be used. We used only two in order to simplify the construction.
Speculations about Implications
Analogously to Fra1990] and Fra1993], we now indulge in some unscienti c speculations about nature. In the present context it is aimed at the possible design of experiments for synthesizing proteins for fast computing. We rst present two opposing views:
A. Nature can solve NP-complete problems in polynomial time.
The following is but a small fraction of the supporting evidence. In the cryptography quantum computer, polarized photons are used to transmit digital information. Single photons (with high probability) are transmitted over a communication channel in one of 4 polarizations. There is no complexity gain in this device, yet it makes a dent in the Turing machine model: a Turing machine M can, by eavesdropping, learn the secrets being exchanged by two interactive Turing machines M 1 and M 2 , without M 1 and M 2 learning that M has learned their secrets. But no machine can eavesdrop on two interactive quantum machines without be-ing detected with high probability, assuming Heisenberg's uncertainty principle, which implies that eavesdropping to single photon transmission is tantamount to tampering with it.
Because of reasons of this type, it was suggested in Fra1990], to try and reverse our usual scienti c endeavor: in addition to modeling nature, studying the models, solving them or proving them to be NP-complete, etc., try to use devices of nature, such as proteins, quantum apparatus, DNA-chains etc. as black boxes, to which we input instances of NP-complete problems and output solutions in reasonable time. One of the problems to be faced here is the design of e cient input/output interfaces to proteins and to other devices of nature. This is a problem even for the large DNA chains (containing some 10 9 nucleotides).
The opposite view is:
B. Nature functions within the Turing machine model.
How then can nature's apparent capability of solving NP-complete problems be explained without being forced to conclude P = NP ? There are various answers to this question.
(i) Nature does not necessarily achieve global optimization. If only a local energy minimum is achieved, say in protein folding, even if it is at bounded distance from the global minimum, it may not produce a near-optimal solution for an NP-complete problem encoded in terms of protein folding: NP-complete problems are equivalent and can be encoded in terms of each other; yet some of them have good approximation properties, and some don't; see e.g., ArL1997].
(ii) NP-completeness is an asymptotic property, whereas the universe seems to be nite. Moreover, it seems that once a protein is su ciently large, it is subdivided by nature into units of smaller size, say up to 200 amino acids per unit, which fold independently! See e.g. Pri1982] and JaW1983].
(iii) A problem is polynomial if it is universally polynomial, i.e., if all its instances can be solved in polynomial time; it is NP-complete if some of its instances are NP-complete, though some of them may be solvable in polynomial time. In fact, NP-completeness re ects worst case behavior, but the average case behavior, under the assumption of some probability distribution, may be polynomial. Processes of nature are not necessarily universal. Thus perhaps the natural selection of nature may help to preserve proteins with polynomial folding mechanisms, and reject the others. Indeed, experiments show that some synthesized proteins may fail to fold into a stable conformation. Similarly, perhaps nature creates only very few knot types in DNA helices.
(iv) The protein folding mechanism may be encoded in the protein's amino acid sequence, analogously to the genetic code of a DNA chain, but the code is still unknown. If this is the case, then folding is not a search process, and there is no issue of complexity.
It may be di cult to decide between the views A and B at present. Some discussions on this point have been made. See e.g., Tra1996 ]. But perhaps we can design experiments to create arti cial proteins for exploiting fast computations even if the second view will turn out to be the valid one.
For recent progress in protein design see e.g., BBD1995], CDS1996]. We don't understand the folding of proteins. Ken Dill put it thus: \Protein folding is a problem for us, but not for the proteins" (as quoted in Joh1997]). However, mankind has exploited re, dams, electricity, wireless communication, even before understanding the chemistry of re, the hydraulics of water streams, the theory of electricity and waves. There is the possibility, if highly speculative, that we may be able to exploit protein folding for fast computing, even though we don't quite understand how nature goes about folding proteins.
It seems that the protein constructed in the proof of Theorem 1 shares a few properties of real proteins. It can fold, if unlike the folding of true proteins. The subsets A 1 and A 2 of edges resemble peptide bonds and other, less strong couplings respectively. The subset V 2 of vertices enables restricted rotations of speci ed subgraphs. The glue is possibly analogous to the subset of ve generic nonpolar amino acids, any of which can be placed at strategic locations on the chain, which produce a similar pattern to an entire family of synthetic and natural proteins KSXBH1993], WeH1995].
For the purpose of illustration, to solve an arbitrary instance of GSG with given J-values on the edges, using the unrealistic protein constructed above, we might design a family of such synthetic proteins with the same glue, but random side chains of the frame/shell type above. Then a protein which will have frames whose strands have length 1 corresponding to edges of ? where J = ?1 or J = 0, length 2 for edges where J = 1, and matching lengths for the shells, will fold such that its minimum energy conformation enables to read o the spin values for the given instance of GSG, as speci ed in the last part of the proof of Theorem 1.
One approach for making the protein and ensuing experiments more realistic, would be to initiate protein-cooperation between physical or structural chemists, biologists and computer scientists or mathematicians, similarly to the DNA-cooperation that already exists in the area of the human genome and DNA-computing.
Conclusion
We have encoded the NP-complete spin glass problem in terms of a minimum energy model of protein folding, such that an instance of the former is a YES-instance if and only if its encoding is a YES-instance of the latter. We have also seen that even the problem of binary side chain foldings of proteins is NP-complete. The protein constructed in the proof contains only three amino acids and approximates true folding.
It would be of interest to encode other NP-complete problems in terms of protein folding. It would also be interesting to do some experimental work with real proteins, aimed at using them for speeding up computations. Whereas each element in DNA computations is well-understood and involves a simple slow computation, but the high parallelism of their great quantity is exploited for simulating the operation of a nondeterministic Turing machine, each protein is a \black box" computer which may have higher computational power than a DNA strand.
