Next generation of wireless local area networks (WLANs) will operate in dense and highly dynamic scenarios. In addition, chaotic deployments may cause an important degradation in terms of user's experience due to uncontrolled high interference levels. Flexible network architectures, such as the softwaredefined networking (SDN) paradigm, will provide to WLANs with new capabilities to deal with users' demands, while achieving greater levels of efficiency and flexibility in those dynamic and complex scenarios. Moreover, the use of machine learning (ML) techniques will improve network resource usage and management by identifying feasible configurations through learning. ML techniques can drive WLANs to reach optimal working points by means of parameter adjustment, in order to cope with different network requirements and policies, as well as with the dynamic conditions. In this paper we overview the work done in SDN for WLANs, as well as the pioneering works considering ML for WLAN optimization. Moreover, we validate the suitability of such an approach by developing a use-case in which we show the benefits of using ML, and how those techniques can be combined with SDN.
Introduction
In recent years, WLANs based on the IEEE 802.11 standard, commonly known as Wi-Fi networks, have experienced a remarkable growth in terms of traffic. According to CISCO, in 2016 more traffic was offloaded from cellular networks onto Wi-Fi than remained on them. Moreover, they expect that by 2021 the 63 % of total mobile data traffic will be offloaded onto Wi-Fi networks [1] . Such an effect is directly related to an increased use of portable and handheld devices. In this context, network capacity needs to be targeted in order to cope with all expected future data traffic. However, due to the spectrum scarcity and the high spectral efficiency already achieved by today's technologies, efforts to improve WLAN capacity focus in densifying current network deployments.
Although dense network deployments will enhance capacity, there exist some potential issues in regards to performance degradation. Existing channel access protocols, such as carrier sense multiple access (CSMA), have been designed to operate efficiently in non-dense scenarios, and they may become a bottleneck when pushed further. In dense WLANs, due to the great number of contending nodes using CSMA, we find three outstanding and well-known performance issues. We are referring to the hidden and exposed node problems, and to the flow starvation, which are all represented and described in Figure 1 . In terms of performance, the appearance of these issues can cause a remarkable degradation of the experienced throughput due to different factors, such as a large number of collisions or wasting useful time slots. Moreover, some solutions like request-to-send and clear-to-send (RTS/CTS) mechanisms that are intended to avoid the hidden and exposed node problems, can lead to an excessive control packet overhead, which may negatively affect the overall performance, too. Apart from the above-mentioned issues, other concerns are related with current deployments, which in many cases are chaotic, thus leading to excessive co-channel and adjacent channel interference (CCI/ACI) levels due to the lack of frequency planning and wrong power configuration choices. To cope with the aforementioned concerns, the software-defined networking (SDN) paradigm can be applied over Wi-Fi networks, since it enables more efficient and flexible network control and management. The main concept behind SDN is that it proposes to decouple the control and the data planes into different layers, with a central controller performing changes in the network configuration with a global view of the network state. As a result, control processes are removed from forwarding devices, which stand as simple programmable nodes that directly depend on the controller's instructions. In consequence, the network can be adjusted dynamically according to the knowledge extracted from the network statistics gathered at a such central entity. This specific characteristic of SDN is quite relevant for wireless environments due to their non-stationary conditions (i.e., users moving, diverse traffic requirements and changing channel conditions).
Thus, by having a dynamic and centralized control design, the overall performance of the network can be improved by triggering a reconfiguration on the forwarding nodes. For instance, interferences, unbalanced situations and system failures can be detected and mitigated, leading to improve users' experience.
Regarding network management, data analytics will play a key role to increase network efficiency. Nowadays, lots of data can be collected from the network and its users. For instance, in Wi-Fi networks, network conditions in terms of signal-to-interference-plus-noise ratio (SINR), received signal strength indicator (RSSI), the total number of active users and throughput rates per user can be gathered by an AP. In order to take advantage of this information, machine learning (ML) based algorithms can be used in order to provide a better network experience to each user, as well as to adjust the system operation to cope with network changes. Even though some research has been done in order to apply SDN over Wi-Fi networks, no work has proposed the integration of SDN with ML in those networks yet. To fill this gap, we introduce a wireless network architecture that combines both the SDN paradigm and ML algorithms to provide advanced network functionalities. Moreover, a brief explanation of conventional SDN networks, together with an overview of different proposals that apply SDN over Wi-Fi networks is presented.
The rest of the paper is organized as follows: Section 2 describes the architecture of a conventional SDN network and its benefits, as well as OpenFlow. Section 3 exposes the implementation of the SDN architecture into wireless networks and the work done in this research field. Moreover, a set of different features are pointed out in order to improve current work. In section 4, we propose an architecture involving wireless SDN and machine learning solutions, together with an overview of novel management functionalities based that can benefit from the use of machine learning. Finally, conclusions are stated in Section 5.
SDN and Openflow

SDN Architecture
SDN is a novel network architecture paradigm that is dynamic, manageable, cost-effective and adaptable.
Moreover, SDN decouples network control and forwarding functions into different planes, allowing the underlying infrastructure to be abstracted from application and network services. In consequence, unlike distributed architectures, in which forwarding devices listen for events from their neighbors and make decisions based on a local view, the network infrastructure in SDN (i.e., switches and routers) just act as packet forwarding devices. Moreover, by introducing programmability on the forwarding nodes, SDN allows administrators to easily modify the network behavior through the application layer, in order to meet changing needs or conditions. Figure 2 shows a conventional SDN-based network. As a result of a clear differentiation between control and data planes, the network architecture scheme can be sliced into different parts or layers, depending on their function within the network.
• Infrastructure layer: it contains the different network elements that follow the rules provided by the controller.
• Control layer: it involves at least a controller, which is in charge of configuring the devices, as well as to implement network services. This configuration is provided via the southbound interface with the usage of standardized protocols, such as OpenFlow.
• Application layer: it contains the network applications, so that the controller manages the network to satisfy their demands. For instance, channel and power allocation, user association and multi-AP communication are some applications that can be performed on top of the controller.
Applied to dense wireless networks, the SDN paradigm can be useful for different reasons. In economical terms, SDN reduces capital and operational expenditures (CapEX and OpEX respectively) to network providers, while enabling innovation to create new types of applications and services. Moreover, due to its software-based nature, SDN allows flexibility in both implementation and development, by letting administrators to have more fine-grained control over the entire network, and so improving its efficiency. For instance, situations in which traffic load is unbalanced can be detected, managed and solved easily. Besides, SDN architecture promotes cloudification, meaning that network function virtualization (NFV) can be easily implemented and managed. These benefits are key factors that led academical institutions and industry companies be interested in SDN. In this context, OpenFlow was developed with the aim to be a programmable protocol able to configure forwarding rules, as well to collect and transmit network status and statistics. An OF network is composed by three main elements, which are represented in Figure 2 . First, the OF switch, which is based on one or more flow tables, and performs packet lookups and forwarding. Each flow table in the switch contains a set of flow entries, which execute different actions on matching packets. Among others, some actions are to forward packets to an assigned output port, to drop packets, or to modify header fields. For instance, current versions of OF can match the Ethernet type, IPv4, IPv6, TCP/UDP, MPLS and VLAN tagging fields of an Ethernet packet. However, at the MAC/link layer, only Ethernet is supported [2] . As a consequence, OF as currently defined cannot control layer 2 traffic over wireless networks, or report measurements of the wireless medium from APs or stations. Second, the OF controller, which is in charge of network orchestration and decision making. Finally, the OF channel is an interface used by the OF switch to communicate with the controller and vice versa. Through the OF channel, different types of messages can be sent. These messages are defined in the OF specification, and categorized into Controller-to-Switch, Asynchronous and Symmetric messages [2] .
OpenFlow protocol
Regarding the forwarding process, which is carried out in the data plane, it is depicted in Figure 3 .
First, when the forwarding device receives an incoming packet, an action set is associated to it. In OF, the action set plays the role of being a bucket that stores instruction when they are not executed immediately.
Afterwards, the matching process starts at table 0 looking up for a match into the different flow entries of the table. If there is a packet-rule match, a subset of instructions are executed, or put into the action set.
In case of a Goto-Table instruction, the actions in the action set are not executed and the packet is passed through the next table in the processing pipeline [2] . On the contrary, if there is no Goto- Table instruction , the current actions in the action set are executed and the packet is forwarded. 
Overview of proposals for SDWN
In the last few years, SDWN has become an emerging research branch of SDN. Many publications have focused on identifying the concerns and applications of SDWN as well as suggesting different network architectures. SDWN solutions go from extending the OF protocol with new messages [3] , to the implementation of applications on top of OF controllers that have their own proprietary control messages [4] , [5] , [6] , [7] . Table 1 shows a brief taxonomy of the existing SDWN proposals.
To begin with, OpenRoads [8] was the first project focusing in SDN for WLANs. Moreover, it also introduced a testbed to control mobility between Wi-Fi and WiMax base stations. OpenRoads consists on a three layer based architecture composed by a physical, slicing and control layer. The physical layer is made of all the devices that are OF enabled. The control layer is in charge of network orchestration and device configuration. Finally, the slicing layer intercepts OF protocol messages to support the slicing layer Other solutions such as BeHop [6] , Ethanol [7] or COAP (Coordination framework for Open APs) [3] were proposed for dense environments. First, BeHop architecture consists of a central controller, a set of APs forming the data plane, and a network monitor and data collector. Each BeHop AP acts as an OF switch that has different virtual APs (VAPs), which conceptually are similar to Odin's LVAPs, and a client table to track user information, i.e., client-VAP mapping, as well as the network status information such as channel and power allocation. Here, the network control is performed through a BeHop own proprietary API used for channel and power allocation purposes. Moreover, through a dedicated interface, the controller is able to access the data stored in the network monitor, in order to take advantage of it and enhance network management. Regarding Ethanol, it consists of two types of devices, the controller and the Ethanol-based APs, or Ethanol agents. Similar to Odin, Ethanol uses its own proprietary code to gather link information from the APs (e.g., SINR or bit rate) in order to provide the controller with statistics for network managing.
Open research directions in Ethanol aim to guarantee security and quality of service (QoS). Finally, COAP (Coordination framework for Open APs) framework presents a design to address interference and congestion problems in dense and home WLANs with a cloud-based controller. Unlike the other solutions, in this framework the communication between the controller and the AP is executed through an extended OF protocol, in which different functionalities are defined as OF messages to collect AP's statistics. Thus, there is no application implementation on top of the controller like in other solutions, because the extended OF protocol by itself comprises all the required messages to allow the controller gather different network statistics such as RSSI, SINR, bit rate or airtime usage.
SDWN applications for High-density WLANs
In the previous section we presented different existing proposals that include SDN for WLANs. However, none of them proposed which network mechanisms or features could be improved apart from mobility ones.
So, other functionalities that can be improved in WLAN environments to take advantage of the statistics collected by the controller are:
• Spatial reuse: the use of transmit power control is essential in order to reduce interference, and improve network performance. However, most of Wi-Fi networks do not take advantage of it. In SDWN environments, since the controller can collect all the statistics, it seems quite feasible to include power control mechanisms, avoiding unnecessary overlaps between WLANs. In addition, the set-up of different clear channel assessment (CCA) levels could enhance the spatial reuse.
• Dynamic channel allocation (DCA): by gathering channel statistics in the controller, SDWN can perform dynamic channel allocation to minimize co-channel interference between WLANs.
• Dynamic channel bonding (DCB): the use of channel bonding based on the spectrum occupancy of neighboring WLANs can be performed as a solution to increase throughput rates and reduce interference between nodes, allocating different channel widths to each WLAN based on its traffic demands.
• 
Towards intelligent networking
Up to this point, from the previous sections it is possible to extract that the SDWN paradigm is extremely flexible, meaning that SDWN networks can be dynamically reconfigured to handle new situations. Thus, the introduction of machine learning techniques constitute a potential solution to achieve higher gains in terms of network performance. By using different algorithms, patterns can be extracted from data sets, or learned through interacting with the environment. Therefore, the knowledge extracted from past observations can be applied to update the behavior of the network. Existing machine learning algorithms are generally classified into three different categories depending on how the learning process is done. Supervised learning (SL) algorithms are trained using labeled examples. By comparing the predicted output with the labeled ones, these algorithms update the model accordingly to the error measured. On the other hand, unsupervised learning (USL) algorithms are used against data that has no historical labels. Thus, USL algorithms try to focus on arranging samples into different groups. Last, reinforcement learning (RL) algorithms, which through trial and error, try to find the actions that yield the greatest rewards.
The inclusion of machine learning into networking motivated the consideration of a new architectural division due to the fact that this kind of algorithms does not belong to data nor control planes. The new architectural division is the knowledge plane (KP), which was proposed in [9] , and which intends to place machine learning techniques over the network architecture scheme. The KP is responsible for learning the behavior of the network, and the decision-making process. Basically, the KP processes the statistics collected by the control plane, transforms them into knowledge via machine learning algorithms, and uses that knowledge to make decisions. Hence, in the context of SDN networks, the KP participates actively in the network orchestration due to its interaction with the controller, which configures the network according to KP's instructions. In the literature, the joint consideration of SDN and machine learning techniques can be found as Knowledge-Defined Networking (KDN) [10] . This new paradigm consists in combining data, control and knowledge planes to provide automated network control. OpenFlow. In regards to the machine learning related functionalities, a dedicated server, in which data is stored and machine learning algorithms executed, it is connected to the controller to take full advantage of network statistics to take decisions. Through the results from the machine learning algorithms, the decisionmake process about the knowledge obtained can be driven directly by the KP in an autonomous way, but based on a set of predefined requirements. On top of the controller, network applications are executed in order to give the directives to the controller for managing the network.
Taking an insight on the applications, some research has been done in order to use machine learning to enhance the network performance in SDWN. The following subsections present a brief introduction on different cases.
Traffic prediction and classification
Traffic prediction and classification were two of the earliest machine learning applications in the networking field. In this context, traffic classification is done in order to ensure QoS as well as quality of experience (QoE). Thus, statistics gathered by the controller can be used to classify data flows into different QoScategories. On the other hand, traffic prediction is used to forecast the total amount of traffic expected. As an example, in [11] , neural networks (NN) are used to perform traffic prediction by using flow level statistics together with a learning window of past time intervals, which repetitively trains the algorithm in order to characterize and predict the network behavior. Traffic prediction solutions may lead to have proactive systems in which different actions can be triggered before traffic imbalances happen. For instance, some actions could lead to a reconfiguration of the spectrum allocation in order to provide more bandwidth to a group of WLANs, or trigger load balance mechanisms.
Routing
Regarding to the management of the wired part of the network, routing strategies can be enhanced by using RL. In this context, in [12] it is proposed a network congestion prevention mechanism based on the Qlearning algorithm. In case of detecting congestion between a link pair, the algorithm recomputes the reward matrix accordingly to the inputs, in order to search a new route. As the authors proved, in comparison with Dijkstra's algorithm (shortest path algorithm), Q-learning based routing provides better results.
Security
Security is one of the most important factors that SDN architectures must face. The centralized nature of the control plane has many benefits, but it is a risky approach in terms of security, as all the network control is placed in a single point. For instance, current attacks such as denial of service (DoS) can be potentially critical, since the control plane is no longer distributed, and so the entire network can be compromised. In this context, machine learning can help to achieve a good level of security due to its ability to automatically find correlations in data. Deep learning techniques, such as the ANN proposed in [13] , are good mechanisms to detect any anomaly by just analyzing few per flow statistics. So, the algorithm compares any incoming traffic with the previous ones and raises an alert when the deviation between them is greater than a certain threshold. In consequence, attacks such as DoS can be detected and mitigated.
Spatial reuse and dynamic channel bonding
Other works that attempt to enhance the network performance by using machine learning in WLANs are related to spatial reuse and dynamic channel bonding. First, in the work done in [14] , multi armed bandits (MABs) are used for finding the AP configuration that maximizes the aggregate throughput. Here, the authors analyze different policies, in which the nodes' learning process is done probabilistically by means of exploiting and exploring the medium. In regards of dynamic channel bonding (DCB), the work done in [15] , assesses the problem for dense WLANs by evaluating different DCB policies. Here, the authors show, through analytical results, that always selecting the widest available bandwidth is counterproductive in the long term. Moreover, authors conclude that, in non-fully overlapping scenarios, the optimal solution is to apply different policies depending on the context of each WLAN, and therefore they must be on-line learned.
Since SDN offers a dynamic and programmable network architecture, spatial reuse and DCB can achieve greater results in terms of throughput and fairness than in current static deployments. Thus, a proof of concept has been made in order to test these two techniques over a SDWN environment.
As a study case, we implement an SDWN in which APs are able to adjust both the transmit power and the channel range. In particular, we model the problem through MABs, so that each WLAN can choose from any configuration k ∈ K, which corresponds to any combination of channel range and transmit power. The set of available configurations (K) that can be taken by the APs are listed in Figure 5b . In addition, we use
Thompson sampling (TS), which is a Bayesian algorithm that selects a given action based on its past noticed performance. To make the most of the exploration-exploitation trade-off, TS constructs a probabilistic model of the reward observed by each configuration.
Regarding the reward function, we define a common goal for all the WLANs, which refers to achieve the optimal max-min throughput. Using such a reward, we aim to empower a collaborative behavior for maximizing the minimum performance achieved between all the WLANs. Note, as well, that even if we share the reward by means of the SDN controller, each WLAN is responsible of selecting its actions, and does not have any kind of information regarding the configurations of the neighboring WLANs. With that, we aim to reduce the complexity that would entail centralizing the learning procedure. In fact, MABs have been shown to perform poorly for big action sets. Figure 5a shows the considered scenario that consists of 3 WLANs partially overlapping. While WLANs A and C are active from the beginning of the simulation, WLAN B is turned ON at iteration 250. This way we are able to assess the adaptability of SDWN to changing situations.
As shown in Figure 5c , TS fails at reaching the best possible configuration for the first 250 iterations, so that WLANs A and C end up choosing different channel ranges in order to avoid interference. In this particular case, finding the optimal configuration in a decentralized way is unlikely to occur, since it requires both WLANs to choose the optimal action simultaneously (i.e., minimum transmit power and the entire channel range). In case that only one of the WLANs chooses the optimum, it becomes vulnerable if the other uses maximum transmit power, thus leading to a low collaborative reward. Henceforth, optimal actions are in this case rapidly discarded due to their prominent risks when dealing with the environment. On the other hand, when WLAN B becomes active, the three WLANs are able to choose the optimal configuration. Figure 5d shows the throughput comparison between the max-min fairness policy case and two default (or baselines) configurations. As it can be observed, by applying machine learning we can achieve a good grade of fairness between WLANs and higher throughput values.
Conclusions
In this article, we have shown that new paradigms, such as the presented SDN and SDWN, are emerging with a clear aim to be used in future WLAN deployments, aiming to cope with the requirements of future dense and highly dynamic scenarios. The principal reason that motivates such a trend is their software based nature, which supports flexible solutions as well as having a fine-grained network control. Besides, big data mining and machine learning techniques are also raising attention due to their ability to use the huge amount of information that can be collected, and used to improve network management.
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