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La métagénomique vise à étudier le contenu génomique d’un échantillon extrait d’un milieu
naturel. Parmi les analyses de données métagénomiques, la métagénomique comparative a pour
objectif d’estimer la similarité entre deux ou plusieurs environnements d’un point de vue gé-
nomique. L’approche traditionnelle compare les échantillons sur la base des espèces identifiées.
Cependant, cette méthode est biaisée par l’incomplétude des bases de données de références.
La métagénomique comparative est dite de novo lorsque les échantillons sont comparés sans
connaissances a priori. La similarité est alors estimée en comptant le nombre de séquences
d’ADN similaires entre les jeux de données. Un projet métagénomique génère typiquement des
centaines de jeux de données. Chaque jeu contient des dizaines de millions de courtes séquences
d’ADN de 100 à 200 nucléotides (appelées lectures). Dans le contexte du début de cette thèse,
il aurait fallu des années pour comparer une telle masse de données avec les méthodes usuelles.
Cette thèse présente des approches de novo pour calculer très rapidement la similarité entre de
nombreux jeux de données.
Les travaux que nous proposons se basent sur le k-mer (mot de taille k) comme unité de
comparaison des métagénomes. La méthode principale développée pendant cette thèse, nommée
Simka, calcule de nombreuses mesures de similarité en remplacement les comptages d’espèces
classiquement utilisés par des comptages de grands k-mers (k > 21). Simka passe à l’échelle
sur les projets métagénomiques actuels grâce à un nouvelle stratégie pour compter les k-mers
de nombreux jeux de données en parallèle.
Les expériences sur les données du projet Human Microbiome Projet et Tara Oceans montrent
que les distances calculées par Simka sont bien corrélées avec les distances basées sur des comp-
tages d’espèces ou d’OTUs. Simka a traité ces projets (plus de 30 milliards de lectures réparties
dans des centaines de jeux) en quelques heures. C’est actuellement le seul outil à passer à
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Les micro-organismes sont présents dans tous les environnements et accomplissent un rôle
vital dans (presque) tous les écosystèmes. De plus, certaines communautés microbiennes vivent
en symbiose avec leurs hôtes et influent sur leur fonctionnement et leur santé. Par exemple,
l’être humain héberge 10 à 100 fois plus de bactéries qu’il n’a de cellules, et celles-ci exercent
un nombre de fonctions bien supérieur à celui de ses propres cellules [1]. Réussir à décrire ces
communautés microscopiques, à comprendre leurs fonctions et les facteurs qui peuvent influencer
leur composition sont des problèmes fondamentaux de la biologie avec des enjeux énormes en
ce qui concerne l’environnement et la médecine. La flore intestinale humaine a par exemple
récemment été mise en cause dans le développement de certaines maladies telles que l’obésité,
le diabète de type 2 ou la maladie de Crohn [2].
Cette introduction généraliste a pour objectif de présenter la métagénomique, discipline qui
explore les communautés d’organismes à travers l’analyse de l’ADN prélevé dans des environne-
ments naturels.
Les fondements de la métagénomique, à savoir la génétique et la génomique, sont tout d’abord
présentés. Les différentes techniques d’analyse pour extraire des connaissances des jeux de don-
nées métagénomiques sont ensuite abordées. Enfin, après avoir présenté les limitations de chacune
de ces techniques d’analyses, la métagénomique comparative de novo est mise en avant. Celle-ci
a pour objectif d’estimer la similarité entre deux environnements d’un point de vue génomique.
Pour cela, leurs séquences d’ADN sont comparées entre elles afin de déterminer leur contenu
génomique partagé et spécifique. La difficulté de ce problème provient de la taille démesurée
des données à comparer. En effet, les projets métagénomiques actuels, tels que le projet Tara
Oceans [3], mettent à disposition des centaines de jeux de données contenant chacun des cen-
taines de millions de séquences d’ADN. Dans le contexte du début de cette thèse, il aurait fallu
des années pour comparer une telle masse de données avec les méthodes usuelles. Cette thèse
s’attaque à réduire ce temps de traitement et à valider les techniques proposées.
1.1 Génomique et bioinformatique des séquences
Les séquenceurs d’ADN déterminent l’enchainement des nucléotides d’un fragment d’ADN et
les numérisent. Le résultat de cette opération est un texte représentant la séquence du fragment
d’ADN codée sur quatre lettres A, C, G et T, les quatre nucléotides (ou bases) de l’ADN. La
bioinformatique des séquences exploite ces données de séquençage en utilisant l’outil informatique
afin de répondre à des problèmes biologiques. Cette section introduit les données sur lesquelles






Figure 1.1. Représentation d’une classification phylogénétique. Dendrogramme de
quatre espèces A, B, C et D. La taille des branches et le nombre de nœuds entre chaque espèce
indique leur distance évolutive. Les espèces B et C appartiennent à un même clade puisqu’il
partage un ancêtre commun.
des séquences.
1.1.1 Séquençage de première génération et génétique
Les premières technologies de séquençage automatique de l’ADN, nommées Sanger [4] et
Maxam–Gilbert [5], sont apparues indépendamment en 1977. La quantité de données qu’ont mis
à disposition ces machines a notamment révolutionné la génétique, discipline qui se consacre
à l’étude des gènes entre différents individus ou entre différentes espèces. La même année, en
conjonction avec ces technologies, l’utilisation des gènes ribosomiques (ARNr) est proposée pour
identifier les êtres vivants et les classifier [6].
Une telle classification conduit à l’obtention d’un arbre phylogénétique, représentatif des
liens de parenté entre les organismes étudiés (figure 1.1). Un nœud de l’arbre représente l’ancêtre
commun de ses descendants. Plus la longueur de branche entre deux espèces est grande, plus elles
sont éloignées. On appelle clade un regroupement d’organismes partageant un ancêtre commun.
Les clades ont tendance à remplacer peu à peu la notion de taxon qui représente des organismes
ou groupes d’organismes partageant des caractères en commun. Historiquement, les taxons ont
cependant été définis sur des caractères morphologiques. Il est donc possible que des espèces
d’un même taxon soit en fait éloignées génétiquement et appartiennent à des clades différents.
Pour obtenir une telle classification génétique, les séquences d’ADN sont comparées pour
déterminer leur degré de similarité. L’idée consiste à faire correspondre au mieux les deux sé-
quences tout en minimisant le nombre de mutations nécessaires pour passer de l’une à l’autre.
On appelle ce processus l’alignement de séquences [7]. Il existe trois types de mutations : la
substitution : un nucléotide est remplacé par un autre, l’insertion : un nucléotide est ajouté dans
la séquence, ou à l’inverse, la délétion : un nucléotide disparait. Le résultat de l’alignement est
un score de similarité prenant en compte le nombre de nucléotides en commun et les différences
entre les deux séquences alignées. L’alignement de séquences est une opération fondamentale
en bioinformatique. D’ailleurs, l’outil d’alignement Blast [8] est un des outils les plus cités au
monde.
À la fin des années 90, les technologies de séquençage permettent le séquençage de génomes
complets, tel que Escherichia coli [9]. La génomique est née et il est alors possible d’étudier les
gènes d’un organisme dans leur ensemble.
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1.1.2 Séquençage haut-débit
Les technologies de séquençage ont subit une réelle révolution entre les années 2005 et 2008
avec l’apparition des séquenceurs de nouvelle génération (NGS). Quelques années avant, le sé-
quençage du premier génome humain s’achevait. Cette opération a duré plus d’une dizaine
d’années et couté environ 3 milliards de dollars [10]. Aujourd’hui, la technologie NGS Illumina
produit le séquençage d’un génome humain en une journée et pour moins d’un millier de dol-
lars. Cette révolution consiste donc en une augmentation conséquente du débit de séquençage,
conjointement à une diminution drastique de son coût [11]. Cette thèse s’appuie sur ce type de
données dont nous rappelons les spécificités.
La particularité des technologies NGS est qu’elles ne sont pas en mesure de fournir la séquence
complète d’un génome mais seulement de courts extraits, appelés lectures, de quelques centaines
de nucléotides selon la technologie de séquençage utilisée. La taille d’une lecture est environ 10
milles fois plus petite que le génome d’une bactérie et 30 millions de fois plus petite que la taille
du génome humain. De plus, la position d’une lecture est sélectionnée aléatoirement au sein du
génome visé. Pour espérer que l’intégralité du génome soit séquencé, un grand nombre de lectures
doit donc être généré. Ainsi, ces lectures couvrent le génome original à une certaine profondeur.
Par exemple, une couverture de 10× signifie que chaque position du génome est contenue dans
10 lectures en moyenne. Les séquenceurs NGS génèrent également un certain nombre d’erreurs
de séquençage. Ces erreurs peuvent être dues à un mauvais choix de nucléotides (substitution)
ou à l’oubli/ajout de nucléotides dans les lectures (délétion et insertion). La technologie Illumina
domine actuellement largement le marché. Ainsi, les données sont de courtes lectures de 100 à
250 nucléotides possédant majoritairement un taux d’erreur de type substitution de l’ordre de
0.1 à 1%.
Pour récapituler, un jeu de données de séquençage se caractérise par un très grand nombre
de courtes séquences d’ADN. Plus le génome visé est grand, plus il faut générer de lectures
pour le couvrir en intégralité. La taille des jeux de données peut être très grande. Un jeu de
données de la bactérie E.coli (taille du génome ≈ 5 Mbp), couvert à 116× à une taille de 1,4 Go
et contient 5,3 millions de lectures. Un jeu de données humain (taille du génome ≈ 3,2 Gbp)
couvert simplement à 14× atteint une taille de 115,6 Go pour 447 millions de lectures.
La nature des données NGS et la baisse du prix du séquençage sont à l’origine du phénomène
de Big Data que connait la bioinformatique depuis une dizaine d’années. L’évolution des res-
sources informatiques gère difficilement l’augmentation exponentielle de la quantité de données
génomiques (www.genome.gov/sequencingcosts/). Ainsi, le traitement des données NGS est
devenu un secteur de recherche très actif de la bioinformatique avec pour objectifs de développer
de nouvelles structures de données et de nouveaux algorithmes dédiés à leur traitement.
1.1.3 Assemblage de données génomiques
Une des opérations fondamentales en bioinformatique des séquences est l’assemblage géno-
mique. Celui-ci a pour objectif de retrouver le génome original qui a été morcelé pendant la
phase de séquençage. Un jeu de données génomiques est alors vu comme un énorme puzzle où
les pièces sont les lectures. Deux lectures peuvent s’assembler si elles se chevauchent d’un cer-
tain nombre de nucléotides. Les lectures ainsi fusionnées forment des séquences de plus en plus
longues que l’on appelle "contigs".
D’un point de vue informatique, ce puzzle est généralement représenté par un graphe où les
nœuds sont des séquences et où les arêtes représentent le chevauchement entre deux séquences.
Les contigs sont ensuite formés en parcourant les chemins de ce graphe. En pratique, cette tâche
est très complexe. Inévitablement, il existe des régions du graphe où les séquences successives se
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chevauchent avec plusieurs autres, forment des cycles, etc. La difficulté principale provient des
grandes régions répétées du génome. Cela implique qu’une lecture peut apparaitre à plusieurs
endroits du génome et possède donc plusieurs contextes.
Plus le génome original contient de longues répétitions, plus il est complexe à assembler.
Plus il est long, plus le nombre de lectures nécessaire est grand et plus il faut de ressources
informatiques et de temps pour l’assembler. Il est donc plus simple d’assembler les lectures
d’une bactérie, dont le génome est généralement court et avec peu de longues répétitions, que
celles d’un humain.
Il existe un large éventail d’outils d’assemblage. Ceux-ci diffèrent majoritairement par leur
manière de représenter le graphe et de construire des contigs. Chaque méthode offre un compro-
mis entre temps de calcul, quantité de mémoire requise et qualité des résultats. Par exemple,
Celera [10] et SGA [12] utilisent un graphe où les nœuds sont les lectures. Mais ils requièrent
des temps de calcul très longs pour détecter les chevauchements entre les lectures. Velvet [13]
et Abyss [14] utilisent le graphe de de-Bruijn pour éviter cette étape. Ils passent à l’échelle sur
de grands génomes. Ce graphe requiert cependant l’usage de mots de taille fixe plus petits que
les lectures, appelés k-mers, ce qui a un fort impact sur les résultats de l’assemblage. Les pre-
miers assembleurs, tels que Abyss, requièrent plusieurs centaines de Go de mémoire vive pour
assembler un génome humain couvert à 30× [15]. La nouvelle version de cet assembleur requiert
34 Go de mémoire et se rapproche des capacités d’une machine standard. Le temps de calcul
pour effectuer l’assemblage de ce génome est de l’ordre de la journée sur une machine possédant
64 cœurs de calculs [15].
Enfin, pour rapidement se rendre compte de la difficulté du problème, on peut voir dans les
statistiques de la base de données de génomes GOLD (Genomes Online Database) que le nombre
de génomes inachevés (draft genome) explose par rapport à celui de génomes complets (https://
gold.jgi.doe.gov/statistics). L’assemblage est donc encore aujourd’hui un problème ouvert
et actif. Au moment de l’écriture de cette thèse, l’arrivée de la troisième génération de séquençage
et ses longues lectures (pouvant atteindre des dizaines de milliers de nucléotides) lance un nouvel
élan et devrait aider à résoudre le problème des répétitions [16].
1.1.4 Conclusion
La production massive de données génomiques par les technologies NGS et les avancées de
la bioinformatique concernant leur traitement ont permis de déterminer de nombreux gènes et
génomes. Le séquençage du génome d’un individu d’une seule espèce n’est malheureusement pas
applicable à tous les organismes. La principale raison est que les séquenceurs nécessitent une
quantité d’ADN importante pour produire des jeux de données qui couvrent correctement le
génome. Le séquençage d’un individu eucaryote est ainsi aisé puisque ses nombreuses cellules
permettent une extraction abondante de son ADN. En revanche, les espèces procaryotes néces-
sitent l’isolement d’un individu puis sa culture en laboratoire pour dupliquer son unique cellule.
Depuis les années 1980, il est connu que certains organismes ne peuvent pas survivre en milieu
contrôlé [17]. Il s’avère même qu’il s’agit d’une grande majorité des micro-organismes. Il a été
estimé que moins de 0.1% des bactéries présentes dans l’eau de mer peuvent survivre à l’isole-
ment [18]. Cela peut s’expliquer par le fait qu’il n’est pas possible de reproduire l’environnement
nécessaire à la survie de ces organismes ou parce que des liaisons symbiotiques entre différentes
espèces ont été rompues [19].
Le séquençage de génome à cellule unique (Single Cell Sequencing) est un moyen d’accéder
au génome de ces organismes. Cette technique implique l’isolation d’une cellule unique puis la
réalisation d’une amplification du génome avant de procéder au séquençage. Cependant, l’étape
d’amplification favorise certaines régions des génomes. Seulement 40% du génome est couvert
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en moyenne [20]. De plus, les techniques d’amplification peuvent introduire des mutations ou
encore des séquences chimériques [21].
Une autre solution pour étudier ces organismes consiste à extraire et à séquencer tout l’ADN
d’un environnement naturel [22]. En plus d’accéder aux génomes des organismes présents, cette
technique permet d’étudier une communauté dans son ensemble, plutôt qu’individu par individu.
Ainsi est née la métagénomique.
1.2 Métagénomique
La métagénomique est une porte d’accès au monde microbien non cultivable en laboratoire
en séquencant l’ensemble de l’ADN présent dans un même milieu [23]. Le terme métagénomique
a été introduit pour la première fois par Handelsman en 1998 [22] et a été rapidement adopté par
la communauté scientifique. Comme dans le cas de la génomique, les NGS tirent aléatoirement un
grand nombre de lectures dans l’échantillon d’ADN. La différence majeure est que cet échantillon
est une "soupe" composée de nombreux individus appartenant à différentes espèces pour la
plupart inconnues des bases de données biologiques. Il n’est pas possible de savoir a priori
quelles espèces ont été séquencées. Cela complexifie d’autant plus les traitements. Par exemple,
en génomique, si l’assemblage est vu comme la résolution d’un puzzle contenant des millions de
pièces, l’assemblage d’un jeu de données métagénomiques peut alors être vu comme la résolution
d’une multitude de puzzles mélangés. Le passage à la métagénomique soulève donc de nouveaux
problèmes tels que l’identification des espèces présentes, leurs quantités, leurs fonctions dans
l’environnement, et requiert le développement de méthodes spécifiques.
Dans la suite de cette section, les différents types d’analyse pour extraire des connaissances
des données métagénomiques sont détaillés. Les diverses méthodes bioinformatiques sont ensuite
présentées succinctement, sans prétendre être un listing exhaustif des outils existants. Avant
de conclure, quelques applications métagénomiques illustrent ces analyses et les conclusions
biologiques qui peuvent être tirées.
1.2.1 Questions et données
Il existe trois grands types d’analyse de jeux de données métagénomiques : taxonomique,
fonctionnelle et comparative. Les analyses taxonomiques consistent à faire l’inventaire des
taxons présents dans un environnement et à déterminer leur abondance. On cherche ici à ré-
pondre à la question : qui est présent dans mon échantillon et en quelle quantité ? De la même
manière, les analyses fonctionnelles cherchent à déterminer les protéines et fonctions de l’en-
vironnement et leur quantité afin de répondre à la question : que peut faire la communauté ?
En pratique, l’identification de la diversité taxonomique et fonctionnelle a des applications très
importantes, comme la recherche d’associations entre des espèces ou des gènes avec des ma-
ladies [24]. La découverte de taxons déjà annotés fonctionnellement donne des indications sur
la fonction biologique de l’environnement. Par exemple, la présence de Cyanobacteria suggère
que la communauté est photo-synthétique [25]. La métagénomique comparative consiste à
comparer plusieurs jeux de données afin d’en établir leur similarité globale d’un point de vue
génomique. Traditionnellement, la comparaison se base sur leur composition taxonomique et/ou
fonctionnelle. Plus les environnements partagent de taxons ou de fonctions, plus grande est leur
similarité et vice versa. La comparaison peut également se baser directement sur les séquences
d’ADN des environnements, c’est-à-dire sans passer par une étape d’identification de la diversité.
La métagénomique comparative permet, par exemple, de clusteriser les échantillons ou d’établir
des liens entre des changements de la diversité et des changements de conditions environnemen-
tales/expérimentales (individus sains, individus malades, température, etc.). La métagénomique
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comparative cherche à répondre à la question : quels sont les points communs ou les différences
entre les communautés ?
Il existe deux types de données métagénomiques sur lesquelles effectuer ces analyses : ciblée
et plein-génome. La métagénomique ciblée ne s’intéresse qu’à certaines portions des génomes.
À l’inverse, la métagénomique plein-génome (dite shotgun ou Whole Genome Sequencing
dans la littérature) s’intéresse à l’ensemble du contenu génomique présent dans un échantillon
d’ADN. En métagénomique ciblée, seules de très petites portions des génomes, de quelques
centaines de bases, sont séquencées. Ces portions sont appelées des marqueurs phylogénétiques.
Ces marqueurs ont été sélectionnés pour contenir des régions très conservées et des régions très
variables. Les régions très conservées permettent de designer des amorces PCR universelles au
sein des génomes afin de le séquencer. Les régions variables permettent idéalement d’identifier
sans ambiguïté chaque taxon [26]. Le plus connu de ces marqueurs est l’ARNr 16S pour identifier
les bactéries. Mais il existe d’autres types de marqueurs pour d’autres types de micro-organismes.
Les séquences issues d’un séquençage ciblé sont appelées des amplicons car elles sont le produit
d’une amplification artificielle, par réaction en chaîne par polymérase (PCR) par exemple.
Les données ciblées sont donc conçues pour estimer la diversité taxonomique d’un environ-
nement. Pour analyser son contenu fonctionnel, il faut avoir recours aux données plein-génome.
Bien sûr, les données plein-génome permettent également d’estimer la diversité taxonomique.
Cependant, la métagénomique ciblée est l’approche la plus répandue pour effectuer cette ana-
lyse. La nature ciblée des données fait qu’elles sont moins complexes à traiter que des données
plein-génome puisque chaque amplicon est, par définition, spécifique d’un taxon. Par consé-
quent, il faut un nombre beaucoup plus faible de séquences pour représenter la communauté
étudiée, diminuant ainsi le coût du séquençage et le temps de traitement. À titre de compa-
raison, les jeux d’amplicons du projet Tara Oceans, un des plus gros projets métagénomiques
actuels, contiennent quelques centaines de milliers de séquences par jeu contre quelques cen-
taines de millions par jeu de données plein-génome. Un jeu plein-génome ne représente souvent
qu’un extrait de la communauté présente. Pour être exhaustif, produire un jeu de données re-
présentatif de la communauté d’un gramme de sol terrestre coûterait des centaines de millions
de dollars [27]. En revanche, les avantages de la métagénomique ciblée sont au prix de plusieurs
biais concernant l’estimation de la diversité taxonomique dont nous allons discuter dans la suite
de ce chapitre.
Cette thèse s’inscrit dans la métagénomique comparative de jeux de données plein-génome.
Par conséquent, une place plus importante est accordée à ce type de données et d’analyses dans
l’ensemble de ce manuscrit. Ce choix d’analyse est motivé dans les sous-sections suivantes.
1.2.2 Analyse de la diversité taxonomique
Estimer la diversité taxonomique d’un jeu de données métagénomique consiste à déterminer
la liste des taxons présents et à calculer leur abondance. L’assignation taxonomique est
l’approche traditionnellement employée. Elle consiste à comparer les séquences métagénomiques
à des séquences représentatives de chaque taxon, comme leur génome de référence. Par exemple,
si une lecture s’aligne bien sur une région du génome de la bactérie E. coli, alors cette fraction
du génome de E. coli est dite présente dans la communauté. L’inconvénient de cette approche
avec références est qu’elle est limitée par nos connaissances.
Il existent trois techniques pour estimer la diversité taxonomique sans connaissance a priori.
La détection d’OTUs (Operational Taxonomic Units) consiste à regrouper les amplicons via
une étape de clustering. Il est alors idéalement espéré que chaque groupe corresponde à un
taxon. Cette technique est dédiée à la métagénomique ciblée. Le binning est l’équivalent de la
détection d’OTU pour des données plein-génome. Enfin, l’assemblage métagénomique est
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par définition la méthode ultime pour estimer la diversité d’un échantillon. Cependant, à ce
jour, il n’existe pas d’outil générique capable de déterminer l’ensemble des génomes complets
présents dans ces données. Mais nous allons voir que l’assemblage métagénomique et le binning
sont intimement liés. Si ces trois approches ne répondent pas explicitement à la question "qui
est présent dans ma communauté ?", celles-ci peuvent donner de bonnes indications de diversité,
comme le nombre et le type de taxons distincts présents dans la communauté. L’assignation
taxonomique peut également être basée sur le résultat de ces méthodes.
Une fois la liste des taxons identifiée, leur abondance est estimée en fonction du nombre de
séquences alignées sur leur référence. Dans le cas d’une estimation de la diversité sans références,
l’abondance des OTUs (ou bins) est estimée en fonction du nombre de séquences qui constituent
leur cluster.
1.2.2.1 Assignation taxonomique
Une méthode d’assignation taxonomique cherche à attribuer chaque séquence métagénomique
à un taxon. L’approche classique consiste à aligner toutes les séquences contre toutes celles d’une
ou plusieurs banques de références. Le score d’alignement le plus élevé entre une séquence et une
référence est alors utilisé pour estimer leur ressemblance d’un point de vue phylogénétique. Il
existe de nombreuses banques de références, telles que RefSeq [28] pour aligner les séquences
contre des génomes complets, ou RDP [29] et Greengenes [30] pour les aligner contre des
marqueurs phylogénétiques connus.
Dans le cas de données ciblées, cette approche est exploitable puisque les jeux d’amplicons ont
une taille modérée. De plus, l’alignement est rapide car les références sont également de courts
marqueurs. Cependant, les outils d’assignation taxonomique d’amplicons, tels que Qiime [31] et
Mothur [32], fonctionnent autrement : ils détectent tout d’abord les OTUs (section 1.2.2.2),
puis élisent un amplicon représentatif par OTU qui est alors aligné contre les références.
Les limitations de cette technique d’assignation, en matière de passage à l’échelle, appa-
raissent lorsque des dizaines de millions de lectures d’un simple jeu plein-génome doivent être
alignées contre des génomes complets (plus d’une dizaine de milliers de génomes de référence
actuellement). Par exemple, le logiciel Megan [33] base son assignation sur la sortie de Blast.
L’usage d’outils d’alignement spécialisés pour les données NGS, tels que BWA [34] et Bow-
tie2 [35], améliorent drastiquement les temps de traitement mais ils ne passent pas à l’échelle au
regard des calculs demandés.
Pour pallier ce problème, d’autres outils, dits sans-alignement (alignment-free), ont récem-
ment émergé. La comparaison de séquences sans-alignement est un domaine de recherche à part
entière datant des années 80 [36] mais dont la popularité a particulièrement augmenté suite à
l’apparition des technologies NGS. Cette approche fonctionne généralement en utilisant le k-
mer (mot de taille k) comme unité de comparaison. Une mesure de similarité simple entre deux
séquences peut être leur pourcentage de k-mers en commun. L’avantage des k-mers est qu’ils
s’indexent et se comparent extrêmement rapidement. Kraken [37] est un des premiers outils à
avoir implémenté cette idée et conduit à une assignation extrêmement rapide des lectures. En
plus d’un catalogue de génomes de référence, Kraken utilise leur classification taxonomique
pour assigner les lectures. Pour une lecture donnée, Kraken regarde dans quels génomes ses k-
mers apparaissent. La lecture est alors assignée à l’ancêtre commun le plus proche de ces génomes
d’après l’arbre taxonomique. Au moment de sa publication, la vitesse de Kraken (4.1 millions
de lectures par minute, 909 fois plus rapide que MegaBlast [38], une version rapide de Blast)
et la qualité de son assignation en ont fait un des standards. Cependant, celui-ci à une empreinte
mémoire élevée (70 Go) pour stocker un index contenant seulement 2787 génomes bactériens.
Depuis la sortie de Kraken, l’assignation sans-alignement a été un domaine de recherche très
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actif. De nombreux outils ont été publiés, comme Centrifuge [39] ou Kaiju [40].
Une autre catégorie d’outils estime la diversité des jeux plein-génome en n’utilisant qu’une
fraction des lectures : celles qui codent pour un marqueur phylogénétique donné, tel que l’ARNr
16S. Cela revient en quelque sorte à réduire les jeux plein-génome à des jeux de métagéno-
mique ciblée. Par exemple, dans le pipeline d’analyses métagénomiques EMG [41], le logiciel
Hmmer [42] est tout d’abord utilisé pour détecter les lectures codant pour des ARNr. Celles-ci
sont ensuite traitées par des logiciels classiques d’analyse d’amplicons tel que Qiime. Dans la
même idée, Metaphlan [43, 44] réduit les banques de références à environ un million de courts
marqueurs très conservés et spécifiques des clades. L’alignement des lectures contre ces mar-
queurs est ensuite effectué grâce à Bowtie2. Kraken reste plus rapide que Metahplan (11
fois plus rapide [37]) grâce à l’utilisation des k-mers. Cependant, l’index de Metaphlan (1 Go),
correspondant à environ 17 000 génomes de référence, lui permet d’être utilisé sur des machines
standards.
Conclusion. L’assignation taxonomique est un domaine extrêmement actif de la métagéno-
mique. Il existe aujourd’hui un large éventail d’outils qui offrent de bons compromis entre temps
de traitement, ressources informatiques requises et qualité d’assignation.
Cependant, les approches avec références n’annotent qu’une fraction des séquences méta-
génomiques puisqu’une grande majorité des espèces nous est encore inconnue (plus de 99%
d’entre elles [45]). Par exemple, dans le cadre de l’analyse du microbiome humain, le consor-
tium HMP a aligné plus de 38 milliards de lectures de haute qualité sur plus de 3000 gé-
nomes de référence complets à 80% de similarité minimum. Seulement 57% d’entre elles ont
atteint une cible [46], alors que c’est pourtant un environnement très étudié (voir https:
//www.hmpdacc.org/hmp/publications.php par exemple). De plus, pour les séquences pro-
venant de taxons inconnus, le risque est de les assigner à de mauvais taxons qui leur seraient
proches d’un point de vue génomique. Enfin, ce nombre de séquences non assignées peut dras-
tiquement augmenter dans des environnements comme l’eau de mer ou le sol, qui sont non
seulement plus complexes mais aussi bien moins étudiés. Cette importante fraction de séquences
ignorées peut fortement biaiser le résultat des analyses et les conclusions qui en sont tirées. Pour
pallier ce biais, d’autres approches sont mises en œuvre : la détection d’OTUs, l’assemblage
métagénomique et le binning.
1.2.2.2 Détection d’OTUs
La détection d’OTUs consiste à clusteriser les amplicons. Idéalement, il est espéré que chaque
OTU corresponde à un taxon. Cette technique est dédiée aux données de métagénomique ciblée.
Puisque les séquences ciblées proviennent de la même région de chaque génome, sur quelques
centaines de nucléotides, celles-ci sont directement comparées toutes contre toutes sur la base
de leur similarité. Un seuil d’identité est ensuite appliqué pour les regrouper en OTUs. Intuiti-
vement, un seuil d’identité élevé génère des OTUs correspondant à un rang taxonomique plus
précis et inversement. Un seuil d’identité à 97% est souvent utilisé pour obtenir des OTUs au
niveau de l’espèce [47]. Les techniques existantes s’attachent donc à optimiser ces comparaisons
de séquences toutes contre toutes.
Cette approche a été optimisée par le logiciel Esprit [48] en évitant l’alignement des paires
d’amplicons pour lesquels il est facile de déduire que la similarité sera en dessous du seuil d’iden-
tité minimum à partir de leur composition en k-mers. En effet, si le seuil d’identité est fourni
a priori, il est possible de déterminer le nombre minimum de k-mers que les séquences doivent
partager pour avoir une identité au moins égale au seuil. Cette approche est particulièrement
efficace si le seuil d’identité est élevé, ce qui est souvent le cas. De nombreux outils de clustering
12
et d’alignement de séquences implémentent cette idée.
Les approches gloutonnes clusterisent les amplicons en une seule passe sur les données. Au
départ, il n’y a pas encore de cluster donc le premier amplicon devient automatiquement le centre
d’un premier cluster. Le deuxième amplicon est regroupé avec le premier si les deux amplicons
sont similaires. Dans le cas contraire, il devient le centre d’un nouveau cluster. Chaque amplicon
qui suit est comparé aux centres et s’associe avec un cluster existant ou en crée un nouveau.
Des outils très populaires de la bioinformatique existent pour effectuer un tel clustering, tels que
CD-HIT [49] et Uclust [50]. Cependant, ces deux outils n’ont pas spécifiquement été optimisés
pour le clustering d’amplicons.
Sumaclust [51] et Swarm [52] sont deux outils dédiés à la détection d’OTUs. Ceux-ci
proposent de trier les amplicons par abondance en pré-traitement (l’abondance d’un amplicon
est égale à son nombre de copies exactes). En effet, les amplicons abondants ont moins de chance
d’être erronés (erreurs dues à la technologie de séquençage ou à l’amplification) et devraient finir
au centre de leur cluster. L’outil Swarm s’abstrait du seuil d’identité global arbitraire. Pour cela,
un grand seuil d’identité est tout d’abord choisi et diminue itérativement tant qu’il reste des
amplicons à affecter. Les clusters croissent ainsi jusqu’à leur limite naturelle et sont fermés dès
qu’ils n’agglomèrent plus d’amplicons. Sumaclust et Swarm raffinent également leurs clusters
en exploitant l’abondance des amplicons et la topologie d’un graphe où les noeuds sont les
séquences et les arêtes la similarité. Les longs enchainements d’un amplicon dont l’abondance
décroit, puis croit (forme de vallée), sont scindés pour créer des clusters de meilleure résolution.
Ces deux outils utilisent également les instructions SIMD (Single Instruction Multiple Data) des
processeurs modernes pour comparer les amplicons en parallèle à grain fin. Sur un jeu de données
de plus de deux milliards d’amplicons, Swarm détecte les OTUs en 3h41. Il est beaucoup plus
rapide que Uclust dont le temps de calcul est estimé à 150 jours.
Conclusion. Les avantages de la métagénomique ciblée, en termes de coût de séquençage, de
simplicité d’analyse et de temps de calcul, sont au prix du biais généré par l’utilisation d’un seul
marqueur pour estimer la diversité. De nombreuses études évoquent les inconvénients de cette
approche : le marqueur peut ne pas être assez informatif pour discriminer les sous-espèces ou
souches [53, 54, 55] ; plusieurs espèces peuvent être représentées par la même séquence de mar-
queur phylogénétique [56] ; l’étape d’amplification favorise certaines régions génomiques et biaise
donc l’abondance des amplicons [57] ; les erreurs d’amplification génèrent des amplicons erronés
difficilement détectables ; la possible présence de multiples copies d’un même marqueur dans un
même génome biaise son abondance [58] ; enfin, les résultats, en termes d’OTUs identifiés, ne
sont pas homogènes en fonction du choix des marqueurs [59, 60].
La détection d’OTUs peut être appliquée aux données plein-génome via un pré-traitement.
Pour cela, un logiciel de détection des marqueurs phylogénétiques, tel que Hmmer [42], est
utilisé afin de réduire un jeu plein-génome à un jeu de données ciblées. Cependant, il existe
d’autres approches pour estimer la diversité taxonomique sans référence spécifiques aux données
plein-génome : l’assemblage métagénomique et le binning.
1.2.2.3 Assemblage métagénomique
Comme dans le cas de la génomique, l’assemblage métagénomique a pour but de reconstruire
les génomes des espèces présentes qui ont été morcelés pendant le processus de séquençage. L’as-
semblage génomique des données d’un unique individu d’une seule espèce est déjà un problème
très complexe (section 1.1.3). Il s’agit maintenant d’assembler les séquences d’ADN de nom-
breux individus appartenant à diverses espèces. Les assembleurs génomiques requièrent généra-
lement une couverture minimum (> 20×) et uniforme afin de générer une référence complète.
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En métagénomique, la couverture des espèces, représentée par leur abondance dans le milieu,
est hétérogène et souvent très faible. Parmi les espèces présentes, certaines peuvent avoir des
génomes proches et risquent d’être fusionnées pendant l’assemblage, générant ainsi des contigs
chimériques [61]. Une autre source de difficulté provient des variations engendrées par le poly-
morphisme des multiples individus d’une même espèce. Il est très complexe d’établir un génome
consensus à partir des génomes de différents individus d’une même espèce [62].
Si la reconstitution des génomes complets parait impossible dans de telles circonstances,
l’assemblage métagénomique reste très utile pour obtenir des séquences plus longues que les
lectures. Les contigs améliorent généralement les analyses métagénomiques telles que le binning,
l’assignation taxonomique [63] ou la détection de gènes [24]. Pour cette tâche, des assembleurs
génomiques classiques peuvent être lancés directement sur les données métagénomiques. Cepen-
dant, il existe aujourd’hui quelques assembleurs qui s’attaquent à certains problèmes spécifiques
de la métagénomique et qui obtiennent généralement des contigs plus longs.
Une idée notable pour améliorer les assembleurs génomiques classiques est de prendre en
compte l’abondance des espèces, en plus de leur séquence, pour différencier ces espèces. Cette
idée a été introduite par l’assembleur MetaVelvet [64] qui est une extension de l’assembleur Velvet
pour des données métagénomiques. L’abondance des espèces peut être estimée en comptant les
k-mers du jeu de données en utilisant un grand k (k > 21) [65, 66]. Lorsque l’assembleur a
plusieurs choix pour prolonger un contig (il se situe dans une région génomique présente chez
plusieurs espèces par exemple), il choisit le chemin qui a l’abondance la plus proche de celle du
contig courant.
Conclusion. L’assemblage des génomes complets basé sur de courtes lectures métagénomiques
reste aujourd’hui un problème ouvert, voire inaccessible dans le cas d’environnements complexes,
tels que le sol ou l’eau de mer, constitués de nombreuses espèces rares et d’un taux de polymor-
phisme élevé [67].
La compétition de traitement de données métagénomiques CAMI [68] a récemment mis
en lumière la difficulté de ce problème sur un jeu de données simulées contenant environ 600
génomes (∼500 millions de lectures de 150 bp). Six assembleurs ont été évalués et ont rendu
des résultats hétérogènes. Les meilleurs d’entre eux ont généré environ 16 fois plus de contigs
qu’attendu et environ 30% des génomes n’ont pas été assemblés. En particulier, la distinction
des souches (génomes > 95% de similarité) n’a pas du tout été résolu. Seulement 22% de ces
génomes ont correctement été assemblés au mieux. De manière attendue, aucun assembleur n’a
réussi à assembler les espèces rares (< 5× de couverture).
L’assemblage métagénomique reste utile dans le but de produire des séquences plus longues
que les lectures. Cependant, certains problèmes n’ayant pas été résolus, les contigs ne représen-
teront qu’une partie des données originales.
1.2.2.4 Binning
Le clustering de lectures métagénomiques sans référence, appelé binning dans ce manuscrit,
consiste à attribuer un groupe, appelé bin, à chaque lecture. C’est l’équivalent du clustering des
amplicons en OTU mais pour des données plein-génome. Il est donc espéré que chaque groupe
corresponde à un taxon. Le binning est cependant beaucoup plus complexe que le clustering
d’amplicons. Premièrement, d’un point de vue informatique : un échantillon plein-génome peut
contenir des dizaines, voire des centaines de millions de lectures, contre les centaines de milliers
d’amplicons des jeux de données ciblées. Deuxièmement, les données sont beaucoup plus hété-
rogènes car elles ne proviennent pas simplement d’une région ciblée du génome. Il ne s’agit donc
pas essentiellement d’avoir recours à de l’alignement de séquences car deux lectures peuvent être
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parfaitement dissimilaires mais appartenir au même génome.
La plupart des outils de binning comparent les lectures métagénomiques en se basant sur
leur composition en petits k-mers (k ≈ 4). Cette composition est représentée par un vecteur
de k-mers, de taille 4k, chacun associé avec son nombre d’occurrences dans la séquence. Ces
vecteurs peuvent ensuite être comparés, en utilisant la distance de Spearman par exemple,
puis clusterisés avec des techniques d’apprentissage non-supervisé. Cette approche se base sur
l’observation que la composition en k-mers est stable au sein du génome d’une espèce mais varie
entre les génomes d’espèces distinctes [69]. Celle-ci a été implémentée pour la première fois dans
l’outil TETRA [70]. Cependant, cette méthode ne fonctionne efficacement que si la taille des
séquences est au moins de 1000 nucléotides [71].
Pour répondre à ce problème, MetaCluster-4 [72] regroupe, dans un premier temps, les
lectures qui partagent un grand k-mer (k > 35). Plus k est grand, plus la probabilité que deux
lectures partageant un k-mer proviennent du même génome augmente. Il existe tout de même
une limite à partir de laquelle les k-mers deviennent trop sensibles aux variants génomique et aux
erreurs de séquençage. Ces groupes de lectures sont ensuite eux-mêmes regroupés en extrayant
leur représentation en 4-mers, puis en les clusterisant avec l’algorithme k-means [73]. Basé sur
l’observation que le binning est sensible à l’abondance des espèces [66], notamment les espèces
très abondantes tendent à créer de nombreux bins, MetaCluster-5 [72] sépare dans un premier
temps les lectures provenant d’espèces abondantes des espèces rares via leur abondance en grand
k-mers (k ≈ 30). L’abondance des grand k-mers est, en effet, un bon estimateur de l’abondance
des espèces [66]. Un algorithme k-means est ensuite effectué pour regrouper les séquences en
utilisant leur représentation en 5-mers pour les lectures abondantes et en 4-mers pour les lectures
rares. Dans sa dernière version MetaCluster-TA s’appuie en plus sur l’information de contigs
pour regrouper les lectures. Plus récemment, de nouvelles approches, telles que CONCOCT [74]
et MetaBAT [75], ont amélioré le binning en intégrant l’information de l’abondance de contigs à
travers de multiple jeux de données (co-abondance) en plus de l’information de leur composition.
Conclusion. Un des principaux goulots d’étranglement actuel des approches de binning vient
de son lien intime avec l’assemblage métagénomique. Cette étape est requise pour étendre les
courtes lectures et comparer efficacement leur composition. Dès lors, une large fraction des
lectures peut être négligée comme nous l’avons vu précédemment. L’assemblage est également
coûteux en temps et en ressources informatiques.
Comme pour l’assemblage métagénomique, la compétition CAMI [68] a évalué la qualité de
5 outils de binning. L’évaluation a été basée sur la capacité de ces outils à regrouper correcte-
ment des contigs générés à partir de différents jeux de données simulés à différents niveaux de
complexité : faible (40 génomes), moyen (132 génomes) et élevé (596 génomes). Pour chaque
bin attendu, des mesures de rappel et de précision ont été calculées représentant respective-
ment la capacité des outils à retrouver les contigs appartenant à ce bin et à ne pas attirer les
contigs des autres bin. Comme pour les assembleurs, les outils de binning ont eu des résultats
très hétérogènes. Les meilleurs résultats ont été obtenus par les outils récents s’appuyant sur la
co-abondance des contigs. Sur les jeux à complexité faible et moyenne, le meilleur outil a eu 75%
de rappel et 92% de précision. Contrairement aux outils d’assemblage, les résultat globaux se
sont fortement dégradés sur les jeux à complexité élevée avec un rappel descendant à 50%. Les
différents outils invitent à un compromis entre la quantité de données considérée et la qualité
du binning. Les outils ayant la meilleure précision n’ont considéré que 50% des données, alors
que ceux qui ont considéré le plus de données (> 90%) ont mal assigné 20 à 50% des séquences.
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1.2.3 Analyse de la diversité fonctionnelle
Déterminer la diversité fonctionnelle d’un métagénome consiste à faire le listing des fonctions
exercées par celui-ci associées à leur abondance comme dans le cas de l’estimation de la diversité
taxonomique. Cette analyse n’est applicable qu’à des jeux de données plein-génome. Elle peut
être découpée en deux étapes : la prédiction de gènes et l’annotation fonctionnelle. La prédiction
de gènes consiste à détecter les lectures qui codent pour une protéine. Une fois ces lectures
détectées, la fonction du gène est déterminée en fouillant les bases de données protéiques. Ces
deux étapes ne sont pas exclusives et peuvent être effectuées en même temps.
Prédiction de gènes. Comme pour l’estimation de la diversité taxonomique, l’approche
simple pour déterminer les lectures codantes consiste à les aligner contre un ensemble de gènes
connus. Si une lecture est similaire à un gène, elle est dite codante et on peut simultanément
lui attribuer les fonctions du gène. De manière similaire, les lectures peuvent être traduites dans
l’alphabet protéique (6 traductions possibles par lecture) et recherchées dans les bases de don-
nées protéiques directement. Des outils alignent les séquences tout en effectuant cette traduction
à la volée, tel que Blastx [76].
Il existe également des méthodes qui détectent de nouveaux gènes, comme Orphelia [77, 78].
Pour cela des algorithmes d’apprentissage sont entrainés à reconnaitre des patterns de gènes
connus. Ils prennent en comptent la taille, les codons à partir desquels commence et se termine
la traduction en protéines (codons start et stop), les biais de GC, etc.
Annotation fonctionnelle. Une fois les lectures codantes prédites, leurs fonctions peuvent
être recherchées en requêtant les bases de données protéiques.
Certaines bases de données sont structurées autour du concept de famille protéique. Une
famille protéique réunit les protéines issues de gènes ayant divergés d’un ancêtre commun et qui
sont donc susceptibles d’exercer les mêmes fonctions. La comparaison d’une lecture à une famille
requiert soit de la comparer à toutes les séquences protéiques constituant la famille, soit à un
modèle statistique représentant la diversité de la famille (un modèle HMM [79] par exemple). Si
une lecture est similaire à une famille alors on lui attribue ses fonctions. Les protéines peuvent
également être découpées en domaines structuraux et fonctionnels, avec des méthodes comme
Pfam [80], afin d’améliorer l’annotation.
Les bases de données protéiques sont nombreuses et ne sont que partiellement redondantes.
Ainsi, la base de données Uniprot [81] est un entrepôt où les séquences protéiques peuvent être
déposées par les équipes scientifiques du monde entier. Uniprot fait le lien entre de nombreuses
bases de données spécialisées. Le programme InterPro [82] intègre ces bases de données pro-
téiques, les organise en familles et prédit leurs domaines. La base de données KEGG [83] est
quant à elle un ensemble de bases de données regroupant différents types de données biologiques
(génome, gène, protéine, réseau métabolique, etc) et délivre une annotation à différents niveaux.
Conclusion. Comme pour l’assignation taxonomique, la détermination des fonctions d’une
communauté est très dépendante des banques de références. Cependant, la détection d’un gène
dans un environnement métagénomique ne signifie pas qu’il était exprimé au moment du prélè-
vement.
Pour résoudre le problème, on peut maintenant directement séquencer le transcriptome d’une
communauté de micro-organismes à un instant donné. La métatranscriptomique est le domaine
de la métagénomique qui analyse les données des gènes exprimés. C’est un domaine encore
récent. Le premier transcriptome environnemental ne date que de 2005 [84]. Coupler les analyses
métagénomiques et métatranscriptomiques offre une meilleure exploration de la structure et la
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fonction de communautés microbiennes [85]. Par exemple, les données métatranscriptomiques
permettent de valider l’annotation de gènes non présents dans les banques de références mais
détectés dans les données métagénomiques.
1.2.4 Métagénomique comparative
La métagénomique comparative compare plusieurs échantillons métagénomiques afin d’en
dériver des mesures de similarité. Le résultat est une matrice de similarité, communément ap-
pelée matrice de distances, de taille N × N où N est le nombre de jeux de données à étudier.
Chaque cellule indique la similarité (ou inversement la distance ou dissimilarité) entre une paire
d’échantillons. Il existe deux types de métagénomique comparative : celle qui se base sur la diver-
sité identifiée grâce aux techniques présentées précédemment, et la métagénomique comparative
de novo qui compare directement les séquences des jeux de données.
Avec estimation de la diversité. La diversité extraite de chaque jeu de données (avec
ou sans références) peut être vu comme un ensemble d’éléments (taxons, gènes, OTU ou bin)
associés à leur abondance. Pour une paire de jeux donnée, la similarité dépend du nombre
d’éléments communs et spécifiques. Mais la valeur de similarité finale dépend de la définition
de l’indice de similarité utilisé. Ces indices sont nombreux et se regroupent en deux familles
(voir [86] pour une classification plus fine) : les indices qualitatifs et les indices quantitatifs.
La première famille traite les éléments de manière égale, qu’ils soient rares ou très abondants,
et se base sur le nombre d’éléments spécifiques et partagés entre les paires d’échantillons. Dans
cette catégorie, nous retrouvons le classique index de Jaccard. À l’inverse, les indices quantitatifs
s’appuient sur les variations d’abondance des éléments. Ici, les éléments abondants ont plus de
poids que les éléments rares. Si tous les éléments sont partagés entre les communautés, cette
approche peut tout de même les différencier via leurs différences d’abondance. La dissimilarité
de Bray-Curtis [87] est un des indices les plus populaires de cette catégorie.
La méthode Unifrac [88] sort de ce lot. Elle intègre l’information des liens de parenté entre les
membres des communautés. Ces liens sont représentés par la distance phylogénétique entre les
organismes. Unifrac infère un arbre phylogénétique à partir des séquences des OTUs détectés.
Dans cet arbre, une branche est dite commune aux deux échantillons s’il existe un OTU de
chacune des deux communautés parmi ses descendants. La mesure de similarité Unifrac est
donné par la fraction de longueur de branches partagées.
Métagénomique comparative de novo. La métagénomique comparative de novo compare
les paires d’échantillons sans estimation de la diversité taxonomique ou fonctionnelle. L’objectif
est d’estimer le contenu génomique partagé. Pour cela, les lectures du premier jeu sont alignées
contre les lectures du second. Les paires de séquences ayant une forte identité sont dites similaires
et on peut émettre l’hypothèse qu’elles proviennent du même génome. La similarité entre deux
échantillons est alors définie par leur pourcentage de séquences similaires. Ceci n’est qu’un
exemple de mesure de similarité sans estimation de la diversité. Cette thèse s’inscrit dans la
métagénomique comparative de novo et le chapitre 2 présente l’état de l’art.
La métagénomique comparative de novo doit correspondre à une comparaison des jeux à
un niveau taxonomique. En effet, les lectures proviennent avant tout du génome des espèces
présentes, et non spécifiquement de leurs gènes.
1.2.5 Applications
Quelques projets métagénomiques sont présentés pour expliciter les différents types d’ana-
lyses. Puisqu’un jeu de données correspond à l’image d’une communauté à un instant, espace et
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conditions donnés, les projets métagénomiques sont généralement constitués de plusieurs jeux.
Par exemple, si un projet métagénomique veut explorer exhaustivement le microbiome intestinal
humain et tirer des conclusions quant à sa composition taxonomique, il faut considérer plusieurs
individus aux caractéristiques différentes qui sont susceptibles de faire varier cette composition
(sexes, âges, origines, habitudes alimentaires, maladies, etc). Un jeu métagénomique n’est ainsi
pas simplement un ensemble de séquences d’ADN. Il se compose également d’un ensemble de
métadonnées correspondant aux conditions de prélèvement. Ces métadonnées et les résultats des
analyses métagénomiques sont combinés pour extraire des connaissances.
Exploration du microbiome humain. Le projet MetaHIT a eu pour objectif d’explorer le
microbiome intestinal humain et de déchiffrer les relations entre les micro-organismes et la santé
humaine [2]. Ce projet a séquencé 124 individus sains et malades (540 Gbp de séquences d’ADN).
Un catalogue de 3.3 millions de gènes bactériens en a été extrait. Parmi les 19 000 fonctions dé-
tectées dans ce catalogue, 5 000 n’avaient jamais été trouvées avant. Cela illustre les apports de
la métagénomique pour étudier les environnements microbiens. Le profil taxonomique des jeux
de données a été défini en alignant les lectures sur un catalogue de 1511 génomes de référence.
Ces profils ont révélé qu’environ 1000 espèces distinctes sont présentes dans l’intestin humain.
Cependant, un individu seul abrite environ 170 espèces. La comparaison des profils taxono-
miques a montré l’existence de 3 enterotypes [89], chacun caractérisé par une forte abondance
de différents taxons : Bacteroides, Prevotella ou Ruminococcaceae. Par ailleurs, ces enterotypes
seraient liés au régime alimentaire des individus plutôt qu’à leurs caractéristiques (age, poids,
nationalité, maladies, etc) [90].
Le projet Human Microbiome Project (HMP) [46, 1] a étendu cette exploration à l’ensemble
du microbiome humain et à une plus grande cohorte. Celui-ci a généré plus de 5000 échantillons
ciblés (2.6 Go de données) et plus de 600 échantillons plein-génome (3.5 To de données) extraits
à partir des cavités buccales et nasales, de l’intestin, de la peau et des organes urogénitaux de 242
adultes en bonne santé. La comparaison taxonomique de ces échantillons a permis de découvrir
qu’il y a une forte variabilité d’organismes entre les individus [91] et a écarté la théorie d’un
noyau universel d’organismes partagés par l’homme en analogie à la large proportion d’ADN que
nous partageons. En revanche, des fonctions nécessaires à la vie microbienne sont constamment
présentes dans tous les tissus et forment donc un noyau fonctionnel universel [92, 1].
Partant du principe que chaque individu possède sa propre communauté microbienne [93, 91]
et qu’elle se propage (respiration, contacts, etc. [94]), le projet Home Microbiome Project [95] a
recherché des liens entre les communautés bactériennes d’individus d’une même famille et de leur
maison, ainsi qu’entre différentes familles. Plus de 1625 échantillons ciblés (environ 15 millions
d’amplicons) ont été récoltés au sein de sept familles américaines et sur différentes surfaces de
leur maison pendant 6 semaines. Leur annotation taxonomique et leurs comparaisons ont été
effectuées avec le logiciel Qiime. Ces comparaisons ont montré que les communautés bactériennes
diffèrent entre chaque maison et que le microbiome d’une maison est largement lié à celui de ses
occupants. Pour confirmer cela, plusieurs familles se sont déplacées dans d’autres maisons. Il a
été observé que les communautés bactériennes des maisons convergent rapidement vers celles de
ses nouveaux occupants.
Exploration du biome terrestre. Le projet MetaSoil a eu pour objectif de caractériser la
diversité d’un sol sain (Park Grass Environment of Rothamsted, England) préservé de toutes
techniques modernes d’agriculture (engrais, désherbants, etc.). Treize métagénomes ont été sé-
quencés dans différentes conditions et ont été analysés afin d’étudier l’impact sur la diversité
de la profondeur sous la terre de l’échantillonnage, des changements saisonniers et de différents
protocoles de séquençage. L’annotation taxonomique et fonctionnelle de ces échantillons et leurs
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comparaisons, effectuées par le serveur MG-RAST [96], a révélé une importante corrélation entre
la classification des échantillons et la technique de séquençage employée, indiquant d’importants
biais lors de cette étape [97]. En revanche, aucune corrélation au niveau fonctionnel n’a pu être
établie concernant la profondeur et le rythme des saisons [98]. Les auteurs de cette étude insistent
particulièrement sur l’importance de mener des études comparatives sur plusieurs échantillons,
récoltés dans différentes conditions, afin d’extraire plus d’informations qu’en se concentrant sur
l’étude d’un unique jeu de données [99].
Exploration de la biodiversité océanique. Le projet Global Ocean Sampling (GOS), qui
s’est attaqué à l’exploration de la biodiversité océanique dans les années 2000, a introduit la
métagénomique comparative de novo pour la première fois. Ce projet a séquencé 44 jeux de
données métagénomiques plein-génome provenant de 41 positions géographiques différentes. La
métagénomique comparative de novo a été employée compte tenu des faibles connaissances dont
nous disposons concernant le milieu océanique. La matrice de similarité résultante a été utilisée
pour clusteriser les échantillons hiérarchiquement. Ce clustering montre que les échantillons
partageant des facteurs environnementaux communs ont tendance à se regrouper. Par exemple, la
heatmap résultante (figure 1.2) montre très clairement que les échantillons tendent à se regrouper
selon leur proximité géographique [100].
1.3 Conclusion
Actuellement, les méthodes usuelles pour extraire des connaissances des jeux métagénomiques
se basent sur les banques de références. Cette approche est la plus informative pour un biologiste
mais peut ne pas considérer une grande partie des séquences appartenant à des espèces ou gènes
encore inconnus. Même dans le cas du microbiome humain, qui est bien étudié, une large fraction
des lectures peut ne pas être assignée aux génomes de références (section 1.2.2).
Lorsqu’une assignation précise n’est pas envisageable, les jeux peuvent néanmoins être com-
parés sur la base de leur diversité taxonomique. Cette diversité peut être estimée en séquencant
seulement des marqueurs phylogénétiques, tel que l’ARNr 16S, et en les regroupant en OTUs.
Cependant, cette approche souffre de nombreux biais et ne capture pas toute la diversité d’un
échantillon. Par exemple, plusieurs espèces peuvent partager le même marqueur (section 1.2.2.2).
Malheureusement, cette même approche sur des jeux de données plein-génome, en prenant en
compte l’ensemble des lectures, est en pratique quasiment inexploitable pour au moins deux
raisons : le binning, souvent associé à une étape d’assemblage métagénomique, est une tâche
très coûteuse en temps de calcul et en ressources informatiques, et omet une large fraction des
lectures. Ces limitations ont tendance à s’accentuer avec l’augmentation de la complexité des
milieux étudiés (sections 1.2.2.3 et 1.2.2.4).
Dans ce contexte, il est plus pratique d’abandonner les techniques d’estimation de la diversité
et de comparer les communautés en se basant directement sur les séquences brutes des jeux de
données métagénomiques. Cette approche, appelée métagénomique comparative de novo, a pour
la première fois été mise en œuvre dans le cadre du projet océanique Global Ocean Sampling
(GOS) dans les années 2000. Dans le cas du projet GOS, une telle approche a été possible
compte tenu de la taille modérée des jeux de données : un échantillon contenait en moyenne
175 milliers de lectures de ∼1250 bp. Certains projets actuels, séquencés avec la technologie
Illumina, se situent à une toute autre échelle en termes de volume de données. Par exemple, le
projet océanique Tara Oceans, actuellement le plus gros projet de séquençage métagénomique,
représente un total de 644 échantillons métagénomiques plein-génome. Soit 240 milliards de
lectures ou 24 trillions de bases. De plus, cette expédition n’en est qu’à ses débuts, des milliers de
jeux de données seront prochainement disponibles pour explorer exhaustivement la biodiversité
19
Figure 1.2. Similarité entre les échantillons en termes de contenu génomique par-
tagé. (A) Clustering hiérarchique des échantillons basé sur la matrice de similarité. (B) Repré-
sentation de la matrice de similarité sous la forme d’une heatmap. Chaque cellule représente la
similarité entre une paire d’échantillons. Plus sombre est la cellule, plus grande est la similarité.
Les lignes et colonnes ont été ordonnées selon les résultats du clustering hiérarchique (figure
extraite de Venter et al. [100]).
océanique. Appliquer l’approche d’alignement toutes séquences contre toutes utilisée dans le
projet GOS est actuellement hors de portée sur une telle masse de données. De plus, Tara Oceans
n’est qu’un exemple de projet métagénomique de grande envergure. Le projet de séquençage
MetaSUB [101] vise à étudier le microbiome urbain dans différentes villes du monde. Des projets
de séquençage collaboratif ont également vu le jour comme l’Ocean Sampling Day [102]. Ce
projet a permis le prélèvement et le séquençage simultané de 191 échantillons métagénomiques
à travers le monde. Similairement, le projet MetaSUB a appelé à un Global City Sampling Day
pour générer des données métagénomiques urbaines.
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L’objectif principal de cette thèse est de développer une nouvelle méthode de métagénomique
comparative de novo permettant de passer à l’échelle sur la comparaison de projets métagéno-
miques de grande envergure.
1.4 Organisation du manuscrit
Le chapitre 2 expose l’état de l’art de la métagénomique comparative de novo. Les méthodes
présentées comparent les jeux de données sans connaissance a priori et sans estimation de la
diversité taxonomique ou fonctionnelle.
Le chapitre 3 présente Simka, notre nouvelle méthode pour traiter des projets métagéno-
miques de grande envergure. Notre proposition pour comparer les communautés est de remplacer
les comptages d’espèce par des comptages de grands k-mers. Les performances de notre nouvel
outil, d’un point de vue ressources informatiques, sont évaluées face aux outils existants.
Dans le chapitre 4, la qualité des distances calculées par Simka est évaluée sur des données
réelles. Elles sont comparées aux mesures d’autres outils de comparaison de novo, à des indices
traditionnels basés sur des compositions taxonomiques et à des résultats biologiques connus. Une
étude du consortium Tara Oceans, dans laquelle nous avons été impliqués, est enfin exposée. Il
s’agit d’une analyse comparative à l’échelle de la planète basée sur les résultats de Simka.
La chapitre 5 évalue l’impact du sous-échantillonnage de données sur les distances calculées
par Simka. L’objectif est de mesurer la robustesse des distances et d’améliorer les performances
globales. Le sous-échantillonnage est tout d’abord effectué au niveau des lectures, puis au niveau
des k-mers. Ce travail a abouti à un nouvel outil permettant d’estimer rapidement les résultats
de Simka.





État de l’art de la métagénomique
comparative de novo
Ce chapitre décrit l’état de l’art des méthodes de métagénomique comparative de novo. L’ac-
cent est mis essentiellement sur le traitement de jeux de données plein-génome qui offrent une
meilleure résolution des communautés. Les méthodes présentées comparent les jeux de données
sur la seule base de leur contenu génomique. Elles ne sont donc pas biaisées par l’inconsistance et
l’incomplétude des banques de références. Elles n’ont pas non plus recours à une phase d’estima-
tion de la diversité de novo (assemblage métagénomique ou binning). Cette phase est complexe
et peut éliminer une quantité importante de lectures.
La section 2.1 rappelle les objectifs d’une méthode de métagénomique comparative de novo
et présente les challenges auxquels elle est confrontée. Historiquement, les premières approches
se basent sur des comparaisons de lectures. Elles sont présentées en section 2.2. Plus récemment,
les nouvelles méthodes utilisent le k-mer (mot de taille k) comme seule unité de comparaison. La
plupart des approches de cette catégorie a été publiée pendant cette thèse. Elles sont détaillées
en section 2.3.
2.1 Objectifs et challenges
Soit un ensemble de N jeux de lectures métagénomiques, dénotés S1, S2, Si, ...SN . L’objectif
est de fournir une matrice de similarité D de taille N ×N où Di,j représente la similarité entre
les jeux Si et Sj (figure 2.1). Le calcul de la similarité fonctionne toujours par paire de jeux.
La similarité est donnée par le pourcentage de lectures similaires. Deux séquences sont dites
similaires si leur score d’alignement dépasse, par exemple, un certain seuil.
Deux principaux challenges algorithmiques découlent de cet objectif initial. Ils concernent
tous les deux le passage à l’échelle. Le premier vient de la comparaison de deux jeux. Un jeu
plein-génome contient des centaines de millions de lectures qu’il faut comparer aux séquences de
l’autre jeu. Le deuxième vient du fait qu’il faut calculer O(N2) mesures de similarité entre toutes
les paires des N jeux d’entrée. La métagénomique comparative de novo doit donc faire face à
une complexité quadratique en N . Pour rappel, le projet Tara Oceans [3] met actuellement à
disposition des centaines de jeux contenant des centaines de millions de lectures chacun.
Les méthodes de novo de comparaison existantes ont été catégorisées en deux familles :
celles basées sur la comparaison de lectures et celles basées sur la comparaison de k-mers. La
première famille essaie de rester proche des jeux de données originaux en délivrant une similarité
basée sur un nombre de lectures similaires entre les paires de jeux. Les approches de cette























Figure 2.1. Aperçu d’une méthode de métagénomique comparative de novo. Une
technique de métagénomique comparative de novo est utilisée entre chaque paire de jeux de
lectures en s’appuyant seulement sur leur contenu génomique. Le résultat est une matrice de
similarité (communément appelée matrice de distances) symétrique de taille N ×N où chaque
valeur donne la similarité entre une paire de jeux.
effectuer entre chaque paire de jeux ; (2) améliorer le processus de comparaison de deux lectures
qui est traditionnellement effectué grâce à des techniques d’alignement coûteuses. La seconde
famille oublie cette structure en lectures et voit les jeux de données comme des ensembles de
k-mers. À l’inverse des lectures, les k-mers sont très rapides à traiter car leur comparaison
se fait de manière exacte : deux k-mers sont égaux ou non. Cette approche découle du recul
que l’on a sur l’utilisation du k-mer en bioinformatique des séquences, telle que sa probabilité
d’être spécifique à un génome ou encore le fait que son abondance est proportionnelle à celle
du génome d’où il provient. Cependant, pour valider ces observations, les k-mers doivent être
suffisamment longs (k ≈ 21) [65, 66]. Il est alors complexe de les manipuler car l’espace des
k-mers (4k) croît de manière exponentielle avec k. Dans un seul jeu de données de Tara Oceans,
nous observons plusieurs milliards de 21-mers distincts. Ainsi, les challenges des méthodes de
cette famille consistent à manipuler et à comparer un tel volume de k-mers.
Définitions Avant de présenter les techniques de métagénomique comparative de novo, nous
définissons quelques notions centrales.
1. Séquence. Une séquence est composée de zéro ou plus de symboles appartenant à un
alpabet Σ. Ici, le travail porte sur l’ADN. L’alphabet est alors Σ = {A, C, G, T}. Une
séquence s de longueur n sur Σ peut alors se définir comme s[0]s[1]s[2]...s[n − 1] avec
s[i] ∈ Σ pour 0 ≤ i < n. La longueur d’une séquence s est représentée par |s|.
2. k-mer. On note s[i, j] la sous-séquence s[i]s[i+1]...s[j] de s. On dit alors que cette sous-
séquence de s apparait à la position i. On appelle k-mer une séquence de longueur k et
s[i, i+ k − 1] est un k-mer apparaissant à la position i.
3. Représentation des k-mers. En pratique, chaque k-mer peut être représenté par un
entier unique en codant chaque nucléotide sur deux bits : par exemple, A est codé par 00,
C par 01, G par 10 et T part 11. Un k-mer correspond donc à une séquence de 2k bits.
Par exemple, si k ≤ 32, un k-mer peut être représenté par un entier natif de 64 bits. Avec
cette représentation, leur indexation et comparaison est donc être extrêmement efficace.
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2.2 Comparaison de métagénomes basées sur des comparaisons
de lectures
Une idée simple pour mesurer la similarité entre deux jeux de lectures consiste à compter leur
nombre de lectures similaires. La difficulté provient de cette notion de lectures similaires. Il ne
s’agit pas simplement de retrouver les lectures parfaitement identiques mais celles qui partagent
un chevauchement suffisamment long (par exemple, 70% de la taille des lectures). On émet alors
l’hypothèse que ces deux séquences proviennent d’un même organisme. Il doit également être
possible d’autoriser des mutations dans ce chevauchement qui peuvent être dues à des erreurs de
séquençage ou à des variants génétiques des individus d’une même espèce. L’alignement de deux
lectures peut être un processus très coûteux en temps. Rappelons que le problème initial consiste
à effectuer cette action un nombre de fois quadratique pour comparer toutes les séquences entre
elles.
Deux types d’approches ont été mises en œuvre pour effectuer de telles comparaisons. La
première répond au problème de manière très précise avec des outils classiques d’alignement
de séquences tels que Blast [8] et Blat [103]. La deuxième catégorie accélère fortement les
calculs grâce à des méthodes de comparaison de séquences sans-alignement (alignment-free) et
à de nouvelles techniques d’indexation.
2.2.1 Avec alignement de séquences
L’alignement de séquences est un problème classique de bioinformatique. Il s’agit de com-
parer deux séquences en autorisant divers types de mutations : des substitutions, insertions
ou délétions de nucléotides. Les algorithmes d’alignement, tels que Needleman–Wunsch [7], uti-
lisent la programmation dynamique pour trouver l’alignement optimal entre deux séquences et
retournent un score de similarité. Ce score prend en compte le nombre de nucléotides en commun
et les diverses mutations intégrées. Il existe deux types d’alignement : global et local. L’algo-
rithme Needleman–Wunsch effectue des alignements globaux en tentant d’aligner les séquences
sur toute leur longueur. L’algorithme Smith–Waterman [104] appartient à la deuxième catégorie
et recherche les meilleurs alignements de différents segments des deux séquences. Ces régions
peuvent être séparées et dans n’importe quel ordre. L’alignement local correspond à notre objec-
tif de recherche de chevauchements entre les séquences. Ces deux algorithmes exacts possèdent
une complexité en temps et en mémoire de O(m × n) où m et n sont les tailles des séquences.
Ils ne passent pas à l’échelle des jeux de données actuels.
La plus répandue des heuristiques d’alignement se nomme ancrage et extension (seed-and-
extend). L’étape d’ancrage consiste à identifier des segments de taille k (k-mers) parfaitement
égaux. On dit que deux séquences se sont ancrées si elles partagent au moins un k-mer. L’étape
d’extension étend les zones ancrées vers la gauche et vers la droite en utilisant des algorithmes
d’alignement classique. Cette heuristique utilisée telle quelle ne résout pas notre problème de
passage à l’échelle. Elle est populaire car elle peut être couplée à une étape d’indexation qui va
réduire le nombre quadratique d’opérations à effectuer. Les outils d’alignement local, tels que
Blast [8], commencent par indexer les k-mers d’un des deux jeux de lectures. Cet index permet
de requêter en temps constant à quelles positions apparait un k-mer dans le jeu. Le second jeu,
non indexé, est ensuite parcouru. Chaque lecture est découpée en k-mers afin de requêter l’index
et d’identifier en temps constant les régions ancrables. Les lectures non ancrables sont ignorées
et ne génèrent aucune opération d’alignement coûteuse.
Il existe aujourd’hui de nombreux outils "Blast-like". Ceux-ci font un compromis entre
rapidité et qualité des résultats. La taille des k-mers d’ancrage est un facteur décisif. Plus celle-
ci est grande, moins il y a d’alignements à effectuer mais moins l’outil est sensible. De manière
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similaire, Blat [103] est 500 fois plus rapide que Blast mais a été élaboré pour trouver des
alignements possédant au moins 95% d’identité. Ces outils restent malgré tout très lents pour
comparer un grand nombre de séquences. Par exemple, l’auteur de Blat estime qu’il faudrait
12 jours pour comparer deux jeux de données NGS de souris en utilisant 100 cœurs [103].
En métagénomique comparative de novo, on cherche à savoir si les séquences sont similaires,
c’est à dire si leur taux d’identité est élevée. Par exemple, dans l’étude comparative du projet
Global Ocean Sampling (GOS) [100], deux lectures ont été dites similaires si elles partagent
un chevauchement dont le taux d’identité est d’au moins 90%. De telles séquences ont une
ou plusieurs régions parfaitement communes. Des approches moins sensibles mais plus rapides
pourraient être utilisées pour détecter de tels chevauchements. Il existe justement tout un pan de
la littérature qui regroupe des méthodes, dites sans-alignement (alignement-free), pour comparer
les séquences sans avoir recours aux alignements.
2.2.2 Sans alignement de séquences
La comparaison de séquences sans-alignement (alignement-free) est un domaine à part en-
tière qui date des années 80 [36] dont la popularité a particulièrement augmenté ces dernières
années tant la quantité de données générée en bioinformatique est importante. Le moyen clas-
sique pour déterminer la similarité entre deux séquences sans alignement consiste à calculer le
pourcentage de k-mers partagés. Si ce pourcentage dépasse un certain seuil, les séquences sont
dites similaires. Dans le champ de la métagénomique, quelques outils utilisant ce principe ont été
développés. TriageTools [105] a été créé initialement pour tester la présence d’un ensemble
de séquences dans un jeu métagénomique. Compareads [106] a été conçu spécifiquement pour
comparer efficacement deux grands jeux métagénomiques. Commet [107] est une extension de
Compareads qui le rend plus efficace pour comparer N × N jeux de données (N > 2). Pour
éviter d’avoir à comparer toutes les séquences contre toutes, ces outils possèdent une méthodo-
logie similaire à celle des approches de type Blast présentées précédemment : les k-mers d’un
des deux jeux sont indexés afin de ne considérer que les paires de séquences qui partagent au
moins un k-mer.
TriageTools. TriageTools indexe la présence-absence des k-mers d’un premier jeu de lec-
ture, dit cible, grâce à un tableau de bits de taille 4k, qui est le nombre total de k-mers distincts.
La position d’un k-mer dans ce tableau est obtenue via sa représentation en entier (voir sec-
tion 2.1). Tous les bits sont initialement à 0, puis mis à 1 si le k-mer est présent dans le jeu à
indexer. Pour chaque lecture du second jeu non indexé, dit requête, son nombre de k-mers par-
tagés avec les séquences du jeu cible est déterminé via l’index. Si ce nombre dépasse un certain
seuil, alors cette lecture est dite similaire. L’avantage de cet index est sa rapidité de construc-
tion et d’accès puisque c’est un simple tableau. Il est également plus compact que l’index utilisé
par les outils d’alignement qui stockent les positions où apparaissent chaque k-mer. Ce gain en
espace est au prix de résultats moins précis. En effet, une lecture du jeu requête peut être dite
similaire à tort car elle peut partager des k-mers provenant de différentes lectures du jeu cible.
On appelle cela des faux-positifs. La figure 2.2 illustre le fonctionnement de TriageTools et
le concept de faux-positifs.
Les auteurs de TriageTools ont pu estimer la probabilité de ces faux-positifs. Un des fac-
teurs non négligeables est le taux de remplissage de l’index. La taille k doit donc être adaptée
selon la diversité des métagénomes qui influence le nombre de k-mers distincts observés. Mal-
heureusement, la mémoire utilisée par l’index de TriageTools croit exponentiellement avec
k. Celui-ci ne permet pas l’usage de k-mers plus grands qu’une quinzaine de nucléotides. Un









Figure 2.2. Processus de comparaison de deux jeux de lectures de TriageTools. Les
grands rectangles représentent des lectures et les petits des k-mers. La couleur des séquences
représente leur similarité. Les deux lectures vertes sont les seules à être véritablement similaires.
Le jeu cible est indexé afin de tester en temps constant si les séquences du jeu requête partagent
des k-mers avec les séquences du jeu cible. La séquence orange est bien identifiée dissimilaire
car elle ne partage pas de k-mers avec le jeu cible. La séquence verte et rouge est dite similaire
mais représente un faux-positif. Tous ses k-mers sont partagés mais proviennent de différentes
lectures du jeu cible.
à dire que TriageTools détermine les séquences du jeu requête similaires au jeu cible mais
pas l’inverse. Pour obtenir un pourcentage de séquences similaires symétriques, il faut également
connaitre le nombre de lectures du jeu cible similaires au jeu requête. Il faut donc relancer l’outil
en inversant le jeu qui est indexé et celui qui est requêté.
Compareads. Contrairement à TriageTools, Compareads [106] est un outil dédié à la
métagénomique comparative et répond aux limitations de ce dernier, à savoir la gestion d’une
taille de k-mer plus grande tout en restant très compact en mémoire. Compareads n’indexe
également que la présence-absence des k-mers d’un des deux jeux. Comme TriageTools, il peut
donc identifier à tort des séquences similaires (faux-positifs) et génère des résultats asymétriques.
Cependant, la méthodologie employée ici permet de traiter efficacement ces deux points.
Premièrement, l’index de Compareads est un filtre de Bloom qui permet le stockage de plus
grands k-mers (k > 30) tout en ayant une empreinte mémoire très faible. Un filtre de Bloom
peut être vu comme une table de hachage qui ne gère pas les collisions des éléments que l’on
y insère. Cela implique qu’un k-mer peut être identifié à tort comme présent dans le filtre. Cet
index est donc une seconde source de faux-positifs. Cependant, la force du filtre de Bloom est que
son taux de faux-positifs peut être maintenu très bas tout en restant très compact en mémoire.
Pour environ 11 bits par k-mer, celui-ci génère moins de 0.1% de faux-positifs. Ces 11 bits
représentent presque six fois moins de mémoire nécessaire au stockage de 30-mers normalement
(représentation en entier).
Deuxièmement, Compareads propose une solution pour comparer plus rapidement les deux
jeux dans les deux sens tout en réduisant le nombre de faux-positifs. Soit une paire de jeux de
lectures S1 et S2, la comparaison de S1 (requête) à S2 (cible) implique l’indexation des k-mers
de S2, puis le parcours des lectures de S1 pour déterminer les séquences de S1 similaires à
S2. Ce processus de comparaison de base est le même que celui employé par TriageTools
(figure 2.2). Les séquences de S1 similaires à S2 sont stockées dans un ensemble noté S1>2.
L’opération inverse doit ensuite être effectuée. Plutôt que de comparer S2 à S1, Compareads
compare S2 à S1>2. Cela aboutit bien au même résultat mais S1>2 contient beaucoup moins
de séquences que S1. Cela permet au passage d’éliminer des faux-positifs qui auraient pu être
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générés par des k-mers des lectures en plus de S1. Le résultat est stocké dans un ensemble S2>1.
Enfin, une troisième passe de comparaison S1>2 avec S2>1 est effectuée. Cela représente le même
résultat que la comparaison de S1 et S2 mais avec moins de faux-positifs. Compareads traite
également chaque lecture plus rapidement que TriageTools. Une lecture est dite similaire si
elle partage au moins t k-mers non chevauchants avec le jeu indexé. Ainsi, lorsqu’un k-mer est
trouvé dans l’index, les k k-mers suivants sont passés sans générer d’accès à l’index.
Plusieurs tests de validation ont été effectués sur les données du projet GOS comportant 44
échantillons d’eau de mer. Dans un premier test, Compareads et Blast ont été lancés sur une
dizaine de jeux pour comparer le nombre de lectures qu’ils identifient similaires. La classification
de ces jeux, sous la forme de dendrogrammes, a également été comparée qualitativement. Pour de
faibles valeurs du seuil de k-mers partagés t (t = 1 et t = 4), le nombre de séquences identifiées
similaires par Blast et Compareads est sensiblement le même, mais il est très différent pour un
seuil t élevé (t = 10). Cependant, dans tous les cas, les mêmes classifications d’échantillons sont
obtenues. Ce test est important car il montre qu’il n’est pas forcément nécessaire de considérer
la valeur absolue d’une mesure de similarité mais plutôt de la voir comme une mesure relative
destinée à être comparée aux autres mesures. Dans un second test, Compareads a été lancé sur
tous les jeux de données du projet GOS. Comme dans l’étude originale, qui a utilisé une approche
avec alignement, Compareads a regroupé les échantillons ayant une position géographique
proche et a donc abouti encore une fois aux mêmes conclusions.
La complexité en temps de Compareads est linéaire sur le nombre de k-mers des deux
jeux. Celui-ci parvient à comparer deux grands jeux de Tara Oceans en une dizaine d’heures.
Blast aurait demandé des années pour parvenir à un résultat similaire. Un des inconvénients de
Compareads est qu’il génère des jeux de lectures intermédiaires sur le disque (ensembles S1>2
et S2>1) qui peuvent devenir volumineux sur de gros jeux de données. De plus, Compareads
n’est pas prévu pour comparer plus de deux jeux. Si N jeux sont disponibles (N > 2), celui-ci
doit être relancé O(N2) fois pour obtenir une matrice de similarité. Cette approche est très
inefficace car elle effectue énormément d’opérations redondantes. Notamment, un même jeu est
lu et indexé N fois.
Commet. Commet est une extension de Compareads pour optimiser la comparaison de
N jeux de données (N > 2). L’idée de Commet est de comparer 1 × N jeux de lectures à la
fois. C’est à dire qu’une fois qu’un jeu est indexé, cet index est utilisé contre les lectures des
N−1 jeux restants sans le reconstruire. La phase d’indexation se produit donc N fois plutôt que
N2 fois. La seconde innovation de Commet est une représentation efficace des jeux de lectures
intermédiaires. Par exemple, pour stocker l’ensemble S1>2 (les séquences de S1 similaires à S2),
un tableau de bits B1>2 est utilisé où le bit à la position i indique si la ième lecture de S1
est similaire à S2 ou non. L’ensemble des lectures de S1>2 est reconstruit en lisant S1 tout en
vérifiant la valeur des bits du tableau B1>2. Cette représentation offre un taux de compression
très important puisqu’une lecture entière est résumée à 1 bit. Dans les expérimentations de la
publication de Commet, celui-ci parvient à être 2 à 3 fois plus rapide que Compareads et
génère des fichiers intermédiaires 1000 fois plus petits.
Cependant, ces optimisations n’offrent pas un passage à l’échelle considérable. Pour obtenir
les N2 mesures de similarité, chaque jeu doit toujours être lu entièrement 3N fois, sans compter
la phase d’indexation. Ce nombre peut même être décuplé sur de gros jeux de données à cause
de la taille maximale autorisée pour le filtre de Bloom servant d’index (4 Go). Lorsque l’index
du jeu cible est jugé rempli, à raison d’une dizaine de bits par k-mer distinct inséré, Commet
enclenche la comparaison du jeu partiellement indexé contre les N−1 autres. Cette opération est
répétée tant qu’il reste des k-mers distincts du jeu cible à indexer. Un jeu de Tara Oceans peut
largement faire déborder la taille de cet index et provoquer une combinatoire très importante
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impliquant notamment un grand nombre d’accès disque.
L’outil Commet est la dernière grande avancée concernant la comparaison de métagénomes
basée sur la comparaison de leurs lectures. Cette approche ne permet malheureusement pas de
passer à l’échelle sur un grand ensemble de grands jeux métagénomiques. En effet, Commet
requiert environ 10h pour comparer deux jeux de Tara Oceans et le nombre de mesures de
similarité à calculer augmente quadratiquement avec le nombre de jeux de lectures. Cependant,
la validation de ces approches sans-alignement ont permis de mettre en valeur la force du k-
mer comme unité de comparaison. Cela a initié une nouvelle vague de méthodes beaucoup plus
performantes basées sur la seule information de la composition en k-mers des jeux de lectures.
2.3 Comparaison de métagénomes basées sur des comparaisons
de k-mers
L’avantage des k-mers est que leur comparaison se fait de manière exacte : ils sont égaux si
leur séquence est exactement la même et différents sinon. En pratique, les k-mers sont même vus
comme des entiers (voir section 2.1), ce qui rend leur indexation et leur comparaison extrêmement
rapide. Les outils récents, qui ne se basent que sur l’information de la composition en k-mers
des jeux, peuvent ainsi passer à l’échelle sur la comparaison de centaines de métagénomes.
Intuitivement, la perte de la structuration originale des jeux de lectures laisse penser que ce
gain de performances est au prix d’une forte dégradation de la précision des résultats de compa-
raisons. En effet, l’usage des k-mers ne vient pas d’une motivation biologique mais d’un procédé
informatique pour passer à l’échelle. Cependant, nous possédons aujourd’hui un certain recul
par rapport à cet usage et certaines observations montrent que le k-mer est une unité pertinente
pour comparer des communautés : (1) les k-mers suffisamment longs (k > 15) sont souvent
spécifiques d’un génome [65], (2) l’abondance des k-mers est proportionnelle à l’abondance des
génomes [66] et (3) deux organismes proches possèdent des compositions en k-mers plus proches
que deux organismes éloignés [70]. L’intérêt du k-mer a également été montré par les outils
de comparaison sans-alignement, tel que Compareads, qui voient très clairement un des deux
jeux de lectures à comparer comme un ensemble de k-mers. Comme vu précédemment pendant
la description de ces approches, la complexité de la gestion des k-mers en termes de stockage
et de comparaisons vient de leur très grand nombre dans la gamme de valeurs de k qui nous
intéresse (autour de 15 à 30 au moins). Par exemple, un échantillon de Tara Oceans d’environ
100 millions de lectures contient en moyenne plus de 6 milliards de 31-mers distincts. Cette
richesse, en termes de k-mers distincts, provient de la complexité de chaque génome présent
dans les échantillons ainsi que des erreurs de séquençage qui peuvent générer chacune jusqu’à k
nouveaux k-mers distincts erronés.
Les approches de comparaison basées sur les k-mers peuvent être séparées en deux familles.
La première voit un jeu de lectures comme un ensemble de k-mers et ne prend donc en compte
que leur présence-absence dans sa mesure de similarité. La deuxième voit un jeu comme un
multiensemble (ou sac) de k-mers et prend donc en compte leur nombre d’occurrences. Le pro-
blème est beaucoup plus complexe dans le deuxième cas car il faut compter les k-mers. Lorsque
k est grand, cette tâche est difficile. C’est un des problèmes fondamentaux du traitement de
données NGS. Il est important de noter que la deuxième famille peut fournir les résultats de la
première en mettant tous les comptages des k-mers présents à 1. Le problème de comparaison
basé uniquement sur la présence-absence des k-mers a été clos récemment par Mash [108]. La
comparaison prenant en compte l’abondance des k-mers est quant à elle un sujet très actif.
Plusieurs outils s’attaquent au problème, incluant celui qui a été développé pendant cette thèse
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et qui sera présenté en détails dans le chapitre suivant.
2.3.1 Comparaison basée sur la présence-absence des k-mers
Un outil très récent, nommé Mash [108], a bousculé le paysage de la métagénomique com-
parative de novo. Mash s’appuie sur la technique Minhash [109] pour comparer les ensembles
de k-mers. Minhash est une approche statistique qui permet d’estimer l’index de Jaccard entre
deux ensembles en n’utilisant que quelques milliers de leurs éléments. Cette technique a une
emprise très forte actuellement en bioinformatique car on retrouve le calcul de l’index de Jac-
card dans de nombreuses applications, la plus connue étant la comparaison de deux séquences
basée sur leurs k-mers. Il est donc intéressant de comprendre le cœur de son fonctionnement. De
plus, une des contributions de cette thèse, présentée dans le chapitre 5, est une adaptation de
Minhash.
Considérons les deux ensembles suivants :
S1 = {A, F, C, D, E, B, G}
S2 = {I, E, G, H, F, J}
Ils se composent de 10 éléments distincts dont 3 partagés (indiqués en gras). Par conséquent,
leur index de Jaccard est de 3/10. Théoriquement, le processus de Minhash consiste à prendre
l’union des deux ensembles, à le mélanger aléatoirement, et à sélectionner sa première valeur.
Ainsi, si l’union de notre exemple est considéré :
S1 ∪ S2 = {A, F, C, D, E, B, G, I, H, J}
et qu’il est mélangé, la probabilité que son premier élément soit un élément partagé est de
3/10, la même que l’index de Jaccard. Si un seul mélange est effectué, l’estimation de l’index
peut valoir 0, le premier élément est spécifique, ou 1, il est partagé. Pour obtenir une meilleur
estimation, n permutations sont effectuées en vérifiant à chaque fois si le premier élément est
partagé ou spécifique. L’index de Jaccard estimé J ′ est alors donné par la moyenne de 1 obtenue :
J ′(S1, S2) =
p
n
où p est le nombre d’éléments partagés. L’erreur espérée de cette estimation est en O(1/
√
n).
La méthode Minhash permet de faire ces permutations de l’union et la détection des élé-
ments partagés de manière très efficace. En théorie, cette tâche n’est pas triviale. Les ensembles
peuvent être très grands, voire être des flux de données dont on ne connait pas la taille a priori.
La clé de Minhash est une fonction de hachage h(x) qui prend des entiers x en entrée et les
transforme en d’autres entiers, sans collision. Par exemple, imaginons que h prenne et retourne
des entiers de 32 bits. Appliquer h à tous les éléments d’une liste contenant tous les entiers de 0
à 232−1 permet d’obtenir une nouvelle liste avec les mêmes nombres dans un ordre aléatoire. La
fonction hmin(Si) de Minhash consiste à hacher tous les éléments d’un ensemble Si et à mémo-
riser le plus petit. Il s’agit de notre estimateur qui peut retourner 1 si hmin(S1) et hmin(S2) sont
égaux et 0 sinon. Pour améliorer l’estimation, n fonctions hmin(Si) sont calculées par ensemble
en utilisant n fonctions de hachage différentes. Les n résultats sont insérés dans une liste qu’on
appelle "signature". Les mêmes fonctions de hachage sont utilisées pour déterminer la signature
de chaque ensemble. L’estimation J ′(S1, S2) est simplement calculée en comptant le nombre
d’éléments partagés par leur signature. Le calcul d’une signature n’est à faire qu’une fois, il est
indépendant des autres jeux.
Mash emploie une variante de Minhash plus simple d’un point de vue calculatoire. Une
seule fonction de hachage est utilisée pour hacher tous les k-mers d’un jeu. Une liste des n plus
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Figure 2.3. Processus de comparaison de MASH en utilisant la technique Minhash.
Les k-mers des deux jeux sont extraits, puis hachés en entier. Les signatures Minhash S′1 et
S′2 de taille n = 5 représentent respectivement les n plus petits k-mers hachés de S1 et S2. La
fusion de S′1 et S
′
2 produit l’ensemble S
′
1∪S′2 constitué de leurs n plus petites valeurs. Cet union
est un sous-ensemble aléatoire de S1 ∪ S2 dans lequel un élément partagé a été détecté pendant
la fusion. L’estimation de l’index de Jaccard de S1 et S2 vaut donc 1/5.
deux signatures, un algorithme de tri-fusion est effectué. La fusion s’arrête lorsque n éléments
distincts ont été vus. Cet arrêt permet de s’assurer que si un élément est partagé et qu’il est pris
en compte dans une signature, alors il sera vu dans l’autre. La figure 2.3 illustre le fonctionnement
de cette variante de Minhash. Mash utilise la fonction de hachage MurMurHash3 pour mapper
uniformément les k-mers dans un ensemble d’entiers de 64 bits. La probabilité de collision entre
deux k-mers est très proche de zéro.
En termes de performances, il semble peu probable de pouvoir être plus efficace que Mash.
La complexité en temps pour obtenir la signature d’un jeu est en O(mlog n) où m est le nombre
de k-mers et n est la taille de la signature. De plus, au fur et à mesure que les k-mers sont
traités, la plus grande valeur de la liste triée diminue. Par conséquent, la probabilité qu’un futur
élément y soit inséré diminue également. Cet algorithme est donc quasiment linéaire quand
n << m [109]. Le calcul des signatures est indépendant et peut donc être lancé en parallèle. Le
calcul des distances est extrêmement rapide compte tenu de la taille des signatures. La complexité
quadratique de la phase de comparaison est donc bien gérée par Mash. Sur un important projet
constitué de 888 jeux de données provenant des projets HMP [1] et MetaHIT [24] (∼40 milliards
de lectures), Mash n’a requis que 7h de traitement sur une machine équipée de 40 cœurs. Son
point faible se situe au niveau des résultats fournis qui se limitent à une estimation de l’index
de Jaccard. Cette mesure ne prend en compte que la présence-absence des k-mers et non leur
nombre d’occurrences. Toute la famille d’indices de comparaison quantitatifs, telle que la très
populaire dissimilarité de Bray-Curtis [87], n’est ainsi pas fournie par Mash.
2.3.2 Comparaison basée sur le comptage des k-mers
Les méthodes de comparaisons basées sur des comptages de k-mers ont un fonctionnement
semblable à celui des approches classiques basées sur la diversité taxonomique. Ici, les comptages
d’espèces sont simplement remplacés par des comptages de k-mers. La différence majeure est la
dimension des données à manipuler et à comparer lorsque de grands k-mers sont considérés. Le
31
fonctionnement de cette approche est le suivant :
1. Comptage des k-mers. Le spectre de k-mers de chacun des N jeux de données est
calculé indépendamment. Un spectre de k-mers est l’ensemble des k-mers distincts d’un
jeu de données, chacun associé à leur abondance dans ce jeu.
2. Comparaison des spectres. Les spectres sont comparés par paire afin d’en dériver des
indices de similarité basés sur leur nombre de k-mers partagés et spécifiques.
Le comptage de grands k-mers est loin d’être un problème trivial. Un aperçu des challenges
de ce domaine et des techniques existantes est présenté dans la sous-section suivante. Une des
contributions de cette thèse exploite la méthodologie de ces outils. Dans un second temps, nous
abordons les méthodes de comparaison de métagénomes qui exploitent ces spectres.
2.3.2.1 Comptage des k-mers
À première vue, compter les mots dans un texte est simple. Pour cela, une manière de
procéder est d’utiliser une structure de données en mémoire de type dictionnaire associant chaque
mot distinct à son comptage. En bioinformatique des séquences, ce problème est pourtant un
domaine de recherche à part entière dû au très grand nombre de k-mers distincts qui peuvent
être insérés dans ce dictionnaire lorsque k est grand (k > 15). Par exemple, à raison de 8 octets
par 31-mers distincts et 4 octets pour leur comptage, une approche par dictionnaire requiert déjà
plus de 72 Go de mémoire sur un jeu de Tara Oceans. Cette approche est également difficilement
parallélisable.
Cette opération est fondamentale en bioinformatique car elle permet de détecter (en grande
partie) les k-mers possédant une erreur de séquençage. Puisque qu’un caractère aléatoire a été
introduit dans leur séquence, ces k-mers erronés vont avoir un comptage faible alors que les
k-mers génomiques (non erronés) auront une abondance proche de la couverture du génome
séquencé. Les erreurs de séquençage sont d’ailleurs une des sources de difficulté du problème.
Chaque erreur de séquençage peut générer jusqu’à k k-mers distincts erronés. Ainsi, plus un jeu
est grand, plus il y a d’erreurs de séquençage et plus il y a de k-mers distincts. Par exemple,
l’équipe qui a séquencé et assemblé le génome du panda géant [110] (couverture de 56×) a
dénombré 8.62 milliards de 27-mers distincts parmi lesquels 68% étaient rares et ont été filtrés.
Il existe ainsi plusieurs outils de comptage de k-mers qui peuvent être distingués en deux
familles : ceux basés sur la mémoire et ceux basés sur le disque. Jellyfish [111] fait partie de la
première famille, il optimise l’approche par dictionnaire mais son empreinte mémoire augmente
avec la taille des jeux de données à traiter. DSK [112] compte les k-mers avec une mémoire
constante en exploitant le grand réservoir qu’est le disque. Cette approche permet de compter les
k-mers de très grands jeux de lectures sur des machines modestes. KMC2 [113] est la dernière
grande avancée en termes de comptage de k-mers. Celui-ci réduit notamment drastiquement
l’empreinte disque de DSK. Les indications de performance des outils sont issues de la publication
de KMC2 [113]. Les tests ont été effectués sur un jeu de données génomiques humain contenant
un milliard de lectures.
Jellyfish. Jellyfish [111] est un des compteurs de k-mers le plus populaire en bioinformatique
car il a longtemps été le plus rapide. La principale innovation de Jellyfish est l’implémenta-
tion d’un dictionnaire (ou table de hachage associative) pouvant être modifié en parallèle sans
utilisation de mutex pour gérer la synchronisation des différents threads. Malgré des efforts pour
compresser les k-mers insérés et leurs comptages, l’espace mémoire requis par Jellyfish reste
linéaire par rapport au nombre de k-mers distincts. Ainsi, sur de grands jeux de données, Jel-
lyfish dépasse généralement les capacités d’un ordinateur standard. Par exemple, Jellyfish
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demande 62 Go de mémoire pour compter les 28-mers du jeu humain et plus de 128 Go pour
compter ses 55-mers.
DSK. Contrairement à la mémoire vive, le disque est une ressource dont nous disposons gé-
néralement en abondance. De plus, la technologie SSD rend les accès disque de plus en plus
rapides. DSK [112] est le premier outil à avoir eu l’idée d’utiliser cet espace pour réduire l’em-
preinte mémoire du comptage des k-mers. L’idée est de répartir les k-mers dans P fichiers écrits
sur le disque. On appellera ces fichiers de k-mers des partitions. Les P partitions sont des sous-
ensembles disjoints de k-mers. Chacune d’elles peut donc être comptée indépendamment avec
une empreinte mémoire plus faible que si tous les k-mers avaient été considérés en même temps.
Cette caractéristique permet également la parallélisation du comptage.
Pour répartir les k-mers en P partitions disjointes et de taille similaire, ils sont hachés, puis
transformés dans l’intervalle J0, P J grâce à une opération modulo, ce qui donne la fonction de
répartition suivante :
p(w) = h(w)%P
où p(w) est le numéro de partition du k-mer w et h(w) est une fonction de hachage appliquée
à la séquence du k-mer w. Cette fonction envoie bien les multiples occurrences d’un même k-mer
dans la même partition.
DSK compte chaque partition avec une approche standard par dictionnaire. À la fin de
ce processus, les P spectres sont concaténés afin de former le spectre de k-mers final. Un des
principaux avantages de cette approche est que son empreinte mémoire est constante et peut
être spécifiée par l’utilisateur. DSK estime alors le nombre de k-mers du jeu en analysant un
échantillon de ses lectures et ajuste le nombre de partitions en conséquence. Le nombre de
cœurs de calcul à disposition est également pris en compte dans l’équation pour optimiser la
parallélisation. Sur le jeu de données humain, DSK est environ 6 fois plus lent que Jellyfish
pour compter des 28-mers, mais ne demande que 6 Go de mémoire contrairement aux 62 Go
de Jellyfish. La lenteur de DSK provient principalement de la phase de partitionnement des
k-mers qui duplique la taille originale du jeu de données sur le disque. En effet, sur ce même jeu,
l’empreinte disque de DSK monte à 263 Go pour stocker les partitions de k-mers. Cette forte
empreinte disque est le goulot d’étranglement de DSK.
KMC2. La phase d’écriture de tous les k-mers sur le disque coûte cher en temps de calcul et
semble inefficace d’un point de vue entropique. En effet, il existe une forte redondance (de taille
k − 1) entre deux k-mers successifs. Chaque nouveau k-mer écrit sur le disque n’apporte qu’un
nucléotide d’information par rapport au précédent. Cette redondance pourrait être attrapée si
les k-mers successifs étaient envoyés dans la même partition. Il suffirait alors d’écrire la séquence
contigüe de la lecture contenant ces k-mers sans la découper. Les méthodes de comptage de k-
mers qui ont suivi DSK, telles que KMC2, sont parties en quête de cette fonction de répartition
qui enverraient les k-mers successifs d’une lecture dans la même partition.
Une telle fonction a été introduite plus tôt dans la littérature [114]. Dans cette publication,
Roberts et al. montrent une technique pour réduire la quantité de k-mers à indexer par les
méthodes d’alignement utilisant l’heuristique ancrage et extension. Cette technique sélectionne
un représentant unique au sein d’une série de k-mers, appelé minimizer. Un minimizer est la plus
petite séquence de taille m d’un k-mer au sens lexicographique (m << k). Lorsqu’on calcule
le minimizer de tous les k-mers d’une lecture, on remarque que les k-mers successifs partagent
très souvent le même minimizer (figure 2.4). Li et Yang [115] utilisent pour la première fois
ce principe pour partitionner les k-mers. Ils introduisent la notion de super-k-mer qui est une
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Figure 2.4. Représentation des k-mers d’une lecture et leur minimizer. Un minimizer
(représenté en rouge) est le plus petit m-mer d’un k-mer au sens lexicographique (m << k).
Dans cet exemple, k = 6 et m = 3. Cette lecture contient 2 minimizers et donc 2 super-k-mers :
CTCATGCAC et TGCACGTTC.
région contigüe d’une lecture contenant des k-mers partageant le même minimizer. Ces super-
k-mers sont écrits tels quels dans les partitions sans les découper en k-mers. Le numéro de la
partition d’un super-k-mer est obtenu par l’intermédiaire de la séquence de son minimizer. Le
principal défaut de cette fonction de répartition par minimizer est qu’elle génère des partitions de
tailles dissimilaires puisque certains minimizers sont sur-représentés. Cela réduit l’intérêt d’une
approche de comptage par disque puisque son empreinte mémoire est liée à la taille de la plus
grande des partitions.
Les auteurs de KMC2 améliorent cette fonction de répartition en appliquant des règles sur les
minimizers. Celles-ci consistent notamment à interdire les minimizers sur-représentés. De plus,
KMC2 utilise une autre approche pour compter les k-mers : le tri-comptage (sorting count). Cet
algorithme consiste à insérer tous les k-mers dans une liste et à la trier. Les k-mers distincts et
leur comptage peuvent alors être identifiés en une passe sur la liste. La technique de tri utilisée
exploite intensivement la capacité des processeurs modernes grâce aux instructions SIMD (Single
Instruction Multiple Data) [116]. De plus, certaines sous-séquences des super-k-mers possédant
certaines propriétés particulières peuvent être triées sans les découper en k-mers, ce qui réduit
considérablement le nombre d’éléments à trier.
L’outil KMC2 est la dernière grande avancée en termes de comptage de k-mers. Son em-
preinte disque est quasiment trois fois inférieure à celle de DSK. De plus, KMC2 est plus rapide
que Jellyfish tout en utilisant une quantité constante de mémoire. Cet outil permet le comp-
tage des k-mers d’un grand jeu de données de Tara Oceans en une dizaine de minutes sur une
machine modeste. Grâce à ces avancées, la comparaison de grands jeux métagénomiques basée
sur leur comptage de k-mers est aujourd’hui envisageable.
2.3.2.2 Comparaison des spectres de k-mers
Les méthodes basées sur les spectres de k-mers pour comparer les métagénomes sont apparus
à partir de 2014. Dubinkina et al. [117] montrent la pertinence de cette approche sur une petite
plage de taille de k-mer (k < 16). DSM [118] est la première approche à parvenir à traiter
un grand projet métagénomique en se basant sur de grands k-mers en un temps raisonnable.
Cependant, celle-ci requiert un important cluster de calcul. Metafast [119] propose de ne
considérer qu’un sous-ensemble de k-mers sélectionnés via une étape d’assemblage.
Comparaisons basées sur des petits k-mers. Dubinkina et al. [117] proposent d’évaluer la
qualité de la comparaison par spectre de k-mers sur près de 300 jeux de données réels provenant
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de deux études du microbiome intestinal humain [120, 121]. Ce travail se limite à de petits k-
mers (k < 16). Cela permet de compter sans problème les k-mers de ces jeux en utilisant une
matrice de comptage de taille W ×N où W est la taille de l’espace des k-mers (4k) et N est le
nombre de jeux. À partir de cette matrice, la dissimilarité de Bray-Curtis entre chaque paire de
jeux est calculée.
Pour mesurer la qualité de ces distances de novo, celles-ci sont comparées à des distances
de Bray-Curtis taxonomiques. Ces distances taxonomiques sont calculées à partir de comptages
d’espèces, déterminés en alignant les lectures sur un catalogue de génomes de référence. L’objectif
est de voir s’il existe une relation entre les mesures de novo et les mesures taxonomiques. Dans un
premier temps, l’allure du nuage de points est observée sur un graphique où l’axe X correspond
aux distances taxonomiques et l’axe Y correspond aux distances basées sur les k-mers (figure 2.5).
Dans un second temps, la relation est quantifiée. Pour cela, les paires de jeux sont triées par
ordre de distance. À partir de deux ordonnancements, des mesures de corrélation peuvent être
calculées, telle que la corrélation de Spearman. Cette mesure évalue les distances de manière
relative, plutôt que de manière absolue ; seul l’ordre compte. La corrélation de Spearman renvoie
une valeur entre -1 (relation anti-corrélée) et 1 (relation parfaitement corrélée). Une valeur de
Spearman de 0 signifie qu’il n’existe aucune corrélation entre les deux mesures.
Cette étude montre tout d’abord une corrélation de Spearman assez faible de 0.44 entre les
deux types de distances. Un grand nombre de valeurs aberrantes est visible sur le nuage de
points (figure 2.5 gauche). Afin d’enquêter sur la présence de ces différences, l’impact des lec-
tures non alignées sur les génomes de référence a été mesuré. Pour cela, une nouvelles matrice de
distances de novo a été calculée en ne considérant que les lectures alignées. Cette manipulation
fait effectivement disparaitre les valeurs aberrantes (figure 2.5 droite). La corrélation de Spear-
man est alors de 0.73. Cela montre clairement l’importance des méthodes de novo qui délivrent
une information toute autre que les approches par références qui peuvent rejeter de nombreuses
séquences non alignées.
Dans cet étude, il est montré que la corrélation augmente sur une plage de k allant de 5 à
12. Cependant, la méthodologie employée ne permet pas d’explorer de grandes tailles de k-mer.
On ne sait pas si cette corrélation continue d’augmenter sur de plus grands k et s’il existe un
optimum.
DSM. DSM [118] est le premier outil qui est parvenu à comparer des centaines de grands jeux
en se basant sur de grands k-mers (k > 21). Sa méthode s’appuie sur un algorithme de tri-fusion
pour comparer les grands spectres. Cela implique le tri de chaque spectre indépendamment par
ordre lexicographique de leurs k-mers, puis leur fusion en parcourant les k-mers du plus petit au
plus grand. Cette approche permet de reconstituer une matrice de comptage de taille W × N ,
où W est le nombre de k-mers distincts parmi N jeux. DSM en extrait l’index de Jaccard entre
les jeux ainsi que deux indices basés sur des distances euclidiennes qui prennent en compte
l’abondance des k-mers.
Pour ne pas avoir à effectuer un tri explicite des grands spectres qui pourrait être très long,
DSM emploie une méthode permettant de trier et de compter les k-mers en même temps. Cette
approche se base sur l’arbre des suffixes [122]. Un arbre des suffixes est une structure de données
arborescente utilisée pour indexer une séquence. Il est alors possible d’y mener un grand nombre
d’opérations complexes efficacement comme tester si un k-mer apparait dans la séquence indexée,
et même trouver son nombre d’occurrences. Un jeu de données peut être indexé de cette manière
en concaténant toutes ses séquences séparées par un caractère spécial. La structure de cet arbre
permet de lire ses k-mers du plus petit au plus grand par ordre lexicographique en partant de
la racine vers les feuilles. Lorsqu’une séquence de taille k est atteinte dans l’arbre, il suffit de
compter le nombre de feuilles parmi ses descendants pour obtenir son comptage. DSM construit
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Figure 2.5. Corrélation entre des distances taxonomiques et des distances de novo
basées sur des petits k-mers. Chaque point représente une paire d’échantillons. La coordon-
née X indique la distance de taxonomique, et la coordonnée Y la distance de novo (k = 11). La
valeur R est le coefficient de corrélation de Spearman entre la matrice de distances taxonomiques
et celle de novo. Dans la figure de gauche, les distances de novo sont basées sur toutes les lectures
des jeux de données, alors que sur celle de droite, seules les lectures alignées sur les références
sont considérées. (figure extraite de Dubinkina et al. [117]).
un tel arbre par jeu de lectures, parcourt leurs k-mers par ordre lexicographique et les fusionne
simultanément.
Sur le projet HMP (plus de 400 jeux contenant en moyenne 45 millions de lectures de 100
bp), DSM est parvenu à obtenir des matrices de distances basées sur la comparaison de 21-mers
en un peu plus de 3 jours. Au moment de sa publication, l’outil de métagénomique comparative
de novo le plus rapide, à savoir Commet, aurait requis plusieurs années de calcul. La faiblesse
de DSM est son empreinte mémoire. Un arbre des suffixes a une complexité linéaire avec la taille
de la séquence indexée. Malgré les efforts pour compresser cette structure [123], DSM requiert
plus de 3 To de mémoire vive sur le projet HMP. Pour gérer de tels projets, DSM distribue
la mémoire sur un large cluster de calcul. Cependant, cette quantité de mémoire étant liée aux
nombres de k-mers des jeux, il n’est pas envisageable pour DSM de passer à l’échelle sur de plus
grands projets métagénomiques.
Metafast. Metafast a un fonctionnement proche d’une méthode classique de comparaison
basée sur des références. Metafast construit ses propres références via une étape d’assemblage
grossière (pré-assemblage sans contigage) basée sur les k-mers. L’abondance des composantes
assemblées obtenues est estimée en utilisant le comptage de k-mers les composant. Enfin, ces
composantes sont utilisées pour comparer les métagénomes.
Pour générer ces assemblages, Metafast s’appuie sur une structure de données classique :
le graphe de de-Bruijn [13]. Un graphe de de-Bruijn est un graphe dirigé où les nœuds sont
des k-mers et une arête existe entre deux k-mers s’ils se chevauchent sur k − 1 nucléotides. Un
nœud est dit "simple" s’il possède exactement une entrée et une sortie et "branchant" sinon. La
construction de ce graphe commence généralement par une phase de comptage des k-mers, afin
de ne pas y insérer les k-mers peu représentés. Ces k-mers rares proviennent majoritairement
d’erreurs de séquençage et complexifient inutilement le graphe en plus d’augmenter drastique-
ment le coût du stockage. Les spectres de k-mers sont écrits sur le disque car ils sont réutilisés
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à chaque étape du processus de Metafast.
Metafast commence par construire un graphe de de-Bruijn pour chaque jeu de lectures
indépendamment. Les chemins simples sont extraits de ce graphe. Un chemin simple, commu-
nément appelé unitig, est une série de nœuds simples connectés. Seuls les unitigs suffisamment
longs sont conservés (> 100 bp par défaut). Les nœuds branchants sont également jetés. Les k-
mers des unitigs de chaque jeu ayant passé ce premier filtre sont insérés dans un unique graphe
de de-Bruijn afin de réaliser un assemblage croisé de tous les jeux de données. Les compo-
santes connexes sont extraites de ce graphe. Seules celles contenant suffisamment de k-mers sont
conservées.
Une matrice de comptage MC de taille W ×N est ensuite construite, où W est le nombre
de composantes connexes et N le nombre de jeux. MCi,j représente le nombre de fois où la
composante i est présente dans le jeu Sj en nombre de k-mers. Pour cela, Metafast charge
successivement chaque spectre de k-mers en mémoire dans un dictionnaire et calcule l’abondance
d’une composante comme le nombre total de k-mers appartenant à cette composante. Une
matrice de dissimilarité de Bray-Curtis est finalement calculée à partir de la matrice MC.
Des tests de validation des performances et des résultats obtenus ont été effectués sur dif-
férents projets métagénomiques. Les performances ont été évaluées sur 29 jeux du projet de
séquençage du métro de New-York [124] (∼2.3 millions de lectures Illumina de 300 bp par jeu).
Metafast a requis 82 minutes de temps de traitement et 14 Go de mémoire. Sa distance a été
comparée à des distances de Bray-Curtis taxonomiques sur 157 jeux provenant d’une étude de la
flore intestinal humaine [121]. Metafast obtient de bonnes corrélations de Spearman comprises
entre 0.8 et 0.86.
Dans la stratégie de Metafast, l’assemblage est un moyen de sélectionner et de compacter
des k-mers afin de réduire leur dimension. Cette stratégie est intéressante car la sélection se base
sur des critères qui ont un sens biologique, plutôt qu’aléatoires. La variabilité des comptages de
k-mers est également atténuée par le fait de les considérer sur l’ensemble d’une composante plus
longue. Cependant, comme nous l’avons vu dans le chapitre introductif, sur des environnements
plus complexes, la phase d’assemblage risque d’éliminer une quantité d’information importante.
Le coût en ressource informatique augmente également car la mémoire utilisée par le graphe de
de-Bruijn est linéaire avec le nombre de k-mers distincts insérés. Il en va de même pour le temps
de traitement requis pour l’extraction des unitigs. La phase d’identification des composantes
connexes lors de l’assemblage croisé est également un procédé coûteux en temps de calcul et
difficilement parallélisable. Il est fort probable que des composantes chimériques soient extraites
de cette phase d’assemblage grossière à cause des régions conservées entre les génomes. Enfin un
dernier inconvénient majeur est l’étape d’assemblage croisé. Le graphe de de-Bruijn final et les
composantes qui en sont extraites ne vont pas être les mêmes selon le nombre de jeux de données
considérés et leur composition. La distance entre deux jeux est donc variable selon l’ensemble
des données d’entrée.
2.4 Conclusion
La première approche de métagénomique comparative de novo a été effectuée dans le cadre
du projet GOS pour comparer le contenu génomique de 44 échantillons océaniques en utilisant
le logiciel d’alignement Blast. Une telle approche compare toutes les lectures contre toutes
afin de déterminer le pourcentage de séquences similaires entre chaque paire d’échantillons.
Cette méthodologie n’est plus envisageable aujourd’hui compte tenu de l’envergure des projets
métagénomiques qui comptent des centaines de jeux de données de centaines de millions de
lectures chacun.
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Compareads est le premier outil qui passe à l’échelle sur deux grands jeux en comparant les
séquences sans le processus d’alignement coûteux. Compareads parvient à traiter deux grands
jeux de Tara Oceans en une dizaine d’heures et en n’utilisant que 4 Go de mémoire. Commet
étend la méthodologie de Compareads pour comparer efficacement N jeux (N > 2). Mais les
changements effectués n’offrent pas un gain considérable sur de gros projets. Compareads et
Commet ont été développés au sein de l’équipe qui a encadré cette thèse et ont été une véritable
source d’inspiration. Notamment, puisque Compareads voit un des deux jeux à comparer
comme un ensemble de k-mers, notre idée fondamentale a été d’aller encore plus loin et de
considérer les deux jeux de cette manière. Le k-mer devient alors l’unité de comparaison des
métagénomes.
Cette idée n’est pas anodine : l’usage des k-mers est bien établie en bioinformatique des sé-
quences depuis plusieurs années et des observations de la littérature montrent que les comptages
de k-mers sont un bon remplacement aux comptages d’espèces. Trois travaux basés sur cette
idée ont justement été publiés en parallèle des développements de cette thèse. La première valide
les distances obtenues sur une petite plage de k (k < 16). Le développement mis en œuvre dans
cette étude ne permet pas d’explorer des k-mers plus grands. La seconde, Metafast, se base
sur l’assemblage et est donc limitée en termes de passage à l’échelle. Enfin, Mash est la méthode
la plus performante actuellement. Cependant, cet outil ne fournit pas d’indice de comparaison
quantitatif basé sur l’abondance des k-mers.
Avec du recul, nos développements ressemblent à la méthode employée par DSM, un outil
publié peu avant le début de cette thèse. Cependant, notre expertise en termes de manipulation
des k-mers nous a permis de développer une méthode beaucoup plus efficace. Aujourd’hui, l’outil
Simka, qui est la contribution principale de cette thèse, est le seul à passer à l’échelle sur de
grands projets métagénomiques pouvant contenir des centaines, voire des milliers de grands
jeux de données, tout en fournissant un large éventail d’indices de comparaison qualitatifs et
quantitatifs. La méthode Simka est le sujet du chapitre suivant.
38
Chapitre 3
Simka : nouvelle méthode de
métagénomique comparative de novo à
grande échelle basée sur des k-mers
Ce chapitre présente Simka, la méthode que nous avons développée pendant cette thèse
pour comparer efficacement de nombreux jeux de données métagénomiques. Simka rentre dans
la catégorie des méthodes de comparaison par spectres de k-mers.
La section 3.1 présente la stratégie de Simka. La section 3.2 décrit une nouvelle méthode
pour compter efficacement les k-mers de plusieurs jeux. Basée sur ce compteur de k-mers multi-
jeux, la section 3.3 montre comment calculer rapidement de nombreuses distances en une seule
passe sur l’ensemble des données. La section 3.4 expose quelques détails d’implémentation. Enfin,
la section 3.5 compare Simka avec les autres outils de l’état de l’art en termes de performances.
L’évaluation de la qualité des distances proposées par Simka est présentée dans le chapitre 4.
3.1 Stratégie
Soit N jeux de données métagénomiques, dénotés S1, S2, Si, ...SN . Notre objectif est de four-
nir une matrice de distances D de taille N ×N où Di,j représente la distance entre Si et Sj . De
telles distances sont listées dans le tableau 3.1. Le calcul d’une matrice de distances peut être
décomposé en deux étapes :
1. Comptage des k-mers. Chaque jeu de données est représenté par un ensemble de
caractéristiques discriminantes. Dans notre cas, il s’agit de son contenu en k-mers. Plus
précisément, une matrice de comptages KC de taille W × N est calculée, où W est le
nombre de k-mers distincts parmi tous les jeux de données. KCi,j représente le nombre
de fois qu’un k-mer i est présent dans le jeu de données Sj .
2. Calcul des distances. Basée sur l’information des comptages de k-mers, la matrice de
distances D est calculée. De nombreuses distances (voir tableau 3.1) peuvent ainsi être
dérivées de la matrice KC.
En réalité, Simka ne requiert pas d’avoir à disposition l’intégralité de la matrice KC pour
commencer le calcul des distances. Mais pour des raisons de simplicité, nous allons dans un
premier temps considérer qu’elle est disponible.
L’étape de comptage des k-mers découpe chaque lecture des jeux de données en k-mers et
effectue un comptage global. Cela peut être effectué en comptant les k-mers de chaque jeu de
données, puis en fusionnant les spectres de k-mers résultants. Le résultat de ces opérations est
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Figure 3.1. Nombre moyen de k-mers distincts par jeu en fonction du type d’en-
vironnement et du type d’organismes (k = 21). Les statistiques ont été récoltées sur
des centaines de jeux métagénomiques du projet HMP (vert), du projet Tara Oceans (bleu) et
de projets de sol (rouge, références projets EBI EMG : SRP029969 et SRP008595). La même
quantité de données a été considérée dans chaque jeu : 3 milliards de k-mers (∼40 millions de
lectures). Les jeux utilisés pour la figure de gauche contiennent majoritairement des bactéries.
Les jeux de Tara Oceans considérés dans la figure de droite ont été filtrés par taille d’organismes :
de 0 à 0.2 µm (virus), de 0.22 à 3 µm (bactéries), de 0.8 à 5 µm (protistes) et de 5 à 2000 µm
(métazoaires).
la matrice KC (de taille W ×N). Des algorithmes très performants, tels que KMC2 [113], ont
récemment été développés pour extraire le spectre de k-mers d’un jeu de données. Grâce à ces
nouveaux outils, l’étape de comptage de chaque jeu peut être effectuée en un temps et un espace
mémoire raisonnables, même pour de grands jeux. Cependant, l’inconvénient principal de cette
approche vient de l’étape de fusion et de l’énorme quantité d’espace mémoire nécessaire pour
stocker la matrice de comptages KC résultante. Cet espace mémoire est calculé de la manière
suivante : MemKC = W ∗ (8 + 4N) octets, où W est le nombre de k-mers distincts, et 8 et 4
sont respectivement le nombre d’octets nécessaires au stockage d’un 31-mer et d’un comptage.
Par exemple, le projet Human Microbiome Projet (HMP) [1] entier (690 jeux contenant chacun
45 millions de lectures en moyenne) dénombre 95 milliards de 31-mers distincts et aurait requis
un espace de 260 To pour stocker la matrice KC. De plus, le nombre de k-mers distincts peut
augmenter drastiquement sur des environnements plus complexes (eau de mer, sol). La figure 3.1
indique que ces milieux génèrent plus de k-mers distincts par jeu. Le type d’organismes étudiés
a également un impact considérable car il joue sur la diversité et la taille des génomes présents.
Les projets issus de ces milieux complexes généreraient des matrices de comptage encore plus
grandes dont le stockage est inconcevable.
Cependant, un regard attentif à la définition des distances (tableau 3.1) montre que, mises
à part quelques transformations finales, elles sont toutes additives sur les k-mers distincts. Des
contributions indépendantes à la distance peuvent donc être calculées en parallèle à partir d’en-
sembles disjoints de k-mers, puis agrégées pour construire la distance finale. De plus, chaque
contribution peut elle-même être construite de manière itérative, une ligne de la matrice KC
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Figure 3.2. Stratégie de SIMKA. La première étape prend en entrée N jeux de données
et génère plusieurs flux de vecteurs d’abondances à partir d’ensembles disjoints de k-mers. Un
vecteur d’abondances est un k-mer distinct et ses N comptages dans les N jeux de données.
Ces vecteurs d’abondances sont pris en entrée de la seconde étape qui met à jour itérativement
chaque contribution à la distance en parallèle. Une fois qu’un vecteur d’abondances a contribué
à la distance, il n’y a plus besoin de le conserver. L’étape finale cumule chaque contribution et
calcule la matrice de distances finale.
d’abondances. Ce dernier représente un k-mer distinct et ses N comptages dans les N jeux de
lectures.
Pour récapituler, au lieu de calculer l’intégralité de la matrice de comptages de k-mers KC,
le schéma de calcul alternatif que nous proposons consiste à générer successivement les vecteurs
d’abondances à partir desquels des contributions indépendantes aux distances peuvent être ité-
rativement calculées en parallèle. L’avantage majeur de cette approche est que l’énorme matrice
de comptages KC n’a pas besoin d’être stockée. Cependant, cette approche nécessite le déve-
loppement d’une nouvelle stratégie pour générer les vecteurs d’abondances. La section suivante
décrit la méthode de comptage de k-mers multi-jeux (Multiset K-mer Counting - MKC) que
nous avons développé dans ce but. Celle-ci est très efficace en temps et en mémoire et peut être
parallélisée sur de grandes infrastructures de calcul. Comme illustré dans la figure 3.2, Simka
utilise les vecteurs d’abondances générés par le MKC pour calculer les distances du tableau 3.1.
3.2 Comptage de k-mers multi-jeux
Partant de N jeux de lectures, l’objectif est de générer les vecteurs d’abondances qui vont
nourrir l’étape de calcul des distances. Cette tâche peut être divisée en deux phases :
1. Comptage des k-mers. Le spectre de k-mers de chaque jeu de données est calculé
indépendamment.
2. Tri-fusion des spectres de k-mers. Un algorithme classique de tri-fusion est appliqué
aux N spectres de k-mers pour générer les vecteurs d’abondances. Cet algorithme trie
chaque spectre par ordre lexicographique des k-mers. Les N spectres de k-mers triés
peuvent ainsi être fusionnés en une passe de lecture.
La limitation majeure de cette approche est l’étape de tri qui peut être très longue sur de
grands spectres de k-mers pouvant comporter des milliards d’entrées. En effet, un algorithme
de tri a au moins une complexité en temps en O(n log n) où n est le nombre d’éléments à trier.
Pour réduire l’impact de cette étape de tri, nous faisons d’une pierre deux coups en utilisant un
algorithme de comptage de k-mers lui-même basé sur le tri des k-mers. Les outils de comptage de
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k-mers de référence en bioinformatique (section 2.3.2.1) s’appuient justement sur cette approche.
La stratégie présentée précédemment peut alors être redéfinie de la manière suivante :
1. Tri-comptage. Le spectre de k-mers de chaque jeu de lectures est calculé indépendam-
ment grâce à un algorithme de comptage de k-mers basé sur le tri de ceux-ci.
2. Fusion des comptages. Un algorithme de fusion est appliqué aux N spectres de k-mers
(déjà triés) et les vecteurs d’abondances générés.
3.2.1 Tri-comptage
Tous les k-mers d’un jeu de données sont extraits, puis triés par ordre lexicographique. Les
k-mers distincts peuvent alors être facilement identifiés et leur nombre d’occurrences calculé.
Puisque le nombre de k-mers distincts est généralement très important, l’étape de tri est divisée
en deux sous-étapes et fonctionne de la manière suivante : les k-mers sont d’abord séparés en
P partitions, chacune stockée sur le disque. Après cette étape préliminaire, chaque partition est
triée et comptée indépendamment, puis stockée sur le disque une nouvelle fois. Conceptuellement,
à la fin du processus de tri-comptage, nous disposons de N ×P partitions triées. La figure 3.3-A
illustre la phase de tri-comptage.
Pour effectuer efficacement cette étape de comptage de k-mers basée sur le tri, nous utilisons
des approches de référence, tels que KMC2 [113] et DSK [112], dont les méthodologies ont
été détaillées en section 2.3.2.1. Ces outils fournissent notamment un niveau de parallélisation
à grain-fin et permettent l’exploitation des capacités des processeurs multi-cœurs actuels. Un
second niveau de parallélisation gros-grain est obtenu par le comptage indépendant de chaque
jeu de données. N processus peuvent donc être exécutés en parallèle, chacun traitant un jeu
de données spécifique. Le processus global de tri-comptage convient donc particulièrement bien
à de grandes infrastructures de calcul possédant des centaines de nœuds, et où chaque nœud
implémente des systèmes à 8 ou 16 cœurs. Afin d’effectuer l’étape de fusion efficacement (détaillée
dans la section suivante), la même fonction de répartition des k-mers doit être utilisée pour
tous les jeux de données (même nombre de partitions et même fonction de hachage). Ainsi, en
pratique, nous utilisons l’algorithme de comptage DSK qui a été développé au sein de notre
équipe, et dans lequel nous avons donc pu facilement implémenter ce changement.
Afin de limiter les accès disque, les partitions sont compressées. Puisque chaque partition est
triée, chaque k-mer peut avoir un grand préfixe commun avec le k-mer précédent. Dans notre
méthodologie, cette redondance est capturée grâce à une approche de compression par diction-
naire. Cette approche a été implémentée dans de nombreuses librairies et outils de compression
très connus, tels que zlib [125].
3.2.2 Fusion des comptages
Pour des raisons pratiques, les logiciels de comptage de k-mers fournissent généralement
un unique fichier de comptage de k-mers en sortie et perdent l’information du partitionnement
des k-mers. Ici, nous montrons que ce partitionnement peut être utilisé avantageusement pour
générer les vecteurs d’abondances en parallèle.
Les N fichiers associés à une partition Pi sont pris en entrée d’un processus de fusion. Pour
rappel, ces fichiers contiennent chacun un sous-spectre de k-mers trié. Un algorithme de tri-fusion
peut donc être appliqué pour générer directement les vecteurs d’abondances.
Jusqu’à P processus de fusion peuvent être exécutés indépendamment, résultant chacun dans
la génération de P vecteurs d’abondances en parallèle et permettant donc le calcul de P contri-
butions à la distance simultanément. Il est important de noter que les vecteurs d’abondances







































CAT 1 0 0
S1 S2 SN
TTG 0 2 0
S1 S2 SN
ATC 4 8 2
S1 S2 SN
CGG 0 0 4
S1 S2 SN
AAG 2 8 0
S1 S2 SN
GGC 0 1 9
S1 S2 SN
TTA 4 0 1
S1 S2 SN
CAG 7 3 1
S1 S2 SN
GAC 0 0 6
Flux de vecteurs d’abondances 
Figure 3.3. Stratégie de comptage de k-mers multi-jeux avec k=3. (A) Un processus
de comptage, représenté par une flèche bleue, compte les k-mers d’un jeu de données indépen-
damment des autres. Chaque processus produit une colonne de P partitions (carrés rouges)
contenant des k-mers triés et leurs comptages. (B) Un processus de fusion, représenté par une
flèche verte, fusionne une ligne de N partitions. Il produit des vecteurs d’abondances, représentés
en vert, qui nourrissent l’étape de calcul des distances.
pour l’étape suivante de calcul des distances. La figure 3.3-B illustre la phase de fusion des
comptages de k-mers.
3.2.3 Filtre d’abondance des k-mers
Les erreurs de séquençage génèrent des k-mers erronés de faible abondance. Une simple erreur
peut générer jusqu’à k k-mers distincts erronés. Filtrer ces k-mers améliore considérablement
les performances de Simka puisque cela réduit le nombre total de k-mers distincts. Cependant,
en métagénomique, les k-mers rares peuvent également provenir d’espèces rares. L’impact de ce
filtre sur la qualité des distances est évalué et discuté dans la section 4.1.
Ce filtre peut être activé pendant la phase de comptage des k-mers. Pour un jeu donné,
seuls ses k-mers ayant une abondance égale ou plus grande qu’un seuil d’abondance donné sont
conservés. Par défaut, ce seuil est fixé à 2. Les k-mers qui passent ce filtre sont appelés des
k-mers solides.
3.3 Calcul des distances
De nombreux indices de comparaison ont été définis par les écologues pour comparer les
communautés. Ils se regroupent en deux familles principales (voir [86] pour une classification plus
fine) : les indices qualitatifs et les indices quantitatifs. La première famille traite les éléments de
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manière égale, qu’ils soient rares ou très abondants. À l’inverse, les indices quantitatifs s’appuient
sur les variations d’abondance des éléments. Ici, les éléments abondants ont plus de poids que
les éléments rares. Des études montrent que les différentes distances peuvent capturer différentes
caractéristiques des jeux de données [86, 126]. D’autres conseillent d’analyser les données sur
la base de plusieurs distances [127]. Pour ces raisons, nous avons fait le choix de calculer une
grande partie des distances existantes. Nous avons étudié leur formulation afin de développer un
algorithme pour les calculer efficacement en une passe sur les données.
Pour des raisons de simplicité, le calcul de la distance quantitative de Bray-Curtis est tout
d’abord expliqué. Toutes les autres distances présentées ensuite peuvent être calculées en suivant
le même schéma, avec seulement quelques adaptations mineures.
3.3.1 Calcul de la distance de Bray-Curtis
La distance de Bray-Curtis est donnée par l’équation suivante :











où w est un k-mer et NSi(w) est l’abondance de w dans le jeu de lectures Si.
Cette équation implique des termes marginaux (ou spécifiques à un jeu de lectures) et des
termes croisés. Par exemple, le terme marginal
∑
w∈Si
NSi(w) est le nombre total de k-mers
dans le jeu de lectures Si. Il va agir comme une constante de normalisation. Les termes croi-
sés capturent la (dis)similarité entre les deux jeux de données. Par exemple, le terme croisé
∑
w∈Si∪Sj
min(NSi(w), NSj (w)) est le nombre total de k-mers dans l’intersection des jeux de
données Si et Sj . Les termes marginaux et croisés sont ensuite combinés pour calculer la dis-
tance finale.
L’algorithme 1 montre qu’il est simple de calculer la matrice de distances entre les N jeux de
lectures à partir des vecteurs d’abondances. L’entrée de cet algorithme est fournie par le compteur
de k-mers multi-jeux (MKC). Cette entrée consiste en P flux de vecteurs d’abondances et les
termes marginaux de la distance, c’est à dire le nombre de k-mers dans chaque jeu de lectures,
déterminé pendant la première phase du MKC qui compte les k-mers.
Une matrice, désignée M∩, de dimension N × N est initialisée (ligne 1) pour enregistrer la
valeur finale du terme croisé de chaque paire de jeux de lectures. P processus indépendants sont
lancés (ligne 2) pour calculer P matrices de termes croisés partielles, dénotées M∩part (ligne 3),
en parallèle. Chaque processus parcourt son flux de vecteurs d’abondances (ligne 4). Pour chaque
vecteur d’abondances, on boucle sur chaque paire de jeux de lectures possibles (lignes 5-6). La
matrice M∩part est mise à jour (ligne 8) si le k-mer est partagé, signifiant qu’il a une abondance
positive dans les deux jeux de lectures Si et Sj (ligne 7). Puisque la matrice de distances est
symétrique avec une diagonale nulle, les calculs se limitent au triangle supérieur de la matrice
M∩part. Le vecteur d’abondances courant est ensuite libéré. Chaque processus écrit sa matrice
M∩part sur le disque quand son flux est terminé (ligne 9).
Quand tous les flux ont été traités, l’algorithme lit chaque matrice M∩part et l’accumule à
la matrice de termes croisés complète M∩ (lignes 10-11). La dernière boucle (lignes 13 à 16)
calcule la distance de Bray-Curtis pour chaque paire de jeux de lectures et remplit la matrice
de distances qui est la sortie de Simka.
Le nombre de vecteurs d’abondances émis par le MKC est égal à Ws, le nombre total de
k-mers distincts solides dans les N jeux de lectures. Cet algorithme a donc une complexité en
temps de O(Ws ×N2).
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Algorithme 1 : Calcul de la distance de Bray-Curtis (équation 3.1) entre N jeux de
lectures.
Entrées :
- Vs : vecteur de taille P représentant les flux de vecteurs d’abondances
- V∪ : vecteur de taille N contenant le nombre de k-mers dans chaque jeu de lectures
Output : une matrice de distances Dist
1 M∩ ← matrice carrée de taille N ×N // nombre de k-mers dans l’intersection de chaque
paire de jeux de lectures
2 En parallèle: pour chaque flux de vecteurs d’abondances S dans Vs faire
3 M∩part ← matrice carrée de taille N ×N // partie de M∩
4 pour chaque vecteurs d’abondances v dans S faire
5 pour i← 0 à N − 1 faire
6 pour j ← i+ 1 à N − 1 faire
7 si v[i] > 0 et v[j] > 0 alors
8 M∩part[i, j] ← M∩part[i, j] + min(v[i], v[j])
9 Écrire M∩part sur le disque
10 pour chaque matrice écrite M∩part faire
11 M∩ ← M∩ + M∩part
12 Dist ← matrice carrée de taille N ×N // matrice de distances finales
13 pour i← 0 à N − 1 faire
14 pour j ← i+ 1 à N − 1 faire
15 Dist[i, j] = 1− 2 ∗M∩[i, j] / (V∪[i] + V∪[j])
16 Dist[j, i] = 1− 2 ∗M∩[i, j] / (V∪[i] + V∪[j])
17 retourner Dist
3.3.2 Autres distances
La plupart des distances écologiques, incluant celles mentionnées dans [86], peuvent être
exprimées pour une paire de jeux de lectures Si et Sj comme :











où g et f sont des fonctions simples, et CSi est un terme marginal (spécifique) du jeu de lectures
Si, généralement un scalaire. Dans la plupart des distances, CSi est simplement le nombre total
de k-mers dans Si. En revanche, la valeur de f correspond aux termes croisés et requiert la
connaissance de NSi(w) et NSj (w) (et potentiellement CSi et CSj également). Par exemple,




g(x) = 1− 2x et f(x, y,X, Y ) = min(x, y)/(X + Y ).
Ces distances peuvent être calculées en une seule passe sur les données en utilisant des
versions légèrement différentes de l’algorithme 1. Les termes marginaux CSi sont déterminés
pendant la première étape du MKC qui compte les k-mers de chaque jeu de lectures. Les termes
croisés impliquant f sont calculés et sommés lignes 7-8 (mais les instructions exactes dépendent
de la nature de f). Finalement, les distances finales sont calculées en lignes 15-16 et dépendent
de f et g.
Les distances qualitatives forment une catégorie spéciale des distances écologiques : elles
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peuvent toutes être exprimées en termes de quantités a, b et c où a est le nombre de k-mers
distincts partagés par Si et Sj , et b et c sont respectivement le nombre de k-mers distincts pré-
sents seulement dans Si et Sj . Ces distances s’insèrent parfaitement bien dans le cadre présenté








= a+ b et de la
même manière CSj = a+ c. Ainsi, a est un terme croisé et les termes b et c peuvent être déduits
de a et des termes marginaux.
De la même manière, Chao et al. [128] introduisent une variation des distances qualitatives en
leur incorporant des informations d’abondances. L’idée principale est de remplacer les quantités
"rude" telles que a/(a + b), la fraction de k-mers distincts de Si partagés avec Sj , par des
quantités probabilistes "douces" : ici, la probabilité U ∈ [0, 1] qu’un k-mer de Si soit aussi
trouvé dans Sj . De même, la fraction "rude" a/(a+c) de k-mers distincts de Sj partagés avec Si
est remplacée par une probabilité "douce" V qu’un k-mer de Sj soit aussi trouvé dans Si. U et V
jouent le même rôle que a, b et c dans les distances qualitatives et sont suffisantes pour calculer
des variantes appelées AB-Jaccard, AB-Ochiai et AB-Sorensen. Cependant, contrairement aux
quantités a, b et c qui peuvent être observées à partir des données, U et V ne sont pas connus en
pratique et doivent être estimés à partir des données. Nous avons mis en œuvre la plus simple
des estimations présentées dans [128], qui se prête parfaitement bien à la nature additive et







NSi(w). Notons que YSiSj correspond aux termes croisés et est asymétrique, i.e.
YSiSj 6= YSjSi . Intuitivement, U est la fraction de k-mers de Si également trouvés dans Sj et
donne bien plus de poids aux k-mers abondants que sa version qualitative a/(a+ b).
Le tableau 3.1 montre la collection de distances calculées par Simka en remplaçant les comp-
tages d’espèces par des comptages de k-mers. Cette collection inclut des distances quantitatives,
qualitatives et des variantes des distances qualitatives prenant en compte l’abondance des k-
mers. Le tableau fournit également leur expression en termes de Ci, f et g, en adoptant la
notation de l’équation 3.2.
La nature additive de ces distances calculées sur les k-mers est nécessaire pour atteindre
une complexité linéaire sur le nombre de k-mers distincts solides Ws et pour pouvoir paralléliser
les calculs. Ainsi, notre algorithme n’est pas adaptable à d’autres distances plus complexes qui
prennent par exemple en compte la similarité entre les espèces [126], ou qui requièrent le calcul
de distances d’édition entre les k-mers et nécessitent donc une comparaison des k-mers tous
contre tous.
3.3.3 Distances simples et distances complexes
D’un point de vue algorithmique, une optimisation majeure peut être apportée à l’algo-
rithme 1. Cela concerne le calcul du terme croisé des distances (ligne 7 et 8). Dans le cas de
la distance de Bray-Curtis, ce calcul n’a lieu que si une paire de jeux partage le k-mer courant
(ligne 7). En effet, si un jeu ne possède pas le k-mer courant, son terme croisé vaudra toujours 0.
Cette ligne agit donc comme un filtre pour ne pas appeler inutilement le calcul des termes croisés
qui peut être coûteux en temps selon la définition des distances. Cependant, lorsque le nombre
N de jeux est grand (N > 100), ce filtre a lui même un impact considérable sur le temps de
traitement puisqu’il est appelé un nombre quadratique de fois sur N pour chaque k-mer distinct.
Il est possible de ne plus employer explicitement ce filtre tout en conservant son usage. Cette
optimisation se base sur la nature très creuse des vecteurs d’abondances. C’est à dire que les
jeux métagénomiques partagent peu de k-mers globalement. Par exemple, dans le cas du projet
Tara Oceans, 88% des k-mers distincts sont spécifiques à un jeu et n’ont même pas besoin d’être
pris en compte par l’algorithme 1 (tests personnels sur 150 grands jeux de lectures). En effet,
ces k-mers spécifiques n’interviennent que dans le calcul des termes marginaux dont la valeur
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Variantes quantitatives (AB) de distances qualitatives
AB-Jaccard 1− UV
U + V − UV − − −
AB-Ochiai 1−
√




Table 3.1. Définition des distances calculées par Simka. Toutes les distances quanti-
tatives peuvent être exprimées en termes de CS , f = f(x, y,X, Y ) et g = g(x), en utilisant la
notation de l’équation 3.2, et calculées en une passe sur les données. Les distances qualitatives
(respectivement leur variante prenant en compte l’abondance) peuvent aussi être calculées en
une passe en calculant a, b et c (respectivement U et V ).
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est déjà déterminée suite à la phase de comptage des k-mers. Parmi les 12% de k-mers distincts
partagés, 75% sont partagés par seulement deux jeux de données, 15% par 3 jeux, etc. Pour
profiter avantageusement de cette situation, les vecteurs d’abondances sont transformés en une
version parcimonieuse : les zéros ne sont plus stockés et tout comptage supérieur à 0 est remplacé
par une paire (p, c), où p est la position du comptage c dans le vecteur d’abondances. Il n’y
a alors plus besoin de la ligne 7 de l’algorithme 1 puisque les jeux ne possédant pas le k-mer
courant ont déjà été filtrés.
Cette optimisation permet un gain de temps de calcul des distances conséquent. Cette astuce
algorithmique permet donc de briser la nature quadratique du calcul des distances pour une
grande majorité des k-mers distincts. Cependant, elle n’est pas directement applicable à toutes
les distances écologiques. C’est ainsi que, d’un point de vue algorithmique, nous avons défini deux
catégories de distances : les distances simples et les distances complexes. Les distances simples,
incluant Bray-Curtis, ont besoin d’être mises à jour seulement pour chaque paire (Si, Sj) telle
que NSi > 0 et NSj > 0 tandis que les distances complexes ont besoin d’être mises à jour pour
chaque paire telle que NSi > 0 ou NSj > 0. Les distances complexes requièrent par conséquent
beaucoup plus d’opérations. Si N est la taille originale des vecteurs d’abondances et n est le
nombre de jeux Si tel que NSi > 0 (n << N), l’algorithme 1 engendre N
2 opérations par k-mer
distinct, les distances simples en nécessitent n2 et les distances complexes en requièrent n ∗N .
Les distances complexes profitent donc tout de même en partie de cette optimisation en ne
traitant plus les paires qui ne possèdent pas le k-mer courant.
La distinction de ces deux types de distances nous a invité à réviser leur formulation. Par
exemple, dans la littérature, deux définitions de la distances de Bray-Curtis existent :




















Les deux aboutissent au même résultat mais la première est formulée comme une distance
simple alors que la seconde est une distance complexe. Il est important de noter que parmi
les distances présentées dans le tableau 3.1, toutes les distances sont simples, à l’exception des
distances de Whittaker, Jensen-Shannon et Canberra.
3.4 Implémentation
Cette section fournit quelques détails d’implémentation du programme Simka et nos choix
quant à la représentation des spectres de k-mers sur le disque.
Représentation des spectres de k-mers dans SIMKA. La première étape du MKC (sec-
tion 3.2.1) compte les k-mers d’un jeu et stocke le spectre résultant sur le disque. Lors de la
seconde étape (section 3.2.2), les spectres sont lus en parallèle et fusionnés. Cependant, plus le
nombre de jeux N est grand, plus le nombre de fichiers ouverts augmente et plus long devient
leur temps de lecture. Cela provient de limitations technologiques du système de gestion de
fichiers. Notamment, lorsque N > 4000, il devient quasiment impossible de lire les spectres ou
d’en ouvrir de nouveaux.
Pour parvenir à comparer de nombreux spectres sans impact du système de gestion de fichiers,
des fusions intermédiaires de N ′ spectres (N ′ < N) en un seul sont effectués. La figure 3.4
(gauche) illustre la représentation classique d’un spectre. Chaque fichier contient simplement des
k-mers distincts triés et leur comptage. Par comparaison, la figure 3.4 (droite) donne le format





























Figure 3.4. Représentation des spectres de k-mers dans Simka. La représentation
classique d’un spectre est donnée à gauche pour deux spectres provenant de deux jeux nommés
ERP004008 et ERP112118. Le spectre rouge représente la fusion de ces deux spectres en un seul
fichier. Un identifiant unique est associé à chaque jeu. Une première table stocke le nom des jeux
associé à leur identifiant. Une seconde table contient les k-mers distincts des deux spectres par
ordre lexicographique, l’identifiant de leur jeu et leur comptage.
unique. Le nom des jeux, qui peut être long, est stocké une seule fois dans une table à part et
associé à son identifiant. Une seconde table contient les deux spectres fusionnés. Chaque k-mer
distinct est associé à son comptage et à l’identifiant de son jeu. Ce format est parcimonieux. Il
ne stocke pas les zéros contrairement à la matrice de comptages KC décrite en section 3.1 (qui
atteint des centaines de To dans les exemples donnés). L’idée derrière ce format part du principe
que cette matrice est très creuse, ce qui est le cas en pratique. Comme indiqué dans la section
suivante, cette représentation permet le stockage de la matrice KC sur le disque en utilisant un
espace de l’ordre de la taille des jeux de données d’entrée.
Suite de programmes de SIMKA. Simka est basé sur l’API GATB (Genome Analysis
Tool Box) [129], une bibliothèque C++ optimisée pour manipuler de grands ensembles de k-
mers. C’est un logiciel open source, distribué sous la licence GNU affero GPL, disponible en
téléchargement sur le site web de GATB : https://gatb.inria.fr/software/simka/.
Une suite de programmes est mise à disposition pour effectuer tous les calculs nécessaires et
permettre leur parallélisation sur de grandes infrastructures de calcul :
— simka-count. Ce programme transforme un jeu de lectures en son spectre de k-mers
découpé en P partitions. Cette partie de Simka est basée sur l’outil de comptage de k-
mers DSK, qui implémente la méthodologie décrite dans KMC2 et dont le code est intégré
et modifiable dans GATB. DSK a notamment été modifié pour conserver l’information
du partitionnement des k-mers afin de paralléliser l’étape de génération des vecteurs
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d’abondances et de calcul des distances. La représentation d’un spectre de k-mers d’un
unique jeu de lectures est illustrée par la figure 3.4 (gauche).
— simka-merge. Lorsque le nombre de spectres de k-mers à traiter est grand (N > 200
par défaut), ce programme effectue des fusions intermédiaires de N ′ spectres (N ′ < N)
en un seul. La représentation d’un spectre contenant les comptages de plusieurs jeux est
montrée par la figure 3.4 (droite).
— simka-distance. Génère les vecteurs d’abondances et calcule la contribution aux dis-
tances écologiques pour une partition Pi des N spectres de k-mers.
— simka-distanceFinal. Agglomère les P contributions aux distances, applique les trans-
formations finales et fournit les matrices de distances.
Le programme principal "simka" enrobe cette suite de programmes et gère le lancement,
la parallélisation et la synchronisation des processus. Simka possède un système de points de
contrôle qui permet de ne pas avoir à tout recalculer si l’exécution s’est arrêtée en cours de
traitement ou si l’utilisateur souhaite ajouter de nouveaux jeux de données. Pour déployer Simka
sur un cluster de calcul, il suffit de lui fournir la commande de soumission des jobs du cluster
en question.
3.5 Évaluation des performances
Les performances de Simka sont évaluées en termes de temps d’exécution, d’empreinte mé-
moire et d’utilisation du disque, et comparées à celles des outils de l’état de l’art. L’évaluation
de la qualité des distances de Simka est abordée dans le chapitre 4.
Les expérimentations ont été conduites sur les données du Human Microbiome Project
(HMP) [1] qui est actuellement un des plus gros projets métagénomiques publiques en termes
de jeux de lectures plein-génome : 690 échantillons prélevés de différents tissus (http://www.
hmpdacc.org/HMASM/). Le projet entier a été séquencé via la technologie Illumina et contient en
tout 2×16 milliards de lectures appairées d’une centaine de nucléotides réparties non uniformé-
ment à travers les 690 jeux de données.
3.5.1 Performances sur de petits jeux de lectures
Le passage à l’échelle de Simka a tout d’abord été évalué sur de petits jeux de données
du projet HMP. Le nombre de jeux à traiter augmente de 2 à 40. Lorsqu’une distance simple
est calculée, comme la distance de Bray-Curtis, Simka montre un temps d’exécution ayant une
allure linéaire avec le nombre de jeux comparés (figure 3.5-A). Comme espéré, le comptage des k-
mers de chaque jeu de données (MKC-Comptage) consomme la majorité du temps, notamment à
cause d’une forte utilisation du disque. Le temps de génération des vecteurs d’abondances (MKC-
Fusion) est extrêmement rapide. Le calcul des distances simples est la partie la plus rapide
grâce aux optimisations (présentées en section 3.3.3) pour briser sa complexité normalement
quadratique sur le nombre de jeux de lectures. La seule exception au comportement linéaire
global est le calcul des distances complexes dont l’allure augmente quadratiquement avec N .
Lors des comparaisons aux autres outils de l’état de l’art, à savoir Commet, Metafast
et Mash, Simka a été paramétré afin de ne calculer que la distance de Bray-Curtis, puisque
les autres outils ne calculent également qu’une seule distance simple. DSM n’a pas été testé
car il nécessite une infrastructure de calcul spécifique pour distribuer la mémoire sur plusieurs
machines. Les figures 3.5-B-C-D montrent respectivement, le temps CPU, l’empreinte mémoire
et l’utilisation du disque maximum de chaque outil par rapport à un nombre croissant de jeux
de lectures N . Mash est définitivement l’outil qui passe le mieux à l’échelle mais les limitations
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Figure 3.5. Performances de SIMKA et des outils de l’état de l’art par rapport à
un nombre N de jeux de lectures à comparer. Chaque jeu de données est composé de deux
millions de lectures. Tous les outils ont été lancés sur une machine équipée d’un processeur Intel
E5-2640 de 20 cœurs (2.50 GHz) et 264 Go de mémoire. (A) et (B) Temps CPU par rapport à N .
Pour (A), les couleurs correspondent aux différentes étapes principales de Simka. (C) Empreinte
mémoire par rapport à N . (D) Utilisation du disque par rapport à N . Les paramètres et lignes
de commande utilisés pour chaque outil sont détaillés en annexe (tableau 1).
montrer un comportement quadratique avec N . Pour N = 40, Simka est 6 fois plus rapide que
Metafast et 22 fois plus rapide que Commet. Tous les outils, à l’exception de Metafast, ont
une empreinte mémoire maximale constante par rapport à N . L’utilisation du disque des quatre
outils augmente de manière linéaire avec N . Le coefficient linaire est plus grand pour Simka et
Metafast, mais cela reste raisonnable pour Simka, puisque son utilisation totale du disque est
d’environ la moitié de la taille des données d’entrée qui était de 11 Go pour N = 40.
En résumé, Simka et Mash semblent être les seuls outils capables de traiter de grands jeux
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HMP - 690 jeux de lectures - 3727 Go - 2×16 milliards de lectures appairées
Sans filtre Avec filtre
Nombre de k-mers 2471× 109 2331× 109
Nombre de k-mers distincts avant fusion 251× 109 111× 109
Nombre de k-mers distincts après fusion 95× 109 15× 109
Mémoire (Go) 62 62
Disque (Go) 1661 795
Temps total (min) 1338 862
MKC-Comptage (min) 758 573
MKC-Fusion (min) 148 77
Distances simples (min) 432 212
Distances complexes (min) 8957 4160
Table 3.2. Performances de Simka et statistiques des k-mers sur le projet HMP
entier. Simka a été lancé sur une machine équipée d’un processeur Intel E5-2640 de 20 cœurs
(2.50 GHz) et 264 Go de mémoire, avec k = 31. Le nombre de k-mers distincts a été calculé
avant et après l’algorithme MKC-Fusion : le nombre avant fusion est obtenu en sommant le
nombre de k-mers distincts de chaque jeu de lectures indépendamment, tandis que dans le cas
du nombre après fusion, les k-mers partagés par plusieurs jeux de lectures sont comptés une
seule fois. Ce nombre correspond donc au nombre de vecteurs d’abondances générés. La ligne
Temps total n’inclue pas le temps de calcul des distances complexes puisqu’il s’agit d’une option
de Simka.
métagénomiques, tels que le projet HMP entier.
3.5.2 Performances sur le projet HMP entier
Sur le projet HMP tout entier (690 jeux de lectures), le temps d’exécution total de Simka
est de 14 heures avec une empreinte mémoire faible (tableau 3.2). En comparaison, Metafast
a dépassé la mémoire de notre machine (Metafast a également manqué de mémoire pour
traiter un sous-ensemble du projet HMP composé de 138 jeux de données d’intestin), tandis
que Commet a pris plusieurs jours pour calculer les distances d’un jeu de lectures contre tous
les autres jeux et aurait donc requis des années de calcul pour obtenir la matrice de distances
toute entière. A l’inverse, Mash a fini en moins de 5 heures (255 min) et est plus rapide que
Simka. Cela était attendu puisque Mash délivre une approximation de la distance qualitative
de Jaccard en se basant sur 10 000 k-mers. Simka, quant à lui, calcule de nombreuses distances,
dont celles quantitatives, en se basant sur 15 milliards de k-mers distincts (tableau 3.2).
Ces résultats ont été obtenus avec les paramètres par défaut, c’est à dire en filtrant les
k-mers vus une seule fois. Sur ce projet, ce filtre a enlevé seulement 5% des données : les k-
mers solides (k-mers vus au moins deux fois) comptent pour 95% des paires de bases du projet
entier (tableau 3.2). Mais lorsqu’on regarde en termes de k-mers distincts, les k-mers solides
représentent moins de la moitié du nombre de k-mers distincts avant de les fusionner et 15 % des
k-mers distincts totaux lorsque ceux-ci sont fusionnés en vecteurs d’abondances. Par conséquent,
les performances de Simka, en termes de temps et d’empreinte disque, sont considérablement
améliorées lorsque seuls les k-mers solides sont considérés. L’impact de ce filtre sur la qualité
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Figure 3.6. Impact de la taille des k-mers sur les performances de SIMKA. Ces
tests ont été effectués sur les 20 plus gros jeux de lectures du projet HMP. (A) Temps CPU par
rapport à k. (B) Empreinte mémoire par rapport à k. (C) Utilisation du disque par rapport à
k.
3.5.3 Impact de la taille des k-mers
Des tests additionnels ont été effectués pour mesurer l’impact de k sur les performances de
Simka sur 20 grands jeux de lectures du projet HMP. La figure 3.6 montre que l’utilisation
du disque augmente de manière sous-linéaire avec k. De manière intéressante, le choix de k
n’impacte pas l’empreinte mémoire et ne fait que légèrement varier le temps d’exécution total.
3.5.4 Scalabilité de SIMKA
Des tests de parallélisation de Simka ont été effectués sur un cluster composé de 25 nœuds










































































Figure 3.7. Scalabilité de SIMKA. Les performances de Simka sont présentées en fonction
du nombre de cœurs. Ces tests ont été effectués sur 100 jeux de données du projet HMP de 5
millions de lectures. Simka a été configuré pour ne pas dépasser 100 Go de mémoire (-max-
memory 100000).
de Simka ont été écrits.
La figure 3.7-A indique que Simka bénéficie pleinement de la parallélisation lorsque le nombre
de cœurs utilisés est celui d’une machine standard (entre 2 et 16 cœurs). Le gain de temps de
calcul est nettement moindre pour 32 et 64 cœurs. Au delà de 64 cœurs, le gain est négligeable.
La raison provient de la latence du disque à distance utilisé. Simka est une technique qui repose
énormément sur le disque. Il serait intéressant de refaire cette expérimentation sur différentes
technologies de stockage (disque local, SSD, etc.). Pendant cette thèse, nous avons notamment
eu accès à un super-calculateur sur lequel Simka a été beaucoup plus performant (expérience
sur le projet Tara Oceans décrite en section 4.2).
De manière intéressante, la parallélisation n’impacte pas la mémoire requise par Simka
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(figure 3.7-B). Pour rappel, la parallélisation de Simka s’obtient en ajustant le nombre de
partitions de k-mers, une partition par cœur de calcul. Augmenter le nombre de cœurs augmente
donc le nombre de partitions. Cela a pour effet de réduire la taille de chaque partition et donc
le pic d’utilisation de la mémoire par la phase de tri du MKC.
L’utilisation du disque augmente avec le nombre de cœurs (figure 3.7-C) car Simka a été
paramétré pour utiliser un processus de comptage par coeur, chacun écrivant des fichiers tem-
poraires pour compter les k-mers.
3.6 Conclusion
Ce chapitre a présenté Simka, une nouvelle méthode de novo pour calculer une collection de
distances entre de nombreux jeux de données métagénomiques en se basant sur leur composition
en k-mers. Cela a été possible grâce au développement du compteur de k-mers multi-jeux (MKC),
une nouvelle stratégie qui compte très efficacement les k-mers en termes de temps, mémoire et
disque. La nouveauté de cette stratégie est qu’elle compte simultanément les k-mers de n’importe
quel nombre de jeux de lectures et représente les résultats comme un flux de données, fournissant
les comptages dans tous les jeux de données, k-mer par k-mer.
À ce jour, seul l’outil Mash a de meilleurs performances que Simka. Cependant, celui-ci
est limité au calcul d’une estimation de l’index de Jaccard. Dans le chapitre suivant, qui évalue
la qualité des distances basées sur les k-mers, nous constatons que son usage est restreint à un




Évaluation de la qualité des distances
calculées par Simka
Dans ce chapitre, nous évaluons tout d’abord la qualité des distances calculées par Simka.
Dans un second temps, nous détaillons une application réelle dans le cadre du projet Tara
Oceans [3].
Dans la section 4.1, d’une part la qualité des distances est évaluée en les comparant à des
distances de novo, puis à des distances traditionnelles basées sur la composition taxonomique des
jeux de lectures et enfin à des résultats biologiques connus. L’impact des paramètres importants
de Simka (taille des k-mers, filtre d’abondance) sur les distances est également mesuré. La
section 4.2 présente les résultats d’une étude du consortium Tara Oceans dans laquelle nous
avons été impliqués. Il s’agit d’une analyse comparative à l’échelle de la planète basée sur les
résultats de Simka.
4.1 Évaluation des distances
La plupart des expérimentations a été conduite sur les données du Human Microbiome Pro-
ject (HMP) [1]. C’est actuellement un des plus gros projets métagénomiques en terme de jeux de
lectures plein-génome : 690 échantillons de différents tissus (http://www.hmpdacc.org/HMASM/).
Le projet entier a été séquencé via la technologie Illumina et contient en tout 2 × 16 milliards
de lectures appairées d’une centaine de nucléotides réparties non uniformément à travers les 690
jeux de données. Un des avantages de ce projet est que ses données ont été largement étudiées
(voir http://hmpdacc.org/pubs/publications.php pour une liste complète). En particulier,
les communautés microbiennes sont relativement bien représentées dans les bases de données de
références [1, 46].
Nous avons évalué la qualité des distances calculées par Simka en répondant à deux ques-
tions. Premièrement, sont-elles similaires à des distances entre jeux de lectures calculées avec
d’autres approches ? Deuxièmement, est-ce qu’elles retrouvent des structures connues des jeux
du projet HMP ? Pour la première évaluation, les résultats de Simka ont été comparés à deux
types de distance : des distances de novo basées sur des comparaisons de lectures et des distances
taxonomiques, c’est-à-dire basées sur la composition taxonomique des jeux.
4.1.1 Corrélation avec des approches de novo basées sur des comparaisons
de lectures.
Simka a été comparé à deux approches de novo basées sur des comparaisons de lectures :
Commet [107] et une méthode d’alignement en utilisant l’outil Blat [103]. Ces deux approches
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définissent et utilisent une notion de similarité entre les lectures. Elles dérivent le pourcentage







∣. Commet considère que
deux lectures sont similaires si elles partagent au moins t k-mers non chevauchants (ici t = 2,
k = 33). Pour les alignements de Blat, nous considérons que deux lectures sont similaires si leur
alignement est au moins d’une taille de 70 nucléotides avec un pourcentage d’identité supérieur
à un seuil. Nous avons utilisé 3 seuils d’identité : 92%, 95% et 98%. La similarité globale entre
deux jeux de lectures Si et Sj fournie par ces deux approches est donc donnée par :

















Pour comparer Simka à ces approches basées sur les lectures, nous utilisons une mesure de
similarité définie par le pourcentage de k-mers en commun entre deux jeux de lectures Si et Sj :











Cela est l’équivalent de l’équation 4.1 mais basé sur les k-mers. Les deux équations ci-dessus sont
une estimation du contenu génomique partagé par deux jeux de lectures au niveau des lectures
et au niveau des k-mers respectivement.
Ces mesures ont été calculées par Simka et Commet sur les 50 plus petits jeux de lectures
du projet HMP. Pour des raisons de temps de traitement, Blat et Simka ont été comparés sur
un plus petit sous-ensemble : les 15 plus petits jeux de lectures.
Corrélation avec les résultats de COMMET. Regarder la similarité avec Commet est
intéressant car cet outil utilise une heuristique basée sur les k-mers partagés mais sa distance
finale est exprimée en termes de nombre de lectures. Comme montré par la figure 4.1, les mesures
de similarité de Simka et Commet sont extrêmement corrélées (coefficient de corrélation de
Spearman r = 0.989).
Corrélation avec les résultats de BLAT. De manière similaire, une nette corrélation (r >
0.89) est également observée entre le pourcentage de k-mers partagés et le pourcentage de lectures
similaires détectées par Blat (figure 4.2). De façon intéressante, la corrélation dépend de la taille
des k-mers et du seuil d’identité utilisé par Blat : les plus grandes tailles de k-mers corrèlent
mieux avec les plus grands seuils d’identité et inversement. La plus grande valeur de corrélation
est de 0.987, obtenue par Simka avec k = 21 comparé aux résultats de Blat avec 95% d’identité.
Ces résultats démontrent que les métriques basées sur des comparaisons de lectures peuvent
être remplacées sans danger par celles basées sur des k-mers et cela permet un gain de temps
énorme sur de grands projets métagénomiques. De plus, la taille des k-mers joue un rôle similaire
au seuil d’identité des méthodes basées sur de l’alignement et permet d’ajuster le niveau de
précision avec lequel les communautés sont comparées.
4.1.2 Corrélation avec des distances taxonomiques sur les données d’intestin.
Une manière traditionnelle pour comparer les échantillons métagénomiques est de calculer
des distances taxonomiques qui sont basées sur l’assignation des lectures à des taxons en les
alignant sur des références. Pour comparer Simka à une telle approche, nous avons utilisé les
échantillons de flore intestinale du projet HMP car c’est un milieu très étudié contenant 138
jeux de données. Le consortium HMP fournit également le profil taxonomique quantitatif de
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Figure 4.1. Comparaison des mesures de similarité de Simka et Commet. Commet
et Simka ont été lancés avec la valeur de k par défaut de Commet (k = 33). Sur ce nuage de
points, chaque point représente une paire de jeux de lectures, dont la coordonnée X est le % de
k-mers partagés calculé par Simka, et la coordonnée Y est le pourcentage de lectures similaires
calculé par Commet.
chaque jeu sur son site web (http://www.hmpdacc.org/HMSCP/). Ces profils ont été obtenus
en alignant les lectures sur un catalogue de génomes de référence à 80% d’identité. Le package
R vegan a ensuite été utilisé pour dériver des distances écologiques de ces profils. Seuls Mash
et Simka ont été considérés pour cette expérimentation. Comme mentionné précédemment,
Commet et Metafast ne passent pas à l’échelle sur ce jeu de données. Nous n’espérons pas
une corrélation parfaite entre les distances de novo et taxonomiques car elles ne considèrent pas
la même quantité de données. La figure 4.3 montre qu’une forte fraction de lectures ne s’aligne
pas sur les références quel que soit le tissu considéré. À l’inverse, les méthodes de novo utilisent
toutes les lectures.
Les résultats de Simka et Mash ont été comparés à des distances taxonomiques qualitatives
et quantitatives. Pour la comparaison qualitative, nous avons utilisé l’index de Jaccard car il est
fournit par Simka et Mash. Pour la comparaison quantitative, nous avons comparé la distance
de Bray-Curtis de Simka à une distance de Bray-Curtis taxonomique. En revanche, Mash
ne fournit pas d’indices quantitatifs. Pour comparer de manière juste son index de Jaccard,
nous avons utilisé une distance de Jaccard taxonomique prenant en compte l’abondance des
espèces (appelée Weighted Jaccard ou Jaccard bag similarity). Mash a été lancé avec les mêmes
paramètres que dans sa publication lors de son propre traitement du projet HMP, c’est-à-dire en
utilisant 10 000 k-mers par jeu de lectures pour estimer ses index de Jaccard. Simka et Mash
utilisent une taille de k-mers de 31.
Les distances quantitatives de Simka apparaissent vraiment bien corrélées aux distances
taxonomiques traditionnelles (corrélation de Spearman r = 0.88, figure 4.4-A). Sur cette figure,
on peut aussi remarquer que les mesures de Simka sont robustes sur toute la gamme de distances
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Figure 4.2. Comparaison des résultats de Simka et de BLAT pour différentes va-
leurs de k et plusieurs seuils d’identité de BLAT. Le coefficient de corrélation de Spearman
entre les résultats de Simka et de Blat est représentée par rapport à k. Les trois nuages de
points montrent précisément la corrélation entre les résultats de Simka et Blat pour les trois
valeurs de k considérées ayant la plus haute corrélation.
taxonomiques quantitatives (r = 0.546, figure 4.4-B). Cela est probablement dû au fait que les
échantillons d’intestin diffèrent plus en termes d’abondances relatives des microbes qu’en terme
de présence-absence. Puisque Mash ne peut que fournir des distances qualitatives, il n’est pas
équipé pour gérer ce cas de figure.
La figure 4.4-C montre que cette conclusion vaut pour d’autres jeux de données corres-
pondant à d’autres tissus. Dans cette expérimentation, seuls les tissus générant des distances
taxonomiques de qualité ont été conservés. Nos exigences de qualité sont les suivantes : (1) le
jeu de données doit contenir plus de 10 échantillons pour produire une corrélation de Spearman
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Figure 4.3. Pourcentage de lectures alignées sur des références par tissu. Les lectures
de 690 jeux ont été alignées sur un catalogue de génomes de référence à 80% d’identité par le
consortium HMP (https://www.hmpdacc.org/hmp/doc/ReadMapping_SOP.pdf).
fiable ; (2) le jeu de données doit avoir plus de 40% de lectures alignées pour que les distances
taxonomiques soient jugées fiables et (3) les distances taxonomiques doivent être bien réparties
dans la gamme [0, 1]. En particulier, le jeu de données nasal a été enlevé car il n’avait que 33% de
lectures assignées à des références. Le jeu de données urogénital a été écarté car il avait une sur-
représentation de très grandes distances taxonomiques dans la gamme [0.99-1] (médiane=0.97),
signifiant que la corrélation n’aurait été mesurée que sur une petite gamme de distances.
Les distances qualitatives de Simka et Mash sont toutes les deux très mal corrélées aux
distances taxonomiques qualitatives (r < 0.51, figure 4.5-A-B)). Une hypothèse peut être formu-
lée ici. La qualité des distances taxonomiques qualitatives doit être largement moins bonne que
celle des distances quantitatives. En effet, une distance quantitative donne plus de poids aux
espèces abondantes. Ces espèces abondantes doivent être bien représentées dans les banques de
références puisque leur génome est bien couvert. À l’inverse, une distance qualitative est impac-
tée équitablement par les espèces abondantes et rares. Or les espèces rares sont probablement
mal représentées dans les banques car il est plus complexe de les assembler. Une large partie des
lectures non alignées doit provenir de ces espèces rares. Or ces lectures sont prises en compte
par Mash et Simka mais pas par une analyse taxonomique.
4.1.3 Impact des paramètres de Simka
L’impact des deux paramètres importants de Simka sur ses distances a été mesuré sur les 138
jeux de lectures d’intestin du projet HMP : la taille des k-mers k et le filtre d’abondance. Pour
rappel, pour un jeu donné, le filtre d’abondance supprime tous les k-mers vus une seule fois. Les
k-mers restants sont dit "solides". Pour cela, la corrélation de Spearman entre les résultats de
Simka et les distances taxonomiques entre les 138 jeux ont été mesurées pour différentes valeurs
de k et en activant ou non le filtre d’abondance. Cette expérimentation a été effectuée sur une
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Figure 4.4. Corrélation entre des distances quantitatives taxonomiques et de novo.
Sur les figures de densité, chaque point représente une ou plusieurs paires d’échantillons d’intestin
du projet HMP. La coordonnée X indique la distance de taxonomique, et la coordonnée Y la
distance de novo. La couleur d’un point est fonction de la quantité de paires d’échantillons
ayant la paire de distances données (échelle logarithmique). (A) Corrélation avec la distance
de Bray-Curtis de Simka. (B) Corrélation avec l’index de Jaccard de Mash. (C) Résultats de
corrélations de Spearman obtenues par Mash et Simka sur d’autres tissus.
distance quantitative et qualitative de Bray-Curtis.
Comme on peut le voir sur la figure 4.6-A, lorsque l’on considère une distance quantitative,
la corrélation est très bonne et stable selon le choix de k dès que k est plus grand que 15, avec
un optimum à 21. Notamment, pour de très faibles valeurs de k (k < 15), la corrélation chute
(r = 0.5 pour k = 11). Cela complète une étude précédente qui suggérait que plus grande est la
taille des k-mers, meilleure est la corrélation avec des distances taxonomiques [130]. Cette étude
était cependant limitée à une taille de k-mer inférieure à 13. Le filtre d’abondance, quant à lui,
n’a quasiment aucun impact. Comme montré dans le tableau 3.2, même si le filtre d’abondance
jette 85% des k-mers distincts ; les k-mers solides représentent encore 95% des paires de bases
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Figure 4.5. Corrélation entre des distances qualitatives taxonomiques et de novo.
Toutes les distances utilisées sont des distances qualitatives de Jaccard.
Figure 4.6. Impact de la taille des k-mers et du filtre d’abondance sur la corrélation
avec des distances taxonomiques. Sur les 138 jeux de lectures d’intestin du projet HMP, la
corrélation de Spearman entre les résultats de Simka et leur distance taxonomique a été mesurée
pour différentes valeurs de k et en activant ou non le filtre d’abondance. Les distances de Simka
et taxonomiques utilisées sont (A) la distance quantitative de Bray-Curtis et (B) la distance
qualitative de Bray-Curtis. Les courbes sont superposées sur la figure de gauche.
du projet HMP, ce qui explique la faible différence.
Comme nous l’avons vu précédemment, la corrélation est beaucoup plus faible pour les
distances qualitatives (figure 4.6-B). L’optimum reste cependant à k = 21 comme pour les
distances quantitatives. Les distances qualitatives n’étant impactées que par la présence-absence
des k-mers distincts, elles sont plus sensibles au filtre d’abondance.
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4.1.4 Visualisation de la structure des jeux de lectures du projet HMP
Nous proposons de visualiser la structure des jeux de données du projet HMP afin de voir
si Simka est capable de reproduire des résultats biologiques connus. Pour visualiser facilement
ces structures, nous avons utilisé l’analyse en coordonnées principales (PCoA) [131], aussi cou-
ramment appelé Multidimensional scaling (MDS), afin d’obtenir une représentation des jeux de
lectures et leurs distances sur un plan 2D. Cette représentation 2D préserve les valeurs originales
de la matrice de distances de manière optimale.
La figure 4.7 montre plusieurs PCoA de différentes distances calculées par Simka sur tous
les jeux de lectures du projet HMP. Pour rappel, les définitions des distances sont données dans
le tableau 3.1. La figure 4.7-A (distance quantitative de Ochiai) indique que les jeux de lectures
se séparent clairement par tissu. Ce résultat est en adéquation avec les résultats d’autres études
du consortium HMP [1, 132, 127]. De plus, on peut remarquer que différentes distances peuvent
mener à différentes distributions des échantillons (figure 4.7-B-C-D), où l’on peut voir que cer-
tains groupes sont plus ou moins discriminés. Cela confirme qu’il est important de conduire
les analyses en utilisant plusieurs distances comme suggéré dans [127, 86], puisque différentes
distances peuvent capturer des caractéristiques différentes des jeux de données.
Nous avons effectué la même expérience sur les 138 échantillons d’intestin afin de rechercher
un résultat biologique plus fin. Arumugam et al. [89] ont montré que les échantillons d’intestin
humain sont organisés en trois groupes, nommés entérotypes, caractérisés par l’abondance de
quelques genres : Bacteroides, Prevotella et les genres de la famille Ruminococcaceae.
Les entérotypes originaux ont été construits à partir de la distance de Jensen-Shannon sur
des profils taxonomiques. La figure 4.8 montre la PCoA de la distance de Jensen-Shannon calcu-
lée par Simka. Nous avons ajouté l’information de l’abondance relative des 3 entérotypes dans
chaque jeu par un gradient de couleurs. Cela révèle que les échantillons sont clairement distri-
bués en fonction de l’abondance de ces trois genres. Les distances de Simka retrouvent donc
une structure biologique dont on n’avait aucune connaissance a priori : ici, le fait que les échan-
tillons d’intestin sont structurés le long de gradients d’abondances de Bacteroides, Prevotella et
Ruminococcaceae.
4.1.5 Résultats sur un environnement complexe
Le microbiome humain n’est pas représentatif de toutes les communautés d’organismes exis-
tantes. Les environnements aquatiques et terrestres sont connus pour être plus complexes [133].
Malheureusement, ils sont moins étudiés que l’humain. Il n’est pas possible actuellement d’effec-
tuer une analyse avec références fiable. En revanche, des analyses comparatives de novo d’échan-
tillons complexes ont déjà été effectuées en utilisant des outils conventionnels, tels que Blast.
C’est le cas du projet océanique Global Ocean Sampling (GOS).
Le projet GOS met à disposition 44 jeux de lectures océaniques, contenant chacun en
moyenne 174 759 lectures (1249 nucléotides par lecture en moyenne séquencés avec la tech-
nologie Sanger), que nous avons comparés avec Simka. Les comparaisons ont été effectuées avec
et sans filtre d’abondance afin de voir l’effet de ce filtre sur des données peu couvertes. Les deux
matrices de distances résultantes ont été représentées par des heatmaps dont les colonnes et
lignes ont été arrangées grâce à un clustering hiérarchique (figure 4.9), de la même manière que
dans la publication de GOS. Cette figure montre deux points importants. Premièrement, Simka
parvient à retrouver la structure des échantillons par océan. Il arrive donc aux mêmes conclu-
sions que le consortium GOS qui est que les échantillons plus proches géographiquement ont une
biodiversité plus proche et vice versa. Deuxièmement, le filtre d’abondance n’a quasiment aucun
impact sur le clustering des jeux de données. Cela a été confirmé par une valeur de corrélation
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Figure 4.7. Distribution de la diversité des jeux de lectures du projet HMP par
tissus. Chaque figure correspond à une PCoA des jeux de lectures obtenue par une distance
donnée calculée par Simka avec k = 21. AB et PA indique respectivement que la distance
est quantitative ou qualitative. Chaque point correspond à un échantillon et est coloré par le
tissu humain d’où il a été extrait. Les nuances de vert correspondent à 3 différents sous-tissus












































































































































































































































































































































































































Figure 4.8. Abondances relatives des genres principaux des échantillons d’intestin
du projet HMP. La distribution des échantillons d’intestin du projet HMP est montrée via
une PCoA de la distance de Jensen-Shannon. La matrice de distance a été calculée par Simka
avec k = 21. Les abondances relatives (0-100%) de (A) Bacteroides, (B) Prevotella et (C) Ru-
minococcaceae, calculées avec le logiciel Metaphlan [43], ont été représentées comme des nuances


































































































































































































































































































































































































Figure 4.9. Résultats de Simka sur des jeux de données peu couverts du projet
Global Ocean Sampling (GOS) Comparaison du clutering obtenu par Simka en utilisant la
distance quantitative de Bray-Curtis (A) sans filtre d’abondance et (B) en filtrant les k-mers
vus une seule fois.
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noté de différences majeures entre les distances qualitatives et quantitatives sur ces données.
4.2 Application aux données de Tara Oceans
Simka a été élaboré pour passer à l’échelle sur de très grands projets métagénomiques
provenant possiblement d’environnements complexes. Pendant cette thèse, nous avons collaboré
avec le consortium Tara Oceans pour effectuer une analyse comparative à l’échelle de la planète
en utilisant l’ensemble de leurs données métagénomiques. Notre travail a consisté à fournir les
données d’entrée de cette étude, à savoir les matrices de distances de Simka. L’ensemble des
analyses que nous présentons ont été effectuées par différents laboratoires du consortium Tara
Oceans.
L’objectif est d’établir la première biogéographie à partir de données métagénomiques des
communautés virales, bactériennes et eucaryotes dans les eaux océaniques de surface et d’en-
quêter sur les différents facteurs qui peuvent impacter l’organisation globale des communautés
planctoniques.
Données. Dans cette étude, 644 échantillons métagénomiques plein-génome ont été considérés,
chacun contenant des centaines de millions de lectures. Le nombre total de lectures s’élève à 240
milliards (∼15 To de données compressées). Les échantillons ont été prélevés à une centaine
de positions géographiques différentes, appelées stations. Deux profondeurs de prélèvement ont
été considérées : à la surface de l’eau (SUR) et à la profondeur où il y a un maximum de
concentration de chlorophylle (DCM). Les échantillons sont répartis de manière uniforme en 6
fractions de taille d’organismes : 0 à 0.2 µm (virus), 0.22 à 3 µm (bactéries), 0.8 à 5 µm (protistes),
5 à 20 µm (métazoaires), 20 à 180 µm (métazoaires) et 180 à 2000 µm (métazoaires).
Des jeux d’amplicons ont également été séquencés à partir des mêmes échantillons. Il a
été nécessaire de faire des analyses conventionnelles basées sur des OTUs pour s’assurer d’une
cohérence minimale des résultats fournis par Simka. En effet, Simka (et plus généralement la
métagénomique comparative basée sur des k-mers) est un nouvel outil et n’est pas encore adopté
par toute la communauté scientifique. Cette étude a permis de mesurer le lien entre les distances
de Simka (calculées à partir de données plein-génome) et les distance basées sur des OTUs
(calculées à partir de jeux de données ciblées).
Infrastructure de calcul. Le supercalculateur Airain du Très Grand Centre de Calcul du
CEA (TGCC) a été utilisé pour effectuer les calculs de distances. Airain dispose d’un espace de
stockage de 2.3 Po sur lequel sont hébergées les données de Tara Oceans. Cet espace de stockage
est intéressant car il dispose d’un système de gestion de fichier distribué, nommé Lustre, capable
de fonctionner sur plusieurs centaines de nœuds sans altérer sa vitesse. Nous avons donc pu
déployer Simka sur environ 500 cœurs de calcul sans impact notable concernant les écritures
disques.
Exécutions de SIMKA. Une exécution de Simka a été effectuée par fraction de taille d’or-
ganismes, en considérant donc une centaine de jeux de données à la fois. Il n’y a pas eu besoin
de lancer Simka sur l’ensemble des jeux, toutes fractions confondues, car elles ne partagent pas
les mêmes organismes en théorie. Nous avons choisi une taille de k-mer de 31 pour qu’ils soient
bien spécifiques des espèces dans cet environnement complexe. Le filtre d’abondance n’a pas été
activé. En effet, nous avons détecté qu’environ 80% des k-mers distincts ne sont vus qu’une seule
fois. De plus, ces k-mers comptent pour 50% des paires de bases totales. En comparaison, sur le
projet HMP, les k-mers vus une seule fois ne comptaient que pour 5% des données. Jusqu’à 500
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Figure 4.10. Partitionnement des échantillons de Tara Oceans en génocénoses.
Dendrogramme radial résultant du clutering UPGMA pour la fraction d’organismes de 0.8 à
5 µm (protistes). Chaque feuille correspond à un échantillon métagénomique. Les valeurs en
rouge indique le support des nœuds qui séparent chaque génocénose des autres.
milliards de k-mers distincts ont été considérés par fraction pour un total d’environ 1 trillion
de k-mers, soit une abondance moyenne des k-mers très faible. L’étape de comptage des k-mers
a requis environ 3h par fraction. Les matrices de distances ont été calculées en seulement 1h.
L’ensemble des résultats a été obtenu aussi rapidement que lors de notre test sur le projet HMP
entier, alors que le projet Tara Oceans est environ 7 fois plus volumineux en termes de paires
de bases. Les efforts que nous avons mis en œuvre pour paralléliser Simka ont pu être exploités
pleinement sur cette infrastructure haute performance.
Analyses des résultats de SIMKA. Parmi les distances calculées par Simka, la distance
qualitative de Bray-Curtis a été utilisée pour les analyses. Il a été important de travailler en
présence-absence car les données de Tara Oceans ont été récoltées sur une longue période. Cer-
tains paramètres extérieurs peuvent faire varier l’abondance des organismes, tels que les chan-
gements saisonniers.
Sur la base de cette matrice de distances, les échantillons métagénomiques ont été clusteri-
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sés hiérarchiquement par la méthode UPGMA (unweighted pair group method with arithmetic
mean [134]). La figure 4.10 montre l’arbre résultant de cette opération sur la fraction d’orga-
nismes de 0.8 à 5 µm (protistes). En plus de la topologie de l’arbre, des valeurs de support ont
été calculées pour chaque nœud. Elles indiquent à quel point les descendants d’un nœud sont
stables. Pour les calculer, de nombreuses passes de clustering ont été effectuées en retirant à
chaque itération des échantillons de la matrice de distances. Ces valeurs de support ont été
prises en compte pour sectionner l’arbre et partitionner les échantillons. Les clusters résultants
sont appelés génocénoses comme référence aux biocénoses qui correspondent à l’ensemble des
êtres vivants coexistants dans un espace écologique donné.
Lorsque l’on regarde la position géographique de chaque échantillon et leur classification sur
une carte du monde, on voit que les génocénoses forment des provinces parfaitement cohérentes
d’un point de vue géographique (figure 4.11) et cohérentes avec d’autres études documentant des
patterns en biogéographie marine [135, 136, 137]. Sur cette carte, la couleur des pastilles indique
la proximité génomique des échantillons. Pour obtenir ces couleurs, la matrice de distances de
Simka a tout d’abord été résumée en 3 dimensions grâce à une PCoA. Un échantillon a donc
3 coordonnées. Ces coordonnées ont été transformées linéairement dans l’intervalle [0, 255]. Les
trois coordonnées d’un échantillon sont alors utilisées pour encoder les canaux d’une couleur RGB
(rouge, vert, bleu), une coordonnée par canal. Cette indication continue de la similarité entre les
échantillons a été ajoutée afin de confirmer la robustesse du clustering discret des génocénoses.
De plus, elle permet de voir des variations génomiques fines au sein des génocénoses même.
Il existe des exceptions à la cohérence géographique des génocénoses. Par exemple, la géno-
cénose 2 (figure 4.11-A) est séparée à plusieurs endroits du globe. Ces stations se situent dans
des conditions d’upwelling (remontée d’eau). Cela indique que de fortes variations des conditions
environnementales influencent aussi la structure des génocénoses. De la même manière, il a été
montré que la température, le nitrate, le phosphate, le fer et d’autres nutriments sont d’autres
paramètres environnementaux qui diffèrent significativement entre les génocénoses. Néanmoins,
les génocénoses ne sont pas les mêmes entre les différentes fractions de taille d’organismes (fi-
gure 4.11). Les différents types d’organismes ne sont donc pas affectés de la même manière par
les différents facteurs environnementaux. Par exemple, les fractions de grande taille sont plus
affectées par les variations de température que par la limitation en nutriments, contrairement
aux petits organismes qui sont plus rapidement impactés par les variations en nutriments.
Enfin, la contribution principale de cette étude a été de montrer qu’à une échelle de temps
inférieure à 1 an et demi, les courants océaniques sont le premier facteur à avoir une influence
sur la dynamique de l’organisation génomique des communautés planctoniques. Pour cela, les
distances de Simka ont été mises en corrélation avec le temps minimum que met le plancton
à se déplacer entre chaque station. De plus, la corrélation entre ces deux facteurs dépend de
la fraction de taille d’organismes considérée. Plus les organismes sont gros, moins leur diversité
est impactée par les courants marins. Cela peut s’expliquer, entres autres, par le fait que les
organismes plus grands ont également une espérance de vie plus grande et sont transportés sur
de plus grandes distances. D’ailleurs, cette remarque explique un plus grand étalement spatial
des génocénoses pour les grandes fractions de taille d’organismes (figure 4.11) qui parviennent
donc à traverser de multiples régions biogéochimiques. L’ensemble des résultats de cette étude
suggère que les génocénoses sont des entités dynamiques, influencées par les futurs changements
environnementaux.
Cette étude comporte également des tests de validation de Simka. Par exemple, une expéri-
mentation montre que la distance qualitative de Bray-Curtis de Simka est bien corrélée avec la
même distance basée sur des OTUs (figure 4.12). Cela complète nos expériences de validation
effectuées avec des distances taxonomiques. La composition en k-mers est un bon remplacement
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Figure 4.11. Représentation des stations de Tara Oceans et des génocénoses. Carte
géographique des génocénoses pour la fraction d’organismes de (A) 0.8 à 5 µm (protistes) et (B)
180 à 2000 µm (métazoaires). Chaque cercle correspond à une station de Tara Oceans et contient
le numéro de sa génocénose. Le numéro en haut du cercle correspond aux échantillons récoltés
en surface de l’eau et le numéro en bas correspond aux échantillons récoltés à la profondeur où
la concentration de chlorophylle est maximum. Les variations de couleur associées aux numéros
indiquent des variations génomiques calculées par Simka.
à une estimation de la diversité même dans le cas de distances qualitatives. De plus, une étude
taxonomique a montré que ce ne sont pas les mêmes organismes qui participent aux regroupe-
ments d’échantillons dans les génocénoses.
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Figure 4.12. Corrélation entre des distances basées sur des OTUs et des distances
de Simka. Chaque point représente une paire d’échantillons du projet Tara Oceans (fraction
bactérienne). La coordonnée X indique la distance qualitative de Jaccard basée sur des OTUs,
et la coordonnée Y la distance de Jaccard de Simka. Les distances basées sur des OTUs ont été
déterminées à partir de jeux d’amplicons, alors que les distances de Simka ont été calculées à
partir de données plein-génomes.
4.3 Conclusion
Un point clé notable de notre proposition pour comparer les communautés est d’utiliser le
contenu en k-mers seulement. Cela peut biaiser nos distances par rapport à des distances qui
seraient calculées à partir de comptages d’espèces. Le biais peut aller dans les deux sens : d’un
coté, les régions génomiques partagées ou les transferts horizontaux entre les espèces vont sous-
estimer nos distances. D’un autre coté, l’hétérogénéité de la taille des génomes et les variations
de composition en k-mers le long des génomes vont surestimer les distances. Toutefois, les ap-
proches basées sur des compositions d’espèces ne sont pas applicables sur de grands jeux de
données provenant d’environnements complexes (sol, eau de mer) à cause du manque de bonnes
références. Notre proposition a l’avantage d’être une approche de novo, non biaisée par l’inconsis-
tance et l’incomplétude des bases de données de références. De plus, nos expériences sur le projet
HMP montrent que les distances quantitatives basées sur les k-mers sont bien corrélées avec les
distances taxonomiques (corrélation de Spearman > 0.88 pour k ≥ 21) et par conséquence que
Simka retrouve les mêmes structures biologiques que les études taxonomiques. L’application sur
les données de Tara Oceans a permis d’observer des regroupements d’échantillons cohérents en
utilisant une distance qualitative de Simka. Une comparaison des résultats de Simka à des dis-
tances basées sur des OTUs démontre que la composition en k-mers est un bon remplacement à
une estimation de la diversité. Cette application représente un autre grand pas vers la validation
de notre proposition.
Deux intérêts nous ont motivés pour calculer une collection de distances plutôt qu’une seule
comme la plupart des outils de l’état de l’art : différentes distances capturent différentes ca-
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ractéristiques des données et toutes les distances calculées par Simka ont en commun le fait
qu’elles sont additives sur les k-mers et peuvent donc être calculées simultanément en utilisant
le même algorithme. En guise de support pour le premier point, nous avons vu que Mash se
comporte mal quand on considère les échantillons du projet HMP par tissu puisque cet outil ne
peut prendre en compte que des informations de présence-absence et non d’abondances relatives,
contrairement à Simka. Les différences en abondances relatives sont des signaux subtils qui sont
souvent au cœur d’intéressants résultats biologiques dans les études comparatives. Par exemple,
Boutin et al. [138] ont montré que la structure entre différents échantillons de patients atteints
d’une maladie pulmonaire était visible avec la distance quantitative de Bray-Curtis et absente
avec la distance qualitative de Jaccard, mettant en évidence le rôle de l’abondances de certains
microbes pathologiques dans la maladie. Dans d’autres études, il a été montré que la réponse
des communautés bactériennes au stress ou à des changements environnementaux se caractérise
par une augmentation de l’abondance de certains taxons rares [139, 140, 141, 142].
Le calcul des distance a une complexité en temps en O(W × N2), où W est le nombre de
k-mers distincts considérés et N est le nombre de jeux de lectures d’entrée. N est généralement
limité à quelques centaines et ne peut pas être réduit. Cependant, W peut atteindre les cen-
taines de milliards. Le filtre d’abondance fournit déjà un très grand gain de performances sans
affecter les résultats des distances quantitatives, au moins sur les tests effectués sur les jeux de
données du projet HMP. Cependant, ces données ne sont pas représentatives de tous les projets
métagénomiques et, dans certains cas, ce filtre pourrait ne pas être désiré. Par exemple, dans le
cas d’échantillons avec une très faible couverture ou quand une étude qualitative est effectuée
dans laquelle les espèces rares ont plus d’impact. Dans ce cas là, il est important de noter que
Simka peut tout de même passer à l’échelle sur de grands jeux de données même lorsque le filtre
d’abondance est désactivé. Nous avons montré que Simka parvient à retrouver la principale
structure des jeux de lectures peu couverts du projet GOS avec ou sans filtre d’abondance. Dans
le chapitre suivant, nous testons d’autres approches que le filtre d’abondance pour réduire la




Approches de sous-échantillonnage de
données pour le calcul des distances
Dans ce chapitre, nous testons et évaluons diverses approches de sous-échantillonnage de
données. L’intérêt de telles approches est l’amélioration des performances globales de Simka. Le
processus consiste à sélectionner aléatoirement un sous-échantillon à partir duquel est calculée
une estimation des distances. La qualité est mesurée en comparant les résultats observés aux
résultats attendus de Simka.
Plusieurs faits nous ont motivé à explorer des approches de sous-échantillonnage. L’outil
Mash [108], présenté en section 2.3.1, a montré que l’index de Jaccard peut être estimé très
précisément en utilisant seulement quelques milliers de k-mers. En plus d’une rapidité de calcul
évidente, cette estimation est calculée par Mash avec une empreinte mémoire et une utilisation
du disque négligeables. Cependant, Mash se limite au calcul de cette distance qualitative. Nous
souhaitons voir si d’autres distances peuvent être estimées de la même manière afin de compléter
les résultats de Mash. En particulier, nous avons montré dans le chapitre précédent que les
indices quantitatifs sont vraiment importants. On peut imaginer que cette famille de distances est
naturellement robuste au sous-échantillonnage. En effet, une distance quantitative est d’avantage
impactée par les lectures provenant des espèces abondantes. Ces lectures abondantes ont plus
de chance d’être présentes dans un échantillon aléatoire car elles sont plus nombreuses que les
lectures provenant d’espèces rares.
La section 5.1 détaille le protocole de sous-échantillonnage. Ce protocole introduit des défi-
nitions, les données et les métriques d’évaluation des distances issues du sous-échantillonnage.
Les trois sections suivantes évaluent trois approches de sous-échantillonnage distinctes. Dans la
première, le sous-échantillonnage des jeux de données est effectué au niveau des lectures (sec-
tion 5.2). Dans la deuxième, on évalue une approche de sous-échantillonnage au niveau des
vecteurs d’abondances (section 5.3). Après avoir pris connaissances des qualités et des défauts
de cette seconde approche, nous proposons et évaluons une nouvelle méthode d’estimation d’une
distance de Simka (section 5.4).
5.1 Protocole de sous-échantillonnage et d’évaluation
Nous distinguons deux types de sous-échantillonnage : au niveau des lectures et au niveau
des k-mers. Dans le premier cas, les distances de Simka sont calculées sur un sous-ensemble
des lectures sélectionnées aléatoirement. Dans le deuxième cas, les jeux sont vus comme des
ensembles de k-mers et seule une fraction d’entre eux est sélectionnée. Mash se situe dans la
deuxième catégorie. Le sous-échantillonnage au niveau des lectures n’a jamais été exploré dans
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la littérature.
Nous distinguons également deux types de distances : quantitatives et qualitatives.
Comme nous l’avons mentionné, on peut penser qu’une distance quantitative est plus robuste
au sous-échantillonnage. En revanche, les distances qualitatives sont impactées équitablement
par tous les éléments. Dans ce cas, on peut imaginer que chaque lecture est importante. Nous
avons choisi deux distances populaires pour représenter chaque type de distance : la distance
quantitative de Bray-Curtis et la distance qualitative de Jaccard.
Données. Afin de s’assurer de la généralisation des résultats, nous avons considéré deux pro-
jets métagénomiques très différents. Le premier contient 100 jeux de données intestinaux du
projet HMP ayant au moins 40 millions de lectures chacun. Le second contient 100 jeux de don-
nées océaniques du projet Tara Oceans contenant majoritairement des bactéries (filtre de taille
d’organismes de 0.22 à 3 µm). Ceux-ci contiennent au moins 150 millions de lectures chacun.
Définitions. Une technique de sous-échantillonnage possède deux paramètres importants :
l’espace de sous-échantillonnage et la profondeur de sous-échantillonnage. L’espace de
sous-échantillonnage est l’ensemble des éléments qui peuvent être sélectionnés. La profondeur de
sous-échantillonnage représente le nombre d’éléments sélectionnés aléatoirement dans un espace
de sous-échantillonnage donné. Dans nos expériences, nous allons toujours considérer une sélec-
tion aléatoire uniforme sans remise des éléments. Chaque élément a donc la même probabilité
d’être sélectionné et il ne peut pas être choisi plus d’une fois.
Pour évaluer l’impact du sous-échantillonnage, nous allons comparer les résultats observés,
calculés à partir de sous-échantillons, aux résultats attendues de Simka. Les résultats attendus
sont ceux qui considèrent tous les éléments de l’espace de sous-échantillonnage. Pour mesurer
la variabilité des résultats due à la sélection aléatoire, plusieurs réplicats sont calculés à une
profondeur donnée.
Métrique d’évaluation du sous-échantillonnage. Nous mesurons l’impact du sous-
échantillonnage de 3 manières différentes :
— Mesure de l’erreur relative. Pour une paire d’échantillons donnée, cette métrique
mesure précisément l’erreur d’estimation de leur distance par rapport à la valeur attendue.
Pour que cette mesure soit plus intuitive à interpréter, nous représentons les distances
comme des similarités (similarité = 1 - distance). La mesure de l’erreur relative est donnée
par la formule suivante :
ErreurRelative = 100× Sobs − Satt
Satt
où Sobs et Satt sont respectivement une similarité observée et une similarité attendue.
Cette métrique indique de combien de pourcentage l’estimation est éloignée de la simi-
larité attendue. Pour un projet et une profondeur de sous-échantillonnage donnés, nous
obtenons une série de N ×N erreurs d’estimation où N est le nombre de jeux de données
du projet.
— Corrélation entre les résultats attendus et observés. Après avoir mesuré l’erreur
d’estimation, nous considérons les distances d’une manière relative. En une valeur, nous
résumons l’erreur sur toute la matrice de distances. Nous cherchons à savoir si l’erreur
d’estimation impacte l’ordre des paires d’échantillons triées par similarité. Pour cela, la
corrélation entre les résultats attendus et observés est mesurée quantitativement grâce à











Figure 5.1. Concept de bipartition dans un clustering hiérarchique. Les branches
vertes séparent les jeux de données en une même bipartition dans les deux arbres : (A, B) et (C,
D, E). Cette bipartition est donc partagée entre les arbres. Les branches rouges séparent les jeux
de l’arbre 1 en (A, B, C) et (D, E), et ceux de l’arbre 2 en (A, B, D) et (C, E). Elles représentent
deux bipartitions dissimilaires. Il y a autant de bipartitions que de branches internes (c’est-à-dire
toutes les banches sauf les feuilles).
— Comparaison de leur classification. Le calcul des matrices de distances de Simka est
classiquement suivi d’un clustering des jeux de données. Nous proposons de mesurer les
différences entre le clustering attendu et celui observé. Pour classifier les jeux de données,
nous avons utilisé UPGMA [134], une technique classique de clustering hiérarchique. Le
concept de bipartition a été utilisé pour comparer deux arbres hiérarchiques d’un point
de vue topologique. Une bipartition est la séparation d’un arbre en deux parties connec-
tées par une seule branche. Les jeux de données se retrouvent séparés en deux groupes,
mais leurs relations à l’intérieur des groupes ne sont plus considérées (figure 5.1). Une
bipartition est dite partagée si elle est présente dans les deux arbres, ou dissimilaire si
elle apparait dans un arbre mais pas dans l’autre. La distance topologique entre deux
arbres C1 et C2 est le nombre de bipartitions dissimilaires parmi l’ensemble des bipar-
titions [143]. Nous avons normalisé ce nombre par le nombre total de branches internes
pour une meilleure interprétation :
DistanceTopologique(C1, C2) = 100×
bipartitions dissimilaires
biparitions totales
Pour des raisons pratiques, nous n’avons pas considéré de métriques prenant en compte
la longueur des branches [144]. Les implémentations disponibles ne normalisent pas leurs
résultats par la longueur de branche totale. Les résultats sont donc difficilement compa-
rables et interprétables.
Nos travaux sur le sous-échantillonnage au niveau des lectures, présentés dans la section sui-
vante, sont très préliminaires. Nous avons pu évaluer la robustesse des deux types de distances
au sous-échantillonnage. Cependant, nous ne sommes pas en mesure de lier le nombre de lec-
tures utilisées à l’erreur d’estimation de la distance. Nos travaux au niveau des k-mers, présentés
ensuite, sont quant à eux assez avancés. Ils ont abouti à un nouvel outil permettant d’estimer
la distance de Bray-Curtis de Simka avec une grande précision en utilisant peu de k-mers.
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5.2 Sous-échantillonnage au niveau des lectures
Dans cette section, nous évaluons l’impact du sous-échantillonnage au niveau des lectures
sur la distance Bray-Curtis et sur la distance de Jaccard de Simka. Nous avons choisi un même
espace de sous-échantillonnage de 40 millions de lectures pour les projets intestinal et océanique
afin de pouvoir comparer leurs résultats. Neufs profondeurs de sous-échantillonnage ont été
considérées : de 10 à 90% de l’espace par pas de 10%. Pour chaque profondeur, 10 réplicats ont
été calculés pour évaluer l’impact de la sélection aléatoire.
5.2.1 Erreur d’estimation des distances issues du sous-échantillonnage
Les erreurs d’estimation de toutes les matrices de distances de Bray-Curtis et de Jaccard (100
× 100 distances) sont tout d’abord mesurées en utilisant un seul réplicat (figures 5.2-A-B). Sur
le projet intestinal, la distance de Bray-Curtis atteint une erreur acceptable à partir de 30% de
lectures sélectionnées (90% des erreurs sont comprises entre -2% et -10%). À la même profondeur
de sous-échantillonnage, l’erreur est plus élevée sur le projet océanique (médiane = -23%), mais
les erreurs varies dans une plage restreinte (entre -17% et -29%). La distance de Jaccard converge
beaucoup plus difficilement vers les valeurs attendues. Son erreur est acceptable sur les deux
projets à partir de 70% de lectures utilisées (90% des erreurs comprises entre -2% et 8% pour
le projet intestinal et entre -4% et -12% pour le projet océanique). À l’inverse des distances de
Bray-Curtis, les distances de Jaccard du projet intestinal sont moins bien estimées que celles du
projet océanique. Cette première expérience montre qu’à nombre de lectures égales, la précision
des estimations est très hétérogène selon le type de distances et projets considérés.
Pour évaluer l’impact de la sélection aléatoire, nous observons la distance d’une paire d’échan-
tillons dans 10 réplicats. Nous avons choisi une distance proche de la médiane de la matrice de
distance. Les figures 5.2-C-D montrent que la sélection aléatoire n’a aucun impact quel que soit le
type de distances et le projet considérés. Les distances issues du sous-échantillonnage convergent
vers la même valeur. Cependant, cette valeur n’est pas la distance attendue de Simka.
Aucune des distances ne convergent rapidement vers les distances attendues. Cependant, à
partir d’un certain nombre de lectures utilisées, les plages d’erreurs effectuées sont restreintes.
On peut alors espérer que les estimations auront peu d’impact sur l’ordre attendu des paires
d’échantillons par similarité.
5.2.2 Corrélation entre les distances attendues et les distances observées
Malgré l’erreur d’estimation effectuée, les distances de Bray-Curtis observées sont extrême-
ment bien corrélées aux distances attendues (figures 5.3 gauche). Le coefficient de corrélation de
Spearman est supérieur à 0.99 pour chaque projet, même à 10% de lectures considérées. Cette
conclusion vaut aussi pour la distance de Jaccard sauf dans le cas du projet intestinal (figures 5.3
droite). Nous pouvons espérer que les corrélations élevées se reflètent sur une bonne classification
des échantillons.
5.2.3 Impact sur la classification des échantillons
Les figures 5.4 et 5.5 montrent respectivement les classifications du projet intestinal et du
projet océanique obtenues par Simka en considérant toutes les lectures (40 millions par jeu de
données). Les arbres ont été annotés pour indiquer les bipartitions qui n’apparaissent pas dans
les classifications obtenues à partir de 30% des lectures seulement. On peut remarquer que la
distance de Bray-Curtis obtient des clustering moins bruités (branches internes plus longues)
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Figure 5.2. Erreur d’estimation des distances issues du sous-échantillonnage au
niveau des lectures. Les lectures ont été sélectionnées aléatoirement dans un espace de 40
millions de séquences. (A-B) Erreurs d’estimation de toutes les distances par projet (100 × 100
distances) en utilisant un seul réplicat. (C-D) Erreurs d’estimation d’une seule distance dans
10 réplicats (les boîtes à moustaches ne sont pas visibles car il n’y a pas de variabilité).
que la distance de Jaccard. Ces branches plus longues sont plus robustes vis à vis du sous-
échantillonnage. Par conséquent, la distance de Bray-Curtis retrouve mieux le clustering attendu.
Ces figures montrent également que la classification du projet océanique est mieux retrouvée que
celle du projet intestinal. Cet effet est entièrement lié aux données. Les échantillons d’eau de mer
utilisés sont naturellement très structurés car ils proviennent d’océans et de zones biochimiques
bien distinctes. À l’inverse, les échantillons intestinaux proviennent d’un même tissu d’individus
en bonne santé et sont donc plus difficilement dissociables. On retrouve tout de même de petites
structures locales bien conservées de 2 à 5 échantillons intestinaux.
Nous avons quantifié les différences topologiques à plusieurs profondeurs de sous-
échantillonnage. Nous jugeons que la classification est fiable si le nombre de bipartitons dis-
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Figure 5.3. Corrélation entre les distances de Simka et les distances issues du
sous-échantillonnage au niveau des lectures. Dans chaque test, dix matrices de distances
(réplicats) de taille 100 × 100 sont comparées à la matrice attendue de Simka. Les nuages
de points montrent les distances attendues de Simka contre les distances observées à 10% de
lectures sélectionnées par jeu de données.
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Figure 5.4. Impact du sous-échantillonnage au niveau des lectures sur la classifi-
cation des jeux de données intestinaux. Classifications des jeux de données intestinaux
calculée à partir de toutes les lectures. Une branche rouge indique que ses bipartitions n’appa-
raissent pas dans une classification obtenue en n’utilisant que 30% des lectures.
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Figure 5.5. Impact du sous-échantillonnage au niveau des lectures sur la classifica-
tion des jeux de données océaniques. Classifications des jeux de données océaniques calculée
à partir de toutes les lectures. Une branche rouge indique que ses bipartitions n’apparaissent
pas dans une classification obtenue en n’utilisant que 30% des lectures.
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Figure 5.6. Impact du sous-échantillonnage au niveau des lectures sur la classifica-
tion des jeux de données. Les jeux de données intestinaux et océaniques ont été regroupés
hiérarchiquement avec la méthode UPGMA. Les figures (A) et (B) indiquent le pourcentage de
bipartitions dissimilaires entre le clustering attendu et observé pour la distance de Bray-Curtis
et de Jaccard. Dix réplicats ont été considérés par test.
similaires est inférieur à 10%. La distance de Bray-Curtis parvient à retrouver la structure topo-
logique du projet océanique à partir de 30% de lectures considérées et celle du projet intestinal
à partir de 80% de lectures (figure 5.6-A). La distance de Jaccard ne retrouve jamais une clas-
sification fiable des jeux intestinaux. Elle retrouve celle du projet océanique en utilisant 50% de
lectures (figure 5.6-B). Ces différences entre la distance de Jaccard et la distance de Bray-Curtis
montrent encore une fois que cette dernière est beaucoup plus robuste au sous-échantillonnage.
5.2.4 Conclusion
La précision des estimations varie en fonction du type de distances et des projets considérés.
Dans des tests personnels, nous avons également vu que les erreurs ne sont pas les mêmes si la
taille de l’espace de sous-échantillonnage change. Il semble donc difficile de prédire l’erreur effec-
tuée en fonction du nombre de lectures utilisées. Cette prédiction aurait permis à un utilisateur
de faire un compromis entre qualité des résultats et performances des calculs. Elle pourrait éga-
lement orienter un utilisateur sur l’effort de séquençage à produire si ses données n’étaient pas
encore séquencées. Quoi qu’il en soit, cette étude montre que les distances ne sont pas robustes
à un sous-échantillonnage excessif au niveau des lectures. La distance de Bray-Curtis autorise
une marge de sous-échantillonnage où la classification des jeux de données reste la même (en-
viron 80% des données). Cette propriété est importante puisqu’il faut rappeler que les jeux de
données réelles ne sont eux mêmes que des échantillons de la communauté présente. À l’inverse,
l’estimation d’une distance qualitative se dégrade rapidement en fonction du nombre de lectures
considérées. Les conclusions tirées à partir de ce type de distances sont plus sensibles à l’effort
de séquençage produit.
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5.3 Sous-échantillonnage au niveau des vecteurs d’abondances
Le sous-échantillonnage est maintenant effectué au niveau des k-mers sur un ensemble fixe de
lectures. La seconde approche de sous-échantillonnage que nous avons testée ne considère qu’une
fraction des vecteurs d’abondances disponibles. Pour rappel, après avoir compté les k-mers de
chaque jeu de données, Simka fusionne les spectres et génère les vecteurs d’abondances. Un
vecteur d’abondances est un k-mer distinct et ses N comptages dans les N jeux de données.
Nous avons calculé l’erreur de cette estimation par rapport aux résultats attendus de Simka.
Les distances de Simka considèrent des milliards de vecteurs d’abondances : 15 milliards pour
le projet intestinal et 350 milliards pour le projet océanique. Les distances issues du sous-
échantillonnage utilisent un nombre fixe de vecteurs d’abondances allant de 100 à 10 millions.
Ils sont sélectionnés aléatoirement sans remise. Nous n’évaluons que la distance de Bray-Curtis
puisque l’outil Mash calcule déjà la distance de Jaccard au niveau des k-mers très efficacement.
5.3.1 Erreur d’estimation des distances issues du sous-échantillonnage
La figure 5.7 montre l’erreur d’estimation par rapport au nombre de vecteurs d’abondances
utilisés. Sur le projet intestinal, une valeur d’estimation satisfaisante est très rapidement at-
teinte : 90% des erreurs sont comprises entre -7% et 4% à 1 million de vecteurs utilisés. Cela
ne représente que 0.007% de l’espace de sous-échantillonnage. L’estimation est moins bonne sur
le projet océanique. Cette erreur reste acceptable compte tenu de la faible quantité de données
considérées (90% des erreurs comprises entre -5% et -20% en utilisant 0.003% des vecteurs). Les
nuages de points confirment que les distances observées convergent rapidement vers les distances
attendues (figure 5.7).
5.3.2 Conclusions
Cette expérience montre que la distance de Bray-Curtis peut être estimée avec très peu de
k-mers, tout comme l’index de Jaccard de Mash. Cependant, cette approche à deux faiblesses
majeures. Premièrement, la sélection au niveau des vecteurs d’abondances ne garantit pas que
le nombre de k-mers distincts utilisés est le même pour chaque paire de jeux. Les jeux ayant
plus de k-mers distincts génèrent d’avantage de vecteurs d’abondances. En particulier, nous
avons remarqué que les jeux de données océaniques ont des nombres de k-mers distincts très
variables (de 1 à 6 milliards), alors que les jeux de flore intestinale saturent à un nombre de
k-mers distincts similaires. Cela peut expliquer les différences d’erreurs d’estimation entre les
deux projets. Deuxièmement, le gain en performances est moindre. Cette approche n’améliore
que le temps de calcul de la distance de Bray-Curtis. Or, c’est déjà l’étape la plus rapide dans le
processus de Simka (figure 3.5). Le comptage des k-mers et la fusion des spectres ont toujours
besoin d’être effectués intégralement. Dans la section suivante, nous proposons une nouvelle
méthode de sous-échantillonnage répondant à ces deux problèmes.
5.4 SimkaMin : nouvelle méthode d’estimation de la distance de
Bray-Curtis
Cette section présente tout d’abord notre nouvelle méthode de sous-échantillonnage au niveau
des k-mers, nommée SimkaMin. SimkaMin a pour objectif d’estimer la distance de Bray-Curtis
de Simka. La qualité de l’estimation est ensuite évaluée. Enfin, nous comparons les performances
de SimkaMin à ceux de Simka et de Mash en termes de temps de calcul.
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Figure 5.7. Impact du sous-échantillonnage au niveau des vecteurs d’abondances
sur la distance de Bray-Curtis. Dans chaque test, 100 réplicats constitués de 100 × 100
distances sont considérés pour chaque projet. L’erreur est calculée par rapport aux distances
attendues de Simka qui a utilisé plusieurs milliards de vecteurs d’abondances. Les nuages de
points montrent les distances attendues de Simka contre celles issues du sous-échantillonnage à
trois profondeurs de sous-échantillonnage.
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5.4.1 Méthode
Le fonctionnement théorique de SimkaMin est le suivant. Pour chaque paire de jeux de
données :
1. Fusionner leur spectre de k-mers.
2. Sélectionner aléatoirement n vecteurs d’abondances (de taille 2).
3. Calculer la distance de Bray-Curtis basée sur les n vecteurs sélectionnés.
Cette méthodologie résout le problème de sélection non uniforme de l’approche présentée précé-
demment. Pour améliorer les performances globales, nous utilisons la méthode Minhash utilisée
par l’outil Mash, présentée en section 2.3.1. La méthode Minhash répond parfaitement bien à
notre problème. Elle sélectionne aléatoirement des k-mers distincts au niveau du spectre conjoint
de deux jeux de données sans avoir besoin de les fusionner explicitement. Cependant, elle est
initialement conçue pour calculer l’index de Jaccard et ne considère donc pas l’abondance des
k-mers. Notre méthode adapte Minhash pour obtenir le comptage exact des k-mers qu’elle sé-
lectionne sans impacter le temps de calcul. La stratégie globale est fortement inspirée de l’outil
Mash.
5.4.1.1 Sélection des k-mers.
Pour rappel, Mash utilise une fonction de hachage pour transformer les k-mers d’un jeu de
données et les trier dans un ordre aléatoire. La signature d’un jeu de données correspond aux
n plus petits éléments au sens de la fonction de hachage choisit. L’algorithme 2 détaille notre
nouveau processus de sélection. La différence avec l’algorithme de Mash est l’utilisation d’un
dictionnaire, noté KC, pour associer des k-mers à leur abondance (ligne 1). La liste L est triée
par ordre croissant à la volée dès qu’on y insère un entier (ligne 2). Elle contient au maximum
n éléments. Son plus grand élément est noté Ltop (ligne 3).
Chaque k-mer est lu (lignes 4-5), puis haché (ligne 6). La fonction de hachage transforme
uniformément les k-mers dans un ensemble de très grands entiers. La probabilité de collision de
deux k-mers distincts est très proche de zéro. La valeur de hachage du k-mer courant est noté H.
Les lignes 7 à 12 sont seulement appelées tant que la liste L ne contient pas n éléments distincts.
Avant d’insérer un élément dans L, on vérifie s’il est présent dans L en requêtant le dictionnaire
KC (ligne 8). S’il n’est pas présent, on insère H dans la liste L et dans le dictionnaire KC
(lignes 10 à 12). Le comptage de H est initialisé à 1 car c’est la première fois qu’il est vu. Si H
est déjà présent dans KC, on incrémente son comptage (ligne 9). Une fois la liste L remplie, seules
les valeurs de hachage plus petites que Ltop sont considérées (ligne 14). La suite de l’algorithme
a un fonctionnement similaire à sa première partie. Si un élément est plus petit que Ltop et qu’il
est vu pour la première fois (il n’est pas dans le dictionnaire KC), alors la valeur Ltop est retirée
de KC et de la liste L et on y insère l’élément courant. La liste L contient donc à tout moment
les n plus petits k-mers hachés. Le dictionnaire KC maintient leur abondance. La signature d’un
jeu de données est maintenant l’ensemble des n plus petits k-mers hachés et leur comptage.
5.4.1.2 Calcul de la distance de Bray-Curtis.
Une fois les signatures de chaque jeu de données calculées, elles sont comparées par paire de
la même manière que dans l’algorithme Minhash (figure 2.3). Deux signatures sont fusionnées
pour calculer efficacement les termes de la distance de Bray-Curtis. Il est important de rappeler
que la fusion s’arrête lorsque n éléments distincts ont été vus. De cette manière, toutes les paires
de jeux utilisent exactement n k-mers distincts. Notons que la distance qualitative de Jaccard
(calculée par Mash) peut être calculée en même temps en ignorant le comptage des k-mers.
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Entrées : Un jeu de lectures S, le nombre de k-mers distincts à selectionner n.
Output : Les n k-mers distincts sélectionnés et leur abondance exacte dans S.
1 KC ← dictionnaire de comptage de k-mers vide
2 L ← liste vide (triée à chaque insertion d’un élément)
3 Ltop : plus grande valeur insérée dans L à tout moment
4 pour chaque Séquence s dans S faire
5 pour chaque k-mer K dans s faire
6 H = hach(K)
7 si taille de L < n alors
8 si H dans KC alors
9 Ajouter 1 au comptage de H dans KC
10 sinon
11 Insérer H dans L
12 Insérer H dans KC avec comptage initilisé à 1
13 sinon
14 si H < Ltop alors
15 si H dans KC alors
16 Ajouter 1 au comptage de H dans KC
17 sinon
18 Enlever Ltop de L
19 Enlever Ltop de KC
20 Insérer H dans L
21 Insérer H dans KC avec comptage initilisé à 1
22 retourner KC
Algorithme 2 : Sélection aléatoire de n k-mers distincts et leur abondance exacte dans
un jeu de données. La liste L est automatiquement triée dés qu’un élément y est inséré (en
O(log n) opérations). La valeur Ltop est automatiquement mise à jour en lisant le dernier
élément de L.
5.4.1.3 Filtrage efficace des k-mers vus une seule fois.
La méthode présentée est facilement adaptable pour que la sélection soit effectuée au niveau
des k-mers solides (ceux vus plus d’une fois dans un jeu). Cette technique a été introduite dans
la publication de Mash. Pour pouvoir être sélectionné, un k-mer doit être vu au moins deux
fois. Pour tester cela, une table de hachage de k-mers est utilisée, nommée Lcandidats. Pendant le
processus de sélection, si un k-mer est présent dans Lcandidats, cela signifie qu’il a au moins été vu
une fois auparavant. S’il n’y est pas, alors il est inséré dans Lcandidats. Cette technique est triviale
mais Lcandidats explose en mémoire sur les jeux de données considérés. Deux optimisations sont
apportées pour réduire drastiquement l’empreinte mémoire de cette technique.
La première consiste à utiliser une structure de données plus compacte qu’une table de
hachage standard, tel que le filtre de Bloom. Le filtre de Bloom a été introduit pendant la
présentation de l’outil Compareads (section 2.2.2). Il s’agit d’une table de hachage qui ne gère
pas les collisions au profit d’un énorme gain de mémoire. Dans notre application, les faux-positifs
du filtre de Bloom impliquent que des k-mers vus une seule fois pourront être sélectionnés avec
une faible probabilité (< 0.1%).
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La deuxième optimisation tire parti du fonctionnement de Minhash. Si la valeur de hachage
d’un k-mer est plus grande que Ltop, alors celui-ci ne sera jamais considéré quel que soit son
abondance (algorithme 2 - ligne 14). Il n’y a donc pas besoin d’insérer ces k-mers dans Lcandidats.
Ce filtre est extrêmement efficace. Plus le nombre de k-mers traités augmente, plus Ltop devient
petit. Par conséquent, de plus en plus faible est la probabilité qu’un k-mer passe le filtre. Ainsi,
en pratique, il suffit d’un filtre de Bloom d’une centaine de Mo pour effectuer la sélection au
niveau des k-mers distincts solides.
5.4.2 Évaluation de la distance de Bray-Curtis calculée par SimkaMin
Nous mesurons tout d’abord l’erreur d’estimation des distances de SimkaMin sur les jeux de
données intestinaux et océaniques. Les distances attendues de Simka considèrent 500 millions
de k-mers distincts par jeu en moyenne pour le projet intestinal et 3 milliards pour le projet
océanique. Pour mesurer l’impact de la sélection aléatoire, nous avons calculé 10 réplicats en
changeant la graine de la fonction de hachage. La précision de l’estimation de la distance de
Bray-Curtis est ensuite comparée à celle de la distance de Jaccard calculée par Mash. Enfin,
nous vérifions si le filtre d’abondance a un impact sur l’estimation.
5.4.2.1 Erreur d’estimation des distances de SimkaMin
L’erreur d’estimation des distances de SimkaMin a été mesurée par rapport aux résultats
attendus de Simka. La figure 5.8 montre l’erreur observée en fonction d’un nombre croissant
de k-mers distincts sélectionnés n. Les distances sont globalement moins bien estimées sur le
projet océanique. Les résultats sont fiables à partir de n = 100k (figure 5.8-A, 90% des erreurs
comprises entre -8% et 8%). Cependant, il existe une forte variabilité due à la sélection aléatoire
(figure 5.8-B - n = 100k - erreurs comprises entre -3% et 21%). À un million de k-mers distincts
sélectionnés, il n’existe quasiment plus d’erreur d’estimation pour les deux projets considérés.
Cela représente seulement 0.2% des k-mers distincts par jeu de données du projet intestinal et
0.03% par jeu du projet océanique. La différence d’erreur d’estimation entre ces deux projets
pourrait provenir de la différence de leur espace de sous-échantillonnage (6 fois plus grand dans
le cas du projet océanique). Cela n’a pas été vérifié explicitement.
5.4.2.2 Comparaison avec l’estimation de la distance de Jaccard de MASH (min-
hash)
La précision de l’estimation de la distance de Bray-Curtis de SimkaMin a été comparée à
celle de la distance de Jaccard fournie par Mash. La figure 5.9 montre l’erreur d’estimation
sur un nombre croissant de k-mers distincts sélectionnés. À profondeur de sous-échantillonnage
égale, la distance de Jaccard est toujours mieux estimée que la distance de Bray-Curtis. Il faut
utiliser environ 10 fois plus de k-mers distincts pour estimer de manière identique la distance
de Bray-Curtis et la distance de Jaccard (figure 5.9-A-B, n=100k et n=1M, par exemple). Les
conclusions sont les mêmes pour les deux projets considérés.
5.4.2.3 Impact du filtre d’abondance
Nous avons comparé la précision de l’estimation de la distance de Bray-Curtis de SimkaMin
en activant ou non le filtre d’abondance. Pour rappel, lorsque le filtre d’abondance est activé,
seuls les k-mers vus au moins deux fois dans un jeu de données sont considérés. Les deux types
de distances ont été comparés aux résultats filtrés et non filtrés de Simka. La figure 5.10 montre
l’erreur d’estimation en fonction d’un nombre croissant de k-mers distincts sélectionnés. On peut
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Figure 5.8. Erreur d’estimation des distances de Bray-Curtis de SimkaMin. L’erreur
est calculée en fonction des distances attendues de Simka qui utilisent 500 millions de k-mers
distincts par jeu intestinal et 3 milliards par jeu océanique. (A) Erreurs d’estimation de 100 ×
100 distances en utilisant un seul réplicat. (B) Erreur d’estimation d’une seule distance dans 10
réplicats.
Figure 5.9. Erreur d’estimation de la distance de Bray-Curtis de SimkaMin et de
la distance de Jaccard de MASH. L’estimation de la distance de Jaccard est fournie par
Mash par le biais de la méthode Minhash. Les boîtes à moustaches représentent les distributions
d’erreurs de 10 réplicats contenant chacun 100 × 100 distances.
remarquer que la distance filtrée est légèrement moins biaisée sur les deux projets considérés.
Cette différence devient négligeable à partir de 100k k-mers distincts sélectionnés par jeu de
données.
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Figure 5.10. Impact du filtre d’abondance sur l’estimation de la distance de Bray-
Curtis de SimkaMin. Erreur d’estimation de la distance de Bray-Curtis de SimkaMin filtrée
et non filtrée sur deux projets. La distance filtrée ne considère que les k-mers vus au moins deux
fois. Les boîtes à moustaches représentent les distributions d’erreurs de 10 réplicats contenant
chacun 100 × 100 distances.
5.4.3 Performances de SimkaMin
Le temps de calcul de SimkaMin a été comparé à celui de Simka et Mash sur 138 jeux
de données intestinaux du projet HMP. L’empreinte mémoire et l’utilisation du disque de Sim-
kaMin sont sensiblement les mêmes que celles de Mash (voir section 3.5.1). La figure 5.11
montre que SimkaMin est 4 fois plus rapide que Mash et 8 fois plus rapide que Simka (14 fois
plus rapide si le filtre d’abondance est désactivé). Bien sûr, plus les données sont volumineuses
plus la différence avec Simka va s’accentuer. En revanche, nous avons trouvé que SimkaMin
est toujours 4 fois plus rapide que Mash. Cette différence provient en partie du hachage des
k-mers. La fonction de hachage utilisée par SimkaMin et Mash à une complexité linéaire sur
la taille de l’élément à hacher (en nombre d’octets). Dans Mash, les k-mers sont traités comme
des séquences de k caractères (donc k octets), alors que dans SimkaMin, ils sont compactés via
leur représentation en 2 bits par nucléotides (8 octets pour un k-mer de taille 31).
Contrairement à Simka, le filtre d’abondance ne peut qu’augmenter le temps de calcul de
Mash et SimkaMin car il génère des accès à un filtre de Bloom. De manière intéressante, on
peut voir que ces opérations ont un impact négligeable sur le temps de traitement (figure 5.11).
5.4.4 Conclusion
Dans cette section, nous avons montré empiriquement que la distance de Bray-Curtis de
Simka s’estime avec une grande précision en sélectionnant quelques centaines de milliers de
k-mers distincts et leur abondance. À partir d’un million d’éléments sélectionnés aléatoirement,
il n’y a quasiment plus de biais d’estimation sur les deux projets considérés. L’avantage d’avoir
adapté la méthode de Mash est que l’on peut calculer l’estimation de l’index de Jaccard en
même temps que celle de Bray-Curtis. L’adaptation que nous proposons n’a aucun impact si-
gnificatif sur les performances par rapport à la méthode originale de Mash. L’implémentation
de SimkaMin est même plus rapide que Mash d’un facteur 4. Ce gain n’est pas négligeable
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Figure 5.11. Temps CPU de Simka, Mash et SimkaMin. Les tests ont été effectués sur
138 jeux de données intestinaux du projet HMP. Les outils ont été lancés avec k = 31, avec et
sans filtrage des k-mers vus une seule fois. SimkaMin et Mash ont utilisé 100k k-mers distincts
par jeu. La machine de test est équipée d’un processeur Intel E5-2640 de 20 cœurs (2.50 GHz)
et 264 Go de mémoire.
compte tenu du temps de traitement important des projets de grande envergure. SimkaMin est
donc un outil rapide et complet d’un point de vue distances écologiques.
5.5 Conclusion
Nous avons évalué deux types de sous-échantillonnage : au niveau des lectures et au niveau des
k-mers. Dans le premier cas, les estimations observées convergent lentement vers les distances
attendues de Simka. Nous déconseillons d’utiliser ce procédé dans l’objectif d’améliorer les
performances de Simka. Dans le deuxième cas, nous avons montré empiriquement que la distance
quantitative de Bray-Curtis converge très rapidement vers une estimation fiable. Cette seconde
étude a abouti à un outil, nommé SimkaMin, qui peut estimer rapidement la distance de Bray-
Curtis et la distance de Jaccard. Dans le futur, nous espérons trouver une expression théorique
de l’erreur d’estimation de la distance de Bray-Curtis de SimkaMin en fonction de la fraction
de k-mers considérés.
Dans l’étude de sous-échantillonnage au niveau des lectures, nous avons vu que les distances
quantitatives sont plus robustes au nombre de lectures utilisées. Cette propriété est intéressante
car les jeux de données complets sont eux-mêmes des échantillons de la communauté en présence.
On peut espérer que les résultats issus de ce type de distances sont reproductibles sur différents
réplicats des jeux de données. Dans le cas d’une distance qualitative, nous avons identifié un pro-
jet où la distance n’a pas du tout été robuste au sous-échantillonnage (le projet intestinal). Cette
famille de distances a le défaut d’être sensible selon l’effort de séquençage produit. Lorsqu’on
s’intéresse à la classification des jeux de données, nous avons vu que des groupes d’échantillons
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sont localement bien conservés quelle que soit la profondeur de sous-échantillonnage et le type de
distances utilisés. Plutôt que de chercher à améliorer les performances de Simka, il pourrait être
intéressant d’effectuer davantage de calculs dans le but d’améliorer la robustesse des distances.
Par exemple, une approche par bootstrapping ajoute une valeur de support à chaque branche du
clustering hiérarchique. Cependant, elle requiert de nombreuses passes (possiblement des mil-
liers) sur les données en ré-échantillonnant les lectures à chaque itération. Mais nous disposons
maintenant de SimkaMin. Grâce à ses empreintes mémoire et disque faibles, on pourrait envi-
sager de calculer les nombreux bootstraps en une (ou quelques) passes sur les données. Cette




Les travaux de cette thèse apportent quatre contributions aux domaines de la bioinformatique
et de la métagénomique : (1) une nouvelle stratégie pour compter simultanément les k-mers de
plusieurs jeux de données, nommée Multiset K-mer Counting (MKC) ; (2) l’outil de comparaison
de métagénomes Simka basé sur le MKC ; (3) l’évaluation en profondeur des distances de Simka
basées sur des comptages exacts de k-mers ; et (4) l’outil SimkaMin qui estime rapidement la
distance quantitative de Bray-Curtis.
Le MKC est, à notre connaissance, la première stratégie qui compte simultanément les k-
mers de nombreux jeux de données avec de hautes performances en termes de temps et de
mémoire. La nouveauté de cette stratégie est qu’elle représente les résultats comme un flux de
données, fournissant les comptages dans tous les jeux de données, k-mer par k-mer. De plus,
celle-ci s’appuie sur les algorithmes de comptage de k-mers de l’état de l’art et pourra continuer
de bénéficier de leurs futures améliorations. Le MKC sort du champ de la métagénomique car
il existe, aujourd’hui, de nombreuses applications basées sur les k-mers qui considèrent plus
d’un jeu de données génomiques. Par exemple, l’outil Cortex [145] améliore la détection de
variants génétiques en considérant une population d’individus. L’information génomique de ces
individus est représentée par un graphe de de-Bruijn coloré. Les nœuds du graphe (c’est-à-dire
les k-mers) sont associés à une couleur correspondant au jeu de données d’où ils proviennent.
Cette information peut être fournie efficacement par le MKC. De plus, le fait d’avoir accès à
tous les comptages d’un k-mer au même instant permet d’appliquer des filtres d’abondance plus
complexes qu’un simple seuil.
Simka s’appuie sur le MKC pour calculer une collection de distances écologiques entre les
métagénomes. L’intérêt de cette approche est qu’elle s’abstrait d’une phase difficile d’estimation
de la diversité taxonomique à partir de données métagénomiques. Celle-ci est remplacée par la
diversité en k-mers. Simka est flexible. Les différents paramètres, tels que la taille des k-mers,
ont peu d’influence sur ses performances globales. De plus, contrairement à la plupart des outils
de l’état de l’art, Simka passe à l’échelle sans la nécessité de filtrer les k-mers vus une seule fois.
Dans certains environnements comme le sol, ce filtre est indésirable car la couverture des espèces
est globalement très faible. Il existe de nombreuses distances écologiques qui peuvent aboutir
à des résultats différents. Nous avons rassemblé un ensemble de distances qui ont la propriété
d’être additives sur les k-mers et qui sont donc toutes calculées simultanément en une passe sur
les jeux de données.
Une partie de cette thèse a été vouée à l’évaluation des distances basées sur les k-mers.
Cela a été d’une importance primordiale car les biologistes préféreraient idéalement travailler
sur des comptages d’espèces. Sur le microbiome humain, nous avons trouvé de bonnes relations
entre les distances quantitatives taxonomiques et les distances de Simka. Cependant, il n’est pas
possible de reproduire une telle expérience sur des environnements plus complexes qui manquent
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de bonnes références. L’étude comparative des données de Tara Oceans nous a permis de pousser
cette évaluation plus loin. Elle montre notamment que les distances qualitatives de Simka sont
cohérentes avec des distances basées sur des OTUs. Cela vient appuyer l’intérêt des spectres
de k-mers comme remplacement à une estimation de la diversité taxonomique. L’évaluation
a majoritairement porté sur des jeux de données bactériens. Dans le futur, il sera important
d’évaluer Simka sur des projets s’intéressant à d’autres types de micro-organismes, comme des
eukaryotes, qui sont pour le moment moins étudiés.
Bien que Simka soit un outil performant, sa consommation en disque est problématique.
Simka génère des fichiers temporaires de l’ordre de la taille des données à traiter. Pour améliorer
les performances globales, nous avons exploré des approches de sous-échantillonnage. L’outil
Mash nous a particulièrement inspiré. Celui-ci estime l’index qualitatif de Jaccard en n’utilisant
que quelques milliers de k-mers. Nous avons adapté sa méthodologie pour qu’elle prenne en
compte l’abondance des k-mers. Nous avons empiriquement mis en évidence que la distance
quantitative de Bray-Curtis peut être estimée très précisément en utilisant environ 1 million de
k-mers distincts par jeu. Cela représente moins d’1% des k-mers distincts des jeux de données
sur les deux projets métagénomiques considérés. Cette adaptation de Mash a été implémentée
dans un outil nommé SimkaMin. Celui-ci est 8 fois plus rapide que Simka et 4 fois plus rapide
que Mash. Nous espérons prochainement déterminer l’erreur théorique de cette estimation de
la distance de Bray-Curtis en fonction du nombre de k-mers utilisés.
6.1 Impact de Simka dans la communauté scientifique
Simka a pour la première fois été utilisé pour comparer les données de Tara Oceans. Cette
étude, dans laquelle nous sommes impliqués, a établi la première biogéographie à partir de don-
nées métagénomiques. Elle montre que l’organisation génomique des communautés planctoniques
est dynamique. Elle évolue différemment selon la taille des organismes. Les courants marins sont
le premier facteur à avoir une influence sur la dynamique d’organisation. Au delà d’un an et demi
de circulation, l’impact des courants est éclipsé par les variations environnementales. L’article
concernant cette étude est actuellement en révision dans le journal Nature.
Nous avons référencé d’autres utilisateurs de Simka. Deux études ont abouti à une publica-
tion. Dans la première, Dickson et al. [146] ont montré que l’exposition des larves de moustiques
à différentes bactéries entraîne des variations dans les traits des adultes. Une classification des
échantillons issue des résultats de Simka a été déterminée pour confirmer une classification basée
sur des OTUs. Les auteurs ont montré un intérêt pour Simka car ses résultats sont indépen-
dants d’une phase d’estimation de la diversité taxonomique. Dans la deuxième étude, Danovaro et
al. [147] ont exploré un milieu sous-marin ayant subi une éruption volcanique. Simka a été utilisé
pour dresser une vue globale de l’organisation des communautés présentes plus ou moins loin du
site volcanique.
Pendant un séjour à l’EBI, Simka a été introduit aux utilisateurs de leur pipeline d’analyses
métagénomiques [41]. Camilla Speller de l’université de York (BioArch, Department of Archaeo-
logy) a proposé de lancer Simka sur des échantillons dentaires archéologiques. Les échantillons
ont été prélevés à partir de différents squelettes à plusieurs endroits sur la dent (os, dentine,
etc.). Elle nous a montré que le premier critère qui sépare les échantillons est l’endroit sur la
dent. Ensuite, de manière intéressante, Simka a séparé les échantillons provenant de squelettes
de sites archéologiques différents (anglais et allemand). Enfin, pour un site archéologique donné,
Simka est parvenu à regrouper les échantillons par squelette.
Ces différentes applications sont très excitantes. L’EBI a également montré un engouement
par rapport à Simka. Dans le futur, nous espérons intégrer l’estimateur SimkaMin dans leur
pipeline EMG [41] pour proposer aux utilisateurs de comparer leurs jeux de données en ligne.
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6.2 Perspectives
6.2.1 Amélioration de la sensibilité des distances basées sur les k-mers
Depuis quelques années, les k-mers sont régulièrement remplacés par les graines espacées.
Les graines espacées peuvent être vues comme des k-mers non contigus. Elles autorisent ainsi
un certain nombre de substitutions lors de leur comparaison. On les retrouvent dans des ap-
plications impliquant des comparaisons de séquences comme : l’alignement de lectures [148],
l’alignement de séquences multiples [149], la classification de protéines [150] et la reconstruc-
tion phylogénétique [151]. Plus récemment, les graines espacées ont été appliquées aux données
métagénomiques. Par exemple, Břinda et al. [152] ont montré qu’elles améliorent les approches
d’assignation taxonomique sans-alignement, telles que Kraken [37].
Dans le cadre de Simka, les graines espacées permettraient de comparer les métagénomes
de manière moins stringente. Les distances seraient alors plus souples et moins sensibles aux
erreurs de séquençage et aux variants génomiques. Cette sensibilité est importante dans certaines
circonstances. Notamment, les virus sont connus pour avoir des génomes extrêmement mutés.
Le calcul de ces graines a un impact considérable sur le temps de calcul d’un facteur 3 à
5 [152]. Des études s’attaquent actuellement à ce problème [153].
6.2.2 Amélioration de la robustesse des distances
Nos travaux sur le sous-échantillonnage au niveau des lectures indiquent que le clustering
des échantillons est sensible au nombre de lectures considérées. Il serait intéressant d’ajouter des
valeurs de supports au clustering issue des distances de Simka.
Plusieurs techniques statistiques sont classiquement employées pour ajouter des informations
de robustesse à des classifications hiérarchiques. Par exemple, le bootstrapping consiste à calcu-
ler de nombreux résultats, appelés bootstraps, en sélectionnant aléatoirement les éléments des
données originales avec remise. La valeur de bootstrap d’un nœud du clustering original est la
fréquence d’apparition de ses bipartitions dans les classifications issues des bootstraps [154]. La
technique Multiscale bootstrap resampling [155] génère des valeurs de support moins biaisées mais
requiert plus de calculs. Elle agglomère différentes valeurs de bootstrap calculées à différentes pro-
fondeurs de sous-échantillonnage. Avec Mash et SimkaMin, nous pouvons aujourd’hui imaginer
calculer ces nombreux bootstraps efficacement, afin de tirer parti de ces techniques statistiques.
6.2.3 Séquences similaires entre les jeux de données
Déterminer les séquences similaires entre deux ou plusieurs jeux de données a de nombreuses
applications. Par exemple, dans le cadre de l’étude du projet Tara Oceans (présentée en sec-
tion 4.2), cette opération a permis de détecter les lectures spécifiques aux différentes génocé-
noses. Des analyses taxonomiques (potentiellement coûteuses en ressources informatiques) ont
essentiellement été conduites sur ces sous-ensembles de séquences. Une autre application est
l’assemblage croisé. L’idée est d’isoler les séquences métagénomiques d’un organisme pour aider
à l’assemblage de son génome. On recherche alors les séquences similaires entre plusieurs jeux
de données susceptibles de contenir l’organisme cible. Les organismes qui ne sont pas présents
dans tous les jeux de données sont automatiquement filtrés.
En s’appuyant sur le MKC, un outil performant pourrait être développé pour sortir ces
séquences similaires. En effet, le MKC détermine les k-mers partagés entre les jeux. Seuls ces
k-mers peuvent être indexés afin d’identifier rapidement les lectures similaires entre les jeux
sans-alignement. De plus, le fait que le MKC fournit les N comptages d’un k-mer permet de
construire différentes formules de sélection des k-mers. Par exemple, n’indexer que les k-mers
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présents dans ces 3 jeux mais absents dans les 5 autres, etc. Avec en plus la possibilité de prendre
en compte l’abondance des k-mers dans les formules.
6.2.4 Mesure de complexité intra-échantillon
En 1960, Whittaker [156] a introduit la notion de diversité-beta pour comparer les com-
munautés sur la base de leurs diversités en espèces. La diversité-beta est intimement liée à la
diversité-alpha qui représente la complexité d’un échantillon (le nombre d’espèces dans une com-
munauté). Néanmoins, ces deux notions sont très différentes. Les distances écologiques (diversité-
beta) indiquent des changements dans la composition des communautés mais ne donnent pas
d’informations par rapport à leur complexité. Par exemple, deux environnements peuvent être
dits parfaitement similaires s’ils possèdent une espèce et qu’elle est partagée, ou s’ils possèdent
un million d’espèces et qu’elles sont partagées. Cette information de complexité est pertinente
et pourrait compléter les mesures de comparaisons de Simka. Bien sûr, il existe des méthodes
dédiées pour estimer la diversité, mais c’est encore aujourd’hui un problème ouvert, notamment
à partir de données plein-génomes.
Plusieurs observations laissent penser que les spectres de k-mers cachent des informations de
complexité : Simka utilise les comptages de k-mers comme un remplacement de la composition
taxonomique ; d’autres types d’outils, comme les assembleurs métagénomiques, exploitent les
spectres pour détecter des pics d’abondance d’espèces isolées ; nous avons vu que le nombre de
k-mers distincts varie en fonction de l’environnement et du type d’organismes étudiés (figure 3.1) ;
enfin, en génomique, les spectres de k-mers permettent d’estimer des caractéristiques du génome
étudié comme sa taille et son taux d’hétérozygotie [157]. Les spectres de k-mers calculés à
partir d’échantillons provenant de milieux complexes sont très bruités mais croiser différents
spectres pourrait dévoiler de nouvelles informations. Par exemple, un spectre peut être nettoyé
en retirant tous les k-mers partagés avec d’autres jeux. On ne s’intéresse alors plus qu’aux k-
mers spécifiques du jeu. À l’inverse, on peut étudier le spectre de k-mers partagés par un certain
nombre d’environnements. La mesure de complexité extraite à partir d’un spectre ne pourrait
pas être utilisée seule en tant que telle, tout comme les distances de Simka. Cependant, on peut
imaginer l’utiliser de manière relative, pour classer les jeux de données par complexité.
6.2.5 Requêtage de jeux de données métagénomiques
Les plateformes d’analyses métagénomiques internationales, telles que MG-RAST [96] et
EMG, hébergent actuellement un nombre de jeux de données de l’ordre de la centaine de mil-
liers. Dans le futur, les technologies de séquençage vont continuer à se développer et les projets
métagénomiques se multiplier. Ces serveurs atteindront prochainement un nombre de jeux de
l’ordre du million. Il est important de bien gérer ces données pour y mener efficacement des opé-
rations complexes. Par exemple, un utilisateur pourrait vouloir comparer ses jeux fraichement
séquencés à ceux de projets existants du même environnement. Il pourrait vouloir savoir si une
séquence particulière (un gène par exemple) apparait dans les jeux archivés. La gestion des don-
nées peut également aider les serveurs eux-mêmes. Par exemple, on peut estimer la composition
taxonomique et fonctionnelle d’un nouveau jeu en analysant les jeux (déjà annotés) auquel il
est très similaire. Si un nouveau jeu est très similaire aux jeux intestinaux, alors il est inutile
d’aligner un catalogue de gènes marins sur celui-ci, etc.
Pour organiser les données, ces serveurs possèdent des systèmes basés sur les annotations
des jeux de données (metadonnées), comme leur projet métagénomique, leur environnement,
etc. Cependant, ces annotations ne sont pas toujours disponibles, peuvent avoir été perdues ou
être difficilement accessibles. De plus, elles peuvent être imprécises. Par exemple, sur le serveur
EMG, un jeu de données peut être labellisé "humain" alors qu’il provient plus précisément de
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l’intestin. Nous avons réfléchi à deux systèmes de requêtage, basés sur les résultats de Simka,
qui pourraient aider à la gestion et à la fouille automatique de données métagénomiques : le
requêtage d’un jeu de données contre N jeux et le requêtage d’une séquence particulière contre
N jeux.
Requêtage jeu contre jeux. Pour un jeu requête donné, l’objectif est de fournir une liste de
jeux ordonnés par similarité vis à vis du jeu requête. Ce type de requêtage est une application
directe de Simka. Pendant un séjour à l’EBI, nous avons testé une méthode pour répondre
instantanément à ce problème. L’idée est que la similarité entre chaque jeu de données du
serveur est pré-calculée par Simka, puis stockée dans une matrice de distances contenant tous
les jeux. L’utilisateur choisit son jeu requête sur le serveur. La ligne (ou colonne) correspondante
à ce jeu dans la matrice de distances est extraite, puis triée par similarité. Il ne reste alors plus
qu’à fournir cette liste à l’utilisateur.
Nous avons pu évaluer la pertinence de ce classement grâce à des mesures du domaine
de la fouille de données sur une dizaine de milliers de jeux de données provenant de projets
hétérogènes. Nous avons trouvé que les premiers jeux de données (les plus similaires vis à vis d’un
jeu requête) proviennent généralement du même projet métagénomique que celui du jeu requête.
C’est intéressant d’un point de vue biologique mais il est possible que ce résultat soit biaisé.
Les différents projets peuvent utiliser des protocoles d’extraction de l’ADN et de séquençage
bien spécifiques. Néanmoins, nous avons découvert que les jeux les plus similaires proviennent
généralement du même environnement que la requête. Cela montre que la fouille de données basée
sur le contenu génomique est pertinente. Il serait intéressant de continuer ce travail pour trouver
dans quels cas la recherche est pertinente ou non, et pourquoi, et quelles distances fonctionnent
le mieux. Peut être que certaines distances vont capturer différentes caractéristiques des jeux de
données (environnement, saison particulière, température, etc.).
Requêtage séquence contre jeux. Pour une séquence requête donnée, il s’agit de fournir le
plus rapidement possible la liste des jeux de données dans laquelle elle apparait. Cette séquence
peut être un gène, un génome ou une lecture quelconque. La base de données peut être un projet
métagénomique complet, ou encore l’intégralité des données d’un serveur. Bien sûr, le nombre
de séquences requêtes peut être immense. Cette application est un des verrous actuels de la
bioinformatique des séquences. Elle touche plus au domaine de comparaison de séquences que
celui de Simka. Cependant, Simka peut être utilisé pour structurer la base de données.
Actuellement, la comparaison de séquences sans-alignement est employée pour traiter effi-
cacement ce problème. Une séquence requête apparait dans un jeu si elle partage un certain
pourcentage de k-mers avec celui-ci. La structure la plus utilisée pour indexer un ensemble de
jeux de données se base sur un arbre de filtres de Bloom [158, 159, 160]. Mais ces approches ne
sont pas dédiées à la métagénomique et ne passent pas à l’échelle en termes d’espace mémoire
sur des projets de grande envergure. Notre idée s’inspire de ces méthodes. Elle commence par
le clustering hiérarchique des échantillons de la base de données avec Simka. L’arbre est utilisé
pour factoriser le contenu génomique partagé entre les échantillons. Par exemple, si un k-mer
apparait dans 4 jeux, il est stocké une seule fois dans leur ancêtre commun le plus proche (LCA).
La structure d’indexation de la base de données est une table de hachage associant les k-mers à
leur LCA. Pendant cette thèse, de nouvelles structures de données compactes ont été publiées
pour indexer de très grands ensembles de k-mers et leur associer des informations [161, 162].
Avec cette méthode, on peut imaginer indexer un projet métagénomique, tel que Tara Oceans,
sur une machine possédant environ 500 Go de mémoire vive.
L’approche que nous proposons capture la redondance de la base de données. En revanche, un
problème à résoudre pour indexer une quantité plus importante de données est la réduction du
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nombre de k-mers considérés. Ce problème fait potentiellement appel à tous les types d’analyses




Simka 1.3 https ://gatb.inria.fr/software/simka/
Commet 1 https ://github.com/pierrepeterlongo/commet
Metafast 0.1.0 https ://github.com/ctlab/metafast
Mash 1.1 https ://github.com/marbl/mash
Programme Ligne de commande
Simka
./simka -in input.txt -out-tmp out-dir -nb-cores 40 -max-memory 100000
-max-count 20 -max-merge 30
Commet python Commet.py input.txt
Metafast ./metafast.sh -k 31 -b 1 -w out-dir -i input
Mash ./mash sketch -p 40 -r -b 5G -k 31 -s 10000 -o outFilename input*
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