1* Introduction* For self-adjoint Hamiltonian differential systems which satisfy a condition of definiteness that in the case of accessory systems for variational problems is the strengthened Legendre or Clebsch condition, it is well-known, (see, for example, Bliss [1, Sees. 89, 90] , Morse [5; 6, Ch. IV] , Reid [7; 9; 11, Sec. VII. 5] ), that the condition of disconjugacy is equivalent to the positive definiteness of the associated (Dirichlet) hermitian functional. In turn, for nonself-adjoint differential systems one may derive a sufficient condition for disconjugacy as a consequence of the disconjugacy of certain associated self-ad joint systems. An example of this procedure involving a linear homogeneous vector differential equation of the second order is given in Reid [7, Sec. 5] ; see also, Hartman and Wintner [3] . The purpose of the present paper is to present corresponding results for more sophisticated differential systems of higher order.
Matrix notation is used throughout; in particular, one column matrices are called vectors. The n x n identity matrix is denoted by E n , or merely by E when there is no ambiguity, and 0 is used indiscriminately for the zero matrix of any dimensions. The conjugate transpose of a matrix M is denoted by ilf*. The symbols ikf ^> N, {M> N}, are used to signify that M and N are hermitian matrices of the same dimensions and M -N is a nonnegative, {positive}, definite matrix. A matrix function is termed continuous, integrable, etc., when each element of the matrix possesses the specified property.
If a matrix function M(t) is a.c, (absolutely continuous), on a compact interval [α, 6] , then M'(t) signifies the matrix of derivatives at values where these derivatives exist, and zero elsewhere. Similarly, M(t) [a, b] . For brevity, the double subscript pq is reduced to merely p for the ^-dimensional vector case specified by p, q = 1, and both subscripts are omitted in the scalar case p = 1, q -1. For n^l, the subclass of vector functions ye%l [a, b] 
Preliminary results* Let
, w), be r x r matrix functions defined on an interval / on the real line, and satisfying the following hypothesis.
F nn (t) is nonsingular for te I, and for arbitrary compact subintervals [a, b] [a, δ] . The (n + l)r x (n + l)r matrix which for i, j -0,1, , n and σ, τ =. 1, , r has the element in the (ir + <τ)th row and (jr + r)th column equal to F στ;ij (t) will be denoted by F(t), and for k = 0,1, •••, ^ the r x (w + l)r matrix whose element in the σth row and (jr + r)th column is F σv kS (t) will be denoted by merely F k (t) . If [a, b] 
In conformity with usual terminology, (see, for example, Bradley [2] , Reid [9, Sec. 4] ), an r-dimensional vector function y(t) is a solution of (2.2) if y e £> [α, b] and the r-dimensional vector functions v k (t) = {v σk {t))j (σ -1, , r; fc = 1, , n), defined recursively as 
is a vector function of class §T r [α, b] [α, 6] , let the r-dimensional vector functions u λ (t), " ,u n (t) be defined as
Finally, let u(t) and v(t) denote the ^r-dimensional vector functions
The above quasi-differential equation (2.2), or the associated system (2.3), (2.4) , may then be written in the matrix form
where
matrix functions which will be written as partitioned matrices in r x r matrices as
It is to be noted that whenever hypothesis (φ) is satisfied the differential system (2.10) in (u v) is identically normal; that is, if
is a solution of (2.10) on J o , then from the equation £f 2 [u, v] 
, n -1), and consequently also v h (t) = 0 on / 0 for A = 1, , n -1. From the condition u(t) = 0, v(t) = 0 on I Q it then follows that u(t) = 0, t (ί) = 0 on 7, thus establishing the identical normality of (2.10) on /.
Two distinct points t x and t 2 on / are said to be (mutually) conjugate with respect to (2.2), or with respect to (2.10), if there exists a solution (u(t); v(t)) of this latter system with u(t) ίθ on the subinterval with endpoints t t and t 2 , while u(t λ 
, n), this condition states that t = ^ and £ = t 2 are zeros of the vector function ?/(£) of order greater than or equal to n. Moreover, if t t el and U(t), V(t) are (nr) x (nr) matrix functions whose column vectors are solutions of (2.10), and satisfying the initial matrix conditions TO = 0, Ffe) -E nr , then a value t 2 Φ t x is conjugate to t x if and only if U(t 2 ) is singular. If U{t 2 ) has rank nr -q, so that there are q linearly independent a, b] . In view of the form of B(t), clearly only the last r components of ζ(t) are uniquely determined, with values (2.13)
3. Self-adjoint systems. The quasi-differential system (2.2), or the equivalent first order system (2.10), is self-adjoint when the coefficient matrix function satisfies in addition to (φ) the further condition
F(t) is hermitian for te I.
The hermitian character of F(t) is equivalent to the condition that 800 WILLIAM T. REID the component r x r matrix functions F iύ are such that [F iS (t)]* -F άi {t) for tel.
In particular, the diagonal component matrix functions F u (t) are hermitian on I". It follows readily that under hypotheses (φ) and (φi) the coefficient matrices of (2.10) are such that [a, b] . The fact that a ζ(t)e%l r [a, b] is thus associated with η(t) e §I wr [α, 6] 
](t) = rf(t) -A(t)η(t) -B(t)ζ(t) = 0 .
As pointed out at the end of the preceding section, if ηeD [a, b] :ζ the vector function ζ corresponding to a given η is not uniquely determined; however, the vector function J5ζ is uniquely determined. Consequently if η {p) eD [a, &] , (p -1, 2), then the value of the integral in (3.1) is independent of the particular corresponding ζ (2) ) , so that this integral does indeed define a functional of η 
is constant on J. If two solutions of this system are such that this constant is zero, these solutions are said to be (mutually) conjoined.
If Y(t) = (U(t); V(t)) is a (2nr)
x q matrix whose column vectors are linearly independent solutions of (2.10) which are mutually conjoined, then these solutions form a basis for a conjoined family of solutions of dimension q, consisting of these solution of (2.10) which are linear combinations of the column vector functions. In general, (see, for example, Reid [7, Sec. 2; 11, Sec. VII. 2] ), the maximal dimension of a conjoined family of solutions of (2.10) is nr, and a given conjoined family of dimension less than nr is contained in a conjoined family of dimension nr. From the basic result for canonical Hamiltonian systems concerning disconjugacy on a compact interval, (see, for example, Reid [10, Theorem 5.1] 
ii) there exists a conjoined family of solutions Y(t) -(U(t); V(t)) of (2.10) of dimension nr with U(t) nonsingular on [a, b].

4.
A disconjugacy criterion for (2*2) Suppose that hypothesis (φ) is satisfied by the coefficient matrix function F(t) of (2.2) on an interval I, and that [a, b] is a nondegenerate subinterval of I such that t = a and t -b are mutually conjugate with respect to the equation (2.2) . Let y(t) be a solution of (2.2) such that y(t) ίθ on [a, b] , and y M (a) = 0 = y M (b), (a = 0, 1, , n -1). Then y e ® 0 [α, 6] , and in view of Lemma 2.1 we have that (4.1) 0 = J[v,v\a,b is an hermitian matrix function such that the given solution y(t) of (2.2) satisfies the condition [α, 6] . Consequently, we have the following result, corresponding to that of § 5 of Reid [7] for a second order linear homogeneous matrix differential equation. The reader is also referred to Hartman and Wintner [3] for a similar treatment of disconjugacy criteria for second order vector differential systems. For a consideration of non-self-adjoint differential equations of even order by a method which is similar in basic idea, but different in specific detail, see Kreith [4] . THEOREM 
]=\ b y*(t)F(t)y(t)dt.
Ja
From this relation it follows that ^F{t) =•--%{F(t) + F*(t)} and $mF(t) =
(4.3) Ϋy*(t)F(t] *>)y(t)dt = 0 .
Suppose that hypothesis (φ) is satisfied by the coefficient matrix function F(t) of (2.2) on an interval J, and for a given nondegenerate subinterval [a, b] of I there exist real constants
, n), of (4.2) satisfies hypothesis (Q) and F nn (t; λ) > 0 for t a.e. on [α, 6] . Then whenever the self-adjoint quasi-differential equation 2[y: F( \ λ)](ί) = 0 is disconjugate on [α, 6] , the system (2.2) is also disconjugate on [a,b] .
It is to be emphasized that in the above theorem the constant multipliers λ 0 , λ x may depend upon the subinterval [a, 6] , and that any criterion of disconjugacy for the associated self-adjoint equation 2[y: F( ; λ)](£) = 0 yields a sufficient condition for disconjugacy of the original equation (2.2) . In particular, the results of Reid [9, Sec. 4] for scalar quasi-differential equations of even order, and their analogues for vector equations, provide sufficient conditions for (2.2) to be disconjugate on a non-compact interval (t lf °°). 5* A special canonical form* Attention will be directed now to a linear differential expression of order m in the r-dimensional vector function y(t) = (y σ (t)) of the form μ=Q where the r x r coefficient matrix functions P μ (t) = [P σ τ, μ (t) ] are supposed to be of class & rr [a, b] for arbitrary compact subintervals [α, δ] of a given interval I on the real line. It is to be emphasized that in the discussion leading to the result of Theorem 5.1 we do not require the leading coefficient matrix PJt) to be nonsingular, or even to be nonzero. The purpose of this section is to present for vector differential operators of the form (5.1) an analogue of the results of Reid [8] for linear scalar differential equations, and to note the particular form of the disconjugacy criterion of § 4 for the involved canonical form.
For a given compact subinterval [α, δ] of I, let T o denote a corresponding differential operator with domain &Γ,o]#> δ] and value T Q y = £f [y] . If 2D* denotes the totality of r-dimensional vector functions z e 2 rr [α, δ] with Pμ*(t)z(t) e S rr [α, δ] , (μ = 0, 1, , m), and for which there exists a corresponding f z e S r [α, δ] (2.2) with the (n + l)r x (n + l)r matrix function F(t) expressible in partitioned form [F io (t) ] with F is , (i 9 j = 0, 1, , n), the r x r matrix functions specified for i, j = 0,1, •••, n as
For such a matrix function F(£) we have that SReF(£) = G(£) = [G jk (t) ] y (j\ k = 0, 1, , ri), where each G jk is an r x r matrix function specified for j, k = 0, 1, , n as G y *(ί) = 0, if |i-A;|>l;
, where each H jk is an r x r matrix function specified for j, k = 0,1, , n as
As an application of the result of Theorem 4.1 with multipliers λ 0 = 1, λj = 0, or λ 0 = -1, λ x = 0, one has the following special criterion for disconjugacy of a differential equation (2.2). In particular, the functions $m /7 2i-1 (ί), (i = 1, , n) are all zero in the scalar case when r -1, and the coefficients of (5.1) are realτalued. The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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