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Abstract: - Conventional robot calibration techniques often make use of complex measurement equipment that 
can only be operated by skilled personnel in laboratory environments. This paper presents the calibration of a 
6DOF measuring arm with a method that requires no external measurement equipment. The arm is calibrated 
through the use of a kinematic constraint which allows the collection of training data. This data is then utilized 
by a genetic algorithm to determine improved Denavit-Hartenberg parameters.  
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1 Introduction 
Calibration is used to enhance the positioning 
accuracy of robots through software adjustments 
[1]. This is achieved by determining kinematic 
(geometric) and dynamic parameters (non-
geometric) which accurately model a robotic 
system [2]. Kinematic parameters describe the 
relationships which govern the relative position and 
orientation of links and joints, while the dynamic 
parameters describe the inertial behaviour of the 
robot. According to Judd and Knasinski [3], as 
much as 95% of robot positioning inaccuracy arises 
from the inaccuracy in the kinematic model 
description. Consequently much research has 
focussed on optimizing kinematic (geometric) 
parameters. However, other research indicates that 
non-geometric errors may play a more significant 
role than previously thought [4, 5]. Nevertheless, 
kinematic calibration is generally considered to be 
a global method which improves robot accuracy 
throughout the work volume [1].  
 
Since robots are similar to many mechanical 
devices which can experience wear of parts and 
dimensional drifts, regular calibration is necessary 
to ensure consistent results [1]. Offline 
programming requires a suitable accuracy of pose 
to ensure acceptable results are obtained when the 
robot program is executed in a work cell. However, 
if online programming is performed, a lower degree 
of accuracy may be tolerated, provided the robot 
displays acceptable repeatability in returning to 
stored positions [2].  
 
The typical mathematical basis for kinematic 
calibration is to obtain a number of accurate pose 
measurements, and then utilize numerical 
optimization to modify model parameters. 
Measurement devices used include acoustic 
sensors, visual sensors, coordinate measuring 
machines and theodolites. These measurement 
devices vary in accuracy, ease of use and cost. 
However, according to Elatta et al. [1] they share 
the following common drawbacks: skilled 
personnel are required to perform calibration, data 
collection is time consuming, and is best performed 
in a laboratory environment with intensive human 
input.  
 
These drawbacks have led to the investigation of 
robot calibration using partial pose measurements. 
It has been shown it is not necessary to obtain 
complete pose measurements of the robot end 
effector for calibration purposes. Instead multiple 
partial pose measurements can be used [1]. Tang 
and Mooring utilized a mechanical plate to obtain 
partial pose measurements, which were then used 
to solve for improved model parameters [6]. 
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Veitchegger and Wu [7] performed a similar 
process using a plate fixture containing precisely 
positioned holes. Although partial pose 
measurements can be taken with less complex 
equipment, significant human intervention is still 
required and the calibration process is difficult to 
automate [1].  
 
In response to the above mentioned difficulties, 
Zhong et al. [8] proposed a calibration method 
which does not require measurement equipment 
external to the robot. The method utilizes a 
constraint surface on which the robot touches with 
a trigger probe at different locations. At each 
location the internal robot joint angles and 
Cartesian positions, as reported by the controller, 
are recorded. An optimization scheme is then 
utilized to modify the model parameters such that 
the newly calculated Cartesian positions are 
consistent with the shape of the constraint surface. 
The kinematic constraints used during optimization 
are derived directly from the shape of the constraint 
surface e.g. a plane.  
 
In this paper, the topic of calibrating a 6 degree of 
freedom measuring arm is addressed. The 
following figure shows a photo of the measuring 
arm.  
 
 
 
Fig. 1 – Measuring Arm 
 
A Denavit-Hartenberg model is developed to 
represent the kinematics of the arm. The Denavit-
Hartenberg parameters are then calibrated using a 
method similar to that documented by Zhong et al. 
[8]. Instead of using a plane as a constraint surface, 
the measuring arm end is fixed to point around 
which it can rotate. This paper also presents the use 
of a genetic algorithm to optimize the DH 
parameters of the measuring arm. Training data 
was obtained for the genetic algorithm by rotating 
the arm around a fixed point and recording the 
corresponding joint angles. The genetic algorithm 
was then executed to find an improved set of DH 
parameters which better satisfied the kinematic 
constraint of rotating around a point. Finally, this 
paper investigates the positioning accuracy of the 
measuring arm after calibration.  
 
2 Kinematic Model Development 
The measurement arm is a series six degree of 
freedom manipulator, consisting of links which are 
connected by rotational joints. The joints are able to 
rotate through large angles, allowing the arm to 
assume complex positions. The angle of each joint 
is measured by a 20bit incremental precision 
encoder. The absolute values of the encoders are 
referenced by initially folding the arm into a resting 
position, wherein its joints are constrained. In this 
position the absolute angles of the joints are known 
and the encoder count values can be set to zero. 
Subsequent joint movements can then be correctly 
referenced from this position. The nominal values 
of the joint angles 1-6 in the rest position are: 200º, 
-45º, -80º, 0º, -45º, 0º. The following figure shows 
the joint layout of the measuring arm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 – Measuring Arm Joint Layout 
 
The Denavit-Hartenberg convention was used as a 
basis for developing a kinematic model of the 
measuring arm. An initial set of Denavit-
Hartenberg parameters was determined by 
measuring the lengths of the measuring arm links 
and inspecting the joint orientations. The following 
table indicates the nominal parameter values.   
BASE 
TIP 
J1 
J3 
J4 
J5 
J6 
J2 
CW 
C0 , C1 
C3 
C4 
C5 
C6 
C7 
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Yes 
No 
Create 
Population 
Reproduction 
Solution 
Found? 
Selection 
Start 
Stop 
Table 1 – Initial Denavit-Hartenberg parameters 
Link D θ L α 
1 0 Θ1 0 -90° 
2 D2 =170 Θ2 0 90° 
3 D3 =815 0 0 90° 
4 D4 =115 Θ4 0 0 
5 0 0 L5 =855 α5 
6 D6 =80 Θ6 0 -90° 
7 0 0 L7 =320 α7 
 
For each entry in Table 1, a transformation matrix 
was created using the following matrix equation.  
 
 
 
The transformation matrices were then multiplied 
together to obtain an overall forward 
transformation between the world coordinate 
system, and the tip of the measuring arm.  
 
WorldTTIP=
 CWTC0
 C0TC1
 C1TC2
 C2TC3
 C3TC4
 C4TC5
 C5TC6
 C6TC7  (2) 
 
3 Kinematic Model Optimization 
To improve the accuracy of the Denavit-Hartenberg 
parameters, a genetic algorithm was selected. The 
optimization strategy was developed with the 
measuring tip constrained to rotate about a fixed 
point. In this configuration the measuring arm 
could assume different joint angles while still 
maintaining a fixed Cartesian position at its tip. 
Prior to calibration, when the arm was placed in 
different orientations, the mathematical model 
indicated that the Cartesian position of the turning 
point was changing by up to 20mm. This 
observation showed that the mathematical model of 
the arm contained significant error. If an ideal 
mathematical representation could be obtained, the 
calculated positions of the turning points should be 
identical. 
 
3.1 Genetic Algorithm  
The objective/fitness function for the genetic 
algorithm was developed around the concept of 
collecting joint angles from different arm 
orientations. These sets of joints angles would then 
be used to calculate the variance of the associated 
turning point positions. The calculated variance 
represents the numerical value of the objective 
function. A low value of the objective function is 
interpreted as a desired solution, as the low 
variance implies a close grouping of turning point 
positions. However, a high value of the objective 
function implies an undesirable solution, as the 
turning point positions are not closely grouped. The 
definition of the objective function was also 
expanded to include multiple turning point 
locations. This is achieved by defining the 
objective function as the average of the variances 
from the all the turning point locations. This 
expanded error function can be seen to be more 
representative of the average behaviour of the 
measurement arm, as a number of turning point 
locations can be selected in a variety of positions in 
the measurement arm workspace.  
 
Using this definition of the objective function a 
genetic algorithm was implemented in Matlab. The 
algorithm was coded to search for a set of 
parameters which best minimized the objective 
function, when evaluated with the supplied training 
data. Each solution in the population consisted of 
12 parameters. The first 6 values correspond to the 
reference angles of the measuring arm when in the 
reset position. The second 6 values correspond to 
the link lengths of the Denavit-Hartenberg 
parameters as presented in the previous section. 
The following flowchart outlines the major 
execution steps in the Genetic Algorithm:  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 – Genetic Algorithm Flow Diagram 
 
The population for the genetic algorithm was 
created by randomly modifying the nominal values 
of the reference angles and link lengths. The 
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maximum and minimum values of these parameters 
were limited to a predefined search range. It was 
assumed that the actual reference angles would not 
deviate by more than 5 degrees from the nominal 
values. The link lengths were also assumed to not 
deviate outside set ranges from the measured 
values. The ranges were adjusted according to the 
length of the links. The deviations were set at 
10mm, 20mm, and 30mm for the different length 
ranges.  
 
The first step in the main loop of the genetic 
algorithm was to determine whether an optimal 
solution had been found. The criterion used to 
make this decision was when the population had 
become genetically stagnant, causing no further 
improvement to be observed in the best solution 
achieved.  
 
The second step in the main loop was to double the 
population in size through reproduction. In this 
algorithm emphasis was placed on generating new 
solutions through linear crossover. Pairs of parents 
were randomly selected from the population and 
their genes combined in different linear ways to 
each produce four proposed child solutions. The 
linear crossover operators used were: 
 
Child 1 =  0.5×Parent1 + 0.5×Parent2  (3) 
Child 2 =  1.5×Parent1 - 0.5×Parent2  (4) 
Child 3 = -0.5×Parent1 +1.5×Parent2  (5) 
Child 4 = Random combination of genes from 
Parent1 and Parent2    (6) 
 
Of the four child solutions created from each pair 
of parents, only the two child solutions with the 
best fitness were retained. Thus after completing 
the reproduction stage of the algorithm the 
population doubled in size. 
 
The final step in the main loop was to use a 
selection operator to halve the population, restoring 
it to its original size. Tournament selection was 
chosen for this purpose. To perform tournament 
selection the population was divided into a number 
of small groups. Then in each group, the best half 
were selected to survive to the next generation. Due 
to the division of the population into groups, 
tournament selection can be seen to apply less 
selective pressure, and may preserve genetic 
diversity for longer. 
 
3.2 Optimization Conditions 
The training data for the genetic algorithm was 
collected from 9 different turning point locations. 
The motivation for using multiple turning point 
locations was to attempt to capture the average 
behaviour of the measurement arm throughout its 
work envelope. The turning points were spaced in 
increments of 500mm away from the arm, as well 
as in vertical increments of 800mm from the base 
level of the arm.  
 
 
 
 
 
 
 
 
Fig. 4 – Turning Point Locations 
 
The measurement arm was constrained to turn 
about a point by attaching a spherical ball to its 
end. This ball was then placed in the cavity of a 
powerful dish shaped magnet. The magnetic force 
kept the spherical ball in position while still 
allowing it to rotate. Using this setup the 
measurement arm was slowly rotated around each 
of the 9 turning point locations. At each of the 
locations, 30 different joint orientations were 
captured as training data for the genetic algorithm.  
 
The genetic algorithm was then executed using the 
captured training data. Different optimization runs 
were performed with different population sizes. It 
was found that desirable results were achieved with 
a population of 200 individuals. Increasing the 
population size beyond 200 appeared to bring 
negligible improvement. A formula which may 
provide a guide to the required population size is 
the squared value of the number of parameters to be 
optimized. In this experiment 12 variables were 
being optimized, therefore the formula indicates a 
required population size of approximately 144, 
which is relatively close to 200.  
 
3.3 Optimization Results 
The genetic algorithm was run for a total of 50 
iterations. After this number of iterations the 
population was found to be stagnant, with no 
further improvement achieved in the best solution. 
The following figure shows the convergence 
history of the genetic algorithm. The curve tends to 
assume an exponentially decaying shape. Large 
improvements in the solution are achieved early in 
the simulation, however after about 10 epochs the 
solution begins to change very slowly, until no 
further improvement is observed.  
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Fig. 5 – Genetic Algorithm Convergence Plot 
 
The genetic algorithm achieved a final average 
standard deviation of 0.3676mm, when evaluated 
on the training data. The solution parameters which 
achieved this result are indicated in the following 
table. The optimized values differ only slightly 
from the nominal values indicated in Table 1.  
 
Table 2 – Genetic Algorithm Solution 
Joint 
Reset Angle 
(deg) 
DH Link 
Number 
Link Length 
(mm) 
1 -200 2 170.7708 
2 -45.3358 3 813.9810 
3 -80.9623 4 115.8364 
4 -1.1461 5 858.5443 
5 -46.161 6 78.8808 
6 0 7 317.3065 
 
4 Accuracy Evaluation 
The optimized parameters indicated in Table 2 
were used to calibrate the measurement arm. To 
evaluate the accuracy of the measurement arm after 
calibration an experiment was created. The 
experiment was designed around the idea of 
measuring a known distance between two holes in a 
sample workpiece. The distance between the two 
holes was measured with a coordinate measuring 
machine (CMM) and found to be 365.6424 mm. 
The measuring arm was then fitted with the 
spherical ball attachment.  
  
The distance between the holes in the workpiece 
was determined by probing each hole with the 
measuring arm, and then calculating the distance 
between the coordinates produced by the measuring 
arm. This experiment was repeated nine times with 
the workpiece orientated in intervals of 45º. The 
rationale for changing the workpiece orientation 
was to estimate the average accuracy of the 
measuring arm in its work volume. The following 
table lists the results recorded.  
 
Table 3 – Measurement Arm Accuracy Evaluation 
Position 
Measured 
Distance 
Error 
1 365.9365 -0.2941 
2 366.2029 -0.5605 
3 366.2731 -0.6307 
4 366.0768 -0.4344 
5 366.0020 -0.3596 
6 366.3266 -0.6842 
7 366.3140 -0.6716 
8 365.8911 -0.2487 
9 366.4499 -0.8075 
Mean 366.1637 -0.5213 
Standard 
Deviation 
0.1950 0.1950 
 
The results in Table 3 yield useful information 
regarding the accuracy performance of the 
measuring arm. The mean error of 0.52mm 
provides an indication to the overall positioning 
accuracy of the arm. This value is relatively close 
to the standard deviation of 0.37mm, which was 
achieved by the genetic algorithm in training. A 
possible cause for the higher error is that the 
measurement arm may have been utilized in joint 
configurations which did not overlap with the 
training data. 
 
The results in Table 3 also indicate the presence of 
systematic error. This seen in that all the 
measurements were slightly higher than the value 
measured by the CMM. The standard deviation of 
the measured distances is only 0.195mm, a value 
less than the mean error of 0.52mm. Thus if the 
bias causing the systematic error were removed, the 
accuracy of the arm could be improved to 
approximately 0.2mm. A possible source of the 
systematic error could be the manufacturing 
tolerances of the spherical ball that was used to 
probe the holes. The spherical ball may have been 
mounted slightly offset from the 6
th
 joint axis of the 
measuring arm, introducing error into the 
measurements. Despite the observed systematic 
error, the overall calibration accuracy of the 
measuring arm was found to be acceptable. The use 
of the genetic algorithm had improved the mean 
measurement uncertainty from approximately 
20mm, to a value in the region of 0.5mm.   
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5 Conclusion 
This paper has presented a kinematic method of 
calibrating a 6 degree of freedom measuring arm. 
Firstly, a Denavit-Hartenberg model was created to 
represent the kinematics of the arm. Secondly, the 
arm was constrained to rotate around a point and 
joint angle data was collected. Thirdly, the 
collected joint data was used by a genetic algorithm 
to optimize certain mathematical model parameters. 
The results produced by the genetic algorithm were 
then used to calibrate the measuring arm. Finally, 
the accuracy of the calibrated arm was investigated 
and found to be in the region of 0.5mm.  
 
Generally, the genetic algorithm was found to be a 
powerful tool in optimizing the model parameters. 
It allowed a robust search to be performed without 
being easily trapped in local minima. It is believed 
that the genetic algorithm provided a “best fit” set 
of parameters based on the training data that was 
supplied and the underlying mathematical model of 
the machine. It is anticipated that with new training 
data and a modified mathematical model of the 
arm, the genetic algorithm may be able to improve 
the accuracy of the measuring arm to around 
0.1mm. 
 
The quality of the training data used in this 
experiment may have been influenced by factors 
such as the rigidity of the mounting of the arm 
base, the tolerances of the spherical ball used 
during training, and whether sufficient training data 
was collected throughout the available work 
volume. These aspects will need to be addressed in 
future research to further enhance the arm 
accuracy.  
 
The complexity of the mathematical model used in 
representing the arm may also have influenced the 
overall accuracy. The Denavit-Hartenberg approach 
presented in this paper may have not have been 
sufficiently complex to completely represent the 
kinematics of the arm. This may be a possible 
explanation of the systematic error observed in the 
accuracy tests. Further research may need to 
investigate the influence of higher order 
mathematical models on the arm accuracy. 
Consideration may also need to be given to 
introduction of dynamic parameters which can 
model effects such as joint flexibility.   
 
Generally the kinematic constraint of rotating 
around a point was found to be a useful calibration 
tool, which was relatively simple to construct. 
However, in a large work volume it was found that 
multiple turning point locations were needed to 
adequately describe the average behaviour of the 
arm. Therefore, in future research, the relative 
performance of alternative kinematic constraints 
should be investigated e.g. planes and spheres. 
Careful consideration should be given to the 
manufacturing tolerances used in the production of 
the constraint surface/solid, to ensure accurate 
calibration results are achieved.  
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