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Abstract
In this thesis, the surface alloys formed by Bi, Pb and Sb on Ag(111), whose surface
states show a Rashba-type spin splitting of an unprecedented size, are investigated. All
systems feature a similar surface state band structure, consisting of two Kramers pairs,
with distinct differences in the size of the spin splitting and the position of the Fermi
level. The (
√
3 × √3)R30◦ structure of these materials, which can be regarded as the
origin of the size of the Rashba effect, was analyzed employing quantitative low-energy
electron diffraction and reveals a large outward relaxation of the alloy atoms. The spin
structure of the surface states was studied using spin- and angle-resolved photoemission
spectroscopy employing a novel type of data analysis routine, which allows to access the
spin polarization vectors of the individual bands: the two-step fitting routine. In this
routine, first the measured intensities are fitted with an appropriate number of suitable
peaks to quantify the contributions of the individual bands; then, the measured spin
polarization curves are fitted by varying the polarization direction and its magnitude for
each band. Using this approach it is found that the surface state bands are fully spin
polarized, and that for some states, the spin polarization vectors rotate out of the surface
plane. It is argued that this out-of-plane spin polarization component is a consequence
of an in-plane structural inversion asymmetry.
The Rashba-type spin splitting is discussed in terms of an asymmetric surface state wave
function, and it is shown that the enhancement of the size of the spin splitting is an
interplay between the in-plane structural inversion asymmetry, the surface corrugation
and the atomic spin-orbit coupling. The latter two differ for the different alloy atoms,
and it is demonstrated that the mixture of the different alloy atoms enables a full and
continuous tunability of both the size of the Rashba effect and the position of the Fermi
level, yielding a fully tunable Rashba system. Moreover, it is shown that for appropriate
mixing rations, the Fermi surface undergoes a topological transition with impact on both
the Fermi surface spin textures and the transport of spin.
At last, it is argued that when the size of the spin splitting becomes comparable to the
intrinsic momentum broadening of the quasiparticles, the spin polarization of the pho-
toelectron has to be described by the coherent superposition of the overlapping quasi-
particles, resulting in a large spin polarization component in the plane perpendicular to
the quantization axis defined by the Rashba effect.

vZusammenfassung
Das Hauptthema dieser Dissertation sind die Oberfla¨chenlegierungen Bi, Pb und Sb auf
Ag(111). Das Besondere an diesen Oberfla¨chenlegierungen ist, dass ihre Oberfla¨chen-
zusta¨nde einen Rashba Effekt von bisher unerreichter Gro¨sse zeigen. Die Bandstruktur
dieser elektonischen Zusta¨nde besteht fu¨r alle diese Systeme aus zwei Kramerspaaren,
die sich abha¨ngig von der Legierung in der Gro¨sse der Rashba Aufspaltung und der
Position der Fermienergie unterscheiden. Die Struktur der Oberfla¨che, welche als Ur-
sache fu¨r die Gro¨sse des Rashbaeffektes angesehen werden kann, wurde mittels quantita-
tiver niederenergetischer Elektronenbeugung untersucht. Sie weist eine (
√
3×√3)R30◦
Rekonstruktion auf, in welcher die Legierungsatome stark aus der Oberfla¨che herausra-
gen. Die Band- und Spinstruktur dieser Systeme wurde mit spin- und winkelaufgelo¨ster
Photoemissionsspektroskopie gemessen und mittels einer neuen Auswertungsroutine, der
sog. 2-Stufen-Fit Routine, analysiert. Darin werden zuerst die spinintegrierten Inten-
sita¨tsdaten mit der entsprechenden Anzahl an Ba¨ndern gefittet, um deren Beitrag zum
gemessenen Spektrum zu quantifizieren. Danach werden durch Variation der La¨nge und
Richtung der individuellen Spinpolarisationsvektoren die gemessenen Spinpolarisationen
gefitted. Durch Benu¨tzen von diesem Ansatz wurde festgestellt, dass alle Ba¨nder der
Oberfla¨chenzusta¨nde vollsta¨ndig spinpolarisiert sind und dass die Spinpolarisation von
bestimmten Zusta¨nden eine Komponente entlang der Oberfla¨chennormalen aufweist. Es
wird argumentiert, dass diese Komponente eine Konsequenz der Inversions Asymmetrie
in der Oberfla¨che ist.
Die Rashba-a¨hnliche Spinaufspaltung der Ba¨nder wird im Zusammenhang einer Asym-
metrie in der Wellenfunktion der Oberfla¨chenzusta¨nde diskutiert und es wird gezeigt,
dass die Gro¨sse der Aufspaltung durch ein Zusammenspiel von drei Faktoren bestimmt
wird: die strukturelle Inversionsasymmetrie in der Oberfla¨che, die Distanz der Legierungs-
atome zu den Ag Atomen der Oberfla¨che und die atomare Spin-Bahn-Kopplung. Die
letzteren Zwei unterscheiden sich fu¨r die verschiedenen Legierungsatome und es wird
gezeigt, dass durch Mischen der verschiedenen Legierungsatome eine vollsta¨ndige Kon-
trolle sowohl der Gro¨sse der Spinaufspaltung als auch der Position des Ferminiveaus
erreicht werden kann. Zusa¨tzlich wird gezeigt, dass fu¨r spezielle Mischungsverha¨ltnisse
der Legierungsatome die Topologie des Fermisees gea¨ndert wird, was sowohl die Spin-
struktur der Fermifla¨che a¨ndert als auch den Spintransport stark beeinflusst.
Zum Schluss wird diskutiert, dass die Photoelektronen durch eine koha¨rente Superposi-
tion der u¨berlappenden Quasiteilchen beschrieben werden mu¨ssen, wenn die Gro¨sse der
Spinaufspaltung vergleichbar wird mit der Impulsverbreiterung der Ba¨nder. Dies fu¨hrt
zu einer starken Spinpolarisationskomponente senkrecht zur Rashbaquantisierungsachse.

vii
List of acronyms
1D/2D one-/two-dimensional
2DEG two-dimensional electron gas
ARPES angle-resolved photoelectron spectroscopy
BIA bulk inversion asymmetry
COPHEE (the) complete photoemission experiment
DFT density functional theory
DOS density of states
EDC energy distribution curve
fcc face centered cubic (lattice)
hcp hexagonal close-packed (lattice)
LEED low-energy electron diffraction
MCD magnetic circular dichroism
MDC momentum distribution curve
ML monolayer
QWS quantum well state
SARPES spin- and angle-resolved photoelectron spectroscopy
SBZ surface Brillouin zone
SIA structure inversion asymmetry
SIS surface and interface spectroscopy
SOC spin-orbit coupling
SPLEED spin-polarized low energy electron diffraction
STM scanning tunneling microscopy/microscope
SXRD surface x-ray diffraction
TRIM time reversal invariant momentum
UV ultraviolet (radiation)
VLEED very low energy electron diffraction
viii CONTENTS
Contents
Abstract iii
Zusammenfassung v
List of acronyms vii
1 Introduction 1
2 Spin- and angle-resolved photoemission
spectroscopy 5
2.1 Angle-resolved photoemission spectroscopy . . . . . . . . . . . . . . . . . 5
2.2 Spin- and angle-resolved photoemission experiments . . . . . . . . . . . . 7
2.2.1 The COPHEE setup . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Spin polarization induced by the photoemission process . . . . . . 10
2.3 Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Two-step fitting routine . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Determination of the Sherman function . . . . . . . . . . . . . . . 20
3 The Rashba effect 25
3.1 The Rashba-Bychkov model . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2 Examples: Au(111) and InxGa1−xAs/InyAl1−yAs . . . . . . . . . . . . . . 30
3.3 Spin rotation and the spin field-effect transistor . . . . . . . . . . . . . . 33
4 Microscopic picture of the Rashba effect 37
4.1 The Rashba effect at the atomic level . . . . . . . . . . . . . . . . . . . . 37
4.1.1 Example: Rashba-type spin splitting of quantum well states in
ultrathin Pb films . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Influence of the crystal structure on the Rashba-type spin-orbit splitting 42
5 Crystal structure of the (Bi/Pb/Sb)/Ag(111) surface alloys 47
5.1 Sample preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Structure determination by quantitative LEED analysis . . . . . . . . . . 48
6 Photoemission results of the pure surface alloys on Ag(111) 53
6.1 Spin-resolved band structure of Bi/Ag(111) . . . . . . . . . . . . . . . . . 54
6.2 Spin-resolved band structure of Pb/Ag(111) . . . . . . . . . . . . . . . . 59
6.3 Spin-resolved band structure of Sb/Ag(111) . . . . . . . . . . . . . . . . 62
6.4 Interpretation of the similarities and differences of the pure surface alloys 63
CONTENTS ix
6.5 Photoemission transition matrix elements in Bi/Ag(111) and Sb/Ag(111) 66
6.5.1 Photon energy dependence . . . . . . . . . . . . . . . . . . . . . . 67
6.5.2 Light polarization effects . . . . . . . . . . . . . . . . . . . . . . . 71
7 A fully tunable Rashba system:
BixPbySb1−x−y/Ag(111) 75
7.1 Tuning the Fermi level: BixPb1−x/Ag(111) . . . . . . . . . . . . . . . . . 75
7.1.1 A Rashba-type spin filter . . . . . . . . . . . . . . . . . . . . . . . 78
7.2 Tuning the spin splitting: BixSb1−x/Ag(111) . . . . . . . . . . . . . . . . 80
7.3 Proof of principle: Bi0.3Pb0.35Sb0.35/Ag(111) . . . . . . . . . . . . . . . . 83
8 Interference of spin states in photoemission from Sb/Ag(111) surface
alloys 85
9 Conclusions and Outlook 95
A Density of states of a Rashba gas 99
Bibliography 101

11 Introduction
In the prospect of a new information processing technology called spintronics, [1,2] which
relies on the spin degrees of freedom of the electron rather than its charge, ways to ma-
nipulate and measure the spin of the electron have received growing attention in the past
few years. The goal of spintronics is to understand the interaction between the electron
spin and its solid-state environments and to use this information to make useful devices.
Of special interest are mechanisms which allow to control the spin of the electron with-
out the employment of external magnetic fields. In this context, time reversal invariant
systems with broken translational symmetry, where the so-called Rashba effect [3] lifts
the spin degeneracy, are of particular importance.
The surface naturally breaks the translational symmetry and allows for the existence
of electronic states confined to the near surface region. [4, 5] In the absence of spin-
orbit coupling (SOC), these so-called surface states are, for non-magnetic systems, spin-
degenerate, as schematically depicted in Fig. 1 (a). For finite SOC however, the surface
states in general become spin split, as exemplified in Fig. 1 (b). The size of this spin
splitting depends on several factors as shown in sections 4 and 6 of this thesis. Due to
their confinement to the surface region, the surface states are ideal candidates for the
study of effects related to SOC in a structurally asymmetric environment, and allow for a
direct measurement of their band and spin structure by means of spin- and angle-resolved
photoemission spectroscopy.
First systematic studies of surface states employing spin-integrated ARPES were per-
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Figure 1: Schematic picture of (a) a spin-degenerate surface state, (b) a Rashba-type
spin-split surface state and (c) a topologically non-trivial surface state. Red and blue
indicate opposite spin polarization.
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Figure 2: (a) Spin-integrated photoemission intensity of a Bi(114) surface at the Fermi
energy, revealing the existence of a quasi-one-dimensional Fermi line, passing through
the origin. Also indicated is the surface Brillouin zone for the truncated bulk surface.
(b) Black open markers: spin-integrated photoemission intensity for an azimuthal angle
scan through the surface Fermi line. Two Gaussian components (red and blue) are
fitted to the data to represent the two spin-split components. (c) Schematic Fermi
contour of Bi(114) resulting from spin- and angle-resolved photoemission spectroscopy
measurements. (from Ref. [15])
formed on the (111) surfaces of Cu, Ag and Au, where the most remarkable feature
was the observation of two Rashba-type spin-split parabolas in Au(111). [6, 7] The first
direct observation of the spin-polarized nature of such Rashba-type spin-split bands us-
ing SARPES was obtained from the surface state of W(110). [8] Later on, the full spin
structure of the Fermi surface of the Au(111) surface state could be mapped by using
a three-dimensional spin polarimeter. [9] Much larger SOC induced spin splittings and
more complicated Fermi surfaces were observed on the different surfaces of the semi-
metal Bi. [10–14] The most remarkable finding was obtained from Bi(114). [15] In this
system, the surface state Fermi surface consists of two quasi-one-dimensional, fully spin-
polarized bands, as shown in Fig. 2. The spin structure of the surface states is such
that all electrons traveling to one side have spin up, while all electrons traveling to the
other side have spin down. Therefore, the surface can be regarded as a one-dimensional
topological metal. However, the momentum splitting at the Fermi level is too small to
be resolved with spin-integrated ARPES and indicates the importance of the extra spin
information which SAPRES can provide.
Topological insulators are a new phase of matter, in which the properties of the bulk band
structure result in the formation of topologically non-trivial surface states as schemati-
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Figure 3: (a) ARPES intensity map at EF of Bi2Te3(111). Red arrows denote the
direction of spin projection around the Fermi surface. (b) ARPES dispersion of Bi2Te3
along kx. The dotted lines are guides to the eye. The shaded regions in (b) are projections
of the bulk bands onto the (111) surface. (c) Fitted values of the spin polarization vector
P . (d) Spin-resolved spectra obtained from the y component of the spin polarization
data. (from Ref. [20])
cally depicted in Fig. 1 (c). [16–19] Topological insulators can also be regarded as bulk
band insulators with a topologically protected metal as surface, and it is the spin struc-
ture of this topological metal which determines the interesting electronic properties. In
spite of the broken translational symmetry perpendicular to the surface, the electronic
surface states are forced to be degenerate for certain high-symmetry points, the so-called
time reversal invariant momenta (TRIM), e.g. Γ¯ and M¯ , as a consequence of time re-
versal symmetry and in-plane translational symmetry. In the absence of magnetic fields,
this of course holds for an arbitrary surface state. However, in a topological insulator,
the parity of the projected bulk bands is reversed between e.g. the Γ¯ and the M¯ point.
Because the surface states connect bulk bands of the same parity and are forced to be
degenerate at a TRIM, a cut between two TRIM is crossed by an odd number of fully
spin-polarized surface states as shown in Fig. 1 (c).
Figs. 3 (a) and (b) show the experimental (spin-integrated) ARPES Fermi surface and
4 1 INTRODUCTION
dispersion of the (111) surface of the topological insulator Bi2Te3. The Fermi surface
consists of a single circular contour and in that respect looks similar to the surface
state Fermi surface of e.g. Cu(111). A first indication that the topology of Bi2Te3 is
different from Cu can be obtained from Fig. 3 (b), where for Eb > 0.1 eV two pairs of
bands can be seen and at EF only one, indicating a scenario as depicted in Fig. 1 (c).
However, only with the additional information of the spin polarization of the surface
state bands, a direct and full determination of the topological parameters of the system
is possible. [21] Therefore SARPES is an ideal technique for the study of topological
insulators. Figs. 3 (c) shows the spin-resolved intensity data I↑y and I
↓
y for Bi2Te3 obtained
from the spin polarization data Py of a momentum distribution curve at Eb = 20 meV,
which prove the topologically non-trivial structure.
While the surface state of Bi(114) has a unique spin quantization axis, Bi2Te3 has a
momentum dependent spin quantization axis, as indicated by the red arrows in Fig. 1 (a).
A dependency of the quantization axis on the momentum is typical for non-magnetic
systems, in which the spin splitting is brought about by the spin-orbit interaction. In
such a case, a sophisticated data analysis routine, such as the two-step fitting routine
presented in chapter 2, is necessary in order to obtain precise information about the
spin polarization vectors of the individual states. Fig. 3 (d) shows the spin polarization
vectors obtained by applying the two-step fitting routine to the spin-resolved data. The
spin polarization vectors are antiparallel, i.e. the states are spin polarized along the
positive and negative y axis, which justifies the representation in terms of the spin-
resolved intensities I↑y and I
↓
y . However, for the surface alloys on Ag(111), the situation
is more involved, and states can have different spin quantization axes within the same
spectrum, which highlights the importance of the two-step fitting routine.
The surface alloys formed by Bi, Pb and Sb on Ag(111) are topologically trivial systems
with Rashba-type spin-split surface states. Although the Ag(111) substrate short-circuits
possible spin currents at the surface, these systems are perfect model systems for the
study of the Rashba effect. The findings obtained from the study of the surface alloys
on Ag(111), e.g. a giant Rashba-type spin splitting, an out-of-plane rotation of the spin
polarization vector, a control of the size of the spin splitting and the chemical potential,
can be applied to other systems. In fact, the discovery of the Rashba effect in the
surface alloys on Ag(111) has lead to the study of the surface alloys on thin Ag films on
Si(111) [22,23] and of the related surface alloys on Cu(111). [24] Moreover, it has lead to
the discovery of a giant Rashba-type spin splitting on modified surfaces of Si(111). [25,26]
52 Spin- and angle-resolved photoemission
spectroscopy
2.1 Angle-resolved photoemission spectroscopy
Angle-resolved photoemission spectroscopy (ARPES) has proven itself as a powerful tool
for the investigation of the electronic structure of surfaces and near surface regions. [27]
It is a photon-in electron-out process based on the photoelectric effect. [28] In a single
electron picture, the photoemission process can be described by the interaction of the
electromagnetic wave field A with an electron bound in the crystal potential. [29] The
Hamiltonian of the system is then given by
H = H0 +
1
2m
(
−2e~
ic
A ·∇− e~
ic
∇ ·A+ e
2
c2
|A|2
)
, (1)
where H0 = −~2∆/2m + V is the Hamiltonian of the unperturbed part, with V the
crystal potential. Both the second term (e~/ic)∇ ·A and the third term (e2/c2)|A|2 in
Eq. 1 are usually small and are therefore neglected in the following.
The transition probabilities ωfi from the initial state i to the final state f are given by
Fermi’s Golden rule
ωfi ∼ |〈f |A ·∇| i〉|2 δ(Ef − Ei − hν), (2)
where hν is the photon energy, Ef and Ei are the energy of the final and the initial state,
respectively. The operator ∇ is related to the electron momentum through p = −i~∇.
As shown in section 6.5 for the surface alloys on Ag(111), the matrix element tfi =
〈f |A ·∇|i〉 can show a significant dependency on the experimental parameters such as
e.g. the photon energy.
In the photoemission experiment the energy, the momentum and the spin of the pho-
toelectron can be measured depending on the capabilities of the experimental setup.
Energy conservation yields the relation
Eb = hν − Φ− Ekin, (3)
where Eb, Φ and Ekin are the binding energy, work function and kinetic energy, respec-
tively. Both the photon energy and the work function are known quantities and the
kinetic energy is measured, which allows for the determination of the binding energy
through Eq. 3. Neglecting the momentum of the photon, which is reasonable in the UV
range, where |kγ| ≈ 0.01 A˚−1 for a photon of 20 eV, we have the momentum conservation
kf = ki +G, where G is a reciprocal lattice vector. The momentum k is usually defined
relative to the sample surface with k|| = (kx, ky) the in-plane momentum and k⊥ the
momentum perpendicular to the surface. The latter is not a good quantum number for
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(quasi) two-dimensional (2D) electronic states such as the surface states considered in
this thesis and will be neglected in the following. The in-plane momentum k|| of the
electrons is conserved in the photoemission process [30] and follows the relation
|k||| = 1
pi
√
2meEkin sin θS, (4)
where me is the electron mass and θS is the emission polar angle as measured from the
surface normal.
The above consideration relies on a one electron picture, i.e. single electrons in an
external potential V . However, the solid and its surface are complicated N -electron
systems, where the electrons interact with each other, with phonons and with defects.
In that respect, the photoemission process produces not only a photoelectron in a free-
electron like state but also simultaneously promotes the quantum mechanical N -electron
state into the excited (N − 1)-electron state. To deal with the interactions taking place
in the solid, it is useful to introduce quasiparticles [31] for the photoelectron and the
photoholes left behind.
The spectral properties as measured by photoemission from a system of interacting
electrons (quasiparticles) deviate from those of a system of non-interacting electrons in
several aspects [27] and are described through the spectral function
A(k||, E) =
pi−1Im(Σ)
(E − Ei(k||)− Re(Σ))2 + (Im(Σ))2 , (5)
where Σ(k||, E) is the complex self-energy. The two most prominent differences are a
renormalization of the energy of the quasiparticles relative to the non-interacting system
and a finite quasiparticle lifetime. Both the energy renormalization and the lifetime are
described through the self-energy Σ(k||, E), where the energy renormalization is related
to the real part of the self-energy and the lifetime to the imaginary part. In para-
magnetic metals, the self-energy contains, among others, contributions from electron-
electron, electron-phonon and electron-defect scattering, [32,33]
Σ = Σel−el + Σel−ph + Σel−df . (6)
Whereas electron-electron and electron-phonon scattering are inelastic processes, electron-
defect scattering is an elastic process. Correspondingly, electron-defect scattering results
in a momentum broadening, while electron-electron and electron-phonon scattering cause
an energy broadening. Note that as a consequence of the dispersion the energy broaden-
ing contributes to the measured momentum broadening and vice versa. The linewidth
Γ corresponds to the inverse lifetime via Γ = ~/τ and is proportional to the imaginary
part of the quasiparticle self energy according to
Γ = 2Im(Σ). (7)
2.2 Spin- and angle-resolved photoemission experiments 7
Considering Rashba systems or more specifically the surface alloys on Ag(111), three
aspects concerning the self energy should be pointed out:
(i) The surface alloys show a large amount of defects in comparison to clean (111) no-
ble metal surfaces, as found in scanning tunneling microscope measurements (STM)
for Bi/Ag(111). [34] Correspondingly, there is a large contribution to the linewidth from
Σel−df . Moreover, the linewidths are strongly increased in the mixed binary surface alloys
BixPb1−x/Ag(111) and BixSb1−x/Ag(111) for x ≈ 0.5 and in the ternary surface alloy
for BixPbySb1−x−y/Ag(111) for x ≈ y ≈ 0.33 as a consequence of increasing disorder.
For the surface states of Au(111) and Cu(111) linewidths in the order of 20 meV were
measured. [7,35] On the stepped Al(001) surface on the other hand 267 meV were mea-
sured, where 101 meV were attributed to electron-defect scattering. [36] In the surface
alloys on Ag(111), common linewidths measured with high resolution ARPES are larger
than 100 meV, and it is feasible to assume that about half of the linewidth broadening
is caused by electron-defect scattering.
(ii) The density of states (DOS) deviates from the DOS of a conventional 2D electron
gas and for some energies (EΓ¯ < E < E0) the topology of the constant energy surface is
changed (see Eq. 34 and Fig. 14), which was predicted to strongly enhance the electron-
phonon coupling. [37] Quantitative measurements on the Au(111) surface state could
not confirm this prediction. [38] However, the region where EΓ¯ < E < E0 is small for
Au(111), and for systems where this region is large, as it is the case in e.g. Bi/Ag(111),
notable deviations were predicted.
(iii) The peculiar spin structure of Rashba systems reduces the phase space for the de-
cay of excited states due to the conservation of the electron spin in scattering events (in
the absence of magnetic impurities). Correspondingly the quasiparticle lifetimes are en-
hanced. This is indirectly observed in STM experiments on Bi(110), where quasiparticle
interference effects are found to be significantly altered due to the spin structure of the
surface states. [39] Similarly, it is shown by STM for topological insulators that the spin
structure of their surface states prevents backscattering. [40, 41]
2.2 Spin- and angle-resolved photoemission experiments
In a spin- and angle-resolved photoemission experiment one aims at measuring the spin
polarization, i.e. the expectation values of the spin operators of an ensemble of electronic
states, in addition to the binding energy and the momentum. To achieve this, a spin
polarimeter is combined with an electron energy analyzer. An intuitive idea would be to
add a Stern-Gerlach-type of spin separator to an ARPES setup. However, it was argued
that such a spin separator does not work for electrons as a consequence of the uncertainty
principle. [42, 43] On the other hand, more recently both experiments and calculations
8
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indicate the feasibility of a Stern-Gerlach-type of spin separator for electrons. [44–46]
At present, the most prominent type of spin polarimeters are based on spin-dependent
scattering of electrons, where currently three different classes of polarimeters exist. One
class is based on Mott scattering [42, 47–49], while others are based on spin-polarized
low energy electron diffraction (SPLEED), [50] and very low energy electron diffraction
(VLEED) [51,52], also called low energy exchange scattering [53]. SPLEED relies on the
different scattered intensities of the (2, 0) and (2¯, 0) diffraction spots of low energy elec-
trons (Ekin ≈ 100 eV ) of a W(110) surface, which allows for the determination of one spin
polarization component. VLEED uses the intensity difference in the specular reflected
electron beam of ferromagnetic thin films when magnetized in opposite directions.
A Mott polarimeter, as used for the experiments presented in this thesis, relies on the
spin-dependent cross section of relativistic electrons backscattered off atomic nuclei, with
kinetic energies typically in the range 25 kV . Ekin . 100 kV. After the electrons are
energy and momentum filtered in the analyzer, they are accelerated towards a target,
typically a thin gold foil. At the gold foil, electrons with spin up (down) are preferen-
tially scattered to the right (left) yielding an intensity difference in the corresponding
detectors, from which an asymmetry can be calculated. The asymmetry is related to the
polarization via the Sherman function S. [54] The Sherman function is defined as the
asymmetry which would be measured for a fully polarized beam. Although the Sherman
function is a constant for a given setup, it is called function because it depends on several
parameters such as the kinetic energy of the scattering electrons and (the range of) the
detection angles. The figure of merit, defined as
ε = (N/N0)S
2, (8)
is low for Mott detectors, typically in the range ε ∼ 10−4− 10−3. In Eq. 8 (N/N0) is the
ratio between the detected and the total number of incoming electrons.
There are two types of Mott polarimeters as schematically shown in Fig. 4, the classical
Mott polarimeter, [55, 56] in which the electrons are detected at high kinetic energies,
and the retarding type Mott polarimeter, where electrons are decelerated before they are
detected. [57] In the classical Mott polarimeter, one uses discriminator levels in order
to cut off multiply scattered electrons, whereas in the retarding type Mott polarimeter
they are filtered by an aperture.
While other detectors yield higher figures of merit, the advantage of the classical Mott
polarimeter is its high stability, which allows for SARPES setups with ultrahigh resolu-
tion. [58] In that respect, the figure of merit is not the only measure for the quality of a
SARPES setup.
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Figure 4: Schematic view of (a) a classical Mott polarimeter and (b) a retarding type
Mott polarimeter. Relativistic electrons are directed at a gold foil and the backscattered
electrons are counted by two opposite detectors. In the classical Mott polarimeter, the
detectors are at the same voltage as the gold foil whereas in the retarding type Mott
polarimeters the electrons are decelerated towards the detectors.
2.2.1 The COPHEE setup
The abbreviation COPHEE stands for the COmplete PHotoEmission Experiment. [59]
This name is applicable because of the fact that the setup allows to measure all observ-
ables of the photoelectron, i.e. the kinetic energy Ekin, the momentum k and the spin
polarization P . COPHEE is positioned at the Surface and Interface Spectroscopy (SIS)
beamline of the Swiss Light Source of the Paul Scherrer Institute. The use of the syn-
chrotron radiation from the SIS beamline allows access to photon energies in the range
of 10− 800 eV and variable light polarization.
The current manipulator is home built and has an axis for an azimuthal rotation and
an axis for a polar rotation of the sample, [60] which in principle allows to access all
k|| vectors within the limitation given by the photon energy (see Eq. 4). However, as
a consequence of this design, a momentum distribution curve is always measured in
the same geometry (see section 2.3). In order to overcome this limitation, the current
manipulator will soon be replaced by a new one which in addition allows to tilt the
sample, i.e. it additionally allows to rotate the sample around the horizontal axis lying
in the sample plane.
The energy analyzer is an EA125 electrostatic hemispherical analyzer from Omicron.
Electrons can be detected by three channeltrons as well as two Mott polarimeters. The
Mott polarimeters are operated at 40 kV, and their Sherman functions equal S = 0.085
(see subsection 2.3.2). The figure of merit is ε ∼ 10−4. Given typical intensities as
obtained from e.g. the Au(111) surface state, dwell times in the order of 100 sec yield
statistical errors in the asymmetries ∆A˜αˆ . 2 % (see Eq. 11). The energy and angular
10
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resolution when measured with the Mott polarimeters are typically set to 80 meV and
± 0.75◦, respectively.
Through the employment of two Mott polarimeters, mounted with 90◦ between each
other, and an electrostatic beam deflection system, which alternately deflects the beam
in one of the polarimeters, it becomes possible to measure all components of the spin
polarization vector. [59] It is the combination of this feature with a manipulator which
allows to access different k|| vectors which sets the COPHEE setup apart from other
spin-resolved setups. While magnetic systems have a well defined quantization axis, non-
magnetic systems, where the spin splitting comes about due the combination of a broken
space inversion asymmetry and the spin-orbit interaction, have a more complicated spin
structure. This demands for experiments that are able to determine all components of
the spin polarization vectors.
2.2.2 Spin polarization induced by the photoemission process
According to Eq. 2, the photons couple only directly to the momentum of the electrons,
and correspondingly the measured spin polarization should in principle reflect the spin
polarization of the initial states. Unfortunately, there are several processes which can
cause a deviation between the measured spin polarization and the spin polarization of
the initial states. [61]
First of all, states which are spin degenerate in the bulk can become spin polarized in the
near surface region probed by photoemission. [62] The spin polarization in the vicinity
of the surface is a consequence of the reflection of bulk Bloch states from the surface
potential barrier and resembles the spin polarization of a Rashba system in the sense
that it is zero for k|| = 0 and in general finite for k|| 6= 0. Moreover, like in a Rashba
system the spin polarization is antisymmetric with respect to Γ¯. As such, the measured
spin polarization is the spin polarization of the probed initial states and a photoemission
effect only in the sense that the photoemission has a finite probing depth.
Considering magnetic systems, the electron transport through the solid to the surface
and into the vacuum can be spin dependent and even yield a spin-filtering effect. [63–65]
In strong ferromagnets, where the majority band is completely filled and electron-hole
pairs can only be created in the minority band, a spin-dependent reaction of the re-
maining electrons towards the excitation induced by the photoemission process can yield
a reduction of the measured spin polarization. [66] However, in non-magnetic systems
where the time reversal symmetry holds, the states are energetically degenerate and
these effects are absent.
There are several mechanisms which can generate spin polarization from unpolarized
states. As such, they do neither change the spin polarization of fully spin polarized states
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nor induce a spin splitting. The arguably most prominent effect is obtained when circular
polarized light is used. [67–71] The spin polarization is created in the photoemission
process from spin-orbit split initial states as a result of the selection rules for transitions
produced by circularly polarized light, reflected by the matrix element tfi. Illuminating
a GaAs photocatode by a circularly polarized laser produces up to 43% spin polarization
in the emitted electrons. [72] Photoemission with circularly polarized light from Cs atoms
can, depending on the photon energy, even yield 100% spin polarization. [73]
At last, as a consequence of spin-orbit coupling, photoelectrons emitted from spin-
degenerate bulk states can be spin polarized even when linearly polarized light or unpo-
larized light is employed. In such a case, the outcome depends strongly on the photon
energy, symmetry of the solid and the particular surface as well as on the experimental
geometry. [74–80] Similar to the case of circularly polarized light, the spin polarization
of the photoelectrons is a consequence of spin-dependent matrix elements.
In resonant photoemission from magnetized Gd with circularly polarized light a spin-
state interference was observed. [81] The interference occurs between the direct photoe-
mission channel and the indirect excitation-autoionization channel, when the indirect
channel is at resonance. The spin-state interference changes the direction but not the
magnitude of the spin polarization. In fact, interference effects in the photocurrent can
also occur in photoemission from Rashba systems as discussed in chapter 8. However,
the interference mechanism is qualitatively different from the one discussed in Ref. [81].
Summarizing the effects mentioned above, it becomes clear that it is difficult not to
measure spin polarization in a SARPES experiment.
2.3 Data analysis
In this section the analysis of SARPES data will be discussed, starting from the measured
raw data. The discussion will involve a measurement of the surface states of Bi/Ag(111)
for illustration. Bi/Ag(111) is a Rashba system and discussed in detail in sections 5
and 6. Here it is only of importance to note that in this system the surface states are
(fully) spin polarized.
Before the process of data analysis is introduced, a precise description of the measurement
and sample coordinate frame is necessary. Fig. 5 (a) shows the experimental setup and
illustrates the difference between the sample coordinates α = x, y, z and the coordinates
αˆ = xˆ, yˆ, zˆ defined by the Mott detectors.
There is an angle of 45◦ between the incoming light and the detected electrons, which
defines the xz plane of the sample coordinate system. The x axis is defined by the
intersection of this plane with the sample surface, the z axis is given by the sample
normal and the y axis lies in the sample plane perpendicular to x. The z axis is the
12
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Figure 5: (a) Schematic illustration of the experimental setup, showing on the right
hand side the sample geometry and on the left hand side the three-dimensional Mott
polarimeter with two gold foils orthogonal to each other. The coordinate system given by
the Mott polarimeters deviates from the sample coordinates through a rotation matrix
R. (b) A momentum distribution curve cuts along kx as illustrated by the thick violet
line. (c) Illustration of the spin polarization vector in the sample coordinate system.
rotation axis of the azimuthal angle φS and the y axis is the rotation axis of the polar
angle θS. While a polar rotation changes the sample normal (z axis) and the intersection
of the plane spanned by the incoming light and the sample normal with the sample (x
axis), the y axis is not affected. An azimuthal rotation does not rotate the coordinate
system defined above, but is used to align the constant energy surface to the measurement
plane. A momentum distribution curve (MDC) is measured by rotating the polar angle
θS and correspondingly cuts along kx as illustrated in Fig. 5 (b).
In the coordinate frame of the Mott detectors, each direction αˆ represents the normal
to a scattering plane, defined by the electron incidence direction on the gold foil and
two detectors for backscattered electrons. The zˆ axis is parallel to the emission direction
of the detected electrons. The yˆ axis is rotated by 45◦ in the azimuthal direction with
respect to the sample axis y. Similarly, the xˆ axis is rotated by 45◦ in the azimuthal
direction with respect to the sample axis x for θS = 0. The relation between the sample
coordinates and the coordinate system of the Mott detectors can be described through
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a rotation matrix R, xy
z
 = R
 xˆyˆ
zˆ
 =
 cos θS/
√
2 − cos θS/
√
2 sin θS
1/
√
2 1/
√
2 0
− sin θS/
√
2 sin θS/
√
2 cos θS

 xˆyˆ
zˆ
 . (9)
The rotation matrix R is an orthogonal transformation, i.e. RT = R−1. Note that the
transformation matrix defined in Eq. 9 differs from the one given in Ref. [59] because
throughout this thesis the sample coordinate frame refers to the measurement direction
and thus φS = 0.
A spin-resolved measurement performed at COPHEE yields the spectra I˜ iMαˆ as shown
in Fig. 6 (a) for a momentum distribution curve (MDC) of Bi/Ag(111), where i = 1, 2
corresponds to the two opposite detectors covering direction αˆ. From the intensity data
I˜ iMαˆ the asymmetry data A˜Mαˆ are calculated by using
A˜Mαˆ =
I˜1Mαˆ − I˜2Mαˆ
I˜Mαˆ
, (10)
where I˜Mαˆ = I˜
1
Mαˆ + I˜
2
Mαˆ. The states located at kx ≈ ±0.11 A˚−1 and kx ≈ −0.25 A˚−1
are approximately spin polarized along the y axis. Due to the 45◦ rotation of the axes xˆ
and yˆ of the Mott coordinate system with respect to the sample axes x and y at kx = 0,
A˜Mxˆ and A˜Myˆ are very similar. The state located at kx ≈ −0.36 A˚−1 is only visible as
a shoulder and features an out-of-plane spin polarization component as reflected in the
increase of the asymmetry data A˜Mzˆ on the left side. Each data point has a statistical
error ∆A˜Mαˆ due to the electron counting given by
∆A˜Mαˆ = (I˜
1
Mαˆ + I˜
2
Mαˆ)
−1/2. (11)
The asymmetry data A˜Mαˆ however comprise instrumental asymmetries, which arise from
asymmetries in both the detection efficiencies of the individual detectors and the detector
setup including the electron optics. In principle, these instrumental asymmetries can be
removed by adjusting the discriminator levels of the detectors. [82] Though in practice,
an entire removal of the instrumental asymmetries is difficult. In magnetic systems the
instrumental asymmetries can be removed by considering cross asymmetries, i.e. the
asymmetry difference A˜CMαˆ = A˜
+
Mαˆ − A˜−Mαˆ, where the + and the − correspond to the
opposite magnetization directions. In non-magnetic systems, sensitivity factors siαˆ are
used to calibrate opposite detectors and the asymmetries are calculated as
AMαˆ =
s1αˆI˜
1
Mαˆ − s2αˆI˜2Mαˆ
s1αˆI˜
2
Mαˆ + s
2
αˆI˜
2
Mαˆ
=
I1Mαˆ − I2Mαˆ
IMαˆ
, (12)
where I iMαˆ = s
i
αˆI˜
i
Mαˆ and IMαˆ = I
1
Mαˆ+ I
2
Mαˆ. The sensitivity factors s
i
αˆ can in principle be
experimentally determined by measuring a non spin-polarized electron beam. However,
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Figure 6: Data analysis of a spin-resolved MDC of Bi/Ag(111). (a) Intensity data
I˜ iMαˆ (top panels) as measured on the individual channels in the Mott coordinate frame
(αˆ = xˆ, yˆ, zˆ) and the corresponding asymmetry data A˜Mαˆ. (b) Intensity data I
i
Mαˆ and
asymmetry data AMαˆ after alignment with the sensitivity factors. (c) Spin-resolved
intensities I↑α, I
↓
α and corresponding spin polarization data Pα in the sample coordinate
frame (α = x, y, z).
this is delicate and time consuming and in general empirical sensitivity factors are used.
The calibrated intensity data and the corresponding asymmetries of Bi/Ag(111) are
shown in Fig. 6 (b). Due to the low efficiency of the Mott detectors, as captured by the
small value S = 0.085 of the Sherman function, the bands show significant intensities I iMαˆ
on all detectors although they are fully spin polarized. The relative intensity differences
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are small, which leads to asymmetry data AMαˆ in the order of a few percent. The spin
polarization data PMαˆ in the coordinate system of the Mott detectors are obtained by
dividing the asymmetry data by the Sherman function,
PMαˆ =
AMαˆ
S
. (13)
The spin polarization data P in the sample coordinates are then obtained by applying
the rotation matrix R to the spin polarization data PM , PxPy
Pz
 = R
 PMxˆPMyˆ
PMzˆ
 . (14)
Since the rotation matrix is orthogonal it preserves the magnitude of the spin polariza-
tion, i.e. |RPM | = |P |. The spin polarization P is often represented in polar coordinates
with the angles θ and φ as defined in Fig. 5 (c),
P = c (cos θ cosφ, cos θ sinφ, sin θ), (15)
where c is the magnitude of the spin polarization. The error bars in the spin polarization
data can be approximated by ∆Pα = ∆A˜Mαˆ/S, which holds if for all i and αˆ the
sensitivity factors are close to one, siαˆ ≈ 1. The spin-resolved intensities I↑α and I↓α as
projected on the axis α can be calculated as
I↑α =
1
2
I(1 + Pα) I
↓
α =
1
2
(1− Pα), (16)
where I = IMαˆ = I
↑
α + I
↓
α, and correspondingly
Pα =
I↑α − I↓α
I
. (17)
Note that using this convention we have
∑
α I
↑
α + I
↓
α = 3I. Fig. 6 (c) shows the spin
polarization data Pα and the spin-resolved intensities I
↑,↓
α for Bi/Ag(111).
Fig. 7 shows a synthesized set of SARPES data of an artificial MDC. The spectrum
shown in Fig. 7 (a) features one peak sitting on a background. The peak is chosen to
be spin polarized along the positive z axis, i.e. P = (0, 0, 1), and the background is
unpolarized. Correspondingly, as shown in Fig. 7 (a), the spin polarization data Px and
Py equal zero and Pz shows a peak. The error bars are small when the intensity I is
large. The spin-resolved intensities I↑,↓α corresponding to the data of Fig. 7 (a) are given
in Fig. 7 (b). The physical meaning of these intensities are the following: as there is no
spin polarization component along the x and y directions, both up and down spins have
equal weight in the related projections of the photoelectron current. On the other hand,
the photoelectron peak is fully polarized along the z direction, resulting in a peak in the
I↑z spectrum only, while the unpolarized background is equally distributed over the two
projections.
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Figure 7: Illustration of the relation between the data I(kx) and Pα(kx) shown in (a)
and the spin-resolved intensities I↑,↓α as shown in (b) for a peak with P = (0, 0, 1).
2.3.1 Two-step fitting routine
In SARPES experiments on magnetic systems, a geometry can often be chosen such
that the sample magnetization direction is aligned with the analysis direction αˆ of one
of the Mott detector pairs. The recovery of spin-resolved spectra for spin up and spin
down with respect to this axis is then straightforward based on Eqs. 16. However, in
systems with strong spin-orbit interaction, it has recently become clear that situations
with non-collinear spins may arise within the same spectrum, exemplified by the case of
surface states on surface alloys of Bi and Pb on Ag(111), where some states are polarized
mainly in the surface plane while others show considerable out-of-plane polarization (see
sections 6.1 and 6.2). The recovery of the spin polarization vector of each state then
requires a vectorial approach also in the analysis of the SARPES data, such as the
two-step fitting routine presented in the following.
In this two-step fitting routine, one first analyzes the spin-integrated intensity data
I(E,k||), by using well-established curve fitting routines with either Gaussian, Lorentzian
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or more complex peak shapes. Let us for the sake of clarity assume that we are dealing
with MDC data scanning along kx. The goal of this first step is to separate, for each
data point, as accurately as possible the contributions from the individual bands and
the background to the overall photoemission current, as is illustrated in Fig. 8(a). The
result of the fit is then written as
I(kx) =
n∑
i=1
I i(kx) +B(kx), (18)
where I i(kx) represent the individual peaks and B(kx) the background, which in the
case of MDCs can often be a constant or a simple linear function. The number of fitting
parameters in this first step is then typically 3n + 1, corresponding to a value for the
position, width and intensity for each of the n peaks plus a constant background.
In preparation of the second step, which is the fitting of the spin polarization spectra, a
spin polarization vector Pi is assigned to each peak as
P i = ci (cos θi cosφi, cos θi sinφi, sin θi). (19)
The two angles θi and φi, as well as the length of the polarization vector ci, corresponding
to the direction and the degree of polarization for each peak, will now be the fitting
parameters. Their number is thus 3n. From the total intensities and the spin polarization
components, one can now generate the spin-resolved spectra along the three coordinate
axes according to Eqs. 16 (see also Fig. 7 (b)). Note that for arbitrary directions of the
spin polarization vector, each peak contributes to all six spin-resolved spectra as
I i,↑x (kx) = I
i(kx)(1 + P
i
x)/2 = I
i(kx)(1 + ci cos θi cosφi)/2,
I i,↓x (kx) = I
i(kx)(1− P ix)/2 = I i(kx)(1− ci cos θi cosφi)/2,
I i,↑y (kx) = I
i(kx)(1 + P
i
y)/2 = I
i(kx)(1 + ci cos θi sinφi)/2,
I i,↓y (kx) = I
i(kx)(1− P iy)/2 = I i(kx)(1− ci cos θi sinφi)/2,
I i,↑z (kx) = I
i(kx)(1 + P
i
z)/2 = I
i(kx)(1 + ci sin θi)/2,
I i,↓z (kx) = I
i(kx)(1− P iz)/2 = I i(kx)(1− ci sin θi)/2,
(20)
and the total spin-resolved spectra, e.g. along the y direction, are thus obtained as
I↑y (kx) = B(kx)/2 +
n∑
i=1
I i(kx)(1 + cos θi sinφi)/2,
I↓y (kx) = B(kx)/2 +
n∑
i=1
I i(kx)(1− cos θi sinφi)/2.
(21)
Here, the background is assumed to be unpolarized and therefore distributed evenly over
the two spin-resolved spectra for each component α, as indicated in Fig. 7. The result of
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Figure 8: Illustration of the vectorial spin analysis with synthesized data. (a) Spin-
integrated intensities for a MDC along kx, showing also the peaks and the background
extracted from the intensity fit. (b) Spin-resolved spectra for the y component, based on
the spin polarization vectors for the individual peaks shown in (d). (c) Spin polarization
spectra (symbols) for all three spin components, which were obtained from curves like
those given in (b) by using Eq. 17. The lines show the spin polarization curves obtained
by using the two-step fitting routine. (d) In-plane (left) and out-of-plane (right) com-
ponents of the spin polarization vectors of the different peaks as obtained from the spin
polarization fit. The symbols correspond to those in (a).
this procedure is shown in Fig. 8 (b), for polarization vectors as indicated in Fig. 8 (d).
It can be noted that peak I1(kx) is assigned a spin polarization vector P
1 ≈ (0, 1, 0) and
therefore shows up only in the I↑y (kx) spectrum, while P
2 points almost in the opposite
direction and I2(kx) correspondingly shows up predominantly in the I
↓
y (kx) spectrum.
From these six spin-resolved spectra, it is straightforward to calculate point by point the
spin polarization spectra along kx by applying Eq. 17. The resulting curves are shown in
Fig. 8 (c), here already for the best fit to the previously synthesized spin polarization data
using the same vectors P i. In the case of real SARPES data, the second step consists
thus in varying these polarization vectors, defining 3n parameters, until the best fit to the
three experimental spin polarization curves Pα(kx) has been reached. Overall, this two-
step routine may appear to be fitting with an enormous number of parameters. However,
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Figure 9: Synthesized SARPES MDC curves illustrating the sensitivity of such data for
quantifying spin splittings. (a) Two fully and oppositely spin-polarized peaks (up and
down triangles), separated by ∆kx = 0.05 A˚
−1, add up to the spin-integrated intensity
data (circles). The solid (blue) lines represent best fits to the latter when the splitting
is varied in steps of 0.006 A˚−1 symmetrically around the initial value while the widths
and the intensities are optimized. Except for a small region near the peak maximum,
all curves fall on top of each other. (b) Variation of the spin polarization curves for
the same spin splittings as in the fits in (a). The center (red) curve corresponds to the
original splitting.
the two steps are carried out completely independently, with the first step corresponding
to common practice in the analysis of ARPES data, and with the second step providing
enormous constraints to the angles and magnitudes of the spin polarization vectors by
fitting concurrently three independent SARPES curves. The benefits of this procedure
will be illustrated in the following sections.
The assumption of a non-polarized structureless background may not apply to all situ-
ations, e.g. when studying magnetic systems, or when dealing with surface resonances
where spin-orbit scattering in the final state might introduce spin polarization in the
underlying bulk continuum. In principle, the two-step fitting routine can also deal with
such situations, the pay-off being an increased number of fitting parameters required to
describe the structure and polarization of the background. In the spin-orbit split surface
states considered in this thesis, there was no need to include such effects in order to
produce excellent fits with sensible spin polarization vectors for all bands.
The method can also be useful in a different way. There are situations where the SARPES
data indicate a spin splitting of two bands by the typical up-and-down deflection of the
spin polarization curve for one vector component, whereas the spin-integrated data do
not allow to resolve two peaks. The spin can be used as a tag for identifying the individual
20
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contributions of the two split peaks. In Fig. 9, the sensitivity of this procedure is ana-
lyzed, again by using synthesized data. The spin-integrated intensity data shown in (a)
are produced by summing the two spin-resolved spectra given in Fig. 9 (a), representing
two fully polarized peaks of opposite spin which are separated by ∆kx = 0.05 A˚
−1. The
result is a single peak with no indication of a splitting. On the other hand, the resulting
polarization curve, calculated by using Eq. 17 and plotted as a red line in Fig. 9 (b),
shows a marked up-and-down deflection with an amplitude of about 0.25. The splitting
of the two peaks was then varied in steps of 0.006 A˚−1 symmetrically around the initial
value of ∆kx while their intensities and widths were optimized for the best fit to the
original peak. All the fitted curves are contained within the marker size of the latter,
and it would thus be impossible to quantify the correct splitting from these data alone.
However, the amplitude of the spin polarization curve is very sensitive to these small
changes, with higher amplitudes for larger splittings. The effect is so pronounced be-
cause, while the peaks move apart, they also have to reduce their width in order to fit the
original spin-integrated peak, thus reducing the overlap even further. For quantum well
states in ultrathin Pb films on Si(111) (see subsection 4.1.1 and Ref. [83]), this method
has been successfully applied to measure Rashba-type spin splittings in EDCs as low as
10 meV.
2.3.2 Determination of the Sherman function
The two-step fitting routine directly accesses the spin polarization vectors associated with
the individual peaks in the spectra and can thus serve as a reliable tool to determine the
values intrinsic to the system at hand. However, the absolute values of spin polarization
of the measured states are inversely proportional to the Sherman function S (see below),
which should be known precisely. The experimental determination of S however is a
highly complex issue. [48, 84] Here we illustrate the effect that a slight miscalibration
of the Sherman function has on the spin-resolved spectra, with the SARPES data from
Pb/Ag(111) shown in section 6.2 as an example. Further, we suggest two simple and
straightforward procedures for obtaining reliable values of S. The more precise procedure
is based on the two-step fitting routine and relies, in the presented case, on the measured
states to be fully spin polarized. However, it can easily be extended to systems, where
the states are not fully polarized, but the degree of polarization of the states contributing
to the spectrum is known.
For the 3D Mott polarimeter of COPHEE, the Sherman function was calibrated to be
S = 0.085 for each of the four detector pairs, based on measurements and two-step
fitting analyses on a variety of surface states that are spin split by the Rashba-Bychkov
effect. With this value for S, these surface states are all consistently found to be fully
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spin polarized (ci = 1.0). It seems unlikely that nature has conspired to reduce the spin
polarization on all these different systems by the same factor, and we therefore use this
value with confidence. The relatively low value arises because the instrument uses large
solid angle detectors in order to maximize the figure of merit, [85] because it is operated
at a comparably low 40 keV acceleration voltage for the extended measuring periods
needed for SARPES and due to the quality of the gold foil.
The interdependency between the values ci and the Sherman function can be evaluated
by the relation
Aα(kx) = S ·Pα(kx) = S · (I↑α(kx)− I↓α(kx))/Iα(kx) = S ·
n∑
i=1
I i(kx)ciPˆ
i
α/Iα(kx) (22)
staying with the notation used in the previous sections and considering the MDC data
measured along kx. Here, we have introduced polarization unit vectors Pˆ
i
α. If all states i
have the same degree of polarization, say ci =: c0, then the relation between the degree
of polarization and the Sherman function becomes
Aα(kx)Iα(kx) = S ·Pα(kx)Iα(kx) = S · c0 ·
n∑
i=1
I i(kx)Pˆ
i
α (23)
Since both, the asymmetries Aα(kx) and the spin-integrated intensities I(kx), represent
measured quantities, the left-hand side of Eq. 23 remains unaffected by the analysis,
and increasing the value of the Sherman function thus produces lower degrees of spin
polarization c0 in the data analysis. If the ci values differ for different peaks in the
same spectrum, the dominant peaks will see their coefficient ci vary roughly inversely
proportional to the assumed value of S.
In Rashba systems like Pb/Ag(111), the spin quantization axis depends on the electron
momentum. However, for the MDCs passing along the Γ¯M¯ line, the quantization axis
has been found to be the same for the two spin-split states closest to Γ¯ = 0, where it
is along the y axis. For the outer spin-split states, the spin polarization vector shows
an additional out-of-plane component (see subsection 6.2). Considering the inner set of
bands, this allows for a meaningful representation of the data in terms of spin-resolved
intensity spectra I↑y (kx) and I
↓
y (kx) with respect to the quantization axis y. In general the
spin-resolved intensities loose their physical meaning once they refer to an axis off the
quantization axis. In Fig. 10, the spin-resolved intensities are shown, calculated from real
SARPES data using Eqs. 16 and Pα = Aα/S, and assuming different Sherman functions.
Of course, this kind of representation is no longer justified for the outer two states, which
feature strong out-of-plane components, and we will thus only discuss features related
to the inner set of spin-split bands. In the center of Fig. 10, the curves obtained for
S = 0.085 are shown. A momentum shift of 0.05 A˚−1 between the two spin components
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Figure 10: Spin-resolved intensities I↑y (kx) (red) and I
↓
y (kx) (blue) evaluated for differ-
ent Sherman functions S calculated from the experimental asymmetry spectrum Ay(kx)
(data of Fig. 33). The Sherman function of the instrument has been determined as
S = 0.085. The thin solid lines underlying the curves for S = 0.057 and 0.14 give the
intensities for S = 0.085 as a reference. The thin solid line under the curve for S = 0.085
shows one of the symmetric Voigt functions [86] used for the intensity fit.
is observed between the inner two bands. The four peaks exhibit highly symmetric line
shapes that can be well fitted with Voigt functions, as is indicated for the first peak at
kx > 0. When the same data is analyzed with a reduced Sherman function of 0.057, the
peaks become asymmetric, with steeper slopes in the regions of peak overlap, and the
spin splitting is slightly increased. Intensities in one spin channel can be pulled down
considerably with respect to the S = 0.085 reference curve in regions where the other
spin channel has high intensities. The opposite scenario is found when S = 0.14 is used
in the data analysis. The spin-resolved peaks have additional intensities in regions of
overlap and become strongly asymmetric. With respect to S = 0.085, the spin splitting
is slightly reduced in this case.
These effects can be brought out more clearly in synthesized spectra, modeling a sim-
pler situation with only two peaks of opposite spin polarization sitting on a constant
background (Fig. 11). A lowering of the Sherman function leads to unphysical negative
intensities in the regions of peak overlap, while too high a value produces asymmetric
peak broadening. Fig. 11 indicates the kind of statistical accuracy that one needs in
order to determine the true Sherman function with a precision of 5%. Considering the
values of S given in Fig. 10, this procedure is in general not very precise for real data.
Nevertheless, this analysis indicates that the spin-resolved spectra, and in particular the
spin splittings, are relatively robust with respect to relatively large variations in the
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Figure 11: Spin-resolved intensities I↑y (kx) and I
↓
y (kx) calculated from the same synthe-
sized intensity and asymmetry spectra but using different Sherman functions S as indi-
cated. The original spectra represent two completely and oppositely spin-polarized peaks
on a constant, unpolarized background, assuming a Sherman function S = S0 = 0.085
for generating the asymmetry spectrum.
Sherman function.
The method described so far is entirely model independent, but is limited by the modest
statistical accuracy that is usually obtained in SARPES data due to the poor detector
efficiencies. The situation can be improved by using the two-step fitting routine, because
the statistical error in the fitted spin polarization vectors, and hence in the spin-resolved
spectra, is significantly smaller than the statistical error in the raw SARPES data because
the two-step fitting routine addresses an ensemble of data points. Moreover, the fit
parameters ci represent an independent check for the correctness of the Sherman function:
according to Eq. 23 the values of ci vary inversely proportional to the value of S. Since
the degree of spin polarization can not exceed 100% (ci = 1.0), the fitting can provide an
absolute lower limit for the Sherman function. In other words, the asymmetry amplitude
measured in the raw data requires a minimum Sherman function for it to be physical. If
one believes in theoretical predictions that spin-split bands in clean 2D Rashba systems,
like the surface states on Au(111) or Pb/Ag(111), are 100% spin polarized, [80,87] or if
one knows the degree of spin polarization ci of certain bands, one obtains a direct measure
for the Sherman function. This is how the value of S = 0.085± 0.003 is determined for
the Mott polarimeters of COPHEE and used in the analysis of the data presented in this
thesis.
Of course, the reliability of the procedure for the determination of the Sherman function
presented above depends crucially on the quality of the curve fitting in the first step.
A similar method was applied recently for the absolute calibration of a spin polarime-
ter behind a time-of-flight spectrometer for laser-excited SARPES, using Au(111) as a
reference sample. [88]
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3 The Rashba effect
Many physical systems can be classified by means of symmetry. In this respect, the
bulk of a solid and its surface belong to different classes, and the surface of a solid is
more than just the truncation of the bulk. At the surface, the translational symmetry is
broken, which also brakes the space inversion symmetry, and a large variety of phenomena
can occur which are symmetry forbidden in the bulk. An example of such a physical
phenomenon is the so-called Rashba effect, which was initially formulated by Bychkov
and Rashba for a 2D electron gas at the interfaces of semiconductor heterostructures. [3]
A comprehensive discussion of spin-orbit coupling in 2D electron and hole systems in
general can be found in Ref. [89].
In this chapter the Rashba-Bychkov model (henceforth Rashba model) will be intro-
duced. While this model was initially developed for semiconductor quantum wells the
term Rashba effect is by now commonly used for other systems with broken transla-
tional symmetry such as surface states, which are in the focus of this thesis. The Rashba
model yields a good qualitative agreement for both 2D electron gases in semiconduc-
tor heterostructures and surface states, as exemplified for an InxGa1−xAs/InyAl1−yAs
heterostructure [90] and for the surface state of Au(111), where the typical spin-split
band structure could be observed for the first time for a surface state. [6] At last, the
spin field-effect transistor will be introduced. In chapter 4 the quantitative failure of the
Rashba model will be discussed, which lies in the disregard of the atomic nature of a
solid state system, and the necessary refinements will be introduced.
3.1 The Rashba-Bychkov model
In band theory, it is commonly assumed that the space inversion symmetry and the time
reversal symmetry are fulfilled. Considering an electron with momentum k and spin s
(↑ or ↓), the space inversion operator K changes the sign of the momentum but leaves the
spin unaffected. For a space inversion symmetric system, the Hamiltonian H is invariant
under the space inversion operator K, i.e. [H,K] = HK −KH = 0. This means that
when space inversion symmetry holds the energy of the electron is the same regardless
whether it moves in one direction with momentum k or in the opposite direction with
momentum −k as represented by the equation E(k, ↑) = E(−k, ↑). A time reversal
operator T on the other hand both changes the sign of the momentum and flips the
spin. For a time reversal symmetric system we have [H,T ] = 0 and correspondingly
the Kramers degeneracy E(k, ↑) = E(−k, ↓). In any system where both the space
inversion symmetry and the time reversal symmetry are fulfilled, the electronic states are
spin degenerate, E(k, ↑) = E(k, ↓). If however the potential through which the charge
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carriers move is inversion asymmetric, the spin-orbit coupling lifts the spin degeneracy.
This is the case in systems with structure inversion asymmetry (SIA) of the confinement
potential and in systems with bulk inversion asymmetry (BIA). For states confined in
a potential with SIA, e.g. interface or surface states, the spin splitting is caused by the
Rashba effect, [91] while in systems with BIA, e.g. a zinc-blende structure, the spin
splitting is caused by the Dresselhaus effect. [92]
Considering a 2D nearly free electron or hole gas with effective mass m∗, the Rashba
Hamiltonian can be written as
H = H0 +HR, (24)
where H0 represents the kinetic energy according to
H0 = σ0
(
EΓ¯ +
~2
2m∗
∇2
)
, (25)
while the Rashba term is given by
HR = −αR
(
iσy
∂
∂x
− iσx ∂
∂y
)
. (26)
The coupling constant αR is a material dependent parameter which reflects the strength
of the Rashba effect and EΓ¯ is the energy at the Γ¯ point where k = 0. The unit 2 × 2
matrix is denoted by σ0, while σx and σy are standard Pauli matrices in the basis where
the quantization axis is along the z axis,
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
. (27)
It is important to note that for the Hamiltonian defined in Eqs. (24-26) we have [H,T ] =
0. Correspondingly the Kramers degeneracy E(k, ↑) = E(−k, ↓) still holds and in equi-
librium both Rashba and Dresselhaus systems carry no net magnetic moment.
The Rashba term defined in Eq. (26) is a result of the spin-orbit coupling Hamiltonian
HSOI = − i~
2
2m2
(∇V ×∇ ) ·σ. (28)
HR can be derived from HSOI under the assumption that the only finite value of the the
potential gradient ∇V is along the positive z direction. In Eq. (28) σ is the vector of
Pauli matrices. From the combination of Eq. (26) and Eq. (28) it is obvious that the
Rashba constant αR captures the size and the sign of the potential gradient. However,
if only the potential gradient perpendicular to the surface is taken into account, the
predicted spin splittings are orders of magnitude too small. As will be explained in
chapter 4, both the electric fields of the nuclei and structural factors enter the Rashba
constant.
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Figure 12: Schematic picture of the Rashba effect for a two-dimensional hole gas around
Γ¯ and illustration of the relevant parameters. The green arrows are the spin expectation
values of the eigenspinors for αR > 0.
The eigenenergies of the Hamiltonian H given in Eq. (24) yield upper (+) and lower (-)
Rashba branches according to
E±(k||) = EΓ¯ +
~2|k|||2
2m∗
± αR|k|||, (29)
with the corresponding eigenspinors〈
k||,±
∣∣ = (ei(ϕ∓pi/2) , 1) /√2, (30)
where ϕ = arctan(ky/kx). It should be noted that the subscripts± in Eq. (29) correspond
to the case where αR > 0 and have to be interchanged for αR < 0. In Eq. (30) the in-
plane momentum k|| = (kx, ky) has been used instead of k due to the 2D nature of a
Rashba system. The energy difference between the upper and the lower Rashba branches
are k|| dependent, E+(k||)− E−(k||) = 2αR|k|||.
The spin polarization vectors S±(k||) are defined as the expectation values of the eigen-
spinors
〈
k||,±
∣∣ and can be calculated as
S±(k||) =
〈
k||,±
∣∣S ∣∣k||,±〉 = ~
2
 ± sinϕ∓ cosϕ
0
 , (31)
where S = ~/2 ·σ is the spin operator for spin-1/2 particles. Since the spin polarization
vectors given in Eq. (31) are in-plane perpendicular to the momentum k|| and corre-
spondingly depend on the angle ϕ, there is no global spin quantization axis for a Rashba
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Figure 13: Schematic picture of the constant energy spin textures of a two-dimensional
hole gas for αR > 0 and (a) E < EΓ¯ as well as (b) E0 > E > EΓ¯. The arrows represent
the spin polarization vectors.
system. Hence the branches E±(k||) are not called spin-up and spin-down branches in
general.
The dispersion and the spin structure of a Rashba system are shown in Fig. 12 for the
case of a 2D hole gas. A cut through the dispersion along a radial direction passing
through the Γ¯ point shows two spin-split bands, depicted in blue and red. These spin-
split bands are often referred to as a Kramers pair in the context of Rashba-like systems.
They are offset from the Γ¯ point by ±kR, the Rashba momentum, which is related to
the Rashba constant as follows
|αR| = ~
2kR
|m∗| . (32)
At a fixed energy E the momentum splitting between the two parabolas shown as red
and blue in Fig. 12 is constant and equals 2kR.
The Rashba energy ER is defined as the difference between E0, the energy of the band
apex, and EΓ¯, the energy of the crossing point,
ER = E0 − EΓ¯ =
~2k2R
2|m∗| . (33)
The spin structure is such that the spin polarization vectors are in-plane and rotate
tangentially around the constant energy contours as shown in Fig. 12, where the arrows
represent the spin polarization vectors. For a hole gas with a positive coupling constant
αR > 0 and E < EΓ¯ the spin polarization vectors rotate clockwise along the outer
(o) constant energy contour and counterclockwise along the inner (i) constant energy
contour as shown in Fig. 13 (a). For a constant energy plane at E0 > E > EΓ¯ and
αR > 0 the spin polarization vectors rotate clockwise along both contours (Fig. 13 (b)).
It should be noted that in the case of either a negative coupling constant αR or a positive
effective mass m∗ the sense of rotation is reversed compared to Fig. 13. In this thesis, the
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Figure 14: (a) Density of states for the outer (o) and the inner (i) constant energy
contours. (b) Schematic picture of the Fermi sea for (left) E < EΓ¯ and E0 > E > EΓ¯
(right).
term negative chirality is used for the situation depicted in Fig. 13 and positive chirality
for the reversed case. Whereas the absolute value of αR can in principle be determined
with spin-integrated ARPES, the sign is only accessible with spin-resolved measurements.
Although there is no global spin quantization axis, all states cut by a straight line through
Γ¯ under the angle ϕ have either parallel or antiparallel spin polarization vectors. Hence
the notion spin up and spin down is commonly used in reference to such a cut. Despite
the presence of fully spin-polarized states, the integration over the entire Fermi sea yields
zero as a consequence of the Kramers degeneracy.
A remarkable feature of a Rashba gas can be found in its density of states (DOS), shown
in Fig. 14 (a). For a standard 2D electron or hole gas the DOS is given by the constant
2 · ν2D = 2 · |m∗|/(2pi~2), where the factor of 2 accounts for the spin degeneracy. In
contrast to this, the DOS of a 2D Rashba (hole) gas is given by
νo,i(E) = Θ(E0 − E)ν2D
∣∣∣∣∣1±
√
E0 − EΓ¯
E0 − E
∣∣∣∣∣ , (34)
where Θ is the Heaviside function (see Appendix A for detailed calculations of the DOS).
The + refers to the outer contour o and the − to the inner contour i. The sum νo(E) +
νi(E) reduces to the constant DOS 2 · ν2D = |m∗|/(pi~2) of a 2D electron or hole gas
with parabolic dispersion when E < EΓ¯, has a singular derivative for E = EΓ¯, while it
displays a 1D Van Hove-type singularity ν(E) ∼ (E0−E)−1/2 in the limit E → E0. This
singularity can for some systems be measured by scanning tunneling spectroscopy (STM)
and delivers an alternative pathway for the determination of the Rashba energy ER. [34]
The unusual DOS given in Eq. 34 has lead to a number of proposals of intriguing effects
related to the DOS, among them changes in the electron-phonon coupling [37] or more
generally the renormalization of the Fermi liquid parameters. [93] The arguably most
prominent proposal is the enhancement of the superconducting transition temperature
in the regime E0 > EF > EΓ¯. [94]
30 3 THE RASHBA EFFECT
The origin of the divergence of the DOS in the vicinity of E0 can also be found by
examination of the Fermi sea. When the Fermi level approaches the band apex the
group velocity goes to zero but the Fermi surface does not collapse to one point, in
contrast to a spin-degenerate hole gas. Fig. 14 (b) shows the schematic hole Fermi seas
for the regions EΓ¯ > EF and E0 > EF > EΓ¯. In the region where EΓ¯ > EF the Fermi
sea consists of a fully filled circular disk, while in the region E0 > EF > EΓ¯ it is given
by the 2D version of a torus, hence there is a topological change of the Fermi sea which
occurs at EF = EΓ¯. Note that this topological change is not related to the topology as
defined for topological insulators.
3.2 Examples: Au(111) and InxGa1−xAs/InyAl1−yAs
The Rashba model predicts two parabolas shifted in momentum space by twice the
Rashba momentum kR with respect to each other. For states located at the surface,
ARPES allows to map the band structure, which is not possible for states located a
few 100 nm inside a crystal, as it is the case for 2D electron gases (2DEG) in semi-
conductor heterostructures. As a consequence, the peculiar band structure of a Rashba
system is conveniently studied for surface states and was first observed for the surface
state of Au(111). [6] Although the experiments described in Ref. [6] did not engage spin
resolution, the two parabolas shifted by ∆k = 0.023 A˚−1 were correctly addressed as
Rashba-type spin-split bands. However, as already mentioned in section 3.1 and dis-
cussed in Ref. [6], the Rashba model fails to capture the large size of the spin splitting
when the only contribution to the Rashba constant αR is the electric field perpendicular
to the surface.
The experimental Fermi surface and the dispersion of the surface state measured with
(spin-integrated) ARPES are shown in Fig. 15 (a) and (b), respectively. The arrows in
Fig. 15 (a) indicate the spin structure expected according to Eq. 31. The Fermi surface,
which consists of two concentric circles, and the dispersion are in agreement with Eq. 29
for αR = 0.33 eVA˚. Figs. 15 (c)-(e) show SARPES data obtained at Eb = 170 meV,
where (c) shows the total intensity I, (d) the in-plane spin polarization projected on
the tangential direction and (e) the out-of-plane spin polarization component. The spin
structure has a positive chirality, i.e. αR > 0. The deviations from the spin structure
expected according to Eq. 31 in both the radial (not shown) and the out-of-plane direction
are within the experimental errors, and hence for the spin structure of Au(111) a perfect
agreement with the Rashba model is obtained. Recent SARPES experiments on vicinal
Au surfaces [95] indicate that the spin structure is robust against structural defects in the
form of step edges. The size of the spin splitting was found to be the same as for Au(111)
as long as the surface states are located on the (111) terraces, and it is increased when
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Figure 15: (a) Fermi surface map and (b) dispersion map as measured with spin-
integrated ARPES. (c)-(e) Measured spin-resolved momentum distribution map for
Eb = 170 meV. (c) Total intensity map and sketch of the Fermi surface and the predicted
spin structure. Purple arrows indicate projection axes for in-plane polarization. (d) and
(e) show the polarization maps in a color-scale representation, (d) for the in-plane com-
ponent and (e) for the out-of-plane component of the polarization vector. The in-plane
polarization (d) is a projection on the tangents to the circular Fermi surface. Red (blue)
indicates a counterclockwise (clockwise) spin orientation. (adapted from Ref. [9])
the terrace width is decreased such that the wave function is delocalized over several
terraces. This finding can be understood when considering the structural contribution
to the Rashba model as discussed in section 4.2.
The Rashba effect for 2DEG in semiconductor heterostructures has a smaller size as
compared to the effect for the surface states on heavy metal crystals. Considering
InxGa1−xAs/InyAl1−yAs, the Rashba parameter αR is in the order of 10−2 eV A˚. [96]
It should be noted that although InxGa1−xAs/InyAl1−yAs crystallizes in the zinc-blende
structure and correspondingly features a finite Dresselhaus effect, the dominant mech-
anism inducing the spin splitting is the Rashba effect. As ARPES is not applicable
for states located further away from the surface, the size of the spin splittings have to
be determined by other methods. A frequently used method relies on the Shubnikov-
de Haas oscillations, where the zero-field splitting, i.e. the Rashba-type spin splitting
at the Fermi level, is estimated by extrapolation of the high magnetic field data to
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Figure 16: (a) Schematic band diagrams of the InxGa1−xAs/InyAl1−yAs heterostructures
for x = 0.53, 0.60 and 0.65. (b) Change in the band diagram when a gate voltage VG is
applied.
B = 0. [90,97] Another method is time-resolved Kerr rotation, where the spin precession
frequency of drifting electrons is measured, from which the Rashba parameters can be
determined. [98]
Fig. 16 (a) shows the schematic band diagram of the InxGa1−xAs/In0.52Al0.48As het-
erostructures (x = 0.53, 0.60 and 0.65) measured in Ref. [97], where the 2D electron
gas is located in the region of the left interface of the InxGa1−xAs quantum well (in
the region of the dotted lines). The energy scale for the Rashba-type spin splitting was
measured via Shubnikov-de Haas oscillations and found to depend on x, i.e. 1.5 meV for
x = 0.53, 2.5 meV for x = 0.60 and 2.4 meV for x = 0.65.
In Fig. 16 (b) the effect of a positive external gate voltage, applied on the left side, on
the band diagram is illustrated. Due to the gate voltage, the slope in the region of the
left interface is modified and the 2D electron gas experiences a larger potential gradient
perpendicular to the interface. According to Eq. 28 this allows to control the size of the
Rashba-type spin splitting via the term ∇V . Indeed, the size of the Rashba-type spin
splitting is sensitive to this modification of the potential gradient across the interface
as shown in Ref. [90] for In0.53Ga0.47As/In0.52Al48As by means of Shubnikov-de Haas
oscillations. The measured Rashba constant is found to depend linearly on the gate
voltage, where e.g. αR ≈ 0.07 eV A˚ was measured for VG = 0 V and 0.08 eV A˚ for
VG = −1 V. Similar results were obtained in GaAs/AlGaAs quantum well states with
time-resolved Kerr rotation. [98] However, the increased Rashba-type spin splitting as a
function of the gate voltage can rather be understood as a consequence of the increased
asymmetry in the envelope function of the 2DEG due to the increased asymmetry in the
confinement potential than due to the increased electric field itself.
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3.3 Spin rotation and the spin field-effect transistor
In 1990, Datta and Das published the proposal of the electronic analog of the electro-
optic modulator, [96] which is by now referred to as the spin field-effect transistor. It
relies on the peculiar band and spin structure of a Rashba system to achieve a controlled
spin rotation along the electrons path.
In order to understand the spin field-effect transistor it is necessary to consider the math-
ematical description of the electron spin. The quantum mechanical operators associated
with spin observables are given by S = ~/2 ·σ. In the case of spin-1/2 particles, σ is
the vector of Pauli matrices. For simplicity, we use throughout this section the basis in
which the quantization axis is along the y direction, where
σx =
(
0 −i
i 0
)
σy =
(
1 0
0 −1
)
σz =
(
0 1
1 0
)
. (35)
Each Pauli matrix σi has the eigenvalues ±1 and the corresponding eigenspinors are
given by
〈
x↑,↓
∣∣ = 1√
2
(
1
±i
) 〈
y↑
∣∣ = ( 1
0
) 〈
y↓
∣∣ = ( 0
1
) 〈
z↑,↓
∣∣ = 1√
2
(
1
±1
)
. (36)
Considering Eqs. 36 it is of importance to note that the coherent superposition of a spin-
up and a spin-down spinor leads to a spin state with a spin polarization vector normal
to the spin polarization of the initial spinors. It is this principle which is exploited in the
proposal of the spin field-effect transistor. Moreover, similar effects can even be observed
in SARPES experiments as shown in chapter 8.
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Figure 17: (a) Schematic dispersion and (b) Fermi surface spin textures of a 2D Rashba
electron gas. The dotted line in (a) indicates the position of the Fermi level. (c) Spin
rotation in the xz plane along the electrons path through a Rashba system.
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Figure 18: Schematic picture of the spin field-effect transistor in its (a) insulating and
(b) conducting state.
An electron with its spin along e.g. the positive z axis can be represented by two
spinors with spins along the y axis, i.e.
〈
z↑
∣∣ = 1/√2 · (〈y↑∣∣+ 〈y↓∣∣), while an elec-
tron with spin along the negative z axis can be written as
〈
z↓
∣∣ = 1/√2 · (〈y↑∣∣− 〈y↓∣∣) =
1/
√
2 · (〈y↑∣∣+ eipi 〈y↓∣∣). Similarly, a spin along x can be written as 〈x↑(↓)∣∣ =
1/
√
2 · (〈y↑∣∣+ ei(3)pi/2 〈y↓∣∣). Hence the sum 〈y↑∣∣ + eiϕ 〈y↓∣∣ yields a spinor with its spin
polarization in the xz plane, and the phase ϕ equals the angle measured from the positive
x axis.
Let us now consider an electron at EF moving along the positive x axis with its spinor
along the positive z axis. In a Rashba system as schematically depicted in Fig. 17 (a) and
Fig. 17 (b), such an electron is represented by the coherent superposition of states with
positive momentum kx and spinors along the positive and negative y axis as illustrated by
the blue and red balls. Due to the momentum difference 2kR, a relative phase difference
∆ϕ = 2kRL is accumulated between these two states as the electron moves a distance
L along the x axis. In view of the discussion above, this relative phase difference causes
a rotation of the spin in the xz plane as illustrated in Fig. 17 (c). A full rotation is
achieved after the distance LR = pi/kR. Correspondingly, the size of the momentum
splitting determines the rotational length scale, where a larger splitting yields a smaller
LR. Due to the inverse behavior of LR and kR large Rashba-type spin splittings at the
Fermi level are desirable since this can reduce the size of possible devices. For e.g. the
InxGa1−xAs quantum well the momentum splitting kR yields length scales LR in the
order of 1 µm.
Above it was shown how the peculiar band and spin structure of a Rashba system can
cause spin rotation. A schematic picture of a spin field-effect transistor is given in
Fig. 18. The source injects spin-polarized electrons, the Rashba systems manipulates
the spin of the electrons and the drain preferentially accepts electrons of a certain spin.
A gate voltage allows to change the size of the spin splitting and to switch between
the insulating state (Fig. 18 (a)) and the conducting state (Fig. 18 (b)). Such a gate
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control of the Rashba-type spin orbit-coupling has been demonstrated in semiconductor
heterostructures as discussed in section 3.2. However, in order to realize a spin field-
effect transistor which functions at room temperature, several delicate issues regarding
spin injection, manipulation and detection have to be resolved, [1, 2] whose description
is beyond the scope of this section.
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4 Microscopic picture of the Rashba effect
The Rashba-Bychkov model introduced in Chapter 3 describes many systems qualita-
tively remarkably well. The only material dependent parameters which enter the Rashba
model and correspondingly the Rashba constant αR are the value of the potential gra-
dient perpendicular to the surface and the effective mass m∗. In this context, a simple
intuitive picture describing the Rashba effect has been suggested. [99] It is based on the
idea that the spin of the electrons, which move with a velocity v|| = ~k||/m∗ within
the interface (surface) plane perpendicular to the electric field E⊥ caused by the surface
potential gradient∇V⊥, couples to the magnetic fieldB|| caused by the Lorentz transfor-
mation of the electric field E⊥ in the electrons rest frame. Considering typical values of
E⊥ and v||, the obtained spin splitting is several orders of magnitude to small. [6,89,100]
Now, how can the Rashba-type spin splitting be visualized more accurately? In the
following two sections, it will be shown that the size of the Rashba constant αR and
hence the size of the spin splitting is an interplay between three physical properties: (i)
the surface potential gradient, (ii) the electric field in the vicinity of the nuclei and (iii)
the crystal structure.
4.1 The Rashba effect at the atomic level
An important ingredient which is missing in the standard Rashba model is the atomic
nature of the solid, as pointed out by Petersen and Hedegard. [100] In their publication
it was shown that both contributions from the surface potential gradient and from the
atomic spin-orbit interaction enter the strength of the Rashba parameter. This can be
understood directly if the surface state is described in the envelope function approxi-
mation, where the wave function is written as the product of an envelope function and
a lattice periodic Bloch function. In this simple picture, the envelope functions ”feels”
the macroscopic environment (e.g. the potential gradient perpendicular to the surface)
and the Bloch function ”feels” the atomic fields. [89] The electric field E⊥ = ∇V⊥ per-
pendicular to the surface is needed to break the symmetry and gives a measure of the
asymmetry, which is then weighted with the atomic spin-orbit interaction. In general
both a larger E⊥ and a larger atomic number Z will lead to a stronger Rashba-type spin
splitting. [100,101]
In semiconductor heterostructures the electric field perpendicular to the Rashba system
can be changed by the application of so-called gate voltages as shown in section 3.2. It
was shown by Nitta et al. [90] that this indeed allows to control the size of the Rashba-
type spin splitting in semiconductor heterostructures. For surface states on the other
hand, the electric field perpendicular to the surface is essentially determined by the work
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Figure 19: Qualitative sketch for the Rashba model given in Ref. [101]. The blue dots
represent the atoms, the dotted circular lines are the lines of constant atomic fields. The
grey wave function represents a bulk state and the red one a surface state. The presence
of the surface lifts the symmetry of the wave function and the related potential gradient
creates a phase shift.
function and the Fermi wave length, hence no significant differences in the electric field
perpendicular to the surface can be expected for the surface states considered in this
thesis. [100, 102] Correspondingly, there is more to the Rashba-type spin splitting than
just the surface (interface) potential gradient.
In Fig. 19 we schematically present a model, as developed by Bihlmayer et al. [101],
which both qualitatively and quantitatively manages to explain the Rashba-type spin
splitting found in surface states (as well as semiconductor heterostructures). The main
result of this model is that the Rashba-type spin splitting is essentially determined by the
asymmetry of wave functions in the vicinity of the nuclei. As such, the model accounts
for the crystal structure. In the region close to the individual nuclei, the spin-orbit
coupling Hamiltonian given in Eq. 28 can be modified to
HSOI = − i~
2
2m2
1
r
∂V
∂r
(r ×∇ ) ·σ, (37)
where r = |r| and V is the spherically symmetric potential of the nucleus. Only the
l = 0 term of the expansion is taken into account, which is justified in the vicinity of
the nuclei, where the potential is almost radially symmetric, and V=0 is assumed for
r > R. From Eq. 37 it is evident that the strength of the spin splitting depends on the
atomic number Z, since the potential V of the nucleus scales with Z. This dependency
explains the general trend that the Rashba-type spin splitting is larger in systems with
heavy atoms, as exemplified in Table 1 for Ag(111), Au(111) and Bi(111).
For a symmetric (antisymmetric) wave function ψS(r) with respect to the nuclei, as
schematically illustrated by the grey line in Fig. 19, HSOI induces no spin splitting due
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System Z k0 (A˚
−1) ER (meV) αR (eVA˚) Ref.
Ag(111) 47 0.0007 0.005 0.013 [103,104]
Au(111) 79 0.012 2.1 0.33 [6, 104]
Bi(111) 83 0.05 14 0.56 [12]
Table 1: Characteristic parameters for the spin-split surface states of Ag(111), Au(111)
and Bi(111). All parameters increase with increasing atomic number Z.
to symmetry. This is because when ψS(r) = ±ψS(−r), then ψ˜S(r) := HSOIψS(r) =
∓ψ˜S(−r). Hence ψ∗Sψ˜S(r) = −ψ∗Sψ˜S(−r) and correspondingly the integral 〈ψS|HSOI |ψS〉
=
∫
|r|<R dr ψ
∗
Sψ˜S = 0. This means that for a hypothetical surface state with e.g. purely
s, p or d character, there is no Rashba-type spin splitting.
However, if the wave function is asymmetric with respect to the nuclei the interaction
with HSOI in general yields a finite value. For a surface state the symmetry of the
wave function is lifted due to the asymmetric potential introduced by the surface. The
corresponding asymmetric wave function ψA is confined to the surface region and decays
exponentially towards the vacuum and the bulk as schematically shown by the red line
in Fig. 19. The surface state wave function ψA can be approximated as a product
of an envelope function describing the exponential decay away from the surface and a
Bloch function. The role of the asymmetric potential induced by the surface, or more
specifically of the surface potential gradient in Eq. 28, is the creation of an asymmetric
envelope function, where in general a larger asymmetry in the potential will yield a larger
asymmetry in the envelope function. Correspondingly the multiplication of the envelope
function with the Bloch part creates a wave function which is asymmetric in the region
of the nuclei. It is precisely this asymmetry with respect to the nuclei which causes a
finite Rashba effect. In this respect, the entire surface state wave function contributes
to the Rashba effect. Considering the Au(111) surface state, it was actually shown that
more than 40 percent of the size of the Rashba effect are caused in the subsurface layers,
where the screening of the surface potential gradient should be efficient. [101] This clearly
indicates that it is the asymmetry of the wave function which causes the Rashba effect
rather than the surface potential gradient itself. More precisely, it is the derivative of
the envelope function which determines both the size and the sign of the Rashba effect.
Regarding the orbital character, the asymmetry is represented by the mixture of different
orbitals, e.g. p- and d-type orbitals.
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4.1.1 Example: Rashba-type spin splitting of quantum well states in ultra-
thin Pb films
The Rashba-type spin splitting of quantum well states (QWS) in ultrathin metal films on
Si(111)(
√
3×√3)R30◦:Pb gives a nice example of the Rashba effect on the microscopic
scale and is here used to illustrate the model introduced above. [83,105] The QWS which
form in these metal films are confined in an asymmetric potential since on one side it is
constituted by the interface between the metal and the substrate while on the other side
it is constituted by the metal-vacuum interface. This is in contrast to a surface state
for which the only asymmetry is due to the surface. Parallel to the interfaces the QWS
show a free electron-like dispersion as shown in Fig. 20 (a).
If the confinement potential is symmetric, then the absolute value of the wave function of
the QWS will look like in Fig. 21 (a) (here shown for the case where the quantum number
is n = 1). The wave function is symmetric with respect to the center of the confinement
potential for an arbitrary quantum number n. However, the wave function is asymmetric
with respect to most Pb layers and correspondingly most layers have a finite contribution
to the Rashba effect even in the symmetric case. But since the wave function is sym-
metric with respect to the center of the confinement potential the contributions from the
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Figure 20: (a) Measured spin-integrated ARPES data for a 10 ML thick Pb film on
Si(111)(
√
3×√3)R30◦:Pb. (b) Spin-resolved intensity distribution curves. (c) Schematic
representation of a constant energy surface where the arrows of band A and B refer to
the direction of the spin polarization axis. (d) Measured (red diamonds) and calculated
(blue crosses) spin splitting as a function of coverage at ky = 0.08 A˚
−1 and kx = 0, the
blue circles show the intuitively expected 1/thickness dependency.
4.1 The Rashba effect at the atomic level 41
-40 -20 0 20 40
 z-position (a.u.)
0
0.01
0.02
0.03
0.04
d
en
si
ty
 (e
- /
(a
.u
.)3
)
∆E
 (m
eV
)
Si Vac
0
Pb
0
0.01
0.02
0.03
0.04
-40 -20 0 20 40
z-position (a.u.)
-60
-40
-20
0
20
40
60
Si VacPb
∆E
n = 1
n = 14
 z-position (arb. units)
Ψ
2
 Symmetric QWS(a) (b)
Figure 21: (a) Wave function distribution for a symmetric quantum well state with
quantum number n = 1. (b) Wave function distribution calculated for n = 1 and 14
QWS in Pb on Si(111)(
√
3×√3)R30◦:Pb at k = 0.1Γ¯K¯ and the local Rashba effect at
each layer. The blue lines indicate the position of the atomic planes. (from Ref. [105])
different layers add up to zero, because for every finite contribution there is the opposite
contribution on the other side of the center of the confinement potential. Hence there
is no net Rashba-type spin splitting for a QWS confined in a symmetric potential. This
situation changes when the confinement potential is non-symmetric. Due to the finite
and asymmetric confinement potential, the QWS formed in the Pb film penetrates to
different extents into the vacuum and the Si(111) substrate and correspondingly expe-
riences different phase shifts at the two interfaces. As a consequence of this different
penetration into the boundaries, the symmetry of the QWS wave function with respect
to the center of the confinement potential is lifted and the sum of the contributions from
the different Pb layers will in general yield a finite value. As a result, there will be a
finite Rashba-type spin splitting.
The above considerations are illustrated in Fig. 21 (b) for a QWS with quantum number
n = 1 (left side) and n = 14 (right side), where the QWS wave function and the local
contribution from each layer are shown. The local contribution from one specific layer
to the Rashba effect is calculated by turning the spin-orbit coupling off at all other
layers. Since the spin-orbit coupling influences the shape of the wave function, this local
contribution is most likely not very precise. Hence the sum of the contributions obtained
in this manner does not yield the same Rashba effect as found when considering the full
system. Nevertheless, both the asymmetric wave function and oscillations in the local
contribution to the Rashba effect become obvious. By comparing the derivative of the
envelope function for n = 1 (red lines in the lower panel) with the contribution from
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each layer, it is obvious that both the sign and the magnitude are determined by the
derivative of the envelope function in the region of the layers, as discussed above.
The experimental observation of the spin splitting by SARPES is shown in Fig. 20 (b).
The Rashba constant for a 10 ML thick film was found to be |αR| = 0.04 eV A˚ and the
momentum offset is given by kR = 0.035 A˚
−1. [83] The spin splitting at k|| ≈ 0.1 A˚−1 is
in the order of 10-20 meV for an arbitrary layer thickness.
The small size of the spin splitting found in the QWS for Pb on (
√
3 × √3)R30◦:Pb,
compared to the spin splitting found in the surface states on heavy metals can be ex-
plained by considering Fig. 19 and Fig. 21. For a surface state, the gradient of the
envelope function has the same sign at each layer and correspondingly all contributions
add up, which is in contrast to the QWS, where the local contributions partially cancel.
Moreover, for a surface state most electrons are located close to the surface, where the
derivative of the surface state envelope function is large. In the QWS, exactly the oppo-
site is the case and whenever the absolute value of the QWS wave function is large, the
derivative of the envelope function is small. These significant differences between the
Rashba effect for a surface state and a QWS are essentially a result of competing effects
at the two interfaces. It should here again be noted that although the interfaces in that
sense determine the Rashba effect, it occurs throughout the whole Pb layer (and to some
extent in the substrate). The origin of the Rashba effect in a QWS makes it possible
that the spin splitting shows no significant dependency on the number of Pb layers (and
correspondingly on the quantum number n), as shown in Fig. 20 (c).
At last it should be pointed out that in the specific case of QWSs in Pb on (
√
3 ×√
3)R30◦:Pb the spin chirality is negative, i.e. the spin chirality is reversed compared to
e.g. the surface state of Au(111), which implies αR < 0. This is an indication that the
net shift is towards the Si interface. In other words the QWS wave function accumulates
a larger phase shift at the Pb/Si interface compared to the Pb/vacuum interface. In this
context, it seems feasible to tune both the size of the spin splitting and the spin chirality
of QWSs by altering the properties of the interfaces.
4.2 Influence of the crystal structure on the Rashba-type spin-
orbit splitting
In section 4.1 a qualitative model which explains the Rashba effect in terms of an asym-
metric envelope function was introduced. In this section it will be shown that the atomic
structure in the surface and near surface region is another important ingredient to the
Rashba-type spin splitting. While in subsection 6 it will be shown that the surface
structure is of key importance for the surface alloys on Ag(111), here the importance of
the crystal structure for the case of Sb(111) will be illustrated as already discussed in
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Figure 22: (a) Truncated crystal structure of rhombohedral Sb(111) and cubic Ag(111).
The different colours indicate different layers and the different borders for Ag(111) in-
dicate different locations in the perpendicular direction within this layer. The atom
distances of Sb and Ag are not to scale. (b) Spin-integrated ARPES band map of
Sb(111) along the Γ¯M¯ direction, and spin-resolved MDC of Sb(111) at the Fermi energy
projected perpendicular to the measurement direction. The shaded area and dotted lines
are obtained from DFT calculations and represent the Sb(111) bulk and surface states,
respectively. (c) Fermi surface map of Sb(111). (adapted from Refs. [21] and [105])
Ref. [105].
Sb crystallizes like Bi in a rhombohedral structure typical for the group V semimetals.
The structure of the first four layers of Sb(111) is shown in Fig. 22 (a) and compared to
Ag(111), which crystallizes in a fcc structure. The atomic number of Sb is Z = 51, which
is close to the atomic number of Ag (Z = 47), but well below the one of Au (Z = 79).
Up to date, no spin splitting could be observed experimentally for the Ag(111) surface
state due to its small size. Calculations estimating the size of the spin splitting of the
Ag(111) surface state yield a momentum splitting kR = 0.0007 A˚
−1. [106] Considering
the atomic number of Sb and Ag and that there is no reason for a significant difference
in the surface potential gradient, one would assume that the spin splitting of Sb(111)
should be very small as well. Fig. 22 (b) shows that this is not the case. The red and
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Figure 23: Charge density (left) and spin density (right) plots of the surface-like state
of the stacked double bilayer system Bi-Sb-Sb-Bi for k|| = 0.08 Γ¯M¯ . The Sb atoms are
shown in light blue and the Bi atoms in yellow. In the spin density plot, red and blue
indicate positive and negative values, respectively. (from Ref. [107])
blue curves are the spin-resolved MDC data which prove the Rashba-type nature of the
Sb(111) surface state. [21]
The momentum splitting which can be deduced from the shift of the band apex away
from the Γ¯ point is kR = 0.015 A˚
−1. As can be seen from Fig. 22 (b), the dispersion
of the Sb(111) surface state is not perfectly parabolic and the momentum splitting at
the Fermi level is increased to ∆k ≈ 0.073 A˚−1. For larger k|| values the dispersion
of the Sb(111) surface state is actually highly anisotropic and reveals a topologically
non-trivial structure as represented in the Fermi surface shown in Fig. 22 (c). [21] The
value kR for the surface state of Sb(111) is more than 20 times larger than the one for
the surface state of Ag(111), and it even exceeds the value found for the Au(111) surface
state, where kR = 0.012 A˚
−1. [6]
The top views of Sb(111) and Ag(111) given in Fig. 22 (a) show a similar hexagonal
structure for both systems, while the side views reveal the dramatic difference between
the Sb(111) and the Ag(111) crystal. Considering the side view of Sb(111), two aspects
are of particular importance. One is the fact that Sb(111) shows a bilayer-type structure
with alternating interlayer spacing. The other is that the atom positions of the layer i
are asymmetric with respect to the layer i + 1 and correspondingly there is no mirror
symmetry for the side view of Sb(111) presented in Fig. 22 (a). As a consequence, the
wave function of the surface state in Sb(111) is highly asymmetric around the nuclei,
which leads to a larger Rashba-type spin splitting according to the model introduced
in section 4.1. The asymmetric charge distribution of the surface state around the
atoms is illustrated in Ref. [107] for different Bi-Sb alloys, which also crystallize in a
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Figure 24: (a) Effect of both in-plane and perpendicular structural inversion asymmetries
on the dispersion in a two-dimensional electron gas, where ky is perpendicular to a mirror
plane. The colors indicate the spin-orbit contributions: green is for perpendicular SIAs
only, red is for in-plane SIA only, and blue is for perpendicular and in-plane SIAs. The
horizontal arrows near the respective band maxima mark the spin-orbit splitting 2kR.
(b)-(g) Spin-resolved momentum distributions of an anisotropic two-dimensional electron
gas at E = −0.5 eV (left column) and E = −1.0 eV (right column). The symbol sizes
indicate the moduli of spin-polarization components Ptan [top row, panels (b) and (e)],
Prad [center row, panels (c) and (f)], and Pz [bottom row, panels (d) and (g)]. They
are comparable within this figure. Blue and red symbols are for negative and positive
values, respectively. (adapted from Ref. [108])
rhombohedral structure. Fig. 23 shows the charge and spin density for the case of the
stacked double bilayer system Bi-Sb-Sb-Bi at k|| = 0.08 Γ¯M¯ , calculated using density
functional theory (DFT). The charge density is maximal at approximately the center
of each bilayer, yielding a highly asymmetric distribution with respect to the individual
atoms. The spin density plot reveals the highly spin-polarized nature of the states.
The example of the comparably large Rashba-type spin splitting observed for the surface
state of Sb(111) clearly shows that the size of the spin splitting is strongly influenced by
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the crystal structure. Of particular importance are the in-plane symmetries of the crystal
structure, as pointed out by Premper et al. [108]. In their publication, they discuss the
influence of an in-plane structure inversion asymmetry on the spin-orbit splitting of a 2D
electron gas (2DEG). The breaking of the in-plane SIA results in an anisotropic in-plane
component of the potential gradient. The results of calculations considering a 2DEG
with in-plane SIA are shown in Fig. 24 (a), where a hexagonal lattice with point group
3m accounting for the in-plane SIA was assumed. The green curve corresponds to the
case where the only SIA is perpendicular to the surface, where a notable spin splitting
can be seen. In the case of solely an in-plane SIA, the size of the spin splitting is small
(red curve). If however the SIA is considered both perpendicular to the surface plane
and within the surface plane, the spin splitting is significantly enlarged (blue curve in
Fig. 24 (a)). The effect of the in-plane SIA can also be understood in terms of the wave
function. While a SIA perpendicular to the surface causes an asymmetry with respect
to the nuclei in the direction perpendicular to the surface, the in-plane SIA additionally
creates an asymmetry with respect to the nuclei in the surface plane.
As shown in Fig. 24 (b)-(g), the in-plane asymmetry has profound consequences for the
direction of the spin polarization vectors and the shape of the constant energy contours,
which deviate from a circular shape due to the anisotropic potential. For an isotropic
2DEG, the spin polarization vector is in-plane and perpendicular to the momentum k||.
For a anisotropic 2DEG however, the spin polarization shows a finite radial component
Prad and a finite out-of-plane component Pz for most momenta k||. The absolute value
of these two components increase with increasing k|| = |k|||, or equivalently increasing
binding energy, due to the larger influence of the crystal lattice towards the SBZ bound-
aries. This is shown in Fig. 24 (b)-(d) and Fig. 24 (e)-(g) for the E = −0.5 eV and
E = −1.0 eV, respectively. From Fig. 24 (c) and (f) it seems that the in-plane part of
the spin polarization vector is tangential to the constant energy contour and in that sense
orthogonal to the group velocity rather than orthogonal to the momentum. The finite
out-of-plane spin polarization component due to asymmetric in-plane potential gradients
can easily be understood even within Eq. 28, where the spin polarization is perpendicu-
lar to the momentum and the potential gradient. Correspondingly an in-plane potential
gradient yields a finite Pz component.
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5 Crystal structure of the (Bi/Pb/Sb)/Ag(111) sur-
face alloys
The family of surface alloys Bi/Ag(111)(
√
3×√3)R30◦, Pb/Ag(111)(√3×√3)R30◦ and
Sb/Ag(111)(
√
3×√3)R30◦, henceforth (Bi/Pb/Sb)/Ag(111) respectively, have received a
lot of attention since the discovery of the giant Rashba-type spin splitting in
Bi/Ag(111). [102] Moreover, in this family of surface alloys, the mixture of the dif-
ferent alloy atoms Bi, Pb and Sb even allows for a full tunability of both the Fermi level
and the spin splitting, opening up fascinating possibilities for the investigation of spin-
orbit coupling related effects and device applications. [109] In this chapter the structural
properties of these surface alloys will be introduced, while the mechanisms responsible
for the giant spin splitting and the adjustability of both the Fermi level and the spin
splitting will be discussed in chapters 6 and 7. Parts of the current chapter have been
published in Ref. [110].
5.1 Sample preparation
The sample preparation of the surface alloys was carried out in situ under ultrahigh vac-
uum conditions (p < 10−9). The Ag(111) crystal was cleaned by multiple cycles of Ar+
sputtering and annealing. Each cycle consisted of 20 min sputtering at an acceleration
voltage V = 0.5 kV, and for the annealing the temperature was subsequently increased to
T ≈ 300◦ C, where it was kept for ten minutes. The cleanliness of the Ag(111) crystal was
confirmed by the observation of the L-Gap surface state by ARPES. For the pure surface
alloys Bi/Ag(111), Pb/Ag(111) and Sb/Ag(111), a third of a monolayer of the respective
material was deposited from either a calibrated electron beam evaporator (acceleration
voltage V usually between 600 − 800 V) or a calibrated Knudsen cell, with the sample
held at 100◦ C, followed by a post-annealing to 250◦ C. The post-annealing considerably
increases the sharpness of the LEED spots and the surface state band structure formed
by the surface alloys. The samples prepared with the electron beam evaporator were of
better quality compared to those prepared with the Knudsen cell, presumably due to
the lower pressure during evaporation when using the electron beam evaporator. For the
preparation of the mixed binary surface alloys BixPb1−x/Ag(111) and BixSb1−x/Ag(111),
the respective materials were simultaneously deposited from the electron beam evapora-
tor with the sample held at T ≈ 200◦ C, with the total amount corresponding to 1/3 of
a monolayer. For the ternary surface alloy BixPbySb1−x−y/Ag(111), Sb was evaporated
first with the sample at 200◦ C, then Bi and Pb were simultaneously deposited. The
sample quality was confirmed by low energy electron diffraction (LEED) and ARPES.
The evaporation rate was around one monolayer in ten minutes. Surprisingly, the surface
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state band structure remains almost invisible until the coverage reaches 1/3 of a mono-
layer. For slightly higher coverages, a broadening of the surface state band structure
could be observed, but no additional bands.
5.2 Structure determination by quantitative LEED analysis
Figure 25: (a) Top view and (b) side view of the (
√
3 × √3)R30◦ structure formed by
the surface alloys on Ag(111). The alloy atoms are shown in red and the Ag atoms in
blue. ∆z is the outward relaxation of the alloy atoms, defined as the vertical distance
between the alloy atoms and the Ag atoms in the topmost layer. (c) Scanning tunneling
microscope image of Bi/Ag(111) where the Bi atoms are resolved.
In Fig. 25 the real space structure of the surface alloys on Ag(111) is shown in a top
view (Fig. 25 (a)) and a side view (Fig. 25 (b)). The alloy atoms, in our case Bi, Pb and
Sb, are shown in red while the Ag atoms are colored in blue. The deposition of 1/3 of
a monolayer of these alloy atoms leads to a well ordered (
√
3×√3)R30◦ reconstruction
of the Ag(111) surface. In that respect, the term alloy may be confusing, because it
usually refers to disordered systems. Due to the size mismatch of the alloy atoms and
the Ag atoms, the alloy atoms show an outward relaxation ∆z, which is defined as the
distance along the surface normal between the alloy atoms and the Ag atoms in the
topmost layer. Taking the Ag substrate into account, the surface alloys have a threefold
rotational symmetry. Consequently, the system is in-plane inversion asymmetric. Both
the outward relaxation ∆z and the in-plane SIA have a profound consequence for the size
of the Rashba-type spin splitting of the surface alloys, as will be experimentally shown
in chapter 6. Fig. 25 (c) shows a topographic scan of the long-range ordered hexagonal
Bi/Ag(111) surface alloy taken by STM, where the Bi alloy atoms are resolved. The
lattice constant is 5 A˚.
Fig. 26 (a) shows the surface Brillouin zones (SBZs) for the Ag(111) substrate (blue)
and the surface alloy X/Ag(111) (red), where X = Bi/Pb/Sb. The Brillouin zones
of the substrate and the superlattice are rotated by 30◦ with respect to each other.
The momenta Γ¯, M¯ and K¯ are points of high symmetry. The dashed lines represent
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Figure 26: (a) Hexagonal surface Brillouin zones of the Ag(111) substrate (blue) and
the superlattice (red) due to the surface alloying by X = Bi/Pb/Sb. (b) LEED image
for Pb/Ag(111) taken at an electron energy of 64 eV. The horizontal and vertical white
lines are an artifact of the camera.
the high symmetry directions Γ¯M¯ and Γ¯K¯. The structure is mirror symmetric with
respect to Γ¯M¯ . This mirror symmetry has to hold for both the band structure and the
spin structure. The Γ¯ and the M¯ points are so-called time reversal invariant momenta
(TRIM). At a TRIM kT , the combination of translational symmetry by a reciprocal
lattice vector G and time reversal symmetry implies
E(kT , ↓) = E(−kT , ↑) = E(−kT +G, ↑) = E(kT , ↑). (38)
This means that electronic states located at a TRIM are forced to be degenerate by
symmetry which is in contrast to other high symmetry points. The degeneracy at the
TRIMs is of particular importance for a new phase of matter, the topological insula-
tors. [17, 19–21,111]
In order to determine the outward relaxation ∆z of the alloy atoms, we have carried out
quantitative low energy electron diffraction measurements [112], also called IV-LEED,
measurements for the three pure surface alloys Bi/Ag(111), Pb/Ag(111) and Sb/Ag(111),
as well as for the mixed surface alloy BixSb1−x/Ag(111). An example of a typical LEED
pattern showing the (
√
3×√3)R30◦ reconstruction is given in Fig. 26 (b) for Pb/Ag(111)
and an electron energy of 64 eV. In IV-LEED, the integrated intensity of a particular
LEED spot (i.e. the electron current Iel of that spot) is measured as a function of the
kinetic energy of the incoming electron beam. The curves obtained in this manner can
then be compared to simulations in order to determine the surface structure, where the
Pendry factorRP gives a measure for the agreement between experiment and theory. [113]
In general one speaks of good agreement between theory and experiment if Rp < 0.25.
50 5 CRYSTAL STRUCTURE OF THE (BI/PB/SB)/AG(111) SURFACE ALLOYS
In
te
ns
ity
(a
rb
.u
ni
ts
)
500400300200100
Kinetic Energy (eV )
Bi/Ag(111)
R P = 0.1645
(1/ 3,1/ 3)
(1,0)
(0,1)
experiment
calculation
500400300200100
Kinetic Energy (eV)
Pb/Ag(111)
R P = 0.1575
(1/ 3,1/ 3)
(1,0)
(0,1)
√ √ √ √ Sb/Ag(111)
fcc
R    = 0.1395
(1/ 3,1/ 3)
(1,0)
(0,1)
√ √
P
Sb/Ag(111)
hcp
R    = 0.2548
(1/ 3,1/ 3)
(1,0)
(0,1)
√ √
P
500400300200100
Kinetic Energy (eV  )
500400300200100
Kinetic Energy (eV  )
(a) (b) (c) (d)
Figure 27: IV-LEED data (thick lines) for the (
√
3×√3)R30◦ phases of (a) Bi, (b) Pb,
(c) and (d) Sb on Ag(111). The thin lines are the corresponding calculated IV-LEED
spectra. Sb/Ag(111) can be formed in both fcc and hcp phases, while Bi/Ag(111) and
Pb/Ag(111) are always formed in a fcc phase. (adapted from Ref. [110])
The error bars of the parameters used in the IV-LEED simulations can be estimated
using the double reliability factor RR as described in Ref. [113].
In Fig. 27 the integrated intensity of the three equivalent (0, 1) and (1, 0) as well as of
the six equivalent (1/
√
3, 1/
√
3) spots are shown as a function of electron energy for the
three surface alloys Bi/Ag(111), Pb/Ag(111) and Sb/Ag(111). The experimental data
(thick lines in Fig. 27) are averaged over the three (six) equivalent spots and smoothed.
The IV-LEED spectra for Bi/Ag(111) and Pb/Ag(111) shown in Fig. 27 (a) and (b),
respectively, are qualitatively similar and only differ in detail. Hence the experimental
curves indicate that both systems form the same (
√
3×√3)R30◦ phase. A comparison
to the calculated spectra (thin lines in Fig. 27) reveals that both Bi and Pb on Ag(111)
form an un-faulted face centered cubic (fcc) substitutional alloy. Calculations using a
faulted hexagonal close packed (hcp) structure show much larger (about a factor of two)
reliability factors RP . In contrast to Bi/Ag(111) and Pb/Ag(111), for Sb/Ag(111) two
phases which differ in the top layer stacking are known from literature. [114, 115] One
phase grows in regular fcc stacking and the other phase in hcp stacking. The IV-LEED
data for the two different phases of Sb/Ag(111) are shown in Fig. 27 (c) and (d). The
RP factor of the hcp phase for Sb/Ag(111) is slightly larger, which is attributed to some
fcc domains being present at the surface, while for the fcc phases of the three surface
alloys the agreement between theory and experiment is very good.
During the IV-LEED experiments presented here it was found that it is possible to
reproducibly create the two phases of Sb/Ag(111). This is in contrast to earlier reports,
where it was speculated that the hcp top layer stacking is a consequence of subsurface
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∆z (A˚) d12 (A˚) d23 (A˚) d34 (A˚) Ref
Bi/Ag(111) 0.65± 0.10 2.32± 0.02 2.33± 0.03 2.34± 0.04 [110]
Substitutional 0.35 (theory) [102]
0.85 (theory) [87]
Pb/Ag(111) 0.46± 0.06 2.35± 0.02 2.33± 0.03 2.34± 0.04 [110]
Substitutional 0.48± 0.02 (SXRD) [116]
0.8± 0.1 (STM) [116]
0.68 (theory) [116]
0.42 (theory) [109]
0.97 (theory) [87]
Sb/Ag(111) 0.11± 0.05 2.43± 0.05 2.34± 0.05 2.35± 0.06 [110]
hcp substitutional 0.03± 0.07 (SXRD) 2.50± 0.03 [117]
0.02 (theory) 2.47 2.34 [114]
0.07± 0.04 (IV-LEED) 2.46± 0.03 2.34± 0.04 2.42± 0.07 [118]
Sb/Ag(111) 0.10± 0.02 2.44± 0.02 2.33± 0.02 2.33± 0.03 [110]
Substitutional 0.24 (theory) [119]
Bi/Cu(111) 1.02± 0.02 (SXRD) 2.11± 0.01 2.00± 0.01 [120]
Substitutional 1.06 (theory) [24]
Sb/Cu(111) 0.47± 0.16 (MEIS) 2.05± 0.09 [121]
hcp substitutional 0.6± 0.03 (SXRD) 1.98± 0.02 [117]
0.47 (theory) 2.09 2.07 [114]
Table 2: Geometrical parameters of the different surface alloys on Ag(111) and Cu(111)
substrates. The outward relaxation ∆z is the distance between the alloy atom and the
plane of the surface layer. The distances d12, d23, and d34 are the distances between
the first (= surface) and second layer, the second and third layer, as well as the third
and fourth layer, respectively. The bulk interlayer distances are 2.36 A˚ for Ag(111) and
2.09 A˚ for Cu(111). (adapted from Ref. [110])
stacking faults from previous preparations caused by Sb atom diffusion into the bulk.
[114] Our explanation for this finding is as follows. If an ion beam evaporator is used,
then the atom beam is partially ionized by the electrons from the filament, and the
ionized atoms are accelerated by a positive voltage at the crucible towards the grounded
sample. If now this voltage is large, then the Sb ions have a higher kinetic energy and
correspondingly a stronger impact at the Ag(111) surface. It was found that for voltages
larger than +370 V, the hcp stacking is formed, while for voltages below +370 V as well
as for thermal atoms evaporated from a Knudsen cell, the fcc stacking is formed. It is
conceivable that a higher kinetic energy of the Sb ions can cause ion implantation into the
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Ag substrate which induce the subsurface stacking faults that favor the (
√
3×√3)R30◦
phase with hcp stacking.
The structural parameters resulting from the fit of the theoretical data to the experi-
mental IV-LEED data for the pure surface alloys on Ag(111) are summarized in Table 2
and compared to the results obtained by other experimental methods, i.e. surface x-ray
diffraction (SXRD), medium energy ion scattering and scanning tunneling spectroscopy
(STM) as well as by theory. In addition, the corrugation of the (
√
3×√3)R30◦ phases of
Bi and Sb on Cu(111) are given. ∆z denotes the outward relaxation of the alloy atoms,
while d12, d23 and d34 are the differences between different layers, where 1 corresponds
to the first (surface) layer of Ag atoms, 2 to the second layer and 3 to the third layer.
As can be expected from the size of the different alloy atoms, Bi shows the largest
outward relaxation ∆z = 0.65±0.10 A˚, while the surface of the Pb/Ag(111) surface alloy
still shows a notable corrugation (∆z = 0.46 ± 0.02 A˚). The surface of the Sb/Ag(111)
surface alloy shows a much smaller corrugation, which is ∆z = 0.10± 0.02 A˚ in the fcc
structure and ∆z = 0.11 ± 0.05 A˚ in the hcp structure. Our results for Pb and Sb on
Ag(111) are in very good agreement with those obtained by IV-LEED and SXRD given
in the literature, [116–118] while those obtained by STM and theory deviate within
a factor of two. [87, 109, 116] For Bi/Ag(111), the corrugation obtained by IV-LEED
lies in between the two theoretical predictions. [87, 102] Considering the surface alloys
Bi and Sb on Cu(111), the outward relaxation of the alloy atoms is significantly larger
compared to the respective atoms on Ag(111). [117,120,121] This can be understood as a
consequence of the smaller lattice constant of the Cu(111) surface compared to Ag(111).
Correspondingly there is simply less space for the alloy atoms with larger covalent radii.
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6 Photoemission results of the pure surface alloys
on Ag(111)
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Figure 28: (a) Schematic presentation of the surface bands in the surface alloys on
Ag(111), showing two groups of spin-split bands associated with the Kramers pairs K1
and K2. The Fermi level for Pb/Ag(111) is significantly lower than for Bi and Sb on
Ag(111), while for Sb/Ag(111) the spin splitting is much smaller than for the other two
surface alloys (not shown). (b) Constant energy surface at an energy below the crossing
point of the lower Kramers pair K1 showing the four contours related to the Kramers
pairs.
The focus of this chapter lies on the characterization of the band and spin structure
of the three pure surface alloys Bi/Ag(111), Pb/Ag(111) and Sb/Ag(111) by SARPES
and the subsequent explanation of the observations via the concepts introduced in the
sections 4.1 and 4.2. It should be noted that all measurements of the surface alloys on
Ag(111) presented in this thesis were performed at room temperature.
While there are distinct differences between the surface state band structures, such as
the size of the spin splitting and the position of the Fermi level, there are also strong
similarities. Fig. 28 gives a schematic view of the surface state band structure for the
surface alloys on Ag(111), which consists of two Kramers pairs. The Kramers pair K1 is
located at higher binding energies, and is entirely below the Fermi level for Bi/Ag(111)
and Sb/Ag(111), while it is only partially filled for Pb/Ag(111). Whereas the band
symmetry of K1 is mainly of spz type, there is also an admixture of pxpy symmetry,
which depends on the corrugation of the surface. [87, 102] The bands belonging to K1
are labelled with l2 − r2 as illustrated in Fig. 28. Below EΓ¯(K1) l2, r2 correspond to
the + branch and l1, r1 to the − branch. Above EΓ¯ all labels correspond to the +
branch. The Kramers pair K2 is only partially filled for all the surface alloys on Ag(111)
and has mainly pxpy character. The bands which belong to K2 are labelled with l4, l3
and r3, r4, where l4, r4 correspond to the + branch and l3, r3 to the − branch. In
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contrast to the Shockley states on clean (111) surfaces, e.g. the surface state of Au(111),
where the constant energy contours are circular, the constant energy contours of K1
and K2 are hexagonal as shown in Fig. 28 (b). This is a consequence of the in-plane
inversion asymmetry of the surface, which causes an anisotropic dispersion, as discussed
in section 4.2. [108,119] The deviation from circular shape is stronger for larger k|| values,
where the coupling to the lattice potential is larger. The in-plane inversion asymmetry
also exerts a profound influence on both the size of the spin splitting as well as on the
spin polarization (see Fig. 24 in section 4.2). [102,108]
6.1 Spin-resolved band structure of Bi/Ag(111)
Figure 29: Surface state band dispersion of Bi/Ag(111) parallel to the Γ¯M¯ direction for
different distances ky in direction Γ¯K¯ from the SBZ center.
Out of the three pure surface alloys on Ag(111), Bi/Ag(111) shows the largest spin
splitting. The giant Rashba-type spin splitting in Bi/Ag(111) was discovered in 2007
and has stimulated both theory and experiment. [102]
In Fig. 29 the surface state band structure of Bi/Ag(111) is shown around the Γ¯ point
measured with ARPES at a photon energy of 22 eV. kx is along the Γ¯M¯ direction and ky
along Γ¯K¯. The photoemission intensity is symmetric along kx with respect to kx = 0 due
to the experimental setup.1 In contrast, the intensity distribution is highly asymmetric
along the ky direction due to strong differences in the transition matrix elements for
different geometries (for details see section 6.5). The Kramers pair K1 is entirely below
the Fermi level with the energy E0(K1) ≈ 0.1 eV and EΓ¯(K1) ≈ 0.3 eV. The two bands
belonging to K2 cross the Fermi level at kx = 0.1 A˚
−1 and kx = 0.23 A˚−1 as indicated
1The data shown in Figs. 29 and 30 have not been measured at COPHEE but at the SGM-3 beamline
of the storage ring ASTRID. [122]
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Figure 30: Constant energy surfaces at E = EF (left). E = EΓ¯ (middle) and E = 0.8 eV.
For larger k|| values the constant energy contours of the pxpy derived bands become
hexagonal, while the spz derived bands have a more circular shape. kx is approximately
along Γ¯M¯ and ky along Γ¯K¯.
by the labels 1 and 2. The label 3 corresponds to an Ag(111) bulk umklapp band. In
the vicinity of Eb = 0.1 eV and |k||| ≈ 0.2 A˚−1 the + branch of K1 and the − branch
of K2 hybridize. While from ARPES it seems that the bands actually cross, SARPES
is in favor of an avoided crossing as will be shown later on. The Rashba momentum
measured for K1 is kR = 0.13 A˚
−1 and the Rashba energy is ER = 200 meV. [102]
The effective mass is given by m∗ = −0.35 me, where me is the free electron mass. For
K2, the Rashba energy and the effective mass are not accessible in a standard ARPES
measurement. An estimation for the Rashba momentum of K2 from the splitting along
Γ¯M¯ at the Fermi level yields kR(K2) = 0.065 A˚
−1.
Fig. 30 shows the constant energy surfaces of Bi/Ag(111) for the three different energies
E = EF , E = EΓ¯ = 0.3 eV and E = 0.8 eV. The intensity distribution is symmetric with
respect to the kx = 0 line, but highly asymmetric along ky. At the Fermi energy EF ,
the two contours correspond to the two bands of the Kramers pair K2. The + branch of
K2 has a pronounced hexagonal shape already at the Fermi level due to the interaction
with the lattice, while the − branch located at smaller k|| values, where the influence of
the lattice is weaker, is more circular. It might be interesting to note that the hexagonal
shape of K2 is rotated by 30◦ with respect to the SBZ. At EΓ¯ = 0.3 eV, three bands
are visible. The bright spot in the middle of the constant energy surface is the crossing
point of the Kramers pair K1. In the Γ¯M¯ direction at |k||| ≈ 0.2 A˚−1 the + branch of
K1 and the − branch of K2 can be resolved due to the more hexagonal shape of K2.
At E = 0.8 eV, the outer two bands are the same as at EΓ¯, and the circular inner band,
which shows a highly asymmetric intensity distribution, is the − branch of K1.
When going from the Fermi level towards higher binding energies (from left to right in
Fig. 30), the most notable change is the more hexagonal shape of the inner band (−
branch) of K2 due to the increased interaction with the lattice. [108] Another remark-
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Figure 31: Spin-resolved momentum distribution curves measured at Eb = 0.9 eV with
hv = 24 eV (top panels) and at Eb = 0.4 eV with hv = 23 eV (bottom panels) along
the Γ¯M¯ direction. (a) and (c) show the spin-integrated intensities and the Lorentzian
peaks of the fit. The solid line is the total intensity fit. (b) and (d) show the measured
(symbols) and fitted (solid lines) spin polarization curves from the MDC. The statistical
errors are smaller than the symbol size. The insets of (b) and (d) visualize the in-plane
and out-of-plane spin polarization components obtained from the polarization fit, where
the symbols refer to those in (a) and (c), respectively.
able point is the finding that the Kramers pair K2 which has mainly pxpy symmetry
shows a much more pronounced hexagonal shape. This behavior can be understood as
a consequence of stronger sensitivity to the in-plane potential of the pxpy-like bands in
comparison with the spz derived bands. This sensitivity to the in-plane potential and
its gradients also has a strong influence on the spin structure of these bands as will be
shown in the following by means of SARPES.
Fig. 31 shows SARPES measurements for the surface alloy Bi/Ag(111). Fig. 31 (a)
shows the spin-integrated intensity and the individual bands contributing to a MDC
taken at the binding energy Eb = 0.9 eV along the direction Γ¯M¯ . In Fig. 31 (b) the
corresponding spin polarization data are shown. The lines correspond to the fits of the
two-step fitting routine, which is described in detail in subsection 2.3.1. The inspection
of Fig. 31 (a) from negative to positive k|| values shows that the MDC first cuts the
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Bi/Ag(111)
Eb = 0.4 eV, Γ¯M¯
k|| (A˚−1) -0.26 -0.18 -0.02 0.02 0.18
φ (◦) 104 ±10 -81 ±2 101 ±4 -97 ±2 104 ±1
θ (◦) 57 ±7 -1 ±2 6 ±5 -6 ±2 3 ±1
l3 l2 l1 r1 r2
Eb = 0.9 eV, Γ¯M¯
k|| (A˚−1) -0.34 -0.25 -0.11 0.12
φ (◦) -111 ±17 -80 ±2 99 ±1 -90 ±1
θ (◦) 68 ±5 3 ±2 -5 ±1 1 ±1
Table 3: Band positions and directions (given by θ and φ) of the spin polarization vectors
of the surface state bands l3 − r2 for the Bi/Ag(111) surface alloy at Eb = 0.4 eV and
Eb = 0.9 eV. The angular errors are estimates resulting from the fitting procedure to the
spin polarization spectra.
band labelled with l3 (the labels are in accordance with those given in Fig. 28). From
the spin polarization data it can be concluded that this band belongs to the − branch
of K2 as explained below. The next three bands l2, l1 and r1 belong to the Kramers
pair K1. The momentum splitting between l1 and l2 is ∆k = 0.14 A˚−1 at Eb = 0.9 eV.
Note that this value is smaller than 2kR(K1) = 0.26 A˚
−1 found in Ref. [102]. This is
a consequence of the non-parabolic dispersion which causes a smaller difference ∆k for
the bands of K1 at larger binding energies (see Fig. 29).
The application of the two-step fitting routine to the data reveals that the bands of K1
have spin polarization vectors which are mainly in-plane (out-of plane angle θ < 7◦) and
approximately pointing in the ±y direction (roughly tangential to the constant energy
contours), in agreement with time reversal symmetry. The in-plane part of the spin
polarization vector of the + branch of K1 shows a counterclockwise rotation while for
the − branches of K1 and K2 the rotation is clockwise. Hence both K1 and K2 have
a positive chirality, which due to the hole-like character of the bands implies αR < 0.
The in-plane deviations of the spin polarization vectors from pure Py (the direction
perpendicular to the momentum) are smaller than 15◦. We assume that this deviation
from pure Py spin polarization is a consequence of both the non-circular constant energy
contours and a slight tilt in the sample mounting. In contrast to the spz derived bands
of K1, the pxpy derived band l3 shows a notable out-of plane spin polarization. For the
MDC shown in Fig. 31 (a) we found θl3 = 68
◦±5◦, i.e. a rotation of 68◦ out of the surface
plane. While the Pz component is larger than predicted by theory, where Pz ≈ 10% was
predicted, [102] the observation of the out-of-plane component confirms the assignment
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Figure 32: (color online) Azimuthal scan of intensity (a) and spin polarization (b) at
Eb = 0.9 eV and k|| = 0.29 A˚−1 (hv = 24 eV). The sine curves (solid lines) are not
fits but solely a guide to the eye. The z component of the spin polarization vector
shows approximately a sine like behavior with 2pi/3 periodicity and extrema in the Γ¯M¯
direction. The statistical errors are smaller than the symbol size.
of the bands.
The spin polarization vectors obtained with the two-step fitting routine are shown in the
insets of Fig. 31 (b), where the symbols refer to those in Fig. 31 (a), and the corresponding
values are summarized in Table 3. All bands are found to be fully spin polarized. The
full circle corresponds to the in-plane part, where the horizontal and vertical axis is given
by Px and Py, respectively. The half circle shows the out-of-plane rotation, where the
horizontal axis is set along the direction of the in-plane spin polarization for each band.
Fig. 31 (c) and (d) show SARPES data obtained at a binding energy of 0.4 eV in direction
Γ¯M¯ . The cut is slightly below the energy EΓ¯ of the crossing point of K1. This means
that the measurement passes through a region with significant overlap of two bands with
different spin polarization and from the spin-integrated data only three peaks are clearly
visible. In such a case a vectorial spin analysis such as the two-step fitting routine is
needed in order to resolve the polarization of the individual bands. Using the two-step
fitting routine we find again that the bands l2−r2 of K1 are polarized within the surface
plane approximately tangential to the constant energy contour, while the band l3 shows
an out-of-plane spin polarization component (θl3 = 57
◦). The exact values for the spin
polarization vectors of the individual bands are summarized in Table 3 and shown in the
insets of Fig. 31 (d).
In Fig. 32 the azimuthal dependency of the spin polarization vector of l3 for Eb = 0.9
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eV and |k||| = 0.29 A˚−1 is shown. In agreement with the threefold rotational symmetry,
the out-of-plane spin polarization component Pz shows an alternating behavior with a
2pi/3 periodicity. The out-of-plane spin polarization has extrema in the Γ¯M¯ direction
and is zero along Γ¯K¯. This is in agreement with Γ¯M¯ being a structural mirror plane.
Px and Py on the other hand are 2pi periodic, as expected from the previous finding that
the in-plane spin polarization component is essentially perpendicular to the momentum
k||. As will be shown later on for the case of Pb/Ag(111), the spin polarization vector
rotates in and out of the surface plane as a function of the azimuthal direction, while it
length |P | is conserved.
6.2 Spin-resolved band structure of Pb/Ag(111)
For the Pb/Ag(111) surface alloy, the spin splitting found in the experiment is consid-
erably smaller than for the Bi/Ag(111) system, i.e. kR = 0.03 A˚
−1. [109, 123] This is
surprising at first since the atomic number of Pb (Z = 82) is similar to the one of Bi
(Z = 83) and correspondingly a spin splitting of similar size could in principle be ex-
pected. The surface state band structure of Pb/Ag(111) also consists of two Kramers
pairs, with band symmetries similar to Bi/Ag(111). [87] Apart from the size of the spin
splitting, the main difference is that, because Pb has one valence electron less than Bi, the
band crossing of the spin-split surface states is above the Fermi level in the Pb/Ag(111)
surface alloy, which complicates the experimental classification of the different bands.
The band structure as measured by ARPES is displayed in Fig. 33 (a), which shows a
spin-integrated cut through the SBZ along the Γ¯K¯ direction. Three features marked by
arrows are visible. The white arrows point at the bands l1 and l2 from K1, while the
bands l3, l4 of K2 and the bulk umklapp band are in the region of the red arrow. They
can only be separated with the additional spin information as shown below. Note that
the assignment of the bands is not a priori clear from the spin-integrated data given in
Fig. 33 (a). In fact, it has been argued that the inner two bands could originate from
different surface states and are thus not spin-split counterparts. [23, 87] However, this
interpretation is in contrast to more recent experimental results, [109,110,124,125] partly
presented in this thesis, and will not be discussed further.
Figs. 33 (b)-(e) give an overview of the SARPES data on the Pb/Ag(111) surface alloy.
The data are all obtained with the photon energy hv = 24 eV at the binding energy
Eb = 0.15 eV, with the results obtained from the vectorial spin analysis summarized
in Table 4. Fig. 33 (b) shows the spin-integrated intensity of a MDC along Γ¯M¯ . From
the fit to the momentum distribution curve the positions, widths and intensities of the
different surface state bands of the Pb/Ag(111) surface alloy are extracted. This yields
a momentum splitting of ∆k = 0.05 A˚−1 for the bands of both K1 and K2. From the
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Figure 33: (a) Surface state band dispersion of Pb/Ag(111) in the direction Γ¯K¯. The two
white arrows mark the bands l1 and l2 of K1. The bands of K2 and the bulk umklapp
band can not be resolved and are in the region of the red arrow. (b-e)SARPES data
obtained with hv = 24 eV at Eb = 0.15 eV. (b) Measured MDC in the Γ¯M¯ direction,
showing also the fitted peaks contributing to the intensity. The solid line is the intensity
fit. (c) Measured (symbols) and fitted (solid lines) spin polarization data corresponding
to (b). (d) The measured z component of the spin polarization vector (symbols) obtained
from an azimuthal scan at k|| = 0.38 A˚−1, where band l4 is located, shows approximately
a sine like behavior with 2pi/3 periodicity (solid line) and extrema in the Γ¯M¯ direction.
The inset visualizes the out of plane rotation as a function of the azimuthal angle. (e)
Spin polarization resulting from a MDC (not shown) in the Γ¯K¯ direction. The four
peaks l4 − l1 contribute to the spin polarization spectrum. Note the different k|| scale
between (c) and (e). The insets in (c) and (e) show the corresponding spin polarization
components. The symbols refer to those defined in (b). The largest statistical errors of
the spin polarization spectra are given by ∆.
fit to the spin polarization data shown in Fig. 33 (c), the spin polarization vectors of
the individual bands are extracted. All surface state bands are found to be fully spin
polarized. Similar to Bi/Ag(111), the bands of K1, which have primarily spz character,
are spin polarized in the surface plane along the y axis and have a positive chirality.
The pxpy derived bands of K2 on the other hand show a notable out-of-plane spin
polarization component. The out-of-plane rotation of l4 is larger than that of l3, but
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Pb/Ag(111)
Eb = 0.15 eV, Γ¯M¯
k|| (A˚−1) -0.38 -0.35 -0.23 -0.18 0.18 0.23
φ (◦) -42 ±32 120 ±21 -85 ±2 93 ±2 -81 ±2 102 ±3
θ (◦) -47 ±8 28 ±11 -1 ±2 3 ±2 0 ±2 1 ±3
l4 l3 l2 l1 r1 r2
Eb = 0.15 eV, Γ¯K¯
k|| (A˚−1) -0.40 -0.36 -0.27 -0.18
φ (◦) -83 ±10 124 ±7 -83 ±2 100 ±2
θ (◦) 4 ±11 2 ±8 -1 ±2 -2 ±2
Table 4: Band positions and directions (given by θ and φ) of the spin polarization vectors
of the surface state bands l4− r2 for the Pb/Ag(111) surface alloy at Eb = 0.15 eV. The
angular errors result from the fitting procedure to the spin polarization spectra.
reduced compared to Bi/Ag(111), i.e. 46◦ and 29◦ for l4 and l3, respectively. Due
to the threefold rotational symmetry of the structure, adjacent Γ¯M¯ directions are not
equivalent, as reflected in the spin polarization component Pz. The dependence of the
out-of-plane spin polarization component of band l4 at k|| = 0.38 A˚−1 on the azimuthal
angle is shown in Fig. 33 (d). It shows an approximate sine like behavior with a 2pi/3
periodicity comparable to Fig. 32 (b).
The analysis of the MDC spin polarization spectra shown in Fig. 33 (e), to which the
bands l4 − l1 contribute, indicates that the polarization vectors of the bands l4 and l3
lie in the surface plane for kx along Γ¯K¯, while the bands are still fully spin polarized:
the vanishing spin polarization in the Pz component is compensated by the appearance
of spin polarization in the y component. Combining the information from Figs. 33 (c),
(d) and (e) leads us to the conclusion that the spin polarization vector of band l4 rotates
out of and into the surface plane as a function of the azimuthal angle, while the in-plane
part of the spin polarization vector remains approximately tangential to the constant
energy surface. The out-of-plane rotation is schematically indicated by the vectors in
Fig. 33 (d).
Again it should be noted that, due to the time reversal symmetry the surface remains non-
magnetic, which means that the vector sum of all spin polarization vectors throughout
the SBZ is zero. For Pz, this is exemplified by the change of sign for adjacent Γ¯M¯
directions. Furthermore, from the peak positions of l2 and l1 (see Table 4 for values),
we find that the Rashba splitting of the inner two bands is larger for the Γ¯K¯ direction
than for Γ¯M¯ , which is a ramification of the non circular constant energy surface.
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6.3 Spin-resolved band structure of Sb/Ag(111)
The surface state band structure of Sb/Ag(111) features the two Kramers pairs K1 and
K2 as shown in Fig. 34 (a). The energy of the crossing point of K1 is EΓ¯ = 0.27 eV,
which is 0.03 eV closer to EF as compared to Bi/Ag(111). In contrast to Bi/Ag(111) and
Pb/Ag(111), the spin splitting is so small that it is not resolved in Fig. 34 (a). Similar
to Bi/Ag(111), the pxpy derived states of K2 have a strongly hexagonal shape while
the spz like states of K1 are more circular. The hexagonal shape of the bands becomes
more pronounced for larger k|| as shown in the different constant energy contours in
Fig. 34 (b)-(e). At Eb = 2.1 eV (see Fig. 34 (e)) also K1 shows a perceivably hexagonal
shape. Again it should be noted that this deviation from the circular contour of a 2D
free electron gas is due to the influence of the crystal lattice. In this respect it is of
interest to note again that the hexagonal shape of K2 is rotated by 30◦ with respect to
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Figure 34: (a) Surface state band dispersion of Sb/Ag(111) in the direction Γ¯M¯ . Con-
stant energy contours obtained at (b) the Fermi level, (c) 0.4 eV, (d) 1,3 eV and (e)
2.1 eV binding energy (adapted from Ref. [119]). (f) Spin-resolved intensities I↑y and I
↓
y
for a MDC along Γ¯M¯ at Eb = 0.6 eV.
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the SBZ, while K1 is congruent with the hexagon of the SBZ.
In Fig. 34 (f) the spin-resolved intensities I↑y and I
↓
y are presented for a MDC along
Γ¯M¯ at a binding energy of 0.6 eV. The spin-resolved MDC shows a clear signature of a
Rashba-type spin-orbit splitting with a momentum shift ∆k = 2kR = 0.01 A˚
−1 between
each set of bands. This spin splitting is comparable to the intrinsic linewidth of the
surface state bands, which has profound consequences on the spin polarization measured
in a SARPES experiment as will be shown in chapter 8. For small binding energies
Eb . 1 eV the dispersion of K1 can be assumed to be parabolic from Figs. 34 (b)-(d).
This allows to deduce the Rashba energy ER = 0.87 meV and the Rashba constant
αR = −0.36 eV A˚ from the measured Rashba momentum kR using m∗ = −0.10 me.
6.4 Interpretation of the similarities and differences of the pure
surface alloys
The SARPES experiments on Bi/Ag(111), Pb/Ag(111) and Sb/Ag(111) presented in
the previous sections clearly proof the Rashba-type nature of the surface states. The
individual surface state bands are found to be fully spin polarized and show, depending
on the direction and the orbital symmetry, a sizable out-of-plane rotation of the spin
polarization vector. Similar to the surface state of Au(111), both Kramers pairs K1
and K2 have a positive chirality. However, due to the hole-like character of the bands
K1 and K2 this implies that αR < 0 for the surface alloys on Ag(111) in contrast to
Au(111). This is because due to the surface corrugation the main weight of the surface
state wave function lies below the alloy atoms, i.e. between the alloy atoms and the Ag
atoms of the first layer of the substrate, whereas for Au(111) the wave function is shifted
towards the vacuum side. An overview of the parameters αR, kR and ER obtained from
the experiments for the respective spz derived surface states K1 of the three pure surface
alloys on Ag(111) is given in Table 5. We now discuss the observed differences of the
size of the Rashba effect.
αR kR ER m
∗ ∆z Ref.
Bi/Ag(111) -3.05 eVA˚ 0.13 A˚−1 200 meV -0.35me 0.65 A˚ [102]
Pb/Ag(111) -1.42 eVA˚ 0.03 A˚−1 21 meV -0.15me 0.46 A˚ [123]
Sb/Ag(111) -0.36 eVA˚ 0.005 A˚−1 0.87 meV -0.10me 0.10 A˚
Table 5: Characteristic parameters for the spz surface state of the different surface alloys
on Ag(111). Note that due to the lack of spin resolution Refs. [102, 123] only give the
absolute value of the Rashba constant.
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We start by noting that the size of the spin splitting for Bi/Ag(111) is much larger than
for e.g. Au(111) and Bi(111) as reflected in the magnitude of the Rashba parameters
|αR(Au(111))| = 0.33 eV A˚, [6] |αR(Bi(111))| = 0.56 eV A˚ [12] and |αR(Bi/Ag(111))|
= 3.05 eV A˚. [102] The dramatic increase in the size of the spin splitting for Bi/Ag(111)
is a consequence of the combination of several aspects. First of all, there is the heavy
element Bi with large atomic spin-orbit coupling. But since only 1/3 of the atoms
in the unit cell are Bi atoms and 2/3 are Ag atoms, this can not explain the size of
the Rashba effect in Bi/Ag(111), in particular in comparison with Bi(111). Hence the
reason has to be the structure of the surface alloy. As shown in section 5, Bi/Ag(111)
is in-plane inversion asymmetric and the surface is highly corrugated (∆z = 0.65± 0.10
A˚ [110]). The in-plane inversion asymmetry and the corresponding in-plane potential
gradients are particularly strong in the sense that there are heavy atoms (Bi) surrounding
light atoms (Ag), which causes a large in-plane asymmetry of the wave function with
respect to the individual nuclei and strongly enhances the spin splitting. [108] Apart
from the increased spin splitting, the in-plane inversion asymmetry manifests itself in
the noncircular constant energy contours and the finite out-of-plane spin polarization
component Pz. In addition, most of the weight of the surface state wave function lies in
the surface layer, where the envelope function is highly asymmetric in the z direction.
Pb/Ag(111) shows a significantly smaller spin splitting than Bi/Ag(111)(see Table 5 for
values). Although the nuclear number of Pb (Z = 82) is smaller than that of Bi (Z = 83)
and the atomic spin-orbit coupling is smaller in Pb, this effect is too small to explain
the origin of the differences between Pb/Ag(111) and Bi/Ag(111). [87]
The spin splitting found in Sb/Ag(111) is very small as compared to both Bi/Ag(111)
and Pb/Ag(111). However, the fact that Sb(111) features a large spin splitting as shown
in section 4.2 indicates that the atomic number of Sb can not be the sole reason for the
small spin splitting.
While the in-plane lattice constants are the same for the different surface alloys on
Ag(111), the surface corrugation ∆z notably differs as shown in chapter 5 and sum-
marized in Table 5. The influence of the size of the Rashba-type spin splitting on the
surface corrugation is shown in Fig. 35 (a) for Pb/Ag(111) and two different relaxations
of the Pb atoms, ∆z = 0.67 A˚ (filled circles) and ∆z = 0.97 A˚. For ∆z = 0.67 A˚, which
is close to the experimentally determined surface corrugation, the calculations found a
spin splitting of kR ≈ 0.04 A˚−1 similar to the value determined in experiments. For the
surface corrugation ∆z = 0.97 A˚ a Rashba momentum kR = 0.11 A˚
−1 was found, a value
similar to the one found for Bi/Ag(111). This sizable difference clearly demonstrates the
influence of the surface corrugation.
The dependency of the size of the spin splitting on the surface corrugation can be un-
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Figure 35: (a) First principles calculations of the surface state band structure for two
different relaxations ∆z = 0.67 A˚ (filled circles) and ∆z = 0.97 A˚ (open circles) of the
Pb atoms (adapted from Ref. [87]). A larger surface corrugation yields a larger spin
splitting. (b)-(d) Characteristic experimental parameters (b) kR, (c) ER and (d) αR as
a function of the outward relaxation ∆z for Ag(111), Cu(111) and the surface alloys on
Ag(111) and Cu(111). The lines are drawn as a guide to the eye.
derstood in terms of the asymmetry of the wave function as explained in Ref. [87]. As
argued in section 4.1, the size of the spin splitting is essentially determined by the asym-
metry of the wave function in the vicinity of the nuclei, as represented by the mixture
of different orbitals. For a (hypothetical) flat Bi/Ag(111) surface alloy, the s:pz ratio of
K1 is 4:1 and the corresponding Rashba momentum is kR ≈ 0.05 A˚−1. A small outward
relaxation of the Bi atoms to ∆z = 0.1 A˚ changes this ratio to 2:1 and correspondingly
increases the Rashba momentum to approximately 0.07 A˚−1. When the surface corru-
gation is further increased (∆z = 0.87 A˚), the in-plane orbitals pxpy and the spz-type
orbitals mix and the spin splitting is given by kR = 0.13 A˚
−1. These large differences
clearly indicate that the main reason for the different sizes of the spin splitting found in
the surface alloys on Ag(111) is the surface corrugation rather than the atomic number
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of the alloy atoms.
Figs. 35 (b)-(d) show the parameters kR, ER and αR characteristic for a Rashba system
versus the surface corrugation ∆z for the surface alloys on Ag(111) (red points) and
Cu(111) (blue squares) as well as the corresponding clean surfaces. Indeed, for both the
surface alloys on Ag(111) and on Cu(111), the parameters increase as a function of the
surface corrugation. However, while the same alloy atoms X show a larger outward re-
laxation on Cu(111) as compared to Ag(111), the spin splitting is smaller for X/Cu(111)
than for X/Ag(111), which can again be understood in terms of the symmetry of the
surface states wave function. [24] In that respect, the spin splitting reaches a maximum
for a certain amount of outward relaxation of the alloy atoms.
6.5 Photoemission transition matrix elements in Bi/Ag(111)
and Sb/Ag(111)
e-
Ep
Es
θ
z
y
x
Figure 36: Schematic picture used to illustrate the coupling of the electric field of the
incoming light to the orbitals of the electronic states.
The measured spectral weight of an ensemble of states depends strongly on several pa-
rameters such as measurement geometry, symmetry of the initial state and final state
wavefunction, photon beam polarization and excitation energy. These effects are de-
scribed by the matrix element in correspondence to the transition matrix in Fermis
golden rule. In the one-electron approximation, the measured photoemission intensity
from an initial state i to a final state f is proportional to the transition probabilities
Ifi ∝ ωfi = |〈f |A ·∇| i〉|2 δ(Ef − Ei − hν) = |tfi|2 δ(Ef − Ei − hν). (39)
The matrix element tfi = 〈f |A ·∇| i〉 is related to the efficiency of the specific pho-
toemission process. The electric field E of the incoming light can be described by the
superposition E = Es + e
iφEp, where Ep and Es corresponds to p (horizontal) and
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s (vertical) polarized light as illustrated in Fig. 36. The term |A ·∇| i〉 of the matrix
element describes the coupling of the light to the (momentum of the) initial states i and
is here considered in the dipole approximation. For electronic states with pure s orbital
symmetry, the coupling does neither depend on the light polarization nor on the angle θ
between the pointing vector of the light and the sample surface. For states with orbital
symmetry pα however, the term |A ·∇| i〉 can strongly depend on the light polarization
and the angle θ. For example, in the geometry of Fig. 36, py orbitals can only be ex-
cited by Es where the coupling is independent of θ, and px orbitals are only excited by
Ep, where the coupling is proportional to sin θ. However, for a full description of the
photoemission intensity, the final states f have to be considered.
In the first subsection of this section it will be shown that for the surface alloys the
matrix element ωfi dramatically depends on the photon energy. Moreover, dependent
on the photon energy there is a strong left-right asymmetry with respect to the Γ¯ point.
In the second subsection the influence of circularly polarized light on the photoemission
intensity distribution will be discussed and compared to the magnetic circular dichroism
known from photoemission from core levels and resonance lines.
6.5.1 Photon energy dependence
Fig. 37 (a) shows schematically the surface state band structure of Bi/Ag(111), and
Figs. 37 (b)-(i) show spin-integrated ARPES data from the Bi/Ag(111) surface alloy
for different photon energies. The data shown in Fig. 37 (b) are measured with linear
vertical polarized light and those shown in Fig. 37 (c)-(i) with linear horizontal polarized
light. Surface states show no dispersion as a function of the k-vector component normal
to the surface, here kz. Therefore, the dispersions of the Kramers pairs K1 and K2
remain unaffected by changing the photon energy.
For linear vertical polarized light (Fig. 37 (b)) the spectral weight is symmetric with
respect to the k|| = 0 A˚−1 line as a consequence of the measurement geometry, because a
change of the angle θ does not change Es (see Fig. 36). In contrast, the data of Fig. 37 (c)
which were measured with linear horizontal polarized light are asymmetric with respect
to the k|| = 0 A˚−1 line. Apart from the left-right asymmetry, which will be discussed
in more detail below, dramatic changes as a function of photon energy are observed in
the relative intensities of the subbands, marking very strong final state effects in this
system. For instance, changing the photon energy by only 2 eV from 23 to 25 eV shifts
most of the spectral weight from the state r1 to the state l1 (both associated with K1),
even close to the Γ¯ point.
Fig. 38 (a) shows MDCs at Eb = 0.9 eV extracted from the data shown in Fig. 37, where
the quantitative differences become even more obvious. Considering r1, the intensity
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Figure 37: (a) Schematic dispersion of the Bi/Ag(111) surface states (adapted from
Ref. [87]), showing the two Kramers pairs K1 and K2 and the band labeling convention.
(b) Cut through the SBZ for Bi/Ag(111) with hν = 100 eV and linear vertical polarized
light. (c)-(i) Photon energy dependency of the intensity distribution for the surface states
of Bi/Ag(111), measured with linear horizontal polarized light. The cuts are measured
along Γ¯M¯ and the photon energy is indicated above each panel.
decreases from a photon energy of 21.2 eV until the band almost vanishes at 29 eV and
then the intensity increases again. The band l1 on the other hand is very weak for 21.2 eV
and shows a large intensity for 29 eV. l1 and r1 show approximately an inverse behavior,
i.e. the intensity of one band increases as the intensity of the other band decreases. The
changes observed for l3 and r3 however are qualitatively different. First we note that
the intensity of r3 is too weak to allow a separation from the background intensity for
all photon energies in the measured range. Band l3 on the other hand shows a notable
intensity for several photon energies. Its intensity is particularly large for 21.2 eV, then
decreases up to 25 eV and is large again for 29 eV. It should be noted that the left-right
asymmetries are too large to be explained by the coupling of the light to the electrons,
i.e. by the term |A ·∇| i〉, and indicate a strong influence of the final states.
Asymmetric intensities in the photocurrent between one side of normal emission and
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Figure 38: (a) Spin-integrated MDCs at Eb = 0.9 eV for different photon energies,
extracted from the data of Fig. 37. The dotted lines indicate the positions of the different
bands. (b) Spin-integrated EDCs extracted from the same data (Fig. 37) for k|| = ±0.06
A˚−1. (Inset) Schematic EDCs at ±k|| in the case of magnetic linear dichroism.
the other side of normal emission are also observed for e.g. the Rashba-type spin-split
Au(111) surface state. [80] According to the argumentation in Ref. [80] the asymmetry
can be assigned to the symmetry properties of the initial state wave function. The
calculations yield an intensity distribution of the form
I±(k||) = I¯(k||)±∆I(k||), (40)
where the ± corresponds to the ± branch, respectively, I¯(k||) = I¯(−k||) and ∆I(k||) =
−∆I(−k||). Eq. 40 yields energy distribution curves (EDCs) as shown schematically in
the inset of Fig. 38 (b). The structure of the intensity I±(k||) given in Eq. 40 is similar
to the one used to describe linear magnetic dichroism, [126] and accurately describes
the intensity variations observed for the Au(111) surface state at the photon energy
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Figure 39: Photon energy dependency of the intensity distribution for the surface states
of Sb/Ag(111). The cuts are measured along Γ¯M¯ and the photon energy is indicated
in each panel. The solid lines in (b) are guides to the eye and illustrate the small
Rashba-type spin splitting.
hν = 21.2 eV. However, in the simple form presented in Ref. [126], it can not explain
the intensity variations observed for Bi/Ag(111) as explained below. This is a clear
indication that the formalism used to describe magnetic linear dichroism can in general
not be translated to Rashba systems, although the spin-polarized nature of the band
structure of a Rashba system shows similarities to a magnetic system.
Fig. 38 (b) shows spin-integrated energy distribution curves for k|| = ±0.06 A˚−1 for
the photon energies hν = 21.2 eV, 24 eV, and 29 eV. The EDCs cut through the +
and the − branch of the Kramers pair K1. At 21.2 eV and k|| = 0.06 A˚−1, the only
notable peak is due to the − branch of K1, while at k|| = −0.06 A˚−1 only the + branch
of K1 is visible. This finding is in agreement with the model from Ref. [80] discussed
above. However, at hν = 29 eV both bands of the Kramers pair K1 are more intense
at k|| = −0.06 A˚−1, which is in contrast to the above model. This contrast, the strong
photon energy dependency of the intensity distribution and the large asymmetries even
close to the Γ¯ point are a proof of a highly complicated final state band structure of
Bi/Ag(111), most likely due to strong spin-orbit coupling.
Fig. 39 shows cuts through the SBZ of Sb/Ag(111) for the three different photon energies
(a) 21 eV, (b) 24 eV and (c) 25 eV along the Γ¯M¯ direction measured with linear horizontal
polarized light. As shown in subsection 6.3 and schematically indicated by the solid lines
in Fig. 39 (b), the spin splitting is not resolved in the spin-integrated photoemission data.
This implies that the intensity contributions from the two bands of each Kramers pair
strongly overlap and can not easily be separated in the spin-integrated data, which
would result in a symmetric intensity distribution if Eq. 40 would hold. However, for
hν = 21 eV mainly the left side (negative k|| values) of K2 and the right side (positive
k|| values) of K1 have a large spectral weight. This yields a partially similar scenario
as observed for Bi/Ag(111) at hν = 21.2 eV (see Fig. 37), where the intensity is large
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on l3 (left side of K2) and r1 (right side of K1). In Fig. 39 (b) (hν = 24 eV) the
asymmetries are less strong than in Fig. 39 (a) but remain qualitatively similar. For
25 eV (Fig. 39 (c)) the intensity distribution becomes almost symmetric for K1, but
remains asymmetric for K2. Comparing the intensity distribution of K1 at 25 eV of
Sb/Ag(111) (Fig. 39 (c)) with the one of Bi/Ag(111) (Fig. 37 (g)) shows remarkable
differences. For Sb/Ag(111) there is slightly more spectral weight at positive k|| values,
while for Bi/Ag(111) the sum over the two bands of K1 yields more spectral weight at
negative k|| values. This finding is remarkable since the band symmetries of Sb/Ag(111)
and Bi/Ag(111) are rather similar and indicate again the strong influence of the final
states.
6.5.2 Light polarization effects
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Figure 40: (a) and (b) Intensity distribution for the surface states of Bi/Ag(111) mea-
sured along Γ¯M¯ with (a) circular left and (b) circular right polarized light at a photon
energy of 24 eV. (c) Asymmetry obtained from the intensity data given in (a) and (b).
The solid lines are guides to the eye and the arrows represent spin up and spin down
with respect to the y axis.
Magnetic circular dichroism (MCD) is a well established technique for the study of the
magnetic properties of atoms and solids. [127] In MCD a difference spectrum is formed
out of two spectra, one taken with circular left polarized light and the other with circular
right polarized light. Magnetic circular dichroism relies on the idea that electrons with
a certain spin, e.g. spin up, are more likely to be excited with one type of circular
polarization, e.g. circular right polarized light, while the electrons with the opposite
spin are more likely excited with the opposite light polarization. Correspondingly, the
difference spectrum reflects the magnetic properties and is directly proportional to the
degree of magnetization. While MCD is a reliable technique for the study of core levels
and resonance lines, we will show here that it can not be translated to states in the
valence band.
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Figure 41: (a) and (b) Intensity distribution for the surface states of Sb/Ag(111) mea-
sured along Γ¯M¯ with (a) circular left and (b) circular right polarized light at a photon
energy of 24 eV. (c) Asymmetry obtained from the intensity data given in (a) and (b).
In Fig. 40 we show cuts through the SBZ along Γ¯M¯ for circular left and circular right
polarized light and the asymmetry (ICL − ICR)/(ICL + ICR), where red corresponds to
positive values and blue to negative values. The solid lines in Fig. 40 (b) indicate the
schematic band structure and the arrows represent the direction of the spin polarization
vector of the bands with respect to the y axis as measured with SARPES. The y axis
is approximately the spin quantization axis for the Kramers pair K1, while K2 also
features a large out-of-plane component as discussed in section 6.1. There is a small gap
at k|| = 0 A˚−1 because the cut does not precisely go through Γ¯ due to a small sample
tilt. If the same ideas exploited in the MCD would apply for photoemission from valence
bands (and correspondingly surface states), the colors and the spin polarization vectors
of the bands would match, i.e. one could assign a color to spin-up electrons and a color
to spin-down electrons. An inspection of Fig. 40 (c) shows that this is not the case. In
particular, both bands of K1 have the same color for binding energies Eb & 0.5 eV (red
for negative and blue for positive k|| values), which is in contrast to their opposite spin
polarization vectors.
That the principles of MCD can not be applied to photoemission from surface states be-
comes even more clear when investigating the spectral weight measured from Sb/Ag(111).
The spin-integrated intensity of a cut through the SBZ is shown in Fig. 41 (a) for circular
left polarized light and in Fig. 41 (b) for circular right polarized light. Since the spin
splitting of the bands is so small that the bands are not separated in the spin-integrated
measurements, the asymmetry shown in Fig. 41 (c) should essentially yield zero if cir-
cular left polarized light would preferentially excite one spin direction and circular right
polarized light the other spin direction. However, there is a clear left right asymmetry
and the colors on both sides of the Γ¯ point are opposite.
Concluding this subsection it was shown that the principles of MCD can not be applied
to Rashba-type spin-split surface states by comparing the spin structure as measured
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with SARPES with the asymmetries obtained between circular left and circular right
polarized light.
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7 A fully tunable Rashba system:
BixPbySb1−x−y/Ag(111)
In perspective of possible applications making use of the Rashba effect, such as e.g. the
spin field-effect transistor (see section 3.3 for details), a large Rashba-type spin split-
ting is desirable. Whereas in semiconductor heterostructures the size of the splitting
can be tuned by an external gate voltage, in this chapter the ternary surface alloy
BixPbySb1−x−y/Ag(111) is presented, in which both the size of the spin splitting and
the position of the Fermi level can be independently tuned by variation of material pa-
rameters. Although the Ag(111) substrate hampers the observation of spin currents at
the surface, the ternary surface alloy is an exquisite model system to study the funda-
mentals of many intriguing effects related to Rashba-type spin-orbit coupling, such as
a renormalization of the Fermi liquid parameters, [93] changes in the electron-phonon
coupling parameter, [37] and an enhancement of the superconductivity transition tem-
perature. [94]
In this chapter the band and spin structure of the two mixed surface alloys
BixPb1−x/Ag(111) and BixSb1−x/Ag(111) will be introduced and the formation of the
ternary surface alloy BixPbySb1−x−y/Ag(111) will be shown as a proof of principle. In
these mixed surface alloys the region where EΓ¯ < EF < E0 becomes accessible, and
it will be shown that in this region unconventional Fermi surface spin textures can be
observed. Moreover, the implications of the topological transition of the Fermi surface
occurring when EF = EΓ¯ for the transport of spin will be discussed. For the sake of
clarity, only the inner Kramers pair K1 will be considered throughout this chapter.
7.1 Tuning the Fermi level: BixPb1−x/Ag(111)
In subsection 6.1 it was shown that the Rashba effect is dramatically enhanced in the
Bi/Ag(111) and Pb/Ag(111) surface alloys. The size of the spin splitting is achieved
through a combination of three ingredients, namely the presence of heavy atoms, the
in-plane inversion asymmetry and the surface corrugation. Considering the surface state
band structures of the Bi/Ag(111) and Pb/Ag(111), the main difference is the position
of the Fermi level and the size of the spin splitting (see chapter 6 Figs. 28, 29 and 33
for the surface state band structures and Table 5 for the Rashba parameters). The
difference in EF is primarily a consequence of the different number of valence electrons.
The smaller spin splitting in Pb/Ag(111) as compared to Bi/Ag(111) was argued to be
mainly a consequence of the smaller surface corrugation.
In this section it will be shown that the surface state band structure of the
BixPb1−x/Ag(111) surface alloys can be continuously tuned by varying the stoichiometric
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Figure 42: Upper graphs: Experimental band structure of BixPb1−x/Ag(111) for x =
(0.5), (0.6) and (1) (from left to right) along the Γ¯K¯ direction, where dark corresponds
to a higher photoemission intensity. Lower graphs: Second derivative data to enhance
the contrast.
parameter x, as already pointed out in Ref. [109].
The experimental surface state band structure of BixPb1−x/Ag(111) is shown in Fig. 42
along Γ¯K¯ for the stoichiometric parameters x = (0.5), (0.6) and (1) measured with (spin-
integrated) ARPES. Second derivative data are also shown to enhance the contrast.
The Kramers pair K1 is fully occupied for x = 1 and, as x is decreased, the Fermi
level shifts down with respect to the bands so that K1 gets depopulated, and the spin-
splitting decreases. For x = 0.6, the Fermi level EF lies between the band apex and the
crossing point (E0 > EF > EΓ¯). In this regime the Fermi surface topology is changed
(see chapter 3 Fig. 14) and unconventional Fermi surface spin textures are expected
according to the Rashba model (see chapter 3 Eq. 31 and Fig. 13). At x = 0.5, the
Fermi level lies approximately at the crossing point of K1, where the DOS of the inner
Fermi contour vanishes. Note that here the calibration of x is slightly different from
that given in Ref. [109]. However, this does not affect the conclusions of either work.
It should be pointed out that the tunability of the surface state band structure and the
absence of a superposition of the band structures of Bi/Ag(111) and Pb/Ag(111) clearly
indicate that there is no formation of domains. LEED measurements show apart from
the (
√
3 × √3)R30◦ reconstruction no superstructure. The combination of these two
findings indicates that Bi and Pb are randomly distributed.
In Fig. 43 the experimental spin-resolved MDCs for x = 0.5 (left column) and x = 0.6
(right column) are shown, providing us with the Fermi surface spin textures for EΓ¯ > EF
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Figure 43: Spin-resolved ARPES data obtained at Eb = 0.05 eV of BixPb1−x/Ag(111)
for x = 0.5 (left) and x = 0.6 (right). (a) and (b) Total spin-integrated intensity (circles)
and spin-resolved intensity curves projected on the y-axis of a MDC along Γ¯K¯. (c) and
(d) are the corresponding measured (symbols) and fitted (solid lines) spin polarization
data. (Insets) Schematically drawn Fermi surface spin textures. For x = 0.6, both bands
of K1 crossing EF between Γ¯ and the SBZ boundary have parallel spin polarization
vectors, while for x = 0.5, the spin polarization vectors are anti-parallel.
and E0 > EF > EΓ¯, respectively. The extraction of the spin polarization vectors P was
done by applying the two-step fitting routine described in subsection 2.3.1 on the data
of Fig. 43. For both compositions, it is found that the surface states K1 remain fully
spin polarized with spin polarization vectors similar to those of the surface states of
Bi/Ag(111) or Pb/Ag(111) found in section 6. The spin polarization vectors lie mainly
in the surface plane and perpendicular to k||, and both the out-of-plane and radial
spin polarization components are comparatively small. This finding is corroborated
by several similar measurements in different crystallographic directions and at different
binding energies. It is thus concluded that the spin polarization of the surface states K1
is robust against the mixing of Bi and Pb.
For x = 0.5, the measurement is performed slightly below the crossing point of K1. We
observe the conventional situation, i.e., a straight cut from Γ¯ to the surface Brillouin
zone (SBZ) boundary crosses two bands with opposite spin polarization vectors. This
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can be seen in the spin-resolved spectra of Fig. 43 (a), which are obtained from the fits
of the corresponding spin polarization data shown in Fig. 43 (c). The spin polarization
vectors of the bands are opposite for all adjacent bands. The corresponding qualitative
Fermi surface spin textures are drawn in the inset of Fig. 43 (c).
For x = 0.6, an unconventional Fermi surface spin texture is observed. Fitting the
spin polarization data of Fig. 43 (d) clearly shows that, for positive and negative kx,
both bands crossing the Fermi energy have nearly parallel spin polarization vectors. The
corresponding spin-resolved spectra are displayed in Fig. 43 (b). Due to strong transition
matrix element effects, the inner band on the left side of normal emission is only visible
as a weak shoulder of the I↓y curve. When E0 > EF > EΓ¯, the Fermi surface spin texture
matches qualitatively that shown in the inset of Fig. 43 (d). A cut from Γ¯ to the SBZ
boundary crosses two bands with parallel spin polarization vectors.
To conclude this section, it was established that substitutional alloying does not alter the
spin polarization vectors of the mixed BixPb1−x/Ag(111) surface alloys. Furthermore,
unconventional Fermi surface spin textures were realized through an adequate choice of
the composition and were measured.
7.1.1 A Rashba-type spin filter
Intuitively, one could expect a spin-filtering effect due to the unconventional Fermi sur-
face spin texture, since an arbitrary straight line from Γ¯ towards the SBZ boundary cuts
through states with identical spin polarization vectors, e.g. the two states with kx > 0
and ky = 0 have the same spin polarization vectors P = (0, 1, 0). However, it is the
group velocity vG = ~ (∂E/∂k) which determines electronic transport and this remains
the same for anti-parallel spin directions for both EF < EΓ¯ and E0 > EF > EΓ¯ as shown
by the arrows in Fig. 44 (b). Nevertheless, as will be shown in this section, the electronic
transport across an ideal boundary separating a spin-degenerate two-dimensional elec-
tron gas from a Rashba system is spin polarized. The degree of spin polarization will be
shown to be largest when EF = EΓ¯ where the topological transition of the Fermi surface
occurs.
In principle, a two-dimensional scattering geometry, as depicted in Fig. 44 (a), could
be realized by the deposition of BixPb1−x on Ag(111) through a shadow mask. A spin-
degenerate electron gas with an effective mass corresponding to that of Ag(111) surface
states meets the states from the K1 manifold of BixPb1−x/Ag(111) at the ideal one-
dimensional boundary x = 0. It is imagined that a small current is driven through the
boundary by the application of an infinitesimal voltage difference across the interface.
The polarity of this applied voltage defines whether the charge current is from the left
to the right, i.e., from the Ag(111) to the Rashba side, or from the right to the left, i.e.,
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Figure 44: (a) Incoming and outgoing surface plane waves from the interface at x = 0
between a spin isotropic (x < 0) and a Rashba system (x > 0). (b) Dispersions of the
Ag(111) and Rashba surface states. The arrows indicate the states with positive group
velocities vGx > 0. (c) PAg←x as a function of EF −EΓ¯ as defined in the text. (d) PAg→x
as a function of EF − EΓ¯ as defined in the text.
from the RB to the Ag(111) side. The charge current is calculated from the reflection
coefficients Rσ for an incoming surface state of energy EF with spin quantum number
σ along some quantization axis, which is here chosen to be the y-axis (see Ref. [128] for
computational details).
The spin current is denoted by PAg→x when the current is from the Ag(111) to the Rashba
side or by PAg←x otherwise. To quantify the transport of spin across the boundary the
spin current, on the Ag(111) side, normal to the boundary (the difference between the
spin up and spin down current) is divided by the particle current normal to the boundary,
i.e. PAg↔x = (j↑−j↓)/jtot. The parameters m∗Ag/me = 0.397, EΓ¯,Ag = −63 meV are used
on the Ag(111) side [7] and m∗x/me = −0.25, E0,x = 94 meV, EΓ¯,x = 0, on the Rashba
side [109]. The dispersions of Ag(111) and the Rashba system are shown in Fig. 44 (b).
The spin polarization curves of the currents PAg←x and PAg→x are plotted in Fig. 44 (c)
and Fig. 44 (d), respectively, for different band fillings as described by the value of EF .
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In the absence of Rashba coupling, the spin current across the boundary vanishes. The
breaking of the spin-rotation symmetry by the Rashba coupling induces a spin current
on the Ag(111) side. This induced spin current is strongly enhanced by the onset of
an unconventional Fermi surface spin textures due to the vanishing DOS νi of the inner
constant energy contour. Thus, the Rashba metal acts as a spin injector or a spin acceptor
depending on the polarity of the applied voltage difference across the boundary. Finally,
even for non-ideal systems, such spin currents might lead to local spin accumulation that
could be detected with spin polarized STM.
In correspondence to the above results, systems with strong Rashba type spin-orbit
splitting and EF ≈ EΓ¯ are suggested to function as a spin filter. One could also envisage
using materials with similar properties as spin injectors for other Rashba systems. This
could reduce the problems encountered at interfaces to ferromagnets.
7.2 Tuning the spin splitting: BixSb1−x/Ag(111)
In section 7.1 it was shown that the mixed surface alloys BixPb1−x/Ag(111) allow for a
coupled tunability of the Fermi level and the spin splitting. In order to get a fully tunable
Rashba system, two stoichiometric parameters are needed. The admixture of Sb could
in principle allow for a further tuning of the spin splitting, due to its smaller weight and
lesser outward relaxation on Ag(111). Another step towards the realization of a ternary
surface alloy would correspondingly be the realization of the mixed BixSb1−x/Ag(111)
surface alloy. However, while Bi and Pb are of similar size, the size difference between Bi
and Sb is considerable. Moreover, Sb/Ag(111) can be grown in either fcc or hcp stacking
and the surface corrugation of the fcc structure is much smaller for Sb/Ag(111) than
for Bi/Ag(111). Due to these differences, it is not a priori clear whether well ordered
BixSb1−x/Ag(111) surface alloys can be formed. In the following it will be shown by
means of IV-LEED as well as (S)ARPES that the binary BixSb1−x/Ag(111) surface
alloy can be formed with a well defined band structure depending on the stoichiometric
parameter x.
In Fig. 45 I(V ) curves of an IV-LEED experiment for the mixed surface alloy
BixSb1−x/Ag(111) are shown for the the (1, 0), (0, 1) and the (1/
√
3, 1/
√
3) spots. It
can be seen that the I(V ) curves evolve continuously as a function of x from the pure
Sb/Ag(111) surface alloy (x = 0) with fcc top layer stacking to the Bi/Ag(111) surface
alloy (x = 1), which proves the possibility to form this mixed alloy in a controlled way.
In the individual LEED pictures, no additional superstructure could be observed, which
gives an indication for a random distribution of Bi and Sb atoms, which could be corrobo-
rated with ARPES. Substitutional disorder in the mixed surface alloy BixSb1−x/Ag(111)
is further corroborated by an increase in the linewidth towards x ≈ 0.5.
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Figure 45: Low-energy electron diffraction from mixed BixSb1−x surface alloys. The I(V )
spectra represent the integrated intensities of the (1, 0) (a), (0, 1) (b) and (1/
√
3, 1/
√
3)
(c) spots versus electron energy. The spectra evolve continuously between x = 0
(Sb/Ag(111) with fcc stacking, blue) and x = 1 (Bi/Ag(111), red). To exclude a possible
hcp top-layer stacking, spectra for hcp stacked Sb/Ag(111) are displayed for comparison
(black).
Fig. 46 (a) shows the evolution of the surface state band structure for the mixed binary
alloy BixSb1−x/Ag(111) as a function of the stoichiometry x measured with ARPES at a
photon energy of 24 eV along Γ¯M¯ . Second derivative data are shown in Fig. 46 (b). The
spin splitting of the spz derived surface states of K1 evolves continuously between x = 0
and x = 1. Although the crossing point of the bands is not visible for most x, it can be
concluded from the data that the energy EΓ¯ of the crossing point remains approximately
constant.
For small x, the spin splitting is not resolved with spin-integrated ARPES. In this case,
a precise determination of the size of the spin splitting can be done with SARPES.
With the additional information of the spin polarization, SARPES is able to resolve
very small spin splittings as shown in subsection 2.3.1. Spin-resolved ARPES data for
BixSb1−x/Ag(111) are shown in Fig. 47 for different Bi contents x, measured with a
photon energy of 24 eV along Γ¯M¯ . Fig. 47 (a) shows the spin-resolved intensities I↑y
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Figure 46: (a) Spin-integrated cuts through the SBZ along Γ¯M¯ for BixSb1−x/Ag(111).
(b) Second derivative data.
and I↓y as projected onto the y axis, which is the spin quantization axis for the states
of K1. In Fig. 47 (b) the corresponding spin polarization data Py are shown. As will
be discussed in chapter 8, a spin state interference occurs in the photoemission process
from BixSb1−x/Ag(111) for small x, where the size of the spin splitting is in the order
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Figure 47: (a) Spin-resolved intensity data I↑y and I
↓
y of MDCs for BixSb1−x/Ag(111) at
Eb = 0.6 eV (x = (0.0), (0.66)) and Eb = 0.9 eV (x = (0.25), (0.35) and (0.88)). (b)
Corresponding spin polarization data Py. (c) Momentum splitting ∆k extracted from
the data of (a).
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of the intrinsic linewidth. This spin interference effect causes large spin polarization
components Px and Pz and can be well separated from the Rashba signal, which is along
the y axis. Hence it does not hinder the determination of the size of the spin splitting ∆k,
which is plotted as a function of x in Fig. 47 (c). The value of ∆k has been determined
by fitting the spin-resolved intensities I↑y and I
↓
y . Note that for small x the Rashba
momentum is given by kR = ∆k/2, while for x & 0.4 the dispersion of the surface
states of K1 is non parabolic, which causes a systematic deviation, i.e. kR > ∆k/2.
However, the SARPES data presented in Fig. 47 clearly proof the Rashba-type nature of
the surface states of BixSb1−x/Ag(111) and capture the continuous increase in the size
of the Rashba effect as a function of x.
In summary, it was shown that the BixSb1−x/Ag(111) surface alloys can be formed in
a fcc phase. Moreover, its band structure is well defined and features a tunable spin
splitting, while the position of the Fermi level remains approximately constant.
7.3 Proof of principle: Bi0.3Pb0.35Sb0.35/Ag(111)
In sections 7.1 and 7.2 the existence of the two binary surface alloys BixPb1−x/Ag(111)
and BixSb1−x/Ag(111), which feature a tunable well defined band structure, was estab-
lished. While in BixPb1−x/Ag(111) the region with EΓ¯ < EF < E0 becomes accessible,
BixSb1−x/Ag(111) allows to tune the size of the spin splitting. As transport properties
are determined by the spin texture of the Fermi surface it is of importance to tune both
the position of the Fermi level as well as the size of the spin splitting independently.
This could be achieved in a ternary BixPbySb1−x−y/Ag(111) surface alloy as follows. In
order to increase kR one has to add heavy elements with a large outward relaxation (i.e.
Bi, Pb). For a modification of EF , BixSb1−x/Ag(111) should be mixed with Pb. In this
section we will show the existence of this ternary BixPbySb1−x−y/Ag(111) surface alloy
for x = 0.3 and y = 0.35 as a proof of principle.
In Fig. 48 (a) the experimental surface state band structure of Bi0.3Pb0.35Sb0.35/Ag(111)
is shown as measured with ARPES. In comparison with the binary surface alloys
BixPb1−x/Ag(111) and BixSb1−x/Ag(111), the photoemission intensity is weak and the
bands are broad. It is assumed that this is partly caused by the disorder intrinsic to the
ternary surface alloy and partly by the non-optimized sample preparation (for details
concerning the sample preparation see section 5.1). Due to the large linewidth of the
bands, the splitting of the Kramers pair K1 visible in Fig. 48 (a) is not resolved.
In order to confirm the spin-split nature of the surface states of Bi0.3Pb0.35Sb0.35/Ag(111)
a SAPRES measurement has been carried out. The spin-resolved intensities I↑y and I
↓
y of
a MDC recorded at a binding energy of 0.6 eV along Γ¯M¯ are shown in the upper panel
of Fig. 48 (b) and the corresponding spin polarization data Py are shown in the lower
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Figure 48: (a) Spin-integrated cut through the SBZ along Γ¯M¯ for
Bi0.3Pb0.35Sb0.35/Ag(111). (b) (top) Spin-resolved intensity data I
↑
y and I
↓
y of a
MDC at Eb = 0.6 eV and (bottom) corresponding spin polarization data Py.
panel of Fig. 48 (b). In the spin-resolved intensities two distinct peaks are visible. These
peaks belong to the bands r1 and r2 of K1 and the spin polarization component along
the y axis is opposite for r1 and r2, in agreement with a Rashba-type spin splitting. The
momentum splitting between r1 and r2 obtained from fitting the spin-resolved intensity
curves is ∆k = 0.038 A˚−1 and correspondingly kR = 0.019 A˚−1. This is about a factor
of two smaller than what could be expected by considering the momentum splittings in
the individual pure surface alloys and their weighted sum.
Summarizing it was shown that it is possible to form the ternary surface alloy
BixPbySb1−x−y/Ag(111). This finding and the fact that the binary surface alloys
BixPb1−x/Ag(111) and BixSb1−x/Ag(111) can be formed for arbitrary x justifies the
assumption that it is possible to form the ternary surface alloy for arbitrary x and y,
which yields a fully tunable Rashba system.
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8 Interference of spin states in photoemission from
Sb/Ag(111) surface alloys
Using a three-dimensional spin polarimeter we have gathered evidence for the interference
of spin states in photoemission from the surface alloy Sb/Ag(111). This system features a
small Rashba-type spin splitting of a size comparable to the momentum broadening of the
quasiparticles, thus causing an intrinsic overlap between states with orthogonal spinors.
Besides a small spin polarization caused by the spin splitting, we observe a large spin
polarization component in the plane normal to the quantization axis of the Rashba ef-
fect. Strongly suggestive of coherent spin rotation, this effect is largely independent of
the photon energy and photon polarization.
An important branch of spintronics research is looking for new systems with naturally
existing spin-polarized electrons and ways to manipulate their spins. The broken spa-
tial inversion symmetry at surfaces can induce a spin splitting of electronic states in
non-magnetic systems via the spin-orbit interaction. A substantial splitting due to this
so-called Rashba effect [91] was observed for the Shockley surface state on Au(111)
by angle-resolved photoemission spectroscopy (ARPES) [6]. Later spin-resolved experi-
ments confirmed the high degree of spin polarization of the electrons photoemitted from
these states [9], observing helical spin structures tangential to the two spin-split Fermi
surfaces. More recently, surface alloys of Bi and Pb on Ag(111) have attracted much
attention in the search for even larger spin splittings, exploiting a combination of strong
atomic spin-orbit interaction of the heavy metals with structural effects enhancing the
local potential gradients at the surface [102,123].
In this Letter we discuss the structurally related system of Sb on Ag(111) which has a
small but finite spin splitting [119]. The splitting is so small that it cannot be resolved
by ARPES in most of the surface Brillouin zone. Our spin-polarized ARPES data show
nevertheless substantial spin polarization and permit to quantify the spin splitting. More
importantly, the measured spin texture is at strong variance with that expected from
the Rashba model and suggests that coherent superposition of spin states occur in the
photocurrent. We speculate that this effect is also likely to occur in other experimental
probes involving electronic excitations, like for example transport measurements.
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Spin-state interference is an intriguing property of quantum mechanics. For instance, an
electron with its spin along the positive z axis can be represented by two spinors with
spins along the y axis, reading
√
2 · 〈z↑| = (1, 1) = (1, 0) + (0, 1) = 〈y↑|+ 〈y↓|. Similarly,
a spin along x can be written as
√
2 · 〈x↑| = (1,−i) = 〈y↑|+ei3pi/2〈y↓|. A phase difference
between 〈y↑| and 〈y↓| causes a rotation of the resulting spin polarization vector in the xz
plane. As a consequence, the expectation value of the sum of two spinors can differ from
the sum of the individual expectation values. In particular, the addition of a spin-up
and a spin-down spinor along some quantization axis does not yield zero polarization,
but results in a spinor with an expectation value (henceforth spin polarization) placed
within the plane orthogonal to the quantization axis. This is exactly what we observe.
Spin-state interference has previously been observed in resonant photoemission induced
by circularly polarized light from magnetized Gd by Mu¨ller et al. [81]. In this system,
orthogonal spin states can be prepared by the angular momentum transfer from the light
and spin-orbit interaction on one hand, and by direct photoemission from magnetized
states in the valence band on the other hand. By tuning the photon energy to the 4d
resonance, the two spin states can be brought to interfere.
In our case it is the Rashba effect that defines the two orthogonal spin states. With-
out interactions, but with experimental broadening the polarization curves will resemble
those in Fig. 49 (a). However, these states can interfere when their momentum splitting
is of the same order as the intrinsic line width of either state such that they overlap, as
is illustrated in Fig. 49 (b). The intrinsic line width in photoemission is a consequence
of manybody effects of the photohole left behind, which forms, dressed with electron-
electron, electron-phonon and electron-defect scattering processes, a quasiparticle [33].
While electron-electron and electron-phonon coupling are inelastic processes, electron-
defect scattering is an elastic process and as such preserves the phase relation. In alloy
systems, this is expected to be the dominant broadening mechanism. Because the quasi-
particles in the overlapping region of the two spin-split bands are indistinguishable in
time and space, photoelectrons in this region carry away coherent superpositions in spin
space.
Like in the related Bi and Pb surface alloys on Ag(111), the Sb adatoms replace every
third Ag atom in the topmost layer to form a (
√
3×√3)R30◦ superstructure [114,117],
henceforth termed Sb/Ag(111). We also investigated mixed Sb1−xBix/Ag(111) layers,
where Sb is randomly substituted by Bi. In such mixed alloys the spin splitting can
be tuned [109, 125], and they can therefore serve as a test for our overlap hypothesis.
Finally, we performed photoemission experiments with different photon energies and
photon polarization in order to probe the dependence of the spin state interference on
these parameters.
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Figure 49: (color online) Schematic illustration of the suggested mechanism leading to
spin polarization in the xz-plane by spin-state interference. A small spin-splitting of
Rashba-type eigenstates without (a) and with (b) interaction leads with experimental
broadening to very similar spin-integrated data. The resulting polarization spectra are
different; for both a Rashba-type spin polarization along the y direction (violet/dark
gray curve) is expected, and for (b) a coherently rotated spin polarization within the
xz-plane (green/light gray curve). (c) Illustration of the associated spin polarization
vectors in one region of the spin-split circular Fermi surface.
The spin-polarized ARPES (SARPES) experiments were performed at room temperature
at the Swiss Light Source using the COPHEE spectrometer. [59] The energy and angle
resolution when measured with the Mott detectors was 80 meV and ± 0.75◦, respectively.
The photoemission setup is schematically shown in Fig. 50 (a). There is a 45◦ angle
between the incoming photons and the detected electrons. The z axis is given by the
sample normal and the sample is rotated around the y axis. In a momentum distribution
curve (MDC) this corresponds to a scan along the kx axis with ky = 0 as shown in
Fig. 50 (a) for schematically drawn circular constant energy surfaces.
In Fig. 50 (b) we show the spin-integrated surface state band dispersion of the Sb/Ag(111)
surface alloy around the surface Brillouin zone center Γ¯ measured along the high symme-
try direction Γ¯M¯ . Similar to the two related surface alloys Bi/Ag(111) and Pb/Ag(111)
[102, 123, 124], two sets of bands are observed. The inner set of bands consists of elec-
trons with mainly spz like orbital character while the outer set of bands has primarily
pxy orbital character. However, the Rashba-type spin splitting is here much smaller and
is not resolved in the data of Fig. 50 (b). The smaller splitting can be understood as a
consequence of the smaller atomic number Z of Sb (Z = 51) compared to Bi (83) and
Pb (82) and a smaller surface corrugation [87,110,119].
Bi/Ag(111) and Pb/Ag(111) show Rashba-type spin structures [124], i.e. the spin polar-
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Figure 50: (color online) (a) Schematic experimental setup. (b) Spin-integrated surface
state band structure of the Sb/Ag(111) surface alloy around Γ¯. (c) Spin-resolved and
spin-integrated (inset) MDC intensity data for 24 eV photons in the direction Γ¯M¯ at Eb =
0.6 eV. (d) Simultaneously obtained spin polarization curves for all three components.
Dotted lines are guides to the eye. The momentum region between 0 and 0.2 A˚−1
corresponds to Fig. 49.
ization is mainly in plane and orthogonal to the electron momentum (Py component). In
Fig. 50 (d) we present spin polarization data obtained for Sb/Ag(111) at a binding energy
Eb = 0.6 eV with p-polarized photons of 24 eV (i.e. light polarization in the xz plane).
Here, the spin polarization component Px is dominant, corresponding to the radial di-
rection of the constant energy surfaces. It shows large modulation amplitudes centered
at the peak positions of the MDCs. This is in sharp contrast to the other systems [105]
and represents a major deviation from the Rashba model. Py and Pz components show
modulations with smaller amplitudes, with those in Pz being rather in antiphase with
those in Px. On the other hand, Py crosses zero at the peak centers, which is typical of
Rashba-type behaviour [124]. From this latter curve we can produce the spin-resolved
spectra as projected onto the y axis [129], which corresponds to the spin quantization
axis in the Rashba model (Fig. 50 (c)). The spin-resolved MDCs I↑y and I
↓
y show a clear
signature of a Rashba-type spin-orbit splitting with a momentum shift ∆k = 2kR ∼= 0.01
89
A˚−1 between the two bands (as obtained from fitting the two main peaks).
Another remarkable observation in these data is that the measured spin polarization
curves violate time reversal symmetry. According to this symmetry, the two spin-split
partners of the Kramers pairs should have opposite spin polarization vectors for equiv-
alent binding energies, i.e. P (k‖) = −P (−k‖). Yet, the polarization curves Px and Pz
are symmetric with respect to kx = 0. The missing time reversal symmetry is a strong
indication of a photoemission related effect, since time reversal symmetry has to hold
for the initial-state wave functions. We suggest that the origin of this photoemission
effect is the spin-state interference caused by the coherent part of the intrinsic overlap
in each Kramers pair associated with the small spin splitting. Hence similar effects can
be expected for other systems with small spin splittings.
The model illustrated in Fig. 49 can now directly be applied to the case of Sb/Ag(111).
Here, the states are split by 2kR ∼= 0.01 A˚−1 and the spinor of each state is well defined
due to the Rashba effect, termed up and down on the left of Fig. 49 (b). There is a large
intrinsic overlap between the two peaks if the momentum broadening is in the order
of 0.01 A˚−1, which translates to 40 meV energy broadening considering the dispersion.
We emphasize again that the phases of the photohole spin states have to be conserved
in the many-body interactions, which is the case for momentum broadening due to
electron-defect scattering. We were not able to measure the intrinsic line width due to
experimental limitations, however for the surface state of the highly perfect Cu(111)
surface about 1/3 of the line-width broadening (23 meV) is caused by defects, [7] and
for the Al(100) surface state the line-width broadening due to electron-defect scattering
is 101 meV. [36] Considering that the Sb/Ag(111) alloy surface has certainly a higher
concentration of defects and disorder than the Cu(111) surface due to the nature of the
substitutional alloy, [34] it is fair to assume that a significant amount of the broadening
is caused by coherent electron-defect scattering. Hence a majority of the photoelectrons
in the overlap region represent coherent superpositions of spin up and spin down states.
The peaks can then be divided in regions with purely spin up, purely spin down and
an overlap region in order to obtain the scenario shown in Fig. 49 (b). Considering
that the coherent addition of two orthogonal spinors has a spin polarization vector in
the plane normal to the spin polarization of the initial spinors as shown in Fig. 49 (c),
spin polarization curves like the rightmost of Fig. 49 (b) are obtained, provided that
the relative phases remain constant across the overlap region. In particular, the spin
polarization of the overlap region has components Pxz with their maxima at the point
of maximum overlap, i.e. centered on the MDC peak. This is exactly what is found
in the experiment as shown in Fig. 50 (d). The direction of the spin polarization in
the xz plane, described by the angle γ, is defined by the phase difference between the
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Figure 51: (color online) (a) Spin-integrated MDC data (solid lines) of Sb1−xBix/Ag(111)
for x = 0, 0.25, 0.35 and 0.66 at Eb = 0.6 eV (x = 0 and x = 0.66) and 0.9 eV (x = 0.25
and 0.35). Dashed lines show the corresponding spin resolved intensity data. For better
comparison, the kx scale for the x = 0 and x = 0.66 samples is given on the upper side of
the frame, while the scale for x = 0.25 and 0.35 samples is given on the lower side . The
arrows refer to the corresponding kx scale. (b) and (c) Spin polarization data Px and Pz
corresponding to the same samples as in (a). Note again the different k-scales. (d) Spin
splitting (full circles) and spin polarization P⊥ (open circles) for different intermixing
coefficients x.
two orthogonal spin states of the Kramers pair. From the observation that the Px and
Pz curves are symmetric with respect to kx = 0 A˚
−1 (Fig. 50 (d)), we conclude that
corresponding states of opposite kx have equal spin rotation angles. For the spz states we
measure γ = 22◦ ± 9◦, for the pxy states the value is −25◦ ± 10◦. We can only speculate
on which parameters define the phase difference between spin-up and spin-down states.
Likely candidates are the symmetries of initial and final states, and the geometry of the
photoemission experiment, i.e. the angle between light incidence and eletron detection.
In Fig. 51 we show SARPES data for Sb1−xBix for x = 0, 0.25, 0.35 and 0.66. From fitting
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Figure 52: (color online) SARPES data for Sb/Ag(111) at Eb = 0.6 eV for different
photon energies and light polarization. (a), (c) and (e) MDC intensity data along Γ¯K
for p-polarized light with photon energies of 24 eV, 28 eV and 20 eV, respectively. (b),
(d) and (f) Corresponding spin polarization data. (g) MDC intensity data along Γ¯M for
circular left polarized light with hν = 24 eV. (h) Spin polarization data corresponding
to (g).
the spin-resolved intensity curves I↑y and I
↓
y, (red and blue dashed lines, respectively)
shown in Fig. 51 (a) we find that the spin splitting increases from 2kR = 0.01 for x = 0
to 2kR = 0.056 for x = 0.66 (Fig. 51 (d)). The amplitudes of the spin polarization
curves Px and Pz (Fig. 51 (b) and (c)) decrease markedly as the spin splitting increases.
The spin rotation angle in the xz plane is not strongly affected by the increased spin
splitting. Deviations in the rotation angle are within the experimental accuracy. The
values P⊥ = (P 2x + p
2
y)
1/2 for the different mixing ratios x taken at the peak positions
are shown in Fig. 51 (d). We thus observe a decrease in the measured spin polarization
in the plane normal to the spin quantization axis of the quasiparticles as their splitting
gets larger and the intrinsic overlap is reduced. This is fully in line with our model.
Spin polarization observed in photoemission data can have various other origins [74–80],
but the outcome depends strongly on the symmetry of the solid and of the particular
surface, on photon energy as well as on the absolute directions of photon incidence,
photon polarization and electron emission. In order to rule out such effects, we have
measured SARPES MDC data for Sb/Ag(111) at a binding energy of 0.6 eV for different
photon energies and different light polarizations (Fig. 52). With respect to Fig. 50,
the sample has been rotated by 90◦ and the MDCs are thus along Γ¯K¯ for Fig. 52 (a)-
(f), while (g) and (h) show again a scan along Γ¯M¯ . The upper panels show the MDC
intensity data, the lower ones the corresponding spin polarization curves. We observe
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that the effect is quite robust against variations of these experimental parameters. First,
the sample rotation of 90◦ has no significant influence on the spin polarization curves
(Fig. 50 (d) vs. Fig. 52 (b)), in contrast to the effects described by Tamura et al. [74]
Note that the positions of the outer peaks change slightly due to a hexagonal distortion
of their constant energy surface [119]. Second, although the intensity distribution curves
change as a function of the photon energy, the spin polarization features are qualitatively
not affected. The local extrema for Px (Pz) are always centered on the peaks, and
are positive (negative) for the inner and negative (positive) for the outer ones. The
absence of a photon energy dependence (Fig. 52 (b), (d) and (f)) rules out a strong
contribution of spin-orbit coupling in the final states to the observed phenomenon. Most
striking is the finding that a change from p-polarized to circular left polarized light
(Fig. 50 (d) vs. Fig. 52 (h)) has no significant effect on the measured spin polarization
curves. Additionally, the spin polarization measured in MDC’s is in agreement with
the spin polarization measured in energy distribution curves, which excludes changes
in the measurement geometry as the cause. This corroborates the hypothesis that the
measured Px and Pz spin polarization is dominated by the spin structure of the initial
states.
We performed fully relativistic spin-resolved one-step photoemission calculations for
Sb/Ag(111), with p-polarized and circular left polarized light using the experimental
geometry. Fig. 53 (a) shows the (spin-integrated) intensities for these two light polar-
izations. The two strong peaks nearest to kx = ±0.1 A˚−1 represent emission from spz
states, while the split peaks at |kx| > 0.2 A˚−1 are due to pxy emission. Fig. 53 (b)
shows the spin polarization curves Px and Pz for p-polarized light. While the curve for
Py is in good agreement with the experimental data (see Fig. 53 (d)), there is neither
quantitative nor qualitative agreement for the polarization curves in the xy plane (cf.
Fig. 50 (d)). The experimental spin polarization amplitudes are larger and the shapes of
the curves are very different. A change of the photon polarization to circular left leads to
drastic changes in the predicted spin polarization curves as shown in Fig. 53 (c), which
is in contrast to the experiment.
In general such calculations are in good agreement with the experimental data [80]. The
dramatic failure in the present case for Px and Pz indicates that an important ingredient
is missing in the theoretical description. Specifically, the calculations do not capture
coherent initial state effects as the quasiparticles are described by a non-local spectral
density, which is an incoherent superposition of initial states. Hence, the disagreement
between the data shown in Fig. 53 (b) and (c) and the curves in Fig. 50 (d) (in chapter 8)
also hints at a coherent effect in the initial states.
Our results should not be confused with the findings of Sakamoto et al. for the Rashba
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Figure 53: Fully relativistic spin-resolved one-step photoemission calculations for
Sb/Ag(111) at Eb = 0.6 eV and hv = 21.2 eV. (a) The total (spin-integrated) pho-
toemission intensity for p-polarized (IP ) and for circular left polarized light (ICL). Spin
polarization curves Px and Pz for (b) p-polarized and (c) circular left polarized light. (d)
Comparison of the experimental and the theoretical spin polarization curves Py. Apart
from the difference in the scale, the curves are in very good agreement.
system Tl/Si(111) [130], where the spin polarization is forced out-of-plane at the K¯
points of the surface Brillouin zone due to a frustration effect. Deviations from pure
in-plane (Py) spin polarization can also be caused by local in-plane potential gradients.
However, in both cases the states are split and the spins remain paired [102,124].
Spin-state interference has recently been predicted for photoemission from the pi states
of graphene [131], where photoelectrons from equivalent atoms within the same unit cell
interfere. The authors describe this effect as an interference between spin and pseudo-
spin. In contrast, for Sb/Ag(111), the interference stems from a partly coherent intrinsic
overlap in k space.
In summary, we have presented evidence for a coherent superposition of spin states
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in photoemission from a Rashba system. Interference is assigned to a region in k space
where spin-up and spin-down states overlap. Hence the measured spin polarization is de-
fined by the photohole quasiparticles and is not significantly modified by final state effects
in the photoelectron channel. In condensed matter physics many experiments involve
electronic excitations in systems with spin-split states. Similar to the photoemission
process described in our work, electron and hole quasiparticles are formed. Specifically,
elastic scattering processes should lead to momentum broadening. If this broadening
is comparable to the spin-splitting, the resulting spin polarization might not behave as
expected. Spin-state interference may thus be a more general phenomenon.
Fruitful discussions with T. Greber, M. Hengsberger, M. Haverkort, U. Heinzmann, B.
Slomski, C. R. Ast and I. Gierz are gratefully acknowledged. We thank C. Hess, F. Dubi,
and M. Klo¨ckner for technical support. This work is supported by the Swiss National
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The two-step fitting routine allows to access the spin polarization vectors of the individual
bands. This is particularly useful in systems with non-collinear spins or small spin
splittings. The benefit of this procedure is that it can separate the contributions from the
individual states and the inelastic scattered background, as exemplified by the analysis
of SARPES data obtained from the surface states of the surface alloys on Ag(111).
However, currently the analysis of SARPES data still mainly consists of the study of
spin-resolved intensities projected on some axis, often at variance with the quantization
axis. Assuming fully spin polarized initial states, which is reasonable for a large variety
of systems, the two-step fitting routine can also be applied to data where only two
components of the spin polarization are measured, making it useful for many different
SARPES setups. It is expected that the two-step fitting routine or similar types of data
analysis routines will become standard in the data evaluation process and yield more
detailed information on the spin structure.
Considering the surface alloys formed by Bi, Pb and Sb on Ag(111), it was shown with
the use of the two-step fitting routine that its surface states are fully spin polarized and
that for some states the spin polarization vector is rotated out of the surface plane. Both
the size of the spin splitting and the out-of-plane spin polarization component can be
understood by considering the surface state wave function, and it is discussed that it is
the asymmetry of the wave function in the vicinity of the nuclei which determines the
Rashba-type spin splitting. The size of the spin splitting is strongly increased due to the
outward relaxation of the alloy atoms, which increases the asymmetry of the surface state
wave function in the direction perpendicular to the surface. The spin splitting is further
enhanced by the in-plane structural asymmetry, which additionally causes the out-of-
plane rotation of the spin polarization vector. The influence of the surface corrugation
and the in-plane SIA clearly demonstrate the importance of the crystal structure for the
Rashba effect. This provides a basis for future research where the aim is to tailor the
band and spin structure of Rashba systems. In fact it was shown that by creating a
mixture of the different alloy atoms Bi, Pb and Sb that it is possible to adjust both the
position of the Fermi level and the size of the spin splitting. Similar strategies could yield
a control of the size of the spin splitting and the spin structure in many other systems.
The surface alloys studied in this thesis consist of comparably heavy alloy atoms on a
substrate consisting of lighter atoms. It would be of particular interest to study the
inverted scenario, i.e. comparably light alloy atoms on the surface of a crystal consisting
of high Z elements. Unfortunately, the surface of a Pb crystal features no surface state,
Bi crystallizes in a different structure as compared to Ag and Au(111) seems to hinder
a surface reconstruction similar to the one formed by the surface alloys on Ag(111)
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due to the herringbone reconstruction. Tungsten could be a nice substrate for such an
experiment due to its high atomic number, and the lighter weight elements Ca and Sr
could be suitable alloy atoms. It can be speculated that if the lighter alloy atoms show a
sizable outward relaxation the size of the spin splitting could be even further enhanced
due to the larger number of heavy atoms. Moreover, it may be possible that the inverted
ordering of the atoms with respect to the atomic number Z leads to a reversed chirality
of the spin structure.
The results presented in this thesis can even be translated to the surface states of topo-
logical insulators. In Bi2Te3 for example, the surface states show similarities to quantum
well states in the sense that the wave function is distributed throughout each quintuple
layer and decays quintuple layer by quintuple layer. [132] In PbBi4Te7 the absolute value
of the surface state wave function is even larger further away from the surface. [133] The
properties indicate that it will be possible to shift the wave function in the direction per-
pendicular to the surface with suitable alterations to the topmost unit cell. Such changes
can of course not influence the topology of the surface states, but it can be assumed that
it is possible to modify the dispersion and the direction of the spin polarization vector.
Unfortunately the use of external magnetic fields is not possible in (S)ARPES experi-
ments because of the influence on the electron trajectories. However, the influence of
magnetic fields on the surface alloys on Ag(111) or Rashba systems in general would be of
great interest, because severe modifications of both the band and the spin structure can
be expected. The presence of magnetic fields could lift the forced degeneracy at e.g. the
Γ¯ point. Results obtained for topologically trivial Rashba systems could in principle be
translated to topologically non-trivial systems. Possible experiments could involve mag-
netic alloy atoms on non-magnetic substrates or magnetic impurities on (non-magnetic)
Rashba systems. During this thesis it was tried to make a first step towards this direction
by studying magnetic Co impurities on the surface alloys on Ag(111). However, due to
the limited amount of time, this project was terminated without any conclusive results.
It seems that Co forms clusters of atoms on the surface alloys on Ag(111) rather than
single impurities, which is not desirable for first experiments. In combination with the
structural information obtained by STM similar projects could be very promising.
Vicinal surfaces allow for the confinement of the surface state wave function in the
direction perpendicular to the steps. [134, 135] In that respect it might be possible to
alloy the surface of a vicinal Ag crystal and to study the effects of the confinement
inhibition on the spin structure. The large spin splitting observed in the surface alloys
on Ag(111) would then allow for a precise determination of these effects.
In Sb/Ag(111), the spin-state interference is assigned to a region in k space where
quasiparticles with opposite spin polarization overlap due to the momentum broadening
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caused by electron-defect scattering. However, several questions remain unanswered,
among them: (i) What does exactly determine the phase relation? (ii) Is this type of spin
interference common to a large variety of systems with small spin splittings, including
magnetic systems? (iii) Does it also occur when electron and hole quasiparticles are
formed by other types of excitations? It is speculated that the phase relation between
electrons with opposite spinors is determined by the symmetry of the initial and final
states as well as by the experimental geometry. Therefore a SARPES measurements
performed in a different setup could clarify the influence of the experimental geometry.
Experiments on different types of systems with small spin splittings on the other hand
could reveal the influence of the symmetry of the initial and final states.
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A Density of states of a Rashba gas
The density of states ν(E) for a 2D Rashba gas can be defined by the following integral
over the two branches E±(k||) of the dispersion relation at E,
ν(E) :=
∫
d2k||
(2pi)2
∑
±
δ
(
E±(k||)− E
)
=
1
2pi
∞∫
0
dk k
∑
±
δ
(
E±(k)− E
)
=
1
2pi
∞∫
0
dk k
∑
r=i,o
J (r) δ
(
k − k(r))
(41)
where k = |k||| is the radial part of the momentum vector. In Eqs. 41 the rotation
symmetry of the dispersion relation has been used. There are here two positive roots
k(i) and k(o) of
E±(k) = E ⇐⇒ −~
2k2
2m∗
± αRk + EΓ¯ − E = 0
⇐⇒ k(i/o) =

m∗
~2
(
∆R,Γ¯ ∓ αR
)
, if EΓ¯ − E > 0,
m∗
~2
(
αR ∓∆R,Γ¯
)
, if EΓ¯ − E < 0,
(42a)
where
∆R,Γ¯ :=
∣∣∣∣∣
√
α2R +
2~2
m∗
(EΓ¯ − E )
∣∣∣∣∣ . (42b)
The root k(i)
(
k(o)
)
belongs to the Fermi surface from the lower (upper) dispersive branch
E−(k||)
(
E+(k||)
)
with the inner (outer) radius when ∆2
R,Γ¯
≥ α2R, while the positive root
k(i)
(
k(o)
)
belongs to the Fermi surfaces from the upper dispersive branch E+(k||) with
the inner (outer) radius when ∆2
R,Γ¯
< α2R. Furthermore, J
(r) in Eq. 41 is defined as
J (i) :=

∣∣∣(dE−dk ) (k(i))∣∣∣−1 , if EΓ¯ − E > 0,
∣∣∣(dE+dk ) (k(i))∣∣∣−1 , if EΓ¯ − E < 0,
(43a)
and
J (o) :=

∣∣∣(dE−dk ) (k(o))∣∣∣−1 , if EΓ¯ − E > 0,
∣∣∣(dE+dk ) (k(o))∣∣∣−1 , if EΓ¯ − E < 0.
(43b)
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The density of states can correspondingly be decomposed into two contributions
ν(E) =
∑
r=i,o
ν(r)(E) (44a)
where
ν(r)(E) :=
1
2pi
k(r) J (r). (44b)
To proceed, it is useful to express the inner and outer momenta solely in terms of the
energy scales E0, EΓ¯ and E . Using
α2r =
2~2
m∗
(E0 − EΓ¯) , kr =
√
2m∗
~
√
E0 − EΓ¯, (45a)
the discriminant ∆R,Γ¯ can be rewritten as
∆R,Γ¯ =
∣∣∣∣∣
√
2~2
m∗
(E0 − E )
∣∣∣∣∣ . (45b)
Whenever E0 − E ≥ 0, then
k(i) =
√
2m∗
~
∣∣∣√E0 − E −√E0 − EΓ¯∣∣∣ ,
k(o) =
√
2m∗
~
∣∣∣√E0 − E +√E0 − EΓ¯∣∣∣ . (46)
With the help of
dE±
dk
= − ~
2
m∗
k ± αR = − ~
2
m∗
(k ∓ kr) (47)
a direct calculation shows that
J (i) = J (0) =
(
~
√
2
m∗
√
E0 − E
)−1
. (48)
Inserting Eqs. (48) and (46) into the partial density of states (44), we get
ν(i)(E ) =
m∗
2pi~
∣∣∣∣1− √E0 − EΓ¯√E0 − E
∣∣∣∣ ,
ν(o)(E ) =
m∗
2pi~
∣∣∣∣1 + √E0 − EΓ¯√E0 − E
∣∣∣∣ , (49)
for the inner and outer bands, respectively. The sum ν(i)(E ) + ν(o)(E ) reduces to
the constant DOS 2ν2D = |m∗|/(pi~2) of a spin degenerate 2D electron (hole) gas with
parabolic dispersion when E
Γ¯
> E , has a singular derivative when E = E
Γ¯
, while it
displays the 1D Van Hove-type singularity ν(E ) ∼ (E0−E )−1/2 in the limit E → E0.
Integration of the DOS from EΓ¯ to E0 yields
E0∫
EΓ¯
dE ν(E) =
|m∗|
pi~2
√
E0 − EΓ¯
E0∫
EΓ¯
dE(E0 − E)−1/2 = 2 |m
∗|
pi~2
(E0 − EΓ¯) = 4ν2D(E0 − EΓ¯).
(50)
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