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1. INTRODUCTION 
If A, , Bj , j = 0, l,...,N, are n x n constant matrices, det A, f 0, and 
o=w,<wl<...< wN = Y are real numbers, then a differential-difference 
equation of neutral type is 
A fundamental problem is to determine in what sense the asymptotic behavior 
of the solutions of (1.1) is given from a knowledge of the solutions of the 
characteristic equation 
det d(A) = 0, w 
Without exception, the results in the literature (see [l-5]) are based on the 
assumption that the initial function v and its derivative are defined. The 
estimate for the growth of the solution and not the derivative of the solution 
is then expressed in terms of the roots of Eq. (1.2) and v, $. This is very 
* Research was supported in the form of a Fellowship Grant from the University 
of the Philippines. 
+ Research was supported in part by the National Aeronautics and Space Administra- 
tion under grant NGL 40-002015, in part by the Air Force Office of Scientific Research 
under grant no. AF-AFOSR 67-0693A, and in part by the United States Army, 
Durham under grant no. DA-31-124-ARO-D-270. 
267 
409/34/z-3 
268 CRUZ AND HALE 
unsatisfactory for the following reason. If a well-posed initial value problem 
has been formulated for (1. l), then one has chosen a space S of functions 
mapping [- r, 0] into En such that for any initial functionp, in S there is a 
solution x(q) of Eq. (1.1) with initial value F which is continuous in v and the 
restriction of x(q) to [t - Y, t] always belongs to S. This defines a mapping 
T(t) : S -+ S and one would hope that the norm of this linear mapping 
could be obtained from the solutions of (1.2). On the other hand, the results 
in [l-5] use more smoothness properties for r,~ than are obtained for x(p)) and, 
therefore, one is not estimating the norm of T(t). It is the main purpose of this 
paper to give a class of equations (1.1) for which one can estimate the norm 
of T(t) using Eq. (1.2). Th e results are stated in terms of general functional 
differential equations which include differential-difference equations. An 
application to perturbed linear equations is indicated by discussing the saddle 
point property for nonlinear autonomous systems. 
Finally, to avoid unnecessary complications in the specification fthe basic 
space S, we use the approach in [5] by considering the integrated form of 
Eq. (l.l), 
(1.3) 
For this equation, one has a well-posed initial value problem for any initial 
function v which is continuous on [- I, 0] since it is not required that x be 
differentiable in t, but only that J& A,x(t - ma) be differentiable. Conse- 
quently, it is possible to choose S as the space of continuous functions. 
2. NOTATIONS AND SUMMARY OF KNOWN RESULTS 
Let R+ = [0, CO), En be a real or complex n-dimensional linear vector 
space with norm / 1 , Y > 0 a given real number, and C be the space of 
continuous functions mapping [- Y, 0] into En with 1 v 1 = SU~-,~~~,, 1v(6)\ . 
Single bars are generally used to denote norms in different spaces, but no 
confusion should arise. If x is a continuous function taking [cr - Y, o + A], 
A 3 0, into En then, for each t E [a, (T + A], we let xt E C be defined by 
~~(0) = x(t + e), - T < 13 < 0. Suppose 
(2.la) 
(2.lb) 
(2.lc) 
(2.ld) 
NEUTRAL FUNCTIONAL DIFFERENTIAL EQUATIONS 269 
where 3, p are n x 12 matrix functions with elements of bounded variation on 
[- r, 01 and Y(S), s b 0, is continuous with y(O) = 0. An autonomous linear- 
functional differential equation is defined to be 
(2.2) 
A solution x = x(v) of Eq. (2.2) through (0, v), q E C, is a continuous 
function defined on an interval [- r, A], A > 0, such that x,, = q and 
D(Q) is continuously differentiable for t E (0, A) and satisfies Eq. (2.2). It is 
proved in [5] that there is a unique solution x(v) through (0, p’) defined 
on (- ~0, a), and 4d (t) is continuous in t, v. If the transformation 
T(t) : C + C is defined by 
xt(d “zf T(t) v (2.3) 
then it is also shown in [5] that {T(t), t 3 0) is a strongly continuous semi- 
group of linear operators with infinitesimal generator A : B(A) -+ C, 
4@) = fm? 
W) = +?J E c : $J E c, $40) = g($) 4 WP)~ (2.4) 
and the spectrum u(A) of A consists of all those h for which 
det d(A) = 0, (2.5) 
Moreover, there are real constants K > 1, a such that 
I dd = I T(t) v I < Keat I y I , t > 0, qJ E c. (2.6) 
The basic problem is now to determine the relationship between 
inf{a : there exists a K = K(a) so that Eq. (2.6) holds} 
and 
sup{Re h : h satisfies Eq. (2.5)). 
For any h satisfying Eq. (2.5), there is a solution eAtb of Eq. (2.2) for some 
vector b. Therefore, sup{X : ...} < inf{a : . ..}. It certainly seems as if these 
two numbers should be the same, but we are unable to prove this at the 
present time. In [6], D. Henry has shown these numbers are equal if the 
space C is replaced by IV&,, , the space of functions which have square 
integrable first derivatives. In order to obtain some results in C, we impose 
in the next section some conditions on the “difference operator” D. 
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3. THE CHARACTERISTIC EQUATION 
Suppose p” is an n x n matrix function whose elements are of bounded 
variation, ~~(6) is a continuous nonnegative scalar function defined on [0, co), 
~~(0) = 0, and let 
(3.la) 
(3.lb) 
In this section, we consider in detail a special case of Eq. (2.2); namely, 
the functional “difference” equation 
DO(Y t) = Do(v)> t 30, 
Yo = VJ 
(3.2) 
and, in particular, the nature of the chracteristic equation of this system. 
Afterwards, the results will be applied to obtain information about the 
characteristic equation of the more general Eq. (2.2). 
Let us denote the semigroup and infinitesimal generator associated with 
Eq. (3.1) by TO(t) and A”, respectively, and let 
do(h) = I - 1” eAe dllp(B). 
--T 
(3.3) 
The characteristic matrix of Eq. (3.2) is then given by Ado(h). 
Along with Eq. (3.2), we consider the “homogeneous” equation 
D”(Yt) = 0, t 3 0, Yo = w DO(y) = 0. (3.4) 
DEFINITION 3.1. If Do is given in Eq. (3.1), the order aDo of DO is defined 
by 
aDO = inf{Re a : there is a K(a) with 1 To(t) q / < K(a) eat 1 v 1, 
t > 0, for all p with Do(~) = O}. 
This definition is equivalent to 
(3.5) 
uo,, = inf(Re a : for any v in C, Do(v) = 0, there is a 
K(v, a) with 1 To(t) v 1 < K(v, a) eat, t > 0). (3.6) 
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In fact, since Do is continuous and linear, the set consisting of all 9 in C such 
that Da(q) = 0 is a Banach space and the operator To(t) is a continuous linear 
mapping of this space into itself or each t 3 0. The principle of uniform 
boundedness now implies that the set on the right side of Eq. (3.6) belongs 
to the set on the right side of Eq. (3.5). Th e converse inclusion is obvious and 
this shows that aDo may be defined by either Eq. (3.5) or Eq. (3.6). 
Notice that uoo is determined by the exponential behavior of the solutions 
of the homogeneous Eq. (3.4) and not the complete Eq. (3.2). The reason 
for this is the following: Every constant function satisfies Eq. (3.2) regardless 
of the nature of the operator D O. This is a consequence of the fact that h = 0 
always satisfies the characteristic equation. The homogeneous equation is 
considered to eliminate this obvious common relationship among all oper- 
ators Do. 
In general, we do not know how to relate the number ur,o with the roots of 
the characteristic equation. However, the following lemma is a special case 
for which this relationship is known. A more general result is contained in [7]. 
LEMMA 3.1. If 
Do(v) = do) - 5 Ad- arc>, 
k=l 
0 < Tk < r, (3.7) 
where rj/rk is rational if N > 1, then 
Proof. If Do(p) = v(O), then aDo = - co. Suppose b,a is the sup in 
(3.8) and a > bDo . If y is a solution of D”yt = 0, x0 = v, and y(t) = eatx(t), 
then 
D”(ea’z,) = 0, x0 = e@‘p 
If we let Dl(#) = DO(e”.#), then 
and 
Dk,4 = #(o) - f Ake-aTk#(- Tk) 
k=l 
= sup Re(h - u) : det I - f 
I i 
Ake-‘Q = 0 
k=l 1 I 
=aDo -a <O. 
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Therefore, D, is a uniformly stable operator and Lemma 3.2 in [8] implies the 
existence of an iy > 0, p > 0, /3r > 0, such that 
! xt(e-e’~)l < pePt 1 e@‘g, 1 < ple-Qt 1 q2 / , t >, 0. 
Consequently, there is a 8s > 0 such that 
I yt I < /%efa-a)t I v I < A& I v I , t 2 0. 
This implies aDo < boo . 
For any E > 0, there is a h with b,o - E < Re h < b,o and an n-vector 
c such that y(t) = eAtc is a solution of D”yt = 0. Therefore, aDo > b,o - E 
for every E > 0. This proves aDo = boo and the lemma. 
LEMMA 3.2. There exist q+ in 9(A”), j = 1,2 ,..., n, such that ;f 
@ = (y1 ,-.*, qJ, then D”(To(t) @) = Do(@) = I, the identity. Also, for any 
a > agO , there is an M = M(u) such that 
( TO(t)@ / < M(1 + eat), t 3 0. (3.9) 
Proof. Let us consider the Eq. (3.4) and, in particular, all solutions of 
this equation which are polynomials in t. If we let 
P;+,(h) = -1 K do(h) 
I! dv ’ 
j = 0, 1, 2 ,..., 
where As(h) is defined in Eq. (3.3), then a direct calculation shows that 
y(t) = f am-kg 
k=O 
is a solution of Eq. (3.4) if and only if 
Amoo?’ = 0, (3.11) 
Plv) pzw ... Pi+, %n 
A PlO(0) ... P,O(O) %-1 
m 
o= i: 0 am = 
0 0 ... PIO(0) I9 Il. 010 
Let $0(e) be the conjugate transpose of the matrix ~~(0) and B be the 
operator on C given by 
(3.10) 
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A direct calculation also shows that 
is a solution of 
if and only if 
Byz,) = 0, t 3 0, 
20 = % DO(cp) = 0 
where pjo(0) is the conjugate transpose of P,“(O), j = 1 ,..., m -+ 1. 
There exists an m such that /gm = 0 for every solution /P of dmOfim = 0. 
Choose m, as the smallest value of m for which this is true. 
Let firno be the conjugate transpose of /PO. Define the inner product 
(/3”0, @o) for nm, X n matrices ci m. and /PO by the sum of the scalar products 
of rows of flrno with corresponding columns of oimo. It is clear from the choice 
of m, that the null space JV(&,J of &, is a subset of the set of all nmo X n 
matrices ,Po with pm0 = 0. For 
I 
“0 - II 0 7 Y-1 0 
14 ho is the n x n identity matrix and yj = 0 for j # m, , and for every 
8”~ F .M(~~,), it follows from the definition of the inner product that 
(p, ~“0) = 0. Now, since clearly AZ, is the adjoint operator to A& with 
respect to this inner product, m. y must belong to 99(&J, the range space 
of A;, . Therefore 
A 9 (w”o =
has a unique nmO x m, matrix solution 
with each cuj an n x n matrix. 
which we denote as in Eq. (3.11) 
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If y is defined by Eq. (3.10) for this @a and m = m, , we see that 
IlO = y DO ((t + .)qjq 
k=O 
= F” [go P,o,l(O) (&)! %no-k 1 
= T p-” pyqt-l(O) %-c-“] ; 
1=0 “=O 
Ez I, tE(- 00, co). 
Therefore, y(t) is a continuously differentiable solution of Eq. (3.2) on 
(- co, co) with initial value @ at t = 0 such that Do@ = I. Since D”( j,) = 0 
for t E (- co, co), it follows that @ is in B(AO). 
It remains only to prove the estimate (3.9). For any a > uoo , there is a 
constant M1 = M,(a) such that for any a with aoo + (a - aDo)/ < % < a, 
I yt I < Mlezt, t 3 0, 
since j, satisfies Eq. (3.4). Choose a f 0. Since 
y(t + 8) = Q(O) + f+‘j+) ds 
0 
for t > 0, - Y < 8 < 0, this yields the estimate 
[y(t)1 < M, (1 + $) , t >, 0. 
Since z < a, one can obtain the estimate (3.9). 
For any H E C([O, co), E”), H(0) = 0, it follows from [8] that there 
is an n x n matrix function BO : [- Y, co) -+ En2 of bounded variation on 
compact sets of [- r, oo), BO(t) = 0, - r < t < 0, such that the solution of 
DO(Yt) = Do(v) + W)9 t 2 0, (3.12) 
Yo = F 
is given by the variation of constants formula as 
yt = To(t) 3, - 1: kW~-sl f&). (3.13) 
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LEMMA 3.3. For any a > a,0 , E > 0, a + E # 0 there is an 
M = M(a, l ) > 0 such that 
t b 0. (3.14) 
Proof. If y is the solution of Eq. (3.2) and @ is given in Lemma 3.2, then 
zt = yt - To(t) @DO(v) satisfies DO@,) = 0, so = IJJ - @DO(v). Therefore, 
for any a > aDo , there is a Kr such that 
1 zt I < J&eat 1 x0 j = Kleat 1 ip - @Do(y)1 . 
Lemma 3.2 and the continuity of Do imply the existence of a Ks = K,(a) 
such that 
t 3 0. 
Using an argument similar to the proof of Theorem 3.1 in [9], there is a 
K = K(a) > 0 such that 
I BO(t)l + j1 I 4B”(t - 41 < K(1 + eat), t > 0. 
0 
If k = k(t) is the integer such that k < t < k + 1, then, for any E > 0, 
0, +e+o, 
1 jt [d.&-,] H(S) ( < K y(l + 4 ;z$, I WI 
0 j=l 
1 
k+l 
< K(R + 1) + 1 e(a+r)j 
j=l I 
ss& I WS)l 
< q + 1) + 
e(a+E)m+l) - 1
ea+E _ 1 
for some constant M. This proves the lemma. 
LEMMA 3.4. For any a > agO , the roots of 
det do(X) = 0, do(h) = I - Jo tie dpyq (3.15) 
-T 
have real parts less than OY equal to a and there is a S(a) > 0 such that 
1 det do(A)1 > S(a) on Re X = a. 
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Proof. If X satisfies Eq. (3.15) then there is a nonzero n-vector b such that 
y(t) = eA% satisfies D”(yt) = 0. Definition (5.1) of uD0 implies the first part 
of the lemma. 
If the second statement of the lemma is not true, there is a sequence {hk}, 
k = 1, 2 ,... of points on Re X = a such that 1 det do(&)/ < l/k, Fz = 1, 2 ,... 
This implies the existence of an eigenvalue of do(&) with modulus < (I/k)+. 
Suppose lk is such an eigenvalue of do(&) and b, , 1 b, / = 1, is an eigenvector 
associated with & . 
The function y”(t) = eAr%, satisfies 
D”(ytk) = eAkt(,b, , t >,o, 
yak = eAk*bk , DO(Yok) = Skbk . 
If @ is the matrix defined in Lemma 3.2 and 2: = ytk - To(t) @&bk then 
D’(x,“) = (eAxt - 1) &bk, t > 0, 
X0 Ic = xok - Q&b, , DO(.xo”) = 0. 
The variation of constants formula (3.13) implies 
Ztk = TO(t) xok - s t [&H-J (elks - 1) Skbk . 0 
From the fact that D”(zok) = 0, the definition of uB0 and Lemmas 3.2 and 
3.3, for any a; aDo < a < a, E > 0, a + E # 0, there is a constant 
M = M(a, l ) such that 
(3.16) 
On the other hand, the definition of ytk and the fact that z < a implies the 
existence of a T > 0 such that 
1 yt” j = eat sup eae > Medt sup eae, 
--r<KO --uG+<O 
for t > T, k = 1, 2 ,... Since 5, -+ 0 as k --+ co, this contradicts (3.16) and 
proves the lemma. 
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LEMMA 3.5. Suppose Do is defined in Eq. (3.1), do(h) in Eq. (3.3), 
iy E 9([- Y, 01, ZPe), and 77 is an n x n matrixfunction of bounded variation. 
For any a > uDo , the equation 
det d(X) = 0, d(X) = X [d”(h) - jr, eAea(t9) de] - I”, eAe d?(O) (3.17) 
has only a finite number of roots A with Re h > a. 
Proof. If we consider d(h) as the characteristic matrix of a neutral- 
functional differential Eq. (2.2), th en the estimate (2.6) implies that there 
exists a real number c such that Re h < c for all h satisfying Eq. (3.17). If 
a > c, then the above lemma is true. If a < c, then Lemma 3.4 implies there 
is a 6 = $(a, c) > 0 such that det d,(A) 3 6, a < Re h < c. From Eq. (3.17), 
the Riemann-Lebesgue lemma, and the fact that p” satisfies Eq. (3.1~) 
det d(X) = Ando + h(h), 
where h(h)/h” -+ 0 uniformly as 1 h / + co, a < Re h < c. Therefore, all 
zeros of Eq. (3.17) in this strip must be bounded. Since det d(h) is an entire 
function of A, the lemma is proved. 
4. ESTIMATES ON THE COMPLEMENTARY SUBSPACE 
Suppose Do is defined in Eq. (3.1), pi EP([- Y, 01, En’), 7 is an n x n 
matrix function whose elements are of bounded variation and let 
wd = Do(P) - j” @> de) de Cf 44 - j” i44~)I do -7 --T 
w = j” kw% v-w 
(4.1) 
--T 
For the linear system Eq. (2.2) we denote the associated semigroup and 
infinitesimal generator by T(t) and A, respectively. Recall that the spectrum 
o(A) of A coincides with the roots of the characteristic Eq. (2.5). 
For any a > U~O, it follows from Lemma 3.5 that the equation (2.5) has 
only a finite number of roots A with Re A > a. If A, = {A E o(A) : Re h 3 a}, 
then it is shown in [S] that the space C can be decomposed by Aa as 
C = P, @ Q. where P, , Q2a are subspaces of C invariant under T(t) and A, 
the space P, is finite-dimensional nd corresponds to the initial values of all 
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those solutions of Eq. (2.2) which are of the form p(t) eAt, where p(t) is a 
polynomial in t and X E A, . Therefore, the spectrum of A restricted to Qa is 
u(A)\A, . Our main goal in this section is to prove there is a constant K(a) 
such that 
I T(t) a, I < 0) eat I v I , t>o, 9,~Qa. 
To do this, we need the following lemma which is essentially contained in 
the proof of Theorem IV.1 of [5]. 
LEMMA 4.1. Suppose a is a real number such that only a $nite number of 
roots of Eq. (2.5) h ave real parts greater than or equal to a, there is a constant 
m > 0 such that, for all real 5, 
/ det d(a + it)1 3 m > 0 and A-l(f2 + it) = 0(I 5 1-l) 
as / .$ / -+ co. If C is decomposed by A, = {A E o(A) : Re X 3 a} as 
C = P, @ Qa , then there exists a K = K(a) 3 1, such that 
I T(t) v I < Keat(l P I + I + I), tao, ~@W)nQ,. (4.2) 
For any H E C([O, co), En), H(0) = 0, it follows from [9] that there is an 
n x n matrix function B : [- r, 0] + En2 of bounded variation on compact 
sets of [- r, co), B(t) = 0, - r < t < 0, such that the solution of 
(4.3) 
is given by the variation of constants formula as 
xt = T(t) v - j: ~4%,I H(s) = T(t) v + j: Bt-, 43W. (4.4) 
If we let x9 be the projection of xt onto P, defined by the above decomposi- 
tion of C, then it follows that there is a BP, t > 0, B$ = 0, of bounded 
variation on compact subsets of [0, 00) such that ~2 satisfies Eq. (4.4) with 
xt , q, Bt replaced by xp, ~‘a, BP, respectively. Ifwe defineB3 = Bt - BP, 
then (4.4) is equivalent to 
P 
Xt a = T(t) VP” - s t [d,B&l H(s), 0 
(4.5) 
xpa 7 T(t) qlQ” -
s t [dsB::J H(s). 0 
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THEOREM 4.1. Suppose D is given in Eq. (4.1). If a > aDO is such that 
h E a(A) implies Re X f a and C is decomposed by A, = {h E a(A) : Re h > a} 
asC=P,@Q,, then there is a constant M = M(a) such that 
I T(t)9 I < Meat I v I , t30, VEQ,, (4.6) 
(4.7) 
where B is the matrix occurring in the variation of constants formula (4.4) and 
BF is dejked as above. 
Proof. Case 1. 01 = 0, L = 0; that is, the equation 
D”W = o”b), t > 0, Xo=P)~Qn; (4.8) 
If 6, is the matrix given in Lemma 3.2, then 
To(t) 9 = To(t) QDoa Do(q) + To(t) (? - GQu D”“(y)). 
Since D”(g, - @DO(v)) = 0 an d each column of @ is in g(A”), the definition 
of agO and Lemmas 4.1 and 3.2 imply the existence of K = K(a) such that 
[ To(t)9 I < Keaf I Do(v)1 + Keat I v - @Q, D”(y)/ . 
Since D is continuous, this completes the proof of the theorem for the case 
a = 0, L f 0. 
Relation (4.7) follows as in the proof of Theorem 3.1 in [9]. 
Cuse 2. a + 0, L + 0. In this case, d(h) is given by Eq. (2.5) 
det d(X) = An det D(A) + h(h), 
adj d(h) = An-l adj no(A) + G(X), 
d(h)-l = [det d(h)]-l adj d(h) 
= f do(X)-’ + W(X), 
(4.9) 
where adj d(h), adj do(h) designate the cofactor matrices of d(Aj, do(h), re- 
spectively. If a > ago , then Lemma 3.4, the fact that PO, r) are of bounded 
variation, p” is nonatomic at zero and 01 E P([- r, 01, En’) imply that 
h(/\) = @(h+l), G(h) = 0(X”-2), I+‘(/\) = 0(k2) as ( h I + 03, Re A = a. 
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Using standard Laplace transform techniques, for any ‘p in g(A) n Q, 
T(t) q~ is given by 
(4.10) 
where TV is the n x n matrix function of bounded variation given by 
de) =I*‘(@ + j”, 4s) ds and s c, = (2&)-l Iii ,;:;a. 
The term containing ji eAce-@) q(a) dor and the one containing 7 are 
treated in the same manner as in the proof of Theorem IV.1 of [5]. Using 
the fact that A-l(h) is given by Eq. (4.9), the remaining terms in Eq. (4.10) 
may be written as 
j 
C, 
e”t [+ d”(X)-l + W(h)] ene [D(v) - X I” d&3) j” e+%(~> da] dh 
-T 0 
= TO(~) v + jca eAtW(A) eAe [D(v) - h j”, d&3) jl encs-+p(~) da] dA. 
The first erm in this expression was treated in Case 1. Since W(A) = O(k2) 
as 1 X j -+ co, Re X = a, the first erm in the integral admits an estimate of 
the form Keat / v 1 . Since XII’(X) = 0(/\-l) as / h / 4 co, Re h = a, the last 
term in the integral can be shown to have an estimate of the same form by 
using arguments similar to the one used for the 7 terms above. 
Since B(A) is dense in C, estimate (4.6) holds for all IJI in C n QU . Relation 
(4.7) is verified as in the proof of Theorem 3.1 in [8]. This completes the 
proof. 
COROLLARY 4.1. Suppose D is giwen in Eq. (4.1), aD0 ==c 0, and all roots of 
Eq. (2.5) haae negative real parts. Then there is an OL > 0, K > 0 such that 
I Bt I + I1 I d,Bt-, I< Ke+, 
0 
Proof. Use Theorem 4.1 with a = - 01 greater than all roots of (2.5). 
NEUTRAL FUNCTIONAL DIFFERENTIAL EQUATIONS 281 
5. THE SADDLE POINT PROPERTY 
Suppose D, L satisfy Eq. (2.1). In this section, we consider the linear system 
Eq. (2.2) along with the perturbed linear system 
g [w4 - %41 = 4%) + WA (5.1) 
where F, G satisfy the relations 
F(0) = 0, G(0) = 0, 
I F(Y) - W)l G PGJ) I ‘p - IG I 7 (5.2) 
I G(Y) - G(#)I d 144 I T - # I 3 
for j v / , 1 # j < o and some continuous nondecreasing function ~(a) with 
p(0) = 0. 
It will also be assumed that the roots of the characteristic equation 
det d(h) = 0, 
have nonzero real parts and a, < 0, where a, is defined in Definition 3.1. 
This latter assumption implies that the space C can be decomposed as 
C=U@S, 
where U is finite-dimensional nd the semigroup T(t) generated by Eq. (2.2) 
can be defined on U for all t E (- co, co) and there are K > 0, 01 > 0 such 
that 
I T(t) P I d Ke”lt IT I , t d 0, y E u, 
I W TJ I < Kc”lt I TJ I , t 3 0, ql E s. 
(5.4) 
For any p E C, we write v = vu + ‘ps, q~u E U, # E S. The decomposition 
of C as U @ S defines two projection operators 
Suppose K, 01 are defined in Eq. (5.4) and x(p) is the solution of Eq. (5.1) 
with initial value IJJ at zero. For any 6 > 0, let B, = {(p E C : I v / ,( S} and 
% = {‘p E C : ‘ps E Be,,, , X&J) E Be , t 3 01, 
@e = {p E C : v” E &,a~, xt(p)) E Be , t < 01. 
(5.5) 
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If I’ is a subset of C which contains zero, we say r is tangent to S at zero if 
1 7ruffz i/i 7rs9) j-+ 0 as v + 0 in r. Similarly, T is tangent to U at zero if 
/n,p,l/lnLip,/-tOasg,--tOinr. 
We now give the main result of this section, generalizing a theorem of Hale 
and Perello [lo] for retarded functional differential equations. 
THEOREM 5.1. With the notation as above, there is a 8 > 0 such that rs is a 
homeomorphism from the set Sp, onto S n BSIzK and Y8 is tangent to S at zero. 
Also, rru is a homeomorphism from the set %, onto U IT B,,,, and 9, is tangent 
to U at zero. Furthermore, there are positive constants M, y such that 
Finally, if F(v), G(v) h ave continuous Freche’t derivatives with respect to ‘p 
and h, : S n B,,,, + Y8 , h, : U IT BaiaK + Q, are defked by h,g, = V&J, 
y E S f~ B6,2K, h,p, = TT$JT, v E U n B,,,, , then h, and h, have continuous 
Freche’t derivatives. 
Proof. The proof here will follow as much as possible the proof of the 
saddle point property for ordinary differential equations given in Hale [ll]. 
Using the above decomposition of C, the solution x = x(v) of Eq. (5.1) can 
be written as 
Xt = XtS + x,w; (5.7a) 
XtS = T(t - u) xos + jt B:-,[W(x.J + W4 4 ; (5.7b) 
0 
xt u = T(t - u) x,[’ + jt B:s[d,G(xs) + FM 4 ; (5.7c) 
0 
for any u E (- 00, 00). Furthermore, K, 01 can be chosen so that 
I BtU I + 1” I d$f+ I < Ke”l, t GO, -1 
I B,S I + 1’ I 4% I < Kepat, t 3 0. 
0 
Relations (5.8) also imply that K can be chosen so that 
(5.8) 
(5.9a) 
(5.9b) 
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Using relation (5.9) and proceeding in a manner very similar to [IO], one 
finds that for any solution of Eq. (5.1) w ic h h exists and is bounded for t 3 0, 
there is a @ in S such that 
xt = T(t) cp” + j: B:-_,[W(4 + +J 4 
+ j” 
(5.10) 
B%W(x t+s) + JYxt+J 4m 
for t > 0. Also, for any solution x of Eq. (5.1) which exists and is bounded for 
t ,< 0, there is a #’ in U such that 
xt = T(t) y” + jt B~,[W(x,) + F(xs) 4
0 
+ j” 
(5.11) 
B%G(xt+,) + F(xt+,) 4 --a, 
for t < 0. Conversely, any solution of Eq. (5.10) bounded on [0, co) and any 
solution of Eq. (5.11) bounded on (- co, 0] is a solution of Eq. (5.1). Of 
course, estimates made in the integrals involving G are made using the rela- 
tion 
jt B,-, d,G(x,) = - Bt-,G(x,) - jt P&-,1 GW (5.12) 
0 cl 
We first discuss the solution of (5.10) f or any IJP sufficiently small. Suppose 
K, (Y are the constants used in Eqs. (5.6), (5.Q (5.9), and p(u), u 3 0, is the 
function given in Eqs. (5.2). Choose 6 > 0 so small that 
t 
8K+$)p(X) < 1, 8K2(1 + IX-‘) (1 + /L(S)) ~(8) c ;- (5.13) 
and define g(6) as the set of continuous functions y : [0, co) -+ C such that 
yes = 0. The set 9(S) is a closed-bounded subset of the Banach space 
C([O, co), C) of all b ounded continuous functions mapping [0, co) into C 
with the uniform topology. For any y in g(S) and any qs in S, ( qs ( < 6/2K, 
define the transformation B = Pi(@) taking g(6) into C([O, co), C) by 
(@Y), = 1; &W(Y, + T(s) $1 + F(rs + W 8) 4 
+ i” B%W(Y~+, 
(5.14) 
+ v + 4 P”) 4 F(Yt+, + w + 4 d 4 m 
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for t > 0. It is easy to see that 4pr E C([O, co), C) and (9~): = 0. Also, 
1 yt + T(t) qs 1 < 6 for all t > 0. Consequently, from Eqs. (5.12), (5.13), 
(5.14), (5.4) and (5.8) 
l(@Y)t I < (4K + +j CL(S) 6 < $ 
and B : Y(S) --+ g(S). Furthermore, in a similar manner, 
K@Y>t - (@a I < (4K + $j P(S) I y - z I d + I y - z I 
for t > 0, y, x E Q(S) and 9 is a uniform contraction on 9(S). Thus, B has 
a unique fixed pointy * = y*($) in g(S). The function xt* = yt* + r(t) $ 
obviously satisfies Eq. (5.10) and is the unique solution of Eq. (5.10) with 
1 yt ( < S/2 and xss = vs. The fact that B is a uniform contraction on 9(S) 
implies that y*($) and therefore x*($) are continuous in ‘ps. 
With x* defined as above, if x* = x*(@), P = x*($), then 
Xt * - 3z;,* = T(t) ($ - cjP) - BtS[G($) - G@“)] 
+ jt B;-s[F(x,“) -kids 
0 
Consequently, if u(t) = 1 Xt* - Pt* I , p = p(S), then Eqs. (5.4) and (5.9) 
imply that 
u(t) < K( 1 + P) e-%(O) 
+ p It j d$& 1 u(s) + Kp j: eP@‘)u(s) ds 
0 
(5.15) 
+ /A j,p I d,B!!s / u(t + s) + I$ j, e-“%(t + s) ds. 
For any t > 7 > 0, relations (5.8) and (5.9) and this latter expression with 
the first integral written as $ = si + $ imply that 
u(t) < K(1 + p) e-%(O) + Kpe- a( t-r) ,g=& 44 
+ KP :y;t 4s) + KP ( e-a(t-s)44 ds (5.16) 
+ Kp ;:y u(t + s) + Kp 1: e-%(t + s) ds. 
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We first show that u(t) + 0 as t -+ co. If this is not the case, u(t) bounded 
for t 3 0 implies there is a Y > 0 such that l&,, u(t) = v >> 0. For any 
0 < 0 < 1, there is a t, > 0 such that u(t) < 0-%, t >, t, . Consequently, for 
7 = t, in Eq. (5.16) and t > t, , this yields 
u(t) < K(1 + p) e-%(o) + Kpe-“-) sup U(S) 
O<S&, 
+ K@-‘u + KcL s: e-alt-s)u(s) ds + !!$ &ly 
+ K (1 + +) /A%+. 
The right side of this equation has a limit as t + cc which is 
2K (1 + +) @-‘I/ < ; 8-lv < 8%. 
Therefore, i&t+m u(t) < Y which is a contradiction. Thus, u(t) ---f 0 as 
t--t Co. 
Since u(t) -+ 0 as t + CO, u(t) has a maximum, and an argument similar 
to the preceeding shows that u(t) = 0 if u(O) = 0. Thus there will be a 
constant such that a(t) < (const) u(O), t 3 0. 
Let w(t) = suptGs u(s). Since u(t) -+ 0 as t + CD, for every t > 0, there is a 
t, 3 t such that w(t) = V(S) = u(tl) for t < s < t, , V(S) < w(tl) for s > tl . 
Therefore, from (5.15), 
w(t) = u(tl) < K(1 + CL) Ptl@) + KP SUP 44 
o<s< t1 
+ Kp jt e-dtl-d w(s) ds+ KP (1 + ;) W 
< K(1 + i e-W-4 + KP ops;t W 
+ Kp j; e-m(t-8) w(s) ds+ KP (1 + $) W. 
Since Kp(1 + 201-l) < 4, we have 
v(t) < KI@) e-utW> + K@) oz$t v(s) + K,(6) 11 e-“ct-s)a(s) ds, (5.17) 
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where 
KC1 + Y@)) 
K1(s) z i - KcLp) (1 + 26) ___ < 2q1 + P(W, 
4-49 
K?.(*) = 1 _ K/Q) (1 + 2&) < 2Kds)’ 
Our next objective is to show that v(t) satisfying Eq. (5.17) approaches 
zero exponentially. To do this, we first show that 
W < W) 4% K&3) = 2K,(S). (5.18) 
In fact, if this is not the case then there is a T > 0 such that v(t) < K3(S) v(0) 
for 0 < t < T, ~(7) = K&3) v(0). Consequently, Eq. (5.17) implies 
G(S) ~43 = 44 < VW) + K,(S) KsP) + K,(S) KS9 4 +O) 
= [fr + K,(a) (1 + 41 K@) 40) 
< KS(~) 40) 
since K&3) (1 + a-l) < 2Kp(6) (1 + a-l) < + . This contradiction shows 
that Eq. (5.18) is satisfied for all t 3 0. 
Using (5.18) in (5.17), we have 
v(t) < K,(6) e+@) + K@) K&j) (1 + a-‘) $3, t > 0. 
Choose p > 0 so that K,(S) e-@fl < &. Since K,(6) KS(S) (1 + a-‘) < Q, it 
follows that v(p) < (2) v(O). Finally, since the initial value 0 has no particular 
significance for autonomous equations, it follows that n(t + 8) < n(t) for all 
t > 0. This clearly implies the existence of an a1 > 0, K, > 0 such that 
u(t) < K,e-“l%(O). 
Consequently, returning to the definition of ZI and u, we have 
1 x*($) - x*(@“)I f Me-‘lt / ys - @ 1 , t > 0. 
Since x*(O) = 0, this implies that Eq. (5.6) is satisfied. 
The above argument has also shown that 
If h, : S n BSiBK + Pa is defined by h,qP = x0*(@), then h, is continuous 
and 
NEUTRAL FUNCTIONAL DIFFERENTIAL EQUATIONS 287 
Also, with an argument similar to the above, one shows that 
for all @, $P in S n B,,,, , and thus, h, is one-to-one. Since hi1 = nS is 
continuous, it follows that h, is a homeomorphism. 
From the fact that x0*(O) = 0, x*(@) satisfies Eq. (5.6) and 
we also have 
and this shows that Y8 is tangent to S at zero. 
If F, G have continuous Frechet derivatives F’(y), G’(p) and satisfy Eq. 
(5.2), then I F’(v)/ < ~(6) for 1 9 / < 8. From Eq. (5.14), it follows that the 
derivative S’(y) of .Py with respect to vs evaluated at QP in S is 
(P’(Y) #“>t = 1; B%W’(Y~ + T(s) Y”) T(s) #” 
+F’(rs + T(s) v,“) T(s) P 4 
+ 1” B%G’(Y,+, + T(t + 4 @) T(t + s) #” 
+F’(yt+, + W + 4 ~4 W + s) P 4, t > 0. 
Since I T(s) z+P I < K I z,P I and ~(6) satisfies Eq. (5.13), it follows that 
W’(Y) et I G K2(1 + 6 4) I 9” I < k I $” I , t 3 0. 
Using the fact that the mapping 9 is a uniform contraction on 6(a), one 
obtains the differentiability of hs(qs) with respect to ys. The argument for 
%!s is applied similarly to the above to complete the proof of Theorem 5.1. 
COROLLARY 5.1. Under the hypothesis of Theorem 5.I, there is a 6 > 0 
such that each solution of Eq. (5.1) with initial value in B, either approaches zero 
as t -+ 00 (and then exponentially) or leaves B, for somefinite time. Any solution 
with initial value in B, which is definedfor t < - r must either approach zero as 
t -+ - co or leave Bs for some$nite negative time. 
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Proof. There is a h > 1 such that 1 qP 1 < k 1 q~ 1 for all q~ in C. Suppose 6 
is given as in Theorem 5.1 and choose 0 < 6 < 6/2Kk. This 6, serves for the 
6 of the corollary. A similar argument applies to the last statement of the 
corollary. 
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