ABSTRACT Recovery of the support of a block K -sparse signal x from a linear model y = Ax + v, where A is a sensing matrix and v is a noise vector, arises from many applications. The block orthogonal matching pursuit (BOMP) algorithm is a popular block sparse recovery algorithm and has received much attention in the recent decade INDEX TERMS Compressed sensing, block orthogonal matching pursuit, block mutual coherence, sub-coherence, support recovery.
I. INTRODUCTION
Compressed sensing, which is a signal processing technique that has the capability to reconstruct sparse signals from underdetermined linear systems, has attracted much attention in the recent decade [1] , [2] . The central goal of compressed sensing is to stably recover a K -sparse signal x ∈ R n (i.e, x has at most K nonzero entries) or exactly find its support (i.e., the set of the positions of the nonzero entries of x) from the following linear model
where y ∈ R m is an observation vector, A ∈ R m×n is a given sensing matrix (usually n is much larger than m) and v is a noise vector. There are various types of noises, which include the 2 -bounded noise, the ∞ -bounded noise and the Gaussian noise, for more details, see, e.g., [3] . As in [3] and [4] , for simplicity, without loss of generality, we assume A is column normalized, i.e.,
Linear model (1) arises from many applications. For example in devices sparse activity detection for massive connectivity [5] . Specifically, let's consider a cellular network with n devices and one base station, and at any given time only a small fraction of the users are active. Suppose that the base station and the users are connected with only one antenna, then the signal received by the base station has the form of (1) , where A is a sequence matrix with its columns being the sequence assigned to the users, v is a Gaussian noise vector, and x is the channel coefficient vector between the base station and the users. The i-th user is active if and only if x i = 0. Since only a small number of users are active at any given time, x is sparse. The main task of the sparse activity detection problem is to find the active users, i.e., the support of x. For more details, see, e.g., [5] .
In addition to having applications in sparse activity detection [5] , compressed sensing has many other important applications, such as communications [6] , computer vision and pattern recognition [7] , photograph low-density parity-check codes [8] - [11] , kernel k-means sampling minimization [12] and subspace clustering [13] .
In a large number of practical applications, such as face recognition [14] , the identification of online smart grid topology [15] and the recovery of multi-band signals [16] , the signals are block-sparse, i.e., the nonzero elements of sparse signals appear in a few blocks. More specifically, let [17] . Clearly, block sparsity reduces to conventional sparsity when d = 1. Similarly, we can also represent A as
where
There are various sparse recovery methods which are efficient and have good recovery performance, among them, the Orthogonal Matching Pursuit (OMP) algorithm [18] is one the most popular greedy algorithms. However, to efficiently recover block sparse signals x from (1), we often use the Block Orthogonal Matching Pursuit (BOMP) algorithm instead of OMP, which is designed for recovering conventional sparse signals,
The BOMP algorithm was independently developed in [17] and [19] . By fully using the block sparsity, the BOMP has better sparse recovery performance than OMP, for more details, see, e.g., [17] . Denote the submatrix of A that contains only the blocks indexed by S and the subvector of x that contains only the blocks indexed by S as A[S] and x[S], respectively. Then the BOMP algorithm is formally described below in Algorithm 1, where supp(x) denotes the set of indexes i such that x[i] are nonzero vectors.
Algorithm 1
The BOMP Algorithm ( [17] , [19] ) Input: measurements y, sensing matrix A, block size d and sparsity K .
Theoretically investigating the recovery performance of a sparse recovery algorithm is of vital importance (see, e.g., [18] , [20] - [25] ) since it serves as a good measure of how effective is the recovery algorithm. To this end, the block-coherence and sub-coherence were defined in [17] to characterise the performance of BOMP:
Definition 1 [17] : The block mutual coherence of sensing matrix A is defined as
Definition 2 [17] : The sub-coherence of A is defined as It is showed in [17, Th. 3] that, under the condition that v = 0, any block K -sparse vector x with block length d can be exactly recovered from (1) with BOMP in K iterations if the block mutual coherence µ(A) and sub-coherence ν(A) of A satisfy
It has also been shown in [26] that, under the condition of (5) and certain condition on x and v, BOMP can exactly recover 3) We give an example to show that the BOMP algorithm cannot exactly recover a block K -sparse signal x in the noiseless case if A satisfies
This implies (5) is a sharp sufficient condition in terms of a condition on A. The rest of the paper is organized as follows. We introduce three lemmas which are useful for proving our main results in Section II. We develop sufficient conditions and worse case necessary condition of BOMP in Section III. Finally, the paper is summarized in IV.
II. USEFUL LEMMAS
In this section, we introduce some lemmas which are useful for proving our improved sufficient conditions of exactly recovering of any block K -sparse signal x in Sec. III-A. We begin with presenting the following lemma which gives a lower and an upper bound on the 2-norm of a submatrix of A left multiplied with its transpose.
Lemma 1: Let S = ∅ ⊆ {1, 2, . . . , L} and |S| denote the number of elements of S, then (2), (4) and the Gershgorin circle theorem, one can easily see that
Thus, (8) holds.
Note that if |S| = 1, then (8) reduces to
which can be obtained from [26, Lemma 1] and its proof. We next introduce Lemma 2 below which gives a sufficient condition to ensure that the BOMP algorithm can choose an index in at the first iteration under the 2 -bounded noise.
Lemma 2: Let the sensing matrix A and noise vector v in (1) satisfy (5) and v 2 ≤ , respectively. Suppose that the block K -sparse x in (1) satisfies
where is defined in (6) . Proof: To simplify notation, we denote
where (a) follows from (6), (b) is because of the CauchySchwarz inequality, (c) is from (3) and (8), and (d) follows from the first equality in (11) . Similarly, by (11), we have
Clearly, we have
where the last inequality follows from (8) and v 2 ≤ . Then by (9) , and (12)- (14), one can easily see that (10) To give a sufficient condition of recovering with the BOMP algorithm under the ∞ -bounded noise, we need to introduce the following lemma.
Lemma 3: Let the sensing matrix A and noise vector v in (1) satisfy (5) and A v 2 ≤ , respectively. Suppose that the block K -sparse x in (1) satisfies
then (10) holds. Proof: One can easily show that
where the second to the last inequality follows from the fact that A[i 0 ∪ j 0 ] v ∈ R 2d and the Cauchy-Schwarz inequality. Therefore, (10) follows from the above equation, (12) and (13).
III. MAIN RESULTS
In this section, we develop sufficient conditions and worse case necessary condition of recovering with the BOMP algorithm in K iterations.
A. SUFFICIENT CONDITION
In this subsection, we develop sufficient conditions of recovering with the BOMP algorithm under the 2 -bounded noise and ∞ -bounded noise. We begin with proposing a sufficient condition under the 2 -bounded noise. Specifically, we have the following result.
Theorem 1: Suppose that the sensing matrix A and noise vector v in (1) satisfy (5) and v 2 ≤ , respectively. Let x be VOLUME 6, 2018
an arbitrary block K -sparse signal which satisfies
then the BOMP algorithm can identify (see (6) ) in | | iterations.
Proof: In the following, we follow the proof of [26, Th. 2] ∈ \ S i 0 , it suffices to show that
By line 5 of Algorithm 1, we have
where P is a certain permutation matrix. By the induction assumption,
which combing with (16) 
To be more specifically, the condition on x given by (18) is stronger than the condition given by (16) . In fact, to show this, it suffices to show that
under (5). Clearly, (19) is equivalent to
Since (5) holds, ν(A) < 1, which implies that the above inequality holds. Hence, (19) holds. Note that, if d = 1, both µ(A) and ν(A) reduce to the mutual coherence [27] 
Thus, by Theorem 1, we can easily obtain the following corollary for the block length d = 1:
Corollary 1: Suppose that noise vector v in (1) satisfies v 2 ≤ and the sensing matrix A satisfies
Then the OMP algorithm can identify for any K -sparse signal x provided that
Corollary 1 improves [3, Th. 1] which shows that the OMP algorithm can identify for any K -sparse x in K iterations if A, v and x in (1) respectively satisfy (21), v 2 ≤ and
In fact, since µ satisfies (21), one can easily see that
Thus, the condition on x given by (22) is less restrictive than the condition given by (23 (1) satisfy (5) and A v 2 ≤ , respectively. Let x be an arbitrary block K -sparse signal which satisfies
Theorem 2 can be easily proved by following the proof of Theorem 1 with using Lemma 3.
Since 
(26) In fact, one can easily see that the condition on x given by (25) is less restrictive than the condition given by (26) . Therefore, Corollary 2 improves [3, Th. 4] .
By using Lemma 1 and [26, Lemma 5] , one can easily develop a sufficient condition of recovering with the BOMP under the Gaussian noise. This condition will be less restrictive than [26, Th. 5] . When d = 1, it will reduce to a sufficient condition for OMP and will improve [3, Th. 8] . Since the derivation is straightforward, we omit the details.
B. WORST CASE NECESSARY CONDITION
In this subsection, we will show that (5) is a worst case necessary condition for the exact support recovery of block K -sparse vectors x with block length d by BOMP in K iterations.
To show our main results, we need to introduce the following lemma.
Lemma 4: For any given positive integers K and d, there exist a column normalized matrix A ∈ R m×n and two different block K -sparse vectors x 1 , x 2 ∈ R n with block length d, such that (7) holds and
(27) Proof: In the following, we construct a specific example satisfying the above conditions.
Define matrix G ∈ R d×2Kd as
where I d is the d ×d identity matrix. Then, it is easy to check that any two rows of G are orthogonal. Moreover, the 2 -norm of each row of G is 1 and the rank of G is d. Therefore, there exists a matrix N ∈ R (2K −1)d×2Kd such that
is an orthogonal matrix. Let
From (30), one can see that the row number m and column number n of A are respectively m = (2K − 1)d and n = 2Kd. We first show that there exist two different block K -sparse vectors x 1 , x 2 ∈ R n with block length d such that (27) holds.
Since N ∈ R (2K −1)d×2Kd is not full column rank, there exists a nonzero vector z ∈ R 2Kd such that Nz = 0. Define two vectors x 1 , x 2 ∈ R n as
Clearly, both x 1 and x 2 are block K -sparse with block length d. Since z = 0, x 1 = x 2 . Moreover, N(x 1 − x 2 ) = Nz = 0, thus (27) holds.
We next show that A is column normalized. By (30), it is equivalent to show
Since Q is orthogonal, by (28) and (29), we have
Thus, (31) holds. Finally, we show (7) holds. To this end, we show that ν(A) = 0, and µ(A) = 1 (2K − 1)d which implies that (7) holds. We first show ν(A) = 0, by (4) and (30), it suffices to show ν(N) = 0. Since Q is orthogonal, by (28) and (29), for 1 ≤ ≤ L and (
which implies that N i N j = 0. Then from (4), we have ν(N) = 0.
In the following, we show µ(A) = 1 (2K −1)d . By (3) and (30), one can see that
Thus, it is equivalent to show
Since Q is orthogonal, by (28) and (29), for any 1 ≤ = m ≤ 2K , we have
Then according to (3), we can see that (32) holds. (20) ) when d = 1, Lemma 4 essentially reduces to [28, Th. 3 .1] when d = 1. Although the proof of Lemma 4 uses some idea of that for [28, Th. 3.1] , the construction of the matrix A is different. In fact, our construction is more straightforward and easier to be followed.
From Lemma 4, we can see that there exists a sensing matrix A ∈ R m×n satisfying (7) and a block K -sparse signal x ∈ R n with block length d such that the exact recovery of x from y = Ax is impossible for any sparse recovery algorithm. Therefore, the BOMP algorithm cannot be guaranteed to stably recover or exactly recover the support of any block K -sparse vector x from (1) in K iterations if (7) holds. Thus, we have the following result.
Theorem 3: If one wants to stably recover or exactly recover the support of any block K -sparse vector x with block length d from (1) by BOMP in K iterations, then the block mutual coherence µ(A) and sub-coherence ν(A) of A should satisfy (5) .
By Theorem 3, one can see that (5) is a sharp sufficient recovery condition for the BOMP Algorithm. VOLUME 6, 2018
IV. CONCLUSION
In this paper, we have theoretically investigated the recovery performance of BOMP with block mutual coherence µ(A) and sub-coherence ν(A) of the sensing matrix A. Specifically, we first improved the sufficient condition given by [26 Dr. Zhou was a recipient of the National excellent Doctoral Dissertation Award from China in 2013. VOLUME 6, 2018 
