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In 1977, Ganter and Teirlinck proved that any 2t × 2t matrix with 2t nonzero elements
can be partitioned into four submatrices of order t of which at most two contain nonzero
elements. In 1978, Kramer andMesner conjectured that anymt×ntmatrixwith kt nonzero
elements can be partitioned into mn submatrices of order t of which at most k contain
nonzero elements. In 1995, Brualdi et al. showed that this conjecture is true if m = 2,
k ≤ 3 or k ≥ mn − 2. They also found a counterexample of this conjecture for m = 4,
n = 4, k = 6 and t = 2. When t = 2, Rho showed that this conjecture is true if k ≤ 5.
When t = 2 andm = 3, we show that this conjecture is true if k = 6 or n ≤ 3. As a result,
we show that when t = 2, this conjecture is true if k = mn− 3 also.
© 2010 Published by Elsevier B.V.
1. Introduction
The following theorem is proved by Ganter and Teirlinck [3].
Theorem 1. Every 2t × 2t matrix with 2t nonzero elements can be partitioned into four submatrices of order t of which at most
two contain nonzero elements.
In 1978, Kramer and Mesner conjectured the following.2
Conjecture 2. Let m, n, t and k be positive integers. Then every mt × nt matrix with kt nonzero elements can be partitioned into
mn submatrices of order t of which at most k contain nonzero elements.
Brualdi et al. [1] denoted the assertion of this conjecture by KM(m, n, k, t) and mentioned its relation with the
Zarankiewicz problem [5] (see [1]). They proved that KM(m, n, k, t) is true if m = 2, k ≤ 3 or k ≥ mn − 2. They also
showed that KM(4, 4, 6, 2) is false by finding a counterexample (see [1]). When t = 2, Rho [6] showed that this conjecture
is true if k ≤ 5. In this paper we extend the results in [6] by showing that when t = 2 and m = 3, this conjecture is true if
k = 6 or n ≤ 3. As a result, we show that when t = 2, this conjecture is true if k = mn− 3 also.
2. Preliminaries and basic results
We introduce some notations and definitions. Some of them are introduced in Rho [6]. Let G be a graph. Then |G| denotes
the order of G. For a vertex u of G, N(u) denotes the set of all neighbors of u. For a set of vertices U , N(U) denotes the union
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of N(u) for all elements u of U . A complete bipartite graph with two partite sets of m, n vertices, respectively, is denoted by
Km,n. K1,3 is called a claw. Especially the vertex of a claw which composes a partite set of the bipartition is called the center.
A path with n vertices is denoted by Pn and a cycle with n vertices is denoted by Cn. We obtain a P3-claw from a claw by
replacing each edge with a P3. A connected graph G is said to be unicyclic if it contains a unique cycle. A cycle of G is said to
beminimal if no partial subset of its vertex set is a vertex set of another cycle. A connected graph G is said to be bicyclic if it
contains exactly twominimal cycles. Throughout this paper we view amatrix A = [aij] as an adjacency matrix of a bipartite
graph G = G(U, V ; E) where U is the set of vertices corresponding to the rows of A, V is the set of vertices corresponding
to the columns of A and E is the set of edges determined by the nonzero elements in A. We say that A has a matrix-crossing
(MC) if both ai1j2 and ai2j1 are nonzero for some i1, i2, j1, j2 such that i1 < i2 and j1 < j2. A partition of A into submatrices
Aij, has a block matrix-crossing (BMC) if both Ai1j2 and Ai2j1 contain nonzero element for some i1, i2, j1, j2 such that i1 < i2
and j1 < j2. A PWBMC of A is a partition into submatrices of at most two rows and two columns without BMC. For positive
integers l andm, if a PWBMC has l×m submatrices, then it is called an l×m-PWBMC. We also say that A is decomposed into
two matrices A1 and A2 if there exist permutation matrices P and Q such that PAQ = A1 ⊕ A2, the direct sum of A1 and A2.
The following lemma is from Brualdi et al. [1] and Rho [6].
Lemma 3 ([1,6]). Let c, m and n be positive integers with c ≤ m. Assume that q1, . . . , qm is a nonincreasing sequence of
nonnegative integers with
∑m
i=1 qi ≤ mn+ c. Then
∑m
i=c+1 qi ≤ n(m− c).
Next lemma is well known in Combinatorics and leads to the following lemma.
Lemma 4 ([6]). Let m and n be positive integers. If an m × n matrix has no MC, then it contains at most m + n − 1 nonzero
elements.
Lemma 5. Let m and n be positive integers. If a partition of a matrix into m×n submatrices has no BMC, then at most m+n−1
submatrices contain nonzero elements.
Remark 6. Note that if a matrix has no MC, then no partition of it has a BMC.
The following lemma is from Rho [6].
Lemma 7 ([6]). A tree contains a P3-claw if and only if all of its adjacency matrix has an MC.
Lemma 8. Let G = G(U, V , E) be a C2n for an integer n and A be an adjacency matrix of G. Then any u ∈ U can correspond to a
row of A.
Proof. The lemma is true as G is vertex-transitive (see [7]). 
Theorem 9 ([4]). If α1, . . . , α2t−1 is a sequence of elements in the elementary Abelian group Zt × Zt , then some subsequence
has sum (0, 0).
The following lemma is in the proof of Theorem 3.2. of Brualdi et al. [1]. It uses the above theoremwhichwas conjectured
by Erdös [2] and proved by Olson [4] (see [1]).
Lemma 10 ([1]). Let A be an mt×nt matrix with kt nonzero elements. Then the bipartite graph G(U, V , E) corresponding to the
matrix A has at least mt + nt − kt connected components. If G has at least 2t connected components, then A is decomposed into
two matrices A1 and A2 where A1 is an a× b matrix and A2 is an (mt − a)× (nt − b)matrix for some (a, b) ≡ (0, 0)(mod t),
(a, b) 6= (0, 0), (mt, nt).
The following lemma, which uses the pigeon-hole principle, is in the proof of Lemma 3.3. of Brualdi et al. [1].
Lemma 11 ([1]). Let A be a matrix with kt nonzero elements. If the bipartite graph G(U, V , E) corresponding to A contains at
least t + 1 nontrivial components, then A is decomposed into two matrices A1 and A2 where A1 contains et nonzero elements and
A2 contains (k− e)t nonzero elements for some 0 < e < k.
Lemma 12. Let A be a 3t × nt matrix with kt nonzero elements. If A = A1⊕ A2 where A1 has t rows and is not decomposed into
two matrices, then A can be partitioned into submatrices of order t of which at most k contain nonzero elements.
Proof. Let A1 have y columns. Then having t rows, A1 can be partitioned into submatrices of order t of which at most d yt e
contain nonzero elements. Not being decomposed into two matrices, A1 contains at least t + y− 1 nonzero elements. Thus
A2 contains at most (k − 1)t − y + 1 nonzero elements. As KM(2, n, k − 1 + d−y+1t e, t) is true, A2 can be partitioned into
submatrices of order t of which at most k− 1+d−y+1t e contain nonzero elements. For some integer l, lt + 1 ≤ y ≤ (l+ 1)t .
Thus d yt e = l+ 1 and k− 1+ d−y+1t e = k− 1− l. 
The following lemma is from Rho [6].
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Fig. 1.
Lemma 13 ([6]). For all k ≥ 3, KM(3, k− 1, k, 2) is true if KM(3, k− 2, k, 2) is true.
Definition. LetG = G(U, V ; E) be a bipartite graphwith a unique cycle C . Consider a component ofG−C which is connected
to a vertex x of C in G.
(i) If x ∈ U , then call the graph which we obtain from the component by adding x and the edge connecting the component
to x, a U-leg.
(ii) If x ∈ V , then call the graph which we obtain from the component by adding x and the edge connecting the component
to x, a V -leg.
(iii) By a leg we mean a U-leg or a V -leg.
Note that a U-leg has size greater than 1 if and only if it contains a vertex of U which is not in C .
Lemma 14. For all k ≥ 3, KM(3, k− 2, k, 2) is true if KM(3, k− 3, k, 2) and KM(3, k− 3, k− 3, 2) are so.
Proof. We prove by induction on k. When k ≤ 5, it is proved by Rho [6]. Assume that k ≥ 6. Let A be a 6× (2k− 4)matrix
with 2k nonzero elements. As KM(2, k − 2, k, 2) and KM(3, k − 3, k, 2) is true, it is enough to consider the case where A
contains at most one zero row and one zero column. Let G = G(U, V ; E) be the bipartite graph corresponding to A and s be
the number of connected components of G. Then by Lemma 10, s ≥ 2.
Case 1. s ≥ 4. Then by Lemma 10 again, A is decomposed into two matrices A1 and A2 where A1 is an a × b matrix and A2
is a (6 − a) × (2k − 4 − b)matrix for some (a, b) ≡ (0, 0)(mod 2) and (a, b) 6= (0, 0), (6, 2k − 4). We may assume that
a ≥ 3. If a = 6, then the lemma is proved as KM(3, k − 3, k, 2) is true. Assume that a = 4. If A2 contains even number of
nonzero elements, then the lemma is true by applying KM(2, l, r, 2) for some appropriate l and r , to A1 and A2 separately.
Also if there is an indecomposable submatrix of two rows of A2, then the lemma is proved by applying Lemma 12 to its direct
sum with A1. Assume that A2 contains odd number of nonzero elements and A2 is decomposed into matrices of at most one
row. It is enough to consider the case where A2 is decomposed into a 1× 1 matrix, a 1× 0 matrix and a 0× 1 matrix. As A
contains at most one zero row and one zero column, A1 contains no zero row or zero column. If A1 is decomposable, then at
least one of its maximal indecomposable submatrix contains odd number of nonzero elements. By applying KM(2, l, r, 2)
for some appropriate l and r to its direct sum with the 1 × 1 submatrix of A2, the lemma is proved. Assume that A1 is
an indecomposable 4 × (2k − 6) matrix. Let G1 be the bipartite graph corresponding to A1. Then G1 is bicyclic. For each
1 ≤ j ≤ 2k−6, let qj be the number of nonzero elements in column j of A1. After rearranging columns of A1, wemay assume
that q1 ≥ · · · ≥ q2k−6. As q1+· · ·+q2k−6 = 2k−1, q3+· · ·+q2k−6 ≤ 2k−5 by Lemma 3. If q3+· · ·+q2k−6 ≤ 2k−6, then
by applying KM(2, k− 4, k− 3, 2) to the matrix we obtain from A1 by omitting its first two columns, the lemma is proved.
Thus we assume that q3 + · · · + q2k−6 = 2k− 5 and hence q = (q1, q2, q3, q4, . . . , q2k−6) = (2, 2, 2, 2, 2, 1, . . . , 1). If two
minimal cycles of G1 share at most one vertex in U , then they share no vertex in V as each qi ≤ 2 and hence one of them
is a C4 considering |U|. Thus A1 is shown in Fig. 1. Call its upper submatrix and lower submatrix A11 and A12, respectively.
Also call the submatrix which we obtain from A11 by omitting its last two columns A′11 and the submatrix which we obtain
from A12 by omitting its first two columns A′12. Either A
′
11 or A
′
12 has odd number of nonzero elements and hence by applying
KM(2, l, r, 2) for some appropriate l and r to its direct sumwith the 1×1 submatrix of A2, the lemma is proved. Assume that
two minimal cycles of G1 share at least two vertices in U . Then they are two C4’s, one C4 and one C6, one C4 and one C8, or
two C6’s. We show that the lemma is proved when two minimal cycles are two C4’s. In the other cases, the lemma is proved
similarly. Assume that twominimal cycles are two C4’s. Then A1 contains a matrix as shown in Fig. 2. A partition of A1 which
parts two rows corresponding to vertices in U of C together contains no BMC between elements corresponding to edges of
the cycles. Suppose there is a BMC in that partition. Then as a tree, the graph we obtain from G by removing two edges each
of which is from each minimal cycle contains a P3-claw by Lemma 7. Considering q and |U|, there is only one such a P3-claw
and it is centered at some u ∈ U of a cycle. Thus A1 contains a matrix as shown in Fig. 3a. The matrix in Fig. 3a contains
another MC between elements of the fourth column and the fifth column. After parting those two columns together also,
the partition of A1 contains no BMC as shown in Fig. 3b. Thus A1 has a 2× (k−3)-PWBMC or a 2× (k−2)-PWBMC as shown
in Fig. 3c depending on whether the first two rows contain odd number of nonzero elements together or not. In any case, by
Lemma 5, at most k− 1 of those submatrices contain nonzero elements. Especially in the latter case, there are two columns
each of which composes submatrices and we can part them together. Thus in any case, A1 is partitioned into submatrices of
order 2 of which at most k− 1 of those submatrices contain nonzero elements and the lemma is proved.
Case 2. s = 3. Then one component of G is a unicyclic graph and two components of G are trees. We consider the subcases
where G has one, two or three nontrivial components.
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Fig. 2.
Fig. 3a.
Fig. 3b.
Fig. 3c.
Subcase 2a.Ghas one nontrivial component. Then the component ofG is unicyclic. Let C be the cycle of it. AsKM(2, k−2, k, 2)
and KM(3, k− 3, k, 2) is true, it is enough to consider the case where A is decomposed into a 5× (2k− 5)matrix, a 1× 0
matrix and a 0×1matrix and hencewemay assume that A is a 5×(2k−5)matrix. By Lemma 5, the lemma is proved if A has
a 3× (k− 2)-PWBMC. Let qj be the number of nonzero elements in column j of A for each 1 ≤ j ≤ 2k− 5. After rearranging
columns we may assume that q1 ≥ · · · ≥ q2k−5. By Lemma 3, q3 + · · · + q2k−5 ≤ 2k − 4. If q3 + · · · + q2k−5 ≤ 2k − 6,
then by applying KM(3, k − 3, k − 3, 2) to the matrix we obtain from A by omitting its first two columns, the lemma is
proved. Thus we may assume that q3 + · · · + q2k−5 ≥ 2k − 5 and hence q = (q1, . . . , q2k−5) = (3, 2, 2, 2, 1, . . . , 1)
or (2, 2, 2, 2, 2, 1, . . . , 1). When q = (3, 2, 2, 2, 1, . . . , 1), there is at most one V -leg. If there is no V -leg, then one U-leg
contains a claw centered at some v ∈ V as q1 = 3 and hence C has size 4 or 6. If there is one V -leg, then C has size 4, 6 or 8.
When q = (2, 2, 2, 2, 2, 1, . . . , 1), there is no V -leg and C has size 4, 6, 8 or 10. We prove the lemma if C has size 4. When C
has size greater than 4, the lemma is proved similarly. Assume that C has size 4. Firstly assume that there is no V -leg. Then
A is shown in Fig. 1 where its upper submatrix has at least three rows. Call its upper submatrix and lower submatrix A1 and
A2, respectively. Also call the submatrix which we obtain from A1 by omitting its last two columns A′1 and the submatrix
which we obtain from A2 by omitting its first two columns A′2. If A
′
1 has three rows, then the lemma is proved by applying
Lemma 12 to A′1
⊕
A′2. Assume that A
′
1 has four rows. If A
′
1 contains even number of nonzero elements, then the lemma is
true by applying KM(2, l, r, 2) for some appropriate l and r , to A′1. Assume that A
′
1 contains odd number of nonzero elements.
As A′2 has only one row, it is enough to consider the case where A
′
2 is a 1 × 1 matrix. If A′1 has no MC after permuting rows
and permuting columns independently, then the lemma is true by Lemma 5 and Remark 6. If not, then as a tree, the bipartite
graph corresponding to A′1 contains a P3-claw by Lemma 7. When q = (3, 2, 2, 2, 1, . . . , 1), if there is a P3-claw centered at
u for some u ∈ U , then considering |U|, at least two endvertices of it are neighbors of the vertex in V of degree 3 and hence
the bipartite graph corresponding to A′1 contains a cycle, a contradiction. Thus there is only one P3-claw which is centered
at v for some v ∈ V and A′1 contains a submatrix partitioned as shown in Fig. 4. Consider a partition of A where two rows
corresponding to vertices in U of C are parted together. In that partition, containing a matrix as shown in Fig. 4, A′1 has a
3×(k−4)-PWBMC and the lemma is proved.When q = (2, 2, 2, 2, 2, 1, . . . , 1), there is only one P3-clawwhich is centered
at u for some u ∈ U considering |U|. We may assume that first two rows of A′1 correspond to two endvertices of the P3-claw
which have even number of nonzero elements together. Thus A′1 has a 2× (k − 4)-PWBMC which contains a submatrix as
shown in Fig. 5whose first two columns are parted together. Thus lemma is proved. Secondly assume that there is one V -leg.
A partition which parts two rows corresponding to vertices in U of C together has no BMC between elements corresponding
to edges of the cycle. Suppose there is a BMC in that partition. Then G contains a P3-clawwhich is centered at some u ∈ U by
Lemma 7. If there are two U-legs of size greater than 1, then A contains a matrix as shown in Fig. 6 whose first two columns
are parted together. If not, then the P3-claw is in the V -leg and A contains a matrix as shown in Fig. 7. Thus in any case, A
has a 3× (k− 2)-PWBMC and the lemma is proved.
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Fig. 4.
Fig. 5.
Fig. 6.
Fig. 7.
Fig. 8.
Subcase 2b. G has two nontrivial components. Then A contains either a zero row or a zero column and two nontrivial
submatrices A1 and A2, which are adjacency matrices of a unicyclic graph and a tree, respectively. Let A1 be an a× bmatrix.
Then a ≥ 2. Consider the following subcases.
Subcase 2ba. A contains a zero row. If a = 2 or a = 3, then the lemma is true by Lemma 12. Assume that a = 4. If A1 contains
even number of nonzero elements, then the lemma is true as KM(2, l, r, 2) is true for all l and r . Assume that A1 contains odd
number of nonzero elements. As A2 has only one row, it is enough to consider the case where A2 has one column. Then A1 is
a 4× (2k−5)matrix. For each 1 ≤ j ≤ 2k−5, let qj be the number of nonzero elements in column j of A1. After rearranging
columns we may assume that q1 ≥ · · · ≥ q2k−5. By Lemma 3, q3 + · · · + q2k−5 ≤ 2k − 5. If q3 + · · · + q2k−5 ≤ 2k − 6,
then by applying KM(2, k − 3, k − 3, 2) to the matrix we obtain from A1 by omitting its first two columns, the lemma is
proved. Thus we may assume that q3 + · · · + q2k−5 = 2k − 5 and hence q = (q1, . . . , q2k−5) = (2, 2, 2, 2, 1, . . . , 1). The
bipartite graph corresponding to A1 contains a cycle of size 4, 6 or 8. In each case, A1 contains a matrix shown in Fig. 8, Fig. 9
or Fig. 10. Call its upper submatrix and lower submatrix A11 and A12, respectively. Also call the submatrix which we obtain
from A11 by omitting its last two columns A′11 and the submatrix which we obtain from A12 by omitting its first two columns
A′12. Either A
′
11 or A
′
12 contains odd number of nonzero elements and hence by applying KM(2, l, r, 2) for appropriate l and r
to its direct sum with A2, the lemma is proved.
Subcase 2bb. A contains a zero column. If a = 2 or a = 4, then the lemma is proved by Lemma 12. Assume that a = 5. Then
A2 has only one row and it is enough to consider the case where A2 has at most one column. If A1 contains even number of
nonzero elements, then it reduces to Subcase 2a. If A1 contains odd number of nonzero elements, then A1 is same with A in
Subcase 2a except that A1 has one less column of one nonzero element. Thus in any case, by the same argument as in Subcase
2a, the lemma is proved. Assume that a = 3. If A1 contains even number of nonzero elements, then by applying KM(2, l, r, 2)
for appropriate l and r to A1 and A2 separately, the lemma is true. Assume that A1 contains odd number of nonzero elements.
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Fig. 9.
Fig. 10.
Fig. 11.
For each j, let qj be the number of nonzero elements in column j of A2. Rearrange columns so that qj are nonincreasing. Then
q = (q1, . . . , q2k−6) = (3, 2, 1, . . . , 1) or q = (2, 2, 2, 1, . . . , 1). When q = (3, 2, 1, . . . , 1), by applying KM(2, l, r, 2)
for appropriate l and r to the matrix we obtain from A1 by omitting its first two columns, and A2 separately, the lemma is
proved. Assume that q = (2, 2, 2, 1, . . . , 1). Then similarly as in Subcase 2ba where a = 4 and A1 contains odd number of
nonzero elements with q = (2, 2, 2, 2, 1, . . . , 1), after omitting two columns corresponding to the vertices in V of C , A1 is
decomposed into two submatrices, where one is of two rows. Thus by applying Lemma 12 to the matrix we obtain from A
after omitting those two columns, the lemma is proved.
Subcase 2c. G has three nontrivial components. Let A be decomposed into three matrices A1, A2 and A3. If at least one of them
has exactly 2 rows, then it is proved by Lemma 12. Otherwise we may assume that they have 4, 1, 1 rows respectively. If
A1 has even number of nonzero elements, then by applying KM(2, l, r, 2) for appropriate l and r to A1 the lemma is proved.
Assume that A1 contains odd number of nonzero elements. Then as each of A2 and A3 has only one row, it is enough to
consider the case where A2 is a 1× 1 matrix and hence it reduces to Subcase 2ba.
Case 3. s = 2. Then both components ofG are trees.We consider the subcaseswhereG has one or two nontrivial components.
Subcase 3a.G has one nontrivial component. Then A contains either a zero row or a zero columnwhich is an adjacencymatrix
of the trivial component of G. By Lemma 5, the lemma is proved if A has a 3×(k−2)-PWBMC. If A has noMC, then the lemma
is true by Remark 6. Assume that A has anMC after any permutation of rows and permutation of columns. Then as a tree, the
nontrivial component of G contains a P3-claw by Lemma 7. We prove the lemma when A contains a zero row. If A contains a
zero column, the lemma is proved similarly. Assume that A contains a zero row. Thenwemay assume that A is a 5× (2k−4)
matrix. For each 1 ≤ j ≤ 2k− 4 let qj be the number of nonzero elements in column j of A. After rearranging columns of A,
wemay assume that q1 ≥ · · · ≥ q2k−4. By Lemma 3, q3+· · ·+q2k−4 ≤ 2k−4. If q3+· · ·+q2k−4 ≤ 2k−6, then by applying
KM(3, k−3, k−3, 2) to thematrixwe obtain from A by omitting its first two columns, the lemma is proved. Thuswe assume
that q3+ · · · + q2k−4 ≥ 2k− 5 and hence q = (q1, q2, q3, q4, . . . , q2k−4) = (3, 2, 2, 1, . . . , 1) or (2, 2, 2, 2, 1 . . . , 1). Firstly
assume that q = (3, 2, 2, 1, . . . , 1). Considering |U| and q, there are at most one P3-claw centered at some u ∈ U and at
most one P3-claw centered at some v ∈ V . If there is a P3-claw centered at some u ∈ U , then A contains a submatrix which
is partitioned as shown in Fig. 11 without BMC. If there is a P3-claw centered at some v ∈ V , then A contains a submatrix
which is partitioned as shown in Fig. 4 without BMC. Secondly assume that q = (2, 2, 2, 2, 1, . . . , 1). Considering |U|, there
is at most one P3-claw and it is centered at some u ∈ U . If exactly three neighbors of u are of degree 2, then A contains a
matrix which is partitioned as shown in Fig. 12. If four neighbors of u are of degree 2, then A contains a matrix which is
shown in Fig. 13. In that matrix, as at least two of rows corresponding to endvertices of the P3-claw contain even number of
nonzero elements together, we may assume that the last two rows do so and part last two columns together. In any case, A
has a 3× (k− 2)-PWBMC and the lemma is proved.
Subcase 3b. G has two nontrivial components. Then A is decomposed into A1 and A2 where A1 is an a× bmatrix and A2 is a
(6 − a) × (2k − 4 − b) matrix for some 0 < a < 6 and 0 < b < 2k − 4. We may assume that a ≥ 3. If a = 4, then the
lemma is proved by Lemma 12. Assume that a = 5. Then as A2 has only one row, it is enough to consider the case where A2
has at most one column. If A1 contains even number of nonzero elements, then it reduces to Subcase 3a where A contains
a zero row. If A1 contains odd number of nonzero elements, then A1 is same with A in Subcase 3a where A contains a zero
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Fig. 12.
Fig. 13.
row, except that A1 has one less column of one nonzero element. Thus in any case, by the same argument as in Subcase 3a,
the lemma is proved. Assume that a = 3. For each j, let qj be the number of nonzero elements in column j of A1. Rearrange
columns so that qj are nonincreasing. Then q = (q1, . . . , q2k−5) = (3, 1, . . . , 1) or q = (2, 2, 1, . . . , 1). Considering |U| and
q, if there a P3-claw, then it is centered at v for some v ∈ V . Thus A1 contains a matrix partitioned as shown in Fig. 4 without
BMC and so does A2. Therefore A has a 3× (k− 2)-PWBMC and the lemma is proved. 
3. KM(3, n, k, 2) for k = 6 or n = 3
Lemma 15. KM(3, 3, 6, 2) is true.
Proof. Let A be a 6 × 6 matrix with 12 nonzero elements. Let G = G(U, V ; E) be the bipartite graph corresponding to A.
Suppose that G has a trivial component. Then we may assume that A contains a zero column. For each 1 ≤ j ≤ 5, let qj be
the number of nonzero elements in column j. Rearrange columns so that qj are nonincreasing. Then q3 + q4 + q5 ≤ 6 by
Lemma 3. Thus by applying KM(3, 2, 3, 2) to the submatrix we obtain from A by omitting its first two columns, the lemma
is proved. Assume that G has no trivial component. If G has at least three nontrivial components, then by Lemma 11, A is
decomposed into two matrices A1 and A2 where each contains even number of nonzero elements. As KM(3, n, k, 2) is true
for all n if k ≤ 5 by Rho [6], by applying KM(3, n, k, 2) for appropriate k ≤ 5 to A1 and A2, separately, the lemma is proved.
We consider the cases where one or two components of G are nontrivial separately in the following two cases.
Case 1. G has two nontrivial components. Then A is decomposed into A1 and A2 where A1 is an a × b matrix and A2 is a
(6−a)×(6−b)matrix for some0 < a, b < 6. By the argument as abovewhereGhas threenontrivial components, it is enough
to consider the case where A1 has odd number of nonzero elements. We may assume that a ≥ 3. When a ≡ 0(mod 2), the
lemma is proved by Lemma 12. Similarly when b ≡ 0(mod 2), the lemma is proved.When (a, b) = (5, 1), the lemma is true
clearly. Thus it is enough to consider the case where (a, b) = (3, 3), (3, 5) or (5, 5) For each i, j, let pi and qj be the number
of nonzero elements in row i and column j of A1, respectively. Rearrange columns so that qj are nonincreasing. Assume that
(a, b) = (3, 3). We may assume that A1 has five nonzero elements. Thus q1 + q2 + q3 = 5 and hence q5 = 1 by Lemma 3.
Therefore A is partitioned as shown in Fig. 14. Assume that (a, b) = (3, 5). Thus q1 + · · · + q5 = 9 and hence q5 = 1 by
Lemma 3. Therefore A is partitioned as shown in Fig. 15. Assume that (a, b) = (5, 5). Then q1 + · · · + q5 = 11 and hence
q3+q4+q5 ≤ 6 by Lemma 3. If q3+q4+q5 ≤ 5, then by applying KM(3, 2, 3, 2) to the direct sumof the submatrixwe obtain
from A1 by omitting its first two columns and A2, the lemma is proved. In the other case, q = (q1, . . . , q5) = (3, 2, 2, 2, 2).
By symmetry we may assume that p = (p1, . . . , p5) = (3, 2, 2, 2, 2) also. Note that G is bicyclic. If two minimal cycles
in G share no vertex, then they are connected by a path. Considering |U|, two cycles are two C4’s or one C4 and one C6. The
adjacencymatrices of C4 and C6 have a 1×1-PWBMC and a 2×2-PWBMC, respectively. Considering the length of connecting
path, A1 has a 3× 3-PWBMC and the lemma is proved.
If two minimal cycles in G share at least one vertex, then they share at least one edge as p1 = q1 = 3. If they share one
edge, then they are either one C4 and one C8 or two C6’s and A1 is shown in Fig. 16 or Fig. 17. If they share three edges, then
they are one C6 and one C8 and A1 is shown in Fig. 18.
Case 2. G has one nontrivial component. Then G is unicyclic. For each j, let qj be the number of nonzero elements in
column j of A. Rearrange columns so that qj are nonincreasing. If q3 + · · · + q6 ≤ 6, then by applying KM(3, 2, 3, 2) to
the submatrix we obtain from A by omitting its first two columns, the lemma is proved. Thus we may assume that q =
(q1, . . . , q6) = (3, 2, 2, 2, 2, 1) or q = (2, 2, 2, 2, 2, 2). Similarly we may assume that p = (p1, . . . , p6) = (3, 2, 2, 2, 2, 1)
or p = (2, 2, 2, 2, 2, 2). If both p = q = (2, 2, 2, 2, 2, 2), thenG = C12 and hence after subtracting an edge,G has no P3-claw.
Thus after subtracting a nonzero element, A contains no MC and has a (3× 3)-PWBMC and therefore the lemma is proved.
Otherwise, we may assume that q = (3, 2, 2, 2, 2, 1) and G contains a V -leg. Assume that C has size 4. A partition where
two rows corresponding to vertices in C are parted together contains no BMC between elements corresponding to edges of
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Fig. 14.
Fig. 15.
Fig. 16.
Fig. 17.
Fig. 18.
the cycle. If G contains another P3-claw, then it is centered at some u ∈ U . If u is a vertex of C , then the partition has no BMC
and hence A has a (4× 3)-PWBMC. If u is not a vertex of C , then u is in the V -leg. Containing a submatrix shown in Fig. 12,
A has a (4× 3)-PWBMC also. Thus the lemma is proved. When C has size bigger than 4, the lemma is proved similarly. 
Theorem 16. KM(3, n, 6, 2) is true for all n.
Proof. As in the proof of Theorem3.4. of Brualdi et al. [1], KM(3, 6, 6, 2)will suffice. Let A be a 6×12matrixwith 12 nonzero
elements. By Lemma 10, A has at least six connected components. Firstly assume that at least three of them are nontrivial,
then by Lemma 11, A is decomposed into twomatrices A1 and A2 where each contains even number of nonzero elements. As
KM(3, n, k, 2) is true for all n if k ≤ 5 by Rho [6], by applying KM(3, n, k, 2) for appropriate k ≤ 5 to A1 and A2, separately,
the lemma is proved. Otherwise, at least four components are trivial. Thus A contains at least two zero rows or at least two
zero columns. As both KM(2, 6, 6, 2) and KM(3, 5, 6, 2) is true by Lemmas 15, 14 and 13, the theorem is proved. 
KM(3, 3, k, 2) is true by Rho [6] if k ≤ 5, and by Brualdi et al. [1] if k ≥ 7 as KM(m, n, k, t) is true if k ≥ mn − 2. Thus
Lemma 15 brings the following theorem immediately.
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Theorem 17. KM(3, 3, k, 2) is true for all k.
Lemma 18. For all t, if KM(p, p, k, t) is true for all k for a given positive integer p, then KM(m, n,mn− p, t) is true.
Proof. Let A be an mt × nt matrix with (mn − p)t nonzero elements. After permuting rows and permuting columns
independently, let q1, . . . , qnt be the nonincreasing sequence of integers which are the numbers of nonzero elements in
columns of A. Then q(n−p)t+1+· · ·+qnt ≤ (m−1)pt by Lemma 3.We obtain anmt×pt submatrix A′ by taking those columns
qi where i ≥ (n−p)t+1. After permuting rows and permuting columns independently, let p1, . . . , pmt be the nonincreasing
sequence of integers which are the numbers of nonzero elements in rows of A′. Then p(m−p)t+1+· · ·+pmt ≤ (p−1)pt again
by Lemma 3. By taking these rows we obtain a pt × pt submatrix of A′ which contains (p− 1)pt nonzero elements. Now the
lemma follows. 
Theorem 19. KM(m, n, k, 2) is true if k ≥ mn− 3.
Proof. As KM(m, n, k, 2) is true if k ≥ mn− 2 by Brualdi et al. [1], we only need to show that KM(m, n,mn− 3, 2) is true,
which follows immediately from Theorem 17 and Lemma 18. 
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