The heap-on-top (hot) priority queue data structure 6] improves on the best known times for Dijkstra's shortest path algorithm. It also has very good practical performance and is robust over a wide range of graph types. The heart of Dijkstra's algorithm is a monotone priority queue, that is, a priority queue where no element on the queue ever becomes smaller than the most recently extracted element. In this paper, we show that the hot queue implementation of monotone priority queues is competitive in a more general context.
Introduction
A priority queue is a data structure that maintains a set of elements and supports operations insert, decrease-key, and extract-min. Priority queues are fundamental data structures with many applications. Typical applications include graph algorithms (e.g. 10]) and event simulation (e.g. 4] ).
An important subclass of priority queues used in applications such as event simulation and in Dijkstra's shortest path algorithm 9] is the class of monotone priority queues. Intuitively, a priority queue is monotone if at any time keys of elements on the queue are at least as big as the key of the most recent element extracted from the queue. In this paper we deal with monotone priority queues.
Unless mentioned otherwise, we refer to priority queues whose operation time bounds depend only on the number of elements on the queue as heaps. The fastest implementations of heaps are described in 3, 10, 12] . Alternative implementations of priority queues use buckets (e.g. 1, 5, 7, 8] ). Operation times for bucket-based implementations depend on the maximum event duration C, de ned in Section 2. See 2] for a related data structure.
Heaps are particularly e cient when the number of elements on the heap is small. Bucket-based priority queues are particularly e cient when the maximum event duration C is small. Furthermore, some of the work done in bucket-based implementations can be amortized over elements in the buckets, yielding better bounds if the number of elements is large. In this sense, heaps and buckets complement each other.
Heap-on-top queues (hot queues) 6] combine the multi-level bucket data structure of Denardo and Fox 7] and a heap. These queues use the heap instead of buckets when buckets would be sparsely occupied. The resulting implementation takes advantage of the best performance features of both data structures. Hot queues, multi-level buckets, and k-heaps have been compared in the context of Dijkstra's algorithm, on several types of graphs. In these tests, the hot queue was always competitive and overall more robust than the other two implementations. However, Dijkstra's algorithm tends to stress only certain aspects of a priority queue implementation. For instance, the number of decrease-key operations tends to be small compared to the number of extract-min operations. Also, Dijkstra's algorithm tends to have a certain pattern of insertions and deletions: since items in the queue form the \border" of the explored graph, items tend not to stay in the queue for as long as some other applications.
We evaluate hot queues in a more general context, including problem families that model sorting and event simulation applications. We compare hot queues to k-heaps and multi-level buckets, as well as to the demo code provided by the DIMACS Challenge organizers.
Preliminaries
A priority queue is a data structure that maintains a set of elements and supports operations insert, decrease-key, and extract-min. We assume that elements have keys used to compare the elements and denote the key of an element u by (u). Unless mentioned otherwise, we assume that the keys are integral. By the value of an element we mean the key of the element. The insert operation adds a new element to the queue. The decrease-key operation assigns a smaller value to the key of an element already on the queue. The extract-min operation removes a minimum element from the queue and returns the element. We denote the number of insert operations in a sequence of priority queue operations by N. To gain intuition about the following de nition, think of event simulation applications where keys correspond to processing times. Let u be the latest element extracted from the queue. An event is an insert or a decrease-key operation on the queue. Given an event, let v be the element inserted into the queue or the element whose key was decreased. The event duration is (v)? (u). We denote the maximum event duration by C. An application is monotone if all event durations are nonnegative. A monotone priority queue is a priority queue for monotone applications. To make these de nitions valid for the rst insertion, we assume that during initialization, a special element is inserted into the queue and deleted immediately afterwards. Without loss of generality, we assume that the value of this element is zero. (If it is not, we can subtract this value from all element values.)
In this paper, by heap we mean a priority queue whose operation time bounds are functions of the number of elements on the queue. We assume that heaps also support the find-min operation, which returns the minimum element on the heap.
We call a sequence of operations on a priority queue balanced if the sequence starts and ends with an empty queue. In particular, implementations of Dijkstra's shortest path algorithm produce balanced operation sequences.
Multi-Level Buckets
In this section we describe the k-level bucket data structure of Denardo and Fox 7] . Our description follows that of 6]. Consider a bucket structure B that contains k levels of buckets, where k is a positive integer. Except for the top level, a level contains an array of buckets. The top level contains in nitely many buckets. Each top level bucket corresponds to an interval i k ; (i + 1) k ? 1]. We choose so that at most consecutive buckets at the top level can be nonempty; we need to maintain only these buckets. 1 We denote bucket j at level i by B(i; j). A bucket contains a set of elements in a way that allows constant-time additions and deletions, e.g. in a doubly linked list.
Given k, we choose as small as possible subject to two constraints. First, each top level bucket must contain at least (C + 1)= integers. Then, by the de nition of C, keys of elements in B belong to at most top level buckets. Second, must be a power of two so that we can manipulate base-numbers e ciently using RAM operations on words of bits. With these constraints in mind, we set to the smallest power of two greater or equal to (C + 1) 1=k .
We maintain , the key of the latest element extracted from the queue. Consider the base-representation of the keys and an element u in B. By de nitions of C and , and the k least signi cant digits of the baserepresentation of (u) uniquely determine (u). If and are the numbers represented by the k least signi cant digits of and (u), respectively, then , we say that the position of u with respect to is (i; u i ). If u is inserted into B, it is inserted into B(i; u i ). For each element in B, we store its position. If an element u is in B(i; j), then all except for i + 1 most signi cant digits of (u) are equal to the corresponding digits of and u i = j.
The following lemma follows from the fact that keys of all elements on the queue are at least . At each level i, we maintain the number of elements at this level. We also maintain the total number of elements in B.
The extract-min operation can change the value of . As a side-e ect, positions of some elements in B may change. Suppose that a minimum element is deleted and the value of changes. Let 0 be the value of before the deletion and let 00 be the value of after the deletion. By de nition, keys of the elements on the queue after the deletion are at least 00 . Let i be the position of the least signi cant digit in which 0 and 00 di er. If i = 1 ( 0 and 00 di er only in the last digit), then for any element in B after the deletion its position is the same as before the deletion. If i > 1, than the elements in bucket B(i; 00 i ) with respect to 0 are exactly those whose position is di erent with respect to 00 . These elements have a longer pre x in common with 00 than with 0 and therefore they belong to a lower level with respect to 00 .
The bucket expansion procedure moves these elements to their new positions. The procedure removes the elements from B(i; 00 i ) and puts them into their positions with respect to 00 . The two key properties of bucket expansions are as follows:
After the expansion of B(i; 00 i ), all elements of B are in correct positions with respect to 00 . Every element of B moved by the expansion is moved to a lower level. Now we are ready to describe the multi-level bucket implementation of the priority queue operations. Iterating through the levels, we can nd the lowest nonempty level in O(k) time. Using binary search, we can nd the level in O(log k) time. We can do even better using the power of the RAM model: Lemma 3.3 If k log C, then the lowest nonempty level of B can be found in O(1) time. As we will see, the best bounds are achieved for k log C.
A simple way of nding the rst nonempty bucket at level i is to go through the buckets. This takes O( ) time. Lemma 3.4 We can nd the rst nonempty bucket at a level in O( ) time.
By giving insertion an amortized cost k, even though its actual cost is O(1), we obtain the following amortized bounds: Note that in any sequence of operations the number of insert operations is at least the number of extract-min operations. In a balanced sequence, the two numbers are equal, and we can modify the above proof to obtain the following result. log log C is obtained for k = d log C log log C e. Remark. The k-level bucket data structure uses (kC 1=k ) space. 4 Hot Queues A hot queue 6] uses a heap H and a multi-level bucket structure B. Intuitively, the hot queue data structure works like the multi-level bucket data structure, except we do not expand a bucket containing less than t elements, where t is a parameter set to optimize performance. Elements of the bucket are copied into H and processed using the heap operations. If the number of elements in the bucket exceeds t, the bucket is expanded. In the analysis, we charge scans of buckets at the lower levels to the elements in the bucket during the expansion into these levels and obtain an improved bound.
A k-level hot queue uses the k-level bucket structure with an additional special level k+1, which is needed to account for scanning of buckets at level k. Only two buckets at the top level can be nonempty at any time, k+1 and k+1 + 1. Note that if the queue is nonempty, then at least one of the two buckets is nonempty. Thus bucket scans at the special level add a constant amount to the work of processing an element found. We use wrap-around at level k + 1 instead of k.
An active bucket is the bucket whose elements are in H. At most one bucket is active at any time, and H is empty if and only if there is no active bucket. We denote the active bucket by B(a; b). We make a bucket active by making H into a heap containing the bucket elements, and inactive by reseting the heap to an empty heap. (Elements of the active bucket are both in the bucket and in H.) To describe the details of hot queues, we need the following de nitions. We denote the number of elements in B(i; j) by c(i; j). Given , i : 1 i k + 1, and j : 0 j < , we say that an element u is in the range of B(i; j) if i (u) i , where i ( i ) is obtained by replacing each of the i ? 1 least signi cant digits of by 0 ( ? 1). Using RAM operations, we can check if an element is in the range of a bucket in constant time.
We maintain the invariant that is in the range of B(a; b) if there is an active bucket.
The detailed description of the queue operations is as follows. Similarly to Theorem 3.6, we can get bounds for a balanced sequence of operations.
Theorem 4.2 Let I(N), D(N), F (N), and X(N) be the time bounds for
heap insert, decrease-key, find-min, and extract-min operations, and consider a balanced sequence of the hot queue operations. The amortized bounds for the operations are as follows: O(I(t)) for insert, O(D(t)+I(t)) for decrease-key, and O(k + F (t) + X(t) + kC 1=k t ) for extract-min.
Remark. Consider the 1-and 2-level implementations. Although the time bounds are the same, the two-level implementation has two advantages: It uses less space and its time bounds remain valid for a wider range of values of C.
Experimental Setup
Our experiments were conducted on a Pentium Pro with a 200 Mhz. processor running Solaris x86 5.5.1. The machine has 96 Meg. of memory and all problem instances t into main memory. Our code was written in C++ and compiled with gcc version 2.7.2.1 using the -O6 optimization option. We made an e ort to make our code e cient. In particular, we set the bucket array sizes to be powers of two. This allows us to use word shift operations when computing bucket array indices.
Our study compares six implementations of monotone priority queues: k-ary heaps, with k=4; 2-and 3-level buckets; and 2-and 3-level hot queues; and (for calibration purposes) a simple heap-based demo algorithm by Cathy McGeoch 11] . Some of these have parameters to tune, and the results we show are for the best parameter values we tested.
We do not show results for 3-level algorithms because the results never signi cantly di er from those of the 2-level implementations. In our gures, we refer to the implementation as follows:
demo: the demo implementation, heap: our implementation of 4-heaps, bck2: our implementation of 2-level buckets, hotq2: our implementation of 2-level hot queues. Our implementation of multi-level buckets and hot queues is described in detail in 6]. That paper also indicats which values of the tunable parameters of the hot queue implementation worked best for the Dijkstra tests. Surprisingly, the same parameter values proved best for the additional tests of the current study. This shows that good parameter values are robust over a wide range of applications.
In addition to Dijkstra-based problem families, and a simple problem family that uses a priority queue to perform sorting, we examine two new families: an event simulation family and a family based on monotone sequences with many decrease-key operations.
Event simulation sequences. Parameters are C (maximum event duration), K (approximate queue size), E (\clusterdness" of keys; the smaller E is, the more clustered the data, but E must be less than C=2). Let T denote the current \time" | the key of the last extracted element or zero if no elements have been extracted. Let tC be the smallest integer multiple of C greater than T . To generate an insert operation, we select an integer i uniformly at random from the interval 0; E] and set the key of the new element to (tC +i) if tC +i T +C and to (tC ?i) otherwise. The generator starts with K insert operations. Then it alternates insert and extract-min operations, maintaining queue size of K or K + 1.
We tested nine families of event simulation: 1. C ranges from 99 to 9999999 as E = 1 and K = 100 2. C ranges from 99 to 9999999 as E = 1 and K = n=10 3. C ranges from 99 to 9999999 as E = C=3 and K = 100 4. C ranges from 99 to 9999999 as E = C=3 and K = n=10 5. E ranges from 1 to C=3 as C = 99999 and K = 10000 6. K ranges from 100 to n=10 as C = 99 and E = 1 7. K ranges from 100 to n=10 as C = 99 and E = C=3 8. K ranges from 100 to n=10 as C = 9999999 and E = 1 9. K ranges from 100 to n=10 as C = 9999999 and E = C=3 For each family we made n = 300000, which was the largest value that would comfortably t into memory.
General monotone sequences. Parameters are C and K (as in event simulation), and D, the approximate number of decrease-key operations per element. Let T denote the current \time" | the key of the last extracted element or zero if no elements have been extracted. Let tC be the smallest integer multiple of C greater than T . A new element is assigned the key of tC and immediately inserted. The number of elements on the queue after the initial inserts is K or K + 1. Let S denote the set of elements with keys greater than T . The generator maintains S. Decrease-key operations are produced only if S is not empty. We pick a random element s from S and denote its key by k(s). Then we select, uniformly at random, an integer i from 0; b p (k(S))c] and decrease key of s to k(s) ? (i + 1).
For general monotone sequences, we tested four families, with C = 99 or 9999999 and K = 100 or n=10. In each case we let D range from 1 to 10000. Not all of these tests were physically feasible: D must be less than C, for instance, since otherwise the event expires before all the requested decrease-key operations can be performed.
The cost of decrease-key should dominate the running time, so this family can be used to compare the cost of this operation.
Experimental Results

Event Simulation
The rst four event simulation families test the behavior of the algorithms as C, the maximum event duration, increases. It is expected that the heap should be immune to changes in C, while bucket-based algorithms should degrade slightly as C increases due to the increased number of empty buckets. With multi-level buckets, the performance should degrade less when the data points are more clustered, because with clustered data there are likely to be large stretches of empty buckets, which multi-level bucket implementations handle particularly e ciently.
These expectations are borne out in Figures 1 and Figures 2 . In each case, hot queues performs best, and the heap's somewhat erratic behavior does not seem to depend on C. When E = 1 and data is very clustered, bucket-only algorithms perform well, but when E = C=3 and data is less clustered, their performance degrades for large C.
Though we do not show the data here, results are similar when the queue size K is increased up to 30000. However, as K increases, the bucket-based algorithms stay competitive for larger values of C. This is because as K increases, the buckets become increasingly densely occupied, allowing us to amortize the cost of looking at empty buckets | even if they are evenly distributed | over the large number of non-empty buckets.
Though the queue size K thus has some e ect on bucket implementations, we would expects its major impact to be on the heap implementation, since operation times grow with the queue size for that data structure. In Figure 3 , we do in fact see this behavior, but the e ect is slight. Since heap times grow only with the log of the queue size, it is expected the queue will have to grow much larger than 10000, the largest value we tested, before we see signi cant degradation in performance. Hot queues and buckets seem una ected by the queue size. Though we do not present the data, the trends in Figure 3 remain for larger values of C and E.
Monotone event generation with many decrease-key operations
The intent of this family of tests is to examine the behavior of algorithms as the number of decrease-key operations per key increases. Figure 4 shows that none of the algorithms have a running time that depends on the number of decrease-key operations per key. Hot queues perform slightly better than buckets when the number of decrease-key operations is small, but we attribute this to the fact this test has a large event duration combined with small event queue. This is the same situation as in Figure 2 , in which the bucket algorithms performed worse than hot queues, and it is caused by the relative expense of extract-min for bucket based algorithms when there are many empty buckets. This disparity in performance is attenuated as the number of decrease-key operations increases, because in that case the relative number of extract-min operations decreases. Figure 5 supports this explanation, since in this test the buckets are denser, and in fact we see the bucket algorithm and the hot queue algorithm performing similarly. We have no explanation for the spike in running time for the heap code for large D.
Sorting Tests
In Figure 6 we show results for the sorting tests. The heap algorithm starts to perform slightly better than the other two as n | and C | grow. The di erence, however, is small.
Dijkstra-Based Tests
For completeness, we also show the Dijkstra results, in Figures 7, 8 , and 9, without comment. See 6] for a detailed discussion of these results. 
Conclusion
In 6], hot queues have been shown to be fast and robust when used in Dijkstra's algorithm. In the current paper, we have seen that hot queues are equally e ective for several other applications that use a priority queue, such as sorting and event simulation. Tests with an arti cially large number of decrease-key operations con rm that hot queues do not underperform in this context. Hot queues showed themselves to be more robust than the alternative algorithms based on heaps and buckets alone. The heap algorithm was sensitive | though, admittedly, not very sensitive | to the event queue size K. Bucket algorithms did badly when data was sparse but not clustered. Hot queues performed well in both situations.
We conclude that the hot queue structure with two or three bucket levels should be considered for a wide range of applications with di erent mixes of priority queue operations. Monotone queue for max event duration C=9999999 and queue size K=100 bck2 demo heap hotq2 Table 4 : The performance on monotone simulation as the number of decrease-key operations grows. We show results for large C since D must be less than C. Sorting using a priority queue, C = n bck2 demo heap hotq2 
