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Abstract
Over the past few years, a consensus has emerged among scientists and engineers that net-centric technology
can provide unprecedented levels of performance, robustness, and efficiency. Success stories such as the
Internet, distributed sensor networks, and multi-agent networks of mobile robots are only a few examples that
support this view. The important role played by complex networks has been widely observed in various
physical, natural, and social systems. Given the complexity of many of these systems, it is important to
understand the fundamental rules that govern them and introduce appropriate models that capture such
principles, while abstracting away the redundant details.
The main goal of this thesis is to contribute to the emerging field of "network science'' in two ways. The first
part of the thesis focuses on the question of information aggregation over complex networks. The problem
under study is the asymptotic behavior of agents in a network when they are willing to share information with
their neighbors. We start by focusing on conditions under which all agents in the network will asymptotically
agree on some quantity of interest, what is known as the consensus problem. We present conditions that
guarantee asymptotic agreement when inter-agent communication links change randomly over time. We then
propose a distributed (non-Bayesian) algorithm that enables agents to not only agree, but also learn the true
underlying state of the world. We prove that our proposed learning rule results in successful information
aggregation, in the sense that all agents asymptotically learn the truth as if they were completely informed of
all signals and updated their beliefs rationally. Moreover, the simplicity of our local update rule guarantees that
agents eventually achieve full learning, while at the same time, avoiding highly complex computations that are
essential for full Bayesian learning over networks.
The second part of this thesis focuses on presenting a new modeling paradigm that greatly expands the tool set
for mathematical modeling of networks, beyond graphs. The approach taken is based on using simplicial
complexes, which are objects of study in algebraic topology, as generalizations of graphs to higher dimensions.
We show how simplicial complexes serve as more faithful models of the network and are able to capture many
of its global topological properties. Furthermore, we develop distributed algorithms for computing various
topological invariants of the network. These concepts and algorithms are further explored in the context of a
specific application: coverage verification in coordinate-free sensor networks, where sensor nodes have no
access to location, distance, or orientation information. We propose real-time, scalable, and decentralized
schemes for detection of coverage holes, as well as computation of a minimal set of sensors required to
monitor a given region of interest. The presented algorithms clarify the benefits of using simplicial complexes
and simplicial homology, instead of applying tools from graph theory, in modeling and analyzing complex
networks.
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ABSTRACT
COMPLEX NETWORKS: NEW MODELS AND DISTRIBUTED ALGORITHMS
Alireza Tahbaz Salehi
Supervisor: Ali Jadbabaie
Over the past few years, a consensus has emerged among scientists and engineers that
net-centric technology can provide unprecedented levels of performance, robustness, and
efficiency. Success stories such as the Internet, distributed sensor networks, and multi-agent
networks of mobile robots are only a few examples that support this view. The important
role played by complex networks has been widely observed in various physical, natural,
and social systems. Given the complexity of many of these systems, it is important to
understand the fundamental rules that govern them and introduce appropriate models that
capture such principles, while abstracting away the redundant details.
The main goal of this thesis is to contribute to the emerging field of “network science”
in two ways. The first part of the thesis focuses on the question of information aggregation
over complex networks. The problem under study is the asymptotic behavior of agents in
a network when they are willing to share information with their neighbors. We start by
focusing on conditions under which all agents in the network will asymptotically agree on
some quantity of interest, what is known as the consensus problem. We present condi-
tions that guarantee asymptotic agreement when inter-agent communication links change
randomly over time. We then propose a distributed (non-Bayesian) algorithm that enables
agents to not only agree, but also learn the true underlying state of the world. We prove that
our proposed learning rule results in successful information aggregation, in the sense that
all agents asymptotically learn the truth as if they were completely informed of all signals
and updated their beliefs rationally. Moreover, the simplicity of our local update rule guar-
antees that agents eventually achieve full learning, while at the same time, avoiding highly
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complex computations that are essential for full Bayesian learning over networks.
The second part of this thesis focuses on presenting a new modeling paradigm that
greatly expands the tool set for mathematical modeling of networks, beyond graphs. The
approach taken is based on using simplicial complexes, which are objects of study in alge-
braic topology, as generalizations of graphs to higher dimensions. We show how simplicial
complexes serve as more faithful models of the network and are able to capture many of its
global topological properties. Furthermore, we develop distributed algorithms for comput-
ing various topological invariants of the network. These concepts and algorithms are further
explored in the context of a specific application: coverage verification in coordinate-free
sensor networks, where sensor nodes have no access to location, distance, or orientation
information. We propose real-time, scalable, and decentralized schemes for detection of
coverage holes, as well as computation of a minimal set of sensors required to monitor
a given region of interest. The presented algorithms clarify the benefits of using simpli-
cial complexes and simplicial homology, instead of applying tools from graph theory, in
modeling and analyzing complex networks.
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Chapter 1
Overview
Over the past few years, a consensus has emerged among scientists and engineers that
net-centric technology can provide unprecedented levels of performance, robustness, and
efficiency. Success stories such as the Internet, distributed sensor networks, and multi-
agent networks of mobile robots are only a few examples that support this view. The
important role played by complex networks has been widely observed in various physical,
natural, and social systems. For example, it is widely believed that many phenomena in the
natural world such as swarming in locusts, flocking of birds, and synchronous flashing of
fireflies are due to interaction of these species over a network. Similarly, in social sciences,
the central role played by social and economics networks is well-documented in many
scenarios including consumer choice, spread of rumors, and emergence of fashion and
trends.
The wide range of network phenomena and applications, such as the ones mentioned
above, have sparked a widespread interest in understanding, modeling, and analyzing net-
works in various fields such as engineering, economics, biology, and ecology. In the con-
trols and robotics community, this interest has been coupled with the need for developing
algorithms for decentralized decision-making in the absence of centralized coordination,
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with real-life engineering applications ranging from cooperative control of multiple au-
tonomous agents to mobile sensor networks.
Given the complexity of many networked-systems, the main challenge is to understand
fundamental rules that govern them and introduce appropriate models that capture such
principles, while abstracting away the redundant details. The goal of this thesis is to con-
tribute to the emerging field of complex networks by providing new models and tools for
analysis of network behavior, as well as proposing algorithms and methods for distributed
decision-making and control of dynamical systems.
To this end, the first part of the thesis addresses the question of information aggregation
in complex networks. The problem under study is analyzing asymptotic behavior of agents
in a network when they are willing to share information with their neighbors. We start
by focusing on conditions under which all agents in the network will asymptotically agree
on some quantity of interest, what is known as the consensus problem. We present condi-
tions that guarantee asymptotic agreement when inter-agent communication links change
randomly over time. We then propose a distributed (non-Bayesian) algorithm that enables
agents to not only agree on some state, but also learn the true underlying state of the world.
We prove that our proposed learning rule results in successful information aggregation, in
the sense that all agents asymptotically learn the truth as if they were completely informed
of all signals and updated their beliefs rationally. Moreover, the simplicity of our local
update rule guarantees that agents eventually achieve full learning, while avoiding highly
complex computations that are essential for full Bayesian learning over the network.
The second part of this thesis focuses on presenting a new modeling paradigm that
greatly expands the tool set for mathematical modeling of networks, beyond graphs. The
approach taken is based on using simplicial complexes, which are objects of study in alge-
braic topology, as generalizations of graphs to higher dimensions. We show how simpli-
cial complexes serve as more faithful models of the network and can capture many of its
2
global topological properties. Furthermore, we develop distributed algorithms for comput-
ing various topological invariants of the network. These concepts and algorithms are further
explored in the context of a specific application: coverage verification in coordinate-free
sensor networks, where sensor nodes have access to no location, distance, or orientation
information. We propose real-time, scalable, and decentralized schemes for detection of
coverage holes, as well as computation of a minimal set of sensors required to monitor
a given region of interest. The presented algorithms clarify the benefits of using simpli-
cial complexes and simplicial homology, instead of applying tools from graph theory, in
modeling and analyzing complex networks.
1.1 Information Aggregation over Complex Networks
Consider a group of agents who are willing to share some privately available information
with one another. An example would be a group of individuals in a social network, each
with limited personal experience about a new product in the market. By communicating
and sharing their information, the individuals expect to reach a better judgment about the
actual quality of the product. As another example, consider a group of simple sensors
deployed over a region of interest, who are responsible for collecting information on room
temperatures in a building, potential fires in a forest, or enemy installations in a battlefield.
In the absence of a centralized information center, and due to their limited sensing range, it
is important that the sensors share their information with one another properly.
The important underlying characteristic of the examples presented above (as of many
others) is that any given agent does not necessarily have access to information held by all
others. Instead, in almost all scenarios, each agent can only communicate with a small
subset of other agents.1 This restriction signifies the importance of studying distributed
1In the social network example this small subset consists of the friends and family members of the given
individual, whereas in the sensor network example it corresponds to the set of other sensors in the vicinity of
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algorithms that guarantee successful information aggregation over networks, when each
agent can only communicate locally with its neighbors.
Distributed Consensus Algorithms
One of the earliest examples of distributed algorithms for sharing information over net-
works goes back to DeGroot [33]. In the model studied by DeGroot, information held by
each agent, called its belief or state value, is captured by a scalar. He assumes that agents
update their beliefs in each period simply by taking weighted averages of their neighbors’
opinions from the previous period, possibly placing some weight on their own previous be-
liefs. This linear update model captures repeated communication and interactions among
agents and their neighbors. In spite of its simplicity, DeGroot shows that his model guar-
antees that all agents will have asymptotically equal state values, as long as the network
representing the communication links is connected. He refers to this outcome as consensus
over the network.
Similar models have been studied by researchers in the control theory and robotics
community. The main goal of this line of research is to analyze and design distributed
protocols for motion coordination that use local information and result in a desired global
behavior. A well-known example of such a model is Vicsek’s model of alignment for self-
propelled particles [107], first appeared in the statistical physics literature. The model is a
distributed, iterative scheme in which a set of self-propelled particles moving with constant
velocity update their headings based on the average headings of their neighbors: agents
within a certain pre-specified distance from them. One feature that sharply distinguishes
Vicsek’s model from DeGroot’s is that, due to their mobility, the neighbors of each agent
might change over time. In spite of this, simulations performed by Vicsek [107] clearly
show that, in the absence of noise, all particles will asymptotically align with one another,
the given sensor.
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that is, a consensus in their headings is achieved. Vicsek’s model was first analyzed by
Jadbabaie, Lin, and Morse [64], who show that if the proximity graphs representing the
interconnection of agents are infinitely-often jointly connected, then all headings converge
to a common value asymptotically. Their work initiated a tremendous amount of interest
in the controls and robotics community. A non-exhaustive list of relevant research in this
field includes [4, 17, 66, 72, 78, 84, 85].
Chapter 2 of this thesis is dedicated to the study of distributed consensus algorithms
over networks. It contains a review of the main known results on necessary and sufficient
conditions for asymptotic agreement over dynamic networks. The review is followed by the
study of consensus algorithms over randomly changing networks, which is the main con-
tribution of the chapter. The importance of studying conditions for consensus over random
networks lies in the fact that, in many real-world network applications, the availability of
communication links between different entities is usually random. This randomness can be
due to link failures, node failures, interference, or existence of physical obstacles interrupt-
ing communication, which are natural features of wireless communications. We conclude
the chapter by computing the statistical properties of the value that all agents agree upon,
when the network changes randomly.
Social Learning
One of the shortcomings of DeGroot’s model and other similar distributed consensus al-
gorithms is that they can only guarantee asymptotic agreement, with limited amount of
control over the value that the agents agree upon. Although sufficient in some applications,
in many scenarios it is important to have the information aggregated correctly, in the sense
that all agents agree on the right value, an outcome known as social learning.
Belief update rules that result in asymptotic learning can be categorized to two general
classes depending on whether the agents update their beliefs rationally or not. The Bayesian
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learning literature focuses on scenarios that agents incorporate information provided to
them rationally into their beliefs. Although optimal, rational learning rules require agents
to perform complicated and often not computationally feasible updates. Therefore, for
large and complex networks, one needs to consider coarser learning rules according to
which, agents use simple rule-of-thumbs to incorporate the information provided to them
through their neighbors.
The main contribution of Chapter 3 is to propose a simple non-Bayesian and distributed
belief update rule that results in asymptotic learning over networks. In the presented model,
at every time period, each agent receives a private noisy signal about the true state of the
world and updates her beliefs as a convex combination of the Bayesian posterior belief
generated by the observed signal and the prior beliefs of her neighbors. We show that
under such a boundedly rational model of opinion formation, individuals will eventually
hold correct forecasts about the observations of all agents, as long as the social network is
strongly connected; that is, if there exists an information path connecting any two agents
in the society. Moreover, we show that if the individuals’ observations are conditionally
independent, they asymptotically learn the true underlying state of the world as if they
were completely informed of all signals and updated their beliefs according to Bayes’ rule.
Our main result therefore establishes that the agents can successfully aggregate information
held by all other agents in the network, even if they are not in direct communication with
one another, or are not aware of each other’s existence. Finally, the simplicity of our local
update rule guarantees that the agents eventually achieve full learning, while at the same
time, avoiding the highly complex computations that are essential for full Bayesian learning
over the network.
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1.2 New Models of Networks: Beyond Graphs
A key step in understanding the common underlying principles of networked systems is to
apply the proper level of abstraction in modeling them. Although graphs are often adequate
discrete abstractions for network phenomena, there are plenty of challenging applications
and scenarios where the abstraction based on binary relations is too crude. More specifi-
cally, in many applications, instead of only looking at pairwise relations between agents,
one might find it useful (or even necessary) to consider 3-way or 4-way relations as well.
For example, a coalition of 3 agents is different from the 3 pairwise relations between any
two of them. In such cases, using a simplicial complex to model the network can poten-
tially lead to extraction of the information buried in higher order relations between different
entities. To this end, the second part of this thesis is focused on presenting the theories of
simplicial complexes and simplicial homology, as well as developing distributed protocols
for extracting topological properties of the network.
Simplicial complexes, which are generalization of graphs to higher dimensions, can
serve as general geometric representation for a broad spectrum of modeling problems [41].
For example, in many situations that a geometrical space is represented by a finite set of
points sampled from it - what is known as point cloud data - it is natural to use the machin-
ery of simplicial complexes and homology to recover the attributes of the original space
from the sampled data [20, 28]. More recently, simplicial (and other type of) complexes
have been used in the study of proteins and other molecules: the protein is modeled as a
union of balls, one ball per atom, and the complex used is dual to this union [40–42]. Other
applications range from modeling dynamical systems [5] to configuration spaces of graphs
in robotics [53], as well as compression of data sets and coverage verification in sensor
networks [30, 79].
Chapter 4 is dedicated to formally defining simplicial complexes. It also provides a
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brief review of simplicial homology theory, which studies the algebraization of the first
layer of geometry in simplicial complexes [61, 112]. Furthermore, we present the theory
of combinatorial Laplacians corresponding to simplicial complexes and show their appli-
cation in implementing distributed algorithms. The other goal of the chapter is to relate the
presented concepts to their more well-known counterparts in graph theory.
In Chapter 5, we apply tools and concepts from algebraic topology presented in Chap-
ter 4 to design and analyze distributed algorithms over networks. More specifically, we
develop distributed algorithms for computation of sparse generators of homologies. More-
over, by focusing on the problem of coverage verification in coordinate-free sensor net-
works, we show how capturing higher order relations (beyond the pairwise relation, as
in graphs) between different entities can lead to extraction of more information from the
network. The chapter contains a distributed algorithm, built on the concept of combinato-
rial Laplacians, that verifies whether the coverage is successful and “hole-free”. We also
present two new distributed algorithms which provide further information about the cover.
The first algorithm, based on the ideas of de Silva and Ghrist [30] and Muhammad and
Egerstedt [79], is capable of “localizing” coverage holes in a network of sensors without
any metric information. Our second algorithm, also based on the tools presented in Chap-
ter 4, is a novel approach for detecting redundancies in the sensor network. The presented
algorithm is a distributed method for computing a minimal set of sensors required to cover
the entire domain.
8
Part I
Information Aggregation Over
Complex Networks
9
Chapter 2
Network Consensus Algorithms
Distributed consensus algorithms are one of the most well-known and widely studied dis-
tributed algorithms for information sharing and aggregation over networks. These algo-
rithms were first introduced by DeGroot in a 1974 paper [33] and were later generalized
by Tsitsiklis [105], Jadbabaie, Lin, and Morse [64] and many others. In consensus algo-
rithms, as in any information aggregation algorithm, a group of agents each with some
partial knowledge about a quantity of interest, share their information with their neighbors
and update their state values accordingly. However, in benchmark consensus algorithms,
agents update their information simply as a linear combination of the information held by
their neighbors at any given time step. The central question in the study of distributed con-
sensus algorithms is whether such simple linear updates can result in asymptotic consensus;
that is, a state in which all agents eventually agree on the same value.
Distributed consensus algorithms have wide-spread applications, ranging from dis-
tributed and parallel computing [105, 106] to control of robotic and sensor networks [26].
These algorithms have also been suggested as possible explanation of different phenomena
as diverse as flocking in birds [91] and belief formation in social networks [56, 62].
In this chapter, we first focus on the benchmark discrete-time consensus algorithm over
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a deterministic switching network sequence. The first section contains necessary and suffi-
cient conditions that guarantee asymptotic consensus. The presented conditions are based
on various concepts borrowed from theory of non-homogeneous Markov chains, such as
weak and strong ergodicity, and coefficients of ergodicity. This is followed by Section
2.2, where discrete-time consensus algorithms over randomly switching networks are stud-
ied. The contents of Section 2.2 are mainly from the works of Tahbaz-Salehi and Jad-
babaie [101–103]. Our results show that for i.i.d. and ergodic stationary random graph
processes, consensus is achieved if and only if the expected network is connected.
2.1 Distributed Consensus Algorithms
Consider a group of n agents, labeled 1 through n, each with an initial state value that can
be updated over discrete time steps t ∈ {0, 1, 2, . . . }. Depending on the application, this
state may correspond to the belief of an individual, the heading of a robot, or an unknown
quantity that needs to be estimated. We denote the state of agent i at time t ≥ 0 with xi(t),
and the vector of all states with x(t) = [x1(t) . . . xn(t)]T . At a given time step t, each
agent has access to the state value of a subset of other agents called its neighbors. This
neighborhood relation can be captured by a sequence of directed graphs G(t) = {V,E(t)}
indexed by time t: the i-th vertex of graph G(t) corresponds to agent i, and the directed
edge (i, j) belongs to edge set E(t), if agent j has access to information held by agent i
at time t. By definition, the set of neighbors of agent i coincides with the set of vertices
adjacent to vertex i in G(t), denoted by Ni(t) = {j ∈ V |(j, i) ∈ E(t)}.
In the benchmark network consensus algorithm, each agent updates its state value as
a convex combination of its own and its neighbors’ state values in the previous time step.
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More formally, the state value of agent i follows the linear iterative update
xi(t+ 1) = Wii(t)xi(t) +
∑
j∈Ni(t)
Wij(t)xj(t), (2.1)
where Wij(t) ≥ 0 is the weight that agent i assigns to the state value of agent j at time t.
Note that the above update is local and distributed in the sense that agent i’s state value at
time t + 1 is only a function of the state values of its neighbors at time t. Moreover, since
it is assumed that the update in (2.1) is a convex combination, it has to be the case that∑
j∈Ni(t) Wij(t) = 1.
The central question regarding equation (2.1) is whether such a local update results in
asymptotic consensus over the network. Clearly, it is as important to understand how this
consensus value is related to the initial information held by each agent at time t = 0.
Before investigating the answer to these questions, in order to simplify the notation, we
set Wij(t) = 0 for j 6∈ Ni(t) ∪ {i}, and write the state update equation (2.1) in the more
compact matrix form
x(t+ 1) = W (t)x(t). (2.2)
In the above equation, W (t) is an n× n non-negative matrix whose (i, j) entry is equal to
Wij(t). Note that W (t) has an entry equal to zero if the corresponding entry in the matrix
A(t) + In is zero, where A(t) is the adjacency matrix of G(t) and In is the identity matrix
of size n. It is also useful to note that W (t) is stochastic for all t.1
We now formally define the concept of reaching asymptotic consensus for the dynami-
cal system given in (2.2).
Definition 1. Dynamical system (2.2) reaches asymptotic consensus, if for any initial state
value x(0) ∈ Rn, there exists x∗ ∈ R such that xi(t)→ x∗ as t→∞ for all i ∈ {1, . . . , n}.
1A matrix is said to be stochastic if it is entry-wise non-negative and all its row sums are equal to one. A
stochastic matrix is called doubly stochastic if all its column sums are equal to one, as well. For more on the
properties of stochastic matrices see, e.g., Berman and Plemmons [10].
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As the name suggests, reaching asymptotic consensus requires the state values of all
agents in the system to converge to the same common value x∗ as t grows. Note that this is
stronger than requiring the difference between state values of any two agents to converge
to zero. It might be the case that the differences between the state values of any two agents
converge to zero, while the state values themselves do not converge.
2.1.1 Ergodicity
If we denote the vector of initial state values by x(0), (2.2) implies
x(t+ 1) = W (t) . . .W (1)W (0)x(0). (2.3)
Therefore, in order to study conditions for asymptotic consensus, we need to investigate
the behavior of infinite products of stochastic matrices. For this purpose, we borrow the
concept of weak ergodicity of a sequence of stochastic matrices from the theory of Markov
chains. Weak ergodicity, first introduced by Kolmogorov [68] in 1931, is the main concept
that is used in proving convergence of infinite products of stochastic matrices.
Definition 2. The sequence {W (t)}∞t=0 = W (0),W (1), . . . , of n × n stochastic matrices
is weakly ergodic, if for all i, j, s = 1, . . . , n and all integer p ≥ 0
Ui,s(t, p)− Uj,s(t, p)→ 0
as t→∞, where U(t, p) = W (p+ t) · · ·W (p+ 1)W (p) is the left product of the matrices
in the sequence.
As the definition suggests, a sequence of stochastic matrices is weakly ergodic if the
difference between any two rows of the product matrix converges to zero, as the number
of terms in the product grows. A closely related concept is strong ergodicity of a matrix
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sequence.
Definition 3. A sequence of n×n stochastic matrices {W (t)}∞t=0 is strongly ergodic, if for
all i, s = 1, · · · , n and all integer p ≥ 0, Ui,s(t, p)→ ds(p) as t→∞, where U(t, p) is the
left product and ds(p) is a constant not depending on i.
Strong ergodicity of a matrix sequence means that not only the difference between any
two rows of the product matrix converges to zero, but also all entries of U(t, p) converge to
some limit. Therefore, weak ergodicity of a matrix sequence is a necessary condition for
strong ergodicity and is implied by it. The following proposition, however, shows that the
two concepts are equivalent [23, 97].
Proposition 1. Given a matrix sequence {W (t)}∞t=0 and their left products U(t, p) =
W (t+ p) · · ·W (p+ 1), weak and strong ergodicity are equivalent.2
Proof: Clearly, any strongly ergodic sequence is also weakly ergodic. So, it is sufficient
to prove that weak ergodicity implies strong ergodicity. For any  > 0, weak ergodicity
implies that for large enough t, we have − ≤ Ui,s(t, p) − Uj,s(t, p) ≤  uniformly for all
i, j, s = 1, · · · , n. Since U(t+ 1, p) = W (t+ p+ 1)U(t, p), we have
Ui,s(t, p)−  ≤ Uh,s(t+ 1, p) ≤ Ui,s(t, p) + ,
which by induction implies that
Ui,s(t, p)−  ≤ Uh,s(t+ r, p) ≤ Ui,s(t, p) + ,
2To be more precise, Definitions 2 and 3 correspond to weak and strong ergodicity in the backward di-
rection. Since this is the only type of ergodicity used in this thesis, we simply refer to these properties as
ergodicity. It is important to note that weak and strong ergodicity are equivalent only for left (backward) prod-
ucts of stochastic matrices. This equivalence breaks down in the case of right (forward) products of stochastic
matrices. More on these and similar concepts can be found in the book of Seneta [97] and references therein.
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for all i, s, h = 1, . . . , n and r ≥ 0. By setting h = i, it is evident that Ui,s(t, p) is a Cauchy
sequence and therefore, limt→∞ Ui,s(t, p) exists.
As the above proposition suggests, weak ergodicity describes a tendency to consen-
sus as defined in Definition 1. Under weak ergodicity, matrix product U(t, p) converges
to some rank one matrix 1d(p)T , where d(p) is a normalized vector and 1 is a the vector
with all entries equal to one. Therefore, linear dynamical system (2.2) reaches asymptotic
consensus for all initial conditions x(0) if matrix sequence {W (t)}∞t=0 is weakly ergodic.
Note that the converse of this statement is not true in general. In other words, conver-
gence of dynamical system (2.2) to consensus does not necessarily imply weak ergodicity
of the matrix sequence. For instance, existence of a rank one matrix in the sequence im-
plies asymptotic consensus, while it does not guarantee weak ergodicity. Nevertheless, in
what follows, we investigate conditions for weak ergodicity of the sequence as it provides
sufficient conditions for asymptotic consensus.
2.1.2 Coefficients of Ergodicity
We now present the definition of coefficients of ergodicity, which are key concepts in prov-
ing weak ergodicity results.
Definition 4. The scalar continuous function τ(·) defined on the set of n × n stochastic
matrices is called a coefficient of ergodicity if it satisfies 0 ≤ τ(·) ≤ 1. A coefficient of
ergodicity is said to be proper if, τ(W ) = 0 ⇔ W = 1dT , where d is a vector of size n
satisfying dT1 = 1.
The notion of coefficient of ergodicity was first introduced in a paper of Doeblin in
1937 and was later developed in the works of Dobrushin [35] and Hajnal [58]. It is an
extremely useful and effective tool in dealing with infinite products of stochastic matrices.
In fact, it is straightforward to show that weak ergodicity of a matrix sequence is equivalent
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to
τ(U(t, p)) −→ 0 ∀p ∈ N ∪ {0}
as t→∞ for some proper coefficient of ergodicity τ .
Some of the more widely used examples of coefficients of ergodicity are:
τ1(W ) =
1
2
max
i,j
n∑
s=1
|Wis −Wjs|,
a(W ) = max
s
max
i,j
|Wis −Wjs|,
b(W ) = 1−
n∑
j=1
(
min
i
Wij
)
c(W ) = 1−max
j
(min
i
Wij).
Note that c(·) is an improper coefficient of ergodicity, while τ1(·), a(·), and b(·) are proper.
It is also straightforward to verify that for any stochastic matrix W ,
a(W ) ≤ τ1(W ) ≤ b(W ) ≤ c(W )
More examples can be found in the works of Seneta [96, 97].
The next proposition outlines necessary and sufficient conditions for weak ergodicity of
a sequence of stochastic matrices, in terms of the coefficients of ergodicity of the matrices
in the sequence. Moreover, since weak ergodicity implies consensus, it also provides a
sufficient condition for asymptotic consensus of linear dynamical system (2.2). The proof
of the theorem is from [23].
Proposition 2. Suppose τ(·) is a proper coefficient of ergodicity that for any m ≥ 1
stochastic matrices Fk, k = 1, 2, · · · ,m satisfies
τ (Fm . . . F2F1) ≤
m∏
k=1
τ (Fk) . (2.4)
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Then the sequence {W (t)}∞t=0 is weakly ergodic if and only if there exists a strictly increas-
ing sequence of non-negative integers {tr}, r = 0, 1, 2, · · · such that
∞∑
r=1
[1− τ (W (tr+1) · · ·W (tr + 1))] =∞. (2.5)
Proof: Suppose that there exists a strictly increasing sequence of positive integers tr such
that (2.5) holds. Then, the inequality log x ≤ x− 1 implies that
∞∑
r=1
log [τ (W (tr+1) · · ·W (tr + 1))] = −∞,
and as a result,
∏∞
r=1 τ (W (tr+1) · · ·W (tr + 1)) = 0. Since τ is proper, (2.4) guarantees
that the sequence is weakly ergodicity. This proves that (2.5) is a sufficient condition for
weak ergodicity of {W (t)}.
If we assume weak ergodicity, then it must be the case that τ [U(t, p)] → 0 as t → 0,
for p ≥ 0. Let 0 <  < 1 be fixed. Then define the sequence {tr} recursively by choosing
t0 arbitrarily, and tr+1 once tr has been determined so that
τ [U(tr+1 − tr − 1, tr + 1)] ≤ .
Note that since τ [U(t, p)] converges to zero for all p, given tr, one can always find tr+1 such
that the above inequality is satisfied. Therefore, for the given sequence of integer {tr}, the
sum in (2.5) diverges whenever the matrix sequence {W (t)} is weakly ergodic.
The above proposition, by stating a necessary and sufficient condition for weak ergod-
icity, provides a sufficient condition for asymptotic consensus in terms of the coefficient
of ergodicity of the matrices in the sequence. However, it is silent on the properties of the
consensus value that all agents eventually agree on. In fact, except for a few special cases,
characterizing the consensus value in terms of the matrix sequence {W (t)} is still an open
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problem. The special case for which one can analytically compute the consensus value is
when all weight matrices W (t) share the same left eigenvector corresponding to their unit
eigenvector; that is, there exists a ∈ Rn such that aTW (t) = aT for all t ≥ 0. In such a
case, aTU(t, 0) = aT for all t. Therefore, if the matrix sequence satisfies (2.5) for some
proper coefficient of ergodicity τ , then, as t grows to infinity, x(t) → [aTx(0)/ (aT1)]1.
Clearly, when all weight matrices are doubly stochastic, the consensus value will be equal
to the average of the initial conditions.
2.1.3 Consensus and Joint Connectivity
Proposition 2 provides a necessary and sufficient condition for the weak ergodicity of the
sequence {W (t)}∞t=0, as well as a sufficient condition for asymptotic consensus, when the
agents update their state values according to (2.1). However, it is important to interpret
condition (2.5) in terms of the properties of the matrix sequence and eventually (and more
importantly), in terms of the properties of the underlying network.
In order to explore this relationship, we focus on a specific coefficient of ergodicity τ1,
defined as τ1(W ) = 12maxi,j
∑n
s=1 |Wis−Wjs|, which is proper and satisfies the submulti-
plicative property (2.4). We also impose a simplifying assumption on the weights that each
agent assigns to the state of its neighbors.
Assumption 1. The weight matrices in the sequence {W (t)} are such that for all t > 0,
Wij(t) ∈ {0} ∪ [α, 1] and Wii(t) > α for some α > 0.
This assumption is meant to guarantee that whenever τ1(W ) < 1 for some stochastic
matrix W , then, τ1(W ) < 1 −  for some  > 0. Therefore, under Assumption 1, for
condition (2.5) to hold, it is sufficient that there are infinitely many contractive matrices
with respect to τ1 in the sequence {W (t)}. Note that since τ1(W ) ∈ [0, 1], the rest of the
matrices in the sequence are non-expansive with respect to τ1. As Proposition 2 suggests,
18
this idea of contraction can be taken one step further, in the sense that as long as there are
infinitely many intervals over which the product matrix is contractive with respect to τ1,
then the sum in (2.5) diverges and therefore, U(t, p) converges for all p.
Notice that for a given stochastic matrix W , τ1(W ) is subunit if and only if W is
scrambling.3 Moreover, it is well-known that a weight matrix is scrambling if and only if
its corresponding graph is neighbor-shared, that is, every pair of vertices i, j ∈ V are either
neighbors, or there exists k ∈ V which is a neighbor of both i and j. Therefore, if the graph
representing the underlying network of the system is neighbor-shared infinitely often, and
Assumption 1 holds, then the agents in the network reach asymptotic consensus. However,
as stated earlier, it is not necessary to have scrambling matrices (and hence neighbor-shared
graphs) appearing infinitely often: as long as there are infinitely many intervals over which
the matrix products are scrambling, weak ergodicity is implied. This statement can be
interpreted in terms of the graph sequence as well. For this purpose, we need the following
two definitions [64].
Definition 5. The union of a collection of (possibly directed) graphs {G1, G2, . . . , Gm}
each with the vertex set V , is a graph G with the same vertex set V , and edge set equaling
the union of the of the edge sets of all the graphs in the collection; i.e., E = ∪mk=1Ek, where
Ek is the edge set of graph Gk.
Definition 6. A collection of graphs is said to jointly satisfy some property P , if the union
of its members satisfies that property P .
The following lemma relates the above definitions with the scrambling property of the
product matrices. The proof is omitted and can be found in [64].
Lemma 1. The product Wm . . .W2W1 of stochastic matrices is scrambling if and only if
3A matrix W is scrambling if for each pair of indices (i, j) there exists k such that Wik and Wjk are both
nonzero.
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the collection of graphs {G1, G2, . . . , Gm} are jointly neighbor-shared, where Gk is the
graph corresponding to matrix Wk.
Thus, one can state the following proposition:
Proposition 3. Suppose that the weight matrices in the sequence {W (t)} satisfy Assump-
tion 1. Then the sequence is weakly ergodic if and only if there exists a sequence of pos-
itive integers {tr}, r = 0, 1, 2, . . . such that the collection of graphs {G(tr + 1), G(tr +
2), . . . , G(tr+1)} are jointly neighbor-shared.
To summerize, as long as the collection of graphs are infinitely often neighbor-shared,
the sequence of weight matrices representing them is weakly ergodic, and therefore, asymp-
totic consensus is guaranteed. The following theorem, which is simply a consequence of
Proposition 3, formalizes this statement as a sufficient condition for asymptotic consensus
in terms of the properties of the underlying network.
Theorem 1. Consider the network of agents that update their states based on (2.1). Also
suppose that the weights assigned by the agents satisfy Assumption 1. Then the agents reach
asymptotic consensus, if there exists a sequence of positive integers {tr}, r = 0, 1, 2, . . .
such that the collection of graphs {G(tr+1), G(tr+2), . . . , G(tr+1)} are jointly neighbor-
shared.
As a final remark, note that most results in the literature, such as [64, 78, 85], state
the existence of infinitely often jointly strongly rooted graphs as a sufficient condition for
asymptotic consensus. It is trivial to verify that a sequence of graphs is infinitely often
jointly strongly rooted, if and only if it is infinitely often jointly neighbor-shared.
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2.2 Consensus over Random Networks
In the previous section, we studied the network consensus problem, when the underlying
communication network of the system changes over time. The main standing assumption
was that changes in the network topology were deterministic. The relation between con-
vergence of consensus problems and weak ergodicity was discussed, and Proposition 2
provided a sufficient condition for reaching asymptotic consensus in terms of the coeffi-
cients of ergodicity of the matrices in the sequence. Moreover, the interpretation of weak
ergodicity in terms of joint connectivity of the graph sequence was explored.
In this section, we present conditions under which a group of agents who update their
state values according to dynamical system in (2.2) reach a consensus, when the network
changes randomly over time. The importance of studying such problems is due to the fact
that, in many real-world network applications, the availability of communication links be-
tween different entities is usually random. This randomness, in a sensor network scenario,
can be due to link failures, node failures, interference, or existence of physical obstacles in-
terrupting communication. Due to the sensors’ reliance on battery power and their typically
minimal communication capabilities, distributed ad hoc sensor networks are prone to such
random failures. Similarly, in social networks, communication and information exchange
between individuals is subject to the randomness inherent to social interactions.
The results of this section are presented in two parts: The first part, mainly based on
Tahbaz-Salehi and Jadbabaie [102], focuses on convergence of consensus algorithms under
the condition that the random process defining the underlying network of the system is an
i.i.d. process. The presented results generalize the works of Hatano and Mesbahi [60],
Wu [109], and Porfiri and Stilwell [90]. The second part is dedicated to deriving necessary
and sufficient conditions for asymptotic consensus when the graph sequence is ergodic and
stationary.
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2.2.1 Independent and Identically Distributed Random Networks
We start the formal analysis of consensus algorithms over randomly switching graphs by
defining the underlying stochastic process. Let (Ω0,B, µ) be a probability space, where
Ω0 = Sn = {set of stochastic matrices of order n with strictly positive diagonal entries},
B is the Borel σ-algebra of Ω0, and µ is a probability measure defined on Ω0. Define the
product probability space as (Ω,F ,P) = ∏∞t=0(Ω0,B, µ). By definition, the elements of
the product space are of the following form:
Ω = {(ω0, ω1, · · · ) : ωt ∈ Ω0}
F = B× B× · · ·
P = µ× µ× · · ·
The above equations mean that the coordinates of the infinite dimensional vector ω ∈ Ω are
independent and identically distributed (i.i.d.) stochastic matrices with positive diagonals.
Now consider the following random discrete-time dynamical system:
x(t+ 1) = (W (t)[ω])x(t), (2.6)
where t ∈ {0, 1, 2, · · · } is the discrete time index, x(t) ∈ Rn is the state vector at time
t and the mapping W (t) : Ω → Sn is the t-th coordinate function, which for all ω =
(ω0, ω1, · · · ) ∈ Ω is defined as W (t)[ω] = ωt. As a result, similar to update (2.2) in
the previous section, the above equation defines a stochastic linear dynamical system, in
which the weight matrices are drawn independently from the common distribution µ. For
notational simplicity, W (t)[ω] is denoted by W (t).
The next two definitions state what we mean by convergence to consensus in proba-
bilistic terms.
Definition 7. Dynamical system (2.6) reaches consensus in probability, if for any initial
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state value x(0) ∈ Rn, there exists a random variable x∗ ∈ R such that xi(t) → x∗ in
probability for all i ∈ {1, . . . , n}. That is, for any  > 0, P(|xi(t) − x∗| > ) → 0, as
t→∞ for all i.
This notion of reaching state agreement asymptotically, which is addressed in [109], is
weaker than reaching consensus almost surely, defined below.
Definition 8. Dynamical system (2.6) reaches consensus almost surely, if for any initial
state value x(0) ∈ Rn there exists a random variable x∗ ∈ R such that xi(t) → x∗ almost
surely.
Reaching almost sure consensus is stronger than reaching consensus in probability. In
this case, not only the probability of the events {|xi(t) − x∗| > } goes to zero for an
arbitrary  > 0 as t → ∞, but also such events occur only finitely many times [37]. Note
that even under almost sure consensus, there are realizations of the matrix sequence that do
not lead to asymptotic consensus, but such sample paths are of measure zero.
As stated in Section 2.1.1, asymptotic consensus is closely related to the concept of
weak ergodicity of the matrix sequence capturing the weights used in the belief update
equations. In what follows, we examine conditions for weak ergodicity of a random matrix
sequence. However before presenting our results, it is constructive to note that weak ergod-
icity of a sequence is a tail event; that is, changing finitely many matrices in the sequence
does not affect its ergodicity properties. To see this, notice that by definition, {W (t)} is
weakly ergodic if U(t, p) converges to a rank one matrix for all p ≥ 0. Clearly, if a finite
subset of these matrices are changed and new products U˜(t, p) are formed, there still ex-
ists a large enough p¯ for which U(t, p¯) = U˜(t, p¯). Therefore, the new sequence is weakly
ergodic, if only if the original one is.
The fact that weak ergodicity is a tail event has an important consequence for i.i.d.
matrix sequences. Kolmogorov’s 0-1 Law [37] states that for i.i.d. sequences, any tail
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event B is trivial; i.e., P(B) ∈ {0, 1}. As a result, a sequence {W (t)} of independent and
identically distributed matrices is weakly ergodic either almost surely or almost never. In
the next theorem, we state the criterion that distinguishes these two cases. We show that
information in the average weight matrix suffices to predict the long-run behavior of the
left product matrices U(t, p).
Theorem 2. Let {W (t) : t ≥ 0} = W (0),W (1), . . . denote a sequence of stochastic
matrices with positive diagonals which are independent and identically distributed. This
random sequence is weakly ergodic almost surely, if and only if |λ2 [EW (1)] | < 1, where
λ2 is the eigenvalue with the second largest modulus.4
Proof: First, we prove the necessity. Suppose |λ2 [EW (1)] | = 1. Since all weight matrices
have positive diagonals, EW (1) has strictly positive diagonal entries as well. Hence, if
EW (1) is irreducible, then it is primitive and as a result of the Perron-Frobenius theorem
[10], |λ2 [EW (1)] | < 1, which contradicts our assumption. Therefore, |λ2 [EW (1)] | = 1
implies reducibility of EW (1). As a result, without loss of generality, one can label the
vertices of the graph such that EW (1) gets the following block triangular form
EW (1) =

Q11 0 · · · 0
Q21 Q22 · · · 0
...
... . . .
...
Qs1 Qs2 · · · Qss

,
where each Qii is an irreducible matrix corresponding to the vertices in the i-th communi-
cation class, which we denote by αi.5 Since λ1 [EW (1)] = |λ2 [EW (1)]| = 1, submatrices
corresponding to at least two of the classes have unit spectral radii (because of irreducibil-
4Note that EW (1) = EW (t) for all t, because of the i.i.d. assumption.
5A set of vertices form a communication class if there exists a directed path connecting every vertex in
that class to every other vertex in that class. For more see the Appendix.
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ity and aperiodicity of Qii’s, the multiplicity of the unit-modulus eigenvalue of each one
cannot be more than one). Therefore, Lemma 7 in the Appendix implies,
∃i 6= j s.t. αi and αj are both initial classes, 6
or equivalently, Qir = 0 for all r 6= i and Qjl = 0 for all l 6= j. In other words,
matrix EW (1) has two orthogonal rows. Since all weight matrices are non-negative,
EW (1) has the same type7 as W (t) does for all time t, with probability one. Therefore,
U(t, 0) = W (t) · · ·W (1)W (0) has two orthogonal rows almost surely for any t.8 This
means that there are initial conditions for which random discrete-time dynamical system
(2.2) reaches consensus with probability zero. Since weak ergodicity of {W (t)} is a subset
of convergence of (2.2) to consensus, the random sequence of weight matrices is weakly
ergodic almost never.
Now consider the reverse implication. When |λ2 [EW (1)] | < 1, Lemma 7 in the Ap-
pendix implies that the graph of the network has exactly one initial class. In other words,
there exists an agent i, such that for all j 6= i, there exists a sequence i = j(1), . . . , j(sj) =
j of agents for which [EW (1)]j(q+1),j(q) > 0. Equivalently, there exists a path of length
sj − 1 from some node i to any other node j in the expected graph of the network. As a
result, there exists  > 0 such that
P
[
(W (1))j(q+1),j(q) > 
]
> 0 ∀ q = 1, 2, . . . , sj − 1.
6A set of vertices form an initial class if there is no directed path connecting any vertex outside of that set
to the vertices of the class. For a more detailed treatment, see Section A.2 in the Appendix.
7The type of a matrix refers to its pattern of zero and non-zero elements.
8This is because of the fact that this event is the intersection of countably many unit-measure events.
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for all vertices j. Hence, the second Borel-Cantelli lemma [37, p.49] implies
P
[
(W (t))j(q+1),j(q) >  infinitely often
]
= 1 0 < q < sj
for all j 6= i. Any countable intersection of these events also occurs with probability one.
As a result, there exists a deterministic time T for which
P [δ (W (T − 1) . . .W (1)W (0)) > ζ] > 0
for some ζ > 0, where δ(W ) = maxj(miniWij). In other words, there exists a deter-
ministic time T , for which all the entries of at least one column of the matrix product
U(T − 1, 0) = W (T − 1) . . .W (1)W (0) is bounded away from zero with positive proba-
bility. Now, once again the second Borel-Cantelli lemma implies that such an event occurs
infinitely often almost surely, i.e.,
P [δ(W ((r + 1)T ) . . .W (rT + 1)) > ζ for infinitely many r] = 1.
Consequently, by defining tr = rT , we have
δ (W (tr+1) . . .W (tr + 1)) > ζ infiniely often, almost surely
Since δ(W ) = 1− c(W ) ≤ 1− τ1(W ) for any stochastic matrix W , we have,
∞∑
r=1
[1− τ1 (W (tr+1) . . .W (tr + 1))] =∞ almost surely,
which is exactly (2.5), the sufficient condition for weak ergodicity. Therefore, the sequence
is weakly ergodic almost surely. Note that, as stated earlier, τ1(·) is a proper coefficient of
ergodicity which satisfies the submultiplicative property (2.4).
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Theorem 2 suggests that the information in the average weight matrix EW (1) suffices
to predict the long-run behavior of left product matrices U(t, p). The following corollary
states that the same information is sufficient to extract the asymptotic convergence proper-
ties of linear dynamical system (2.6).
Corollary 1. Distributed update (2.6) reaches consensus almost surely, if and only if
|λ2 (EW (1)) | < 1. Otherwise, it reaches asymptotic consensus almost never.
Proof: According to Theorem 2, |λ2 (EW (1))| < 1 guarantees weak ergodicity with
probability one. As a result, the event of asymptotic consensus occurs on a full-measure
set, as it is a superset of the weak ergodicity event. To prove the reverse implication, note
that when EW (1) has more than one unit-modulus eigenvalues, as in the proof of Theorem
2, its corresponding graph has more than one initial class, which implies that EW (1) has
two orthogonal rows. Since Ω0 is a subset of nonnegative matrices, W (t) has the same type
as EW (1) for all time t, with probability one. Therefore, U(t, 0) = W (t) . . .W (1)W (0)
has two orthogonal rows almost surely for any t. This means that the random discrete-time
dynamical system (2.2) reaches a consensus with probability zero.
In summary, |λ2 (EW (1)) | < 1 provides a necessary and sufficient condition for almost
sure asymptotic consensus in (2.6). It is important to note the difference between the de-
terministic and the i.i.d. case. While in the i.i.d. case asymptotic consensus occurs almost
surely if and only if weak ergodicity occurs almost surely, in the deterministic case weak
ergodicity is only a sufficient condition for consensus. This difference is due to the fact that
although the set of matrix sequences which result in consensus but are not weakly ergodic
is non-empty, it has zero measure when weight matrices are independent and identically
distributed.
As a final remark, note that condition |λ2 (EW (1)) | < 1 as a necessary and suffi-
cient condition for almost sure asymptotic consensus is quite intuitive. In fact, when
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|λ2 (EW (1)) | is sub-unit, as was shown in the proof of Theorem 2, there exists a se-
quence of integer numbers tr, r = 0, 1, 2, · · · such that τ1 (W (tr+1) . . .W (tr + 1)) <
1 − ζ infinitely often with probability one. As a consequence, the product of matrices
{W (tr+1), . . . ,W (kr + 1)} is scrambling infinitely often. This means that the collection
of graphs {G(tr + 1), . . . , G(tr+1)} is jointly neighbor-shared for infinitely many r, almost
surely. This infinite often connectivity over time guarantees the possibility of information
flow in the network over time, and therefore results in asymptotic consensus with probabil-
ity one. On the other hand, when λ2 (EW (1)) is on the unit circle, no such sequence exists
and therefore, there are at least two classes of vertices in the network which never have
access to each other. Clearly, in such a case, reaching consensus is not in general possible.
Asymptotic Mean of the Consensus Value
As stated in Theorem 2, the i.i.d. process {W (t) : t ≥ 0} of stochastic matrices is weakly
ergodic almost surely, if and only if, |λ2[EW (1)]| < 1. In other words, if the expected
weight matrix has a unique unit-modulus eigenvalue, then left products of the stochastic
matrices in the sequence converge to a rank one matrix on almost all sample paths; that is,
there exists a random non-negative vector d satisfying 1Td = 1 such that U(t, 0) → 1dT
almost surely, as t→∞. Thus, the asymptotic consensus value of linear dynamical system
(2.6) is the random variable x∗ = dTx(0).
A natural question to ask is whether one can determine the distribution of this random
consensus value. Unfortunately, except for some very special cases, computing the distri-
bution of the consensus value is far from trivial. Nonetheless, it is possible to compute its
first two moments. In the remainder of this section, we compute the mean and variance of
the random consensus value x∗ = dTx(0) for a general i.i.d. process.
Computing the mean of the consensus value is straightforward. We showed that when-
ever |λ2 [EW (t)] | is subunit, then W (t) . . .W (1)W (0) → 1dT almost surely, for some
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random stochastic vector d. By taking expectations and applying the dominated conver-
gence theorem [37], one obtains
E [W (t) . . .W (1)W (0)]→ E [1dT ] ,
which implies [EW (1)]t+1 → 1(EdT ), due to independence. Therefore, by the Perron-
Frobenius theorem, Ed is simply equal to the normalized left eigenvector of EW (1), cor-
responding to its unit eigenvalue.9 Thus, the mean of the asymptotic consensus value x∗
conditional on the initial condition x(0) is given by E [x∗|x(0)] = x(0)T v1 [EW (1)], where
v1(·) denotes the normalized left eigenvector corresponding to the unit eigenvalue. For ex-
ample, if the expected weight matrix is symmetric (and hence, doubly stochastic), then the
expected consensus value is equal to the average of the initial conditions.
Asymptotic Variance
In order to compute the variance, first note that
1
n
[W (t) . . .W (0)]T [W (t) . . .W (0)]→ ddT a.s.,
which can be rewritten as
1
n
vec
[
(W (t) . . .W (0))T (W (t) . . .W (0))
]
=
= 1
n
[
W (0)T ⊗W (0)T ] [W (1)T ⊗W (1)T ] . . . [W (t)T ⊗W (t)T ] vec(In)
−→ vec(ddT ) almost surely,
9The assumption |λ2 [EW (1)] | < λ1 [EW (1)] = 1 guarantees that such an eigenvector exists and is
unique.
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where vec is the vectorization operator, ⊗ denotes the Kronecker product and In is the
identity matrix of size n.10 By applying the dominated convergence theorem once again,
and using the assumption that the weight matrices are independent, we get
1
n
[
E(W (1)T ⊗W (1)T )]t+1 vec(In) −→ E[vec(ddT )] = E(d⊗ d).
Hence, the Perron-Frobenius theorem implies
E(d⊗ d) = 1
n
v1 (E [W (1)⊗W (1)]) (1Tn2 vec(In)) = v1 (E [W (1)⊗W (1)]) ,
where again, v1(·) denotes the normalized left eigenvector corresponding to the unit eigen-
value. Therefore, the covariance matrix of the random vector d satisfies
vec(cov(d)) = vec
(
EddT
)− vec (Ed EdT )
= E (d⊗ d)− Ed⊗ Ed
= v1 (E [W (1)⊗W (1)])− v1 [EW (1)]⊗ v1 [EW (1)] .
By combining all the above, one can compute the conditional variance of the random con-
sensus value x∗ = dTx(0) in terms of the moments of the weight matrices:
var [x∗|x(0)] = [x(0)⊗ x(0)]T v1(E [W (1)⊗W (1)])−
[
x(0)T v1 (EW (1))
]2
(2.7)
Given the expression for variance in (2.7), we can now derive conditions under which
the asymptotic consensus value is deterministic, even though the network switches ran-
domly over time. We have the following proposition.
Proposition 4. The consensus value x∗ has a degenerate distribution, if and only if all
10In deriving the above expression, we have used the identity vec(ABC) = (CT ⊗A) vec(B).
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weight matrices share the same left eigenvector corresponding to the unit eigenvector with
probability one.
Proof: We first prove the sufficiency. Suppose that all weight matrices share the same
common left eigenvector a, with probability one; that is, aTW (1) = aT almost surely.
Therefore, aTEW (1) = aT . Moreover,
(
aT ⊗ aT ) [W (1)⊗W (1)] = aT ⊗ aT almost surely.
Thus,
(
aT ⊗ aT )E [W (1)⊗W (1)] = aT ⊗ aT . Consequently, vec(cov(d)) = 0, im-
plying that the conditional variance of the consensus value in (2.7) is zero. Therefore,
P
(
x∗ = aTx(0)|x(0)) = 1.
To prove the reverse implication, assume that var [x∗|x(0)] = 0 for all initial conditions
x(0). We denote the left eigenvector of EW (1) by a. Equation (2.7) implies that
v1 (E [W (1)⊗W (1)]) = v1 [EW (1)]⊗ v1 [EW (1)] = a⊗ a.
Therefore,
[
aTEW (1)
]⊗ [aTEW (1)] = (a⊗ a)TE [W (1)⊗W (1)]
= E
[
(aTW (1))⊗ (aTW (1))] ,
which implies that
E
[ [
aTW (1)− E (aTW (1))]⊗ [aTW (1)− E (aTW (1))] ] = 0,
and as a result, aTW (t) = E
[
aTW (1)
]
= aT almost surely.
One special case of interest is when weight matrices are doubly stochastic almost surely.
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In such a case, all matrices have vector 1 as their common left eigenvector at all times and
therefore, all entries of the state vector converge to the deterministic value 1
n
[
1Tx(0)
]
, the
average of the initial state values, with probability one. This special case, known as average
consensus, is studied by Boyd et al. in [15].
2.2.2 Ergodic Stationary Random Networks
Theorem 2 and the results presented so far concentrated on consensus algorithms over
randomly switching graphs, with the assumption that the graphs are independent and iden-
tically distributed over time. However, in most realistic cases, there exists a strong cor-
relation between the realizations of the graph capturing the network’s topology over time.
For example, the existence of a communication link in a wireless network at a given time
instance is highly correlated with the existence of that link at the previous time steps. Sim-
ilarly, in a social network scenario, it is plausible to assume that the probability of two
individuals communicating on a given instance depends on whether they have communi-
cated before or not. In what follows, we relax the i.i.d. assumption and assume that the
weight matrices W (t) are generated by an ergodic and stationary process. The reason for
concentrating on ergodic and stationary models of network evolution is that not only these
models can capture correlations over time, but also the fact that they contain a lot of impor-
tant frameworks, such as i.i.d., Markovian and ARMA models, as special cases. The results
of this section are mainly from the paper of Tahbaz-Salehi and Jadbabaie [103] which is
based on the work of Picci and Taylor [88].
Similar to the i.i.d. case, let (Ω0,B) be a measurable space, where Ω0 = {set of stochas-
tic matrices of order n with strictly positive diagonal entries} and B is the Borel σ-algebra
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on Ω0. Consider a probability measure P defined on the sequence space (Ω,F) defined as
Ω = {(ω0, ω1, . . . ) : ωk ∈ Ω0}
F = B × B × . . . ,
so that (Ω,F ,P) forms a probability space. If we let ϕ : Ω → Ω be the shift operator
defined as ϕ(ω0, ω1, . . . ) = (ω1, ω2, . . . ) and letW (ω) = ω0, then we can define a sequence
of stochastic matrices as [W (t)] (ω) = W (ϕtω). For notational simplicity, we denote
[W (t)] (ω) by W (t).
Definition 9. The sequence of random stochastic matrices W (0),W (1), . . . is stationary
if the families {W (t1),W (t2), . . . ,W (tr)} and {W (t1 + h),W (t2 + h), . . . ,W (tr + h)}
have the same joint distribution for all t1, t2, . . . , tr and all h > 0.
The above definition states that process {W (t) : t ≥ 0} is stationary if all of its fi-
nite dimensional distributions are invariant under time shifts. Equivalently, one can define
stationarity as the case that the shift operator is a measure-preserving transformation, i.e.,
P(ϕB) = P(B) for all sets B ∈ F . Clearly, any i.i.d. sequence of random matrices is
stationary.
Definition 10. Consider the probability space (Ω,F ,P) and suppose that the shift operator
ϕ : Ω → Ω is measure-preserving. ϕ is said to be ergodic if every invariant set B ∈ F is
trivial.
In other words, the transformation ϕ is ergodic if for any event B ∈ F satisfying
P(B∆ϕ−1B) = 0, we have P(B) ∈ {0, 1}, where ∆ denotes the symmetric differ-
ence between the two sets.11 Given the above definitions, we say random matrix pro-
cess {W (t) : t ≥ 0} is ergodic stationary, if the shift operator defined over (Ω,F ,P)
is measure-preserving and ergodic. For example, a time-invariant Markov chain with its
11The symmetric difference between two sets X and Y is defined as X∆Y = (X \ Y ) ∪ (Y \X).
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unique stationary distribution as the initial distribution forms a stationary and ergodic pro-
cess. Clearly, any i.i.d. sequence of matrices is also ergodic stationary.
For a sequence of stationary and ergodic random graph process we have the following
theorem, which is a generalization of Theorem 2.
Theorem 3. Let {W (t) : t ≥ 0} = W (0),W (1), . . . denote a sequence of stochastic
matrices with positive diagonals generated by an ergodic stationary process. This random
sequence is weakly ergodic almost surely, if and only if |λ2 [EW (1)] | < 1, where λ2 is the
eigenvalue with the second largest modulus.12
This theorem states that, exactly similar to the i.i.d. case studied in the previous section,
as long as the expected graph representing the network is strongly rooted, all agents reach
asymptotic consensus. The proof is also very similar to the proof of Theorem 2 already
stated. The only step that needs modification is the application of the second Borel-Cantelli
lemma which requires independence. This issue can be resolved by using the following
lemma which is a consequence of Birkhoff’s ergodic theorem. The lemma states that any
event with positive probability at a given time will occur infinitely often with probability
one.
Lemma 2. Suppose W (0),W (1), . . . is an ergodic stationary process of stochastic n× n
matrices. If the event {W (t) ∈ A} has positive probability p > 0, then such events occur
infinitely often almost surely; that is, P [W (t) ∈ A for infinitely many t] = 1.
Proof: Since the process {W (t) : t ≥ 0} is ergodic stationary, so is the process {I{W (t)∈A} :
t ≥ 0}, where I is the indicator function. Therefore, by Birkhoff’s ergodic theorem [25,37],
1
T
T∑
t=1
I{W (t)∈A} → P{W (0) ∈ A} = p almost surely,
12Note that, due to the stationarity assumption, EW (t) is time-invariant. Therefore, EW (t) = EW (1) for
all t ≥ 0.
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which implies
P
[ ∞∑
t=1
I{W (t)∈A} =∞
]
= 1.
Thus, the events {W (t) ∈ A} occur infinitely often almost surely.
The ergodicity of the graph process can be interpreted as the property that the ensemble
average coincides with the time average. In other words, when the expected graph of the
network contains a directed spanning tree, that is, when |λ2 [EW (1)] | < 1, then there
exists a time sequence {tr : r ≥ 0} such that collection of graphs {G(tr+1), . . . , G(tr+1)}
are infinitely often jointly strongly rooted with probability one, and therefore, asymptotic
consensus is guaranteed almost surely.
Theorem 3 also states that depending on the second largest eigenvalue modulus of the
expected weight matrix, weak ergodicity occurs with either probability 1 or 0. This was
to be expected, as the event B = {W (0),W (1), . . . is weakly ergodic} satisfies B = ϕB
and therefore, is invariant, i.e., P(B∆ϕB) = 0. Due to ergodicity of ϕ, such an event must
be trivial. This is similar to the 0-1 property mentioned for independent and identically
distributed matrices.
Asymptotic Distribution of the Consensus Value
As stated for i.i.d. graph processes in Section 2.2.1 the consensus value that the agents
reach asymptotically is a random variable, whose distribution depends on the distribution
of the weight matrices {W (t)}∞t=0. Even though expressing this relationship analytically is
still an open problem, one can characterize necessary and sufficient conditions under which
the distribution of the consensus value is degenerate. The next proposition generalizes the
statement of Proposition 4 of Section 2.2.1.
Proposition 5. Let {W (t)} be a sequence of stochastic matrices with positive diagonals
generated by an ergodic stationary process with |λ2 [EW (1)]| < 1. Also consider the
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deterministic vector y satisfying 1Ty = 1. Then, the left product U(t, 0) = W (t) . . .W (1)
converges to 1yT almost surely, if and only if y is a left eigenvector of W (1) corresponding
to the unit eigenvalue, with probability one.
Proof: The sufficiency proof is trivial and quite well-known [23,110]: since |λ2(EWk)| <
1, Theorem 3 guarantees that the product in (2.3) converges to a rank one matrix with
probability one, i.e., W (t) . . .W (1)W (0)→ 1dT almost surely, for some random vector d.
In the case that almost all weight matrices share the same left eigenvector y corresponding
to the unit eigenvalue,13 any product U(t, 0) has also the same left eigenvector, and so does
its limit as t → ∞. Therefore, W (t) . . .W (1)W (0) → 1yT almost surely, or in other
words, P(d = y) = 1.
To prove the reverse implication assume |λ2 [EW (1)] | < 1. Also, suppose that there
exists a non-random stochastic vector y such that U(t, 0) = W (t) . . .W (0)→ 1yT almost
surely. Since the sequence {W (t) : t ≥ 0} is stationary, U(t, 1) = W (t) . . .W (2)W (1)
should also converge to 1yT almost surely. Combining the above, we have,
U(t, 0) = U(t, 1)W (0)→ 1yTW (0) almost surely,
and therefore,
yTU(t, 1)→ yTW (0) = yT almost surely.
As a consequence, P(yTW1 = yT ) = 1, which means that almost all weight matrices have
the same common left eigenvector y corresponding to the unit eigenvalue.
As a final remark, note that stationarity of the matrix process plays a crucial role in
proving the necessity part of the above theorem. In fact, if the weight matrix process is not
stationary, having a common left eigenvector corresponding to the unit eigenvalue is not
13Note that since |λ2 [EW (1)] | is subunit, there is only one such vector y.
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necessary anymore. As an example, consider the following two stochastic matrices:
W =
34 14
1
3
2
3
 , W ′ =
15 45
3
5
2
5
 .
It is easy to verify that neither matrix is doubly stochastic. However, the product W ′W is
a doubly stochastic matrix. Therefore, if matrix sequence {W (t)}∞t=0 is such that W (0) =
W , W (1) = W ′, and W (t) is doubly stochastic for t ≥ 2, then the agents reach an asymp-
totic average consensus, even though W (0) and W (1) are not doubly stochastic.
2.3 Related Literature
Deterministic Consensus Algorithms
Formal studies of linear iterative updates, now known as consensus algorithms, goes back
to the work of DeGroot [33], who assumes a fixed network over time. The case of time-
varying networks was first studied by Tsitsiklis [105] and Tsitsiklis, Bertsekas, and Athens
[106], in the context of distributed and parallel computing. In the context of coordination
in multi-agent networks, Jadbabaie, Lin, and Morse [64] and Olfati-Saber and Murray [85]
studied similar problems in discrete and continuous-time, respectively. In [92], Ren and
Beard extended the results of [64, 85] and presented some improved conditions for state
consensus under dynamically changing directed interaction topology. These results are
further generalized to non-linear updates by Moreau [78] and Lin, Francis, and Maggiore
[72], networks with communication delays by Papachristodoulou and Jadbabaie [86] and
Angeli [4], consensus with quantized values by Kashyap et al. [66] and Carli et al. [19],
and asynchronous information consensus by Fang and Antsaklis [49]. For more details, see
the survey of Ren et al. [93] and references therein.
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Random Consensus Algorithms
One of the first results in random consensus algorithms goes back to Hatano and Mes-
bani [60], who assume independent undirected edges over time. A more general model
is studied by Wu [109], who assumes that information links in the network are directed
and not necessarily independent. However, he only proves convergence to consensus in
probability, rather than the more general notion of almost sure convergence. These results
are further extended by Porfiri and Stilwell [90], and Tahbaz-Salehi and Jadbabaie [102]
to general i.i.d. matrix sequences. In [101], Tahbaz-Salehi and Jadbabaie investigate the
continuous-time variant of the problem. The speed of convergence to consensus and some
concentration results for the general i.i.d. case is studied by Fagnani and Zampieri in [48].
These results are applied by Lobel and Ozdaglar [73] in the study of distributed subgradient
methods over randomly switching networks. In a more recent work, Acemoglu, Ozdaglar,
and ParandehGheibi [3] use the random consensus model to study the tension between
information aggregation and spread of misinformation in large social networks.
The common crucial assumption of all the above works is that the weight matrices (and
hence, the underlying graphs of the network) are independent and identically distributed.
The first departure from this framework is the model of Picci and Taylor [88], where undi-
rected and unweighted information links are generated by an ergodic and stationary pro-
cess. Their work is extended by Tahbaz-Salehi and Jadbabaie [103] to general ergodic
stationary graph processes. Finally, Matei, Martins, and Baras [74] study a Markovian (but
not necessarily ergodic) model of graph evolution.
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Chapter 3
Social Learning
Network consensus algorithms, studied in Chapter 2, are amongst the most well-known dis-
tributed update rules that lead to a simple form of information aggregation over networks.
These algorithms are specifically useful in applications that require an eventual agreement
over the network on some parameter of interest, such as headings of robots, frequencies
of inter-connected oscillators, etc. They can also be used in explaining different interest-
ing natural and social phenomena, such as flocking in birds or spread of gossips in social
networks.
Although useful and simple, the applicability of consensus algorithms can be quite
limited. One of the shortcomings of consensus algorithms is that they are tailored for
fusing the initial information held by agents over the network, and, at least at their basic
level, are not capable of handling an ever increasing flow of information over time. In fact,
it is not immediately clear how agents should incorporate the new information provided to
them into their beliefs. A more important shortcoming is that consensus algorithms can
only guarantee agreement with limited control over the value that the agents agree upon.
However, in many applications, it is not sufficient for agents to simply reach an agreement
over the network, and it is equally important for them to agree on the right value; that is,
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agents need to learn the unknown parameter of interest through sharing information with
one another. In such applications, one needs algorithms that can guarantee a controllable
and robust convergence to both consensus and learning.
The main contribution of this chapter is to propose a simple, distributed, and non-
Bayesian belief update rule that results in asymptotic learning over the network. Our pro-
posed learning rule enables agents to correctly aggregate information, that is, to recover an
unknown parameter as if they were completely informed of all signals observed across the
network. Moreover, we show that under our non-Bayesian social learning rule, agents can
achieve full learning, while avoiding the highly complex computations that are essential
for full Bayesian learning over networks. The first section of this chapter contains a sur-
vey of related works on social learning, and clarifies the contributions of our results. The
proposed model of non-Bayesian social learning is presented in Section 3.2. This is fol-
lowed by Section 3.3, in which we present and prove conditions that guarantee asymptotic
consensus and learning.
3.1 Summary of Results and Related Literature
Individuals, for the most part, form and update their opinions based on their observations
and signals. For example, a physician’s personal experience with a new medical treatment
might serve as a basis for her beliefs regarding its effectiveness. Such private signals, how-
ever, are not the only factors that determine the opinions, and hence, the behavior of an
individual. In fact, a variety of evidence suggests that in many cases, individuals’ beliefs
on various economic, political, and social variables are based on information they receive
from other agents in their social clique; people such as friends, colleagues and family
members. For instance, Hagerstrand [57] and Rogers [94] document such a phenomenon
in the choice of new agricultural techniques by various farmers, while Kotler [69] shows the
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importance of learning from others in the purchase of consumer products. Similarly, Ioan-
nides and Loury [63] document how social networks and “neighborhood effects” influence
employment outcomes.
Even though individuals learn from each other through social interactions, the com-
plexity of social networks makes it difficult to incorporate information provided by others
in a fully Bayesian manner. One reason is that agents often do not have complete infor-
mation about the structure of the network. In order to form opinions rationally, individuals
need to hold beliefs not only about the states of the world, but also about the topology of
the social network. This significantly complicates the required calculations of individuals,
well beyond their computational capabilities, even in networks of moderate size. However,
the problem with Bayesian learning persists even when individuals have complete infor-
mation about the network structure, as they still need to perform rational deductions about
the beliefs of every other individual in the network while only observing the evolution of
the beliefs of their neighbors. Such fully Bayesian agents need to form beliefs about who
the source of each piece of information is, how information is spread around the network,
and how every agent’s beliefs affect everyone else’s. The computational burden of these
calculations are prohibitive for adopting rational learning in complex networks. Therefore,
in large and complex networks, agents need to apply coarser learning rules in order to
incorporate information provided to them by their neighbors.
3.1.1 Summary of Results
In this chapter, our focus is on understanding the evolution of beliefs in a society where
agents use simple update rules to incorporate the beliefs of other agents in their social
clique. We base our study on a model according to which, at every time period, each
agent receives a private noisy signal about the true state of world and updates her beliefs
as a convex combination of the Bayesian posterior belief generated by her private signals
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and the prior beliefs of her neighbors.1 This second term captures a notion of aggregate
belief held in the local neighborhood of the agent. As stated earlier, agents in this world
are boundedly rational and fail to incorporate the information provided to them by their
neighbors in a Bayesian manner. Instead, their opinion is simply swayed in the direction of
the average belief in their neighborhood.
First, we show that all agents will eventually hold correct forecasts about their signals,
provided that the social network is strongly connected; that is, there exists either a direct or
an indirect information path between any two agents. By the means of an example we show
that the assumption of strong connectivity cannot be disposed of. We further show that in
strongly connected networks, these social interactions, not only enable agents to accurately
predict their future observations, but also lead to information aggregation about the true
underlying state of the world. In other words, even if the combined signals of each agent are
not informative enough to completely reveal the state of world, the non-Bayesian learning
rule successfully provides them with information available to others. In particular, we show
that, in a strongly connected society, all agents are also capable of correctly forecasting the
signals observed by others. An important consequence of this phenomenon is that if the
signals observed privately by agents are conditionally independent, they asymptotically
learn the true underlying state of the world as if they were completely informed of all
signals and updated their beliefs according to Bayes’ rule. Hence, agents can successfully
aggregate information, while avoiding the computational cost and complexity involved in
Bayesian update. On the other hand, if the cross-section of signals are correlated, they
are only guaranteed to eventually learn the marginal distributions of the observations and
might fail in learning the true joint distribution. This can be regarded as a cost that agents
1We abstract from any strategic interaction among the agents. In the model, agents are assumed to report
their beliefs truthfully. This is a reasonable assumption in many settings, such as sharing political opinions
among friends or family members. Nevertheless, there are also many interactions that create incentives for
the agents to strategically misreport their beliefs.
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have to pay for not being Bayesian.
The important feature of our main result is that it highlights the role of social networks
in the process of information aggregation. In essence, an agent can learn from individu-
als whom she is neither in direct contact with nor has any knowledge about their signal
structure. In fact, it might even be the case that she is not aware of their existence alto-
gether. Nevertheless, the indirect communication path in the social network guarantees
that she will eventually incorporate their information correctly into her beliefs. Moreover,
this successful aggregation of information occurs despite the fact that truth is not immedi-
ately recognizable to any of the agents, and neither one of them could have learned it by
herself in isolation. On the other hand, while the role played by the network is crucial, its
topology only affects the speed of learning. In other words, as long as strong connectivity
holds, the structure of the network and the level of influence of different individuals does
not prevent them from correctly aggregating information. For example, it might be the case
that the most influential agents are the ones with the least informative signals. Nonetheless,
as long as informed agents also have some (even arbitrarily small) influence on others, the
learning process is successful.
Another distinctive feature of our results is the absence of absolute continuity of the
true measure with respect to all prior beliefs, as a requirement for social learning. In
standard Bayesian learning literature, an agent will have accurate predictions, as long as
she assigns a positive prior belief on the true parameter. On the other hand, in the absence
of absolute continuity, no information can persuade a Bayesian agent to update her belief on
a parameter from zero to some positive number, and hence, such an agent fails to predict
future correctly.2 In a network of Bayesian agents, the existence of an agent with zero
prior belief on the true parameter can also affect the learning of others. For instance,
such an agent located at the network’s bottleneck, functioning as the only link connecting
2For example, see [77] and [95].
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two components of the network, might prevent agents on each component from obtaining
valuable information from the other side.3 In contrast, in our model, we show that it is
sufficient to have one agent with a positive initial belief assigned to the true parameter:
as long as the social network is strongly connected and the true measure is absolutely
continuous with respect to prior belief of some agent, complete learning is achieved.
3.1.2 Related Literature
Bayesian Learning
There exists a vast literature on learning over social networks, both boundedly and fully
rational. The Bayesian learning literature mainly focuses on formulating the problem as
a dynamic game over the network and characterizing its equilibria. However, since char-
acterizing such equilibria in complex networks is generally an intractable problem, the
existing literature focuses on relatively simple and stylized environments [2]. For example,
Bikchandani, Hirshleifer, and Welch [12] and Banerjee [8] consider models where each
individual takes a single action and observes all past actions. Similarly, Banerjee and Fu-
denberg [9] and Simith and Sørensen [100] focus on models where agents make decisions
sequentially, but instead, only observe a representative sample of the past actions. In a more
recent paper, Acemoglu et al. [1] generalize these results to an arbitrary network structure.
Nevertheless, the assumption of a single decision for each agent remains in place. Another
example of Bayesian learning over networks is Gale and Kariv [51], who show how the
complexity of a rational agent’s decision-problem increases over time, as she has to hold
beliefs about her neighbors’ knowledge of their neighbors’ actions and the private infor-
mation they reveal. Gale and Kariv also show the intuitive result that all individuals in a
connected component converge to having the same beliefs about an optimal decision. They
3Notice that Bayesian literature is silent on how agents form their prior beliefs. Moreover, it is not clear
how a Bayesian agent must interpret the prior beliefs of her neighbors.
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argue that if that is not the case, then the agents can simply “imitate” their neighbors and
increase their payoffs.
Non-Bayesian Learning
The model presented in this chapter is closely related to another collection of works in
the social learning literature that focus on non-Bayesian learning models; models such as
Ellison and Fudenberg [44, 45], and Bala and Goyal [6, 7] in which the agents are not
fully rational, and use simple rule-of-thumb methods to incorporate the information of
their neighbors. In the same spirit are DeMarzo, Vayanos, and Zwiebel [34], Golub and
Jackson [56] and Acemoglu, Ozdaglar, and ParandehGheibi [3], which are all based on
the opinion formation model of DeGroot [33], studied in Chapter 2. These papers, unlike
most of Bayesian learning literature, consider repeated communication and interactions
among agents. More specifically, in DeGroot-style models, which in essence are consensus
algorithms over the network, each individual initially receives one signal about the state of
the world, and at the consequent time steps, updates her beliefs as a weighted average of
the beliefs of her neighbors. Their main focus is on conditions under which individuals in
the connected components of the social network converge to similar beliefs.4 Golub and
Jackson further show that if the size of the network grows unboundedly, this asymptotic
consensus belief converges to the true state of the world, provided that there are not overly
influential agents in the society.
One main feature that distinguishes our results from the works that are based on DeG-
root’s consensus model, such as Golub and Jackson [56], is the existence of time dynamics.
Whereas in DeGroot’s model each agent has only a single observation, the individuals in
our model receive information in small bits over time, and therefore, need to incorporate
new privately observed signals into their beliefs. This continuous flow of information, as
4For more on DeGroot’s model and consensus algorithms see Chapter 2.
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well as the repeated social interaction and information exchange are also aspects that make
our model different from the Bayesian learning literature. Another crucial difference be-
tween Golub and Jackson [56] and our model is the role played by the social network in
successful information aggregation. They show that existence of “influential” individuals,
in the sense of being connected to a large number of people, makes learning impossible.
In contrast, in our environment, as discussed earlier, strong connectivity is the only re-
quirement on the network for successful learning, and neither the network topology nor the
influence level of different agents can prevent learning.
Another closely related paper is Epstein, Noor, and Sandroni [46], who consider a
single non-Bayesian agent with a bias towards her own prior beliefs, a model similar to
the dynamics of belief update presented in this chapter. Nevertheless, the focus of our
analysis is not only on the dynamics of the beliefs, but also on the process of information
aggregation over a network consisting of many agents.
3.2 A Model of Non-Bayesian Social Learning
This section contains the formal description of the proposed non-Bayesian social learning
model.
3.2.1 Agents and Observations
Let Θ denote a finite set of possible states of the world and let θ∗ ∈ Θ denote the true
underlying state of the world. We consider a set N = {1, 2, . . . , n} of agents interacting
over a social network who do not know the true state of the world. Each agent i starts
with a prior belief about the true state, represented by µi,0 ∈ ∆Θ which is a probability
distribution over the set Θ. µi,0(θ) denotes the initial probability that agent i assigns to the
state θ ∈ Θ to be the true underlying state of the world.
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Conditional on the state of the world θ, at each time period t ≥ 1, an observation profile
st = (s
1
t , . . . , s
n
t ) ∈ S1 × · · · × Sn ≡ S is generated according to the likelihood function
`(st|θ). sit ∈ Si denotes a signal that is privately observed by agent i. These privately
observed signals are independent over time, but might be correlated among agents at the
same time period. Without much loss of generality, we assume that `(s|θ) > 0 for all
(s, θ) ∈ S×Θ. The signal space Si is assumed to be finite for all i. We use `i(·|θ) to denote
the ith marginal of `(·|θ). We further assume that every agent i knows the conditional
likelihood function `i(·|θ), known as her signal structure.
For a fixed θ ∈ Θ, we define a probability triple (Ω,F ,Pθ), where Ω is the space con-
taining sequences of realizations of the signals st ∈ S over time, and Pθ is the probability
measure induced over sample paths in Ω by the state θ. In other words, Pθ = ⊗∞t=1`(·|θ).
We use Eθ[·] to denote the expectations with respect to the measure Pθ. Define Fi,t as the
σ-field generated by the past history of agent i’s observations up to time period t, and let
Ft be the smallest σ-field containing all Fi,t for 1 ≤ i ≤ n.
3.2.2 Social Structure
When updating their beliefs about the true state of the world, agents have access to the
beliefs currently held by other individuals in their social clique. We capture the social
interaction structure between agents by a directed graph G = (V,E), where each vertex
in V corresponds to an agent, and an edge connecting vertex i to vertex j, denoted by the
ordered pair (i, j) ∈ E, captures the fact that agent j has access to the belief held by agent
i. Note that because of the way we have defined the social network, the beliefs of agent i
might be accessible to agent j, but not the other way around.
For each agent i, defineNi = {j ∈ V : (j, i) ∈ E}, called the set of neighbors of agent
i. The elements of this set are agents whose beliefs are available to agent i at each time
period. The important underlying assumption here is that agent i can observe the exact
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beliefs of her neighbors. In other words, we are assuming that either agent i can directly
observe her neighbors’ beliefs, or that there is no strategic interaction between the agents,
and therefore, every agent reports her beliefs truthfully.
A directed path in G = (V,E) from vertex i to vertex j, is a sequence of vertices
starting with i and ending with j such that each vertex is a neighbor of the next vertex in
the sequence. The social network is strongly connected, if there exists a directed path from
each vertex to any other vertex. We say the social network is connected, whenever such a
path exists ignoring the direction of the edges. We refer to any network that is connected
but not strongly connected as a weakly connected network.5
3.2.3 Belief Updates
Given the social structure described above, the agents update their beliefs based on the
signal that they privately observe and the beliefs held by their neighbors. In particular,
each agent’s belief over Θ is a linear combination of her Bayesian posterior belief and her
neighbors’ priors. That is, if we let µi,t(θ) denote the belief that agent i assigns to parameter
θ ∈ Θ at time period t after observing (si1, si2, . . . , sit), then
µi,t+1 = aiiBU(µi,t; s
i
t+1) +
∑
j∈Ni
aijµj,t, (3.1)
where aij ∈ R+ captures the weight that agent i assigns to the belief held by agent j
in her neighborhood, BU(µi,t; sit+1)(·) is the Bayesian update of µi,t when signal sit+1 is
observed, and aii is the weight assigned to the Bayesian update by agent i, which we call
her self-confidence.6 Note that the weights aij must satisfy
∑
j∈Ni aij = 1, in order for the
5For more on the strong connectivity and related concepts see the Appendix.
6One can modify this belief update model and assume that agent i’s belief update also depends on his own
beliefs at the previous time step, µi,t. Such an assumption is equivalent to adding a prior-bias to the model, as
stated in Epstein, Noor, and Sandroni [46]. Since this generality does not change the results or the economic
intuitions, we assume that the agents have no prior bias.
48
period t+ 1 beliefs to form a well-defined probability distribution. Therefore, at each time
period, the posterior belief of agent i is a convex combination of her Bayesian update and
the priors of her neighbors.
Given agent i’s beliefs at time period t, her time t + 1 forecast of the next observation
is given by
mi,t(s
i
t+1) =
∫
Θ
`i(s
i
t+1|θ)dµi,t(θ), (3.2)
where the forecastsmi,t(·) form a probability measure on Si. Similarly, if agent i knows the
signal structure of agent j 6= i, she would also be able to form forecasts for j’s observations.
Such forecasts are given by
mji,t(s
j
t+1) =
∫
Θ
`j(s
j
t+1|θ)dµi,t(θ).
Given the above definitions, the law of motion for the beliefs about the parameters can be
written as
µi,t+1(θ) = aiiµi,t(θ)
`i(s
i
t+1|θ)
mi,t(sit+1)
+
∑
j∈Ni
aijµj,t(θ), (3.3)
for all θ ∈ Θ. Note that the dynamics of belief update in our model is local, in the sense
that each individual only uses the beliefs of her immediate neighbors to form her opinions,
ignores the structure of the network, and does not make any inferences about the beliefs of
other individuals in the society. This boundedly rational dynamics for opinion formation
greatly reduces the computational burden of the individuals. Moreover, equation (3.3)
suggests that an individual does not need to keep track of the identities of her neighbors
and the exact information provided by them. In fact, she only needs to know the “average
belief” held in her neighborhood, given by the term
∑
j∈Ni aijµj,t(·). In the special case that
the signals observed by an agent are non-informative, equation (3.3) reduces to the belief
update model of DeGroot [33], studied in Chapter 2 and used by Golub and Jackson [56].
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When analyzing the asymptotic behavior of the beliefs, sometimes it is more convenient
to use a matrix notation. Define A to be a real n × n matrix which captures the social
interaction of the agents as well as the weight that each agent assigns to her neighbors.
More specifically, we let the ij element of the matrix A be aij when agent j is a neighbor
of agent i, and zero otherwise. Thus, equation (3.3) can be rewritten as
µt+1(θ) = Aµt(θ) + diag
(
a11[
`1(s
1
t+1|θ)
m1,t(s1t+1)
− 1], . . . , ann[ `n(s
n
t+1|θ)
mn,t(snt+1)
− 1]
)
µt(θ) (3.4)
where µt(·) = [µ1,t, . . . , µn,t]T (·), and diag of a vector is a diagonal matrix which has the
entries of the vector as its diagonal. Note thatA is an irreducible matrix if and only if graph
G is strongly connected.7 Moreover, since at each time period the beliefs of all agents are
convex combinations of their Bayesian posteriors and the priors of their neighbors, A is a
stochastic matrix.8 In the special case that A is the identity matrix, our model reduces to
the benchmark Bayesian case, in which the society consists of n Bayesian agents who do
not have access to the beliefs of other members of the society, and only observe their own
private signals.
3.3 Social Learning
Given the model described above, we are interested in the question of what is learned
in the long run. Learning may either signify learning the true parameter or learning to
forecast future outcomes. These two notions of learning are distinct and might not occur
simultaneously. We start this section by specifying what we exactly mean by either type.
Suppose that θ∗ ∈ Θ is the true state of the world and thus, the measure P∗ = ⊗∞t=1`(·|θ∗)
7An n× n matrix A is said to be reducible, if for some permutation matrix P , the matrix P ′AP is block
upper triangular. If a square matrix is not reducible, it is said to be irreducible. For more on this, see e.g., [10].
8Recall that a matrix is said to be stochastic if it is entry-wise non-negative and all its row sums are equal
to one. A stochastic matrix is called doubly stochastic if all its column sums are equal to one, as well.
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is the probability law describing the process (st).
Definition 11. The forecasts of agent i are eventually correct on a path {st}∞t=1 if, along
that path,
mi,t(·)→ `i(·|θ∗) as t→∞.
Similarly, provided that agent i has access to the signal structure of agent j 6= i, her fore-
casts for the observations of agent j are eventually correct, if along that path, mji,t(·) →
`j(·|θ∗) as t→∞.
This notion of learning, which Kalai and Lehrer [65] call weak merging of opinions,
captures the ability of agents to correctly forecast events in near future. It is well-known,
that repeated applications of the Bayes’ rule leads to eventually correct forecasts with prob-
ability 1 under the truth, given suitable conditions, the key condition being absolute conti-
nuity of the true measure with respect to initial beliefs.9 The implication is that the mere
repetition of Bayes’ rule eventually transforms the historical record into a near perfect
guide for the future. However, predicting future observations accurately is not the same as
learning the underlying state of the world. In fact, depending on the signal structure of each
agent, there might be an “identification problem” which can potentially prevent the agent
from learning the true (payoff-relevant) parameter θ∗. The other type of learning that we
are concerned with, precisely captures this notion:
Definition 12. Agent i ∈ N asymptotically learns the true parameter θ∗ on a path {st}∞t=1
if, along that path,
µi,t(θ
∗)→ 1 as t→∞.
Asymptotic learning occurs when the agent assigns probability one to the true parame-
ter. As mentioned earlier, having eventually correct forecasts does not guarantee asymptotic
9Lehrer and Smorodinsky [70] show that an assumption weaker than absolute continuity, known as acco-
modation, is sufficient for weak merging of the opinion.
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learning of the true parameter. In general, the converse is not true either. However, it is
straightforward to show that in the absence of time correlations, as in our model, asymp-
totically learning θ∗ implies eventually correct forecasts.10
3.3.1 Correct Forecasts in Strongly Connected Societies
We now turn to the main question of this chapter: under what circumstances does learning
occur over the social network, when agents update their beliefs according to (3.3)? Note
that without loss of generality, we can limit our focus to two cases of strongly connected
and weakly connected networks. This is due to the fact that in the case that the network is
disconnected, our results can be applied to each connected component separately.
Our first result shows that under very mild assumptions, in spite of local interactions
and the non-Bayesian belief update, agents will eventually forecast their private signals
correctly.
Proposition 6. Suppose that the social network is strongly connected, and all agents have
strictly positive self-confidence. Then, all agents eventually forecast their private observa-
tions accurately with P∗-probability one, provided that there exists an agent in the social
network with strictly positive prior belief on the true parameter θ∗.
The proposition relies on three main assumptions: strictly positive weights on new ob-
servations by all agents, a strongly connected social network, and finally, a strictly positive
prior belief on the true parameter by at least one agent in the network. If either of these
assumptions are dropped, the forecasts might either diverge or converge to wrong values.
Before presenting the proof of the above proposition, we briefly discuss each assumption.
The first assumption on strictly positive self-confidences is quite intuitive: it prohibits
agents from completely discarding information provided to them through their observa-
10See Lehrer and Smorodinsky [70], for an example of the case that learning the true parameter does not
guarantee merging.
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tions. Clearly, if all agents discard their private signals, no new information is incorporated
to their beliefs, and (3.3) simply turns into a diffusion of prior beliefs. An interesting
case is when only some of them discard their private signals. In such a case, only agents
with no self-confidence fail to predict their signals accurately. This failure, however, does
not prevent the ones with positive self-confidence from forecasting their own observations
correctly.
The second requirement for accurate predictions is strong connectivity of the social
network. To understand why strong connectivity is the key, we present a simple example of
a weakly connected social network, in which an agent fails in forecasting future correctly.
Example 1. Consider a society consisting of two agents, N = {1, 2}, and assume that
Θ = {θ1, θ2} with the true state being θ∗ = θ1. Both agents have non-degenerate prior
beliefs over Θ. The signals observed by agents are independent conditional on the state
of the world, and belong to the set S1 = S2 = {H,T}. We further assume that the
signals observed by agent 2 are non-informative, while agent 1’s observations are perfectly
informative about the state; that is, `1(H|θ1) = `1(T |θ2) = 1, and `2(s|θ1) = `2(s|θ2) for
s ∈ {H,T}. As for the social structure, we assume that agent 1 has access to the beliefs of
agent 2, while agent 2 cannot (or chooses not to) use the beliefs held by agent 1. Therefore,
the social interaction matrix is given by
A =
1− α α
0 1
 ,
where α ∈ (0, 1) is the weight that agent 1 assigns to the beliefs of agent 2, when updating
her beliefs using equation (3.3). Since the private signals observed by the latter are non-
informative, her beliefs, at all times, remain equal to her prior. Clearly, she has correct
forecasts at all times. Agent 1, on the other hand, will not have eventually correct forecasts.
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To see this, notice that agent 1 has eventually correct forecasts, only if she eventually
assigns probability 1 to the true state, θ1. This is due to the fact that her observations are
perfectly informative. However, the belief she assigns to θ2 follows the law of motion
µ1,t+1(θ2) = (1− α)µ1,t(θ2)`1(s
1
t+1|θ2)
m1,t(s1t+1)
+ αµ2,t(θ2)
which cannot converge to zero, due to the fact that µ2,t(θ2) = µ2,0(θ2) is strictly positive.
The intuition for the failure of learning in the above example is simple. First of all, no-
tice that the two agents have different signal structures, which means that they interpret the
states differently. Moreover, agent 1, in essence, is following the beliefs of agent 2 without
considering the fact that agent 2 is less informed than herself, while at the same time she
does not influence her back. This one-way influence and non-identical interpretations of
signals (due to non-identical signal structures) result in confusion on the part of agent 1,
and hence incorrect forecasts. Clearly, if agent 1 were Bayesian and capable of incorporat-
ing the information provided to her by agent 2 rationally, she would have learned the true
parameter. As a final remark on the second assumption, note that in the special case that all
social interactions are bidirectional, the social network is trivially strongly connected.
Finally, in order to have accurate predictions, Proposition 6 requires the existence of at
least one agent with a positive prior belief on the true state θ∗. Note that correct forecasts are
achieved, even if the true measure, P∗, is not absolutely continuous with respect to the prior
beliefs of many agents in the network. This is in contrast to the standard Bayesian learning
literature, which requires absolute continuity in order to guarantee accurate predictions.
This feature of our model is significant: as long as some agent assigns a positive prior
belief to the true state, all agents in the network will be able to correctly forecast their
observations, even if she is located at the fringe of the society and has very small influence
on her neighbors. Clearly, if µi,0(θ∗) = 0 for all i ∈ N , then the belief assigned to the true
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parameter by all agents will remain equal to zero over time, and no learning can happen.
Proof of Proposition 6
We now turn to proving Proposition 6. The following two lemmas, both consequences of
the martingale convergence theorem, are used in the proof.
Lemma 3. IfA is stochastic, then the sequence
∑n
i=1 viµi,t(θ
∗) converges P∗-almost surely
as t → ∞, where v is any non-negative left eigenvector of A corresponding to its unit
eigenvalue.
Proof: First, note that sinceA is stochastic, it always has at least one eigenvalue equal to 1.
Moreover, there exists a non-negative left eigenvector corresponding to this eigenvalue.11
We denote such a vector by v.
We evaluate equation (3.4) at the true parameter θ∗ and pre-multiply both sides by vT :
vTµt+1(θ
∗) = vTAµt(θ∗) +
n∑
i=1
viµi,t(θ
∗)aii[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
− 1].
Thus,
E∗
[
n∑
i=1
viµi,t+1(θ
∗)|Ft
]
=
n∑
i=1
viµi,t(θ
∗) +
n∑
i=1
viaiiµi,t(θ
∗)E∗
[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
− 1|Ft
]
,
(3.5)
where E∗ denotes expectation with respect to the measure P∗. Since the function f(x) =
1/x is convex, Jensen’s inequality implies E∗
[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
≥
(
E∗
[
mi,t(s
i
t+1)
`i(sit+1|θ∗)
|Ft
])−1
=
1, and therefore,
E∗
[
n∑
i=1
viµi,t+1(θ
∗)|Ft
]
≥
n∑
i=1
viµi,t(θ
∗).
The last inequality is due to the fact that v is element-wise non-negative. As a result,
11This is a consequence of the Perron-Frobenius theorem. For more on the properties of non-negative and
stochastic matrices, see [10].
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∑n
i=1 viµi,t(θ
∗) is a submartingale with respect to the filtration Ft, which is also bounded
above by ‖v‖1. Hence, it converges P∗-almost surely.
Lemma 4. Suppose that there exists an agent i such that µi,0(θ∗) > 0. Then, wheneverA is
stochastic and irreducible, the sequence
∑n
i=1 vi log µi,t(θ
∗) converges P∗-almost surely as
t→∞, where v is the positive left eigenvector of A corresponding to its unit eigenvalue.
Proof: Similar to the proof of the previous lemma, we show that
∑n
i=1 vi log µi,t(θ
∗) is a
bounded submartingale and invoke the martingale convergence theorem to obtain almost
sure convergence.
First, note that since A is a stochastic matrix, the right hand side of equation (3.3) is a
convex combination for all i. Therefore, by evaluating the law of motion at θ∗ and taking
log from both sides, we obtain
log µi,t+1(θ
∗) ≥ aii log µi,t(θ∗) + aii log
(
`i(s
i
t+1|θ∗)
mi,t(sit+1)
)
+
∑
j∈Ni
aij log µj,t(θ
∗),
where we have used the concavity of the logarithm function. Note that since A is irre-
ducible, the social network is strongly connected. Thus, the existence of one agent with a
positive prior on θ∗ guarantees that after at most n time periods all agents assign a strictly
positive probability to the true parameter, which means that log µi,t(θ∗) is well-defined for
large enough t for all i.
Our next step is to show that E∗
[
log
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
≥ 0. To obtain this,
E∗
[
log
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
= −E∗
[
log
mi,t(s
i
t+1)
`i(sit+1|θ∗)
|Ft
]
≥ − log
(
E∗
[
mi,t(s
i
t+1)
`i(sit+1|θ∗)
|Ft
])
= 0.
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Thus,
E∗ [log µi,t+1(θ∗)|Ft] ≥ aii log µi,t(θ∗) +
∑
j∈Ni
aij log µj,t(θ
∗),
which can be rewritten in matrix form as E∗ [log µt+1(θ∗)|Ft] ≥ A log µt(θ∗), where by the
logarithm of a vector, we mean its entry-wise logarithm. Multiplying both sides by the A’s
non-negative left eigenvector vT leads to
E∗
[
n∑
i=1
vi log µi,t+1(θ
∗)|Ft
]
≥
n∑
i=1
vi log µi,t(θ
∗).
Thus, the non-negative term
∑n
i=1 vi log µi,t(θ
∗) is a submartingale with respect to the fil-
tration Ft, and therefore, it converges with P∗-probability one.
With these lemmas in hand, we can prove Proposition 6.
Proof of Proposition 6: According to Lemma 3,
∑n
i=1 viµi,t(θ
∗) converges with P∗-probability
one, where v is the non-negative left eigenvector of A corresponding to its unit eigenvalue.
Therefore, equation (3.5) implies that
n∑
i=1
viaiiµi,t(θ
∗)
(
E∗
[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
− 1
)
−→ 0 P∗ − a.s.
Since the term viaiiµi,t(θ∗)E∗
[
`i(s
i
t+1|θ∗)/mi,t(sit+1)− 1|Ft
]
is non-negative for all i, each
such term converges to zero with P∗-probability one. Moreover, the assumptions that all
the diagonal entries of A are strictly positive and that of its irreducibility (which means that
v is entry-wise positive) lead to
µi,t(θ
∗)
(
E∗
[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
− 1
)
−→ 0 for all i P∗ − a.s. (3.6)
Furthermore, Lemma 4 guarantees that
∑n
i=1 vi log µi,t(θ
∗) converges almost surely, mean-
ing that µi,t(θ∗) is uniformly bounded away from zero for all i with probability one. Note
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that, again we are using the fact that v is a positive vector. Hence, E∗
[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
→ 1
almost surely. Thus,
E∗
[
`i(s
i
t+1|θ∗)
mi,t(sit+1)
|Ft
]
− 1 =
∑
s∈Si
`i(s|θ∗)
(
`i(s|θ∗)
mi,t(s)
− 1
)
=
∑
s∈Si
(
`i(s|θ∗)`i(s|θ
∗)−mi,t(s)
mi,t(s)
+mi,t(s)− `i(s|θ∗)
)
=
∑
s∈Si
[`i(s|θ∗)−mi,t(s)]2
mi,t(s)
−→ 0 P∗ − a.s.,
where the second equality is due to the fact that both `i(·|θ∗) and mi,t(·) are measures on
Si, and therefore,
∑
s∈Si `i(s|θ∗) =
∑
s∈Simi,t(s) = 1.
In the last expression, the term in the braces and the denominator are always non-
negative and therefore,
mi,t(s) −→ `i(s|θ∗) P∗ − a.s.
for all s ∈ Si and all i ∈ N .
3.3.2 Asymptotic Beliefs
The key implication of Proposition 6 is that as long as the social network is strongly con-
nected, all agents will eventually forecast their future observations correctly. In this section,
we characterize the asymptotic beliefs held by the agents. Such characterization is required,
in order to be able to predict what each agent asymptotically learns about the true state from
her neighbors.
Our next result shows that all agents will have asymptotically equal beliefs.
Proposition 7. Under the assumptions of Proposition 6, all agents have asymptotically
equal beliefs with P∗-probability 1. That is, µi,∞(θ) = limt→∞ µi,t(θ) does not depend on
i for all θ ∈ Θ.
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Proof: Notice that µi,t(θ)
`i(s
i
t+1|θ)
mi,t(sit+1)
in the belief update (3.3) converges to some limit for all
agents i. This can happen only if
µi,t(θ)
[
`i(s
i
t+1|θ)
mi,t(sit+1)
− 1
]
→ 0 P∗ − a.s.
for all θ ∈ Θ and all i ∈ N . As a consequence, equation (3.4) implies that with P∗-
probability one, and for all parameters θ, µt+1(θ) − Aµt(θ) → 0. That is, on almost all
sample paths, for any  > 0 there exists a large enough time T such that for all t ≥ T ,
|µi,t+1(θ)−
n∑
k=1
aikµk,t(θ)| < 
2
∀i ∈ N
Therefore, given any two agents i and j,
| (µi,t+1(θ)− µj,t+1(θ))−
n∑
k=1
µk,t(θ)(aik − ajk)| < ,
and hence,
|µi,t+1(θ)− µj,t+1(θ)| < + |
n∑
k=1
µk,t(θ)(aik − ajk)|.
SinceA is a stochastic matrix,
∑n
k=1(aik−ajk) = 0. Therefore, we can use Paz’s inequality
to find an upper bound for the right hand side of the above inequality:12
|µi,t+1(θ)− µj,t+1(θ)| < + 1
2
max
p,q
|µp,t(θ)− µq,t(θ)|
n∑
k=1
|aik − ajk|.
Thus,
max
i,j
|µi,t+1(θ)− µj,t+1(θ)| < + τ1(A) max
i,j
|µi,t(θ)− µj,t(θ)|,
12Paz’s inequality states that if d is a vector with an entry-wise sum of zero, then for any arbitrary vector
z of the same size, |d′z| ≤ 12‖d‖1 maxi,j |zi − zj |. This inequality can be found in the book of Paz [87] or
Kirkland, Neumann, and Shader [67].
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where τ1(A) = 12 maxi,j
∑n
k=1 |aik − ajk|, is the coefficient of ergodicity of matrix A,
defined in Chapter 2. As was shown earlier, the coefficient of ergodicity of any stochastic
matrix lies in the interval [0, 1]. This along with the fact that  > 0 is arbitrary imply that
maxi,j |µi,t(θ)− µj,t(θ)| is a non-increasing sequence and hence, converges. We claim that
the limit is in fact zero. To show this, we consider two cases.
First suppose that τ1(A) < 1. In that case, for any positive integer p, we have
max
i,j
|µi,t+p(θ)− µj,t+p(θ)| <
p−1∑
k=0
[τ1(A)]
k+ [τ1(A)]
p max
i,j
µi,t(θ)− µj,t(θ)|
=
1− [τ1(A)]p
1− τ1(A) + [τ1(A)]
p max
i,j
|µi,t(θ)− µj,t(θ)|
→ 
1− τ1(A) as p→∞.
Since  > 0 is arbitrary, the right hand side can be made arbitrarily small, and as a result,
maxi,j |µi,t(θ) − µj,t(θ)| must converge to zero; i.e., all agents have asymptotically equal
belief.
We now consider the case that τ1(A) = 1. In this case, as shown by Seneta [97]
and discussed in Chapter 2, since A is irreducible and corresponds to a strongly con-
nected graph, there exists a positive integer r such that τ1(Ar) < 1. Therefore, using a
similar argument as above for the matrix Ar, one can show that the convergent sequence
{maxi,j |µi,t(θ)− µj,t(θ)|}∞t=1 has a subsequence that converges to zero. Therefore, on any
connected network, if all agents have eventually correct forecasts, then µi,t(θ)−µj,t(θ)→ 0
for all i, j ∈ N . This completes the proof.
The above proposition states that under the assumptions of strong connectivity, positive
self-confidence, and positive prior beliefs, all agents will have asymptotically equal beliefs
P∗-almost surely. The intuition behind this result is simple. Recall that the belief of each
individual is a function of two terms: her own posterior belief after observing a private
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signal and the priors of her neighbors. Since the beliefs of all agents are converging, the
contribution of the private signals to the belief update equation must vanish asymptotically.
Thus, at a large enough t, the belief of each agent lies simply in the convex hull of the
beliefs held by her neighbors. Therefore, strong connectivity guarantees asymptotically
equal beliefs over the network.
The asymptotic agreement of beliefs guaranteed by Proposition 7 has important conse-
quences for learning. Recall that Proposition 6 shows that all agents can correctly forecast
their observations. Therefore, the asymptotic agreement over the network implies that each
agent, not only can forecast her own signals correctly, buy also can correctly forecast the
signals of any other agent in the network as well, even if they are not neighbors. In other
words, the interaction over the network provides the neighbors with potentially much more
information compared to the case that they ignore the beliefs held by their neighbors. The
significance of this result lies in the fact that the agents can extract information from any
other individual, even if they do not necessarily communicate with one another directly.
Notice that this information extraction is occurring while the agents do not update their
beliefs rationally, and instead use a simple and computationally tractable update.
The following theorem, which is the main result of this chapter, summarizes the results
stated so far and characterizes the level of learning achieved in the social network.
Theorem 4. Suppose that A is irreducible, stochastic and all its diagonal elements are
uniformly bounded away from zero. Also suppose that there exists an agent k such that
µk,0(θ
∗) > 0. Then, every agent can eventually forecast the signals of every other agent
correctly with P∗-probability one. Moreover, if there exists a state θ ∈ Θ and an agent i
such that `i(s˜i|θ) 6= `i(s˜i|θ∗) for some s˜i ∈ Si, then µj(θ)→ 0 for all j ∈ N .
Proof: Proving the first statement is trivial, as it is a simple corollary to Propositions 6
and 7. We turn to the proving the second part of the theorem. In the course of the proof of
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Proposition 7, we showed that
µi,t(θ)
[
`i(s
i
t+1|θ)
mi,t(sit+1)
− 1
]
→ 0 (3.7)
for all i ∈ N on almost all sample paths. Now suppose there exists an agent i and a signal
s˜i ∈ Si, such that `i(s˜i|θ) 6= `i(s˜i|θ∗). Moreover, agent i observes signal s˜i infinitely often
on almost all sample paths, which means that the term `i(s
i
t+1|θ)
mi,t(sit+1)
is bounded away from zero
infinitely often. Also, notice that µi,t(θ) converges to some random variable. Therefore, for
(3.7) to hold, it must be case that the limit of µi,t(θ) is zero. As a result, µj,t(θ) should also
converge to zero for all j 6= i.
This theorem captures how information gets aggregated over the social network when
individuals update their beliefs according to the law of motion (3.3). It guarantees that as
long as there exists an agent i whose signals are informative enough to distinguish the state
θ from the true state θ∗, everybody else will be able to eventually distinguish the two states.
Hence, every individual, regardless of her position in the network, assigns a belief zero to
θ asymptotically almost surely. The next example shows the power of the Theorem 4.
Example 2. Consider the collection of agents N = {1, 2, . . . , 7} who are located in a
social network as depicted in Figure 3.1: agent i ≤ 6 can observe the beliefs of agent i+ 1
and agent 7 has access to the beliefs of agent 1 at all times. Clearly, this is a strongly
connected social network.
Assume that the set of possible states of the world is given by Θ = {θ∗, θ1, θ2, . . . , θ7},
where θ∗ is the true underlying state of the world. We also assume that the signal observed
by the agents can only take values in the set Si = {H,T} for all i, are conditionally
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Figure 3.1: The figure illustrates a strongly connected social network of 7 agents, which is
of the form of a directed cycle.
independent, and are distributed according to the following expressions:
`i(H|θ) =

i
i+1
if θ = θi
1
(i+1)2
otherwise
for all i ∈ N . This signal structure means that the observations of agent i are such that she
can only distinguish state θi from the rest of the elements of Θ. Nevertheless, for any given
state θ 6= θ∗, there exists an agent whose signals are informative enough to distinguish
the two. Therefore, Theorem 4 implies that if the prior beliefs are in the interior of the
belief simplex and all agents have strictly positive self-confidence when applying (3.3),
then, µi,t(θ∗)→ 1, as t→∞ for all agents i. In other words, all agents will asymptotically
learn the true underlying state of the world. Clearly, if the agents discard the information
provided to them by their neighbors, they have no means of learning the true state.
Theorem 4 is quite powerful as it completely characterizes the asymptotic beliefs of all
individuals in the society, and demonstrates how our non-Bayesian learning model leads to
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information aggregation over the network. However it is important to notice that it does not
guarantee complete learning in the sense of Definition 12. Clearly, if there exists a global
identification problem (i.e., there exist θ 6= θ∗ such that `(s|θ) = `(s|θ∗) for all s ∈ S),
then the two states θ and θ∗ are observationally equivalent, and therefore, undistinguish-
able. In such cases even a collection of completely rational agents fail in learning the true
state. However, when updating their beliefs based on (3.3), the agents might fail to achieve
complete learning, even in the absence of global identification problem. Such failure is due
to the fact that when updating their beliefs, an individual only considers the marginal distri-
bution of her own signal, and does not take into account the possible correlations between
her own observations and those of her neighbors. Put differently, even if the individuals can
correctly forecast the signals of every other agent, as suggested by Theorem 4, they might
not still be able to learn the joint distribution of the signals. The next example is meant to
clarify this point.
Example 3. Consider a strongly connected social network consisting of two individuals
N = {1, 2}. Assume that Θ = {θ1, θ2}, and S1 = S2 = {H,T}. Also assume that the
distribution function describing the random private observations of the agents conditional
on the underlying state of the world is given by the tables below:
H T
`(s1s2|θ1) :
H 1/2 0
T 0 1/2
H T
`(s1s2|θ2) :
H 0 1/2
T 1/2 0
In other words, when the underlying state of the world is θ1, private observations of the
two agents are perfectly correlated, while in state θ2, their observations are perfectly nega-
tively correlated.
It is an easy exercise to show that if both agents are completely rational, they can learn
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the true underlying state of the world in exactly two time period, simply because the infor-
mation in µi,0 and µi,1 for i = 1, 2 is sufficient to completely learn the true state. On the
other hand, consider the case that both individuals apply the non-Bayesian learning rule in
(3.3). Since `i(H|θ1) = `i(H|θ2) = 12 for i = 1, 2, the agents’ beliefs remain constant
over time. This implies that learning as defined in Definition 12 does not occur, while each
agent can correctly forecast her own and her neighbor’s signals correctly, at all time steps.
The example above clearly shows the shortcoming of the non-Bayesian belief update
(3.3) compared to the case that all agents are completely rational. Nevertheless, the non-
Bayesian agents are still capable of extracting valuable information from the information
provided to them by their neighbors, while avoiding the highly complex computations that
are essential for Bayesian learning: they can learn the true state of the world up to its
marginal distributions.
One interesting special case to consider is when the observations of different indi-
viduals are conditionally independent from one another for all states of the world, i.e.,
`(s1, . . . , sn|θ) = `1(s1|θ) . . . `n(sn|θ) for all θ ∈ Θ. Clearly, in such a case, forecasting
the observations of all agents correctly is equivalent to learning the true underlying state of
the world. Therefore, as a corollary to Theorem 4, we can conclude that under independent
observations, all individuals asymptotically learn the true state of the world as if they were
completely rational. In other words, asymptotically, Bayesian and non-Bayesian agents
will extract the same amount of information from their neighbors. However, it is important
to note that this equivalence does not hold for finite t. Clearly, rational agents achieve a
higher level of learning at every finite time step compared to their non-Bayesian counter-
parts. Nevertheless, as long as the agents have a high discount factor and care about their
long-run payoffs much more than their transient payoffs, it is preferable for them to use the
non-Bayesian belief update in (3.3), given its computational simplicity and tractability.
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3.4 Concluding Remarks
In this chapter, we studied a boundedly rational model of dynamic opinion formation in a
social network. The individuals in our model fail to incorporate the information provided
to them by their neighbors in a fully Bayesian manner, and instead, use a simple, local
belief update rule. More specifically, we assumed that at every time period, the belief of
each individual is a convex combination of her Bayesian posterior belief and her neighbors’
priors. We showed that under such a boundedly rational model of opinion formation, the
individuals will eventually hold correct forecasts about the observations of all agents, as
long as the social network is strongly connected. We also showed that if individuals’ obser-
vations are conditionally independent, they asymptotically learn the true underlying state
of the world as if they were completely informed of all signals and updated their beliefs
according to Bayes’ rule. Furthermore, we showed that, in contrast to Bayesian learning,
absolute continuity of the true measure with respect to to all prior beliefs is not necessary
condition for social learning: as long as there is some individual with a positive prior belief
on the true parameter, social learning is achieved.
The other characteristic of our model is that aggregation of information is achieved
with very low computational costs for the agents. First, individuals do not need to have
any information about the global structure of the social network, as they only update their
beliefs locally and do not make any deductions beyond their immediate neighbors. Second,
they do not need to know the signal structure of any other agent in the network, besides
their own. the simplicity of the local update rule guarantees that the agents eventually
achieve full learning, while at the same time, avoiding highly complex computations that
are essential for full Bayesian learning over the network.
66
Part II
New Models of Networks:
Beyond Graphs
67
Chapter 4
From Graphs to Simplicial Complexes
The first step in understanding the common underlying principles of complex networks and
their various applications is to apply the proper level of abstraction in modeling them. As
in almost all scientific studies, the key step is to capture the right level of structure in the
model, while abstracting away small scale details that are redundant to the specific problem
at hand.
A useful abstraction for modeling and analysis of complex networks has been devel-
oped using graph theory. Typically interaction among agents is modeled with graphs in
which vertices represent agents (e.g. unmanned vehicles, sensors, individuals) and edges
represent some form of proximity or other binary relationships (e.g., proximity in distance,
communication link, friendship) [81]. Although graphs are often adequate discrete abstrac-
tions for network phenomena, there are plenty of challenging applications and scenarios
where the abstraction based on binary relations is too crude. More specifically, in many
applications, instead of only looking at pairwise relations between agents, one might find
it useful (or even necessary) to consider 3-way or 4-way relations as well. For example,
a coalition of 3 agents is different from the 3 pairwise relations between any two of them.
In such cases, using a simplicial complex as the network model can potentially lead to the
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extraction of more information, as it takes the higher order relations between different en-
tities into account. In this modeling paradigm, extraction of information from higher order
relations can then be achieved by the means of the tools in the field of algebraic topology,
especially homology theory which deals with global topological properties of the space
under study.
The application of the theory of simplicial complexes and simplicial homology goes
well beyond networks. In fact, simplicial complexes can serve as general geometric repre-
sentations for a broad spectrum of modeling problems [41]. For example, in many situa-
tions that a geometrical space is represented by a finite set of points sampled from it - what
is known as point cloud data - it is natural to use the machinery of simplicial complexes
and homology to recover the attributes of the original space from the sampled data [20,28].
More recently, simplicial (and other type of) complexes and homology theory have been
used in the study of proteins and other molecules: the protein is modelled as a union of
balls, one ball per atom, and the complex used is dual to this union [40–42]. Other ap-
plications range from modeling dynamical systems [5] to configuration spaces of graphs
in robotics [53], as well as compression of data sets and coverage verification in sensor
networks [30, 79].
In this chapter, we present the theory of simplicial complexes as a generalization of
graphs and an object of study in algebraic topology, as a more faithful modeling framework
for networks. The chapter can be considered as a brief review of the main concepts of
simplicial complexes and the theory of simplicial homology. Moreover, it presents the
theory of combinatorial Laplacians corresponding to simplicial complexes and shows their
potential benefit in implementing distributed algorithms. The other goal of the chapter is
to relate the concepts presented to their more well-known counterparts in graphs theory. A
thorough treatment of the subject can be found in [61] and [82].
The benefits of the concepts and tools presented in this chapter, in the context of mod-
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eling complex networks, are highlighted through a specific application in Chapter 5. The
presented application, on coverage verification in coordinate-free sensor networks, depicts
how this new modeling paradigm can extract more information from the network than sim-
ply using the standard graph model.
4.1 Simplicial Complexes
Given a set of points V , a k-simplex (or a simplex of dimension k) is an unordered set
{v0, v1, · · · , vk} ⊆ V where vi 6= vj for all i 6= j. A face of the k-simplex {v0, v1, · · · , vk}
is a (k − 1)-simplex of the form {v0, · · · , vi−1, vi+1, · · · , vk} for some 0 ≤ i ≤ k. Clearly,
any k-simplex has exactly k + 1 faces.
Definition 13. A simplicial complex X is a finite collection of simplices which is closed
with respect to inclusion of faces, i.e., if σ ∈ X , then all faces of σ are also in X .
Roughly speaking, a simplicial complex is a generalization of a graph, in the sense that
in addition to binary relations between the elements of V , it captures higher order relations
between them as well. Note that due to the requirement of closure with respect to the
inclusion of the faces, a simplicial complexes is different from a hyper-graph, in which
any subset of the power set of V can be considered as a hyper-edge. Figure 4.1 depicts
a simplicial complex consisting of 11 vertices (0-simplices), 14 edges (1-simplices), five
2-simplices and one 3-simplex.
The dimension of a simplicial complex is the maximum dimension of any of its sim-
plices. Clearly, any undirected graph can be considered as a simplicial complex of dimen-
sion one. A subcomplex of X is a simplicial complex Y ⊆ X . A particular subcom-
plex of X is its k-skeleton consisting of all simplices of dimension k or less, denoted by
X(k) = {σ ∈ X : dimσ ≤ k}. Therefore, the 1-skeleton of any non-empty simplicial com-
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Figure 4.1: A simplicial complex.
plex is a graph. Given a graph G, its flag complex F (G) is the largest simplicial complex
whose 1-skeleton is G; every (k + 1)-clique in G defines a k-simplex in F (G).
Given a simplicial complex X , two k-simplices σi and σj are upper adjacent (denoted
by σi a σj) if both are faces of a (k + 1)-simplex in X . The two k-simplices are said
to be lower adjacent (denoted by σi ` σj) if both have a common face. These notions
of adjacency are simply higher order variants of the concept of neighborhood defined for
graphs. Having defined the concept of adjacency, one can define the upper and lower ad-
jacency matrices, A(k)u and A
(k)
l respectively, in order to book keep the adjacency relations
between the k-simplices. More specifically, for any k ≥ 0, A(k)u = [a(k)ij ] is an nk × nk
matrix, with nk being equal to the number of k-simplices in the complex, whose rows and
columns are indexed by the k-simplices of X such that a(k)ij = 1 if k-simplices σi and σj
are upper adjacent, and a(k)ij = 0 otherwise. The definition of the lower adjacency matrix
A
(k)
l for k ≥ 1 is similar. Note that the upper adjacency matrix of order zero of a simplicial
complex, A(0)u , coincides with the well-known notion of the adjacency matrix of the graph
capturing its 1-skeleton.
One can also generalize the concept of degree for graphs. The upper degree of a k-
simplex σ in X , denoted degu(σ), is the number of (k + 1)-simplices in X of which σ is a
face. Similarly, the lower degree of σ, denoted degl(σ), is the number of nonempty (k−1)-
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simplices in X that are faces of σ. We can now define the upper and lower degree matrices
of order k, D(k)u and D
(k)
l respectively, as diagonal matrices indexed with the number of
k-simplices in X , with i-th diagonal entry equal to degu(σi) and degl(σi), respectively.
Examples: Rips and Cˇech complexes
In order to clarify the concepts defined so far, we define two well-known simplicial com-
plexes, known as the Rips and Cˇech complexes corresponding to a set of points in a Eu-
clidean space. These complexes are widely used in different applications, such as topolog-
ical data analysis1 and coverage verification in coordinate-free sensor networks.
Definition 14. Given a set of points V = {v1, · · · , vn} in a finite dimensional Euclidean
space and a fixed radius , the Vietoris-Rips complex of V ,R(V ), is the abstract simplicial
complex whose k-simplices correspond to unordered (k + 1)-tuples of points in V which
are pairwise within Euclidean distance  of each other [108].
The Rips complex can be considered as the generalization of the geometric graph de-
fined over V to higher dimensions. In fact, to be more precise, the Rips complex is simply
the flag complex of the proximity graph of V , whose edges are pairs of points vi, vj ∈ V
with ‖vi − vj‖ ≤ . A different choice of how to to fill in the higher dimensional simplices
of the proximity graph is to construct the Cˇech or Nerve complex corresponding to the set
of points V , defined below.
Definition 15. Given a finite collection of points V = {v1, · · · , vn}, the Cˇech complex,
C(V ), is the abstract simplicial complex whose k-simplices are determined by unordered
(k+1)-tuples of points vi ∈ V whose closed -ball neighborhoods have a point of common
intersection.
1For example, see the works of Carlsson, de Silva, Edelsbrunner, and Zomorodian [29, 43, 113, 114].
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4.1.1 Boundary Homomorphism
In this subsection, we define the boundary map, which is the key in formally defining ho-
mologies. Let X denote a simplicial complex. Similar to graphs, an orientation can be
defined for X by defining an ordering on all of its k-simplices. We denote the k-simplex
{v0, · · · , vk} with an ordering by [v0, · · · , vk]. For each k ≥ 0, define Ck(X) to be the vec-
tor space whose basis is the set of oriented k-simplices ofX , where a change in the orienta-
tion corresponds to a change in the sign of the coefficient as [v0, · · · , vi, · · · , vj, · · · , vk] =
−[v0, · · · , vj, · · · , vi, · · · , vk]. We let Ck(X) = 0, if k is larger than the dimension of X .
Therefore, by definition, elements of Ck(X), called k-chains, can be written as finite for-
mal sums
∑
j αjσ
(k)
j where the coefficients αj ∈ R and σ(k)j are the oriented k-simplices of
X .2 Note that Ck is a finite-dimensional vector space with the number of k-simplices as its
dimension. We now define the boundary map.
Definition 16. For an oriented simplicial complex X , the k-th simplicial boundary map is
a homomorphism ∂k : Ck(X)→ Ck−1(X), which acts on the basis elements of its domain
via
∂k[v0, · · · , vk] =
k∑
j=0
(−1)j[v0, · · · , vj−1, vj+1, · · · , vk]. (4.1)
Intuitively, the above operator maps a k-chain to its faces. For example, the boundary
of a directed path in a graph (which is an oriented 1-chain) is simply the difference between
its two end points,
Since for any finite simplicial complexCk(X) is a finite dimensional vector space for all
k, ∂k has a matrix representation. We denote the matrix representation of the k-th boundary
map relative to the bases of Ck and Ck−1 by Bk ∈ Rnk−1×nk , where nk is the number of
2To be more precise, this is the definition of k-chains with coefficients in R. In most algebraic topology
texts such as [61], the k-chains are defined over integers rather than reals. In such a case, Ck(X) is defined
as a free abelian group with the set of oriented k-simplices as its basis. However, as in [38], we find it more
convenient to define the chains over R.
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k-simplices of X . In particular, the matrix representation of the first boundary map ∂1 is
nothing but the edge-vertex incidence matrix of a graph which maps edges (1-simplices) to
vertices (0-simplices).
Using (4.1), it is an easy exercise to prove the following lemma.
Lemma 5. The map ∂k ◦ ∂k+1 : Ck+1(X)→ Ck−1(X) is uniformly zero for all k ≥ 1.
In other words, the boundary of any k-chain has no boundary.
4.1.2 Simplicial Homology
In this subsection we define the concept of homology for simplicial compelxes. Homology
is a topological invariant that is quite popular in computational topology as it is easily com-
putable. Homologies may be regarded as an algebraization of the first layer of geometry
in simplicial complexes: how simplices of dimension k attach to simplices of dimension
k − 1 [61, 112].
Let X denote a simplicial complex. Consider the following two subspaces of Ck(X):
k-cycles : ker ∂k = {x ∈ Ck(X) : ∂kx = 0}
k-boundaries : img ∂k+1 = {x ∈ Ck(X) : ∃y s.t. x = ∂k+1y}
An element in ker ∂k is a subcomplex without a boundary and therefore represents a k-
dimensional cycle, while the elements in img ∂k+1 are boundaries of higher dimensional
chains and are known as k-boundaries. For example, any directed path on a graph, whose
two end points coincide is a 1-cycle. On the other hand, the difference of two vertices
forms a 0-boundary if there exists a path on the complex connecting the two.
The k-cycles are the basic objects that count the presence of “k-dimensional holes” in
the simplicial complex [30]. But, certainly, many of the k-cycles in X are measuring the
same hole; still other cycles do not really detect a hole at all − they bound a subcomplex
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of dimension k + 1 in X . In fact, we say two k-cycles ξ and η are homologous if their
difference is a boundary: ξ − η ∈ img ∂k+1. Therefore, as far as measuring holes is
concerned, homologous cycles are equivalent. Consequently, it makes sense to define the
quotient vector space
Hk(X) = ker ∂k/ img ∂k+1, (4.2)
known as the k-th homology ofX , as the proper vector space for distinguishing homologous
cycles. Note that according to Lemma 5, we have ∂k ◦ ∂k+1 = 0, implying that img ∂k+1 is
a subspace of ker ∂k, and therefore, making Hk(X) a well-defined vector space.3
Roughly speaking, when constructing the homology, we are removing the cycles that
are boundaries of a higher order subcomplex from the set of all k-cycles, so that the re-
maining ones carry information about the k-dimensional holes of the complex. A more
precise way of interpreting (4.2) is that any element of Hk(X) is an equivalence class of
homologous k-cycles. Moreover, it inherits the structure of a vector space in the natural
way: [ξ] + [η] = [ξ + η] and c[ξ] = [cξ] for c ∈ R, where [ξ] represents the equivalence
class of all k-cycles homologous to ξ. Therefore, each non-trivial homology class4 in a cer-
tain dimension identifies a corresponding “hole” in that dimension. In fact, the dimension
of the k-th homology of X (known as its k-th Betti number) identifies the number of k-
dimensional holes in X . For example, the dimension of H0(X) is the number of connected
components of X , whereas the dimension of H1(X) is equal to the number of holes in its
2-skeleton. Similarly, H2(X) identifies the number of 3-dimensional voids in X and so on.
3If we define the k-chains over integers, then img ∂k+1 becomes a normal subgroup of ker ∂k. In that
case, the homology is defined as the quotient group Hk = ker ∂k/ img ∂k+1.
4By the trivial homology class, we mean the equivalence class of all null-homologous k-cycles on the
simplicial complex.
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4.1.3 Relative Homology
In some applications, one may need to compute the holes modulo some region of space,
such as the boundary. The concept of relative homology is defined for this purpose.
Given a simplicial complex X and a subcomplex A ⊂ X , let Ck(X,A) be the quotient
vector space Ck(X)/Ck(A). In other words, the chains in A are trivial in Ck(X,A). Since
the boundary map ∂k : Ck(X) → Ck−1(X) takes Ck(A) to Ck−1(A), it induces a quotient
boundary map ∂¯k : Ck(X,A)→ Ck−1(X,A). One can verify that the subspaces defined by
the kernel and image of the quotient map are well-defined and satisfy img ∂¯k+1 ⊂ ker ∂¯k ⊂
Ck(X,A). Therefore, similar to before, one can define the k-th relative homology as the
quotient vector space [61]
Hk(X,A) = ker ∂¯k/ img ∂¯k+1. (4.3)
Given the above definition, one can interpret elements of Hk(X,A) as representatives for
relative cycles: k-chains ξ ∈ Ck(X) such that ∂kξ ∈ Ck−1(A). Moreover, such a relative
cycle ξ is trivial in Hk(X,A) if and only if it is a relative boundary: ξ = ∂k+1η + γ for
some η ∈ Ck+1(X) and γ ∈ Ck(A). Figure 4.2 is meant to clarify this concept. It depicts
the 2-skeleton of a simplicial complex X and the subcomplex A ⊂ X consisting of all
the boundary vertices and edges (heavy lines). Both ξ1 and ξ2 (highlighted) are relative
1-cycles, but only ξ1 is the representative of a non-trivial element in H1(X,A).
4.2 Combinatorial Laplacians
The graph Laplacian [76] has various applications in image segmentation, graph embed-
ding, dimensionality reduction for large data sets, machine learning, and more recently in
consensus and agreement problems in distributed control of multi-agent systems [64, 84].
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Figure 4.2: Relative homology: ξ1 is the representative of a non-trivial element in
H1(X,A).
For a graph G, the Laplacian matrix is defined as L = BBT where B is the vertex-by-
edge-dimensional incidence matrix of G. As it is evident from the definition, L is a pos-
itive semi-definite matrix. Also it is well-known that the Laplacian matrix can be written
in terms of the adjacency and degree matrices of G as well: L = D − A, which implies
that the i-th row of the Laplacian matrix only depends on the local interactions between
vertex i and its neighbors. The goal of this subsection is to present the generalization of
this matrix to simplicial complexes and investigate its properties. The importance of these
generalized Laplacian matrices (known as combinatorial Laplacians) lies in an observation
made by Eckemann [39]; the fact that when working with real coefficients, the kernel of
such a matrix spans a subspace isomorphic to the homologies.
The definitions and results of this subsection can be found in [39] and [38].
Definition 17. Let X be a finite oriented simplicial complex. The k-th combinatorial
Laplacian of X is the homomorphism Lk : Ck(X)→ Ck(X) given by
Lk = ∂∗k ◦ ∂k + ∂k+1 ◦ ∂∗k+1 (4.4)
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where ∂∗k is the adjoint of the operator ∂k with respect to the inner product that makes the
basis orthonormal.
The Laplacian operator, as defined above, is the sum of two positive semi-definite op-
erators and therefore, any k-chain x ∈ kerLk satisfies
x ∈ ker ∂k , x ⊥ img ∂k+1
In other words, the kernel of the k-th combinatorial Laplacian consists of k-cycles which
are orthogonal to the subspace img ∂k+1, and therefore, are not k-boundaries. This im-
plies that the non-zero elements in the kernel of Lk are representatives of the non-trivial
equivalence classes of cycles in the k-th homology. This property was first observed by
Eckmann [39] and is formalized in the following theorem [38].
Theorem 5. If the vector spaces Ck(X) are defined over R, then for all k there is an
isomorphism
Hk(X) ∼= kerLk (4.5)
whereHk(X) is the k-th homology ofX and Lk is its k-th combinatorial Laplacian. More-
over, there is an orthogonal direct sum decomposition of the vector spaceCk(X) in the form
of
Ck(X) = img ∂k+1 ⊕ kerLk ⊕ img ∂∗k,
in which the first two summands comprise the set of k-cycles ker ∂k, and the first summand
is the set of k-boundaries.
The immediate implication of the above theorem is that the dimension of the subspace
in the kernel of the k-th combinatorial Laplacian operator is equal to the k-th Betti number
of the simplicial complex. The next example is meant to clarify the statement of Theorem 5.
But first, note that, as stated earlier, the boundary operators defined over a finite simplicial
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Figure 4.3: A simplicial complex of dimension 2. The numbers labeled on the edges
correspond to the components of the eigenvector corresponding to 0 eigenvalue, i.e. the
kernel, of the first combinatorial Laplacian matrix.
complex have matrix representations with respect to the bases of vector spaces Ck(X).
Therefore, one can use matrices to represent the combinatorial Laplacian operators in a
similar manner: define the k-th combinatorial Laplacian matrix as
Lk = B
T
k Bk +Bk+1B
T
k+1 ∈ Rnk×nk (4.6)
whereBk is the matrix representation of ∂k and nk is the number of k-simplices ofX . Note
that the expression for L0 reduces to the well-known graph Laplacian matrix. Similarly, the
combinatorial Laplacian matrices can be represented in terms of the adjacency and degree
matrices [55, 79] of the simplicial complex. More precisely, for k > 0,
Lk = D
(k)
u − A(k)u + (k + 1)Ink + A(k)l , (4.7)
where A(k)u and A
(k)
l are the upper and lower adjacency matrices, respectively and D
(k)
u
represents the upper degree matrix. (4.7) implies that the i-th row of Lk only depends on
the local interactions between i-th k-simplex and its upper and lower adjacent k-simplices.
This property is also an extension of the locality property of the graph Laplacian matrix.
Example 4. Consider the oriented simplicial complex depicted in Figure 4.3, which con-
sists of 6 vertices, 8 edges and 2 triangles. It is an easy exercise to show that the first
79
combinatorial Laplacian matrix is given by
L1 =

2 −1 0 0 0 −1 0 0
−1 2 −1 0 0 0 −1 −1
0 −1 3 0 0 0 0 1
0 0 0 3 −1 0 0 0
0 0 0 −1 3 −1 0 0
−1 0 0 0 −1 2 0 −1
0 −1 0 0 0 0 4 0
0 −1 1 0 0 −1 0 3

where the edges are ordered as [v1v2], [v2v3], [v3v4], [v4v5], [v5v6], [v6v1] ,[v3v5], and [v3v6].
The kernel of L1 is a one dimensional subspace spanned by the vector [8 8 1 1 3 8 2 5]
T . In
Figure 4.3, these values are depicted as flows on the edges of the simplicial complex. One
can make the following observations based on the above computation: first, the dimension
of kerL1 is equal to the number of 1-dimensional holes in the simplicial complex, as sug-
gested by Theorem 5. Moreover, for any x ∈ kerL1 the value of the algebraic sum of
the flows entering each vertex is equal to zero. This is a consequence of the fact that any
element in kerL1 is also in kerB1. Finally, note that the algebraic sum of the flows over
any filled-in region is equal to zero as well. This is due to the fact that if x is in kerL1, then
BT2 x = 0 and therefore, x is orthogonal to imgB2.
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Chapter 5
Application: Coverage Verification in
Coordinate-Free Sensor Networks
In Chapter 4, we presented a brief review on the theory of simplicial complexes and some
related concepts such as simplicial homology, relative homology, and the combinatorial
Laplacians. We also argued how these concepts generalize similar concepts in graph theory
to higher dimensions; concepts such as edges, connectivity, and the graph Laplacian.
In this chapter, we show how the concepts and tools presented in the previous chapter
can be used as more faithful models of networks. More specifically, by focusing on the
problem of coverage verification in coordinate-free sensor networks, we show the benefits
of capturing higher order relations (beyond the pairwise relation, as in graphs) between
different entities in the network.
5.1 Motivation and Related Literature
Recent advances in computing, communication, sensing and actuation technologies, have
brought networks composed of hundreds or even thousands of inexpensive mobile sensing
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platforms closer to reality. This has induced a significant amount of interest in development
of analytical tools for predicting the behavior, as well as controlling the complexities of
such large-scale sensor networks. Designing algorithms for deployment, localization, duty-
cycling, communication and coverage verification in sensor networks form the core of this
active area of research.
Of the most fundamental problems in this domain is the coverage problem. In general,
this reflects how well an area of interest is monitored or tracked by sensors. In most ap-
plications, we are interested in a reliable coverage of the environment in such a way that
there are no gaps left in the coverage. Algorithms for this purpose have been extensively
studied [50]. One of the most prominent approaches for addressing the coverage problem
has been the ‘computational geometry’ approach, in which one uses the coordinates of the
nodes and standard geometric tools (such as Delaunay triangulations or Voronoi diagrams)
to determine coverage [27, 71, 75, 111]. One very well-known example of utilizing this
geometric approach is in solving the Art Gallery Problem, in which one determines the
number of observers necessary to cover an art gallery such that every point in the gallery is
monitored by at least one observer [52, 98].
Such geometrical approaches often suffer from the drawback that they can be too expen-
sive to compute in real-time. Moreover, in most applications, they require exact knowledge
of the locations of the sensors. Although, this information can be made available in real-
time by a localization algorithm or by the means of localization devices (such as GPS), it
can only be used most effectively in an off-line pre-deployment analysis for large networks
or when there are strong assumptions on geometrical structure of the network and the envi-
ronment [81]. This drawback becomes more evident if the network topology changes due
to node mobility or sensor failure. In such cases, a continuous monitoring of the network
coverage becomes prohibitive if the algorithm is too expensive to run or is sensitive to loca-
tion uncertainty. Finally, localization equipments add to the cost of the network, which can
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be a limiting factor as the size of the network grows. Consequently, a minimal geometry
approach for addressing these issues becomes essential.
In this chapter, we show how topological spaces and their topological invariants can be
used in addressing the coverage problem in the absence of geometric data, such as location
or orientation information: simplicial complexes, as more general models of networks, are
used in modeling the sensor network in order to preserve many global geometric properties
of the network, while abstracting away the small scale redundant details. Moreover, we
show how homology theory can be used for inferring the properties of the sensor network.
The chapter also contains three distributed algorithms that can be used in verifying cov-
erage, localizing coverage holes, and detecting redundant sensors in the network. We first
present a distributed algorithm that by using the machinery of the combinatorial Laplacians,
can verify whether coverage is successful and “hole-free”. Our second algorithm, which is
based on the ideas of de Silva and Ghrist [30] and Muhammad and Egerstedt [79], is capa-
ble of “localizing” coverage holes in a network of sensors without any metric information.
We show that given a generator in the first homology of the Rips complex corresponding
to the sensor network, the problem of finding the “tightest” cycle encircling the hole rep-
resented by that homology class can be formulated as an integer programming problem.
Furthermore, we present conditions under which the linear programming relaxation of this
integer programming problem is exact and therefore, its solution provides the location of
the coverage holes in the simplicial complex without use of any coordinate information.
This optimization-based approach is a direct generalization of network flow algorithms on
graphs to simplicial complexes. Finally, we show that if subgradient methods [11, 89, 99]
are used for solving this relaxation, the updates are distributed in nature and therefore, the
computation of the tightest cycle around the holes can be implemented in a distributed
fashion.
The last algorithm presented in this chapter, concerns detecting redundancies in the
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sensor network. Once again, based on the ideas and tools introduced in Chapter 4, we
present a novel approach for computing a minimal set of sensors required to cover the
entire domain. The problem of computing the sparsest generator of the second homology
of the Rips complex with respect to its boundary is formulated as an integer-programming
problem. By solving the LP relaxation of this integer programming problem in a distributed
way, we compute a sparse set of sensors that cover the region of interest.
The results presented in this chapter are based on multiple works, where topological
spaces and their invariants are used for addressing the coverage problem [30–32,54,79–81].
The idea of using simplicial complexes and homology theory for the study of coverage in
sensor networks goes back to the work of Ghrist and Muhammad [54]. Their work was
extended by de Silva, Ghrist, and Muhammad [32] and de Silva and Ghrist [31], who
present a relative homological criterion for coverage. These results are further extended
by de Silva and Ghrist [30] to networks without boundary, the pursuit-evasion problem,
and barrier coverage in 3-D. The first steps for implementing the above mentioned ideas
as distributed algorithms are taken by Muhammad and Egerstedt [79] and Muhammad and
Jadbabaie [80]. Muhammad and Egersdet use combinatorial Laplacians to implement a
coverage verification algorithm in a distributed way. The chapter also contains two algo-
rithms, for hole localization and detection of redundant sensors, that are based on the work
of Tahbaz-Salehi and Jadbabaie [104].
5.2 Problem Formulation
Consider a collection of n stationary sensors, denoted by V , deployed over a region of
interest D ⊂ R2. These sensors are equipped with local communication and sensing ca-
pabilities: each sensor is only capable of communicating with a limited number of other
sensors in its proximity, and has a limited sensing range. Furthermore, assume a complete
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absence of localization capabilities and metric information, in the sense that sensors in
this network can determine neither distance nor direction. Under these assumptions, we
are interested in distributed algorithms for coverage verification. In particular, we are in-
terested in verifying the existence of coverage holes, compute their locations, and detect
redundancies in the network.
The following two frameworks are adopted as the coverage models for which we present
our coverage verification algorithms:
5.2.1 Simplicial Coverage Framework
In this framework, we assume that each sensor is capable of communicating with other
sensors within a radially symmetric domain of radius rb, called the broadcast disk. As for
the coverage, we assume a “capture” modality in which any subset of nodes which are in
pairwise communication cover their entire convex hull. In other words, the region covered
by the sensors is given by
A(V ) =
⋃
{conv(Q)|Q ⊆ V , max
vi,vj∈Q
‖vi − vj‖2 ≤ rb}
where V is the set of sensor locations and vi represents the the location of the i-th sensor.
This model, which is inspired by [21], guarantees that the coverage and communication
capabilities of the sensors are limited and based on proximity.
5.2.2 Symmetric Coverage Framework
Similar to the previous framework, we assume that each sensor is capable of communicat-
ing with other sensors within a distance rb. However, unlike the simplicial coverage model,
we assume that each sensor is capable of covering a radially symmetric area with radius
rc, known as the coverage radius. We refer to the disk covered by a sensor located at point
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v ∈ V as its coverage disk. The region covered by the sensors is given by U(V ) = ∪v∈VUv,
where Uv = {x ∈ R2 : ‖x − v‖ ≤ rc} is the coverage disk corresponding to the sensor
located at point v. Clearly, region of interest D is completely covered if it is a subset of
U(V ). For technical reasons that will become clear in the following sections, we assume
that rb ≤ rc
√
3. The study of this framework is motivated by networks consisting of sensors
with omnidirectional communication and sensing capabilities.
In order to be able to address the coverage problem for the above frameworks, we
assume that the domainD is connected and compact and its boundary ∂D is connected and
piecewise linear. Moreover, to avoid boundary effects, it is necessary to assume that there
are sensors, known as fence nodes, located on ∂D such that each such sensor is capable of
communicating with its two closest neighbors on ∂D on either side.
5.3 Distributed Coverage Verification
In this section, we present a distributed coverage verification algorithm that can be used
in the absence of any metric information. Unlike computational geometry approaches for
coverage, this algorithm is based on computational algebraic topology which does not de-
pend on location and orientation information. In essence, we compute the kernel of the
first combinatorial Laplacian of a simplicial complex corresponding to the cover and use
the fact that the first homology of the cover is trivial, if and only if the coverage is hole-free.
The contents of this section are mainly based on the works of de Silva and Ghrist [30] and
Muhammad and Egerstedt [79].
Simplicial Coverage Framework
We first investigate the simplicial coverage framework: Let V = {v1, · · · , vn} denote the
locations of n sensors deployed over a regionD ⊂ R2, satisfying the assumptions presented
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in Section 5.2. These sensors are equipped with local communication capabilities, which
enables them to exchange information with other sensors in their proximity: two sensors are
capable of communicating with each other if the distance between them is less than or equal
to rb. As for coverage, we assume that any subset of the nodes in pairwise communication
can cover their entire convex hull. This implies that the region covered by the sensors is
given by
A(V ) =
⋃
{conv(Q)|Q ⊆ V , max
vi,vj∈Q
‖vi − vj‖2 ≤ rb}.
We are interested in verifying whether all points withinD are monitored by the sensors, i.e.,
whether D ⊆ A(V ). Our assumptions of Section 5.2 regarding the fence nodes guarantee
that ∂D ⊆ A(V ).
Since no location information is available to the sensors, we need to capture their com-
munication and coverage properties combinatorially. In the simplicial coverage framework,
the communication links uniquely determine the coverage pattern provided by the sensors.
Also recall from Chapter 4 that the Rips complex of a set of points is simply the flag
complex of its proximity graph. Therefore, it is reasonable to expect that the Rips com-
plex corresponding to the set of sensors to contain some information about set A(V ). In
fact, the covered region A(V ) is nothing but the image of the canonical projection map
p : Rrb(V ) → R2 that maps each simplex in the Rips complex affinely onto the convex
hull of its vertices in R2. We refer to the image of map p as the Rips shadow. The following
theorem, proved by Chambers et. al [21], indicates that the Rips complex is rich enough to
contain the required topological and geometric properties of its shadow.
Theorem 6. Let V denote a finite set of points in the plane, with the corresponding Rips
complex R(V ). Then the induced homomorphism p∗ : pi1(R(V )) → pi1(A(V )) between
the fundamental groups of the Rips complex and its shadow is an isomorphism.
Equivalently, Theorem 6 states that a cycle γ in the Rips complex is contractible if
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and only if its projection p(γ) is contractible in the Rips shadow [22]. The important
implication of this theorem is that the first homology groups of the Rips complex and its
shadow are also isomorphic. Therefore, the triviality of the first homology of the Rips
complex provides a necessary and sufficient condition for a hole-free coverage of D.
Another desirable property of the Rips complex is that is it can be formed just by using
communication among nearest neighbors. This is due to the fact that Rips complex is
the flag complex of the proximity graph and as a result, solely depends on connectivity
information. This property makes the Rips complex a desirable combinatorial abstraction
of the sensor network, which can be used for distributed coverage verification in the absence
of location information. Also, as stated in Chapter 4, the combinatorial Laplacians carry
valuable information about the topological properties of a simplicial complex. In particular,
kerL1 (Rrb) = {0} guarantees that H1(Rrb) is trivial and as a result, all 1-cycles over the
Rips complex are null-homologous. Therefore, according to Theorem 6, kerL1 (Rrb) =
{0} serves as a necessary and sufficient condition for the Rips shadow to be hole-free.
One way to compute a generic element in the kernel of the Laplacian matrix is through
dynamical system x˙(t) = −L1x(t) which asymptotically converges to such an element.
This implies the following theorem which was first stated and proved in [79].
Theorem 7. The linear dynamical system
x˙(t) = −L1x(t), x(0) = x0 ∈ Rn1 (5.1)
is globally asymptotically stable if and only if H1(R) = 0, where x(t) is a vector of dimen-
sion n1 (the number of 1-simplices of the simplicial complex) and L1 is the first combina-
torial Laplacian matrix of the Rips complexRrb .
Note that for any initial condition x(0), the trajectory x(t); t ≥ 0 always converges to a
point in kerL1. Thus, the asymptotic stability of the system is an indicator of an underlying
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trivial homology. In different terms, since x∗ = limt→∞ x(t) is an element in the null space
of L1, it is a representative of a homology class of the Rips complex. Clearly, if x∗ = 0 for
all initial conditions, then the first homology of the simplicial complex consists of only a
trivial class and therefore, the simplicial complex is hole-free.
The importance of using the first combinatorial Laplacian of the Rips complex is not
limited to the above theorem. Its very specific structure guarantees that (5.1) is effectively a
local update rule; that is, the local state of an edge is updated using elements from edges that
are lower adjacent to it. In fact, this update is very similar to the distributed, continuous-
time consensus algorithms, a variant of which was studied in Chapter 2. In continuous-time
consensus algorithms the graph Laplacian is used in the update equation x˙(t) = −L0x(t),
in order to reach a consensus (which is a point in the kernel of L0) over a connected graph
[85].
In summary, in order to verify coverage in a network of fixed sensors, it is sufficient to
setup distributed linear dynamical system (5.1) for a random initial condition and observe
the asymptotic state value as t → ∞. If this distributed dynamical system converges
to zero, then the first Betti number of the Rips complex is zero, and therefore, the Rips
shadow (which is the actual region covered by the sensors) is hole-free. Conversely, if
the asymptotic value of (5.1) is non-zero, then the first homology of the Rips complex is
non-trivial and therefore, Theorem 6 implies the existence of a non-contractible 1-cycle in
the Rips shadow and hence, the presence of holes in the cover. Note that our assumptions
on the fence nodes located on the boundary of D is crucial in avoiding boundary effects.
These fence nodes guarantee that if a coverage hole exists, it is located in the interior of the
domain, D.1
1This assumption on strong degree of control along the boundary is not strictly required and can be
relaxed. See [30] for more details.
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Symmetric Coverage Framework
We now consider the symmetric coverage framework, in which each sensor is capable of
covering a disk of radius rc and communicate with other sensors within distance rb ≤ rc
√
3.
In this case, the region covered by the sensors is the union of disks of radius rc centered
at the location of the sensors: U(V ) = ⋃vi∈V {x ∈ R2 : ‖x − vi‖ ≤ rc}. Similar to
the previous framework, we need to define a combinatorial object that can capture the
topological properties of set U(V ). Given the fact that the covered region is simply a
union of disks of radius rc (which are contractible sets), the Cˇech complex of V , defined
in Chapter 4, is a natural candidate for capturing the topological properties of the sensor
network. Recall that this complex is simply formed by associating a vertex to each disk,
and then adding edges and other higher order simplices based on the overlap of the disks.
The following theorem, known as the Cˇech Theorem or the Nerve Lemma, indicates
why the Cˇech complex captures the topological properties of the region covered by the
sensor footprints [13, 14].
Theorem 8 (The Cˇech Theorem). Given a finite collection of disks Uv of radius  and
centered at points v ∈ V , the Cˇech complex C(V ) has the homotopy type of the union of
the disks in the collection,
⋃
v∈V Uv.
2
The above theorem implies that the Cˇech complex carries the same homological prop-
erties of the union of the sets. In particular, both objects have isomorphic homologies in all
dimensions.3 Therefore, in order to verify coverage in a given domain by a set of sensors,
one only needs to look at the homologies of the underlying Cˇech complex. If this simplicial
complex has no holes, neither does the sensor cover. However, computation of this sim-
2The statement of this theorem holds for any collection of contractible sets when all nonempty intersec-
tions of all subcollections are contractible.
3Note that homotopy equivalence of two topological spaces is much stronger than having isomorphic
fundamental groups, as was the case in Theorem 6. In other words, the Cˇech complex contains much more
information about the union of disks than the Rips complex does about its shadow.
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plicial complex and hence, its homologies is not an easy task, as it requires localization of
each sensor as well as distance measurements in order to verify overlaps of footprints. Fur-
thermore, as shown in [54], the Cˇech complex is very fragile with respect to uncertainties
in distance and location measurements. In the absence of location information, an alter-
native would be to use the Rips complex instead, which can be formed uniquely from the
communication graph of the network. Unfortunately, the Rips complex is not rich enough
to contain all the topological and geometric information of the Cˇech complex and in gen-
eral does not provide much information about coverage holes. Recently, it is shown that
in certain cases, the Rips complex does in fact carry the necessary information to extract
the homological properties of the cover. Namely, de Silva and Ghrist [30] show that a Rips
complex with parameter  ,R, is a subcomplex of a Cˇech complex corresponding to disks
of radius /
√
3 centered at the location of vertices of the Rips complex. As a result, our
assumption of rb ≤ rc
√
3 leads to
Rrb(V ) ⊆ Crc(V ),
which implies A(V ) ⊆ U(V ), where A(V ) is the shadow of the Rips complex with pa-
rameter rb and U(V ) is the actual region covered by the sensors in the symmetric coverage
framework with coverage radius rc. Hence, if the Rips complex with broadcast disks of
radius rb is hole-free, then so is the sensor coverage. This result would serve as a suf-
ficient homological criterion for coverage verification. Note that the case of rb =
√
3rc
corresponds to the tightest such sufficient condition for planar networks.
In summary, in order to verify successful coverage in a distributed fashion, the sensors
need to compute the first homology of the Rips complex Rrb using local neighborhood in-
formation available to them. The triviality of the first homology of this simplicial complex
provides a sufficient condition for a hole-free coverage of D. Therefore, one can set up
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linear dynamical system (5.1) corresponding to the Rips complex with parameter rb and
observe its asymptotic behavior. Similar to the simplicial coverage framework, the asymp-
totic stability of this dynamical system is a sufficient condition for a hole-free coverage,
although it is not necessary anymore.
As a last remark note that (5.1) is an edge-dimensional dynamical system, where each
element of vector x(t) corresponds to a 1-simplex. However, in both frameworks, edges
and all other higher order simplices are simply combinatorial objects; the only real physical
entities capable of computation are the sensors themselves. Therefore, in order to imple-
ment (5.1) in a sensor network, we need a protocol to assign the computation required
by each edge to its adjacent nodes. One such algorithm is presented by Muhammad and
Jadbabaie [80], who obtain a local representation of the Rips complex and implement the
dynamical system in Theorem 7 at the node level. They also show that this local imple-
mentation at the node level can be achieved by using at most 2-hops of communications
between neighboring vertices.
5.4 Distributed Hole Localization
In the previous section, we presented a coverage verification algorithm for a sensor net-
work in which the nodes have no location or distance information. As noted before, this
distributed algorithm is based on the close topological relationship between the actual cover
and the Rips complex as its combinatorial representation. Unfortunately, this verification
algorithm is not powerful enough to provide any further information on the cover. All it is
capable of is verifying whether the coverage is successful (hole-free) or not. In most prac-
tical scenarios, however, one’s interest is not simply limited to coverage verification. In
fact, we are as much interested in the location, number, and the size of the coverage holes
(if they exist). Therefore, the algorithm of Section 5.3 needs to be followed by algorithms
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Figure 5.1: The simplicial complexes corresponding to the above figures are combinatori-
ally equivalent. Therefore, in both cases, the shortest cycle encircling the hole has length
4.
that can reveal further information about the cover.
In this section, we present a distributed algorithm which is capable of “localizing”
coverage holes in a sensor network with no location or metric information. By hole lo-
calization, we mean detecting cycles over the proximity graph of the network that encircle
the coverage holes. The tightest of such cycles provides information on the location and
the size of the hole in the Rips shadow.4 Similar to the previous algorithm, the results of
this section are also based on the algebraic topological invariants, namely the homology, of
the cover and the Rips complex of the network. In essence, in order to find the coverage
holes, our algorithm computes the sparsest generator of a non-trivial class of homologous
1-cycles in the first homology of the simplicial complex, which corresponds to the shortest
possible cycle around the holes. Our method is more general than the algorithms presented
in [18, 47], where it is explicitly assumed that the simplicial complex is embedded on an
orientable surface. It is also different from the results of [22] in the sense that it is not
limited to Rips complexes, is distributed in nature, and does not use node coordinates.
Before presenting the algorithm, we state a few remarks regarding the relationship be-
tween the sparsest generator of the homology classes and the location of the holes. It is
4Note that in the simplicial framework, the Rips shadow coincides with the actual cover, whereas in the
symmetric framework it is only a subset of the region covered by the sensors.
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Figure 5.2: The sparsest generator of the homology class of the cycles that encircle each
hole once clockwise is not necessarily tight around both.
important to keep in mind that we are using simplicial complexes which are combinatorial
objects. Therefore, for hole localization in the absence of metric information, the best we
can hope for is computing the shortest cycle encircling a hole, which is also a combinatorial
object. For instance, consider two different sensor configurations and the region covered
by them as depicted in Figure 5.1. Although the region covered is different, they are com-
binatorially equivalent as far as the Rips complex is concerned. Therefore, in both cases,
any hole localization algorithm leads to the same result.
Another case that is worth mentioning is the case that the simplicial complex contains
multiple holes. It is quite possible that in the case that two holes are “close” relative to
their “sizes”,5 the sparsest generator of the homology class encircles both of them simul-
taneously, rather than each hole individually. Figure 5.2 is meant to clarify this case. In
either case, the sparsest 1-cycle provides valuable information on the location and size of
the holes.
With the above in mind, we present an algorithm which is capable of finding a short
non-trivial cycle in a homology class. Intuitively, given a representative cycle of a non-
trivial homology class, our algorithm computes a sparse generator of that homology class
5By terms such as close or big, we simply mean combinatorially close (in terms of hop count) and com-
binatorially big (in terms of the length of the shortest cycle).
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in a distributed fashion, simply by removing components corresponding to cycles that are
boundaries of 2-chains in the complex, and hence “tightening” the representative cycle
around the holes. Therefore, in order to find a short cycle in a homology class, the algorithm
needs an initial non-trivial 1-cycle in that class. Clearly, any non-zero point in kerL1 can
potentially serve as such an initial 1-cycle. The immediate advantage of using x ∈ kerL1
is that one can easily compute such a point in a distributed manner as the limit of linear
dynamical system (5.1). The following example clarifies the idea behind our algorithm.
Example 5. Consider the 2-dimensional simplicial complex depicted in Figure 4.3. As
was shown in Example 4, the kernel of the first combinatorial Laplacian of this complex
is one-dimensional. Therefore, the distributed linear dynamical system (5.1) converges to
a non-zero vector in the span of [8 8 1 1 3 8 2 5]T for almost all initial conditions.6 Notice
that all edges, including edges [v3v4], [v3v5], [v4v5], and [v5v6] that are not adjacent to the
hole, have non-zero values asymptotically. In other words, no element of kerL1 is “tight”
around the hole of the simplicial complex. Another key observation is that any x ∈ kerL1
can be written as a linear combination of three fundamental cycles in the 1-skeleton of the
simplicial complex:
x = 8αc1 + 3αc2 + αc3
where
c1 =
[
1 1 0 0 0 1 0 1
]T
c2 =
[
0 0 0 0 1 0 1 − 1
]T
c3 =
[
0 0 1 1 0 0 − 1 0
]T
,
and α is some real number. Among these cycles, only the first one corresponds to the
6To recap, the edges of the simplicial complex in Figure 4.3 are ordered as [v1v2], [v2v3], [v3v4], [v4v5],
[v5v6], [v6v1] ,[v3v5], and [v3v6].
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hole, while the other two are simply contractible cycles corresponding to boundaries of 2-
simplices. Therefore, in order to find a tight cycle around the hole, one needs to subtract the
right amount of null-homologous 1-cycles encircling 2-simplices (in this example 3α and
α, respectively) from x. What remains is simply a 1-cycle with non-zero values only over
the edges that are adjacent to the hole. Note that this cycle is also the sparsest generator of
the non-trivial element of the first homology of the simplicial complex.
Computing the tightest cycle around the hole in the above example is simple, due to
the fact that the simplicial complex only consists of very few simplices. Unfortunately,
once the simplicial complex becomes large, it is not an easy task to compute the right
amount of null-homologous cycles to subtract from an element in kerL1, and find a sparse
representative of the homology class. Moreover, in the absence of a centralized scheme, it
is reasonable to assume that elements of x ∈ kerL1 are only known locally to the nodes.
In fact, this is the case if the kernel element is computed in a distributed fashion using
dynamical system (5.1). Therefore, we need an algorithm which is capable of finding the
sparsest non-trivial generator of the homology classes of a simplicial complex by using
only local information.
5.4.1 Computing the Sparsest Generator: IP Formulation
Consider a simplicial complex X with the first combinatorial Laplacian L1. By construc-
tion, any element in the null space of L1 is a 1-cycle that is orthogonal to the subspace
spanned by the boundaries of the 2-simplices. In other words, x ∈ kerL1 ⊂ Rn1 implies
x ∈ kerB1 and x ⊥ imgB2. Therefore, as stated in Chapter 4, any non-zero x in the kernel
of the first combinatorial Laplacian is a representative element of a non-trivial homology
class of X . However, as in Example 5, x is not necessarily the sparsest representative of
the homology class it belongs to. In general, given a generator x of a homology class, the
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sparsest generator of that class can be computed as the solution to the following integer
programming optimization problem:
Minimize
y,z
‖y‖0
subject to y = x+B2z
(5.2)
where ‖ · ‖0 is the `0-norm of a vector, equal to the number of its non-zero elements, and
B2 is the matrix representation of the second boundary operator ∂2. Note that if x is a 1-
cycle, then the minimizer y∗ is also a 1-cycle in the kernel of B1. Moreover, the constraint
y − x ∈ imgB2 guarantees that both x and y∗ are representatives of the same homology
class, simply because adding and subtracting null-homologous cycles does not change the
homology class. Therefore, any solution of the above optimization problem is the sparsest
generator of the homology class that x belongs to, and has the desired property that it is
the tightest possible cycle (in terms of the length) around the holes represented by that
homology class.
5.4.2 LP Relaxation
Optimization problem (5.2) has a very simple formulation. However, due to the 0-1 com-
binatorial element in the problem statement, solving it is not, in general, computationally
tractable. In fact, Chen and Freedman [24] show that computing the sparsest generator of
an arbitrary homology class is NP-hard.
A popular relaxation for solving such a problem is to minimize the `1-norm of the
objective function rather than its `0-norm [36]:
Minimize
y,z
‖y‖1
subject to y = x+B2z
(5.3)
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This relaxation7 is a linear programming (LP) problem and can be solved quite effi-
ciently. An argument similar to before shows that the minimizer of the above optimization
problem is also a 1-cycle homologous to the initial x, as their difference is simply a null-
homologous cycle in the image of B2.
In general, the minimizer of (5.3) is simply an approximation to the minimizer of (5.2)
and has a larger `0-norm. However, in certain cases the solutions of the two problems
coincide. In the next theorem, we present conditions under which the two minimizers have
the same zero/non-zero pattern. Under such conditions, we would be able to compute the
sparsest generator of the homology class of x efficiently.
Exact Relaxation
Before formally presenting the theorem, we need to define some notation and present a
lemma. Consider an oriented Rips complex R with first Betti number b, where the holes
are labeled 1 through b. By h(α1, . . . , αb) we denote the class of homologous 1-cycles
that encircle the i-th hole αi many times in a given direction. Assume that the shortest
representative cycle that encircles the i-th hole is unique for all i, and is denoted by c∗i . In
other words,
c∗i = arg min ‖c‖0
s.t. c ∈ h(ei)
where ei is the i-th coordinate vector. Since c∗i is the sparsest 1-cycle that encircles the i-th
hole only once, we have the following lemma.
Lemma 6. c∗i is a 1-cycle which only has value in {0, 1,−1}.
7Strictly speaking, (5.3) is not a relaxation of (5.2), as the feasibility sets of the two problems coincide.
However, one can show, [59], that there exists an LP equivalent to (5.3) which is a relaxation of an IP
equivalent to (5.2).
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We now present the main theorem of this section that characterizes sufficient conditions
for the exactness of the relaxation problem.
Theorem 9. Given a Rips complex R, suppose that the shortest representative cycle that
encircles the i-th hole, denoted by c∗i , is unique for all i. Also assume that any simple loop
c ∈ h(µ) satisfies ‖c‖0 ≥
∑b
i=1 |µi|‖c∗i ‖0 for all µ ∈ Zb. Then, for all α ∈ Rb we have,
arg min
c∈h(α)
‖c‖0 = arg min
c∈h(α)
‖c‖1.
Proof: First we prove that the two minimizers have the same zero/non-zero pattern. Given
a class h(α), suppose that the `1-minimizer, denoted by y, does not have the same pattern
as the `0-minimizer. This means that there exists an edge σ1 in the simplicial complex
such that y has a positive value on, but the `0-minimizer does not. Since y is a 1-cycle,
there exists another edge σ2 lower-adjacent to σ1 with a non-zero value. Without loss
of generality, we assume that the directions are defined such that all values are positive.
Reapplying the same argument implies that σ1 belongs to a set E of edges, all with positive
values and forming a simple loop over the simplicial complex. Moreover, it implies that
c˜j = I{σj∈E} is a 1-cycle. Note that c˜ is a simple 1-cycle which only takes values in
{0, 1,−1}. Finally, define γ > 0 to be the smallest value that the edges in E take in the
`1-minimizer y.
The 1-cycle c˜ belongs to some homology class h(µ), that is, the class of 1-cycles that
encircle the i-th hole µi many times. Without loss of generality, we can assume that µi ≥ 0
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for all 0 ≤ i ≤ b. Define y′ = y − γc˜+ γ(∑bi=1 µic∗i ) for which we have,
‖y′‖1 ≤ ‖y − γc˜‖1 + γ
b∑
i=1
µi‖c∗i ‖1
= ‖y‖1 − γ‖c˜‖1 + γ
b∑
i=1
µi‖c∗i ‖1
= ‖y‖1 − γ‖c˜‖0 + γ
b∑
i=1
µi‖c∗i ‖0 < ‖y‖1,
The first inequality is a consequence of the triangular inequality. The following equality
is due to the fact that we assumed that γ is the smallest value on the edges of c˜ at y. In
the next equality, we use that fact that c˜ and all c∗i are 1-cycles with values in {0, 1,−1},
which means that their `1 and `0-norms are equal. Finally, the last inequality is due to the
assumption of the theorem.
In summary, there exists a 1-cycle y′ homologous to y with a smaller `1-norm, which
contradicts the fact that y is the `1-minimizer. Therefore, the two 1-cycles arg minc∈h(α) ‖c‖0
and arg minc∈h(α) ‖c‖1 have the same zero/non-zero pattern for all α. Also note that both
minimizers belong to the same homology class h(α). As a result, the two must be equal.
A Few Remarks
The above theorem states that, under the given conditions, the `1-minimizer is the sparsest
generator of its homology class as well, and therefore, its non-zero entries indicate the
edges of the 1-cycle that are tight around the holes. As a consequence, one can compute
this sparse generator efficiently, using methods known for solving LPs.
It is important to notice that Theorem 9 requires the uniqueness of the sparsest generator
of each homology class in order to guarantee that the minimizers of the two problems
coincide. When the `0-minimizer is not unique, not only every `0-minimizer is a solution
to (5.3), but so is any convex combination of those minimizers. Note that if two vectors
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have the same `1-norm, then any vector in their convex hull cannot have a larger `1-norm.
In such cases, solving (5.3) results in a 1-cycle in the convex hull of the minimizers of (5.2).
The intuition behind the condition of Theorem 9 is also worth exploring. One very
important case for which the condition holds, is the case that the simplicial complex has
only one hole. Another is the case that the holes in the simplicial complex are far from
each other relative to their sizes. In either case, the shortest representative cycle of any
homology class is simply a linear combination of the shortest cycles encircling the holes
separately. Note that even when the condition does not hold, the solution of (5.3) is a
relatively sparse (although not necessarily the sparsest) 1-cycle, and therefore, can be used
as a good approximation for hole localization.
5.4.3 Decentralized Computation: The Subgradient Method
As mentioned before, unlike the original IP problem (5.2), one can convert (5.3) to a linear
programming problem and solve it efficiently using methods known for solving LPs. How-
ever, applying the subgradient method [16, 83] enables us to compute the `1-minimizer in
a distributed manner. Even though convergence would be slower than usual methods for
solving linear programs, the added value of decentralization makes the method worthwhile.
The subgradient method is a simple algorithm for minimizing non-differentiable convex
functions. Given such a function f : Rn → R, the subgradient method minimizes f(z) by
simply using the iteration
z(k+1) = z(k) − αkg(k)
where z(k) is the k-th iterate, g(k) is any subgradient of f at z(k) and αk > 0 is the k-th
step size [16]. Recall that a subgradient of f at z is any vector g that satisfies the inequality
f(z′) ≥ f(z) + gT (z′ − z) for all z′. Since the above update is not a descent method,
one needs to keep track of the best point found so far f (k)best = min{f (k−1)best , f(z(k))}. For
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the proper choice of the step sizes and large enough k, f (k)best gets arbitrarily close to the
minimum value of the objective function.
Now consider the optimization problem (5.3), which can be rewritten as
Minimize
z
‖x+B2z‖1
subject to z ∈ Rn2
(5.4)
where n2 is the number of the 2-simplices of the simplicial complex. A subgradient for
the objective function in the above problem is the sign function. Therefore, the subgradient
update can be written as
z(k+1) = z(k) − αkBT2 sgn(B2z(k) + x) (5.5)
with the initial condition z(0) = 0. Note that z is a face-dimensional vector and the iteration
updates an evaluation on the 2-simplices of the simplicial complex. The most important
characteristic of (5.5) is that, due to the local structure of B2, the subgradient update is
implementable in a distributed manner, if the initial x is known locally. By picking a small
enough constant step size αk, (5.5) is guaranteed to get arbitrarily close to the solution of 5.4
[16]. By choosing more sophisticated dynamic step sizes we can improve the convergence
properties of the above algorithm to the optimal solution, which is a sparse generator of the
homology class that x belongs to. We provide non-trivial simulations of this algorithms in
Section 5.6.
5.5 Distributed Detection of Redundant Sensors
In the previous sections we presented a homological criterion for coverage. Namely, based
on the results of de Silva, Ghrist, and Muhammad [32], we argued that a sufficient condition
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for successful coverage is to have no holes in the flag complex of the proximity graph, i.e.,
the Rips complex of the network. This condition is translated into algebraic topological
terms as H1(Rrb) = 0, which means that every 1-cycle in the communication graph can
be realized as the boundary of a surface built from the 2-simplices of Rrb . Furthermore,
through Theorem 5, we showed that the first combinatorial Laplacian can be used to verify
this homological criterion in a distributed manner.
In this section, we present a distributed algorithm which is capable of computing a
sparse cover of domain D and detect redundancies in the sensor network, in the absence
of location information. In other words, the algorithm enables us to “turn off” redundant
sensors without impinging upon the coverage integrity. As in section 5.4, we formulate the
problem of finding a sparse cover as an optimization problem to compute the sparsest gen-
erator of a certain homology class, and use subgradient methods to solve it in a distributed
way. However, unlike previous sections, we use the second homology of the Rips complex
relative to its boundary, rather than its first homology. The advantage of the second relative
homology lies in the fact that it is more robust to extensions and therefore, yields stronger
information about the actual cover [30].
Consider the Rips complex R corresponding to network of the sensors deployed over
region D and consider F ⊂ R to be the subcomplex that is canonically identified with the
fence nodes over ∂D. If this cycle is null-homologous - that is, if [F ] = 0 in H1(R) - then,
the coverage is hole-free. In such a case, there exists a 2-chain which bounds F :
∀ 1-cycle β ∈ C1(F), ∃α ∈ C2(R) s.t. β = ∂2α
Therefore, when translated into the language of algebraic topology, such a 2-chain α, which
is not necessarily unique, represents a relative 2-dimensional homology class, a certain
generator in H2(R,F). As a result, the condition for a hole-fee successful coverage can be
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Figure 5.3: If the first homology of R is non-trivial, then the second relative homology
H2(R,F) has no generator with values on the boundary. Conversely, if the second ho-
mology relative to the boundary has a non-trivial generator with a non-vanishing boundary,
then H1(R) = 0.
rewritten in terms of the second relative homology classes:
Theorem 10. For a set of nodes V in a domain D ⊂ R2 satisfying the assumptions of
Section 5.2, the sensor cover contains D if there exists [α] ∈ H2(R,F) such that ∂2α 6= 0.
This theorem is first stated and proved by de Silva and Ghrist [30]. Intuitively, the
2-chain α has the appearance of “filling in” D with triangles composed of projected 2-
simplices fromR. Note that the relative group H2(R,F) captures the second homology of
the quotient space R/F , in which all the simplices in F are identified. This can be done
by adding a “super node” to the complex, as depicted in Figure 5.3. If the Rips complex
is hole-free, then the topology of this quotient space is that of a sphere, and therefore, the
relative homology H2(R,F) has a non-trivial generator. On the other hand, if the 1-cycles
defined over subcomplex F are not contractible, then the second relative homology has no
generator with non-zero values on the boundary [30].
Note that the dimension of the second relative homology H2(R,F) may be greater
than one. This can happen if there exists a 2-cycle which is a generator of H2(R) as well
as H2(R,F), as depicted in Figure 5.4. Such 2-cycles do not represent a true relative class,
as they may still exist, even if the fence cycle F is not the boundary of any 2-chain. Hence,
Theorem 10 requires the existence of a relative 2-cycle α with a non-zero boundary.
Given the above, it is easy to see that the minimal cover is simply the sparsest gen-
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erator of a second homology class of R relative to F . Therefore, one can formulate the
problem of finding the sparsest cover over D as an optimization problem, simply by ex-
tending the results of the previous section to a higher dimension. The only difference lies
in the fact that, instead of the Rips complex corresponding to the network, one needs to
use the quotient complex R = R/F which is obtained by identifying all the simplices of
F with a supper node. Once this quotient simplicial complex is formed,8 we compute its
second combinatorial Laplacian in a distributed manner, and by running the decentralized
linear dynamical system x˙(t) = −L2x(t), with a random initial condition, obtain a point
x ∈ kerL2 asymptotically. The limit of this dynamical update is a relative 2-cycle which
does not vanish on the boundary, for almost all initial conditions. Once such a 2-cycle x is
computed, the minimizer of the optimization problem
Minimize
y,z
‖y‖0
subject to y = x+B3z
(5.6)
represents the sparsest generator of the relative homology class that x belong to. In the
above problem, B3 is the triangle-by-tetrahedron incidence matrix of the quotient complex
R/F , x and y are 2-cycles and z is a 3-chain. Similar to problem (5.2), the constraint
y−x ∈ imgB3 guarantees that y and x are homologous 2-cycles. Since the above problem
is again NP-hard and cannot be solved efficiently, one can instead solve its `1-relaxation:
Minimize
z∈Rn3
‖x+B3z‖1 (5.7)
which can also be solved by the means of the distributed subgradient update
z(k+1) = z(k) − αkBT3 sgn(B3z(k) + x). (5.8)
8Note that this object can be formed in a distributed fashion. All that is required is that the fence nodes
take the local neighborhood relations of each other into account and update their values together.
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Figure 5.4: The eight faces of the octahedron form a non-trivial 2-cycle α such that [α] ∈
H2(R). However, α has a vanishing boundary ∂2α = 0, and therefore, does not correspond
to a true relative 2-cycle.
in a distributed manner.
The above distributed iteration leads to a sparse generator of the second relative homol-
ogy, in which most 2-simplices have a corresponding value equal to zero. In the optimal
solution, any vertex that only belongs to 2-simplices with zero valuations can be removed
from the network, without generating a coverage hole. The next section contains simula-
tions that demonstrate the performance of the presented algorithm.
5.6 Simulations
This section contains non-trivial simulations of the algorithms we presented in Sections 5.4
and 5.5, for hole localization and computation of the minimal cover, respectively.
5.6.1 Hole Localization
We demonstrate the performance of our distributed hole localization algorithm with a ran-
domly generated numerical example. Figure 5.5(a) depicts the Rips shadow of a simplicial
complex on n = 81 vertices distributed over R2. The 2-skeleton of this simplicial com-
plex consists of 81 vertices, 372 edges, and 66 triangles (2-simplices). As Figure 5.5(a)
suggests, the null space of the first combinatorial Laplacian of this Rips complex has di-
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mension 2. The two non-trivial homology classes correspond to two zero eigenvectors of
the Laplacian matrix. We generated a point in x ∈ kerL1 by running the distributed linear
dynamical system (5.1) with a random initial condition x(0). The edge-evaluation of the
limiting x ∈ kerL1 is depicted in Figure 5.5(b), where the thickness of an edge is directly
proportional to the magnitude of its corresponding component in x. It can be seen that all
components of the generated 1-cycle in the null space of L1 are more or less of the same
order of magnitude. In order to localize the two holes, we ran subgradient update (5.5)
with a diminishing, square summable, but not summable step size. The edge evaluation of
the 1-cycles after 1000 and 4000 iterations are depicted in Figures 5.5(c) and 5.5(d). These
figures illustrate that after enough iterations, the subgradient method converges to a 1-cycle
that has non-zero values only over the cycles that are tight around the holes. Therefore, the
algorithm is capable of localizing the coverage holes. In Figure 5.5(d), the valuations of
the 12 edges adjacent to the holes are 3 orders of magnitude higher than the rest.
Note that our algorithm is only capable of finding tight minimal-length cycles surround-
ing the holes, which do not necessarily coincide with the cycles that are closer in distance
to the holes. As stated before, after all, we are not using any metric information and the
combinatorial relations between vertices is the only information available. Moreover, in the
case that there are two minimal-length cycles surrounding the same hole (as in the upper
hole in Figure 5.5), any convex combination of those is also a minimizer of the LP relax-
ation problem (5.3). In such cases, the subgradient method in general converges to a point
in the convex hull of the solutions, rather than a corner solution. Also note that the holes
in the Rips complex are far relative to their sizes and therefore, Theorem 9 guarantees that
the solution obtained by the `1-minimization lies in the convex hull of the `0-minimizers.
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(a) The Rips shadow (b) Initial point in ker L1
(c) 1000 iterations (d) 4000 iterations
Figure 5.5: Subgradient methods can be used to localize the holes in a distributed fashion.
5.6.2 Computing a Sparse Cover
Figure 5.6 illustrates the performance of the algorithm we presented in section 5.5. The
randomly generated Rips complex used for this simulation is made up of 66 vertices, 22
of which function as fence nodes (Figure 5.6(a)). The second relative homology of this
simplicial complex consists of only one non-trivial class of relative 2-cycles. In order
to compute a non-trivial representative of the second relative homology, we introduced
an extra node, connected to all the fence nodes. We computed the second combinatorial
Laplacian of the resulting complex and used the linear update x˙(t) = −L2x(t) to obtain
a point in the null space of L2. Subgradient update (5.8) is used to solve the optimization
problem (5.6). The minimizer 2-cycle is depicted in Figure 5.6(b). Any vertex which
does not belong to a 2-simplex with a non-zero evaluation at the optimal can be removed,
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(a) The Rips shadow of the original cover (b) The Rips shadow of the minimal cover
Figure 5.6: Finding the minimal generator of the second relative homologyH2(R,F) leads
to a minimal cover. 32 of the sensors can be turned off without generating any coverage
holes.
without impinging upon the coverage integrity. As illustrated in Figure 5.6(b), 32 of the
vertices can be removed, while the Rips shadow remains hole-free.
As a last remark, note that either one of the vertices a or b in Figure 5.6(b) can also
be removed from the network without generating a coverage hole. In fact, the removal of
either one, would lead to an even sparser solution than the one obtained by the subgradient
update. This is due to the fact that the generator depicted in Figure 5.6(b) is in fact in the
convex hull of two distinct solutions of the original integer programming problem (5.6). As
in the earlier example, since the original problem has more than one minimizer, any convex
combination of them is also a minimizer of the LP relaxation problem (5.7).
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Chapter 6
Summary and Future Work
6.1 Thesis Summary
In this thesis, we studied two different problems in the field of complex networks. The first
part of the thesis was focused on the question of information aggregation over networks,
whereas in the second part, we suggested new paradigms for modeling and analysis of
networks, namely simplicial complexes and the machinery of simplicial homology theory.
We also provided a specific application to highlight the benefits of such tools in analysis
of complex networks. In both parts, we focused on algorithms that can be implemented
in a distributed fashion, in the absence of a centralized computational entity or centralized
coordination among agents. We will summarize the presented results in the following.
The first part of the thesis was presented in Chapters 2 and 3. Chapter 2 was dedi-
cated to the study of discrete-time distributed consensus algorithms over networks. We
first presented a brief review on the known results regarding these algorithms, followed by
the study of their behavior over randomly switching networks. We proved that as long as
the graphs representing the random changes in the network are independent and identically
distributed, the benchmark consensus algorithm converges if and only if the network is con-
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nected in expectation. We further generalized this result to ergodic and stationary random
network processes. We concluded the chapter by computing the mean and variance of the
consensus value, in terms of the statistical properties of the graph process.
Even though useful in many applications, distributed consensus algorithms, studied in
Chapter 2, only result in an agreement over the network, and do not necessarily guarantee
agreement on the correct parameter, what is known as social learning. In Chapter 3, we
presented a non-Bayesian belief update rule which under very mild conditions on the net-
work and signal structures guarantees complete learning by all agents. The presented belief
update rule, unlike rational learning, has the advantage of being local and computationally
tractable.
Chapters 4 and 5 formed the second part of this thesis. In Chapter 4, we presented
a brief review on the concept of simplicial complex, a generalization of graphs to higher
order relations between entities, as a more faithful model of the network. The section also
contained the basics of simplicial homology theory, which studies how k-simplices of a
simplicial complex are attached to its (k− 1)-simplices [61]. This review was followed by
Chapter 5, in which we highlighted the benefits of modeling networks with simplicial com-
plexes, instead of graphs, in the context of a specific application: the problem of coverage
verification in coordinate-free sensor networks. We showed that homologies of different
dimensions can provide valuable information on the properties of the cover in a network of
sensors with access to no location, distance, or orientation information. The chapter also
contained three real-time, scalable, and decentralized schemes for coverage verification,
hole detection, and computation of a minimal set of sensors required to monitor the region
of interest.
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6.2 Future Research Directions
Random Consensus in Dynamic Networks
As mentioned in Chapter 2, characterizing the distribution of the final agreement value
in distributed consensus algorithms over general i.i.d. random networks is still an open
problem. Nevertheless, we showed that it is possible to compute the mean and variance of
the random consensus value. A next step would be to further characterize the asymptotic
consensus distribution by computing its higher order moments.
A different direction to pursue on this topic is to study the behavior of random con-
sensus algorithms in large dynamic networks. The idea would be to use the asymptotic
properties of very large graphs to characterize the distribution of the random variable that
all agents agree upon. One natural and simple candidate is to study the distribution of the
consensus value for an i.i.d. sequence of large Erdo˝s-Re´nyi random graphs, where agents
communicate with one another independently with some pre-specified probability.
Non-Bayesian Learning in Social Networks
In Chapter 3, we proved convergence results for a non-Bayesian learning rule over social
networks. Our main results highlighted that regardless of the topology of the network and
the influence level of different individuals, as long as the social network is strongly con-
nected, all agents will asymptotically learn the true underlying state of the world. Nonethe-
less, the topology of the network, the influence level of different agents, and their signal
structures determine the speed at which social learning is achieved. Therefore, a next step
would be to compute the learning rate as a function of the fundamentals of the environ-
ment. Such a study leads to a quantitative characterization of the roles played by the graph
topology and the influence level of different agents in the learning process.
One fundamental assumption of the social learning model we studied in Chapter 3
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was the observability of the beliefs. We assumed that each agent has access to the beliefs
held by her neighbors. However, in many realistic scenarios, agents can only observe the
actions, and not the beliefs, of others. In such cases, the challenge would be the design of
decentralized belief update rules for social learning, where each agent updates her beliefs
based on her private observations and the actions of her neighbors. This is a particularly
interesting and challenging problem, given the fact that information contained in one’s
actions is often much narrower than information one can extract from her beliefs.
Another potential future research direction is to investigate the behavior of our non-
Bayesian learning rule in dynamic social networks. In many applications, it is plausible to
assume that agents communicate with potentially distinct sets of agents over time. They
might also assign different levels of confidence to their neighbors’ beliefs at different time
periods. Understanding the effect of such dynamic changes in network topology and con-
fidence levels provides a path for future research. A further challenge in this area would be
to investigate conditions for asymptotic social learning under endogenous changes in net-
work topology and confidence levels; that is, when agents endogenously decide whom to
communicate with based on their beliefs, rather than some exogenously specified process
dictating the evolution of the network.
Distributed Computation of Homologies
In Chapter 5, we showed how the problem of computing the sparsest generator of a given
homology class can be formulated as an integer programming (IP) problem. Furthermore,
we provided a condition to guarantee the exactness of the linear programming (LP) relax-
ation of the problem; that is, a sufficient conditions for the solutions of the two problems to
coincide. One aspect that was not addressed in this thesis is the complete characterization
of a necessary and sufficient condition for the exactness of the relaxation. Such a neces-
sary and sufficient condition would characterize cases that one can efficiently compute the
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sparsest generator of a homology class, using linear programming. Exploring the similarity
between our problem and the `0 and `1-minimization problems in the compress sensing is
yet another direction one can take for future research.
Another aspect that we did not address is the performance of the LP relaxation of the
sparse generator computation problem (which is an IP), when the relaxation is not exact.
In particular, how well does the linear programming relaxation of the original problem per-
form when the solutions of the two problems do not coincide? Answering such a question
is especially important in the context of computing a sparse cover for the sensor network,
discussed in Section 5.5.
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Appendix A
Appendix: Graph Theory
A.1 Undirected Graphs
A (finite) undirected graph G consists of a finite vertex set V and an edge set E where
an edge is an unordered pair of vertices in V . If i, j ∈ V and (i, j) ∈ E, then i and
j are said to be adjacent or neighbors. This relationship is denoted by i ∼ j. We use
Ni = {j ∈ V |(i, j) ∈ E} to denote the set of neighbors of vertex i. The size of this set
which represents the number of vertex i’s neighbors is called the degree of vertex i. A path
in G = (V,E) from vertex i to vertex j is a sequence of vertices starting with i and ending
with j such that each vertex is a neighbor of the next vertex in the sequence. An undirected
graph is said to be connected if there exists a path from every vertex in V to any other
vertex. The set of vertices j ∈ V for which there exists a path from vertex i to is called the
connected component that i belongs to.
The adjacency matrix A(G) = [aij] of an undirected graph G is a symmetric matrix
with rows and columns indexed by the vertices of the graph, such that aij = 1 if vertices
i and j are neighbors, and aij = 0 otherwise. The degree matrix of graph G denoted by
D(G) is a diagonal matrix with rows and columns indexed by the vertices of G, in which
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its (i, i) entry is the degree of vertex i.
Given the definitions of the adjacency and degree matrices of a graph, one can define
the matrix
L(G) = D(G)− A(G)
known as the Laplacian matrix of graphG. It is straightforward to verify that the Laplacian
is a symmetric and singular matrix. The importance of Laplacian L(G) is that it captures
many topological properties of its corresponding graph (G). The algebraic multiplicity of
the zero eigenvalues of this positive semi-definite M-matrix is equal to the number of the
connected components of G.
The incidence matrix of the graph G is a |V | × |E| matrix B(G) = [bij], where |V |
and |E| are the numbers of vertices and edges of G, respectively. The rows and columns
of B are indexed by the vertices and the columns of the graph, respectively. The elements
of the incidence matrix are such that bij = 1 if the vertex i and edge j are incident and 0
otherwise. It is also well-known that the Laplacian of an undirected graph can be written
in terms of its incidence matrix as well:
L(G) = B(G)B(G)T
where the superscript T denotes the transpose of the matrix.
A.2 Directed Graphs
Similar to undirected graphs, a directed graph consists of a vertex set V and an edge set E.
However, unlike undirected graphs, every element ofE is an ordered pair of elements of V ,
called a directed edge. The set of neighbors of vertex i in G is denoted by Ni = {j ∈ V :
(j, i) ∈ E}. A subgraph Gs of a directed graph G is a directed graph such that its vertex
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set Vs ⊆ V and the edge set Es ⊆ E. If Vs = V , we call Gs a spanning subgraph of G.
A (directed) path in a directed graph G is a finite sequence of edges (v1, v2), (v2, v3), . . . ,
(vk−1, vk). A directed tree is a directed graph, where every vertex, except one vertex which
is called the root, has exactly one neighbor, and the root vertex has no neigbors and can be
connected to any other vertex through paths. A spanning tree of G is a directed tree that is
a spanning subgraph of G. A graph is said to contain a directed spanning tree if a subset
of the edges forms a spanning tree. Such a graph is also called strongly rooted. A directed
graph G is strongly connected, if between every pair of distinct vertices i, j in V , there is a
path that begins at i and ends at j.
The adjacency matrix A(G) of a directed graph G is a square matrix with rows and
columns indexed by the vertices of the graph, such that aij = 1 if there exists a directed
edge connecting vertex j to vertex i, and aij = 0, otherwise.
For any given n×n non-negative matrix W , one one can define a corresponding graph
denoted by G(W ) on n vertices, which correspond to the rows and columns of W , and an
edge set E, such that (i, j) ∈ E if and only if Wji 6= 0. In this case, we say vertex j has
access to vertex i. We say vertices i and j communicate if both (i, j) and (j, i) are edges
of G(W ). The communication relation is an equivalence relation and defines equivalence
classes on the set of vertices. If no vertex in a specific communication class has access to
any vertex outside that class, such a class is called initial. For a given stochastic matrix W
and its corresponding graph G(W ), we have the following lemma, the proof of which can
be found in [10].
Lemma 7. Suppose that W is a stochastic matrix for which its corresponding graph has
s communication classes named α1, · · · , αs. Class αr is initial, if and only if the spectral
radius of αr[W ] equals to one, where αr[W ] is the submatrix of W corresponding to the
vertices in the class αr.
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