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The behavior of the conductivity and the density of states, as well as the phase
relaxation time, of disordered itinerant electrons across a quantum ferromagnetic
transition is discussed. It is shown that critical fluctuations lead to anomalies
in the temperature and energy dependence of the conductivity and the tunneling
density of states, respectively, that are stronger than the usual weak-localization
anomalies in a disordered Fermi liquid. This can be used as an experimental probe
of the quantum critical behavior. The energy dependence of the phase relaxation
time at criticality is shown to be that of a marginal Fermi liquid.
1 Introduction
1.1 Disordered Fermi Liquids
It is well known that the interplay between quenched disorder and electron-electron
interaction effects lead to non-analytic dependencies of various observables on con-
trol parameters. For instance, in three-dimensions (which we will assume through-
out) the conductivity has a square-root temperature dependence,1
σ(T ) = σ0
[
1 + const.×
√
T
]
, (1)
the density of states has a square-root energy dependence,2
N(ǫ) = NF
[
1 + const.×√ǫ ] , (2)
and the phase relaxation rate has an ǫ3/2 energy dependence,3
τ−1ph (ǫ) = const.× ǫ3/2 . (3)
These effects, and similar other ones, are collectively known as ‘weak-localization
effects’. They were originally derived by means of perturbation theory,4 and were
later understood to be the leading corrections to scaling at a stable renormalization-
group fixed point that describes a disordered Fermi liquid.5 They can also be
interpreted as an example of ‘generic scale invariance’, i.e. the occurrence of power-
law correlations in an entire phase, rather than only at an isolated critical point.6
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1.2 Quantum Critical Behavior of Itinerant Ferromagnets
Usually, a ferromagnetic phase transition is triggered by changing the temperature
through the Curie point. The resulting critical behavior is caused by thermal
fluctuations that become large near the critical point, and is referred to as ‘thermal’
or ‘classical’ critical behavior. However, a system with a low Curie temperature
can also be driven into the paramagnetic phase by means of a non-thermal control
parameter, such as pressure, or composition, at zero or very low temperature. An
example is MnSi, which undergoes a ferromagnet-to-paramagnet transition at T = 0
and a hydrostatic pressure pc ≈ 15 kbar.7 This is an example of a ‘quantum critical
point’.8, 9 The critical behavior is driven by quantum fluctuations, and it is therefore
different from that at the corresponding thermal phase transition.
The critical behavior at the quantum ferromagnetic transition of disordered
itinerant electrons has recently been determined exactly,10 and was found to con-
sist of power laws11 with log-log-normal corrections to scaling. For instance, the
magnetization behaves like
m(t) ∝ t2 e(ln ln(1/t))2 , (4)
where t is the dimensionless distance from the critical point at T = 0, e.g., t =
|p−pc|/pc. In writing Eq. (4), we have omitted constant prefactors in the exponent.
Equation (4) determines the critical exponent β, which is defined by the behavior
of the magnetization as a function of t, m(t) ∝ tβ. A convenient way to account
for the fact that, due to the logarithmic corrections to scaling, the asymptotic
critical behavior is not simply given by power laws, is to formally make the critical
exponents scale dependent. We thus write
β = 2 + ln g(ln b)/ ln b , (5)
with b an arbitrary renormalization group length scale factor, and g a function that,
for large arguments and omitting constant prefactors, can be represented by g(x) ≈
exp[(lnx)2]. More generally, one needs three independent critical exponents to
describe quantum critical behavior. One of these is the dynamical critical exponent
z, which determines the scaling behavior of frequency and temperature. It reads10
z = 3 + ln g(ln b)/ ln b . (6)
In addition to Eq. (6) there is a second time scale in the problem which plays an
important role in the complete theory10 but is not crucial for our present purposes.
For the second static exponent we choose the correlation length exponent ν,10
1/ν = 1 + ln g(ln b)/ ln b . (7)
Finally, for later reference, we note that the scale dimension of the leading irrelevant
operator in a disordered electron system, which we denote by u, is given by −1.5
Notice that the critical behavior is not mean-field like, in contrast to the pre-
diction by Hertz.8 The physical reason for this breakdown of Hertz’s order param-
eter field theory lies in the existence of soft modes in itinerant ferromagnets, viz.
particle-hole excitations, that are distinct from the order parameter fluctuations,
but couple sufficiently strongly to the latter to influence the critical behavior.
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2 Feedback of critical behavior on weak-localization effects
The particle-hole excitations that are responsible for the non-mean field critical
behavior described above are the same soft modes that lead to the weak-localization
nonanalyticities. One should therefore expect the critical behavior to change the
latter via feedback effects. This is indeed the case, as has been shown in Ref. 12.
The easiest way to determine this effect is by means of scaling arguments. Let
us start with the electrical conductivity. This transport coefficient is unrelated to
magnetism, so at a magnetic phase transition one expects its scale dimension to be
zero. We thus have a scaling or homogeneity law
σ(t, T ) = Fσ(t b
1/ν , T bz, u b−1) , (8)
with Fσ a scaling function. Using the fact that Fσ(0, 1, x) is an analytic function
of x,5 and putting b = T−1/3, we obtain at criticality, t = 0,
σ(t = 0, T ) = σ0
[
1 + cσ [(T/TF ) g(ln(TF /T ))]
1/3
+O(
√
T )
]
. (9)
Here σ0 is the disordered Fermi-liquid value of σ, TF is the Fermi temperature, and
cσ is a disorder dependent constant.
Similarly, the leading correction to the density of states is given by an integral
over a four-fermion correlation function2, 5 whose diffusive dynamics lead to ∆N ∼
b−1. We thus have
∆N(t, ǫ) = b−1 FN (t b
−1/ν , ǫ bz) , (10)
with FN another scaling function. At criticality this yields
N(t = 0, ǫ) = NF
[
1 + cN [(ǫ/ǫF ) g(ln(ǫF /ǫ))]
1/3
+O(
√
ǫ)
]
, (11)
with NF the disordered Fermi liquid value of the density of states at the Fermi
level, and ǫF the Fermi energy.
Finally, in a disordered electron system the phase relaxation rate scales like a
wavenumber squared, and thus has a scale dimension of 2. This implies
τ−1ph (t, ǫ) = b
−2 Fph(t b
−1/ν , ǫ bz, u b−1) , (12)
with Fph a third scaling function. The leading irrelevant variable u represents
interaction effects that are necessary for any dephasing, and the rate is therefore
proportional to u. At criticality, and with a constant cph, this leads to
τ−1ph (t = 0, ǫ) = cph ǫ g (ln(ǫF /ǫ)) +O(ǫ
3/2) . (13)
Equations (11) and (13) remain valid if ǫ is replaced by T (at ǫ = 0), and Eq.
(9) remains valid if T is replaced by the frequency Ω.
3 Discussion
As we have made plausible above, and have shown in more detail in Refs. 12, 10,
the transport and thermodynamic properties of disordered electrons show remark-
able anomalies at a quantum ferromagnetic critical point. The conductivity and
manchester: submitted to World Scientific on October 28, 2018 3
the density of states show nonanalytic dependencies on the temperature or fre-
quency/energy that are similar to, but stronger than, the usual weak-localization
anomalies. The crossover from the square-root dependence of the latter to the cube-
root of the former should be easily observable experimentally. Such an experiment
would provide a check of the theoretically predicted value z = 3 of the dynamical
critical exponent. For both quantities, there are strong multiplicative corrections
to scaling, which in an experiment with a limited dynamical range would result in
an effective exponent that is different from 3. For the phase relaxation time, we
have found an even more drastic effect: Schmid’s ǫ3/2 (or T 3/2) law gets replaced
by a linear energy (or temperature) dependence with a multiplicative logarithmic
correction. The electron system at the quantum ferromagnetic critical point thus
has single-particle properties that are those of a marginal Fermi liquid.13
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