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 In particle swarm optimization, a set of particles move towards the global 
optimum point according to their experience and experience of other 
particles. Parameters such as particle rate, particle best experience, the best 
experience of all the particles and particle current position are used to 
determine the next position of each particle. Certain relationships received 
the input parameters and determined the next position of each particle. In this 
article, the relationships are accurately assessed and the amount of the effect 
of input parameters is horizontally set. To set coefficients adaptively, the 
notion is taken from bee behavior in collecting nectar. This method was 
implemented on software and examined in the standard search environments. 
The obtained results indicate the efficiency of this method in increasing the 
rate of convergence of particles towards the global optimum. 
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The Particle Swarm Optimization algorithm [1]-[2] is composed of a set of particles. The aim of all 
the particles is approaching the optimum response and reducing error. The error of each particle is particle 
distance to response. Each particle can be a potential response. Each particle determines its future position by 
consulting with other particles and its experiences. The position of each particle is a result of its experiences 
and other particles' experiences. For example, we consider a person as a smart particle and the purpose as 
buying a suitable automobile. The person pays attention to two factors in buying a suitable automobile; First, 
his last experiences of buying an automobile and second, consulting with other people and asking their 
opinion about experiences of buying an automobile. The person, regarding his experiences and others' 
experiences in buying an automobile, selects his optimum automobile. 
Figure 1 indicates how a hypothetical particle performs in the optimization algorithm of particle 
swarm optimization. The horizontal axis indicates the scope of search space and the vertical axis indicates the 
amount of error according to consistent function. As shown in Figure 1, there is a search space in which a 
particle tries to reach a global optimum. x(t) is the position of a particle at the time t, v(t) is the rate of a 
particle at the time t, pbest(t) is the best experience of a particle to the time t and gbest(t) is the best experience 
of all the particles to the time t. In PSO method, each particle tends to move towards its best experience and 
best experience of other particles. pbest - x(t) is the distance of particle to its best experience and gbest - x(t) is 
the distance of particle to the best experience of other particles. The rate v (t+1) is the resultant of the two 
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components of pbest - x (t) and gbest - x (t). Based on these two components, experience gained during time and 
its experiences exchanged with other particles, particle x can move towards the optimum point.  
Equation (1) indicates the calculation method of particle rate at the time t+1. 
 









Components v (t) is the rate of particle at the time t and coefficient w specifies the impact factor of v 
(t) on v (t+1). Component pbest - x (t) is the distance of particle to its best experience and c1 is the impact 
coefficient of this parameter on v (t+1). Component gbest - x (t) is the distance of particle to the best 
experience of other particles and c1 is the impact coefficient of this parameter on v (t+1).  
Having the rate and current position, we can specify the nest step x (t+1) by equation (2).  r1 and r2 
are two random coefficients. These two coefficients are used to prevent particles' involvement in the local 
optima whose amount is between zero and one.  
 
ݔሺݐ ൅ 1ሻ ൌ ݔሺݐሻ ൅ ݒሺݐ ൅ 1ሻ (2) 
 
1.1. Search space limitation 
It is possible that the particles exit from the search space range while performing the algorithm. To 
alleviate this problem, Equation (3) is used. 
 
ݔሺݐ ൅ 1ሻ ൌ ቐ
ݔ௠௔௫				݂݅	ݔሺݐ ൅ 1ሻ ൐ ݔ௠௔௫




Where xmin is the minimum search space and xmax is the maximum search space. Equation (3) limits particle 
in the range of xmin and xmax.  
 
1.2. Speed limit 
Decreasing and increasing the particles' rate have a great influence on finding time for response in 
the optimization algorithm of PSO. If the rate of a particle is low, it must take more steps to reach where the 
response is. If the rate is high, the particle moves towards the response by taking larger steps and approaches 
the response area faster. If the amount of maximum rate is not limited, the particles become divergent and 
will be removed from the search space. For this reason, Equation (4) is used to limit the rate of each particle. 
 
ݒሺݐ ൅ 1ሻ ൌ ൜ߥ௠௔௫											ݒሺ	ݐ ൅ 1ሻ ൐ ߥ௠௔௫ݒሺݐ ൅ 1ሻ																										݈݁ݏ݁  (4) 
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1.3. Introduction of some of the proposed methods in PSO 
SPSO [3] in this method, a certain amount is devoted to w which as time passes, reduces. In fact, it 
can be said that particles initially move, taking larger steps towards the area where the response it.  Then, as 
time passes, the particles take smaller steps to be able to search more carefully. SAPSO [4] in neural 
networks, whenever one of the components has a good response, it will be encouraged but it will be punished 
in case of an unsuitable response. In this method, all the particles will be examined in each iteration. If pbest of 
each particle is not improved compared with its last time, that particle will be punished. Here, the weights of 
the particle will change. 
DNSPSO [5] in the optimization algorithm of PSO, each particle pays attention to its best 
experience, all the other particles' best experience and its neighbors' best experience. TCPSO [6] in this 
method, PSO is composed of PSO Slave and Master. These two PSOs cooperate with each other to reach the 
optimum response. pbest in Slave PSO does not mean the best experience of the particle but is defined as the 
best experience of the particle and its neighbors. Master PSO uses the best experience of PSO Slave as well 
as its best experience and other particles' best experience.    
PTPSO [7] materials occur in three phases of gas, liquid andsolid. Gas molecules have the highest 
movement rate while solid molecules have the least. In this method, the notion of movement rate of 
molecules is used. Each particle has one of the material forms and moves according to the relevant formula 
of same material type. Particles change their phase based on various conditions. Particles move at different 
rates when conditions vary so that they can reach the optimum response rate.  
Adaptive PSO [8] this method is the same as standard PSO but theonly difference is that the amount 
of w is selected as adaptive. The equation of determining w is chosen in a way that PSO reduces the amount 
of w through finding the best gbest. This causes the particles initially moved by taking larger steps and then by 
finding better gbest, they look for the response by taking smaller steps.   
RPSP [9] in this method, the parameter called abest is used instead of gbest to position the particles. 
The amount of particles' pbest is examined and the better one is specified as the particle leader or best agent. 
Each particle moves towards the global optimum according to its best experience and the best position of 
agent. MPSO [10] in this method, there are four different equations in determining the position of the 
particle. In each attempt, each particle uses one of the equations randomly. Using different equations reduces 
the possibility of particles being involved in the local optima.  
In the first section of this article, standard PSO will be examined completely after which some of the 
proposed methods will be discussed. In the second section, the offered method will be explained. Finally, in 
the third section, the results of performing the offered method and other proposed methods will be compared. 
 
 
2. DESCRIPTION OF THE OFFERED METHOD 
Equations (1) and (2) specify the position of a particle in PSO. These two equations can be 
combined and written as follows:  
 
ݔሺݐ ൅ 1ሻ ൌ ݔሺݐሻ ൅ ݓ ∗ ݒሺݐሻ ൅ ݎଵܿଵ൫݌௕௘௦௧ െ ݔሺݐሻ൯ ൅ ݎଶܿଶ൫݃௕௘௦௧ െ ݔሺݐሻ൯ (5) 
 
To simplify the discussion, r1 and r2 are ignored and Equation (5) is written as Equation (6).  
 
ݔሺݐ ൅ 1ሻ ൌ ݔሺݐሻ ൅ ݓ ∗ ݒሺݐሻ ൅ ܿଵ൫݌௕௘௦௧ െ ݔሺݐሻ൯ ൅ ܿଶሺ݃௕௘௦௧ െ ݔሺݐሻሻ (6) 
 
According to Equation (2-1), we can write Equation (7).  
 
ݒሺݐሻ ൌ ݔሺݐሻ െ ݔሺݐ െ 1ሻ (7) 
 
Then by combining (6) and (7), we can write  
 
ݔሺݐ ൅ 1ሻ ൌ ݔሺݐሻ ൅ ݓ ∗ ሺݔሺݐሻ െ ݔሺݐ െ 1ሻሻ ൅ ܿଵ൫݌௕௘௦௧ െ ݔሺݐሻ൯ ൅ ܿଶሺ݃௕௘௦௧ െ ݔሺݐሻሻ (8) 
 
By simplifying Equation (8), we can write  
 
ݔሺݐ ൅ 1ሻ ൌ െݓ ∗ ݔሺݐ െ 1ሻ ൅ ሺ1 ൅ ݓ െ ܿଵ െ ܿଶሻݔሺݐሻ ൅ ܿଵ݌௕௘௦௧ ൅ ܿଶ݃௕௘௦௧ (9) 
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Equation (9) shows the four factors of x (t-1), x (t), pbest and gbest as the input and the amount x (t+1) 
is calculated as the output. The amount of parameters' impact is determined by the coefficients w, c1 and c2. 
For example, the impact of x (t) is determined by the amount 1+w-c1-c2.  
 
2.1. New relation outline 
This relation is posed by the notion that can receive the four factors of x (t-1), x (t), pbest and gbest as 
inputs. With the impact of each of the four coefficients is determined. Equation (10) is used to calculate x 
(t+1).  
 
ݔሺݐ ൅ 1ሻ ൌ ݎଵܿଵݔሺݐሻ ൅ ݎଶܿଶݔሺݐሻ ൅ ݎଷܿଷ݌௕௘௦௧ ൅ ݎସܿସ݃௕௘௦௧ (10) 
 
As is specified in Equation (10), four factors are used to determine the amount x (t+1). The impact 
of each one of these factors is determined by the coefficients c1, c2, c3 and c4. c1 is the amount of impact of 
x(t-1), c2 the amount of impact of x(t), c3 the amount of impact of pbest and c4 the amount of impact of gbest.   
In the presented method of this article, we tried to control the amount of impact of each by a 
separate coefficient. In this method, the position of the best experience of the particle becomes prominent 
instead of the distance to the best experience of the particles. The coefficients r1, r2, r3 and r4 are random 
numbers in the range of zero and one used to prevent particles from falling in the local optima. 
 
2.2. Determining the coefficients c1, c2, c3 and c4 
Each one of the particles has its own specific coefficients. This enables PSO to regulate the amount 
of impact of parameters of the particles according to the conditions of the same particle. Each one of the four 
particles that has a greater amount will have a greater parameter impact amount relevant to it.  
In this study, we applied the notion of bees' method of collecting nectar [11]-[14] in groups; bees 
perform a group of operations to collect nectar. We call those bees collecting nectar as working bees. After a 
period of time, nectar available in the garden will reduce and as such, a number of working bees turn into 
searching bees. The searching bees are obliged to be removed from the garden and enter into a new garden. 
Whenever one of the searching bees finds a new garden, it refers to other bees and gives the address to the 
rest of bees. The more nectar is available in the garden, the more working bees there will be. The lesser the 
nectar in the garden, the more searching bees there will be.   
As we know pbest is the best experience of the particle. The response gained by pbest is better in some 
triestherefore, the amount of pbest varies. This indicates that the considered particle could find a better 
response. If the number of particles whose pbest has been optimized increases, more particles will find a better 
response. Here we consider each particle as a bee. We consider the percentage of the number of particles that 
optimizes their pbest in a try as nectar. At the start of algorithm, the PSO of all the particles was considered as 
the working particles. These particles search the optimum point according to their experiences and those of 
other particles.  
If the percentage of the particles in each try that has not optimized their own pbest is not reduced from 
a certain amount, one of the particles varies randomly from a working particle to a searching particle. 
Whenever one of the particles selected as a searching particle finds a position better than pbest, all the 
searching particles turn into working particles and move towards the new optimum point. In fact, each 
particle can be placed in searching and working modes. Why do all the particles turn into searching particles 
when the amount of particles whose pbest is not optimized becomes lower than a certain amount?     
There are two reasons why a percentage of the particles that has not optimized their pbest amount in 
each attempt are reduced from a certain amount.  
1. The particles have approached the global optimum point and are finding the final response, taking smaller 
steps.  
2. The particles are trapped in a local optimum by mistake. It is possible that particles are in the first case and 
it is not necessary to turn all the particles into searching particles.  
In fact, the working and searching particles are controlled based on various conditions. It is a good 
condition that does not need to change when a large portion of particles is being optimized. However, if a 
large portion of particles is not being optimized, there must be a change in the general behavior of PSO 
particles.  
 
2.3. Description of the working mode 
Here it is assumed that the optimum point is minimum. The following points are implemented to 
determine the amount of coefficient of each working particle.  
1.  All the particles are inexperienced in t=0 and no particle is superior to another particle. For this reason, all 
the coefficients are equal in t=0.  
                ISSN: 2088-8708 
IJECE  Vol. 6, No. 5, October 2016 :  2470 – 2477 
2474
2.  Each amount of algorithm performance time is spent and the experience of particles increases. If a 
particle is placed in a proper position in the primary attempts randomly, it is possible to be determined as 
gbest. This particle loses its position over time, because other particles find better responses by their 
movement. In fact, it is shown that it is not valuable that a particle is gbest in the first moments. Over time, 
a particle cannot be gbest at random. For this reason, more attention should be paid to gbest over time. 
According to what was explained, by one iteration, the amount of c4 increases by one unit.  
3. Whenever f(x (t-1)) > f(x (t)), it indicates that the particle is probably moving in a right direction towards 
the response. Therefore, we increase c2 by one unit. In the opposite case, the direction of movement is not 
probably suitable when the amount of c1 increases by one unit.  
4.  Whenever a particle is selected as gbest, it shows a good experience of it. For this reason, this particle 
should pay more attention to its personal experiences. Therefore, whenever f (gbest (t)) = f(x (t)), the 
amount of c3 increases by one unit.  
5.  In [15] we presented a method for recognizing the particles that are trapped in the local optimum. The 
standard parameter is defined as gbest in PSO. A parameter called gworst is thus introduced in this study. 
The particle that has the worst efficiency function is known as gworst and will thus be rearranged. This 
means its position varies randomly to move in another point until it probably joins the total active 
particles. If a particle is selected as gworst, the amount of its next position will be selected randomly and 
all the coefficients of c1, c2, c3 and c4 are equal to one until the particle starts to move from the new point.  
 
2.4. Searching mode 
If a particle varies from the working mode to the searching mode, we determine the amount x (t) as a 
random amount in the search space and consider v (t) as zero. The searching particles use Equation (11) to 
determine their position. 
 
ݔሺݐ ൅ 1ሻ ൌ ݓ ∗ ݒሺݐሻ ൅ ܿଵሺ݌௕௘௦௧ െ ݔሺݐሻሻ                                                                              (11) 
  
As it is clear from Equation (11), the equation does not pay attention to the amount gbest and the 
particle moves independently regardless of the experience of other particles. This causes the particle to 
independently look for other responses in other points.  
 
2.5. Using the random coefficients in combination 
To prevent particles from being trapped in the local optimum, random coefficients are used in PSO. 
A combination of random coefficient has been used in previous studies [16]-[17]. The reports of these 
articles indicate better efficiency by combining random coefficients. In this study, we used a combination of 
random coefficient to increase efficiency. Therefore, the Equation (10) changes into the Equation (12) 
 
ݔሺݐ ൅ 1ሻ ൌ ݎଵሺ1 െ ݎଶሻܿଵݔሺݐሻ ൅ ሺ1 െ ݎଵሻݎଶܿଶݔሺݐሻ ൅ ݎଷሺ1 െ ݎସሻܿଷ݌௕௘௦௧ ൅ ሺ1 െ ݎଷሻݎସܿସ݃௕௘௦௧ (12) 
 
 
3. RESULTS AND DISCUSSION 
In this section the results of the offered method is examined. The offered method is implemented on 
software that tests standard search environments [18]. Our aim is to present a new method so that it can 
reduce the amount of calculations. To examine the reduced calculations of the offered method, we 
implemented some different proposed methods in PSO methods on software. These methods have been 
implemented in the search environments and compared with the obtained results of the offered method.  
To compare different PSO methods, we used the standard environments of Ackley, 
GriewankوRastrigin. With thealgorithms of SAPSO and DNPSO, the offered algorithms in this study are 
compared. In each performance, 10 different particles search the optimum response. We assumed W=1, c1=2 
and c2=2. Dimensions of the search environment are considered as 1, 10 and 100. We illustrate the diagram 
of the performance time to the amount of the obtained consistent function in each algorithm. Each line of the 
diagram is the result of the average of 100 times of algorithm iteration in the definite environment.  
As it is clear from Figures 2, 3 and Figure 4, the offered algorithms show better results compared 
with other methods and move towards the optimum response quickly. The efficiency function in the standard 
search environments makes us hopeful about the performance of the algorithm in the real environment.  
The sum of the level below in every figure can be a suitable criterion for comparing the two 
methods. For example, in Figure 4, the sum of the level below DNSPSO method equals 390. However, the 
sum of the level below in the offered method equals 80. This indicates that DNSPSO method has better 
results compared with the offered method.   
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In this experiment, each method was performed 100 times and the figure of performance time to 
consistent function of each method was obtained. The sum of the below level of figures is shown as a 
measuring criterion of each method. Each method whose sum of the below level is lower could gain a faster 
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Table 1. Sum of the belowlevel of different methods with dimensions 1, 10,100 




































As it is show in Table 1, PSO shows a better result compared with other methods. For example, the 
sum of the below level of  the  figure in Ackley search environment of dimension 10 using DNSPSO method 
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