Abstract. Microbeam Radiation Therapy (MRT) uses highly collimated, quasi-parallel arrays of X-ray microbeams of 50-600 keV, produced by 2 nd and 3 rd generation synchrotron sources, such as the National Synchrotron Light Source (NSLS) in the U.S., and the European Synchrotron Radiation Facility (ESRF) in France, respectively. High dose rates are necessary to deliver therapeutic doses in microscopic volumes, to avoid spreading of the microbeams by cardiosynchronous movement of the tissues. A small beam divergence and a filtered white beam spectrum in the energy range between 30 and 250 keV results in the advantage of steep dose gradients with a sharper penumbra than that produced in conventional radiotherapy. MRT research over the past 20 years has allowed a vast number of results from preclinical trials on different animal models, including mice, rats, piglets and rabbits. Microbeams in the range between 10 and 100 micron width show an unprecedented sparing of normal radiosensitive tissues as well as preferential damage to malignant tumor tissues. Typically, MRT uses arrays of narrow (~25-100 micron-wide) microplanar beams separated by wider (100-400 microns centre-to-centre, c-t-c) microplanar spaces. We note that thicker microbeams of 0.1-0.68 mm used by investigators at the NSLS are still called microbeams, although some invesigators in the community prefer to call them minibeams. This report, however, limits it discussion to 25-100 µm microbeams. Peak entrance doses of several hundreds of Gy are surprisingly well tolerated by normal tissues. High resolution dosimetry has been developed over the last two decades, but typical dose ranges are adapted to dose delivery in conventional Radiation Therapy (RT). Spatial resolution in the sub-millimetric range has been achieved, which is currently required for quality assurance measurements in Gamma-knife RT. Most typical commercially available detectors are not suitable for MRT applications at a dose rate of 16000 Gy/s, micron resolution and a dose range over several orders of magnitude. This paper will give an overview of all dosimeters tested in the past at the ESRF with their advantages and drawbacks. These detectors comprise: Ionization chambers, Alanine Dosimeters, MOSFET detectors, Gafchromic ® films, Radiochromic polymers, TLDs, Polymer gels, Fluorescent Nuclear Track Detectors (Al 2 O 3 :C, Mg single crystal detectors), OSL detectors and Floating Gate-based dosimetry system. The aim of such a comparison shall help with a decision on which of these approaches is most suitable for high resolution dose measurements in MRT. The principle of these detectors will be presented including a comparison for some dosimeters exposed with the same irradiation geometry, namely a 1×1 cm 2 field size with microbeam exposures at the surface, 0.1 cm and 1 cm in depth of a PMMA phantom. For these test exposures, the most relevant irradiation parameters for future clinical trials have been chosen: 50 micron FWHM and 400 micron c-t-c distance. The experimental data are compared with Monte Carlo calculations.
INTRODUCTION
Microbeam Radiation Therapy (MRT) is typically performed by using arrays of 20-100 µm wide parallel beams, spatially fractionated by a centre-to-centre (c-tc) distance of about 100-400 µm, to irradiate a certain target although microbeams in the range of 0.1-0.68 mm thickness are still called microbeams by the NSLS investigators 1, 2 . The clinical implementation of this therapy is best performed at a 3 rd generation synchrotron facility with a negligible beam divergence and dose rates in the order of several thousands of Gy/sec to cope with the internal movements of the brain, due to the pulsation of the heart, which in the case of too slow exposures could lead to a blurring of the dose distribution produced by the microbeam array. The indispensable sharp slopes from the peaks to the valleys in the dose distribution can only be maintained if a) an adequate photon energy spectrum is used and b) a quasi parallel beam can be applied, which is the case for the ID17 biomedical beamline at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. The ratios between the peak and the valley doses (PVDRs) are believed to be of therapeutic importance and a maximum PVDR is radiobiologically desired, since the cells in the path of the dose peak will mainly be destroyed, while the valley dose must remain low enough for the normal tissue to be able to repair.
During the past decade, potential applications of Microbeam Radiation Therapy (MRT) have been studied experimentally at the National Synchrotron Light Source (NSLS) at Upton, New York, USA and at the ESRF 1, 3 . Several references describe surprisingly high tissue tolerances to multiple microbeams, which is especially remarkable for developing tissues, well known to be radiosensitive 4 . The rectangular microbeams (with typical size 25 µm × 0.5 mm) used in these experiments are produced when a multi-slit collimator intercepts the synchrotron beam. This beam is only 0.5 mm high but on the width of the beam there are fewer limitations. In order to irradiate a target with microbeams of a larger height (e.g. 1 cm instead of 0.5 mm), the irradiated object (e.g. phantom) is vertically translated in the beam during irradiation.
Absolute absorbed dose microdosimetry for dose values between 5 -1000 Gy with the spatial resolution in the range of one micron still remains a challenge, since no commercial detector can be bought off shelf. Several approaches using MOSFET edge-on detectors 5, 6 have proven to be useful, but were very time consuming and absolute dosimetry within ± 3% is currently not feasible. The spatially non-fractionated beam can be measured accurately enough by scanning an ionization chamber through the beam or using Alanine dosimetry, but a reliable dosimetric on-line (real-time) system to measure PVDRs prior to patient irradiation needs to be developed to ensure perfect reproducibility when such microbeams are applied to treat patients. High spatial resolution in the measurement and reproducibility of the measured signal are particularly important. One potential candidate is a silicon strip detector system, currently under development.
HIGH RESOLUTION DOSIMETERS
The choice of high resolution dosimeters has increased over the last years and in conventional radiation therapy the Gafchromic ® films 7, 8 are widely accepted to benchmark a TPS (Treatment Planning System) when high dose gradients need to be measured with submillimetric precision, like in the case of IMRT and radiation therapy treatment using the Gamma Knife. Measuring the absolute dose in the peak and in the valley in the case of MRT for clinical applications can currently only be covered by several approaches including cross-calibrations with ionization chambers in the spatially non-fractionated beam. Additionally, for most detectors, their energy dependence requires an additional correction, despite the fact that their mass attenuation coefficient may be very close to that of water ( Figure 1 ) and in case of Sibased devices special care might be required due to the slight shift of the MRT energy spectrum from the peak to the valley 6 . The median energy for the filtered MRT spectrum is around 100 keV. 
FLASH MEMORY MOSFET
A Flash memory cell is a MOSFET where a polysilicon layer FG (Floating Gate) is interposed between the substrate and the control gate 9 . One can change the threshold voltage (V TH ) of the MOSFET, thus permanently store a bit of information. Radiation will lead to charge losses from the programmed floating gate 10 . The radiation-induced voltage shift can be translated into a dose information by appropriate physical models which take into account the effect of radiation source and energy spectrum 11 . Several devices were irradiated with a peak entrance dose of 100 Gy at the surface and submicron resolution can be achieved for the analysis of lateral dose profiles using these devices. The detector was exposed at the surface to a 10 x 10 mm 2 field. As a result a PVDR of 143 was measured for the 400 c-t-c case and 111 for the 200 c-t-c distance of the 25 µm wide microplanar beams. In this particular case, a comparison with Monte Carlo calculated PVDR is difficult, since these values are typically given in a depth between 0-10 mm and the PVDR changes rapidly with depth. From Siegbahn 12 we can extract a value of about 80 for similar parameters (10 x 10 mm 2 , 25 µm FWHM and 200 c-t-c distance) which compares rather well with the measured value of PVDR of 111 at the surface. These devices give submicron resolution, but a very unique readout device is required and absolute dosimetry would only be possible after careful energy calibration and necessary corrections to be applied for the energy shift from the different spectra in the peak and in the valley.
Also, in commercial devices, the analog information (VTH of the memory elements) is masked and only digital information (logical "0" or "1") is available to the user. Hence, to obtain these results we had to use proprietary devices, equipments, and algorithms "instead of the user mode" routines of commercial devices. 
MRI GEL DOSIMETRY
Polymer gel dosimetry is founded on the basis that monomers dissolved in the gel matrix polymerize due to the presence of free radicals produced by the radiolysis of water molecules. These radicals carrying molecules represent the starting point for a polymerization process in the monomers, characterized by a double bond. The radical group is chemically very reactive and interacts with the double bound of the monomer. As a result the monomer will present an open binding (radical). The radical part of the monomer will interact with another monomer resulting in a dimer. The dimer again carries a radical, which is capable of catching the next monomer. The process will break off, when two radical carrying molecules meet each other. Polymer chains of different length are built up. The monomers and the surrounding water molecules are immobilized due to interaction with the corresponding interlaced polymer structure. The corresponding change in the autocorrelation time for motion results in a reduction of the transverse relaxation time T2 13, 14 in Magnetic Resonance (MR) due to less averaging of the dipolar magnetic interactions of the 1H-nuclear magnetic moments (Bloembergen-Purcell-Pound theory (BPP theory). The parameter T2 can be quantitatively mapped in 3 dimensions using Multi-Slice-Parameter selective MRImaging (MRI). The transverse relaxation time in many types of polymer gels linearly increases with dose within a limited dose range proposing the simple use of such polymer gels for relative dosimetry. At high dose levels and high dose rates usually a saturation regime is observed, which is characterized by increasingly less sensitivity. This region is assumed to be dominated by the consumption of monomers limiting the polymerization process. Even more important the reduction in the polymerization process may be dominated by the recombination of two radical carrying partners at high radical concentrations before finding a double bond partner within their pathway characterized by molecular diffusion.
MR-based Polymer gel dosimetry (MRPD) is characterized by tissue equivalence, 3D-data acquisition possibility by T2-multiclice imaging and the capability for high spatial resolution, dependent on MRI equipment. The sensitivity regime and application range can be widely adjusted to the specific radiation characteristics, but is mainly limited up to now by its sensitivity to (high) dose rates as present in Synchrotron irradiation, and linear energy transfer. The accuracy is less than achievable by ionization chambers. Our preliminary test exposures have shown that MRPD especially designed for higher spatial resolution 14, 15 is sensitive to the extraordinary high dose rates at several hundreds of Gy/s as present in MRT and thus offer yet unsatisfying results concerning dose response and spatial resolution. 
FLUORESCENT NUCLEAR TRACK DETECTOR (FNTD)
Fluorescent Nuclear Track Detectors is a new type of luminescent detectors for different applications in radiation dosimetry. They were originally developed for neutron and heavy charge particle dosimetry 16 and combine the advantages of solid state track detectors and optical measurements without the need for long chemical etching. The detectors are made of fluorescent aluminium oxide single crystals doped with carbon and magnesium (Al 2 O 3 :C,Mg) and are produced in different sizes and shapes depending on application. Thin, 500 µm, polished wafers with diameter as large as 60 mm for radiation field imaging were recently produced. The tracks of recoil protons, heavy charge particles or overlapping tracks of photoelectrons and secondary (delta) electrons generated in single crystal aluminium oxide detector are imaged using high resolution readout system based on confocal laser scanning fluorescence microscopy technique 16 . Landauer currently is working on a compact table-top commercial instrument.
FNTDs were optimized for imaging applications over 4 orders of magnitude of photon doses 17 with dose range from 5 mGy to 50 Gy and extremely high spatial resolution of 0.6 µm. High spatial resolution and wide dynamic range of dose measurements make FNTD technology very attractive for MRT quality assurance application when large peak-to-valley dose ratio has to be measured very precisely. FNTD is a passive integrating type of detector that does not require wires, electronics or batteries during irradiation. This detector is immune to electromagnetic interference and can measure doses at very high dose rate (was successfully tested at 10 8 Gy/s). FNTD detectors are made of sapphire and provide extremely good temperature and environmental stability, no light sensitivity, thermal fading or signal build-up. FNTD imaging plates are reusable after thermal annealing or optical bleaching.
PVDRs between 20-100 were measured for different parameters: 25, 50 and 75 µm FWHM and 100, 200 or 400 µm c-t-c spacing at 1, 11, 21 and 31 mm depth in a PMMA phantom for a field size of 10 x 10 mm 2 . Figure 3 depicts the results of imaging and processing of the microbeam field with 50 µm FWHM and 400 µm c-t-c spacing using a 4 x 6 mm 2 FNTD single crystal detector. The image of 1 x 4 mm 2 size was obtained in coarse scanning mode using 2D translation stages and the 3D plot was obtained in fine (1 µm) resolution mode using 2D galvanometer scanning. The images provide a detailed 3D dose distribution near the peak and in the valley of the beam. The cross-sections of the image for irradiated and unirradiated detectors provide detailed information about PTVDR and low-dose delectability of FNTD technology. 
HIGH RESOLUTION TLD DOSIMETRY
The results of TLD dose measurements have been previously presented in a separate paper Table 1 below. In order to draw the right conclusions on high resolution measurements performed between 1996 and 2006, we have to keep in mind that the Monte Carlo calculations were simplified as follows: a) the source considered for the computed dose was a rectangular beam with perfectly parallel photons impinging on the target, typically a 16 cm diameter water phantom and b) the passage through the MSC was neglected in most of the publications until 2008 with the exception of H. Nettelbeck, who integrated some simplified source parameters and the geometry through the MSC 19 . This does lead to a decrease in the PVDR, which can well be the reason for the discrepancies measured in the past. This work is now in progress at the ESRF.
GAFCHROMIC FILM DOSIMETRY
Due to the high dose rate and technical limitations, like the maximum possible goniometer speed of the motor used to scan the film through the spatially fractionated synchrotron radiation light, we are limited to a minimum peak dose of about 20 Gy. Within the range from 10-400 Gy, only the Gafchromic® films HD-810 from ISP (Nuclear Associates) 7 are adapted for our purposes. FIGURE 4. Two films exposed to doses which were corrected with a Monte Carlo pre-calculated dose ratio, in order to obtain similar valley and peak doses.
Peak matching Valley
There are two possible choices to overcome the problem of the large dose range to be covered in MRT dosimetry: 1) use 2 different sensitivities of Gafchromic ® film as proposed by J. Crosbie 20 2) apply a Monte Carlo pre-calculated PVDR to two separate exposures, one for the peak dose and one for the valley dose measurement, like in the example presented in Fig. 4 .
As reported by Niroomand-Rad et al. 8 the orientation of the Gafchromic ® film influences the measured optical densities. We have done a systematic analysis and observed that for homogenous exposures using linearly polarized Synchrotron Radiation, comparing the 90 degree rotated film with respect to the 0 degree irradiation direction, the maximum difference in optical densities for several series of MRT irradiated films is in the order of 10 % (10 x 10 mm 2 irradiation field).
To avoid these artefacts, related to the optical dichroism of the film, a standard convention for the exposure and readout procedure was established, with the thin coated side facing the beam: an "R" is marked on the upper right corner when looking downstream with the Synchrotron light (beams-eye-view) and the "R" is visible on the lower right corner when the film is positioned onto the glass plate of the Epson scanner V Pro 750, used to digitize the films. The optical density is then analyzed using the ImageJ software.
Before irradiation, the films are kept in their light tight black envelope and at room temperature (20 o C and never exceeding 25 o C). They are cut and prepared in a relatively dark room and kept in aluminium foil except during exposures. Because of the high dose rate at the ID17 beamline, the total exposure time to ambient light is never exceeding 5 minutes. The effect of this light has been described in different studies and our own tests showed no increase in optical density for films exposed less than 15 minutes at our typical light conditions. The readout of all films was done either with a JL (Joyce Loebl) microdensiotometer or with an Epson scanner, not earlier than 2 days after the irradiation exposures, when the measured OD signal has reached a plateau. The resolution of the JL microdensiotometer is superior to the Epson scanner and the results of this comparison will be published in a separate paper. On the other hand, the use of the microdensiotometer is less reproducible and in a way "user-dependant", since the correct focus remains an individual adjustment of the apparatus influencing the pen deflection measuring the optical density. In figure  5 a typical scan using the JL microdensiotometer is presented resulting in a measured PVDR of 66.7 for 50 µm FWHM and 400 c-t-c at 10 mm depth. For the same parameters Monte Carlo calculations resulted in a PVDR of 65. 
OPTICAL COMPUTED TOMOGRAPHY WITH PRESAGE TM RADIOCHROMIC PLASTIC
Optical Computed Tomography (CT) works on much the same principle as x-ray CT, familiar from hospital medical imaging applications. In the case of 3-D dose mapping, the sample used is a radiochromic plastic named PRESAGE TM . Being initially light yellow-green, the plastic colour changes locally to a dark green upon exposure to radiation. The degree of colour change (as quantified by the optical density) is proportional to the dose absorbed. The block of PRESAGE TM acts exactly like a "3-D film". Readout is achieved using the optical Computed Tomography (CT) scanner described in Doran et al. 21 ( Figure 6 ). Research into using optical CT for MRT is still at an early stage, but it has been established that dosimetry in the dose range of tens to hundreds of Gy is achievable. Spatial resolution of around 20 µm has been demonstrated and 50-µm microbeams are easily visualized with the technique. Work is currently ongoing to determine the highest spatial resolution for which quantitative dosimetry data can be obtained. Previous studies have suggested that there is very little energy-or dose-rate dependence in the PRESAGE TM polymer's response. Whilst it is known that the measured response is not stable in time (typical drifts are of order a few per cent per day), the response appears to remain linear with dose, so that all that is necessary is to create a dose-response calibration sample at the time the desired experiment is performed. Further studies are necessary to determine intra-and inter-batch reproducibility.
FIGURE 6.
Example of a 2-D optical CT image from a sample at 9.7 mm depth (50 µm FWHM, 400 micron c-t-c).
SILICON STRIP DETECTOR DOSIMETRY
Radiation dosimetry in conformal radiotherapy using silicon diodes is well documented in the literature and is now well accepted in the clinical medical physics field as very useful tool. The physical parameters of the MRT beams, however, make it impossible to use such commercial silicon diodes for dosimetry in this case.
A silicon single strip detector and associated readout electronics has recently been tested at the ESRF. The new dosimetry system is designed to allow for very high spatial resolution measurements of the instantaneous dose rate at the detectors position in a phantom. The dose rate can then be integrated to estimate the total absorbed dose.
The dynamic range of the system is over five orders of magnitude, which makes it very suitable for MRT dosimetry. The spatial resolution (strip width) is 10 µm. The energy dependence has been strongly improved due to the extremely small device dimensions, but this is of course still important, because compared to water, Si has a strong energy dependence for photons below 100 keV with its maximum at 50 keV. The most important improvement is certainly the feature to either scan the single strip detector very fast across an array of microbeams up to 5 cm wide, or perform an on-line readout of the lateral microbeam profiles with high speed and high accuracy. These new devices allow a fast quality control of the microbeams just prior to a patient treatment at high enough resolution, currently not possible with any of the other dosimeters presented above.
The biggest drawback remains the improvement on adequate calibration and additional theoretical corrections required to measure absolute dose with these silicon detectors 22 . A high resolution scan as shown in figure 7 takes approximately 15 s. 
RESULTS AND CONCLUSIONS
Several high resolution dosimeters were presented in this paper, where most of them are still undergoing constant improvement and with respect to absolute dosimetry in MRT, further improvements are equally necessary in the Monte Carlo calculations in order to accurately benchmark in the future the calculated dose values with an accuracy of 3%. Currently several dosimeters are very promising and the different advantages and draw-backs are summarized in table 2 below.
Within the wide range of high resolution dosimeters presented here, each of them have some advantages and their individual limitations. Since the requirements in dosimetry for MRT are very demanding, at the present state there is no adequate single dosimeter available to measure the absolute dose accurately within 3% uncertainty. The Gafchromic ® films represent a dosimeter with sufficient resolution, but their intrinsic fluctuation in the case of the HD-810 film type can be higher than 3%. Some of the dosimeters tested are inadequate, either due to their resolution or due to some dose rate effects. The important mission to benchmark a TPS in MRT must include several approaches to measure microdosimetric dose distributions in appropriate phantoms in order to increase the level of confidence. For the dose measurements of the spatially non fractionated beam, any dosimetry measurements should remain as much as possible to the standard protocols (IAEA TRS 386/389 23 ), where ionization chambers are generally recommended. Whenever important additional corrections are required, like ionrecombination correction factors of more than 3%, a secondary standard like Alanine dosimetry should as well be done in combination with an adequate energy calibration, since these dosimeters are very well adapted for such high dose rates. The Gafchromic ® film dosimetry is already used in the clinics, but in particular the resolution to be achieved strongly depends on the OD read-out system, where a JL microdensiotometer is superior in terms of resolution, but more difficult to use than a high resolution commercial flatbed scanner. An additional disadvantage comes from the time dependence of the response of the dosimeter, which is only stable after about 24 hours, making dose verification just prior to a patient impossible. For this reason the Si-strip detector developed by the group of A. Rosenfeld at the CMRP University of Wollongong clearly shows the biggest advantage to measure on-line in a very fast, reliable and reproducible way with micron resolution the relative dose profiles. This feature makes such Si-strip detectors a prime candidate in terms of quality assurance when dose verification prior a possible MRT treatment is indispensable. The highest potential to measure absolute dose in the peak and in the valley in depth with high precision was demonstrated by the high resolution TLDs, the fluorescent Al 2 O 3 detectors developed by Landauer Inc., and the PRESAGE TM read out with the optical computed tomography. The Gafchromic ® film dosimety remains an adequate tool where an overall precision within 8% can be achieved. Since none of these approaches will in the near future be an officially recognized prime standard, and most of them might even be not commercially available, further comparisons of these dosimeters should be perused until a good match is found between the improved Monte Carlo calculated dose and the measured value using different types of detectors. 
