Abstract-Good algorithms exist for solving the strip packing problem when the objective is to minimise the amount of wasted material. We describe a multi-objective evolutionary algorithm for strip packing (MOSP) that optimises not only for wastage, but also for the operating speed of the cutting equipment, by minimising the number of independent cuts required by a packing. We show that MOSP returns a set of packings offering a range of trade-offs between the two objectives, and also that, by using heuristics that consider cuts, it derives packings with wastage levels that are better than most previously-published algorithms that optimise for wastage alone.
I. INTRODUCTION
Cutting and packing is a significant problem relevant to many major industries worldwide [1] . Cutting and packing problems take many forms in both 2D and 3D, but in 2D they all essentially correspond to finding the most efficient packing of a set of shapes that have to be cut out of a surface. The "most efficient" packing is usually taken to be the one that wastes the least area of the underlying material. The specific problem addressed by this paper is known as strip packing [2] : given a set of shapes and a "long" rectangular strip of material of a given width, place the shapes on the material such that they occupy the minimum height of the strip. It is assumed that all of the shapes fit into the width of the strip. In this paper we restrict ourselves to rectangular shapes with integer dimensions placed with sides parallel to the edges of the strip. We allow non-guillotineable packings [3] .
Many people have studied strip packing, and standard benchmark problems exist [4] , [5] , along with algorithms that can derive good solutions to these problems when minimising wastage [5] , [6] , [7] , [8] . However in some 2D real-world applications of cutting and packing, other criteria are also important for assessing packings. In some applications, the material being cut is either very cheap (for example paper), or it is easily recycled (for example sheet steel, where the wasted material can be melted down and formed into a new strip). In such applications, a more important criterion for assessing packings may be the speed at which the shapes can be cut, in order to maximise efficient usage of the cutting equipment. One way we can quantify this criterion is by minimising the number of independent cuts needed by a packing. Other criteria could include placing together shapes which form part of the same "job", to maximise client satisfaction or to optimise pricing structures based on turnaround times. This paper describes a multi-objective evolutionary algorithm (MOSP) that generates solutions to the 2D strip
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packing problem according to two criteria: minimising the height used by a packing (thus minimising wastage of the material), and minimising the number of independent cuts needed by a packing (thus maximising the speed at which the cutting equipment can operate). This has two major advantages for potential clients.
MOSP derives a set of solutions offering a range of trade-offs between the two criteria, from which clients can choose according to their needs. By considering both height and cuts, MOSP derives solutions with wastage levels which are better than most previous approaches which seek to optimise only the height. The rest of this paper is structured as follows. Section II describes previous work on the strip packing problem. Section III describes the basics of multi-objective optimisation. Section IV defines our objectives and describes the structure of MOSP. Section V gives and discusses our results, and compares them to previous approaches. Section VI concludes the paper and outlines some ideas for future work.
II. PREVIOUS WORK
Many heuristic placement routines have been proposed in the literature for the strip packing problem. One of the first documented was the Bottom Left (BL) algorithm, developed by Baker in 1980 [9] . The BL routine places each item with successive translations downward and to the left of the strip. A more sophisticated Bottom-Left Fill (BLF) algorithm was introduced by Chazelle [10] , capable of filling holes in packing layouts by maintaining a list of bottom-left location points.
A common approach is to combine one or more heuristic placement algorithms with a meta-heuristic search. Jakobs [11] implemented a genetic algorithm where each solution is represented as an input sequence of rectangles. Each solution is evaluated by providing the input sequence to a BL routine, which can decode the solution and return the height of the packing. Genetic algorithms have also been developed by Gomez and De la Fuente [12] , Yeung and Tang [13] , and Goncalves [14] . Dagli and Poshyanonda [15] explored two methods for strip packing: one involving artificial neural networks and the other combining artificial neural networks with genetic algorithms.
Hopper and Turton [4] compared several meta-heuristics hybridised with the BL and BLF algorithms. The best performing meta-heuristic was simulated annealing, while naive evolution and genetic algorithms also performed well.
Burke et al. implemented a very efficient Best Fit (BF) heuristic [5] , [6] . BF does not require an ordering of items to place: it decides which rectangle to place next based on the layout of the partial solution. The algorithm works by examining the lowest available space in the partial solution and placing the rectangle that best fits the gap. The authors also present meta-heuristic enhancements for the BF heuristic [16] such as tabu search, genetic algorithms and simulated annealing.
Alvarez-Valdes et al. developed a constructive GRASP algorithm [7] that, like BF, selects the most promising rectangle to place based on the structure of the partial solution. The GRASP algorithm consists of a randomized construction phase and a local improvement phase.
Zhang et al. introduced a heuristic recursive algorithm [17] that takes a divide-and-conquer approach to strip packing. The algorithm breaks the problem into many subproblems, combining these solutions to solve the original problem In a new approach by Bortfeldt [8] , a genetic search SPGAL was performed on completely defined layouts with a layered structure. The author compared his algorithm with eleven different approaches from the literature and concluded that it produces the best layouts in terms of minimising wastage.
Extensive research has produced many novel techniques for the strip packing problem. However, all of the approaches in the literature aim only to minimise wastage and do not take into account other objectives, such as minimising the number of cuts. Furthermore, there are no multi-objective approaches in literature that allow a user to select from a range of solutions to meet their specific requirements.
III. MULTI-OBJECTIVE OPTIMISATION
In a multi-objective or multi-criteria optimisation problem, we assess each potential solution according to two or more independent quantities. The characteristic of a good solution is that improvement in one objective can be achieved only at the expense of worsening in at least one other objective. An algorithm for solving such a problem will return a set of solutions, each offering a different trade-off between the various objectives.
Consider a problem where the fitness function maps a solution into a fitness vector . A solution dominates a solution iff is at least as good as in every objective, and is better in at least one objective. is non-dominated wrt a set of solutions iff there is no solution in that dominates .
is a non-dominated set iff every solution in is non-dominated wrt . The set of fitness vectors corresponding to a non-dominated set is a non-dominated front.
A solution is Pareto optimal iff is non-dominated wrt the set of all feasible solutions. Such a solution is characterised by the fact that improvement in one objective can come only at the expense of some other objective(s). The Pareto optimal set is the set of all Pareto optimal solutions. The goal in multi-objective optimisation is to find (or approximate) this Pareto optimal set.
Having multiple objectives means that there is now only a partial order on the solutions in the population: many solutions are incomparable using the fitness function, which obviously causes problems for selection in an evolutionary algorithm. This problem is solved by defining a ranking on solutions based on the concept of domination. Two schemes are commonly used. Fonseca and Fleming [18] define the rank of a solution wrt a set as being equal to the number of solutions in that dominate . Goldberg [19] assigns a rank of zero to the non-dominated solutions in , and assigns to a dominated solution a rank equal to one more than the rank of the highest-ranked solution that dominates . Selection is then based on ranks, and in both schemes a lower rank implies a superior candidate.
Precise definitions of these terms can be found in [20] .
IV. OUR APPROACH
When creating a multi-objective evolutionary algorithm to solve a problem, the principal design decisions concern the representation of an individual solution in the population; the objectives against which solutions are measured; and various details in the operation of the algorithm, to do with mutation, selection, population seeding, etc.
A. The representation
The underlying structure of MOSP is based on the Best Fit (BF) heuristic approach by Burke et al. [5] , [6] . BF works by iteratively examining the lowest empty position in the packing, which we shall refer to as the lowest gap. At each iteration, BF places the rectangle that best fits the lowest gap. BF selects this rectangle using a simple heuristic: place the rectangle that consumes the largest proportion of the gap.
We use the BF heuristic, and we propose three new heuristics to select and place the most appropriate rectangle at each stage of the partial packing.
1) Largest-Width heuristic (from BF):
Place the rectangle that occupies the largest proportion of the width of the lowest gap. Where multiple rectangles occupy the same proportion, place the one with the largest area.
2) Nearest-Height heuristic: The neighbours of a gap are defined as the rectangles immediately to the left and right of the gap (if any). Place the tallest rectangle which is shorter than the lowest gap's left neighbour. Where multiple rectangles have the same height, place the one with the largest area.
3) Least-Cuts-Large heuristic: As rectangles are always placed at the bottom of a gap, placing a rectangle will add a maximum of two cuts to the partial packing. Place a rectangle in the lowest gap that contributes no additional cuts to the packing: if no such rectangle exists, place one that contributes only one additional cut. Where multiple rectangles contribute equal cuts, place the one with the largest area.
There are four cases where adding a rectangle to a packing will add zero cuts. Three cases arise if has the same height as its immediate neighbour, and its other vertical edge coincides with an edge below it, or the far side of the strip, or its other neighbour.
The fourth case arises if covers the full width of the strip, and it is placed on top of two rectangles with the same height. There is one case where adding a rectangle to a packing will reduce the number of cuts by one: if has the same height as both of its neighbours and each vertical edge coincides with a neighbour.
4) Least-Cuts-Small heuristic: Similar to Heuristic 3, but where multiple rectangles add the least cuts, select the one with the smallest area.
When applying a heuristic, MOSP considers each rectangle in both rotations in its selection.
While a heuristic selects the next rectangle to be placed for a gap, it does not explicitly determine the position of the rectangle within the gap. For this reason we have two variants of each heuristic, left (L) and right (R), which place the rectangle at the leftmost or rightmost position in the gap respectively. Also R heuristics inspect the right neighbour instead of the left.
The genotype for a problem with shapes is thus a sequence of pairs each of type . For example, in a problem with five shapes, one candidate solution would be the sequence Starting with an empty strip, this solution selects and places the first shape according to Heuristic 1R (largest fitting rectangle to the right of the gap); then it updates its set of gaps; then it selects and places the next shape using Heuristic 2L; then it updates its set of gaps again; and so on until all five shapes have been placed.
There are some special cases that apply in some situations. Whilst applying a heuristic, it is possible that no rectangles meet the criterion for selection. For example, the width of the lowest gap may be too small for any remaining rectangle, or there may be no rectangle that adds fewer than two cuts with Heuristics 3 and 4. Where this occurs, we raise the lowest gap to the height of the shorter neighbour, and apply the heuristic again. This process occurs iteratively until a rectangle can be placed.
Where the width of the lowest gap is equal to the width of the strip, we always apply Heuristic 1, overriding the genotype. Any R heuristic becomes 1R, and any L becomes 1L. This prevents MOSP from getting stuck where the gap cannot be raised any further. Any rectangle which has a dimension bigger than the width of the strip is placed first. Clearly such a rectangle could cause problems if it is placed late in the process.
B. The objectives
MOSP uses two objectives. Both objectives are to be minimised.
1) Height:
Minimising the height of a packing minimises the amount of material wasted. But because we assume shapes with integer dimensions, the actual height is an integer quantity, so many packings have the same height. To get around this we add to the actual height a quantity to reflect that empty space at the top of the packing is often easier to fill later than empty space in the middle of the packing. Thus we define Height by where is the actual height of the packing, is the width of the strip, and is the free area at the top of the packing. Importantly, , so the second term is always in . Note that a bigger value of implies a better value of Height.
2) Cuts: Minimising the number of independent cuts required by a packing maximises the rate at which the processing equipment can operate, which may be important if the wasted material is cheap or if it can be easily recycled. The number of cuts is also an integer quantity, but it tends to have a larger range than the height, so this is less of an issue. Thus we define Cuts simply as the number of distinct edges within the packing, i.e. excluding cuts coincident with the edges of the strip.
C. The algorithm basics 1) Mutation:
Our mutation randomly selects one pair from the genotype and modifies its value to one of the seven other possibilities, with equal probability. Because we use highly elitist selection, mutation is applied with a probability of 1.
Given our representation, it is clear that multiple genotypes can produce the same phenotype. To eliminate duplicate packings, when a solution is mutated its fitness is checked against the existing solutions. If the fitness already exists, the solution is mutated again until it produces a fitness that is unique in the current population. Of course two packings with identical fitnesses are not necessarily identical: however it is quite likely, given the definition of the Height objective.
2) Selection: Candidates are selected for survival and reproduction based on their Pareto rank. We use Fonseca & Fleming ranking [18] . When forced to choose between equally-ranked candidates, we use crowding distance as from NSGA-II [21] .
3) Seeding: We seed a population of candidates in two groups: one solution with each of the eight heuristics applied repeatedly (for example ); and solutions constructed randomly. Heuristics 1 and 2 tend to minimise height, while Heuristic 4 minimises cuts and Heuristic 3 can do both. We find that this seeding decreases the overall convergence time and provides a diverse set of solutions early in the evolution.
The solutions comprising just one heuristic are sometimes very good in one objective, but they are seldom good in both objectives. Solutions good in both objectives usually use a mixture of heuristics which can be discovered only by a search process.
V. RESULTS AND DISCUSSION
We ran MOSP as an evolutionary strategy with a population of 100 for 250 generations, and with an elitism rate of 50%.
We used as test data the problems from Hopper and Turton [4] and the problems from Whitwell [5] . Each of these problems is constructed by slicing up a known rectangle, so the optimal height of the packing is known.
Each run took from 8-150s (average 41s) for the problems, from 3-600s (average 97s) for problems , and approximately 2.5 hours for . Note however that excellent solutions are often available early in a run. All runs were performed on a 2.4GHz P4.
The results presented below are the combined 0% attainment surface from twenty runs on each problem. able to optimise both objectives simultaneously, generating a set of solutions that both improves and grows through time. This run is typical in that the range of the fronts in Cuts is somewhat greater than the range in Height. This indicates that often significant gain in Cuts can be obtained with only a modest sacrifice in Height.
A. Pareto front evolution
On simple problems we sometimes find that the final front is very small, even down to one solution. This reflects situations where MOSP derives solutions that excel in both objectives: it supports the conjecture that considering Cuts enables MOSP to derive better values of Height too.
B. Hypervolume progression
The hypervolume metric for the comparison of nondominated fronts [22] , [23] measures the D space dominated by a front relative to a "worst-case" reference point. It provides a scalar measure that rewards both closeness to the true Pareto optimal front, and wide coverage of objective space. Zitzler et al. [24] have shown that the hypervolume metric is more robust than other unary metrics. Figure 2 plots the hypervolume of the Pareto front at various stages (generations) in a typical run of MOSP. It shows that the hypervolume of the Pareto front generated increases steadily over time, indicating a front that is both approaching the Pareto optimal front, and that is spreading to cover more and more of the objective space. Table I shows the performance of MOSP and three other leading algorithms on the and problems. The data show that on the 34 problems, MOSP derives optimal solutions for 20 problems, and solutions one over the optimum for the rest; beats BF on 24 problems, drawing on the rest; beats GRASP on 14 problems, drawing on the rest; is competitive with SPGAL (on the problems).
C. Height results
MOSP performs well across a wide range of problem instances because it uses different combinations of heuristics. Some solutions have a large proportion of one heuristic, while others contain a relatively even mix of all four heuristics. For example, solutions to consist mainly of either Heuristic 3 or 4, whereas for , MOSP produces multiple solutions that contain an even mix of all four heuristics.
Solutions dominated by one particular heuristic are sometimes derived as a result of our initial seeding. Heuristics 1 and 2 tend to minimise height, while Heuristic 4 generally minimises cuts. Heuristic 3 can produce mixed results: for some problem instances it performs better in terms of minimising height, while in others it minimises cuts. This variation is shown in Figure 3 , which presents the solutions with the least height and least cuts for and . The solutions with best height (Figures 3(a) and 3(c) ) are derived mainly with Heuristics 3 and 2 respectively, whereas the solutions with best cuts (Figures 3(b) and 3(d) ) are derived mainly with Heuristics 4 and 3 respectively. 10  40  0  0  0  N2  20  50  0  0  0  N3  30  50  1  1  0  N4  40  80  2  1  1  N5  50  100  3  2  0  N6  60  100  2  1  0  N7  70  100  4  1  1  N8  80  80  2  1  1  N9  100  150  2  1  0  N10  200  150  2  1  0  N11  200  150  3  1  0  N12  500  300  6  3  1  N13 3,152 960 4 3 0 that were optimised for cuts, we present two sets of figures for comparison: default cuts, and results from BF. As described earlier, the benchmark problems are constructed by taking a rectangle of known size and slicing it repeatedly. Hopper and Turton provide the layout of each problem as it was initially constructed [4] : we refer to the number of cuts in each of these height-optimal solutions as the default cuts. We do not present default cuts for the problems as the authors do not provide the original layouts.
D. Cuts results
Each of the and problems was constructed as a guillotineable layout, while the problems were constructed in non-guillotineable form. For this reason the default cuts for the problems are significantly higher. Despite this, MOSP produces similar results for all three problems in each group.
BF cuts refers to the number of cuts in a packing produced by the BF algorithm. Of course BF minimises only the height of a packing, so we do not expect BF to be competitive with MOSP for minimising cuts.
The data show that MOSP beats BF on all problems, across MOSP's entire front; gets within 20% of the default cuts for all and , and usually within 7%; beats the default cuts by an average of 25% for .
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E. Trade-offs
For most of the problems, the range in height of the solutions is considerably less than the range in cuts. This means that by sacrificing a small amount of height, we are able to gain considerably in cuts.
In order to obtain fewer cuts, a packing must have more rectangle edges aligned. 
VI. CONCLUSIONS
We have presented a multi-objective evolutionary algorithm that generates solutions to the strip packing problem which are optimised for two objectives: minimising wastage, by minimising the height of the strip used by a packing; and maximising the efficient use of the cutting equipment, by minimising the number of independent cuts in a packing. This approach has two principal benefits: it provides a set of solutions offering a range of trade-offs between the two objectives, from which clients can select according to their particular application; and by considering cuts as well as just height, it generates solutions that are better than most previous approaches that optimise for height alone.
We plan to extend our work with other objectives which are important in some applications of cutting and packing. For example in some applications, shapes are grouped as belonging to different jobs or clients, and the relative placement of the shapes in a group then becomes important for optimising turnaround times (for example delaying the start of a job as long as possible, while still meeting an agreed completion time) or pricing structures (for example offering different rates for different completion times). Including such objectives will increase the utility of this work.
We also plan to investigate new heuristics for the current objectives (and any new objectives), and we plan to investigate faster deterministic algorithms based on these heuristics.
