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The performance of an inverse dynamics guidance and control strategy is experimentally evaluated for the planar
maneuver of a “chaser” spacecraft docking with a rotating “target.” The experiments were conducted on an air-
bearing proximity maneuver testbed. The chaser spacecraft simulator consists of a three-degree-of-freedom
autonomous vehicle floating via air pads on a granite table and actuated by thrusters. The target consists of a docking
interface mounted on a rotational stage with the rotation axis perpendicular to the plane of motion. Given a
preassigned trajectory, the guidance and control strategy computes the requiredmaneuver control forces and torque
via an inverse dynamics operation. The recorded data of 150 experimental test runs were analyzed using two-way
analysis of variance and post hoc Tukey tests. The metrics were maneuver success, vehicle mass change, maneuver
duration, thruster duty cycle, and maneuver work. The results showed that the guidance and control algorithm
provided robust performance over a range of target rotation rates from 1 to 4 deg ∕s. The effects of the rate
estimation errors are measurable but not dominant.
Nomenclature
ADA = preset amplitude for calculation of ΔtDA, s
ai, bi, ci = coefficients for polynomial expressions of ith
order
Df = thruster duty cycle
d = predocking distance, m
d0 = minimum predocking distance, m
Fi = force and torque column vector at time step i
Fx; Fy; Ti
FMAX = maximum available thrust, N
Fx = chaser thrust force component along x axis of
laboratory coordinate system, N
Fy = chaser thrust force component along y axis of
laboratory coordinate system, N
I = chaser moment of inertia about z axis, kg · m2
k = number of groups for analysis of variance test
M = estimated group mean for Tukey test
m = chaser mass, kg
mf = final chaser mass, kg
mi = initial chaser mass, kg
_mAP = air-pad mass flow rate, kg∕s
N = total number of measurements for analysis of
variance test
n = total number of time steps for docking maneuver
PDA = preset period for calculation of ΔtDA, s
rDf = thruster duty cycle ration between free-flight
phase and final docking approach
rW = maneuver work ration between free-flight phase
and final docking approach
SD = estimated groups standard error for Tukey test
SSB = sum of squares between groups for analysis of
variance test
SSW = sum of square within groups for analysis of
variance test
s = chaser state vector xC; yC; θC; _xC; _yC; _θCT.
sf = final state vector for maneuver
s0 = initial state vector for maneuver
TMAX = maximum available torque, N · m
Tz = chaser torque about z axis of laboratory
coordinate system, N · m
t = maneuver time, s
tD = total duration of docking maneuver, s
tDA = duration of final docking approach, s
tFF = duration of free-flight phase, s
tf = final maneuver time, s
W = maneuver work, J
xC; yCT = planar position vector of chaser center of mass in
laboratory coordinate system, m
xT; yT T = planar position vector of the target center of
rotation in laboratory coordinate system, m
x; y; z = Cartesian coordinate system fixed in laboratory
x 0; y 0; z 0 = Cartesian coordinate system fixed to chaser
spacecraft simulator
x 0 0; y 0 0; z 0 0 = Cartesian coordinate system fixed to target
object
γ = auxiliary maneuver targeting angle, rad
Δm = chaser mass change, kg
Δr = positioning tolerance for completion of docking
maneuver, m
ΔtDA = extended maneuver time beyond nominal
maneuver time, s
ΔtG = time step of the guidance algorithm, s
ζ = auxiliary maneuver targeting angle, rad
θC = chaser orientation angle in relation to laboratory
coordinate system, rad
θT = target orientation angle in relation to laboratory
coordinate system, rad
χij = thruster activity for thruster j at time step
∈ 0; 1, s
ωT = target object angular rate, rad∕s
I. Introduction
AUTONOMOUS rendezvous, proximity maneuvers, anddocking are critical capabilities for the future development of
space assets, and thus have gained increasing attention in the last
decades that were primarily driven by the growing interest in orbital
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assembly of spacecraft and facilities [1–3], on-orbit servicing [4], and
debris removal missions [5]. Rendezvous and proximity maneuvers
often represent the most complex and delicate phases of a space
mission. In addition to requirements for low propellant consumption
and limited maneuvering time, rendezvous and docking guidance
algorithms have to take into account vehicle and mission safety
requirements, as well as collision avoidance and flight-path con-
straints. This holds particularly true in mission scenarios with non-
cooperative target objects on on-orbit servicing and debris removal
missions [6]. Such noncooperative target objects can be in rotating or
tumbling motion with significant rates. Therefore, the guidance and
control strategies must be able to adapt to a range of expected rotation
or tumbling rates and be able to compensate for errors in the
determination of these rates. Most guidance and control strategies
proposed (e.g., [7–13]) involve real-time optimization and trajectory
tracking control. For noncooperative targets, [7] introduces a closed-
loop optimal guidance and feedforward control algorithm that first
guides the chaser spacecraft to a synchronized attitude with the target
object and then achieves manipulator-based capture. Reference [8]
proposes the implementation of a linear quadratic model predictive
control method for the planar docking of a chaser spacecraft with a
rotating object, considering obstacle avoidance under the Clohessy–
Wiltshire dynamics, line-of-sight constraints, and relative velocity
constraints. References [9,10] propose the application of the inverse
dynamics in the virtual domain method together with the sequential
gradient-restoration algorithm (SGRA) as a suboptimal guidance
strategy for the planar dockingmaneuver of a chaser to a target. Open-
loop guidance is investigated in [14,15]. Reference [14] studies the
optimal trajectory of the chaser toward zero relative attitude and
angular velocity with respect to a tumbling target object. The problem
of a minimum-fuel rendezvous is solved by using Pontryagin’s
maximumprinciple. This principle is alsoused by the authors of [15] to
analytically formulate the optimal control problem for minimum-time
and minimum-energy rendezvous trajectories between a controlled
chaser spacecraft anda tumbling target objectwithcollision avoidance.
A trajectory planning algorithm forminimum-fuel direct dockingwith
a tumbling target is also developed in [16].
Since failure of the docking guidance and control system can lead
to spacecraft collisions and mission failure, the evaluation of the
reliability and adaptability of candidate guidance and control
strategies is of key importance.
The methods for the testing of spacecraft dynamics models and
guidance and control strategies can be classified into three main
groups: 1) numerical simulations, 2) hardware-in-the-loop experi-
ments, and 3) experiments on real systems and/or in real environments.
The primary evaluation method for rendezvous and docking
algorithms is the numerical simulation, with examples given in [7–
9,11,14–16]. Numerical simulations typically consider three-dimen-
sional six-degree-of-freedom trajectories [7,14–16], although some
are limited to planar three-degree-of-freedom (3-DOF) trajectories [8–
10] or 3-DOF translation-only trajectories [11]. The simulations are
quick, do not require expensive equipment, and produce instant results
without the need to statistically analyze experimental data. However,
the majority of the numerical simulations does not account for
uncertainties and variations in the performance of actual sensor and
actuator hardware. These limitations can be addressed by conducting
hardware-in-the-loop experiments. Examples for hardware-in-the-
loop testbeds are planar air-bearing simulators for reduced-gravity
maneuvers [11], parabolic flight campaigns [17], and the synchronized
position hold engage and reorient experimental satellites aboard the
International Space Station [12,13].
In-space testing and demonstration of the performance of
autonomous rendezvous, formation flight, and docking strategies
were conducted on the mission’s engineering test satellite VII (ETS-
VII) [18], experimental satellite systems (XSS) 10 and 11 [19,20],
Orbital Express [21], TerraSAR-X add-on for digital elevation
measurement (TanDEM-X) [22], and prototype research instruments
and space mission technology advancement (PRISMA) [23].
NASA’s demonstration for autonomous rendezvous technology
(DART) showed how errors in the programming of the guidance,
navigation, and control system can lead to a collision between the
chaser and target, the depletion of propellant reserves, and
subsequent mission failure [24].
The experimental studies in guidance and control research listed
previously have been limited to a small number of tests to
demonstrate that the guidance and control strategyworks and that the
results meet theoretical predictions, within a margin of error.
However, studies systematically analyzing the effects of variations in
the operating conditions on the performance of the guidance and
control strategy have not been conducted, to the best knowledge of
the authors. The goal of the present paper is to introduce an inverse
dynamics guidance and control strategy for the planar docking
maneuver of a chaser spacecraft and a rotating target object, aswell as
to thoroughly evaluate the performance of the proposed guidance and
control strategy in an experimental campaign. To ensure statistically
significant results, 150 experiments were conducted, with the target
rotation rates and the rate estimation errors being the independent
variables. The dependent variables of the experiments are maneuver
success, the vehicle mass change over the maneuver, the maneuver
duration, the maneuver work, and the thruster duty cycle. The
experimental results are analyzed by using a two-way analysis of
variance (ANOVA) [25] and post hoc Tukey multiple comparison
tests [26]. These methods are commonly used in the evaluation of
piloted [27–31] or teleoperated [32–34] systems to identify signif-
icant differences within data sets with substantial variance. Statistical
analysis methods are not common in the evaluation of the perfor-
mance of autonomous robotic system, since these are considered to
be deterministic in nature and produce small variances in their
performance. As the variation of the target rotation rate and the rate
estimation error, as well as the hardware of the experiment setup,
produces variances in the performance of the guidance and control
algorithm tested in this paper, the use of statistical analysismethods is
required in order to differentiate real effects of the independent
variables from the variances generated by the guidance and control
algorithm and the experiment setup.
The paper is organized as follows. The guidance algorithm is
described in Sec. II. Section III provides thematerials andmethods of
the experimental campaign, followed by the analysis of the acquired
data in Sec. IV. The results of the analysis are discussed in Sec. V.
Section VI concludes the paper.
II. Guidance and Control Algorithm
The guidance and control algorithm proposed in this work is based
on an inverse dynamics approach. First, a trajectory is designed for
the chaser spacecraft by using polynomial functions for which the
coefficients are determined so that the boundary conditions are
satisfied. Subsequently, the chaser spacecraft dynamics is inverted to
obtain the history of the controls (forces and torque). This procedure
is reiterated at each sample time.
A. Open-Loop Guidance and Control Based on Inverse Dynamics
In this work, we focus on a planar docking maneuver between a
chaser spacecraft simulator and a target that is rotating but
nontranslating.We consider the following three Cartesian coordinate
systems, shown in Fig. 1: the inertially fixed coordinate system x, y, z
(fixedwith the laboratory); the coordinate system x 0, y 0, z 0 fixed with
the chaser spacecraft simulator, having its origin on the vehicle center
of mass located at (xC, yC) (assumed to be the geometric center of the
body) and the x 0 axis pointing outward along the boresight of the
docking interface; and the coordinate system x 0 0, y 0 0, z 0 0 chosen
equivalently for the target that is rotating at a constant angular rateωT
around a fixed rotation center located at (xT , yT), as shown in Fig. 1.
The chaser planar dynamics is described by the following equation:
2
4FxFy
Tz
3
5 
2
4m xCm yc
I θC
3
5 (1)
withm as the chaser mass, I as its moment of inertia about the z axis,
θC as the orientation of its body x
0 axis with respect to the x axis, Fx
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and Fy as the thrust components in the inertially fixed coordinate
system, and Tz as its torque about the z axis.
The desired trajectory transfers the chaser spacecraft from a given
initial state s0  xC0 ; yC0 ; θC0 ; _xC0 ; _yC0 ; _θC0 T to a desired final state
sf  xCf ; yCf ; θCf ; _xCf ; _yf; _θCf T at the final maneuver time tf. In
particular, the trajectory must satisfy the differential constraints in
Eq. (1) and meet the following constraints:
s0  s0; stf  sf (2)
jFx0 tjjFxtcosθCtFytsinθCtj≤FMAX t∈ 0;tf (3)
jFy0 tjj−FxtsinθCtFytcosθCtj≤FMAX t∈ 0;tf
(4)
jTztj ≤ TMAX t ∈ 0; tf (5)
Equations (3–5) bound the thrust components in the body frame
and the torque by the maximum available thrust FMAX and
torque TMAX.
The trajectory of the chaser spacecraft is described by the
following third-order polynomial functions
xCt  a0  a1t a2t2  a3t3;
yCt  b0  b1t b2t2  b3t3; t ∈ 0; tf
θCt  c0  c1t c2t2  c3t3 (6)
which imply
_xCt  a1  2a2t 3a3t2;
_yCt  b1  2b2t 3b3t2; t ∈ 0; tf
_θCt  c1  2c2t 3c3t2 (7)
and
xCt  2a2  6a3t; yCt  2b2  6b3t;
t ∈ 0; tf θCt  2c2  6c3t
(8)
The coefficients ai, bi, and ci (i ∈ f0; 1; 2; 3g) are obtained by
imposing the boundary conditions in Eq. (2). For example, for the
x-axis components, we have
xC0  a0  xC0 ; xCtf  a0  a1tf  a2t2f  a3t3f  xCf ;
_xC0  a1  _xC0 ; _xCtf  a1  2a2tf  3a3t2f  _xCf (9)
This implies
a0  xC0 ; a1  _xC0 ; a2 
−3xC0 − 2_xC0 tf − _xCf tf
t2f
;
a3 
2xC0 − 2xCf  _xC0 tf  _xCf tf
t3f
(10)
Similar expressions, omitted for the sake of brevity, are obtained
for the bi and ci coefficients by enforcing the boundary conditions on
the y axis and z axis.
By inserting Eq. (8) into Eq. (1), the following expressions are
obtained for the forces and torque that generate the preset trajectory in
Eq. (6), thus solving the inverse dynamics problem:
Fxt  m2a2  6a3t;
Fyt  m2b2  6b3t; t ∈ 0; tf
Tzt  I2c2  6c3t (11)
To satisfy the constraints on the controls [Eqs. (3–5)], a heuristic
approach was used; namely, the maneuver time was chosen large
enough to avoid the saturation levels for all of the control
components.
B. Closed-Loop Implementation
The inverse dynamics technique discussed so far generates planar
trajectories that transfer the chaser from a given state to an assigned
final state. It is evident that this type of precomputed trajectory is
usable only in the ideal cases of absence of disturbances (e.g., orbital
dynamics, sensor noise, or actuation inaccuracies) and perfectly
known target motion, i.e., a predefined final state condition. To
compensate for system disturbances and to include cases inwhich the
final state is changing, the open-loop inverse dynamics method
described previously is modified to a closed-loop iterative method.
Namely, at each guidance time step ti  ti−1  ΔtG, the current state
of the chaser becomes the new initial state [s0  sti], and the
desired final state and the final time are updated according to new
measurements of the state of the target; subsequently, the inverse
dynamics operation is performed in order to compute the current
values of the controls [Fx 0 ti1, Fy 0 ti1, Tz 0 ti1] that will be
commanded during the following sample interval. This process is
repeated until the desired final state for the chaser spacecraft is
achieved. Figure 2 reports a block diagram of the proposed closed-
loop guidance and control method.
C. Docking Maneuver Design
The target object is assumed to be rotating at a constant angular rate
_θTt  ωT (t ∈ 0; tf). The docking maneuver is divided into two
phases, as illustrated in Fig. 3: a “free-flight phase” and a subsequent
“final docking approach.”
During the first phase of the docking maneuver, the chaser
spacecraft is guided through a free-flight phase maneuver of fixed
duration tFF during which it moves from its initial state to a
predocking state stFF set as follows (see also Fig. 4):
stFF 
2
666664
xT  d cos θTFF
yT  d sin θTFF
θTFF  π
−ωTd sin θTFF
ωTd cos θTFF
ωT
3
777775
(12)
with
Fig. 1 Illustration of the geometry of the maneuver and of the
coordinate systems used.
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θTFF  θTtFF  θT0  ωTtFF (13)
and
d 

d0 if jθTFF − ζj ≤ π2  γ
d0
sinjθTFF−ζj−γ
if jθTFF − ζj > π2  γ (14)
γ  arcsin
0
@ d0
xT − xC02  yT − yC02
q
1
A;
ζ  atan 2yT − yC0; xT − xC0 (15)
where d0 > 0 is a set minimum predocking distance, γ > 0 is half of
the angle subtended by the circle of radius d0 centered on the target as
seen from the initial position of the chaser spacecraft, and ζ > 0 is the
angle between the inertially fixed x axis and the straight line
connecting the center of the chaser spacecraft at the initial time to the
center of the target object. This is illustrated in Fig. 4,with the locus of
possible docking positions in front of the target indicated by the solid
bold line and the loci of possible docking positions behind the target
indicated by the dashed bold line. Furthermore, in order to have an
upper bound on the possible predocking distance, it is assumed that
jθFF − ζj > ε (this condition in practice satisfied by suitably
choosing the starting time of the maneuver).
Notably, the predocking state corresponds to a position “in front of
the target” (with respect to the initial chaser–target configuration) at a
distance d0 from its center if the first condition of Eq. (15) is satisfied.
On the other hand, the predocking state corresponds to a position
“behind the target” at a distance d > d0 from its center if the second
condition of Eq. (15) is satisfied (see also Fig. 4). The distance of
predocking d is chosen to obey to Eq. (15) in order to heuristically
guarantee an impact-free maneuver.
The control actions moving the chaser spacecraft along the free-
flight phase of the maneuver are computed by using the closed-loop
inverse dynamics approach with the following set goal state at each
time step:
sCf ti  sCFFti 
2
666664
xT  d cosθTFFti
yT  d sinθTFFti
θTFFti  π
−ωTd sinθTFFti
ωTd cosθTFFti
ωT
3
777775
(16)
with
θTFFti  θTti  ωTtFFti (17)
and
tFFti  tFF − ti 0 < ti ≤ tFF (18)
The free-flight phase of themaneuver is concluded at the fixed time
tFF, and the chaser spacecraft position is then assumed to be close to
the goal position set, as specified in Eq. (20), i.e., with its docking
cone pointing toward the docking cup of the target object with the
relative linear and angular velocities close to zero.
Once the first phase of the maneuver is concluded, the chaser
spacecraft is guided along a second phase of final docking approach,
of duration tDA, during which it moves from its state at time tFF to a
docked condition in which its docking cone is in full contact with the
docking cup of the target object.
The control actions moving the chaser spacecraft along the final
docking approach phase of the maneuver are computed by using the
closed-loop inverse dynamics approach with the following set goal
state at each time step:
sCf ti  sCDti 
2
666664
xT  dD cosθTDti
yT  dD cosθTD ti
θTD ti  π
−ωTdD sinθTDti
ωTdD cosθTDti
ωT
3
777775
(19)
with
Fig. 2 Closed-loop implementation of the inverse dynamics guidance and control.
Fig. 3 Illustration of the two phases of the docking maneuver.
Fig. 4 Illustration of the possible end conditions at the end of the free-
flight phase.
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θTD ti  θTti  ωTtDti (20)
and
tDti 

tFF  tDAnominal − ti if tFF < ti ≤ tFF  tDAnominal 
ΔtDAti if tFF  tDAnominal < ti < tD
;
(21)
ΔtDAti  ADA

1 − frac

ti −

tFF  tDAnominal
PDA

(22)
where dD is the distance between the chaser and target centers in the
docked configuration. Furthermore, ΔtDAti consists of a reverse
sawtooth wave (i.e., a sequence of truncated negative-slope ramp
functions concatenated together) of preset amplitude ADA and preset
period PDA (for implementation simplicity, tFF, ADA, and PDA are
chosen to be multiples of the guidance sample time ΔtG). The effect
of this mathematical operation is the following: after the nominal
duration of the docking approach phase, a receding “extended
maneuver” time is added periodically until the following “exit
condition” (which is checked at each instant ti) is finally satisfied: the
absolute distance between the chaser spacecraft and the targeted final
position must be smaller than a given docking tolerance Δr:

xCti − xCf ti2  yCti − yCf ti2
q
≤ Δr → tD  ti (23)
atwhich time the chaser spacecraft is fully docked to the target object.
III. Experimental Setup and Methods
The experiments were conducted using a chaser spacecraft
simulator floating on air bearings and a stationary, rotating target
object. The experimental campaign consisted of multiple experiment
series with the target rotation rate and rate estimation error for the
guidance algorithms being the independent variables. The maneuver
data recorded during the experiment were analyzed for the impact of
the independent variables on maneuver effectiveness and maneuver
efficiency using common statistical tests.
A. Experiment Setup
The experiments were conducted at the Spacecraft Robotics
Laboratory of the Naval Postgraduate School In particular, a floating
spacecraft simulator (FSS) was used as chaser spacecraft simulator
for this research. The FSS is an autonomous vehicle moving over air
pads on a 4 × 4 m granite table (see Fig. 5), actuated by compressed-
air thrusters. More details on the FSS testbed hardware and software
architecture were reported in [35,36].
The FSS has a 0.2 × 0.2 m footprint and a height of 0.8 m. With
full air tanks, the chaser mass is 9.5 kg. The air film is generated by a
set of three air pads operating at 410 kPa (60 psi). The FSS is
propelled by a set of eight small thrusters using pressurized air at
690 kPa (100 psi). Each thruster generates 0.159 N of thrust. The
thrusters are controlled in pulse-width modulation using solenoid
valves. The thruster control loop runs at a rate of 10 Hz. The
compressed air for the pneumatic system is stored aboard the FSS in
two 1.15 liter (70 in:3) tanks at 20.7 MPa (3000 psi). The motion of
the FSS is tracked by an external 10-camera Vicon metrology and
tracking system¶ and by an onboard fiber-optic gyroscope. The
onboard computer is aMicrospace PC/104 running a Linux real-time
application interface operating system.** The onboard computer
communicates with its environment via the wireless user datagram
protocol (UDP). The position and attitude of the FSS is determined
offboard by the Vicon system and transmitted to the FSS via the UDP
to be merged with the gyroscope data in a discrete Kalman filter
running on the FSS onboard computer.
Figure 6 shows a picture of the chaser spacecraft simulator and
target object as used for the experiments of this paper. The chaser
spacecraft simulator is equipped with a docking cone. The target
object is a 0.2 × 0.2 × 0.2 m satellite mockup equipped with a
docking-cup receptacle. The docking cone and cup have embedded
permanent magnets in order to enable a passive locking between the
two objects at the end of the dockingmaneuver. The target has a fixed
position on the granite table and is mounted on a high-precision
rotating stage (Newport URS75CC) driven by a controller/driver unit
(Newport ESP 300) to provide precise rotation rates. The rotating
stage was programmed before every experiment series and activated
manually at the beginning of each experiment run.
Figure 7 reports a block diagram of the experimental setup,
geometry, and communication architecture. The chaser spacecraft
simulator guidance program is started and stopped from the coding
and command computer, which is communicatingwith the chaser via
a wireless secure shell. The chaser spacecraft simulator receives its
position and orientation data, as well as the position and orientation
data of the target object, from the Vicon server via a wireless UDP.
Based on the sensor data, the computer autonomously computes the
trajectory to the target object and the associated thruster forces (as
explained in Sec. II) and activates the thrusters via pulse-width
modulation. The onboard time, the FSS’s position and orientation,
the FSS’s linear and angular velocity, the commanded forces and
torques, as well as the thruster activity map are transmitted to the
telemetry logging computer via a wireless UDP.
The initial positions of the chaser and target were identical for all
experiment runs. Theywere heuristically selected in order to provide
a wide range of possible approaching maneuvers without impacting
the generality of the experiment results. Table 1 provides the initial
position and orientation of the chaser spacecraft simulator, the
position and initial orientation of the target object, and the parameters
Fig. 5 Experimental setup at the Spacecraft Robotics Laboratory of the
Naval Postgraduate School.
Fig. 6 Detailed photograph of the chaser spacecraft simulator and
target object.
¶Information available online at http://www.vicon.com [retrieved 2016].
**Information available online at http://www.rtai.org [retrieved 2016].
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of the guidance and control algorithm. Figure 8 shows a synoptic
views of the resulting docking maneuver trajectories.
B. Data and Metrics
Themaneuver success, aswell as the initial and final chasermasses
(mi and mf), were logged manually for each maneuver. For this
purpose, the chaser spacecraft simulator was weighed before and
after each experiment run on a scale with 10−3 kg resolution. The
maneuver data (maneuver time t, chaser and target position and
orientation matrices xC and xT , commanded force matrix in the
chaser body frame f , chaser thruster status matrix ζ) were recorded
automatically during the experiment runs at a rate of 50 Hz.
The performance of the guidance algorithm was measured in
maneuver effectiveness and maneuver efficiency, which are defined
as follows:
1. Maneuver Effectiveness
The metric for the effectiveness of the maneuvers was the
maneuver success rate, which is the percentage of successful
maneuvers in a series of experiments.
2. Maneuver Efficiency
The primary efficiencymetrics were the chasermass change due to
thruster propellant consumption Δm and the maneuver duration tD.
They were evaluated for every successful maneuver. The normalized
chaser propellant mass change Δm was calculated from the initial
mass mi, the final mass mf, the total maneuver time tD, and the
constant mass flow through the air pads _mAP. The air pad mass flow
was determined in a calibration experiment to be constant at
_mAP  7.33 × 10−5 kg∕s. The air pads were active for the complete
maneuver duration plus an estimated additional 10 s during resetting
of the testbed after each experiment run:
Δm  mi − mf  _mAPtD  10 s
mi
(24)
The maneuver duration was divided into two values: total duration
tD and duration of the final docking phase tDA. The total durationwas
the time between the start and end of each trajectory. The duration of
the final maneuver phase was derived by subtracting the fixed
duration of the free-flight phase tFF from tD:
tDA  tD − tFF (25)
The separation of the maneuvers into a free-flight phase and final
docking approach phase allowed a more detailed analysis for the
secondary efficiency metrics thruster duty cycle Df and maneuver
work W. The thruster duty cycle, defined as follows, was used as a
measure for the control system activity. The thruster duty cycle
measured how often the thrusters were active during an approach,
compared to the maximum possible activity, which was all eight
thrusters being active over all n time steps. The activity of thruster j at
time step i was given by the parameter χij ∈ 0; 1. Therefore,
the thruster duty cycle over all thrusters and all time steps was
calculated by
Df 
P
n
i1
P
8
j1 χij
8n
(26)
Themaneuver work was the metric for the energy expended by the
guidance and control system. It was calculated for all n time steps
from the differences in position (x, y) and orientation θ between time
Fig. 7 Block diagram of the experimental setup, geometry, and
communication architecture.
Fig. 8 Synoptic view of the trajectories of the docking maneuvers of the
experimental campaign.
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steps i and i − 1, aas well as the force (Fx, Fy) and torque Tz column
vector Fi in floor coordinates:
W 
Xn
i2
2
4FxFy
Tz
3
5
T
i−1
2
4 xCi − xCi−1yCi − yCi−1
θCi − θCi−1
3
5 (27)
The force and torque matrix Fi in the floor frame was calculated
from the force and torque matrix F 0i in the chaser frame by
2
4FxFy
Tz
3
5 
2
4 cos θC − sin θC 0sin θC cos θC 0
0 0 1
3
5
i
2
4FxFy
Tz
3
5
0
i
(28)
The separation of the two maneuver phases is of interest because the
system performance in the two phases is governed by different
boundary conditions. In the free-flight phase, the guidance algorithm is
moving along a trajectory to reach a point in front of the target’s docking
cupwithin thegiven time.Along this trajectory, theguidance systemcan
make minute adjustments in order to compensate for the actual target
rotation rate as well as for rate estimation errors. During the final
docking, the chasermust keep upwith the actual target rotation in order
to successfully complete the docking maneuver. For this phase, the
different target rotation rates and rate estimation errors were expected to
substantially affect guidance system performance and efficiency.
Also of interest were the allocation of control system activity and
energy expenditure between the free-flight phase and the final
docking phase. This distribution was expressed in the ratios between
the free-flight phase and docking phase values for both thruster duty
cycle rDf and work rW . A ratio larger than one indicates a shift of the
chaser activity toward the final docking phase, and a ratio smaller
than one indicates an emphasis of system activity and energy
expenditure on the free-flight phase:
rDf 
DfDA
DfFF
(29)
rW 
WDA
WFF
(30)
C. Experiment Design
The experiment used a dual-factor design. The independent
variables were the target rotation rate and the rate estimation error.
Since the focus of the study was on docking with rotating targets, the
case of a static target with _θT  0 deg ∕s was not covered. The
maximum target rotation rate was dictated by the capabilities of the
FSS propulsion system. For target rotation rates above 5 deg ∕s, the
chaser spacecraft simulator could no longer keep pace with the target
rotation. The rate estimation errors were chosen at 1 deg ∕s. This
results in the independent variable levels shown in Table 2, with 15
combinations of independent variables. To gather sufficient data for
meaningful statistical analysis, 10 maneuvers were run for every
combination of the target rotation rate and rate estimation error. This
resulted in a total of 150 experiment runs.
D. Procedure
The chaser spacecraft simulator wasweighed before and after each
run to determine the initial and finalmasses for themaneuver. The gas
tanks were refilled after every completed 10-run series. Between
runs, the propellant mass change was compensated by placing
weights on the chaser. The weight of the chaser was measured with a
precision scale with a resolution smaller than 10−3 kg. The
compensation weights used were combinations of 5 × 10−3,
10 × 10−3, and 50 × 10−3 kg. The mean error in mass compensation
over all experiments was 0.09 × 10−3 kg, out of a mean initial chaser
mass of 9.51 kg. In case of testbed malfunctions (such as a
malfunction of the onboard fiber-optic gyroscope, the Vicon system,
or contact of an air pad with dust on the flat floor), the run was
aborted, the testbed was reset, the chaser was weighed, and its mass
was compensated for the next run. This occurred approximately three
times per 10 experiment runs. The chaser and target telemetry was
recorded by a Simulinkmodel on the telemetry logging computer and
saved to .mat files for analysis usingMATLAB. Including the testbed
reset, chaser weighing, and mass compensation, each test run took
approximately 5 min to complete.
IV. Data Analysis
The recorded data were analyzed using common statistical
methods to separate significant effects of the independent variables
from random variations in the performance data. The working
principle of these tests was to compare the variance in the data
between different levels of the independent variables to the variance
in the data within the variable levels. If the variance within a variable
level was as large as or larger than the variance between levels, the
difference between the levels could not be significant. The statistical
significance was usually evaluated at a given confidence level,
commonly set at 5% [25]. The confidence level was the estimated
probability that a difference was considered significant while, in
reality, it was not. Statistical tests must be used to analyze datasets
containing large variances. As such, they are commonly used in the
evaluation of the performance of piloted [27–31] or teleoperated [32–
34] systems. Since the guidance and control algorithm tested in this
paper generated substantial variances in its maneuver performance,
the use of statistical analysis methods was required.
The primary test used to establish the presence of significant
effects in experimental data is called the analysis of variance [25].
The ANOVA tests the so-called “null hypothesis” that the mean
Table 1 Guidance and
control parameters and
experiment geometry
parameters
Parameter Value
Guidance and control
parameters
ADA 2 s
d0 0.42 m
dD 0.28 m
Δr 0.01 m
ΔtG 0.5 s
ε 80 deg
PDA 2 s
tDAnominal 4 s
tFF 38 s
Chaser initial position and
orientation
xC0 1.18 m
yC0 0.2 m
θC0 0 deg
Target position and initial
orientation
xT 3.25 m
yT 2.04 m
θT0 90 deg
Table 2 Experiment independent variables
Independent variable Values, deg ∕s
Target rotation rate _θT 1
2
3
4
5
Rate estimation error ϵ_θ Underestimated: −1 deg ∕s
Nominal: 0 deg ∕s
Overestimated: 1 deg ∕s
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values for all tested groups are equal. To do this for a total of N
measurements taken from k groups, the ANOVA calculates the sum
of squares variances between the groups SSB with the variances
within the individual groups SSW . These variances are then divided
by their individual degree of freedom: k − 1 for SSB and N − k for
SSW to yield the mean squares. The ratio between the mean square
between the groups and the mean square within the groups is then
calculated and compared to the so-called F distribution with the
proper degrees of freedom. If the value for the F distribution is
sufficiently far from one, the null hypothesis can be rejected within
the given confidence level. If the null hypothesis is rejected, there
exist significant differences in the means of the k groups. The results
are then reported in the following fashion:
Fdegrees of freedom between groups;degrees of freedomwithin groups
 appropriateFdistribution
where p is the confidence level for the rejection of the null
hypothesis.
However, the ANOVA can only identify the general absence or
presence of significant effects, but it cannot determine which
combinations of variable levels lead to significant performance
differences. Therefore, datasets with significant differences must be
further analyzed with post hoc multiple-comparison tests: in this
paper, the Tukey honestly significant difference (HSD) test [26]. The
HSD again compares the variance between the groups with the
variance within the groups, estimating the meanM and the standard
error SD for each group.
Maneuver success, chaser mass change, and trajectory duration
were analyzed for the complete maneuvers, whereas the efficiency
metrics thruster duty cycle andwork were analyzed separately for the
free-flight phase and the final docking phase. The efficiency metrics
were only evaluated for successful maneuvers.
The final step in the data analysis was to assess the effects of target
rotation rate and rate estimation error on the ratios between final
docking phase and free-flight phase performance.
A. System Effectiveness: Maneuver Success
Out of the total 150 docking approaches simulated in the
experiment series, a total of 14 docking failures occurred. The
failures always occurred in the final approach phase, and they
commonly resulted in a collision of the docking cone with the rim or
the outside of the docking cup. The initial rendezvous phase was
completed successfully in all 150 approaches. Figure 9 provides an
overview of the maneuver success data, broken up for target rotation
rate and the rate estimation error.
A two-way ANOVA shows the following results: the target
rotation rate has a significant effect on maneuver success
[F4; 149  4.96, p < 0.001], as does the rate estimation error
[F2; 149  12.38, p < 0.001]. The interaction between the target
rotation rate and the rate estimation error does not have significant
effect on the data [F8; 149  1.89, p  0.066]. The results of the
HSD tests are summarized in Table 3. If the target is rotating at
5 deg ∕s, the resulting maneuver success rate is significantly lower
than for 1, 2, and 4 deg ∕s but not lower than for 3 deg ∕s. The rates
of 1, 2, and 4 deg ∕s are not significantly different in success rate
from each other and from 3 deg ∕s, but from 5 deg ∕s. Regarding the
effect of the rate estimation error, the HSD test shows that the rate
estimation errors of −1 and 0 deg ∕s are not different in maneuver
success but show significantly higher maneuver success than a rate
estimation error of 1 deg ∕s.
B. System Efficiency
1. Chaser Mass Change
The data on the chaser mass change over target rotation rate and
rate estimation error for successful docking approaches are reported
in Fig. 10.
The ANOVA shows a significant effect of target rotation rate on
mass change [F4; 135  10.55, p < 0.001] but no effects of the
rate estimation error [F2; 135  1.8, p  0.170] and no
significant interaction effects [F8; 135  1.7, p  0.106]. The
Tukey HSD data for chaser mass change over the target rotation rate
are given in Table 4. The HSD analysis shows that the chaser mass
change at 5 deg ∕s is significantly higher from that at 2 and 3 deg ∕s
but not from 1 and 4 deg ∕s. Furthermore, the mass change at
2 deg ∕s is significantly lower than at 1, 4, and 5 deg ∕s but not than
at 3 deg ∕s. The mass change at 3 deg ∕s is significantly lower than
at 4 and 5 deg ∕s but not than at 1 deg ∕s.
2. Maneuver Duration
The free-flight phase of the maneuver is of fixed preset duration
tFF, but only the nominal duration of the final docking approach total
Fig. 9 Success rates for maneuvers with different target rotation rates
and rate estimation (Est.) errors.
Table 3 TukeyHSD:maneuver success over target rotation rate and
rate estimation error
Target rotation rate, deg ∕s
Rate estimation
error, deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated group
mean, %
100.00 96.67 90.00 93.33 73.33 98.00 98.00 76.00
Estimated
standard error, %
4.66 4.66 4.66 4.66 4.66 3.61 3.61 3.61
Fig. 10 Chaser mass change over target rotation rate and rate
estimation error for successful approaches.
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is preset to tDAnominal ; whereas the actual duration of the final docking
approach, and therefore of the complete maneuver, is affected by the
use of the extended maneuver time as explained in Sec. II and can be
longer than the nominal one. Figure 11 shows that all successful
maneuvers completed in the experiment series had longer durations
than the nominal (tFF  tDAnominal  42 s) due to the uncertainties of
the final maneuver phase. In the final docking approach phase, the
performance of the guidance system is dominated by the relative
geometry between the chaser spacecraft simulator and the target
object, as well as by the number and directions of surface contacts
between chaser and target docking interfaces, and the magnitude and
direction of the resulting impact forces.
The two-way ANOVA shows significant effects of the target
rotation rate [F4; 135  24.062, p < 0.001] and rate estimation
error [F2; 135  7.324,p < 0.001], aswell as the interaction of the
parameters [F8; 135  4.532, p < 0.001]. Regarding the individ-
ual effects of the target rotation rate, the Tukey HSD shows that the
maneuver duration at 5 deg ∕s is significantly higher than at all other
rotation rates, whereas the duration at 2 and 3 deg ∕s is significantly
lower than at 4 and 5 deg ∕s but not different from each other nor
from 1 deg ∕s (see Table 5). The Tukey HSD on the data for rate
estimation error establishes that the duration for the 0 deg ∕s error is
significantly lower than for both underestimated and overestimated
cases, which are also not different from each other (see Table 5).
Table 6 provides the HSD results for the combination of the target
rotation rate and rate estimation error. Of the 15 combinations, the
maneuver duration for the 5 deg ∕s target rotation rate and the
1 deg ∕s rate estimation error is significantly higher than for all other
combinations. In addition, the duration for the 5 deg ∕s target
rotation rate and the −1 deg ∕s estimation error is significantly
higher than most other combinations.
C. Control System Activity: Thruster Duty Cycle
The thruster duty cycles for successful approaches were evaluated
separately for the free-flight phase and the final docking approach
phase. Figure 12 shows the thruster duty cycle data for the free-flight
phase and the final docking approach phase.
1. Free-Flight Phase
For the free-flight phase, the two-way ANOVA shows significant
effects for the target rotation rate [F4; 135  33.28,p < 0.001] and
the rate estimation error [F2; 135  17.05, p < 0.001], as well as
interaction effects [F8; 135  4.22, p < 0.001]. The Tukey HSD
for the individual effects of the target rotation rate and rate estimation
error shows the following: The thruster duty cycles at 3–5 deg ∕s are
not different from each other but significantly lower than at 2 deg ∕s
and at 1 deg ∕s. Furthermore, the duty cycle at 2 deg ∕s is
significantly lower than at 1 deg ∕s (see Table 7). The duty cycle
groups for the three rate estimation errors are all significantly
different from each other, with the cycle at −1 deg ∕s as the highest
and the cycle at 1 deg ∕s as the lowest (see Table 7).
Table 8 reports the Tukey HSD results for the interaction effects of
the target rotation rate and rate estimation error on the free-flight
thruster duty cycle. The analysis shows that the combination
1 deg ∕s rotation rate∕ − 1 deg ∕s estimation error and the 1 deg ∕s
rotation rate∕0 deg ∕s estimation error generate significantly higher
free-flight phase thruster duty cycles than all other combinations
while not being different from each other. Although there exist
significant differences in between the other combinations, there are
no clear trends regarding the interaction of the target rotation rate and
rate estimation error.
2. Final Docking Approach Phase
For the final docking approach phase, the two-way ANOVA also
shows a significant effect of the target rotation rate
[F4; 13526.954, p < 0.001], as well as multiple significant
interaction effects of the rotation rate and rate estimation error
[F8; 135  3.816, p < 0.001]. The estimation error by itself does
not have significant effects on the duty cycle [F2; 135  2.79,
p  0.066]. The post hocHSD test (see Table 9) shows three rotation
rate groups differing significantly in the final docking approach phase
thruster duty cycles, listed in order of increasing duty cycle:2 deg ∕s,
1 and 3 deg ∕s, and 4 and 5 deg ∕s.
Table 4 TukeyHSD: chasermass change over target rotation
rate
Target rotation rate, deg ∕s
Parameter 1 2 3 4 5
Estimated group mean, % 0.12 0.10 0.11 0.12 0.14
Estimated standard error, % 0.004 0.004 0.004 0.004 0.005
Fig. 11 Completemaneuverduration over target rotation rates and rate
estimation errors.
Table 5 Tukey HSD: maneuver duration over target rotation rate
and rate estimation error
Target rotation rate, deg ∕s
Rate estimation
error, deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated
group mean, s
48.57 47.23 46.95 49.42 53.39 49.58 47.98 49.77
Estimated
standard error, s
0.45 0.45 0.48 0.46 0.56 0.35 0.35 0.42
Table 6 Tukey HSD: maneuver duration over combined target
rotation rate and rate estimation error
Combination
Target
rotation
rate,
deg ∕s
Rate
estimation
error,
deg ∕s
Estimated
group
mean, s
Estimated
standard
error, s
Significantly
different from
1 1 −1 50.15 0.77 15
2 2 48.72 0.77 15
3 3 47.48 0.77 5, 15
4 4 49.43 0.77 15
5 5 52.12 0.81 3, 6–8, 11–13,
15
6 1 0 47.70 0.77 5, 15
7 2 46.60 0.77 5, 15
8 3 46.81 0.77 5, 15
9 4 49.06 0.77 15
10 5 49.74 0.81 15
11 1 1 47.85 0.77 5, 15
12 2 46.37 0.81 5, 15
13 3 46.56 0.92 5, 15
14 4 49.77 0.86 15
15 5 58.32 1.22 1–14
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The HSD analysis results for interaction effects are provided in
Table 10. The analysis shows multiple significant differences
between the possible combinations, but no combinations clearly
stand out from the data.
3. Control System Activity Ratio
The duty cycle ratios (see Fig. 13) are consistently larger than one,
which means that the control system is more active during the final
docking phase than during the free-flight phase. This was expected,
as the chaser spacecraft simulator is mostly coasting during the free-
flight phase, whereas it is required to track the target rotation during
the final maneuver. The two-way ANOVA shows that the activity
distribution between the two maneuver phases is significantly
impacted by the target rotation rate [F4; 135  54.73, p < 0.001]
and the rate estimation error [F2; 135  15.73,p < 0.001], as well
as by their interactions [F8; 135  5.50,p < 0.001]. The results of
the post hoc HSD tests for the individual effects are given in Table 11.
Regarding the target rotation rate, the analysis shows that the rotation
rates of 1 and 2 deg ∕s form the group with the lowest duty cycle
ratio, 4 and 5 deg ∕s have the highest duty cycle ratio, and 3 deg ∕s
lies in the middle, which is significantly different from the other two
groups. The trend visible in the data is an almost linear increase in
duty cycle ratio from 3 to 5 deg ∕s. Regarding the effects of the rate
Fig. 12 Thruster duty cycles over target rotation rate and rate estimation error.
Table 7 Tukey HSD: free-flight thruster duty cycle over target
rotation rate and rate estimation error
Target rotation rate, deg ∕s
Rate estimation
error, deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated
group mean, %
6.10 5.40 4.76 5.02 4.72 5.52 5.22 4.86
Estimated
standard error, %
0.09 0.10 0.10 0.10 0.12 0.07 0.07 0.09
Table 8 Tukey HSD: free-flight thruster duty cycle over combined
target rotation rate and rate estimation error
Combination
Target
rotation
rate,
deg ∕s
Rate
estimation
error,
deg ∕s
Estimated
group
mean, %
Estimated
standard
error, %
Significantly
different from
1 1 −1 6.57 0.16 2–5, 7–15
2 2 5.69 0.16 1, 3, 5, 6, 8–10,
13, 14
3 3 4.91 0.16 1, 2, 4, 5
4 4 5.71 0.16 1, 3, 5, 6, 8–10,
13, 14
5 5 4.73 0.17 1, 2, 4, 5
6 1 0 6.50 0.16 2–5, 7–15
7 2 5.49 0.16 1, 6, 8, 9, 14
8 3 4.69 0.16 1, 2, 4, 6, 7
9 4 4.70 0.16 1, 2, 4, 6, 7
10 5 4.73 0.17 1, 2, 4, 6
11 1 1 5.22 0.16 1, 6
12 2 5.02 0.17 1, 6
13 3 4.68 0.19 1, 2, 4, 6
14 4 4.65 0.18 1, 2, 4, 6, 7
15 5 4.71 0.26 1, 6
Table 9 Tukey HSD: final docking approach thruster duty
cycle over target rotation rate
Target rotation rate, deg ∕s
Parameter 1 2 3 4 5
Estimated group mean, % 18.81 17.07 19.61 22.36 22.77
Estimated standard error, % 0.43 0.44 0.46 0.45 0.54
Table 10 Tukey HSD: final docking thruster duty cycle over
combined target rotation rate and rate estimation error
Combination
Target
rotation
rate,
deg ∕s
Rate
estimation
error,
deg ∕s
Estimated
group
mean, %
Estimated
standard
error, %
Significantly
different from
1 1 −1 17.00 0.74 4, 5, 9–11, 14,
15
2 2 15.27 0.74 3–5, 8–11, 14,
15
3 3 20.48 0.74 2, 10
4 4 22.77 0.74 1, 2, 6, 7, 12, 13
5 5 21.84 0.78 1, 2, 6, 7
6 1 0 17.93 0.74 4, 5, 9–11, 14
7 2 17.17 0.74 4, 5, 9–11, 14,
15
8 3 19.77 0.74 2, 10
9 4 22.11 0.74 1, 2, 6, 7
10 5 24.22 0.78 1–3, 6–8, 12, 13
11 1 1 21.50 0.74 1, 2, 6, 7
12 2 18.78 0.78 4, 10
13 3 18.58 0.89 4, 10
14 4 22.20 0.83 1, 2, 6, 7
15 5 22.24 1.17 1, 2, 7
Table 11 Tukey HSD: thruster duty ratio over target rotation rate
and rate estimation error
Target rotation rate, deg ∕s
Rate estimation
error, deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated group
mean
3.18 3.19 4.13 4.53 4.83 3.64 4.00 4.28
Estimated standard
error
0.10 0.10 0.10 0.10 0.12 0.07 0.07 0.09
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estimation error, the analysis shows that all three rate estimation
errors generate significant different groups in the duty cycle ratio
data, with the ratio increasing from −1 through 1 deg ∕s.
Table 12 reports the HSD test results for the interaction effects on
the thruster duty cycle ratio. The data show multiple significant
differences between the possible combinations but no trends different
to the analysis of the individual effects.
D. Energy Expenditure: Maneuver Work
The mechanical work done during the successful maneuvers was
also evaluated separately for the free-flight phase and the final
docking approach phase, as reported in Fig. 14.
1. Free-Flight Phase
The two-way ANOVA for the free-flight data shows significant
differences between the target rotation rates [F4; 135  34.41,
p < 0.001] and between the rate estimation errors [F2; 135 
19.94, p < 0.001]. There are no significant interaction effects
[F8; 135  1.24, p  0.280]. The post hoc HSD test shows the
highest maneuver work at a target rotation rate of 1 deg ∕s and the
lowest maneuver work at 3 deg ∕s. The rotation rates of 3, 4, and
5 deg ∕s form a distinct group between those two values (see
Table 13). Regarding the rate estimation error, the HSD test shows
1 deg ∕s generating the lowest maneuver work, with −1 and
0 deg ∕s forming one group with significantly higher maneuver
work (see Table 13).
2. Final Docking Approach Phase
Processing thework data for the final docking phase,ANOVAresults
indicate significant effects for the target rotation rate [F4; 135 
96.60, p < 0.001], the rate estimation error [F2; 135 
17.01, p < 0.001], and the interactions [F8; 135  7.91,
p < 0.001]. The post hoc HSD analysis data for the individual effects
of rotation rate and estimation error are provided in Table 14. The
rotation rates of 1–3 deg ∕s form one group in maneuver work. The
data then show a significant increase in maneuver work toward
4 deg ∕s and another significant increase toward 5 deg∕s. A rate
estimation error of 0 deg∕s generates significantly lower maneuver
work than −1 and 1 deg∕s, which are not different from each other.
The results of the HSD test regarding the interaction effects are
given in Table 15. The combination of the 5 deg ∕s rotation rate and
1 deg ∕s estimation error generates significantly higher maneuver
work than all other combinations. In addition, the combinations with
rotation rates of 1–3 deg ∕s formonegroup (with the exception of the
combination 1 deg ∕s rotation rate∕ − 1 deg ∕s estimation error)
that is significantly lower than the group with 4 and 5 deg ∕s
rotation rates.
3. Energy Expenditure Ratio
Figure 15 reports the maneuver work ratios between the final
docking approach and the free-flight phase. Except for the
combination of the 5 deg ∕s target rotation rate and 1 deg ∕s rate
estimation error, the maneuver work ration is smaller than one.
Therefore, themajority of themaneuverwork is done during the free-
flight phase.
The two-way ANOVA shows that the maneuver work ratio is
significantly affected by the target rotation rate [F4; 135  101.94,
p < 0.001] and the rate estimation error [F2; 135  27.91,
p < 0.001], as well as by the interaction of the two independent
parameters [F8; 135  11.72, p < 0.001]. The post hoc Tukey
HSD for individual effects (see Table 16) shows that the target
rotation rates of 1–3, 4, and 5 deg ∕s form significantly different
groups with the maneuver work expenditure shifting gradually from
the free-flight phase to the final docking approach with increasing
target rotation rate. The three rate estimation errors also form three
significantly different groups (see Table 16), with 0 deg ∕s
generating the lowest maneuver work ratio and 1 deg ∕s the highest.
The effects of the interaction of the independent variables are
shown in Table 17. For each of the rate estimation errors, the data
show the gradual shift of the maneuver work from the free-flight
phase toward the final docking approach with an increasing target
rotation rate. The work ratios for the rotation rates of 13 deg ∕s are
not different between the rate estimation errors. Thework ratios for 4
and 5 deg ∕s are also essentially equal for all rate estimation errors,
with the exception of 5 deg ∕s at a 1 deg ∕s estimation error. This
combination generates the significantly highest maneuver work ratio
of all possible combinations. At this combination, the work ratio
reaches a value larger than one, so the spacecraft simulator actually
expends more energy during the final docking approach than during
the free-flight phase.
V. Discussion
The data analysis shows that the guidance and control algorithm
presented in this paper functions over a range of target rotation rates
and with substantial rate estimation errors. Nonetheless, both the
effectiveness and the efficiency are significantly affected by the target
rotation rate and by rate estimation errors.
For target rotation rates between 1 and 4 deg ∕s, the maneuver
success rate shows no statistically significant changes. For the
maneuvers with underestimated and nominal expected rates, the
maneuver success was 100% in this rate range. For 5 deg ∕s, the
estimated group mean for the maneuver success rate drops to 73%.
Therefore, this rotation rate can be considered a threshold value for
reliable performance of the control system. However, this limit is
Fig. 13 Thruster duty cycle ratio over target rotation rate and rate
estimation error.
Table 12 TukeyHSD: thruster duty ratio over combination of target
rotation rate and rate estimation error
Combination
Target
rotation
rate,
deg ∕s
Rate
estimation
error,
deg ∕s
Estimated
group
mean
Estimated
standard
error
Significantly
different from
1 1 −1 2.62 0.16 3–5, 8–15
2 2 2.69 0.16 3–5, 8–15
3 3 4.19 0.16 1, 2, 6, 7, 10
4 4 4.06 0.16 1, 2, 6, 7, 10
5 5 4.64 0.17 1, 2, 6, 7, 12
6 1 0 2.79 0.16 3–5, 8–15
7 2 3.13 0.16 3–5, 8–11, 14, 15
8 3 4.21 0.16 1, 2, 6, 7, 10
9 4 4.73 0.16 1, 2, 6, 7, 12
10 5 5.13 0.17 1–4, 6–8, 11–13
11 1 1 4.13 0.16 1, 2, 6, 7, 10
12 2 3.75 0.17 1, 2, 5, 6, 9, 10,
14
13 3 3.98 0.20 1, 2, 6, 10
14 4 4.80 0.18 1, 2, 6, 7, 12
15 5 4.72 0.26 1, 2, 6, 7
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most probably due to the restrictions of the propulsion system of the
FSS and not an inherent limitation of the algorithm. Regarding rate
estimation error, the control system reaches an estimated mean
success rate of 98% over all target rotation rates for underestimated
and nominal rates. However, the estimated group mean for success
rate decreases to 76% in the case of overestimated rates. The fact that
the drop in success rates starts at a low actual target rate of 2 deg ∕s
indicates that this decrease represents a limitation of the robustness of
the guidance and control algorithm rather than a limitation of the
testbed.
Therefore, it can be stated that the control system as employed in
the FSS testbed shows reliable performance in the target rotation rate
range of 1–4 deg ∕s, as long as the estimated target rate provided to
the guidance and control algorithm is lower than or equal to the actual
rotation rate.
The chaser spacecraft simulator mass change and maneuver
completion time show aminimum at 2 or 3 deg ∕s, with a significant
subsequent increase toward 5 deg ∕s. This behavior can be explained
in part by the initial geometry of the experiments and in part by the
increase in control system effort to keep pacewith the target at higher
rates. The combination of initial geometry and commanded
maneuver time results in the target docking cup approaching an
optimum position for docking at target rates between 2 and 3 deg ∕s.
This eliminates the need for the chaser to circumnavigate the target in
order to reach the docking port, which becomes pronounced at 1 and
4 deg ∕s. At 5 deg ∕s, the chaser must chase the docking cup for
almost half a target rotation, which results in an increased propellant
consumption and maneuver time. The maneuver completion time is
also significantly impacted by the rate estimation errors. Compared to
the nominal estimation case, the maneuver takes longer to complete
for both underestimated and overestimated cases. This was mostly
due to the chaser docking probe colliding with the cup before
successful docking contact, which resulted in delayed completion of
the maneuver. This shows that the errors in rate estimation cause a
decrease in positioning accuracy during the final docking phase. The
propellant consumption was not significantly impacted by the rate
estimation errors.
These trends are also visible in the data for control system activity
(thruster duty cycle) and energy expenditure (maneuver work). For
the free-flight phase, the duty cycle decreases between the target
rotation rates of 1 and 3 deg ∕s, and then it stays almost constant until
5 deg ∕s. This shows the decreasing effort of the control system
when a circumnavigation of the target is not necessary in order to
arrive at a position in front of the docking cup at the end of the free-
flight phase. In the final docking phase, the minimum is located at
Table 13 Tukey HSD: free-flight maneuver work over combined
target rotation rate and rate estimation error
Target rotation rate, deg ∕s Rate estimation error,
deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated
group
mean, J
0.0920 0.0756 0.0656 0.0723 0.0756 0.0814 0.0780 0.0691
Estimated
standard
error, J
0.0016 0.0017 0.0017 0.0017 0.0020 0.0013 0.0013 0.0015
Table 14 Tukey HSD: final docking maneuver work over target
rotation rate and rate estimation error
Target rotation rate, deg ∕s Rate estimation error,
deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated
group
mean, J
0.0331 0.0283 0.0304 0.0529 0.0805 0.0470 0.0377 0.0504
Estimated
standard
error, J
0.0019 0.0020 0.0021 0.0020 0.0024 0.0015 0.0015 0.0018
Fig. 14 Maneuver work over target rotation rate and estimation error for free flight and final docking.
Table 15 Tukey HSD: final docking approach maneuver work over
combined target rotation rate and estimation error
Combination
Target
rotation
rate,
deg ∕s
Rate
estimation
error,
deg ∕s
Estimated
group
mean, J
Estimated
standard
error, J
Significantly
different from
1 1 −1 0.0449 0.0033 5–7, 10, 15
2 2 0.0306 0.0033 4, 5, 9, 10, 14,
15
3 3 0.0342 0.0033 4, 5, 9, 10, 14,
15
4 4 0.0564 0.0033 2, 3, 6–8, 11–13
5 5 0.0688 0.0035 1–3, 6–9, 11–13
6 1 0 0.0229 0.0033 1, 4, 5, 9, 10, 14,
15
7 2 0.0250 0.0033 1, 4, 5, 9, 10, 14,
15
8 3 0.0293 0.0033 4, 5, 9, 10, 14,
15
9 4 0.0488 0.0033 2, 5, 6–8, 11–13,
15
10 5 0.0627 0.0035 1–3, 5–8,
11–13, 15
11 1 1 0.0315 0.0033 4, 5, 9, 10, 14,
15
12 2 0.0295 0.0035 4, 5, 9, 10, 14,
15
13 3 0.0278 0.0040 4, 5, 9, 10, 14,
15
14 4 0.0535 0.0037 2, 3, 6–8, 11–13,
15
15 5 0.1099 0.0053 1–14
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2 deg ∕s. The data formaneuverwork show similar behavior. For the
free-flight phase, theminimum is found at 3 deg ∕s, with amaximum
at 1 deg ∕s, again due to the circumnavigation requirement at that
rate. For the docking phase, the target rotation rates of 1–3 deg ∕s
form one group, followed by a significant increase toward 5 deg ∕s.
This clearly shows the increasing amount of maneuver energy
required to follow the target’s rotary motion at higher rates.
Regarding the effects of the rate estimation error, the control
system activity and energy expenditure show different trends. During
the free-flight phase, the control system activity experiences a
significant, almost linear decrease from the underestimated case over
the nominal case to the overestimated case. However, during the
docking phase, there is no significant effect of the rate estimation
error. Similar to the thruster duty cycle data, the maneuver work data
for the free-flight phase show a significant decrease between −1 and
1 deg ∕s of the rate estimation error. During the docking, the
underestimated and overestimated cases show equal mean maneuver
work, whereas the significant minimum is located at a 0 deg ∕s
estimation error.
The final step in the analysis is to evaluate the metric ratios
between the docking phase and the free-flight phase. Here, the
control system activity ratio shows a steady increase with increasing
target rotation rates. In addition, the ratio also increases from the −1
and 1 deg ∕s rate estimation error. The energy expenditure ratio
shows an evenmore pronounced increasewith the target rotation rate,
whereas the nominal estimation case produces a minimum in the
ratio, with the maximum at the overestimated case. This clearly
shows that, for higher target rates and rate estimation errors, the
control system effort is increasingly shifted from the free-flight phase
to the docking phase, with docking cup chasing and position error
correction becoming increasingly demanding.
Overall, the guidance and control algorithm shows robust
performance over a wide range of target rotation rates. In the range of
rotation rates tested in our experiments, the effectiveness of the
control system was apparently mainly limited by the thrust
limitations of the testbed. Regarding efficiency, the dominating factor
seems to be the interaction of the initial geometry of each trajectory
and the target rotation rate. For certain combinations, in our
experiments at 2 and 3 deg ∕s, the maneuvers were completed with
low thruster activity and maneuver work, and hence propellant
consumption.At target rotation rates approaching5 deg ∕s, the effort
required to following the rotary motion of the target becomes
substantial, resulting in significantly reduced maneuver efficiency.
Therefore, the initial geometry of the approach phase represents the
major variable in optimizing the maneuver efficiency.
The effects of the rate estimation error are decoupled from the
mentioned testbed and geometry effects. In general, the effectiveness
of the control system suffers less from underestimated rates than from
overestimated rates, as clearly shown by the maneuver success rates.
Since the chaser mass change, which represents propellant
consumption and thus serves as the primary efficiency metric, does
not show significant effects of the rate estimation error, it is concluded
that the estimation errors do not have any significant effect on the
overall efficiency of the control system.
VI. Conclusions
This paper presents an inverse dynamics guidance and control
strategy for a spacecraft docking maneuver with a rotating target and
a detailed evaluation of its performance given variations in target
rotation rate and rate estimation error. The guidance strategy
generates commands for planar docking trajectories between a chaser
spacecraft and a rotating object. The recorded data of 150
experimental test runs were analyzed regarding maneuver success,
chaser mass change, maneuver duration, thruster duty cycle, and
maneuver work over target rotation rates between 1 and 5 deg ∕s and
rate estimation errors of−1, 0, and 1 deg ∕s. Since the guidance and
control algorithm performs real-time on-the-run maneuver
computations based on the situation at each time step, it generates
a substantial variance in its performance. Therefore, thorough
statistical analysis becomes necessary, similar to human-in-the-loop
experimentation. The analysis methods used are the analysis of
variance and Tukey honestly significant difference tests. The results
show that the guidance and control algorithm provides performance
over a range of target rotation rates spanning from 1 to 4 deg ∕s. The
effects of the rate estimation errors are measurable but not dominant.
The experiments also show that the initial geometry of the experiment
and the restrictions of the spacecraft hardware (in particular, the
maximum thrust of the cold-gas thrusters) have a significant impact
on the performance of the guidance and control strategy. Therefore,
the final approach and docking phase of an operational on-orbit
Fig. 15 Maneuver work ratio over target rotation rate and rate
estimation error.
Table 16 Tukey HSD: final docking maneuver work over target
rotation rate and rate estimation error
Target rotation rate, deg ∕s Rate estimation error,
deg ∕s
Parameter 1 2 3 4 5 −1 0 1
Estimated
group
mean
0.366 0.375 0.464 0.742 1.103 0.580 0.503 0.747
Estimated
standard
error
0.027 0.027 0.029 0.028 0.034 0.021 0.021 0.025
Table 17 Tukey HSD: final docking approach maneuver work over
target rotation rate and estimation error
Combination
Target
rotation
rate,
deg ∕s
Rate
estimation
error,
deg ∕s
Estimated
group
mean
Estimated
standard
error
Significantly
different from
1 1 −1 0.465 0.047 4, 5, 10, 14, 15
2 2 0.385 0.047 4, 5, 9, 10, 14, 15
3 3 0.514 0.047 5, 6, 10, 14, 15
4 4 0.720 0.047 1, 2, 6–8, 11–13,
15
5 5 0.818 0.049 1–3, 6–8, 11–13,
15
6 1 0 0.242 0.047 3–5, 9, 10, 14, 15
7 2 0.328 0.047 4, 5, 9, 10, 14, 15
8 3 0.434 0.047 4, 5, 9, 10, 14, 15
9 4 0.686 0.047 2, 6–8, 11, 12, 15
10 5 0.826 0.049 1–3, 6–8, 11–13
11 1 1 0.390 0.047 4, 5, 9, 10, 14, 15
12 2 0.411 0.049 4, 5, 9, 10, 14, 15
13 3 0.444 0.056 4, 5, 9, 14, 15
14 4 0.821 0.052 1–3, 6–8, 11–13
15 5 1.667 0.074 1–14
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servicing or debris removal mission must be properly set up to
initially position the chaser spacecraft within the optimum
performance envelope of the guidance and control system. For the
initial geometry of our experiments, the maximum efficiency of the
tested maneuvers was reached at rotation rates of 2 and 3 deg ∕s.
The results of the experimental analysis cannot be taken as general
statements on the behavior of the guidance algorithms for docking
with rotating targets. Nonetheless the methods of analysis is of
general application and the results serve the verification of numerical
simulation models. These models will allow computer simulations
for all possible initial geometries and target rates, which will result in
a complete characterization of the performance envelope of the
guidance system.
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