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ESTIMACIÓN DE UN MODELO LOGIT PARA DATOS CORRELACIONA-
DOS. COMPARACIÓN DE LOS ENFOQUES CLÁSICO Y BAYESIANO   
1. INTRODUCCIÓN 
En muchas aplicaciones los individuos bajo estudio presentan algún tipo de agrupa-
miento que provoca que las observaciones provenientes de sujetos de un mismo grupo tien-
dan a estar correlacionadas. Tal es el caso de los estudios multicéntricos, en los cuales se 
presupone que las mediciones de sujetos pertenecientes al mismo centro tienden a parecer-
se más entre ellas que con las de otros centros o grupos. En el análisis estadístico de este 
tipo de datos frecuentemente se busca modelar respuestas como función de covariables, 
ajustando los resultados por esta potencial correlación. Un enfoque posible  para ello es el 
que incluye en el modelo efectos no observados que  varían aleatoriamente y reciben el 
nombre de efectos aleatorios (Goldstein, 2003; Fitzmaurice et al., 2004). 
Estos modelos constituyen la clase de los denominados modelos lineales generaliza-
dos mixtos (MLGM), los cuales admiten variables respuestas no normales y permiten mode-
lar una función de la media a través de efectos fijos, asociados a variables medidas tanto a 
nivel individual como grupal, y de efectos aleatorios en el predictor lineal, los que general-
mente se suponen distribuidos normalmente.  
El enfoque clásico de estimación de estos modelos es el de máximo-verosimilitud ya 
que es posible especificar la función de probabilidad paramétrica completa. Otra alternativa 
de estimación proviene del paradigma bayesiano, el cual hace uso de una distribución a 
priori que describe creencias acerca de esas cantidades desconocidas, parámetros, inde-
pendiente de los datos. 
Browne y Draper (2006) compararon los resultados de la aplicación de la inferencia 
clásica y bayesiana para este tipo de modelos, también denominados jerárquicos. Bajo el 
enfoque bayesiano estos modelos requieren especificar la distribución a priori del parámetro 
de escala o hiperparámetro. Gelman (2006) estudió el comportamiento de diferentes distri-
buciones a priori para dicho hiperparámetro. 
En este trabajo se realiza un estudio por simulación para comparar las estimaciones 
de los parámetros de un modelo logit con intercepto aleatorio para datos agrupados con 
diferente nivel de correlación a partir del enfoque clásico y el bayesiano.  
En la sección siguiente se describe brevemente el modelo estadístico utilizado, segui-




2.1. Modelo lineal generalizado mixto 
Un MLGM se puede formalizar de la siguiente manera. Sea     la respuesta para el j-
ésimo individuo del i-ésimo grupo, la cual puede ser continua, binaria o de conteo. Asociado 
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con cada     hay un vector (fila) X   de dimensión 1x(p+1), que contiene el valor 1 asociado al 
intercepto y el valor de p covariables que pueden variar de grupo a grupo o bien de individuo 
a individuo dentro de cada grupo. 
Para el caso particular en que Yij es una respuesta binaria, un posible MLGM simple es 
un modelo logístico con interceptos aleatorios que se especifica de la siguiente forma (Fitz-
maurice et al., 2004): 
1.- Condicional sobre un único efecto aleatorio,   , las Yij son independientes y tienen una 
distribución de probabilidad Bernoulli, con 
                                     V   Y       E Y      { -E Y      }       (1) 
2.- La media condicional de     depende de efectos fijos y aleatorios a través de la si-
guiente expresión: 
           o {
   Y        
 -   Y        
} X                          (2) 
Es decir la media condicional de Yij se relaciona con el predictor lineal a través del enlace 
logit, siendo   el vector de (p+1) parámetros fijos. 
3.- El único efecto aleatorio    tiene una distribución de probabilidad univariada con media 
cero y variancia   
  que usualmente se supone Normal. 
La premisa básica de los MLGM es que la correlación entre las unidades de un mismo 
grupo puede pensarse que surge por el hecho de compartir un conjunto de efectos aleato-
rios. Condicional sobre los efectos aleatorios, las observaciones de diferentes grupos se 




2.2. Métodos de estimación 
Una vez postulado un MLGM, el método de estimación máximo-verosímil requiere especi-
ficar la función de verosimilitud que se considera función de los parámetros dadas las obser-
vaciones, esto es: 
                L        ∫      ;     ;                 (3) 
Esta expresión generalmente es difícil de resolver y se complica aún más cuando el nú-
mero de efectos aleatorios aumenta. Se pueden utilizar métodos de integración numérica 
para aproximar la verosimilitud. El error inducido por reemplazar la integral por una suma 
finita, como lo hacen  los métodos de cuadratura de Gauss-Hermite, se hace cada vez más 
difícil de controlar a medida que la dimensión de la integral aumenta. Las aproximaciones 
convergen a las estimaciones máximo-verosímiles (MV) a medida que el número de puntos 
de cuadratura se incrementa de una manera apropiada para la integración numérica (Song, 
2007). 
Por otro lado, el enfoque bayesiano tiene dos partes: un modelo estadístico que describe 
la distribución de los datos dadas cantidades desconocidas y una distribución a priori que 
describe las creencias acerca de esas cantidades desconocidas independiente de los datos. 
En este sentido el enfoque bayesiano trata a los parámetros como variables aleatorias con 
una determinada distribución de probabilidad y la inferencia estadística descansa totalmente 
en la distribución a posteriori de los parámetros, dados los datos. Para obtener estas distri-
buciones a posteriori se deben elegir previamente las distribuciones a priori de los paráme-
tros del modelo, las que se combinan luego con la función de verosimilitud de la siguiente 
manera, según el teorema de Bayes (Dobson, 2008; Bernardo & Smith, 1994): 
                    
              
    
        (4) 
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El denominador de esta expresión depende sólo de los datos por lo que resulta irrelevan-
te para la inferencia sobre los parámetros; de ahí que la distribución a priori multiplicada por 
la función de verosimilitud determina finalmente la distribución a posteriori. 
Excepto en casos particulares, no hay una expresión cerrada para la distribución a poste-
riori, por lo que se usan métodos de remuestreo para aproximarla. El método más conocido 
es el MCMC, por el cual se diseña un proceso estocástico con forma de Cadena de Markov 
de manera tal que la distribución estacionaria sea la distribución a posteriori del parámetro 
de interés. 
El proceso comienza con la selección de estimaciones iniciales y se desprecia un primer 
tramo de la cadena hasta que la distribución sea cercana a la estacionaria. Los restantes 
valores simulados se supone que proveen información acerca de la distribución a posteriori. 
Como las observaciones sucesivas de la cadena de Markov están correlacionadas, se poda 
el proceso para obtener observaciones levemente correlacionadas. Finalmente cuando se 
tienen las suficientes observaciones después del descarte de forma de aproximarse lo mejor 
posible a la distribución a posteriori, se obtienen medidas resumen de interés como la me-
dia, modo y desviación estándar, las cuales proveen información sobre los parámetros del 
modelo.  
La metodología bayesiana necesita especificar distribuciones a priori para todos los pa-
rámetros del modelo, lo cual puede llegar a ser una complicación en el caso particular abor-
dado ya que, además de especificar una distribución a priori para los parámetros fijos del 
modelo, es necesario especificar la distribución a priori del hiperparámetro relacionado con 
la variancia del efecto aleatorio. Gelman (2006) señala inconvenientes en el uso de la distri-
bución inversa gamma no informativa como distribución a priori de la variancia del efecto 
aleatorio y sugiere utilizar la distribución uniforme para la desviación estándar como también 
     st   uc ón “     C uc  ” espec   mente p    e  c so  e    up m ento en esc s  c nti-
dad de grupos. 
 
 
3. ESTUDIO DE SIMULACIÓN 
Se diseña un estudio por simulación a fin de comparar el comportamiento de los estima-
dores de los parámetros de un MLGM particular: un modelo logit con intercepto aleatorio y 
una única variable explicativa, el cual se formaliza de la siguiente manera: 
           o {
   Y        
 -   Y        
}          X   c                     (5) 
donde c es una constante cuya magnitud produce diferentes niveles de correlación intra-
grupo. El modelo permite generar datos con una estructura de correlación intercambiable (es 
decir, todos los pares de observaciones dentro de cada grupo están igualmente correlacio-
nados). Se ha comprobado en otros trabajos la relación entre la magnitud del coeficiente c y 
el grado de correlación entre las respuestas de los individuos de un mismo grupo para dife-
rentes valores de c considerando que un valor de c=1 produce grupos de baja correlación y 
un valor de c=4, alta correlación intra-grupo. 
Los estimadores a evaluar son los obtenidos por el método de máxima verosimilitud (MV) 
implementado en el procedimiento GLIMMIX de SAS y el método bayesiano proporcionado 
por el procedimiento MCMC del mismo programa computacional. 
Para llevar adelante el estudio por simulación se generan datos a partir del algoritmo em-
pleado por  Evans y Hosmer (2004), que considera el modelo (5). En él, Xij es el valor asu-
mido por una variable tipo Bernoulli con probabilidad igual a 0.5 y bi es el valor asumido por 
una variable aleatoria Normal (0,1). Por último el coeficiente c, con los valores 1 y 4 permiten 
representar situaciones con diferente nivel de correlación entre las unidades de un mismo 




Para valores predeterminados de  0,  1 y c y valores aleatorios para bi y Xij, se determi-
nan πij=Pr(Yij=1/bi), a partir de las cuales se obtienen valores binarios 0 ó 1 comparando 
cada probabilidad con un valor elegido al azar de una distribución Uniforme definida en el 
intervalo [0;1]. 
A los valores binarios generados por el algoritmo recién descrito se les ajusta el modelo 
logit mixto (5), con un coeficiente aleatorio que se supone distribuido Normal. Se obtienen 
las estimaciones de los coeficientes del modelo y de la variancia de los efectos aleatorios. 
Se repite este proceso de generación de datos y ajuste de modelos 1000 veces. Se cal-
cula el promedio de las estimaciones de los parámetros del modelo y el promedio de sus 
correspondientes desviaciones estándares a través de las 1000 muestras de acuerdo a los 
dos métodos de estimación presentados. Además, para el caso de la estimación MV se cal-
cula el desvío estándar empírico de las estimaciones de los parámetros del modelo a través 
de las 1000 muestras. Los escenarios de análisis se definieron teniendo en cuenta diferen-
tes valores y combinaciones de: 
n: número de grupos en la muestra. 
k: número de individuos dentro de cada grupo. 
En este trabajo se presentan los resultados considerando en el modelo  0=1,  1=0.8, c=1 
ó 4 y combinaciones entre valores de k=5, 30 y valores de n=10, 30. Los escenarios defini-
dos por estos valores de k y n se eligieron en función de la falta de consenso acerca del 
número mínimo de grupos necesarios para garantizar los resultados del ajuste de modelos 
de regresión jerárquicos (Austin, 2010).  
Para la estimación del modelo (5) mediante el procedimiento MCMC se eligieron distribu-
ciones a priori no informativas para los parámetros. Para los efectos fijos se supusieron dis-
tribuciones normales con media 0 y variancia igual a 1000. Los interceptos aleatorios siem-
pre se supusieron con distribución Normal y se consideraron diferentes distribuciones prior 
difusas para el hiperparámetro, a saber: distribución uniforme para el desvío estándar e in-
ve s  G mm  p       v    nc        “     C uc  ” cons  e     débilmente informativa por 
Gelman (2006). También se consideró una distribución informativa Inversa Gamma con 
apropiados valores de sus parámetros. Para cada parámetro se calculó la media de la distri-
bución a posteriori respectiva. Se eligió la estadística de Geweke para comprobar la conver-




La Tabla 1 muestra los resultados hallados para los escenarios planteados a través de la 
generación de 1000 muestras para el coeficiente de regresión del modelo bajo los dos mé-
todos de estimación. 
 
  




Estimación MV y Bayesiana de  1=0.8 a través de 1000 muestras simuladas según número 
de grupos (n), de individuos por grupo (k) y valores de c 
 
c n k 
Estimación MV 
Estimación Bayesiana 
   o  p      U        






























5 1.13 93.50 2.43 1.47 1.33 1.38 1.19 
30 0.80 0.31 0.31 0.83 0.32 0.83 0.31 
30 
5 0.83 0.46 0.46 0.89 0.49 0.86 0.47 
30 0.80 0.18 0.18 0.80 0.18 0.80 0.18 
4 
10 
5 1.28 28.10 3.63 2.34 3.19 1.82 2.41 
30 0.80 12.26 0.76 0.87 0.46 0.84 0.44 
30 
5 0.85 0.67 0.73 0.97 0.74 0.95 0.72 
30 0.80 0.24 0.25 0.82 0.24 0.81 0.24 
 
Cuando hay baja correlación dentro de los grupos (c=1) la estimación MV presenta un 
sesgo positivo cuando el número de observaciones dentro de cada grupo y la cantidad de 
grupos son pequeñas (k=5 y n=10). Si aumenta el grado de correlación intragrupo (c=4) se 
observan sesgos levemente mayores en las estimaciones puntuales y las desviaciones es-
tándares son muy diferentes a las desviaciones estándares reales para los escenarios con 
n=10.  
Con respecto a las estimaciones bayesianas, se observan también sesgos en la estima-
ción del parámetro en el caso n=10 y k=5 para los dos valores de c considerados. Particu-
larmente en los escenarios de pocas observaciones (n=10 para cualquier k) resultan muchos 
más precisas cualquiera sea el c que las estimaciones MV. 
La Tabla 2 muestra los resultados del promedio de las estimaciones MV y bayesianas de 
la componente de variancia del modelo que tienen un valor teórico igual a 1 para el caso de 
c=1 y 16 para c=4 de acuerdo al modelo de generación de datos utilizado. 
  




Estimación MV y Bayesiana de   
  a través de 1000 muestras simuladas según número de 
grupos (n), de individuos por grupo (k) y valores de c   
 
c n k 
Estimación MV 
Estimación Bayesiana 
   o  p      U        






























5 1.36 2.19 2.20 23.59 57.37 5.89 11.05 
30 0.91 0.58 0.63 2.00 1.94 1.49 1.26 
30 
5 1.11 0.86 0.89 2.00 1.55 1.48 1.21 
30 0.97 0.34 0.36 1.22 0.47 1.13 0.43 
4 
10 
5 255.95 158.13 2325.82 923.10 1002.90 1177.64 1800.47 
30 20.33 17.68 34.43 89.49 144.80 42.66 56.41 
30 
5 22.99 7.11 61.35 56.16 64.59 41.56 42.28 
30 15.54 5.97 5.91 23.04 11.52 20.98 9.99 
 
En el primer caso, cuando c=1, las estimaciones MV son aceptables aún para escenarios 
muestrales chicos, en cambio cuando c=4 el comportamiento es excesivamente malo tanto 
en la estimación puntual como en su desvío estándar llegando a estabilizarse en valores 
aceptables en el escenario con n=30 y k=30. Respecto a las estimaciones bayesianas, las 
obtenidas con la prior uniforme resultan sesgadas con sesgos mucho más pronunciados 
para c=4 incluso para escenarios de muchas observaciones y resultan en general muy im-
precisas para este caso con c=4. Las estimaciones obtenidas bajo la distribución a priori 
Inversa Gamma difusa resultan sesgadas pero en mucho menor grado que en el caso de la 
prior Uniforme cuando c=1. Cuando c=4 las estimaciones son exageradamente sesgadas e 
imprecisas en el escenario n=10 y k=5. La estimación puntual toma un valor más cercano al 
teórico sólo para el escenario n=30 y k=30 pero con precisión menor que la MV. 
Cabe aclarar que se realizaron también simulaciones para distribuciones a priori no in-
formativas más difusas, a saber: Uniforme (0, 1000) para  b e Inversa gamma (0.001, 0.001) 
para   
  y se obtuvieron resultados análogos a los presentados. 
Los resultados hallados en este estudio por simulación relacionados con la inferencia ba-
yesiana orientaron a completar el estudio con la elección de una distribución a priori para la 
componente de variancia débilmente informativa y otra completamente informativa, esta úl-
tima sólo a los efectos comparativos. La primera de estas distribuciones intenta restringir la 
distribución a posteriori a un rango de variación más apropiado para los datos. Para ello se 
ut   z       st   uc ón “     C uc  ” con parámetros (0, 2) para el caso c=1 y (0, 8) cuando 
c=4 y una distribución Inversa Gamma con parámetros determinados de acuerdo a los nive-
les teóricos 1 y 16 de la   
 . En esta oportunidad se eligieron sólo algunos escenarios, parti-
cularmente los que presentaron peores resultados, es decir aquellos con n=10. 
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En relación a la estimación del coeficiente de regresión, los resultados hallados permiten 
observar cómo los sesgos son  evemente meno es cu n o se ut   z     p  o  “     C uc  ” 
que la distribución Uniforme para k=5 cualquiera sea el valor de c. Por otro lado las diferen-
cias entre las estimaciones obtenidas con la prior informativa y la débilmente informativa no 
son tan evidentes (Tabla 1 y Tabla 3).  
S  se comp   n  os  esu t  os   s  os en    p  o  “     C uc  ” con  os o tenidos a tra-
vés de la estimación clásica MV, si bien la primer opción presenta sesgos un tanto mayores 
es notoria la mejor precisión de las estimaciones sobre todo para k=5 (Tabla 3). 
 
Tabla 3 
Estimación MV y Bayesiana de  1=0.8 a través de 1000 muestras simuladas para muestras 









































5 1.13 93.50 2.43 1.41 1.28 1.31 1.14 
30 0.80 0.31 0.31 0.83 0.31 0.81 0.31 
4 
5 1.28 28.10 3.63 2.06 2.72 1.07 1.35 
30 0.80 12.26 0.76 0.86 0.44 0.81 0.45 
(a)
half Cauchy (0, 2) cuando c=1 y half Cauchy (0, 8) cuando c=4. 
(b)
Inversa Gamma (3, 2) cuando c=1 y Inversa Gamma (258, 4112) cuando c=4. 
 
Respecto a la estimación del   
  es notorio el previsto buen comportamiento de la Inversa 
Gamma informativa (Tabla 4). Si se utiliza    p  o  “     C uc  ”  p    c      s est m c ones 
presentan mejor comportamiento que cuando se elige la distribución a priori Uniforme y re-
sultados similares a los obtenidos con la Gamma Inversa no informativa. Cuando c=4, las 
estimaciones obtenidas con esta prior débilmente informativa presentan sesgos  intermedios 
entre los que se observan para la distribución a priori Uniforme y la Inversa Gamma difusa 
salvo para el escenario n=10 y k=5 donde la estimación obtenida a través de la Inversa 
Gamma es la más sesgada de las tres (Tabla 2 y Tabla 4). Para los escenarios analizados 
no se logra la mejoría deseada, especialmente para el caso c=4 donde tanto las estimacio-
nes bayesianas como clásicas presentan sesgos muy grandes sobre todo para k=5. 
Nótese que se eligieron como estimaciones de los parámetros las medias de las distribu-
ciones a posteriori cuando en realidad, dada la asimetría de las mismas, sería más conve-
niente considerar la mediana o el modo. Por ejemplo en el escenario c=4, n=10 y k=30, el 
promedio de las medias de la distribución a posteriori de   
      o    p  o  “     C uc  ” fue 
de 44.83 mientras que el promedio de las medianas se reduce a 27.33 y el modo se encuen-









Estimación MV y Bayesiana de   
  a través de 1000 muestras simuladas para muestras de 






































5 1.36 2.19 2.20 5.62 11.54 1.12 0.89 
30 0.91 0.58 0.63 1.636 1.335 1.00 0.53 
4 
5 255.95 158.13 2.325.80 729.40 1.790.4 16.04 1.00 
30 20.33 17.67 34.43 44.83 63.26 16.02 1.00 
(a)
half Cauchy (0, 2) cuando c=1 y half Cauchy (0, 8) cuando c=4. 
(b)
Inversa Gamma (3, 2) cuando c=1 y Inversa Gamma (258, 4112) cuando c=4. 
 
 
5. CONSIDERACIONES FINALES 
En este trabajo se estudia el comportamiento de los estimadores obtenidos por los méto-
dos de estimación de máxima-verosimilitud y Bayes de los parámetros de un modelo logísti-
co simple con intercepto aleatorio, ampliamente utilizado en el análisis de datos binarios 
correlacionados. 
El estudio por simulación se realizó para dos niveles diferentes de correlación entre los 
datos: baja y alta. Con respecto a la estimación del coeficiente de regresión, las estimacio-
nes máximo-verosímiles y las bayesianas son en general levemente sesgadas, cualquiera 
sea el nivel de correlación intragrupo, con sesgos más pronunciados para tamaños de 
muestra chicos. Respecto a la precisión de las estimaciones, es notoria la influencia del ta-
maño de la muestra en las estimaciones MV mientras que las bayesianas resultan siempre 
más precisas. 
En relación a la componente de variancia, los resultados encontrados no fueron satisfac-
torios, en particular cuando la correlación es alta. Llamativamente la estimación bayesiana 
no proporciona buenos resultados bajo las distribuciones a priori señaladas en la bibliografía 
como las más apropiadas para el problema (Gelman, 2006; Austin, 2010). La mejora sola-
mente se alcanza cuando se utiliza una distribución a priori sumamente informativa, la cual 
es difícilmente factible de obtener en situaciones reales. 
Queda pendiente la utilización sistemática en un estudio de simulación de medidas dife-
rentes a la media de la distribución a posterior de la componente de variancia como su esti-
mación bayesiana, teniendo en cuenta la importante asimetría de esta distribución. 
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