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Abstract
We present two novel classes of fully discrete energy-preserving algorithms for the sine-Gordon equa-
tion subject to Neumann boundary conditions. The cosine pseudo-spectral method is first used to
develop structure-preserving spatial discretizations under two different meshes, which result two
finite-dimensional Hamiltonian ODE systems. Then we combine the prediction-correction Crank-
Nicolson scheme with the projection approach to arrive at fully discrete energy-preserving methods.
Alternatively, we introduce a supplementary variable to transform the initial model into a relax-
ation system, which allows us to construct structure-preserving algorithms more easily. We then
discretize the relaxation system directly by using the cosine pseudo-spectral method in space and
the prediction-correction Crank-Nicolson scheme in time to derive a new class of energy-preserving
schemes. The proposed methods can be solved effectively by the discrete Cosine transform. Some
benchmark examples and numerical comparisons are presented to demonstrate the accuracy, effi-
ciency and superiority of the proposed schemes.
Keywords: Cosine pseudo-spectral method, energy-preserving algorithm, projection approach,
supplementary variable method, sine-Gordon equation.
1. Introduction
This paper is devoted to designing structure-preserving algorithms for the undamped two-
dimensional sine-Gordon (SG) equation subject to Neumann boundary conditions, which reads
utt −∆u+ φ(x, y) sinu = 0, x = (x, y) ∈ Ω,
u(x, 0) = φ1(x), ut(x, 0) = φ2(x),
∇u · n = 0, (x, y) ∈ ∂Ω,
(1.1)
where u(x, t) represents the wave displacement at position x and time t, the function φ(x, y) can
be interpreted as a Josephson current density, φ1 and φ2 denote initial waveform and velocity,
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respectively. The SG equation arises in a variety of application areas in science and engineering,
such as the motion of a rigid pendulum attached to a stretched wire, solid state physics, nonlinear
optics, and the stability of fluid motions [1, 2, 3].
It is important to note that the system exhibits a canonical Hamiltonian structure. By intro-
ducing the velocity v = ut and denote z = (u, v)
T , we can reformulate the system as
zt = J
δH
δz
, J =
(
0 1
−1 0
)
, (1.2)
where δH/δz denotes variational derivatives with respect to u and v. The Hamiltonian system (1.2)
possesses two important conservation laws, i.e., the conservation of symplecticity
d
dt
ω = 0, ω =
∫
Ω
(du ∧ dv) dx, (1.3)
and the conservation of energy
d
dt
H(t) = 0, H(t) = 1
2
∫
Ω
(
v2 + |∇u|2 + 2φ(1− cosu))dx. (1.4)
Interested readers are referred to [4, 5, 6] for the details of symplecticity (1.3). In the current
paper, we mainly focus on the energy conservation property in (1.4). Due to the Hamiltonian
energy conservation property, one would like to retain this property at the discrete level when
developing numerical approximation for the model. Moreover, if a numerical scheme can warrant
the energy conservation property, the dynamics of the initial model would be better captured.
These are referred to as geometric integrators or structure-preserving algorithms [5, 6].
There have been quite a set of papers in the literatures discussing how to develop numerical
method to solve the sine-Gordon equation. Here, we briefly recall some well-known numerical
methods, such as finite difference method [7, 8, 9], finite element method [10, 11], meshless method
[12, 13], spectral or pseudo-spectral method [14, 15], which is a classical technique and widely applied
to solve some other PDEs [16, 17, 18] in recently years for its high-order accuracy, and so on. Among
these numerical methods, some projects just focus on the algebraic properties, i.e., stability and
convergence etc, but ignore its physical properties, such as the energy conservation property. It is
worth noting that structure-preserving algorithms always perform a long-term stability as well as
the preservation of conservative quantities, for example, the system energy.
Historically, structure-preserving algorithms for conservative PDEs, especially Hamiltonian sys-
tems, have achieved remarkable success in resolving long time dynamics and conservative properties
[6]. Nowadays, a large number of structure-preserving algorithms have been developed for the sine-
Gordon equation. For instance, symplectic and multi-symplectic methods have been investigated
for this model [4, 19, 20, 21], etc. With the development of structure-preserving algorithms, energy-
preserving methods have attracted a lot of attention. Fortunately, many numerical techniques have
been investigated to construct energy-preserving methods, such as the discrete variational deriva-
tive method [22, 23], the discrete gradient method [24], the average vector field (AVF) method
[25], the projection method [6, 26], time finite element methods [27], the Hamiltonian boundary
value method [29], energy-preserving exponentially-fitted methods [30], the exponential collocation
methods [31], etc. In the meanwhile, energy-preserving algorithms are widely applied on various
Hamiltonian partial differential equations, such as the Schro¨dinger equation [32], the KdV equation
[33], Maxwell’s equations [34], etc. In particular, for sine-Gordon model, we refer the reader to
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[25, 35, 36, 37, 38] for example. However, almost all existing energy-preserving methods for the
SG model are either fully nonlinear and implicit, or linear-implicit schemes that preserving a mod-
ified energy conservation law based on energy quadratization (EQ) technique. These motivate us
to develop newly energy-preserving algorithms, which not only reduce the computational cost in
numerical simulations but also warrant the original energy conservation law.
In this paper, we propose two new classes of energy-preserving algorithms for the SG equa-
tion subject to Neumann boundary conditions. In order to develop spatial high-order structure-
preserving algorithms, the cosine pseudo-spectral method is first studied systematically under the
half-point grid and the integer grid, respectively, which derive two energy-preserving spatial ap-
proximations for the SG equation. The resulting semi-discrete schemes are recast as a canonical
Hamiltonian system, which warrants the energy conservation law at the semi-discrete level. Then
we combine a prediction-correction Crank-Nicolson method with an energy projection technique in
time for the semi-discrete systems to arrive at fully discrete schemes, where the energy conservation
law is conserved at the fully discrete level. An alternative approach is to transform the SG model
into a relaxation system by the supplementary variable method (SVM), which allows us to enforce
the energy conservation property. Furthermore, we discretize the relaxation system by applying
the cosine pseudo-spectral method in space and the prediction-correction Crank-Nicolson scheme
in time to obtain a new class of energy-preserving schemes. To our surprise, the proposed methods
can be solved efficiently by exploiting the relationship between the spectral differential matrix and
the discrete cosine transform (DCT).
In summary, our proposed schemes enjoy the following advantages: (1) the high-order spatial
discretization of the SG model with Neumann boundary conditions is still a canonical Hamiltonian
system; (2) they can guarantee the original energy conservation law very accurately, as opposed
to linear-implicit energy-preserving schemes that preserve a modified energy conservation based
on SAV approach [38]; (3) compared with these linear-implicit energy-preserving algorithms via
EQ or SAV approaches, they do not need the the nonlinear part of the energy to be bounded
from below; and (4) compared with some traditional structure-preserving algorithms, they greatly
reduce the computational cost, where only a scalar nonlinear algebraic equation needs to be solved.
In addition, the SVM provide a new paradigm to develop energy-preserving algorithms. Finally,
extensive numerical examples involving comparisons with other classical energy-preserving methods
are presented to demonstrate the accuracy and efficiency of the proposed algorithms.
The rest of this paper is organized as follows. In Section 2, the cosine pseudo-spectral method is
presented for the SG equation with Neumann boundary conditions, and the relationship between the
cosine pseudo-spectral differential matrix and DCT is established. In Sections 3 and 4, we propose
two novel classes of fully discrete energy-preserving methods, including the projection approach
and the SVM, respectively. Numerical results are reported in Section 5. We draw some concluding
remarks in the end.
2. Structure-preserving spatial discretization
In this section, we present the cosine pseudo-spectral spatial approximations for the SG model
subject to the homogeneous Neumann boundary condition. A rectangular domain Ω = [a, b]× [c, d]
is uniformly partitioned with mesh size hx = (b − a)/Nx and hy = (d − c)/Ny, where Nx and Ny
are two positive integers.
3
2.1. Spatial discretization on mid-point grids
In this subsection, we consider the cosine pseudo-spectral method on the following mid-point
grids
Ωch =
{
(xj , yk)
∣∣xj = a+ (j + 1
2
)hx, yk = c+ (k +
1
2
)hy, 0 ≤ j ≤ Nx − 1, 0 ≤ k ≤ Ny − 1
}
.
Let V ch = {u = (uj,k)|(xj , yk) ∈ Ωch} be the space of cell-center grid functions defined on Ωch.
For any two grid functions u, v ∈ V ch , we define the following discrete L2 inner product and the
corresponding norm
(u, v)h = hxhy
Nx−1∑
j=0
Ny−1∑
k=0
uj,kvj,k, ‖u‖h =
√
(u, u)h. (2.1)
Define [16, 17, 39, 40]
SN = {Xj(x)Yk(y)| j = 0, · · · , Nx − 1, k = 0, · · · , Ny − 1}
as the interpolation space, where Xj(x) and Yk(y) are the interpolation basis functions given by
Xj(x) =
2
Nx
Nx−1∑
m=0
1
am
cos(mµx(xj − a)) cos(mµx(x− a)),
Yk(y) =
2
Ny
Ny−1∑
m=0
1
bm
cos(mµy(yk − c)) cos(mµy(y − c)),
where µx = pi/(b− a), µy = pi/(d− c) and
am =
{
2, m = 0,
1, m 6= 0, bm =
{
2, m = 0,
1, m 6= 0.
We define interpolation operator IN : C(Ω) −→ SN as follows:
INu(x, y) =
Nx−1∑
j=0
Ny−1∑
k=0
uj,kXj(x)Yk(y), (2.2)
where uj,k = u(xj , yk). Furthermore, the second-order cosine pseudo-spectral differentiation matri-
ces Dx2 and D
y
2 can be computed by
(Dx2)j,m =
d2Xm(xj)
dx2
, (Dy2)k,m =
d2Ym(yk)
dy2
.
Lemma 1. [40] For the matrices Dα2 (α = x or y), there exists the following relation
Dα2 = CNαΛ
α
2 C
−1
Nα
, (2.3)
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where CNα denotes the discrete cosine transform (DCT-3) with elements
(CNα)j,m =
√
2
Nαam
cos
m(j + 12 )pi
Nα
,
and
Λα2 = diag(λDα2 ,0, λDα2 ,1, · · · , λDα2 ,Nα−1), λDα2 ,j = −(jµα)2.
In addition, we have the following relationship
CTNα = C
−1
Nα
.
Remark 1. Due to the relationship (2.3), we don’t need to know the concrete elements of Dx2 and
Dy2 in numerical calculation, since we can evaluate the derivatives by using the DCT-3 algorithm
instead of the cosine spectral differentiation matrix.
Next, we shall present the cosine pseudo-spectral method for the system (1.1) at mid-point grid
as follows 
d
dt
u = v,
d
dt
v = ∆hu− φ sinu,
(2.4)
where u, v, φ ∈ V ch , and ∆hu = Dx2u+ u(Dy2)T ∈ V ch . Let u, v and φ be Nx ×Ny vectors that are
arranged in columns by the matrix variable u, v and φ, respectively. Then the semi-discrete scheme
(2.4) can be rewritten a canonical Hamiltonian structure, namely,
d
dt
z = J∇zH, J =
(
0 I
−I 0
)
, (2.5)
where z = (u,v)T , and the Hamiltonian energy H is given by
H =
1
2
(
vTv − uTDu + 2φT (1− cos u)) , (2.6)
with D = Iy ⊗Dx2 + Dy2 ⊗ Ix. Here we note that D is a symmetric matrix because Dx2 and Dy2
are symmetric. As we all know, the semi-discrete Hamiltonian system (2.5) possesses the energy
conservation law
d
dt
H = (∇zH)T d
dt
z = (∇zH)TJ∇zH = 0. (2.7)
Note that the discrete energy of the SG equation is defined as
Hh = 1
2
‖v‖2h −
1
2
(u,∆hu)h + (φ, 1− cosu)h = hxhyH, (2.8)
which is conservative for the semi-discrete system (2.4).
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2.2. Spatial discretization on regular grids
In this subsection, we focus on studying the cosine pseudo-spectral method on the following
regular grids
Ωvh =
{
(xj , yk)
∣∣xj = a+ jhx, yk = c+ khy, 0 ≤ j ≤ Nx, 0 ≤ k ≤ Ny}.
Let V vh = {u = (uj,k)|(xj , yk) ∈ Ωvh} be the space of vertex grid functions defined on Ωvh. We define
SN = span{Xj(x)Y k(y)|j = 0, · · · , Nx, k = 0, · · · , Ny}
as the interpolation space, where Xj(x) and Y k(y) are explicitly given by
Xj(x) =
2
Nx
Nx∑
m=0
1
amaj
cos(mµx(xj − a)) cos(mµx(x− a)),
Y k(y) =
2
Ny
Ny∑
m=0
1
bmbk
cos(mµy(yk − c)) cos(mµy(y − c)),
where µx = pi/(b− a), µy = pi/(d− c) and
am =
{
2, m = 0 or Nx,
1, otherwise,
bm =
{
2, m = 0 or Ny,
1, otherwise.
Similarly, we can define the interpolation operator IN : L
2(Ω) −→ SN as follows:
INu(x, y) =
Nx∑
j=0
Ny∑
k=0
uj,kXj(x)Y k(y). (2.9)
The corresponding second-order cosine pseudo-spectral differentiation matrices are denoted as D
x
2
and D
y
2, which are obtained by
(D
x
2)j,m =
d2Xm(xj)
dx2
, (D
y
2)k,m =
d2Y m(yk)
dy2
.
It is not difficult to prove that D
x
2 and D
y
2 are not symmetric matrices. However, we note that they
can be transformed into symmetric matrices with a simple transformation.
Lemma 2. [40] For the matrices D
α
2 (α = x or y), there exists the following relation
T−1α D
α
2 Tα = CNαΛ
α
2 C
−1
Nα
, (2.10)
where Tα = diag(
√
aj)
Nα
j=0 and CNα denotes the discrete cosine transform (DCT-1) with elements
(CNα)j,m =
√
2
Nαajam
cos
jmpi
Nα
,
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and
Λα2 = diag(λDα2 ,0
, λDα2 ,1
, · · · , λDα2 ,Nα), λDα2 ,j = −(jµα)
2.
Moreover, we have the following relationship
CTNα = CNα = C
−1
Nα
.
Remark 2. Similarly, with the help of (2.10), we can evaluate the derivatives by using the DCT-1
algorithm instead of the cosine spectral differentiation matrix.
What follows, we shall present the cosine pseudo-spectral method for (1.1) with homogeneous
Neumann boundary on the regular grid as follows:
d
dt
u = v,
d
dt
v = ∆hu− φ sinu,
(2.11)
where u, v, φ ∈ V vh , and ∆hu = D
x
2u+ u(D
y
2)
T ∈ V vh . Let U = T−1x uT−1y , V = T−1x vT−1y . Suppose
that U and V are (Nx + 1)× (Ny + 1) vectors that are arranged in columns by the matrix variable
u and v. Multiplying both sides of (2.11) by T−1x and T
−1
y , then we have
d
dt
U = V,
d
dt
V = DU−∇UF,
where D = Iy ⊗
(
CNxΛ
x
2C
−1
Nx
)
+
(
CNyΛ
y
2C
−1
Ny
)
⊗ Ix, and
F (U) =
Nx∑
j=0
Ny∑
k=0
(
1
(Tx)j,j(Ty)k,k
)2
φj,k
(
1− cos ((Tx)j,j(Ty)k,kUj,k)).
Therefore, the semi-discrete scheme (2.11) can be written into the following canonical Hamiltonian
structure
d
dt
(
U
V
)
=
(
0 I
−I 0
)(∇UH
∇VH
)
, (2.12)
with the Hamiltonian energy
H =
1
2
VTV − 1
2
UTDU + F (U). (2.13)
It is obvious to obtain the Hamiltonian energy conservation
H(t) ≡ H(0).
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Remark 3. For the regular grids, we define a new discrete inner product and the corresponding
norm as follows
〈u, v〉T = hxhy
Nx∑
j=0
Ny∑
k=0
(
1
(Tx)j,j(Ty)k,k
)2
uj,kvj,k, ‖u‖T =
√
〈u, u〉T . (2.14)
We note that this discrete inner product can be derived by using trapezoidal integral formula. Then
the discrete energy of the SG equation is defined as
Hh = 1
2
‖v‖2T −
1
2
〈
u,∆hu
〉
T
+ 〈φ, 1− cosu〉T . (2.15)
It is readily to show that Hh = hxhyH, and thus the semi-discrete system (2.11) conserves the
discrete energy conservation law.
Remark 4. The semi-discrete systems (2.4) and (2.11) on two different meshes can be recast as a
canonical Hamiltonian system. Therefore, all existing symplectic integrators and energy-preserving
methods can be directly applied to develop the corresponding structure-preserving algorithms, but the
resulting fully discrete schemes are often fully nonlinear and implicit. Solving them requires consid-
erable cost. In this paper, we pay attention to developing some new energy-preserving algorithms,
which can greatly improve the numerical implementation and reduce the calculation cost.
3. Energy-preserving methods based on the projection approach
In the previous section, the cosine pseudo-spectral method is shown to produce the ODE system
with the energy conservation law, which provides a prerequisite for the application of projection
approach. In this section, we focus on developing a projection-type energy-preserving method
(PEPM) for the semi-discrete systems (2.4) and (2.11), which are named PEPM-M and PEPM-
R, respectively.
For a positive integer Nt, we define time step τ = T/Nt, tn = nτ , 0 ≤ n ≤ Nt, and denote
δ+t u
n =
1
τ
(
un+1 − un) , un+ 12 = 1
2
(un+1 + un), ûn+
1
2 =
1
2
(ûn+1 + un), un+
1
2 =
1
2
(3un − un−1).
Employing a prediction-correction Crank-Nicolson scheme with the energy projection strategy for
the semi-discrete systems (2.4) and (2.11), we obtain the following fully discrete energy-preserving
schemes.
Scheme 3.1 (PEPM-M). Given un−1, un, vn ∈ V ch , ∀ n ≥ 1, we obtain un+1, vn+1 ∈ V ch
through the following two steps:
1. We first compute u˜n+1 and v˜n+1 via a prediction-correction Crank-Nicolson scheme
ûn+1 − un
τ
= v̂n+
1
2 ,
v̂n+1 − vn
τ
= ∆hû
n+ 12 − φ sinun+ 12 ,
u˜n+1 − un
τ
=
v˜n+1 + vn
2
,
v˜n+1 − vn
τ
= ∆h
u˜n+1 + un
2
− φ sin ûn+ 12 .
(3.1)
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2. We update un+1, vn+1 by the following projection step [6]
un+1 = u˜n+1 + λ(−∆hu˜n+1 + φ sin u˜n+1),
vn+1 = v˜n+1 + λv˜n+1,
Hh(un+1, vn+1) = Hh(u0, v0),
(3.2)
where λ is a Lagrange multiplier and Hh is the discrete energy given by
Hh(u, v) = 1
2
‖v‖2h −
1
2
(u,∆hu)h + (φ, 1− cosu)h. (3.3)
Scheme 3.2 (PEPM-R). Given un−1, un, vn ∈ V vh , ∀ n ≥ 1, we obtain un+1, vn+1 ∈ V vh
through the following two steps:
1. We first compute u˜n+1 and v˜n+1 via the prediction-correction Crank-Nicolson scheme
ûn+1 − un
τ
= v̂n+
1
2 ,
v̂n+1 − vn
τ
= ∆hû
n+ 12 − φ sinun+ 12 ,
u˜n+1 − un
τ
=
v˜n+1 + vn
2
,
v˜n+1 − vn
τ
= ∆h
u˜n+1 + un
2
− φ sin ûn+ 12 .
(3.4)
2. We update un+1, vn+1 by the following projection step
un+1 = u˜n+1 + λ(−∆hu˜n+1 + φ sin u˜n+1),
vn+1 = v˜n+1 + λv˜n+1,
Hh(un+1, vn+1) = Hh(u0, v0),
(3.5)
where
Hh(u, v) = 1
2
‖v‖2T −
1
2
〈
u,∆hu
〉
T
+ 〈φ, 1− cosu〉T . (3.6)
Remark 5. Note that u˜n+1 and v˜n+1 in the above proposed schemes can be computed explicitly
by DCT. In the second step of the schemes, we can eliminate un+1, vn+1 to derive a nonlinear
algebraic equation for λ, which can be solved efficiently by the Newton iteration with 0 as the initial
condition.
4. Supplementary variable method (SVM)
In this section, we propose a new perspective to develop energy-preserving algorithms for the
SG equation. Firstly, we impose the energy conservation law as a constraint for the SG equation
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(1.1), i.e.,
H[u(x, t), v(x, t)] ≡ H[u(x, 0), v(x, 0)], H[u, v] = 1
2
∫
Ω
(
v2 + |∇u|2 + 2φ(1− cosu))dx. (4.1)
Note that (1.1) with the constraint (4.1) constitutes an over-determined system. To solve them,
we modify (1.1) by a time-dependent supplementary variable β(t) together with a user supplied
function g[u, v]: 
ut = v,
vt = ∆u− φ sinu+ β(t)g[u, v],
H[u(x, t), v(x, t)] = H[u(x, 0), v(x, 0)],
(4.2)
where g[u, v] is a given function that may depend on u, v and their derivatives. There is a grate
deal of flexibility in determining how to relax the SG model with a supplementary variable. It is
clearly an open problem for this approach. Here we choose g[u, v] = φ sinu in this paper.
Applying the two cosine pseudo-spectral discretizations in space and the prediction-correction
Crank-Nicolson scheme in time for the system (4.2), we obtain two new energy-preserving methods,
which are named SVM-M and SVM-R, respectively.
Scheme 4.1 (SVM-M). Given un−1, un, vn ∈ V ch , ∀n ≥ 1, we obtain un+1, vn+1 ∈ V ch through
the following two steps:
1. Prediction: predict ûn+1 and v̂n+1 via an efficient and second-order schemes
ûn+1 − un
τ
= v̂n+
1
2 ,
v̂n+1 − vn
τ
= ∆hû
n+ 12 − φ sinun+ 12 .
(4.3)
2. Correction: 
δ+t u
n = vn+
1
2 ,
δ+t v
n = ∆hu
n+ 12 − φ sin ûn+ 12 + βn+ 12 g[ûn+ 12 , v̂n+ 12 ],
Hh[un+1, vn+1] = Hh[u0, v0],
(4.4)
where
Hh[u, v] = 1
2
‖v‖2h −
1
2
(u,∆hu)h + (φ, 1− cosu)h. (4.5)
Scheme 4.2 (SVM-R). Given un−1, un, vn ∈ V vh , ∀n ≥ 1, we obtain un+1, vn+1 ∈ V vh by the
following two steps:
1. Prediction: predict ûn+1 and v̂n+1 via an efficient and second-order schemes
ûn+1 − un
τ
= v̂n+
1
2 ,
v̂n+1 − vn
τ
= ∆hû
n+ 12 − φ sinun+ 12 .
(4.6)
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2. Correction: 
δ+t u
n = vn+
1
2 ,
δ+t v
n = ∆hu
n+ 12 − φ sin ûn+ 12 + βn+ 12 g[ûn+ 12 , v̂n+ 12 ],
Hh[un+1, vn+1] = Hh[u0, v0],
(4.7)
where
Hh[u, v] = 1
2
‖v‖2T −
1
2
〈
u,∆hu
〉
T
+ 〈φ, 1− cosu〉T . (4.8)
In the following, we show how to solve SVM-R efficiently. Note that SVM-M can be solved
similarly. According to (4.6), we have
ûn+
1
2 = (I− τ
2
4
∆h)
−1(un +
τ
2
vn − τ
2
4
φ sinun+
1
2 ), v̂n+
1
2 =
2
τ
(ûn+
1
2 − un). (4.9)
Letting
u˜n+1 = (I− τ
2
4
∆h)
−1
(
(I +
τ2
4
∆h)u
n + τvn − τ
2
2
φ sin ûn+
1
2
)
, v˜n+1 =
2
τ
(u˜n+1 − un)− vn,
ωn =
τ2
2
(I− τ
2
4
∆h)
−1g[ûn+
1
2 , v̂n+
1
2 ], γn =
2
τ
ωn,
we can deduce from (4.7) that {
un+1 = u˜n+1 + βn+
1
2ωn, (4.10)
vn+1 = v˜n+1 + βn+
1
2 γn. (4.11)
Then, substituting (4.10)-(4.11) into the last equation of (4.7) leads to
Hh[u˜n+1 + βn+ 12ωn, v˜n+1 + βn+ 12 γn] = Hh[u0, v0], (4.12)
which is a scalar nonlinear equation for βn+
1
2 . In general, it can have multiple solutions, but one of
them must approximate to zero as τ → 0. Therefore, we solve for this solution by using an iterative
method such as Newton iteration with 0 as the initial value, it generally converges to a solution
close to 0 when τ is not too large. After obtaining βn+
1
2 , we update un+1 and vn+1 using (4.10)
and (4.11), respectively.
Remark 6. The SVM can be regarded as a perturbation or projection to the PDE model. With
proper choice of discretization and the way that supplementary variable is added to the original
model, it is similar to the first approach in the process of fast solving SVM. The supplementary
function g[u, v] in SVM is more flexible, and the numerical experiment also verifies the fact. The
idea of SVM has been applied to deal with dissipative system [41, 42, 43]. Philosophically, SVM orig-
inates from a quite different perspective to study the development of structure-preserving schemes.
5. Numerical Results
In this section, we perform several numerical experiments to confirm the convergence rate of the
proposed schemes and to study the energy conservative behavior for the sine-Gordon model subject
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to the Neumann boundary conditions at mid-point and regular grid. In numerical implement,
replacing un+
1
2 with un in the prediction step leads to a two-level scheme, which is used to compute
the initial value. Unless otherwise stated, the default value of the iteration tolerance is set as
Tol = 1.0e− 14.
5.1. Accuracy test and numerical comparisons on accuracy of solution
Example 1 (Mesh refinement test). We consider the one-dimensional sine-Gordon equation
utt − uxx + sinu = 0,
which has a theoretical solution [44]
u(x, t) = 4 arctan
(
c−1 sin(cκt)sech(κx)
)
,
where κ = 1/
√
1 + c2. The initial conditions are given by
u(x, 0) = 0, ut(x, 0) = 4κsech(κx).
It is known as the breather solution of the sine-Gordon equation, which represents a pulse type
soliton. The computational domain is set as Ω = [−20, 20] and the parameter c is the velocity and
c = 0.5. For the spatial test, we choose the time step as τ = 1.0e− 4 to prevent the errors in time
discretization from contaminating our results. With grid sizes from Nx = N = 16, 32, 64, 128 to
256, the errors in the L2 and L∞ are calculated up to time t = 1. These results are summarized in
Figure 1, where we observe the spectral accuracy in space for the four schemes.
(a) The L2 error plot for u in space. (b) The L∞ error plot for u in space.
Figure 1: Example 1: Mesh refinement test for space accuracy at a small time step τ = 1.0e − 4. A spectral
accuracy is observed.
For time accuracy test, we fix N = 256. The discrete L2 and L∞ errors in time for four schemes
at the final time T = 1 are summarized in Figure 2. It is observed that the four schemes achieve
the expected second order convergence in time. Moreover, Figure 3 shows the second-order and
third-order accuracy for the supplementary variable β and the Lagrange multiplier λ are reached,
respectively. Thus, the numerical performances from Example 1 validate the correctness of our
proposed schemes.
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(a) The L2 error plot for u in time. (b) The L∞ error plot for u in time.
Figure 2: Example 1: Mesh refinement test in time for four different schemes. Here, we fix spatial meshes at
N = 256. Desired order of numerical solution accuracy (2th order) is achieved.
Figure 3: Example 1: The error plots of supplementary variable and Lagrange multiplier. The slopes of β and λ
error curves are close to 2 and 3, respectively.
Furthermore, we make some numerical comparisons on accuracy of solution between our pro-
posed schemes and the energy-preserving schemes based on the SAV approach [38] (SAV-M, SAV-
R for short), and the AVF energy-preserving methods [25] (AVF-M, AVF-R for short), where the
cosine pseudo-spectral methods are used for spatial discretization on mid-point and regular grid in
all numerical methods. The corresponding discrete L2 errors and the maximum errors in solution
are displayed in Table 1. These numerical results demonstrate that our proposed four numerical
schemes can provide more accurate solution than the others. It is interesting that PEPM-M ex-
hibits slightly better than SVM-M on mid-point grid.
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Table 1: The errors in solution by various methods at t = 10 with τ = 1.0e− 2 and N = 128.
Method SAV-M AVF-M PEPM-M SVM-M
L2 error 1.50e-01 4.12e-05 9.20e-06 2.35e-05
L∞ error 7.17e-02 2.14e-05 6.70e-06 1.20e-05
Method SAV-R AVF-R PEPM-R SVM-R
L2 error 1.50e-01 4.13e-05 3.35e-05 2.35e-05
L∞ error 7.19e-02 2.08e-05 1.57e-05 1.15e-05
5.2. Line solitons
Example 2 (Perturbation of a line soliton). In this example, we consider the case of φ(x, y) = 1
and the initial conditions{
u(x, 0) = 4 tan−1 [exp(x+ 1− 2sech(y + 7)− 2sech(y − 7))] ,
v(x, 0) = 0.
In this case, we use the codes developed from the four schemes to simulate perturbation of a line
soliton in a domain Ω = [−7, 7]2 with 128× 128 meshes. We conduct this simulation with τ = 0.01
and display the isolines of sin(u/2) up to T = 11. In Figure 4, we observe that two symmetric
dents moving toward each other, collapsing at t = 7 and continue to move away after the collision.
These profiles look qualitatively similar to the reported results [45]. Figure 5 (a) illustrates that our
proposed schemes preserve the original energy conservation very accurately. Figure 5 (b) depicts
the supplementary variable β and the Lagrange multiplier λ oscillate around zero.
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(a) t = 0 (b) t = 2 (c) t = 5
(d) t = 7 (e) t = 9 (f) t = 11
Figure 4: Example 2: The isolines of numerical solutions of sin(u/2). Snapshots are taken at t = 0, 2, 5, 7, 9, 11,
respectively.
(a) (b)
Figure 5: Example 2: (a) Evolution of the energy errors using the four schemes with τ = 0.01 and Nx = Ny = 128.
The curves of the energy errors show the four schemes warrant the energy conservation law very accurately with
relatively large time step. (b) Evolution of the supplementary variable β and the Lagrange multiplier λ.
To further compare the advantages of our proposed schemes with SAV-M, SAV-R, AVF-M
and AVF-R, we summarize their computational costs and energy errors in Figure 6 and Figure 7.
In these simulations, we set Tol = 1.0e − 12. The datas from Figure 6 support these observations
that SVM-M/-R and PEPM-M/-R for this test are less efficient than SAV-M/-R, while much
more efficient than the schemes AVF-M/-R. The price we pay using our proposed schemes in
terms of CPU computing efficiency is that we have to solve a scalar nonlinear equation whose
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cost is negligible compared to the prediction-correction step, while AVF-M/-R solves a nonlinear
system. Figure 7 shows that our proposed schemes admit the original energy conservation law very
well, but fails to SAV-M/-R.
(a) On mid-point gird (b) On regular grid
Figure 6: Example 2: Comparison of CPU times in logarithmic scale using different numerical methods with various
spatial mesh sizes till t = 1, where the time step is set as τ = 0.01. The bar charts show that our proposed schemes
perform more slowly than SAV-M/-R in computational efficiencies, while present more superior than AVF-M/-R.
(a) Simulation on mid-point gird (b) Simulation on regular grid
Figure 7: Example 2: Time evolution of energy errors using different schemes with τ = 0.01 and Nx = Ny = 128.
The curves of the energy errors indicate our proposed schemes present a better conservation of the original energy
as well as the traditional energy-preserving algorithms i.e., AVF-M/-R, but fails to SAV-M/-R based on SAV
approach.
Example 3 (Line soliton in an inhomogeneous medium). In this test, we consider an inhomoge-
neous on large-area Josephson junction given by the Josephson current density
φ(x, y) = 1 + sech2
(√
x2 + y2
)
,
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and the initial conditions 
u(x, 0) = 4 tan−1
[
exp
(
x− 3.5
0.954
)]
,
v(x, 0) = 0.629sech
[
exp
(
x− 3.5
0.954
)]
.
(5.1)
This model is discretized spatially using the cosine pseudo-spectral method with Nx = Ny = 128
in a domain Ω = [−7, 7] × [−7, 7]. The profiles of numerical solutions sin(u/2) with time step
τ = 0.01 are summarized in Figure 8. Qualitatively, these numerical phenomenons are consistent
to this simulations in [10, 45, 46]. The conservative energy results of the four algorithms are listed
in Figure 9 (a). It can be observed that the numerical energy obtained by the new algorithms is
well conserved. Figure 9 (b) depicts the plots of the supplementary variable β and the Lagrange
multipliers λ. We found that β and λ are up to O(τ2) and O(τ3). These results strongly support
our claim that our proposed schemes can be applied to predict accurate the motion of line soliton in
an homogeneous medium.
Figure 8: Example 3: The isolines of numerical solutions of sin(u/2). Snapshots are taken at t = 0, 6, 12, 18,
respectively.
Figure 9: Example 3: Evolutions of the energy errors using the four schemes with τ = 0.01 and Nx = Ny = 128
(left). The curves of the energy errors show the four schemes obey the original energy conservation law. Evolutions
of the supplementary variable β and the Lagrange multiplier λ (right).
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5.3. Ring solitons
Example 4 (Circular ring soliton). In this test, we consider φ(x, y) = 1 and initial conditions are
given by {
u(x, 0) = 4 tan−1
[
exp(3−
√
x2 + y2)
]
,
v(x, 0) = 0.
Following [9], we choose the domain as [−14, 14]2. We solve this SG model subject to Neumann
boundary condition using cosine pseudo-spectral method with 1282 meshes. All numerical schemes,
i.e., PEPM-M/-R and SVM-M/-R, are implemented. The corresponding numerical solution
is presented in terms of sin(u/2) in Figure 10. At the initial time, it can be seen that the ring
soliton shrinks and as time goes on, oscillations and radiations begin to form and continue. These
numerical phenomenons are consistent with the reported literatures [9, 45]. The original energy
errors are also plotted in Figure 11 (a), which indicates that the proposed schemes warrant the
discrete energy to round-off errors. In Figure 11, we plot evolution of the supplementary variable
β(t) and the Lagrange multiplier λ(t). We found that the maximum values of β and λ is up to
10−4 and 10−6 and they remain close to zero. In a word, the above numerical behaviors support our
claim that our proposed schemes are very efficient to deal with the Neumann boundary conditions.
Figure 10: Example 4: Evolutions of the circular ring solitons in terms of sin(u/2) with τ = 0.01 and Nx = Ny =
128. Snapshots are taken at t = 0, 2.4, 5.8, 8, 11.5, 15, respectively.
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Figure 11: Example 4: Evolutions of the energy errors using the four schemes with τ = 0.01 and Nx = Ny = 128.
The curves of the energy errors show the four schemes preserve the original energy conservation law very well (left).
Evolutions of the supplementary variable β and the Lagrange multiplier λ. This subfigure shows β(t) and λ(t) may
fluctuate near zero (right).
Example 5 (Collision of four circular solitons). Finally, we end up with collisions of four expanding
circular ring solitons, we select φ(x, y) = 1 and initial conditions
u(x, 0) = 4 tan−1
[
exp
(
4−√(x+ 3)2 + (y + 3)2
0.436
)]
,
v(x, 0) = 4.13sech
[
exp
(
4−√(x+ 3)2 + (y + 3)2
0.436
)]
.
This simulation is based on an extension across x = −10 and y = −10 due to the symmetry. The
computational domain is [−30, 10] × [−30, 10] and 128 × 128 grid points are used to discretize the
space. In this example, we intend to investigate that how affect the numerical behaviours via choosing
the different supplementary functions g[u, v]. To save space, we just take the scheme SVM-M as an
example to demo, where g1[u, v] = φ sinu and g2[u, v] = ∆u− φ sinu. Figure 12 shows the profiles
of sin(u/2) by using SVM-M, which demonstrates the collision between four expanding circular
ring solitons in which the smaller ring solitons bounding an annular region emerge into a large
ring soliton. The numerical behaviors agree qualitatively well with those in published literatures,
for instance [9, 10]. It is clear that the scheme simulate this problem very well. The changes of
energy and the supplementary variable are list in Figure 13. We observe that SVM-M with two
supplementary functions g1 and g2 can warrant the original energy conservation law very accurately.
In addition, the supplementary variable β(t) remains close to zero.
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Figure 12: Example 5: Evolutions of the circular ring solitons in terms of sin(u/2) using PEPM-M with τ = 0.01
and Nx = Ny = 128. Snapshots are taken at t = 0, 2, 3, 5, 7.5, 10, respectively.
Figure 13: Example 5: Evolutions of the energy errors using different function g1 and g2 with τ = 0.01 and
Nx = Ny = 128. The curves of the energy errors show SVM-M with two different supplied functions preserves the
original energy conservation law very well (left). This subfigure of the supplementary variable shows β(t) is about
O(τ2) (right).
6. Conclusions
We have developed two classes of newly structure-preserving algorithms for sine-Gordon equa-
tion subject to Neumann boundary conditions, which are based on the projection approach and
the supplementary variable method. Two kinds of cosine pseudo-spectral fashions are proposed to
achieve high-order in the spatial discretization, one is based on the mid-point grid and the other
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is on the regular grid, which admit that the semi-discrete system both are canonical Hamiltonian
structure and energy conservation law. In the first approach, we present a prediction-correction
Crank-Nicolson method based on an energy projection skill to derive efficient fully-discrete schemes.
Although they retain second-order in time, the error is much smaller than other energy-preserving al-
gorithms, and the 2nd order convergence rate in time and high-order accuracy in space are attained.
In the second approach, we proposed a novel idea utilizing a SVM to develop energy-preserving
algorithms at two different grids for the SG model subject to Neumann boundary conditions. The
resulting numerical schemes are based on the blend of the cosine pseudo-spectral method in space
and the linearized Crank-Nicolson method in time. Moreover, these schemes are shown to possess
the discrete energy conservation law. In addition, the proposed numerical schemes require to solve
a scalar nonlinear equation by a Newton iteration, which is negligible than the main computation
cost. But they lead to additional difficulty in its convergence and error analysis, which is our on-
going project. Numerical tests with benchmark problems are shown to illustrate the accuracy and
effectiveness of the proposed schemes. The idea and methodology developed here can be extended
to more general Hamiltonian systems and constructed high-order algorithms, which will be reported
in a sequel.
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