Abstract. We prove that the hypoelliptic diffusion of the Heisenberg group Hn describes, in the space of probability measures over Hn, a curve driven by the gradient flow of the Boltzmann entropy Ent, in the sense of optimal transport. We prove that conversely any gradient flow curve of Ent satisfy the hypoelliptic heat equation. This occurs in the subRiemannian Hn, which is not a space with a lower Ricci curvature bound in the metric sense of Lott-Villani and Sturm. Heisenberg group and optimal transport theory and gradient flow
Introduction
For some years there has been an alternative representation for the evolution of probability densities. Beside the probabilistic diffusion point of view and the Dirichlet energy approach, one may now also consider this evolution as a curve in terms of optimal transport. The more representative class of examples is certainly given by the heat equation and its transformations. In different papers, covering different frameworks (see for instance [2, 11, 12, 20, 21, 27, 33, 36, 37, 42, 47] ) it has been proved that curves of probability measures (µ t ) t≥0 with a density satisfying the adequate heat equation are exactly the curves with a speed equal to the opposite of the gradient of the relative Boltzmann entropy Ent, in the sense of optimal transport. Hence, we have the formal paradigm "μ t = −∇ Ent(µ t ) ⇐⇒ρ t = ∆ρ t " (1) where ρ t on the right-hand side denotes the density of µ t . Let us give a more precise description. At the origin of this stream is the seminal paper by Jordan, Otto and Kinderlehrer [24] where the Wasserstein space over R d , i.e. the space P 2 (R d ) of probability measures with a covariance matrix, is considered for the first time, formally as an infinite dimensional Riemannian manifold. This approach sometimes called "Otto calculus" as in [47, Chapter 15] made Otto and his coauthors realize that, at least at a formal level, the solutions of the heat equation are densities of measures that describe special curves in P 2 (R d 
is a function on P 2 (R d ) because one has (ρ ln ρ) − < +∞ if ρL ∈ P 2 (R d ). The entropy is relevant because the diffusion curve evolves with speed and direction determined by the gradient of this functional, formally identified with the vector field " ∇ρ ρ ". This discovery initiated many studies on gradient flows of different functionals in the Wasserstein space over different spaces. Otto obtained for instance a representation of the porous medium equation [38] thanks to the Rényi entropy in P 2 (R d ). We have already stressed how successful the optimal transport approach was in representing the heat equation on various metric spaces (X, d, L). Those different contributions may adopt different degrees of generality, some of them giving rise to a precise variational analysis of metric spaces. For instance not only smooth curves are possible gradient flow curves, but also curves that are only absolutely continuous. Similarly the slope of Ent at µ is not only the maximal slope along regular curves starting at µ but rather the slope obtained from sequences converging to µ. The most documented book on gradient flows over Wasserstein spaces is certainly the book by Ambrosio, Gigli and Savaré [2] (one can also see [6] that is a kind of simplified version). Another important reference is the book by Villani [47, .
There seems to be a central ingredient in the proofs of paradigm (1) . Namely, the displacement convexity of Ent (roughly speaking the geodesic convexity of Ent with respect to the metric structure of P 2 (X)), or its general version as the Kdisplacement convexity of Ent (for some K ∈ R), offer a particularly good control on the modulus of continuity of the slope of Ent. This condition is so useful that it appears as a hypothesis of a theorem on the stability of gradient flows when the space is varying [19] and it is also the framework of a theory of gradient flows over very general spaces proposed by Ambrosio, Gigli and Savaré [3, 4] . The displacement convexity of Ent has a geometric interpretation: as it has been proved in the papers by Lott and Villani [32, 31] and Sturm [45, 46] (see also [47] for a complete account), one can consider the spaces where Ent is displacement convex as spaces of non-negative Ricci curvature (in a weak sense because Ricci curvature is a Riemannian notion) and those where it is K-displacement convex as spaces with Ricci curvature bounded by K from below. It is not surprising that curvature plays a role in the metric spaces for which paradigm (1) has been established up to now. For instance (1) has been proved for measures on Riemannian manifolds with Ricci curvature bounded from below [11] (-the condition coincides with the weak one by Lott-Villani and Sturm) , and on Alexandrov spaces [36, 21, 20] : these spaces are considered as the metric spaces with sectional curvature bounded from below (a condition stronger than the displacement convexity of Ent, see [40, 48] ).
Unfortunatly the Wasserstein space P 2 (H n ) over the Heisenberg group does not satisfy the convexity of the entropy. This space H n may appear as the simplest Lie group after the Euclidean spaces because it involves only a few non-commutativity and its Lie algebra only presents n non-trivial relations (that can be interpreted in quantic physic as the uncertainty principle). The subRiemannian distance, called Carnot-Carathéodory distance d c provides an exotic structure that still allows elementary computations. The corresponding metric space (H n , d c ) is much studied (see e.g., [17] for geometric measure theory, [28] for conformal geometry, [10] for embedding problems). We will prove that the gradient flow of Ent corresponds to the solutions of the adequate "heat equation", which is the hypoelliptic diffusion provided by ∆ H , the subRiemannian "sum of square" operator (also called Kohn operator). Notice that the hypoellipticity of this operator is ensured by a famous theorem of Hörmander [23] about "sum of square" operators. In the case of the Heisenberg group, a probabilistic description of the heat distribution is available [18] because it appears in R 2n+1 as the joint distribution of n planar Brownian motions with the sum of their Lévy areas.
We want to prove paradigm (1) on H n . A formal proof using an adapted Otto calculus could be done easily (and can be found over this paper, see also Remark 5.1 on [27] ) but we want to get an equivalence in precise terms, comparable to those of Ambrosio, Gigli and Savaré in [2] . It is not possible to mimic exactly the proof of these authors because of the lack of control on the Ricci curvature. Indeed, it was proved in [26] that the Heisenberg group H n is not a space with "Ricci curvature bounded from below" in the sense of Lott, Sturm and Villani. Nevertheless in the present article, we will obtain the complete equivalence between solutions of the "heat equation" in H n and the gradient flow of Ent in P 2 (H n ). It seems that this is the first exotic example of a metric space without a "lower Ricci bound" where one can prove (1) . See Remark 5.2 for a more precise discussion on this topic.
We give now some elements of our strategy. The direct inclusion (heat diffusion is a gradient flow) is more or less the result of a direct computation. The more tricky part consists in proving the opposite inclusion. The Heisenberg group has a classical Riemannian approximation, H ε n with a lower bound −1 2ε 2 on the Ricci curvature (see for instance [25] for the computation). In this paper, we will gather all the informations on P 2 (H ε n ), a space where results on Ent, the locally absolutely continuous curves and their interactions are already known. This will be useful because H ε n and H n are the same topological space and they have the same reference measure. A key result will be Proposition 3.4 (see also Proposition 3.2): it is proved that at points µ with a finite slope for Ent in P 2 (H ε n ), the slope of Ent at µ in P 2 (H n ) (that is also finite) equals the maximal slope along regular curves going through µ, which corresponds classically to the square root of the Fisher information of µ. This allows to obtain an important estimate (a strong upper gradient estimate) for regularized curve (µ * t ) t∈[0,T [ of a gradient flow (µ t ) t∈[0,T [ . The measures µ * t depend on a parameter υ > 0 and are points of finite slope for Ent in P 2 (H ε n ). We obtain the result by letting υ go to 0.
The paper is organized as follows: in the first part we introduce the Heisenberg group, the optimal transport theory and state the definition of curves driven by the gradient flow of Ent.
In the second part we review some propositions on the relations between Ent and the Wasserstein distance on the approximating Riemannian manifolds H ε n . In part three we study the speed of the curves in P 2 (H n ) (Proposition 3.1) as well as the slope of Ent in this space (Proposition 3.2 and Proposition 3.4). For proving these propositions we use the results of Section 2. In particular, Proposition 3.4 is obtained by approximation using Proposition 2.1 from Section 2.
In the fourth part we prove the theorem (see Section 1 for the definitions, especially Definition 1.7 for the notion of gradient flow of Ent):
Theorem 0.1. Let T be a positive or infinite time and (µ t ) t∈[0,T [ a locally absolutely continuous curve in P 2 (H n ). The following two statements are equivalent
• For any t ∈]0, T [, µ t has a density ρ t with respect to the Lebesgue measure and (ρ t ) t∈]0,T [ is a solution of the hypoelliptic heat equation of H n ,
where The strategy of the proof relies on two approximations. First H n is compared to the Riemannian manifold H ε n , then we convolve the curve (µ t ) t∈[0,T [ in order to apply what we know on P 2 (H ε n ) to the measures µ * t , which is not possible directly for µ t .
1. Definitions 1.1. Heisenberg groups. Let n be a positive integer. The Heisenberg group H n is a Lie group that can be represented by R 2n+1 = C n × R with the multiplicative structure
where z writes (z 1 , · · · , z n ) = (x 1 + iy 1 , · · · , x n + iy n ) and is the imaginary part of a complex number. A basis for the Lie algebra of left-invariant vector fields is given by (X 1 , Y 1 , · · · , X n , Y n , U) where
and U = ∂ u . It is possible to define two metric structures on H n . For any ε > 0, we note (H ε n , d ε ) the Riemannian manifold with (X 1 , Y 1 , · · · , X n , Y n , εU) as orthonormal basis in any point. The metric space (H n , d c ) will denote the Heisenberg group with the subRiemannian metric with orthonormal frame (
The reference measure of the two spaces is the Lebesgue measure L 2n+1 . It is up to a constant the Haar measure of the group (both left-and right-invariant). Up to a constant it is for H ε n the Riemannian volume and the 2n + 2-dimensional Hausdorff measure for H n . We will simply denote it by L.
We now make precise what is the Carnot-Carathéodory distance, the subRiemannian distance of H n . The functions · ε and · H are defined by
The distance d c is obtained by minimizing the subRiemannian length between two points. This length l c (γ) is defined for locally absolutely continuous curves γ in R 2n+1 as the limit of l ε (γ), the length computed in H ε n when ε tends to 0. Precisely if for almost every t,
The curves satisfying condition (*) are called horizontal. Their speed vectors are contained in [5, 26, 15] ). For p ∈ H n , ϑ ∈ R and V a horizontal vector of T p H n , the point exp 
are smooth. In the precise case of the group H n , more is known about the solutions of this equation. For a regular initial condition µ 0 (a probability measure with finite second moment for instance), Gaveau [18] proved that the solutions are given by the convolution with a fundamental solution h t (depending on the dimension n). An explicit expression of h t is
In fact h t is the density of X
which is the distribution of the product X t = X 0 · X 0 t with independent terms, X 0 having probability law µ 0 . Again ρ t is positive and ρ t (p) dL 2n+1 (p) = 1 so that (ρ t L) t≥0 is a curve in the space of measures (as noticed after Proposition 1.4, it is even in P 2 (H n ) as soon as µ 0 is in this space).
1.1.1. Some additional estimates. We give here some general estimates and geometric relations on H n and h t that we will need in this article.
n × R be a point of the Heisenberg group and ε > 0. Then
for some positive constants c and C depending only on n.
Proof. Any horizontal curve has the same length in H n and H ε n so that
, the projection on C n connects 0 C to z and has speed vector n k=1 a k (t)∂ x k + b k (t)∂ y k . These two curves have the same length (the first one in H n and the second in C n ).
The proof of the equivalence between d c and N : (z, u) → (|z|+|u| 1/2 ) is classical (see [16] ) and follows the same lines as the equivalence of norms in a finite vector spaces. One compares those functions on a "sphere" (for instance {(z, u) ∈ H n | |z| + |u| 1/2 = 1}). With the compactness one can define c and C as the minimum and maximum of d c . The inequality can be extended to H n using dilations, a special feature of the Heisenberg group: for any λ ≥ 0 the distance from 0 to (λz, λ 2 u) is λd c (0, p) and N has the same homogeneity.
The last estimate is a little less usual and its proof requires the study of geodesics in H ε n , for instance through the minimization of the energy of a curve (instead of its length). Details can be found in [5] or [25, subsection 1.6.4] . The analysis of the geodesics shows that there is a point p = (z, u ) with the same z-coordinates as p and |u − u | ≤ 2πε
The Heisenberg group is not Abelian but we will need some commutativity relations in the rest of the paper.
U} and f and g are two regular functions (for instance of class
Proof. the first part of this lemma simply relies on the definition of the multiplicative structure and the fact that d c and d ε are left-invariant. The definition of the convolution in H n appears in (3) and in this formula a differentiation under the integral sign justifies V (f * g) = f * V g. The last point is a consequence of the two previous one. Indeed if g is a measure concentrated on L one has f * g = g * f and V f also commutes with g.
The last estimates of this paragraph concerns h t and its derivatives close to infinity. The best results presently available on this topic seem to be the estimates of H.-Q. Li [30] . Less recent results may be also sufficient for Proposition 1.3. For the third assumption see [29, p 376] by the same author.
is an integrable function,
dL is finite.
1.2.
Wasserstein spaces. Let (X, d) be a Polish metric space. Then the Wasserstein distance of two Borel probability measures µ 0 and µ 1 is defined as
where the infimum is taken over all couplings π of µ 0 and µ 1 , i.e. over all probability measures π over X × X such thatp # π = µ 0 andq # π = µ 1 . Herep (resp.q) stands for the first (resp. second) coordinate map and # is the push-forward symbol. The function W defines a distance on the so-called "Wasserstein space", that is,
where p 0 is some point of X (the space does not depend on the choice of p 0 ∈ X). For any Polish space X, there exist minimizing couplings π in (4). In the case of P 2 (H ε n ) and P 2 (H n ), it has been proved in [34] (with [13] ) and [5] that if µ 0 is absolutely continuous, (4) is achieved by an unique π and this coupling can be expressed by π = (Id ⊗T ) # µ 0 for a µ 0 -almost everywhere uniquely defined map T . Moreover these authors prove that in these two geodesic spaces a geodesic between p and T (p) is µ 0 -almost surely unique. We denote it by (T t (p)) t∈ [0, 1] such that in particular T 0 = Id and T 1 = T . Thence, [47, Corollary 7.23] ensure that there exists a unique geodesic (µ t ) t∈[0,1] between µ 0 and µ 1 , defined by µ t = (T t ) # µ 0 . Still under the assumption that µ 0 is absolutely continuous, the measures µ t for t < 1 are absolutely continuous as well (see [14, 15] ).
A related result [47, Corollary 10.44 and Theorem 13.5] states that on a manifold if µ 0 is absolutely continuous, for U t in a form that we will precise, µ t = (U t ) # µ 0 is also absolutely continuous for t small enough. It is actually sufficient that U t writes p → exp p (tV (p)) where exp p is the usual exponential map of Riemannian geometry and V is a smooth vector field with compact support. This proposition of course applies to H ε n for any ε but there is also an adapted version for H n in [25, Section 2.2.3] with a similar proof. We state this result here:
, V be a smooth horizontal vector field of compact support and µ 0 an absolutely continuous measure on H n . Define
There is a t 0 > 0 such that for any t < t 0 , U t is injective, smooth and the Jacobian determinant Jac(U t ) is not zero. In particular µ t is absolutely continuous.
With the notations of the Proposition 1.4, a disintegration of measure argument shows that if µ 0 ∈ P 2 (H n ), the measure µ t is also in this space, principally because the displacement by U t is bounded. Similarly a consequence of Proposition 1.3 is that h t is in P 2 (H n ) so that for any µ 0 ∈ P 2 (H n ), the measure µ t = µ 0 * h t is also in this space. We also notice with Lemma 1.1 that P 2 (H n ) and P 2 (H ε n ) are the same topological spaces whatever ε > 0 is.
Consider now Ent, the central functional of the present paper. It is not clear whether in definition (2), the function ρ ln(ρ) is integrable. On P 2 (H n ), at least the negative part is. Lemma 1.5. If µ ∈ P 2 (H n ) has a density ρ with respect to the Haar (and also Lebesgue) measure L, then (ρ ln ρ) − dL < +∞ so that Ent is well-defined on
Proof. It suffices to notice that this is true for ρL ∈ P 2 (H ε n ). As it is a Lie group with an invariant metric, H ε n is a Riemannian manifold with its Ricci curvature bounded from below (in fact with lower bound − 1 2ε 2 ). In this case it is proved in [11,
Notice that the proof could also be directly adapted from [11] because the volume of the balls of radius r of H n is well-known. Up to a multiplicative constant it is r 2n+2 .
Absolutely continuous curves.
A curve (γ t ) t∈I defined on an interval I in a metric space (X, d) is said to be locally absolutely continuous on I if there exists a function m element of L 1 loc (I) such that for any a < b in I,
It is proved in [2, Theorem 1.1.2] that if γ is locally absolutely continuous, for almost every t ∈ I the metric derivativė
exists (| | is a notation for the metric speed) and
equals the classical metric length of the curve γ between a and b. In any metric space
, γ is a geodesic, up to reparametrizations a constant-speed geodesic. We denote the space of locally absolutely continuous curves by AC(X). Let AC 2 (X) ⊂ AC(X) be the subspace of locally absolutely continuous curves such that t → |γ t | 2 is locally integrable. Up to reparametrizations AC(X)-curves are in AC 2 (X).
1.4. Gradient flows. In this paper, curves will take values in the Wasserstein spaces P 2 (H n ) and P 2 (H ε n ). We will study the slope of the functional entropy Ent introduced in (2) . The slope of Ent is defined as
otherwise.
This quantity is positive and quantify how much the entropy can locally decrease. We keep the notations Slope, W and| | for the slope, the Wasserstein distance and the metric speed of Remark 1.6 (About infinite slope). Note that the definition Slope(Ent)(µ) = +∞ if Ent(µ) = +∞ is not only a convenient convention, at least if the metric space is H n or H ε n . In fact any measure µ is the limit of measures ν n obtained by convolution with approximate identity (for instance with (h t ) t>0 ). These measures are in the corresponding Wasserstein space so that Ent(ν n ) makes sense and is in ] − ∞, +∞]. It is not +∞ because the density of ν n is bounded from above.
We will use in this paper a metric definition for the gradient flow of the entropy. It can be compared to v) in Theorem 5.3 of [6] or to ii) of Proposition 23.1 of [47] . This definition has to be understood as the decomposition of "μ t = −∇ Ent(µ t )" in (1) into the norm equality and the indication of the direction. Definition 1.7. Let I be an interval. A curve in the Wasserstein space (µ t ) t∈I is said to be a gradient flow of Ent if
• it is a locally absolutely continuous curve in P 2 (X) and for almost every t ∈ I,| µ t | = Slope(Ent)(µ t ),
• the function E(t) = Ent(µ t ) is non-increasing and for almost every t ∈ I,
Remark 1.8. With the notations of Definition 1.7, the function E is differentiable at almost every t ∈ I because non-increasing functions are of bounded variation.
for almost every t, so that t →|µ t | 2 has a finite integral on [t 0 , t 1 ] provided that both E(t 0 ) and E(t 1 ) are finite. This condition holds if X = H n and t 0 , t 1 > inf(I) as is proved in Lemma 4.2 (or see directly Remark 1.9 and Lemma 1.5). Moreover it will be proved in Proposition 4.5 that E is locally absolutely continuous on ]0, T [. Remark 1.9 (About infinite entropy and infinite slope in gradient flows). The entropy can not be +∞ on an interval greater than a single time. Indeed if Ent(µ t ) = +∞, for every t ∈ [a, b] with a < b, we have also|µ t | = +∞. This contradicts the fact that µ t is an AC-curve in P 2 (X). Therefore if (µ t ) t∈[0,T [ is a gradient flow of the entropy, Ent(µ t ) is finite for t > 0. In particular µ t admits a density function ρ t for any t > 0. 
Note that these notations are coherent with the usual ones when f is smooth. Actually in this case, f ψ has a compact support. Then (this time for X k because it is less obvious than for U)
But the first integral is also (X k f )ψdL + f (X k ψ) dL as we want. We say that f has a gradient ∇ H f if it has a weak derivative V f for any
If moreover f has a weak U-derivative, we can define the ε-gradient ∇ ε f ,
We note W 1,1 loc (H n ) the space of locally integrable functions f with a locally inte-
loc (H n ) be the subspace of the functions f with a weak derivative Uf .
We note div the simple divergence operator of R 2n+1 . One can check that for
Hence we have the following integration by part where ψ ∈ C ∞ c (R 2n+1 ) and V is smooth,
for any ε > 0, and if V is horizontal
Note that if V = ∇ H ϕ, the function div V is ∆ H ϕ. Later div will also be used in the distributional sense, especially in the continuity equations (5) and (8) .
For a given absolutely continuous measure µ, we define Tan H (µ), the tangent space at µ ∈ P 2 (H n ) as the smallest Hilbert space that contains the vector fields ∇ H ψ for a test function ψ. Precisely
where [9] ). Proposition 2.1 (On the slope of Ent). Let ε > 0 and µ ∈ P 2 (H ε n ) that has a density ρ. Then the following statements are equivalent:
The vector field w ε can be simply written "∇ ε ρ/ρ". Actually as µ = ρL, the function ρ is µ-almost surely non-zero such that ∇ ε ρ/ρ makes sense in L 2 ε (µ). The interpretation of this vector field in the Otto calculus is "∇ Ent". Note moreover that if condition (ii) is satisfied {ρ = 0} ∩ {∇ ε ρ = 0} has Lebesgue measure zero. We will use both the notations w ε and ∇ ε ρ/ρ for the same vector field. Nevertheless when ρ is positive as in paragraph 4.1 about the heat curve, the second notation will be used more frequently. Proposition 2.5. Let ε > 0 and I be an open interval. Let (µ t ) t∈I be an AC 2 -curve in P 2 (H ε n ). Assume that for almost every t ∈ I, the slope Slope ε (Ent)(µ t ) is finite. Let w ε t ∈ L 2 ε (µ t ) be the corresponding vector field given by Proposition 2.1. Then there is a subset I ⊂ I of full-measure such that for any t ∈ I the speed|µ t | ε is finite and there is a vector field v ε t ∈ Tan ε (µ t ) with v ε t ε =|µ t | ε that satisfies the two statements (5) and (6) below. The vector field v ε t can be chosen to be Borel measurable as a function (t, p) → v ε t (p).
• One has
• along the curve the entropy satisfies
when s goes to t.
Moreover as a complement to (6), for any µ and ν in
Proof. The space (H ε n , d ε ) is a complete Riemannian manifold with Ricci curvature uniformly bounded from below by K = −1/2ε 2 . We can apply Proposition 2.5 of [11] and we obtain a measurable vector field v ε t of I ×H ε n satisfying v ε t ∈ Tan ε (µ t ) for almost every time and the space-time version of (5) for test functions ψ of compact support in I×H ε n . In order to localize the continuity equation for times in a set of full measure I we first consider "rectangular" test functions of type (t, p) → g(t)ψ(p) where g(t) approximates the indicator of a segment. We deduce that t → ψdµ(t) has a derivatives on a set of full measure. In order to cancel the dependance of this set with respect to ψ we take a countable family of test functions, following the same method as at the end of [47, proof of Theorem 13.8] (see also the end of Proposition 3.1). Note that we obtain (5) with a slightly different normalization but it does not matter (see Remark 2.6). Another way to obtain directly (5) would be to follow the proof of Theorem 13.8 replacing the Lipschitz curve by an absolutely continous curve as suggested in [47, Remark 13.9] . However it would be not clear how to conclude that (t, p) → v ε t (p) is Borel measurable up to a null set. The equation (6) is obtained as an easy consequence of Particular Case 23.15 in [47] by using Lemma 2.7 of [11] . This lemma permits to approximate the optimal transport vector field v ε (µ t , µ s ) that relates optimally µ t to µ s . Precisely for almost every t ∈ I we have the Taylor expansion (5), (6) and (7) that can be found in [11] and [47] .
Remark 2.7. The type of inequality like (7) is called a HWI inequality. It was established the first time by Otto and Villani [39] . On a Riemannian manifold it can be written
, where H stands for Ent (it is the "H-functional of Boltzmann") and I ε is the Fisher information (see Remark 2.3). The real K is an uniform lower bound on the Ricci curvature. In H ε n the greatest possible bound is −1 2ε 2 . Note that it tends to −∞ as ε goes to 0. We state a result from [ 
for any t 0 , t 1 ∈ I.
In Proposition 3.1 we will prove a similar statement to (5) for the "true" Heisenberg group H n . In subsection 3.2 we will let ε go to zero in (7) and get results on the slope of the entropy in P 2 (H n ), the Wasserstein space of the "true" Heisenberg group. Inequality (6) will also be interpreted in the context of P 2 (H n ) at the end of paragraph 4.2. With Proposition 2.8, for ε going to 0 we will obtain successively Proposition 4.5 and Proposition 4.6, two major results of the proof-paragraph 4.2.
3. Speed of curves and slope of Ent in P 2 (H n ) 3.1. Speed and velocity. Equality (5) in Proposition 2.5 shows that for the AC 2 -curves (µ t ) t∈I in P 2 (H ε n ) (where a metric speed|µ t | ε is available) it is possible to define a velocity (speed and direction) thanks to a vector field v ε t . We show that there is a similar velocity for P 2 (H n ). The next proposition will appear in the paragraph 4.2 on the proof of Theorem 0.1 where we will apply it to the curves driven by the gradient flow of Ent.
Proposition 3.1. Let I be an open interval and (µ t ) t∈I an AC 2 -curve in P 2 (H n ). Then there is a subset I ⊂ I of full measure such that in any t ∈ I there is a vector field
in the weak sense. It means that for every function ψ ∈ C
The vector field v t can be chosen to be Borel measurable as a function (t, p) → v t (p). Moreover, v t L 2 H (µt) ≤|µ t | for any t ∈ I . Converserly if (v t ) t∈I is a Borel vector field satisfying the continuity equation and
dt < +∞ for every t 0 < t 1 , one has|µ t | ≤ v t L 2 H (µt) for almost every t ∈ I. Hence for the vector field introduced in the first part, I can be restricted so that v t L 2 H (µt) =|µ t | for any t ∈ I . Proof. As (µ t ) t∈I is an AC 2 -curve in P 2 (H n ), it is also in AC 2 (P 2 (H ε n )) for any ε > 0. Note that for ψ ∈ C ∞ c (R 2n+1 ), the map µ ∈ P 2 (H ε n ) → ψ dµ is Lipschitz continuous with Lipschitz constant equal to the Lipschitz constant of ψ in H ε n . Thus t → ψdµ t is locally absolutely continuous and according to Proposition 2.5 there are Borel vector fields v ε t ∈ L 2 H (µ t ) such that for any t 0 < t 1 ,
loc (I). This last estimates writes
where
εU is the decomposition of v tends to 0 as i goes to infinity. It follows that v is horizontal (for a.e. t, v t is horizontal) because the norm of its U coordinate has to be smaller than the lower limit of the corresponding norms in the sequence. But for any i ∈ N and almost every t ∈ I,
Because the horizontal part of v εi weakly converges to the horizontal part of v (that is v itself) and v εi,U t to 0, it follows
This occurs for almost every t ∈ [t 0 , t 1 ]. In (9), we put the limit under the integral sign and can use the Lebesgue dominated convergence because
as soon as ε ≤ 1. It follows that ζ ψ : t → ψdµ t is almost everywhere differentiable and this derivative is ∇ H ψ|v t H dµ t . The estimate v t L 2 H (µt) ≤|µ t | has been proved during the proof as a limit of (10) . Observe that the proof is not totally complete. Actually we do not have a correct set I as in the statement because
is uncountable. A way to get over this problem is to consider a family (ψ k ) k∈N with (∇ H ψ k ) k∈N dense in the set {∇ H ψ | ψ ∈ C ∞ c (R 2n+1 )} for the uniform norm. Hence it is dense in Tan H (µ t ) for any t. Let I be the set of points t such that all functions ζ k : t → ψ k dµ t are differentiable with derivative
) and assume without loss of generality that (∇ H ψ k ) k∈N converges to ∇ H ψ. Hence ∇ H ψ k |v s H dµ s converges pointwise to ∇ H ψ|v s H dµ s and moreover
This difference is locally integrable because (µ t ) t∈I is an AC-curve in P 2 (H n ).
Hence the derivative of ζ ψ exists at any t ∈ I and it is the limit of ζ k (t), i.e.
For the converse part, let (v t ) t∈I be a Borel vector field satisfying the continuity equation and
dt < +∞ for every t 0 < t 1 . This also means t1 t0
dt < +∞ because v t is horizontal (here ε = 1). Hence one can apply Theorem 5.8 in [7] in the setting of the continuity equation on Riemannian manifolds. We obtain a probability measure Π on C(I, H 1 n ), the space of curves over H 1 n with the Borel sigma-field, satisfying the conditions:
• Π is concentrated on AC 2 (H 1 n ).
• the curve γ is Π(γ)-almost certainly an integral curve of the vector field v t , so that it is a horizontal curve.
• for every t ∈ I, the law of the point γ(t) with respect to Π is µ t . The following computation will conclude the proof of the converse part.
Thus v t L 2 H (µt) =|µ t | holds for almost every t ∈ I. 3.2. Slope. After the previous part we can represent the velocity of (µ t ) t∈I by a vector field. Propositions 3.2 and 3.4 makes the picture more precise and allow to identify "the gradient of the entropy" as a vector field, at least at some points µ ∈ P 2 (H n ). Proposition 3.2 (On the slope of Ent, 2). Let ε > 0 and µ ∈ P 2 (H ε n ) that has a density ρ. Assume moreover Slope(Ent)(µ) < +∞. Then there is a horizontal vector field w
Proof. Let V be a smooth horizontal vector field with compact support and ϑ ∈ C
). Because of Proposition 1.4 for t small enough the map U t is smooth, one-to-one and Jac(U t ) does not vanish. Note that V (p) is the speed vector of t → U t (p) at time t = 0 and that this curve is a geodesic of (constant) speed V (p) H . Then the metric speed of
The derivative in time of Ent(µ t ) can be classically computed using the fact that (p, t) → U t (p) is the flow of a smooth vector field corresponding to V in t = 0. Hence we have
Note that if the entropy grows, which we want to avoid, we can replace V by −V . Therefore the following inequality with slope and speed on the right hand-side holds:
Thence one observes that ρ ∈ W 
dL is the Fisher information of µ in H n . An important issue of this paper is to find out if Slope(Ent)(µ) equals I H (µ), which is a sort of "maximal slope of Ent along regular curves starting from µ".
Contrarily to Proposition 2.1, we were not able to state that the finiteness of Slope(Ent) is equivalent to the existence of a w H ∈ L 2 H (µ) and that these conditions imply w H ∈ Tan H (µ). Nevertheless this can be established under a further condition.
Proposition 3.4 (On the slope of Ent, 3). Let µ ∈ P 2 (H n ) with a density ρ and such that Slope ε (Ent)(µ) < +∞ for some (or any) ε > 0. Then Slope(Ent) is also finite in µ and
Proof. Let µ ∈ P 2 (H n ) with finite entropy and such that Slope ε (Ent)(µ) < +∞ for some (or any, see Remark 2.4) ε > 0. As W ε ≤ W , we have also Slope(Ent)(µ) ≤ Slope ε (Ent)(µ) < +∞. From Proposition 3.2 we know that ρ has a weak derivative ∇ H and that there is w
The fact that the slope of Ent is also finite in P 2 (H ε ) means that ∇ ε ρ is also well defined and that there exists w ε ∈ L 2 ε (µ) such that ρw ε = ∇ ε ρ. Thus the weak derivative Uρ is well-defined and satisfies ε(Uρ)εU = ∇ ε ρ − ∇ H ρ. Moreover the function w U defined by εw
We can show w H ∈ Tan H (µ) from the fact that w ε ∈ Tan ε (µ). Indeed, it is possible to approach
. It follows that (∇ H ψ k ) k∈N tends to the horizontal part of w ε . Hence w H is in the tangent space Tan H (µ). We already know the inequality w
H (µ) ≤ Slope(Ent)(µ), we will prove the opposite inequality thanks to inequality (7) in Proposition 2.5. In this inequality, we first replace every W ε (µ, ν) by W (µ, ν). It is allowed because the second is greater. Then we take ε as a function of ν with ε = W (µ, ν)
because the graph of √ is under the tangent line in w
H (µ) and the equality follows. Remark 3.5. In the previous proof, we have established a HWI inequality (see Remark 2.7) for the subRiemannian H n . Nevertheless it only holds for the points µ such that I ε (µ) is finite. Note that this condition is different from I H (µ) < +∞.
Proof of the Theorem
In this section, we prove Theorem 0.1 in two parts, corresponding to the two inclusions. In paragraph 4.1 we prove the direct inclusion and in paragraph 4.2 the indirect inclusion.
4.1.
Heat diffusion is a gradient flow of Ent. Let (µ t ) t∈[0,T [ be a curve in P 2 (H n ) such that µ t = ρ t L = µ 0 * h t for any t ∈]0, T [. We will show that both the curve (µ t ) and E : t ∈]0, T [ → Ent(µ t ) are locally absolutely continuous and computeĖ. We will also compute the slope of Ent at µ t and estimate the metric speed of µ t . We will obtain
at almost every t ∈]0, T [. But because of the differentiability properties of E(t), we have the chain rule estimate
at almost every t. Comparing with system (11), we see that inequality (12) is an equality for almost every t ∈ [0, T [. Assuming (11) we have proved that t → µ t is a gradient flow of Ent on ]0, T [. For the result on [0, T [, according to Definition 1.7 it is sufficient to prove that the curve is locally absolutely continuous on [0, T [. In fact if µ 0 is a Dirac mass
holds as well. Actually for t 0 , t 1 > 0 a coupling π t0,t1 between µ t0 and µ t1 can be defined as P # (µ 0 ⊗ π 0 ) with the map P : (p, (q 0 , q 1 )) ∈ H n × (H n ) 2 → (p · q 0 , p · q 1 ) and an optimal coupling π 0 between h t0 L and h t1 L. It follows
4.1.1. Computation ofĖ. We start with the formal computation ofĖ. It shows the different steps of the rigorous computation. Setting H(ρ) = ρ ln(ρ),
There are several problems. Among them the vector field (1 + ln(ρ t ))∇ H ρ t does not have a compact support so that it is not sure that the full integral of its derivatives is zero, which is what we need for an integration by parts. Another difficulty is about the regularity of E : t → Ent(µ t ) and the possibility to differentiate under the integral sign. We will avoid those technical problems by defining an approximation of Ent by some functionals H k (ρ) where the functions H k are defined thanks to cut-off functions. For any k ≥ 3, let ψ k : R + → [0, 1] be a cut-off function defined by
We consider
We will see that H k pointwise converges to H : x → x ln(x). We start with a few remarks: note that H k (0) = H(0) = 0, that H k is convex but less convex than H because
. Let x > 0 be a real number and k great enough to have x ∈ [1/k, k] so that H and H k are "parallel" on this interval. Then
because H (u) ≤ H k (u) ≤ 0 for any u ≤ 1/k. All these terms tend to 0 so that we have the pointwise convergence.
Let us now prove a domination property. The non-negative function
uniformly dominates the functions |H k | because on [0, 1/3], H k (x) is negative and
Moreover if ρ is the density of some µ ∈ P 2 (H) satisfying Ent(µ) < +∞, we have K(ρ)dL < +∞ because |ρ ln(ρ)|dL < ∞ and {ρ>1/3} 1 dL < 3. Thus using the dominated convergence theorem one has
The cut-off functions ψ k give us the possibility to make the former formal computation correct.
Let us see the justifications. For (13) we do not have to much difficulties because H k (ρ t ) has derivative H k (ρ t )∆ H ρ t and absolute value g t = |H k (ρ t )(ρ 0 * ∆ H h t )|, the functions H k and ∆ H h t are bounded and ρ 0 is integrable. That together proves that g t is integrable. Moreover x → sup t∈I g t (x) is also integrable for compact intervals I included in ]0, +∞[ (the sup t∈I |∆ H h t | is integrable, see Proposition 1.3). It follows that t → H k (ρ t ) is in C 1 (]0, +∞[). Let us now justify the integration by part (14) . In fact we have already shown that H k (ρ t )∆ H ρ t is integrable. But we will see that div(H k (ρ t )∇ H ρ t ) is also integrable and thanks to Lemma 4.1 that this integral is 0, which will justify the integration by part (14) . But ψ k (ρ t )
. This is enough for the integrability of div(
is also integrable for similar reasons (H k is bounded, µ ∈ P 2 (H n ), ∇ H ρ t = ρ 0 * ∇ H h t and Proposition 1.3). Hence we just need to apply Lemma 4.
Proof. Let B(r) and S(r) be the Euclidian balls and spheres of radius r and center 0 in R 2n+1 . Then | B(r) div V | ≤ S(r) V where the norm is the one of R 2n+1 .
But S(r) V dσdr = V < +∞. Hence there is a sequence (r n ) with r n → +∞ and S(rn) V → 0. It follows div V = 0.
Hence
The last step is to let n go to ∞ and use the monotone convergence theorem.
Note that in (15) the entropies are finite. Actually, from Lemma 1.5, we have Ent > −∞ and ρ t is bounded from above by sup h t , so that ρ t ln ρ t ≤ Cρ t for some positive constant C. This implies Ent(µ t ) ≤ C < +∞. Hence E : t → Ent(µ t ) is locally absolutely continuous and for almost every t,
Computation of the slope of Ent. We will apply Proposition 3.4 to µ t for almost every t. We have already proved in (15) that
ρt dL is finite. Consider the Cauchy-Schwarz inequality
After integrating one obtains
because L is translation-invariant. Proposition 1.3 and Proposition 3.4 gives us
4.1.3. Computation of the speed of (µ t ). Let us finally consider the speed of (
. We recall that ρ t is positive, smooth in space and time for t > 0. Moreover, ψ∇ H ρ t has a compact support. Then
Hence ∂ t (µ t )+div − Proof. As (µ t ) t∈[0,T [ is a gradient flow of Ent in P 2 (H n ) we have 0 ≤ Ent(µ t0 ) − Ent(µ t1 ) < +∞ for any 0 < t 0 < t 1 < T . Indeed because of Lemma 1.5 , Ent(µ t ) > −∞ and it can also not be +∞ as explained in Remark 1.9. Therefore, as E : t → Ent(µ t ), that is a non-increasing function, has bounded variations we obtain
We will prove a result similar to Proposition 2.8 for the Heisenberg group in the two propositions of this paragraph. For that, we will use two kinds of approximations: the first one is the comparison of H n with H ε n and the second one is the approximation of measures µ t by some others µ * t in the following way: the measure µ * t is obtained by convolution with a measure ξ υ concentrated on the center L = {(z, u) ∈ H n , | z = 0} and with density u →
where ξ is a function of
only by a normalization constant. We will simply write µ * t even if it depends on υ > 0. While in the proofs ε > 0 is a fixed parameter, µ * depends in fact on υ > 0 and µ * tends to µ while this parameter goes to 0. Recall Lemma 1.2 on the possibility to differentiate one or the other term of the convolution in µ * t . The convolution of a measure on H n with an horizontal vector field has to be understood in the sense of left-or right-translation of vectors ; for ξ υ because of Lemma 1.2 left or right means the same and the convolution with functions or vector fields is the same as the convolution in R 2n+1 .
(z, u) → z, this disintegration provides Ent(µ * t ) − Ent(µ t ) = C n Ent(µ * t|z ) − Ent(µ t|z ) dµ C t (z), (18) both for t = t 1 and t = t 0 . By the dominated convergence theorem, this goes to 0 as υ tends to 0.
Let us immediately improve the upper bound of Proposition 4.5.
Final remarks
In this final section, we compare the main theorem and our techniques to similar results and other techniques.
Remark 5.1. In the last paragraph of their paper concerning a nonholonomic Moser theorem [27, Subsection 6.3], Khesin and Lee prove a result similar to one of the two inclusions of Theorem 0.1: "heat diffusion is a gradient flow of ∆ H ". The paper takes place in the wide class of bracket-generating distribution τ on a connected and compact manifold M (it includes the Albanese torus, a compact quotient of H n ). The authors also approximate the metric space by Riemannian manifolds completing the horizontal tangent space by the other directions. However, their result is different from the comparable inclusion in Theorem 0.1 because it does not apply to the non-compact H n . The proof of Khesin and Lee is more algebraic than the proofs of the present paper and the Wasserstein space they are considering is a "smooth" Wasserstein space, restricted to smooth probability measures. Actually the authors begin to give the smooth tangential structure of P 2 (M τ ), and define the length of curves and the Wasserstein distance from there. Hence the definition of gradient flows is different: the solution of the hypoelliptic equation goes in the "smooth" direction with the greatest slope but a rough Slope(Ent) is not defined.
In [27] , the other inclusion "gradient flows of Ent are heat diffusions of ∆ H " is not addressed.
We say a few words on the most recent results by Ambrosio, Gigli and Savaré.
Remark 5.2. In [3] , Theorem 8.5 states in a very general metric setting that if Slope(Ent) is both -i) a strong upper gradient, ii) lower semicontinuous on the sublevels of Ent, the gradient flow of Ent exists and corresponds to the L 2 -gradient flow of the suitable Dirichlet energy (the hypoelliptic semigroup for H n ). According to Theorem 9.3 in [3] , conditions i) and ii) are satisfied in metric spaces "with Ricci curvature bounded from below". In the paper, we have proved i) for the Heisenberg group (Proposition 4.4) but I do not know whether ii) holds.
According to recent discussions with the authors, even the assumptions of Theorem 8.5 in [3] could be impressively removed. Only the basic estimate (4.3) of this paper -on the growth of balls -seems to be necessary. This growth estimate is satisfied for Riemannian manifolds with a lower bound on the Ricci curvature and for the Heisenberg groups as well.
The last remark of this paper concerns possible generalizations of our proof.
Remark 5.3. It is a natural question to ask whether the techniques of this paper apply to more general subRiemannian structures. We would like to review some of the key-points that seem to be necessary to make our proof of paradigm (1) work and try to define a possible framework. A first natural assumption is to replace H n by a Carnot group G. These groups are isomorphic to vector spaces of finite dimension with a polynomial multiplicative structure. The Lebesgue measure is left-and right-invariant so that one has f V 2 g dL + V f.V g dL = 0 for any leftinvariant vector field V and compactly supported and smooth f and g (see [22] on Carnot groups). As I'm not aware of a Carnot group where estimates concerning the diffusion are as well known as in the Heisenberg group, it is reasonnable to set up in a compact space. Actually in a non-compact setting we would need estimates such as those in Lemma 1.3 for the direct part of the proof corresponding to paragraph 4.1. Hence we choose to work in a nilmanifold, that is the quotient manifold of G by a cocompact subgroup.
In the indirect part of the proof, it will be necessary to know a lower bound of the Ricci curvature for the approximating manifolds. This is necessary for establishing an HWI inequality as in Proposition 3.4 at the measures µ that have a density ρ with a square-integrable Riemannian gradient. The second important item is the possibilty to replace a gradient flow curve (µ t ) t∈I by a curve made of more regular measures µ * t obtained doing a convolution in the direction of the center of G (the commutativity would unable the continuity of both the entropy and the subRiemannian Fisher information during the 1-parameter convolution). This operation aims to give the density ρ * t a derivative in every direction, in other words a Riemannian gradient. A consequence is that the operator ∆ G should be defined as i V 2 i where the left invariant vector fields V i are linearly independant and span the whole Lie algebra except the center (that can be more than 1-dimensional). This is a sub-Laplacian if G is a 2-step Carnot group and another hypoelliptic operator otherwise.
