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Introduction
Cohomology classes defined by polylogarithms have been one of the main tools
to study special values of L-functions. Most notably, they play a decisive role
in the study of the Tamagawa number conjecture for abelian number fields
([Be2], [Del], [HuW] [Hu-Ki]), CM elliptic curves ([Den], [Ki2]) and modular
forms ([Be1], [Ka]).
Polylogarithms have been defined for relative curves by Beilinson and Levin
(unpublished) and for abelian schemes by Wildeshaus [Wi] in the context of
mixed Shimura varieties. In general, the nature of these extension classes is
not well understood.
The aim of this note is to show that there is a close connection between the
polylogarithm extension on curves and on abelian schemes. It turns out that
the polylog on an abelian scheme is roughly the push-forward of the polylog
on a sub-curve. If we apply this to the embedding of a curve into its Jacobian,
we can give a more precise statement: the polylog on the Jacobian is the cup
product of the polylog on the curve with the fundamental class of the curve
(see theorem 3.2.1). With this result it is possible to understand the nature
of the polylog extension on abelian schemes in a better way.
The polylog extension on curves has the advantage of being a one extension
of lisse sheaves. Thus, itself can be represented by a lisse sheaf. The polylog
extension on the abelian scheme on the contrary is a 2d− 1 extension, where
d is the relative dimension of the abelian scheme.
The contents of this note is as follows: To simplify the exposition we only
treat the e´tale realization. First we define the polylog extension on curves and
abelian schemes in a unified way for integral coefficients. To our knowledge
this and the construction on curves is not published but goes back to an earlier
version of [Be-Le1]. The case of abelian schemes is treated in [Wi] (for Ql-
sheaves), which we mildly generalize to Z/lrZ- and Zl-sheaves. All the main
ideas are of course already in [Be-Le1].
The second part gives three important properties of the polylog extension,
namely compatibility with base change, norm compatibility and the splitting
principle.
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In the last part we show that the push-forward of the polylog on a sub-
curve of an abelian scheme gives the polylogarithmic extension on the abelian
scheme and prove our main theorema about the polylog on the Jacobian.
1 Definition of the polylogarithm extension
The first part of this paper recalls the definition of the polylogarithmic exten-
sion for curves and abelian schemes.
The case of elliptic curves was treated by Beilinson and Levin [Be-Le1] in
analogy with the cyclotomic case considered by Beilinson and Deligne. An
earlier version of [Be-Le1] contained also the case of general curves. Polyloga-
rithmic extensions for abelian schemes and more generally certain semi-abelian
schemes were first considered by Wildeshaus in [Wi] in the context of mixed
Shimura varieties.
1.1 The logarithm sheaf
In this section we recall the definition of the logarithm sheaf for curves and
abelian schemes.
Let S be a connected scheme, and l be a prime number invertible on S.
We fix a base ring Λ which is either Z/lrZ or Zl. The cohomology in this
paper is always continuous cohomology in the sense of Jannsen [Ja].
Definition 1.1.1. A curve is a smooth proper morphism pi : C → S together
with a section e : S → C, such that the geometric fibers Cs of pi are connected
curves of genus ≥ 1.
In addition to the curves we consider also abelian schemes pi : A→ S with
unit section e : S → A. For brevity we use the following notation: pi : X → S
will denote either a curve in the sense of 1.1.1 or an abelian scheme over S.
The section will be denoted by e : S → X. The relative dimension of X/S is
d.
Let us describe a Λ-version of the theory in [Wi] I, chapter 3. In the case
of an elliptic curve this coincides with [Be-Le1]. Let s be a geometric point of
S and denote by x := e(s) the corresponding geometric point of X. Denote
the fiber over s by Xs and consider the split exact sequence of fundamental
groups
(1) 1→ pi′1(Xs, x)→ pi′1(X,x) pi∗−→ pi1(S, s)→ 1
(cf. [SGA1] XIII 4.3), where pi′1(Xs, x) is the largest pro-l-quotient of pi1(Xs, x)
and if ker(pi∗)/N denotes the largest pro-l-quotient of ker(pi∗), then pi′1(X,x) :=
2
pi1(X,x)/N . The splitting is given by e∗. Now pi′1(Xs, x) is a pro-finite group
and we fix a fundamental system of open neighborhoods Γj of the identity
with j ∈ J , such that
pi′1(Xs, x) = lim←−
j
pi′1(Xs, x)/Γj .
Define
Hj := pi′1(Xs, x)/Γj
and let us agree that in the case where X is an abelian scheme we choose the
Γj in such a way that Hj = ker[lj ] is the kernel of the [lj ]-multiplication. Let
us also fix a projective system Xj of e´tale Hj-torsors (i.e. Galois coverings of
X with group Hj) such that
Hj
hj−−−−→ Xjy ypj
S
e−−−−→ X,
is Cartesian. In the case of an abelian scheme we take Xj = A and pj = [lj ].
For j′ → j we have the trace map
pj′∗Λ→ pj∗Λ
and we define:
Definition 1.1.2. The logarithm sheaf is the e´tale sheaf
LogX,Λ := lim←−
j
(pj∗Λ)
where the transition maps are the above trace maps.
The stalk of LogX,Λ at x is just the Iwasawa algebra of the profinite group
pi′1(Xs, x)
LogX,Λ,x = Λ[[pi′1(Xs, x)]]
with the canonical action of the semi-direct product pi′1(X,x) given by multi-
plication on pi′1(Xs, x) and by conjugation on the quotient pi1(S, s).
Let
RX,Λ := e∗ LogX,Λ
be the pull-back of LogX,Λ along the unit section e.
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Note that that there is a canonical map 1 : Λ→ RX,Λ and that RX,Λ has
a ring structure given by group multiplication as usual. We denote by
IX,Λ := ker(RX,Λ → Λ)
the augmentation ideal. The logarithm sheaf has a canonical action of pi∗RX,Λ
(again induced by group multiplication)
pi∗RX,Λ ⊗Λ LogX,Λ → LogX,Λ,
which defines on LogX,Λ the structure of an pi∗RX,Λ-torsor.
It is very useful to consider the abelianized version of the logarithm sheaf.
Definition 1.1.3. Let pi′1(Xs, x)ab be the maximal abelian quotient of pi′1(Xs, x)
and define the abelian logarithm sheaf to be the lisse sheaf defined by the
pi′1(X,x)-representation
LogabX,Λ,x := Λ[[pi′1(Xs, x)ab]].
Note that in the our case pi′1(Xs, x)ab ∼= Zrl is a free modul over Zl of rank
twice the genus of the curve or twice the dimension of the ablian scheme. In
particular,
Λ[[pi′1(Xs, x)
ab]] ∼= Λ[[x1, . . . , xr]]
is isomorphic to a power series ring in r variables.
The whole theory of the polylogarithm sheaves relies on the fact that
the higher direct images of LogX,Λ can be computed for curves and abelian
schemes.
Theorem 1.1.4 ([Be-Le1],[Be-Le2],[Wi]). Let d be the relative dimension
of X = C,A over S. Then the e´tale sheaf
Ripi∗ LogX,Λ
is zero for i 6= 2d and
R2dpi∗ LogX,Λ ∼= Λ(−d).
Proof. We use the spectral sequence [Ja] 3.10. We have to compute the tran-
sition maps in the inverse system (Ripi∗pj∗Λ)j , which by Poincare´ duality can
by written as an inductive system
R2d−ipi!pj∗Λ(d).
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Here the transition maps are induced by the pull-back maps j′ → j
pj∗Λ(d)→ pj′∗Λ(d).
Let us first show that the inductive system (R2d−ipi!pj∗Λ(d))j is zero for i < 2d.
By base change we may assume that S is the spectrum of an algebraically
closed field, so that we have to compute the transition maps for
H2d−iet (Xj ,Λ(d)).
We have
H1et(Xj ,Λ(d)) = Hom(pi1(Xj),Λ(d)) = Hom(Γj ,Λ(d)).
For every homomorphism in Hom(Γj ,Λ(d)) there is an j′, such that its restric-
tion to Γj′ is trivial. Thus the maps
H1et(Xj ,Λ(d))→ H1et(Xj′ ,Λ(d))
are zero. For an abelian scheme we have
H2d−iet (Xj ,Λ(d)) ∼= Λ2d−iH1et(Xj ,Λ(d))
hence we get the same result for
H2d−iet (Xj ,Λ(d)) = 0
for i < 2d. Now H0et(Xj ,Λ(d)) = Λ(d) is constant, so that the natural map
R2dpi!pj∗Λ(d) → Λ is an isomorphism. Thus the result is proven for abelian
schemes. If X is a curve it remains to consider
H2et(Xj ,Λ(1))
We have H2et(Xj ,Λ(1)) = Λ and the transition maps are given by multiplica-
tion with the degree of Xj′ → Xj . Thus for j′ large enough the transition
maps are zero.
1.2 The polylogarithm extension
Let X be a curve or an abelian scheme and U := X r e(S). Denote by
piU : U → S the restriction of pi to U . We let
j : U → X
be the open immersion of U into X. The restriction of LogX,Λ to U is denoted
by LogU,Λ.
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Proposition 1.2.1. Let d be the relative dimension of X/S and recall that
IX,Λ is the kernel of the augmentation map of RX,Λ. Then the e´tale sheaf
RipiU∗ LogU,Λ(d)
is zero for i 6= 2d− 1 and for i = 2d− 1 there is an isomorphism of sheaves
R2d−1piU∗ LogU,Λ(d) ∼= IX,Λ.
Proof. This follows immediately from the localization sequence
Ri−1piU∗ LogU,Λ(d)→ Rie! LogX,Λ(d)→ Ripi∗ LogX,Λ(d)
and the purity isomorphism e! LogX,Λ(d) ∼= e∗ LogX,Λ[−2d] = RX,Λ[−2d]. By
theorem 1.1.4 the sheaf Ripi∗ LogX,Λ(d) is zero for i 6= 2d, so that we get an
exact sequence
R2d−1pi∗ LogX,Λ(d)→ R2d−1piU∗ LogU,Λ(d)→RX,Λ → R2dpi∗ LogX,Λ(d)→ 0.
The identification R2dpi∗ LogX,Λ(d) ∼= Λ gives an identification of the last
map with the augmentation map RX,Λ → Λ and R2d−1piU∗ LogU,Λ(d) becomes
isomorphic to the augmentation ideal.
Consider the extension
ExtiU (pi
∗
UIX,Λ,LogU,Λ(d)).
Corollary 1.2.2. There is an isomorphism
Ext2d−1U (pi
∗
UIX,Λ,LogU,Λ(d)) ∼= HomS(IX,Λ, IX,Λ)
given by the edge morphism in the Leray spectral sequence for RpiU∗.
Proof. In the Leray spectral sequence for RpiU∗ all higher direct images except
R2d−1piU∗Lj |U (d) are zero. Thus all higher Ext groups vanish except
HomS(IX,Λ, R2d−1piU∗ LogU,Λ(d)).
The above theorem identifies R2d−1piU∗ LogU,Λ(d) with IX,Λ and the result
follows.
Definition 1.2.3. The large polylogarithm extension on X is the extension
class PolX,Λ in
Ext2d−1U (pi
∗
UIX,Λ,LogU,Λ(d)) ∼= HomS(IX,Λ, IX,Λ)
corresponding to the identity in HomS(IX,Λ, IX,Λ).
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Remark: a) In the case of an elliptic curve the polylogarithm is the one
considered by Beilinson and Levin [Be-Le1]. In the case of an abelian scheme
our definition gives a Z/lrZ-version of the construction in Wildeshaus [Wi].
b) This polylog extension should be more precisely called the e´tale realization
of the polylog. The Hodge-realization can be defined in a similar way.
c) In the case of an abelian scheme, this class is in the image of the regulator
coming from K-theory (see [Ki1]).
It is useful to make also the following definition:
Definition 1.2.4. The abelian polylogarithm extension on X is the extension
class PolabX,Λ in
Ext2d−1U (pi
∗
UIX,Λ,LogabU,Λ(d)),
which is the image of PolX,Λ under the canonical map
Ext2d−1U (pi
∗
UIX,Λ,LogU,Λ(d))→ Ext2d−1U (pi∗UIX,Λ,LogabU,Λ(d)).
2 Properties of the polylog
We consider compatibilities of the polylog, namely its behavior under base
change and finite e´tale morphisms. Finally, we explain the splitting principle
in our situation.
2.1 Compatibility with base change
Let S′ → S be a scheme over S and X ′ be the fiber product X ×S S′, where
X is C or A as usual. We get a Cartesian diagram
X ′ f−−−−→ Xypi′ ypi
S′ g−−−−→ S.
and let U ′ := X ′ r e′(S′) and U := X r e(S). Here e and e′ are the unit
sections of X and X ′ respectively. The obvious map of fundamental groups
pi′1(Xs, x)→ pi′1(X ′s′ , x′) induces
LogX′ → f∗ LogX
which is called the canonical map.
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Lemma 2.1.1. The canonical map
LogX′ → f∗ LogX
is an isomorphism.
Proof. It suffices to remark that pull-back by f induces an isomorphism of the
relative fundamental groups
pi′1(Xs, x) ∼= pi′1(X ′s′ , x′)
from equation (1) in section 1.1. Here we use of course the base points f(x′) =
x and f(s′) = s.
In particular the canonical map induces an isomorphism
pi′∗IX′ ∼= f∗pi∗IX
so that we have
Ext2d−1U (f
∗pi∗UIX , f∗ LogU (d)) ∼= Ext2d−1U ′ (pi′U ′∗IX′ ,LogU ′(d)).
Corollary 2.1.2. Via this identification of Ext-groups
f∗ PolX = PolX′ .
Proof. We have a commutative diagram
Ext2d−1U (pi
∗
UIX ,LogU (d))
f∗−−−−→ Ext2d−1U ′ (pi′U ′∗IX′ ,LogU ′(d))y∼= y∼=
HomS(IX , IX) g
∗
−−−−→ HomS′(IX′ , IX′)
and the identity is mapped to the identity under g∗.
2.2 Norm compatibility for finite e´tale morphisms
Let f : X ′ → X be a finite e´tale pointed morphism over S, i.e. f◦e′ = e, and
denote by pi′ and pi the structure maps of X ′ and X. Let U and U ′ be as
above. Define Z ′ and U˜ by the Cartesian diagram:
Z ′ ε−−−−→ X ′ ej←−−−− U˜yf yf yf
S
e−−−−→ X ←−−−− U.
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Observe that U˜ ⊂ U ′ and denote by U ′ j
′
−→ X ′ the open immersion. Restriction
to U˜ gives a map
(2) Ext2d−1U ′ (pi
′
U ′
∗IX′ ,LogU ′(d))→ Ext2d−1eU (pi′eU ∗IX′ ,LogeU (d)).
On the other hand we have an adjunction map (pi′eU ∗ = f∗◦piU ∗)
(3) Ext2d−1eU (f∗piU ∗IX′ ,LogeU (d))→ Ext2d−1U (piU ∗IX′ , f∗ LogeU (d)).
If we apply f∗ to the canonical map LogX′ → f∗ LogX we get a map
f∗ LogeU → f∗f∗ LogU Tr−→ LogU
and hence a map
(4) Ext2d−1U (piU
∗IX′ , f∗ LogeU (d))→ Ext2d−1U (pi∗UIX′ ,LogU (d)).
Denote by Nf the resulting composition of (2), (3) and (4)
Nf : Ext2d−1U ′ (pi
′
U ′
∗IX′ ,LogU ′(d))→ Ext2d−1U (pi∗UIX′ ,LogU (d)).
Consider also the map IX′ → IX induced by the canonical map LogX′ →
f∗ LogX and let
α∗ : Ext2d−1U (pi
∗
UIX ,LogU (d))→ Ext2d−1U (pi∗UIX′ ,LogU (d))
be the associated pull-back.
Proposition 2.2.1. (Norm compatibility) With the maps Nf and α∗ defined
above
Nf (PolX′) = α∗(PolX).
Proof. First of all we remark that
RipieU,∗ LogeU
is zero for i 6= 2d− 1 and isomorphic to
ker(f∗ε∗ LogX′ → Λ)
for ε : Z ′ ↪→ X ′ and i = 2d − 1. This follows as in corollary 1.2.2 from the
localization sequence
ε∗ε! LogX′(d)→ LogX′(d)→ Rj˜∗ LogX(d)
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and the purity isomorphism ε! LogX′(d) ∼= ε∗ LogX′ [−2d]. Thus the map Nf
on Ext-groups can be identified with the following composition of maps on
Hom-groups:
HomS(IX′ , IX′)→ HomS(IX′ , ker(f∗ε∗ LogX′ → Λ))→ HomS(IX′ , IX),
where the first map is induced by the natural inclusion of IX′ into the kernel
of f∗ε∗ LogX′ → Λ and the second is induced by the trace map. We have
to show that the identity in HomS(IX′ , IX′) maps to the canonical map in
HomS(IX′ , IX) or that
e′∗ LogX′ → f∗ε∗ LogX′ → e∗ LogX
is the canonical map. As the first map is f∗ applied to e′∗e′
∗ LogX′ → ε∗ε∗ LogX′
this is clear.
2.3 The splitting principle
Let φ : X → X ′ be a finite Galois covering over S (we assume that φ is a
pointed map) with covering group G, where X,X ′ are either curves or abelian
schemes. Then we have a map
φ∗ : LogX,Λ → φ∗ LogX′,Λ
induced by the canonical map φ∗ : pi′1(Xs, x) → pi′1(X ′s, x) of relative funda-
mental groups.
Lemma 2.3.1 (Splitting principle). Assume in the above situation that the
order of G is prime to l, then
φ∗ : LogX,Λ → φ∗ LogX′,Λ
is an isomorphism. In particular, for any x ∈ X, which is in the G-orbit of e,
one has a canonical isomorphism
RX,Λ ∼= x∗ LogX,Λ .
Proof. Obvious, as in this case φ∗ : pi′1(Xs, x)→ pi′1(X ′s, x) is an isomorphism.
This lemma is very useful in the case of the abelian polylog. One gets
x∗ PolabX,Λ ∈ Ext2d−1U (pi∗UIX,Λ,RabX,Λ(d))
and RabX,Λ is isomorphic to a power series ring over Λ.
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3 The connection between the abelian polylogarithm
on curves and on abelian schemes
In this section we show that the polylogarithm on an abelian scheme is induced
from the abelian polylogarithm on a sub-curve.
3.1 The polylog on an abelian scheme as push-forward
We consider curves with the following:
Conditions 3.1.1. a) i : C ↪→ A is a closed embedding and C is is a curve
as in definition 1.1.1.
b) The map % : R1piC∗Λ→ R1piA∗Λ induced by i is surjective
c) The section e of C is mapped under i to the unit section e of A
The structure maps of C and A will be denoted by piC and piA.
Remark: The typical case to consider here is A = P0(C/S) and i : C → A
the embedding t 7→ O((e)− (t)).
Lemma 3.1.2. Let i : C ↪→ A satisfy the conditions 3.1.1, then the canonical
map
% : LogC → i∗ LogA
is surjective (and factors through LogabC ). In particular, the canonical maps
% : RC →RA and % : IC → IA are surjective.
Proof. The condition 3.1.1 b) implies that the pull-back of the coverings Aj →
A to C are quotients of the maximal pro-l-covering of C. Applying this to the
definition of LogC and LogA gives the desired result.
Consider the adjunction map
i∗i! LogA → LogA
and observe that by purity i! = i∗[−2d + 2](−d + 1) as C is smooth, so that
the canonical map % gives
λ : i∗ LogC → LogA[2d− 2](d− 1).
This gives us two diagrams
Ext1Cre(S)(pi
∗
CIC ,LogC(1)) α−−−−→ Ext2d−1Are(S)(pi∗AIC ,LogA(d))y∼= y∼=
HomS(IC , IC) %∗−−−−→ HomS(IC , IA),
11
where α is given by the adjunction map composed with λ and
Ext2d−1Are(S)(pi
∗
AIA,LogA(d))
β−−−−→ Ext2d−1Are(S)(pi∗AIC ,LogA(d))y∼= y∼=
HomS(IA, IA) %
∗
−−−−→ HomS(IC , IA),
where β is the pull-back by %. Note that the isomorphisms for the right vertical
arrows follow from a trivial extension of corollary 1.2.2.
Proposition 3.1.3. With the above notation,
α(PolC) = β(PolA).
Proof. Results immediately from the above diagrams.
3.2 The polylog on the Jacobian as cup-product
The push forward of the polylog on a curve to its Jacobian can also be written
as a cup-product. This sheds some light on the nature of the extensions
involved. Note that the polylog on curves is a one extension of lisse sheaves,
hence itself represented by a lisse sheaf. It turns out, that the polylog on the
Jacobian is the Yoneda product of this extension with the fundamental class
of the curve.
Let J = P0(C/S) be the Jacobian of C and i : C → J be an embedding
satisfying the conditions in 3.1.1. Let g be the genus of C.
Consider in
Ext2g−2Jre(S)(i∗i
∗Λ,Λ(g − 1)) ∼= HomCre(S)(Λ,Λ)
the class cl(C) corresponding to the identity. This is the fundamental class of
C r e(S) in J r e(S). If we tensor this class with LogJ(1) we get
cl(C)⊗ LogJ(1) ∈ Ext2g−2Jre(S)(i∗i∗ LogJ(1),LogJ(g)).
On the other hand we have
i∗ PolC ∈ Ext1Jre(S)(i∗pi∗CIC , i∗ LogC(1))
and with the canonical map % : i∗ LogC(1)→ i∗i∗ LogJ(1) we get
%∗i∗ PolC ∈ Ext1Jre(S)(i∗pi∗CIC , i∗i∗ LogJ(1)).
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Denote by γ(PolC) the image of this class under the pull-back by the adjunc-
tion map pi∗JIC → i∗pi∗CIC in
Ext1Jre(S)(pi
∗
JIC , i∗i∗ LogJ(1)).
The Yoneda product gives a class
γ(PolC) ∪ (cl(C)⊗ LogJ(1)) ∈ Ext2g−1Jre(S)(pi∗JIC ,LogJ(g)).
The canonical map % : IC → IJ induces a map pi∗JIC → pi∗JIJ , which gives
Ext2g−1Jre(S)(pi
∗
JIJ ,LogJ(g)) β−→ Ext2g−1Jre(S)(pi∗JIC ,LogJ(g)).
Theorem 3.2.1. In Ext2g−1Jre(S)(pi
∗
JIC ,LogJ(g)) holds the equality
β(PolJ) = γ(PolC) ∪ (cl(C)⊗ LogJ(1)).
Proof. Let us write the extension classes as morphisms in the derived category.
We have
γ(PolC) :pi∗JIC −→ i∗i∗ LogJ(1)[1]
cl(C)⊗ LogJ(1)[1] :i∗i∗ LogJ(1)[1] −→ LogJ(g)[2g − 1]
so that
γ(PolC) ∪ (cl(C)⊗ LogJ(1)[1]) : i∗pi∗CIC −→ LogJ(g)[2g − 1]
is the composition. This morphism is the adjoint of
pi∗CIC PolC−−−→ LogC(1)[1]→ i∗ LogJ(1)[1]
because the adjoint of cl(C) ⊗ LogJ(1)[1] is the identity. We have a commu-
tative diagram
pi∗JIC −−−−→ i∗i∗ LogJ(1)[1]y y
i∗pi∗CIC −−−−→ LogJ(g)[2g − 1]
where the left and right vertical arrows are adjunction maps and the horizontal
arrows are adjoint to PolC ◦%. The composition of these maps is the morphism
in the proposition and
pi∗JIC → i∗i∗ LogJ(1)[1]→ LogJ(2g − 1)[2g − 1]
is just α(PolC) with the notation of proposition 3.1.3. Our result follows from
this proposition.
13
References
[Be1] A. Beilinson: Higher regulators of modular curves, Applications of
algebraic K-theory to algebraic geometry and number theory, Part
I, II (Boulder, Colo., 1983), 1–34, Contemp. Math. 55, 1986.
[Be2] A. Beilinson: Polylogarithm and cyclotomic elements, unpublished
manuscript.
[Be-Le1] A. Beilinson, A. Levin: The elliptic polylogarithm, in: U. Jannsen
et al.(eds.): Motives, Proceedings Seattle 1991, Providence, RI:
American Mathematical Society, Proc. Symp. Pure Math. 55, Pt.
2, 123-190 (1994)
[Be-Le2] A. Beilinson, A. Levin: Elliptic polylogarithm, preprint version of
[Be-Le1].
[Del] P. Deligne: Le groupe fondamental de la droite projective moins
trois points. in: Ihara et al. (eds.): Galois groups over Q, MSRI
Publication (1989)
[Den] C. Deninger: Higher regulators and Hecke L–series of imaginary
quadratic fields I. Invent. math. 96 ,1–69 (1989)
[Hu-Ki] A. Huber, G. Kings: Degeneration of l-adic Eisenstein classes and
of the elliptic poylog, Invent. math. 135, 545–594 (1999)
[HuW] A. Huber, J. Wildeshaus: Classical motivic polylogarithm accord-
ing to Beilinson and Deligne, Doc. Math. J. DMV 3 , 27–133 (1998)
[Ja] U. Jannsen: Continous e´tale cohomology, Math. Ann. 280, 207-
245 (1988)
[Ka] K. Kato: p-adic Hodge theory and values of zeta functions of mod-
ular forms, Asterisque, (2004), no. 295, ix, 117-290.
[Ki1] G. Kings: K-theory elements for the polylogarithm of abelian
schemes, J. reine angew. Math., 517, 103-116 (1999)
[Ki2] G. Kings: The Tamagawa number conjecture for CM elliptic
curves, Invent. math., 143, 571-627 (2001)
[SGA1] Se´minaire de Ge´ome´trie Alge´brique 1, Revetements e´tales et
groupe fondamental, Springer LNM 224 (1971)
14
[Wi] J. Wildeshaus: Realizations of Polylogarithms, Lecture Notes in
Mathematics 1650, Springer 1997.
Guido Kings
NWF-I Mathematik
Universita¨t Regensburg
93040 Regensburg
guido.kings@mathematik.uni-regensburg.de
15
