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Abstract 
This thesis describes the background, investigation and construction of a sys- 
tem for storing data on the magnetic stripe of a standard three-inch plastic credit 
in: inch card. Investigation shows that the information storage limit within a 3.375 in 
by 0.11 in rectangle of the stripe is bounded to about 20 kBytes. Practical issues 
limit the data storage to around 300 Bytes with a low raw error rate: a four-fold 
density increase over the standard. Removal of the timing jitter (that is prob-' 
ably caused by the magnetic medium particle size) would increase the limit to 
1500 Bytes with no other system changes. This is enough capacity for either a 
small digital passport photograph or a digitized signature: making it possible 
to remove printed versions from the surface of the card. 
To achieve even these modest gains has required the development of a new 
variable rate code that is more resilient to timing errors than other codes in its 
efficiency class. The tabulation of the effects of timing errors required the con- 
struction of a new code metric and self-recovering decoders. In addition, a new 
method of timing recovery, based on the signal 'snatches' has been invented to 
increase the rapidity with which a Bayesian decoder can track the changing ve- 
locity of a hand-swiped card. The timing recovery and Bayesian detector have 
been integrated into one computation (software) unit that is self-contained and 
can decode a general class of (d, k) constrained codes. Additionally, the unit has 
a signal truncation mechanism to alleviate some of the effects of non-linear dis- 
tortion that are present when a magnetic card is read with a magneto-resistive 
magnetic sensor that has been driven beyond its bias magnetization. 
While the storage density is low and the total storage capacity is meagre in 
comparison with contemporary storage devices, the high density card may still 
have a niche role to play in society. Nevertheless, in the face of the Smart card its 
long term outlook is uncertain. However, several areas of coding and detection 
under short-duration extreme conditions have brought new decoding methods 
to light. The scope of these methods is not limited just to the credit card. 
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Preface 
A note on units 
Although the metric system has been in use for over a hundred years, old 
habits die hard-especially in 'traditional' industries like magnetic recording 
and banking. The units used in the text of this thesis are all 'common' (i. e., 
inches for American standards and metric for European/Asian standards). The 
following charts may be helpful when converting. 
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xi 
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(c) linear density: flux reversals per inch to wavelength (d) areal density: bits 
per square inch to bits per square n-dllimetre. 
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The following conventions will be used for mathematical notation. 
Continuous time is represented by the variable t, and frequency by f. The 
frequency domain representation of a time domain signal is represented by 
changing the function's letter to upper case, g(t) . 4=* G(f). 
A signal, say r(t), is a real, analytic, piecewise linear and single valued func- 
tion. Normally its amplitude is bounded. 
When a signal is sampled, the discrete time is written as a subscript, i. e., 
rk= r(kT) where T is the sampling interval and k is integer. The letters d, i, j, 
k, 1, m and n represent integer numbers. 
A group of samples can be written in vector form: r= (ro, ri, r2, ... i rn-1 
)T. 
In this context a superscript T denotes the transpose of the vector. A matrix is 
represented by a bold upper case letter, e. g., 
Mo, o Mo, l Mo, n-I 
Ml, o mi'l Mi, n-1 
Mm-l, o Mm-l, l Mm-l, n-1 
The convolution operation is an asterisk. 
g(t) * h(t) 
f 
g(t - r)h(7-) dr = h(t) * g(t) 
(g * h)i gihi-j = (h * g)i 
The mean operator is denoted by angle brackets. 
a 
faa bg (t) dt 
n-1 
1: gi 
n i=o 
The expectation operator is written as a function, E. 
E(g(t)) =1f tg(t) dt E (g) =1E igi (g(t))t t (g) 
E(g) = 
ix 
x pr(g = x) dx E(g) = 1: i pr(g = i) 
i 
The symbol pr(. ) is probability (there is no notational distinction between 
a continuous density function and discrete). Conditional probability is written 
pr (A I B) which reads as 'the probability of A given that B is certain. ' 
A hat over a symbol, e. g., means that § is an estimator of a true g. Al- 
though § :Ag it is likely that § g. 
Some real physical functions can not necessarily be represented or modeled 
by mathematical expressions, and are written in calligraphic script. However 
they may be approximated by, say, a convolution. E. g., W (w (t)) ; z: ý h (t) *w (t). 
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Chapter I 
Introduction 
Credit cards are durable, inexpensive, machine readable, reliable plastic rectan- 
gles. They are not secure, high capacity or indestructible. This project investi- 
gated increasing the data storage capacity on a standard magnetic credit card 
stripe while not significantly altering any of its other features. 
Certainly the magnetic stripe card has direct competition in its market arena, 
but despite fierce onslaught the simple painted magnetic storage medium has 
held its ground, and is likely to do so for at least ten more years. 
A consequence of the success of the format is that almost no development 
of the medium has occurred since its inception in the 1960s and 70s for fear of 
disrupting the de facto standards. The technology of other forms of magnetic 
and communication device has undergone continual improvement in this time 
so that current storage densities, costs and transmission rates are several orders 
of magnitude beyond their twenty-year-old counterparts. 
The cause of these rapid advances can be traced to refinement in materials, 
manufacturing processes and the availability of computing power. The cause 
of stagnation in the credit card is the miniscule cost of the medium itself, its 
simplicity and the installed base of card readers and infrastructure. 
However, it is still desirable to increase the storage capacity of the magnetic 
credit card. Any high density magnetic card system should, at the very least, 
maintain low costs, but it is also advantageous to remain to some extent back- 
wards compatible with the current card standard. The extra information should 
EVMODUCTION 1.1 
be an extension to a card's facilities, not a replacement for them. Additionally, 
the card readers should neither be prol-dbitively expensive nor too stringent on 
read-back conditions. 
This chapter starts with a basic examination of magnetic recording, which is 
followed by a description of the procedure and formats used on current credit 
cards. There is an acknowledgement of the competition that is competing for 
the magnetic card market, and a section on the uses of token cards in general. 
Errors and their correction are also covered in this chapter, which finishes with 
brief statements of the contribution and organization of this thesis. 
1.1 Fundamentals of magnetic recording 
The limit to data capacity on a card is tied to the physics of magnetic recording. 
Practical magnetic recording began with audio reproduction on steel wire [12]. 
The state of the art is digital recording on thin-film keepered media [41] on a 
super-smooth glass disk substrate [84]. Magnetic detectors can be as simple as a 
loop of wire or Hall-effect semiconductor to sophisticated multi-layer quantum 
effect devices. Somewhere in the middle of this technology fies the everyday 
magnetics that is straightforward and robust enough to be useful on a credit 
card. 
This section describes simplified practical magnetic recording. The full theo- 
retical treatment of magnetic recording is intricate and is of limited usefulness. 
A revision of magnetic fields comes first, then a qualitative model of record- 
ing on magnetic media is presented and that is followed by the methods of 
recording, including a look at magnetic recording and replay heads and prac- 
tical issues associated with them. There is a brief statement of the limits that 
a head places on the channel capacity. Finally the relationship between the 
magnetic recording channel and information capacity is examined. The section 
is meant to convey the limitations of magnetic recording and some of the un- 
derlying principles that will later be used when modeling the channel-most 
importantly that of magnetic field superposition. It does not cover the physical 
2 
EVTRODUCTION 1.1.1 
Sh SyWme 
Intemational 
b= magneticfield 
r= position vector 
m= dipole vector 
r= Irl 
ju, uo = permeability 
processes or precise micromagnetic simulations. 
1.1.1 Magnetic fields 
The phenomenon of magnetism is the manifestation of four-space electromag- 
netism being twisted by special relativity. Fortunately, at ordinary velocities 
Maxwell's equations (see any relevant physics text book, e. g., [37]) describe the 
interactions between electric and magnetic fields comprehensively. Even better, 
most magnetic recording is concerned only with magnetostatics, superposition 
and induced voltage. 
A magnetic dipole moment, m, is defined in terms of a current, 1, flowing 
around a tiny loop, s. This vector s has the properties that its orientation is 
normal to the loop's area and its magnitude is equal to the loop's area. The 
relationship in SI units between the magnetic dipole and electric current is 
m= Is. (1.1) 
The magnetic field, * b(r), at position r relative to the dipole is related to m by 
b(r) = 
L"o 
-V 
m-r) 
47r 
( 
r3 
(1.2) 
where "I'll (the material's relative permeability and permeability constant) are 41r 
treated as constant and r=IrI, the magnitude of r. 
Magnetic fields are linear and superposable, so equation (1.2) essentially 
says that the prevalent magnetic field is the sum of the contributions from all 
nearby magnetic dipole moments, which reduce in intensity at r-3. 
Ferromagnetic particles in a magnetic mediurn behave like many indepen- 
dent closed loop current dipole moments, * so some simple magnetic calculations 
can be made. For a recorded data track with a width much larger than the width 
*In this work no distinction is made between B and H fields. The concepts of 'flux density', 
magnetic field' and 'magnetizing force' are all represented by the vague symbol b or b. "It should be noted that the strength of the magnetic dipoles is dependent on the volume of 
the particle and the material of which it is made. There is also a shape dependence that affects 
coercivity. 
3 
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of the read head, the dipoles can be arranged as bars or rods across the track. 
The field contribution from a bar of dipole drops off as approximately r -2 , de- 
rived below as equation (1.5). 
The exact equation for the contribution to the magnetic field from a bar of m- 
strength dipole aligned on the z-axis from z,, to zb as derived from equation (1.2) 
is 
Aril 1 Zb 
b(r) = Lrl'40 73 M(r) -m 41r 
Iza 
where M(r) is a positional scaling factor with physical units of r, 
Zf(M2 +y2) (-2X2 +y2) _Z2 (X2 _y2) -ZyZ(3r2-Z2) 
(r2-Z2)2 (r2-Z2); 9 
x 
M(r) = -xyz(3r2-Z2) 
Zf(X2+y2 )(---2+2y2)-Z2(X2-y2 )l 
. (r2-Z2)i e 
yZ 
T 
[f (Z)]b 
VT = transpose of v Here rxyz) is the position relative to the dipole bar and a 
denotes the limits of integration, f (b) -f (a). 
For a wide dipole bar (length > the width of the head, -z,, = zb -+ 0o) T 
and the dipole moment, m, aligned on the y-axis, m0M0 the long 
expression (1.3) reduces to simpler 
xy 
b(r) - 
PrAO 4m 2_2 
47r (x2 + y2)2 
yx 
0 
These magnetic vector fields are illustrated in figures 1.1 and 1.2 which show 
field cross-sections for a point dipole and bar dipole respectively. Figure 1.3 
shows the field from a set of small bar dipoles as might be seen by a magnetic 
sensor over a digitally recorded magnetic medium (the situation is similar to 
that shown later in figure 1.6). The vertical component of the magnetic field in 
figure 1.3 at different elevations over the medium is shown in figure IA: this 
demonstrates that there is substantial loss of signal bandwidth and strength as 
the distance from the magnetic sensor to the medium is increased. The reduc- 
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Figure 1.1: Magnetic field cross-section from a point dipole aligned to point 
down the page. The field drops in intensity at 1/r 3. 
tion of detail is known as Stevenson loss [9] and it is the principal data limiting 
factor on a magnetic card. 
Nficromagnetic modeling techniques use the full versions of the above equa- 
tions to generate the theoretical three-dimensional fields from models of the 
head and medium. They can include the interaction of dipoles with the writ- 
ing current (giving rise to high density non-linear distortion), the different per- 
meabilities and orientations of the materials present and even, sometimes, the 
dynamic effects from Maxwell's equations. This results in a very accurate, very 
computationally intensive model. (One recent example of thick media model- 
ing is [221). 
Magnetic models are often needed for very long data runs where non-linear 
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Figure 1.2: Magnetic field cross-section from an infinite bar along the z-axis, 
(going in and out normal to the page) with its dipole moment aligned on the 
y-a)ds (vertical, up the page). The field drops in intensity at 1/r2. 
6 
HVMODUCTION 
......................... 
......................... 
........... 
1.1.1 
Figure 1.3: Magnetic field cross-section from a set of bar dipoles, similar to a 
piece of high density recorded media. The (infinitely deep) dipoles are shown 
in the bottom part of the diagram, the magnetic vector field in the top part. Note 
how the field extends further out from large areas of magnetization than from 
smaller ones. 
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Figure 1.4: Vertical magnetic field component from the set of bar dipoles in 
figure 1.3. Note the drop in signal detail (bandwidth) and signal strength as the 
distance to the medium increases. (With relation to figure 1.3, y-field: 0.25 is at 
the medium boundary, y-f ield: 0.50 is at the mid-line of the diagram, y-f ield: 0.75 
is mid-way between the top of the diagram and y-f ield: 0.50. ) 
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distortion is in evidence and a n-dcromagnetic model would be too computa- 
tionally intensive. Simpler sen-d-empirical systems [52,53] can provide results 
almost as good as the full models while still being practical for collecting mean- 
ingful long-term channel statistics. 
The magnetic recording media as given 
A great deal of research has gone into making magnetic recording media that 
are suitable for high bit densities. However, exotic materials and precision en- 
gineering comes at a price while the credit card's most important feature is its 
low cost. 
Taking the standpoint that the credit card medium cannot be altered, only 
the salient and common properties of all media must be examined: not in a the- 
oretical way (the variations in particle size, coercivity and remnance are far too 
great to make this useful here) but in a purely empirical and phenomenological 
manner. This has shifted the scope of the magnetic medium into the channel 
properties; the medium itself has not been explicitly studied. 
Trivial micromagnetic hysteretic medium model 
The magnetic hysteresis of ferromagnetic recording media is very well docu- 
mented [50]. A simple (and not totally unrealistic) model is to assume that a 
ferromagnetic grain has a magnetic dipole moment. When an external mag- 
netic field acting on the grain reaches a critical strength, Hc the dipole instantly 
aligns itself with that field. 
In this application it was assumed that the recording field strength was al- 
ways large enough to align every grain, regardless of size and coercivity; i. e., 
the write process itself does not contribute significantly to the channel charac- 
teristics. 
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Figure 1.5: Sketch of the magnetic pattern laid down by the trailing edge of 
the (unperturbed) field of a recording head. If the write gap is very small, the 
critical field, H, does not penetrate down to the magnetic medium. 
Magnetic recording (write) heads 
All magnetic recording heads rely on an electromagnetic field generated by an 
electric current flowing through a coil. The flux is ducted (through low reluc- 
tance material) to the poles, which are physically near the recording medium. 
Figure 1.5 is a sketch of the field from a recording head, and shows the flux from 
the poles being stored in the medium. 
The space between the poles, called the head gap, is critical in determining 
the strength of the magnetic field delivered to the medium [491 if the current 
is limited or the head is easily saturable: a larger gap Increases both the extent 
and strength of the protruding field. Note, however, that the gap size per se 
does not influence the maximum recordable linear bit density significantly. 
The shape and definition of the trailing edge of the critical write field is 
affected by the current through the write head. When using a thick, isotropic 
medium, a high current gives a transition edge that is distant from the gap, 
10 
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and hence the critical field boundary (where Ib (r) < H, ignoring units) tends 
to be less well defined and more perpendicular to the medium (up and down 
the page in figure 1-5). A low current lays down a more longitudinal pattern 
that may not completely penetrate the medium. This perpendicularity has not 
been exploited in this project, for although it may be possible to write to the 
medium in a variety of orientations, simple read heads are limited to detecting 
only one directional component of the magnetic field (for inductive heads this 
is the vertical field [9], but all current read heads detect a component of the 
magnetic field that extends out of the medium). The definition of the written 
magnetic pattern can be marginally improved by using a pulsed writing system. 
This makes the magnetic transitions better separated in time, but not necessarily 
in space: although the former often compensates for the latter to some extent. 
In the credit card application, the dynamic effects in the write head are small 
enough to ignore. The heads are modestly inductive, but the speed of current 
change through the head is fairly slow-less than 80 kHz most of the time and 
the write amplifier is capable of sourcing about an amp of electrical current-so 
the field rise times are much shorter than the clock period. In systems where 
the write frequency is above 10 MHz or so, head inductance becomes a serious 
issue. 
1.1.5 Magnetic replay (read) heads 
Any magnetic sensor can be the active part of a read head. Currently, inductive 
coils and magneto-resistors (MR) are the most popular sensors and spin valves 
(giant magneto-resistors, GMR) have recently been used in products. Figure 1.6 
is a sketch of the fields that a read head might see. The flux lines are channeled 
from the medium through the pole tips to the magnetic field sensor. 
The gap size of the read head helps to determine the maximum readable bit 
density. If the bit size is less than the gap size then several bits can 'fit inside' 
the gap and interfere with each other. In this application, however, the gap size 
of the read head is not the limiting factor. 
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Figure 1-6: Sketch of the (unperturbed) magnetic field seen by a read head. The 
closer the transitions, the smaller the magnetic field strength seen by the read 
head. 
1.1.6 Limiting factors for signals and heads 
The most important constraint limiting the bit density of many recording sys- 
tems, including this one, is the head to medium separation. This changes as 
approximately -50 dB per wavelength of recorded signal (which is of the order 
of the length a bit in the medium). The separation loss is experienced on both 
the read and write sides of the channel [491 and this loss of detail was displayed 
in figure 1.4. When the signal is highly attenuated the noise characteristics of 
the head become important, although in this project noise was not a major issue. 
Other, lesser, factors limiting the read-back bandwidth include the read gap 
size, head reluctance (important for very high frequency recording), azimuth 
offset (which affects the effective size of the head gap) and head shape [65,991. 
Practical inductive heads and their properties 
The two head tv 
, pes examined in 
this work have been the inductive read/write 
head and MR read/inductive write head which are shown schema tica 11-y in fig- 
ure 1.7. MR heads are described in the section 1.1.8. 
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Figure 1.7: Schematic cross-sections of types of writing and reading heads. 
a) Classic inductive head. b) Thin-film MR read and inductive write head 
(based on Philips' Digital Compact Cassette head). 
Electrical properties of inductive writing 
A coil winding is an inductive load, so the number of turns, size, efficiency 
and relative permeability of the core help determine the voltage required for 
generating a high frequency magnetic field. For this application the frequen- 
cies are mostly less than 10-20 kHz and the voltages are less than about 1OV. 
With higher frequency heads (several Nfliz), the inductance can cause serious 
problems. 
The magnetic flux generated by the coil is linear with the coil current (at field 
strengths less than the core's saturation level) and the number of turns of the 
coil. With a single turn head, this can mean that very high currents are required, 
at which point energy absorption becomes important [69]. For this reason, in 
some applications the head coils are pulsed with a very high instantaneous cur- 
rent at low duty cycles. Using this method means that the extra expense of 
adding more than one coil turn can often be avoided while still achieving criti- 
cal magnetic fields and not destroying the head. 
13 
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Electrical properties of inductive reading 
b= magneticfield Faraday's law, part of the Maxwell equations, states that in a fixed system 
db 
oc Tt 
EAV. electro-motive where t is time and V is the electro-motive 
force (EMF or voltage) generated 
force 
across an open loop of conductor with mean magnetic field, b, passing through 
it. Simply, the faster the field intensity changes, the higher the voltage that is 
generated. 
In storage systems, 
Lb is proportional to the medium speed relative to the dt 
head. This can be a problem in a variable speed system such as a credit card 
reader as amplitude variations can affect later stages in decoding, such as adap- 
tive filters and threshold detectors. 
Magneto-resistive (MR) heads 
MR: An MR element has a resistance, R, that is dependent on the magnetic field 
nuzgneto-resistor strength resolved along the element's sensitive axis, b.,,; i. e., R= P(b., ) [49]. This 
relationship, 3(. ), is neither linear [641 nor particularly extensive: the change 
in R is often only a few %. 
To detect a change in resistance, a current must be passed through the head. 
This is used to generate a voltage with the magnetic signal function superim- 
posed on the top of it. Because the useful signal is so small, the voltage from the 
DC direct current sense current is removed by a DC blocking capacitor. This modifies the signal 
at low frequencies, but if the impedance of the input amplifier is high enough, 
and the (d, k) (and DC) properties of the code are suitable, the modification is 
not of particular concern. 
Very small MR heads generate more noise than inductive heads. In thin-film 
head devices this is mostly Barkhausen noise from domain switching and the 
industry has made considerable efforts to study this and reduce its effects [83]. 
In a tightly defined recording channel, the noise is the information limiting fac- 
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tor (see equation (5.2), page 94). At moderate recording densities and high mag- 
netic field strengths, it is less relevant. 
Saturation and flip-back in an MR head 
An inductive read head is a linear device: the output is linearly proportional 
to the rate of change of magnetic flux through its coil. A magneto-resistive 
head is not linear: the output is a function, 3, of the magnetic flux through the 
transducer. Although the MR function is (in places) approximately linear [64] 
there are exceptional regions at the saturation limits and the zero field point. 
The typical form of an MR transfer function is shown in figure 1.8 (the for- 
mula fl(b,, ) = (tan-'(bx) )2 has been used for the purpose of illustration-there 
are three broad classes of MR transfer function of which the form shown would 
be classified as type 1 [181). The head is usually biased (by an external magnetic 
field) to a working region at bb. This is normally near the point of inflection (for 
best linearity) or the half-way value (for best range of field). 
If the medium field becomes large in the same direction as the bias field, the 
MR transducer saturates gracefully. However, if the medium field overpowers 
the bias field, then an unfortunate 'flip-back' condition can occur. This signal 
inversion can confuse a discrimination circuit. Figure 1.9 shows a real example 
of an MR signal with inversion as read from a credit card. 
Avoiding the condition 
In closed or well defined systems (disk drives, tape units) this is not a problem: 
the MR sensor can be chosen to match the medium field, and the bias field can 
be adjusted as appropriate. 
In a credit card environment this solution is not workable. The vague and 
variable tolerances on the card, medium and surface tribology ensure that sig- 
nal inversion cannot be avoided without detrimentally affecting the MR sensi- 
tivity, although it may be possible to engineer a solution to lessen the impact of 
flip-back. 
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Figure 1.10: Schematic circuit to make a single MR head linear. 
1.1.9 
One simple method to prevent inversion is increasing the recording density 
and slightly adjusting the head-medium spacing to attenuate the medium field 
seen by the head. This is not ideal for a retail system for two reasons. Firstly 
information capacity is reduced by removing the head from the medium. Sec- 
ondly the card may already be slightly removed from the medium because of 
a poor swipe, and hence the read-back amplitude would be low. Ultimately 
these severe non-linearities were somewhat compensated computationally dur- 
ing the detection phase in this study. 
Linearizing the MR element 
Figure 1.10 shows a circuit schematic that will make an MR head linear. It is 
DCC. Digital used, for instance, in the DCC analogue channels [78,79]. This system inher- 
Compact Cassette 
ently avoids the non-linear properties of an MR element by making the amount 
of magnetic flux through the element 'constant' by modulating the bias field. 
This method is not feasible in a closely-packed multi-track system that has only 
one bias coil common to all heads. 
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Detection of flip-back 
1.1.10 
Tightly packed MR elements in a head assembly tend to use a common bias line 
for cost and complexity reasons, so in this case individual bias control is not 
possible. Fortunately, since inversion always occurs at the same signal level, 
it is a relatively easy task to detect where inversion may be taking place. It is 
very difficult to reliably correct this problem though. (If the signal drops down 
quickly after hitting the trigger level, then inversion did not occur. If the signal 
quickly climbs back to the trigger level, then it is likely that inversion did take 
place. However, the recorded data could also cause this effect, so post-read 
correction is tricky. ) 
1.1.10 Summary of magnetic recording 
The process of magnetic recording can be considered as being the record of the 
direction of the recording magnetic field when it fell below a threshold. The 
medium itself comprises many grains that each individually record the pattern. 
The grains maintain the direction of the recording field when it dropped below 
critical strength in their own ferromagnetic field (at least in isotropic media). 
A magnetic read head can detect a component of the magnetic field that 
extends out of the medium that is in turn formed from the superposition of the 
grain magnetic dipole moment-like fields. 
There are two common forms of magnetic read head: the inductive coil, 
which reads linearly in rate of change of magnetic field, and the magneto- 
resistive (MR) read head, which reads a non-linear function of the magnetic 
field. 
1.2 The credit card standard 
Plastic swipe cards have been in circulation for over 20 years. They are so com- 
mon that a de facto format became an international standard [13]. (Further 
relevant standards documents are listed in table 1.1. ) The principal purpose of 
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Identification Cards-Financial transaction cards ANSVISO 7813-1987 
Identification Cards-Recording technique- 
part 1: Embossing ANSI/ISO 7811-1-1995 
Identification Cards-Recording technique- 
p art 2: Magnetic stripe ANSVISO 7811-2-1995 
I entification, Cards-Recording technique- 
part 3: Location of embossed characters on ANSI/ISO 7811-3-1995 
ID-1 cards 
Identification Cards-Recording technique- 
part 4: Location of read-only magnetic tracks- ANSI/ISO 7811-4-1995 
tracks 1 and 2 
Identification Cards-Recording technique- 
part 5: Location of read-write magnetic track- ANSVISO 7811-5-1995 
track 3 
1-dentification Cards-Identification of issuers- 
part 1: Numbering system ANSVISO 7812-1-1993 
r -Identification Cards-Identification of issuers- 
part 2: Application and registration procedures ANSI/ISO 7812-2-1993 
Table 1.1: Standards relating to magnetic transaction cards. 
the magnetic stripe is to provide an account number to the retailer without typ- 
ing. The retailer is trusted to pass this and billing information on to the credit 
card company, which then reimburses the retailer and charges the customer. 
The account number is normally 20 digits or so (about 56 bits) along 3 inches 
of magnetic medium. Additional information and abundant, though simple, 
error-checking bits are also stored in the stripe. 
The standard uses non-SI units, and measurements in this section are repro- 
duced using the standard units. 
The magnetic medium 
The ISO standards tightly define card dimensions, warpage, burring, thickness, 
finish and smoothness of the card and magnetic medium. 
However, the medium's magnetic properties are only defined in terms of a 
, bpi =flux reversals per inch 
'reference tape signal level' stored at 200 flux reversals per inch (frpi) and a set 
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of guidelines [3]. The read-back signal level must be between 80 and 130% of 
this reference level. At 500frpi the signal must be better than 70% of that at 
min = milli-inch 200 frpi (using a read head with a gap width of 0.5 milli-inches (min) or 13 pm). 
As such, the coercivity of cards in circulation varies from 300 ('lo-co') to 3000 
Chi-co') oersteds. It also allows for manufacturers to cover the medium with a 
material layer providing protection against wear and scratching up to around 
2 min thick. This poses significant problems for high density storage, as the 
variation in head-medium distance causes large amplitude swings at thousands 
of frpi. 
1.2.2 Stripe layout 
There are three tracks (figure 1.11) defined for a standard banker's credit card, 
each 110 min wide, separated by guard bands of 20 min. The central track (track 
2) is the most important: the linear data density there is 75 bits per inch (about 
0.6 kbit/in2). The two outer tracks (1 and 3) store additional (optional) data 
at 210 bits per inch (about 1.6kbit/in2). Track 3 was originally designated for 
erasable data, but it is not in widespread use because of historical security prob- 
lems. 
Information is recorded longitudinally with a wide-gap head and no az- 
imuth offset angle. It is possible, though rare, to rewrite cards once they are in 
use. 
1.2.3 Coding scheme and track layout 
FM: frequency All tracks use FM (frequency modulation) code (also called two-frequency co- 
modulation herent phase encoding) to represent bits (figure 1.12). With this code there is 
a magnetic transition at each bit cell boundary which can be used to recover a 
data clock. A1 bit is denoted by a transition at the bit-cell centre. At the start 
of each track, there is a preamble of around twenty 0 bits, to allow the clock to 
synchronize and any automatic gain control to settle. 
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Figure 1.13: Track I logical format in terms of symbols and typical example. 
Track 1 symbol coding and logical format 
This track stores letters and numbers in up to 79 seven-bit groups: a group 
comprises 6 data bits and I odd parity bit (table 1.2). The least significant data 
ýSB: least significant bit (LSB) is written first, and the parity bit last. 
bit 
Figure 1.13 shows the logical format of track 1: it principally stores the ac- 
count number and the name of the card holder. 
Track 2 and 3 symbol coding and logical format 
Tracks 2 and 3 store only numbers. Bits are grouped in fives comprising 4 data 
bits and I odd-parity bit (table 1.3). Each group is laid down LSB first, with the 
parity bit last. The first data group (after the preamble) must be a start svmbol, 
and the penultimate group must be a stop symbol. 
Figure 1.14 show the logical format of track 2. It provides the card account 
LRC: longitudinal number, expiration date and a longitudinal redundancy check (LRC: even cross 
redundancy check parity-the exclusive-or of all the data symbols). 
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Bit 012345P group symbol 
0000001 space 
1000000 
0100000 
1100001 graphic 
0010000 $ 
1010001 start 
0110001 
1110000 
0001000 
1001001 
0101001 
1101000 
0011001 
1011000 
0111000 
1111001 
0000100 0 
1000101 1 
0100101 2 
1100100 3 
0010101 4 
1010100 5 
0110100 6 
1110101 7 
0001101 8 
1001100 9 
0101100 
1101101 
0011100 
1011101 
0111101 
1111100 stop 
Bit 012345P group s 
0000010 
1000011 A 
0100011 B 
1100010 c 
0010011 D 
1010010 E 
0110010 F 
1110011 G 
0001011 H 
1001010 1 
0101010 1 
1101011 K 
0011010 L 
1011011 m 
0111011 N 
1111010 0 
0000111 P 
1000110 Q 
0100110 R 
1100111 S 
0010110 T 
1010111 u 
0110111 V 
1110110 w 
0001110 x 
1001111 y 
0101111 z 
1101110 reserved 
0011111 reserved 
1011110 reserved 
0111110 separator 
Table 1.2: Track 1 code symbols. 
1.23 
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20 21 22 23 parity group symbol 
0 0 0 0 1 0 
1 0 0 0 0 1 
0 1 0 0 0 2 
1 1 0 0 1 3 
0 0 1 0 0 4 
1 0 1 0 1 5 
0 1 1 0 1 6 
1 1 1 0 0 7 
0 0 0 1 0 8 
1 0 0 1 1 9 
0 1 0 1 1 
1 1 0 1 0 start 
0 0 1 1 1 
1 0 1 1 0 separator 
0 1 1 1 0 
1 1 1 1 1 stop 
Table 1.3: Tracks 2 and 3 code symbols. 
124 
Track 3 is not rigidly defined: it can store up to 107 groups. Its logical format 
is controlled by another standard [14]. 
1.2.4 Types of reader 
There are four main types of card reader: the hand operated devices (slot-swipe 
and wand) and the motorized devices (moving card and moving head). Each 
of these give roughly the same reliability when used properly. Hand swipes 
are the cheapest and most common form of reader, but the motorized form is 
used when tampering or security is a problem. Motorized forms can give rise 
to small amounts of jitter, depending on the medianism (belt driven readers 
especially can suffer if they are not serviced). Hand swiping gives rise to large 
speed, azimuth and head-medium separation variations when reading; making 
it relatively difficult to write to a card in a hand operated mechanism. Where 
hand swipe writers do exist, they tend to be expensive and often use a separate 
track for clock information. 
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Figure 1.14: Track 2 logical format in terms of symbols and typical example. 
Recently a class of insert-then-remove hand operated reader has become 
popular. These can also write to cards if a suitable clock can be recovered from 
a reference track. With untrained users, this form gives a more reliable read 
than the slot-swipe form because the card is tightly constrained as it enters and 
leaves the slot. The card is read during the withdrawal phase, when its acceler- 
ation is much smoother than on entrv 
Four commercial credit card readers (I insert-then-remove and 3 swipe) are 
shown in figure 1.15. The units have a variety of electrical interfaces, from a sim- 
ple amplifier to complete microprocessor decoders. The units also use elaborate 
head mounts to improve read reliability. The head suspension applies pressure 
to the head to keep it in contact; and the head can always rotate a small amount 
to preserve contact across the card in case of warping or undulation. 
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d) 
1. -'A 
Figure 1.15: Commercial card readers and their head mountings. a) dual- 
stripe insert-then-remove reader and writer: head can rotate on sprung strip. 
With on-board microprocessor. b) ICL reader: leaf spring mounted on pivots. 
With on-board microprocessor. c) telephone swipe: leaf spring mounted head 
in rotating assembly. Output is amplified (digital) voltage from head. d) MR 
swipe: head mounted on single long leaf spring. Clock and data digital outputs. 
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1.2.5 Reading properties 
1.25 
The following results are not strictly part of the credit card standard, but are 
representations of the environment that the credit card reader and decoder must 
withstand. The two paramount factors are the card's velocity profile through a 
reader (which affects the signal amplitude for an inductive read head) and the 
quality of the read-back signal itself. 
A hand swipe reader must cope with a range of card velocity, and changing 
card velocity during a swipe. The variation may be a few hundred percent. 
Figure 1.16 shows some card velocity profiles measured with the swipe reader 
described in section 2.3.1 (page 46). 
Figure 1.17 shows a portion of the read-back signal (a value that is propor- 
tional to the voltage from the read head) from a real credit card. The credit 
card sampled has had over a year of normal usage and has been in the author's 
pocket for most of its life. Although the surface of the magnetic stripe is visibly 
scratched and blemished this has not affected the magnetic information to any 
significant degree. This type of signal is indicative of what must be decoded 
frpi: flux reversals from a swipe card mechanism. Track 2 (150 frpi) should always be decodable, 
per inch but track 1 (420 frpi) is often only decoded by mechanical readers. 
Both signals in this instance are clear and strong enough to be decoded with 
a simple threshold peak detector (section 5.4.1, page 122). The FM code makes 
the timing easy: the track 1 inter-peak interval from a threshold peak detector is 
shown in figure 1.18. The clock sentinels (all zero bits before the start and after 
the end of the data) are also easy to pick out in this chart. 
1.3 Competition to the magnetic stripe card 
One does not have to look hard to find storage technologies that are directly 
comparable to the plastic swipe card. The two most immediately obvious are 
the printed bar code and the Smart card. Punched cards are now almost com- 
pletely removed from public circulation because of poor wear properties. Phase 
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Figure 1.16: Example velocity profiles of cards being used in a hand swipe 
reader, calculated from a recorded clock track. One profile (trace 3) was started 
from zero velocity a small distance into the card. There are index marks around 
2.7 and 3.0 inches. The speed dependent noise in the velocities is caused by sig- 
nal sampling (the period detection algorithm only places cycles to the nearest 
quarter sample: the sample rate was constant for all four swipes). There is other 
jitter noise caused by the writing process (mechanical, temporal, field induced 
and magnetic, etc. ), and the magnetic particle size. 
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Figure 1.17: Example raw read-back signals (amplified voltage) from tracks 1 
(top, 420 frpi) and 2 (bottom, 150 frpi) from a one-year-old bank-issued credit 
card. Read with an inductive head. 
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Figure 1.18: Interval between each peak from track 1 of a standard credit card. 
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mag. stripe card I Smart card -- F-printed bar code 
Cost /pence eV10 -100 e... 10 
Cost of reader /: E -20 -20 -20-200 
Capacity /bytes 137 64-16k 4 
Copyability easy difficult trivial 
Tamperability moderate difficult moderate 
Writable not usual yes no 
Dur 2-3 years 2-3 years indefinite 
Uses credit card credit card product i. d. 
i. d. card electronic cash i. d. token 
Special feýýes watermark encryption 2D-codes 
embossing keypad remote reading 
microprocessor easily created 
Table 1.4: Features of the magnetic strip card, the Smart card and the bar code 
(approximate). 
change optical cards are specialized, but they can store from a few bytes up 
to a few megabytes, depending on cost. Although each system can have spe- 
cial versions, the general features of the three major competing. portable data 
storage devices are shown in table 1.4. The disposable paper magnetic stripe 
tickets have not been included in the table, but are an even cheaper version of 
the plastic stripe card that can only be used a few times. Radio tags may also 
become more widespread in the future. Another possibility is that these to- 
ken items will disappear, to be replaced with a central database and biometric 
transducers. Whatever happens though, the magnetic stripe plastic card will 
undoubtedly hold some niche for the foreseeable future. 
1.4 Uses of a high density magnetic stripe card 
There are vulnerabilities in the security model of the standard credit card. The 
card is moderately easy to copy (or even to design a new one). Telephone sales 
are difficult to authenticate. Automated card readers cannot normally tell one 
magnetic stripe from another-in other words the contents of the stripe can be 
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transferred between different cards. And if a card is stolen, then a thief can use 
the card, copying any signature that may be required, until a retailer identifies 
the card as invalid; a procedure that requires querying a central database. 
Although a high density card cannot solve all these problems, it can at least 
increase the difficulty of copying the magnetic stripe (as there will be more bits 
to copy) and of inappropriately using the card (because there can be more iden- 
tifying data in the magnetic stripe). Watermarking [561 (printing different ori- 
entations of high coercivity medium within a low coercivity stripe) and finger- 
printing [45] (identifying a card from the precise pattern of jitter in the magnetic 
signal) can stop this transfer of the magnetic information if appropriate readers 
are used. 
A high density card can also make casual fraud much harder. Consider the 
difficulty of forging a signature if that signature is not printed on the card but 
stored within the magnetic medium itself. Combine this feature with a photo- 
graph of the authorized user, also within the magnetic stripe, and opportunistic 
theft starts to become uneconomical. 
A digitized signature can be stored in about 1 kByte of data and a passport 
sized colour photograph in about 2 kBytes. Fingerprint information (from peo- 
ple's fingers) can be stored in a few hundred bytes and the entire fingerprint 
in about 4 kBytes. A secure public encryption key can be stored in fewer than 
200 Bytes. A standard credit card stores 137 Bytes, of which only 20 are read in 
a typical transaction. 
1.4.1 Electronic cash 
There have recently been trials to test the feasibility of electronic cash-a re- 
placement for notes and coins [68]. This utilized a Smart card system because 
of the security requirement (each card contains a microprocessor, and transac- 
tions are completed in a secure and encrypted fashion to another similar mi- 
croprocessor) and so that each card can store its current value. Although it has 
been shown that there are weaknesses in the technology used to implement the 
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encryption algorithms and storage unit [4,591, electronic cash is a practicable 
and real development, after all, even real cash has weaknesses. However there 
is nothing fundamental to prevent electronic cash becoming 'econon-dcally' se- 
cure. 
The relevance of electronic cash to the credit card is that there are versions 
of the cash card with credit facilities as well. It is reasonably likely that the com- 
bined card will make the magnetic stripe card obsolete for financial transactions 
in the mid to long term future. 
1.4.2 Security 
It is useful to think of a payment medium as 'secure' when the cost involved 
in defrauding it is greater than the reward obtainable from the fraud. So with 
electronic cash, which is anonymous, almost untraceable and capable of a large 
turnover, a great deal of effort has gone into making the system secure. The 
credit card on the other hand is attributable, audited and limited in transaction 
size. This has made the credit card per se reasonably immune to large scale 
fraud even with almost no security features. In Europe in 1995 the fraud level 
was reported at 0.04% of turnover (US$120 M) [38]. Because the credit card is 
based on credit given by the major card companies and retailers, when fraud is 
discovered the losses can be contained. 
Small scale fraud on the other hand is much more common. The credit sys- 
tem itself relies on a number, a name, an expiry date, an optional signature and 
an occasional photo-i-d- all printed for inspection on the card. The card itself 
however need not even be present to perform a transaction. Both the signature 
and photograph, if displayed, are vulnerable to simple duplication during a 
transaction. If such identity marks could be hidden from view and encoded in 
the card within, say, the magnetic stripe then this simple copying will be diffi- 
cult. Tampering is another avenue of attack. The information within the stripe 
should not be alterable and still remain valid-a (now) mature technology of 
public key cryptography [25] is easily capable of this. The magnetic stripe is, 
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however, still vulnerable to copying: watermarking [561 and fingerprinting [45] 
can prevent successful card duplication. However, this still leaves organized 
fraud committed by retailers. A retailer could store the information about a 
card when it is used, and replay it later thus making additional transactions. 
This type of fraud cannot be prevented without a central on-line database of 
transactions. The central server model does not demand a high density credit 
card as biometric information can be transferred to the retailer's verification 
equipment over the communications link and the card itself only serves as an 
i. d. number. When retailer fraud is detected, legal proceedings and financial 
penalties can be used against the rogue company. 
It is thus sensible to presume that a high density credit card would place 
itself in the retail network where an on-line connection is either not desired or 
is uneconomic, or where the retailer can be trusted (e. g., large retail organiza- 
tions). 
1.4.3 How much capacity is required? 
A passport-sized colour photograph can be stored in about 2 kBytes and a sig- 
nature in I kByte. The desired total card capacity is therefore on the order 
of 3 kBytes. At a linear density of 200 bpi this requires appro)dmately 40 tracks 
of data (16mm width at 0.4mm per track). To achieve the same capacity in 
4 tracks requires a linear density of 2000 bpi. The credit card in its current form 
is not capable of replaying this density. At best, 1000 bpi over 8 tracks will be 
possible, but this density will later be shown to be impractical at present due to 
medium induced jitter considerations. 
1.5 Errors: detection, correction and concealment 
Virtually all modem-day high density digital communications systems (tele- 
phone modems, radio data links, satellite broadcasting, storage on tape and 
disc whether read/write or read only) use some form of error correction (EQ. 
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The overhead introduced by adding these EC schemes is overcompensated by 
allowing the medium to work at higher densities than would be comfortable at 
lower, 'error free', densities. In two-way communications (e. g., two connected 
modems) error detection-using additional check bits in the data stream-can 
perform EC by asking for the corrupted data packets to be retransmitted. In 
one-way communications (broadcasting and all storage media) forward error 
correction (FEC) must be used. An FEC code (also commonly called an error 
correcting code, ECC) adds check bits to the data stream that can detect an er- 
ror and also correct certain classes of bit errors. The proportion of check bits 
added and their error correcting ability is dependent on the ECC method used, 
but a typical system might reduce an error rate of 10-5 to around 10-12 with 
a 15% overhead [5,20]. 
When the ECC fails, the last resort is error concealment. If the bits on the 
medium have been interleaved or scrambled then an error that makes a data 
block or symbol unreadable will (hopefully) be immediately adjacent to correct 
data. Then the incorrect data can be interpolated from the correct, masking the 
fact that no usable information exists at that location. In sampled audio record- 
ing a single missing sample can be interpolated by pretending that the Nyquist 
frequency has halved and interpolating the missing sample. The consequences 
are that the error is, audibly, undetectable. Some very simple error conceal- 
ment can be applied to transmitted photographs that suffer large block errors: 
scrambling the order of the 8x8 pixel blocks of the JPEG standard [97] and in- 
terpolating the corrupted blocks [15] can produce results not easily discernible 
from the original. Nevertheless burst errors or statistically improbable error 
patterns can overcome the interpolation system from time to time. In this case, 
for storage media, rereading may be in order. For broadcast media, muting or 
freezing may be the only option. 
In this investigation error detection, correction and concealment have not 
ECC: error been studied in depth. Although an ECC is necessarY for a practical high den- 
correcting code sity credit card, and indeed even the standard credit card has 20% overhead 
for error detection, the scope of the subject is too broad to cover this important 
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communication facet satisfactorily. 
1.6 Ethos and contribution to knowledge 
The techniques necessary for performing high density storage on a magnetic 
stripe card have been investigated and developed. The term 'high density' is 
taken to mean recording where linear bit densities are high enough to cause 
inter-symbol interference. That is to say, "high density' implies that the data 
density limits of the medium are being striven for. 
The aim was to record on and read back from a credit card using high den- 
sity recording techniques that has a 'reasonably low' raw bit error rate on read- 
back. The cost of a reader mechanism must be low. The cost of a card writing 
system was irrelevant (the credit card is a write once medium with few writers 
and many readers). In addition, the card should be capable of being read in a 
hand swipe mechanism. 
It is interesting to note that there are no openly published methods that can 
ad-deve this aim. There are however many published results in related fields, 
all specialized to particular systems and media that are very dissimilar to the 
credit card. There has been work done by other parties on increasing the data 
density of credit cards, but these have not been taken up in any great way, 
and do not represent a high density solution (and the results have not been 
generally published). Again, because the credit card has become a de facto 
standard, the cost of physical manufacture of the cards has reduced to just cover 
the tolerances the card standard demands. The driving force in this business has 
been to reduce the cost per card to store a fixed number of bits, as opposed to 
the storage industry in general that is driven to reduce the cost per bit, which is 
achieved through tight tolerances and high densities. 
The contributions to knowledge described in this thesis are presented in 
their contexts. The principal new idea is the operation at variable speed of a 
high density Bayesian signal detector (sections 4.2 and 5.5.3). Additionally a 
new measure of code error resilience has been devised (section 3.2), which also 
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required work on the strategy for recovering from code timing errors. A new 
code was devised to help solve the problem of synchronizing after timing er- 
rors in a variable speed environment (section 3.3). A further contribution is 
the extension of the Bayesian detector to partially cover non-linear distortion 
channels through the use of probability modulation (sections 4.2.3 and 5.5.4). 
1.7 Organization 
This thesis is split into several major sections, with results being presented 
when appropriate. Section 1.1 provided the physical background and justifi- 
cation for high density magnetic recording. The credit card standard was given 
for reference in section 1.2. This examined the current credit card technology. 
The apparatus used for experimentation is described in chapter 2. Density in- 
creases have been achieved by raising the track density as well as the linear 
density. The track density is discussed in section 2.4 while linear density, cod- 
ing and detection techniques, are discussed and derived in chapters 3 and 5 re- 
spectively. In addition the theoretical limits to recording density are discussed 
in section 5.1. All detection systems need a timing clock recovery system, which 
is treated in chapter 4. Finally a summary of the high density credit card and 
conclusions are presented in chapter 6. 
Relevant published papers by the author are reproduced in appendix A. The 
remaining appendices cover subjects that can be treated on their own; separate 
from the dialogue of the main text. Appendix B derives the spectral proper- 
ties of codes and code efficiency. It provides a justification for the use of the 
spectral shaping of raw codes (i. e., without partial response channels) and effi- 
ciency measurements. Appendix C describes and details the electronic equip- 
ment built for the project while the most interesting software developed for the 
project is listed in appendix D. Following these, references and an index are 
provided for convenience. 
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Experimental apparatus 
The physical apparatus comprises two separate and independent units: the 
card reader and the card writer. 
It was anticipated that in a commercial situation there would be few card 
writers (belonging to the card producer) and many card readers (belonging to 
retailers) - To this end the card reader has been designed to be simple and robust 
with minimum required maintenance. No restrictions were applied to the card 
writer. 
As a starting point, the reader and writer must both be able to manipulate 
the standard credit card format. 
2.1 Constraints from the standard card format 
A standard credit card uses 3 parallel tracks of longitudinally recorded data 
(section 1.2 gives details). The entire contents of the stripe can be read in a 
"'V, 'pe. pushing a single swipe with a suitable reader. 
card through 4 reader 
mechanism by hand The linear data density is different on the three tracks, so it is better that 
the read and write heads are not tuned to a specific bit density. For instance, 
a narrow-gap write head is unsuitable for writing low density information be- 
cause the write field will not penetrate the medium deeply enough. On the 
other hand a wide-gap write head will have larger lateral fringing fields and a 
less well defined trailing magnetic field. Read heads are not so critical, as gen- 
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erally a head designed for high densities can also read low density information. 
The speed of the card through a hand reader can vary, so the read system 
must not be compron-dsed by changes in card velocity. These changes can be 
quite substantial (more than 100% variation in a swipe, more than 200% in an 
insert-then-remove reader) but they are reasonably gradual on the scale of the 
bit length. 
Finally, there is a protective layer over the magnetic medium in the stripe. 
Although this does not affect the signal from the read head, it does place a 
minimum gap width constraint on any write head. If the critical magnetic field 
protruding from the write head is shorter than the 50 pm needed to penetrate 
the recording medium then the recorded signal level on the stripe will vary 
enormously (see, for example, figure 2.6, recorded with a head with a -3 Pm 
frpi. - flux reversals gap). As a yardstick, 50 pm corresponds to a 
linear density of about 500 frpi 
per inch 
ISI: inter-symbol before inter-symbol interference (ISI) becomes very prominent. 
interference 
2.2 Write mechanism 
The write mechanism is split into three main parts: magnetics, electronics and 
mechanics. The magnetic features are influenced by the write head. The elec- 
tronics control the head signal and the mechanics control where the head writes 
on the card. 
The overall design is a hybrid stationary single head, moving card system. 
The head can move laterally, but is longitudinally fixed. Info=ation is written 
digitally, in either a pulsed or continuous fasl-don. 
2.2.1 Moving card writer: mechanics 
The write system was built around a surplus dot matrix printer (figure 2.1). The 
magnetic head is fixed over the carriage, which carries a stripe card in place 
of a print head. The printer's on-board processor controls the card position 
with a stepper motor, with simple commands being sent from the controlling 
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computer via a modified parallel port [27]. The speed of movement is selectable 
in/s: inches per at 5 or 10 in/s. Physically, the card carrier is connected to the stepper motor via 
second 
a toothed belt and is controlled to a resolution of 1/240 in (about 0.1 mm). 
The printer's paper feed motor controls the head's lateral position through 
a geared screw assembly, This gives about 4-5 mm of movement controllable 
to a resolution of 0.71 pm (28 -pin) with unmeasured repeatability. This arrange- 
ment is shown schematically in figure 2.2 and as a photograph in figure 2.3. It 
allows several tracks on the card to be written during multiple passes under the 
head: each time the head position is adjusted one track width. The head rotates 
slightly as it is moved, introducing an insignificant azimuth misalignment of 
about 3". (With a 500 pm x3 pm read head, 3* of azimuth gives a maximum ef- 
fective head width of about 30 pm, equivalent to a spectral null point of around 
850 frpi-significantly greater than the limit imposed by the head-medium sep- 
aration. ) 
Small infra-red detectors attached to the head are used to tell the controlling 
computer when the card is in position. It is possible to fit two heads over the 
carriage, and the hardware allows up to three position detectors to be used. 
This flexibility allows a read or erase* head to be positioned next to the write 
head, which is useful for unattended and repetitive operation. 
All heads are spring mounted to allow continual close contact with the card, 
and it also allows the head to rotate slightly in order to stay flat against the 
card as it moves past. Experiments have shown that the recorded signal level 
is extremely sensitive to variations in the card-head angle, mostly due to the 
profile of the head causing the active portion to separate from the surface giving 
increased spacing loss. 
2.2.2 Write electronics: head amplifiers and FIFO 
The full circuit diagrams for the 8-track parallel write system are given in ap- 
pendix C. Essentially the write electronics comprise an 8-bit digital data stream, 
*A DC erase was used, by mounting a permanent magnet above the carriage. 
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Write head 
Figure 2.1: Schematic view of write system mechanism. 
write head 
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positioner 
Figure 2.2: Overhead schematic view of write system shmving movement. 
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Figure 2-3: Photograph of printer showing lateral head motor and gearbox (bot- 
tom), the write head and I. R. sensor (centre left) and an inductive read head 
mounted for testing (centre right). 
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Figure 2.4: Schematic of write circuitry. 
data 
from PC 
handshake 
ZZ3 
which is clocked at a stable programmable frequency through a FIFO buffer 
and then sent to a multi-track head. Current can flow backwards or forwards 
through the head coils, or all the tracks can be turned off (figure 2.4) 
By taking two track signals together, current can be individually controlled 
to flow backwards, forwards or not at all through up to 4 heads. This allows 
a pulse-write system (see the results in section 5.1-3, page 99, for why this is 
useful), and a small power amplifier (figure 2-5) was built to increase the write 
current to a single, wide gap, head. 
2.2.3 Write system head 
Three types of write head have been tried with stripe cards. 
eA four track compact cassette audio head. 
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Figure 2.5: Schematic for high power write head amplifier. 
oA single track, wide gap, high current specialized card head. 
DCC: Digital A nine track, thin film Digital Compact Cassette (DCC) head. 
compact Cassette 
2.2.4 
Of these, the audio head gave poor results on replay (figure 2.6, top trace). The 
thin film digital head gave no replay signal. These two results can both be 
related back to the protective layer on the surface of the magnetic medium (sec- 
tion 1.2.1) and the head gap (approximately 3 prn and 0.7 prn [57,106] respec- 
tively). 
The specialized write head gave far superior results to the audio head in 
terms of amplitude, but (as will be seen later, section 5.6.2, page 139) also caused 
problems with jitter. IýIicroscopy suggests that the head gap is around 15 pm for 
this head, although the exact figure is not known. The lower trace in figure 2.6 
shows the replay signal from a track recorded with this head. 
2.2.4 Summary of write mechanism 
It must be recognized that the card writer set-up was a one off, designed specif- 
ically for the needs of this project. A commercial writing plant would almost 
certainly use parallel write heads (or separate write heads) so that writing speed 
can be very high. A commercial concern would also place a large emphasis on 
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Figure 2.6: Replay signals from tracks recorded with the audio head (- 3 Pm 
head gap, top) and specialized card head (- 15 pm head gap, bottom). The 
upper signal shows large amplitude swings due to the variation in protective 
layer thickness. Both signals were read with a DCC MR head. 
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head design, something that was not possible in this project. However, the final 
aim of the write mechanism is just to write magnetic patterns to the medium: 
the product from either this experimental apparatus or a large scale plant can 
be made identical. 
2.3 Read mechanism 
There are also three parts to the read mechanism: magnetics, electronics and 
mechanics. However, the hardware is not as complex as that of the write side. 
Broadly, a hand swiped card is moved past a multi-track head. Each track 
signal from the head is sampled, digitized and relayed to a computer where it 
is stored for later analysis and decoding. 
2.3.1 Read mechanics: the swipe card reader 
Although it is possible to mount a read head adjacent to the write head in 
the card writer for test purposes, normally the head is simply positioned in 
a straightforward hand swipe guide. T1-ds is a slot that the card moves through 
and is shown diagrammatically in figure 2.7 and photographically in figure 2.8. 
Precise alignment in yaw, azimuth and vertical position is impossible with 
such a device. In addition, the speed of the swipe is unpredictable and can vary 
considerably. However, it remains the most popular and inexpensive of the 
common card reader mechanisms, so improving on this imperfect equipment 
is undesirable. Section 1.2.5 (page 28) examined some of the read properties of 
standard cards in this reader. 
2.3.2 Read heads: inductive and MR 
Three factors affect the choice of head. 
e mounting constraints 
e signal response 
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Figure 2.7: Schematic of slotted swipe card reader. 
Figure 2.8: Photograph of swipe card reader with DCC head. 
47 
EXPERIMENTAL APPARATUS 
head 
head gap 
. profiled surface 
tape 
Figure 2.9: Profile of inductive tape head. 
9 durability 
In any commercial system only the last two points are of major concern, but in 
a small scale set up, the first is by far the most challenging. 
Two very different heads were used, both however were designed for com- 
pact cassette: a flexible tape medium. The head must be mounted in such a wav 
that the gap is in contact with (or very close to) the magnetic medium. Tape 
heads are not ideal for cards as the surface of the head is profiled (figure 2.9) to 
allow the tape to wrap around and be pressed against the head surface. Plastic 
cards are not flexible on that scale, so a lot of effort went into ensuring that the 
active part of the head was touching the card, including a set of re-lapping ex- 
periments [unpublished] that showed that flattening the head did not improve 
the quality of contact over careful positioning. 
Ultimately, a precise fixed mounting (figure 2.10) was found to be adequate. 
Nevertheless, commercial readers mount their heads flexibly with yawing abil- 
ity (figure 1.15, page 27) to improve the read reliability when a card is poorly 
swiped. 
Inductive audio cassette head 
A standard 4-track audio compact cassette head was evaluated and used. As 
with all inductive heads, this gave back a voltage proportional to the rate of 
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Figure 2.10: Rigid mounting found to be suitable for credit card reading. 
magnetic flux change, hence proportional to the speed of the card. This can give 
serious problems with fixed threshold detectors, but is less of a problem with 
digitizing detectors. However, in practice, the changing signal level does still 
complicate the decoding process (a lower signal level implies more quantizing 
noise and adaptive filters need time to re-adjust; high signal levels can lead to 
clipping which, if asymmetric, can severely disrupt adaptive linear filters). The 
'ý, VR: signal to noise measured signal to noise ratio (SNR), nevertheless, was good at most speeds. 
ratio In commercial systems, automatic gain controls (AGQ are often shunned in 1(7, C. - automatic gain 
control favour of low digital thresholds on grounds of cost. No AGC facility was built 
into the digitizer. 
Durability was not studied. It is interesting to note that after grinding the 
surface of the head over 150 times with glass paper affixed to a credit card (so 
that the head was visibly worn) the read signal was not significantly degraded. 
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Digital Compact Cassette (DCC) head 
23.3 
A modem 11-track DCC head was also evaluated, using 8 of its tracks. This 
MR: is a magneto-resistive (MR) effect head fabricated as a thin-film structure. The 
magneto-resistance MR elements are linearized by a combination of a permanent magnet bias, elec- 
tromagnetic bias and barber-pole design MR elements [78]. The signal levels 
are not affected by speed (the frequency response of the MR element far ex- 
ceeds the frequencies encountered in this application and the resistance of the 
MR element is related directly to magnetic flux density). Signal levels are good, 
although the flux strength from the card is enough to cause prominent and awk- 
ward non-linearities in the read signal (see section 1.1.8 for a partial solution). 
Studies [105] have shown that thin-film heads can be given very durable 
coatings although the author conducted no testing to confirm this. No signal 
degradation has been encountered with the (single) DCC head used for this 
project so far. 
2.3.3 Read electronics: amplifiers and digitizer 
1/0: inputloutput Sampling the signals from 8 heads presents practical problems in computer 1/0 
transfers as the data rate can be up to 0.5 MByte/s while still having to maintain 
an accurate sampling period. A direct memory access (DMA) interface was 
designed and built to cope with these high data transfer rates; a small (16 byte) 
TIFO: first in-first FIFO was still required to cover the computer's interrupt latency. Signals from a 
out 
ADC-- analogue to head are passed through a high-gain amplifier directly into an 8-channel ADC. 
digital converter The digital data then flows, via the FIFO, into a DMA port of the analyzing 
computer. The circuit diagrams are again presented in appendix C. 
2.3.4 Summary of read system 
The entire read system is a Slot for the card to travel through, a magnetic read 
head (that can read several tracks in parallel) and a digitizer. This represents 
the hardware cost of the high density card system. The additional processes re- 
quired to extract the data from the card are software based, and are performed 
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in the domain of digital signal processing. The highest cost component is the 
read head (around E30 in small quantities, probably falling to a quarter of that 
price for large volumes). The second most costly component is the ADC (at 
around; E8). The computer doing the processing (an inexpensive 486 or equiva- 
lent) is already present at most points of sale, and does not figure in the costings. 
2.4 Apparatus and track density 
The construction of a high density credit card requires the cooperation of sev- 
eral facets of communication technology. Areal density is the product of track 
density and linear density. The track density probably presents the most scope 
for further increases, but it is also the least flexible, given the constraints of card 
swiping. Lineal density can only provide a limited density increase, but there 
is a great deal of scope for achieving that. 
Track density has not been examined in depth during this project, but the 
subject is covered briefly in this section. The track layout is governed by the 
availability of heads. 
2.4.1 Track density limits 
If track density could achieve the same resolution as linear density, with a very 
large number of heads (several tens) and a two-dimensional processing rou- 
tine [95] to decode the entire magnetic stripe as a single image of magnetized 
tpi: tracks per inch regions, then 400 tracks per inch (tpi) could, theoretically, be decoded. Under 
these conditions, noise would be the dominant limit to track density. However 
this 50-fold density increase (about 30 kB on a card) over a standard card cannot 
be achieved in practice; not least because such heads do not exist at present. 
Given that the track density limit is in fact the width of a read head, the 
factors that dominate practical limits will now be touched upon. 
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2.4.2 Magnetic read head 
2.4.2 
The most relevant limit in this project was the availability of read heads. The 
E)CC: Digital Philips DCC head has a track pitch of 195 pm (130 tpi) (figure 2.11). The read 
compact Cassette 
elements are much smaller than the track pitch at 70 pm (1 /360 inch). This was 
a design feature so that there would be fairly minimal inter-track interference 
when used for digital tape recording and it does not pose any particular diffi- 
culties in the card environment. 
2.4.3 Track interference on reading 
The second limit is due to track misregistration. As the card passes through a 
hand swipe reader (and mechanical readers and writers to a lesser extent) the 
transverse head position varies. In tape and disk systems this is compensated 
or limited by mechanical devices: from simple guide rails to sophisticated servo 
systems. 
The amount of card n-dsregistration is largely attributable to the way the card 
is swiped through the reader. A steady swipe can give variances of less than a 
few hundred microns. A hasty pull might give several millimetres of variation. 
Although no scheme can cope with the situation where the magnetic medium 
leaves the head completely, it is at least possible to correct a few track-widths of 
n-dsregistration in software [7]. The mixture of signals read from a head over- 
lapping two tracks is predictable and the individual signals can be separated. 
Figure 2.12 shows the measured quantities of signal amplitude from four induc- 
tive heads as laid out in figure 2.11, obtained from the setup shown in figure 2.3. 
The track signal strengths rise fairly linearly and have a flattened top. This is 
what one would expect from a wide head passing over a narrower track (and 
vice versa). The results were obtained by writing one track at a high frequency, 
surrounded by tracks written at a lower frequency, the signal strength recorded 
is the proportion of high to low frequency content in the read-back signal. 
For practical purposes, an unqualified track width of 0.4 mm was sufficient 
to make inter-track interference avoidable, as two of the DCC read elements can 
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Figure 2.11: Layout of read elements on a DCC head (left) and an inductive 
audio tape head (right). 
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Figure 2.12: Measures inter-track interference with a compact cassette head. A 
track 800 pm wide was read at different lateral offsets. Four inductiVe heads of 
width 610 pm, the layout is shown in figure 2.11-(right). 
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(some longitudinal and transverse scratches are alsovisible on close inspection). 
read each track, and the software can merely switch between the best signals in 
a manner similar to multi-head analogue video recorders, utilizing the narrow 
width of the DCC read heads to give a clean signal. 
2.4.4 Track fringing on writing 
The third limit is what is achievable when writing data. Everv write head has 
a field that extends laterally beyond the gap. The wider the gap the larger this 
fringing field will be. It was found that with the credit-card -writing head these 
fringe fields precluded writing tracks of less than about 200 jim pitch (see fig- 
ure 2.13). This is a head problem, and can be solved by redesigning the write 
head. 
In fact this is a general problem for single and multi-track recorders: in the 
research lab hard disk write heads have been reprofiled at the gap edges with 
ion beams to reduce near track overivrite [361. 
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2.4.5 Practical track options 
2.4.5 
Although no extensive track density investigation has been carried out, it is 
possible to make some comments on a sensible way to lay down tracks on a 
high density credit card. The following track layouts all use the ISO track 3 
to carry high density information. This leaves tracks 1 and 2 free to carry the 
standard credit card information-an enormous boon in compatibility although 
a great loss in data capadty. 
A system with a well profiled write head and inter-track interference com- 
pensation could achieve the layout shown in figure 2.14. By repeating the edge 
tracks, the heads see the tracks as 'quasi-tubular' and no tracks will be lost 
when up to 390 jun of track misregistration is present. 
This project has achieved half of this track density, and thus ignored the 
problems of write fringing and inter-track interference. With the track structure 
shown in figure 2.15 between 0.3 and 1.5 kB can be stored in the track 3 region, 
with varying degrees of reliability. 
2.5 Software interface 
All software work has been developed on a Unix-based IBM compatible PC 
running the Linux operating system, shown in figure 2.16. 
Device drivers were written for the write head and read heads so that both 
systems appear simply as stream character devices with special features con- 
trolled via the Unix ioctl 0 interface (dock rate, number of channels, write 
amplifier activation, infra-red sensors, etc. ). 
A character device driver was also developed for the write mechanics. The 
parallel port and printer were enhanced to allow the paper feed motor to oper- 
ate backwards and forwards. In addition, a software pipe converted high-level 
card writer commands ('XTO 40', 'FAST' and so on) into raw printer com- 
mands on the parallel device. This allowed a great deal of the development 
work on the card writer to be written and maintained in high-level shell scripts. 
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Figure 2.14: Proposed track layout. Twelve tracks, (including t- our repeated 
tracks) are present in ISO track 3. 
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Figure 2.15: Achieved track layout. Due to write fringing, the full capacit\' 
cannot be realized. 
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^taw 
Figure 2.16: The controlling computer and equipment. Computer (left and ceii- 
tre), printer set up as card writer (centre, above computer), power suppIv (lower 
right), circuits for write amplifiers, read amplifiers, and ADC in a rack (right) 
and svN-ipe reader with card (far right). 
1 I 
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Most of the controlling and processing software was written in the form of 
small Unix pipe filters. For example, programs to convert binary streams into 
ASCIII binary, several programs that convert ASCH binary into (d, k) codes (and 
the respective decoders). Another pipe could convert coded streams into pulsed 
or normal output for the write head stream. The read head stream, FIR filters, 
detectors, decoders and reconstruction programs also worked in the same way. 
Some of the programs are reproduced in appendix D. 
2.6 Summary 
A system for reading and writing cards was constructed that was also capable 
of measuring the basic charateristics of the channel. The card is carried on a flat 
bed underneath a lateral head positioner. The head current is digital and capa- 
ble of writing multiple tracks simultaneously at a programmable clock rate. The 
card reader is fundamentally a multi-channel digitizer placing a digital capture 
of the head output into computer memory. 
The track layout for this work was dictated by the availability of replay 
heads. Although two of the heads were designed for audio cassette, there was 
no particular problem when reading from the card medium. However, writing 
cards required a special wide-gap head to be used. 
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Coding 
'VIZZ: non-return to Raw binary data streams (NRZ, non-retum to zero) are rarely suitable 
for di- 
zero 
rect broadcast onto a channel. On the other hand a binary stream written with 
circles and lines for zero and one, e. g., 
010010110110101101000oooioiiiioiiioioiii, 
is enormously redundant when read by humans, and would not be particularly 
prone to errors when sent 'through' a paper channel. However, it is also not 
particularly efficient in tenns of space. The same sequence could be written 
a ammomm 8ýýaý 
whidi is more efficient (it takes up'less space on the page) but is also more 
difficult to decode correctly. (Are there 5 or 6 'O's in a row? ) 
The former representation coded the binary digits 0 and I in the shapes '0' 
F and '1' while the latter used the shapes " and 'a - The code used to represent 
data and the detection method used to retrieve the data are intimately related. 
Digital magnetic recorders can only use the - method. In addition, the -s are 
fuzzy--not black and white but shades of grey. To retrieve information from a 
magnetic channel the data must be coded, detected and decoded. The scheme 
should also use the channel efficiently. 
The information depicted in figure 1.14 is written to track 2 of a credit card as 
below (real size, a dark area represents magnetization in one direction, a blank 
area magnetization in the other). 
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3.1 Properties of modulation codes 
The first line of attack is to break up long runs of - because it is dffficult 
for the decoder to count the number of individual s. In some situations, it 
is also advantageous to remove very smaR runs because they may be missed 
RLL: run length completely. A run length limited (RLL) code does exactly this. 
limited 
There have been many RLL codes designed for different systems, with dif- 
ferent intrinsic characteristics. Some of the relevant properties are described 
below. 
Run length constraints 
RLL codes are often classified as (d, k) codes: d+1 represents the minimum 
allowed run length of a symbol and k+1 represents the maximum allowed 
number of identical symbols in a row (k > d). The designer of a code must 
decide how to represent information so that the (d, k) constraints are satisfied. 
A smaller k and larger d makes detection easier. 
The (d, k) constraint reduces the information carrying capacity of the code. 
The'capadty'of a (d, k) code is the measure of how much information that code 
can carry, relative to (d, k) = (0, oo). 
3.1.2 Charge constraint 
Some detection systems (most notably those used in optical recording apph- 
cations or that must contend with small signal levels) require that the positive 
signal is balanced against the negative signal so that the zero point can be found 
accurately--usually for clocldng purposes. If this is the case then it is impera- 
tive that the code does not upset this calculation, implying that some sort of 
RDS: running maximum charge imbalance must be enforced. The running digital sum (RDS) 
digital sum is a calculation of the charge imbalance so far and is linear to (long term) time. 
DC-free codes have an average RDS that is zero, and a maximum instantaneous 
DSV. digital sum RDS that is labeled the digital sum variation (DSV). A lower RDS or DSV eases 
variation 
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the complexity of signal amplifiers and detectors. 
3.1.3 Codes in multi-track systems 
The traditional way to cope with inter-track interference is to leave a space, 
a 'guard band', between tracks. The size of guard band directly affects areal 
efficiency, however, so it is highly desirable to reduce the size of this unused 
space, Inter-track interference has long been recognized as a problem. Different 
methods e)dst to cancel the interference [7,461 and to make the interference 
powerless [421. 
In a system where tracks are overwritten, inaccuracies in the head position 
can lead to some data signals spilling into the guard band areas. Hence mod- 
els of inter-track interference must allow for the old information in the guard 
bands, as well as information from neighbouring tracks, as its signal contri- 
bution is substantial (up to about 10% [93] of the signal level). To reduce this 
problem, systems often use a wide write head and a narrower read head, so 
that the detector sees reduced out-of-track signal levels. 
If there are multiple tracks being read simultaneously, the k constraint can 
be relaxed slightly because some timing information can be derived from the 
other tracks-a two-dimensional coding system [241. 
3.1.4 Timing window 
While the detector is running, it must make decisions about where the centre of 
a symbol is. The amount of timing error the decoder is allowed before it will 
make mistakes is called the timing window, normally measured in terms of the 
symbol rate. A larger timing window is better. 
The consequences of a timing error are normally a few bits in error. How- 
ever, if the loss of bits also causes a loss in the timing clock recovery, the mis- 
takes can be compounded. The resilience of codes to tin-dng errors is treated in 
a section of its own in 3.2. 
*In disk drives this space is utilized as part of the head servo alignment mechanism. 
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3.1.5 Transition density and efficiency 
3.1.5 
The efficiency of a code is perhaps its most immediately obvious property. 
However, the channel can often dictate code efficiency by the error rate more 
than the designer would like: it is unusual for the data throughput to be domi- 
nated by the rate or efficiency of the coding scheme. There are several common 
measures of code efficiency though. Some of these measures are formally stated 
in appendix B. 
Most common coding schemes take m input bits and generate n coded out- 
put bits. The ratio of input to output bits is called the code 'rate'. Highly con- 
strained channels may use codes running at rates as low as 0.5 (one data bit 
generates two coded bits). Highly developed hard disk channels run at rates of 
8/9 (0.89) and are moving towards 16/17 (0.94). But with partial response chan- 
nels and iterative detection schemes, the code rate is not particularly relevant 
to how efficient a code is. 
The formal measure of code "efficiency' is the ratio of the information capac- 
ity of the code to the information capacity of an uncoded (d, k) stream. If the 
efficiency is not approaching 100% then the code is underutilizing the channel. 
The 'density ratio' of a code is a measure of the number of bits that are en- 
coded in each transition. Since each transition contributes towards the required 
bandwidth of the channel, coding more bits per transition increases the channel 
utilization. However, higher density ratios can also decrease tin-ting tolerances 
and increase sensitivity to noise. 
3.2 Timing error resilience (TER) 
The author has devised a new measure for codes. The timing error resilience 
(TER) is a measure of the ability of a code to recover from timing errors. The 
lower the value, the more powerful the code's self-correcting properties. 
The TER value is the measured mean of the number of data bits in error be- 
fore bit synchronization is re-established after a burst error during which the 
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timing phase was lost. (However, it is assumed that the frequency lock was not 
lost. ) Because it is measured statistically, the results are somewhat dependent 
on the error recovery mechanisms of the decoding algorithm and it is not de- 
pendent solely on the code. It should be noted that these recovery algorithms, 
if they even e)dst, are not normally published. The approach the author took to 
developing self-recovering algorithms for standard codes is described below in 
section 3.2.2. Note also that the TER does not measure error propagation due to 
equalization or detection feedback mechanisms. 
If a code cannot recover from a timing error, then it will eventually produce 
an infinite number of wrong bits. This is unacceptable for calculating the mean, 
so the maximum number of errors is truncated at 100 in the case of the TER- 
100 statistic. If half of the trials cause runaway errors, the TER-100 will give 
a figure of about 50 plus half the average number of bits in error when it did 
resynchronize. 
The specific method of calculating the TER-100 values shown in tables 3.1 
and 3.3 is given below. 
3.2.1 Calculating the TER-100 
Data streams of pseudo-random bits were generated and passed through the 
given coding algorithm to make new coded streams. 
Each coded stream was then corrupted by a burst error of 20 random bits (so 
that the mean burst error length was 16 bits) at a random position. In addition, 
up to coded 8 bits were added or removed during the burst, so that synchro- 
nization was lost. This is shown diagrammatically in figure 3.1. 
The coded streams were decoded to form corrupted data streams. The data 
bits in error were then counted by finding the first bit corrupted, finding the 
last bit corrupted (indexed against the original data stream) and taking the dif- 
ference between the values. If the value was greater than 100, it was set to 100. 
BIE: bits in error The mean of these values is the average number of bits in error (BIE). To find 
the TER-100, the burst error length must be removed from the BIE. The mean 
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Figure 3-1: Scheme for introducing errors in the TER-100 test. a) coded binary 
data stream. b) burst error up to 20 bits inserted at a random stream position 
giving a corrupt coded stream, c). d) the stream is shifted up to 8 bits (up to 
5 shifts are shown, with a shift of +3 being chosen) in either direction. When 
the decoding routine receives the corrupted and shifted stream, e), it is in an 
unknown internal state with no bit synchronization reference. 
burst error length is simply 16 times the code rate. Subtracting this value from 
the BIE gives the TER-100. 
When the TER-100 is small, it is also helpful to calculate the standard de- 
viation of the BIE, as this gives an indication of how regWarly the code can be 
corrected. 
The results for several codes over 100 data streams are given in table 3.1. 
3.2.2 A note on the decoding algorithms 
It is sometimes very difficult to know how to correct a timing error in a code. 
The variable rate codes (section 3.3) and FM are self-synchronizing, but other 
codes, notably the block codes and codes with high efficiency, simply rely on 
statistical properties of random data to recover the bit clock. 
The approach taken to designing the decoding algorithms for these codes 
was perhaps not optimal, but fairly robust. 
If an error is detected (most codes can detect errors) then the current code 
66 
CODING 
code rate I BIE-100 TER-100 
NRZ (binary) 100 17.2 1.2 5.4 
FM 0.50 9.4 1.4 3.4 
MIFM 0.50 12.2 4.2 7.5 
zm 0.50 54 46 73 
RLL (1,7) 0.67 91 81 85 
RLL (2,7) 0.50 76 68 80 
3PM - 0.50 74 66 77 
BPPM-lS=2 0.40 11.9 5.5 14 
BPPM-lS=4 0.27 10.2 5.9 5.7 
BPPM-2S=4 0.43 22.6 15.7 15 
var. rate (1,3) 0.52 10.8 2.5 3.6 
var. rate (1,4) 0.57 11.3 2.1 3.8 
Table 3.1: Results from calculating the TER-100 for the codes in table 3.3 
3.3 
word was shifted, 1 code bit at a time, until. it became a valid code word, and 
the decoder would go back to normal processing. In this way, given enough 
invalid sequences the code will always re-lock. Sometimes, however, these in- 
valid sequences are rare, and not all codes have them (zero modulation (ZM) 
code for example, can detect an error, but cannot ever resynchronize systemati- 
cally). 
3.3 Variable rate code 
The author has devised a new simple bi-level code with easily controllable (d, k) 
characteristics and which can be made to have near-optimal efficiency. The 
code is amenable to writing in parallel over multiple tracks and has a variable 
bit rate: its rate is dependent on the data written. Experimental work carried 
out shows that this code is practical and the single-track form is highly suitable 
for Bayesian-style detectors. 
Most popular codes make an implicit assumption that the bit rate must be 
constant. In a disk or pre-formatted tape system this is essential for a constant 
sector size, but in some applications there is no such requirement. 
67 
CODING 3.3.1 
Digital information compression is now commonplace, and can make the 
data stream appear almost random. This increases the entropy characteristics 
of the data in a way similar to that of a scrambler. This means that there is 
no requirement to break up long runs of the same symbol which may confuse 
the clock recovery system. The variable rate codes presented will, however, 
benefit modestly by simple symbol counting and representing the most com- 
monly found symbols with the shortest symbols-a small symbol map at the 
beginning of a data run can substantially improve the bit density with minimal 
overhead. 
3.3.1 Description of the code 
This code was envisaged for use in a bi-level environment, such as a magnetic 
recording channel. It represents a symbol by the time between transitions in 
the channel. However, unlike the variable rate codes' closest relative, BPPM 
codes [94], there is no information stored in the phase of the transition and the 
bit rate is variable* 
Single track operation 
Si = symbol First, the 
data stream is split into symbols (Si). That is, the stream is represented 
representing 
1092 b bits by a very large number written in some base, b, with each digit corresponding 
to a symbol. Bases formed from binary (b = 2) are useful. Each Si has a value 
from 0 to b-1. 
tt inter-transition The value of the symbol then 
determines the time, ti, between transitions. 
interval 
The interval tj is granular (i. e., it only takes on certain values), and is referred 
T= clock period to some stable 
dock of period T. 
A simple mapping of symbol to interval is 
ti = (1 +d+ Sj)T (3-1) 
*In fact, in the (d, k) = (1,3) code presented later, thefirst transition defines a clock reference, 
so the sign of the phase does represent one bit over the entire transmission. Other arrangements 
can be trivially made to eliminate this bit though. 
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where d is the minimum interval from the chosen (d, k) values. In addition, k 
can be calculated (or chosen) easily. 
b+d-1 (3.2) 
Hence the code and number of symbols can be derived directly from the (d, k) 
requirements. 
For example, a simple two symbol code can be formed with d=0, Si E 
f 1}. This code therefore gives a long state for a 1, and a short state for a 0. 
(The word 'state' refers here to the instantaneous value of the coded signal, 
either a 'high' or 'low' in a two level channel. ) A similar code is used in some 
hand-held infra-red remote controllers. 
Multiple track operation 
Suppose there is a stream of symbols coming in, and the code must be written 
out. Given n channels (tracks) the input stream can be multiplexed over them. 
Ain example algorithm is 
1. find a 'free' track, waiting if necessary 
2. start writing the single-track symbol 
3. mark the track not free until the symbol has finished 
4. immediately go back to the first step 
It is assumed here that the algorithm for finding a free track is deterministic 
(given a certain state of tracks, it will always find a particular track free) and 
that all tracks are running from the same clock. It must also be assumed that 
the processor can process all the free tracks in much less than one clock period. 
An example trivial algorithm for determining a free track is 
1. start at track u= 
2. if track u is free, use u 
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symbol is assigned to 'shortest' track 
== 13 13 = 
...... .... ........ ........... .................. 3 tracks ................. 
sync 
Figure 3.2: Expanding variable rate code to multiple tracks. 
I 
4. if u=n then no tracks are free, so wait a clock period 
5. go to step 
3.3.1 
Now the modulation process will write a unique pattern over all the tracks 
for a particular input pattern. This algorithm does not attempt to be as efficient 
as the two-dimensional codes [24], but it does remain reasonably resistant to 
track skew. 
Figure 3.2 shows the basic principle: each symbol is assigned deterministi- 
cally to the first track that can accommodate it. 
practical code, (d, k) = (1,3) 
Take (d, k) = (1,3) giving an interval of 2T, 3T or 4T. Symbols will be manip- 
ulated in pairs, [S2j, S2j+j], called quasi-symbols, Qj. Each symbol can take on 
one of three values, Si E 10,1,2}, hence each quasi-symbol can take on one of 
9 states, which are partitioned into 8 data states (0 :5 Qj :5 7) and 1 sync state 
(Qj = 8). Since the sync state is not often used, it will be given the longest 
quasi-symbol state, [2,2]. 
The input stream is split into quasi-symbols of 3 bits (b = 8) and these are 
mapped into a data state Qj which is split into two (normal) symbols 
(S2j, S2j+I) 
which are written to the tracks 
S2j then S2j+j. 
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Given a maxentropic (random) stream of input data, the expected density 
ratio, R, can be calculated [66]. 
R= 
data density 
(3.3) 
transition density 
=x- (d+ 1) (3.4) Y 
3 
= 5.75 .2=1.04 
(3.5) 
where 
x= number of input data bits per quasi-symbol 
y clock periods the input bits are mapped into 
7 
2-' E(d+l+S2i +d+1+ S2j+j) (3.6) 
Qi=O 
1 
ý. [(0 + 0) + (1 + 0) + (0 + 1)+ 
(2 + 0) + (0 + 2) + (1 + 1) + 
(2 + 1) + (1 + 2) + 32] (3.7) 
46 
= 5.75 clocks (on average) (3.8) 8 
In practice, R should be slightly better because the most common values are 
likely to be assigned to the shortest symbols. 
The efficiency of this code is close to 98% (this figure is derived in appendix B 
section B. 1.7). The redundancy is introduced by the sync symbol, which cannot 
be used to code data, but can be very practical when decoding data. 
Figure 3.3 shows all the possible quasi-symbols and figure 3.4 shows how 
these are strmg together to form a coded data stream. 
Decoding 
Decoding is not difficult in single track mode. In multi-track mode the tracks 
should be kept clock aligned as far as possible and if the track skew becomes 
greater than the clock period, then the demodulator should compensate for this. 
(The k is low enough in the example (d, k) = (1,3) code that, given a suitable 
sync sequence over all tracks at the start of the data run, the track skew can in 
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LJ-1 symbol 0 
LJ-1 symbol 1 
L_J-j symbol 2 
L_J--7 symbol 4 
IM symbol 5 
L_J--j symbol 6 
L_J--j symbol 3 L_J--l symbol 7 
1jI symbol 8 (sync) 
Figure 3.3: The possible quasi-symbols. 
5 01 413 01212 1 
3.3.1 
Figure 3.4: Stringing together quasi-symbols from a data stream to make a 
coded stream: each number represents 3 bits from the input data. 
principle be followed: each track can be treated as an isolated single-track and 
demultiplexed later. ) The decoder simply times the inter-transition gap on each 
track. Since the decoder knows the free track algorithm, if two or more tracks 
change at once the written order can be unambiguously determined. Then the 
decoder boxes up the symbols into quasi-symbols (and sync) to be processed. 
A single read error in multi-track mode can propagate though the code by 
upsetting the track skew correction mechanism, although it should be possible 
to guard against this in single track mode: a single symbol error only affects a 
single quasi-symbol (or two in the case that it is between quasi-symbols). Each 
quasi-symbol starts on a high to low transition, so quasi-symbol resynchroniza- 
tion is a trivial matter. 
Because each inter-transition period only represents one symbol, the channel 
ISi. iýter-symbol characteristics can 
also be processed in a simple manner if the ISI is less than d. 
interjerence A particular symbol will give a characteristic inter-transition period which may 
only loosely be related to the tj that generated it. In this case, there should be 
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3 definite inter-transition periods, mapping to tj = 2, tj =3 and tj =4 in the 
example given. 
3.3.2 Comments 
ff the system permits it, a form of write precompensation can be easily applied. 
By making ti = so + g(Si). A simple example might be g(O) = -0.2, g(l) = 0.9, 
g(2) = 2.0. However, this write precompensation could give problems with the 
multi-track skew compensation if g can take non-integer values. Another exam- 
ple for use with large b is g(j) = xi where x is constant (e. g., 1.2), which gives 
interesting jitter characteristics, although it has not been tested in the credit card 
application. 
3.4 Code summary 
non-return to Table 3.2 
lists the capacity of raw (d, k) codes relative to NRZ: (d, k) = (0, oo). 
zero (It was derived using equation (B. 12) in appendix B. ) Table 3.3 lists some com- 
RDS: running mon (or interesting) code modulation schemes, their 
(d, k) values, rate, RDS, 
digital sum timing window, efficiency (the code's capacity relative to its (d, k) capacity) and 
density ratio (a measure of how many flux changes are used to code a bit). The 
definition of density ratio is given as equation (3.3). Appendix B shows how to 
derive efficiency and capacity. Also included in the table is the new measure- 
ment, the TER-100, described in section 3.2. This measures the code's ability to 
recover from timing errors or large data errors. 
3.5 What makes a 'good' code? 
The best code for an application is not necessarily the one with the highest den- 
sity ratio. Although the density ratio is a useful measure of probable bit density, 
other factors also play a part; especially in an environment as harsh as a credit 
card reader. 
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00 
0 0.69 0.88 0.95 0.98 0.99 0.99 1.00 1.00 1.00 
1 0.41 0.55 0.62 0.65 0.67 0.68 0.69 0.69 
2 0.29 0.41 0.46 0.50 0.52 0.53 0.55 
3 0.22 0.32 0.37 0.41 0.43 0.46 
4 0.18 0.27 0.31 0.34 0.41 
Table 3.2: Capacities of (d, k) codes. 
I code RDS timing eff. density TER- 1 
code (d, k) 1 1 rate % wnd. IT % ratio 100 
r NOR -Z -(Si ýar y) (0,00) 1.00 100 1.00 100 1.00 1.24-5.4 
FM (0,1) 0.50 0 0.50 72 0.50 1.4±3.4 
NUM [671 (1,3) 0.50 33 0.50 91 1.00 4.2±7.5 
2M [771 (1,3) 0.50 0 0.50 91 1.00 46 
RLL (1,7) [481 (1,7) 0.67 33 0.67 98 1.33 81 
RLL (2,7) [32] (2,7) 0.50 33 0.50 97 1.50 68 
3PM [471 (2,11) 0.50 50 0.50 92 1.50 66 
BPPM-1S=2 [94] (1,5) 0.40 20 0.50 62 0.80 5.5±14 
BPPM-1S=4 [94] (3,13) 0.27 27 0.25 60 1.09 5.9±5.7 
BPPM-2s=4 [941 (1,6) 0.43 43 0.50 64 0.86 15.7±15 
variable rate codes (section 3 . 3) 
(1,3) 
(1,4) 
(1 3) 
(1: 4) 
ý 0.52* ý 
0.57* 
1 33 
43 
ý 0.52' 
0.57* 
1 98 
100 
1.03: ý 
1.14 
2.5±3.6 
2.1d: 3.8 
* average values 
Table 3.3: Statistics for common modulation codes. Several values were taken 
from [23,66]. The rate is the (average) number of clock periods used to encode 
1 bit of data. The RDS (running digital sum) is a measure of magnetic disparity: 
the worst-case ratio of magnetizations in one direction against the other. The 
timing window is measured relative to the bit-clock (11T), and measures the 
required stability of the sampling rate. The efficiency (eff. ) is the number of bits 
encoded relative to the maximum number of bits that could be encoded by a 
perfect (d, k) code. The density ratio is a worst-case measure of the number of 
effective bits encoded per magnetic flux change (assuming a fixed rate code). 
The TER-100 (timing error resilience) is an average measure of the number of 
bit errors after a timing error event. 
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The most important factor in this credit card application is timing jitter: 
the amount of error in determining the position of magnetic transitions in the 
medium. The density ratio can be made arbitrarily high if the clock is per- 
fectly stable. However, when k is constrained by jitter (and hence d is also 
constrained) the density ratio is constrained too. For example, the clock recov- 
ery mechanism must place a transition to within 5% of its proper time with a 
k= 10 code. With ak=3 code this is relaxed to nearly 20%. On a credit card 
the impulse response can vary, as well as the proper clock speed. This places a 
very severe restriction on k: FM code (the standard) has k=1 while k=3 is 
the approximate limit before errors when reading the magnetic stripe become 
likely, 
Efficiency is important, but nearly all codes are close to full efficiency any- 
way, so there is very little to choose between the codes on this basis. 
RDS: running The RDS is not particularly important in the credit card channel. It could 
digital sum be argued that having a net magnetic moment on a credit card may have some 
detrimental side-effects (the long range magnetostatic fields may have a de- 
magnetizing effect on other cards). However, this has not been an observed 
problem in other magnetic media, but its effects have not been studied. Pos- 
sibly more problematic is the way that DC magnetic levels can shift the base 
level magnetization. This was an enormous problem for fixed threshold peak 
detectors in the past, but a slight asymmetry will not affect modem detectors to 
MR. any great degree. Indeed, MR heads themselves introduce both DC offsets and 
=gneto-resistance non-linearity features into the read-back signal. 
A feature not often examined in coding theory is error recovery. Some codes 
are particularly bad at recovering from errors. There are two types of failure 
that appear in decoders: timing errors (where there is a discrepancy between 
the write dock and the read clock) and value errors (where a bit or group of 
bits are in error). It is usual to choose a (d, k) level that causes negligible timing 
errors, and make value errors dominant (but still low). If this is the case, then it 
is also useful to keep the timing recovery clock stable enough to flywheel over 
channel burst errors too. 
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Clock recovery 
Clock recovery is the regeneration of the time base of the originally written 
signal from the read-back signal. Timing recovery is as important as signal 
detection (chapter 5), if not more so because as yet there are no error correction 
schemes for timing faults. It has not, however, been extensively researched 
in industry* because in most applications the magnetic medium velocity can 
be carefully controlled: in a hard disk the speed change is only up to 0.1% 
over a few million bits. Helical scan tape recorders also have fixed velocities 
derived from a crystal oscillator, and normally only have to contend with phase 
matching. 
In the near future there is likely to be more emphasis placed on timing 
schemes, as systems become less tolerant to timing changes (smaller bit lengths) 
and physically smaller (and so have less inertia and are more vulnerable to en- 
virom-nental and self-generated vibration). 
This chapter describes the conventional clock recovery algorithms and then 
develops a new phase and velocity estimation scheme based on snatches of 
nearly alike signals. 
*At least, not to the extent that coding and detection have been studied. 
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4.1 Standard clock recovery mechanisms 
The traditional, and successful, method of timing recovery is to use a small 
piece of training code at the beginning of a data sector to align a phase locked 
PLL phase locked loop (PLL). The PLL can then adjust itself slightly from any self-docking prop- loop 
erties of the code in the data sector. This form of slight 'tweaking' of clock speed 
is not accurate enough for high density recording on a credit card, where speed 
changes may be more than 200% during a few thousand bits. Indeed, simpler 
schemes can be are more effective. 
Timing window 
The timing window is the maximum interval of discrepancy between the read- 
back signal and the decoder's clock. For instance, the RS-232 serial data trans- 
mission standard specifies transmission with 8-bit bytes framed with a start bit 
and followed by eight binary data bits. The receiver finds the centre of the start 
bit, and triggers its own clock. It can then sample each following data bit at in- 
tervals of the bit rate. Barring noise, if the receiver's clock speed is within 6.25% 
(a timing offset of ±0.5 of a bit over 8 bits) of the transmitter's clock speed, the 
bits will be correctly received. The receiver can resynchronize itself every byte. 
With a clock derived from a crystal oscillator (and square edges) this is a very 
easy proposition. 
In general, the timing window of a channel is dependent on the code used. 
NRZ. non-return to In the 
NRZ case, half a bit off-centre in either direction will cause a mis-read. 
zero This gives NRZ a timing window of 1. For most codes, the timing window is 
equal to the rate of the code: any mistake in the code clock will result in a mistake 
in the data decoded. Some sparse codes can have looser timing windows. 
4.1.2 Low density variable speed systems 
ISI: inter-SYMM Low density, as a convenient 
definition, is a density at which ISI is not notice- 
interference 
able. If it is possible to distinguish individual peaks or zero-crossings, then it is 
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possible to time the interval between them. 
On the standard credit card, FM code is used. This is a (d, k) = (0,1) code, 
hence the interval between each peak is either IT or 2T where T is the code 
clock interval. At low densities the clock can be recovered on a bit-by-bit ba- 
sis by comparing the most recently read interval against 1.5T. If the interval 
is < 1.5T, i. e., approximately IT, the decoder must wait for the next interval 
(which will also be about IT) and a1 is output as the bit value. A new value 
of 1.5T can now be calculated from the sum of the two intervals. If, on the other 
hand, the most recent interval was > 1.5T, i. e., approximately 2T, a value of 0 
is output and 1.5T updated from the single interval. This method is extremely 
robust, and can cope with up to 50% speed change per bit. It can fail if there is 
a long run of is, but will immediately reset itself once a0 is detected. 
Another code, used for recording data onto magnetic camera film strips, is 
ppm pulse position pulse position modulation (PPM) [96]. In this scheme the clock is again recov- 
modulation ered on a bit-by-bit basis. It is not easily classified by normal code measures, 
because it was designed specifically to cope with low density recording at vari- 
able speed. Each bit comprises three magnetic transitions: the outer transitions 
are shared with neighbouring bit cells, giving a net density of two transitions 
per bit. The outer transitions mark the boundary of the bit cell. The value of the 
bit now depends on whether the central transition is in the first half of the cell 
or the second half. This method allows up to 100% speed change per bit. 
Both these methods rely on low density properties: that is to say, the transi- 
tions can be located accurately in the code stream. 
4.1.3 External clock 
1: )CC. - digital Multi-track linear tape systems, like DCC [79], often rely on a separate, auxil- 
compact cassette iary, clock track to provide timing cues. This provides advantages in terms of 
freedom of tape velocity and freedom from self-clocking codes at the expense 
of a track that could have been used for data. This use of a whole track is 
normally wasteful compared with a self-clocking system or a two-dimensional 
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self-clocking code [24]. However it reduces the complexity of the decoding elec- 
tronics and the clock can also utilize an area the tape that may otherwise not be 
suitable for data, as only the clock's phase is required so it is not susceptible to 
short drop-out losses. 
Both external clocks and two-dimensional codes can suffer from the effects 
of tape skew: the phenomenon of the tape becoming warped or of the azimuth 
angle between the head and the tape being non-zero [26]. Tape skew is a dy- 
namic feature, and additional compensation, possibly using the self-clocking 
properties of the code, is required if the bit length is less than the characteristic 
skew size. 
4.1.4 Sensitive phase locking 
In stable time-base systems, variations of the phase locked loop (PLL) and 
digital phase locked loop are used to update the frequency and phase of the 
sampling clock and these methods have proved reliable and durable [71]. The 
MMSE: minimum minimum mean squared error (MMSE) is often used as a suitable metric to 
mean squared error find an optimum sampling point [81] and this can be tailored to the particu- 
lar code [1]. Another method is based on the known impulse response of the 
channel which can lead to less PLL jitter [86]. 
The basic principle of the MMSE method is that the error between the de- 
sired signal and the received signal is a minimum when the sampling clock 
(the clock in the read-back mechanism) is synchronized with the data clock 
(the dock that the medium was originally written with, that determined the 
bit length). 
ek= error 
Consider an error signal, ek. - made from the 
difference between the ideally 
k= sample index 
fk ideally sampled sampled signal, 
fk, and the actual sampled signal, rk (A) _= r (kT + A). The latter 
signal 
"k sampled signal signal 
is a function of the timing offset, A. 
A= timing offset 
ek ýk - rk (4.1) 
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It should be noted that ýk can usually be generated from, say, the convolution 
Of ? bk. - the decoded channel data, and the channel response. 
To form the MMSE condition, el (A) should be minimized with respect to A. k 
d(e'k) ek (, 6L) T-(A) = 2ek(A)ý- (4.2) A dA 
= -2 
(fk 
-k 
(A)) 
drk 
(4.3) 
dA 
dr 
2 Vk - rk (A)) W- (kT + A) (4.4) t 
Assuming that the Nyquist sampling constraints are satisfied, the gradient can 
be approximated as 
dr 1 
Tt (kT + A) ; ý-, TT 
(rk+l (A) - rk-l (A)) (4.5) 
and hence, using a gradient descent method similar to the argument for the 
LmS: least mean LMS inverse filtering algorithm (the explanation of which is postponed until 
squares 
section 5.2-2, page 110, where it is examined more fully), the sampling clock's 
phase can be updated as follows. 
A *-- A+A (Pk - rk 
(A)) - (rk+l (A) - rk-l (A)) (4.6) 
As with the LMS equation case, p is used as an adjustable step size that is cho- 
sen with regard to the timing characteristics. (The choice of this step size can 
be quite critical, especially in adaptive systems [75]. ) Eventually A Will be op- 
timised with respect to the mean squared error and this is (hopefully) also the 
point where the true timing offset is zero. 
There are many simplifications used to speed up the calculation, one com- 
mon method works by quantizing of the error signal 
A +- AA Sgn (f k- rk (A)) - 
(rk+l (A) 
- rk-1 (A)) (4.7) 
which can be implemented very easily in hardware. In the above, sgn is the 
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signum function: 
+1 ffx>o 
sgn x 
-1 ffx<O 
(4.8) 
These standard algorithms all rely on the clock being stable to operate suc- 
cessfully. Any frequency adjustment is normally performed by continually ad- 
justing the phase and feeding the heavily averaged phase adjustment back to 
the frequency generator (hence closing the loop in a PLL). 
4.2 Snatches of signal 
A 'snatch' is defined here as a small piece of sampled signal. A snatch is often 
already present in detectors in the sampled analogue data buffers. The standard 
clock recovery mechanisms described previously can work with single sample 
values from the data stream, what follows is a method of clock recovery using 
many samples. The advantage of this new method, developed by the author, 
is that it not only allows dock phase corrections, but also direct clockftequency 
corrections. This is necessary for the rapidly changing velocities encountered 
in credit card detection. Another novelty is that the method has no long-term 
memory: each result is based only on the data presented at that time. (However, 
only a velocity offset is produced, so when decoding a stream there is memory 
in the absolute velocity. ) 
This rest of this section presents a method of calculating timing and veloc- 
ity offsets from snatches; starting with identical pairs of signals and working 
through to see the effects with non-identical signals. In a system, one snatch is 
read from the channel itself, and the other is derived from the decoded channel 
output. 
4.2.1 Snatch offset estimation 
If there are two identical snatches, it is fairly easy to calculate any slight timing 
offset between them. The correlation function is appropriate here. Another, less 
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direct but computationally simpler, method is now explained. The principle is 
to form Taylor's expansion of the difference between the two snatches. This 
method requires that the offset is fairly small (smaller than the characteristic 
wavelength of the code) otherwise incorrect phase adjustments will result. 
Consider the snatches of signal shown in figure 4.1, r(t) and r(t + A). Tay- 
r= read-back signal 
lor's expansion is 
,d= small time offset 
A dr A2 d2r 
r(t + A) = r(t) + T! - -T (4.9) t t 
(t) +2 (t) + 
just taking the first-order expansion (i. e., A smaH) gives 
dr 
r(t + A) - r(t) Pt: AT(t). (4.10) t 
All the terms in this equation, with the exception of the value of A itself, are 
known. Perhaps to find A from a slightly noisy source, the following could be 
tried: 
Ir 
r(t + A) - r(t) dt ; zý A 
'r dr fo fo T(t) dt. (4.11) t 
The integration is simply an averaging of the differences in the signals. The 
gradient of the signal, &(t), is likely to be noisy, so integrating over the length dt 
of the snatch, 7-, will remove some of this. Rewriting this equation to reflect the 
fact that the integrals are a constant property of this particular snatch, equa- 
tion (4.11) reveals 
A-Y, (4.12) 
where Z,, and Y,, are the computed values of the integrals. Now A can be found 
trivially. 
However, equation (4-11) is not a good way of finding A. A typical (d, k) or 
magnitude constrained signal will average about zero, making Z,, and Y,, nearly 
zero and hence A very noisy This is easily explained because the simplification 
of the right hand side of (4.11) is simply (the noisy subtraction) r(-r) - r(O). 
Consider instead the following equation, which tries to combat this prob- 
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Figure 4.1: Modeled magnetic signals: one signal is delayed by 1 time unit. The 
upper half shows r (t) and r (t + A). The lower half shows r (t + A) -r (t) - 
lem. Týis is simply (4.11) with an added k(t) term. dt 
fT (dr (t)) 
2 
dr 'r (t) dt -Af dt (4.13) 
a Tt 0 dt 
==* Z ; ýl A-y (4.14) 
Now Y is always positive and substantial (i. e., not nearly zero). Z is also mostly 
positive (or mostly negative, depending on the signal offset), giving a far less 
noisy value of A. In fact, the difference between the signal and retarded signal 
is directly related to the usual definition of the gradient operator: 
lim 
dr (t) = -1 
(r(t 
+ 6) - r(t - 6-+o dt 26 
so equation (4.13) is really comparing a gradient calculated from the two sig- 
nals against the gradient calculated from one signal. Another valuable feature 
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of (4.13) is that even when the offset is larger than the characteristic wavelength 
of the signal, the calculated A maintains the correct sign, although not the cor- 
rect magnitude, for most signal patterns. 
The conversion of (4.13) to the sampled domain is straightforward, but be- 
cause A is not constrained to the sampling clock, r(t + A) shall be written as ýj. 
, r-1 1 T-1 
)2 (fi - ri) -- (ri+, - ri-1) (ri+, - ri-, (4.16) 2 i=O l=O 
It is assumed above that one sample interval is (several times) faster than the 
code clock interval, i. e., the signal is oversampled. Figure 4.2 shows some in- 
termediate calculations on signals, and figure 4.3 shows the variation of A with 
offset for many synthesized code signal snatches, demonstrating the superior 
consistency of equation (4.13) against (4.11). The latter equation produces es- 
timates that are variable and quickly divergent at large timing offsets whereas 
the former equation is more predictable and more likely to return the correct 
direction of the offset. 
4.2.2 Snatch velocity offset estimation 
Velocity difference is also measurable from two snatches, given that the two 
signals are in phase. Going back to Taylor's expansion, the following is evident 
=., Inall velocity given 
that Jt is small. 
offset dr r ((1 + 6) t) -r (t) R Tt (t) (4.17) 
Thus for snatches, the following equation estimates the value of J. 
f+ 
r(t) dt -ý J 
-r t 
dr (t) dt (4.18) 
o 
fo 
dt 
The more stable version is again written 
Cr (, ((l + J)t) - r(t)) 
dr (t) dt :::: ý Jt 
(dr 
(t)) 
2 
dt. (4.19) A Tt 
for 
dt 
==* Z ý- &X, (4.20) 
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Figure 4.2: Intermediate signals used for offset calculation. All the traces show 
(r(t + A) - r(t)) &(t) for the snatch shown in figure 4.1. Top to bottom: A=2.0, dt 
A=0.5, A=0.2, A= -0.2. 
Figure 4.4 shows signals with a speed mismatch and the difference between 
them. Figure 4.5 shows a range of the intermediate signals with velocity off- 
sets and figure 4.6 shows the stability of the calculation in equation (4.18) with 
several modeled code snatches. 
4.2.3 Snatches with non-identical signals 
The system of velocity and offset calculations with snatches of signals was de- 
rived for identical signals. Although the system will work with one degraded 
signal, the results are not as precise. Consider, for example, the distortion func- 
tion shown elsewhere in figure 5.14, page 116. The effect of the distortion to 
velocity offset estimation is a spread in J, and a value of J that is always slightly 
too small, see figure 4.7. 
Using the threshold levels shown in figure 5.14 to 'flatten'both signals when 
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423 
Figure 4.3: Plot of calculated A against induced time offset between many pairs 
of identical signals. Time is measured in code clocks, a (d, k) = (1,3) code was 
used. Solid lines were calculated using equation (4-11), dashed lines with (4.13). 
A perfect algorithm would give a single straight line, A=induced time offset. 
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Figure 4.4: Modeled magnetic signals: one signal is advanced in velocity by 5%. 
The upper half shows r (t) and r ((1 + J) t). The lower half shows r ((1 + J) t) -r (t). 
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Figure 4.5: Intermediate signals used for velocity offset calculation. The traces 
show (r((l + J)t) - r(t)) Top to bottom: 6 --= 0.10,6 = 0.05,6 = 0.02, dt 
-0.02. 
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Figure 4.6: Plot of calculated J against induced velocity offset between many 
pairs of identical signals. A (d, k) = (1,3) code was used over a period of 33 
code clocks. The perfect line is also shown. 
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Figure 4.7: Plot of calculated & against induced velocity offset between many 
pairs of signals, one of wl-dch has been distorted by an MR-like function. A 
(d, k) = (1,3) code was used over a period of 33 code clocks. The perfect line is 
also shown. 
they are in the non-linear region has the, perhaps unexpected, effect of making 
the estimate worse, although marginally more consistent. The effect can be seen 
from figure 4.8. Consequently, when comparing signals there is nothing to be 
gained in this timing recovery system from trying to remove the non-linearity 
by truncation because it is better to be inconsistently correct than consistently 
incorrect. (However, one can envisage that it is possible to introduce a scaling 
factor to correct the shortfall in calculated velocity offset. ) 
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linear (see figure 5.14). A (d, k) = (1,3) code was used over a period of 33 code 
clocks. The perfect line is also shown. 
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4.3 What makes a 'good' clock recovery system? 
The ideal clock recovery mechanism is fast, reliable, inexpensive and requires 
no overhead in the code itself. The last issue is moot with a (d, k) = (1,3) code 
as there is a great deal of redundancy already present-redundancy that is re- 
quired to overcome the jitter in the signal, not deficiencies in the clock recovery 
mechanism. 
The speed issue is related to the number of computation cycles it takes 
to update the phase. The standard PLL option uses one operation per cycle. 
The snatch method uses n operations for an n-sample buffer and a correlation 
uses n2 operations. For small buffers this may not be a heavy penalty. How- 
ever, the size of the buffers directly affects the amount of offset that the timing 
recovery mechanism can compensate reliably. With very large speed variations 
PLL: phase locked the PLL method soon starts to give erratic results because the timing is lost and loop 
errors in the decoded signal start to appear. Once an error appears the large 
step size, which is required for fast tracking, will throw out the PLL even more. 
There is a second reason, specific to changing channel parameters, that compli- 
cates matters further. The PLL algorithm requires that there is an estimate of 
the channel to compare against its reading: and estimating the channel to the 
required accuracy requires n operations in itself. 
As hinted above, reliability-that is to say the noise margin and offset re- 
silience in the clock recovered-is dependent on the snatch buffer size. A mech- 
anism can only use the signal data that is currently stored in buffers with stored 
previous signal statistics. The smaller the buffers the larger the standard devia- 
tion of the present statistics. 
The remaining issue, cost, is related both to the decoding time and circuit 
size and complexity. Both the snatch estimation and correlation methods are 
an order of magnitude more complex than the PLL circuitry. However, the 
importance of complexity cost is mitigated by the fact that there is not much 
data to decode and that it can be decoded off-line in software. This leaves the 
cost issue depending on the decoding speed required. 
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Given these criteria, the snatch velocity estimation method presents itself as 
an attractive new clock recovery mechanism for the credit card medium. The 
snatch phase estimation is not as useful because in this application the veloc- 
ity changes too fast for the phase to compensate, and the velocity estimation 
can perform first-order velocity and phase correction. Nevertheless, in many 
other applications the computation required makes PLL methods the only valid 
choice. Whether this will still be the case with much smaller physical devices 
is not known at present. The snatch velocity estimation appears even more at- 
tractive when placed in the context of having a variable channel, where some 
of the results from the timing calculation can be used in updating the channel 
estimate, reducing the effective computation overhead. Appropriate behavior 
in the case of non-identical signals is also a positive point. However, this must 
be tempered with the realization that the algorithm is memoryless (apart from 
an initial velocity estimate which may have been derived from a previous cal- 
culation). In the case of very different signals (for example, during a signal 
dropout), it will produce very incorrect results. 
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Equalization and detection 
In electronics it is nearly always more difficult to go from the analogue to the 
digital domain than vice versa. In this chapter, the process of equalization (or 
linear equalization) is the analogue process of recovering the analogue signal 
that was written to the channel from the analogue read-back signal. The channel 
will have distorted this signal and the process is not necessarily easy or even 
possible. Detection is the process of returning the equalized signal to discrete 
digital data to match the numbers originally coded and written to the channel. 
Figure 5.1 shows the processes of storage on a data channel from input to output 
data. 
This section will start with a look at the channel and its capacity, go through 
channel compensation (linear equalization) and move onto detection, building 
up to the variable speed Bayesian detector. 
5.1 Channel response 
The'channel'is the terminology used for what happens between a signal being 
recorded and the signal being recovered. If w(t) is a recorded signal at time t 
and r (t) is the replay signal from w (t) then 
r(t) =i (w(t)) (5.1) 
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Figure 5.1: Process of storage in a data channel. 
where W(-) represents the channel operator. The channel can take on any form, 
but it is often approximated in fixed speed channels as a finite impulse response 
FIR. -finite impulse (FIR) or transversal 
filter which usually includes contributions from the write 
response amplifier, write head, write loss, medium, read loss, read head, read amplifier 
and any post processing. (It does not have any noise contribution at this stage. ) 
5.1.1 The Shannon capacity 
Shannon [87] showed that a linear channel's information capadty, C in bits/s, 
can be derived from the channel frequency response. 
C=B,, 1092 (1 + SNR) (5.2) 
where B,,, is the bandwidth defined by -3 dB markers and SNR is the signal to 
noise ratio. 
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By splitting the frequency spectrum into sub-bands, it is straightforward to 
show that equation (5.2) can be expanded into 
f 1092 (1 + SNR(f)) df (5.3) 
to give the absolute maximum channel capacity as an integral over frequency, f 
Although the magnetic recording channel is not linear, the replay side is. 
(The loss factors are due to separation, the head gap, electronic band limits, and 
so on. ) However it is not valid to record white noise onto the medium, but 
a white binary signal does have very similar properties to classic white noise. 
A white binary signal is the convolution of a top-hat function with a train of 
impulses of unit size with random sign. The power spectrum of this signal is 
the product of a wide sinc function and a white background. The simple mag- 
netic recording model suggests that the medium will record only the sign of 
the magnetic field: since the write magnetic field is always in saturation the 
medium will also become a saturated white binary signal. However, the fre- 
quency characteristics of the recorded signal may be different due to the grain 
size, but it remains white, with a different top-hat width characteristic. There 
are complications due to finite field rise and fall times from the head and elec- 
tronics, but this effect is minimal (and is ignored) at the densities encountered 
in this study. So, at least in theory, the non-linear write channel can be treated as 
linear when used with a white binary driver, and its frequency response (given 
a perfect reader) is the product of a sinc-like function (from the granularity of 
the medium) and the recorded white signal. For modem-like recording on an 
analogue (biased linear) magnetic channel, the amplitude modulation index 
must also be factored into the calculation [51]: this makes the Shannon limit 
strictly an upper bound of capacity. It must also be recognized that in the upper 
limit of grain size (where the write-side loss is greater than the read-side loss) 
the recovered pattern is now totally dependent on the grain layout and posi- 
tions: the signal's entropy reflects the grain entropy. Fortunately, the thickness 
of the medium and width of the head with the magnetic credit card ensures that 
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read losses dominate the write losses. The grain particle size only produces the 
write-side noise signal, while read side noise is generated by the head and elec- 
tronics. 
Thus the maximum bit storage capacity of, say, a credit card can be inferred 
from the channel frequency* response and the channel noise frequency response 
assuming that the (bit-density) responses are independent of the card velocity. 
(This is mostly true, but there are band limitations in the read amplifiers and a 
fixed sampling rate that do make a small contribution to the response. ) 
5.1.2 Frequency., impulse and autocorrelation responses 
A variety of methods are available to measure the SNR frequency response of 
a channel, as it is extensively used in all facets of communications engineering. 
Some straightforward methods are presented below. 
Direct frequency measurement 
A signal of known frequency is recorded onto the medium. The medium is then 
read back and the amplitude of the replay signal is noted. 
There are two major drawbacks to this method. The first is time: only one 
frequency can be recorded at once, so to get a complete spectrum, many sepa- 
rate readings have to be taken. The second is due to non-linear effects: a sine 
wave recorded onto, say, magnetic tape will be recorded as a square wave which 
contains frequency components that were not in the original signal. It follows 
that peak amplitude readings may be misleading. At the high end of the fre- 
quency range, where the signal will be sine-like, the technique is more accurate. 
n-ds method is still useful for measuring the response of linear systems, 
notably biased tapes, where standard pre-recorded test signals can be used to 
give results that are easy and quick to interpret (especially if a set of frequency 
sweeps are recorded). 
*The use of the words frequency and spectrum may be misleading because they are in fact 
bit-density and bit-density spectrum. In a constant velocity system the terms are equivalent and 
the former expressions will be used throughout the rest of this chapter. 
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Spectrum of an isolated impulse response 
The Fourier transform of a Dirac delta function (an impulse) is a flat spectrum. 
Recording a set of impulses onto a medium results in a set of distorted impulses 
(or dipulses-the differential of an impulse) read back because it is not possi- 
ble to physically record impulses. However a square wave (the integral of an 
alternating delta function train) can be recorded, and impulses (or transition 
responses) in the form of alternating approximate Lorentzian* curves (see sec- 
tion 5.1.3) are read back. The frequency transform of one of these (integrated) 
impulses gives the frequency response of the channel. 
When read back, the recorded square wave may not have perfect positive 
and negative symmetry, although this is not a major setback. However, the 
square wave also sets the read head and circuitry into its full range of ampli- 
fication. There are finite rise times and slew rates for inductive devices and 
amplifiers, and a full scale change will take longer than smaller perturbations; 
giving an apparently reduced bandwidth. In addition, the DC portion of the 
spectrum is emphasized. 
The individual transition responses from, say, a recorded square wave can 
give a useful map of frequency response as a function of time (the spectrogram i 
of the channel). 
Spectrum of a white binary signal 
The Fourier transform of white binary noise approximates, over time, to a flat 
frequency spectrum (with a wide sinc envelope). Injecting noise into the chan- 
nel and measuring the spectrum of the output noise gives a direct reading of 
the channel response. 
On a magnetic channel the non-linearities of the medium can lead to pecu- 
liar distortion effects in the spectrum. It is also worth noting that the spectrum 
*The Lorentzian curve is the theoretical time response to a step function when read back 
through a head with an ideal though finite gap. The Lorentzian read-back signal, rL, follows a 
gently curved shape: rL (t) oc The parameter a represents half the PWSO of the curve: the 
pulse width at 50% amplitude. 
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derived is a time average over the noise period. 
5.1.2 
This method is most often used on radio channels and passive filter circuits 
that are almost completely linear. 
Autocorrelation of a white binary signal 
In a very similar method to the previous one, a known random (but not neces- 
sarily white) binary signal is written. When it is read back, the correlation of 
that signal with the signal recorded gives the channel's impulse response. 
In order to avoid non-linear artifacts [76,91] showing in the impulse re- 
sPonse, Golay complementary sequences can be recorded on the channel [11]. 
These are constrained-length data streams that have perfect cross-correlation 
properties. 
There is a major problem with this method in that it requires exact temporal 
synchronization between the written and retrieved signal. In this application it 
is not feasible to do fftis to the tolerance required. A simpler method is to record 
an unknown white binary signal (white in the sense that its autocorrelation is 
witten signal impulse-like: (w (7) w (, r + t)), =0 for t 54 0). The autocorrelation of the read- 
back signal is then the autocorrelation of the impulse response. 
Noise spectrum 
The noise spectrum per se usually includes head, media, environmental and 
electronic noise. The write system can be made to contain a very small pro- 
portion of noise, so tIds is usually ignored. The simple method to measure the 
channel noise spectrum is just to analyze the spectrum of a blank (or thorougl-dy 
erased) channel. This is often good enough, although it does not account for 
some of the dynamic features of the noise. (For instance, when the medium is 
magnetically saturated the noise may be dominated by the particle coercivity 
variation, while at lower magnetization levels impurities may be dominant. ) 
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5.1.3 Measured frequency responses 
5.1.3 
The following charts show the frequency (bit-density) response of a low coer- 
civity (, 300 Oe) credit card, measured on the equipment described in chapter 2 
using some of the methods previously described. The card was read at 4.5 or 
9.7in/s in the mechanical reader mechanism using the audio compact cassette 
inductive read head. 
impulse spectrogram. 
A low frequency square wave was written to a card, and the frequency response 
of each impulse (technically a transition response-the response of the channel 
to a magnetic state transition-an example is shown in figure 5.2) was plotted 
to form the spectrogram in figure 5.3. Notice that the bandwidth of the card is 
not constant along its length. There is a distinct drop in bandwidth just over 
a third of the way along and an increase in bandwidth towards the end of the 
card. The dip is probably caused, in this case, by the head lifting from the 
card-either from head tilt or warped plastic or perhaps even from dynamic 
effects when the head hit the card edge as it went past. The high frequency, low 
amplitude noise is attributable to the 8-bit quantization of the signal, electronics 
and domain noise. 
It should also be noted that the apparent bandwidth from this method is 
significantly lower than that measured by other methods; partially because of 
the considerable low frequency content but mostly because the current slew- 
rate of the head depresses the frequency response of high amplitude signals. 
Average spectrum of random signals 
A high frequency random binary signal was written to the card. (Random in 
this case meaning that either forward or reverse current was forced through the 
write head, the choice being determined by a pseudo-random sequence. ) The 
write dock frequency was chosen to be far higher than the anticipated response 
of the channel, so that the band-limiting properties of the channel disguise the 
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Figure 5.2: Isolated transition response (half-dipulse) measured from a 300 Oe 
Go-co) credit card (inductive head). 
fact that the written noise is also bandlimited. A small sample of retrieved 
signal is shown in figure 5.4. 
The spectra of four retrieved random signals averaged along the whole card 
length are shown in figure 5.6. The chart shows that there is no particular 
difference between using a random write signal with a clock at 25 kHz and 
50 kHz (the card speed was about 4.5 in/s), as would be expected. There was a 
marginal advantage in using pulsed writing at 0.25 duty cycle (the technique is 
illustrated in figure 5.5, pulsing gives a better temporal coherence to the critical 
magnetization field, H,, ). The difference was not great however, and there is 
little that can be done on the write-side of the credit card to improve matters on 
the read-side. 
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Figure 5.6: Readback spectra from random write signal (inductive head). 
Autocorrelation of random signal 
The autocorrelation of a retrieved random binary signal was calculated and the 
non-zero portion is shown in figure 5.7. (Compare this with the signal traces 
in figure 5.24 to inspect the user densities encountered. ) This impulse auto- 
correlation compares very favourably with the expected shape of the dipulse 
autocorrelation for an inductive read head. The transition response (figure 5.2) 
should, theoretically, take the shape of a Lorentzian [9,63], i. e., 
rL (t) OC 
±a (5.4) 
a2 +X2 
where x is distance and a2 determines the width (PWm) of the pulse. The im- 
pulse response is the differential of the transition response. The autocorrelation 
of the derivative of the Lorentzian is shown in figure 5.8: this shape is also 
similar to the second derivative of the Lorentzian, but the first differential is 
appropriate for this system. 
.... ...... ... .......... .......... ....... pulsed write at 25kHz. = ........... --'-pulsed *write at 50kHz ---. 
continuous write at 25kHz ...... 
..................... continuous write at 6OkHz 
..... ... ... ..... ................... . ...... ......... ..... .... ............... 
........... 
*....... 
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5.1.4 What is the theoretical storage capacity of a credit card? 
Figure 5.3 shows a fairly clear noise floor with some systematic electronic noise. 
SNR. signal to noise It is known that wider read heads have better SNR characteristics than nar- 
ratio 
rower heads (because of the constructive averaging effect of the wider head 
over the track). However, it is expected that the system should have a noise 
floor lower than -60 dB for SNR from the head in a high density particle tape 
system, -40 dB of quantization noise and probably around the same for elec- 
tronic noise. The observed noise floor is approximately -30 dB in the regions of 
interest, and the discrepancy is most likely caused by a combination of particle 
sizes and non-magnetic noise. It would be over-optimistic to think that real-life 
(retail point of sale) noise figures would be any better. 
Taking a constant noise floor of -30 dB (a value of 2.0 in figure 5.6) and using 
this in equation (5-3) gives an upper limit raw bit capacity of around 4500 bits 
bpi: bits per inch per inch (bpi) or just under 2kBytes per track. If the tracks were perfectly 
min: milli-inch aligned with the read head at the optimum track pitch (24 min-the same as the 
head width) then over 20kBytes could be stored in every card. No (constant 
MR: speed) measurements were made with the MR (DCC) head, but disregarding 
magneto-resistor DCC: Digital track pitch practicahties (section 2.4.1) the theoretical storage capacity is in the 
Compact Cassette hundreds of kilobytes. 
Of course, it is not currently possible to achieve this theoretical density 
in practice. An immediate factor of (less than) two comes from the velocity 
problem-there are two degrees of freedom at every point: one of signal value 
and one of velocity, meaning some density must be sacrificed to allow clocking 
information. The highest useful recording density on the card with an inductive 
head has been found to be about 1500 bpi (figure 5.35); a factor of three short. 
5.2 Channel compensation 
If the channel function is represented by W(-) as in equation (5.1) then the read 
signal, r(t), when operated onby will give back the original coded signal. 
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Two problems present themselves. Firstly, W-1 (r (t)) is not (necessarily) unique 
or determinable. Second, given a write signal, w(t), a better channel model is 
r(t) =W (w(t)) + n(t) (5.5) 
where n(t) represents noise which is random and non-detem-dnable. Now the 
expression li-'(r (t)) becomes merely an approximation to w (t), and may in fact 
be dominated by the noise contribution to the signal. 
is still a reasonable first choice for equalization, but the noise in the 
channel operator estimate of the original signal, 
n= noise signal 
r= read signal 
w= written signal ib (t) =W (r (t)) , (5-6) lb = write estimate 
e error 
t time 
f =frequency means there will be a (perhaps considerable) error, e, between the deconvolved 
signal and the originally written signal. 
e(t) = tb(t) - w(t) ='H-l (W(w(t)) + n(t)) - w(t) (5.7) 
It is now dear why the Shannon capacity, equation (5-2), is reliant on the 
SNX- signal to noise SNR to give the maximum 
decodable information: the channel signaling rate 
ratio is unlimited, but when e (t) causes decoding errors due to noise W- +n (t)) 
in equation (5.7) the usable data rate must be decreased. (If n(t) =0 then e(t) 
would be zero also, with this (possibly unrealizable) W-1 function. ) Indeed, 
the nature of the problem enforces that the faster the signaling rate, the more 
sensitive W-I is to noise. 
5.2.1 Equalization 
Consider the channel model shown in figure 5.9. If W(-) is known (or approx- 
imately known) to be a convolution (which can be converted to a frequency 
limiting filter), then the inverse filter (which can also be written as a convolu- 
tion) will perform equalization. Figure 5.10 shows a simulated example of the 
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Figure 5.9: Channel model and terms for equalization. 
5.2.1 
inverse filter algorithm described below. 
First a useful (theoretical) signal, the noise free read-back signal, s(t) 
noisefree r W(w(t)) shall be introduced. Now using the notation x(t) 4=* X(f) to mean 
channel transfer time domain frequency domain and approximating W (w (t)) to a convolution, function 
h(t) *w (t), equation (5.5) can be written 
r(t)=h(t)*w(t)+n(t)4==ý. R(f)=H(f)W(f)+N(f)=S(f)+N(f) (5-8) 
and hence derive in the case N (f )= 
TV, (f) = 
R(f) 
= H- (f) - R(f) h-l(t) * r(t). (5.9) H(f) 
Figure 5.10 clearly shows that this nalve inverse filter is insufficient to recon- 
struct the original signal. It is (almost) entirely due to the noise in equation (5.5) 
being amplified out of all recognition. In the simulated data, even just the quan- 
tization and sampling noise (less than 0.5% of the peak signal) is excessively 
disruptive. 
A modified method, called optimal or Weiner filtering, gives a much better 
recovered signal if the noise can be estimated. Following the derivation in [80], 
Weinerfilter another filter, 0(t) 4=: >. cD (f ), is included during the inverse filter operation, 
R(f)(b(f) TVw(f) - H(f) 
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Figure 5.10: Example inverse filter system: w(t) is the original digital signal. 
After passing through the channel h(t) it is corrupted into r(t). (The response 
h (t) shown here was measured from a real credit card, r (t) is a simulation: sim- 
ply the convolution w(t) * h(t)-) A naive inverse filter is shown as h-I(t), it n 
is derived from the inverse of h(t). Below, h-1(t) is the optimal filter derived W 
from estimates of the signal (ýffl) and noise (9(f)) present in R(f). Both in- 
verse filters are similar at low frequencies, but at high frequencies, where noise 
is dominant, the optimal filter depresses the signal. The equalized results from 
the two inverse filters, tbn(t) and ibw(t), are shown with r(t) for comparison. 
However, w(t) can never be fully reconstructed with a simple inverse filter. 
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and is chosen to minimize the noise-induced mean squared error. 
(Itbw(t) - w(t)l')t = (constant) 
(JVýw(f) 
_ W(f) 
12) 
f 
The last equality is from Parseval's theorem. Using the definitions of T^Vw (f ) 
and W(f) above and the definition that the signal and noise are uncorrelated 
((jN(f)-S(f)j2)f =(jN(f)j2+jS(f)j2)f), the following relationship is evident 
(Ifvw(f) 
- W(f)l, 
), 
= 
(jH-l(f){(S(f)+N(f))41)(f) 
_ S(f)}12) 
f 
(5.12) 
= (IH(f) 
1-2 JIS(f)12 11 _ (D(f)12 + IN(f) 12 1ýý(f)12 I)f 
To find the minimum mean squared error (MMSE) with respect to 45 the sta- 
tionary point(s) of this equation must be determined. The minimum solution 
for equation (5.13) occurs when the inner equation is minimum for every point 
on f, hence 
d 
12 JIS(f)12 11 
_ (b(f)12 + 
12141)(f)121 =0 T-(f) JH(f) IN(f) (5.13) lb 
ismil 
IS(f)12 + INFf)1: 7 
This real filter,, cD(f), requires that both the noise-free power spectrum, 
12 
and the noise spectrum, IN(f) . are known. It is also gratifying that in the case 
of no noise, ýD (f )=1 and equation (5.10) simplifies to equation (5.9). 
In the case of a time stationary channel, Weiner filtering is a reasonable 
proposition. In the variable channel case, it is not so useful, as S(f) is neither 
constant nor easy to calculate or measure. 
FIR: finite impulse Most common equalization methods are based on FIR schemes. There are 
response many other systems from the image processing arena, often based on the greater 
redundancy of two dimensional signals. Examples include maximum entropy 
Bayesian image deconvolution [88] and wavelet spectrum completion [62]. In 
one dimensional systems their usefulness is diminished somewhat. 
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All these equalization methods rely on the channel being known and un- 
changing. This makes them unsuitable for credit card recording in their stan- 
dard form. 
5.2.2 Adaptive equalization 
Recall equation (5.8), the expression giving the signal read back from a channel. 
Weiner filtering requires that the signal, s(t) = h(t) * w(t), and the noise, n(t), 
are known, or estimatable in the frequency domain. Suppose h(t) is unknown 
but s(t) and w(t) are known: can h(t) be derived? The answer is yes, given time, 
it can be approximated using an adaptive filter. 
In fact, the adaptive filter method will also average out the noise given w(t) 
and r (t), i. e., the original signal written and the signal read back; although it re- 
quires that the noise is uncorrelated and independent of the signal. This is very 
often the case with linear communications channels (modem, radio), where 
such noise is termed independent identically distributed (fid), but in magnetic 
recording the assumption only holds approximately true. The noise amplitude 
is related to the magnetic signal amplitude: equation (5.8) is not precisely cor- 
rect in a magnetic channel. The degree of divergence of a magnetic channel from 
an ideal channel is dependent to a large extent on the system: for a magnetic 
card it is sometimes severe. 
Because feedback systems can become unstable when placed in unknown 
FIK-finite impulse environments, nearly all adaptive filters are based on FIR (feedforward) filters 
response rather than the more general class of infinite impulse response (feedback) filters. 
IIR: infinite impulse Some environments can tolerate these IIR recursive adaptive filters [21], but 
response their use is specialized. 
The most common FIR adaptive filter scheme uses the least mean squares 
LMS: least mean (LMS) algorithm to update its filter taps. The precise derivation of this method 
squares 
is lengthy (see the first half of [40]) but a less formal method also gives the same 
result, and is described below. 
This derivation relies on the observation that if any tap in the inverse filter 
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is slightly off-optimal, the error magnitude will be increased; hence the taps 
of the inverse filter should be modified until the average squared error is a 
minimum-the least mean squares condition. For the working below, no noise 
will be added (n = 0), time is discrete (and is denoted by a subscript, e. g., 
wi = w(iT) where T is the sampling period) and that the channel is being 
equalized with FIR filter hý'. The error in this case is the difference between 
the reconstructed (inverse filtered) signal and the original signal that caused it. 
ei' ibi - wi = 
((4-1 * r)i _ Wi)2 
h; ri-j Wi) 
2 
2 
h. -,. lri-j 2wi hilri-j + w? 
Now consider the construction of the graph of e2 against hT1. Figure 5.11 
shows the fonn of this graph for e2 against h, 1 and h2l - (The full figure would 
show a multi-dimensional concave hyper-surface. ) The minimum error posi- 
tion will only be zero error if there is no noise in the system. 
The problem is now reduced to a simple procedure. Given a set of values, 
hT1, how can these be changed to reduce the value of ei'? On a surface where the 
error increases when any hT1 is off-optimal, the gradient of the squared error, 
Ve,?, barring noise, points directly away from the optimal value of h-1. The 
LMS algorithm uses the scaled negative gradient of the ei2surface to step down 
towards the minimum error position. 
.9 I 37h I 
Ve? - 49 e? 37h2ýr 
aeli I ý=, = 2ri-k hT ri-j - wi hL k 
ill 
JERC, "UALLZATTONAND DETECTTON 
e2 
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Figure 5.11: Cross-section of a multi-dimensional concave error surface with the 
path of a noisy -pre marked, evolving towards the minimum mean squared 
error condition. 
= 2ri-A; ei 
The gradient has physical units of e1h so a scaling factor, conventionally PA 21 
must be used before subtracting (5.17) from hý'. If this value is small enough, 
the vector h-1 will converge to the value giving minimum error without over- 
shooting its target. 
h7l +- h-' - jLri-jej 3 .7 
This update coerces the inverse filter to reveal more detail over time, and the 
progress of the filter taps is shown against the number of iterations in fig- 
ure 5.12. In time, in a stationary channel, the LMS and optimal inverse filter 
taps will resemble each other, figure 5.13. 
Equation (5.18) is the embodiment of the LMS updating algorithm. In prac- 
tice, a channel must either be unknown and a known training sequence passed 
through it, so that the LMS filter taps can converge to the minimum error po- 
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Figure 5.12: Evolution of inverse LMS filter taps. 
LMS (160 000 iterations) 
optimal inverse filter 
5.2.2 
Figure 5.13: Comparison between the inverse filters for the channel shown in 
figure 5.10 and the LMS derived inverse filter. 
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sition, or the channel must be nearly known. In this latter case, it is common 
to employ decision directed equalization. This is the situation when, even with 
'young' filter tap values, the detection device will produce mostly correct deci- 
sions. These values are fed back and used as the comparison signal (wi in this 
notation). The iteration of taps is now statistically likely to converge to the LMS 
condition-although it is possible for h-1 to converge to -h-1-and the time to 
convergence is data dependent. This structure is examined again in the form of 
the decision feedback equalizer (DFE) in section 5.4.4. 
A second common adaptive filter method uses a recursive least squared 
RLS: recursive least (RLS) error algorithm. The RLS filter evolves faster than LMS, basing its in- 
squares 
verse filter estimate on all the data available so far. If the channel, based on the 
signal read back, is contradictory (for instance due to read errors) it can lead to 
instabilities in h-1. If there are any errors in the training sequence this can be 
catastrophic. The situation is exacerbated further if the training sequence is de- 
rived from a decision feedback signal-there is an advantage in using adaptive 
filters that adapt slowly and do not quickly confuse themselves. 
5.2.3 Non-linear adaptive equalization 
The LMS adaptive filter algorithm is intimately related to FIR filters. The FIR 
structure is inherently linear (e. g., double the input signal's amplitude and the 
output signal's amplitude doubles). This means that the LMS algorithm, with 
its first-order update method and FIR structure, is also linear. Magnetic record- 
ing, on the other hand, is not linear (e. g., double the input amplitude and the 
output amplitude will probably not double). The usual solution to this is to 
modify the channel so that it becomes more linear. There is currently no gen- 
eral method available to adapt to non-linear channels, although there are some 
intermediate correction models. 
The magnetic channel acts as a highly non-linear saturation medium. The 
write signal, w(t), is usually digital, driving the magnetic medium into com- 
plete saturation. So, at least at fairly low densities, the channel magnetization 
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is a reasonable representation of w(t) because it is always saturated (and hence 
also effectively digital). At very high density recording a phenomenon called 
non-linear transition shift occurs, whereby the magnetic fields from neighbour- 
ing bit cells interfere with that of the bit cell being written, so the magnetization 
pattern does not match w(t). At low densities and low amplitudes, with the 
major signal degradation being from the perfectly linear finite-gap read head 
or head-to-medium separation, the magnetic channel can be considered a linear 
superposition of step functions of alternating polarity. So perhaps surprisingly, 
for digital magnetic recording, the non-linear medium appears fairly linear to 
the equalizer. 
However when magnetic field strengths are high, the linearity of the mag- 
netic transducer must also be examined. 
Inductive heads can be designed so that their saturation magnetization is 
much higher than the field they will experience. The response of the head will 
be a symmetric, slightly saturating transfer function. Most inductive read head 
systems are equalized with linear filters. 
MR: Magneto-resistive (MR) heads are different. Take for example the Philips 
magneto-resistance DCC. Digital DCC read head. An MR head gives a saturating second-order resistance output 
Compact Cassette 
corresponding to the magnetic field: that is the intensity, but not the polarity, of 
the field can be measured. Hence in the DCC head an external magnet (among 
other features [78]) is used to bias the head, so that the medium field added 
to the bias field yields the direction and strength of the medium field. How- 
ever, the response is now not symmetrical (look back to figure 1.8, page 16). A 
large medium field in one direction, added to the bias field will saturate the 
resistance, but a reverse medium field will more than completely cancel the 
bias field and the resistance will then appear to "flip-back' on itself. There is 
a hardware solution to the MR saturation and inversion problem, and this was 
discussed in section 1.1.8, page 14, although it cannot be applied with the DCC's 
narrow MR heads (those 9 heads share a common controllable electromagnetic 
bias current). A modeled distorted signal waveform, is shown in figure 5.14 to 
illustrate the manifestation of the effect. 
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Figure 5.14: Modeled distorted magnetic read-back signal with non-linear ap- 
proximate thresholds marked. The distorting function is y +--- (tan-' (y))2, 
which resembles the MR distorting function. 
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Moderated error signal 
magneticfield 
distortion 
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If the write signal, wi, was large, then the read-back signal, ri, will be large and 
hence distorted: thus the squared error between the written and read signals, 
e 2, will be worse (larger) than it would be in the perfectly linear situation. In 
this case, there is merit in not updating h-1. If it is known that the error signal, 
ej, is due ahnost entirely to non-linear distortion then the error feedback can 
be softened. A suitable algorithm is simply not to update the filter when the 
read-back signal is larger than a certain threshold (an appropriate threshold 
is marked in figure 5.14). This is done. in some radio channels when a noise 
burst is present [92]. A more specialized and sophisticated algorithm may note 
the onset of flip-back and try to correct the signal in the appropriate places, 
although this has not been attempted. 
Direct (forced) linearization 
If the read-back magnetization level, b(t), is transferred and distorted by a func- 
tion, P(. ), to the electrical read-back signal, 
r(t) = 3(b(t)), (5.19) 
then the linearized signal is simply the electrical signal after being operated on 
by the inverse transfer function, P-1(-). 
b(t) = 3-'(r(t)). (5.20) 
There are three problems. The first is that P(-) must be measured: this may not 
be feasible if, for instance, if is expected that P(-) will change often although in 
situ methods do exist [1011. Another problem is that the noise is also modified 
by 0-1 (-) which may cause problems for the equalizer later on. The final, and 
most fundamental, problem is that P-1(-) may not be single valued, as is the 
case with MR flip-back. 
Direct linearization is regularly performed in analogue electronics where, 
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say, a logarithmic diode transfer function can be linearized by an exponential 
transistor transfer function. The process has also been attempted in disks [98], 
although at very high PW5o/T the advantage from linearization is lost because 
the signal levels are so small that the head appears almost linear. In the credit 
card system direct linearization is possible, if difficult, due to the reasons out- 
lined above. In a Bayesian detector it is only necessary to find the simpler 0(-) 
rather than 3-1 (-) (see later, section 5.5.4). There are, however, cruder, more 
practical methods available. 
Soft decision direction 
When using adaptive equalization, threshold detectors have exactly the wrong 
updating properties with equalized sample levels near to zero. The poor error 
signal is likely to have been caused by non-systematic problems in the read pro- 
cess (for instance a defect in the medium), and e2 will be large. Unfortunately 
the values of h-1 are changed the most by large values of e. A squelch system 
is useful, and this is known as soft decision direction. 
Such a method [74] can provide very considerable gains when used in a 
DFE: decision DFE system at low SNR when decoding errors are common. It is known that in 
jeedback equalization 
any feedback detector, incorrect decisions can produce substantial error prop- 
agation [6,58]. Another very similar mitigation method is to freeze the tap 
coefficients completely when the signal is poor [921. 
5.2.4 Blind adaptive equalization 
r (t) = read signal Suppose r(t) 
is known, but h(t), w(t) and n(t) are unknown. Is it still possible 
lv(t) = written signal 
h(t) = channel to find h-1 
(t) and equalize this channel? The answer, surprisingly, is yes, given 
response 
n(t) = noise signal time and some knowledge of w(t). 
The technique is known as blind equal- 
ization, and it is gaining popularity because of its ready application to mobile 
telephone data channels. 
DFE: decision One method already alluded to is the decision feedback equalizer (DFE). 
feedback equalizer This is where it is assumed that the channel corruption, h(t), is slight enough 
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that the unequalized channel produces correct output values more often than 
not. These decisions are fed back to a filter to produce a signal that cancels out 
ISI. inter-symbol the inter-symbol interference (ISI). The feedback signal can then be used as a 
interference 
training signal for adaptive equalization [16]. 
Blind equalization schemes become most effective when combined with a 
detection mechanism. 
5.2.5 What makes a 'good' channel compensator? 
All channel compensation schemes must introduce extra noise when signal in- 
formation has been lost by the channel. Not pushing the channel to the limit 
where it loses information is inefficient: all the extra information that w(t) has 
over wi is redundant. This implies that the best equalization scheme is the 
one that introduces the least noise, as this allows the highest useful informa- 
tion content. The equalizer that introduces the least noise is no equalizer at all 
(a matched filter reduces the apparent noise at the expense of bandwidth), so 
there would appear to be a huge advantage to be gained in matching the written 
signal to the channel, or to dispose of the equalizer altogether. This is discussed 
in section 5.3. 
It must be noted that in the card reader context, the standard equalization 
schemes mentioned require a fixed channel sample rate that the card reader 
cannot provide. The credit card read apparatus used for this project does not 
have the capability of directly tracking the card's velocity, so neither a fixed 
equalizer nor an adaptive equalizer can be used directly in the system without 
modification, although it would be possible to digitally alter the sampling rate 
after the fact. 
5.3 Pre-equalization and partial response 
A number of different pre-equalization schemes exist to take advantage of any 
known qualities of the data channel. Suppose that all the pertinent properties of 
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h= channel impulse h(t) are known, then the modulation code used on the channel can be tailored 
response to meet its spectral requirements. 
One set of pre-equalizer schemes, known as partial response classes, are in 
widespread use. For instance, partial response class 4 (PR4 is formed by writ- 
D delay operator ing Wi - Wi-2 E (1 -D 2)W, to the channel, where D is the delay operator and 
subtraction in the binary code domain is the exclusive-or operation). This does 
nothing to the spectrum of the outgoing data stream, but if the channel is sub- 
sequently accurately bandlimited to a parabolic power spectrum, maximized 
at 0.25 of the bit-rate and zero at OHz; and 0.5 of the bit rate, a very simple 
detection method emerges. The read-back values, ri, when sampled at the cor- 
rect interval take on three distinct values: +rp, 0 and -rp. A channel that was 
not bandlimited would give back two distinct values, +r,, and -r,,. A channel 
that does not have the required response would take on many values for r, the 
particular value being dependent on the data. 
Another class, extended PR4 (EPR4), with system polynomial (1 +D- D2 
D 3)W,, gives five read-back values: +4r., +2r, 0, -2r,, and -4r, with a longer 
coded impulse response. This allows a slightly higher bit density that PR4. 
The primary advantage of these precoders is that their required spectra, 
shown in figure 5.15, are fairly dose to the natural spectrum of a magnetic 
channel (see figure 5.6 for the spectrum of a credit card). This means that the 
equalizers employed in the read side alter the signal than would be required 
to equalize a pure binary code. This in turn means that noise amplification 
by the equalizer is very much reduced, and hence bit densities can be higher. 
EPR4 with maximum likelihood detection, known as EPRML, has been shown 
to have a density advantage over equalized peak detection (section 5.4.1) of at 
least 20% in a hard disk environment [85]. However, due to the unknown na- 
ture of the channel in a card reader system, such precoding is, unfortunately, 
not an advantage. 
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Figure 5.15: Required spectra for two partial response classes. 
5.4 Common detection schemes 
5.4 
Detection is the process of turning an analogue signal, r(t), back into digital 
data, ? b(t), that resembles the original data, w(t)* The difference between de- 
tection and equalization is that a detector's output normally operates in the 
digital domain, and equalizer's output in the analogue, but the terms are often 
interchangeable. There are a wide range of detection methods, giving trade-offs 
ISI. inter-symbol between complexity and degree of correctable ISI. Even a perfect equalizer can- 
interference 
not reconstruct w(t) exactly under all conditions, so the detection system has a 
significant role to play. 
The types of detectors can be classified into two broad classes. The dis- 
*Please note the following slight change in notation for the rest of this section. Previously, 
ibi represented the equahzed analogue channel whereas now it represents the digitally decoded 
channel estimate. In a perfect and lossless system the values are degenerate: tDold ý tbnew ý- 
tD. On the few occasions that tDold (estimated write signal from equalized read-back signal) is 
required in this changed context, the notation r' (equalized or modified read-back signal) shall 
be used. 
PR4 
EPR4 
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crete detectors including peak and zero-crossing detection, and the maximum a 
MAP: maximum a posteriori* (MAP) detectors. The MAP detectors can be further sub-classified 
posteriori 
into separate-equalizer systems-including maximum likelihood, the Viterbi 
FDTS: fixed-delay algorithm and the fixed-delay tree search (FDTS) where the equalization and 
tree search detection are separate (and mostly independent) mechanisms-and combined- 
equalizer systems such as the Bayesian detector and decision feedback equal- 
DFE: decision ization (DFE). The FDTS algorithm looks briefly into the 'future', as does the 
feedback equalizer Bayesian detector; all the other methods look only back at the 'past'. 
5.4.1 Peak detection and zero-crossing detection 
The simplest common detection method is called peak detection: it finds the 
read-back signal peaks in 
L(t). The extrema in the differentiated read-back signal normally oc- 
w= written signal 
dt 
tB = write estimate cur at the zero-crossing points in w(t). A simple analogue comparator circuit 
e= error signal can locate these transitions and so ±w(t) can be reconstructed. A threshold- 
level gate is normally used to prevent spurious triggering on noise and to re- 
solve the sign of w (t) - 
With equalization [90], the peak detector has proved itself to be extremely 
reliable and versatile in the general magnetic recording field. When there is sig- 
nificant ISI however, peak shift (the phenomenon of the peaks in 5dLt (t) moving 
in time and decreasing in amplitude due to the linear superposition of signals) 
becomes a noise problem. If the channel is regular and consistent then some 
form of write-precompensation can be used to alleviate the ISI so that the filter- 
induced noise can be reduced. 
5.4.2 The Viterbi algorithm 
The Viterbi algorithm [311, when used to its fullest (infinte) extent on a perfectly 
linear and equalized channel, gives the lowest possible systematic error rate. 
Very simply, the Viterbi algorithm is a method of estimating the minimum 
*A posteriori means from effect to cause: i. e., from the effect of the written signal (the read- 
back signal) a MAP detector attempts to determine the written signal that caused it. 
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MLSE: minimum least squared error (MLSE) condition. Defining ej = ri - tbi, i. e., the error is the 
least squared error difference between the (equalized) read-back sample and the decoded data value, 
the MLSE condition is the value of fv that minimizes Zi ei'. The raw MLSE cal- 
culation requires that every value of ri is known, and that every combination of 
wi is tried against r. As the number of samples is likely to be very large, and the 
detection procedure takes time of order 0 (2number of samples), the full calculation 
is practically out of the question. 
The Viterbi algorithm is a method of getting very close to the MLSE con- 
dition with a computation time 0 (number of samples) and arbitrary limits on 
memory requirements (hence decoder complexity). For example, on continuous 
satellite data channel systems a few hundred past sample paths are recorded. 
(In the case of radio channels, phase and amplitude modulation tends to be 
used instead of binary signaling; however the extension of the algorithm is 
straightforward. ) 
It has recently been shown that it is possible to get within 10% of the Shan- 
non limit with Viterbi detection and an iterative recursive punctured system- 
atic coding scheme. The so-called 'turbo-codes' (because once correct bits are 
decoded, this increases the likelihood of future bits being decoded correctly: a 
turbo-charger effect) [8] are emerging in the research field. 
5.4.3 Trellis coding and detection 
The MLSE condition can easily make single bit errors if there is a short noise 
burst at that point. Adding check bits to data blocks is one method of detect- 
ing (and perhaps correcting) these errors. Another method is a convolutional 
coding scheme. This relies on the coder inserting redundant bits to separate 
the Hamming distance between possible paths. When drawn graphically, these 
paths look like trellis, hence the name. The code's error correction ability relies 
on all paths converging to one (or more) state(s) after a predetermined amount 
of time. Then the Viterbi detector looks at the whole section of trellis, decides 
on the most likely path of the received signal, and steps forward in time to the 
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Figure 5.16: Structure of conventional decision feedback equalizer. 
5.4.4 
next trellis section. If the paths through the section of trellis are well separated, 
the Viterbi detector will provide quite substantial error correction power. 
Convolutional trellis coding is often used as a first stage wrapper, removing 
or locating single bit errors before passing the data up to a block error detec- 
tion and correction stage. It can also prevent extensive code error propagation, 
mitigating some of the effects of a timing error. 
Trellis coding is just appearing in. commercial hard disk products, where it is 
EPRML: extended claimed that it has 1.5 dB noise margin advantage over EPRML detection [29]. 
partial response and likelihood 
5.4.4 Decision feedback equalization 
ISI. inter-symbol In the ISI channel the value of one bit affects adjacent samples. If the approx- 
interference 
imate channel response is known, then the trailing ISI portion can be canceled 
by using a decision feedback equalizer (DFE). The structure is shown in fig- 
ure 5.16: once the data values are decoded, their ISI contribution to future sam- 
ples is subtracted from the incoming signal. Note that the channel is pre-filtered 
before passing into the DFE. This is often a simple noise whitening filter but it 
can also attempt to remove the leading part of the impulse response. 
Although the channel response must be known, there are straightforward 
procedures to modify the feedback filter so that it can adapt, blindly, to the 
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channel [82]. 
NLTS: non-linear In very high density magnetic recording, non-linear transition shift (NLTS) 
transition shift 
can upset the linear portion of the DFE system. NLTS is the phenomenon of 
magnetic boundary shifting when the content of one bit cell affects the rise- 
time of the write magnetic field in a neighbouring bit cell. This effect is mostly 
backwards in time, i. e., written bits affect future bits to be written. NLTS is 
also affected slightly by the old data that is being erased, but since the erasure 
takes place at the leading edge of the write head and storage occurs at the trail- 
ing edge of the write head this effect is small. The backwards direction makes 
NLTS perfect for being corrected by DFE, and a temporal non-linear channel 
filter can be made simply by replacing the feedback FIR filter with a block of 
random access memory (RAM). The RAM-DFE [19,30] gives a significant im- 
provement over normal DFE in high density situations, and the RAM values 
can be updated blindly with data taken from the channel. 
The DFE can also be used where channel precoding has been used, for exam- 
EDFE: enhanced ple EDFE [100] uses a band spectrum that gives an infinite tail on the impulse 
decisionfeedback 
equalizer response, but the consequent dehberate'ISI'is completely corrected by the DFE. 
5.5 Bayesian detection 
wi = written signal A linear FIR equalizer estimates the original data, tbk-d. - from linear superposi- 
Ivi = decoded signal 
r= read signal tions of samples in a buffer, r, of length n, rk = 
(rk-n+l) rk-n+2, rk-n+3t .... rk)- 
The current time index is subscripted k, but there is an intentional delay, d (for 
k= current time a symmetric filter d= n/2), 
' to allow "future' values of r to improve the accu- 
d= delay 
n= sample bu racy of iv'. The linear equalizer produces an analogue result from an analogue length 
channel, but it is known that the original signal, w, was digital. 
channel response Given rk. - it is possible to make better decisions than simply h-1 - rk- In 
fact, the discrete probabilities that Wk-d `ý-- +1 and Wk-d = -1 can be calculated 
*This is a new use of d, and it is not the same d as in (d, k) expressions, nor is it the d operator 
used in differentiation. 
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from rk. The proof of the calculation [2] involves Bayes' theorem, hence these 
detectors are known as Bayesian detectors. The calculation is outlined below. 
Bayes' theorem states that the conditional probability of an event, a, given 
that another event, P, has occurred can be computed. 
pr(al, B) = 
pr (a, pr(, 61a) pr(a) 
0) 
(5.21) ýrw) pr(p) 
This can be extended trivially to cover multiple events. 
pr(alP, 7) pr(oly) = pr(a, 01-y) = pr(pla, -y) pr(al-y) (5.22) 
For independent events, the simple probability rules apply. 
pr(wi, wj Jy) = pr(wi Iy) pr(wj Jy) i i6 j (5.23) 
pr(wi Jy) =E pr(wi, wj = siy) i :Aj (5.24) 
all s 
The objective is to derive 
Ck(Sd) = pr(Wk-d = Sdlrk, 14-d-li lbk-d-2) ... i t4-m+l); (5.25) 
s= test variable i. e., the probability that the (k-d)ffi written symbol had the value Sd. Notice that 
m-d =past in addition to knowing the read-back values., rk., the m- d past decisions are also decision buffer size known., Iýk-d-l ... tbk-m+l and they will be allowed into the calculation. This 
feedback will reduce the computation considerably. Also note that although 
most subscripts count up in time (WO i W1 i W2 WO the s variables here are in- 
dexed by delay, and hence appear to count down in time (s, sm-1 i SM-2 SO)- 
To proceed, the tentative write events, w, are expanded one level into the 
future. 
Ck (Sd) =E pr(Wk-d = Sd) Wk-d+l = Sd-l I rk iCVk-m+l tbk-d-1) (5.26) 
Sd-I 
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And, indeed, it is useful to expand the s= very much further (to d'beyond k). 
Ck (3d) E ... 1: pr(Wk-d -` Sd) ... ) Wk+d' ý-- S-d'I rk , I^Vk-m+l Sd-1 S-df 
pr(24-m+1 --: Sm-17 ... )tbk-d-1 = Sd+llrk)) 
E ... F, pr(74-m+1 " Sm-li ... i 14-d-1 --` Sd+l i 
Sd-I S-d' 
Wk-d --: '- Sdi Wk-d+l " Sd-li ... i Wk+d' --: -- S-dIrk) (5.27) 
(The equality comes straight from Bayes' theorem, equation (5.22), where a new 
set of events has now been forced into the expression. ) Note that the first factor 
in (5.27) is constant with regard to Sd, and wiH be removed from the active 
calculation. In the case that the feedback is correct, Le-, tbk-i = Wk-i = si for i> 
d, the following results are evident. 
Ck(Sd) Ok E ... I: pr(wk-m+l --: '- Sm-li'**iWk+dl --: -- S-d' 
Irk) (5.28) 
Ok pr(rklWk-m+l ý'-- Sm-li Wk+d' ý-- S-d' )- 
Sd-l a-d' 
I 
pr(Wk-,,, +l Wk+d' = S-d') (5.29) 
pr(rk) 
77k(Syn-li ... ) S-d')77k1(Sm-1, -- S-d') 
(5.30) 
Sd-1 S-d' 
2d+d'-l 
W I(i) 
77i 77k (5-31) 
i=O 
Here, Ok and O'k are simply collections of the normalizing factors that are con- 
stant over the sum of interest: 
(0')-' = pr(rk) pr(lbk-m+l = SM-19 ... 9 Ibk-d-1 = Sd+l Irk) (5.32) k 
Equation (5.29) is again from Bayes' theorem (5.21), but (5.30) and (5.31) are 
notational shorthand. The new label, 77k (* - . ), is a calculable probability that will 
be the active computation and 771 ( ... ) is the a priori code sequence probability; k 
in this context it acts as a dynamic normalizing factor. (It would be undesirable 
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to include probabilities from an impossible code sequence in the calculation. ) 
? 7k(Sm-1) ... i S-d') = pr(rklWk-m+l = Sm-1) ... s Wk+d' = S-d) 
(5-33) 
7kk -11 .... s-d, 
) = pr(Wk-m+l = Sm-ly ... i Wk+d' = S-d) 
(5.34) 7' (Sll 
The parenthesized superscript in (5.31) is another useful shorthand to combine 
the values of si into a single index. For binary signaling (si E {+I, -1}) this 
index is simply the binary representation of sm- 11 ... i S-d- 
(sj +1)-2(1"+J- 1) 
77k(Sm-li i S-d') - 
J=- (5-35) ! '- 77k 
In summary, the expression for the probability that Wk-d ý-- Sd given in (5.25) 
using the set of samples in rk and past decisions, iv^i has been reduced to a 
summation of calculable probabilities. By comparing Ck(+l) with Ck(-1), the 
mAP: maximum a maximum a posteriori value Of Wk-d is determined: the MAP value being the 
posteriori 
more likely. 
There is also the question of how large n (the size of the sample buffer in rk) 
and m (the number of feedback decisions less the delay, d: it also temporally 
binds 74-i through m>i> d) should be. This depends to some extent on 
the range of the suspected ISI (figure 5.17): if the length of the channel impulse 
response is I samples then sample rk will be affected by written bits Wk-1+1 to 
Wk+1-1. Thus the probability calculation (5-33) dictates that I-1 future and past 
bits are required (d' =1- 1) and m=n+I-1. The value of n and the shape of 
the impulse response will determine the value of d. For instance if the response 
is symmetrical, then it appears sensible to make d ;:: ý n/2. The value of n affects 
the error rate of the detector: higher n gives lower error rates. 
However, this is not the only factor playing a part in determining the sizes 
of the filter elements. The computation time is mostly dependent on the look- 
ahead terms in equation (5-31): 0(2d+d'). There is therefore great incentive to 
reduce the values of both d and d: the decision feedback part is computationally 
inexpensive, so d will probably be chosen to be smaller than n-d, even though 
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Figure 5.17: Time-line for Bayesian probability calculations. 
5.5 
doing so will increase the likely bit error rate. Additionally the timing recovery 
mechanism may rely on a minimum value of n. 
k. A simple model is to consider the dif- It finally remains to calculate 77(i) 
ference between the actual sample value and the theoretical sample value then 
ascribe the difference between the two to noise. This requires a model of the 
channel to generate the theoretical sample values, f k(i), from tbk and si. (The the- 
oretical sample value is the value that would be obtained if the channel model 
were totally correct. The model is usually dose, but it is an estimate of the real 
channel at best. The worth of the theoretical sample value is that it is noiseless. ) 
e=noisepdf If the probability 
density function (pdf) of the noise is e(r, f) and the noise is un- 
k can be calculated correlated (hence ri is uncorrelated with rj for i :0 j) then i7(i) 
thusly. 
n-1 WI 77k Il e(rk-j,,, k-jj (5.36) 
j=o 
The basic structure of this form of transverse Bayesian equalizer is shown in 
figure 5.18. The 77k'(') calculation is implicitly performed by a sequence generator 
that is used to make valid data sequences from the 2d+d possible uncoded com- 
binations. From this ý(') can be calculated and these values are compared with k 
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rk. The comparator passes 77(') to a 'picker' which sums 77(') to produce 
(k. De- kk 
pending on the values of (k, a +1 or -1 is assigned to Wk-d. Then k increments 
as a new sample is read, and the process restarts. Since Olk is constant for fixed 
k, its value need not be calculated at all. 
Despite its apparent comple)dty, the final calculations are not overly in- 
volved. Schemes similar to this have been showing promise in mobile radio 
systems [16] although their general use is usually supplanted by simpler detec- 
tion systems. 
Fixed-delay tree search 
The first of the Bayesian detectors commercially evaluated in magnetic channels 
was the fixed delay tree search [39,70]. This is a simplification of the Bayesian 
symbol detector described previously. The simplifications are designed to in- 
crease the speed of the equalizer and are outlined below. 
* The channel is assumed to be linear and equalized. Le., ýk ='-- tbk - 
iid: independent The noise element is considered to be uncorrelated (iid) Gaussian white 
identically 
distributed noise: C(Tk, 
ýk) oc exp(-C, -2 (rk - ýk )2). This allows calculation of (5.36) in 
the log domain, i. e., (disregarding constants) - log 77(') (rk -j - f(i) )2. k k-j 
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Previously determined values for 14-d are fed back in the analogue do- 
DFE: decision main with a DFE-like mechanism. This pairing is known as FDTS/DF 
reedback equalization and gives m=n=d. 
e Normally d=0 and d=1 or 2. 
* The combinations Of Sd- 11 .... so are considered a tree of equiprobable bi- 
nary branches. 
Since a single wrong test bit in the branch being searched rapidly makes 
W (i) 77k very small, (k (-) is taken simply as the maximum value Of 77k . This 
allows a Viterbi-like algorithm to be used to calculate the branch log- 
likelihoods thus substantiaUy cutting the number of operations required. 
These features are summarized in figures 5.19 and 5.20. Published simu- 
lations [70] show the FDTS/DF gives a 6-7dB signal to noise ratio advantage 
over peak detection. It has been shown [55] that the fun tree search is not nec- 
essary for certain subsets of codes and that a simpler DFE structure can be used 
instead. The DFE output is a multi-level signal that, when filtered, is almost 
MDFE: multi-level equivalent to the FDTS. This approach, called MDFE, has an order of magni- 
decisionfeedback 
equalization tude lower bit error rate at 
high signal to noise levels [61]. 
5.5.2 The blind adaptive Bayesian filter 
Consider that the form of theforward channel is approximated to a transversal 
filter in h. Also consider that the noise is fid white Gaussian. The following 
expressions are now evident. 
fk(') =h-s (') (5-37) 
e (rk, fk) = (constant) exp 
(_a-2 (rk 
- fk) 
2) (5.38) 
W 
SO)T In the above, Sk = 
(S"I-11 
.... is the vector of tentative symbols currently 
being tested against rk (refer back to equation (5.25) for further information) 
and o, is related to the standard deviation of the noise. 
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Figure 5.20: Structure of fixed delay tree search with decision feedback detector. 
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Given these assumptions, it is possible to update h in a blind channel situ- 
LMS: least mean ation: both the Kalman filter and the LMS adaptive filter can be used [43,44]. 
squares LMS is probably more common [10,16] but a direct channel estimator is also 
possible [35]. The LMS algorithm is simple and reasonably stable and was de- 
scribed in section 5.2.2. 
Since (after the calculation0f Iýk-d)there also is an error signal available, the 
LMS update vector is almost trivial to compute: compare equation (5.18) with 
the following. 
hj +-- hi - 1114-d-l-jOrk-d - ýk-d) for 0 <_j <m-d-2 (5.39) 
Notice that the range of j has been limited in this case to past (firm) decisions, 
rather than allowing the tentative decisions into the calculation. 
5.5.3 Variable speed Bayesian detection 
The credit card channel model used in this work is schematically depicted in 
figure 5.21. There is a substantial variable speed element and the sampling 
clock is not synchronized in any way with the speed of the channel. It is im- 
perative therefore that the signal is oversampled, but for any detector to work, 
the channel clock must be recovered. Although there has been some activity 
in this area of asynchronous sampling for power saving in digital phones (uti- 
lizing Farrow structure digital interpolation filters [34,28]) this narrow-band 
phase correction is not sufficient for the range of velocity present in the credit 
card reader. Instead the decision was taken to use fundamental sinc-based re- 
sampling methods on a buffer of asynchronously sampled data. 
Consider the free running samples that are taken at sampling interval T'. It 
is desired to move samples from the T' buffer r ...... r', at offset t' into a buffer 0k 
at the symbol rate T, rO, ---, rk. Assuming that T' will oversample the Nyquist 
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Figure 5.21: Block channel model for variable speed Bayesian equalizer. 
frequency in r(t), rkcan be derived as follows. 
00 
rk: -- 1: sinc(t'+k'T'-kT)rk't 
kl=-oo 
(5.40) 
The sinc(x) = !! E ýx function can be truncated in time with a windowing func- x 
tion [80] so that the summation is limited to a more conveniently computable 
boundary (say 11 samples) with very little apparent loss of accuracy. 
It is now evident that there is a 'snatch' of signal available--(rk-n+l j .... rk) 
as derived from the asynchronous samples, r', in (5.40) above-and also from k 
the Bayesian detector structure described previouslyý-a 'snatch' of theoretical 
signal Vk-n+1i ... I ý0- If the sampling rates of these two 
buffers are not too dis- 
similar (rk is derived from an estimate of the data clock-not the actual data 
clock-while 'ýk is derived from the data clock) then a more accurate value of 
T' can be calculated from the two snatches: this process was described in sec- 
tion 4.2, page 81. 
The structure of this new detector is shown in figure 5.22. The process adds 
a resampler and a velocity estimator to the Bayesian feedback detector. Al- 
though a commercial system would most likely implement an automatic gain 
control (AGQ feature too, this was not included: the overall gain control was 
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set statically by hand and small dynamic alterations were covered by the LMS 
filter feedback. This arrangement worked because (with an MR detector) the 
only amplitude changes were due to dropouts where the head-medium spac- 
, Qx: automatic gain ing changed; so the channel response also changed. An AGC may respond too 
control 
rapidly to channel changes to work well at correcting this type of fault, and it 
would introduce yet another feedback path (albeit within an independent con- 
tained loop). 
, 5.5.4 Non-linear 
distortion in a Bayesian detector 
There remains the question governing the effects that the non-linear distortion 
distorting (shown as z(t) =P (y(t)) in figure 5.21) has on the system. It has already been 
function 
shown (section 4.2.3, page 85) that correcting this distortion, at least by trun- 
cation, reduces the effectiveness (although improving the consistency) of the 
snatch method of timing recovery. However, linear systems do not take well 
to non-linearities in general: two studies have shown that distortion as small 
PRML: partial at 5% can cause an order of magnitude increase 
in the bit error rate of PRML 
""esponse, maximum 
likelihood detectors [102,107]. Newly published approaches have suggested relineariza- 
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tion [98] and neural network based equalizers [72,103] as methods to tackle this 
problem. The latter approach has achieved superb results, with the proviso of 
a potentially lengthy training sequence. In the variable speed Bayesian system 
FIR: finite impulse presented, the FIR filter and discriminator will be affected by distortion; the 
response 
consequences of this will be examined shortly. 
The Bayesian detector per se does not require a linear input. It bases its 
decisions on the calculation of probability that one signal was caused by an- 
other. That probability calculation is refined by possession of knowledge of the 
channel: the more information on the distortion function, noise characteristics, 
non-linearities and so forth, the more technically accurate the decisions will 
be. It should be pointed out once again, that this is knowledge of the forward 
channel, not the inverse channel. This is a significant advantage, because the 
forward channel is, at least in principle, a measurable commodity, although its 
measurement may not be trivial in a blind channel. 
Given this basis, is it worth examining the channel in minute detail to re- 
trieve extra bits? In a long duration channel, where the statistics will be mean- 
ingful over a considerable length of time, it may well be worth the effort. In a 
shorter burst channel, where the set of measurable statistics is not much smaller 
than the set of bits to be decoded, this potential advantage evaporates. The 
blind channel algorithms would adapt, but are compel. led to do so in such a 
short amount of time that they may determine the data bits themselves as mere 
channel parameters. 
The decision was taken not to attempt non-linear compensation, but to re- 
duce the effects of non-linearities on the feedback filter and 77k-d calculation by 
the following qualitative argument. What is the likelihood that a large, positive 
read-back signal was caused by noise alone? While it is not possible to make 
comprehensive measurements of all credit cards, the answer remains that the 
likelihood is vanishingly small. 
MR: When MR flip-back (examples are shown in figures 1.9 (page 17) and 5.43) 
magneto-resistance occurs, the signal at the flip-back is still large and positive. It seems probable, on 
the basis that noise on this scale is unlikely, that the signal should be large and 
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positive, rather than a superposition with a small negative signal. This is rein- 
forced by the knowledge that the (d, k) code used is incapable of writing such a 
small transition (especially when the d parameter is non-zero). The calculation 
under these circumstances should, therefore, be forced. 
The following threshold truncation algorithm was used. When both the 
s= test signal read-back signal, rk, and the estimated read-back signal, fl, derived froms and 
past decisions fv, were in agreement that the signal was large and positive or large and neg- 
ative, the probability of one causing the other is unity. Using white Gaussian 
noise as the background, tl-ds equates to the following expression. 
e(rk, fk) oc exp (_a-2 . g2 (rk, fk)) 
where with upper and lower thresholds, r,, and ri, of r are used thus 
0 if a> +r,, and b> +r,, 
9(a, b) 0 ifa<-rjandb<-r, (5.42) 
(a - b) otherwise 
The function g(. ) is acting like a truncated subtraction. This is not a perfect so- 
lution (for one thing it has a tenuous basis in reality and for another the integral 
of the error pdf, e, is not proper) but it does have some arguments in its favour. 
Firstly it is very simple to compute. Secondly it is robust, in the sense that it 
cannot fail or become unstable. The threshold levels need to be set up on the 
basis of the head and amplifier only: it is independent of the card being read. 
Thirdly, it appears to work (see the next section). Fourthly and finally, when g (. ) 
Lms: least mean effectively sets ri to ýj, it stops the LMS adaptive filter feedback from affecting 
squares the FIR filter. It does this in exactly the places where the FIR filter fails because 
of the non-linearities. This double gain was felt worthwhile enough to discon- 
tinue evaluation of more complicated and specific compensation schemes on 
the credit card read system. 
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5.6 Results with the velocity-tracking detector 
It is no trivial task to measure and classify the effectiveness of a system that 
was designed to cope with unclassifiable systems. The standard measure of a 
SNR: signal to noise detection system is to plot the bit error rate against SNR or bit density. In the 
ratio 
credit card system, the SNR is not measurable or controllable to a consistent 
degree. To artificially induce noise in the process is not realistic, because the 
real system errors are not noise induced. To use raw bit density as a measure is 
also unrealistic, because the effective user bit density is continually changing, 
and the value of the system lies in its ability to adapt. A full development study 
would calculate the system error rate against card capacity in field conditions, 
but that is beyond the scope of this study. 
The following sections therefore present spot results from real cards and 
simulated signals. It is hoped that this method is more representative of the 
research than the presentation common in the literature, and conveys a more 
realistic picture than figures alone can display. 
5.6.1 Initial parameters 
For the following results, the initial detection parameters were as follows. 
When using an inductive head, the channel impulse response estimate was 
set to a dipulse: - "' . When using a magneto-resistive head the estimate was ar+--ty 
an impulse: -a' . The parameter a was chosen, almost arbitrarily, to approx- a =+t 
imately match the density of the channel. In a commercial system the value 
would depend as much on the card reader as on the card itself. 
The look-ahead parameter, d', was 0 and the decision delay, d, was 4 bits. 
The decision feedback had a length of 17 bits (the total buffer length, n, was 
therefore 22). These parameters were chosen to complement the (d, k) = (1,3) 
properties of the code, more than the anticipated inter-symbol interference. 
A signal oversampling level of 4 was chosen to aid the velocity tracking 
mechanism: the total FIR buffer size was therefore 88 samples. The LMS algo- 
rithm used a step size of 2x 10-6 . This value was chosen visibly-large enough 
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so that the channel estimate would change noticeably by the end of the sig- 
nal run, but not large enough to cause the channel estimate to look obviously 
wrong or adapt before the velocity could be locked down. This value was also 
checked against very long signal runs. 
The initial velocity estimate was kept open: several decoding runs at each 
velocity were tried. The initial phase estimate was not specified even though 
this introduced some uncertainty into the starting conditions when testing the 
velocity acquisition. 
Although it would appear that there are many arbitrary choices for the test- 
ing, a fully automated system could make its own decisions. For example, the 
initial velocity and phase can be set by a small start sentinel signal before the 
data. The adaptive filter could be started with a perfect impulse or step func- 
tion, and then the decoder run backwards through the data so that by the time 
the pointer is at the start of the signal, the filter has already adapted. Some 
experimental work was done to choose values for n and d [unpublished] but 
in the end computation time, code parameters and velocity tracking were of 
more practical importance than the benefit of larger buffers lowering the bit er- 
ror rate. On a 166 NIHz Pentium system the decoder as laid out above works at 
about 100bits/s. This is certainly not fast, but as an unoptin-Lized experimen- 
tal system it is acceptable (an easy 20-fold increase in speed can be realized by 
system-specific: optimizations). 
Figure 5.23 shows simulated (i. e., filtered) waveforms corresponding to dif- 
ferent code clock oversampling rates (a measurement, which is inverse to veloc- 
ity, that will be used frequently). Figure 5.24 shows real waveforms read from 
a credit card at different bit densities. They were read with the mechanical card 
reader and an inductive read head. 
5.6.2 Real signals, jitter and amplitude 
As indicated in section 2.2.3 (page 43), the specialized card-writing head with 
a wide gap achieves much better amplitude response along a credit card than 
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Figure 5.23: Simulated MR head waveforms at different code clock oversam- 
pling rates using variable rate code (d, k) = (1,3). The oversampling factor 
going from top to bottom: 2.0,3.0,4.0,5.0,7.0,9.0,12.0,14.0. 
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Figure 5.24: Credit card waveforms; at different bit densities using variable rate 
code (d, k) = (1,3). A mechanical reader was used with an inductive read head. 
From top to bottom in bits/in: 900,800,720,720,660,580,540,350,230,170. 
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does a compact cassette audio head. This is because its wider gap allows the 
magnetic field from the head to penetrate further down from the head into the 
medium. However, this also has its down side. The credit card is not a thin- 
film medium: i. e., the medium cannot, on the scale of a bit-length, be consid- 
ered to be a flat rectangle. Instead it appears as a thin cuboid. The depth of 
the medium has a distorting effect on the edges of the transitions: they widen, 
and their longitudinal position becomes less certain. This effect manifests it- 
self as a considerable quantity of apparently random jitter. Enough, in fact, to 
make recording at high density very difficult with a fully saturated card. This 
problem was not as apparent with the audio head, because its field's medium 
penetration was much shallower. The simple solution is to make a credit card 
with a medium of controlled thickness. However, the results to follow indicate 
that with a standard, inexpensive and unmodified credit card, full amplitude 
recording at densities much higher than their designed density is difficult. 
5.6.3 Velocity tracking 
The first test is how well the variable speed Bayesian detector can acquire and 
track variable speed signals. The timing phase was neither preset nor adjusted: 
all phase correction was through the velocity adjustment mechanism. 
Figure 5.25 is a set of traces of velocity estimates from simulated signals 
(refer to figure 5.23) and shows the velocity acquisition and tracking with an 
unknown initial signal phase. Above an oversampling factor of about 6 the 
variable speed Bayesian system locks into the velocity very tightly after an ini- 
tial unsettled period. During the initial time the signal phase is adjusted though 
the changing velocity estimate until the real and estimated snatches of signal 
coincide. The chart in figure 5.26 shows that even when the velocity is instan- 
taneously changed, the system will attempt (and would succeed, given enough 
time) to track these large changes. The ability to track a smaller instantaneous 
change is less well defined because the (d, k) = (1,3) code itself allows a certain 
flexibility. Real velocity changes are continuous, and are not as prone to code 
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Figure 5.25: Velocity acquisition for simulated signals at oversampling factors 
of 14.0,12.0,9.0,7.0,5.0,4.0,3.0 and 2.0. 
failure mistakes as instant changes. 
The charts in figures 5.27,5.28 and 5.29 show the detector acquiring lock to 
constant speed real cards with different initial oversampling factor estimates. 
Figure 5.30 shows that the system can also track the velocity of a hand-swiped 
card read using an MR head with reasonable accuracy. 
Perhaps the most striking or surprising feature is that even when the sig- 
nal velocity is well beyond the apparent range of the velocity correction, the 
signal snatch velocity estimation method given in section 4.2.2 (page 84) still 
makes mostly correct decisions: one might have expected the method to be no 
better than a 'random walk' with such poor estimates. The second feature is 
how rapid the convergence is. The system can lock over a wide range of ve- 
locities very rapidly: a 50% to 100% speed change can be accommodated over 
the range of 100 magnetic transitions. Not only that, the convergence appears 
linear, rather than exponential: i. e., the velocity estimate convergences with the 
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Figure 5.26: Estimated oversampling factor with instantly changing velocities. 
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Figure 5.27: Velocity acquisition at 170bits/in with different initial estimated 
velocities. The read-back signal is shown at the bottom of the figure. 
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Figure 5.28: Velocity acquisition at 540bits/in with different initial estimated 
velocities. The read-back signal is shown at the bottom of the figure. 
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Figure 5.29: Velocity acquisition at 720bits/in with different initial estimated 
velocities. The read-back signal is shown at the bottom of the figure. 
145 
.......... ........... . .......... ..... . 
EQUALLZATIONAND DETEC77ON 
12 
10 
0, 
,a4 2 
(a 
2 
n 
. ............. ................ ...................... 
........... 
............................. 
......................... 
............... ........ 
........... 
goo 
.......... ......... .. 
................ .......................... 
.......... ................ ........... 
............... ........................... 
TIOV- TW 
................ 
5.6.3 
0 2000 4000 6000 8000 10000 12000 
sample number (time) 
Figure 5.30: Velocity acquisition with a hand-swiped card. The bit density was 
about 500 bits/in. The thick solid line shows the velocity measured from a sep- 
arate clock track. An MR read head was used with a Lorentzian initial channel 
estimate. 
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true speed and does not stop or slow down until the speeds match. The conver- 
gence speed is not unusual or magical (a simple "count the peaks and divide 
by time" method would find the velocity to the same degree of accuracy in 20- 
30 magnetic transitions given that the code is reasonably random). However it 
is undeniably responsive and rapid. It is also interesting to note that the real 
signals, with their higher jitter content, are slightly easier to acquire than the 
simulated signals. This is probably down to the noise content: the adaptive 
feedback filter will adapt to match a perfect signal, even when that signal is 
in fact wrong-the extra noise and uncertainty in the real signals appears to 
be an advantage: there being enough 'thermal' noise to allow the rejection of 
meta-stable local 'energy' minima. 
Unfortunately it is also undeniable that the variable speed Bayesian detec- 
tor makes velocity mistakes. One would not expect the velocity traces to be 
perfectly aligned: the adaptive feedback filter and phase offsets are often non- 
degenerate on runs with differing starting conditions. While the velocities do 
fluctuate, the margin of difference is between 10 and 30%. A clocking error 
corresponds to a 25% error range in a (d, k) = (1,3) code. This implies that 
the detector is making bit errors where the velocity error exceeds this level, 
and that the detector may be making half-bit errors when the difference is 12%. 
However, the estimate alternating between too fast and too slow would remove 
some of these cumulative errors (such a resonance could be caused by a partic- 
ular phase aligm-nent) but no regular alternating pattern is evident here. This 
suggests that jitter is confusing the velocity update mechanism, as transition 
timing jitter will manifest itself as a velocity jitter. In figure 5.28 this may have 
caused the timing estimate for one run to settle at the wrong clock rate (shown 
in closer detail in figure 5.31); but later correct itself. In this situation the rapid 
velocity adjustment is working against the system's stability. Another error 
source that can affect velocity estimation is amplitude variation. This is a weak 
secondary source and has not been studied in detail. 
The choice of initial velocity has a non-deterministic and fairly long-term 
effect on the operation of the detector. Some very poor initial velocity estimates 
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Figure 5.31: Velocity acquisition close-up at 540 bits/in with different initial es- 
timated velocities. The read-back signal is shown at the bottom of the figure. 
can damage the adaptive filter setting so badly that recovery is not possible. Ex- 
amples are evident in figures 5.27 and 5.29. This is expected, although it is not 
known whether the ailing velocity estimator will recover in the long term. The 
manifestation of the oversampling estimate that is too high is that the adaptive 
filter becomes very detailed. The Bayesian detector will then maximize its prob- 
ability by fitting spikes in the transverse filter coefficients to apparent spikes in 
the signal. The converse can also happen with an oversampling estimate that 
is too low. In this situation the adaptive filter becomes broad, and the Bayesian 
detector reconciles this by slowing down the oversampling to simply match the 
duty ratio of the filtered code to the level of the stretched signal. This is a meta- 
stable state that is often broken; it is also less likely with an initially 'DC-free' 
channel estimate in the filter. 
A final note is that the system appears to work better at n-dd-densities; rather 
than very high or very low densities. While poor performance at the high den- 
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sities is easy to understand (the bit cells are very small and almost buried under 
noise) the low density performance is perhaps puzzling at first. However there 
are fewer transitions to lock into at low densities, hence the adaptive filters will 
appear to be poorer and noise is stronger relative to (the scarce) signal. 
5.6.4 Confidence margin 
The Bayesian detector relies on a probability calculation to make decisions. This 
probability is directly related to the confidence that the detector places on that 
decision. While this technique has lead to useful results in error margin analy- 
sis [54] it is of less interest in a high-error environment. Figure 5.32 shows the 
non-normalized probability value for two simulated signals and figures 5.33 
and 5.34 show traces from real cards at constant velocity: their forms may not 
be of immediate significance but there are several points to note. 
Firstly the signal appears very noisy. This is partially because these traces 
Zý11 valid i 77(i) show k, rather than Eýu' as in equation (5.31). Indeed this is 1 
74 77k 
why the simulated signal confidence is an apparently noisy value. In the real 
traces the detector is also making errors and looking at jitter; both hindering the 
adaptive filter and dragging the confidence down to zero from time to time. 
The second point is that the confidence (or peak confidence) increases slowly 
over the length of the trace. This is expected because the channel estimate is 
adapting to the channel, and so the signal match improves. 
Finally, the confidence drops, and then rises rapidly when the signal has 
stopped. This is also not surprising: the confidence drops because the filtered 
estimate signal can no longer be fitted to the zero-valued read-back trace, but it 
rises quickly as the adaptive filter widens and decreases in amplitude-it would 
eventually perfectly match a pure zero signal. 
5.6.5 Bit error rate 
In traditional systems the bit error rate is easy to measure: write a bit pattern, 
read it back and bits that don't match are in error. When a significant amount of 
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Figure 5.32: Confidence margin (non-normalized probability of estimated and 
real signals matching) of two of the sample traces shown in figure 5.25 at over- 
sampling factors of 9.0 (upper) and 7.0 (lower). This trace is 77k with no correc- 
tion for the a priori probabilities, 77k' 
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Figure 5.33: Confidence margin (non-normalized probability of being correct) of 
the signal trace shown in figure 5.28 starting at initial oversampling estimate 2.0. 
This trace is 77k with no correction for the a priori probabilities, 77k. The read-back 
signal is shown beneath. 
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Figure 5.34: Confidence margin of the signal trace shown in figure 5.28 starting 
at initial oversampling estimate 10.0, showing a reduced confidence level in the 
velocity estimate divergence region. The read-back signal is shown beneath. 
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jitter and velocity uncertainty is factored in however, the measurement becomes 
more philosophical. If two correctly decoded stretches of bits are separated by 
nonsense, should the total correct bits count or merely the longest run? Should a 
missing bit count as one error, two errors, or many errors? While contemporary 
decoding routines treat a single missing bit as many errors, one cannot discount 
the possibility that future decoding systems will be tolerant towards occasional 
missing bits. 
The above concerns are direct consequences of using a variable speed sys- 
tem with a short, fixed length of recording medium. Using straightforward 
frequency modulation (FM) code and variable rate code in a constant velocity 
card reader the bit error rate can be measured in standard terms if a repeating 
pattern is used: tl-ds way missing regions are not so critical as when the output is 
decoded correctly again the data pattern position can be quickly recalculated. 
The results of using a peak detector on this simplified channel are shown in 
figure 5.35. (The high error rate at low density was because there were fewer 
bits stored on the card, and the data pattern was not framed; therefore the first 
and last few bits were nearly always in error. ) The signals for the figure were 
also written with the audio cassette head, which does not fully penetrate the 
card's recording medium and tends to reduce jitter at the expense of a weaker 
read-back signal. The velocity following was based on simple inter-peak tim- 
ing (section 4.1-2, page 77) because continually repeating short patterns are not 
amenable to manipulation by an adaptive system: an adaptive system would 
adapt to the pattern on the channel in preference to the channel alone. Fig- 
ure 5.35 may be considered to be reasonably close to the practical bit density 
recording limits available to a credit card reader. 
For the more realistic pseudo-random bit patterns, the inter-peak timing 
method fails because of the (now) unpredictable effects of inter-symbol inter- 
ference preventing consistent synchronization. To present the results with the 
variable speed Bayesian detector, the following procedure was used (see fig- 
ure 5.36). A card was recorded and read back. The signal was passed through 
the Bayesian detector and decoded. This decoded data stream was compared 
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Figure 5.35: Error rates for peak detection using FM and variable rate codes. 
Read with an inductive head reader at constant velocities with simple inter- 
peak ffinffig updates. A repeating data sequence was used. 
with the original by a correlation operation. (In thds test, the start of data was 
not marked on the card, so the signal starts at an undetern-tined point in the 
pseudo-random sequence. ) The ratio of the peak value from the correlation 
to the total number of decoded data symbols gives a measure of the correctly 
decoded bit ratio. 
Because the variable speed Bayesian decoder does not inunediately lock into 
the signal parameters (the inter-peak timing method only required 6 transitions 
in the repeated pattern) and because of the nature of the correlation function, 
the results in figures 5.37 and 5.38 are not quite straightforward to interpret. 
First the correlation function itself is pessimistic, although as a system-wide 
error estimator it is probably realistic. The correlation functions from decoded 
tracks do not have a single peak. Consider, for example, the correlation result 
at 540 bits/in which is shown in figure 5.39. This has a broad positive swathe, 
implying that the decoder is producing many small correct bit streams but that 
there have been erroneously missing or additional bits between those correct 
parts. 
Secondly, the correlation has no regard for settling time. If the decoder takes 
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Figure 5.37: Simulated bit error rates for pseudo-random sequences through a 
Bayesian and peak detector. 
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Figure 5.38: Bit error rates for pseudo-random sequences recorded on cards 
through a Bayesian and peak detector. 
200 
m 
.0 
iso 
100 
so 
0 
-50 
-100 1. 0 
200 400 600 Boo 1000 
bit density /(bitslin) 
Soo 1000 1500 2000 2500 3000 3500 4000 bit offset 
Figure 5.39: Correlation function from decoded track at 540bits/in. 
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half the length of the card to settle, and then decodes perfectly, a 25% bit error 
rate will be recorded (comprising 50% for the first half and 0% for the second 
half). This is especially prevalent at low densities. 
Thirdly, the cards measured for figure 5.38 were written with the wide- 
gapped card writing head. This increases the amount of jitter in the signal very 
substantially. This will be discussed further in the next section. 
Finally, the cut-off from low error rate to high error rate is very sharp. This 
is not unexpected in the Bayesian system. Once the bit error rate increases the 
adaption feature starts to work against the detector. With the velocity tracking 
in place and also contributing to mistakes, breakdown of the system is more 
likely. However, the peak detector also has a fairly sharp curve in the simu- 
lated (pure linear superposition) densities. The peak detector fails badly with 
the real pseudo-random data: this is unexpected as the differences between the 
repeated patterns and pseudo-random patterns are not that great when com- 
pared visually. Once again, the disparity between figures 5.35 and 5.38 must be 
attributed to the jitter problem. 
There appears to be little to choose between the variable speed Bayesian 
detector and the peak detector in terms of bit error rate on a card. The Bayesian 
detector does have a significant edge, but at densities so low as to be unexciting. 
It might be generously given a twofold density advantage. 
5.6.6 The causes of jitter 
jitter is the uncertainty in the timing of a signal at the scale of a transition length. 
jitter can be caused by vibration (perhaps an audible 'screech' as the card goes 
under the head or by the natural step length when the card is written using a 
stepper motor). jitter can also be caused by variations in particle size and co- 
ercivity. For example, the magnetic field from a fully magnetized large particle 
will swamp the field from a nearby smaller particle affecting both the write pro- 
cess (although this effect should be minimal if the field is strong enough) and 
the read process. 
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Why should this effect be prevalent in a card written with a wide gap, but 
much smaller in a card written with a gap too narrow to fully penetrate the 
medium? There are two immediately apparent reasons. Consider, for example, 
a medium with many small, evenly-sized particles near the medium surface 
and rarer large (high coercivity) particles deeper in the medium. A weak write 
field will magnetize only the small surface particles, leaving the deeper particles 
unaffected. Not only does this reduce the size of the PW50 (a smaller head- 
medium separation) but also the smaller particles return a more consistent and 
highly defined field edge. 
The second reason is to do with the physical size of the transition when the 
card is being written. The larger gap will have a larger transition length along 
and down through the medium. 
The jitter seen in the signals from the cards comes from a non-systematic 
source. This rules out the well-known phenomenon of non-linear transition 
shift. This was determined by classifying transition lengths according to the 
transition length prior (figure 5.40) and following (figure 5.41) the transition 
in question. The figures show no evidence of any tightening of the interval 
bands. A zero-jitter system would have three sharp bands 2,3 and 4 times 
, 67 arbitrary units. The individual transition peaks were spaced sufficiently 
that inter-symbol interference was avoided. 
The sources of jitter above are speculative, and it is not known precisely why 
the problem is so overwhelmingly large in these particular results. 
5.6.7 Variation of parameters 
In the variable speed Bayesian decoder there are a number of tunable param- 
eters: most have already been discussed in some form or another. The visible 
parameters are set out below and the referenced charts show some of the effects 
of these variations on estimated velocity with a real credit card signal obtained 
with the magneto-resistive head. Also shown in figure 5.42 is a trace of the 
velocity as measured by smoothing the inter-peak time from a zero-crossing 
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Figure 5.40: Inter-peak timings classified by the prior inter-peak time (t). 
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Figure 5.42: Peak detector and mean inter-peak time for swiped card. 
detector applied to the signal (a portion of which is shown in figure 5.43). 
5. (). - 
Non-linear truncation. The non-linearity correction for the MR head is a 
free choice of function. Truncation was selected, with two tunable param- 
eters: the upper and lower threshold. These are selected on the basis of 
measurable signal distortion. Figure 5.44 shows the effects of symmetric 
strong, appropriate and no truncation. Truncation that is too weak or too 
aggressive has detrimental effects on the tracking ability, as would be ex- 
pected. In fact, in the latter case this appears to be due to errors growing 
in the channel estimate, while the former case is attributable to the signal 
distortion itself. 
Phase versus velocity correction. Either phase or velocity correction can 
be calculated with the snatch estimation method. It is also possible to 
update both phase and velocity simultaneousIv: by ascribing a proportion 
of the correction (equations (4.14) and (4.20) in chapter 4) to correct phase 
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Figure 5.43: Portion of signal for swiped card, showing prevalent MR flip back 
and a defect. 
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Figure 5.44: Effects of truncation of swipe card signal. 
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and velocity separately. Although this may be appropriate in a steady 
signal environment, in the swipe card situation any phase correction in 
fact results in total failure fairly rapidly. 
e Fixed delay tree search versus full Bayesian decoding. The difference 
in computation time is not substantial in this application. The Bayesian 
treatment should give better results, but this is not certain with real data. 
Figure 5.45 shows that the difference in tracking ability of FDTS versus 
Bayesian decoding is not measurably significant. 
Least mean squares adaptive filter feedback. The step size in the feedback 
is a chosen parameter. This value can also be zero to effectively remove 
feedback. Indeed, because the initial response was chosen to estimate a 
"perfect' channel in the first place, the effect of LMS feedback in figure 5.46 
is not enormous. Although feedback improves the confidence margin sub- 
stantially, it is also the major failure mechanism for very poor signals. 
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5.7 
Decision feedback and look-ahead size. The size of the buffers for look- 
ý')F. - decisionfeedback ahead and DF help determine not just the error rate, but also the timing 
recovery ability and the adaptive filter size. These are again both choos- 
able parameters. Figure 5.47 shows that the noise and variation in the 
velocity estimate is considerably higher with a smaller DF buffer size; ex- 
actly as expected. 
5.7 What makes a "good' detection scheme? 
An optimal detector makes best possible use of the analogue signal data, and it 
deduces the most probable sequence of digital data that caused it. For a fixed 
channel environment an arbitrarily optimal detector can be realized. A chan- 
nel where there are unlimited forms of signal degradation and interference can 
never have a truly optimal algorithn-dc detector because it is always possible to 
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5.7 
construct a failure mechanism for that algorithm. The credit card environment 
is such that there are limited forms of distortion and drop-outs, and also a very 
limited signal period. This precludes the use of a strictly optimal detector, but 
it is stable enough to allow limited non-optimal detection. 
The advantage of a blind detector over a trained detector is a gain in flex- 
ibility for the data layout. A training sequence needs to be detected and then 
used for training-this is area of medium that could be used for storage. How- 
ever, the blind detector will tend to mis-read the bits that are present while it 
is adapting to the channel. In a record-then-analyze environment this is not a 
disadvantage, as is the case with this credit card system. In fact, the largest 
apparent inferiority of the blind detector is its propensity to adapt incorrectly 
to the channel. Coupled with the velocity tracking mechanism this has lead to 
catastrophic data detection failure in some cases. 
The collection of consistent results has been hampered by non-systematic, 
large-extent jitter. This is a fundamental problem that can be solved by chang- 
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ing the system and medium. However, one of the project intents was to leave 
the credit card medium unchanged and this constraint severely degrades the 
effectiveness of the velocity following decoder. Because of their inherent ro- 
bustness, the discrete peak detectors perform surprisingly well in comparison 
AIAP: maximum a to the more sopl-tisticated MAP detectors. 
posteriori The jitter also leads to the high performance of the inefficient (d, k) = (0,1) 
code in comparison to the (d, k) = (1,3) code, although the variable rate code 
remains the best choice of efficient code for the medium and detector. 
The principal failure mode of the velocity tracking Bayesian detector ap- 
pears to be unexpectedly large timing errors in the read-back signal itself. Be- 
cause the velocity offset calculation does not have memory, it applies the result 
from any erroneous signal immediately. Sometimes this causes code errors and 
error propagation leading to extensive decoding faults. Another cause is the 
brief drop-out: normally caused by the head lifting from the card over a defect, 
see an example in figure 5.43. Again, the velocity tracker sees this as a timing er- 
ror and acts inappropriately. The solution to both of these problems is to lower 
the bit density or to frame the data in such a way as to make resynchronization 
possible. Embedding the data in separated fields or regions (sectors) can poten- 
tially help to contain errors, but the severity of the dropouts is determined by 
the linear recording density (Stevenson loss). 
The quality of the swipe action itself can also influence the choice of de- 
tector. The swipe affects the velocity, signal amplitude, channel bandwidth, 
channel consistency and track skew. The Bayesian detectors can be scaled up 
in complexity to compensate for inter-track interference with a large increase 
in computation expense (although no attempt was made to try this). The peak 
detectors can also compensate through linear cancellation. The quality of the 
swipe can be controlled to a certain extent through the quality of the reader, 
but mostly through the quality of the card itself. The detection routine must 
possess a certain roll-over (flywheel) capability to cope with transient signal 
defects, but it must also be responsive enough to track the rapidly changing 
natural conditions present in the system. Once again, the simplicity of the peak 
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detector makes it more robust than the Bayesian detectors. But once the decod- 
ing is under way, the more sophisticated detector can pull out a higher user bit 
density. 
In the face of these issues, is there any clearly better detector for the credit 
card? The reluctant answer is that there is not. For a perfect read every time 
at minimal cost there is no option but to sacrifice bit density and utilize a peak 
detector with a highly redundant code. To acl-deve a higher bit density, it is 
necessary to move to some form of adaptive system. The Bayesian detector 
described in this thesis is perhaps the only detector that can efficiently track 
both velocity and channel simultaneously. However, it is possible that there 
are superior forms, in terms of bit error rate, that may utilize independent ve- 
locity tracking, equalization and detection. For instance, the sliding average 
zero-crossing detector can be used to produce a form of velocity profile, which 
can then reform the read-back signal to a constant velocity, which win then be 
applied to a straightforward equalizer to pass though a Viterbi or peak detector 
again. However, the accurate determination of velocity is both the most diffi- 
cult and most critical factor in the credit card detector. A good detector must 
acquire and follow the card's velocity to achieve any correct bits. 
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Conclusions and discussion 
This section presents a summary of the main conclusions and results of the 
investigation. It also briefly discusses some of the issues related to the credit 
card system as a whole, and some of the steps required to transform the high 
density credit card from a research project into a tangible article. 
6.1 Summary of work 
A flexible hardware base was constructed to make a platform that can not only 
read and write credit cards, but is also capable of a wide range of channel mea- 
surements. The card writer was a modified dot-matrix printer, fitted with a 
laterally adjustable head. The write electronics were digital, with a multi-track 
parallel write operation at a programmable clock rate. The card reader digitized 
multiple tracks from a read head and passed the sampled data to a computer. 
All the data streams were complete in memory before detection and decoding 
was started. 
Coding 
Several coding schemes were examined with special attention paid to the effi- 
ciency and error resiliance of the codes. Resilience to timing errors was crucial, 
but becuase this is not a generally common code requirement, the author de- 
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vised a new code measurement: the timing error resilience (TER). TI-ds is a cor- 
rected measurement of the mean number of bits in error after a timing and burst 
data error. Using this measurement it was found that only simple codes (NRZ, 
FM, MFM) or codes with low efficiency (BPPM) satisfied both the (d, k) con- 
straints of the channel and the TER tests. A new variable rate coding scheme, 
devised by the author, was also tested and was found to perform exceedingly 
well in the TER-100 test. This efficient new code class has a rate that is depen- 
dent on the data itself and is capable of resynchronizing to the symbol clock on 
any transition. 
6.1.2 Clock recovery 
There are many techniques available in the communications area to recover tim- 
ing phase from data streams. However, they only address the issue of very 
small timing and phase perturbations. The author devised a phase and velocity 
offset calculation that relies on the contents of filter buffers as 'snatches' of data. 
From these it is possible to track and correct a very wide range of velocities. Not 
only does the snatch offset estimation lock into the frequency in a nearly linear 
manner, but it is also tolerant of modest non-linear distortions in the system. 
The snatch estimation requires two sets of signals, both of which are present in 
MAP: ? naxi? nu? n aa MAP decoder. This method made it possible to decode data streams with no 
posteriori 
prior knowledge of the speed of the credit card swipe. 
6.1.3 Detection 
It was discovered that the channel on a credit card was so variable that no fixed 
equalizer or partial response scheme was effective. Indeed, a peak detector with 
no equalization consistently outperformed one with fixed equalization. Since 
the card's channel would always be initially unknown, and because the entire 
set of signal information from a swipe was stored in memory, it was determined 
that a blind MAP detector would be the most effective detection device. A 
general Bayesian detector was constructed in software, and the snatch velocity 
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offset calculator was integrated into it. While assessing the probabilities of code 
sequences, the decoder also factored in the non-linear distortion of the signal 
MR: attributable to the MR read head. 
magneto-resistor Although the detector performed well with simulated data, decoding suc- 
cessfully at around double the user density of the peak detector. The results 
bpi: bits per inch were not as good with real signals, achieving only 200 bpi, though still better 
than a peak detector on this particular type of card. A problem with exces- 
sive transition timing jitter in the card signal is the cause. Although the author 
eliminated many sources of jitter in the system while tracing this problem, the 
magnitude of the timing offsets still managed to defeat the snatch offset calcu- 
lation at medium bit densities. Once velocity tracking was disturbed, there was 
no chance for correct decoding. 
It is believed that the timing jitter is fundamental to the credit card magnetic 
medium. To proceed further, avenues of research into both physical causes and 
algorithmic correction of jitter are required. It may require the magnetic stripe 
card medium to be changed before a high density credit card can be realized 
that can compatibly store 3 kBytes of information. 
6.2 The high density magnetic credit card system 
To an observer, a high density credit card system will work like this in a retail 
envirom-nent. After the bill has been finalized, the (potentially blank) card will 
be swiped (or inserted) into the reader and returned. A signature chit will be 
printed and the photograph of the card-holder will appear on a screen. Once 
the signature has been taken, the signature as retrieved from the card will be 
displayed on the screen for comparison. Online authorization from the card 
issuing company is an option that the vendor can still exercise, in addition to 
existing fingerprinting and watermarking card security options. 
Intemally the only new feature of the system is the card reader and the dis- 
play system. The display is straightforward and a small colour liquid crystal 
display will not add an enormous amount to the cost of a point of sale termi- 
169 
CONCLUSIONS AND DISCUSSION 6.2.1 
nal. The physical reader, if a swipe mechanism is used, is a significant expense, 
EPOS: electronic probably running at 2-10% of the cost of the EPOS unit. It is not currently 
point of sale known whether the accuracy advantage of a mechanical reader over a swipe 
reader is cost and time effective. The detection and computer processing facili- 
ties are already sufficient in most terminals to support the system. 
But given the current low level of credit card fraud against the extra cost of 
the reader, the system would only find limited use certain high-risk retailing 
establishments. Even the act of comparing signatures with the current credit 
card procedure is of economically indeterminate value in many situations. 
6.2.1 Reliability issues in the field 
The high density credit card will undoubtedly have a higher raw bit error rate 
than a standard card. Whether this rate is still low enough for error correction to 
eliminate is uncertain: the dominant field failure mode may be such that error 
correction is not feasible, for example if the card skew is prominent or if the ac- 
cumulation of debris in the reader and on cards enlarge the head-medium spac- 
ing overly. Even with the standard magnetic cards there is a distinction between 
bpi. bits per inch the credit cards, which operate at 75 and 220 bpi, and identification and token 
cards, that operate at still lower densities, often 40 bpi on a single wide track. 
T1-ds latter class of swipe cards is designed to be used rapidly and by untrained 
people, and must often suffer much worse abuse and reading conditions than 
credit cards. The pertinent data on the card is usually repeated, * so that even 
a partial swipe will be valid. With framing taken into account, the authenti- 
cation procedure on these cards operates with only two or three bytes of data. 
This is sufficient in many cases: low risk conditional access, employee number, 
and so on, but is probably insufficient from a security standpoint with regard 
to token payment systems. However, the token cards are usually designed to 
be rewritable, and cannot use a higher density because of the reliability versus 
mechanism cost argument. 
*One interesting exploitable consequence of this is that it may be possible to cut the card in 
half-each half still working-making duplication trivial. 
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The failure mechanisms for identification, token and credit cards are dif- 
ferent. The author has seen identification cards folded, defaced, peeling and 
warped, but token and credit cards are given more respect and are normally 
carried in a wallet or purse. The failure mechanism here is often cracking along 
the track, medium wear, demagnetization and foreign body deposits. The fail- 
ures are often catastrophic but seldom occur. 
Soft failure-the failure to read a card on the first but succeed on a sub- 
sequent attempt-is usually down to the orientation of the card through the 
reader. Cleaning the card is often of secondary importance to moving the card 
steadily and deliberately through the slot. 
All this suggests that for a high density card to be useful in the field, it must 
be very accommodating towards misregistration. The layout described in sec- 
tion 2.4.5 allows for up to 0.6 mm of drift with an eight-track read head. The 
credit card standard, however, allows for almost 5 mm. and yet misreads still 
occur. Subsequently, for the narrow track pitch scheme to work transparently, 
more redundant heads will be needed across the stripe. The other solutions to 
this are operator training (which is fairly minimal) or a fully mechanical reader. 
All three solutions involve extra expense at the read point. 
6.2.2 What is the most important property? 
The bottom line is economics. Although the general trend in the magnetic 
recording industry has been to reduce the cost-per-bit of data storage, the driv- 
ing force in credit card manufacture is to reduce the cost-per-card. Conse- 
quently, the current form of plastic swipe card is such that its data storage ca- 
pacity is only slightly in excess of that required by the credit card standards, 
and high density storage is not a natural proposition on such a card. This study 
has not addressed the real-world issue of cost and the actual use of a high den- 
sity credit card system will only be investigated commercially if the following 
points are determined to be economically favourable overall. 
* The extra cost of the card and its manufacture. 
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e The extra cost of the reader and associated machinery. 
9 The added cost of new card failures. 
* The added cost of operator training. 
* The difference in transaction processing time. 
9 The reduction in fraud due to increased card capacity. 
6.3 
A Smart card system has all of the above features, with the exceptions that 
the reader unit is less expensive and the card cost is significantly higher. How- 
ever, the volume shipping of Smart cards may make the increased card cost 
marginal. There are already moves to integrate electronic cash and credit cards 
onto one general purpose payment card. It will take years for this new fis- 
cal form to establish itself, and the high density credit card has nothing except 
familiarity with which to promote itself for a long-term position in public finan- 
cial transactions. However, the outlook is perhaps not as bleak in other areas. 
For niche applications requiring hardy and inexpensive cards, the high density 
magnetic card may find a market. For example, a social or medical card: where 
there are many cards, few readers and few transactions. 
6.3 Further work 
The high density magnetic credit card research is not complete and encapsu- 
lated. It is quite clear that the work in velocity tracking can be improved upon. 
Once a bit has been decoded in error, the rapid feedback from the velocity up- 
date mechanism can severely disrupt subsequent bits, propagating the error. 
However, despite this the method in itself is remarkably stable, even in the face 
of near 50% bit error rates. The snatch velocity estimation technique has been 
applied to comparatively short bursts of data: its behavior over long term vari- 
able speed signals has not been studied. In addition, the behavior of the method 
with consistent channels (i. e., a channel where the conditions change over a few 
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hundreds or thousands of bits, rather than on the scale of one or two bits) has 
not been investigated. 
A multiple iteration method is also ripe for study. This involves scanning 
the signal to pick out statistics then running the detector over the signal using 
the statistics from both forwards and backwards in time. For example, a simple 
peak detector could be used to pick out special synchronization symbols spaced 
every hundred code clock units, and from their separation determine the veloc- 
ity profile of the segments. As long as the velocity does not change rapidly, 
a conventional detector could interpolate linear or parabolic speed changes to 
pick out the data. This requires accurate detection and positioning of the sync 
patterns, which is not trivial. Another method, previously mentioned, is to run 
the variable speed Bayesian detector over the signal backwards to adapt to the 
channel, then forwards to decode the data. However, preliminary testing of this 
idea was disappointing, probably due to the very high initial error rates. 
Another aspect that has not been examined is the extraction of interfering 
track signals. This again may require the sectoring of data on the stripes to 
insulate one data block from the next, and protect each block with an error de- 
tecting code. Then every block from every head can be decoded, and the matrix 
of correct blocks can be used to recover the data. An intriguing possibility is 
the expansion of the Bayesian method to include not only the signal contribu- 
tions from the primary track, but also contributions from a neighbouring track. 
This squares the computation time, and has not been investigated further for 
that reason. Increasing the sophistication of the Bayesian detector regarding 
non-linear distortion does not look rewarding at this time. 
Probably the most fruitful area of research for a high density magnetic card 
is the card itself. The answers to the question of why there is so much mag- 
netic jitter may reveal a solution to higher recording densities. However this 
investigation would be a complete project in itself. 
173 
CONCLUSIONS AND DISCUSSION 6.4 
6.4 Summary 
It has been shown that in principle it is possible to store 20 kBytes within the 
boundaries of track 3 of a standard magnetic credit card. However, the prac- 
ticalities of coding, medium granularity leading to non-systematic jitter and 
velocity following in the face of bit errors and signal drop-outs due to the high 
density recording, the limit of accurately detectable coding is about 300 Bytes 
ECC: error within track 3 (equating to 200 bpi on four independent tracks with ECC over- 
correcting code head). This is still a four-fold increase over standard density recording, but is 
disappointing nonetheless. Inaccurate decoding can push the figure closer to 
1500 Bytes in track 3. A solution to the jitter problem would make this figure 
easy to ad-deve. 
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Published papers 
These papers, relevant to the credit card project, were submitted and published 
in the following journals (writing date order) and are reproduced here. 
D. J. Mapps, N. Fry and D. Smith. 
Non-linear magnetoresistance. 
Studies in Applied Electromagnetics and Mechanics. pp 628-633 
IOS Press, 1996. ISSN 1383-7281. 
D. F. Smith, T. Donnelly and D. J. Mapps. 
Fligh density storage on a magnetic stripe card. 
IEEE Transactions on Magnetics. Volume 32(5), pp 4025-4027, 
September 1996. 
Presented at the Intermag Conference in Seattle, WA, USA in April 1996. 
D. F. Smith, T. Donnelly and D. J. Mapps. 
Fixed sample rate Bayesian detector in a variable speed magnetic 
diannel. 
IEEE Transactions on Magnetics. Volume 33(5), pp 2797-2799, 
September 1997. 
Presented at the Intermag Conference in New Orleans, LA, USA in 
April 1997. 
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AbstraCL This paper discusses the phenomenon of maga toresistgace in thin 
magnetic fd= in term of its use in sensors and magnetic replay heAds for 
computer hard disk systems. Theory is developed which indicates that 
non-linearity is a fundamental ymblem in these detectors. Various methods for 
coping with non4inearity are described as well as some ideas for defining the 
upper and lower Emits of the linear operatin region in practical devices. Some 
problems in the future use of having 'giane magnetoresistance 
(OMR) am higidighted. 
1. Introduction 
'Me phenomenon of magnetoresistance was discovered more than One hundred years ago 
but it is only in recent times that it has emerged as an important effect of use in =gnedc 
$ensc Current I 
Coordinate 
system 
Magnetoresistor 
height h 
length I 
Tmck Width 
moving tape . 
or disk medium 
magnetic 
coating 
Figure 1. Playback using the magnetoresistanoe (MR) effect. 
field detectors. The basic effect is found in magnetic thin films, usually less than 100 nm 
thick where an externally applied magnetic field can change the natural state of 
magnetisation of a thin-film and thereby affects its electrical resistance. Such a change can 
be used in a replay head in a magneticr recording system to detect information on a tape or 
, Ids in the 
disk (see figure I from reference 1) or in a sensor to detect magnetic fie 
micro-Tesla regions (reE 2). T'he ability of such thin-film devices to be 
photolithographically patterned means that they can be made with Micron dimensions, so 
leading to great advances in recording resolution on computer disks. This has enabled disk 
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information storage densities to rise at the rate of about 600/o/annum (see ref. 3). The great 
potential of these devices as magnetic field detectors has yet to be developed but it is clear 
that their small size, low power and high sensitivity will make them potentially strong 
competitors for applications currently provided for by fluxgates. coils and Hall probe 
sensors. 
01 
2. Ilteory 
Figure 2 shows a rectangular-shaped thin-film magnetoresistor in a single domain state. 
Ile magnetisationvoctor K makes an angle 0 with the long axis of the film and the film 
magnetocrystallffie anisotropy is at an angle y. An applied field HiL is in the plane of the 
z 
applied yx 
Nis 
field 
aýwtropy HI, 
Figure 2. Showing the field, anisotropy and magnetisation dirc4Wons 
film and makes an angle of a wiih the long axis, along which a sense current I is allowed 
to flow. -Me system can be analysed by considering the various magnetic energy 
components that exist in the film i. e.: - 
(i) The applied field exerts a twisting force on the magnetisation in the film and sets 
up a potential enew given by, 
bis H,. Cos (cc -0 
(ii) Anisotropy energy resulting from the magnetisation vector being twisted away 
from the gate of low magnetocrystalline energy, 
b4Hr SO (y-O 
Dc=gnetising energy in the film due to the free polesat the edges is-. 
+. % W N, ) SO 0 (3) 
if the energy components of (i). (ii) and (iii) am summed and differentiated with respect to 
0, the resulting expression can be equated to zero for an energy minimi urn representing a 
suble magnedsation in the fibm 
if K is in the plane- of the fifin the deýaagnetising field through the fiLm thickness 
can be discounted. For a film with reduced height compared with its length. only the 
transverse demagnefising factor (Ny) need be considered. Hence, summing and diffa=tiating gives, 
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HjLSin(a-O)=V2HKSin2(y-0) +V2N. M. Sin20 (4) 
from which a graph of H. against 0 can be plotted, assuming cr, 0, y and the film constants, 
are known. 
In magnetic recording applications, the field from the tape or disk is usually along 
the y- axis of the film (i. e. 0- 90*) and the anisotropy axis is selected to be along the x 
axis (see figure 1) making the angle y= zero. 
Equation (4) simplifies to, 
SinO- 
Hy 
Hk + NvMj, 
Ile relationship between magnetoresistance Ap and the angle () for the case of the sensor 
shown in figure I is, 
po +, &p COS20 
Combining equations (5) and (6) leads to fractional magnetoreistance as, 
01 Hy 
2] 
AP 
If Hy is made up of a constant component, Hb and a much smaller variable component h., 
then, for a cun=t I and initial resistance & an output voltage can be obtained by 
integrating over the device dimensions, i. e. 
ýE Hb fj hy (y, z) 
dz 
VO v= 21Ro. PO - [HktjVY1&T h1 (8) 
, fb - 
CLN 
signal field 
from tape 
point of inflection 
Hb 
resistivity -variation 
experimental 
curve 
Hy 
Hr - He 
Figure 3. 'Meoretical curve based on the relationship of equation 7 and the corresponding 
experimental curve related to magnetic saturation effects. 
The significance of the constant component of field Hb can be seen if the fractional 
magnetoresistance change is plotted against transverse field H), as shown in figure 3. As 
can be seen the theoretical curve has no linear regions but in practice, saturation effects 
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cause the curve to be asymptotic to the field axis, creating a point which enables the 
thin-film mapetoresistor to be used as a linear device. The extent of the linearity depends 
on the way the mateTial saturates and this depends on a number Of materials and 
dimension-related factors. The sensor is usually placed in a d. c. bias field Hb and 
subj; cted to an alternating signal field hy (see figure 3). 
0 Tlu (10) G, H 
G[ 
13 
HI -scituration 
(a) O. S. - y 
(b) Db 
.4 
Hb pCRS - 
C. 
CD 
p (I 
PQ, RS 0 Tý UF- saturation 
45 40 .6 -no o -no r, 10 is 
H (Oersteds) 
Figure 4. (a) Typical magnetoresistance, curve showing hysteresis. 'Mere are two possible 
values of APJR for each value of Hb . 
Preferred points of operation in a differential 
syst= can be established by an active bias field of the form shown in (b). 
3. AssessIng Unearity 
An actual magnetoresistance curve is shown (inverted) in figure 4. As can be seen, 
because of hysteresis, there is not a curve, but a loop, and, consequently, there are two 
values of magnetoresistance for every value of applied field except when the sensor 
saturatm Just as for a B-H loop in magnetic materials, there is only one direction around 
which the loop is traversed (shown by the arrows in figure 4). Mie linearity of falling and 
rising curves is, generally, different. Also, micro discontinuities in the sensor arising from 
physical or matexials imperfections cause the curve to be non-smooth in practice and this in 
itself produces troublesome non-linearity which must be eliminated. 
Linearity may be defined in terms of any operator L which operates on a function x 
to produce another function y (ie. L (x, ) - yl. If L is linear then the following equations 
hold- 
and 
L(xi+xl)-Yl+yz (9) 
(k xl) - ky, where k is a constant (10) 
The meaning of equation (9) in the conte= of a transfer characteristic such as in figure 3 is 
that if another signal xj is added to the fimt thea the net effect on the output is that the 
signal yj would have a simple addition to x. Le. like a Idnd of direct superposition. 
Ite meaning of equation (10). is that if x, is multiplied by a constant k and the 
system (operator) is linear then the madt is that the output yt is multiplied by the ume 
constant k, i. e. k is like the slope of the MR transfer curve near the point of inflection 1-k. 
in practical terms, the linear portion of the curve will be exceeded if the, added 
signal xj extends the overall signal to too large a value. 7his also applies if the multiple k 
is too great. 
632 D. L Mapps a aUNon Linear Magnetoresistance 
One of the best ways to explbre linearity of MR curves is by differentiation. This is shown 
in figure 5 which shows the first and second derivatives of a typical half-curve. lie region 
where the first derivative reaches a maximum is the place of maximum sensitivity and, 
possibly, greatest linearity. A clearer indication is given in the second derivative by the 
point of zem crossover and the magnitude of the ordinate values near this point. A further 
method is to divide the second derivative (Q) by the square of the first derivative (p) 
plotting the square of this against H, [Q/P']'. 'Mis has the advantage of amplifying the 
Ilineae effect as shown in figure 6 which compares the result with the original MR curve. 
The difference in upward (a) and downward (b) parts of the magnetoresistance hysteresis 
curve based on this method are illustrated by a wider flat region in the ratio-ed, squared 
curve for (b) which is inherently better for use in a field detector transducer. 
1.5 
first dedvative P 
MRcurves 
(b)l : (a) 
(a) 
Q/p2)2 
0 
5 10 15 
H (Oersteds) 
MR curve 
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V ket"ý 10 is 
H (Oersteds) 
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Figure 5. Showing a half magnetoresistance Figure 6. Comparing the linearity of 
curve with its f= and second derivative. (a) falling and (b) rising parts of a 
magnetoresistive curve subject to 
hysteresis. 
4. Practical Solutions to the Non-linearity Problem 
A practical way of improving linearity is use a system with two MR elements biased in 
opposite directions with their outputs fed into a differential amplifier. This method is used 
in reference 4. T'he differential system essentially subtracts out the unwanted harmonies 
from the signal and produces a linear response. In practice this does not remove the 
anomaly shown in figure 4 when hysteresis is present. It can be sew in figure 6, however 
that if the bias poiat used is the one on the curve immediately after transverse sensor 
saturation then linearity is obtained over a larger part of the curve than fbi the point before 
sensor saturation. -For such points identified in figure 4 (a) as-X and Y, an active bias field 
can be employed such as shown in figure 4(b). 71c sensoris driven into saturation at G, 
and the measurement nude immediately afterwards at the Eý level identified by AB, so 
ensuring that there is no anomaly in determining the correct operating point and the sensor 
operates at optimum performance. 
Many other practical solutions have been developed for simple anisotropic 
magnetoresistance sensors as detailed in reference 1. Recently, however, a new class of 
magnetoresistors is emerging which consist of a number of antiferromagnetically coupled 
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layers half of which can be switched by the application of a signal field. If optimised 
carefully, these 'giant' magnetoresistance (GMR) sensors can be nude to change coupling 
with comparatively small signal fields resulting in large magnetoresistance, change several 
times bigger than previously known. One of the drawbacks of such devices at the moment 
is that the effect can be very non-linear and subject to hysteresis. An example of a GMR 
spin-valve type is shown in figure 7(i). A better system may be the multilayer of fig= 
7(ii) which has flatter ranges. Unfortunately, it is the spin-valve type which may be 
preferred in practice, because it is cheaper to manufacture giving system designers jreýýt 
challenges to achieve a linear response. 
(i) 
S. 
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Figure 7. Comparison of linearity of GMR materials (i) multilayer (rcE 5) and 
(ii) spin-valve (ref6). 
Conclusions 
Analysis of the linearity of magactoresistive sensors shows that a differentiation method 
can be a way of comparing their performance. Using this method it is clear that, when 
hysteresis is present it is advisable to operate on the part of the MR curve immediately 
after saturation. Such operation can be achieved using a dynamic biasing systeaL 
'Giane magactoresistance sensors present new problems of non-Imieanity which can 
be analysed using the difterentiation technique. 0 
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Abstract-A new variable rate code with soft-decision de- 
coding has yielded a storage capacity of 2 kBytes (30 kbit/In') on 
a standard banking credit card. The capacity can be further In- 
creased through higher track density and using a computationally 
Intensive Bayesian blind Inverse filter. This work Is continuing to 
an estimated 4 kByte (100 kbittin 2) capacity while remaining com- 
patible with current systems. 
Mytes. (Kodak [2] has compressed faces into 50 bytes- 
with significant loss of quality-4or storage on credit cards. ) 
By removing the card-owner's signature and face from the sur- 
face of the card so that they are only accessible electronically, 
fraud becomes much more difficult. 
11. SYSTEm DESCRIPTION 
1. INTRODUCTION 
A standard credit card stores data on 3 tracks at 210,75 and 
210bits/in (I kbitlin2) with a self-clocking code (FM) [1]. This 
gives 140 Bytes of storage, of which only 20 Bytes (track 2) are 
normally used. This paper describes a high density magnetic 
storage system on a standard credit card. 
-4. The Problems 
From a signal processing standpointý a stripe card differs 
from a disk or tape in two major ways. 
1) Channel charactefistics: the bandwidth, signal ampli- 
tude, etc. are unknown before every swipe. 
2) Speed: the velocity can vary considerably. 
13oth factors can also change during the swipe. (See fig. 1. ) 
This high density card achieves gains through higher track 
and linear densities. There are three main components. 
A. Card Reader and Writer 
1) Reader., development was performed with a 4-track in- 
ductive read head, but the system has been developed so that 
cards are now hand swiped past an 8-track MR read head (from 
a Philips Digital Compact Cassette player). The replayed track 
signals are stored, in their entirety, on computer for process- 
ing. This constitutes the hardware requirements of an EPOS 
(electronic point of sale) machine. 
2) Writer. the writing system relies on multiple passes of a 
large-gap conventional credit card writing head. Twelve tracks 
are laid down at 130 tpi (195, um pitch) so that theyfit within 
track 3 of the ISO standard layout. The edge tracks are dupli- 
cated to allow for lateral card drift, i. e., eight different tracks 
are recorded, in the order 78 12 345678 12. 
A Possible Solutions 
1) The Smart Card: this has no hard limits on storage ca- 
pacity and can also be made very secure. However the cost is 
an order of magnitude greater than that of a plastic card. 
2) High density credit card: our approach has been to take 
a standard credit card and inexpensive, robust hardware then 
: find the card's storage limit This has been done using multi- 
ple tracks, a new storage code and modem, highly processor 
intensive, detection techniques. 
C. The Benefits of CapacitY 
A digitized signature can be stored in I kByte or less (fig. 
: 2). A passport-qualitY photograph can be stored in around 
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B. Coding Scheme 
Tape and disk systems often have a constant bit rate or den- 
sity requirement. However, in a write-once system with no 
sector restrictions a variable rate code can be used. 
A new self-clocking code was devised for the system (fig. 
3). A group of three bits is represented by exactly 2 transi- 
tions. The scheme achieves a density ratio of about 1.0 with 
a (d, k) of (1,3). The most common 3-bit combinations are 
assigned the shortest symbols, improving the storage density. 
Also, synchronization sequences are placed at known intervals 
along the track to help with speed determination. 
In this application, the code has a number of advantages over 
other density ratio I codes. 
1) It is hard to misplace bits: to lose or gain 3 bits, two 
transitions must be lost. Nevertheless, with a large dropout 
(perhaps due to a surface defect) it can be hard to know how 
many symbols were lost. Synchronization symbols inserted 
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Fig. 1. Exarnpie of velocity variations during a swipe through a hand reader. 
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Fig. 2. Example digitized signatures, If kByte (I & 2), 1 kByte (3 & 4). (Sim- 
ple bitmap compression) 
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Fig. 3. Variable rate code. Transitions are spaced by 2.3 or 4 intervals. A syrn- 
bol is formed by 2 transitions, giving 9 combinations. Eight of these symbols 
are designated for data (3 bits) and the ninth is used for synchronization. 
into the stream allow the number and location of dropouts to 
be gauged. 
2) Every symbol begins with a high to low transition: this 
makes clocking easier than with standard codes and always al- 
lows the decoder to find the start of a symbol, regardless of the 
preceding symbols. 
C. Signal Detection 
The readback signal can suffer dropouts, amplitude varia- 
tions and speed variations as well as inter-tmck interference. 
This means that the detection process has to determine the 
channel characteristics before decoding the signal or use a 
method that is robust enough to ride out the variations. All the 
signals are stored digitally on computer and processed off-line. 
For moderate density recording and reading with an induc- 
tive head, peak detection with no pre-filtering has proved more 
reliable than other suaightforward detection systems. Simple 
non-optimal pre-filtering was only marginally beneficial. 
For higher densities, an MR head has been used, and in- 
vestigations are ongoing into computationally intensive, blind 
inverse detection techniques (section III. ). 
D. Incidental Considerations 
T'his project aims to provide a high density data transport 
medium using inexpensive equipment with a low error rate. 
A commercial system, however, must be completely reliable, 
hence an error correcting code mechanism is needed for the 
data. 
Also, to prevent people from writing their own signatures 
and pictures onto the card, a public key cryptosystem would 
make alterations 'impossible! 
III. INVERSE FILTER THEORY 
A. Blind Equalization 
The channel response of a swipe card cannot be predeter- 
ed for a hand reader. There is wide variation in both 
the card parameters (thickness, medium coercivity, roughness, 
warping) and the reader parameters (speed, azimuth, lateral 
displacement). This means that any equalization system can- 
not be fixed at manufacture, but must adapt for each read. With 
no training symbols, the equalizer is said to be blind (i. e., both 
the channel and data are unknown). 
A blind equalizer attempts to determine the inverse channel 
characteristics using only a signal read from that channel. A 
Bayesian blind equalizer (3] attempts to determine the forward 
channel characteristics in a similar way. However, while the 
former technique produces an estimate of the original sym- 
bols, the Bayesian method predicts which symbol sequence 
best matches the signal read back. It does this by convolving all 
combinations of input symbols with the current estimate of the 
channel response and assigning them a metric of fit against the 
original signal. Then the first symbol of the sequence with the 
best metric is fed back to update the channel response estimate. 
This was originally developed for use in mobile telephone sys- 
tems. The advantage of the Bayesian system over the inverse 
system is that accuracy is much higher and consequently the 
adaption speed is faster (by an order of magnitude). It is, how- 
ever, more computationally intensive. 
Neither method is really suitable for disk or tape systems 
because of their speed requirements. However, a credit card 
has a finite capacity (the entire card can be easily stored in 
memory) and speed is mostly unimportant. 
To adapt Bayesian equalization to a card it is necessary to 
add velocity as a search parameter or resample the data so that 
the clock rate is fixed. It is also straightforward to remove 
any inter-track interference. Work completed so far indicates 
that filtering will increase the channel capacity at least twofold. 
Currently the processing to achieve this takes of the order 20 s 
on a desktop computer. Further refinement will reduce this to 
around Is in a dedicated system. 
B. Feasibility 
To test whether it is reasonable to estimate a channel with 
only a readback signal, a card written at 1500bits/in was 
swiped into the system. The initial results (fig. 4 and 5) show 
that even with only simple processing, deficiencies in the zero 
crossing detector can be located. Where an error is spotted, the 
much slower Bayesian detection method can be employed. 
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Fig. 6. Unprocessed error rates on credit cards with FM (standard) code and 
variable rate code. Below about 400 bitstin errors are dominated by incomplete 
symbols at the card edges (removed in practice by framing the data with start - 
sentinels). Above, the dominant errors are caused by inter-symbol interference 
and timing noise. 
Fig. 4. Signals read with a Philips DCC head from a card written at 1500 bitslin 
(0.5 kByte per track). A: signal from the MR head. B: A through a zero cross- 
ing detector. C. B after convolution with estimated channel response (fig. 5). 
D. ý squared difference between A and C, clearly showing an error. 
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]Fig. 5. Channel response, as estimated by an LMS adaptive filter from A and 
ID in fig. 4. (No velocity compensation. ) 
IV. REsuLTs 
With no preprocessing using an inductive read head and a 
; Software peak detector, the linear density has been increased 
*om around 250bits/in to 500bits/in just by changing code 
(fig. 6). This translates into around 20OBytes per track, or 
; about I kByte over 4 tracks (15 kbit/in2). No fiaming was used 
in these tests, i. e., the data started and finished abruptly at the 
, ends of the stripe. With proper framing and a 1% raw bit error 
: tate, 2 kBytes (30 kbit/in2) has been stored. 
The apparent bandwidth of the MR head is approximately 
ýdouble that of the inductive head (it has a much smaller gap). 
Ilowever the largest source of errors is inter-symbol interfer- 
ience due to the large head-medium separation: when the card 
is manufactured a protective coating of variable thickness is 
laid over the top of the magnetic layer. 
Jitter in determining transition boundaries is not especially 
), aigh-4he card normally travels smoothly through the reader. 
)However the head-medium separation reduces the sharpness 
itzif transitions. Fig. 7 shows an example of typical jitter in a 
Itnechanical reader. 
W- 
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Fig. 7. Example ofjitter in a mechanical card reader. Card velocity 0.12mls. 
V. CONCLUSION AND DISCUSSION 
The measured Shannon information capacity of a disposable 
credit card is of the order 80 kBytes. It is the cost, simplicity 
and compatibility requirements that has forced the credit card 
to remain firmly stuck at 140 Bytes for the last 25 years. 
In changing the code used to write data to the card, an in- 
crease in capacity to 2 kBytes has been demonstrated. 
By using new blind equalization methods and a multi-track 
MR head, it is expected that 4kByte can be stored on a or- 
dinary card, while still maintaining compatibility with current 
standard. Removing the compatibility should make it possible 
to store around 30 kBytes on the card (100 kbitliný). 
Further increases in storage density will be very difficult be- 
cause it is not economic or desirable to alter the card medium. 
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Abstract-A new design of blind equalizer is proposed that 
can decode a magnetic binary channel whose bit-rate Is unknown. 
It is shown that the velocity can be estimated from information 
already known from a fixed delay tree search (FDTS) decision 
feedback equalizer (DFE) structure. Converting this detector to 
a Bayesian scheme with an appreciation of non-linear distortion 
in the read head modestly improves the velocity stability. The ac. 
quisition time for the channel speed is linear and rapid: a 50% 
change in velocity can be accommodated In fewer than 150 mag. 
netic flux transitions. Results with real signals from a high-density 
magnetic credit card are provided. 
I. INTRODUCTION 
In this application it is necessary to retrieve recorded data 
from a magnetic channel which has an unknown transfer func- 
tion and is moving at an unknown velocity. In addition, both 
factors can change substantially during a short read (a few 
thousand symbols). Furthermore the read back signal is sam- 
pled at a fixed rate from a magneto-resistive (MR) head which 
has a non-linear response. 
The Bayesian decision feedback equalizer (DFE) [1], [2] is 
well suited to flied speed, non-stationary channels. If the DFE 
contains an adaptive filter then it will be slow to respond to 
large (a few hundred percent) changes in velocity. This pa- 
per gives a method of estimating the channel speed using the 
Bayesian DFE structure so that the velocity variation effects 
can be countered. 
Additionally, the assumption that distortion is caused only 
by Gaussian noise is revised, and is replaced by a simple model 
of non-linear distortion and noise. 
Finally the algorithm is applied to a signal read from the 
swipe of a high-density magnetic credit card [3] to assess its 
real-world performance. 
. A. System Overview 
The system comprises a credit card, which has data recorded 
in its magnetic stripe. This card is swiped, by hand, past an MR 
liead. The signal from the head is sampled and the waveform 
is stored on computer where it is decoded "off-line. " 
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Fig. 1. Channel system: the original signal is modulated by the channel, ve- 
locity change, the read head and then system noise before being sampled and 
decoded. 
The largest source of errors in this system is due to inter- 
symbol interference (ISI) principally caused by a protective 
layer over the magnetic medium. This produces a relatively 
large head to medium separation that fluctuates over the length 
of the card so conventional fixed equalization is not possible. 
In addition, the field strength of the recorded data is of- 
ten sufficient to drive the MR element into its non-linear re- 
gion. This leads to small amount of peak-inversion (observed 
at about 10% of the signal level) for magnetizations in one di- 
rection and peak-flattening in the other. 
B. Terminology 
There are, necessarily, many terms and stages in this system. 
Fig. I shows the basic assumptions, the main supposition being 
that a change in velocity can be compensated by changing the 
sampling rate (i. e., that dynamic effects are minimal). 
Starting at the top left of the figure, the original data, a (x), 
are stored as flux regions on the magnetic stripe at position, 
x. These are ideal binary magnetizations with a constant code 
clock length. This data stream is modified by the channel, 
which is assumed to be similar to a finite impulse response 
(FIR) filter, to give a readback signal that is continuous in po- 
sition: s(x) -+ P,, (x). 
When the signal is read back, at variable velocity v(t), it is 
assumed to undergo a simple stretch P,, (x) -+ 9,, (t) where the 
relationship between x and t is the natural xf v(t) dt. The 
signal is then distorted by the read head: 9,, -+ 9 (t). The 
distortion is caused by saturation of the MR head: in small 
fields ý,, (t) is linear to P(t), but this relationship deteriorates 
significantly in larger fields. The distortion bears a reasonable 
resemblance to g (t) = (tan-' (q. (t) +2 . 0))2 although the 
exact form can only be measured from the head used. 
Noise, e(t), is inevitably added before the signal is sampled 
at a fixed rate (q(t) -+ y(t) -+ yj). Finally an estimate, ik, of 
the original data is extracted. 
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Fig. 2. Data flow in the equalizer. 
Il. EQUALIZER STRUCTURE 
The equalizer follows the basic DFE design but with a re- 
sampling facility. The algorithm for determining the resam- 
piing parameters will be shown in section M. Note that limits 
on summations and constant factors in comparable probabili- 
ties have been ornitted in this section. 
A. General Structure 
Referring to Fig. 2, the idea of the equalizer is to generate 
an analogue vector, f k, very similar to the signal recovered 
from the channel, rk . Conventional 
inverse filters try to modify 
the recovered signal to give the original data, but this method 
: modifies data to best match the signal; as follows. 
A buffer, 9k, contains a pattern similar to Sk as recorded 
in the channel. This estimation vector comprises delayed de- 
cisions from the discriminator, Sk-d, ik-d-I s ... and also a 
contribution from a sequence generator, which iterates over all 
possible ik ... 
9k-d+1 in every cycle. This gives several vec- 
-tors, a('), to test against the (unknown) original signal, sk. k 
The contents of the buffer are convolved, through an FIR 
filter that contains the estimated channel impulse response, to 
form f (') Each f (') is compared with the (known) readback k'k 
zig-naL rk, and the results are used to decide the new value of 
ik-d+l before incrementing k. 
Since we have a vector of channel samples and we know 
'the probable symbols that caused the samples, the channel fil- 
ier estimate can be updated very simply using the least mean 
: squares (LMS) algorithm. 
X. FDTS vs. Bayesian DFE 
There are many possible forms for the comparator. The best 
known is probably the maximum likelihood Viterbi algorithm 
(MLVA), which attempts to minimize the mean square error 
vver all time: 
2 
J(i, r) => 
(ri. 
_r) (1) 
£ 
to form a localized log-likelihood metric against both possible 
values Of Sk-d+1 - 
A Bayesian comparator finds the sequence that was most 
likely to have caused the signal received. If the channel im- 
pulse response estimate is accurate and the system is synchro- 
nized then the only signal errors will be due to noise. It is 
common to assume that the noise, e(t), is Gaussian, in which 
case the most likely sequence is given by 
i7rj = max exp - 
r) 
i 2a2 
where a2 is the variance of e(t). For a single comparison 
of this is exactly equivalent to minimizing J, i. e., the 
Bayesian DFE and FDTS/MLVA are equivalent. 
A minor difference between the Bayesian scheme and the 
MLVA is that the metric represents a (scaled) probability. 
Bayes' theorem' states that the likelihoods can be summed 
over all possible paths through the trellis [5]. The current de- 
cision is then based on the difference between the probability 
sums of the two top sub-paths. 
However, the Bayesian DFE is a superset of the FDTS, and 
because because its metrics are (linear to) probabilities, there 
are some beneficial manipulations that can be performed with 
respect to non-linearities, explained below. 
C Non-linearBayesianDFE 
The FIR filter output is linear whereas the output from a 
typical MR head is not. This means that noise is not the only 
difference between f6k and rk- In some instances it may be 
possible to exactly compensate for the head, but in a poorly 
controlled environment it is reasonable simply to manipulate 
the signal likelihoods. 
A general comparator function can be defined, 
77f = max f f6 
('), r 
to allow for any particular channel. The folIowing simple com- 0 
parator with a truncated-Gaussian error gives improved filter- 
ing by making the head response more symmetric. 
r) = exp g v. 
(il, re) (4) 
0 if a> +rt and b> +r,, 
g(a, b) 0 if a< -rt and b< -ru 
(a - b)2 otherwise 
In effect this says that if the channel estimate and the channel 
both agree that the signal is large, then it is 'good enough' even 
though the actual signal levels may be disparate. This covers 
the saturation in the MR head, but will not cover extreme mag- 
netic fields stronger than the MR bias field. 
rixed delay tree search (FDTS) procedures [4] are a more prac- lpr(AIB)pr(B) = pr(BIA)pr(A) ==> pr(hj, -d 8k-d) (2 
'tical subset of the MLVA: they search J(-) over a limited I pr(ik-, d = sk-d and i, 
(, ') = sk)+pr(ik-d = Sk-d and i. 49k)+. 
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III. SPEED ESTIMATION 
Suppose we have an estimate of card velocity, 0= (1 + J)v 
where v is the true velocity and J is small. Also suppose that 
we know there might be a slight timing offset (in actual fact, a 
position offset) i=x+e where x is the true position and e is 
small. From Taylor's theorem we derive the following for the 
sampled signal, y(x). 
Y (vt) (y((l + 6)vt + c) - y(vt)) dt 
'r L 
dt 
fT 2ry2 
0 
(dy 
a (I 
(vt) dt+bf t(! 
L(vt) 
dt (6) 
V0 dt 0 dt 
]Despite appearances, this says that Z= eX + 6Y where X, 
Y and Z represent the values of the integrals in (6). They are 
qobtained approximately from r and f. The (seemingly redun- 
dant) Af (vt) term is included to make the integrands on right dt 
band side of (6) positive and thus the integrals substantial. The 
., 
th of the buffers is represented by 7- and y((I + 6)vt + leng- C 
is a substitute for fk and y(vt) is a substitute for rk. 
Refined velocity or offset measurements can now be ob- 
'tained from & or c. In practice only offset or speed corrections 
are necessary: in a constant velocity system - can be used to 
ýcorrect phase errors whereas in this system it was sufficient to 
: set the new value of 0 1- (1 - 6) 0 where 6= ZI Y. 
Fig. 3 shows how 6 varies with the difference in velocity. 
Vor small discrepancies, the value of 6 is linear in mismatch, 
; although for large differences this breaks down. Nevertheless 6 
:! ýtill remains 'mostly positive' or 'mostly negative' depending 
iDn the direction of error. 
IV. RESULTS 
There are a number of striking features in this feedback filter 
: %ystem. Most prominent is the way (6) locks into the velocity 
in a linear fashion: Fig. 4 shows the estimated speed as a func- 
Ition of time for a range of starting values with a (d, k) = (1,3) 
izode. The exact evolution is data dependent, with superior re- 
; uIts for random sequences. The feedback is also exceptionally 
fast-for starting values within 50% of the 'correct' value, the 
-velocity is normally locked in less than 350 code clocks (fewer 
'than 150 magnetic transitions). 
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Fig. 4. Velocity acquisition from different starting estimates. The channel 
was sampled at between 3 and 8 samples per code clock using a (d, k) = 
(1,3) code on a high-density credit card. Note that the algorithm blocked 
velocity estimates of less than I sample per clock. The solid line shows the 
card velocity read from a separate, dedicated, clock track. 
The observed difference between the truncated-Gaussian er- 
ror and Gaussian error metrics is subtle but worthwhile in this 
blind channel. The truncated error function loses lock on the 
signal less frequently than the pure error form. 
The LMS filter is vital to the functioning of the system, but 
it can also cause an instability. It is possible to obtain a semi- 
stable velocity that is too high: the channel impulse response 
estimate widens from the LMS feedback so that the DFE can 
accurately match the expanded signal by simply modulating 
the duty cycle of i. When the velocity estimate is too low, lock 
can be delayed because the FIR becomes multi-peaked. 
V. CONCLUSION 
An adaptive filter and DFE were placed in a fixed sampling 
rate system to equalize a variable speed channel. Using only 
the registers in the DFE the velocity changes in the underlying 
channel were removed by digital resampling. Although the 
system can fail, none of these failures are unreasonable given 
their unnatural conditions. A simple truncation adjustment to 
the Bayesian discriminator provided a small improvement over 
a purely linear system. 
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Appendix B 
Code properties and the FSTM 
The finite state transition matrix (FSTM) is a compact way of defining a code 
that is also useful for calculating some properties of that code, e. g., the code 
efficiency and power frequency spectrum. This appendix derives the FSTM and 
some standard properties, then tersely follows the calculation of the frequency 
spectra of some generic (d, k) codes. 
B. 1 Code efficiencies 
To derive the efficiency of a code, the code must be described mathematically. 
From this first the capacity and then the efficiency of the code can be calculated. 
B. 1.1 The State Machine 
Although magnetic domains on magnetic media are approximately discrete and 
stochastic in form, containing a three-dimensional fixed magnitude magnetic 
vector, technical limitations force head-medium systems to treat the medium 
as a one-dimensional two-state memory. Furthermore, it is helpful to limit the 
complexity by quantizing the dimension, and treat the memory as simply a 
stream of 0 or 1 bits, corresponding (nominally) to magnetization forwards or 
backwards in a group of domains. 
A coding device can be considered to be an algorithm that takes a stream 
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of input bits and produces a stream of output bits. The output bits will be of 
a form suitable to lay down and read back from the magnetic medium. For 
instance, the medium may put restraints on the maximum transition density in 
the bit stream, timing recovery may put constraints on the minimum transition 
density and threshold determination may require the code to have a roughly 
equal number of ls as Os. 
One desirable property of a coding algorithm is efficiency: the number of 
output bits should be as small as possible while still uniquely coding the input 
bits. Calculating the efficiency is not a trivial matter for most codes. 
The coding algorithm can be defined in terms of a (finite) state machine. 
no. states (See figure B-1 for example. ) The connectivity of the m-state machine can be 
completely represented by amxm matrix, known as the finite state transition 
A= FSTM matrix. If the FSTM is A then Aij represents the number of routes from state j 
to state i. Each state change takes 1 unit of time. (In the literature the matrix is 
usually written in transpose form, AT). 
B. I. 2 Calculation of code capacity 
The capacity of a code is calculated from the expression for the number of dif- 
ferent possible routes around its state machine, N, in a given number of steps 
n= no. steps (n). The number of bits that can be encoded in n steps is thus'092N(n). 
N(n) = no. paths The capacity, C, is taken as the ratio of coded bits to state steps: i. e., 
C= lim 1092N(n) 
n-+oo n 
(B. 1) 
C= capacity The capacity represents the relative efficiency of the code compared with NRZ 
code (a straight binary bit stream) in terms of output bits. 
B. 1.3 Calculation of N(n) 
Consider a machine in state s. This can be expressed as a1xm column vector, 
v= initial states v, where si =I for i=s and si =0 otherwise. For instance, the following initial 
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state vector has s=1 (the vector is indexed from zero). 
0 
1 
v= 0 
0 
B. 1.3 
In fact, v can represent a coflection of state machines, with vo machines in state 
0, v, machines in state 1, etc.. 
Given a machine in state v, the machine's state after 1 step is given by 
w=A. v (B. 2) 
Both v and w are known as occupancy vectors. If the machine's state can bifur- 
w= new state cate, then the new state (w) reflects this. In the above example, if the machine 
can go from state 1 to state 0 or 2, then w would be, 
1.... (0 1) 
1 
This procedure also works with collections of state machines. 
u= unitary vector Now the calculation of N(n) is straightforward. 
M-1 
N(n) =E wi(n) =uT w(n) (B. 3) i=O 
I where UT =(111... 
) is the unitary vector of ls and 
w(n) =A nV (B. 4) 
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In the limit n -* oo the initial state of v is unimportant. (Consider the minimal 
consequences for w(n) if v= w(100) initially. ) 
To calculate A n, the eigenvalues, Al..., and eigenvectors, el...,, of A are 
A, = eigenvalues of A needed. The mxm eigenmatrix 
eigenvectors of A 
A= eigenmatrix 
of A A= ( el e2 ... er,, 
) (B. 5) 
is constructed from the eigenvectors. Now, from the properties of these vectors 
the following can be written 
hence 
and 
A. A=A. (el e2 ... 
)=(Ale, 
A2e2 (B. 6) 
A'. A =( Ajel A2e2 (B. 7) 
An An el Ane2 ... (B. 8) 12 
where A-' is the inverse* of matrix A. 
Now the form of A' is a polynomial matrix in Aj. Consequently, w(n) is a 
polynomial vector in Ai (B. 4) and at last we can see from (B. 3) that 
m 
N(n) =E cjA! (B. 9) 
j=l 
where the cj are the polynomial coefficients calculated above and summed. As 
n -+ oo the form of N(n) is dominated by the largest (positive) value of 
largest A (nominally A, ). 
lim N(n) -+ cjA' (B. 10) n-+oo 1 
*Occasionally the inverse of A does not exist. However the following argument still works 
because A-' is constant (not a function of n). Consider dividing (13.7) by, \', ' and then taking the 
limit n -+ oo. 
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11* 
no flux 
change 
E----:: > 
flux change 
Figure B. l: State machine for (d, k) = (1,3). 
Putting this back in (B. 1) we find 
B. 1.4 
1 
(ClAn lim 1092 1) n-+c-o n 
lim 1 (n 1092 Al + 1092 CO 
n-+oo n 
1092 Al (B. 11) 
B. 1.4 Example capacity 
A (d, k) = (1,3) code (figure B. 1) has the following FSTM. 
0 1 1 1 
1 0 0 0 
0 1 0 0 
0 0 1 0 
The characteristic equation of A is Al - Al -A-1=0. The largest root is 
A, = 1.465, hence the capacity of a (d, k) = (1,3) code is 1092 1.465 = 0.551. 
A (d, k) = (0,1) code (figure B. 2) has the following FSTM. 
10 
The characteristic equation of A is \2-\-1=0. The largest root is A, = 1.618, 
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MiNk 
no flux 
change 
flux change 
Figure B. 2: State machine for (d, k) = (0,1). 
no flux 
change 
flux change 
Figure B. 3: State machine for FM code. 
B. 1.5 
hence the capacity of a (d, k) = (0,1) code is log2 1.618 = 0.694. 
FM code is a (d, k) = (0,1) code that has been used extensively (figure B. 3). 
0 1) 
20 
The characteristic equation of A is \2 = 2. The largest root is A, = 1.414, hence 
the capacity of FM code is 1092, ý(2- = 0.5. 
B. 1.5 Capacity of code classes 
Codes are often classified as run-length limited (RLL) (d, k), (d, k; m, n; r) or 
charge-constrained RLL (CCRLL) (d, k, c; m, n; r) [73]. The letters refer to code 
constraints. In the following list, a1 refers to a magnetic flux change, and a0 
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no flux change in the data stream. 
d the minimum number of Os between ls. 
k the maximum number of Os between 1s. 
RDS: running c the maximum value of RDS: i. e., the magnetic charge constraint. 
digital sum 
rn the input stream symbol size. 
B. 1.6 
n the output stream symbol size (i. e., for m input bits n output bits are gen- 
erated). 
r the number of code tables that are used to translate m to n. 
Tang [89] showed that the characteristic equation of a code that was only 
limited in its (d, k) restraint could be written in closed form.. 
Ak+2 _ Ak+l _ \k-d+l +1= (B. 12) 
Norris [73] and Chien [17] both derive and tabulate some properties of se- 
lected charge constrained codes. 
B. I. 6 Code efficiency 
The efficiency of a code is normally expressed as the ratio of the proper code 
capacity to that of a general code with the same (d, k) restraint. 
Ccode 
(B. 13) C(d, k) 
Hence, the efficiency of the FM code described above is -2-5 = 72%. 0.69 
B. I. 7 Variable rate code 
The state machine for variable rate code (so = 2, S=0,1,2, (d, k) = (1,3), 
described in section 3.3, page 67) is shown in figure BA and has code properties 
as shown in figure B. 5. 
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look 
no flux 
change 
flux change 
Figure BA: State machine for variable rate code. 
B. 1.7 
The efficiency of this code is thus 0*539 = 97.7%. Other popular (d, k) 0.551 
(1,3) codes generally have efficiencies of around 91%, making variable rate code 
almost 7% more efficient than other codes with the same (d, k) properties. 
It should be noted that it is easy to make a 100% efficient variable rate code 
that is also useful. E. g., (d, k) = (1,4), so = 2, S=0,1,2,3 or (d, k) = (0,1), 
SO= l's= 0,1- 
195 
CODE PROPERTTES AND THE FSTM 
1, 
.............. 
............. 
............ 
........... 
.............. 
.......... 
........... 
............ 
Characteristic equation: A8 (, \7 - \3 - 2A2 - 3A - 2) 
Largest eigenvalue: A, = 1.452,1092 Al = 0.539. 
Figure B. 5: Finite state transition matrix for variable rate code. 
B. 2 Code power spectra 
B. 2 
It is now possible to find the code's power spectrum by using its FSTM to derive 
its autocorrelation spectrum. 
B. 2.1 Autocorrelation and the power spectrum 
Take a code sequence as written by a recording head: XXXYYXYXYXYX 
where X indicates magnetization in one direction and Y magnetization in the 
other. The (d, k) constraint says the X and Y symbols must be in groups of 
d+1, d+2,... ' k+1. For convenience, a run of similar symbols will 
be called a 
symbol group. 
D= delay operator A whole sequence can be represented 
in one function, A, by writing 
A(D) 
AjD + A2D2 00 
A(D) E AjD' (B. 14) 
i=-00 
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where D represents a delay of one time ur-dt* and Ai = -1 means the ith symbol 
. 5(Y, D) = speCtrum 
, Rj (Y) = autocorrel. 
is an X and Ai = +1 means the ith symbol is a Y. 
The spectrum of A(D) as impulses can be derived from its autocorrelation 
(the Weiner Khintchine theorem) foHowing the conventions in [33,104]. 
00 
S(A, D) =E Rj(A)Dj (B. 15) 
j=-oo 
Rj (A) is the ith discrete autocorrelation coefficient: 
Rj (A) = 
EiAjAi+j 
Eil . 
The sums in the numerator and denominator are over the same lin-dts and the 
normalization is to convert the units of R to expectation values, 
Rj (A) =Ei pr(AoAj = i) 
i=all possible A. Ay 
B. 2.1 
(B. 17) 
The pr operator is defined slightly strangely, with a 'sliding origin' so that 
pr(K = k) reads as the probability that any Ki is k: 
pr(AoAj) = lim 
1 (Ai+oAi+j 
L-+oo 2L +1 i=-L 
i= v(--i- f =firequency 
D's delay 
(here (x = y) has the value 1 if x=y and value 0 is x0 
In order to recover the impulse frequency spectrum, D is replaced with 
e 
i27rfT 
where (in this context) i2 = -1, f is frequency and T is the delay in- 
troduced by D. To convert A's spectrum from impulses to a more realistic write 
signal, the code sequence is convolved with a top-hat function, PT 
PT 
1, ffO: 5t<T 
(B. 19) 
0, otherwise 
where t is (continuous) time and T is the symbol period. Hence the new spec- 
*Similar to az transform in signal processing, D- z-1. 
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trum looks like this 
S,. t (A, f sinc(7rfT)T 
2S(A, e i27rfT) (B. 20) 
where sinc(x) = ! LIý. X 
The expression 
X(D) = ý(l - D)A(D) (B. 21) 
1 
S(X, D)=ý(2-D-D-1)S(A, D) (B. 22) 
will be needed later: X(D) appears as a stream of alternating is and -is as 
coefficients of D, spaced by d... k Os. 
B. 2.2 The run-length matrix, G(D) 
The FSTM is closely related to the run-length matrix. The run-length matrix 
stores information on symbol changes whereas the FSTM stores information on 
internal state changes. The following 'states' refer to run-length matrix states, 
not FSTM states. 
Consider the well known MIFM (modified frequency modulation) code (fig- 
ure B. 6) which has a fixed period bit cell and a central flux transition for aI 
while a cell-start flux transition is added, if needed, to create a (d, k) = (1,3) 
code. 
To convert from a state machine to a run-length state machine, the pathways 
are changed to variable length, and states are only preserved after a flux change. 
Hence, after the conversion, there is a single flux change at the end of each 
pathway. This transformation is shown for MFM in figure B. 7- For a generic 
(d, k) code there is only one state, e. g., figure B. 8. 
The run-length matrix, also known as the one-step state-transition matrix, is 
derived from the run-length state machine as follows: 
Gpq(D) D'pr(transition from state q to state p in i time units) (B. 23) 
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Figure B. 6: State machine for MTM code. 
length =3 
prb 
1 5 
length =2 
length = 2,4 
Pre Prd 
length =3 
B22 
Figure B. 7: Conversion of the MIFM state machine into run-length state ma- 
chine. 
length =4 
length =2 
pr, 
length =3 
Prb 
Figure B. 8: Run-length state machine for (d, k) = (1,3). 
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with 
E pr(transition from state q to state p in i time units) for aH q. (B. 24) 
For example, MTM (figure B-7) with redundant states removed 
prc D' + prd D4 prb D' ! D2 + lD' 'D3 G(D) 
pra D3 224i pr,, D ZD3 'D2 
(probabilities taken from Gallopoulos [33]). 
With a (d, k) = (1,3) code with only 1 state (figure B. 8) 
G (D) = pr. D' + prb D' + pr, D4 
W= combinations 
N= total symbols 
n,, = no. sym. 
groups 
L= total length 
With unoptimized variable rate code and random data, pr. = prb = Prc =' or 3 
generally pr. However, if the data stream is optimized, it tends to be ... 1+k-d* 
more maxentropic, with probabilities governed by a partition fimction, derived 
below. 
This argument is similar to the Z or-E partition function from quantum ther- 
modynamics (e. g., [60]). Entropy must be maximized for a given code sequence 
length. The entropy measurement is based on the number of ways of arranging 
a sequence. Let the symbol W represent the number of ways of arranging N 
symbol groups. There are ni symbol groups of length i so that 
En,,, = 
m 
(B. 25) 
and the total length of the symbols and the probability of symbol change is 
L= Emnn (B. 26) 
m 
pr (1 = (B. 27) L 
From combinational theory and Sterling's approximation In n! -- n (In n- 1) for 
200 
CODE PROPERTIES AND THE FSTM B. 2.3 
large n, 
lnW = In 
N! 
; zý N In N-En,,, In n,,,. (B. 28) nl! n2! n3 !. m 
Now the stationary points can be found 
d(In W) =E (In N- Inn, ) dn,, =0 (B. 29) 
m 
and also the expression for the differential of the total length (which is constant) 
dL =E mdn = 0. (B. 30) 
From the method of undetermined multipliers it is found that 
In N- Inn.. = pm =* n,,, =e 
In N-jAm 
= Ne-I'm. (B. 31) 
And so it can be found from (B. 25) 
N=NE e-, um (B-32) 
m 
which for a (d, k) code reduces to 
e g(k+2) - el'(k+l) - eu(k-d+l) +1=0 (B-33) 
1-. TM+l. 
-ds can be solved to give the final value of using the identity EO xr4 T-- T1 
p (eA 01 because it's a factor). 
In the case of a (d, k) = (1,3) code, eA = 1.466. pr. 0.47, prb = 2" NN 
0.32 and prc 0.22. N 
B. 2.3 The 4DI(D) function 
To derive the power spectrum of a read code, it is useful to define the function 
00 E Di pr(no. symbols in I symbol groups j) (B. 34) 
j=j 
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Le., if the system is in a probability state, U(D), then 
(DI(D)U(D) = new state of system after I symbol groups. (B. 35) 
v= initial state 
, P, (D) is useful because it is easily generated from the run-length matrix, as 
follows. 
First, define a starting condition vector, v, where vi is the probability that the 
run-length process will start in state i. Note Ej vi = 1. 
After one symbol group, the process will be condition 
w= G(D). v (B. 36) 
and after I symbol groups the process will be condition 
w= G'(D)v. (B. 37) 
It is not important which state w is finally in, so in terms of the run-length 
matrix 
, cb, (D) =uT G'(D)v (B. 38) 
where u is once again the unitary vector. 
B. 2.4 The power spectrum and -I)I(D) 
Recall the function X(D), which might look something like 
X(D) =---+ (-l)D-1 +I+ OD + OD 2+ (-l)D+ OD'+ 1D'+ --- 
(altemating ls and -ls separated by d... k Os). 
Using the properties that Rj (Y) = R-j (Y) and XjXj EI-1,0,1} with (B. 15) 
and (B. 17) the expression for the spectrum can be written 
-1 00 
S(X, D) E lý-(X)D'+Ro(X)+j: Jý-(X)D' (B. 39) 
i=-oo i=l 
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co 
Ro(X)+Elý-(X)(D'+D-'). (B. 40) 
i=l 
The form Ro(X) = pr(Xo 0 0) shall be written as pr(l)-the probability that a 
coefficient in X(D) is non-zero-for brevity. Notice 
R, (X) = pr(XoXi = 1) - pr(XoXi = -1) (B. 41) 
and also, because the ls and -1s alternate with each symbol group 
pr(XoXi = +1) = pr(l) pr(even no. of symbol groups from Xo to Xj) (B. 42) 
pr(XoXi = -1) = pr(l) pr(odd no. of symbol groups from Xo to Xj) (B. 43) 
for any i>1 hence from (B. 41) 
ZýO 1 Rj (X) D3 00 pr(even no. groups)Dj - pr(odd no. groups)DJ (B. 44) pr(l) j=l 
iPj(D). (B. 45) 
Substituting this back into BAO the useful equation below appears 
S(X, D)=pr(1) l+ Z [, DI(D)+(D1(D-')]- Z [1>1(D)+1>i(D-')] 
l=O, 2.... l=I, 3.... 
1 
(B. 46) 
At last it is possible to express the power spectrum in terms of G(D) from (B. 38) 
and the identity E00 X2i = (I - X2)-1 as long as X2i ýO 
is convergent: 
S(X, D) = pr(l) -uTý 
(I + G(D))-l + (I + G(D-'))-l - Il v (B. 47) 
B. 2.5 Power spectra of (d, k) codes 
For a (d, k) code, G(D) = G(D), UT = (1) and v= (1), hence 
S(X, D) = pr(l) -11 (B. 48) 
I 
Y-+ -G(D) +1+ G(D-1) -11 
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and 
N(x) = real part of x 
S(X, f pr(l) -11 11 -T 2 sinc? (7rf T) 
t'f 
+ -GI(f) 
+1+ Gf (-f) 
where 
Gf (f )= 
B25 
(B. 49) 
(B. 50) 
Converting this back into the write signal spectrum gives (using R(x) to denote 
the real part of x) 
S(A, f)=, 21 S(Xý f) (B. 51) sin (7rf T) 
S(A, f pr(l) .1+ 
JGf (f) 12 
(B. 52) 
7r2f2 
ý1+2R(Gf(f))+jGf(7-)-jlj' 
The expressions for G(D) and pr(l) of some (d, k) codes are tabulated in 
table B. 1 and spectra are shown in figures B. 9, B. 10, B. 11 and B. 12. 
It is noticeable that the (0, x) codes have a rounded spectrum, well matched 
to a normal magnetic channel. However, at higher densities, this means that 
a large proportion of the high-frequency spectrum will be attenuated, giving 
higher distortion and hence higher error rates. The (> 0, x) codes on the other 
hand place most of their energy into lower frequencies, giving better perfor- 
mance at high density. However, the codes with a wider d-k gap also have a 
more spread out spectrum, so the objective in matching the code to the channel 
is to find a code with most energy in the desired band, and also matching the 
shape of the channel (i. e., large spectral peaks are probably not desirable). 
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uniform 
pr(1) A G(D) 
0 1 10.667 0.500 A (D + D2) 
2 10.500 0.333 X (D +D2 +D3) 
3 0.400 0.250 A (D + D2 + D3 +D 4) 
4 0.333 1 0.200 A(D+D 
2+D3+D4+ D-) 
1 2 10.400 0.500 A (D 2+D3) 
3 0.333 0.333 A (D 2+D3+D 4) 
4 0.286 0.250 A (D 2+D3+D4+ D) 
2 13 110.286 0.500 1A (D3 +D 4) 
[-4ý] LO. 250 0.333 1 __ A 
(D3 + D4 +D, 5) 
n=entropic 
0 1 0.724 0.618 AD + \2 D2 
2 0.618 0.544 AD +, \2D2 + A3D3 
3 0-5 0.519 AD + \2D2 + A3 D3+ AID4 1 
4, 10.538 0.509 AD + \2D2 + \3 D3 +, \4D4 +ADI 
1 2 10.411 0.570 \2 D2 + \3D3 
3 10.363 0.466 2+ A3D3 + X4D4 \2D 
-T FO. 3-34 0.425 \2 D2+ \3D3 + \4D4 + AID5 
2 3 0.290 0.550 \3D3 +, \4D4 
4 0.262 0.430 \3 D3+ \4D4 + A5D5 
Table B. 1: Expressions for power spectra of (d, k) codes. 
B. 2.5 
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Figure B. 9: Normalized maxentropic spectra for (d, k) = (0, x) 
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Figure B. 10: Normalized maxentropic spectra for (d, k) x) 
B25 
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Figure B. 11: Normalized maxentropic spectra for (d, k) = (2, x) 
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Figure B. 12: Normalized maxentropic spectra for (d, k) = (x, 3) 
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Circuit diagrams 
The following sections give a brief description of the electronic equipment spe- 
cially built for this project. 
C. 1 Write amplifier and FIFO 
The write amplifier takes an 8-bit parallel signal and strobe from the computer. 
This is fed into a Myte FIFO and clocked out at a rate determined by a pro- 
grammable clock signal generated in the computer. Another signal from the 
computer turns the write amplifier on or off. This amplifier will supply up to 
24 mA of write current. A high power amplifier, supplying up to about 1A of 
pulsed current is shown in figure 2.5 (page 44). 
The following figures give the circuit diagrams for the write amplifier and 
FIFO board. 
C. 2 Read amplifier 
A straightforward 8-channel differential amplifier was constructed to amplify 
the voltages from the read heads by about 1500. These amplifiers are suitable 
for both inductive and MR heads. 
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Figure CA: Write amplifier circuit with 16-byte FIFO. 
Figure C. 2: FIFO expander: expands 16-byte FIFO to 2 kBytes. 
C2 
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Figure C. 3: Read amplifiers. 
C2 
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Zz; -! o=J-M 
U R, - 
"S 
ra- 
+ 2. + L+ i. + 
Figure C. 4: Analogue to digital converter: 1-8 channels, up to 400 kHz. 
C. 3 Analogue to digital converter 
C3 
ADC. analogue to A single chip ADC with 8-channel track and hold is used to sample the read 
digital converter 
signals. The maximum conversion rate is about 400 kHz, shared between the 
number of channels used. The computer must generate a timing clock signal 
(which is divided to form the required synchronization signals for the ADC). 
In return the ADC provides an end-of-conversion signal and an 8-bit sample 
value. The channels are returned in order. The computer must also provide 
a channel-number-reset signal so that the number of sample channels is pro, - 
grammable. 
CA Data transfer to the computer 
Transferring 400kBytes/s to a computer presents some technical challenges. 
DMA: direct A DMA interface was designed and constructed as this gives moderately high 
memory access transfer rates with minimum processor involvement. An interrupt signals when 
ISA: Industry a transfer block is complete. The ISA card that was built takes an 8-bit input 
Standard 
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Figure C. 5: Main circuit for DMA transfer ISA card. 
C4 
and strobe signal and transfers this (via a small FIFO) to the DMA interface. A 
programmable clock and a programmable counter output are also generated. 
The following figures show the ISA card circuits and DMA select jumpers 
and the pin layouts on the back of the card. 
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I'll M., 
Figure C. 6: DMA diannel jumper select on ISA card. 
Ag 
log. 
Figure C. 7: External connections to DMA ISA card. 
C4 
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Appendix D 
Software 
This appendix lists some of the relevant software written in support of the 
ANSI., American project. The code is all ANSI C, and the listings here do not (intentionally) 
National Standards 
Institution use any platform specific or special language features. 
D. 1 Variable rate code 
This program reads binary data (as text '0' or '1') from the standard input and 
writes coded binary data (again in text form) on the standard output. An argu- 
ment allows the input to be read from a file. Depending on how the program 
is called, it will output variable rate code with different (d, k) parameters. It 
is written in ANSI C and it relies on knowing the filename by which it was 
invoked-the (d, k) values are taken from the filename, e. g., vr 13, vr 14, etc. 
although in its present form it will only encode with k-d=2 or 3. 
1/0: inputloutput A library of some validated 1/0 routines are used, and that is listed later in 
section D. 4. 
Encoder 
/* > vrdk. c */ 
/* Daniel F. Smith, 1997 
/* Invoked as, e. g., vrl3, does variable rate coding with (d, k)-(1,3) 
#include <stdio. h> 
#include <ctype. h> 
#include "3afer. h" 
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static void writen(int n) f 
/* a final stage NRZI encoder: writes out n bits, then flips sign 
static int 1-0; 
1^-l; 
for(n++; n>O; n--) 
putchar(101+1); 
static void quasisym(int word, int d) I 
/* write out the quasi-symbol pair 
int qO, ql; 
qO-word/3; 
ql-word%3; 
writen(qO+d); 
writen (ql+d) 
static void put2bits(int word, int d) ( 
/* simply writes out 2 NRZI bits in text form 
writen(d+word); 
I 
int main(int argc, char *argvll) 
int word; 
int d-l, k-3; 
char *prog; 
int blocksize-3; 
void (*func)(int, int); 
prog-*(arcjv++), argc--; 
if (argc>O) otherstdin-*(argv++), argc--; 
if (argc! -O) return 1; 
if (prog(01--Ivl && proglll--Irl) ( 
if (isdigit(prog[2])) d-prog[21-101; 
if (isdigit(prog[31)) k-prog(31-101; 
switch(k-d) ( 
case 2: /* use quasi-symbol method 
blocksize-3; 
func-quasisym; 
break; 
case 3: /* simple 2 bit output 
blOCk3ize-2; 
func-put2bits; 
break, 
default: 
return 2; 
for(;; ) j 
word-getnbits(block3iZO); 
if (word--EOF) break; 
func(word, d); 
return 0; 
D. 1.2 Decoder 
/* > devrdk. c */ 
/* Daniel F. Smith, 1997 
/* Invoked as, e. g., devrl3, does variable rate coding with (d, k)-(1,3) 
D. 1.2 
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#include <stdio. h> 
#include <ctype. h> 
#include "safer. h" 
static void quasisym(int len, int sign) 
/* decodes quasi-symbols */ 
/* needs to be called once for each q-3yM with the appropriate sign 
static int last--l; 
if (sign! -O) (last-len; return; ) 
len-last*3+len; 
last--l; 
putchar('O'+!! (len&4)), 
putchar(101+!! (len&2)); 
putchar(101+!! (len&l)); 
static void put2bits(int len, int sign) ( 
/* decodes NRZI vr code, does not need sign 
putchar(101+!! (Ien&2)); 
putchar(101+!! (lenal)); 
int main(int argc, char *argv[]) I 
int word, lword; 
int d-l, k-3; 
int count; 
char *prog; 
void (*func)(int, int); 
prog-*(argv++), argc--; 
if (argc>O) otherstdin-*(argv++), argc--; 
if (argc! -O) return 1; 
if (prog[O]--ld' && prog(, ]__, O, && prog[21--Ivp && prog(31--Irl) 
if (isdigit(prog[43)) d-prog(41-101, 
if (isdigit(prog[51)) k-prog[51-101; 
switch(k-d) f 
case 2: /* use quasi-symbol method 
func-quasisym; 
break; 
case 3: /* simple 2 bit output 
func-put2bits, 
break; 
default: 
return 2; 
count-0; 
word-0; 
for(;; ) 
lword-word; 
word-getnbits(l); 
if (word--EOF) break; 
if (word--lword) (count++; continue; ) 
if (count>-d) func(count-d, lword); 
count-0; 
func(count-d, lword); 
return 0; 
D. 1.2 
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D. 2 Timing error resilience (TER) 
This program calculates the timing error resilience metric (TER) from two data 
files of binary data (in text form). It also calculates the index of the first bit in 
error and the last bit in error. 
/* > ter. c */ 
/* Daniel F. Smith, 1997 
/* Given two text binary files, calculates the TER 
TER (timing error resiliance) is a measure of bit errors. E. g., 
0010010010101001001010100100101101001010010010101010101111010101101111101000 
00100101101101001001010100100101101001010010010101010101111010101101111101000 
a^^b 
burst error with timing error 
The TER for these streams would be pos(a)-pos(b)-4 errors. 
#include <stdio. h> 
#include <stdlib. h> 
static char syntax[]-"<orig file> <corrupted file>*; 
static char *loadfile(const char *filename, unsigned long int *ext) 
unsigned long len-0; 
FILE *f; 
char *r-NULL; 
f-fopen(filename, "rw); 
if (f) ( 
fseek(f, O, SEEK_END); 
len-ftell(f); 
fseek(f, O, SEEK_SET); 
r-malloc(len); 
if (r) fread(r, sizeof(char), len, f); 
fclose(f); 
if (ext) *ext-len; 
return r; 
I 
int main(int arge, char *argv[)) ( 
char *orig, *corr; /* the files are loaded into memory here 
unsigned long int lorig, lcorr; /* file lengths 
int ter, up, down; 
if (arge 1 -3) (f print f (3tderr, "syntax, ts %s\n", argvj01, syntax) 1 r*turn 1; ) 
orig-loadfile(argv[ll, &lorig); 
corr-loadfile(argv(2], &lcorr); 
if (orig--NULL 11 corr--NULL) 
fprintf(stderr, "%s: file%s not found: tS%St3\n*, argv(0j, 
(! corr && ! orig)? "s": "", 
orig? "": argv[ll 
Ocorr && ! orig;? " 
corr? "": argv(21); 
return 2; 
/* remove trailing Os (3ome block cod83 generate additional 03) 
for(; orig(lorig-11--101; lorig--); 
for(; corr[lcorr-l]--101; lcorr--); 
/* find first error */ 
for(up-O; up<lcorr up<lorig && orig(up)--corrjup3; up++)j 
/* and last error 
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for(down-0; 
down<lcorr && down<lorig && orig[lorig-l-downl--corrtlcorr-l-down); 
down++) /* void */; 
ter-lorig-down - up; 
if (ter<O) ter-0; /* no errors! 
printf("%d %d %d\n", ter, up, down); 
return 0; 
D. 3 Variable speed Bayesian detector 
D. 3 
This is a development implementation of the variable speed Bayesian detector. 
It is statically compiled to look FoRw bits ahead in time with BACK bits of de- 
cision feedback with variable rate (d, k) = (1,3). The intermediate results are 
displayed as several dynamic charts in a window by the functions in the file 
s copewin (which is not listed here). 
The program is invoked simply with the initial oversampling rate. The read- 
back signal is read from the standard input as unsigned byte data. The output 
is the binary data (in text form) and the standard error output gives a reading 
of current decoding statistics. 
A library of some validated 1/0 routines are used, and that is listed in sec- 
tion D. 4. 
D. 3.1 Main loop 
/* > bayes. c */ 
/* Daniel F. Smith, 1997 
/* Implementation of blind Bay*sian decoder 
/* With variable rate code discrimination 
/* With speed tracking */ 
/* control whether to display charts on screen 
#define SCOPE 
/* implement Bayesian detector or FDTS detector 
#define BAYES 
#include <3tdio. h> 
#include <stdlib. h> 
#include <math. h> 
#include "safer. h" 
#include "filter. h" 
#include "vrcode. h" 
#include "3igex. h" 
#ifdef SCOPE 
#include "scopewin. h" 
#endif 
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#def ine FORW 4 /* forward check bits (look ahead) */ 
#define BACK 17 /* reverse check bits (decision feedback) 
#define TOTAL (FORW+1+BACK) 
#define OVERSAMPLE 4 /* internal oversampling rate 
#define SQUAREW ((a)*(a)) 
#define BITTOD(a) ((a)7127.0: -128.0) 
const double alpha-1.0; /* controls variable speed (1.0) or phase (0.0) 
double mub2-le-6/256; /* LMS (mu/2)/256 */ 
typedef unsigned char uchar; 
typedef struct f 
double Z, X, Y; 
double epsilon, delta; 
) stats; /* statistics of snatch buffers 
static double subtract(double a, double b) ( 
/* threshold subtractor: FSD on the input is +/-128 
const double t-80.0; 
if (a>+t b>+t) return 0.0; 
if (a<-t b<-t) return 0.0; 
return a-b; 
static double streamexp(bitstream b, int index) ( 
/* reads a sample from a bitstream, object 
index/-OVERSAMPLE; 
if (index>TOTAL) return 0.0; 
return BITTOD(b & bit(TOTAL-1-index)); 
static void showscope(filter *est, filter *real, filter *chan, bitstream b) 
/* display charts on screen 
#ifdef SCOPE 
static scopet *S-NULL; 
int i; 
if (! s) s-newscope(5); 
for(i-O; i<est->ntaps; i++) 
double c; 
c-(i>-chan->ntaps)? O. O: chan->tap[i); 
scope(s, c*1200, streamexp(b, i)/4-0, 
est->tap(ij, re&l->tap[i1, 
subtract(est->tap(il, real->tap(il)/2.0); 
scopeblip(s); 
#endif 
static filter *makeest(filter *dest, bitstream b, const filter *channel) 
/* convert a bitstream into a snatch 
int i; 
for(i-O; i<dest->ntaps; i++) 
dest->tap(i]-streamexp(b, i); 
dest->scale-1.0/256.0; 
filfirf(dest, channel); 
return dest; 
static double compare(filter *est, filter *real) ( 
/* calculate the probability that the real filter was caused by est 
double sumsq-0.0; 
int i; 
for(i-O; i<est->ntap3; i++) 
double d-subtract(est->taptil, real->taplil); 
sumsq+-d*d; 
sumsq/-256*OVERSAMPLE*TOTAL; 
return exp(-sumsq); 
I 
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static stats *update(stats *resultp 
const filter *est, const filter *real, COn3t filter *channel, 
bitstream known, double expd) ( 
/* calculate snatch statistics and update the LMS filter 
double integ-0.0; /* LES */ 
double ss-O. O, Ssi-0.0; /* both RHS3 
double d, /* d(real)/dt 
double e; /* d(est)/dt 
double f; /* average of d and e 
int i'm; 
double x; 
for(i-l; i<real->ntaps-l; i++) f 
d-0.5*(real->tap(i+l]-real->tap(i-1]); 
e-0.5*( est->tap[i+l]- eat_>tap(j_lj); 
f-0.5*(d+e); 
integ+-subtract(est->taplil, real->tap(il)*f; 
f*-f; 
ss+-f; 
ssi+-i*f; 
result->Z-integ; 
result->X-ss/expd; 
result->Y-ssi; 
result->delta -1.00*re3Ult->Z/re3Ult->Y; 
result->epsilon-0.00*result->Z/result->X; 
/* LMS filter update */ 
m-(channel->ntaps-OVERSAMPLE)/2; 
for(i-O; i<OVERSAMPLE; i++) 
int J; 
x-mub2*subtract(real->tap(m+il, est->tap(m+i)); 
for(J-O; J<channel->ntaps; j++) 
channel->tap(j]+-x*stroamexp(known, i+J-OVERSAMPLE/2); 
return result; 
int main(int arge, char *argv(]) ( 
int bestno--I; /* index number of the best match so far 
bitstream be3tknown-nullstream; /* the best match so far 
bit3tream known-0; /* decision feedback bits 
uchar *buf; /* the data buffer 
double boff; /* buffer offset 
long int len; /* length of buffer 
double expd-2.0; /* estimated expansion factor 
stat3 St; /* a holder for snatch statistics */ 
double eta, maxet&, 3gneta; /* probability calculations 
filter *r; /* the real data, expanded to OVERSAMPLE */ 
filter *rhat; /* the estimated data from a bitstream, expanded 
filter *channel; /* the estimated channel response, expanded 
int i; 
if (argc--2) expd-atof (argv [1) ); /* starting expansion factor */ 
len-readstream(stdin, (char **)&buf); /* will fail if out of memory 
boff-0.5; 
r-filnew("re3arnpled data*, OVERSAMPLE*TOTAL); 
rhat-filnew("estimated data", OVERSAMPLE*TOTAL); 
channel-filnew("channel estimate", OVERSAMPLE*BACK)i 
/* start off with a channel estimate: impulse or dipulst 
for(i-O; i<channel->ntaP3; i++) i 
double a-i-(channel->ntaps/2); 
/* channel->taplil-. l/(1+0.10*a*&); */ /* impuls*/Lor*ntzian 
channel->taptil- (0.02*a) /SQUARE (1+0.02*&*&) ; /* dipulse 
D. 3.1 
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while((len-boff)>expd*TOTAL) 
/* generate real sampled values */ 
sigexpandfromc (buf, len, bof f, TOTAL*expd, r->tap, r->ntaps) , 
/* generate streams */ 
maxeta--l. 0; /* always update 
sgneta-0.0; 
fOr(i-O; i<(I<<(FORW+1)); i++) 
/* work through every possible signal 
/* this doesn't calculate eta(+l) and eta(-l) but 
* adds or subtracts etao depending on what s_O 
* is --- the cumulation is in sgneta. 
bitstream d; 
d-adddkl3code(known, FORW+I, i); 
if (d-=nullstream) continue; 
/* turn into a signal estimate 
makeest(rhat, d, channel); 
/* compare */ 
eta-compare(rhat, r); 
if (eta>maxeta) /* it's more probable than others 
bestno-i; 
maxeta-eta; 
bestknown-d; 
if (d & bit(FORW)) eta--eta; 
sgneta+-eta; /* -ve for 1, +ve for 0 
/* update with FDTS estimate 
known-bestknown; 
#ifdef BAYES 
/* convery FDTS result into Bayes form 
if (sgneta<0.0) knownl- bit(FORW); 
if (sgneta>0.0) known&--bit(FORW); 
#endif 
/* calculate statistics for LMS update 
makeest(rhat, known, channel); 
update(&st, rhat, r, channel, known, expd); 
/* show stuff on screen */ 
showscope(rhat, r, channel, known), 
/* print useful values */ 
fprintf (stderr, "pos %. lf sgneta -%. 3e maxeta %. 3e 
"expd %. 4f delta %. 4f\nw, 
boff, sgneta, maxeta, expd, st. delta), 
/* output the decoded data 
known>>-FORW; 
putchar(101+(known&l)); fflush(stdout); 
/* update the variable speed tracking 
expd*-(l+alpha*st. delta); 
if (expd< 1-0) expd- 1.0; /* this is Useful for real data 
if (expd>20.0) expd-20.0; 
boff+-expd-st. epsilon; 
return 0; 
D. 3.2 Support routines: variable rate code 
/* > vrcode. h */ 
#ifndef VRCODE_H 
#define VRCODE_H 
D. 3.2 
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#define shl(x, y) ((x)<<(y)) 
#define shr(x, y) ((x)>>(y)) 
#define bit(x) (1<<(x)) 
#define rbit(a, x) (!! ((a) & bit(x))) 
#define ones(a) (bit(a)-l) 
/* holds a transmitted bit stream, most recent in LSB 
typedef unsigned long int bitstream; 
extern const bitstream nullstream; 
/* all bitstreams are valid, but nullstream is special in some circumstances */ 
extern int qcode(1, s0, nsa, nsb; 
extern char *qsymtl; 
extern bitstream getvrcode(int n, int 1); 
extern bitstream adddk13code(bitstream prev, int n, int index); 
extern char *bitstreamtoa(bitstream); 
#endif 
/* vrcode. c */ 
/* Daniel F. Smith, 1996 
/* contains the code parameters 
#include "vrcode. h" 
#include "safer. h* 
const bitstream nullstream--(bitstream)O; 
/* quasi-symbol mappings, S-a in high nybble, S-b in low nybble */ 
int qcode[91-(OxOO, OxOl, OxO2, OxIO, Oxll, Oxl2, Ox2O, Ox2l, Ox221; 
/* maps symbols back to quasi-symbols, qsym[nsb*S_a+S_bl */ 
char *qsym[91-(*000", "0011, "010", "011", "100", "101", "110", 0111", "SSS"); 
int sO-2; 
int nsa-3, nsb-3; 
static bitstream genvrcode(int b, int 1) j 
/* generate variable rate code coding b 
/* maximum length of code is 1 
/* first bits are always 0 */ 
/* bit 0 of b is always aligned at bit 1-1 of answer 
bitstream r-0; 
int i-0; 
while(i<l) 
int x, p, q; 
x-b & 7; 
b>>-3; 
p-sO+(qcode[xj>>4); 
q-sO+(qcode[x]&15); 
r<<-p; i+-p; rj-0; 
r<<-q; i+-q; rl-ones(q); 
I 
if (i>l) r>>-(i-1); 
return r; 
I 
bitstream getvrcode(int. n, int 1) 4 
/* gets an unique VR code of index n 
static int 11-0; 
static int bn-0; 
static bitstream *code-(void *)0; 
static int tablen-0; 
if (1! -11) /* regenerate table 
int t, i, j; 
t-l<<(1/2+1); 
if (t>tablen) 
tablen-t+20; 
code-srealloc(code, tablen*sizeof(*Code)); 
bn-0; 
for(i-O; i<t; i++) 
bitstream x; 
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x-genvrcode(i, l); 
for(J-O; J<bn; j++) 
if (x--code(j]) break; 
if (J--bn) code[bn++]-x; 
code[bn]-O; 
if (n>-bn) return 0; 
return code(n]; 
bitstream adddkl3code(bitstream prev, int n, int index) 
/* add n bits onto prev (recursive) */ 
/* index determines what value to add 
/* nullstream returned if index is not a valid expansion 
bitstream temp-prev; 
if (n<-O) ( 
if (index! -O) return nullstream; 
return prev; 
prev<<-l; 
n--; 
/* k constraint */ 
temp&-ones(4); /* can only flip state 
if (temp-=O ) return adddkl3code (prevI l, n, index); 
if (temp--ones(4)) return adddkl3code (previ 0, n, index); 
/* d constraint */ 
temp&-ones(2); /* can't be the same as prev bit 
if (temp--2) return adddkl3code(prevlO, n, index); 
if (temp--I) return adddkl3code(previl, n, index); 
/* take our index code out */ 
return adddkl3code(prevl(index&l), n, index/2); 
char *bitstreamtoa(bitstream x) ( 
/* convert a bitstream into text form 
const int sz-sizeof(bitstream)*8; 
static char buf[sz+ll; 
int i-sz; 
buffi--]-'\O'; 
while(i>-O) ( 
buffi--]-101+(x&l); 
x>>-I; 
return buf; 
D. 3.3 Support routines: signal expansion 
/* > sigex. h */ 
#ifndef sigex-h 
#define sigex-. b 
extern int sigexpand(const double *in, int inlen, double *out, int outlen); 
extern int sigexpandc(const unsigned char *intint inlen, double *out, int outlen); 
extern int sigexpandsqu(con3t double *in, int inlen, double *out, int outlen); 
extern int sigexpandlin(const double *in, int inlen, double *out, int outlen); 
extern int sigexpandfromc(const unsigned char *buf, int buflen, 
double off, double len, double *out, int outlen); 
#endif 
D. 3-3 
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/* > sigex. c */ 
/* Daniel F. Smith, 1996 
/* squeezes or expands a 
#include <stdlib. h> 
#include "safer. h- 
#include "qsinc. h" 
block of (double) data 
static int squash(const double *in, int inlen, double *out, int outlen, doubl* 3c) 
int i, j, jl, j2, jd, t; 
double P-(double)(inlen-l)/(outlen-1); 
double ex-qsinc_exto; 
id-ex/sc+O. S; 
for(i-O; i<outlen; i++) 
double s=0.0; 
t-p*i+0.5; 
jl-t-jd; if (jl<O) jl-O; 
J2-t+jd; if (j2>inlen) J2=inlen; 
for(j-jl; j<j2; j++) 
s+-qsinc(sc*(J-t))*in[j); 
outtil-s/p; 
return 0; 
static int, expand(const double *in, int inlen, double, *Out, int outlen) 
int i, f, r; 
int newinlen; 
double *b; 
double s; 
f-outlen/inlen; 
if (inlen*f! -outlen) f++; 
/* expand up a multiple 
newinlen-l+f*(inlen-1); 
b=(double *)calloc(newinlen, sizeof(double)); 
if (! b) return 1; 
s-(double)newinlen/outlen; 
for(i-O; i<inlen; i++) 
b[f*il-s*in[i); 
r-squash(b, newinlen, out, outlen, PI/f); 
free(b); 
return r; 
static int, copy(const double *in, double *out, int len) 
int i; 
for(i=O; i<len; i++) 
outfi]-in[j); 
return 0; 
I 
D. 3-3 
int sigexpand(const double *in, int inlen, double *Out, int outlen) 
/* 'perfect' expand: convolve with sinc 
if (! out 11 Un) return 1; 
if (inlen--outlen) return copy(in, out, outlen); 
if (inlen>outlen) return squash (in, inlen, out, outlen, (Pl*outlen-1) / (inlen-1)) 
return expand(in, inlen, out, outlen); 
int sigexpandc(const unsigned char *in, int inlen, double *Outtint outlen) 
/* expand from unsigned characters 
static double *buf-NULL; 
static int buflen-0; 
int i; 
if (inlen>buflen) 
buflen-inlen+20; 
buf-srealloc(buf, buflen*sizeof(*buf)); 
I 
for(i-O; i<inlen; i++) 
buf[il-uctod(inji)); 
return sigexpand(buf, inlen, out, outlen); 
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static double getpelc(const unsigned char *buf, int buflen, double x, double ex) 
/* return the interpolated value at (arbitrary point) x of buf 
double sum-0.0; 
int i, pl, p2; 
pl-x-ex+1.0; 
p2-x+ex; 
if (PI<O) pl-0; 
if (p2>buflen) p2-buflen; 
for(i=pl; i<p2; i++) 
sum+-qsinc(Pl*(x-i))*(buf[il-128.0); 
return sum; 
int sigexpandfromc(const unsigned char *buf, int buflen, 
double off, double len, 
double *out, int outlen) 
/* expand from a char array from arbitrary position and length 
int. i; 
double step, ex; 
ex-qsinc-exto/Pl; /* pixel extent 
step-len/(outlen); 
for(i-O; i<outlen; i++) 
out(il-getpele(buf, buflen, off+i*step, ex); 
return 0; 
int sigexpandsqu (const double *in, int inlent double *out, int outlen) 
/* unsophisticated block expand with interpolation at edges 
double sc, off; 
int i, j, k; 
if (! out 11 Un) return 1; 
if (inlen--outlen) return copy(in, out, outlen); 
sc-(double)inlen/outlen; 
for(i-O; i<outlen; i++) f 
J-sc*i; 
k-sc*(i+l); 
if (J-mk 11 k>-inlen) 
out(il-in(J]; 
continue; 
off-sc*i-j; 
out(il-in[jl*(I. O-off)+intkl*off, 
return 0; 
I 
int sigexpandlin(const double *in, int inlen, double *out, int outlen) 
/* simple linear interpolation 
double sc, off; 
int i, j; 
if (! out 11 Un) return 1; 
if (inlen--outlen) return copy(in, out, outlen); 
sc-(double)(inlen-l)/(outlen-1); 
for(i-O; i<outlen; i++) 
J-sc*i; 
off-sc*i-J; 
out[i1-(l. O-off)*in[jj; 
if ((++J)<outlen) out(i]+-off*intjl; 
I 
return 0; 
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D. 3.4 Support routines: filtering 
/* > filter. h */ 
#ifndef filter_h 
#define filter_h 
#include <stdio. h> 
typedef double ftype; 
typedef struct I 
char *name; /* a text name for the filter 
ftype *tap; /* the filter taps */ 
int ntaps; /* the number of filter taps 
double scale; /* a linear amplitude scale factor 
I filter; 
extern filter *filload(const char *); 
extern filter *filfload(const char *, FILE *f); 
extern filter *filcopy(const filter *); 
extern filter *filnew(const char *, int); 
extern void filresize(filter *, int); 
extern void fildel(filter *); 
extern void filadd(filter *, const filter 
extern void filfiri(unsigned char *, int, const filter 
extern void filfir(double *, int, const filter 
extern void filfirf(filter *, const filter *); 
#endif 
/* > filter. c */ 
/* Daniel F. Smith, 1996 
#include <stdio. h> 
#include <string. h> 
#include <stdlib. h> 
#include "safer. h" 
#include "filter. h" 
filter *filnew(const char *name, int ntaps) 
/* create a new filter 
filter *n; 
n-salloc(l, filter); 
n->name-salloc(strlen(name)+I, char); 
strcpy(n->name, name); 
n->tap-SCallOC(ntaps, sizeof(*(n->tap))); 
n->ntaps-ntaps; 
n->scale-1.0; 
return n; 
void filresize(filter *f, int ntaps) ( 
/* change the number of taps in a filter (no initialization) 
f->tap-srealloc(f->tap, ntaps*sizeof(*(f->tap))); 
f->ntaps-ntaps; 
I 
filter *filcopy(const filter *f) j 
/* create a copy of a filter 
filter *n; 
int, i; 
if Of) return NULL; 
n-filnew(f->name, f->ntaps); 
for(i-O; i<f->ntaps; i++) 
n->tap[i1-f->tap[ij; 
return n; 
void fildel(filter *f) j 
/* delete a filter 
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free(f->name); 
f ree (f->tap) 
free(f); 
I 
filter *filload(const char *name) ( 
/* load a filter from filename 
filter *fil; 
FILE *f; 
f-fopen(name, "r"); 
fil-filfload(name, f); 
fclose(f); 
return fil; 
I 
filter *filfload(const char *name, FILE *f) 
/* load a filter from FILE* 
char tmp[40]; 
filter *fil; 
int i; 
fil-filnew(name, 512); 
for(i-O;! feof(f); ) ( 
sfgets(tmp, lengthof(tmp), f); 
if (tmp[01--'#') continue; 
if (sscanf(tmp, ltlf", &(fil->tap(i++)))! -I) break; 
if (i>-fil->ntaP3) filresize(fil, 2*fil->ntaps); 
filresize(fil, i-1); 
return fil; 
I 
void filadd(filter *d, const filter *s) 
/* add two filters together 
int i; 
double so-1.0; 
if (d->ntaPs !- S->ntaps) return; 
if (d->scale! -O. O) sc-s->scale/d->scale; 
for(i-O; i<d->ntaps; i++) 
d->tap [i] +-sc*s->tap [i]; 
/* The following routines perform FIR on different types of input data */ 
void f ilf iri (unsigned char *id, int len, const f ilter *f) 
int, a, b; 
double mac; 
static unsigned char *idd-NULL; 
static int iddlen--I; 
if (! f 11 ! id 11 len<-O) return; 
if (iddlenl-len) ( 
iddlen-len; 
idd- (unsigned char *) srealloc (idd, iddlen*sizoof (unsigned char)) 
I 
for(a=O; a<len; a++) 
idd(a)-id[a]; 
for(a-O; a<len; a++) 
mac-0.0; 
for(b-O; b<f->ntaps; b++) 
int from; 
from-a+b-(f->ntap3)/2; 
if (from<O 11 from>len) continue; 
mac+-(iddjfromj-128)*f->tapjbj; 
mac*-f->scale; 
mac+-128; 
if (mac>255) mac-255; 
if (mac<O) mac-0; 
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idlal-mac; 
void filfir(double *id, int len, const filter *f) 
int a, b; 
double mac; 
static double *idd-NULL; 
static int iddlen--l; 
if (! f 11 ! id 11 len<-O) return; 
if (iddlen<len) j 
iddlen-len+20; 
idd-(double *)srealloc(idd, iddlen*3izeof(double)); 
I 
for(a-O; a<len; &++) 
idd[al-id[a); 
for(a-o; a<len; &++) f 
mac-0.0; 
for(b-O; b<f->ntaps; b++) 
int from; 
from=a+b-(f->ntaps)/2; 
if (from<O 11 from>len) continue; 
mac+-idd(fromj*f=>tap(b3; 
mac*=f->scale; 
id(al=mac; 
void filfirf(filter *to, const filter *by) 
int a, b, x, y, z; 
double mac; 
static filter *src-NULL; 
src-filcopy(to); 
if (to--by) by-3rC; /* src won't be altered --- 3afe for autocorrel. 
for(&-O; a<to->ntaps; a++) ( 
x-a-(by->ntaps)/2; /* from in src 
y-x+by->ntaps; /* to in src 
Z-0; /* 3tart in by 
if (x<O) z--x, x-O; 
if (Y>src->ntaps) y-src->ntaps; 
mac-0.0; 
for(b-x; b<y; b++, z++) 
mac+-src->tap[bl*by->tap[zl; 
mac*-by->scale; 
to->tap[al-mac; 
I 
fildel(src); 
D. 3.5 Support routines: quick sinc function 
/* > qsinc. h */ 
#ifndef qsinc_h 
#define qsinc_h 
extern int qsinc-init(int, double); 
extern double qsinc(double); 
extern double qsinc-ext(void); 
#endif 
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#ifndef PI 
#define PI (3.14159265358979323) 
#endif 
/* > qsinc. c */ 
/* Daniel F. Smith, 1996 
/* Fast sin(x)/x */ 
/* uses truncated lookup table and linear interpolation 
#include <math. h> 
#include <stdlib. h> 
#include Oqsinc. h" 
static double *buf-NTJLL; 
static int buflen-0; 
static double sc-0.0; 
#define QSINCDEF qsinc-init(20,4*Pl) 
static double sinc(double x) ( 
/* probably won't do very well close to x-O 
/* you should use such large tables in that case 
if (x--O. O) return 1.0; 
return sin(x)/x; 
I 
static double window(double x) I 
/* use Welch window for truncation 
/* -1<x<l */ 
return I-x*x; 
I 
int qsinc_init(int size, double extent) 
/* size-size of lookup table 
/* extent-truncation extent 
int i; 
if (size<-O) return 1; 
if (buf) free(buf); 
buf-(double *)malloc(sizeof(double)*size); 
if (! buf) return 2; 
buflen-size; 
sc-(double)buflen/extent; 
for(i-O; i<buflen; i++) 
buf(il-sinc((L*extent)/buflon)*window((double)i/buflon); 
return 0; 
double qsinc(double x) 
int i; 
double off, addl, add2-0.0; 
if (! buf && QSINCDEF) return 0.0; 
if (x<0.0) x--x; 
x*-sc; 
i-x; 
if (i>-buflen) return 0.0; 
off-x-i; 
addl-(1.0-off)*buf[il; 
if (++i<buflen) add2-off*buf(i); 
return addl+add2; 
I 
double qsinc_ext(void) ( 
if (! buf && QSINCDEF) return 0.0; 
return buflen/sc; 
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DA Support library 
This library provides simple validated routines that are genera. Hy useful. 
/* > safer. h */ 
#ifndef safer_h 
#define safer_h 
#include <stdio. h> 
#define lengthof(x) (sizeof(x)/sizeof(*(x))) 
#define salloc(n, t) scalloc((n), sizeof(t)) 
#define square(x) ((x)*(x)) 
extern char *otherstdin; 
extern double uctod(unsigned char); 
extern unsigned char dtouc(double); 
extern char dtoc(double); 
extern void *scalloc(size-t, size-t); 
extern void *srealloc(void *, size-t); 
extern int sfgets(char *, int, FILE *); 
extern size_t readstream(FILE *, char **); 
extern char *itob(unsigned int); 
extern FILE *sfopen(const char *, con3t char *); 
extern int bitrev(int, int); 
extern int getnextbit(void); 
extern int getnbits(int); 
extern int getnnrzbits(int); 
extern int countones(unsigned int); 
extern void outputnrz(int); 
extern void outputnrzbits(int, unsigned int); 
extern double fact(int); 
#endif 
/* > safer. c */ 
/* Daniel F. Smith, 1996 */ 
#include <stdlib. h> 
#include <stdio. h> 
#include "safer. h' 
char *otherstdin-NULL; /* if non-null, get*bit (*I-next) reads from this */ 
unsigned char dtouc(double d) I 
/* double to unsigned char 
int x-d+128; 
if (x>255) x-255; 
if (X<O) X-0; 
return x; 
char dtoc(double d) ( 
/* double to unsigned char with no offset 
int x-d; 
if (x>25S) x-255; 
if (x<O) X-0; 
return x; 
I 
double uctod(un3igned char c) ( 
/* unsigned char to double 
int X-C; 
return (double)(x-128); 
FILE *sfopen(const char *name, const char *mode) 
/* safer file open */ 
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rILE *r; 
r-fopen(name, mode); 
if (r) return r; 
perror(name); 
exit(l); 
/* safer versions of memory allocation */ 
void *scalloc(size-t n, size-t 31ze) 
void *r; 
r-calloc(n, size); 
if (r) return r; 
fprintf (stderr, "Out of memory allocating %d byte3\n", n*31Ze); 
exit(l); 
void *srealloc(void *m, size_t x) j 
m-realloc(m, x); 
if (m) return m; 
fprintf(stderr, "Out of memory allocating %d bytes\n", x); 
exit(l); 
int sfgets(char *buf, int size, FILE *f) ( 
/* more sensible version of fgetso 
int i; 
if (! f) return 0; 
for(i-O; i<size-1 && ! feof(f); i++) 
int C; 
c-fgetc(f); 
if (c--EOF II c--I\nl II c--I\rl II c--1\01) break; 
buftil-c; 
I 
bufti++3-1\0'; 
return i; 
size_t readstream(FILE *f, char **h) ( 
/* reads a non-regular file into memory 
size_t len-1024, sofar-O, nextread-len; 
char *buf; 
if M) return 0; 
buf-srealloc(NULL, len); 
do ( /* almost got to do it this way unfortunately 
unsigned long int 1; 
1-f read (buf +sof ar, sizeof (char) , nextread, f) 
sofar+-l*sizeof(char), 
if (1<nextread) break; 
len*-2; 
nextread-len-sofar; 
buf-srealloc(buf, len); 
) while(! feof(f)); 
*h-buf; 
return sofar; 
char *itob(un3igned int x) ( 
/* integer to binary (text) 
static char buf[l4*sizeof(un3igned int)]; 
int i; 
for(i-sizeof(buf)-I; i>O; x>>-l) 
buf(--il-101+(x&l); 
buftsizeof(buf)-11-1\01; 
return buf; 
I 
int countones(unsigned int x) ( 
/* count the number of set bits in x 
int i; 
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for(i-O; x; i++) 
x&-x-l; 
return i; 
I 
static int rev(int x, int 1) ( 
/* slowly reverse the bits in a number 
int y-0; 
int i; 
for(i-l; i>O; i--) 
Y<<-I; 
yl-x&l; 
x>>-I; 
I 
return y; 
int bitrev(int x, int 1) ( 
/* fast (lookup table) bit reverse 
static int 11--l, mask-0; 
static int *buf-NULL; 
if (1! -11) ( 
int i; 
if (1>11) buf-3realloc(buf, (l<<l)*sizeof(*buf)); 
for(i-O; i<(l<<I); i++) 
buf(i]-O; 
11-1; 
mask-(I<<l)-I; 
x&-mask; 
if (buf[xl--O && x1-0) buf(xl-rev(x, l); 
return buf[x]; 
int getnextbit(void) ( 
/* returns the next bit (yes, bit) frOM 3tdin 
static int n-O, v-0; 
if (v--EOF) return EOF; /* keep returning EOF when EOF is reached 
if (n<-O) i 
v-getcharo; 
if (v--EOF) return EOF; 
n-8; /* S-bit chars 
n--; 
v<<-I; 
return !! (v&256); 
static int bitsource(void) ( 
/* gets a bit from stdin or (memory) from other3tdin 
if (otherstdin) I 
r-*(otherstdin++); 
if (r--1\01) jotherstdin--; r-EOF; return r; ) 
else 
r-getcharo; 
if (r--EOF) return r; 
return r; 
static int getbit(void) ( 
/* gets a bit from a text binary stream 
static int r-0; 
if (r--EOF) return EOF; 
r-bitsourceo; 
if (r--EOF) return EOF; 
r&-l; 
return r, 
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static int getnrzbit(void) ( 
/* gets an NRZI bit from a text binary stream 
static int r-0; 
int y; 
if (r--EOF) return EOF; 
Y-r; 
r-bitsourceo; 
if (r-=EOF) return EOF; 
r&-l; 
return (y! -r); 
int getnbits(int n) f 
/* return the next n bits from otherstdin or 3tdin, text binary 
int r, x; 
r-getbito; 
if (r--EOF) return EOF; 
for(n--; n>O; n--) ( 
x-getbito; 
if (x-=EOF) x-0; 
r=(r<<l)lx; 
I 
return r; 
int getnnrzbits(int n) I 
/* return the next n bit$ from otherstdin/stdin, text binary NRZI 
int r, x; 
r-getnrzbito; 
if (r--EOF) return EOF; 
for(n--; n>O; n--) ( 
x-getnrzbito; 
if (x--EOF) x-0, 
r-(r<<I)lx; 
return r; 
void outputnrz(int bit) ( 
/* print an NRZI bit 
static int lastbit-0; 
bit&-l; 
lastbit^-bit; 
putchar(101+lastbit); 
void outputnrzbits (int n, unsigned int word) 
/* print several NRZI bits */ 
for(; n>O; n--, word>>-l) outputnrz(word); 
double fact(int n) 
/* calculate factorials 
/* recursion free zone! 
static double *table-NULL; 
static int tabsize-O, tabto-0; 
int ts; 
if (n<O) return 0.0; 
ts-(tabsize<-O)? 8: tabsize; 
while(n>-ts) ts*-2; 
if (ts>tabsize) ( 
tabsize-ts; 
table-srealloc(table, tab31ZG*3izeof(*table)); 
while(n>-tabto) 
table (tabto] - (tabto>O) ftable I tabto-1] *(double) tabto: 1.0; 
tabto++; 
DA 
233 
SOFTWARE 
return table(n]; 
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account number, 20,23 MR, 19,50 
acknowledgement, x MR head, No 15 
adaptive BIE, 65 
equalization, 110-115 bifurcation, 190 
filter, 14,110-115,139,147 binary, 61 
ADC, 50,211 biometric, 31,34 
AGC, 21,49,134 biscuits, x 
alternation, 147 bit cell, 21,198 
American, xi bit density, 11,96,138,153 
American National Standards Institute, bit error rate, 138,149-157 
see ANSI bits in error, see BIE 
amplifier, 14,50,94,96 blind 
read, 208 adaptive filter, 131-133 
write, 43,56,208 equalization, 118,124 
amplitude, 21,96,139 blind detector, 164 
analogue electronics, 117 - (blob), 61 
analogue to digital converter, see ADC bold letter, xiii 
anonymity, 33 broadcasting, 34 
ANSI, 19 buffer, 81,91,128,138 
apparatus, 38-60 burring, 20 
areal density, xii, 51,63 
Asian, xi calligraphy, xiii 
asterisk, xiii camera film, 78 
asymmetry, 75 capacitor, 14 
attenuation, 204 capacity, 34 
audio samples, 35 card 
audit, 33 acceleration, 26 
authentication, 31 burring, 20 
authorization, 169 capacity, 31,32 
autocorrelation, 96,98,103,196 carrier, 40 
automatic gain control, see AGC combined cash and credit, 33 
average, 82 constraints, 38 
averaging, 105 contact, 40 
azimuth, 12,21,25,40,46,79 copying, 31,33 
dimensions, 20 
bandlimitation, 100,120 fingerprint, 32 
bandwidth, 94,99,119 format, 19-26 
signal, 4 head angle, 40 
banking, xi identification, 170 
bar code, 28 moving, 39 
barber-pole, 50 optical, 31 
Barkhausen noise, 14 paper ticket, 31 
Bayesian detector, 67,93,122,125-137,162, producer, 38 
168 punched, 28 
belt, 40 read mechanism, 46-51 belt reader, 25 reader, 14,25-26,36,139 bias, 96,115 Smart, 28,32 
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smoothness, 20 
standard, 36 
surface finish, 20 
tampering, 33 
thickness, 20 
token, 170 
tracks, 21 
uses, 31 
velocity, 39 
warpage, 20 
watermark, 32 
write mechanism, 39-46 
writer, 36,46 
carriage, 39 
case, of letter, xiii 
cash, electronic, 32 
cassette, 48 
channel, 14,61,91,93,95,97,106,110,118, 
129,136,139 
capacity, 93-105 
compensation, 105 
operator, 94 
utilitization, 64 
channeling, flux, 11 
character device, 56 
characteristic equation, 192 
charge constraint, 62,148,189,193 
check bits, 123 
chit, 169 
circle, 61 
circuit diagram, 40 
circuit diagrams, 208-212 
clock, 56,79 
code, 84 
data, 21 
external, 78 
programmable, 208,211 
recovery, 25,76-92 
sampling, 84 
track, 78 
closed form, 194 
coating, 50 
code, 73 
a priory probability, 127 
2D, 63,78 
algorithm, 189 
capacity, 189 
(d, k), 193-194 
card standard, 21-25 
convolutional, 123 
efficiency, 61,64,64,73-75,189,194 
FM, 21,153,165,168,193 
low density, 77 
MFM, 168,198 
power spectrum, 196-204 
PPM, 78 
rate, 64,73,74 
redundant, 166 
RLL, 193 
self-clocking, 78 
sparse, 77 
state machine, 188 
transition density, 64 
trellis, 123 
turbo-, 123 
variable rate, 67-73,153,165,168, 
194-195,200 
codes, 167 
coefficient, polynomial, 191 
coercivity, xi, 3,32,98,157 
standard, 21 
coil, 10,13 
combinations, 200 
communications, 34,96,110,123 
comparator, 122 
compatibility, 56 
compensation, MR non-linearity, IS 
competition, 1,28 
component, frequency, 96 
compression, 68 
computation, 1,5,9,91,123,128,134,165 
computer, 32,40,46,50,139,208,211 
concave, 111 
conditional access, 170 
confidence margh 149 
constraints, card, 38 
conventions, xiii 
convergence, velocity, 143 
conversion charts, xi 
conversion, RLL, 198 
convolution, xiii, 80,106,197 
convolutional code, 123 
correction, 81 
correlation, 81,91,98,110,154 
cost, 9,31,36,46,49,91 
credit card, 2 
standard, 19-26 
standard format, 38 
critical field, H., 9,10,19 
cross-section, magnetic field, 4 
crystal, 76,77 
current, 3,13,43 
data clock, 21 
data rate, 50 
data transfer, 211 
database, 34 
DC erase, 40 
DCC, 13,18,44,43,50,52,78,105,115 
de facto standard, 19 
decision direction, 114 
244 
decision feedback equalization, see DFE domain switching, 14 
declaration, of author, x drop-out, 79,165 
decoding DSV, 62 
algorithm, 66-67 durability, 48-50 
variable rate code, 71 duty ratio, 13,100,148 
decoding speed, 139 dynamic write effects, 11 
defect, 165 
delay, 197 economics, 171-172 
operator, 120,197 EDFE, 125 
A, 83 efficiency, 63,67 
J, 83 eigenvalue, 191 
density electro-motive force, see EMF 
areal, xii electromagnetism, 3 
linear, xii electronic point of sale, see EPOS 
transition, 189 EMF, 14 
density ratio, 71,73,74 employee number, 170 
detection, 93 encryption, 32,33 
maximum likelihood, 120 energy, 147 
peak, 120 energy absorption, 13 
detector, 76,121-166 entropy, 68,71,200 
algorithmic, 163 EPOS, 105,170 
Bayesian, 67,93,118,122,125-137,162 EPR4,120 
digitizing, 49 EPRML, 120,124 
infra-red, 40 equalization, 93,105-119,121 
magnetic, 2 pre-, 119 
MAP, 122 equalizer, 125 
non-linear, 135-137 equation, characteristic, 192 
peak, 28,75,122,122,153,157,166 erasable track, 21 
speed of, 139 erase, 98,125 
threshold, 14,49 DC, 40 
variable speed, 133-135 head, 40 
Viterbi, 122,123,166 error, 111,123 
zero-crossing, 122,122,158,166 burst, 35,65,118 
device driver, 56,56 checking, 20 
DFE, 118,122,124-125,131,163 clocking, 147 
digital compact cassette, see DCC concealment, 35 
digital sum variation, see DSV containment, 165 
digitizer, 46,49 correction, 34-36,170 
dinosaur, 59 counting, 153 
diode, 118 cumulative, 147 
dipole margin, 149 
bar, 4 mean squared, 109 
interaction, 5 propagation, 165 
magnetic, 3,3,9,19 rate, 36,138,149-157 
set of bars, 7,8 recovery, 65,66-67 
dipulse, 97,138 signal, 79,80,133 
Dirac delta function, 97 timing, 165 
direct memory access, see DMA timing and value, 75 
discrete, xiii estimator, xiii 
discrete detector, 122 ethos, 36 
display, 169 Europeanxi 
distortion, 14,85,93,97,117,136,142,160 exclusive or, 120 
(d, k), 62,73,75,78,82,165,193 expectation, xiii, 197 
DMA, 50,211 experimental apparatus, 38-60 
domain, 188 expiration date, 23 
expiry date, 33 
245 
extemal dock, 78 
failure mechanism, 171 
Faraday law, 14 
Farrow structure, 133 
FAST, 56 
FDTS, 122,130-131,162 
feedback, 110,126,128,135,138,147,162 
feedforward, 110 
ferromagnetism, 3,9 
field conditions, 170-171 
field, magnetic, 3-9 
FIFO, 43,50,208,212 
filter 
adaptive, 14,110-115,147 
convergence, 114 
inverse, 106 
Kalman, 133 
matched, 119 
nalve, 107 
noise whitening, 124 
optimal, 107 
passive, 98 
recursive, see HR 
tap, 110 
transversal, see FIR 
Weiner, 107 
fingerprint, 32,32,169 
finite state transition matrix, see FSTM 
FIR, 94,109,110,114,125,136-138 
fixed-delay tree search, see FDTS 
flexibility, 48 
flip-back, 15,19,115,117,136 
flux reversals per inch, see frpi 
flywheel, 75,165 
FM code, 21,78,153,165,168 
forgery, 32 
format, 21-25 
track 1,23 
track 2,23 
track 3,23 
four-space, 3 
Fourier transform, 97 
framing, 153 
fraud, 32,33 
level in Europe, 33 
free track algorithm, 69 
frequency, xiii, 13,14 
direct, 96 
domain, 107 
programmable, 43 
response, 94,96-103 
sub-band, 95 
sweep, 96 
frequency domain, 110 
frequency modulation, see FM 
frequency spectrum, 188 
ffinging, 38,56 
fringing, track, 55 
frpi, xii, 20,21,39,40 
FSTM, 188-195 
fuzzy, 61 
gap width, 10,12,39,142 
gauss, xi 
geared screw, 40 
Golay sequence, 98 
gradient, 111 
descent, 80 
operator, 83 
guard band, 21,55,63 
guide rail, 52 
Hall effect, 2 
Hamming distance, 123 
hand reader, 25 
hard disk, 76 
hat, xiii 
head, 9-19 
bias, 115 
coating, 50 
coil, 43 
compact cassette, 43,142,153 
contact, 26 
credit card writing, 44,139 
DCC, 44,50,115 
density limit, 12 
durability, 48 
erase, 40 
flattening, 48 
gap, 10,11,12,44,48,142 
inductive, 48-49,115,138,139 
inductive read, 14 
lateral position, 40 
mount, 26,46 
mounting, 46,48 
MR, 12,14-15,115,135,138,143,158 
MR bias, 15 
MR read, 14-19 
multi-track, 43 
poles, 10,11 
profile, 40,48 
properties, 12 
read, 11,21,46,46-48,56,94,208 
rotation, 40 
signal response, 46 
single turn, 13 
thin-film, 14,50 
video, 55 
wear, 49 
wide-gap, 21,43 
write, 10-11,13,39,46,56,94,208 
246 
head-medium separation, 25,40 
helical scan tape, 76 
hertz, xii 
hi-co, 21 
high-level command, 56 
human, 61 
hyper-surface, 111 
hysteresis, 9 
IBM PC, 56 
identical snatches, 85 
identification card, 170 
iid, 110,130 
Mý 110 
image processing, 51 
impedance, 14 
imperial units, xi 
improvements, 172-173 
impulse, 197 
impulse response, 96-103,124,128,138 
inches, A, xii 
independent identically distributed, see iid 
inductance, 13 
induction, 3 
Industry Standard Arcl-titecture, see ISA 
inertia, 76 
infinite impulse response, see HR 
information, 2,14 
information capacity, 2,93-105 
infra-red detector, 40,56 
initial parameters, 138-139,158-163 
insert-then-remove reader, 26,39 
integer, xiii 
integral, 82,137 
integration limits, 4 
inter-symbol interference, see ISI 
interference, inter-track, 56,63,165 
interleaving, 35 
International Standards, see ISO 
interpolation, 35,133 
interrupt, 50 
interval, xiii 
inversion, MR, 18 
ioctl, 56 
ISA, 211 
ISI, 39,77,119,121,122,124,125,128,138 
ISO, 19,56 
jitter, 25,32,75,79,91,139,147,149,153, 
157,157-158,164,169 
Joint Photographic Experts Group, 
see JPEG 
JPEG, 35 
Kalman filter, 133 
keepered medium, 2 
lapping, 48 
latency, 50 
lateral position, 40 
lattice, 123 
layout, stripe, 21 
least mean squares, see LMS 
least significant bit, see LSB 
length, xii 
lirnitations, 2 
limits, integration, 4 
line, 61 
linear density, xii, 38,51 
linearity, 114 
linearization, 50,117,136 
MR, 18 
Linux, 56 
LMS, 80,110-112,133,135,137,138,162 
lo-co, 21 
logarithm, 118 
longitudinal recording, 11,21 
longitudinal redundancy check, see LRC 
look-ahead, 128 
loop, 3 
Lorentzian, 97,103 
low density timing, 77 
LSB, 23 
magic, lack of, 147 
magnet, permanent, 40 
magnetic 
bias, 50 
calculations, 3 
contribution, 3 
detector, 2 
dipole, 3,3,4,9,19 
domains, 188 
field, 3-9 
field component, 11 
field cross-section, 4 
field intensity, 4,14 
field strength, 14,15 
flux, 10,13,15,49,50 
intensity, 3 
medium, 10,48 
recording, 2-19 
sensor, 4,11,115 
stripe, 20 
transition, 21 
vector field, 4 
magneto resistance, see MR 
magnetostatics, 3 
MAP, 122,128,168 
market, 1 
mathematics, xiii 
matrix, xiii 
finite state transition, see FSTM 
247 
initial, 202 
one-step, 198 
run-length, 198,202 
transpose, 189 
maxentropic data, 200 
maximum a posteriori, see MAP 
maximum entropy, 109 
Maxwell equations, 3,5,14 
MDFE, 131 
mean, xiii 
measurement, 20 
media, 48,188 
media, recording, 9 
medical recorder, 172 
medium, 142,165 
standard, 20-21 
memory, 81,123 
meta-stable state, 147,148 
metres, xii 
metric, xi 
metric units, xi 
minimum least square error, see MLSE 
minimum mean square error, see MMSE 
inisregistration, track, 52,56 
MLSE, 122,123 
MMSE, 79,109 
modeling 
hysteresis, 9 
micromagnetic, 5 
semi-empirical, 5 
modem, 34 
moderated error, 117 
modulation, 73 
moment, dipole, 3,4,6,9 
Mondex, 32 
motorized reader, 25 
mounted, 48 
mounting, 46,48 
moving card, 39 
MR, 12,50 
inversion, 18 
linearization, 18 
non-linearity, 14,75 
multi-track, 63 
multiplexing algorithm, 69 
multiplier, undetermined, 201 
muting, 35 
neural network, 136 
NLTS, 5,115,125,158 
noise, 14,94,96,98,106,107,109,110,117, 
119,122,129,136,149 
artificial, 138 
Barkhausen, 14 
burst, 117,123 
electronics, 105 
filter, 122 
margin, 124 
non-magnetic, 105 
quantization, 49,99,103,107 
sampling, 107 
signal, 12 
thermal, 147 
velocity, 163 
white, 97,98,130,131,137 
non-determined, 106 
non-identical snatches, 85 
non-linear adaptive equalization, 114 
non-linear transition shift, see NLTS 
non-linearity, 50,89,96-98,117,135-137, 
160 
non-retum to zero, see NRZ 
nonsense, 153 
normalize, 127 
notation, xiii 
NRZ, 61,73,77,168,189 
Nyquist frequency, 35,80,133 
occupancy vector, 190 
oersted, xi, 21 
off-line, 91 
one-step matrix, 198 
operating system, 56 
organization, 37 
orientation, 11 
oversampling, 84,133,138,139,142,148 
overshoot, 112 
paper channel, 61 
paper feed, 56 
parabola, 120 
parallel port, 40,56 
parity, 23 
parity bit, 23 
Parseval theorem, 109 
partial response, 120 
particle size, 105,157 
particles, magnetic, 3,19 
partition function, 200-201 
passport photograph, 32 
pathway, 198 
pdf, xiii, 129 
peak detector, 28,122,153,157,166 
peak shift, 122 
Pentium, 139 
period 
inter-transition, 72 
permanent magnet, 40 
permeabihty, 3,5,13 
perpendicular recording, 11 
pessimism, 154 
phase, 79,139,160 
248 
philosophy, 153 
photograph, 32,34,35 
equipment, 42,47,59 
picker, 130 
pipe, 56 
planar, 142 
PLL, 77,79-81,91 
pocket, 28 
pole, 10,11 
polynomial, 120,191 
position, r, 4 
power spectrum, 196-204 
PPM, 78 
PR4,120 
preamble, 21,23 
printer, 39 
printer command, 56 
probability, 125,136,149,197 
notation, xiii 
probability density function, see pdf 
procedure, LMS, 111 
profiling, 48 
protective layer, 21,39,44 
pseudo-random, 65 
published articles, 36,175-188 
pulse position modulation, see PPM 
pulsed writing, 11,13,39,43,100 
PWW, 97,103,118,158 
quantization, 80,99,105,188 
quantum magnetic sensor, 2 
quasi-symbol, 70,72 
radio tag, 31 
RAM-DFE, 125 
random, 98,142 
data, 99,103,157 
walk, 143 
random data, 153 
RDS, 62,73-75,194 
read 
amplifier, 208 
electronics, 50 
head, 4,11,39,40,46,46-48,56,94,208 
mechanics, 46 
mechanism, 46 
narrow, 52,63 
noise-free, 107 
signal, 49,50,93,96,98,105 
reader 
card, 25-26 
slotted swipe, 46 
recording 
azimuth, 21 
longitudinal, 21 
signal, 93 
recording media, 9 
recursive least squares, see RLS 
redundancy, 61 
reference tape, 20 
reliability, 91,170-171 
reluctance, 10,12 
remote control, 69 
replay, 44 
replay signal, 93 
resampling, 133 
resistance, 14,115 
resonance, 147 
retailer, 32,34,38,169 
revision, 2 
rise time, 97 
RLL, 62 
RLS, 114 
RS-232,77 
run length limited, see RLL 
run-length matrix, 198,202 
running digital sum, see RDS 
sampling, xiii, 50,79,84,96, ill 
satellite, 34,123 
saturation, 10,13,98,114,115 
MR, 15 
scrambler, 68 
scrambling, 35 
screech, 157 
screw, gears, 40 
script, 56 
seconds, xii 
sectoring, 165 
securit3ý 21,31,32,33-34 
sentinel, 28,139 
separation, head-medium, 4,8,12,25,40, 
94,99 
sequence generator, 129 
serial port, 77 
servo control, 52 
Shannon capacity, 94-96,106 
Shannon limit, 123 
shell script, 56 
SI units, xi, 3,20 
signal, xiii 
analogue, 121 
attenuation, 12 
bandwidth, 4 
credit card, 28 
record, 93 
replay, 93 
theoretical, 134 
signal to noise ratio, see SNR 
signature, 32-34 
signum, 81 
simulation, 106,138,139,149 
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sinc, 133,198 
sine wave, 96 
skew, 79 
slew, 99 
slew rate, 97 
Smart card, 28,32,172 
snatch, 81,134,135,168 
SNP, 49,94,96,105,106,138 
social security, 172 
soft decision direction, 118 
software, 56-60,91 
software pipe, 56 
special features, 31 
special relativity, 3 
spectral peaks, 204 
spectrogram., 97,99 
spectrum, 96,97,120,188,196 
channel, 204 
code, 202,203 
speed, 50 
change, 25,46 
medium, 14,49 
spike, 148 
spring, 27 
spring mount, 40 
square wave, 97,99 
squelch, 118 
stability, 110,147 
standards, 1,19 
coding, 21 
stripe card, 20 
start bit, 77 
state, 198 
state machine, 188 
state vector, 189 
stationary point, 109,201 
statistics, 91,114,136 
channel, 9 
steel wire, 2 
step function, 139 
step size, 80,91,112,138,162 
stepper motor, 39,40,157 
Sterling's approximation, 200 
Stevenson loss, 5,165 
storage capacity, 96,105 
subscript, xiii, 111,125,126 
substrate, 2 
superposition, 2,3,19,115,125,137,157 
superscript, xiii, 128 
swipe, 19,36,38,46,170 
symbol 
counting, 68 
map, 68 
start, 23 
stop, 23 
tentative, 131 
symbol coding, 23 
symbol group, 196 
symmetry, 97,115,125,128 
synchronization, 72,153,165 
synchronization symbol, 70,71,173 
SyWme International, see SI units 
tampering, 31,33 
tape, 48,78 
tape skew, 79 
Taylor expansion, 82,84 
telephone, 31,34,118,130 
TER, 64-67,73,74,168 
tesla, xi 
theft, 32 
theoretical sample, 129 
thermodynamics, 200 
thief, 32 
thin-film, 2,14,50,142 
threshold, 85,117,122,137 
time, xii, xiii 
base, 76 
domain, 107 
inter-peak, 153 
time-fine, 128 
timing 
errors, 75 
offset, 81 
recovery, 76-84,163,189 
roll-over, 165 
window, 63,73,74,77 
timing error resilience, see TER 
token card, 170 
top-hat, 95 
top-hat function, 197 
tracability, 33 
track 
density, 51-56 
erasable, 21 
fringing, 55,56 
interference, 56,173 
logical format, 23 
n-dsregistration, 46,52,56 
pitch, 105 
skew, 70,71,73 
standard three, 21 
training sequence, 77,112,119,136,164 
transfer function, 118 
transistor, 118 
transition, 21,139 
density, 64 
response, 97,99 
transpose, xiii 
transversal filter, see FIR 
trellis coding, 123 
250 
trigger, MR inversion, 19 
truncation, 89,137,160 
of errors, 65 
tubular, 56 
turbo-code, 123 
turnover, 33 
two-dimensional codes, 78 
typin& 20 
unattended operation, 40 
undetermined multiplier, 201 
unit conversion, xi 
unitary vector, 190,202 
units, xi 
Unix, 56 
upper case, xiii 
utilitization of channel, 64 
variable rate code, 67-73,153,165,168 
multi-track, 69 
variable speed detector, 133-135 
vector, xiii, 3,188 
occupancy, 190 
state, 189 
unitary, 190,202 
velocity, 139 
convergence, 143 
estimation, 84-89,160 
profile, 28 
tracking, 142-149,157 
uncertainty, 153 
vibration, 76,157 
video recorder, 55 
Viterbi algorithm, 122,122,131,166 
voltage, 48 
write, 13 
warpage, 20,26 
watermark, 32,34,169 
wavelength, 82 
wavelet, 109 
wear, head, 49 
Weiner filter, 107 
Weiner Khintchine theorem, 197 
wide-gap head, 21 
winding, 13 
window, 134 
wrapper, 124 
write 
amplifier, 208 
data stream, 40 
head, 13,39,46,56,94,208 
mechanics, 39,56 
precompensation, 73 
pulsed, 11,13,39,43,100 
signal, 93,96,98 
wide, 63 
write head, 10-11,43-44 
amplifier, 43 
circifit, 4043 
mounting, 39 
write-precompensation, 122 
XTO, 56 
yaw, 46,48 
z transform, 197 
zero field point, 15 
zero-crossing detector, 12.2,122,158,166 
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