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On rappelle qu’un nombre dyadique est une fraction rationnelle de la forme
1
2n
, n 2 IN.
Considérons maintenant l’ensemble des rationnels dyadiques, i.e. de la forme
k
2n
, k 2 IN, n 2 IN.
Une propriété remarquable de l’ensemble des rationnels dyadiques est sa densité dans IR :
tout nombre réel est donc limite d’une suite de nombres rationnels dyadiques. Ainsi, tout réel r peut
être approché à
1
2n
, n 2 IN, par ses valeurs approchées dyadiques par défaut et pr excès ; comme
E (2n r)  1 < E (2n r) 6 2n r 6< E (2n r) + 1 (1)
on obtient en eﬀet :
1
2n
E (2n r)  1
2n
<
1
2n
E (2n r) 6 r < 1
2n
E (2n r) +
1
2n
(2)
On rappelle aussi que tout réel r de l’intervalle [0; 1[ admet un développement en base 2 de la forme :
r =
+1X
n=0
rn
2n
; rn 2 f0; 1g (3)
L’intérêt d’une décomposition en base 2, qui est binaire - des 0 et des 1 - est la facilité d’application
à des calculs numériques - l’ordinateur ne faisant que du binaire. Nous reviendrons ultérieurement sur
ce point, qui est une des motivations de la théorie des ondelettes.
Considérons maintenant l’espace IRd, d 2 IN?.
La topologie de IRd fait, naturellement, appel à la boule unité B(0; 1), qui permet facilement de se
« repérer » dans IRd : il y a les élements situés à l’intérieur de cette boule, et les autres.
Utilisons, maintenant, les nombres dyadiques pour cette topologie. Pour commencer, considérons les
valeurs approchées dyadiques de 1 :
8n 2 IN? : 1
2n
E (2n r)  1
2n
<
1
2n
E (2n r) 6 r < 1
2n
E (2n r) +
1
2n
(4)
et, en particulier, pour n = 2 :
1
122
E
 
22
  1
22
<
1
22
E
 
22

6 1 < 1
22
E
 
22

+
1
22
(5)
et donc, bien évidemment :
1  1
22
6 1 < 1 + 1
22
(6)
puis :
3
4
6 1 (7)
ce qui conduit à considérer non plus la boule unité, mais la boule B  O; 34.
Cherchons maintenant à obtenir un recouvrement de IRd par des couronnes « dyadiques », centrées
en O, dont le rayon intérieur tende vers zéro, et sur lesquelles ont puisse déﬁnir des distributions à
supports disjoints. Il est naturel, pour la première couronne, de choisir
3
4
comme rayon intérieur. Tout
élément x de cette couronne sera donc tel que :
kxk > 3
4
(8)
L’idée du recouvrement et des « supports à disjoindre » conduit alors à considérer, en même temps,
les éléments x0 tels que :
kx0k 6 3
4
(9)
soit :
1
kx0k >
4
3
(10)
et, par là-même, la boule B

O;
4
3

.
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La boule B  O; 4
3

et la couronne C  O; 3
4
; 8
3

Pour tout réel positif r, il existe un entier naturel nr tel que :
2nr+2 6 3 r 6 2nr+3 (11)
et donc :
2
2nr
4
3
6 r 6 2nr 8
3
(12)
puis :
4
3
6 r
2nj
6 8
3
(13)
Ainsi, pour tout x de IRd, il existe un entier nx tel que :
4
3
6 kxk
2nx
6 8
3
(14)
ce qui signiﬁe que
x
2nx
appartient à la couronne C

O;
3
4
;
8
3

.
x appartient donc à la couronne C

O; 2nx
3
4
; 2nx
8
3

.
Tout élément de IRd peut donc être « localisé » dans une couronne de la forme C

O; 2n
3
4
; 2n
8
3

.
Cela amène alors naturellement à la décomposition dyadique de l’unité [1] : il existe deux fonctions
radiales  2 D

B

O;
4
3

et ' 2 D

C

O;
4
3
;
8
3

, à valeurs dans [0; 1], telles que, pour tout 
de IRd :
(x) +
X
n>0
'
 x
2n

= 1 (15)
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Les fonctions ' et .
1 Application à la théorie des proﬁls
L’idée est la suivante : montrer que la solution des équations de Navier-Stokes se décompose sous forme
« dyadique » de la façon suivante :
i. Dans le cas de « non-explosion » :
u(x; t) =
2X
i=1
i;(i);:::;n 1(i)n(i)NS
 
i;(i);:::;n 1(i)n(i)

(x; t) ; n 2 N? (16)
où  est une permutation de l’ensemble f1; 2g :
8 i 2 f1; 2g :
(i) 2 f1; 2g (17)
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et où, pour tout entier n de f1; : : : ; Ng, n 6 N , et tout i de f1; 2g, k(i) désigne l’itérée keme de
(i).
NS  i;(i);:::;n 1(i)n(i) désigne la solution de l’équation de Navier-Stokes associée au proﬁl
i;(i);:::;n 1(i)n(i), et
i;(i);:::;n 1(i)n(i)NS
 
i;(i);:::;n 1(i)n(i)

(x; t) =
1
i;(i);:::;n 1(i)n(i)
NS  i;(i);:::;n 1(i)n(i)
 
t
2
i;(i);:::;n 1(i)n(i)
;
x  xi;(i);:::;n 1(i)n(i)
i;(i);:::;n 1(i)n(i)
!
(18)
Pour alléger les écritures, on notera désormais :
i;n(i) (19)
pour
i;(i);:::;n 1(i)n(i) (20)
et
i;n(i) (21)
pour
i;(i);:::;n 1(i)n(i) (22)
Les proﬁls intervenant dans cette décomposition sont déﬁnis de façon récursive et orthogonale,
par :
1 2 B(0; 1) ; 2 2 C1 (23)
où C1 est la couronne dyadique C

O;
rint
2
; 2 rext

, puis :
1;1 2 B(0; 1)+ ; 1;2 2 C1+ (24)
ii. Dans le cas de l’« explosion », la solution présente une structure « fractale », de la forme :
u(x; t) =
2X
i=1
i;1(i)NS
 
i;1(i)

(x; t) (25)
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avec des notations analogues à celle du i. :
i;1(i) (26)
pour
i;(i);:::;1(i) (27)
et :
i;1(i) (28)
pour
i;(i);:::;1(i) (29)
Note : dans ce qui suit, on démontre la décomposition dans le cas N = 2, mais la
démonstration est la même pour N > 2. Le but est de considérer des décompositions pour
N entier quelconque.
Déﬁnition 1.1. Sous-proﬁls
On appelle sous-proﬁl un champ de vecteurs x 2 IRd 7! ~(x) auquel on puisse, par construction,
associer deux proﬁls j , j = 1; 2, deux cœurs xj , j = 1; 2, et deux échelles j , j = 1; 2, vériﬁant les
conditions d’orthogonalité :
j 6= j0 )
8>>>><>>>>:
lim
n!+1

j
j0
+
j0
j

= +1
ou
j
j0
 1 et lim
n!+1
jxj   xj0 j
j
= +1
(30)
Déﬁnition 1.2. Voisinage extérieur d’une boule
On appellera voisinage extérieur d’ordre " > 0 d’une boule B (xB; rB), de centre xB 2 IRd, de rayon
rB 2 IR?, l’ensemble
B (xB; rB) + " =
n
x 2 Rd n B (xB; rB) ; rB < jx  xBj < rB + "
o
(31)
Déﬁnition 1.3. Voisinage extérieur d’une couronne
On appellera voisinage extérieur d’ordre " > 0 d’une couronne C  xC ; rintC ; rextC , de centre xC 2 IRd, de
rayon intérieur rintC 2 IR?, de rayon extérieur rextC 2 IR?, l’ensemble
C  xC ; rintC ; rextC + " = nx 2 Rd n C  xC ; rintC ; rextC  ; rextB < jx  xC j < rextC + "o (32)
Dans un premier temps, montrons que tout champ de vecteurs de l’espace IRd (d = 3), x 7! v(x),
donnée initiale de l’équation de NS, est la somme d’une série de sous-proﬁls ~i, i 2 IN. On cherche à
5
en déduire la densité de « l’espace des proﬁls » dans IRd, ce qui revient ﬁnalement à « orthogonaliser »
la famille de sous-proﬁls.
Grâce à la décomposition dyadique, on écrit, dans un premier temps, pour tout x de IRd :
v(x) = v(x)(x) +
+1X
j=0
v(x)'
 x
2j

(33)
où  2 D

B

0;
4
3

et ' 2 D

C

0;
3
4
;
8
3

On notera, dans ce qui suit, Bu = B

0;
4
3

, qui est donc notre « boule unité », et, pour tout entier
naturel n :
Cj =

x 2 IRd  3
4
6
 x
2j
 6 8
3

(34)
(Je n’exclus pas de renormaliser et considérer la boule unité et des couronnes plus « naturelles ».)
Grâce au recouvrement de IRd par la boule Bu et les couronnes dyadiques Cj , j 2 IN, on a donc une
« décomposition dyadique en champs de vecteurs » du champ de vecteurs v.
Au champ de vecteurs x 2 IRd 7! v(x)(), qui est donc solution de NS sur la boule Bu, on associe
la décomposition en proﬁls
v(x)(x) =
1
1;0
'1

x  x1;0
1;0

+
1
2;0
'2

x  x2;0
2;0

+  20(x) (35)
où x1;0 2 Bu et x2;0 2 CN , N 2 IN, N  1, et 2;0 = 1;0, de façon à ce que les conditions d’or-
thogonalité soient vériﬁées. Le sous-proﬁl x 2 IRd 7! v(x)(x) se décompose donc en somme de deux
proﬁls, mdoulo un reste.
Il s’agit ensuite de déterminer une décomposition du deuxième sous-proﬁl x 2 IRd 7! v(x)'
 x
21

en
somme de deux proﬁls
1
1;1
'1

x  x1;1
1;1

+
1
1;2
'2

x  x2;1
2;1

, modulo un reste  21, de façon à ce que
les conditions d’orthogonalité avec les deux premiers proﬁls soient vériﬁées : on choisit de considérer
un premier cœur x1;1 situé dans un voisinage extérieur d’ordre
1
2N
de la forme Bu + 1
2N
de Bu, deux
échelles 1;1 = 2;1 = 2N 1;0, et un second cœur x2;1 situé dans un voisinage extérieur de CN .
On construit alors la décomposition du trosième sous-proﬁl x 2 IRd 7! v(x)'
 x
22

en somme de
deux proﬁls
1
2;1
'2

x  x2;1
1;1

+
1
2;2
'2

x  x2;2
2;2

, modulo un reste  22, de façon à ce que les
conditions d’orthogonalité avec les quatre premiers proﬁls soient vériﬁées : on choisit de considérer
le cœur x2;1 situé dans un voisinage extérieur de la forme Bu + C1 + 1
2N
de Bu + C1, deux échelles
2;1 = 2;12 = 2
N 1;1 = 2
2n 1;0, et un second cœur x2;2 situé dans un voisinage extérieur de la forme
CN+1 + 1
2N
de CN+1.
De proche en proche, par récurrence, on obtient ainsi une suite de proﬁls ('n)n2N , et une suite de
restes ( n)n2N , conduisant à la décomposition dyadique suivante, pour tout x de l’espace IR
d :
v(x) =
+1X
n=0
(
2X
i=1
1
i;n
'n

x  xi;n
i;n

+  n(x)
)
(36)
6
où, pour tout n de IN? :
1;n = 2;n = 2
N 1;n 1 (37)
avec x1;n situé dans un voisinage extérieur de la forme Bu + Cn + 1
i;n
de Bu + Cn, et x2;n situé dans
un voisinage extérieur de CN+1.
Il reste à montrer deux choses :
i. la convergence de la série
X
n>0
2X
i=1
1
i;n
'n

x  xi;n
i;n

;
ii. la convergence de la somme des restes
+1X
n=0
 n(x) vers 0 ; a priori, cette convergence est assurée
par le fait que :
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Déﬁnition 1.4. Deux transformations linéaires f et g de IR3, de matrices associées Af et Ag, sont
dites conjuguées s’il existe une transformation linéaire bijective ' de IR3, de matrice associée A',
appelée conjugaison , telle que :
f  ' = '  g (38)
ce qui, matriciellement, se traduit par :
Af A' = A'Ag (39)
ou encore, puisque A' est inversible :
Ag = A
 1
' Af A' (40)
Les matrices Af et Ag sont dites semblables .
8
