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Abstract 
GORMANN is a self-organizing neural network utilizing Newton's law of universal gravitation. The results GORMANN are 
similar to a cross between a Kohonen SOM and morphological skeleton: the input is discretized and only the key features of the
input are preserved. Like the SOM, GORMANN requires a number of input parameters (e.g. the learning rate) which greatly 
impact the quality of the resulting network. There have been several successful applications of genetic algorithms to optimize
SOM parameters. Based on the success of these efforts, we applied a genetic algorithm to GORMANN to achieve the same end. 
Due to the theoretical nature and immaturity of the GORMANN algorithm, especially when compared to the Kohonen SOM, a 
group of unique challenges must be overcome. As GORMANN is a young neural network architecture, it has no strong 
theoretical background. In addition, the uniqueness of GORMANN requires new methods of measuring and comparing 
performance. In this paper we introduce a genetic algorithm-based method for optimizing the input parameters of GORMANN. A
group of two-dimensional input patterns is used to illustrate the effectiveness of our method. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction
The Gravitationally Organized Related Mapping Artificial Neural Network5 (GORMANN) is a novel self-
organizing neural network architecture which uses Newton’s law of universal gravitation to attract neurons to input 
data. When GORMANN is trained on two-dimensional input data sets, its results share similarities with the 
Kohonen self-organizing map4 and the image processing technique of topological skeletonization6. With 
GORMANN, it is possible to achieve convergence on an otherwise difficult dataset in as few as five training epochs. 
A high quality GORMANN result will extract the shape and coarse-grained features from the dataset while ignoring 
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and discarding the more fine-grained details. This property of GORMANN suggests the architecture would be well 
suited for pattern matching scenarios8, as well as other situations that would benefit from a discretized input that 
ignores superfluous information. 
Before the algorithm begins training, it must receive a set of input parameters. These parameters have a large 
impact on the outcome of the training. The parameters are: |N|, the number of neurons in the network, α(0), the 
initial learning rate as a function of time, λ, the maximum number of training epochs, and M, the mass of the input 
vectors. 
The algorithm first initializes the neurons evenly over the input space in a grid formation (Fig.1). This gives the 
network the best possible initial structure for training compared to random neuron initialization (Fig.2). Once the 
input parameters are set, the first training epoch begins. Every neuron in the network is iterated over. For each of 
those neurons, the network then iterates over every data vector and calculates an attractive force for the neuron. 
After the net attractive force is calculated, the network iterates over every neuron, other than the one which is 
currently selected, to generate a repellant force. With the net force calculated for each neuron, the force is applied en 
masse and the training epoch is complete. Training continues in this fashion until the number of training epochs 
equals the maximum as defined by an input parameter, or until user intervention stops the training prematurely. An 
example of a trained GORMANN is shown in Fig.3.
Figure 1: Grid initialization for GORMANN 
Figure 2: Random initialization for GORMANN 
Each of the input parameters has a drastic effect on the training of the network, and each input dataset has its own 
set of optimal parameters. For example, one input pattern may benefit from a high initial learning rate, low data 
mass, and a large number of training epochs. Similar to the Kohonen SOM, there is no strong theoretical background 
for choosing optimal parameters and, as such, the only option is to empirically test different sets of parameters on 
the same input data. 
GORMANN, as an evolution of the SOM, can benefit from research originally produced for the SOM. More 
specifically, prior research into input parameter optimization and neural network design for the self-organizing map 
could be applied2,3,7, in a general fashion, to GORMANN. While other research could provide further improvement 
on the GORMANN algorithm, we have chosen to focus on the application of genetic algorithms1 to the network’s 
design.  
Parameter optimization is a search problem with many potential local maxima. Based on this information, we 
chose to use genetic algorithms to optimize GORMANN input parameters. Genetic algorithms simulate biological 
natural selection to arrive to the optimal, or fittest, solution9. Problems are encoded as chromosomes which undergo 
selection, breeding, and mutation. Each chromosome is assigned a score which is calculated by the fitness function. 
The fitness function tests each chromosome to measure how well it performs and the fittest chromosomes from each 
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set are bred with one-another to produce children. The children inherit qualities from both parents and also may be 
randomly mutated. After a specified number of generations, the fittest chromosome is chosen, decoded, and used as 
the input parameters for GORMANN. 
 
 
 
 
 
 
 
 
Figure 3: Example of trained GORMANN 
 
 
0 1 0 1 0 1 0 1 0 1 
Figure 4a: Parent A 
 
0 0 1 1 0 0 1 1 0 0 
Figure 4b: Parent B 
 
0 0 0 1 0 1 1 1 0 1 
Figure 4d: Child A 
 
0 1 1 1 0 0 0 1 0 0 
Figure 4d: Child B 
 
Figure 4: Genetic crossover 
 
 
0 0 0 1 1 1 1 1 0 1 
Figure 5a: Child A 
 
0 1 1 1 0 0 0 1 0 0 
Figure 5b: Child B 
 
Figure 5: The child chromosomes after mutation (highlighted in red), creating the new population 
 
In Fig. 4 we show an example of a genetic algorithm. The two parent chromosomes (Figs. 4a & 4b) are encoded 
as a string of bits representing an arbitrary value. In Fig. 4c & 4d they perform the crossover step, creating two child 
chromosomes which inherit properties of both parents. In our implementation, the crossover step occurs randomly. 
That is, each element in the child has an equal chance of receiving parent A’s bit or parent B’s. This is opposed to 
picking one or more “crossover points,” which gives the child all of parent A’s bits up until that point, and then the 
remaining bits are taken from parent B. Our crossover method introduces more variance in the population of 
chromosomes and allows for each generation to inherit a broader range of attributes. Once the children have been 
generated, the parent chromosomes are discarded and the children are mutated. Each bit in the chromosome is 
iterated over and randomly flipped with a probability of 0.015. The final result of these steps (Fig. 5) is a new 
population of children with the properties of both their parents. It should be mentioned that our genetic algorithm 
also incorporates the concept of elitism. With elitism enabled, the fittest chromosome stays alive for another 
generation until there is a new, more-fit, chromosome to replace it. Elitism helps to further incorporate the “survival 
of the fittest” concept into the genetic algorithm by literally allowing the fittest to keep surviving. 
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2. Algorithm  
In order to utilize genetic algorithms, a fitness function must be defined. On a more mature architecture, the 
fitness function would use a well-defined performance metric to measure the quality of the training. Since 
GORMANN is a young architecture, however, there are no such metrics available. Faced with this problem, we 
were forced to design a fitness function from scratch. We chose to develop our fitness function by considering the 
properties of a quality GORMANN execution. The fitness of a given chromosome should increase as the neurons 
form a skeleton of the input data, and it should also increase as the neurons are drawn closer to one another. Based 
on these observations, we devised a solid method to measure the fitness of a GORMANN execution, and 
incorporated that into our genetic algorithm design. 
Since the fitness function measures a GORMANN execution, it stands to reason that the genetic algorithm would 
need to actually run GORMANN on the dataset to measure a chromosome’s fitness. While this does increase the 
overall execution time, the benefits of an optimized set of input parameters far outweigh the negative impact. The 
algorithm trains a GORMANN on the input dataset for 10 epochs and then measures the fitness of that execution. 
Another way the algorithm saves time is by ignoring sets of parameters that simply don’t make any sense. For 
example, the learning rate must fall between 0 and 1, so if it lies outside that range the chromosome is automatically 
assigned a fitness of 0. 
The fitness function only trains the network for 10 epochs, so the λ parameter serves more as a way to change the 
speed at which the learning rate decreases. The learning rate is a linearly decreasing function with respect to time, so 
as the number of epochs increases, the learning rate decreases until it reaches 0 at λ epochs. GORMANN can, for 
example, achieve excellent results after only 13 epochs even if λ is set to 3000.  
3. Simulations  
Simulations were run on several input patterns (Fig.6) using the original GORMANN algorithm compared with 
results from the genetically optimized version. Our experiments are designed to illustrate the benefits of automated 
input parameter selection over the alternative “guess and check” method. To that end, we present several 
GORMANN executions simulating user intervention in choosing parameter values and compare with one execution 
using our optimized method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Input patterns 
 
4. Results  
Using a random initial set of parameters (Fig. 7a) followed by an educated guess (Fig. 7b) produces results which 
do not meet the expectations of the GORMANN algorithm. The networks do not extract the features of the input and 
the neurons simply group around the center circle. If GORMANN is trained on the same dataset, only this time 
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using our method to optimize its input parameters, the results are decidedly better (Fig. 7c). Table 1 shows exactly 
what each parameter was set to for the different simulations. The remaining datasets are shown in Figures 8 and 9. 
These figures clearly show that the arbitrary guess-and-check methodology produces poor results while the genetic 
optimization algorithm generally produces higher quality results. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 Results: a) random parameters; b) educated guess parameters; c) genetic algorithm parameters 
Table 1. Input parameters for simulation results 
 Max 
Epochs (λ) Mass (M) 
Learning 
Rate (α(0)) 
Number of 
Neurons (|N|) 
Figure 7a 1000 300 0.9 361 
Figure 7b 200 250 0.8 100 
Figure 7c 2708 138 0.32 576 
Figure 8a 2255 89 0.4 578 
Figure 8b 455 62 0.62 496 
Figure 9a 1000 200 0.76 144 
Figure 9b 12000 300 0.7 625 
 
5. Conclusions  
In order to ensure that GORMANN produces quality feature extractions of the input, it must train on each dataset 
with the optimal parameters. Using genetic algorithms to optimize the input parameters of GORMANN provides an 
excellent way to train higher-quality networks. Choosing the best parameters for a given dataset is not an exact 
science, but it has a huge impact on the final outcome. Also, it can be said that the goal of creating an unsupervised 
neural network is to eliminate human intervention and to allow the algorithm to operate alone. By removing the 
human element of parameter selection, our optimization furthers that goal. 
Our optimization method could be further improved by processing the fitness function for each chromosome in 
parallel, rather than the current linear approach. This would drastically improve the execution time of the genetic 
algorithm while maintaining the high quality results. Introducing a formal performance metric could also improve 
the performance of our optimization. The fitness of each chromosome could be more accurately measured by using a 
formally defined performance metric, like topographic error10 or CQoCO11 for the SOM. 
 
 
 
 
                    
534   Chris Gorman and Iren Valova /  Procedia Computer Science  36 ( 2014 )  529 – 534 
 
 
 
 
 
 
 
 
Figure 8 Genetically parameterred GORMANN:  a) parameters in Table 1; b) parameters in Table 1 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9 Educated guess for parameters: a) parameters in Table 1; b) parameters in Table 1 
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