A parallel nite-volume method for the NavierStokes equations with adaptive hybrid prismatic / tetrahedral grids is presented and evaluated in terms of parallel performance. The solver is a central type di erencing scheme with Lax-Wendro marching in time. The grid adapter combines directional with isotropic local re nement of the prisms and tetrahedra.
INTRODUCTION
Computational uid dynamics (CFD) has advanced rapidly over the last two decades and it is recognized as a valuable tool for engineering design. Simulation of three-dimensional viscous ows is of primary importance. However, such simulations remain very expensive even with use of current vector computers.
Vector computers accelerated computations by one or two orders of magnitude compared to scalar machines, which is not su cient for large scale ow simulations. Another approach to computer architectures has been employment of a number of processors that work in parallel executing the same job. Parallel computing appears to be a promising approach for future design applications of CFD.
The development of unstructured grid methods has aided in the simulation of ow elds around complex geometries. These methods have mostly been limited to tetrahedral grids. Tetrahedra provide exibility in 3-D grid generation since they can cover complicated topologies easier than hexahedral meshes 1]. However, generation of tetrahedral cells for boundary layers is quite di cult. In those regions strong solution gradients usually occur in the direction normal to the surface, which requires cells of very large aspect ratio. It appears that structured grids are superior in capturing the directionality of the ow eld in viscous regions. A compromise between the two di erent types of grids is the use of prismatic grids.
Prismatic meshes consist of triangular faces that cover the body surface, while quadrilateral faces extend in the direction normal to the surface 2]. The cells can have very high aspect ratio, while providing geometric exibility in the lateral directions. The memory requirement of the prismatic grid is much less than that of a tetrahedral grid. Additionally, the structured nature of the prismatic grid allows simple implementation of algebraic turbulence models, and directional multigrid convergence acceleration algorithms 3].
The areas between di erent prismatic layers covering the surfaces of the domain can be quite irregular. Prismatic elements cannot cover domains that are multiply-connected. Furthermore, the relevant ow features do not usually exhibit the strong directionality that the viscous stresses have. Tetrahedral elements appear to be appropriate for these regions. Their triangular faces can match the corresponding triangular faces of the prisms 3, 4] .
Adaptive grid methods have evolved as an efcient tool to obtain numerical solutions without a priori knowledge of the nature and the resolution of the grid necessary to e ciently capture the ow features. These algorithms detect the regions that have prominent ow features and increase the grid resolution locally in such areas 5, 6, 7] . Those adaptive grid algorithms have been developed for sequential execution and have reached a level of maturity. However, the area of parallel adaptive algorithms remains relatively unexplored 8, 9, 10, 11, 12] . Other related work in the general area of parallel methods for unstructured grids has been reported in 13, 14] .
Three main issues in parallel ow computations are partitioning of the grids, scheduling of the communications between processors, as well as scalability of execution time with increasing number of processors. Partitioning of highly irregular 3-D computational domains frequently encountered in aircraft ow simulations is a rather complicated task. The partitioning should balance the load between processors and minimize the amount of required communication across the interpartition boundaries. The second issue of scheduling the ow of information among processors is crucial for parallel performance. 
whereî,ĵ,k are the unit vectors in the x,y,zdirections andn is the unit vector normal to the cell-surface @V .
Evaluation of the above integral employs special cells that surround each node (dual cells). The faces of these volumes pass through the midpoint of the edges that share the node. As a result, the summation over all the dual mesh faces that constitute the boundary of the control volume around a node reduces to summation over all edges of the mesh 15]. Speci cally, the surface integrals are discretized as: where the summation is over the edges that share a node and S x , S y , and S z are the areas of the dual faces projected on the yz, xz, and xy-planes, respectively. The ux vectors are considered at the midpoints of the edges.
The solution at any particular node, say 0, at time level n+1 can be expressed in terms of the solution at time level n using a Taylor series expansion given by (4) The temporal derivatives in the above expression are evaluated in terms of the spatial derivatives using the governing equations according to the LaxWendro approach. The solution at each node is advanced in time using local time steps.
The viscous terms F V , G V , and H V consist of rst order derivatives of the state-variables, which need be evaluated at the middle of the edges. Evaluation of the viscous terms employs special cells that surround each edge (edge dual volumes). Details of the method are given in 3].
Three-dimensional Navier-Stokes computations usually require a large amount of memory. In the present work, the structure of the prismatic grid in one of the directions is exploited in order to reduce storage to the amount required for a twodimensional Navier-Stokes solver with triangles 3]. All pointers that are employed refer to the triangular faces of the rst prisms on the body surface (base faces), with all prisms above the same base face forming a station. A simple index (typical of structured grids indexing) is su cient to refer to any prism cell belonging to the same station. The base faces pointers connect the faces to their corresponding edges and nodes.
HYBRID GRID ADAPTATION
Two di erent types of grid adaptation are employed in order to provide an optimum mesh for viscous ow simulations. The prisms are locally rened in the directions parallel to the surface, while the tetrahedra can be re ned either isotropically or directionally 3].
Directional Division of Prisms
A special type of adaptive re nement of prisms is applied in the present work in order to preserve structure of the mesh along the normal-to-surface direction. The detected triangular faces on the surface are divided as shown in Figure 1 . Then all prisms above these faces are directionally divided along the lateral directions. In other words, the triangular faces are divided while the quadrilateral faces are not. As a consequence, the cells are not divided along the third direction that is normal to the surface. In this way, grid interfaces within the prisms region are avoided and the structure of the grid along the normal-to-the-surface direction is preserved. Therefore, adaptation of the prisms reduces to adaptation of the triangular grid on the surface. This results in a simpler and less expensive algorithm in terms of storage and CPU time compared to a 3-D adaptation algorithm. Two types of division are applied. The rst divides the triangular faces of the prisms into four smaller triangles, while the second type divides them into two (see Figure 1 ) resulting in creation of four and two subcells, respectively. If two edges of the triangle are to be re ned, the third is also rened automatically to avoid stretching. Division of cells is also employed to divide transition cells at the interface between di erent embedded regions that contain hanging nodes in the middle of some of their edges due to re nement of neighboring cells.
In order to avoid stretched meshes created due to several re nements of the same cells, some rules are de ned as follows:
1. Only one level of re nement/coarsening is allowed during each adaptation.
2. If the parent cell is re ned according to oneedge division, then it is divided according to the three-edge division at the next re nement.
3. If the maximum adaptation level di erence of neighboring surface triangles around a node is more than one, the coarsest triangles will be re ned according to the three-edge division.
To satisfy all of the above rules for grid smoothing, some iterations are required. Typically, the number of iterations is less than ve.
Division of Tetrahedra
The adaptation procedure for tetrahedra is very similar to that for prisms. The feature detector ags edges to be re ned. The method of tetrahedral cell adaptation employed in the present work is discussed in detail in 7]. Figure 2 shows the following three types of tetrahedral cell division: (i) one edge is re ned, (ii) three edges on the same face are re ned, and (iii) all six edges are re ned.
After all edges are agged, each tetrahedral cell is visited and the agged edges are counted. Then, the cell is agged for division according to the above three types. In all cases that are di erent from the three cases above, the cell is divided according to the third type of division. If two edges on the same face are agged, the third edge of that face is also marked. In order to avoid a stretched mesh, the previous rules applied to prisms adaptation are employed. 
HYBRID GRID PARTITIONING
The computational grid is divided into as many subgrids as processors using a partitioning algorithm, which consists of the following steps: (i) Co-ordinate-based grouping of cells and (ii) Mapping global data structures to local.
Co-ordinate-based Grouping
The cells in the grid are divided into groups based upon their centroidal co-ordinates by cutting planes that are provided as input. Each processor is assigned a partition. By suitably setting the orientation of the cutting planes, several di erent partitionings of the grid can be realized. In the present work, the following two instances of grid partitioning are considered:
1. One-dimensional Partitioning: In this kind of partitioning the cutting planes are all along one of the three co-ordinate axes. This partitioning typically results in longer interpartition boundaries, but a given processor has at most two neighboring processors to communicate with. 2. Multidimensional Partitioning: In this kind of partitioning, the cutting planes are aligned along more than one co-ordinate axes. This results in interpartition boundaries that are shorter than those resulting from the 1-D partitioning. However, a given partition can have an arbitrary number of neighboring partitions.
2-D partitioning of the prisms
The main feature of the present partitioning method is that the two types of grid elements ( prisms and tetrahedra ) do not mix in any of the subdomains. This strategy takes advantage of the semi-structured nature of the prismatic region. The prisms are de ned by their corresponding base faces on the surface. As a consequence, the stacks of prisms are partitioned by simply partitioning the triangular surface mesh. The normalto-the-surface structure of the prismatic region is exploited so that all cells within each prism-stack are assigned to the same partition. In this way, all data structure operations for partitioning, as well as for load balancing refer to the triangular surface mesh. This results in savings in both memory and execution time. The region of tetrahedra can be divided in any of the three coordinate axes. In the present work, there is no restriction on the subdomains to be continuous across the prisms/tetrahedra interface. Figure 3 illustrates an isometric view of a partitioned hybrid grid for a duct. In this particular example, the triangular grid on the lower wall that forms the base of the prisms is divided into eight partitions along the streamwise direction, while two partitions are used in the cross ow direction along the span for a total of 16 subdomains. This 2-D partitioning carries up to the prisms/tetrahedra interface. The tetrahedra are divided into six subdomains by using two cutting planes along the streamwise direction and one along the span.
Mapping Global Data Structures to Local
The 3-D unstructured hybrid grid is uniquely de ned as a collection of nodes, edges, faces, and cells. Cells, faces, edges and nodes are collectively referred to as \entities". The data structures de ning the grid are split into P subsets, where P is the number of processors in the system. Each processor is assigned the subsets that completely specify the subdomain allocated to it.
Within a subdomain, an entity of a particular type (cell/face/edge/node) is assigned a unique integer id between 1 and the total number of entities of that type in that subdomain. This simpli es the storage mechanism since the correlation between entities of di erent types can now be expressed in terms of these ids. Thus an edge is a pair of integers (n 1 ; n 2 ) where n 1 and n 2 are ids of two nodes within the subdomain. These ids are completely local to a subdomain. There is no notion of global numbering of entities across all processors. This is of particular signi cance in case of a dynamically varying computational grid. In a global numbering scheme, all processors have to communicate with each other whenever a global number is to be assigned to a newly created entity, such as a face or a cell. This entails additional communication overhead and can prove to be a bottleneck. Furthermore, the algorithms for dynamic updating of global numbers are cumbersome and not amenable to parallelization.
An entity that is shared between several processors has multiple copies of itself, one on each processor that shares it. Furthermore, for every shared entity within its partition, a processor maintains a list of processors that share it, as well as the id of that entity on each of those processors. This enables two processors that share a given entity to communicate with each other when data is to be transferred through that entity.
In the present work, cells are partitioned among processors according to the coordinates of their centroids. As a result, the boundaries between neighboring partitions consist of edges and points. These edges and points are duplicated across the boundaries. Therefore, two main arrays are employed in order to connect the duplicate entities. One exception to the sharing of entities involves the edges in a subdomain. Even though an edge may be shared on an interpartition boundary, it will be uniquely de ned in only one of the subdomains so that the edges along partition interfaces are divided equally among the subdomains that share the edges. The edges are de ned this way so that the edge-based calculations are not duplicated by neighboring processors. For example, if an edge were shared between several subdomains, smoothing along that edge would be repeated by each processor that shares the edge and thus corrupt the solution when the information is communicated between processors.
COMMUNICATION BETWEEN PROCESSORS
Two types of communication are required by the solver and adapter: (i) node and (ii) edge communications.
Gathering of information at the nodes requires exchange of information across neighboring partitions. There are four main such operations for each time step of the solver. The rst is evaluation of the rst order changes-in-time of the state vector at the nodes, the second is accumulation of the second differences of the state vector at the nodes for evaluation of the fourth order smoothing term, while the third is accumulation of the total changes-in-time of the state vector at the nodes. A fourth operation calculates the switch for the shock smoothing which is based on accumulated di erences in pressure between the pairs of nodes of an edge. The length of the bu er that is sent across the partitions is proportional to the number of nodes lying on the interface.
The adapter operates on edges of the mesh in order to ag the ones for division, as well as to impose the constraints on allowable embedding level di erences that were discussed in a previous section. The updating of the interface pointers is done through the interface edges that are divided, which involves another exchange. It should be emphasized that the length of the bu er that is sent across the partitions is equal to the number of those interface edges that are divided and not to the total number of interpartition edges. Furthermore, a bu er is not sent across if it contains no elements (i.e. no interface edges are divided). As a result, reduced communication cost is achieved for the adapter. Another communication for the nodes is required at the end of adaptation to update the node numbering. Nodes are inserted on the surface for adaptation of the prisms. The numbering of the nodes above the surface is updated to preserve the order of numbering along the normal-to-the-surface direction.
Parallel Exchange vs Pipeline Exchange
There are several ways the processors can exchange information. Two general ways are explored in the present work. The rst will be termed the pipeline exchange, while the second will be called the parallel exchange. Both methods are independent of the number and arrangement of the partitions allocated to the processors.
The pipeline exchange is a synchronous communication among the processors. The processors send and receive information from one another simultaneously. Consider the following example of four processors communicating via the pipeline type:
Step Processors A and B exchange information, then processors B and C, and so forth. This is a very simple communication pattern with the communications moving through the various processors in a pipeline fashion. However, the number of communication steps increases with the number of processors which may deteriorate parallel performance. The problem with this method is that no straightforward way of performing communications in parallel between multiple pairs of processors exists. An example of the parallel exchange using the same four processors is given by:
Step 1: A =) B =) C =) D
Step 2: A (= B (= C (= D.
Processor A sends information to processor B, while simultaneously processor B sends information to processor C and processor C to D. In the second step, the direction of ow of the information is reversed. Now processor D sends a message to processor C, and so forth. The number of required steps in order to complete the exchange of the information is equal to the maximum number of partitions that are neighbors (i.e. share at least a point). In order to organize the ow of messages sent and received, three lists are constructed for both the shared nodes and edges. The rst stores the ids of the neighboring processors that each processor has to send information to, while the second list stores the ids of the processors that each processor will receive from. Those two arrays have dimensions of neib max, where neib max is the maximum number of neighboring partitions over the domain which is the same as the number of communication steps needed. The third list stores the ids of the shared entities on the partition interfaces.
RESULTS
A partitioned memory Multiple Instruction Multiple Data (MIMD) architecture typically consists of a collection of multiple processors connected together by a high-speed interconnection network. Each processor has the freedom of executing its own set of instructions on its data. There is no notion of shared memory and the only way that processors can interact is through the connecting network. The Intel Paragon is an example of such an architecture.
The same user program is executed on all the processors each with its own set of data. Coordination among processors is achieved through message passing for which \send" and \receive" primitives are provided. These can be either synchronous or asynchronous depending upon the requirement of the algorithm. The programming paradigm is essentially that of any ordinary sequential machine.
That is, the actual structure of any program written for the Paragon has basically a sequential form with additional calls to the message passing routines for synchronization among processors.
The execution and communication times per time-step are measured on each processor. The time per time-step for execution of the code is taken to be the maximum of all the individual processor timings. The parameters a ecting parallel performance examined are: (i) the number of partitions into which the original grid is divided, (ii) the arrangement of the partitions, and (iii) the strategy of communication (parallel vs pipeline exchange).
Parallel Performance of the Navier-Stokes Solver
The case of ow over a cylindrical bump in a channel is simulated on the Paragon. Supersonic ow with Mach number M 1 = 1:4 and a Reynolds number of Re = 16; 000 is computed. A prismatic grid with 13,671 nodes and 24,000 cells is employed. The boundary conditions employed were far eld for the inlet and outlet, viscous wall for the bump and trailing splitter plate surface, and symmetry for the remaining boundaries of the domain. Figure 4 illustrates the computed ow eld in the middle of the span of the domain in terms of Mach number contours. The shock emanating from the leading edge of the bump re ects on the upper boundary. The re ected shock interacts with the boundary layer in the region of the trailing edge of the bump, which separates and reattaches further downstream. In addition, an expansion, as well as a compression are formed due to the thickening of the boundary layer at separation. Investigation of accuracy of the solver for various cases is reported in 3].
Two types of grid partitioning are considered; the 1-D in which the domain is subdivided along the streamwise direction only, and the 2-D which subdivides along both streamwise and spanwise directions. The di erence is these cases is the extent of the interpartition boundaries, and as a consequence the amount of communication. The rst case examines the e ect of the arrangement of the partitions on scalability of parallel execution time.
Three di erent partition arrangements are considered: (i) 1-D (strip) partitioning, (ii) division into two partitions along the span, and (iii) division into four subdomains along the span. Figure 5 illustrates the reduction in execution time with number of processors for the three cases. It is observed that the slopes of the three curves are basically the same.
Scalability of parallel execution of the solver is summarized in Figure 6 . The scale on the axes is logarithmic with base 2. It is close to the ideal linear reduction of the execution time with increasing number of processors. The slight deviation from the ideal is attributed to the larger relative communication time and the slight load imbalance due to the computation of the boundary conditions by only a fraction of the processors.
The two di erent strategies of communication, namely the parallel exchange and the pipeline exchange are compared in terms of communication times. The advantage of the proposed parallel exchange strategy over the pipeline exchange is demonstrated in Figure 7 which shows the increase in communication time per time-step of the solver as a function of the number of processors (partitions). It is observed that the pipeline exchange becomes quite expensive as the number of processors increases. On the contrary, the parallel exchange time does not increase as the number of partitions increases and remains at.
A hybrid grid consisting of 18,000 prisms and 162,000 tetrahedra is considered for the same duct geometry. Figure 3 shows a typical partitioning of the hybrid grid. Each partition contains either prisms or tetrahedra. The same three partition arrangements are considered: (i) 1-D (strip) partitioning, (ii) division into two partitions along the span, and (iii) division into four subdomains along the span. Figure 8 shows the reduction in execution time per time-step of the solver as a function of the number of processors. Again, it is observed that the slopes of the three curves are basically the same. Figure 9 shows the increase in communication time per time-step of the solver as a function of the number of processors (partitions) for the two communication strategies (parallel and pipeline exchange). The advantage of the proposed parallel exchange is evident in this gure, as well.
Next, the e ect on staggering the partitions across the prisms/tetrahedra interface is examined. The two cases of continuous, as well as of staggered partitions are compared in terms of reduction of execution time with number of processors. Figure 10 shows scalability of parallel execution for the two cases and compares it to the ideal linear reduction. The scale on the axes is logarithmic with base 2. Both curves corresponding to the two cases are close to the ideal linear reduction of the execution time with increasing number of processors. Again the deviation from the linear is attributed to the larger relative communication time and the slight load imbalance due to the computation of the boundary conditions. The small jump between the ideal and actual timings from one to two processors is due to a slight imbalance between the prism and tetrahedra subdomains. Since the viscous calculations for the prisms take longer than the inviscid tetrahedral calculations, the number of cells in each subdomain is adjusted so that there are approximately nine times as many tetrahedra as prisms. This results in a somewhat balanced load between the processors with only a slight waiting time per iteration. The small imbalance does not a ect the linear reduction in execution time.
Parallel Performance of the Grid Adapter
Re nement of a hybrid prismatic/tetrahedral grid is now considered for the case of supersonic channel ow over a bump. Figure 4 shows the ow eld featuring a boundary layer, as well as a shock wave at the leading edge of the bump which re ects on the upper wall. Figure 11 illustrates the corresponding adapted hybrid mesh. It is observed that the prismatic grid is directionally adapted over the region of the bump where appreciable ow gradients exist. The stacks of prisms emanating from the same triangular wall boundary face are divided directionally along the lateral directions. Furthermore, the tetrahedral mesh is locally re ned in the regions of the leading edge shock and the re ected shock.
In order to examine the scalability of the adapter, the same hybrid grid used by the solver is adapted once by dividing a certain percentage of cells within each processor partition. The total execution time for this step is measured on each processor. The total time for execution of the algorithm is taken to be the maximum of all the individual processor timings.
Scalability of parallel execution of the adapter is shown in Figure 12 . The scale on the axes is logarithmic with base 2. It is observed that the reduction in execution time is close to linear. The deviation of the actual time from the ideal time for the larger number of processors is caused by the reduction in work for each processor. As the number of processors increases, the amount of work decreases and in this case the processors do not have enough calculations to keep them busy. One other item to note is that the calculations for the adapter are dominated by the tetrahedral adaptation. The prismatic adaptation reduces to a 2-D adaptation on the surface which is much faster than the 3-D adaptation for the tetrahedra.
Two trends can be observed vis-a-vis the execution times for the adapter. The total execution time reduces as additional processors are introduced in the system, with the same percentage of cells being adapted remaining the same. This implies that the communication overhead caused by additional processors does not overwhelm the eciency of the overall algorithm. The second trend is observed in case of increasing number of cells being adapted for a given number of processors. The execution time increases with increase in the amount of adaptation. This is to be expected as larger amount of adaptation implies additional work per processor in the system. The communication times for the adapter with increasing number of processors are presented in Figure 13 . The parallel exchange strategy is employed. The gure shows that the communication times remain relatively the same with increasing number of processors. Also, the communication times are small compared to the amount of execution time for adaptation.
Parallel Simulation of Viscous Flow around the HSCT Viscous ow around a High Speed Civil Transport (HSCT) con guration is simulated on the Paragon. The aircraft surface triangulation consists of 4,412 faces and 2,275 nodes. A symmetry plane limits the computational domain to half. The signature of the partitions on the surface of the aircraft is illustrated in Figure 14 . In this particular case, 48 subdomains are considered in the prisms region. Partitioning of the entire hybrid mesh is shown in Figure 15 . Both the aircraft surface and the symmetry plane are shown in the gure. The prismatic layer surrounding the aircraft has been removed for clarity of the plot. The entire hybrid grid consists of 123,159 nodes, 176,480 prisms, and 170,300 tetrahedra. For this case, the tetrahedral grid is divided into six subdomains so that the ratio of tetrahedra to prisms is approximately nine to one. In this way the load is balanced among the processors. 
SUMMARY
Both the parallel Navier-Stokes solver and hybrid grid adapter proved to be e cient and scalable. The execution times of the solver and adapter reduced almost linearly as the number of processors of the Intel Paragon was increased. The parallel communication strategy proved to be e cient and the communication times remained relatively the same with an increasing number of processors. The co-ordinate-based partitioning of the grids resulted in grids that were load balanced among the processors and the amount of communication time between subdomains was small when compared to the execution times. The developed partitioner and solver yielded scalable parallel execution for the case of viscous ow around the HSCT aircraft. Figure 3 : Example of a partitioned hybrid grid for a channel geometry. This subdivision uses 16 subdomains for the prisms and six subdomains for the tetrahedra. There is no continuity required for the partitions across the prisms/tetrahedra interface. 
