




1.1. Latar Belakang Masalah 
Kuliah adalah proses pembelajaran tingkat lanjut di bidang formal di mana 
didalam perkuliahan terdapat pilihan jurusan. Setiap orang tentu mengidamkan untuk 
melanjutkan pendidikan ke perguruan tinggi atau kuliah. Pendidikan yang semakin 
tinggi tentu dalam masyarakat umum lebih dipandang dan terjamin. Apalagi 
sebagai  orang tua, memiliki anak yang kuliah hingga menyandang status sarjana 
adalah idaman sekaligus kebanggan  yang tak ternilai harganya (Muhammaddun, 
2016). Saat lulus SMA dan akan melanjutkan pendidikan di jenjang selanjutnya yaitu 
kuliah, maka satu hal yang penting adalah menentukan jurusan apa yang akan dipilih 
(Thegorbalsla, 2018). Beberapa anak mengalami kendala dalam memutuskan utuk 
memilih perguruan tinggi mana dan memilih jurusan kuliah apa karena sebagian anak 
belum mengetahui bakat dan minatnya sendiri, oleh sebab itu banyak anak yang 
berkuliah karena mengikuti teman, disuruh oleh orang tua, atau hanya sekedar ikut-
ikutan saja (Itera, 2019).  
Untuk menghadapi permasalahan tersebut maka dibuatlah aplikasi rekomendasi 
pemilihan jurusan kuliah bagi calon mahasiswa baru. Aplikasi yang akan di buat ini 
akan dikembangkan sebagai sistem pembelajaran mesin. Pembelajaran 
mesin merupakan salah satu cabang dari disiplin ilmu kecerdasan buatan (Artificial 
Intellegence) yang membahas mengenai pembangunan sistem yang berdasarkan pada 
data (Politan, 2016). 
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Pendekatan supervised learning mempunyai input dan output yang dapat dibuat 
menjadi suatu model hubungan matematis sehingga mampu melakukan prediksi dan 
klasifikasi berdasarkan data yang telah ada sebelumnya (Widia, 2019). Misalkan pada 
suatu kasus suatu provider hosting Indonesia ingin melakukan ramalan tentang data 
pengguna website 5 bulan ke depan dengan menggunakan analisis deret waktu. 
Analisis deret waktu (layaknya model regresi) menggunakan data sebelumnya untuk 
menggunakan peramalan. Data pada periode sebelumnya itulah yang disebut dengan 
data latih atau data training. Sehingga dengan data training tersebut akan diperoleh 
suatu model regresi yang selanjutnya akan digunakan untuk melakukan peramalan. Jadi 
kesimpulannya adalah supervised learning menggunakan data latih (data training) 
dalam melakukan prediksi (Widia, 2019). Algoritma yang termasuk dalam supervised 
learning contohnya adalah decision tree dan random forest. 
Random forest  merupakan salah satu metode dalam decision tree. Decision 
tree atau pohon pengambil keputusan adalah sebuah diagram alir yang berbentuk 
seperti pohon yang memiliki sebuah root node yang digunakan untuk mengumpulkan 
data, Sebuah inner node yang berada pada root node yang berisi tentang pertanyaan 
tentang data dan  sebuah leaf node yang digunakan untuk memecahkan masalah serta 
membuat keputusan. Decision tree mengklasifikasikan suatu sampel data yang belum 
diketahui kelasnya kedalam kelas – kelas yang ada (Yanuar, 2018). 
Random forest  adalah kombinasi dari  masing – masing tree yang baik kemudian 
dikombinasikan  ke dalam satu model. Random forest bergantung pada sebuah nilai 
vector random dengan distribusi yang sama pada semua pohon yang masing-
masing decision tree memiliki kedalaman yang maksimal (Marjani, 2018).  
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Beberapa kelebihan dari algoritma random forest adalah pada tahun 2008 
penelitian curah hujan telah berhasil dilakukan dengan berbagai metode seperti C4.5, 
random forest, dan classification and regression tree (CART) Penelitian ini 
menggunakan metode random forest untuk memprediksi curah hujan. Random forest 
adalah salah satu metode berbasis klasifikasi dan regresi dimana terdapat proses 
agregasi pohon keputusan. Metode ini dipilih karena menghasilkan kesalahan yang 
lebih rendah, memberikan akurasi yang bagus dalam klasifikasi, dapat menangani data 
pelatihan yang jumlahnya sangat besar, dan efektif untuk mengatasi data yang tidak 
lengkap (Nugroho, 2008). 
Kelebihan lainnya dari algoritma random forest adalah percobaan untuk meneliti 
perbandingan antara algoritma Random Forest dan algoritma J48. Hasil dari percobaan 
yang telah dilakukan, menghasilkan bahwa algoritma Random Forest memiliki akurasi 
100%, dibandingkan dengan algoritma J48 sebesar 99.4213% (Haidar, 2017).  
Kelebihan lainnya adalah percobaan untuk membandingkan algoritma ID3 
(Iterative Dichotomiser 3), C4.5 dan Random Forest. Di antara tiga algoritma ID3, 
C4.5 dan Random Forest, ID3 adalah algoritma pohon keputusan dasar. Kriteria 
pemilihan yang digunakan untuk ID3 tidak cocok untuk dataset terus menerus. 
Quinlann (2012) memperpanjang ID3 ke C4.5 dengan memperkenalkan kriteria seleksi 
yang disebut Gain Ratio. Ini memberikan hasil yang optimal dengan kedua set data 
kasus diskrit dan kontinyu (Sathyadevan & Nair, 2014). Tidak mungkin memastikan 
bahwa pohon itu dibangun dari ID3 dan C4.5 adalah pohon yang akurat, karena hanya 
menghasilkan satu pohon, sehingga kami hanya mendapatkan satu hasil prediksi. 
Prediksi ini mungkin benar atau mungkin tidak benar. Untuk mengatasi masalah 
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akurasi ini, Random Forest diimplementasikan. Algoritma ini menghasilkan beberapa 
pohon dari sebuah set data tunggal. Metodenya adalah menerapkan set data baru ke 
setiap pohon dalam model dan daftar output yang dihasilkan darinya. Prediksi terbaik 
ditentukan dengan memilih nilai kelas mayoritas. Yaitu, kelas mana yang paling 
banyak diprediksi dan berapa kali kelas tersebut dipilih sebagai prediksi akhir. Setelah 
menganalisis dan membandingkan hasilnya, Random Forest memberikan hasil 
prediksi yang lebih baik. Jadi diantara algoritma ini, random forest adalah yang terbaik 
untuk klasifikasi yang akurat (Sathyadevan & Nair, 2014). 
 Dari uji coba diatas terbukti bahwa algoritma Random Forest memiliki tingkat 
akurasi yang tinggi dan data yang didapatkan akan semakin akurat. Dari kesimpulan 
diatas maka untuk pemilihan jurusan kuliah agar siswa siswi SMA tidak salah jurusan, 
dibuatlah aplikasi pemilihan jurusan kuliah dengan algoritma Random Forest yang 






1.2. Rumusan Masalah 
Berdasarkan latar belakang yang telah dikemukakan, rumusan masalah yang 
menjadi landasan penelitian ini yaitu : 
1. Bagaimana cara mengimplementasikan algoritma random forest untuk 
membantu siswa dalam menentukan jurusan? 
2. Bagaimana hasil akurasi yang didapatkan dari aplikasi pemilihan jurusan 
kuliah dengan mengimplementasikan algoritma random forest? 
 
1.3. Batasan Masalah 
1. Siswa yang dimaksud dalam penelitian ini adalah siswa SMA Kristen 
Kanaan. 
2. Pengguna aplikasi ini adalah siswa SMA Kristen Kanaan. 
3. Data-data yang digunakan adalah data siswa yang tersedia di SMA Kristen 
Kanaan. 
4. Data personal yang dimaksud dalam penelitian ini adalah jenis kelamin, minat 







1.4. Tujuan Penelitian 
Berdasarkan rumusan masalah yang telah dipaparkan, tujuan penelitian ini  
adalah :  
1. Mengimplementasikan algoritma Random Forest untuk membantu siswa 
dalam memilih jurusan. 
2. Mengukur tingkat akurasi algoritma Random Forest dalam memberikan 
rekomendasi jurusan yang cocok berdasarkan data yang dimasukan oleh 
siswa. 
 
1.5. Manfaat Penelitian 
Manfaat yang dapat diperoleh dari penelitian ini adalah : 
1. Membantu siswa yang masih bingung dalam memilih jurusan kuliah. 






1.6 Sistematika Penulisan 
Sistematika penulisan laporan penelitian disusun serta dibagi menjadi 5 (lima) 
bab sebagai berikut. 
1. BAB I PENDAHULUAN  
Bab pertama menjelaskan latar belakang masalah, rumusan masalah, batasan 
masalah, tujuan penelitian, manfaat penelitian, dan sistematika penulisan. 
2. BAB II LANDASAN TEORI  
Bab kedua membahas landasan teori dari penelitian yang dilakukan. Teori yang 
dibahas adalah pengertian penjurusan/prodi, pembelajaran mesin, Decision 
Tree Learning (DTL), Random Forest. 
3. BAB III METODOLOGI DAN PERANCANGAN  
Bab ketiga menjelaskan metode penelitian yang digunakan dan perancangan 
aplikasi. Perancangan aplikasi yang dimaksud terdiri dari perancangan 
flowchart, data flow diagram, dan desain antarmuka.  
4. BAB IV IMPLEMENTASI DAN PENGUJIAN SISTEM  
Bab keempat mencakup implementasi dan hasil uji coba aplikasi.  
5. BAB V SIMPULAN DAN SARAN  
Bab kelima merupakan bab terakhir yang berisi simpulan dan saran dari hasil 
pengujian aplikasi dan saran untuk pengembangan aplikasi di masa yang akan 
datang ini.  
 
