The article presents the use of multiple regression method to identify added wave resistance. Added wave resistance was expressed in the form of a four-state nominal function of: "thrust", "zero", "minor" and "major" resistance values. Three regression models were developed for this purpose: a regression model with linear variables, nonlinear variables and a large number of nonlinear variables. The nonlinear models were developed using the author's algorithm based on heuristic techniques. The three models were compared with a model based on an artificial neural network. This study shows that non-linear equations developed through a multiple linear regression method using the author's algorithm are relatively accurate, and in some respects, are more effective than artificial neural networks.
INTRODUCTION
Reaching the required service speed on board a ship is a serious hydromechanical question. A ship operating speed depends, among others on the parameters and operating conditions of the propulsion system and total hull resistance. Arribas (2007) and Bhattacharyya (1978) noticed that one component of total hull resistance is additional wave resistance, which is:
• ship motion at high sea, • around 30-50% of the ship's total resistance, • a substantial reduction of service speed, • dependent on hull dimensions and shape, as well as other factors. Therefore, the prediction of any added resistance is a real challenge for the naval architects, who have to focus on any economic requirements connected to the selection of propulsion system parameters, fuel consumption and voyage time estimate. An assessment of added resistance in waves is also an essential element of various computer systems for the planning of a voyage. The effectiveness of such a system operation depends, first and foremost, on the accuracy of the approximation of various ship characteristics based on the simplified data, such as the main hull dimensions, state of loading, ship motion parameters and statistical wave parameters. The added resistance of a ship in waves is difficult to determine and usually is predicted by the use of a model or numerical methods (Sigmund et al., 2018; Ji et al., 2017; Duan et al., 2013 ). An accurate prediction of added resistance requires a large amount of input data, such as vessel hull shape and dimensions, as well as wave conditions (Rawson et al 2001; Watson 1998) . The mean added wave resistance usually is calculated using a function which initially describes the resistance contribution from a regular sine wave. Then, applying the superposition principle to the spectral distribution of the irregular wave, the mean resistance of an irregular (statistical) wave is calculated. The added resistance of a regular wave is calculated using various methods, most frequently the Gerritsma-Beukelman method (Gerritsma and Beukelman, 1972) or the Boese method. Alternatively, simplified models that enable us to identify the added wave resistance are sometimes used. In these methods, the additional wave resistance values have linguistic form, eg "small resistance" -"high resistance". These methods mean we can estimate the added wave resistance level and can be used to develop a mathematical model based on observations carried out in real-life conditions on the ship. The advantage of this solution is the ability to develop a model to assess the added wave resistance without having to measure the phenomenon on a ship. This model could have practical application for navigation route optimization systems. The author's article (Cepowski, 2007) presents an application of artificial neural networks to identify additional wave resistance depending on ship motion and wave parameters. This article elaborated on investigations of artificial neural networks which make it possible to identify additional wave resistance expressed in the form of a four-state nominal function equal to:
• thrust, • lack of the resistance, • small resistance value, • large resistance value. The artificial neural networks elaborated here were characterized by high accuracy within a wide range of ship motion and wave parameters values. Only 86 of the 2,646 cases were incorrectly identified. The disadvantage of this method was that it was complicated and difficult to interpret the mathematical models. Other methods can also be used to identify any phenomenon occurrence, e.g. linear or logistic probability models. The occurrence or absence of a predicted event are indicated in a logistic probability model. This model enables the user to calculate event probability and is often used to analyse surveys. The limitation of this method is a binary dependent variable, where the output can take only two values, "0" and "1". This method cannot be used for more than two various states, and in such cases, can be only applied to a linear probability model. Other advantages of the linear probability model are the interpretability of results and computing speed than compared to the logistic probability model. A linear probability model often fits equally well, and is almost the same as logistic model. The probability linear model offers an unlimited number of the states. As shown in (Hellevik 2007) , logistic and linear regression models often display almost identical results, but the logistic model estimates are much more complicated to interpret than the linear. Consequently, the aim of this article was to develop an added wave resistance recognition model, simply by the use of regression methods alone and to also compare research results with those obtained using an artificial neuron theory model based on work presented in (Cepowski, 2007) . It was not possible to use a logistic regression method for this purpose as the added wave resistance took up 4 states. Therefore, a linear regression model was used to identify added wave resistance in these studies. Additionally, a heuristic algorithm to semi-automatically discover the best nonlinear equation was created by author for this purpose.
RESEARCH METHOD
To achieve the goals set out in the research, the same assumptions as in (Cepowski, 2007) have been made, i.e.:
• the investigations were performed for a B-517 bulk carrier in ballast loading condition with the following parameters: o "0" -thrust (for additional wave-generated resistance less than 0 kN) o "1" -zero resistance (for resistance values from 0 to 30 kN) o "2" -minor resistance value (for resistance values from 30 to 100 kN) o "3" -major resistance value (for resistance values exceeding 100 kN). F functions which serve to identify added resistance, can be created in accordance with the following formula:
(1) where:
X -set of input operational parameters such as ship speed V, wave encounter angle b, characteristic wave period p and significant wave height h RW -additional wave resistance expressed in the form of a four-state nominal function f -a regression function search, enabled to identify added resistance RW. A Multiple Linear Regression, and a method developed by the author were applied to discover function f. The best combinations of the ship operational parameters were randomly searched through all their possible combinations in the author's method. The general algorithm scheme is shown in fig 1. The base function collection included 360 arrays of nonlinear, exponential., power and logarithmic functions. NdCurveMaster software was developed on the basis of this algorithm by the author. The software (ndCurveMaster ver 3.2 2017) was applied to develop regression equations presented in this paper.
RESULTS
Three models of regression were developed to compare research results with those presented in (Cepowski) only by the use of:
• A multiple Linear Regression method, • An algorithm developed by the author (presented in Figure 1 ), • An algorithm developed by the author for a large number of independent variables A significant level of alpha was equal to 0.05 in the investigations. The most effective regression equations for additional added resistance identification were found to be as follows:
• with the use of Multiple Linear Regression method:
• with the use of the author's algorithm: Tables 1-3 shows that all equations are statistically significant. Regression analysis presented in Tables 4-6 show that all variables in equations (2) -(4) are also statistically significant. Table 7 shows that the equation (2) is characterized by satisfactory accuracy, while equations (3) and (4) are characterized by good accuracy. An identification of added wave resistance was carried out by rounding the actual values determined by means of equations (2) - (4) to integer values: 0, 1, 2, 3. Identification results were compared with reference values and artificial neural network statistics presented in (Cepowski, 2007) and shown in Fig. 2 . 
CONCLUSIONS
The presented research proves that it is possible to carry out an identification simply by the use of a multiple linear regression method. But, regressions developed simply by the use of multiple linear regression methods are not particularly accurate. Only adding non-linear variables to the model, and increasing their number, leads to more accurate results. Heuristic techniques developed by the author for this purpose were found to be effective. A logistic regression method only enabled the identification of a binary variable where the output can take only two values, "0" and "1". In contrast, the MLR method allows the identification of a multi-state variable where the output can take a number of values. In this study a four-state variable was successfully identified using a MLR-based method. Classification statistics of linear regression equations are less effective than the artificial neural network statistics. The most accurate regression equation found 326 erroneous solutions, while the neural network error only displayed 88 solutions (almost three times less). Which offers vast advantages using artificial neural networks over a multiple linear regression method. Without a doubt, the form of regression equation developed through the use of multiple linear regression is clear, and it is simple to interpret the influence of individual variables in regression equations. The interpretation of regression equation coefficients is less difficult than the coefficients of the artificial neural network. Through these methods, discovering new phenomena is possible on the basis of regression equations.
A regression equation has a simpler form, fewer elements and is faster to calculate than the neural network, and this is vitally important from point of view of numerical calculations. For example, the presented ANN contains almost 140 coefficients, while equation (4) has only 27. The probability of overfitting is less likely during the development of regression equations. There was no need to control and prevent overfitting, because the number of data was found to be larger in the presented studies. However, models developed using artificial neural networks always require the occurrence of overfitting. About 25% of the data is lost due to the need to verify the occurrence of overfitting. These investigations confirm (Hevelik, 2017) , that identification accuracy depends on data model fitting in a logistic or linear regression method. This non-linearity meant we were able to obtain practically twice as much identification accuracy, which is shown in Fig. 2 . The main reason for this is the non-linear influence of operating parameters on additional wave resistance.
