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The  extent to which a set of related graph-theoret ic  properties can be used to 
account for the superl inear complexity of computational problems is explored. W'hile 
a previously widely held positive conjecture is refuted, it is also shown that certain 
limited lower bounds can be proved by means of such properties. 
l .  INTRODUCTION 
In several models of computation, such as straight-line arithmetic programs and 
combinational circuits, algorithms can be associated with graphs in a natural way. 
The purpose of this paper is to explore the extent o which the superlinear complexity 
of computational problems can be attributed to the properties of the associated 
graphs. In particular we consider properties related to concentrators in switching 
network theory. We aim at computations that are not limited to an unduly restricted 
set of basic operations. 
The main result is a negative one, showing as it does that the "superconcentration" 
property (equivalent to [1, 12.22, 12.37]) that had been widely conjectured to guarantee 
superlinear complexity, does not in fact do so. 
As a vehicle for exhibiting the kinds of complexity results that these graph- 
theoretic properties do imply, we introduce a random access model of computation 
with a certain cost for communicating between different locations. For algorithms 
on this model that assume consecutive locations for the inputs we can resolve the 
asymptotic omplexity of some well-known arithmetic problems. We give upper 
and lower bounds of order n log n for the problems of computing polynomial convolu- 
tions and discrete Fourier transforms. 
The arguments used can be alternatively interpreted as supplying superlinear 
lower bounds for algorithms that are based on certain recursive splitting techniques 
but are otherwise unrestricted. 
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2. DEFINITIONS 
A straight-line program consists of a set {xi} of variable names, a set of basic operations 
{f~} and a finite sequence of instructions each of the form xi :=  f,(x~, xk). The 
only restriction is that if an xi occurs on the left-hand side of an instruction, then 
it does not occur anywhere previously in the sequence. We shall interpret the variables 
to range over the field of real or complex numbers and the basic operations to be 
{+, - - ,  *, + ,  const, functions}. 
The graph of a straight-line program consists of a node for each variable name, 
and undirected arcs from x~. to xi and from x~ to xi for each instruction xi ~ fe(Xj, Xk). 
We shall consider graphs that have specially designated isjoint subsets of input 
nodes {al ..... a,} and output nodes {bt ,..., b,~}. A graph is an (n, m)-concentrator (n >~ m) 
if each set of m input nodes is connected to the output nodes by m mutually node-  
disjoint paths. It is an n-hyperconcentrator if n = m and for all r (1 ~< r ~ n) there 
are r node-disjoint paths from each set of r input nodes to the set {b a ,..., b,.} of output 
nodes. It is an n-superconcentrator if m = n and for all r (1 ~< r ~< n) each set of 
r input nodes is connected to each set of r output nodes by r mutually node-disjoint 
paths. 
Note that the above three properties are increasingly restrictive. Note also that 
they can be equivalently expressed in terms of disconnecting sets of points by virtue 
of the following well-known result [2, p. 167]: 
LEMMA 1. I f  A and B are disjoint subsets of size r of the nodes of an undirected 
graph then the properties that (a) at least r nodes have to be removed to disconnect sets 
A and B, and that (b) there exist r mutually node-disjoint paths connecting nodes in A 
to nodes in B, are equivalent. | 
3. GRAPHS OF ARITHMETIC ALGORITHMS 
For many computational problems every subset of the outputs is highly dependent 
on every subset of the inputs. For some of these one can show that the graph of any 
algorithm that solves it must have the properties of some kind of concentrator. We 
shall illustrate this for some well-known arithmetic problems. Analogous results 
can be obtained for combinational circuits for certain Boolean functions. 
Let u I ,..., u n and v 1 ,..., v n be sets of indeterminates and/7 be a field. A bilinear 
program is a straight-line program with no divisions that has a storage location 
identified with each indeterminate initially, and has the property that the forms 
computed after each instruction are all finite sums of terms of the form A, Au i , Av i , 
or Au~v~, where ~ ~F.  (Note that alternative well-known definitions, e.g., [3], all 
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imply this property.) A linear program for indeterminates u 1..... Un is similarly defined 
except that the allowed terms are A and Aui. 
The significance of these restricted classes of algorithms is the following: 
LEMMA 2. There exists a constant k such that for any straight-line program that 
computes a set of bilinear (linear) forms using any of the basic operations, there exists a 
bilinear (linear) program that computes the same set of forms and involves at most k 
times as many operations. 
Proof. See [3, 6, 7]. II 
For the graphs of linear and bilinear programs it is possible to prove concentration 
properties by simple independence arguments. 
LEMMA 3. The graph of any bilinear program for computing the convolution 
l W k l W k =  ~ uivj,O~k<n I i+j=lc 
kmodn 
is an n-superconcentrator. 
Proof. Identify the nodes {ai} of the graph with the locations corresponding 
to {ui}, and the nodes {bi} with those corresponding to {wi}. 
By definition, (w0,... , Wn_l) = (Uo,... , un_l) V where V is the n • n matrix such 
that Vij z v~-imoan 9 Let ~ be a vector of s arbitrary components of (u o ..... Un_l) 
and ~ be one of s independently arbitrary components of (w 0 ,..., wn-1). Fixing the u 
components that are not in ~ to be zero gives that z~ -~ gV' for some s • s matrix V' 
that has the property that no vi occurs twice in any row or column. That the elements 
of any matrix with this property can be assigned values (in any field of characteristic 
zero) that make the matrix nonsingular can be easily verified (e.g., let v i ~ sSi). 
Therefore we can fix (v o .... , vn_l) so that V' is nonsingular and then regard ~ as 
a set of s linearly independent linear forms in the components of ~. 
Having fixed the indeterminates {vi} we can regard the algorithm as a linear program 
in {ui}. Suppose the removal of s --  1 nodes from the graph of the algorithm dis- 
connects the input nodes corresponding to ~ from the output nodes corresponding 
to u~. This would imply that the components of ~ are linear combinations of the 
s -- 1 linear forms in the components of ~ that correspond to the s --  1 nodes removed. 
Since this would contradict he linear independence of ~ no such disconnecting 
set can exist. Hence by Lemma 1 s node-disjoint paths must join the two sets of nodes. 
Since s, ~, and ~ are arbitrary the result follows. | 
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LEMMA 4. The graph of any linear program for computing the discrete Fourier 
transform 
wi l wi = ~ u~oJ ~j, O <~ i <~ n- -  1 
j=O 
(where w is a primitive nth root of unity) is a hyperco~emrator. 
Proof. Here (w o ,..., wn-1) = (Uo .... , un_OF where Fit = ~o "-1)~-1~- Let g be a 
vector of s arbitrary components of (u o ..... u,~-l) and N be the vector (w 0 ..... w~_l). 
Then ~ = gF' where F' is a Vandermonde matrix that has rows (to,..., t ~-1) for 
distinct t's and that is therefore nonsingular. The result follows as in the previous 
lemma. Note that the result can also be proved with the roles of the input and output 
nodes interchanged. | 
Note that in the last lemma the graph need not be a superconcentrator, since 
F may have singular minors. 
4. SUPERCONCENTRATORS OF LINEAR SIZE 
We now show that even the most severe concentration property we have defined 
cannot be used to account for the superlinear complexity of unrestricted straight-line 
programs. 
THEOREM 1 (Pinsker). There is an integer k such that for all n, m (n ~ m) there 
exists an (n, m)-concentrator with k 9 n arcs. 
Proof. Given in [4]. 
THEOREM 2. There is an integer k~ such that for all n there is an n-superconcentrator 
with ha " n arcs. 
Proof. We first observe that an n-superconcentrator can be constructed from 
two n-hyperconcentrators by simply identifying their respective output nodes and 
treating the inputs of one as the outputs of the resulting graph. It is therefore sufficient 
to show that linear size hyperconcentrators exist. 
Consider the recursive construction given in Fig. 1. We prove its correctness 
inductively by considering each subset S of the inputs {al ..... an} according to its 
size r as follows: 
Case 1. r -~ n/2. Augment S to S'  where S' is of size n/2. Direct the n/2 disjoint 
paths from S' through a to the inputs of A, "concentrate" them to the outputs of A, 
direct them via d to C and let C "sift" them so that the r paths coming from S can be 
directed through e to {b 1 ,..., br}. 
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FIG. 1. Recursive construction of an n-hyperconcentrator. 
Case 2. r > n/2. Let S' be a subset of S of size n/2. Direct n/2 disjoint paths 
from S via a, / / ,  and c to {b 1 ..... b~/2}. Direct the r --  n/2 paths from the set difference 
of S and S' via b, B , f ,  C, and g to {bn/2+ x ,..., br} in the manner analogous to Case 1. 
It follows inductively that the given construction for hyperconcentrators f arbitrary 
size is valid. Clearly H(n), the number of arcs in such an n-hyperconcentrator, is 
given by 
H(n) = 2kn + H(n/2) + 9n/2 
if concentrators of size kn are used in the construction. It follows that H(n) is linear 
inn. | 
Recently N. Pippenger [5] has discovered that the constant k s implied by the 
above style of argument can be substantially reduced. His argument bypasses Pinsker's 
construction and yields a value of ~-~39. 
5. BINARY RANDOM ACCESS MACHINES 
While the previous ection shows that the defined concentration properties cannot 
be used to prove superlinear lower bounds for unrestricted straight-line programs, 
we shall now show that such bounds can be obtained if we impose some additional 
restrictions. 
Let the binary distance between integers m and n, denoted by Bin(m, n), be the 
smallest integer k such that for some integers i 1 ..... ik, Jl ..... J~, 
m = n + ~ (--1)i~" 2J~. 
k 
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Note that the binary distance is never greater than the Hamming distance, though 
it is sometimes less (e.g., Bin(2 i, 2 i --  1) ---- 1 while Ham(U, U -- 1) ~-- i + 1). 
A binary random access machine (BRAM) is a random access machine with storage 
locations {x0, x I ,..., x~ .... } in which the cost of communicating between locations 
xi and xj is Bin(i, j). This can be regarded as a natural and a not too severe constraint 
on the interconnection pattern of a memory for which unit-cost random access is not 
possible. In the case of straight-line programs we shall assign to each instruction 
x~ :---- f(x~, x~) a cost of Bin(/, j) + Bin(i, k). Note that to make sense of this model 
we have to exclude such absurd possibilities as that of a whole computation being 
done in memory locations {xi l i = 2"}. This can be done naturally by, for example, 
insisting that the inputs be in consecutive locations. 
Define an address mapping p for a graph G to be any mapping from the nodes 
of G to the positive integers for which {p(a~) [ 1 ~ i ~< n) is a set of n distinct integers, 
and {p(bi) ] 1 ~ i ~ m} is a set of m consecutive integers. Let the binary weight 
with respect o p of an are of G be the binary distance between the addresses of its 
end points. Define the binary weight with respect o p of G, (Wo(G)), to be the sum 
of the weights of its ares with respect o p, and let the binary weight of G be 
W(Q) : mjn{W.(G)} 
THEOREM 3. For some positive constant c if G is an (n, m)-concentrator with n >~ 2m 
then 
W(G) >/cm log m. 
Proof. Consider any address mapping p. Define the span of an arc of G to be the 
absolute value of the difference between the addresses of its endpoints. Along every 
are of binary weight r > 1 intersperse r -- 1 new nodes and extend p to p' so that 
every arc in the new graph G' has span equal to a power of two. Then clearly the 
number of arcs in G' will equal Wp(G). 
Counting from the least significant bit, consider the ith bits of the binary repre- 
sentations of the addresses of the n (>~2m) input nodes. At least m of the input nodes 
must have the same ith bit. Also, by assumption, there are m node-disjoint paths 
from this set to the outputs, in both G and G'. However, exactly a half of the outputs 
have ith bits with the opposite value. The value of this bit of the address must therefore 
change among m/2 disjoint paths in G'. 
Now amongst he output nodes those with any one value for the ith bit occur 
in m/2* "blocks" of size 2 ~-1 (assuming m to be a power of two). Furthermore in 
paths along which that bit is changed ares of span 2 j for j ~> i can be ignored since 
they translate addresses between identical positions within these blocks. The sum 
of the spans of the ares of span less than 2 * must therefore be enough along each 
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path to cause a displacement to an address outside these blocks. This sum must 
therefore be at least 
21-2 
2 " ~ k >/22i-4 
for each block, and hence at least 2 ~i-4 9 m/U = m 9 2i/16 altogether. 
Let nk be the number of arcs in G' of span 2 ~. Then from the above 
i--1 
nk" 2 k ~ m" T/16 
k~0 
or  
i--1 
n~/2 i-~ ~ m/16. 
k=O 
Summing these equations for i = 0, 1 ..... (log m) --  1, gives that 
(log m) - i  
E n i /> (m log m)/16. 
Since ~ ni equals the number of arcs in G', which in turn equals Wp(G), we have 
the desired result. | 
It is easy to verify that the assumptions of the theorem may be relaxed in various 
ways as, for example, in the following. 
COROLLARY 3.1. Given any constant k the theorem holds if the set {p(bi) ] 1 ~ i ~ m} 
of distinct integers is allowed to be any subset of any set of km consecutive integers. | 
Note that since the Hamming distance is everywhere bounded from below by 
the binary distance, the above results hold for the Hamming distance also, as can 
be proved directly very easily. 
More significantly, note that Lemma 2 remains true when the measure of total 
number of operations is replaced by BRAM cost. This can be verified by adapting 
the simulations by which the lemma is proved so that the sets of locations that simulate 
single variables are in close binary proximity. Since all n-superconcentrators and 
n-hyperconcentrators a e (n, n/2)-concentrators we can deduce the following from 
Lemmas 3 and 4 and Theorem 3 and its corollary. 
THEOREM 4. On a BRAM the cost of computing polynomial convolutions or discrete 
Fourier transforms is at least kn log n for inputs of size n provided that either the 
inputs or the outputs are in consecutive locations in memory. | 
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A similar lower bound can be obtained for matrix multiplication on a BRAM 
if the locations of the inputs and outputs are suitably restricted. 
It is easily verified that the bounds of Theorem 4 are sharp by efficiently im- 
plementing on a BRAM known fast algorithms [1, pp. 262-263]. This is possible 
since the BRAM constraint does not penalize by more than a constant factor the 
simple recursive splitting technique on which these fast algorithms are based. 
Note that Theorem 3 (and extensions of it to k-ary weights) can be also regarded 
as providing superlinear lower bounds for the complexity of unrestricted straight-line 
programs based on a wide class of recursive splitting techniques (namely those that 
can be implemented with impunity on an appropriate weighted machine). 
6. CONCLUSION 
We have shown that the superconcentration property is insufficient in itself to 
provide superlinear lower bounds on the complexity of unrestricted straight-line 
programs. However, as we have also shown, such bounds can be obtained using 
related properties if either the model of computation is restricted or if the algorithms 
are restricted to be of certain recursive forms. 
Whether it is at all possible to prove such bounds by purely graph-theoretic 
techniques for unrestricted straight-line arithmetic problems or for combinational 
circuits over a complete basis, remains open. 
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