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CENTER OF MASS AND THE OPTIMAL QUANTIZERS FOR SOME
CONTINUOUS AND DISCRETE UNIFORM DISTRIBUTIONS
MRINAL KANTI ROYCHOWDHURY
Abstract. In this paper, we first consider a flat plate (called a lamina) with uniform density
ρ that occupies a region R of the plane. We show that the location of the center of mass,
also known as the centroid, of the region equals the expected vector of a bivariate continuous
random variable with a uniform probability distribution taking values on the region R. Using
this property, we prove that the Voronoi regions of an optimal set of two-means with respect
to the uniform distribution defined on a disc partition the disc into two regions bounded by
the semicircles. Besides, we show that if an isosceles triangle is partitioned into an isosceles
triangle and an isosceles trapezoid in the Golden ratio, then their centers of mass form a
centroidal Voronoi tessellation of the triangle. In addition, using the properties of center of
mass we determine the optimal sets of two-means and the corresponding quantization error
for a uniform distribution defined on a region with uniform density bounded by a rhombus.
Further, we determine the optimal sets of n-means, and the nth quantization errors for two
different discrete uniform distributions for some positive integers n ≤ card(supp(P )).
1. Introduction
Let us consider a flat plate, called a lamina, with uniform density ρ that occupies a region R
of the plane. By the density ρ, it is meant that the mass per unit area of the region R is ρ. The
center of mass or the centroid of the region is the point in which the region will be perfectly
balanced horizontally if suspended from the point. Let the regionR lies between the two curves
x2 = f(x1) and x2 = g(x1) bounded by the lines x1 = a and x1 = b, where f(x1) ≥ g(x1) for
all (x1, x2) ∈ R. Let A be the total area of the region R. Then, A =
∫ b
a
(f(x1)− g(x1))dx1. It
is known that if (x1, x2) is the centroid of the region R, then
(1) x1 =
1
A
∫ b
a
x1(f(x1)− g(x1))dx1 and x2 = 1
A
∫ b
a
1
2
([f(x1)]
2 − [g(x1)]2)dx1.
Given a finite subset α of R2, the Voronoi region generated by a ∈ α is the set of all elements
in R2 which are nearest a, and is denoted by M(a|α), i.e.,
M(a|α) = {x ∈ R2 : ‖x− a‖ = min
b∈α
‖x− b‖},
where ‖ · ‖ denotes the Euclidean norm on R2. The set {M(a|α) : a ∈ α} is called the Voronoi
diagram or Voronoi tessellation of R2 with respect to the set α. A Voronoi tessellation is called
a centroidal Voronoi tessellation (CVT) if each of the generators of the tessellation is also the
centroid of its own Voronoi region. Centroidal Voronoi tessellations (CVTs) have become a
useful tool in many applications ranging from geometric modeling, image and data analysis,
and numerical partial differential equations, to problems in physics, astrophysics, chemistry,
and biology (see [DFG] for some more details).
Let P denote a Borel probability measure on R2. For a finite set α ⊂ R2, the error∫
mina∈α ‖x−a‖2dP (x) is often referred to as the cost or distortion error for α, and is denoted
by V (P ;α). For any positive integer n, write Vn := Vn(P ) = inf{V (P ;α) : α ⊂ R2, card(α) ≤
n}. Then, Vn is called the nth quantization error for P . If
∫ ‖x‖2dP (x) < ∞, then there is
some set α for which the infimum is achieved (see [GKL, GL, GL1]). Such a set α for which
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the infimum occurs and contains no more than n points is called an optimal set of n-means.
The elements of an optimal set are called optimal centers, or optimal quantizers. In some
literature it is also referred to as principal points (see [MKT], and the references therein). Let
α be an optimal set of n-means for a Borel probability measure P on R2. Let a ∈ α, and
M(a|α) be the Voronoi region generated by a ∈ α. Then, for every a ∈ α it is well-known that
a = E(X : X ∈M(a|α)) (see [GL1, Section 4.1] and [GG, Chapter 6 and Chapter 11]). It has
broad applications in signal processing and data compression. For some details and compre-
hensive lists of references one can see [GG, GKL, GN, Z]. Rigorous mathematical treatment
of the quantization theory is given in Graf-Luschgy’s book (see [GL1]). For some recent work
in this direction one can see [DR, R, RR].
In this paper, we consider a flat plate (called a lamina) with uniform density ρ that occupies
a region R of the plane. In Proposition 2.1, we show that the location of the center of mass
of the region equals the expected vector of a bivariate continuous random variable with a
uniform probability distribution taking values on the region R. In other words, we show that
with respect to the uniform distribution, the point in an optimal set of one-mean coincides
with the center of mass of the lamina. If the probability distribution is not uniform, then
Proposition 2.1 is not true. In this regard we give a counter example Example 2.3. In [R],
Roychowdhury gave a conjecture that with respect to the uniform distribution defined on a
disc, the Voronoi regions of the points in an optimal set of two-means partition the disc into two
semicircles. Here by the semicircle it is meant one half of the disc bounded by the semicircle.
Using Proposition 2.1, in Proposition 2.4, we prove that the conjecture is true. Besides, in
Proposition 2.5, we show that if an isosceles triangle is partitioned into an isosceles triangle and
an isosceles trapezoid in the Golden ratio, then their centers of mass form a centroidal Voronoi
tessellation of the triangle. In addition, in Proposition 2.6, using the properties of center of
mass, we determine the optimal set of two-means and the corresponding quantization error for
a uniform distribution defined on a region with uniform density bounded by a rhombus. The
proof of this proposition shows that the optimal set of two-means forms a centroidal Voronoi
tessellation, but the converse is not true (see Remark 2.7). Finally, in the last section, for
two different discrete distributions P , we determine the optimal sets of n-means and the nth
quantization errors for some positive integers n ≤ card(supp(P )).
2. Main Result
For a bivariate continuous random variable X := (X1, X2) taking values on a region with
some probability distribution, let E(X) represent the expected vector of X. On the other
hand, by E(X1) and E(X2), we denote the expectations of the random variables X1 and X2
with respect to their marginal distributions. By the position vector a˜ of a point A, it is
meant that
−→
OA = a˜. In the sequel, we will identify the position vector of a point (a1, a2)
by (a1, a2) := a1i + a2j, and apologize for any abuse in notation. Here i and j are the two
unit vectors in the positive directions of x1- and x2-axes, respectively. For any two vectors
~u and ~v, let ~u · ~v denote the dot product between the two vectors ~u and ~v. Then, for any
vector ~v, by (~v)2, we mean (~v)2 := ~v · ~v. Thus, |~v| := √~v · ~v, which is called the length of
the vector ~v. For any two position vectors a˜ := (a1, a2) and b˜ := (b1, b2), we write ρ(a˜, b˜) :=
((a1−b1, a2−b2))2 = (a1−b1)2+(a2−b2)2 to represent the squared Euclidean distance between
the two points (a1, a2) and (b1, b2).
Let us now prove the following proposition.
Proposition 2.1. Let (x1, x2) be the center of mass of a lamina with uniform density ρ. Let
X := (X1, X2) be a bivariate continuous random variable with uniform distribution taking
values on the region R occupied by the lamina. Then,
E(X) = (E(X1), E(X2)) = (x1, x2).
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Figure 1. Partition of the region R.
Proof. Let f(x1, x2) be the probability density function (pdf) of the bivariate continuous ran-
dom variable X := (X1, X2) taking values on the region R with respect to the uniform distri-
bution. Let A represent the area of the region. Then,
f(x1, x2) =
{
1
A
for (x1, x2) ∈ R,
0 otherwise.
Let f1(x1) and f2(x2) represent the marginal pdfs of the random variables X1 and X2, respec-
tively. Then, following the definitions in Probability Theory, we have
f1(x1) =
∫ f(x1)
g(x1)
f(x1, x2)dx2 for a ≤ x1 ≤ b.
To find f2(x2) we have to proceed as follows: Split the region R into five regions such as
J1, J2, · · · , J5 (see Figure 1). The regions J1, J2, · · · , J5 heavily depend on the two functions
f(x1) and g(x1). We might have even more than five regions, or less in some cases. Thus,
J1, J2, · · · , J5 are bounded by the lines x1 = a, x1 = b, and x2 = ci for 1 ≤ i ≤ 6, and the
curves x2 = g(x1) and x2 = f(x1). Hence, as shown in Figure 1, we have
J1 = {(x1, x2) : min(g−1(x2)) ≤ x1 ≤ max(g−1(x2)) and c1 ≤ x2 ≤ c2},
J2 = {(x1, x2) : a ≤ x1 ≤ g−1(x2) and c2 ≤ x2 ≤ c3},
J3 = {(x1, x2) : a ≤ x1 ≤ b and c3 ≤ x2 ≤ c4},
J4 = {(x1, x2) : a ≤ x1 ≤ f−1(x2) and c4 ≤ x2 ≤ c5},
J5 = {(x1, x2) : min(f−1(x2)) ≤ x1 ≤ max(f−1(x2)) and c5 ≤ x2 ≤ c6},
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1
1
−1
O
x2 =
√
1− x21
x2 = x1 − 1
Figure 2. The bounded region described in Example 3.2
yielding
f2(x2) =

∫ max(g−1(x2))
min(g−1(x2))
f(x1, x2)dx1 for c1 ≤ x2 ≤ c2,∫ g−1(x2)
a
f(x1, x2)dx1 for c2 ≤ x2 ≤ c3,∫ b
a
f(x1, x2)dx1 for c3 ≤ x2 ≤ c4,∫ f−1(x2)
a
f(x1, x2)dx1 for c4 ≤ x2 ≤ c5,∫ max(f−1(x2))
min(f−1(x2))
f(x1, x2)dx1 for c5 ≤ x2 ≤ c6.
Recall that for any (x1, x2) ∈ R, f(x1, x2) = 1A , and zero, otherwise. Thus, we have
E(X1) =
∫ b
a
x1f1(x1) dx1 =
1
A
∫ b
a
∫ f(x1)
g(x1)
x1dx2dx1 =
1
A
∫ b
a
x1(f(x1)− g(x1))dx1,
which by (1) implies that E(X1) = x1. To show E(X2) = x2, we will mainly use the changing
in the order of integration in the regions of double integrals. We have
E(X2) =
∫ c6
c1
x2f2(x2)dx2
=
1
A
[( ∫ c2
c1
∫ max(g−1(x2))
min(g−1(x2))
x2dx1dx2 +
∫ c3
c2
∫ g−1(x2)
a
x2dx1dx2
)
+
∫ c4
c3
∫ b
a
x2dx1dx2
+
(∫ c5
c4
∫ f−1(x2)
a
x2dx1dx2 +
∫ c6
c5
∫ max(f−1(x2))
min(f−1(x2))
x2dx1dx2
)]
=
1
A
[ ∫ b
a
∫ c3
g(x1)
x2dx2dx1 +
∫ b
a
∫ c4
c3
x2dx2dx1 +
∫ b
a
∫ f(x1)
c4
x2dx2dx1
]
=
1
A
∫ b
a
∫ f(x1)
g(x1)
x2dx2dx1 =
1
A
∫ b
a
1
2
([f(x1)]
2 − [g(x1)]2)dx1,
which by (1) implies that E(X2) = x2. Hence,
E(X) =
1
A
∫∫
(x1i+ x2j)dx1dx2 = i
∫
x1f1(x1)dx1 + j
∫
x2f2(x2)dx2 = x1i+ x2j = (x1, x2),
and thus, the proof of the proposition is complete. 
In support of the proposition, we give the following example.
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Example 2.2. Let us consider a lamina with uniform density ρ which occupies a region R
in the plane bounded by the circle x21 + x
2
2 = 1, and the lines x2 = x1 − 1 and x1 = 0 (see
Figure 2). Let A be the area of the region. Then, A = pi
4
+ 1
2
= 2+pi
4
. Let (x1, x2) be the
centroid of the region R. Here f(x1) =
√
1− x21 and g(x1) = x1− 1. Then, using the formulas
given by (1), we have
x1 =
1
A
∫ 1
0
x1(f(x1)− g(x1))dx1 = 2
2 + pi
, and
x2 =
1
A
∫ 1
0
1
2
([f(x1)]
2 − [g(x1)]2)dx1 = 2
3(2 + pi)
.
Let f(x1, x2) be the pdf of a bivariate continuous random variable X := (X1, X2) with uniform
distribution taking values on R. Then, f(x1, x2) =
1
A
for (x1, x2) ∈ R, and f(x1, x2) = 0 if
(x1, x2) 6∈ R, where
R = {(x1, x2) : −1 ≤ x2 ≤ 0, 0 ≤ x1 ≤ g−1(x2)} ∪ {(x1, x2) : 0 ≤ x2 ≤ 1, 0 ≤ x1 ≤ f−1(x2)}.
Let f1(x1) and f2(x2) be the marginal distributions of X1 and X2, respectively. Then,
f1(x1) =
∫ f(x1)
g(x1)
f(x1, x2)dx2 =
1
A
(f(x1)− g(x1)) = 1
A
(
√
1− x2 − (x− 1)) for 0 ≤ x1 ≤ 1,
and
f2(x2) =
{ ∫ g−1(x2)
0
f(x1, x2)dx2 =
1
A
(x2 + 1) for − 1 ≤ x2 ≤ 0,∫ f−1(x2)
0
f(x1, x2)dx2 =
1
A
√
1− x22 for 0 ≤ x2 ≤ 1.
Thus,
E(X1) =
1
A
∫ 1
0
x1(
√
1− x2 − (x− 1)) dx1 = 2
2 + pi
, and
E(X2) =
1
A
(∫ 0
−1
x2(x2 + 1)dx2 +
∫ 1
0
x2
√
1− x22 dx2
)
=
2
3(2 + pi)
,
implying E(X1) = x1 and E(X2) = x2.
If the bivariate continuous random variable X := (X1, X2) is not uniformly distributed on
the region R, then the Proposition 2.1 is not true. In this regard, we give the following counter
example.
Example 2.3. LetR be the square with vertices O(0, 0), A(1, 0), B(1, 1), and C(0, 1) occupied
by a lamina with uniform density ρ. Then, its area A is given by A = 1. Let (x1, x2) be its
center of mass. Then, we see that (x1, x2) = (
1
2
, 1
2
). Let X := (X1, X2) be a bivariate continuous
random variable with probability density function f(x1, x2) taking values on the squareR given
by
f(x1, x2) =
{
4x1x2 if (x1, x2) ∈ R,
0 otherwise.
Then, if f1(x1) and f2(x2) are marginal pdfs of X1 and X2, respectively, we have
f1(x1) =
{
2x1 for 0 < x1 < 1,
0 otherwise,
and f2(x2) =
{
2x2 for 0 < x2 < 1,
0 otherwise.
Thus, we see that E(X1) =
∫ 1
0
x1f(x1)dx1 =
2
3
, and E(X2) =
∫ 1
0
x2f2(x2)dx2 =
2
3
, implying
E(X) =
1
A
∫∫
(x1i+ x2j)dx1dx2 = i
∫
x1f1(x1)dx1 + j
∫
x2f2(x2)dx2 =
2
3
i+
2
3
j = (
2
3
,
2
3
),
i.e., E(X) := (E(X1), E(X2)) = (
2
3
, 2
3
) 6= (x1, x2).
6 Mrinal Kanti Roychowdhury
In the following proposition we use Proposition 2.1 and prove a conjecture given by Roy-
chowdhury (see [R, Conjecture 2.7]).
Proposition 2.4. The Voronoi regions of the points in an optimal set of two-means with
respect to the uniform distribution defined on a disc partition the disc into two regions bounded
by the semicircles.
Proof. It is enough to prove the proposition for the disc bounded by the circle given by the
equation x21 + x
2
2 = 1. Let P and Q be the two points in an optimal set of two-means with
respect to the uniform distribution on the disc. Let ρ be the density, i.e., mass per unit area
of the disc. Due to rotational symmetry of the disc about its center, without any loss of
generality, we can assume that the boundary of the Voronoi regions of the points P and Q cut
the circle at the points A and B, and the line AB is parallel to the x1-axis. Thus, we can take
the coordinates of A and B as (−a, b) and (a, b), respectively, where a2 + b2 = 1. Notice that
due to rotational symmetry of the disc we can assume that b ≥ 0. Moreover, we can assume
that P is above the line AB, and Q is below the line AB. Due to Proposition 2.1, we use the
formulas given by (1) to calculate the locations of P and Q. Let (u1, u2) and (v1, v2) be the
coordinates of P and Q, respectively. Here there is no need to use the formula to calculate
u1 and v1 because, by the symmetry principle, the center of mass must lie on the x2-axis, so
u1 = v1 = 0. Now, we calculate u2 and v2 as follows:
u2 =
∫ a
−a
1
2
((1− x21)− (1− a2)) dx1∫ a
−a
(√
1− x21 −
√
1− a2
)
dx1
=
2a3
3
(
sin−1(a)− a√1− a2) ,
and
v2 =
0 +
∫ a
−a
1
2
((1− a2)− (1− x21)) dx1 + 0∫ −a
−1 2
√
1− x21 dx1 +
∫ a
−a
(√
1− a2 +
√
1− x21
)
dx1 +
∫ 1
a
2
√
1− x21 dx1
= − 2a
3
3
(
a
√
1− a2 + sin−1(a) + 2 cos−1(a)) .
Since the boundary of the Voronoi regions of any two points in an optimal set is the per-
pendicular bisector of the line segment joining the two points, we can say that the point
(1
2
(u1 + v1),
1
2
(u2 + v2)) lies on the line AB yielding
1
2
(u2 + v2) = b =
√
1− a2.
Putting the values of u2 and v2 in the above equation, and solving it, we have a = 1, and
so b = 0 implying the fact that the line AB coincides with the x1-axis. In other words, the
boundary of the Voronoi regions of the two points P and Q coincides with a diagonal of the
circle. Thus, the proof of the proposition is complete. 
In the sequel by the triangle it it meant the lamina bounded by the triangle, and by the
isosceles trapezoid it is meant the lamina bounded by the isosceles trapezoid. We now state
and prove the following proposition.
Proposition 2.5. If an isosceles triangle is partitioned into an isosceles triangle and an isosceles
trapezoid in the Golden ratio, then their centers of mass form a centroidal Voronoi tessellation
of the triangle.
Proof. Let 4 be the isosceles triangle with uniform density ρ. It is enough to prove the
proposition for the triangle with vertices O(0, 0), A(1, 0), and B(1, 1) (see Figure 3). Let ` be
the line which partitions4 into an isosceles triangle and an isosceles trapezoid. Let ` intersects
the sides OA and AB at the points C and D, respectively. Let AC = AD = α. Then, the
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O A
B
P
Q
C
D
Figure 3. P and Q form a centroidal Voronoi tessellation.
area of the triangle ACD is 1
2
α2, and so, the area of the isosceles trapezoid is 1
2
(1− α2). The
equation of the line OB is x2 = x1, and the equation of the line CD is x2 = x1 − 1 + α. Let
P (u1, u2) and Q(v1, v2) be the centers of mass of the triangle ACD and the isosceles trapezoid,
respectively. Then, (u1, u2) = (
3−α
3
, α
3
). Now, using (1), we have
v1 =
∫ 1−α
0
x1 (x1 − 0) dx1 +
∫ 1
1−α x1 (x1 − (α + x1 − 1)) dx1∫ 1−α
0
(x1 − 0) dx1 +
∫ 1
1−α (x1 − (α + x1 − 1)) dx1
=
−α2 + 2α + 2
3α + 3
,
and
v2 =
∫ 1−α
0
1
2
(x21 − 02) dx1 +
∫ 1
1−α
1
2
(x21 − (α + x1 − 1) 2) dx1∫ 1−α
0
(x1 − 0) dx1 +
∫ 1
1−α (x1 − (α + x1 − 1)) dx1
=
α2 + α + 1
3α + 3
.
If P and Q form a Centroidal Voronoi tessellation, then the line CD must be the perpendicular
bisection of the line segment joining P and Q. Thus, we have
1
2
(u2 + v2) =
1
2
(u1 + v1)− 1 + α.
Next, putting the values of u1, u2, v1 and v2, and solving the equation, we have α =
1
2
(
√
5− 1),
which is the Golden ratio. Since α2 + α = 1, we see that
Area of the isosceles triangle BCD
Area of the isosceles trapezoid OCDB
=
1
2
α2
1
2
(1− α2) = α.
Thus, the proof of the proposition is complete. 
Let R be the region occupied by a lamina with uniform density such that the boundary of
R forms a rhombus. Then, it can be seen that the center of mass of the lamina is located at
the center of the rhombus, i.e., at the point where the two diagonals intersect, in other words,
the optimal set of one-mean with respect to the uniform distribution defined on the region
R consists of the center of the rhombus. The following proposition gives the optimal sets of
two-means and the corresponding quantization error with respect to the uniform distribution
defined on such a region R.
Proposition 2.6. . LetR be the region bounded by the rhombus with vertices O(0, 0), A(1, 0),
B(1 + 1√
2
, 1√
2
) and C( 1√
2
, 1√
2
). Then, with respect to the uniform distribution the optimal set
of two-means is the set {(1
3
(1+ 1√
2
), 1
3
√
2
), (1
3
(
√
2+2),
√
2
3
)}, and the corresponding quantization
error is V2 =
2
√
2−1
18
√
2
= 0.0718274.
Proof. Let OABC be the rhombus with vertices O(0, 0), A(1, 0), B(1+ 1√
2
, 1√
2
) and C( 1√
2
, 1√
2
).
Let f(x1, x2) be the probability density function of the random variable X := (X1, X2) taking
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O
β
α
A
B
C
D
E
Figure 4.
values on the region R bounded by the rhombus. Then, f(x1, x2) =
√
2 for (x1, x2) ∈ R,
and zero, otherwise. Let the position vectors of A, B, C be a˜, b˜, c˜, respectively. Then, a˜ =
(1, 0), b˜ = (1 + 1√
2
, 1√
2
), and c˜ = ( 1√
2
, 1√
2
). Let P and Q be the locations of the two points in
an optimal set of two-means. Let p˜ and q˜ be the position vectors of P and Q, respectively. Let
` be the boundary of the Voronoi regions of P and Q. Then, the following cases can arise:
Case 1. ` intersects the sides OA and OC.
Let ` intersect OA and OC at the points D and E, such that the lengths of OD and OE
be α and β, respectively, with their position vectors d˜ and e˜ (see Figure 4). Then, d˜ = αa˜,
e˜ = βc˜, p˜ = d˜+e˜
3
, and
q˜ =
1√
2
· 1
2
(1 + 1√
2
, 1√
2
)− αβ
2
√
2
p˜
1√
2
(1− αβ
2
)
,
where the location of the center of mass of the lamina is 1
2
(1+ 1√
2
, 1√
2
). Since ` is the boundary
of the Voronoi regions of P and Q, it is the perpendicular bisector of the line segment joining
the points P and Q. Thus, we have
ρ(p˜, d˜)− ρ(q˜, d˜) = 0, and ρ(p˜, e˜)− ρ(q˜, e˜) = 0.
Solving the above two equations, we have α = 1 and β = 1, which implies the fact that the line
` is the diagonal AC of the rhombus. Then, we have p˜ = (1
3
(1 + 1√
2
), 1
3
√
2
), q˜ = (2
3
(1 + 1√
2
),
√
2
3
).
Notice that the equation of the line OC is x2 = x1, and the equation of the line AC is
x2 = −(
√
2 + 1)(x1 − 1). Thus, if V2(Case 1) is the distortion error in this case, then, due to
symmetry of the rhombus with respect to the diagonal AC, we have
V2(Case 1) = 2
√
2
∫ 1√
2
0
∫ 1− x2√
2+1
x2
ρ((x1, x2), p˜)dx1dx2 =
2
√
2− 1
18
√
2
= 0.0718274.
Case 2. ` intersects the sides AB and BC.
This case is the reflection of Case 1 with respect to the diagonal AC, and thus, we obtain
the same set of solutions and the corresponding distortion error as in Case 1.
Case 3. ` intersects the sides OA and AB.
Let ` intersect OA and AB at the points D and E such that the lengths of AD and AE be α
and β, respectively, with their position vectors d˜ and e˜. Then, d˜ = (1−α)a˜, e˜ = βb˜+ (1−β)a˜,
p˜ = 1
3
(a˜+ d˜+ e˜), and
q˜ =
1√
2
· 1
2
(1 + 1√
2
, 1√
2
)− αβ
2
√
2
p˜
1√
2
(1− αβ
2
)
,
where the location of the center of mass of the lamina is 1
2
(1 + 1√
2
, 1√
2
). As Case 1, we have
ρ(p˜, d˜)− ρ(q˜, d˜) = 0, and ρ(p˜, e˜)− ρ(q˜, e˜) = 0.
Center of mass and the optimal quantizers for some continuous and discrete uniform distributions 9
O
α
A
BC
E
D
β
Figure 5.
Solving the two equations, we have α = 1 and β = 1, which implies the fact that the line ` is
the diagonal OB of the rhombus. Then, we have p˜ = (1
3
(2 + 1√
2
), 1
3
√
2
), q˜ = (1
3
(√
2 + 1
)
,
√
2
3
).
Notice that the equation of the line AB is x2 = x1 − 1, and the equation of the line OB is
x2 = (
√
2−1)x1. Thus, if V2(Case 3) is the distortion error in this case, then, due to symmetry
of the rhombus with respect to the diagonal OB, we have
V2(Case 3) = 2
√
2
∫ 1√
2
0
∫ x2+1
(
√
2+1)x2
ρ((x1, x2), p˜)dx1dx2 =
2
√
2 + 1
18
√
2
= 0.150395.
Case 4. ` intersects the sides OC and BC.
This case is the reflection of Case 3 with respect to the diagonal OB, and thus, we obtain
the same set of solutions and the corresponding distortion error as in Case 3.
Case 5. ` intersects the two opposite sides OA and BC.
Let ` intersect the sides OA and BC at the points D and E, such that the lengths of OD
and CE be α and β, respectively, with their position vectors d˜ and e˜ (see Figure 5). Then,
d˜ = αa˜, e˜ = βb˜+ (1− β)c˜,
p˜ =
α
2
√
2
c˜+d˜
3
+ β
2
√
2
1
3
(c˜+ d˜+ e˜)
α
2
√
2
+ β
2
√
2
, and q˜ =
1−α
2
√
2
1
3
(a˜+ b˜+ d˜) + 1−β
2
√
2
1
3
(b˜+ d˜+ e˜)
1−α
2
√
2
+ 1−β
2
√
2
.
As Case 1, we have
ρ(p˜, d˜)− ρ(q˜, d˜) = 0, and ρ(p˜, e˜)− ρ(q˜, e˜) = 0.
Solving the above equations, we obtain two sets of solutions: {α = 1, β = 0}, and {α = 0, β =
1}. If {α = 1, β = 0}, then the results obtained in this case are same as the results obtained
in Case 1. If {α = 0, β = 1}, then the results obtained in this case are same as the results
obtained in Case 3.
Case 6. ` intersects the two opposite sides AB and OC.
Let ` intersect the sides AB and OC at the points D and E, such that the lengths of AD
and OE be α and β, respectively, with their position vectors d˜ and e˜. Then, d˜ = (1−α)a˜+αb˜,
e˜ = βc˜,
p˜ =
β
2
√
2
a˜+e˜
3
+ α
2
√
2
1
3
(a˜+ d˜+ e˜)
α
2
√
2
+ β
2
√
2
, and q˜ =
1−α
2
√
2
1
3
(b˜+ c˜+ d˜) + 1−β
2
√
2
1
3
(c˜+ d˜+ e˜)
1−α
2
√
2
+ 1−β
2
√
2
.
As Case 1, we have
ρ(p˜, d˜)− ρ(q˜, d˜) = 0, and ρ(p˜, e˜)− ρ(q˜, e˜) = 0.
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Solving the above equations, we obtain two sets of solutions: {α = 1, β = 0}, and {α = 0, β =
1}. Thus, we see that the results obtained in this case are same as the results obtained in
Case 5.
Recall that optimal set of two-means gives the smallest distortion error. Thus, considering
all the above possible cases, we see that the set {(1
3
(1 + 1√
2
), 1
3
√
2
), (2
3
(1 + 1√
2
),
√
2
3
)} forms a
unique optimal set of two-means with quantization error V2 =
2
√
2−1
18
√
2
= 0.0718274. Thus, the
proof of the proposition is complete. 
Remark 2.7. From the proof of Proposition 2.6, we see that the region bounded by a rhombus
has two different centroidal Voronoi tessellations (CVTs) with two generators, and the CVT
with the smallest distortion error gives the optimal set of two-means with respect to the uniform
distribution.
In the next section, we describe the optimal quantization for some discrete uniform distri-
butions.
3. optimal quantization for discrete unform distributions
Let S := {(xi, yj) : 1 ≤ i, j ≤ n} for some positive integer n. Then, S is a data set
containing n2 observations. Let X˜ := (X, Y ) be a random vector taking values on S with a
discrete uniform distribution P . P being discrete uniform, the mass function f(x, y) of P is
given by
f(x, y) =
{
1
n2
for (x, y) ∈ S,
0 otherwise.
Let E(X˜) be the expected vector of X˜. Then, we have
E(X˜) =
n∑
u,v=1
(xui+ yvj)f(xu, yv) =
( 1
n
(x1 + x2 + · · ·+ xn), 1
n
(y1 + y2 + · · ·+ yn)
)
,(2)
i.e., E(X˜) = (E(X), E(Y )), where E(X) = 1
n
(x1+x2+· · ·+xn), and E(Y ) = 1n(y1+y2+· · ·+yn),
implying the fact that the expected vector of the random vector X˜ with respect to the discrete
uniform distribution is the mean of the data set S. Proceeding in the similar way we can prove
the following proposition:
Proposition 3.1. Let P be a discrete uniform distribution on a data set S containing finite
number of observations. Let A ⊂ S. Then, the conditional expected vector E(X˜ : X˜ ∈ A) of
the random vector X˜ taking values on A with distribution P is the mean of the data points
belonging to the subset A.
Recall that if α is an optimal set of n-means for a probability distribution P , then for any
a ∈ α, a is the expected value (vector) of its own Voronoi region. Using the above proposition
we can determine the optimal sets of n-means and the nth quantization errors for many finite
discrete distributions as illustrated in the following examples. In the following two examples,
we give the optimal sets αn of n-means, and the nth quantization errors Vn(P ) for some n
for two different discrete distributions. Notice that in the two examples the elements in the
two data sets are symmetrically located, and the associated probability distributions are also
uniform. It is not difficult to determine the optimal sets of n-means for smaller values of
n ≤ card(supp(P )) for such data sets with uniform distributions. Thus, here we do not show
the details of the calculations. Notice that in the figures the optimal quantizers are denoted
by ‘×’, and the elements in the corresponding Voronoi regions are denoted by the same color.
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Figure 6. Optimal sets of n-means for n = 2 and n = 3.
Example 3.2. Consider the data set S given by
S := {(0, 0), (1
3
, 0), (
2
3
, 0), (1, 0), (
1
6
,
√
3
6
), (
1
3
,
√
3
3
), (
1
2
,
√
3
2
), (
5
6
,
√
3
6
), (
2
3
,
√
3
3
)}
associated with the probability mass function f(x, y) given by f(x, y) = 1
9
if (x, y) ∈ S, and
zero, otherwise. Then, by (2), we have E(X˜) = (1
2
,
√
3
6
), i.e., the optimal set of one-mean is
the singleton {(1
2
,
√
3
6
)} and the corresponding quantization error is the variance V given by
V = V1(P ) =
∑
(x,y)∈S
‖(x, y)− (1
2
,
√
3
6
)‖2f(x, y) = 0.185185.
Now, due to Proposition 3.1, after some calculations, we have
(i) α2 = {(0.5, 0.673575), (0.5, 0.096225)} with quantization error 0.111111. Notice that due
to rotational symmetry there are three different optimal sets of three-means (see Figure 6).
(ii) α3 = {(0.166666, 0.096225), (0.833333, 0.096225), (0.5, 0.673575)} with quantization er-
ror 0.037037. Notice that the optimal set of three-means is unique (see Figure 6).
(iii) α4 = {(0.833333, 0.096225), (0.166666, 0), (0.5, 0.673575), (0.166666, 0.288675)} with quan-
tization error 0.030864. There are several optimal sets of four-means with the same quantiza-
tion error 0.030864 (see Figure 7).
Example 3.3. Let S be the data set given by
S := {(i, j) ∈ N2 : 1 ≤ i, j ≤ 4},
and the associated probability mass function f(x1, x2) is given
f(x1, x2) =
{
1
16
if (x1, x1) ∈ S,
0 otherwise.
Let X := (X1, X2) be the random vector given by the mass function f(x1, x2). Then, we have
E(X) =
∑
(x1,x2)∈R2
(x1i+ x2j)f(x1, x2) = (
5
2
,
5
2
),
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Figure 7. Optimal sets of n-means for n = 4.
Figure 8. Optimal sets of n-means for n = 2 and n = 3.
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Figure 9. Optimal set of n-means for n = 4.
Figure 10. Optimal sets of n-means for n = 5.
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Figure 11. The set of the means does not form an optimal set.
i.e., the optimal set of one-mean is the singleton {(5
2
, 5
2
)} and the corresponding quantization
error is the variance V given by
V = V1(P ) =
∑
(x1,x2)∈S
‖(x1, x2)− (5
2
,
5
2
)‖2f(x1, x2) = 2.5.
Now, due to Proposition 3.1, after some calculations, we have
(i) α2 = {(2.5, 1.5), (2.5, 3.5)} with quantization error 1.5. Notice that due to rotational
symmetry there are two different optimal sets of two-means (see Figure 8).
(ii) α3 = {(1.4, 1.8), (3.6, 1.8), (2.5, 3.666667)} with quantization error 0.927083. Notice that
due to rotational symmetry there are four different optimal sets of three-means (see Figure 8).
(iii) α4 = {(1.5, 3.5), (1.5, 1.5), (3.5, 3.5), (3.5, 1.5)} with quantization error 0.5. Notice that
the optimal set of four-means is unique (see Figure 9).
(iv) α5 = {(3.5, 3.5), (1.5, 1.5), (1.5, 4), (3.5, 1.5), (1.5, 3)} with quantization error 0.4375. No-
tice that there are several optimal sets of five-means (see Figure 10).
We now conclude the paper with the following remark.
Remark 3.4. From Example 3.2 and Example 3.3, we see that if α is an optimal set of n-
means, then each a ∈ α is the mean of its own Voronoi region. But, the converse is not true.
For example, the elements in the set β := {(2.8, 3.6), (1.67, 1.67), (3.6, 1.8), (1, 3.5), (1, 1)} are
the means of their own Voronoi regions (see Figure 11) for the data set associated with the
uniform distribution given by Example 3.3. But, the set β is not an optimal set of n-means
for n = 5, because the distortion error given by the set β is 0.614583 which is larger than
the distortion error given by the set α5 = {(3.5, 3.5), (1.5, 1.5), (1.5, 4), (3.5, 1.5), (1.5, 3)} as
described in (iv) of Example 3.3.
References
[DFG] Q. Du, V. Faber and M. Gunzburger, Centroidal Voronoi Tessellations: Applications and Algorithms,
SIAM Review, Vol. 41, No. 4 (1999), pp. 637-676.
[DR] C.P. Dettmann and M.K. Roychowdhury, Quantization for uniform distributions on equilateral triangles,
Real Analysis Exchange, Vol. 42(1), 2017, pp. 149-166.
[GG] A. Gersho and R.M. Gray, Vector quantization and signal compression, Kluwer Academy publishers:
Boston, 1992.
[GKL] R.M. Gray, J.C. Kieffer and Y. Linde, Locally optimal block quantizer design, Information and Control,
45 (1980), pp. 178-198.
Center of mass and the optimal quantizers for some continuous and discrete uniform distributions 15
[GL] A. Gyo¨rgy and T. Linder, On the structure of optimal entropy-constrained scalar quantizers, IEEE
transactions on information theory, vol. 48, no. 2, February 2002.
[GL1] S. Graf and H. Luschgy, Foundations of quantization for probability distributions, Lecture Notes in
Mathematics 1730, Springer, Berlin, 2000.
[GN] R. Gray and D. Neuhoff, Quantization, IEEE Trans. Inform. Theory, 44 (1998), pp. 2325-2383.
[MKT] S. Matsuura, H. Kurata and T. Tarpey, Optimal estimators of principal points for minimizing expected
mean squared distance, Journal of Statistical Planning and Inference, 167 (2015), 102-122.
[R] M.K. Roychowdhury, Optimal quantizers for some absolutely continuous probability measures, Real Anal-
ysis Exchange, Vol. 43(1), 2017, pp. 105-136.
[RR] J. Rosenblatt and M.K. Roychowdhury, Optimal quantization for piecewise uniform distributions, Uni-
form DistributionTheory 13 (2018), no. 2, 23-55.
[Z] R. Zam, Lattice Coding for Signals and Networks: A Structured Coding Approach to Quantization,
Modulation, and Multiuser Information Theory, Cambridge University Press, 2014.
School of Mathematical and Statistical Sciences, University of Texas Rio Grande Valley,
1201 West University Drive, Edinburg, TX 78539-2999, USA.
E-mail address: mrinal.roychowdhury@utrgv.edu
