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Abstract : We provide supporting examples to Le Potier’s Strange duality conjecture, in the case of the moduli
space M of rank 2 semi-stable sheaves on the projective plane, with even first Chern class, and second Chern class
less or equal to 19. We compute in this case the dimension of the space of global sections of the determinant bundle
on M.
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1 Introduction
Soit M l’espace de modules des faisceaux semi-stables de rang 2, et classes de Chern c1 = 0, c2 = n sur
le plan projectif complexe. On sait que M est une varie´te´ projective irre´ductible de dimension 4n − 3.
Soit F un faisceau semi-stable de rang 2, et classes de Chern c1 = 0, c2 = n sur le plan projectif. On dit que
la droiteH est de saut pour F si la restriction de F a`H n’est pas triviale. On montre que ([LeP-Durham],4.1,
[Barth]) l’ensemble γF des droites de saut pour F est le support d’un faisceau cohe´rent Θ sur le plan projectif
dual (l’espace des droites de P2). Ce faisceau est pur de dimension 1 et son support sche´matique est une
courbe de degre´ n, appele´ courbe des droites de saut de F . L’application qui associe a` la classe de F la
courbe γF de´finit un morphisme γ appele´ morphisme des droites de saut F 7→ γF :
γ :M→ P(H0(P∗2,OP∗2(n))) = PN
Le fibre´ de´terminant de Donaldson sur M, note´ D, est isomorphe a` l’image re´ciproque γ∗(O(1)) de OPN (1)
par γ . On en de´duit un morphisme non nul γ∗ sur les espaces de sections globales :
γ∗ : H0(P∗2,O(n))
∗ → H0(M,D)
si on tient compte du fait que H0(PN ,O(1)) ≃ H
0(P∗2,O(n))
∗.
Le but de cet article est de de´montrer le the´ore`me suivant :
The´ore`me 1.1 Si 2 ≤ n = c2 ≤ 19, l’application line´aire canonique
γ∗ : H0(P∗2,O(n))
∗ → H0(M,D)
est un isomorphisme.
1
Cet e´nonce´ re´pond partiellement a` une question pose´e par A. Beauville, selon laquelle γ∗ serait un iso-
morphisme pour tout n ∈ N. Il fournit des exemples pour la conjecture de “Dualite´ e´trange” de Le Potier.
Remarquons tout d’abord que, comme les deux membres sont des repre´sentations de SL(3), et que le
premier est une repre´sentation irre´ductible, le morphisme est injectif, puisque e´quivariant et non nul. Il
suffit donc de calculer la dimension du membre de droite pour conclure. Il suffit en outre de se placer dans
le cas n ≥ 3, puisque pour n = 0, l’espace M est re´duit a` un point, pour n = 1, il est vide, et pour n = 2, γ
est un isomorphisme [Barth2].
La structure de la de´monstration est la suivante. On se fixe un entier positif l. On introduit la notion
de syste`me cohe´rent, qui consiste a` conside´rer en meˆme temps que le faisceau F , un sous-espace vectoriel
Γ de son espace de sections H0(F ). La dimension de Γ donne l’ordre du syste`me cohe´rent. A` l’aide de
re´sultats de Min He ([He]) sur les espaces de modules de syste`mes cohe´rents (Γ, F (l)) d’ordre 1, dont le
faisceau sous-jacent est de rang 2, et de classes de Chern c1 = 2l, c2 = n + l
2, on se rame`ne au paragraphe
3, pour n compris entre l(l − 1) et (l + 1)(l + 2), a` l’e´tude de l’espace des sections d’un fibre´ vectoriel
SlR⊗ d sur un ouvert U du sche´ma de Hilbert Hilbm(P2) des sous-sche´mas finis de longueur m = n+ l
2. Si
Ξ ⊂ Hilbm(P2)×P2 est le sous-sche´ma universel, I est le faisceaux d’ide´aux associe´, pr1 : Hilb
m(P2)×P2 →
Hilbm(P2), pr2 : Hilb
m(P2) × P2 → P2 sont les deux projections, le faisceau alge´brique cohe´rent R est
de´fini par R = R1pr1∗(I(2l − 3)). Ce faisceau est localement libre en dehors du ferme´ de Brill-Noether
B des sche´mas Z ∈ Hilbm(P2) tels que h
0(IZ(2l − 3)) 6= 0. On note U l’ouvert comple´mentaire de B. La
codimension de B est supe´rieure ou e´gale a` 2, donc les re´sultats de cohomologie locale nous permettent
de passer de Hilbm(P2) a` U pour le calcul d’un espace de sections. Le fibre´ d est le fibre´ de´terminant
sur le sche´ma de Hilbert Hilbm(P2). On de´signe par E l’espace de sections H
0(P2,O(1)). Au paragraphe
4 on montre que SlR ⊗ d admet sur U une re´solution par un complexe Ki = Λ−iSkE ⊗ Sl+iVk ⊗ d pour
i = 0, . . . , l, ou` k = 2l−3, et Vk est de´fini par Vk = pr1∗(OΞ⊗pr
∗
2(O(k))). Par conse´quent, la suite spectrale
Ep,q2 = H
q(K−p) admet pour aboutissement en degre´ 0 l’espace H0(SlR⊗ d). Le tableau suivant repre´sente
les termes Ep,q2 de la suite spectrale :
Hl(ΛlSkE ⊗ d) q = l
Hl−1(ΛlSkE ⊗ d) Hl−1(Λl−1SkE ⊗ Vk ⊗ d) q = l − 1
...
...
. . .
...
H1(ΛlSkE ⊗ d) H1(Λl−1SkE ⊗ Vk ⊗ d) · · · · · · H
1(Sl−1Vk ⊗ d) q = 1
H0(ΛlSkE ⊗ d) H0(Λl−1SkE ⊗ Vk ⊗ d) · · · H
0(Sl−1Vk ⊗ d) H
0(SlVk ⊗ d) q = 0
p = −l p = −l + 1 . . . p = −1 p = 0
Nous allons prouver le the´ore`me suivant :
The´ore`me 1.2 On a sur Hilbm(P2) :
2
i) H0(d) = E et Hq(d) = 0 pour q > 0 ;
ii) H0(Vk ⊗ d) = S
2l−2E ⊗ Sm−1E et Hq(Vk ⊗ d) = 0 pour q > 0 ;
iii) dimH0(S2Vk⊗d) = dim (S
2k+1E⊗Sm−1E⊕S2(Sk+1E)⊗Sm−2E)−dim (S2k+2E⊗Sm−3E) et H1(S2Vk⊗
d) = 0 ;
iv)
dimH0(S3V3 ⊗ d) = dimS
10E ⊗ Sn+8E + dimS7E ⊗ S4E ⊗ Sn+7E − dimS10E ⊗ E ⊗ Sn+7E +
+ dimSn+6E(dimS6,6E + dimS7,4,1E + dimS8,2,2E + dimS6,4,2E + dimS4,4,4E).
Le (i) est une conse´quence du the´ore`me de Kawamata-Viehweg ([C-K-M]), explique´e dans le lemme 4.1.
Le (ii) fait l’objet de l’article [D]. On de´montre (iii) au paragraphe 4.3, apre`s avoir introduit une description
approprie´e de l’ouvert Hilbm∗ (P2) du sche´ma de Hilbert Hilb
m(P2), forme´ par les sche´mas avec au plus un
point multiple, qui soit double. Le point le plus de´licat reste (iv), et il constitue l’objet de la dernie`re partie.
Ce groupe est obtenu comme noyau d’un morphisme de repre´sentations de SL(3), que nous expliciterons.
Ces donne´es suffisent pour conclure dans les cas l = 2, 3. On est ainsi en mesure de calculer la dimension
de l’espace H0(M,D), dans le cas ou` n ≤ 19. Pour e´tendre ce re´sultat au cas n ≥ 20, on a besoin d’e´tendre
le the´ore`me d’annulation de la cohomologie supe´rieure des fibre´s SkV⊗d sur le sche´ma de Hilbert Hilbm(P2)
et d’ame´liorer la me´thode utilise´e pour le calcul de H0(S3V3 ⊗ d), afin de re´ussir a` calculer H
0(SlVk ⊗ d),
pour l ≥ 3.
2 Pre´liminaires
Notation : Le corps de base est C. Pour un espace vectoriel V nous noterons P(V ) l’espace projectif des
droites de V et P.(V ) l’espace projectif de Grothendieck des espaces vectoriels quotients de dimension 1.
2.1 Calculs d’invariants
On conside`re un ensemble fini I muni d’une action transitive d’un groupe fini G. Soit Y une varie´te´ sur
laquelle G agit a` gauche. Conside´rons pour chaque i ∈ I un fibre´ Li sur Y de fac¸on qu’on ait un isomorphisme
canonique hg : g
∗(Li) ≃ Lg−1(i) pour tout i ∈ I et g ∈ G, et pour tous g, g
′ ∈ G, hg◦hg′ = hgg′ . (En particulier
pour tout g dans Stab {i}, le stabilisateur de i, on a g∗(Li) ≃ Li). On a alors un diagramme commutatif :
Lg−1(i)
hg
−→ Liy y
Y
g
−→ Y
On conside`re l’espace vectoriel des sections Mi = H
0(Li), et la somme directe M = ⊕i∈IMi (espace
vectoriel des familles s = (si)i avec si ∈Mi).
L’isomorphisme hg induit un isomorphisme λg :Mi →Mg(i) en posant pour x ∈ Y
λg(s)(x) = hgs(g
−1(x)).
On peut facilement ve´rifier que λgg′ = λgλg′ . En particulier, ceci fournit une action a` gauche du stabilisa-
teur de i sur Mi. On de´finit aussi une action a` gauche de G sur M en posant g(s)i = λg(sg−1(i)). Le lemme
suivant utilise´ au paragraphe 4.3 et de´montre´ dans [D] est l’ingre´dient essentiel des calculs d’invariants sur
Xm :
3
Lemme 2.1 Soit i ∈ I. La projection pri :M →Mi induit un isomorphisme M
G →M
Stab {i}
i .
2.2 Le gradue´ d’un produit tensoriel
On conside`re deux faisceaux alge´briques F et G sur une varie´te´ alge´brique Z, munis de filtrations de´croissantes
Fi et Gj, telles que F0 = F et G0 = G. On pose griF = Fi/Fi+1. Il s’agit de de´montrer le lemme suivant :
Lemme 2.2 Si
Tor1(gri(F), grj(G)) = 0
pour tous i et j alors pour la filtration associe´e sur F ⊗ G on a un isomorphisme canonique
⊕i+j=kgriF ⊗ grjG → grk(F ⊗ G).
Preuve :
Le proble`me e´tant local on peut se placer sur un ouvert affine spectre d’un anneau A. La donne´e de F et
G sur SpecA est e´quivalente a` la donne´e de deux A-modules filtre´s M et N . On se rame`ne a` montrer que si
Tor1(griM, grjN) = 0
pour tous i et j alors pour la filtration naturelle de M ⊗N on a un isomorphisme canonique
⊕i+j=kgriM ⊗ grjN → grk(M ⊗N).
On rappelle que la filtration naturelle sur M ⊗ N est donne´e par Fk(M ⊗ N) = ⊕i+j=kIm(Mi ⊗ Nj). Ici
l’hypothe`se permet d’e´crire Fk(M ⊗N) = ⊕i+j=kMi ⊗Nj . On a e´videmment un morphisme canonique
⊕i+j=kgriM ⊗ grjN → grk(M ⊗N)
dont il s’agit de ve´rifier que c’est un isomorphisme. On raisonne par re´currence sur k. C’est vrai pour k = 0
par la proposition 6, page 8, chap. III-1 de [Bourbaki]. On a clairement pour ℓ > k
grk(M ⊗N) = grk(M/Mℓ ⊗N)
de sorte que l’on peut supposer en remplac¸ant au besoin M par M/Mℓ que la filtration de M est finie. On
e´crit la suite exacte
0→ N1 → N → gr0N → 0
et si on tensorise par M il re´sulte de l’hypothe`se que Tor1(M, gr0N) = 0 et on a alors une suite exacte
0→M ⊗N1 →M ⊗N →M ⊗ gr0N → 0.
De plus, la filtration induite sur M ⊗ N1 est bien (au de´calage d’indice pre`s) la filtration obtenue a` partir
du produit tensoriel. On a alors un diagramme commutatif de suites exactes
0 // ⊕i+j=k,j≥1griM ⊗ grjN //

⊕i+j=kgriM ⊗ grjN //

grkM ⊗ gr0N //

0
0 // grk−1(M ⊗N1) // grk(M ⊗N) // grk(M ⊗ gr0(N)) // 0
L’hypothe`se de re´currence applique´e a` M et N1 (qui satisfont bien entendu aux meˆmes hypothe`ses que
M et N) montre que la premie`re fle`che verticale est un isomorphisme ; la dernie`re l’est par l’hypothe`se
Tor1(gri(M), gr0(N)) = 0. Donc la fle`che verticale du milieu est un isomorphisme.✷
On peut ve´rifier que dans les conditions dans lesquelles on va l’appliquer, les hypothe`ses de ce lemme sont
satisfaites :
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Lemme 2.3 Soient X et Y deux varie´te´s alge´briques munies des faisceaux alge´briques F et G. Alors
TorOX⊠OY1 (F ⊠OY ,OX ⊠ G) = 0.
Preuve :
Le proble`me e´tant local on peut travailler sur des ouverts de X × Y qui sont de la forme SpecA ×
SpecB pour A et B deux alge`bres de type fini sur le corps de base K. La donne´e de F et G sur SpecA,
respectivement SpecB, est e´quivalente a` la donne´e d’un A-module M et un B-module N . On se rame`ne a`
prouver l’annulation de
TorA⊗KB1 (M ⊗K B,A⊗K N) = 0.
A` cette fin on conside`re Q· une re´solution projective de M . Alors Q· ⊗K B est une re´solution projective
pour M ⊗K B. On tensorise cette re´solution par A⊗K N . Le complexe obtenu est en fait Q
· ⊗K N qui est
exact.✷
2.3 Repre´sentations irre´ductibles de SL(E)
Fixons d’abord quelques notations. Soit E un espace vectoriel de dimension r. Un diagramme de Young
est une configuration de boˆıtes associe´e a` une suite de´croissante λ1 ≥ . . . ≥ λl > 0 d’entiers, avec λi boˆıtes
dans la i-e`me colonne, les colonnes e´tant aligne´es de gauche a` droite. Un tableau de Young est un diagramme
de Young muni d’une nume´rotation des cases (i, j)1≤i≤l,1≤j≤λi .
Soit d = |λ| :=
∑
i λi le nombre total de boˆıtes. A` un tel tableau de Young est associe´e une repre´sentation
irre´ductible de G = SL(E) de la manie`re suivante : on conside`re l’action naturelle de Sd sur E
⊗d par
permutation des facteurs, le sous-groupe Pλ qui laisse invariantes les colonnes du tableau de Young, et le
sous-groupe Qλ qui laisse invariantes les lignes. Alors, si on pose aλ =
∑
g∈Pλ
g et bλ =
∑
g∈Qλ
sgn(g)g (les
sommes sont prises dans l’alge`bre du groupe G), la repre´sentation SλE est de´finie par
Sλ(E) = bλaλ(E
⊗d).
Le the´ore`me 6.3 [F-H], page 77, nous donne la dimension de cette repre´sentation :
dimSλE =
∏
1≤i<j≤r
λi − λj + j − i
j − i
si λ1 ≥ . . . ≥ λr ≥ 0 et 0 si λr+1 6= 0.
Une autre interpre´tation, via le the´ore`me de Bott, est obtenue en conside´rant la varie´te´ D(E) = Drap(E)
des drapeaux complets 0 ⊂ Fr ⊂ Fr−1 ⊂ . . . ⊂ F1 = E, avec dimFi = r − i + 1, puis sur D(E) les fibre´s
Qi de rang 1 de´finis par les quotients canoniques Qi = Fi/Fi+1. Alors si λ est un tableau de Young, la
repre´sentation
H0(D(E), Qλ11 ⊗ . . .⊗Q
λr
r )
est une repre´sentation irre´ductible (et les autres groupes de cohomologie s’annulent, par [Demailly], [Bott]).
C’est la repre´sentation Sλ(E).
On se servira pour le calcul de H0(S3Vk ⊗ d) des re´sultats suivants, qui constituent un court re´sume´ de
l’e´tude pre´sente´e dans [F-H].
E´tant donne´e une repre´sentation V de SL(3) (ce qui revient au meˆme que la donne´e d’une repre´sentation
de son alge`bre de Lie sl(3), puisque SL(3) est un groupe de Lie connexe et simplement connexe : [F-H],page
5
109), on connaˆıt sa de´composition en sous-repre´sentations irre´ductibles . On e´tudie pour cela l’ensemble de
ses poids, qui sont les valeurs propres pour l’action du sous-espace h ⊂ sl(3) des matrices diagonales sur V .
Ces valeurs propres sont des formes line´aires sur h. Explicitement on a
h = {
 a1 0 00 a2 0
0 0 a3
 : a1 + a2 + a3 = 0}
et on peut donc e´crire h∗ = C[L1]⊕ C[L2]⊕ C[L3]/(L1 + L2 + L3).
Les poids Li−Lj ∈ h
∗ sont spe´ciaux, car ils sont les poids de la repre´sentation adjointe, et ils sont appele´s
racines. Les racines engendrent un re´seau a` l’inte´rieur de h∗, note´ ΛR. Les poids α d’une repre´sentation finie
quelconque se trouvent sur le re´seau ΛW ⊂ h
∗ engendre´ par les Li et sont congrus modulo ΛR. En choisissant
un ordre sur les Li, par exemple L1 > L2 > L3, on peut se´parer les 6 racines en 3 racines positives :
L1 − L2, L1 − L3, L2 − L3 et 3 ne´gatives. Les espaces propres correspondants aux racines positives, gL1−L2 ,
gL1−L3 , et gL2−L3 , sont engendre´s par les matrices Ei,j = (ekl), avec un seul terme non nul eij = 1 au-dessus
de la diagonale. Une repre´sentation h de SL(3) e´tant donne´e, il existe un vecteur propre pour h, v ∈ V , qui
est annule´ par E1,2, E1,3, et E2,3, appele´ vecteur de plus haut poids. Le poids correspondant est appele´ poids
dominant. Pour une repre´sentation irre´ductible le vecteur de plus haut poids est unique a` multiplication par
des scalaires pre`s.
L’ensemble des poids est pre´serve´ par l’action du groupe des syme´tries par rapport aux droites engendre´s
par les Li (le groupe de Weyl). On en de´duit qu’un poids dominant doit se trouver dans le (
1
6 )-plan de´limite´
par L1 et L1 + L2 = −L3, donc il doit eˆtre de la forme aL1 + bL2 + cL3 avec a ≥ b ≥ c.
La prop. 12.11 [F-H] nous assure que la sous-repre´sentation W de V engendre´e par les images de v =
aL1 + bL2 + cL3 par application successive des trois ope´rateurs E1,2, E1,3, et E2,3 est irre´ductible. C’est la
repre´sentation Sa,b,cE, ou` E est la repre´sentation standard. On la note aussi SλE ou` λ est la partition (a, b, c).
Comme c est superflu puisque L1 + L2 + L3 = 0, on pre´fe`re l’e´criture re´duite S
λE avec λ = (a− c, b− c).
Maintenant, la formule de Pieri permet de calculer le produit tensoriel d’une repre´sentation irre´ductible
et d’une puissance syme´trique. On a en effet
SλE ⊗ SpE =
∑
λi≤µi≤λi−1
|µ|=|λ|+p
SµE
Par exemple S8E ⊗ S4E = S12E + S11,1E + S10,2E + S9,3E + S8,4E.
Par une analyse directe on peut trouver la de´composition de n’importe quelle repre´sentation . Par exemple,
d’apre`s le programme Lie [LiE], la de´composition du ple´thysme S3(S4E) est donne´e par :
S3(S4E) = S12E + S10,2E + S9,3E + S8,4E + S6,6E + S7,4,1 + S8,2,2E + S6,4,2E + S4,4,4E.
2.4 Contractions
Proposition 2.4 Soit F un espace vectoriel. Soient a et b deux entiers positifs, tels que a ≥ b. Alors le
morphisme canonique (appele´ par [F-H] morphisme de contraction, p.83)
c : SaF ⊗ SbF → Sa+1F ⊗ Sb−1F
6
de´fini par y ⊗ x1 · · · xb 7→
∑
i yxi ⊗ x1 · · · xˇi · · · xb est surjectif, de noyau S
a,bF .
Preuve : A` cause de la de´composition de Pieri en somme directe de facteurs irre´ductibles, il suffit de
montrer la surjectivite´. On se place sur l’espace projectif de Grothendieck P·(F ) et on e´crit la suite exacte
d’Euler associe´e
0→ U → F ⊗O → O(1)→ 0
ou` U est le sous-fibre´ canonique du fibre´ trivial de fibre F , et O(1) le fibre´ inversible quotient canonique.
On en de´duit une suite exacte pour les puissances syme´triques
0→ SbU ⊗O(a)→ SbF ⊗O(a)
α
→ Sb−1F ⊗O(a+ 1)→ 0
On sait que F = H0(P·(F ),O(1)). Le morphisme associe´ a` α sur les sections globales H0(α) co¨ıncide avec
c, donc la surjectivite´ de c revient a` montrer l’annulation de l’espace H1(SbU(a)).
Lemme 2.5 On a Hq(P·(F ),SbU(a)) = 0 si a ≥ b, q ≥ 1 et dim F = 3.
Preuve du lemme :
On conside`re la varie´te´ D = D(F ) des drapeaux h ⊂ k ⊂ F avec dim h = 1, et dim k = 2. Soit
V ⊆ U ⊆ F ⊗ OD la filtration canonique correspondante du fibre´ trivial de fibre F sur D, avec V fibre´ de
rang 1 et U le sous-fibre´ canonique de rang 2. La filtration de SbU associe´e a` la suite exacte
0→ V → U → U/V → 0
est donne´e par F1SbU = Sb−1U ⊗ V ⊂ SbU .
Si on conside`re la projection canonique D
pr
→ P(F ) de´finie par (h, k) 7→ k, sur la fibre Dk = P(k
∗) de
cette projection au-dessus d’un point k, le fibre´ U est trivial et le fibre´ V s’identifie a` O(−1) de la fibre. On
obtient en particulier que Rqpr∗(F
1Sb(U)) = 0 pour tout q ≥ 0, d’ou`
Rqpr∗(F
1Sb(U)⊗ pr∗(O(a))) = Rqpr∗(F
1Sb(U))⊗O(a) = 0,
pour tous q ≥ 0 et donc par la suite spectrale de Leray on de´duit que Hq(D,F1Sb(U)(a)) = 0 pour tout
q ≥ 0.
Mais pr est un morphisme projectif dont les fibres sont des espaces projectifs (c’est un fibre´ en projectifs)
donc Rq(f∗OD) = O si q = 0 et 0 sinon.
Par suite, comme U = pr∗(U) et SbU = pr∗(SbU), on obtient
Hq(P(F ),SbU(a)) = Hq(D,SbU(a)) = Hq(D,Sb(U/V)(a)),
pour tous q ≥ 0. Mais OD(1) = Q1 et U/V = Q2 sont les quotients canoniques de rang 1 associe´s a` la
filtration V ⊆ U ⊆ F ⊗OD, et cf. [Demailly], on a l’annulation de H
q(D,Q⊗a1 ⊗Q
⊗b
2 ⊗Q
⊗c
3 ) pour q ≥ 1 et
a ≥ b. D’ou` le re´sultat.
2.5 Application : le noyau et le conoyau du morphisme ν
Le morphisme ν est le morphisme canonique
ν : S3(S4E)→ S8E ⊗ S4E
induit par l’application line´aire stu 7→ st⊗ u+ su⊗ t+ ut⊗ s, ou` s, t, u ∈ S4E.
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Lemme 2.6 Le morphisme ν n’est ni injectif, ni surjectif. Son conoyau est S11,1E et son noyau est isomor-
phe a`
S6,6E + S7,4,1E + S8,2,2E + S6,4,2E + S4,4,4E
Preuve du lemme : On regarde les poids de S4E. Ils sont donne´s par des sommes de 4 poids de E,
soit : 4Li, 3Li + Lj, 2Li + 2Lj , 2Li + Lj + Lk, avec i, j, k deux a` deux distincts et variant de 1 a` 3. Les
poids de S3(S4E) sont donne´s par des sommes de 3 poids α, β, γ de S4E. On e´crit α+ β + γ sous la forme
mL1+ nL2+ pL3 avec m+n+ p = 12. Si on veut obtenir α+ β+ γ = 8L1+4L2 on a m− p = 8, n− p = 4
donc m+ n− 2p = m+ n+ p = 12 donc p = 0. On ne se sert donc pas des poids qui font apparaˆıtre L3. Il
y a exactement 4 fac¸ons d’obtenir 8L1 + 4L2 :
4L1 + 4L1 + 4L2 qui correspond au vecteur propre ω1 = (e
4
1)
2(e42),
4L1 + 3L1 + L2 + 3L2 + L1 qui correspond au vecteur propre ω2 = (e
4
1)(e
3
1e2)(e1e
3
2),
4L1 + 2L1 + 2L2 + 2L1 + 2L2 qui correspond au vecteur propre ω3 = (e
4
1)(e
2
1e
2
2)
2, et
3L1 + L2 + 3L1 + L2 + 2L1 + 2L2 qui correspond au vecteur propre ω4 = (e
3
1e2)
2(e21e
2
2).
Ces 4 vecteurs sont inde´pendants dans S3(S4E) (ce sont meˆme des vecteurs d’une base de S3(S4E)). On
ve´rifie que leurs images par ν sont non nulles. Comme 8L1 + 4L2 figure parmi les poids des repre´sentations
S12E, S10,2E, S9,3E et S8,4E, et qu’un vecteur de poids α s’envoie sur un vecteur de meˆme poids α par le
morphisme e´quivariant ν, il re´sulte que la multiplicite´ de ce poids est 1 dans chacune de ces repre´sentations,
et que l’image de ν atteint chacune de ces repre´sentations vues comme sous-repre´sentations irre´ductibles de
S8E ⊗ S4E. ✷
Corollaire 2.7 Le morphisme ν˜ : S3(S4E)⊗ Sm−3E → S8E ⊗ S4E ⊗ Sm−3E de´fini par ν˜ = ν ⊗ id n’est ni
injectif, ni surjectif. Son conoyau est S11,1E ⊗ Sm−3E et son noyau est isomorphe a`
(S6,6E + S7,4,1 + S8,2,2E + S6,4,2E + S4,4,4E)⊗ Sm−3E
Preuve du corollaire : Comme ν˜ = ν ⊗ id, par le lemme 2.6 on obtient le re´sultat.✷
3 Syste`mes cohe´rents
Le but de cette section est de montrer comment on peut ramener le calcul du nombre de sections du fibre´
de´terminant de Donaldson a` un calcul de sections d’un faisceau localement libre sur un ouvert du sche´ma de
Hilbert. La me´thode repose sur un re´sultat de Min He, qui l’utilisait pour calculer les nombres de Donaldson
[He]. On commence par quelques ge´ne´ralite´s sur les syste`mes cohe´rents.
3.1 Syste`mes cohe´rents a–semi-stables
On de´signe par K(P2) l’alge`bre de Grothendieck des classes de faisceaux alge´briques cohe´rents sur P2,
ou ce qui revient au meˆme, des classes de fibre´s vectoriels alge´briques sur P2. Cette alge`bre est engendre´e
par la classe η du faisceau structural d’une droite. En tant que groupe abe´lien, elle est isomorphe a` Z3, un
isomorphisme e´tant donne´ par le rang r, la classe de Chern c1 et la caracte´ristique d’Euler-Poincare´ χ. Elle
est munie de la forme quadratique entie`re non de´ge´ne´re´e de´finie par
2rχ+ c21 − r
2.
La notion d’orthogonalite´ utilise´e par la suite est relative a` cette forme quadratique.
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Une classe de Grothendieck a ∈ K(P2) ⊗ Q est dite positive si le polynoˆme de Hilbert de a est positif.
E´tant donne´ un faisceau alge´brique cohe´rent F sur P2, on de´signe par c(F ) la classe de Grothendieck de F
dans K(P2).
De´finition 3.1 Un syste`me cohe´rent sur P2 est un couple Λ = (Γ, F ) ou` F est un faisceau cohe´rent, et Γ
un sous-espace vectoriel de H0(F ). L’ordre du syste`me cohe´rent est la dimension de l’espace vectoriel Γ.
Soit a ∈ K(P2)⊗Q une classe de Grothendieck strictement positive. A` un syste`me Λ = (Γ, F ) on associe
la classe de Grothendieck ca(Λ) ∈ K(P2)⊗Q de´finie par
ca(Λ) = dimΓ · a+ c(F ).
La cate´gorie des syste`mes cohe´rents n’est pas une cate´gorie abe´lienne, mais elle se plonge dans une cate´gorie
abe´lienne (la cate´gorie des syste`mes alge´briques) qui a suffisamment d’injectifs. On ne conside`re ici que des
syste`mes cohe´rents Λ = (Γ, F ) dont le faisceau F sous-jacent est de rang r > 0. Ce rang sera aussi appele´
le rang du syste`me cohe´rent.
De´finition 3.2 On dit qu’un syste`me cohe´rent Λ = (Γ, F ) est a–semi-stable si
– (i) le faisceau F est sans torsion ;
– (ii) pour tout sous-faisceau cohe´rent F ′ ⊂ F de rang r′ > 0 on a dans K(P2)⊗Q :
ca(Λ
′)
r′
≤
ca(Λ)
r
.
ou` Λ′ est le syste`me cohe´rent Λ′ = (Γ′, F ′) de´fini par Γ′ = Γ ∩H0(F ′).
Dans le cas particulier ou` c est de rang 2, et dimΓ = 1, seul cas utile dans la suite, l’ine´galite´ (ii) signifie
que pour tout sous-faisceau cohe´rent F ′ ⊂ F de rang 1 on a
c(F ′) ≤

1
2(c(F ) − a) si Γ ⊂ H
0(F ′)
1
2(c(F ) + a) sinon
3.2 L’espace de modules Systa(c, k)
Soit c ∈ K(P2) une classe de Grothendieck fixe´e et k un entier ≥ 0 ; il existe un espace de modules grossier
de syste`mes cohe´rents a–semi-stables Λ = (Γ, F ) tels que c(F ) = c, et dimΓ = k : c’est une varie´te´ projective
qui sera note´e Systa(c, k). Lorsque a varie, la structure de l’espace de modules grossier Systa(c, k) change
au passage de certaines valeurs de a appele´es valeurs critiques.
3.3 Valeurs critiques
Soit F un faisceau alge´brique cohe´rent de rang 2, de classes de Chern c1 et c2 sur le plan projectif. On
de´signe par η la classe dans K(P2) du faisceau structural d’une droite. Ainsi, les faisceaux conside´re´s ont
pour classe de Grothendieck
c(F ) = 2 + c1η + (
c1(c1 + 1)
2
− c2)η
2.
Soit l > 0 un entier, fixe´ dans toute la suite. Les faisceaux cohe´rents F de rang r = 2 et de classes de
Chern c1 = 2l, et c2 = n+ l
2 ont alors pour classe de Grothendieck
c(l) = 2 + 2lη + (l(l + 1)− n)η2.
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On conside`re l’espace de modules Sa = Systa(c(l), 1) des classes de S-e´quivalence de syste`mes cohe´rents
a–semi-stables Λ = (Γ, F ), d’ordre 1, ou` F est un faisceau cohe´rent de classe de Grothendieck c(F ) = c(l).
Si cet espace de modules est non-vide, une section de F donne une inclusion du faisceau trivial dans F , et
donc l’ine´galite´
0 < a ≤ c(l)− 2 = 2lη + (l(l + 1)− n)η2.
De´finition 3.3 Les valeurs critiques pour la famille d’espaces de modules de syste`mes cohe´rents Sa sont les
classes a ∈ K(P2)⊗Q pour lesquelles il existe des syste`mes cohe´rents strictement semi-stables relativement
a` a.
Les valeurs critiques sont en nombre fini. On peut en fait les calculer explicitement, mais on n’aura pas
besoin de cela dans la suite.
3.4 Les re´sultats de Min He
E´tant donne´e une valeur critique a, on de´signe par a− et a+ des classes de Grothendieck > 0 encadrant a
et telles que dans l’intervalle ]a−, a+[, a soit la seule valeur critique. On de´signe par amax = c(l)− 2 la plus
grande valeur critique. Pour a > amax, l’espace de modules Sa est vide.
The´ore`me 3.4 (Min He) On suppose n ≥ l(l − 1) et n ≥ 3.
– (i) L’espace de modules Sa est une varie´te´ irre´ductible, normale, de dimension δ = 3n + l(l + 3)− 2.
– (ii) Si a est valeur critique distincte de amax, on dispose de morphismes surjectifs
Sa−
π−
##G
GG
GG
GG
GG
−− → Sa+
π+
{{ww
ww
ww
ww
w
Sa
Au-dessus de l’ouvert des points stables de Sa ces morphismes sont des isomorphismes. L’image
re´ciproque du ferme´ Σ des points strictement semi-stables Σ− = π
−1
− (Σ) (resp. Σ+ = π
−1
+ (Σ)) est
le ferme´ des points a+-instables (resp. a−-instables). Les ferme´s Σ,Σ−,Σ+ sont de codimension ≥ 2.
– (iii) Si a n’est pas valeur critique, il existe un syste`me cohe´rent universel Λ = (V,F) parame´tre´ par
Sa.
Ainsi, Sa+ s’obtient a` partir de Sa− en remplac¸ant le ferme´ Σ− par le ferme´ Σ+ des points a−-instables.
3.5 L’espace de modules Samax−
On suppose ici que n ≥ l(l − 1) et n ≥ 3.
L’espace de modules Samax s’identifie au sche´ma de Hilbert des sous-sche´mas finis de longueur n+ l
2 de P2,
Hilbn+l
2
(P2). En effet, la condition de semi-stabilite´ nous assure que le conoyau du morphisme d’e´valuation
Γ⊗O → F est sans torsion. On connaˆıt la description de tels faisceaux sur P2. Ils s’e´crivent comme IZ(c1)
ou` IZ est l’ide´al d’un sous-sche´ma fini Z de longueur c2 de P2. De plus l’extension :
0→ Γ⊗O → F → IZ(2l)→ 0
donne une filtration de Jordan-Ho¨lder pour F , puisque a = amax. Le sche´ma Z est dans ce cas de longueur
n+ l2. L’application qui associe a` F le sous-sche´ma Z correspondant donne l’identification de´sire´e.
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Dans le cas ou` a = amax− on dispose encore d’une extension
0→ Γ⊗O → F → IZ(2l)→ 0
soit d’une extension non-triviale de syste`mes cohe´rents
0→ Λ′ → Λ→ Λ′′ → 0
ou` Λ′′ = (0, IZ(2l)), et Λ
′ = (C,OP2). Re´ciproquement, pour a voisin de amax, une telle extension non-
triviale de´finit un syste`me cohe´rent a–semi-stable. Pour de´terminer Samax− il s’agit donc de parame´trer les
extensions non-triviales de ce type.
Mais pour un sous-sche´ma Z, ces extensions sont parame´tre´es par
P(Ext1(IZ(2l),O)) = P
.(H1(IZ(2l − 3))).
La varie´te´ Samax− va donc s’identifier a` un fibre´ en espaces projectifs associe´ a` un faisceau alge´brique cohe´rent
sur Hilbn+l
2
(P2) qui ait pour fibre en Z, H
1(IZ(2l − 3)). On obtient le
The´ore`me 3.5 Soit Ξ ⊂ Hilbn+l
2
(P2) × P2 le sous-sche´ma universel, et I le faisceaux d’ide´aux associe´.
Conside´rons le faisceau alge´brique cohe´rent R = R1pr1∗(I(2l − 3)). Alors
Samax− = P(R).
Ce faisceau R est localement libre de rang
χ(OZ)− χ(O(2l − 3)) = n+ 1− (l − 1)(l − 2)
en dehors du ferme´ de Brill-Noether B des Z ∈ Hilbn+l
2
(P2) tels que h
0(IZ(2l − 3)) 6= 0. On sait d’apre`s
Ellingsrud et Strømme (dans [He], lemme 4.9, en utilisant [E-S], th. 1.1 et cor. 1.2), que si C est une courbe
de P2, meˆme non-re´duite, le sous-sche´ma de Hilb
m(P2) des points Z ⊂ C est de dimension m. Ceci permet
de majorer la dimension du ferme´ de Brill-Noether B ou de minorer sa codimension : elle est supe´rieure a`
n− l(l− 3), donc supe´rieure a` 2l si n ≥ l(l− 1). On peut minorer aussi la codimension de l’image re´ciproque
de B dans P(R) :
Lemme 3.6 Supposons n ≥ l(l−3). L’image re´ciproque de B dans P(R) est de codimension ≥ n−l(l−1)+2.
Preuve du lemme : Soit s un entier tel que 0 < s ≤ 2l− 3 et Bs ⊂ B le sous-ensemble localement ferme´
correspondant aux ide´aux I tels que h0(I(s− 1)) = 0, et h0(I(s)) 6= 0. Pour I ∈ Bs on a
h1(I(2l − 3)) ≤ h1(I(s − 1)) = n+ l2 −
1
2
s(s+ 1).
On obtient ainsi une majoration de la dimension de l’image re´ciproque de Bs par
n+ l2 +
1
2
(s + 1)(s + 2)− 1 + n+ l2 −
1
2
s(s+ 1)− 1
c’est-a`-dire
2(n+ l2) + s− 1.
L’assertion re´sulte en utilisant la majoration s ≤ 2l − 3.✷
On note π le morphisme canonique de Samax− dans Hilb
n+l2(P2).
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3.6 Le morphisme f : Sǫ →Mc
On de´signe par Mc l’espace de modules des faisceaux semi-stables de classe de Grothendieck c. Ici c est
de rang 2, c1 = 0 et c2 = n donc Mc = M. Conside´rons une classe de Grothendieck ǫ > 0 infe´rieure a` la
plus petite valeur critique. Si Λ = (Γ, F ) est un syste`me cohe´rent ǫ–stable, le faisceau F sous-jacent est
semi-stable. Par suite, on obtient un morphisme f : Sǫ → Mc qui associe a` la classe du syste`me cohe´rent
(Γ, F ) la classe du faisceau F (−l).
The´ore`me 3.7 Si 3 ≤ n < (l+ 1)(l + 2), le morphisme f : Sǫ →Mc est surjectif ; de plus, on a f∗(OSǫ) =
OMc.
Preuve : Si F est un faisceau stable de classe c, la condition n < (l+1)(l+2) signifie que χ(F (l)) > 0 et
par suite on peut conside´rer les syste`mes cohe´rents Λ = (Γ, F (l)) avec Γ ⊂ H0(F (l)). Ces syste`mes cohe´rents
sont obligatoirement ǫ–stables. Il en re´sulte que la fibre de f au-dessus du point de´fini par F est isomorphe
a` l’espace projectif (des droites) P(H0(F (l))). Le re´sultat est alors e´vident si n est impair, car il n’y a alors
que des points stables : si F est une famille universelle, l’espace de modules s’identifie d’ailleurs dans ce cas
au sche´ma de Grothendieck
P(Ext2pr1(F , pr
∗
2(ωP2)))
ou` ωP2 de´signe le fibre´ canonique de P2 (ωP2 ≃ O(−3)).
Dans le cas ou` n est pair, on peut employer l’argument suivant : l’espace de modules Sǫ e´tant inte`gre, on
sait que l’alge`bre A = f∗(OSǫ) est inte`gre. Mais alors M
′ = Spec (A) est une varie´te´ projective inte`gre au-
dessus de Mc, et le morphisme M
′ →Mc est projectif et birationnel. De plus, la varie´te´ Mc est normale :
ceci implique que l’image directe du faisceau structural de M′ est OMc ([Hart], chap. III, cor. 11.4). Le
the´ore`me en re´sulte. ✷
3.7 Le fibre´ de´terminant
Si a n’est pas valeur critique, on sait qu’il existe un syste`me cohe´rent universel parame´tre´ par l’espace
de modules Sa. On l’e´crit sous la forme (V,F(l)), ou` V est un fibre´ inversible sur Sa, et F une famille
plate de faisceaux cohe´rents de classe c parame´tre´e par Sa. On peut donc, pour toute classe u ∈ c
⊥ dans
K(P2), de dimension 1, (l’orthogonal est pris relativement a` la forme quadratique sur K(P2)) de´finir un fibre´
de´terminant Da,u sur Sa par la formule
Da,u = λF (−u) = det p1!(F · p
∗
2(−u)).
Dans cette formule p1 et p2 sont les projections canoniques :
Sa × P2
p2
−→ P2yp1
Sa
et F(u) = F · p∗2(u) de´signe la classe (dans le groupe de Grothendieck K(Sa × P2) des classes de faisceaux
alge´briques cohe´rents plats sur Sa) produit de la classe de F par l’image re´ciproque de u par la projection
p2. Le morphisme
p1! : K(Sa × P2)→ K(Sa)
est le morphisme qui associe a` la classe d’un faisceau alge´brique cohe´rent F plat sur Sa la classe de∑
q(−1)
qRqp1∗(F). Ces faisceaux de cohomologie sont les faisceaux de cohomologie d’un complexe fini de
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fibre´s vectoriels Rp1∗(F). Par la proprie´te´ universelle du fibre´ de´terminant, on a f
∗(Du) = Dǫ,u. De´signons
par d le fibre´ de´terminant sur Hilbn+l
2
(P2), et conside´rons l’ouvert U de ce sche´ma de Hilbert ou` le fais-
ceau R est localement libre. Cet ouvert est l’espace tout entier pour l = 1 et il a son comple´mentaire de
codimension 2l, pour l supe´rieur a` 1. Il est invariant sous l’action du groupe SL(3).
The´ore`me 3.8 Soit n un entier ≥ 3. Soit l un entier > 0 tel que l(l − 1) ≤ n < (l + 1)(l + 2). Alors on a
un isomorphisme de SL(3)–repre´sentations
H0(Mc,D) = H
0(U,SlR⊗ d).
Preuve : D’apre`s le the´ore`me 3.7, on a
H0(Mc,D) = H
0(Sǫ,Dǫ,u).
Ici, u de´signe la classe du faisceau OH(−1), orthogonale a` c, ou` H est une droite de P2. Maintenant, d’apre`s
le re´sultat de Min He, les espaces de modules Sa sont des varie´te´s normales : les espaces vectoriels de sections
restent inchange´s par restriction a` un ouvert dont le comple´mentaire est de codimension ≥ 2. Puisque les
ferme´s Σ,Σ−, et Σ+ du the´ore`me 3.4 sont de codimension ≥ 2 on voit que la repre´sentation H
0(Sa,Da,u)
est inde´pendante de a. Il reste a` voir ce qu’est cette repre´sentation pour a = amax− . Ceci re´sulte du calcul
du fibre´ de´terminant Damax− ,u sur l’espace de modules Samax− .
Lemme 3.9 Soit a le fibre´ tautologique OP(R)(1) sur P(R). Alors
Damax− ,u = a
⊗l ⊗ π∗(d).
Preuve du lemme : Rappellons que Ξ ⊂ Hilbn+l
2
(P2)× P2 est le sous-sche´ma universel, I le faisceaux
d’ide´aux associe´ et R est le faisceau alge´brique cohe´rent R1pr1∗(I(2l−3)). Conside´rons l’extension canonique
sur P(R)× P2 :
0→ a⊠O(−l)→ F → (π × idP2)
∗(I(0, l))→ 0
ou` π : P(R)→ Hilbn+l
2
(P2) est le morphisme canonique. La classe u est celle du faisceau OH(−1), ou` H est
une droite de P2. On a alors par changement de base
Damax− ,u = O(la)⊗ π
∗(λOΞ(u(l))
= O(la)⊗ π∗(λOΞ(u))
d’apre`s [LeP-Durham], prop. 2.9. Le fibre´ inversible λOΞ(u) est le fibre´ de´terminant de Donaldson d. Ceci
de´montre le lemme. ✷
Il reste maintenant a` enlever le ferme´ image re´ciproque du lieu de Brill-Noether B, qui est de codimension
≥ 2, pour obtenir le re´sultat du the´ore`me.✷
4 Sections de SlR⊗ d sur le sche´ma de Hilbert
Le but de cette section est de terminer la de´monstration du the´ore`me 1.1. On supposera partout dans la
suite que n ≥ 3. On sait par le the´ore`me 3.8 que pour l(l − 1) ≤ n < (l + 1)(l + 2), on a un isomorphisme
H0(M,D) = H0(U,SlR ⊗ d) ou` U est l’ouvert du sche´ma de Hilbert Hilbn+l
2
(P2) ou` le faisceau R est
localement libre. Cet ouvert a son comple´mentaire de codimension ≥ 2l. Il est invariant sous l’action de
SL(3).
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Lorsqu’il n’est pas spe´cifie´, les produits tensoriels de faisceaux alge´briques conside´re´s sont des produits
tensoriels sur le faisceau structural du sche´ma de base. Les fibre´s vectoriels sont identifie´s a` des faisceaux
localement libres de rang fini.
On va se concentrer maintenant sur ce nouvel espace de sections H0(U,SlR⊗ d). On note m = n+ l2.
Soit Ξ ⊂ Hilbm(P2) × P2 le sous-sche´ma universel, pr1 : Ξ → Hilb
m(P2) et pr2 : Ξ → P2 les deux
projections, et IΞ le faisceau d’ide´aux associe´. Le faisceau R est de´fini comme R = R
1pr1∗(IΞ(2l − 3)). On
note k = 2l − 3. En partant de la suite exacte fondamentale associe´e a` Ξ sur Hilbm(P2)× P2 :
0→ IΞ → O → OΞ → 0
tensorise´e par pr∗2(OP2(k)) et restreinte a` l’ouvert U × P2 de Hilb
m(P2)× P2 on trouve la suite exacte
0→ IΞ(k)|U×P2 → O(k)|U×P2 → OΞ(k)|U×P2 → 0
Par image directe sur U par la projection pr1, on obtient une pre´sentation SL(3)-e´quivariante de R sur U :
0→ pr1∗(IΞ(k))→ pr1∗(O(k))→ pr1∗(OΞ(k))→R→ R
1pr1∗(O(k))→ 0
Par de´finition de U on a H0(P2,IZ(k)) = 0 pour les sche´mas Z ∈ U , donc par le the´ore`me de semi-
continuite´ on a une suite exacte de faisceaux localement libres sur U :
0→ H0(P2,O(k)) ⊗OU → pr1∗(OΞ(k))|U →R→ 0 (1)
On obtient par suite une re´solution SL(3)-e´quivariante de SlR⊗ d par le complexe de Koszul K · de´fini en
degre´ i par Ki = Λ−iSkE ⊗ Sl+iVk ⊗ d pour i = 0, . . . , l ou` Vk = pr1∗(OΞ(k)), E = H
0(P2,O(1)) :
K · → SlR⊗ d. (2)
Par suite la cohomologie de SlR⊗d se calcule a` l’aide de la suite spectrale Ep,q2 = H
q(K−p) dont l’aboutisse-
ment en degre´ 0 est H0(U,SlR⊗ d).
Pour les faisceaux localement libres Ki on va se placer indiffe´remment sur les restrictions a` U ou sur
Hilbm(P2) tout entier, puisqu’on s’inte´resse seulement a` la cohomologie de ces faisceaux jusqu’en degre´ l ;
comme le comple´mentaire de U est de codimension ≥ 2l, celle-ci co¨ıncide sur U avec la cohomologie sur
tout Hilbm(P2) jusqu’en degre´ 2l − 2, par les proprie´te´s de la cohomologie locale ([Grot]). Pour l = 1,
U = Hilbm(P2).
Lemme 4.1 Pour q > 0, Hq(Hilbm(P2), d) = 0 et H
0(Hilbm(P2), d) = S
mE.
Preuve du lemme : Le re´sultat de´coule par le the´ore`me de Kawamata-Viehweg (voir [C-K-M], page 52,
thm.8.3.), d e´tant le fibre´ de´terminant, big et nef, sur le sche´ma de Hilbert vu comme espace de modules de
faisceaux sans torsion de rang 1 sur P2, de classes de Chern c1 = 0, c2 = m.
Soit π le morphisme de Hilbert-Chow, π : Hilbm(P2) → S
m(P2) qui associe a` un sche´ma fini Z le cycle∑
x∈P2
lg Zxx dans S
m(P2), la puissance syme´triquem-ie`me de P2. Naturellement, l’espace S
m(P2) est le quo-
tient de la puissance m-ie`me Pm2 de P2 par le groupe syme´trique Sm. Il est constitue´ de cycles, combinaisons
line´aires de points distincts xi de P2, ∑
∑
i λi=m
λi[xi],
14
a` coefficients λi > 0. Le support d’un sche´ma fini de longueur m est un tel cycle, si on tient compte des
multiplicite´s des points. Le morphisme de Hilbert-Chow ve´rifie π∗OHilbm(P2) = OSm(P2) et (cf. [LeP-Durham])
π∗(O(1, 1, . . . , 1)Sm) = d. (3)
On obtient alors H0(Hilbm(P2), d) = H
0(Sm(P2), π∗(d)) = H
0(Pm2 ,O(1, · · · , 1))
Sm = SmH0(P2,O(1)) =
SmE.✷
Dans [D], il est de´montre´ que H0(Hilbm(P2),Vk ⊗ d) = S
2l−2E ⊗ Sm−1E et que Hq(Hilbm(P2),Vk ⊗ d) = 0
pour q > 0. Comme annonce´ dans l’introduction (th. 1.2), on montrera aussi que H1(Hilbm(P2),S
2Vk⊗d) = 0
et on calculera H0(Hilbm(P2),S
2Vk⊗d) et H
0(Hilbm(P2),S
3V3⊗d). On peut ainsi calculer H
0(Hilbm(P2),S
lR⊗
d) pour l = 1, 2, 3. Pour aller plus loin on se heurte a` des difficulte´s lie´es au calcul des Hq(Hilbm(P2),S
lVk ⊗ d)
pour q = 0, l > 3 ou q > 0, l > 1.
Ceci limite le calcul du H0(U,SlR⊗ d) a` l = 3 ce qui restreint les valeurs de n a` n ≤ 19.
On commence par remarquer que pour le calcul d’un espace de sections d’un fibre´ sur Hilbm(P2) on peut
se placer sur un grand ouvert de Hilbm(P2), pourvu que cet ouvert ait un comple´mentaire de codimension au
moins 2. Ceci est le cas pour l’ouvert Hilbm∗ (P2) forme´ par les sche´mas avec au plus un point multiple, qui soit
double, soit les sche´mas dont le cycle correspondant est x1+x2+ · · ·+xm ou 2x1+x3+x4+ · · ·+xm avec xi
distincts. On note Sm∗ (P2) l’ouvert des cycles de cette forme. L’avantage d’utiliser Hilb
m
∗ (P2) est qu’on peut le
de´crire comme quotient q de l’e´clate´ B de Pm2∗ = p
−1(Sm∗ (P2)) (ou` p : P
m
2 → S
m(P2) est le quotient de P
m
2 sous
l’action du groupe syme´trique Sm ) selon la re´union D des diagonales ∆ij = {(x1, · · · , xm) ∈ P
m
2∗|xi = xj}
pour i < j, disjointes dans Pm2∗. On note ρ cet e´clatement. On a un diagramme commutatif :
B
ρ
−→ Pm2∗yq yp
Hilbm∗ (P2)
π
−→ Sm∗ (P2)
On montrera comment, a` l’aide de cette description, on peut ramener les calculs de la cohomologie des
fibre´s sur Hilbm∗ (P2) a` des calculs des invariants de la cohomologie de certains faisceaux sur P
m
2∗. On utilise
les meˆmes notations Hilbm∗ (X) et X
m
∗ pour une surface quelconque X.
4.1 Une filtration
On introduit ici des notations et des re´sultats tre`s utiles pour la suite. On va se placer dans le cadre
ge´ne´ral d’une varie´te´ alge´brique lisse M , munie d’un fibre´ de rang r, W , et d’un fibre´ L sur une sous-varie´te´
lisse D de M . On note WD la restriction de W a` D.
On conside`re un morphisme surjectif ǫ : W ։ L. Le noyau de ce morphisme de´finit un faisceau sans
torsion V . Ce morphisme induit un morphisme surjectif de fibre´s en alge`bres gradue´es Sym ǫ : SymW =
⊕i≥0S
iW ։ SymL = ⊕i≥0S
iL, note´ encore ǫ. On note I le faisceau noyau.
Conside´rons la filtration FkSymW = IkSymW , pour k ≥ 0 ; elle est compatible avec la graduation.
Proposition 4.2 Soit N le fibre´ conormal de D dans M et K le noyau du morphisme canonique ǫ|D (note´
encore ǫ): WD → L. Le gradue´ associe´ a` cette filtration est donne´ par
grq(I
p/Ip+1) = SqN ⊗ Sp−qK[−p+ q]⊗ SymL (4)
si p ≥ q ≥ 0 et 0 sinon.
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Preuve :
Afin de de´crire le gradue´ associe´ a` cette filtration on va conside´rer SymW comme image directe de l’alge`bre
des fonctions re´gulie`res OW ∗ sur l’espace total du fibre´ dual W
∗, par la projection canonique p : W ∗ →M ,
et SymL comme image directe de l’alge`bre des fonctions re´gulie`res OL∗ sur l’espace total du fibre´ dual L
∗,
par la restriction de p a` L∗ ⊂W ∗, note´e encore p : L∗ → D.
On de´signe par WD la restriction de W a` D. Conside´rons les inclusions de varie´te´s lisses
L∗ ⊂W ∗D ⊂W
∗ (5)
et de´signons par I l’ide´al de L∗ dans W ∗, par J l’ide´al de W ∗D dans W
∗, et par ID l’ide´al de L
∗ dans
W ∗D. On a une suite exacte 0 → J → I
r
→ ID → 0 ou` r est le morphisme de restriction. On conside`re les
filtrations de OW ∗ et OW ∗
D
de´finies par les puissances des ide´aux I et ID.
Comme p est un morphisme affine, W ∗ est un sche´ma affine sur M , il y a une correspondance entre les
faisceaux d’ide´aux de OW ∗ et les ide´aux de SymW donne´e par I 7→ p∗(I). L’ide´al I se correspond ainsi a` I et
Ik a` Ik. De cette fac¸on, la filtration de SymW = p∗(OW ∗) de´finie par image directe co¨ıncide avec la filtration
de´finie par l’ide´al I = p∗(I) noyau du morphisme ǫ. Les fibre´s conormaux correspondants aux inclusions (5)
s’e´crivent NL∗/W ∗ = N
∗
L∗/W ∗ = I/I
2, NW ∗
D
/W ∗ = N
∗
W ∗
D
/W ∗ = J /J
2, NL∗/W ∗
D
= N∗L∗/W ∗
D
= ID/ID
2 et on a
une suite exacte
0→ NW ∗
D
/W ∗ |L∗ → NL∗/W ∗ → NL∗/W ∗
D
→ 0 (6)
Le fibre´ conormal NW ∗
D
/W ∗ |L∗ s’identifie a` p
∗(N ) et NL∗/W ∗
D
a` p∗(K). La suite (6) devient
0→ p∗(N )→ I/I2 → p∗(K)→ 0. (7)
A` partir de cette suite exacte on obtient une filtration de´croissante du OL∗ -module S
p(I/I2) = Ip/Ip+1 =
grp(OW ∗) par des OL∗ -modules
Fq(SpNL∗/W ∗) = Im((J /J
2)⊗q ⊗ (I/I2)⊗(p−q) → Sp(I/I2)) = Im(J qIp−q → Ip/Ip+1)
si p ≥ q ≥ 0 et 0 sinon, de gradue´ associe´
grq(S
p(I/I2)) = SqNW ∗
D
/W ∗ ⊗ S
p−qNL∗/W ∗
D
= p∗(SqN ⊗ Sp−qK)
si p ≥ q ≥ 0 et 0 sinon. Par application du foncteur image directe p∗ qui est exact puisqu’il s’agit d’un
morphisme affine, on obtient une filtration de p∗(I/I
p+1) = Ip/Ip+1 dont le gradue´ en degre´ q est le SymL-
module gradue´ fourni par la formule de projection
grq(I
p/Ip+1) = SqN ⊗ Sp−qK[−p+ q]⊗ SymL
si p ≥ q ≥ 0 et 0 sinon. Pour comprendre le de´calage qui apparaˆıt dans la graduation de p∗(p
∗(SqN ⊗
Sp−qK)) = SqN ⊗ Sp−qK ⊗ SymL il faut comprendre l’action de C∗ sur le fibre´ conormal NL∗/W ∗
D
= p∗(K)
et sur le fibre´ conormal N . L’action de C∗ sur L∗,W ∗D etW
∗ est par homothe´tie, d’ou` une action sur les trois
fibre´s normaux et respectivement conormaux . Sur M et D, et par conse´quent sur N , C∗ agit trivialement.
Donc la composante homoge`ne de degre´ i de p∗(p
∗(N )) est N ⊗ Sym iL. Sur NL∗/W ∗
D
= p∗(K), l’action est
donne´e par λ · (x, v) = (λx, λ−1v) pour x ∈ L∗ et v ∈ Kp(x). Donc la composante homoge`ne de degre´ i de
p∗(p
∗(SpK)) est donne´e par SpK ⊗ Sym i−pL si i ≥ p ✷.
Lemme 4.3 L’image de SkV dans SymW par le morphisme Skι engendre comme ide´al Ik en degre´ ≥ k ou`
ι est l’inclusion de V dans W .
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Preuve : On va montrer plus pre´cise´ment que pour i ≥ k, l’image du morphisme naturel vi,k : S
kV ⊗
Si−kW → SiW est exactement (Ik)i = I
k
⋂
SiW . On commence par un
Sous-lemme 4.4 Si n ≥ 1, l’image du morphisme v : V ⊗ Sn−1W → SnW (qui a` v ⊗ w1 · · ·wn−1 associe
le syme´trise´ de ι(v), w1, . . . , wn−1 dans S
nW , note´ ι(v)w1 · · ·wn−1 ) est exactement In = Ker (S
nǫ : SnW →
SnL).
Preuve du sous-lemme : En tensorisant n fois avec elle-meˆme la suite exacte sur M :
V
ι
→ W
ǫ
→ L→ 0
on trouve une suite exacte
T = V ⊗W⊗(n−1) ⊕W ⊗ V ⊗W⊗(n−2) ⊕ · · · ⊕W⊗(n−1) ⊗ V →W⊗n
ǫ⊗n
→ L⊗n → 0.
Le cas n = 2 est la proposition 6, page 8, chap. III-1 de [Bourbaki]. Ce cas se ge´ne´ralise sans peine par
re´currence au produit tensoriel d’un nombre fini quelconque de suites. Il suffit alors de remarquer que la
suite exacte des invariants par le groupe syme´trique Sn reste exacte et on a exactement que
TSn = V ⊗ Sn−1W
v
→ SnW = (W⊗n)Sn
Snǫ
։ SnL = (L⊗n)Sn → 0
est exacte d’ou` In = Ker S
nǫ = Imv. ✷
Preuve du lemme 4.3 :
Une section locale α de (Ik)i s’e´crit comme α =
∑
α1 · · ·αk avec αj ∈ Inj et
∑k
j=1 nj = i. Par le sous-
lemme 4.4 , chaque αj avec nj 6= 0 provient d’une section α˜j de V ⊗S
nj−1W , et si nj = 0, αj est une section
de ID = I0. Mais ǫ(ID ⊗W ) = 0 donc IDW ⊂ ι(V ). Au total, α provient d’une section de S
kV ⊗ Si−kW .✷
Remarque 4.5 Conside´rons maintenant un fibre´ inversible A surM . Alors on a un morphisme de SymW -
modules gradue´s
M = SymW ⊗A → SymL⊗A
de noyau IM. Conside´rons la filtration IkM. Cette filtration est compatible avec la graduation et le mor-
phisme canonique
Φ : SkV |D ⊗OD SymL[−k]⊗A|D → I
kM/Ik+1M
est un isomorphisme en degre´ ≥ k.
4.2 E´clatement de M le long de D
On conside`re l’e´clatement ρ : M˜ → M de M le long de D, et les images re´ciproques W˜ et L˜ de W et L
par ρ : W˜ = ρ∗(W ), L˜ = ρ∗(L). On note V˜ le noyau du morphisme surjectif , note´ encore ǫ, de W˜ dans L˜.
Puisque le support de L˜ est un diviseur (le diviseur exceptionnel E), V˜ est localement libre. De manie`re
analogue, on conside`re le noyau I˜ de ǫ : Sym W˜ → Sym L˜, et la filtration I˜k de Sym W˜ .
Lemme 4.6 – (i) Le morphisme canonique ρ∗ : SymW → ρ∗(Sym W˜ ) induit un isomorphisme I
k ∼→
ρ∗(I˜
k)
– (ii) Les images directes Rqρ∗(I˜
k) sont nulles pour q > 0.
Preuve :
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L’e´clatement ρ ve´rifie ρ∗(OM˜ ) = OM et R
qρ∗(OM˜ ) = 0 pour q > 0, d’apre`s le lemme 3.5 de [SGA-6],
expose´ VII. On a alors, par la formule de projection, un morphisme
SymW
∼
→ ρ∗(ρ
∗SymW ) = ρ∗(Sym W˜ )
qui est un isomorphisme et de meˆme pour SymL
∼
→ ρ∗(Sym L˜). On a donc un diagramme commutatif
0 −→ I −→ SymW
ǫ
−→ SymL −→ 0y∼ y∼
0 −→ ρ∗(I˜) −→ ρ∗(Sym W˜ )
ρ∗ǫ
−→ ρ∗(Sym L˜) −→ . . .
qui nous assure que ρ∗ǫ est surjectif et qu’il y a aussi un isomorphisme I
∼
→ ρ∗(I˜). D’ou` un morphisme
Ik → ρ∗(I˜
k).
On suppose par re´currence que pour tout i ≤ k on a le re´sultat (pour k = 0 ceci est clair : SymW
∼
→
ρ∗(Sym W˜ ) et R
qρ∗(Sym W˜ ) = 0 pour q > 0) et on va le prouver pour k + 1. On a un morphisme de suites
exactes
0 −→ Ik+1 −→ Ik −→ Ik/Ik+1 −→ 0ya y∼,b yc
0 −→ ρ∗(I˜
k+1) −→ ρ∗(I˜
k)
d
−→ ρ∗(I˜
k/I˜k+1) −→ R1ρ∗(I˜
k+1) −→ 0
ou` b est un isomorphisme. On commence par prouver que c est un isomorphisme et que
Rqρ∗(I˜
k/I˜k+1) = 0 pour q > 0. On en de´duira que d est surjectif d’ou` a sera un isomorphisme et
Rqρ∗(I˜
k+1) = 0 pour q > 0.
Mais on a construit dans la pre´ce´dente section une filtration de chacun des faisceaux Ik/Ik+1 et I˜k/I˜k+1
de gradue´s connus. Ces faisceaux sont supporte´s par D et E respectivement et le morphisme π en restriction
a` D s’e´crit comme ρ : E = P(N ∗D)→ D. Le noyau K˜ de W˜ |E → L˜ s’identifie a` l’image re´ciproque de K. Le
fibre´ conormal a` E, NE, est dans ce cas le fibre´ O(1) relatif sur cet espace projectif (on a pris le projectif
de Grothendieck). La filtration F˜j de I˜k/I˜k+1 est de gradue´
grj(I˜
k/I˜k+1) = SjNE ⊗ S
k−jK[−k + j]⊗ Sym L˜
si k ≥ j ≥ 0 et 0 sinon.
Comme Rqρ∗(grj(I˜
k/I˜k+1)) = Rqρ∗(S
jNE) ⊗ S
k−jK[−k + j] ⊗ SymL et que ρ∗(S
jNE) = S
jND et
Rqρ∗(S
jNE) = 0 pour q > 0 on obtient une filtration F
j = ρ∗(F˜
j) de ρ∗(I˜
k/I˜k+1) de gradue´
ρ∗(grj(I˜
k/I˜k+1)) = SjND ⊗ S
k−jK[−k + j]⊗ SymL = grj(I
k/Ik+1)
si k ≥ j ≥ 0 et 0 sinon, et telle que Rqρ∗(F
j) = 0 si q > 0, pour tout j. En particulier pour j = 0 on obtient
que Rqρ∗(I˜
k/I˜k+1) = 0 pour q > 0. Le morphisme c est compatible avec les filtrations et induit l’identite´
sur les gradue´s, d’ou` aussi l’isomorphisme c : Ik/Ik+1
∼
→ ρ∗(I˜
k/I˜k+1).
Corollaire 4.7 – (i) L’image de l’inclusion canonique φ : ρ∗(S
kV˜ ) →֒ SkW est exactement (Ik)k.
– (ii) Rqρ∗(S
kV˜ ) = 0 pour q > 0.
Preuve :
Cela revient a` e´crire les re´sultats du lemme 4.6 en degre´ k en tenant compte du lemme 4.3 et du fait que
Sk ι˜ : SkV˜ →֒ SkW˜ reste une inclusion, ou ι˜ est l’inclusion de V˜ dans W˜ .✷
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4.3 Calculs de cohomologie sur Hilbm∗ (P2)
On appliquera ici les re´sultats des deux sections pre´ce´dentes a` notre situation particulie`re. On n’aura pas
besoin ici de se placer sur le plan projectif. Les re´sultats restent valables sur une surface alge´brique lisse
quasi-projective quelconque X. La description de Hilbm∗ (X) se fait alors exactement comme pour P2, en
utilisant l’e´clatement B de Xm∗ :
B
ρ
−→ Xm∗yq yp
Hilbm∗ (X)
π
−→ Sm∗ (X)
On conside`re plus ge´ne´ralement le fibre´ VL sur Hilb
m(X) associe´ a` un fibre´ L sur X,
VL = pr1∗(OΞ ⊗ pr
∗
2(L)) ou` pr1 et pr2 sont les deux projections du sche´ma universel Ξ ⊂ Hilb
m(X)×X sur
Hilbm(X) et respectivement X.
On garde les notations introduites juste avant la section 4.1 pour les diagonales D et ∆ij de X
m
∗ . Sur B,
le diviseur exceptionnel E se de´compose en composantes disjointes E =
⋃
i<j Ei,j. Alors le sche´ma universel
ΞB ⊂ B ×X, parame´tre´ par B, a m composantes irre´ductibles Ξi et la projection pr1 : Ξi
⋂
Ξj → Ei,j est
un isomorphisme. On en de´duit une suite exacte sur B ×X :
0→ OΞB → ⊕iOΞi → ⊕i<jOEi,j → 0 (8)
et comme, par changement de base, q∗(VL) = pr1∗(OΞB ⊗ pr
∗
2(L)), on a, apre`s tensorisation par pr
∗
2(L) de
la suite (8) et image directe par pr1, une suite exacte sur B :
0→ q∗(VL)→ ⊕ip
∗
i (L)→ ⊕i<jp
∗
i,j(L∆)→ 0
ou` pi de´signe aussi bien la i-e`me projection X
m
∗ → X que sa compose´e avec ρ : B → X ; de meˆme pour
pi,j : X
m
∗ → X ×X et pi,j : B → X ×X.
Le sous-sche´ma Ξi est l’image re´ciproque de la diagonale ∆ de X ×X par l’application (pi, idX ). Le fibre´
L∆ est l’image re´ciproque de L par l’une des projections de la diagonale de X × X sur X, qui sont des
isomorphismes.
Le fibre´ L˜ = ⊕i<jp
∗
i,j(L∆) a pour support le diviseur exceptionnel E. Il est l’image re´ciproque par ρ du
fibre´ L = ⊕i<jp
∗
i,j(L∆) sur X
m
∗ , dont le support est D.
On note aussi W˜ etW le fibre´ ⊕ip
∗
i (L) sur B et surX
m
∗ respectivement. On reconnaˆıt maintenant la varie´te´
M = Xm∗ et M˜ = B, et le fibre´ V˜ = q
∗(VL). Le groupe syme´trique G = Sm ope`re sur la situation. Toutes
les filtrations qui interviennent sont invariantes sous l’action de G, et les morphismes sont G-e´quivariants.
Comme le morphisme ǫ est donne´ par (si)i 7→ (si|D − sj|D)i,j , l’action induite sur L et L˜ est telle que la
transposition τi,j qui e´change i et j change le terme d’indice (i, j) en son oppose´. Le groupe G e´tant fini, la
cohomologie du faisceau des invariants FG sur Hilbm∗ (X) (ou sur S
m
∗ (X)), ou` F est un G-faisceau alge´brique
cohe´rent sur B (ou sur Xm∗ ) s’identifie a` la cohomologie e´quivariante de F , c’est-a`-dire aux invariants de la
cohomologie de F .
Le the´ore`me suivant nous montre comment on peut ramener le calcul de la cohomologie de SlVL sur
Hilbm∗ (X) a` un calcul de cohomologie e´quivariante sur X
m
∗ :
The´ore`me 4.8 – (i) Il existe une inclusion canonique π∗(S
lVL) →֒ (SymW )
G sur Sm∗ (X), dont l’image
est exactement (I l)Gl , partie homoge`ne de degre´ l de (I
l)G.
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– (ii) Rqπ∗(S
lVL)|Sm∗ X = 0 pour q > 0.
Preuve :
Le foncteur image directe invariante qG∗ est de´fini comme il suit : pour un faisceau F sur B, et un ouvert
U de Hilbm∗ (X), q
G
∗ (F )(U) = (F (q
−1(U)))G, ce qui a un sens puisque q−1(U) est un ouvert G-invariant de
B. En utilisant les proprie´te´s des varie´te´s quotient par un groupe fini, on obtient OGB = q
G
∗ (OB) = OHilbm∗ (X)
d’ou` qG∗ (S
lV˜ ) = SlVL.
On en de´duit que π∗(S
lVL) = π∗q
G
∗ (S
lV˜ ) = pG∗ ρ∗(S
lV˜ ) qui se plonge canoniquement dans pG∗ (S
lW ), avec
pG∗ ((I
l)l) = (I
l)Gl pour image. Les morphismes p et q sont finis donc leurs images directes supe´rieures sont
nulles. Par composition des foncteurs de´rive´s Rπ∗, Rp
G
∗ = p
G
∗ , Rρ∗ et Rq
G
∗ = q
G
∗ on trouve que Rπ∗(S
lVL) =
Rπ∗(q
G
∗ (S
lV˜ )) = Rπ∗ ◦ Rq
G
∗ (S
lV˜ ) = RpG∗ ◦ Rρ∗(S
lV˜ ) = pG∗ Rρ∗(S
lV˜ ) d’ou` la nullite´ des Rqπ∗(S
lVL) pour
q > 0 sur Sm∗ (X).✷
Corollaire 4.9 – (i) H0(Hilbm(P2),S
lVL ⊗ d
⊗s) = H0(Pm2 , (I
l)l ⊗O(s, . . . , s))
G
– (ii) Hq(Hilbm∗ (P2),S
lVL ⊗ d
⊗s) = Hq(Pm2∗, (I
l)l ⊗O(s, . . . , s))
G pour q > 0.
Preuve :
Compte-tenu du fait que d = π∗(O(1, . . . , 1)G) il suffit d’e´crire Rqπ∗(S
lVL ⊗ d
⊗s) = Rqπ∗(S
lVL) ⊗
O(s, . . . , s)G = ((I l)l ⊗ O(s, . . . , s))
G si q = 0 et 0 sinon, et d’utiliser les proprie´te´s de cohomologie lo-
cale pour (i) et la suite spectrale de Leray pour (ii).✷
Corollaire 4.10 Le the´ore`me 1.1 est vrai pour n ≤ 11.
Remarque 4.11 La de´monstration utilise le corollaire 5.8 qui sera de´montre´ au paragraphe 5.4, mais je
pre´fe`re la donner ici pour motiver le travail fait dans le chapitre 5.
Preuve : Regardons le cas l = 1. On rappelle que E = H0(P2,O(1)). Pour L = OP2(2l−3) il faut calculer
H0(Pm2 , V ⊗O(1, . . . , 1))
G ou` V est le noyau du morphisme surjectif W = L1 ⊕ · · · ⊕ Lm ։ L = ⊕i<jL∆ij .
On tensorise la suite exacte 0→ V →W → L → 0 par O(1, . . . , 1) et on e´crit la suite exacte de cohomologie
e´quivariante. On a vu que L n’avait pas de cohomologie Sm-e´quivariante. On obtient ainsi
H0(Pm2 , V ⊗O(1, . . . , 1))
G = H0(Pm2 ,⊕iO(1, . . . , 2l − 2, 1, . . . , 1))
G =
= H0(P2,O(2l − 2)) ⊗ S
m−1H0(P2,O(1)) = S
2l−2E ⊗ Sm−1E. (9)
On trouve aussi Hq(Pm2 , V⊗O(1, . . . , 1))
G = Hq(Pm2∗, V⊗O(1, . . . , 1))
G pour q ≤ 2 (puisque le comple´mentaire
de l’ouvert Pm2∗ dans P
m
2 est de codimension 4) et comme le membre de gauche est nul pour q ≥ 1, celui de
droite est nul pour q = 1 et q = 2. Donc H1(Hilbm∗ (P2),Vk ⊗ d) = 0 d’ou` aussi H
1(Hilbm(P2),Vk ⊗ d) = 0. A`
partir de la pre´sentation (1) de R, avec k remplace´ par 2l − 3 = 2 · 1− 3 = −1, et m = n+ l2 = n + 1, on
obtient VO(−1) ≃ R et
dimH0(R⊗ d) = dimH0(VO(−1) ⊗ d) = dimS
nE =
(n+ 1)(n + 2)
2
pour n tel que 3 ≤ n ≤ 5.
Passons ensuite a` l = 2. Il faut calculer cette fois-ci H0(Pm2 , (I
2)2 ⊗ O(1, . . . , 1))
G. On regarde les suites
exactes associe´es a` la filtration de S2W :
0→ I2 → S
2W → gr0(S
2W )→ 0
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0→ (I2)2 → I2 → gr1(S
2W )→ 0
On sait que gr0(S
2W ) = S2L. On de´montrera plus tard (cor.5.8) que gri(S
lW ) n’a pas de cohomologie
e´quivariante si l − i est impair.
En e´crivant les suites exactes de cohomologie e´quivariante, apre`s avoir tensorise´ par O(1, . . . , 1), on obtient
Hq((I2)2 ⊗O(1, . . . , 1))
G ≃ Hq(I2 ⊗O(1, . . . , 1))
G,∀q ≥ 0,
et que H0(I2 ⊗O(1, . . . , 1))
G est le noyau du morphisme
mor : H0(S2W ⊗O(1, . . . , 1))G → H0(S2L ⊗O(1, . . . , 1))G.
A` l’aide de la proposition 2.1 ces espaces d’invariants se calculent aise´ment pour donner
H0(S2W ⊗O(1, . . . , 1))G = S2(2l−3)+1E ⊗ Sm−1E ⊕ S2(S2l−3+1E)⊗ Sm−2E
H0(S2L ⊗O(1, . . . , 1))G = S2(2l−3)+2E ⊗ Sm−2E.
La composante de mor sur le second facteur est induite par le morphisme de restriction
H0(P2 × P2,O(2l − 3 + 1)⊠O(2l − 3 + 1))→ H
0(OD(2(2l − 3) + 2)).
Le morphisme mor est alors surjectif et on peut calculer la dimension de son noyau. L’espace H1((I2)2 ⊗
O(1, . . . , 1))G s’injecte dans H1(S2W ⊗O(1, · · · , 1))G = 0 : il est donc nul. On obtient donc aussi la nullite´
de H1(Hilbm(P2),S
2VL ⊗ d).
A` partir de la pre´sentation (2) de S2R⊗ d, et des annulations de la cohomologie supe´rieure obtenues, il
re´sulte une suite exacte de repre´sentations
0→ Λ2E ⊗H0(d)→ E ⊗H0(V1 ⊗ d)→ H
0(S2V1 ⊗ d)→ H
0(U,S2R⊗ d)→ 0
On en de´duit
dimH0(U,S2R⊗ d) = dimS3E ⊗ Sn+3E ⊕ S2(S2E)⊗ Sn+2E
−dimS4E ⊗ Sn+2E − dimE ⊗ S2E ⊗ Sn+3E + dimΛ2E ⊗ Sn+4E.
Par suite,
dimH0(U,S2R⊗ d) = 10
(
n+ 5
2
)
+ 21
(
n+ 4
2
)
−15
(
n+ 4
2
)
− 18
(
n+ 5
2
)
+ 3
(
n+ 6
2
)
=
1
2
(n+ 1)(n + 2).
On a ainsi de´montre´ le the´ore`me 1.1 pour tout n tel que 3 ≤ n ≤ 11.✷
Les vraies difficulte´s apparaissent a` partir de l = 3. On e´crit a` nouveau les suites exactes associe´es a` la
filtration de S3W :
0→ I3 → S
3W → S3L → 0
0→ (I2)3 → I3 → gr1(S
3W )→ 0
0→ (I3)3 → (I
2)3 → gr2(S
3W )→ 0
Comme on le verra dans le corollaire 5.8, gr2(S
3W ) n’a pas de cohomologie e´quivariante. On le savait de´ja`
pour S3L. Les suites de cohomologie e´quivariante associe´es nous fournissent alors :
Hq((I3)3 ⊗O(1, . . . , 1))
G ≃ Hq((I2)3 ⊗O(1, . . . , 1))
G
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pour q ≥ 0 et
Hq(I3 ⊗O(1, . . . , 1))G ≃ Hq(S3W ⊗O(1, . . . , 1))G
pour q ≥ 0.
Alors l’espace recherche´ H0((I3)3 ⊗O(1, . . . , 1))
G s’obtient comme le noyau du morphisme
α : H0(S3W ⊗O(1, . . . , 1))G → H0(gr1(S
3W )⊗O(1, . . . , 1))G
et puisque H1(S3W ⊗O(1, . . . , 1))G = 0, l’espace H1((I3)3 ⊗O(1, . . . , 1))
G s’obtient comme son conoyau.
Toute la suite sera consacre´e a` l’e´tude minutieuse du morphisme α, afin de de´terminer son noyau.
Pour bien comprendre la situation, on examinera d’abord le cas m = 2, qui est essentiel pour pouvoir
comprendre le cas m ge´ne´ral, dans un premier temps sans tensoriser avec le fibre´ inversible O(1, . . . , 1).
5 Le noyau du morphisme α
Dans les sections 5.1-5.5 suivantes on peut choisir X comme e´tant une surface lisse quasi-projective.
5.1 Le gradue´ gr1(S
3W )
On se propose de de´crire le gradue´ gr1(S
3W ), dans le cas m = 2, L fibre´ inversible sur X. Dans ce
cas les ouverts indexe´s par un e´toile co¨ıncident avec les espaces entiers, D est la diagonale ∆ de X × X,
L = LD = L∆ et il n’y a pas de confusion si on le note toujours L. Ici W = L1⊕L2. Le gradue´ gri(SymW )
est un SymL-module ; pour i = 0, c’est l’alge`bre SymL. On a vu aussi que gr1(SymW ) est ND en degre´ 0
et VD en degre´ 1.
Pour comprendre gr1(S
kW ) on regarde les k + 1 morphismes canoniques de SkW |D → L
⊗k qui sont
construits de la manie`re suivante : on conside`re les deux morphismes canoniques W |D = L ⊕ L → L dont
l’un, ǫ+, est donne´ par la matrice (id, id) et l’autre, ǫ−, est donne´ par la matrice (id,−id) ; c’est le morphisme
ǫ conside´re´ au paragraphe 4.1. On obtient un isomorphisme ε :W |D → L⊕L de´fini par (ǫ+, ǫ−) et par suite
un isomorphisme
Skε : SkW |D → S
k(L⊕ L) = L⊗k ⊕ · · · ⊕ L⊗k
dont la i-e`me composante dans la somme directe est note´e εi,k−i. La dernie`re composante εk,0 envoie e
i
1e
k−i
2
en (−1)k−iek avec pour e, e1 = p
∗
1(e), e2 = p
∗
2(e) des repe`res locaux de L,L1 et respectivement L2, et s’e´tend
donc en un morphisme d’alge`bres SymW → SymL qui n’est autre que le morphisme d’alge`bres conside´re´
auparavant, ǫ−.
L’avant-dernie`re composante εk−1,1 de´finit une de´rivation SymW → SymL compatible avec la graduation.
En degre´ k, εk−1,1 envoie e
i
1e
k−i
2 sur (i(−1)
k−i+(k− i)(−1)k−i−1)ek et SymL est vu comme SymW -module
par l’interme´diaire du morphisme ǫ−. On ve´rifie alors que
εk−1,1(xy) = εk−1,1(x)ǫ−(y) + ǫ−(x)εk−1,1(y)
et comme ǫ−(I) = 0 on obtient que le noyau de εk−1,1 contient F
2. Donc εk−1,1 passe au quotient en une
de´rivation line´aire sur l’alge`bre SymL, note´e encore ǫ+ : gr1(SymW ))→ SymL qui est elle aussi compatible
avec la graduation ; cette proprie´te´, jointe au fait qu’on connaˆıt de´ja` ǫ+ sur VD = gr1(W ), caracte´rise la
de´rivation ǫ+.
Le faisceau conormal a` D, ND, est isomorphe au faisceau Ω
1 des formes diffe´rentielles sur X. Un tel
isomorphisme s’obtient en associant a` la diffe´rentielle df d’une fonction re´gulie`re sur un ouvert U de X, la
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section de ND de´finie par la classe [f2 − f1] ou` fi = pr
∗
i (f). L’image directe par p de la suite (7), e´crite en
degre´ k est (c’est un cas particulier de la proposition 4.2) :
0→ N ⊗ L⊗k → gr1(S
kW )→ K ⊗ L⊗(k−1) → 0
et comme ici K ≃ L on obtient une suite exacte de OX -modules
0→ Ω1 ⊗ L⊗k → gr1(S
kW )→ L⊗k → 0 (10)
ou` la premie`re fle`che se calcule de la manie`re suivante : pour f ∈ O(U) et s ∈ H0(U,L⊗k),
df ⊗ s 7→
1
2
[(f2 − f1)(s1 + (−1)
ks2)] = (−1)
k[(f2 − f1)s2]
ou` si est la section de S
kW sur U ×U de´finie par pr∗i (s). La seconde fle`che est ǫ+. En effet
1
2(s1 + (−1)
ks2)
est une section de SkW dont l’image par ǫ− est s (et c’est aussi le cas pour (−1)
ks2).
5.2 Les ope´rateurs ∇ et ∆
On conside`re l’ope´rateur C-line´aire ∇ : L⊗k → gr1S
kW qui associe a` une section s la classe ∇(s) de la
section de F1SkW de´finie par (−1)ks2 − s1 ; autrement dit
∇(s) = [(−1)ks2 − s1] (on ve´rifie que ǫ−(∇(s)) = 0).
On a ∇(1) = [pr∗21− pr
∗
11] = 0.
Lemme 5.1 Cet ope´rateur n’est pas line´aire, mais satisfait a` la condition ∇(fs) = df ⊗ s+ f∇(s) ou` f est
une fonction re´gulie`re sur un ouvert U ⊂ X et s est une section locale de L⊗k sur U . Dans cette formule
Ω1 ⊗ L⊗k est vu comme sous-module de gr1S
kW par l’inclusion de la suite (10).
Preuve :
Par de´finition :
∇(fs) = [(−1)kf2s2 − f1s1] = [(−1)
k(f2 − f1)s2 + f1((−1)
ks2 − s1)] =
= df ⊗ s+ f∇(s).
Ceci signifie que ∇ est un ope´rateur diffe´rentiel line´aire d’ordre 1. Ce qu’on va utiliser c’est que −∇2k est
une section C-line´aire de ǫ+ dans la suite (10), en ve´rifiant par un calcul direct que −
1
2k ǫ+(∇(s)) = s.
Au passage on peut remarquer que ∇ se factorise en un morphisme OX -line´aire, ∇¯ : J
1Lk → gr1(S
kW )
(J1Lk est le fibre´ des jets a` valeurs dans L⊗k, avec sa structure naturelle de OX -module a` gauche) qui rend
commutatif le diagramme
0 −→ Ω1X ⊗ L
⊗k −→ J1Lk −→ L⊗k −→ 0yid y∇¯ ւ∇ y−2k
0 −→ Ω1X ⊗ L
⊗k −→ gr1S
kW −→ L⊗k −→ 0
Les deux fle`ches extreˆmes sont des isomorphismes, donc la fle`che du milieu est un isomorphisme. Cet
isomorphisme induit en particulier, pour k = 1, un isomorphisme J1L→ VD.
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Conside´rons maintenant deux indices i et j tels que i + j = k. Soient s ∈ H0(U,L⊗i) et t ∈ H0(U,L⊗j)
deux sections locales au-dessus du meˆme ouvert U . On conside`re les sections sk de S
iW et tk de S
jW de´finies
par image re´ciproque par prk (pour k = 1, 2) et la section de gr1S
kW :
D(s, t) = [(−1)is2t1 − (−1)
js1t2].
Comme ǫ−(D(s, t)) = 0, la quantite´ entre crochets appartient a` F
1SkW et par conse´quent la formule a un
sens.
Lemme 5.2 Soient s et t comme ci-dessus. On a dans gr1(SymW ), conside´re´ comme SymL-module :
∇(st) = ∇(s)t+ s∇(t)
D(s, t) = ∇(s)t− s∇(t)
Preuve :
Compte-tenu de la de´finition de l’homomorphisme ǫ− : W |D → L, on a dans SymW :
(−1)k∇(st) = [s2t2 − (−1)
ks1t1] = [(s2 − (−1)
is1)t2 + (−1)
is1(t2 − (−1)
jt1)]
= (−1)k(∇(s)t+ s∇(t))
De meˆme
(−1)i[s2t1 − (−1)
ks1t2] = [(−1)
i(s2 − (−1)
is1)t1]− (−1)
j [s1(t2 − (−1)
jt1)]
compte-tenu de la de´finition de la structure multiplicative dans l’alge`bre bigradue´e gr(SymW ) et que
gr0(SymW ) = SymL, ceci n’est autre que ∇(s)t− s∇(t).
Corollaire 5.3 Soit k = i + j, et l = i − j. L’ope´rateur diffe´rentiel (s, t) 7→ −l∇(st) + kD(s, t) prend ses
valeurs dans Ω1 ⊗ L⊗k.
Ceci re´sulte du fait que ǫ+(∇(s)) = −2ks si s est une section locale de L
⊗k : parce que ǫ+ est une
de´rivation, ceci entraˆıne en effet que ǫ+(−l∇(st) + kD(s, t)) = 0.
5.3 Le morphisme α2 : H
0(X ×X, SkW )τ → H0(X, gr1(S
kW ))τ
On suppose k impair. Soit τ la transposition (12) et de´signons par H0(SkW )τ l’espace des sections de
H0(SkW ) invariantes sous l’action de τ . Puisque dans le cas ou` k est impair, le gradue´ gr0(S
kW ) n’a pas
de cohomologie e´quivariante, ces sections invariantes de´finissent des sections de F1SkW , d’ou` le morphisme
α2. En outre, les sections de gr1(S
kW ) sont invariantes pour l’action de τ , puisque pour k − 1 pair, τ
agit trivialement sur tous les gradue´s de sa filtration de´duite de (4) (voir cor. 5.8). On a un isomorphisme
canonique
⊕i>j,i+j=kH
0(L⊗i)⊗C H
0(L⊗j) ≃ H0(SkW )τ
donne´ par s⊗ t 7→ s1t2 + s2t1 pour s ∈ H
0(L⊗i) et t ∈ H0(L⊗j).
De´signons par µ : H0(L⊗i)⊗H0(L⊗j)→ H0(L⊗k) la multiplication et conside´rons pour k > 1 le scindage
de la suite (10) sur les sections globales :
H0(gr1S
kW ) ≃ H0(Ω1 ⊗ L⊗k)⊕H0(L⊗k)
de´fini sur le premier facteur par l’inclusion canonique, et sur le deuxie`me facteur par la section s 7→ ∇(s).
Si s ∈ H0(X,L⊗i)⊗ H0(X,L⊗j) on pose ∆l(s) = D(s)−
l
k∇µ(s) pour l = i− j et i + j = k. Pour l = k
on obtient que ∆l(s) = 0 puisque pour s de´composable en m⊗ 1, ∆l(s) = ∇(m) · 1−m · ∇(1)−∇(m) = 0.
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Proposition 5.4 La matrice de α2 dans ces de´compositions est donne´e par(
0 · · · (−1)
k+l
2 ∆l · · · (−1)
k+1
2 ∆1
2k · · · −(−1)
k+l
2 2lµ · · · −(−1)
k+1
2 2µ
)
.
Preuve :
On part d’une section S ∈ H0(SkW )τ qui provient d’une section de H0(X,L⊗i)⊗H0(X,L⊗j) avec i+j = k,
i − j = l. Supposons aussi que j 6= 0 et que cette section se de´compose en s ⊗ t avec s ∈ H0(L⊗i) et
t ∈ H0(L⊗j). Alors S s’e´crit dans H0(SkW )τ comme s1t2 + t1s2 et son image par α2 dans H
0(gr1S
kW ) est
la classe [s1t2 + t1s2] modulo F
2SkW .
Si i est pair et j impair, [s1t2 + t1s2] = D(s, t) et la composante dans H
0(L⊗k) est ǫ+(D(s, t)). Mais
ǫ+(−l∇(st)+ kD(s, t)) = 0 donc ǫ+(D(s, t)) =
l
k ǫ+(∇(st)) =
l
k · (−2kµ(s⊗ t)) = −2lµ(s⊗ t). Si i est impair
on obtient l’oppose´. Si l = k alors j = 0, s ∈ H0(L⊗k) et son e´criture dans H0(SkW )τ est s1+ s2. Son image
par α2 est [s1 + s2] = −∇(s) et ǫ+(−∇(s)) = 2ks. D’ou` la deuxie`me ligne de la matrice.
Pour trouver la composante dans H0(Ω1 ⊗ L⊗k) il suffit de soustraire l’image re´ciproque par la sec-
tion − 12k∇ du morphisme ǫ+ de la composante dans H
0(L⊗k). Par exemple pour i pair on fait D(s, t) −
(− 12k∇(ǫ+(D(s, t)))) = D(s, t) +
1
2k∇(−2lst) = ∆l(S). Pour i impair on trouve l’oppose´ et pour j = 0 :
−∇(s) + 12k∇(2ks) = 0, d’ou` la premie`re ligne.✷
Corollaire 5.5 Si k = 3, le noyau et le conoyau de α2 sont isomorphes respectivement au noyau et au
conoyau de l’ope´rateur line´aire
3D −∇µ : H0(L⊗2)⊗H0(L)→ H0(Ω1 ⊗ L⊗3).
Preuve :
La matrice de α2 s’e´crit ici (
0 ∆1 = D −
1
3∇µ
6 −2µ
)
ce qui conduit imme´diatement a` l’e´nonce´.✷
5.4 Ge´ne´ralisation a` Hilbm(X)
Le cas ge´ne´ral repose essentiellement sur le cas m = 2. Il faut conside´rer les invariants par rapport au
groupe syme´trique G = Sm mais on a donne´ dans les pre´liminaires, paragraphe 2.1, le proce´de´ qui nous
rame`ne a` des calculs d’invariants plus aise´s.
5.4.1 Description de H0(Xm∗ , gr1(S
kW ))G
Le faisceau gr1(SymW ) a pour support la diagonale D de X
m
∗ . Le groupe syme´trique agit sur la situation.
Soit U12 le comple´mentaire de la re´union des diagonales ∆i,j pour {i, j} 6= {1, 2} dans X
m
∗ . Cet ouvert
contient uniquement la diagonale ∆1,2 = ∆ × X
m−2 ∩ Xm∗ . On note W12 = (L1 ⊕ L2)|U12 et W
12 =
(L3 ⊕ · · · ⊕ Lm)|U12 de sorte que W |U12 = (W12 ⊕W
12)|U12 .
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Proposition 5.6 On a
grk(SymW )|∆12 ≃ ⊕i+j=kgri(SymW12)⊗ S
jW 12[−j].
Preuve :
Le produit tensoriel peut eˆtre vu comme un produit tensoriel sur C, ou bien comme un produit tensoriel
externe, si, plutoˆt qu’utiliser W12 et W
12 on utilise W ′12 = L1 ⊕ L2 sur X ×X et W
12′ = L3 ⊕ · · · ⊕ Lm
sur Xm−2. On a W12 = pr
∗
12(W
′
12)|U12 , W
12 = pr∗3···m(W
12′)|U12 et W
′
12 ⊠W
12′ = W12 ⊗W
12. La notation
SjW 12[−j] signifie qu’on place SjW 12 en degre´ j.
Le morphisme ε devient en restriction a` U12 :
ǫ|U12 : SymW |U12 → SymL|U12 = SymL∆|∆12
et, puisque SymW |U12 = SymW12 ⊗ SymW
12 = SymW ′12 ⊠ SymW
12′, ce morphisme est aussi un produit
tensoriel externe des morphismes
ǫ12 : SymW
′
12 → SymL∆
de noyau I12, qui recopie la situation e´tudie´e dans le cas ou` m e´tait e´gal a` 2, et
ǫ3···m : SymW
12′ → OXm−2
qui vaut l’identite´ en degre´ 0 et 0 en degre´ ≥ 1, de noyau (SymW 12′)≥1.
On filtre SymW ′12 par les puissances de I12 et SymW
12′ par les puissances de (SymW 12′)≥1 qui sont
e´gales aux (SymW 12′)≥j .
Le noyau de ǫ|U12 s’e´crit alors comme
I = I12 ⊠ SymW
12′ + SymW ′12 ⊠ SymW
12′
≥1
et sa puissance k-ie`me
Ik =
∑
i+j=k
Ii12 ⊠ SymW
12′
≥j .
On veut calculer Ik/Ik+1. Le calcul de ce gradue´ se fait a` l’aide du lemme 2.2 du paragraphe pre´liminaire.
La condition cohomologique d’annulation est ve´rifie´e en vertu du lemme pre´liminaire 2.3.
On trouve
grk(SymW )|∆12 ≃ I
k/Ik+1|U12 ≃ ⊕i+j=kgri(SymW12)⊗ S
jW 12[−j].✷
Corollaire 5.7 On a un isomorphisme
H0(Xm∗ , grk(SymW ))
G ≃ ⊕i+j=k(H
0(X2, gri(SymW12))
σ2 ⊗H0(Xm−2,SjW 12)σm−2 [−j]).
Preuve du corollaire :
Appliquons le re´sultat du lemme 2.1 pour M = H0(Xm∗ , grk(SymW )) et pour l’ensemble d’indices I =
{{i, j}}1≤i<j≤m sur lequel G agit. Prenons L1,2 = grk(SymW )|U12 , calcule´ par la proposition 5.6, et Li,j
le fibre´ similaire sur la diagonale ∆ij : grk(SymW )|∆ij . L’espace M
G s’obtient en prenant les invariants
de M1,2, pour le stabilisateur de {1, 2}, Stab {1, 2} = σ2 × σm−2. Le comple´mentaire de l’ouvert ∆i,j dans
∆×Xm−2 est de codimension ≥ 2, donc pour le calcul de l’espace des sections H0(gri(SymW12)⊗S
jW 12[−j])
on peut se placer sur ∆×Xm−2, ou` on applique le the´ore`me de Ku¨nneth. Puisque σ2 n’agit pas sur ce qui
provient de Xm−2 et σm−2 n’agit pas sur ce qui provient de X
2, on a
H0(gri(SymW12)⊗ S
jW 12[−j])σ2×σm−2 = H0(gri(SymW12))
σ2 ⊗H0(SjW 12)σm−2 [−j]
d’ou` le re´sultat.
26
Corollaire 5.8 Pour l− k impair, le faisceau grk(S
lW ) n’a pas de sections invariantes sous l’action de G.
Preuve :
En effet gri(S
lW12) n’a pas de sections invariantes sous l’action de σ2 si l − i est impair puisque dans
la filtration de´duite de (4), aucun de ses gradue´s n’a des sections invariantes (σ2 agit par (−1) sur le fibre´
conormal de la diagonale dansX×X et sur L, et trivialement surK donc par (−1)2q+l−i sur grq(gri(S
lW12))).
Mais
grk(S
lW ) ≃ ⊕i+j=kgri(S
l−jW12)⊗ S
jW 12
et donc si l − i − j = l − k est impair, gri(S
l−jW12) n’a pas de sections invariantes sous l’action de G. On
avait de´ja` utilise´ ce corollaire dans la section 4.3.✷
On a tout fait pour comprendre que pour l impair
H0(gr1S
lW )G = H0(gr1S
lW12)
σ2 ⊕
[
H0(gr0S
l−1W12)
σ2 ⊗H0(W 12)σm−2
]
= H0(J1L⊗l)⊕
[
H0(L⊗(l−1))⊗H0(L)
]
= H0(Ω1 ⊗ L⊗k)⊕H0(L⊗k)⊕H0(L⊗(l−1))⊗H0(L). (11)
Les invariants de H0(Xm,SlW ) se calculent facilement mais l’e´criture est lourde pour l e´leve´. On pre´fe`re
donc se limiter dans la suite au seul cas qui nous inte´resse l = 3.
On a
S3W = ⊕ni=1L
⊗3
i ⊕⊕i 6=j(L
⊗2
i ⊗ Lj)⊕⊕i<j<k(Li ⊗ Lj ⊗ Lk)
et la meˆme proposition applique´e a` I = {1, 2, . . . ,m} et les fibre´s L⊗3i , ensuite a` I = {(i, j)}1≤i,j≤m et
L(i,j) = L
⊗2
i ⊗ Lj et finalement a` I = {{i, j, k}}1≤i<j<k≤m et L{i,j,k} = Li ⊗ Lj ⊗ Lk, nous prouve que
H0(X,L⊗3)⊕
[
H0(X,L⊗2)⊗H0(X,L)
]
⊕ S3H0(X,L) = H0(Xm,S3W )Sm (12)
l’isomorphisme e´tant donne´ par
(s, t⊗ u, vzw) 7→ (
∑
i
si,
∑
1≤i<j≤m
(tiuj + tjui),
∑
i 6=j 6=k,i 6=k
vizjwk)
(naturellement si = pr
∗
i (s), et de meˆme pour ti, ui, vi, zi, wi).
En effet, comme H0(Xm, L⊗3i ) = H
0(X,L⊗3) par la formule de Ku¨nneth (car Li = pr
∗
iL⊗ (⊗j 6=ipr
∗
jOX))
toutes les sections de L⊗3i sur X
m sont en effet des images re´ciproques pr∗i (s) avec s section de L
⊗3 sur X.
Comme H0(Xm,⊕mi=1L
⊗3
i )
Sm = H0(Xm, L1)
σm−1 et que le stabilisateur de 1 n’agit pas sur pr∗1(s) on obtient
que H0(Xm, L⊗31 )
σm−1 = H0(X,L⊗3) et de manie`re analogue les autres termes dans la de´composition. Le
terme S3H0(X,L) s’obtient puisqu’il faut conside´rer le stabilisateur de {1, 2, 3} en tant qu’ensemble, c’est-
a`-dire σ3 × σm−3 et
(H0(Xm, L1)⊗H
0(Xm, L2)⊗H
0(Xm, L3))
σ3 = S3H0(X,L).
On dispose comme pre´ce´demment des ope´rateurs
∇ : L⊗l → gr1(S
lW )
de´fini par ∇(s) =
∑
i<j ∇ij(s) et
D : Γ(U,L⊗p)× Γ(U,L⊗q)→ Γ(U × · · · × U, gr1(S
lW ))
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de´fini pour p+ q = l et U ouvert de X par D(s, t) =
∑
i<j Dij(s, t).
Ici ∇ij et Dij sont de´finis sur les ouverts Uij contenant la seule diagonale ∆ij exactement comme ∇ et D
dans le cas m = 2, et jouissent des meˆme proprie´te´s :
∇ij : L
⊗l → gr1S
lW
de´fini par s 7→ [−si + (−1)
lsj] ou` si = pr
∗
i (s) et
Dij : Γ(U,L
⊗p)× Γ(U,L⊗q)→ Γ((U × · · · × U) ∩ Uij , gr1S
lW )
de´fini par (s, t) 7→ [(−1)psitj − (−1)
qsjti] ou` ti = pr
∗
i (t).
La proposition qui suit est l’analogue de la proposition 5.4 :
Proposition 5.9 Dans les sommes directes (11) et (12), la matrice du morphisme canonique :
αm : H
0(Xm,S3W )G → H0(Xm, gr1(S
3W ))G
s’e´crit  0 ∆ 06 −2µ 0
0 2id −2ν

ou` νest le morphisme canonique S3H0(L) → H0(L⊗2) ⊗ H0(L) induit par l’application line´aire stu 7→ st ⊗
u+ su⊗ t+ ut⊗ s. Dans ce contexte ∆ = D − 13∇µ.
Preuve :
Afin de calculer la premie`re colonne de la matrice de αm, conside´rons une section locale s de L
⊗3 sur un
ouvert U . La section de´finie par s1 + s2 + · · · + sm est Sm-invariante. C’est une section Sm-invariante de
F1S3W , ou bien une section σ2×σm−2-invariante de F
1S3W |U12 = F
1S3W12⊕S
2W12⊗W
12⊕W12⊗S
2W 12⊕
S3W 12. Modulo F2S3W |U12 on obtient [s1 + s2] ∈ gr1(S
3W12) (puisque s3 + · · ·+ sm ∈ S
3W 12 qui est inclus
dans F2S3W |U12).
Son image dans la de´composition de H0(gr1S
lW ))G est (−∇(s), 0). Si on de´compose encore H0(J1L3) =
H0(Ω1 ⊗L⊗3)⊕H0(L⊗3), d’apre`s le re´sultat trouve´ dans le cas m = 2, on obtient la premie`re colonne de la
matrice comme (0, 6, 0).
Pour la deuxie`me colonne, conside´rons deux sections s ∈ Γ(U,L⊗2) et t ∈ Γ(U,L). La section de´finie par∑
1≤i<j≤m(sitj+sjti) = s1t2+s2t1+(s1+s2)(t3+ · · ·+ tm)+(t1+ t2)(s3+ · · ·+sm)+
∑
3≤i<j≤m(sitj+sjti)
est Sm-invariante. On proce`de comme auparavant. Modulo F
2S3W |U12 , il reste seulement les deux premiers
termes de cette expression :D12(s, t) = [s1t2 + s2t1] ∈ gr1S
3W12 et [s1 + s2]t ∈ gr1(S
2W12)⊗ (W
12)σm−2 . La
classe [s1+ s2] modulo F
2S2W12 = S
2I12 est son image dans S
2L∆ = L
⊗2
∆ soit 2s. Au total, en utilisant aussi
la de´composition de D(s, t) trouve´e dans le cas m = 2 on obtient (∆,−2µ, 2id).
Finalement, la troisie`me colonne s’obtient en partant de trois sections s, t, u de L sur un ouvert U . La
section
∑
i 6=j 6=k,i 6=k sitjuk s’e´crit comme
(s1t2 + s2t1)(u3 + · · ·+ um) + (s1u2 + s2u1)(t3 + · · · + tm) + (t1u2 + t2u1)(s3 + · · · + sm)
+
(s1 + s2) ∑
3≤i 6=j≤m
tiuj
+
(t1 + t2) ∑
3≤i 6=j≤m
siuj

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+(u1 + u2) ∑
3≤i 6=j≤m
sitj
+ ∑
3≤i 6=l 6=k≤m,i 6=k
sitjuk
et elle est Sm-invariante. La classe dans gr
1S3W |U12 de sa restriction a` U12 est [(s1t2+s2t1)(u3+ · · ·+um)]+
[(s1u2 + s2u1)(t3 + · · · + tm)] + [(t1u2 + t2u1)(s3 + · · · + sm)] et chacune de ces composantes appartient a`
S2W12 ⊗W
12. Le reste appartient a` F2S3W |U12 . Pour trouver leurs images dans gr0(S
2W12)⊗L on regarde
les images de s1t2+s2t1, s1u2+s2u1 et t1u2+t2u1 dans L
⊗2
∆ par le morphisme S
2W12 → L
⊗2
∆ . Or sitj 7→ −st.
La troisie`me colonne s’e´crit (0, 0,−2ν) ou` ν est le morphisme canonique S3H0(L)→ H0(L⊗2)⊗H0(L) induit
par l’application line´aire stu 7→ st⊗ u+ su⊗ t+ ut⊗ s. ✷
Corollaire 5.10 Pour m ≥ 3, l’espace vectoriel des sections H0(S3VL) sur l’ouvert Hilb
m
∗ (X) est isomorphe
a` S3H0(L) et l’espace vectoriel de cohomologie H1(S3VL) est isomorphe a` H
0(Ω1 ⊗ L⊗3).
Preuve du corollaire :
Les espaces conside´re´s sont le noyau et respectivement le conoyau du morphisme αm. Il faut voir qu’ils
co¨ıncident avec le noyau et respectivement le conoyau du morphisme nul :
∆ν : S3H0(L)→ H0(Ω1 ⊗ L⊗3)
En effet, si s est une section de L, on a ν(s3) = 3s2 ⊗ s et l’image de cette classe par ∆ est nulle :
3D(s2, s) − ∇(s3) = 3∆(s2)s − 3s2∇(s) −∇(s2)s − s2∇(s) = 2∇(s2)s − 4s2∇(s) = 0. Comme ces sections
engendrent S3H0(L), ceci prouve que le morphisme ∆ν est nul.
On voit que, si (a, b, c) ∈ H0(Xm,S3W )G, alors 0 ∆ 06 −2µ 0
0 2id −2ν
 ab
c
 =
 00
0
⇐⇒

∆b = 0
6a− 2µb = 0
2b− 2νc = 0
⇐⇒

a = µb3
∆νc = 0
b = νc
Par suite Kerαm ≃ Ker∆ν ≃ S
3H0(L) et
 0 ∆ 06 −2µ 0
0 2id −2ν
 ab
c
 =
 a′b′
c′
⇐⇒

∆b = a′
6a− 2µb = b′
2b− 2νc = c′
⇐⇒

a = b
′+2µb
6
2a′ − 2∆νc = ∆c′
2b− 2νc = c′
Par suite (a′, b′, c′) ∈ Imαm ⇐⇒ 2a
′ − ∆c′ ∈ Im∆ν et donc coker αm ≃ coker∆ν. Compte-tenu de la
remarque pre´liminaire, coker αm ≃ H
0(Ω1 ⊗ L⊗3). ✷
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5.5 Introduction du fibre´ de´terminant
On conside`re un autre fibre´ inversible A sur X auquel est associe´ un fibre´ vectoriel A = ⊠iAi sur X
m
et un fibre´ inversible quotient A/Sm sur S
mX. On de´signe par D le fibre´ image re´ciproque de A/Sm sur
Hilbm(X) par le morphisme de Hilbert-Chow Hilbm(X) → SmX. Le proble`me est de de´terminer l’espace
vectoriel des sections de S3V ⊗ D. Le calcul des invariants de H0(S3W ⊗A)G est aise´. Il suffit d’appliquer
plusieurs fois la proposition 2.1. On tient compte de Stab {1} = σ1 × σm−1, Stab {(12)} = id(12) × σm−2 et
Stab {1, 2, 3} = σ3 × σm−3 et on obtient
H0(S3W ⊗A)Sm = H0(L⊗31 ⊗A1 ⊗ · · · ⊗Am)
σ1×σm−1
⊕H0(L⊗21 ⊗A1 ⊗ L2 ⊗A2 ⊗A3 ⊗ · · · ⊗Am)
id(12)×σm−2
⊕H0(L1 ⊗A1 ⊗ L2 ⊗A2 ⊗ L3 ⊗A3 ⊗ · · · ⊗Am)
σ3×σm−3
= H0(L⊗3 ⊗A)⊗ Sm−1(H0(A))
⊕H0(L⊗2 ⊗A)⊗H0(L⊗A)⊗ Sm−2(H0(A))
⊕S3H0(L⊗A)⊗ Sm−3(H0(A)) (13)
En restriction a` l’ouvert U12 on a un isomorphisme :
J1L3 ⊗A⊗2 ⊠ (A3 ⊗ · · · ⊗Am)⊕ L
2
∆ ⊗A
⊗2
⊠ (⊕i≥3Li ⊗ (A3 ⊗ · · · ⊗Am))
≃
→ gr1S
3W ⊗A
qui est duˆ au fait que gr1(S
3W ⊗ A) = gr1(S
3W ) ⊗ A. En utilisant la meˆme proposition 2.1 et en tenant
compte de Stab {3} = σm−3 on obtient
H0(gr1S
3W ⊗A)Sm = H0(gr1S
3W ⊗A|U12)
σ2×σm−2 =
=
[
H0(J1L3 ⊗A⊗2)⊗ Sm−2(H0(A))
]
⊕
[
H0(L⊗2 ⊗A⊗2)⊗H0(L3 ⊗A3 ⊗ · · · ⊗Am)
σm−3
]
=
[
H0(J1L3 ⊗A⊗2)⊗ Sm−2(H0(A))
]
⊕
[
H0(L⊗2 ⊗A⊗2)⊗H0(L⊗A)⊗ Sm−3(H0(A))
]
(14)
Remarque 5.11 Une section rationnelle est une section re´gulie`re sur un ouvert partout dense. Donc ∇ et D
se prolongent de manie`re e´vidente aux sections rationnelles du fibre´ L⊗k et la formule ∇(sf) = df⊗s+f∇(s)
est vraie pour f fonction rationnelle sur X, et s section rationnelle de L⊗k.
Proposition 5.12 La matrice du morphisme canonique
α : H0(S3W ⊗A)Sm → H0(gr1S
3W ⊗A)Sm
dans les de´compositions ci-dessus est de la forme(
∇˜ D˜ 0
0 ρ ν˜
)
Les morphismes ρ et ν˜ sont O(X)-line´aires et caracte´rise´s par
ρ(s⊗ t⊗ a⊗C(m−2)) = 2sa⊗ t⊗ a⊗C(m−3)
lorsque s ∈ H0(L⊗2 ⊗A), t ∈ H0(L⊗A) et a ∈ H0(A),
ν˜ = −2ν ⊗ idSm−3(H0(A)).
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ou` ν est l’ope´rateur de´fini au 5.9 relatif a` L⊗A.
Enfin le morphisme D˜ est caracte´rise´, pour s section rationnelle de L⊗2, t section rationnelle de L et
a ∈ H0(A) tel que sa ∈ H0(L⊗2 ⊗A) et ta ∈ H0(L⊗A), par la formule
D˜(sa⊗C ta⊗C a
⊗C(m−2)) = D(s, t)a2 ⊗C a
⊗C(m−2)
et le morphisme ∇˜ : H0(L⊗3 ⊗ A) ⊗C S
m−1H0(A) → H0(gr1(S
3W12) ⊗ A
⊗2) ⊗C S
m−2H0(A) est caracte´rise´
par :
∇˜(sa⊗C a
⊗C(m−1)) = −∇(s)a2 ⊗ a⊗C(m−2)
ou` s est une section rationnelle de L⊗3 et a ∈ H0(A) tel que sa ∈ H0(L⊗3 ⊗A).
Remarque 5.13 Les sections particulie`res qu’on a conside´re´es pour de´crire D˜ et ∇˜ sont des ge´ne´rateurs
des espaces vectoriels sur lesquels sont de´finis ces morphismes. Comme les morphismes D˜ et ∇˜ existent ils
sont caracte´rise´s par l’image de ces ge´ne´rateurs. Puisqu’elles proviennent de morphismes bien de´finis, les
images de ces ge´ne´rateurs, qui sont a priori des sections rationnelles, sont bien des sections re´gulie`res.
A` partir des expressions donne´es, on peut facilement de´duire les expressions de D˜ et ∇˜ sur des sections de
la forme S ⊗C T ⊗C a
⊗C(m−2) = Sa a⊗C
T
a a⊗C a
⊗C(m−2) ou S ⊗C a
⊗C(m−1) = Sa a⊗C a
⊗C(m−1) en utilisant
les proprie´te´s des ope´rateurs ∇ et D, pour obtenir ensuite les expressions sur des sections ge´ne´rales par
polarisation, comme dans la remarque 5.14. Ces expressions seront utilise´es dans les lemmes 5.18 et 5.19.
Preuve de la proposition :
Pour la premie`re colonne soit γ ∈ H0(L⊗3⊗A)⊗Sm−1H0(A). D’apre`s la remarque il suffit de traiter le cas
ou` γ = sa⊗C a
⊗C(m−1) avec pour s une section rationnelle de L⊗3 et a ∈ H0(A) tel que sa ∈ H0(L⊗3⊗A). Il
suffit de prouver l’e´galite´ de l’e´nonce´ sur l’ouvert U ×U ×· · ·×U , U e´tant un ouvert de X ou` s est re´gulie`re
et a est inversible. La section invariante de S3W ⊗A correspondante est alors
S = s1a1⊗ a2 · · · am+ s2a2⊗ a1a3 · · · am+ · · ·+ smam⊗ a1 · · · am−1 ou` si = pr
∗
i (s) et ai = pr
∗
i (a). Comme
les fibre´s conside´re´s sont inversibles les produits tensoriels s’identifient aux produits syme´triques et on peut
e´crire cette section comme (s1 + s2 + · · · + sm)a1a2 · · · am. L’image de S dans F
1S3W ⊗ A|U12 sera alors
(s1 + s2)a1 · · · am + (s3 + · · ·+ sm)a1 · · · am. Le deuxie`me terme appartient a` F
2S3W ⊗A|U12 et l’image du
premier terme modulo F2S3W12⊗A est −∇(s)a1a2 ⊗ a3 · · · am dans gr1(S
3W12)⊗A1 ⊗A2 ⊠A3 ⊗ · · · ⊗Am
soit −∇(s)a2 ⊗ a3 · · · am dans gr1(S
3W12) ⊗ A
2
∆ ⊠ A3 ⊗ · · · ⊗ Am (car A1|∆12 = A2|∆12 = A∆) ou encore
−∇(s)a2 ⊗C a
⊗C(m−2) dans H0(gr1(S
3W12)⊗A
⊗2)⊗C S
(m−2)H0(A). D’ou` la premie`re colonne de la matrice
comme (∇˜, 0).
On proce`de de la meˆme manie`re pour les autres colonnes. Soient a ∈ H0(A), s une section rationnelle de
L⊗2 et t une section rationnelle de L, telles que sa ∈ H0(L⊗2⊗A) et ta ∈ H0(L⊗A). Partons d’une section
de la forme sa⊗ ta⊗ a⊗C(m−2) de H0(L⊗2 ⊗ A)⊗C H
0(L⊗ A)⊗C S
m−2H0(A) comme dans l’e´nonce´. On se
restreint a` un ouvert U × U × · · · × U , U e´tant un ouvert de X ou` s et t sont re´gulie`res et a est inversible.
La section invariante correspondante s’e´crit[
(s1t2 + s2t1)
∏
i
ai
]
+
[
(s1 + s2)
m∑
i=3
ti
∏
i
ai
]
+
[
(t1 + t2)
m∑
i=3
si
∏
i
ai
]
+
 ∑
3≤i<j≤m
(sitj + sjti)
∏
i
ai
 .
Le premier terme appartient a` F1S3W12⊗A, le deuxie`me a` S
2W12⊗W
12⊗A, le troisie`me a`W12⊗S
2W 12⊗A,
et le dernier a` S3W 12 ⊗A, donc son image dans
gr1S
3W12 ⊗A
2
⊠A3 ⊗ · · · ⊗Am ⊕ L
⊗2
∆ ⊠ L3 ⊗A3 ⊗ · · · ⊗Am
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est
D(s, t)a2 ⊗ a3 · · · am + 2sa
2 ⊗ t3a3 · · · am
soit
D(s, t)a2 ⊗ am−2 + 2Sa⊗ T ⊗ am−3
dans
[H0(J1L3 ⊗A⊗2)⊗ Sm−2(H0(A))] ⊕ [H0(L⊗2 ⊗A⊗2)⊗H0(L⊗A)⊗ Sm−3(H0(A))]
ou` S = sa, T = ta.
Soient a ∈ H0(A), s, t, u des sections rationnelles de L telles que sa, ta, ua ∈ H0(L ⊗ A). On se restreint
a` un ouvert U × U × · · · × U , U e´tant un ouvert de X ou` s, t et u sont re´gulie`res et a est inversible. Si on
part d’une section sa · ta · ua⊗ am−3 de S3H0(L⊗A)⊗ Sm−3H0(A), on obtient la section invariante :[
(s1t2 + s2t1)
m∑
i=3
ui
∏
i
ai
]
+
[
(s1u2 + s2u1)
m∑
i=3
ti
∏
i
ai
]
+
[
(t1u2 + t2u1)
m∑
i=3
si
∏
i
ai
]
+
+
(s1 + s2) ∑
3≤i 6=j≤m
tiuj
∏
i
ai
+
(t1 + t2) ∑
3≤i 6=j≤m
siuj
∏
i
ai
+
(u1 + u2) ∑
3≤i 6=j≤m
tisj
∏
i
ai
+
+
 ∑
3≤i 6=j≤m,i 6=k
sitjuk
∏
i
ai
 .
La classe dans gr1(S
3W ⊗A)|U12 de sa restriction a` U12 est
[(s1t2 + s2t1)a1a2 ⊗ (u3 + · · ·+ um)a3 · · · am] + [(s1u2 + s2u1)a1a2 ⊗ (t3 + · · ·+ tm)a3 · · · am]
+[(u1t2 + u2t1)a1a2 ⊗ (s3 + · · ·+ sm)a3 · · · am]
et chacune de ces composantes appartient a` gr0(S
2W12 ⊗ A) ⊗ W
12 ⊗ A3 ⊗ · · · ⊗ Am. Le reste est dans
F2S3W ⊗A|U12 .
Comme on l’a de´ja` vu, l’image dans H0(U, L⊗2 ⊗ A⊗2) ⊗ H0(U, L ⊗ A) ⊗ Sm−3H0(U, A) est −2sata ⊗
ua ⊗ am−3 − 2saua ⊗ ta ⊗ am−3 − 2uata ⊗ sa ⊗ am−3 donc si S = sa, T = ta, U = ua, ν˜ associe a`
STU⊗am−3 7→ −2(ST ⊗U ⊗am−3+SU⊗T ⊗am−3+UT ⊗S⊗am−3), et la troisie`me colonne de la matrice
s’e´crit (0, ν˜).✷
Remarque 5.14 Par polarisation on peut trouver l’expression de ρ sur des sections diffe´rentes, ou` aˇi signifie
qu’on omet le terme ai de l’expression :
ρ(S ⊗ T ⊗ a3a4 · · · am) =
1
m−2
∑m
i=3 Sai ⊗ T ⊗ a3 · · · aˇi · · · am.
5.6 Sections de S3V3 ⊗D
On prend L = O(3), et A = O(1) sur X = P2. Alors
L⊗3 ⊗A = O(10)
L⊗3 ⊗A⊗2 = O(11)
L⊗2 ⊗A = O(7)
L⊗A = O(4)
L⊗2 ⊗A⊗2 = O(8).
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On pose E = H2(P2,O(1)) et on suppose que m ≥ 13 (afin que a = m−2 ≥ b = 11). Pour nous m = n+9
avec n ≥ 11. Cela marche aussi pour n ≥ 6, et cela donne deux fac¸ons de faire le calcul pour 6 ≤ n ≤ 11.
On veut calculer le noyau du morphisme α :[
H0(L⊗3 ⊗A)⊗ Sm−1(H0(A))
]
⊕
[
H0(L⊗2 ⊗A)⊗H0(L⊗A)⊗ Sm−2(H0(A))
]
⊕
[
S3H0(L⊗A)⊗ Sm−3(H0(A))
]
→
[
H0(J1L3 ⊗A⊗2)⊗ Sm−2(H0(A))
]
⊕
[
H0(L⊗2 ⊗A⊗2)⊗H0(L⊗A)⊗ Sm−3(H0(A))
]
donne´ par la matrice de la proposition 5.12 : (
∇˜ D˜ 0
0 ρ ν˜
)
Ici H0(Ω1L3⊗A⊗2) = S10,1E se calcule a` partir de la suite exacte d’Euler. Le morphisme H0(gr1(S
3W12)⊗
A⊗2)→ H0(L⊗3 ⊗A⊗2) = S11E est un morphisme surjectif puisque non nul et que H0(L⊗3 ⊗A⊗2) est une
repre´sentation irre´ductible, d’ou` un scindage de la suite exacte
0→ H0(Ω1L3 ⊗A⊗2)→ H0(gr1(S
3W12)⊗A
⊗2)→ H0(L⊗3 ⊗A⊗2)→ 0.
Cela entraˆıne H0(gr1(S
3W12)⊗A
⊗2) = S10E ⊗ E.
Avant le re´sultat final on va donner deux lemmes pre´liminaires :
Lemme 5.15 Le morphisme D′
H0(L⊗2 ⊗A)⊗C H
0(L⊗A) = S7E ⊗ S4E → H0(gr1(S
3W12)⊗A
⊗2) = S10E ⊗ E
sa⊗ ta 7→ D(s, t)a2
est conjugue´ au morphisme compose´ des contractions naturelles.
Preuve du lemme :
Il suffit de montrer que D′ est surjectif. On a vu que ǫ+(D(s, t)) = −2st donc ǫ+(D(s, t)a
2) = −2sta2,
donc le morphisme compose´ ǫ+ ◦D
′ de H0(L⊗2⊗A)⊗CH
0(L⊗A) = S7E⊗S4E dans H0(L⊗3⊗A⊗2) = S11E
est conjugue´ au morphisme de multiplication des sections, et il est par suite non nul.
Si on se place sur l’ouvert U de´fini par X 6= 0, Y 6= 0 et on conside`re les sections s = Z6, t = Z3, a = X,
fa = Y avec f = YX , comme
D′(sa⊗ tfa) = D(s, tf)a2 = fD(s, t)a2 − stdfa2
et
D′(sfa⊗ ta) = D(fs, t)a2 = fD(s, t)a2 + stdfa2,
on obtient que
D′(sfa⊗ ta− sa⊗ tfa) = 2stdfa2.
Ces sections sont en effet globales et ceci montre que D′(Z6Y ⊗Z3X−Z6X⊗Z3Y ) est non nul et appartient
a` H0(Ω1L3 ⊗A⊗2), vu comme sous-espace de H0(gr1(S
3W )⊗A⊗2). Le morphisme D′ est donc non nul sur
chacune des composantes irre´ductibles de la repre´sentation S10E ⊗ E, donc il est surjectif.✷
Lemme 5.16 L’image de Ker D˜ par le morphisme ρ est incluse dans l’image de ν˜.
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Preuve du lemme : On rappelle que D˜ = D′ ⊗ id. On sait que D′ est conjugue´ au morphisme compose´
des contractions naturelles S7E ⊗ S4E → S10E ⊗ E. On a un diagramme commutatif :
S7E ⊗ S4E ⊗ Sm−2E
ρ
−→ S8E ⊗ S4E ⊗ Sm−3EyD′⊗id yD′′⊗id
S10E ⊗ E ⊗ Sm−2E
ρ′
−→ S11E ⊗ E ⊗ Sm−3E
dans lequel les fle`ches verticales D′ et D′′ sont les compose´es de contractions naturelles entre premier et
second facteur, et les fle`ches horizontales ρ et ρ′ sont des contractions entre premier et troisie`me facteur.
Il en re´sulte que ρ(Ker D′⊗id) est contenu dans Ker (D′′⊗id). Ce dernier noyau est e´videmment (S10,2E+
S9,3E + S8,4E) ⊗ Sm−3E lequel est bien contenu dans l’image de ν˜, d’apre`s le lemme 2.7 de la section
pre´liminaire.✷
Proposition 5.17 – (i) L’espace des sections Ker α = H0(S3V3⊗d) est isomorphe a` Ker (∇˜, D˜)⊕Ker ν˜.
– (ii) Sur l’ouvert Hilbm∗ (P2) conside´re´, coker α = H
1(S3V3⊗ d) est isomorphe a` coker (∇˜, D˜)⊕ coker ν˜.
Preuve :
Cela revient a` ve´rifier que dans la suite exacte du serpent associe´ au diagramme
0 −→ C −→ A⊕B⊕ C −→ A⊕B −→ 0yν˜ yα y(∇˜,D˜)
0 −→ E −→ D⊕ E −→ D −→ 0
avec A = S10E ⊗ Sm−1E, B = S7E ⊗ S4E ⊗ Sm−2E, C = S3(S4E) ⊗ Sm−3E, D = S10E ⊗ E ⊗ Sm−2E,
E = S8E ⊗ S4E ⊗ Sm−3E, c’est a` dire dans la suite :
0→ Ker ν˜ → Ker α→ Ker (∇˜, D˜)
(0,ρ)
→ coker ν˜ → coker α→ coker (∇˜, D˜)→ 0
le morphisme de liaison (0, ρ) est nul. Cela revient a` ve´rifier que l’image de Ker (∇˜, D˜) par (0, ρ) est contenue
dans l’image de ν˜.
On dispose e´galement d’une suite exacte :
0 → Ker D˜
γ
→ Ker (∇˜, D˜)
β
→ A
v 7→ (0, v)
(u, v) 7→ u
Lemme 5.18 Le morphisme β est surjectif.
Preuve du lemme :
Pour cette preuve on peut en effet montrer seulement que les e´le´ments u de la forme ω3a⊗ a2 · · · am ont
un ante´ce´dent par β, ou` ω ∈ H0(L) et a, a2, . . . , am ∈ H
0(A) (on rappelle que L = O(3) et A = O(1) mais
on pre´fe`re travailler ici avec les fibre´s quelquonques L et A de de´part pour une meilleure compre´hension) et
ceci puisque sur P2 le morphisme naturel S
3H0(L)⊗H0(A)⊗ Sm−1H0(A)→ H0(L⊗3 ⊗A)⊗ Sm−1H0(A) est
surjectif et les e´le´ments conside´re´s engendrent S3H0(L)⊗H0(A)⊗Sm−1H0(A). On prend v =
∑m
i=2(2ω
2a⊗C
ωai + ω
2ai ⊗C ωa) ⊗ a2 · · · aˇi · · · am et on remarque que (u,−v) ∈ Ker (∇˜, D˜) est une pre´image de u par β.
Rappelons que la notation aˇi signifie qu’on omet le terme ai de l’expression. On utilise les formules de ∇˜
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et D˜ sur des sections diffe´rentes de´duites de celles donne´es dans l’e´nonce´ de la prop. 5.12, par polarisation,
comme dans les remarques 5.13 et 5.14 :
∇˜(f ⊗ a2 · · · am) =
m∑
i=2
∇(
f
ai
)a2i ⊗ a2 · · · aˇi · · · am
et
D˜(s⊗ t⊗ a3 · · · am) = ∇(
s
t
)t2 ⊗ a3 · · · am
et le calcul nous donne que ∇˜(u) + D˜(−v) = ∇˜(u)− ∇˜(u) = 0.✷
Lemme 5.19 L’image par le morphisme (0, ρ) de la pre´image par β d’un e´le´ment de A est contenue dans
l’image de ν˜.
Preuve du lemme :
Dans le lemme pre´ce´dent on a trouve´ un ante´ce´dent v pour chaque ge´ne´rateur de A. Comme deux
ante´ce´dents d’un e´le´ment u de A diffe`rent par un e´le´ment de Imγ, et que (0, ρ)(Imγ) ⊂ Imν˜ (lemme
5.16), il suffit de trouver un ante´ce´dent w par ν˜ de la section ρ(v) =
∑
i 6=j(2ω
2aaj ⊗ ωai + ω
2aiaj ⊗
ωa)⊗ a2 · · · aˇi · · · aˇj · · · am. On prend w =
∑
i 6=j(ωa · ωai · ωaj) ⊗ a2 · · · aˇi · · · aˇj · · · am et on ve´rifie bien que
ν˜(w) = ρ(v).✷
Ceci montre que (0, ρ)(Ker (∇˜, D˜)).✷
5.7 Calcul final
Le re´sultat de la proposition 5.17 nous donne
dimH0(S3V3 ⊗ d) = dimA+ dimKer D˜ + dimKer ν˜ =
= dimS10E ⊗ Sn+8E + dimS7E ⊗ S4E ⊗ Sn+7E − dimS10E ⊗ E ⊗ Sn+7E +
+ dimSn+6E(dimS6,6E + dimS7,4,1E + dimS8,2,2E + dimS6,4,2E + dimS4,4,4E).
A` partir de ce re´sultat et des annulations de la cohomologie supe´rieure indique´es dans la de´monstration
du corollaire 4.10 remplace´es dans la suite spectrale associe´e a` la re´solution (2) de S3R⊗ d, on obtient une
suite exacte
0→ Λ3(S3E)⊗H0(d)→ Λ2(S3E)⊗H0(V3 ⊗ d)→ S
3E ⊗H0(S2V3 ⊗ d)→
→ H0(S3V3 ⊗ d)→ H
0(S3R⊗ d)→ 0
D’ou` encore
dimH0(S3R⊗ d) = dimH0(S3V3 ⊗ d)− 10(dim S
7E ⊗ Sn+8E + dimS2(S4E)⊗ Sn+7E)
− dimS8E ⊗ Sn+7E + 45dimS4E ⊗ Sn+8E − 120dim Sn+9E
=
1
2
(n+ 1)(n + 2)
et cela pour tout n tel que 6 ≤ n ≤ 19. On voit que dans ce cas on couvre aussi le re´sultat obtenu au
corollaire 4.10 pour l = 2.
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6 Conclusion
Pour e´tendre les re´sultats ci-dessus au cas n ≥ 20, on a besoin
1) d’e´tendre le the´ore`me d’annulation de la cohomologie supe´rieure des fibre´s SkV ⊗ d sur le sche´ma de
Hilbert Hilbm(P2) ;
2) de faire intervenir H0(gri(S
lW )⊗ d) (pour i ≥ 2) pour le calcul de H0(SlVk ⊗ d), pour l ≥ 3.
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