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国立国語研究所が 1950 年以来、ほぼ 20 年間隔で 4 回実施してきた山形県鶴岡市におけ
る社会言語学的調査（以下鶴岡調査と呼ぶ）は、方言の共通語化過程をリアルタイムで追跡









音韻項目は 36 項目あるので、特定話者の共通語化得点は最低 0 点から最高 36 点の範囲に
分布する）の平均値を計算してグラフ化したのが図 1 である。３本の折れ線は第１次調査
（凡例は 50s）、第２次調査（70s）、第３次調査(90s）における各年代の共通語化得点平均
値を示しており、年代（横軸）の 1, 2, 3… はそれぞれ 10 代、20 代、30 代...を示している。 
 この種のグラフは、鶴岡調査の各段階でしばしば作成されてきている。また調査時期の差












定していることが推測される。グラフの横軸は平均値計算の便宜上 10 年ないし 5 年刻みの
年代にカテゴライズされているが、本質的には連続的な変量（すなわち時間）を表している
と考えられる。最後にグラフの縦軸は、便宜的に比率や百分率に変換されていることもある









ティック回帰分析を試みると、平均予測誤差は 7.06 となった（0～36 の範囲の値をとりう
るデータに対する誤差である）1。これは、年代ごとに計算された平均値に対する誤差であ
ることを考えると、精度のよい予測とはとてもいえない数字である。年代に替えて個々の話
                                                  
1 R 言語の lme4 パッケージの glm 関数を利用して試行回数 36 の二項分布から生成された
カウントデータを想定して分析した。 
図 1：鶴岡調査（第１次～第３次）における年代別平均共通語化得点 
50s は第１次調査, 70s は第２次調査, 90s は第３次調査を示す 
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る。これは、確率論の観点からすれば、回答が標準語であれば 1 そうでなければ 0 の値を
とるベルヌーイ試行とみなすことを意味している。鶴岡調査の音韻項目は全体で 36 項目あ
るので（分節音に関する調査項目が 31 項目あり、そのうち 5 項目についてはアクセントも










                                                  
2 Yokoyama & Sanada (2009)が示しているように正規分布とロジスティック曲線を結び
つけることもできるが、鶴岡調査データに関するかぎり、正規分布を用いる必要はない。 










をそのまま適用することの問題を指摘しているものが多い（Kruschke 2015, 久保 2012 等）。 
 
表 1：第 1 次鶴岡調査における分散の理論値と観測値 
年代 N p 推定値 分散理論値 分散観測値 過分散指数 
1 46 0.528 11.464 63.156 5.509 
2 46 0.597 19.492 69.553 3.568 
3 123 0.568 8.835 66.183 7.491 
4 88 0.469 8.965 86.042 9.598 
5 63 0.329 7.952 64.382 8.097 






























 表 2：鶴岡第 1 次調査データの音韻クラス・調査項目別平均共通語化得点 
⾳韻クラス 平均共通語化得点 調査項⽬ 平均共通語化得点 













イとエ 0.462 息 0.282 
駅 0.351 
煙突 0.753 





⼝蓋化 0.675 税務署 0.476 
背中 0.748 
汗 0.802 
前⿐⾳化 0.442 鈴 0.327 
帯 0.485 
窓 0.513 










































図 4：第 1 次鶴岡調査の音韻クラス「イとエ」における調査項目別の話者の年齢（横軸）
と平均共通語化得点（縦軸、満点を 1.0 に換算）の関係。直線は音韻クラス毎の回帰直
線。網掛けは 95％信頼区間 





















































図 5：第 1 次鶴岡調査の音韻クラス「唇音化」における調査項目別の話者の年齢（横軸）と
平均共通語化得点（縦軸、満点を 1.0 に換算）の関係。直線は音韻クラス毎の回帰直線。網
掛けは 95％信頼区間 
































ベイズモデルの推定は確率シミュレーション言語である Stan を利用して実行した。図 7
は、年齢だけを説明変数として共通語化の有無を予測するベイズ回帰モデルを Stan で実装
したプログラムである。このプログラムの最重要部分は以下の 4 行である。 
22 行は、観測されたデータ Y がベルヌーイ分布に従って生成されることを指定してい
る。成功の確率 q はデータ 1 個ごとに異なる値をとる。i 番目のデータ Y[i]の成功の確率が
q[i]である。データの総数(I)は話者数×36 である。 
17 行は、q[i]がロジスティック関数 inv_logit に引数 b0 + b1*Age[i] を与えることで生
成されることを指定している。引数は話者の i 番目のデータの話者の年齢 Age[i]の一次式で
与えられており、ふたつのパラメータ b0（切片）と b1（傾き）を持っている。この一次式
はパラメータ次第でー∞から＋∞までの値をとりうるが、inv_logit によって変換された出
力は 0 から 1 の範囲に収まる。以下でとりあげる様々な統計モデルは、inv_logit 関数の引
数を構成する一次式を複雑化させることで派生させるが、引数と出力の関係はすべて同様
である。 










 1:  // BernlogitReg1_waic.stan  
2:   data { 
3:    int I;                                   //データ総数 
4:    int<lower=14, upper=68> Age[I];     //話者の年齢 
5:    int<lower=0, upper=1> Y[I];          // i番⽬のデータが共通語か（1 と 0 で記録） 
7:   } 
8:   
9:   parameters { 
10:  real b0; 
11:  real b1; 
12: }  
13:  
14: transformed parameters { 
15:   real q[I]; 
16:   for (i in 1:I) 
17:     q[i] = inv_logit(b0 + b1*Age[i]);   //i番⽬のデータの共通語化確率 
18: } 
19:  
20: model { 
21:   for (i in 1:I) { 
22:     Y[i] ~ bernoulli(q[i]);  
23:   } 
24: } 
25:  
26: generated quantities { 
27:   real y_pred[I]; 
28:   real log_lik[I]; 
29:   for (i in 1:I) { 
30:     y_pred[i] = bernoulli_rng(q[i]);             //i番⽬のデータの予測値を記録 
31:     log_lik[i] = bernoulli_log(Y[i], q[i]);]   //対数尤度を記録(WAIC の計算⽤) 
32:   } 
33: } 
図 7：ベイズ推定による回帰分析の Stan プログラム（モデル１） 
 









切片(b0)は 0.96 を、傾き(b1)は-0.03 をそれぞれ中央値とした左右対称の分布となっている。
q[1], q[2],… はこれらのパラメータから推定された i番目のデータに関するベルヌーイ試行
の確率である。10 個目以降は省略しているが、全体で 17690 個の q[i]が推定されている4。
Rhat はシミュレーションがうまく収束しているかどうかを判定する指標である。経験則と
して、Rhat が 1.1 以下であればシミュレーションは成功していると判断する。 
                                                  
3 分布の範囲が限定されていれば一様分布が利用されるが、図 7 では限定されていない。 




 表 4 はモデル１によって予測の精度を評価した行列である。モデル１の正解率は 0.580, 








予測値 ０（非共通語） １（共通語） 
０（非共通語） 5327 3746 























観測値の差の絶対値の平均である平均予測誤差、予測における Precision と Recover の調和
平均として定義される F 値（F-measure）、およびモデルの対数尤度から計算される WAIC
                                                  




 の 3 種である。 
平均予測誤差はでたらめな予測を行った場合は 0.5 となり完璧な予測においては 0.0 に
なると考えられる6。F 値は完璧な予測であれば 1.0 となる。WAIC は情報科学の領域で普
及しつつある指標で、線形モデルの評価に用いられる AIC 同様、値が小さいほどよいモデ
ルを意味している。WAIC による評価は交差検証(cross validation)と漸近等価であるとされ








表 5：モデルの評価（鶴岡第 1 次調査データ） 
 平均予測誤差 F 値 WAIC 
モデル１（年齢のみ） 0.420 0.571 23951 
モデル２（音韻クラスの個体差が関与） 0.338 0.676 21329 
モデル３（調査項目の個体差が関与） 0.296 0.710 20144 
モデル４（話者の個体差が関与） 0.286 0.713 20088 
モデル５（話者と調査項目が関与） 0.180 0.819 15215 























                                                  
6 第２節冒頭で述べた平均予測誤差（7.06 および 6.95）は 0～36 の値をとる対象に対する




変化させるベイズモデルを用いたシミュレーションの結果は、平均予測誤差が 0.403, F 値























スティック回帰による従来の共通語化モデルの予測精度は F 値で 0.6 以下にとどまるこ
と。第二に、過分散状態を生み出す原因と考えられるベルヌーイ試行の成功確率の変動は、
















                                                  
7 今回この種の分析を詳細に実施しなかったもう一つの理由は、現在公開されている鶴岡
調査データの話者の属性情報には一部問題があると思われたことである。 
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   int I; 
  int Npc;                                         //⾳韻クラスの総数 
  int<lower=14, upper=68> Age[I]; 
  int<lower=0, upper=1> Y[I]; 




  real ap[Npc];                                   //⾳韻クラスごとに異なる係数 
  real bp[Npc]; 
}  
  
transformed parameters { 
  real a[I]; 
  real b[I]; 
  real<lower=0, upper=1> q[I]; 
  for (i in 1:I) { 
    a[i] = ap[Pclass[i]];                        //i 番⽬のデータの⼀次式の切⽚ 
    b[i] = bp[Pclass[i]];                        //i 番⽬のデータの⼀次式の傾き 
    q[i] = inv_logit(a[i] + b[i]*Age[i]); 




for (i in 1:I){ 
    Y[i] ~ bernoulli(q[i]); 
  } 
} 
  
generated quantities { 
  real y_pred[I]; 
  real log_lik[I]; 
  for (i in 1:I) { 
    y_pred[i] = bernoulli_rng(q[i]); 
    log_lik[i] = bernoulli_log(Y[i], q[i]); 




// BernLogitRegHie3_waic.stan  
data { 
  int I; 
  int Nitm;                                          //調査項⽬数 
  int<lower=14, upper=68> Age[I]; 
  int<lower=0, upper=1> Y[I]; 




  real<lower=-5, upper=5> ap[Nitm];             //調査項⽬ごとに異なる係数 
  real<lower=-0.1, upper=0.1> bp[Nitm]; 
}  
  
transformed parameters { 
  real a[I]; 
  real b[I]; 
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   real<lower=0, upper=1> q[I]; 
  for (i in 1:I) { 
    a[i] = ap[Item[i]]; 
    b[i] = bp[Item[i]]; 
    q[i] = inv_logit(a[i] + b[i]*Age[i]); 




for (i in 1:I){ 
    Y[i] ~ bernoulli(q[i]); 
  } 
} 
  
generated quantities { 
  real y_pred[I]; 
  real log_lik[I]; 
  for (i in 1:I) { 
    y_pred[i] = bernoulli_rng(q[i]); 
    log_lik[i] = bernoulli_log(Y[i], q[i]); 




# BernLogitRegHie3_5_waic.stan  
# Subject2 をハイパーパラメータとして切⽚が変化する Bernoulli ロジスティック回帰 
data { 
  int I; 
  int Nsbj; 
  int<lower=14,upper=68> Age[I]; 
  int<lower=0, upper=1> Y[I]; 




  real<lower=-5, upper=5> as[Nsbj]; 
  real b 
}  
 
transformed parameters { 
  real a[I]; 
  real q[I]; 
  real<lower=0, upper=1> q[I]; 
  for (i in 1:I) { 
    a[i] = as[Subject[i]]; 
    q[i] = inv_logit(a[i] + b*Age[i]); 




for (i in 1:I){ 
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     Y[i] ~ bernoulli(q[i]); 
  } 
} 
 
generated quantities { 
  real y_pred[I]; 
  real log_lik[I]; 
  for (i in 1:I){ 
    y_pred[i] = bernoulli_rng(q[i]); 
    log_lik[i] = bernoulli_log(Y[i], q[i]); 




// BernLogitRegHie6_waic.stan  
data { 
  int I; 
  int Nitm; 
  int Nsbj;                                           //被験者総数 
  int<lower=1, upper=36> Item[I]; 
  int<lower=14,upper=68> Age[I]; 
  int<lower=0, upper=1> Y[I]; 




  real<lower=-5, upper=5> as[Nsbj];              //被験者ごとに異なる係数 
  real<lower=-0.2,upper=0.1>  bs[Nitm];          //調査項⽬ごとに異なる係数 
}  
  
transformed parameters { 
  real a[I]; 
  real b[I]; 
  real<lower=0, upper=1> q[I]; 
  for (i in 1:I) { 
    a[i] = as[Subject[i]]; 
    b[i] = bs[Item[i]]; 
    q[i] = inv_logit(a[i] + b[i]*Age[i]); 




for (i in 1:I){ 
    Y[i] ~ bernoulli(q[i]); 
  } 
} 
  
generated quantities { 
  real y_pred[I]; 
  real log_lik[I]; 
  for (i in 1:I){ 
    y_pred[i] = bernoulli_rng(q[i]); 
    log_lik[i] = bernoulli_log(Y[i], q[i]); 
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// BernLogitRegHie7_waic.stan  
data { 
  int I; 
  int Nitm; 
  int Nsbj; 
  int<lower=1, upper=36> Item[I]; 
  int<lower=14, upper=68> Age[I]; 
  int<lower=0, upper=1> Y[I]; 




  real<lower=-5, upper=5> as[Nsbj];              //被験者ごとに異なる係数 
  real<lower=-5, upper=7> ai[Nitm];              //調査項⽬ごとに異なる係数 
  real<lower=-0.2, upper=0.1> bi[Nitm];         //調査項⽬ごとに異なる係数 
}  
  
transformed parameters { 
  real a[I]; 
  real b[I]; 
  real<lower=0, upper=1> q[I]; 
  for (i in 1:I) { 
    a[i] = as[Subject[i]] + ai[Item[i]];   //被験者と調査項⽬がともに影響する 
    b[i] = bi[Item[i]]; 
    q[i] = inv_logit(a[i] + b[i]*Age[i]); 




for (i in 1:I){ 
    Y[i] ~ bernoulli(q[i]); 
  } 
} 
  
generated quantities { 
  real y_pred[I]; 
  real log_lik[I]; 
  for (i in 1:I) { 
    y_pred[i] = bernoulli_rng(q[i]); 
    log_lik[i] = bernoulli_log(Y[i], q[i]); 




■Stan プログラムを R 環境で実⾏するためのスクリプト（モデル１の場合） 
# BernLogitReg1_waic.R  
# R のパッケージを読む 
library(rstan) # R から Stan を実⾏するライブラリ 
library(loo)  # WAIC の計算に必要なライブラリ 
 
# Stan に渡すデータをリスト形式で作る。R 上の dat1 というデータフレームに被験者の年
齢と回答がそれぞれ Age, Response2 という名前で記録されていると想定 
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 bernLogitReg1_dat <- list(I=nrow(dat1), Age=dat1$Age, 
Y=dat1$Response2)  
 
# Stan でシミュレーションを 3 回実施 
# “BernLogitReg1_waic.stan”が実⾏する Stan プログラムの名前 
bernLogitReg1_waic_fit <- stan(file='BernLogitReg1_waic.stan', 






bernLogitReg1_waic_mcmc <- rstan::extract(bernLogitReg1_waic_fit) 
 
# WAIC を表⽰ 
loo::waic(bernLogitReg1_waic_mcmc$log_lik) 
 
# 平均予測誤差とその標準偏差, Accuracy, Precision, Recall, F 値を計算 
print("MeanPredError") 
mean(abs(round(apply(bernLogitReg1_waic_mcmc$y_pred, 2, mean)) - 
dat1$Response2)) 
print("SD of MeanPredError") 
sqrt(var(abs(round(apply(bernLogitReg1_waic_mcmc$y_pred, 2, mean)) - 
dat1$Response2))) 
temp <- cbind(round(apply(bernLogitReg1_waic_mcmc$y_pred, 2, mean),0), 
dat1$Response2) 





precision <- temp_tab[2,2]/sum(temp_tab[2,]) 
precision 
print("Recall") 
recall <- temp_tab[2,2]/sum(temp_tab[,2]) 
recall 
print ("F-measure") 
2*precision*recall/(precision + recall) 
 
# 事後分布を保存 
save(bernLogitReg1_waic_fit, file=‘bernLogitReg1_waic_fit.R_obj’) 
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