Solving discrete linear inverse problems is one of the cornerstones of modern science and engineering. In abstract terms, these problems seek to recover an unknown vector from an incomplete set of linear measurements. When the object is a sparse convex combination of a known collection of atoms, the gauge associated to the convex hull of this collection, i.e., the atomic gauge, can be minimized subject to data consistency constraints to attempt to recover the original vector. In some practical applications, such as magnetic resonance imaging, the vector is complex-valued and it is the magnitude vector, i.e., the vector containing the magnitude of the components, that is a sparse convex combination of known real-valued atoms. To apply the atomic gauge to this setting, we propose extending the collection of real-valued atoms by considering their modulations by a collection of suitable phases. Furthermore, under minor assumptions, we provide computationally tractable expressions to evaluate both the gauge associated to the modulated set of atoms and its proximal map. Our results show the complexity of using the gauge associated to a collection of modulated atoms is comparable to that of using a collection of real-valued atoms.
I. INTRODUCTION
Solving discrete linear inverse problems is one of the cornerstones of modern science and engineering. These problems seek to recover or reconstruct an unknown object of interest from an incomplete set of measurements. Mathematically, the object of interest is represented by a vector x 0 belonging to a high-dimensional space whereas the measurements are represented by a vector y 0 in a low-dimensional space. Recovering x 0 is equivalent to solving the underdetermined system where L is a linear map representing the measurement process. Observe there is an infinite number of possible solutions to this system, and it is impossible to recover x 0 unless it belongs to a class of objects with a particular structure.
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In the past decade, it has been shown that the structure of x 0 can be leveraged to obtain a computationally tractable procedure to recover x 0 exactly. These methods can be understood within the framework introduced in [1] . The main idea is to assume x 0 is a sparse convex combination of a collection A of atoms representing the elementary objects or building blocks of the class of objects to which x 0 belongs. The recovery procedure consists in finding the minimizer to the convex optimization problem minimize x ρ C A (x) subject to L(x) = y 0 (1) where ρ C A is the gauge of the closure of the convex hull C A of the collection of atoms A. Compressed Sensing [2] - [4] , Matrix Completion [5] , [6] and several other methods [7] - [11] can be analyzed within this framework. In some practical applications, the underlying object is complex-valued. An interesting feature of these problems is that the magnitude |x 0 | of x 0 is known to have a particular VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ structure whereas the phase may arise due to noise, imperfections in the measurement system, or may encode information about the physical process being measured. Some examples are: 1) Magnetic resonance imaging (MRI): In MRI the acquired signal is complex-valued, and the image typically associated with this technique is the magnitude of a complex-valued image. Therefore, the structures learned from natural images typically apply to the magnitude image. Although the phase can arise due to imperfections in the acquisition model, e.g., field inhomogeneities [12, Ch. 7] , different acquisition protocols allow to encode different physical quantities on the phase. For example, it can be used to measure flow velocity [13] , [14] , magnetic susceptibility [15] , [16] and the presence of different chemical species through chemical shift [17] . Remark each one of these physical quantities behaves very differently in terms of their spatial structure, whereas the magnitude image preserves a structure akin to a natural image. 2) Spectrograms: The spectrogram is the magnitude squared of the short-time Fourier transform [18, Sec. 4.2] and it arises in applications such as audio processing [19] . In particular, in audio fingerprinting, specific regions of the time-frequency plane are identified, and the value and/or local features of the spectrogram near these points are used to create a fingerprint that can later be matched to a known catalog for audio identification [20] , [21] . In this case, it is the the magnitude of the short-time Fourier transform that is well-understood and is known to have a known structure, whereas the phase can be neglected depending on the application. In these applications, the collection of atoms A that characterizes the structure of |x 0 | consists of real vectors; these atoms may even have been estimated empirically [22] . This has some drawbacks. On one hand, attempting to solve (1) directly forces the solution to (1) to be real; in fact, ρ C A (x) = +∞ if the imaginary part of any component of x is non-zero. On the other, attempting to regularize the magnitude of x 0 leads to a non-convex optimization problem; even though convex relaxations may exist, they depend on the particular structure of the problem being studied.
For these applications, we propose to extend the atomic gauge to complex vectors by considering the collection of atoms
where (M θ x) k = e iθ k x k modulates each vector component by a phase and is the collection of all possible phases considered. In this case, the collection of atoms may no longer be finite, and computational issues may arise when attempting to solve (1) . This work provides computationally tractable expressions to evaluate the gauge of the closure of the convex hull of A and its proximal map under a suitable assumption on . As a consequence of our results, the complexity of using the collection A is comparable to that of using A. In addition, we observe that the atomic gauge exhibits a phenomenon we call phase shrinkage.
Although motivated by recovery problems, our results also contribute to closely related problems: 1) Denoising: The problem (1) is closely related to signal denoising. For example, for the additive Gaussian noise model y = x+σ z with z i i.i.d. N C (0, 1) we can estimate x 0 by maximizing the regularized log-likelihood
for some λ > 0. The above is equivalent to evaluating the proximal operator of ρ C A . Our results provide an implementation of the proximal map of the atomic gauge associated to A . This can be extended to other likelihood functions by solving the above with proximal algorithms [23] , [24] . 2) Invariant classes: In some applications, such as shape analysis [25] , [26] , the existence of invariances is key to determining when multiple samples about an object contain redundant information, i.e., translations and rotations of a shape do not change the information it contains. Typically, these invariances are modeled as the action of a group G acting on R n [27, Ch. 7] . If, in addition, there is a collection of atoms A associated to the objects of interest, we are led to consider the atomic set
where g.a denotes the action of g on a [27, Ch. 7] . Although this is similar to (2), the key difference is that we are not imposing that the collection {M θ } θ ∈ has a group structure; in this sense, we are making less assumptions about the structure of the problem. It is an interesting question whether our methods provide insights into this problem. 3) Super-resolution: Super-resolution techniques aim to overcome the physical limitations of an imaging system to resolve structures beyond its resolution limit [28] , [29] . The atomic norm has been proposed as an effective approach to super-resolve line spectra [8] , [30] . In this case, the atoms are of the form
where t denotes the transpose and τ ∈ [0, 1). We can interpret these atoms as the modulation of a single atom of positive entries, namely
by phases belonging to the set
Although (2) allows us to represent this problem as the modulation of a real atom by a collection of phases, the assumptions that we make on to deduce our results do not cover this case. However, we provide extensions of our methods that could apply to this problem and lead to novel approaches for super-resolution. Note that similar models apply in localization problems [31] and our results could also apply for some these problems. Finally, we would like to point out similarities and differences with recent work [9] - [11] . In [10] , [11] the authors consider a signal model that is similar to ours (see (1.1) in [10] ). The authors assume the atoms are modulated by amplitudes, either real or complex, that lie on a low-dimensional subspace and use the lifting technique to propose an atomic gauge in the lifted space. In contrast, the kind of modulation we consider does not have this linear structure, and the dimension of the manifold on which they lie could be equal to that of the ambient space. Furthermore, the lifting technique could increase the dimensionality of the problem to the product between the number of atoms and the ambient dimension. Instead of leveraging the lifting technique, we work directly in the ambient dimension. This allows us to consider, for instance, an infinite number of atoms. In [9] the authors consider a similar model where the atoms lie on a low-dimensional subspace and they are modulated by a complex exponential, i.e., θ k = 2π kτ for some τ (see (2.1) in [9] ). They leverage the lifting technique to find an atomic gauge in the lifted space. Although closer to the model we consider, we do not assume a linear relation between the phases that modulate the entries of the atoms and we do not leverage the lifting technique. This leads to different kinds of expressions for the atomic gauge than those found in [9] , [10] .
The manuscript is structured as follows. In Section II we briefly review the notation to be used. In Section III we review some basic properties of the atomic gauge and its implementation, and we provide a first characterization of (2) . In Section IV we study the notion of phase shrinkage and some technical results that will be needed to prove our main results. Finally, in Sections V and VI we show how the atomic gauge associated to (2) can be implemented efficiently in practice. In Section VII we discuss some extensions of our results, and in Section VIII we present some numerical experiments to assess the effectiveness of the proposed approach. We conclude in Section IX by pointing out some future lines of research. The proofs of each of our results can be found in the appendix.
II. PRELIMINARIES
If a, b ∈ R we denote a ∧ b and a ∨ b the minimum and maximum respectively between a and b. If z ∈ C we denote its complex conjugate as z * , its real part as Re z and its imaginary part as Im z. If S ⊂ R is an interval, |S| will denote its length. We will consider R n as a subset of C n . Furthermore, we assume C n is a vector space defined over the reals. Therefore, the inner product on C n is
The 2 -norm of Euclidean norm will be denoted as z 2 = z, z 1/2 .
III. ATOMIC GAUGE RECOVERY A. THE ATOMIC GAUGE
To a collection A of real atoms we can associate the closure of its convex hull C A . Its gauge or Minkowski functional is given by [32, Sec. 15 ]
The gauge is a convex, positive-homogeneous function.
When C A contains a non-empty neighborhood of the origin and is balanced, the gauge defines a norm in R n [32, Sec. 15] .
In this case, the notation · A is sometimes used to emphasize the gauge is indeed a norm. Here we will not assume this is the case, and we will use ρ C A to emphasize this point. However, we will make the following technical assumption. Assumption 1: We assume A contains the origin. Proximal algorithms are typically used to solve large-scale problems of the form (1) . A popular approach is to use ADMM [33] which requires evaluating the proximal operator
for µ > 0. Consequently, solving (1) requires implementing the evaluation of the atomic gauge, and the evaluation of its proximal map.
B. IMPLEMENTATION
Evaluating the atomic gauge and its proximal map can be reduced in several cases to solving a linear program (LP) and a quadratic program (QP) respectively (see [34, Ch. 4] ). We provide this result here for completeness. Recall that for a given set A ⊂ R n its support function σ A is the convex function [24, Sec. 2.4] σ A (x) := sup y∈A y, x .
Lemma 1: Let A ⊂ R n be such that it contains the origin, and let C A be the closure of its convex hull. Then
is the polar of C A and for any µ > 0 and x ∈ R n its proximity map is given by
When A is finite, the atomic gauge and its proximal map can be computed using off-the-shelf software to solve an LP and a QP respectively. However, when A is not finite, representing C • A could be challenging and approximation techniques for the convex hull must be leveraged [1] , [35] . We will not address this issue any further; instead, we assume there is an oracle that evaluates the support function of C • A VOLUME 7, 2019 and the orthogonal projection onto C • A efficiently. Our objective is to compare the methods we will propose to that of this oracle.
C. THE EFFECT OF THE COMPLEX PHASE

Let
⊂ R n be the collection of phases, and consider the collection of unitary maps {M θ } θ ∈ defined as (M θ x) k = e iθ k x k . The collection A defined in (2) is never discrete unless is, and an efficient representation of its polar is desirable to implement the associated atomic norm. The polar of its convex hull becomes
Observe for every a ∈ A we have the equivalence
When is a Cartesian product this equivalence induces a non-linear function acting on each component of z.
where ϕ S k : C → R is the convex function defined as 
for any a ∈ A. Consequently, when evaluating the atomic norm and its proximal operator we are led to optimization problems where the feasible set is represented by linear inequalities in the auxiliary variables φ + , φ − and two non-linear equalities between φ + , φ − and z. Therefore, the complexity in evaluating both will depend mainly on the geometry of the map and whether these non-linear equalities admit a convex relaxation. In the following sections we will develop this idea further and we will state conditions on under which these optimization problems are tractable.
IV. PHASE SHRINKAGE A. PRODUCT OF CENTERED INTERVALS
Our results rely on the following assumption on the set .
Assumption 2: We assume that
We discuss in Section VII how to extend our results when this assumption is relaxed. Assumption 2 implies each S k is a subset of [−π, π] of the form [−δθ, δθ] and thus we will denote from now on as T the interval (−π, π] endowed with the sum and multiplication modulo 2π . This allows us to define the complex argument arg : C → T for a non-zero z as the unique element arg(z) ∈ T such that z = |z|e i arg(z) and we will assume the convention that arg(0) = 0.
B. PHASE SHRINKAGE
By definition, ϕ S is a convex function. Using the convention that arg(0) = 0 we obtain the representation
If λ ≥ 0 then arg(λz) = arg(z) and we deduce ϕ S is positivehomogeneous. We will now show ϕ S can be represented in terms of an operation analogous to soft-thresholding that instead of acting on the magnitude acts on the phase.
To a symmetric interval S ⊂ T we can associate the distance function d S (α) := (|α| − |S|/2) + and the projection onto S as
Since cosine is even and monotone decreasing with respect to d S we can represent ϕ S as
where (·) + denotes the non-negative part, i.e., x + = max{0, x}. Remark this is essentially the soft-thresholding operator [36] applied to α. This allows us to write ϕ S (z) = |z| cos η S (arg(z)).
This operation induces a non-linear operator on C that we call phase soft-thresholding.
Definition 1: Let S ⊂ T be a symmetric interval. We define the phase soft-thresholding operator H S : C → C as
where η S is defined in (7) .
The map ϕ S can be represented as the real part of H S as, in fact,
We will not develop any properties for this operator, as (8) contains all the information we need to develop our results.
C. LEVEL SETS
The geometry of the equality constraint φ = (z) can be understood by studying the equality constraint φ = ϕ S (z).
The following theorem provides a closed-form parameterization for the level sets of ϕ S . See Fig. 1 for an illustration of these results.
Theorem 1: Let S ⊂ T be a symmetric and closed interval.
2) If |S| = π then ϕ S ≥ 0 and for any φ ≥ 0 we have
for any φ < 0
and
V. ATOMS IN THE POSITIVE ORTHANT
We first consider the case where the atoms belong to the positive orthant, i.e., the set of vectors with non-negative entries. This assumption will allow us to find simpler expressions than those we can obtain in the general case, while also being relevant in applications.
Since there are no sign changes to take into account, Lemma 2 suggests considering the set
In the next sections we show that evaluating the support function of C • A and its proximal operator can be reduced to solving a concave maximization and a convex minimization problem respectively; in particular, when the set of atoms is discrete, they reduce to an LP and QP. Therefore, the computational efficiency in the case of atoms with non-negative entries is essentially the same as that of evaluating ρ C A and its proximal operator.
A. EVALUATION
The value of the atomic gauge is equal to the optimal value to the problem
where the constraints over φ are convex. We now show performing a partial maximization over z leads to a concave maximization problem over φ. Before proving this result, we introduce the following auxiliary function. 
if |S| ≤ π where I S denotes the indicator function of the interval S, i.e.,
x ∈ S. A few remarks are in order. First, using the convention arg(0) = 0 we deduce h + S,0 = −I R + when |S| > π and h + S,0 ≡ 0 when |S| ≤ π . Second, when |S| = π we must interpret (14) as
Finally, if |S| ≤ π and arg(x) / ∈ S then h + S,x ≡ +∞ and the function becomes improper.
This auxiliary function allows us to state the main result of this section.
Theorem 2: For each x ∈ C n we have sup{ z, x :
Consequently, the optimal value of the concave maximization problem
is equal to that of (13) . From (14) we deduce that (15) is unbounded if arg(x k ) / ∈ S k . This condition can be checked efficiently in practice prior to solving (15) . In addition, the indicator function I R + appearing in (14) can be removed if we add to (15) the constraint φ k ≥ 0 whenever |S k | ≥ π . Finally, note (15) can be reformulated as an LP, showing that an offthe-shelf solver can be used for its numerical implementation. Level sets for different values of |S| and φ. The blue curve represents the level set, whereas the dashed lines represent the angle at which transitions occur, i.e., the points at which the curvature has a discontinuity. Since ϕ S is a convex function, the sub-level set corresponds to the convex region whose boundary is the level set.
B. PROXIMAL OPERATOR
Evaluating the proximal operator reduces to evaluating the orthogonal projection onto C • A θ . In other words, we need to characterize the optimal solution to minimize
As in the case of evaluating the atomic norm, we will show that performing partial minimization over z leads to a convex minimization problem on φ. Once again, to do so we need to introduce an auxiliary function. 
Remark q + S,x is strongly convex and differentiable with Lipschitz derivative. This leads us to the first main result of this section.
. Consequently, the optimal value of the concave minimization problem
is equal to that of (16) .
Although (17) is a convex optimization problem that has the same optimal value as (16) , to evaluate the proximal map we need to characterize the minimizer of (16). To do so, we need to introduce another auxiliary function.
Definition 4: Let S ⊂ T be a symmetric and closed interval, let x ∈ C and let φ ∈ R. Define the angle
The following result shows we can find the optimal solution to (16) from the optimal solution to (17) . Therefore, to evaluate the proximal map, it suffices to solve (17) and leverage Theorem 4 to compute proj C • A θ (x). Theorem 4: Let φ ∈ R n be the unique minimizer of (17) . Then z ∈ C n defined as
is the unique minimizer of (16) .
Finally, remark that (17) can be recast as a QP and offthe-shelf software packages can be used to implement it numerically. Otherwise, the differentiability of the objective can be exploited and projected gradient descent can be used.
VI. ATOMS IN GENERIC POSITIONS
The argument outlined in Section V fails as soon as at least one atom does not belong to the positive orthant. We introduce the auxiliary variables
and we associate to each atom a the pair (a + , a − ) defined by a + k = max{0, a k } and a − k = max{0, −a k }. Condition (5) can be written equivalently as
This leads us to consider the set
The main objective of this section is to determine to which extent the results of Section V can be extended to this case.
A. EVALUATION
From Lemma 1 and the discussion at the beginning of this section we are led to consider
Performing a partial minimization directly over z does not lead to a simple closed-form expression as that in Theorem 2. In this case, we provide a tight convex relaxation to (18) . To do so, we need to introduce the convex cone generated by the epigraph of ϕ S .
Definition 5: Let S ⊂ T be a symmetric and closed interval. Define the convex cone K S ⊂ C × R as
We have the following result. Theorem 5: The optimal value of the concave maximization problem
is equal to that of (18) .
Although it is a concave optimization problem, the representation in (20) is not readily amenable to numerical implementation. Observe (20) can be represented equivalently as
where
In this form, the problem can be solved using proximal methods. Note that evaluating the orthogonal projection onto the feasible set in (21) is no harder than evaluating the orthogonal projection onto C • A , and that the proximal map of the objective can be evaluated efficiently as soon as the orthogonal projection onto K S is known. In fact [24, Sec. 6.3],
Therefore, we now provide a closed-form expression for the orthogonal projector onto K S . Theorem 6: Let S ⊂ T be a symmetric and closed interval and let K S be defined as in (19) . Let (z 0 , t 0 ) ∈ C × R. Then
where ξ 0 is defined in (36) and
B. PROXIMAL OPERATOR To evaluate the projection onto C • A we need to characterize the minimizer to
However, we can readily deduce a tight convex relaxation.
If we let C F be the feasible set to (20) we see that Theorem 5 implies σ C • A = σ C F . Therefore, the proximal map can be evaluated by computing the orthogonal projection onto C F .
Theorem 7: The optimal value of the convex minimization problem
is equal to that of (18). To formulate (24) equivalently to implement it numerically, we introduce the following auxiliary function. Bottom row: Magnitude of the recovered complex signals. The proposed method is unable to achieve exact recovery with 15% of the coefficients (a, d). However, with 50% of the coefficients, the proposed method achieves exact recovery (b, e). For comparison, the gauge induced by complex linear combinations of atoms does not achieve exact recovery with 50% of the coefficients (c, f).
This problem can be solved efficiently with proximal algorithms as soon as the proximal map of Q S,x can be computed efficiently. The following result provides a closed-form expression for this proximal operator. Theorem 8: Let S ⊂ T be a symmetric and closed interval and let x ∈ C. For µ > 0 we have
where ξ 0 is defined in (36), a S , b S are defined in (22) , λ 0 = t 0 √ 1 + 2µ and y = x + z/(1 + 2µ).
VII. EXTENSIONS A. NON-CENTERED INTERVALS
If is the Cartesian product of non-centered intervals, we can decompose it as = 0 +θ where 0 is the Cartesian product of centered intervals. In this case, we can write (z) = 0 (Mθ z), VOLUME 7, 2019 where Mθ is a diagonal unitary matrix. Therefore, we readily deduce by standard rules of convex calculus that
FINITE UNIONS OF DISJOINT INTERVALS
If S k is a disjoint union of intervals we have the representation
whereS k,1 , . . . ,S k,m k are symmetric and closed intervals. The same arguments used to prove Theorems 5 and 7 can be adapted to this case. Since
. . , m k }, the convex relaxations lead to constraints of the form
Since the map (z, φ) → (e iθ z, φ) is unitary, the expressions found in Theorem 6 and 8 can be readily adapted to handle these constraints efficiently.
VIII. NUMERICAL EXPERIMENTS A. EXPERIMENTAL SETUP 1) SIGNAL MODELS
We consider two signal models for our experiments. The first is a 1D signal model consisting of an atomic collection of P 0 and P 1 elements, i.e., piecewise constant and piecewise linear, defined on the interval [0, 1] discretized over n = 1024 points along with the 1024 elements of the canonical basis. We considered 17 P 0 and P 1 elements (see Fig. 2a and 2b) so that there are 1058 atoms in total. The true signal x 0 is a linear combination of 7 atoms (see Fig. 2c ) or, equivalently, of ≈0.7% of the atoms in the collection.
The second is a 128 × 128 pixel image model. We consider an atomic set of 64 piecewise constant atoms (see Fig. 4a ) and 128 piecewise linear atoms (see Fig. 3b ). In this case we only consider a set of 192 atoms on a 16384-dimensional space. The original image x 0 is the linear combination of 20 atoms or ≈10% of them (see Fig. 3c ).
In both models x 0 is a sparse linear combination of atoms. To determine the effects of modulating by a phase θ 0 we considered that each of its entries θ i were sampled independently from a uniform distribution on S := [−δθ, +δθ]. This implies = S × . . . × S. Once the phase has been sampled, we obtain the modulated signal x 0 := M θ 0 x 0 .
2) MEASUREMENT PROCESS
The measurement process considered for both signal models is the partial discrete Fourier transform (DFT). This measurement process arises naturally in several signal processing applications, such as Magnetic Resonance Imaging (MRI) [12, Ch. 5] . The undersampling was performed according to a Bernoulli process [3] , [37] ; given a sampling fraction δ ∈ [0, 1], each Fourier coefficient is sampled with probability δ/n. The set of sampled coefficients will be denoted as and the partial DFT associated to this set as F . From this, the measured Fourier coefficients are given by y 0 := F (x 0 ).
3) IMPLEMENTATION
For each of the signal models considered the atoms have non-negative entries. Therefore, the results of Section V can be applied. The numerical methods were implemented in Python. To solve (15) we used GLPK [38] whereas to solve (17) we used OSQP [39] As comparison, we also considered recovery using the gauge associated to complex linear combination of atoms. Since in our experiments the collection of atoms A is finite, we can associate to it the n × n a matrix A where each column is an atom. In this case, the gauge is represented as
Both ρ A and its proximal map can be evaluated by solving a second-order cone program (SOCP). We solved these programs using ECOS [40] . In both cases, CVXPY was used to call the solvers [41] and warm starting was extensively used to speed up the computation.
B. RESULTS
1) 1D SIGNAL MODEL
For this model we considered three experiments. First, we determined empirically the minimum sampling fraction we could achieve in order to obtain exact recovery when there is no modulation, i.e., when x 0 = x 0 and the measurements become y 0 := F (x 0 ). The results can be seen in Fig. 4 . Empirically, with an average of 10% coefficients we obtain an almost exact recovery (see Fig. 4b ), and with 15% we obtain exact recovery (see Fig. 4c ). This experiment shows the effectiveness of using the atomic gauge for this signal model and the undersampling rates that can be achieved in the noiseless case.
In our second experiment we modulated x 0 by a phase before computing its partial Fourier measurements. For this experiment we chose δθ = 0.15π (see Fig. 2d ). Even though the phase is small in magnitude, the imaginary part of the entries of M θ 0 x 0 can be large depending on the magnitude of the coefficients of x 0 (see Fig. 2f ). Remark that in this case, the measurements y 0 := F (x 0 ) = F (M θ 0 x 0 ) cannot correspond to a signal that is a non-negative linear combination of atoms.
To recover the signal, we use the same interval S that was used to generate the true phase. Our proposed approach does not succeed with 15% of the coefficients. Empirically, we need at least 50% to obtain a good recovery. To compare these results with a standard approach, we also attempted recovery using (26) with 50% of sampled coefficients. This approach fails with this sampling fraction, showing that the proposed method does improve upon the standard approach.
2) IMAGE MODEL
For this model we also considered two experiments. In our first experiment, we verified empirically that exact recovery was achieved using the atomic gauge in absence of modulation for a sampling fraction of δ = 0.25 (see Fig. 6a, 6b  and 6c ). In the second experiment, we considered a random phase bounded by δθ = 0.15π as in the experiments for the 1D signal model (see Fig. 3e and 3f for the real and imaginary parts). In this case, we show exact reconstruction is achieved with 50% of the coefficients (see Fig. 6d, 6e and 6f ).
Note that in this case, in contrast with the 1D signal model, the atomic set only consists of 192 atoms in a high-dimensional space. Consequently, the domain of the atomic gauge is contained in the linear span of the atoms; in other words, the atomic gauge forces the image to be a linear combination of the atoms.
IX. CONCLUSION AND FUTURE WORK
In this work we have proposed computationally tractable methods to evaluate the atomic gauge induced by a collection of real atoms modulated by a phase. While developing these methods, we have shown that the atomic gauge in this case induces a phase shrinkage on the components of its argument. The shrinkage effect is typically observed on the magnitude of the variables; to our knowledge, this is one of the few natural instances of a shrinkage effect on the phase that leaves the magnitude of the variables fixed.
Furthermore, we have shown that there are different regimes that arise and for which the atomic gauge behaves differently. First, the case of non-negative atoms is substantially simpler than the case of generic atoms. Second, the behavior of phases above π/2 and below π/2 is significantly different. These regimes are a manifestation of an effective sign pattern that arises either through the real atoms, or through a phase larger than π/2.
Our numerical results show that the approach is effective when attempting exact recovery of signals that are a sparse convex combination of elements in A . In particular, we considered a setting where the true signal is a sparse convex combination of elements in A that has been modulated by an unknown phase. Our empirical results suggest there is a trade-off between the magnitude of this phase and the sampling fraction required for exact recovery; as the magnitude of the phase increases, so does the sampling fraction required to achieve exact recovery. Even at this increased sampling fraction the gauge induced by complex linear combinations of atoms in A fails to achieve exact recovery. This suggests that the proposed method improves on the standard approaches in the literature, and that the aforementioned trade-off is a consequence of the geometry of the convex hull of A .
The results presented in this work lead to two open research topics left for future work. First, there is the need to develop numerical implementations of the proposed methods for large-scale problems. Second, it is important to determine recovery guarantees for the atomic gauge induced by A and compare them to those obtained to that induced by A. We hope researchers in different disciplines will be able to assess the practical performance of the proposed method in their own research problems.
PROOFS
A. PROOF OF LEMMA 1
If C is a closed convex set containing the origin, then
is the polar of C [32, Thm. 14.5], proving the first statement. For the second, we use the Moreau decomposition [24, Thm. 6 .44] to deduce First, let z be such that (3) fails to hold. Then we can find a ∈ A and θ k ∈ S k such that k Re{a k e −iθ k z k } = M θ a, z > 1,
A . This proves the lemma.
C. PROOF OF THEOREM 1
Case |S| > π: The key property in this case is that |η S (α)| ≤ π/2 for any α. In particular, the secant in (4) is non-negative and consequently ϕ S ≥ 0. Fix φ ≥ 0 and let z be such that ϕ S (z) = φ. Then φ z := |z| cos η S (arg(z)) ⇒ z = sec η S (arg(z))φ z e i arg(z) (27) where we used the fact that the secant is non-negative. We conclude z = v(φ z , arg(z)). Conversely, for φ ≥ 0 and any α it follows that
proving (9) .
Case |S| ≤ π and φ > 0: Let z = 0 be such that ϕ S (z) = φ for φ > 0. It follows the secant in (4) is positive, and therefore |η S (arg(z))| < π/2. In this case (27) holds, and we deduce z = v(φ z , arg(z)). Conversely, let φ > 0 and let α be such that |η S (arg(z))| < π/2. It follows the secant in (4) is positive and (28) holds. This proves (10) .
Case |S| ≤ π and φ < 0: Let z = 0 be such that ϕ S (z) = φ for φ < 0. In this case the secant in (4) must be negative whence |η S (arg(z))| > π/2. Consequently, φ = |z| cos η S (arg(z)) ⇒ |z| = |φ|| sec η S (arg(z))| = φ sec η S (arg(z)) and z = |z|e i arg(z) = φ sec η S (arg(z))e i arg(z) whence z = v(φ, α). Conversely, if φ < 0 and α is such that
from where it follows that ϕ S (v(φ, α)) = φ. This proves (11) Case |S| ≤ π and φ = 0: If z = 0 is such that ϕ S (z) = 0 the secant in (4) must be zero whence |η S (arg(z))| = π/2. We readily deduce (12) . This proves the theorem.
D. PROOF OF THEOREM 2
To prove Theorem 2 we need the following auxiliary lemma.
Lemma 3: Let x ∈ C. The following identity holds: M S,φ,x := sup{Re{z * x} : ϕ S (z) = φ} = h + S,x (φ). (29) Proof of Lemma 3: Before proving the lemma, we require some preliminary results. The quantity M S,φ,x satisfies two identities that allow us to make assumptions that will simplify the proof. First, since M S,φ,0 = 0 we can assume without loss that x = 0. Second, since ϕ S (z * ) = ϕ S (z) we have that M S,φ,x * = M S,φ,x and thus we can assume without loss that arg(x) ≥ 0.
These two assumptions allows us to define an auxiliary function over [0, π] that will be used througout the proof. for α > |S|/2. In particular, we can compute the derivative of f explicitly
With these expressions we can proceed to prove the lemma. As we will leverage Theorem 1 we will consider two cases.
Case |S| > π: By Theorem 1 we deduce M S,φ,x = −∞ if φ < 0 and therefore we assume without loss that φ ≥ 0. In this case, we have M S,φ,x = sup{Re{v(φ, α) * x} : α}. Both (30) and the assumption that arg(x) ≥ 0 imply we need to maximize f over [0, π]. From (31) we conclude the maximum is attained at α = arg(x) when 0 ≤ arg(x) ≤ |S|/2 and at π when |S|/2 < arg(x) ≤ π . In other words, when |S|/2 < arg(x) ≤ π . This can be summarized as
Case |S| < π: In this case we need to take into account the sign of φ. When φ > 0 we deduce from Theorem 1 that M S,φ,x = sup{Re{v(φ, α) * x} : |η S (α)| < π/2}. The same arguments used to obtain (30) lead us to maximize f over the interval [0, |S|/2 + π/2). From (31) where we used the fact that sin β ≥ 0. The above is unbounded below if arg(x) / ∈ S as the sine is negative and the cotangent unbounded above as β → 0. When arg(x) ∈ S, the sine in the last expression is non-negative, and we obtain a minimum at β = π/2 − |S|/2. Consequently, M S,φ,x = (cos(|S|/2 − arg(x)) + cot(π/2 − |S|/2) sin(|S|/2 − arg(x)))|x|φ = (cos(|S|/2 − arg(x)) + tan(|S|/2) sin(|S|/2 − arg(x)))|x|φ = cos arg(x) cos(|S|/2) |x|φ = ω S,x |x|φ.
This means that for φ < 0
Now, remark that when arg(x) ∈ S the factor ω S,x is at least one and thus we have φ ≤ ω S,x φ when φ > 0 and ω S,x φ < φ when φ < 0. Consequently, when |S| ≤ π we deduce
The case φ = 0 follows by continuity.
Case |S| = π : This case follows by continuity of the case |S| > π . We omit the details for brevity. This proves the lemma.
We can now prove Theorem 2.
Proof of Theorem 2: Fix x ∈ R n . Since
By Lemma 3, the k-th term on the right-hand side is equal to h S k ,x k (φ k ). This proves the theorem.
E. PROOF OF THEOREMS 3 and 4
To prove Theorems 3 and 4 we need the following auxiliary lemma. Lemma 4: Let x ∈ C. The following identity holds:
Proof of Lemma 4:
Since ϕ S (z * ) = ϕ S (z) implies m S,φ,x * = m S,φ,x we can assume without loss that arg(x) ≥ 0. This assumption allows us to define an auxiliary function over the interval [0, π] that will be used throughout the proof. Over [0, π] we can write explicitly η S (α) = (α −|S|/2) + and the above becomes
Its derivative can be computed explicitly as
We now proceed to prove the lemma. Since we will leverage Theorem 1 we will consider two cases.
Case |S| > π : By Theorem 1 we deduce m S,φ,x = +∞ if φ < 0 and thus without loss we assume φ ≥ 0. It follows that m S,φ,x = inf{|v(φ, α) − x| 2 : α}. Both (32) and the assumption that arg(x) ≥ 0 imply we have to minimize f over [0, π]. From (34) we deduce that a global minimum is attained at α = arg(x) when arg(x) ∈ S. In contrast, when arg(x) / ∈ S the objective is decreasing at α = |S|/2. In particular, the objective decreases until term corresponding to the imaginary part in (33) is zero or when α = π . In other words, the minimum is attained at
Remark when φ 1 the term corresponding to the imaginary part will vanish, whereas for φ 1 the optimum will be attained at α = π . We can summarize these results as 2 if arg(x) / ∈ S, γ S,φ,x ≤ π − |S|/2, (φ − |x| cos η S (arg(x))) 2 + (− tan(|S|/2)φ − |x| sin η S (arg(x))) 2 if arg(x) / ∈ S, γ S,φ,x > π − |S|/2. where we used the fact that tan(π − |S|/2) = − tan(|S|/2). Since tan(|S|/2) < 0 we can write this succinctly as m S,φ,x = (φ − |x| cos η S (arg(x))) 2 + (|x| sin η S (arg(x)) − φ| tan(|S|/2)|) 2
The decomposition (32) holds, and we are led to minimize f over the interval [0, π/2 + |S|/2). When arg(x) ∈ S the minimum is attained at α = arg(x). In contrast, when arg(x) / ∈ S the tangent in (33) diverges as α → π/2 + |S|/2 and the term corresponding to the imaginary part always vanishes. In particular, the minimum is attained at
Hence m S,φ,x = (φ − |x| cos η S (arg(x))) 2 for φ > 0. Consider φ < 0 now. By Theorem 1 we have m S,φ,x = inf{|v(φ, α) − x| : |η S (α)| > π/2}. In this case we need to to minimize f over the interval (π/2 + |S|/2, π]; in particular, α / ∈ S. To simplify the exposition we use the change of variables α = |S|/2 + π/2 + β with β ∈ (0, π/2 − |S|/2]. This allows us to write η S (α) = α −|S|/2 = β +π/2 whence tan(α − |S|/2) = tan(β + π/2) = − tan(π/2 − β).
Therefore, we can rewrite (32) as
Similar arguments as those used previously prove the minimum is attained at
where we used the fact that the arctangent is odd and φ = −|φ|. Consequently,
We can summarize these results as follows m S,φ,x : = (φ − |x| cos η S (arg(x))) 2
where we have once again used the fact that tan(π − |S|/2) = − tan(|S|/2). Since in this case tan(|S|/2) > 0 we can write this succinctly as m S,φ,x = (φ − |x| cos η S (arg(x))) 2 + (−|x| sin η S (arg(x)) − φ| tan(|S|/2)|) 2 + = q + S,x (φ). The case φ = 0 is obtained by continuity. This proves the lemma.
We can now prove Theorem 3.
Proof of Theorem 3: Fix x ∈ R n . Since
By Lemma 4, the k-th term on the right-hand side is equal to q S k ,x k (φ k ). This proves the theorem.
To prove Theorem 4 we need an additional auxiliary lemma.
Lemma 5: Let m S,φ,x be defined as in Lemma 4 and sup-
Proof of Lemma 5: The proof relies heavily on the proof of Lemma 4. As in that proof, we will assume that x ∈ C is such that arg(x) ≥ 0; the results for arg(x) < 0 can be found by complex conjugation.
To prove the lemma, it suffices to show that α S,x (φ) coincides with the minimizer of f over [0, π] where f is defined in (32) or, equivalently, in (33) . We treat the cases separately, referencing the relevant steps in the proof of Lemma 4.
Case |S| > π : By hypothesis φ ≥ 0 and therefore the infimum is attained. The minimizer is α = arg(x) if arg(x) ∈ S and, from (9), the minimizer is α = π ∧ γ S,x (φ) for arg(x) / ∈ S. This coincides with α S,x (φ). Case |S| ≤ π: Suppose φ ≥ 0 first. Once again, the minimizer is α = arg(x) if arg(x) ∈ S. When arg(x) / ∈ S we deduce from (10) that the minimizer is α = γ S,x (φ). However, in this case γ S,x (φ) ≤ π always, and thus α = γ S,x (φ) = π ∧ γ S,x (φ). This coincides with α S,x (φ).
When φ < 0 the minimum is attained at α = π + 0 ∧ γ S,x (φ). This also coincides with α S,x (φ). When φ < 0 the minimum is attained at α = π + 0 ∧ γ S,x (φ), which also coincides with α S,x (φ), proving the lemma.
Proof of Theorem 4: First remark that φ = 0 is feasible for (17) . Consequently, if φ is an optimal solution to (17) then φ k ≥ 0 if |S k | > π. Let z be as in the statement of the theorem, and remark that
where we used Lemma 5. Consequently, (z , φ ) is an optimal solution to (16) . This proves the theorem.
F. PROOF OF THEOREM 5
Since the feasible set of (18) is a subset of that of (20) we deduce that the optimal value of (18) is at most that of (20) . We now show they are indeed equal.
Let (z, φ + , φ − ) be an optimal solution to (20) . Defineφ
Then (z,φ + ,φ − ) is feasible for (20) . By construction (±z k ,φ ± k ) ∈ K S k and k: a k ≥0 |a k |φ + k + k: a k ≤0 |a k |φ − k ≤ 1.
Consequently, it is also an optimal solution to (20) . However, this implies z is feasible for (18) . Since the objective is the same, we conclude the optimal value of (20) is equal to that of (18) . This proves the theorem.
G. PROOF OF THEOREM 6
The proofs of Theorem 6 and Theorem 8 rely on the following auxiliary lemma. 
(36) Proof of Lemma 6: First remark that f is bounded below and strongly convex. Therefore, it has a unique global minimizer. Since it is also differentiable, it suffices to consider the first-order optimality condition f (ξ ) = 2(ξ − a) − 2λ(b − ξ ) + + 2ν(ξ − c) + = 0.
We need to distinguish two cases. If b ≤ c we have that
The root of the derivative belongs to one of the intervals. Therefore, the root is and the root is characterized by
Comparing both expressions to (36) proves the lemma. With this auxiliary lemma, we will proceed to prove a result that is slightly more general than Theorem 6. In fact, let s > 0. We will characterize the unique minimizer to minimize z,t |z − z 0 | 2 + (t − t 0 ) 2 subject to ϕ S (z) ≤ st.
Theorem 6 will follow by replacing s = 1 in our results. By Lemma 4
inf{|z − z 0 | 2 : ϕ S (z) = φ} = q + S,z 0 (φ) and consequently we can perform partial minimization with respect to z in (37) to deduce it is equivalent to minimize φ,t q + S,z 0 (φ) + (t − t 0 ) 2 subject to φ ≤ st.
By performing partial minimization over t we obtain the equivalent unconstrained problem
The first term in the objective depends on whether |S| > π or |S| ≤ π. We consider two cases separately. To simplify notation, we define the auxiliary variables c 0 := Re H S (z 0 ), s 0 := Im H S (z 0 ). Case |S| > π: In this case (38) becomes minimize φ≥0 (φ − c 0 ) + (|s 0 | − τ S φ) 2 + + s −1 (φ−st 0 ) 2 + .
We can apply Lemma 6 with a = c 0 , b = |s 0 |/τ S , c = st 0 and λ = τ S , ν = 1/s to deduce the minimizer is the maximum between ξ 0 (a, b, c, λ, ν) or 0. When s = 1 we obtain the form of φ 0 in Theorem 6. Case |S| > π: In this case (38) becomes
Since the problem is unconstrained, it suffices to apply Lemma 6 with a = c 0 , b = −|s 0 |/τ S , c = st 0 and λ = τ S , ν = 1/s to obtain the form of φ 0 when s = 1.
In both cases we can recover the optimal variables (z , t ) to (37) as follows. First,
To recover z we need to apply the same arguments used to prove Lemma 5, whence z = v(φ 0 , α S,z 0 (φ 0 )). This proves the theorem.
H. PROOF OF THEOREM 8
To evaluate the proximal operator at (z 0 , t 0 ) we need to find the unique minimizer to minimize z,t
Observe we can write
where C is independent of z and t, λ = µ/(1 + 2µ) and y = x + (λ/µ)z 0 . Using the change of variables t = √ µ/λ t we deduce we need to find the unique minimizer to minimize z,t |z − y| 2 + (t − λ/µt 0 ) 2 subject to ϕ S (z) ≤ µ/λt .
The same arguments in the proof of Theorem 6 can be applied in this case with s = √ µ/λ. This is precisely the definition of φ 0 in Theorem 8. To recover t it suffices to compute t = µ/λ(φ 0 ∨ λ/µt 0 ) = t 0 ∨ ( µ/λφ 0 ). This proves the theorem.
