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CM STABILITY AND THE GENERALIZED FUTAKI INVARIANT I
SEAN TIMOTHY PAUL AND GANG TIAN
ABSTRACT. Based on the Cayley, Grothendieck, Knudsen Mumford theory of determi-
nants we extend the CM polarization to the Hilbert scheme. We identify the weight of
this refined line bundle with the generalized Futaki invariant of Donaldson. We are able to
conclude that CM stability implies K-Stability. An application of the Grothendieck Rie-
mann Roch Theorem shows that this refined sheaf is isomorphic to the CM polarization
introduced by Tian in 1994 on any closed, simply connected base .
1. INTRODUCTION
1.1. Statement of Results. Throughout this paper X and S denote complex projective
varieties (or schemes) satisfying the following conditions.
(1) X ⊂ S × PN ; PN denotes the complex projective space of lines in CN+1 .
(2) p1 : X → S is flat of relative dimension n, degree d with Hilbert polynomial P .
(3) L := p∗2(OPN (1)) where p2 is the projection of X to PN .
(4) L|Xz is very ample and the embedding Xz := p−11 (z)
L→֒ PN is given by a complete
linear system for z ∈ S.
It is well known that (1) and (4) are equivalent to
P(p1∗L) ∼= S × PN .(1.1)
Which in turn is equivalent to the existence of a line bundle A on S such that
p1∗L ∼=
⊕
A︸ ︷︷ ︸
N+1
.(1.2)
Below Chow(X
/
S) denotes the Chow form of the family X
/
S, µ is the coefficient of
kn−1 in P (k), and Mn is the coefficient of
(
m
n
)
in the CGKM expansion of det(p1∗L⊗m)
for m >> 0 . A complete discussion of these notions is given in section 2.3. We define an
invertible sheaf on S as follows.
Definition 1. (The Refined CM polarization 1)
L1(X
/
S) := {Chow(X/S)⊗Ad(n+1)}n(n+1)+µ ⊗M−2(n+1)n(1.3)
Date: April 19, 2008.
Supported by an NSF DMS grant # 0505059.
1We use this terminology in order to distinguish this sheaf from one introduced by the first author in ([32]).
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When S = HilbP
PN
(C) and X = U (the universal family) we will write L1 instead of
L1(X
/
S) . In our first Theorem we show that the weight of a special linear C∗ action
on L∨1
2over the Hilbert scheme is the generalized Futaki invariant of the corresponding
degeneration. The generalized Futaki invariant is defined in section 2.5. In the body of the
paper G will always denote SL(N + 1,C) which acts by the standard representation on
PN .
Theorem 1. (The weight of the Refined CM polarization)
i) There is a natural G linearization on the line bundle L1 .
ii) Let λ be a one parameter subgroup of G. Let z ∈ HilbP
PN
(C). Let wλ(z) denote
the weight of the restricted C∗ action (whose existence is asserted in i)) on L∨1 |z0 where
z0 = λ(0)z. Then
wλ(z) = F1(λ) .(1.4)
F1(λ) is the generalized Futaki invariant of Xz with respect to λ.
Remark 1. We should point out to the reader that given an algebraic group H and an H
variety X (or scheme) and an invertible sheaf L on X it is not automatic that the action of
H extends to L. That is, L need not admit an H linearization. If X is normal and proper,
and H is irreducible then L admits a unique linearization provided that χ(H) = {1} (see
[7] for a clear account of these facts) .
Proposition 1.1. Assume that the Grothendieck Riemann Roch theorem holds for the map
p1. Then the first Chern class of c1(L1) is given by the following formula.
c1(L1) = p1∗
(
c1(KX/S)c1(L)
n + µ c1(L)
n+1
)
KX/S := KX ⊗ p∗1(K∨S ) .(1.5)
Under the preceding hypothesis the second author introduced the following invertible
sheaf on S, the CM polarization of the family X p1→ S. First consider the virtual bundle
over X.
2nEX/S := (n+ 1)
(
K−1
X
−KX
)
(L− L−1)n − µ (L− L−1)n+1 .(1.6)
Definition 2. (The CM polarization of X p1→ S)
LS := det(p1∗(EX/S))∨ .(1.7)
Corollary 1.1. Assume that the map
c1 : Pic(S)→ H2(S,Z)
is injective. Then the refined CM polarization is isomorphic to the CM polarization.
Remark 2. LS exists when X and S are smooth. Whereas L1(X
/
S) exists for any flat
family of schemes. The corollary says that when both exist they are isomorphic, provided
the base is, for example, simply connected.
2E∨ denotes the dual of E.
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1.2. Resume of results of part II. In the sequel to this paper we establish the following
results. Below we assume that X and S are smooth projective varieties and that there is an
action of G on X
/
S which restricts to the standard action of G on the fibers G ∋ σ : Xz →
σXz = Xσz . νω denotes the Mabuchi energy.
Theorem 2. Let || || be any Hermitian metric on L∨1 . Then there is a continuous function
ΨS : S \∆→ (−∞, c) such that for all z ∈ S
/
∆
d(n+ 1)νω|Xz (ϕσ) = log
(
e(n+1)ΨS(σz)
|| ||2(σz)
|| ||2(z)
)
.(1.8)
c denotes a constant which depends only on the choice of background Ka¨hler metrics on S
and X, ∆ denotes the discriminant locus of the map p1, and ω|Xz denotes the restriction of
the Fubini Study form of PN to the fiber Xz .
Under the same hypothesis as the preceding Theorem we have the following corollary of
(1.4) and (1.8) .
Corollary 1.2. Let ϕλ(t) be the Bergman potential associated to an algebraic 1psg λ of G,
and let z ∈ S \∆ . Then there is an asymptotic expansion
d(n+ 1)νω|Xz (ϕλ(t))−ΨS(λ(t)) = F1(λ) log(|t|2) +O(1) as |t| → 0.(1.9)
Moreover ΨS(λ(t)) = ψ(λ) log(|t|2) + O(1) where ψ(λ) ∈ Q≥0 and ψ(λ) ∈ Q+ if and
only if λ(0)Xz = Xλ(0)z (the limit cycle 3 of Xz under λ ) has a component of multiplicity
greater than one. O(1) denotes any quantity which is bounded as |t| → 0.
Moser iteration and a refined Sobolev inequality (see [24] and [18]) yield the following.
Corollary 1.3. If νω|Xz is proper (bounded from below) then the generalized Futaki invari-
ant of Xz is strictly negative (nonnegative) for all λ ∈ G.
Remark 3. We call the left hand side of (1.9) the reduced K-Energy along λ. We also point
out that while it is certainly the case that F1(λ) may be defined for any subscheme of PN it
evidently only controls the behavior of the K-Energy when λ(0)Xz is reduced.
Remark 4. The precise constant d(n + 1) in front of νω is not really crucial, since what
really matters is the sign of F1(λ)+ψ(λ). That ΨS(λ(t)) has logarithmic singularities can
be deduced from [27].
Remark 5. We emphasize that we do not assume the limit cycle is smooth.
1.3. Background and Motivation from Geometric Analysis. Let (X,ω) be a compact
Ka¨hler manifold (ω not necessarily a Hodge class) and P (X,ω) := {ϕ ∈ C∞(X) : ωϕ :=
ω+
√−1
2pi
∂∂ϕ > 0} the space of Ka¨hler potentials. This is the usual description of all Ka¨hler
metrics in the same class as ω (up to translations by constants). It is not an overstatement
to say that the most basic problem in Ka¨hler geometry is the following
Does there exist ϕ ∈ P (X,ω) such that Scal(ωϕ) ≡ µ . (∗)
This is a fully nonlinear fourth order elliptic partial differential equation for ϕ. µ is a
constant, the average of the scalar curvature, it depends only on c1(X) and [ω]. When
3See [26] pg. 61.
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c1(X) > 0 and ω represents the anticanonical class a simple application of the Hodge
Theory shows that (∗) is equivalent to the Monge-Ampere equation.
det(gij + ϕij)
det(gij)
= eF−κϕ (κ = 1) (∗∗)
F denotes the Ricci potential. When κ = 0 this is the celebrated Calabi problem solved
by S.T.Yau in the 70’s. It is well known that (∗) is actually a Variational problem. There
is a natural energy on the space P (X,ω) whose critical points are those ϕ such that ωϕ
has constant scalar curvature (csc). This energy was introduced by T. Mabuchi ([23]) in
the 1980’s. It is called the K-Energy map (denoted by νω) and is given by the following
formula
νω(ϕ) := − 1
V
∫ 1
0
∫
X
ϕ˙t(Scal(ϕt)− µ)ωnt dt.
Above, ϕt is a smooth path in P (X,ω) joining 0 with ϕ. The K-Energy does not depend
on the path chosen. In fact there is the following well known formula for νω where O(1)
denotes a quantity which is bounded on P (X,ω).
νω(ϕ) =
∫
X
log
(
ωϕ
n
ωn
)
ωϕ
n
V
− µ(Iω(ϕ)− Jω(ϕ)) +O(1)
Jω(ϕ) :=
1
V
∫
X
n−1∑
i=0
√−1
2π
i+ 1
n+ 1
∂ϕ ∧ ∂ϕ ∧ ωi ∧ ωϕn−i−1
Iω(ϕ) :=
1
V
∫
X
ϕ(ωn − ωϕn)
It is easy to see that Jω(ϕ) ≥ 0 for all ϕ ∈ P (X,ω). It is also clear that
1
n + 1
Iω(ϕ) ≤ Jω(ϕ) ≤ n
n + 1
Iω(ϕ).
We have written this down in the case when ω = c1(X) in which case µ = n > 0. In
particular observe that νω is essentially the difference of two positive terms. What is of
interest for us is that the problem (∗) is not only a variational problem but a minimization
problem. With this said we have the following fundamental result.
Theorem (S. Bando and T. Mabuchi [2])
If ω = c1(X) admits a Ka¨hler Einstein metric then νω ≥ 0. The absolute minimum is taken
on the solution to (∗∗) (which is unique up to automorphisms of X).
Therefore a necessary condition for the existence of a Ka¨hler Einstien metric is a bound
from below on νω. In order to get a sufficient condition one requires that the K-energy grow
at a certain rate. Precisely, it is required that the K-Energy be proper. This concept was
introduced by the second author in [32].
Definition 3. νω is proper if there exists a strictly increasing function f : R+ −→ R+
(where limT−→∞ f(T ) =∞) such that νω(ϕ) ≥ f(Jω(ϕ)) for all ϕ ∈ P (M,ω).
Theorem ([32])
Assume that Aut(X) is discrete. Then ω = c1(X) admits a Ka¨hler Einstein metric if and
only if νω is proper.
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The next result has recently been established by the second author and Xiuxiong Chen.
It holds in an arbitrary Ka¨hler class ω.
Theorem ([6])
If ω admits a metric of csc then νω ≥ 0.
1.4. Geometric Invariant Theory and K-Energy Asymptotics. The motivation for our
(purely algebraic) work is to analyze the behavior of νω along a large but finite dimensional
group G of matrices in the polarized case. That is, we assume that ω = c1(L) where L
is a very ample line bundle over X which provides an embedding of X into PN . It is
well known that there is a map from G into Pω(X) given by G ∋→ log |σz|2|z|2 ∈ Pω(X).
Therefore, the K-Energy map may be considered as a map from G to R. It is when we
restrict νω to G that we make the connection with Mumfords’ Geometric Invariant Theory.
The past couple of years have witnessed quite a bit of activity in Ka¨hler geometry due to
this connection. For example, the reader is invited to consult , as a rather small sample, the
following papers [9, 8, 5, 28, 29, 1, 21, 22, 15].
2. THE REFINED CM POLARIZATION
2.1. Hilbert Points and the Numerical Criterion. The purpose of this section is to define
precisely the weight of certain C∗ actions on the Hilbert point of an individual projective
variety. Later we extend this notion to families.
Let (X,L) be a polarized algebraic variety. Assume that L is very ample with associated
embedding
X −→
ϕL
P(H0(X,L)∗).
Fix an isomorphism
σ : H0(X,L)∗ −→∼= C
N+1 .
In this way we consider X embedded in PN . Let m ∈ Z be a large positive integer. Then
there is a surjection4
ΨX,m : S
m(CN+1)∨ −→ H0(X,O(m))→ 0 .
Let P (m) = P (X,O(m)) = h0(X,O(m)) and dm := dim(Sm(CN+1)) . It is a deep fact
(see [33]) that there is an integer m(P ) depending only on the Hilbert polynomial P such
that for all m ≥ m(P ), the kernel of ΨX,m
Ker(ΨX,m) ∈ G(P (m),Sm(CN+1)∨)
5 completely determines X . In other words, the entire homogeneous ideal can be recovered
from its mth graded piece for all subschemes X of PN with Hilbert polynomial P . We
4
S
m denotes the mth symmetric power operator.
5The Grassmannian of P (m) dimensional quotients of Sm(CN+1)∨.
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have the Plu¨cker embedding
P : G(P (m),Sm(CN+1)∗)→ P
dm−P (m)∧ Sm(CN+1)∗
 .
Next we consider the canonical nonsingular pairing
dm−P (m)∧
S
m(CN+1)∗ ⊗
P (m)∧
S
m(CN+1)∗ −→ det(Sm(CN+1)∨) .
This induces a natural isomorphism
P
dm−P (m)∧ Sm(CN+1)∨
 ι∼= P
P (m)∧ Sm(CN+1)
 .
Combining this identification with the Plu¨cker embedding we associate to Ker(ΨX,m) a
unique point, called (following Gieseker) the mth Hilbert Point
Hilbm(X) := ι(P(Ker(ΨX,m))) ∈ P
P (m)∧ Sm(CN+1)
 .
We can give a coordinate description of this as follows. Given the surjection
ΨX,m : S
m(CN+1)∨ −→ H0(X,O(m))→ 0
we can take its determinant
∧P (m)ΨX,m : ∧P (m)Sm(CN+1)∨ → detH0(X,O(m)) ∼= C.
We associate to this map a point in the projective space dual to ∧P (m)Sm(CN+1)
[∧P (m)ΨX,m] ∈ P(∧P (m)Sm(CN+1)∨).
We then have that
[∧P (m)ΨX,m] = Hilbm(X).
Let I = (i0, i1, . . . , iN ) be a multiindex with |I| := i0 + i1 + · · · + iN = m, ij ∈ N. Let
e0, e1, . . . , eN be the standard basis of CN+1, and z0, z1, . . . , zN be the dual basis of linear
forms. Consider the monomials MI := ei00 ei11 . . . e
iN
N and M∗I := z
i0
0 z
i1
1 . . . z
iN
N . Fix a basis
{f1, . . . , fP (m)} of H0(X,O(m)). Then
∧P (m)ΨX,m(M∗Ij1 ∧ · · · ∧M
∗
IjP (m)
) =ΨX,m(j1, . . . , jP (m))f1 ∧ · · · ∧ fP (m)
ΨX,m(j1, . . . , jP (m)) ∈ C .
Then in homogeneous coordinates we can write
∧P (m)ΨX,m =
∑
{Ij1 ,...,IjP (m)}
ΨX,m(j1, . . . , jP (m))MIj1 ∧ · · · ∧MIjP (m) .
CM STABILITY I 7
2.2. Weights. Let λ : C∗ → G be an algebraic one parameter subgroup. We may assume
that λ has been diagonalized on the standard basis {e0, e1, . . . , eN}. Explicitly, we assume
that there are ri ∈ Z such that
λ(t)ej = t
rjej with the obviously necessary property
∑
0≤j≤N
rj = 0.
Define the weight of λ on the monomial MI by6
wλ(MI) := r0i0 + r1i1 + · · ·+ rN iN .
Now we make the following
Definition 4. (Gieseker [17]) The weight of the mth Hilbert point of X is the integer
wλ(m) :=
Min
{Ij1, . . . , IjP (m)}
 ∑
1≤k≤P (m)
wλ(MIjk )|ΨX,m(j1, . . . , jP (m)) 6= 0
 .
Concerning this wλ(m) Mumford proved the following (non obvious) result in [26] :
For fixed λ and large m the weight of the Hilbert point is given by a numerical polyno-
mial of degree at most n + 1
wλ(m) = an+1(λ)m
n+1 + an(λ)m
n +O(mn−1).
We may consider, by slight abuse, Hilbm(X) := ∧P (m)ΨX,m as a point in a vector space,
namely
Hilbm(X) ∈ ∧P (m)Sm(CN+1)
/{0}.
A moments thought shows that the weight of the C∗ action λ is the unique integer wλ(m)
such that
lim
t→0
t−wλ(m)λ(t)Hilbm(X) exists and is not equal to zero.
Sometimes we will write wλ(Hilbm(X)) in place of wλ(m) to indicate the dependence on
the underlying complex projective manifold (or scheme) X .
Next, endow ∧P (m)Sm(CN+1) with any hermitian metric || ||, for example the standard
one. Then a reformulation of what we have just said runs as follows. We may characterize
the weight as the leading term of the small t asymptotics of the logarithm of the norm
log(||λ(t)Hilbm(X)||2) = wλ(m) log(t2) +O(1) .
This characterisation will be relevant in the sequel to this paper .
Definition 5. (D. Gieseker [17])
Hilbm(X) is (semi) stable provided wλ(m)(≤ 0) < 0 for all one parameter subgroups λ.
We must mention that in his tour de force work ([17]) D. Gieseker verified the stability
of Hilbert points of pluricanonical models of algebraic surfaces of general type.
6Of course this makes sense even if λ is not special linear.
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2.3. Hilbert Points and Stability in Families. The preceding notions may be extended
to the relative setting. As stated in the introduction X and S denote complex projective
varieties (or schemes) satisfying the following conditions.
(1) X ⊂ S × PN ; PN denotes the complex projective space of lines in CN+1 .
(2) p1 : X → S is flat of relative dimension n, degree d and Hilbert polynomial P .
(3) L := p∗2(OPN (1)) where p2 is the projection of X to PN .
(4) L|Xz is very ample and the embedding Xz := p−11 (z)
L→֒ PN is given by a complete
linear system for z ∈ S.
(1) is equivalent to
P(p1∗L) ∼= S × PN .(2.1)
(2.1) is equivalent to the existence of a line bundle A on S such that
p1∗L ∼=
⊕
A︸ ︷︷ ︸
N+1
.(2.2)
Let m be an integer large enough so that Rip1∗(L⊗m) = 0 when i > 0. In this case
p1∗(L
⊗m) is a locally free sheaf of rank rm := P (m) , and we may define the determinant
det(p1∗L⊗m) :=
rm∧
(p1∗L
⊗m).
Observe that
det(p1∗L) ∼= AP (1) .
For m≫ 0 we have a surjective map
P (m)∧
S
m(p1∗L)→ det(p1∗Lm)→ 0 .
Which in turn yields the map
AmP (m) ⊗
P (m)∧
S
m(
⊕
︸︷︷︸
N+1
OS)→ det(p1∗Lm)→ 0 .
ThrowingAmP (m) onto the other side gives
P (m)∧
S
m(
⊕
︸︷︷︸
N+1
OS)→ det(p1∗Lm)⊗A−mP (m) → 0 .
This latter is equivalent to
P (m)∧
S
m(
⊕
︸︷︷︸
N+1
OS)→ det(p1∗Lm)⊗ det(p1∗L)
−mP (m)
N+1 → 0 .
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From which we deduce the existence of a map ϕm into the Hilbert scheme.
ϕm : S → HilbPPN (C) →֒ PN(m) := P(
P (m)∧
S
m(
⊕
︸︷︷︸
N+1
C))
ϕ∗mOPN(m)(1) ∼= det(p1∗Lm)⊗ det(p1∗L)
−mP (m)
N+1 .
Then the Hilbert polarization of the family X p1→ S is by definition, the following invertible
sheaf on S
Hilbm(X/S) := det(p1∗Lm)⊗ det(p1∗L)
−mP (m)
N+1 ∼= det(p1∗Lm)⊗A−mP (m) .
We note that this sheaf Hilbm(X/S) is G linearized in the case when the family comes
equipped with a G action satisfying the requirements listed in the introduction. Let z ∈ S,
since S is closed there is a point z0 ∈ S such that λ(0)z := limt→0λ(t)z = z0. This gives
a one dimensional representation of C∗
Hilbm(X/S)(−1)|z0.
So that C∗ acts by twz(m), wz(m) ∈ Z. Then it is easy to see that
wz(m) = wλ(Hilbm(Xz)) = wλ(Hilbm(Xz0)).
2.4. Numerical Functions. By a numerical function we mean simply any mapping
χ : Z → Z .
Let χ ∈ Q[T ] have degree k, then we have the well known fact (see J.P. Serre [31])
χ(m) ∈ Z for all m if and only if χ(m) =
∑
0≤i≤k
ai
(
m
i
)
where ai ∈ Z.
Let χ : Z → Z be a numerical function recall that χ is eventually polynomial provided
that the following holds:
There is a polynomial P ∈ Q[T ] and an integer m0 such that for all m ≥ m0 we have
χ(m) = P (m).
For any numerical function χ we define the standard forward difference operator ∆ by the
formula
∆χ(m) := χ(m+ 1)− χ(m) .
By induction we have
∆k+1χ(m) =
∑
0≤i≤k+1
(−1)i+1
(
k + 1
i
)
χ(m+ i) .
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Proposition 2.1. (see [31]) Let χ : Z → Z be a numerical function. Then the following
are equivalent.
i) χ is eventually polynomial.
ii) There is an integer k ∈ Z+ such that ∆kχ(m) ≡ ek(χ) (a constant).
iii) There is an integer k ∈ Z+ such that
χ(m) =
∑
0≤i≤k
ai
(
m
i
)
where ai ∈ Z; and we have that ∆kχ(m) = ak.
Following Grothendieck, Knudsen, and Mumford we apply the previous considerations
on numerical functions not only to χ(m) but to the Picard group valued numerical function
m ∈ Z+ → det(p1∗Lm) ∈ Pic(S).
We denote by ∆k+1det(p1∗L⊗m) the difference sheaves defined inductively
∆det(p1∗Lm) := det(p1∗Lm+1)⊗ det(p1∗Lm)(−1)
∆2det(p1∗Lm) := ∆det(p1∗Lm+1)⊗∆det(p1∗Lm)(−1)
. . .
∆k+1det(p1∗Lm) ∼=
k+1⊗
i=0
det(p1∗Lm+i)(−1)
i+1(k+1i ).
Let C(n, d;PN) denote the Chow Variety of dimension n and degree d algebraic cycles
inside PN . C(n, d;PN) is known to be a subvariety 7 of the projective space of sections of
degree d on the Grassmannian.
C(n, d;PN)
ι→֒ P(H0(G,O(d))) := P(H0(G(N − n− 1,PN),O(d))) .
There is a map 8 (see [25] and [13]) ∆ from HilbP
PN
(C) to the Chow variety which sends
a subscheme I of PN with Hilbert polynomial P to the Chow form of the top dimensional
component of its underlying cycle. For m sufficiently large, we let ϕm denote the map from
S to HilbP
PN
(C) . Combining this map with ∆ yields the sequence
S
ϕm−→ HilbP
PN
(C)
∆−→ C(n, d;PN) ι→֒ P(H0(G,O(d))).
Let O(1) denote the hyperplane line on P(H0(G,O(d))). Then we define the Chow form
of the map X p1→ S to be the invertible sheaf on S
Chow(X/S) := ϕ∗m∆∗ι∗O(1).
7It is by definition a subset of this projective space, that it is an actual subvariety is a fundamental Theorem
of Chow and van der Waerden.
8The construction of this map is carried out in the appendix.
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In their paper ([20], Theorem 4) Knudsen and Mumford 9 proved the following funda-
mental results (In fact, much more is true . The family X/S need not be flat, we remark on
the more general construction in the appendix . )
I) On the base S there is a canonical isomorphism of invertible sheaves
Chow(X/S)⊗Ad(n+1) ∼= ∆n+1det(p1∗Lm) .(2.3)
Remark 6. The isomorphism not only says that the right hand side of (2.3) is constant, but
that this constant is the Chow form of the map p1.
In view of Proposition 2.1 we may expand det(p1∗Lm) in terms of the binomial polyno-
mials:
II) There are invertible sheaves M0,M1, . . . ,Mn+1 on S and a canonical and functo-
rial isomorphism:
det(p1∗Lm) ∼=
n+1⊗
j=0
M(
m
j )
j .
Moreover, the leading term is related to the Chow form of the map X p1→ S as follows
Mn+1 ∼= Chow(X/S)⊗Ad(n+1) .
Now we restate our definition.
Definition (The Refined CM polarization)
L1(X
/
S) := {Chow(X/S)⊗Ad(n+1)}n(n+1)+µ ⊗M−2(n+1)n(2.4)
2.5. The weight of the Refined CM Polarization. In this subsection we show that the
weight of L1(X
/
S) with respect to λ is the generalized Futaki invariant F1(λ) .To carry
this out it is very convenient to construct an entire sequence of sheaves Ll(X
/
S) for 0 ≤
l ≤ n + 1. These sheaves are then identified with certain polynomial combinations of
the sheaves Hilbm+i(X/S). The weights of the sheaves Ll(X
/
S) are then computed by
appealing to the expansion of the weight of Hilbm+i(X/S). Then we let l = 1 to complete
the proof of our main theorem.
Fix any subvariety X −→ PN with Hilbert polynomial P . We begin by considering the
ratio.
wλ(m)
mP (m)
= F0(λ) + F1(λ)
1
m
+ · · ·+ Fl(λ) 1
ml
+ . . .
Observe that we may expand the coefficient of m−l as follows
Fl(λ) = cl,n+1an+1(λ) + cl,nan(λ) + cl,n−1an−1(λ) + · · ·+ cl,n+1−lan+1−l(λ)
where the cl,j are all rational functions of the coefficients of the Hilbert polynomial P .
9Following suggestions in an unpublished letter of Grothendieck to Mumford (1962). This result was
already known to Cayley in special cases in 1850.
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Definition 6. (Donaldson ([9]))
F1(λ) is the generalized Futaki invariant of X with respect to λ .
Now we may introduce invertible sheaves Ll(X/S) on S for all l = 0, 1, 2, . . . , n+ 1 as
follows.
Definition 7.
Ll(X/S) :=
n+1⊗
k=n+1−l
Mk 1k!
P
0≤j≤k−1(−1)j+1σj(1,2,...,k−1)cl.k−j(2.5)
Where the Mk, 0 ≤ k ≤ n + 1 are the coefficients in the Cayley, Grothendieck, Knudsen,
Mumford expansion.
Let fl(m) := ml. Then we define polynomials Pk,l(m)
Pk,l(m) := ∆
kfl(m) .
It is easy to see that
Pk,l(m) =
∑
0≤j≤k
(−1)j+1
(
k
j
)
(m+ j)l .
It is not difficult to verify that
Pk,l(m) =
{
(−1)k+1k!, if k = l
0, if l < k .
In general, Pk,k+d(m) is a polynomial in m of degree d. Given 0 ≤ l ≤ n + 1 let
(qn+1(m), qn(m), qn−1(m), . . . , qn+1−l(m))
be the unique solution to the equation
Pn+1,n+1(m) Pn,n+1(m) . . . . . . Pn+1−l,n+1(m)
0 Pn,n(m) Pn−1,n(m) . . . Pn+1−l,n(m)
0 0 Pn−1,n−1(m) . . . Pn+1−l,n−1(m)
0 0 0 . . . . . .
. . . . . . . . . . . .
0 0 0 . . . Pn+1−l,n+1−l(m)


qn+1(m)
qn(m)
qn−1(m)
. . .
. . .
qn+1−l(m)
 =

cl,n+1
cl,n
cl,n−1
. . .
. . .
cl,n+1−l

Then we have the following proposition.
Proposition 2.2. For all l = 0, 1, 2 . . . , n+ 1 we have⊗
0≤p≤l
⊗
0≤i≤n+1−p
Hilbm(X/S)(−1)
iqn+1−p(m)(n+1−pi ) ∼= Ll(X/S)(2.6)
Corollary 2.1. If the family X/S admits an action of SL(N + 1,C) then the sheaves
Ll(X/S) admit natural linearizations.
Proof. Writing out the left hand side of (2.6) gives⊗
0≤p≤l
⊗
0≤i≤n+1−p
det(f∗Lm+i)
(−1)iqn+1−p(m)(n+1−pi ) ⊗A 1N+1 (−1)i+1(m+i)P (m+i)qn+1−p(m)(n+1−pi ) .
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The exponent of A satisfies the following
∑
0≤p≤l
∑
0≤i≤n+1−p
(−1)i+1(m+ i)P (m+ i)qn+1−p(m)
(
n + 1− p
i
)
=
{
1, l = 0
0, l > 0 .
(2.7)
To see this we first write
(m+ i)P (m+ i) = bn(m+ i)
n+1 + bn−1(m+ i)n + · · ·+ bj(m+ i)j+1 + . . .
Then the left hand side of (2.7) is given by∑
0≤p≤l
∑
0≤i≤n+1−p
∑
0≤j≤n
(−1)i+1qn+1−p(m)bj(m+ i)j+1
(
n + 1− p
i
)
(2.8)
Recall that we have defined the polynomials Pn+1−p,j+1(m) by the formula
Pn+1−p, j+1(m) =
∑
0≤i≤n+1−p
(−1)i+1(m+ i)j+1
(
n + 1− p
i
)
.(2.9)
Substituting (2.9) into (2.8), switching the order of summation and appealing to the defini-
ton of the qk(m) gives∑
n−l≤j≤n
∑
n−j≤p≤l
qn+1−p(m)Pn+1−p, j+1(m)bj =
∑
n−l≤j≤n
bjcl, j+1.(2.10)
By definition of the cl,k the right hand side of (2.10) is the coefficient of m−l in the expan-
sion of
mP (m)
mP (m)
≡ 1 .
From now on we will assume that l > 0. With this assumption we have⊗
0≤p≤l
⊗
0≤i≤n+1−p
Hilbm+i(X/S)(−1)
iqn+1−p(m)(n+1−pi ) ∼=
⊗
0≤p≤l
⊗
0≤i≤n+1−p
det(p1∗L
m+i)(−1)
iqn+1−p(m)(n+1−pi ) ∼=
⊗
0≤p≤l
⊗
0≤i≤n+1−p
⊗
0≤k≤n+1
M(−1)
iqn+1−p(m)(n+1−pi )(
m+i
k )
k
∼=
⊗
0≤k≤n+1
M
P
0≤p≤l
P
0≤i≤n+1−p(−1)iqn+1−p(m)(n+1−pi )(
m+i
k )
k .
(2.11)
Next we study the exponent of Mk on the last line of (2.11). First we expand the bino-
mial coefficients in of powers of (m+ i) (below σj denotes the jth elementary symmetric
function ) . (
m+ i
k
)
=
1
k!
k−1∑
j=0
(−1)jσj(1, 2, . . . , k − 1)(m+ i)k−j.
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So that we have∑
0≤i≤n+1−p
(−1)i
(
n+ 1− p
i
)(
m+ i
k
)
=
∑
0≤j≤k−1
1
k!
(−1)jσj(1, 2, . . . , k − 1)
∑
0≤i≤n+1−p
(−1)i
(
n + 1− p
i
)
(m+ i)k−j =
∑
0≤j≤k−1
1
k!
(−1)j+1σj(1, 2, . . . , k − 1)Pn+1−p,k−j(m) .
Therefore,∑
0≤p≤l
∑
0≤i≤n+1−p
(−1)iqn+1−p(m)
(
n + 1− p
i
)(
m+ i
k
)
=
∑
0≤p≤l
∑
0≤j≤k−1
1
k!
(−1)j+1σj(1, 2, . . . , k − 1)Pn+1−p,k−j(m)qn+1−p(m) =
1
k!
∑
0≤j≤k−1
(−1)jσj+1(1, 2, . . . , k − 1)cl.k−j.
Which completes the proof of the proposition. 
Below we assume that X and S are complex varieties (or schemes) and that there is an
action of G on X
/
S which restricts to the standard action of G on the fibers G ∋ σ : Xz →
σXz = Xσz . In this situation we have the following identity of weights.
wλ(L
∨
l (X/S)) = wλ
(⊗
0≤p≤l
⊗
0≤i≤n+1−p
Hilbm+i(X/S)(−1)
i+1qn+1−p(m)(n+1−pi )
)
.(2.12)
Claim 2.1. The weight on the right hand side of (2.12) is given by Fl(λ).
Proof. Since the weight is additive under tensor product the right hand side is given by the
sum ∑
0≤j≤n+1
∑
0≤p≤l
∑
0≤i≤n+1−p
(−1)i+1qn+1−p(m)aj(λ)(m+ i)j
(
n+ 1− p
i
)
=
∑
0≤j≤n+1
∑
0≤p≤l
Pn+1−p,j(m)qn+1−p(m)aj(λ)
=
∑
n+1−l≤j≤n+1
cl,jaj(λ)
= Fl(λ) .
Now let l = 1. 
2.6. The first Chern Class of L1(X/S).
In this section we assume that the Grothendieck Riemann Roch theorem holds for the map
X
p1→ S . On X we introduce the virtual bundles for 0 ≤ l ≤ n+ 1.
El(m) :=
∑
{0≤j≤l}
∑
{0≤i≤n+1−j}
qn+1−j(m)(−1)i
(
n+ 1− j
i
)
Lm+i .
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Then it is easy to see that⊗
0≤p≤l
⊗
0≤i≤n+1−p
Hilbm+i(X/S)(−1)
iqn+1−p(m)(n+1−pi ) ∼= det(p1∗El(m)) .
Therefore we have
L1(X/S) ∼= det(p1∗E1(m)) .(2.13)
Therefore,
c1(L1(X/S)) = c1(det(p1∗E1(m))) .(2.14)
The computation of the Chern character of El(m) follows the same pattern as the computa-
tions in the preceding sections and is left to the reader. This completes the proof. 
2.7. Appendix on Det and Div: The Cayley, Grothendieck, Knudsen, Mumford Ex-
pansion. 10
In this section we outline the main application of the determinant construction from [20]
to Cayley-Chow forms. For complete proofs the reader should consult this paper. Histor-
ically, the construction is due to Cayley (see [4]) who showed that any resultant can be
expressed as the determinant of a complex. Grothendieck extended Cayley’s idea to show
that the Cayley-Chow form of any projective variety may be expressed as the determinant
of a complex. As we will recall in what follows Grothendieck emphasized that one really
takes the Chow form of coherent sheaf on PN of dimension n (see [11] ) .
Let X be a complex variety (or scheme).
Definition 8. A complex (E•, ∂•) of (coherent) sheaves on X is perfect provided it is
locally quasiisomorhpic to a bounded complex of vector bundles.
Let (E•, ∂•) and F • be two perfect complexes on X . Assume that there is a proper
subvariety W of X and a quasiisomorphism ι
(E•, ∂•)
ι∼= (F •, δ•) over X \W .
When (F •, δ•) = 0• we say that (E•, ∂•) is generically exact . In this situation Grothendieck,
Knudsen, and Mumford associate to this data a Cartier divisor Div(ι) on X such that
O(Div(ι)) ∼= Det(E•)∨ ⊗Det(F •)(2.15)
In the case when (E•, ∂•) is generically exact we write Div(E•) in place of Div(0• →
E•).
The following is a reformulation of ”condition Qk ” on page 50 from ( [20] ) into more
classical language.
Definition 9. Let X p→ S be a proper map between complex varieties. Let (E•, ∂•) be a
perfect complex on X. Then we say that (E•, ∂•) satisfies the condition Qk relative to the
map p provided the following conditions are met .
i) There is a subvariety W ⊂ S such that for all s ∈ S \W
dim(Supp(E•, ∂•) ∩Xs) ≤ k
10There is a closely related work of Fogarty ([13]) on this subject .
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ii) For all hypersurfaces Z ⊂ S we have
dim(Supp(E•, ∂•) ∩Xs) ≤ k + 1 generically on Z .
Recall that Supp(E•, ∂•) denotes the locus of points in X where the complex fails to be
exact.
Let X p→ S be a proper map of finite Tor-dimension between complex varieties .11
Grothendieck has shown (see Proposition 4.8 SGA 6, expose 3 LNM 225, p. 257) that
R•p∗(E•, ∂•) is perfect on S whenever (E•, ∂•) is perfect on X .
Proposition 2.3. Let X p→ S be a proper map of finite Tor-dimension between complex
varieties . Let (E•, ∂•) be a perfect complex satisfying condition Q−1 for the map p. Then
i) R•p∗(E•, ∂•) is generically exact on S and we may define Div(R•p∗(E•, ∂•)).
ii) For all line bundles L on X we have
Div(R•p∗(E•, ∂•)) = Div(R•p∗(E• ⊗ L, ∂•)) .
The principal application of these ideas is to construct Cayley-Chow forms in families.
An immediate by product of which is the existence of the refined CM polarization L1(X/S)
for non flat families.
Let E be a vector bundle of rank N + 1 on S. Let P = P(E) denote the corresponding
projective bundle, and P̂ = P(E∨) the dual projective bundle. We form the fiber square.
P×S P̂(n+1) p2 - P̂(n+1)
P
p1
? π
- S
π̂
?
There is a canonical section
δ ∈ Γ(P×S P̂(n+1),
n+1︷ ︸︸ ︷⊕
OP(1)⊗ObP(1))(2.16)
Let Z denote the zero locus of δ. If we denote the direct sum of OP(1)⊗ObP(1) by Q then
we have the Koszul complex (K•(n+1), δ) of sheaves on P×S P̂(n+1)
0→
n+1∧
Q∨ →
n∧
Q∨ → · · · → Q∨ → O
P×SbP(n+1) → OZ → 0(2.17)
In the next proposition E•(m) denotes the complex twisted m times by OP(1).
Proposition 2.4. Let (E•, ∂•) be a perfect complex on P satisfying condition Qn for the
map π. Then L•p∗1(E•(m), ∂•)
L⊗ (K•(n+1), δ) satisfies condition Q−1 for the map p2.
Therefore we can define the Chow divisor of the complex (E•, ∂•) .
11Recall that p has finite Tor-dimension provided there exists a finite resolution of p∗OX by flat OS
modules.
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Definition 10. Chow((E•, ∂•)) = Div(R•p2∗
(
L•p∗1(E
•(m), ∂•)
L⊗ (K•(n+1), δ)
)
) .
This is a divisor on P̂(n+1) satisfying
O(Chow((E•, ∂•))) = O(Chow((E•(m), ∂•))) = det(R•p2∗
(
L•p∗1(E
•(m), ∂•)
L⊗ (K•(n+1), δ)
)
) .
An interesting computation shows that
det(R•p2∗
(
L•p∗1(E
•(m), ∂•)
L⊗ (K•(n+1), δ)
)
) ∼= π̂∗∆n+1det(R•π∗(E•(m), ∂•))⊗H∆nχ(E•(m))
(2.18)
In the formula above H :=
n+1︷ ︸︸ ︷⊗
ObP(−1). Since the left hand side is independent of m, so
is the right hand side. Therefore we have the following main result of ( [20] ) .
There are invertible sheaves Mj 0 ≤ j ≤ n + 1 on S such that
det(R•π∗(E•(m), ∂•) ∼= ⊗n+1j=0M
(mj )
j .
Moreover χ(E•(m)) is a polynomial of degree at most n .
2.8. Indication of proof when S is a point. The references for this subsection are ([4],
[12], [20], [13], [19], [16], and [34]). The underlying idea behind the Chow form is to
describe an arbitrary variety by a single equation. Let X ⊂ PN be an n dimensional
irreducible subvariety of PN with degree d, then the Chow form, or associated hypersurface
to X is defined by
ZX := {L ∈ G := G(N − n− 1,CPN) : L ∩X 6= ∅}.
It is easy to see that ZX is an irreducible hypersurface (of degree d) in G. Since the ho-
mogeneous coordinate ring of the grassmannian is a UFD, any codimension one subvariety
with degree d is given by the vanishing of a section RX of the homogeneous coordinate
ring12
{ RX = 0 } = ZX ; RX ∈ PH0(G,O(d)).
By abuse of terminology, we will often call RX the Chow form (or Chow point) of X .
Following [19] we can be more concrete as follows. Let M0n+1,N+1(C) be the (Zariski open
and dense) subspace of the vector space of (n+1)×(N+1) matrices consisting of matrices
of full rank. We have the canonical projection
p : M0n+1,N+1(C)→ G(N − n− 1, N,
defined by taking the kernel of the linear transformation. This map is dominant, so the
closure of the preimage
p−1(ZX) ⊂M0n+1,N+1(C) = Mn+1,N+1(C)
12See [14] pg. 140 exercise 7.
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is also an irreducible hypersurface of degree d in Mn+1,N+1(C). Therefore, there is a
unique13 (symmetric multihomogeneous) polynomial (which will also be denoted by RX)
such that
Z := p−1(ZX) = {RX(wij) = 0} ; RX(wij) ∈ Pd[Mn+1,N+1(C)].
We view the entries wij as the coefficients of the n+ 1 linear forms li defining the plane in
G(N − n− 1, N
 l0. . .
ln
 =

w00 . . . w0N
w10 . . . w1N
. . . . . . . . .
wn0 . . . wnN
 .
The purpose of what follows is to provide an (in principal) explicit formula for the poly-
nomial RX(wij), which is essentially due to Cayley in his remarkable 1848 note [4] on
resultants. The first rigorous proof seems to be [12]. We are in debt to the basic paper [20],
as we have said repeatedly throughout this note.
To begin let (E•, ∂•) be a bounded complex of finite dimensional C vector spaces
0 −−−→ E0 ∂0−−−→ E1 ∂1−−−→ . . . −−−→ Ei ∂i−−−→ Ei+1 −−−→ . . . ∂k−1−−−→ Ek −−−→ 0 .
Recall that the determinant Det(E•) of the complex (E•, ∂•) is defined to be the one
dimensional vector space
Det(E•) :=
k⊗
i=0
det(Ei)(−1)
i+1
.
As usual, for any vector space V we set V −1 := HomC(V,C), the dual space to V . Let
H i(E•, ∂•) denote the ith cohomology group of this complex. When V = 0 , the zero
vector space , we set det(V ) := C. The determinant of the cohomology is defined in
exactly the same way:
Det(H•(E•, ∂•)) :=
k⊗
i=0
det(H i(E•, ∂•))(−1)
i+1
.
We have the fundamental facts ([20]):
D1 Assume that (E•, ∂•) and (F •, δ•) are quasi-isomorphic. Then
Det(E•) ∼= Det(F •) .
Important corollaries of this fact are the following.
D2 There is a canonical isomorphism between the determinant of the complex and the
determinant of its cohomology:
τ(∂•) : Det(E•) ∼= Det(H•(E•, ∂•)) .
D3 Assume that the complex (E•, ∂•) is acyclic, then Det(E•) is canonically trivial:
τ(∂•) : Det(E•) ∼= C .
13Unique up to scaling.
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It is (D3) which is relevant for our purpose. It says is that there is a canonically given
nonzero element of Det(E•), provided this complex is exact. The essential ingredient
in the formation of the Chow point consists in identifying this canonical “section”. In
order to proceed, we recall the Torsion (denoted by Tor (E•, ∂•)) of the complex (E•, ∂•).
Define ni := dim(∂(Ei)), now choose Si ∈ ∧ni(Ei) with ∂Si 6= 0, then ∂Si ∧ Si+1 spans
det(Ei+1) ( since the complex is exact), that is
det(Ei+1) = C∂Si ∧ Si+1.
With this said we define
Tor (E•, ∂•) := (S0)−1 ⊗ (∂S0 ∧ S1)⊗ (∂S1 ∧ S2)−1 ⊗ · · · ⊗ (∂Sk−1)(−1)k+1 .
Then we have the following reformulation of D3.
D4
Tor (E•, ∂•) is independent of the choices Si.
By fixing a basis {f1,i, f2,i, . . . fdi,i} in each of the Ei (dim(Ei) := di), we may associate
to this based exact complex a scalar:
Tor (E•, ∂•; {f1,i, f2,i, . . . fdi,i}) ∈ C.
Which is defined through the identity:
Tor (E•, ∂•) = Tor (E•, ∂•; {f1,i, f2,i, . . . fdi,i})det(. . . f1,i, f2,i, . . . fdi,i . . . ).
Where we have set
det(. . . f1,i, f2,i, . . . fdi,i . . . ) := (f1,0 ∧ · · · ∧ fd0,0)−1 ⊗ · · · ⊗ (f1,k ∧ · · · ∧ fdk ,k)(−1)
k+1
.
When we have fixed a basis of our (exact) complex (that is, a basis of each term in the
complex) we will call Tor (E•, ∂•; {f1,i, f2,i, . . . fdi,i}) the Torsion of the (based exact)
complex.
With these preliminaries out of the way, we can return to the setting of projective geom-
etry. So let X be an irreducible n dimensional subvariety of PN . Let O(1) be the positive
generator of Pic(PN ). LetO(m)X be the sheaf of the mth twist ofO(1) restricted to X , and
let H0(X,O(m)) be the space of global sections. Consider the Koszul Complex of sheaves
on X:
(K•(m)X , ∂•) ∂i : Ki(m)X → Ki+1(m)X .
Where the ith term is defined by
K
i(m)X := O(m+ i)X ⊗ ∧iCn+1 .
The boundary operator is given by
∂(f ⊗ α) :=
n∑
j=0
ljf ⊗ ej ∧ α .
The ej are the standard basis of Cn+1 and the {l0, . . . , ln} are n + 1 linear forms on PN
([19]). In particular we consider a complex whose boundary operators depend on parame-
ters. We have the following
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Proposition 2.5. The complex (K•(m)X , ∂•) is exact provided the n + 1 linear forms
{l0, . . . , ln} have no common root on X .
Now assume that m≫ 0, then Serres’ Theorems [30] tell us that the higher cohomology
groups of the K•(m)X are all zero, and if the Koszul complex of sheaves is exact then the
complex of global sections is also exact ([3]). In other words we have an acyclic complex
of finite dimensional vector spaces
(Γ(K•(m)X), ∂•) = (H0(X,O(m+ • ))⊗∧•Cn+1, ∂•).(2.19)
We can apply the theory D1-D4 to such complexes. So in this case we can, by choosing
bases {f1,i, f2,i, . . . fdi,i} of the Γ(K•(m)X) introduce the Torsion of the Koszul complex:
Tor(Γ(K•(m)X), ∂•; {f1,i, f2,i, . . . fdi,i})(l0, . . . , ln).
This is by construction a rational function14 on Mn+1,N+1(C), which is well defined and
nowhere zero away from Z = {RX = 0}.
Geometrically we have a complex of vector bundles (E•, δ•) over the affine space V :=
Mn+1,N+1(C) which is exact off of a codimension one subvariety Z. Such a complex is
said to be generically exact. Therefore there is a nonvanishing section σ
V
/
Z
σ→ Det(E•, δ•).
Then
σ(wij) = Tor(Γ(K
•(m)X), ∂•; {f1,i, f2,i, . . . fdi,i})(wij).
Since Z is irreducible Tor is forced to have either zeros or poles along Z. In other words
one knows apriori that there is an integer p (the Z-adic order) such that:
Tor(Γ(K•(m)X), ∂•; {f1,i, f2,i, . . . fdi,i})(l0, . . . , ln) = RX((l0, . . . , ln))p
The sensitive point is to determine this order. To begin we augment the complex (2.19) to
the following free complex over the polynomial ring C[wij]:
(H0(X,O(m+ • ))⊗ ∧•Cn+1 ⊗C[wij ], ∂•).
Then we can assert the following
Proposition 2.6. The localisation
(H0(X,O(m+ • ))⊗∧•Cn+1 ⊗ C(wij), ∂•)
of the augmented complex is exact.
Algebraically, we are in the following situation. We have a bounded finite free complex
(F•, δ•) over a Noetherian unique factorisation domainR such that its localisation (at zero)
(F• ⊗R R(0), δ•) is exact. In the terminology of commutative algebra such complexes are
said to be generically exact. Choosing bases {f1,i, f2,i, . . . fdi,i} over R we compute the
torsion, just as before. We have
Tor(F•, δ•; {f1,i, f2,i, . . . fdi,i}) ∈ R∗(0) modulo U.
14A priori, Tor is an alternating product of determinants of certain minors of the matrices representing the
boundary operators wrt the bases {f1,i, f2,i, . . . fdi,i}.
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Where U is the unit group of the ring R. Since R is a UFD we may decompose the deter-
minant into its unique factorisation into irreducibles
Tor(F•, δ•; {f1,i, f2,i, . . . fdi,i}) =
∏
f∈Irred(R)
f ordf (det(F
•⊗RR(0),δ•)).
Of course, ordf(Det(F•⊗RR(0), δ•)) = 0 for all but finitely many f . If f is an irreducible
element in R then, as usual, R(f) denotes the localisation of R at the prime f . Then we
have the following ([20] Theorem 3 part vi)) .
Proposition 2.7.
i) The homology modules Hi(F• ⊗R R(f), δ•) have finite length over R(f).
ii) ordf(Det(F• ⊗R R(0), δ•)) =
∑
i≥0
(−1)ilR(f)(Hi(F• ⊗R R(f), δ•)).
Where lR(f)(Hi(F• ⊗R R(f), δ•)) denotes the length of the module.
Proof
i) By the universal coefficient theorem we have
0 ∼= Hi(F• ⊗R R(0), δ•)) ∼= Hi(F• ⊗R R(f), δ•))⊗R(f) R(0) ⊕ Tor
R(f)
1 (H
i−1, R(0)) .
Since R(0) is flat over R(f) we have that Tor
R(f)
1 (H
i−1, R(0)) = 0. Therefore
Hi(F• ⊗R R(f), δ•))⊗R(f) R(0) ∼= 0.
From which we deduce that the homology module Hi(F• ⊗R R(f), δ•) is annihilated by a
power of f , and hence (by [10] Corollary 2.17 pg. 76) has finite length.
ii) First observe that Det commutes with localisation:
Det(F• ⊗R R(0), δ•) ∼= Det(F• ⊗R R(f), δ•)⊗R(f) R(0) .
Now use D215
Det(F• ⊗R R(f), δ•) ∼= Det(Hi(F• ⊗R R(f), δ•)) .
From i) we know that Hi(F•⊗RR(f), δ•) is a finitely generated torsion module, since R(f)
is a principal ideal domain, we have, by the structure theorem for such modules, that there
are positive integers ni, mi1, mi2, . . .mini such that
Hi(F• ⊗R R(f), δ•) ∼=
ni⊕
j=1
R(f)/f
mijR(f).
15Since Hi(F•⊗RR(f), δ•) is all torsion, we are taking the determinant in the sense of the free resolution
(∗∗) . There are many compatibilities to check, but the determinant is insensitive to the choice of resolution
[20].
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From this we get a free resolution (∗∗)
0 −−−→
⊕
︸︷︷︸
ni
R(f)
δ0−−−→
⊕
︸︷︷︸
ni
R(f)
δ1−−−→ Hi(F• ⊗R R(f), δ•) −−−→ 0 .
Where the first map is defined by:
δ0 =

fmi1 . . . 0
0 fmi2 . . . 0
. . . . . . . . .
0 . . . fmini
 .
Therefore Det(Hi(F• ⊗R R(f), δ•)) can be identified with the determinant of δ0
Det(δ0) = f
P
1≤j≤ni
mij .
Since
lR(f)(H
i(F• ⊗R R(f), δ•)) =
∑
1≤j≤ni
mij ,
we may conclude that
Det(Hi(F• ⊗R R(f), δ•)) ∼= f lR(f)(H
i(F•⊗RR(f),δ•)).
This completes the proof of ii) and so the proposition.
With this in hand we return to the problem of ascertaining the order of vanishing. The
main point now is to establish the following
Theorem 3. (Cayleys’ Theorem on X Resultants) (See [4],[12], [13], [20], and [19])
Tor(Γ(K•(m)X), ∂•; {f1,i, f2,i, . . . fdi,i})(l0, . . . , ln) = RX((l0, . . . , ln))(−1)
n+1
.
In other words, the order of vanishing is just (−1)n+1 and hence for m sufficiently large,
one has the canonical identification of one dimensional complex vector spaces.
n+1⊗
i=0
det(H0(X,O(m+ i)))(−1)i+1(n+1i ) = CR(−1)n+1X
Proof
Tor(Γ(K•(m)X), ∂•; {f1,i, f2,i, . . . fdi,i})(wij) is finite and nowhere vanishing away from
Z = {RX = 0}. Therefore, for all primes f 6= RX , f ∈ C[wij ] we have
ordf(Det(F• ⊗C[wij ] C[wij](f)), δ•) = 0 , F• := H0(X,O(m+ • ))⊗∧•Cn+1 ⊗ C[wij] .
Therefore we are reduced to computing the order of RX in the determinant. By part ii)
of proposition (2.7) this follows immediately from
lC[wij ](RX)(H
i(F• ⊗C[wij ] C[wij ](RX), δ•)) =
{
0 i < n + 1
1 i = n + 1
Which completes the proof. 
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