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Large Sample Prediction Intervals 
A.M. Awad, Yarmouk r/niversity, Irbid, Jordan 
Given past data, the subject of large sample prediction intervals for future samp$ 
means is discussed together with some illustrative examples. A brief review of 
standard methods of prediction interval estimation is given. Some numerical com- 
parisons between different methods are considered. 
Relative Efficiency of Estimators Based on a Censored Sample 
D. Barman, Department of Management Studies, Banaras Hindu University, 
Varanasi-221 005, India 
Asymptotic relative efficiency (ARE) of the estimates computed from a censored 
sample in comparison. co those computed from the complete sample is outlined in 
this paper. 
Neyman-Le Cam Tests Based on M-Estimators for Stochastic Processes 
I.V. Basawa, Department of Statistics, La Trobe University, Bundoora, 
Vi,. 3083, Australia 
A unified asymptotic approach for M-procedures for parametric inference in 
stochastic processes is presented. Limit distributions of test-statistics based on 
M-functions are obtained both under the null and under a sequence of alternative 
hypotheses converging to the null hypothesis. Generalizations of Neyman’s C’( cu) 
test and an alternative test proposed by Le Cam for testing composite hypotheses 
are discussed. The influence function for M-estimators for Markov processes is 
derived and a further generalization indicated. 
Inverse Sampling Based on General Scores for Nonparametric Two-Sample Problems 
SK Chatterjee and U. Bandyopadhyay, Calcutta University, Calcutta, lndia 
The procedure of inverse sampling in the context of sampling from a dichotomised 
population is well knowr3. The procedure was extended to the nonparametric problem 
