We consider a parabolic version of the mass transport problem, and show that a solution converges to a solution of the original mass transport problem under suitable conditions on the cost function, and initial and target domains.
Introduction
We are concerned in this paper with solutions to the optimal transport problem, which reads as follows.
Given two domains W and W Ã , and two probability measures m and n defined on them, along with a real valued cost function c defined on W Â W Ã , we wish to find a measurable mapping T : W ! W Ã satisfying T K m ¼ n (defined by T K mðEÞ ¼ m À Under mild conditions on c and the measures m and n, it is known that the solution to this problem exists. Additionally, if W and W Ã are subsets of R n , and m and n are absolutely continuous with respect to Lebesgue measure, T can be determined from a scalar valued potential function satisfying the following equation in an appropriately weak sense:
where A is a matrix valued function and B is a scalar valued function defined from c and the densities of the two measures.
Under certain conditions on the domains, cost, and measures, the interior regularity of the potential u has been shown by Ma, Trudinger, and Wang in [5] , and global regularity by Trudinger and Wang in the subsequent [8] . In [7] , Schnü rer and Smoczyk analyze a parabolic flow which is close to the corresponding optimal transport problem with the cost cðx; yÞ ¼ jx À yj 2 .
In this paper, we are concerned with a parabolic flow leading to the solution of an optimal transport problem, with cost functions other than the case cðx; yÞ ¼ jx À yj 2 . More specifically, we look at solutions to the equation _ u uðx; tÞ ¼ log det À ' 2 uðx; tÞ À A À x; 'uðx; tÞ ÁÁ À log B À x; 'uðx; tÞ Á ; x A W;
G À x; 'uðx; tÞ
with A and B as above, and an appropriate boundary condition G. It turns out that the conditions given in [8] along with a few restrictions on the initial condition are su‰cient to guarantee long time existence to this parabolic flow, and convergence to the solution of the optimal transport problem as t ! y.
We also provide here a reference table for the notation used in this paper. 
Preliminaries of optimal transport
In this section, we recall some basic facts and definitions regarding the optimal transport problem, along with the key conditions from [8] .
Let W and W Ã be open, smooth, bounded domains in R n , with f and g smooth functions on W and W Ã respectively. We assume the mass balance condition,
along with the bound 0 < l e f ; g e L < y ð2:2Þ for some constants l and L. We will assume the following conditions on c:
We assume the mappings y 7 ! ' x cðx; yÞ for each x A W and x 7 ! ' y cðx; yÞ for each y A W Ã are injective. For any p A ' x cðx; W Ã Þ and x A W (resp. q A ' y cðW; yÞ and y A W Ã ), we write Y ðx; pÞ (resp. X ðq; yÞ) for the unique element of W Ã (resp. W) such that ' x cðx; yÞj y¼Y ðx; pÞ ¼ p;
' y cðx; yÞj x¼X ðq; yÞ ¼ q:
We also assume a nondegeneracy condition on the cost c: det ' 2 x; y cðx; yÞ 3 0 Ex A W; y A W Ã : ðA2Þ Finally, writing Aðx; pÞ ¼ ' 2 x cðx; yÞj y¼Y ðx; pÞ we assume
Additionally, we need to make the following assumptions on the domains W and W Ã .
qy l Á Á Á c and indicate the inverse of a matrix by raising its indices.
Definition 2.1. We say that W is c-convex with respect to W Ã if the set ' y cðW; yÞ is a convex set for any y A W Ã . Likewise, W Ã is c Ã -convex with respect to W if the set ' x cðx; W Ã Þ is a convex set for any x A W. We say that W is uniformly c-convex with respect to W Ã if it is c-convex and satisfies ½D i n j ðxÞ À c l; k c ij; l ðx; yÞn k ðxÞt i t j ðxÞ f d 1 Ex A qW; y A W Ã ð2:3Þ for some d 1 > 0, where t is any unit tangent vector to qW, and n is the outer unit normal to qW. Likewise, W Ã is uniformly c Ã -convex with respect to W if it is c Ã -convex and satisfies
where t Ã is any unit tangent vector to qW Ã , and n Ã is the outer unit normal to qW Ã . Remark 2.2. For some fixed y A W Ã , given any two points p 1 ¼ ' y cðx 1 ; yÞ and p 2 ¼ ' y cðx 2 ; yÞ for x 1 ; x 2 A W, we define the c-segment with respect to y between x 1 and x 2 as the inverse image of the straight line between p 1 and p 2 under the map ' y cðÁ; yÞ. It is clear that W is c-convex with respect to W Ã if and only if every c-segment with respect to any y A W Ã between any two x 1 and x 2 A W remains inside W.
An analogous definition and remark hold for a c Ã -segment with respect to some x A W between two points y 1 ; y 2 A W Ã . Definition 2.3. For a y 0 A W Ã and a l 0 A R, we call a function of the form cðÁ; y 0 Þ þ l 0 a c-support function.
We say that a function f is c-convex, if for every x 0 A W there exists a c-support function such that
We say f is strictly c-convex if the second inequality above is strict.
If f is C 2 , we say that it is locally, uniformly c-convex if
as a matrix, for every x A W.
The main problem
The symbols ', ' 2 , and D i will denote di¤erentiation in the x variables, with specific variables indicated by subscripts when necessary. The notation _ u u will indicate derivatives in the t direction. Now, by the smoothness of qW Ã , we may extend g to all of R n so that it is C 2 and satisfies the bound l 2 e g e 2L. Writing We require the following conditions on u 0 A C 2þa ðW Â f0gÞ:
ð3:3aÞ ð3:3bÞ ð3:3cÞ
The main theorem we prove is the following.
Theorem 3.1. Suppose that c satisfies conditions (A0)-(A3w). Additionally, suppose that W and W Ã are uniformly c and c Ã -convex with respect to each other.
If u 0 A C 2þa ðW Â f0gÞ satisfies the conditions (3.3), there exists a solution u to equation (3.2) for all times t f 0 which is C 2 ðWÞ in the x variables and C 1 ðR þ Þ in the t variable.
In addition, uðÁ; tÞ converges in C 2 ðWÞ to a c-convex function u y ðÁÞ as t ! y which satisfies the elliptic optimal transport equation:
( ð3:4aÞ ð3:4bÞ Remark 3.2. Note that if fðÁÞ is di¤erentiable at some x 0 A W, and cðx; y 0 Þ þ l 0 is a c-support function to f at x 0 , we will have that 'fðx 0 Þ ¼ ' x cðx 0 ; y 0 Þ. Thus, by the uniqueness in (A1), we have that
Short-time existence
We will prove the existence of a solution to our equation (3.2) up to some small time t max > 0. First, we will prove some auxiliary results. We follow the definitions for Hö lder spaces given in [3] . For a function f defined on W Â I , with k a positive integer and 0 < a e 1, we define the following norms and seminorms: K ¼ ff A C 2þa ðW Â I Þ j fðÁ; tÞ is locally; uniformly c-convex for each t A I g:
For this section, let us write F ðx; p; rÞ ¼ log det À r ij À Aðx; pÞ Á À log Bðx; pÞ well defined for ðx; p; rÞ in some subset of W Â R n Â R n 2 (in particular, F is well defined when r ¼ ' 2 fðx; tÞ, p ¼ 'fðx; tÞ for f A K).
By Theorem 7.1 below, the boundary condition (3.2b) is a nonlinear oblique condition. By a modification of the argument in [2] , Theorem 2.5.7, we can show short-time existence for our equation (3.2) . The main di¤erence is that the nonlinear boundary condition makes the set of admissible solutions not a Banach space, but a Banach manifold. Theorem 4.4. For some t max > 0, we can find a solution to equation (3.2) in the class C 4; 2 À W Â ½0; t max Þ Á . This notation means the solution u is C 4 in the x variables, and C 2 in the t variable.
Proof. Considerû u, the solution to the problem
By Theorem 7.1, we have hG p ; ni > 0, thus on ½0; eÞ for some small e, we find
Also, by assumption G À x; 'u 0 ðxÞ Á ¼ 0 for x A qW, so by [3] , Theorems 8.8 and 8.9, there exists a solutionû u A C 2þa À W Â ½0; eÞ Á (for a possibly smaller e > 0). In particular, kû uðÁ; tÞ À u 0 ðÁÞk C 2 < Cjtj a for each t. Thus, since u 0 is locally, uniformly c-convex by assumption, (by making e smaller if necessary) we can ensure thatû u A K. Writingŵ w ij for the matrix inverse ofû u ij À A ij ðx; 'û uÞ we see thatŵ w ij is positive definite for t < e and ŵ w ij x i x j f C e jxj 2 for some C e > 0. Definê f f ðx; tÞ :¼ F ðx; 'û u; ' 2û uÞ À _ u û u uðx; tÞ:
We now define the following sets for 0 < d < e 2 :
Clearly, B d is a C 1 Banach manifold with charts di¤eomorphic to subsets of C 2þ a 4 À W Â ½0; eÞ Á .
We also claim that B is a Banach manifold. Consider the map
given by Hðv; wÞ :¼ G À x; 'vðxÞ Á À wðx; 0Þ:
We see that the di¤erential
is clearly onto C 1þ a 4 ðqW Â f0gÞ for each ðv 0 ; w 0 Þ A B. Also, we consider the map Since P is a continuous linear projection, N À D ðv 0 ; w 0 Þ Hðv; wÞ Á splits the full tangent space of C 2þ a 4 ðW Â f0gÞ Â C 1þ a 4 À qW Â ½0; eÞ Á at ðv 0 ; w 0 Þ and we have that ðv 0 ; w 0 Þ is a regular point of H. Thus, B is the inverse image of a regular value of H, so by [9] , Theorem 73C, it is also a Banach manifold with tangent space at ðv 0 ; w 0 Þ equal to N À D ðv 0 ; w 0 Þ Hðv; wÞ Á . Hence B Ã d is also a C 1 Banach manifold.
We now define the map
By the uniform continuity of c ij , we can see that if for a function v A C 2 ðWÞ the expression
is positive definite, it remains so on a small neighborhood of v in the C 2 ðWÞ norm. Hence, if d is su‰ciently small, any convex combination ofû u and f A B d will remain in K. Thus we find that the di¤erential of F atû u is given by
Since, by the above, the tangent space to B Ã d at Fðû uÞ is
we can use [3] , Theorem 5.18, to find that Dû u F is bijective on its tangent space (the condition that a pair be in the kernel of the di¤erential of H is exactly the required compatibility condition between the initial and boundary conditions to obtain short time existence for a linear parabolic equation). Hence, by the inverse function theorem for Banach manifolds, F is invertible on some small neighborhood ofû u A B d . Now, taking a smooth cuto¤ function h in the variable t such that
, consider the functionf f d ðx; tÞ :¼ h d ðtÞf f ðx; tÞ. Sincef f j t¼0 ¼ 0, we can make sup X A WÂ½0; eÞ jf f d Àf f j small by taking d small. On the other hand, we calculate that
we have
while by a similar calculation,
Thus
Hence, by taking t max < d, we see that u is the solution to our original problem ( 
Thus by Remark (4.2), we have the desired regularity. r From here on, we assume that u exists with this regularity for t A ½0; t max Þ.
Preliminary results
We will show a few preliminary results before proceeding to show the estimates necessary for long term existence.
Remark 5.1. By implicit di¤erentiation, we see that D i T j ðx; tÞ ¼ c j; k w ki À x; Tðx; tÞ Á and thus det DT ¼ f g T e _ u u from (3.2a). In particular, det DT 3 0 for all x A W and t A ½0; t max Þ. We will use this fact frequently.
Remark 5.2. We will also make use of the following formulas obtained by a simple di¤erentiation:
Lemma 5.3. If u 0 satisfies the conditions (3.3), the solution uðÁ; tÞ to (3.2) is both locally, uniformly c-convex and strictly c-convex for 0 e t < t max . In particular, w ij remains positive definite for 0 e t < t max .
Proof. By the assumption on the initial condition u 0 , we see that w ij remains positive definite for at least some small time. Then, since det w ij ¼ Be _ u u , by conditions (A2) and (2.2) we see that w ij cannot have 0 for an eigenvalue, i.e. it will remain positive definite as long as the solution exists, proving the claim of local, uniform c-convexity.
Now, suppose that for some t, uðÁ; tÞ is c-convex but not strictly c-convex, i.e. there exists x 1 3 x 2 such that cðÁ;ỹ yÞ þl l, for someỹ y and somel l A R, is a c-support function to uðÁ; tÞ at both x 1 and x 2 . Define v 1 ðx; tÞ ¼ uðx; tÞ À À cðx;ỹ yÞ þl l Á . By local, uniform c-convexity we see that
This implies that v 1 ðx 1 ; tÞ ¼ 0 is a strict local minimum on some neighborhood of x 1 . By the continuity of the map X ðq; yÞ in (A1), we can pick a point x 0 on the c-segment with respect toỹ y between x 1 and x 2 that lies in this neighborhood of x 1 . The c-convexity of W with respect to W Ã ensures that x 0 A W. Since uðÁ; tÞ is c-convex, there is a y 0 A W Ã and a l 0 A R so that cðx; y 0 Þ þ l 0 is a c-support function at x 0 . In particular,
Since we assume condition (A3w), we can use [4] , Theorem 3.2, to show that l 0 Àl l e fðy 0 Þ e cðx 0 ;ỹ yÞ À cðx 0 ; y 0 Þ;
where fðyÞ :¼ minfcðx 1 ;ỹ yÞ À cðx 1 ; yÞ; cðx 2 ;ỹ yÞ À cðx 2 ; yÞg (recalling that x 0 lies on the c-segment with respect toỹ y between x 1 and x 2 ). We make note that, due to the fact that the sign of the potential function in [4] is the negative of ours, and the x and y variables are reversed in the theorem, the statement becomes: fðyÞ e cðx y ; y 0 Þ À cðx y ; yÞ for any x y A W lying on the c-segment with respect to y 0 connecting x 1 and x 2 and any y A W Ã . But then, uðx 0 ; tÞ ¼ cðx 0 ; y 0 Þ þ l 0 e cðx 0 ;ỹ yÞ þl l, contradicting that x 1 is a strict local minimum for v 1 . Thus uðÁ; tÞ is actually strictly c-convex.
Now consider the function
Take t e t 2 < t max , then À w ij ðx; tÞ Á f Cd ij as a matrix, for some C depending on t 2 but independent of x and t. Then, since w ij ðx; tÞ ¼ ' 2
x vðx; x 0 ; tÞ at
as long as 0 < jx À x 0 j < d, for d depending only on C and
vðx; x 0 ; 0Þ. By the continuity of u 0 , T 0 , and c we have that Kðx 0 Þ is actually a continuous function of x 0 . Thus by boundedness of W, we have inf
for some constant K 0 > 0. Now by the continuity of v, for some su‰ciently small e > 0, we have that jvðx; x 0 ; tÞ À vðx; x 0 ; 0Þj < K 0 2 . Thus, for 0 e t < e, we have vðx; x 0 ; tÞ > 0 for 0 < jx À x 0 j < d;
vðx; x 0 ; tÞ f vðx; x 0 ; 0Þ À jvðx; x 0 ; tÞ À vðx; x 0 ; 0Þj
We can see this implies that uðÁ; tÞ remains strictly c-convex for 0 e t < e.
Taking t 1 ¼ supft < t max j uðÁ; t 2 Þ is strictly c-convex for t 2 < tg, by the argument above, t 1 > 0. If t 1 < t max we have that uðÁ; t 1 Þ is c-convex but not strictly c-convex, which is a contradiction. Thus we have that t 1 ¼ t max and uðÁ; tÞ remains strictly c-convex on 0 e t < t max . r is one-to-one on W for each 0 e t < t max .
Proof. Suppose thatỹ y ¼ Tðx 1 ; tÞ ¼ Tðx 2 ; tÞ for some x 1 3 x 2 . By Remark 3.2, we have that cðx;ỹ yÞ þ l 1 and cðx;ỹ yÞ þ l 2 are c-support functions to uðÁ; tÞ at x 1 and x 2 respectively, for some l 1 ; l 2 A R. Thus cðx 2 ;ỹ yÞ þ l 1 e uðx 2 ; tÞ ¼ cðx 2 ;ỹ yÞ þ l 2 ; cðx 1 ;ỹ yÞ þ l 2 e uðx 1 ; tÞ ¼ cðx 1 ;ỹ yÞ þ l 1 ; and hence l 1 ¼ l 2 . This contradicts the strict c-convexity of uðÁ; tÞ, and we have that TðÁ; tÞ is a one-to-one function for each t < t max . r Proof. By c-convexity and the conditions (A1) and (A2), W and W Ã are homeomorphic to convex sets, and thus the unit ball in R n , and also their boundaries are connected.
Since the argument here will be entirely topological, we may compose T with the appropriate homeomorphisms, and assume W ¼ W Ã ¼ B 1 ð0Þ. The boundary condition (3.2b) implies that TðqW; tÞ H qW Ã for each t. Additionally, T is continuous on qW and, by Corollary 5.4, is one-to-one there. By Remark 5.1, ðTÞ À1 is also continuous on TðqW; tÞ and thus TðÁ; tÞ is a homeomorphism on qW. Hence,
However, since Tðx 0 ; 0Þ A W Ã by assumption, by using the intermediate value property on the continuous, real valued function fðtÞ ¼ jTðx 0 ; tÞj, there must be a t A ð0; t 0 Þ such that Tðx 0 ; tÞ A qW Ã , contradicting that TðÁ; tÞ maps qW one-to-one and onto qW Ã . Thus, TðW; tÞ H W Ã and hence TðW; tÞ H W Ã for any t < t max .
As above, TðÁ; tÞ is a homeomorphism on W as well, so we actually have TðW; tÞ ¼ W Ã , t < t max . But since TðqW; tÞ ¼ qW Ã , and since TðÁ; tÞ is one-to-one on W, we see that
Remark 5.6. By the above corollary, we can now see that the solution u will be independent of the extension that we chose for g outside of W Ã . (1) T Ã ðÁ; tÞ ¼ T À1 ðÁ; tÞ.
(2) u Ã satisfies the flow equation for f extended to be in C 2 ðR n Þ with bounds l 2 e f e 2L, and h a defining function for W.
Proof. Since we know that TðÁ; tÞ is invertible for each t, we may fix a t and write u Ã ðy; tÞ ¼ c À ðTÞ À1 ðy; tÞ; y Á À u À ðTÞ À1 ðy; tÞ; t Á and x ¼ ðTÞ À1 ðy; tÞ. We will drop all t for ease of notation here. Di¤erentiating both sides in y and remembering the definition of T gives us
À1 ðyÞ; y Á :
Thus by the uniqueness in assumption (A1), we have that T Ã ðy; tÞ ¼ ðTÞ À1 ðy; tÞ.
Next, we di¤erentiate both sides of the relation 'u Ã ðyÞ ¼ ' y c À ðTÞ À1 ðyÞ; y Á to obtain
Rearranging and taking determinants of both sides, and using Remark 5.1, we obtain Combining the above, we obtain the desired equation for u Ã . r 6. Estimate of 'u Theorem 6.1. As long as a solution to the equation (3.2) exists on a time interval ½0; t max Þ, we have that j'uj e C for some C > 0 depending on W Ã and c, but independent of t max .
Proof. By Corollary 5.5 and the boundedness of W Ã , jTj is bounded independent of t. From the relationship ' x cðx; yÞj y¼TðxÞ ¼ 'uðx; tÞ and the boundedness of j' x cj the estimate is immediate. r
Obliqueness of the boundary condition
Let n and n Ã be the outward unit normal vectors to W and W Ã respectively. Writing Proof. First we note that h Ã À Tðx; tÞ Á ¼ 0 for x A qW. So for any t which is tangential to qW, we find that h Ã l D i T l t i ¼ 0. Also, since h Ã < 0 in W, we find from this Proof. Fix some t 1 < t max . By di¤erentiating (3.2a) in t and writing vðx; tÞ ¼ _ u uðx; tÞ, we find that
while di¤erentiating the boundary condition (3.2b) in t, we see that
Let h be a normalized defining function for W, i.e. 'h ¼ n and h ¼ 0 on qW, and h < 0 on W. Define v 1 ðx; tÞ ¼ vðx; tÞ À ehðxÞ À C 1 t for some fixed e > 0 and a constant C 1 > 0 to be determined. By Lemma 5.3, w ij remains positive definite as long as the solution exists. So for any fixed e > 0, on W Â ½0; t 1 we have
for the choice of C 1 ¼ Ceð1 þ MÞ with a constant C depending only on bounds on j'hj, j' 2 hj, j' p A ij j, and j' pB Bj, and with
Thus, the maximum principle implies that a maximum for v 1 must occur on the parabolic boundary of W Â ½0; t 1 .
Now if x A qW, by (7.1) we have ðv À eh À C 1 tÞ b ¼ Àeh'h; bi ¼ Àehb; ni < 0:
However, if v 1 has a maximum at some x A qW, we have that 'ðv À eh À C 1 tÞ ¼ wn for some w f 0. This implies that ðv À eh À C 1 tÞ b ¼ whb; ni f 0, a contradiction. Thus, the maximum for v 1 must occur when t ¼ 0. Recalling that h < 0 on W we have vðx; tÞ e À vðx; tÞ À ehðxÞ À where C depends on W, W Ã , B, c, and u 0 , but is independent of t and t max .
Proof. We take t 1 < t max , and then find a C as above that is independent of t 1 . Continuing the calculations from Theorem 7.1, we find
Since w 3 0, we can now combine (7.3) and (9.2), and use Remark 9.1 to write hb; ni 2 ¼ ðw kl n k n l Þðw mn c i; m h Ã i c j; n h Ã j Þ ð9:3Þ ¼ ðw kl n k n l Þðw mn c i; m h Ã i c j; n h Ã j Þ for x A qW. We will proceed by bounding the two terms on the right from below.
Define the linearized operator by
Let ðx 0 ; t 0 Þ be a point where hbðx; tÞ; nðxÞi achieves its minimum on qW Â ½0; t 1 Þ. We also define F ðx; pÞ ¼ hG p ðx; pÞ; nðxÞi À kGðx; pÞ and vðx; tÞ ¼ F À x; 'uðx; tÞ Á , where nðxÞ is an extension of the outward normal to a neighborhood of qW using the function h. Since G À x; 'uðx; tÞ Á ¼ h Ã À Tðx; tÞ Á ¼ 0 for x A qW, vðx; tÞ restricted to qW Â ½0; t 1 achieves its minimum at the same point ðx 0 ; t 0 Þ. Let W e ðx 0 Þ ¼ W X B e ðx 0 Þ with e chosen small enough so that h < 0 on W e ðx 0 Þ. Then we calculate
where C is a constant depending on W, W Ã , k, u 0 , the cost c, and B. The expression for Lu k comes from di¤erentiation of the equation (3.2a).
By Corollary A.2, we have that G p k p l x k x l f d Ã 2 jxj 2 , so we have F p k p l w kl e D p k p l hb; niw kl À kG p k p l w kl e ðC 0 À d Ã 2 kÞ trðw ij Þ: ð9:6Þ
Thus by choosing k large enough, we will have by (9.5)
The second inequality comes from the arithmetic geometric mean inequality, combined with the fact that
from bounds on f , g, ' 2
x; y c and Theorem 8.1.
By Theorem A.1 we find that
We fix a point y 0 A W Ã and consider the function Yðx; tÞ ¼ À vðx; tÞ À vðx 0 ; t 0 Þ Á þ ha; ' y cðx; y 0 Þ À p 0 i þ C 1 jx À x 0 j 2 À C 2 h; ð9:9Þ where C 1 ; C 2 > 0 and a A R n are to be determined, and p 0 ¼ ' y cðx 0 ; y 0 Þ. The idea is that we will adjust a to obtain Y f 0 on W e ðx 0 Þ Â f0g, C 1 to obtain Y f 0 on q À W e ðx 0 Þ Á Â ð0; t max , and C 2 to bound the term involving trðw ij Þ in Lv so that LY e 0 everywhere. Calling the map CðxÞ ¼ ' y cðx; y 0 Þ, which is a di¤eomorphism by conditions (A1) and (A2), we have by the uniform c-convexity of W that W 1 ¼ CðWÞ is a strictly convex set in R n . Hence, there is a supporting hyperplane to W 1 at p 0 ¼ Cðx 0 Þ, and we may assume that the normal direction to the supporting hyperplane away from W 1 is given by e n . Write v 1 ðp; tÞ ¼ v À C À1 ðpÞ; t Á , PðpÞ for the projection of p onto qW 1 in the e n direction, and P 0 ðpÞ for the orthogonal projection of p onto the supporting hyperplane to W 1 . Then, since v 1 ðp;
if a is a su‰ciently large multiple of Àe n . Additionally, with this choice, ha; p À p 0 i f 0 on the half space defined by the supporting hyperplane to W 1 at p 0 , hence also on W 1 , and thus ha; CðxÞ À p 0 i f 0 on W e ðx 0 Þ. By positivity of the terms Àh and jx À x 0 j 2 , we find that Y f 0 on W e ðx 0 Þ Â f0g as desired, and a depends only on v 1 at t ¼ 0. Next, on
for C 1 large depending on e and upper bounds on jvj, which in turn depend on h Ã and c.
Finally, since
we calculate from (9.7) and (9.8) that
LY e C trðw ij Þ À d 0 C 2 trðw ij Þ e 0 for C 2 su‰ciently large. Thus noting that Yðx 0 ; t 0 Þ ¼ 0, by the comparison principle we find that h'Y; ni e 0 or h'v; ni e Cjha; nij þ C 2 jh'h; nij e C: ð9:10Þ
Now we calculate at ðx 0 ; t 0 Þ, using the formulae from Remark 5.2, Since vðÁ; t 0 Þ takes its minimum on qW at x ¼ x 0 , we have 'vðx 0 ; t 0 Þ ¼ a 0 nðx 0 Þ for some a 0 e C from (9.10). Thus at ðx 0 ; t 0 Þ,
Now if a 0 e 0, we can throw that term away and obtain the desired bound. If a 0 > 0 we have two cases. If hb; ni f C 0 2a 0 f C 0 2C , again we have the desired bound already. Otherwise, we see that
In this last case, we continue by estimating w ij n i n j from below. To do this we use the transportation problem in the opposite direction.
Taking u Ã as in Lemma 5.7, and again taking h and h Ã constructed in Theorem A.1, we find that, for x A qW, we have hb; niðx; tÞ ¼ c k; l À x; Tðx; tÞ Á h l ðxÞh Ã k À Tðx; tÞ
where G Ã ðq; yÞ ¼ h À X ðq; yÞ Á . This implies that if we take ðx 0 ; t 0 Þ again as the point where the minimum to hb; niðx; tÞ occurs, hb Ã ; ni has its minimum over qW Ã Â ½0; t 1 at
If we write w Ã kl ðy; tÞ ¼ u Ã kl ðy; tÞ À c ; kl À T Ã ðy; tÞ; t Á , we find that, for ðx; y; tÞ ¼ À x; Tðx; tÞ; t Á , we have
Hence w Ã kl c k; i c l; j ¼ w ij ; ð9:11Þ w kl c k; i c l; j ¼ w Ãij ; ð9:12Þ and w Ã kl c k; m c l; n À T Ã ðy; tÞ; y Á n m n n À T Ã ðy; tÞ Á ¼ w ij À T Ã ðy; tÞ; y Á n i n j À T Ã ðy; tÞ Á :
Thus with a similar proof, we estimate w Ã kl c k; m c l; n n m n n from below, and hence w ij n i n j and by (9.3) the lower bound of hb; ni is established. r Proof. Assume again that t 1 < t max . Redefine the linearized operator as for some fixed constant a, where x is a unit vector. We di¤erentiate (3.2a) twice in x, in the x direction to obtain
Now fix ðx; tÞ and let fṽ v k g be a set of orthonormal eigenvectors for w ij ðx; tÞ with eigenvalues l k . We write ðṽ v k Þ i to denote the ith component ofṽ v k . Using (A3w) we obtain at ðx; tÞ w ij ðD p k p l A ij Þw kx w lx
Using this and (10.2) we calculate
Also,
where the expression for w ij À u kij À ðD p l A ij Þu kl Á À _ u u k is from di¤erentiating (3.2a). Thus we have
Di¤erentiating v, we have
Suppose that v takes its maximum at some point ðx 0 ; t 0 Þ in À W Â ð0; t 1 Þ Á W ðW Â ft 1 gÞ and some x. There we have ' 2
x v e 0, 'v ¼ 0, and _ v v f 0, hence by di¤erentiation of the equation (3.2a), writing u ij ¼ w ij þ A ij again, assuming w xx f 1 and using (10.3) we have
For the first two terms above, we change coordinates so w ij is diagonal at ðx 0 ; t 0 Þ with x ¼ e 1 and calculate
Hence we have
So choosing a large enough, we obtain at ðx 0 ; t 0 Þ, for any e > 0,
Now again, using the solution u Ã defined in Lemma 5.7, using (9.11), and applying the same calculations, we find that If the maximum for v occurs at x 0 A qW or t 0 ¼ 0, we can simply add the terms sup
x A W j' 2 uðx; 0Þj þ M to the right-hand side of the estimate, and we absorb the first term into C by allowing its dependence on u 0 . r
Boundary C 2 estimates
By tangentially di¤erentiating the boundary condition h Ã À Tðx; tÞ Á ¼ 0 on qW, we see that u bt ¼ 0 for any t tangential to qW.
Theorem 11.1. For each t A ½0; t max Þ, we have u bb ðx; tÞ e Cð1 þM MÞ nÀ2 nÀ1 whereM M ¼ sup x A W j' 2 uðx; tÞj, for some C that depends on W, W Ã , B, c, and u 0 , but is independent of t.
Proof. We take the linearized operator L defined by (9.4) , as in the proof to Theorem 9.2, and vðx; tÞ ¼ G À x; 'uðx; tÞ Á with Gðx; pÞ constructed in Corollary A.2. By the same calculation as in (9.5), with Gðx; pÞ in place of F ðx; pÞ, we see that
Now since w ij is always positive definite, and detðw ij Þ ¼ Be _ u u has an upper bound by Theorem 8.1, we can see that
where 0 < l 1 e Á Á Á e l n are the eigenvalues of w ij . Since 1 tr w ij e C as in the proof of Theorem 9.2, we have
As in the proof of Theorem 9.2, define Y by (9.9), only with C 1 ¼ Cð1 þM MÞ nÀ2 nÀ1 , and note that vðÁ; tÞ ¼ 0 for all x A qW. So every such point is a minimum of v. Then using the same comparison argument, only in the direction of b (which is permissible by the obliqueness condition), we obtain
giving the desired estimate. r Theorem 11.2. For any x A qW and for each t A ½0; t max Þ, we have sup x A qW j' 2 uðx; tÞj e C for some C that depends on W, W Ã , B, c, and u 0 , but is independent of t.
Proof. Assume that t 1 < t max and sup qWÂ½0; t 1 sup jxj¼1; hx; ni¼0 w xx ðx; tÞ occurs at x ¼ e 1 and some ðx 0 ; t 0 Þ, and w 11 ðx 0 ; t 0 Þ f 1. We write e 1 ¼ t þ bb, where b ¼ hn; e 1 i hb; ni and t ¼ e 1 À bb. Note that ht; ni ¼ 0. Then we obtain, at any x A qW and any t,
using Theorem 11.1, Theorem 9.2, and the fact that u bt ¼ 0,
e ð1 À 2bhb; e 1 i þ Chn; e 1 i 2 Þw 11 ðx 0 ; t 0 Þ þ 2bA tb þ Chn; e 1 i 2 ð1 þM MÞ nÀ2 nÀ1 :
With G constructed in Corollary A.2 and h constructed in Theorem A.1, we can extend b and n to all of W using the formulas nðxÞ ¼ 'hðxÞ and bðx; tÞ ¼ G p k À x; 'uðx; tÞ Á , which also extends b and t to all of W. Since hnðx 0 Þ; e 1 i 2 ¼ 0, we have 'hnðxÞ; e 1 i 2 j x¼x 0 ¼ 0 and thus by Taylor expanding the last term on the right-hand side above about x 0 , we have that
for all x near x 0 .
We now follow a barrier construction as in the proof to Theorem 9.2.
Again, let W e ðx 0 Þ ¼ W X B e ðx 0 Þ with e chosen small enough so that h e 0 on W e ðx 0 Þ. This time we consider the function vðx; tÞ ¼ w 11 ðx; tÞ w 11 ðx 0 ; t 0 Þ À 1 þ 2bhb; e 1 i À 2bA tb w 11 ðx 0 ; t 0 Þ þ kG À x; 'uðx; tÞ Á and Yðx; tÞ ¼ C 1 h À C 2 jx À x 0 j 2 þ vðx; tÞ À ha; ' y cðx; y 0 Þ À p 0 i;
where p 0 and a are determined the same way as in Theorem 9.2.
First, note that from the positivity of w ij , and writingŵ w as the matrix square root of w ij , we have
Additionally, if we let M w ,M M w be M andM M with w in place of u, we find from Theorem 10.1 that, for x A W and t e t 1 ,
Combining this with (10.3), we have that
Noting that 2bhb; e 1 i À 2bA tb w 11 ðx 0 ; t 0 Þ is just a function of the form F ðx; 'uÞ, (9.5) applies to give us
Thus by fixing a k large enough, and also using the calculation from (9.6), we find that
Now since h and G are nonpositive, and by the choice of the linear term, along with (11.2), we find that on q À W e ðx 0 Þ Á Y e Cð1 þM MÞ nÀ2 nÀ1 jx À x 0 j 2 :
Finally, if we choose C 1 large enough, we will find that LY f 0 while Y e 0 on q À W e ðx 0 Þ Á Â ð0; t max and W e ðx 0 Þ Â f0g. Thus by applying the comparison principle and di¤erentiating in the direction of Àb we obtain h'Y; Àbi e 0 or Now by di¤erentiating the condition G À x; 'uðx; tÞ Á ¼ 0 twice and using the strict positivity of G p k p l along with (11.3), at ðx 0 ; t 0 Þ we get
we see that
Thus M e C þ M w e C as desired. r
Long time convergence of solutions to the flow equation
By the uniform C 2 estimates on u, we find that our equation is uniformly parabolic, and the theory of [3] , Chapter 14, gives us C 2þa estimates on u, and hence a standard argument using the Arzelà -Ascoli theorem gives the existence of a smooth solution u for all times t > 0. Now fix some positive t 0 and write vðx; tÞ ¼ uðx; tÞ À uðx; t þ t 0 Þ; F ðx; p; rÞ ¼ log det À r ij À A ij ðx; pÞ Á ÀB Bðx; pÞ:
Since _ v v ¼ F À x; 'uðx; tÞ; ' 2 uðx; tÞ Á À F À x; 'uðx; tÞ; ' 2 uðx; t þ t 0 Þ Á þ F À x; 'uðx; tÞ; ' 2 uðx; t þ t 0 Þ Á À F À x; 'uðx; t þ t 0 Þ; ' 2 uðx; t þ t 0 Þ Á ;
we can use the mean value theorem to see that _ v v ¼ a ij v ij þ b i v i for some functions a ij and b i . We calculate that
x; s'uðx; tÞ þ ð1 À sÞ'uðx; t þ t 0 Þ; s' 2 uðx; tÞ ð12:1Þ þ ð1 À sÞ' 2 uðx; t þ t 0 Þ ÁÃ ds ¼ Ð 1 0 Â s' 2 uðx; tÞ þ ð1 À sÞ' 2 uðx; t þ t 0 Þ À A À x; s'uðx; tÞ þ ð1 À sÞ'uðx; t þ t 0 Þ ÁÃ ij ds:
Now, the equation that w ij satisfies combined with bounds on _ u u and B gives us a lower bound on tr w ij . Combined with the uniform upper bound on w ij , we obtain a strictly positive lower bound on the smallest eigenvalue of w ij , uniform in t and x. Since u A C 2þa ðW Â RÞ, we have that kuðÁ; tÞ À uðÁ; t þ t 0 Þk C 2 ðWÞ e Ct a 0 ;
and thus by taking t 0 su‰ciently small we can ensure that the convex combination ð1 À sÞuðÁ; t þ t 0 Þ þ suðÁ; tÞ is close to uðÁ; tÞ in C 2 ðWÞ norm. By the uniform positive lower bound on the eigenvalues of w ij , this ensures that the integrand in (12.1) remains positive definite, hence the equation for v is parabolic.
Additionally, we see that for x A qW, v satisfies
x; s'uðx; tÞ þ ð1 À sÞ'uðx; t þ t 0 Þ Á ds v k ¼: a k v k :
By Theorem 9.2, we have that G p k À x; 'uðx; tÞ Á n k f C > 0 for some C uniform in t and x.
Thus as above, by choosing t 0 su‰ciently small, we can ensure that a k n k f C 2 > 0 and we see that v satisfies a linear, uniformly oblique boundary condition. Now following [6] , Section 6.2, we obtain a translating solution of the same regularity as u, i.e. a function u y ðx; tÞ ¼ u y ðx; 0Þ þ C y Á t for some constant C y that satisfies the equation (3.2a), such that ku À u y k C k ! 0 as t ! y for any 1 e k e 4. Thus we find e C y f ðxÞ ¼ lim We integrate both sides over W, the C 2 estimates on u along with bounds on the derivatives of c, f and g allow an interchange of the integral and the limit. Using the change of variables formula with the mass balance condition (2.1), we obtain that C y ¼ 0. Hence, u y ðx; tÞ ¼ u y ðx; 0Þ is independent of t, and by the convergence of u to u y in the appropriate C k norms, we see that it satisfies the desired elliptic equation (3.4a), while Corollary 5.5 gives the desired mapping condition (3.4b ).
This completes the proof of the main Theorem 3.1.
A. Construction of h* and h
Here we will show the construction of h Ã and h necessary to carry out the barrier arguments in the body of the paper. These constructions appear to be common knowledge in the field, but have not been explicitly written down to the knowledge of the author (cf. [8] , Section 2). Define the sets G e ¼ fx A W j distðx; qWÞ < eg and G Ã e Ã ¼ fy A W Ã j distðy; qW Ã Þ < e Ã g:
Theorem A.1. Assume that W and W Ã are uniformly c-and c Ã -convex with respect to each other. Then there exist C 2 functions h on W, and h Ã on W Ã , and constants e; e Ã ; d 0 ; d Ã 0 > 0 satisfying the following properties:
(1) 'h ¼ n on qW.
(2) h < 0 on G e .
(3) ½D ij hðxÞ À c l; k c ij; l ðx; yÞD k hðxÞx i x j f d 0 jxj 2 , Ex A G e , y A W Ã , and x A R n .
(6) ½D ij h Ã ðyÞ À c k; l c l; ij ðx; yÞD k h Ã ðyÞx i x j f d Ã 0 jxj 2 , Ey A G Ã e Ã , x A W, and x A R n .
Proof. We will construct h. The construction for h Ã is similar, but with the variables reversed.
Fix a y A W Ã . Let hðxÞ ¼ Cd 2 ðxÞ À dðxÞ, where dðxÞ ¼ distðx; qWÞ, and C > 0 is a constant to be picked. We calculate that
Clearly, 'hðxÞ ¼ À'dðxÞ ¼ nðxÞ for x A qW. Now, fix a point x A qW and take any x A R n . We decompose x ¼ tðxÞ þ anðxÞ for some a A R and tðxÞ tangential to qW at x. Then, ½D ij hðxÞ À c l; k c ij; l ðx; yÞD k hðxÞx i x j ¼ ½Àd ij ðxÞ þ c l; k c ij; l ðx; yÞd k ðxÞx i x j þ ½2Cd i d j x i x j ¼ I þ II:
Considering the matrix d i d j , we see that it has as a basis of eigenvectors: À'd ¼ n with corresponding eigenvalue j'dj 2 ¼ 1, and n À 1 orthogonal vectors, with corresponding eigenvalues of 0. Thus,
