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Functional imaging methods give us some information about computations in the brain based on the averaged activity of millions of neurons. Knowing when and where such activity happens, however, is far from knowing what is computed and how. It is like listening to a busy conference poster session from a distance: you may know that some regions are busier than others, but you do not learn much from the cacophony unless you move closer and listen to individual presenters. Electrodes surgically implanted in the brains of human patients for the treatment of epilepsy make it possible to record single neurons and small groups of neurons, which lead to the discovery of a highly explicit, narrowly tuned neural representation of concepts in the medial temporal lobe (MTL, including the amygdala, enthorinal cortex, parahippocampal cortex and hippocampus) [1] .
In a recent example of such experiments, Cerf et al. [2] focused on the voluntary, 'top-down' control of these MTL neurons using an innovative closed-loop, on-line experimental design, rarely used even in animal experiments ( Figure 1 ). They first selected four neural units for recording and determined their preferred stimuli (for example, images of familiar faces). The preferred images of two of the four recorded neurons were then used to make a superimposed hybrid stimulus. The patient was able to change the mixing proportions of the two images during the experimental trial by their own neural activity. The patient's task was to make a target image dominate the stimulus, fading out the other image. Interestingly, even when patients were not told how to do this, they often succeeded right from the beginning of the experiment, probably by paying attention to the target. At each time step during the trial, the mixing ratio was changed in the direction of the image for which the previously measured neural activity pattern was closer to the activity pattern measured at that moment.
The results of Cerf et al. [2] raise a number of questions. For example: do we control our brain? The question of the voluntary control of our brain activity in general is only superficially interesting, as it assumes a false, dualistic separation of 'we' and 'our brain activity'. The more interesting question is over which neurons in which areas can top-down, cognitive intervention exert control. Such control is obvious in primary motor cortex, which drives our voluntary movements. Also, there is no reason why such voluntary influence should be limited to primary motor cortex, and it is conceivable that we have some kinds of 'virtual arms' or switching circuits that can be operated inside our brains at will. After all, humans can take instructions from experimenters and set up their brains within seconds to perform a wide variety of tasks voluntarily. In the case of the MTL, the question of 'top-down' influence is interesting as these areas are at the top of the sensory processing hierarchy. One possibility is that these top-down effects come from areas in the executive system, such as prefrontal cortex, but here the question of which area is 'top' and which is 'down' is no longer so clear.
Is this evidence for strong voluntary control? It has long been known that neural activity is not only determined by external stimuli but also modulated by 'top-down' influences such as context, attention and the other forms of internal state of the brain [3, 4] . Neural connections from higher to lower areas are also prominent anatomically. Therefore, it is interesting, though not surprising, that such top-down effects can also be observed in human MTL. Not all top-down effects are necessarily voluntary though, and Cerf et al. [2] do not prove that the observed effects are truly voluntary (for example, repetition priming has not been ruled out). Also, the magnitude of the top-down effect is impossible to determine from these experiments, as the positive feedback may magnify small initial biases through changes in the stimuli. The competition seen in these experiments could be due to the experimental loop, and it is not a proof of competition in sensory processing itself (Figure 2 ). This positive feedback gives us an easily visible outcome for each trial, but an alternative, negative feedback loop design may give us a measure of the strength of the top-down effect.
Is the closed-loop design useful for describing neural selectivity? The traditional method of presenting a fixed set of stimuli selected based on the expectations, intuitions and biases of the experimenter (usually varying in some simple set of parameters) and measuring the neural tuning across this set is highly restrictive. For high-level areas, however, the parameters themselves are highly complex and hard or impossible to guess. Various forms of unstructured or structured noise or natural stimuli may be used for correlation [5, 6] or system identification [7] , but these methods are unsuitable for the complex nonlinearities introduced by many layers of sensory processing. Closed-loop methods may be useful in these cases, as they allow the selection of the testing stimuli to depend on previous responses. Imagine the difference between a normal game of 'twenty questions', where a word is guessed based on the yes or no answers to a series of questions, and one where the questions must be fixed in advance. Surely the closed-loop version of this game is orders of magnitude quicker than the fixed questions version, as the previous answers eliminate large parts of the space of possibilities. Figure 1 . The closed-loop experimental design used by Cerf et al. [2] , in which the stimulus image is continuously updated based on the current neural activity.
Similarly, if the stimuli can be chosen or generated during testing, the space of stimuli can be constrained much more efficiently, even when our assumptions about the relevant stimulus parameters are weaker. Closed-loop stimulus selection has been used in testing neurons in high-level visual cortical area STSa of monkeys, where it allowed the testing of a large stimulus set [8] . Stimulus optimisation goes a step further by generating the stimuli on-line to either maximise the neural response [9, 10] or to maximally reduce the uncertainty about the response properties [11] [12] [13] . Closed-loop stimulus (pixel) optimisation has been used to test complex cells in primary visual cortex [9] and this method has been adapted to optimising auditory stimuli [14] . Including a model of the neural pathway leading to the neuron under investigation can also make the search more effective [15] .
Is the closed-loop design useful for mind-reading (brain-state reading)?
Once we have a description of neural selectivity in the form of a conditional probability distribution of the responses given the stimulus or stimulus parameters, we can use Bayesian methods to decode or interpret any neural activity pattern in the form of a conditional distribution across the possible stimuli given the neural activity [16, 17] . A visual reconstruction [18, 19] may not be possible for abstract representations. The closed-loop design does not seem useful for such decoding, as it makes it harder to distinguish the effect of the stimulus and the brain state. An exciting potential application for closed-loop design lies in using it as a 'semantic typewriter', a thought-driven concept browser. Instead of choosing between two stimuli, it might be possible to decode neural activities corresponding to categories, and displaying exemplars or words, gradually zooming in on the precise meaning.
The combination of recording human single high-level neurons and the closed-loop design, illustrated by the new work of Cerf et al. [2] , is a promising research direction, especially for exploring the uniquely human semantic, symbolic and linguistic representations of our brain. 
