We introduce intersection schemes (a generalization of uniform oriented matroids of rank 3) to describe the combinatorial properties of arrangements of pseudocircles in the plane and on closed orientable surfaces. Similar to the FolkmanLawrence topological representation theorem for oriented matroids we show that there is a one-to-one correspondence between intersection schemes and equivalence classes of arrangements of pseudocircles. Furthermore, we consider arrangements where the pseudocircles separate the surface into two components. For these strict arrangements there is a one-to-one correspondence to a quite natural subclass of consistent intersection schemes.
Introduction
The Folkman-Lawrence topological representation theorem for oriented matroids states that each oriented matroid may be represented by an oriented pseudosphere arrangement. Bokowski (cf. [4] where further references are given) gave an axiomatization of oriented matroids based on so-called hyperline sequences. This alternative axiomatization is especially natural in the case of rank 3 and led to a new direct proof of the Folkman-Lawrence topological representation theorem in this special case [5] and for arbitrary rank [6] .
In this paper, we give a generalization of rank 3 uniform oriented matroids (with respect to Bokowski's axiomatization) called intersection schemes that describe simple arrangements of oriented (pseudo)circles just as uniform oriented matroids of rank 3 describe simple arrangements of (pseudo)lines. Since intersection schemes may also describe arrangements of pseudocircles on the torus and in general on closed orientable surfaces, we aim to show that each intersection scheme may be represented by an arrangement of oriented pseudocircles on some closed orientable surface. Since pseudocircles on surfaces such as the torus need not separate the surface into two parts, we also consider the question, in which cases an intersection scheme has a topological representation as an arrangement of separating pseudocircles. Here one can find a quite natural subclass of consistent intersection schemes for which a one-to-one correspondence to the mentioned strict arrangements holds.
Preliminaries
By a pseudocircle we mean an oriented closed Jordan curve in the plane or on some closed orientable surface. For the latter we assume it has a fixed orientation, no matter which one, while the plane is assumed to be oriented in the usual way.
A pseudocircle γ is called separating, if its complement consists of two connected components. With regard to one of these γ is oriented counterclockwise. This component is called the interior of γ. In the plane we assume all pseudocircles to be oriented counterclockwise, so that the interior is the bounded component. Definition 2.1. An arrangement of pseudocircles is a finite set Γ = {γ 1 , . . . , γ n } of oriented closed Jordan curves in the plane or on a closed orientable surface such that (i) no three curves meet each other at the same point,
(ii) if two pseudocircles have a point in common, they cross each other in that point.
An arrangement of separating pseudocircles is called strict.
Given an arrangement Γ of two or more pseudocircles, we may consider the intersection points of the pseudocircles as vertices and the curves between the intersections as edges. Thus we obtain in a natural way an embedding of a (multi)graph which we call the arrangement graph of Γ. Arrangement graphs can be characterized using the following coloring algorithm for embeddings of 4-regular graphs due to C. Iwamoto and G.T. Toussaint [13] . For the sake of simplicity in what follows we confine ourselves mostly to 2-admissible arrangements, which means that each two pseudocircles shall cut each other in at most two points. However, all results extend to general arrangements of pseudocircles straightforwardly (cf. the remarks after Definition 2.5 below).
We may describe an arrangement of (labelled) pseudocircles {γ 1 , γ 2 , . . . , γ n } as follows. Consider a counterclockwise walk on each pseudocircle beginning in an arbitrary vertex. Whenever we meet a vertex we note the index k of the curve γ k we cross provided with a sign that indicates whether γ k comes from the left (+) or from the right (−).
1 Thus we obtain for each pseudocircle a cyclic list. For the arrangement in Figure 1 these lists look like this:
. Each vertex is represented by exactly two entries in this scheme, which always have different sign. The arising tuple of cyclically ordered lists is called the intersection scheme of the arrangement. In the case of non-strict arrangements and arrangements where two pseudocircles cut each other in more than two points it may be necessary to provide entries with an additional index in order to identify entries corresponding to the same vertex.
We introduce the notion of crossings. By a crossing we mean a pair (γ j , v), where γ j is a pseudocircle in the arrangement and v is a vertex lying on γ j . If γ k is the other pseudocircle containing v, the crossing (γ j , v) will be denoted by (j, +k) or (j, −k), respectively, where the sign has the meaning explained above. Evidently, the crossing (j, ±k) is represented by the entry ±k in the j-th list. The corresponding vertex will be denoted by v(j, ±k), so that v(j, ±k) = v(k, ∓j). The edges in the arrangement graph correspond to the pairs of neighbored crossings in any list of the scheme (note that due to the cyclical nature of the lists the last and the first crossing in the same list are neighbors as well). Hence, we may define a walk in an intersection scheme as follows. scheme is pure if in each list the entries of the form ±k ( ) with fixed k (read cyclically) have alternating sign. In what follows we will consider mostly "ordinary" intersection schemes. However, all results can easily be extended to the case of generalized intersection schemes.
We call an intersection scheme A (strictly) representable if there is a (strict) arrangement Γ of pseudocircles with intersection scheme A. Γ then is called a (strict) topological representation of A. The reader can easily verify that intersection schemes of arrangements of pseudocircles satisfy all conditions of Definition 2.4. Moreover, strict arrangements always have pure intersection schemes.
Arrangements of pseudocircles naturally arise in many problems of combinatorial and computational geometry. On the one hand, many well-known results concerning arrangements of lines can be generalized to arrangements of pseudocircles (see e.g. [7] , [8] , [19] , [18] ). On the other hand, there are many applications to other geometrical problems such as motion planning (see e.g. [1] , [12] , [14] ) or Venn diagrams ( [11] ). For other applications see e.g. [1] , [7] and [8] . Our approach here is closely related to oriented matroids and their connection with arrangements of pseudolines and special classes of arrangements of pseudocircles (cf. [4] , p.569 or [2] , pp.247ff). Actually, intersection schemes can be considered as a generalization of uniform oriented matroids of rank 3, which becomes clear from Bokowski's axiomatization of oriented matroids in terms of hyperline sequences (cf. [4] , p.576). The latter correspond to the lists of our intersection schemes. More exactly, uniform oriented matroids of rank 3 satisfy the two (additional) conditions: (ii) ±k occurs in position j (1 ≤ j ≤ n − 1) of a list in A if and only if ∓k occurs in position j + n − 1.
In the following section we present a fundamental algorithm that shows that intersection schemes describe all combinatorial properties of arrangements of pseudocircles. This algorithm will allow us to characterize ordinary and strict representability of intersection schemes in Sections 3 and 4.
The Face Algorithm
Identifying each face of the arrangement graph with its counterclockwise boundary walk, we can give for each intersection scheme of an arrangement a set of closed walks (cf. Definition 2.3) corresponding to the faces of the arrangement. We will see that the faces of an arrangement are determined by its intersection scheme. Given an oriented edge e in the intersection scheme A there is a unique face f with e on its boundary walk. In order to determine the faces of the arrangement it suffices to find for each directed edge e the next edge e on the boundary of f . Since two edges neighbored on the boundary of a face cannot be part of the same pseudocircle, the corresponding edges in the intersection scheme are placed in different rows. If the edge e terminates in the crossing (k, ±j) the initial crossing of the next edge e is (j, ∓k). Thus, what remains to do is to determine the direction of e in row j. Actually, we have to consider the four cases illustrated in the electronic journal of combinatorics 11 (2004) In case (a) we follow the orientation of γ k until we arrive at the crossing (k, −j). Therefore, in the intersection scheme the edge e is directed to the right, i.e. if e starts in v and terminates in v , the corresponding entries are ordered v v . The next edge e has initial crossing (j, +k) and according to the figure is also directed to the right. Working out all four cases the results can be summarized as in the following table.
first edge second edge crossings
We see that combining the information about the direction of the first edge with the corresponding crossing yields a rule for the direction of the second edge. If the entry in list k has negative sign (or the entry in list j positive sign), the directions of the two edges are the same, otherwise not. Thus, we can give an algorithm that finds all faces of a given arrangement from its intersection scheme. A similar algorithm for rotation systems of a graph can be found in Gross, Tucker [10] , p.114f.
Face algorithm
1. Choose an arbitrary (directed) edge in the scheme. Let k be the list containing this edge and v(k, ±j) the terminal vertex.
The initial vertex of the next edge is v(j, ∓k).
3. Determine the direction of the next edge by the sign of the entry ∓k in list j and the direction of the preceding edge according to the table above. 4. Go to step 2 until a (directed) edge occurs which has already been visited before. If this happens, the obtained closed walk corresponds to a face of the arrangement.
5. Repeat the algorithm with a (directed) edge that does not occur in any of the closed walks found so far.
Note that in the resulting closed walks it may happen that a vertex is visited more than once or that an (undirected) edge occurs twice.
We may now apply this algorithm to an arbitrary (abstract) intersection scheme. Proof. Let us assume that the algorithm arrives at a previously visited edge e with initial crossing (i, ±k) that is not the edge it started with. Let e 1 , e 2 be the two edges preceding e in the course of the face algorithm. Then e 1 and e 2 must have the same terminal crossing (k, ∓i), i.e. e 1 and e 2 are in list k oppositely directed towards the same crossing. According to the algorithm the next edge is determined by the direction of the current edge and the sign of its terminal crossing, so that e 1 and e 2 cannot both be followed by e, which contradicts our initial assumption.
By Proposition 3.1 we immediately get

Theorem 3.2. Applying the face algorithm to an arbitrary intersection scheme results in a set of closed walks, such that each directed edge of the scheme occurs in exactly one of these walks.
We have seen that the arrangement graph as well as the face set of the arrangement can be derived from the (up to permutation of the labels) unique intersection scheme. Thus intersection schemes provide us with a good definition of combinatorial isomorphy for arrangements of pseudocircles. Definition 3.3. Two arrangements Γ, Γ are isomorphic if there is a labelling of the pseudocircles in Γ and Γ , respectively, such that Γ and Γ have the same intersection scheme.
Topological Representations of Intersection Schemes
Surfaces from Intersection Schemes
Given an intersection scheme A, we can derive a (connected) graph (V (A), E(A)) and (applying the face algorithm) a set F (A) of closed walks in (V (A), E(A)). The resulting structure K(A) = (V (A), E(A), F (A)
) is a (combinatorial) cell complex (cf. [16] or the original [17] ). The aim of this and the following section is to show that each cell complex obtained from an intersection scheme corresponds to an arrangement of pseudocircles on some closed orientable surface. To this end we are going to use the following definition (cf. [3] , p.58 and [9] , p.56): (iii) Each edge in E occurs exactly twice on the boundary of faces in F .
(iv) All faces in F can be oriented such that neighbored faces induce opposite directions on their common edge.
Theorem 4.2. Cell complexes K(A) derived from intersection schemes A are always closed orientable surfaces.
Proof. First note that (i) holds due to the assumption that A is connected (condition (iv) of Definition 2.4), while (iii) and (iv) are satisfied by the definition of the face algorithm. To see that condition (ii) is fulfilled as well, let v be an arbitrary vertex and e 1 , e 2 , e 3 , e 4 the four edges incident with v, so that e 1 , e 3 belong to the same list and e 2 , e 4 are placed in some other list. Starting the face algorithm with the edge e 1 (directed towards v), the next edge is either e 2 or e 4 . On the other hand, if we apply the algorithm to the edge e 3 (directed towards v), the next edge is e 4 or e 2 (depending on the outcome for e 1 above). Considering all possible cases, one easily sees that the situation is as shown in Figure 3 (possibly after renaming the edges e 2 and e 4 or reversing the order of the edges, respectively). Thus, for each vertex v there are four faces incident with v (counted according to the number of incidences) which can be ordered such that (ii) is satisfied. orientable surface S so that we can interpret K(A) as cellular embedding of the graph (V (A), E(A)) in S (i.e. an embedding with all faces homeomorphic to an open disc).
Representations on Closed Surfaces and in the Plane
The following theorem establishes a one-to-one correspondence between intersection schemes and equivalence classes (with respect to isomorphy) of arrangements of pseudocircles on closed orientable surfaces. 
Proof. If
Now, suppose that A is an intersection scheme for which the condition holds. Obviously, if an arrangement Γ can be embedded in a surface of genus g, this also holds for surfaces with genus > g. Thus, we may assume without loss of generality that χ(K(A)) = 2 − 2g so that K(A) corresponds to an embedding of a graph in a surface S g of genus g. Using the coloring algorithm of Section 2 we show that this graph is the arrangement graph of an arrangement of pseudocircles. From the observations made in the proof of Theorem 4.2 (cf. also Figure 3 ) it follows that if a vertex v is incident with the edges e 1 , e 2 , e 3 , e 4 (in clockwise order), then the edges e 1 , e 3 are in the same list of A, while e 2 , e 4 are placed in some other list. Hence the edge coloring algorithm colors two edges e, e with the same color if and only if e and e are placed in the same list of A. Since all edges of an arbitrary list of A form a cycle graph, we may conclude by Proposition 2.2 that the embedding of K(A) in S g is the arrangement graph of an arrangement Γ. Finally, note that each pair of pseudocircles in Γ cannot have more than two intersection points with each other, since in each list i there are at most two entries ±j.
For representability in the plane we need an additional condition.
Definition 4.4.
A crossing ε is said to be within i if there is a walk between the crossing ε and another crossing ε such that:
(i) The entry corresponding to ε is placed strictly between entries +i and −i (in that order).
(ii) The walk does not contain entries +i or −i.
In the case of generalized intersection schemes we obviously demand in (i) that the entry corresponding to ε is placed between entries +i ( 1 ) and −i ( 2 ) such that no entry between +i ( 1 ) and −i ( 2 ) is of the form −i ( ) . In intersection schemes of strict arrangements a crossing is within i if and only if the corresponding vertex is in the interior of γ i . (ii) There is a crossing in A which is not within any i.
Proof. The crossing in condition (ii) corresponds to a vertex that is not contained in the interior of any pseudocircle. Clearly such a vertex appears in any arrangement in the plane.
On the other hand, let A be an intersection scheme with (i) and (ii) satisfied. By Theorem 4.3, A is representable on the sphere. Since (ii) guarantees the existence of a vertex that is not inside any pseudocircle, there must be a face f with the same property as well. We use stereographic projection from an arbitrary point in the interior of f to map the arrangement from the sphere into the plane. Note that in this way the interior of each pseudocircle is mapped onto a bounded region in the plane so that all pseudocircles in the plane are oriented counterclockwise.
Consistency and Strict Representations
On surfaces of genus > 0 the question of strict representability of intersection schemes arises. Two non-separating pseudocircles γ i , γ j may have only a single intersection point or they may cross each other so that both intersection points correspond to entries of the form +j (or −j) in list i. In these cases the intersection scheme of the arrangement is not pure. However, pureness is not a sufficient condition for strict representability. Definition 5.1. A pure intersection scheme is said to be inconsistent if there is a j ∈ {1, 2, . . . , n} and a walk between two entries ε, ε such that:
(i) ε lies strictly between +j and −j (in that order).
(ii) ε lies strictly between −j and +j (in that order).
(iii) The walk does not contain any entries ±j.
If A is pure but not inconsistent, A is said to be consistent. In the case of generalized intersection schemes (i) and (ii) have to be adapted like condition (i) in Definition 4.4.
Thus representable inconsistent intersection schemes do not allow a distinction between interior and exterior for the pseudocircle j. Hence inconsistent intersection schemes are never strictly representable. The following theorem shows that the converse holds as well.
Theorem 5.2. Every consistent intersection scheme is strictly representable.
For the proof of Theorem 5.2 we need the following lemma. Proof. Let us first consider the case g = 1 where S g is homeomorphic to a torus. The induced embedding of C 1 in S g has a single face homemorphic to an (open) cylinder. Since the embedding of G in S g is supposed to be cellular there must be a simple path P in G connecting the "left side" of C 1 with its "right side". Thus the edges and vertices in P together with a suitable (possibly empty) subgraph of C 1 form a cycle C 2 in G with the desired properties. If g > 1 then S g is homeomorphic to a connected sum of g tori and an analogous argument applies.
Proof of Theorem 5.2. Suppose A is a consistent (and hence pure) intersection scheme that is not strictly representable. Let Γ be an arrangement with intersection scheme A cellularly embedded in some surface S g (g > 0) (obtained via the face algorithm). Let γ i be a non-separating pseudocircle ∈ Γ. By Lemma 5.3 there must be another nonseparating cycle C in the arrangement graph such that the situation is as shown in one of the pictures of Figure 4. 2 Obviously, the part of the cycle C that does not lie on γ i In the first case, by pureness the crossing in list k corresponding to the vertex v is placed between +i and −i, while v is placed between −i and +i. (Note that this is true independent of the orientation of γ k in Figure 5 .) Since these two crossings can be connected by a walk without any entries ±i (cf. Figure 5) , A is inconsistent, contrary to our assumption.
The situation in the second case is similar. Again using pureness, the crossing in list j corresponding to v is placed between +i and −i, while the crossing in list k corresponding to v is placed between −i and +i (again independent of the orientations of γ j and γ k in Figure 5 ). As in the previous case, we find a walk connecting these two crossings that does not contain any entries ±i. (In the possible case where v = v the walk degenerates to a single vertex.) Hence A is inconsistent, which contradicts our assumption. Theorem 5.2 immediately yields a one-to-one correspondence between consistent intersection schemes and strict arrangements of pseudocircles. 
Final Remarks
Obviously the results of this paper can be used for computer aided enumeration of arrangements of pseudocircles. The face algorithm can easily be implemented and consistency may be checked computationally as well. For complete arrangements (i.e. arrangements where each two pseudocircles intersect in exactly two points) of three and four pseudocircles on the sphere this has been done in [15] .
Bokowski et al. [6] used hyperline sequences to simplify the proof of the FolkmanLawrence topological representation theorem for arbitrary rank. Compared to the proof of the rank 3 case in [5] more sophisticated topological tools such as the generalized Schönflies theorem are needed. Thus, taking into account a bit more topology it might be interesting to try to generalize our results to higher dimensions. However, a priori it is not even clear how the face algorithm should be adapted to that case.
