Lyashko-Looijenga morphisms and primitive factorizations of the Coxeter
  element by Douvropoulos, Theo
Lyashko-Looijenga morphisms and primitive factorizations of the
Coxeter element
Theo Douvropoulos∗
Abstract
In the seminal work [Bes15], Bessis gave a geometric interpretation of the noncrossing lattice
NC(W ) associated to a well-generated complex reflection group W . Chief component of this was
the trivialization theorem, a fundamental correspondence between families of chains of NC(W ) and
the fibers of a finite quasi-homogeneous morphism, the LL map.
We consider a variant of the LL map, prescribed by the trivialization theorem, and apply it to
the study of finer enumerative and structural properties of NC(W ). In particular, we extend work
of Bessis and Ripoll and enumerate the so-called “primitive factorizations” of the Coxeter element
c. That is, length additive factorizations of the form c = w · t1 · · · tk, where w belongs to a given
conjugacy class and the ti’s are reflections.
1 Introduction
At the end of the 19th century, Hurwitz is one of the early disciples of Riemann surface theory. In
[Hur91], he translates the problem of “counting the number of n-sheeted Riemann surfaces with given
branched points” into a question of enumerating a class of factorizations in the symmetric group Sn.
He describes an answer to the latter, a special case of which states:
Theorem 1. [Hur91, § 7] In the symmetric group Sn, there are nn−2 smallest length factorizations
t1 · · · tn−1 = (12 · · ·n) of the long cycle in transpositions ti.
In some sense, this work by Hurwitz was a starting point and a forerunner for a plethora of results
on the factorization enumeration of elements in the symmetric or more general groups. Different
versions of this question are amenable to a variety of combinatorial techniques, ranging from bijective
enumeration [D5´9; GN05; SV08], to character evaluation and the lemma of Frobenius [Sta81; Jac88;
CS14; LRS14], to the Lagrange inversion formula for generating functions [GJ92; KM10].
A common theme in combinatorics is an almost unconditional love for the symmetric group. It often
happens that theorems regarding permutations are shadows of truths that hold for all other reflection
groups as well; people might agree that this makes them exceptionally interesting. In particular,
Hurwitz’s Thm. 1 has a meaningful analog:
Theorem 2. For a well-generated complex reflection group W , let RedW (c) denote the set of smallest
length factorizations t1 · · · tn = c of the Coxeter element c in reflections ti. Then, if the order of c
equals h, we have
|RedW (c)| = h
nn!
|W | . (1)
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This remarkable formula has a fascinating history. The calculation was first made for Weyl groups by
Deligne (crediting Tits and Zagier) [Del] to prove a conjecture in singularity theory by Looijenga [Loo74,
Conj. (3.5)]. Deligne described a uniform recursion on the set of factorizations (later rediscovered by
Reading [Rea08]) which he then solved case-by-case; it was not observed that the answers might be
expressed in a uniform way.
In fact, the first occurrence in the Combinatorics literature1 of the formula (1) appears in [Cha04,
Prop. 9], where it is interpreted as the number of maximal chains in the noncrossing lattice NC(W ).
Its derivation there relies on a uniform formula for the zeta polynomial of NC(W ), proven again
case-by-case.
For arbitrary well-generated groups W it is proven by Bessis [Bes15, Prop. 7.6], with combinatorial
arguments for the infinite family and computer calculations for the exceptional cases. The lemma
of Frobenius allows for beautiful generalizations of the enumeration to arbitrary length factorizations
[CS14; dHR18], but still fails to explain the uniform formula.
It has only been recently, and only for Weyl groups W , that a case-free derivation of the formula
was finally produced [Mic16]; one for that matter that relies on deep techniques from the representation
theory of Deligne-Lustig varieties.
A geometric interpretation for RedW (c)
For our work, a different geometric exegesis of the set of reduced reflection factorizations RedW (c) is
most significant. They are related to the quasi-homogeneous Lyashko-Looijenga (LL) morphism, a
map originating in singularity theory, but which Bessis further defined for all well-generated groups
W .
The LL map essentially describes the discriminant hypersurface H of W as a branched covering
along the direction of the highest degree invariant fn (see Defn. 11). Bessis’ trivialization theorem
explains the relation with block factorizations; we postpone the complete statement until § 4.2 and
provide a lighter version for now:
Trivialization Theorem. The elements in a generic fiber of the LL map are in a natural 1-1 corre-
spondence with the set RedW (c) of reduced reflection factorizations of the Coxeter element c.
Here, it is important to warn the reader that the trivialization theorem relies on Thm. 2 (see
Prop. 18) and cannot currently reproduce it. Bessis constructs a labeling map that assigns factorizations
to elements in the fiber of the LL map, but neither surjectivity nor injectivity can be proven a priori.
The LL map and the trivialization theorem are fundamental in Bessis’ proof of the K(pi, 1) con-
jecture, namely that the complement V reg := V \ ⋃H of the reflection arrangement of W has a
contractible universal covering space. Bessis uses the LL map to produce the dual braid presentation
of the generalized braid group B(W ) := pi1(W \ V reg), and the combinatorics of RedW (c) (or really of
NC(W )) to construct the universal cover (which is identical for W \ V reg and V reg) and to show that
it is contractible.
The K(pi, 1) conjecture for reflection arrangements was one of the most significant questions in the
theory of hyperplane arrangements. Its importance stems from the fact that it guarantees a simple
calculation of the (group-theoretic) cohomologies of the pure braid groups P (W ) (this was actually the
context when Brieskorn first stated the conjecture for real W ; see [Bri73, § 2]).
This line of research was inspired by work of Arnol’d on algebraic functions, their discriminants,
and the resulting interactions with the ordinary braid group B(n). For a detailed presentation of this
story, and the connection with Arnol’d’s pioneering ideas for the algebraic version of Hilbert’s thirteenth
problem, see [Dou17, § 1.1].
1However, it was Arnol’d [Ad75, Thm. 11] who first used the expression on the RHS of (1) as a uniform formula for
the quasi-homogeneous degree of the LL morphism.
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Enumeration via degree counting
In the symmetric group case, the original definition of the LL map describes it as the morphism that
sends a polynomial p(z) ∈ C[z] to its multiset of critical values. Under this interpretation, the bijective
correspondence of the trivialization theorem above is guaranteed by Riemann’s existence theorem [LZ04,
Thm. 1.8.14]. Even though this is implicit in Looijenga’s proof of the type-A case [Loo74, (3.6)], it
was 20 years later and it was Arnol’d [Ad96] who first realized that the LL map can thus be used to
produce enumerative results. 2
The number of elements of a generic fiber is a classical invariant of finite morphisms, called the
degree of the map; it is not always easy to compute however. Nevertheless, when the morphism is
quasi-homogeneous, as is the case with the LL map, Bezout’s theorem [LZ04, Thm. 5.1.5] provides a
very simple formula for the degree. Specifically, if the map F is given as
Cn 3 u := (u1, · · · , un) F−−−→
(
f1(u), · · · , fn(u)
) ∈ Cn,
where the fi’s are quasi-homogeneous polynomials on the ui’s, then its degree equals
deg(F ) =
∏n
i=1 deg(fi)∏n
i=1 deg(ui)
. (2)
After Arnol’d, there is a wealth of work [GL99; Eke+01; ZL99; Bai99; LZ07] where variants of the LL
map are considered, in order to enumerate combinatorial objects usually associated with factorizations
in the symmetric group Sn. The degree calculation is not always easy (especially so in [Eke+01]), but a
common idea is to lift the LL map to a suitable domain (often some affine space CN ), where it becomes
quasi-homogeneous.
Summary
The purpose of this paper, is to advertise and apply such geometric techniques, in the context of Bessis’
LL map and (well-generated) complex reflection groups. In particular, the parabolic stratification of
the discriminant hypersurface H of W (§ 2.1.1) allows for a local study of the LL map that leads to
the enumeration of the so called primitive factorizations of the Coxeter element:
Theorem (Section 5). Let W be a well-generated complex reflection group, acting irreducibly on the
space V , and let Z be one of its flats. Then, the number FactW (Z) of reduced block factorizations of c
of the form w · t1 · · · tk = c where V w = Z, the ti’s are reflections, and k = dim(Z), is given by:
FactW (Z) =
hdim(Z) · ( dim(Z))!
[NW (Z) : WZ ]
.
Here h is the Coxeter number of W , and NW (Z) and WZ the setwise and pointwise stabilizers of Z
respectively.
Our formula can easily be seen to generalize the formulas of Bessis (Thm. 2) and Hurwitz (Thm. 1),
by setting Z = V (see also Rem. 33) and by further setting W = Sn respectively. It should also be
considered as a further generalization of [Rip12, Thm. 4.1], although we use a different approach. In
particular, Ripoll’s formula only allows Z of codimension 2, and is in a sense less explicit than ours. The
results of [KM10] on the other hand, recover the previous theorem for real W , but they are based on
case-by-case considerations for the infinite families and computer calculations for exceptional groups;
moreover, the uniform formula is not observed.
2In fact Arnol’d was known to state [Ad96] that “The simplest way to prove this theorem of Cayley [the tree enumeration,
equivalent to Thm. 1] is perhaps to count the multiplicity of the quasi-homogeneous Lyashko-Looijenga mapping”.
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To prove the theorem, we first lift the LL morphism to a map L̂L with domain Z and target a
decorated configuration space. Then, we compare the degree of the new map L̂L with the number of
primitive factorizations via the trivialization theorem. The index [NW (Z) : WZ ] appears naturally as
an overcounting factor.
As we mentioned earlier, the trivialization theorem relies on the enumeration of Thm. 2. Our
results are uniform extensions of it, but still depend on it non-trivially. In particular, the proof of
the previous theorem is case-free for the same class of groups that the trivialization theorem holds
uniformly (currently all Weyl groups).
Along the way (§ 3 and § 4) we review part of Bessis’ theory with particular attention to the
geometric properties of the LL map that our work relies on. In section 6, we speculate on how our
lifted L̂L map might be used towards a uniform enumeration of noncrossing partitions.
Finally, in the last section 7, we define and study the shadow stratification associated to the groupW .
This is in a sense the canonical geometric object related with the enumeration (Prop. 46) and structural
properties (Thm. 48) of block factorizations of Coxeter elements. We hope that the framework we
build there might be used towards a possible geometric generalization of the Goulden-Jackson formula,
uniformly given for reflection groups (see § 7.1.1).
2 Complex reflection groups and their braid groups
A complex reflection group W is a finite subgroup of GL(V ), for some space V ∼= Cn, that is generated
by quasi-reflections. These are C-linear maps t that fix a hyperplane in V , i.e. for which codim(V t) = 1.
The group W is called irreducible if it leaves no nontrivial subspace of V invariant. Shephard and Todd
[ST54] classified such groups W into one infinite, 3-parameter family G(d, r, n), and 34 exceptional cases
(indexed as G1 to G34).
Complex reflection groups act on the polynomial algebra C[V ] := Sym(V ∗) of the ambient space
by precomposition; that is, we define (w ∗ f)(v) := f(w−1 · v). The Shephard-Todd-Chevalley theorem
[Che55] states that, under the action of a complex reflection group W , the invariant algebra C[V ]W :=
{f ∈ C[V ] | w ∗ f = f for all w ∈ W} is itself a polynomial algebra, and of the same rank n.
We write fi for its generators (that is, C[V ]W = C[f1, · · · , fn]) and we call them the fundamental
invariants of W . We choose them to be homogeneous and index them by increasing degree order (i.e.
deg(fi) ≤ def(fi+1)). Their degrees di := deg(fi) are then independent of our choice of fi’s; we call
them the degrees of W .
Since they are finite and act linearly, complex reflection groups already have a very simple Geometric
Invariant Theory (GIT). The Shephard-Todd-Chevalley theorem implies that, in fact, they have the
best possible; the orbit space W \ V is an affine complex space (W \ V ∼= Cn). Moreover the quotient
map ρ : V →W \ V is given explicitly via the fundamental invariants:
Cn ∼= V 3 z := (z1, · · · , zn) ρ−→ f(z) := (f1(z), · · · , fn(z)
) ∈W \ V ∼= Cn (3)
An irreducible complex reflection group W acting on an n-dimensional space, can always be (mini-
mally) generated by either n or n+ 1 reflections. In what follows we will restrict ourselves to groups in
the first category, which are accordingly called well-generated. Of their various properties and equiv-
alent characterizations [Bes01, Prop. 4.2; Bes15, Thm. 2.4], key for us is that they have good analogs
of Coxeter elements.
Recall first the generalized Coxeter number h of W , as defined by Gordon and Griffeth [GG12]. It
is given by h :=
N∗ +N
n
, where N∗ and N are, respectively, the numbers of quasi-reflections and of
reflecting hyperplanes of W , and n is its rank. For a well-generated group W , h is equal to the highest
degree dn. Then we have:
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Definition 3. [Bes15, Defn. 7.1] We set ζ = e2pii/h and define a Coxeter element c of W to be a
ζ-regular element in the sense of Springer [Spr74]. That is, c has a ζ-eigenvector v that lies in no
reflection hyperplane. In well-generated groups W , Coxeter elements exist3 and they form a single
conjugacy class (but see [RRS17] for a generalization).
Block factorizations of c and the Hurwitz action on them
The absolute reflection length lR(w) of an element w ∈ W , is the smallest number s of (pseudo)-
reflections ti needed to factor w = t1 · · · ts. This length function determines a partial order ≤R (the
absolute order) on the elements of W :
u ≤R v ⇐⇒ lR(u) + lR(u−1v) = lR(v).
The noncrossing lattice NC(W ) is the interval [1, c]≤R , in the absolute order ≤R, between the
identity 1 and an arbitrary Coxeter element c. As it happens, and since conjugation respects the set
of reflections, the various choices of c give isomorphic lattices. An element ci will be further called
noncrossing with respect to c, for some Coxeter element c, if ci ≤R c.
We call an expression c = w1 · w2 · · ·wk a (reduced) block factorization of c, if it is length additive.
That is, if
lR(c) = lR(w1) + · · · lR(wk). (4)
If all the wi’s are moreover pseudo-reflections, we call it a reduced reflection factorization of c. This
second set of factorizations is denoted by RedW (c) and is in bijection with the set of maximal chains
of NC(W ).
Definition 4. For any group G, there is a natural action of the braid group on k strands Bk on the
set of k-tuples of elements of G. The generator si acts via:
si ∗ (g1, · · · , gi, gi+1, · · · , gk) = (g1, · · · , gi−1, gi+1, g−1i+1gigi+1, · · · , gk).
We call this the (right) Hurwitz action of Bk on G
k. It respects the product of the elements gi and is
therefore well defined on the set of block factorizations of c.
2.1 The braid group B(W ) and the discriminant hypersurface H
In 1925 Artin [Art25] introduced the braid group on n strands Bn and gave a constructive proof of its
presentation:
Bn := 〈s1, · · · , sn−1| si+1sisi+1 = sisi+1si, sisj = sjsi, j 6= i± 1 〉.
He noticed that one can obtain the symmetric group Sn by imposing the extra conditions s
2
i = 1
[Art25, Satz 3]. There are natural generalizations of Bn that are related to the other reflection groups
in a similar fashion. The following definition, first by Brieskorn [Bri71], introduces them in the most
suitable way for our geometric study of Coxeter elements and their factorizations:
Definition 5. Let W ≤ GL(V ) be a complex reflection group and V reg the set of points in V that
have a trivial stabilizer under the W -action. We define the braid group B(W ) to be the fundamental
group of the space of regular orbits of W :
B(W ) := pi1(W \ V reg).
3In fact, this is yet another characterization of well-generated groups, as one can easily see from [Bes01, Prop. 4.2] and
known properties of regular numbers.
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It is a theorem of Steinberg that the pointwise W -stabilizer of any x ∈ V is generated by those
reflections whose hyperplanes contain x. In particular, W acts freely precisely on the complement of
the reflection arrangement AW of W (that is, V reg = V \
⋃
H). We call the fundamental group pi1(V
reg)
the pure braid group P (W ). The following short exact sequence, which is an immediate corollary of
covering space theory [Hat02, Prop. 1.40], defines a surjection pi : B(W )  W , analogous to the one
between Bn and Sn:
1→ pi1(V reg)
:=
P (W )
ρ∗
↪−−→ pi1(W\V reg)
:=
B(W )
pi−−W op → 1 (5)
After a choice of a basepoint v ∈ V reg, a loop b ∈ B(W ) lifts to a path that runs from v to b∗(v)
(which we call the galois action of b on v). Since now v and b∗(v) are in the same (free) W -orbit, there
is a unique element w ∈ W such that w · v = b∗(v). We define pi(b) := w and obtain the surjection pi
which, after the choice of the basepoint v, we consider fixed.
The combinatorics of a real reflection group is to a great extent governed by its reflection arrange-
ment AW =
⋃
H which decomposes the ambient space into chambers. In the complex case, where such
a decomposition cannot exist, it is often more effective to look at the quotient W \ AW . The latter is
in fact a variety (another consequence of GIT) which we call the discriminant hypersurface H of W .
It is the zero set of a single polynomial in the fi’s, which we denote ∆(W,f), and which we also call
the discriminant of W . Its structure defines a criterion for being well-generated, which from now on
will serve as our main assumption on W :
Proposition 6. [for real W see Sai93, Sec. 3; for the general case Bes15, Thm. 2.4]
Let W be an irreducible complex reflection group. Then W is well-generated if and only if for any system
of basic invariants f , we have that ∆(W,f), viewed as a polynomial in the highest degree invariant fn,
is monic and of degree n. We can further express it as:
∆(W,f) = fnn + α2f
n−2
n + · · ·+ αn, (6)
where αi ∈ C[f1, · · · , fn−1], i = 2 · · ·n, are quasi-homogeneous polynomials of weighted degree deg(αi) =
hi.
Remark 7. The significance of the short exact sequence (5) is, then, that it realizes the complex
reflection group W as the group of deck transformations of a particularly nice covering map ρ : V reg →
W \V reg. One which is given by explicitly known polynomials (eq. 3), and whose base space and cover
space are complements of easily computable varieties.
2.1.1 The parabolic stratification of H
The ambient space V is stratified by the reflection arrangement AW , the strata being the flats Z ∈ LW
in the intersection lattice. We will use the symbol Zreg to indicate the regular part of Z, that is,
Zreg := Z \⋃H 6⊃Z H. The pointwise stabilizer of Z is denoted by WZ and is itself a reflection group
(after Steinberg’s theorem). We call such WZ parabolic reflection groups.
The quotient map ρ : V → W\V reg, induces then the orbit stratification of the discriminant
hypersurface H, the strata of which are the W -orbits of the flats Z. We denote them by [Z] ∈W\LW .
As before, we will use the symbol [Zreg] for the regular part of [Z].
The local topology of the reflection arrangement is very well understood. Around a point p ∈ Zreg,
the reflection arrangement AW looks like the direct product of the flat Z and the arrangement AWZ
of the parabolic subgroup WZ . This is reflected in the hypersurface H which, near a point [p] ∈ [Zreg],
looks like the product of Z and the discriminant hypersurface H(WZ). This local behavior induces an
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embedding of the corresponding braid groups B(WZ) ↪→ B(W ), which is well defined up to conjugation
(see [BMR98, Prop. 2.29; Dou17, Prop. 20]).
Another consequence of this is the following lemma which relates the local geometry of the dis-
criminant H with the combinatorics of the hyperplane arrangement. The multiplicity of a scheme at
a point is a numerical invariant that records “how much the scheme fails to be smooth” at that point.
For a hypersurface in Cn, given as the zero set of a polynomial F (x), the multiplicity at the origin is
the smallest degree of the monomials of F (see [Dou17, Geometric Interludes, No. 1]). For instance,
equation (6) implies that in a well-generated group, the multiplicity of H at the origin 0 is equal to n,
the degree of the monomial fnn . This generalizes to:
Lemma 8. [Bes15, Lemma 5.4; Dou17, Lemma 34]
Let W be a well-generated complex reflection group, [p] a point in the discriminant hypersurface H,
and let Z be a flat such that [p] ∈ [Zreg]. Then,
mult[p](H) = codim(Z).
3 Geometric factorizations of the Coxeter element
We briefly review in this section Bessis’ geometric-topological construction of factorizations of the
Coxeter element. The reader may also consult [Rip12, Sec. 3.2; Bes15, Sec. 6; Dou17, Sec. 4].
As we mentioned earlier, GIT implies a realization of the quotient W \V as the affine n-dimensional
space Cn (eq. 3). The derivation along the last coordinate, which corresponds to the highest degree
invariant fn, is of particular importance for well-generated groups (compare with Saito’s primitive
form [Sai04, Section 1.6]). For our purposes, we need to construct loops in B(W ) that surround the
discriminant H only along the direction of fn.
Towards that end, we introduce the base space Y = SpecC[f1, · · · , fn−1], so that W \ V ∼= Y × C,
with coordinates (y, x) or sometimes (y, fn). The slice L0 := 0 × C, given by fi = 0, i = 1, · · · , n − 1
and fn arbitrary, intersects the discriminant H solely at the origin (0, 0) (by eq. 6). The point (0, 1)
lies therefore in W \ V reg; we pick some v in its preimage in V reg and set it, now and for all, as the
basepoint of our covering map ρ (eq. 5).
Consider now (see Fig. 1) the loop in L0 given by fn(t) = e
2piit, t ∈ [0, 1]. It defines an element
δ ∈ B(W ), whose galois action sends v to some point v′ = δ∗(v). It is easy to see (by the homogeneity
of the fi’s) that the lift of δ is the path e
2piit/h · v, t ∈ [0, 1]; it traces a rotation of v by 2pi/h radians.
That is, v is a e2pii/h-eigenvector of the element pi(δ) ∈W (as in eq. 5). We conclude that:
Proposition 9. [Bes15, Lem. 6.13] The element c := pi(δ) is a Coxeter element according to Defn. 3.
Different choices of v will give the whole conjugacy class of Coxeter elements.
3.1 The labeling map rlbl
As the special4 slice L0 gives rise to a geometric construction of the Coxeter element, we consider an
arbitrary slice Ly to produce factorizations of c. The intersection Ly
⋂H will now be comprised of n
points (counted with multiplicity), namely the solutions of the equation(
∆(W,f); (y, t)
)
:= tn + α2(y)t
n−2 + · · ·+ αn(y) = 0. (7)
Here y ∈ Y is fixed and t is the unknown, while the αi’s are as in (6). We write (y, xi) for the solutions.
Bessis [Bes15, Sec. 6 and Defn. 7.14] describes a way of drawing loops around these points (y, xi) and
shows that, via the fixed surjection pi, they map to factorizations of the Coxeter element. This process
4The slice L0 does not depend on the choice of fundamental invariants f , see [Dou17, Rem. 25].
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of assigning factorizations to points y of the base space will be called a labeling map. The construction
requires an ordering of the complex numbers xi. For us, this will be the complex-lexicographic one; that
is, we order the points xi ∈ C by increasing real part first, and cut ties by increasing imaginary part.
Figure 1: Geometric factorizations via the slice Ly.
As all our loops should eventually be
based at (0, 1), we start by picking a path
θ in Y that connects 0 to y. We lift it to a
path βθ in Y × C, starting at (0, 1), which
always stays “above” (i.e. has bigger imagi-
nary part than) all the points in the intersec-
tions Ly′
⋂H (see Fig. 1). We call the end-
point of this path (y, x∞) to indicate that
it lies in the slice Ly and above all points
(y, xi).
From x∞ we now construct paths βi in
Ly down to the points xi such that they
never cross each other (or themselves), and
their order as they leave x∞ is given by their
indices (i.e. β1 is the leftmost one).
Given this information, we can now eas-
ily construct elements b(y,xi) of B(W ): First,
we follow the path βθ from the basepoint
(0, 1) to (y, x∞), then we go down βi but
before we reach its end, we trace a small counterclockwise circle around xi, and finally we return by
the same route (see Fig. 1).
The product of these elements δy = b(y,x1) · · · b(y,xk) (where k is the number of distinct points xi)
is a loop that completely surrounds H over the point y ∈ Y . It is easily seen to be homotopic to
δ (a consequence of the monicity of the dicriminant (6)), and hence its product structure defines a
factorization of c via the fixed surjection pi:
Definition 10. [Bes15, Defn. 6.9 and 7.14] There is a labeling map rlbl, which to each point y ∈ Y
assigns a factorization c = c1 · · · ck of the Coxeter element, where the factors ci := pi(b(y,xi)) are defined
as above. We write rlbl(y) = (c1, · · · , ck).
As is implicit in the previous statement, the labeling map does not depend on our choice of the
path θ in Y . In fact, all resulting paths βθ will be homotopic, according to Bessis’ fat basepoint trick
[Bes15, Appendix A].
4 The LL map and the trivialization theorem
In the previous section we described a way to produce factorizations of the Coxeter element, by in-
tersecting the discriminant hypersurface H with the slices Ly. The most striking fact of this theory
though, is that this geometric construction is sufficient to produce all reduced block factorizations of
the Coxeter element c. In fact, if we additionally keep track of the intersection Ly
⋂H, each such
factorization is attained exactly once (§ 4.2).
The geometric object that keeps track of the point configurations Ly
⋂H for the various y ∈ Y
is the Lyashko-Looijenga morphism. Its natural target En is the set of centered configurations of n
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unordered, not necessarily distinct5 points in C, i.e.,
En := Sn\H0, where H0 =
{
(x1, · · · , xn) ∈ Cn |
n∑
i=1
xi = 0
} ∼= Cn−1. (8)
The centered condition is due to α1 being equal to 0 in (7). We write E
reg
n for those centered configu-
rations where the points xi are distinct.
Definition 11. [Bes15, Defn. 5.1] For an irreducible well-generated complex reflection group W , we
define the Lyashko-Looijenga map by:
Y
LL−−−−−→ En
y = (f1, · · · , fn−1) −−−−−→ multiset of roots of
(
∆(W,f); (y, t)
)
= 0
and denote it by LL. Notice that there is a simple description of LL as an algebraic morphism. Indeed,
the (multiset of) roots of a polynomial is completely determined by its coefficients, therefore we can
express LL as the map:
Y ∼= Cn−1 LL−−−−−→ En ∼= Cn−1
y = (f1, · · · , fn−1) −−−−−→
(
α2(f1, · · · , fn−1), · · · , αn(f1, · · · , fn−1)
)
where the αi’s are as in (6); in particular, LL is a quasi-homogeneous.
We will write LL(y) = {x1, · · · , xk} to indicate that the natural target of LL is an unordered configu-
ration space, but we will always index the xi’s with complex lexicographic order, so as to be compatible
with the rlbl map. As the notation suppresses the multiset data, we define multxi
(
LL(y)
)
to be the
multiplicity of xi in the multiset LL(y).
4.1 Geometry of the LL map
There is a deep and beautiful connection between geometric properties of the LL map and the combina-
torics of block factorizations of c, and our further work strongly relies on it. As a full presentation of the
theory is unrealistic here (and probably undesirable anyway), we will instead try to give a meaningful
summary of the arguments and techniques that appear.
The bulk of the results in this section appear also in [Bes15] (and we provide the reference when
available). However, in the proofs of a couple of them some important details are missing (Corol. 13,
also [Dou17, Prop. 39, Rem. 40, Corol. 66]) and in one case (see [Dou17, Thm. 51 and Rem. 38]) there
is a faulty geometric argument. We try in our presentation to clarify these points and in addition, we
hope to elucidate -at least justify- the various lemmas and propositions from [Bes15] that we will use
in the rest of the paper.
4.1.1 Transversality of the slice Ly
Certain features of the labeling construction are particularly relevant to the geometry of the LL map.
Chief of those is the transversality of the slice Ly on the discriminant hypersurface H. This means
that Ly is never part of the tangent cone (see [Dou17, Geometric Interlude No. 1]) of H at some point
(y, x).
As it happens, the natural stratification of H by parabolic strata imposes a priori restrictions on
the fixed spaces of the elements ci = pi(b(y,xi)) that appear in the labeling map rlbl(y). In particular,
5This would be a subset of what topologists usually call the nth symmetric product of C, as usually Confn(X) is meant
to assume that points in the configuration are distinct.
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their product c is forced to have a non-trivial fixed space if Ly is not transverse to H (see [Dou17, proof
of Prop. 37]). On the other hand, the Springer theory of regular elements completely determines the
eigenvalues of a Coxeter element, and none can be equal to 1.
A first consequence of the transversality of the slice is an explicit characterization of the labels
ci = pi(b(y,xi)) that are associated to the points (y, xi). Recall (see §2.1.1) that the local structure of the
discriminant H implies an embedding of the braid groups B(WZ) ↪→ B(W ). Under this embedding,
we can compare the part of the loop b(y,xi) that surrounds the point (y, xi) with the special loop
δZ ∈ B(WZ) that corresponds to the Coxeter elements of WZ .
Now, these are not identical and it is not a priori the case that they must be homotopic (see
[Dou17, Rem. 40]). However, the transversality of the slice implies that both run sufficiently far from
the tangent cone of H at (y, xi) and that is enough to construct a homotopy between them. The rest
of b(y,xi) still preserves the conjugacy class of ci = pi(b(y,xi)) so that we have:
Proposition 12. [Bes15, Lem. 7.4; Dou17, Prop. 39]
For any point (y, xi) ∈ H, the label ci := rlbl(y, xi) is a parabolic Coxeter element. In fact, it is a
Coxeter element of a parabolic subgroup WZ for which (y, xi) ∈ [Zreg].
4.1.2 Finiteness of the LL map and quasi-homogeneity
The most important application of the transversality property is that LL is a finite morphism (i.e. it
induces a finite extension of algebras). This is a loaded algebro-geometric concept which, in our case,
simplifies the degree calculation, implies flatness (i.e. the fibers of LL behave“nicely”), and guarantees
various topological properties (such as Corol. 13).
There is a known [Dou17, Prop. 46] criterion for a quasi-homogeneous morphism f : Cn → Cn to be
finite; it has to satisfy f−1(0) = 0. In our setting, LL(y) = 0 implies that the slice Ly must intersect
the discriminant H at the single point (y, 0), and hence with multiplicity n. Since the intersection is
transverse, (y, 0) must also be of multiplicity n in H. The only such point however is the origin 0
(again a consequence of the parabolic stratification (see §2.1.1)).
Now, as one would easily guess, a finite morphism f : Cn → Cn has finite fibers. The size of the
generic fiber of f is an important invariant, called the degree of f . Because LL is quasi-homogeneous,
Bezout’s theorem [LZ04, Thm. 5.1.5] allows us to easily calculate its degree via the weights (first
equality below). Using the algebraic expression for LL in Defn. 11, we have:
deg(LL) =
∏n
i=2 deg(αi)∏n−1
i=1 deg(fi)
=
∏n
i=2 ih∏n−1
i=1 di
=
hn−1n!
|W |
h
=
hnn!
|W | . (9)
Now, the quasi-homogeneity property again implies that some abstract algebro-geometric charac-
teristics of finite morphisms have simple topological interpretations for LL (see [Dou17, Rem. 50] and
the preceding discussion). In particular, LL is open and proper (the preimages of compact sets are
compact). This second topological property has the following path lifting application (Corol. 13); it al-
lows us to justify various intuitive arguments that involve perturbing the resulting configuration LL(y)
(as in Prop. 14 and all of §4.2).
Corollary 13. [Dou17, Corol. 53] Any path (continuous movement) in the centered configuration space
En can be lifted to a (not necessarily unique) path in Y . In particular, LL is surjective.
4.1.3 Compatibilities between LL, rlbl, AW , and H
The labeling map rlbl and the LL morphism are related by their very definition. In the former, the
labels ci := pi(b(y,xi)) correspond to loops around points in the intersection Ly
⋂H, while the latter
records the fn-coordinates of those points. Together, and with respect to the parabolic stratifications
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(see §2.1.1), these two maps satisfy the following compatibility properties that are, along with Prop. 12,
fundamental for the next sections:
Proposition 14. [Bes15, Prop. 8.4 and Corol. 5.9; Dou17, Corol. 57]
Let LL(y) = {x1, · · · , xk}, rlbl(y) = (c1, · · · , ck), and Zi such that (y, xi) ∈ [Zregi ]. Then,
codim(Zi) = lR(ci) = multxi
(
LL(y)
)
= mult(y,xi)(H).
Sketch. The first and last terms are equal by Lemma 8, so we only need to prove the three inequalities.
For the initial one, it is true more generally that codim(V g) ≤ lR(g) for any g in a reflection group
[HLR17, Prop. 2.11]. Besides, [V ci ] = [Zi] by Prop. 12.
For the second one, it is sufficient to express ci as a product of ni := multxi
(
LL(y)
)
reflections
(see Defn. 11 for the notation). By Corol. 13 there is a path in the base space Y along which, in the
image LL(y), the point xi “blows up” into ni distinct simple points. The map rlbl will label these by
reflections (for instance by Prop. 12), while their product will stay equal to ci if the perturbation is
small enough.
Finally, the last relation is already an equality by the transversality of the slice (see § 4.1.1). Indeed,
since the point (y, xi) lies in a transverse intersection of a line and a hypersurface, its multiplicity as
a point of the intersection Ly
⋂H equals its multiplicity as a point of the discriminant H (see [Ful98,
Corol. 12.4]).
Corollary 15. For any point y ∈ Y , the label rlbl(y) is a block factorization of c.
4.2 The trivialization theorem
To be able to study the combinatorics of block factorizations via the rlbl map, we need to know how
the label rlbl(y) is affected as y varies in the base space Y . In fact, some (often all) of this information
is contained in the image LL
(
y(t)
)
of the variation (path) y(t); this is described in detail with the
Hurwitz rule [Bes15, Lem. 6.15; Dou17, Lem. 41].
As a matter of fact, there is more we can do. The path lifting property of the LL map (Corol. 13)
allows us to use the space En as input, and study how perturbing the point configurations there will
affect the labels. The situation is particularly nice when the multiplicities of the points in a path
γ(t) : [0, 1]→ En are constant.
Assume indeed that there are k distinct points xi and thus identify γ with a braid with k strands.
Notice that we can use the natural (complex-lexicographic) orderings of the points xi at times t = 0
and t = 1 to map the braid γ to an element g ∈ Bk of the braid group on k strands, even when the
configurations γ(0) and γ(1) are different.
Consider now a lift (under LL, to the space Y ) of the path γ, that starts at some point y ∈
LL−1(γ(0)) and runs until some other point y′ which we denote γ · y. Note that this is not a galois
action and that we do not a priori assume that y′ is unique; we will call it the path lifting action of γ.
Lemma 16. [Bes15, Corol. 6.20] The labelling map is equivariant with respect to the Hurwitz action
(see Defn. 4) and the path lifting action. That is,
rlbl(γ · y) = g ∗ rlbl(y),
where γ and g are as above.
Proof. Any loop γ ∈ Eregn can be decomposed as a sequence of moves that only affect two neighboring
points, changing their relative positions. In this case, the corresponding braid g ∈ Bn is just one of the
canonical generators si whose action is given as in Defn. 4.
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The following Figure 2 describes the effect of such a Hurwitz move on the labeling map. The loops
βi in Fig. 2a are the ones we used in § 3.1 to define the labels. We write rlbl(y) = (β1, β2) forgetting
the surjection pi : B(W ) W .
The next two Figures 2b and 2c show the slice Lγ·y and on it are drawn two pairs of loops. The
path lifting propert of the LL map (Corol. 13) guarantees that the blue loops (β1, β2) are homotopic
(notice that the homotopy happens inside W \ V reg) to those in Fig. 2a. The red ones (β′1, β′2), on the
other hand, are those assigned by the labeling map. As we can see, we have
s−11 ∗ rlbl(γ · y) = s−11 ∗ (β′1, β′2) = (β′2, β′−12 β′1β′2) = (β1, β2) = rlbl(y).
(a) As the two points in LL(y) move
around each other...
(b) ...the loop β2 streches to avoid
β1.
(c) Our previous loop β2 is now ho-
motopic to β′−12 β
′
1β
′
2.
Figure 2: The Hurwitz action.
4.2.1 The generic case
The driving (combinatorial) force behind the trivialization theorem (Thm. 19) is the following Propo-
sition. The proof is uniform (via the combinatorics of chromatic pairs) for real reflection groups [see
Bes06, Prop. 1.6.1], and case-by-case for well generated W .6
Proposition 17. [Bes15, Prop. 7.6] The Hurwitz action is transitive on RedW (c).
Assume now that we start with a configuration e ∈ Eregn (that is, e has n distinct points xi, see (8)),
and a point y ∈ LL−1(e) in its preimage. The label rlbl(y) will be a reduced reflection factorization
of c by Prop. 14. Now, the transitivity of the Hurwitz action and Lemma 16 imply that all reduced
reflection factorizations of c appear as labels of points in the fiber LL−1(e).
At this point, we are ready to introduce the one (slightly) unsatisfying aspect of this theory. It turns
out, that each such reduced reflection factorization of c will appear as the label of a point y ∈ LL−1(e)
exactly once. However, we have no “good” reason for this fact; its proof is based on the observation
[Bes15, Prop. 7.6] that the size of the generic fiber LL−1(e) (the degree of LL) and the size of the set
RedW (c) happen to be equal:
Proposition 18 (The numerological coincidence). The degree of the LL map equals the number of
reduced reflection factorizations of the Coxeter element c:
deg(LL) =
hnn!
|W | = |RedW (c)|.
6There is however a conjectural approach by Bessis [see Bes04, Conj. 6.2] towards a topological proof for the general
case.
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As we mentioned in the introduction, the second equality above has a uniform proof only for Weyl
groups. It is still an open problem to find a proof that works for all types, and even better one that
relies on the geometry of the LL map; for a partially conjectural approach, see [Dou17, Chapter 8].
The previous discussion and the surjectivity of LL (Corol. 13) are enough to show that the map
LL× rlbl : Y reg → Eregn × RedW (c),
is a bijection (here we simply define Y reg := LL−1(Eregn )). This is, in a sense, the generic version of
the trivialization theorem (Thm. 19).
4.2.2 The general case
To extend the bijection to all of Y , we first need to introduce a suitable target space. We denote by
En  D•(c) the set of compatible pairs, of a configuration e ∈ En, and a block factorization σ ∈ D•
(see (4)). That is, [Bes15, Defn. 7.17],
En D•(c) :=
{(
(x1, · · · , xk)︸ ︷︷ ︸
e∈En
, (w1, · · · , wl)︸ ︷︷ ︸
σ∈D•(c)
) ∈ En ×D•(c) | k = l and ni = lR(wi) }.
Assuming now the generic case, we can construct arbitrary block factorizations by perturbing y ∈ Y
in such a way that a selection of the points xi ∈ LL(y) collide and thus, their labels merge into the
block factors wi. The uniqueness of this construction relies on some local properties of the LL map
(openness), but also on a subtle fact [Dou17, Corol. 66; Bes06, Lemma 7.4: (iii)] about reflection
factorizations of a parabolic Coxeter element cZ ; namely, it suffices to use the reflections in WZ (i.e.
RedWZ (cZ) = RedW (cZ)). We state the theorem [Bes15, Thm. 7.20]:
Theorem 19 (Trivialization Theorem). The map LL× rlbl : Y → En D•(c) is a bijection.
An immediate consequence of the trivialization theorem and Prop. 12 is the following characteri-
zation of parabolic Coxeter elements. Bessis had given a uniform (combinatorial) proof for real W in
[Bes06, Lem. 1.4.3] and had originally checked it case-by-case for well-generated groups. He then gave
a uniform geometric argument in [Bes15], some details of which we emend in [Dou17, Prop. 39 and
Rem. 40].
Corollary 20. For a well-generated group W , the set of parabolic Coxeter elements and the set of
elements that are noncrossing, with respect to any Coxeter element c, coincide.
Remark 21. In the original paper by Looijenga [Loo74, Conj. (3.5)], the main conjecture is equivalent
to the numerological coincidence described in Prop. 18. It was proven the same year by Deligne (who
also credits Tits and Zagier) [Del], in fact using a computer for E8 (the year being 1974). The proof
was a uniform recursion (which has been rediscovered in [Rea08, Corol. 3.1]), solved case-by-case.
5 Primitive factorizations of a Coxeter element
This section is devoted to the proof of the main theorem of this paper, on the number of primitive
factorizations of c (Thm. 31). Its derivation follows a pattern of results from singularity theory, where
suitable variants of the LL map are constructed and whose degree computation helps enumerate dif-
ferent combinatorial objects.
A general class of natural enumeration questions, involves counting factorizations with prescribed
conjugacy classes of factors. The simplest of those in our setting are the so called primitive factoriza-
tions; that is, block factorizations (as in (4)), of the form
c = c1 · t1 · · · tn−k,
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where c1 belongs to a given conjugacy class, of length k, and where the ti’s are reflections.
By Corol. 20 we know that all factors in a block factorization of c have to be parabolic Coxeter
elements. That is, not all conjugacy classes may appear in a block factorization of c, and those that
do appear can be indexed by data associated to a flat Z ∈ LW . We recall here the concept of “type”,
which is essentially due to [AR04, above Thm. 6.3], and generalizes the ”block sizes” of a partition:
Definition 22. We say that ci is a parabolic Coxeter element of type [Z], for an orbit [Z] ∈ W\LW ,
if ci is a Coxeter element of some parabolic subgroup WZ′ such that [Z] = [Z
′]. Notice that all such
elements form a single conjugacy class in W ; we write c[Z] for an arbitrary representative.
Similarly, we say that c = c1 · t1 · · · tn−k is a primitive factorization of type [Z] and we write
c = c[Z] · t1 · · · tn−k,
if c1 = c[Z] is a parabolic Coxeter element of type [Z].
5.1 Lifting the Lyashko-Looijenga morphism
By Prop. 12, we know that a point (y, xi) ∈ H may be labeled by a parabolic Coxeter element of type
[Z] (i.e. rlbl(y, xi) = c[Z]) if and only if (y, xi) ∈ [Zreg]. Therefore, to understand the points y ∈ Y
whose labels contain a factor of type [Z], we must study the restriction of the LL map on the set
[Zreg]Y := {y ∈ Y : Ly ∩ [Zreg] 6= ∅},
which is the projection on Y of the stratum [Zreg].
This might be difficult to do: A priori, [Zreg]Y is only a constructible set and we have little control
on the ideal of its (Zariski)-closure. Instead we will consider a variant L̂L of the Lyashko-Looijenga
morphism, whose domain is the flat Z, and which has a much simpler geometry. We first introduce
a generalization of our configuration space En that is going to be the natural target of our lifted L̂L
map:
Definition 23. We define the decorated (centered) configuration space E(k,1n−k) to be the set of centered
configurations of n points in C, that are further required to include a special (decorated) point of
multiplicity at least k. That is,
E(k,1n−k) := Sn−k\H(k,1n−k) =
{
(x0, · · · , x0︸ ︷︷ ︸
k-times
, x1, · · · , xn−k) ∈ Cn | k · x0 +
n−k∑
i=1
xi = 0
}
,
where the action of Sn−k is on the last n− k coordinates.
It is easy to see, via the Vieta formulas again, that E(k,1n−k)
∼= Cn−k. Indeed, the coefficients of
the polynomial (t−x1) · · · (t−xn−k) completely determine the unordered configuration {x1, · · · , xn−k}
and the centered condition gives x0.
We will denote its elements by {x̂0, x1, · · · , xn−k}. Notice that we are not assuming x0 to be
different from the xi’s. As with En, we will write E
reg
(k,1n−k) for those decorated configurations where
x̂0 6= xi 6= xj , ∀i, j.
Given an (n−k)-dimensional flat Z ∈ LW , we may easily express the restrictions of the fundamental
invariants fi on Z as polynomials in a basis z := (z1, · · · , zn−k) of Z. Indeed, we can choose a basis
of V that extends z and write the fi’s with respect to that basis. Then their restrictions on Z will
involve no other variables but the zi’s.
We may therefore parametrize [Z]Y via y(z) :=
(
f1(z), · · · , fn−1(z)
)
. Notice that by treating points
in Y as images of points z, we gain information about the multiset LL
(
y(z)
)
. In particular, we know
that it contains the point fn(z) and with multiplicity at least codim(Z) = k (by Prop. 14). We are
now ready to introduce the following lift of the LL map:
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Definition 24. For an irreducible well-generated complex reflection group W and a flat Z ∈ LW , we
define the lifted Lyashko-Looijenga map, denoted7 L̂L, by:
Z
L̂L−−−−−−→ E(k,1n−k)
z := (z1, · · ·, zn−k) −−−−−−→ multiset LL
(
y(z)
)
with the decorated point f̂n(z).
The diagram on the right describes the relation
between LL and L̂L. It is immediate by the defini-
tion, that if F is the forgetful map that sends the
decorated multiset {x̂0, · · · , xn−k} to the undeco-
rated one {x0, · · · , xn−k} (respecting the multiplic-
ity of x0), the diagram commutes. That is, we have
F ◦ L̂L = (LL ◦ prY ◦ρ)|Z . (10)
Remark 25. Notice that F is not in general in-
vertible. If there are several points of multiplicity
greater than or equal to k, there is no way to know
which one was decorated. In fact, we should think
of E(k,1n−k) as a desingularization (since it is iso-
morphic to Cn−k) of its image in En.
V ⊃ Z E(k,1n−k)
W\V ⊃ [Z]
Y ⊃ [Z]Y En
ρ ρ
L̂L
F
prY prY
LL
Figure 3: The lifted Lyashko-
Looijenga morphism.
5.2 The geometry of the lifted L̂L map
Our first step towards understanding the geometry of the L̂L map will be to give it an explicit descrip-
tion in terms of polynomials. We will need to study the restriction of the discriminant
(
∆(W,f); (y, t)
)
on [Z]Y .
As before, we may view the αi’s as polynomials in z. The fact that fn(z) is always a root of the
discriminant at y = y(z), and of multiplicity at least k, implies that we can factor the latter(
∆(W,f); (y(z), t)
)
= tn + α2
(
y(z)
) · tn−2 + · · ·+ αn(y(z)), (11)
as (
∆(W,f); (z, t)
)
=
(
t− fn(z)
)k(
tn−k + b1(z) · tn−k−1 + · · ·+ bn−k(z)
)
, (12)
where the bi’s are a priori functions of z. Our first task will be to show that they are in fact polynomials
in z:
Lemma 26. The coefficients bi(z) that appear in the previous factorization of the discriminant
(
∆(W,f); (z, t)
)
are homogeneous polynomials in the zi’s, of degree hi.
Proof. Indeed, by comparing coefficients on the right hand sides of (11) and (12), we get the following
equations:
0 = kfn − b1,
α2 = b2 − kfnb1 +
(
k
2
)
f2n,
α3 = b3 − kfnb2 +
(
k
2
)
f2nb1 −
(
k
3
)
f3n,
α4 = · · · ,
7In what follows, the dependence on the flat Z will be suppressed for ease of notation.
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where αi, bi and fn are all considered as functions on z. Now, by definition, the αi’s and fn are
polynomials in z. Moreover, the above equations can be used to inductively express bi as a polynomial
in the αj ’s (with j ≤ i) and fn; therefore as a polynomial in the zi’s.
The homogeneity is also an immediate consequence of the previous argument. Indeed, the αi’s are
weighted-homogeneous in the fi’s, of weighted-degree hi (Prop. 6). This means precisely that they are
homogeneous in the zi ’s and of the same degree. Along with the fact that deg(fn) = h, this forces
(inductively) all monomials that appear in the ith equation to be homogeneous and of degree hi.
Corollary 27. The lifted L̂L map is an algebraic morphism, given explicitly as:
Z ∼= Cn−k L̂L−−−−−−→ E(k,1n−k) ∼= Cn−k
z := (z1, · · · , zn−k) −−−−−−→
(
b1(z1, · · · , zn−k), · · · , bn−k(z1, · · · , zn−k)
)
.
Proof. It is clear by the definition of the bi’s, and our choice of parametrization for the space E(k,1n−k)
as described in Defn. 23, that the tuple (b1, · · · , bn−k) represents the decorated multiset L̂L(z). The
algebraicity of the map L̂L is precisely the previous lemma.
Remark 28. Notice that in the same way, we may show that the forgetful map F is algebraic. Indeed,
it is precisely given as b := (b1, · · · , bn−k) F−→
(
α2(b), · · · , αn(b)
)
, where the αi’s are given in terms of
b according to the equations in the proof of Lemma 26.
We are now in a similar situation as in Section 4. Instead of attempting to reproduce all of its
statements in the context of the lifted L̂L map, we focus only on those that are pertinent to the
enumerative questions; namely the finiteness and the degree calculation.
Proposition 29. The lifted L̂L map is a finite morphism and its degree is given by
deg(L̂L) = hdim(Z) · ( dim(Z))! .
Proof. As L̂L is homogeneous, we may apply the same criterion for finiteness as in §4.1.2. In order to
show that
(
L̂L
)−1
(0) = 0, we rely on the connection with the LL map, as described in Fig. 3.
To begin with, notice that 0 ∈ E(k,1n−k) represents the multiset with n copies of 0, where the
(unique) element 0 is decorated. Of course, 0 ∈ En is the same multiset without the decoration. Now,
it is easy to see that F−1(0) = 0 (this just says that a multiset with a single element can only be
decorated in one way).
Therefore, if
(
L̂L
)−1
(0) 6= 0, this implies that (L̂L)−1 ◦ F−1(0) 6= 0, which is the same as
ρ−1 ◦ pr−1Y ◦LL−1(0) 6= 0,
according to (10) (here the notation is again as in Fig. 3). But we have shown already (see §4.1.2) that
LL−1(0) = 0, and then pr−1Y (0) = 0, because L0 intersects H only at the origin, and finally ρ−1(0) = 0,
because 0 is the unique point in Z fixed by the whole group W . That is, we must have
(
L̂L
)−1
(0) = 0.
Our degree calculation is the same as in (9). Bezout’s theorem gives us the formula:
deg(L̂L) =
n−k∏
i=1
deg(bi) =
n−k∏
i=1
hi = hn−k · (n− k)! ,
and since dim(Z) = n− k, the proof is complete.
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5.3 Enumeration of Primitive factorizations
We would like now to apply this geometric analysis of the L̂L map to our enumerative problem. First
we will use the trivialization theorem to phrase the question in terms of the local geometry of the LL
map, which then we will reduce to a simpler problem for the L̂L map.
Recall how Bessis’ trivialization theorem (Thm. 19) relates the fibers of the LL map with compatible
block factorizations. To enumerate primitive factorizations, we consider a special multiset e ∈ En whose
leftmost point is of multiplicity k and whose other points are simple. For instance, pick
e :=
{ −1
k
(
n− k
2
)
, · · · , −1
k
(
n− k
2
)
︸ ︷︷ ︸
k−times
, 1, · · · , n− k}. (13)
Now the trivialization theorem implies the following Lemma:
Lemma 30. Let W be a well-generated complex reflection group, Z one of its flats, and let e be as
above. Then, if FACTW (Z) denotes the number of primitive factorizations of type [Z]:
FACTW (Z) = #
{
LL−1(e) ∩ [Z]Y
}
.
Proof. Indeed, the bijectivity of the map LL × rlbl : Y → En  D• implies that the size of (number
of distinct points in) the fiber LL−1(e) is equal to the number of all primitive factorizations c =
c1 · t1 · · · tn−k (i.e. where c1 is only required to satisfy lR(c1) = k).
Now, as we discussed at the beginning of §5.1, primitive factorizations of type [Z] may only appear
as labels of points in [Zreg]Y . However, it is easy to see that LL
−1(e) intersects [Z]Y only at [Zreg]Y .
This is a consequence of Prop. 14 and concludes the proof.
In the following theorem we relate the size of the fiber LL−1(e) ∩ [Z]Y with the degree of the L̂L
map, to obtain a closed, uniform enumeration formula:
Theorem 31. Let W be a well-generated group and let Z be one of its flats. Then, the number of
primitive factorizations of type [Z] is given by the formula
FACTW (Z) =
hdim(Z) · ( dim(Z))!
[NW (Z) : WZ ]
,
where NW (Z) and WZ are, respectively, the setwise and pointwise stabilizers of Z.
Proof. To prove the theorem, we will lift the special multiset e ∈ En (as in (13)) all the way to the flat
Z, following both paths described in Fig. 3, and then we will compare the two fibers.(
ρ|Z
)−1 ◦ (prY |[Z])−1 ◦ (LL|[Z]Y )−1(e): The application of the first inverse map gives us precisely
the set on the right hand side of Lemma 30 above. For the second map, recall first that pr−1Y (y) is by
definition equal to the intersection Ly ∩H, whose fn coordinates are recorded in LL(y).
Now, by Lemma 8 the restricted preimage pr−1Y (y) ∩ [Z] can only contain points (y, x) such that
mult(y,x)(H) ≥ k. By Prop. 14 we must then have that multx
(
LL(y)
) ≥ k. But since LL(y) = e and
−1
k
(
n−k
2
)
is the unique element in e of multiplicity k, the preimage
(
prY |[Z]
)−1
(y) consists of the single
point
(
y, −1k
(
n−k
2
))
.
For the quotient map ρ, notice to begin with that any (y, x) ∈ [Z] such that LL(y) = e must belong
to [Zreg]. Indeed, if that were not the case, there would be a point in LL(y) of multiplicity greater
than k. Now, by definition, each fiber of ρ over [Zreg] is a maximal set of points in Zreg that are in the
same W -orbit. The size of such a set is counted precisely by the index [NW (Z) : WZ ].
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Putting the previous three paragraphs together, we have the following relation between fibers:
#
{(
ρ|Z
)−1 ◦ ( prY |[Z])−1 ◦ (LL|[Z]Y )−1(e)} = [NW (Z) : WZ ] ·#{LL−1(e) ∩ [Z]Y }.(
L̂L
)−1 ◦F−1(e): Since there is a single point of multiplicity k in e, this must have been the one that
was decorated. That is, F−1(e) contains a single configuration, which we denote by ê.
For L̂L, recall that a finite morphism is unramified (i.e. the number of preimages of a point equals
the degree of the map) over a (Zariski)-open set. In our case, it is clear that Ereg
(k,1n−k) is open in
E(k,1n−k) (actually both in the Zariski and the complex topology).
Therefore, it will intersect any other open set (since E(k,1n−k) is irreducible) and, in fact, it will
intersect the set where L̂L is unramified. Without loss of generality, we may assume that ê is in
that intersection (since in dealing with e, we haven’t relied on anything but the multiplicities of its
elements). This means that:
#
{(
L̂L
)−1 ◦ F−1(e)} = deg(L̂L) = hdim(Z) · ( dim(Z))! .
Putting together the last two equalities and combining them with (10), we immediately get
#
{
LL−1(e) ∩ [Z]Y
}
=
hdim(Z) · ( dim(Z))!
[NW (Z) : WZ ]
,
which, after Lemma 30, is exactly what we need.
Remark 32. One can compute the numbers [NW (Z) : WZ ] for the exceptional groups, using the
tables in [OT92, Appendix C]. They also appear explicitly in literature; for the real case see [OS83,
Tables III-VIII], while for the complex ones see [OS82, Tables 3-11].
Remark 33. Notice that this proof essentially works for the ambient flat Z = V as well. In that
case, we will have a centered configuration of n-many points that is decorated at the point fn(v) which
might not belong to them. In fact, the first coordinate of the L̂L map will be fn now, since the relation
with b1 is 0 · fn = b1.
More interesting is what happens if we set Z = H, for some reflecting hyperplane H. There are at
most two W -orbits of hyperplanes and we may consider representatives H and H ′. Then, it is clear
that
FACTW (H) + FACTW (H
′) = RedW (c) =
hnn!
|W | .
Comparing this with the formula of Thm. 31, we get the equation
hn =
|W |
[NW (H) : WH ]
+
|W |
[NW (H ′) : WH′ ]
= [W : NW (H)] · |WH |+ [W : NW (H ′)] · |WH′ |,
which easily gives the well-known formula hn = N +N∗ as in Defn. 3.
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5.3.1 When NW (Z)/WZ acts as a reflection group
In certain cases, we may derive Thm. 31 directly via a degree calculation
and hence avoid the overcounting argument. Indeed, if we write CZ :=
NW (Z)/WZ for the quotient of the setwise over the pointwise stabilizer of
Z, then by definition the L̂L map has to respect CZ-orbits. That is, it will
factor as the composition LL′◦ρZ (see Fig. 4; the map νZ is the normalization
of the affine variety [Z]), where LL′ may be defined analogously to Defn. 11.
This is true in general, but when CZ acts as a reflection group, by
the Shephard-Todd-Chevalley theorem, the quotient CZ \ Z is an affine
space. As in (3), its coordinates correspond to the invariant polynomials
g1(z), · · · , gn−k(z) of the action of CZ on Z. Moreover, if d′i = deg(gi), we
will have [N(Z) : WZ ] = |CZ | =
∏n−k
i=1 d
′
i.
Z E(k,1n−k)
CZ \Z
[Z]∼= W \W ·Z
ρ
ρZ
L̂L
LL′
νZ
Figure 4: L̂L=LL′ ◦ ρZ .
Now, by Lemma 26, the bi(z) are polynomials in z and since they also have to be CZ-invariant
(because L̂L is), they will be polynomials in the gi(z). That is, we can express LL
′ as the algebraic
morphism:
Cn−k ∼= CZ \ Z 3 g := (g1, · · · , gn−k) LL
′
−−−−→ (b1(g), · · · , bn−k(g)) ∈ E(k,1n−k) ∼= Cn−k.
Now, arguing exactly as in the proof of Thm. 31, but going up (see Figures 3 and 4) only until
CZ \ Z, we recover the formula via a single degree calculation:
FACTW (Z) = deg(LL
′) =
∏n−k
i=1 deg(bi)∏n−k
i=1 deg(gi)
=
∏n−k
i=1 hi∏n−k
i=1 d
′
i
=
hdim(Z) · ( dim(Z))!
[NW (Z) : WZ ]
.
One significant advantage of this approach is that it provides a natural q-version of the enumerative
formula that can be shown to satisfy CSP’s analogous to the one in [Dou]:
FACTW,Z(q) := Hilb
(
(LL′)−1(0), q
)
=
∏n−k
i=1 [hi]q∏n−k
i=1 [d
′
i]q
.
In recent work [Ame+18, Thm. 3.5], Amend et al. give sufficient conditions for CZ to act as a
reflection group (and a characterization for the infinite family; see their Corol. 4.8). Notice that this
is not equivalent with the statement that the restricted arrangement AZW is a reflection arrangement
(see [Ame+18, Remark 5.2]).
Remark 34. If CZ does not act as a reflection group, then the morphism LL
′ will not be as simple
(i.e. it will not be a quasi-homogeneous polynomial map anymore). We can still calculate the above
Hilbert series, but the answer is not as explicit; namely, the q-version of the overcounting factor is
simply the Hilbert series of the invariant ring C[Z]CZ .
6 A geometric interpretation of Kreweras numbers
The concept of type as described in Defn. 22 determines a meaningful partition of the noncrossing
lattice NC(W ). Kreweras [Kre72] was the first to compute the block-sizes of this partition for the
symmetric group.
Definition 35. We define the Kreweras numbers for W , to be the numbers
KrewW (Z) := #
{
ci ∈ NC(W ) | ci is of type [Z]
}
.
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As is the case for the total size of the noncrossing lattice, we have uniform formulas for the Kreweras
numbers, but no uniform proofs of these formulas. Recall that the characteristic polynomial of a
hyperplane arrangement A on V is defined by
χ(A, t) :=
∑
Z∈LA
µ(V,Z) · tdim(Z),
where µ(V,Z) is the Mo¨bius function on the intersection lattice LA, and that AZ denotes the restriction
of A on one of its flats Z.
Proposition 36. [essentially AR04, Thm. 6.3] If W is a Weyl group and Z is one of its flats, then
we have
KrewW (Z) =
χ(AZW , h+ 1)
[NW (Z) : WZ ]
.
sketch: In [AR04, Thm. 6.3], Athanasiadis and Reiner prove that the Kreweras numbers are equal to
the corresponding statistics for nonnesting partitions. Those had already been uniformly shown to
adhere to the above formula; see for instance [Som05, Prop. 6.6:(1)].
Remark 37. As it happens, the characteristic polynomials χ(AZW , t) have integer roots:
χ(AZW , t) =
dim(Z)∏
i=1
(t− bZi ),
where the bZi are the so called Orlik-Solomon exponents for Z (first computed in [OS83] and [OS80]).
These nice product formulas are a consequence of the fact that restricted arrangements of reflection
arrangements are free (see [OT92, Thm. 4.137] for the implication and [HR13] for the completed case-
by-case proof).
In a similar fashion to our Lemma 30, we may relate the number of noncrossing elements of type
[Z] (i.e. the Kreweras numbers) with the size of a particular fiber of the lifted L̂L map. Let ê(k,n−k)
be the decorated multiset { ̂−(n− k), k, · · · , k︸ ︷︷ ︸
(n−k)-times
} (see Defn. 23).
Lemma 38. The number KrewW (Z) of noncrossing elements of type [Z] is equal to:
#
{(
L̂L
)−1
(ê(k,n−k))
}
[NW (Z) : WZ ]
.
Proof. The proof is analogous to the ones in Lemma 30 and Thm.31, so we present it more compactly.
By the Trivialization Theorem and the definition of L̂L, the points z that lie in the fiber
(
L̂L
)−1
(ê(k,n−k))
are such that rlbl
(
y(z)
)
= (c1, c2) where c1 is of type [Z]. Since the multiplicity of the decorated point
in ê(k,n−k) is equal to k = codim(Z), the points z will further belong to the regular part Zreg.
That is, for each block factorization c1 · c2 = c, with c1 of type [Z], we have [NW (Z) : WZ ]-many
preimages in the fiber. On the other hand, the number of such block factorizations is precisely the
number of noncrossing elements of type [Z] (since each c1 has a unique Kreweras complement c2 = c
−1
1 c).
This completes the argument.
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Speculation towards a uniform enumeration of NC(W )
The previous Lemma 38 suggests that we would get a uniform proof of the Kreweras formulas (Prop. 36)
if we could show in a geometric way that
#
{(
L̂L
)−1
(ê(k,n−k))
}
= χ(AZW , h+ 1) =
dim(Z)∏
i=1
(h+ 1− bZi ).
The difficulty here is in the fact that the fiber is not reduced. Our combinatorial description of the
local multiplicities of the LL map can be translated of course to the lifted case, but apparently it is
not sufficient. In [Dou17, Section 8.1], we give a geometric reason for this local behavior of L̂L when
the flat Z is a line; it is not clear how to extend this to the general case.
We would like to note however that, if this is successful, the formulas for the Kreweras numbers
imply (in a uniform way) the formula for the size of the noncrossing lattice:
|NC(W )| = 1|W |
n∏
i=1
(h+ di).
Indeed, the following calculation (see [Dou17, Prop. 105]), which is true for all complex reflection
groups W , implies the previous statement by setting t = h+ 1.
Proposition 39. Consider the Kreweras polynomials KrewZW (t) :=
χ(AZW , t)
[NW (Z) : WZ ]
. Then, we have
∑
[Z]∈W\LW
KrewZW (t) =
1
|W |
n∏
i=1
(t+ di − 1).
7 The shadow stratification
The trivialization theorem suggests an obvious stratification of the base space Y , with respect to the
labels rlbl(y). In this last section we are going to define these strata and build a framework that relates
the local geometry of the LL map on them, with finer enumerative and structural properties of block
factorizations.
Let σ = (w1, · · · , wk) ∈ D• be a block factorization (4) of the Coxeter element c. As we have seen
in Corol. 20, the wi’s are parabolic Coxeter elements; their conjugacy classes are therefore associated
to W -orbits of flats [Z] (via wi → V wi). Following [LZ04, Defn. 1.1.7], we introduce:
Definition 40 (Passport). For a block factorization σ, the tuple
(
Z
)
:=
(
[Z1], · · · , [Zk]
)
of the parabolic
classes of its factors will be called the passport of σ. If we are only interested in the set of classes that
appear, we write
{
Z
}
:=
{
[Z1], · · · , [Zk]
}
for the unordered passport of σ.
For each such
{
Z
}
, we now define the shadow stratum Y{Z} ⊂ Y as the set of points y ∈ Y whose
labels rlbl(y) have (unordered) passport
{
Z
}
. That is,
Y{Z} :=
{
y ∈ Y : if rlbl(y) = (w1, · · · , wk), then ∃ pi ∈ Sk :
[
V wpi(i)
]
=
[
Zi
]}
.
Notice that the strata Y{Z} are by definition disjoint.
This shadow stratification of the base space Y is a refinement of its namesake, considered by Bessis
[Bes15, below Corol. 5.9] and Ripoll [Rip10, above Thm. 5.2]. In the latter, the strata were indexed by
partitions λ which recorded the ranks (codimensions) of the Zi. One might justify our use of the term
by picturing the points y living in the “shadow” of the intersection Ly
⋂H as in Fig. 1.
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As opposed to the strata Yλ of Bessis and Ripoll, the shadow strata Y{Z} are not necessarily varieties.
We can however describe them as images of (quasi-affine) varieties; this means they are constructible
sets [Eis95, Corol. 14.7]. Indeed, pick representatives Zi of the classes [Zi] (one can use multiple copies
of the same flat if needed), and consider the set of points
(z1, z2, · · · , zk) ∈ (Z1 × Z2 × · · · × Zk) for which

f1(z1) = · · · = f1(zk)
f2(z1) = · · · = f2(zk)
· · ·
fn−1(z1) = · · · = fn−1(zk)
fn(zi) 6= fn(zj)
 . (14)
This defines a quasi-affine variety V
({Z}) ⊂ Z1×· · ·×Zk (since the last conditions define Zariski-open
sets). Here the polynomials fi(zj) are given by restriction of coordinates, and of course depend on the
inclusion Zj ⊂ V .
Proposition 41. The image of the quasi-affine variety V
({Z}) defined by (14) under the map
V
({Z}) 3 (z1, · · · , zk)→ (f1(z1), f2(z1), · · · , fn−1(z1)) ∈ Y,
where it doesn’t matter if we use some other zi instead of z1, is the stratum Y{Z}.
Proof. It is an easy application of Prop. 12 that indeed all the points of the stratum Y{Z} belong to
the image of V
({Z}). That there is nothing else is only slightly trickier:
Write y(z1) for the image and notice that, by definition, the points
(
y(z1), fn(zi)
)
must all belong
to the discriminant hypersurface H (since y(z1) = y(zi) for all i). Now, by Prop. 14, we must also have
that
multfn(zi)
(
LL(y(z1))
) ≥ codim(Zi),
for all i (since zi could belong to a smaller flat Z
′ ⊂ Zi of higher codimension). But on the other hand,
the intersection Ly(z1)
⋂H contains exactly n = ∑ki=1 codim(Zi) points counted with multiplicity.
That is, the set {fn(z1), · · · , fn(zk)} is precisely the image LL
(
y(z1)
)
and the points zi are all in the
regular part Zregi . In other words, and by Prop. 12, the labels rlbl
(
y(z1)
)
have (unordered) passport
{Z}.
The exact same argument as in the previous proof serves as a characterization of passports:
Corollary 42. A set of W -orbits of flats {Z} = {[Z1], · · · , [Zk]} is a passport if and only if they
satisfy
∑k
i=1 codim(Zi) = n and the equations (14) have a solution (for any choice of representatives
Zi).
WhenW is a simply laced Coxeter group, Lyashko [Lya76, Thm. 5] determined all possible passports
by using a generalization of Dynkin diagrams. His results however are still case by case. For the other
real reflection groups, the answer appears in [KM10], while in the well-generated case only the infinite
families have been considered [Rip].
The previous Corollary can easily be used to confirm these results, at least in the case of the classical
groups, but doesn’t seem to illuminate the general situation. We therefore ask:
Question 43. Give a coordinate free, or otherwise intrinsic, characterization of the possible passports
for a well-generated complex reflection group W .
Remark 44. One might guess in the real case, that a tuple of parabolic types is a passport if and only
if it is a partition of the Coxeter diagram. This is in fact not the case. Already in type A5, it is easy
to see that
(
A31, A2
)
is a valid passport, but clearly it doesn’t form a partition of the Coxeter diagram.
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7.1 Applications on enumeration
One of the main reasons for introducing the shadow strata is that they are the natural object, on which
a local analysis of the LL map might give us finer enumerative information. The following proposition
(compare with [LZ07, Thm. 3]) clarifies the relation between the size of fibers of the LL map, and
the enumeration of block factorizations, as suggested by the trivialization theorem. First, we give a
somewhat unconventional definition for the degree of LL when restricted to a stratum (it models [LZ07,
Defn. 3.5]).
Definition 45. The degree of the LL map on the stratum Y{Z} is the number of preimages of an
arbitrary point in LL
(
Y{Z}
)
. It is well-defined by the trivialization theorem.
Proposition 46. The number of block factorizations σ with (ordered) passport
(
Z
)
, denoted FactW
[
(Z)
]
,
and the degree of the LL map on the stratum Y{Z} are related via the equation:
deg(LL)|Y{Z} =
Aut(|Z1|, · · · , |Zk|)
Aut([Z1], · · · , [Zk]) · FactW
[
(Z)
]
,
where |Zi| denotes the codimension of Zi (also the rank of WZi).
Proof. First of all, notice that if
(
Z ′
)
is any permutation of the parabolic classes of
(
Z
)
, we have
FactW
[
(Z)
]
= FactW
[
(Z ′)
]
. This is because the two sets of factorizations are in bijection via the
Hurwitz action of any braid that permutes the corresponding classes.
The statement is now a corollary of the trivialization theorem (Thm. 19). Indeed, consider a
point configuration e ∈ En whose elements xi (ordered complex-lexicographically) have multiplicities
ni := |Zi|. Now, by the trivialization theorem, the fiber LL−1(e) is in bijection with block factorizations
σ = (w1, · · · , wk) for which lR(wi) = ni.
If we further restrict on the stratum Y{Z}, the points in the preimage LL−1(e)
⋂
Y{Z} correspond
to block factorizations σ with the same ordered prescribed lengths ni, but which also have unordered
passport {Z}. Finally, there are exactly Aut(|Z1|,··· ,|Zk|)Aut([Z1],··· ,[Zk]) many ways to permute the terms in a passport(
Z
)
, respecting the ranks |Zi|.
7.1.1 The complete answer is known in type A
A priori the geometry of shadow strata might be quite complicated. However, there is hope that our
arguments of Section 5 may, to a certain degree, be extended. In fact, most shadow strata (at least
when [Zi] 6= [Zj ]) can be described as intersections Y{Z} = [Zreg1 ]Y ∩· · ·∩ [Zregi ]Y of our primitive strata
[Zregi ]Y (see § 5.1).
In the symmetric group case, this approach has been successful in completely determining the local
degrees of the LL map. The following theorem, in conjunction with Prop. 46 gives a purely geometric
proof of the celebrated Goulden-Jackson formula [GJ92, Thm. 3.2].
Theorem 47. [LZ04, Thm. 5.2.2] When W is the symmetric group Sn, and
{
Z
}
=
{
[Z1], · · · , [Zk]
}
is an arbitrary passport, the restriction of the LL map to the shadow stratum Y{Z} is a smooth finite
mapping of degree
deg(LL)|Y{Z} = nk−1 ·
Aut(|Z1|, · · · , |Zk|)
Aut([Z1], · · · , [Zk]) ·
k∏
i=1
(
dim(Zi)
)
!
[NW (Zi) : WZi ]
.
In the proof of this theorem, the base space Y is lifted via a ramified covering to a space where the
primitive strata intersect transversely to form shadow strata. The result then follows by computing
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the degrees of these lifted shadow strata and comparing them with the local degrees of the LL map
(see [LZ04, Lemma 5.2.10], also [LZ07, end of p. 15]).
As we mentioned in the introduction, we hope that a similar local analysis of the LL map might
be possible for all reflection groups, for at least some class of better-behaved passports. The results of
[KM10] along with Prop. 46 imply formulas for the local degrees of LL that are, at least in types B
and D, similar to the previous theorem.
7.2 Hurwitz action on block factorizations
As is immediate from its definition (Defn. 4), the Hurwitz action respects the set of conjugacy classes in
a factorization. It is therefore well defined on the set of block factorizations σ with a fixed, (unordered)
passport {Z}. The shadow strata Y{Z} are again a natural geometric object through which we can
study its orbits. The following is a refinement of [Rip10, Thm. 5.5]:
Theorem 48. The rlbl map defines a bijection between the path-connected components of the shadow
stratum Y{Z} and the orbits of the Hurwitz action on block factorizations σ with unordered passport
{Z}. In particular, the action is transitive if and only if the stratum is path-connected.
Proof. This is again a corollary of the trivialization theorem (Thm. 19). To begin with, notice that
after the surjectivity of the LL × rlbl map, the theorem is equivalent to checking that two points
y, y′ ∈ Y{Z} have labels in the same Hurwitz orbit if and only if they are connected by a path in Y{Z}.
In what follows, let k be the number of the (not necessarily distinct) parabolic classes that constitute
the passport {Z}.
For the forward direction, pick any two points y, y′ in the same component of Y{Z} and a path β
between them. Notice that since β stays in Y{Z}, the multiplicities of the points in γ(t) := LL(β(t)) ∈
En are constant. Therefore, Lemma 16 applies and we have rlbl(y
′) = g ∗ rlbl(y), where g realizes the
braid γ(t) as an element of the braid group on k strands Bk. In other words, the labels of y and y
′ are
in the same Hurwitz orbit.
For the other direction, start with two elements y, y′ ∈ Y{Z}, and an element g in the braid group
Bk, such that rlbl(y
′) = g ∗ rlbl(y). Consider now the two configurations LL(y) and LL(y′) and a path
γ between them (in the connected configuration space Ek ⊂ En) that gives rise to the braid g. After
Corol. 13, we can lift γ to a path β(t) : [0, 1]→ Y , for which β(0) = y and LL(β(1)) = LL(y′). Now by
Lemma 16, we will further have that rlbl(β(1)) = g ∗ rlbl(y) = rlbl(y′). Putting these together, we get(
LL× rlbl )(β(1)) = (LL× rlbl )(y′),
which according to the trivialization theorem forces β(1) = y′. That is, y and y′ are connected by the
path β.
In certain cases, one can easily describe parametrizations of the shadow strata that imply connec-
tivity. For the symmetric group, this idea was quite successful in [KZ96]. For well-generated groups,
the following theorem by Ripoll tackles primitive factorizations. The proof relies on the geometry of
the maps Z
ρ−→ [Z] prY−−→ [Z]Y , as in Fig. 3.
Corollary 49. [Rip10] For an arbitrary flat Z ∈ LW , the Hurwitz action is transitive on the set of
primitive factorizations of type [Z] (see Defn. 22).
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