extension of interior point methods from linear programming (LP) to SDP in the 1990's by Nesterov and Nemirovski [22] , Alizadeh [1] , and others.
A recurrent difficulty in applying interior point methods for SDP is that it is more difficult to exploit special structure in the data than in the LP case. In particular, sparsity may readily be exploited by interior point methods in LP, but this is not true for SDP. Some structures in SDP data have been exploited successfully, see the recent survey [11] for details.
Of particular interest for this paper is a structure called algebraic symmetry, where the SDP data matrices are contained in a low-dimensional matrix C * -algebra. (Recall that a matrix * -algebra is a linear subspace of C n×n that is closed under multiplication and taking complex conjugate transposes.) Although this structure may seem exotic, it arises in a surprising number of applications, and first appeared in a paper by Schrijver [23] in 1979 on bounds for binary code sizes. (Another early work on algebraic symmetry in SDP is by Kojima et al. [16] .)
More recent applications are surveyed in [7, 11, 28] and include bounds on kissing numbers [2] , bounds on crossing numbers in graphs [12, 13] , bounds on code sizes [9, 17, 24] , truss topology design [3, 10] , quadratic assignment problems [14] , etc.
Algebraic symmetry may be exploited since matrix C * -algebras have a canonical block diagonal structure after a suitable unitary transform. Block diagonal structure may in turn be exploited by interior point algorithms.
For some examples of SDP instances with algebraic symmetry, the required unitary transform is known beforehand, e.g. as in [24] . For other examples, like the instances in [12, 13] , it is not.
In cases like the latter, one may perform numerical pre-processing in order to obtain the required unitary transformation. A suitable algorithm is given in [5] , but the focus there is on complexity and symbolic computation, as opposed to practical floating point computation. Murota et al. [21] presented a practical randomized algorithm that may be used for pre-processing of SDP instances with algebraic symmetry; this work has recently been extended by Maehara and Murota [19] .
In this paper, we propose another numerical pre-processing approach in the spirit of the work by Murota et al. [21] , although the details are somewhat different. We demonstrate that the new approach may offer numerical advantages for certain group symmetric SDP instances, in particular for the SDP instances from [13] . In particular, we show how to solve one specific instance from [13] in a few minutes on a PC after pre-processing, where the original solution (reported in [13] ) required a week on a supercomputer.
Outline
This paper is structured as follows. After a summary of notation we review the basic properties of matrix C * -algebras in Sect. 2. In particular, the canonical block decomposition is described there, and two conceptual algorithms to compute it in two steps are given in Sects. 3 and 4. In this paper we will apply these algorithms not to the given matrix C * -algebra, but to its so-called regular * -representation, described in Sect. 5.
In Sect. 6 we review how these algorithms may be used to reduce the size of SDP instances with algebraic symmetry, and we summarize the numerical algorithm that we propose in this paper.
We relate our approach to the earlier work of Murota et al. [21] in Sect. 7, and conclude with Sect. 8 on numerical experiments.
Notation and preliminaries
The space of p × q real (resp. complex) matrices will be denoted by R p×q (resp. C p×q ), and the space of k × k symmetric matrices by S k×k .
We use I n to denote the identity matrix of order n. Similarly, J n denotes the n × n all-ones matrix. We will omit the subscript if the order is clear from the context.
A complex matrix A ∈ C n×n may be decomposed as
where Re(A) ∈ R n×n and Im(A) ∈ R n×n are the real and imaginary parts of A, respectively. The complex conjugate transpose is defined as: 
Basic properties of matrix * -algebras
In what follows we give a review of decompositions of matrix * -algebras over C, with an emphasis on the constructive (algorithmic) aspects. Our exposition and notation is based on the PhD thesis of Gijswijt [8] , Sect. 2.2.
A matrix C * -subalgebra of A is called maximal, if it is not properly contained in any other proper C * -subalgebra of A.
In applications one often encounters matrix C * -algebras with the following additional structure.
Definition 2 A matrix C * -algebra is called a coherent configuration, if it contains the identity matrix and has a basis of zero-one matrices that sum to the all ones matrix.
More information on coherent configurations and related structures may be found in [4] .
The direct sum of two square matrices A 1 , A 2 , is defined as
and the iterated direct sum of square matrices A 1 , . . . , A n is denoted by n i=1 A i . If all the A i matrices are equal we define:
A.
Let A and B be two matrix C * -algebras. Then the direct sum of the two algebras A and B is defined as:
Note that the "⊕" symbol is used to denote both the direct sum of matrices and the direct sum of algebras. Since these are conceptually completely different operations, we will always denote algebras with calligraphic capitals, like A, and matrices using capitals in normal font, like A, to avoid confusion.
We say that A is a zero algebra if it consists only of the zero matrix.
Definition 3 A matrix C * -algebra A is called basic if
for some integers s, t.
Note that each eigenvalue of a generic element of the basic C * -algebra in (2) has multiplicity t.
Definition 4
Two matrix C * -algebras A, B ⊂ C n×n are called equivalent if there exists a unitary matrix Q ∈ C n×n such that
It is well known that every simple matrix C * -algebra that contains the identity is equivalent to a basic algebra. (Recall that a matrix C * -algebra is called simple if it has no nontrivial ideal.) The fundamental decomposition theorem for matrix C * -algebra states the following.
Theorem 1 (Wedderburn (1907) [30] ) Each matrix * -algebra over C is equivalent to a direct sum of basic algebras and possibly a zero algebra.
A detailed proof of this result is given e.g. in the thesis by Gijswijt [8] (Proposition 4 there). The proof is constructive, and forms the basis for numerical procedures to obtain the decomposition into basic algebras.
Constructing the Wedderburn decomposition
Let center(A) denote the center of a given matrix C * -algebra A ⊂ C n×n :
The center is a commutative sub-algebra of A and therefore has a common set of orthonormal eigenvectors that we may view as the columns of a unitary matrix Q, i.e. Q * Q = I . We arrange the columns of Q such that eigenvectors corresponding to one eigenspace are grouped together. The center also has a basis of idempotents (see e.g.
In what follows we assume that A contains the identity.
The unitary transform A := Q * AQ transforms the E i matrices to zero-one diagonal matrices (say E i := Q * E i Q) that sum to the identity.
One clearly has
is clearly a matrix C * -algebra. For a fixed i, the matrices in the algebra E i A E i have a common nonzero diagonal block indexed by the positions of the ones on the diagonal of E i . Define A i as the restriction of E i A E i to this principal submatrix. One now has
Moreover, one may show (see Proposition 4 in [8] ), that each A i is a simple algebra, i.e. it has no nontrivial ideal. Numerically, the decomposition (3) of A into simple matrix C * -algebras may be done using the following framework algorithm. In step (i), we assume that a basis of center(A) is available. The generic element X is then obtained by taking a random linear combination of the basis elements. This approach is also used by Murota et al. [21] , see e.g. Algorithm 4.1. there.
From simple to basic C * -algebras
Recall that all simple matrix * -algebras over C are equivalent to basic algebras. Thus we may still decompose each A i in (3) as
for some integers n i and t i and some unitary matrix U i (i = 1, . . . , t). For the dimensions to agree, one must have
A i ⊂ C n×n . Now let B denote a given basic matrix * -algebra over C. One may compute the decomposition U * BU = t C s×s , say, where U is unitary and s and t are integers, as follows. (vi) Permute rows and columns to obtain P T Q * Q * BQ Q P = t C s×s , where P is a suitable permutation matrix.
OUTPUT: a unitary matrix
A few remarks on Algorithm 2:
-Step (i) in Algorithm 2 may be performed by randomly sampling a generic element from B. -By the proof of Proposition 5 in [8] , the diagonal blocks in step (iii) are the algebras CI s . -By the proof of Proposition 5 in [8] , the blocks B 11 , . . . , B 1t used in step (v) are all unitary matrices (up to a constant scaling), so that Q in step (v) is unitary too.
The regular * -representation of A
In this paper we will not compute the Wedderburn decomposition of a given C * -algebra A directly, but will compute the Wedderburn decomposition of a faithful (i.e. isomorphic) representation of it, called the regular * -representation of A. This allows numerical computation with smaller matrices. Moreover, we will show that it is relatively simple to obtain a generic element from the center of the regular * -representation of A. Assume now that A has an orthogonal basis of real matrices B 1 , . . . , B d ∈ R n×n . This situation is not generic, but it is usual for the applications in semidefinite programming that we will consider.
We normalize this basis with respect to the Frobenius norm:
and define multiplication parameters γ k i, j via:
The matrices L k form a basis of a faithful (i.e. isomorphic) representation of A, say A reg , that is also a matrix * -algebra, called the regular * -representation of A.
Theorem 2 (cf. [13] ) The bijective linear mapping φ :
Thus, φ is an algebra isomorphism with the additional property
Since φ is a homomorphism, A and φ(A) have the same eigenvalues (up to multiplicities) for all A ∈ A. As a consequence, one has
We note that the proof in [13] was only stated for the case that A is the commutant of a group of permutation matrices, but the proof given there remains valid for any matrix C * -algebra.
By the Wedderburn theorem, any matrix C * -algebra A takes the form
for some integers t, t i and n i (i = 1, . . . , t), and some unitary Q. It is easy to verify that the regular * -representations of A and Q * AQ are the same. This implies that, when studying A reg , we may assume without loss of generality that A takes the form
Our goal here is to show that the Wedderburn decomposition of A reg has a special structure that does not depend on the values t i (i = 1, . . . , t).
To this end, the basic observation that is needed is given in the following lemma. The proof is straightforward, and therefore omitted.
Lemma 1 Let t and n be given integers. The regular * -representation of t C n×n is equivalent to n C n×n .
Using the last lemma, one may readily prove the following.
Theorem 3 The regular * -representation of
The Wedderburn decomposition of A reg therefore takes the form
for some suitable unitary matrix U .
Comparing (4) and (5), we may informally say that "the t i and n i values are equal for all i" in the Wedderburn decomposition of a regular * -representation. We will also observe this in the numerical examples in Sect. 8.
Sampling from the center of a regular * -representation
In order to compute the Wedderburn decomposition of A reg we need to sample a generic element from center(A reg ) (see step (i) in Algorithm 1).
To this end, assume X := d k=1 x k L k is in the center of A reg . This is the same as
where the last equality follows from the fact that the L k 's form a basis for A reg .
To sample a generic element from center(A reg ) we may therefore proceed as outlined in Algorithm 3.
Algorithm 3 Obtaining a generic element of center(
(i) Compute a basis of the nullspace of the linear operator L :
.
(ii) Take a random linear combination of the basis elements of the nullspace of L to obtain a generic element, sayx, in the nullspace of L.
Symmetry reduction of SDP instances
We consider the standard form SDP problem
where the Hermitian data matrices
We say that the SDP data matrices exhibit algebraic symmetry if the following assumption holds. Under this assumption, one may restrict the feasible set of problem (6) to its intersection with A S D P , as the following theorem shows. Although results of this type are well-known, we include a proof since we are not aware of the theorem appearing in this form in the literature. Related, but slightly less general results are given in [7, 11] and other papers. The outline of the proof given here was suggested to the authors by Professor Masakazu Kojima. Proof By Theorem 1 we may assume that there exists a unitary matrix Q such that
Theorem 4 Let
for some integers t, n i and t i (i = 1, . . . , t).
for Hermitian matrices A (i) j ∈ C n i ×n i where i = 1, . . . , t and j = 0, . . . , m. Now assume X is an optimal solution for (6). We have for each i = 0, . . . , m:
The only elements ofX that appear in the last expression are those in the diagonal blocks that correspond to the block structure of Q * AQ. We may therefore construct a matrixX 0 fromX by setting those elements ofX that are outside the blocks to zero, sayX
. . , t i ) are the diagonal blocks ofX that correspond to the blocks of the ith basic algebra, i.e. t i C n i ×n i in (7). Thus we obtain, for j = 0, . . . , m,
one has X 0, X ∈ Q * A S D P Q by (7), and
by (8) . Thus Q X Q * ∈ A S D P is an optimal solution of (6).
In most applications, the data matrices A 0 , . . . , A m are real, symmetric matrices, and we may assume that A S D P has a real basis (seen as a subspace of C n×n ). In this case, if (6) has an optimal solution, it has a real optimal solution in A S D P .
Corollary 1
Assume the data matrices A 0 , . . . , A m in (6) are real symmetric. If X ∈ C n×n is an optimal solution of problem (6) then Re(X ) is also an optimal solution of this problem.
Moreover, if A S D P has a real basis, and X ∈ A S D P , then Re(X ) ∈ A S D P .
Proof We have trace(
The second part of the result follows from the fact that, if X ∈ A S D P and A S D P has a real basis, then both Re(X ) ∈ A S D P and Im(X ) ∈ A S D P .
By Theorem 4, we may rewrite the SDP problem (6) as:
Assume now that we have an orthogonal basis B 1 , . . . ,
If A S D P is a coherent configuration (see Definition 2), then we may assume that the B i 's are zero-one matrices that sum to the all ones matrix. In this case, adding the additional constraint X ≥ 0 (i.e. X elementwise nonnegative) to problem (9) is equivalent to adding the additional constraint x ≥ 0 to (10). We may now replace the linear matrix inequality in the last SDP problem by an equivalent one,
to get a block-diagonal structure, where Q is the unitary matrix that provides the Wedderburn decomposition of A S D P . In particular, we obtain
for some Hermitian matrices B 1, . . . , t) . Subsequently, we may delete any identical copies of blocks in the block structure to obtain a final reformulation. In particular,
Thus we arrive at the final SDP reformulation: An alternative way to arrive at the final SDP formulation (11) is as follows. We may first replace the LMI
form the basis of the regular * -representation of A S D P . Now we may replace the latter LMI using the Wedderburn decomposition (block-diagonalization) of the L i 's, and delete any duplicate blocks as before. These two approaches result in the same final SDP formulation, but the latter approach offers numerical advantages and is the one used to obtain the numerical results in Sect. 8.
Note that, even if the data matrices A i are real symmetric, the final block diagonal matrices in (11) may in principle be complex Hermitian matrices, since Q may be unitary (as opposed to real orthogonal). This poses no problem in theory, since interior point methods apply to SDP with Hermitian data matrices as well. If required, one may reformulate a Hermitian linear matrix inequality in terms of real matrices by applying the relation
to each block in the LMI. Note that this doubles the size of the block. A summary of the symmetry reduction algorithm for SDP is given as Algorithm 4. We conclude this section with a few remarks on the use of Algorithm 4 in practice.
Algorithm 4 Symmetry reduction of the SDP problem (6)
INPUT: data for the SDP problem (6) 
Symmetry from permutation groups
In most applications of symmetry reduction in SDP, the algebra A S D P arises as the centralizer ring of some permutation group; see e.g. Sect. 4.4 in [11] or Chapter 2 in [8] for more details.
In particular, assume we have a permutation group, say G S D P , acting on {1, . . . , n} such that
holds for k = 0, . . . , m. Let us define the permutation matrix representation of the group G S D P as follows:
Now one has
i.e. the SDP data matrices commute with all the permutation matrices P σ (σ ∈ G S D P ). In other words, A 0 , . . . , A m are contained in
This set is called the commutant or centralizer ring of the group G S D P , or the commuting algebra of the group. It forms a matrix * -algebra over C, as is easy to show, and we may therefore choose A S D P to be the commutant. In this case, A S D P is a coherent configuration, and an orthogonal basis of A S D P is obtained from the so-called orbitals of G S D P .
Definition 5 The two-orbit or orbital of an index pair (i, j) is defined as
The orbitals partition {1, . . . , n} × {1, . . . , n} and this partition yields the 0 − 1 basis matrices of the coherent configuration.
Moreover, in this case the regular * -representation of A S D P may be efficiently computed; see e.g. [31] . In the numerical examples to be presented in Sect. 8, we will deal with this situation.
Finally, if the algebra A S D P is not from a permutation group, but still contained in some (low dimensional) coherent configuration, then one may use an efficient combinatorial procedure known as stabilization to find this coherent configuration; see [31] for details.
Relation to an approach by Murota et al. [21]
In this section we explain the relation between our approach and the ones in Murota et al. [21] and Maehara and Murota [19] . In these papers the authors study matrix * -algebras over R (as opposed to C). This is more complicated than studying matrix C * -algebras, since there is no simple analogy of the Wedderburn decomposition theorem (Theorem 1) for matrix * -algebras over R. While any simple matrix C * -algebra is basic, there are three types of simple matrix * -algebras over R; see [19] for a detailed discussion.
We therefore assume now, as in [21] , that A S D P is a matrix * -algebra over R, and that
and that 
Similar to Algorithm 1, Algorithm 4.1 in [21] involves sampling from the center of A S D P . To prove this, we will require the following lemma. Proof The result of the lemma is a direct consequence of the properties of Vandermonde matrices.
Theorem 5 The matrices
Proof For each i, let E i := Q i Q T i , and note that
Fix p ∈ {0, . . . , m}. One has
By (13) one has
. This follows directly from Lemma 2.
Note that E j and A share the set Q of eigenvectors, thus
Note that the matrix Q is implicitly used to construct the matrices E j ; In particular, the the k-partition of Q yields the matrices Q j and then E j := Q j Q T j are central idempotents.
Numerical experiments
In this section we illustrate the proposed symmetry reduction technique for SDP instances from two sources: 1. instances that give lower bounds on the crossing numbers of complete bipartite graphs. 2. The calculation of the ϑ -number of certain graphs with large automorphism groups.
Unless otherwise indicated, all computation was done using the SDPT3 [27] solver and a Pentium IV PC with 2GB of RAM memory.
Numerical results for crossing number SDP's
Recall that the crossing number cr(G) of a graph G is the minimum number of intersections of edges in a drawing of G in the plane. The crossing number of the complete bipartite graph K r,s is only known in a few special cases (like min{r, s} ≤ 6), and it is therefore interesting to obtain lower bounds on cr(K r,s ). (There is a well known upper bound on cr(K r,s ) via a drawing which is conjectured to be tight.)
De Klerk et al. [12] showed that one may obtain a lower bound on cr(K r,s ) via the optimal value of a suitable SDP problem, namely:
where Q is a certain (given) matrix of order n = (r − 1)!, and J is the all-ones matrix of the same size. The rows and columns of Q are indexed by all the cyclic orderings of r elements. For this SDP problem the algebra A S D P is a coherent configuration and an orthogonal basis B 1 , . . . , B d of zero-one matrices of A S D P is available. Some information on A S D P is given in Table 1 . The instance corresponding to r = 7 was first solved in [12] , by solving the partially reduced SDP problem (9) , that in this case takes the form:
The larger instances where r = 8, 9 were solved in [13] by solving the equivalent, but smaller problem:
where In what follows we further reduce the latter problem by computing the Wedderburn decomposition of A reg S D P using Algorithm 4. We computed the basis of A reg S D P using a customized extension of the computational algebra package GRAPE [25] , that in turn is part of the GAP routine library [6] .
The Wedderburn decomposition results in block diagonalization of the L i 's (i = 1, . . . , d), and the sizes of the resulting blocks are shown in Table 2 .
The difference between the sparsity patterns of a generic matrix in A reg S D P before and after symmetry reduction is illustrated in Fig. 1 when r = 9. In this case, A reg S D P ⊂ C 2438×2438 . Before symmetry reduction, there is no discernable sparsity pattern. After A reg S D P is decomposed into simple matrix C * -algebras, a block diagonal structure is visible, with largest block size 144. After the simple algebras are decomposed into basic ones, the largest block size is 12. Table 3 gives the solution times for the SDP instances (14) before and after the numerical symmetry reduction (Algorithm 4).
For r = 9, the solution time reported in [13] was 7 days of wall clock time on a SGI Altix supercomputer. Using the numerical symmetry reduction this reduces to about 24 minutes on a Pentium IV PC, including the time for block diagonalization.
For all three instances we obtained 6 digits of accuracy in the optimal value. Moreover, the same results were obtained for different random samples in the subroutines of Algorithms 3 and 2.
The other dominant operation for the block diagonalization is executing Algorithm 3 (sampling from the center of A reg S D P ). The time required for this is shown in Table 3 .
Results for the ϑ -number of graphs
The ϑ -number of a graph was introduced in [20] as a strengthening of the Lovász ϑ-number [18] upper bound on the co-clique number of a graph. The ϑ -number was also studied in detail for Hamming graphs in the seminal paper by Schrijver [23] .
The ϑ -number of a graph G with adjacency matrix A may be defined as: Fig. 1 The sparsity pattern of A reg S D P for r = 9: a before any pre-processing, b after decomposition into simple C * -algebras, and c after decomposition into basic C * -algebras Note that the symmetry group G S D P of this SDP coincides with the automorphism group of the graph. Thus we may take A S D P to be the centralizer ring of this group, as before. In [15] , the ϑ number of the so-called Erdös-Renyi graphs was studied. These graphs, denoted by E R(q). are determined by a singe parameter q > 2, which is prime. The number of vertices is n = q 2 + q + 1, but the dimension of A S D P is only 2q + 11. Note that, for example, if q = 157, one has n = 24807, making it impossible to solve (15) without exploiting the symmetry.
The Wedderburn decomposition of A S D P is not known in closed form [15] , and the numerical techniques proposed in this paper may therefore be employed.
As before, we denote the zero-one basis of A S D P by B 1 , . . . , B d and the basis of its regular * -representation A reg S D P by L 1 , . . . , L d . In [15] , ϑ (E R(q)) was computed, for q ≤ 31, by solving the SDP:
where A denotes the adjacency matrix of the graph E R(q). The times required to compute the matrices L 1 , . . . , L d are given in Table 4 , and were obtained using the GRAPE [25] software, as before. We can compute ϑ (E R(q)) for larger values of q, by obtaining the Wedderburn decomposition of A reg S D P using Algorithm 4. The resulting block sizes are also given in Table 4 .
Note that the largest block size appearing in Table 4 is 3. For this reason all the ϑ values listed in the the table were computed in a few seconds after the symmetry reduction; see Table 5 .
In Table 5 the time required to perform the block diagonalization is shown in the second column (i.e. the execution time for Algorithm 3).
In the last column we also give the value of E R(q), since these values have not been computed previously for q > 31.
Note that, for q = 157, the block diagonalization plus the solution of the resulting SDP takes a total of 7.47+5.5 ≈ 13 seconds, as opposed to the 351.8 seconds required to solve (16) Tables 2 and 4 when combined with Algorithm 2.
Note however, that this identical behavior is not guaranteed in general, since Algorithm 4.1 in [21] applies to matrix algebras over the reals. For the examples studied here though, one could replace Algorithm 3 by Algorithm 4.1 in [21] in our Algorithm 4.
