Abstract: Global solar radiation prediction is highly desirable for multiple energy applications, such as energy production and sustainability, solar energy systems management, and lighting tasks for home use and recreational purposes. This research work designs a new approach and investigates the capability of novel data intelligent models based on the self-adaptive evolutionary extreme learning machine (SaE-ELM) algorithm to predict daily solar radiation in the Burkina Faso region. Four different meteorological stations are tested in the modeling process: Boromo, Dori, Gaoua and Po, located in West Africa. Various climate variables associated with the changes in solar radiation are utilized as the exploratory predictor variables through different input combinations used in the intelligent model (maximum and minimum air temperatures and humidity, wind speed, evaporation and vapor pressure deficits). The input combinations are then constructed based on the magnitude of the Pearson correlation coefficient computed between the predictors and the predictand, as a baseline method to determine the similarity between the predictors and the target variable. The results of the four tested meteorological stations show consistent findings, where the incorporation of all climate variables seemed to generate data intelligent models that performs with best prediction accuracy. A closer examination showed that the tested sites, Boromo, Dori, Gaoua and Po, attained the best performance result in the testing phase, with a root mean square error and a mean absolute error (RMSE-MAE [MJ/m 2 ]) equating to about (0.72-0.54), (2.57-1.99), (0.88-0.65) and (1.17-0.86), respectively. In general, the proposed data intelligent models provide an excellent modeling strategy for solar radiation prediction, particularly over the Burkina Faso region in Western Africa. This study offers implications for solar energy exploration and energy management in data sparse regions.
Introduction
Since the 19th century, significant scientific efforts have been dedicated to the development of new renewable energy systems, due to growing industrialization, depleting reservoirs of fossil fuels, and modern lifestyles [1, 2] . These efforts have encompassed research works in different academic fields, to involve the efforts of government and non-governmental organizations, world communities, leaders, and energy managers in a bid to make life easier and more comfortable through the provision of better energy security and management systems [3] .
Renewable sources of energy have attracted much research interest in the 19th century due to emerging algorithms that lead to discoveries in new models and greater knowledge about the impact of non-renewable energies on the environment [4, 5] . This interest is mainly because renewable energy is sustained by natural processes, which do not contribute towards the generation of GHGs, or related global warming and climate change issues [6] . Since the discovery of solar energy as a sustainable source of renewable energy in the mid-19th century, it has received global attention as a source of power generation to overcome issues related to fossil fuels [7] .
Prediction of solar radiation is important for modern-day integrated energy management systems, as they can be operated continuously for long hours and days if they are based on solar energy; in addition, they can help overcome electrical power shortage caused by the stochastic nature of solar radiation [8] . These predictions are a crucial way to integrate solar resources into an electrical power grid and can provide energy utilities with updated and correct information on the availability of solar energy from solar radiation, which is critical to support decisions on load balancing and switching power transmissions into a distributed network. These predictions can also help dispatch power at optimal periods and facilitate the right amount of energy into a local and national power grid [9] . This can help maximize the benefit of photovoltaic storage for residential or commercial end-users to help in scheduling and coordinating end-users' energy consumption, distributed generation, and storage [10, 11] . Overall, a predictive model for solar radiation can help utilities to minimize their operational costs, improve efficiency, and provide power quality and reliability for a better energy security platform [12] .
There is no doubt that the best way to generate global solar data is to use the appropriate radiometric instrument to directly measure solar data at a specific solar energy site. Owing to the cost implications of this method and the required expertise for ground and satellite-based measurement of global solar radiation, most countries in Africa and Asia have limited radiometric data [13] . Moreover, some stations that measure global stations concentrate on urban towns and cities, neglecting rural areas, where the energy crisis is more prominent. Most of the government-owned metro stations in Burkina Faso lack the capacity to measure routine globe solar radiation data [14] . However, areas with readily available data suffer from incomplete monthly or daily radiometric data due to improper equipment calibration. Another way to generate solar radiation is through Meteoblue, a "meteorological reanalysis" approach [15] . This is a physically-based simulation of meteorological parameters by a physical model (5 km × 5 km) based on Nonhydrostatic Meso-Scale Modelling (NMM) technology that uses topography, coverage, and soil. Despite the benefits it may offer, such as incorporating physical processes that affect ground-based solar radiation, the values generated by the Meteoblue approach are simulated rather than real. These simulations include the use of mathematical equations that are forced on the prescribed initial and model boundary conditions; hence, the forecasts may differ from those physically observed at a station on the ground [16] .
The prediction of solar radiation, mainly through data-driven method, can be a complex task, since several other climatological and atmospheric elements, such as wind speed, evaporation, humidity, and temperature are likely to govern changes in solar radiation. Hence, quantifying solar radiation is a difficult problem and solving this issue has been attracting the attention of research scholars for many decades. Traditionally, solar radiation is calculated with multiple manual and empirical formulations [6, 17] , including the Meteoblue, a "meteorological reanalysis" approach [16] . However, these studies can have several limitations based on empirical formulas or complex mathematical equations. For different case study regions, the initial conditions forced onto physical models may not adequately address the particular behaviors and variations in the results due to the high stochasticity of variables related to solar radiation incorporated with actual data. Hence, the motivation of renewable energy scientists is to determine new alternative modeling strategies to resolve this problem.
The application of artificial intelligence (AI) have been massively explored for solar radiation modeling over the past two decades [18] . Several models have been applied to mimic the actual pattern of solar radiation using artificial neural network (ANN) [19] [20] [21] , fuzzy set models [22] [23] [24] , genetic programming [25] [26] [27] , support vector machine (SVM) [28] [29] [30] , and other kinds of complementary (or hybrid) predictive models [31] [32] [33] . Despite massive implementation of data intelligent models, multiple drawbacks have been identified through several review researches, such as poor prediction for dataset, which is not in range of the learning values, incorporation of error through the modeling phase, requirement of long time series data for model training and testing, and tuning of multiple internal parameters [17, 34, 35] . These artificial intelligence models are often taken together as a whole or hybridized to eliminate weaknesses of individual models.
However, the hybrid technique of prediction global solar radiation using regression models alone is more suitable compared to its single parameter based-model counterpart [30, 36, 37] . Solar energy researchers have introduced powerful hybrid soft computing techniques with a high level of accuracy, precision, reliability, and adaptability. These techniques have proven to yield outstanding prediction accuracy owing to their ability to integrate different AI with natural inspired optimization algorithms [38] [39] [40] .
The firefly evolutionary algorithm within support vector machines (SVM-FFA) was employed to predict global solar radiation at Iseyin, Maiduguri, and Jos located in Nigeria using sunshine duration, and maximum and minimum temperature as input parameters [30] . The authors validated the initiated technique by comparing it with ANN and genetic programming technique. The results revealed that the novel SVM-FFA technique yielded more precise predictions compared to ANN and GP techniques in the three locations. Another attempt was established by applying grouping genetic algorithm (GGA) evolutionary extreme learning machine (ELM), (GGA-ELM) and traditional ELM to predict global solar radiation using numerical weather model input at Toledo's radiometric observatory, Spain [36] . The GGA-ELM has shown excellent performance in the evaluated statistical indicators, compared to traditional ELM. A novel Coral Reefs Optimization-Extreme Learning machine (CRO-ELM) and conventional extreme learning machine (ELM) techniques have inspected data patterns to predict the changes in global solar radiation, by applying various meteorological parameters in Murcia, southern Spain [41] . The results show that the novel CRO-ELM performed better than the traditional ELM technique. Adaptive neuro fuzzy inference system (ANFIS) was tuned using FFA optimizer for solar radiation prediction using different climate information over China [42] . The proposed hybrid ANFIS-FFA model demonstrated excellent performance predictability against the empirical formulations for day of the year modeling scheme solar prediction.
Despite these novel papers being published using different hybrid intelligence models to predict global solar radiation, there is room for improvement. Although employing numerical weather models' prediction results to feed machine learning techniques in global solar radiation prediction can enhance model accuracy, these approaches have been applied for wind speed prediction problems [43] . The application of evolutionary-type meta-heuristics to check feature selection in diverse prediction challenges has been recorded [44] . The use of grouping genetic algorithms (GGAs) capable of grouping various sets of features and calculating them under various objective features has equally been reported in the literature [45] . However, the capabilities of self-adaptive operators is another new evolutionary case of computing that is lacking in literature works focusing on feature selection problems [39, 46, 47] .
In the recent decade, a suite of evolutionary algorithms has been broadly utilized as global search techniques to optimize the parameters of artificial intelligence-based techniques. One of the most popular evolutionary algorithms is differential evolution (DE) [48] . DE is a powerful and simple population-based stochastic direct searching approach. It is mostly used to optimize selection of the network parameters. In all combinations of artificial intelligence-based techniques with DE, the control parameters and strategies of trial vector generation of the DE algorithm must be manually selected through a trial-and error-process. As pointed out in different DE-based studies, the performance of DE is highly dependent on the selection of the mentioned strategies and control parameters, such that unsuitable selections of control parameters and strategies may lead to stagnation or premature convergence. Therefore, to apply DE to different problems, fixing control parameters and strategies of the trial vector generation may also result in different network generalization performances.
In this study, a self-adaptive evolutionary extreme learning machine as a new novel case of ELM model was developed to predict global solar radiation for the African region. In this evolutionary based method, the hidden nodes of the single layer feedforward network are optimized by the self-adaptive differential evolution algorithm. Indeed, the control parameters and strategies are self-adapted in a strategy pool using former experiences in producing promising solutions. Besides, the output weights in this network are computed by the Moore-Penrose generalized inverse. While some soft computing algorithms need the adjustment of various variables to obtain results, the SaE-ELM algorithm needs no pre-specific knowledge of control variables, hence resulting in less influence of the optimization problem.
The main objective of this research paper is to determine the capacity of the newly initiated hybrid SaE-ELM for prediction of global solar radiation on the horizontal surface in Burkina Faso. To realize this, four different meteorological stations distributed across Burkina Faso have been used to quantify the impact of meteorological variables on the capacity of the newly initiated technique. Eight different models were developed using wind speed, maximum and minimum temperature, maximum and minimum humidity vapor pressure, and eccentricity correction factor due to the availability and completeness of data in the meteorological station in Burkina Faso. This research anchors on the necessity of reliable global solar radiation data utilization for agricultural, hydrological and ecological applications for prediction of energy output of solar system in the Burkina Faso region, where the energy crisis is high.
Methods and Materials

Self-Adaptive Evolutionary Extreme Learning Machine
The SaE-ELM method comprises of two integrated components-The extreme learning machine (ELM) regression method and the self-adaptive version of the differential evolution (DE). In the following section, a brief overview is provided for the ELM and adaptive differential; interested readers can find more details in [49] . Following the brief on both components, their integration within the SaD-ELM procedure is discussed.
Extreme Learning Machine (ELM)
The ELM neural network, which is introduced by [50] , is presented in this section. Because of the high ability of the ELM method in simulating non-linear problems, this method is prominently used in different engineering problems. In the ELM procedure, the least-square training algorithm is used in order to develop a single layer forward network, as shown in Figure 1 . The ELM is constructed from three layers; an input layer, a hidden layer, and an output layer, respectively. In the ELM learning procedure, the hidden layer's weights (w ij ) are randomly selected. Only the output layer's weights (β jk ) are determined analytically in the training procedure [51] . Thus, the ELM becomes a rapid training neural network that is suitable for applicable problems. According to Figure 1 , the ELM structure has a full connection between the input-to-hidden and hidden-to-output layer. The input layer has n neurons, which are equal to the number of input variables of the considered problem. Similarly, the output layer has m neurons, which are equal to the number of output variables of the considered problem. There is no method to determine the hidden layer's neuron numbers and it is done by considering the difficulty level of the problem. However, the high number of hidden nodes may be lead to overfitting. Therefore, through the training phase and due to complexity of the model, the number of neurons should be selected in such a way that not only is their number not high, but the models should also provide accurate results. In this study, the number of hidden nodes is considered as 30 for all models. Due to the ELM structure in Figure 1 , for an ELM network with l hidden layer neuron, the weigh matrix between the input and hidden layer that linked the ith neuron of the input layer to the jth neuron of the hidden layer is defined as w = [w ij ] n×l (n is the number of input variables). Another weight matrix in the ELM network is β = [β jk ] l×m which links the jth neuron of the hidden layer to the kth neuron of the output layer. If we consider Q as an input samples number, the input and output matrices are defined as X = [x ij ] n×Q and T = [t ij ] m×Q , respectively. By considering g(x) as an activation function, the target matrix of the ELM network is presented as follows:
. . .
There are many activation functions, which include hard limit, triangular basis function, radial basis function, sine, and sigmoid. The sigmoid activation function [50] [51] [52] is employed in this study due to its successful performance in recent studies. The above-mentioned equation could be presented in the matrix form, as follows:
where T is the target matrix, β is the weight matrix between hidden and output layers, and H is calculated as:
If the number of hidden layer neurons (l) is considered equal to the number of problem samples (Q), the best ELM results are obtained. It should be noted that the high number of hidden layer neurons results in a very complicate and big model and the probability of overfitting is high. Therefore, the number of hidden layer neurons is considered much lower than the number of problem samples. Consequently, the trained ELM model has a ε > 0 (ε is the defined error) as:
Due to random selection of the b and w parameters, the β matrix is calculated by min
By defining the Moore-Penrose generalized inverse matrix of H (H + ), the solution of this equation is obtained asβ = H + T T .
Differential Evolution (DE)
The DE optimization algorithm was introduced by Storn and Price [45] as a global search method to optimize the network parameters. This algorithm has a high convergence speed and automatic exploration-exploitation adjustability. The goal of DE is to minimize the objective function f (θ), where θ is the parameter vector. In search for the optimum solution, the DE generates N p populations. At the Gth generation, the ith parameter vector is written as:
where D is the dimension of the problem. The DE algorithm is presented in [52] . However, the main steps of this algorithm are presented here briefly [53] :
1. Initialization of problem: Number N p parameter vectors θ i,G are generated randomly through the following equation:
In this equation, θ min and θ max are the bounds of the considered parameters.
2.
Mutation: There are various mutation strategies [45] that can be applied to produce mutant vector ν i,G for each individual parameter vector θ i,G . While there are many mutation strategies, four are utilized here:
Strategy 2 :
Strategy 3 :
Strategy 4 :
where F is the mutate factor, r i k are integers obtained randomly within the range [1,2, . . . , N p ] interval. The first two strategies are suitable for solving multi-modal problems with strong exploration capacity. However, they demonstrate slow convergence speed and sometimes get stuck at local optimum. The third and fourth strategies lead to better perturbation with an associated computation cost.
3.
Crossover: The crossover procedure is performed on the mutated vectors to increase mutant vectors' diversity. At generation G, for each mutant vector
G is generated using the crossover as follows:
In the above equation, CR is the crossover coefficient used to control the fraction of the parameters copied from the mutant vector and has a value between 0 and 1. The j rand is a random integer with value between 1 to D, which is used in order to ensure that at least one of the u i,G parameters is different from θ i,G .
4.
Selection: This is the final step in the DE algorithm that is used to find the individual vectors with minimum error, according to a defined fitness function.
Steps (2) to (4) are repeated to reach the defined precision or the maximum number of iterations.
SaE-ELM Model
To optimize the ELM network, the self-adaptive version of the DE was employed by Cao et al. [48] to introduce the self-adaptive evolutionary ELM (SaE-ELM). Indeed, the self-adaptive DE is used optimize hidden node biases and input weights, which are randomly selected in the ELM network and therefore can provide a robust predictive model for solar radiation.
The initial training step in SaE-ELM is generation of the initial population as N P vectors using the self-adaptive DE algorithm:
. To calculate output weight matrix, the β k,G = H + k,G T equation should be solved. In this equation, H + k,G is known as the generalized inverse of H k,G which is defined as:
Through the evolutionary training stage, the Root Mean Squared Error (RMSE) of each individual is computed as:
The RMSE of the initial population is saved, such that the performance of the next generation is evaluated using the following equation and compared with the previous generation:
Using the four strategies (Equations (7)- (10)), the trial vector of the self-adaptive DE algorithm is produced for each target vector.
A probability procedure P l,G (probability of the lth strategy (l= 1, 2, 3, 4) is selected in the Gth generation) is defined to choose the strategy of each generation. The P l,G is calculated as:
Here, n f l,g and ns l,g are the numbers of trial vectors produced at the gth generation by the lth strategy that enter into and arrive (respectively) from coming generations, CR and F are DE parameters selected from a normally distributed function for each target vector and ε is a positive constant to avoid the zero-enhancement rate. The trial vector generation for the next generation is performed by θ k,G+1 (Equation (14)). The evolutionary process at SaE-ELM is continued until the required fitness values is attained.
Case Study and Data Description
The present study was established in the Burkina Faso region located in Sub-Saharan Africa. About 70% of the total power generation capacity in Burkina Faso is largely sourced from thermal-fossil fuel, while hydro-power accounts for the remaining 30% [54] . Owing to the increasing cost of production, instability of oil prices, and the ever-increasing demand for electricity, the country recently installed a generating capacity of 247 MW, with 215 MW sourced from 28 fossil fuel-powered stations. The net energy import of the country from its neighboring countries currently stands at about 20%. However, remote villages have fuelwood, charcoal, agricultural residues and animal dung as their major source of energy [4] . Therefore, the opportunity to develop a new solar energy forecasting method can help the regional government in exploring solar energy as an alternative renewable resource.
In the present study, the prediction power of new machine learning predictive model called self-adaptive differential extreme learning machine was investigated. To nail this purpose, the prediction of daily solar radiation was applied as a dependent variable of four stations, namely Bormo, Dori, Gaoua, and Po, as displayed in Figure 2 . The input predictor variables include wind velocity (WS), maximum and minimum weather temperature (T max and T min ), maximum and minimum weather humidity (H max and H min ), vapor pressure deficit (VPD), and evaporation (E o ). VPD is defined as the maximum air moisture when saturated. The data period is 1/1/1998 to 31/12/2012 (15 years), which from 1998 to 2008 (11 years) was applied to a training dataset and from 2008 to 2012 (4 years) to a testing dataset. Training and testing datasets have been used for model building and validation purposes, respectively. 
Application Results and Analysis
Overall Models Evaluation
In this study, daily solar radiation measured at four weathers stations in Burkina Faso was predicted using a new machine learning algorithm-The self-adaptive evolutionary extreme learning machine (SaE-ELM). The SaE-ELM was developed using a multivariate modeling scheme in which seven meteorological variables are used as inputs, e.g., maximum and minimum temperature (T max , T min ), maximum and minimum relative humidity (RH max , RH min ), wind speed (WS), vapor pressure deficit (VPD), and evaporation (E o ), served as the predictors. The predictive capacity of these models were evaluated using the performance indices, namely, the correlation coefficient (R), the Nash-Sutcliffe efficiency (NSE), mean absolute error (MAE), root mean square error (RMSE), scatter index (SI), and variance accounted factor (VAF) [55] .
The results are discussed below. We evaluated several input combinations of the meteorological variables and compared eight scenarios ( Table 1 ). The predicted values of the performance indices in the training and testing phases are shown in Tables 2-5, respectively. According to the results obtained, several conclusions can be drawn. Firstly, the comparative results of the eight applied models (M1 to M8) revealed that model M5, which has six inputs variables (WS, T max , T min , RH min , VPD and E o ), yielded the best accuracy among all the developed models, and outperformed the others seven models in term of higher R, NSE, VAF and lower RMSE, MAE and SI, at the three stations (Boromo, Gaoua and Po). At the Dori station, models M5 and M6 had a relatively similar level of accuracy in the testing phase. Secondly, regarding the importance of the seven meteorological variables, it is clear from the obtained results that model M2 in which evaporation (E o ) is removed from the inputs variables, offers low accuracy and poor performance; it is, therefore, necessary to take into account the E o as a relevant input variable for predicting daily SR. Thirdly, the lowest accuracy was obtained at the Dori station, both for the training and testing phases; it is, however, important to highlight the fact that the obtained results at the Dori station, in terms of R, NSE, VAF, RMSE, MAE and SI, reveal only small and negligible differences between the eight models (M1 to M8). 
Model Comparison and Prediction Accuracy
The model performances were found to be moderate to high for all the eight-developed data intelligent models (i.e., M1 to M8). In particular, high performances were registered for the Boromo station, followed by the Gaoua station, and the Po station ranked. In contrast, the performances of the models at the Dori station showed lower accuracy and ranked below the first three stations. Good agreement is observed in all the three stations (Boromo, Gaoua and Po) with R, NSE and VAF ranging from 0.703 to 0. Tables 2-5 , it is clear that the accuracy of the eight models (M1 to M8) at the Dori station is not as good as the accuracy at Boromo, Gaoua and Po, but it is still acceptable when considering only the R and NSE values. It is clearly evidenced that the climate of Dori station, which is located at the northern east of the Burkina Faso region, is influenced by the climate of other neighbouring countries. Thus, more related information of climate variability is missing.
At the Dori station, the R ranged from 0.743 to 0.786 with an average of 0.760, and the NSE ranged from 0.479 to 0.538 with an average of 0.513. According to Legates and McCabe [56] and Moriasi et al. [57] , values of R and NSE greater than 0.70 and 0.5, respectively, are considered acceptable. As stated above, the results showed that model M5 that uses WS, T max , T min , RH min , VPD, and E o as input variables provided the best accuracy at Boromo, Gaoua and Po stations, while M2 in which the evaporation (E o ) is excluded from the inputs variables provided the lowest accuracy. This statement indicated that RH max played a minor role and E o is the most important explanatory variable.
It is also important to note that by analyzing the results of Tables 2-5 and by comparing the performances of the M1 and M8 models, it is clear that by excluding wind speed (WS) from the inputs variables, the performance of the models significantly decrease. Hence, on one hand, increasing the number of inputs variables does not necessarily leading to better model performance in the case of RH max ; inversely, when the variable is included, the performances is lower. On the other hand, the performance of the models decrease quickly with the exclusion of the WS variable.
Usefulness and Assessment of the Developed Models
For the Boromo station (Table 2) , we can see that:
(i) The statistical indices calculated for the eight models (M1 to M8) show that the accuracy achieved using the M5 model is much higher than that achieved using the all other models with higher R, NSE and VAF values and lower MAE, RMSE and SI values. Specifically, the R, NSE, and VAF computed for M5 model are 0.982, 0.963 and 96.49, respectively. The RMSE, MAE, and SI computed for M5 model are 0.723, 0.544 and 0.034, respectively (ii) The M5 model has the best prediction accuracy, the M1 model is the second most accurate regarding the R, VAF and MAE indices, and is followed by the M4 and M6 models. However, comparing M1, M4 and M6 models with each other only reveals small and negligible differences in corresponding statistical indices.
Slight difference between the models M4 and M6 is evident, on one hand, and model M1, on the other hand. According to Table 2 , at the Boromo station, the M2 model has the lowest predictive accuracy when judged by all the six statistical indices and we conclude that when E o is removed from the inputs variables, the performances are lower. For numerical comparison, the adaptation of the E o variable as input yielded a high and best improvement of the M1 model, compared to the M2 model, improving its accuracy by increasing the values of the R, NSE and VAF by 24.4%, 44.5% and 40.10%, respectively, and decreasing the values of the RMSE, MAE and SI by 44.94%, 44.62% and 44.70 %, respectively (models M1 and M2). For further analysis, when looking at the WS variable, it is clear that by excluding this variable from the inputs, the quality and performances of the models significantly decreased. Nevertheless, by exclusion of the WS from the inputs of the model M1, its performances decrease significantly: the values of R, NSE and VAF decreased by 9.2%, 18.4% and 16.44%, respectively, and the values of the RMSE, MAE and SI increased by 62.22%, 68.09% and 62.71 %, respectively (models M1 and M8).
It is possible to argue that removing one or other variable does not necessarily lead to a decrease in the performances of the models; inversely, as is stated above, when RH max is excluded from the input variables, we obtained the best performance among the compared eights models. Globally, exclusion of RH max improves the performance of the model M5 by increasing the values of R, NSE and VAF by 3.5%, 6.9% and 7.6%, respectively, and decreasing the values of RMSE, MAE and SI by 57.20%, 58.24% and 57.62 %, respectively (models M1 and M5). At the Gaoua station, it can be seen (Table 3 ) by comparing the performances of the eight models, that model M5 yields higher accuracy with R, NSE and VAF equal to 0.973, 0.945 and 94.65, respectively. It can be seen that in term of RMSE, MAE and SI, the values provided with the M5 model were 0.888, 0.657 and 0.043, respectively. The M4 model is the second most accurate, and this is followed by the M1 model. The lowest accuracy was obtained by the M2 model, in which the E o variable is excluded, similar to the results obtained at the Boromo station. Comparing the two models M6 and M7 models reveals only small and negligible difference in corresponding statistical indices. By comparing the performances of the M6 and M7 model with the performances of the M1 model, we conclude that T max and T min had a generally marginal effect and the two models have similar overall performances. For example, exclusion of the T min from the inputs of the M1 model decreased the values of R, NSE and VAF by 1.2%, 3.5% and 3.15%, respectively, and increased the values of RMSE, MAE and SI by 10.90%, 3.70% and 11.42 %, respectively (models M1 and M6). Similarly, exclusion of the T max from the inputs of the M1 model decreased the values of R, NSE and VAF by 1.1%, 1.5% and 1.90%, respectively, and increased the values of RMSE, MAE and SI by 4.83%, 0.00% and 1.5 %, respectively (models M1 and M7). Regarding vapor pressure deficit (VPD), it is clear from the reported results that adding the VPD to the inputs of the M1 model yielded significant improvement in its performance, compared to the M3 model, with respect to all the statistical indices. The Model M1 increased the R, NSE and VAF of the M3 model by 2%, 4% and 4.01%, respectively. At the Po station, as seen in Table 5 , the present results show that the M5 yields higher accuracy with R, NSE and VAF equal to 0.954, 0.906 and 91.065, respectively. It can be seen that in terms of RMSE, MAE and SI, the values provided for the M5 model were 1.175, 0.869 and 0.055, respectively. The M2 model has the lowest accuracy, with R and NSE below 0.67 and 0.38, respectively, and a VAF value equals 44.79, highlighting the poor performances of the M2 model. Comparing the performances of the M5 and M2 models, we conclude that: (i) R, NSE, and VAF are significantly improved with increase of 28.5%, 46.27% and 52.9%, respectively. RMSE, MAE and SI are reduced by 61.07%, 62.84% and 60.99%, respectively. These results reveal significant superiority of the M5 model.
Finally, the Dori station is a particular case in which the obtained results reveal very similar performances between all the eight models. While the overall statistical indices appear to be relatively equal, the M6 model slightly outperforms the other models and has the best accuracy with high R, NSE and VAF and lower RMSE, MAE and SI values. This best can be explained owing to the fact that solar radiation magnitude is more influenced by the maximum and the minimum values of weather humidity. The results attained next are evaluated using graphical presentation. The scatter plots showed an appropriate agreement for those recognized as best input combinations based on the statistical analysis for all stations (See Figure 3a-d) . Figures 4-7 reported similar result performance using the boxplot pattern with different quartiles (lower 25%, median 50%, and upper 75%). By considering the shape of the violin plots (See Figures 8-11 ), a consistency outcome for the Boromo, Gaoua and Po stations using Model 5, and Model 6 for the Dori station was found. In accordance with the attained results, the proposed SaE-ELM model indicates a feasible evolutionary intelligence model that can be utilized for solar radiation prediction as an alternative to traditional empirical equations. In spite of the good accuracy of SaE-ELM attained for the prediction of solar radiation, there exist further opportunities such as integrating this method with a physically-based method proposed by Meteoblue, a "meteorological reanalysis" approach [16] . A further study can consider the combined use of data-driven methods proposed in this paper together with the physically-based simulations by Nonhydrostatic Meso-Scale Modelling (NMM) technology, which uses topography, coverage and soil, and a suite of mathematical equations. In such an approach, the use of both data patterns as well as mathematical equations in Meteoblue method may help improve the forecasts that may not be attained by any individual method. While this is an interesting research agenda, and must be carried out, it was beyond the scope of the present study, and is highly recommended in future studies.
While evolutionary models have been known since many years and its performance in this particular study has been significantly good, the coupling of this approach with recently developed tools such as deep learning combined with evolutionary methods has rarely been used for global solar radiation prediction. Therefore, as a future study, the utilization of deep learning, combined with such evolutionary models, can potentially lead to improved prediction of solar radiation, especially when a clear sky model is not well-defined in terms of its initial conditions [38] . In order to explore deep learning with the present and other evolutionary methods for solar radiation forecasting, further research is required; for instance, by comparing the SaE-ELM forecasts with some of these other methods (e.g., Long Short-Term Memory Networks or Convolutional Neural Networks) and also studying different time forecast horizons to construct a reliable forecasting model for a robust energy security platform that integrates solar energy into a practical power grid system. While this research is an interesting endeavor, it is beyond the scope of this study, and awaits another independent investigation.
The Modeling Uncertainty Analysis
It is a certainly worthwhile exercise to investigate and assess the uncertainties of the present solar radiation predictive model for the four meteorological stations. The quantitative analysis of the uncertainty is performed on the testing phase of the modeling, as reported in Table 6 . Indeed, the following uncertainty analysis is advantageous to exhibit a fair explanation for the prediction process on the investigated application. The uncertainty analysis is computed through univariate error prediction:
The mean and standard deviation prediction error are computed based on the error of the entire testing dataset. The mean error and standard deviation prediction error are expressed in the following formulas:
e j /n (17)
The negative and positive magnitudes of the errors are denoted as under-and over-prediction values, respectively. The mean and standard deviation error is utilized to generate the confidence band around the predicted values based on Wilson metrics [46] . The best input combination of each investigated station using SaE-ELM demonstrated a persuaded level of mean prediction error. 
Modeling Validation Against the Literature
In the present investigation, a relatively underexplored model denoted as self-adaptive evolutionary extreme learning machine (SaE-ELM) was developed for solar radiation prediction. Hereafter, we provide a comparison between results obtained using our SaE-ELM models and several published results. We performed a comparison of the present results using R-software based statistical indices. A study by Keshtegar et al. [58] introduced new data driven models, namely Kriging Interpolation (KI) and Response Surface Method (RSM) to predict monthly SR in Turkey, wherein the KI provided high accuracy with an R equal to 0.98, using only T max , T min and the periodicity number from 1 to 12. In a recently published paper, a study by Kisi et al. [59] proposed for the first time an evolving model called the dynamic evolving neural-fuzzy inference system (DENFIS) model to predict monthly SR in Turkey. Using only T max , T min and the extra-terrestrial radiation Ra as inputs variables, they found that DENFIS predicted SR with high accuracy with R equal to 0.989 during the testing phase. Recently, Prasad et al. [60] applied a new hybrid model, denoted as the multi-stage multivariate empirical mode decomposition, coupled with ant colony optimization and random forest (MEMD-ACO-RF) algorithms to forecast monthly SR in Queensland, Australia. The results from this model were promising, especially during the validation phase with an R value equal to 0.984. Likewise, a study by El Mghouchi et al. [61] selected data from 35 stations in Morocco and neighboring countries, and proposed an artificial neural network (ANN) model for predicting daily SR using several climatic variables as inputs. The authors reported that on using a large number of inputs variables, ANN provided high accuracy with an R of 0.999.
Conclusions
The prediction of global solar radiation can provide a reliable predictive tool to predict potentially available solar energy resources, with models developed using various climate-based input variables at specific locations, especially when there is lack of measurement equipment. In this study, a new self-tuning evolutionary predictive model called SaE-ELM was adopted to predict daily solar radiation using different input attributes (eight input combinations) based on multiple climate variables for four meteorological stations distributed over the Burkina Faso region. The performance of different models is assessed using statistical indices, regression, boxplot and Violin plots during the testing phase. The results of the current research are summarized as follows:
•
The integration of the evolutionary algorithm with the self-tuning extreme learning machine model provided a reliable and robust intelligence model for global solar radiation in the Burkina Faso region, West Africa.
The modeling results revealed that the best modeling accuracy was obtained for three stations (i.e., Bormo, Gaoua, and Po) using the fifth input combination by incorporating (WS, T max , T min , H min , VPD and E o ) climate variables.
On the other hand, the Dori station was able to demonstrate best result accuracy using WS, T max , H max , H min , VPD, and E o as input variables (M6). This was mostly owing to the influence of the climate of the neighbouring area. 
