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Summary  
 
Control charts based on monitoring the time between events (TBE) have proved to be 
effective quality control tools in modern manufacturing industries. The main objective 
of this research is to conduct a systematic study as well as to establish a general 
framework of TBE control charts. This research addresses issues concerning both 
variable data and attribute data TBE control charts, issues concerning both the phase I 
and phase II problems of TBE control charts, and issues concerning both statistical 
design and economic design of TBE control charts.  
Part I of this dissertation consists of Chapters 1 and 2. Chapter 1 provides an 
overview of the background, objective, scope and structure of this research. Chapter 2 
provides an extensive literature review on the subjects treated in this research.  
Part II of this dissertation is focused on variable data TBE control charts. 
Chapters 3, 4, 5 and 6 constitute this part. In particular, in Chapter 3 an ARL-unbiased 
design approach is developed for both the phase I and phase II problems of the 
exponential chart. A sequential sampling scheme is adopted for designing the phase I 
exponential chart. The performance of the phase I exponential chart is investigated. 
Chapter 4 addresses the economic design issues concerning the exponential chart. An 
economic model is developed for designing the exponential chart. Economic, 
statistical and economic-statistical designs of exponential charts are compared and 
contrasted. The advantages of an exponential chart designed economically over one 
designed statistically are demonstrated. The economic-statistical design approach is 
interpreted from a multiobjective optimization perspective. The subject treated in 
Chapter 5 is still statistical monitoring of exponentially distributed TBEs; however, 
the exponential chart is extended to the Gamma chart, of which the sample statistic is 
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the time until the r-th event is observed. Comparisons are made among the 
exponential chart, the Gamma chart and the exponential CUSUM chart. The results 
show that the sensitivity of the Gamma chart, especially to small shifts, increases as r 
increases. The performance of a Gamma chart with r = 4 is comparable with that of an 
exponential CUSUM chart designed optimally. Chapter 6 further generalizes the 
preceding research by considering TBE control charts that have both in-control and 
out-of-control sample statistics following general distributions. An economic model is 
developed for designing such a general TBE control chart when the process in-control 
time is also assumed to follow a general distribution. This general approach of 
economic design can be specialized to different TBE control charts following 
different process in-control time distributions. Two specialization examples are 
provided. The first specialization is applied to the Gamma chart proposed in Chapter 5, 
which yields an economic approach to determining the optimal parameters of the 
Gamma chart, including r. The second specialization is applied to the Weibull TBE 
control chart which has Weibull-distributed in-control and out-of-control sample 
statistics as well as a Weibull-distributed process in-control time. This Weibull TBE 
control chart can be deemed as a general example of TBE control chart when 
considering the versatility of the Weibull distribution in modeling various TBEs. 
Furthermore, the general approach also enables us to perform extensive sensitivity 
analysis, which provides significant insights into the effect of process failure 
mechanism on economic design of control charts in general.  
Part III of this dissertation is devoted to attribute data TBE control charts. This 
part consists of Chapters 7, 8 and 9. Specifically, the cumulative count of conforming 
(CCC) chart is investigated. Previous studies on CCC chart have implicitly assumed 
that the items from processes are inspected sequentially in the original order of 
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production. However, there are real situations where the items are inspected lot by lot 
or sample by sample (i.e. sampling inspection) without preserving or according to the 
original ordering. To tackle this practical problem, it is proposed in this study to 
monitor either the cumulative number of samples inspected until a nonconforming 
sample is encountered or the cumulative number of samples inspected until a 
specified number of nonconforming items are encountered. In the first case, the 
resultant chart is called CCC chart under sampling inspection; in the second case, the 
resultant chart is called CCS (cumulative count of samples) chart. It is demonstrated 
that both control charts are effective solutions to the problem under study. It is noted 
that both the CCC chart under sampling inspection and the CCS chart include the 
conventional CCC chart under sequential inspection as a special case. The CCS chart 
further includes the CCC-r chart as a special case. Particularly, in Chapter 7 an ARL-
unbiased design approach is developed for both the phase I and phase II problems of 
CCC charts under sampling inspection. Similarly, a sequential sampling scheme is 
adopted for the phase I problem. Chapter 8 addresses the economic design issues 
related to the CCC chart under sampling inspection. An economic design model is 
developed, which certainly is applicable to designing the conventional CCC chart 
under sequential inspection as well. Chapter 9 investigates the CCS chart. The 
performances of CCS chart when items from processes can be treated as independent 
and when positive correlation is present within samples are examined. The effects of 
the sample size and parameter r on the performance of CCS charts are also examined.  
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Nowadays statistical quality control (SQC) techniques play a vital role in many 
manufacturing and service industries. SQC is a branch of industrial statistics which 
includes, primarily, the areas of acceptance sampling, statistical process control (SPC), 
design of experiments (DOE), and capability analysis. Briefly speaking, acceptance 
sampling methods are used in industry to make decisions regarding the disposition of 
“lots” of manufactured items, including accepting or rejecting individual lots; SPC 
techniques are employed to monitor production processes over time to detect changes 
in process performance; DOE are applied to identify important factors affecting 
process and product quality, referred to as screening or characterization, and to 
identify the specific levels of the important factors that lead to optimum (or near-
optimum) performance; the objective of capability analysis is to assess whether or not 
a process is capable of meeting specification limits on key quality characteristic, 
which includes the gauge or measurement systems capability analysis (Woodall and 
Montgomery 1999).  
 
This research is classified under the SPC framework. SPC is a powerful collection of 
problem-solving tools useful in achieving process stability and improving capability 
through the reduction of variability (Montgomery 2005). The major seven tools of 
SPC include histogram or stem-and-leaf plot, check sheet, Pareto chart, cause-and-
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Chapter 1 Introduction 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
effect diagram, defect concentration diagram, scatter diagram and control chart. 
However, it has been increasingly realized that SPC is not simply a collection of 
quality control tools but a way of thinking which is essential for a never-ending 
improvement of quality. SPC builds an environment in which all individuals in an 
organization seek continuous improvement in quality and productivity (Montgomery 
2005). This environment is best developed when management becomes involved in 
the process. Arguably, SPC tools can be applied to any process.  
 
1.1. Control charts  
 
Among the SPC tools, control chart is probably the most technically sophisticated. 
The basic fundamentals of SPC and control charting were proposed by Walter 
Shewhart in the 1920’s and 1930’s. Until the mid to late 1970’s there were many 
important advances but relatively few individuals conducting research in the area 
compared to other areas of applied statistics. Research activity has greatly increased 
since about 1980 onward. Much of the increase in interest was due to the quality 
revolution, which was caused by an increasingly competitive international 
marketplace. Improvements in quality were required for survival in many industries.  
 
It is important to distinguish a pair of concepts, chance causes (or common causes) 
and assignable (or special) causes, in SPC. In any production process, regardless of 
how well designed or carefully maintained it is, a certain amount of inherent or 
natural variability will always exist. This natural variability or “background noise” is 
the cumulative effect of many small, essentially unavoidable causes. This natural 
variability, in the framework of SQC, is often called a “stable system of chance 
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Chapter 1 Introduction 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
causes”. A process that is operating with only chance causes of variation present is 
said to be in statistical control. Other kinds of variability, which are generally large 
when compared to the background noise and usually represent an unacceptable level 
of process performance, may occasionally be present in the output of a process. These 
sources of variability that are not part of the chance cause pattern are usually referred 
to as “assignable causes”. A process that is operating in the presence of assignable 
causes is said to be out of control (Montgomery 2005).  
 
One of the main purposes of control charts is to distinguish between the variation due 
to the chance causes and the variation due to the assignable causes in order to prevent 
overreaction and underreaction to the process. The distinction between chance causes 
and assignable causes is context dependent. The causes may also evolve over time. A 
chance cause today can be an assignable cause tomorrow. One is needed to react, 
however, only when a cause has sufficient impact that it is practical and economic to 
remove it in order to improve quality.  
 
1.1.1. Classification of control charts  
 
To date, a great number of control charts or control charting techniques have been 
proposed under a variety of assumptions for monitoring a wide range of industrial 
processes that are characterized by different distributions. These control charts can be 
classified into different categories depending on the criteria used and the views taken. 
For example, control charts can be classified into variable data control charts and 
attribute data control charts based on the nature of quality characteristics. They can 
also be classified into phase I control charts and phase II control charts depending on 
whether the chart is used for retrospective analysis or prospective monitoring. They 
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can also be classified into univariate and multivariate control charts. Furthermore, 
control charts may also be classified into parametric and non-parametric control 
charts, short-run and long-run control charts, so on and so forth.  
 
Variable control charts usually refer to those control charts monitoring quality 
characteristics that are variables, that is, they can be measured and expressed on a 
numerical or continuous scale. These control charts include X  chart, R chart, s chart, 
S2 chart, and so on. They can be used to monitor process mean or process variation. In 
many cases, they are used jointly to monitor both. Nonetheless, in real practice many 
quality characteristics cannot be conveniently represented numerically. In such cases, 
we usually classify each item inspected as either conforming or nonconforming to the 
specifications on that quality characteristic. Quality characteristics of this type are 
called attributes (Montgomery 2005), and control charts for monitoring this type of 
quality characteristics are consequently called attribute control charts. The most 
commonly used attribute control charts include p chart, np chart, c chart, u chart, and 
so forth. On the other hand, some control charting techniques may be applied to both 
types of data. A representative is the CUSUM (cumulative sum) control chart. The 
CUSUM chart has predominantly been applied to monitor variable quality 
characteristics; however, it has also been demonstrated to be an effective tool for 
attribute quality characteristics. For instance, Reynolds and Stoumbos (1999, 2000) 
and Bourke (2001b) studied the Bernoulli CUSUM and Binomial CUSUM and 
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1.1.2. New developments of control charts  
 
Originally, the implementation of a control chart involves inspecting a sample at 
constant intervals and calculating and plotting the readings of quality characteristics 
on the control chart having a constant set of upper control limit (UCL), lower control 
limit (LCL) and central line (CL). A traditional control chart usually has three 
parameters, sample size, sampling interval and control limit coefficient. However, the 
control charting practice has evolved over years and considerable changes have taken 
place to this traditional paradigm.  
 
In recent years, considerable effort has been devoted to time-varying and adaptive 
control charting techniques. This is evident from the large number of papers to be 
reviewed in Chapter 2. A control chart is considered time-varying or adaptive if at 
least one of its parameters is allowed to change in real time either in a pre-
deterministic or in an adaptive (dynamic) manner based on the results of preceding 
sample statistics. If, for instance, the latest sample statistic is plotted inside the control 
limits but very close to one of them, it is reasonable to suspect that the process may 
have shifted to an out-of-control state and thus the next sample will have a larger size 
or be drawn sooner (shorter sampling interval) than otherwise. It has been 
demonstrated by researchers that this flexibility can result in more effective 
monitoring by either statistical or economic criteria. It is exactly these anticipated 
benefits that have motivated this stream of research.  
 
For a traditional control chart, the value of sample statistic is calculated and a decision 
is made regarding the state of the process each time a sample is inspected. However, 
new developments have shown that a double or even triple sampling plan can be 
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much more effective than the traditional single sampling plan. This line of research is 
represented by Daudin (1992), He and Grigoryan (2002, 2003, 2006), He, Grigoryan 
and Sigh (2002), among others. This type of control charts has been inspired by 
double and multiple sampling procedures in acceptance sampling. A decision is made 
either at the first sampling or at the second sampling. A decision made at the second 
sampling is usually based on the information contained in both samples.  
 
Another generalization to traditional control charting procedure is the time between 
events (TBE) control charts, which is the focus of this research. The widely studied 
cumulative count of conforming (CCC) chart is classified under the category of 
attribute data TBE control chart in this study. The study of TBE control charts has 
been motivated by the fact that, in many situations it is more effective to monitor the 
“time” between observed events of concern than the number of events observed in 
regular time intervals. The TBE control charts are especially effective for high quality 
processes, where the occurrence rate of the event such as a nonconforming item or a 
defect is usually very low (in ppm) and the time taken to observe an event could be 
very long. As to be seen in Chapter 2, there are many research papers on the CCC 
chart and its cousins. The sample statistic of the CCC chart is the cumulative attribute 
(or count) data between consecutive events of concern, for example, the cumulative 
number of conforming items between consecutive nonconforming items. There is 
another group of TBE control charts called variable data TBE control charts in this 
study, for which papers are also available. For TBE control charts, the time taken to 
obtain a sample statistic and make a judgment of the state of the process is a random 
variable. The judgment associated with a sample inspected can be either in control, 
out of control, or even inconclusive. Moreover, the idea of double sampling scheme 
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discussed above has also been applied to the TBE control chart, in particular the CCC 
chart, which is due to Chan et al. (2003).  
 
A further extension to traditional control charts is the so-called two-stage control chart 
(see, e.g. Lee and Kwon 1999; Costa and De Magalhaes 2005). A two-stage control 
chart usually has two quality characteristics, a performance one and a surrogate one. 
The applicability of these control charts usually occurs when it is much more costly to 
obtain data of the performance quality characteristic than the surrogate one. Usually, a 
process is monitored first by the surrogate quality characteristic until it signals an out-
of-control behavior, upon which a switch is made to monitor the performance quality 
characteristic. As a result, the two quality characteristics usually work in an 
alternating fashion.  
 
Another direction of research on control charts is to transform the data of quality 
characteristic, usually of skewed distributions, to be normally or near-normally 
distributed (see, e.g. Quesenberry 1995; Yang and Xie 2000). The purpose of such 
transformations is to tailor non-normally distributed quality characteristic to 
traditional control charts suitable for normally distributed data. However, the 
drawback of such control charting techniques is that transformed data are difficult to 
interpret both to floor workers and to management executives.  
 
Control charts for autocorrelation data has attracted considerable heed in recent years. 
The traditional model of an in-control process includes stability of the distribution of 
the quality characteristic and independence of the observations over time. However, 
from time to time data from processes are found to be autocorrelated. In such 
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circumstances, a typical approach, when the source of the autocorrelation cannot be 
removed or engineering process control cannot be used, is to track the level of the 
process using a time series model. Unusual shocks to the process are then detected 
using a control chart based on the one-step-ahead forecast errors. There are also 
model-free and non-parametric approaches for monitoring autocorrelation data, which 
is a potentially promising area.  
 
Another important development that has received increasing attention in recent years 
is multivariate control charts. There are many situations where the simultaneous 
monitoring or control of two or more related quality characteristics is necessary. For 
example, many chemical and process plants and semiconductor manufacturers 
routinely maintain manufacturing databases with process and quality data on hundreds 
of variables. Often the total size of these databases is measured in millions of 
individual records. Monitoring or analysis of these data with univariate SPC 
procedures is often ineffective.  
 
Other developments include, for example, synthetic control charts and acceptance 
control charts. A synthetic control chart usually refers to combining two or more 
control charts to leverage on the advantages of all of them in order to achieve a 
performance that is not obtainable with each of them alone. Acceptance control charts 
can be used to monitor the fraction of nonconforming units or the fraction of units 
exceeding specifications. More information on this can be found in Montgomery 
(2005). In addition, traditionally a control chart works under sampling inspection 
schemes; however, nowadays 100% inspection is sometime possible and relatively 
easy, especially when automatic inspection facilities are in place.  
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1.2. Design and assessment of control charts  
 
Control charts are widely used to establish and maintain statistical control of a process. 
They are also effective devices for estimating process parameters, particularly in 
process capacity studies. The use of a control chart requires that the engineer or 
analyst select a sample size, a sampling frequency or interval between samples, and 
the control limits for the chart. Selection of these three parameters is usually called 
the design of the control chart. It is not possible to give an exact solution to the 
problem of control chart design, unless the analyst has detailed information about 
both the statistical characteristics of the control chart tests and the economic factors 
that affect the problem.  
 
The design methods for control charts can be generally classified into three categories: 
heuristic design, statistical design and economic design. The heuristic design usually 
refers to Shewhart’s (1931) heuristic method, which recommended the use of sample 
size of 4 or 5 and three-sigma control limits based on normality assumption or 
approximation. However, such a heuristic approach, despite its simplicity and the 
resultant popularity, could be highly arbitrary as there are no general guidelines or 
evaluation criteria for the determination of control chart parameters.  
 
A statistical design is to determine the control chart parameters based on its statistical 
performance. The measures employed predominantly of performance of a control 
chart are the ARL (average run length) and ATS (average time to signal). ARL is 
usually defined as the average number of data points of sample statistics that must be 
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plotted before a point indicates an out-of-control condition. ATS is usually defined as 
the average time taken for the chart to signal an out-of-control condition. There are 
also other performance indicators that have been used, such as ANI (average number 
of items inspected before the chart signals an out-of-control condition) and AQI 
(average quantity of products inspected before the chart signals an out-of-control 
condition). Actually ANI and AQI can be thought of as special cases of ATS in a 
sense. A good control chart should have a large in-control ARL (ATS) value and a 
small out-of-control ARL (ATS) value. As a result, comparisons among competitive 
control charts are usually made on the basis of a constant in-control ARL (ATS) value. 
And then, a lower out-of-control ARL (ATS) value means a higher sensitivity to 
process shifts and thus better statistical performance. A statistical design of control 
chart can be made for a given false alarm rate or in-control ARL (ATS) value. The 
probability limit approach is usually recommended.  
 
Another widely studied method for designing control charts is the economic approach. 
The pioneering work done in this area is due to Duncan (1956) and one of the 
classical papers is due to Lorenzen and Vance (1986). In recent years, considerable 
research has been devoted to economic design of control charts. There have been a 
great number of papers published in this area, as to be seen in Chapter 2. The design 
of a control chart has economic consequences in that the costs of sampling and testing, 
costs associated with investigating out-of-control signals and possibly correcting 
assignable causes, and costs of allowing nonconforming units to reach the consumer 
are all affected by the choice of the control chart parameters. Therefore, it is rational 
to consider the design of a control chart from an economic viewpoint.  
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An economic design is usually achieved through an economic model of the process 
under consideration. Economic models are generally formulated using a total cost 
function, which expressed the relation between the control chart design parameters 
and the various types of costs involved. The objective of an economic model may take 
different forms, such as maximizing the expected hourly profit or minimizing the 
expected hourly cost. An economic model usually entails some assumptions. For 
example, the process in-control time has very frequently been assumed to follow the 
exponential distribution. It has also been assumed to follow the Weibull distribution at 
times and the Gamma distribution occasionally. There are also other assumptions 
concerning the operating characteristics of the process, such as whether or not the 
process stops operation during search for false alarms and true assignable cause and 
during repairs. While a process is assumed to have a single assignable cause more 
often than not, some researchers have also investigated the cases where multiple 
assignable causes are present. The performance of an economic design is naturally 
evaluated in terms of the economic objective.  
 
Economic design includes economic-statistical design, which is also called 
constrained economic design at times. To put it simply, economic-statistical design is 
to impose some constraints on the economic model to ensure the statistical 
performance of a control chart. The reason why economic-statistical design is 
sometimes justified is that a control chart designed purely economically could have 
poor statistical performance. In some sense, an economic-statistical design can be 
viewed as a multiobjective optimization approach, which is to be demonstrated in 
Chapter 4. Consequently, the performance of an economic-statistical design should be 
measured against a scale of multiple criteria. And also, other types of constraints may 
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also be imposed on the economic model when necessary, which can be thought of as 
an extension of constrained economic design.  
 
There are difficulties and ensuing criticism towards economic design of control charts. 
For example, the optimization model could be quite complex, thus making the 
optimum solution difficult to obtain. More discussions on this issue will be provided 
in Chapter 2.  
 
1.3. Scope of the research  
 
This research is focused on TBE control charts. A TBE control chart is defined as a 
control chart the sample statistic of which is characterized by the time between events 
of concern. It is noted that the “time” and “event” may have different interpretations 
depending on the particular application context. Control charting techniques based on 
monitoring the TBE have found applications in many application areas, especially in 
high quality or high yield processes. However, there are many practical issues related 
to TBE control charts that have yet to be addressed or sufficiently addressed. This has 
been the motivation for this research.  
 
In a broader sense, TBE control charts include two groups, one is the variable data 
TBE charts and the other is the attribute data TBE charts. For the first group, the 
sample statistic is usually the variable data (e.g. time) observed between consecutive 
events of concern, such as the quantity of product produced between consecutive 
defects from a manufacturing process, the time between consecutive failures in a 
reliability component or system. For the second group, the sample statistic is usually 
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the attribute or count data observed between consecutive events of concern such as 
the number of conforming items inspected between consecutive nonconforming items. 
Classifying these two groups of control charts under the same general category can 
also be found in Borror, Keats and Montgomery (2003).  
 
So far, the sample statistic in variable data TBE charts has prevalently been assumed 
to follow the exponential distribution. This group includes the exponential chart (see, 
e.g. Chan et al. 2000; Xie et al. 2002), the exponential CUSUM (see, e.g. Lucas 1985; 
Vardeman and Ray 1985; Gan 1992, 1994; Borror et al. 2003) and the exponential 
EWMA (see, e.g. Gan 1998). The phase I problem of the exponential chart has also 
been studied in Jones and Champ (2002). The exponential CUSUM was found by Gan 
(1994) to perform better than the Poisson CUSUM in most practical situations. This 
research will address a few issues, theoretical and practical, concerning the variable 
data TBE control charts. These include the phase I problem of the exponential chart, 
ARL-unbiased design of the exponential chart, economic design of the exponential 
chart and Gamma chart, and economic design of general TBE control charts.  
 
On the other hand, the sample statistic in attribute data TBE charts has largely been 
assumed to follow the geometric distribution. This group includes the geometric chart, 
also called CCC chart or CRL (cumulative run length) chart at times (see, e.g. Calvin 
1983; Goh 1987; Bourke 1991; Xie and Goh 1992; Glushkovsky 1994), the CCC-r 
chart, also called SCRL chart at times (see, e.g. Xie et al. 1998; Ohta et al. 2001, Wu 
et al. 2001, Chan et al. 2003) and the geometric CUSUM (see, e.g. Bourke 1991, 
2001a; Reynolds and Stoumbos 1999). In particular, the sample statistic of the CCC-r 
chart has usually been assumed to follow the negative binomial distribution. The 
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phase I problem of the geometric chart has been studied in Yang et al. (2002) and 
Tang and Cheong (2004). The economic design issue of the geometric chart has been 
addressed in Xie et al. (2001). The two-stage control chart developed in Chan et al. 
(2003) can be viewed as a control chart in the middle of CCC and CCC-2 charts. The 
geometric CUSUM has been demonstrated in Reynolds and Stoumbos (1999) to be 
equivalent to the Bernoulli CUSUM, which, in turn, has been demonstrated to be 
better than the Binomial CUSUM in Reynolds and Stoumbos (2000) and Bourke 
(2001b).  
 
The attribute data TBE charts have been particularly effective for high quality or high 
yield processes, which abound in modern manufacturing industries due to the 
continuous striving for high quality and prevalent deployment of quality improvement 
programs. In such circumstances, it is well known that traditional Shewhart control 
charts, such as p chart, do not work reasonably. This has originally spurred the 
occurrence and study of attribute data TBE charts. However, the applicability of 
attribute data TBE charts is not limited to high quality or high yield processes 
nowadays. This research will address a few issues related to the attribute data TBE 
charts, in particular, the cumulative conforming type of control chart under sampling 
inspection. Conventional cumulative conforming type of control charts usually 
implicitly assumes that the products are inspected item by item (or sequentially) in the 
order of production. However, there are real situations where products from processes 
are inspected sample by sample or lot by lot, not preserving or according to the 
original ordering of the products. The motivation for such a practice is usually the 
large production volume or the economy of scale in group inspection or both. In such 
situations, the conventional cumulative conforming charts like CCC and CCC-r charts 
                                                                                                                                      15
Chapter 1 Introduction 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
are challenged, as the underlying assumption of geometric or negative binomial 
distributions no longer holds. This emerging need is to be fulfilled in this study.  
 
There is a strong analogy between these two groups of TBE control charts, which is 
exactly the reason why we classify them under the same category. First of all, the 
distributions of the sample statistics, exponential and geometric, are strongly 
analogous. For instance, both of them have the memoryless property, and many other 
characterizations of the geometric are similarly analogues of exponential 
characterizations (Johnson et al., 1992, p220). And also, the results obtained in Tang 
and Cheong (2004) for designing the phase I geometric chart are very analogous to 
those obtained in Chapter 3 of this dissertation for designing the phase I exponential 
chart. The results obtained in Xie et al. (2000) for designing an ARL-unbiased 
geometric chart are also very analogous to those obtained in Chapter 3 for designing 
an ARL-unbiased exponential chart. In addition, the exponential CUSUM chart and 
the geometric CUSUM chart are direct counterparts. It is interesting but not surprising 
to note that Borror, Keats and Montgomery (2003) used the exponential distribution 
as an approximation to the geometric distribution and found this satisfactory for 
studying the TBE CUSUM charts (including both the exponential CUSUM chart and 
the geometric CUSUM chart) under high quality circumstances. Furthermore, the 
Gamma chart to be studied in Chapter 5 and the CCC-r chart are also counterparts. 
The results in Chapter 5 will provide further brace for this. In addition to all above, 
we expect more results and evidence be obtained to bolster the strong analogy 
between the two lines of TBE control charts.  
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1.4. Structure of the dissertation  
 
This dissertation is comprised of three main parts. Part I, containing Chapter 1 
“introduction” and Chapter 2 “literature review”, provides an overview. Part II, 
consisting of Chapters 3, 4, 5 and 6, is devoted to variable data TBE control charts. 
Chapters 7, 8 and 9 constitute Part III, which is focused on the attribute data TBE 
control charts. Finally, Chapter 10 provides the conclusions.  
 
Part II of this dissertation tackles a few important problems of variable data TBE 
control charts. Firstly, in Chapter 3, an ARL-unbiased design of both the phase I and 
phase II problems of the exponential chart are studied. An effective approach is 
developed to performing a phase I analysis of the exponential chart, which is shown 
to be better than the previous work by Jones and Champ (2002). Then, the economic 
design of the exponential chart is addressed in Chapter 4, where statistical design, 
economic design and economic-statistical design of the exponential chart are 
compared and contrasted. Next, Chapter 5 extends the exponential chart to a Gamma 
chart for monitoring exponentially distributed TBEs. Comparisons are made among 
the exponential chart, the Gamma chart and the exponential CUSUM chart. The 
results show that the Gamma chart is more sensitive than the exponential chart and the 
performances of a Gamma chart and an exponential CUSUM designed optimally are 
comparable. However, the biggest advantage of the Gamma chart over the 
exponential CUSUM chart is its ease for design and evaluation. Finally, Chapter 6 
further generalizes the variable data TBE chart to have a general distribution of 
sample statistics and a general distribution of process in-control time. A general 
economic design model is developed for such a general TBE control chart. Two 
specializations of the general economic model are provided as examples. The first 
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specialization is applied to the Gamma chart proposed in Chapter 5, which yields an 
economic approach to determining the optimal parameters of a Gamma chart. The 
second specialization is applied to the Weibull TBE control chart, which has Weibull-
distributed in-control and out-of-control sample statistics as well as a Weibull-
distributed process in-control time. This general economic model also enables us to 
conduct extensive sensitivity analysis, which provides meaningful insights into the 
effect of process failure mechanism on economic design of control charts in general.  
 
Part III is dedicated to attribute data TBE charts. In particular, we are concerned with 
the cumulative conforming type of control charts for high quality or high yield 
processes under sampling inspection. Since the original ordering of products is not 
preserved in such situations, a logical alternative is to monitor the cumulative number 
of samples until either a nonconforming sample or a specified number of 
nonconforming products are detected. Consequently, Chapter 7 studies the ARL-
unbiased design of CCC charts under sampling inspection, for both the phase I and 
phase II problems. Chapter 8 is devoted to economic design of CCC charts under 
sampling inspection. Finally, Chapter 9 makes a further extension to the CCC chart 
and proposes the CCS (cumulative count of samples) chart, which includes the CCC 
and CCC-r charts as special cases and is a more flexible control charting technique for 
high quality processes where inspection is performed lot by lot without according to 
the original production ordering. Furthermore, the issue of correlation that may be 
present within samples is also examined.  
 
As will be seen, this dissertation has a symmetric structure. Chapters 3 and 7 are 
counterparts, Chapters 4 and 8 are counterparts, and Chapters 5 and 9 are also 
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counterparts. Chapter 6 is concerned with more general issues that are relevant to both 
variable data TBE charts and attribute data TBE charts, albeit its main focus is still on 
the former.  
 
In addition, Appendixes A, B and C present some preliminary results of research 
related. In particular, Appendix A introduces a new extended negative binomial (ENB) 
distribution, which is essentially the underlying distribution of the CCS chart 
proposed in Chapter 9. Appendix B gives some preliminary results of research on 
model-based control charts for monitoring correlated exponential TBE. The subject 
treated in Appendix C is Six Sigma. We explore the possibilities of enhancing the 
usefulness and effectiveness of Six Sigma via integrating the OR/MS techniques into 
Six Sigma deployment.  
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Chapter 2  





This dissertation involves topics in a few fields of statistical process control. The 
major three among them are: (1) time between events (TBE) control charts; (2) 
economic design of control charts; (3) ARL-unbiased design of control charts. 
Although some other topics may also be involved, we shall primarily focus on these 
three and conduct a literature review for each of them in separate sections. It is 
possible that a single paper may cover multiple topics reviewed here; however, it 
should be classified under the appropriate category of topic according to its major 
focus or contribution.  
 
2.1. Time between events control charts 
 
In a broader sense, the TBE control charts include two groups. One is the variable 
data TBE charts and the other is the attribute data TBE charts. Note that the “time” 
and “event” may have different interpretations depending on the particular application 
context. For the first group, the sample statistic is usually the variable data observed 
between consecutive events of concern such as a failure, a defect or an error. For the 
second group, the sample statistic is usually the attribute or count data observed 
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between consecutive events of concern such as a nonconforming item or a 
nonconformity.  
 
2.1.1. Variable data TBE control charts  
 
Lucas (1985) and Vardeman and Ray (1985) were probably the very first researchers 
to study variable data TBE control charts. They realized the equivalence between 
monitoring the count data per sampling interval and monitoring the interarrival time 
between counts. In particular, they studied the Poisson CUSUM and exponential 
CUSUM that can be applied to monitor a system where the occurrence of some 
concerned event can be modeled by a homogeneous Poisson process. Vardeman and 
Ray (1985) derived an exact method to solve Page’s (1954) integral equation to obtain 
ARL values for exponential CUSUM.  
 
The exact run length distribution for one-sided exponential CUSUM schemes has 
been addressed in Gan (1992). A simple procedure has been provided by Gan (1994) 
for designing an optimal exponential CUSUM chart. An algorithm for computing the 
ARL of an exponential CUSUM chart was given in Gan and Choi (1994). The 
Poisson CUSUM and exponential CUSUM charts were found by Gan (1994) to have 
very similar performances in detecting small and moderate changes in the Poisson rate. 
For large increase in the Poisson rate, the exponential CUSUM chart is slightly more 
sensitive than a Poisson CUSUM chart based on small time intervals and much more 
sensitive than a Poisson CUSUM chart based on large time intervals. For large 
decreases in the Poisson rate, the Poisson CUSUM chart is more sensitive.  
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Control charting technique based on monitoring TBE has been further extended to 
exponential EWMA by Gan (1998), where the relative performance of exponential 
CUSUM and exponential EWMA was investigated. A simple design procedure for 
determining the chart parameters of an optimal exponential EWMA was provided. 
The use of exponential EWMA was illustrated with three real and one simulated 
examples. An algorithm for computing the ARL of an exponential EWMA chart was 
provided in Gan and Chang (2000).  
 
Chan, Xie and Goh (2000) also studied control charting techniques for monitoring 
exponentially distributed quality characteristics. The control chart proposed there was 
called CQC (cumulative quantity control) chart, which stemmed from the fact that the 
chart monitors the cumulative quantity of product produced between consecutive 
defects. This control chart is applicable to manufacturing processes where the 
occurrence of defects can be modeled by a homogeneous Poisson process, whether 
the process is of high quality or not. Xie, Goh and Ranjan (2002) have also applied 
this idea to monitor the failure process of components or systems within a reliability 
context. Control charting procedures were described for monitoring exponentially 
distributed inter-failure time. These were further extended to Weibull- and Gamma-
distributed inter-failure times. Some statistical properties of the control charts were 
studied and numerical examples were given.  
 
Jones and Champ (2002) was probably the first to study the Phase I problem of 
exponential chart. They examined the Phase I problem of exponential chart under two 
scenarios. The process parameter may be given as a target, or it may be unknown. The 
latter, of course, is more likely in practice. If a process mean is known, a phase I 
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control chart can be used to determine if the process is in a state of statistical control. 
The phase I chart is distinguished from the phase II chart in the parameter known case 
by the choice of the false alarm probability. Methods were given to design a phase I 
exponential chart with a fixed overall false alarm probability in this case. When the 
process parameter is unknown, a phase I control chart is used to simultaneously 
estimate the process parameter and judge if the process is in control. In the case of a 
one-sided phase I chart, a design method is recommended that gives an exact overall 
false alarm rate. For a two-sided phase I chart, control limits are given that achieve a 
false alarm probability less than or equal to an upper bound.  
 
Borror, Keats and Montgomery (2003) examined the robustness of the exponential 
CUSUM chart. Robustness, in this case, refers to sensitivity of the exponential 
CUSUM to make the proper decisions regarding a shift when, in fact, the TBE is not 
exponential. They examined and reported the ARL values under both a Weibull and a 
lognormal TBE distribution. The results indicate that the exponential CUSUM is very 
robust for a wide variety of parameter values for both the Weibull and lognormal 
distributions. Some discussions were also given on practical implementation of 
exponential CUSUM.  
 
2.1.2. Attribute data TBE control charts  
 
The variable data TBE control charts have their counterparts for attribute data. The 
attribute data TBE control charts include, but not limit to, the geometric chart (also 
called CCC chart or CRL chart at times), the CCC-r chart (also called SCRL chart at 
times) and the geometric CUSUM.  
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The geometric chart can be traced back to Calvin (1983) and has been popularized by 
Goh (1987). It has been originally proposed for monitoring high quality processes 
where the fraction nonconforming is very low and the traditional p chart does not 
work well. The basic idea of geometric chart is to monitor the cumulative number of 
conforming items between consecutive nonconforming ones. The geometric chart has 
been further studied by many authors such as Bourke (1991), Xie and Goh (1992) and 
Glushkovsky (1994). Xie and Goh (1997) showed that probability limits instead of the 
heuristic k-sigma limits should be used for designing the geometric chart. Using the 
latter will result in overly frequent false alarms. Wu, Yeo and Spedding (2001) 
proposed a synthetic control chart, combining the np chart and the geometric chart, 
for detecting increase in the fraction nonconforming. It provides the user with some 
freedom in adjusting the control chart parameters so that the out-of-control average 
time to signal can be minimized. Numerical tests indicated that the synthetic chart has 
a higher power for detecting process shifts in the fraction nonconforming than both 
the np chart and the geometric chart.  
 
The phase I problem of geometric chart has been studied by Yang et al. (2002) and 
Tang and Cheong (2004). However, they have approached the same problem but with 
different approaches. Yang et al. (2002) examined the performance of geometric chart 
with estimated control limits by assuming that a preliminary sample is drawn, while 
Tang and Cheong (2004) proposed a sequential sampling scheme to update the control 
limits each time when new data is available. It has been demonstrated that the latter 
has several advantages over the former and is thus recommended for use.  
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The economic design issue of geometric chart has been addressed in Xie, Goh and 
Xie (1997) and Xie, Tang and Goh (2001). The former has applied Duncan’s (1956) 
model to the geometric chart and the latter has applied Lorenzen and Vance’s (1986) 
model to the geometric chart. Similar results have been obtained from both 
approaches.  
 
While in most cases the consecutive items produced from a process have been 
assumed to be independent, there are situations where they may be correlated to some 
extent. This is especially true when the production speed is high and the production 
and inspection are automatic. The effect of such a correlation on the performance of 
geometric chart has been examined in Lai, Govindaraju and Xie (1998) and Lai, Xie 
and Govindaraju (2000). In Lai, Govindaraju and Xie (1998), the correlation model 
by Madsen (1993) was employed and it was found that the false alarm rate could not 
be reduced to below the amount of serial correlation present in the process. A Markov 
model was used to address the same issue in Lai, Xie and Govindaraju (2000). They 
concluded that, in case of a small correlation, control limits can be revised, but for 
moderate or strong correlation, different control schemes have to be used.  
 
A natural extension of the geometric chart (CCC chart) is the CCC-r chart, for which 
the sample statistic is the cumulative number of items inspected until the r-th 
nonconforming item is encountered. Consequently, the sample statistic of a CCC-r 
chart is usually assumed to follow the negative binomial distribution. Xie, Lu and 
Goh (1999) described the use CCC-r chart and its higher sensitivity to process shift. 
An economic approach was taken by Ohta, Kusukawa and Rahim (2001) for 
designing the CCC-r chart. A simplified economic design method was proposed. 
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Some numerical examples were given to illustrate the design. Wu, Zhang and Yeo 
(2001) identified a drawback of the conventional method used for calculating the ATS 
of a CCC-r chart. The conventional method has been based on a so-called fixed-shift 
model, while a more realistic model for this is the so-called random-shift model. An 
approximate method was developed based on the random-shift model for calculating 
the ATS of a CCC-r chart. Through comparing with the results obtained by Monte 
Carlo simulation, it was demonstrated that the method based on the random-shift 
model is much more accurate than the one based on the fixed-shift model. Chan et al. 
(2003) proposed a two-stage control chart for monitoring processes with a low 
fraction nonconforming. This two-stage control chart can be regarded as something 
between CCC and CCC2 control charts and is therefore called CCC1+γ chart. A 
CCC1+γ chart for detecting upward shift fraction nonconforming has two LCLs: n1 for 
the first stage where occurrence of one nonconforming item is a signal for out of 
control; and n2 for the second stage where two nonconforming items are required to 
indicate that the process is out of control.  
 
One more useful attribute data TBE control chart is the geometric CUSUM. Xie, Goh 
and Lu (1998) conducted a comparative study of CCC and CUSUM charts and 
suggested that it is advisable to use the geometric CUSUM, which was shown to be 
more sensitive. Reynolds and Stoumbos (1999) showed that the geometric CUSUM is 
equivalent to the Bernoulli CUSUM, which, in turn, was further demonstrated to 
outperform the Binomial CUSUM by Reynolds and Stoumbos (1999, 2000) and 
Bourke (2001b). Bourke (2001a) further examined the properties of the geometric 
CUSUM under both 100% inspection and sampling inspection. Methods for 
evaluating zero-state and steady-state ARL were presented.  
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Wu, Yeo and Fan (2000) conducted a comparative study among CCC, CCC-r and 
geometric CUSUM. The general findings reveal that the geometric CUSUM excels 
the CCC-r charts in detecting downward (decreasing) fraction nonconforming shifts 
and large upward (increasing) shifts. However, the CCC-r chart is superior to the 
geometric CUSUM in detecting small and moderate upward shits, especially when the 
normal fraction nonconforming is small.  
 
2.2. Economic design of control charts  
 
Economic design of control charts is one of the major areas in SPC. The pioneering 
work in the area of economically-based control procedures was done by Girshick and 
Rubin (1952). They were the first to consider the expected cost per unit time in 
quality control models. Duncan (1956) was the first to propose a full-fledged 
economic model for designing an x  control chart. The economic design approach has 
since been extended to almost every other control chart under different assumptions 
and for a wide variety of scenarios. These dazzling models and approaches will be 
reviewed briefly in the following sections.  
 
2.2.1. Previous literature reviews  
 
Literature reviews concerning the economic design of control charts have been 
conducted by several authors. Montgomery (1980) summarized and reviewed the 
literature in the area of economically-based control charts. Vance (1983) presented a 
bibliography of control chart techniques for the years from 1970 to 1980. This 
bibliography includes, but is not limited to, economically-based control charts. Von 
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Collani (1988) presented an updated bibliography of economic quality control 
procedures. This bibliography includes literature that has appeared since 
Montgomery’s review; however, it does not summarize or review this literature. 
Svoboda (1991) provided a review of literature (1979-1989) pertaining to the 
economic design of control procedures, following the work that was surveyed and 
reviewed by Montgomery (1980). Ho and Case (1994a) presented a review of 
research of economic design published during the period from 1981 through 1991. 
More recently, Tagaras (1998) provided a survey on the substantial developments in 
the statistical and economic design of adaptive or dynamic charts that allow some of 
their parameters to change during production. The author classified the published 
models according to the chart parameters (sampling intervals, sample sizes and 
control limits) that the models allow to change dynamically. Through comparisons 
between adaptive and static charts, it was concluded that utilization of adaptive charts 
can increase significantly the effectiveness of process monitoring. In the following, a 
review, not necessarily exhaustive, is conducted of the work of economic design of 
control charts that have appeared in the literature mainly since 1991.  
 
2.2.2. Variable control charts  
 
Variable control charts, usually including the x  chart, R chart, S chart, Moving Range 
(MR) chart, have accounted for a considerable proportion of the control chart 
literature.  
 
2.2.2.1. X charts  
A majority of the research in the development of economic models of control charts 
has been devoted to the x chart. The interest of analysts in this control chart follows 
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directly from its widespread use in practice. The proposed methods and models have 
been derived from a variety of perspectives, under different assumptions and for a 
wide range of situations. Moskowitz, Plante and Chun (1994b) examined the effect of 
the nature of the variability cost function on the resulting design of an x chart. Chung 
(1995) considered the economic design of x chart with two control limits. Chiu and 
Huang (1996) extends Duncan's (1956) model to two different manufacturing process 
models, where the process continues or discontinues in operations during the search 
for the assignable cause. Del Castillo and Montgomery (1996) presented a model for 
economic design of x  charts utilized for monitoring processes where production runs 
have a finite duration. The proposed model considers the effect of the setup operation 
on the chart design. Two types of finite-length production process were considered: a 
repetitive manufacturing process and a job-shop process. Parkhideh and Parkhideh 
(1996) improved Duncan’s (1956) model by incorporating supplementary runs rules 
to increase the sensitivity of the chart to small shifts. It was observed that the use of 
AT&T rules with economic design can yield substantial cost savings over Duncan’s 
design for small shifts in process average. Das, Jain and Gosavi (1997) investigated 
the economic design of x chart for dual-sampling-interval (DSI) policies. They 
developed a comprehensive cost model for DSI policies with and without run rules 
and steady-state performance. Rohledery and Silvery (2002) developed a method 
based on Lagrangean relaxation for finding the economic sampling plan for x  charts 
that minimizes expected total costs, subject to a constraint on labor time.  
 
Time-varying and adaptive control charts  
Recent literature contains a number of papers studying the economic design of control 
charts adopting time-varying or adaptive sampling schemes. Many authors have 
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shown these schemes perform better than their corresponding fixed sampling schemes. 
Adaptive control charts are an enhancement to control charts assuming variable 
sampling schemes. A time-varying control chart is differentiated from an adaptive (or 
dynamic) control charts by Tagaras (1998). A time-varying control chart has 
parameters that change as the production process evolves in a predetermined fashion. 
In contrast, monitoring a process with an adaptive or dynamic chart implies that at 
least one of the chart parameters may change in real time, taking into account the 
current sampling information. When the adaptive control scheme is based on 
Bayesian updating of the knowledge about the state of the process, the control chart is 
also called Bayesian (Tagaras, 1998).  
 
Park and Reynolds (1994) developed an economic design model for an x  chart using 
a variable sample size. In order to detect shifts quickly, the variable sample size chart 
takes a larger sample if there is any indication that the process is running in an out-of-
control state and a smaller sample otherwise. For practical purposes only two possible 
sample sizes are considered. Tagaras (1994) proposed a dynamic programming 
approach for the economic design of x  chart, which allows a dynamic adjustment to 
the control chart parameters based on a continuously updated Bayesian estimate of the 
state of the process. Ohta and Rahim (1997) simplified and improved the economic 
design of dynamic x  control charts proposed by Parkhideh and Case (1989), which 
contains six decision variables and thus is supposed to be difficult to implement. Bai 
and Lee (1998) considered the economic design of an x  chart with variable sampling 
intervals (VSI). Park and Reynolds (1999) developed an economic model for a 
variable-sampling-rate (VSR) X chart, which can be used for evaluating the expected 
cost per hour associated with the operation of VSR and fixed-sampling-rate (FSR) X  
 30
Chapter 2 Literature Review 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
charts. De Magalhaesa, Epprechta and Costa (2001) developed an economic model 
for x  charts having all design parameters varying in an adaptive way. In the proposed 
model, each of the design parameters can assume two values as a function of the most 
recent process information. De Magalhaes, Costa and Epprecht (2002) further 
developed an economic-statistical model for variable parameters x charts, where all 
design parameters vary adaptively. Chen and Yeh (2004) also examined the VSI 
policy. This paper aims to refine the suspicious grade and sampling interval lengths to 
increase the detection ability of VSI charts.  
 
Apart from the variable sampling policy and the adaptive sampling policy, some 
authors even proposed the random sampling policy (RSP) based on the inherent 
randomness of industrial processes. This is due to Das and Jain (1997), where a RSP 
was proposed for x charts in which the sampling intervals and the sample sizes 
(considered a function of the sampling intervals) are treated as random variables. An 
economic modeling framework for design of RSP with run rules is developed. Within 
the proposed modeling framework, special cases of RSP, such as VSI and FSI policies 
with and without run rules, can also be evaluated.  
 
Imperfect adjustment  
Usually, the economic design of process control charts assumes perfect process 
adjustment, such that the process mean is returned to an exactly centered “in control” 
state following any true or false alarm control chart signal. Some researchers have 
addressed the issue concerned with the effect of incorrect or imperfect adjustment to 
the economic design. Collani, Saniga and Weigand (1994) developed a model of a 
process whose quality can be affected by the occurrence of an assignable cause that 
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results in a shift in the mean of a process or by an incorrect adjustment to the process 
when it is operating according to its capacity. The effect of incorrect adjustment on 
quality was investigated. Vaughan (1999) presented a model which demonstrates the 
effects of imperfect process adjustment on the economically designed control chart 
parameters. The model demonstrated that the optimal control limit width depends 
fundamentally on the precision with which the process can be adjusted. The greater 
the process adjustment error, all else remaining constant, the wider will be the optimal 
control limits, in order to alleviate the potential for process over-control and 
tampering effects.  
 
Non-exponential process failure mechanism  
Rahim and Banerjee (1993) developed a generalized model for the economic design 
of x  chart which assumes a general distribution of in-control periods having an 
increasing failure rate, and the possibility of age-dependent repair before failure is 
considered. Surtihadi and Raghavachari (1994) extended the economic design of 
x chart by considering a general process in-control time distribution. This general 
distribution is further specialized to several distributions such as Weibull, Lognormal, 
folded-normal, folded-logistic and Gamma. Using Duncan’s (1956) examples, the 
optimal designs obtained are compared for different distributions and also compared 
with the approximate optimal designs give by Duncan. The comparison shows that the 
optimality of the design of x  charts is insensitive to the distributional assumption of 
the process in-control time for small values of the sampling interval. Moskowitz, 
Plante and Chun (1994a) also examined the effect of the process failure mechanism 
on the design of an x chart. The results shown that there are effects of the process 
failure mechanism on the optimal design parameters of an x chart for continuous time 
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models. Chen and Yang (2002) presented an economic design of x -control charts 
with a Weibull distributed process-failure mechanism when there is an occurrence of 
possible multiple assignable causes and assume that once an assignable cause occurs, 
no further assignable causes will occur. Al-Oraini and Rahim (2002) considered the 
Gamma (λ, 2) distribution as a failure model for the economic statistical design of 
control charts. The study shows that the statistical performance of control charts can 
be improved significantly, with only a slight increase in the cost, by adding 
constraints to the optimization problem. Linderman, Mckone-Sweet and Anderson 
(2005) also consider a Weibull-distributed process in-control time in their model 
integrating SPC and maintenance to jointly optimize their policies by minimizing the 
total costs associated with quality, maintenance and inspection. The results indicate 
that control charts are insensitive to the assumed process failure mechanism.  
 
Taguchi’s loss function  
The Taguchi’s loss function has been employed by some authors in the economic 
design of control charts. Elasyed and Chen (1994) proposed the first economic design 
model for x chart based on the Taguchi loss function. It was shown that the factors, 
such as process capability, production rate, and their interactions that are related to the 
loss function, are critical to the economic design of x charts. Alexander et al. (1995) 
embellished Duncan's (1956) economic model with Taguchi's loss function to 
incorporate losses that result from both chance and assignable causes. They suggested 
adjustments to control chart design parameters when there are process improvements 
over time. Liu, Chou and Chen (2002) developed a minimum-loss design of x charts 
for correlated measurements within a sample by incorporating the Taguchi’s quality 
loss function. An example of orange juice production process is presented to illustrate 
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the solution procedure. From the results of sensitivity analysis, it was found that if the 
measurements in the sample are positively correlated, highly correlated data result in 
a smaller sample size and a frequent sampling interval; however, in case the 
measurements in the sample are negatively correlated, highly correlated data yield a 
smaller sample size and a narrower control limits. Ben-Daya and Duffuaa (2003) 
incorporated Taguchi’s loss function in the economic design of the control chart, 
which was done by redefining the in-control and out-of-control costs using Taguchi’s 
loss function.  
 
Preventive maintenance/Process improvement/Corrective action  
More recently, some studies suggested the economic benefit of taking into account the 
preventive maintenance (PM), process improvement or the corrective action in the 
economic design of control charts. Silver and Rohleder (1999) presented an approach 
of economic design of an x chart that takes account of the process improvement as 
causes are determined and possibly eliminated. Substantial cost savings are achieved 
over the commonly used, static policy which ignores process improvement. Nikolaidis, 
Psoinos and Tagaras (1997) pointed out an inaccuracy in some of the published 
models for the economic design of control charts, where the computation of steady-
state probabilities that the process is in each possible state does not take into account 
the effect of the corrective action that may follow a signal from the control chart. In 
order to eliminate this inaccuracy the authors proposed an exact formulation, through 
which they estimate the magnitude of errors resulting from the inaccurate formulation 
of the objective function. By solving numerical examples of joint design of X and R 
charts, it was shown that these errors are typically very large. Cassady et al. (2000) 
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defined a combined control chart-preventive maintenance strategy for a process which 
shifts to an out-of-control condition due to a manufacturing equipment failure.  
 
Economic-statistical/Constrained statistical/multicriteria design  
The economic design of control charts, despite its advantage over the usual statistical 
design, is frequently criticized for its poor statistical performance. This naturally 
stimulates the occurrence of economic statistical design of control charts, which 
constructs the economic model subject to constraints that ensures the statistical 
performance of the control charts. Molnau, Montgomery and Runger (2001) showed 
that economic statistical design can provide for better statistical properties without 
significantly increasing optimal total costs. Zhang and Berardi (1997) considered the 
economic statistical design of x control charts with Weibull failure mechanism. It was 
shown that in some circumstances the increase in costs associated with the improved 
statistical performance may not be substantial compared to the economic design and 
misspecification of the underlying Weibull failure distribution parameters may have 
significant economic consequences. Chang and Yang (2001) developed a statistically 
constrained economic adjustment model of a process whose quality can be affected by 
double special causes resulting in changes of the mean and the variance of the 
distribution of output by incorrect adjustment of the process. Castillo, Mackin and 
Montgomery (1996) applied an interactive multicriteria nonlinear optimization 
algorithm to a model for the design of X charts to eliminate the difficulties of 
explicitly assigning the costs of type I and type II errors in the usual single criteria 
design. Celano and Fichera (1999) also addressed the design of control chart from a 
multiobjective perspective. The design of the control chart has been developed 
considering the optimization of the cost as well as the statistical proprieties. An 
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approach based on an evolutionary algorithm was proposed to solve this problem. 
One more example of economic statistical design can be found in De Magalhaes, 
Costa and Epprecht (2002).  
 
Correlation and non-normality  
Researchers have also examined the assumption of normality usually made for X  
control charts, because in practice the validity of the normal assumption is doubted in 
many situations. Chou, Chen and Liu (2000) and Chou, Li and Wang (2001) 
employed the Burr distribution to conduct the economic-statistical design of x charts 
for non-normal data. The results of the sensitivity analysis showed that small values 
of the skewness coefficient have no significant effect on the optimal design, while a 
larger value of skewness coefficient leads to a slightly larger sample size and 
sampling interval, as well as wider control limits. Chen (2004) also examined the 
assumption of normality. In this paper, an alternative cost model that employs the 
Burr distribution is proposed to deal with the economic design of the VSI X  chart 
when the normality assumption of process data is unacceptable. Chou, Liu and Chen 
(2001) and Liu, Chou and Chen (2002) investigated the effect of correlated 
measurements within a sample on the economic design of x charts. The results of 
sensitivity analyses showed that if the measurements in the sample are positively 
correlated, highly correlated data result in a smaller sample size, a frequent sampling 
interval and narrower control limits. On the other hand, if the measurements in the 
sample are negatively correlated, highly correlated data yield a smaller sample size 
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2.2.2.2. Joint control charts  
From time to time, researchers also propose joint economic design of control charts, 
which usually include joint x &R chart, joint x &S chart, and joint Zone Control Chart.  
Costa (1993) developed a model for joint economic design of X  and R charts. The 
model assumes that the process is subject to two assignable causes. One assignable 
causes shifts the process mean; the other shifts the process variance. The occurrence 
of assignable cause of one kind does not block the occurrence of assignable cause of 
the other kind. Ho and Case (1994b) applied the Zone Control Chart to joint 
monitoring of process mean and variation. This study indicated that the joint Zone 
Control Chart is superior, from an economic viewpoint, to joint X  and R charts. 
Yang and Rahim (2000) developed a statistically constrained model for joint 
economic statistical design of X  and S2 control charts to control both process mean 
and variance. Ohta, Kimura and Rahim (2002) proposes an economic model for the 
selection of time-varying control chart parameters for monitoring on-line the mean 
and variance of a normally distributed quality characteristic. The process is subject to 
two independent assignable causes also, one changing the process mean and the other 
changing the process variance. The occurrence times of these assignable causes are 
described by Weibull distributions having increasing failure rates. Bakir and 
Altunkaynak (2004) developed a model for joint X  and R charts. The economic 
model was handled as a multi-objective optimization problem involving the economic 
and statistical objectives. De Magalhaes and Neto (2005) extended their previous 
study on economic design of variable-parameter X  charts to processes that are 
monitored jointly by X  and R charts having all design parameters varying adaptively. 
One more example of joint economic design of control charts is Nikolaidis, Psoinos 
and Tagaras (1997).  
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2.2.2.3. Integrated optimization model  
Recently, some researchers have proposed integrated model for optimizing 
simultaneously the production quality, inspection or maintenance policies, and 
economic design of control charts. Rahim (1994) developed an economic model for 
joint determination of production quantity, inspection schedule, and control chart 
design for a typical production process which is subject to a non-Markovian random 
shock. For mathematical simplicity, it was assumed that production ceases only if the 
process was found to be out-of-control. Rahim and Ben-Daya (1998) further 
generalized the above model to cases where production ceases not only for a true 
alarm but also for a fixed amount of time whenever there is a false alarm. Examples 
of Weibull shock models are used to illustrate the proposed generalized model. Ben-
Daya and Makhdoum (1998) investigated the effect of various preventive 
maintenance policies on the joint optimization of the economic production quantity 
(EPQ) and the economic design of control chart. The effects of three PM policies on 
EPQ and quality costs are illustrated using an example of a Weibull shock model with 
an increasing hazard rate. Ben-Daya and Rahim (2000) presented an integrated model 
for the joint optimization of the maintenance level and the economic design of 
x control chart for a deteriorating process, where the in-control period follows a 
general probability distribution with an increasing hazard rate. This paper is quite 
similar to an earlier paper (Ben-Daya, 1999) by the first author. Rahim and Ben-Daya 
(2001) developed an integrated generalized model to study the effects of deteriorating 
product items and deteriorating production processes on economic production 
quantity, inspection schedules, and the economic design of an x control chart. Lam 
and Rahim (2002) presented an integrated model for the joint economic design of 
x control charts and maintenance schedules and, simultaneously, determines the 
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economic production quantity and production run length for a deteriorating 
production system. Sensitivity analyses are conducted to study the effects of various 
model parameters.  
 
2.2.3. Attribute control charts  
 
Compared to the variable control charts, especially the x control charts, the economic 
design of attribute control charts is less frequently addressed. Attribute control charts 
comprise the p chart, np chart, c chart, u chart and more lately the Cumulative Count 
of Conforming (CCC) chart. The first economic design of fraction defective control 
charts was developed by Ladany (1973). Numerous other models and enhancements 
have since sprouted rapidly. Lo (1994) considered the estimation methods of the input 
parameters of the economic design of the np-charts, namely, the proportions of the 
nonconforming items under both in-control (p0) and out-of-control (p1) states and the 
rate of the occurrence of an assignable cause (λ), based on two methods: maximum 
likelihood estimation using the EM algorithm and a naïve method. Recently, the CCC 
chart has received wide popularity in high quality and low defect industries. Xie, Goh 
and Xie (1997) and Xie, Tang and Goh (2001) addressed the economic design issue of 
CCC chart. Chan et al. (2003) proposed a two-stage CCC-chart, inspired by the idea 
of double sampling procedures in acceptance sampling, in order to improve the 
performance of the one-stage CCC chart. An economic model was developed to 
determine the optimal values of probabilities of false alarm set at the first and second 
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2.2.4. CUSUM, EWMA and MA charts 
 
Montgomery et al. (1995) presented a statistically constrained economic model for the 
optimal design of an EWMA control chart for controlling process means. 
Investigation of economic statistical design for the EWMA chart reveals that adding 
constraints does not significantly increase the cost and does not provide protection 
against shift sizes other than those expected. Torng et al. (1995) described the 
computer program for implementing the above economic design of control chart. 
Tolley and English (2001) conducted a comparison between the cost performance of 
EWMA and the combined EWMA- X  control chart schemes. In particular, they 
explored the impact of constraining the in-control average run length on the optimal 
cost performance of both schemes. The cost model for the combined chart is not a 
well-behaved function, and yields varying optimal parameters when the in-control 
average run length is constrained. Park, Lee and Kim (2004) extended their model 
(Park and Reynolds 1999) to the VSR EMWA. It is shown that with some design 
parameter combinations the economically optimal VSR chart has a lower false alarm 
rate than the FSR chart.  
 
Montgomery pointed out that an MA control chart is more effective than a Shewhart 
control chart for detecting small process shifts and is considered by some to be 
simpler to implement than the CUSUM.  Chen and Yang (2002b) proposed an 
economic model of a MA control chart having a Weibull failure mechanism for 
monitoring a continuous process. When the process failure mechanism follows a 
Weibull model or other models having increasing hazard rates, it is desirable to have 
the decreasing sampling interval with the age of the system. Chen and Yu (2003) 
developed an economic model of an MA control chart with multiple assignable causes. 
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This economic model is then applied to a realistic case from the chemical industry. 
Yu and Wu (2004) proposed an economic design for a variable-sampling-interval 
(VSI) MA control chart. The results of a numerical example adopted from an actual 
case indicate that the loss cost of VSI MA control charts is consistently lower than 
that of the fixed-sampling interval scheme. Yu and Chen (2005) also proposed an 
economic design for a VSI x control chart for a continuous-flow production process. 
Similar results were obtained.  
 
2.2.5. Multivariate control charts  
 
Linderman and Love (2000a) extended the classic Lorenzen-Vance (1986) model to 
develop economic designs for multivariate exponentially weighted moving average 
(MEWMA) control chart, while adding statistical constraints to ensure the statistical 
performance. Evaluating the ARL values for the MEWMA chart through simulation, 
they determined optimal chart parameters given cost information. In another paper 
(Linderman and Love, 2000b), they discussed the implementation of the MEWMA 
chart. Molnau, Montgomery and Runger (2001) showed the MEWMA control 
schemes performed better from the cost standpoint than the benchmark pure statistical 
design — the Hotelling 2 T control chart. This improvement held for unconstrained 
and constrained designs. Love and Linderman (2003) proposed an economic model 
for the design of the MEWMA chart under the assumption of a Markovian process 
failure mechanism following an exponential distribution. Sensitivity analysis showed 
that the quality of the resulting design (in terms of expected cost) is not substantially 
affected by mis-specification of the distribution of process failure. Chou et al. (2002) 
developed a procedure to carry out the economic-statistical design of multivariate 
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control charts by using a quality loss function for monitoring the process mean vector 
and covariance matrix simultaneously. One more example could be found in 
Noorossana, Woodall and Amiriparian (2002).  
 
2.2.6. Other control charts and designs  
 
Acceptance Control Charts 
Acceptance control charts are the typical tool used to monitor a process where the 
nature dispersion of the process is much less than the specified tolerance in design. A 
very typical application of it is to processes subject to tool wear. Wu (1998) presented 
an adaptive acceptance control chart (AACC). The proposed AACC employs the 
general idea of sequential analysis in the sense that current sampling depends in some 
way upon the earlier results. The AACC starts with and continues to use a sample size 
of one until there is an indication that the process mean is close to the upper 
specification limit. Then, the sample size is increased (adjusted) gradually. Cai et al. 
(2002) addressed the timing problem of making adjustments to trended processes 
(tool wear problem) by means of economic design of its control chart.  
 
Two-stage control charts  
The traditional approach to economic design of control charts is based on the 
assumption that a process is monitored using only a performance variable. If, however, 
the performance variable is costly to measure and a less expensive surrogate variable 
is available, the process may be more efficiently controlled by using both 
performance and surrogate variables. Lee and Kwon (1999) proposed a model for 
economic design of a two-stage control chart which uses a highly correlated surrogate 
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variable together with a performance variable. The process is assumed to be 
monitored by the surrogate variable until it signals out-of-control behavior, then by 
the performance variable until it signals out-of-control behavior or maintains in-
control signals for a prespecified amount of time, and the two variables are used in 
alternating fashion. The proposed model is applied to the end-closure welding process 
for nuclear fuel to compute the amount of reduction in cost compared with the current 
control procedure. Costa and De Magalhaes (2005) also presented a model for the 
economic design of a two-stage control chart with performance and surrogate 
variables. A study is performed to examine the economic advantages of the two-stage 
scheme.  
 
Robust Economic Design 
Linderman and Choo (2002) developed the concept of robust economic design of 
control charts where multiple economic and process scenarios are considered in 
control chart design. They demonstrated through an example that adopting the robust 
economic design can be effective. This is the first paper that, as claimed by the 
authors, takes robust optimization approach to economic design of control charts.  
 
2.2.7. Algorithms, programs and implementation  
 
Some other articles in the literature are particularly devoted to the algorithms, 
computer programs or the implementation of the economic design of control charts. 
These include Lall, Stylianides and Stanislao (1991), Chung (1992, 1993), Crowder 
(1992), Rahim (1993), Chung (1994), Tsai, Bowerman and Tait (2000), McWilliams, 
Saniga and Davis (2001), to name a few.  
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2.2.8. Drawbacks of economic design  
 
Although the economic design of control charts has been shown to have some 
advantages over statistically designed control charts, there are some disadvantages. 
Woodall (1986) pointed out some of the weaknesses including: 
1. that economic control charts can have poor statistical performance; 
2. there is often a high rate of false alarms; 
3. the economic method is not effective in detecting small shifts; 
4. the economic design is not consistent with Deming’s philosophy; and 
5. the economic design has not changed greatly since it was developed by 
Duncan.  
6. the estimations of the input parameters including cost and process parameters 
are usually difficult if not impossible.  
Additionally, several other weaknesses are apparent in control charts designed 
economically. Although there has been recent research to simplify the economic 
design of control charts and to utilize computer programs, the control charts do not 
appear to be easily applied.  
 
2.3. ARL-unbiased design of control charts   
 
An ARL-unbiased control chart is a chart designed such that the probability of 
detecting a shift is always greater than the false alarm rate. This has followed the idea 
of unbiased hypothesis test. Recently, some researchers have adapted this idea to 
control chart design, particularly to control charts monitoring skewed-distributed 
quality characteristics.  
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ARL-unbiased design can be traced back to as early as Champ and Lowry (1994), 
where an ARL-unbiased approach was proposed for designing the S-chart. Acosta-
Mejia, Pignatiello and Rao (1999) discussed the ARL-unbiased charts for monitoring 
normal processes for changes in dispersion. Champ (2001) further adapted ARL-
unbiased design to R chart. Xie, Goh and Kuralmani (2000) proposed a simple and 
effective method for designing ARL-unbiased CCC chart. The basic idea is novel and 
the resulting method is to simply multiply the probability limits by an adjustment 
factor. This idea has also been adopted by Tang and Cheong (2004) for designing 
ARL-unbiased Phase I CCC chart. The results showed that this ARL-unbiased design 
method works well for both the phase II and phase I CCC charts. Zhang et al. (2004) 
further addressed a few theoretical issues involved in the design of ARL-unbiased 
CCC chart. Zhang and Chen (2002) proved that the standard EWMA mean chart with 
asymptotic control limits and the EWMA mean chart with time varying control limits 
for monitoring mean changes in a normal process with known mean and known 
variance are ARL-unbiased. Jones and Champ (2002) studied the ARL-unbiased 
design of the phase I exponential chart, which is the first, to our knowledge, to 
address the phase I problem of the exponential chart. A method for designing exact 
limits when the process mean is given as a target was provided. When the process 
mean is unknown, methods for designing exact one-sided limit and approximate two-
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Chapter 3  
Design of Exponential Charts Using a 





The TBE control charts, as substantially reviewed in previous chapters, have found 
applications in various areas. In this chapter, we consider the TBE control chart based 
on the exponential distribution. That is, the chart monitors the “time” between 
consecutive events. Different names have been coined for TBE control charts based 
on the exponential distribution, such as the CQC chart in Chan et al. (2000), and the t 
chart in Xie et al. (2002). For conciseness, we generally refer to these control charts 
based on the exponential distribution as the exponential chart, analogous to the 
geometric chart in Glushkovsky (1994) and Yang et al. (2002).  
 
Both the phase II problem (when parameter λ is known, where λ is the occurrence 
rate) and phase I problem (when parameter λ is unknown and has to be estimated) of 
the exponential chart are considered in this chapter. For the phase II exponential chart, 
the common design method (see, e.g., Chan et al. 2000; Xie et al. 2002) is probability 
limit method. However, it can be shown (see Section 3.1) that an exponential chart so 
designed has the undesirable property that the ARL value first increases and then 
decreases as the system deteriorates, i.e. as the occurrence rate of the discrete event 
increases. The implication is that, it takes longer time on the average for the 
exponential chart to signal when the system deteriorates than when the system is 
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operating in control. In other words, such an exponential chart is “ARL-biased”. To 
improve this situation, we propose an ARL-unbiased design, following the approach 
of Xie et al. (2000) for the geometric chart. This is based on the idea of unbiased 
hypothesis test.  
 
Despite its importance, less work has been done on the phase I problem of the 
exponential chart. Jones and Champ (2002) studied methods to design an ARL-
unbiased phase I exponential chart with a fixed overall false alarm rate. In this chapter 
we study the ARL-unbiased design of phase I exponential charts adopting a sequential 
sampling scheme, which was earlier applied to the phase I CCC chart in Tang and 
Cheong (2004). One of the advantages of the sequential sampling scheme is that it 
does not require a preliminary sample and thus provides an almost “self-starting” 
feature. Since it is usually necessary to have some method to determine an appropriate 
size of the preliminary sample so as to achieve a desired level of performance, the 
implementation of a sequential sampling scheme is easier. Compared to Jones and 
Champ (2002) where only an exact one-sided control limit or approximate two-sided 
control limits are given while the process parameter is unknown, our ARL-unbiased 
design method gives exact two-sided control limits for a phase I exponential chart. 
Furthermore, the ARL-unbiased phase I exponential chart can be calibrated to a 
constant in-control ARL value for each successive event accumulated to date. In 
addition, by comparing with the work by Tang and Cheong (2004) on the CCC chart, 
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3.1. ARL-unbiased exponential chart when parameter λ is 
known  
 
Let X be the time between consecutive events from a process that is homogeneous 
Poisson. Then it is well known that X follows an exponential distribution with 
distribution function ) = xe λ−− , where λ is the occurrence rate of the event 
concerned. In this section, we first consider the case that the parameter λ is known a 





Given the in-control occurrence rate 0λ  and the design false alarm rate or type I error 
rate, α, the LCL, denoted L, and UCL, denoted U, of an exponential chart based on 
the conventional prob t ability limi approach are:  
LCL: L = 0/)2/1ln( α− λ−      (3.1) 
UCL: U = 0/)2/ln( λα−      (3.2) 
 
Upon each occurrence of the event, the observed value of X is plotted on the 
exponential chart. If a data point falls within the control limits, the system is 
considered statistically in control. A data point plotting below the LCL indicates a 
possible decrease in the mean of X or equivalently a possible increase in the 
occurrence rate of the event. This implies that the performance of the system may 
have deteriorated due to the assignable cause and action should be taken to identify 
and remove it when detected. On the other hand, a data point plotting above the UCL 
indicates a possible increase in the mean of X or equivalently a possible decrease in 
the occurrence rate of the event. This signifies a possible improvement of the 
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performance of the system. If this improvement can be confirmed and retained, the 
exponential chart must be re-designed. As stated in Chan et al. (2000), an exponential 
hart applies, whether the occurrence rate of the event is low or high.  
n, defined as the probability 
that a point will fall wi t  contr
es 




For exponential charts, the operating characteristic functio
thin he ol limits, is given by  
β = )(UFX – )(LFX  = UL ee λλ −− − .     (3.3) 
As a performance measure of control charts, ARL is usually defined as the average 
number of data points of sample statistics that must be plotted before a point indicat
UL ee λλβ −− +−− 11
For exponential charts, the ARL value may first increase and then decrease as λ 
increases. To illustrate this, Figure 3.1 shows the ARL curves of an exponential chart 
with 0
= 11 .     (3.4) 
λ = 0.01 and α = 0.0027, 0.005 and 0.01, respectively. The pattern mentioned 
above is manifest there. Such a pattern is actually quite common for data that follow 
skewed distributions (see, e.g.  Xie et al. 2000; Tang and Cheong 2004). This is 
highly undesirable as it means that, when the process deteriorates as λ  increases from 
 nominal value, the ARL value that is expected to decrease would increase instead.  




Actually, an ARL-unbiased design of exponential chart can be achieved by properly 
adjusting the control limits (3.1) and (3.2) in the same way as in Xie et al. (2000). An 
exponential chart is ARL-unbiased if its ARL curve achieves its maximum value
0λ . An illustration of ARL-unbiased exponential chart is given in Figure 3.2.  
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Proposition 3.1.  
Given 0λ  and *α , an e pon ntiax e l chart with LCL, , and UCL, , given by (3.5) 
nd ( res vely is ARL-unbiased, i.e. its ARL curve achieves the maximum 
 uL uU
a 3.6) pecti
































; the value of can be determined by (3.7) for a given 
Firstly, we shall show that, given  and the derivative of ARL with respect to λ  
equals to zero at 
 *α  




L U  
λ . We have  
λd
d )ARL( = 2)1( β
λλ
−
− −− uu LuUu eLeU .  
It can be easily shown that th  derivative equals zero when evaluated at is 0λ .  
 
Then, we shall tha show t λd
d AR( )L iti λ  is pos ve for < 0λ , while ve for λ > negati 0λ . 
Showing λd
d )ARL( > 0 is equivalent to showing  > )/ln( uu LU )( uu LU −λ , which in 
turn is equivalent to showing 1 > 0/λλ eventually. Of course, this is true for λ < 0λ . 
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Using the same method, it can be easily shown that λd
d )ARL( < 0 for λ > 0λ . Therefore, 
the ARL curve achieves its maximum value at  = 0λ λ .   
 
There is a one-to-one correspondence between *α  and the false alarm rate α, 




0) the corresponding value of *α  can be determined by solving the following 
equation:  
0ARL
1 = )(1)( uXuX UFLF −+ = .   (3.7) 
or example, given α = 0.0027, the corresponding  value is 0.00372. Table 3.1 lists 
** )2/()2/1(1 ** αα γγ αα +−−
 
*αF
some values of *α  and *αγ  for a given value of false alarm rate α. From there a few 
points are observed. Firstly, the value of *αγ  is always between 1 and 2, which can be 
easily verified. Secondly, is always greater than α. Furthermore, both  and *α  *α *αγ  
increase as α increases.  
 
Table 3.1. Some values of ,  and *α
*α γ  ( 0α λ  known) 
*α α  *αγ  α *α  *αγ  
0.0005 0.00072 1.2612 0.0060 0.00805 1.3102 
0.0010 0.00142 1.2733 0.0070 0.00934 1.3138 
0.0020 0.00278 1.2865 0.0080 0.01062 1.3170 
0.0027 0.00372 1.2927 0.0090 0.01190 1.3198 
0.0040 0.00544 1.3011 0.0100 0.01317 1.3224 
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A comparison of the ARL curves of an exponential chart with 0λ = 0.01 and α = 
 shown in Figure 3.2. An ARL-unbiased 
esign yields an ARL curve that peaks at the target value of λ. No matter λ deviates to 
unbiased exponential chart is much more sensitive to system deterioration but less 
sensitive to system improvement than the exponential chart designed with the usual 
 
ased exponential chart when parameter λ is 
unknown 
 
During the start-up phase of an exponential chart, the value of parameter λ is usually 
ated. This problem is generally referred to as the phase I 
s. The 
nd set up the control limits with this initial sample 
for phase II monitoring, as in Yang et al. (2002) and Jones and Champ (2002). Here 
we refer to such an approach as offline phase I approach. This approach requires the 
rmination of an appropriate size of preliminary samples for a desired level of 
performance. The second approach is to update the control limits sequentially each 
time new sampled data is available, as in a sequential sampling scheme (see Tang and 
heong, 2004). We call such an approach as online phase I approach. The advantages 
0.0027 based on the two design methods is
d
which side, the ARL value will decrease. Given a constant ARL0 (= 370.37), the 
ARL-unbiased design yields a much lower ARL value when the system deteriorates 
but a higher ARL value when the system improves. This means that the ARL-
method. Since people are most concerned with detecting deteriorations, the 
advantages of an ARL-unbiased design are apparent.  
3.2. ARL-unbi
unknown and has to be estim
problem. There are usually two types of approaches to solving phase I problem
first one is to collect an initial sample (usually consisting of 25 observations) first and 
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of the online phase I (or sequential phase I) approach over the offline phase I (or 
traditional phase I) approach will be discussed later.  
 
 
Suppose that in order to estimate the parameter λ for establishing an exponential chart, 
a prescribed value of the number of a prescribed eve
3.2.1. Sequential sampling scheme  
nt to be observed is given, 
enoted by m. The total time until the m-th event, , is a random variable such that  




X ,  
ameter λ. Then it is known 






where iX  are i.i.d. exponential random variables with par







et tmm λλ ,  
and CDF given by  








et λλ .  
he frequently used MLE (maximum likelihood estimate) of λ, denoted , is  
 
λˆ mTm / ;T
however, this estimate is biased especially when m is small (Nelson, 1982, p212). An 
unbiased estimate of λ is given by  
λ = 
mT
m 1− ,       (3.8) 
as  
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mEm .     (3.9) 
This bias correction is crucial for the ARL-unbiased design of phase I exponential 
chart. The minimum value for m is two. Therefore, an exponential chart may be 
started with m as 2, and updated each time when a new event occurs and the resulting 
time-between-events plots within the control limits. In this way  pr
simultaneously solved; both the homogeneity of samples is ensured and the chart can 
e put in place within a reasonable time without the usual problem that no event 
 
 two oblems are 
b
might be observed within a random initial start-up time.  
 
Thus an ARL-unbiased design of phase I exponential chart can be developed with 
parameter λ estimated by λ . Following equations (3.5), (3.6) and (3.8), the estimated 












− αγα     (3.11) 
where  can be determined for given values of ARL0 and m, which is to be 
discussed in the next section.  
 
3.2.2. Performance of ARL-unbiased phase I exponential charts 
 
Let G be the event that a certain point on the exponential chart plots above 
*α
UCL or 
LCL, which is expressed as:  below 
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G = { }LCLUCL <> XorX ,  
where X is the exponential random variable with parameter λ when this event occurs. 
Let be the alarm rate of an ARL-unbiased exponentia
ith a given value of m. Based on the conditional probability (see Yang et al., 2002; 
 = 
}|Pr{ mG  l chart constructed 
w
Tang and Cheong, 2004), we have  
 
}|Pr{ mG = tmtTtTmG mm }|Pr{},|Pr{0 ==∫∞  d


































0 −⎟⎟⎜⎜ −+∫                (3.12) 
λ , the above gives the false alarm rate. This would become the 
true false alarm rate, as m tends to ∞ and in the meantime λ  approaches 0λ . 
Following the approach of Yang et al. (2002), a simplified method based on 
hebyshev’s inequality is used to compute the above probability:  C


















ε   (3.13) 
where LB = { }0,//max 00 λλ mcm − ; UB = 00 // λλ mcm +  nd c=10. The actual 
truncated probability 1
a
ε  has been always less than 10-8 in all our calculations, and this 
is also true for the following 2ε .  
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Following a similar conditional probability argument, the ARL given m, denoted by 
mARL , of an ARL-unbiased exponential c art is  h


































−− λλαα ε .        (3.14) 
It is desirable to calibrate ARL  to a constant value for each m. To this end, the value 0


































 = ARL0.  (3.15) 
λ  is unknown a priori, this equation seems unsolvable. Table 3.2 presents the 
values of  for different m and *α 0λ  ranging from 0.0001 to 1000 with ARL0 set a 
constant 370. It is noted that the value of  given m is independent of *α 0λ  and thus 
applicable for any value of 0λ , which is a very desirable property. Although this is an 
empirical finding, rath retical proof, there is an intuitive explanation to it. 
Due to the one-to-one correspondence among α, α* and the adjustment factor 
er than a theo
*αγ , the 
parameter α* is interpreted as a surrogate false alarm rate. For any phase II control 
chart, it is well known that for a given ARL0 the false alarm rate is determined, 
independent of the process parameter. Given a particular value of m and ARL0, it is 
then intuitive to observe that the surrogate false alarm rate α* of a phase I exponential 
chart is determined, independent of the process parameter λ0.  
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Furthermore, the values of  given m for the exponential chart in Table 3.2 are 
identical wit T nd or the CCC 
chart. The v m tends to ∞ f
chart and C rt 7 m l e
as m ends n ai s q 3 e e 
imp ant s o n g C n p
char Cons , e  li t n
of or th c C 2 t a
*α
h those (but less) in able 6 of Tang a  Cheong (2004) f
alue of *α  converges to 0.00372 as or both the exponential 
CC cha , given ARL0 = 3 0. The li iting va ue of *α  for a giv n ARL0 
 t  to ∞ ca  be obt ned by olving e uation ( .7). Thes  provid another 
ort upport f r the stro g analo y between the CC  chart a d the ex onential 
t. equently  the valu  of *α  for a given m is app cable no  only to a y value 
0p  f e CCC hart in Tang and heong ( 004) bu to any v lue of  for the 0λ
ex ntial s s s   y ig
pro s a g l ta h lu
 
Tab .3 p th  a  r d
pone  chart, a  long a ARL0 i  set to a constant value, sa  370. F ure 3.3 
vide raphica represen tion of t e *α  va es.  
le 3 resents e values of false larm rate for diffe ent m an  0λ  rangi
0.0  to 1 th s 0 o  t la
dev s sig ly 002703, when the chart is 
constructed e te o e a a
app ches re  0  re e  o
ng from 
001 000 wi  ARL0 et to 37 . It is n ted that he actual false a rm rate 
iate nificant  from its desired value, 1/370 = 0.
 with th  estima d contr l limits. The fals  alarm r te decre ses and 
roa  the desi d value .002703 as m inc ases, irr spective f 0λ . Thi
tha  ls
s means 
t the false alarm rate is a o independent of 0λ . This i d  p
and is intuitive operty that 
s also a esirable roperty 
ly related to the pr *α  is independent of 0λ . These 
interesting properties were also observe g e h
another evidence for the strong analogy be
chart. Figure 3.4 visualizes
d in Tan  and Ch ong (2004), whic  provide 
tween the CCC chart and the exponential 
 the relationship between m and the false alarm rate.  
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Table 3.2. Values of  for di erent m,*α ff  0λ  and ARL0 = 370 
     
 
 0λ  
       m 0.0001 0.001 0.01 0.1 1 10 100 1000 
2 0.001960 0.001960 0.001960 0.001960 0.001960 0.001960 0.001960 0.001960 
3 0.002290 0.002290 0.002290 0.002290 0.002290 0.002290 0.002290 0.002290 
4 0.002479 0.002479 0.002479 0.002479 0.002479 0.002479 0.002479 0.002479 
5 0.002610 0.002610 0.002610 0.002610 0.002610 0.002610 0.002610 0.002610 
6 0.002711 0.002711 0.002711 0.002711 0.002711 0.002711 0.002711 0.002711 
7 0.002791 0.002791 0.002791 0.002791 0.002791 0.002791 0.002791 0.002791 
8 0.002859 0.002859 0.002859 0.002859 0.002859 0.002859 0.002859 0.002859 
9 0.002915 0.002915 0.002915 0.002915 0.002915 0.002915 0.002915 0.002915 
10 0.002964 0.002964 0.002964 0.002964 0.002964 0.002964 0.002964 0.002964 
11 0.003008 0.003008 0.003008 0.003008 0.003008 0.003008 0.003008 0.003008 
12 0.003046 0.003046 0.003046 0.003046 0.003046 0.003046 0.003046 0.003046 
13 0.003080 0.003080 0.003080 0.003080 0.003080 0.003080 0.003080 0.003080 
14 0.003110 0.003110 0.003110 0.003110 0.003110 0.003110 0.003110 0.003110 
15 0.003138 0.003138 0.003138 0.003138 0.003138 0.003138 0.003138 0.003138 
16 0.003163 0.003163 0.003163 0.003163 0.003163 0.003163 0.003163 0.003163 
17 0.003186 0.003186 0.003186 0.003186 0.003186 0.003186 0.003186 0.003186 
18 0.003207 0.003207 0.003207 0.003207 0.003207 0.003207 0.003207 0.003207 
19 0.003227 0.003227 0.003227 0.003227 0.003227 0.003227 0.003227 0.003227 
20 0.003244 0.003244 0.003244 0.003244 0.003244 0.003244 0.003244 0.003244 
21 0.003262 0.003262 0.003262 0.003262 0.003262 0.003262 0.003262 0.003262 
22 0.003277 0.003277 0.003277 0.003277 0.003277 0.003277 0.003277 0.003277 
23 0.003292 0.003292 0.003292 0.003292 0.003292 0.003292 0.003292 0.003292 
24 0.003305 0.003305 0.003305 0.003305 0.003305 0.003305 0.003305 0.003305 
25 0.003318 0.003318 0.003318 0.003318 0.003318 0.003318 0.003318 0.003318 
26 0.003330 0.003330 0.003330 0.003330 0.003330 0.003330 0.003330 0.003330 
27 0.003342 0.003342 0.003342 0.003342 0.003342 0.003342 0.003342 0.003342 
28 0.003352 0.003352 0.003352 0.003352 0.003352 0.003352 0.003352 0.003352 
29 0.003362 0.003362 0.003362 0.003362 0.003362 0.003362 0.003362 0.003362 
30 0.003372 0.003372 0.003372 0.00 372 3 0.003372 0.003372 0.003372 0.003372 
31 0.003381 0.003381 0.003381 0.003381 0.003381 0.003381 0.003381 0.003381 
32 0.003390 0.003390 0.003390 0.003390 0.003390 0.003390 0.003390 0.003390 
33 0.003399 0.003399 0.003399 0.003399 0.003399 0.003399 0.003399 0.003399 
34 0.003406 0.003406 0.003406 0.003406 0.003406 0.003406 0.003406 0.003406 
35 0.003413 0.003413 0.003413 0.003413 0.003413 0.003413 0.003413 0.003413 
36 0.003420 0.003420 0.003420 0.003420 0.003420 0.003420 0.003420 0.003420 
37 0.003427 0.003427 0.003427 0.003427 0.003427 0.003427 0.003427 0.003427 
38 0.003434 0.003434 0.003434 0.003434 0.003434 0.003434 0.003434 0.003434 
39 0.003440 0.003440 0.003440 0.003440 0.003440 0.003440 0.003440 0.003440 








1 2    
 
Table 3.2. (Continued)  
4 0.00345 0.003452 0.003452 0.003452 0.003452 0.003452 0.003452 0.003452 
42 7    0.00345 0.003457 0.003457 0.003457 0.003457 0.003457 0.003457 0.003457 
43 2    0.00346 0.003462 0.003462 0.003462 0.003462 0.003462 0.003462 0.003462 
44 7    0.00346 0.003467 0.003467 0.003467 0.003467 0.003467 0.003467 0.003467 
45 2    0.00347 0.003472 0.003472 0.003472 0.003472 0.003472 0.003472 0.003472 
46 7    0.00347 0.003477 0.003477 0.003477 0.003477 0.003477 0.003477 0.003477 
47 2    0.00348 0.003482 0.003482 0.003482 0.003482 0.003482 0.003482 0.003482 
48 6    0.00348 0.003486 0.003486 0.003486 0.003486 0.003486 0.003486 0.003486 
49 0    0.00349 0.003490 0.003490 0.003490 0.003490 0.003490 0.003490 0.003490 
50 4    0.00349 0.003494 0.003494 0.003494 0.003494 0.003494 0.003494 0.003494 
51 8    0.00349 0.003498 0.003498 0.003498 0.003498 0.003498 0.003498 0.003498 
52 0.003502 0.003502 0.003502 0.003502 0.003502 0.003502 0.003502 0.003502 
53 6    0.00350 0.003506 0.003506 0.003506 0.003506 0.003506 0.003506 0.003506 
54 9    0.00350 0.003509 0.003509 0.003509 0.003509 0.003509 0.003509 0.003509 
55 3    0.00351 0.003513 0.003513 0.003513 0.003513 0.003513 0.003513 0.003513 
56 0.003516 0.003516 0.003516 0.003516 0.003516 0.003516 0.003516 0.003516 
57 0.003519 0.003519 0.003519 0.003519 0.003519 0.003519 0.003519 0.003519 
58 0.003522 0.003522 0.003522 0.003522 0.003522 0.003522 0.003522 0.003522 
59 0.003525 0.003525 0.003525 0.003525 0.003525 0.003525 0.003525 0.003525 
60 0.003528 0.003528 0.003528 0.003528 0.003528 0.003528 0.003528 0.003528 
100 0.003601 0.003601 0.003601 0.003601 0.003601 0.003601 0.003601 0.003601 
200 0.003661 0.003661 0.003661 0.003661 0.003661 0.003661 0.003661 0.003661 
300 0.003682 0.003682 0.003682 0.003682 0.003682 0.003682 0.003682 0.003682 
400 0.003692 0.003692 0.003692 0.003692 0.003692 0.003692 0.003692 0.003692 
500 0.003699 0.003699 0.003699 0.003699 0.003699 0.003699 0.003699 0.003699 
1000 0.003712 0.003712 0.003712 0.003712 0.003712 0.003712 0.003712 0.003712 
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Table 3.3. Values of false alarm rate for different m, 0λ  and ARL0 = 370  
      0λ  
     m 
0.0001 0.001 0.01 0.1 1 10 100 1000 
2 0.01278 0.01278 0.01278 0.01278 0.01278 0.01278 0.01278 0.01278 
3 0.008757 0.008757 0.008757 0.008757 0.008757 0.008757 0.008757 0.008757 
4 0.006602 0.006602 0.006602 0.006602 0.006602 0.006602 0.006602 0.006602 
5 0.005403 0.005403 0.005403 0.005403 0.005403 0.005403 0.005403 0.005403 
6 0.004681 0.004681 0.004681 0.004681 0.004681 0.004681 0.004681 0.004681 
7 0.004213 0.004213 0.004213 0.004213 0.004213 0.004213 0.004213 0.004213 
8 0.003895 0.003895 0.003895 0.003895 0.003895 0.003895 0.003895 0.003895 
9 0.003667 0.003667 0.003667 0.003667 0.003667 0.003667 0.003667 0.003667 
10 0.003499 0.003499 0.003499 0.003499 0.003499 0.003499 0.003499 0.003499 
15 0.003079 0.003079 0.003079 0.003079 0.003079 0.003079 0.003079 0.003079 
20 0.002920 0.002920 0.002920 0.002920 0.002920 0.002920 0.002920 0.002920 
25 0.002844 0.002844 0.002844 0.002844 0.002844 0.002844 0.002844 0.002844 
30 0.002801 0.002801 0.002801 0.002801 0.002801 0.002801 0.002801 0.002801 
40 0.002758 0.002758 0.002758 0.002758 0.002758 0.002758 0.002758 0.002758 
50 0.002738 0.002738 0.002738 0.002738 0.002738 0.002738 0.002738 0.002738 
60 0.002727 0.002727 0.002727 0.002727 0.002727 0.002727 0.002727 0.002727 
100 0.002711 0.002711 0.002711 0.002711 0.002711 0.002711 0.002711 0.002711 
200 0.002704 0.002704 0.002704 0.002704 0.002704 0.002704 0.002704 0.002704 
300 0.002704 0.002704 0.002704 0.002704 0.002704 0.002704 0.002704 0.002704 
400 0.002703 0.002703 0.002703 0.002703 0.002703 0.002703 0.002703 0.002703 


















Figure 3.3. Values of  for a target ARL0 of 370 α
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Figure 3.4. Relationship between m and false alarm rate (ARL
 
As it is a disadvantage to have moving control limits, it is a practical question as to 
λ
ntial chart set up with the traditional 
ethod in terms of the phase II monitoring. The advantages of the sequential method 
proposed then lie in the phase I stage. Firstly, the sequential method provides a self-
ul to high quality processes nowadays where it 
may take a very long time to collect a sample of 25 observations in order to set up a 
control chart with the traditional phase I method. Secondly, in the online phase I 
m od, the value  RL0 is calibrated to a constant (say 370) for each m 
accumulated so far, which guarantees the in-control performance of a control chart so
updating is stopped (i.e. for every initial 
sample size, the narrower is the control limits and the better is the out-of-control 
performance. Therefore, we recommend stopping the updating of the parameter and 
its at m = 25. This provides a fair platform for comparing the online phase 
I method and the offline phase I method.  
0 = 370)  
 
when one should stop updating the estimates of  and the control limits. Given the 
same initial sample, an exponential chart set up with the sequential method has 
exactly the same performance as an expone
m
starting feature. This is particular usef
eth of A
 
established is consistent, whenever the 
sample size m>2). This is also a desirable feature. Of course, the larger is the initial 
control lim
 63
Chapter 3 Design of Exponential Charts Using a Sequential Sampling Scheme  
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 
Another reason for this recommendation m
listed in Table 3.3. Since the false alarm rate is an important concern in practice, it is 
reasonable to stop updating the estimates of 
larm rate is sufficiently close to the desired value. Note from Table 3.3 and Figure 
tends very 
slowly to 0.00270 when m g ater than 25. At m = 25 the actual false alarm rate is 
0.00284, which is considered close enough to the desired value of 0.00270. This also 
suggests it is reasonable to ates of λ and control lim
RL-unbiased phase I exponential chart at m = 25. However, if m = 25 cannot be 
 but at a 
cost of loss in sensitivity to process shifts.  
 
3.2.3. Run length distribution  
 
 by , we have  
= 
 ste s from the actual false alarm rate, as 
λ and control limits when the actual false 
a
3.4 that when the parameter λ is estimated, the actual false alarm rate 
 is re
stop updating the estim its of an 
A
made due to practical constraints, the users can also stop the updating earlier,
Denoting },|Pr{ tTmG m = tmp ,


















αα λγαλ .   (3.16) 
 
Denote the run length of the constructed chart given m b
istribution of  given = t is geometric with parameter , and thus the pmf is 
y mR . Then the conditional 
 mR mT tmp ,d
given by  
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=  = p/1 , and     (3.18) mm tm ,
)|(Var tTR mm =  = (1– )/ .    (3.19) 
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Using the conditional expectation method, the variance of mR  is computed as:  
)(Var mR = )]|(Var[ mm TRE  + ])|[(Var mm TRE  
= )]|(Var[ mm TRE  + 
− 0,, )1( dtpp
m
tmtm
λ .    (3.20) 
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.           (3.21) 
The standard deviation of the run length , denoted , is then  
 = 
mR mSDRL
mSDRL )(Var mR .   (3.22) 
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Values of mARL , mSDRL  and the coefficient of variation of the run length for a 
range of m and λ with 0λ = 0.01 and in-control ARL (i.e., ARL0) set to 370 are 
summarized 4. For each combination of m and λ, the first value shown is 
, the second , and the third the coefficient of variation. When m tends 
to ∞ phase II problem, i.e. the case that 
 in Table 3.
mARL  mSDRL
, the phase I problem reduces to the 0λ  is 
nown, for which s o and the coefficient of variation are 
iven in the last row.  
= 
the value f ∞ARL , ∞SDRL  k
g
∞ARL uu UL ee λλ −− +−1














    (3.24) 
 
t a in e  as d tua
ge ei e h e
It is no ed that s m creas s both mARL  and mSDRL decre e an even lly 
conver to th r valu s in t e cas  of known 0λ . This is i e
performan  a p I s a il
The general behavior of f  a L s a
exponential chart is depicted in Figure 3.5. It is if at AR urv ea
ntuitiv  since the 
ce of hase  chart should teadily improve as more dat  become ava able. 
ARL or m = 5, 10, 25 and ∞ of n AR -unbia ed ph se I 
 man est th  the L c es p k at 
0λ . Furth re,  as he L e w wn d tu
converges to the known-param u eans that the ARL performa
im oves a inc ,  i
 
ermo as m incre es t  AR curv narro s do  an even ally 
eter c rve. This m nce 
pr s m reases  which is intu tive.  
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F re 3.5 L c  fo ∞ R b Ph  e en
a 3 d
igu . AR urves r m = 5, 10, 25 and  of A L-un i  ased ase I xpon tial 
ch rt, constant ARL0 = 70, an  0λ = 0
 
 
.3. Applications  












In this section, we present some application examples, including simulated ones and 
real data ones, to demonstrate the use of the control charting techniques proposed in 
apte
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T le  and RL f u  nt ar
 ti li h n t  = n
ab 3.4. mL , AR mLSDR mSD / A m  oRL  ARL- nbiased expone ial ch ts 
under sequen al samp ng sc eme, co stan  ARL0  370, a d 0λ = 0.
ARL   
01 
         
SDRL 0.0 0 4 6 1 2 0.08 0.0λ = 01 0.0 2 0.00 0.00 0.008 0.0 0.04 0.06 
SDR RL   
0.1 
         L/A  
 17.4 .4 36 66  95 9  90.85 7369.  270.76 117 1 309. 375. 383.39  164.45 117.12 4.21 
m 2 .5 .8 65 13  70 0  162.99 1 = 467.  365.978 7 304 0 488. 507. 490.87  255.03 197.99 39.15 
 4.50 60 8 5 6  1.79  2.  1.5 1.3 1.28 1.2 1.35 1.55 1.69 1.88 
 5.40 39.87 208.54 324.69 366.65 370.06 84.08 67.77 277.23 160.27 110.56 
3 14.2 .8 47 87  80 7  127.47 1441.  342.49 129 7 373. 448. 455.65  221.75 162.13 04.93 
 2.65 26 9 8 9  1.52  3.  1.7 1.3 1.24 1.1 1.24 1.38 1.47 1.55 
 3.84 .16 46 93  97 2  78.68 6369.  276.7 21  156. 292. 356.04  153.71 104.27 3.16 
4 6.18 .49 97 93  428.21 7.50 1 .53 14 18 107.41 86.86  66  300. 411. 435.64 32 99 0.
 1.61 3.14 1.92 1.41 1.22 1.16 1.18 1.30 1.34 1.37 1.38 
 3.31 14.55 125.05 270.47 348.61 370.06 274.13 147.96 99.55 74.91 60.06 
5 4.20 39.42 250.15 384.38 421.63 419.27 316.12 183.67 126.00 95.35 76.57 
 1.27 2.71 2.00 1.42 1.21 1.13 1.15 1.24 1.27 1.27 1.27 
 3.05 11.55 104.34 253.28 342.79 369.99 270.70 143.18 95.97 72.14 57.82 
6 3.41 26.42 212.49 362.16 410.63 412.49 306.66 171.86 116.33 87.57 70.14 
 1.12 2.29 2.04 1.43 1.20 1.11 1.13 1.20 1.21 1.21 1.21 
 2.89 9.92 89.93 239.72 338.28 370.09 267.24 139.35 93.24 70.07 56.16 
7 3.00 19.56 183.83 343.85 401.88 407.37 298.79 162.98 109.53 82.27 65.84 
 1.04 1.97 2.04 1.43 1.19 1.10 1.12 1.17 1.17 1.17 1.17 
 2.79 8.93 79.41 228.50 334.38 369.96 263.72 136.14 91.01 68.39 54.81 
8 2.74 15.61 161.32 328.07 394.34 403.00 291.82 156.00 104.44 78.38 62.71 
 0.98 1.75 2.03 1.44 1.18 1.09 1.11 1.15 1.15 1.15 1.14 
 2.71 8.27 71.54 219.25 331.29 370.07 260.59 133.56 89.25 67.06 53.75 
9 2.57 13.16 143.47 314.62 388.14 399.64 285.94 150.57 100.61 75.47 60.38 
 0.95 1.59 2.01 1.43 1.17 1.08 1.10 1.13 1.13 1.13 1.12 
 2.66 7.80 65.44 211.33 328.58 370.09 257.62 131.36 87.76 65.95 52.86 
10 2.45 11.54 128.98 302.74 382.68 396.73 280.69 146.14 97.55 73.17 58.53 
 0.92 1.48 1.97 1.43 1.16 1.07 1.09 1.11 1.11 1.11 1.11 
 2.44 6.18 41.39 168.89 313.67 370.09 238.73 119.91 80.11 60.21 48.27 
20 2.00 6.86 66.02 232.31 351.06 381.99 250.31 125.87 83.91 62.93 50.35 
 0 2 1.11 1.60 1.38 1.12 1.03 1.05 1.05 1.05 1.05 1.04 .8
 2 7 5.77 35.02 151.41 307.25 370.01 229.92 115.30 77.03 57.90 46.42.3  
30 1.88 5.92 48.55 199.21 336.29 376.63 237.29 118.83 79.22 59.41 47.53 
 0.79 1.03 1.39 1.32 1.09 1.02 1.03 1.03 1.03 1.03 1.02 
 2.34 5.58 32.21 141.92 303.79 370.09 225.07 112.83 75.38 56.66 45.43 
40 1.83 5.52 41.13 179.98 327.67 374.20 230.33 115.24 76.83 57.62 46.10 
 0.78 0.99 1.28 1.27 1.08 1.01 1.02 1.02 1.02 1.02 1.01 
 2.32 5.47 30.63 135.91 301.48 370.02 221.90 111.22 74.32 55.86 44.79 
50 1.80 5.30 37.13 167.35 321.80 372.73 225.93 113.00 75.34 56.50 45.20 
 0.78 0.97 1.21 1.23 1.07 1.01 1.02 1.02 1.01 1.01 1.01 
 2.29 5.26 27.74 123.36 296.72 370.06 215.24 107.88 72.09 54.19 43.45 
100 1.74 4.90 30.23 139.78 308.42 370.50 216.91 108.47 72.31 54.23 43.39 
 0.76 0.93 1.09 1.13 1.04 1.00 1.01 1.01 1.00 1.00 1.00 
 2.27 5.16 26.42 116.82 294.19 370.03 211.66 106.09 70.89 53.29 42.74 
200 1.71 4.71 27.29 124.90 300.43 369.78 212.23 106.12 70.74 53.06 42.45 
 0.75 0.91 1.03 1.07 1.02 1.00 1.00 1.00 1.00 1.00 0.99 
 2.26 5.13 25.99 114.60 293.33 370.01 210.44 105.47 70.48 52.99 42.49 
300 1.70 4.65 26.38 119.84 297.50 369.62 210.64 105.32 70.22 52.66 42.13 
 0.75 0.91 1.02 1.05 1.01 1.00 1.00 1.00 1.00 0.99 0.99 
 2.25 5.07 25.17 110.17 291.65 370.00 207.98 104.24 69.66 52.36 42.00 
∞ 1.68 4.54 24.67 109.67 291.15 369.48 207.48 103.74 69.16 51.87 41.49 
 0.75 0.90 0.98 1.00 1.00 1.00 1.00 1.00 0.99 0.99 0.99 
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3.3.1. Simulated examples  
 
In this section, we present three examples to demonstrate the use and efficiency of the 
ARL-unbiased phase I exponential chart. Table 3.5 lists a set of 60 data simulated 
from an exponential distribution with λ = 0.01, as well as the corresponding values of 
LCL, and UCL based on a constant in-control ARL of 370. The first 25mT , λ ,  data 
the ARL-unbiased exponential chart with the proposed 
ted in Figure 3.6, where the dotted lines are the 
stimated control limits which stop updating at point number 25, while the two 
 known parameter 
points are used to set up 
approach. These data are depic
e
straight solid lines are the control limits for 0λ = 0.01. From there it 
m X 
is evident that the system is in control.  
 
Table 3.5. Simulated data example of ARL-unbiased phase I exponential chart  
mT  λ  LCL  UCL  m X mT  λ  LCL  UCL  
1 5.12 5.12 --- --- --- 14 30.35 1000.85 0.0130 0.15 641.63 
2 146.47 151.59 0.0066 0.19 1343.73 15 173.58 1174.42 0.0119 0.17 698.26 
3 49.95 201.54 0.0099 0.15 875.29 16 90.21 1264.64 0.0119 0.17 701.00 
4 72.16 273.70 0.0110 0.15 784.15 17 6.67 1271.31 0.0126 0.16 659.99 
5 11.51 285.20 0.0140 0.12 608.62 18 8.68 1279.98 0.0133 0.16 624.83 
6 27.17 312.37 0.0160 0.11 530.55 19 89.09 1369.08 0.0131 0.16 630.65 
7 78.42 390.80 0.0154 0.12 550.94 20 11.24 1380.32 0.0138 0.15 601.92 
8 398.98 789.77 0.0089 0.21 951.26 21 284.92 1665.24 0.0120 0.18 689.33 
9 19.67 809.45 0.0099 0.19 850.81 22 104.17 1769.41 0.0119 0.18 697.12 
10 81.03 890.48 0.0101 0.19 830.08 23 20.68 1790.09 0.0123 0.17 672.79 
11 48.54 939.03 0.0106 0.18 786.20 24 461.91 2252.00 0.0102 0.21 809.15 
12 23.33 962.35 0.0114 0.17 731.22 25 197.41 2449.41 0.0098 0.22 842.94 
13 8.14 970.49 0.0124 0.16 674.92       
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Figure 3.6. ase L bia xp nti ar g lated data in Table 3.5 
 
The secon xam pr nted re o d onstrate the efficiency of the ARL-
t in detecting system deterioration. In order to do 
this, another 30 data points are simulated from an exponential distribution with λ = 
0.1 representing a shifted process. These 55 data points are plotted in Figure 3.7, 
where the dotted lines are the estimated control limits which stop updating at point 
number 25, while the two straight solid lines are the control limits for known 
parame
m
 Ph  I AR -un sed e one al ch t usin  simu
d e ple ese  he  is t em
unbiased phase I exponential char
ter 0λ = 0.01. From Figure 3.7 we see that both sets of control limits (known-
parame nd estim et e ra  s ess  a nu  3
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The third example presented here is to demonstrate the efficiency of the ARL-
unbiased phase I exponential chart in detecting system improvement. In order to do 
this, another 30 data points are simulated from an exponential distribution with λ = 
0.001 representing an improved process. These 55 data points are plotted in Figure 3.8, 
where th t point 
umber 25, while the two straight solid lines are the control limits for known 
e dotted lines are the estimated control limits which stop updating a
n
parameter 0λ = 0.001. From Figure 3.8 we see that both sets of control limits (known-
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X
Figure 3.8. An example of ARL-unbiased exponential chart for detecting 
improvement   
 




This example uses the data set taken from Jarrett (1979). The data set consists of time 
intervals in days between ex io  in l e om a 1 8 o March 22, 
1962. The data are reproduced in Table 3. W fir st lis e RL-unbiased 
 
xample 1. Coal-mining disasters’ data  
plos ns  coa  min s fr  M rch 5, 1 51 t
6. e st e ab h th A
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exponential chart with the first 25 observations with the proposed approach. The 
Phase I analy is s d  3 T  t st is c o its are used 
to monitor the subsequent data, i.e. fr  n ber 26 to number 190. The resultant 
ARL-unbiased exponential chart for all the data is plotted in Figure 3.9, where the 
dotted lines represent the estim  tr li  ic to p ting at point 
number 25 and the continuing straight lines represent the established control limits. It 
is d 
rema of time (about 40 years), and the accident 
rate only started to de ase s etim fter the 125th explos he an  at 
data point num  8 e wh  c id  h  a la
 
Table 3.6. Ti n  in  b  explosions in mines, from 3/ o 
22/03/1962 (to be read down column rep du  fr re 7
57 5   3  
sis  pre ente  in Table .7. hen he e abl hed ontr l lim
om um
ated con ol mits wh h s p u da
 revealed surprisingly that the mean of the time intervals between explosions ha
ined constant for a very long period 
cre om e a ion. T re is  alarm
ber 0 (valu = 0), ich is ons ered ere false a rm.  
me i tervals  days etween  15/0 1851 t
s), ro ced om Jar tt (19 9)  
1 6  53 93 127 176 22 1205 164  312
123 186 17 24 218 55 61 644 54 536 
2 23 538 78 467 91 2 93 326 145 
124 2   9 99 871 1312 75 9  187 143 0 5
12 197 34 16 378 315 326 48 348 364 
4 431 101 27 36 59 275 123 745 37 
10 16 41 144 15 61 54 456 217 19 
216 154 139 45 31 1 217 498 120 156 
80 95 42 6 215 13 113 49 275 47 
12 25 1 208 11 189 32 131 20 129 
33 19 250 29 137 345 388 182 66 1630 
66 78 80 112 4 20 151 255 292 29 
232 202 3 43 15 81 361 194 4 217 
826 36 324 193 72 286 312 224 368 7 
40 110 56 134 96 114 354 566 307 18 
12 276 31 420 124 108 307 462 336 1358 
29 16 96 95 50 188 275 228 19 2366 
190 88 70 125 120 233 78 806 329 952 
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Table 3.7. Calculations of the phase I exponential chart for the coal-mining data  
m X mT  LCL  UCL  m X mT  λ  LCL  UCL  λ  
1 157 157 --- --- --- 14 826 1897 0.00685 0.293 1216.1 
2 123 280 0.00357 0.351 2482.0 15 40 1937 0.00723 0.280 1151.7 
3 2 282 0.00709 0.207 1224.7 16 12 1949 0.00770 0.265 1080.3 
4 124 406 0.00739 0.216 1163.2 17 29 1978 0.00809 0.254 1026.9 
5 12 418 0.00957 0.175 892.0 18 190 2168 0.00784 0.264 1058.3 
6 4 422 0.01185 0.147 716.7 19 97 2265 0.00795 0.262 1043.3 
7 10 432 0.01389 0.129 609.0 20 65 2330 0.00815 0.257 1016.1 
8 216 648 0.01080 0.170 780.5 21 186 2516 0.00795 0.265 1041.5 
9 80 728 0.01099 0.171 765.2 22 23 2539 0.00827 0.256 1000.3 
10 12 740 0.01216 0.157 689.8 23 92 2631 0.00836 0.254 988.8 
11 33 773 0.01294 0.150 647.2 24 197 2828 0.00813 0.262 1016.1 
12 66 839 0.01311 0.150 637.5 25 431 3259 0.00736 0.291 1121.6 












gu 9. bi  ex nti h r l-  da
 
mp . M ufa g p t acc nt d ta  
his data set is taken from Lucas (1985). It consists of the time intervals in days 
between accidents in a manufacturing plant from January of 1970 to December of 
1979. The data are reproduced in Table 3.8. Similarly, we first establish the ARL-
unbiased exponential chart with the first 25 observations. The phase I analysis is 
presented in Table 3.9. The established control limits are then used to monitor the 
subsequent data, i.e. from No. 26 to No. 177. The resultant ARL-unbiased exponential 
chart for all the data is plotted in Figure 3.10, where the dotted lines represent the 
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straigh
xample 1, that the mean of the time intervals between accidents had remained 
constant for a fairly long time (about 5 years) and the accident rate started to decrease 
metime after the 125  accident.  




Table 3.8. Time intervals in days between accidents in a manufacturing plant (to be 
read down columns), reproduced from Lucas (1985)  
15 20 13 11 16 28 30 27 21 66 67 2 
16 0 55 23 9 36 10 46 19 44 58 68 
33 18 10 53 34 11 1 7 36 3 4 9 
4 1 1 53 23 32 1 7 14 7 28 7 
51 30 6 53 3 3 8 22 8 39 22 23 
3 0 31 1 18 5 2 2 1 0 72 9 
15 12 18 22 3 7 3 13 98 1 53 20 
19 15 22 12 13 39 15 14 20 11 43 14 
14 9 7 3 8 27 5 19 173 29 86 60 
7 0 9 20 2 18 6 3 49 11 26 21 
13 2 36 0 3 3 24 0 15 3 72 11 
2 6 0 6 38 7 13 6 40 22 43 25 
4 56 4 24 1 27 18 14 60 7 35  
0 26 55 4 9 2 48 8 35 0 36  
7 20 7 14 10 14 12 34 34 14 2   
 
 
Table 3.9. Calculations of the phase I exponential chart for the plant accident data 
m X mT  λ  LCL  UCL  m X mT  λ  LCL  UCL  
1 15 15 --- --- --- 14 0 196 0.0663 0.030 125.65 
2 16 31 0.0323 0.039 274.79 15 7 203 0.0690 0.029 120.69 
3 33 64 0.0313 0.047 277.96 16 20 223 0.0673 0.030 123.61 
4 4 68 0.0441 0.036 194.82 17 0 223 0.0717 0.029 115.77 
5 51 119 0.0336 0.050 253.94 18 18 241 0.0705 0.029 117.65 
6 3 122 0.0410 0.043 207.21 19 1 242 0.0744 0.028 111.47 
7 15 137 0.0438 0.041 193.14 20 30 272 0.0699 0.030 118.61 
8 19 156 0.0449 0.041 187.90 21 0 272 0.0735 0.029 112.60 
9 14 170 0.0471 0.040 178.69 22 12 284 0.0739 0.029 111.89 
10 7 177 0.0508 0.038 164.99 23 15 299 0.0736 0.029 112.38 
11 13 190 0.0526 0.037 159.08 24 9 308 0.0747 0.029 110.66 
12 2 192 0.0573 0.034 145.89 25 0 308 0.0779 0.027 106.00 
13 4 196 0.0612 0.032 136.31       
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Figure 3.10. ARL-unbiased exponential chart for the plant accident data  
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ple uses data set taken from Musa, Iannino and Okumoto (1987, p.305). It 
consists of 136 inter-failure times (in CPU seconds) of a command and control 
tware system. This is an example showing the mean inter-failure time is steadily 
increasing, that is, the system is continuously improving. Again, the first 25 
observations are used to set up the exponential chart. The data and calculations of the 
phase I exponential chart are presented in Table 3.10 and the chart is plotted in Figure 
3.11. The phase I exponential chart exhibits a very pronounced consistent uprising 
pattern, indicating that the mean of the inter-failure time is increasing and the system 
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Table 3.10. Calculations of the phase I exponential chart for the  
system failure data  
m X mT  λ  LCL  UCL  m X mT  λ  LCL  UCL  
1 3 3 --- --- --- 14 860 6190 0.00210 0.96 3968 
2 33 36 0.02778 0.05 319 15 968 7158 0.00196 1.03 4256 
3 146 182 0.01099 0.13 790 16 1056 8214 0.00183 1.12 4553 
4 227 409 0.00733 0.22 1172 17 1726 9940 0.00161 1.28 5160 
5 342 751 0.00533 0.32 1603 18 1846 11786 0.00144 1.43 5753 
6 351 1102 0.00454 0.38 1872 19 1872 13658 0.00132 1.58 6291 
7 353 1455 0.00412 0.44 2051 20 1986 15644 0.00121 1.72 6822 
8 444 1899 0.00369 0.50 2287 21 2311 17955 0.00111 1.89 7433 
9 556 2455 0.00326 0.58 2580 22 2366 20321 0.00103 2.05 8006 
10 571 3026 0.00297 0.64 2821 23 2608 22929 0.00096 2.21 8618 
11 709 3735 0.00268 0.72 3127 24 2676 25605 0.00090 2.38 9200 
12 759 4494 0.00245 0.80 3415 25 3098 28703 0.00084 2.56 9878 
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.4. Concluding remarks 
 
In this chapter, an ARL-unbiased design approach has been developed for both the 
phase II and phase I exponential charts. A sequential sampling scheme is adopted for 
the phase I exponential chart. This makes it possible to simultaneously investigate the 
3
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performance of an exponential chart with estimated parameter as well as examine the 
mple homogeneity.  
 self-starting 
one designed conventionally. Furthermore, the phase I chart can be calibrated to a 
stan -co ve event accumulated to date. The 
nce o hart in terms of its run length 
G id ines hav
the parameter ting can be stopped when the 
actual lse al  recommend 
st pin  the u aring the 
and efficiency of the proposed design approach for exponential charts have been 
mons rated w h real data.  
dditional 
the exponentia more supporting evidence apart 
from th se pro example, the 
u rlying dis ial chart have the 
emoryless property, and many other characterizations of the geometric distribution 
sa
 
The proposed design approach possesses several advantages. Besides the
feature, the ARL-unbiased exponential chart has much better ARL performance than 
con t in ntrol ARL value for each successi
performa f the ARL-unbiased phase I exponential c
properties and false alarm rate has been investigated.  
 
u el e been suggested concerning the time to stop updating the estimates of 
and control limits. In particular, the upda
fa arm rate is sufficiently close to its desired value. We
op g pdating at m = 25, which provides a fair platform for comp
online phase I approach proposed and the traditional offline phase I approach. The use 
de t ith examples, one with simulated data and one wit
 
An a finding of this study is the identification of a strong analogy between 
l chart and the CCC chart. There is 
o vided along the way of development of this chapter. For 
nde tributions of both the CCC chart and the exponent
m
are similarly analogues of exponential characterizations (Johnson et al., 1992, p.220). 
The CCC chart monitors the cumulative attribute data between consecutive 
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nonconformities, while the exponential chart monitors the cumulative variable data 
between consecutive events including nonconformities. Thus in a sense, the 





onential chart can be seen as the continuous version of the C
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Chapter 4 
Economic Design of Exponential Charts  
 
 
t  we have studied the phase I problem of the exponential chart, which 
have answered the question of how to set up an effective exponential control chart 
initially. In this chapter,  shall focus our attention on the phase II design problem of 
the exponential chart. In particular, we address the economic design issue of the 
exponential chart.  
xponential chart has significant economic impact as it 
involves various costs, such as the cost incurred by the o
of false alarms, cost of locating and repairing the assignable cause and cost of 
in an out-of-control state. Therefore, it is quite 
reasonable to take into account eco c
well as other control charts, for economic objective is usually one of the most 
important objectives to consider for a company.  
 
In this chapter, an economic model is developed for the design of exponential charts. 
designed exponential charts over statistically 
designed exponential charts are demo
Furthermore, economic-statistical design of exponential charts is also investigated and 
is compared to pure economic design from a multiobjective optimization viewpoint.  
 
 
In Chap er 3,
 we
 
The implementation of an e
ccurrence of the event, cost 
allowing the system to operate 
nomi  issues in designing exponential charts as 
The advantages of economically 
nstrated through numerical examples. 
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4.1. An economic model for the design of exponential chart 
 
Additional notations:  
TL, TU  lower control limit and upper control limit, respectively;  
 expected number of observed events before the assignable cause 
P  expected profit from an operational cycle;  
I   expected profit per hour in an operational cycle;  
M
occurs;  
N  expected number of false alarms;  
L  expected length of an operational cycle;  
0λ , 1λ  occurrence rate of the concerned event when the system is operating in 
control and out of control, respectively;  
λ1);  
 power of the first sam
y;  
  average cost associated with one event observed;  
A  average cost associated with locating and removing an assignable 
cause;  
 expected time to locate and remove an assignable cause;  
from the starting or reinstatement of the system until the locating and removing of an 
λa  occurrence rate of the assignable cause, (λa << λ0 < 
xp  ple statistic after the assignable cause;  
V0, V1 average profit per hour when the system is operating in control and out 
of control, respectivel
c





1  an upper constraint imposed on the false alarm rate  
 
In our economic model, an operational cycle of a system is defined as the time period 
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2. There is a single assignable cause shifting the system from an in-control to an 
out-of-control state, the occurrence of which can be modeled by a 
homogeneous Poisson process;  
3. The system continues operating during the search for possible assignable 
causes, ding the search for f e
4. The occurrence of the concerned event can be modeled by a homogeneous 
Poisson process having occurrence rate 
ignable cause. A diagram of an operational cycle is sketched in Figure 4.1. In 
developing the model, the following assumptio s e ade:  
1. The system is assumed to start from an in-control state; 
 inclu als  alarms and for true assignable causes;  
0λ  wh n the system is operating in 
control and 
e
1λ  when the system is operating out of control.  
 
As the LCL is relatively more important from a practical point of view, in this study 
only the LCL, denoted , is considered for simplicity of presentation. However, the 
proposed method can be easily adapted to the case of UCL, . If only the LCL is 
considered, a design of an exponential chart is merely to det
Hence, it will be the only decision variable in the economic model to be described. 
false alarm rate α that is described by  
α −=  or 
LT
UT
ermine the value of LT . 





α−−=LT     (4.1) 
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The meanings of the five time components of an operatio
are self-explanatory as shown in Figure 4.1. It is noted that all these five parameters 
 
nal cycle t1, t2, t3, t4 and t5 
are the expected values of their corresponding random variables.  
 


















t1 t2 t3 t4 t5 
In control Out of control 
M events; 





Figure 4.1. A diagram of an operational cycle 
h event and (i+1)th event. 
 
Suppose that the assignable cause occurs between the i-t
Then similar to Duncan (1956), the expected time of occurrence of the assignable 
cause, 2t , is  



































,  (4.2) 
independent of i.  
From Figure 4.1, we know:  
0/ −λλλλ ae
21 tt +  = 2
0
M +λ t = aλ
1      (4.3) 
Combining (4.2) and (4.3) gives  
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λ⎟⎜ − t  = 1
1
0/ −λλ     (4.4) 
herefore, the expected number of false alarms is  







0− −λ Le T
0/ 1−λλae    (4.5) 
In addition, ATS alc  a
T
0 is c ulated s:  
A S0 =
0αλ
1 .  )( =TE1α    (4.6) 
his is explained the f wi y. W  the system n T  in ollo ng wa hen  is operating in control, o
the average, for every α/1  observed events there is one that will plot below the LCL 
and thus signal a false alarm. The mean of T equals 1/λ0, when the system is operating 
in control.  
 
After the assignable cau rs, it is assumse occu ed that the occurrence of the concerned 
event follows a homogeneous Poisson process with parameter 1λ . Due to the 
memoryless property of the exponential distribution, 3t = 1/1 λ . Let ARL1 be the 
expected number of events observed from the occurrence of the assignable cause to 





− .      (4.7) 
The out-of-control average time to signal, ATS1, is then given by  
43 tt +  = 
1
1ARL
λ .     (4.8) ATS1 = 
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In this study, we assume tha he e  to ate emove the assignable 
e t k a r
a m b e e re m e ab se, w s 
m ter 
t t expect d time loc  and r
caus , i.e. 5, is a nown p ramete .  
 
Let r ndo  varia le T  da note th  occur nce ti e of th  assign le cau hich i
assu ed to follow an exponential distribution with parame . Let random aλ
variable 2T  denote the time from the occurrence of the last event before the assignable 
cause to the occurrence of the assignable cause, and random variable 3T  denote the 
time from the occurrence of the assignable cause to the observation of the first event 
after the assignable cause (see Figure 4.1). Then, due to the memoryless property of 
the exponential distribution T  follows an exponential distribution with parameter 3 1λ . 
x 2 3
derive exactly the d
Let irst sam le of time between events observed by an operator after the 
occurrence of the assignable cause, that is, = + . It seems not an easy task to 
istribution of  and , as  is a random l 
ndom variable; however, they can be derived approximately as follows.  
= 
xT  be the f p
T T T
 2T xT 2T ly truncated exponentia
ra
}Pr{ 2 tT ≤ ∑ +≤≤≤∞
=
002 }/)1(/,Pr{ a iTitT λλ  ∑ +≤≤≈ ∞
=














− .     (4.9) 
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= 
)1)(( 01λλ aea −−
 (4.10) 
Let xp  be the power of xT , that is,  





λλ λλ aee xxa
−
−− −−− .     










−− .   (4.11) 
1–β = LTe 11 λ−− .     (4.12) 
Therefore, the expec
)1()1( 1 λλ LaL ee −−−
After this first sample, the power of each of the subsequent samples, denoted (1–β), is  
ted number of events observed from the occurrence of the 
ssignable cause to the detection of out of control, i.e. , is computed as  
  
1ARLa
A 1RL  = +xp ...])1(4)1(3)1(2)[1(
2 +−+−+−− βββββxp

























Consequently, the expected length of an operational cycle L equals  
11 aa .     (4.13) 
aλ
1






The expected profit from an operational cycle P equals  

































Since we are considering a renewal reward process (Ross 1970), the expected profit 
per hour in an operational cycle can be expressed as the ratio of the expected profit to 
+ ARLc .   (4.15) 
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the expected length of an operational cycle, that is, I = P/L. An economic design is 
 this section the performance of the economic design model proposed is evaluated 
rough numerical examples. In these examples the following parameter values have 
een used, partially following Xie et al. (1997): λa = 0.0001, V0 = 150, V1 = 50, c = 
.5, A0 = 10, A1 = 30, t5 = 0.3. Table 4.1 shows the results of some economic designs. 
 is noted that an economic design of the exponential chart usually generates a large 
lse alarm rate. Although economy is one of the most important objectives 
conside ner to 
adopt a too large false alarm rate, as each alarm may trigger a lot of actions and too 
many false alarms can destroy the people’s confidence in the control chart. This 
means that practitioners may have an implicit constraint on the statistical performance 
of a control chart. To take this into account, we can formulate an economic-statistical 
design model, which sometimes is also called a constrained economic design model.  
 
Table 4.1. Examples of economic design of exponential charts   
λ0 λ1 α TL I ATS0 ATS1
obtained by maximizing the expected profit per hour I.  
 








red in real practice, sometimes it may not be easy to convince a practitio
0.01 0.02 0.771 147.467 149.42 129.68 50.00 
0.01 0.03 0.735 132.759 149.58 136.08 33.33 
0.01 0.05 0.699 119.970 149.72 143.12 20.00 
0.01 0.07 0.681 114.291 149.78 146.82 14.29 
0.01 0.1 0.667 110.005 149.82 149.89 10.00 
0.01 0.2 0.153 16.629 149.88 652.74 9.57 
0.01 0.3 0.093 9.708 149.91 1080.84 6.63 
0.01 0.4 0.067 6.939 149.93 1491.70 5.04 
 
An economic-statistical design model of the exponential chart incorporates a 
constraint on the false alarm rate α, which is formulated as  
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  Maximize  I = P/L      (4.16) 
Subject to α ≤ α1      (4.17) 
where α  is an upper constraint imposed on the false alarm rate. In the following 
numerical examples α  takes on the value 0.1.  
Table 4.2. Comparison of Monte Carlo simulation and the approximate method  




Table 4.2 provides the economic-statistical designs, compared to the pure economic 
designs in Table 4.1. It is noted that the constraint imposed on the false alarm rate 
impairs the economic objective for the first six cases. In other words, part of the 
economic objective is traded for a gain in the false alarm rate. Thus an economic-
statistical design is virtually a multiobjective optimization approach.  
 
  Economic-statistical design Simulation Simulation vs. 
Approximation 
λ0 λ1 α TL I ATS0 ATS1 I ATS1 I ATS1
0.01 0.02 0.100 10.536 146.97 1000.0 310.42 147.00 307.50 0.0% -0.9% 
0.01 0.03 0.100 10.536 148.46 1000.0 154.48 148.45 155.73 0.0% 0.8% 
0.01 0.05 0.100 10.536 149.31 1000.0 67.69 149.32 66.39 0.0% -2.0% 
0.01 0.07 0.100 10.536 149.57 1000.0 40.82 149.58 40.36 0.0% -1.1% 
0.01 0.1 0.100 10.536 149.73 1000.0 24.73 149.73 24.76 0.0% 0.1% 
0.01 0.2 0.100 10.536 149.88 1000.0 10.34 149.88 10.32 0.0% -0.2% 
0.01 0.3 0.093 9.708 149.91 1080.8 6.63 149.91 6.70 0.0% 1.1% 
0.01 0.4 0.067 6.939 149.93 1491.7 5.04 149.93 5.02 0.0% -0.5% 
 
Since the derivation of the economic model involves approximations, it is valuable to 
assess the effect of the approximations on the performance of the economic model 
including economic objective I and ATS1. Given an economic-statistical design, a 
onte Carlo simulation of 10,000 runs is conducted to obtain an “exact” value of 
TS1 and thus I. These values are listed under “Simulation” in Table 4.2 for 
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the approximation employed in the economic model and Monte Carlo simulation in 
terms of both I and ATS1. It is clear that the performance of the approximation is 
A comparison between statistical design and economic-statistical design of 
exponential charts are presented in Table 4.3. For statistical designs, we have set the 
acceptable type I error rate α = 0.0027, as usual. The right most column of Table 4.3 
lists the increase of I in percentage from statistical design to economic-statistical 
design. It can be seen that the improvement of I decreases as λ /λ  increases. When 
the value of λ λ  is relatively small, say less than 10, the improvement of I is 
Table 4.3. Comparison of statistical design and economic-statistical design 






  Statistical design Economic-statistical design 




0.01 0.02 0.0027 0.270 101.75 37037 9321.71 0.100 10.536 146.97 1000.0 310.42 30.8% 
0.01 0.03 0.0027 0.270 120.61 37037 4159.65 0.100 10.536 148.46 1000.0 154.48 18.8% 
0.01 0.05 0.0027 0.270 136.87 37037 1509.48 0.100 10.536 149.31 1000.0 67.69 8.3% 
0.01 0.07 0.0027 0.270 142.78 37037 776.27 0.100 10.536 149.57 1000.0 40.82 4.5% 
0.01 0.1 0.0027 0.270 146.28 37037 384.88 0.100 10.536 149.73 1000.0 24.73 2.3% 
0.01 0.2 0.0027 0.270 149.00 37037 99.98 0.100 10.536 149.88 1000.0 10.34 0.6% 
0.01 0.3 0.0027 0.270 149.53 37037 46.11 0.093 9.708 149.91 1080.8 6.63 0.3% 
0.01 0.4 0.0027 0.270 149.72 37037 26.89 0.067 6.939 149.93 1491.7 5.04 0.1%  
 
The statistical performance of a pure economic design depends on the specifications 
of A  and A ; however, they are often decided subjectively. If the estimates of A  and 
A  are unreasonable, an exponential chart designed based on the pure economic model 
could have poor statistical performance. However, in this case the economic-statistical 
approach can still be used to design a chart having reasonably good statistical 
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way out for the QA engineer, when he has difficulty in determining the values of A0 
and A1. This is also an advantage of the economic-statistical approach over the pure 
economic approach.  
 
4.3. Sensitivity analysis  
he complexity and difficulty involved in the estimation of various parameters, 
beginning of Section 4.2, while keeping all others constant at their reference values. 





especially those cost parameters, in the economic model usually make the sensitivity 
of designs to errors in the estimation an important concern. For illustrative purpose, 
the sensitivity of economic design to seven input parameters {λa, V0, V1, c, A0, A1, t5} 
has been investigated on a “one-factor-at-a-time” basis, similar to Xie et al. (2001). 
The fixed parameters are λ0 = 0.01, λ1 = 0.2. Each time one of the seven input 
parameters is picked out to vary around its reference value that is described at the 
T
value of each parameter is half of the reference value. The results of the economic 
designs are summarized in Table 4.4. It is revealed that the only parameter having 
significant effect on the economic objective I is V0. Nonetheless, parameters having a 
relatively significant effect on TL, ATS0 and ATS1 include λa, V0, V1, and A0.  
 
Finally, we should remark that the sensitivity analysis has been conducted based on 
limited computational experiments and limited ranges of parameter values. Therefore, 









Table 4.4. Sensitivity analysis of economic design of exponential charts 
Input parameters Economic design Varying 
parameter λa V0 V1 c A0 A1 t5 α TL I ATS0 ATS1 
0.00005 150 50 0.5 10 30 0.3 0.1048 11.075 149.930 953.89 10.24 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 λa 
0.0002 150 50 0.5 10 30 0.3 0.6501 105.002 149.819 153.83 5.00 
0.0001 75 50 0.5 10 30 0.3 0.0757 7.869 74.956 1321.44 11.06 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 V  0
0.0001 300 50 0.5 10 30 0.3 0.6501 105.001 299.795 153.83 5.00 
0.0001 150 25 0.5 10 30 0.3 0.6501 105.001 149.861 153.83 5.00 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 V1 
149.929 952.38 10.24 0.0001 150 100 0.5 10 30 0.3 0.1050 11.093 
0.0001 150 50 0.25 10 30 0.3 0.1532 16.623 149.881 652.95 9.57 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 c 
0.0001 150 50 1 10 30 0.3 0.1533 16.641 149.873 652.32 9.57 
0.0001 150 50 0.5 5 30 0.3 0.6501 105.001 149.907 153.83 5.00 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 A0 
0.0001 150 50 0.5 20 30 0.3 0.1050 11.088 149.866 952.80 10.24 
0.0001 150 50 0.5 10 15 0.3 0.1532 16.629 149.880 652.74 9.57 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 A1 
0.0001 150 50 0.5 10 60 0.3 0.1532 16.629 149.875 652.76 9.57 
0.0001 150 50 0.5 10 30 0.15 0.1532 16.629 149.880 652.74 9.57 
0.0001 150 50 0.5 10 30 0.3 0.1532 16.629 149.878 652.74 9.57 t  
0.0001 150 50 0.5 10 30 0.6 0.1532 16.629 149.875 652.76 9.57 
5
 
4.4. Discussions  
the approximate method is quite satisfactory. We have also compared the 
 
 
In this chapter, we have developed an economic approach for designing the 
exponential chart. The performance of the economic model has been evaluated 
through numerical examples. Monte Carlo simulation has been performed to assess 
the accuracy of the approximate method employed in the development of the model 
and its effect on the economic objective. It has been shown that the performance of 
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performances of statistical, economic, and economic-statistical designs of exponential 
charts. The advantages of the economic-statistical design over statistical design and 
ure economic design have been demonstrated. In essence, an economic-statistical 
design is a multiobjective optimization approach.  
causes, for example, based on the work of Duncan (1971), could be of interest. 
Similarly, the assumed exponential distribution may be inadequate when used to 
me s
ability distributions such as Weibull and 
amma that have broader application in modeling time between events (see, e.g. Xie 
tually the subject to be treated in the following two chapters.  
p
 
Limitations of the proposed approach are discussed as follows. We have assumed that 
there is a single assignable cause in the system, which may not be realistic in some 
real world circumstances. An extension of this work to the case of multiple assignable 
model the time between events in so ituations. Hence, another direction for future 
research is to adapt this work to other prob
G
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Chapter 5 
A Gamma Chart for Monitoring 





ing chapters, both the phase I problem and the phase II problem of 
exponential chart have been studied, both the statistical design and economic design 
of the exponential chart have been addressed. The focus of this chapter is still the 
exponentially distributed TBE, however, the control chart is extended from the 
exponential chart to the Gamma chart.  
 
The sample statistic of a Gamma chart is the time until the r-th event of concern is 
observed. If the inter-event time follows the exponential distribution, then the time 
until the r-th eve This is why the 
amma chart has been named. The study of the Gamma chart has been motivated by 
e studies on CCC-r charts (see, e.g. Bourke 1991; Glushkovsky 1994; Wu, Yeo and 
an 2000; Ohta et al. 2001; Wu, Zhang and Yeo 2001), which have showed that a 
mulative number of items inspected until the first nonconforming 
item is detected. Considering the counterpart relationship between the CCC-r chart 
and the Gamma chart, we suspected that the m  chart is also more effective th
art. As will be seen later, this is true in fact. Of course, the Gamma 
In preced




control chart based on monitoring the cumulative number of items inspected until the 
r-th nonconforming item is detected is more effective than a control chart based on 
monitoring the cu
Ga ma an 
the exponential ch
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chart reduces to the exponential chart when r = 1. Furthermore, a comparison is also 
 
5.1. The Gamma chart  
 
Consider an industrial system here the occurrence of some n ned ent ca
modeled by a homogeneous Poisson process with parameter 
made between the Gamma chart and the exponential CUSUM (see, e.g. Gan 1994, 
1998), which is another effective tool for monitoring exponentially distributed TBE.  
 w co cer ev n be 
0λ  when the system is 
operating in control and with parameter 1λ  when the system is operating out of 
control. The sample statistic of a Gamma chart is the time until the r-th event is 
observed. Then, it is known that the in-control and the out-of-control TBE samples, 
denoted G0 and G1, of a Gamma chart follow Gamm
amma chart, a TBE sample data plotting below the LCL indicates a possible 
while a TBE sample data plotting above the UCL indicates a possible decrease of the 
occurrence rate of the concerned event (i.e. system improvement). The LCL and UCL 
of a Gamma chart can be statistically designed using the separate design method (see, 
e.g. Bourke 1991; Wu et al. 2000). Given a design false alarm e, α, if LCL, 
 L n
ed  
a distributions with parameters (r, 
λ0) and (r, λ1), respectively.  
 
For a G
increase of the occurrence rate of the concerned event (i.e. system deterioration), 
rat  
denoted , is to be designed for detecting increase of the occurre ce rate of the 














LeLF λ = α.   
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On the other hand, if UCL, denoted 
occurrence rate of the concerned event, the following equation needs to be solved  










eUF λ = 1–α.     (5.2) 
The perform ma chart can be evaluated by the average time to signal 
(ATS), which is defined as the average time taken for the chart to signal an out-of-
control condition. An effective Gamma chart should have a large in-control ATS, 
denoted T 0, and a small out-of-control ATS, denoted ATS1. In case the parameter 
λ is unknown a priori, it can be determ
r 3.  
 
.2. Evaluation methods of the Gamma chart  
e performance of a TBE control chart 
Such a more realistic model is called the “random-shifted” model (see Wu et al. 2001). 
It has been shown that the difference between these two models can be quite 
significant. In this section, evaluation methods based on both models are investigated 
lation.








ance of a Gam
 A S




The commonly used method for evaluating th
has implicitly assumed that the assignable cause occurs immediately after the 
observation of a TBE sample, which is called the “fixed-shift” model following Wu et 
al. (2001). In fact, the assignable cause may occur anytime within a TBE sample. 
and compared with results from Monte Carlo simu  As is to be seen, the 
evaluation method based on the fixed-shift model may significantly over-evaluate the 
performance of a Gamma chart for detecting system deterioration and significantly 
under-evaluate the performance of a Gamma chart for detecting system improvement. 
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accurate than that based on the fixed-shift model. In the following, the performances 
of the Gamma chart for detecting system deterioration and system improvement are 
vestigated separately.  
5.2.1. Detecting deterioration  
 LCL
control average time to signal with respect to the L




In this section, we are concerned with the Gamma chart with only the  (i.e. lower-
sided Gamma chart) for detecting system deterioration. Let L0ATS  denote the in-



















herefore, given a design value of , the LCL of a TBE control chart can also be 
determined by solving the above equation.
 
Out-o
The commonly used f e assignable cause, 
which shifts the system from an cont dition to an out-of-control condition, 
oc rs i diately after bs ati a T mpl his he t  
error rat h res t to the LCL, no
1
0




ixed-shift model implicitly assumes that th
in- rol con
cu mme  the o erv on of BE sa e. In t case, t ype II
e wit pec  de ted Lβ , of the Gamm rt is  by a cha  given  
Lβ = 1 FG− )(L1 = ∑− 1Le λ −=
1
0
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The out-of-control ATS with respect to the LCL, denoted , based on the fixed-




hift by  
L
1fixA  )1(1λ − Lβ  
 
H ev le au he nt n h any
w n  sam  In o v or ate d f uat
o f- l A ase th model, we need to 
assume ther a s ss nable cause. nd iab eno
occurrence time of the assignab c hich is wide m ollo  
e ne istr on
r .     (5.5) 
ow er, in reality the assignab  c se and t  resulta shift ca appen where 
ithi a TBE ple.  order t  de elop a m e accur  metho or eval ing the 
ut-o contro TS b d on e more realistic random-shift 
 that e is ingle a ig  Let ra om var le aT  d te the 
le ause, w ly assu ed to f w the
xpo ntial d ibuti . Let aλ  d o ccu  ra e ble 
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Suppose that the assignable een the 
Then, the expected time of occurrence of the assignable cause, denoted τ, can be 
τ ≈
cause occurs betw i-th event and (i+1)th event. 
































)1( 0/0 −λλλλ aea
independent of i.  
11 − ,  (5.6) 
 
 denote the probability that the assignable cause occurs during the i-th 
 variable of a TBE sample. Then,  can be approximated by  
≈
Let )(Pc i
exponential random )(Pc i







a ijrTijr λλλλ  =
= ( )[ ]∑ −−−− −∞
=
//)1(/ 000 iijr aaa eee λλλλλλ = 
0j
0
00 //)1( )1( λλλλ aai ee −−− −
/1 λλare−− .   (5.7) 
 
Then, the out-of-control ATS with respect to the LCL, denoted , based on the 
i=
 denotes the average time to signal if the assignable cause occurs 
during the ple.  
L
1ATS
random-shift model can be calculated as  
L




⋅∑ ,     (5.8) 
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Let )(ip Lx  denote the power of the first TBE sample after the assignable cause, if it 
occurs during the i-th exponential random variable of a TBE sample. Then, it can be 
approximated by  
)(ip Lx ≈ = ,   (5.9) 
 is a Gamma random variable with parameters (r–i+1, λ1) due to the 
emoryless property of exponential distribution. Thus,  
}/)1(Pr{ 30 LTi
i ≤+−+ λτ }/)1(Pr{ 03 λτ −−−≤ iLT i
iT3where 
m






























.   (5.11) 
After −1 Lβthe first TBE sample, the power of each of the subsequent samples is ( ). 
Consequently, (ATSL i
 = p Lx +   
1( +µβµβ L
 )  is calculated as  
)(iATSL 1)( µ ))(1( ip Lx−i
× 1[( − ...])3 2 +µ)( 1− µβ L1() 22 + β L2)( 1 +µ)2 + β L)( 1 +µL −  










)( µi . 1−+ βµ
L
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Comparison w nt  s u
M te sim n, l fr h  a
been performed lu c ra e  f a
v  o S e mmar  n
c ar th  ca ul  ( lues calculated by 
(5 . T  05 d e
1simATS  in all cases and the average relative difference is 2%; whereas,  is 
onsiderably sm n and the average relative difference is 30.2%. This 
eans that the ATS calculating method (5.5) based on the fixed-shift model 
gnificantly over-evaluates the performance of the TBE control chart for detecting 
 
random-shift model gives a much more accurate evaluation for this.  
the UCL (i.e. 
upper-sided Gamma chart) for detecting system improvement. Let  denote the 
in-control average time to signal with respect to the UCL. Then, it can be shown that  
 =
ith Mo e Carlo im lation  
on Carlo ulatio  the resu ts om whic  may be considered as “accur te”, has 




1simTS , alue f AT . Tabl 5.1 su izes the simulatio  results, denoted A
 LATS LATS  vaomp ed wi values lc ated by 5.5) and 1fix 1
LTS  is v.8) he type I error rate α has been set to 0. . It is evi ent that A ry close 1
LLto 1fixATS
aller tha  L1simATS  c
m
si
system deterioration, while the method (5.8) developed in this study based on the
 
5.2.2. Detecting improvement  
 
























.     (5.13) 
Therefore, given a design value of , the UCL of a TBE control chart can also be 









Table 5.1. Comparison of out-of-control ATS for detecting deterioration,  
α = 0.05, simulation sample size = 10,000  
No. λ0 λ1 λa r L  L1fixATS L1ATS  L1simATS  
                Value Std. dev. 
1 0.01 0.1 0.001 1 5.129 24.92 34.92 35.42 33.90 
2 0.01 0.1 0.001 2 35.536 23.00 38.25 35.73 25.85 
3 0.01 0.1 0.001 3 81.769 30.36 43.98 44.51 26.43 
4 0.01 0.1 0.001 4 136.632 40.02 55.01 53.67 29.61 
5 0.01 0.1 0.0001 1 5.129 24.92 34.92 34.70 33.11 
6 0.01 0.1 0.0001 2 35.536 23.00 38.02 36.30 27.08 
7 0.01 0.1 0.0001 3 81.769 30.36 44.12 45.00 26.52 
8 0.01 0.1 0.0001 4 136.632 40.02 55.26 54.38 29.70 
9 0.01 0.2 0.001 1 5.129 7.79 12.79 12.57 11.42 
10 0.01 0.2 0.001 2 35.536 10.07 17.69 16.19 10.29 
11 0.01 0.2 0.001 3 81.769 15.00 20.06 21.29 12.21 
12 0.01 0.2 0.001 4 136.632 20.00 27.35 25.91 14.42 
13 0.01 0.2 0.0001 1 5.129 7.79 12.79 12.52 11.28 
14 0.01 0.2 0.0001 2 35.536 10.07 17.58 16.36 10.34 
15 0.01 0.2 0.0001 3 81.769 15.00 20.22 21.75 12.30 
16 0.01 0.2 0.0001 4 136.632 20.00 27.49 26.37 14.20 
17 0.001 0.01 0.0001 1 51.293 249.21 349.21 347.19 335.34 
18 0.001 0.01 0.0001 2 355.362 229.97 382.47 359.57 261.25 
19 0.001 0.01 0.0001 3 817.691 303.64 439.78 443.85 263.02 
20 0.001 0.01 0.0001 4 1366.32 400.25 550.11 538.80 298.67 
21 0.001 0.01 0.00001 1 51.293 249.21 349.21 341.03 324.87 
22 0.001 0.01 0.00001 2 355.362 229.97 380.22 356.42 260.83 
23 0.001 0.01 0.00001 3 817.691 303.64 441.23 444.45 254.80 
24 0.001 0.01 0.00001 4 1366.32 400.25 552.65 540.80 295.57 
25 0.001 0.02 0.0001 1 51.293 77.94 127.94 124.64 112.60 
26 0.001 0.02 0.0001 2 355.362 100.67 176.92 162.52 103.34 
27 0.001 0.02 0.0001 3 817.691 150.00 200.59 213.62 123.21 
28 0.001 0.02 0.0001 4 1366.32 200.00 273.50 260.61 143.06 
29 0.001 0.02 0.00001 1 51.293 77.94 127.94 127.52 114.13 
30 0.001 0.02 0.00001 2 355.362 100.67 175.79 162.78 99.23 
31 0.001 0.02 0.00001 3 817.691 150.00 202.22 215.53 123.37 
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Out-of-control ATS 
Based on the fixed-shift model, the type II error rate with respect to the UCL, denoted 
, of the Gamma chart is given by  Uβ











Ue λλ .    (5.14) 
The out-of-control ATS with respect to the UCL, denoted , based on the 







βλ − .     (5.15) 
Following the same approach as for the LCL, the out-of-control ATS with respect to 
the UCL, denoted , based on the random-shift model can be calculated as  
= ,     (5.16) 
 denotes the average time to signal if the assignable cause occurs 
during the i-th exponential random variable of a TBE sample.  
 
Let denote the power of the first TBE sample after the assignable cause, if it 
occurs during the i-th exponential random variable of a TBE sample. Then, it can be 
approximated by  





























λλ ,    (5.18) 
where  
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.   (5.19) 
After the first TBE sample, the power of each of the subsequent samples is ( Uβ−1 ). 
Consequently, )  is given by   
 = 
(ATSU i





−+ .    (5.20) 
 
Comparison with Monte Carlo simulation  
Table 5.2 compares values calculated by (5.15) and  values calculated 
by (5.16) with the Monte Carlo simulation results, denoted . The type I error 
rate α has been set to 0.05. Apparently, is very close to  in all cases 
and the average relative difference is 2.8%. In contrast,  is considerably 
greater than and the average relative difference is 22.6%. This means that the 
ATS calculating method (5.15) based on the fixed-shift model considerably under-
evaluates the performance of the TBE control chart for detecting system improvement, 
while the method (5.16) developed in this study based on the fixed-shift model gives a 
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Table 5.2. Comparison of out-of-control ATS for detecting improvement,  
α = 0.05, simulation sample size = 10,000 
No. λ0 λ1 λa r U  U1fixATS U1ATS  U1simATS  
                Value Std. dev. 
1 0.01 0.002 0.001 1 299.573 910.28 858.62 813.26 548.79 
2 0.01 0.002 0.001 2 474.386 1325.21 1209.22 1153.10 710.88 
3 0.01 0.002 0.001 3 629.579 1731.28 1525.50 1481.03 853.46 
4 0.01 0.002 0.001 4 775.366 2155.57 1832.72 1780.60 978.93 
5 0.01 0.002 0.0001 1 299.573 910.28 857.79 793.58 553.27 
6 0.01 0.002 0.0001 2 474.386 1325.21 1205.10 1133.41 694.51 
7 0.01 0.002 0.0001 3 629.579 1731.28 1516.32 1464.08 869.12 
8 0.01 0.002 0.0001 4 775.366 2155.57 1816.08 1740.90 993.59 
9 0.01 0.001 0.001 1 299.573 1349.28 1298.89 1242.18 1006.90 
10 0.01 0.001 0.001 2 474.386 2179.93 1890.79 1857.47 1345.57 
11 0.01 0.001 0.001 3 629.579 3080.52 2469.88 2435.87 1645.35 
12 0.01 0.001 0.001 4 775.366 4032.94 3052.31 3034.27 1951.70 
13 0.01 0.001 0.0001 1 299.573 1349.28 1298.10 1232.80 1005.08 
14 0.01 0.001 0.0001 2 474.386 2179.93 1877.75 1824.83 1325.71 
15 0.01 0.001 0.0001 3 629.579 3080.52 2436.11 2354.05 1620.30 
16 0.01 0.001 0.0001 4 775.366 4032.94 2987.68 2924.25 1912.49 
17 0.001 0.0002 0.0001 1 2995.73 9102.82 8586.16 8082.98 5459.53 
18 0.001 0.0002 0.0001 2 4743.86 13252.12 12092.18 11630.72 6982.37 
19 0.001 0.0002 0.0001 3 6295.79 17312.78 15255.00 14790.79 8567.49 
20 0.001 0.0002 0.0001 4 7753.66 21555.68 18327.19 17874.51 9888.40 
21 0.001 0.0002 0.00001 1 2995.73 9102.82 8577.88 7948.51 5439.90 
22 0.001 0.0002 0.00001 2 4743.86 13252.12 12051.05 11402.87 7029.56 
23 0.001 0.0002 0.00001 3 6295.79 17312.78 15163.19 14581.01 8592.25 
24 0.001 0.0002 0.00001 4 7753.66 21555.68 18160.76 17729.60 10119.11 
25 0.001 0.0001 0.0001 1 2995.73 13492.83 12988.87 12456.96 9982.18 
26 0.001 0.0001 0.0001 2 4743.86 21799.27 18907.92 18631.81 13380.34 
27 0.001 0.0001 0.0001 3 6295.79 30805.19 24698.76 24260.67 16480.58 
28 0.001 0.0001 0.0001 4 7753.66 40329.37 30523.11 30649.06 19684.37 
29 0.001 0.0001 0.00001 1 2995.73 13492.83 12980.99 12276.34 9850.85 
30 0.001 0.0001 0.00001 2 4743.86 21799.27 18777.48 18114.04 13282.80 
31 0.001 0.0001 0.00001 3 6295.79 30805.19 24361.08 23885.34 16488.72 
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5.3. Comparison of Gamma chart and exponential CUSUM  
 
In this section, we compare the performances of exponential chart, Gamma chart and 
exponential CUSUM chart. Note that the Gamma chart reduces to the exponential 
chart when r = 1. In order to make a fair and meaningful comparison, all control 
charts under comparison should have a common in-control ATS value.  
 
Let us first examine the performances of the three control charts for detecting system 
eterioration. In order to compare with the results of exponential CUSUM chart 
 and = 500. Figures 5.2 and 5.3 plot the 
ATS curves of the lower-sided Gamma chart with r = 1, 2, 3 and 4 as well as the 
lower-sided exponential CUSUM chart. In particular, in Figure 5.2 the exponential 
CUSUM chart is optimal in detecting λ1 = 2, i.e. λ1_opt = 2 (see Gan 1998). In Figure 
5.3 the exponential CUSUM chart is optimal in detecting λ1 = 5, i.e. λ1_opt = 5. It is 
noted that in the comparisons the steady-state performance of the exponential 
CUSUM chart has been used, which is considered more appropriate than using the 
zero-state performance by many researchers (see, e.g. Bourke 2001).  
 
From Figures 5.2 and 5.3 we can see that, for the lower-sided Gamma chart 
decreases as r increases, keeping 
d





nce of the lower-sided Gamma chart with 
rf
constant. This means that the sensitivity of the 
Gamma chart to system deteriora  increases as r increases. On the other hand, the 
ATS performa r = 4 is very close that of the 
lower-sided exponential CUSUM chart. In both cases, the lower-sided exponential 
CUSUM chart only slightly outpe orms the lower-sided Gamma chart with r = 4. 
Furthermore, the difference of ATS values decreases as 1λ  increases.  
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Figure 5.2. Comparison of lower-sided Gamma and lower-sided exponential 





















Figure 5.3. Comparison of lower-sided Gam nd lower-sided exponential CUSUM 
rt  1, 0  = 5  
 
m aa 
cha s, λ  =0  L0ATS  = 5 0, λ1_opt
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Note hat p u f e ee e n om
two aso  do g th h ne is th alistic in practice to apply an r 
value greater than 4, which m  ve  long tim n on he a a plot a data 
poin f a is T o as is h or nc a a 
chart doe m  i r ses. Th ow w a ow this.  
 
 t  the u per bo nd o  r valu  has b n s t to 4 i  the c parisons. These are 
re ns for in is. T e first o at it is unre
eans a ry e take  t ver ge to 
t o the ch rt stat tic. he sec nd re on  that t e perf ma e of Gamm
s not i prove nfinitely as  increa e foll ing t o ch rts sh























Figure 5.4. Comparison of lower-sided Gamma and lower-sided exponential CUSUM 
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Figure 5.5. Comparison of lower-sided Ga ma and lower-sided exponential CUSUM 
charts for r > 4, λ0 = 1,  = 500, λ1_opt = 5  
 
Now let us examine the performances of the three control charts for detecting system 
improvement. In the same way as Gan (1998), we set λ0 = 1 and  = 500. 
Figures 5.6 and 5.7 plot the ATS curves of the upper-sided Gamma chart with r = 1, 2, 
3 and 4 as well as the upper-sided exponential CUSUM chart. In particular, in Figure 
5.6 the exponential CUSUM chart is optim λ1 = 0.5. In Figure 5.7 the 
exponential CUSUM chart is optimal in detecting λ1 = 0.2.  
 
From art 






al in detecting 
 Figures 5.6 and 5.7 we can observe that, for the upper-sided Gamma ch
U
1TS  1λs as rA  constant. This means that the 
sensitivity of the Gam art to system ement also increases as r increases. 
On e r h , the xpo tial USU ch in re 5 ou orm the 
Ga a chart, while the performances of ex ent CUS  t an the 
ma ch improv
 th othe and  e nen  C M art Figu .6 tperf s 
mm the pon ial UM char d 
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Ga a chart with r = 4 in Figure 5.7 almost coincide. This suggests that the value of 
λ1_ on rab  affec he or ce of the exponential CUSUM chart; however, 
the act ue 1_opt is generally unknown in practice.  
 
The above com ons ow t th erfo nce of the Gamma chart with r = 4 is 
com rab wi he e one al C SUM ar lth  it s not bea the 
exponential CUSUM chart. However, the nt of Ga rt over the 
exponential CUSUM chart is that it is much easier to design and evaluate than the 
exponential CUSUM chart. Th S perform
evaluated using the approxim ethod dev
of the ATS performance of the exponential SU char relies run g 
com ter ogra s or p orm g M e C sim ation (see,  19 ; G nd 
Choi 1994). Another important advantage of the Gamm ar t  i re 
un tan ble t opera  th
mm
opt c side ly ts t  perf man
 ex  val o λf 
paris  sh  tha e p rma
pa le th t xp nti U  ch t, a ough doe t 
adva age the mma cha
e AT ance of the Gamma chart can be easily 
ate m eloped in this study, while the evaluation 
 CU M t  on nin heavily 
pu  pr m erf in ont arlo ul s Gan 94 an a
a ch t is hat it s mo
ders da o tors an the exponential CUSUM chart.  



























Figure 5.6. Comparison of upper-sided Gamma and upper-sided exponential CUSUM 
charts, λ0 = 1,  = 500, λ1_opt = 0.5  U0ATS
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Figure 5.7. Comparison of upper-sided Gamma and upper-sided exponential CUSUM 
charts, λ0 = 1,  = 500, λ1_opt = 0.2  
 
5.4. Application examples  
 
In this section, we present one simulated and two real data examples to demonstrate 
the use of the Gamma chart. Throughout Tables 5.3-5.5, X denotes the individual 
e between consecutive events and G denotes the sample statistic of 
the Gamm
 
Example 1. Simulated paper manufacturing process  
This data set sim tes ap ma acturing process. High rates of production 
requir igh t ve citie f th head boxe ut the loci  t high the jet 
becom  u ble whic lea  to defec n e fo ed per In a paper 




a chart, i.e. the time until the r-th event is observed.  
ula a p er nuf
e h  je lo s o e  s, b if ve ty is oo  
es nsta , h ds ts i th rm  pa .  
ol th  occ ence rate of paper defects is 
 109
Chapter 5 A Gamma Chart for Monitoring Exponential Time between Events 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
maint ed ain at 0λ = .0005 fe per uare ter  pap  ma ctu d. H wever, 
when the process runs out of control, the occurrence te o p efec s may 
increa to out .003 efe  pe squ me r. I Tab .3 he t 60 
observations of X  sim ted om  exp nt dist utio ith ram r λ = 
0.000 nd e n t 30 bs atio  of are mu  an exponential 
distribution with parame λ = 0.003. The control limi a chart are 
obtained by assum h bined Ga a chart consisting of two one-sided 
Gamm charts is ired th h c t ha  a false alarm rate α = 0.0027 and r 
set to 3. The sult t values of  based on equations (5.1) and (5.2) are 541.2 
and 20062, respectively. The tabulation of th am  ch t is p nt in T le 5.3 
and the chart is plotted in Figure 5.8. We can see that the out-of-control condition is 










0  de cts sq  me  of er nufa re o
ra f pa er d t
se  ab  0  d cts r are te n le 5 , t firs
are ula  fr  an one ial rib n w  pa ete
5 a  th ex  o erv ns X  si lated from
ter ts of the Gamm
ing t at a com mm
a des  wi eac har ving
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inter- X G (r=3) inter- X G (r=3) inter- X G (r=3) inter- X G (r=3)
1 102.3   25 3948.1   49 2377.4   73 379.8  
2 2929.5   26 3191.4   50 3325.1   74 13.6  
3 999.0 4030.8 27 3231.7 10371 51 3285.7 8988.2 75 106.4 499.8 
4 1443.2   28 1009.0   52 764.8   76 295.6  
5 230.2   29 2602.5   53 2389.6   77 98.3  
6 543.4 2216.8 30 3230.8 6842.3 54 1226.2 4380.6 78 439.0 832.9 
7 1568.5   31 8363.2   55 3782.6   79 273.7  
8 7979.6   32 584.0   56 719.4   80 23.0  
9 393.5 9941.6 33 1618.9 10566 57 1943.7 6445.7 81 126.9 423.6 
10 1620.7   34 141.2   58 301.6   82 516.2  
11 970.9   35 1527.2   59 316.5   83 58.4  
12 466.5 3058.1 36 1741.4 3409.8 60 1043.2 1661.3 84 154.7 729.3 
13 162.8   37 333.9   61 292.9   85 670.5  
14 607.1   38 1288.1   62 395.8   86 524.8  
15 3471.5 4241.4 39 3192.6 4814.6 63 44.8 733.5 87 166.3 1361.6 
16 1804.3   40 794.6   64 1399.7   88 154.1  
17 133.4   41 353.2   65 88.0   89 331.0  
18 173.5 2111.2 42 7860.4 9008.2 66 9.9 1497.6 90 184.4 669.5 
19 1781.9   43 767.6   67 3.3      
20 224.9   44 1937.9   68 79.1      
21 5698.4 7705.2 45 368.3 3073.8 69 274.7 357.1    
22 2083.3   46 1375.1   70 232.2      
23 413.6   47 686.5   71 514.0      
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Example 2. Coal-mining disasters’ data  
The data set of Jarrett (1979) is once again used (p.72). It consists of the time intervals 
h 22, 1962. 
apter 3 showed 
plosion 
in days between explosions in coal mines from March 15, 1851 to Marc
The phase I analysis with the first 25 observations conducted in Ch
at the process is in control with an estimate of the occurrence rate of exth 0λ = 
.00736. In the same way as example 1, a combined Gamma chart consisting of two 
ne-sided Gamma charts is designed with α = 0.004 (consistent with Gan 1998) and r 
 2. The resultant values of L and U are 12.5 and 1043.9, respectively. The 
similar to those obtained with 






established Gamma chart is applied to monitor the subsequent observations, i.e. from 
No. 26 to No. 190. The tabulation and graph of the Gamma chart are presented in 
Table 5.4 and Figure 5.9, respectively. Very similar to section 3.2.2, it is revealed that 
the accident rate of explosions had remained stable for a very long time and only 
started to decrease sometime after the 125th explosion. In contrast to section 3.2.2, no 
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explosion X G (r=2) explosion X G (r=2) explosion X G (r=2) explosion X G (r=2)
26 16 G (r=2) 69 112 141 112 188   155 326 380 
27 154 170 70 43   113 233 421 156 1312  
28 95   71 193 236 114 28   157 348 1660 
29 25 120 72 134   115 22 50 158 745  
30 19   73 420 554 116 61   159 217 962 
31 78 97 74 95   117 78 139 160 120  
32 202   75 125 220 118 99   161 275 395 
33 36 238 76 34   119 326 425 162 20  
34 110   77 127 161 120 275   163 66 86 
35 276 386 78 218   121 54 329 164 292  
36 16   79 2 220 122 217   165 4 296 
37 88 104 80 0   123 113 330 166 368  
38 225   81 378 378 124 32   167 307 675 
39 53 278 82 36   125 388 420 168 336  
40 17   83 15 51 126 151   169 19 355 
41 538 555 84 31   127 361 512 170 329  
42 187   85 215 246 128 312   171 330 659 
43 34 221 86 11   129 354 666 172 312  
44 101   87 137 148 130 307   173 536 848 
45 41 142 88 4   131 275 582 174 145  
46 139   89 15 19 132 78   175 75 220 
47 42 181 90 72   133 17 95 176 364  
48 1   91 96 168 134 1205   177 37 401 
49 250 251 92 124   135 644 1849 178 19  
50 80   93 50 174 136 467   179 156 175 
51 3 83 94 120   137 871 1338 180 47  
52 324   95 203 323 138 48   181 129 176 
53 56 380 96 176   139 123 171 182 1630  
54 31   97 55 231 140 456   183 29 1659 
55 96 127 98 93   141 498 954 184 217  
56 70   99 59 152 142 49   185 7 224 
57 41 111 100 315   143 131 180 186 18  
58 93   101 59 374 144 182   187 1358 1376 
59 24 117 102 61   145 255 437 188 2366  
60 91   103 1 62 146 194   189 952 3318 
61 143 234 104 13   147 224 418 190 632  
62 16   105 189 202 148 566      
63 27 43 106 345   149 462 1028    
64 144   107 20 365 150 228      
65 45 189 108 81   151 806 1034    
66 6   109 286 367 152 517      
67 208 214 110 114   153 1643 2160    
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Figure 5.9. Gamma chart with r = 2 for the coal-mining explosion data  
 
Example 3. Manufacturing plant accidents’ data  
The data set provided in Lucas (1985) is also used here (p.74). It consists of the time 
intervals in days between accidents in a manufacturing plant from January of 1970 to 
December of 1979. The first 25 observations were used to perform a phase I analysis 
in Chapter 3, which shows that the process is in control with an estimated occurrence 
rate of accidents 0λ = 0.0779. A combined Gamma chart consisting of two one-sided 
Gamma charts is designed with α = 0.0027 and r = 3. The resultant values of L and U 
are 3.47 and 128.7, respectively. The established Gamma chart is applied to monitor 
the subsequent observations, i.e. from No. 26 to No. 177. The tabulation and graph of 
the Gamma chart are presented in Table 5.5 and Figure 5.10, respectively. It can seen 
that there is strong evidence indicating that the occurrence rate of accident has 
decreased starting from about the 129th observation of X, which is very similar to 
results obtained in Chapter 3 and those obtained by the Possion CUSUM chart in 
Lucas (1985). This reveals that the occurrence rate of accident had remained constant 
for the first 5 years and only started to decrease from the sixth year.  
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Table 5.5. Tabulation of the Gamma chart for the plant accident data 
accident X G (r=3) accident
interval
X G (r=3) accident
interval












26 2   65 3   104 48   143 11  
27 6   66 18   105 12   144 29  
28 56 64 67 3 24 106 27 87 145 11 51 
29 26   68 13   107 46   146 3  
30 20   69 8   108 7   147 22  
31 13 59 70 2 23 109 7 60 148 7 32 
32 55   71 3   110 22   149 0  
33 10   72 38   111 2   150 14  
34 1 66 73 1 42 112 13 37 151 67 81 
35 6   74 9   113 14   152 58  
36 31   75 10   114 19   153 4  
37 18 55 76 28 47 115 3 36 154 28 90 
38 22   77 36   116 0   155 22  
39 7   78 11   117 6   156 72  
40 9 38 79 32 79 118 14 20 157 53 147 
41 36   80 3   119 8   158 43  
42 0   81 5   120 34   159 86  
43 4 40 82 7 15 121 21 63 160 26 155 
44 55   83 39   122 19   161 72  
45 7   84 27   123 36   162 43  
46 11 73 85 18 84 124 14 69 163 35 150 
47 23   86 3   125 8   164 36  
48 53   87 7   126 1   165 2  
49 53 129 88 27 37 127 98 107 166 2 40 
50 53   89 2   128 20   167 68  
51 1   90 14   129 173   168 9  
52 22 76 91 30 46 130 49 242 169 7 84 
53 12   92 10   131 15   170 23  
54 3   93 1   132 40   171 9  
55 20 35 94 1 12 133 60 115 172 20 52 
56 0   95 8   134 35   173 14  
57 6   96 2   135 34   174 60  
58 24 30 97 3 13 136 66 135 175 21 95 
59 4   98 15   137 44   176 11  
60 14   99 5   138 3   177 25  
61 16 34 100 6 26 139 7 54    
62 9   101 24   140 39      
63 34   102 13   141 0      






















Figure 5.10. Gamma chart with r = 3 for the plant accident data  
 
5.5. Conclusions  
 
In this chapter, we have investigated control charts for monitoring exponentially 
distributed TBEs. In particular, the Gamma chart, of which the sample statistic is the 
time until the r-th event is observed, has been investigated. The Gamma chart reduces 
to the exponential chart when r = 1. It has been demonstrated that the sensitivity of a 
Gamma chart to both system deterioration and system improvement increases as r (≤ 
4) increases, especially when the shift magnitude is relatively small. The performance 
of the Gamma chart with r = 4 is comparable with that of an optimally designed 
exponential CUSUM chart. However, the advantages of the Gamma chart over the 
xponential CUSUM chart include (1) it is easier to design and evaluate; (2) it is 
o practitioners.  
 
It has been demonstrated that the conventional approach for calculating the ATS 
based on the fixed-shift model may considerably over-evaluate the performance of a 
Gamma chart for detecting system deterioration and considerably under-evaluate the 
performance of a Gamma chart for detecting system improvement. A new approach 
Index of Inter-Accident In
e
easier to understand and interpret t
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has been developed based on the more realistic random-shift model, which has been 
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Chapter 6 
Events Control Charts: A General 
and 4, we have studied how to set up a control chart for monitoring 
xponentially distributed TBEs, how to design an ARL-unbiased exponential chart, 
amples may follow other useful 
istributions, such as Weibull, Gamma, Lognormal and so on. On the other hand, the 
nism) has also been assumed to 
llow different distributions such as exponential (see, e.g. Lorenzen and Vance 1986), 
Weibull (see, e.g. Banerjee and Rahim 1988; McWilliams 1989; Rahim and Banerjee 
1993; Chen and Yang 2002; Linderman et al. 2005) and Gamma (see, e.g. Al-Oraini 
and Rahim 2002).  
 
In view of these, in this chapter we attempt to develop a general economic model, 
which can be specialized for designing different TBE control charts having different 
Economic Design of Time between 





In Chapters 3 
e
and how to design an exponential chart from an economical perspective. In Chapter 5, 
we have generalized the exponential chart to the Gamma chart which significantly 
outperforms the exponential chart for monitoring exponentially distributed TBEs. 
This chapter will further generalize the previous work.  
 
In many real world situations, however, the TBE s
d
process in-control time (or process failure mecha
fo
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process failure mechanisms and under different circumstances. The first specialization 
of this general model is applied to the Gamma chart proposed in Chapter 5. The 
second specialization is applied to a Weibull TBE control chart, where both the TBE 
sample statistic and the process in-control time are assumed to follow the Weibull 
distribution but with different parameters. Considering the wide applicability and 
versatility of the Weibull distribution in modeling various TBEs, this example is 
deemed as a general example of economic design of TBE control charts. Such a 
general approach enables us to conduct extensive sensitivity analysis to investigate 
the effects of various factors, including the process failure mechanism and cost and 
time parameters, on economic design of TBE control charts.  
 
6.1. A general economic model for TBE control charts  
 
In the following, we shall primarily focus on the variable data TBE charts; however, it 
is not difficult to adapt the approach to attribute data TBE charts.  
 
6.1.1. The economic model  
 
In this economic model, we assume that there is a single assignable cause shifting the 
system from an in-control state to an out-of-control state. This single assignable-cause 
model can be used to closely approximate a multiple-cause model in terms of the cost 
per hour (Lorenzen and Vance, 1986). An operational cycle for this model is defined 
as the time period from the start of the operation (or after a repair) until the detection 
and removal of an assignable cause. A diagram of an operational cycle is sketched in 
Figure 6.1. The meanings of the time components T1 to T6 are explained as follows. 
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Random variable T1 denotes the time from the start of an operational cycle to the 
observation of the last TBE sample before the assignable cause. Random variable T2 
denotes the time from the observation of the last TBE sample before the assignable 
cause to the occurrence of the assignable cause. Random variable T3 denotes the time 
from the occurrence of the assignable cause to the observation of the first TBE sample 
after the assignable cause. Random variable T4 denotes the time from the observation 
of the first TBE sample after the assignable cause to the detection of lack of control. 
Random variable T5 denotes the time taken to locate the assignable cause. Random 























T1 T2 T3 T4 T5           T6 
In control Out of control 
s TBE samples, 










Figure 6.1. Diagram of an operational cycle  
Let G0 and G1 denote the TBE sample statistics when the system is operating in 
control and out of control, respectively. Let random variable denote the occurrence 
time of the assignable cause. Let L and U denote the LCL and UCL, respectively. 






UFLF GG −+ ,    (6.1) 
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where  denote the distribution function of random variable X.  
 
The performance of a TBE control chart is measured by the average time to signal 
(ATS), which is defined as the average time taken for the TBE chart to signal an out-
of-control condition. Then, the in-control average time to signal, ATS0, of a TBE 
control chart is given by  
)(xFX
)(1 0GEαATS0 = .      (6.2) 
After the assignable cause occurs, the type II error rate, denoted β, of the TBE chart is 
given by  
β = )()(
11
LFUF GG − .      (6.3) 
 
Let C denote the expected cost per hour in a production cycle. Then, it can be shown 
(see the next section) that the cost function of the economic model can be expressed 
as  
C = { +)(0 aTEC [ ]625111 ATS ttC δδ ++ + )(/)]()([ 02 GETETEY a −α +W 
+ [ ])(/)(ANE)(/)]()([ 16251102 GEmttGETETEmb a δδ +++− } 
  ÷ { )(/)]()([)1()( 0201 GETETEtTE aa −−+ αδ + 651ATS tt ++ }  (6.4) 
 
In the cost function (6.4) above, ATS1 denotes the out-of-control ATS (see Figure 6.1); 
ANE1 denote the expected number of events observed from after the last TBE sample 
before the assignable cause to the detection of lack of control. These two values and 
depend on the specific distributions of G0, G1 and . It is not possible to give 
a general formula for them and the derivations of them may involve complex 
)( 2TE  aT
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computations. Minimizing the cost function (6.4) will give the economically optimal 
design of a TBE control chart, including the optimal control limits L* and U*.  
 
6.1.2. Derivation of the cost function  
 
Let s denote the expected number of TBE samples observed when the system is in 
control. We have  









TETE a − .      (6.6) 
Then the expected number of false alarms is given by  
αs .      (6.7) 
 
Let 1δ = 1 if operation continues during searches for false alarms or assignable cause 
and 1δ = 0 if operation ceases during searches. Then the expected time until the 
assignable cause occurs is  
01)1()( tsTE a αδ−+ ,      (6.8) 
here  denotes the expected search time for a false alarm.  
et be the expected time to locate the assignable cause and  be 
the expected time to repair the system. Then, the expected time from the occurrence 
of the assignable cause to the repair of the system equals  
 0tw
 )( 55 TEt =  )( 66 TEt =L
)( 6543 TTTTE +++ = 651ATS tt ++ .    (6.9) 
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Combining (6.8) and (6.9) gives:  
expected cycle time = 01)1()( tsTE a αδ−+ + 651ATS tt ++ .  (6.10) 
 
Let  and  (> ) be the quality costs per hour due to operating in control and out 
of control, respectively. Let 
0C 1C 0C
2δ = 1 if operation continues during repair and 2δ = 0 if 
operation ceases during repair. Then the expected quality cost per cycle equals  
)(0 aTEC + [ ]625111 ATS ttC δδ ++ .   (6.11) 
Let Y be the cost per false alarm, and W be the cost for locating and removing th
assignable cause when one exists. Then the expected cost for false alarms and locatin
and removing the true assignable cause is given by  
e 
g 
WYs +α .     (6.1
Let m be the number of events contained in each TBE sample. For instance, if th
time until the first event is monitored then a TBE sample contains only one event (i.
m = 1); if the time until the m-th event is monitored, in which case the TBE samp
will follow the Gamma distribution if the time between consecutive events follows th
exponential distribution, then a TBE sample contains m events. Let b be the expected 
cost associated with the occurrence of an event, then the expected cost due to the 






)](/)(ANE[ 162511 GEmttsmb δδ +++ .    (6.13) 
Combining (6.11), (6.12) and (6.13) gives:  
expected cost per cycle = +)(0 aTEC [ ]625111 ATS ttC δδ ++ + WYs +α  
+ )(/)(ANE[ 162511 GEmttsmb ]δδ +++ .  (6.14) 
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The expected cost per hour C in an operational cycle, based on a renewal reward 
process, can be expressed as the ratio of the expected cost per cycle to the expected 
cycle time in hours, as shown in (6.4).  
 
6.2. A specific economic model for the Gamma chart  
 
In this section, the general economic model developed in the preceding section is 
specialized to the Gamma chart proposed in Chapter 5. This will yield an economic 
approach to determining the optimal parameters of a Gamma chart, including r. The 
resultant economic design model for the Gamma chart can be thought of as a 
counterpart of the economic model developed in Ohta et al. (2001) for designing the 
CCC-r chart.  
 
Since the Gamma chart involves neither a sample size nor a sampling interval, the 
design of a Gamma chart is to determine the values of r, L and U. In the following, 
however, we shall primarily focus on the design of LCL for detecting increase of the 
occurrence rate of the concerned event, i.e. system deterioration, since it is practically 
of more serious concern. Consequently, the design of a Gamma control chart reduces 
to the determination of the two parameters, r and L.  
6.2.1. Cost function of the Gamma chart  




follows an exponential distribution with parameter aλ , as many others do. Let 0λ  and 
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1λ  denote the occurrence rates of the concerned event when the system is operating in 
control and out of control, respectively. Then, we have  
)( aTE = aλ/1 .       (6.15) 













LeLF λλ .    (6.17) 
ATS0 =
0
0 )( αλα GE = .      
1 r (6.18) 




L Le λλ .     (6.19) )(1
1G
0 !j j
m = r.         (6.20) 
 
E(T2) and s 
It is not an easy task to derive exactly the distribution of 2T , as it is a randomly 
truncated Gamma random variable; however, they can be derived approximately in 
the following way.  
)(
2







a riTirtT λλ  
∑ +≤≤∞
=











1 λate−− ,   /0 0λrt ≤≤     λλare−− (6.21) 
Consequently,  










r .   (6.22) 
0/ −λλλλ are
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.     (6.23) 
 
Since we are considering only the LCL, the ATS1 of the Gamma chart is then 1ATS  
given by equation (5.8). ANE
L
1 denotes the average number of events observed from 
after the last TBE sample before the assignable cause to the detection of lack of 





,     (6.24) 
where denotes the expected number of events observed for the same period, 
able cause occurs during the i-th exponential random variable of a TBE 
samp  can be calculated as  
= + x + x−  
 ×
)(ANE i  
if the assign
le. )(ANE i
)(ANE i )1( −i )1)(( +− irip L L ))(1( ip








)(1= ,         (6.25) 
where Lβ  and  are given by (5.4) and (5.10), respectively.  
As a result, the cost function of the Gamma chart is given by  
C = {
)(ip Lx
aC λ/0 + [ ]6251L11 ATS ttC δδ ++ + WYs +α + ])(ANE[ 162511 λδδ ttsrb +++ }  
÷ { sa 01 t)1(/1 αδλ −+ +
where α, s,  and ANE1 are given by (6.17), (6.23), (5.8) and (6.24), respectively.  
 




Chapter 6 Economic Design of Time between Events Control Charts: A General Approach …… 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
6.2.2. Minimizing the cost function  
 
There are only two decision variables, L and r, in the cost function of the Gamma 
chart. Parameter r is discrete and should not be too large; otherwise, it is practically 
unrealistic in that it implies a very long time to plot a TBE sample n the
Therefore, in this study we 
of r, there is only one decision variable L in the cost function, and thus it becomes 
relatively easy to minimize. The simple procedure for obtaining the optimal values L* 
and r* is described as follows:  
Step 1:  For 1 ≤ r ≤ 6, give a reasonable range of L value, say ≤ L ≤ L ;  
= ;  
Step 3:  Find the overall optimal solution by: =  = C(L*, r*).  
 
6.2.3. Numerical illustrations  
 
In the following, some numerical examples are presented to illustrate the economic 
design of the Gamma chart. The input parameters partially adopted from Lorenzen 
and Vance (1986) and Xie et al. (2001) are:  = 4.2,  = 420, Y = W = 977.40, b = 
4.22, t0 t5 = 5/60, t6 = 45/60, δ1 = 1, and δ2 = 0. It is noted that we have set L ∈ [0, 
5000] in the algorithm for all numerical examples in this section.  
 
ummarizes the economic design results of some Gamma charts. It can be 
seen that in almost all cases the economically optimal r value is between 1 and 3. In 
the meantime, it can be observed that  optimal expected 
tend to decrease as the magnitude of the shift, λ1/λ0, increases, while ATS0 tends to 
o  chart. 
limit the value of r between 1 and 6. For each given value 
1 2
Step 2:  For each given value of r, find C












 the hourly cost C* and ATS1 
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increase as λ1/λ0 increases. This is something expected. It is also noted that the value 
of ATS1 is smaller than or close to r/λ1 in all the cases, which implies that the 
economically designed Gamma chart will on the average detect the shift within the 
first one or two TBE samples after it occurs. The reason is the following. The average 
time taken to plot a TBE sample data on the Gamma chart is usually long. Provided 
the relatively large hourly cost when the system is operating out of control, it is very 
costly not to detect the shift as soon as possible.  
 
On the other hand, the sensitivity of an economic design to the various input 
parameters is usually an important concern. In this study, the sensitivity of an 
economic design of TBE chart to the input parameters has been investigated on a 
“one-factor-at-a-time” basis, similar to Chapter 4. Each time one of the input 
parameters is selected to vary around its reference value described at the beginning of 
this section, the others remain constant at their reference values. The high value is 
usually two times the reference value, and the low value is usually half of the 
reference value. The λ0 and λ1 values have been fixed at 0.01 and 0.1, respectively. 
The results of the economic designs are summarized in Table 6.2. It is revealed from 
there that parameters having relatively significant effect on the economic objective C 
rked by an asterisk in Table 6.2. Hence, care should be 
xercised when evaluating these parameters during the implementation. Please be 
ver, these are not meant to be general results. If the parameter setting 
d be different.  
 
 
include λa, C0 and C1, as ma
e
reminded, howe
changes, the effects of the parameters on the economic design coul
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0  = 0.01, λ
1  = 0.1 
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6.3. A specific economic model for the Weibull TBE chart  
 
As stated, so far the sample statistic in TBE control charts has commonly been 
assumed to follow the exponential distribution. This is probably because of the wide 
applicability of the homogenous Poisson process. However, the use of exponentially 
distributed TBE implies the restrictive assumption of a constant hazard rate, which 
may not hold in situations. We are interested in examining the general case in this 
study. Considering the wide applicability and versatility of the ll tribution 
and the pon  d u ein  spec  ca th ibull distribution, we 
choose to use the Weibull distribution to represent the TBE in a general sense.  
 
Weibull mod e n  in ny different applications and for solving a 
variety o pro  f m t disciplines (Mur t 04 2). The 
Weibul tri  i b the st w  u is i  m ling life 
data (tim  bet  f s tially due to its f lit m ng decreasing, 
constant r in in za tes oneth ss, p b f t Weibull 
distribution is not lim o lin e data. It is ap b odel the TBE 
data in a variety of other situations, such  the  e ffic cidents, 
quantity f pr s f ed een fec no f es, lume of 
paperwork between printing or typing errors, num born babies between 
congenital ma at t etw  prec itations or earthquakes, and so forth. 
Some recent work on statistical monitoring of censored W l e data can be 
found in Steiner and Mackay (2000, 2001) and Zhang and Chen (2004).  
 
On the other hand, the process in-control tim has  fr n en med to 
follow the exponential distribution (see, e.g. Lorenzen and Vance 1986). However, 
Weibu dis
ex ential istrib tion b g a ial se of e We
els hav  bee  used  ma
f blems rom any differen thy e al. 20 , p1
l dis bution s pro ably  mo idely sed d tribut on for ode
e ween ailure ) par lexibi y in odeli
 o creas g ha rd ra . N ele  the a plica ility o he 
ited t  mode g lif  also plica le to m
as  time betw en tra  ac
 o oduct manu actur betw de ts or ncon ormiti  vo
ber of new-
lform ions, ime b een ip
eibul lifetim
e  very eque tly be  assu
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since its applicability is limited to the case of constant hazard rate, other process in-
control time distributions like the Gamma distribution (e.g. Al-Oraini and Rahim 
2002) and the Weibull distribution (e.g. McWilliams 1989; Chen and Yang 2002; 
Linderman et al. 2005) have also been used for designing control charts economically. 
In this study, we choose to use the more versatile Weibull-distributed process in-
control time also in a general sense. The effect of process failure mechanism on 
economi des f u E art w  be e d the ction of 
sensitivi ana I following e general econom
preceding section is applied to design the Weibull TBE chart as a second example.  
 
The two ram  y fu ion an dis io c re g n by  
= −−     (6.27) 
 1– t ,     (6.28) 
where λ  the scale param nd s the ap m  istr tion has 
mean µ
c ign o Weib ll TB ch ill  inv stigate  in se
ty lysis. n the , th ic model developed in the 
-pa eter Weibull densit nct d tribut n fun tion a ive
)(tf
νλνννλ )(1 tet ,  
νλ )(e−)(tF =
ν i is eter a sh e para eter. The d ibu
 = 1( + λν/1 /) , where ( )Γ ⋅Γ  r sent  g a io
 
For the Weibull TBE chart described above, ppo e s on time
follows the W  d u ith rame , - ol TBE sample 
statistic  fol th i istr ion w  p t λ0 and  out-of-
control T E s  s c G1 follows the W bul ib  par ters (λ1, 
ν1). Then, we have  
=
epre s the amm funct n.  
 aT  su se th proce s in-c trol 
eibull istrib tion w  pa ters (λa, νa) the in contr
G0 lows e We bull d ibut ith arame ers ( , ν0)  the
B ample tatisti ei l distr ution with ame
)( 0GE 0µ = 0/)0/11( λ ,    (6.29) ν+Γ
)( 1GE = 1µ = 11 /)/11( λν+Γ ,    (6.30) 
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)( aTE = aµ = aa λν /)/11( +Γ .    (6.31) 
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Note that the infinite series above is a convergent one. Therefore, in the algorithm 
implementation a truncated series for a given precision can be used.  
 
ATS1 and ANE1
As shown in Figure 6.1, the first TB mple, denoted T  
after the as ignable caus  has o  (T2 3), which is distinct from whart-
type control charts. It is assumed that T3 llow  tri on with 
parameters (λ1 T f Tx, denoted  ca a i  by
≈ 2 TE ≥
E sa x, observed by the operator
s e ccurred is  + T  She
fo s the Weibull dis buti
, ν1). he power o xp , n be pprox mated   
xp  })(or)(Pr{ 32T3T ULTE +≤+  = 3 TEU≥ )}(Pr{)}(Pr{ 23T 2T TEL −+−≤  
 = [ ]{ } [ ]{ }1 .  1)) ))( 2T(U −exp(p 121 νλ ET +  (6.38) 
Then, ATS1 and ANE1
1 =
( EL −ex1− νλ− −
 are given by  
ATS  1µxp + 1( − ...]  ) 2ββ1(1 −µ43)1(1 ++µ
=









xp      (6.39) 
AN  = ) 2−+ ββ =
.  
E1 x β−
−p + 1( ...]+)− ββ1(4)1(31(2 −)[− p +βx  + 11 1
p  (6.40) 
where β is given by (6.34).  
 
The cost function of the Weibull TBE chart is therefore given by  
 = {
x , 
Cost function  
C aC µ0 + [ ]625111 ATS ttC δδ ++ + WYs +α + ]/)(ANE[ 162511 µδδ ttsb +++ }  
÷ { 01)1( tsa αδµ −+ + 651ATS tt ++ },     (6.41) 
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where α, s, ATS1 and ANE1 are given by (6.32), (6.37), (6.39) and (6.40), 
respectively.  
 
6.4. Sensitivity analysis  
 
There are only two decision variables, L and U, in the cost function above. For a 
given set of the input parameters, the cost function can be minimized using computer 
search algorithms. In this study, the Nelder-Mead (1965) algorithm has been 
employed to do this for the numerical examples that follow. The input parameters for 
these examples have been partially adopted from Lorenzen and Vance (1986) and Xie 
et al. (2001), which are:  = 4.2,  = 420, Y = W = 977.40, b = 4.22, t0 = t5 = 5/60, 
t6 = 45/60, δ1 = 1, and δ2 = 0. These parameter values are used for all the numerical 
examples in this section unless specified otherwise. The optimal control chart design 
parameters are denoted as L* and U* and the resultant optimal expected hourly cost is 
denoted as C*.  
 
6.4.1. Sensitivity to process failure mechanism  
 
The effect of process failure mechanism on economic design of control charts is an 
important concern. Since the process in-control time has been widely assumed to 
follow the exponential distribution, people are concerned with whether such an 
assumption is practically acceptable or not. Several authors (see, e.g. McWilliams 
1989; Surtihadi and Raghavachari 1994; Linderman et al. 2005) have investigated the 
effect of process in-control time distribution on economic design of Shewhart-type 
control charts. They claimed that economic design of control charts is insensitive to 
0C 1C
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process in-control time distribution in general and the price paid for assuming an 
exponential process in-control time distribution when it is strongly violated is trivial. 
One of the major differences between Shewhart-type control charts and TBE control 
charts is that, for the latter the time taken to plot a sample statistic is a random 
variable. Consequently, we are concerned with whether their claim also holds for 
economic design of TBE control charts. The general economic model proposed 
enables us to conduct extensive sensitivity analysis to investigate the effects of 
process in-control time distribution as well as the cost and time parameters on 
economic design of TBE control charts.  
 
Extensive computational experiments have been performed, the results of which are 
summarized in Tables 6.3–6.6, where the “Penalty Cost” is the cost incurred when 
using an economic control chart model which assumes that the in-control time follows 
an exponential distribution ( aν = 1.0) when in fact it is Weibull-distributed with shape 
parameter aν  (McWilliams 1989). It is assumed that the mean aµ  is correctly 
specified. The penalty cost is expressed as a percentage of the optimum expected 
hourly cost obtained when aν  is correctly specified. In particular, Table 6.3 
summarizes the economic design results when the value of µ0/µa is relatively large 
and when the assignable cause only changes the scale parameter of the Weibull TBE 
sample statistic; Table 6.4 summarizes the economic design results when the value of 
µ0/µa is relatively small and when the assignable cause only changes the scale 
parameter of the Weibull TBE sample statistic; Table 6.5 summarizes the economic 
design results when the value of µ0/µa is relatively large and when the assignable 
cause changes both the scale and the shape parameters of the Weibull TBE sample 
statistic; Table 6.6 summarizes the economic design results when the value of µ0/µa is 
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relatively small and when the assignable cause changes both the scale and the shape 
parameters of the Weibull TBE sample statistic.  
Table 6.3. Sensitivity of economic design of Weibull TBE chart to νa,  
ν0 = ν1, µ0/µa is large  
µa = 100, µ0/µa = 0.89 ~ 1.19 
λ0 = 0.01, λ1 = 0.05 λ0 = 0.01, λ1 = 0.1 
νa L* U* C* Penalty Cost (%) νa L* U* C* Penalty Cost (%) 
ν0 = ν1 = 0.75 ν0 = ν1 = 0.75 
0.5 239.09 11770 95.83 0.0 0.5 115.79 11052 60.75 0.2 
0.75 264.89 11435 95.28 0.0 0.75 132.80 10805 60.34 0.0 
1 282.20 11353 94.93 --- 1 143.92 10930 60.05 --- 
2 316.24 10612 94.26 0.0 2 165.02 10919 59.48 0.1 
3 331.68 11547 93.99 0.0 3 174.24 11640 59.24 0.2 
4 350.08 10545 93.68 0.1 4 184.93 12327 58.96 0.3 
5 373.01 10479 93.34 0.1 5 197.78 12371 58.64 0.6 
ν0 = ν1 = 1.00 ν0 = ν1 = 1.00 
0.5 131.21 5868 86.02 0.1 0.5 74.73 5694 54.54 0.4 
0.75 145.36 5808 85.60 0.0 0.75 85.88 5462 54.35 0.1 
1 154.16 5682 85.33 --- 1 92.73 5182 54.18 --- 
2 168.22 5399 84.87 0.0 2 103.53 4912 53.88 0.2 
3 169.28 5478 84.83 0.1 3 104.33 5015 53.85 0.3 
4 166.62 5541 84.92 0.0 4 102.30 5005 53.91 0.2 
5 164.61 5450 84.99 0.0 5 100.77 4981 53.96 0.1 
ν0 = ν1 = 2.00 ν0 = ν1 = 2.00 
0.5 71.45 3466 77.97 0.7 0.5 48.91 3804 48.78 1.3 
0.75 79.86 3337 78.09 0.1 0.75 56.82 3685 49.03 0.3 
1 84.88 3229 78.10 --- 1 61.51 3596 49.13 --- 
2 92.06 3157 78.06 0.5 2 68.18 3543 49.23 2.3 
3 92.08 3119 78.06 0.5 3 68.20 3505 49.23 2.3 
4 88.86 3242 78.09 0.1 4 65.21 3597 49.20 0.5 
5 85.01 3281 78.10 0.0 5 61.63 3576 49.14 0.0 
ν0 = ν1 = 3.00 ν0 = ν1 = 3.00 
0.5 61.98 3570 76.91 1.0 0.5 44.44 3242 47.95 1.2 
0.75 69.79 3453 77.22 0.2 0.75 52.14 3010 48.21 0.4 
1 74.45 3383 77.38 --- 1 56.71 2874 48.36 --- 
2 81.15 3320 77.55 1.8 2 63.23 2676 48.56 9.9 
3 81.17 3357 77.55 1.8 3 63.25 2621 48.56 10.0 
4 78.20 3327 77.49 0.4 4 60.36 2692 48.48 1.8 
5 74.71 3454 77.39 0.0 5 56.97 2791 48.37 0.0 
ν  = ν  = 0 1 4.00 ν0 = ν1 = 4.00 
0.5 58.23 3664 76.89 0.9 0.5 42.64 3860 47.99 0.8 
0.75 65.95 3511 77.21 0.3 0.75 50.40 3744 48.16 0.3 
1 70.56 3442 77.40 --- 1 55.01 3712 48.29 --- 
2 77.25 3416 77.66 4.6 2 61.65 3613 48.48 24.8 
3 77.29 3341 77.67 4.7 3 61.69 3575 48.48 25.2 
4 74.41 3459 77.56 1.0 4 58.84 3692 48.40 5.0 
5 71.18 3442 77.43 0.0 5 55.62 3722 48.30 0.0 
ν0 = ν1 = 5.00 ν0 = ν1 = 5.00 
0.5 56.19 3695 77.17 0.7 0.5 41.66 3949 48.23 0.5 
0.75 63.95 3616 77.42 0.3 0.75 49.51 3830 48.33 0.2 
1 68.59 3490 77.59 --- 1 54.19 3697 48.42 --- 
2 75.36 3442 77.87 9.6 2 60.98 3658 48.57 40.6 
3 75.42 3444 77.88 9.9 3 61.05 3650 48.57 41.2 
4 72.63 3448 77.76 2.0 4 58.25 3631 48.50 11.8 
5 69.60 3531 77.63 0.1 5 55.21 3747 48.44 0.1 
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Table 6.4. Sensitivity of economic design of Weibull TBE chart to νa,  
ν0 = ν1, µ0/µa is small  
µa = 1000, µ0/µa = 0.09 ~ 0.12 
λ0 = 0.01, λ1 = 0.05 λ0 = 0.01, λ1 = 0.1 
νa L* U* C* Penalty Cost (%) νa L* U* C* Penalty Cost (%) 
ν0 = ν1 = 0.75 ν0 = ν1 = 0.75 
0.5 125.58 12639 20.79 0.1 0.5 79.64 13002 14.98 0.5 
0.75 136.07 11504 20.86 0.0 0.75 88.54 11978 15.13 0.0 
1 139.51 11650 20.88 --- 1 91.45 11578 15.17 --- 
2 141.19 12212 20.89 0.0 2 92.88 12429 15.19 0.0 
3 141.19 11632 20.89 0.0 3 92.88 13279 15.19 0.0 
4 141.19 11945 20.89 0.0 4 92.88 12214 15.19 0.0 
5 141.19 11830 20.89 0.0 5 92.88 11894 15.19 0.0 
ν0 = ν1 = 1.00 ν0 = ν1 = 1.00 
0.5 88.8 3768 19.53 0.3 0.5 62.45 3929 14.16 0.9 
0.75 96.07 3736 19.70 0.0 0.75 68.99 3951 14.41 0.1 
1 98.34 3850 19.75 --- 1 71.03 3856 14.48 --- 
2 99.39 3619 19.78 0.0 2 71.96 3825 14.52 0.0 
3 99.39 3684 19.78 0.0 3 71.96 3820 14.52 0.0 
4 99.39 3722 19.78 0.0 4 71.96 3825 14.52 0.0 
5 99.39 3665 19.78 0.0 5 71.96 3822 14.52 0.0 
ν0 = ν1 = 2.00 ν0 = ν1 = 2.00 
0.5 68.95 3466 16.98 1.2 0.5 53.37 3702 11.77 2.6 
0.75 73.97 3390 17.40 0.1 0.75 58.24 3645 12.18 0.2 
1 75.5 3367 17.53 --- 1 59.71 3679 12.3 --- 
2 76.17 3376 17.58 0.0 2 60.36 3670 12.36 0.0 
3 76.17 3432 17.58 0.0 3 60.36 3670 12.36 0.0 
4 76.17 3395 17.58 0.0 4 60.36 3670 12.36 0.0 
5 76.17 3395 17.58 0.0 5 60.36 3595 12.36 0.0 
ν0 = ν1 = 3.00 ν0 = ν1 = 3.00 
0.5 66.58 3520 15.49 2.4 0.5 52.64 3785 10.45 3.9 
0.75 71.34 3505 16.01 0.2 0.75 57.44 3711 10.84 0.4 
1 72.79 3408 16.17 --- 1 58.89 3617 10.97 --- 
2 73.43 3399 16.24 0.0 2 59.53 3607 11.03 0.1 
3 73.43 3474 16.24 0.0 3 59.53 3682 11.03 0.1 
4 73.43 3399 16.24 0.0 4 59.53 3607 11.03 0.1 
5 73.43 3436 16.24 0.0 5 59.53 3673 11.03 0.1 
ν  = ν  = 4.00 ν  = ν  = 4.00 0 1 0 1
0.5 65.68 3553 14.54 3.3 0.5 52.44 3788 9.77 3.7 
0.75 70.45 3518 15.06 0.3 0.75 57.33 3645 10.09 0.5 
1 71.91 3459 15.23 --- 1 58.82 3693 10.19 --- 
2 72.55 3449 15.31 0.1 2 59.47 3608 10.24 0.2 
3 72.55 3487 15.31 0.1 3 59.47 3645 10.24 0.2 
4 72.55 3487 15.31 0.1 4 59.47 3609 10.24 0.2 
5 72.55 3412 15.31 0.1 5 59.47 3683 10.24 0.2 
ν0 = ν1 = 5.00 ν0 = ν1 = 5.00 
0.5 65.16 3560 13.94 3.6 0.5 52.34 3790 9.44 3.0 
0.75 70.01 3450 14.41 0.4 0.75 57.34 3715 9.66 0.6 
1 71.49 3428 14.57 --- 1 58.86 3655 9.75 --- 
2 72.15 3418 14.65 0.1 2 59.54 3682 9.79 0.3 
3 72.15 3492 14.65 0.1 3 59.54 3644 9.79 0.3 
4 72.15 3446 14.65 0.1 4 59.54 3607 9.79 0.3 
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Table 6.5. Sensitivity of economic design of Weibull TBE chart to νa,  
ν0 ≠ ν1, µ0/µa is large  
µa = 100, µ0/µa = 0.89 ~ 1 
νa L U C Cost (%) νa L U C Cost (%) * * * Penalty * * * Penalty 
λ0 = 0.01, λ1 = 0.05, ν0 = 1, ν1 = 2 λ0 = 0.01, λ1 = 0.05, ν0 = 1, ν1 = 5 
0.5 77.29 3461 78.25 0.4 0.5 57.77 3648 79.41 0.5 
0.75 87.02 3584 78.06 0.1 0.75 66.71 3328 79.33 0.2 
1 2 3  1 2 7 2 9 .94 430 77.91 --- 72.1  347  79. 5 --- 
2 2 3  2 1 8 0 1 10 .16 436 77.62 0.4 80.5  331  79. 6 2.1 
3 2 3  3 3 8 0 1 10 .84 367 77.60 0.5 81.1  328  79. 4 5.0 
4 1 3  4 7 9 0 10 .13 303 77.66 0.3 79.5  344  79. 8 8.4 
5 9 3  5 9 4 1 9 .83 267 77.70 0.2 78.3  337  79. 1 4.8 
λ0 = 0 1 , 0 = .0  0  =.01, λ = 0.1 ν0 = 1, ν1 = 2 λ  0 1, λ1 = .1, ν0  1, ν1 = 5 
0.5 3627 49.75 0.5 42.74 3113 1.1 52.15 0.9 50.39 
0.75 61.39 3591 49.71 0.75 51.58 3384 0.3 0.2 50.42 
1 3495 49.64 1 56.93 3583 --- 66.99 --- 50.39 
2 3431 49.45 2 65.23 3488 48.5 75.70 2.9 50.27 
3 76.34 3462 3 65.84 51.2 49.44 3.6 3446 50.26 
4 3486 49.48 4 64.30 3463 42.6 74.72 2.0 50.29 
5 3450 49.51 5 63.13 2580 32.2 73.49 1.2 50.31 
λ0 = 0.  = , , 0 = 01 0.   =01, λ1  0.05 ν0 = 2 ν1 = 3 λ 0. , λ1 = 05, ν0 = 2, ν1  5 
0.5 1 2  0.5 9 0 6 0 6 .98 430 77.66 0.8 54.9  245  78. 3 .9 
0.7 0 2  0.75 6 6 8 05 7 .00 300 77.83 0.2 62.8  239  78. 4 .3 
1 4 2  1 0 5 9 7 .74 296 77.89 --- 67.5  237  78. 3 --- 
2 1 2  2 6 9 9 8 .49 210 77.92 1.5 74.0  225  78. 9 7.6 
3 1 2  3 8 5 9 8 .51 235 77.92 1.5 74.0  228  78. 9 7.7 
4 8 2  4 5 5 9 1 7 .49 265 77.92 0.3 71.1  233  78. 7 .3 
5 4 2295  5 2 4 9 0 7 .87 77.90 0.0 67.6  232  78. 3 .0 
λ0 = 0 1 , λ0 = .0  0  =.01, λ = 0.1 ν0 = 2, ν1 = 3  0 1, λ1 = .1, ν0  2, ν1 = 5 
0.5 43 2  0.5 4 7 2 1.98 573 48.66 1.4 40.3  259  49. 9 .4 
0.7 1 2  0.75 5 2568 5 05 5 .81 532 48.92 0.4 48.1  49. 5 .4 
1 6 2461 49.04 --- 1 5 3 6 5 .43 52.7  252  49. 7 --- 
2 62.98 2  2 4 8 8 3420 49.16 9.5  59.2  240  49. 1 7.8 
3 63.00 2  3 6 8 8 3408 49.16 9.6  59.2  240  49. 1 8.0 
4 60.07 2399 49.11 1.7 4 56.36 2486 49.75 9.3 
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Table 6.6. Sensitivity of economic design of Weibull TBE chart to νa,  
ν0 ≠ ν1, µ0/µa is small  
µa = 1000, µ0/µa = 0.09 ~ 0.1 
ν L* U* C* Penalty ν L* U* C* Penalty a Cost (%) a Cost (%) 
λ  = 0.01, λ  = 0.05, ν  = 1, ν  = 2 λ  = 0.01, λ  = 0.05, ν  = 1, ν  = 5 0 1 0 1 0 1 0 1
0.5 78.55 3809 17.70 0.8 0.5 69.04 3897 17.36 1.7 
0.75 84.83 3572 17.91 0.1 0.75 74.97 3863 17.59 0.2 
1 86.78 3440 17.97 --- 1 76.82 3796 17.66 --- 
2 87.67 3784 17.99 0.0 2 77.67 3778 17.69 0.1 
3 87.68 3710 17.99 0.0 3 77.67 3749 17.69 0.1 
4 87.67 3701 17.99 0.0 4 77.67 3847 17.69 0.1 
5 87.67 3710 17.99 0.0 5 77.67 3712 17.69 0.1 
λ0 = 0.01, λ1 = 0.1, ν0 = 1, ν1 = 2 λ0 = 0.01, λ1 = 0.1, ν0 = 1, ν1 = 5 
0.5 59.45 4056 13.19 1.9 0.5 55.18 4034 12.99 2.8 
0.75 65.51 3947 13.46 0.2 0.75 61.07 3914 13.26 0.5 
1 67.40 3995 13.53 --- 1 62.91 3875 13.35 --- 
2 68.26 3883 13.57 0.0 2 63.75 3859 13.38 0.3 
3 68.26 3849 13.57 0.0 3 63.75 3859 13.38 0.3 
4 68.26 3890 13.57 0.0 4 63.75 3859 13.38 0.3 
5 68.26 3885 13.57 0.0 5 63.75 3859 13.38 0.3 
λ0 = 0.01, λ1 = 0.05, ν0 = 2, ν1 = 3 λ0 = 0.01, λ1 = 0.05, ν0 = 2, ν1 = 5 
0.5 66.86 3572 16.56 2.0 0.5 63.79 3548 16.33 2.8 
0.75 71.84 3493 16.98 0.1 0.75 68.75 3506 16.75 0.3 
1 73.35 3475 17.11 --- 1 70.25 3484 16.88 --- 
2 74.01 3391 17.16 0.0 2 70.91 3436 16.93 0.1 
3 74.01 3427 17.16 0.0 3 70.91 3446 16.93 0.1 
4 74.01 3409 17.16 0.0 4 70.91 3474 16.93 0.1 
5 74.01 3390 17.16 0.0 5 70.91 3436 16.93 0.1 
λ0 = 0.01, λ1 = 0.1, ν0 = 2, ν1 = 3 λ0 = 0.01, λ1 = 0.1, ν0 = 2, ν1 = 5 
0.5 52.18 3717 11.56 3.7 0.5 50.56 3817 11.45 4.3 
0.75 57.10 3719 11.96 0.4 0.75 55.50 3667 11.86 0.7 
1 58.58 3621 12.09 --- 1 57.00 3664 11.98 --- 
2 59.23 3612 12.14 0.1 2 57.65 3710 12.03 0.2 
3 59.23 3612 12.14 0.1 3 57.65 3673 12.03 0.2 
4 59.23 3687 12.14 0.1 4 57.65 3635 12.03 0.2 
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Examining the results in Tables 6.3–6.6 we observe that the expected hourly cost (i.e. 
C*) of an economic design is indeed not very sensitive to aν  
c
throughout all the cases, 
given that it is correctly specified. However, if the pro ess failure mechanism is 
assumed to be exponential when it is not in fact, i.e. the value of aν  is mis-specified 
as 1, the penalty cost could be quite significant, depending on value of µ0/µa and the 
shift magnitude of both the shape and the scale parameters of the Weibull TBE 
sample statistic. It is observed that of µ0/µa is relatively large (Tables 
6.3 g, 
the greater i he greater 
 the penalty cost incurred by assuming an exponential process failure mechanism 
hen it is not in fact. On the other hand, when the value of µ0/µa is relatively small 
ables 6.4 and 6.6), the penalty costs are generally quite small. These results contrast 
with those obtained by other authors such as McWilliams (1989), Surtihadi and 
Raghavachari (1994) and Linderman et al. (2005). In the following, we attempt to 
shed some light on this contradiction.  
 
By comparing and contrasting the results in Tables 6.3–6.6 with those obtained by 
other authors, we are tempted to believe that the key to answer whether mis-
specification of the process in-control time distribution significantly affects the 
economic design of control charts is the ratio of the average time taken to plot a 
sample statistic data to the average process in-control time, which is µ0/µa for TBE 
control charts and h/µa for Shewhart-type control charts. If the value of this ratio is 
relatively small (say around or less than 0.1), the penalty cost caused by mis-
specification of the process in-control time distribution is expected to be small. This is 
probably because the in-control time distribution is partitioned into smaller and 
when the value 
and 6.5), the penalty costs in quite a few cases are considerable. Roughly speakin
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smaller segments by the sample statistics thus rendering the overall shape of the 
distribution less relevant (McWilliams 1989). Nonetheless, if the value of this ratio is 
 significant penalty cost for economic design 
of control charts, and this penalty cost tends to increase as the shift magnitude 
increases.  
 
This also explains the results, including the exceptional ones, obtained by 
McWilliams (1989) and Surtihadi and Raghavachari (1994). It is noted that all the 
control chart examples (following Duncan 1956) examined there have a relatively 
small value of h/µa, and the maximum is 0.4. This has accounted for the insensitivity 
of economic designs to mis-specification of the process in-control time distribution. 
However, McWilliams (1989) did also mention (without giving detailed results) 
exceptional examples with h/µ  as large as 1.55, for which relatively large penalty 
costs were found, with a maximum observed value of 5.4%.  
  
On the other hand, the sensitivity analysis on the effect of process failure mechanism 
conducted above as well as in McWilliams (1989) and Surtihadi and Raghavachari 
(1994) has assumed that the value of 
relatively large (close to or greater than 1), then mis-specification of the process in-
control time distribution could result in
a
aµ  can be accurately estimated. Computational 
experiments have also been conducted to the investigate the effect of inaccurately 
estimated aµ . The results show that if the value of aµ  can be reasonably accurately 
estimated (say error less 10%), then the effect of mis-specification of aν  on economic 
design of Weibull TBE chart is not significantly affected; otherwise, the inaccuracy of 
estimation tends to aggravate this effect, especially when the value of µ0/µa is 
relatively large.  
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As a result, we can enhance the validity of the statement that economic design of 
control charts is insensitive to the process in-control time distribution by imposing 
two conditions in the following way. Provided that the ratio of the average time taken 
 plot a sample statistic data on a control chart to the average process in-control time 
(h/µ  or µ /µ ) is relatively small and provided that the average process in-control 
me can be reasonably accurately estimated, then the economic design of the control 
-control time 





chart is generally insensitive to mis-specification of the process in-control time 
distribution, and the penalty cost incurred by assuming an exponential in
In addition, from Tables 6.3–6.6 we can further observe that if the value of aν  can be 
*correctly specified, the optimal expected hourly cost C  tends to decrease as 1λ  
increases, keeping others constant. This is intuitive actually. Whereas, if the value of 
aν  can be correctly specified, the optima pected hourly cost C* l ex is not significantly 
affected by the shift from 0ν  to 1ν , keeping others constant.  
 
ty to cost and time parameters  
t to the various cost and time parameters. For these sensitivity analysis, we shall 
use the most widely applicable exponential in-control time distribution, i.e. 
6.4.2. Sensitivi
 
In the following we shall examine the sensitivity of economic design of Weibull TBE 
char
aν = 1. 
Other process parameters are set as: aµ = 1000, 0λ = 0.01, 1λ = 0.1, 0ν = 1 and 1ν = 2. 
The sensitivity of economic d  of Weibuesign ll TBE chart to the input parameters has 
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been investigated on a “one-factor-at-a-time” basis. Each time one of the input 
parameters is picked out to vary around its reference value that 
beginning of this section, while keeping all others constant at the their reference 
values. The high value is usually two times the reference value, and the low value is 
usually half of the ref  this way, we can illustra nsi
ic design to the cost and time parameters. The results are summarized in Table 
C* C C Y C*
as each of these parameters increases, while all other parameters examined do not 
affect obviously the value of C*.  
 
.5. Discussions  
 
In this chapter, we have studied the economic design of TBE control charts using a 
general approach. A general economic model has been developed, which can be 
specialized for designing different TBE control charts under different scenarios. Two 
examples of specialization are provided. The first specialization is applied to the 
Gamma chart proposed in Chapter 5, which leads to an economic approach to 
determining the optimal parameters of the Gamma chart, including r. The second 
specialization is applied to the Weibull TBE chart, which has Weibull-distributed in-
control and out-of-control sample statistics as well as Weibull-distributed process in-
control time. Considering the wide applicability and versatility of the Weibull 
distribution in modeling various TBEs, this example can be regarded as a general 
example of economic design of TBE control chart. Furthermore, the applicability of 
is described at the 
erence value. In te the se tivity of the 
econom
6.7. It is revealed from there that parameters having relatively significant effect on the 
optimal economic objective  include 0, 1 and . The value of  tends to increase 
6
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the proposed general economic model can be extended as well to other TBE charts, 
for example, having Lognormal-distributed sample statistics.  
vity of economic design of Weibull TBE chart to input parameters,  
 
Table 6.7. Sensiti
aν = 1, aµ = 1000, 0λ = 0.01 1, λ = 0.1, 0ν = 1 and 1ν = 2 
C Y W b t t t δ δ L* U* C* ATS ATSC0 1  0 5 6 1 2 0 1
2.1 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.41 4030 11.46 203.9 9.18 420 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
8.4 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.36 4003 17.69 204.0 9.19 
4.2 210 977.4 977.4 4.22 0.083 0.083 0.75 1 0 14.55 3398 10.28 738.5 18.94 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 840 977.4 977.4 4.22 0.083 0.083 0.75 1 0 69.57 3969 17.34 199.5 9.00 
4.2 420 500 977.4 4.22 0.083 0.083 0.75 1 0 69.49 3946 11.31 199.7 9.00 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 2000 977.4 4.22 0.083 0.083 0.75 1 0 14.51 3430 15.48 740.4 18.95 
4.2 420 977.4 500 4.22 0.083 0.083 0.75 1 0 67.40 4033 13.06 203.9 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 2000 4.22 0.083 0.083 0.75 1 0 67.39 3979 14.55 204.0 9.18 
4.2 420 977.4 977.4 2.11 0.083 0.083 0.75 1 0 67.40 3986 13.51 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 977.4 8.44 0.083 0.083 0.75 1 0 67.40 4028 13.58 203.9 9.18 
4.2 420 977.4 977.4 4.22 0.042 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.167 0.08 0.75 1 0 67.40 3995 13.53 204.0 9.18 3 
4.2 0.042 0.75 1 0 67.40 3996 13.52 204.0 9.18 420 977.4 977.4 4.22 0.083 
4.2 420 977.4 977.4 4.22 0.083  0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.167 0.75 1 0 67.40 3988 13.57 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.375 1 0 67.40 3993 13.54 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 1.5 1 0 67.40 3999 13.52 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 0 67.40 3995 13.53 204.0 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 0 0 67.40 4032 13.49 203.9 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 0 1 67.40 4014 13.81 203.9 9.18 
4.2 420 977.4 977.4 4.22 0.083 0.083 0.75 1 1 67.40 3976 13.85 204.0 9.18 
 
investigate the effects of the p ilure mechanism as well as the cost and ti e 
 
This general approach enables us to conduct extensive sensitivity analysis to 
rocess fa m
parameters on economic design of TBE control charts. The sensitivity analysis has 
provided us further insights into the effect of process failure mechanism on economic 
 145
Chapter 6 Economic Design of Time between Events Control Charts: A General Approach …… 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
design of control charts. Two conditions have been identified under which the 
economic design of control charts can be generally insensitive to mis-specification of 
the process in-control time distribution and the penalty cost incurred by assuming an 
exponentially distributed process in-control time when it is in fact violated is 
relatively trivial. The first condition is that the ratio of the average time taken to plot a 
sample statistic data to the average process in-control time is relatively small; and the 
second condition is that the average process in-control time can be reasonably 
sigh
ic-statistical design approach could also be made 
ossible by imposing some constraints on the statistical performance of the TBE 
control chart t on the 
statistical performance will necessarily impair the economic objective, as 
demonstrated in Chapter er e d ints will increase the 
com  the m e difficulties inv . 
As long as the vital time s eters can be estimated with reasonable 
accuracy, an e cally d n rt a  reasonable 
st l perf .  
 
F althou have ly  b B ol in 
th ter, i f ad  a  t t B rol 
harts. An example of economic design of attribute data TBE control chart will be 
provided in Chapter 8.  
accurately estimated. These in ts are useful for practitioners who wish to design 
their control charts economically.  
 
In addition, a general econom
p
 under consideration. In such cases, an effective constrain
4. Furth more, th  impose  constra
plexity of odel and thus increase th olved in the optimization
 and co t param
conomi  designe  TBE co trol cha  will usu lly have
atistica ormance
inally, gh we  primari  focused on varia le data T E contr  charts 










ATTRIBUTE DATA TIME BETWEEN 
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Chapter 7 
Design of CCC Charts Using a Sequential 





This chapter is concerned with control charting techniques for high quality processes 
to which the standard CCC chart has been shown an effective tool. Traditionally, the 
CCC chart has been studied by assuming that products from a process are inspected 
item by item (or sequentially) in the order of production. However, there are 
s  
lot, without preserving or according to the original ordering of production. The 
motivation for doing so is usually a large production volume, an economy of scale in 
no longer 
e underlying assumption of a geometric distribution is untenable.  
 
m, in this chapter we propose to monitor the cumulative 
number of samples inspected until a nonconforming sample is encountered. There are 
two reasons for doing this. Firstly, since the products are inspected sample by sample 
without preserving or according to the original production sequence, it is then logical 
to monitor the cumulative number of samples inspected until a certain criterion is met, 
for instance, a nonconforming sample is encountered. Secondly, for high quality 
processes, the probability of a sample of normal size containing more than one 
nonconforming item is very small. Therefore, it is reasonable to define a sample as 
ituations in which products from a process are inspected sample by sample or lot by
group inspection or both. In such situations, the standard CCC chart is 
applicable as th
In order to tackle this proble
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nonconforming if it contains one or more nonconfor
conforming if it contains no nonconforming items. In the following we shall propose 
7.1. ARL-unbiased CCC charts when paramete p  kno
 
Let denote the probability that a sample of size n randomly drawn from a process 
having a fraction nonconforming of p is nonconforming. Then we have  
= 1– .      (7.1) 
Let X be the number of samples of size n inspected until a nonconforming sample is 
riable that follows a geometric distribution with 
parameter . The pmf of X is given by  
 = .  (7.2) 
The CDF of X is then given by  
= 
ming items and a sample as 
an ARL-unbiased design approach for such a generalized CCC chart, whether the 
fraction nonconforming p is known or not.  
 




encountered. Then X is a random va
np
}Pr{ xX = nxn pp 1)1( −− = ])1(1[)1( )1( nxn pp −−− −
)(xFX }Pr{ xX ≤  = −
 
Given a type I error rate α, the UCL, denoted by U, and LCL, denoted by L, of a CCC 
chart under inspection by samples, based on the probability limits approach, are given 
y  
U = 










−α  + 1     (7.5) 
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The operating c
β = X –
haracteristic function is given by  
)(UF )1( −LFX = )1() )1( −− . (7.6) 
Thus, t  AR r 
AR
nULn pp1( − −     
he L value fo a given p is  
L = β−1
1 = nUL p)(
7.7) 
 
Similar  the tia Ch e lu  c ned 
based on (7.4) and (7.5 t an e λ  To 
illustrate this, Figure 7.1 R o h = 0.00005, n = 
50 and α = 0.0027, 0.01 and 0.03, respe entioned above is 
manife there
 
np)1(1 −− 1()1 −+−
1 .   (
 to  exponen l chart in apter 3, th  ARL va e of a CCC hart desig
) may firs increase d then d crease as increases.
 plots the A L curves f a CCC c art with p0
 ctively. The pattern m
st .  
 














α = 0.01 
α = 0.03 
* ARL0 
rts with p0 = 0.00005 and n = 50  
 
 
Figure 7.1 ARL curves of CCC cha
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An ARL-unbiased CCC chart can be developed following a sim
unbiased exponential chart in Chapter 3.  
 
Proposition 7.1.  
Given  and , a CCC chart with LCL, , and UCL, , given by (7.8) and (7.9) 
respectively is ARL-unbiased, i.e. its ARL curve achieves its maximum value at p = 
.  
= 















− + 1    (7.9) 
*α
α


















α .  
Proof.  
ith respect to 
p equals to zero at . We have  







d )ARL( = )1)(1()1( −−−− pLnpnU .  
It can be shown that this derivative equals zero when evaluated at .  
 
p0
Then, we shall show that 
dp




d )ARL( > 0 is equivalent to showing 
uU
uL 1−  < , which in turn )1()1( +−− uu LUnp






− eventually. Of course, this is true for p <
In the same y, it can be easily shown that 
0p . 
dp
d )ARL( wa < 0 for p > . Therefore, the 
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Given a design false alarm rate α (or equivalent ARL0), the corresponding value of 





















= .   (7.10) 
Table 7.1 lists some values of  and *α *αγ  for a given value of false alarm rate α, with 
, which is analogous to what was unveiled for the ARL-unbiased 
exponential chart in Chapter 3.  
 
Table 7.1. Some values of α  and 
varying values of 0p . It is interesting to note that the relationship between 
*α  and α 
is independent of 0p
, *α *αγ  with varying 0p  
*α  α 
p0 = 0.00001 0.00002 0.00004 0.00006 0.00008 0.0001 
*αγ  
0.0005 0.00072 0.00072 0. 2 0.00072 0.00072 1.2612 00072 0.0007
0.0010 0.00142 0.00142 0.00142 0.00142 0.00142 0.00142 1.2733 
0.0020 0.00278 0.00278 0.00278 0.00278 0.00278 0.00278 1.2865 
0.0027 0.00372 0.00372 0.00372 0.00372 0.00372 0.00372 1.2927 
0.0040 0.00544 0.00544 0.00544 0.00544 0.00544 0.00544 1.3011 
0.0050 0.00675 0.00675 0.00675 0.00675 0.00675 0.00675 1.3060 
0.0060 0.00805 0.00805 0.00805 0.00805 0.00805 0.00805 1.3102 
0.0070 0.00934 0.00934 0.00934 0.00934 0.00934 0.00934  1.3138
0.0080 0.01062 0.01062 0.01062 0.01062 0.01062 0.01062 1.3170 
0.0090 0.01190 0.01190 0.01190 0.01190 0.01190 0.01190 1.3198 
0.0100 0.01317 0.01317 0.01317 0.01317 0.01317 0.01317 1.3224 
0.0200 0.02557 0.02557 0.02557 0.02557 0.02557 0.02557 1.3402 
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A comparison of the ARL curves of a CCC chart with = 0.00005, n = 20 and α = 
0.0027 based on the conventional design (7.4) and (7.5) and the ARL-unbiased design 
(7.8) and (7.9) is shown in Figure 7.2. For a fair and meaningful comparison, ARL0 
should be calibrated to a constant value for all charts under comparison. However, 
due to the discrete nature of the control limits and attribute data, it is often not 
possible to achieve this exactly. This is the reason why the ARL0 values of the two 
curves in Figure 7.2 do not coincide exactly as well as the reason why the ARL0 
values do not equal 370.37 (= 1/0.0027) that has been desired.  
 
An ARL-unbiased design generates an ARL curve that peaks at the target value of p. 
No matter p deviates to which side, the ARL value will decrease. Given a constant 
ARL0 (= 370.37), the ARL-unbiased design yields a much lower ARL value when the 
system deteriorates but a higher ARL value when the system improves. This means 
that the ARL-unbiased CCC chart is much more sensitive to system deterioration but 
less sensitive to system improvement than the CCC chart designed with the usual 
method. Since people are most concerned with detecting deteriorations, the 
advantages of an ARL-unbiased design are apparent.  
0p
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Figure 7.2. Compa tw L
 c 00 n 
 
7.2. ARL nb C h ra r 
unknow
 
7.2.1. Estimation of p  
 
Following the approach in Chapter 3, we also adopt the sequential sampling scheme 
for the phas CCC C an ia n n  estimate 
the paramet  fo sh C  a e fo mber of 
nonconform  sam  b ve e . e mber of 
mples to be inspected, denoted , is a random variable such that  
ased des n 
rison be een AR -unbiased design and conventional design of a 
CCC hart with 0p = 0.0 05 and = 20  
-u iased CC charts w en pa mete p is 
n  
e I  chart. onsider  industr l situatio  where i order to
er p r establi ing a C C chart,  prescrib d value r the nu
ing ples to e obser d is giv n, say m Then th  total nu
mYsa
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mY =      (7.11) 
where are i.i.d. geometric r ameter . It follows that
is a negative bino d ab p rs . f of  is 
given by  
−
.  (7.12) 
 
There are two possible met e pa  p n  Haldane 







iX  np  mY  andom variable with par
mial ran om vari le with aramete  (m, np ) The pm mY
}y = 
y⎜⎛Pr{Ym [ 1(11 −⎟⎞ ] 1() mnp )() mynp −1⎟⎠−m⎜⎝  = −−
hods to stimate rameter . It is k own (see




.    (7.13) 
Therefore, a ica te
   








1−−− .   (7.14) 








he performances of these two parameters are evaluated through Monte Carlo 
mulation. Table 7.2 compares the two estimates using 5000 simulation runs for p = 
.0005.  
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Table 7.2. Comparison of the two estimators, p  and   
m 
pˆ
p  bias MSE bias MSE pˆ  
 n = 10 
2 00531 3.075E- 2.455E- 0.000 2 -7. 06 07 0.0 05 06 49 737E- 7.604E-
3 0.000501 7.559E- 4.854 7 0.0 12 1. E-05 49E-07 07 E-0 005 184 2.7
4 0.00050 2.132E- 0. -1.296E-06 1.119E-07 6 6.495E-06 07 000499 
5 0.0005 64 7. 1.029E-06 8.317E-08 03 3.1 E-06 963E-08 0.000501 
6 0.0005 85 6. 06 E-08 02 1.5 E-06 636E-08 0.000498 -1.883E-  6.384
7 0.0005 07 5. 06 E-08 01 5.329E- 052E-08 0.000498 -1.683E-  5.250
8 0.0005 43 4. 06 E-08 03 2.8 E-06 433E-08 0.000497 -3.455E-  4.117
  5n = 0 
2 0.0011 44 6. 0.000468 -3.151E-05 E-07 14 6.1 E-04 002E-04  3.668
3 0.0005 07 2. 05 E-07 01 1.4 E-06 262E-07 0.000483 -1.679E-  1.749
4 0.000499 -1.07 1. 05 E-07 9E-06 425E-07 0.000488 -1.223E-  1.119
5 0.0005 61 8. 05 6.731E-08 02 2.4 E-06 414E-08 0.000487 -1.328E-
6 0.0004 6 6. 06 E-08 99 -8.7 7E-07 143E-08 0.000498 -2.241E-  5.826
7 0.0005 24 5. 06 E-08 02 1.8 E-06 299E-08 0.000495 -4.594E-  4.691
8 0.0004 5 3.736E-08 0.000489 05 E-08 96 -4.3 3E-06 -1.072E-  3.779
  1n = 00 
2 0.0029 11 2. 05 E-07 11 2.4 E-03 399E-03 0.000433 -6.690E-  2.252
3 0.0007 33 2. -3.258E-05 1.424E-07 23 2.2 E-04 002E-04 0.000467 
4 0.0005 55 1. 05 E-08 06 6.1 E-06 367E-07 0.000476 -2.407E-  8.314
5 0.0005 08 8.289E-08 05 E-08 00 -7.009E- 0.000480 -2.041E-  6.636
6 0.0004 6 5. 05 E-08 94 -5.5 5E-06 891E-08 0.000481 -1.922E-  4.617
7 0.0005 09 5. 05 E-08 01 1.0 E-06 099E-08 0.000485 -1.534E-  4.248
8 0.0005 98 4. 0.000485 -1.475E-05 E-08 03 3.3 E-06 222E-08  3.728
 
 
From Table 7.2 we can see t e cehat the p rforman  of p  is m tte hat of
in terms of s un s a  o le fo  of both 
estimates in ms  s ro  a arable. Therefore, we chose 
to use 
uch be r than t  pˆ  
bia less m i very sm ll, say 2 r 3, whi  the per rmances
 ter of mean quare er r (MSE) re comp
p  to a h  M ri s i preciated 
later.  
 
Consequent n A ia g se c b ped with 
parameter p ima
 estim te p in t is study. ore me ts of thi choice w ll be ap
ly, a RL-unb sed desi n of pha  I CCC hart can e develo
p . est ted by  Followin (7 (7  d control 
limits of an L-u C t a
g (7.8), .9) and .14), the estimate
AR nbiased CC char re:  
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UCL = *))1 α−    (7.16) /()1 −mY(1ln( − m
)2/ln( * γα  
LCL = *αγ  + ))1−
− 1 
where can be d ed en n w o led in the 
next section  is a im n ple 
size n, which is a desirable property.  
 
Consequently, a CCC chart can be started with n d e when a 
new nonconformi le u n su m istic plots 
within the c ol  exactly the a ex al chart described in 
Chapter 3.  
 
7.2.2. Per a  A b p r
 
Again, let G be the event that a sample statistic point on the CCC chart plots above 
/()1 −mY(1ln( − m
)2/*α1ln(   (7.17) 
*α  etermin  for giv  ARL0,  and m, hich is t  be hand
. It  noted th t the est ated co trol limits are independent of sam
m = 2, a d update  each tim
ng samp  is enco ntered a d the re lting sa ple stat
ontr limits, in  same w y as the ponenti
form nce of RL-un iased hase I CCC cha ts  
UCL  or below LCL , which is expressed as:  
G = { UCL>X  or LCL<X },    (7.18) 
where X is the geometric random variable with parameter  when this event occurs.  
 
Let be the alarm rate of an ARL-unbiased CCC chart constructed with 
given values of n and m. Based on conditional probability, we have  
 = 
np





mm mnyYyYmnG },|Pr{},,|Pr{  
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⎞⎜⎛ −  
=












× )1[ nn (7.19) 
Similar to Chapter 3, a truncation procedure based on Chebyshev’s Inequality is very 
valuable to compute nG ic n 









n 2/ln( *α *
 
1y ⎟⎞⎜⎛ − )( my− .  00 )1(]m p−1( p−−1m ⎟⎠⎜⎝ −  
},m , wh|Pr{ h is give by  



















⎡ )2/n( *αγα **
− ln()1( p ))1/()1( ym
⎣
× )(0 )1(])1(1[1 mynmn ppy −−−−⎟⎞⎜⎜
⎛ −
+ ε01⎟⎠− 1,   (7.20) m
⎥⎦
⎥⎢ −
+ npmc )0 . The value of c can be chosen so 
that the trun ted ity e ily c = 6, 
following the me  Y  a 2) i m ditional 
probability argume an te L  a n L , of 





− np )1( 0
−1(
ca probabil  ε can b  arbitrar  small. In this study, we use 
thod of ang et l. (200 . Follow ng a si ilar con













× ))1[ nn⎟⎞⎜⎛ ,  (7.21) 
(1ln() −− mp
) * ⎤αγ1ln( −n α
))1 1(− −y1(1ln() −− mp




)( my− + ε00 1(]m p−1( p−−1m ⎟⎠⎜⎝ −
1y −
2   
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For a given n, it is desirable to calibrate ARL0 to a constant value for each m. In order 
to achieve this, the value of *α  for given n, m and ARL0 can be determined by 
























×  = ARL0.   (7.22) 
Since  is unknown a priori, this equation seems unsolvable. Tables 7.3 and 7.4 
alues of  for different m and varying  and n, while ARL0 is set at 20 
(i.e. α = 0.05) constant. Similar to Chapter 3, the value of is independent of 
and n, which is highly desirable. The value of converges to 0.06108 as m tends to 
∞. The limiting value of for a given ARL0 as m tends to ∞ can be obtained by 
solving equation (7.10). Figure 7.3 provides a graphical representation of behavior of 
.  
m and varying n 
hile the desired fa rm  It is noted from there that the actual 
false alarm rate deviates significantly from its desired value when the chart is 
constru ed with the estimated control limits. In the same fashion as in Chapter 3, the 
false alarm rate decreases and approaches the desired value 0.05 as m increases, 
irrespective  or . This means that for a given value
 also independent of n and . This is also desirable. These interesting properties 











present the v *α 0p
*α  0p  
*α  
 *α  
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Tables 7.5 and 7.6 present the actual false alarm rates for different 
and , w lse ala  rate is 0.05.0p
ct
of n  of ARL0p 0 the false alarm rate 
is 0p
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      p
Table 7.3. Values of  for different m and  with n = 20 and ARL0 = 20  
 0.00001 0.00002 0.00004 0.00006 0.00008 0.0001 
*α  0p
0
    m 
2 0.03653 0.03653 0.03653 0.03653 0.03653 0.03653 
3 0.04256 0.04256 0.04256 0.04256 0.04256 0.04256 
4 0.04580 0.04580 0. 80 0.04580 0.0045 4580 0.04580 
5 0.04794 0.04794 0.04794 0.04794 0.04794 0.04794 
6 0.04950 0.04950 0.04950 0.04950 0.04950 0.04950 
7 0.05070 0.05070 0.05070 0.05070 0.05070 0.05070 
8 0.05165 0.05165 0.051 05165 0.65 0. 05165 0.05165 
9 0.05244 0.05244 0.052 0.05244 44 0.05244 0.05244 
10 0.05310 0.05310 0.05310 0.05310 0.05310 0.05310 
11 0.05366 0.05366 6 0 366 0.0.0536 .05 05366 0.05366 
12 0.05414 0.05414 4 0 414 0.0.0541 .05 05414 0.05414 
13 0.05456 0.05456 0.05456 0.05456 0.05456 0.05456 
14 0.05494 0.05494 0.05494 0.05494 0.05494 0.05494 
15 0.05527 0.05527 0.05527 0.05527 0.05527 0.05527 
16 0.05556 0.05556 0.05556 0.05556 0.05556 0.05556 
17 0.05583 0.05583 0.05583 0.05583 0.05583 0.05583 
18 0.05607 0.05607 0.05607 0.05607 0.05607 0.05607 
19 0.05629 0.05629 0.05629 0.05629 0.05629 0.05629 
20 0.05649 0.05649 0.056 0.05649 0.05649 0.05649 49 
21 0.05668 0.05668 0.05668 0.05668 0.05668 0.05668 
22 0.05685 0.05685 0.05685 0.05685 0.05685 0.05685 
23 0. 01 0.05701 0.05701 0.05701 0.05701 0.057 05701 
24 0 715 0.05715 0.05715 0.05715 0.05715 .05 0.05715 
25 0.05729 0.05729 0.05729 0.05729 0.05729 0.05729 
26 0.05741 0.05741 0.05741 0.05741 0.05741 0.05741 
27 0.05753 0.05753 0.05753 0.05753 0.0575 0.05753 3 
28 0.05764 0.05764 0.05764 0.05764 0.05764 0.05764 
29 0.05775 0.05775 0.05775 0.05775 0.05775 0.05775 
30 0.0.05785 0.05785 0.05785 05785 0.05785 0.05785 
31 0.05794 0.05794 0.05794 0.05794 0.05794 0.05794 
32 0.05802 0.05802 0.05802 0.05802 0.05802 0.05802 
33 0.05811 0.05811 0.05811 0.05811 0.05811 0.05811 
34 0.05819 0.05819 0.05819 0.05819 0.05819 0.05819 
35 0.05826 0.05826 0.05826 0.05826 0.05826 0.05826 
36 0.05833 0.05833 0.05833 0.05833 0.05833 0.05833 
37 0.05840 0.05840 0.05840 0.05840 0.05840 0.05840 
3 0.05 0588 0.05846 846 0.05846 0. 46 0.05846 0.05846 
3 0.05 0589 0.05852 852 0.05852 0. 52 0.05852 0.05852 








Table 7.3. (Continued) 
41 0.05863 0.05863 0.05863 0.05863 0.05863 0.05863 
42 0.05869 0.05869 0.05869 0.05869 0.05869 0.05869 
43 0.05  0.05874 0.05874 0.05874 0.05874 0.05 74 874 8
44 0.05  0.05879 0.05879 0.05879 0.05879 0.05 79 879 8
45 0.05883 0.05883 0.05883 0.05883 0.05883 0.05883 
46 0.05888 0.05888 0.05888 0.05888 0.05888 0.05888 
47 0.05892 0.05892 0.05892 0.05892 0.05892 0.05892 
48 0.05896 0.05896 0.05896 0.05896 0.05896 0.05896 
49 0.05900 0.05900 0.05900 0.05900 0.05900 0.05900 
50 0.05904 0.05904 0.05904 0.05904 0.05904 0.05904 
5 05908 0.05908 0.05908 0.05908 0. 8 1 0.05908 0. 0590
52 0.05911 0.05911 0.05911 0.05911 0.05911 0.05911 
53 0.05915 0.05915 0.05915 0.05915 0.05915 0.05915 
54 0.05918 0.05918 0.05918 0.059 .05918 018 0 .05918 
55 0.05921 0.05921 0.05921 0.05921 0.05921 0.05921 
56 0.05924 0.05924 0.05924 0.05924 0.05924 0.05924 
57 0.05927 0.05927 27 0.050.059 927 0.05927 0.05927 
58 0.05930 0.05930 0.05930 0.05930 0.05930 0.05930 
59 0.05933 0.05933 0.05933 0.05933 0.05933 0.05933 
60 0.05936 0.05936 0.05936 0.05936 0.05936 0.05936 
100 0.06002 0.06002 0.06002 0.06002 0.06002 0.06002 
200 0.06054 0.06054 0.06054 0.06054 0.06054 0.06054 
300 0.06072 0.06072 0.06072 0.06072 0.06072 0.06072 
400 0.06081 0.06081 0.06081 0.06081 0.06081 0.06081 
500 0.06086 0.06086 0.06086 0.06086 0.06086 0.06086 
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Table 7.4. Values of *α  for different m and n, with 0 = 0.00001 and ARLp 0 = 20 
      n 
 
    m 
10 20 40 60 80 100 
2 0.03653 0.03653 0.03653 0.03653 0.03653 0.03653 
3 0.04256 0.04256 0.04256 0.04256 0.04256 0.04256 
4 0.04580 0.04580 0.04580 0.04580 0.04580 0.04580 
5 0.04794 0.04794 0.04794 0.04794 0.04794 0.04794 
6 0.04950 0.04950 0.04950 0.04950 0.04950 0.04950 
7 0.05070 0.05070 0.05070 0.05070 0.05070 0.05070 
8 0.05165 0.05165 0.05165 0.05165 0.05165 0.05165 
9 0.05244 0.05244 0.05244 0.05244 0.05244 0.05244 
10 0.05310 0.05310 0.05310 0.05310 0.05310 0.05310 
11 0.05366 0.05366 0.05366 0.05366 0.05366 0.05366 
12 0.05414 0.05414 0.05414 0.05414 0.05414 0.05414 
13 0.05456 0.05456 0.05456 0.05456 0.05456 0.05456 
14 0.05494 0.05494 0.05494 0.05494 0.05494 0.05494 
15 0.05527 0.05527 0.05527 0.05527 0.05527 0.05527 
16 0.05556 0.05556 0.05556 0.05556 0.05556 0.05556 
17 0.05583 0.05583 0.05583 0.05583 0.05583 0.05583 
18 0.05607 0.05607 0.05607 0.05607 0.05607 0.05607 
19 0.05629 0.05629 0.05629 0.05629 0.05629 0.05629 
20 0.05649 0.05649 0.05649 0.05649 0.05649 0.05649 
21 0.05668 0.05668 0.05668 0.05668 0.05668 0.05668 
22 0.05685 0.05685 0.05685 0.05685 0.05685 0.05685 
23 0.05701 0.05701 0.05701 0.05701 0.05701 0.05701 
24 0.05715 0.05715 0.05715 0.05715 0.05715 0.05715 
25 0.05729 0.05729 0.05729 0.05729 0.05729 0.05729 
26 0.05741 0.05741 0.05741 0.05741 0.05741 0.05741 
27 0.05753 0.05753 0.05753 0.05753 0.05753 0.05753 
28 0.05764 0.05764 0.05764 0.05764 0.05764 0.05764 
29 0.05775 0.05775 0.05775 0.05775 0.05775 0.05775 
30 0.05785 0.05785 0.05785 0.05785 0.05785 0.05785 
31 0.05794 0.05794 0.05794 0.05794 0.05794 0.05794 
32 0.05802 0.05802 0.05802 0.05802 0.05802 0.05802 
33 0.05811 0.05811 0.05811 0.05811 0.05811 0.05811 
34 0.05819 0.05819 0.05819 0.05819 0.05819 0.05819 
35 0.05826 0.05826 0.05826 0.05826 0.05826 0.05826 
36 0.05833 0.05833 0.05833 0.05833 0.05833 0.05833 
37 0.05840 0.05840 0.05840 0.05840 0.05840 0.05840 
38 0.05846 0.05846 0.05846 0.05846 0.05846 0.05846 
39 0.05852 0.05852 0.05852 0.05852 0.05852 0.05852 
40 0.05858 0.05858 0.05858 0.05858 0.05858 0.05858 
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Table 7.4. (Continued) 
41 0586 05863 0.05863 0. 63 0.05863 0. 63 0. 3 0. 058 058
42 0.05869 0.05869 0.05869 0.05869 0.05869 0.05869 
43 05874 0. 74 0.05874 0. 74 0.05874 0. 74 0. 058 058 058
44 5 9 5 9 5 0 9 0.0 879 0.0587  0.0 879 0.0587  0.0 879 .0587
45 5 3 5 3 5 3 0.0 883 0.0588  0.0 883 0.0588  0.0 883 0.0588
46 5 0 8 5 0.05888 5 0 8 0.0 888 .0588 0.0 888 0.0 888 .0588
47 5 2 92 2 5 0 2 0.0 892 0.0589  0.058 0.0589  0.0 892 .0589
48 5 6 5 6 5 6 0.0 896 0.0589  0.0 896 0.0589  0.0 896 0.0589
49 0.059 00 00 0.05900 0.05900 0.05900 0.05900 0.059
50 5 4 5 4 5 4 0.0 904 0.0590  0.0 904 0.0590  0.0 904 0.0590
51 5 0 8 5 0 8 5 0 8 0.0 908 .0590 0.0 908 .0590 0.0 908 .0590
52 5 1 5 1 5 0 1 0.0 911 0.0591  0.0 911 0.0591  0.0 911 .0591
53 5 5 5 5 5 0 5 0.0 915 0.0591  0.0 915 0.0591  0.0 915 .0591
54 5 0 8 5 0 8 5 0 8 0.0 918 .0591 0.0 918 .0591 0.0 918 .0591
55 5 1 5 1 5 0 1 0.0 921 0.0592  0.0 921 0.0592  0.0 921 .0592
56 5 4 5 4 5 0 4 0.0 924 0.0592  0.0 924 0.0592  0.0 924 .0592
57 5 0 7 5 0 7 5 0 7 0.0 927 .0592 0.0 927 .0592 0.0 927 .0592
58 0.059 30 30 0.05930 0.05930 0.05930 0.05930 0.059
59 5 0 3 5 0 3 5 0 3 0.0 933 .0593 0.0 933 .0593 0.0 933 .0593
60 5 6 5 6 0.05 0 6 0.0 936 0.0593  0.0 936 0.0593 936 .0593
100 6 0.06002 6 2 6 0 2 0.0 002  0.0 002 0.0600  0.0 002 .0600
200 6 0 4 6 0 4 6 0 4 0.0 054 .0605 0.0 054 .0605 0.0 054 .0605
300 6 2 6 2 6 0 2 0.0 072 0.0607  0.0 072 0.0607  0.0 072 .0607
400 6 1 6 1 6 0 1 0.0 081 0.0608  0.0 081 0.0608  0.0 081 .0608
500 6 0 6 6 0 6 6 0 6 0.0 086 .0608 0.0 086 .0608 0.0 086 .0608
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Table 7.5. False alarm rates of CCC chart with sequentially estimated control limits,  
α = 0.05, n = 10  
       p0
 
m 
0.00001 0.00002 0.00004 0.00006 0.00008 0.0001 
2 0.07229 0.07229 0.07230 0.07231 0.07232 0.07233 
3 0.06373 0.06373 0.06374 0.06374 0.06375 0.06375 
4 0.05941 0.05941 0.05942 0.05942 0.05942 0.0 4259  
5 0.05689 0.05689 0.05689 0.05689 0.05689 0.0 8956  
6 0.05528 0.05528 0.05528 0.05528 0.05528 0.05529 
7 0.05419 0.05419 0.05419 0.05419 0.05419 0.05419 
8 0.05340 0.05340 0.05340 0.05340 0.05340 0.05340 
9 0.05283 0.05283 0.05283 0.05283 0.05283 0.05283 
10 0.05239 0.05239 0.05239 0.05239 0.05239 0.05239 
20 0.05073 0.05073 0.05073 0.05073 0.05073 0.05073 
25 0.05049 0.05049 0.05049 0.05049 0.05049 0.05049 
30 0.05036 0.05036 0.05036 0.05036 0.05036 0.05036 
40 0.05021 05021 0.05021 0.05021 0.05021 0.05021 0.
50 0.05013 05013 0.05013 0.05013 0.05013 0.05013 0.
60 0.05010 0.05010 0.05010 0.05010 0.05010 0.05010 
100 0.05004 0.05004 0.05004 0.05004 0.05004 0.05004 
200 0.05001 0.05001 0.05001 0.05001 0.05001 0.05001 
∞ 0.05000 0.05000 0.05000 0.05000 0.05000 0.05000 
 
       n 
 
m 
10 20 40 60 80 100 
Table 7.6. False alarm rates of CCC chart with sequentially estimated control limits,  
α = 0.05, 0p = 0.00001  
2 0.07229 0. 29 0.07230 0. 31 32 0. 33 072 072 0.072 072
3 0.06373 0 373 4 63 6375 .06 0.06374 0.0637 0.0 75 0.0
4 0.05941 0. 41 0.05942 0. 42 42 0. 42 059 059 0.059 059
5 0.05689 0. 89 0. 89 0. 89 89 0. 89 056 056 056 0.056 056
6 0.05528 0. 28 0. 28 0. 28 28 0. 29 055 055 055 0.055 055
7 0.05419 0. 19 0. 19 0. 19 19 0. 19 054 054 054 0.054 054
8 0.05340 0 340 53 0 53 5340 .05  0.0 40 0.0534 0.0 40 0.0
9 0.05283 0. 83 0. 83 0. 83 83 0. 83 052 052 052 0.052 052
10 0.05239 0. 39 0. 39 0. 39 39 0. 39 052 052 052 0.052 052
20 0.05073 0. 73 0.05073 0. 73 73 0. 73 050 050 0.050 050
25 0.05049 0. 49 0.05049 0. 49 49 0. 49 050 050 0.050 050
30 0.05036 0 036 0 36 50 5036 .05 0.05036 .050 0.0 36 0.0
40 0.05021 0. 21 0.05021 0. 21 21 0. 21 050 050 0.050 050
50 0.05013 0. 13 0.05013 0.05013 0.05013 0.05013 050
60 0.05010 0.05010 0.05010 0.05010 0.05010 0.05010 
100 0.05004 0.05004 0.05004 0.05004 0.05004 0.05004 
200 0.05001 0.05001 0.05001 0.05001 0.05001 0.05001 
∞ 0.05000 0.05000 0.05000 0.05000 0.05000 0.05000 
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For the same reasons as in Chapter 3, we recommend stopping updating the estimates 
of the parameter p and control limits at m = 25. However, if m = 25 cannot be made 
due to practical constraints, the users can also stop the updating earlier, but at a cost of 
loss in sensitivity to process shifts. Figure 7.4 depicts the general behavior of the 






















Figure 7.4. Relationship between m and false alarm rate (ARL0 = 20)  
 
7.2.3. Run length distribution with estimated control limits  
 
Denote },,|Pr{ yYmnG m =  by , that is  
=
ymnp ,,
ymnp ,, = },,|Pr{ yYmnG m =   
















.    (7.23) 
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Denote the run length of the constructed chart given n and m by . Then the 
, ,,
thus the pmf is given by  
mnR ,
conditional distribution of R  given Y = y is geometric with parameter p , and 
}|Pr{ , yYrR mmn
mn m ymn
==  = ymnymn pp ,,,, )1( −    (7.24) 
Consequently,  
r 1−
]|[ , yYRE mmn =  = 1/ ,      (7.25) ymnp ,,
)|(Var , yYR mmn =  = (1– )/ .    (7.26) 
 
The average run length of the CCC chart given n and m, denoted , is then 
computed as  
































11   (7.27) 
he run length distribution, i.e. the unconditional distribution of  is then  mnR ,T
}Pr{ , rR mn = = ∑∞ ===
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)1( .  (7.28) 
mn
)(Var ,mnR = )]|(Var[ , mmn YRE  + ])|[(Var , mmn YRE  
= )]|(Var[ , mmn YRE  + 
R ,
[ ]2, ])|[( mmn YREE  – 2, ])[( mnRE  
 166

























   + ∑∞
=
























































































.   (7.29) 
The standard deviation of the run length, denoted mn,SDRL , is then  
mn,SDRL )(Var ,mnR .    (7.30) 
 
Values of  and the coefficient of variation of the run length for a 
range of m and p w = 0.0001 and in-control ARL (i.e., ARL0) set to 20 for each 
m are summa  For each combination of m and p, the first value 
shown is , and the third the coefficient of variation. When 
m tends to ∞, the phase  reduces to the phase II problem, i.e. the case that 
is known, for which the values of and the coefficient of variation 




rized in Table 7.7.
mARL , the second mSDRL
 I problem
0p  ∞ARL , ∞SDRL  
∞ARL uu nULn pp )1()1(1
1















   (7.32) 
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It is noted that as m increases both  and  decrease and eventually 
converge to their values in the case of known  is intuitive since the 
ilable. 
he general behavior of ARL for m = 5, 10, 25 and  of an ARL-unbiased phase I 
CC chart is depicted in Figure 7.5. It is manifest that the ARL curves peak at
xcept m = 2 and 3). Furthermore, as m increases the ARL curve narrows down and 
ventually converges to the known-parameter curve. It is pronounced that the results 
mARL mSDRL
0p . This
performance of a phase I chart should steadily improve as more data become ava
T ∞
 0p  C
(e
e
obtained here are counterparts of those obtained in Chapter 3. The approach proposed 

















Figure 7.5. ARL curves for m = 5, 10, 25 and ∞ of an ARL-unbiased phase I CCC 
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Table 7.7. ARLm, SDRLm and SDRLm/ARLm of ARL-unbiased CCC chart, p0 = 
0.0001, ARL0 = 20 constant, independent of n 
ARL                        
SDRL 0.00001 0.00002 0.00004 0.00006 0.00008 0.0001 0.00015 0.0002 0.0003 0.0004 0.0006 0.0008 
SDRL/ARL                         
  3.81 20.00 16.93 14.39 10.96 8.85 6.43 5.11 10.24 18.99 21.28 21.05 
m 17.03 24.55 25.20 24 = 2 6.52 .41 23.30 20.59 18.35 15.07 12.83 9.96 8.20 
  1.71 16 1.17 1.22 1.28 1.38 1.45 1.55 1.60 1.66 1.29 1.18 1.
  2.40 28 14.59 10.85 8.58 6.07 4.74 5.88 14.63 19.18 20.37 20.00 17.
3 2.70 43 17.09 13.53 11.11 8.13 6.40 9.27 19.43 22.34 22.54 21.88 19.
 1.13 1.58 1.33 1.35  1.16 1.11 1.09 1.12 1.17 1.25 1.29 1.34 
  4.53 12.43 17.96 19.97 20.00 17.38 14.54 10.60 8.27 5.78 2.08 4.49 
4 1.91 6.32 16.50 20.73 21.61 21.23 18.86 16.38 12.57 10.04 7.07 5.42 
  0.92  1.40 1.33 1.15 1.08 1.06 1.09 1.13 1.19 1.21 1.22 1.21
 1.94 3.93 11.10 17.14 19.71 20.00 17.40 14.42 10.35 8.01 5.56 4.32 
5 1.61 85 18.50 15.87 11.86 9.30 6.39 4.84 4.92 14.54 19.63 21.02 20.
 0.83 4 1.06 1.10 1.15 1.16 1.15 1.12 1.25 1.31 1.15 1.07 1.0
  1.87 3.60 10.22 16.53 19.51 20.00 17.38 14.28 10.14 7.81 5.41 4.19 
6 4.15 13.14 18.79 20.59 20.59 18.23 15.46 11.32 8.76 5.94 4.47  1.46 
  0.78 1.15 1.29 1.14 1.06 1.03 1.05 1.08 1.12 1.12 1.10 1.07 
 1.82  19.36 20.00 17.34 14.15 9.96 7.65 5.29 4.10 3.40 9.58 16.06
7 1.37 3.69 12.08 18.13 20.27 20.41 18.01 15.13 10.90 8.35 5.62 4.22 
 0.75 1.09 1.26 1.13 1.05 1.02 1.04 1.07 1.09 1.09 1.06 1.03 
  1.79 3.26 9.11 15.69 19.24 20.00 17.30 14.03 9.81 7.52 5.20 4.04 
8 1.30 3.38 11.27 17.59 20.01 20.27 17.84 14.86 10.56 8.04 5.39 4.04 
  0.73 1.04 1.24 1.12 1.04 1.01 1.03 1.06 1.08 1.07 1.04 1.00 
 1.76 3.16 8.75 15.38 19.13 20.00 17.25 13.91 9.68 7.42 5.13 3.98 
9 1.26 3.16 10.62 17.13 19.80 20.16 17.69 14.62 10.29 7.80 5.21 3.90 
 0.72 1.00 1.21 1.11 1.04 1.01 1.03 1.05 1.06 1.05 1.02 0.98 
  1.74 3.08 8.46 15.12 19.05 20.00 17.21 13.81 9.58 7.33 5.07 3.94 
10 1.22 3.00 10.10 16.75 19.63 20.08 17.57 14.42 10.06 7.60 5.07 3.80 
  0.70 0.97 1.19 1.11 1.03 1.00 1.02 1.04 1.05 1.04 1.00 0.96 
 1.67 2.78 7.20 13.82 18.62 20.00 16.85 13.21 9.04 6.91 4.79 3.73 
20 1.09 2.41 7.71 14.66 18.74 19.71 16.84 13.30 8.98 6.74 4.49 3.36 
 0.65 0.87 1.07 1.06 1.01 0.99 1.00 1.01 0.99 0.98 0.94 0.90 
  1.64 2.70 6.80 13.31 18.44 20.00 16.64 12.94 8.83 6.76 4.68 3.65 
30 1.05 2.25 6.94 13.79 18.38 19.61 16.49 12.83 8.61 6.45 4.30 3.22 
  0.64 0.83 1.02 1.04 1.00 0.98 0.99 0.99 0.98 0.95 0.92 0.88 
 1.63 2.66 6.60 13.04 18.35 20.00 16.52 12.80 8.73 6.68 4.63 3.61 
40 1.03 2.17 6.56 13.30 18.19 19.56 16.29 12.58 8.42 6.32 4.20 3.15 
 0.63 0.82 0.99 1.02 0.99 0.98 0.99 0.98 0.96 0.95 0.91 0.87 
  1.63 2.63 6.49 12.87 18.29 20.00 16.44 12.70 8.66 6.63 4.60 3.58 
50 1.02 2.13 6.35 13.00 18.07 19.54 16.16 12.43 8.31 6.23 4.15 3.10 
  0.63 0.81 0.98 1.01 0.99 0.98 0.98 0.98 0.96 0.94 0.90 0.87 
 1.61 2.58 6.26 12.51 18.17 6.52 4.53 20.00 16.25 12.51 8.52 3.53 
100 1.00 2.05 5.92 12.34 17.82  6 12.11 6.06 4.04  19.51 15.8 8.09 3.02 
 0.62 0.79 0.95 0.99 0.98 0.98 0.98 0.97 0.95 0.93 0.89 0.86 
  1.60 2.54 6.04 12.13 18.04 20.00 16.04 12.30 8.38 6.41 4.45 3.48 
∞ 0.98 1.98 5.52 11.62 17.54 19.49 15.53 11.79 7.86 5.89 3.92 2.94 
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7.2.4. Numerical examples  
 
In this section, we present three examples to demonstrate the use and efficiency of 
ARL-unbiased phase I CCC chart. Table 7.8 lists a set of 60 simulated CCC samples 
with p = 0.0001 and n = 50, as well as the corresponding values of mY , p , LCL , and 
UCL  based on in-control ARL set to 20 constant. The first 25 data points are used to 
 
depicted in Figure 7.6, where the dotted lines are the estimated control limits which 
stop updating at point number 25, while the two straight solid lines are the control 
limits for known parameter 
set up the ARL-unbiased CCC chart with the proposed approach. These data are
0λ = 0.01. From there it is evident that the process is in 
control, although there is a false alarm at point No. 44 against the estimated control 
limits.  
 
Table 7.8. An simulated data example of ARL-unbiased phase I CCC chart with p = 
0.0001 and n = 50  
m CCC mY  p  LCL  UCL m CCC mY  p  LCL  UCL  
1 42 42 --- --- --- 14 53 2122 0.00012 7 797 
2 99 141 0.00014 4 754 15 163 2285 0.00012 7 795 
3 71 212 0.00019 4 548 16 96 2381 0.00013 7 773 
4 477 689 0.00009 8 1173 17 10 2391 0.00013 7 726 
5 172 861 0.00009 8 1087 18 90 2481 0.00014 7 708 
6 196 1057 0.00009 8 1060 19 280 2761 0.00013 7 744 
7 359 1416 0.00008 9 1176 20 209 2970 0.00013 7 758 
8 37 1453 0.00010 8 1030 21 335 3305 0.00012 7 800 
9 36 1489 0.00011 8 919 22 143 3448 0.00012 7 795 
10 159 1648 0.00011 8 902 23 179 3627 0.00012 7 797 
11 9 1657 0.00012 7 814 24 154 3781 0.00012 7 794 
12 384 2041 0.00011 8 909 25 99 3880 0.00012 7 781 
13 28 2069 0.00012 7 843       
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Figure 7.6. ARL-unbiased phase I CCC chart using simulated data in Table 7.8  
 
The second example presented here is to demonstrate the efficiency of the ARL-
unbiased phase I CCC chart in detecting system deterioration. To this end, another 30 
CCC samples are simulated with p = 0.001 and n = 50 representing a shifted process. 
These 55 data points are plotted in Figure 7.7, where the dotted lines are the estimated 
control limits which stop updating at point number 25, while the two straight solid 
lines are the control limits for known parameter. From Figure 7.7 we see that both sets 
of control limits (known-parameter and estimated) detect the deterioration 












Figure 7.7. An example of ARL-unbiased CCC chart for detecting deterioration  
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The third example presen is ted here to demonstrate the efficiency of the ARL-
nbiased phase I CCC chart in detecting system improvement. To do this, another 30 
CCC samples are simulated with p = 0.00001 and n = 50 representing an improved 
igure 7.8. From Figure 7.8 we see that 
eter and estimated) detect the improvement 
u
process. These 55 data points are plotted in F
both sets of control limits (known-param











Figure 7.8. An example of ARL-unbias  CCC chart for detecting improvement  
 
. scussions  






In this chapter, an ARL-unbiased design has been developed for both the phase II and 
phase I problems of CCC chart. In particular, a sequential sampling scheme as in 
been adopted for ARL-unbiased phase I CCC chart, which has been 
shown to have the same advantages as the ARL-unbiased phase I exponential chart in 
Chapter 3. For examples, it provides an almost self-starting feature; it can 
simultaneously investigate the performance of a c l chart for estimated parameter ontro
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as well as examine the homogeneity of the samples; the phase I chart is able to be 
calibrated to a constant in-control ARL value. The performance of the ARL-unbiased 
s of its run length properties and false alarm rate has been 
investigated. The use and efficiency of the proposed ARL-unbiased CCC charts under 
sampling inspection have been demonstrated with numerical examples.  
 
Since the conventional CCC chart is a special case of the generalized CCC, the ARL-
unbiased design approach proposed here applied to the conventi al CC ch
well. The strong analogy between the exponential chart and the CCC chart has been 





phase I CCC chart in term
on C art as 
d
makes the studies on each of these two types of contro harts an integral part of this 
thesis.
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Chapter 8 
conomic Design of CCC Charts under 
by Samples  
 
In Chapter 7, the generalized CCC chart h
d for both the phase I and phase II problems. This chapter will 
ddress the same chart but from a different perspective. Since the implementation of a 
o minimize the overall costs. In this chapter, an economic model is 
developed to design the generalized CCC chart. This economic model reduces to one 
for designing the standard CCC chart f the sample si n equals 1, i.e. under 
l inspection. Therefore, the economic model developed in this study can be 
seen as a more general model for char
inspection by samples is implemented.  
8.1. An economic model for designing CCC charts  
Additional notations:  
n sample size; 






as been studied. An ARL-unbiased design 
has been develope
a
control chart has significant economic impact, it is reasonable to design a control 
chart with an aim t
 i ze 
sequentia
 the CCC t, whether sequential inspection or 
 
 
h sampling interval;  
ignable cause, given that it 
occurs between two samples;  
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v expected number of false alarms;  
b  cost per unit sample
 
forming when the process 
is in control, t of control;  
λ occurrence rate of the assignable cause that is assumed to follow a 
Poisson process;  
 
Designing a CCC under inspection by samples volves the determination of sample 
size n, sampling interval h, UCL, and LCL. However, we shall primarily focus on the 
design of LCL for detecting upward shift of p since it is of more serious concern in 
ractice; however, the economic approach applies as well to the UCL.  
=  and = .    (8.1) 
 
Let L denote the LCL of the CCC chart, then the false alarm rate, α, is given by  
α = .     (8.2) 
xp  power of the first sample statistic after the assignable cause;  
a  fixed cost per sample;  
;  
E time to sample and chart one item;  
0p , 1p  in-control, out-of-control fractions nonconforming of the process;  





Let p0 and p1 be the in-control and the out-of-control fractions nonconforming of the 
process, respectively. Correspondingly, the in-control probability, p , of a sample 
being nonconforming and the out-of-control probability, , of a sample being 
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ARL here is defined as the average number of statistic data points that must be plotted 
before a point indicates an out-of-control condition. Hence, the in-control ARL, ARL0, 




−−− Lnp .ARL0 /α =  = 1  
 
8.1.1. The economic model  
 
e detection and removal of an 
assignable cause. A diagram of a production cycle is sketched in Figure 8.1. The 
meanings of the tim ents T1  T6 are explained as follows. R om va
1 denotes the time from the start of a production cycle to the observation of the last 
le cause. Random variable T2 denotes the 
onforming sample before the assignable 
cause to the occurrence of the assignable cause. Random variable T3 denotes the time 
from the occurrence of the assignable cause to the observation of the fir
nonconforming sample after the assignable cause. Random variable T4 denot
me from the observation of the first nonconforming sample after the assignable 
servation of the nonconforming sample which indicates an out-of-
 
   (8.3) 
In our economic model, a production cycle is defined as the time period from the 
beginning of the production (or after a repair) until th
e compon  to and riable 
T
nonconforming sample before the assignab




cause to the ob
control condition. Random variable T5 denotes the time taken to locate the assignable 
cause and random variable T6 denotes the time taken to remove the assignable cause 
and repair the process.  
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In control Out of control 
s sample statistics, 










Figure 8.1. Diagram of a production cycle  





there is a single assignable cause shifting the process from an in-control to an out-of-
control states, the occurrence of which can be modeled by a homogenous Poisson 
process with parameter λ. This single assignable-cause model can be used to closely 
approximate the cost per hour for a multiple-cause model (Lorenzen and Vance 1986). 
 
The cost function of the economic model is given as the following (detailed derivation 










S1 = [ ]5101 )( tpnECC n + 6+++−− τλ  
   tC WstCYstδλ λαδλλαδ +−−+−+−− 01062 )1(])1 ,  (8.5) 
D = 
511 ()1[(
[ ]651101 /ARL)1(1 ttphnEts n ++++−+−+ τλαλδ ,   (8.6) 
S2 = )/ARL(1 625111 ttphnE n δδτλ ++++−+ .    (8.7) 
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If 1δ = 2δ = 1, th s, the production continues ring both search and 
term in (8.4) simplifies to 
at i  du repair, the third 
hbna /)( + .  
 
8.1.2. Derivation of the cost function  
 
Out-of-control ARL 
Let random variable T denote the occurrence time
been assumed to follow an exponential distribution with parameter λ. Let random 
variable  denote the number of samples inspected from after the last 
nonconforming sample before the assign
cause, and random variable denote the number of samples inspected from the 
occurrence of the assignable cause to the first nonconforming sample after the 
assignable cause. Then,  = is the greatest integer smaller than or equal to 
. Due to the memoryless property of the geometric distribution,  follows a 
geometric distribution with parameter . Let  be the first sample statistic 
observed by an operator after the occurrence of able cause, that is,  = 
+ . Although it is not an easy task to derive exactly the distribution of  and 
 since  is a randomly truncated geom
approximately in the following way. The approximate distribution of  can 
be derived as  
=
 of the assignable cause, which has 
2M
able cause to the occurrence of the assignable 
3M  
2M ]/[ 2 hT  
hT /2 3M
1np xM
 the assign xM
2M 3M 2M

















nn tpihTpih  = 
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− .   (8.10) 
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0 −nphn ep λ
.   (8.11) 
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phph peee nn −−−−− −
−
−− λλλ .    (8.12) 
 
After the sample statistic , the power, denoted (1–β), of each of the subsequent 
sample statistics is given by  
1–β = .     (8.13) 
Consequently, the out-of-control ARL, ARL1, is calculated as  






2 +−+−+−− βββββxp β−
−+
1
11 xp  
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−+ Lnxpp .      (8.14) 
 
Expected cycle time  
As shown in Figure 8.1, let τ represent the expected time of occurrence of the 
assignable cause, given that it occurs between the i-th and (i+1)st samples. It can be 






λλ ,     (8.15) 
independent of i.  
 
Let s denote the expected number of sample statistics obtained when the process is in 
control. We have  




sh .   (8.16) 




0/ −npheλ .     (8.17) 
Then the expected number of false alarms, denoted v, is given by  
v = αs = ( ))1(0 )1(1 −−− Lnps .    (8.18) 
Let 1δ = 1 if production continues during searches for false alarms or assignable cause 
and 1δ = 0 if production ceases during searches. Then the expected time until the 
ssignable cause occurs is  a
01)1(/1 tsαδλ −+ ,     (8.19) 
where  denotes the expected search time se alarm.  0t  for a fal
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Let E be the expected time to sample an art one item, which is often taken as 0. 
m  item the tim  anal  sam and e re s given by  
nE.    (  
TE  be the expected time to the a nabl  an TE  
ect e to ir the process.  the cted rom ccur  
ssig  cause to the rep
= 
d ch
For a sa ple of n s, e to yze the ple chart th sult i
   8.20)
Let 5t = locate ssig e cause d 6t = )6  be()( 5
the exp ed tim repa Then, expe  time f  the o rence
of the a nable air of the process equals  
)( 6543 TTTTE +++ 65111 /)1ARL(/ ttnEphph nn +++−+−τ  
6511 /ARL ttnEph n +++−τ= .    (8.21) 
Combining (8.19) and (8.21) gives:  
expected cycle time = 01)1(/1 tsαδλ −+ + 6511 /ARL ttnEph n +++−τ  
1−he
h
λ + 01)1( tsαδ− + 6511 /ARL ttnEph n +++= .  (8.22) 
 
Expected cost per cycle  
The costs per cycle are incurred for nonconformities produced while in control as well 
as out of control, for false alarms, for location and removal of the assignable cause 
and for sampling and inspection (Lorenzen and Vance 1986). Let  and  (> ) 
be the costs per hour due to nonconformities produced while the process is in con l 
and out of control, respectively. Le
0C 1C 0C
tro
t 2δ = 1 if production continues during repair and 
2δ = 0 if production ceases during repair. Then the expected cost per cycle due to 
nonconformities equals  
λ/0C + [ ]6251111 /ARL ttnEphC n δδτ +++− .  (8.23) 
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Let Y be the cost per false alarm, and W be the cost for detecting and removing the 
assignable cause when one exists. Then the expected cost for false alarms and locating 
and removing the true assignable cause is given by  
WvY +  = .   (8.24) 
The expected total number of samples inspected per cycle is  
WYps Ln +−− − ))1(1( 10
httnEpMEps nn /)(/ARL)(/ 62511120 δδ +++++  
1
1
−heλ + httnEpn /)(/ARL 625111 δδ +++= .   (8.25) 
Let a be the fixed cost per sample and b be the cost per unit sampled. Then the 




−heλ + httnEpn /)(/ARL 625111 δδ +++ ].  (8.26) 
 
Combining (8.23), (8.24) and (8.26) gives  
expected cost per cycle = λ/0C + [ ]6251111 /ARL ttnEphC n δδτ +++−  
+ WYps Ln +−− − ))1(1( 10 + (a + bn)[ 1
1
−heλ + httnEpn /)(/ARL 625111 δδ +++ ].  
(8.27) 
 
Cost function  
Based on the renewal reward process, the expected cost per hour C in a production 
cycle can be expressed as the ratio of the expected cost per cycle to the expected cycle 
time in hours. That is,  
C = { λ/0C + [ ]6251111 /ARL ttnEphC n δδτ +++− + WYps Ln +−− − ))1(1( 10  
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λ + 01)1( tsαδ− + 6511 /ARL ttnEph n +++ }.  (8.28) 
The above expression simplifies to (8.4) after some algebraic manipulations. It is 
noted that this economic model can also be seen as an adaptation of the general 
economic model for TBE control charts developed in Chapter 6.  
 
8.2. Minimization of the cost function  
 
The cost function (8.4) takes a quite complex form. An exact minimization of it seems 
formidable. Usually approximate methods have to be employed. Chung (1991) 
proposed a simplified algorithm for solving the LV’s model, which has been 
demonstrated to be more accurate and more efficient than the one given in Lorenzen 
and Vance (1986). The basic idea of Chung’s algorithm is to simplify the economic 
model by substituting (1/λh – 0.5) for )1/(1 − , which capitalizes on the close 
approximation between the two expressions within the context under study. This idea 
has also been successfully applied to solve other economic models (see Chung 1992, 
1994). We adopt this idea in this study.  
 
By substituting (1/λh – 0.5) for )1/(1 −heλ  and ( hpn
heλ
λ/0 – 0.5) for /(1 heλ )10/ −np , the 
ost function (8.4) simplifies to  c







+++ ,    (8.29) 
where  
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h
tCYpn ))1(( 0100 δα −−[ ]hpCC n 211101 /ARL)( −−1S  = + A, (8.30)  +λ
        A = ])1()1[())(( 62511216501 ttCYttnECC δδλαλλ −+−−−++−   
WtC λαδλ +−+ 01021 )1( ;     (8.31) 
D = hpn )/(ARL 2111 −λ  + h
pt n001)1( αδ− + K,    (8.32) 
K = 650121 )1(1 ttnEt λλλλαδ +++−− ;     (8.33) 
2S hpn )/(ARL 2= 111 −λ + B,       (8.34) 
B = 62511 ttnE λδλδλ +++ .       (8.35) 
 
In LV’s model for Shewhart control charts the ARL1 is independent of h, but for CCC 
chart the ARL1 is dependent on h. This may cause some difficulty for applying the 
approach of Chung (1991). A simple and effective solution to this problem is that, we 
an first ignore this dependence and derive an explicit expression of h in terms of n, L c
and ARL1, and then use an iterative procedure in the algorithm to take into account 
this dependence. For a given pair (n, L), setting the partial derivative of C  with 
respect to h equal to 0 yields  
32
2
1 rhrhr ++  = 0    (8.36) 
where  
1 [ ]221112 /ARL)( −+ npbna λr = ])()[/(ARL 01211 n 1 ACCKp −−−λ – ;   (8.37) 
2r = ])()1()[/(ARL2 000112111 BbnapYptCp nnn +−−−− ααδλ ;   (8.38) 
3r = ])1([)1( 00100001 nnn ptCYpKptA αδααδ −−−− +          
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.   (8.40) 
 
In the process of obtaining the approximate optimal values n*, L* and h*, variables n 
and L are treated as discrete. The procedure for obtaining n*
2 4 rrrr −+−
entially 
erative one and is described as follows:  
1  h(i) by (8.40).  
(c) If |h(i) – h(i–1)| < ε, 
ation (8.4);  
Step 4:  Find = nC
LLL ≤≤
n*, L* and h* that generate the overall approximate minimum cost C* 





, L* and h* is ess
an enum
Step 1:  Given a pair (n, L) both of which belong to a reasonable range, for 
example, ≤ n ≤  and ≤ L ≤ ;  
Step 2:  Perform the following iterative procedure to obtain h:  
(a) Given an initial value of h = h(0); set i = 1.  
(b) Calculate ARL  by (8.14) and
1n  2n 1L   2L
a small value, then stop with h = h(i); 
otherwise, set h = h(i), i = i+1, go to (b).  
Step 3:  Calculate C(n, L, h) from equ
*
nC )],hL ;  ,([min
21
Step 5:  Calculate *C = ][min *nnnn C≤≤  = C(n
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8.3. Numerical illustrations  
 
In the following, some numerical examples are presented to illustrate the economic 
design of CCC chart. The input parameters taken from Lorenzen and Vance (1986) 
d Xie et al. (2001) are:  = 4.2,  = 420, λ E = t0 = t5 = 5/60, t6 = 45/60, 
Y = W = 977.40, a = 0, b = 4.22, δ1 = 1, and δ2 = 0. It is noted that we have set n ∈ [1, 
100] and L ∈ [2, 500] for all numerical examples in this section.  
 
Table 8.1 summarizes the economic designs of CCC charts with p0 = 0.0001 and p1 
 to 0.01. It is observed that the optimal loss C* decreases as p1/p0 
increases. Keeping p0 constant, ARL0 tends to increase as p1/p0 increases; whereas 
ARL1 remains very close to 1 throughout all the cases. This is explained in the 
llowing way. The erage time taken to plot a statistic data point on the CCC chart 
is usually very long for high quality processes. It is therefore very costly not to detect 
the process deterioration as soon as possible. The consequence is that an economically 
optimal design of CCC chart will have a very small ARL1 value and a small type II 
error rate β. This would imply a large type I error rate α, which, however, does not 
ply a large cost due to false alarms because, when the process is in control, the 
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Table 8.1. Some economic designs of CCC charts  
p0 p1 p1/p0 n* h* L* C* ARL0 ARL1
0.0001 0.000 500 372.5 5 26 1.238 65 1.38 1.00 
0.0001 0.00 500 301 10 16 0.695 6.30 1.82 1.01 
0.0001 0.002 20 12 0.588 500 241.99 2.22 1.01 
0.0001 0.003 30 10 0.551 500 208.76 2.55 1.01 
0.0001 0.004 40 8 0.483 500 187.54 3.04 1.01 
0.0001 0.005 50 8 0.525 500 172.43 3.04 1.01 
0.0001 0.006 60 7 0.491 3.39 1.01 500 160.93  
0.0001 0.007 70 7 0.522 3.39 1.01 500 151.85 
0.0001 0.008 80 6 0.470 500 144.34 3.86 1.01 
0.0001 0.009 90 6 0.494 500 138.08 3.86 1.01 
0.0001 0.01 100 6 6 500 13 4 3.86 1.01 0.51 2.7
 
 
On the other hand, the sensitivity of an economic design to the various input 
 in the estimation of these parameters. In this study, the sensitivity of an 
ference described at the beginning of this section, while 
keeping all others constant at the their reference value
nomic designs are summarized in Table 8.2. It is revealed from there 
that parameters having relatively significant effect on the economic objective C (as 
marked by an asterisk in Table 8.2) include λ, C1 and me
expected. Consequently, care should be exercised when evaluating these parameters 
during the implementation.  
parameters is usually an important concern because of the complexity and difficulty 
involved
economic design of CCC chart to the input parameters has been investigated on a 
“one-factor-at-a-time” basis, similar to Bai and Lee (1998), Xie et al. (2001) and De 
Magalhaes et al. (2002). Each time one of the input parameters is picked out to vary 
around its re value that is 
s. The high value is usually two 
times the reference value, and the low value is usually half of the reference value. The 
results of the eco












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 8.2. Sensitivity analysis of econom
ic design of C
C
C
 chart under sam
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8.4. Discussions  
 
In this chapter, an economic model has been developed for designing the generalized 
CCC chart. An effective approximate metho  b  to optimize the cost 
function. Numerical exam g and s sitivity al en 
performe o demon ate the se of the econ c model. The results show that the 
CCC chart is distinct from he e ol cha  in th an ally 
optimal design usually has a sm e I e  ra mall 
type II error rate. The reason is that the average time taken to plot a data point of the 
chart statistic is usually long for high quality processes an thus i
detect shift quickly. Th co re is a gen del 
and thus applies to the conve
 
In addition, it is possible to m eco ic mo l prop d t e an 
econom statistica model  i ns ts on t  statis l p e of 
the CCC chart. As demonstrated in Chap 4, an onom sta ign 
approach is essentially a m o on app ach, w h  to 
make tradeoff decisions a g mi d stati cal objectiv rn. 
However, the price paid for employing an e mic-s tical design approach in 
lace of a pure economic design approach is the increased complexity of the model 
nd thus increased difficulties involved in the optimization of the model.  
d has een derived
ples have been iven en  an ysis has be
d t str  u omi
 S whart-typ contr rts at economic
all ARL1 value, a large typ rror te and a s
d t is very costly not to 
the e e nomic model developed he eralized mo
ntional CCC chart as well.  
odify the nom de ose o becom
ic- l by mposing co train he tica erformanc
ter ec ic- tistical des
ulti bjective optimizati ro hic offers a way
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Chapter 9 






In Chapters 7 and 8, the CCC chart has been generalized and has 
For this new control chart, the monitoring statistic is the cumulative number of 
samples inspected until a specified number of nonconforming products are detected. It 
hart, however, is 
not limited to high quality high yield processes. Furthermore, the issue of correlation 




been studied from 
both statistical and economic perspectives, respectively. A further investigation is 
conducted in this chapter on the same subject. In Chapters 7 and 8, the monitoring 
statistic of the CCC chart is the cumulative number of samples inspected until a 
nonconforming sample is encountered. Such a control charting technique requires the 
definition of a nonconforming sample. In this chapter, more general control charting 
procedures without requiring such a definition are developed.  
 
is therefore called CCS (cumulative count of samples) chart, which naturally includes 
the CCC and CCC-r charts as special cases. The application of CCS c
add is c correlation on the 
performance of CCS chart is investigated.  
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9.1. Cumulative Count of Samples (CCS) charts  
 
Consider a pr ction proce
inspection of the products from the process is conducted sample by sample of size n, 
and the original production ordering of the items in a sample is not serve
CCS chart monitors the cumulative number of samples (including the last one) 
inspected until a specified number of nonconforming items are encountered.  
 
Let M be the cumulative nu ber of samples (including the last one) inspected until 
ing item
n a 
design false alarm rate α, if LCL, denoted L, is to be designed for detecting increase 
of p, the following equation needs to be solved  
odu ss having a fraction nonconforming, p. Suppose that the 
pre d. The 
m
the r-th nonconform  is encountered and MF  denotes the distribution function 
of random variable M. The control limits can be determined as follows. Give
)1( −LFM  = α.      (9.1) 
On the other hand, if UCL, denoted U, is to be designed for detecting decrease of p, 
the following equation needs to be solved  
 = 1–α.      (9.2) 
Proposition 9.1.  
)(UFM
The distribution function of M is given by the following Proposition 9.1.  
 
)(mFM = { }mM ≤Pr  =  =  for r ≤ mn.  
 (9.3) 
where p is the fraction nonconforming of the process; r is the number of 
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Proof by induction.  
Let  denote the distribution function of M given r. Then for r = 1,  
=
 = 
{ }rmM |Pr ≤
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For r = 2, we have  
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= .  























{ } { }1|Pr|Pr +≤−≤=∆ rmMrmM .  
It can be shown that, although very tedious, 
m −⎜⎜⎝










⎜⎜⎝ )1(   
=   
which completes the proof.            
 
Naturally, the CCS chart reduces to CCC chart when n = r = 1, and to CCC-r chart 
when n = 1 and r > 1. Unless r = 1, it is difficult if not impossible to derive a closed 
form solution to equations (9.1) and (9.2). In case of r = 1, the distribution function of 
M, denoted , is given by  
 = .    (9.4) 
Consequently, in this special case the closed form solutions to the control limits of 




































−α + 1.    (9.6) 
For r > 1, a simple computer program can be written to solve (9.1) and (9.2) and 
obtain the control limits of CCS chart.  
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9.1.1. An example of CCS chart   
 
Here, a simple example is shown to demonstrate the use of CCS chart. Suppose that in 
a production process, the fraction nonconforming of p0 = 0.0001, the inspection of 
products is conducted sample by sample of size n = 500. The assignable cause to be 
detected may shift upward the fraction nonconforming by about 10 times. Suppose 
here that the designed r value is 3 and the designed LCL (by solving equation (9.14) 
given an ANI0 = 105) is 39.  
 
In our example, the first 150 sample data (No. 1 to 150) are simulated from a binomial 
distribution with parameters n = 500 and p = 0.0001. The last 9 (No. 151 to No. 159) 
sample data are simulated from a binomial distribution with parameters n = 500 and p 
= 0.001. There are four data of the monitoring statistic M: 66, 42, 43 and 8. The first 
three indicate an in-control condition, while the last one indicates an out-of-control 
condition. Table 9.1 gives a tabular form of the CCS chart. A graphic form of the 
















C, in controlB, in control
A, in control
D, out of control
LCL=39
 
Figure 9.1. An example of CCS chart in graphic form  
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conforming CCS Decision 
1 0 1 inconclusive 101 0 35 inconclusive 
2 0 2 inconclusive 102 0 36 inconclusive 







 104 0 38 inconclusive 
38 0 38 inconclusive 105 0 39 in control 
39 0 39 in control 106 0 40 in control 
40 0 40 in control 107 0 41 in control 
41 1 41 in control 108 2 42 in control 







 110 0 2 inconclusive 









47 0 47 in control 132 0 24 inconclusive 
48 1 48 in control 133 1 25 inconclusive 
49 0 49 in control 134 0 26 inconclusive 
















 147 0 39 in control 
65 0 65 in control 148 0 40 in control 
66 1 66 in control 149 0 41 in control 
67 0 1 inconclusive 150 0 42 in control 
68 0 2 inconclusive 151 2 43 in control 







 153 0 2 inconclusive 
74 0 8 inconclusive 154 1 3 inconclusive 
75 0 9 inconclusive 155 0 4 inconclusive 
76 1 10 inconclusive 156 0 5 inconclusive 
77 0 11 inconclusive 157 1 6 inconclusive 







 159 1 8 out of control
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9.1.2. Performance of the CCS chart  
 
In the following, we shall primarily focus on the CCS chart having only LCL for 
detecting upward shift of p (or process deterioration).  
 
ANI performance   





.     (9.7) 
However, ARL may not be a good performance measure to CCS chart as the number 
of items inspected in order to plot a statistic data is a random variable. A more 
appropriate performance measure is ANI (average number of items inspected) (see, 
e.g. Chan et al., 2003), which sometimes is also called ATS (average time to signal) 
(see, e.g. Wu et al., 2000). Here ANI is defined as the average number of items that 
must be inspected before the chart signals an out-of-control condition. Thus, given p, 
r, n and L we have  








,   (9.8) 
 denote the mean of M given r. It can be calculated based on the 
distribution function (see, e.g. Johnson et al., 1992, p41) as follows:  
 =  = .   (9.9) 
Therefore, a recursive formula for calculating  is given by  
where )|( rME



























)|( rME = )1|( −rME +∑∞ ⎦⎣ ⎟⎠⎜⎝ −0 1x .   (9.10) 
+−− ⎥⎤⎢⎡ −⎟⎞⎜⎛ 11 )1( rxnr ppxnr=
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Then it can be shown that  
 = )1|(ME np)1(1
1
−− ,         (9.11) 
 = )2|(ME np)1(1
1


















−+−− − ,  (9.12) 



















−++−− −−+ .   (9.13) 
The calculation of  for larger r is tedious. However, usually r should not be 
too large as otherwise the time taken to plot a data on the chart could be too long.  
 
When p = p0, equation (9.8) gives the in-control ANI, denoted ANI0. Given p0, n, r 
and a design value of ANI0, the LCL of a CCS chart can also be determined by 









= ANI0.     (9.14) 
A simple computer program can be written to do this, where the left hand side and 
right hand side of the equation should be made as close as possible.  
 
Effect of sample size n on ANI performance  
For a meaningful comparison, the values of ANI0 of all charts under comparison 
should be calibrated to a constant specified value. However, due to the discrete nature 
of the control limit, the resultant ANI0 may not be exactly equal to the specified value, 
ut should be made as close as possible.  b
 197
Chapter 9 Cumulative Count of Samples Control Charts 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
 
Table 9.2 lists the values of the L and actual ANI0 of two sets of CCS charts. For the 
first set, p0 = 0.0001 and the design ANI0 is 10/ p0 = 105. For the second set, p0 = 
0.00001 and the design ANI0 is 100/ p0 = 107. In each set, the ANI0 of all CCS charts 
are calibrated as close as possible to the design ANI0. For each combination of p0 and 
r, the upper-sided ANI curves of four CCS charts having sample size n ranging from 1 
 500 are plotted in a single chart in Figures 9.2-9.7. It is interesting to note that the 
ANI curves almost, but not exactly, coincide in each chart. The extent of coincidence 
is higher for r = 2 and 3 than for r = 1. This is because the average discrepancy 
between the design ANI0 and the actual ANI0 is greater for r = 1 than for r = 2 or 3 
(see Table 9.2). These are, in turn, due to the discrete nature of the control limit and 
attribute data. This “coincidence” pattern also occurs for other combinations of ANI0, 
p0 and r. This can be explained as follows. For high quality processes, the out-of-
control ANI value of CCS chart is usually very large, compared to the sample size n 
commonly used in practice (usually in hundreds or less). The average difference of 
ANI values between sequential inspection and sampling inspection is only half of the 
sample size. This also explains the typical pattern observed in such a chart (see the 
zoom-in view in Figure 9.8), that is, the larger the sample size, the slightly higher the 
ANI value and the difference of ANI values is usually about the half of the difference 
of the sample sizes. In other words, the difference of ANI values between sampling 
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Table 9.2. Values of L and actual ANI0 of some CCS charts  
 p0 = 0.0001, design ANI0 = 105 p0 = 0.00001, design ANI0 = 107
L 
Actual ANI0
n = 1 100 300 500 n = 1 100 300 500 
1055 12 5 3 1006 11 4 3 r = 1 
99960 96472 89758 107722 10000283 10055009 11177825 10075129
8245 84 29 18 21471 216 73 44 2 
100000 99242 97980 96758 10000262 9976800 9896050 9986774 
19139 193 65 39 66482 666 223 134 3 
99998 99607 99939 102098 10000029 9994483 9960051 10001145
 
 






















p0 = 0.0001, r = 1
* ANI0 
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p0 = 0.00001, r = 1
* ANI0 
 
Figure 9.3. Effect of sample size n on ANI performance, r = 1, p0 = 0.00001  
 































Figure 9.4. Effect of sample size n on ANI performance, r = 2, p0 = 0.0001  
 
 0.0001, r = 2
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n=100
     
n=300
     
  
n=500
     
p0 = 0000 , r = 2
 
 



















     
n=100
     
n=300
     
     
n=500
I
p0 = 0.0001, r = 3
* ANI0 
Figure 9.6. Effect of sa n on ANI performance, 0
 
mple size r = 3, p  = 0.0001  
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n=300
     
n=500
     




Figure 9.7. Effect of sample size n on ANI performance, r = 3, p0 = 0.00001  
 
 























p0 = 0.0001, r = 2
* ANI0 
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This facilitates the design of CCS chart, as the otherwise critical sample size n is no 
longer an important issue. Practitioners can choose to their own preference or 
convenience a certain sample size, including n = 1 (i.e. sequential inspection), and 
then design the control limits either using (9.1) and (9.2) based on a design false 
alarm rate α or using (9.14) based on a design ANI0 value. Maintaining the inspection 
intensity (number of items inspected per unit time) constant, the average time to 
signal an out-of-control condition is relatively insensitive to the sample size used, 
provided that it varies within a reasonable range. This may provide an advantage for 
CCS chart using sampling inspection over CCC or CCC-r charts in case there is an 
economy of scale for group inspection.  
 
9.1.3. The choice of r value  
 
The optimal choice of r value depends on the criteria employed as well as the 
magnitude of the p shift and the values of p0 and ANI0. For examples, in Ohta et al. 
(2001) an economic criteria is used and the optimal r value for the numerical 
examples therein ranges from 3 to 6. In Wu et al. (2000) the recommended value of r 
is 3 based on some numerical tests conducted in Zhang and Wu (1996). The ANI 
curves for different r values may in som  de g on the values of p0, 
ANI0, and r (see Figures 9.9-9.11). Usually, if the magnitude of p shift is small to 
moderate, then a larger value of r (say 3) leads to lower ANI and thus higher 
sensitivity to process deterioration. However, if the magnitude of p shift is large, then 
a lower value of r (say 1) could lead to lower ANI and thus higher sensitivity to 
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Therefore, a qualitative guideline we can suggest based on our experiments is this. A 
relatively larger value of r (say 2 or 3) should be used if the upward shift of p to be 
detected is small to moderate, while a relatively smaller value of r (say 1) should be 
used if the shift is large. An even higher value of r (i.e. ≥ 4) may be practically 
unrealistic as it implies a very long time (or a very large number of products inspected) 
in order to plot a statistic data on the chart.  
 


























p0 = 0.0001, n = 100
* ANI0 
 
Figure 9.9. ANI curves of CCS charts for r = 1, 2 and 3, p0 = 0.0001, n = 100  
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p0 = 0.0001, n = 300
* ANI0 
 
Figure 9.10. ANI curves of CCS charts for r = 1, 2 and 3, p0 = 0.0001, n = 300  






















p0 = 0.0001, n = 500
* ANI0 
 
Figure 9.11. ANI curves of CCS charts for r = 1, 2 and 3, p0 = 0.0001, n = 500 
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9.2. Effect of correlation when present within samples  
 
Frequently, items (or their quality characteristics) produced from a process are 
assumed to be independent. However, correlation between successively produced 
items could be a serious issue, particularly when the production speed is high or when 
the production and inspection are automated (see, e.g. Lai et al., 1998). Several 
researchers have proposed generalized binomial distributions where the independence 
assumption is violated; however, only the model by Madsen (1993) seems to be more 
realistic and mathematically tractable; see Lai et al. (1998) for a review.  
 
9
The correlation binomial model proposed by Madsen (1993) uses a notion of 
exchangeability, which is briefly described as follows. Let  
if the i-th item is nonconforming; 
=          (9.15) 
          0, otherwise.  
 
Then  is exchangeable if  satisfies the condition  
.2.1. Correlation binomial model  
 
          1,  
iX
iX }{ iX
},...,,Pr{ 2211 nn eXeXeX ===  = },...,,Pr{ 21 21 nanaa eXeXeX === , (9.16) 
where = 0 or 1, and { , … , } is any permutation of integers {1, 2, … , n}. 
Based on this, the correlation binomial model has been developed. For a process 
having fraction nonconforming p, the probability of k nonconforming items detected 
in a sample of size n is given by:  
 
 
ie  1a , 2a na
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                          ,  k = 0 
,  1 ≤ k ≤ n–1            (9.17) 
                          k = n 
where ρ ≥ 0 is the correlation coefficient between any pair, i.e.,  
ρ = i ≠ j     (9.18) 
The effect of correlation on the CCC chart has been studied in Lai et al. (1998) based 
on this model. Madsen (1993) also gave a moment estimator for ρ,  
npp )1)(1()1( −−+− ρρ






npp )1( ρρ −+ ,   







−−=ρ       (9.19) 
where  denotes the sample variance for the observed data (using a divisor of n).  
 
Consider the case where a sample of size n is inspected at intervals. It is then 
reasonable to assume independence between samples, while correlation within 
samples is represented by Madsen’s model. In this section, we only consider the most 
common case of  r = 1.  
 
Let  denote the number of samples inspected until detecting the first 
ming item, when correlation is present within samples and can be 





}Pr{ mM =ρ = [ ] [ ]{ }nmn pppp )1)(1()1(1)1)(1()1( 1 −−+−−−−+− − ρρρρ ,  
m= 1, 2, …      (9.20) 
The distribution function of , denoted , is then  
= 1 – 
ρM )(mFρ
)(mFρ [ ]mnpp )1)(1()1( −−+− ρρ .   (9.21) 
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Given a design false alarm rate α, based on the separate design method, the LCL, 




ρU [ ]npp )1)(1()1(ln )ln( −−+− ρρ α      (9.22) 
 = ρL [ ] 1)1)(1()1(ln )1ln( +−−+− − npp ρρ α     (9.23) 
The mean of  is  
 = 
ρM
)( ρME npp )1)(1()1(1
1
−−−−− ρρ .   (9.24) 
Similarly, we focus on the LCL. The ARL and ANI of a CCS chart under correlation 
can be derived as:  
ARLρ = [ ] 1)1)(1()1(1 1 −−−+−− ρρρ Lnpp ,   (9.25) 
and  
ANIρ = nME ⋅⋅ )(ARL ρρ .    (9.26) 
 
When p = p0, equation (9.26) gives in-control ANI, i.e. ANI0. Given p0, n, ρ and a 
design value of ANI0, the LCL of a CCS chart under correlation can also be 
determined by solving the following equation  
[ ] nLn pp npp )1)(1()1(1)1)(1()1(1 1 00100 −−−−−−−+−− − ρρρρ ρ = ANI0.  (9.31) 
A simple computer program can be written to do this. The two sides of the equation 
should be made as close as possible.  
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9.2.2. Effect of correlation on ANI performance  
 
In the following, we attempt to investigate the effect of correlation on the ANI 
performance of CCS chart. Similarly, in order to make a fair comparison, the values 
of ANI0 of all charts under comparison should be calibrated to a constant value as 
closely as possible. Table 9.3 lists the values of  and actual ANI0 of some CCS 
charts with p0 = 0.0001 and design ANI0 = 105. Figures 9.12–9.14 plot the ANI curves 
for p0 = 0.0001 and n = 100, 300 and 500, respectively. A zoom-in view of these 
charts shows that, the ANI value tends to increase and thus the sensitivity to process 
deterioration tends to decrease as th ρ increases, keeping 
the sample size n constant. This is mainly due to the increase of  as ρ 
increases. This means that the presence o  correlation within samples degrades the 
performance of CCS chart, and this degradation aggravates as ρ increases.  
Table 9.3. Values of  and actual ANI0 of some CCS charts under correlation,  
p0 = 0.0001, design ANI0 = 10/p0 = 105  
 ρL






n = 100 300 500 
12 5 3 ρ = 0 
96472 89758 107722 
14 5 4 0.1 
100953 110238 90368 
18 7 5 0.2 
98399 94712 86984 
23 9 6 0.3 
99891 93889 91698 
31 11 7 0.4 
100564 102812 104401 
45 16 10 0.5 
100085 100781 102504 
71 25 16 0.6 
100297 101232 99594 
131 47 29 0.7 
99731 99230 100184 
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p0 = 0.0001, n = 100 
* ANI0 
 
Figure 9.12. Effect of correlation on ANI performance, p0 = 0.0001, n = 100 
 
 



























p0 = 0.0001, n = 300 
* ANI0 
 
Figure 9.13. Effect of correlation on ANI performance, p0 = 0.0001, n = 300 
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On the other hand, sometimes people may not realize the presence of correlation 
within samples. This could be a more serious problem. In this case, the LCL is 
designed based on ρˆ  = 0, but the true value of ρ could be positive. Figure 9.15 plots 
the ANI curves of CCS charts with p0 = 0.0001, n = 100, ρˆ = 0 (i.e. correlation is 
unrecognized), and the true values of ρ = 0, 0.2, 0.4 and 0.6. It is clear that ANI value, 
including ANI0 value, increases as ρ increases. This means that the effect of 
unrecognizing the correlation is two-sided. The effect is positive in terms of ANI0, but 
negative in terms of ANI1 (out-of-control ANI).  
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true rho = 0
 
 
true rho = 0.4
 
true rho = 0.6
p
true rho = 0.2
 
p0 = 0.0001, n=100
* ANI0 
 
Figure 9.15. Effect of correlation when present within samples but unrecognized, i.e. 
ρˆ = 0 
r problem concerns with inaccurately estimated correlation. Even if correlation 
samples is recognized, the estimation could not always be accurate enough. An 
ately estimated correlation could have a similar effect to a completely 
nized correlation. Figure 9.16 plots the ANI curves of CCS chart when the 







true va ρˆ  equals 0, 0.2, 0.4, and 0.6, respectively. It 






0 value, while an overestimated ρ value (0.6) leads to lower ANI 
ncluding lower ANI0 value. Therefore, the effect of inaccurately estimated 
tion is also two-sided.  
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p0 = 0.0001, n = 300 
* ANI0 
true rho = 0.4 
 
Figure 9.16. Effect of correlation when inaccurately estimated, true value of ρ = 0.4,  
ρˆ = 0, 0.2, 0.4 and 0.6 
 
 
Effect of sample size n under correlation  
The effect of sample size n on ANI performance of CCS chart under correlation is 
similar to the case of independence. Figures 9.17–9.20 depict the ANI curves of CCS 
charts with p0 = 0.0001, ρ = 0.1, 0.3, 0.5 and 0.7, and n = 100, 300 and 500. A zoom-
in view of these charts shows that, the ANI value tends to increase as sample size n 
increases, keeping the coefficient of correlation ρ constant. This pattern is quite 
similar to the case of independence in Section 3, but typically the difference of ANI 
values is greater than half of the difference of the sample sizes as in the case of 
independence. This suggests that, if correlation is present within samples, smaller 
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p0 = 0.0001, rho = 0.1 
* ANI0 
 
Figure 9.17. Effect of sample size n on ANI performance, p0 = 0.0001, ρ = 0.1  
 





























ure 9.18. Effect of sample size n on ANI performance, p0 = 0.0001, ρ = 0.3  
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ure 9.19. Effect of sample size n on ANI performance, pFig 0 = 0.0001, ρ = 0.5  
 
 




















 p0 = 0.0001, rho = 0.7 
 














of the CC-r 
harts as special cases. The ANI performance of the CCS chart has been examined. 
Guidelines for designing a CCS chart have been given. It has been shown that the 





based on a correlation binom
correlation within samples on ANI perform
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within sam e performance of the CCS chart.  
 
iscussions 
chapter, we have proposed a new control chart of the cumulative count type, 
CCS chart, to accommodate some real world situations where products from 
uality or high yield processes are inspected sample by sample or lot by lot 
t preserving the original ordering information. This new CCS chart is able to 
he problem facing the conventional CCC and CCC-r charts caused by the loss 
ordering information. The CCS chart includes naturally the CCC and C
c
CCS chart using sampling inspection instead of 
ver CCC or CCC-r charts when there is an economy of scale for group 
ore, an attempt is made to investigate the issue of correlation within samples 
ial model due to Madsen (1993). The effects of 
ance of the CCS chart under various 
ave been examined. The results show that the presence of correlation 
ples tends to degrade th
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TBE control chart is a relatively new topic in SPC area. The very first paper published 
on attribute data TBE chart is due to Calvin (1983) and the very first papers published 
on variable data TBE chart are due to Lucas (1985) and Vardeman and Ray (1985), 
although they were not called TBE control charts at that time. There has been 
considerable development in this area since then. The objective of this research is to 
address some practical and theoretical issues concerning the TBE control charts that 
have not been addressed or well addressed in order to advance the understanding and 
application of this type of control charts. The research has been conducted in a 
systematic way. In this concluding chapter, we shall summarize the main findings and 
contributions of this research as well as point out the limitations and potential future 
research.  
 
10.1. Main findings and contributions  
 
Firstly, a general framework of TBE control charts has been established. Under th  
attribute data TBE charts. T udes the exponential chart, 
e exponential CUSUM chart, the exponential EWMA chart, the Gamma chart, the 
pter 10 




framework are two categories of TBE control charts: variable data TBE charts and 
o date, the first category incl
th
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10.1.1. Variable data TBE control charts  
 
1. 
establishing a phase I exponential 
chart. In particular, this approach is an ARL-unbiased design approach 
vantages of such an approach 
include: (1) the chart can be set up within a relatively short time frame and has 
 data following skewed distributions. Furthermore, an ARL-unbiased 
design has also been developed for phase II exponential chart.  
ibull chart, and so on. The second category includes the CCC (or geometric) chart, 
C-r chart, the geometric CUSUM chart, the CCS chart, and so forth. This 
h has demonstrated that there is a strong analogy and linkage between these 
ups of TBE control charts. As a summary, an organization chart of the TBE 
 charts is shown in Figure 10.1.  
Several control charts for monitoring exponentially distributed TBE have been 
investigated. These include the exponential chart, the Gamma chart and the 
exponential CUSUM chart. Furthermore, the exponential CUSUM and the 
exponential EMMA have very similar performances (see Gan 1998). Firstly, 
an effective approach has been developed for performing phase I analysis of 
exponentially distributed TBE data and 
adopting a sequential sampling scheme. The ad
an almost self-starting feature; (2) it can simultaneously investigate the 
performance of the control chart as well as examine the homogeneity of the 
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2. An economic approach has been developed for designing the exponential chart. 
One of the major distinctions between the TBE control charts and the 
Shewhart-type control charts is that the time taken to plot a sample statistic 
data on a TBE control chart is a random variable. The TBE control charts are 
also distinguished from Shewhart-type control charts in that an economically 
designed TBE control chart usually has a very small value of out-of-control 
ARL. This is because the average time taken to plot a sample statistic on a 
TBE control chart is usually long thus making it very costly not to detect the 
shift as soon as possible. The advantages of an economic design over a 
statistical design have also been demonstrated. The relationship among 
statistical design, economic design and economic-statistical design is 
 
3. 
he exponential, Gamma and 
exponential CUSUM charts, for monitoring exponentially distributed TBE are 
interpreted from a multiobjective optimization perspective. In particular, an 
economic-statistical design approach is a multiobjective optimization 
approach in a sense. Sensitivities of the economic design to the various model 
parameters, including time and cost parameters, have also been examined, 
which is useful to practitioners when estimating the parameters and 
implementing the control charts.  
A more accurate method has been developed based on the more realistic 
random-shift model for evaluating the performance of the Gamma chart. The 
performances of the control charts, including t
compared. The results show that when the shift magnitude is relatively small, 
the sensitivity of the Gamma chart increases as the value of r increases. The 
performance of the Gamma chart with r = 4 is comparable with that of the 
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exponential CUSUM chart. However, the biggest advantage of the Gamma 
chart over the exponential CUSUM chart is that it is much easier to design and 
evaluate. An economic model has also been developed for designing the 
Gamma chart. The results showed that the economically optimal value of r is 
usually between 1 and 3. Sensitivity analysis has also been performed to 
examine the effect of the various model parameters on the economic design.  
TBE control chart has been further generalized to have both sample statistics 
and process in-control time following general distributions. An economic 
design approach has also been developed for such a general TBE control chart. 
Two examples of specialization of this general economic model have been 
provided. The first specialization is applied to the Gamma chart and the 
second specialization is applied to the Weibull TBE chart, which has Weibull-
distributed in-control and out-of-control sample statistics and a Weibull-
distributed process in-control time. Such a general approach has also enabled 
us to conduct extensive sensitivity analysis, which leads to important insights 
into the effect of process failure mechanism on economic design of control 
chart in general. In particular, two conditions have been identified under 
 
4. 
which the economic design of control charts can be generally insensitive to 
 can be reasonably accurately estimated. These 
mis-specification of the process in-control time distribution and the penalty 
cost incurred by assuming an exponentially distributed process in-control time 
when it is in fact violated is relatively trivial. The first condition is that the 
ratio of the average time taken to plot a sample statistic data to the average 
process in-control time is relatively small; and the second condition is that the 
average process in-control time
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insights are useful to researchers studying economic design of control charts 
 
10.1.2. Attribute data TBE control charts  
 
1.  been developed for the 
phase I CCC chart under sampling inspection (products are inspected sample 
by sample without preserving the original ordering information). Note that the 
conventional CCC chart under sequential inspection is a special case of the 
CCC chart under sampling inspection. Similarly, this ARL-unbiased design 
approach also adopts the sequential sampling scheme. And also, an ARL-
unbiased design has been developed for the phase II CCC chart under 
sampling inspection.  
 
2. An economic approach has also been developed for designing the CCC chart 
under sampling inspection. An effective approximate method has been 
developed to optimize the cost function. Numerical examples have been given 
and sensitivity analysis has been performed to demonstrate the use of the 
economic model. Similar to the variable data TBE control charts, an 
as well as to practitioners who wish to design their control charts economically. 
If the two conditions can be satisfied, an exponentially distributed process in-
control time can be assumed safely for designing a control chart economically, 
which usually can simplify the design and facilitate the implementation due to 
the simple form and memoryless property of the exponential distribution. As a 
summary and guideline, a flow chart is given in Figure 10.2 describing how to 
select a suitable variable data TBE control chart and its design method.  
An effective ARL-unbiased design approach has also
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economically designed CCC control chart under sampling inspection usually 
rol ARL as well. Of course, this 
economic model is also applicable to the conventional CCC chart under 
 
has a very small value of out-of-cont
sequential inspection.  
 





Phase I exponential 
chart; See Chapter 3 
Wei





































on of a suitable variable data TBE control Figure 10.2. Flow chart depicting the selecti
 
 
chart and its design method  
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3. Another control charting technique, the CCS chart, has been proposed, which 
is very useful for high quality or high yield processes performing inspection 
different scenarios have been examined. As a summary and guideline, a flow 
 data 
 
10.2. Limitations and future research  
 
This research has its limitations. The limitations are just the places where further 





sample by sample or lot by lot without recording the original ordering 
information of the products. The performance of CCS chart has been 
investigated. There is also a strong linkage between CCS and CCC-r charts. 
Put it simply, CCS is a generalized version of CCC-r chart for high quality 
processes performing sampling inspection. It is therefore natural that CCS 
chart includes CCC and CCC-r charts as special cases. The issue concerning 
with the possible correlation between consecutively produced items has also 
been addressed. The results showed that the presence of correlation tends to 
degrade the performance of the CCS chart. The effects of correlation under 
chart is given in Figure 10.3 describing how to select a suitable attribute
TBE control chart and its design method.  
research or improvements could be made possible. In the following, we shall briefly 
arize the limitations of this r
future research.  
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 Attribute TBE Data 
Phase I CCC chart; 
























sampling inspection by adopting a 
stop the updating of the control limits in order to prevent using data 
from a shifted process or system. Some possibilities have been discussed in 
Chapter 3, however, more detailed criteria and decision procedures are 
 
u e 10.3. Flow chart depicting the selection of a suitable attribute data TBE control 
chart and its design method  
1. In Chapters 3 and 7, we have addressed the phase I problems of the 
exponential chart and the CCC chart under 
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2. In all our economic models, we have assumed that there is a single assignable 
cause present. However, in real practice it is possible that multiple assignable 
causes could be present. Despite that Lorenzen and Vance (1986) showed that 
the single assignable-cause model can be used to closely approximate the 
, a possible 
chart to 
3.
time-varying or adaptive sampling scheme, either in terms of the sampling 
interval or in terms of the sample size. Since the CCC and CCS charts are 
ll justified. In view of the 
 performance or economic 
hourly cost for a multiple-cause model, it is desirable at times that a control 
chart can distinguish among the assignable causes. Consequently
extension to the current work on economic designs of exponential chart, of 
Gamma chart and of CCC chart under sampling inspection is to take into 
account multiple assignable causes. In such cases, the power of the 
distinguish among the multiple assignable causes is an important concern.  
 
 Another extension to the current work on CCC and CCS charts is to adopt a 
effective quality control tools to high quality and high yield processes 
nowadays, this line of research will be we
improvements in terms of either statistical
performance that has been produced to other control charts (especially the X  
chart) by adopting an adaptive sampling scheme, we expect that the 
adaptive sampling scheme would be employed.  
 
4. The economic design approach has been criticized for the difficulty of 
the economic model. This is true as the economic model is usually a very 
performance of CCC and CCS charts be improved considerably if a similar 
implementation which in part is due to the difficulty involved in optimizing 
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complex nonlinear optimization model, for which there exists no polynomial 
algorithms theoretically. A potentially promising solution to this problem is to 
 solve most, if not all, of 
be easy, for the modern metaheuristics, such as genetic algorithms, 
are well known for their effectiveness and flexibility in solving complex NP-
economic model effective and efficient, the characteristic that all economic 
olved in economic design. 
 design under study, not applicable to other economic models. 
omic design models are warranted. Considering the generality of 
 the research on this issue could be quite promising.  
 
5. In Chapter 6, the economic design issue of the Weibull TBE chart has been 
addressed. As the Weibull TBE chart can be potentially useful in many real 
 estimation of the Weibull 
ameters are estimated.  
develop a heuristic algorithm that can be applied to
the economic models reported in the literature. This approach is possible, but 
may not 
simulated annealing, tabu search, ant colony and evolutionary computation, 
hard problems. In order to make such a heuristic for solving a typical 
models have relatively few decision variables must be utilized. In fact, there is 
work (see, e.g. Bakir and Altunkaynak 2004) engaging the genetic algorithms 
for solving multiobjective optimization problems inv
However, the algorithms proposed were usually specialized to a specific 
economic
Therefore, more research work and even software devoted to solving typical 
econ
metaheuristics and the relatively few decision variables that an economic 
design model usually has,
world situations, the study on the phase I problem of Weibull TBE chart is 
also well justified. Such a study will involve the
parameters and the investigation of the performance of the Weibull chart when 
the par
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6. Finally, similar to the CCS chart where correlation could be present between 
uld also be 
correlated time 
odels take a simple and 
seriously prevent the 
applicability and effectiveness would be interesting.  
 
consecutively produced items from processes, correlation issue co
present with the variable data TBE control charts. For example, the times 
between failures in a reliability system could be correlated under some 
circumstances. There has been research work on modeling the 
between events that will be briefly presented in Appendix B. Most of the work 
has been based on time series models incorporating the factor of correlation. 
However, very few of these time series m
mathematically tractable form. This drawback may 
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Appendix A 





Gupta and Ong (2004), Shishebor and Towhidi (2004), etc. Distinct from those 
generalized or extended negative binomial distributions that are derived mainly from 
a mathematical point of view, this ENB distribution has bee d w n a
particular industrial context and thus each of its parameters (p, r, n) has a specific 
physical meaning.  
 
A.1. An extended negative b ial distrib
 
Consider the problem of sampling inspection from a process having a nonconforming 
level of p. Suppose that the inspection is conducted sample by sample of size n; and 
assume the items produced are independent. Let M denote the number of samples 
inspected until the r-th nonconforming item is encountered. Here M includes the last 
sample, albeit it is possible that more than r nonconforming items are detected after 
Distribution  
 
Rich literature information on the negative binomial distribution, generalized negative 
binomial distribution and various d he negative binomial distribution is 
provided in Johnson et al. (1992) and references therein. More recent literature 
includes Bebbington and Lai (1998), Betancort-Rijo (2000), Tripsiannis et al. (2003), 
n derive ithi  very 
inom ution  
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all items in the last sample have been inspected. Then M is a random variable 
eters p, r and n. An Extended Negative Binomial (ENB) 
quential inspection to sampling inspection.  
 
The probability mass function (pmf) of the ENB distribution is derived as follows. Let 
be the number of nonconforming items in the first M–1 samples of si
 be the number of nonconfor
depending on param
distribution is introduced here for the random variable M, as it extends the negative 
binomial distribution from se
ze n and 1−MX  
ming items in the sample number M. We have  MZ



























,   m = 1, 2, …   (A.1) 
When n = 1 . under se
standard negative binomial distribution. When n = r = 1, the ENB reduces to the 
geometric distribution.  
 
Some pmf plots of the ENB distribution for different values of r, n and p are showe









, i.e quential inspection, this ENB distribution reduces to the 
d 
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Figure A.1. Some ts of pmf of the ENB distribution wit






 plo h different r values,  














Figure A.2. Some plots of pmf of the ENB distribution with different n values,  
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Figure A.3. Some plots of pmf of the ENB distribution with different p values,  
r = 2, n = 10  
 
These figures indicate an analogy between the ENB distribution and the Gamma 







he pmf of the 
obability density function of the Gamma 
 the distribution, 
nd parameters n and p influence the spread of the distribution. As parameter r 
)
ENB(0.001,2,10) 
ENB distribution very much resembles the pr
distribution. In particular, parameter r influences the peakedness of
a
increases the pmf of ENB distribution becomes increasingly close to symmetry.  
 
A.1.1. Equivalence between ENB and the binomial distributions  
 
The cdf, )(mF , of the ENB distribution having parameters (p, r, n) has been proved 
in Chapter 9.  
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tribution, which has been discovered as early as Hald (1952, p.40) and 
rediscovered on several occasions, see, e.g. Patil (1960) and Morris (1963). This 
relationship is expressed by the following identity:  
= 1– =
  (A.3) 
ntity describes the equivalence of the vent of requiring more than m trials to 
observe r successes with the event of observing at most r–1 successes in the first m 
trials.  
 
Equation (A.2) extends this relationship from sequential inspection to sampling 
inspection. This relationship can be described as the following, the event of requiring 
more than m samples of size n to accumulate r nonconforming items is equivalent to 
the event of obtaining at most r−1 nonconforming items in the first m samples of size 
n. Therefore, equation (A.2) is the identity that describes this extended equivalence 











for r ≤ mn.   (A.2) 
The above equation reveals an interesting relationship between the ENB distribution 
and the binomial distribution. For the special case of n = 1, this turns out to be the 
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A.1.2. Relationship between the ENB and the F-distribution  
 = 
 
The relationship between the ENB distribution and the F-distribution can be easily 
derived by combining the relationship between the binomial distribution and the F-
distribution (see, e.g. Johnson et al., 1992) and equation (A.2), as described in the 
following Proposition A.1.  
 
Proposition A.1.  
The ENB distribution with parameters (p, r, n) is related to the F-distribution in the 
following way:  
)(mF )1,( +− rmnrI p  = ⎭⎩ − pf 11
where Y is a random variable having the F-distrib
⎬⎫⎨⎧ ≤ pfYPr 2    (A.4) 
ution with numerator degree of 
freedom = 2r and denominator degree of freedom =  is the 
incomplete beta function ratio.  
n A forward and therefore omitted. This 
relationship enables us to develop a simple a
quantiles of the ENB distribution that can be performed easily. Let  be the θ-th 
quantile of the ENB distribution, which can be def
 1f  2f )1(2 +− rmn ; ),(pI
 
The proof of Propositio .1 is straight
nd efficient approach to determine the 
θL
ined as the smallest integer L 
satisfying θ≥)(LF .  
 
From Proposition A.1 we know that θθ =)(LF  is equivalent to  
θθ =⎬⎫⎨⎧ +−≤ prnLY 1Pr       (A.5) ⎭⎩ − pr 1
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rnL     (A.6) 
−
numerator = 2r and denominator degree of freedom = 
.  
 
Given r, n and θ, the quantile of the ENB distribution is therefore the solution to 
equation (A.6). The value of  changes very slowly when the 
denominator degree of freedom
where )1(2,2 +−rnLrF θ  denotes the inverse of the cdf of the F-distribution having 
 degree of freedom
1
 1f  2f
)1(2 +− rnLθ
θL  
)(1 )1(2,2 θθ− +−rnLrF
, i.e. )1(2 +− rnLθ , is fairly large. Therefore, a crude 
ple itera
ine rewriting equation (A.6) as:  
estimate of )1(2 +− rnL  can give a close estimate of . A sim tive 
procedure to determ
θ θL










−+−= +− θθθ     (A.7) −
re is t
Step 1:  Give a crude initial es
This simple procedu herefore described as follows:  
timate of )1(2 +− rnLθ . Initialize i = 1 
and calculate  using expression (A.7).  
Step 2: Substitu  into 
)(iLθ
te )(iLθ )1(2 +− rnLθ  and recalculate )1( +iLθ  
using (A.7). Check if )1( +iLθ  = . If yes, stop; otherwise, 
repeat Step 2 with i = i+1.  
 
This iterative procedure converges very fast, usually in a few iterations, and thus it 
can be performed manually but easily in a spreadsheet like MS Excel providing the 
inverse function of the cdf of the F-distribution.  
)(iLθ
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     (A.8) 
denote the mean of 
The uncorrected moments of M can be obtained from the cdf as follows (s




























Let ]|[ rME k  kM  given r. Therefore, a recursive formula for 
calcu  is given by:  
 +   (A.9) 
In particular, it can be shown that  
 = 
lating ]|[ rME k



















−− ,         (A.10) 
 = ]2|[ME np)1(1
1


















−+−− − ,     (A.11) 






























Let { 1X , 2X , …, sX } be a random sample from ENB, then moment estimators of 
parameters r, n and p can be obtained by solving the following equations:  
∞ − ⎤⎡ ⎞⎛1r mn













1      (A.14) 
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   (A.15) 








X 31    (A.16) ∑ ∑∞
= = ⎦⎣ ⎟⎠⎜⎝0 0m i i i is 1
The above equations (A.14)–(A.15) have to be solved numerically.  
 
On the other hand, since parameters n and r are usually determined by the sampling or 
inspection scheme, and thus only parameter p needs to be estimated. In this case, a 
natural estimate of p is given by  
pˆ = 
inspected items ofnumber  total
items ingnonconformofnumber total .    (A.17) 
 
A.2. Applications of the ENB  
This ENB distribution has been the basis of the CCS chart studied in Chapter 9. When 
cludes 
 
n = 1, the ENB reduces to the negative binomial distribution, which in turn in
the geometric distribution as a special case when r = 1. Therefore, the CCS chart 
based on the ENB distribution reduces to the CCC chart when n = r = 1, and to the 
CCC-r chart based on the negative binomial distribution when n = 1. In addition, the 
ENB distribution can also be potentially applied to design continuous sampling plans 
in acceptance sampling (see, e.g. Bourke 2002a, 2002b).  
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Appendix B 
A Model-Based Control Chart for 





In this appendix, we attempt to present some preliminary results concerning TBE 
control charts under correlation. In some situations, the T
Events 
BE may be correlated 
uch cases, the control charting techniques presented in previous chapters 
 
Here we consider the correlated exponential TBE. There have been developed many 
models that can generate correlated but marginally exponentially distributed time 
between events. See Gaver and Lewis (1980), Lawrance and Lewis (1980) and the 
references therein for examples. However, most of them are too complicated to lead 
to analytically and computationally tractable models for a correlated and easily 
simulated sequence of marginally exponentially distributed random variables. A very 
simple and useful model turns out to be the first order exponential autoregressive 
model (EAR(1)) developed by Gaver and Lewis (1980), which has several attractive 
serially. In s
will not work. A possible solution to this problem is to identify a certain model that 
can model the correlation structure of the occurrence of the concerned event. Then a 
model-based control chart could probably be established.  
 
B.1. A model for correlated time between events 
 253
Appendix B  
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
features. This first one is the analytical tractability. The second one is that the solution 
to the EAR(1)) model is a random linear combination of identical independent 
distributed (i.i.d.) exponential sequences, which makes it easy to simulate on a 
computer. In addition, this model provides a possibility to develop a model-based 
BE control chart to investigate the effect of correlation, which is very difficult with T
other models. A successful application of this model can be found in Manivasakan et 
al. (2001).  
 
The correlation structure of the EAR(1) model is described as follows. Let Xn be the 
interarrival time between the nth and the (n–1)th event. Then,  









         = − ρ1yabilit
n  
       =
⎨
 11 +++ nnn EIXρ ,   0 ≤ ρ < 1,  n = 1, 2, 3 …             (B.1)   
where { }nε  is a sequence of i.i.d. random variables; {In} is an i.i.d. sequence in which 
{ } { }ρ== 0Pr nI , ρ−== 11Pr nI ; ρ is the correlation coefficient between  and 




The autocorrelation function of the EAR(1) model is jρ = )(Corr jnn XX + = jρ . nX  is 
a function only of nε , 1−nε , … and is therefore independent of 1+nε . When ρ = 0, the 
{Xn} reduces to an i.i.d. sequence of exponential random variable with parameter λ. 
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B.2. A model-based control chart  
 
An approach that has proved useful in dealing with autocorrelated data is to directly 
model the correlative structure with an appropriate time series model, use that model 
to remove the autocorrelation from the data, and apply control charts to the residuals 
ontgomery 2005). Model-based control charting techniques for autoregressive and (M
correlated data have received increasing attention recently. By adopting the EAR(1) 
model we assume positively correlated time between events, which is actually rather 
appropriate in practice. With the EAR(1) model described above, we can easily 
develop a model-based control chart for monitoring correlated time between events.  
 
Assume the EAR(1) model, a control chart can be developed by monitoring the 
residuals { }nε . The distribution of { }nε  is given by  
{ } ρε == 0Pr n  
{ } )1)(1(Pr ρρε λ −−+=≤ − yn ey ,  y > 0  
 
     (B.2) 
he mean and variance of { }nεT  are given by  
λρε )1()( −=nE ,     
1  (B.3) 
2λn
With the distribution function of 
2 1)1()(Var ρε −= .     (B.4) 
{ }nε , the control limits of the model-based control 
chart can then be easily determined using the conventional separate design approach. 
However, since { }nε  has an atom of mass ρ at 0, the false alarm rate of the model-
based control chart cannot be reduced to below the value of ρ, which is a situation 
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very similar to the correlated geometric chart studied in Lai, Govindaraju and Xie 
(1998).  
 
Given a design false alarm rate α (> ρ), the LCL, denoted L, is designed by solving 
{ }yn ≤εPr = α, which gives  
λL = 
ρ ⎟⎠⎜⎝ −− 1
ln
,      (B.5) 
The corresponding  with respect to the LCL is given by  
LATS = ( )
α ⎟⎞⎜⎛ −1
LATS
Le λρρλ −−+− 1)1/(
1 .    (B.6) 
On the other hand, the UCL, denoted U, is designed by solving { }yn ≤εPr = 1–α, 




The corresponding UATS  with respect to the UCL is given by  
UATS =
⎠⎝− .     (B.7) 
Ue λλ −
1 .      (B.8) 
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Appendix C 
Fortifying Six Sigma Deployment via 





Six Sigma riven, profit-oriented, , data/measurement-
based, highly discip tion-wide strategic bus ent initiative. 
Six Sigma and nagement principles to 
p Define-Measure-Analyze-Improve-Control 
(DMAIC) sequence of applications to meet custom  
basis. With its high-profile adoption by companie Electric in the mid 
1990s, Six the entury (Goh 2002).  
 
Operations rch/Management Science (OR/MS) techniques have been 
extensivel f areas inclu ion, manufacturing, 
telecommunication, the military, financial plannin alth care, and 
so on. They are effective tools to improving the efficiency and productivity of 
organizations. OR/MS techniques, as implied by ct 
and improve “operations” as well as the pract
A im eristic of OR/MS is tha mply improving the 
status quo, the goal of OR/MS is to identify a best possible course of action (Hillier 
and Lieberman 2001). As we know, the m st critical phase of Six Sigma application 
 is a customer-d process-focused
lined, organiza iness improvem
 makes use of statistical methods  quality ma
improve rocesses and products via the 
er needs on a project-by-project
s such as Genetic 
 Sigma spreads like wild fire toward  end of the 20  cth
 Resea
y applied to a wide range o ding transportat
g, public services, he
 the name, concern how to condu
ical management of organizations. 
nother portant charact t, rather than si
o
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is Im  the 
framework of Six Sigma.  
 
As an approach to organizatio ma as it has been practiced can 
certainly be enhance 2 a can be made 
better with OR/MS techniques atical programming and decision 
analysis techniques can imp ning; queueing and 
mulation techniques can improve the analysis and operations of transactional 
stems; and mathematical programming techniques are also instrumental and 
ion problems, when involved, during the 
plementation of Six Sigma. This paper attempts to explore possibilities of further 
ulness and effectiveness of Six Sigma via integrating the OR/MS 
 
a tools are statistical methods and quality management tools, such as 
ents (DOE), Response Surface Method (RSM), Robust design, 
prove. Consequently, it is quite natural to integrate OR/MS techniques into
nal excellence, Six Sig
d (Goh 002). In spite of the success, Six Sigm
. For example, mathem
rove project selection and plan
si
sy
essential in solving various optimizat
im
enhancing the usef
techniques into Six Sigma deployment.  
 
C.1. Integration of OR/MS into Six Sigma deployment  
 
Six Sigma is not only a performance target that applies to a single critical-to-quality 
(CTQ) characteristic (Harry and Schroeder 2000), but has evolved into a strategic 
business-improvement approach that seeks to find and eliminate causes of mistakes or 
defects in business processes by focusing on outputs that are of critical importance to 
customers (Snee 2000). The ultimate goal of Six Sigma is business improvement, 
particularly in terms of the bottom-line results, customer satisfaction and market share. 
 
Most of Six Sigm
Design of Experim
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Statistical Process Control (SPC), Quality Function Deployment (QFD), Failure Mode 
cess 
provement projects. In fact, all these problems are, if involved, closely related to 
and Effect Analysis (FMEA), capacity analysis, hypothesis testing, Analysis of 
Variance (ANOVA), regression analysis, so on and so forth. In fact, all of these tools 
are not new; however, it is the “integration” that is unique and the success of Six 
Sigma could be in part attributed to. Six Sigma is characterized by integrating a 
collection of statistical methods and quality improvement tools in a purposeful, 
systematic and sequential manner to achieve synergetic results far exceeding what is 
possible with isolated application of single tools or methods. This is an important 
feature of Six Sigma. It is not the simple “add-up” but the systematic integration for 
problem solving that produces breakthrough results.  
 
Despite the success, Six Sigma has its inherent limitations and cannot be a universal 
solution for any organization in any situation (Goh 2002). The standard Six Sigma 
tools and methods are effective in dealing with quality related issues. However, 
statistical methods and quality management tools are not sufficient to tackle all 
business-improvement related problems. For example, the existing Six Sigma tools 
and methods are inadequate to deal with such problems as production and service 
planning and scheduling, inventory control and management, supply chain 
management, operations scheduling, workforce scheduling, and so on. Moreover, 
quality management tools such as QFD can be greatly enhanced with OR/MS tools 
(Tang and Paoli 2005) and it is becoming apparent that the standard training package 
received by Black Belts (BBs) is not sufficient for dealing with complex pro
im
the overall performance of an organization. Customer satisfaction is a reflection on 
the state of the business and depends on three things: (1) delivering a defect-free 
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product or service; (2) delivering a product or service on schedule; and (3) delivering 
a product or service at the lowest possible cost (Harry and Schroeder 2000). Though 
standard Six Sigma tools and methods are effective in handling the first problem, they 
are not able to solve the last two.  
 
OR/MS techniques are well positioned to effectively solve these problems, among 
others. Many techniques in the possession of OR/MS practitioners could and should 
be integrated into Six Sigma applications to complement the existing standard Six 
Sigma tools. In fact, common concepts and procedures of operations management and 
project management would play an extremely useful role in Six Sigma projects. Many 
Six Sigma success stories have involved the use of OR/MS techniques. It could be 
loosely argued that every OR/MS technique can be used in the deployment and 
implementation of Six Sigma.  
 
Everything has a life cycle. Six Sigma cannot, although it can work very well, be a 
nal statistical tools, but knowledge of 
dustrial engineering and operations research techniques, such as systems simulation 
nd factory modeling, mathematical optimization methods, and queueing networks 
ontgomery 2001). Although these techniques have been included in the training of 
static framework, if the success is to last (Montgomery 2001). Considering the 
inherent property of “systematic integration” of Six Sigma, it is quite natural to 
observe the trend of integrating Six Sigma with other business improvement tools and 
methods such as Lean manufacturing, Design for Six Sigma (DFSS), Supply-Chain 
Operations Reference (SCOR), and so on. In the long run, to really accomplish the 
simultaneous objectives of Six Sigma and Lean Enterprise, practitioners will not only 
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Master Black Belts (MBB), the number of MBBs is far too small in a typical 
e, OR/MS techniques can be 
pplied to optimize design of control charts and control schemes, and to improve 
nd so on.  
C.2. A new roadmap for Six Sigma BBs training  
enterprise to have an impact. Future successes of Six Sigma could only be brought 
about by dedicated teams of BBs mastering a set of synergistic tools arranged in a 
compact and logical sequence for problem solving. In the following section, we 
present a new roadmap for a BB training program.  
 
The most important and basic purpose of applying OR/MS techniques is for 
“improvement”. Consequently, various OR/MS techniques are well fitted into the 
phase of Improve in Six Sigma deployment. And the Define phase of Six Sigma 
usually involves scores of problems, such as project selection and planning, 
production and service planning, training and education planning, resource allocation, 
investment decision making, and facility and service layout and location, which 
conventional Six Sigma tools cannot handle but OR/MS techniques can. In the 





In developing the new training program, we first compare and contrast the training 
needs in different environments. In Table C.1, we present an expanded curriculum 
based on a typical Six Sigma BBs training under operational environment along side 
with a new curriculum for Six Sigma BBs under transactional environment. Note that 
only the basic OR/MS techniques have been incorporated in the new curriculum so 
that these topics could be covered within a usual 4-week BB training program. Table 
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C.2 summarizes all supplementary OR/MS techniques extracted from Table C.1. 
More advanced and comprehensive tools, such as scheduling, inventory and supply 
chain management and maintenance management, can be topics of on-going 
education (Montgomery et al. 2001) or higher level training (Hoerl 2001) for existing 
Bs, or stepping stones towards a MBB training program.  
ly different tool sets during the 
plementation of Six Sigma as well as in a BB training program. From Table C.1, it 
that the major difference between manufacturing/operational and 
B
 
Six Sigma is a process-focused quality improvement initiative. The natures of 
“processes” in manufacturing/operational and transactional environments are 
somewhat distinct and thus demands partial
im
can be seen 
transactional roadmap is in Analyze and Improve phases, and some slight difference 
in other phases. This is because OR/MS techniques, such as forecasting, queueing, 
simulation and modeling, are essential tools in the Analyze phase since system level 
analysis is usually needed in a transactional environment. In the Improve phase, major 
tools used in manufacturing/operational environment are DOE techniques; in contrast, 
queueing and mathematical programming techniques are needed in transactional 
environments. From Table C.1, OR/MS techniques appear to be much more 
applicable in transactional environment. However, it should be noted that Six Sigma 
BBs working in manufacturing sectors are also expected to tackle transactional issues. 
This underscores the importance and necessity of integrating OR/MS techniques with 
Six Sigma. The current evolution of Six Sigma is not simply a transition from the 
original manufacturing sectors to service sectors but a vehicle for making deep 
cultural change, inculcating system thinking and problem solving that lead to 
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quantifiable benefits. In the following, we provide an illustration of the application of 
the basic OR/MS techniques in Six Sigma.  
 
 
Table C.1. An expanded list of Six Sigma tools  
  Manufacturing/Operational Environment Transactional Environment 
Project selection Project selection 
Probabilistic risk thinking and strategic 
planning  
Probabilistic risk thinking and strategic 
planning  
Decision analysis Decision analysis 
Process mapping  Process mapping  
Define 
Project management tools Project management tools 
QFD and Kano analysis QFD and Kano analysis 
Sampling (data quantity and data quality) Gap analysis 
Measurement system analysis  Sampling (data quantity and data quality) 
SPC Part I (concepts, implications of 
instability) Measurement system analysis  
Capability analysis Run charts or time series graphs 
Monte Carlo simulation and statistical 
distributions Capability analysis 
Measure 
  Basic Distributions 
Basic graphical improvement tools Basic graphical improvement tools 
Failure mode and effects analysis (FMEA) Hypothesis testing 
Hypothesis testing ANOVA 
Confidence intervals Correlation and Regression Analysis 
ANOVA Cost analysis 
Correlation and Regression Analysis Forecasting 
Reliability models & measures LP and dual price 
  Basic queueing systems  
Analyze 
  Simulation and modeling 
DOE (factorial, fractional factorial, 
blocking, nested and RSM) 
DOE (factorial, fractional factorial and 
blocking) 
Robust design Optimization and control of queues 
Sensitivity analysis  Mathematical programming techniques 
 Heuristics 
Improve 
  Sensitivity analysis  
Mistake proofing Mistake proofing 
Validation testing Validation testing 
Control plans Control plans 
Control 
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Table C.2. Summary of OR/MS techniques integrated into Six Sigma phases 
  OR/MS tools 
LP for resources allocation and project 
selection 
Decision analysis Define 
Project management tools 
Forecasting 
LP and dual price 
Basic queueing systems  
Analysis 
Simulation and modeling 
Optimization and control of queues 




C.2.1. Basic OR/MS techniques  
 
Decision analysis 
Various decision analysis techniques are useful tools for making “good” decisions 
involved in Six Sigma deployment as well as other business operations. Effectively 
ade decisions have profound impact on the overall business performance. 
e applied in the whole process of Six 
igma deployment as each phase may entail some decision making, its major role is 
 the Define phase as given in Table C.3.  
m
Multiobjective decision analysis techniques can be used in, for example, Six Sigma 
projects selection, products and processes selection, and so on. And multiobjective 
decision analysis is also useful tools to assist strategic and tactical decision making of 
organizations. Meanwhile, sensitivity analysis is usually drawn on in conjunction with 
decision analysis to assess the sensitivity of the decisions made to uncertain factors. 
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Mathematical programming 
athematical programming techniques generally include Linear Programming (LP), 
Integer Programming (IP), Mixed Integer Programming (MIP), Nonlinear 
Programming (NLP), network programming, Dynamic Programming (DP), Goal 
Programming (GP), multiobjective mathematical programming (MMP) and stochastic 
programming, and so on. Problems selected for Six Sigma projects are not limited to 
engineering topics but cover quality issues in transactional, commercial and financial 
areas as well, with an explicit and strong customer focus (Goh 2002b). Mathematical 
programming techniques are prevalently used in production planning and operations 
management. Mathematical programming techniques, sometimes in conjunction with 
sensitivity analysis, can be exploited to solve such problems as Six Sigma projects 
selection and planning during the Define phase of the Six Sigma deployment to 
achieve goals of obtaining maximum profits or minimal costs, selecting an optimal 
number of projects, and so on. Other problems in the Define phase like Six Sigma 
resources allocation, Six Sigma facilities layout and location, and production and 
service planning can also be solved using mathematical programming techniques in 
order to attain some desired target. These applications may take a wide variety of 
forms depending on the particular problem situations and various objectives involved. 
For example, given some limited capital budget, the decision of how to select a subset 
of proposed Six Sigma projects to invest in can be readily modeled as a single or 
multiobjective knapsack problem. Solution techniques for this type of problems can 
be found in Martello and Toth (1990) and Zhang and Ong (2004), among others.  
 
Besides the Define phase, applications of mathematical programming techniques are 
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programming techniques is “optimization”, various techniques can naturally be 
eaved into the Improve phase of Six Sigma deployment to solve various 
, 
ptimize mechanical design tolerancing (Harry and Stewart 1988) and product design 
awson 1992), as well as to estimate various statistical 
w
optimization problems, if involved. For example, a general framework for dual 
response problem can be cast using multiobjective mathematical programming (Tang 
and Xu 2002). Nonlinear optimization techniques can be applied to, for example
o
capability (Harry and L
parameters. In the Control phase of Six Sigma, nonlinear optimization techniques 
have been applied to optimize the design of control charts, including economic design, 
economic-statistical design and robust design, design of sampling schemes and 
control plans, etc. Examples can be found in  Tagaras (1989), Crowder (1992), Rahim 
(1993), Chung (1994), McWilliams, Saniga and Davis (2001), Rohleder and Silver 
(2002), to name a few. Some of these techniques are included in Table C.3 to form a 
coherent training program for the new breed of Six Sigma BBs.  
 
In addition, heuristics, the most popular ones of which include the classical 
metaheuristics simulated annealing, genetic algorithms and Tabu search, are a class of 
effective solution techniques for solving various mathematical programming and 
combinatorial optimization problems, among others. It is thus proposed that a brief 
introduction of heuristics can also be included into the training of Six Sigma BBs and 
the deployment of Six Sigma, particularly in the Improve phase. Detailed treatment, 
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Queueing  
Queueing theory is concerned with understanding the queueing phenomenon and how 
to operate queueing systems in the most effective way. Providing too much service 
capacity to operate a system incurs excessive costs; however, insufficient service 
capacity can lead to annoyingly long waiting and thereof resultant dissatisfied 
customers and loss of business. Within the context of business improvement, 
queueing techniques have been recurrently applied to solve problems pertaining to 
effectively planning and operating of service and production systems. Specific 
application areas include service quality, maintenance management, scheduling, 
especially in wafer fabrication, etc. Queueing techniques have been widely applied in 
such areas as manufacturing, service industries (e.g. commercial, social, healthcare 
services, etc.), telecommunication, transportation, airline industry, and so forth. 
Queueing techniques can play a useful role in Six Sigma deployment particularly in 
analyzing and improving a system providing services.  
 
required to achieve a specified level of precision in a market survey or in a product 
Simulation and modeling 
Simulation is an exceptionally versatile technique and can be used (with varying 
degrees of difficulty) to investigate virtually any kind of stochastic system (Hillier and 
Lieberman 2001). For instance, simulation can help improving design and 
development of processes, products, services, and operations of a wide variety of 
systems (e.g. queueing, inventory, manufacturing, distribution, etc.). Simulation has 
also been successfully deployed in Design for Six Sigma to replace costly preliminary 
prototype testing and tolerancing. Also, simulation provides an attractive alternative 
to more formal statistical analysis in, for example, assessing how large a sample is 
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life test Hahn, Doganaksoy and Hoerl (2000). Bayle et al. (2001) reported the 
approach of integrating simulation modeling, DOE and engineering and physical 
xpertise to successfully design and improve a braking subsystem that would have not 
ividual tool or method alone.  
of subsequent production and service 
lanning are related to the stability and consistency of the processes which are, in turn, 
ccessful applications of standard Six Sigma tools. Six Sigma tools 
e
been accomplished by any ind
 
For system operations analysis, simulation is an indispensable companion to queueing 
models as it is much less restrictive in modeling assumption (Taha 2003). Queueing 
and simulation techniques also play important roles in inventory control (Prabhu 1965) 
and supply chain management in organizations.  
 
Forecasting  
Every company needs to do at least some forecasting; the future success of any 
business depends heavily on the ability of its management to forecast well (Hillier and 
Lieberman 2001). However, the availability of “good” data is crucial for the use of 
forecasting methods; otherwise, it would turn into “garbage in, garbage out”. The 
accuracy of forecasts and the efficiency 
p
influenced by su
and methods identify and eliminate process defects and diminish process variation. 
Six Sigma also requires that data are collected in an accurate and scientific manner. 
The combination of defect elimination, variation diminishing and more accurate and 
scientific data allows forecasting to be conducted more easily and effectively, which 
will, in turn, help improve the effectiveness of production and service planning, 
operations scheduling and management. On the contrary, if the producibility and yield 
of a process are erratic, then forecasting and subsequent production and service 
 268
Appendix C  
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––– 
planning and operations scheduling will be much less effective or useful. Important 
applications of forecasting techniques within the context of operations management 
clude demand forecasting, yield forecasting and inventory forecasting that is 
C.2.2. A roadmap that integrates OR/MS techniques  
aps and step-by-step 
rocedures for each tool and overall methods (Snee 2001). Characteristics of Six 
 the integration of the tools with the DMAIC 
provement process and the linking and sequencing of the tools (Snee 2001). While 
most curricula proposed in the literature, see for example Hoerl (2001) and Hahn, 
Doganaksoy and Hoerl (2000), manifest the integration, the linking and sequencing of 
the tools is less apparent (Snee 2001). In this chapter, leveraging on previous 
programs and our consulting experiences, a sequence of deliverables and the 
associated tools needed in a typical BB project is conceived; bearing in mind the tasks 
that need to be accomplished in DMAIC phases and the applicability of traditional Six 
in
essentially the conjunction of the first two. In addition, forecasting results are an 
important input of the application of other OR/MS techniques such as mathematical 
programming, queueing, simulation and modeling, etc.  
 
 
In the development of the new curriculum, we also consider the deliverables under 
each DMAIC phases. Table C.3 presents a matrix relating the deliverables and an 
integrated tool set following the DMAIC roadmap.  
 
The type of training BBs should receive is a function of the environment in which 
they work (Snee 2001); and training curricula should be designed accordingly. It is 
also important in the presentation of the tools to provide roadm
p
Sigma that make it effective are
im
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Sigma techniques together with those techniques outlined in section C.2.1. Table C.3 
presents a matrix that summarizes the DMAIC framework under both 
anufacturing/operational and transactional environments. The vertical dimension of 
 enterprise. It should be noted that 
hile it is conceivable that a specific OR/MS technique could be applied in multiple 
ile more elaborate 
chniques can also be included, it is felt that the current tool set is the most essential 
can be covered in a typical 4-week training program for BBs. In the next section, 
e shall present other OR/MS techniques that are also useful in Six Sigma projects 






the matrix lists the deliverables in each DMAIC phase and the horizontal dimension 
lists the tools/techniques that could be used to serve the purposes in the vertical 
dimension. The flow of deliverables is self-explanatory as they represent 
tasks/milestones in a typical DMAIC process. The tool set across the horizontal 
dimension has been fortified with OR/MS techniques to meet the higher expectation 
of Six Sigma program in delivering values to an
w
phases, we have intentionally made each basic OR/MS technique appear only once 
throughout the DMAIC process roughly based on its major application for the purpose 
of conciseness. Furthermore, the placement of various techniques is by no means rigid, 
as reflected by the wide variation from source to source of Six Sigma.  
 
The matrix can be used as a roadmap for BBs to implement their projects and as a 
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Table C.3. A roadmap integrating OR/MS tools BBs can follow 
○ use in m
anufacturing/operational environm
ent; ∗  use in transactional environm
ent; •  use in both environm
ents
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C.3. Application of OR/MS techniques and other tools  
 
OR/MS tools discussed in this section are more advanced and comprehensive, and can 
be topics of on-going education (Montgomery et al. 2001) or higher level training 
(Hoerl 2001) for existing BBs, or stepping stones towards a MBB training program.  
 
Scheduling techniques 
Scheduling, which can be viewed as one of the application areas of mathematical 
programming, should be integrated into Six Sigma deployment as well. Scheduling 
techniques can include machine scheduling (job shop, open shop, flow shop, and 
mixed shop), vehicle routing and scheduling, crew scheduling, assembly line 
scheduling, project scheduling, and so on. The standard Six Sigma tools improve 
business processes by identifying and eliminating causes of defects and mistakes. 
Nonetheless, to achieve overall business improvement in terms of bottom-line results, 
customer satisfaction and market share, companies also have to improve the 
efficiency and effectiveness of production and service operations by efficiently 
scheduling manufacturing machines, vehicles, crews, assembly lines, and so on. More 
efficient scheduling of operations can lead to directly hard dollar savings, due to 
reduced work in progress or shorter cycle time, which in turn is conducive to obtain 
the managerial support, a key factor to the success of Six Sigma deployment. And 
project scheduling techniques such as PERT and CPM should also be used to improve 
the operational efficiency of Six Sigma projects.  
 
Inventory/Supply chain management 
One of the instrumental applications of OR/MS techniques within the context of 
business improvement is scientific inventory management, which provides companies 
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a powerful tool for gaining a competitive edge (Hillier and Lieberman 2001). 
Similarities between the mathematical formalisms of queueing and inventory models 
had been observed at a fairly early stage in their development (Prabhu 1965). An 
amount of material held in stock for future use is comparable to a group of customers 
waiting at a server for a certain service; in this sense inventory control may be treated 
as the application of queueing techniques and decision analysis. Another thriving 
application area of OR/MS techniques turns out to be supply chain management. A 
supply chain is a network of facilities that procure raw materials, transform them into 
intermediate goods and then final products, and finally deliver the products to 
customers through a distribution system that includes a (probably multiechelon) 
inventory system (Hillier and Lieberman 2001). Consequently, supply chain 
management is even more comprehensive spanning from procurement, manufacturing, 
to distribution, with effective inventory management as one key element (Hillier and 
Lieberman 2001).  
 
Inventory and supply chain management can be used to improve business operational 
efficiency and customer satisfaction, to reduce production and operational costs, and 
so on. The ultimate goal of both scientific inventory management and supply chain 
management is to provide companies with a competitive advantage over their rivals. 
In the current highly competitive market, it is no longer good enough for firms to be 
high-quality and low-cost producers. Leading firms have to provide products and 
services with the high perceived value at the lowest cost with the fastest response time 
(Gaither and Frazier 1999). Techniques of inventory control and supply chain 
management, such as Just-in-Time (JIT) (manufacturing, purchasing, and delivery), 
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are useful tools for achieving low inventory and cycle time, on-time delivery, and low 
delivery and operational costs.  
 
Maintenance management 
Still another important application area of OR/MS techniques we would like to 
mention concerns maintenance management. OR/MS techniques, such as 
mathematical programming, reliability, queueing, simulation, and Markov decision 
techniques, are useful tools in maintenance management, which is part of the Control 
phase of Six Sigma deployment. OR/MS techniques, which allow subjective decisions 
to be replaced by objective decisions by taking into account accurately formulated 
objective functions and a complex set of constraints, are among the tools that can help 
maintenance decision making (Pintelon and Gelders 1992). Plenty of literatures 
including textbooks and academic articles are available on the application of OR/MS 
techniques to maintenance management (see Jardine 1970; Schouten and Tapiero 
1995; Scarf 1997). Pintelon and Gelders (1992) provided an excellent survey on 
maintenance management decision making.  
 
Final remarks 
Real life applications frequently involve more than one OR/MS technique. This also 
applies to Six Sigma. And different OR/MS techniques may be applied to solve the 
same type of problems, while the effectiveness of these techniques depends on the 
particular attributes of the problems as well as the mathematical models assumed. 
Certainly, the various OR/MS techniques or application tools aforementioned may 
overlap in such a manner that more comprehensive tools such as supply chain 
management may encompass several specific OR/MS techniques such as queueing, 
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simulation, network flow, inventory control techniques, etc. However, they are 
distinct with respect to the specific purpose they serve.  
 
In fact, OR/MS techniques should be interwoven into the whole process of Six Sigma 
deployment, rather than being isolated and inserted into the distinct phases of Six 
Sigma. For example, the mathematical programming techniques can be applied in 
multiple phases and project scheduling techniques may threat through the whole 
process of Six Sigma projects. Furthermore, such OR/MS techniques as forecasting, 
inventory control, queueing, simulation and modeling, network flows, transportation, 
scheduling and mathematical programming techniques play important roles in 
operational management systems like Material Requirements Planning (MRP I), 
Manufacturing Resource Planning (MRP II) and Enterprise Resources Planning 
(ERP). All these systems, in turn, are very useful to improve the overall business 
performance and should be integrated with Six Sigma deployment, probably in a 
parallel manner. For example, the Six Sigma Plus brewed up in Honeywell 
incorporates the tool of ERP (Adams, Gupta and Wilson 2003).  
 
C.4. Conclusions  
 
Regardless of which industrial sector a BB is being employed, he needs to adopt a 
systems view of the operations of an enterprise. The current BB training contents are 
no longer adequate for increasingly demanding customers of the 21st Century (i.e. 
versus 1980s and early 1990s when Six Sigma was first formulated). A new breed of 
BBs will need to integrate OR/MS techniques into their Six Sigma tool set to remain 
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relevant. A new roadmap is formulated and presented in Table C.3 to meet the 
emerging needs.  
 
Not all the OR/MS tools will be used in a project, but they serve as a 
reminder/checklist. In this way, a BB can remain focused on the project while being 
alerted on other tools that may be useful in providing the solution. It could be argued 
that a Six Sigma BB armed with OR/MS techniques would operate like a “Super Belt”, 
with breath and depth well beyond what is found in the routine toolkits of BB coming 
from a regular Six Sigma training conveyor belt.  
 
In addition to OR/MS techniques, there is also an emerging trend of integrating 
artificial intelligence and information systems technologies, such as data mining (Goh 
2002b), fuzzy logic and neural network, into Six Sigma programs; in particular DFSS 
for software. As the scope of Six Sigma application expands with time, more cross-
functional tools will be integrated with Six Sigma to achieve even wider and deeper 
business performance improvement. The current integration of OR/MS tools is only 
part of the itinerary in the journey towards Six Sigma excellence.  
 
      
 
