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Abstract
A left canonical factorization theorem for rational matrix functions relative to the unit circle is presented.
The result is a time invariant version of a recent strict LU factorization theorem for certain semi-separable
operators, due to Dewilde (2012) [6]. Explicit formulas for the factors are also given. The theorem is proved,
first by using the state space method of Dewilde (2012) [6], and next by using an operator theory approach.
In both cases the main part of the proof concerns rational matrix functions that are unitary on the unit circle.
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1. Introduction
Recently Dewilde [6] has presented a strict LU factorization theorem for semi-separable
operators of which the lower and upper parts appear as input–output operators of uniformly
exponentially stable time varying systems. When specified for the time invariant case Dewilde’s
theorem transforms into a theorem on left canonical factorization of rational matrix functions
relative to the unit circle in terms of a special representation of the functions involved. In this
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paper we present this left canonical factorization theorem, including explicit formulas for the
factors in the factorization. The main part of the theorem deals with rational matrix functions of
which the values on the unit circle are unitary matrices. We prove the theorem in two different
ways. First by using the state space method of [6], and next by using operator theory. We hope
that the first proof will give the reader some further insight into the approach used in [6], and
we expect that the operator theory method carries over to the time varying setting by using the
reduction techniques from nonstationary to stationary in Chapter X in [8]. We plan to return to
the latter in a future paper.
Canonical factorization has a long and interesting history which starts in the theory of singular
integral equations and related Wiener–Hopf and Toeplitz equations; see the review article [13]
and the references therein. The case of rational matrix functions received special attention from
the very beginning [4, Chapter 1]. Connection with system and control theory gave a new
impetus and led to a state space approach to canonical factorization with applications ranging
from classical analysis, dynamical systems, transport equations in mathematical physics, and
completions and extension problems, to H∞ control problems, with Israel Gohberg as one of
main driving forces, c.f., the books [1,2]. Canonical factorization of rational matrix functions
has also been generalized to a time-varying setting; see [3] which was inspired by Gohberg and
Kaashoek [12] which uses descriptor systems. In the present paper, inspired by Dewilde [6], we
follow the reverse direction and specify a time-varying result to the time-invariant setting.
To state the main results requires some preparations. We begin with some standard notation
and terminology. For any rational matrix function Ψ the symbol Ψ∗ denotes the adjoint of Ψ
relative to the unit circle T, that is,
Ψ∗(z) = Ψ(z¯−1)∗.
Now let R be a rational m × m matrix function with no poles on the unit circle. We say that R
admits a left canonical factorization with respect to the unit circle T (l.c.f. for short) if
R(z) = L(z)U (z) (z ∈ T), (1)
where L and U are rational m × m matrix functions, L has no poles and zeros in the closed unit
disc, and the same holds true for U∗. The expression L has no poles and zeros in the closed unit
disc means that L is analytic on |z| ≤ 1 and L(z) is invertible for each |z| ≤ 1. If in (1) the factors
L andU are interchanged, then the resulting factorization is called a right canonical factorization
(r.c.f.). In a l.c.f. R = LU the factor U is uniquely determined up to an invertible matrix from the
left. In particular, in (1) we may assume that U (∞) = Im , and in that case the factors L and U
are both uniquely determined. The fact that R admits a left canonical factorization also implies
that R has no poles and zeros on T, and hence R(z) is invertible for each z ∈ T.
Following [6] the next lemma is a first step towards Theorem 1.
Lemma 1. Let R be a rational m×m matrix function, and assume that R has no poles and zeros
on T, then R factors as R = ΦVW ∗, where Φ, V and W are m × m matrix functions, Φ has no
poles and zeros on the closed unit disc, and the functions V and W are bi-inner, that is, V and W
have no poles in the inclosed unit disc and the values of V and W on the unit circle are unitary
matrices.
Proof. For the sake of completeness we include the proof. The fact that R(z) is invertible for
each z ∈ T implies that the rational m × m matrix function R(z)R(z¯−1)∗ is positive definite on
the unit circle, and hence admits a left spectral factorization, that is, there exists a rational m×m
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matrix function Φ such that Φ has no poles and zeros on the closed unit disc and
R(z)R(z)∗ = Φ(z)Φ(z)∗, (z ∈ T). (2)
Next, put M(z) = Φ(z)−1R(z). From (2) it follows that M(z) is a unitary matrix for each z ∈ T.
The multiplicative factorization theorem of Potapov [15] can then be used to show that M factors
as VW ∗, where V and W are both two-sided inner rational m × m matrix functions. The fac-
torization M = VW ∗ also appears as a corollary of the Douglas–Shapiro–Shields factorization;
see [9] for the rational version of the DDS factorization. 
The function Φ in the above lemma plays the same role as the operator T0 in [6], and the
bi-inner functions V and W are the analogs of the operators V and W in [6].
Another item that plays an important role in what follows is the notion of a stable unitary
realization. We recall some standard terminology from mathematical systems theory; see [5,14]
or [18]. Let G be a rational m × m matrix function with no pole on the closed unit disc. We say
that G admits a stable realization {A, B,C, D} if
G(z) = D + zC(In − zA)−1B and

A B
C D

on

Cn
Cm

(3)
and the n×n matrix A is a stable. By stable we mean that all the eigenvalues for A are contained
in the open unit disc. The realization (3) is called minimal if the order n of A is as small as
possible. A realization {A, B,C, D} is unitary if the 2 × 2 block matrix in (3) is unitary. Stable
unitary realizations are always minimal. If G admits a stable unitary realization, then G is a
rational two-sided inner matrix function. The converse is also true: if G is bi-inner, then G admits
a stable unitary realization. This classical result is a consequence of the Sz-Nagy–Foias model
theory [16] (or its more recent version [17]) and holds in much greater generality. The rational
matrix version is also well known in systems theory; see [9,18].
We are now ready to state the first result of this note, which is the time invariant version of
Theorem 2.1 in Dewilde [6].
Theorem 1. Let R = ΦVW ∗, where Φ, V and W are m × m matrix functions, Φ has no poles
and zeros on the closed unit disc, and the functions V and W are bi-inner. Let
{AV , BV ,CV , DV } and {AW , BW ,CW , DW } (4)
be stable unitary realizations of V and W, respectively, and let nV and nW be the respective
orders of the matrices AV and AW . Finally, let X be the unique solution of the Stein equation
X = AW X A∗V + BW B∗V . (5)
Then R admits a left canonical factorization if and only if X is invertible. In this case, nV = nW
and a left canonical factorization of R is given by R(z) = L(z)U (z) where
U (z) = Im − (CW X A∗V + DW B∗V )X−1(z InW − A∗W )−1C∗W . (6)
The second result (Theorem 2 in Section 3 below) presents a different view on the matrix X
defined by (5). It describes X in terms of the one-sided block Toeplitz operator TVW ∗ on ℓ2+(Cm)
defined by VW ∗, and shows that X is invertible if and only if TVW ∗ is invertible. The latter
yields a simple operator theory explanation for the fact that X defined by (5) is invertible if and
only if R admits a l.c.f. The connection between X and TVW ∗ also allows us to identify X−1
as a stabilizing solution of a Riccati equation, which provides an alternative way to derive the
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formulas for the factors U and L and their inverse in a l.c.f. of R given in Corollary 1 in Section 2
below.
This paper consists of three sections the present introduction included. In the next section
we prove Theorem 1 following the line of arguments used in [6], filling in details whenever
necessary. In the final section we present the operator theory approach.
2. Proof of Theorem 1
First we show that without loss of generality we may assume that Φ is identically equal to the
m × m identity matrix Im . To see this put M(z) = Φ(z)−1R(z). Since Φ is a function with the
same properties as L in (1), it follows that R admits a l.c.f. if and only if the same holds true
for M . More precisely, R = LU is a l.c.f. of R if and only if M = (Φ−1L)U is a l.c.f. of M .
Moreover, if we require the right factor to have the value Im at infinity, then both R and M have
the same right factor U . Hence, in order to prove Theorem 1, we may without loss of generality
assume that Φ is identically equal to the m × m identity matrix.
Therefore in what follows we shall assume that R = VW ∗.
The identity R = VW ∗, the realizations of V and W in (4), and the identity (5) imply that R
admits the following partial fraction expansion:
R(z) = zCV (InV − zAV )−1BR + R0 + CR(z InW − A∗W )−1C∗W , (7)
where
BR = BV D∗W + AV X∗C∗W , (8)
CR = DV B∗W + CV X∗A∗W , (9)
R0 = DV D∗W + CV X∗C∗W . (10)
We will meet the matrices BR and CR a few times in the sequel. As a first illustration note that
(6) can be rewritten as
U (z) = Im − B∗RX−1(z InW − A∗W )−1C∗W . (11)
Proof of Theorem 1. We follow the reasoning used in [6]. As in [6] we split the proof into two
parts. In the first part we show that left canonical factorization implies that the (unique) solution
X of (5) is invertible and we derive (6). In the second part we show that the invertibility of X
implies left canonical factorization.
Part 1. Let R = VW ∗, and assume that R admits a l.c.f. R = LU . As remarked earlier, we
may assume that U (∞) = Im , and then U is uniquely determined. Furthermore, multiplying (7)
from the left by L(z)−1 and using U (z) = L(z)−1R(z) we see that for k ≥ 1 the −k-th Fourier
coefficient U−k of U is equal to the −k-th Fourier coefficient of L(z)−1CR(z InW − A∗W )−1CW .
Hence
U−k =
∞
ν=0
L×ν CR(A∗W )k−1+νC∗W with L×ν given by L(z)−1 =
∞
ν=0
zνL×ν .
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We conclude that U (z) = Im + F(z InW − A∗W )−1C∗W with the m × nW matrix F being given by
F =∞ν=0 L×ν CR(A∗W )ν . Using this realization we have
U (z)−1 = Im − F

z InW − (A∗W − C∗W F)
−1
C∗W . (12)
Now let G be the rational function given by G(z) = U∗(z)−1W (z). Note that G has no poles
on the closed unit disc. Furthermore, using R = VW ∗ and the fact that V is bi-inner, we obtain
V ∗L = V ∗(RU−1) = V ∗VW ∗U−1 = W ∗U−1 = G∗.
Next choose a minimal realization of G:
G(z) = DG + zCG(InG − zAG)−1BG . (13)
Since the realizations of G and V are both minimal and L has no poles and zeros on the closed
unit disc, the identity V ∗L = G∗ implies (see Lemma 2 in the Appendix) that the pairs (B∗G , A∗G)
and (B∗V , A∗V ) are similar, that is, nG = nV and there exists an invertible n × n matrix X , where
n = nG = nV , such that
A∗G = X A∗V X−1 and B∗G = B∗V X−1. (14)
We shall see that this X is the unique solution of (5).
To prove that X satisfies (5) we proceed as follows. Using (12) and the realization of W a
standard computation shows that G∗(z) = W ∗(z)U (z)−1 is given by
G∗(z) = D∗W + (B∗W − D∗W F)

z InW − (A∗W − C∗W F)
−1
C∗W . (15)
On the other hand, using (13), we know that G∗ is also given by the minimal realization
G∗(z) = D∗G + B∗G(z InG − A∗G)−1C∗G . It follows that nV = nG ≤ nW . In particular, nV ≤ nW .
We claim that nV = nW . To prove this we replace R by R∗ = WV ∗. Since R admits a l.c.f.,
the same holds true for R∗. Thus repeating the above reasoning with V and W interchanged, we
get nW ≤ nV . Therefore nW = nV .
The result of the preceding paragraphs shows that nG = nW . It follows that the right hand
side of (15) is a minimal realization. This implies that in (13) we can take
AG = (A∗W − C∗W F)∗, BG = (B∗W − D∗W F)∗, CG = CW , DG = DW .
But then (14) can be rewritten as
A∗W − C∗W F = X A∗V X−1 and B∗W − D∗W F = B∗V X−1. (16)
The two identities in (16) are equivalent to
X A∗V X−1
B∗V X−1

=

A∗W C∗W
B∗W D∗W
 
I
−F

. (17)
Next we use that the 2× 2 matrix on the right hand side of (17) is unitary. It follows that
AW BW
CW DW
 
X A∗V
B∗V

=

I
−F

X. (18)
The latter identity is equivalent to
X = AW X A∗V + BW B∗V and F = −(CW X A∗V + DW B∗V )X−1. (19)
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Thus X is the unique solution of the Stein equation (5) and the factor U in the l.c.f. of R (with
U (∞) = Im) is given by (6).
Part 2. In this part we assume that the unique solution of (5) is invertible, and we prove that R
admits a l.c.f. To do this put
F = −(CW X A∗V + DW B∗V )X−1, (20)
U (z) = Im + F(z InW − A∗W )−1C∗W , (21)
L(z) = R(z)U (z)−1. (22)
Thus R = LU ; we shall show that this factorization is a l.c.f. To do this we first follow the
arguments used in the last paragraph of the previous part of the proof in the reverse direction.
Using (5) and (20), we have (18) which yields (17), that is,
A∗W − C∗W F = X A∗V X−1 and B∗W − D∗W F = B∗V X−1. (23)
From (21) and the first identity in (23) we see that
U (z)−1 = Im − FX (z InV − A∗V )−1X−1C∗W . (24)
We conclude that U∗ has no poles and zeros on the closed unit disc. It remains to prove that L
defined by (22) has the same properties. Finally, it is noted that (23) with (15) yields
W ∗(z)U (z)−1 = D∗W + B∗V (z InV − A∗V )−1X−1C∗W . (25)
Since L(z) = R(z)U (z)−1 = V (z)W ∗(z)U (z)−1 straightforward state space computations,
using (24), show that
L(z) = DL + zCV (I − zAV )−1BL , where (26)
BL = BV D∗W + AV X−1C∗W , (27)
DL = DV D∗W + CV X−1C∗W . (28)
From the definitions of BL and DL we see that
AV BV
CV DV
 
X−1 0
0 Im
 
A∗W C∗W
B∗W D∗W

=

⋆ BL
⋆ DL

. (29)
Next use the fact that the realizations of V and W are unitary. It follows that the inverse of the
left hand side of (29) is equal to
AW BW
CW DW
 
X 0
0 Im
 
A∗V C∗V
B∗V D∗V

=

X AW XC
∗
V + BW D∗V
CW X A
∗
V + DW B∗V CW XC∗V + DW D∗V

. (30)
Here we used the fact that X satisfies (5). Using the matrices defined by (8)–(10), we conclude
from (29) and (30) that
X C∗R
B∗R R∗0
−1
=

⋆ BL
⋆ DL

.
Since X is invertible a Schur complement argument tells us that
(i) DL is invertible and D
−1
L = R∗0 − B∗RX−1C∗R ;
(ii) BL = −X−1C∗RDL .
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It follows that
L(z) =

Im − zCV (I − zAV )−1X−1C∗R

DL . (31)
Since AV is stable, L has no poles on the closed unit disc. It remains to show that L has no zeros
on the closed unit disc. To prove this note that
L(z)−1 = D−1L

Im + CV (z I − A×V )−1X−1C∗R

,
where A×V = AV + X−1C∗RCV . It suffices to show that A×V is stable. In fact we shall show that
A×V = X−1AW X . Since the realization of V is unitary, we have
A∗V AV + C∗VCV = InV and D∗VCV + B∗V AV = 0.
From the latter identities we obtain
X A×V = X AV + C∗RCV = X AV + AW XC∗VCV + BW D∗VCV
= X AV + AW XC∗VCV − BW B∗V AV
= (X − BW B∗V )AV + AW XC∗VCV
= AW X A∗V AV + AW XC∗VCV , because of (5)
= AW X (A∗V AV + C∗VCV ) = AW X.
Using A×V = X−1AW X in the formula for L(z)−1 yields
L(z)−1 = D−1L

Im + zCV X−1(InW − zAW )−1C∗R

. (32)
Hence L has the desired properties. 
Note that the above proof yields explicit formulas for the factors U and L in a l.c.f. (see
formulas (21) and (31)) and for the inverses of these factors (formulas (24) and (32)). We list
these formulas in the following corollary.
Corollary 1. Let R = VW ∗, where V and W are rational m×m matrix functions given by stable
unitary realizations {AV , BV ,CV , DV } and {AW , BW ,CW , DW }, respectively. Assume that the
unique solution X of the Stein equation (5) is invertible. Then R admits a l.c.f. R = LU, and
such a factorization is obtained by taking
U (z) = Im − B∗RX−1(z InW − A∗W )−1C∗W ,
L(z) =

Im − zCV (InV − zAV )−1X−1C∗R

DL , where
DL = DV D∗W + CV X−1C∗W .
Moreover, DL is invertible and
U (z)−1 = Im + B∗R(z InV − A∗V )−1X−1C∗W ,
L(z)−1 = D−1L

Im + zCV X−1(InW − zAW )−1C∗R

,
D−1L = R∗0 − B∗RX−1C∗R .
Here BR , CR and R0 are the matrices appearing in the partial fraction expansion (7) of R =
VW ∗.
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3. Operator point of view
In this section we look at Theorem 1 from the point of view of operator theory. Throughout
R = VW ∗, where V and W are the rational m × m matrix functions given by the stable unitary
realizations in (4). We begin with a few basic facts about Toeplitz and Hankel operators.
Let F be any rational m × m matrix function with no poles of the unit circle, and let
F(ei t ) =∞k=−∞ eiωkFk be the Fourier series expansion for F . Put
TF =

F0 F−1 F−2 · · ·
F1 F0 F−1 · · ·
F2 F1 F0 · · ·
...
...
...
. . .
 and HF =

F1 F2 F3 · · ·
F2 F3 F4 · · ·
F3 F4 F5 · · ·
...
...
...
. . .
 .
Both the Toeplitz operator TF and the Hankel operator HF act on ℓ2+(Cm).
In the special case when F is given by a stable realization
F(z) = DF + zCF (I − zAF )−1BF with AF stable
the operator TF is block lower triangular and HF factors as
HF = ΓFΛF where ΓF =

CF
CF AF
CF A
2
F
...
 ,ΛF = BF AF BF A2F BF · · · .
Now let V and W be the rational m × m matrix functions given by the stable unitary rational
in (4). Since the realizations are unitary we have:
Γ ∗VΓV = InV , ΛVΛ∗V = InV , (33)
Γ ∗WΓW = InW , ΛWΛ∗W = InW . (34)
In other words, the operators ΓV and ΓW are isometries, and the operators ΛV and ΛW are co-
isometries. The fact that V is unitary on the unit circle, implies that V ∗(z)V (z) is equal to the
m × m identity matrix for each z ∈ T, and hence H∗V TV = 0. Multiplying the latter identity on
the left by ΛV and using the first identity in (33) yields Γ ∗V TV = 0. The same holds true for W
in place of V . Thus
Γ ∗V TV = 0 and Γ ∗W TW = 0. (35)
Theorem 2. Assume R = VW ∗, where V and W are the rational m ×m matrix functions given
by the stable unitary realizations in (4), and let X be the unique solution of (5). Then
X = Γ ∗W T ∗RΓV , ΓWKer X∗ = Ker TR, ΓV Ker X = Ker T ∗R . (36)
Moreover, X is invertible if and only if TR is invertible, and in that case
X−1 = Γ ∗V T−1R∗ ΓW . (37)
The statement in Theorem 1 that R = VW ∗ admits a l.c.f. if and only if the solution X of
(5) is invertible, follows directly from the above theorem. Indeed, one only has to remark that
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R = VW ∗ admits a l.c.f. if and only if R admits a r.c.f., and, as is well-known, the latter is
equivalent to TR being invertible.
The fact that R = VW ∗ admits a l.c.f. if and only if it admits a r.c.f. follows from the fact that
R = VW ∗ is unitary for each z ∈ T. Indeed, assume that R is unitary on the unit circle, then
R(z) = R∗(z)−1 for each z ∈ T, and hence R = LU is equivalent to
R = L1U1 where L1(z) = L∗(z)−1 and U1(z) = U∗(z)−1. (38)
Furthermore, if L and U∗ have no poles and zeros in the closed unit disc, then the same holds
true for L∗1 and U1, and conversely. Thus R admits a l.c.f. if and only if R admits a r.c.f.
Proof of Theorem 2. As a first remark (using formula (4) in [11, p. 575]) we note that from
R = VW ∗ it follows that
TR = TV T ∗W + HV H∗W . (39)
Next, using the notation introduced in the paragraphs preceding the present theorem, we see that
X = ∞k=0 AkW BW BV A∗kV = ΛWΛ∗V . Multiplying (39) from the right by ΓW and from the left
by Γ ∗V yields the following intertwining relations:
TRΓW = ΓV X∗ and Γ ∗V TR = X∗Γ ∗W . (40)
Indeed, the first identity in (40) follows from
TRΓW = TV T ∗WΓW + HV H∗WΓW
= HV H∗WΓW by the second identity in (35)
= ΓVΛVΛ∗WΓ ∗WΓW
= ΓV X∗ because ΓW is an isometry and X = ΛWΛ∗V .
The second identity in (40) is proved in a similar way.
Since ΓV is an isometry, multiplying the first identity in (40) from the left by Γ ∗V yields
Γ ∗V TRΓW = X∗. By taking adjoints in the latter identity we obtain the first identity in (36). The
two intertwining relations in (40) imply that
ΓWKer X∗ ⊂ Ker TR and Γ ∗WKer TR ⊂ Ker X∗. (41)
By multiplying the first inclusion in (41) from the left by Γ ∗W , and using the first identity in (34)
and the second inclusion in (41), we see that
Ker X∗ ⊂ Γ ∗WKer TR ⊂ Ker X∗.
This proves the second identity in (36). The third identity in (36) is proved in a similar way or
can be obtained by applying the second identity in (36) to R∗ = WV ∗.
Since det R(z) ≠ 0 for each z on the unit circle, the operator TR is Fredholm, and hence TR
is invertible if and only if Ker TR and Ker T ∗R consist of the zero element only. Thus, using the
second and the third identity in (36), we see that TR is invertible if and only if X is invertible.
Finally, assume X is invertible (and hence TR is invertible too). Then, taking adjoints in the first
intertwining relation in (40), we see that X−1Γ ∗W = Γ ∗V T−∗R . By multiplying the latter identity
from the right by ΓW , and using the first identity in (34), the equality (37) is obtained. 
A concluding remark. Formula (37) has an interesting additional corollary. Namely, if X in (5) is
invertible, then the matrix Q = X−∗ is the (unique) stabilizing solution of the algebraic Riccati
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equation associated to the partial fractional expansion (7) of R = VW ∗. The latter equation
(see [10]) is given by
Q = A∗W QAV + (C∗W − A∗W QBR)(R0 − CRQBR)−1(CV − CRQAV ). (42)
Here BR and CR are the matrices defined by (8) and (9), respectively.
To see that Q = X−∗ is the stabilizing solution of (42), we use the fact that R admits a l.c.f.
implies that R admits a r.c.f. (see the two paragraphs after Theorem 2). But for R given by (7)
Theorem 1.1 in [10] tells us that Eq. (42) has a stabilizing solution Q if and only if R admits a
right canonical factorization, and in that case Q is given by Q = Γ ∗W T−1R ΓV (see formula (1.11)
in [10]), and thus, by (37), we have Q = X−∗.
As an additional byproduct one sees that the formulas in Corollary 1 can also be obtained by
using (38) and the formulas given in Theorem 1.1 in [10].
Finally, we expect the results of this section to carry over to the time-varying case without
too many difficulties using the reduction techniques from nonstationary to stationary in Chap-
ter X in [8]. Theorem 12.4 in [7] provides further evidence for this expectation. Note that the
operator M in Theorem 12.4 in [7] plays a similar role as our X for the Riccati equation (42).
Therefore, a first step should be to replace Theorem 12.4 in [7] by an appropriate generalization
of Theorem 1.1 in [10] to a time-varying setting.
Acknowledgment
We thank Patrick Dewilde for a number of useful comments and an interesting exchange of
emails on the subject of factorization.
Appendix
The identities in (14) appear as a corollary of Lemma 2. Let G and V be rational m×m matrix
functions given by stable minimal realization,
G(z) = DG + zCG(InG − zAG)−1BG , (43)
V (z) = DV + zCV (InV − zAV )−1BV . (44)
Lemma 2. Let L be a rational m × m matrix function with no poles and zero on the closed unit
disc, and assume that V ∗L = G∗. Then nG = nV and there exists an invertible n × n matrix X,
where n = nG = nV , such that
A∗G = X A∗V X−1 and B∗G = B∗V X−1. (45)
Proof. The assumption V ∗L = G∗ implies that H∗V TL = H∗G , and hence T ∗L HV = HG . Fur-
thermore, since the realizations in (43) and (44) are minimal, we may without loss of generality
assume that these realizations are restricted backward shift realizations. In particular, we may
assume that AG acts on the space XG = Im HG and AV acts on XV = Im HG . The identity
T ∗L HV = HG and the fact that TL is invertible, imply that the restriction E of the operator T ∗L to
XG maps XG in a one-to-one way onto XV . Hence nG = nV , and it is straightforward to check
that with X = (E∗)−1 the identities (45) hold. 
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