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MIMO Decision Feedback Equalization
from an H Perspective
Alper Tunga Erdogan, Member, IEEE, Babak Hassibi, and Thomas Kailath, Life Fellow, IEEE
Abstract—We approach the multiple input multiple output
(MIMO) decision feedback equalization (DFE) problem in digital
communications from an estimation point of view. Using the
standard (and simplifying) assumption that all previous decisions
are correct, we obtain an explicit parameterization of all
optimal DFEs. In particular, we show that, under the above
assumption, minimum mean square error (MMSE) DFEs are
optimal. The approach also suggests a method for dealing
with errors in previous decisions.
Index Terms—Decision feedback equalization, estimation,
risk-sensitive estimation.
I. INTRODUCTION
THE ultimate goal of digital communication is the reliabletransmission of information at the highest possible
data rates. One major obstacle in achieving this goal is the
intersymbol interference (ISI) imposed by the communication
channel. The inter symbol interference refers to the effect of
neighboring symbols on the current symbol and unless it is
handled properly it can lead to high bit error rates (BERs)
in the recovery of the transmitted sequence at the receiver.
Therefore, various methods have been developed to increase
the communications systems’ performance by reducing the
effects of the ISI.
Linear equalization is one of the major attempts in this di-
rection. However, linear equalization does not exploit the fact
that the transmitted sequence has a “finite alphabet” structure.
To take advantage of this property, decision feedback equal-
ization (DFE) is proposed. DFEs use old decisions to improve
the equalizer performance. This has been a research focus for
more than two decades. In [1], a good summary and a histor-
ical overview of these research efforts is provided. A more re-
cent treatment of decision feedback equalization with minimum
mean square error criterion (MMSE-DFE) is in [2].
Almost all the techniques proposed for equalization make
some assumptions about the underlying characteristics of the
disturbance signals and the structure of the communication
channel model. In many applications, however, true information
about the channel is not available, and algorithms have to use
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the estimates of the model parameters. For example, in mobile
communications the channel parameters are often estimated via
use of training sequences. The time variations in these parame-
ters also necessitate the need for tracking them, and the errors
due to tracking is another point of concern. These concerns
bring the question of robustness, that is, whether the small
variations from the true model, and small disturbances, can
cause large degradations in the performances of the algorithms
using these parameters.
Recently, the criterion has been proposed [3] for the
linear equalization with the belief that the resulting equal-
izers will be more robust against the model uncertainties and the
lack of statistical information of the exogenous signals. In [4],
this approach has been further studied, yielding various new in-
sights into the linear equalization problem such as role of non-
minimum phase zeros and the delay in equalization. Further-
more, finite impulse response (FIR) equalization has been
investigated in [5]. As outlined in [4], we can list the reasons for
the application of the criterion to the equalization problem
as follows:
• the risk-sensitive optimality of the central equalizers,
which provides an ensemble average optimality property
similar to the average optimality of the MMSE equalizers;
• the worst-case optimality, which reduces the maximum
performance deviation from the average performance (this
property provides a basis for the robust equalizer design
framework);
• existence of the fast algorithms for the implementation.
In this paper, we approach the multiuser DFE problem from
the estimation point of view. In the first part of the paper,
we introduce the multiuser DFE problem. Then, we introduce
an equivalent model and provide the MMSE-DFE solution for
this model. Starting with Section V, we look at the formulation
of equalizers under the assumption that the previous deci-
sions input to the feedback filter are correct. Here, among other
results, we show that MMSE equalizers are optimal under
this assumption. In the last part of the paper, we abandon the
assumption about the correctness of previous decisions, which
complicates the decision feedback problem due to the extreme
difficulty in the modeling of the decision errors. However, we
will show that the criterion-based approach can still pro-
vide a solution in this case.
II. DFE PROBLEM
The standard discrete time model for the DFE problem is
illustrated in Fig. 1. In this figure, represents the discrete
time finite-alphabet input-data sequence. If we assume the
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Fig. 1. Decision feedback equalization.
number of co-channel users to be , then . The dis-
tortion effects of the communications medium are represented
by a linear time invariant (LTI) transfer function matrix ,
which reflects the effects of the transmit and receive filters
and of the propagation environment (e.g., the multipath vector
channel of an antenna array system in wireless communications
system). The dimensions of and determine the
dimensions of the channel . If there are antennas or
branches at the receiver, i.e., , then is assumed
to be a causal and stable matrix function in with
Laurent series expansion
(1)
that is analytic on and outside the unit circle, , where
denotes the impulse response of . The
entry in the matrix refers to the effective channel between
the user and the antenna . We also assume that the number
of users is less than or equal to the number of antennas, i.e.,
.
The sequence represents the noise disturbance (e.g., re-
ceiver antenna noise, co-channel interference, etc.) corrupting
the observations. Modeling errors due to imperfect knowledge
of the true channel can also be incorporated into the disturbance
. We shall, therefore, for the most part not make any statis-
tical assumptions about the disturbance sequence and will
simply consider it as an unknown sequence of elements in .
The frequency selective property of the results in ISI
for the observed signal, and therefore, it is desirable to reduce
the frequency-selective property of the channel to reduce ISI.
We also need to take the effects of noise into consideration. Re-
ferring to Fig. 1, our aim in DFE is to design causal filters
and to estimate , where is the parameter in-
dicating the delay in estimating the transmitted sequence. Here,
is the feedforward filter that has the observations
as its input, and is the feedback filter that has the pre-
vious decisions as its input. The estimate, which is
denoted by , is the sum of the outputs of the and
, whereas the decisions are obtained by passing
through a decision device. The design of the filters
and depends on the criterion chosen to define the close-
ness of to .
In almost all the DFE designs in the literature, the decisions
input to the filter are assumed to be correct; this simpli-
fying assumption converts the original nontractable nonlinear
Fig. 2. Equivalent model for DFE.
problem into a solvable linear one. Moreover, most of the re-
search in the decision feedback area is focused on the mean
square error criterion [2], [6], [7], mostly because it allows the
derivation of explicit formulas for both the feedforward and
feedback filters. As summarized in [1], in most of these deriva-
tions, the feedforward filter is assumed to be noncausal, i.e.,
a smoothing filter, and therefore, in applications, it should be
approximated by a causal filter with a certain delay. Again, as
shown in the same paper, the formulation reduces to solving a
mean square error linear prediction problem.
In this paper, we will use the criterion as the the basis
for the derivation of the filters. In doing so, we will consider the
setup of Fig. 1, constraining the feedforward filter to be causal.
III. EQUIVALENT MODEL FOR DFE
We can remodel the DFE problem in Fig. 1, as shown in Fig. 2
so that it takes the form of a general estimation problem [8]
with , as we are trying to estimate the delayed
input symbols. In this figure, represents possibly incor-
rect previous decisions, and represents
the corresponding errors in the decisions. Thus, in this model
(2)
is the equivalent matrix channel. According to the same model
and
(3)
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are the equivalent observation and noise vectors, respectively.
We define the energy weighting matrix for the noise as
(4)
where represents the weight we assign to the additive noise
, and represents the weight assigned to the decision error
sequence . Then, the DFE problem is equivalent to finding
(5)
that minimizes a certain norm of the transfer function
(6)
In the rest of the paper, without loss of generality, we will as-
sume that simplifies the expressions.
IV. MMSE DFE
In this section, we formulate the MMSE DFEs for the equiv-
alent channel model of the previous section under correct deci-
sions assumption (without this assumption, the MMSE proce-
dure is not tractable).
The solution to this problem is well known. However, we will
repeat here the formulation as it provides a good basis of com-
parison with the approach, and the treatment will be more
general than most of the approaches in the literature where the
feedforward filter is assumed to be noncausal and to have access
to infinite future observations. The following theorem gives the
formulation for MMSE-DFE equalizers. It uses the general
approach outlined in [9].
Theorem 1 ( -Optimal DFE): The solution to the problem
(7)
where , which is given in (6) for the case , is given
by
(8)
where is found from the canonical factorization of the
power spectrum matrix
(9)
with causal and causally invertible, and where
denotes the causal part of the transfer operator . In addition,
the corresponding error spectrum is given by
(10)
where refers to the strictly anticausal part of the
transfer function , and .
V. DFE
In this section, we look at the formulation of the DFEs with
respect to the criterion. First, we will assume that the old
decisions are correct, as we did in the MMSE formulation,
and look at the derivation of DFE equalizers. We then
abandon this assumption in the last section and look at the
solution provided by the framework for this case.
A. Correct Decisions Case
We approach the derivation of DFEs under the correct
decisions assumption by first concentrating on the case in which
and then by showing how we can generalize this ap-
proach. Under this assumption, in Fig. 2 is equal to zero for
all , and therefore, the corresponding weight is . The
major result under the correct decisions assumption is that the
MMSE-DFE turns out to be optimal. This is a striking re-
sult since the and approaches generally, with the ex-
ception of some trivial cases, yield different results.
1) DFEs for : Focusing on the case gives
us the flavor of the general formulation of the DFE filters.
We will state the result related to this case by the following
theorem:
Theorem 2 ( DFE for ): For the setting described
by Fig. 2, under the correct decisions assumption, i.e.,
and for , the solution to the problem
(11)
where is given by (6), can be obtained for
(12)
and is given by
(13)
where is a causal and strictly contractive transfer function,
and we have (14), shown at the bottom of the next page.
Proof: Proof of this theorem is given in Appendix A.
Remarks:
• It is interesting to compare the performance of the
DFE with the linear equalizer by comparing the cor-
responding optimal norms. As shown in [4], for a
scalar channel with , the linear equalizer has
(15)
for a minimum-phase and
(16)
for a nonminimum-phase . For the DFE, irrespective
of the minimum-phase property of the channel, (12) yields
(17)
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For nonminimum-phase channels, obviously,
since , and therefore, .
For minimum-phase channels, over the region ,
the minimum value of the is achieved on the unit
circle. This is due to the observation that has all its
poles inside the unit circle, and therefore, by the maximum
modulus theorem, achieves its maximum on the
unit circle for . Thus, achieves its minimum
on the unit circle for this region. Since , we
have , so that
(18)
i.e., the performance of the DFE is better than the
performance of the linear equalizer with respect to
the criterion.
• Another important observation is obtained when we look
at the central solution to the DFE problem by using ,
which is given by (14):
which turns out to be the MMSE-DFE for the given setup
and with the additional statistical assumptions. This is an
important observation, which we generalize in the next
section.
2) Optimality of MMSE-DFE: An important result
from the previous section is that under the correct previous
decisions assumption, and for , the MMSE-DFE is
optimal. If we carry out the factorization for a general
, we see that the MMSE solution still coincides with the
corresponding central solution. In this section, we shall
prove this fact using a different route.
For the equivalent channel model described in the previous
section, the MMSE DFE for any can be found using
(19)
where is as defined in (9), and the error spectrum corre-
sponding to the equalizer is given by
(20)
where extracts the strictly noncausal part of its argument,
and for any function .
To obtain the spectral factorization of , let us first
write
Comparing with the spectral factorization in (9), we conclude
that we have (21)–(23), shown at the bottom of the page, where
is chosen such that is causal and
causally invertible. The causality of the constrains
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We can write the error spectrum as
where we used the fact that and are causal.
Equation (24) shows that the resulting error spectrum is fre-
quency independent. For the scalar case, the MMSE equalizers
minimize the area under the error spectrum, whereas the
equalizers minimize the peak of the error spectrum. Thus, the
frequency independence implies the flatness of the error spec-
trum, which in turn implies that the MMSE-DFE equalizer is
optimal. The reason is that any other DFE equalizer with
a maximum value of the error spectrum less than that of the
MMSE-DFE equalizer will have to have a smaller area under
its spectrum than the MMSE-DFE case, which is a contradic-
tion.
This property of MMSE-DFE can be extended for more gen-
eral matrix channels by the use of operator techniques developed
in [10] and outlined in Appendix B. In order to show that the
and the solutions coincide, we need to show that
is equal to the maximum singular value of the MMSE error spec-
trum, which is a constant matrix. From Appendix B, we know
that
(24)
where the is equal to zero since the smoothing spectrum is
equal to zero. Therefore
(25)
Here, using the results we obtained above
Therefore, since and are causal operators, we




which proves that the and the solutions coincide for the
more general matrix channel case.
This is a striking result, which sheds further light on the prop-
erties of the MMSE-DFE equalizer. Moreover, this is a rare
case, where the solutions to the and MMSE filtering prob-
lems coincide. In general, except for some trivial cases, solu-
tions to both problems differ, and a tradeoff exists between two
criteria. In fact, one active research area is the design of mixed
filters. We should note that the equivalence relation
shown should not be confused with the well-known limiting
equivalence of the estimator to the estimator, where
the limit is on the parameter. The equivalence obtained is for
finite levels, and it is a property of the decision feedback struc-
ture.
3) Derivation of s for : We previously
looked only at the case . For any , it is also possible
to obtain explicit formulas for the DFEs since the factor-
ization of the Popov function can be achieved easily but with
increasing complexity of the expressions due to the following
lemma.
Lemma 1: The Popov function
under the correct decisions assumption, i.e., , is always
unimodular.
Proof: For any delay , we can factor the Popov func-
tion as
The factors and are clearly unimodular ma-
trices since they are triangular matrices with constant diagonals.
The center matrix is also unimodular since
is unimodular since, as shown above, it is a product of three
unimodular matrices. As a result, the Popov function is
unimodular.
Therefore, we can systematically factor the Popov function
using unimodular lower–upper and upper–lower factors. In
doing so, one can follow an approach similar to the approach
for the case. We begin by first factoring as in
Appendix A but for a general :
(29)
(30)
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which leads to
(31)
Therefore, we can reduce the factorization of the original Popov
function to factorization of the “equivalent” Popov func-
tion
(32)
In Theorem 6 of Appendix C, we show that for , under








This means that we can directly calculate the optimal value of
for the DFE problem for any delay using the channel
impulse response coefficients.
B. Error in Previous Decisions
In the previous sections, to simplify the analysis and the
derivations of the filters, we assumed that the decisions used by
the feedback filter were always correct. This assumption can
hold in systems that use precoding techniques to implement the
feedback part in the transmitter section, as in the well-known
Tomlinson–Harashima precoding procedure [11]. However,
such procedures require a priori knowledge of the channel and
the statistics of the exogenous input signals for the design of the
transmitter. In applications requiring adaptive communication
capabilities, such as wireless communications systems, this is
not a reasonable assumption. Since the channel is estimated at
the receiver, adapting the transmitter with this information is
not feasible in time-variant environments. Therefore, in such
situations, the feedback filter should be implemented at the
receiver, which inevitably leads to incorrect decisions input
to the feedback filter. If filters are designed under the correct
previous decisions assumption, the existence of decision errors
leads to a degradation in the performance.
In this section, we will not assume that the decision errors
are zero but that they form some nonzero sequence . Since
is a complicated function of the feedforward and feedback
filters, as well as other parameters in the system, it is almost im-
possible to give an explicit statistical description of the errors
and, therefore, design filters with respect to the statistical crite-
rion such as MMSE criterion.
Fig. 3. BER versus .
However, as far as the criterion is concerned, is a
nonzero sequence with small power given by , and therefore,
the approach can provide a solution that safeguards against
the worst-case decision errors.
When , the corresponding Popov function is no longer
unimodular, and therefore, the J-Spectral factorization-based
approach is not as easy as the correct decisions case. However,
we can still obtain numerical solutions by solving Riccati equa-
tions (or recursions), and we can implement equalizers with
state space models, as shown in [8]. In the design of equalizers,
we need to choose the parameter and the parameter in .
The should clearly be greater than . Although there is no




which is derived in Appendix C.
The choice of the parameter is critical since it represents the
power of the decision errors, which is not known beforehand.
Fig. 3 illustrates the variation of the BER of the equalizer as a
function of the parameter for the example
, delay , and SNR
18 dB for the central equalizer. Initially, as we increase the
value of from 0, the BER decreases. This is due to the fact that
the equalizer is taking into account the existence of the decision
error; therefore, performance improves. However, after a certain
point, this trend reverses, and the BER begins to increase be-
cause begins to overestimate the decision error power.
For binary signaling (with levels 1 and 1), the only pos-
sible values of the errors are 2 and 2. Therefore, the error
power would be four times the BER. Since the BER itself is
also dependent on the parameter chosen, it is hard to obtain an
explicit expression for the optimal value of , but given that the
error power at is four times the BER (BER of
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MMSE-DFE filter assuming correct decisions), should be
less than this value since its BER is lower than BER .
Fig. 3 suggests three times the BER for the optimal
value of the epsilon, which is a reasonable choice for practical
applications. Here, the BER can be approximated,
for example, using the upper bound formulas suggested in [12].
Similar reasoning can be followed in the computation of the op-
timal value of for constellations other than binary.
VI. CONCLUSION
We studied the problem of DFE from the estimation
point of view. If we make the assumption that the previous
decisions are correct, the formulation of the DFEs can be
obtained simply through factorization of the Popov function.
As an important result, under this assumption, the MMSE and
solutions coincide, which is an interesting result both from
an equalization and estimation theory point of view. Once we
remove this assumption, it is hard to formulate DFE filters with
respect to the MMSE criterion; however, the framework
still provides a solution due to its deterministic worst-case
setup.
APPENDIX A
We formulate the -DFE equalizers for the zero delay
case, which provides a proof for Theorem 2. We follow the
J-Spectral factorization-based approach, and therefore, we
begin by writing the Popov function for the equivalent DFE
model of Fig. 2:
where, for simplicity, we assumed binary antipodal signaling for
which and, therefore, . The results can be
easily generalized to more complex signal constellations.
We follow the factorization procedure outlined in the fol-
lowing.
1) We will iteratively extract factors from the Popov function
.
2) By assuming a positive range for , we write
, where is a causal and causally in-
vertible matrix, and is the mixed inertia matrix we
previously defined. Here, we note that the inertia con-
dition for the factorization is always satisfied since the
smoothing error spectrum is identical to zero, which fur-
ther implies . Therefore, as long as
, the inertia condition is satisfied.
3) If there exists a J-unitary matrix such that
has strictly causal block and causal and
causally invertible block , then the assumed range
for is greater than .
Before, we begin extracting factors from the Popov function,
we first define the following factorization of :
(36)
(37)
so that we can write
(38)
Note that since , we
obtain the following equality for the :
Due to the structure of , which is causal and causally
invertible and diagonal, we can obtain the desired J-spectral fac-
torization of by first finding the J-spectral factorization of
the equivalent Popov function as , and
then, we can write .
Therefore, we continue by further factorization of :
We define and then we write the singular
value decomposition for as
where diag , with
. Here, without loss of
generality, we will assume distinct singular values.
It can be shown that
where
and
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Here, which entries of the diagonal matrix are negative or
positive depends on the value of . Therefore, we continue fur-
ther factorization of by assuming different ranges for .
1) We assume




where, due to the assumed range for , both and are positive
matrices.
By defining the partitions
and
we can show that , where
, where we also have the first equation shown
at the bottom of page, and .
We note that contains the constant term
at the upper right corner.
We cannot remove this term by multiplying from the
right by a J-unitary matrix since the first two block entries of
at the corresponding row are strictly causal, and the
other constant term in the same row is orthogonal
to . Therefore, we cannot convert to a
matrix with a strictly causal (1,2) block by multiplication from
the right. This implies that should be greater than the range
assumed at the beginning.
2) In the previous part, we have seen that should be greater
than or equal to . We will pursue the factor-
ization under this condition.
For this case, can be written as the second equation
at the bottom of page. Since does not have a top-right
strictly causal entry, we need to find a J-unitary
matrix to multiply from the right so that the resulting
is strictly causal at that position. For that purpose, we
first find
Thus, we want to find a J-unitary matrix such that
It can be shown that is given by
where
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and
If we apply this J-Unitary transformation to we obtain
the equation at the bottom of page, where
and
Therefore, the resulting matrix has strictly causal
block. Besides, the block is unimodular and causal and,
therefore, causally invertible. Therefore, the desired form of fac-
torization is achieved for
Thus
Note that we obtain the transfer function in Theorem 2 by
APPENDIX B
We summarize the operator-based approach in the formula-
tion of the problem based on the notation and the tech-
niques introduced in [10]. This approach provides a simplified
and alternative solution to the problems in certain cases.
Notation: Let the input–output rule for a LTI system be given
by the convolution expression
(39)
where , i.e., space of square-summable se-
quence of vectors with dimension , and .
If we define the mapping as , then the -transform of the
operator can be written as
(40)
which is uniformly convergent and analytic on an annulus con-
taining the unit circle, since maps to . Therefore, the
Fourier transform is well defined for all .
We partition the sequences and into their past
and and present and future
and components. This
corresponds to the partitioning of and into orthogonal
subspaces and and and , respectively. Under
this orthogonal partitioning of the input and output spaces, we
can partition the operator as
(41)
Here, the operators of interest are the following.
• : Laurent operator, maps to . Its norm is
defined as
(42)
• : Toeplitz operator, maps to , i.e., past inputs to
past outputs. Its norm is defined as
(43)
• : Hankel operator, maps to , i.e., past inputs to
present and future outputs. Its norm is defined as
(44)
We can also provide frequency domain characterization of the
norms of the Laurent and Toeplitz operators
(45)
A. Two-Block Problem
In this section, we will concentrate on the two-block operator
(46)
where and are causal Laurent operators, and is a Lau-
rent operator that is not necessarily causal. We are interested
in since it is the error transfer operator that maps the input
disturbances to the output estimation error in the general linear
estimation setup.
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We give the following theorems for the two-block problem
[10]:
Theorem 3—Smoothing Problem: Considering the causal




Proof: Note that we may write
(49)
so that after a completion of squares
Therefore, is minimized for
which leads to and, hence, the
desired result.
Theorem 4 Causal Problem: Consider the causal Lau-




Proof: We refer to [10] for the proof.
It is an interesting fact that both and have similar struc-
ture; the only difference is that the Laurent operators in ex-
pression is replaced by Toeplitz operators in expression. Al-
though is in terms of Toeplitz operators
only, it is not necessarily Toeplitz, and therefore, a simple fre-
quency domain formula for cannot generally be given. How-
ever, an alternative characterization of
is given in the following theorem.
Theorem 5 Mixed Toeplitz-Plus-Hankel Operator: Consider
the causal Laurent operators and . Then, we have
(52)




with causal and causally invertible.
Proof: See [10] for the proof.
We note that . Therefore, due to (52), ,
and the increase depends on the Hankel operator .
APPENDIX C
An explicit expression can be obtained for the value
for the -DFE filter under the correct decisions assumption,
i.e., . When , we can obtain an upper bound for
, as suggested by the following theorem.
Theorem 6: Consider the causal transfer matrix




1) If , then
(55)
where as defined in (33).




Proof: We follow the operator theory-based methods de-
scribed in [10]: We begin by defining the Toeplitz operator for
the equivalent channel as
(58)
where is the Toeplitz operator for the channel which is the
semi-infinite matrix
(59)
and is the Toeplitz operator corresponding to the delay com-
ponent of the equivalent channel which is another semi-infinite
matrix given by
(60)
Furthermore, we also define the Toeplitz operator for the
delay operator as
(61)
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As shown in [10], in terms of the operators we defined above,
the is given by
(62)
(63)
We first note that
(64)
We can partition in a similar way as
(65)









Here, we write as
(70)




2) For , in (66), if we replace with
(73)
since (and therefore ), we obtain
an upper bound for the . If we look at the product
, it is equal to
(74)
where .
Since we are interested in the eigenvalues of , we look at
, which is congruent to
(75)
It can be shown that the maximum eigenvalue is a concave
function of ; therefore, the linear approximation obtained by
ignoring the higher order terms provides an upper bound. Under
the linear approximation (75) takes the form
(76)
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