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Kurzfassung
Es gibt keinen Zweifel, dass Cloud-Computing heutzutage gigantische Veränderungen in
IT-Unternehmen bewirkt. Cloud-Computing bietet Unternehmen die Möglichkeit ihre IT-
Infrastruktur voll oder teilweise in die Cloud zu migrieren, dadurch Kosten für Ressourcen
zu sparen und Vorteile wie Skalierbarkeit, Flexibilität oder Verfügbarkeit in der Cloud zu
nutzen. Dennoch gibt es Unternehmen die Bedenken haben in die Cloud zu migrieren, weil
sie um die Sicherheit ihrer Daten besorgt sind. Deshalb versuchen viele Cloud Anbieter
gezielt auf die Wünsche der Cloud User einzugehen. Dennoch gibt es Probleme in Bezug
auf Sicherheit und Funktionalität, die während und nach der Migration auftreten können.
Deshalb werden Cloud-Data-Pattern [SBK+12], [SAB+12] eingesetzt um wiederverwendbare
Lösungen für diese Herausforderungen vorzuschlagen. In dieser Diplomarbeit wird eine
neue Cloud-Data-Pattern-Sprache entwickelt, welche auf den bisherigen Cloud-Data-Pattern
basiert und das Migrieren der Datenschicht in die Cloud unterstützt. Hierfür werden atomare
Pattern auf eine geeignete Zusammensetzung untersucht und basierend darauf eine formale
Methode für die Komposition von Cloud-Data-Pattern entwickelt und validiert.
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1 Einleitung
Cloud-Computing ist der aktuelle Trend, der es Benutzern ermöglicht, IT-Dienste wie z.B
Ressourcen, Speicher, Softwareanwendungen oder Netzwerkkapazitäten angepasst an den
Verbrauch des Benutzers ähnlich wie beim Strom-, Wasser- und Gasverbrauch [Höl11, BBG10],
in Anspruch zu nehmen. Skalierbarkeit, Flexibilität, Verfügbarkeit und ökologische Vorteile
[Höl11] sind einige der wichtigen Kriterien für die Auswahl von Cloud Anbietern die für
Unternehmen entscheidend sind um in die Cloud zu migrieren. Während die Migration
vielversprechende Vorteile mit sich bringt, gibt es dennoch Probleme die bei der Migration
auftreten können. Die Probleme umfassen unter anderem Sicherheit, Datenschutz, Dateninte-
grität und Verfügbarkeit. Diesbezüglich haben Strauch et al. [SABL13] Cloud-Data-Pattern
definiert, welche die Migration unterstützen sollen, um Herausforderungen zu meistern.
Diese Diplomarbeit konzentriert sich auf die Cloud-Data-Pattern und deren Kombinations-
möglichkeiten um die Migration in die Cloud zu unterstützen.
1.1 Motivation
Durch die steigende Beliebtheit von Cloud-Computing und dessen Vorteile wollen immer
mehr Unternehmen ihre Anwendungen in die Cloud migrieren. Cloud Migration ist der
Prozess Unternehmensdaten, Dienste oder Anwendungen voll oder teilweise in die Cloud
zu verschieben. Gängige Anwendungen werden typischerweise als eine Drei-Schichten-
Architektur [Fow02] realisiert und bestehen aus Präsentationsschicht (Presentation Layer),
verantwortlich für die Benutzerschnittstelle, der Anwendungsschicht auch Geschäftslogik
(Business Layer) ist für die Realisierung der Anwendungslogik zuständig und der Daten-
bankschicht (Data Layer), diese sorgt für das Laden und Speicher von Daten, z.B in eine
Datenbank. Die Datenschicht besteht aus zwei Teilen: der Datenzugriffsschicht (Data Access
Layer (DAL)) und der Datenbankschicht (Database Layer (DBL)). Die DAL regelt den Zugriff
auf die Daten und die DBL ist für die Datenhaltung zuständig. In dieser Arbeit werden
die letzten beiden genannten Schichten die Datenzugriffsschicht und die Datenbankschicht
bezüglich der möglicherweise benötigten Anpassungen bei der Migration in die Cloud durch
die Cloud-Data-Pattern unterstützt.
Zum besseren Verständnis wird ein Szenario zur Motivation der Arbeit eingeführt. Es stellt
ein Beispiel von zusammengesetzten Cloud-Data-Pattern vor. Als Beispiel betrachten wir
einen Automobilhersteller, welcher die Daten seiner Kunden (Autohändlern) in der Private
Cloud speichert. Die Mitarbeiter des Automobilherstellers haben Zugriff auf die Daten. Das
Unternehmen besitzt zusätzlich ein Tochterunternehmen, welches für die Finanzierungsab-
wicklung zuständig ist. Das Tochterunternehmen ist international verteilt, d.h.: Deutschland
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ist zuständig für die Finanzierungsabwicklung von deutschen Kunden, England von eng-
lischen Kunden usw. Um Berechnungen und Softwaretests durchzuführen brauchen sie
ebenfalls Zugriff auf die Daten in der Private Cloud. Da der Automobilhersteller sich aller-
dings um die Sicherheit seiner Firmendaten kümmern muss und die unnötige Belastung der
Datenbank vermeiden will, migriert er einen Teil seiner Datenbank in die Public Cloud. Um
den Schutz der Kundendaten zu garantieren und vertrauliche Kundeninformationen nicht zu
veröffentlichen werden Cloud-Data-Pattern eingesetzt.
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Abbildung 1.1: Szenario zur Cloud-Data-Pattern Komposition
In Abbildung 1.1 sieht man die Datenbankschicht, aufgeteilt in Data Access Layer und
Database Layer, des Automobilherstellers, welcher in die Privat Cloud migriert hat. Das
zusammengesetzte Pattern bestehend aus dem Anonymizer of Critical Data Pattern und dem
Local Sharding-Based Router Pattern und ist in der Private Cloud realisiert. Alle Kundendaten,
die durch die Finanzabteilungen zur Berechnung gebraucht werden, werden anonymisert
um Kundendaten vertraulich zu behandeln. Durch das Local Sharding-Based Router Pattern
hat man die Möglichkeit, die Lastverteilung der Lese- und Schreibzugriffe auf die geografisch
verteilten Daten zu ermöglichen. Somit kann jede Finanzabteilung, verteilt auf der ganzen
Welt, Zugriff auf alle anonymisierten Kundendaten haben und Berechnungen durchführen.
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1.2 Problemstellung
Ein Cloud-Data-Pattern unterstüzt die Migration der Datenbankschicht in die Cloud. Das Ziel
dieser Diplomarbeit ist, für die atomaren Cloud-Data-Pattern von Strauch et al. [SBK+12] eine
mögliche Kombination zu finden, um eine neue Cloud-Data-Pattern-Sprache zu entwickeln.
Bisher gibt es keine erforschten Kompositionsmöglichkeiten im Bereich der Cloud-Data-
Pattern. Es bestehen vereinzelte Arbeiten, die sich mit den Kombinationsmöglichkeiten von
Design Pattern [CSF+06], [Rie97a] und Integritäts Pattern [Dru07], [JF10] beschäftigen. Jedoch
befassen sich diese nicht mit Cloud-Computing.
Die Fragestellung in dieser Arbeit ist, wie man die Komposition der Cloud-Data-Pattern
definieren soll um eine logische Verbindung zwischen den Pattern herzustellen. Für die Kom-
position werden die Anforderungen der Cloud-Data-Pattern untersucht und entsprechende
Vor- und Nachbedingungen definiert, welche die Kombination der atomaren Pattern ermögli-
chen. Die Kombinierten Pattern unterstützen ebenfalls die Migration der Datenbankschicht
in die Cloud.
1.3 Aufbau
Die vorliegende Arbeit ist in sieben Kapiteln untergliedert:
• Kapitel 2 Grundlagen: Grundlegende Konzepte, Begriffe und Definitionen wie das Cloud-
Computing und die Cloud-Data-Pattern werden hier eingeführt. Ebenfalls wird das
Patternformat vorgestellt, das hier benutzt wird. Abschließend wird das Repository
betrachtet in welches die Pattern gespeichert werden. Die hier behandelten Themen
dienen als Grundlage für die vorliegende Diplomarbeit.
• Kapitel 3 Kenntnisstand: Dieses Kapitel gibt einen Überblick über die bisherigen Arbeiten
und den Kenntnisstand der Kompositionsmöglichkeiten von Pattern. Die bisherigen
Arbeiten umfassen zwar nicht Cloud-Data-Pattern, liefern allerdings einen Ansatz für
die Kompositionsmethode, die in dieser Arbeit benutzt wird und lassen auch unsere
Arbeit diesbezüglich positionieren.
• Kapitel 4 Cloud-Data-Pattern-Sprache: Mit der erforschten Methode werden hier Vor- und
Nachbedingungen für die Kombination der Pattern definiert. Als erstes werden die
Pattern auf Basis ihrer Semantik kombiniert und anschließend mit der Komposition
basierend auf den Vor- und Nachbedingungen verglichen.
• Kapitel 5 Design: Hier wird das Datenmodell des Pattern Repositorys erweitert, damit
im nächsten Kapitel die atomaren Cloud-Data-Pattern gespeichert werden können.
• Kapitel 6 Validation und Evaluation: Die Ontologien werden in diesem Kapitel umgesetzt
und die atomaren Cloud-Data-Pattern werden in das Repository eingepflegt. Bekannte
Verwendung der Cloud-Data-Pattern werden vorgestellt.
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• Kapitel 7 Zusammenfassung und Ausblick: Das letzte Kapitel liefert eine Zusammenfassung
der Ergebnisse dieser Diplomarbeit und gibt einen Ausblick auf mögliche Erweiterun-
gen, welche auf dieser Diplomarbeit aufbauen.
4
2 Grundlagen
Dieses Kapitel legt die Grundlagen für die in dieser Diplomarbeit behandelten Konzepte. Hier-
bei wird der Begriff und die Merkmale des Cloud-Computing näher beschrieben. Abschnitt
2.2 beschreibt eine Pattern Definition und das Patternformat. Danach werden in Abschnitt
2.3 die atomaren Pattern, die für die Komposition benötigt werden, eingeführt. Im letzten
Abschnitt 2.4 wird das Repository vorgestellt in dem letztendlich die Pattern gespeichert und
verwaltet werden.
2.1 Cloud-Computing
Der zunehmende Umstieg vieler Firmen in die Cloud zeigt die Popularität des Cloud-
Computing. Cloud-Computing öffnet neue Perspektiven für Unternehmen und bietet eine
flexible und kostengünstige Gestaltung für die IT-Infastruktur an. Virtuell unendliche Spei-
cherkapazitäten, kostengünstige Ressourcen, Skalierbarkeit sind einige Vorteile, welche die
Cloud unter Bezahlung der wirklich verwendeten Ressourcen anbietet. Dieser Abschnitt be-
schreibt eine ausführliche Einführung in Cloud-Computing und bietet eine Begriffsdefinition
an.
2.1.1 Definition
Für Cloud-Computing existiert bisher keine einheitliche Definition. Eine der am häufigsten
benutzte Definitionen ist die des National Institute of Standards and Technology (NIST).
"Cloud Computing is a model for enabling ubiquitous, convenient, on-demand network ac-
cess to a shared pool of configurable computing resources [...] that can be rapidly provisioned
and released with minimal management effort or service provider interaction."[MG09]
Kurzgefasst ist Cloud-Computing das Bereitstellen verteilter IT-Ressourcen im Netz, das an
den Bedarf des Nutzers angepasst und als „Wolke “verhüllt angeboten wird. Außerdem hat
das NIST folgende Eigenschaften für Cloud-Computing definiert:
1. On-demand Self Service: Cloud User können bei Bedarf durch die Cloud zur Verfügung
gestellte IT-Kapazitäten (Rechen- und Speicherleistung) selbstständig nutzen.
2. Broad Network Access: Die Cloud Dienste sind über das Netz für alle heterogene Endge-
räte verfügbar.
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3. Resource Pooling: Cloud Ressourcen werden nach dem Multi-Tenant Model mehreren
Nutzern bereitgestellt. Dem User wird gewöhnlich der Standort der Ressourcen verbor-
gen.
4. Rapid elasticity: Dynamische Provisionierung der Cloud Kapazitäten um den Nutzern
eine schnelle und bei Bedarf automatische Ressourcenanpassung zu ermöglichen.
5. Measured Services: Genutzte Ressourcen werden für Kontroll- und Optimierungszwecke
gemessen und erfasst um Transparenz für Anbieter und Nutzer zu ermöglichen.
Der über die Cloud angebotene Service wird in drei Service Modelle unterteilt. Software-as-a-
Service (SaaS), Platform-as-a-Service (PaaS) und Infrastructure-as-a-Service (IaaS).
• SaaS: Vom Cloud Anbieter entwickelte Anwendungen werden online dem Nutzer zur
Verfügung gestellt. Um die technische Infrastruktur und Wartung bzw. Upgrade der
Anwendungen muss sich der Nutzer nicht kümmern.
• PaaS: Bei diesem Modell bietet die Cloud eine Entwicklungsumgebung an in der Un-
ternehmen ihre eigenen Anwendungen entwickeln können und somit von Vorteilen,
wie Skalierbarkeit, geringe Kosten und Verzicht auf Selbstbetreuung und Pflege von
Hardware, profitieren.
• IaaS: Dieses Service Modell stellt dem Cloud User grundlegende IT-Ressourcen zur
Verfügung und gibt ihm die Möglichkeit auf diese Ressourcen nach freier Wahl ein
Betriebssystem und Anwendungen zu installieren.
Die NIST [MG09] definiert vier Cloud Deployment Modelle Private Cloud, Public Cloud, Com-
munity und Hybrid Cloud, die in dieser Arbeit auch eine wichtige Rolle spielen. Privat Cloud
ist eine Form des Cloud-Computings wobei sich die Cloud Infrastruktur im Unternehmen
selbst befindet. Das Unternehmen betreibt somit die Cloud selbst und hat die Kontrolle in
eigener Hand. Public Cloud wird von einem Cloud Anbieter angeboten. Dieser kontrolliert
und ist zuständig für die Cloud Infrastruktur. Der Zugriff erfolgt über das Internet und ist
nach vorheriger Registrierung mit den entsprechenden Zugangsdaten öffentlich zugänglich.
Wenn der Zugriff auf Ressourcen die in einer Cloud liegen nur für eine Gemeinschaft oder
eine Gruppe zugänglich ist spricht man von einer Community Cloud. Dabei kann einer aus
dieser Gruppe oder ein Cloud Anbieter zuständig für den Betrieb der Cloud Infrastruktur
sein. Hybrid Cloud ist eine Kombination von mehreren Cloud Deployment Modellen, wobei
mindestens zwei verschiedene der drei vorher genannten Modelle kombiniert werden müssen
(z.B: kritische Daten eines Unternehmens können in einer Private Cloud gespeichert werden
und weniger kritische Daten in einer Public Cloud).
2.2 Pattern
Der Begriff des Pattern (Muster) hat ihren Ursprung in der Architektur und wurde in den
70er Jahren von dem Architekten Christopher Alexander eingeführt. In seinem Buch A Pattern
Language [AIS78] definiert er ein Pattern wie folgt:
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„Each pattern describes a problem which occurs over and over again in our environment, and
then describes the core of the solution to that problem, in such a way that you can use this
solution a million times over, without ever doing it the same way twice.“
Pattern beschreiben einen Lösungsweg für ein wiederkehrendes Problem in einem Kontext.
Deshalb sind sie nicht nur für die Architektur sonder auch für die Informatik von großer Be-
deutung. In dieser Diplomarbeit werden die Cloud-Data-Pattern [SABL13] zur Ünterstützung
der Migration in die Cloud behandelt. Diese werden im nächsten Abschnitt beschrieben. Die
Darstellung der Cloud-Data-Pattern folgen der Patternform von Hohpe und Woolf [HW04].
Patternformat:
1. Name: Jedes Pattern hat einen eindeutigen Namen und dieser sollte das Problem des
Patterns wiederspiegeln.
2. Icon: Die Pattern werden durch ein Icon symbolisiert. Dieses Icon wird als grafische
Darstellung für Pattern in Diagrammen verwendet. Das ist wichtig wenn man Pattern
kombinieren möchte. Die in dieser Arbeit benutzten Pattern Icons haben eine Form von
einem Puzzelstück.
3. Context: Im Context geht man ins Detail und beschreibt die Umgebung in dem das
Problem auftaucht und wie Pattern für die Lösung anwendbar sind.
4. Challenge: Stellt die Problematik in einer Frage dar.
5. Forces: Sind Einschränkungen die beim Lösen des Problems berücksichtigt werden
sollen.
6. Solution: Hier wird erklärt wie die Problematik, die in der Challenge geschildert wird,
gelöst werden kann.
7. Sidebars: Detaillierte technische Aspekte werden hier behandelt.
8. Result: Dieser Teil baut auf die Solution auf und beschreibt den Lösungsweg und
beachtet dabei die Einschränkungen in Forces.
9. Example: Ein Beispiel mit dem eingesetzten Pattern.
10. Next: Hier wird der Bezug des Pattern zu verwandten Pattern hergestellt.
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2.3 Cloud-Data-Pattern
In diesem Abschnitt werden neun Cloud-Data-Pattern vorgestellt, welche die Grundlage für
die Patternkompositionen in Kapitel 4 bilden. Strauch et al. definieren Cloud-Data-Pattern
folgendermaßen [SBK+12]:
„A Cloud-Data-Pattern describes a reusable and implementation technology-independent
solution for a challenge related to the data layer of an application in the Cloud for a specific
context.“
Die Cloud-Data-Pattern von Strauch et al. [SBK+12], [SAB+12], [SABL13] sind in folgen-
de zwei Kategorien unterteilt, Functional Pattern und Non-Functional Pattern. Die Non-
Functional Pattern unterteilen sich in Scalability Pattern und Confidentiality Pattern. Tabelle
2.1 zeigt einen Überblick über die Pattern, die anschließend näher beschrieben werden.
2.3.1 Functional Pattern
Wenn die Quelldatenspeicher nicht mit dem Cloud Datenspeicher übereinstimmen kann es
vorkommen, das gewisse Funktionalitäten die im Quellsystem vorhanden sind im Cloud
Datenspeicher fehlen. Das Data Store Functionality Extension Pattern erweitert den Cloud
Datenspeicher um eine Komponente, die die fehlenden Funktionalitäten, wie zum Beispiel
die „join “Operation in Not only SQL (NoSQL), bereitstellt. Die Funktion Stored Procedure,
wird in vielen Cloud Datenspeichern nicht zur Verfügung gestellt.
Das Emulator of Stored Procedures Pattern, eine Spezialisierung des Data Store Functionality
Extension Pattern, ermöglicht Stored Procedures im Cloud Datenspeicher. Hierfür wird
ein Emulator, der die Stored Procedures beinhaltet in die Cloud Datenspeicher Umgebung
eingesetzt. So kann die Anwendung, falls Stored Procedure benötigt wird, über den Emulator
auf den Cloud Datenspeicher zugreifen.
2.3.2 Non-Functional Pattern
Um nicht funktionale Anforderungen zu verwirklichen werden Non-Functional Pattern
verwendet. Diese unterteilen sich in Scalability Pattern und Confidentiality Pattern.
2.3.2.1 Scalability Pattern
Die Scalability Pattern werden eingesetzt, um für die Quality of Service und für die horizontale
Skalierbarkeit von Lese- und Schreiblast zu sorgen. Das Local Database Proxy Pattern löst das
Problem der zunehmenden Last, die durch Lesezugriff entstehen. Die Leselastverteilung er-
folgt durch Replikation der Datenbankschicht, z.B. in einen Master und mehrere Slaves. Wobei
der Master für Datenänderung zuständig ist und die Slaves als Lese Replikas zur Verfügung
stehen. Die Kommunikation zwischen der Datenzugriffsschicht und der Datenbankschicht
erfolgt durch eine Proxy Komponente. Der lokale Proxy in der Datenzugriffsschicht leitet die
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Leseanfragen an die Slaves und die Schreibanfragen an den Master weiter. Bei Ausfall des
Masters kann ein Slave dessen Rolle übernehmen.
Die horizontale Sklaierbarkeit der Lese- und Schreibzugriffe in der Cloud wird mittels Local
Sharding-Based Router Pattern gelöst. Große Daten werden mittels Sharding auf die Cloud
Datenspeicher verteilt. Das Local Sharding-Based Pattern, das sich lokal auf jeder Daten-
zugriffsschicht befindet, leitet alle Lese- und Schreibanfragen an die zuständigen Shards
weiter.
2.3.2.2 Confidentiality Pattern
Das Migrieren von sensiblen Daten in die Public Cloud bedarf einem sensiblen Umgang.
Vertrauliche Daten müssen vor Missbrauch geschützt werden. Durch den Einsatz von Confi-
dentiality Pattern ist dies möglich. Diese Pattern sind zuständig für die Kategorisierung von
verschiedenen Vertraulichkeiststufen und für die Geheimhaltung von Daten, die in die Cloud
Datenspeicher abgelegt werden.
Das Confidentiality Level Data Aggregator Pattern aggregiert die Daten, die sich in verschie-
denen Vertraulichkeitsstufen der jeweiligen Cloud Datenspeicher befinden und stellt es
passend an die höchste Vertaulichkeitsstufe der Datenzugriffsschicht in der Public Cloud
zur Verfügung. Das Pattern selbst wird gewöhnlich in der höchsten Vertraulichkeitsstufe
der Cloud realisiert. Alle Anfragen des DAL auf die Daten geschieht über das Confidentia-
lity Level Data Aggregator Pattern, dieses fasst die Daten zusammen und übergibt sie der
Datenzugriffsschicht.
Umgekehrt kategorisiert das Confidentiality Level Data Splitter Pattern Daten aus der traditio-
nellen Datenbank, die einer gemeinsamen Vertraulichkeitsstufe angehören, in mehrere Cloud
Datenspeicher mit verschiedenen Vertraulichkeitsstufen. Das Splitter Pattern befindet sich an
der Cloud Datenspeicher mit der höchsten Vertraulichkeitsstufe. Er ist für das Aufteilen und
kategorisieren der Daten in die jeweilige Cloud Datenbank zuständig.
Die nachfolgenden drei Confidentiality Pattern sorgen für den Datenschutz und für die
Sicherheit von vertraulichen Daten in der Cloud. Wie der Name schon sagt filtert das Filter of
Critical Data Pattern kritische Daten, d.h. alle Daten in der traditionellen Datenbank werden
als kritisch und nichtkritisch annotiert. Das Filter of Critical Data Pattern lässt nur nicht-
kritische Daten in die Public Cloud durch. Das Pattern selbst befindet sich in der Private
Cloud, wo sich auch die Datenbank mit den kritischen Daten befindet. Jeder Zugriff auf diese
kritischen Daten geschieht durch das Pseudonymizer of Critical Data Pattern. Dieses Pattern
erlaubt das Arbeiten mit den kritischen Daten in pseudonymisierter Form innerhalb der
Public Cloud. Bei Bedarf können die Identifikationsmerkmale, die durch ein Pseudonym
ersetzt werden und in der Datenbank erhalten sind, wiederhergestellt werden. Eine weitere
Möglichkeit kritischen Daten aus der Private Cloud in die Public Cloud zu verschieben ist
das Anonymisieren. Hier werden die als kritisch annotierten Daten durch das Anonymizer of
Critical Data Pattern anonymisiert und der Public Cloud zur Weiterverarbeitung übergeben.
Eine Herstellung der Verbindung zwischen den Originaldaten und den anonymisierten Daten,
wie bei pseudonymisierten Daten, ist nicht möglich.
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Category Name Icon Challenge
Functional
Data Store Functio-
nality
Extension
How can a Cloud data store
provide a missing functiona-
lity?
Emulator of Stored
Procedures
How can a Cloud data store
not supporting stored proce-
dures provide such functio-
nality?
Local Database
Proxy
How can a Cloud data sto-
re not supporting horizontal
data read scalability provide
that functionality?
Scalability
Local Sharding-
Based
Router
How can a Cloud data sto-
re not supporting horizontal
data read and write scalabi-
lity provide that functionali-
ty?
Confidentiality Le-
vel Data Aggregator
How can data of different
confidentiality levels from
different data sources be ag-
gregated to one common
confidentiality level?
Non-
functional
Confidentiality
Level Data Splitter
How can data of one com-
mon confidentiality level be
categorized and split into se-
parate data parts belonging
to different confidentiality
levels?
Confi-
dentiality
Filter of Critical Data
How can data-access rights
be kept when moving the
Database Layer into the pri-
vate Cloud and a part of the
Business Layer and a part of
the data access layer into the
public Cloud?
Pseudonymizer of
Critical Data
How can a private Cloud da-
ta store ensure passing criti-
cal data in pseudonymized
form to the public Cloud?
Anonymizer of Criti-
cal Data
How can a private Cloud da-
ta store ensure passing criti-
cal data only in anonymized
form to the public Cloud?
Tabelle 2.1: Übersicht Cloud-Data-Pattern [SABL13]
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Cloud-Data-Pattern / Anwendungsschicht Geschäftslogik Datenzugriffsschicht Datenbankschicht
Data Store Functionality Extension  4 ♦
Emulator of Stored Procedures  4 ♦
Local Database Proxy  4♦ 4
Local Sharding-Based Router  4♦ 4
Confidentiality Level Data Aggregator 4 4♦ 
Confidentiality Level Data Splitter  4♦ 
Filter of Critical Data 4 4♦ 
Pseudonymizer of Critical Data 4 4♦ 
Anonymizer of Critical Data 4 4♦ 
Legende:  hat keinen Einfluss auf, ♦ wird realisiert in,4 erfordert Anpassung in
Tabelle 2.2: Beziehung zwischen Cloud-Data-Pattern und den Schichten der Anwendungs-
architektur [SAB+13]
In Tabelle 2.2 wird die Beziehung zwischen den Cloud-Data-Pattern und den Schichten der
Anwendungsarchitektur in der sie realisiert werden dargestellt. Bei einigen Pattern ist eine
Anpassung in den Schichten erforderlich. Obwohl wir uns in dieser Arbeit auf die Datenbank-
schicht, aufgeteilt in DAL und DBL konzentrieren, muss die Anpassung der Auswirkung
einiger Pattern auf die Geschäftslogik auch berücksichtigt werden. Die Functional Pattern,
Data Store Functionality Extension und Emulator of Stored Procedures, ermöglichen die
Erweiterung der Cloud Datenbank um die fehlenden Funktionalitäten. Deshalb werden sie
in der Datenbankschicht realisiert und alle Zugriffe des DAL auf die Daten müssen durch
die eingesetzten Functional Pattern geschehen. Die Datenzugriffsschicht muss diesbezüglich
konfiguriert werden. Die Scalability Pattern, Local Database Proxy und Local Sharding-Based
Router, werden in der DAL realisiert und es müssen sowohl DAL als auch DBL angepasst
werden. Die Confidentiality Pattern, Confidentiality Level Data Aggregator, Confidentiality
Level Data Splitter, Filter of Critical Data, Pseudonymizer of Critical Data und Anonymizer of
Critical Data, werden alle in der Datenzugriffsschicht umgesetzt. Deshalb muss die DAL und
die Geschäftslogik, die nach dem Einsatz der Pattern eine geänderte Sicht auf die Daten hat,
angepasst werden. Bei dem Confidentiality Level Data Splitter wird allerdings nur die Daten-
zugriffsschicht angepasst. Um in späteren Kapitel die Komposition von Cloud-Data-Pattern
zu realisieren wird unter anderem auf diese Tabelle zurückgegriffen.
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2.4 Semantic MediaWiki
Ein Wiki ist eine Webseite, welche seinen Benutzern ermöglicht, Informationen innerhalb
der Webseite zu erstellen, zu bearbeiten und zu sammeln. Ein Beispiel dazu ist die online
Enzyklopädie „Wikipedia “, diese basiert auf der MediaWiki-Software. Wikipedia ist dazu
gedacht ein „menschenlesbares “Lexikon für und von Benutzern online zur Verfügung zu
stellen. Das Semantic MediaWiki (SMW)1 ist eine semantische Erweiterung der MediaWiki-
Software, mit dem Ziel Daten semantisch zu annotieren und „maschinenlesbar “zu machen.
Das Semantic MediaWiki ist ein Projekt, das unter anderem von Markus Krötzsch und
Denny entwickelt wurde. Es ermöglicht Nutzern Daten zu speichern und konkrete Anfragen
an das Wiki zu stellen. Die Erweiterung erlaubt das Suchen von zusammenhängenden
Webseiteninformationen, was beim MediaWiki nur manuell möglich ist.
Ein Repository ist ein einheitlicher Speicherort, in welchem Informationen und deren Bezie-
hungen gespeichert und gesucht werden können. Eine Definition dazu liefern Habermann
und Leymann in [Hab93]: „Funktional ist das Repository ein System, das Informationen
über Objekte der Softwareproduktion (z.B. Programme, Datenfelder, Masken, Listen), deren
Beschreibungen und Beziehungen untereinander verwaltet, auswertet und bereitstellt. “
In der Diplomarbeit von Norbert Fürst [Für13] wurde ein Pattern Repository entwickelt, das
einen Patternkatalog in elektronischer Form darstellt. Das Pattern Repository basiert auf dem
Semantic MediaWiki und wird zum Erstellen, Speichern und Suchen von Cloud-Computing-
Pattern2 von Christoph Fehling [FLR+11], die unterschiedlichen Domänen angehören, be-
nutzt. Der Arbeitsablauf, der beim Verwenden des Pattern Repositorys befolgt werden soll,
ist in Abbildung 2.1 dargestellt.
4 Konzeptionelles Design
In diesem Kapitel wird das Design beschrieben, welches aus den in Kapitel 3 erläuterten
Anforderungen resultiert. Dabei orientiert sich die Reihenfolge der Beschreibung des Ent-
wurfs an dem natürlichen Arbeitsablauf beim Verwenden des Pattern Repositorys, welcher
in Abbildung 4.1 dargestellt ist. Die fundamentalen Arbeitsschritte sind durch die Pfeile
ganz links repräsentiert: Zuerst erfolgt die Eingabe von Patterns, anschließend die Annotation
mit semantischen Informationen und zuletzt die tatsächliche Verwendung.
Eingabe 
Datenmodell 
(Patternformat und 
Kategorien) 
Formular und 
Templates 
Annotation 
Datenmodel 
(Relationstypen und 
Zieleigenschaften) 
 
Metainformationen: 
Relationstypen und 
Zieleigenschaften 
Verwendung Erweiterte Suche und Assistent Navigation 
Abbildung 4.1: Arbeitsablauf beim Verwenden des Pattern Repositorys
Zunächst wird in Abschnitt 4.1 ein Entwurf für die Eingabe von Patterns in das System
beschrieben. Wie in Abbildung 4.1 ersichtlich ist, geschieht dies anhand eines Formulars
und Templates, die aufgrund eines Datenmodells erzeugt wurden. Es soll trotzdem zunächst
der Grobentwurf für das Formular und die Templates beschrieben werden, um anhand der
Kenntnis des Resultats schließlich die Beschreibung der Einzelheiten des für das Patternfor-
mats und der Kategorisierung nötigen Datenmodells in Abschnitt 4.4 besser verstehen zu
können.
Anschließend oder bereits beim Einpflegen werden zusätzliche semantische Informationen
annotiert, was in Abschnitt 4.2 genau beschrieben ist. In Abbildung 4.1 ist ebenfalls der
Umstand dargestellt, dass für die Verfügbarkeit der Annotation von Metainformationen wie
z.B. Relationstypen, diese zuvor im Datenmodell modelliert werden müssen. Die detaillierte
Beschreibung der zugehörigen Teile des Datenmodells findet sich wiederum in Abschnitt
4.4. In Abschnitt 4.3 wird erläutert, welche Verwendungsmöglichkeiten es für ein Pattern
45
Abbildung 2.1: Arbeitsablauf bei Verwendung des Pattern Repositorys [Für13]
Die einzelnen Schritte werden im Folgenden kurz erläutert.
1Semantic MediaWiki: http://semantic-mediawiki.org/
2Cloud Computing Pattern: http://cloudcomputingpatterns.org/
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• Eingabe: Die Cloud-Computing-Pattern3 werden in das Repository mit dem vordefi-
nierten Patternformat eingegeben.
• Annotation: Als nächstes sollen semantische Informationen annotiert werden mit dem
Ziel Pattern Beziehungen zu realisieren.
• Verwendung: Der letzte Schritt im Arbeitsablauf ist die Verwendung der annotierten
Pattern im Pattern Repository. Dieses unterstützt den Nutzer durch das erweiterte
Suchen, welches auf den semantischen Informationen basiert.
3Cloud Computing Pattern: http://cloudcomputingpatterns.org/
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3 Kenntnisstand
Dieses Kapitel gibt einen Überblick über den Stand der Technik, der im Rahmen dieser
Diplomarbeit herangezogen wird. Es werden verwandte Ansätze untersucht, die sich mit
der Komposition von Pattern befassen und auch als Grundlage für das Lösen des Problems,
der in dieser Arbeit erforschten Kombinierbarkeit der Pattern, dienen. Man unterscheidet
zwei wesentliche Ansätze zur Komposition von Pattern. Die Rollen- und Parameter basierte
Komposition, auf welche in den folgenden Abschnitten eingegangen wird.
„In short, no pattern is an isolated entity. Each pattern can exist in the world, only to the extent
that is supported by other patterns[...] when you build a thing you cannot merely build that
thing in isolation,[...]“[AIS78]
Pattern sollten nicht als einzelnes Pattern betrachtet werden. Sie stehen in Beziehung zu
anderen Pattern. Durch ihre Beziehungen lassen sich Pattern zusammenfassen und durch
das Resultat ein größeres Problem lösen. Um dies zu erzielen wird in dieser Arbeit die
Komposition von Pattern durch eine Pattern Sprache beschrieben. In dem Bereich der Cloud-
Data-Pattern gibt es bisher keine bekannten Arbeiten bezüglich der Komposition von Pattern.
Deshalb folgen in diesem Kapitel Kompositionsstrategien die von Design Pattern, Integrations
Pattern und Analyse Pattern stammen. Im Folgenden werden einige Kompositionsansätze
vorgestellt, welche die Kombination von einzelnen Pattern zu einem gemeinsamen Pattern
ermöglichen und unsere Arbeit wird diesbezüglich positioniert.
3.1 Rollenbasierte Komposition
Riehles Bureaucracy Pattern [Rie97b] und Active Bridge Pattern [Rie97a] sind Beispiele für
Kompositions Pattern, die sich aus mehreren Pattern zusammensetzen. Für die Komposition
benutzt Riehle das Rollen-Diagramm und die Beziehungen zwischen Rollen.
Eine Rolle beschreibt die Eigenschaft und das Verhalten eines Objekts in einem bestimmten
Kontext. Das Verhalten eines Objekts hängt von der Kollaboration mit anderen Objekten
zusammen. In seinem Rollen-Diagramm beschreibt Riehle [Rie97a], dass Objekte eine oder
mehrere Rollen spielen können und das die selbe Rolle gleichzeitig von anderen Objekten
gespielt werden kann. Dabei entstehen Überschneidungen von Rollen-Diagrammen, die als
Folge kombiniert werden können. Für die Beschreibung der Kompositionspattern benutzt
Riehle kombinierte Rollen Diagramme.
Das Bureaucracy Pattern löst das Problem der hierarchischen Objektstrukturen und ist aus
folgenden vier Pattern, dem Composite, Observer, Chain of Responsibility und Mediator
Pattern zusammengesetzt. Um die Komposition dieser Pattern zu ermöglichen, werden sie
als erstes mittels Rollen Diagramme dargestellt. Die verschiedenen Rollen der eingesetzten
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Pattern werden an Objekte gebunden. Das Binden der Rollen an Objekte unterliegt einer
Kompositionsbedingung. Diese Bedingung besteht aus der binären Beziehung von Rollen
und kann eine der drei verschiedenen vorgegebenen Werte annehmen: Zwei Rollen können
vom gleichen Objekt gespielt werden, oder sie müssen vom gleichen Objekt gespielt werden,
oder sie müssen nicht. In Abbildung 3.1 kann man die Objektrollen der einzelnen Pattern
sehen. Dabei werden die Rollen der Pattern den Objekten zugeteilt. In den Ellipsen befinden
sich Rollen und Objekte. Je nachdem wie die Rollen von Objekten gespielt werden gehen
Pfeile aus den Rollen und Objekten rein/raus oder raus und rein.
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study. Frequently, a single prototypical pattern application is suf-
ficient to capture all relevant configurations. If not, further appli-
cations must be devised until all relevant configurations are cov-
ered. This forms the set of prototypical pattern applications.
Figure 8 shows a prototypical pattern application of the Bureauc-
racy pattern, as it can be found in graphical editors like HotDraw
[Joh92], ET++Draw [WG95], and Sane [RZ95]. It shows a hier-
archy of visual objects which represent the elements of a drawing.
They are displayed in an editor window, ready for being manipu-
lated by the user. The visual objects communicate with each other
in order to keep the hierarchy in a consistent state as well as to
perform user initiated actions. This section’s analysis of the col-
laboration structure will show that its driving force is a recurring
design theme which can be captured as the Bureaucracy pattern.
4.2 Involved patterns
An analysis of the prototypical pattern application identifies four
patterns: Composite, Mediator, Chain of Responsibility, and Ob-
server.
• The Composite pattern is used to define the hierarchy. Every
visual object in the hierarchy plays the role of Node, some
play the role of Parent (aFigure, aGroup), some play the role
of Child (aCircle, aGroup, aRectangle, anArrow, aTriangle),
and one plays the role of Root (aFigure). A user plays the
role of NodeClient and anApplication plays the role of
RootClient.
• The Mediator pattern is used to let a Parent in the hierarchy
manage its Child objects. The roles of Mediator in the Me-
diator pattern maps on Parent and the role of Colleague maps
on Child in this pattern. For example, aGroup plays the role
of a Mediator for aRectangle, anArrow, and aTriangle which
it coordinates to behave like a group.
• The Chain of Responsibility pattern is used to handle client
requests. Every Node is a Handler which can receive client
requests. Child objects are Predecessors which forward re-
quests up the hierarchy if they cannot handle them. If aCircle
is manipulated, for example moved, it sends an invalidate
drawing region request to its Successor. Thus, aCircle is both
a Handler and a Predecessor, and aFigure is both aNode and
a Successor as well as a Tail for the Chain.
• The Observer pattern is used to keep up with changes that
are not explicitly forwarded up the hierarchy. Every Parent in
the hierarchy is an Observer of its Child objects which are its
Subjects. If aCircle is not constrained by its Parent aFigure
to ask first before letting a user change its label, it can do so
on its own. Nevertheless, further objects, either inside or out-
side the hierarchy, might have to change accordingly, so
aCircle informs its Observers about the change.
In short, the Composite pattern defines the hierarchical structure,
the Mediator pattern shows how each hierarchy node manages its
subordinate nodes, the Chain of Responsibility pattern shows how
client requests are forwarded up the hierarchy, and the Observer
pattern shows how nodes observe their subordinate nodes in order
to readjust the hierarchy in case of unanticipated changes.
Working together, these patterns achieve a synergy that goes be-
yond their individual purposes: Their integration helps to design
hierarchical structures which can maintain their inner stability
(invariants) themselves while still allowing clients to interact with
every hierarchy level. Client requests may cause a complex con-
trol flow inside the hierarchy which it uses to readjust itself.
4.3 Role relationship matrix
Figure 9 shows how the different roles of the constituting patterns
are assigned to objects. Every role was taken and assigned to
those objects whi  play that role. This defines the s t of all r es
an object may lay in a collaboration.
Now the role relationship matrix can b  deriv d. As defined, a
role relationship m trix specifies h w the roles objects lay in an
aDrawingApp
aGroup
aTriangleaRectangle
anArrow
aFigure
aCircle
user
Figure 8: A prototypical pattern application of the
Bureaucracy pattern
NodeClient,
HandlerClient
RootClient,
TailClient
Node, Child, Parent, Handler,
Successor, Predecessor, Mediator,
Colleague, Subject, Observer
Node, Child,
Handler, Predecessor,
Colleague, Subject
Node, Child,
Handler, Predecessor,
Colleague, Subject
Node, Child,
Handler, Predecessor,
Colleague, Subject
Root, Parent, Node,
Tail, Handler, Successor,
Mediator, Observer
Node, Child,
Handler, Predecessor,
Colleague, Subject
Figure 9: The roles objects in the prototypical pat-
tern application play
Abbildung 3.1: Objektrollen des zusammengesetzten Pattern [Rie97a]
Die Kompositionsbedingungen können auch als eine Beziehungsmatrix dargestellt werden,
wobei alle Rollen mit allen anderen Rollen in Verbindung gesetzt werden. Abbildung 3.2
zeigt die Rollenbeziehungsmatrix des Bureaucracy Pattern.
In der Rollen-Beziehungs-Matrix werden Rollen mit Rollen verknüpft. Das Kreuzprodukt
(AxB) ist die Beziehung zwischen zwei Rollen. Ein schwarzes Rechteck bedeutet, wenn ein
Objekt Rolle A spielt dann folgt auch Rolle B, d.h. Rolle A impliziert Rolle B. Ein weißes
Rechteck bedeutet, wenn ein Objekt Rolle A spielt dann wird es nie Rolle B spielen, d.h.
ausschließendes Oder. Und ein graues Rechteck bedeutet, dass ein Objekt eine Rolle A und B
spielen kann. Die Legende dazu ist in Abbildung 3.2 links oben zu sehen.
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Abbildung 3.2: Rollen-Beziehungs-Matrix des Bureaucracy Pattern [Rie97a]
Wenn man sich die Matrix genauer ansieht sieht man das einige Spalten (auch Zeilen) gleich
sind. Diese fast Riehle zusammen und definiert sie als kombinierte Rollen. In der Abbildung
3.3 kann man die kombinierten Rollendefinition sehen.
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patterns. Starting with the role relationship matrix, role equivalent
sets are defined which stand for composite roles. Based on com-
posite roles, the preliminary role relationship matrix can be con-
solidated and the final role diagram can be defined.
The process demonstrated in this section is an after-the-fact ra-
tionalization [PC86]. The creative process of working out the
pattern did not proceed in the linear fashion as implied by the
steps taken in this section.
5 Comparison
This section discusses the relationship between composite pat-
terns, fram works and pattern languages. It shows that recurring
frameworks can be abstracted into patterns and demonstrates that
composite patterns are different from pattern languages.
5.1 Frameworks
A framework is a set of classes which model and solve a specific
domain problem. Usually, this set of classes contains some ab-
stract classes which define the design of the framework and the
interaction of their instances, and some concrete classes which
provide implementations for the abstract classes [JF88, GOF95,
Lew95]. As already pointed out in [GOF95], patterns are abstrac-
tions from concrete designs and therefore are to be seen on a dif-
ferent level. In this paper I have claimed and illustrated that com-
posite design patterns are the abstractions from concrete recurring
frameworks. This point will now be clarified further.
Both patterns and frameworks can be describ d using class or role
diagrams [Rie96, Rie97a, Ree96a]. Both frameworks and pattern
instances can be understood well as solving a particular problem.
A framework, which keeps recurring and which solves a specific
problem, can be abstracted into a pattern. Thus, the abstraction
DirectorClientB = { RootClientC, TailClientCoR }
DirectorB       = { RootC, TailCoR }
ManagerB        = { ParentC, MediatorM, SuccessorCoR, ObserverO }
SubordinateB    = { ChildC, ColleagueM, PredecessorCoR, SubjectO }
ClerkClientB    = { NodeClientC, HandlerClientCoR }
ClerkB          = { NodeC, HandlerCoR }
Figure 11: Definition of the composite roles of the Bureaucracy pattern
Director
Manager
Clerk
ClerkClient
Subordinate
DirectorClient
Figure 12: Role relationship matrix of the Bureaucracy pattern
subordinates
Director
Subordinate
manager
Clerk
Manager
DirectorClient
ClerkClient
Figure 13: Role diagram of the Bureaucracy pattern
Abbildung 3.3: Komponierte Rollendefinition des Bureaucracy Pattern [Rie97a]
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5
binary relationship between two roles. In figure 3, an object playing the Manager role also al-
ways plays the Clerk role, etc. It maps nicely on class inheritance on an implementation level.
 
subordinates
Director
Subordinate
manager
Clerk
Manager
DirectorClient
ClerkClient
a diamond indicates
ownership (aggregation)
a bullet indicates a
cardinality of n
a black arrow rep-
resents a use-
relationship
a gray arrow rep-
resents a compo-
sition constraint
a rounded rectan-
gle represents a
role
 Figure 3: Role diagram of the Bureaucracy pattern
 A role defines the responsibilities of an object within a collaboration of some objects. It is ex-
pressed as a role protocol. An object can participate in several collaborations and therefore can
play several roles at once. A class implementing an object has to implement all those roles the
object is playing in the different collaborations. The class interface will then be composed from
the different role protocols.
 A role can be composed from further roles. For example, the Mediator role from the Mediator
pattern is an atomic role, while the Subordinate role from the Bureaucracy pattern is a composite
role comprising the Child, Colleague, Predecessor and Subject roles from the Composite, Me-
diator, Chain of Responsibility and Observer pattern.
 Figure 4 shows the most commonly found class diagram used for implementing the Bureaucracy
pattern. The static structure of the class diagram is governed by the Composite pattern, with the
Subordinate class representing the Component class defined in [Gamma+95], the Manager class
representing the Composite class and the Director class representing the Root class (not present
in [Gamma+95]).
 
ConcreteDirector
(implements the Director
role)
Director
Root and Tail role proto-
cols
ConcreteManager
(implements the Clerk,
Subordinate and Man-
ager roles)
Manager
Parent, Mediator, Suc-
cessor and Observer role
protocols
ConcreteSubordinate2
(implements the Clerk
and Subordinate roles)
ConcreteSubordinate1
(implements the Clerk
and Subordinate roles)
Subordinate
Node, Child, Colleague,
Handler, Predecessor, and
Subject role protocols
...
subordinates
manager
 Figure 4: Most frequently found class diagram of the Bureaucracy pattern
Abbildung 3.4: Rollendiagramm des Bureaucracy Pattern [Rie97a]
Die Indizes der einzelnen Rollen stehen für die zugehörigen Pattern. Die Rollen-Beziehungs-
Matrix aus Abbildung 3.2 lässt sich zusammenfassen und aus dieser folgt schließlich das
zusammengesetzte Bureaucracy Pattern, dass als Rollendiagramm in Abbildung 3.4 zu sehen
ist.
Die von Riehle zusammengesetzte Pattern [Rie97a],[Rie97b]basieren auf Design Pattern. Die
in dieser Arbeit untersuchten Pattern sind Cloud-Daten-Pattern. Außerdem benutzt Riehle
für die Darstellung seiner Pattern das Rollendiagramm. Für die Komposition der Pattern
werden Kompositionsbedingungen zu Grunde gelegt, die dem Ansatz für die Komposition
der Pattern von Strauch et al. [SBK+12] zum Teil auch vorausgesetzt werden.
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Ein weiterer Kompositionsansatz wird von Hammouda vorgestellt. Dieser benutzt für die
Patternkomposition das Rollen-basierte Pattern Konzept [Ham04], das sich dem Rollen
Modell von Riehle ähnelt. Hier werden Design Pattern als Rollenelemente dargestellt. Rollen
werden an konkrete Elemente gebunden. Jede Rolle beinhaltet Bedingungen, die durch die
Rollen die an Elemente gebunden sind erfüllt werden müssen. Die Komposition von zwei
willkürlichen Pattern X und Y definiert Hammouda als Z = +(X, Y, f(roleX, roleY)g), wenn
sich die Rollen (hier roleX und roleY) überschneiden. Die überschneidenden Rollen roleX
und roleY werden im Kompositionspattern Z als eine neue Rolle nämlich roleZ definiert,
die die Eigenschaft der beiden Rollen beinhaltet. In [Ham04] bestimmt Hammouda die
Kompositionseigenschaften, die eingehalten werden müssen und stellt seinen Algorithmus
MADE vor, den er für die Komposition der Pattern benutzt. Für die Darstellung seiner Pattern
benutzt Hammouda ebenfalls wie Riehle das Rollendiagramm allerdings verwendet er für
die Komposition einen gerichteten Graphen.
3 Composition Algorithm
In what follows, we pres nt a concrete algorithm realizing the composition prop-
erties discussed earlier. The algorithm has been implemented for a pattern-based
development tool known as MADE [2]. Using the tool, patterns corresponding
to a one concern can be composed into a larger pattern. When applying this
larger pattern, the tool takes care of treating the overlapping roles as a one role.
Rp Rq
{Rp.RoleA = Rq.RoleD}
Concern X involving
P and Q
Pattern P
RoleA 
+
Pattern Q
RoleD 
+
Fig. 2. Pattern composition graph.
Figure 2 shows a so-called pattern composition graph. The graph shows the
patterns and the roles that are involved in the composition operation. In order to
make the case more interesting, we assume that there can be multiple instances
of roles roleA and roleD. This is marked the ’+’ sign attached to the role. In this
case, when creating an instance for the two overlapping roles, say a first instance,
the algorithm creates a separate binding for each role. Then, it associates the
two bindings forcing them to point to the same instance. However, since the
algorithm is executed stepwise, the binding in one pattern should not be allowed
if the other pattern does not provide the corresponding binding. This situation is
described in more details in the next discussion. In the case where the cardinality
of either roles is ’1’, there is exactly one instantiation. The composition, therefore,
becomes trivial.
Figure 3 shows four steps for applying concern X in Figure 2. X1, P1, and Q1
are respectively the instances of concern X1 and patterns P1 and Q1. In step 1,
the algorithm attempts to create an instance of roleA (denoted by a striped role
A1 in P1). However, this operation cannot be completed since the corresponding
node in Q1 has not been created. The state of the node A1 is said to be ’not
doable’. This is marked in Figure 3 by the label on top of the striped node. In
step 2, the algorithm creates the node D1. Initially, the state of D1 is ’not doable’
but because a ’not doable’ instance of roleA exists, the state of A1 and D1 is
changed to ’doable’ and the association between A1 and D1 is performed. This
means that the task of creating an instance for roles roleA and roleD (which is
the same instance for both roles) can be done. The association is marked by a
dashed line linking the two striped nodes. Striped nodes without labels indicates
that the instantiation of the role is ’doable’. Because the cardinality of roleA
Abbildung 3.5: Gerichteter Pattern Kompositionsgraph [Ham04]
In Abbildung 3.5 kann man den gerichteten Graphen für die Komposition der Pattern P und
Q sehen. Die jeweiligen Rollen der Pattern werden vereint und in einem Pattern hier als
Concern X untergerbracht.
Ein weiteres Beispiel für Rollen bas erte Komposition stammt von Cacho et . [CSF+06]. Die
Rollen der Pattern dienen auch hier für die Pattern Komposition. Cacho et al. definiert in
[CSF+06] vier Pattern Kompositionskategorien: Invocation-based composition, Class-level inter-
lacing, Method-level interlacing und Overlapping. Die Kompositionskategorien unterscheiden
sich bei den Vergleichen. Zum Beispiel wird in Invocation-based Komposition Pattern Rollen
mit gemeinsamen M thod naufrufen verglichen, die Class-Level interlacing Komposition
untersucht st ttdessen Patternrollen mit verschiedenen Methodenaufrufen dafür allerdings
Pattern mit gemeinsamen Klassen. Des weiteren untersucht Cacho et al. die Implementie-
rung der Desgin Pattern in aspektorientierter Programmierung und stellt die Vorteile und
Ergebnisse dar und geht nicht weiter in die Details der Komposition der Pattern ein. Die
Komposition in die m Abschnitt vorgest llten Patt rn basieren auf den Rollendiagrammen.
Diese eignen sich nicht für die Komposition von Cloud-Data-Pattern, denn diese basieren
auf formalisierten Bedingungen, die eingehalten werden müssen. Deshalb wird im nächsten
Abschnitt die Komposition basierend auf Parametern untersucht.
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3.2 Parameterbasierte Komposition
In der Dissertation Ausführbare Integrationsmuster hat sich Scheibler mit der Zusammensetzung
von Integrationsmustern befasst [Sch10]. Integrationsmuster sind Muster, die zur Lösung von
Unternehmensintegration dienen. Für jedes Integrationsmuster werden Parameter definiert,
die die Eigenschaften und das jeweilige Verhalten der Muster während der Integration
beschreiben. Diese Parameter benutzt Scheibler für das Kombinieren der Integrationsmuster.
Die Abbildung 3.6 zeigt ein Beispiel für ein Kompositionspattern von Scheibler.
4.2. Zusammengesetzte Muster
Die zusammengesetzten Muster sind Kombinationen aus einzelnen atomaren
Mustern. Sie dienen dazu, eine einzelne eingehende Nachricht aufzuteilen
und auf unterschiedlichen, teils parallelen Wegen zu verarbeiten. Das Ergebnis
dieser Muster ist häufig eine einzelne resultierende Nachricht.
4.2.1. Composed Message Processor
Das Muster Composed Message Processor ermöglicht die separate
Abarbeitung von mehreren Elementen einer Nachricht und das
Zusammenführen mehrerer Antworten zu einer Ausgangsnachricht. Das Muster
ist aus den atomaren Mustern Splitter, Content-based Router, Aggregator und
einzelnen Abarbeitungsschritten (Processors) aufgebaut (siehe Abbildung 4.1).
Die Parameter dieses Musters stellen sich aus den Parametern der einzelnen
Muster (Splitter, Content-based Router, Aggregator und Abarbeitungsschritte)
und zusätzlichen Parametern des eigentlichen Composed Message Proces-
sor Musters zusammen. Die jeweiligen Abarbeitungsschritte zwischen dem
Verteilungsmuster und dem Aggregator können durch jedes beliebige Integra-
tionsmuster mit genau einem Eingang und genau einem Ausgang realisiert
werden.
Splitter Router Aggregator
Processors
Abbildung 4.1.: Composed Message Processor Überblick
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Abbildung 3.6: Composed Message Processor Pattern [Sch10]
Das zusammengefügte Pattern Composed Message Processor ist zuständig für das Splitten
einer Nachricht in mehrere Elemente und veranlasst nach der Abarbeitung das Zusammenfü-
gen der Elemente zu einer Ausgangsnachricht.
Das Composed Message Processor Pattern besteht aus den Pattern:
Splitter, das als Eingabe eine Nachricht bekommt und diese in mehrere ausgehende Nachrich-
ten aufteilt und an den Router weitergibt.
Der Content-based Router leitet die Nachrichten ausgehend vom Inhalt der Nachrichten an die
entsprechenden Ausgänge weiter.
Die Abarbeitung der Nachricht geschieht im nächsten Pattern, hier als Processors bezeichnet.
Dieser übergibt folgend die Nachrichten an den Aggregator für das Erzeugen der Ausgangs-
nachricht. Tabelle 3.1 zeigt die einzelnen Pattern, die Ein- und Ausgabe und die Parameter
der einzelnen Pattern, welche für die Komposition des Composed Message Processor Pattern
zuständig sind.
Die Integrationsmuster die in [Sch10] vorkommen besitzen jeweils Nachrichten als eine Ein-
und Ausgabe. Um zwei Pattern zusammenzufügen definiert Scheibler Parameter für die
Pattern, die während der Komposition eingehalten werden müssen. In Tabelle 3.2 werden die
Parameter des Aggregator Pattern und in Tabelle 3.3 die Parameter des Content-based Router
Pattern dargestellt.
20
3.2 Parameterbasierte Komposition
Tabelle 4.15.: Parameter des Musters Composed Message Processor
Kategorie Parameter
Eingabe: 1 Nachricht
Ausgabe: 1 Nachricht
Eigenschaften: • Struktur der Eingangsnachricht
• Struktur der Ausgangsnachricht
• Anzahl der Abarbeitungsschritte zwischen Router und
Aggregator (Processors)
• Parameter der individuellen Komponenten:
– Splitter
– Content-based Router
– Aggregator
– Processors (entsprechende Muster dürfen nur genau
einen Eingang und genau einen Ausgang besitzen)
Konfiguration -
4.2.2. Scatter-Gather
Das Muster Scatter-Gather verteilt Kopien einer eingehenden Nachricht an
verschiedene Empfänger und aggregiert die Ergebnisse der unterschiedlichen
Pfade zu einer einzelnen Ausgangsnachricht (siehe Abbildung 4.2). Die Ver-
teilung einer eingehenden Nachricht kann dabei über zwei Wege erfolgen:
Broadcast
Processors
Abbildung 4.2.: Scatter-Gather Überblick
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Tabelle 3.1: Parameter des Composed Message Processor Pattern [Sch10]
Tabelle 4.11.: Parameter des Musters Aggregator
Kategorie Parameter
Eingabe: N Nachrichten (auf n Eingangskanälen)
Ausgabe: 1 Nachricht
Eigenschaften: • Struktur jeder Eingangsnachricht
– Wenn sich die Struktur der Nachrichten an den ver-
schiedenen Eingängen unterscheidet, muss für je-
den Eingang die Struktur angegeben werden
• Korrelationselement um verschiedene Nachrichten
miteinander in Zusammenhang zu bringen (ein spezi-
fisches Element jeder Nachricht)
• Struktur der Ausgangsnachricht
• Vollständigkeitsbedingung (eine der folgenden Optio-
nen muss gewählt werden)
– Wait for all, timeout, first best, timeout with override,
external event [HW03]
• Aggregationsalgorithmus (eine der folgenden Optio-
nen muss gewählt werden)
– Beste Antwort auswählen
• Bestimmung, durch welche Eigenschaft die beste
Nachricht bestimmt wird (zum Beispiel durch Grö-
ßenvergleich eines bestimmten Elements)
• Wenn Berechnung nötig ist: Transformationsalgorith-
mus angeben.
– Alle eingehenden Nachrichten zu einer Nachricht
zusammenführen
– Falls Aggregation von einem externen Dienst durch-
geführt wird:
• Parameter siehe Muster External Service (Tabel-
le 4.21)
Konfiguration • Struktur der Kontrollnachricht für das externe Ereig-
nis oder um die Vollständigkeitsbedingung anzupassen
• Verbindung zum Control Bus
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Tabelle 3.2: Parameter des Aggregator Pattern [Sch10] 21
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4.1.4.1. Content-based Router
Das Muster Content-based Router besitzt einen Eingang und meh-
rere Ausgänge. Der Router bestimmt anhand des Inhaltes einer
eingehenden Nachricht, an welchen Ausgang die Nachricht weitergeleitet wer-
den soll. Es besitzt somit mehrere Ausgänge, leitet aber immer nur genau
die eine eingehende Nachricht weiter. Es verändert darüber hinaus die ein-
gehende Nachricht nicht. Neben dem Nachrichtentyp muss noch die Logik
zum Weiterleiten der Nachricht angegeben werden. Die Sprache dieser Logik
ist frei und wird durch die Parameter nicht vorgegeben. Sie muss durch den
Generierungsalgorithmus für die Zielplattform übersetzt werden. Die einzelnen
Parameter sind in Tabelle 4.7 dargestellt.
Tabelle 4.7.: Parameter des Musters Content-based Router
Kategorie Parameter
Eingabe: 1 Nachricht
Ausgabe: 1 Nachricht
Eigenschaften: • Struktur der Eingangs- und Ausgangsnachricht
• Anzahl der Ausgänge (Ausgangskanäle)
• Weiterleitungslogik für Ausgänge 1 bis n
– „else“ Ausgang (nicht gesetzt oder separater Aus-
gang)
Konfiguration -
4.1.4.2. Dynamic Router
Das Muster Dynamic Router ist eine Erweiterung des Musters
Content-based Router. Die Eigenschaften des Musters Content-
based Router werden dadurch ergänzt, dass die Weiterleitungs-
logik und die Empfänger durch die Empfänger selbst zur Laufzeit dynamisch
geändert werden können. Daher besitzt dieses Muster die gleichen Parameter
wie das Muster Content-based Router. Zusätzlich kommen die Parameter zur
Unterstützung der Dynamik hinzu (siehe Tabelle 4.8).
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Tabelle 3.3: Parameter des Content-based Router Pattern [Sch10]
Unter Eigenschaften kann man die Parameter sehen, die erfüllt werden müssen um die
Komposition mit anderen Pattern zu ermöglichen. Hier muss die Eigenschaft Struktur der
Ausgangsnachricht des Router Pattern mit der Struktur der Eingangsnachricht des Ag-
gregator Pattern übereinstimmen, damit diese beiden Pattern kombiniert werden können.
Scheiblers Kompositionspattern beruhen auf Eingaben, Ausgaben und Parameter um Konfi-
gurationsdaten zu übergeben. Außerdem werden in seiner Dissertation als Ein- bzw. Ausgabe
Nachrichten benutzt, was in dieser Arbeit nicht zutrifft. Hier bestehen die Ein- und Ausgaben
aus Daten.
Druckenmüller und Yuan untersuchen Enterprise Application Integration (EAI) Pattern für
die Kombination der Pattern. Die graphische Darstellung der EAI Pattern kann man in Abbil-3.2. DIE PATTERNS 21
Abbildung 3.1: Notation eines Patterns
3.2 Die Patterns
Dieses Unterkapitel gliedert die einzelnen Patterns zusa¨tzlich nach Art des Patterns. Dabei
wird unterschieden zwischen Message Patterns, Messaging Endpoints, Messaging Channels,
Message Routing und Message Transformation. Gegen Ende des Kapitels werden auch noch
Patterns vorgestellt, die bei Hohpe (siehe [2]) nicht auftauchen, die sich aber bei der Model-
lierung des Systems und bei der Arbeit mit BPEL als hilfreich erwiesen haben.
Folgende Patterns werden nicht na¨her behandelt:
• Channel Adapter
• Messaging Bridge
• Message Bus
• Routing Slip
• Process Manager
• Message Broker
• Envelope Wrapper
• Normalizer
• Messaging Gateway
• Messaging Mapper
• Polling Consumer
• Event-Driven Consumer
• Service Activator
• System Management Pattern
Abbildung 3.7: Pattern Darstellung
[Dru07]
dung 3.7 sehen. Die Pattern in [Yua08], [Dru07] ähneln den Pattern von Scheibler. Diese haben
ebenfalls Eingaben, Ausgaben und Parameter. Wobei hier die Ausgaben des einen Pattern
mit den Eingaben des zu kombinierenden Pattern übereinstimmen müssen. Ein Beispiel für
Kombinierte EAI Pattern kann man in Abbildung 3.8 sehen. Die Pattern Composed Message
Processor und Scatter-Gather werden miteinander kombiniert. Die Kombination erinnert
an den Kompositionsansatz von Scheibler. Das Kombinieren der Ein- und Ausgaben der
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encapsulation the Scatter-Gather brings. A compromise between the two choices may be a 
cascading Aggregator. This design allows subsequent tasks to be initiated with only a subset of the 
results being available. 
Example: Loan Broker 
The Loan Broker example (see Introduction to Composed Messaging Examples) uses a Scatter-Gather 
to route requests for a loan quote to a number of banks and select the best offer from the 
incoming responses. The example implementations demonstrate both a solution based on a 
Recipient List (see Asynchronous Implementation with MSMQ and a Publish-Subscribe Channel (see 
Asynchronous Implementation with TIBCO ActiveEnterprise). 
Example: Combining Patterns 
We can now use the Scatter-Gather to implement the widget and gadget order processing example. 
We can combine the Scatter-Gather with the Composed Message Processor to process each incoming 
order, sequence it into individual items, then pass each item up for a bid, then aggregate the bids 
for each item into a combined bid response, and lastly aggregate all bid responses into a complete 
quote. This is a very real example how multiple integration patterns can be combined into a 
complete solution. The composition of individual patterns into larger patterns allows us to 
discuss the solution at a higher level of abstraction. It also allows us to modify details of the 
implementation without affecting other components. 
 
Combining a Scatter-Gather and a Composite Message Processor  
This example also shows the versatility of the Aggregator. The solution uses two Aggregators for 
quite different purposes. The first Aggregator (part of the Scatter-Gather) chooses the best bid from 
a number of vendors. This aggregator may not require a response from all vendors (speed may 
Abbildung 3.8: Kombination des Composed Message Processor und Scatter-Gather
[HW04]
einzelnen Pattern als Grundlage für diese Diplomarbeit dienen. Die Parameter, w lche die
Eigenschaften der Pattern formulieren, werden durch Bedingungen, die vor der Kombination
der Pattern erfüllt werden müssen, ersetzt. Die Anforderungen basieren auf der Arbeit von
Jiang et al. [JF10].
Jiang et al. benutzt Analyse Pattern für die Komposition. Das Beispiel in [JF10] zeigt ein
Flug Reservierungssystem. Es ist ein Pattern, dass aus mehreren einzelnen Pattern besteht,
welche Anforderungen erfüllen müssen um eine Kombination der Pattern zu ermöglichen.
Die Anforderungen der Pattern werden im Kontext der einzelnen Pattern aufgelistet. Die
einzelnen Pattern werden in Klassendiagrammen dargestellt. Das Klassendiagramm des Flug
Reservationssystems ist in Abbildung 3.9 zu sehen. Dieses setzt sich aus allen Klassendia-
grammen der einzelnen Pattern zu einem Klassendiagramm des zusammengesetzten Pattern
zusammen, nachdem die Anforderungen für die Kombination der Pattern erfüllt werden.
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 17 
passengers. In each Span of a flight, some seats are available for use. A quaternary 
association relates ticket units to flights, spans, and seats. Airlinks connect Airports, 
which can have the roles of Origin, Intermediate, or Destination for a given airlink. 
 
Example resolved 
Using such a system, customer A can select an available flight among all those 
passing through the span from DAL to LAX, i.e., 803 < M 8: 00pm, M 11: 30pm;      
F 6: 00am, F 2: 30pm >, and select another to come back, i.e., 368 < W 4: 30pm, W 
12: 30pm >. Although the route of flight 803 covers the span from LAX to DAL and 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   Figure 9: Class diagram for the reservation system  
 
 
 
 
 
 
 
        Figure 11. Class diagram for complete flight reservation system. 
 
he may select flight 803 for his ticket, he does not use such a flight because he does 
not want to wait until Friday. He removes the relationship of the ticket for the back 
trip and resets it to an earlier flight (flight 368). He will get a series of tickets with 
AirportRole
Airlink
Airport
Route
Plane
Passenger TicketSeriesbook
TicketRoute
TicketUnit
Flight Seat
Span
assigned_to
association as class
implied relationship or dependence
{available seat#}
Origin Intermediate Destination
id(/account#): String
creditInfo: String
ticketseries#: String
bookdate: String
1 *
type: {one-way, round-trip}
trip_source: String
trip_destination: String
origin: String
destination: String
ticket#: String
flight#: String
schedule: List<departure time,
arrival time, stop>
seat#: String
type: String
no#: String
seatCapacity: InfoList
classInfo: InfoList
{a plane has a
fixed number 
of seats in
a class
name:  String
city: String
departure_time: Date
parking_lot: Integer
arrival_time: Date
departure_time: Date
hotels: String
arrival_time: Date
nearby_hotel: String
roleType: {route_t,
span_t}
airline_link#:  String
origin: String
destination: String
0..*
core
roles
{connecting condition}
1..*
1
1..*
1
other_link
a_connected_by
a_connecting
{two connecting
airlinks?}
{connection
between basic
airlinks in a 
route}
{connection of 
airlinks between
different 
routes}
1..* 1..*
1 1subset
basic
1..*
1
1..* 1
*
1..*
1
f_connecting 1..*
{connecting flights have
connecting schedule}
1..2
1..*
1..*
{available series tickets}
{connection between
different spans}
s_connecting
Abbildung 3.9: Klassendiagramm des zusammengesetzten Flugreservation Pattern
[JF10]
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4 Cloud-Data-Pattern-Sprache
In diesem Kapitel wird der vorhandene Cloud-Data-Pattern Katalog erweitert. Die Bedin-
gungen (conditions) für die Pattern werden hier definiert, um die Zusammensetzung der
einzelnen Pattern zu realisieren. Im Folgenden werden zunächst die manuelle Pattern Kom-
position basierend auf der Semantik in Abschnitt 4.1 und die Patternkomposition basierend
auf den Bedingungen in Abschnitt 4.2 beschrieben. Zuletzt folgt in Abschnitt 4.3 der Vergleich
beider Kompositionsmöglichkeiten.
4.1 Manuelle Pattern Komposition basierend auf der Semantik
In diesem Abschnitt werden die Pattern auf die semantische Zusammensetzung untersucht.
Die semantische Komposition basiert auf der logischen Kombinierbarkeit der Pattern auf-
grund ihrer Beschreibung in [SAB+12], [SBK+12] und [SAB+13]. Bei der Cloud-Data-Pattern
Komposition werden mehrere einzelne Pattern zu einem neuen Cloud-Data-Pattern zusam-
mengesetzt. In dieser Arbeit besteht die Komposition aus zwei zusammengesetzten Pattern.
Jedes Pattern übernimmt in der Komposition eine Teilaufgabe. Die grafische Darstellung von
Pattern sind Puzzelteile. Ein Kompositionspattern besteht aus mindestens zwei zusammenge-
fügten Puzzelteilen. In Abbildung 4.1 ist ein Icon abgebildet, das eine Komposition aus zwei
Pattern, hier aus dem Anonymizer of Critical Data und dem Local Sharding-Based Router
Pattern, darstellt.
Abbildung 4.1: Komposition von Anonymizer of Critical Data Pattern und Local Sharding-
Based Router Pattern
Aufgrund der Übersichtlichkeit werden die Kombinationsmöglichkeiten der Pattern in einer
Matrixdarstellung realisiert. Dabei werden die Pattern hinsichtlich ihrer Beschreibungen
und der Lokalität, in der sie realisiert werden (siehe Tabelle 2.2), auf Kombinierbarkeit
untersucht. Die Tabelle 4.1 zeigt in einer Matrix, welche Cloud-Data-Pattern miteinander
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Data Store Functionality
Extension
– X – – – – – – –
Emulator of Stored Pro-
cedures
X – – – – – – – –
Local Database Proxy X X – X (X) (X) (X) (X) X
Local Sharding-Based
Router
X X X – (X) (X) (X) (X) X
Confidentiality Level
Data Aggregator
X X X X – – X X X
Confidentiality Level
Data Splitter
X X X X – – X X X
Filter of Critical Data X X X X (X) x – x x
Pseudonymizer of Criti-
cal Data
X X X X (X) x x – –
Anonymizer of Critical
Data
X X X X (X) x x – –
Legende:X: kombinierbar, (X): untypisch, – : nicht kombinierbar x: Umkehrung
Tabelle 4.1: Cloud-Data-Pattern Komposition basierend auf der Semantik
kombiniert werden können. Diese sind mit einemXmarkiert. Das Kombinieren der Pattern
mit sich selbst ist sinnlos und wird mit einem - gekennzeichnet. Deshalb besteht die Diagonale
der Matrix aus „- “en. Die Leserichtung der Matrix ist von links nach oben, d.h das linke
Pattern (horizontal beschriftet) steht in der Komposition oben und das vertikal beschriftete
Pattern steht in der selben Komposition unten. Bei manchen Pattern, die auch umgekehrt
kombiniert werden können, steht das „x “für die Umkehrkomposition. Ein „(X) “steht für
eine untypische Kombination. Diese Kompositionen sind unter bestimmten Einschränkungen,
wie zum Beispiel nur bei Lesezugriffen oder nur bei Schreibzugriffen, möglich. Dabei ist zu
beachten, dass bei der Verwendung eines zusammengesetzten Pattern die Eigenschaften der
atomaren Pattern aus denen es zusammengesetzt ist in der richtigen Reihenfolge angewendet
werden muss. Außerdem wird bei einer Komposition das Anwenden der Eigenschaft von
nur einem Pattern ausgeschlossen.
Im Folgenden werden die Einträge der Matrix in Tabelle 4.1 erläutert dabei wird zeilenweise
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vorangegangen. Zur besseren Lesbarkeit und einfachheitshalber werden an manchen Stellen
Pattern Kategorien verglichen.
Kombination des Data Store Functionality Extension Pattern mit den restlichen Pattern:
Das Data Store Functionality Extension Pattern erweitert die Datenbank um fehlende Funk-
tionalitäten. Deshalb wird es in der Datenbankschicht (DBL) realisiert. Aus diesem Grund
kann es in der Komposition nur unten stehen, dicht an der Datenbankschicht wo es auch
realisiert wird. Die einzige Ausnahme, wo es in der Komposition oben stehen kann, ist die
Komposition mit dem Emulator of Stored Procedures Pattern. Denn dieses ist ebenfalls ein
Functional Pattern und wird auch in der Datenbankschicht (DBL) realisiert. Im Falle einer
Migration eines MySQL-basierten Datenbanksystems eines Unternehmens in die Cloud, dass
eine nicht-relationale Datenbank wie MongoDB benutzt, können hinsichtlich der Funktiona-
litäten Probleme auftreten. Das Data Store Functionality Extension Pattern kombiniert mit
dem Emulator of Stored Procedures Pattern erweitert die Cloud Datenbank um die fehlende
Funktionalitäten wie z.B CRUD-Operationen und Stored Procedures. Das Einsetzten des
Kompositionspattern in die Cloud ermöglicht somit das Erweitern der Cloud Datenbank um
die fehlende Funktionalität und das Zugreifen der Anwendung auf den Cloud Datenspeicher
über den Emulator falls Stored Procedures benötigt werden. Alle anderen Kombinationen mit
dem Data Store Functionality Extension Pattern sind wegen der nähe zur Datenbankschicht
nicht möglich.
Kombination des Emulator of Stored Procedures Pattern mit den restlichen Pattern:
Die Umgekehrte Komposition aus Emulator of Stored Procedures mit Data Store Functiona-
lity Extension ist möglich, wenn der Stored Procedure Emulator zusätzliche Funktionalität
benötigt, welche die Datenbank nicht anbietet, wie z.B. Joins. Auch hier sind alle anderen
Kombinationen nicht möglich. Kurzgefasst kann man sagen, dass das Kombinieren der Func-
tional Pattern mit Scalability Pattern und Confidentiality Pattern nicht möglich ist, wenn die
Functional Pattern in der Komposition oben stehen, denn die Functional Pattern erweitern
die Datenbank um fehlende Funktionalitäten und werden in der Datenbankschicht realisiert
(siehe Tabelle 2.2).
Kombination der Scalability Pattern Local Database Proxy und Local Sharding-Based Router mit den
restlichen Pattern:
Da die Kompositionsmöglichkeiten des Local Database Proxy Pattern und des Local Sharding-
Based Router mit den anderen Pattern übereinstimmen werden sie hier der einfachheitshalber
als Scalability Pattern aufgefasst. Die Scalability Pattern Local Database Proxy und Local
Sharding-Based Router können mit allen Pattern kombiniert werden. Beide Pattern sind
für die Skalierbarkeit zuständig. Sie werden in der Datenzugriffsschicht (DAL) realisiert
und erfordern beim Verwenden das Konfigurieren der Datenzugriffsschicht (DAL) und der
Datenbankschicht (DBL). Die Komposition von Local Database Proxy mit den beiden Func-
tional Pattern, Data Store Functionality Extension und Emulator of Stored Procedures, ist
möglich wenn der Datenbank zusätzliche Funktionalitäten fehlen, welche der Proxy verwen-
den möchte, um auf die Daten zugreifen. Diese Möglichkeit wird ihm durch die Functional
Pattern gegeben, die eng an der Datenbank realisiert werden und die Datenbank um die
fehlende Funktionalität erweitern. Das Kombinieren des Local Database Proxy mit dem Local
Sharding-Based Router ist möglich. Wenn man zusätzliche Skalierbarkeit möchte kann man
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die Master und Slaves horizontal fragmentieren. Die Kombination des Local Database Proxy
Pattern mit den ersten beiden Confidentiality Pattern ist in der Tabelle 4.1 mit jeweils einem
(X) gekennzeichnet, weil diese Kombination untypisch ist und einige Einschränkungen mit
sich bringt. Grundsätzlich ist die Kombination beider Pattern möglich. Wenn der Proxy zu-
sätzlich Daten aus den Lesereplikas aggregieren bzw. in die Replikas Daten aufteilen möchte,
kann man das Local Database Proxy mit dem Confidentiality Level Data Aggregator bzw.
mit dem Confidentiality Level Data Splitter kombinieren. Jedoch kann bei der Verwendung
des Kompositionspattern nur eine Lese- bzw. Schreiboperation durchgeführt werden. Zum
Beispiel eignet sich das Kompositionspattern Local Database Proxy und Confidentiality Level
Data Aggregator für Leseanfragen, um die Daten aus den Slaves zu einer gemeinsamen
Vertraulichkeitsstufe zusammenzufassen. Bei Schreibanfragen des Proxy an den Master ist
kein zusätzlicher Aggregator nötig. Umgekehrt ist die Komposition des Local Database Proxy
mit dem Confidentiality Level Data Splitter nützlich, wenn Schreibanfragen des Proxys in die
Master zusätzlich gesplittet werden. Deshalb kann man die beiden Kompositionspattern als
untypisch einordnen. Die Komposition des Local Database Proxy Pattern mit den letzten drei
Confidentiality Pattern erzielt zusätzliche Sicherheit für die Lese- und Schreibreplikas. Für
den Fall, dass der Proxy seine Leseanfragen auf die Slaves weiterleitet, kann durch die Kom-
position mit dem Filter of Critical Data, Pseudonimizer of Critical Data oder Anonymizer of
Critical Data erreicht werden, dass die Antwortdaten in gefilterter, pseudonymer bzw. anony-
mer Form vorliegen. Beim Schreiben des Proxys in den Master verhindert die Komposition
mit den Confidentiality Pattern (Filter, Pseudonymizer und Anonymizer), das Gelangen von
kritischen Daten in die Public Cloud. Hier muss zusätzlich zur Datenzugriffsschicht (DAL),
wo die Kompositionspattern realisiert werden, noch die Geschäftslogik konfiguriert werden
damit beim Schreiben zum Beispiel wenn kritische Daten gefiltert werden wichtige Informa-
tionen nicht verloren gehen. Deshalb werden die Kompositionen mit dem Filter und dem
Pseudonymizer als untypisch eingestuft. Die Komposition mit dem Anonymizer wiederum
ist ganz normal kombinierbar. Hier wird keine Information zusätzlich gespeichert.
Das zweite Scalability Pattern Local Sharding-Based Router wird analog zum Local Database
Proxy Pattern mit den anderen Pattern kombiniert. Der Unterschied liegt nur darin, dass
es sich hier nicht um Master und Slaves handelt sondern um Shards. Wenn den Shards
zusätzliche Funktionalitäten fehlen, die der Router für seine Lese- und Schreibanfragen
benötigt, können diese durch die Komposition mit beiden Functional Pattern ermöglicht
werden. Auch hier können die Scalability Pattern miteinander kombiniert werden. Das wäre
hier die Umkehrkomposition des Proxy Pattern mit dem Router Pattern. Allerdings erreicht
man mit der Umkehrung hier einen anderen Zweck. Hier bezweckt die Komposition des
Local Sharding-Based Router mit dem Local Database Proxy das Replizieren der einzelnen
Shards. Die Komposition des Router Pattern mit dem Confidentiality Level Data Aggregator
erzielt das Aggregieren der Daten aus den Shards zu einer gemeinsamen Vertraulichkeitsstufe.
Hier ist wie beim Local Database Proxy das Anwenden des Aggregators nur auf Leseanfragen
beschränkt. Die Komposition des Router Pattern mit dem Confidentiality Level Data Splitter
ist sinnvoll, wenn die Daten in den Shards eine zusätzliche Aufteilung in Datenbanken mit
verschiedenen Vertraulichkeitsstufen benötigen. Das Kombinieren des Router Pattern mit
den letzten drei Confidentiality Pattern (Filter of Critical Data, Pseudonymizer of Critical
Data und Anonymizer of Critical Data) erfolgt analog zum Local Database Proxy.
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Kombination des Confidentiality Level Data Aggregator Pattern mit den restlichen Pattern:
Das Aggregator Pattern wird in der Datenzugriffsschicht (DAL) realisiert und dadurch muss
diese Schicht sowie die Geschäftslogik angepasst werden (siehe Tabelle 2.2). Deshalb müssen
die Kompositionspattern, in denen der Aggregator in der Komposition oben steht, eben-
so der Datenzugriffsschicht und der Geschäftslogik angepasst werden. Das Kombinieren
des Aggregator Pattern mit den Functional Pattern wird auch hier benötigt falls der Cloud
Datenbank zusätzliche Funktionalitäten fehlen. Die Kombination des Aggregator mit dem
Proxy kennen wir schon in der Umkehrkomposition. Allerdings steckt in dieser Kombination
eine andere Logik. Der Aggregator wird mit dem Proxy kombiniert wenn die Cloud Daten-
banken, die verschiedenen Vertraulichkeitsstufen angehören, zusätzlich repliziert werden.
Der Proxy ermöglicht somit den Zugriff auf die Lesereplikas. Genauso ist die Komposition
des Aggregators mit dem Router. Dieser besitzt auch eine Umkehrkomposition allerdings
auch mit einer anderen Logik. Diese Komposition wird benötigt falls der Aggregator die
Cloud Datenbanken zusätzlich horizontal fragmentieren möchte. Somit leitet der Router
alle Zugriffe auf die Shards weiter. Das Aggregator Pattern mit dem Confidentiality Level
Data Splitter ist nicht möglich, denn gegensätzliche Pattern sind nicht kombinierbar. Die
Komposition mit den letzten drei Confidentiality Pattern ist möglich wenn die aggregierten
Daten zusätzlich gefiltert, pseudonym oder anonym sein sollen.
Kombination des Confidentiality Level Data Splitter Pattern mit den restlichen Pattern:
Das Kombinieren des Splitter Pattern mit den Functional Pattern ermöglicht die Erweiterung
der Cloud Datenbank um fehlende Funktionalitäten, in die der Splitter die Daten kategorisiert
und aufteilt. Mit der Komposition des Splitter Pattern und dem Local Database Proxy wird
erreicht, dass die Datenbanken mit verschiedenen Vertraulichkeiten in die der Splitter die
Daten kategorisiert und aufteilt, repliziert werden und der Schreibzugriff durch den Proxy
erleichtert wird. Genauso entlastet die Komposition mit dem Router die Zugriffe auf die
Datenbanken indem er die Cloud Datenbanken horizontal fragmentiert. Auch hier ist die
Komposition des Splitters mit dem Aggregator nicht erlaubt, da gegensätzliche Pattern nicht
kombiniert werden dürfen. Das Kombinieren des Splitter Pattern mit dem Filter, Pseudony-
mizer und Anonymizer erlaubt dazu das Filtern, Pseudonymisieren und Anonymisieren der
Daten, die der Splitter aufteilt.
Kombination des Filter of Critical Data Pattern, Pseudonymizer of Critical Data Pattern und Anony-
mizer of Critical Data Pattern mit den restlichen Pattern:
Da die letzten drei Confidentiality Pattern ein gemeinsames Ziel haben, sie verhindern das
Gelangen von kritischen Daten in die Public Cloud, werden sie hier zusammengefasst. Die
Komposition dieser Pattern mit den Functional Pattern ermöglicht das Erweitern um zusätz-
liche Funktionalitäten welche der Datenbank fehlen. Die Confidentiality Pattern haben selbst
keinen Einfluss auf die Datenbankschicht, deshalb ist der Einsatz von Functional Pattern von
Vorteil, die bekanntlich an der Datenbankschicht realisiert werden. Hierfür muss lediglich die
Datenzugriffsschicht (DAL) und die Geschäftslogik angepasst werden. Um die Skalierbarkeit
zu verbessern werden die letzten drei Confidentiality Pattern mit den Scalability Pattern Local
Database Proxy und Local Sharding-Based Router erweitert. Die Komposition mit dem Local
Database Proxy bezweckt den Zugriff auf die nicht-kritischen (gefilterten, pseudonimiserten,
anonymisierten) Daten in den Replikas. Die Komposition mit dem Router ermöglicht, dass
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die gefilterten, pseudonymisierten und anonymiserten Daten zusätzlich kategorisiert und
in Shards gespeichert werden. Auch hier gibt es Umkehrkompositionen, die wir schon be-
handelt haben, jedoch haben diese eine andere Logik. Filter of Critical Data, Pseudonymizer
of Critical Data und Anonymizer of Critical Data können mit dem Confidentiality Level
Data Aggregator und dem Confidentiality Level Data Splitter kombiniert werden. Typisch ist
allerdings die Umkehrkomposition, in welcher das Aggregator Pattern oben ist und die Filter,
Pseudonymizer und Anonymisizer Pattern unten sind. Ansonsten muss der Aggregator die
Daten, die er zu einer gemeinsamen Vertraulichkeitsstufe zusammenfasst zusätzlich annotie-
ren damit die Filter, Pseudonymizer und Anonymizer Pattern eingesetzt werden können. Bei
der Komposition mit dem Splitter Pattern werden die Daten bevor sie gesplittet werden erst
gefiltert, pseudonymisiert und anonymisiert. Hier gibt es auch die Umkehrkompositionen,
welche auch sinngemäß das gleiche machen. Deshalb werden diese in der Matrix mit x mar-
kiert. Es spricht nichts dagegen gefilterte Daten zu pseudonymisieren und zu anonymisieren.
Deswegen sind die Kompositionen Filter of Critical Data mit Pseudonymizer of Critical Data
sowie Filter of Critical Data mit Anonymizer of Critical Data und umgekehrt möglich. Die
Umkehrung ändert nichts an der Logik. Diese sind ebenfalls in der Tabelle 4.1 mit x markiert.
Das Anonymisieren bzw. Pseudonymisieren von pseudonymiserten bzw. anonymisierten
Daten wäre überflüssig und nicht nötig. Wenn Daten anonymisiert werden sind diese für
immer nicht zurück verfolgbar und brauchen deshalb keine zusätzliche Pseudonymiserung.
Umgekehrt würde das Anonymisieren von bereits pseudonymisierten Daten die Daten der-
maßen verändern, dass das Zuordnen der Daten nicht mehr möglich wäre. Was wiederum
den Sinn des Pseudonymisierens zerstören würde.
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4.2 Pattern Komposition basierend auf den Bedingungen
Bevor die Komposition der Cloud-Data-Pattern realisiert werden können, müssen verschie-
dene Bedingungen berücksichtigt werden. Dieser Abschnitt dient der Identifizierung der
Pattern Anforderungen und der Klassifizierung der Bedingungen der Cloud-Data-Pattern.
Anschließend werden die Pattern auf mögliche Kombinierbarkeit, basierend auf den definier-
ten Bedingungen, getestet.
4.2.1 Identifizierung von Pattern Anforderungen
Inwieweit die Cloud-Data-Pattern miteinander kombinierbar sind oder auch nicht, wird durch
verschiedene Bedingungen festgelegt. Die Bedingungen sind notwendig um Kompositionen
und mögliche Änderungen bzw. Anpassungen durchzuführen. Da die Cloud-Data-Pattern
Bedingungen sich auf verschiedene Kriterien beziehen werden sie im Folgenden klassifi-
ziert. Abbildung 4.2 zeigt eine Klassifizierung der Bedingungen für die Cloud-Data-Pattern
Komposition.
Bedingungen für 
die Cloud Data 
Pattern 
Komposition 
Pattern Lokations-
Bedingungen 
Pattern 
Realisierungs- 
Bedingungen 
Bedingungen 
bzgl. der Daten 
Abbildung 4.2: Klassifizierung der Pattern Bedingungen
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Pattern Lokations- Bedingungen: Wie bereits in Kapitel Grundlagen erläutert kann eine
Anwendung ganz oder unterteilt in Schichten in die Cloud migriert werden. Die von Strauch
et al. veröffentlichte Abbildung 4.3 zeigt eine mögliche Aufteilung der Anwendungsschich-
ten auf die verschiedenen Cloud Deployment Modelle. Die Cloud-Data-Pattern als auch
die Komposition sollen die Datenzugriffsschicht und die Datenbankschicht bezüglich der
möglicherweise benötigten Anpassung bei der Migration in die Cloud unterstützen. Des-
halb werden Bedingungen definiert, welche für die Lokalität der Pattern entscheidend sind.
Mit Lokalitäten sind die Anwendungsschichten gemeint, in der sie realisiert bzw. welche
angepasst werden müssen.
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Abbildung 4.3: Übersicht Cloud Deployment Modelle und Anwendungsschichten
[SAB+12]
In Tabelle 2.2 hat Strauch et al. [SAB+13] bereits Beziehungen zwischen den atomaren Cloud-
Data-Pattern und den Schichten der Anwendungsarchitektur untersucht. Diese dienen als
Grundlage für die Komposition der Pattern. Entscheidend ist hier die Lokation in der die Pat-
tern realisiert werden und welche Anwendungsschichten jeweils angepasst werden müssen.
Für die einzelnen Pattern gilt:
• Data Store Functionality Extension ist an der Cloud Datenbank angebracht. Alle Zugriffe
auf die Cloud Datenbank mit eingeschränkten Funktionaliäten, geschieht über dieses
Pattern. Die Datenzugriffsschicht wird dem Pattern angepasst.
• Emulator of Stored Procedures ist an der Cloud Datenbank angebracht. Alle Stored
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Procedure Operationen werden durch dieses Pattern realisiert. Deshalb wird die Daten-
zugriffsschicht auf mögliche Zugriffe angepasst.
• Local Database Proxy ist zuständig für Lese- und Schreibanfragen. Es wird in der
Datenzugriffsschicht realisiert. Alle Anfragen an die Cloud Datenbanken müssen durch
den Proxy gehen. Deshalb wird die Datenzugriffsschicht und die Datenbankschicht
dem Proxy angepasst.
• Local Sharding-Based Router leitet Lese- und Schreibanfragen an die Shards weiter und
wird in der Datenzugriffsschicht realisiert. Alle Zugriffe auf die Shards müssen durch
den Router geschehen. Datenzugriffsschicht und die Datenbanken müssen dem Router
angepasst werden.
• Confidentiality Level Data Aggregator erfasst die Daten aus den einzelnen Cloud
Datenbanken. Die Geschäftslogik und die Datenzugriffsschicht müssen dem Aggregator
angepasst werden. Der Aggregator wird in der Datenzugriffsschicht realisiert und alle
Zugriffe auf die Daten müssen über diesen ablaufen. Für die Datenbankschicht ist der
Aggregator die einzige Kommunikationsmöglichkeit und wird diesem angepasst.
• Confidentiality Level Data Splitter wird in der Datenzugriffsschicht realisiert. Damit
die Daten in die Cloud Datenbanken gesplittet werden können müssen die Datenzu-
griffsschicht und die Datenbankschicht dem Splitter angepasst werden.
• Filter of Critical Data verhindert das Gelangen von „kritischen“Daten in die Public
Cloud. Das Pattern wird in der Datenzugriffsschicht realisiert. Alle Daten in und aus
der Datenbank müssen durch das Pattern durch. Diesbezüglich muss die Datenzugriffs-
schicht und die Geschäftslogik dem Pattern angepasst werden.
• Pseudonymizer of Critical Data wird in der Datenzugriffsschicht realisiert und lässt
kritische Daten nur in pseudonymer Form in die Public Cloud. Die Geschäftslogik und
die Datenzugriffsschicht, die nur noch über dieses Pattern auf die Datenbank zugreifen,
müssen dem Pattern angepasst werden.
• Anonymizer of Critical Data anonymisiert Daten die in die Puplic Cloud gespeichert
werden. Dieses Pattern wird ebenfalls in der Datenzugriffsschicht realisiert. Auch hier
muss die Geschäftslogik und die Datenzugriffsschicht dem Pattern angepasst werden.
Aufbauend auf diesen Lokations-Bedingungen wird entschieden ob eine Komposition mög-
lich ist. Als Beispiel sollen die Pattern Data Store Functionality Extension Pattern und das
Filter of Critical Data Pattern aufgrund ihrer Lokalitätsbedingungen miteinander kombiniert
werden. Wenn das Data Store Functionality Extension in der Komposition oben stehen soll
und der Filter of Critical Data in der Patternkomposition unten würde hiernach ein Wider-
spruch zu den Anwendungsschichten entstehen. Wenn man sich die Realisierungsschichten
der Pattern in Tabelle 2.2 ansieht erkennt man, dass die Komposition nicht möglich ist. Denn
die Functional Pattern werden in der Datenbankschicht realisiert und müssen auch in dessen
nähe eingesetzt werden. Die Datenzugriffsschicht wird dem eingesetzten Pattern angepasst.
Der Filter of Critical Data wird in der Datenzugriffsschicht realisiert und muss an diese und
an die Geschäftslogik angepasst werden. Dieser muss in der Nähe der Datenzugriffsschicht
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bleiben. Hieraus ergibt sich ein Widerspruch und man sieht, wenn wir alleine aus den Lokali-
täten, in der die Pattern realisiert werden und in die sie angepasst werden sollen, ausgehen
und diese nur vergleichen, dass eine Komposition nicht möglich ist. In beiden Fällen muss
die Datenzugriffsschicht angepasst werden, jedoch sind die Realisierungsorte unterschiedlich.
Deshalb sollten noch weitere Bedingungen untersucht werden, die bei der Komposition eine
Rolle spielen.
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Bedingungen bzgl. der Daten Zunächst werden die Vor- und Nachbedingungen der atoma-
ren Cloud-Data-Pattern bezüglich der Daten in Tabelle 4.2 definiert.
Vorbedingung Cloud-Data-
Pattern
Nachbedingung
Input:Datenquelle mit fehlender
Funktionalität, die Anforderungen an
die Datenquelle und die Inputdaten
hängen direkt von der Functionality
Extension ab, z.B. Daten aus zwei
oder mehr Tabellen (join, d.h. auch
NoSQL Lösungen sind möglich als
Datenquelle) oder REST-Operationen
als fehlende Funktionalität der
Datenquelle.
Datastore
Functionality
Extension
Output: Daten durch die Realisie-
rung der fehlenden Funktionalität.
Das Pattern hat keinen Einfluss auf
die Daten.
Input: Datenquelle mit fehlender
Stored Procedures Funtionalität, als
Inputdaten: Prozedur Aufruf (Exe-
cute /Call);Input-Parameter;Output-
Parameter
Emulator of
Stored
Procedures
Output: Daten basierend auf dem
Inhalt der Datenquelle und den De-
finitionen des Stored Procedures
Input: CRUD-Operation, Daten kön-
nen kategorisiert sein
Local Databa-
se Proxy
Output: Weiterleitung der Lesean-
fragen an die Lesereplikas oder an
den Master
Input: CRUD-Operation auf kategori-
sierte Daten (Request muss eindeu-
tig die Kategorie sowohl für Lese-
als auch Schreibzugriffe erkennen las-
sen)
Local
Sharding-
Based Router
Output: Weiterleitung der Lese-
und Schreibanfragen an die Shards.
Input: Daten mit zwei oder mehr ver-
schiedenen Confidentiality Levels
Confidentiality
Level Data
Aggregator
Output: Daten mit einem einzigen
Confidentiality Level
Input: Daten mit einem gemeinsamen
Confidentiality Level
Confidentiality
Level Data
Splitter
Output: Daten mit zwei oder mehr
verschiedenen Confidentiality Le-
vels
Input: Daten sind anonymisiert.
Daten müssen als „kritisch“„nicht-
kritisch“identifiziert und kategori-
siert sein.
Filter of
Critical Data
Output: Nur die als „nicht-
kritisch“identifizierten Daten
werden ausgegeben.
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Vorbedingung Cloud-Data-
Pattern
Nachbedingung
Input: Daten sind nicht anonymisiert.
Daten müssen in verschiedene Kate-
gorien eingeteilt sein um zu ermögli-
chen, dass die Realisierung des Pat-
terns die Daten der entsprechenden
Kategorie bei entsprechender Konfi-
guration pseudonymisieren kann.
Pseudonymizer
of Critical
Data
Output: Der Teil der Input Daten,
welcher basierend auf der Konfi-
guration der Realisierung des Pat-
terns als „kritisch “angesehen wird
in pseudonymer Form ausgegeben,
alle anderen Inputdaten werden
wie eingegeben ausgegeben. Strikt
getrennt von der Ausgabe der In-
putdaten muss auch die Ausgabe
der Informationen/Daten erfolgen,
welche dafür benötigt werden die
pseudonymisierte Form der Daten
mit der Originalversion der Input-
daten zu korrelieren.
Input: Daten sind nicht pseudonym,
Daten sind markiert bzw. in Kategori-
en aufgeteilt damit das Anonymizer
Pattern entsprechend die Daten wel-
che zu anonymisieren sind, identifi-
zieren kann.
Anonymizer
of Critical
Data
Output: Im Input, kategorisierte Da-
ten, „kritische“Daten werden durch
das Pattern anonymisiert ausgege-
ben, der Rest Input = Output
Tabelle 4.2: Cloud-Data-Pattern Bedingungen bzgl. der Daten
Die Vor- und Nachbedingungen der Cloud-Data-Pattern werden anhand der Patterneigen-
schaften und den Beschreibungen in [SBK+12], [SAB+12] und [SAB+13] ermittelt. Die Dar-
stellung der Pattern mit ihren Vor- und Nachbedingungen ist bewusst in dieser Form gewählt,
da die Kompositionen der Pattern auf dieser Schreibweise basieren. Darauf wird in den
nachfolgenden Abschnitten näher eingegangen.
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Bedingungen für die Pattern Realisierung: Als letztes werden die Bedingungen für die
Pattern Realisierung bestimmt. Diese Bedingungen müssen erfüllt sein, damit die Pattern
eingesetzt in der Cloud auch das tun was man von ihnen erwartet. Hinter den Bedingungen
der Pattern Realisierung verbirgt sich die Art und Weise wie die Pattern bei einer möglichen
Verwendung konfiguriert sein müssen.
Cloud-Data-Pattern Bedingungen Pattern Realisierung
Datastore Functionality
Extension
Das Pattern muss konfiguriert werden um die
Datenbanksprache der Datenbank zu verste-
hen und die Befehle (hier Abfragen) in die
Cloud Datenbanksprache umsetzen. Verbin-
dung der Realisierung der Functionality Exten-
sion zur Datenquelle.
Emulator of Stored
Procedures
Für die Konfiguration der Stored Procedures
müssen SQL Anweisungen gespeichert/aus-
geführt werden. Verbindung der Realisierung
zur Datenquelle. Stored Procedures nach au-
ßen zur Verfügung stellen, z.B. API.
Local Database Proxy Proxy muss so konfiguriert werden, dass er
CRUD- Operationen auf die entsprechende Le-
sereplikas (Leseoperationen) und den Master
(Schreiboperationen) weiterleitet. Das Routing
beim Proxy-Pattern hängt von der Art des DB-
Statements ab, d.h. Lese- oder Schreibrequest,
vgl. Bedingungen Realisierung Local Sharding-
Based Router. Konfiguration für Output: leitet
die Lese- und Schreibzugriffe nach IP mit Hilfe
von Load Balancing an die Slaves/ den Mas-
ter weiter und gibt bei Schreibanfragen eine
Bestätigung und bei Leseanfragen die Daten
zurück.
Local Sharding-Based
Router
Operationen der Datenhaltungskomponente
müssen für Router Pattern bekannt sein. Um
Anfragen weiter zu leiten muss Router den
Mechanismus der Routingtabellen/Mapping-
tabellen verfolgen, dieser muss konfigurierbar
sein. Router muss sowohl Kenntnis über Ka-
tegorisierung als auch über die Annotation in
den Requests haben um darauf zuzugreifen.
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Cloud-Data-Pattern Bedingungen Pattern Realisierung
Confidentiality Level Data
Aggregator
Für die Konfiguration des Aggregators muss
beachtet werden, dass dieser die gleiche Form
der Zuweisung des Confidentiality Levels ver-
wendet wie es beim Input der Fall ist, d.h.
wenn Annotation verwendet wird verwendet
der Aggregator genau diese Annotation Out-
put: Vertraulichkeitsstufe muss nicht zwangs-
weise in Zusammenhang mit den Confidentia-
lity Levels des Input stehen, Aggreagtor gibt
die erfassten Daten, annotiert mit einer Ver-
traulichheitsstufe, weiter.
Confidentiality Level Data
Splitter
Konfiguration Splitter Pattern: Splitter muss
so konfiguriert sein, dass er Daten mit ei-
ner gemeinsamen Vertraulichkeitsstufe in zwei
oder mehr Stufen aufteilen kann. Hierfür müs-
sen Daten annotiert sein, müssen aber nicht
zwangsweise in Zusammenhang mit den Ver-
traulichkeitsstufen des Input stehen.
Filter of Critical Data Das Filter Pattern muss die gleiche Identifi-
zierung „kritisch“, „nicht-kritisch“verwenden
und für diese Konfiguration auch den Output
ermöglichen. Output: „kritische“Daten wer-
den nicht ausgegeben oder potentiell an konfi-
gurierbarem Endpunkt gespeichert.
Pseudonymizer of Critical
Data
Für die Konfiguration des Pseudonymizers in
Bezug auf den Teil der Daten, welcher pseud-
onymisiert werden muss, muss beachtet wer-
den, dass diese auf der Form basiert die ver-
wendet wird um die Inputdaten in verschie-
dene Kategorien einzuteilen, d.h. Aggregator
kennt die verwendete Annotation und verwen-
det diese zum Erkennen der Daten, die pseud-
onym werden sollen. Output: Annotierte Da-
ten werden in pseudonymer Form ausgegeben.
Konfiguration der Ausgabe und des Ausgabe-
ortes für die Informationen, welche benötigt
werden um später die Daten in pseudonymer
Form mit den originalen Inputdaten zu korre-
lieren.
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Cloud-Data-Pattern Bedingungen Pattern Realisierung
Anonymizer of Critical Data Das Anonymizer Pattern muss so konfiguriert
sein, das er die Daten erkennt die anonymisiert
werden müssen, d.h alle ankommenden Daten
benötigen eine Markierung. Output: Die Aus-
gabe der Daten darf unter keinen Umständen
erkennen lassen, wie die Anonymisierung er-
folgt ist und diese Informationen dürfen auch
nicht erhoben und gespeichert werden, vgl.
Unterschied Pseudonymisierung.
Tabelle 4.3: Bedingungen für die Cloud-Data-Pattern Realisierung
Die in Tabelle 4.3 gezeigten Bedingungen beziehen sich auf die Realisierung der Pattern. Diese
werden in der Komposition der Cloud-Data-Pattern nicht berücksichtigt, weil diese Bedingun-
gen gelten müssen wenn die Pattern eingesetzt werden. Diese sollen nicht weiter betrachtet
werden. Wir werden in dieser Arbeit die Komposition der Cloud-Data-Pattern basierend auf
folgende Bedingungen realisieren: Bedingungen bezüglich der Daten + Bedingungen bezüglich
der Pattern Lokation. Denn diese Bedingungen definieren Anforderungen eines Pattern, die
erfüllt werden müssen, damit das Pattern korrekt ausgeführt werden und Ergebnisse liefern
kann, welche das eingesetzte Pattern garantiert wenn die erwarteten Bedingungen erfüllt
sind. Im nächsten Abschnitt wird basierend auf den beiden identifizierten Kategorien von
Bedingungen die Komposition der Cloud-Data-Pattern durchgeführt.
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4.2.2 Cloud-Data-Pattern Komposition
In Abschnitt 4.2.1 wurden Bedingungen definiert, die für die Cloud-Data-Pattern Kompo-
sition nötig sind. Wir haben Bedingungen bezüglich der Daten und bezüglich der Pattern
Lokation definiert, die wir in diesem Kapitel für das Kombinieren von Pattern einsetzten wer-
den. Generell kann man Pattern mit anderen Pattern kombinieren, welche die Bedingungen
erfüllen. Jedoch müssen einige Aspekte beachtet werden: Die Idee basiert auf dem Hoare
Kalkül [Hoa69], welches logische Aussagen als Hoare-Tripel darstellt:
P{Q}R (4.1)
wobei P und R Zusicherungen (Bedingungen) sind und jeweils vor und nach Ausführung
von Q (hier ein Programm) erfüllt sein müssen. Um die Pattern Komposition durchzuführen
verwenden wir die Kompositionsregel des Hoare-Kalküls:
P{Q1}R1, R1{Q2}R
P{Q1; Q2}R (4.2)
Die in Tabelle 4.2 definierten Bedingungen bezüglich der Daten in der Form von Vor- und
Nachbedingungen ergeben mit der Umsetzung des Hoare-Tripels aus Formel 4.1 und der
Kompositionsregel aus Formel 4.2 für die Cloud-Data-Pattern folgende Formulierung:
V{P}N (4.3)
V ist die Vorbedingung und N stellt die Nachbedingung eines Cloud-Data-Pattern P dar. Mit
diesem Ansatz können wir die Kompositionsregel auf die Cloud-Data-Pattern anwenden. Die
Semantik dieser Regel besagt, wenn die Nachbedingung von P1 mit der Vorbedingung von
P2 übereinstimmt kann man diese Pattern nach der Kompositionsregel kombinieren. Somit
ergibt sich für die Komposition von Pattern P1 mit Pattern P2:
{V}P1; P2{N} (4.4)
Bei der Verwendung der Kompositionsregel für die Cloud-Data-Pattern wird es vorkommen,
dass die Vorbedingung des zweiten Pattern nicht komplett, in Bezug auf die Bedingungen
bezüglich der Realisierungslokation der Pattern, mit der Nachbedingung des ersten Pattern
übereinstimmt. Dazu verwenden wir als Hilfe die Konsequenzregel von [Hoa69] um die
Vorbedingung des zweiten Pattern zu stärken bzw. die Nachbedingung des ersten Pattern zu
schwächen. Dies ermöglicht uns die zusammengefasste Konsequenzregel in Formel 4.5.
V ⇒ V ′, {V ′}P{N′}, N′ ⇒ N
{V}P{N} (4.5)
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Die Konsequenzregel setzt sich zusammen aus der Verstärkung der Vorbedingung und der
Abschwächung der Nachbedingung. Bei einer Verstärkung wird rückwärts gearbeitet und
wird in dieser Arbeit nicht näher betrachtet. Denn die Komposition von zwei Pattern wird
hier so gebildet, dass das erste Pattern abgearbeitet wird und darauf das nächste Pattern
folgt. Somit ist für uns die zweite Konsequenzregel von Bedeutung. Dieser setzt voraus, dass
die Vorbedingung des zweiten Pattern aus der Nachbedingung des ersten Pattern abgeleitet
werden kann. Somit kann man sagen, wenn aus der Nachbedingung1 die Vorbedingung2
abgeleitet werden kann N1 ⇒ V2 dann gilt :
V{P}N, N1 ⇒ V2
V{P}V2 (4.6)
Für die Voraussetzung muss gezeigt werden, dass N1 ⇒ V2 gilt. Dafür wird folgendes be-
züglich der Lokation der Pattern definiert: Aus der Übersicht der Anwendungsschicht in
Abbildung 4.3 sieht man die aufgeteilten Schichten der Datenschicht. Dabei ist die Daten-
bankschicht der Datenzugriffsschicht untergeordnet. Deshalb kann man definieren, dass aus
der Datenzugriffsschicht die Datenbankschicht folgt:
DAL⇒ DBL
aber die Umkehrung DBL; DAL gilt nicht.
Die Bedingungen der einzelnen Cloud-Data-Pattern bezüglich der Daten und der Lokation
wurden im vorherigen Abschnitt jeweils definiert. Aufbauend auf diesen Bedingungen und
der Kompositionsformel werden im Folgenden die Bedingungen der Cloud-Data-Pattern
Komposition bestimmt.
Die Formalisierung aus Formel 4.3 wird definiert als:
Die Vorbedingung V setzt sich zusammen aus den Daten D und der Lokation L. Die gesamten
Daten D auf denen die Kompositionspattern angewendet werden teilen sich auf in anonymi-
sierte Daten (Dan), pseudonymisierte Daten (Dps), kategorisierte Daten (Dka), kritische Daten
(Dkr) und Daten die weder anonymisiert sind (D \ Dan) noch pseudonymisiert sind (D \ Dps)
und nicht kritische Daten (D \ Dkr). Die Anwendungsschichten in der die Pattern realisiert
werden sind hier abgekürzt und als Lokation der Pattern definiert. Die Cloud-Data-Pattern P
bestehen zu Beginn aus den neun atomaren Cloud-Data-Pattern von Strauch et al. [SAB+13].
Daraus ergeben sich die Abkürzungen mit den jeweiligen Cloud-Data-Pattern Kategorien
Functional Pattern, Scalability Pattern und Confidentiality Pattern: Data Store Functiona-
lity Extension Pattern FPFe, Emulator of Stored Procedures Pattern FPEm, Local Database
Proxy Pattern SPDP, Local Sharding-Based Router Pattern SPDR, Confidentiality Level Data
Aggregator Pattern CPAg, Confidentiality Level Data Splitter Pattern CPSp, Filter of Critical
Data Pattern CPFi, Pseudonymizer of Critical Data Pattern CPPs, Anonymizer of Critical Data
Pattern CPAn. Die Nachbedingungen setzen sich zusammen aus den Daten, welche durch
die Cloud-Data-Pattern verarbeitet werden und der Lokation des Pattern. Für die Kompositi-
onsregel in Formel 4.4 wird in Pi eine Formel definiert, welche eine Patternkomposition nur
dann erlaubt, wenn die Nachbedingung eines Pattern mit der Vorbedingung eines anderen
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Pattern übereinstimmt.
• V := {D ∧ L}
• D := {Dan, Dps, Dfi, Dka, Dkr, (D\ Dan), (D\ Dps), (D\ Dkr)}
• L := {DAL, DBL}
• N := {D ∧ L}
• P0 := {FPFe, FPEm, SPDP, SPDR, CPAg, CPSp, CPFi, CPPs, CPAn}
• Pi := {f(s,t)|f(s,t) 6= ⊥; s 6= t, s ∈ P0, t ∈ Pi-1}
• f(f(s,t)) = { (s.V, s.P; t.P, t.N), if s.N = t.V, ⊥ else.}
In Tabelle 4.4 sind die Bedingungen für die Cloud-Data-Pattern Komposition in formalisierter
Form dargestellt.
Vorbedingung Cloud-Data-Pattern Nachbedingung
D ∧ DBL FPFe D ∧ DBL
D ∧ DBL FPEm D ∧ DBL
D ∧ DAL SPDP D ∧ DAL
D ∧ DAL SPDR D ∧ DAL
Dka ∧ DAL CPAg D ∧ DAL
D ∧ DAL CPSp Dka ∧ DAL
D ∧ DAL CPFi (D \ Dkr) ∧ DAL
(D \ Dan) ∧ DAL CPPs Dps ∧ DAL
(D \ Dps) ∧ DAL CPAn Dan ∧ DAL
Tabelle 4.4: Bedingung für die Cloud-Data-Pattern Komposition
Anhand der Bedingungen in Tabelle 4.4 und der Kompositionsregel 4.4 werden die Cloud-
Data-Pattern auf mögliche Kompositionen geprüft. Diese werden in einer Matrixdarstellung
realisiert. Die Bedingungen und die Kompositionsformeln ermöglichen im Allgemeinen
das Kombinieren von unendlichen Cloud-Data-Pattern. Da die Kombination von lediglich
zwei Pattern ausreicht um eine Patternkomposition zu zeigen und wegen einer begrenzten
Zeit werden wir uns in dieser Arbeit auf die Kombination von zwei Cloud-Data-Pattern
beschränken. Beginnend mit dem ersten Cloud-Data-Pattern in Tabelle 4.4 vergleichen wir
die Nachbedingung von FPFe mit allen anderen Pattern Vorbedingungen, um eine mögliche
Komposition zu finden. Anschließend werden wir das für alle Pattern durchführen. Die Tabel-
le 4.5 zeigt in einer Matrix, welche zwei Cloud-Data-Pattern miteinander kombinierbar sind.
Die Legende ist äquivalent zu der, welche in Tabelle 4.1 verwendet wurde. Die Leserichtung
der Matrix ist von links nach oben, d.h das linke Pattern (horizontal beschriftet) steht in der
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Kompositionsregel 4.4 an erster Stelle und das vertikal beschriftete Pattern steht an zweiter
Stelle. Da hier die Komposition basierend auf den Bedingungen realisiert wird, erlauben die
Bedingungen bei einigen Pattern die Komposition von zwei gleichen Pattern. Im Folgenden
werden die Einträge der Matrix in Tabelle 4.1 erläutert dabei wird zeilenweise vorangegangen.
Zur besseren Lesbarkeit und der Einfachheit halber werden an manchen Stellen mit Pattern
Kategorien verglichen.
Functional Scalability Confidentiality
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Data Store Functionality
Extension
X X – – – – – – –
Emulator of Stored Pro-
cedures
X X – – – – – – –
Local Database Proxy X X X X X X X X X
Local Sharding-Based
Router
X X X X X X X X X
Confidentiality Level
Data Aggregator
X X X X – X X X X
Confidentiality Level
Data Splitter
X X X X X – X X X
Filter of Critical Data X X X X X X – X X
Pseudonymizer of Criti-
cal Data
X X X X – X X – –
Anonymizer of Critical
Data
X X X X – X X – –
Legende:X: kombinierbar, – : nicht kombinierbar
Tabelle 4.5: Cloud-Data-Pattern Komposition basierend auf den Bedingungen
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Kombination des Data Store Functionality Extension Pattern mit den restlichen Pattern:
Die Komposition aus zwei Data Store Functionality Pattern ist erlaubt solange die Nachbe-
dingung des einen Pattern mit der Vorbedingung des anderen Pattern übereinstimmt. Diese
Komposition ist aus der Sicht der Bedingungen möglich jedoch ergibt sich daraus kein Mehr-
wert. Deshalb wird das hier nur erwähnt und die Patternkomposition nicht aufgelistet.
Die Komposition mit dem Emulator of Stored Procedures ist möglich, wenn die Nachbedin-
gung des Data Store Functionality Extension Pattern mit der Vorbedingung des Emulator of
Stored Procedures Pattern gleich sind. (vgl. Tabelle 4.4)
D ∧ DBL = D ∧ DBL
Daraus folgt die Patternkomposition aus Data Store Functionality Extension und Emulator of
Stored Procedures:
{D ∧ DBL} FPFe; FPEm {D ∧ DBL}
Da die Nachbedingung des Data Store Functionality Extension Pattern sonst mit keiner
Vorbedingung übereinstimmt ergeben sich auch keine weiteren Kompositionen, in der das
Data Store Functionality Extension Pattern in der Komposition als erster beginnt. Als Beispiel
wird hier nur die Komposition mit dem Local Database Proxy gezeigt.
Die Vorbedingung des Local Database Proxy ist D ∧ DAL. Verglichen mit der Nachbedingung
ergibt:
D ∧ DBL 6= D ∧ DAL
Daraus folgt, dass die Komposition von Data Store Functionality Extension mit Local Databa-
se Proxy nicht möglich ist. Denn wie wir bereits wissen, werden die Functional Pattern in der
Datenbankschicht realisiert und können darum in der Komposition nicht oben stehen. Alle
anderen Pattern sind analog und können nicht mit dem Data Store Functionality Extension
Pattern kombiniert werden.
Kombination des Emulator of Stored Procedures Pattern mit den restlichen Pattern:
Die Umgekehrte Komposition aus Emulator of Stored Procedures mit Data Store Functionality
Extension ist auch möglich. Denn aus dem Vergleich der Bedingungen:
D ∧ DBL = D ∧ DBL
folgt:
{D ∧ DBL} FPEm; FPFe {D ∧ DBL}
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Auch hier ist das Kombinieren von zwei Emulator Pattern möglich solange die Daten in den
Bedingungen übereinstimmen. Die Frage stellt sich auch hier ob das Sinn macht und deshalb
wird das Kompositionspattern nicht weiter betrachtet.
Die Nachbedingung des Emulator of Stored Procedures verglichen mit den Vorbedingungen
der restlichen Pattern zeigt, dass diese nicht gleich sind (siehe Data Store Functionality
Extension Beispiel mit dem Local Database Proxy) und können deshalb nicht kombiniert
werden. Diese sind mit „- “makiert.
Kombination des Scalability Pattern Local Database Proxy mit den restlichen Pattern:
Die Nachbedingung des Local Database Proxy aus Tabelle 4.4 wird mit den Vorbedingungen
der anderen Pattern verglichen. Hier sehen wir, dass die Nachbedingung des Local Data-
base Proxy Pattern nicht mit der Vorbedingung der Functional Pattern übereinstimmt. Die
Konsequenzregel 4.6 erlaubt uns allerdings das Schwächen der Nachbedingung unter der
Voraussetzung, dass die Vorbedingung des zweiten Pattern aus der Nachbedingung des
ersten Pattern abgeleitet werden kann. Die Nachbedingung des Proxy Pattern unterscheidet
sich von der Vorbedingung des Functional Extension Pattern nur bezüglich der Lokation. Da
wir in Formel 4.6 definiert haben, dass aus der DAL⇒ DBL folgt, kann man dieses anwenden
und die Nachbedingung des Local Database Proxy schwächen. Daraus ergibt sich:
D∧DAL{SPDP}D∧DAL D∧DAL⇒D∧DBL
D∧DAL{SPDP}D∧DBL
Der Nenner ist das Local Database Proxy Pattern mit der abgeschwächten Nachbedingung
und kann nun mit dem Data Store Functionality Extension Pattern kombiniert werden. Daraus
resultiert die Patternkomposition:
{D ∧ DAL} SPDP; FPFe {D ∧ DBL}
Analoges gilt auch für die Komposition des Local Database Proxy mit dem Emulator of Stored
Procedures. Und folgende Patternkomposition resultiert:
{D ∧ DAL} SPDP; FPEm {D ∧ DBL}
Zwei Local Database Proxy Pattern lassen sich kombinieren, solange die Bedingungen über-
einstimmen. Somit könnten die Master bzw. die Slaves zusätzlich skaliert werden.
Die Komposition des Local Database Proxy mit dem Local Sharding-Based Router ergibt sich
aus dem Vergleich der Bedingungen.
D ∧ DAL = D ∧ DAL
Wenn die Daten in der Vorbedingung des Local Sharding-Based Router Pattern gleich den
Daten in der Nachbedingung des Local Database Proxy Pattern sind können diese kombiniert
werden. Daraus resultierende Patternkomposition:
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{D ∧ DAL} SPDP; SPDR {D ∧ DAL}
Beim Vergleich der Bedingungen in der Komposition des Local Database Proxy mit dem
Confidentiality Level Data Aggregator ergibt:
D ∧ DAL = Dka ∧ DAL
Folglich können die Daten in der Nachbedingung des Locals Database Proxy irgendwelche
(anonymisierte, pseudonymisierte oder kategorisierte) Daten sein, welche eine Teilmenge
von D sind. Deshalb sind die Daten in der Vorbedingung des Aggregator Pattern gleich den
Daten in der Nachbedingung des Proxy Pattern und lassen sich wie folgt kombinieren:
{D ∧ DAL} SPDP; CPAg {D ∧ DAL}
Bei dieser Komposition sollten zusätzliche Eigenschaften wie Lese- bzw. Schreibbefehle
beachtet werden. Denn die Komposition liefert bei einem Lesezugriff auf die Daten ein Ergeb-
nis, jedoch gibt es Probleme wenn ein Schreibzugriff durchgeführt wird. Die Komposition
des Proxy Pattern mit dem Confidentiality Level Data Splitter ist möglich, diese haben die
identischen Vor- bzw. Nachbedingungen. Deshalb folgt die Patternkomposition:
{D ∧ DAL} SPDP; CPSp {Dka ∧ DAL}
Auch hier müssen zusätzliche Eigenschaften beachtet werden. Die Komposition ist hier
umgekehrt für Schreibzugriffe möglich, jedoch ist sie für Lesezugriffe nicht geeignet.
Bei der Komposition des Local Database Proxy mit dem Filter of Critical Data ergibt sich für
die Patternkomposition :
{D ∧ DAL} SPDP; CPFi {D \ Dkr ∧ DAL}
Eigentlich könnte man hier auch statt (D \ Dkr) gefilterte Daten (Dfi) schreiben. Jedoch ist
die aktuell benutzte Notation verständlicher. Somit enthält die Nachbedingung der Pattern-
komposition keine kritischen Daten. Dieses ist entscheidend falls die Komposition mit einem
zusätzlichen Pattern kombiniert wird. Dann ist zu beachten, dass die Vorbedingung des
zweiten Pattern ausschließlich kritische Daten akzeptiert. Das ist allerdings nicht Teil dieser
Arbeit und wird hier nur erwähnt. Die Komposition des Local Database Proxy mit dem
Pseudonymizer of Critical Data ist nur möglich, wenn die Daten aus der Nachbedingung des
Local Database Proxy keine anonymisierten Daten enthalten. Dies wird hier vorausgesetzt,
weil das pseudonymisieren von anonymisierten Daten überflüssig ist. Daraus ergibt sich die
Patternkomposition:
{D ∧ DAL} SPDP; CPPs {Dps ∧ DAL}
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Hier sieht man in der Nachbedingung der Patternkomposition, dass sie nur pseudonymiserte
Daten enthält. Die Komposition mit dem Anonymizer of Critical Data ist nur möglich wenn
die Daten aus der Nachbedingung des Local Database Proxy nicht pseudonymisiert sind. Das
verhindert das vollständige Ändern der Daten derart, dass sie nicht mehr zugeordnet werden
können. Das Kompositionspattern sieht folgendermaßen aus:
{D ∧ DAL} SPDP; CPAn {Dan ∧ DAL}
Kombination des Scalability Pattern Local Sharding-Based Router mit den restlichen Pattern:
Da das Local Sharding-Based Router und der Local Database Proxy Scalability Pattern sind
verhalten sie sich bei der Komposition ziemlich ähnlich. Auch hier wird mit der Konse-
quenzregel 4.6 die Nachbedingung bezüglich der Lokation geschwächt um eine mögliche
Kombination mit den Functional Pattern herzuleiten. Sie unterscheiden sich nur darin, dass
der Router auf kategorisierte Daten angewendet wird. Das bedeutet nur, dass die Daten die
sich in den Shards befinden kategorisiert sind, damit der Router sie bei Lese- bzw. Schreiban-
fragen schneller finden kann. Jedoch sind die Daten für den Benutzer lediglich irgendwelche
Daten auf die er zugreifen bzw. schreiben möchte. Deshalb sollte bei der Komposition mit
den Functional Pattern beachtet werden, dass die Daten in der Vorbedingung mit den Daten
in der Nachbedingung des Local Sharding-Based Routers übereinstimmten. Für diesen Fall
sieht demzufolge die Patternkomposition für die Functional Pattern folgendermaßen aus:
{D ∧ DAL} SPDR; FPFe {D ∧ DBL}
{D ∧ DAL} SPDR; FPEm {D ∧ DBL}
Die Komposition des Routers mit den Scalability Pattern, Local Database Proxy und mit einem
anderen Router Pattern, ist möglich. Hier werden zusätzlich die Shards skaliert. Dazu muss
die Nachbedingung des Router Pattern lediglich mit der Vorbedingung der anderen beiden
Pattern übereinstimmen. Die Komposition mit sich selbst hat hier keinen Mehrwert und wird
nicht weiter behandelt. Die Patternkomposition mit dem Proxy sieht folgendermaßen aus:
{D ∧ DAL} SPDR; SPDP {D ∧ DAL}
Analog zum Local Database Proxy kann die Komposition des Local Sharding-Based Router
Pattern mit den Confidentiality Pattern durchgeführt werden. Demzufolge werden an dieser
stelle nur die Kompositionen aufgelistet.
Patternkomposition Local Sharding-Based Router mit Confidentiality Level Data Aggrega-
tor:
{D ∧ DAL} SPDR; CPAg {D ∧ DAL}
Patternkomposition Local Sharding-Based Router mit Confidentiality Level Data Splitter:
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{D ∧ DAL} SPDR; CPSp {Dka ∧ DAL}
Patternkomposition Local Sharding-Based Router mit Filter of Critical Data:
{D ∧ DAL} SPDR; CPFi {(D \ Dkr) ∧ DAL}
Patternkomposition Local Sharding-Based Router mit Pseudonymizer of Critical Data:
{D ∧ DAL} SPDR; CPPs {Dps) ∧ DAL}
Patternkomposition Local Sharding-Based Router mit Anonymizer of Critical Data:
{D ∧ DAL} SPDR; CPAn {Dan) ∧ DAL}
Kombination des Confidentiality Level Data Aggregator mit den restlichen Pattern:
Die Komposition mit den beiden Functional Pattern ist möglich. Da als Vorbedingung für
diese Pattern die gesamten Daten möglich sind, sind auch kategorisierte Daten möglich (Un-
termenge). Für die Lokation wird wie gehabt die Konsequenzregel aus 4.6 für das Schwächen
der Nachbedingung angewendet. Daraus resultiert die Patternkompositionen:
{Dka ∧ DAL} CPAg; FPFe {D ∧ DBL}
{Dka ∧ DAL} CPAg; FPEm {D ∧ DBL}
Die Komposition mit den beiden Scalability Pattern ist ebenfalls möglich. Diese unterscheiden
sich bezüglich der Daten in der Vorbedingung mit den Daten in der Nachbedingung des Con-
fidentiality Level Data Aggregator. Auch hier sind alle möglichen Daten in der Vorbedingung
für die Scalability Pattern durchführbar somit auch für kategorisierte Daten. Daher folgen die
beiden Patternkompositionen Confidentiality Level Data Aggregator mit dem Local Database
Proxy und Confidentiality Level Data Aggregator mit dem Local Sharding-Based Router:
{Dka ∧ DAL} CPAg; SPDP {D ∧ DAL}
{Dka ∧ DAL} CPAg; SPDR {D ∧ DAL}
Hier ist die Komposition des Aggregator Pattern mit sich selbst nicht möglich, da die Da-
ten in der Nachbedingung keine Kategorien haben jedoch die Daten in der Vorbedingung
kategorisierte Daten erwarten.
Die Komposition mit dem Confidentiality Level Data Splitter und dem Filter of Critical
Data ist ebenfalls möglich. Da die Nachbedingung des Aggregator Patterns mit den Nachbe-
dingungen beider Pattern übereinstimmt. Hier ist zu beachten, dass eine Komposition mit
dem Splitter Pattern basierend auf der Semantiken nicht möglich ist. Denn gegensätzliche
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Pattern schliessen sich aus. Das Aggregator Pattern macht genau das Umgekehrte wie das
Splitter Pattern. Jedoch beruht die komposition hier auf den Bedingungen und diese lassen
eine Komposition zu. Daher folgen die beiden Patternkompositionen Confidentiality Level
Data Aggregator mit dem Confidentiality Level Data Splitter und Confidentiality Level Data
Aggregator mit dem Filter of Critical Data:
{Dka ∧ DAL} CPAg; CPSp {Dka ∧ DAL}
{Dka ∧ DAL} CPAg; CPFi {(D\ Dkr) ∧ DAL}
Die Komposition mit den letzten beiden Confidentiality Pattern Pseudonymizer of Critical
Data und Anonymizer of Critical Data sind ausführbar, da die Vorbedingung dieser bei-
den Pattern alle Daten außer pseudonymisierten bzw. anonymisierten Daten akzeptieren
folglich auch kategorisierte Daten akzeptieren. Daraus folgt, dass sie kategorisierte Daten
pseudonymisieren oder anonymisieren mit den beiden Patternkompositionen:
{Dka ∧ DAL} CPAg; CPPs {Dps ∧ DAL}
{Dka ∧ DAL} CPAg; CPAn {Dan ∧ DAL}
Kombination des Confidentiality Level Data Splitter mit den restlichen Pattern:
Wie die Tabelle 4.4 zeigt besteht die Nachbedingung des Splitter Pattern aus Daten, die
durch den Splitter aufgeteilt und in die Cloud Datenbank gespeichert werden. Hinzu besteht
die Nachbedingung noch aus der Lokation hier Datenzugriffsschicht in der sie realisiert
wird. Die Nachbedingung weißt Gemeinsamkeiten mit der Nachbedingung des Aggregator
Pattern auf. Deshalb verhält sich der Splitter Pattern bei der Komposition mit den anderen
Pattern ähnlich wie der Confidentiality Level Data Aggregator. Bei der Komposition mit
den Functional Pattern sieht man auch hier, dass die Nachbedingung des Splitter Pattern
nicht mit der Vorbedingung der Functional Pattern übereinstimmt. Deshalb wird geprüft
ob die Vorbedingung der Functional Pattern von der Nachbedingung des Splitter Pattern
abgeleitet werden kann. Unter dieser Voraussetzung kann auch die Konsequenzregel 4.6
angewendet um die Nachbedingung des Splitter Pattern zu schwächen. Daraus folgt das
Splitter Pattern mit der abgeschwächten Nachbedingung, dass jetzt mit den beiden Functional
Pattern kombiniert werden kann. Daraus resultieren folgende Patternkompositionen:
{D ∧ DAL} CPSp; FPFe {D ∧ DBL}
{D ∧ DAL} CPSp; FPEm {D ∧ DBL}
Durch die Bedingungen lassen sich die Scalability Pattern mit dem Splitter Pattern leicht
kombinieren. Diese müssen in der Vorbedingung kategorisierte Daten akzeptieren und die
Patternkompositionen sehen dann wie folgt aus:
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{D ∧ DAL} CPSp; SPDP {D ∧ DAL}
{D ∧ DAL} CPSp; SPDR {D ∧ DAL}
Als letztes wird der Splitter Pattern mit den anderen Confidentiality Pattern kombiniert. Diese
sind wie man aus der Matrix lesen kann alle möglich. Denn beim Vergleich der Nachbedin-
gung des Splitter Pattern mit den Vorbedingungen der Confidentiality Pattern ergeben sich
folgende Vergleiche und Ergebnisse. Für die Komposition mit dem Aggregator Pattern:
Dka ∧ DAL = Dka ∧ DAL
Hier ist die Komposition analog zur Umkehrkomposition. Beruhend auf den Bedingun-
gen ist sie möglich aber semantisch nicht korrekt. Da diese Pattern gegensätzlich sind. Die
resultierende Patternkomposition würde folgendermaßen lauten:
{D ∧ DAL} CPSp; CPAg {D ∧ DAL}
Auch hier ist die Komposition von zwei Splitter Pattern nicht möglich, da der Splitter in
der Vorbedingung Daten mit keiner Kategorisierung erwartet, dagegen aber in der Nachbe-
dingung kategorisierte Daten ausgibt. Bei der Komposition mit dem Filter of Critical Data
Pattern ist zu beachten, dass der Filter in der Vorbedingung kategorisierte Daten akzeptiert.
Folglich entsteht hier die Patternkomposition:
{D ∧ DAL} CPSp; CPFi {(D\ Dkr) ∧ DAL}
Bei den letzten beiden Confidentiality Pattern muss die Nachbedingung des Splitter Pattern
bei der Komposition keine pseudonymisierten bzw. anonymisierten Daten enthalten. Daraus
ergeben sich die beiden Patternkompositionen:
{D ∧ DAL} CPSp; CPPs {Dps ∧ DAL}
{D ∧ DAL} CPSp; CPAn {Dan ∧ DAL}
Kombination der letzten drei Confidentiality Pattern mit den restlichen Pattern:
Die letzten drei Confidentiality Pattern verhindern, dass vertrauliche Daten in die Cloud
gelangen. Dies erzielen sie durch das Filtern, Anonymisieren und Pseudonymisieren der
Daten. Das hat zur Folge, dass die Daten in den Nachbedingungen gefiltert, pseudonymisiert
und anonymisiert sind. Pattern, die mit Filter of Critical Data, Pseudonymizer of Critical
Data und Anonymizer of Critical Data kombiniert werden, müssen in der Vorbedingung
gefilterte, pseudonymisierte bzw. anonymisierte Daten enthalten. Sonst ist eine Komposition
nicht möglich. Die Komposition des Filter of Critical Data ist mit den Functional Pattern
erlaubt solange die Daten in der Vorbedingung der Functional Pattern keine kritischen Daten
enthalten. Auch hier muss die Nachbedingung des Filter Pattern bezüglich der Lokation
anhand der Konsequenzregel in 4.6 geschwächt werden. Daraus entstehen folglich die Pat-
ternkompositionen:
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{D ∧ DAL} CPFi; FPFe {(D\ Dkr) ∧ DBL}
{D ∧ DAL} CPFi; FPEm {(D\ Dkr) ∧ DBL}
Bei den Patternkompositionen enthalten die Nachbedingungen keine kritischen Daten, da sie
durch das Filter Pattern in der Komposition oben schon gefiltert werden. Die Komposition
mit den Scalability Pattern sind ebenfalls möglich und liefern auch in der Nachbedingung der
Patternkompositionen keine kritischen Daten. Deshalb wird hier statt Daten ohne kritischen
Daten (D\ Dkr) gefilterte Daten Dfi geschrieben. Patternkompositionen Filter of Critical Data
mit jeweils Local Database Proxy und Local Sharding-Based Router:
{D ∧ DAL} CPFi; SPDP {Dfi ∧ DAL}
{D ∧ DAL} CPFi; SPDR { Dfi ∧ DAL}
Die Patternkomposition Filter of Critical Data und Confidentiality Level Data Aggregator
ergibt sich nur wenn die Daten in der Nachbedingung des Filter Pattern ausschließlich
kategorisierte Daten enthalten. Dann folgt folgende Komposition:
{D ∧ DAL} CPFi; CPAg { Dfi ∧ DAL}
Die Komposition mit dem Splitter Pattern erfolgt problemlos. Denn der Splitter erlaubt in
seiner Vorbedingung alle möglichen Daten und wird in der selben Lokation realisiert wie das
Filter Pattern.
{D ∧ DAL} CPFi; CPSp {(Dka\ Dkr) ∧ DAL}
Zwei Filter Pattern lassen sich nicht kombinieren, da die Nachbedingung ausschließlich
Daten enthält die nicht kritisch sind. Jedoch werden in der Vorbedingung eines Filter Pattern
kritische Daten erwartet.
Der Filter of Critical Data und die letzten beiden Confidentiality Pattern können kombi-
niert werden, wenn die Nachbedingung des Filter Pattern keine anonymisierten bzw. keine
pseudonymisierten Daten enthalten. Dann ergeben sich die Patternkompositionen Filter mit
Pseudonymizer Pattern und Filter mit Anonymizer Pattern:
{D ∧ DAL} CPFi; CPPs { Dps ∧ DAL}
{D ∧ DAL} CPFi; CPAn {Dan ∧ DAL}
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Wie man aus der Tabelle 4.5 sehen kann, lassen die Pseudonymizer of Critical Data und An-
onymizer of Critical Data Pattern sich bis auf wenige Pattern mit allen Anderen kombinieren.
Die Nachbedingung beider Pattern bestehen aus pseudonymisierten bzw. anonymisierten
Daten und aus der Datenzugriffsschicht in der sie realisiert werden. Der Vergleich mit den
Vorbedingungen der Functional Pattern zeigt, dass diese bezüglich der Daten ziemlich of-
fen sind und alles akzeptieren, d.h. auch pseudonymisierte und anonymisierte Daten. Die
Lokation wird auch hier durch Abschwächen der Nachbedingung mit der Konsequenz-
regel 4.6 den Vorbedingungen der Functional Pattern angepasst. Somit ergeben sich die
Patternkompositionen:
{(D\ Dan) ∧ DAL} CPPs; FPFe {Dps ∧ DBL}
{(D\ Dan) ∧ DAL} CPPs; FPEm {Dps ∧ DBL}
{(D\ Dps) ∧ DAL} CPAn; FPFe {Dan ∧ DBL}
{(D\ Dps) ∧ DAL} CPAn; FPEm {Dan ∧ DBL}
Die Komposition des Pseudonymizer bzw. des Anonymizer Pattern mit den Scalability
Pattern ist auch erlaubt, wenn die Daten in der Vorbedingung der Scalability Pattern mit den
Daten in der Nachbedingung der Pseudonymizer bzw. Anonymizer Pattern übereinstimmen.
Dann resultieren folgende vier Patternkompositionen:
{(D\ Dan) ∧ DAL} CPPs; SPDP {Dps ∧ DAL}
{(D\ Dan) ∧ DAL} CPPs; SPDR {Dps ∧ DAL}
{(D\ Dps) ∧ DAL} CPAn; SPDP {Dan ∧ DAL}
{(D\ Dps) ∧ DAL} CPAn; SPDR {Dan ∧ DAL}
Die Komposition beider Pattern mit dem Aggregator Pattern ist nicht möglich da die Bedin-
gungen bezüglich der Daten nicht übereinstimmen. Ein Vergleich der Nachbedingung mit
der Vorbedingung des Aggregator Pattern zeigt, dass die Daten in der Nachbedingung des
Pseudonymizers bzw. Anonymizers pseudonymisiert bzw. anonymisiert sind. Die Daten in
der Vorbedingung des Aggregators wiederum erwarten kategorisierte Daten. Daraus folgt,
dass die Daten nicht gleich sein können.
Dps ∧ DAL 6= Dka ∧ DAL bzw. Dan ∧ DAL 6= Dka ∧ DAL
52
4.2 Pattern Komposition basierend auf den Bedingungen
Deshalb sind die Kompositionen nicht möglich. Die nächsten beiden Kompositionen je-
weils mit dem Splitter und dem Filter Pattern sind möglich. Wenn hier die Vorbedingungen
pseudnonymisierte bzw. anonymisierte Daten enthalten folgen wiederum daraus die vier
Patternkompositionen:
{(D\ Dan) ∧ DAL} CPPs; CPSp {Dka ∧ DAL}
{(D\ Dan) ∧ DAL} CPPs; CPFi {(Dps\ Dkr) ∧ DAL}
{(D\ Dps) ∧ DAL} CPAn; CPSp {(Dka\ Dkr) ∧ DAL}
{(D\ Dps) ∧ DAL} CPAn; CPFi {(Dan\ Dkr) ∧ DAL}
Das Kombinieren von zwei Pseudonymizer Pattern bzw. zwei Anonymizer Pattern setzt
voraus, dass die Vorbedingung Daten enthält, die pseudonymisiert bzw. anonymisiert werden
müssen. Das wird jedoch schon durch die Nachbedingung erfüllt und es bedarf kein weiteres
anonymisieren bzw. pseudonymisieren. Die Kompositionen aus den letzten beiden Pattern
ist nicht möglich, da die Bedingungen sich ausschließen.
Dps ∧ DAL 6= Dan ∧ DAL
Die Tabelle 4.5 zeigt 54 mögliche Patternkompositionen die alleine durch die Komposition
von zwei Pattern erreicht werden können. Man kann jetzt fortfahren und diese 54 Pattern-
kompositionen miteinander und mit den neun atomaren Pattern kombinieren. Die definierten
Bedingungen in Tabelle 4.4 und die Bedingungen der 54 Patternkompositionen ermögli-
chen das Kombinieren von zusätzlichen Pattern bestehend aus drei oder mehr atomaren
Cloud-Data-Pattern.
Vorbedingung Cloud-Data-Pattern Nachbedingung
D ∧ DAL SPDPFPFe D ∧ DBL
D ∧ DAL SPDRCPSp D ∧ DAL
D ∧ DAL CPSPCPPs Dps ∧ DAL
Tabelle 4.6: Auszug: Bedingung der neuen Cloud-Data-Patternkompositionen
Als Beispiel werden hier nur drei Kompositionen gezeigt. Das Zeigen aller Kompositionen
wäre an dieser Stelle zu umfangreich. Tabelle 4.6 zeigt drei neu entstandene Patternkom-
positionen mit Vor- und Nachbedingungen. Diese können mit den atomaren Pattern oder
auch mit einer der Patternkompositionen kombiniert werden. Als Beispiel wird die Nach-
bedingung des Pseudonymizer of Critical Data Pattern in Tabelle 4.4 mit der Vorbedingung
des SPDP;FPFe Pattern aus Tabelle 4.6 verglichen. Für den Fall, dass die Vorbedingung aus
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pseudonymisierten Daten besteht resultiert folgende neue Komposition:
{(D \ Dan) ∧ DAL} CPPs; SPDPFPFe {Dps ∧ DBL}
Das Kombinieren des Kompositionspattern SPDRCPSp mit dem Filter of Critical Data Pat-
tern ist möglich solange die Daten in den Bedingungen übereinstimmen. Dann folgt eine
neue Patternkomposition aus einem Kompositionspattern kombiniert mit einem atomaren
Pattern:
{D ∧ DAL} SPDRCPSp; CPFi {(D \ Dkr) ∧ DAL}
Die Komposition aus zwei neuen Patternkompositionen wie zum Beispiel das CPSpCPPs
Pattern mit dem SPDPFPFe Pattern ist möglich, wenn die Daten aus der Vorbedingung des
zweiten Pattern auch pseudonymisiert ist. Daraus ergibt sich die Patternkomposition:
{D ∧ DAL} CPSpCPPs;SPDPFPFe {D ∧ DBL}
Die letzten drei Patternkompositionen zeigen, dass die Komposition weitergeführt werden
kann und nicht auf die Komposition von zwei atomaren Cloud-Data-Pattern beschränkt ist.
Das Fortfahren würde hier über den Rahmen der Arbeit hinausgehen.
4.3 Vergleich
Nachdem in Abschnitt 4.1 die Komposition basierend auf der Semantik und in Abschnitt 4.2
die Komposition basierend auf den Bedingungen untersucht worden ist, ist der nächste Schritt
den Vergleich beider Abschnitte durchzuführen. Dazu werden zunächst die beiden Tabellen
miteinander verglichen und auf Unterschiede untersucht. In Tabelle 4.7 ist Links die Tabelle
4.1 mit den Kompositionen basierend auf der Semantik und rechts die Tabelle 4.2 mit den
Kompositionen basieren auf den Bedingungen zu sehen. Die farbigen Markierungen zeigen
wo sich die Tabellen jeweils unterscheiden. Anhand der Tabelle 4.7 sollen nun beide Tabellen
auf Inkonsistenz überprüft werden. Die Felder der rechten Tabelle, welche mit Pink markiert
sind existieren in der linken Tabelle auch als Komposition. Der Unterschied in der rechten
Tabelle ist nur, dass diese eine untypische Komposition darstellen. Grüne Felder beider
Tabellen sind auch Kompositionen, hier liegt der Unterschied nur darin, dass die rechte Tabelle
Umkehrkompositionen besitzt. Das bedeutet, dass ein Kompositionspaar in der gleichen
Tabelle existiert, das semantisch das gleiche bewirkt. Bei der rechten Tabelle wird nur nach
den Bedingungen kombiniert, deshalb wurde hier auch nicht nach Umkehrkompositionen
untersucht. Die roten Felder stellen schließlich die tatsächlichen Unterschiede dar. Hier gibt
es keine Überschneidung der Felder beider Tabellen.
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Im Folgenden werden die Einträge beider Matizen aus Tabelle 4.7 verglichen und erläutert.
Dabei wird die linke Tabelle zeilenweise mit der rechten Tabelle verglichen.
Das erste Feld beider Tabellen ist rot markiert. Man sieht hier, dass sich die Einträge beider
Tabellen unterschieden. Die Komposition aus zwei Functionality Pattern existiert in der
linken Tabelle nicht. Diese schließt in Abschnitt 4.1 das Kombinieren von gleichen Pattern
aus. Semantisch gesehen bringt diese Komposition keinen zusätzlichen Nutzen. Dieses gilt
zwar für die Komposition basierend auf den Bedingungen (Tabelle rechts) auch, dennoch ist
eine Komposition durch die Bedingungen möglich. Gleiches gilt für das zweite Functionality
Pattern Emulator of Stored Procedures. Auch hier ist das Kombinieren mit einem weiteren
Emulator Pattern in der linken Tabelle untersagt, doch in der rechten Tabelle ist dies durch
die Bedingungen denkbar. Die beiden Scalability Pattern Local Database Proxy und Local
Sharding-Based Router haben auch jeweils einen roten Eintrag in der Tabelle. Auch hier ist aus
obigen Gründen das Kombinieren links nicht möglich jedoch rechts erlaubt. Darüber hinaus
unterscheiden sich beide Tabellen bezüglich der Scalability Pattern sich nur beim Kombinieren
mit den Confidentiality Pattern. Die Komposition ist bei beiden Tabellen möglich, jedoch sind
die Kompositionen basierend auf der Semantik untypisch. Das liegt daran, dass die Scalability
Pattern jeweils Lese- und Schreibzugriffe auf die Daten ausüben. Bei der Komposition mit dem
Aggregator Pattern ist nur ein Lesezugriff und beim Splitter umgekehrt nur ein Schreibzugriff
erlaubt. Bei der Komposition mit dem Filter und dem Pseudonymizer müssen zusätzliche
Informationen gespeichert werden. Deshalb sind diese Kompositionen auch untypisch. In
der rechten Tabelle wird die Komposition basierend auf den Bedingungen realisiert und die
Bedingungen für die Pattern Realisierung wird nicht berücksichtigt. Deshalb folgen auch
keine Probleme bei den einzelnen Kompositionen.
Die Patternkomposition Confidentiality Level Data Aggregator mit Confidentiality Level
Data Splitter ist in der linken Tabelle mit den Kompositionen basierend auf der Semantik nicht
möglich. Denn diese Pattern sind gegensätzliche Pattern. Sie machen genau das Umgekehrte.
Somit ist eine Komposition semantisch nicht möglich. In der rechten Tabelle sieht man
das diese Komposition möglich ist. Auch hier wird die Komposition basierend auf den
Bedingungen realisiert und diese Erlauben das Kombinieren.
Die Komposition Confidentiality Level Data Splitter mit Confidentiality Level Data Aggrega-
tor ist analog zur obigen Umkehrkomposition.
Betrachtet man die letzten drei Confidentiality Pattern zusammen sieht man, dass diese sich
nur mit der Komposition mit anderen Confidentiality Pattern unterscheiden.
Filter Pattern kombiniert mit Aggregator Pattern ist rosa markiert, da die Komposition in der
rechten Tabelle untypisch ist. Ein zusätzlicher Aufwand fällt an, wenn der Aggregator die
kategorisierten Daten nochmals „kritisch “annotieren muss. Pseudonymizer und Anonymizer
mit dem Aggregator Pattern sind rot markiert, weil die Kompositionen in der rechten Tabelle
nicht existieren. Semantisch ist eine Komposition möglich (rechte Tabelle), jedoch ergibt
der Vergleich der Bedingungen keine Kompositionspattern in der linken Tabelle. Die grüne
Markierung in beiden Tabellen bedeutet, dass in beiden Tabellen jeweils eine Komposition
der Pattern möglich ist. Bei der Komposition basierend auf der Semantik in der linken Tabelle
existiert aber zusätzlich jeweils eine Umkehrkomposition mit der selben Semantik.
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In diesem Kapitel werden die atomaren Cloud-Data-Pattern aus Abschnitt 2.3 in das Semantic
MediaWiki eingepflegt, welches in Abschnitt 2.4 vorgestellt wurde. Für die Repräsentation
der Cloud-Data-Pattern wurde die Pattern Repository Erweiterung, welche in der Diplomar-
beit von Norbert Fürst [Für13] für Cloud-Computing-Pattern entwickelt wurde eingesetzt.
Hierzu wird das Datenmodell was bisher für Cloud-Computing-Pattern entwickelt wurde
an die Cloud-Data-Pattern angepasst. Anschließend wird in Abschnitt 5.2 das angepasste
Datenmodell in das Pattern Repository importiert.
5.1 Anpassung des Datenmodells
In Abbildung 5.1 ist das UML Use Case Diagramm des Pattern Repositorys von Fürst zu
sehen. Das Diagramm ist aufgeteilt in drei Abschnitte, dem Ontologie-Editor, dem Importer
und das Pattern Repository. Die Benutzerrollen bestehen aus drei Rollen, dem technischen
Administrator der für das Erstellen, Anpassen und Importieren des Datenmodells zuständig
ist. Das Datenmodell, welches vom Semantic MediaWiki zur Repräsentation benutzt wird,
wird mit einem Ontologie-Editor, angepasst, damit die Pattern in das Pattern Repositiory ein-
gepflegt werden können. Durch das Importieren des Datenmodells in das Pattern Repository
kann auch schon die zweite Benutzerrolle, links zusehen, der Pattern Autor, Pattern erstellen
und editieren. Die dritte Benutzerrolle ist der Endbenutzer, welchem die Pattern im Pattern
Repository zur Suche zur Verfügung stehen.
Es ist angebracht die Cloud-Data-Pattern ins Semantic MediaWiki einzupflegen und für
Endbenutzer bereitzustellen. Diese haben somit eine Übersicht über die Cloud-Data-Pattern
und können selbst zusätzliche Pattern erstellen oder bereits erstellte Pattern verwalten oder
nach Pattern suchen.
Die Domäne und die Struktur der Pattern, die in dieser Diplomarbeit verwendet werden
unterscheiden sich von denen, die in der Arbeit von Fürst eingesetzt wurden. Deshalb muss
das Datenmodell, welches für das Patternformat und die Kategorisierung zuständig ist,
den Cloud-Data-Pattern und dessen Patternformat, das in Abschnitt 2.2 vorgestellt wurde,
durch den Technischen Assistenten (von uns) mit einem Ontologie Editor (hier mit Protégé1)
angepasst werden.
1Protégé: http://protege.stanford.edu/
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3.3 Use Cases
zwischen den Patterns. Dazu wird ein Ontologie-Editor verwendet, der auch dazu dient,
Pattern Repository
Pattern Autor Endnutzer
Ontologie-Editor Importer
Ontologie
Import/Export
Anpassen des
Datenmodells
Erstellen und Anpassen
von zusätzlichen
Ontologien
Erstellen/
Editieren von
Patterns
Annotation von
semantischen Links
Annotation von
Metainformationen
Suche eines Pattern
Unterstützte Lektüre
des Patternfundus
Suche anhand von
annotierten
Patterneigenschaften
«extends»
Suche anhand eines
existierenden Anwendungsfalls
«extends»
«extends»«extends»
Visualisierung von
Patternbeziehungen
«extends»
Erweiterte
Navigation
«extends»
Administrative
Aufgaben
Technischer Administrator
Abbildung 3.1: Use Cases des Pattern Repository
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Abbildung 5.1: UseCase des Pattern Repository [Für13]
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5.1.1 Protégé Editor
Das Datenmodell Patternpedia.owl, welches in der Ontologiesprache Web Ontology Langua-
ge (OWL) von Fürst [Für13] modelliert wurde, wird mit Protégé an die Cloud-Data-Pattern
angepasst. Protégé ist ein Open-Source Ontologie Editor, der an der Standford University
School of Medicine durch das Standford Medical Informatics Department, vorerst nur für
medizinische Zwecke, entwickelt wurde. Heutzutage ist Protégé eines der bekanntesten On-
tologie Editoren. In Abbildung 5.2 ist die Benutzeroberfläche von Protégé dargestellt. Links
sieht man die Klassen einer Ontologie (mit Kreisen markiert), diese dienen der Klassifizierung
von Objekten einer Gruppe. In unserem Fall wird Cloud-Data-Pattern als Klasse definiert,
welche Pattern (Individuen) beschreiben. Individuen sind Objekte einer Klasse, welche in
der Abbildung mit Diamanten markiert sind. Die Object property, rechts in der Abbildung,
stellen Beziehungen unter Individuen dar.
Klassen 
Individuen 
Beziehungen 
Data Property 
Abbildung 5.2: Grafische Benutzeroberfläche Protégé
Die Patternpedia Ontologie, welche das Kerndatenmodell für die Cloud-Computing-Pattern
[Für13] sowie deren semantische Relationstypen enthält, wird um eine neue Klasse, die
Cloud-Data-Pattern Klasse, erweitert. Die neue Klasse ist in Abbildung 5.3 rot umrandet und
ist eine Unterklasse von Category Hierarchy. Die Abbildung 5.3 soll nur grafisch darstellen
welche Ergänzungen bzw. Änderungen mit dem Ontologie Editor Protégé durchgeführt
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werden musste. In Abbildung 5.3 und 5.4 sollen Kreise Klassen und Diamanten Individuen
darstellen, wie sie auch in Protégé vorzufinden sind, allerdings weichen die Darstellungen
von denen, welche in der Arbeit von Fürst aus Gründen der Konsistenz mit dem Editor
Protégé ab.
Category 
Hierarchy 
Cloud-
Computing
-Pattern 
Cloud-
Data-
Pattern 
Cloud 
Application 
Management 
Pattterns 
Cloud 
Offering 
Patterns 
Composite  
Cloud 
Application 
Patterns 
Cloud 
Computing  
Fundamentals 
Cloud 
Application 
Architecture 
Legende: 
has Subclass      
 
Abbildung 5.3: Kategorien im Datenmodell [Für13]
Das Patternformat der Cloud-Computing-Pattern wird in der Klasse Section definiert. Je-
doch unterscheidet sich das Patternformat der Cloud-Data-Pattern, welches in Abschnitt 2.2
vorgestellt wird und muss in der Klasse Section angepasst werden. Die roten Diamanten in
Abbildung 5.4 sind Individuen der Klasse Section. Section wiederum ist die Unterklasse der
Klasse Content Element, welche die Inhaltselemente repräsentieren. In der Abbildung sind
nur diejenigen Individuen dargestellt, die hinzugefügt werden mussten, um dem Patternfor-
mat dieser Arbeit zu entsprechen. Es wurde eine weitere Klasse FormInputType definiert,
die hier nicht abgebildet ist, welche die Eingabetypen darstellt. Eines dieser Eingabetypen ist
Semantic Textarea, dieser erlaubt das Annotieren von Semantischen Attributen. Diese dienen
zum editieren von Textfeldern, die wir später in Kapitel 6 sehen werden. Die Individuen,
welche die Patternstruktur darstellen, sind in Abbildung 5.4 alphabetisch geordnet dargestellt.
Wie wir später in Kapitel 6 auch sehen und wie es auch im Abschnitt 2.2 definiert ist, folgen
die einzelnen Elemente des Cloud-Data-Pattern Formats folgender bestimmter Reichenfolge:
1. Intent, 2. Icon, 3. Challenge, 4. Context, 4. Forces, 5. Solution, 6. Sidebars, 7. Results, 8.
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Example, 9. Next. Dazu musste in Data Property, das in Abbildung 5.2 rechts zusehen ist,
welches die Formatierung für die einzelnen Elemente angibt, die Reihenfolge mit „OrderVa-
lue “mit dem Typ „positiveInteger “angegeben werden. Alle Änderungen an der Ontologie
Content 
Element Section 
Challenge 
Example 
Forces 
Next 
Results 
Sidebars 
Semantic 
Textarea 
Legende: 
has Subclass 
has Individual 
has InputTyp 
 
Abbildung 5.4: Der Abschnitt Patternformat des Datenmodells [Für13]
werden in RDF/XML Format gespeichert. Im Listing 7.2 ist ein Ausschnitt der Ontologie Datei
abgebildet, welcher sich auf die vorgenommenen Änderungen fokussiert. Dabei wurden nur
Klassen und Individuen aufgelistet.
5.2 Ontologie Import
Nachdem die Änderungen am Datenmodell vorgenommen sind, kann dieses nun in das
Semantic MediaWiki importiert werden. Dazu hat Fürst eine ausführliche Anleitung ge-
schrieben, welche Schritt für Schritt durchgeführt werden kann. Diese Anleitung kann in
der Diplomarbeit von Fürst [Für13] nachgelesen werden und daher wird darauf im Folgen-
den nicht näher darauf eingegangen. Abbildung 5.5 zeigt das Abbilden des Datenmodells
während dem Importvorgang in das Semantic MediaWiki.
Für das Importieren hat Fürst ein Importprogramm geschrieben, das in der VM (dazu mehr
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4.4 Resultierendes Datenmodell
in Form von Rechtecken: Die Kerndatenmodell Ontologie und die optionale Zieleigenschaften
Ontologie. Die Begriffe in Ellipsen stellen dabei OWL-Klassen dar. Auf der rechten Seite sind
die Elemente innerhalb von Semantic Mediawiki abgebildet, auf welche die Ontologieinhalte
nach dem Parsen durch das Importprogramm übertragen werden.
Kerndatenmodell 
Ontologie 
Zieleigenschaften 
Ontologie 
Semantic Mediawiki 
Kategorien 
Konzepte 
Attribute 
Patterntemplates 
Patternformular 
Seiteninhalte 
Relation 
Category 
Hierarchy 
Visualization 
Section 
Target 
Properties 
Target 
Relation 
Abbildung 4.13: Mapping der OWL-Ontologien durch den Importvorgang. Legende: Gestri-
chelter Pfeil=Mapping
Die Frage, warum nun nicht direkt die Zuordnung aus Tabelle 4.1 verwendet werden konnte,
wurde zu Beginn dieses Abschnitts bereits erörtert. In der folgenden Aufzählung wird erklärt,
auf welche Elemente im Wiki die Inhalte der Ontologie Einflüsse haben. Sollten dabei auch
Zuordnungen erwähnt werden, die aus Abbildung 4.13 nicht direkt ersichtlich sind, liegt
das daran, dass zur Wahrung der Übersicht nur die größten Einflüsse abgebildet wurden.
Die folgende Aufzählung der Abbildungen orientiert sich an den OWL-Klassen, die auf der
linken Seite der Grafik dargestellt sind.
• CategoryHierarchy: Die Klassenhierarchie, welche in der Ontologie als Unterklassen
von CategoryHierarchy gespeichert werden, wird auf die direkte Entsprechung im
Wiki, den Kategorien, abgebildet. Dabei findet die Unterklasse-Beziehung in den
Wiki-Unterkategorien ihre Entsprechung. Die Klassenhierarchie hat indirekt auch
Einfluss auf das Patternformular, da dort eine Auswahl zur Einordnung des Patterns
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Abbildung 5.5: Mapping der OWL-Ontologie im Importvorgang [Für13]
in Kapitel 6), welche Ubuntu v12.04 als Betriebssystem nutzt, nicht gestartet werden konnte.
Deshalb musste die Java Vers on in der Virtuelle Maschine (VM) aktualisiert werden und der
Befehl im Listing 5.1 von Ha d unter Linux ausgeführt werden. Dabei wird die Patternpe-
dia.owl Datei in das Semantic MediaWiki importiert und ein neuer Menüeintrag im Semantic
MediaWiki mit dem Namen „Create new Cloud Data Pattern“erstellt.
1 /usr/lib/jvm/java-7-openjdk-amd64/bin/java -jar import.jar -o Patternpedia.
owl -t Patternpedia_TargetProperties.owl -d Cloud_Data_Pattern -u
Username -p Password -l english >>import.log
Listing 5.1: Importbefehl
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Die Validierung findet basierend auf dem Pattern Repository von Fürst [Für13] statt, wel-
ches auf dem Semantic MediaWiki aufbaut. Die Evaluation erfolgt in Abschnitt 6.3, indem
Bekannte Verwendungen der atomaren Cloud-Data-Pattern beschrieben werden. Es folgt ein
Überblick über die verwendeten Technologien, die bei der Installation des Data Wikis, auf
welchem das Pattern Repository von Fürst basiert, zum Einsatz kommen. Anschließend wer-
den die Cloud-Data-Pattern in das Semantic MediaWiki mit dem angepassten Datenmodell
aus Abschnitt 5.1 gespeichert.
6.1 Installation des DataWiki
Das DataWiki1 ist ein Produkt der Firma DIQA, welches das Semantik MediaWiki um
zahlreiche Änderungen und Verbesserungen erweitert. Das DataWiki ist ein semantisches
Wiki und soll als Wissensspeicher für Unternehmen dienen und deren Daten auswerten.
Das DataWiki ist auf Ubuntu v12.04 (64bit) installiert und steht als Komplettpaket in einer VM
zur Verfügung. Die Installation beinhaltet das MediaWiki, welches auf PHP und JavaScript
basiert.
Zusätzlich enthält die DataWiki Installation XAMPP2 und Solr3. XAMPP ist ein zusammen-
gestelltes Softwarepaket, welches alle benötigten Programme für das MediaWiki, wie den
Apache Webserver, die MySQL Datenbank und die Skriptsprache PHP, enthält um dessen
Installation zu erleichtern. Das Solr ist eine von Apache Lucene zur Verfügung gestellte
Suchplattform, die vom MediaWiki für die Volltextsuche verwendet wird.
Um die semantischen Daten zu speichern und auszuwerten wird dem DataWiki zusätzlich
das TripleStore4 Add-on, das auf dem Jena Framework5 basiert, installiert. Der Triplestore
ist eine Datenbank für das Speichern von RDF-Daten als Tripel. Als Anfragesprache für die
RDF-Daten benutzt das Triplestore SPARQL Protocol And RDF Query Language (SPARQL).
Für das Aufsetzten des Wikis „Pattern Repository“und dessen Erweiterungen und entspre-
chende Anpassungen und Konfiguration wird auf die Installationsanleitung von Fürst unter
http://129.69.214.250/mediawiki/index.php/Help:Installationsanleitung, welche
nur vom Uni-Netz erreichbar ist, verwiesen. Die Installationsanleitung wird der Diplomarbeit
zusätzlich als PDF Datei hinzugefügt.
1DataWiki: http://www.diqa-pm.com/de/DataWiki
2XAMPP: http://www.apachefriends.org/de/xampp.html
3Solr: http://lucene.apache.org/solr/
4TripleStorebasic: http://diqa-pm.com/de/Triplestore_basic
5Jena Framework: http://jena.apache.org/
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6.2 Speicherung der Cloud-Data-Pattern im Repository
Nach der Installation des DataWikis in Abschnitt 6.1 und dem Import des angepassten
Datenmodells aus Abschnitt 5.2 können nun die atomaren Cloud-Data-Pattern in das Semantic
MediaWiki eingefügt werden. Dafür wird in Patternpedia, im Reiter Create a new Cloud Data
Pattern die Form für die Eingabe des Patternformats aufgerufen. Patternpedia ist das Pattern
Repository, welche im Rahmen der Diplomarbeit von Fürst entwickelt und im Rahmen
dieser Arbeit für Cloud-Data-Pattern erweitert wurde. In Abbildung 6.1 ist die angepasste
Patternform für das Erstellen eines neuen Cloud-Data-Pattern dargestellt.
Abbildung 6.1: Angepasste Patterneingabe Form
Nach der Eingabe und Speicherung der Pattern in Patternpedia erscheint im Hauptmenü die
Liste aller Pattern, die in das Patternpedia eingefügt sind. In Abbildung 6.2 sind die Pattern
zu sehen, welche in das Wiki eingefügt wurden.
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Abbildung 6.2: Liste der Pattern im Pattern Repository
Durch das Anklicken der Pattern in der Liste kann man die in Abbildung 6.3 dargestellte
Patternbeschreibung sehen, welche eine verkürzte Darstellung des Pattern ist, die zuvor in
der Patternmaske eingegeben wurde. Nun können die annotierten Pattern im Wiki, z.B. für
die Suche, verwendet werden.
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Abbildung 6.3: Patternbeschreibung
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6.3 Bekannte Verwendung der Cloud-Data-Pattern
In diesem Abschnitt wird das Cloud-Data-Pattern Format aus Abschnitt 2.2 um Bekannte Ver-
wendungen (Known Uses) der Pattern erweitert. Known Uses sind Beispiele für den Einsatz
von Pattern in realen Systemen. Manolesc et al. [MVN06] definieren in Pattern Languages
of Program Design, dass ein Pattern mindestens drei bekannte Anwendungen aufweisen
muss, in denen es eine Lösung für ein Problem liefert. Im Folgenden werden bekannte Ver-
wendungen der neun atomaren Cloud-Data-Pattern von Strauch et al. [SAB+13] beschrieben.
Es werden nur die Patternnamen, Patternbeschreibungen und die bekannte Verwendung der
Pattern dargestellt.
Data Store Functionality Extension
Das Pattern erweitert die Cloud Datenbank um fehlende Funktionalitäten.
1. Database References6 soll die fehlende Join Operation, welcher in MongoDB nicht ver-
fügbar ist, ersetzen. Dazu werden zwei Methoden eingesetzt, die Manual references und
DBRefs.
2. MongoDB Connector for Hadoop7 ist ein Connector, welcher MongoDB Daten in einem
Hadoop fähigen Dateisystem darstellt, sodass MapReduce-Verfahren diese Daten lesen
und verarbeiten können.
3. MongoHQ API8 ist eines der REST Interfaces9, welches eingesetzt wird, um die fehlende
REST Schnittstelle in MongoDB zu ersetzen.
Emulator of Stored Procedures
Dieses Pattern erweitert die Cloud Datenbank um die fehlende Stored Procedure Funktion.
Sie ermöglicht das Nachbilden von Stored Procedures in der Cloud.
1. SQL Server Agent10 ist eine Microsoft Windows Service, welcher die fehlende Stored
Procedure Funktion für SQL Azure ermöglicht, indem er die gespeicherte Prozedur
(hier Jobs) in den SQL Server speichert und geplant abarbeitet.
2. Entity Framework11 ist ein Framework, welches datenorientierte Anwendungen und
Stored Procedures unterstüzt.
3. Oracle Database Extensions for .NET12 erweitert die Datenbank und ermöglicht das
Ausführen von Stored Procedures.
6Database References: http://docs.mongodb.org/manual/reference/database-references/
7MongoDB Connector: http://docs.mongodb.org/ecosystem/tools/hadoop/
8MongoHQ REST API: http://support.mongohq.com/mongohq-api/introduction.html
9REST Interfaces: http://docs.mongodb.org/ecosystem/tools/http-interfaces/
10SQL Server Agent: http://fabriccontroller.net/blog/posts/build-your-own-sql-server-agent-for-windows-
azure-sql-database-with-the-scheduler
11Entity Framework: http://msdn.microsoft.com/de-de/library/vstudio/bb399567.aspx
12Oracle Database Extension: http://www.oracle.com/technetwork/topics/dotnet/index-085095.html
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Local Database Proxy
Das Proxy Pattern unterstützt die Skalierbarkeit der Leselast indem es Leseanfragen auf die
Lesereplikas weiterleitet. Bekannte Verwendung:
1. MySQL Connector/J 3.1.713ist ein in MySQL integrierter JDBC Treiber, welcher Anfragen
nach dem Round Robin Verfahren an den Master oder an die Slaves weiterleitet.
2. CouchDB-Lounge [ALS10] Apache CouchDB14 ist ein einfaches, skalierbares Datenma-
nagementsystem. Um in CouchDB Skalierbarkeit zu erreichen wird der proxybasierte
Framework CouchDB-Lounge eingesetzt, der für Partitionierung von CouchDB Syste-
men verwendet wird. Die zwei Proxy Server von Lounge sind dumbproxy (zuständig
für einfache Get und Put Operationen die keine Views15 sind und leitet alle Anfragen
an die entsprechenden Replikas weiter) und smartproxy (zuständig für die Views).
3. Tungsten Replicator16 ist eine Daten Replikations-Engine für MySQL, die unter anderem
mit Replikationsmöglichkeiten unterstützen soll. Eines dieser Replikationsmechanis-
men ist das master-slave. Leseanfragen auf die Slaves werden mit Hilfe eines Proxys,
dem Tungsten Connector17, auf die Lesereplikas weitergeleitet.
Local Sharding-Based Router
Das Pattern ist zuständig für die Skalierbarkeit und leitet Schreib- und Leseanfragen an
die Shards weiter. Mögliche Realisierung von Sharding sind zum Beispiel folgende drei
Beispiele:
1. Hibernate Shards18 ist ein Framework, welches horizontale Partitionierung ermöglicht.
Hibernate Shards stellt eine Schnittstelle zur Verfügung, die Anwendungen erlaubt
Abfragen an die Shards zu stellen. Für die Verteilung der Daten auf die Shards werden
drei Sharding-Strategien zur Auswahl angeboten: Shard Access Strategy, Shard Selecti-
on Strategy und Access Strategy. Einige Implementierungslösungen wie Round Robin
(Erste in erste Shard, zweite in zweite Shard usw.) und Attribute Based (Aufteilung
nach Attributen z.B. nach Länder) sind Verfahren die im Hibernate Shard [JBo] ohne
Konfiguration schon zur Verfügung stehen.
2. Mongos19 ist ein Routing Service, welcher die Anfragen auf die MongoDB Shards
weiterleitet.
3. SQL Azure Federations20 ist eine Sharding Technologie, welches das Verteilen von Daten
auf mehrere Datenbanken, sogenannte Federation Members, unterstützt. Die Daten
werden anhand von eindeutigen Verteilungsschlüsseln auf die Federations partitioniert.
Der Zugriff auf die Federations geschieht durch eine „Federation root“Datenbank.
13MySQL Connector/J: http://dev.mysql.com/doc/connector-j/en/
14CouchDB: http://couchdb.apache.org/
15CouchDB View: http://wiki.apache.org/couchdb/Introduction_to_CouchDB_views/
16Continuent Tungsten: http://www.continuent.com/
17Tungsten Connector: https://docs.continuent.com/wiki/display/TEDOC/Using+the+Tungsten+Connector/
18Hibernate Shard: http://www.hibernate.org/subprojects/shards.html/
19Mongos: http://docs.mongodb.org/manual/reference/program/
20SQL Azure Federations: http://msdn.microsoft.com/en-us/library/windowsazure/hh597452.aspx
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Alle Anwendungen, die auf die partitionierten Daten zugreifen wollen, müssen ihre
Anfragen durch die Federation Root Datenbank realisieren.
Confidentiality Level Data Aggregator
Der Aggregator wird benötigt, wenn Daten aus unterschiedlichen Quellen mit unterschiedli-
chen Vertraulichkeitsstufen zu einer einzigen Vertraulichkeitsstufe zusammengefasst werden
müssen.
1. MongoDB21 stellt drei Aggregations Ansätze zur Verfügung. Aggregation Pipeline ist ein
Framework, welches Daten durch eine Pipeline (hier eine Menge von Operationen)
durcharbeiten lässt um sie als Ergebnis zusammenzufassen. Map-Reduce, Single Purpo-
se Aggregation Operations sind ebenfalls Aggregationsansätze, bei denen sich nur die
Operationen unterscheiden.22
2. CouchDB ist ein dokumentenorientiertes Datenmanagementsystem, welches seine Daten
in Dokumenten verwaltet. Der Zugriff auf die Daten in CouchDB erfolgt über eine
HTTP-Schnittstelle. Eine vordefinierte MapReduce Funktionalität, die CouchDB Views23,
erlaubt das aggregieren von Daten aus verschiedenen Datenbanken.
3. SQL Azure verwendet einen Datenhub, den SQL Azure Data Sync24 welche die Aggre-
gation von Daten aus mehreren Datenbanken ermöglicht.
Confidentiality Level Data Splitter
Die Hauptaufgabe des Splitters ist, das Annotieren bzw. das Kategorisieren der Daten. Um sie
später auf mehrere Datenbanken mit unterschiedlichen Vertraulichkeitsstufen zu verteilen.
1. Cobit25 ist ein Framework für das Managen und Überwachen von Aufgaben der IT. Zu
den Funtionen der control objectives von Cobit gehören unter anderem das Klassifizie-
ren von kritischen und sensiblen Daten.
2. Varonis Idu Classification26 ist ein Framework, der sensiblen und kritischen Unterneh-
mensdaten klassifiziert.
3. Dg Classification 2.027 bietet die Möglichkeit Daten nach ihrer Vertraulichkeit und Wich-
tigkeit zu klassifizieren. Ein Pattern-Matching-Verfahren unterstützt dabei das Klassifi-
zieren.
Filter of Critical Data
Das Filter Pattern wird für das Filtern von kritischen Daten eingesetzt. Es soll verhindern,
dass kritische Daten in die Public Cloud gelangen. Bekannte Verwendung des Pattern sind:
21MongoDB: http://docs.mongodb.org/manual/core/aggregation/
22MongoDB Aggregation: http://docs.mongodb.org/manual/core/aggregation-introduction/
23CouchDB Views: http://wiki.apache.org/couchdb/Introduction_to_CouchDB_views
24SQL Azure Data Sync: http://msdn.microsoft.com/en-us/library/hh868047.aspx
25Cobit: http://www.isaca.org/COBIT/Pages/default.aspx
26Varonis Idu Classification Framework: http://www.varonis.com/products/data-classification-framework.html
27Dg Classification: http://www.storage-insider.de/themenbereiche/management/datenklassifizierung/ artic-
les/401776/
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1. Hbase Filter28 ist ein Filter Mechanismus, das in Hbase eingesetzt wird um Regionen (Par-
titionen) zu filtern. Dabei gibt es in Hbase vordefinierte Filter und auch die Möglichkeit
eigene Filter zu definieren.
2. Icinga29 ist ein Monitoring System, welches Netzwerke, Computer und Daten überwacht.
Für die Abfragen benutzt es eine Incinga Schnittstelle, welche auch für das Filtern von
Daten zuständig ist.
3. SymemetricDS30 ist eine freie, erweiterbare Datenreplikations- und Synchronizations-
software. Diese verfügt über konfigurierbare Schnittstellen und ermöglicht die Da-
tensynchronisation zwischen verschiedenen Datenbanken, wie z.B.: MYSQL, Oracle
PostgreSQL usw. Dabei ermöglicht die Klasse IDatabaseWriterFilter31 zum Beispiel das
Filtern von sensiblen Daten.
Pseudonymizer of Critical Data
Das Pattern ist verantwortlich für das Pseudonymisieren von sensiblen Daten, die in die
Cloud migriert werden. Drei Implementierungen für die Pseudonimisierung sind:
1. Das Pseudonymization framework basiert auf X-Road. X-Road dient als Schnittstelle
zwischen Datenbanken und Anwendungen. Das Framework von Willemson [Wil11]
unterstützt dabei durch seine Pseudonymiserungsfunktion das sichere Übertragen von
Daten zwischen Datenbanken.
2. PID-Generator ist eine von TMF32 (Technologie- und Methodenplattorm für Forschung)
eingesetztes Konzept, welches Patientendaten pseudonymisiert. Der PID-Generator
wurde von Wagner [MW05] für die Erzeugung von pseudonymen Patientenidentifika-
toren (PID) entwickelt.
3. Microdata sharing via pseudonymization ist von Galindo [GV07] entwickeltes Framework,
welches Mikrodaten pseudonymisiert.
Anonymizer of Critical Data
Das Anonymizer Pattern kommt zum Einsatz, wenn kritische Daten, die in die Cloud migriert
werden, anonymisiert werden müssen.
1. Data Anonymization33 ist das Konzept von Intel, welches eingesetzt wird um Daten zu
schützen, die in die Cloud gelangen. Dabei werden zwei Anonymisierungstechniken k-
anonymity und l-diversity eingesetzt die verschiedene Mechanismen, wie Hiding, Hashing,
Permutation, Shift usw. benutzen.
28Hbase Filter: http://hbase.apache.org/apidocs/org/apache/hadoop/hbase/filter/package-summary.html
29Icinga: https://www.icinga.org/
30Symmetricds: http://www.symmetricds.org/
31Data Filtering and Rerouting: http://www.symmetricds.org/doc/3.0/html-single/user-guide.html
32TMF: http://www.tmf-ev.de/
33Data Anonymization: http://www.intel.com/content/www/us/en/it-management/intel-it-best-
practices/enhancing-cloud-security-using-data-anonymization.html
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2. Zendas Anonymisierungs-Tool34 ist eine von Zendas erstelltes Tool, das zum Anonymisie-
ren von Protokolldateien benutzt wird. Es werden folgende Werkzeuge zum Anonymi-
sieren verwendet: Anonymisierung mit PERL (das letzte Byte wird abgeschnitten) und
Anonymisierung mit den Unixkommandos „awk “oder „sed. “
3. DB Anonymizer ist eine von Fi-Ware35 zur Verfügung gestellte Web-Anwendung, die
eine REST Schnittstelle zum Kommunizieren mit anderen Anwendungen benutzt. Es
ist ein Tool, dass das Anonymisieren [Ver] von sensiblen Personendaten unterstützt.
34Zendas: http://www.zendas.de/technik/sicherheit/apache/
35Fi-Ware: http://www.fi-ware.eu/
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7 Zusammenfassung und Ausblick
In diesem Kapitel werden die Ergebnisse dieser Arbeit zusammengefasst und es wird ein
Ausblick auf zukünftige Arbeiten gegeben.
7.1 Zusammenfassung
Das Interesse am Cloud-Computing steigt immens. Jedoch können nicht alle Bedürfnisse
durch die Cloud-Anbieter befriedigt werden. Deshalb wurde in dieser Arbeit eine neue
Cloud-Data-Pattern-Sprache entwickelt, welche das Migrieren der Datenschicht in die Cloud
unterstützt. Dafür wurde ein Konzept für die Komposition der Cloud-Data-Pattern erarbeitet
um das Zusammensetzen der Pattern zu ermöglichen.
Zu Beginn wurde in Kapitel 2 der Begriff des Cloud-Computing eingeführt und das Pat-
ternformat vorgestellt, welches den Cloud-Data-Pattern zugrunde liegt. Außerdem wurden
die neun atomaren Cloud-Data-Pattern vorgestellt, die im Laufe der Arbeit miteinander
kombiniert werden sollten und deren Patternformat um die Bekannte Verwendung erweitert
wurde. In Kapitel 3 wurden Kompositionsansätzte untersucht, die sich nur auf Design Pattern
und Integrationspattern beschränken, da die Komposition von Cloud-Data-Pattern noch
nicht existierten. In Kapitel 4 wurde entsprechend den Zielsetzungen dieser Diplomarbeit ein
Kompositionsansatz erarbeitet, welche die Komposition der Cloud-Data-Pattern ermöglicht.
Dafür wurde zunächst auf Basis der Semantik die Komposition der Pattern in Abschnitt 4.1
untersucht. Und anschließend wurden in Abschnitt 4.2 Bedingungen für atomaren Cloud-
Data-Pattern definiert, welche für die Kombination mehrerer Pattern wichtig cind. Für jedes
einzelne Pattern wurde eine Vor- und eine Nachbedingung definiert wobei verschiedene Kri-
terien beachtet werden mussten. Diese wurden in Abschnitt 4.2.1 beschrieben und klassifiziert.
Da das Pattern mit seinen Vor- und Nachbedingungen dem Tripel des Hoare Kalküls ähnelt,
wurde dieser Ansatz bei der Komposition der Pattern berücksichtigt. Für die Komposition
der atomaren Pattern wurde die Konsequenzregel aus dem Hoare Kalkül benutzt.
P{Q1}R1, R1{Q2}R
P{Q1; Q2}R (7.1)
Die Semantik der Konsequenzregel 7.1 besagt, dass die Nachbedingung von einem Pattern
mit der Vorbedingung des anderen Pattern übereinstimmen muss, damit diese kombiniert
werden können. Aufbauend auf diese Formel wurden alle atomaren Cloud-Data-Pattern auf
Kombinierbarkeit untersucht, wobei das entwickelte Vorgehen zur Komposition nicht auf
das zusammensetzten von zwei atomaren Cloud-Data-Pattern beschränkt ist. Abschließend
73
7 Zusammenfassung und Ausblick
wurde in Abschnitt 4.3 ein Vergleich zwischen den Patternkompositionen basierend auf der
Semantik und den Patternkompositionen basierend auf den Bedingungen durchgeführt. In
den Kapiteln 5 und 6 wurden die atomaren Cloud-Data-Pattern in das Pattern Repository,
ein semantisches Wiki, welches das Erstellen und das Verwalten von Pattern ermöglicht,
gespeichert. Hierfür musste das Patternformat, das sich von dem, das in dieser Arbeit benutzt
wird unterscheidet, angepasst und ein neue Kategorie mit einem zugehörigen Menüeintrag
erstellt werden. Abschließend wurde das Patternformat der neun Cloud-Data-Pattern um die
fehlende „Bekannte Verwendung“(Known Uses) erweitert, welche für die Anerkennung der
Cloud-Data-Pattern in der Pattern Community notwendig sind.
7.2 Ausblick
Da die Aufgabenstellung dieser Arbeit auf die Komposition der atomaren Cloud-Data-Pattern
beschränkt war, wurde im Rahmen dieser Diplomarbeit nicht weiter auf die Komposition
von Patternkompositionen mit atomaren Pattern bzw. mit neuen Patternkompositionen
eingegangen. Am Ende von Abschnitt 4.2.2 wird gezeigt, dass es mit der Kompositionsregel
möglich ist, eine Patternkomposition aus zwei und mehr Pattern zu realisieren. Die drei
Beispiele sind ein Beweis dafür, dass die Komposition aus mehreren Pattern möglich ist und
in einer anderen Arbeit weiter untersucht werden sollte.
Darüber hinaus wäre es auch sinnvoll Bekannte Verwendung für die Patternkompositionen,
die sich durch das Kombinieren ergeben, zu finden. Denn ein Pattern sollte mindestens drei
Bekannte Anwendungen aufweisen, damit es überhaupt in die Pattern Sprache aufgenommen
werden kann.
Wie bereits erwähnt wurden die atomaren Cloud-Data-Pattern in das Pattern Repository
gespeichert. Das Semantic MediaWiki, welches die RDF-Daten im Triplestore speichert er-
möglicht die Abfrage der Triple mittels SPARQL. Da die Cloud-Data-Pattern und die daraus
resultierende Patternkomposition auch als Tripel dargestellt werden, ist es durchaus denkbar
die Patternkomposition ebenfalls als Funktionalität im Semantic MediaWiki zu realisieren. Ei-
ne Überlegung ist das Patterntripel (Vorbedingung Pattern Nachbedingung) in das Semantic
MediaWiki aufzunehmen und mittels Abfragen die Nachbedingungen mit den Vorbedingun-
gen zu vergleichen um daraus mögliche Komposition durch Reasoning zu bestimmen.
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1 <!--
2 ///////////////////////////////////////////////////////////////////////////////////////
3 //
4 // Classes
5 //
6 ///////////////////////////////////////////////////////////////////////////////////////
7 -->
8
9 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Cloud_Computing_Patterns -->
10
11 <owl:Class rdf:about="&pp;#Cloud_Computing_Patterns">
12 <rdfs:subClassOf rdf:resource="&pp;#CategoryHierarchy"/>
13 </owl:Class>
14
15
16
17 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Cloud_Data_Pattern -->
18
19 <owl:Class rdf:about="&pp;#Cloud_Data_Pattern">
20 <rdfs:subClassOf rdf:resource="&pp;#CategoryHierarchy"/>
21 </owl:Class>
22
23
24 <!--
25 ///////////////////////////////////////////////////////////////////////////////////////
26 //
27 // Individuals
28 //
29 ///////////////////////////////////////////////////////////////////////////////////////
30 -->
31
32 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Context -->
33
34 <owl:NamedIndividual rdf:about="&pp;#Context">
35 <rdf:type rdf:resource="&pp;#Section"/>
36 <OrderValue rdf:datatype="&xsd;positiveInteger">4</OrderValue>
37 <Style rdf:datatype="&xsd;string">heading:Context;</Style>
38 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
39 </owl:NamedIndividual>
40
41
42
43 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Driving_Question -->
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44
45 <owl:NamedIndividual rdf:about="&pp;#Challenge">
46 <rdf:type rdf:resource="&pp;#Section"/>
47 <OrderValue rdf:datatype="&xsd;positiveInteger">3</OrderValue>
48 <Style rdf:datatype="&xsd;string">position:right;htmlElement:i;</Style>
49 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
50 </owl:NamedIndividual>
51
52
53
54 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Example -->
55
56 <owl:NamedIndividual rdf:about="&pp;#Example">
57 <rdf:type rdf:resource="&pp;#Section"/>
58 <OrderValue rdf:datatype="&xsd;positiveInteger">9</OrderValue>
59 <Style rdf:datatype="&xsd;string">heading:Example;</Style>
60 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
61 </owl:NamedIndividual>
62
63
64
65 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Forces -->
66
67 <owl:NamedIndividual rdf:about="&pp;#Forces">
68 <rdf:type rdf:resource="&pp;#Section"/>
69 <OrderValue rdf:datatype="&xsd;positiveInteger">5</OrderValue>
70 <Style rdf:datatype="&xsd;string">heading:Forces;</Style>
71 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
72 </owl:NamedIndividual>
73
74
75
76 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Icon -->
77
78 <owl:NamedIndividual rdf:about="&pp;#Icon">
79 <rdf:type rdf:resource="&pp;#Section"/>
80 <OrderValue rdf:datatype="&xsd;positiveInteger">2</OrderValue>
81 <Style rdf:datatype="&xsd;string">position:left;</Style>
82 <hasInputType rdf:resource="&pp;#Image"/>
83 </owl:NamedIndividual>
84
85
86
87 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Image -->
88
89 <owl:NamedIndividual rdf:about="&pp;#Image">
90 <rdf:type rdf:resource="&pp;#FormInputType"/>
91 </owl:NamedIndividual>
92
93
94
95 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#ImageWithLabel -->
96
97 <owl:NamedIndividual rdf:about="&pp;#ImageWithLabel">
98 <rdf:type rdf:resource="&pp;#FormInputType"/>
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99 </owl:NamedIndividual>
100
101
102
103 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Intent -->
104
105 <owl:NamedIndividual rdf:about="&pp;#Intent">
106 <rdf:type rdf:resource="&pp;#Section"/>
107 <OrderValue rdf:datatype="&xsd;positiveInteger">1</OrderValue>
108 <Style rdf:datatype="&xsd;string">htmlElement:span;htmlElementAttributes:style=&quot
;background:#e9ed7d&quot;;</Style>
109 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
110 </owl:NamedIndividual>
111
112
113
114 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Known_Uses -->
115
116 <owl:NamedIndividual rdf:about="&pp;#Known_Uses">
117 <rdf:type rdf:resource="&pp;#Section"/>
118 <OrderValue rdf:datatype="&xsd;positiveInteger">10</OrderValue>
119 <Style rdf:datatype="&xsd;string">heading:Known Uses;</Style>
120 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
121 </owl:NamedIndividual>
122
123
124
125 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Next -->
126
127 <owl:NamedIndividual rdf:about="&pp;#Next">
128 <rdf:type rdf:resource="&pp;#Section"/>
129 <OrderValue rdf:datatype="&xsd;positiveInteger">10</OrderValue>
130 <Style rdf:datatype="&xsd;string">heading:Next;</Style>
131 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
132 </owl:NamedIndividual>
133
134
135
136 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Results -->
137
138 <owl:NamedIndividual rdf:about="&pp;#Results">
139 <rdf:type rdf:resource="&pp;#Section"/>
140
141 <OrderValue rdf:datatype="&xsd;positiveInteger">8</OrderValue>
142 <Style rdf:datatype="&xsd;string">heading:Results;</Style>
143 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
144 </owl:NamedIndividual>
145
146
147
148 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Semantic_Textarea -->
149
150 <owl:NamedIndividual rdf:about="&pp;#Semantic_Textarea">
151 <rdf:type rdf:resource="&pp;#FormInputType"/>
152 </owl:NamedIndividual>
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153
154
155
156 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Sidebars -->
157
158 <owl:NamedIndividual rdf:about="&pp;#Sidebars">
159 <rdf:type rdf:resource="&pp;#Section"/>
160
161 <OrderValue rdf:datatype="&xsd;positiveInteger">7</OrderValue>
162 <Style rdf:datatype="&xsd;string">headin:Sidebars;</Style>
163 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
164 </owl:NamedIndividual>
165
166
167
168 <!-- http://www.iaas.uni-stuttgart.de/Ontologien/Patternpedia#Solution -->
169
170 <owl:NamedIndividual rdf:about="&pp;#Solution">
171 <rdf:type rdf:resource="&pp;#Section"/>
172
173 <OrderValue rdf:datatype="&xsd;positiveInteger">6</OrderValue>
174 <Style rdf:datatype="&xsd;string">heading:Solution</Style>
175 <hasInputType rdf:resource="&pp;#Semantic_Textarea"/>
176 </owl:NamedIndividual>
Listing 7.1: Ausschnitt der erweiterten Ontologie Datei
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