Abstract. In this paper, we study the isotropic Schur roots of an acyclic quiver Q with n vertices. We study the perpendicular category A(d) of a dimension vector d and give a complete description of it when d is an isotropic Schur δ. This is done by using exceptional sequences and by defining a subcategory R(Q, δ) attached to the pair (Q, δ). The latter category is always equivalent to the category of representations of a connected acyclic quiver Q R of tame type, having a unique isotropic Schur root, say δ R . The understanding of the simple objects in A(δ) allows us to get a finite set of generators for the ring of semi-invariants SI(Q, δ) of Q of dimension vector δ. The relations among these generators come from the representation theory of the category R(Q, δ) and from a beautiful description of the cone of dimension vectors of A(δ). Indeed, we show that SI(Q, δ) is isomorphic to the ring of semi-invariants SI(Q R , δ R ) to which we adjoin variables. In particular, using a result of Skowroński and Weyman, the ring SI(Q, δ) is a polynomial ring or a hypersurface. Finally, we provide an algorithm for finding all isotropic Schur roots of Q. This is done by an action of the braid group B n−1 on some exceptional sequences. This action admits finitely many orbits, each such orbit corresponding to an isotropic Schur root of a tame full subquiver of Q.
Introduction
Let Q be an acyclic quiver with n vertices and k be an algebraically closed field. One crucial tool in representation theory of acyclic quivers is the use of perpendicular categories. If V is a rigid representation of Q, then the (left) perpendicular category ⊥ V of V is an exact extension-closed abelian subcategory of rep(Q), where rep(Q) is the category of finite dimensional representations of Q. These perpendicular subcategories were first studied by Geigle and Lenzing in [9] and also by Schofield in [18] . One important fact is that such a subcategory has a projective generator, or equivalently, it is equivalent to the category of representations of some acyclic quiver. There is a very natural way to generalize perpendicular categories of rigid representations, namely, by taking the perpendicular category A(d) of a dimension vector d; see Section 3. If V is a rigid representation, then ⊥ V = A(d V ) where d V is the dimension vector of V . If d V is not the dimension vector of a rigid representation, we show that the category A(d) does not admit a projective generator. However, this category plays a fundamental role for understanding the ring SI(Q, d) of semi-invariants of Q of dimension vector d, the latter object being our second object of study in this paper. Indeed, as a ring, SI(Q, d) is generated by the Schofield semi-invariants C V (see [6] ) where V runs through the simple objects in A(d). In general, A(d) may have infinitely many non-isomorphic simple objects. Since SI(Q, d) is always finitely generated as a ring, we still need to decide how to pick a nice subset of those generators C V and find the relations among them. There is no general method, so far, for doing this. When we specialize to the case where d = δ is an isotropic Schur root of Q, then we can answer this problem. It was proven in [20] that when Q is of tame type and d is arbitrary, the ring of semi-invariants SI(Q, d) is either a polynomial ring or a hypersurface. The smallest possible case of hypersurface occurs for the dimension vector d = δ where δ is the isotropic Schur root for Q and where Q is of type E 6 , E 7 , E 8 or D n , for n ≥ 4. In such a case, the ring of semi-invariants is generated by the C V where V runs through the quasi-simple exceptional regular representations of Q, that is, the exceptional simple objects in A(δ). The hypersurface equation in these cases comes from the fact that the subcategory of regular representations in rep(Q) has exactly three non-homogeneous tubes. If the regular exceptional quasi-simple representations in the first, second and third tubes are respectively denoted E 1 , . . . , E p , E 
We investigate how much of this structure is preserved for the ring SI(Q, δ) of an isotropic Schur root δ of an arbitrary Q. We consider the cone of dimension vectors in A(δ). Using convex geometry and Radon's theorem, we prove a certain decomposition property of the space of that cone (Proposition 5.5). Using this, we give a complete description of the simple objects in A(δ). There exists an exact extension-closed abelian subcategory R = R(Q, δ) of rep(Q) which has a projective generator, connected and of tame type. In particular, R is equivalent to rep(Q R ) for a connected quiver of tame type Q R having a unique isotropic Schur root δ R , that can also be seen as an isotropic Schur root of Q. This subcategory R is built from the data of an exceptional sequence (M n−2 , . . . , M 1 ) of length n−2 of simple objects in A(δ). Up to isomorphisms, the simple objects in A(δ) are given by the objects M n−2 , . . . , M 1 together with the quasi-simple objects in R. In particular, there are finitely many, up to isomorphism, exceptional simple objects in A(δ). Using this, we can get an explicit description of our ring of semi-invariants: SI(Q, δ) is obtained by adjoining variables to the ring of semi-invariants SI(Q R , δ R ). In particular, SI(Q, δ) is still a polynomial ring or a hypersurface. The defining equation, in the hypersurface case, again comes from linear dependance of three products of semi-invariants C V where V runs through the exceptional quasi-simple objects in R(Q, δ). One difference between the general case and the case of quivers of tame type is that the isotropic Schur root δ R may differ from δ. Moreover, the root δ R needs not lie in the interior of the cone of dimension vectors of A(δ). For the last part of this paper, we find an algorithm for finding all isotropic Schur roots of Q. We restrict to full exceptional sequences of rep(Q) that are called exceptional of isotropic type: it is an exceptional sequence of the form E = (X 1 , . . . , X n−1 , X n ) where there is an integer i such that the thick subcategory generated by X i , X i+1 contains an isotropic Schur root δ E , called the type of E. We explain how the braid group B n−1 acts on these sequences to get all the isotropic Schur roots of Q. The action admits finitely many orbits, and each orbit contains an exceptional sequence whose type is an isotropic Schur root of a tame full subquiver of Q.
Preliminaries
In this paper, Q = (Q 0 , Q 1 ) is always a connected acyclic quiver with n vertices, unless otherwise indicated, and k is an algebraically closed field. We let rep(Q) denote the category of (k-linear) finite dimensional representations of Q over k. There is a dual way to define semi-invariants. One can also take a representation W with d, d W = 0 and f W : P 2.3. Exceptional sequences, thick subcategories and braid groups. One of our main tools in this paper will be to make use of particular exceptional sequences.
Recall that a sequence (X 1 , . . . , X r ) of exceptional representations is an exceptional sequence if Hom(X i , X j ) = 0 = Ext 1 (X i , X j ) whenever i < j. It is full if r = n. For such an exceptional sequence E, we denote by C(E) the thick subcategory of rep(Q) generated by the objects in E. Here thick means full, closed under extensions, under direct summands, under kernels of epimorphisms, and under cokernels of monomorphisms. The following is well known. We include a proof for the sake of completeness.
Proposition 2.2.
A full subcategory A of rep(Q) is thick if and only if it is exact abelian and extension-closed.
Proof. The sufficiency is clear. Suppose that A is thick. We only need to show that A has kernels and cokernels. We will prove this by showing that the kernel and cokernel in rep(Q) of a morphism in A lie in A. Let f : M → N be a morphism in A and let u : K → M , v : N → C and g : M → E be the kernel, cokernel and coimage in rep(Q). Since rep(Q) is hereditary and since we have a monomorphism
and hence is the image of an element in Ext 1 (N, K). We have a pullback diagram
This gives rise to a short exact sequence
Since M, N ∈ A and A is thick, we get E ∈ A. Hence, K, C ∈ A.
Recall that if E is an exceptional sequence of length r ≤ n, then C(E) is equivalent to the category rep(Q E ) of representations of an acyclic quiver Q E with r vertices; see [18] . Denote by S 1 , . . . , S r the non-isomorphic simple objects in C(E). The Euler-Ringel form of rep(Q), restricted to the subgroup of Z n generated by the d Si , is isometric to the Euler-Ringel form of rep(Q E ). In other words, there is an equivalence ψ : rep(Q E ) → C(E) of categories such that for X, Y ∈ rep(Q E ), we have
In this way, we will often identify a dimension vector for Q E to a dimension vector for Q. Moreover, using the above equivalence, a Schur root for Q E will be thought of as a Schur root for Q.
Let E = (X 1 , . . . , X r ) be an exceptional sequence. If j > 1, we denote by L Xj−1 (X j ) the reflection of X j to the left of X j−1 . This is the unique exceptional representation such that we have an exceptional sequence
If j < r, we denote by R Xj+1 (X j ) the reflection of X j to the right of X j+1 . This is the unique exceptional representation such that we have an exceptional sequence
These reflections actually have another interpretation in terms of the braid group. Let r = n. For 1 ≤ i ≤ n − 1, denote by σ i the operation that takes an exceptional sequence E and reflect the (i + 1)th object to the left of the ith one. Hence, σ 1 , . . . σ n−1 act on the set of all exceptional sequences. It is not hard to check that for 1 ≤ i ≤ n − 2 and an exceptional sequence E, we have
and for |i − j| ≥ 2, we have
Therefore, the braid group
on n strands acts on the set of all full exceptional sequences. It is well known by a result of Crawley-Boevey [3] that this action is transitive, meaning that all exceptional sequences lie in a single orbit.
Perpendicular subcategories, stable and semi-stable representations
In this section, we consider perpendicular subcategories of dimension vectors, study them and explain why these categories are related to semi-invariants of quivers. Let d be any dimension vector. Consider
seen as a full subcategory. This category is called the (left) perpendicular subcategory of d. Proof. It is clear that A(d) is closed under direct summands. Let 0 → X 1 → X 2 → X 3 → 0 be a short exact sequence in rep(Q) with exactly two terms X s , X t in A(d).
Applying Hom(−, N ) to the above exact sequence, we get that the third term lies in A(d).
Clearly, A has a projective generator if and only if it is equivalent to a module category. Since A is a Hom-finite hereditary abelian category over an algebraically closed field, this means that A has a projective generator if and only if it is equivalent to rep(Q ′ ) for some finite acyclic quiver Q ′ .
Lemma 3.2. Let d be an imaginary or isotropic Schur root in rep(Q) with n = 2.
Proof. The result is trivial if d is isotropic. Therefore, assume that the quiver contains at least m ≥ 3 arrows and d is imaginary. Assume also that the vertices are {1, 2} with 1 being the sink vertex. It is sufficient to prove that the result holds for some dimension vector f in the τ -orbit of d, where τ denotes the Coxeter transformation. Consider the cone C = {x ∈ (Z ≥0 ) 2 | x, x < 0}. The Coxeter transformation is clearly C-invariant. Observe that τ sends the vector [m
] only intersect at the ray generated by z i+1 . Assume otherwise. By continuity of τ and since τ z i = z i+1 , there exists a ray in
where λ is the corresponding eigenvalue. It is well known, see [16] , that τ has a real eigenvalue greater than 1 and a positive real eigenvalue less than one. Therefore, λ = −1 meaning that v, v = 0 so v ∈ C, a contradiction. This proves our claim. This also proves that the two linearly independent eigenvectors of τ lie on the two boundary rays of C. Now, the vectors z 1 , z 2 , z 3 , . . . converge to one such ray and z 0 , z −1 , z −2 , . . . converge to the other ray. 
Therefore, it follows from King's criterion [14] that M is d Z , − -semistable. Therefore, there is a positive integer r and a representation 
The latter decomposition of d is unique up to ordering, and is called the canonical decomposition of d. The dimension vectors α i are clearly Schur roots, however, they do not need be distinct. Sometimes, it is more convenient to write the above decomposition as
where the β i are pairwise distinct and p i is the number of 1 ≤ j ≤ m with β i = α j . It follows from [17, Theorem 3.8] that when β i is imaginary, then p i = 1. When writing a canonical decomposition as in ( * ), we adopt the convention that when α is an imaginary Schur root and p is a positive integer, then pα is just one root (not p times the root α as when α is real or isotropic). With this convention, Schofield has proven in [17, Theorem 3.8] the following result. Proof. We follow the algorithm in [4] to find the canonical decomposition of d. In particular, we apply this algorithm until the first step where an imaginary or isotropic Schur root is created. In particular, there is an orthogonal sequence (α 1 , . . . , α r ) of real Schur roots with positive integers p 1 , . . . , p r such that d = r i=1 p i α i . Moreover, there is a pair α t , α t+1 with α t+1 , α t < 0 and γ = p t α t + p t+1 α t+1 is such that γ, γ ≤ 0.
Assume first that r < n. Then we can find a real Schur root α 0 such that α 0 ⊥α j for 1 ≤ j ≤ r. Then, an exceptional representation of dimension vector α 0 lies in A(d). Therefore, we may assume that r = n. Let γ ′ = γ if γ, γ < 0 and γ ′ be the smallest indivisible dimension vector in the ray of γ, otherwise. Set p ≥ 1 with γ = pγ ′ . Observe that γ ′ is a Schur root. The next step of the algorithm replaces the sequence (α 1 , . . . , α n ) with positive integers p i by the orthogonal sequence (α 1 , . . . , α t−1 , γ ′ , α t+2 , . . . , α n ) of Schur roots with positive integers p 1 , . . . , p t−1 , p, p t+2 , . . . , p n . Now,
) is equivalent to the category of representations of a quiver with two vertices, it follows from Lemma 3.2 that there is a dimension vector ν in C(M t , M t+1 ) with ν⊥γ ′ . Clearly, ν, ν < 0 and hence ν is an imaginary Schur root. Let Z be a general representation of dimension vector ν. Since Z is in general position, we may assume that it lies in M ⊥ j for 1 ≤ j ≤ t − 1 and in ⊥ M j for t + 2 ≤ j ≤ n. Therefore, we may assume it lies in C(M t , M t+1 ). Since Z, M t−1 are in general position and Ext Recall that a representation V ∈ rep(Q) is rigid if Ext 1 (V, V ) = 0. Hence, the indecomposable rigid representations are the exceptional ones. Observe that there is a one-to-one correspondence {real Schur roots} ↔ {iso. classes of exceptional representations}. 
Proof. Assume that A(d) has a projective generator. Therefore, it is equivalent to the category of representations of an acyclic quiver. Let M 1 , . . . , M r be the indecomposable simple objects in A(d), up to isomorphism. We may assume that they are ordered so that E := (M 1 , . . . , M r ) is an exceptional sequence in A(d) and hence, also an exceptional sequence in rep(Q). We have A(d) = C(E). As argued in the proof of Proposition 3.1, for 1
. Now, U i is non-empty and we let N lies in it. Then, for 1 ≤ i ≤ r, we have . This means that Z ∈ A(d) but Z ∈ C(E), a contradiction. Therefore, N is rigid and this proves the necessity.
whenever M has a proper non-zero subobject of dimension vector f . We will see that this notion of semistability is related to perpendicular subcategories. 
Now, f is given by a semi-invariant of the form C − (N ) for some representation N of dimension vector md. We see that M lies in A(md) ⊆ ∪ i≥1 A(id). For σ dstable representations, one just needs to use king's criterion, as mentioned in the paragraph before this proposition.
Assume now that the canonical decomposition of d does not involve imaginary Schur root. It follows from Proposition 3.3 that a general representation of dimension vector md has a direct summand of dimension vector d. Let M ∈ A(md).
Then there exists N ∈ rep(Q, md) such that C M (N ) = 0. Also, N can be taken to be in general position. By the above observation, there is a summand
The following proposition explains why the study of perpendicular subcategories is directly related to the study of semi-invariants.
Proof. We know from Theorem 2.1 that the ring SI(Q, d) is generated, over k, by semi-invariants of the form
where a ∈ k is non-zero. Repeating this reduction for the object V 2 yields that C V (−) is, up to a scalar, a product of semi-invariants as in the statement.
and is σ-stable; see [5] . In this case, d i will be called a σ-stable factor of d. The σ-stable decomposition of a σ-semistable dimension vector is unique up to ordering. Moreover, it was shown in [5] that the pairwise distinct σ-stable factors f 1 , . . . , f s of d can be ordered in such a way that f i ⊥f j whenever i < j. So the sequence (f 1 , . . . , f s ) is an orthogonal sequence of Schur roots. Let E = (X 1 , . . . , X r ) be an exceptional sequence and consider the subcategory C(E) = C(X 1 , . . . , X r ). Assume that the dimension vector d lies in C(E), that is, there is an object in C(E) having d as dimension vector. The stability condition
Proposition 3.9. Let E = (X 1 , . . . , X r ) be an exceptional sequence and let d be a dimension vector lying in C(E). Let X ∈ C(E).
Proof. Observe that X is σ d -semistable if and only if − d X , d = 0 and for any subobject
is also a subobject of X in rep(Q). This shows the sufficiency of (1) .
′ is also a subobject of X in rep(Q) with − d X ′ , d = 0, and this contradicts the fact that X is σ d -stable.
The case of an isotropic Schur root
In this section, δ stands for an isotropic Schur root. The weight σ δ will simply be denoted σ, when there is no risk of confusion. Our aim is to describe all simple objects in A(δ) or, equivalently, all σ δ -stable objects. We start with the following proposition; see [15] .
Proof. As shown in [15] , there is an exceptional sequence E = (V, W ) of length two such that δ is a root in C(E). Since E has length two, C(E) is equivalent to the category of representations of an acyclic quiver Q E with two vertices. But Q E has to have an isotropic Schur root. Therefore, Q E is the Kronecker quiver. With no loss of generality, we may assume that V, W are the simple objects of C(E).
is the number of arrows in Q E . The second part of the statement is trivial. Lemma 4.2. Let Q have at least three vertices. Then there is at least one exceptional simple object in A(δ).
Proof. Suppose that all the σ-stable dimension vectors are isotropic or imaginary. By Proposition 4.1, we have an exceptional sequence (V, W ), such that δ = d V +d W . We can extend this to an exceptional sequence (U, V, W ) and hence, U ∈ A(δ). This means that d U is σ-semistable. Now, we apply Lemma 3.8.
The subcategories of the form C(A, B, C) where (A, B, C) is an exceptional sequence will play a crucial role in our investigation. The following lemma, which is easy to check, provides a description of the quivers with three vertices having an isotropic Schur root.
Lemma 4.3. Let (A, B, C) be an exceptional sequence such that C(A, B, C) contains δ. Then either (1) the category C(A, B, C) is wild and connected or (2) the category C(A, B, C) is equivalent to rep(Q ′ ), where Q ′ is either of type A 2,1 or a union of the Kronecker quiver and a single vertex.
Let us denote by τ the Auslander-Reiten translation in rep(Q). An indecomposable representation that lies in the τ -orbit of a projective (resp. injective) representation is called preprojective (resp. preinjective). Baer and Strauß have proven the following crucial result; see [1] or [21, Theorem B] .
Lemma 4.4 (Baer, Strauß). Let Q be of wild type and let X be exceptional. If X ⊥ is of finite or tame type, then X has to be preprojective or preinjective.
The following result describes a way to produce other isotropic Schur roots starting with an exceptional sequence (U, V, W ) where
Proof. We may assume that rep(Q) = C(E). If Q is wild, then it follows from Lemma 4.3 that Q is connected. In this case, by Lemma 4.4, U cannot be regular. Assume first that Q is tame. If Q is tame connected, Q is of type A 2,1 and U has to be isomorphic to one of the two quasi-simple regular exceptional representations. If Q is tame disconnected, then we see that U is the simple representation corresponding to the connected component of Q of type A 1 . So if Q is tame, it is clear that δ, d U = 0 and δ = δ ′ . So we may assume that Q is wild connected. We have an orthogonal sequence of Schur roots
≤ 0 is the cone over a two dimensional ellipse and hence, is a convex cone. Since both δ, δ ′ lie on the boundary of R, we see that d U lies in R. Hence, d U , d U ≤ 0, a contradiction to U being exceptional. Therefore, δ ′′ = δ ′ is the wanted isotropic Schur root.
The root δ ′ defined above will be denoted L U (δ), as it is the reflection of δ to the left of the real Schur root d U .
Proposition 4.6. Let Q be wild with three vertices, and let (V, W ) be an exceptional sequence of tame type containing δ. Complete this to a full exceptional sequence (U, V, W ). Then U is preprojective or preinjective.
(1) If U is preprojective, then the σ-stable representations are, up to isomorphism, U or M (δ) where M (δ) is a general representation of dimension vector δ in C(V, W ). In particular, the σ-stable dimension vectors are d U , δ. (2) If U is preinjective, then the σ-stable representations are, up to isomorphism,
In both cases, the σ-stable dimension vectors are the two extremal rays in the cone of σ-semistable dimension vectors. 
This proves that there is a unique σ-semistable real Schur root d U and a unique σ-semistable exceptional representation, up to isomorphism. Hence, d U has to be σ-stable by Lemma 4.2. Observe that Q is connected by Lemma 4.3. By Lemma 4.4, since C(V, W ) is tame, we know that U is preinjective or preprojective. Let M be a σ-stable representation that is not isomorphic to U . By the previous argument, M cannot be exceptional. Suppose first that U is preprojective. If M is not in U ⊥ , then Ext 1 (U, M ) = 0 as Hom(U, M ) = 0. Therefore, M has to be preprojective, contradicting that M is not exceptional. Hence, M is σ-stable and Let E be an exceptional sequence of σ-stable representations. Clearly, such a sequence has length at most n − 2. The sequence E is said to be full if E has length n − 2. The following result guarantees that such a full exceptional sequence of σ-stable representations always exists. Proof. Let (X 1 , . . . , X r ) be an exceptional sequence with all X i σ-stable. Assume that r is not equal to n − 2. Observe that d Xi , d Xj ≤ 0 whenever i = j. By Proposition 4.1, and since the perpendicular category C(X 1 , . . . , X r )
⊥ contains representations of dimension vector δ, we can extend it to an exceptional sequence (X 1 , . . . , X r , V, W ) of length less than n where C(V, W ) is tame and δ = d V + d W . Therefore, there exists an exceptional representation Y such that (X 1 , . . . , X r , Y, V, W ) is exceptional. Being left orthogonal to both V, W , the representation Y has to be σ-semistable. It is well known and easy to see that for any acyclic quiver, there exists a sincere representation of it that is rigid. Since the category C(X 1 , . . . , X r , Y ) is equivalent to the category of representations of an acyclic quiver with r + 1 vertices, there exists a rigid object Z ∈ C(X 1 , . . . , X r , Y ) such that its Jordan-Hölder composition factors in C(X 1 , . . . , X r , Y ) will consist of all the simple objects in C(X 1 , . . . , X r , Y ). Being σ-stable, the objects X 1 , . . . , X r are non-isomorphic simple objects in C(X 1 , . . . , X r , Y ). Let Y ′ be the other simple object. Being rigid, Z is a general representation. It has some filtration where the subquotients are {X 1 , . . . , X r , Y ′ } with possible multiplicities. If Y ′ is σ-stable, then we have a list {X 1 , . . . , X r , Y ′ } of r + 1 objects that are σ-stable. Since these objects are the simple objects of C(X 1 , . . . , X r , Y ), they could be ordered to form an exceptional sequence of length r + 1, which will be the wanted sequence. If Y ′ is not σ-stable, then the above filtration of Z can be refined to a filtration in rep(Q) where all subquotients are σ-stable. In particular, there will be more than r non-isomorphic subquotients. Since Z is rigid, we know that all subquotients have dimension vector a real Schur root, by Lemma 3.8. Now, these real Schur roots can be ordered to form an orthogonal sequence of real Schur roots; see [5] . This sequence corresponds to an exceptional sequence of σ-stable representations of length at least r + 1. Now, we treat the case where n is arbitrary. We first need some more notations. From now on, let us fix (M n−2 , . . . , M 1 ) a full exceptional sequence of σ-stable representations. Complete this sequence to get a full exceptional sequence (M n−2 , . . . , M 1 , V, W ). Note that δ is a root in C(V, W ). We construct a sequence of isotropic Schur roots δ 1 , . . . , δ n−2 and a sequence of rank three subcategories C i as follows. Set δ 1 = δ, V 1 = V and W 1 = W and C 1 = C(M 1 , V 1 , W 1 ). Observe that if C 1 is wild, then it is connected and M 1 is preprojective or preinjective in C 1 . If C 1 is tame, then it is either disconnected (in which case M 1 is the unique simple object in the trivial component of C 1 ) or else it is connected and M 1 is quasi-simple in
, then we reduce to the case of the exceptional sequence (M n−2 , . . . , M i+1 , V i+1 , W i+1 ) and we set
, we reduce to the case of the exceptional sequence (M n−2 , . . . , M i+1 , V i+1 , W i+1 ) where V i+1 is the reflection of V i to the left of M i and W i+1 is the reflection of W i to the left of Lemma 4.8. We have δ i+1 ֒→ δ i and each δ i is an isotropic Schur root that is σ-semistable. 
, then δ i+1 = δ i and hence, it is clear that δ i+1 ֒→ δ i and that δ i is an isotropic Schur root that is σ-semistable. So (1) The root δ is of smaller type.
(2) There is a σ-stable representation that is preprojective or preinjective.
There is a σ-semistable representation that is preprojective or preinjective.
Proof. Let Z be a σ-semistable representation that is preprojective or preinjective. If Z is preprojective, then there is some i ≥ 0 with τ i Z = P projective. Since d Z , δ = 0, we get d P , τ i δ = 0, showing that τ i δ is not sincere, that is, δ is of smaller type. If Z is preinjective, then there is some j < 0 with τ j Z = Q[1] a shift of a projective representation Q. Since d Z , δ = 0, we get −d Q , τ j δ = 0, showing that τ j δ is not sincere, that is, δ is of smaller type. This proves that (3) implies (1). Clearly, (2) implies (3) . Assume that δ is of smaller type. Then there is some integer i and some x ∈ Q 0 such that Hom(P x , τ i M (δ)) = 0 whenever M (δ) has dimension vector δ. Therefore, there exists a preprojective (if i ≥ 0) or preinjective (if i < 0) representation Z such that Z is left orthogonal to any representation M (δ) of dimension vector δ. Therefore Z is σ-semistable. If Z is not σ-stable and preprojective, then it has a σ-stable subrepresentation Z ′ which has to be preprojective. If Z is not σ-stable and preinjective, then it has a σ-stable quotient Z ′ which has to be preinjective.
We start with the following result, which describes the σ-stable objects when n = 4. The core of it will be generalized to arbitrary n later. We think it is interesting to have a separate result for the n = 4 case since more can be said for this small case. Proof. The sufficiency of (2) follows from Proposition 4.9. Assume now that both M 1 , M 2 are regular. We claim that δ is not of smaller type and that the only exceptional σ-stable representations are M 1 , M 2 . In this case, by Lemma 4.4, since
is wild and C(V, W ) is tame, we know that M 1 is either preprojective or preinjective in C 1 . Observe that C 1 is connected since it is wild and δ is an isotropic root in 
2 → 0 and this yields a monomorphism M (δ 2 ) → M . If M 2 is preprojective in C 2 , then Hom(M (δ 1 ), M 2 ) = 0 and hence, we get a monomorphism M (δ 2 ) = M (δ 1 ) → M . This shows that M ∼ = M (δ 2 ) = M (δ). In particular, the exceptional sequence (M 2 , M 1 ) of σ-stable representations is unique. It follows from Proposition 4.9 that δ is not of smaller type. This prove our claim and hence (2) and (3). Statement (1) in the case where δ is of smaller type is a consequence of the next proposition, Proposition 4.11.
Given a subcategory C of rep(Q), we denote by τ C the Auslander-Reiten translation in C. Fix a full exceptional sequence (M n−2 , . . . , M 2 , M 1 ) of σ-stable representations, and complete it to form an exceptional sequence (M n−2 , . . . , M 2 , M 1 , V, W ) where V, W are the non-isomorphic simple objects in C(V, W ). In particular,
Recall that for 1 ≤ i ≤ n − 2, we denote by C i the subcategory C(M i , V i , W i ), where V i , W i have been defined previously. If C i is tame and connected, then M i is regular quasi-simple in C i and lies in a tube of rank 2 in C i . We set
Proposition 4.11. Let Q be a connected quiver with isotropic Schur root δ. Let N be a σ-stable object not isomorphic to any M i .
(1) The rootδ is the only σ-stable Schur root that is not real. Proof. We first need to check that there is at least one σ-stable root that is not real. Assume otherwise. As δ is σ-stable, its σ-stable decomposition will involve only real Schur roots. These roots may be ordered to form a Schur sequence. Since all roots are real, this will correspond to an exceptional sequence (F 1 , . . . , F r ). Suppose that r < n. Complete the latter sequence to get a full exceptional sequence (F 1 , . . . , F n ). Since δ is a root in each F ⊥ i for 1 ≤ i ≤ r, we see that δ is a root in C(F r+1 , . . . , F n ). Since δ is also a root in C(F 1 , . . . , F r ), we get that δ is in the span of d F1 , . . . , d Fr as well as in the span of d Fr+1 , . . . , d Fn . Since (F 1 , . . . , F n ) is an exceptional sequence, the vectors d F1 , . . . , d Fn are linearly independent, a contradiction. Hence, r = n. But then, C(F 1 , . . . , F n ) = rep(Q) and all objects of rep(Q) are σ-semistable, which is also a contradiction. In the rest of the proof, we will see that the only possibility for a non-real σ-stable Schur root isδ = δ n−2 .
Let N be a σ-stable representation not isomorphic to any M i . In particular, Hom(N, M i ) = Hom(M i , N ) = 0 for all i. Let E n−2 := N . For i = n − 2, n − 3, . . . , 2, 1, we have a short exact sequence 
⊥ M 2 and hence, we get a monomorphism Z 2 → E 2 and Z 2 is the reflection of N 1 to the left of M 2 . If Hom(N 1 , M 2 ) = 0, then we get a monomorphism Z 2 := N 1 → E 2 . We proceed by induction until we get a monomorphism Z n−2 → E n−2 = N . This gives Z n−2 ∼ = N . We see that Z n−2 will be of the required form. In particular, if N is not exceptional, then N has dimension vector δ n−2 =δ and will be in C(V n−2 , W n−2 ).
The next two lemmas will help us in giving a better description of the simple objects in A(δ), that is, the σ-stable objects.
Lemma 4.12. Assume that both C(M t−1 , . . . , M 1 , V, W ) and C t are tame connected with δ the unique isotropic Schur root in both of these subcategories. Then C(M t , M t−1 , . . . , M 1 , V, W ) is tame connected with only one isotropic Schur root δ.
Proof. Assume that C := C(M t , M t−1 , . . . , M 1 , V, W ) is wild. Then M t lies in the preprojective or preinjective component of a wild connected component of C. Observe that, in C t , the object M t is left orthogonal to the unique isotropic Schur root (which is d Vt + d Wt ). Since C t is connected, this means that M t is regular in C t . In particular, there are infinitely many indecomposable objects Z of C t (and hence of C) with Hom(M t , Z) = 0. Therefore, M t cannot lie in a preinjective component of C. Similarly, M t cannot lie in a preprojective component of C. This is a contradiction. It remains to show that C is connected (it is clear that then, δ will be the unique isotropic Schur root in C). Assume otherwise. Then, we have C ∼ = B 1 × B 2 where each of B 1 , B 2 is equivalent to a category of representations of a non-empty acyclic quiver. Assume that δ ∈ B 2 . By assumption, we must have that both C(M t−1 , . . . , M 1 , V, W ), C t are subcategories of B 2 . But then, C = B 2 , a contradiction. Therefore, C is connected. Lemma 4.13. Assume that C i is tame connected for all 1 ≤ i ≤ s − 1. Fix 1 ≤ t ≤ s − 1 and consider the representation N t as defined above.
Proof. Consider the categories
and
We know that C ′ is tame connected by Lemma 4.12. Assume that C is wild. Therefore, M s lies in a preprojective or preinjective component of C. For proving (1) , assume that M s is preprojective in the category C s , which means that M s is preprojective in C. Assume to the contrary that Hom(N t , M s ) = 0. Since N t ∈ C, the object N t is preprojective in C. Therefore, N t cannot be regular in C t , a contradiction. For proving (2) , assume that M s is preinjective in the category C s , which means that M s is preinjective in C. Since t is arbitrary and Hom(M t , M i ) = 0, it is sufficient to prove that Ext 1 (M t , M s ) = 0. If not, then the Auslander-Reiten formula in C yields a nonzero morphism from M s to τ C M t and hence, τ C M t (and thus M t ) is preinjective in C. Thus, M t cannot be regular in C t , a contradiction. Clearly, if C is tame, then (1), (2) cannot occur, since a subcategory of a tame category cannot be wild.
It remains to prove (3) . Let N be a σ-stable object not isomorphic to any M i . It follows from the proof of the last theorem that we have a short exact sequence
where Z is either indecomposable of dimension vector δ in C(V, W ) or is exceptional and relative σ-semistable in C ′ (a reflection of one of the N i for 1 ≤ i ≤ s − 1). In the first case, since C s is tame disconnected, this yields a monomorphism Z → E s and the rest of the proof of the above theorem deals with representations in ⊥ M s . In the second case, we get a monomorphism M → Z where M is relative σ-stable in C ′ and exceptional, and hence a quasisimple object of C ′ . Assume that M lies in a tube T of rank r. In particular, the other non-isomorphic r − 1 quasi-simple objects of that tube are among the objects M s−1 , . . . , M 1 . We claim that Ext 
′ is the reflection of M to the left of M s and Z ′ ∈ ⊥ M s and we get a monomorphism Z ′ → E s . The proof of the last theorem continues with Z s = Z ′ and the monomorphism Z s → E s . In all cases, we see that M s satisfies the required property. Proof. Let f be a σ d -stable real Schur root. Assume that f does not lie on an extremal ray. According to [5, Theorem 6.4] , there exists dimension vectors f 1 , . . . , f s , all lying on extremal rays, such that f is a positive integral combination of f 1 , . . . , f s and f 1 , . . . , f s are linearly independent in R n . Moreover, we have f, f i ≤ 0 and f i , f ≤ 0 for all 1 ≤ i ≤ s. These conditions imply that
There is a special case of interest, which is when there is some ray For 1 ≤ i ≤ r, let C i (σ d ) be the cone in R n−1 generated by all the rays v 1 , . . . , v r but v i . By the above observation, we have that
is either empty or else contains only the ray [s]. We will see that this restriction yield a very beautiful description of C R (σ d ) and, in particular, of C R (σ δ ). Proof. The sufficiency is easy to see. Assume that Proper(C R (σ d )) = ∅. We may work in R j where j ≤ n − 1 and assume that C R (σ d ) is of full dimension in R j . By Radon's theorem, if the number of extremal rays r of C R (σ d ) is at least (j − 1)+ 2 = j + 1, then we can partition the rays v 1 , . . . , v r into two non-empty subsets A, B such that the corresponding cones C(A) and C(B) generated by the rays in A and by the rays in B have a ray of intersection. This ray of intersection will have to be in Proper(C R (σ d )) = ∅, a contradiction. Therefore, r ≤ j. Since C R (σ d ) is of full dimension in R j , then r = j and C R (σ d ) is the cone over an (j − 1)-simplex. Now, we are interested in the case where Proper(C R (σ d )) is reduced to a single ray [s] (which then has to be the ray ofδ if d = δ). Let us take an affine slice ∆ of C R (σ d ). The rays v 1 , . . . , v r will correspond to points u 1 , . . . , u r in ∆ and these points are the vertices of a polyhedron R in ∆ defined as the convex hull of u 1 , . . . , u r . The ray [s] corresponds to a point s in R. In order to study the convex properties of R, let us translate R so that s coincides with the origin. In other words, set w i = u i − s and consider the polyhedron P which is the convex hull of w 1 , . . . , w r . Since R lies on an affine slice, we see that P lies in a subspace of dimension n − 2 of R n−1 . Let P i be the convex hull of all points w 1 , . . . , w r but w i . We define Proper(P) := ∩ 1≤i≤r P i and we will be interested in the case where Proper(P) only contains the origin.
The first two lemmas are easy to prove.
Lemma 5.3. Let P ′ be the convex hull of a subset of w 1 , . . . , w r . Then Proper(P ′ ) is either empty or reduced to the origin.
Lemma 5.4. Consider a non-trivial partition {w i1 , . . . , w is } = A 1 ∪ A 2 of a subset of {w 1 , . . . , w r }. Denote by P Ai the convex hull of the points in A i , for i = 1, 2. Then P A1 ∩ P A2 is either empty or reduced to the origin.
Proposition 5.5. Suppose that Proper(P) is empty or reduced to the origin and is full dimensional in R t with t ≤ n−2. Then there exists a vector space decomposition
Proof. We may assume that t = n−2 so that P is (n−2)-dimensional. If Proper(P) is empty, then s = 1 and the result follows from Proposition 5.2. Assume that Proper(P) is reduced to the origin. Suppose first that the origin lies on a facet, say F , of P. We claim that F contains r − 1 of the points w 1 , . . . , w r . Assume otherwise. Consider an (n − 3)-simplex in F generated by points w i1 , . . . , w in−2 . Let u, v ∈ {w 1 , . . . , w r } be two distinct points not in F . By Radon's theorem, we can partition the points {w i1 , . . . , w in−2 , u, v} into two non-empty subsets A 1 , A 2 such that P A1 ∩ P A2 = ∅, where P Ai denotes the convex hull of the points in A i . By Lemma 5.4, this intersection is the origin and hence lies on F . Since F is a facet, u, v lie on the same side of F . Therefore, for i = 1, 2, the set B i := A i \{u, v} is not empty. Now, B 1 and B 2 form a partition of w i1 , . . . , w in−2 such that P B1 ∩P B2 = ∅, where P Bi denotes the convex hull of the points in B i . This contradicts Proposition 5.2. Now, let us assume that the origin lies in the interior of P. By Radon's theorem, we can write {w 1 , . . . , w r } = E 1 ∪ E 2 where E 1 , E 2 are disjoint and non-empty such that P E1 ∩ P E2 = {0}, where P Ei denotes the convex hull of the points in E i . By Carathéodory's theorem, there is a simplex formed by some points z 1 , . . . , z s in E 1 that contains the origin in its interior. With no loss of generality, assume that z i = w i and s ≤ r − 1. Let V 1 be the vector space spanned by the points w 1 , . . . , w s and consider the vector space V 2 spanned by the points w s+1 , . . . , w r . Let C 1 be the convex hull of the points w 1 , . . . , w s and let C 2 be the convex hull of the points w s+1 , . . . , w r . Since both P E1 , P E2 contain the origin, we see that C 1 ∩ C 2 = {0}.
Since 0 lies in the interior of C 1 , we get also that V 1 ∩ C 2 = 0. We claim that V 1 ∩ V 2 = 0. Assume that V 1 ∩ V 2 is non-zero. Observe that any element in V 1 can be written as a non-negative linear combination of w 1 , . . . , w s . There exists non- negative real numbers a 1 , . . . , a s and real numbers b s+1 , . . . , b r such that
Moreover, a 1 w 1 + · · · + a s w s is non-zero. We may assume the a i small enough so that the left-hand side lies in C 1 . Let us write {s + 1, . . . , r} = I 1 ∪ I 2 where I 1 , I 2 are disjoint and i ∈ I 1 if and only if b i ≥ 0. We may assume further that the |b i | are small enough so that both i∈I1
If some b i are negative and some b i are positive, we can rewrite the sum as
Considering Lemma 5.4 with the partition
of {w 1 , . . . , w r }, we get that a 1 w 1 + · · ·+ a s w s + − j∈I2 b j w j is zero, which reduces to a case we have already considered. Therefore, we have proven that R n−2 = V 1 ⊕ V 2 , where V 1 satisfies the property of the statement. We proceed by induction on V 2 with the points w s+1 , . . . , w r and by using Lemma 5.3.
The ring of semi-invariants of an isotropic Schur root
In this section, we denote by δ an isotropic Schur root and by σ = σ δ the weight given by − −, δ .
Consider, as previously, a full exceptional sequence (M n−2 , . . . , M 2 , M 1 , V, W ) where (M n−2 , . . . , M 2 , M 1 ) is an exceptional sequence of simple objects in A(δ). Take I ⊆ {1, . . . , n − 2} such that i ∈ I if and only if C i is tame connected. Definition 6.1. The associated tame subcategory of Q relative to δ, denoted R(Q, δ), is the thick subcategory of rep(Q) generated by ( i∈I M i ) ⊕ V n−2 ⊕ W n−2 . Theorem 6.2. Let Q be an acyclic connected quiver and δ an isotropic Schur root. Then (1) The category R(Q, δ) is tame connected with isotropic Schur rootδ and is uniquely determined by δ. (2) The simple objects in A(δ), up to isomorphism, are given by the disjoint union
Proof. Let (M n−2 , . . . , M 1 ) be an exceptional sequence of σ δ -stable representations with the corresponding full exceptional sequence (M n−2 , . . . , M 1 , V, W ) in rep(Q), where
First, denote by M lr , . . . , M l1 with l r > · · · > l 1 the M j such that C j is tame disconnected or such that M j is preprojective in C j . We get an exceptional sequence
where all M lj have been reflected, one by one, to the right of the exceptional sequence. Observe that
where j s > · · · > j 1 . Assume also that I = {m 1 , . . . , m q } with m q > · · · > m 1 . We have q + s = t and t + r = n − 2. By Lemma 4.13 (2), we may reflect all exceptional objects of {N js , . . . , N j1 } in ( * ) so that we get an exceptional sequence
). Now, it follows from the definition of the V i , W i that we get an exceptional sequence 
It follows that C mu = C(M mu , V mu , W mu ) is equivalent to C(M mu , V n−2 , W n−2 ). This proves our claim. Let E = (M mq , . . . , M m1 , V n−2 , W n−2 ). By Lemma 4.12 and our claim, R(Q, δ) = C(E) is tame connected. Since V n−2 , W n−2 lie in it,δ is the (unique) isotropic Schur root of R(Q, δ). It follows from Lemma 4.13 that any σ δ -stable representation not isomorphic to any M i for 1 ≤ i ≤ n − 2 will have to be (quasi-simple) in C(E). Now, we need to show that all quasi-simple objects of C(E) are σ δ -stable. Assume the contrary. Let f be the dimension vector of a quasi-simple object in C(E) that is not σ δ -stable, but σ δ -semistable. It follows from our previous observations that f has to be a positive integral combination of the σ δ -stable dimension vectors in C(E). It follow from [11, Cor. 6.3] that this is not possible to have such a decomposition. Therefore, we have a complete list of the simple objects in A(δ). These are given by the disjoint union
Observe that, in C R (σ δ ), a dimension vector d can be uniquely written as
where d 1 is a dimension vector in C(E) and f i = d Mm i for i ∈ I. This decomposition is unique. This implies the unicity of R(Q, δ) and statement (3). Corollary 6.3. Let Q be an acyclic connected quiver and δ an isotropic Schur root. Then SI(Q, δ) is a polynomial ring or a hypersurface. More precisely, it is a hypersurface (and not a polynomial ring) if and only if R(Q, δ) has quiver of type D n with n ≥ 4, E 6 , E 7 or E 8 .
Proof. In [20] , it was proven that the ring of semi-invariant of an isotropic Schur root of a tame quiver is a polynomial ring or a hypersurface, where the second situation occurs precisely when the quiver is of type D n with n ≥ 4, E 6 , E 7 or E 8 . Our result follows from this and Theorem 6.2.
Consider the exceptional sequence (P 2 , S 1 , I 3 , S 3 ) where P 2 is the projective representation at vertex 2, I 3 is the injective representation at vertex 3 and S 1 , S 3 are the simple representations at vertices 1, 3, respectively. Reflecting S 1 , I 3 to the left of P 2 , we get an exceptional sequence whose dimension vectors are as follows. ((0, 1, 0, 0), (3, 3, 1, 1), (1, 1, 0, 0), (0, 0, 1, 0) ).
Then, using a sequence of reflections, we get the following exceptional sequences, where we put the corresponding dimension vectors. (8, 3, 3, 3) , v 1 and (0, 0, 1, 0), v 1 are positive. Therefore, the exceptional objects with dimension vectors (8, 3, 3, 3) , (0, 0, 1, 0) are regular by the theorem at page 240 of [16] . It follows from Proposition 4.10 that δ is not of smaller type. It also follows from the same proposition that there is a unique exceptional sequence (M 2 , M 1 ) of length 2 of σ-stable objects. Let M be the exceptional representation with dimension vector (8, 3, 3, 3) . Since M (3, 2, 1, 1) . In this example, the cone of σ-semistable dimension vectors is as follows (where only an affine slice of that cone is shown). The following is an easy observation. The reader is referred to [8] for the notion of cluster algebra and to [7] for results in similar directions.
Corollary 6.5. If SI(Q, δ) is not a polynomial ring, then it has a cluster algebra structure of type A 1 . There are two cluster variables which are all Γ-homogeneous, and the coefficients are built from n−1 frozen variables, which are also Γ-homogeneous, where Γ is the set of all multiplicative characters of GL δ (k).
Proof. From Theorem 6.2, it is enough to prove this for rep(Q) = R(Q, δ), that is, we may assume that Q is tame connected. Suppose that SI(Q, δ) is not a polynomial ring. Then Q is of type D n with n ≥ 4, E 6 , E 7 or E 8 . In particular, it is well known in these cases that there are exactly three non-homogeneous tubes T 1 , T 2 , T 3 in the Auslander-Reiten quiver of R(Q, δ). One, say T 1 , has rank 2. Let M, N be the non-isomorphic exceptional quasi-simple objects in T 1 . Then, let E 1 , . . . , E r be the non-isomorphic quasi-simple objects of T 2 and let E ′ 1 , . . . , E ′ t be the non-isomorphic quasi-simple objects of T 3 . Now, the hypersurface equation can be written as
Consider the indeterminates x, y 1 , . . . , y r , z 1 , . . . , z t . We define a cluster algebra A as follows. We start with the initial seed {x, y 1 , . . . , y r , z 1 , . . . , z t } where y 1 , . . . , y r and z 1 , . . . , z t are declared to be frozen variables. The exchange relation is xx ′ = r i=1 y i + t j=1 z j which clearly produces exactly two cluster variables x, x ′ . The cluster algebra is the the Z-subalgebra of Q(x, y 1 , . . . , y r , z 1 , . . . , z t ) generated by x, x ′ and y 1 , . . . , y r , z 1 , . . . , z t . This algebra is clearly isomorphic to SI(Q, δ).
An interesting problem would be to find all acyclic quivers Q and dimension vectors d such that SI(Q, d) has a cluster algebra structure whose variables (frozen or not) are all Γ-homogeneous.
Construction of all isotropic Schur roots
In this section, we show that all of the isotropic Schur roots of rep(Q) come from isotropic Schur roots of a tame full subquiver of Q by applying special reflections. We make this precise by defining an action of the braid group B n−1 on n−1 strands on a special type of exceptional sequences that will encode all we need to study isotropic Schur roots. We start with the definition of these sequences. Definition 7.1. Let E = (X 1 , . . . , X n ) be a full exceptional sequence. We say that E is of isotropic type if there exists 1 ≤ i ≤ n − 1 such that C(X i , X i+1 ) is tame. The integer i is called the isotropic position of E and the root type of E, denoted δ E , is the isotropic Schur root in C(X i , X i+1 ).
We denote by E the set of all full exceptional sequences of isotropic type, up to isomorphism. Not all elements of the braid group B n act on E. We rather consider the group B n−1 and show that it acts on E. Let us denote the standard generators of B n−1 by γ 1 , . . . , γ n−2 . Let E = (X 1 , . . . , X n ) ∈ E with isotropic position r. Let
Assume that i = r with r < n − 1. We can reflect X r+2 to the left of X r , X r+1 to get the exceptional sequence:
and this is an exceptional sequence of isotropic type with isotropic position r + 1. We define γ r E := E ′ . If r > 1 and i = r − 1, then we can reflect both X r , X r+1 to the left of X r−1 as follows:
and clearly, the subcategory C(L Xi−1 (X i ), L Xi−1 (X i+1 )) generates a tame subcategory of rank 2. Therefore, E ′′ is an exceptional sequence of isotropic type with isotropic position r − 1 and its root type is the unique isotropic Schur root in
We define γ r−1 E = E ′′ . Similarly, we can define the action of γ
The following is easy to check. Proposition 7.2. The group B n−1 acts on exceptional sequences of isotropic type, with the action defined above. Definition 7.3. A sequence E = (X 1 , . . . , X n−1 , X n ) in E is of tame type if it has isotropic position n − 1, and there is 0 ≤ s ≤ n − 2 such that X 1 , . . . , X s are projective in rep(Q) and C(X s+1 , . . . , X n−2 , X n−1 , X n ) is tame connected. By convention, s = 0 means that rep(Q) is already tame connected.
Observe that if E ∈ E is of tame type, then the isotropic Schur root δ E is the unique isotropic Schur root of the tame subcategory C(X s+1 , . . . , X n−2 , X n−1 , X n ) and is an isotropic Schur root coming from a tame full subquiver of Q. In particular, there are finitely many roots δ E where E ∈ E is of tame type. of B 4 . Notice that gE = hE. Notice also that the braid in (A) is obtained from the braid in (B) by identifying the two strands starting at the positions of U, V , that is, the second and third strands.
Our aim in this section is to prove that any E ∈ E lies in the B n−1 -orbit of an exceptional sequence of tame type. In the next lemmas, we will consider exceptional sequences in the bounded derived category Lemma 7.6. Let (X 1 , . . . , X r ) be an exceptional sequence and assume that C 1 := C(X 2 , . . . , X r ) is tame with an isotropic Schur root γ while C 2 := C(X 1 , X 2 , . . . , X r ) is wild. Then there is a unique minimal isotropic Schur root in the τ -orbit of γ.
Proof. We may assume that C 2 = rep(Q) for an acyclic quiver Q. Since C 2 is wild and C 1 is tame, we know that X 1 is preprojective or preinjective in C 2 . Hence, there is some r ∈ Z such that τ , we see that the isotropic Schur root τ r γ has smaller length than τ s γ. This also proves unicity since only one object in the τ -orbit of X 1 is projective or a shift of a projective.
Lemma 7.7. Let E = (X 1 , . . . , X n−2 , U, V ) be in E with isotropic position n − 1. Let E ′ = γ 1 · · · γ n−3 γ n−2 E = (U ′ , V ′ , X 1 , . . . , X n−2 ). Then τ −1 δ E = δ E ′ .
Proof. If V is not injective, then we have the exceptional sequence is clearly τ −1 δ E .
Of course, we have the dual version of the above lemma as follows.
Lemma 7.8. Let E = (U, V, X 1 , . . . , X n−2 ) be in E with isotropic position 1. Let E ′ = γ 1 E = (X 1 , . . . , X n−2 , U ′ , V ′ ). Then τ δ E = δ E ′ .
We are now ready for the main result of this section.
Theorem 7.9. Let δ be an isotropic Schur root. Then there is E ∈ E of tame type and g ∈ B n−1 such that gE has root type δ.
Proof. It follows from Proposition 4.1 that there is an exceptional sequence F = (M 1 , . . . , M n−2 , X, Y ) in E of isotropic position n − 1 and of root type δ. Assume that G ∈ E is in the orbit of E and the root type of G is minimal, that is, has minimal length as a root in rep(Q). We may assume that the isotropic position of G is n − 1. Therefore, we may assume that G is of the form (Y 1 , . . . , Y n−2 , U, V ).
Assume first that there is an object W in C(Y 1 , . . . , Y n−2 ) that is not projective in C(W, U, V in E whose root type is the Auslander-Reiten translate of δ in C(W, U, V ). We can iterate this to get a smaller root by Lemma 7.6, provided C(W, U, V ) is wild. Therefore, whenever there is an object W which is not projective in C(W, U, V ), then C(W, U, V ) is of tame type (and hence connected). Suppose, by induction, that we have an exceptional sequence J = (W r+1 , . . . , W n−2 , U, V ) such that C(J) is tame connected and J has maximal length with respect to this property. If r = 0, then Q is a tame connected quiver and there is nothing to prove. Complete this to get a full exceptional sequence (Z 1 , . . . , Z r , W r+1 , . . . , W n−2 , U, V ).
If there is W ∈ ⊥ C(J) = C(Z 1 , . . . , Z r ) such that W is not projective in C(W, U, V ) then, C(W, U, V ) is tame connected. As in the proof of Lemma 4.12, we get that C(W, W r+1 , . . . , W n−2 , U, V ) is tame connected, contradicting the maximality of J. Therefore, any object Z in C(Z 1 , . . . , Z r ) is such that Z is projective in C(Z, W r+1 , . . . , W n−2 , U, V ). We may apply a sequence of reflections and assume that all of Z 1 , . . . , Z r are simple in C(Z 1 , . . . , Z r ). It follows from Lemma 7.5 that the injective hull of Z 1 in C(Z 1 , . . . , Z r ) is projective in rep(Q). Then the proof goes by induction.
Here is another way to interpret this result. Start with an isotropic Schur root δ 0 of a tame full subquiver Q ′ of Q and consider an exceptional sequence (U 0 , V 0 ) of length 2 in rep(Q ′ ) ⊂ rep(Q) such that δ 0 = d U0 + d V0 . Consider an exceptional object X 0 such that (X 0 , U 0 , V 0 ) is an exceptional sequence of length three (which generates a thick subcategory C 0 of rep(Q)). Then we can transform it into another exceptional sequence (X ′ 0 , U 1 , V 1 ) with an isotropic Schur root δ 1 = d U1 + d V1 such that δ 1 is a power τ r0 C0 δ 0 where τ C0 denotes the Coxeter matrix for C 0 . Now, for i ≥ 1, consider an exceptional object X i such that (X i , U i , V i ) is an exceptional sequence. Take a power δ i+1 = τ ri Ci δ i where C i is the thick subcategory of rep(Q) generated by X i , U i , V i and τ Ci denotes the Coxeter matrix for C i . All the roots δ i constructed this way are isotropic Schur roots. Moreover, all isotropic Schur roots of rep(Q) can be obtained in this way. There are clearly only finitely many starting roots δ 0 , but the choices of the r i and X i yield, in general, infinitely many possible isotropic Schur roots. As observed in [15] , when Q is wild connected with more than 3 vertices, there are infinitely many τ -orbit of isotropic Schur roots (provided there is at least one isotropic Schur root). An interesting question would be to describe the minimal root types of the orbits of E under B n−1 . It is not hard to check that when n = 3, these minimal root types correspond exactly to the tame full subquivers of Q. We do not know if this holds in general.
Conjecture 7.10. Let E 1 , E 2 ∈ E. Assume that there are g 1 , g 2 ∈ B n−1 with g 1 E 1 , g 2 E 2 of tame type but with different root types. Then E 1 , E 2 lie in distinct orbits under B n−1 .
