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ABSTRAKT
Diplomová práce se zabývá problematikou protokolu 6LoWPAN a implementace proto-
kolu IPv6 na zadané platformě. Úvod práce se zabývá objasněním bezdrátový senzorových
sítí. Následně bylo popsáno protokol 6LoWPAN, který mapuje protokol IPv6 na standard
IEEE 802.15.4. Dál se práce věnuje průzkumu možných operačních systémů, které jsou
určeny pro senzorových sítě a následuje porovnání jejich vlastností a předností. V kapi-
tole páte bylo zaměřeno na implementaci operačního systému do senzorového uzlu Iris,
seznámení se s strukturou operačního systému ContikiOS. Na konci práce se nachází
detailně popsaná implementace tohoto systému do senzorového uzlu Iris.
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ABSTRACT
This thesis deals with the issues 6LoWPAN protokolu and implementation of IPv6 on
the specified platform. Introduction thesis deals with the explanation of wireless sen-
sor networks. Next it was descibed 6LoWPAN protocol, which maps IPv6 on standard
IEEE 802.15.4. The thesis further concentrates to exploration of possible operation sys-
tems, that are designed for sensor networks and then followed by comparison of their
characteristics and advantages. The fifth chapter is focused on he implementation of the
operating system to the sensor node Iris, introduction Iris and with the structure of the
operating system Contiki OS. At the end of thesis is description of the implementation
of this system in the sensor node Iris.
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ÚVOD
Bezdrátové senzorové sítě WSN mají obrovský potenciál v průmyslových, vojenských
a mnoha dalších odvětvích [1]. Skládají se z distribuovaných zařízení, které využivají
senzory pro monitorování fyzikálních veličin, jako jsou světlo, pohyb, teplota, tlak a
další. Tato zařízení se nazývají senzorové uzly. Velkým krokem k rozvojí těchto sítí
bylo integrování se do sítě Internet. Tímto krokem se otevřely nové možností k tvorbě
nových hardwerů a k vývojí nových aplikací, které přinesou zkvalitnění průmyslové
výroby, lepší zdravotní péčí, šetření energie, zrychlení obchodu a chytřejší domovy
[2]. Trend poslední doby je minimalizace a integrace senzorů do zařízení, které doká-
žou příjmat a vysílat informace o svém stavu. Důležitým krokem bylo standartizace
protokolu 6LoWPAN v bezdrátových sítích. S protokolem 6LoWPAN příchází proto-
kol IP verze 6, který umožňuje adresovat síťový uzel 128bitama [3]. Právě obrovský
počet možných adres nabízí integrovat senzorové uzly do všech elektrických zaří-
zení, které chceme monitorovat. Velké množství síťových uzlu dokáže vytvořit síť
inteligentních budov, průmyslových firem, provozoven a zajistit bezpečný domov.
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1 BEZDRATOVÉ SENZOROVÉ SÍTĚ
1.1 Historie senzorových sítí
První senzorové sítě se objevují kolem roku 1980, kdy komunikace probíhala vý-
hradně pomocí vodičů, což je v dnešní době nákladnější a méně efektivní. O 20 let
později přichází technologie Z-wave, která přináší proprietární bezdrátovou techno-
logii pro domácí automatizaci a firemní prostory [4]. Využívá nízkonapěťové radiové
komunikátory, které dokážou jak přijímat, tak i vysílat. Komunikace s řídicí jed-
notkou je přímá nebo přes mezilehlé uzly. Tato komunikace je určená pro ovládání
jednoduchých systémů např. osvětlení, kontrola přístupu, nebo i zábavné domácí
systémy. Nevýhodou sytému Z-wave je to, že pro vývojáře je přístup ke zdrojovým
kódům uzavřen. V roce 2004 přichází bezdrátová komunikační technologie ZigBee
postavěna na standartu IEEE 802.15.4 [4]. Je určená pro zařízení v síti PAN pro
krátké vzdálenosti. Hlavní uplatnění ZigBee je u průmyslových aplikací. Je konci-
povaná jako flexibilní technologie pro tvorbu malých i rozsáhlých sítí, ve kterých
není požadován velký přenos dat. Je navržen jako komplexní middleware, což umož-
ňuje komunikovat se zařízeními různých firem. Nevýhodou je množství nabízených
standardů, které snižují rozšiřitelnost [4].
Rok 2007 je rok příchodu otevřeného standartu 6LoWPAN, který umožní vý-
vojářům vložit vlastní myšlenku [4]. Hlavním důvodem vzniku tohoto protokolu je
zavedení jednotného protokolu na další desetiletí, a to pomocí spojením bezdráto-
vého zařízení s nízkou spotřebou a internetem, využívající internetového protokolu
verze 6 (IPv6). Hlavní důraz byl kladen na standardizaci. V tom roce taky roste
rozšiřitelnost využití a klesá samotná cena bezdrátových čidel [4]. Důležitým kro-
kem pro průmysl bylo využití standardů ISA100 v sítích podporovaných protokolem
6LoWPAN [4].
1.2 Využití senzorových komunikátorů v síti
Hlavní síla senzorových sítí je v jejich počtu a jejich vzájemném propojení. Čím větší
sítě vzniknout, tím efektivněji lze využít potenciálu těchto sítí. Bezdrátové senzorové
sítě vznikly ve vojenském sektoru, kde měly být uplatněné v boji a ochraně vojen-
ských jednotek [4]. Dnes senzorové sítě otevírají širokou škálu uplatnění v různých
oblastech, např.:[4]:
• budování domácí a firemní automatizace
• pro osobní sportovní aktivitu a volný čas
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• ve zdravotnictví a rehabilitačních střediscích
• rozšířená měřicí infrastruktura
• meteorologie
• bezpečnost, zabezpečení osob a budov
• průmyslová automatizace
1.3 Standard IEEE 802.15.4
IEEE 802.15.4 standard specifikuje fyzickou a linkovou vrstvu bezdrátových osob-
ních sítí. Je navržen pro nízkovýkonové privátní sítě a pro aplikace, které nevyžadují
vysokou přenosovou rychlost, ale vyžadují zejména spolehlivost přenosu dat, nízkou
spotřebu elektrické energie, jednoduchost a vysokou míru zabezpečení [2]. Standard
je určen pro sítě PAN a je spravován IEEE institutem. Jeho maximální přenosová
rychlost je 250kbit/s a maximální výstupní výkon je 1mW [5]. Dosah přenosu jed-
notlivých uzlů je ovlivněn okolním prostředím, ale i na množstvím uzlů a jejich
vhodným rozmístěním. Vhodným návrhem všech senzorových uzlů lze docílit větší
přenosové rychlosti a přenosem na větší vzdálenosti. Standard je určen pro levné
a jednoduché rádiové příjímače a vysílače.
IEEE 802.15.4 je velmi rozšířen mezi vývojáře, a proto jsou radiové stacky1
stavěny na tomto standardu. Standars byl již implementován u WirelessHARD,
ISA100a, IPv6 a ZigBee protokolů [5].
Protokokolový stack 6LoWPAN obsahuje dvě vrstvy standardu IEEE 802.15.4. Nej-
nižší vrstvou je fyzická vrstva, která specifikuje komunikaci vysílače a přijímače
pro radiový přenos, zajišťuje komunikaci mezi fyzickým rozhraním sítě a linkovou
vrstvou a taky definuje dyp modulace a frekvenční pásmo signálu. Další vrstvou je
linková vrstva, která vytváří rámce, nastavuje parametry přenosové linky a obsta-
rává přístup ke kanálům.
Maximální velikost paketu pro 802.15.4 je 127 bytů a to z důvodu, jak bylo zmí-
něno v úvodu této kapitoly, že tenhle standard je určen pro zařízení s nízkou přeno-
sovou rychlostí [5]. Linková vrstva přidává ke každému paketu hlavičku a pro vyšší
vrstvy protokolu nebo aplikace zbývá mezi 86 a 116 bytů [5]. Z toho důvodu vyšší
vrstvy přidávají mechanizmy pro fragmentaci dlouhých dat do rámců. Standard
IEEE 802.15.4 je implementovány v kombinaci s hardwarem a softwarem. Nízko-
úrovňové části, jako jsou fyzická vrstva a část linkové vrstvy, jsou implementovány
1Architektura radiového vysílače.
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na hardwarové oblasti. Vyšší úrovně logické linkové vrstvy jsou implementovány
v softwaru.
1.3.1 Topologie IEEE 802.15.4
IEEE 802.15.4 sítě jsou rozděleny do jednotlivých PAN sítí. Každá PAN síť má svého
koordinátora a členy. Během odesílaní paketu dochází k 16 bitové identifikaci, která
určí, do jaké sítě paket je určen. Každý člen může být v jedné síti jako koordinátor
a v druhé jako člen jiné PAN sítě. Jsou definovány dva typy zařízení. První je plně
funkční zařízení (FFD), které je schopnější a působí jako koordinátor PAN sítí nebo
směrovač. Druhý typ zařízení je typ zařízení se sníženou funkčností (RFD) z důvodu
snižení hardwarové náročnosti. Tento typ může pracovat jako koncové zařízení.
IEEE 802.15.4 definuje dvě síťové topologie: hvězda,peer-to-peer. Topologie hvězda
má ve středu PAN koordinátora, který komunikuje přímo s koncovými uzly typu
RFD nebo FFD. V této topologii všechna komunikace musí projít přez PAN koor-
dinátora. Peer-to-peer topologie využivá uzly jako koncové zařízení FFD jako smě-
rovače. Tímto způsobem každé FFD uzel může komunikovat s každým bez nutností
vlžení PAN koordinátora do sítě [5].
Obr. 1.1: Topologie sítě IEEE 802.15.4
Adresace je pomocí hexadecimálních číslic oddělených dvojtečkou. Adresy 64bi-
tové jsou globálně jedinečné a jsou přidělené výrobcem. Každý výrobce je identifi-
kovaný 24 bitovým jedinečným identifikátorem (OUI) získaným od IEEE. OUI pou-
žívá prvních 24 bitů pro adresu zařízení a zbývajících 40 bitů je přiděleno výrobcem
a musí být unikátní pro každé zařízení [5].
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1.3.2 Fyzická vrstva
Fyzická vrstva určuje rádiovou frekvenci s jakou zařízení pracuje, signál moduluje
a kóduje. IEEE 802.15.4 pracuje ve třech pásmech. V Evropě patří frekvenční pásmo
868-868,8MHz, obsahuje jeden kanál 0 a přenosová rychlost je daná podle použité
modulace od 20-250kbit/s [5]. Amerika má přiděleno pásmo 902-928MHz, kanály 1-
10 a přenosová rychlost se pohybuje podle modulace od 40-250kbit/s [5]. Celosvětově
se využivá pásmo 2400-2483,5MHz, kanály 11-26 s přenosovou rychlostí až 250kbit/s
[5]. Dvoustavová modulace (BPSK) je určená pro kanály 0-10 [5]. Pro zbývající
kanály se využívá čtyřstavové fázové klíčování (QPSK). Na všech kanálech se používá
příme rozprostření spektra (DSSS) [5].
1.3.3 Linková vrstva
Účelem linkové vrstvy (MAC) vrstva) je kontrola přístupu k rádiovému prostředku.
Neboť radiové prostředky jsou rozděleny mezi všechny odesílatele a příjemce, kteří
jsou blízko sebe. Linková vrstva dokáže poskytnout mechanizmy pro uzly, které
určí, zda-je možné se rádiovým prostředkům připojit a zda-je možné odesílat zprávy.
IEEE 802.15.4 MAC vrstva poskytuje kanál pro řízení přístupu, ověřování příchozích
rámců a potvrzování příjmu rámců. Umožňuje taky vícenásobný přístup s časovým
dělením (TDMA), kde koordinátor PAN přiřazuje časové úseky pro zařízení v PAN
síti. Řízení kanálového přístupu se provádí pomocí mechanizmu CCA poskytované
přez fyzickou vrstvu [5]. Před odesláním paketu MAC vrstva zažádá fyzickou vrstvu
o kontrolu CCA a pokud CCA indikuje, že žádný jiný uzel v současnosti nevysílá,
MAC vrstva pak začne vysílat. V opačném případě čeká na specifický čas a během
něho se dotazuje, zda jiný uzel nevysílá. Vrstva MAC provádí ověřování příchozích
rámců tím, že počítá 16 bitovou cyklickou redundanci součtu (CRC) celého rámce.
CRC se používá ke kontrole chyb při přenosu v rámci [5].
1.3.4 Adresace
Každý uzel v síti 802.15.4 má 64 bitovou adresu, která jednoznačně identifikuje zaří-
zení [5]. Z důvodu omezení velikosti paketu je použití 64 bitová adresy nevhodné [5].
Proto 802.15.4 umožnuje uzlům používat krátké 16 bitové adresy, které jsou jedi-
nečné pouze v rámci jedné PAN sítě a jsou přiřazené za běhu síťovým koordinátorem.
Uzly pak můžou posílat pakety pomocí vybrané adresace.
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1.3.5 802.15.4 Formát rámce
Komunikační protokol určuje společný formát paketu pro komunikaci v dané sítí.
Formát paketu se skládá ze čtyř typu rámců: beacon rámce, MAC command rámec,
potvrzovací rámec (ACK) a datový rámec. Beacon rámec se používá pro synchroni-
zace zařízení a definuje možnost přístupu ke kanálu mezi dvěmi uzly. Mac command
rámec je určen pro nastavování a řízení zařízení v sítí. Potvrzovací rámec je využit
jako potvrzovací rámec po přijetí paketu, ACK je libovolný s délkou 5bajtů. Datový
rámec je typ rámce pro přenos dat. IPv6 pakety se vkládají do datových rámců a ty
můžou být následně opatřeny potvrzovacím rámcem [6].
1.4 Hardware
Senzorové uzly jsou samostatné entity, které získávají data ze senzorů umístěných
na základní desce. Naměřená data se převedou do digitální podoby a odešlou přes
komunikační rozhraní k uživateli. Jedná se o malé jednoduche prvký s co nejmenší
spotřebou elektrické energie. Důležitým faktorem pro uzel je jeho umístění v sí-
tích. Vhodný výběr umístění přináší větší potenciál vytvoření kvalitní bezdrátové
sítě, která zaručí dlouhodobý a bezproblémový provoz. Je plně programovatelný
a můžeme ho naprogramovat na požadované funkce. Jedná se o integrovaný obvod
sestaven ze čtyř hlavních částí [5].
Obr. 1.2: Blokové schéma uzlu
1.4.1 Senzory
Senzory dávají inteligentnímu objektu schopnost vnímat okolní svět a předávat zís-
kané informace ke zpracování. Senzory spojené s inteligentními senzory můžou být
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jednoduché až velmi složité systémy podle požadavků na uzel (rychlost přenosu, kva-
lita získaných údajů, věruhodnost dat). Pro měření např. teploty, vlhkosti a průtoku
vody stačí využít jednoduchý senzor a upravit jeho interval měření. Pro snímání,
kde je nutno se zaručit za přesnost nebo rychlost přenosu, se využije složitější sadu
senzorů [5].
1.4.2 Mikrokontrolér
Mikrokontrolér dává inteligentním objektům jejich inteligenci a zpracovává zachy-
cené data ze senzoru. Ty jsou přijata s omezenou rychlostí, složitostí, a následně jsou
data odesílaná přes komunikační port k hlavní řídicí stanici. Mikrokontrolér se skláda
z malého mikroprocesoru s vestavěnými pamětmi, časovačů, vstupů a výstupů pro
připojení externích zařízení, jako jsou senzory nebo komunikační zařízení. Použité
mikroprocesory v inteligentních sítích jsou mnohem menší než mikroprocesory pou-
žité v běžných počítačích. Cena mikroprocesoru se odvíjí od množství paměti, počtu
vstupů/výstupů. Mikroprocesory mají dva druhy paměti. Paměť ROM, je určená
pouze pro čtení kódu programu. Paměť RAM, je pro náhodný přístup aplikací, kdy
běžící aplikace využivá paměť pro své úlohy. Kód programu je vložen do paměti
již při samotné výrobě. Modernější mikrokontroléry mají v sobě mechanismy, které
dokážou přepsat paměť ROM novější verzi programu. V mikrokontrolérů jsou im-
plementovány časovače s vnitřním a vnějším přerušením, které reagují na podnět
od komunikačního zařízení nebo od senzorů. Externí zařízení jsou fyzicky připo-
jené pomocí pinů ke kontroléru a komunikace probíhá pomocí sériového portu, nebo
po sériové sběrnici. Představitelem pro komunikaci se sériovým portem je rozhraní
USART, kde lze nastavit asynchronní režim pro linky RS232, nebo seriová sběrnice
SPI, která je určena pro komunikaci se senzory [5].
1.4.3 Komunikační rozhraní
Komunikační rozhraní zprostředkovává komunikaci mezi uzly a okolními uzly (smě-
rovači), nebo samotnou řídicí stanici. Komunikace probíhá pomocí radiových vln,
kde uzel má dva porty pro vysílač a přijímač. Další možnost je pomocí kabelového
spojení, které se dnes ještě hojně využívá, ale nenabízí tak velké možnosti implemen-
tace a omezuje nutností vytváření kabelových vedení, které je pro budoucí rozsáhle
bezdrátové sítě neefektivní [5]. Využití právě bezdrátové komunikace nám umožňuje
vytvořit z více senzorových uzlů mřížkovou komunikační síť, která dokáže pokrýt
větší plochu a komunikovat v horších a nepřístupných místech. Zprávy se přenášejí
od zdroje přes další uzly, které vystupují jako směrovače až k cílové stanici.
18
Různé typy radiových vysílačů mají odlišné pokrytí svého signálu. Jednoduché
radiové rozhraní pouze vysílá a přijímá individuální bity ze vzduchu. Jedná se o infor-
mační paket daný svojí individuální hlavičkou a následně daty, která jsou buď šifro-
vaná, nebo dešifrovaná. Mezi šifrovací metody použivané v standardu IEEE 802.15.4
patří algoritmus AES. Ze všech čtyř částí senzorového uzlu právě komunikační roz-
hraní spotřebovává nejvíce energie [5]. Z toho důvodu bylo nutno zavést proces
modulace a demodulace radiového signálu. Pro nízkovýkonové rádia je naslouchání
stejně energeticky náročné, jako pro odesílání zpráv [5]. Z důvodu šetření energie
radiokomunikace se může uzel přepnout do spánkového stavu [5].
1.4.4 Zdroj napájení
Zdroj energie je jeden z nejdůležitějších článků celého systému bezdrátových sítí.
Nejenomže ovlivňuje chod zařízení, ale pokud lze zaručit dlouhodobé napájení, tak
uzel nabízí větší škálu uplatnění bezdrátových sítí. Uzel lze napájet pomocí aku-
mulaturů. Mezi typy akumulatorů se řádí NiMH, NiCD, Li-ion. Velmi důležité pa-
rametry baterií jsou samo vybíjení, kapacita a závislot na teplotě, neboť uzly se
mohou využívat v extremních podmínkach. Výhodou lithiové baterie je její dlouho-
dobý provoz, vysoké nominální napětí a kapacitu. Nevýhoda tohoto akumulátoru je
vyžší cena a ztráta nápětí pří nízkych teplotách. Využívá se proto v interiéru při
pokojové teplotě. Nikl-metal hydridový akumulátor, zkráceně NiMH je druh galva-
nického článku. Má jmenovíté napětí 1,2V, je závislý na teplotě a jeho samovybíjení
je 6% za měsíc[7]. Niklkadmiový akumulátor NiCD je akomulátor, určen pro vyžší
proudové zatížení a má výžsí oddolnost vůčí mrázu až do -15C◦ narozdíl od jiných
akumulatorů [7]. Jedno z možných řešení napájení je využití sluneční energie, která
během dne dobije akumulátor na nepřetržitý chod zařízení [5].
Obr. 1.3: Stavy uzlu
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2 6LOWPAN
6LowPAN je protokol v bezdrátových senzorových sítích, který mapuje protokol
IPv6 na standard IEEE 802.15.4[2] Můžeme si položit otázku: ”Proč právě propo-
jovat senzorové sítě s internetem”. Hlavním důvodem na vznik tohoto protokolu
je zavedení jednotného protokolu na další desetiletí pomocí spojení bezdrátového
zařízení s nízkou spotřebou s internetem, využívající internetového protokolu verze
6 (IPv6). Tímto spojením tvoříme nový internet, který otvírá nové možnosti im-
plementace internetu v různých sektorech. V dnešní době má přístup k internetu
čtvrtina světové populace, která má ve svých počítačích a mobilech velké množ-
ství aplikací, které jsou schopné komunikovat se senzorovými sítěmi [2]. Přístup je
možný odkudkoliv, kde je možné připojit se k internetu. Otevřený kód nabízí výzvu
programátorům k tvoření nových projektů a k tvorbě užitečných aplikaci. Nutnost
vytvoření jednotného protokolu pro všechny bezdrátové senzorové sítě vedlo k vy-
tvoření jednotného protokolu 6lowPAN, který propojí jednotlivé protokoly. Je defi-
nován IETF, což je otevřená skupina návrhářů sítí, prodejců, operátorů a vývojářů
architektury internetu. Hlavní cíl skupiny IETF, je zlepšení internetu jak z hlediska
kvality, tak i tvoření technické a inženýrské dokumentace, která má vliv na způsob,
jakým lidé používají a spravují internetové aplikace [5].
2.1 Architektury
2.1.1 Přehledová 6loWPAN
6LowPAN se skládá z několika části. Jedná se o komunikující uzel nebo koncové
zařízeni, 6LoWPAN brána a koncový IPv6 klient. V sítí může existovat webový
server, na který přes bránu 6LoWPAN procházejí data k publikování na Internetu
[2].
2.1.2 Komunikační 6LoWPAN
Uzel v 6LoWPAN je platforma nezávislých systému, která podporuje několik komu-
nikačních rozhráních včetně IEEE 802.15.4, Ethernernetu a IEEE 802.11x [2]. Díky
6LoWPAN je možné komunikovat oběma směry. Existují systémy jako Sensinode
nebo NanoSOAP, které dokážou převést užitečný tok dat do grafického uživatel-
ského rozhraní. Díky seskupování uživatelských dat, lze poskytnout lépe informace
o případné chybě.
6LoWPAN architektura se skládá ze třech hlavních modulů.
20
• Uživatelský modul zpracovává všechny grafické, uživatelské funkce pro zobra-
zení získaných z uzlu dat.
• Servisní modul je jádro systému, kde se dělí systém na menší části.
• Komunikační moduly jsou odpovědné za komunikaci s nižšími protokoly pře-
nosu [2].
6LoWPAN zavádí pakety pro přenos se standardem IEEE 802.15.4. Uzly pou-
žívají protokoly ICMP nebo UDP ping na objevování dispozic sousedních uzlů v
síti.
2.2 Komunikační metody
Komunikační metody můžou byt využité pro každý komunikátor zvlášť.
• Activní
Aktivní komunikace umožňuje 6LoWPAN uzlům číst data ze senzorů v jednot-
ném nebo multi-kanálovém přístupu. Jako aktivní komunikační prvek umož-
ňuje 6LoWPAN čtení dat ze senzorů, naslouchání komunikace v sítí a konfi-
gurace komponentů. Pomocí aktivní metody lze v reálném čase konfigurovat
uzlové snímače. Odeslaná konfigurační zpráva je rozdělená na dvě části, kdy
první část informuje o typu konfigurace a druhá část je složena z hodnot pro
konfiguraci [2].
• Pasivní
Uzel může fungovat jako pasivní člen sítě, který kontroluje a monitoruje síťovou
aktivitu. Získané informace lze prezentovat v uživatelském grafickém rozhraní
[2].
• Vzdálený IP klient
6LoWPAN umožňuje uzlům vystupovat jako IPv6 klient. Přístup k těmto uz-
lům se provádí přes senzory [2].
Pro vytvoření komunikace mezi uzly a klientskou konzolí je vhodné využit pro-
gramovací jazyk JAVA, který dokáže vytvořit komunikátor mezi uživatelem a uzlem.
Důležité je, aby komunikátor byl schopen vést komunikaci přes 6LoWPAN bránu.
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3 OPERAČNÍ SYSTÉMY
Stejně jako osobní počítač tak i senzorové uzly mohou používat operační systém
(OS). Tyto systémy jsou od běžných operačních systému odlišné. Hlavní omezení
pro OS je jejich výpočetní výkon, velikost paměti a omezený zdroj energie. Z toho
důvodu operační systémy jsou vytvářené na míru podle požadavku a taky podle
specifikovaného hardwaru. Omezení související s procestní rychlostí vyžadují použití
nízkoúrovňových programovacích jazyků, jako jsou například programovací jazyky
C,nesC,galsC, SNACK a SQTL. OS pro uzly nemají uživatelské rozhraní, neboť
žádný uživatel nekomunikuje přímo s objekty. Hlavním úkolem operačních systému
je přijetí dat, uložení do pamětí a následné odeslání k příjemci. Mezí základní funkce
operačních systému patří správa paměti, správa zařízení, plánování, práce s více
vláknovou strukturou kódu a správa více úlohového systému [9]. Operační systém
by měl podporovat dynamické nahrávaní, aplikační rozhraní k přístupu k hardwaru
a systémy pro řízení spotřeby (API) [9]. Každý operační systém pro senzorový uzel
by měl nabídnou programátorovi funkce pro usnadnění v psaní aplikace a to bez
hlubších znalostí nízké úrovně hardwaru. Kernel jádro je individuální pro každý
uzel. Při vyběru OS je nutné zohlednit způsob řízení uzlu z tohoto důvodu uzly
pracují na dvou úrovních [8]. První síťová se stará o směrování, vlastní komunikační
kanál, spojení a protokoly. Druhá část uzlová se věnuje hardwaru, rádiové části,
procesoru, čidlům a zdroji energie [8]. Uzlová část je velmi důležitá, neboť zde je
nutné zajistit mimo jiné řízení spotřeby a správu paměti. Tyto dvě funkce umožňují
dlouhodobost a bezkoliznost daného uzlu [8].
3.1 Požadavky při navrhování OS
Každý stávající nebo nově vznikající operační systém pro senzorové sítě by měl
splňovat základní požadavky, které jsou na ně kladeny.
• Přenositelnost
Hardwarové platformy se vyvíjejí velmi rychle. Proto jedno z klíčových prvků
je přenosnost mezi uzly, aby bylo snadné začlenit nový uzel mezi existující
senzorovou síť s minimálními změnami [9].
• Přizpůsobitelnost
Mnoho aplikací, které operační systém nabízí, jsou určeny pro předem defino-
vané zařízení. Je požadováno, aby byly aplikace modifikatelné a rozšířitelné
pro další platformy [9].
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• Více úkolový systém
Pokud je požadováno po uzlech více úkolu najednou, měl by být operační sys-
tém více úkolový (multitasking). Pak senzorový uzel může příjmat data ze
snímačů a zároveň směrovat komunikaci mezi vzdálenými uzly nebo šifrovat/-
dešifrovat data [9].
• Adaptabilní
Operační systém by měl být schopen reagovat na změny v uzlu. Pokud dojde
k poškození uzlu nebo odpojení uzlu od sítě, tento krok by neměl mít negativní
dopad na běžíci aplikaci [9].
• Robustnost systému
Robustnost operačního systému by měla zajistit chod aplikací i během fyzic-
kého poškození uzlu, kdy dojde k přerušení komunikace [9].
3.2 Výběr operačního systému
Při výběru operačního systému je vhodné zohlednit jeho možnosti a uplatnění v da-
ném uzlu.
3.2.1 Programovácí jazyk
Při výběru operačního systému je vhodné si zjistit s jakým programovacím jazykem
OS pracuje. Je velmi důležité, aby vznikla souhra operačního systému a aplikace.
Aplikace komunikují se všemi částmi daného systému. Mezi programovací jazyky
patří jazyk C a nesC.
jazyk C
Jazyk C je univerzální programovací jazyk pro všechny procesory a operační sys-
témy. Tento jazyk neobsahuje funkce a využívá systémové knihovny [10]. To umož-
ňuje využit standartní knihovny nebo lze nadefinovat vlastní. Tímto způsobem lze
oddělit vlastnosti jazyka od vlastností určenými konkretní architekturou a proce-
sorem. Předností tohoto jazyka je efektivita spojena s výkonností a přenositelností
mezi systémy. C programy se vytváří rychleji než v programovacím jazyce Assembler
a hlavně je čitelnější a snadněji udržovatelný [10]. Velkým pozitivem tohoto jazyka
je, že přechod programatorů, kteří již programují v jazyce C v jiných systémech,
k senzorovým sítím je jednodušší, neboť se využívají stejné funkce.
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nesC
NesC je programovací jazyk určen pro senzorové systémy. Využívá aktivní zprávy
(Active message), jako sadu pro rozhraní, poskytující základní komunikační pri-
mitiva v programování [11]. Jedná se o událostně řízené programování odvozené
z jazyka C, jehož cílem je poskytovat podporu v programování pro systém TinyOS.
Aplikace jsou postaveny z komponentů, které jsou sestaveny do celistvé formy pro-
gramu [11]. Komponenty mají vnitřní souběžnost v podobě úkolů. Vlákna programu
jsou volaná událostmi nebo vnějším přerušením. NesC je navržen na základě oče-
kávání, že kód je generovaný jako celek. Tento způsob generování kódu by mělo
umožnit lepší analýzu kódu, zlepší spolehlivost [11].
3.2.2 Architektura
Architektura jádra ovlivňuje dvě služby: běžicí službu a velikost jádra kernelu [12].
Operační systém, který běží na uzlu, požadavky aplikace na spuštení služeb příjmá.
Pokud architektura dovoluje příjmat všechny požadavky na spuštění služeb, jádro
kernelu se zvětšuje a může dojít k zahlcení systému. Z tohoto důvodu je požadované,
aby běžely jen nejnutnější aplikace. Řěšením je budovaní speciálních systému, kde
služby jsou předem dané [12].
Architekturu jádra lze dělit na:
• Monolitické
Tuto architekturu tvoří aplikace s nejnutnějšími částmi operačního systému,
které vytvoří jednoduchý celistvý systém. Jádro vždy tvoří jeden obraz sys-
tému pro daný uzel. Nevýhodou této architektury je použití tam, kde dochází
k velkým změnám v aplikacích, neboť dochází k překonfigurování stávajícího
systému [16].
• Modulární
Modular je tvořen aplikacemi a operačním systémem, který je postaven jako
sada vzájemnně propojených modulů. Tato architektura je schopna se přizpů-
sobit požadavkům na změny [16].
• Virtuální mašiny
Aplikace jsou jako sada statických a dynamických komponentů. Virtuální stroj
považuje celou síť uzlů jako jednu ucelenou entitu. Aplikace tvoří sada instrukcí
specifikované pro danou virtuální mašinu [15].
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3.2.3 Přeprogramování
OS by měly umožnit přidání, smazání nebo modifikaci softwerových modulů a to
v provozu, bez přerušení komunikace nebo bez ztráty dat. Toho se využívá při ladění
jednotlivých uzlů podle uživatelských požadavků [13].
3.2.4 Paměťová velikost OS
Každý operační systém má individuální požadavky na paměť daného uzlu. Velikost
operačního systému je určena jak samotným jádrem operačního systému tak i apli-
kacemi. Senzorový uzel má svoji velikost paměti velmi omezenou. Z tohoto důvodu
by měl mít OS co nejmenší velikost a do uzlu by se mělo nahrávat jen ty nejnutnější
části systému a aplikace.
3.2.5 Plánování
Real-time lze dělit na periodické a neperodícké úlohy, které mohou být kritické
nebo nekritické. Příkladem periodického úkolu je monitorování teploty, kdy dochází
k periodickému změření teploty v místnosti. Snímání daného cíle může klasifikovat
jako neperiodickou úlohu, ale za to kritické v záležnosti na důležitosti cíle. Splňování
časových intervalů je velmi klíčové pro aplikace využívající daný operační systém.
Algoritmy, které plánovač využívá mohou být použitý na úkor výkonu [17].
3.2.6 Pořizovací cena
Operační systémy pro senzorové systémy jsou buď veřejností otevřené (open-source)
nebo placené. Mezi open source systémy patří Contiki OS, TinyOS, FreeRTOS, Man-
tisOS. Nabízí v základu již připravená řešení a implementace pro některé platformy.
Placené systémy jsou od firmy Jennic, která nabízí hotová řešení senzorových uzlů
[14].
3.2.7 Simulace
Pro ladění programu OS by měl mít simulační prostředí, které dokáže simulovat
reálné prostředí a využít virtuální platformy. Díky simulačnímu prostředí lze rychle
a snadno navrhnout ideální rozmístění uzlu v dané topologií.
3.2.8 Virtuální paměť
Virtuální paměti řeší problém s nedostatkem paměti. Dosažení této podpory je do-
saženo pomocí překladače, který každou funkci kompiluje do codového segmentu
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a následně uloženého do externí paměti Micro-SD se specifickou virtuální adresou
[13].
3.2.9 Souborový systém
Souborový systém by měl být podporovaný operačním systémem. K souborovému
systému se váže ukládání dat a virtuální paměť [13].
3.2.10 Spouštení procesu
Procesy mohou být řízené údálostmi, kdy spuštěný proces vykoná požadované in-
strukce a následně skončí. Druhým typem je řízení vláken, kdy proces po spuštení
čéka na výskyt události přicházející z vnějšího prostředí a na tu údálost zareaguje
[18]. Spouštěcí proces ovlivňuje výkonnost operačního systému. V senzorových sítích
se používají obě varianty řízení.
• Řízené údálostmi (event-based)
Výpočet je řešen obsluhou událostí.
Použivá se u aplikací, které vyžadují efektivitu.
Vysoká souběžnost.
Nevytvářejí se fronty, může běžet pouze jeden proces.
• Vláknité řízení (thread-based)
Výpočet je rozdělen mezí jednotlivé vlákna.
Přepínání kontextu.
Použijí se u aplikací, které vyžadují flexibilitu.
Není vhodný pro náročné operace.
• Hybrid
Jedná se o spojení obou předcházejících řízení.
Jedná se primárně o řízení procesů pomocí údálostí, ale s tím, že se využívají
multivláknové aplikační úrovňové knihovny.
Aplikace můžou využít knihovny pokud je vyžadují.
Údalosti jsou klasifikované na synchronní a asynchronní.
3.2.11 Řízení napájení
Velmi důležité je, aby operační systém dokázal řídit využití energie v uzlu. Řízení
zahrnuje zapnutí/vypnutí rádiového vysílače/přijímače, celkové vypnutí uzlu nebo
převedení uzlu do spacího řežimu. Omezit spotřebu lze také množstvím získávání
dat ze senzorů [19].
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Obr. 3.1: Řízení spotřeby elektrické energie
Nasledující obrázek A.1 shrnuje všechny požadavky na operační systém.
Open source operační systémy určené pro senzorové sítě je řada, ale bylo vybráno
právě tři z nich, které byly prostudováný v nasledující kapitole 5.3.
3.3 Contiki OS
Contiki je open source operační systém, který je přenosný, multi-taskingový, vytvo-
řený speciálně pro síťová zařízení, která disponují minimální pamětí 2K pro paměť
RAM a 40K pro pamět ROM [21]. Byl vyvinut přes průmyslový a akademický tým
vývojářů institutem SICS vedené Adamem Dunkelsem.
Operační systém Contiki byl navrhnut pro senzorové uzly podporující IP komunikaci
pomocí uIP TCP/IP stacku. Původní TCP/IP model využívaný v ethernetových sí-
tích nebylo vhodné použít, z důvodu omezení velikosti paměti pro 8 nebo 16 bitové
systémy [22]. Původní velikost kódu pro TCP/IP byla stovky kilobajtů a paměti
RAM nebyly schopné je uložit. Z toho důvodu bylo vytvořeno přes institut SICS
nový stack uIP TCP/IP, jehož kód obsahuje pouze nejnutnější funkce jakou jsou:
IP, ICMP, UDP a TCP protokoly [22]. V roce 2008, Contiki přichází s novým uIPv6
stackem. Byl vydán pod BSD licencí a je držitelem certifikace IPv6 Ready [24].
Nový typ uIPv6 stack vyžaduje pro sebe 11kB v paměti ROM a 1,8kB v paměti
RAM. Platforma pro IPv6,6loWPAN a 802.15.4 má minimálně 35kB paměti ROM
a 3kB paměti RAM [25]. Mnoho komponentů Contiki jsou používány v průmyslu
[21]. Jak samotné Contiki, tak i aplikace pro něj, jsou napsány v jazyce C, což
umožňuje portování na více než 12 různých mikroprocesorů. Vzhledem k tomu, že
Contiki obsahuje IP stack, může komunikovat s jinými IP aplikacemi a internetovými
aplikacemi. Contiki podporuje dynamické zatížení a výměny jednotlivých programů
a služeb. Kromě toho taky podporuje volitelný preemptivní multi-threading, který
je implementován jako knihovna. Knihovna je spojena dle volby s programy, které
výslovně vyžadují tuto funkci. Kernel řídí události a mezi procesovou komunikaci
provádí pomocí zasílání zpráv [21].
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3.3.1 Komunikační mechanizmy
Contiki nabízi dva komunikační stacky. První uIP je malý RFC kompaktibilní TCP/IP
stack, který umožnuje komunikovat přes Internet [26]. Druhý Rime stack je určen
pro nízkovýkonnové rádiové komunikátory a nabízí širou škálu služeb od best-effort,
po spolehlivou multi-hop komunikaci [26].
3.3.2 Interakce sítě
Interakce s Contiki senzory lze dosáhnout pomocí webového prohlížeče, textového
rozhraní, jako je shell nebo pomocí specializovaného softwaru, který ukládá a zob-
razuje shromážděné data ze senzorů. Textové rozhraní je inspirováno operačním
systémem Unix a stanoví speciální příkazy pro interakci se senzorovými sítěmi [21].
3.3.3 Účinné napájení
Contiki umožnuje naprogramovat software pro každé zařízení tak, aby jeho životnost
byla co nejdelší a zároveň, aby se zachovala jeho plná funkčnost [21]. Tento mechani-
zmus umožňuje napájet chytré zařízení bez dalšího přidaného zdroje. Contiki umož-
ňuje profilování napájení, což je využito jako výzkumný nástroj pro experimentální
vyhodnocení protokolů senzorové sítě a stanovení životnosti senzorů [21].
3.3.4 Coffee File System
Programátoři jazyka C mohou použít Coffee File System pro operační systém Con-
tiki OS, který poskytuje flash paměťové rozhraní pro ukládaní dat uvnitř senzorové
sítě. Získaná data ze senzorů jsou uložena uvnitř senzorové sítě. Souborový systém
umožňuje více souborům koexistovat na stejné flash paměti [21]. V Contiki texto-
vém rozhraní pro Coffe file system jsou povoleny příkazy jako prohlížení souborů,
čtení, zápis a připojení se. Až doteď, souborové systémy pro čidlové zařízení a jiné
paměťově omezené zařízení byly velmi nepraktické, neboť byly konstrukčně náročné
a kladly si vysoké požadavky na paměť RAM. Toto uzlové ukládání definuje jed-
noduchý a efektivní způsob, jak ukládat do paměti. Nejdůležitější vlastnost tohoto
systému je, že každý soubor používá malé a konstantní paměti RAM [21]. Díky tomu
je praktičtější a jednodušší na používání velkých souborů, jako jsou databáze, video,
streamy.
3.3.5 Simulátory
Pro usnadnění vývoje softwaru a taky pro ladění Contiki poskytuje vývojařské pro-
středí tři simulační prostředí: MSPsim emulátor, Cooja cross-layer síťový simulátor
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a NETSIM roces-level simulátor [21]. Vyvíjený software pro Contiki typický prochází
všemi třemi simulátory [21]. Tímto způsobem lze vytvářet efektivní uzly, neboť jejich
chování lze odsimulovat na virtuálních platformach.
3.3.6 Vývoj aplikací pro Contiki
Contiki aplikace jsou psány v programovacím jazyce C. Pro usnadnění vývoje apli-
kací pro Contiki existuje sada základních aplikací obsažených ve složce examples.
Pomocí těchto aplikací lze jednoduše vytvářet nové, vylepšené verze funkčních pro-
gramů, které lze po kompilaci implementovat předem určené platformy.
3.3.7 Programovací model
Contiki se skládá z kernel jádra, které může dynamicky ovlivňovat běh programu za
provozu. Jedná se primárně o událostně řízený systém, který využívá multivláknové
aplikační úrovňové knihovny. Aplikace mohou využít knihovny, pokud je vyžadují.
Události jsou klasifikované na synchronní a asynchronní. Programování vláken umož-
ňuje lineární, vláknitý styl programování v horní části jádra [21]. Kromě lehkých
vláken Contiki podporuje také volitelné procesy multithreading a meziprocesorovou
komunikaci pomocí zasílání zpráv. Contiki nabízí tři typy pamětí: pravidelná malloc
(), alokace paměťového bloku a řízená alokovaná paměť [21].
3.3.8 TCP/IP protokol
TCP/IP protokol je především určen pro prohlížení webových stránek, přenos sou-
borů, pro spojení peer-to-peer mezi koncovými uzly a pro mnohem více služeb.
Hlavním důvodem vzniku TCP/IP protokolu je propojení s globálním Internetem.
Pro systémy s 8 nebo 16 bitovými systémy klasický TCP/IP paket obsahuje příliš
obslužných bitů [22]. Z tohoto důvodu není možné využít plný TCP/IP protokol
v senzorových systémech a proto vznikl open-source uIP TCP/IP stack, který po-
skytuje připojení s 8 bitovými mikrokontroléry a kompaktibilitou s standardy RFC
[23].
uIP
uIP TCP/IP stack je určen pro bezdrátové sítě. uIP je navržen tak, aby mnoho
jiných TCP/IP implementaci předpokládalo, že zařízení v senzorové sítí vždy bude
komunikovat s plným TCP/ IP protokolem. uIP TCP/IP stack je naržen pro 8 nebo
16 bitové systémy, kde nejsou všechny režijní bity (funkce) nutné a obsahuje pouze
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nejnutnější přenosovou režií [22]. Zavedením uIP TCP/IP stacku bylo umožněno vy-
užívat stavající protokoly, využivané v standartních TCP/IP sítí. Jsou to například
ARP, ICMP, IP, UD, TCP protokoly. uIP je napsan v jazyce C [22]. Mezi vlastností
uIP stacku jsou velmi dobrá dokumentace, malá velikost kódu, využítí malé části
paměti RAM, podpora zmíněných protokolů, zdarma pro komerční i nekomerční
využití [23].
uIPv6
uIPv6 je nejmenší IPV6 Ready stack [27]. Velikost uIPv6 kódu je 11kB [25]. Pa-
měť RAM přiděluje 0,2kB pro hlávní kód, 0,3kB pro informace o datové struktuře
a 1,3kB pro hlavní buffer. Dodržení norem je nezbytné k zajištění kompaktibility
mezi zařízeními. RFC4294 shrnuje požadavky pro IPv6 jak pro koncové zařízení,
tak i pro směrovače [3]. Stack uIPv6 je pevně spojen s UDP a TCP protokolem
a nabízi stejné rozhraní pro vývojaře jako má uIP. uIPv6 běží jako Contiki pro-
tothread [32].Při spuštění systému, uIPv6 inicializuje své síťové rozhraní, během
něhož uzel vytváří své lokální IPv6 adresy, které jsou tvořeny kombinací fe80::0/64
prefix. Tyto adresy patří do skupiny 802.15.4 MAC adres [27]. Detekce duplicity
adresy (DAD) provede kontrolu na uzlech, zda již adresa není zadaná jiným uzlem.
Uzly příjímají stále informace od jiných uzlů, tím si aktualizují své síťové parametry
a jsou schopné nastavit globální adresaci. uIPv6 stack používá oddělené časovače,
pro rychlost odesílaní zpráv během DAD a pro směrování.
Stack uIPv6 používá jednoduchý globální buffer pro příchozí a odchozí pakety.
Velikost tohoto bufferu je dána velikostí MAC záhlavím a 1280 byty[27]. Další buffry
jsou určeny pro podporu zpětné fragmentace [27]. Hlavní datové struktury jsou
složeny s rozhraní pro seznam adres, sousední kešky, seznam prefixů a routrovací
tabulku [27]. uIPv6 má taky dva periodické časovače pro správu a mazání starých
informací ze struktur.
ICMPv6
Protokol ICMP se používá v Internetu již dlouhou dobu. Je určen pro hlášení chyb,
diagnostiku, vyhledávání dalších uzlů a pro rozesilání informací o přenosu multica-
tových zpráv. Podporuje funkce jako jsou: echo dotaz/odpověď, oznámení o nedo-
stupnosti, přesměrování a jiné. ICMPv6 je klíčovou součástí architektury IPv 6[33].
Aplikační programové rozhraní
Aplikační programové rozhraní (API) definuje způsob, jakým aplikační program
komunikuje s TCP/IP stackem. Nejčastější používá API pro TCP/IP je BSD soket
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Obr. 3.2: uIPv6 stack nad fyzickou a linkovou vrstvou
API, který je využíván ve většině unixových systémech a je silně ovlivněný Microsoft
Windows WinSock API. Vzhledem k tomu, že soket API používá „stůj a čekejÿ
sémantiku, je požadována podpora základních více úlohových operačních systémů.
Správa řízení přepíná obsah a alokuje místo v zásobníku pro čekající úkoly. Vzhledem
k tomu, že úkolový manažer přepíná a přiděluje prostor zásobníku pro úkoly, může
mít za následek, že může dojít k zahlcení uIP cílové architektury. Z toho důvodu
BSD soket není vhodný pro naše účely. uIP nabízí dva API programátory: proto
sockety a BSD socket-like API [5].
3.4 TinyOS
Podobně jak Contiki je open source operační systém vhodný pro bezdrátové senzo-
rové sítě. Byl vytvořen na University of California a následně dál vyvíjen týmem
ze Stanford University. První oficiální verze byla představená v roce 2000 a byla
primárně určená pro vývoj v oblasti bezdrátových senzorových síti na akademické
půdě. Je zaměřen hlavně na sítě a komunikační mechanizmy.
TinyOS byl vytvořen pomocí programovacího jazyka nesC, který umožňuje pro-
gramu chovat se jako statický analyzátor. To umožňuje najít chyby vznikající bě-
hem kompilace programu a taky možnost detekovat chyby na paměti. Programy
v TinyOS jsou napsané tak, aby se co nejvíce podobaly způsobu, jakým je hardware
navrhnutý. Toto umožňuje systému být dynamicky rozdělen na software a hardware.
Programy jsou řízeny událostí a mají v sobě funkci zpětného volání „callbackÿ, která
reaguje na vnitřní a vnější podnět. Tento operační systém může být použit pro nej-
různější základní desky. Používá uIP protokol pro IP komunikaci, ale nedávno byl
implementován protokol uIPv6 [5].
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3.5 FreeRTOS
FreeRTOS je malý operační systém určený pro implementované systémy. Na rozdíl
od Contiki a TinyOS, FreeRTOS zaručuje reálný čas pro aplikace. To je docíleno
tím, že aplikace běží na vrcholu FreeRTOS. Události můžeme naplánovat přesně,
kdy chtějí v systému nastat. Toho lze využít u kontrolních aplikací, kde základ je
načasování. FreeRTOS poskytuje TCP/IP podporu přes oba uIP a IwIP stacky.
Výběr stacku je přenechán na projektantovi, který na základě požadavku na systém
vybere vhodný stack. Pro aplikace s vysokou propustností se volí IwIP. Naopak tam,
kde není kladen důraz na propustnost, ale za to na velikost pamětí, je vybrán uIP.
Tento operační systém je portován více než 50 různými kontroléry a mikroprocesory,
včetně Texas Instruments MSP430 a Atmel AVR [5].
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4 SROVNÁNÍ OPERAČNÍCH SYSTÉMU
4.1 Srovnání OS
Tato kapitola obsahuje porovnání open-source operačních systému, které jsem zmínil
již v kapitole 3. Byly vybrány právě tyto tři operační systémy zdůvodu, že podporují
protokol 6LoWPAN.
Důraz je kladen na programovací jazyk, architekturu, paměťová velikost OS,
plánování, způsob spouštění procesu, řízení spotřeby atd.
4.1.1 Programovací jazyky
Jazyk C využívají operační systémy ContikiOS a FreeRTOS. Výhodou tohoto jazyka
je, že se jedná o univerzální jazyk, který využívají programátoři v jiných podobných
systémech. Pro operační systém TinyOS byl vytvořen programovací jazyk nesC,
který byl odvozen od jazyka C [29].
4.1.2 Architektura
ContikiOS je modulární systém, který poskytuje procesům služby. Mezi monolitické
operační systémy patří TinyOS a FreeRTOS [29]. TinyOS používá komponentový
model v době kompilace a jeden statický obraz během spuštění systému [29].
4.1.3 Přeprogramování
Contiki společně s FreeRTOS podporují úpravu programu za běhu a bez restartu [26].
Modifikace programu za běhu nám umožní lepé sledovat a upravovat senzorové sítě.
TinyOS neposkytuje dynamickou strukturu, která umožňuje právě změnu programů
a ovladačů za běhu [35].
4.1.4 Paměťová velikost OS
Nejmenší požadavky na využití paměti má operační systém FreeRTOS, který vy-
žaduje 1,9kB paměti RAM a 5,3KB paměti ROM [30]. FreeRTOS má velmi jedno-
duchou strukturu a je složen ze 3 souboru: task.c, queuue.c a list.c., které obsahují
nejdůležitější části systému. Systém se skládá z jádra (kernel), který obsahuje pouze
plánovač, synchronizační nástroje a soubor API funkcí s vlákny [30]. Počet vláken
je omezen paměti uzlu. Minimální požadavky pro ContikiOS jsou pro pamětí RAM
2kB a pro ROM 40kB. Systém je složen ze systému,v kterém je definovaný použitý
procesor pro daný uzel, definované použíté služby a dále aplikaci, které obsluhují
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vybrané služby [21]. TinyOS vyžaduje 512B paměti RAM a 8kB ROM. Celý systém
je tvořen jako pevný celek. Změna aplikace programu v uzlu není možná za provozu
[11].
4.1.5 Plánování
Plánování je závisle na typu operačního systému, zda se jedná o systém pracující
v real-time nebo v non real-time. Tiny OS a Contiki patři do systému pracujícího
v non real-time [29] [25]. FreeRTOS náleží mezí systémy pracující v real-time [25].
TinyOS poskytuje FIFO1 frontu událostí. ContikiOS taky poskytuje FIFO frontu
řízenou událostmi a prioritou.
4.1.6 Pořizovací cena
Všechny tři operační systémy jsou open-source. FreeRTOS nabízí verzi OpenRTOS,
která je určená pro komerční použití [30].
4.1.7 Simulace
Contiki má propracovanou simulační aplikaci Cooja, která je součástí vývojového
prostředí. Testovací aplikace, které projdou Coojou lze jednoduše implementovat
do reálné sítě, kde projdou dalším testovacím cyklem. Obsahuje testovací platformy
a testovací aplikace. TinyOS využívá simulační aplikaci TOSSIM, která umožňuje
simulovat TinyOS stack na nízké urovní bitů, což umožňuje experimentování s nízko-
úrovňovými protokoly [28]. FreeRTOS využíva Win32 Simulator [30].
4.1.8 Souborový systém
Contiki využívá Coffe File System, který poskytuje flash paměťové rozhraní pro
ukládaní dat uvnitř senzorové sítě. Získaná data ze senzorů jsou uložena uvnitř
senzorové sítě [21].
4.1.9 Platformy
TinyOS je podporuje tyto platformy TeloS, Mica, Mica2, Mica2Dot,TMote Sky,Mica
Z [28]. ContikiOS podporuje platformy s mikrokontrolérem rodiny AVR. Tento ope-
rační systém je portován více než 50 různými kontroléry a mikroprocesory, včetně
Texas Instruments MSP430 a Atmel AVR [5].
1First in first out
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4.1.10 Spouštení procesu
TinyOS patří mezí události řízený operační systém. Paralelismus TinyOS je založen
na příkazech ne asynchronní údálostí. Za událost můžeme považovat vnější podmět
[29]. FreeRTOS nenáleží do nějaké určené skupiny. Contiki náleží do skupiny hyb-
ridu, kde dochází jak k řízení události, tak i k vláknitému programování aplikací
[24].
4.1.11 Řízení napájení
U ContikiOS je umožněno programátoru řídit správu napájení pomocí aplikace,
které můžou kontrolovat stav procesů a rozhodovat o stavu uzlu [26]. TinyOS po-
skytuje API rozhrání pro řízení a šetření zdroje energie [29]. FreeRTOS má projekt
na využití mikrokontroléru MCF51JM128 pro řízení napájení [31].
4.1.12 Dokumentace
Všechny tři operační systémy mají velmi podrobnou online dokumentaci. Contiki
nabízí ve své dokumentaci např. popisy a definice funkcí, popis jednotlivých platfo-
rem, komunikačních stacku, tutoriály, veřejné fórum a příklady implementace růz-
ných aplikací a knihoven do chytrých zařízení. Pro názornější ukázku implementace
tohoto OS, aplikací a užití simulací, jsou na stránkách připravené videa. Taky Ti-
nyOS má velmi kvalitní Wiki dokumentaci, která obsahuje aktuálně 195 artiklů
[28]. Stejně jako Contiki nabízí popisy a definice funkcí, příklady implementace, tu-
toriály, příkladové kódy. Postup implementace je velmi detailně popsán a obohacen
o print-screeny. FreeRTOS má jako jediný z trojice dokumentaci zpoplatněnou.
4.2 Zhodnocení
Všechny tři operační systémy mají své klady a zápory. Všechny podporují protokol
6LoWPAN, který mapuje protokol IPv6 na standard IEEE 802.15.4. Je jenom na
programátoru, který operační systém zvolí s přihlížením na požadavky dané sítě. Vý-
běr může být dán architekturou systému, zda je vhodnější využít monolitický nebo
modulární systém. Mezi požadavky může být vyžadovaná velikost paměti uzlu. Jak
je zřejmé z popisu nebo z porovnavácí tabulky ContikiOS vyžaduje větší pamětové
prostory něž TinyOS nebo FreeRTOS. Důležité také je přihlížet na řízení procesu.
Zda je vhodné zvolit údálostně řízené systémy nebo vláknité systémy. Ideál, který
nabízí operační systém Contiki je využití obou systému. Z programátorského hle-
diska je důležitý jazyk a způsob programování aplikací. Velkou výhodu mají operační
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systémy ContikiOS a FreeRTOS, neboť využívájí univerzální jazyk, který je rozšířen
mezi programatory logických obvodů.
Mezi záporné vlastnosti TinyOS patří: vysoká komunikační náročnost, pro malou
změnu v programu je nutné přepsat celý obraz systému, nízka flexibilita programo-
vání. ContikiOS má problémy s přidělováním paměti se zvětšující se velikosti kódu,
nestanoví explicitně ziskavání informací o stavu baterie, pro řízení spotřeby je nutno
využít vlastní program. FreeRTOS je částečně open-source, ale nenabízí dostatečnou
programátorskou podporu.
Pro vlastní implementaci jsem zvolil operační systém Contiki z důvodu, že je
vytvořen v jazyce C, základní systém je přehledný a kompaktní, umožňuje pro-
gramovat vláknité programy, umožňuje přeprogramovat daný síťový uzel za běhu,
Contiki bylo v popředí vývoje nejmenšího IPv6 síťového stacku, využívá jednoduchý
a snadno použitelný souborový systém, má bohatou dokumentaci a propracovaný
mailing-list.
Popis Contiki TinyOS FreeRTOS
Programovácí jazyk C NesC C
Architektura Modulární Monolitický Monolitický
Modifikace za běhu
Dynamická paměť ANO ANO ANO
Nutný restart NE ANO NE
Požadovaná pamět
RAM [kB] 2 0.512 1.9
ROM [kB] 40 8 5.3
Plánovač ANO NE ANO
Open-source ANO ANO ANO
Simulace Cooja Tossim Win32 Simulator
Kom. mezi procesy ANO ANO ANO
Virtuální uzly NE NE NE
Identifikace uzlu ANO NE ANO
Prohledavání topologie ANO ANO ANO
Servisní načítaní ANO NE ANO
Architektura [b] 8,16 8,16 8,16,32
Podpora 6LoWPAN ANO ANO ANO
Zdarma dokumentace ANO ANO NE
WWW www.sics.se/contiki/ www.tinyos.net/ www.freertos.org/
Tab. 4.1: Přehled OS
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5 IMPLEMENTACE CONTIKI OS NA ZADANÉ
PLATFORMĚ
5.1 Platforma IRIS
Jedná se o bezdrátový senzorový uzel firmy Crossbow komunikující v pásmu 2,4GHz
na standardu IEEE 802.15.4. Je navržen pro bezdrátové senzorové sítě pracující
v nízkovýkonových sítích. Iris využívá mikrokontrolér ATmega1281, který pracuje
na 16MHz. Mezi jeho paměti patří paměť RAM, která má 8KB, paměť EEPROM
4KB a FLASH 128/512KB pro program/data. Hlavní výhodou Iris je, že je ener-
geticky nenáročné zařízení. Je napájen 2,7V a jeho spotřeba může být kolem 8mA
v aktivním a 8µA ve spícím módu. Iris přináší několik nových funkcí, které zvětšují
použitelnost zařízení.
Obr. 5.1: Iris
• Pracuje v pásmu 2,4GHz až 2,48GHz a je globálně kompatibilní s ISM pásmem
.
• Podporuje standard IEEE 802.15.4 komunikající s RF vysílačem.
• Využívá přímého rozprostřeného pásma DSSS, které je odolné vůčí radiovému
rušení a poskytuje bezpečnost přenášených dat.[40]
• Rychlost přenosu až 250kbps.
• Dosah mezi uzly až 500metrů [36].
• Iris je podpořeno přes MoteWorks, což umožňuje vytvářet platformy pro bez-
drátové senzorové sítě. Jsou optimalizované pro daný procesor, radiový vysílač,
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klientské monitorování a řízené nástroje, které vytvářejí spolehlivé a snadné
OEM řešení.
5.1.1 Mikrokontrolér XM2110CA
Mikrokontrolér XM2110CA je založen na ATmega1281 firmy ATMEL [36]. AT-
mega1281 je nízko výkonový 8 bitový mikrokontrolér postavený na AVR architek-
tuře. Vykonává instrukce v jednom časovém cyklu s propustnosti 16 MIPS. AVR
jádro kombinuje instrukční sadu s 32 hlavními pracovními registry. Všechny tyto
registry jsou přímo spojeny s aritmeticko-logickou jednotkou, která umožňuje pří-
stup dvěma nezávislým registrům k jedné instrukci v jednom časovém cyklu. Tato
architektura zvětšuje kódovou efektivitu.
5.1.2 Základová stanice MIB520
Základovou stanici MIB520 lze připojit pomocí 51 pinového konektoru k Iris plat-
formě. Stanice zprostředkovává komunikaci mezi Iris a počítačem. K tomu využívá
USB nebo UART, rozhraní pomocí něhož probíhá i programování koncového uzlu.
5.1.3 Napájení
Pomocí dvou tužkových bateriemi typu AA je napájená celá platforma. Tyto baterie
nabízí společné napětí 3V pro ideální stav, ale reálně bude napětí nižší. Proto při
programování platformy je nutné prvně připojit programátor s napětím na výstupu
a pak následně zavést napětí na platformě.
5.1.4 Radiový vysílač AT86RF230
Jedná se o vysokovýkonný RF-CMOS 2,4 GHz rádiový vysílač určený pro komu-
nikační protokoly 6LoWPAN, 802.15.4, Zigbee, RF4CE, SP100, WireHART a ISM
aplikace [38]. Tento jednočipový vysílač poskytuje kompletní rozhraní rádiového vy-
sílače a příjmače a zajišťuje komunikaci mezi anténou a mikrokontrolérem. Skládá se
z analogového rádiového vysílače a digitální demodulace, včetně frekvenční a časové
synchronizace. Data se ukládají do vyrovnávací paměti o velikosti 128B.
5.2 Realizační požadavky
5.2.1 Hardwarové požadavky
Pro implementaci operačního sytému do zařízení byl použit tento hardware:
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Popis XM2110CA Poznámky
Vlastnosti procesoru
Flash paměť programu 128KB
Flash paměť pro data 512KB >100tis. měření
RAM 8KB
Konfigurace EEPROM 4KB
Seriálová komunikace UART 0-3V vysílací úroveň
ADC Konvertér 10bit ADC 8 kanálů, 0-3V výstup
Jiné rozhraní Digital I/O,I2C,SPI
Spotřeba 8mA Aktivní mod
8µA Spicí mód
Radiový vysílač
Frekvenční pásmo 2405MHz až 2480MHz ISM pásmo,krok 1MHz
Flash paměť pro data 512KB 100tis. měření
RAM 8KB
Rychlost přenosu 250kbps
Výkon vysílače 3dBm
Citlivost přijímače -101dBm
Odmítnutí sousedního kanálu 36dB +5MHz odstup kanálu
34dB -5 MHz odstup kanálu
Venkovní dosah 300m
Vnitřní dosah 50m
Spotřeba 16m Přijímací mód
16mA Tx, -17dBm
13mA Tx, -3dBm
17mA Tx, 3 Bm
Elektromechanická část
Baterie 2x AA baterie
Externí napájení 2,7 V - 3.3 V
Uživatelské rozhraní 3 LED diody červená, zelená a modrá
Velikost 2.25 x 1.25 x 0.25
Váha 18 g
Rozšiřující konektor 51 pinů I/O signály
Tab. 5.1: Specifikace Iris[36]
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• Dvě AVR Iris platformy, osazené mikrokontrolérem ATmega1281 a rádiovým
čipem AT86RF230 802.15.4.
• Jeden RZ USB konektor.
• Počítač s operačním systémem Windows. Pro simulaci je možné využít Linux
OS.
• Programátor umožňující programovat Atmel mikrokontroléry. Ideální je Atmel
JTAGICE mkII.
• AVR JACKDAW
5.2.2 Softwarové požadavky
• Operační systém Contiki, stabilní verze 2.4 nebo beta verze 2.5. Obě jsou do-
stupné na oficiálních stránkách [20]. Instalaci doporučuji provádět do adresáře
c:/contiki.
• Instalace AVR Studio 4 nebo novější.
• WinAVR-20100110 nebo novější.
• Instalace driveru pro JTAGICE mkII pro zvolený OS.
5.3 Struktura Contiki OS
Distribuce Contiki se skládá ze sedmi adresářů, které jsou apps, core, cpu, docs,
examples a tools.
• Apps
Operační systém Contiki nabízí desítku aplikací, které jsou vyvinuté pravě
pro Contiki. Jsou již připravené k použití a nabízejí základní sadu aplikací pro
bezdrátové senzorové sítě, které lze jednoduše implementovat do zařízení podle
požadavků. Mezi aplikace patří např.: webový server, FTP, webový prohlížeč,
dhcp, telnet. Jediné čím jsme omezeni je velikost flash paměti. Atmel1281
nabízí 64kB.
• Core
Jak z názvu vyplývá, core obsahuje jádro operačního systému Contiki. Obsa-
huje kolem 350 souborů, kde polovina souborů tvoří headery, které obsahují
deklarace a zbývající zdrojové soubory jsou implementace.
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• Cpu
Cpu obsahuje parametrizaci pro konkrétní procesor, který je použit a definuje
funkce pro OS.
• Doc
Dokumentace se využívá pro dokumentaci Contiki a popisuje některé řešení
realizace. Využívá se dokumentační systém Doxygen.
• Examples
Obsahuje jednoduché příklady programu pro seznámení se s Contiki např.:
hellou-world.
• Platform
Platforma obsahuje informace ke konkrétnímu senzorovému uzlu, jako jsou
např.:sky, micaz, avr-zigbit, avr-raven. Pomocí platformy native lze vytvořit
novou a následně ji přizpůsobit vlastním požadavkům.
• Tools
V tools jsou uložený softwarové nástroje.
5.4 Realizace
Contiki OS je navržen tak, aby byl snadno přenosný mezi platformami. To umožňuje
vytvoření rozměrnou síť složenou z více platforem pracující pod jedním operačním
systémem. Obecně platí, že v jádře nejsou nutné velké změny zdrojového kódu a pro-
váděné úpravy jsou v dané platformě a použité aplikaci. To umožňuje implementace
Contiki do různých platforem, které jsou na trhu nabízené.
Operační systém se nabízí ve dvou verzích v době psaní této práce. První verze
2.4 je vydaná jako stabilní verze dne 16.2.2010 a přináší řadu inovací od předcho-
zích verzí. Mezi nimi patří vylepšení a úprava uIP kódu tak i implementovaného
protokolu 6LoWPAN IPv6. Druhá verze je 2.5, která prochází stálým vývojem, byla
vydaná 3.11.2010. Obě verze jsou dostupné na oficiálních stránkách Contiki. Pro
moji implementaci byly odzkoušeny obě verze, ale ve výsledku byla zvolena poslední
vývojářská verze, která je distribuována pomocí GIT kontrolního systému. Tato
verze je dostupná z URL [39]. Contiki nabízí zdarma vývojářské prostředí na svých
stránkách, jedná se o operačním systému Ubundu, které se zakládá na linuxovém
jádře. Toto vývojářské prostředí obsahuje již nainstalovaný simulátor Cooja. Byla
stažena aktuálně poslední verze 2.5 tohoto vývojářského prostředí a do něho byla
stažena vývojářská verze Contiki OS.
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Struktura staženého OS Contiki byla popsaná v kapitole 5.3. Na začátku bych
zmínil dva adresáře, kterými jsou: platform, cpu . Tyto adresáře se definují zvlášť
pro každé zřízení. Adresář platform obsahuje specifické soubory pro danou zvolenou
platformu. Každá jednotlivá platforma má vlastní adresář. Důvodem je, že pokud
existuje více než jedna platforma, která používá konkrétní procesor, je možné vytvo-
řit svojí procesorovou specifikaci uloženou v adresáři cpu. CPU adresář specifikuje
konkrétní procesory, pro které již byly vytvořeny specifikace pro daný procesor. Další
adresář, který byl využit je examples, který nabízí příkladné aplikace pro testování
a umožnuje modifikatelnost podle požadavků na zařízení.
5.4.1 CPU
O mikrokontrolér se stará část CPU, kde jsou definované mikrokontroléry výrobců.
Iris patří do rodiny AVR 8 bitových mikročipů typu RISC s harvardskou architek-
turou od firmy Atmel. Podadresář obsahuje parametrizaci pro jednotlivé procesory.
Mezi důležité hlavičkové soubory patří soubor hal.h, který je umístěn v rádiové
části radio/rf230bb. Obsahuje portování jednotlivých pinu pro jednotlivé platformy.
Z datasheetu ATmegy1281 [37] bylo zjištěno rozmístění jednotlivých portů a pinů
mikroprocesoru, které byly zadefinovány do nové platformy Iris, která byla pojme-
nována avr-iris.
#ifndef HAL_AVR_H
#define HAL_AVR_H
/*============================ INCLUDE ==============*/
#include <stdint.h>
#include <stdbool.h>
#include "contiki-conf.h"
/*============================ MACROS ===============*/
// TEST CODE
#define TRIG1 DDRB |= 0x04, PINB |= 0x04
#define TRIG2 DDRD |= 0x80, PIND |= 0x80
...
#define RAVEN_D 4
#define RAVENUSB_C 1
#define RCB_B 2
#define ZIGBIT 3
#define ATMEGA128RFA1 4
#define IRIS 5 /*nova platforma*/
....
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#elif HARWARE_REVISION == IRIS
/* IRIS */
# define SSPORT B
# define SSPIN (0x00) /*Slave Port Select input*/
# define SPIPORT B
# define SCKPIN (0x01) /*Master Clock output*/
# define MOSIPIN (0x02) /*SPI Master Data output*/
# define MISOPIN (0x03) /*Master Data input*/
# define RSTPORT A
# define RSTPIN (0x06) /*reset*/
# define IRQPORT D
# define IRQPIN (0x04) /*capture pin for Timer/Counter1*/
# define SLPTRPORT B
# define SLPTRPIN (0x07) /*Pin number that corresponds*/
# define USART 1
# define USARTVECT USART1_RX_vect /*define usart interface*/
Důležitou částí komunikace je vysílání a příjímání paketů. Je nutné zajistit komu-
nikační rozhraní mezi uIP a hardwarovým kódem a mezi RIME a existujicím hard-
warovým kódem. Rádiová část obsahuje speciální soubory, které zajišťují přímou
komunikaci s MAC vrstvou halbb.c, definují registry pro rádiovou část AT86RF230
at86rf230 registermap.h a soubory pro propojení kódu existující MAC vrstvy se stá-
vajícím rozhraním Contiki na MAC vrstvě sicslowmac.c. Adresář věnující se drive-
rům je DEV (Device driver API). Obsahuje definice, parametrizace a drivery pro
časovače, kompilér, debager, zpoždění, paměti EEPROM a FLASH, rozhraní RS232
pro mikrokontrolér ATmega1281,USB a další. Více vláknová architektura je specifi-
kována v souboru mtarch.c. Zde jsou mimo jiné definované obecné registry. Soubor
rtimer-arch.c specifikuje časovač rtimer, který je určen pro mikrokontolér, který má
TIMER 3.
5.4.2 Platforma avr-iris
Na začátku vytváření nové platformy je třeba se zamyslet, zda se bude vycházet
z výchozí platformy native, která obsahuje základní soubory a je určena pro vývoj
systému, nebo bude využita jedna ze stávajících platforem, kde nová platforma je
podobná již implementované. Stejně jak Iris tak i platforma Zigbit využívá mik-
rokontrolér ATmega1281 a její implementace proběhla ve verzi 2.5. Byla zvolena
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druhá možnost, kde byl vytvořen nový adresář avr-iris a do něho byly vloženy sou-
bory z avr-zigbit. Nyní se ve složce nachází 5 souborů, které bylo nutno přizpůsobit
pro Iris a seznámit se s jejími obsahy.
contiki-avr-iris-main.c
Tento soubor patří mezi důležitější, neboť inicializuje počáteční nastavení Iris, defi-
nuje procesy a hlavně obsahuje funkci main(void), která spouští procesy. V souboru
probíhají inicializace hardwaru, stock protokolu, rádiového kanálu, MAC vrstvy,
RIME komunikačního stacku, časovačů a registrů. V souboru je možné přidat funkce,
které obohatí funkcionalitu zařízení. Změna původního souboru proběhla v části
lowlevel, kde port pro RS232 byl změněn z 0 na 1. Mezi další parametry inicializace
rs232 patří bit rate, použití parity, stop bitu, velikost dat.
rs232_init(RS232_PORT_0, USART_BAUD_115200, /* Prvni port rs232*/
USART_PARITY_NONE | USART_STOP_BITS_1 | USART_DATA_BITS_8);
rs232_redirect_stdout(RS232_PORT_0
Každá stanice je definová jednoznačně svoji MAC adresou. Změnou jednoho bitu,
dojde ke změně dané adresy a taky IP adresy daného zařízení. Toto bylo využité při
definování adresy zařízení.
/* nastaveni vychozi MAC addresy v pameti EEPROM */
uint8_t mac_address[8] EEMEM ={0x02,0x11,0x22,0xff,0xfe,0x33,0x44,0x55};
V rádiové části byl definován přenosový kanál pro rádiový přenos. Byl zvolen
kanál s číslem 26.
#ifdef CHANNEL_802_15_4
rf230_set_channel(CHANNEL_802_15_4);
#else
rf230_set_channel(26); /*komunikacni kanal 26*/
Funkce main() obsahuje butovací proces, který zajistí správné nastavení všech
komunikačních parametrů. Tento proces se spustí automaticky během připojení na-
pájení nebo resetu zařízení.
int main(void){
init_lowlevel(); /* Inicialize hardware */
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autostart_start(autostart_processes); /* Butovací proces */
printf_P(PSTR("\n********BOOTING CONTIKI*********\n"));
printf_P(PSTR("System online.\n"));
while(1) {process_run();} /* Hlavní smyčka programu */
return 0; }
contiki-avr-iris.h
Jedná se o soubor, který obsahuje headery pro kernel jádro.
#ifndef __CONTIKI_AVR_ZIGBIT_H__
#define __CONTIKI_AVR_ZIGBIT_H__
#include "contiki.h"
#include "contiki-net.h"
#include "contiki-lib.h"
#include "dev/rs232.h"
#include "dev/serial-line.h"
#include "dev/slip.h"
void init_lowlevel(void);
void init_net(void);
#endif
contiki-conf.h
Konfigurační soubor obsahující definice jednotlivých částí systému. Zde byla defino-
vána frekvence procesoru, rodina platformy a název platformy. Mezi další definova-
telné parametry patří např. použitý komunikační port, velikosti pamětí, nastavení
časovačů, protokol sicslowpan, udp a tcp spojení, protokol IPv6 a další.
/*definovani procesoru*/
#define MCU_MHZ 16
#define PLATFORM PLATFORM_AVR
#define HARWARE_REVISION IRIS
/* definovani casovace */
#define CLOCK_CONF_SECOND 125
/*Vzhledem k tomu ze clock_time_t je 16 bitů,maximální interval
je 524 sekund*/
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#define RIME_CONF_BROADCAST_ANNOUNCEMENT_MAX
_TIME CLOCK_CONF_SECOND * 524UL
/* Maximalni interval pro casovace */
#define INFINITE_TIME 0xffff
/* COM port pouzity pro SLIP komunikaci *
#define SLIP_PORT RS232_PORT_0 /
/* Pred alokovana pamet pro nahrani programu do modulu (v bytech)*/
#define MMEM_CONF_SIZE 256
Makefile.avr-iris
Soubor, který stanoví pravidla pro danou platformu. Definuje zdrojové soubory pro
běh systému. Zde bylo definovány parametry pro Iris.
Obr. 5.2: Mapování Makefile.avr-iris
CONTIKI_TARGET_DIRS = . apps net loader
CONTIKI_CORE=contiki-avr-iris /*zvoleny mikrokontroler*/
CONTIKI_TARGET_MAIN = \${CONTIKI_CORE}.o
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/*zdrojove soubory nutne pro beh systemu*/
CONTIKI_TARGET_SOURCEFILES += rs232.c cfs-eeprom.c eeprom.c \
random.c mmem.c contiki-avr-iris-main.c
CONTIKIAVR=\$(CONTIKI)/cpu/avr
CONTIKIBOARD=.
CONTIKI_PLAT_DEFS = -DF_CPU=16000000UL -DAUTO_CRC_PADDING=2
MCU=atmega1281 /*zvoleny konkretni procesor*/
AVRDUDE_PROGRAMMER=jtag2 /*typ programatoru*/
AVRDUDE_PORT=usb:00B000000D79
# Additional avrdude options
# Verify off
AVRDUDE_OPTIONS=-V
/*zvoleny procesor rady AVR*/
include \$(CONTIKIAVR)/Makefile.avr
/*zvolena radiova cast pro procesor*/
include \$(CONTIKIAVR)/radio/Makefile.radio
5.4.3 Makefiles použité v budování systému
Operační systém Contiki je navrhnut tak, aby bylo snadné kompilovat aplikace pro
simulační a hardwarové platformy. Princip tohoto procesu spočívá v tom, že během
kompilace se přidávají parametry s příkaz make, aniž by bylo nutné měnit aplikace
a soubory Makefile. Tímto způsobem lze jednoduše ladit jak aplikaci, tak i samotnou
platformu. Pro lepší pochopení procesu, který Contiki nabízí, bylo vytvořeno tes-
tovací aplikace ”Hello world”, kterou bylo možné najít v adresáři examples. Zde se
nacházela aplikace hello-world.c, která byla integrovaná do celého systému Contiki
po spuštění příkazu make v daném adresáři. Následně byl příkaz obohacen o para-
metr TARGET=avr-iris, který definoval cílovou platformu. Pokud tento parametr
nebyl zadán, byla využita výchozí platforma native. Chceme-li nastavit jako výchozí
platformu iris bylo nutné zadat parametr savetarget na konci příkazu. Dalším krokem
pro testování, bylo vytvoření souboru, který bylo by možné nahrát do hardwarové
nebo softwarové platformy. Tento parametr bylo nutné zadat s příponou .elf např.
hello-world.elf. Pokud kompilace byla bezchybná, v terminálu na konci kompilace
bylo vypsáno obsazení jednotlivých pamětí.
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V celém systému se nacházi několik druhů makefile. Mezi ně patří:
• Makefile
- projektový makefile uložený v projektovém adresáři
- specifikuje, kde se nachází zdrojový kód Contiki v systému a obsahuje soubor
makefile.include
• Makefile.include
- makefile.include obsahuje definice souborů C jádra Contiki a je vždy uložen
v kořenovém adresáři zdrojového kódu
- dojde-li ke spuštění kompilace aplikace, makefile.include načte makefile pro
cílovou platformu a všechny jiné, které jsou určený pro danou aplikaci
• Make.$(APP)
- APP je název aplikace
- každá aplikace má vlastní makefile, který obsahuje specifikaci, kde se nachází
zdrojový kód Contiki a
• Make.$(CPU)
- CPU je název procesoru použitý v kompilaci
- stanoví pravidla pro procesorovou architekturu
- Makefile.avr
• Make.$(TARGET)
- TARGET je jméno použité platformy
- stanoví pravidla pro platformu
- Makefile.avr-iris
5.4.4 Aplikace
Jako první aplikace byla zvolena testovací aplikace hello world, která ověřila po-
čáteční funkčnost a komunikační rozhraní USB/UART. Tuto aplikaci nalezneme
v adresáři examples/hello-world, kde se nacházely dva soubory. První soubor hello-
world.c obsahuje proces Hello world process a bylo zde vlákno programu, které
vypisuje zprávu ”Hello, world”. Druhý soubor je makefile, který definuje cestu
k platformě a procesoru. V terminálu v tomto adresáři byl pomocí příkazu make
TARGET=avr-iris hello-world.elf vytvořen soubor, který byl nasledně nahrán
do zařízení pomocí programátoru JTAGICE mkII. K ověření funkčnosti bylo využito
programu Terminal v1.9b. Komunikace proběhla v pořádku a do konzoly programu
se vypsal testovací text.
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Obr. 5.3: Vázanost souborů makefile během kompilace
Pro ověření komunikace 6LoWPAN byl využit protokol UDP, kde bylo vytvořeno
spojení mezi dvěma stanicemi, kdy jedna stanice vystupovala jako klient a druhá
stanice jako server. Komunikace probíhala pomocí UDP protokolu a IPv6 protokolu,
kde komunikující strany si vyměňovaly informace.
Klient
Klientskou aplikaci nalezneme v adresáři examples/udp-ipv6, kde soubor udp-client.c
obsahuje proces UDP client process. Ten nastavuje globální adresaci, vypíše lokální
adresu vygenerovanou z MAC adresy, která byla dříve popsána v sekci věnovaná
contiki-avr-iris-main.c. Dále nastaví komunikaci mezi uzly společně s adresou pří-
jemce a vytvoří nové spojení se vzdáleným uzlem.
Klient odesílá krátkou zprávu k příjemci, která obsahuje zprávu a sekvenční číslo
odeslaného paketu. Pokud data přesáhnou stanovenou velikost, dochází k fragmen-
taci paketu.
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printf("Client odesila na adresu: ");
PRINT6ADDR(&client_conn->ripaddr); /*adresa prijemce*/
sprintf(buf, "Paket cislo %d od klienta", ++seq_id);
printf(" (zprava: %s)\n", buf); /*obsah zpravy pro server*/
#if SEND_TOO_LARGE_PACKET_TO_TEST_FRAGMENTATION /*fragmentace paketu*/
uip_udp_packet_send(client_conn, buf, UIP_APPDATA_SIZE);
#else
uip_udp_packet_send(client_conn, buf, strlen(buf));
#endif
Adresace probíhá ve funkci set connection address, kde je nutno zadefinovat IPv6
adresu příjemce, na kterou se budou odesílat testovací zprávy.
static void set_connection_address(uip_ipaddr_t *ipaddr)
...
/*nastaveni adresy serveru*/
uip_ip6addr(ipaddr,0xfe80,0,0,0,0x0011,0x22ff,0xfe33,0x4455);
Příjem paketu od serveru se realizuje ve funkci tcpip handler, která vypisuje
přijatou zprávu.
if(uip_newdata()) { /*prijeti paketu od serveru*/
str = uip_appdata;
str[uip_datalen()] = ’\0’;
printf("Odpoved od serveru: ’%s’\n", str);
Soubor byl zkompilován příkazem make TARGET=avr-iris udp-client.elf
a soubor udp-client.elf následně nahrán do Iris.
Server
Aplikace pro server nalezneme stejně jako klientskou v adresáři examples/udp-ipv6.
Obsahuje proces UDP server process. Proces nakonfiguruje adresu směrování, vlastní
adresu, vypíše jí a následně očekává na příchozí data. Po detekci dat, data přijme,
vypíše a vytvoří vlastní zprávu, kterou odešle odesílateli. Každá zpráva obsahuje
sekvenční číslo ke kontrole, zda přišly data v dobrém pořadí.
if(uip_newdata()) { /*prijem paketu*/
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((char *)uip_appdata)[uip_datalen()] = 0;
PRINTF("Server prijal paket: ’%s’ od ", (char *)uip_appdata);
PRINT6ADDR(&UIP_IP_BUF->srcipaddr);
PRINTF("\n")
/*odpoved na prijatou zpravu*/
uip_ipaddr_copy(&server_conn->ripaddr, &UIP_IP_BUF->srcipaddr);
PRINTF("Server odpovida zpravou: ");
sprintf(buf, "Odpoved na prijatou zpravu! (%d)", ++seq_id);
PRINTF("%s\n", buf);
uip_udp_packet_send(server_conn, buf, strlen(buf));
/* Vzdalene pripojeni umoznuje pripojeni jakemukoliv uzlu*/
memset(&server_conn->ripaddr, 0, sizeof(server_conn->ripaddr));
Soubor byl zkompilován příkazem make TARGET=avr-iris udp-server.elf
a soubor udp-server.elf následně byl nahrán do Iris.
5.4.5 Testování komunikace
Pro správnou komunikaci mezi uzly bylo nutné nastavit různé MAC adresy. Prvně
bylo nutné toto učit na serveru. Po naprogramování jedné Iris se po spuštění v ter-
minálu vypsala IPv6 adresa, která byla zapsaná ve funkci set connection address.
Součastně byla změněna i MAC adresa pro klienta. Zkompilovaný soubor byl na-
hrán do druhé Iris. Pro každou Iris bylo nutné vyčlenit vlastní komunikační port.
Pro server bylo zvoleno COM1 a pro klienta COM5. Následně byly obě Iris spuš-
těny a u obou proběhla počáteční identifikace a nastavení adres a portů, na kterých
poslouchali komunikaci.
Komunikaci zahájil klient a vyslal první paket k serveroví. Ten po přijetí paketu jej
zaznamenal a odpověděl novou zprávou klientovi. Celá inicializace a komunikace je
patrná z obr.A.1.
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6 ZÁVĚR
Tato diplomová práce popisovala problematiku protokolu 6LoWPAN a výběr do-
stupné implementace. Úvodní část práce seznamuje se senzorovými sítěmi a uzly.
Byla zde zmíněna komunikační standart IEEE 802.15.4, jeho vlastností a využití.
Dále zde byly zmíněny síťový uzel a částí s kterých se skládá. V následující kapitole
bylo seznámení s protokolem 6LoWPAN, který mapuje protokol IPv6 na standard
IEEE 802.15.4. 6LowPAN je součástí některých operačních systému, proto v násle-
dující části práce je seznámeni s vlastnostmi a požadavky operačních systému pro
senzorové sítě. Zde byly zmíněny vlastností třech systému podporující 6LoWPAN
protokol. V kapitole 4.1 jsem porovnal vlastností jednotlivé systémy a zhodnotil je-
jich implementace. Dalším cílem práce bylo implementace daného systému do zadané
platformy. Zvolená platforma byla od firmy Crossbow Iris. Jedná se o 8 bitový sen-
zorový uzel komunikující v pásmu 2,4GHz a s podporou standardu IEEE 802.15.4.
Byla provedená analýza této platformy a příprava na implementaci operačního sys-
tému. Výsledkem srovnání jednotlivých senzorových systému bylo, že operační sys-
tém ContikiOS nabízí nejvhodnější aspekty pro stávající i začínající programátory
senzorových uzlů. Byla provedená hloubková analýza tohoto systému a následně
byla vytvořená nová platforma Iris pro tento operační systém. Implementace byla
provedená ve vývojářském prostředí dodávaným ContikiOS. Následně bylo prove-
deno testování základním aplikací ”Hello World ” a funkčnost byla ověřena pomocí
terminálu. Následně byla vytvořená komunikace pomocí 6LoWPAN protokolu mezi
dvěma uzly a pomocí terminálu byla zachycena výměna informací mezi dvěma uzly,
kdy jeden uzel vystupoval jako klient a druhý jako server.
Touto diplomovou práci jsem se seznámil s senzorovými sítěmi, operačními sys-
témy a jejich vhodným využitím, strukturou síťových uzlu, protokoly podporující
komunikací v těchto sítích a s strukturou programování těchto uzlu.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AES Advanced Encryption Scheme (pokročilý šifrovací standard)
API Application Program Interface (rozhraní pro programování aplikací)
ARP Address Resolution Protocol (ARP protokol)
CSMA/CA Carrier Sense Multiple Access / Collision Avoidance (metoda
CSMA/CA)
DAD Duplicate Address Detection detekce duplicity adresy
DSSS Direct Sequence Spread Spectrum (Technika přímého rozprostřeného
spektra)
ELF Executable and Linking Format
FFD Full Function Device (Plně funční zařízení)
GTS Guaranteed Time Service (zaručená doba služby)
ICMP Internet Control Message Protocol (internetový kontrolní protokol)
IEEE The Institute of Electrical and Electronics Engineers (Institut pro
elektrotechnické a elektronické inženýrství)
IGMP Internet Group Membership Protocol (IGMP protokol)
IwIP light-weight implementation of the TCP/IP protocol (light-weight
internetový protokol)
MAC Media Access Control
MTU Maximum Transmission Unit (maximální přenosová jednotka)
OS Operační systém
PAN Personal Area Network (privátní síť)
RFD Reduced Function Device (omezená funkcionalita zařízení)
RPL Routing Protocol for Low power (směrovací protokol pro nízko výkonové
zařízení)
SICS Swedish Institute of Computer Science (Švédský institut pro počitačový
výzkum)
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SPI Serial Peripheral Interface externí sériové sběrnice
TCP Transmission Control Protocol (TCP protokol)
UDP User Datagram Protocol (UDP protokol)
USART Universal Synchronous/Asynchronous Receiver/Transmitter
(Synchroní/asynchroní seriové rozhraní USART)
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