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Abstract
Of the reactive halogens, those containing reactive bromine are of particular scientific interest as they play
a key role in the chemistry and oxidising capacity of the polar troposphere (Simpson et al., 2015). In early
spring, bromine molecules (as Br2) are rapidly released from the sea ice via heterogenous reactions on sea
salt surfaces, both in the sea ice itself and on blowing snow (Simpson et al., 2015; Huang et al., 2018;
Peterson et al., 2019). This rapid bromine release can initiate a chemical reaction, known as a bromine
explosion, which oxidises gaseous elemental mercury, resulting in the subsequent deposition of toxic watersoluble mercury into the polar environment (Prados-Roman et al., 2018). However, reactive bromine and
mercury measurements in coastal Antarctica are mostly limited to a handful of short-term campaigns,
limiting current understanding of the sources and drivers controlling variability. To further investigate these
processes, observations of bromine monoxide (BrO) were acquired via Multi-AXis Differential Optical
Absorption Spectroscopy (MAX-DOAS) during six resupply voyages of the Aurora Australis to the coast
of east Antarctica during the CAMMPCAN 2017-19 campaign, along with in situ measurements of gaseous
elemental mercury (Hg0) and reactive mercury (RM). These were analysed along with meteorological
measurements from the Aurora Australis, satellite observations of sea ice cover and modelled air mass back
trajectories.
BrO concentrations measured in the surface layer were found to decrease between late spring (median of
4.3 ± 1.1 pptv at Davis during V1 2017-18) and summer (median of 2.3 ± 0.8 pptv at Davis during V3
2018-19 (Casey). At both low wind speeds <7 m/s (LWS) and high wind speeds >7 m/s (HWS), BrO
concentrations were found to increase with sea ice cover, ranging from a median of 3.2 ± 1.0 pptv (LWS)
and 2.8 ± 0.9 pptv (HWS) at 30-60% ice cover to 4.0 ± 1.2 pptv (LWS) and 4.1 ± 1.3 pptv (HWS) at 90100% ice cover. Welch’s t-tests and Kolmogorov-Smirnov tests suggested that these differences were
statistically significant. Both findings are consistent with previous studies and suggest the role of sea ice
cover as a key driver of Antarctic bromine. Diurnal cycles suggested that there two types of enhanced BrO
events were observed, those with a single (midday) maximum and those with a double maximum (morning
and evening). The BrO maximum was located close to the surface (typically 0-0.5 km) and always below
1 km of altitude. Several BrO enhancement events were identified, with BrO mixing ratios observed to
reach a maximum of 14.8 pptv at Davis during CAMMPCAN and 17.5 pptv during SIPEXII. Back
trajectories and satellite sea ice data indicated that the air masses tended to have been over the sea ice prior
to events, suggesting the sea ice and snow residing on top as potential bromine sources.
A predictive model for BrO previously developed for the Arctic (Swanson et al., 2020) applied to the
environmental variables from the Antarctic dataset. The Arctic model was found to perform poorly, with
predictions for surface BrO (BrOsurf, 0-200 m altitude) and lower tropospheric BrO (BrOLTcol, 0-2 km
altitude) producing R2 values of 0.031 and 0.0069, respectively, against observations. This suggested that
key differences exist in the factors that drive BrO variability between the Arctic and Antarctic.
Additional variables were added to the environmental dataset, and a regression analysis was applied against
BrOsurf and BrOLTcol. 10 of the variables were correlated with BrOsurf and 14 with BrOLTcol. Principal
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component analysis and subsequent principal component regression were then undertaken to determine the
dominant principal components that determine Antarctic BrOsurf and BrOLTcol. The dominant principal
components could not reproduce the variability of concentrations in BrO surf. This likely results from the
vertical distribution of BrO (the BrO maximum rarely resides in the surface layer), important environmental
variables that were missing from the analysis. For BrOLTcol, the principal component analysis and regression
showed three important principal components could explain roughly a quarter of the BrO variability. The
first principal component is consistent with a vertical mixing mode associated with low pressure systems.
The second principal component describes a blowing snow mode associated with high wind speeds and
increased sea ice contact. The third principal component consists of increased wind speeds, high chlorophyll
concentrations in surface water and decreased sea ice cover that are consistent with an ocean biological
source of bromine. The resulting principal component regression model predicted BrO LTcol with an R2 of
0.2678 against the observations. This represents a substantial improvement in predictive capability relative
to the original Arctic model.
Concentrations of Hg0 were found to be highly variable along the Antarctic coast, ranging from below 0.10
ng/m3 during V3 2018-19 to a maximum of 3.00 ng/m3 during V2 2018-19. The findings highlighted the
influence of the sea ice environment, a major source for reactive halogen species, on concentrations of
atmospheric Hg. On average, Hg0 concentrations were lower in the sea ice environment than in the open
ocean with medians of 0.55  0.20 ng/m3 and 0.65  0.18 ng/m3, respectively. Conversely, RM
concentrations were enhanced close to the Antarctic coast and in the presence of sea ice with a median of
95.8  14.3 ng/m3 compared to a median of 29.7  13.6 ng/m3 for the open ocean. This difference could be
related to the presence of BrO (the dominant oxidant for Hg 0), the concentration of which was shown to
increase with sea ice cover.
Back trajectories for the periods corresponding to 10th percentile, median and 90th percentile of Hg0
concentrations, along with satellite observations of sea ice cover were used to investigate air mass source
regions. These indicated that the lowest Hg 0 concentrations (mean: 0.47 ± 0.17 ng/m3) were observed for
predominantly continental air masses. Higher Hg0 concentrations, with means of 0.63 ± 0.19 ng/m3 and
0.63 ± 0.13 ng/m3, were observed for predominantly sea ice and oceanic air masses, respectively. The lack
of difference between these two air mass source types can be explained by the fact that most air masses had
passed over a mixture of both sea ice and open ocean.
The dominant Antarctic principal components identified in the BrO analysis were fitted against hourlyaveraged observations of Hg0 to develop a predictive model. Results showed that the dominant Antarctic
principal components could be used to predict concentrations of both Hg 0 and lower tropospheric BrO.
Predictions of Hg0 from this model had an R2 of 0.48 against the observed Hg0 concentrations, higher than
the R2 for BrOLTcol of 0.26. Finally, regression analysis suggested that the most important variables for
observed Hg0 variability in coastal Antarctica were relative humidity, land contact time and the potential
temperature differential in the lowest 100 m (a measure of atmospheric stability).
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CHAPTER 1: Introduction

1 Chapter 1
Introduction
The polar troposphere is characterised by the strong activity of halogen photochemistry. This can lead to
enhanced concentrations of reactive halogen species, such as bromine monoxide (BrO), iodine monoxide
(IO) and chlorine monoxide (ClO). Of the reactive halogens, those containing bromine are of particular
scientific interest as they are responsible for the photocatalytic destruction of ozone, the oxidation of
gaseous elemental mercury and dimethyl sulphide (Simpson et al., 2015; Prados-Roman et al., 2018). While
significant progress has been made regarding the role of reactive halogen species in the polar troposphere,
there are still a number of unknowns, particularly in the Antarctic where observations are largely limited to
a few short-term campaigns. The scientific questions range from elementary issues, such as typical
abundances, to more complex issues, such as the sources and drivers that control variability.
This chapter is structured as follows. First, the geographic setting and historical context of reactive halogen
species is introduced in Section 1.1. The importance of halogen chemistry, with an emphasis on the
influence of reactive bromine to the Antarctic troposphere is described in Section 1.2. The cycling of
atmospheric mercury, involvement of reactive bromine and impacts of mercury pollution on the Antarctic
Environment are detailed in Section 1.3. Finally, Section 1.4 describes the aims and outlines of this thesis.

1.1 Antarctica and the Southern Ocean
Although the polar regions are the most geographically remote corners of the world, they still have a
significant impact on the global atmosphere and play an important role in oceanic circulation. The Antarctic
continent covers an area of approximately 14 x 10 6 km2, with about 98% permanently covered by a thick
ice sheet that forms the high-altitude plateau (Dommergue et al., 2010). The snow residing on top of the
plateau has an albedo of ~0.9-0.95 (NSIDC, 2019c), meaning that it absorbs less of the incoming solar
radiation than the air above it and results in the surface of the snowpack cooling more efficiently. As the
coldest, densest air resides at the surface this results in the formation of a temperature inversion above the
Antarctic plateau. Gravity then causes these cold, dense air masses to flow downhill towards the coast areas.
These air flows are known as katabatic winds. They are generally stronger and more frequent during the
winter months, because the lack of solar radiation results in colder temperatures above the plateau and
increases the imbalance between the plateau and the coast. Although katabatic winds can occur across the
whole of Antarctica, they are more common and generally stronger in the coastal areas of east Antarctica.
This is largely due to the coast of east Antarctica being closer to the plateau and so the terrain forms a
steeper gradient. Along the coast, areas where the winds can be concentrated, such as in valleys, wind speed
can reach over 300 km/h. Katabatic winds are known to influence Hg speciation and concentrations by
redistributing inland air masses that are depleted in Hg0 and enriched in HgII, O3 and NOx, (Angot et al.,
2016c) (Section 1.4.1.3). The flow of katabatic winds is known to extend into the sea ice zone, with the
distance travelled from shore determined by wind strength, water depth and the extent of sea ice cover. Sea
ice provides less resistance relative to open water, enabling winds speeds to remain high and Antarctic air
masses to be transported further from the coast (Angot et al., 2016b; Angot et al., 2016c).
Antarctica is uninhabited, except for a few scientific research stations (see Figure 1.1) that are
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predominantly located along the coast due to logistical limitations, although a few stations (Concordia,
Vostok and Amundsen-Scott South Pole) have been established on the Antarctic plateau (Angot et al.,
2016). Each autumn, the ocean surface around the Antarctic continent begins to freeze and eventually forms
a layer of sea ice averaging 0.4 m thick. Antarctic sea ice cover extends from an area of ~4 x 10 6 km2 in
summer to ~19 x 106 km2 in winter, about 1.5 times the area of the continent (Arrigo and Thomas, 2004;
Temme et al., 2003a; Temme et al., 2003b). This sea ice covers a minimum of ~15% and a maximum of
~85% of the Southern Ocean during the summer and winter months respectively (Cossa et al., 2011).

Figure 1.1. Map of Antarctica showing the locations of various major research stations: Davis (DV), Casey (CY),
Mawson (MW), Halley (HA), Neumayer (NM), Troll (TR), Zhongshan Station (ZG), Concordia Station (DC), Dumont
d’Urville (DDU), Terra Nova Bay (TNB), McMurdo (MM), Amundsen-Scott South Pole Station (AS), Marambio (MB),
Belgrano II (BE) and Vostok (VK).

The Southern Ocean comprises the southernmost portions of the Pacific, Atlantic and Indian oceans
covering an area of area of 20 x 10 6 km2. It is generally taken to extend south of the 60S latitude and
completely encircling Antarctica (IHO, 2021). However, the Australian Hydrographic Office’s official
cartographical interpretation defines the Southern Ocean as the entire water body between the Australian
and New Zealand south coasts and up to 60S everywhere else (AHO, 2017). Antarctica affects the
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atmospheric composition and circulation patterns over the Southern Ocean through its influence on
meteorology, sea ice cover, glacial melt and formation of deep-ocean currents (Chambers et al., 2018).
Although the atmospheres of both the Arctic and Antarctic are dominated by cold temperatures and unusual
light conditions that swing from 24-hour darkness in winter to 24-hour sunlight in summer, there are a
number of key differences between the two. The Arctic is an ocean, covered by a layer of sea ice and
surrounded by the land masses of Europe, Asia and North America (NSIDC, 2019a). It is heavily influenced
by the seasonal transport of anthropogenic emissions that affects chemical cycling and deposits pollutants
(such as mercury and persistent organic pollutants) to the surface (Simpson et al., 2015). Antarctica is a
continental land mass, covered by a thick ice cap and surrounded by the Southern Ocean and the polar
vortex (NSIDC, 2019a). This keeps the Antarctic atmosphere pristine, dry and relatively isolated from the
rest of the global atmosphere (Simpson et al., 2015). It is therefore an excellent natural laboratory to study
atmospheric and cryospheric processes free from the influence of anthropogenic pollution.
Interest in Antarctic atmospheric chemistry intensified in the 1970s when it was theorised that the industrial
production of halocarbon refrigerants, solvents and propellants (particularly those containing
chlorofluorocarbons) could be causing severe ozone depletion in the Antarctic stratosphere (Molina and
Rowland, 1974). The stratospheric ozone hole over Antarctica was then discovered by British Antarctic
Survey scientists in 1985 (Farman et al., 1985), with the cause of the ozone hole found to be the result of
chemical reactions on polar stratospheric clouds that lead to chlorine activation and subsequently deplete
ozone (Solomon et al., 1986).
In the mid-1980s it was also discovered that tropospheric ozone depletion events occurred within the
atmospheric boundary layer of the Arctic (Bottenheim et al., 1986; Barrie et al., 1988; Oltmans et al., 1989).
These events were first observed in 1985 at Alert in the Canadian Arctic (Bottenheim et al., 1986). Ozone
depletion events were subsequently observed in the Antarctic boundary layer in the mid-1990s (Kreher et
al., 1997). Early on, the discovery of tropospheric ozone depletion events led to postulations regarding the
role of reactive halogens (Barrie et al., 1988; Hausmann and Platt, 1994). Reactive halogen events during
the polar springtime were then reported for the first time in 1997 by Tuckermann et al. (1997). These events
highlighted the integral role of photochemistry involving reactive halogens and the key role they play in
the chemistry and oxidising capacity of the polar troposphere. Of the reactive halogens, those containing
bromine were of particular scientific interest due to the autocatalytic nature of the reaction mechanism and
the photolysis rate for bromine being a magnitude of two to three times faster than for chlorine (Yung et
al., 1980). For a comprehensive review on tropospheric halogen chemistry, including sources, cycling and
impacts see Simpson et al. (2015).

1.2 Bromine chemistry
Atmospheric bromine can be divided into organic species and inorganic species and these are linked to
different production mechanisms. Organic bromine species are predominantly the bromocarbons (CH 2Br2,
CH3Br and CHBr3) (Schmidt et al., 2016), which originate from ocean algae and phytoplankton colonies
(Yokouchi et al., 2018). Inorganic bromine species (Br y) can be further divided into: (i) bromine radicals
(BrOx = Br + BrO); photolabile compounds (Br2 and BrCl); and (iii) reservoir species (HBr, HOBr, BrNO2
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and BrONO2) (Chen et al., 2017; Koenig et al., 2017). The sources of Bry include the photodecomposition
of organic bromine species, the release of bromine from sea ice and snow, the debromination of sea salt
aerosols and transport from the stratosphere (Chen et al., 2017; Pratt et al., 2013; Schmidt et al., 2016). Bry,
or its precursors, may also be transported to a region via air masses that contain enhanced concentrations
(Luo et al., 2018). The reaction mechanism involving reactive bromine species is important for tropospheric
chemistry because it (i) depletes ozone (O3); (ii) oxidizes of dimethyl sulphide, volatile organic compounds
and gaseous elemental mercury (Hg0); and (iii) alters the budgets for hydrogen oxide (HOx) and nitrogen
oxide (NOx) radicals (Chen et al., 2017; Koenig et al., 2017; Schmidt et al., 2016).
Most methods for the observation of reactive bromine, such as Multi-AXis Differential Optical Absorption
Spectroscopy (MAX-DOAS) which is used in this thesis, rely on the detection of bromine monoxide (BrO)
since it absorbs ultraviolet radiation and use BrO as a proxy for total reactive bromine (Choi et al., 2017).
Therefore, it is especially important to understand the cycling of BrO, including the oxidation of Br- to
reactive bromine, as well as condensed phase bromide, and the precursors to reactive bromine. Atmospheric
BrO concentrations are maintained via heterogenous recycling on aerosol particles (Peterson et al., 2017).
In the absence of this mechanism BrO concentrations will photolytically decay within hours (Platt &
Hönninger, 2003). However, the exact mechanisms for the production and maintenance of elevated BrO
concentrations, along with the meteorological and environmental parameters that control BrO variability
remain elusive (Simpson et al., 2018; Swanson et al., 2020). A number of field campaigns have been carried
out to investigate the primary drivers of BrO production and these have suggested that the initiators include:
(i) the production of sea salt aerosols via breaking waves and blowing saline snow events; (ii) heterogenous
reactions on frozen saline surfaces (e.g., sea ice); (iii) the release of Br 2, BrCl and Bromocarbons from the
surface ocean; and (iv) the transport of air masses that contain enhanced concentrations of photolabile
reactive bromine precursors (Br2 and BrCl) (Chen et al., 2017; Luo et al., 2018; Pratt et al., 2013; Schmidt
et al., 2016; Simpson et al., 2018). These drivers are explored in the subsections below.

1.2.1

Sea salt aerosols as a source of reactive bromine

Over the open ocean sea salt aerosols are largely produced from sea-spray via the action of breaking waves
(Abbatt et al., 2012). However, in polar regions with significant sea ice cover, sea salt aerosols are
predominantly generated from the sublimation of blowing saline snow triggered by strong surface winds
(> 7 m/s) (Huang and Jaegle, 2017). The snowpack residing on top of sea ice retains a significant amount
of bromine reservoir species (e.g., HOBr) and photolabile compounds (Br 2 and BrCl) (Huang et al., 2018).
The amount of salts (halides) within the snowpack depends on the upward migration of brine, the
incorporation of frost flowers into the snowpack, the deposition of sea salt aerosols and how frequently the
snowpack has been flooded by ocean waves (Domine et al., 2004; Huang et al., 2018). Subsequent
concentrations of reactive bromine species (Br2 and BrCl) within the snowpack depend on how well
ventilated the snowpack is, chemistry within the snowpack and heterogeneous reactions (Peterson et al.,
2019). In both the Arctic and Antarctic, concentrations of sea salt aerosols have been shown to be highest
during the winter months (Hara et al., 2018).
Frost flowers, which are typically enriched in bromide (Br -) ions, have also been suggested as a potential
source of sea salt aerosols (Kaleschke et al., 2004). However, Yang et al. (2017) provided a clear
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microphysical explanation of why frost flowers cannot be a direct source of sea salt aerosols. In the study
the authors used an environmental scanning electron microscope to observe frost flowers under evaporation
conditions. No evidence was found to suggest that, without external forces, frost flowers could fractionate
to provide a source of sea salt aerosols. These findings are consistent with the observations of Roscoe et al.
(2011), who found that the production of sea salt aerosols did not increase when frost flowers were exposed
to wind speeds in a wind tunnel of up to 12 m/s. It remains a possibility that frost flowers could contribute
indirectly to the production of sea salt aerosols by increasing the salinity of surface snow and thus the
production of sea salt aerosols from blowing snow (Huang et al., 2018).
Observational studies have suggested that the production of sea salt aerosols from blowing snow is lower
when the relative humidity is high because blowing snow has to sublimate to release sea salt aerosols. As
relative humidity decreases with altitude, it has been postulated that the production of sea salt aerosols
should also increase with altitude and with higher wind speeds that are required to provide lift (Rhodes et
al., 2017). Once in the atmosphere the oxidation of bromide of sea salt aerosols is thought to occur via the
uptake of hypobromous acid (HOBr), although it can also take place via heterogenous reactions with HOCl,
N2O5, O3 and ClNO3, followed by heterogeneous reactions with Br- and Cl- (see R1.1 and R1.2) to produce
Br2 (~90%) and BrCl (~10%) (Chen et al., 2017; Yang et al., 2017; Zhu et al., 2019).
𝐻𝑂𝐵𝑟(𝑎𝑞) + 𝐻 + + 𝐵𝑟 − ↔ 𝐵𝑟2(𝑎𝑞) + 𝐻2 𝑂

(R1.1)

𝐻𝑂𝐵𝑟(𝑎𝑞) + 𝐻 + + 𝐶𝑙 − ↔ 𝐵𝑟𝐶𝑙(𝑎𝑞) + 𝐻2 𝑂

(R1.2)

𝐵𝑟𝐶𝑙(𝑎𝑞) + 𝐵𝑟 − ↔ 𝐵𝑟2 𝐶𝑙 −

(R1.3)

𝐵𝑟2 𝐶𝑙 − ↔ 𝐵𝑟2(𝑎𝑞) + 𝐶𝑙 −

(R1.4)

Or:

Br2 in the snowpack can then be ventilated to the atmosphere:
𝐵𝑟2(𝑎𝑞) ↔ 𝐵𝑟2(𝑔)

(R1.5)

It is then photolyzed in the gas-phase to release bromine radicals (Br):
𝐵𝑟2(𝑔) + ℎ𝑣 → 2𝐵𝑟

(R1.6)

Br can then react with ozone (O3) to produce BrO:
𝐵𝑟 + 𝑂3 → 𝐵𝑟𝑂 + 𝑂2

(R1.7)

which can be quickly reversed by photolysis:
ℎ𝑣

𝐵𝑟𝑂 → 𝐵𝑟 + 𝑂

(R1.8)

𝑂 + 𝑂2 → 𝑂3

(R1.9)

Or, the BrO can react with other BrO molecules to further enhance the production of Br2 and Br:
𝐵𝑟𝑂 + 𝐵𝑟𝑂 → 2𝐵𝑟 + 𝑂2

(R1.10a)

→ 𝐵𝑟2 + 𝑂2

(R1.10b)
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These processes can lead to a “bromine explosion” due to concentration of gas-phase bromine atoms rapidly
growing (see Figure 1.2). Bromine explosions only happen when there is a build-up of atmospheric Br2,
typically due to a source of salt at the bottom of the stable boundary layer, followed by the sudden input of
solar radiation that triggers the photolysis of this pool. These conditions typically occur at the end of the
polar night and explain why bromine explosions have predominantly (although not exclusively) been
observed in the polar regions (Prados-Roman et al., 2018). The process rapidly releases bromine from
within the snow/sea ice to the gas phase, resulting in high concentrations of boundary layer BrO and the
loss of atmospheric O3 and Hg, processes known as ozone depletion events (ODE) and atmospheric mercury
depletion events (AMDE) respectively (Begoin et al., 2010; Choi et al., 2018; Herrmann et al., 2019;
Prados-Roman et al., 2018).

Figure 1.2: Simplified reaction diagram for the bromine explosion mechanism. The blue shading represents reactions
within the condensed phase (liquid or ice surface) (Simpson et al., 2007b).

1.2.2

Bromocarbons as a source of reactive bromine

During springtime in the polar regions the dominant source is linked to heterogenous chemistry on saline
ice surfaces as discussed in Section 1.2.1 (Tkachenko, 2017). On a global scale, however, the presence of
reactive bromine (Br and BrO) in the troposphere is primarily due to the photolysis and oxidation of organic
bromine species of oceanic origin (Saiz-Lopez and von Glasow, 2012; Prados-Roman et al., 2018;). There
is also evidence that bromocarbons produced in the Antarctic sea ice during the winter months provide a
significant source (~10%) to the tropospheric reactive bromine budget (Abrahamsson et al., 2018).
Bromine-containing organic compounds, known as bromocarbons (e.g., dibromoethane (CH 2Br2) and
bromoform (CHBr3)), are produced by organic sources such as macro- and micro-algae in the marine
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environment and on sea ice surfaces (Abrahamsson et al., 2018; Hughes et al., 2013). Bromocarbons are
formed by the algae to protect the cells from reactive oxygen species, such as hydrogen peroxide (H 2O2),
that are produced during photosynthesis (Abrahamsson et al., 2018). The mechanism involves several
enzymatic processes within the algal cells that convert 𝑂2− to 𝐻2 𝑂2 (R1.11), which is then reduced to water
through haloperoxidases (R1.12) (Abbatt et al., 2012):
𝑂2− + 𝑂2− + 2𝐻 + → 𝐻2 𝑂2 + 𝑂2

(R1.11)

𝐻2 𝑂2 + 𝑋 − + 𝐻 + → 𝐻𝑂𝑋 + 𝐻2 𝑂

(R1.12)

where: X = Cl, Br or I. It is most likely that the reduction of H 2O2 forms HOCl, which is released in to the
water column. HOCl will then rapidly react with Br - to form HOBr:
𝐻𝑂𝐶𝑙 + 𝐵𝑟 − → 𝐻𝑂𝐵𝑟 + 𝐶𝑙 −

(R1.13)

HOBr then reacts with dissolved organic matter in seawater to form the main bromocarbon, CHBr 3. This
occurs predominantly through R1.14, but can also occur via R1.15 reactions with alkenes:
𝑅𝐶𝑂𝐶𝐻3 + 3HOBr → 𝑅𝐶𝑂𝑂𝐻 + 𝐶𝐻𝐵𝑟3 + 2𝐻2 𝑂

(R1.14)

𝑅𝐶 = 𝐶𝑅′ + HOBr → 𝑅𝐶(𝑂𝐻)𝐶(𝐵𝑟)𝑅′

(R1.15)

All the other bromocarbons (e.g., CH2Br2) are products formed from CHBr3 (Granfors et al., 2013a). Once
formed, the bromocarbons are released into seawater, before making their way to the atmosphere where
they photochemically degrade to yield Br (R1.16) or reacting with Cl- (R1.17) or OH (R1.18) radicals to
form the tribromomethyl radical (CBr3) (Abrahamsson et al., 2018; Hughes et al., 2013).
𝐶𝐻𝐵𝑟3 + ℎ𝑣 → 𝐶𝐻𝐵𝑟2 + 𝐵𝑟

(R1.16)

𝐶𝐻𝐵𝑟3 + 𝐶𝑙 − → 𝐶𝐵𝑟3 + 𝐻𝐶𝑙

(R1.17)

𝐶𝐻𝐵𝑟3 + 𝑂𝐻 → 𝐶𝐵𝑟3 + 𝐻2 𝑂

(R1.18)

𝐶𝐵𝑟3 then reacts with O2 to form the tribromomethyl peroxy radical (CBr 3O2) (McGivern et al., 2002):
𝐶𝐵𝑟3 + 𝑂2 → 𝐶𝐵𝑟3 𝑂2

(R1.19)

This radical typically then reacts with NO to form an activated peroxy nitrite molecule (𝐶𝐵𝑟3 𝑂𝑂𝑁𝑂∗ ):
𝐶𝐵𝑟3 𝑂2 + NO → 𝐶𝐵𝑟3 𝑂𝑂𝑁𝑂 ∗

(R1.20)

This is then fragmented to form the tribromomethoxy radical (𝐶𝐵𝑟3 𝑂):
𝐶𝐵𝑟3 𝑂𝑂𝑁𝑂∗ → 𝐶𝐵𝑟3 O + 𝑁𝑂2

(R1.21)

The resulting 𝐶𝐵𝑟3 O then decomposes to yield Br:
𝐶𝐵𝑟3 O → 𝐶𝐵𝑟2 O + Br

(R1.22)

BrO is then formed through R1.7.
Sea ice algae in the Arctic and Antarctic are estimated to emit approximately 7-8 Gg/yr of bromocarbons
(Sturges et al., 1992). Top down estimates suggest that global CHBr3 marine emissions are in the region of
210-500 Gg/yr (Hughes et al., 2009).
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1.2.3

Nocturnal source of reactive bromine during the polar night

There is growing evidence for a nocturnal (or dark) source of bromine produced during the polar night in
both the Arctic and Antarctic. During polar night, the sun remains below the horizon. Measurements at
Alert, Canada and Spitsbergen, Svalbard showed high concentrations of photolabile bromine compounds
(Br2 and BrCl) at polar sunrise (Foster et al., 2001).
Simpson et al. (2018) studied air masses arriving at Barrow, Alaska around Arctic polar sunrise (late
January to early February) and found high concentrations of BrO (surface mixing ratio of 90 pmol/mol) in
air masses that had previously resided at higher latitudes in near total darkness. As these air masses
experienced little sunlight prior to the BrO measurement, the authors suggested that the high BrO
concentrations imply a nocturnal source of photolabile bromine compounds (Br 2 and BrCl).
The exact mechanism for the nocturnal production of photolabile bromine compounds remains unknown.
However, nocturnal nitrogen reservoirs (such as N 2O5) have been shown to react with sea salt bromide
(NaBr) to produce BrNO2 (Finlayson-Pitts et al., 1990):
𝑁2 𝑂5(𝑔) + 𝑁𝑎𝐵𝑟(𝑠) → 𝐵𝑟𝑁𝑂2(𝑔) + 𝑁𝑎𝑁𝑂3(𝑠)

(R1.23)

Foster et al. (2001) suggested that the nocturnal production of Br 2 may take place via the heterogenous
oxidation of Br-, accumulated in the snow pack and on sea ice, by O3 as follows:
−
−
𝑂3 + 𝐵𝑟𝑎𝑞
→ 𝐵𝑟𝑂𝑎𝑞
+ 𝑂2

(R1.24)

−
𝐵𝑟𝑂𝑎𝑞
+ 𝐻 + ↔ 𝐻𝑂𝐵𝑟𝑎𝑞

(R1.25)

The HOBr then undergoes the following reaction with Br to produce Br 2:
𝐻𝑂𝐵𝑟 + 𝐻 + + 𝐵𝑟 −

𝑎𝑞𝑢𝑒𝑜𝑢𝑠 𝑝ℎ𝑎𝑠𝑒
𝐵𝑟2 + 𝐻2 𝑂
→
𝑖𝑐𝑒

(R1.26)

The lack of photochemistry during the winter months means that halogen species are long lived in the
winter atmosphere and so a nocturnal source of Br 2 or BrCl could build up a reservoir of photolabile
bromine compounds, which then photochemically release bromine radicals at polar sunrise (Simpson et al.,
2007b; Simpson et al., 2018).
Abrahamsson et al. (2018) measured concentrations of bromocarbons (CHBr 3, CH2Br5, CHBr2Cl and
CHBrCl2) in the sea ice, snow and air of the Weddell Sea, Antarctica during the winter months (8 June to
12 August 2013). They found that the winter sea ice provides a significant source of bromocarbons to the
atmosphere, about 10 times more than Southern Ocean waters during the same period, and significantly
more than (about double) the summer sea ice. The highest concentrations were found at the ice-snow
interface, suggesting the local production of bromocarbons by an algal source, the bromocarbons then
diffused out of the snow to the atmosphere. The potential release mechanisms are shown in Figure 1.3. To
assess the impact of this source, the authors implemented the mechanism into a global climate-chemistry
model (CAM-Chem). The model results indicated that the bromocarbons dispersed throughout the
troposphere of the Southern Hemisphere during the winter months, before photochemically degrading to
yield bromine and adding ~10% to the Southern Hemisphere reactive bromine budget ). The authors suggest
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that the Antarctic winter sea ice may provide an important source for atmospheric bromine and have
implications on atmospheric chemistry in the Southern Hemisphere.

Figure 1.3: Possible mechanisms for the release of bromocarbons from sea ice during the Antarctic winter
(Abrahamsson et al., 2018).

1.2.4

Impacts of reactive bromine on the polar environment

Every spring, the polar regions are characterised by enhanced concentrations of reactive bromine, which
starts with the return of sunlight after the polar night. This enhances the oxidising capacity of the polar
troposphere, resulting in the episodic depletion of O3 and gaseous elemental mercury (Hg0). These events
are known as ozone depletion events (ODEs) and atmospheric mercury depletion events (AMDEs).
ODEs occur when O3 concentrations in the boundary layer decrease rapidly from background
concentrations (~40 ppbv ) to less than 1 ppbv (Halfacre et al., 2014). They can last several days and be
spread over a large geographic area (Jones et al., 2013). Under normal conditions, O 3 provides the primary
precursor for atmospheric oxidation. However, during ODEs the reactive halogens become the primary
oxidising species which has broad impact on atmospheric chemistry as it alters the reaction rates, reaction
cycles and final products for many atmospheric reactions (Steffen et al., 2008).
During AMDEs concentrations of atmospheric Hg0 drop to levels far below their standard background
concentration (Steffen et al., 2008). AMDEs are generally accompanied by a drop in O 3 and an initial
increase gaseous oxidised mercury (HgII) and particulate bound mercury (HgP) (Zhang et al., 2017). As HgII
and HgP are water-soluble, AMDEs ultimately result in the deposition of toxic mercury into the polar
environment. A key concern is whether such events enhance the production of methylmercury, which can
be incorporated into biota and accumulate through the food chain (Levy et al., 2011; Angot et al., 2016b).

1.2.5

Key knowledge gaps in Antarctic atmospheric bromine

The distribution of BrO over the Southern Ocean and in coastal Antarctica has only been measured
occasionally and so our understanding suffers from a lack of observational constraints. This dearth of
observations means that the geographical and seasonal variability of BrO, particularly in East Antarctica is
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poorly understood. A lack of simultaneous observations of environmental parameters (such as
meteorological parameters, sea ice cover and aerosol concentrations) means that the drivers of BrO
variability are also poorly understood. Most of this uncertainty results from the remoteness of the Antarctic
environment and the difficulty and expense of obtaining observations.

1.3 Mercury
Except for the pollutants released from local research stations, only contaminants with a long atmospheric
lifetime reach the Antarctic continent. As a long lived atmospheric pollutant, Hg0 is effectively transported
on the hemispheric to global scale. The high concentration of halogen radicals present in the Antarctic
troposphere each spring leads to the subsequent oxidation of Hg0 and deposition of toxic mercury into the
Antarctic environment (Angot et al., 2016). This section outlines the characteristics of mercury, its
oxidation pathways and problems related to mercury as a global contaminant.

1.3.1

Atmospheric properties and speciation

Mercury (Hg) is a transition metal. It occurs naturally in the Earth’s lithosphere with an average
concentration of 100 ng/g or less (USGS, 1970). Higher concentrations of Hg are found in deposits of
cinnabar, or mercury sulphide (HgS), related to zones of geothermal and volcanic activity (Rytuba, 2005).
This results in belts of enhanced Hg concentrations along present and former tectonic plate boundaries
(Rytuba, 2003).
Hg is the only metal to appear in liquid form at ambient temperature and pressure. Atmospheric mercury is
measured in three operationally defined forms: (i) Hg 0; (ii) gaseous oxidised mercury (HgII); and (iii)
particulate bound mercury (HgP). Current operationally defined measurement techniques cannot readily
distinguish between HgII and HgP, therefore observations tend to report them together as reactive mercury
(RM = HgII + HgP) (Weiss-Penzias et al., 2015). The form of atmospheric mercury is extremely important
for transport within the atmosphere as it determines atmospheric residence time and hence the distance
transported before removal (De Simone et al., 2017). Hg 0 is the dominant form, accounting for roughly 95
to 99% of all mercury in the atmosphere (Agnan et al., 2015). Background concentrations of Hg 0 display a
latitudinal gradient with higher concentrations in the northern hemisphere (~1.5-1.7 ng/m3) than in the
Southern Hemisphere (~1.0-1.3 ng/m3) (Sprovieri et al., 2016). The properties of Hg0 are detailed in Table
1.1.
Table 1.1: Properties of Hg0 (adapted from Schroeder et al., 1991).

Property

Value

Formula:

Hg0

Atomic no:

80

Atomic mass:

200.59 g/mol

Melting point:

-38.8C

Boiling point:

356.7C
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Saturated vapor pressure (at 20C):

1.20 x 10-3 Torr

Water solubility (at 20C):

63.9 g/L

Saturated air concentration (at 20C):

13.18 g/L

Specific gravity (at 20C):

13.55

Henry’s law coefficient (at 25C):

4.4 Pa m3/mol

Ionisation potential (1st):

1008.3 kJ/mol

Hg0 is relatively unreactive and sparingly soluble in water, resulting in an estimated atmospheric lifetime
of 2.7 months against oxidation to Hg II in the troposphere (Horowitz et al., 2017). This allows Hg 0 to be
transported at the global scale and deposited to remote regions far from emission sources (AMAP/UNEP,
2015). Eventually Hg0 is oxidised to HgII, which is both water soluble and reactive with organic and
inorganic matter, anions and molecules (Carmargo, 2002). Hg II can also sorb to existing particulates,
forming HgP (Ariya et al., 2015; Ariya et al., 2018). Hg II and HgP are readily removed by precipitation
events and surface uptake, resulting in these forms having a far shorter atmospheric lifetime than Hg 0,
typically only a few hours to days (Driscoll et al., 2013).

1.3.2

Toxicity and health effects

Hg is considered a global pollutant of major concern due to its high volatility, pronounced toxicity and
ability to accumulate in the environment. Even remote environments, such as Antarctica, receive significant
inputs of anthropogenic Hg (Dommergue et al., 2010; Angot et al., 2016). Hg causes a range of toxic effects
in living organisms, with the severity of toxicity dependent upon its speciation. Its organometallic form,
methylmercury (CH3Hg+), has the ability to bind to proteins, resulting in it bioaccumulation within the
tissues of living organisms. The majority of CH 3Hg+ that accumulates within an organism occurs from the
consumption of other organisms at lower trophic levels (rather than direct uptake from the environment),
which results in the biomagnification of CH3Hg+ at higher trophic levels (Levy et al., 2011). This is
particularly a problem in aquatic ecosystems, where Hg methylation is more pronounced than in terrestrial
ecosystems. The subsequent consumption of seafood provides the dominant pathway to human exposure
(Zhu et al., 2016).
The highest profile case of large-scale mercury poisoning occurred in Minimata Bay, Japan, between the
1930s and 1960s due to the release of Hg-contaminated wastewater from local industry where Hg was used
as a catalyst in the production of acetaldehyde (Ariya et al., 2015). The Hg was subsequently methylated to
CH3Hg+ by microorganisms within the sediment, entered the food chain and contaminated the local
population whose diet was heavily reliant on the consumption of fish and seafood. The disaster caused over
1000 deaths and resulted in almost 2 million people suffering neurological damage, known as Minamata
disease (Driscoll et al., 2013).
In humans, CH3Hg+ acts as a potent neurotoxin causing irreversible damage to the brain, cardiovascular
functioning and nervous system. It also has the ability to pass through the placenta and affect the
neurological development of foetuses in pregnant women (Pacyna et al., 2016). Even exposure to low doses
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of CH3Hg+ has been linked with health implications (Department of the Environment, 2014).
The environmental and socio-economic (primarily health) consequences of Hg have resulted in a
multilateral international agreement known as the Minimata Convention, which is designed to limit
anthropogenic emissions of Hg (UNEP, 2013).

1.3.3

Mercury in the polar environment

Following the discovery of ozone depletion events in the Arctic tropospheric (Barrie et al., 1988),
observations at Alert, Canada in 1995 revealed that Hg0 undergoes a similar phenomenon whereby it is
rapidly oxidised and deposited into the polar environment (Schroeder et al., 1998). It was found that, within
hours, Hg0 decreased from its average Arctic background concentration of ~1.7 ng/m3 to concentrations of
less than 0.5 ng/m3. These events were called atmospheric mercury depletion events and highlighted the
influence of reactive halogen species (Stephens et al., 2012; Zhang et al., 2017). Following on from the
Arctic, AMDEs were subsequently observed in the Antarctic at Neumayer (Ebinghaus et al., 2002) and
Terra Nova Bay (Sprovieri et al., 2002) (see Figure 1.1 for locations).
In the decades since the discovery of AMDEs, considerable research has been undertaken to elucidate the
chemical mechanisms behind AMDEs and the interactions with reactive halogens (Wagner et al., 2007;
Steffen et al., 2008; Bargagli, et al., 2016; Song et al., 2018). The bulk of this research has involved Hg
measurements in the Arctic, which has been extensively monitored (Dommergue et al., 2010). In
comparison, Hg measurements in the Antarctic are extremely sparse and have been limited to
predominantly a few ship-based records (e.g., Mastromonaco et al., 2017a), seasonal campaigns (e.g.,
Pfaffhuber et al., 2012) and short-term records from Antarctic Research stations at Dumont d’Urville
(Angot et al., 2016b), Dome Concordia (Angot et al., 2016c) and Troll, (Pfaffhuber et al., 2012). It is
thought that AMDEs occur more frequently in west Antarctica than in the east due to the more extensive
sea ice cover and greater abundance of reactive bromine (Brooks et al., 2008b, Angot et al., 2016b).

1.3.4

Biogeochemical cycling of mercury in the polar regions

The exchange of Hg between the Earth’s surface and the atmosphere is bidirectional. Emissions to the
atmosphere occur from both natural (e.g., oceanic and terrestrial surfaces) and anthropogenic (e.g., fossil
fuel combustion) sources (Agnan et al., 2015). Most of the Hg in the Antarctic atmosphere derives from
long-range transport (Angot et al., 2016). However, there are still some small, but potential local
contamination sources that derive from the human presence on Antarctica (scientific research stations and
support operations) (Spolaor et al., 2018). A limited amount of Hg 0 can be removed directly via dry
deposition. However, the major pathway for its removal occurs firstly through oxidation (see R1.27 to
R1.29), which creates the oxidation products Hg II and HgP. The redox cycling of Hg0 to HgII and HgP (see
Section 1.4.5) is largely controlled by the photochemistry of its main oxidants (Br and BrO) (Dibble et al.,
2012; Horowitz et al., 2017). However, to date there still remain many uncertainties regarding these reaction
processes (Zhang et al., 2017).
The sources of atmospheric mercury, its major pathways and cycling in the environment and fate in the
polar regions are summarised in Figure 1.4.
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Figure 1.4: Mercury cycle in the environment and its fate in polar regions, including reactions and pathways
(Mastromonaco, 2016).

1.3.4.1 Atmospheric chemistry and oxidation of mercury
The dominant oxidation pathway for Hg 0 to HgII is thought to be a two-stage process, initially involving
halogens Br and Cl, followed by the addition of a second-stage radical, such as BrO, ClO, NO2, OH, IO
and HO2 (Horowitz et al., 2017). The mechanism for the two-stage oxidation process is detailed below:
𝑀

Stage 1:

𝐻𝑔0 + 𝑋 → 𝐻𝑔𝐼 𝑋

Competing reactions:

𝐻𝑔𝐼 𝑋 → 𝐻𝑔0 + 𝑋

(R1.28a)

𝐻𝑔𝐼 𝑋 + 𝑌 → 𝐻𝑔0 + 𝑋𝑌

(R1.28b)

Stage 2:

𝑀

𝑀

𝐻𝑔𝐼 𝑋 + 𝑌 → 𝐻𝑔𝐼𝐼 𝑋𝑌

(R1.27)

(R1.29)

where:
•

X is the first-stage Hg0 oxidant, Br or Cl;

•

HgI is the reaction intermediate/monovalent mercury. The bond energy of Hg I is fairly weak, as it
is borderline stable under atmospheric conditions it typically has a lifetime of less than 1 second
(Auzmendi-Murua et al., 2014);

•

Y is the second-stage HgI oxidant;

•

M is a third body, it can be any inert molecule, but is most likely N 2 or O2 in the atmosphere. A
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collision with M is required in the reaction to stabilise the excited product by removing excess
energy which is then dissipated as heat;
•

Competing reaction R1.29a is the reduction of Hg I to Hg0 due to a collision with M); and

•

Competing reaction R1.29b is the reduction of Hg I due to X reacting with Y.

Evidence from theoretical and field studies suggests that of the halogens, bromine is the most likely to
provide the dominant atmospheric oxidant for Hg 0 (Pacyna et al., 2016). Br can either act as a first-stage
Hg0 oxidant, or it can react with O3 to produce the radical BrO which is a second stage Hg I oxidant
(Horowitz et al., 2017). The chlorine atom (Cl) can also oxidise Hg 0 to form HgCl (Donohoue et al., 2005).
However, atmospheric concentrations of Cl are far lower than those of Br due to atmospheric Cl quickly
reacting with CH4 and VOCs (Herrmann et al., 2019). The oxidation of Hg0 via reactive iodine (I and IO)
is generally considered too slow (~a factor of 3-4 times slower than the reaction with Br) to act as a first
stage oxidant (Auzmendi-Murua et al). However, reactive iodine is thought to provide a potential second
stage oxidant for HgI, particularly in the Antarctic sea ice environment where comparatively high
concentrations of IO have been observed during the summer months (Frieß et al., 2010; Raofie et al., 2008;
Saiz-Lopez et al., 2007).
A different redox process for Hg0 involving NOx and O3 chemistry has been identified on the Antarctic
plateau (Dommergue et al., 2012; Angot et al., 2016a; Angot et al., 2016c), with snow emissions causing
NO2 to be particularly abundant (Frey et al., 2013). It has been suggested that katabatic winds provide the
ability to affect Hg speciation at coastal sites by transporting air masses depleted in Hg 0 and enriched in
HgII, O3 and NOx (see Figure 1.5) (Angot et al., 2016b). The Hg 0 redox processes in Antarctica remain
inherently uncertain due to a lack of long-term measurements of atmospheric Hg speciation (Angot et al.,
2016a; Li et al., 2020).

1.3.4.2 Ocean-atmosphere exchange of mercury
The ocean accounts for about 81% of the Southern Hemispheric surface, while non-Antarctic land masses
cover less than 14% (Chambers et al., 2018). In the Southern Hemisphere, the oceans have a greater
influence than land masses on atmospheric Hg concentrations, with about 54% being derived from the
oceanic evasion of Hg0 (Strode et al., 2007; Sprovieri et al., 2017).
Atmospheric Hg makes its way into the oceans via wet and dry deposition processes, which are estimated
to account for 70% of mercury inputs to the ocean. The remaining 30% comes from rivers. Gas exchange
from surface waters accounts for 90% of mercury outputs from the ocean, with 10% undergoing burial in
deep ocean sediments (Mason et al., 2017). All forms of atmospheric Hg can be deposited to the ocean, but
the dominant pathway occurs via the oxidation of Hg0 to HgII/HgP and subsequent wet deposition to the
ocean (Driscoll et al., 2013). In the oceans HgII can undergo methylation to CH3Hg+, photoreduction to Hg0
which is then emitted back to the atmosphere, or burial to ocean sediments (DiMento et al., 2018; Mason
et al., 1998). Despite the significant influence of the oceans to atmospheric mercury concentrations, the
distribution of mercury species within the marine boundary layer is poorly known. The majority of
investigations have focused on the North Pacific and North Atlantic Oceans and the Mediterranean Sea,
while there is a scarcity of studies focusing on the Southern Ocean and Antarctic sea ice region (Cossa et
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al., 2011; Renedo, 2017).
Close to Antarctica there are regions of upwelling of nutrient-rich Upper Circumpolar Deep Waters. These
regions tend to have high algal primary productivity (Tynan, 1998) and represent hotspots for Hg
enrichment and methylation in surface waters (Cossa et al., 2011). These surface waters regions can also
be a significant source of Hg to the atmosphere through the photodegradation of CH 3Hg+, photoreduction
of HgII and subsequent volatilisation of Hg0 (Gionfriddo et al., 2016).
Concentrations of atmospheric Hg0 above the Southern Ocean can vary by a factor of 5, ranging from 0.4
to 1.9 ng/m3 (Wang et al., 2017a). In general, higher Hg 0 and reactive mercury concentrations (on average
0.56 ± 0.15 ng/m3 and 27.2 ± 2.0 pg/m3) have been observed close to Antarctica than while transiting the
Southern Ocean (around 0.42 ± 0.05 ng/m3 and 16.4 ± 2.5 pg/m3 respectively) (Miller et al., 2018).
Concentrations of HgII tend to be an order of magnitude higher above sea ice compared to the Southern
Ocean (Yu et al., 2014).

1.3.4.3 Antarctic sea ice region
The presence of sea ice affects the polar Hg cycle by restricting air-sea exchange, enriching DGM and
bromine concentrations in waters under the ice and by limiting the penetration of solar radiation to
subsurface waters (Andersson et al., 2008). The sea ice and its brine provide a habitat for methylating
bacteria and algae to grow and thrive, which can in turn influence Hg cycling between the sea ice and the
atmosphere (Arrigo and Thomas, 2004; Chaulk et al., 2011). In the Arctic, higher Hg 0 concentrations have
been observed when sea ice coverage was >70% (median 1.82 ± 0.24 ng/m 3) than when there was little to
no sea ice cover (median 1.53 ± 0.12 ng/m3) (Aspmo et al., 2006). This was attributed to the reemission of
Hg from snow residing on top of the sea ice.
On average, Hg0 concentrations tend to be lower above the sea ice compared to open waters during the
winter and spring months (Aspmo et al., 2006; Yu et al., 2014). This results from the enhanced formation
of bromine radicals above the sea ice at this time of year (Section 1.2.1), which act as an Hg0 oxidant and
result in mercury depletion events (Section 1.2.4) (Mastromonaco et al., 2017a). During the summer
months, when halogen chemistry is less active and mercury depletion events less common, average Hg 0
concentrations can be higher above the sea ice than the open water due to the snow pack acting as a source
for atmospheric Hg (Angot et al., 2016b; Mastromonaco et al., 2017a).
The major oxidants of Hg present in the marine boundary layer of coastal Antarctica are known to differ
from site to site due to variations in sea ice cover, areas of ocean upwelling, photoactivity and wind patterns
(Dommergue et al., 2010). In general, halogen chemistry (BrO) prevails in the west Antarctica and along
the peninsula due to more extensive sea ice cover which provides a source of halogens to the atmosphere.
O3 and NOx chemistry plays a more important role in east Antarctica (the Australian and French territories)
due to its close proximity to the Antarctic plateau and the influence of katabatic winds (Angot et al., 2016b;
Spolaor et al., 2018), see Figure 1.5.

1.3.4.4 Antarctic continent
The Antarctic snowpack provides both a sink (mid-winter to mid-summer) and a source (mid to late
summer) for atmospheric Hg (Angot et al., 2016a; Dommergue et al., 2010). RM deposited to the snow can
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either accumulate in the snowpack or be reduced and re-emitted to the atmosphere as Hg0 (Yu et al., 2014).
Hg concentrations tend to be higher in snow-packs adjacent to freezing ocean surfaces, as a result of halogen
species released to the atmosphere from sea salt aerosols as the surface layer freezes (Brooks et al., 2008b).
Tropospheric air over the Antarctic plateau is enriched in RM (Hg II + HgP), with observed concentrations
of 100 to 1000 pg/m3, compared to around 30 pg/m3 in coastal regions (Brooks et al., 2008a). Katabatic
winds influence Hg speciation and concentrations at coastal sites through the transport of air masses that
are depleted in Hg0 and enriched in HgII, HgP, O3 and NO2 (Angot et al., 2016), see Figure 1.5.

Figure 1.5: Schematic diagram illustrating the processes that govern Hg cycling in the Antarctic sea ice zone (Angot et
al., 2016b).

1.3.5

Key knowledge gaps in Antarctic atmospheric mercury

The geographical variability of atmospheric mercury in coastal Antarctica is poorly refined due to the
remoteness of the location and limited number of observations. It is poorly understood how concentrations
of atmospheric mercury very with the seasons and geographical location. There is also a limited
understanding of how reactive bromine and other environmental parameters combine to determine the
variability of atmospheric mercury.

1.4 Thesis aims and outline
This thesis aims to improve understanding of the sources and environmental factors that influence the
distribution of atmospheric reactive bromine and elemental mercury over coastal Antarctic and the Southern
Ocean. This research has two overarching aims.

1.4.1

Aim 1

To determine the sources and environmental factors that influence the distribution and importance of
reactive bromine over coastal Antarctica and the Southern Ocean.
The scientific objectives of Aim 1 are:
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•

To quantify how the distribution of reactive bromine varies between the spring and summer
seasons and with geographical location, sea ice cover and altitude in the troposphere.

•

To determine if there are significant relationships between the distribution of reactive bromine,
sea ice cover and meteorological parameters (e.g., relative humidity, wind speed, temperature).

1.4.2

Aim 2

To quantify how an improved understanding of oxidants influences the prediction of atmospheric Hg
speciation and distributions over the Southern Ocean.
The scientific objectives of Aim 2 are:
•

To quantify how the distribution of gaseous elemental mercury varies between the spring and
summer seasons, with geographical location and sea ice cover.

•

To determine the role that reactive bromine and environmental factors have in controlling the
variability of gaseous elemental mercury in coastal Antarctica.

1.4.3

Outline

The layout of this work is as follows: Chapter 2 is split into two sections. Section 1 provides background
information on atmospheric radiation and absorption spectroscopy that underpins the DOAS retrieval
technique for observations of Bromine Monoxide. Section 2 describes the methods used in this thesis,
including the measurement platform, measurement techniques and data analysis methods. Chapter 3
describes the spectroscopic measurements of BrO gathered during the CAMMPCAN campaign to East
Antarctica. Including how concentrations of BrO vary with season, geographical location, sea ice cover and
altitude in the troposphere. Chapter 4 uses principal component analysis to determine how BrO
concentrations quantitively relate to environmental variables, such as meteorological parameters, sea ice
cover and aerosol concentration. Chapter 5 describes concentrations of atmospheric mercury from the
CAMMPCAN campaign. Including how Hg 0 concentrations vary with season and geographical location,
and the role of BrO and environmental factors in controlling Hg 0 variability. Finally, in Chapter 6, the
conclusions of this thesis are drawn and areas for future research work are described.
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2 Chapter 2
Methodology
This research analyses ship-based measurements of bromine monoxide and atmospheric mercury acquired
during a campaign consisting of multiple voyages to the coast of east Antarctica between October 2017 and
March 2019. The primary purpose of the voyages was to resupply the Australian Antarctic research stations
of Davis, Casey and Mawson. The Chemical and Mesoscale Mechanisms of Polar Cell Aerosol Nucleation
(CAMMPCAN) campaign used six of these voyages as an opportunity to investigate the sources and
properties of aerosols over the Southern Ocean. The observations acquired during CAMMPCAN also
provide the opportunity to investigate the sources and variability of reactive halogen species and
atmospheric mercury.
The chapter is divided into two parts. The first part (Section 2.1) provides background information on the
atmospheric radiation and absorption spectroscopy that underpins the DOAS retrieval technique used to
acquire vertical column densities (VCDs) of bromine monoxide (BrO). The second part (Sections 2.2-2.4)
provides background information on the ship-based measurement platform, atmospheric measurements of
BrO and mercury, retrieval techniques and data analysis methods that provide the basis for the observations
used in the following chapters.

2.1 Atmospheric radiation and absorption spectroscopy
2.1.1

Radiative transfer

In the atmosphere, solar radiation interacts with aerosols and trace gases as a function of wavelength. The
passage of radiation through the atmosphere (radiative transfer) is related to these interactions. Atmospheric
composition can therefore be observed using spectroscopic techniques. The basic issues with regards to
spectroscopy is the extinction of radiation (𝜎𝑒 ) which is caused by the absorption (𝑎) and scattering (𝑠) of
radiation through interactions with molecules (gases) and particles (aerosols) in the atmosphere (Platt and
Stutz, 2008). Scattering can both reduce and enhance the intensity of radiation. Therefore, for direct solar
beam observations 𝜎𝑒 can be summarised as:
𝑔𝑎𝑠

𝜎𝑒 = 𝜎𝑎

𝑔𝑎𝑠

+ 𝜎𝑠

+ 𝜎𝑎𝑎𝑒𝑟𝑜𝑠𝑜𝑙 + 𝜎𝑠𝑎𝑒𝑟𝑜𝑠𝑜𝑙

(Eq 2.1)

Scattering is composed of elastic scattering and inelastic scattering (Platt and Stutz, 2008). In the case of
elastic scattering (i.e. Rayleigh scattering from air molecules and Mie scattering from aerosols) the direction
of the radiation is changed, but the energy of the radiation (wavelength 𝜆) remains the same after the
scattering has taken place (Platt and Stutz, 2008). Inelastic scattering (i.e. Raman/Stokes scattering) changes
both the direction and the wavelength of the radiation. This predominantly results in energy being
transferred from the radiation to the scattering molecule, which results in the wavelength of the radiation
increasing (Platt and Stutz, 2008).
An accurate description of the absorption and scattering processes that take place in the atmosphere are
crucial for interpreting spectra that form the basis of spectroscopic techniques for studying the atmosphere
(Platt and Stutz, 2008). The processes described above are summarised by the radiative transfer equation,
which is wavelength/frequency dependent (ESA Earth Online, 2021):
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𝑑𝐼𝑑𝑖𝑓
𝑑𝑠

= −𝛼 (𝐼𝑑𝑖𝑓 −

𝜔
4𝜋

𝜔

∫ 𝑝(𝛾) 𝐼𝑑𝑖𝑓 𝑑Ω − 4𝜋 𝑝(𝛾0 )𝐼0 𝑒𝑥𝑝(− ∫ 𝛼(𝑠)𝑑𝑠))

(Eq 2.2)

where:
•

𝐼𝑑𝑖𝑓 is diffuse radiation, which is scattered or reflected at least once in the atmosphere;

•

𝛼 is the extinction coefficient describing the fraction of energy removed;

•

𝜔 is the scattering albedo, the probability that the radiation interacts will be scattered rather than
absorbed;

•

𝑑Ω is the solid angle about a direction;

•

𝑝(𝛾) is the phase function;

•

𝛾 is the scattering angle, the angle between the incident and scattered radiation; and

•

𝛾0 denotes the scattering angle between the direct radiation and the direction of observation.

Radiative transfer models are typically used to simulate the effects of absorption and scattering by
numerically solving the radiative transfer equation through discrete ordinate or Monte Carlo methods (Platt
and Stutz, 2008). This thesis employs the HEIPRO inversion algorithm which uses SCIATRAN as the
radiative transfer model (see Section 2.4.1).

2.1.2

Differential optical absorption spectroscopy

This section outlines the fundamentals of the Differential Optical Absorption Spectroscopy (DOAS)
technique. It will start by discussing the case where there is a fixed path between the light source and the
detector, referred to here as classical-DOAS. This then has a well-defined light path length (L). For a more
comprehensive description of the DOAS technique and the underlying principles the reader is referred to
Platt (1994) and Platt and Stutz (2008).
DOAS is a technique for identifying and quantifying the abundances of atmospheric trace gases that absorb
radiation within the ultraviolet and visible (UV-Vis) wavelengths region between 250 and 800 nm (Platt,
1994). The basic principle is that each trace gas has its own wavelength-dependent absorption cross-section,
sometimes referred to as a fingerprint (see Figure 2.1) (Platt and Stutz, 2008). The ability to measure trace
gases based on their fingerprint practically restricts DOAS to observing those with distinct narrow
absorption bands of less than ~10nm in width (Hay, 2011). This is because of the need to define a baseline,
which is practically done via high pass filtering of spectra. The DOAS technique is able to detect a number
of trace gas species, including: O3, NO2, NO3, NO, NH3, HONO, SO2, CS2, HCHO, CHOCHO, BrO, OBrO,
OClO, IO, OIO, I2, OH and O4. DOAS is one of the most widely used techniques to measure atmospheric
composition in the troposphere and stratosphere and can utilise either a natural (passive techniques) or
artificial (active techniques) light source. It can be employed on a number of platforms ranging from
stationary surface sites to moving ships, aircraft and satellites (Platt and Stutz, 2008).
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Figure 2.1: Absorption cross-sections (fingerprint) of molecules observable in the near UV-Vis spectrum using the DOAS
technique (ESA, 2016).

The DOAS technique provides the differential optical density which relies on matching the fingerprint of
the different atmospheric molecules to the measured spectra. The theory is described by the Beer-Lambert
law, where the intensity of light 𝐼(𝜆) after traversing an absorption path is given by (Platt, 2000):
𝐼(𝜆) = 𝐼0 (𝜆) ∙ exp [−𝐿 ∙ (∑𝑗 (𝜎𝑗 (𝜆) ∙ 𝑐𝑗 ))]

(Eq 2.3)

where:
•

𝐼0 (𝜆) denotes the initial radiation intensity emitted by the light source;

•

𝐼(𝜆) is the radiation intensity after passing through a layer of thickness L;

•

j is an index representing the different trace gases;

•

cj is the average concentration of trace gas j; and

•

𝜎𝑗 (𝜆) is the absorption cross-section of trace gas j at wavelength 𝜆.
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In optics, the exponent in Eq 2.3 is called the optical density 𝜏(𝜆):
𝐼 (𝜆)

𝜏(𝜆) = ln ( 0

𝐼(𝜆)

)

(Eq 2.4)

In addition to molecular absorption by trace gases, the intensity of light along an absorption path can also
be reduced by Rayleigh scattering (extinction coefficient R) from air molecules and Mie scattering
(extinction coefficient M) from atmospheric aerosols. Both of these are broadband scattering processes
(Platt and Stutz, 2008). Including scattering, Eq 2.3 becomes:
𝐼(𝜆) = 𝐼0 (𝜆) ∙ exp [−𝐿 ∙ (∑𝑗 (𝜎𝑗 (𝜆) ∙ 𝑐𝑗 ) + 𝜀𝑅 (𝜆) + 𝜀𝑀 (𝜆))]

(Eq 2.5)

DOAS relies on the fact that absorption by Rayleigh and Mie scattering varies smoothly with 𝜆, while
absorption by trace gases varies strongly with wavelength. This allows the total trace gas absorption cross
section 𝜎(𝜆) to be split into a differential part 𝜎 ′ (𝜆) that varies rapidly with wavelength (narrowband
components) and a continuous part 𝜎𝐵 (𝜆) that is consistent, or slowly varying (broadband components),
within the window being analysed (Platt et al., 2009):
𝜎(𝜆) = 𝜎𝑗′ (𝜆) + 𝜎𝑗𝐵 (𝜆)

(Eq 2.6)

A schematic, showing the ozone cross section being split into both parts is provided in Figure 2.2. With
this, Eq 2.5 can now be written as:
𝐼(𝜆) = 𝐼0 (𝜆) ∙ exp [−𝐿 ∙ (∑𝑗 (𝜎𝑗𝐵 (𝜆) ∙ 𝑐𝑗 ) + 𝜀𝑅 (𝜆) + 𝜀𝑀 (𝜆))]
∙ exp[−𝐿 ∙ ∑𝑗 (𝜎𝑗′ (𝜆) ∙ 𝑐𝑗 )]

(Eq 2.7)

Figure 2.2: Schematic showing the basic DOAS principle. Absorption cross-sections can be separated into broadband
parts (𝐼0′ and 𝜎𝐵 ) and narrowband parts (𝜏 ′ and 𝜎 ′ ). Adapted from Platt and Stutz (2008).

The optical density (𝜏) can also be split into narrowband 𝜏(𝜆)′ and broadband 𝜏(𝜆)𝐵 components, which
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vary rapidly with wavelength and slowly with wavelength (Platt, 1994; Plat and Stutz, 2008). These can be
expressed as:
𝜏(𝜆)′ = 𝐿 ∙ ∑𝑗 (𝜎𝑗′ (𝜆) ∙ 𝑐𝑗 ) and

(Eq 2.8)

𝜏(𝜆)𝐵 = 𝐿 ∙ (∑𝑗 (𝜎𝑗𝐵 (𝜆) ∙ 𝑐𝑗 ) + 𝜀𝑅 (𝜆) + 𝜀𝑀 (𝜆))

(Eq 2.9)

Combining Eq 2.7 with Eq 2.8 and Eq 2.9 allows 𝜏(𝜆) to be written as:
𝐼 (𝜆)

𝜏(𝜆) [= ln ( 0

𝐼(𝜆)

)] = 𝜏(𝜆)′ + 𝜏(𝜆)𝐵

(Eq 2.10)

Narrowband components include absorption by trace gases, Fraunhofer structure in the solar spectrum (a
solar spectrum typically under conditions with little absorption from trace gases) and the so-called Ring
effect (the shifting of the solar spectrum by inelastic scattering) (Plat and Stutz, 2008). Broadband
components are largely caused by Mie and Rayleigh scattering, although some trace gas cross sections also
have a broadband component in addition to narrowband components (Kern et al., 2018). DOAS eliminates
the contributions that vary slowly with wavelength by using a modified version of the Beer-Lambert law
that relies on the differential part, using the initial radiation intensity 𝐼0′ and absorption cross section 𝜎 ′
(Honninger et al., 2004). Note that the broadband component that causes the slow changes (molecular or
aerosol scattering) is not analysed.

2.1.3

MAX-DOAS

MAX-DOAS is a specific implementation of DOAS techniques which does not have a well specified light
path length (L). This section outlines the fundamentals of MAX-DOAS, the technique used to retrieve
observations of BrO in this thesis. For a detailed description of MAX-DOAS see Honniger et al. (2004).
To obtain increased information about the vertical distribution of aerosols and trace gases, multiple viewing
angles can be utilised via a technique known as Multi-AXis Differential Optical Absorption Spectroscopy
(MAX-DOAS) (Wagner et al., 2004; Honniger et al., 2004 ). The MAX-DOAS technique works by
recording the absorption signal of scattered sunlight in the UV-Vis wavelengths along multiple elevation
angles. At each elevation angle, the strength of the absorption signal depends on the concentration of
absorbers (aerosols and trace gases), their vertical distribution in the atmosphere and the length of the light
path (Bösch et al., 2018). For MAX-DOAS, I0 is defined as the zenith (90) measurement. Figure 2.3
provides a schematic of the observation geometry of MAX-DOAS.
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Figure 2.3: Schematic of the observation geometry of MAX-DOAS. Showing the elevation angle () and
solar zenith angle () relative to the instrument and the sun.
The primary result of using the modified DOAS Beer-Lambert Law is the differential slant column density
(S), the integrated trace gas concentration along a given light path relative to the amount in the path of the
zenith spectrum (Frieβ et al., 2011; Wagner et al., 2004), which is given by:
𝑆𝑗 = ∫ 𝑐𝑗 (𝐿) 𝑑𝐿 − ∫ 𝑐𝑗 (𝑧𝑒𝑛𝑖𝑡ℎ) 𝑑𝐿

(Eq 2.11)

The result is that the slant column density for each molecule (𝑆𝑗 ) can be substituted into Eq 2.7 such that:
𝜏(𝜆) = ∑𝑗 𝜎𝑗 (𝜆) ∙ 𝑆𝑗

(Eq 2.12)

Thus, the slant column densities of each individual absorber (trace gas) can be estimated by solving the
resulting equation:
𝑆𝑗 =

𝜏𝑗 (𝜆)

𝜏𝑗′ (𝜆)

𝜎𝑗

𝜎𝑗

=
(𝜆)

′ (𝜆) =

𝐿∙∑𝑗 𝜎𝑗′ (𝜆)∙𝑐𝑗

(Eq 2.13)

𝜎𝑗′ (𝜆)

Slant column densities are dependent upon the observation angle and the current meteorological conditions
(e.g., clear sky or cloudy, raining or dry) as these change the scattering path through the atmosphere (Luo
et al., 2018). They can be hard to interpret given the changing light paths and are therefore usually converted
to a vertical column density which provide an estimate of trace gas concentrations as a function of height
in the atmosphere. Vertical column densities are easier to interpret and compare to models (Frieβ et al.,
2011; Honninger et al., 2004; Platt, 2000). The radiative transfer model SCIATRAN is used to convert
dSCDs into VCDs in this thesis and is described further in Section 2.4.1.
The majority of sunlight is scattered in the lower troposphere, but all elevation angles, including the zenith
spectrum, contain absorption features due to stratospheric and upper tropospheric trace gases. As the
stratospheric absorption component is common to all elevation angles it can thus be separated from the
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tropospheric component (Frieß et al., 2011; Peterson et al., 2015; Tian et al., 2019). At low elevation angles,
the length of the light path through the lower troposphere is significantly longer relative to high elevation
angles and this increases the sensitivity for absorbers in the lower atmospheric layers. At higher elevation
angles, in particular the zenith, the light path has travelled a relatively short distance through the
troposphere, and this places a greater emphasis on absorbers in the stratosphere (Honninger and Platt, 2002;
Wagner et al., 2007a). The influence of stratospheric absorbers can be mostly cancelled out by ratioing the
spectra obtained from low elevation angles against spectra obtained from high elevation angles (Plat and
Stutz, 2008).
HEIPRO converts dSCDs to VCDs through the use of an inversion algorithm. Inversion algorithms aim to
find a solution for the trace gas vertical profile (x) by using a number of iterations to minimise the difference
between the modelled and measured trace gas dSCD (y) (Haley et al., 2004). The optimal estimation method
uses Bayesian statistics to determine the most probable a posteriori solution (𝑥̂) based on the measurements
(y) and a priori (𝑥𝑎 ) information (Rodgers, 2000). This is quantified by minimising the cost function (𝑋 2 ):
𝑇

𝑋 2 (𝑥) = (𝑦 − 𝐹(𝑥, 𝑏)) 𝑆𝜖−1 (𝑦 − 𝐹(𝑥, 𝑏)) + (𝑥 − 𝑥𝑎 )𝑇 𝑆𝑎−1 (𝑥 − 𝑥𝑎 )

(Eq 2.14)

where:
•

𝐹(𝑥, 𝑏) represents the forward function (or radiative transfer model);

•

𝑦 is the measurement vector, in this case the trace gas dSCDs;

•

𝑥 is the atmospheric state, in this case the trace gas vertical profile;

•

𝑏 is a vector representing additional forward model parameters. These include meteorological
parameters (e.g., temperature and pressure) and aerosol single scattering albedo;

•

𝑥𝑎 is a priori information on the atmospheric state that is used to constrain the inversion algorithm;
and

•

𝑆𝜖

and 𝑆𝑎 are the diagonal measurement covariance matrices that represent errors in the

measurement and a priori state respectively.
Once 𝑋 2 has been minimised, the vertical resolution of the retrieved trace gas profile can be approximated
to the true atmospheric profile by the averaging kernel matrix (A):
𝐴=

𝛿𝑥̂

(Eq 2.15)

𝛿𝑥

Where A represents the sensitivity of the retrieved profile (𝑥̂) to the true atmospheric state (x). Therefore,
the retrieved profile (𝑥̂) is the true profile smoothed by A:
𝑥̂ = 𝑥𝑎 + 𝐴(𝑥 − 𝑥𝑎 )

(Eq 2.16)

The specific steps that were undertaken in this thesis to convert the raw MAX-DOAS spectra into VCDs of
BrO are detailed further in Section 2.4.1.

2.1.3.1 Advantages and disadvantages of MAX-DOAS
The main advantages of MAX-DOAS in comparison to other measurement techniques include: (i) a high
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sensitivity for the lower atmosphere (about one order of magnitude more sensitive relative to satellite based
DOAS); (ii) it’s not affected by continuous (broadband) extinction resulting from aerosols and molecules;
(iii) sensitivity hardly decreases for large solar zenith angles; (iv) O4 absorption (see Section 2.4.1.3) can
be used to quantify Mie scattering and aerosols; and (v) the technique is relatively cheap and has a low
power consumption (Bösch et al., 2018; Honninger et al. 2004; Platt, 2000; Wagner et al., 2007b).
The main disadvantages of MAX-DOAS include complex and multi-step data processing techniques to
generate vertical profile information, uncertainties associated with and a bias towards the assumed a priori
parameters and the forward model which can introduce measurement errors (Peterson et al., 2015; Ryan et
al., 2018). Bösch et al. (2018) explain that errors associated with MAX-DOAS retrievals can be separated
into three types:
1) Smoothing errors: these are statistical errors associated with the averaging kernel and identity
matrix (see Section 2.4.1) that are used to provide a smoothed estimate of the true state of the
atmosphere;
2) Forward model errors: these are errors related to assumptions in the forward model. They are hard
to quantify without knowledge of the true state of the atmosphere. For example, HEIPRO, which
uses the radiative transfer model SCIATRAN, typically assumes cloud-free conditions because
clouds increase atmospheric scattering which is difficult to model (Ryan, 2020); and
3) Retrieval noise: these are errors associated with the retrieved profile due to errors introduced
through the retrieval settings. For example, the absorption cross sections of different molecules
invariably overlap; therefore, the wavelength interval chosen to retrieve a species of interest can
be affected by unfitted absorption features from different species.

2.2 Ship based measurement platform
The Aurora Australis is the Australian Antarctic Division’s flagship icebreaker. Launched in September
1989, the ship is 94.9 m long, equipped with onboard laboratories for biological, oceanography and
meteorological observations and capable of breaking sea ice up to 1.23 m thick (AAD, 2010). The Aurora
Australis regularly sails across the Southern Ocean to resupply the Australian research stations of Davis,
Casey and Mawson located on the coast of east Antarctica. There was also 4 th resupply voyage to Macquarie
Island, but this didn’t sail far enough south to be of relevance to this thesis.
The Chemical and Mesoscale Mechanisms of Polar Cell Aerosol Nucleation (CAMMPCAN) campaign
used six of the resupply voyages as an opportunity to investigate the sources and properties of aerosols over
the Southern Ocean. The voyages, which occurred between 29 October 2017 and 1 March 2019, are detailed
in Table 2.1. In addition to investigating aerosols, there were a suite of other atmospheric composition
measurements. Of most relevance to this thesis were the spectral measurements acquired with MAX-DOAS
that make it possible to observe concentrations of tropospheric trace gases. A Tekran® 2537A ambient
mercury analyser which was deployed for observations of Hg 0, cation exchange membrane (CEM) filters
for collecting concentrations of reactive mercury (RM) (see Section 2.3.5) and an ozone monitor. The
MAX-DOAS instrument, along with the inlets for the Tekran ® 2537A, CEM filters and ozone monitor,
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were situated on the port side of the monkey (top) deck of the Aurora Australis, approximately 18 m above
sea level. Meteorological measurements were acquired from the ship’s two meteorological stations, located
on the port and starboards sides of the ship’s mast at approximately 30 m above sea level. Locations are
shown in Figure 2.4. More details of the measurements are described in Section 2.3 below.

Figure 2.4: Schematic of the Aurora Australis showing the locations of (A) MAX-DOAS, (B) inlets for the CEM filters and
Tekran® 2537A, (C) meteorological stations, and (D) ozone inlets.

Although this thesis primarily uses observations from the CAMMPCAN campaign, additional observations
of BrO and Hg0 from the Sea Ice Physics and Ecosystem eXperiment (SIPEXII) campaign in 2012 are
included in Chapter 3, and so the campaign is discussed briefly here. SIPEXII was a marine science voyage
aboard the Aurora Australis which aimed at studying biological and atmospheric processes in the sea ice
off the coast of east Antarctica between 14 September and 11 November 2012. During SIPEXII, MAXDOAS, the inlet for the Tekran® 2537A, meteorological stations and ozone inlets were located in the same
positions as during CAMMPCAN (see Figure 2.4). SIPEXII did not include CEM filters for measuring
RM.
Taken together, the CAMMPCAN and SIPEXII campaigns provide observations of BrO and mercury (Hg 0
and RM) across three seasons: spring (September, October, November), summer (December, January,
February), and autumn (March). Detailed in Table 2.1.
Table 2.1: Summary of dates, destination and equipment deployed during the CAMMPCAN and SIPEXII campaigns.

Campaign

Voyage dates

Destination

Voyage length (days)

SIPEXII

14 Sep – 11 Nov 2012

Sea ice zone

59

CAMMPCAN

V1

29 Oct – 3 Dec 2017

Davis

36

V2

13 Dec 2017 – 11 Jan 2018

Casey

30

V3

16 Jan – 6 Mar 2018

(2017-18)

Mawson
50
Davis
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CAMMPCAN

V1

25 Oct – 28 Nov 2018

Davis

35

V2

6 Dec 2018 – 7 Jan 2019

Casey

33

V3

13 Jan – 1 Mar 2019

(2018-19)

Mawson
48
Davis

2.3 Atmospheric measurements
2.3.1

Meteorological and underway ship data

The Aurora Australis has approximately 50 onboard sensors that collect data on meteorological, marine and
the ship’s navigational conditions on average every 10 seconds. These data are collected for each voyage
and are known as the underway dataset. This thesis makes use of the underway datasets collected during
voyage marine science (SIPEXII) 2012/13 season, voyages 1-3 2017/18 season, and voyages 1-3 2018/19
season. Full lists of the parameters collected for each dataset are described in Reeve (2013), Symons
(2018a-d) and Symons (2019a-d). The parameters relevant to this thesis, including the data type and sensor
location, are detailed in Table 2.2.
Meteorological measurements of wind speed and wind direction are made from two wind anemometers
located on separate masts (on the ship’s port and starboard sides), that protrude above the monkey deck at
a height of approximately 30 m ASL. Having two masts ensures that at least one set of instruments is
gathering accurate measurements when the other is being sheltered by the ship’s structure. The other
meteorological parameters (air temperature, relative humidity and solar radiation) were measured on the
monkey deck at a height of approximately 18.5m ASL.
Table 2.2: List of underway parameters relevant to this thesis.

Underway parameter

Data type

Sensor location

Time stamp

Navigational

N/A

Latitude ()

Navigational

N/A

Longitude ()

Navigational

N/A

Air temperature (C)

Meteorological

Mast (port and starboard) at 18.5m ASL.

Relative humidity (%)

Meteorological

Mast (port and starboard) at 18.5m ASL.

Solar radiation (W/m2)

Meteorological

Mast (port and starboard) at 18.5m ASL.

Wind direction ()

Meteorological

Mast (port and starboard) at 30m ASL.

Wind speed (m/s)

Meteorological

Mast (port and starboard) at 30m ASL.
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Atmospheric pressure (hPa)

Meteorological

Mast (port and starboard) at 30m ASL.

Sea water temperature (C )

Marine

Port side seawater intake

Chlorophyll in sea water (g/l)

Marine

Port side seawater intake

Sea water salinity (ppt)

Marine

Port side seawater intake

Note: all sensor heights are approximate and depend upon the ship’s draft.

2.3.2

MAX-DOAS spectroscopic measurements

VCDs of BrO for the lowest 4 km of the troposphere were obtained using MAX-DOAS. This section
describes the set-up for the MAX-DOAS instrument used in this thesis. The theory behind the MAX-DOAS
technique is detailed in Section 2.1. The retrieval methodology used to obtain BrO VCDs is detailed in
Section 2.4.1.
The MAX-DOAS instrument used in this study is owned by the University of Melbourne and was built by
the Environmental Measurement Systems company (EnvisMeS) in Heidelberg, Germany (Ryan, 2017). A
schematic of the instrument setup for MAX-DOAS is represented in Figure 2.5, with the spectrometer box
and telescope shown in Figure 2.6. It consists of a telescope controlled by a stepper motor that adjusts the
viewing angle, typically from 0 (horizon) to 90 (zenith), thus allowing the telescope to receive direct and
scattered sunlight at multiple elevation and azimuth angles. The received sunlight is then conducted through
optical fibres to two spectrometers contained in a temperature-stabilised spectrometer box. The first
spectrometer covers wavelengths in the UV region (295 to 450 nm) with 0.6 nm resolution and the second
spectrometer covers wavelengths in the visible range (430 to 565 nm) with 0.6 nm resolution. The control
unit commands the elevation angle of the telescope and transports the recorded spectra to the PC where
they are logged (Clemer et al., 2010; Luo et al., 2018).

Figure 2.5: Schematic of the instrument setup for MAX-DOAS.
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Figure 2.6: The MAX-DOAS spectrometer box (top) and telescope (bottom) (Ryan, 2017).

The MAX-DOAS instruments were controlled using the data collection software MS-DOAS. MS-DOAS
controls the instrument and facilitates communication between the spectrometer box and telescope (shown
in Figure 2.5). It was used to program measurement sequences that control the elevation angle, azimuth
directions, spectral integration times and calibration times (Ryan, 2017). For the data used in this thesis,
spectra were collected on a repeating program at elevation angles of -3, -2, -1, 1, 2, 3, 5, 10, 20,
40, 90 (zenith) relative to the horizon (see Figure 2.3). The program took about 20 minutes to collect
spectra across each of the elevation angles. The majority of information regarding the lowermost 500 m of
the troposphere is provided by the angles up to 5. The angles between 10 and 40 provide additional
information about the overlying layers up to ~4 km. The zenith (90) viewing angle provides the reference
viewing angle for use during data processing (Hay, 2011). At each elevation angle, ten scans were used to
collect spectra at a sampling frequency of 1 Hz before the instrument moved to the next elevation angle
(Ryan, 2017). As the instrument was deployed on a moving ship, the elevation angles needed to be filtered
for the influence of the ship’s roll. This was done by recording the elevation angle at the start (EA start) and
end (EAend) of each scan. If abs(EAstart - EAend) > 0.5, then the instrument was unable to compensate for the
ship’s roll and introduced errors to the retrieved spectra. Under these circumstances the scans were rejected
and replaced with a NaN (not a number) value. The ship’s roll was particularly a problem when the Aurora
Australis was crossing the Southern Ocean because of the heavy seas (Ryan, 2019).

2.3.3

Gaseous elemental mercury

In-situ measurements of gaseous elemental mercury (Hg 0) were made using a Tekran® 2537A ambient
mercury analyser. The analyser operates at 5-minute time resolution with a 1.0 L/min airflow rate. A Teflon
filter and soda lime trap were used prior to the detector to scrub reactive mercury, acid and organic aerosols.
The scrubbed air was then passed over one of two gold cartridges (traps). While one trap captured Hg0, the
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other was heated to 500°C which thermally desorbs the Hg 0 into an inert carrier gas (Argon) that carries it
for analysis via cold vapor atomic florescence spectrometry (CVAFS) at 253.7 nm (Steffen et al., 2012).
The principle of CVAFS detection relies on the physical property of Hg atoms to emit photons of light (or
fluoresce) when exposed to UV radiation at a wavelength of 253.7 nm. The photo multiplier tube detector
of the Tekran® 2537A then measures the voltage signal which is generated as the fluoresced photons impact
the photo multiplier tube, with the measured voltage relative to the Hg 0 concentration (Angot et al., 2014;
Miller 2021). The detection limit for Hg 0 measurements using the Tekran® 2537A is 0.10 ng/m3 (Tekran,
2011). Slemr et al. (2015) state that, based on experimental evidence, the average uncertainty for Hg 0
measurements using the Tekran® 2537A is ~10% but warn that this can increase to 20% in extreme cases.
Prior to the departure of each voyage, calibrations of the instrument were performed following the
recommendations and directives of the standard operational procedure developed by the Global Mercury
Observation System project (GMOS, 2016). In addition, the Tekran ® 2537A performs auto-calibrations
every 25 to 72 hours using an internal mercury permeation source. The accuracy of this permeation source
was checked prior to the departure of each voyage against manual injections using a Tekran ® 2505 mercury
vapor calibration unit. Previous studies have suggested that the ship’s exhaust does not affect on-board
measurements of Hg0 (Soerensen et al., 2010; Sommar et al., 2010; Nerentorp et al., 2016; Miller, 2021).

2.3.4

Reactive mercury

In-situ measurements of reactive mercury (RM), the combination of gaseous oxidised mercury (HgII) and
particulate bound mercury (HgP) were obtained using a CEM filter system. The system, which uses replicate
pairs of CEM filters inside a 47mm Teflon filter housing, has been used in a number of studies to gather
measurements of RM (Huang et al., 2013; Huang and Gustin, 2015; Gustin et al., 2016; Huang et al., 2017;
Pierce and Gustin, 2017; Miller et al., 2021). CEM filters have the benefits of being cheap, requiring
minimal labour (~1 hour every 2 weeks) to deploy/collect the filters and operating anywhere that can
provide the minimum power to operate the air flow pumps (Huang et al., 2013; Huang and Gustin, 2015;
and Miller, 2021). The main disadvantage of CEM filters relates to the sampling frequency, which due to
the low atmospheric concentration of RM, typically requires a one- to two-week resolution for sufficient
concentrations to be collected and detected during analysis (Miller et al., 2021).
For the CAMMPCAN campaign the CEM filter system was deployed on the port-side of the monkey deck
of the Aurora (see Figure 2.4). The sampling set-up (see Figure 2.7) consists of replicate paired CEM
filters inside a 47mm Teflon filter housing with a controlled airflow rate of 1.0 L/min. The first filter is the
primary collection surface, while the second is used to capture any breakthrough of RM should the first
filter be damaged (Huang et al., 2017). Breakthrough is the amount of Hg recovered from the second filter
as a percentage of the total Hg contained on both filters. Breakthrough is affected by the wetness of the
CEM material, with typically higher breakthrough for wet than dry material (Miller, 2018). The airflow on
each line was recorded at the beginning and end of the sample period (typically two weeks) and used to
calculate the total sample volume. Following the sampling period, the CEM filters were transferred to 50
mL Falcon tubes and stored in a freezer at -22C until laboratory analysis could be undertaken at a later
date (see Section 2.4.3).
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Figure 2.7: (left) protected CEM filter inlets on the Aurora Australis; (right) general CEM filter sampling set-up (Miller,
2021).

2.3.5

Ozone measurements

Measurements of O3 concentration (in ppbv) were used to help with the interpretation of the BrO data in
Chapter 3 and Chapter 4. These measurements were made from the port side of the monkey deck (see
Figure 2.4) at one-minute time resolution throughout the CAMMPCAN campaign. For the 2017-18
voyages, O3 measurements were made using a dual absorption cell ultraviolet ozone monitor run by the
U.S. Department of Energy’s Atmospheric Radiation Measurement (ARM) facility as part of its MARCUS
(Measurements of Aerosols, Radiation, and Clouds over the Southern Ocean) campaign (ARM, 2019). For
the 2018-19 voyages, O3 measurements were made using a commercial ThermoFisher O 3 monitor which
was situated inside the AIRBOX (Atmospheric Integrated Research facility for Boundaries and Oxidative
eXperiments) mobile laboratory (AIRBOX, 2019). The exhaust from the Aurora Australis contains high
concentrations of NOx which readily depletes O3 from the air. Since O3 concentrations were used to help
interpret the BrO data it was necessary to filter the raw O 3 data for the effects of NOx found in the ship’s
exhaust.

2.4

Analysis of atmospheric measurements

This section details the analytical methods performed to obtain the datasets used in Chapters 3, 4 and 5.

2.4.1

Bromine Monoxide

2.4.1.1 Spectral Analysis
Spectral analysis was used to convert the raw MAX-DOAS spectra into dSCD of trace gases. This was
carried out using the QDOAS software package (version 2.108) developed by the Royal Belgian Institute
for Space Aeronomy (BIRA-IASB, 2020). QDOAS allows for the analysis of measured spectra via the
DOAS technique (which is detailed in Section 2.1.2). The configuration that was used in QDOAS for the
analysis of spectra in the UV range (which includes BrO) is listed in Table 2.3.
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Table 2.3: QDOAS configuration, including the standard cross sections and DOAS settings used for the analysis of
spectra in the UV range (Ryan, 2020).

DOAS parameter

Setting

Reference

O3 cross section (223 and 243 K)

Pre-orthogonal

Serdyuchenko et al. (2014)

NO2 cross section (298 K)

-

Vandaele et al. (1998)

O4 cross section (293 K)

-

Thalman and Volkamer (2013)

HCHO cross section (297 K)

-

Meller and Moortgat (2000)

BrO cross section (223 K)

-

Fleischmann et al. (2004)

HONO cross section (296 K)

-

Stutz et al. (2000)

Ring effect (293 K and 250K)

Calculation in QDOAS

Grainger and Ring (1962)

th

DOAS polynomial

5 order

-

Offset term

2nd order

-

Wavelength calibration

Reference only

-

Wavelength range

320-460 nm

-

Wavelength bins

20

-

Cross section convolution

Offline

-

DOAS reference

Sequential

-

Shift

Ref and spec, all cross sections

-

In addition to the QDOAS configuration detailed above the other key parameter is the wavelength interval
chosen for the molecules of interest. The absorption cross sections for the different molecules invariably
have some overlap (see Figure 2.1). Choosing a wavelength interval therefore involves a trade-off between
maximising the wavelength range for the molecule of interest and minimising the interference from other
molecules (Ryan et al., 2018). The molecules that were important for this thesis and their chosen fitting
windows were O4 at 338-370 nm, BrO at 336-357 nm and NO2 at 338-370 nm (Ryan, 2019).
The result of the spectral analysis in QDOAS is the production of dSCD which denote the difference
between the slant column densities of trace gases at an elevation angle () and the zenith (90) (Frieß et al.,
2004). For further details see Section 2.1.3.

2.4.1.2 Retrieval of vertical profiles from dSCDs
For the MAX-DOAS dSCDs used in this thesis, the Heidelberg profile (HEIPRO) algorithm, developed by
the Institute of Environmental Physics at Heidelberg University, Germany, was used to the dSCDs into
VCDs (Frieß et al., 2006; Frieß et al., 2011). HEIPRO uses an inversion algorithm based on the optimal
estimation method (Rodgers, 2000), with SCIATRAN used as the radiative transfer model (Rozanov et al.,
2005; Rozanov et al., 2014).
The HEIRPO retrieval of BrO (and other trace gas) VCDs from dSCD measurements involved two steps:
1) First, estimates of the aerosol vertical extinction profile were needed to constrain the light path.
This was done by applying the HEIPRO algorithm to dSCD measurements of O 4 (the O2 collisional
dimer) (Simpson et al., 2017). O4 has a well-defined vertical profile and numerous absorption
bands observable in the UV-Vis wavelengths that make it easy to detect (Wagner et al., 2004).
This is due to the O4 concentration being proportional to the square of the air density and therefore
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decreasing exponentially with atmospheric height (Frieß et al., 2006). dSCD values of O 4 are
strongly dependent on atmospheric visibility and light scattering. The presence of aerosols changes
the average observation path through the atmosphere. Under clear atmospheric conditions,
radiation scattering is predominantly due to Rayleigh scattering from molecules (trace gases) and
results in the average scattering point being at a distance from the observation point. The result is
that the O4 dSCDs concentrations are highest under the longest path lengths, which occur at the
lowest elevation angles (Hay, 2011). A high aerosol loading increases the amount of radiation
scattering, which results in the average scattering point being closer to the observation point. This
in turn creates a shorter path length and reduces the O4 retrieval amount (Wagner et al., 2004). The
modelled values of O4 from HEIPRO were compared to the measured values of O4 from the dSCDs
to estimate the aerosol vertical extinction profile and hence the average scattering path through the
atmosphere.
2) Once the aerosol vertical extinction profile had been estimated the average light path through the
atmosphere was known. Applying the absorption features of BrO to this light path then allows us
to estimate the BrO VCD. This was done by using the aerosol vertical extinction profile as an input
to HEIPRO, along with an estimate of the BrO a priori profile and the measured BrO dSCDs.
HEIPRO then uses the optimal estimation method (see Section 2.4.1) over a number of iterations
to give a best fit to BrO dSCDs measurements and retrieve the BrO VCD (Peterson et al., 2015).
HEIPRO provides the BrO vertical distribution as a BrO volume mixing ratio (VMR) at 0.2 km intervals
up to a maximum altitude of 4 km ASL. HEIPRO also provides the BrO surface number density in
molecules/cm3 and BrO total column VCD in molecules/cm2.

2.4.2

Gaseous elemental mercury

2.4.2.1 Data acquisition
Raw Hg0 data from the Tekran© 2537A (see Section 2.3.3) acquired during the ship-based campaigns was
provided by Dr Grant Edwards (SIPEXII and PCAN) and Anthony Morrison (CAMMPCAN) from
Macquarie University.
Additional processed Hg0 data for Antarctic stations, that had undergone quality assurance and quality
control (QA/QC), was provided by Dr Hélène Angot from the University of Colorado (UOC) and from
ship-based campaigns by Dr Michelle Nerentorp from IVL Swedish Environmental Research Institute.
Further details are provided in Table 2.4.
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Table 2.4: Hg0 data providers and state of data.

Campaign / site

Dates

State of data

SIPEXII

2012

Raw

CAMMPCAN

2017 – 2019

Raw

PCAN

2017

Raw

ANTXXIX/6-7

2013

Processed

OSO10/11

2010 – 2011

Processed

Dumont
d’Urville
Dome
Concordia

2012 – 2015

Processed

2012 – 2013

Processed

McMurdo

2003

Processed

Troll

2011 – 2015

Processed

Data provider

Dr Grant Edwards
(Macquarie University)
Anthony Morrison
(Macquarie University)
Dr Grant Edwards
(Macquarie University)
Michelle Nerentorp
(IVL Swedish Environmental
Research Institute)
Michelle Nerentorp
(IVL Swedish Environmental
Research Institute)
Hélène Angot
(University of Colorado)
Hélène Angot
(University of Colorado)
Hélène Angot
(University of Colorado)
Hélène Angot
(University of Colorado)

2.4.2.2 Quality assurance and quality control of data
A script to QA/QC the raw Tekran® 2537A Hg0 data was provided by Dr Katrina MacSween from
Macquarie University. This original script, which was written in the MATLAB programming language,
was converted to Python, and the outputs from both MATLAB and Python versions were tested to ensure
that the same QA/QC results were achieved.
The QA/QC script is based on procedures and protocols derived for the Global Mercury Observation
System (GMOS) sites (Sprovieri et al., 2016). The script applies a number of filters to the raw Hg 0 data to
remove any values that do not meet the control conditions. A summary of the filters used in the Python
QA/QC script is provided in Table 2.5.
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Table 2.5: Filters used in the Python QA/QC script for the raw Tekran ® 2537A Hg0 data.

Filter no:

1
2

Description

Pass1 = np.where([i == 'CONT'
for i in typecol])[0]
Pass2 = np.where([(i == 'OK') or
(i == 'OKF') for i in statcol])[0]

Remove anything but continuous
data type from the ‘Type’ column.
Remove anything but OK and OKF
data from the ‘Stat’ column.
Remove any lamp baseline voltage
violation data that are greater than or
equal to 0.26 V from the ‘Bl’
column.
Remove any lamp baseline voltage
violation data that are less than or
equal to 0.085 V from the ‘Bl’
column.

3

Pass3 = np.where([i <= 0.26 for
i in blcol])[0] # (Bl > 0.26)

4

Pass4 = np.where([i >= 0.085
for i in blcol])[0] # (Bl < 0.085)

5

6

2.4.3

Conditions in Python

Pass5 = []
if x_flag == 0:
Pass5 = np.where([i <= 0.1
for i in bldevcol])[0] # (BlDev >
0.1)
else: # if x_flag == 1
Pass5 = np.where([i <= 100
for i in bldevcol])[0] # (BlDev >
100)
Pass6 = np.where([i == 0 for i in
logcol])[0]

Remove any lamp baseline deviation
violation data that are greater than
0.1 V from the ‘BlDev’ column.
(x_flag determines if the data was
recorded using a Tekran® 2537A or
2537X unit).
Remove any logged data from the
‘Log’ column.

Reactive mercury

2.4.3.1 Preparation for laboratory analysis
In preparation for analysis of reactive mercury on CEM filters (see Figure 2.8), 50 mL of 1% hydrogen
chloride (HCl) was added to the Falcon tubes (which contained the CEM filters) followed by 3 mL of
bromine monochloride (BrCl). The CEM filters were then digested in this solution for a minimum of 12
hours to ensure the complete oxidation of all reactive mercury compounds to the Hg II(aq) form.
Hydroxylamine (NH2OH) and stannous chloride (SnCl2) solutions were prepared and purged with argon to
remove any residual Hg contamination. Each Falcon tube then had 0.125 mL of NH 2OH added to neutralise
the BrCl, stopping the filter digestion and preventing the adsorption of additional Hg compounds from the
atmosphere that would contaminate the samples. A 24.75 mL aliquot of the sample solution was then
transferred from the Falcon tube to a 40 mL I-ChemTM glass vial, followed by the addition of 0.25 mL of
SnCl2 to reduce the HgII(aq) to the volatile Hg0 form.
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Figure 2.8: Preparation for analysis: (left) CEM filter samples (Falcon tubes) digesting in BrCl and I-Chem vials ready
for analysis; (right) SnCl2 and NH2OH being purged with argon to remove any residual Hg contamination.

2.4.2.1.

Analysis procedure

The samples (along with the calibration blanks, Hg standards, reverse osmosis (RO) water, SnCl2 and
NH2OH) were loaded onto an auto sampler attached to a Tekran ® 2600-IVS system (see Figure 2.9). The
calibration blanks and Hg standards were used to calibrate the Tekran-2600, while the RO water, SnCl2 and
NH2OH were tested to verify the extent of Hg contamination within the samples.

Figure 2.9: Samples loaded onto the auto sampler attached to the Tekran ® 2600.

For analysis (see Figure 2.10), the auto sampler inserted a probe into the I-Chem vial and bubbled a carrier
gas, argon, through the solution to purge the Hg0. This carrier gas then transported the Hg0 into the Tekran®
2600 system, where it was amalgamated onto the gold traps (sampling and analytical cartridges). The Hg 0
was then thermally desorbed from the gold traps and the concentration measured in the detector via cold
vapor atomic fluorescence spectrometry. CEM sample blanks were also run to identify the Hg
contamination on unused filters.
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Figure 2.10: Schematic of the Tekran® 2600-IVS system (Tekran, 2019).

2.4.3.2 Quality assurance and control of the raw data
The raw data output from the Tekran® 2600 provides the concentration of Hg from each sample in parts per
trillion (ppt). This was then corrected for contamination by subtracting the Hg concentration from the RO
water and CEM sample blanks. The concentration in ppt was then used to calculate the total Hg volume on
the CEM filter in ng. This was divided by the air flow volume in m 3 for each sample to arrive at an integrated
RM concentration in pg/m3. For each sampling period, a replicate filter pair was deployed and analysed to
check for measurement accuracy.

2.5 Additional datasets used in this thesis
2.5.1

Satellite observations of sea ice cover

2.5.1.1 Passive microwave remote sensing of sea ice concentrations
Satellite observations of sea ice cover were acquired from the National Snow and Ice Data Centre (NSIDC)
at NASA. The following datasets were used: Near-Real-Time NOAA/NSIDC Climate Data Record of
Passive Microwave Sea Ice Concentration, Version (Meier et al., 2017a) for October to December 2017
and NOAA/NSIDC Climate Data Record of Passive Microwave Sea Ice Concentration, Version 3 (Meier et
al., 2017b) for January 2018 to March 2019.
Satellite observations of sea ice concentrations are derived from passive microwave remote sensing of the
brightness temperature (Tb). The Earth’s surface and overlying atmosphere naturally emit microwave
radiation, with the amount of radiation emitted a function of the radiative properties of the emitting body.
This is described by the following equation:
𝑇𝑏 = 𝜀𝑇

(Eq 2.17)

where:
•

T = the physical temperature of the emitting body; and
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•

ε = the emissivity of the body.

The Tb values for water and sea ice are vastly different. Unfrozen water has a low Tb value (~0.4 at 18 GHz)
as its surface is highly reflective of wavelengths in the microwave region. As water freezes it starts to absorb
more microwave radiation with the result that sea ice has a higher Tb value (~0.9 at 18 GHz). The Tb value
is affected by physical properties of the sea ice such as salinity, temperature, crystal structure and snow
cover. As the salinity is vastly different between first-year and multi-year ice, this results in a different Tb
value for the two ice types. Satellite retrievals of Tb values are then used as the input parameter to algorithms
that deduce sea ice concentrations through empirical relationships. These relationships take advantage of
the fact that Tb values tend to consistently cluster around 100% water and 100% sea ice (NOAA, 2018), as
shown in Figure 2.14. The sea ice concentration is then derived from the following equation based on these
two surfaces:
𝑇𝑏 = 𝑇𝐼 𝐶𝐼 + 𝑇𝑂 (1 − 𝐶𝐼)

(Eq 2.18)

Where:
•

TI = the brightness temperature (Tb) value for 100% sea ice;

•

TO = the brightness temperature (Tb) value for 100% water; and

•

CI = the sea ice concentration.

The NSIDC sea ice concentrations datasets are derived from an algorithm that uses Tb from three channels
(19V, 19H and 37V). The methodology is based on two Tb ratios, the polarisation ratio (PR) and the spectral
gradient ratio (GR). Plotting PR against GR shows that Tb tends to cluster in two locations, an open water
(0% sea ice) point and a 100% sea ice point (Figure 2.11). For a more in-depth description please refer to
Peng et al (2013) and NOAA (2018).

Figure 2.11: Plot of GR vs PR with typical Tb clustering’s for 100% sea ice (circled in red) and open water (0% sea ice,
blue star) (NOAA, 2018).
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There are a number of uncertainties associated with the accuracy and precision of satellite observations of
sea ice concentration. Retrievals are affected by a combination of the data quality, algorithm used, and
environmental (physical) factors (NASEM, 2017). Data quality can be affected by the calibration,
resolution and scanning geometry of the satellite sensors. Overall, satellite observations of sea ice
concentration typically have an associated uncertainty of ± 5% (in winter) to ± 15% (in summer) (NASEM,
2017).

2.5.1.2 Retrieval of sea ice concentration timeseries for each voyage
The sea ice concentration datasets from NSIDC are provided on a 25-km polar stereographic projection,
with grid coordinates measured in x-y. At the 25-km projection the grids have a size of 316 (x) by 332 (y)
cells. For the Antarctic, this projection type specifies a grid which is tangent to the Earth at a latitude of 70
south, shown in Figures 2.12 and 2.13. The grid cells do not have an equal area, with the benefit that there
is no distortion in the grid as latitudes increase towards the south pole (NSIDC, 2016b). The polar
stereographic projection is used to minimise the distortion of data within the sea ice zone (NSIDC, 2016b).
Sea ice concentrations are provided for each grid cell and vary from 0% (open ocean) to 100% (full sea ice
cover).
In order to retrieve the sea ice concentration at a given time and location along the ship track for the analysis
in this thesis, the ship’s latitude and longitude (obtained from the underway dataset for each voyage) was
converted into the corresponding x-y grid coordinates relevant to the polar stereographic projection. The
NSIDC website provides a formula for this conversion (NSIDC, 2019b). This formula was adapted into a
Python script (see Appendix 1) which utilised a for-loop so that for each time step (1-minute resolution),
the ship’s latitude and longitude were converted into the x-y grid coordinates and the sea ice concentration
was retrieved from the corresponding grid cell.

Figure 2.12: Antarctic polar stereographic projection (NSIDC, 2016b).
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Figure 2.13: Grid coordinates for the projection (NSIDC, 2016b).

2.5.2

Trajectory modelling

2.5.2.1 Backward trajectory calculation
The HYbrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model (Draxler and Hess, 1998)
is used in Chapters 3 and 5 of this thesis to calculate air mass back trajectories and air mass contact time
with sea ice cover. HYSPLIT is a Lagrangian particle/puff model and is typically used for backward
trajectory analysis to determine the origin of air masses and to establish source-receptor relationships
(NOAA, 2019). The calculation method used by HYSPLIT involves a moving frame of reference that
follows air parcels as they move from their initial location and simulates the influences of advection,
diffusion, and deposition (Rolph et al., 2017; Stein et al., 2015). When run backwards in time, HYSPLIT
uses global observational reanalysis datasets to derive the spatial air mass history on a three-dimensional
grid.
Trajectory analyses were performed by Sean Gribben (CSIRO) using HYSPLIT with the National Center
for Environmental Protection (NCEP)/National Center for Atmospheric Research (NCAR) Reanalysis
datasets. The reanalysis datasets are typically used to nudge HYSPLIT simulations with archived
meteorological observations (NOAA, 2019). Reanalysis data are provided at the global scale with vertical
coordinates based on pressure, a spatial resolution of 2.5 by 2.5 and a temporal resolution of 6 hours
(Rolph et al., 2017). Trajectory analyses were used to investigate source locations for air parcels with and
ascertain how long air masses were in contact with these source regions.
Five-day (120 hour) back trajectories at altitudes of 10m, 100m, 500m and 2000m were calculated by
initialising HYSPLIT at one-hour intervals corresponding to the ship’s average latitude and longitude
during that time period. Uncertainties in the backward trajectories are caused by both numerical truncations
in the calculations and resolution errors due to limited resolution of the reanalysis dataset (Scarchilli et al.,
2011). These uncertainties also increase with the length of the run, so longer runs may not necessarily
contain more information and can potentially be misleading. The reanalysis datasets are calculated from
meteorology observations, which are relatively sparse in the Antarctic region compared to other parts of
the world, which can make it challenging to separate local from regional or even continental-scale changes
(Bromwich et al.., 2007).
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2.5.2.2 Sea ice contact
Calculations of air mass sea ice contact time were performed by Dr Andrew Klekociuk (Australian
Antarctic Division). The output of the HYSPLIT backward trajectories was combined with the satellite
observations of sea ice cover and used to count the number of hours that the air mass came into contact
with sea ice, at 1-hour time steps along the 5-day back trajectory. For this purpose, at each time step (1hour resolution), the latitude and longitude of the back trajectory was matched to the NSIDC sea ice data.
Sea ice contact (designated by a value of one) was identified if the trajectory was located above the sea ice
and below 100 m ASL. The total sea ice contact time for each trajectory was then calculated as the sum of
the hours for which sea ice contact occurred. This provides a measure of the amount of contact between air
masses and the sea ice on a scale from 0 (no sea ice contact) to 120 hours (constant sea ice contact
throughout the five days).

2.5.3

MERRA-2 meteorological variables

MERRA-2 (Modern-Era Retrospective analysis for Research and Applications, Version 2) is a
meteorological reanalysis data product produced by NASA/GMAO (Global Modeling and Assimilation
Office). It spans the satellite observing era from 1979 to the present (Bosilovich et al., 2016). MERRA-2 is
produced with version 5.12.4 of the GEOS (Goddard Earth Observing System) atmospheric model and the
GSI (Gridpoint Statistical Interpolation) scheme and its native resolution is 0.5° x 0.625° x 72 hybrid
sigma/pressure levels (Gelaro et al., 2017).
This thesis makes use of the A1, A3 and I3 meteorological fields from MERRA-2. A1 fields are 2dimensional (2-D) surface fields with 1-hourly time resolution; I3 fields are 3-D pressure, temperature and
humidity fields stored at the midpoint of each vertical level with instantaneous 3-hourly time resolution;
and A3 are 3-D dynamical fields (e.g., winds, relative humidity, detrainment fluxes) stored at the midpoint
of each vertical level with average 3-hourly time resolution. These fields are used extensively in Chapters
4 and 5 of this thesis to compare observations of BrO and Hg0 against the environmental conditions that
drive their variability. The MERRA-2 variables used in Chapters 4 and 5 are discussed in further detail in
Appendix 2 and 3.

2.6 Statistical testing
Welch’s unequal variances t-test (Ruxton, 2006) and a two-sided Kolmogorov-Smirnov (K-S)
nonparametric test (Dimitrova et al., 2020) were used to test for significant differences between the BrO
retrievals and Hg0 concentrations gathered while the ship was anchored at each of the Antarctic stations.
The results of both tests are provided as a p-value. If p < 0.05 then the null hypothesis (that the two
populations being compared are not different) were rejected, and the independent samples were considered
to be statistically different. Conversely, if p > 0.05 then the null hypothesis cannot be rejected and the
independent samples are not considered to be statistically different.

2.6.1

Welch’s unequal variances t-test

Welch’s t-test, or unequal variances t-test (Ruxton, 2006), was used to assess the mean variability in BrO
concentrations and Hg0 concentrations between different Antarctic stations (e.g., Davis and Casey) and
between different years (e.g., Davis 2017-18 and Davis 2018-19).
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Welch’s t-test is a two-sample test used to assess whether two normal distributions (X1 and X2) of unequal
variances and/or samples sizes have equal means. The test measures whether the average (expected) value
differs significantly across the two distributions (Wilcox, 2012).
The Welch’s t-test was undertaken in Python using the SciPy v1.6.1 (SciPy, 2021) function:
t, p =

scipy.stats.ttest_ind(1,2,equal_var=False)

The results of the t-test are provided as the calculated t-statistic and a p-value, both described below.

2.6.1.1 t-statistic:
The t-statistic is calculated as shown in Eq 2.19 (Wilcox, 2012):
𝑡=

𝑋̅1 −𝑋̅2
2

[Eq 2.19]

2

𝑠
𝑠
√ 1+ 2

𝑁1 𝑁2

where:
•

𝑋̅1 and 𝑋̅2

•

𝑠12 and𝑠22 are the sample variance for distributions X1 and X2; and

•

𝑁1 and 𝑁2

are the sample means for distributions X1 and X2;

are the sample size of distributions X1 and X2.

The t-statistic is used to calculate whether the means of distributions X1 and X2 are statistically
distinguishable.

2.6.1.2 p-value:
Once the t-statistic has been determined the p-value can be found using a table of values of the t-distribution.
The p-value is the specific probability that the t-statistic, together with all other possible values of the tstatistic that are as at least unfavourable to the null hypothesis, will occur (according to the null distribution).
Thus, the null hypothesis is rejected if the p-value is less than or equal to the test level and is not rejected
otherwise. It should be noted that the p-value is not the probability that the null hypothesis is true but is the
confidence with which the null hypothesis can be accepted or rejected. Therefore, it is informative to report
the p-value along with whether the null hypothesis can be rejected (Wilks, 2011).
For this thesis, if the p-value was >=0.05 then the independent distributions were considered to be
statistically similar and the null hypothesis could not be rejected at the 95% confidence interval. Conversely,
if the p-value was <0.05 then the independent distributions were considered to be different to one another
and the null hypothesis was rejected.
Wilcox (2012) recommends that: (i) a Bayesian equivalent to the t-test is used to check whether any
conclusions about rejecting the null hypothesis converge with the results of Welch’s t-test; and/or (ii) a
nonparametric test is also used if there are doubts that the data are normally distributed. Therefore, the
results of the Welch’s t-test were checked against results from a two-sided Kolmogorov-Smirnov (K-S)
nonparametric test.

2.6.2

Kolmogorov-Smirnov test

The two-sided K-S nonparametric test compares the cumulative distributions of two datasets to determine
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if they differ significantly (Dimitrova et al., 2020). It therefore provides an aid to check the results of the
Welch’s t-test. It is defined as shown in Eq 2.20:
𝐷𝑛,𝑚 = 𝑠𝑢𝑝
|𝐹1,𝑛 (𝑥) − 𝐹2,𝑚 (𝑥)|
𝑥

[Eq 2.20]

where:
•

D is the D-statistic, the maximum difference between two cumulative distributions;

•

n and m are the sizes for the first and second samples respectively;

•

𝐹1,𝑛 and 𝐹2,𝑚 are the empirical (cumulative) distribution functions of the first and second samples
respectively; and

•

sup is the supremum function.

The K-S test was used to assess the variability in BrO and Hg 0 concentrations between different Antarctic
stations (e.g., Davis and Casey) and between different years (e.g., between Davis 2017-18 and Davis 201819). The null hypothesis (H0) assumes that both samples come from a population with the same distribution.
H0 is generally rejected if the two samples have significantly different medians, variances, or distributions.
The K-S test was chosen because the BrO and Hg0 distributions were shown to have non-Gaussian
distributions (see Appendix 4) and therefore a typical t-test may not be robust.
An advantage of the K-S test is that it is sensitive to more features of the distributions (shape, median,
etc…) than the Welch’s t-test. A disadvantage of the K-S test is that when there are tied values among the
pooled observations, its power can be relatively low (Wilcox, 2012). This wasn’t an issue with the datasets
used in this thesis.
The K-S test was undertaken in Python using the SciPy v1.6.1 (SciPy, 2021) function:
D, p =

scipy.stats.ks_2samp(n,m,alternative='two-sided',mode='auto')

The results of the K-S test are provided as the D-statistic and a p-value which is calculated from the sample
sizes (n and m).

2.6.2.1 D-statistic:
The D-statistic (Dn,m,) is calculated by Eq 2.21 (Hodges, 1958):
𝐷𝑛,𝑚,𝛼 = 𝑐(𝛼)√

𝑛+𝑚

[Eq 2.21]

𝑛𝑚

where c() is the inverse of the Kolmogorov distribution at a given significance level denoted by .
The Kolmogorov distribution has the value:
c() =

√2𝜋
𝑥

2 𝜋2 /(8𝑥 2 )

−(2𝑘−1)
∑∞
𝑘=1 𝑒

[Eq 2.22]

where k is a random variable. At significance level  = 0.05, c() = 1.36.

2.6.2.2 p-value:
Once the D-statistic has been determined, the p-value can be found using a table of values of the D-
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distribution. The p-value is the specific probability that the D-statistic, together with all other possible
values of the D-statistic that are as at least as unfavourable to the null hypothesis, will occur (according to
the null distribution). With regards to rejecting the null hypothesis, the p-value returned by the K-S test has
the same interpretation as the p-value returned from Welch’s t-test (Wilcox, 2012). Therefore, the null
hypothesis was rejected if the p-value was <0.05 and could not be rejected if the p-value was >=0.05.

2.6.3

Shapiro-Wilk test

The Shapiro-Wilk test tests the null hypothesis that the data (x) was drawn from a normal distribution
(Shapiro and Wilk, 1965). The Shapiro-Wilk test was undertaken in Python using the SciPy v1.6.1 (SciPy,
2021) function:
W, p = scipy.stats.shapiro(x)
The results are provided as the calculated W-statistic and the p-value for the hypothesis test.

2.6.3.1 W-statistic:
The W-statistic is calculated using Eq 2.23:
2

𝑊=

(∑𝑛
𝑖=1 𝑎𝑖 𝑥(𝑖) )

[Eq 2.23]

2
∑𝑛
𝑖=1(𝑥𝑖 −𝑥̅ )

where:
•

𝑥(𝑖) are the ordered sample values (𝑥(1) is the smallest);

•

𝑥̅ is the sample mean;

•

𝑎𝑖 are the constants generated from the means, variances and covariances of the order statistics;
and

•

n is the sample size.

2.6.3.2 p-value:
Once the W-statistic has been determined the p-value can be found using a table of values of the Wdistribution. If the p-value is less than the chosen significance level (typically 0.05), then the null hypothesis
is rejected and it suggests that the data is not from a normal distribution (Shapiro and Wilk, 1965).

2.7 Contributions
The collection of datasets for this thesis involved a combination of field work, laboratory work, and
modelling. For the field work, I was on board for voyage 3 (V3) of the CAMMPCAN 2017-18 campaign
aboard the research ship Aurora Australis between 16th January and 6th March 2018. During this voyage, I
was responsible for three pieces of equipment (Tekran ® 2537A, CEM filters and MAX-DOAS) and for
maintaining a voyage log. Full details of the other individuals involved with making measurements during
the CAMMPCAN campaign are provided below in Table 2.6.
I also performed laboratory work at Macquarie University to analyse the CEM filters for reactive mercury.
This was undertaken with the assistance of Dr Katrina MacSween and Anthony Morrison. Details regarding
the laboratory analysis of CEM filters are provided in Section 2.4.3. All analyses of the data shown in
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Chapters 3-5 were performed by myself.
Additional contributions were provided by: (i) Rob Ryan (University of Melbourne, Australia) who
processed the raw MAX-DOAS spectra via QDOAS into dSCDs; (ii) Sean Gribben (CSIRO) who ran the
HYSPLIT back trajectories; (iii) and Andrew Klekociuk (Australian Antarctic Program) who ran the sea
ice contact analysis.
Table 2.6: Individuals involved with measurements on the CAMMPCAN 2017-18 and 2018-19 campaign

Campaign

2017-18

CAMMPCAN

Individual 1

Individual 2

V1

Maximilien
Desservettaz

-

V2

Sonya Fiddes

-

V3

Neil Page

-

V4

Christopher Roulston

-

V1

Branka Miljevic

Jared Lewis

V2

Robyn Schofield

Kubistin Dagmar

V3

Joe Alroe

-

V4

Clare Murphy

Alan Griffiths

Ruhi Humphries

Caitlin Gionfriddo

2018-19

SIPEXII

2012
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3 Chapter 3
Spectroscopic measurements of BrO
in coastal Antarctica
Overview and contributions
This chapter describes BrO concentrations in the lower troposphere of the Southern Ocean that were
observed during two measurement campaigns to the coast of East Antarctica, SIPEXII (spring of 2012) and
CAMMPCAN (spring, summer, autumn of 2017-18 and 2018-19).
BrO concentrations were assessed for diurnal cycle and variability with season, location and altitude in the
troposphere. Then the influence of wind speeds and sea ice cover were investigated. Periods of BrO
enhancement were identified and the influence of air mass source regions investigated through the use of
HYSPLIT back trajectories and satellite observations of sea ice cover.
I wrote the manuscript, led the overall data analysis and interpretation, ran the instruments during one of
the voyages (V3 2017-18) and performed quality control on the BrO data. Rob Ryan (University of
Melbourne, Australia) processed the raw MAX-DOAS spectra via QDOAS into dSCDs. Sean Gribben
(CSIRO) ran the HYSPLIT back trajectories and Andrew Klekociuk (Australian Antarctic Program) ran
the sea ice contact analysis. Stephen Wilson and Jenny Fisher provided academic support.

3.1 Motivation
Bromine monoxide (BrO) plays a key role in the chemistry of the polar troposphere through its influence
on ozone depletion and oxidation of gaseous elemental mercury and dimethyl sulphide (Simpson et al.,
2017). However, as discussed in Chapter 1, the distribution of BrO over the Southern Ocean and coastal
Antarctica has only been measured occasionally and so our understanding suffers from a lack of
observational constraints which is a major source of uncertainty for current chemical transport models.
Models are used to predict the same information based on details we provide regarding the chemical and
physical characteristics of these processes and the environment. The information from measurements is
parametrised into processes in models, and the modelled results can in turn be used to help interpret the
measurements. Accurate model simulations can in turn help with the scientific interpretation of time periods
and geographical areas where we lack measurements. However, a lack of Antarctic measurements means
that the parameterisations for this region are poorly refined. Model simulations therefore suffer from
substantial bias when used for simulating this region and therefore are of limited use for interpreting
observations. This has been established by comparing models to the few existing measurements (Zhang et
al. 2014; Zhu et al., 2018).
The remote location of the Southern Ocean, coupled with its hostile marine and sea ice environment, makes
obtaining measurements in this region extremely challenging, resulting in a dearth of BrO observations and
poor understanding of environmental parameters that drive BrO concentrations. Current knowledge
suggests that the formation of sea ice, which helps to concentrate sea salts and provides a saline surface for
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heterogenous reactions that release reactive bromine to atmosphere, is the dominant source for Antarctic
BrO (Simpson et al., 2017), see Chapter 1. However, the optimal combination of sea ice with other
environmental parameters (e.g., wind speed, pressure, air mass history) for BrO enhancement remains
unknown (Luo et al., 2018; Swanson et al., 2020).
This chapter uses spectroscopic measurements of BrO collected onboard the Australian icebreaker, the
Aurora Australis, during the CAMMPCAN (2017-2019) and SIPEXII (2012) campaigns between Tasmania
and Antarctica (Section 2.2). Section 3.3 discusses the BrO VCDs gathered during the two campaigns.
Firstly, surface layer (0-200m above sea level) BrO partial vertical column observations for the whole of
each voyage (Hobart to Antarctic and back) are described (Section 3.3.2). The datasets were then filtered
to obtain distributions for the periods when the Aurora Australis was anchored adjacent to each of the
Antarctic stations (Davis, Casey and Mawson), or located within the sea ice for SIPEXII (Section 3.3.2.3).
Seasonal and geographical differences were investigated (Section 3.3.2.4), along with the vertical
distribution of BrO (Section 3.3.3) and periods of BrO enhancement (Section 3.3.4).

3.2 Methodology
Full details of the measurements made during CAMMPCAN and SIPEXII are presented in Chapter 2. In
addition, an understanding of the influence of sea ice cover and atmospheric circulation patterns on the
measurements is necessary for the data analysis. Modelled backward trajectories (Section 2.5.2) were
obtained to determine the origin of air masses and combined with polar bivariate plots, wind roses and
satellite retrievals of sea ice concentrations to interpret enhanced BrO events. Detailed below is a summary
of the analytical methods specific to this chapter.

3.2.1

Vertical column densities of BrO

The retrieval of BrO vertical column densities (VCDs) is impacted by the assumptions used in the optimal
estimation algorithm HEIPRO (detailed in Section 2.4.1) regarding the BrO a priori profile and the surface
albedo. The BrO a priori profile consists of two primary components, a “prior knowledge” vertical
distribution and a scale factor (an estimate of the surface mole fraction). Changing the scale factor affects
all of the values in the vertical distribution. Peterson et al (2015) observed that the majority of BrO resides
near the surface. This suggests that the biggest changes resulting from the scaling factor should also occur
near the surface, and changes higher up should have less relevance. Albedo is a fractional measure of the
diffuse reflection of solar radiation, ranging from 0 (absorbs all incident radiation) to 1 (reflects all incident
radiation). Albedo values are much higher for snow and ice-covered surfaces than for the open ocean. The
ocean has an albedo of ~0.06, bare sea ice an albedo of ~0.5-0.7, and snow-covered sea ice has an albedo
of ~0.8-0.9 (Brandt et al., 2005; Hay, 2011; NSIDC, 2019c).
Confidence in the a priori profile is important for Bayesian analysis because it denotes general knowledge
about the distribution before making an inference. The retrieved BrO vertical profile (a posteriori) then
denotes knowledge about the distribution that incorporates the results of making an inference. An
experiment was undertaken to test the sensitivity of HEIPRO to different a priori surface mole fractions
and albedo values during the retrieval of BrO VCDs. The vertical distribution used by the a priori profile
was kept the same for all tests. For this study, three values for the a priori surface mole fraction were tested:
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(i) 1 pptv, as used in Hay (2011); (ii) 3 pptv, as a best guess of the Antarctic BrO background concentration
based on Roscoe et al. (2014); and (iii) 10 pptv, to test the impact of using a value roughly representative
of enhanced BrO events (Choi et al., 2017). The uncertainty of the scale factor used for the a priori values
was kept at 100% for all tests. For 1 pptv, this results in an upper bound on the scale factor of 2 pptv, while
for 3 pptv the upper bound is 6 pptv and for 10 pptv the upper bound is 20 pptv. For this reason, a lower a
priori tends to result in lower BrO retrievals. This puts an upper bound on the uncertainty. Three values for
the albedo were also tested, selected to represent the open ocean (0.06), bare sea ice (0.6) and snow-covered
sea ice (0.8). Using these different values, the BrO VCD was then retrieved for a period during V1 (2017/18)
when the ship was known to be anchored at Davis and surrounded by sea ice (10th to 24th November 2017).
It is assumed that the findings from the analysis on V1 (2017-18) are broadly applicable to the full dataset,
and therefore the same values for the albedo and a priori are used for all voyages.
Table 3.1 and Figure 3.1 shows that that the value used for the albedo affects the BrO retrieval by up to
10% (e.g., between test numbers 1, 2 and 3) and that the mean relative error in the BrO retrievals is smallest
(18.9%) for test 3, when an a priori value of 1 pptv and albedo of 0.8 are used. When the a priori used for
the retrieval was vastly different from the true value, it resulted in a poor fit and more uncertain BrO
retrieval for the dataset. Based on these findings, the BrO retrievals used in all subsequent analysis were
undertaken with an a priori value of 1 pptv, while the albedo value used was altered depending on whether
the ship was in the open ocean (0.06) or sea ice (0.8). The differences between the mean and median BrO
across the tests is generally insignificant as the differences fall within the standard deviation and median
absolute deviation.
Table 3.1: Tests of the sensitivity of BrO retrievals from HEIPRO to assumed a priori surface mole fraction and albedo
values.

a priori
Test
no:

surface
mole
fraction
(pptv)

Albedo

No of retrievals
after error
thresholds
appliedi

Mean relative errorii
(%)
All
retrievals

After error
thresholds
applied

Mean BrO
(± St Dev)
(pptv)

Median
BrO
(± MAD)
(pptv)

1

1

0.06

333

20.3

16.8

3.99 ± 1.07

3.87 ± 1.07

2

1

0.6

333

19.1

15.7

4.24 ± 1.10

4.14 ± 1.13

3

1

0.8

333

18.9

15.4

4.31 ± 1.11

4.20 ± 1.11

4

3

0.06

340

34.7

33.8

3.94 ± 1.42

3.55 ± 0.98

5

3

0.6

342

32.0

31.1

4.17 ± 1.38

3.82 ± 0.99

6

3

0.8

344

31.2

30.5

4.25 ± 1.37

3.90 ± 0.99

7

10

0.06

181

62.9

42.0

4.80 ± 2.29

4.22 ± 0.80

Note: BrO retrievals are for the period 10-24 November 2017 only. The coloured shading represents the
surface mole fraction used for the a priori: 1 pptv (pink); 3 pptv (blue); and 10 pptv (yellow). (i) The error
threshold was applied to remove any retrievals where the relative error was >= 60%; and (ii) the mean
relative error was calculated for each dataset before and after the error threshold was applied.
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Figure 3.1: The daily mean (top) and daily median (bottom) BrO concentrations in the surface layer retrieved using each of the test conditions. Different a priori values are represented by colour:
a priori of 1 pptv (red), 3 pptv (blue), and 10 pptv (yellow). Different albedo values are represented by marker and line style: an albedo of 0.06 (dotted line, circular marker), 0.6 (solid line,
triangular marker), and 0.8 (dashed line, square marker). Note that the aerosol extinction coefficient is high on the 23 rd and 24th November, and the ship’s log also report overcast conditions and
snow showers on these days. This suggests that the differences between analyses on these dates is driven by the influence of cloud cover.
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The BrO retrievals were then filtered to remove any data with a relative error ≥ 60 % (the reasoning for
the 60% threshold is explained below). The relative error was calculated as follows:
𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑒𝑟𝑟𝑜𝑟 =

𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 𝑒𝑟𝑟𝑜𝑟

[Eq 3.1]

𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 𝑣𝑎𝑙𝑢𝑒

where the retrieval error is a combination of three different error sources: (i) smoothing errors; (ii) forward
model errors; and (iii) retrieval noise. Smoothing errors are errors that result from the difference between
the averaging kernel smoothed estimate and the true state of the atmosphere (Section 2.1.3). Forward model
errors relate to errors associated with the parameters used in the forward model. Retrieval noise denotes the
uncertainty of the retrieved profile due to measurement errors (Bosch et al., 2018).
The relative error filtering was done in order to remove retrievals with the largest relative error while
maximising the number of BrO retrievals that remained in the dataset. The results of applying different
error thresholds are shown in Table 3.2.
Observations were more like to have a large relative error (≥ 60%) when the ship was in transit, largely
due to ocean swells affecting the angular stability of the MAX-DOAS instrument. This movement was
measured with a gyroscope, and the measurements subsequently adjusted to compensate. However, these
adjustments failed to fully resolve the issue. As the ship entered the sea ice, the ocean swells significantly
decreased and the error in the measurements also decreased. Overall error was lowest when the ship was
anchored at the Antarctic stations. All BrO data is shown initially, but the datasets were then filtered to only
observations from when the ship was anchored on station (Section 3.3.2.1 onwards).
Table 3.2: Impact of applying different relative error filters on the number of BrO retrievals.

No of retrievals remaining after applying each filter *

Total no
of
retrievals

≥ 80%

≥ 70%

≥ 60%

≥ 50%

≥ 40%

0.06

348

333

333

333

331

324

1

0.6

348

334

334

333

331

323

3

1

0.8

348

333

333

333

331

323

4

3

0.06

348

345

344

340

326

253

5

3

0.6

348

345

345

342

333

282

6

3

0.8

348

345

345

344

337

296

7

10

0.06

348

263

235

181

130

78

Test
no:

a priori
(pptv)

albedo

1

1

2

Note: BrO retrievals are for the period 10-24 November 2017 only. *The relative error is calculated using
Equation 3.1.

3.2.2

Threshold and criteria for enhanced BrO events

Three methodologies were tested for identifying the threshold for enhanced BrO events: (i) the 95th
percentile; (ii) the mean plus three standard deviations (three sigma); and (iii) the median plus three scaled
median absolute deviations (MAD). These methodologies were applied to the combined observations from
CAMMPCAN (while on station) and SIPEXII (within the sea ice) to identify three potential thresholds for
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enhanced BrO events. The identified thresholds were: (i) 5.9 pptv based on the 95 th percentile method; (ii)
7.2 pptv based on three sigma method; and (iii) 6.7 pptv based on the median plus three median absolute
deviations method. Using these thresholds, there were 29, 27 and 27 enhanced BrO events identified across
the CAMMPCAN and SIPEXII voyages. The decision was therefore made to use the most stringent
threshold of 7.2 pptv and include the 27 enhanced BrO events that met all three criteria.
These enhanced BrO events were then screened to ensure that they spanned at least five 20-minute sample
periods, providing a minimum event time of 100 minutes. Meeting this criterion was necessary to ensure
there were sufficient observations for a comprehensive analysis of the event to be performed. Following
screening, a combined total of 18 enhanced BrO events remained. These are explored in Section 3.3.4.
For each enhanced BrO event, an analysis was undertaken to determine the environmental conditions during
each event and locate the potential bromine source. The analysis involved the use of the: (i) BrO volume
mixing ratio (VMR) ) (Section 2.3.2); (ii) aerosol extinction coefficient (AEC); (iii) vertical profiles of the
maximum BrO VMR; (iv) meteorological data (temperature, relative humidity, pressure, wind direction
and wind speed) (Section 2.3.1); (v) O3 observations (Section 2.3.5); (vi) backward trajectories (see
Section 2.5.2); and (vii) satellite observations of sea ice cover (see Section 2.5.1).

3.3 Results and discussion
BrO VCDs in the lower troposphere were observed in the East Antarctic sea ice region of the Southern
Ocean. This section starts by outlining the sea ice and meteorological conditions throughout the
observational periods (Section 3.3.1). BrO surface concentrations are used to explore general features of
the dataset including diurnal, geographical and seasonal variability (Section 3.3.2). The BrO vertical
distribution in the Antarctic troposphere is described in Section 3.3.3. Enhanced BrO events are used to
quantify co-variations between BrO and other variables and to identify potential sources (Section 3.3.4).
Finally, the BrO observations described in this thesis are compared to observations from other Antarctic
measurement campaigns (Section 3.3.5).

3.3.1

Sea ice and meteorological conditions

BrO concentrations have previously been found to increase with proximity to sea ice cover, a known
bromine source (Huang et al., 2018), and to vary with meteorological conditions such as the prevailing
wind speed and direction, atmospheric pressure, temperature and relative humidity (Swanson et al., 2020).
It is therefore useful to assess how these vary throughout each of the voyages in order to provide context
for interpreting the BrO observations.

3.3.1.1 Sea ice cover
Figures 3.2 to 3.3 show the change in sea ice cover between the date on which the Aurora Australis arrived
and departed Davis, Casey and Mawson research stations for each of the CAMMPCAN voyages. Figures
3.4 shows the changes in regional sea ice cover for SIPEXII (the dates correspond to when the Aurora
Australis entered and exited the sea ice). The figures show that there was significant sea ice cover
(approximately 90-95%) at the time of the earliest observations in late spring, September (SIPEXII) and
October (CAMMPCAN V1). The sea ice cover then decreased throughout the summer and was at its lowest
extent (only a few small patches of sea ice) by the time V3 departed in February.
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Voyages V1 (both 2017-18 and 2018-19) encountered significant sea ice cover off the coast of east
Antarctica for the duration of the resupply at Davis (mid-October to early November). At Davis sea ice
cover was ~95% at this time. By the time V2 (both 2017-18 and 2018-19) reached Casey in mid-December,
the east Antarctic sea ice cover had significantly reduced. There were still large patches of sea ice close to
Casey, but the resupply occurred largely during open water. V3 (both 2017-18 and 2018-19) reached
Mawson in late-January/early February when Antarctic sea ice cover was close to its minimum.
Sea ice provides a large reactive bromine source to the surface layer via heterogenous chemistry on saline
ice surfaces (Tkachenko, 2017). It also provides a surface for the snowpack to accumulate on top of. The
snowpack provides a subsequent source for blowing snow, which generates sea salt aerosols and releases
reactive bromine (Huang et al., 2018; Zhu et al., 2018). Antarctic sea salt aerosol concentrations have been
found to be highest during the winter months when sea ice cover is at its greatest extent (Huang and Jaegle,
2017). As the release of bromine from sea salt aerosols requires a photolytic process, the highest BrO
concentrations (which are generally observed during brief periods of enhanced BrO known as bromine
explosions) tend to occur around polar sunrise in early spring (Prados-Roman et al., 2018; Yang et al.,
2017). Bromine explosions only happen when there is a build-up of atmospheric Br2 (this typically occurs
during the darkness of the polar night), followed by the sudden input of solar radiation. This explains why
bromine explosions are predominantly a springtime event and less common during the summer months. It
was therefore expected that BrO concentrations during the voyages would be highest in early spring and
gradually decrease with decreasing sea ice cover (and the snowpack residing on top) throughout the summer
(this is investigated below in Section 3.3.2.3). Previous Antarctic studies have found that the occurrence of
bromine explosion events largely terminates with snow melt in late spring (late October/early November),
and these events are rarely observed during the summer months in Antarctica (Durnford and Dastoor, 2011;
Falk and Sinnhuber, 2018). This suggests that bromine explosions and BrO enhancement events are more
likely to occur during the spring voyages (SIPEXII and V1) than during the summer voyages (V2 and V3),
see Section 3.3.4.
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Figure 3.2: Change in sea ice cover (%) between the arrival (left) and departure (right) of each voyage during the
CAMMPCAN 2017-18 campaign. The top row (V1), middle row (V2) and the bottom row (V3) are representative of sea
ice extent in late spring, mid-summer and late summer respectively. The stations are marked with a star, with the
station(s) being visited by the respective voyage coloured red.
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Figure 3.3: Same as Figure 3.2, except for the CAMMPCAN 2018-19 campaign.
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Figure 3.4: Same as Figure 3.2, except for the SIPEXII (2012) campaign. The location of the ship when the Aurora
Australis arrived at (left) and departed (right) the sea ice is marked with a red circle.

3.3.1.2 Wind direction and wind speed
The relationship between wind direction, wind speed and BrO is complex. Enhanced BrO concentrations
have been reported under both low and high wind speeds. Low wind speeds combined with strong
atmospheric stability above the snowpack can allow accumulation of photolabile bromine species, which
then react with O3 to from BrO (Peterson et al., 2015). However, high wind speeds (>7 m/s) can result in
blowing snow conditions. When the snow sublimates it produces sea salt aerosols which provide a surface
for heterogenous chemistry. It is thought that this results in the release of Br2 that is then photolyzed to
produce Br. The Br then reacts with O3 and results in elevated BrO concentrations (Jones et al., 2009; Yang
et al., 2019). In some of the subsequent sections of this chapter, the BrO data are therefore split into
measurements obtained during low wind speeds (<7 m/s) and high wind speeds (>7 m/s), as recommended
by Peterson et al. (2015).
An important feature at high latitudes is the polar front, a latitudinal boundary which separates the two
major circulation cells, the Ferrel and polar cells. The location of the polar front varies between mean
latitudes of roughly 60 to 65S with the position determined by season and the strength of the Antarctic
circumpolar trough (Teleti and Luiz, 2016). The polar front is a climatological concept which may not be
readily identifiable under the weather conditions observed during this study. Identifying the exact location
of the polar front is beyond the scope of this thesis. This thesis uses a working definition of 65S (based on
the mean southernmost latitude) to approximate the polar front and split the data into those approximating
the polar and Ferrel cells. Wind roses for the CAMMPCAN voyages and SIPEXII are displayed in Figures
3.5 to 3.7. For each figure, the top row represents the wind speed and direction when the ship was north of
65S (roughly indicative of the Ferrell cell, as indicated by the west-southwest winds), while the bottom
row represents data when the ship was south of 65S (roughly indicative of the polar cell). East-southeast
winds tend to dominate within the polar cell (Teleti and Luis, 2016). The 65S boundary divides the
prevailing wind direction as expected. This is clearly shown for voyages V2 and V3 (south of 65S) during
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both CAMMPCAN 2017-18 and 18-19 seasons in Figures 3.5 and 3.6. However, the boundary is less
obvious for V1, perhaps reflecting seasonal changes in the polar front location.
Wind speeds >7 m/s were observed for all voyages while south of 65S. However, the wind roses in Figures
3.5 and 3.6 show that wind speeds >7 m/s were least frequent during V1 and most frequent during V3. This
suggests that the increase in wind speed is either anti-correlated with sea ice cover or driven by seasonal
changes in insolation that influence the position of the polar front. A negative correlation between sea ice
cover and wind speed has previously been reported by Mioduszewski et al. (2018) and Zhang et al. (2018).
It is thought that the reduction in wind speed with sea ice cover largely results from the rougher surface of
sea ice relative to the open ocean (Mioduszewski et al., 2018). The cold surface temperature of sea ice helps
to promote a cold and stable boundary layer above the ice, which leads to weaker surface winds above the
ice (Liu and Schweiger, 2019). Although high wind speeds were observed during V3 while below 65S,
Figures 3.2 and 3.3 show that sea ice cover (and by extension snowfall residing on top of the sea ice) was
significantly reduced during late summer (February). The smaller snowpack reservoir during V3 suggests
that the potential for the production of BrO via the blowing snow mechanism is less likely than during V1
and V2, which occurred during early spring and hence coincided with greater snow cover. When the ship
was south of 65S, the highest wind speeds occurred for easterly to south-easterly winds, suggesting that
these winds were blowing along the Antarctic coastline.
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Figure 3.5: Wind roses for the CAMMPCAN 2017-18 voyages generated from the ship’s in-situ meteorological data. Wind speed and wind directions are shown separately north of 65 S (top;
roughly indicative of the Ferrell cell) and south of 65S (bottom; roughly indicative of the polar cell). The radial axis displays the frequency of counts by wind direction (%).
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Figure 3.6: Same as Figure 3.5 but for the CAMMPCAN 2018-19 voyages.
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Figure 3.7: Same as Figure 3.5 but for SIPEXII (2012).

3.3.2

BrO surface concentrations

The complete measurement record of BrO VMR for the surface layer (0-200m ASL) from the CAMPPCAN
and SIPEXII voyages is shown in Figure 3.8, with the spatial distribution shown in Figure 3.9.
Observations are more frequent close to the Antarctic continent. This is because there are greater errors
associated with BrO retrievals made in the open ocean due to the ocean swell destabilising the MAX-DOAS
and increasing measurement errors. High-error measurements have been removed from the dataset as
detailed in Section 3.2.1. Figure 3.9 shows that surface BrO concentrations are generally higher close to
the Antarctic coast than in the open ocean. This is most likely due to the presence of sea ice and the snow
residing on top of sea ice providing a surface reservoir for bromine (Pratt et al., 2013; Simpson et al.,
2007a), see Section 1.2. The relationship between BrO and sea ice is explored further in Section 3.3.2.3.
Gaps in the dataset are due to a combination of operational issues with the instrument, cloud cover (which
inhibits spectral retrieval) and data quality assurance and quality control measures (removal of retrievals
with high uncertainty). A number of enhanced BrO events are observed in the timeseries. These events are
analysed in Section 3.3.4.
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Figure 3.8: Timeseries of individual surface-level BrO VMR retrievals (20-minute temporal resolution) observed during the CAMMPCAN 2017-18 (top/blue), CAMMPCAN 2018-19 (middle/red)
and SIPEXII 2012 (bottom/green) voyages. The latitude of the ship is shown as the black dashed line.
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Figure 3.9: Map of surface BrO VMR (0-200m ASL) observed during the SIPEXII 2012 (left), CAMMPCAN 2017-18 (middle), and CAMMPCAN 2018-19 (right) voyages. BrO concentrations are scaled
in both size and colour.
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3.3.2.1 Surface BrO diurnal cycle
For each voyage, the mean surface BrO concentration and standard deviation for each hour of the day were
calculated and plotted as an average diurnal cycle, along with solar zenith angle (SZA) diurnal cycles
(Figure 3.10).
The diurnal cycles for the CAMMPCAN voyages reveal that the retrieved BrO concentrations tend to be at
a minimum shortly after sunrise and before sunset. Sunrise and sunset occur when the SZA is 90. Early
spring in the Antarctic (during SIPEXII) still has relatively long nights, during which the photolysis of Br 2
ceases. As BrO has a lifetime of about 2 hours, concentrations then drop as bromine (as HOBr) is deposited
back to the snowpack, resulting in a BrO minimum overnight (Saiz-Lopez et al., 2007; Simpson et al.,
2007b).
During the day, photochemistry drives emissions of atmospheric Br 2 from both the ocean and the snowpack
atop the sea ice. This Br2 then photodissociates to Br-, before reacting with O3 to form BrO (Theys et al.,
2011; Wang and Pratt, 2017). This results in BrO concentrations rapidly rising during the morning and
reaching a single maximum around midday, when the sun is at the smallest SZA (Hay, 2011). This
behaviour is typical of early spring when the limited daylight hours tend to prevent the O3 reservoir from
being depleted. In late spring and summer, the longer daylight hours tend to cause BrO concentrations to
either stabilise throughout the middle of the day or form a double maximum; this results from
photochemistry depleting the O3 reservoir. In the absence of O3, Br2 can no longer be converted to BrO and
so is subsequently converted to HBr through reaction with HO 2 or HCHO (Frieß et al., 2011). A clear
example of a double BrO maximum can be seen in the diurnal cycle for V1 (2017-18). Vertical mixing may
also influence the observed BrO double maximum by lofting concentrations of reactive bromine species up
from surface reservoirs (e.g., saline sea ice surfaces and the snowpack) (Rhodes et al., 2017).
Figure 3.10 also shows the diurnal cycles of SZA. Previous studies using MAX-DOAS have found that
retrievals in the early morning and late evening can be affected by the high SZA (which increases the
stratospheric light path) resulting in low signal-to-noise ratios within the dataset (Wang et al., 2017b). To
exclude this possibility, the results in the remainder of this chapter use datasets that have been filtered to
only include BrO values when SZA <75. Similar filters have been used in other studies (see Prados-Roman
et al., 2018; Tian et al., 2019).

3.3.2.2 Surface BrO concentrations on station
Figure 3.11 shows the daily median surface BrO concentration, with a MAD-based estimate of the
variability in each day. The time period when the measurement platform was located at each of the stations
(i.e., the ship was stationary) is highlighted by the coloured boxes: Davis (green), Casey (pink) and Mawson
(yellow).
The remainder of this chapter will focus on the analysis of BrO observations acquired while the ship was
located on station for the CAMMPCAN voyages and stationary within the sea ice for SIPEXII.
The surface BrO observations were filtered to only include values obtained while the Aurora Australis was
anchored adjacent to the station (for the CAMMPCAN voyages) or within the sea ice (for SIPEXII). These
on-station BrO distributions are represented as box and whisker plots in Figure 3.12 and detailed in Table

62

CHAPTER 3: Spectroscopic measurements of trace gases in the atmosphere.

3.3. The notches of the box plots represent the 95% confidence interval of the median. The height of the
notch is calculated as shown in Eq 3.6:
𝐻𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑛𝑜𝑡𝑐ℎ = 𝑚𝑒𝑑𝑖𝑎𝑛 ±

1.57 × 𝐼𝑄𝑅

[Eq 3.6]

√𝑛

where IQR is the interquartile range and n is the number of data points (Chambers et al., 1983).
During these on-station periods, the background BrO concentrations were very similar across all voyages
(V1 to V3) for both years, with median (± MAD) background BrO concentrations ranging from 3.3 ± 0.8
pptv during V3 (Davis) to 4.3 ± 1.1 pptv during V1 for CAMMPCAN 2017-18 and from 2.3 ± 0.8 pptv
during V3 (Davis) to 4.0 ± 0.9 pptv during V1 for CAMMPCAN 2018-19. Overall, the findings from
CAMMPCAN suggest that surface level BrO VMR decreased between spring (V1) and summer (V3) (this
is tested statistically in Section 3.3.2.4) between the different Antarctic stations. However, SIPEXII had a
median (± MAD) BrO concentration of 2.4 ± 1.6 pptv for the 2012 campaign, approximately 1 pptv lower
than during the CAMMPCAN voyages. This variability likely results from differences between the SIPEXII
and CAMMPCAN voyages. SIPEXII actively targeted and remained in multi-year ice (which tends to be
less saline and so a smaller BrO source than first-year ice) for a prolonged period of time, while
CAMMPCAN was a resupply voyage which targeted open water and the quickest route through first-year
ice where possible. Other variables, including wind speed, relative humidity, temperature and reactant
concentrations, differ above the sea ice relative to above open water, and these variables could help to
explain key differences between the voyages. This conclusion could potentially be impacted by a
combination of: (i) bias between the different MAX-DOAS instruments used in CAMMPCAN and
SIPEXII; (ii) differences in the retrieval processes for binning and sorting the spectra into differential slant
column densities; and (iii) meteorological differences due to differences in the timing and location of the
campaigns.
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Figure 3.10: The mean surface BrO diurnal cycle for each voyage. The solid line is the mean BrO concentration for the corresponding hour of the day and the shaded region is the standard
deviation. The yellow crosses represent the mean SZA for the period while on station. SZA of 0 means the sun is directly overhead, while SZA greater than 90 means the sun is below the horizon.
Note that the SZA never drops below 40 for any of the voyages as the observations were made south of 60  S.
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Figure 3.11: Surface BrO daily median from the CAMMPCAN 2017-18 (top row, blue), CAMMPCAN 2018-19 (middle row, red) and SIPEXII 2012 (bottom row, green) voyages. The shading is the
median absolute deviation. The coloured boxes indicate when the ship was stationary at Davis (green), Casey (pink) and Mawson (orange). The dashed grey line shows the sea ice concentration
at the ship’s position. The dashed black line represents the latitude of the ship.
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Figure 3.12: Box and whisker plot summarising surface BrO concentration distributions at Davis, Casey and Mawson during CAMMPCAN 2017-18 (blue) and CAMMPCAN 2018-19 (red). BrO
concentrations from SIPEXII when the ship was located within the sea ice are shown in green. The line in the middle is the median, and the box extends from the lower to upper quartile values.
The whiskers extend from the box to include 95% of the points. Outlier values are indicated by the circles. The following letters indicate distributions that are statistically indistinguishable (p>0.05)
to one another: (a) Casey (V2 2017-18) and Mawson (V3 2017-18); (b) Casey (V2 2017-18) and Davis (V3 2017-18); (c) Davis (V1 2018-19) and Mawson (V3 2018-19). Statistical tests on the
variability in BrO distributions are discussed further in Section 3.3.2.4.
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Table 3.3: Summary of surface BrO VMR observed in the surface layer during CAMMPCAN and SIPEXII.

CAMMPCAN (2018-19)

Campaign

CAMMPCAN (2017-18)

Campaign / Station

Lat
Lon

V1
(Davis)

68.577 °S
77.967 °E

V2
(Casey)

66.282 °S
110.528 °E

V3
(Mawson)

67.603 °S
62.874 °E

V3
(Davis)

68.577 °S
77.967 °E

All

-

V1
(Davis)

68.577 °S
77.967 °E

V2
(Casey)

66.282 °S
110.528 °E

V3
(Mawson)

67.603 °S
62.874 °E

V3
(Davis)

68.577 °S
77.967 °E

All

-

Sample Period
14 Nov 2017
to
23 Nov 2017
21 Dec 2017
to
6 Jan 2018
1 Feb 2018
to
18 Feb 2018
27-30 Jan 2018
&
19-21 Feb 2018
14 Nov 2017
to
21 Feb 2018
7 Nov 2018
to
16 Nov 2018
15 Dec 2018
to
31 Dec 2018
30 Jan 2019
to
10 Feb 2019
26-28 Jan 2019
&
19-20 Feb 2019
7 Nov 2018
to
20 Feb 2019

No

BrO observations (pptv)
Min
Mean  St Dev
Median  MAD

Max

345

4.5  1.2

4.3  1.1

1.9

9.3

374

3.7  1.3

3.6  1.1

1.6

14.3

360

3.8  1.4

3.8  0.9

1.4

21.5

77

3.5  1.3

3.3  0.8

1.8

11.6

1156

4.0  1.3

3.9  1.1

1.4

21.5

234

4.2  1.4

4.0  0.9

1.8

14.8

463

3.4  1.1

3.2  1.0

1.6

10.0

307

4.0  1.3

3.9  1.3

1.0

12.7

21

2.6  0.7

2.3  0.8

1.7

4.4

1025

3.7  1.3

3.6  1.2

1.0

14.8

CAMMPCAN
(2017-19)

-

-

2181

3.9  1.3

3.7  1.1

1.0

21.5

SIPEXII (2012)

61.451 °S
121.186 °E
to
61.521 °S
116.417 °E

23 Sep 2012
to
11 Nov 2012

144

3.3  2.6

2.4  1.6

0.6

15.0

Note:

BrO observations were filtered to only include data when SZA <75 (see Section 3.3.2.1).

The best opportunity to evaluate seasonal variability comes from Davis as it was visited by voyages V1 in
November (spring) and V3 in February (Summer). These seasonal differences are represented as box and
whisker plots in Figure 3.13.
During both the 2017-18 and 2018-19 campaigns, surface BrO concentrations at Davis were found to be
higher in spring than in summer. During the 2017-18 campaign, observed BrO medians were 4.3 ± 1.1 pptv
in spring and 3.3 ± 0.8 pptv in summer. During the 2018-19 campaign, observed BrO medians were 4.0 ±
0.9 pptv in spring and 2.3 ± 0.8 pptv in summer. This represents a reduction in surface BrO concentrations
between spring and summer of 23% and 43% for 2017-18 and 2018-19, respectively. The 95% confidence
intervals for the spring and summer boxes do not overlap for either the 2017-18 or the 2018-19 campaign.
This suggests that the BrO medians for spring and summer are significantly different at the 95% confidence
level. However, it is worth noting that for summer 2018-19, the notches extend beyond the 25th percentile
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suggesting greater uncertainty in the true value for the BrO median. This likely results from the small
number of data points (n = 21) for this distribution. A number of studies have shown that the seasonality of
polar BrO, which peaks in early spring, largely results from the greater abundance of sea ice cover at this
time of year (Abbatt et al., 2012; Burd et al., 2017; Fernandez et al., 2019; Prados-Roman et al., 2018;
Schmidt et al., 2016). The influence of sea ice cover on BrO is explored further in Section 3.2.5.1. Note
that the BrO values obtained at Davis are subject to larger uncertainty during V3 than V1 given the short
sampling period (7 and 5 days in 2017-18 and 2018-19, respectively) and limited number of observations
(77 in 2017-18 and 21 in 2018-19) after filtering based on relative errors (Section 3.2.1) and SZA.

Figure 3.13: Box and whisker plot showing the seasonal distribution of surface BrO concentrations at Davis. BrO
concentrations observed during spring (V1) are shown in pink and during summer (V3) are shown in green. The number
of observations (n) and p-values calculated from Welch’s t-test and the Kolmogorov-Smirnov test are also shown.

3.3.2.3 Variability in surface BrO concentrations
Welches t-tests and Kolmogorov-Smirnov tests at the 95% confidence interval were undertaken on the BrO
distributions obtained during each voyage to assess site-to-site variability during the same year (e.g.,
between Davis 2017-18 and Casey 2017-18) and year-to-year variability at the same site (e.g., between
Davis 2017-18 and Davis 2018-19). The null hypothesis, that the two independent samples were drawn
from the same distribution, was rejected if p <0.05. The resulting p-values of these tests are detailed in
Table 3.4.
For 2017-18, the p-values were <0.05 for comparisons between all sites, except between Casey (V2) and
Mawson (V3) (Welch’s p = 0.279) and between Casey (V2) and Davis (V3) (Welch’s p = 0.108). For 201819, the only test where p > 0.05 was between Davis (V1) and Mawson (V3) (Welch’s p = 0.14 and K-S p
= 0.065). For these three comparisons, the distributions cannot be considered to be statistically different to
one another.
With regards to seasonal variability at Davis, between spring (V1 in November) and summer (V3 in
February) the p-values calculated from Welch’s t-test and Kolmogorov-Smirnov test were 8.910-10 and
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4.210-12 for 2017-18 and 8.110-11 and 8.110-9 for 2018-19. All results are <0.05 and so both tests suggest
that the null hypothesis (that the samples were drawn from the same distribution) can be rejected and that
the distributions are significantly different.
Overall, the results suggest that BrO distributions are statistically different between the different sites and
across the different seasons of the campaign. These differences are likely driven by the reduction in sea ice
cover, which decreases significantly between V1 (late spring) and V3 (late summer) (see Section 3.3.1).
There are also differences in meteorological conditions between the voyages, including changes in the
prevailing wind direction (Section 3.3.1) and increases in the average temperature and hours of sunlight
between V1 and V3.
Interannual variability in BrO distributions between the same sites in consecutive years was also shown to
be statistically different (p < 0.05). This suggests that at each of the sites, BrO concentrations do vary from
year-to-year. Previous studies have found that BrO concentrations are strongly correlated with first year sea
ice cover and this is known to vary from year-to-year (Peterson et al., 2016). However, Figures 3.2 and 3.3
do not show a significant difference in sea ice cover at any of the sites between the 2017-18 and 2018-19
seasons. Therefore, it is likely that the interannual variability is being driven by differences in
meteorological conditions, such as wind speed and direction, temperature, cloud cover and the contact time
between air masses and sea ice. This is explored in Chapter 4.
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Table 3.4: Welch’s t-test and Kolmogorov-Smirnov test results (p-values) at the 95% confidence interval for site-to-site and interannual variability in BrO values.
Site-to-site variability (2017-18)
Welch's t-test
V1_17

Kolmogorov-Smirnov test

V2_17

V3_17M

V3_17D

5.91E-18

1.26E-12

8.85E-10

V1_17

2.79E-01

1.08E-01

V2_17

2.66E-02

V3_17M

V2_17
V3_17M

V2_17

V3_17M

V3_17D

2.19E-14

7.71E-11

4.20E-12

9.92E-03

2.54E-02
1.02E-03

Site-to-site variability (2018-19)
Welch's t-test
V1_17

Kolmogorov-Smirnov test

V2_17

V3_17M

V3_17D

3.66E-14

1.40E-01

8.12E-11

V1_17

1.02E-12

6.27E-05

V2_17

4.87E-08

V3_17M

V2_17
V3_17M

V2_17

V3_17M

V3_17D

7.19E-19

6.45E-02

8.07E-09

1.06E-11

4.25E-03
6.74E-07

Interannual variability
Welch's t-test

Kolmogorov-Smirnov test

V1_17 & V1_18

4.95E-03

V1_17 & V1_18

7.94E-04

V2_17 & V2_18

4.92E-05

V2_17 & V2_18

1.25E-04

V3_17M & V3_18M

4.56E-02

V3_17M & V3_18M

3.85E-02

V3_17D & V3_18D

1.39E-04

V3_17D & V3_18D

2.34E-03

2017_18 & 2018_19

5.83E-05

2017_18 & 2018_19

1.50E-06

Note: the red highlight indicates that the null hypothesis (samples were drawn from the same distribution) can be rejected and the green highlight indicates that the null hypothesis
cannot be rejected. For this table the voyage number and season are abbreviated as follows: V1 2017-18 (V1_17); V2 2017-18 (V2_17); V3 2017-18 at Mawson (V3_17M);
V3 2017-18 at Davis (V3_17D); V1 2018-19 (V1_18); V2 2018-19 (V2_18); V3 2018-19 at Mawson (V3_18M); and V3 2018-19 at Davis (V3_18D).
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3.3.2.4 Influence of sea ice cover
Sea ice surfaces and the snow residing on top are particularly effective at halogen activation through
heterogenous reactions (Bartels-Rausch et al., 2014). Evidence from prior studies suggests a relationship
between BrO, the proximity to sea ice and the duration which air masses have spent above sea ice (Bognar
et al., 2020; Prados-Roman et al., 2018; Simpson et al., 2015).
To test the relationship between sea ice, wind speed and surface BrO, the data were split into two subsets:
low wind speed (<7 m/s) and high wind speed (>7 m/s). These two subsets were then binned into smaller
distributions based on sea ice cover, and the median BrO calculation for each distribution was calculated.
Satellite observations were used to retrieve the sea ice cover from grid squares (of size 25km x 25km)
corresponding to the ship’s latitude and longitude. The methodology for sea ice retrieval is detailed in
Section 2.5.1.
The results are plotted in Figure 3.14. The figure shows that at both low and high wind speeds there is a
positive relationship between sea ice cover and median surface BrO concentration. The results of Welch’s
t-tests and Kolmogorov-Smirnov tests (Table 3.5) suggest that the differences are statistically significant
(p <0.05), except between 30-60% and 60-90% sea ice cover. BrO generally displays a positive relationship
with sea ice, because any snow residing on top of the sea ice provides a surface reservoir for Br - and sea
salt aerosols (Peterson et al., 2019). Greater sea ice cover therefore provides the potential for a greater Br reservoir. Low wind speeds help to enhance heterogenous reactions on the sea ice and snow surfaces by
reducing how well the air is mixed, which allows for reactants to build up, increasing the reactant
concentrations just above the surface (Jones et al., 2009). This can allow Br and BrO to accumulate close
to the surface (Simpson et al., 2015). High wind speeds result in the production of blowing snow, which
increases sea salt aerosols and results in the production of Br - via heterogenous reactions; Br- then
photoreacts with O3 to form BrO (see Section 1.2.1).
The results in Figure 3.14 suggest that no discernible difference can be identified in BrO concentrations
between low and high wind speeds during periods with no sea ice cover. This is possibly because the
snowpack reservoir for Br- is no longer present. It should be noted that the results from this study do not
consider air mass history. A comprehensive analysis of air mass histories would need to be undertaken to
fully investigate the correlation between sea ice and BrO concentration. The influence of air mass histories
on BrO is explored in Chapter 4.
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Figure 3.14: Boxplots of surface BrO concentration binned by wind speed and sea ice cover during CAMMPCAN 201718 and 2018-19 when the Aurora Australis was anchored on station.
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Table 3.5: Welch’s t-test and Kolmogorov-Smirnov test results (p-values) at the 95% confidence interval for differences in BrO values driven by sea ice cover.

Low wind speed
Welch's t-test

Kolmogorov-Smirnov test

Sea ice cover

30-60%

60-90%

100%

Sea ice cover

30-60%

60-90%

100%

0%

2.25E-02

5.58E-03

2.99E-08

0%

5.56E-02

2.00E-02

1.98E-07

4.32E-01

1.55E-07

30-60%

4.66E-01

9.92E-07

2.90E-22

60-90%

30-60%
60-90%

1.11E-16

High wind speed
Welch's t-test

Kolmogorov-Smirnov test

Sea ice cover

30-60%

60-90%

100%

Sea ice cover

30-60%

60-90%

100%

0%

5.33E-04

3.79E-03

1.43E-03

0%

8.28E-03

3.16E-05

2.15E-02

1.99E-01

1.09E-06

30-60%

6.27E-01

2.06E-04

8.28E-06

60-90%

30-60%
60-90%

8.49E-06

Note: the red highlight indicates that the null hypothesis (samples were drawn from the same distribution) can be rejected and the green highlight indicates that the null hypothesis
cannot be rejected.
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3.3.2.5 Summary of surface BrO concentration results
BrO concentrations across the Antarctic sites showed a seasonal decrease between late spring and late
summer, most likely driven by the reduction in sea ice cover, which provides a surface reservoir for reactive
bromine species. This was shown in the positive relationship between median BrO concentration and sea
ice cover (Figure 3.14). At Davis, BrO concentrations decreased between spring and summer by 1 pptv
(23%) and 1.7 pptv (43%) in 2017-18 and 2018-19, respectively (Figure 3.12). Statistical testing using
Welch’s t-tests and Kolmogorov-Smirnov tests also indicated that BrO distributions tended to be
statistically different (p < 0.05) between the different sites across the different seasons of the campaign
(Table 3.4).

3.3.3

Vertical BrO distribution in the Antarctic troposphere

Plots of the BrO VMR observed in the lowest three kilometres of the troposphere during the CAMMPCAN
and SIPEXII campaigns are provided in Figures 3.15 to 3.21, along with the aerosol optical depth (AOD)
at 338 nm and SZA. The AOD is provided to quantify the amount of aerosols (sea salt, dust, particulate
matter) present in the atmosphere. The Antarctic is a pristine environment, with an AOD of typically 0.04
to 0.08 (AERONET, 2019), and is free of most anthropogenic aerosol sources. In this dataset, the aerosol
sources are predominantly from the ship exhaust, ice crystals, blowing snow and sea salt.
During both CAMPPCAN and SIPEXII the maximum BrO was generally located close to the surface
(typically 0-0.5 km), although the specific altitude of the maximum varied day-to-day, and it was always
located below 1 km altitude. On some days the BrO maximum was located in the surface layer (<200m;
e.g., 14 November 2017, Figure 3.15), while on other days the BrO maximum was slightly elevated at
~0.3-0.7 km (e.g., 20 December 2018, Figure 3.19).

Figure 3.15: BrO VMR observed during CAMMPCAN V1 (2017-18). The vertical scale shows the altitude (km) and the
horizontal scale indicates the observation period, which corresponds to the period while the ship was anchored on
station. The SZA () is represented by pink crosses. The AOD at 338 nm is represented by black crosses.
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Figure 3.16: Same as Figure 3.15, but for CAMMPCAN V2 (2017-18).

Figure 3.17: Same as Figure 3.15, but for CAMMPCAN V3 (2017-18).
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Figure 3.18: Same as Figure 3.15, but for CAMMPCAN V1 (2018-19).

Figure 3.19: Same as Figure 3.15, but for CAMMPCAN V2 (2018-19).
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Figure 3.20: Same as Figure 3.15, but for CAMMPCAN V3 (2018-19).

Figure 3.21: Same as Figure 3.15, but for SIPEXII (2012).

The mean and median observed vertical profiles of BrO VMR are shown in Figures 3.22 and 3.23. Overall,
observations from this work show that the BrO VMR decreases with altitude in the Antarctic troposphere
and that the majority of BrO was confined within the first 1 km of the troposphere, with the highest BrO
concentrations typically found at an altitude of 300 m ASL (the midpoint of the 200-400 m bin). Note that
MAX-DOAS is most sensitive in the lower troposphere, with little sensitivity above 3 km altitude.
Previous studies in the Arctic have found that the vertical distribution of BrO is generally determined by
atmospheric stability. BrO maxima close to the surface generally occur earlier in the season and are
associated with thermal inversions, while lofted BrO maxima tend to occur later in the season when higher
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temperatures lead to a less stable atmosphere and allow for greater vertical mixing (Peterson et al., 2015;
Peterson et al., 2017). However, this seasonal difference is not consistent with the Antarctic observations
used in this dataset, which suggest that the BrO maximum was generally located at 0.3 km altitude across
all campaigns, with the exception of V2 2018-19 when it was located at 0.1 km altitude, (see Figures 3.22
and 3.23).
The observed vertical profiles are consistent with a surface bromine source, likely saline snow residing on
top of the sea ice. There are two likely mechanisms for the production of BrO from the snowpack. The first
mechanism is via blowing snow, which requires high wind speeds (>7 m/s) to loft the snow into the
atmosphere. The snow particles then undergo sublimation to produce sea salt aerosols. Relative humidity
decreases with increasing altitude in the atmosphere, which helps to enhance the sublimation process and
release of Br2 at increasing altitudes. The second mechanism relates to the photochemical production of Br2
within the snowpack. As wind speed increases it creates pressure gradients within the pore spaces of the
snowpack. This helps to ventilate the snowpack via a process known as wind-pumping and results in the
Br2 being lofted upwards into the surface layer (Toyota et al., 2013). Under both mechanisms the Br2 then
photolyzes to produce Br atoms that react with O3 and form BrO (Rhodes et al., 2017). This is likely why
the BrO maxima tend to occur slightly aloft (Figures 3.22 and 3.23). Whether the peak BrO is located in
the surface layer or slightly aloft is thought to depend on surface conditions. When peak BrO is slightly
elevated, it suggests either surface losses or that heterogenous reactions are occurring aloft.

Figure 3.22: Mean BrO vertical profiles for the CAMMPCAN and SIPEXII voyages. The error bars show the standard
deviation for each 200m altitude bin.
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Figure 3.23: Median BrO vertical profiles for the CAMMPCAN and SIPEXII voyages. The error bars show the median
absolute deviation for each altitude bin.

3.3.3.1 Summary of BrO vertical distribution
BrO vertical profiles (Figure 3.22 and 3.23) in the lowest 4 km of the troposphere show that the BrO
maximum generally occurs slightly aloft (typically at 0.3 km ASL) and always below an altitude of 1 km.
This suggests a surface bromine source, most likely saline snow residing on top of the sea ice. Br2 is released
from the snowpack, either via blowing snow or via winds which increase ventilation and enhance vertical
mixing. Once aloft the Br2 undergoes photooxidation to form BrO.

3.3.4

Enhanced BrO events

Enhanced BrO events (spikes in BrO concentrations) can be quantitatively identified as periods when the
observed BrO concentrations are above a defined threshold (Choi et al., 2017). For this thesis, a BrO
threshold of 7.2 pptv was used to identify periods of enhanced BrO (see Section 3.2.3). Following the
application of the threshold and criteria screening, a total of 18 enhanced BrO events remained. These are
detailed in Table 3.6.
During the enhanced BrO events, mixing ratios were observed to reach maxima of 14.8 pptv at Davis (event
10 on 7 November 2018), 8.8 pptv at Casey (event 13 on 20 December 2018), 8.2 pptv at Mawson (event
15 on 30 January 2019) and 17.5 pptv during SIPEXII (event 17 on 28 September 2012). These events are
detailed further in Sections 3.3.4.1 to 3.3.4.5 below.
Similar BrO mixing ratios have been observed at other Antarctic locations. At Marambio and Belgrano II,
Prados-Roman et al. (2018) found that shortly after polar sunrise in 2015, the tropospheric BrO
concentrations peaked at maximum values of 26.0 pptv and 8.1 pptv, respectively. At Halley, the BrO
mixing ratios were found to peak at 20.2 pptv during October 2004 (Saiz-Lopez et al., 2007) and at 13.3
pptv during another event in spring 2007 (Buys et al., 2013). Other BrO maxima include 13 pptv at
Neumayer in August 1999 (Frieß et al., 2004) and 14.4 at McMurdo Sound in spring 2007 (Hay, 2011).
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Most studies have reported higher BrO maxima for the Arctic, with maxima of >30 pptv observed at
Utqiaġvik, Alaska (Liao et al., 2012); Alert, Nunavut (Hönninger and Platt, 2002) and Ny-Ålesund,
Svalbard (Tuckermann et al., 1997). The highest observed BrO mixing ratio of 90 pptv was also observed
in the Arctic during polar dawn in Utqiaġvik, Alaska (Simpson et al., 2018). It is not known if Antarctic
BrO maxima are truly lower than those in the Antarctic as there is a relative lack of Antarctic BrO
observations, particularly around polar sunrise when bromine explosions occur. However, there are
differences in sea ice between the two regions. Arctic sea ice tends to be thicker and is therefore more likely
to form multi-year ice (NSIDC, 2019a). Antarctic sea ice tends to have more snow residing on top, is more
prone to flooding by salty ocean waters and therefore tends to be more saline (NSIDC, 2019a). This suggests
that Antarctic sea ice conditions should provide a substantial bromine reservoir (Section 1.2) and support
higher BrO maxima than the Arctic and have been observed in the Antarctic to date. However, Arctic sea
ice and snow cover may have a lower pH than in the Antarctic due to the deposition of anthropogenic acids
(de Caritat et al., 2005; Nawrot et al., 2016).
Some examples of enhanced BrO events are described below in Sections 3.3.4.1 to 3.3.4.5; the remaining
events are provided in Appendix 5. For each event, the following data are shown: (a) the BrO volume
mixing ratio, AOD and SZA; (b) the Aerosol Extinction Coefficient (AEC) at 338 nm; (d) surface O3,
atmospheric pressure, Hg0 and relative humidity; (e) the BrO vertical profile during the day of the event; (f)
sea ice concentration and HYSPLIT back trajectory horizontal components ending on the day of the event;
and (g) HYSPLIT back trajectory vertical components.
Table 3.6: Enhanced BrO events spanning at least 100 minutes during the CAMMPCAN and SIPEXII campaigns.

Event
no:

Voyage
(location)

Date / time
(local)

Vertical
extent of
event
(km)

Altitude of
maximum
mole
fraction
(km)

BrO
maximum
(pptv)

Event
duration
(mins)

Event
time of
day

1

14 Nov 2017 06:10-09:10

0 - 0.7

0.1

9.3

200

Morning

2

14 Nov 2017 15:50-21:30

0 - 0.9

0.3

8.0

360

Evening

3

15 Nov 2017 07:10-09:10

0 - 0.9

0.3

7.7

140

Morning

4

V1 (Davis)

15 Nov 2017 17:30-21:30

0 - 1.1

0.3

9.5

260

Evening

5

2017-18

16 Nov 2017 04:50-09:10

0 - 1.1

0.3

8.4

280

Morning

6

20 Nov 2017 06:10-10:30

0 - 0.9

0.1

7.4

280

Morning

7

20 Nov 2017 16:30-22:30

0 - 0.9

0.3

8.8

380

Evening

8

21 Nov 2017 04:50-10:50

0 - 0.9

0.3

8.3

380

Morning

3 Jan 2018 04:10-08:30

0 - 0.7

0.1

7.7

280

Morning

7 Nov 2018 17:50-19:10

0 - 0.9

0.1

14.8

100

Evening

12 Nov 2018 05:30-07:50

0 – 0.9

0.1

8.8

160

Morning

13 Nov 2018 11:30-22:30

0 – 1.1

0.1

7.2

680

Evening

9

V2 (Casey)
2017-18

10
11

V1 (Davis)
2018-19

12
13

V2 (Casey)

20 Dec 2018 09:50-13:50

0 – 1.1

0.7

8.8

240

Midday

14

2018-19

26 Dec 2018 11:30-16:50

0 – 1.1

0.3

7.9

340

Midday
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15

V3
(Mawson)

30 Jan 2019 08:50-11:10

0 – 0.7

0.3

8.2

160

Morning

26 Sep 2012 08:10-11:50

0 – 0.7

0.1

8.2

240

Morning

28 Sep 2012 10:30-17:30

0 – 1.5

0.3

17.5

440

Midday

15 Oct 2012 15:50-17:30

0 – 0.9

0.3

7.9

120

Evening

2018-19
16
17
18

SIPEXII
2012
(within sea
ice)

Note: higher BrO maxima were observed during the voyages. For example: a maximum of 21 pptv was
observed at Mawson. However, BrO events were only analysed if they spanned at least five 20-minute
sample periods to ensure that there were sufficient observations for analysis of the meteorological
conditions during the event. This had the effect of removing some of the highest BrO maxima.

3.3.4.1 Events 3 and 4 (15 November 2017)
Events 3 and 4 (Figure 3.24) occurred on 15 November 2017 while the Aurora Australis was anchored at
Davis during V1. Extensive sea ice cover was present at this time (3.24f). The back trajectories (3.24f/g)
start at 00:00 and finish at 23:00 on the day of the event. These suggest that at the start of both events, air
masses are circulating above the sea ice at low altitude. The BrO distributions during the events (3.24a)
provide an example of double BrO maxima in the morning (7.7 pptv at 0.3 km ASL) and afternoon (9.5
pptv at 0.3 km ASL) that occurred during low wind speeds (<6 m/s) (3.24c), suggesting a nearby bromine
source, most likely the snowpack. Despite the increase in BrO, both O 3 and Hg0 concentrations remain
stable (approximately 23 ppbv and 0.6 ng/m 3, respectively) throughout both events (3.24d). This suggests
that events 3 and 4 could represent small, localised BrO enhancements within the viewing path of the MAXDOAS, but not reaching the Aurora Australis and so not detected by the Tekran Hg analyser or the O 3
monitor.
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Figure 3.24: Enhanced BrO events (Events 3 and 4) observed on 15 November 2017. The red vertical lines in (a)-(d) represent the start/finish times for the events. (a) the BrO volume mixing ratio
(colours), AOD (black) and SZA (pink). (b) The Aerosol Extinction Coefficient (AEC) at 338 nm. (c) Wind speed (black), wind direction (red) and temperature (blue). (d) Surface O 3 (black), atmospheric
pressure (orange), Hg0 (green) and relative humidity (pink). (e) the BrO vertical profile during the day of the event. The dark blue line represents the BrO median and median absolute deviation,
the light blue shading shows the range of BrO observations and the black star indicates the altitude and value for the BrO maximum. (f) 120 hour HYSPLIT back trajectory horizontal components
ending at each hour (00:00 to 23:00) across the day of the event are shown. The sea ice cover (0-100%) is shown. (g) The vertical component of the back trajectories, with a black star at the
location of the Aurora Australis. Trajectories in (f) and (g) are coloured to represent the number of hours that the trajectory spent above the sea ice and below 100m ASL, with the colour scale
shown in (g).
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3.3.4.2 Event 10 (7 November 2018)
Event 10 (Figure 3.25) occurred on 7 November 2018 while the Aurora Australis was anchored at Davis
during V1. Extensive sea ice cover was present at this time (3.25f). The BrO maximum was 14.8 pptv at
0.1 km ASL (3.25e). The back trajectories (3.25f/g) indicate that MAX-DOAS sampled an air mass which
had spent a significant time in contact with the ice, suggesting that the sea ice could have been the bromine
source. The Hg0 concentration decreased from 0.8 ng/m3 prior to the event to ~0.2 to 0.5 ng/m 3 during and
after the event (3.25d), suggesting that the high bromine concentrations were oxidising the Hg0 into RM
species.
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Figure 3.25: Same as Figure 3.24 but for enhanced BrO event 10 observed on 7 November 2018.
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3.3.4.3 Event 13 (20 December 2018)
Event 13 (Figure 3.26) occurred on 20 December 2018 while the Aurora Australis was located close to
partial sea ice cover off Casey during V2. This event provides an example of a lofted event with a single
midday maximum that coincided with the lowest SZA (3.26a). The BrO maximum was 8.8 pptv at 0.7 km
ASL (3.26e). There was no detectable change in surface layer (<200m ASL) BrO concentrations, which
likely explains why surface level observations of Hg 0 and O3 remained relatively stable throughout the
event (3.26d). Trajectory analysis (3.26f) and wind direction data (3.26d) indicate that some sampled air
masses came off the continent and others from the ocean, before moving along the coast, potentially
suggesting a nearby bromine source, likely the snowpack or sea ice.
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Figure 3.26: Same as Figure 3.24 but for enhanced BrO event 13 observed on 20 December 2018.
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3.3.4.4 Event 15 (30 January 2019)
Event 15 (Figure 3.27) occurred on 30 January 2019 while the Aurora Australis was located close to
Mawson. The BrO maximum was 8.2 pptv at 0.3 km ASL (3.27e). This event occurred during the summer
months with minimal sea ice cover present (3.27f). HYSPLIT back trajectories suggest katabatic airflow
directly off the continent for the duration of the event (3.27f/g). High wind speeds of ~10 m/s, accompanied
by a drop in air temperature and relative humidity, were observed just prior to the event suggesting katabatic
influence in the lead up to the event (3.27c/d). During the event, relative humidity and Hg 0 concentrations
remained low (~50-55% and 0.2 ng/m3, respectively) (3.27d), air temperature rose above freezing and wind
speed decreased (to < 5 m/s) (3.27c). The low wind speeds and warmer temperatures during the event
suggest that the likely bromine source was surface emissions from the coastal snow pack.
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Figure 3.27: Same as Figure 3.24 but for enhanced BrO event 15 observed on 30 January 2019.
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3.3.4.5 Event 17 (28 September 2012)
Event 17 (Figure 3.28) occurred on 28 September 2012 while the Aurora Australis was located within the
sea ice close to the East Antarctic coastline during SIPEXII. A maximum BrO concentration of 17.5 pptv
was observed at 0.3 km ASL (3.28e).
The plot for Figure 3.28 is different to the rest of the analyses as the HYSPLIT back trajectories and sea
ice contact time data were not available for SIPEXII. calculations of Airmass trajectory calculations from
HYSPLIT (3.28f) and wind direction observations (3.28c) suggest that there was a gradual shift from air
masses from the northeast with open ocean exposure to air masses from the direction of Antarctica at
approximately midday. This suggests that there are two possible BrO source regions, the sea ice and the
Antarctic snow pack. This is further supported by gradual increases in air temperature (3.28c) and relative
humidity (3.28d).
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Figure 3.28: Subplots (a) to (e) are the same as Figure 3.24, but for enhanced BrO event 17 observed on 28 September 2012. Subplot (f) provides a back trajectory from the online version of
HYSPLIT. This plot is different to Figures 3.24 to 3.27 as the HYSPLIT back trajectories and sea ice contact time data were not available for SIPEXII.
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3.3.4.6 Summary of enhanced BrO events
Using the BrO enhancement threshold of 7.2 pptv, 18 enhanced BrO events were identified. Analysis of
these events along with ancillary data suggested that the sea ice and snow residing on top of the sea ice
provided the most likely bromine source for these events. The highest measured BrO mixing ratio was
observed during the SIPEXII campaign, with a maximum of 17.5 pptv during event 25 on 28 September
2012. For CAMMPCAN, the BrO mixing ratios were observed to reach maxima of 14.8 pptv at Davis
(event 10 on 7 November 2018), 8.8 pptv at Casey (event 13 on 20 December 2018), 8.2 pptv at Mawson
(event 15 on 30 January 2019). Overall, this analysis suggests that although BrO enhancement events can
occur across both spring and summer, the events tend to reach the highest mixing ratios in early spring due
to colder temperatures and greater sea ice cover.

3.3.5

Comparisons to other Antarctic measurement campaigns

The observations from CAMMPCAN (2017-18 and 2018-19) presented in the previous sections showed
median (± MAD) BrO concentrations in the lower troposphere of 4.0  1.1 pptv at Davis, 3.4  1.1 pptv at
Casey and 3.8  1.1 pptv at Mawson. Early spring observations during SIPEXII showed a median (± MAD)
of 2.4  1.6 pptv. BrO concentrations at Davis showed a seasonal decrease between spring and summer.
The concentrations observed here are similar to those observed during other measurement campaigns in the
Southern Ocean and Antarctic coastal regions, as discussed briefly below. Previous BrO observations are
detailed in Table 3.7, with measurement techniques described in Appendix 6. The maximum Antarctic
region BrO concentrations from these datasets are shown in Figure 3.28.
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Figure 3.28: Median (top) and maximum (bottom) BrO concentrations observed in the lower troposphere of
Antarctica. The sites are indicated by dots, coloured by the reported median (top) or maximum (bottom) BrO VMR
(Arrival Heights: Kreher et al., 1997; Belgrano II and Marambio: Prados-Roman et al., 2018; Dome C: Frey et al., 2015;
Dumont d’Urville: Grilli et al., 2013; Halley V: Saiz-Lopez et al., 2007; McMurdo Sound: Hay, 2011; Neumayer: Frieß et
al., 2004; Scott: Fernandez et al., 2019; Davis, Casey, Mawson and SIPEXII: this work). Further details are provided in
Table 3.7.
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Table 3.7: Summary of BrO surface concentrations observed in the Antarctic.

BrO observations (pptv)
Median
Min
 MAD

Techniqueiii

Reference

14.8

MAX-DOAS

This work

1.6

14.3

MAX-DOAS

This work

3.8  1.1

1.0

21.5

MAX-DOAS

This work

3.3  2.6

2.4  1.6

0.6

15.0

MAX-DOAS

This work

Campaign / Station

Lat / Lon

Sample Period

No

Mean
 St Dev

Davis

68.577 °S
77.967 °E

Spring/summer
2017/18 & 2018/19

677

4.2  1.3

4.0  1.1

1.7

Casey

66.282 °S
110.528 °E

Summer
2017/18 & 2018/19

837

3.5  1.2

3.4  1.1

Mawson

67.603 °S
62.874 °E

Summer
2017/18 & 2018/19

667

3.9  1.4

SIPEXII (2012)

61.451 °S
121.186 °E
to
61.521 °S
116.417 °E

23 Sep 2012
to
11 Nov 2012

144

Halley V

Scott

75.583 °S
26.567 °E

77.848 °S
166.760 °E

Max

10 Aug 2007
to
19 Sep 2007
Jan 2004
to
Feb 2005
10 Aug 2007
to
19 Sep 2007

-

-

2.0

13.3 ± 2.2

CIMS

Buys et al. 2013

1.5 – 3.5 i

-

-

20.2

LP-DOAS

Saiz-Lopez et al., 2007
Roscoe et al., 2014

1.0 – 2.2i

-

-

-

CIMS

Roscoe et al., 2014

Spring 2007

5.9  3.6ii

-

-

20.2

CIMS

Fernandez et al., 2019

Spring 2006
to
Spring 2007

3.8  2.0ii

-

-

10.9

MAX-DOAS

Fernandez et al., 2019
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Campaign / Station

Lat / Lon

Sample Period

McMurdo Sound

77.820 °S
166.580 °E

Marambio

64.241 °S
56.627 °W

Belgrano II

77.874 °S
34.628 °W

Spring 2006
&
Spring 2007
Jan to Apr 2015
&
Aug to Dec 2015
Jan to Apr 2015
&
Aug to Dec 2015

Neumayer

70.645 °S
8.264 °W

Aug to Sep 1999
Sep 2000

Dumont d’Urville

66.663 °S
140.002 °E

Dome C

75.056 °S
123.196 °E

Arrival Heights

77.83 °S
166.66 °E

31 Jan 2011
to
3 Feb 2011
23 Nov 2011
to
12 Jan 2012
Feb to May 1995
&
Aug to Oct 1995

No

Mean
 St Dev
-

BrO observations (pptv)
Median
Min
 MAD
7.5  0.5
5.2  0.5

Techniqueiii

Reference

14.4 ± 0.3

MAX-DOAS

Hay, 2011

Max

-

1.6  0.4

-

26.0 ± 0.4

MAX-DOAS

Prados-Roman et al.,
2018

-

1.6  0.6

-

8.1 ± 0.6

MAX-DOAS

Prados-Roman et al.,
2018

-

-

-

13.0

ZS-DOAS

Frieß et al., 2004

2.0

-

-

-

ML-CEAS

Grilli et al., 2013

2.0 – 3.0

-

-

-

MAX-DOAS

Frey et al., 2015

-

-

-

30

ZS-DOAS

Kreher et al., 1997

Note: (i) Roscoe et al. (2014) calculated 10-day running means using both daytime and night-time BrO observations; (ii) Fernandez et al. (2019) recalculated 6-hour midday
means for the BrO concentration at Halley (using the data from Saiz-Lopez et al. 2007) and Scott (using the data from Hay, 2011); and (iii) Measurement techniques are detailed
in Appendix 6.
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3.3.5.1 Halley research station
At Halley, previous BrO observations measured via LP-DOAS between January 2004 and February 2005
showed that values varied between instrumental detection limits (1-2 pptv) and ~9 pptv (Saiz-Lopez et al.,
2007). Later observations using CIMS showed values ranged from instrumental detection limits (0.6 pptv)
to a daily maximum of 13.3 ± 2.2 pptv (Buys et al., 2013). Roscoe et al. (2014) later used these datasets to
calculate 10-day running means (including night-time values) of 1.0-2.2 pptv and 1.5-3.5 pptv. It should be
emphasised that both LP-DOAS and CIMS represent very different measurement techniques to MAXDOAS (see Appendix 6). Both CIMS and LP-DOAS tend to measure closer to the surface snowpack than
MAX-DOAS; therefore, the instruments do not measure exactly the same air masses even when measuring
at the same place and time (Frieß et al., 2011; Peterson et al., 2015).
The 10-day running means at Halley calculated by Roscoe et al. (2014) are slightly lower than the BrO
means (± standard deviations) calculated in this thesis for the CAMMPCAN (3.5 ± 1.2 pptv at Casey to 4.2
± 1.3 at Davis) and SIPEXII (3.3  2.6 pptv) voyages. However, the means calculated for CAMMPCAN
and SIPEXII aren’t directly comparable as they only include daytime observations of BrO. The MAXDOAS measurements have also been filtered to remove at high SZA (see Section 3.3.2.1). As the Roscoe
et al. (2014) averages include night-time data, when BrO concentrations are generally lower, it is expected
that the means reported in this thesis (using only daytime measurements) would be higher than means from
Roscoe et al. (2014).
Using the BrO observations from spring 2007 (Buys et al., 2013), Fernandez et al. (2019) calculated a 6hour midday BrO mean of 5.9 ± 3.6 pptv at Halley. These daytime-only values are considered a better
comparison to the mean BrO concentrations calculated in this thesis, ranging from 3.5 ± 1.2 pptv at Casey
to 4.2 ± 1.3 at Davis. The mean calculated for Halley corresponds to early spring when BrO concentrations
are at their highest. The higher means at Casey (early summer) and Davis (late spring) are consistent with
expected seasonal differences.

3.3.5.2 Scott Base, Arrivals Heights and McMurdo Sound
The observations from Scott Base, Arrival Heights and McMurdo Sound were all taken within a few
kilometres of each other and so have been grouped together.
Using MAX-DOAS observations from Scott Base between spring 2006 and 2007, Fernandez et al. (2019)
calculated a 6-hour midday BrO mean of 3.8 ± 2.0 pptv, similar to BrO means calculated in this thesis for
CAMMPCAN and SIPEXII.
Two springtime campaigns using MAX-DOAS were conducted at McMurdo Sound, the first from 26th
August to 28th November 2006 and the second from 20 th August to 1st December 2007 (Hay, 2011). These
campaigns observed median ( MAD) BrO mixing ratios of 5.2  0.5 pptv and 7.5  0.5 pptv respectively.
These measurements are directly comparable to the CAMMPCAN and SIPEXII observations as they were
also acquired using MAX-DOAS. Median ( MAD) BrO values calculated for CAMMPCAN (3.4 ± 1.1
pptv at Casey to 4.0 ± 1.1 pptv at Davis) and SIPEXII (2.4 ± 1.6 pptv) are lower than the values reported
for McMurdo Sound, most likely due to differences in meteorological conditions, sea ice cover and seasonal
effects.
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Ground based measurements of BrO have also been made at Arrival Heights using ZS-DOAS (see
Appendix 6) by Kreher et al (1997) and Schofield et al. (2006). The measurements are not directly
comparable to those made reported in this thesis because of difference in the instrument and reporting.
Kreher et al. (1997) only reported bromine explosion events (~30 pptv) from spring 1995 and Schofield et
al. (2007) only reported BrO for total tropospheric columns (up to an altitude of 8.8 km ASL) with a mean
of 0.3 ± 0.3 x 1013 molecules cm-2.

3.3.5.3 Marambio and Belgrano II research stations
Using MAX-DOAS, Prados-Roman et al. (2018) found that during the sunlit period of 2015 (January to
mid-April and mid-August to December), the median BrO mixing ratio for the lower troposphere (0-500 m
ASL) was ~1.6 pptv at both Marambio and Belgrano II. This is lower than the median BrO values observed
in the surface layer (0-200 m ASL) during CAMMPCAN (3.4 ± 1.1 pptv at Casey to 4.0 ± 1.1 pptv at
Davis) and SIPEXII (2.4 ± 1.6 pptv). Median BrO vertical profiles for CAMMPCAN and SIPEXII are
discussed in Section 3.3.3 and indicate a median BrO mixing ratio for the lower troposphere (0-500 m
ASL) of 3 to 4.5 pptv during CAMMPCAN and 2.6 pptv during SIPEXII. Differences in the BrO medians
are likely due to regional differences. Davis, Mawson and Casey are also located within a known katabatic
region with a shallow troposphere and low relative humidity. These environmental conditions can enhance
the occurrence of blowing snow which promotes the production of BrO. Such a phenomenon is less likely
to occur at Marambio and Belgrano II, which are not situated within katabatic zones (Vignon et al., 2019).

3.3.5.4 Dumont d’Urville research station
BrO observations were acquired by Grilli et al. (2013) using mode-locked cavity-enhanced absorption
spectroscopy (ML-CEAS). BrO observations were acquired between 31 January and 3 February 2011. The
authors found that BrO mixing ratios stayed close to the detection limit of the instrument (2 pptv), with a
mean BrO mixing ratio of 2 pptv. This is lower than the mean BrO concentrations observed during
CAMMPCAN (3.5 ± 1.2 pptv at Casey to 4.2 ± 1.1 pptv at Davis) and SIPEXII (3.3 ± 2.6 pptv). However,
the experiment was limited to a 4-day period in the absence of off-shore sea ice, which is known to correlate
with lower BrO concentrations, and so may not be representative of typical conditions at Dumont d’Urville.
A longer sampling period is required to make useful comparisons.

3.3.5.5 Summary
Overall, observed BrO concentrations from this study are similar to those previously reported at Halley and
Scott but higher than those reported at Dumont d’Urville, Belgrano II and Marambio. The differences in
the observed BrO concentrations can be explained by different measurement techniques, sampling dates
and sampling times across the day. Summary and future directions
Observations of BrO in the lower troposphere of coastal Antarctica and the Southern Ocean were obtained
from a MAX-DOAS instrument deployed during seven voyages aboard the Aurora Australis icebreaker.
BrO concentrations in the surface layer displayed seasonal variability, decreasing from late spring (median
of 4.3  1.1 pptv at Davis 2017-18) to late summer (median of 2.3  0.8 pptv at Davis in 2018-19). The
findings suggest that BrO concentrations are heavily influenced by variations in sea ice cover, which also
decrease between spring and summer.
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Binning median BrO concentration by sea ice cover suggested a positive relationship between the two at
both low (<7 m/s) and high wind speeds (>7 m/s). Low wind speeds enhanced heterogenous reactions on
saline surfaces (sea ice and snowpack), allowing BrO to accumulate close to the surface (<0.2 km ASL).
High wind speeds enhanced the production of blowing snow that provides a source of lofted sea salt aerosols
and increases BrO production at altitude (0.3-0.9 km ASL). This relationship did not extend to periods with
no sea ice cover, and different mechanisms affected BrO concentrations at these times.
BrO vertical profiles in the lowest 4 km of the troposphere show that the BrO maximum generally occurred
slightly aloft (typically at 0.3 km ASL) and always below an altitude of 1 km. This suggested a surface
source for reactive bromine species that then underwent photooxidation aloft to form BrO. Diurnal cycles
showed that the BrO concentrations had either a single maximum that coincided with the peak SZA,
suggesting that the BrO maximum was related to the peak oxidation of photolabile bromine species (Br and BrCl), or a double BrO maximum (morning and afternoon) with a dip during the middle of the day as
BrO cycles through HOBr.
Statistical analysis using Welch’s t-tests and Kolmogorov-Smirnov tests indicated that BrO distributions
were largely statistically different (p < 0.05) between the different sites (except between V2 (Casey) and
V3 (Mawson/Davis) in 2017-18 and between V1 (Davis) and V3 (Mawson)) and across the different
seasons of the campaign. Site-to-site differences were most likely driven by the reduction in sea ice cover
between spring and summer, while interannual differences at the same sites likely resulted from differences
in meteorological conditions and air mass history.
A total of 18 enhanced BrO events (periods when the BrO was above the three-sigma threshold of 7.2 pptv)
were identified. The highest BrO events occurred in spring, with maximum BrO concentrations of 17.5
pptv observed during SIPEXII on 28 September 2012 and 14.8 pptv observed at Davis on 7 November
2018. The altitude containing the maximum mole fraction ranged between 0.1 km and 0.7 km ASL. Surface
events (those <200 m ASL) tended to occur during periods of low wind speed with a stable atmosphere,
this allowed for BrO to accumulate close to the surface. Lofted events (those >200 m ASL) tended to occur
during periods of high wind speed with a less stable atmosphere which promoted the vertical re-distribution
of BrO.
Overall, this work has revealed key features of BrO variability in coastal Antarctica. The fact that BrO
measurements in coastal Antarctica are mostly limited to a handful of short-term campaigns means that
significantly more observations are required to gain a better understanding of BrO variability and its drivers.
Observations taken on ship-based voyages, such as those used in thesis, are the easiest to undertake, but
only provide limited temporal and spatial resolution. It is particularly desirable to have long-term BrO
observations across multiple years that allow for the analysis of complete annual cycles. This would require
an alternative instrument for observations (such as CIMS) that can operate through the darkness of polar
winter. These observations could occur via the installation of permanent instruments at the Antarctic
stations. As the sea ice is a key source for BrO, it would be desirable to deploy floating autonomous
platforms within the sea ice, such as those used in the Arctic O-Buoy project (Knepp et al., 2010). These
have already been deployed in the Arctic with MAX-DOAS used for observing and understanding BrO
variability with great success (Halfacre et al., 2014; Knepp et al., 2010; Swanson et al., 2020).
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It would also be desirable to have an instrument that can simultaneously observe Br 2, BrCl and Br- as this
would help to reduce uncertainty regarding the chemical mechanisms taking place. CIMS has the ability to
detect BrO, BrCl and Br2 and has already been deployed in the Antarctic at Halley research station by Buys
et al. (2013). However, it would not be practicable to deploy CIMS on a floating buoy due to power
requirements.
The results of this chapter indicate that key uncertainties remain regarding the drivers of BrO variability.
The next chapter of this thesis (Chapter 4) identifies quantitative relationships between BrO variability
and environmental variables.
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4 Chapter 4
Statistical modelling of BrO and drivers of variability
Overview and contributions
This chapter describes how BrO concentrations in the lower troposphere (<2 km altitude) of coastal
Antarctica quantitively relate to environmental variables. Observations of bromine monoxide (BrO)
concentrations were gathered during the CAMMPCAN 2017-19 campaign to the coast of East Antarctica.
These were combined with meteorological observations from the Aurora Australis and meteorological
fields from the Modern Era Retrospective Analysis for Research and Applications version 2 (MERRA-2)
project to determine how BrO concentration varies with environmental conditions.
The Arctic principal component regression (PCR) model that was developed by Swanson et al. (2020) for
predicting BrO concentrations in the Arctic was applied to the environmental variables from the Antarctic
dataset. The performance of the Arctic PCR model was then assessed.
Additional environmental variables were added to the Antarctic environmental dataset and a regression
analysis was performed against the observations of BrO to identify the variables that were important. Those
variables that were found to be statistically significant were included in a principal component analysis
(PCA). From this a new Antarctic PCR model was developed and its predictive ability assessed.
I wrote the manuscript, led the overall data analysis and interpretation, ran the instruments during one of
the voyages (V3 2017-18) and performed quality control on the BrO data. Rob Ryan (University of
Melbourne, Australia) processed the raw MAX-DOAS spectra via QDOAS into dSCDs. Sean Gribben
(CSIRO) ran the HYSPLIT back trajectories and Andrew Klekociuk (Australian Antarctic Program) ran
the sea ice contact analysis. Stephen Wilson and Jenny Fisher provided academic support.

4.1 Motivation
Every spring, high concentrations of reactive bromine are rapidly released to the Antarctic troposphere by
the production molecular bromine (Br2) via heterogenous reactions on frozen saline surfaces (PradosRoman et al., 2018). The gaseous Br2 is the photolyzed to form bromine radicals (Br) which react with
ozone (O3) to form bromine monoxide (BrO) (Herrmann et al., 2019).
As MAX-DOAS cannot directly detect reactive bromine, this thesis instead relies on the detection of BrO
since it absorbs ultraviolet radiation within the wavelengths measurable by the instrument and uses BrO as
a proxy for total reactive bromine. Atmospheric BrO concentrations are maintained via heterogenous
recycling on aerosol particles (Peterson et al., 2017). In the absence of this mechanism, BrO concentrations
will photolytically decay within hours (Platt & Hönninger, 2003).
The variability of BrO in polar regions has previously been demonstrated to be affected by a number of
meteorological and environmental parameters including surface salinity, temperature, pH, sea ice cover, O 3
mixing ratio and relative humidity (Huang and Jaegle, 2017; Rhodes et al., 2017). Swanson et al. (2020)
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related BrO to meteorological variables in the Arctic by performing a principal component analysis (PCA)
and from this developing a principal component regression (PCR) model for BrO prediction. The authors
found that three statistically independent principal components (PCs), which account for two
meteorological factors and one chemical factor, could be used in a PCR model to predict Arctic BrO
concentrations. The three PCs are described below:

•

PC1 (Meteorological factor): had low surface pressure, increased mixing layer height and
decreased potential temperature differential in the lowest 100m and 1000m. If the potential
temperature differential in the lowest 100m is negative it means that the atmosphere is unstable. It
was suggestive of low-pressure systems that increase vertical mixing in the boundary layer and
allowed the BrO precursor bromide to become vertically distributed (e.g., by vertically distributing
sea salt aerosols throughout the lower troposphere). PC1 consisted of a high mixed layer height
(MLH) (loading = 0.595) and low potential temperature differential in lowest 100m (loading = 0.487).

•

PC2 (Meteorological factor): had cold surface temperature and stable inversions which allowed
for efficient BrO recycling on the snowpack. PC2 was suggestive of increased stability in the
lowest 1000m (which may indicate temperature inversions and therefore high variance in BrO surf
and low variance in BrOLTcol), high wind speeds (that transport reactive bromine from the surface
via wind pumping) and increased O3 (which could suggest BrO recycling). PC2 consisted of high
potential temperature differential in lowest 1000m (inversion) (loading = 0.580), high surface wind
speeds (loading = 0.459), cold surface temperature (loading = -0.392) and increased O3 (loading
= 0.347).

•

PC3 (Chemical factor): was suggested to track the relationship between BrO, O 3 and surface
temperature during calm meteorological conditions. It consisted of low O 3 (loading = -0.569) and
low surface temperature (loading = -0.582). PC3 describes most of the variance in predictions for
BrOsurf and BrOLTcol.

•

Swanson et al (2020) found that although the three PCs were statistically independent, they could
be combined to describe two types of enhanced BrO events in the Arctic (surface events and lofted
events), both of which were correlated with high wind speeds. Surface events are mainly described
by the combination of PC3 with PC2. These are represented by calm surface conditions that
potentially allows for Br2 to accumulate above the snowpack and then be converted to BrO. Lofted
events are mainly described by the combination of PC3 with PC1. Together these represent
conditions that are considered optimal for the production of BrO from blowing snow and sea salt
aerosols.

This chapter uses the measurements of BrO mole fraction described in Chapter 3 and combines them with
meteorological observations from the Aurora Australis and meteorological reanalysis data from MERRA2 (Section 2.5.3) to understand how BrO varies with environmental conditions. One of the goals of this
chapter was to determine whether the drivers of BrO variability in the Arctic identified by Swanson et al.
(2020) apply to the Antarctic region. This was tested by comparing the Antarctic observations of BrO from
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MAX-DOAS against predictions of BrO from the PCR model developed by Swanson et al. (2020) (Section
4.3.2).
A separate regression analysis was then undertaken on the CAMMPCAN Antarctic BrO dataset to
determine the relationship between Antarctic BrO and the available environmental variables (Section
4.4.1). Those variables that were significantly correlated (p<0.05) with BrO were included in a new,
Antarctic-specific PCA to determine the most relevant principal components for the Antarctic (Section
4.4.2). Finally, the dominant principal components were included in a PCR model to predict Antarctic BrO
concentrations. These predictions are compared against the BrO observations in Section 4.4.3.

4.2 Methodology
Full details of the measurements made during CAMMPCAN and SIPEXII were presented in Chapters 2
and 3. Sea ice cover and atmospheric circulation patterns were described in Chapter 3. Detailed below is
a summary of the analysis and methodology specific to this chapter.

4.2.1

Applying the Arctic PCR model of Swanson et al. (2020)

Principal component analysis (PCA) is a statistical procedure for computing the principal components that
explain the variance within a dataset. This is done by identifying patterns among a number of variables
(Mardia et al., 1979). The Shapiro-Wilk test was used to check that the BrO vertical column density (VCD)
in the lowest 200 m (BrOsurf), the BrO VCD in lowest 2 km of the troposphere (BrO LTcol) and the aerosol
extinction coefficient (AEC) were normally distributed. This was important because all variables included
in the PCA and PCR are required to have a Gaussian, or near Gaussian, distribution. Once the principal
components have been identified they can be used for exploratory data analysis via predictive models
(Wilks, 2011).
Swanson et al. (2020) undertook a PCA using a combination of ground-based BrO and AEC observations
from MAX-DOAS, surface meteorological and ozone (O3) observations, and MERRA-2 reanalysis
meteorological fields. They then used the results to develop a principal component regression (PCR) model
that could be used to predict Arctic BrO based on a number of environmental variables. The PCR model
provides predictions for BrOsurf and BrOLTcol. This chapter uses the PCR model developed by Swanson et
al. (2020) to determine to what extent the drivers of variability in Arctic BrO can also explain the observed
variability in the Antarctic BrO.

4.2.1.1 Data sources and filters
The majority of environmental variables that were used in the PCR model were obtained from surface
observations aboard the ship. The inclusion of surface meteorological observations, O3 and AEC in the BrO
predictions not only provides a more accurate representation of conditions during the voyages, it also aligns
with the methodology used by Swanson et al. (2020) allowing for a direct comparison to their results from
the Arctic. The remaining variables were obtained from MERRA-2. They include the mixing layer height
(MLH) and potential temperature differentials at 100m (100m) and 1000m (1000m).
The following variables used in the PCA and PCR are calculated through various equations: (i) Richardson
mixed layer height (MLH); (ii) change in pressure from one hour to next (P1hr); (iii) potential temperature
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differential in the lowest 1000m (1000m); and (iv) potential temperature differential in the lowest 100m
(100m). A description of the methodology used for the calculation of these variables is given in Appendix
2. These variables derived from MERRA-2 variables were compared to their values when derived from
radiosondes launched from the ship and found to be similar (see Section 4.3.1). Figure 4.1 provides a
comparison of the mixed layer height (MLH) calculated from MERRA-2 and the radiosondes. Radiosonde
observations were only available for the 2017-18 voyages and therefore could not be used in place of the
MERRA-2 variables due to incomplete coverage.

Figure 4.1: Comparison of the Richardson mixing layer height calculated from MERRA-2 (blue) and radiosondes
launched from the Aurora Australis (yellow). Note: radiosonde observations were only available for the CAMMPCAN
2017-18 campaign.

4.2.1.2 Data filtering
In order to follow the methodology used by Swanson et al. (2020), the original 20-minute BrO data was
averaged to hourly values. These hourly values were then filtered to meet conditions that are conducive to
reactive bromine events. The same filters were also used by Swanson et al. (2020). The variables were
therefore filtered for rainfall, observation date, ozone concentration and pollution as follows:
•

Rainfall filter: Burd et al. (2017) found that BrO was absent during and after rainfall. Rainfall
was estimated based on the difference between the MERRA-2 variables for total precipitation and
snowfall. This rainfall estimate was then used to remove time periods corresponding to when BrO
recycling would have been hindered.

•

Seasonal end date filter: the onset of snowmelt has been shown to hinder the heterogenous
recycling of BrO. At this point, reactive bromine events cease, and BrO concentrations become
low over the summer (Burd et al., 2017). The seasonal end date was defined as the date at which
BrO is below a threshold (5 x 1013 molecules/cm2 in the 1 dSCD) and the 3-hour BrO average
does not cross the threshold for the following 5 days (Swanson et al., 2020).

•

Ozone filter: under extremely low O3 concentrations (<1-2 ppbv), BrO becomes a minor
component of reactive bromine and no longer accurately represents the reactive bromine present
(Wang et al., 2019). The variables were therefore filtered to remove any time periods when O 3 was
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below 2 ppbv.
•

Pollution filter: the variables were filtered to remove any polluted air masses. This was done by
removing time periods when the NO2 2 dSCD was more than 5 x 1015 molecules/cm2 (Swanson
et al., 2020).

The application of the data filters removed 172 BrO observations (~20% of the data), reducing the BrO
observations and environmental variables to 694 hourly measurements, see Table 4.1. The largest rejection
of data was caused by a lack of environmental variables concurrent with BrO observations, with 133 BrO
observations omitted. The O3 and pollution filters remove 4 and 35 BrO observations, respectively. No data
was removed by either the seasonal end date or rainfall filters, hinting that the seasonal end date may not
apply to the coastal Antarctic sites used in this study, or that the threshold value may not be accurate for
the Antarctic.
Table 4.1: Number of BrO observations after filtering.

Filters used
No filtering
Co-located data for
environmental variables
missingi
Seasonal end date filter
O3 filter
Rainfall filter
Pollution filter
All filters above

Number of hourly BrO observations
after each filter has been applied.
866

BrO observations
omitted
-

733

133

733ii
729
729ii
694
694

0
4
0
35
172

Note: (i) the environmental variables are detailed in Table 4.2; and (ii) no data was removed by the seasonal
end date or rainfall filter.

4.2.1.3

Variable standardisation

All of the variables required in the PCA were standardised by subtracting the mean and dividing by the
standard deviation. In the Arctic data used by Swanson et al. (2020), BrO and AEC had non-Gaussian
distributions and therefore required a separate transformation prior to being standardized. To approximate
a near-Gaussian distribution, BrO was normalised via a square-root transformation and AEC via a log
transformation. This allowed the PCA to compare and the PCR model to approximate the contribution of
each variable on an equal footing, as they all have equal variance after transformation.
The Antarctic BrO and AEC variables used in this thesis were tested for normality using the Shapiro-Wilk
test (Shapiro and Wilk, 1965). The p-values for BrOsurf, BrOLTcol and AEC were 1.3 x 10-11, 3.6 x 10-15 and
7.9 x 10-274, suggesting that all three datasets have non-Gaussian distributions. The BrO and AEC datasets
were therefore square root and log transformed, respectively, to approximate near-Gaussian distributions
following Swanson et al. (2020). Histograms of the variables before and after transformation, along with
the respective p-value for the Shapiro-Wilks test of the variable, are provided in Appendix 4.

4.2.1.4

Principal components

Swanson et al. (2020) found that three principal components have variances greater than one and that
together they explained 60% of the variance in the Arctic dataset. The environmental variables included in
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the analysis, along with the loadings for each principal component as derived by Swanson et al. (2020), are
detailed in Table 4.2.
Table 4.2: Loadings for the three PCs (Swanson et al., 2020).

Variable

Data
source

PC1
Loading

PC2
Loading

PC3
Loading

O3 (ppb)

Ship

-0.021

0.347

-0.569

log(AEC) lowest 200m (km-1)

Ship

0.246

0.270

0.216

Surface temperature (C)

Ship

0.087

-0.392

-0.582

Sea level pressure (hPa)

Ship

-0.338

0.160

0.231

Wind speed at 10m (m/s)

Ship

0.345

0.459

-0.263

Richardson mixed layer height (m)i

MERRA-2

0.595

0.041

-0.008

Change in pressure from 1 hr to next (hPa)

Ship

-0.007

-0.271

0.196

MERRA-2

-0.326

0.580

0.041

MERRA-2

-0.487

-0.069

-0.358

Potential temperature differential in lowest 1000m (K) i
Potential temperature differential in lowest 100m (K)

i

Note: (i) these variables were calculated from variables obtained from MERRA-2. The calculation is
described in Appendix 2.
With each variable represented by j, the normalised value and loading for each variable can be represented
by vj and lj. The value for the principal component (PCn) at a given time is calculated from the sum of vj
multiplied by lj (Equation 4.1).
𝑃𝐶𝑛 = ∑ 𝑣1 𝑙1𝑃𝐶𝑛 + 𝑣2 𝑙2𝑃𝐶𝑛 +. . . +𝑣𝑗 𝑙𝑗𝑃𝐶𝑛

4.2.1.5

[Eq 4.1]

Arctic principal component regression model

The PCR-predicted BrO partial columns for the surface layer (BrOsurf, altitudes below 0.2 km) and lower
troposphere (BrOLTcol, altitudes below 2 km) were calculated using Equations 4.2 and 4.3. The two
equations predict partial columns for BrOsurf and BrOLTcol (1012 molecules/cm2) based on each PC multiplied
by an empirically derived coefficient (Swanson et al., 2020). The coefficients for BrO surf (𝛽 S) and BrOLTcol
(𝛽 L) are listed in Table 4.3.
𝐵𝑟𝑂𝑠𝑢𝑟𝑓 = (𝛽𝑆0 + 𝛽𝑆1 𝑃𝐶1 + 𝛽𝑆2 𝑃𝐶2 + 𝛽𝑆3 𝑃𝐶3)2

[Eq 4.2]

𝐵𝑟𝑂𝐿𝑡𝐶𝑜𝑙 = (𝛽𝐿0 + 𝛽𝐿1 𝑃𝐶1 + 𝛽𝐿2 𝑃𝐶2 + 𝛽𝐿3 𝑃𝐶3)2

[Eq 4.3]
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Table 4.3: Coefficients BrOsurf and BrOLTcol (Swanson et al., 2020).

BrOsurf

4.2.2

BrOLTcol

Coefficient

Value

Coefficient

Value

𝛽S0

2.06 x 107

𝛽L0

3.67 x 107

𝛽S1

1.46 x 105

𝛽L1

3.66 x 105

𝛽S2

2.24 x 105

𝛽L2

9.88 x 104

𝛽S3

3.94 x 105

𝛽L3

5.97 x 105

Development of an Antarctic PCR model

In addition to testing the Arctic PCR model of Swanson et al. (2020), I also tested whether better BrO
predictions could come from an Antarctic-specific model. In addition to the variables used in the Arctic
PCR model, additional variables were evaluated for inclusion in the Antarctic PCR model.

4.2.2.1 Environmental variables
A number of additional variables were considered for the Antarctic principal component model (see Table
4.4). Previous studies have shown an association between these variables and BrO:
•

Wind direction was considered because Antarctic air masses generally fall into two categories,
those blowing off the continent and those originating from the coastal and ocean region. However,
it was omitted from this analysis due to that fact that differences in the wind direction (e.g., N/S
and E/W) would mean different source regions for BrO at each of the separate stations.

•

Solar radiation was chosen because it directly influences BrO through the photolysis of reactive
bromine sources (e.g., Br2 and BrCl) to form Br, which then reacts with O 3 to form BrO (PradosRoman et al., 2018). See Section 1.2.1.

•

Sea ice cover was chosen because one of the findings from Chapter 3 was a positive relationship
between BrO and sea ice cover. The sea ice provides a surface reservoir for reactive bromine,
which can act as a source to the atmosphere via heterogenous reactions on blowing saline snow
(Peterson et al., 2019). See Section 1.2.1. An increase in sea cover would increase both the
potential size of the reservoir and the source.

•

Ice contact time was calculated from HYSPLIT back trajectories (see Section 2.5.2). As sea ice is
a known bromine source (Huang et al., 2018), it was expected that increased time spent by the
airmass over sea ice would correspond to increased BrO. This was a finding reported by Bognar
et al. (2020) for the Arctic.

•

Ocean contact time was considered because emissions from organic bromine sources
(algae/phytoplankton) are likely to be higher over open water (see Section 1.2.2).

•

Land contact time was considered as a means for identifying continental airmasses. Continental
airmasses would be expected to have a lower BrO concentration than those that have traversed the
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sea ice zone (Brough et al., 2019).
•

Chlorophyll concentration in seawater was considered because it can be used to estimate the
density of algae and phytoplankton in surface waters. Both algae and phytoplankton are known to
bloom during the spring and summer months in Antarctica due to the upwelling of nutrient rich
waters, accumulation of these nutrients in surface waters during the polar night and return of
sunlight in spring (NEO, 2020). The algae and phytoplankton subsequently release organic
bromocarbons into the seawater, which eventually make their way into the atmosphere where they
photochemically degrade or react with Cl or OH radicals to yield Br and BrO (Abrahamsson et al.,
2018; Hughes et al., 2013).

•

Water temperature was chosen because cold surface waters help to promote nutrient upwelling,
which in turn boasts algae and phytoplankton growth (NEO, 2020). This in turn could lead to
increased bromocarbon production.

•

Water salinity was chosen because the production of sea salt aerosols from sea spray is a known
source for atmospheric bromine (Spolaor et al., 2013). Additionally, changes in sea ice cover can
affect water salinity. Sea ice formation ejects salts and increases salinity in surrounding water.
Melting sea ice can lower the salinity of the surrounding water (NSIDC, 2019a).

•

Relative humidity is one of the factors that influences bromine release from sea salt aerosols during
blowing snow events. The production of sea salt aerosols is higher under low relative humidity
because the snow has to sublimate to produce sea salt aerosols. Bromine is then released via
heterogenous chemistry (Huang and Jaegle, 2017). The production of HO 2, which reduces BrO
concentrations, is greater during periods of simultaneously high O 3 and relative humidity (Pöhler
et al., 2010).
Table 4.4: Additional variables and their data sources considered for the Antarctic PCR model.

4.2.2.2

Variable

Data source

Wind direction ()

Ship

Solar radiation (W/m2)

Ship

Sea ice cover (%)

Satellite

Ice contact time (hours)

HYSPLIT, satellite

Ocean contact time (hours)

HYSPLIT, satellite

Land contact time (hours)

HYSPLIT, satellite

Chlorophyll (g/)

Ship

Water temperature (C)

Ship

Water salinity (‰)

Ship

Relative humidity (%)

Ship

Regression analysis

Linear regression analysis was undertaken on the Antarctic dataset to infer relationships between BrOsurf
and BrOLTcol and the environmental variables. The regression analysis was undertaken in Python using
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the SciPy v1.6.1 (SciPy, 2021) function:
Slope, Intercept, R, p, StdErr = stats.linregress(x,y)
The package provides the slope of the regression line (Slope), the intercept of the regression line (Intercept),
the correlation coefficient (R), a p-value obtained from a t-test for statistical significance, and the standard
error (StdErr) of the estimate. R was the used to calculate the coefficient of determination (R2) for each
environmental variable. The variables that had a p-value of <0.05 were determined to be statistically
significant and therefore had the potential for inclusion in the Antarctic PCA. These variables were then
checked for multicollinearity by calculating the variance inflation factors (VIF).
VIF is a measure used to analyse the magnitude of multicollinearity between independent variables by
quantifying how much the variance is inflated between each of the predictors within a multiple regression
model (O’Brien, 2007). The VIF for the jth predictor is calculated following Equation 4.4:
𝑉𝐼𝐹𝑗 =

1

[Eq 4.4]

1−𝑅𝑗2

where 𝑅𝑗2 is the R2 value obtained by regressing the jth predictor on the remaining predictors. A VIF of 1
indicates that there is no correlation between the jth predictor and the remaining predictors and therefore the
variance is not inflated by including the jth predictor. A VIF of 5 is generally considered to be the critical
value above which the variance is inflated to the degree that it causes multicollinearity issues that require
correcting (Salmeron et al., 2018). Where two or more variables were found to have a VIF greater than 5,
only one of the violating variables was selected for inclusion in the Antarctic PCA.
The remaining environmental variables, excluding BrO surf and BrOLTcol, were selected for principal
component analysis. This was undertaken in Python using the decomposition PCA function from the Scikitlearn package. PCA results in the generation of principal components. These are new variables that are
constructed as linear combinations (or mixtures) of the initial variables. The combinations ensure that the
principal components are uncorrelated and results in the same number of principal components as the
number of variables that are included (e.g. 5-dimensional data results in 5 principal components). PCA
compresses the maximum possible information into the first principal component, the maximum remaining
information is then compressed into second principal component and so on. The result is that most of the
variability of the dataset is described by the first few principal components. The normalised variances for
the principal components were calculated to see how much variability was explained by each principal
component and to test for independence between the principal components. If a principal component has a
normalised variance greater than 1, it means that the principal component explains more variability than
any individual variable alone.
All of the principal components were then fitted against observations of square-root BrO via the PCR
method to produce a predictive model for Antarctic BrO. This was undertaken in Python using the ordinary
least squares linear regression (OLS) function from the statsmodel package. One of the aims of PCA is to
reduce the number of dimensions that describe the data without losing too much variability. Therefore,
backward stepwise selection was used to systematically remove the least significant principal components
and test the impact on the R2 of the model. The elimination of insignificant principal components (those
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that add little to the model ability to describe the observed BrO variability) causes the lowest drop in the
goodness of fit (R2), while the removal of significant principal components causes a large drop in R2. This
results in the principal components being ranked from the most to the least significant (see Section 4.4.3.1).
The end result was an Antarctic PCR model that used the first three principal components to predict
concentrations of Antarctic square-root BrO from the environmental dataset. These predictions where then
squared, to reverse the BrO transformation and enable comparisons between the predictions and
observations of BrO.

4.3 Application of the Arctic PCR model to Antarctic BrO
This section starts by providing an overview of the application of the Arctic PCR model developed by
Swanson et al. (2020) to predict Antarctic BrO. It characterises the Antarctic distributions of the
environmental variables used in the Arctic PCR model (Section 4.3.1) and details how the Arctic PCR
model performs in the Antarctic (Section 4.3.2).

4.3.1

Characterisation of Antarctic vs Arctic environmental variables

The CAMMPCAN means and ranges (within one standard deviation) for each variable are compared to the
Arctic equivalents from Swanson et al., (2020) in Table 4.5. The mean observed BrOsurf and BrOLTcol
concentrations are lower or the Antarctic (2.0 x 10 12 and 10.3 x 1012 molecules/cm2) than for the Arctic (4.2
x 1012 and 13.4 x 1012 molecules/cm2 respectively). The mean O3 concentration was 17 ppbv and the mean
observed temperature was below freezing at -2.1  3.1C. Climate records at Davis indicate that the mean
minimum and mean maximum temperatures for the study period (November to February) are -3.5C and
0.9C respectively (BOM, 2021), see Appendix 7. However, this is approximately 12C warmer than the
mean Arctic surface temperature of -14.2C observed by Swanson et al. (2020). Previous work has
suggested that colder temperatures enhance bromine activation (Pöhler et al., 2010). However, once
temperatures rise above freezing, the onset of snowmelt hinders reactive bromine recycling, as the
snowpack becomes more compressed, decreasing ventilation and the production of blowing snow (Burd et
al., 2017).
The Arctic observations start right from polar sunrise (21 February) in early spring and finish at the end of
the reactive bromine season in early summer (17 June), while the Antarctic observations extend from late
spring (7 Nov) until late summer (21 Feb). Studies have found that Arctic BrO concentrations tend to be at
their highest directly after polar sunrise in January (Simpson et al., 2018). However, as most Antarctic BrO
observations are limited to short-ship based campaigns, there is a lack of observations around polar sunrise,
meaning that direct comparisons with the Arctic are difficult (Prados-Roman et al., 2018). As enhanced
BrO concentrations are more common in early spring (see Section 1.2), the inclusion of early spring data
for the Arctic dataset could be resulting in higher mean concentrations.
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Table 4.5: Mean and standard deviation of the variables used in the principal component regression model.

CAMMPCAN

Variable

Swanson et al. (2020)

Mean - Std

Mean

Mean + Std

Mean - Std

Mean

Mean + Std

BrOLTcol (10 molec/cm )

7.3

10.3

13.4

3.9

13.4

28.6

BrOsurf (1012 molec/cm2)i

1.4

2.0

2.5

1.2

4.2

9.3

12

17

21

8

21

33

0.001
-5.2
-4.6
-2.4
977
977
979
1.4
2.2
1.6

0.011
-2.1
-2.1
-0.6
983
984
985
5.2
5.4
4.9

0.171
1.1
0.3
1.2
990
990
992
9.1
8.7
8.1

0.014

0.060

0.256

-22.0

-14.2

-6.4

1011

1020

1029

2.8

5.6

8.3

343
122

605
449

866
776

160

330

500

-0.36
-1.74

-0.02
-0.27

0.33
1.20

-3.6

-0.3

3.0

1.3
1.2

3.0
3.3

4.7
5.4

6.5

11.5

16.5

-0.7
-0.9

-0.2
-0.02

0.2
0.9

-0.6

0.3

1.1

12

2 i

O3 (ppb)i
-1 i

log(AEC) lowest 200m (km )
ii

Surface temperature (C)
MERRA-2iv
Radiosondev
Sea level pressure (hPa)ii
MERRA-2iv
Radiosondev
Wind speed at 10m (m/s)iii
MERRA-2iv
Radiosondev
Richardson mixed layer height
(m)
Radiosondev
Change in pressure from 1 hr. to
next (hPa)ii
MERRA-2iv
Potential temperature differential
in lowest 1000m (K)
Radiosondev
Potential temperature differential
in lowest 100m (K)
Radiosondev

Note: Variables obtained from surface observations are in black, MERRA-2 in red and radiosondes in blue.
(i) These values were calculated from transformed values and then converted back to the units in this table.
The AEC was log transformed and BrO was square-root transformed. (ii) Surface temperature, sea level
pressure and change in pressure from 1 hour to the next were collected from meteorological observations
at 18.5m ASL. (iii) Wind speed data at 10m was not available from either the meteorological station or
radiosonde data. Therefore, the lowest altitude was used for these values; this corresponds to 30.0m ASL
for meteorological observations and 17m ASL for the radiosonde observations. (iv) Although not used in
the calculations, the values in red show the corresponding value from MERRA-2 for the applicable
variables. (v) Although not used in the calculations, the values in blue show the corresponding value
observed from radiosonde for the applicable variables (note that radiosonde data was only available for the
V1 -V3 during the 2017-18 CAMMPCAN campaign).
The mean potential temperature differentials derived from MERRA-2 for the lowest 1000m (1000m - 2m)
and 100m (100m - 2m) are 3.0 K and -0.2 K respectively, indicating that on average the Antarctic lower
troposphere is generally stable and the surface layer is very slightly unstable. Of the 694 potential
temperature differentials in the dataset, 533 in the lowest 100m and 33 in the lowest 1000m are negative
(unstable). The minimum potential temperature differentials are -1.3 K and -0.9 K for the lowest 100m and
1000m, respectively. Temperature inversions are a common feature of coastal Antarctica, and in
comparison, to the Arctic they occur much more frequently during the summer months (Nygard et al.,
2013). They are particularly common during late spring when open leads are starting to form in the coastal
sea ice. Open leads expose relatively warm water temperatures to cooler air temperatures above. This can
result in convective mixing causing negative potential temperature differentials and an unstable atmosphere
(Moore et al., 2014).
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4.3.2

Arctic PCR model predictions of Antarctic BrO

To compare PCR model predictions of Antarctic BrO against observed BrO concentrations, Figure 4.2
shows a density plot of the predicted Antarctic BrOsurf and BrOLTcol from the Arctic PCR model against the
observations from MAX-DOAS. Predictions tend to cluster above both the 1:1 line with observations and
the standard deviation of the observations, highlighting that on average the model tends to overestimate
BrO concentrations. The majority of predictions for BrO surf span from 0.1 to 0.8 x 1013 molec/cm2, which
is over three times the span of the observations for BrO surf (0.1 to 0.3 x 1013 molec/cm2). Similarly,
predictions of BrOLTcol (0.4 to 2.2 x 1013 molec/cm2) span a range approximately 20% greater than the
observations of BrOLTcol (0.4 to 1.8 x 1013 molec/cm2).
A statistical analysis of the predictions vs observations for BrO surf and BrOLTcol is provided in Tables 4.6
and 4.7. The mean BrOsurf predictions from the PCR model are 0.44  0.18 x 1013 molec/cm2, which is more
than double the mean BrOsurf observations of 0.20  0.06 x 1013 molec/cm2. The PCR model also
overestimates BrOLTcol, with the mean predictions of 1.40  0.48 x 1013 molec/cm2 being ~40% higher than
the mean observations 1.03  0.31 x 1013 molec/cm2. The PCR model overestimates mean Antarctic
predictions for BrOsurf and BrOLTcol by almost the same amount as the difference between the mean observed
Arctic and Antarctic BrO concentrations (also ~40% higher for the Arctic). This shows that the coefficients
calculated by Swanson et al. (2020) for the Arctic are causing the Antarctic predictions to have a high bias.
It also shows that the processes driving BrO concentrations in the Antarctic dataset are different to those
that influenced the Arctic dataset behind the Arctic PCR model.
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Figure 4.2: Two-dimensional histogram showing the density of predicted vs observed BrO using the Arctic PCR model coefficients from Swanson et al (2020). (Top) BrOLTcol sorted into square bins
of 0.2; and (bottom) BrOsurf sorted into square bins of 0.05. The 1:1 line is shown as solid black, with the standard deviation of the observations plotted as a dashed black line.
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Table 4.6: Statistical analysis of the BrOLTcol observations and Arctic PCR model predictions for each voyage.

Voyage

No

All
2017-18
V1
V2
V3
2018-19
V1
V2
V3

694
357
109
151
97
337
81
171
85

Observations

Predictions

Mean  Std

Med  MAD

Mean  Std

Med  MAD

R

R2

p

MNB (%)

MNE (%)

1.03  0.31
1.11  0.32
1.38  0.21
1.00  0.30
0.99  0.26
0.95  0.28
1.06  0.29
0.91  0.28
0.94  0.22

1.01  0.30
1.09  0.34
1.37  0.18
1.00  0.33
0.96  0.18
0.91  0.25
1.02  0.23
0.86  0.25
0.92  0.22

1.40  0.53
1.37  0.41
1.53  0.35
1.17  0.35
1.50  0.44
1.44  0.63
1.85  0.54
1.09  0.45
1.74  0.62

1.40  0.48
1.38  0.40
1.53  0.36
1.23  0.37
1.44  0.47
1.45  0.57
1.75  0.50
1.15  0.52
1.77  0.51

0.0830
0.1033
-0.0255
-0.1474
0.0542
0.1127
0.3199
-0.0567
-0.1736

0.0069
0.0107
0.0006
0.0217
0.0029
0.0127
0.1023
0.0032
0.0301

0.1013
0.1409
-0.0460
-0.1647
0.1013
0.1247
0.2380
0.0129
-0.2125

47
33
14
30
60
61
84
31
98

62
47
27
50
65
77
87
58
108

Note: BrOLTcol concentrations are in 1013 molecules/cm2. Values for the whole of CAMMPCAN 2017-19 are indicated by the grey shading, while overall values for the 201718 and 2018-19 campaigns indicated by the red font.
Table 4.7: Statistical analysis of the BrOsurf observations and predictions for each voyage.

Voyage

No

All
2017-18
V1
V2
V3
2018-19
V1
V2
V3

694
357
109
151
97
337
81
171
85

Observations

Predictions

Mean  Std

Med  MAD

Mean  Std

Med  MAD

R

R2

p

MNB (%)

MNE (%)

0.20  0.06
0.20  0.06
0.24  0.05
0.19  0.05
0.20  0.06
0.19  0.05
0.21  0.05
0.17  0.04
0.20  0.05

0.19  0.05
0.20  0.05
0.23  0.06
0.18  0.05
0.19  0.04
0.18  0.05
0.21  0.04
0.17  0.05
0.19  0.05

0.44  0.18
0.44  0.16
0.53  0.15
0.34  0.13
0.50  0.13
0.45  0.20
0.61  0.15
0.33  0.14
0.53  0.18

0.45  0.15
0.45  0.13
0.51  0.12
0.36  0.15
0.49  0.12
0.45  0.18
0.58  0.15
0.35  0.16
0.52  0.18

0.1763
0.1972
0.0699
-0.0024
0.1324
0.1679
-0.1979
0.0571
-0.1174

0.0311
0.0389
0.0049
0.0000
0.0175
0.0282
0.0392
0.0033
0.0138

0.2008
0.2150
0.0892
-0.0560
0.2301
0.1952
-0.2130
0.0778
-0.1800

140
130
132
100
172
151
205
108
185

146
133
133
107
173
159
205
124
187

Note: Same as Table 4.6, except for BrOsurf.
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The presence of the Antarctic continent results in differences in air temperature and cryospheric conditions
between the Arctic and Antarctic (NSIDC, 2019a). Furthermore, the influence of anthropogenic activities
in the Arctic means that concentrations of gaseous acidic species are considerably higher in the Arctic
troposphere. This is important for BrO concentrations because the reactions for reactive bromine (Br 2 and
BrCl) proceed better under acidic conditions (Pratt et al., 2013; Hara et al., 2020). Furthermore, the means
and standard deviations for the Antarctic variables (see Table 4.5) are outside the range of conditions
observed by Swanson et al. (2020) for the Arctic. Therefore, the application of the PCR model to the
Antarctic dataset is forcing the model to operate outside of its trained conditions.
To investigate the ability of the Arctic PCR model to reproduce the observed diurnal cycles of BrO LTcol and
BrOsurf, timeseries of observations versus predictions are plotted in Figures 4.3 and 4.4. A version of these
figures showing the deviations from the observed and predicted means is in Appendix 8. These show that
the Arctic PCR model does a poor job of reproducing the overall variability for both BrO LTcol and BrOsurf.
The correlation coefficient between the predictions and observations is R = 0.083 (R2 = 0.007) for BrOLTcol
and R = 0.176 and (R2 = 0.031) for BrOsurf. These values are far lower than those reported by Swanson et
al. (2020) for Arctic BrO (R = 0.43 for BrOLTcol and 0.55 for BrOsurf).
The mean normalised bias (MNB) and mean normalised error (MNE) for BrO surf are 140% and 146%,
highlighting that the model tends to overestimate BrO concentrations in the surface layer. For BrO LTcol, the
MNB and MNE are 47% and 62% showing that the model also tends to overestimate BrO across the lower
troposphere, but not as much as for the surface layer. This indicates that the combination of environmental
variables and their associated loadings identified in the Arctic by Swanson et al., (2020) are failing to
reproduce the mole fraction of BrO in the Antarctic. It is therefore likely that either different meteorological
conditions apply to the Antarctic, and/or that there are additional chemical processes that are applicable to
the Antarctic and not being captured by the PCR model.
A timeseries of each modelled PC was also analysed to see whether any PCs were able to describe observed
variability. No single PC explained more than 3% of the observed variability, see Appendix 9.
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Figure 4.3: Timeseries of BrOLTcol from the observations and from the predictions using the Arctic PCR model from Swanson et al (2020). Predicted and observed BrO concentrations are shown in
red and blue respectively.
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Figure 4.4: Same as for Figure 4.3 but for BrOsurf.
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4.4 Antarctic PCR model
The analysis in the previous section determined that the Arctic PCR model developed by Swanson et al.
(2020) overestimates Antarctic BrO and fails to accurately reproduce the variability. It also suggested that
some of the environmental variables used for Arctic BrO predictions may not be relevant for predicting
BrO in the Antarctic. This section starts by describing a regression analysis used to determine the relevance
of each environmental variable to BrO in the Antarctic (Section 4.4.1). It then describes a PCA performed
using the environmental variables found to be statistically significantly correlated with observed BrO
(Section 4.4.2). Finally, the significant principal components from the PCA were used in a PCR model to
predict Antarctic BrO concentrations. These predictions are compared against the BrO observations in
Section 4.4.3.

4.4.1

Regression analysis of environmental variables for the Antarctic

Regression analysis was undertaken between the BrO observations and each of the nine environmental
variables used by Swanson et al. (2020). Of these variables four (O 3, surface temperature, wind speed and
potential temperature differential at 100m) were found to be statistically significant for BrO surf and all
except the change in pressure from 1 hour to the next were statistically significant for BrO LTcol (see variable
numbers 1 to 9 in Tables 4.9 and 4.10). The inclusion of uncorrelated variables could help explain why the
PCR model performed poorly in the Antarctic region and indicates that the inclusion of additional
environmental variables might help to improve the performance of the predictive model.
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Table 4.8: Mean and standard deviation of the additional variables included for the Antarctic regression analysis.

CAMMPCAN

Variable

Mean - Std

Mean

Mean + Std

Solar radiation (W/m )

216.8

462.5

708.1

Ice contact time (hours)

-5.2

22.3

49.7

Ice contact time <100m (hours)

-3.8

2.9

9.5

Ice contact time <MLH (hours)

-3.6

5.8

15.3

Sea ice cover (%)

10

38

66

Land contact time (hours)

54

90

126

Ocean contact time (hours)

-12

9

30

Chlorophyll in sea water (g/L)

-1

3

8

Water temperature (C)

-1.7

-1.1

-0.6

Water salinity (‰)

18.3

29.5

40.6

Relative humidity (%)

47.4

61.7

76.0

2

An additional 11 environmental variables (see Section 4.2.2.1) were added to the 9 variables from the
Arctic PCA to create a dataset of 20 variables. Their means and standard deviations are shown in Table
4.8. Regression analysis was then undertaken on each variable to see if its inclusion could help to improve
the explanatory power of the PCA model and help to determine the drivers of variability in Antarctic BrO.
The results (shown in Table 4.9 for BrOsurf and Table 4.10 for BrOLTcol) indicate that 12 variables for BrOsurf
and 16 variables for BrOLTcol were statistically significantly correlated with BrO partial columns (p < 0.05).
This suggested that changes in these variables are thus correlated with changes in BrO, and therefore these
variables merit inclusion in the updated PCR model.
The statistically significant variables were then checked for multicollinearity by calculating variance
inflation factors (VIFs) (Section 4.2.2.2). Variables were determined to have a critical degree of
multicollinearity if the VIF was > 5. This VIF threshold was exceeded between the following variables: (i)
ice contact time, ice contact time <100m and ice contact time <MLH; and (ii) ocean contact time, ice contact
time, land contact time, ice contact time <100m and ice contact time <MLH. To correct for
multicollinearity, only one of the violating variables from each subset was used in the predictive model. Ice
contact time was chosen on the basis that the sea ice is a known source region for BrO (Simpson et al.,
2016) and the R2 was higher between BrO and ice contact time than between BrO and ice contact time
<100m or ice contact time <MLH. The end result was that ten variables (highlighted in blue in Table 4.9)
were used to predict BrOsurf. Of these, water temperature, surface temperature, O 3 and relative humidity
individually explained the largest proportion of variability in BrO surf (4-8%). Fourteen variables
(highlighted blue in Table 4.10) were used to predict BrOLTcol. Of these, relative humidity, water
temperature, solar radiation and sea ice cover individually explained the largest proportion of variability in
BrOLTcol (6.5-12%). None of these four variables were included in the Arctic PCA by Swanson et al. (2020).
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Table 4.9: Linear regression between each standardised variable and the square-root transformed BrOsurf.

sqrt(BrOsurf)
No

Variable
R

Variance
explained

p-value

Significant
(p <= 0.05)

1

Water temperature (C)

-0.277

7.66%

7.6E-13

Yes

2

Surface temperature (C)

-0.247

6.08%

2.1E-10

Yes

3

O3 (ppb)

0.224

5.02%

8.4E-09

Yes

4

Relative humidity (%)

-0.202

4.09%

2.1E-07

Yes

5

Land contact time (hours)

0.163

2.67%

3.0E-05

Yes

6

Ice contact time (hours)

-0.145

2.10%

2.1E-04

Yes

7

Sea ice cover (%)

-0.139

1.93%

3.9E-04

Yes

8

Wind speed at 10m (m/s)

-0.114

1.30%

3.7E-03

Yes

9

PTD100m

-0.103

1.05%

8.9E-03

Yes

10

Water salinity (‰)

-0.101

1.02%

1.0E-02

Yes

11

Ocean contact time (hours)

-0.092

0.85%

1.9E-02

Yes

2

12

Solar radiation (W/m )

0.086

0.73%

2.9E-02

Yes

13

Chlorophyll in sea water (g/l)

-0.074

0.55%

6.0E-02

No

14

Ice contact time <100m (hours)

0.049

0.24%

2.1E-01

No

15

Surface pressure (hPa)

0.036

0.13%

3.6E-01

No

16

log(AEC)

0.030

0.09%

4.4E-01

No

17

P1hr (hPa)

-0.026

0.07%

5.2E-01

No

18

Ice contact time <MLH (hours)

-0.022

0.05%

5.8E-01

No

19

PTD1000m

-0.005

0.00%

9.1E-01

No

20

MLH (m)

-0.003

0.00%

9.3E-01

No

Note: (i) the standardised variables with a significant p-value (<= 0.05) are highlighted in green; (ii) the
variables used by Swanson et al. (2020) are highlighted in orange; and (iii) the variables selected for use in
the Antarctic principal component analysis and model (described in Section 4.2.2.1) are highlighted in blue.
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Table 4.10: Linear regression between each standardised variables and sqrt(BrOLTcol).

sqrt(BrOLTcol)
No

Variable
R

Variance
explained

p-value

Significant (p <= 0.05)

1

Relative humidity (%)

-0.347

12.06%

9.0E-20

Yes

2

Water temperature (C)

-0.322

10.38%

4.3E-17

Yes

2

3

Solar radiation (W/m )

0.314

9.84%

3.1E-16

Yes

4

Sea ice cover (%)

-0.254

6.46%

5.4E-11

Yes

5

O3 (ppb)

0.253

6.40%

6.6E-11

Yes

6

Wind speed at 10m (m/s)

-0.238

5.66%

9.0E-10

Yes

7

PTD100m

-0.235

5.52%

1.5E-09

Yes

8

log(AEC)

-0.214

4.59%

3.7E-08

Yes

9

Surface temperature (C)

-0.195

3.81%

5.6E-07

Yes

10

Chlorophyll in sea water (g/l)

-0.171

2.93%

1.2E-05

Yes

11

MLH (m)

0.157

2.47%

5.9E-05

Yes

12

Surface pressure (hPa)

0.119

1.41%

2.5E-03

Yes

13

Land contact time (hours)

0.108

1.17%

6.0E-03

Yes

14

Ice contact time (hours)

-0.099

0.97%

1.2E-02

Yes

15

PTD1000m

-0.088

0.78%

2.5E-02

Yes

16

Ocean contact time (hours)

-0.058

0.33%

1.4E-01

No

17

Ice contact time <MLH (hours)

-0.058

0.33%

1.4E-01

No

18

P1hr (hPa)

-0.039

0.15%

3.2E-01

No

19

Ice contact time <100m (hours)

-0.022

0.05%

5.7E-01

No

20

Water salinity (‰)

-0.018

0.03%

6.5E-01

No

Note: same as Table 4.9, except for BrOLTcol.

4.4.2

Antarctic principal component analysis

Following the methodology outlined in Section 4.2.2, the chemical and meteorological variables discussed
in the previous section were combined to calculate the principal components of the dataset (excluding
BrOsurf and BrOLTcol) using PCA. The PCA results in 10 principal components for BrO surf and 14 principal
components for BrOLTcol. Of these, three principal components for BrOsurf and five for BrOLTcol have
normalised variances greater than 1 (see Table 4.11), meaning that they explain more variability than any
of the individual environmental variables.
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Table 4.11: Normalised variances for Antarctic measurements of BrOsurf and BrOLTcol from the principal component
regression.

Principal component

Normalised variance
BrOsurf

BrOLTcol

Intercept (0)

-

-

PC1 (1)

3.440

3.726

PC2 (2)

1.645

1.791

PC3 (3)

1.231

1.721

PC4 (4)

0.824

1.318

PC5 (5)

0.726

1.047

PC6 (6)

0.581

0.823

PC7 (7)

0.505

0.736

PC8 (8)

0.457

0.624

PC9 (9)

0.324

0.555

PC10 (10)

0.267

0.473

PC11 (11)

-

0.422

PC12 (12)

-

0.363

PC13 (13)

-

0.274

PC14 (14)

-

0.176

Note: observations of BrOsurf and BrOLTcol have been square root transformed.
The loadings for the first three principal components for BrOLTcol (PC1, PC2, and PC3) are plotted in Figure
4.13 and detailed in Table 4.12. As will be shown in Section 4.4.3, in addition to being the dominant modes
of variability, these are also the most important PCs for explaining variability in the BrO observations.
Although PC4 and PC5 also have normalised variance greater than 1 for BrO LTcol, the PCR in Section 4.4.3
will show that these do not significantly contribute to prediction of BrO LTcol, and they are therefore not
discussed further.
As will be shown in Section 4.4.3, the PCR for BrOsurf failed to adequately describe the variance in
observations of BrOsurf. Therefore, an analysis of the principal components for BrO surf was not undertaken.
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Figure 4.13: Loadings of the first three principal components from the Antarctic PCA.
Table 4.12: Loading values for PC1, PC2 and PC3 derived from the Antarctic PCA.

Variable

PC1 Loading

PC2 Loading

PC3 Loading

O3 (ppb)
Surface pressure (hPa)

0.378
-0.145
-0.365
-0.368
-0.322
0.038
0.315
0.186
-0.023
-0.375
-0.105
-0.328
-0.262
-0.018

-0.046
-0.423
-0.122
-0.026
-0.254
0.250
0.202
-0.356
0.434
0.124
-0.004
0.078
0.376
0.397

-0.231
0.086
0.064
-0.127
-0.158
0.508
0.292
-0.105
-0.267
0.083
0.601
0.148
-0.262
-0.097

Surface temperature (C)
Potential temperature differential in lowest 100m (K)
Potential temperature differential in lowest 1000m (K)
Wind speed at 10m (m/s)
Richardson mixed layer height (m)
Solar radiation (W/m2)
Sea ice contact time (hours)
Sea ice cover (%)
Chlorophyll (g/l)
Water temperature (C)
Relative humidity (%)
log(AEC) lowest 200m (km-1)

PC1 consists mainly of high O3 and a thick mixed layer height, combined with reduced sea ice cover, cold
surface temperatures, decreased stability in the lowest 100m and 1000m and somewhat decreased surface
pressure. PC1 has minimal dependence on surface wind speeds, sea ice contact time, or aerosol extinction.
PC1 from the Antarctic PCR model appears to share the same general characteristics as PC1 from the Arctic
PCR model. For example, they both indicate negative surface pressure, negative potential temperatures in
the lowest 100m and 1000m and positive mixed layer heights. Swanson et al. (2020) describes the Arctic
PC1 as an unstable atmosphere with increased vertical mixing that is caused by low pressure systems. The
highest loadings in the Antarctic PC1 found here are consistent with a low-pressure meteorological system
and suggest a vertical mixing mode associated with an unstable atmosphere and driven by a low-pressure
Antarctic system. Antarctica is usually surrounded by a belt of low-pressure systems known as the
circumpolar trough, and the occurrence of low-pressure systems is a common feature of coastal areas (Jones
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et al., 2010, Schlosser et l., 2011).
PC2 consists mainly of increased sea ice contact time, high surface wind speed, high relative humidity and
increased aerosol extinction, combined with decreased surface pressure, decreased solar radiation and
decreased surface stability in the lowest 1000m. PC2 has minimal connection with surface stability in the
lowest 100m or chlorophyll concentration in surface waters. PC2 from the Antarctic PCR model appears to
share the same general characteristics as PC2 from the Arctic PCR model. For example, they both indicate
negative loadings for surface temperature and potential temperature in the lowest 100m and positive
loadings for surface wind speed, mixed layer heights and aerosol extinction. However, the loadings for O 3,
surface pressure and potential temperature in the lowest 1000m are different from those in the Arctic PCR
model. This mode is consistent with a blowing snow mechanism whereby increased surface wind speeds
drive the vertical mixing of saline snow particles, leading to increased aerosol extinction and the reduced
incidence of solar radiation (Jones et al., 2009; Yang et al., 2019).
PC3 consists mainly of high surface wind speed, high chlorophyll concentration in surface waters and a
thick mixed layer height, combined with decreased sea ice contact time, low relative humidity and low O 3.
PC3 has minimal dependence on surface pressure, surface temperature or sea ice cover. This mode is
consistent with an oceanic algae/phytoplankton source with high wind speeds driving vertical mixing.
Seasonal phytoplankton blooms are common across large areas of the Southern Ocean, particularly in
coastal areas and close to the edge of sea ice, leading previous studies to speculate that oceanic emissions
of organic bromine could be important for the chemistry of the Antarctic troposphere (Hughes et al., 2009;
Hughes et al., 2012; Saiz-Lopez et al., 2015). Sea ice cover has a low loading for PC3 suggesting that this
mode is stronger in the absence of sea ice and that this mode has increased importance during the summer
months. The general characteristics of PC3 from the Antarctic PCA do not appear related to those from
either PC2 or PC3 of the Swanson et al. (2020) Arctic PCA. It is therefore suggested that PC3 is describing
a mode that plays a more important role in the Antarctic than in the Arctic. It would therefore be interesting
to compare the concentrations of organic bromine compounds between Antarctica and the Arctic for
comparable sea ice conditions.
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4.4.3

Antarctic PCR model

Following the PCA, predictive models for BrOsurf and BrOLTcol involving all of the principal components,
were determined with PCR. The coefficients for these predictive models are provided in Table 4.13.
Table 4.13: Coefficients for Antarctic measurements of BrOsurf and BrOLTcol from the principal component regression.

Principal component

Coefficient
BrOsurf

BrOLTcol

Intercept (0)

1.40 x 10

6

3.19 x 106

PC1 (1)

2.86 x 104

8.47 x 104

PC2 (2)

-1.20 x 104

-1.24 x 105

PC3 (3)

-1.41 x 103

-4.27 x 104

PC4 (4)

-2.70 x 104

-3.99 x 104

PC5 (5)

2.92 x 104

2.72 x 104

PC6 (6)

-1.17 x 104

-2.51 x 104

PC7 (7)

-3.25 x 104

-1.33 x 104

PC8 (8)

-1.89 x 104

3.38 x 104

PC9 (9)

-1.76 x 104

9.79 x 104

PC10 (10)

6.38 x 104

-7.83 x 104

PC11 (11)

-

1.73 x 104

PC12 (12)

-

3.49 x 104

PC13 (13)

-

5.96 x 104

PC14 (14)

-

1.20 x 105

Note: observations of BrOsurf and BrOLTcol have been square root transformed.
The predictive model for BrOsurf was found to have an R2 of 0.16. This low value suggests that the
environmental variables used in the PCA analysis fail to adequately describe the variance in observations
of BrOsurf. This could be due to a combination of the vertical distribution of BrO (the BrO maximum is
rarely in the surface layer; it generally resides at 0.3 to 0.5 km altitude) and environmental variables missing
from the analysis that contribute to true BrOsurf variability. Therefore, the analysis of BrOsurf was not
pursued further. A timeseries of predictions for BrOsurf is provided in Appendix 10.
The predictive model for BrOLTcol was found to have an R2 of 0.31. In the next subsection, backward
stepwise selection was used to refine the predictive model by systematically removing the least significant
principal components.

4.4.3.1 Backward stepwise regression of principal components
The backward stepwise regression of principal components for BrOLTcol is shown in Figure 4.12 and Table
4.14. Although PC14 has a larger coefficient than PC2 and PC3, its removal during the backward stepwise
selection has a smaller change in the R2 of the model. This suggests that despite its larger coefficient, PC14
is not as significant as PC2 and PC3 for predictions of BrO LTcol. Overall, the results suggest that first three
principal components (PC1, PC2 and PC3) are most significant for the predictive model. Together they
produce an R2 of 0.26 and explain about 26% of the variance in the dataset.
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Table 4.14: Backward stepwise selection of principal components.

No of PC used

PC removed

R2 of model

Change in R2

14

None

0.3114

-

13

9

0.3113

0.0001

12

7

0.3105

0.0008

11

11

10

6

0.3096
0.3086

0.0017
0.0010

9

12

0.3067

0.0019

8

8

0.3045

0.0022

7

13

0.3007

0.0038

6

5

0.2956

0.0051

5

4

0.2876

0.0080

4

10

0.2761

0.0115

3

14

0.2621

0.0140

2

3

0.2361

0.0260

1*

2

0.1255

0.1106

Note: *Only PC1 remains.

Figure 4.12: R2 of BrOLTcol as a function of the number of principal components (see Table 4.13) included in the
regression.

4.4.3.2 Predictions of Antarctic BrO
The predicted values for BrOLTcol were calculated based on each PC multiplied by an empirically derived
coefficient. This was done using Equation 4.6:
2

𝐵𝑟𝑂𝐿𝑡𝐶𝑜𝑙 = (3.19𝑒 6 + (8.47𝑒 4 ∗ 𝑃𝐶1) + (−1.24𝑒 5 ∗ 𝑃𝐶2) + (−4.27𝑒 4 ∗ 𝑃𝐶3)) [Eq 4.6]
To investigate the performance of the Antarctic PCR model (using the dominant three PCs), Figure 4.15
provides a timeseries of BrOLTcol predictions from the Antarctic PCR model versus MAX-DOAS
observations of BrOLTcol. A statistical analysis of the predictions against the observations is detailed in
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Table 4.15. The R2 between the BrOLTcol predictions and observations implies that the new PCR model
explains 26% of the variability, compared to 0.7% when using the PCR model derived by Swanson et al.
(2020) for the Arctic. The mean normalised bias of the predictions is 4.8% (~5.0 x 1011 molecules/cm 2) of
the observations. The Antarctic PCR model performs better in 2017-18 than in 2018-19, describing 30.7%
and 11.2% of the variability, respectively. For the individual voyages, the model performs best for V1 in
2017-18 (15.0% variability explained) followed by V3 in 2018-19 (7.8% variability explained).
The predictions of BrOLTcol are generally within one standard deviation of the BrOLTcol observations.
However, the diurnal cycle of the predictions does not always align with the diurnal cycle of the
observations. Potential reasons for this discrepancy include: (i) the MERRA-2 values used for the mixed
layer height and potential temperature differentials in the lowest 100m and 1000m could be inaccurate for
local conditions (MERRA-2 grid cell size: 0.5° latitude x 0.625° longitude); or (ii) there may be other
environmental drivers that are not included the model but contribute to the true variability of Antarctic
BrOLTcol. For example, the inclusion of the land and ocean contact time variables might have helped to
separate the coastal/oceanic airmasses from the continental airmasses, although this would create issues
with multicollinearity. An alternative method for separating air masses into oceanic, coastal and continental
could be to use observations of radon, as was done by Chambers et al. (2017).
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Figure 4.15: Timeseries of BrOLTcol observations (blue) versus predictions (red) from the Antarctic PCR model.
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Table 4.15: Statistical analysis of BrOLTcol predictions from the new Antarctic PCR model

Observations
Voyage

No

All

Predictions
Variance
Linear (R)
explained
0.512
26.2%

Mean ± Std

Median ± MAD

Mean ± Std

Median ± MAD

Spearman (p)

MNB

MNE

647

1.04 ± 0.30

1.01 ± 0.31

1.02 ± 0.15

1.00 ± 0.13

0.471

4.8%

21.0%

2017-18

357

1.11 ± 0.32

1.09 ± 0.34

1.06 ± 0.16

1.01 ± 0.12

0.554

30.7%

0.552

1.0%

19.7%

V1

109

1.38 ± 0.21

1.37 ± 0.18

1.25 ± 0.12

1.28 ± 0.09

0.387

15.0%

0.299

-7.6%

12.5%

V2

151

1.00 ± 0.30

1.00 ± 0.33

0.97 ± 0.06

0.97 ± 0.06

0.150

2.3%

0.155

5.1%

25.1%

V3

97

0.99 ± 0.26

0.96 ± 0.18

0.98 ± 0.11

0.97 ± 0.12

0.159

2.5%

0.141

4.2%

19.2%

2018-19

290

0.95 ± 0.26

0.91 ± 0.24

0.98 ± 0.13

0.98 ± 0.13

0.335

11.2%

0.310

9.6%

22.6%

V1

81

1.06 ± 0.29

1.02 ± 0.23

1.10 ± 0.11

1.12 ± 0.07

0.278

7.7%

0.273

10.4%

23.5%

V2

124

0.88 ± 0.25

0.85 ± 0.21

0.90 ± 0.11

0.91 ± 0.10

0.138

1.9%

0.181

8.5%

23.3%

V3

85

0.94 ± 0.22

0.92 ± 0.22

0.99 ± 0.08

0.99 ± 0.10

0.280

7.8%

0.257

10.3%

20.7%

Note: BrOLTcol concentrations are in 1013 molecules/cm2. Values for the whole of CAMMPCAN 2017-19 are indicated by the grey shading, while overall values for the 201718 and 2018-19 campaigns are indicated by the red font.

127

CHAPTER 4: Modelling of BrO and drivers of variance

4.4.3.3 Contributions of the principal components to predictions of BrOLTcol
The principal components were analysed to determine how they are affecting the variability of BrOLTcol
predictions. The relative contribution of each principal component to predictions of BrO LTcol is shown in
Figure 4.14.
PC1 describes a vertical mixing mode with elevated O 3, which provides the conditions to lift air rich in
reactive bromine up from the surface and allow for the formation of BrO. PC1 has the highest values during
V1 in both 2017-18 (4.14a) and 2018-19 (4.14d), suggesting that the mixing mode is the most important
driver of Antarctic BrO concentrations during spring. Note that during V2 in both 2017-18 (4.14b) and
2018-19 (4.14e) PC1 had a negative contribution. This could indicate that high pressure systems were
causing lower BrO concentrations across the lower troposphere through a lack of vertical mixing. The
vertical profiles in Chapter 3 showed that the highest BrO concentrations are typically found at an altitude
of 300-500 m ASL, rather than in the surface layer (<200m). This suggests that elevated BrO concentrations
are typically associated with increased vertical mixing, consistent with the important contribution from PC1
found here. Hay et al. (2011) reported enhanced BrO at McMurdo Sound in conjunction with low pressure
systems.
PC2 describes a blowing snow mechanism, which promotes the formation of BrO through heterogenous
reactions on aerosols. PC2 has the highest values during V1 and V2 in 2018-19 (4.14d and 4.14e),
suggesting that the blowing snow mode is more active during springtime and early summer in this year.
PC2 has a negative contribution during V1 in 2017-18 (4.14a), which could suggest that the elevated BrO
is being caused by calm surface conditions not consistent with blowing snow.
PC3 describes an ocean biological source, which enhances the production of bromocarbons that
subsequently form BrO. PC3 has the highest values during V3 in both 2017-18 (4.14c) and 2018-19 (4.14f)
suggesting that the biological source of BrO is most active during the summer months. The low value for
PC3 during V1 in 2017-18 (4.14a) and 2018-19 (4.14d) implies that the biological source has little impact
on BrO concentrations during springtime when sea ice cover is high. Previous studies have shown that
bromocarbons can form localised hotspots where emissions to the atmosphere are relatively strong
(Hossaini et al., 2013). Bromocarbon hotspots on the Antarctic peninsula between 2005 and 2007 were
found to result from the annual phytoplankton blooms that
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Figure 4.14: Contribution of PC1, PC2 and PC3 to predictions of BrOLTcol from the Antarctic PCR model. Note: (a, d) PC1 loading (red), (b, e) PC2 loading (blue) and (c, f) PC3 loading (green) are the
sum of each standardised variable multiplied by its respective loading. BrOLTcol predictions are in black.
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coincide with the break-up of sea ice during the summer months (Dec-Feb) (Hughes et al., 2009). It is
possible that the absence of sea ice removes a physical barrier, helping to increase the flux of bromocarbons
from the ocean to the atmosphere. Alternatively, it may be that the algae/phytoplankton are less active at
this time of year due to reduced sunlight, which would limit photosynthetic activity.
Although the three principal components are statistically independent, they can also work concurrently to
influence BrO concentrations. During V1 2018-19 (4.14d), both PC1 and PC2 were elevated. This
combination suggests a low-pressure system, combined with cold temperatures, high wind speeds and
increased sea ice contact. These conditions should be conducive to enhanced BrO that originates from
blowing snow events above the sea ice that are then mixed through the lower troposphere. These events are
a common occurrence during springtime in the Antarctic (Jones et al., 2009; Prados-Roman et al., 2018).
During V3 2018-19 (4.14f), both PC1 and PC3 were elevated. This combination suggests that the BrO
originated from a biological source and was then mixed through the lower troposphere by a low-pressure
system. Under a low-pressure system, ocean waters rich in bromocarbons would provide a source to the
atmosphere, where they would photochemically degrade to yield reactive bromine species and subsequently
enhance BrO concentrations (Hughes et al., 2013).

4.5 Summary and future directions
Observations of BrO in the lower troposphere of coastal Antarctica and the Southern Ocean were obtained
during 7 voyages aboard the icebreaker the Aurora Australis. These were combined with environmental
observations from aboard the Aurora Australis and meteorological fields from the MERRA-2 reanalysis to
develop an Antarctic dataset. An Arctic PCR model, developed by Swanson et al. (2020), was then applied
to the Antarctic dataset. Predictions for BrOsurf and BrOLTcol from the Arctic PCR model overestimated the
observed concentrations and failed to explain the observed variability, with R2 values of 0.0311 and 0.0069
respectively. This suggested that the Arctic PCR model was operating outside of its trained area and hinted
that key differences exist in the factors that drive BrO variability between the Arctic and Antarctic.
Additional environmental variables were added to the Antarctic dataset and a linear regression of each
variable was performed against Antarctic BrOsurf and BrOLTcol. This analysis suggested that 10 variables
were correlated with BrOsurf and 14 with BrOLTcol. PCA was performed to determine the principal
components that determine modes of variability in the environmental variables. The first three principal
components were found to be significant for describing BrO variability. PC1 describes a vertical mixing
mode consisting of high O3 and a thick mixed layer height, combined with reduced sea ice cover, cold
surface temperatures, decreased stability in the lowest 100m and 1000m and some connection to decreased
surface pressure. PC2 describes a blowing snow mode consisting of increased sea ice contact time, high
surface wind speeds, high relative humidity and increased aerosol extinction, combined with decreased
surface pressure, decreased solar radiation and decreased surface stability in the lowest 1000m. PC3
describes an ocean biological source consisting of high surface wind speeds, high chlorophyll concentration
in surface waters and a thick mixed layer height, combined with decreased sea ice contact time, low relative
humidity and low O3.
The principal components were regressed against BrO surf and BrOLTcol via the PCR method. The PCR
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resulted in a poor fit against BrOsurf with an R2 of 0.16. Therefore, analysis of BrOsurf was stopped at this
point. For BrOLTcol, the PCR resulted in a predictive model with an R2 of 0.26 against the observations based
on the first three principal components derived from the Antarctic dataset. Each of the three dominant PCs
represented a different mechanism influencing BrO in the lower troposphere. PC1 was associated the
conditions to lift air rich in reactive bromine up from the surface followed by formation of BrO through
reactions with O3. PC1 was most important during spring, consistent with the colder temperatures at this
time of year. PC2 was associated with increased production of sea salt aerosols from blowing snow and
subsequent formation of BrO through heterogenous reactions. PC2 was most important during periods of
high sea ice cover in spring that coincided with high wind speeds. PC3 was associated with the production
of bromocarbons from an ocean biological source. PC3 was strongest during summer as algae and
phytoplankton levels were higher at this time of year and sea ice cover was reduced.
Overall, the dataset and model reiterate the importance of sea ice for Antarctic BrO and suggest that
biological bromine sources could be of key importance in the Antarctic in summer. However, a number of
uncertainties remain regarding BrO variability in coastal Antarctica, particularly regarding the drivers of
BrO concentrations in the surface layer. BrO observations are limited to a handful of short-term campaigns
across multiple sites, limiting the temporal and spatial resolution of the data. The Antarctic PCR model
would most likely be improved with access to long-term BrO observations across multiple years and the
inclusion of additional environmental variables to help account for variability. Potential candidates for
additional variables include: (i) radon observations; (ii) air mass category; and (iii) aerosol composition and
size measurements. Radon measurements can be used to broadly separate Antarctic air masses into three
categories: oceanic, coastal and continental (Chambers et al., 2017). It is likely that the sources and drivers
of BrO variability are different between these air masses. The aerosol extinction coefficient used in this
thesis does not separate the sources of extinction (aerosols, ice crystals and blowing snow). The inclusion
of aerosol composition and aerosol size distribution would help in this regard. BrO and Br - concentrations
have been observed to increase and deplete respectively with large aerosol particles (>0.5 m) (Legrand et
al., 2016; Peterson et al., 2017). This suggests that large aerosols could be a controlling factor for BrO
recycling.
A novel finding from this work is the importance of the ocean biological source for BrO in the Antarctic,
which was not relevant for the Arctic. The coastal areas of Antarctica provide hotspots for bromocarbon
production and fluxes to the troposphere due to the upwelling of nutrient rich deep-water (NEO, 2020). The
differences between bromine cycling in the Arctic and Antarctic and variability of sea-to-air bromocarbon
fluxes are not yet incorporated into models of atmospheric bromine chemistry. Including this difference
could help to improve model performance and aid the interpretation of future observations. Another
direction for future studies would be to compare the concentrations of organic bromine compounds between
Antarctica and the Arctic for comparable sea ice conditions.
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5 Chapter 5
Atmospheric mercury in coastal Antarctica and the
Southern Ocean
Overview and contributions
This chapter describes concentrations of atmospheric mercury that were observed in the surface layer of
the Southern Ocean during several voyages between Hobart, Australia and the coast of East Antarctica
during the CAMMPCAN 2017-19 campaign.
Chapter 3 showed that BrO concentrations increase in the presence of sea ice. As BrO is thought to be the
dominant oxidant for Hg0 the relationship between Hg0 concentrations above the sea ice versus the open
ocean is used to explore the influence of the local environment.
HYSPLIT back trajectories and satellite sea ice data are used to explore the influence of longer-term air
mass history and separate the Hg0 concentrations into categories for continental, oceanic and sea ice air
masses.
The Antarctic principal component analysis (PCA) from Chapter 4 is fitted against observations of Hg0 to
test if the dominant modes of variability (combinations of environmental variables) for BrO are also
important for predicting concentrations of Hg 0.
I led the overall data analysis and interpretation, ran the instruments during one of the voyages (V3 201718) and performed quality control on the BrO data. The laboratory analysis of CEM filters for
CAMMPCAN 2018-19 was undertaken by myself with guidance from Katrina MacSween at Macquarie
University. The laboratory analysis of CEM filters for CAMMPCAN 2017-18 was undertaken by Matthew
Miller at Macquarie University. Sean Gribben (CSIRO) ran the HYSPLIT back trajectories and Andrew
Klekociuk (Australian Antarctic Program) ran the sea ice contact analysis. Stephen Wilson and Jenny Fisher
provided academic support.

5.1 Motivation
Mercury (Hg) is a heavy metal and contaminant that predominantly exists in the atmosphere in its elemental
form (Hg0) as a stable monoatomic gas. This form has a typical atmospheric residence time of 6-12 months,
allowing it to be transported far from emission sources to the remote Antarctic environment (Driscoll et al.,
2013). However, in polar environments the atmospheric lifetime of Hg 0 decreases to only a few hours during
fast oxidation processes (e.g., during bromine explosions), which are observed close to the sea ice during
springtime in coastal Antarctica (Ebinghaus et al., 2002; Angot et al., 2016b; Mastromonaco et al., 2017a).
These photoinduced oxidation events convert the relatively stable Hg 0 into the highly reactive and water
soluble gaseous oxidised mercury (HgII) and particulate bound mercury (HgP) species (De Simone et al.,
2017). These forms have far shorter atmospheric residence times (hours to days) than Hg 0 as they are more
easily deposited onto environmental surfaces (e.g., land, sea ice and ocean) via wet and dry processes
(Driscoll et al., 2013).
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The Minimata Convention on Mercury, a multilateral agreement designed to protect human health and the
environment from anthropogenic emissions of Hg and Hg compounds, entered into force on 16 August
2017 (UNEP, 2017). The convention notes that polar ecosystems are particularly vulnerable to the
biomagnification of Hg, increasing both environmental and socioeconomic impacts.
The first objective of this chapter is to provide an overview of the variability of atmospheric Hg gathered
during the CAMMPCAN 2017-19 campaign between Hobart, Australia and east Antarctica. The second
objective is to determine the role of the local sea ice environment in driving variability in Hg 0. The third
objective is to determine the influence on Hg of air mass history, in particular the differences between
continental and sea ice air masses. Finally, the Antarctic principal components identified in Chapter 4 are
fitted against observations of Hg0 to determine the ability of the environmental variables to predict Hg 0
concentrations.

5.2 Methodology
Full details of the measurements made during CAMMPCAN and SIPEXII are detailed in Section 2.3.
HYSPLIT back trajectories, satellite retrievals of sea ice cover, statistical testing and parameters for the
retrieval of bromine monoxide (BrO) vertical column density (VCD) are detailed in Section 3.2.

5.2.1

Mercury measurements

Measurements of atmospheric Hg were performed across six Southern Ocean voyages to Davis, Casey and
Mawson on the coast of east Antarctica between October 2017 and March 2019. Hg measurements were
also acquired during a further two voyages (V4) to Macquarie Island (-54.37 S, 158.52 E). However,
analysis of these observations is not included as the V4 voyages did not venture far enough south to
encounter sea ice, which has a maximum extent of 55S on the Antarctic peninsula (and far less in East
Antarctica) during winter (NSIDC, 2019a).
Measurements of Hg0 were performed using a Tekran® 2537A ambient mercury analyser and ambient RM
measurements were collected via a cation exchange membrane (CEM) filter system. Previous studies have
indicated that ship exhaust does not affect the on-board measurements of atmospheric Hg (Soerensen et al.,
2010; Sommar et al., 2010), so observations were not filtered for ship exhaust influence.

5.2.1.1 Gaseous elemental mercury
Measurements of Hg0 were collected at 5-minute intervals across the voyages using a Tekran ® 2537A
analyser. These are reported in the chapter as hourly averages (except in a few sections where stated).
Further details on the measurement and calibration procedures for Hg 0 are provided in Section 2.4.2.
Note that the Tekran® 2537A instrument developed a passivation issue with cartridge A on 15 January
2019. It is believed that the cartridge passivation results from trace gases and sea salts in the marine
boundary layer degrading the cartridge and resulting in the cartridge recording lower Hg 0 concentrations
(D. Howard, personal communication). The passivation issue only affected cartridge A during voyage V3
of the CAMMPCAN 2018-19 campaign. Observations of Hg0 were obtained from both cartridge A and B
prior to the passivation issue and from only cartridge B (which was unaffected) after the issue developed.
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5.2.1.2 Reactive mercury
The CEM filter system measured RM via replicate pairs of CEM filters inside a 47mm Teflon filter housing.
Following the sampling period, the CEM filters were transferred to 50 mL Falcon tubes and stored in a
freezer at -22C until laboratory analysis. This provided a measure of the RM on each filter, which was
divided by the airflow volume for each sample period to provide a 2-week average RM concentration.
Further details on the measurement and laboratory analysis procedure for RM are provided in Section 2.4.3.

5.2.2

Additional datasets used in this chapter

This chapter uses a number of additional datasets. Satellite observations of sea ice cover (described in
Section 2.5.1) are used to investigate the influence of the sea ice environment on concentrations of
atmospheric Hg0. HYSPLIT trajectory modelling (described in Section 2.5.2) is used to calculate air mass
back trajectories and to investigate the influence of air mass source regions on concentrations of Hg 0.

5.2.3

Applying the Antarctic PCA to Hg0

This chapter uses the Antarctic PCA developed in Chapter 4 to determine if the dominant modes of
variability (combinations of environmental variables) for BrO are also important for predicting
concentrations of Hg0. The PCA methodology is detailed in Section 4.2 and the Antarctic PCA is described
in Section 4.4.2.

5.3 Results and discussion
This section starts by detailing the characteristics of Hg 0 and RM concentrations across each voyage
(Section 5.3.1). It then describes the general features of observations made close to Antarctica and examines
the role of the local sea ice environment in driving Hg 0 variability (Section 5.3.2). HYSPLIT back
trajectories are used to identify the role of air mass history, in particular, air masses that are predominantly
influenced by the Antarctic continent versus those influenced by the sea ice (Section 5.3.3). Finally,
predictions of Hg0 concentrations are made using a PCR model based on the Antarctic PCA conducted in
Chapter 4 (Section 5.3.4).

5.3.1

Ship-based observations of atmospheric mercury

5.3.1.1 Gaseous elemental mercury
The complete measurement record of Hg 0 for each voyage is summarised in Table 5.1, with the spatial
distribution displayed in Figure 5.1. The full timeseries of Hg0 for each voyage is shown in Appendix A11.
Hg0 concentrations ranged from below 0.10 to 3.00 ng/m3, with mean values of 0.59 ± 0.20 ng/m3 (median:
0.59 ± 0.20 ng/m3) across the full CAMMPCAN campaigns. The periods of increased Hg0 concentrations
imply that the photoreduction of HgII is occurring at the surface. Within the sea ice zone this can most likely
be attributed to the accumulation and subsequent emission of dissolved gaseous mercury on the sea ice lead
(Wang et al., 2017) and the photoreduction and release of HgII from the sea ice surface (Fange et al., 2021)
and from the snowpack residing on top of the sea ice (Lalonde et al., 2003; Brooks et al., 2008a). In aquatic
environments, the photoreduction of HgII bound to dissolved organic matter has been reported to increase
the evasion of Hg0 (Whalin and Mason, 2006). During the spring and summer months, melting sea ice can
provide a significant source of dissolved organic matter to the surface seawater (Longnecker, 2015). Mean
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Hg0 concentrations appear slightly higher for the 2018-19 campaigns compared to the 2017-18 campaigns,
with values of 0.65 ± 0.20 ng/m3 and 0.51 ± 0.15 ng/m3 respectively. However, the difference is small and
the standard deviations suggest that this is not a statistically significant result.
The mean Hg0 concentrations observed during the CAMMPCAN campaign are slightly lower than the
estimated background concentration for Hg 0 in the Southern Hemisphere (0.85-1.05 ng/m3) measured
between 2007 and 2013 across several stations (Slemr et al., 2015). They are also lower than previously
published values for coastal Antarctica, with reported means of 0.90 ± 0.30 ng/m 3 at Terra Nova Bay
(Sprovieri et al., 2002), 1.02 ± 0.04 ng/m 3 at Troll (Slemr et al., 2015), 0.87 ± 0.23 ng/m 3 at Dumont
d’Urville (Angot et al., 2016b) and 1.07 ± 0.16 ng/m3 during the SIPEXII campaign (calculated for this
work). However, year-round observations at Troll suggest that Hg 0 concentrations may dip during the
spring and summer months due to more frequent mercury depletion events (Slemr et al., 2015).
Observations at Dumont d’Urville indicate that Hg 0 concentrations are highly variable during the summer
months due to a combination of katabatic winds that transport Hg 0 depleted air masses to the coast, chemical
exchange at the air-snow interface and the production of halogen radicals from saline sea ice (Angot et al.,
2016b). Regional observations of Hg0 are shown in Appendix 12.
Previous studies at Dome Concordia, located on the Antarctic plateau, have reported that Hg 0 exhibits a
strong diurnal cycle with a maximum around noon during the spring and summer months (Dommergue et
al., 2012). It was suggested that this was the result of Hg 0 being deposited and emitted from the snow pack
due to variations in solar radiation and thermal convection throughout the day (Angot et al., 2016b). Hg 0
diurnal cycles have also been reported at coastal Antarctic sites (Dumont d’Urville) due to midday
snowpack emissions and katabatic airflow transporting Hg 0 depleted air masses from the plateau
(Dommergue et al., 2013b). Katabatic airflow is common in east Antarctica and known to influence the
Australian Antarctic stations (Davis, Casey and Mawson). Therefore, the diurnal variability of Hg 0 was
investigated for each of the six CAMMPCAN voyages for the period while the Aurora Australis was
anchored adjacent to these stations. No significant diurnal variability was observed for any of the voyages,
with the possible exception of V3 2017-18 at Mawson and V1 2018-19 while at Davis (see Appendix 13).
V1 2018-19 suggests a diurnal cycle with a Hg0 maximum in the afternoon (Figure A24a) that coincides
with the daily maxima for temperature (A24f) and solar radiation (A24g). As this voyage occurred during
spring while significant sea ice cover was present, it is possible that the diurnal cycle is being driven by
Hg0 cycling from the snowpack residing on top of the sea ice. However, this mechanism cannot be
confirmed in the absence of Hg0 observations from the surface snow.
Overall, there is minimal variability in mean Hg 0 concentrations between the different voyages,
geographical locations and years of the campaign. The is also a general absence of a Hg0 diurnal cycle, with
the possible exceptions of V3 at Mawson (2017-18) and V1 at Davis (2018-19). The subsequent sections
of this chapter will therefore focus on the variability driven by proximity to sea ice cover (Section 5.3.2),
air mass source regions (Section 5.3.3), and dominant modes of meteorological variability (Section 5.3.4).
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Table 5.1: Ship-based observations of Hg0.

Hg0 concentration (ng/m3)
Campaign / voyage

Percentile
no
(5 min)

Mean  St Dev

V1

5131

0.50 ± 0.14

CAMMPCAN

V2

4232

2017-18

V3

Median  MAD
5th

25th

75th

95th

0.50 ± 0.14

0.27

0.40

0.59

0.74

0.56 ± 0.13

0.57 ± 0.12

0.33

0.48

0.64

0.74

7213

0.49 ± 0.16

0.49 ± 0.15

0.22

0.39

0.59

0.76

All

16576

0.51 ± 0.15

0.51 ± 0.15

0.26

0.41

0.61

0.75

V1

9499

0.69 ± 0.20

0.74 ± 0.19

0.34

0.55

0.84

0.96

CAMMPCAN

V2

9136

0.68 ± 0.21

0.69 ± 0.16

0.38

0.56

0.78

1.07

2018-19

V3

6347

0.57 ± 0.22

0.60 ± 0.20

0.20

0.41

0.70

0.91

All

24982

0.65 ± 0.20

0.67 ± 0.19

0.29

0.51

0.79

0.94

41558

0.59 ± 0.20

0.59 ± 0.20

0.27

0.45

0.73

0.90

CAMMPCAN
2017-19
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Figure 5.1: Map of hourly Hg0 concentrations observed during (left) CAMMPCAN (2017-18) and (right), CAMMPCAN 2018-19.
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5.3.1.2 Reactive mercury
CEM filters, with a 2-week sampling time, were deployed during the six CAMMPCAN voyages to east
Antarctica (ship tracks shown in Figure 5.1). RM concentrations ranged from 16.6 to 170.3 pg/m 3, with a
mean RM concentration across all deployments of 54.5 ± 8.5 pg/m 3 (from 15 samples). This can be
compared to a mean RM concentration of 23.5 ± 6.7 pg/m3 (from 4 samples) observed during a separate
campaign (PCAN) to the coast of east Antarctica in 2017 (Miller, 2018). The method detection limit for the
CAMMPCAN CEM filters was 3.7 pg/m3, which is slightly worse than the method detection limit of 1.8
pg/m3 derived for PCAN by Miller (2018). Comparing the mean RM concentration from CAMMPCAN to
the global mean RM concentration for the marine boundary layer, estimated at 3.1 ± 11 pg/m 3 using data
acquired via the Tekran® 2537/1130/1135 Hg speciation system (Soerensen et al., 2010), suggests that RM
measurements for the Southern Ocean and coastal Antarctica were much higher than the global mean.
Comparative studies have suggested that RM concentrations measured via CEM filters are, on average, five
times higher than those measured via the Tekran® speciation system (He and Mason, 2021). The mean CEM
filter deployments for reactive mercury are detailed in Appendix 14.
The CEM filter deployments which occurred while the Aurora Australis was located on station off the coast
of east Antarctica can be considered representative of the Antarctic background. These hint at higher and
more variable RM concentrations close to Antarctica with a mean RM concentration of 101.0 ± 51.3 pg/m 3
(5 samples) compared to a mean RM concentration of 31.3 ± 21.2 pg/m 3 (9 samples) while the Aurora
Australis was sailing across the Southern Ocean. Higher RM concentrations, with a mean of 27.2 ± 7.6
pg/m3 were also reported for the PCAN campaign while close to Antarctica, compared to 16.4 ± 2.5 pg/m 3
for the transit across the Southern Ocean (Miller, 2018). High concentrations of RM have previously been
detected at coastal sites in Antarctica with mean concentrations of 165 pg/m 3 close to McMurdo station
(Brooks et al., 2008b) and a maximum of 350 pg/m 3 observed during the ANT XXIX/6-7 cruises to the
Weddell Sea (Mastromonaco et al., 2016a). RM concentrations are also known to temporarily reach up to
900 pg/m3 during mercury depletion events (Brooks et al., 2008b). Appendix 14 (Figure A25) shows
observations of BrO and Hg0 that have been averaged to match the two-week deployment time of the CEM
filters. This indicates that higher concentrations of RM generally coincide with an increase in the observed
BrO concentration and a decrease in Hg0 concentration. This is likely due to the presence of sea ice which
provides a source for reactive bromine species (Br and BrO) and increases RM by acting as an oxidant for
Hg0. However, the two-week sample averaging time for CEM filters does not allow for any further
investigation of the variability in RM concentrations at the daily or diurnal time scale. It also does not allow
for a detailed examination of the relationship between RM, Hg0 and other environmental variables. For this,
a much shorter sampling or an alternative approach, would be required. The remainder of this chapter
therefore focuses exclusively on gaseous elemental mercury.

5.3.2

Relationship between Hg0 and sea ice versus open ocean

Previous studies have suggested that average Hg 0 concentrations tend to be lower above the sea ice
compared to open waters during the winter and spring months (Aspmo et al., 2006; Yu et al., 2014). This
is primarily due to formation of bromine radicals (Br and BrO) above the sea ice at this time of year, which
act as an oxidant Hg0 and result in mercury depletion events (Stephens et al., 2012; Mastromonaco et al.,
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2017a). Bromine production mechanisms are described in Section 1.2 and BrO observations from the
CAMMPCAN campaign are detailed in Chapter 3. During the summer months, when halogen chemistry
is less active and mercury depletion events less common, average Hg 0 concentrations can be higher above
the sea ice due to the snowpack acting as a source for atmospheric Hg (Angot et al., 2016b; Mastromonaco
et al., 2017a). To investigate the role of the local sea ice environment on atmospheric Hg 0 concentrations,
the observations from each voyage were split into two groups based on when the ship was within the sea
ice and in the open ocean. The resulting distributions are represented as box and whisker plots in Figure
5.2 and as normalised frequency distributions in Figure 5.3. Note that none of the differences for sea ice
versus open ocean are statistically significant.
For the CAMMPCAN campaign, the mean Hg0 concentration was lower when the Aurora Australis
operated within the sea ice (0.55 ± 0.20 ng/m 3) compared to when it operated in the open ocean (0.65 ±
0.18 ng/m3). This finding is the same for all voyages, except V2 and V3 in 2017-18, which shows a higher
mean Hg0 concentration above the sea ice (see Table 5.2). Voyage V2, which coincides with significant
sea ice cover (Figure 3.2) and generally calmer wind speeds (Figure 3.5), could have presented favourable
conditions for Hg0 emissions from the snowpack residing on top of the sea ice. Hg 0 is produced in the
snowpack via solar radiation, and its emission to the atmosphere is then driven by thermal convection under
stable boundary layer conditions (Angot et al., 2016). The results of Welch’s t-tests (see Table 5.2) indicate
that differences between mean Hg0 concentrations measured when the ship operated in open ocean versus
when it operated in the sea ice are statistically significant (p <0.05) for all voyages, except V3 in 2017-18.
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Table 5.2: Average Hg0 concentrations measured during the CAMMPCAN 2017-18 and 2018-19 voyages and results of statistical testing.

Statistical testing

Hg0 concentration (ng/m3)
a) Sea ice

2018-19

2017-18

Voyage

b) Open ocean

c) Welch’s t-test

d) Kolmogorov-Smirnov test

No

Mean  Std

Median  MAD

No

Mean  Std

Median  MAD

p-value

H0

p-value

H0

V1

2767

0.44 ± 0.12

0.44 ± 0.12

2364

0.56 ± 0.14

0.56 ± 0.13

8.75E-218

Reject

6.66E-16

Reject

V2

2527

0.57 ± 0.13

0.59 ± 0.12

1705

0.53 ± 0.11

0.54 ± 0.11

6.81E-34

Reject

1.55E-15

Reject

V3

4086

0.49 ± 0.18

0.49 ± 0.16

3127

0.49 ± 0.14

0.50 ± 0.13

7.98E-01

Can't reject

1.48E-05

Reject

Season
total

9380

0.50 ± 0.16

0.50 ± 0.15

0.52 ± 0.14

0.53 ± 0.13

4.81E-27

Reject

5.66E-15

Reject

V1

5123

0.60 ± 0.21

0.58 ± 0.23

4208

0.80 ± 0.11

0.80 ± 0.09

0.00E+00

Reject

8.46E-01

Can't reject

V2

5396

0.64 ± 0.20

0.64 ± 0.18

3345

0.73 ± 0.17

0.73 ± 0.12

1.47E-99

Reject

1.18E-119

Reject

V3

2733

0.47 ± 0.24

0.41 ± 0.26

3558

0.64 ± 0.15

0.64 ± 0.11

2.66E-204

Reject

0.00E+00

Reject

Season
total

13252

0.59 ± 0.22

0.58 ± 0.24

0.73 ± 0.16

0.73 ± 0.13

0.00E+00

Reject

0.00E+00

Reject

22632

0.55 ± 0.20

0.55 ± 0.20

0.65 ± 0.18

0.65 ± 0.18

0.00E+00

Reject

0.00E+00

Reject

Overall
Total

Note: The values are divided into periods when the ship operated (a) within the sea ice and (b) in the open ocean. The results of statistical testing are shown for: (c) Welch’s ttest; and (d) Kolmogorov-Smirnov test. The null hypothesis is that the samples were drawn from the same distribution.

140

CHAPTER 5: Measurements of atmospheric mercury in coastal Antarctica

Figure 5.2: Box and whisker plot summarising Hg0 concentration distributions for each voyage. Coloured shading shows CAMMPCAN 2017-18 (blue) and CAMMPCAN 2018-19 (red). The unhatched
plots represent Hg0 concentrations when the ship operated within the sea ice and the hatched plots represent Hg 0 concentrations from when ship operated in the open ocean. The number of
observations in each distribution is also shown.
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Figure 5.3: Normalised frequency for the 5-minute Hg0 data observed during voyages V1-V3 for CAMMPCAN 2017-18 (top) and 2018-19 (bottom), split into distributions periods when the ship
operated within the sea ice (red) and in the open water (green). Vertical lines at the bottom indicate the mean concentration for each distribution.
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5.3.3

Air mass source regions

While the previous section detailed how the immediate environment at the ship’s location influences
concentrations of Hg0, this section explores the influence of longer-term air mass history. The region of
East Antarctica visited by the CAMMPCAN campaign has previously been demonstrated to have highly
variable Hg0 concentrations depending on the source region for air masses (Angot et al., 2016b). Figure
5.4 shows the percentage of time continental, sea ice and oceanic air masses were sampled while the ship
was at each station during the CAMMPCAN campaign. This shows that across all voyages the air masses
are predominantly continental, particularly at Davis (V1) and Mawson (V3). Oceanic and sea ice dominated
air masses are less frequent, only occurring between 2.7% to 36.3% of the time at Mawson (V3 2018-19)
and Casey (V2 2017-18) respectively.
Figures 5.5 and 5.6 show hourly back trajectories for the periods corresponding to 10 th percentile (lowest
10%), median (45-55%) and 90th percentile (highest 10%) of Hg0 concentrations during the CAMMPCAN
2017-18 and 2018-19 voyages, respectively. These figures indicate that the lowest Hg 0 concentrations
occurred during periods of predominantly continental air flow (e.g., 5.5a and 5.6c). Median Hg0
concentrations typically occurred when air masses spent more time in coastal Antarctica, but also retained
some influence from the plateau (e.g., 5.5g and 5.6e). The highest Hg0 concentrations occurred for air
masses with less influence from the plateau and increased influence from coastal areas and open waters
(e.g., 5.5k and 5.6j). Previous observations at Dumont d’Urville showed that variations in hourly averaged
of Hg0 concentrations from 0.10 to 3.61 ng/m3 were largely attributed to contrasting continental and oceanic
air masses (Angot et al., 2016a; Angot et al., 2016b). Tropospheric air over the Antarctic plateau is relatively
depleted in Hg0 due to gas-phase oxidation resulting from OH/NO2 emissions from the snowpack
(Dommergue et al., 2012; Frey et al., 2013). These Hg0-depleted air masses are subsequently transported
towards the costal margins by katabatic winds, which can cause a dip in the observed Hg 0 concentrations
at coastal sites (Angot et al., 2016b). Air masses that have spent an extended time over the sea ice can also
become depleted in Hg0 due to enhanced production of reactive bromine species (Br and BrO) (Simpson et
al., 2018). Predominantly oceanic air masses, particularly warmer air masses that originate from lower
latitudes, generally have higher Hg0 concentrations (Angot et al., 2016b). Air masses in coastal areas of
Antarctica can also be influenced by enhancements of Hg0 due to emissions from guano at penguin and sea
bird colonies (Angot et al., 2016b) and degassing of Hg 0 from mercury-enriched surface waters due to algal
production at the sea ice interface (Cossa et al., 2011).
To investigate the influence of air mass source regions on concentrations of Hg 0, the hourly averaged Hg0
observations for each voyage of the CAMMPCAN campaign were sorted into categories for continental,
sea ice and oceanic air masses. This was done using 120-hour HYSPLIT back trajectories, with air masses
selected for a category based on the region which the air mass had predominantly resided over. The results
(detailed in Table 5.3) show that mean Hg0 concentrations are lowest for predominantly continental air
masses (0.47 ± 0.17 ng/m3), with Welch’s t-tests indicating that the difference is statistically significant
(p<0.05; see Appendix 15). Mean Hg0 concentrations for sea ice and oceanic air masses were 0.63 ± 0.19
ng/m3 and 0.63 ± 0.13 ng/m3 respectively. The finding suggests that there is very little difference between
predominantly sea ice and oceanic air masses, and they were not found to be statistically different (see
Appendix 15). Separating predominantly sea ice and oceanic air masses is difficult, due to the limitation
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that most of these air masses pass over a combination of both open water and sea ice. There are also no
trajectories that can be categorised as oceanic during V1 in both 2017-18 and 2018-19 (see Figure 5.4) due
to the extensive sea ice cover at this time of year.
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Figure 5.4: Percentage of time continental (green), sea ice (red) and oceanic (blue) air masses were sampled at each station during CAMMPCAN 2017-18 (top) and CAMMPCAN 2018-19 (bottom).
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Figure 5.5: Hourly Hg0 weighted HYSPLIT 5-day back trajectories for 10th percentile (top), median (middle) and 90th percentile (bottom) air masses during CAMMPCAN 2017-18.
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Figure 5.6: Hourly Hg0 weighted HYSPLIT 5-day back trajectories for 10th percentile (top), median (middle) and 90th percentile (bottom) air masses during CAMMPCAN 2018-19.
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Table 5.3: Average measured values of Hg0 obtained during the CAMMPCAN 2018-19 campaign for predominantly
sea ice, continental and oceanic air masses.

Campaign / voyage

Mean ± St Dev

Median ± MAD

V1 (Davis)

18

0.52 ± 0.08

0.52 ± 0.07

V2 (Casey)

44

0.58 ± 0.09

0.59 ± 0.07

V3 (Mawson)

0

-

-

V3 (Davis)

7

0.56 ± 0.06

0.56 ± 0.08

All

69

0.56 ± 0.09

0.58 ± 0.09

V1 (Davis)

30

0.52 ± 0.23

0.41 ± 0.13

V2 (Casey)

87

0.71 ± 0.19

0.70 ± 0.16

V3 (Mawson)

1

0.46

0.46

V3 (Davis)

5

0.67 ± 0.14

0.63 ± 0.25

All

123

0.66 ± 0.21

0.65 ± 0.19

CAMMPCAN (2017-19)

192

0.63 ± 0.19

0.60 ± 0.15

V1 (Davis)

199

0.42 ± 0.11

0.40 ± 0.07

V2 (Casey)

200

0.57 ± 0.08

0.58 ± 0.06

V3 (Mawson)

344

0.49 ± 0.14

0.49 ± 0.10

V3 (Davis)

131

0.45 ± 0.15

0.48 ± 0.13

All

874

0.49 ± 0.14

0.50 ± 0.13

V1 (Davis)

187

0.46 ± 0.13

0.44 ± 0.12

V2 (Casey)

284

0.62 ± 0.18

0.63 ± 0.18

V3 (Mawson)

258

0.31 ± 0.12

0.30 ± 0.12

V3 (Davis)

320

0.40 ± 0.17

0.37 ± 0.18

All

1049

0.45 ± 0.19

0.42 ± 0.20

1923

0.47 ± 0.17

0.46 ± 0.17

V1 (Davis)

0

-

-

V2 (Casey)

70

0.60 ± 0.06

0.60 ± 0.06

V3 (Mawson)

29

0.72 ± 0.15

0.68 ± 0.16

V3 (Davis)

27

0.60 ± 0.04

0.59 ± 0.03

All

126

0.62 ± 0.10

0.61 ± 0.06

V1 (Davis)

0

-

-

V2 (Casey)

14

0.78 ± 0.18

0.72 ± 0.09

V3 (Mawson)

6

0.44 ± 0.06

0.43 ± 0.05

V3 (Davis)

19

0.60 ± 0.14

0.60 ± 0.20

All

39

0.64 ± 0.19

0.67 ± 0.19

165

0.63 ± 0.13

0.61 ± 0.09

CAMMPCAN
(2018-19)
CAMMPCAN
(2018-19)

CAMMPCAN
(2017-18)

Sea ice
Continental

Hg0 concentration (ng/m3)
No (1 hour)

CAMMPCAN
(2017-18)

Air mass

CAMMPCAN
(2018-19)

Oceanic

CAMMPCAN
(2017-18)

CAMMPCAN (2017-19)

CAMMPCAN (2017-19)
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5.3.4

Relationship between Hg0 and environmental variables

5.3.4.1 Regression analysis
Regression analysis was undertaken between the Hg 0 observations and 23 environmental variables (see
Table 5.4). These include: (i) the 14 variables used in the Antarctic PCA in Chapter 4 (highlighted in blue
and fitted against Hg0 later in this section); (ii) the 7 variables that did not have a statistically significant
relationship with BrO but may with Hg0; and (iii) a further 2 variables, BrOsurf and BrOLTcol, to test the
relationship between Hg0 and observations of surface and lower tropospheric BrO. The results of the
regression analysis suggest that 19 of the 23 variables have a statistically significant correlation (p < 0.05)
with Hg0, including all variables included in the Antarctic PCA. Of these variables, relative humidity had
the strongest relationship (R = 0.581, R2 = 0.337), followed by land contact time (R = -0.470, R2 = 0.221).
Relative humidity has previously been suggested to have a positive linear relationship with Hg 0 as higher
levels of humidity are thought to promote the aqueous-phase reduction of HgII into Hg0 (Timonen et al.,
2013). Low humidity may also indicate the influence of Antarctic air masses that are depleted in Hg 0, while
higher humidity could point to oceanic air masses with enhanced Hg 0. The regression analysis also indicates
that some of the variables not included in the Antarctic PCA could merit inclusion with regards to Hg 0.
These variables include:
•

Land contact time (R = -0.470, variance explained = 22.1%) as a means for identifying continental
air masses resulting from katabatic airflow. As described in Section 5.3.3, summertime
(November to February) air masses over the Antarctic plateau are generally depleted in Hg0 due
to enhanced concentrations of oxidants (OH and NOx) within the boundary layer (Kukui et al.,
2014; Song et al., 2018). The high oxidant concentrations result from the UV photolysis of the
nitrate anion (NO3-) on/in snow grains, leading to emissions of NOx from the snowpack (Angot et
al., 2016b). Although this reactivity occurs predominantly over the Antarctic plateau, it is thought
to influence Hg cycling in coastal areas during periods of katabatic airflow (Angot et al., 2016b).
Continental air masses are typically dry, so this relationship may be captured by the inclusion of
the relative humidity variable;

•

Ocean contact time (R = 0.366, variance explained = 13.4%) for identifying oceanic air masses.
Although the Southern Ocean plays a dual role for Antarctic Hg 0 concentrations, it is thought to
represent a net source during late-spring and summer (Angot et al., 2016b). Oceanic air masses
are typically moist, so this relationship may be somewhat captured by the inclusion of the relative
humidity variable; and

•

BrOLTcol (R = -0.274, variance explained = 7.8%) and BrOsurf (R = -0.244, variance explained =
6.0%) as indicators for total reactive bromine. The redox cycling of Hg0 to HgII and HgP is largely
controlled by the photochemistry of reactive bromine, its main oxidant (Horowitz et al., 2017).

Analysis in Section 4.4.1.3 indicated that there was a critical degree of multicollinearity between variables
for sea ice, land and ocean contact times. As such, only one of these variables could be included in the
Antarctic PCA model at a given time. Based on the R2 values and known influence of the Antarctic plateau,
land contact time would potentially be more appropriate than sea ice contact time for predictions of Hg 0.
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However, the intent of the analysis presented in this chapter was to test the importance for Hg0 of the
dominant modes of variability shown previously to influence BrO. Hence the PCA was not changed from
the version described in Chapter 4. This also means that AEC, which is measured via MAX-DOAS, is
included in the PCA and restricts the observations to sunlit periods only.
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Table 5.4: Regression analysis between Hg0 and environmental variables

0.581

Variance
explained
33.7%

7.0E-59

Significant
(p <= 0.05)
Yes

Land contact time (hours)

-0.470

22.1%

2.2E-36

Yes

3

PTD100m

0.388

15.0%

2.4E-24

Yes

4

Ocean contact time (hours)

0.366

13.4%

1.2E-21

Yes

5

Ice contact time (hours)

0.341

11.6%

8.2E-19

Yes

6

Sea ice cover (%)

0.300

9.0%

8.6E-15

Yes

No

Variable

R

1

Relative humidity (%)

2

2

p-value

7

BrOLTcol (molec/cm )

-0.279

7.8%

6.6E-13

Yes

8

Surface temperature (C)

0.278

7.7%

8.2E-13

Yes

9

O3 (ppb)

-0.270

7.3%

3.7E-12

Yes

10

BrOsurf (molec/cm2)

-0.244

6.0%

4.0E-10

Yes

11

MLH (m)

-0.236

5.6%

1.5E-09

Yes

12

Ice contact time <MLH (hours)

0.226

5.1%

8.2E-09

Yes

13

Water temperature (C)

0.214

4.6%

4.7E-08

Yes

2

14

Solar radiation (W/m )

-0.194

3.8%

7.8E-07

Yes

15

Wind speed at 10m (m/s)

-0.178

3.2%

5.7E-06

Yes

16

PTD1000m

0.157

2.5%

7.0E-05

Yes

17

log(AEC)

0.155

2.4%

7.9E-05

Yes

18

Chlorophyll in sea water (g/l)

-0.091

0.8%

2.1E-02

Yes

19

Surface pressure (hPa)

-0.091

0.8%

2.2E-02

Yes

20

P1hr (hPa)

-0.036

0.1%

3.7E-01

No

21

Wind direction ()

0.031

0.1%

4.3E-01

No

22

Ice contact time <100m (hours)

0.022

0.1%

5.7E-01

No

23

Water salinity (ppt)

0.005

0.0%

9.1E-01

No

Note: (i) the standardised variables with a significant p-value (<= 0.05) are highlighted in green; and (ii)
the variables used in the principal component analysis and model for Antarctic BrO LTcol (Chapter 4) are
highlighted in blue.

5.3.4.2 PCR predictions of Antarctic Hg0 concentrations
To investigate the environmental variables that influence Hg0 variability, the dominant Antarctic principal
components identified in Chapter 4 (see Section 4.4.2) were fitted against hourly averaged observations
of sqrt(Hg0) using principal component regression (PCR). This was done using Equation 5.1:
𝐻𝑔0 = (0.698 + (−0.028 ∗ 𝑃𝐶1) + (0.009 ∗ 𝑃𝐶2) + (−0.044 ∗ 𝑃𝐶3))

2

[Eq 5.1]

The aim was to determine whether the dominant Antarctic principal components (PC1, PC2 and PC3) could
be used to predict the variability of Hg0, in addition to BrOLTcol, and to what extent. The top three
coefficients from the PCR against Hg0 and BrOLTcol are given in Table 5.5. For Hg0, PC1 and PC3 have
negative coefficients, while PC2 has a positive coefficient, while for BrO LTcol, PC1 has a positive coefficient
but the coefficients for PC2 and PC3 are negative. This suggests that PC1 and PC2 have opposite influences
on Hg0 compared to their influences on BrO.
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Table 5.5: Coefficients for Antarctic measurements of Hg0 from the principal component regression.

Coefficients

Principal component

Hg

0

BrOLTcol

Intercept (0)

0.698

3.19 x 106

PC1 (1)

-0.028

8.47 x 104

PC2 (2)

0.009

-1.24 x 105

PC3 (3)

-0.044

-4.27 x 104

Note: observations of Hg0 and BrOLTcol have been square root transformed.
Figure 5.7 shows a timeseries of Hg0 predictions using the Antarctic PCR model along with hourlyaveraged Hg0 observations from the Tekran® 2537A. The R2 value between the Hg0 predictions and
observations suggests that the Antarctic PCA explains ~48% of the variability in Hg 0. This is higher than
the variance explained for BrOLTcol (~26%) and indicates that there is a better relationship between the
environmental variables and Hg0 than there is for BrO; potentially indicating that BrO may not be the
dominant controlling factor for Hg0 concentrations in the region. The mean normalised bias of the Hg 0
predictions is 6.4% (~0.03 ng/m3), and the predictions are generally within one standard deviation of the
observations. However, the Antarctic PCA fails to predict Hg 0 concentrations during periods of large Hg0
enhancements. For example, on the 29 December 2018 (5.7e), the Antarctic PCR model predicts enhanced
Hg0 (maximum of 0.83 ng/m3) but does not replicate the magnitude of the observed enhancement
(maximum of 1.33 ng/m3).
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Figure 5.7: Timeseries of Hg0 observations (blue) versus predictions (red) from the Antarctic PCR model.
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The relative contribution of each principal component to predictions of Hg 0 is shown in Figure 5.8. As
detailed in Section 4.4.2, PC1 describes a vertical mixing mode associated with low pressure systems, a
thick mixed layer, cold surface temperatures and elevated O 3. PC2 describes a blowing snow mode
associated with increased sea ice contact, high wind speed and increased aerosol extinction. PC3 describes
an ocean biological source associated with increased wind speeds, high chlorophyll and reduced sea ice
cover.
PC1 has the highest contribution to predicted Hg 0 during V1 in both 2017-18 (5.8a) and 2018-19 (5.8d),
suggesting that the mixing mode is vertically mixing the high-Hg0 air away from the surface. As the
measurements of Hg0 were collected in-situ, the occurrence of a deeper mixed layer would disperse the Hg 0
and result in lower observed concentrations at the surface. This could be why observations of Hg0 are lowest
when PC1 has the highest values, as seen for V1 2017-18 (5.8a) and V3 2018-19 (5.8d). Another alternative
is that the mixing mode of PC1 enhances tropospheric BrO by lifting air rich in reactive bromine up from
the surface as discussed in Chapter 4. This would then have an oxidising effect on atmospheric Hg 0 and
result in the depleted Hg0 concentrations observed at this time. During V2 in 2017-18 (5.8a) and 2018-19
(5.8d) observations of Hg0 appear to be anti-correlated with PC1, suggesting the presence of more stable
air masses that help to keep Hg0 close to the surface.
PC2 has the highest contribution to predicted Hg 0 during V3 in both 2017-18 (5.8b) and 2018-19 (5.8e),
which also coincide with some of the highest observed concentrations of Hg 0. PC2 has the lowest values
during V1 2017-18 (5.8b). PC2 consists of increased sea ice contact time, high surface wind speed and high
relative humidity. The high relative humidity could indicate oceanic air masses with elevated Hg 0 that have
been transported across the sea ice, with additional Hg 0 enhancements from snowpack emissions. The
analysis in Chapter 4 suggested that high values for PC2 are favourable for the production of BrO from a
blowing snow mechanism. This mechanism should have a negative correlation with Hg 0 and is identifiable
for V3 2018-19 (5.8e) but isn’t easily identifiable for V3 in 2017-18 (5.8b) and V2 in 2018-19 (5.8e). This
suggests that for these voyages the predicted Hg 0 may be influenced more by PC1 and/or PC3 than PC2.
PC3 has the highest contribution to predicted Hg 0 during V3 in both 2017-18 (5.8c) and 2018-19 (5.8f) and
has a negative relationship with Hg0 at this time. The high variable loadings for chlorophyll, surface wind
speed, decreased sea ice cover and thick mixed layer suggest oceanic influence. PC3 provides an ocean
biological source for BrO during the summer months. This could in turn decrease Hg 0 concentrations and
result in the negative relationship. It should be noted that ocean and biological activity have also been
suggested as a source for Hg0 emissions (Cossa et al., 2011). This hypothesis is supported here by the
positive coefficient for PC3 in the regression against Hg 0. However, the results here suggest that the ocean
biological source has a bigger influence on BrO than for Hg 0.
As mentioned in Chapter 4, the three principal components are statistically independent, but can also work
together. During V3 2018-19 (5.8f) there are high values for both PC1 and PC3. This could indicate that
there is an increased emission of Hg0 from the ocean biological source (PC3), but that the observed
concentration of Hg0 is diminished by enhanced vertical mixing throughout the mixed layer (PC1).
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Figure 5.8: Contribution of PC1, PC2 and PC3 to predictions of Hg 0. Note: PC1 loading (red), PC2 loading (blue) and PC3 loading (green) are the sum of each standardised variable multiplied by
its respective loading. Hg0 predictions are in black. The black horizontal line represents the 0-axis for the PC loadings and the mean observed Hg0 concentration (0.50 ng/m3).
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5.4 Summary and future directions
Observations of atmospheric mercury in the surface layer of coastal Antarctica and the Southern Ocean
were obtained across six ship-based voyages that comprised the CAMMPCAN campaign. Concentrations
of Hg0 were found to be highly variable along the Antarctic coast, ranging from below 0.10 ng/m 3 during
V3 2018-19 to a maximum of 3.00 ng/m3 during V2 2018-19.
On average, Hg0 concentrations were lower in the sea ice environment than in the open ocean, with medians
of 0.55  0.20 ng/m3 and 0.65  0.18 ng/m3, respectively. Conversely, RM concentrations were enhanced
close to the Antarctic coast and in the presence of sea ice, with a median of 95.8  14.3 ng/m3 compared to
a median of 29.7  13.6 ng/m3 for the open ocean. Back trajectory analysis indicated that Hg 0 concentrations
were lower for continental air masses (mean: 0.47 ± 0.17 ng/m3) than for sea ice and oceanic air masses
(means of 0.63 ± 0.19 ng/m3 and 0.63 ± 0.13 ng/m3, respectively). The findings suggest that mercury
concentrations in coastal Antarctica are influenced by the oxidising effect of both the sea ice environment,
which provides a major source of reactive bromine, and the Antarctic plateau, which transports Hg0depleted air masses to the coast via katabatic winds.
The dominant modes (PCs) identified in the Antarctic PCA developed in Chapter 4 are able to predict Hg0
concentrations with an R2 of 0.48 against the observations. This is higher than the predictive ability of the
PCs for BrO (R2 = 0.26). Regression analysis suggests that Hg0 variability in coastal Antarctica is largely
influenced by relative humidity, the land contact time of air masses and the potential temperature
differential in the lowest 100m.
Although this work has helped to reveal several features regarding Hg 0 variability in coastal Antarctica, a
number of research gaps need addressing. It is particularly desirable to have year-round, long-term mercury
speciation (Hg0, HgII and HgP) measurements. Hg speciation measurements could be gathered via the
installation of permanent instruments at the Antarctic stations. These could be supplemented by year-round
mercury flux measurements from the snowpack on land and seasonal measurements from the snowpack
residing on top of sea ice, along with concentrations of dissolved mercury species in coastal waters.
Although bromine is considered to be the dominant atmospheric oxidant of Hg 0, other oxidants (including
Cl, I, NOx, O3 and OH) are important as second-stage oxidants. These oxidants may be of particular
importance in coastal Antarctica, with halogen chemistry found to be dominant at Dumont d’Urville in
September-October and OH/NOx chemistry dominant in November-February (Angot et al., 2016b).
Therefore, it is desirable to establish year-round observations of Cl, I, NOx, O3 and OH to help identify the
drivers (e.g., katabatic airflow) and sources (e.g., emissions from the ocean and snow pack) that influence
mercury variability.
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6 Chapter 6
Summary and conclusions
This thesis aimed to improve the understanding of reactive bromine and mercury cycling over the sea ice
region of coastal East Antarctica.

6.1 Outcomes of Chapter 3 – BrO observations
Ship-based observations of BrO were made via Multi-AXis Differential Optical Absorption Spectroscopy
(MAX-DOAS). Meteorological measurements were collected from the meteorological station aboard the
Aurora Australis. Satellite observations of sea ice cover were obtained from the National Snow and Ice
Data Center (NSIDC). The NOAA Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT)
was employed to calculate back trajectories and assess the influence of air mass source regions.
BrO concentrations in the surface layer displayed seasonal variability, decreasing from late spring (median
of 4.3  1.1 pptv at Davis in 2017-18) to late summer (median of 2.3  0.8 pptv at Davis in 2018-19). The
findings suggest that BrO concentrations were significantly influenced by variations in sea ice cover, which
also decreased between spring and summer. This pattern has been observed at other Antarctic locations.
An evaluation of the link between sea ice cover and median BrO concentration suggested a positive
relationship at both low (<7 m/s) and high (>7 m/s) wind speeds. Low wind speeds help to enhance
heterogenous reactions on saline surfaces (sea ice and snowpack), allowing BrO to accumulate close to the
surface (<0.2 km ASL). High wind speeds enhance the production of blowing snow that provides a source
of lofted sea salt aerosols and increases BrO production at altitude (0.3-0.9 km ASL). This relationship does
not extend to periods with no sea ice cover, and different mechanisms affect BrO concentrations at these
times.
BrO vertical profiles in the lowest 4 km of the troposphere showed that the BrO maximum generally
occurred slightly aloft (typically at 0.3 km ASL) and always below an altitude of 1 km. This suggests a
surface source for reactive bromine species that then undergo photooxidation aloft to form BrO. Diurnal
cycles showed that the BrO concentrations formed either a single maximum that coincided with the peak
SZA, suggesting that the BrO maximum was related to the peak oxidation of photolabile bromine species
(Br- and BrCl), or a double BrO maximum (morning and afternoon) with a dip during the middle of the day
as BrO cycled through HOBr.
Statistical analysis using Welch’s t-tests and Kolmogorov-Smirnov tests indicated that BrO distributions
were largely statistically different (p < 0.05) between the different sites (except between V2 (Casey) and
V3 (Mawson/Davis) in 2017-18 and between V1 (Davis) and V3 (Mawson) in 2018-19) and across the
different seasons of the campaign. Site-to-site differences were most likely driven by the reduction in sea
ice cover between spring and summer, while interannual differences at the same sites likely resulted from
differences in meteorological conditions and air mass history.
A total of 18 enhanced BrO events (periods when the BrO was above the three-sigma threshold of 7.2 pptv
for 100 minutes) were identified. The highest BrO events occurred in spring, with a BrO maximum of 17.5
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pptv observed during SIPEXII on 28 September 2012 and 14.8 pptv observed at Davis on 7 November
2018. The altitude containing the maximum mole fraction ranged between 0.1 km and 0.7 km ASL. Surface
events (those <200 m ASL) tended to occur during periods of low wind speeds when the atmosphere was
stable, allowing BrO to accumulate close to the surface. Lofted events (those >200 m ASL) tended to occur
during periods of high wind speeds when the atmosphere was less stable, allowing for the vertical redistribution of BrO.

6.2 Outcomes of Chapter 4 – Drivers of the observed BrO
Observations of BrO in the lower troposphere of coastal Antarctica were combined with environmental
observations from aboard the Aurora Australis and meteorological fields from the MERRA-2 reanalysis to
develop an Antarctic dataset. The Arctic PCR model, developed by Swanson et al. (2020), was then applied
to the Antarctic dataset and its performance evaluated. Predictions of Antarctic BrOsurf and BrOLTcol
overestimated the observed concentrations and failed to reproduce the observed variability, with R2 values
of 0.0311 and 0.0069, respectively. They also suggested that some of the environmental variables used for
Arctic BrO predictions may not be relevant for predicting BrO in the Antarctic and that the inclusion of
additional variables might improve the model’s predictive ability.
Therefore, an additional 11 variables were added to the Antarctic dataset, increasing it from 9 to 20
variables. Linear regression was performed on each of these variables against Antarctic BrO surf and
BrOLTcol. This analysis resulted in an Antarctic dataset comprising 14 environmental variables. PCA was
performed on the Antarctic dataset and determined that the dominant three principal components (PC1,
PC2 and PC3) were significant for the prediction of Antarctic BrO. PC1 describes a vertical mixing mode
consisting of high O3 and a thick mixed layer height, combined with reduced sea ice cover, cold surface
temperatures, decreased stability in the lowest 100m and 1000m and some connection to decreased surface
pressure. PC2 describes a blowing snow mode consisting of increased sea ice contact time, high surface
wind, high relative humidity and increased aerosol extinction, combined with decreased surface pressure,
decreased solar radiation and decreased surface stability in the lowest 1000m. PC3 describes an ocean
biological source consisting of increased surface wind speeds, high chlorophyll concentration in surface
waters and a thick mixed layer height, combined with decreased sea ice contact time, low relative humidity
and low O3.
The three principal components were then fitted against BrOsurf and BrOLTcol via the PCR method. The PCR
resulted in a poor fit against BrOsurf (R2 of 0.16) and failed to reproduce the observed variability of BrO surf.
Therefore, analysis of BrOsurf was stopped at this point. For BrOLTcol, the PCR resulted in a predictive model
with an R2 of 0.27 against the observations. PC1 had the highest values during V1 in both 2017-18 and
2018-19 suggesting that it has the most important role during spring, which is consistent with the colder
temperatures at this time. PC2 was strongest during periods of high sea ice cover that coincided with high
wind speeds. These conditions are typical of spring and early summer and were observed during V1 and
V2 in 2018-19. PC3 was strongest during summer (V3 in both 2017-18 and 2018-19) and suggests a
biological source that produces bromocarbons. The chlorophyll variable is likely influenced by the higher
levels of algae and phytoplankton that are present at this time of year.
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Overall, the Antarctic dataset and Antarctic PCR model demonstrate the importance of sea ice for BrO in
coastal Antarctica. It is likely that part of the observed differences between BrO in the Antarctic and Arctic
is the result of different sea ice types, with first-year ice being dominant in the Antarctic and multi-year ice
being more dominant in the Arctic. One of the most interesting findings from the Antarctic PCA is the
importance of the ocean biological source for BrO in the Antarctic, which was not relevant for the Arctic.

6.3 Outcomes of Chapter 5 – Hg concentrations and drivers
Ship-based observations of atmospheric mercury were obtained during the CAMMPCAN campaign from
Hobart, Australia to the coast of East Antarctica. Concentrations of Hg0 were found to be highly variable
along the Antarctic coast, ranging from below 0.10 ng/m 3 during V3 2018-19 to a maximum of 3.00 ng/m3
during V2 2018-19. The findings highlighted the influence of the sea ice environment, a major source for
reactive halogen species, on concentrations of atmospheric Hg. On average, Hg 0 concentrations were lower
in the sea ice environment than in the open ocean with medians of 0.55  0.20 ng/m3 and 0.65  0.18 ng/m3,
respectively. Conversely, RM concentrations were enhanced close to the Antarctic coast and in the presence
of sea ice with a median of 95.8  14.3 ng/m3 compared to a median of 29.7  13.6 ng/m3 for the open
ocean. This difference could be related to the presence of reactive bromine (which is thought to be the main
oxidant for Hg0 on the global scale (Holmes et al., 2006; Horowitz et al., 2017)), the concentration of which
was shown to increase with sea ice cover.
Back trajectories, along with satellite observations of sea ice cover were used to investigate air mass source
regions. These indicated that the lowest Hg 0 concentrations (mean: 0.47 ± 0.17 ng/m3) were observed for
predominantly continental air masses. Higher Hg 0 concentrations, with means of 0.63 ± 0.19 ng/m3 and
0.63 ± 0.13 ng/m3, were observed for predominantly sea ice and oceanic air masses, respectively. The lack
of difference between these two air mass source types can be explained by the fact that most air masses had
passed over a mixture of both sea ice and open ocean.
The Antarctic PCR model developed in Chapter 4 was then fitted against hourly-averaged observations of
Hg0 to develop a predictive model for Hg 0 in the Antarctic. Results showed that the dominant Antarctic
principal components could be used to predict concentrations of both Hg 0 and lower tropospheric BrO.
Regression analysis suggested that the most important variables for observed Hg 0 variability in coastal
Antarctica were relative humidity, land contact time and the potential temperature differential in the lowest
100m (a measure of atmospheric stability). Finally, predictions of Hg 0 from this model had an R2 of 0.48
against the observed Hg0 concentrations, higher than the R2 for BrOLTcol of 0.26.

6.4 Future directions
Overall, this thesis aimed to lower the uncertainties linked to reactive bromine and mercury cycling above
the sea ice region of coastal East Antarctica. While this thesis has improved our understanding of the
distribution and environmental factors that influence BrO and Hg 0 in coastal East Antarctica, many
uncertainties remain.
For reactive bromine, the fact that BrO measurements in coastal Antarctica are mostly limited to a handful
of short-term campaigns means that significantly more observations are required to gain a better
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understanding of BrO variability and its drivers. It would also be useful to measure the BrO precursors (Br2
and BrCl) in order to gain a better understanding of bromine sources and cycling. Observations taken on
ship-based voyages, such as those used in thesis, are the easiest to undertake but only provide limited
temporal and spatial resolution. It is particularly desirable to have long-term BrO observations across
multiple years that allow for the analysis of complete annual cycles. This would require an alternative
instrument for observations (such as CIMS) that can operate through the darkness of polar winter. These
observations could occur via the installation of permanent instruments at the Antarctic stations. As the sea
ice is a key source for BrO, it would be desirable to deploy floating autonomous platforms within the sea
ice, such as those used in the Arctic O-Buoy project (Knepp et al., 2010). These have already been deployed
in the Arctic with MAX-DOAS used for observing and understanding BrO variability with great success
(Halfacre et al., 2014; Knepp et al., 2010; Swanson et al., 2020). It would also be desirable to have an
instrument that can simultaneously observe Br 2, BrCl and Br- as this would help to reduce uncertainty
regarding the chemical mechanisms taking place. CIMS has the ability to detect BrO, BrCl and Br 2 and has
already been deployed in the Antarctic at Halley research station by Buys et al. (2013). However, it would
not be practicable to deploy CIMS on a floating buoy due to power requirements.
The Antarctic PCR model has suggested the importance of biological sources for reactive bromine in the
lower troposphere (0-2 km ASL) of the Antarctic. However, the model was unable to explain the variability
of BrO in the surface layer (0-0.2 km ASL), suggesting that the current environmental variables do not
explain the observed variability. Predictions from the Antarctic PCA may improve with the inclusion of
additional environmental variables including: (i) radon observations; (ii) air mass category; and (iii) aerosol
composition measurements. Radon measurements would help to separate the Antarctic air masses into
oceanic, coastal and continental categories (Chambers et al., 2017). The inclusion of aerosol composition
and aerosol size distribution would help to constrain the separate the sources of extinction (aerosols, ice
crystals and blowing snow) and help to identify potential drivers of BrO variability.
For atmospheric Hg, speciation measurements (Hg 0, HgII and HgP) would help to reduce uncertainty
regarding Hg cycling process. Permanent instruments could be installed at the Antarctic stations and
supplemented by year-round mercury flux measurements from the snowpack on land and seasonal
measurements from the snowpack residing on top of sea ice, along with concentrations of dissolved mercury
species in coastal waters. Besides bromine, it is also desirable to establish year-round observations of other
oxidant for, including Cl, I, NOx, O3 and OH. This would to help to constrain the drivers (e.g., katabatic
airflow), sources (e.g., emissions from the ocean and snowpack) and seasonal influences of mercury
variability.
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Tegtmeier, S., Atlas, E., Sala, S., Engel, A., Bönisch, H., Keber, T., Oram, D., Mills, G., Ordóñez, C.,
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8 Appendices
8.1 Appendix 1: NSIDC formula for converting sea ice coordinates
(NSIDC, 2019)
# FUNCTION TO TRANSFORM
STEREOGRAPHIC (I,J)

FROM

LAT/LONG

COORDINATES

TO

NSIDC

POLAR

def
polar_lonlat_to_xy(longitude,
latitude,
true_scale_lat,
re,
e,
hemisphere):
"""Convert from geodetic longitude and latitude to Polar Stereographic
(X, Y) coordinates in km.
Args:
longitude (float): longitude or longitude array in degrees
latitude (float): latitude or latitude array in degrees (positive)
true_scale_lat (float): true-scale latitude in degrees
re (float): Earth radius in km
e (float): Earth eccentricity
hemisphere (1 or -1): Northern or Southern hemisphere
Returns:
If longitude and latitude are scalars then the result is a
two-element list containing [X, Y] in km.
If longitude and latitude are numpy arrays then the result will be
a two-element list where the first element is a numpy array
containing the X coordinates and the second element is a numpy array
containing the Y coordinates.
"""
lat = abs(latitude) * np.pi / 180
lon = longitude * np.pi / 180
slat = true_scale_lat * np.pi / 180
e2 = e * e
# Snyder (1987) p. 161 Eqn 15-9
t = np.tan(np.pi / 4 - lat / 2) / \
((1 - e * np.sin(lat)) / (1 + e * np.sin(lat))) ** (e / 2)
if abs(90 - true_scale_lat) < 1e-5:
# Snyder (1987) p. 161 Eqn 21-33
rho = 2 * re * t / np.sqrt((1 + e) ** (1 + e) * (1 - e) ** (1 - e))
else:
# Snyder (1987) p. 161 Eqn 21-34
tc = np.tan(np.pi / 4 - slat / 2) / \
((1 - e * np.sin(slat)) / (1 + e * np.sin(slat))) ** (e / 2)
mc = np.cos(slat) / np.sqrt(1 - e2 * (np.sin(slat) ** 2))
rho = re * mc * t / tc
x = rho * hemisphere * np.sin(hemisphere * lon)
y = -rho * hemisphere * np.cos(hemisphere * lon)
return [x, y]
def nsidc_polar_lonlat(longitude, latitude, grid, hemisphere):
"""Transform from geodetic longitude and latitude coordinates
to NSIDC Polar Stereographic I, J coordinates
Args:
longitude (float): longitude or longitude array in degrees
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latitude (float): latitude or latitude array in degrees (positive)
grid (float): 6.25, 12.5 or 25; the grid cell dimensions in km
hemisphere (1 or -1): Northern or Southern hemisphere
Returns:
If longitude and latitude are scalars then the result is a
two-element list containing [I, J].
If longitude and latitude are numpy arrays then the result will
be a two-element list where the first element is a numpy array for
the I coordinates and the second element is a numpy array for
the J coordinates.
Examples:
print(nsidc_polar_lonlat(350.0, 34.41, 12.5, 1))
[608, 896]
"""
true_scale_lat = 70
re = 6378.273
e = 0.081816153
if grid != 6.25 and grid != 12.5 and grid != 25:
raise ValueError("Legal grid value are 6.25, 12.5, or 25")
if hemisphere >=
delta = 45
imax = 1216
jmax = 1792
xmin = -3850
ymin = -5350
else:
delta = 0
imax = 1264
jmax = 1328
xmin = -3950
ymin = -3950

0:

+ grid/2
+ grid/2

+ grid/2
+ grid/2

if grid == 12.5:
imax = imax//2
jmax = jmax//2
elif grid == 25:
imax = imax//4
jmax = jmax//4
xy = polar_lonlat_to_xy(longitude + delta, np.abs(latitude),
true_scale_lat, re, e, hemisphere)
i = (np.round((xy[0] - xmin)/grid)).astype(int) + 1
j = (np.round((xy[1] - ymin)/grid)).astype(int) + 1
# Flip grid orientation in the 'y' direction
j = jmax - j + 1
return [i, j]
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8.2 Appendix 2: Variables used in the PCA and PCR model.
8.2.1 MERRA-2 reanalysis meteorological fields
MERRA-2 is a reanalysis data product produced by NASA/GMAO (Global Modelling and Assimilation Office);
a description of MERRA-2 is provided in Chapter 2.
The PCA and PCR requires MERRA-2 reanalysis meteorological fields detailed in Table A1.
Table A1: MERRA-2 reanalysis meteorological fields.

Variable
A1 Fieldsi,iv
Total precipitation
Snowfall
Rainfall
Sea level pressure
Specific Humidity (2m)
Air temperature (2 m)
Air temperature (10 m)
Eastward wind (10 m)
Northward wind (10 m)
Windspeed (10m)
I3 Fieldsii,v
Air temperature
A3 Fieldsiii,iv
Relative Humidity
Eastward wind
Northward wind
Wind speed

MERRA-2 data field

Units

Time
resolution
(hr.)

Vertical
levels

PRECTOT
PRECSNO
PRECTOT - PRECSNO
SLP
QV2M
T2M
T10M
U10M
V10M
√𝑈10𝑀2 + 𝑉10𝑀2

kg/m2/s
kg/m2/s
kg/m2/s
Pa
kg/kg
K
K
m/s
m/s
m/s

1
1
1
1
1
1
1
1
1
1

1
1
1
1
1
1
1
1
1
1

T

K

3

72

RH
U
V

1
m/s
m/s
m/s

3
3
3
3

72
72
72
72

√𝑈 2 + 𝑉 2

Note: (i) A1 are various 2D surface fields; (ii) I3 are 3D pressure, temperature and humidity fields stored at the
midpoint of each vertical level; (iii) A3 are 3D Dynamical fields (e.g., winds, relative humidity, detrainment
fluxes) stored at the midpoint of each vertical level; (iv) A1 and A3 timestamps are stored at the centre of the time
resolution (e.g., 00:30); and (v) I3 timestamps are an instantaneous snapshot every hour (e.g., 00:00).
The fields for A3 and I3 were linearly interpolated from 3-hour to 1-hour resolution in order to match the
resolution of the A1 fields. This linear interpolation was undertaken in Python using the Dataset.resample
function:
xarray.Dataset.resample(time=”60T”).pad()

8.2.2 Altitude and pressure at the centre of each vertical level
Although the 3-D A3 and I3 fields are stored at the midpoint of each vertical level, the altitude (h) and pressure
(p) at the centre of each level vary over time. These were calculated with constants Ap and Bp (listed in Appendix
2) and Equations A1-A2.
First the pressure at the bottom edge of each vertical level was calculated as follows:
𝑃𝑒𝑑𝑔𝑒𝐿 = 𝐴𝑝 + (𝐵𝑝 𝑃𝑠𝑢𝑟𝑓𝑎𝑐𝑒 )

[Eq A1]

Where:
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•

Psurface is the surface pressure (hPa);

•

Ap is a constant given at vertical level edges (hPa); and

•

Bp(L) is a constant given at vertical level edges (unitless).

Then the pressure at the centre of each vertical level was calculated as follows:
𝑃𝑐𝑒𝑛𝑡𝑟𝑒 =

(𝑃𝑒𝑑𝑔𝑒𝐿 +𝑃𝑒𝑑𝑔𝑒𝐿2 )

[Eq A2]

2

Where:
•

PedgeL is the pressure at the bottom edge of the vertical level (hPa); and

•

PedgeL2 is the pressure at the bottom edge of vertical level above PedgeL (hPa).

The pressure at a given altitude can be calculated using the barometric formula:
𝑝 = 𝑝0 𝑒𝑥𝑝 (−

𝑀𝑑𝑟𝑦𝑎𝑖𝑟 𝑔
𝑅𝑇

ℎ)

[Eq A3]

Therefore, to calculate the altitude at the centre of each vertical level the barometric formula was rearranged to
solve for h:
𝑃

ℎ = − ln ( )

𝑅𝑇

[Eq A4]

𝑃0 𝑀𝑑𝑟𝑦𝑎𝑖𝑟 𝑔

Where:
•

p is the pressure at given altitude (hPa);

•

p0 is sea level pressure (hPa);

•

g is the acceleration due to gravity (9.80665 m/s2);

•

Mdryair is the mass of dry air (0.02897 kg/mol);

•

R is the specific gas constant (8.3143 J/K/mol); and

•

T is the temperature at given altitude (K).

The 2-D A1 fields for surface pressure, temperature at 2m and 10m and wind speed at 10m were then appended
to the 3-D A3 and I3 fields. Relative humidity at 2m and 10m is not available in the A1 fields; therefore, specific
humidity (Q) at 2m was converted to relative humidity (RH) at 2m as follows:
𝑅𝐻2𝑚 = (

𝑄2𝑚 𝑝2𝑚
∈𝑒𝑠2𝑚

)

[Eq A5]

Where:
•

Q2m is the specific humidity at 2m (kg/kg);

•

p2m is the pressure at 2m (hPa);

•

∈ is the ratio of molar mass water to molar mass dry air (0.6222); and

•

es2m is the saturation vapor pressure at 2m (hPa).
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•

RH2m was then appended to the A3 field for relative humidity.

8.2.3 Virtual potential temperature (v)
The virtual potential temperature (v) is the theoretical potential temperature of dry air. It provides a useful
indicator for the stability of the atmosphere.

v was calculated using the method detailed in Sivaraman et al (2013):
𝑝

𝜃𝑣 = 𝑇𝑣 ( 0 )

𝑅
𝐶𝑝𝑑

[Eq A6]

𝑝

Where:
•

Tv is the virtual temperature (K);

•

p0 is the reference pressure (1000 hPa);

•

p is the pressure (hPa);

•

R is the gas constant for dry air (8.3143 J/K/mol or 287.05 J/K/kg); and

•

Cpd is the specific heat at constant pressure (29.07 J/K/mol or 1005 J/K/kg).

The virtual temperature (Tv) is given by:
𝑇𝑣 =

𝑒
𝑝

𝑇

[Eq A7]

1− (1−∈)

Where:
•

T is the temperature (K);

•

e is the partial pressure of water vapor (hPa);

•

p is the pressure (hPa);

•

Mwater vapor is the molar mass water (kg/mol) = 0.01802;

•

Mdry air is the molar mass dry air (kg/mol) = 0.02897; and

•

 is the ratio of molar mass water to molar mass dry air = Mwater vapor/ Mdry air = 0.622.

The water vapor pressure (e) is given by:
𝑒=(

𝑅𝐻
100

) 𝑒𝑠

[Eq A8]

Where:
•

RH is the relative humidity (1); and

•

es is the saturation vapor pressure (hPa).

The saturation vapor pressure (es) is calculated from the equation:
𝑒𝑠 = 𝑒𝑠1 𝑒𝑥𝑝 (−

𝐿𝑙𝑣
𝑅𝑣

1

1

𝑇

𝑇1

( − ))

[Eq A9]
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Where:
•

es1 is the reference vapor pressure (6.11 hPa);

•

Llv is the latent heat of vaporisation (40.8 kJ/mol or 2260 kJ/kg);

•

R is the specific gas constant (8.3143 J/K/mol);

•

Mwater vapor is the molar mass of water vapor (0.01802 kg/mol);

•

Rv is the gas constant for water vapor pressure (461 J/kg/K) = R/ Mwater vapor;

•

T is the temperature (K); and

•

T1 is the reference temperature (273.15 K).

8.2.4 Interpolation to 100m and 1000m
The PCA and PCR regression model are based on the virtual potential temperature differentials between the
surface (2m), 100m and 1000m. The v at altitudes of 100m and 1000m were calculated in Python with SciPy via
a linear interpolation of v at the mid-point of each vertical level. For example, pressure was calculated using:
for i in range(0,len(Psurface),1):
inter = interpolate.interp1d(x[i],y[i], kind=’linear’, axis=0)
thetaV100m = inter(100)
thetaV1000m = inter(1000)
Where:
•

x is the altitude at the centre of each vertical level (m);

•

y is the virtual potential temperature (v) at the centre of the vertical level (K);

•

inter is the interpolation function;

•

thetaV100m = v at 100m altitude (K); and

•

thetaV1000m = v at 1000m altitude (K).

8.2.5 Bulk Richardson numbers (Rib)
The bulk Richardson number (Rib) is a dimensionless number representing the ratio of thermally produced
turbulence to the turbulence generated by vertical sheer (Seibert et al., 2000).
The bulk Richardson number at height h was calculated using the equation provided in Sorensen et al (1998):
𝑅𝑖𝑏 = (

𝑔ℎ
𝜃𝑣0

)(

𝜃𝑣𝑧 −𝜃𝑣0
𝑢𝑧2 +𝑣𝑧2

)

[Eq A10]

Where:
•

g is the acceleration due to gravity (9.80665 m/s2);

•

h is the height (m);
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•

v0 is the virtual potential temperature at surface (K);

•

vz is the virtual potential temperature at height h (K);

•

uz is the eastward wind at height h (m/s); and

•

vz is the northward wind at height h (m/s).

8.2.6 Richardson mixed layer height
The Richardson mixed layer height (MLH) was then chosen as the lowest altitude at which the value of Rib reached
a critical threshold, as defined by (McGrath-Spangler and Molod, 2014; Seibert et al., 2000). A critical threshold
of Rib > 0.25 was used to match the threshold used by Swanson et al (2020).

8.2.7 Change in pressure from 1 hour to the next (∆𝑷𝟏𝒉𝒓 )
The change in pressure from one hour to the next (∆𝑃1ℎ𝑟 ) was calculated as follows:
∆𝑃1ℎ𝑟 = 𝑃𝑡 − 𝑃𝑡−1

[Eq A11]

Where:
•

Pt is the sea level pressure at time t (hPa); and

•

Pt-1 is the sea level pressure at time t–1 hour (hPa).

8.2.8 Potential temperature differential in lowest 100m (∆𝜽𝟏𝟎𝟎𝒎 ) and 1000m
(∆𝜽𝟏𝟎𝟎𝟎𝒎 )
The potential temperature differential in the lowest 100m (∆𝜃1000𝑚 ) was calculated as follows:
∆𝜃100𝑚 = (𝜃100𝑚 − 𝜃2𝑚 )

[Eq A12]

Where:
•

𝜃100𝑚 is the potential temperature at 100m altitude (K); and

•

𝜃2𝑚 is the potential temperature at 2m altitude (K).

Swanson et al. (2020) included the potential temperature differential in the lowest 100m, because strong
atmospheric inversions have been found to occur at low heights over the Arctic Ocean (Anderson and Neff, 2008).
Surface-based temperature inversions are also known to exist over the Antarctic plateau and in the Antarctic
coastal regions (Nygard et al., 2013).
The potential temperature differential in the lowest 1000m (∆𝜃1000𝑚 ) is calculated as follows:
∆𝜃1000𝑚 = (𝜃1000𝑚 − 𝜃2𝑚 )

[Eq A13]

Where:
•

𝜃1000𝑚 = is the potential temperature at 1000m altitude (K); and

•

𝜃2𝑚 = is the potential temperature at 2m altitude (K).

The potential temperature differential in the lowest 1000m is used as previous research has found that the majority
of ozone depletion events are confined to the lowest 1000m (Bottenheim et al., 2002; Salawitch et al., 2010).
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8.3 Appendix 3: Constants Ap and Bp given at vertical edges
The vertical grid for the MERRA-2 reanalysis data splits the atmosphere into 72 vertical levels, with the size of
each vertical level based on a hybrid sigma-pressure grid. The hybrid sigma grid is defined with constants Ap and
Bp (shown below), which are specified by GMAO, the makers of the MERRA-2 reanalysis data product.
Constants Ap and Bp are used to calculate the pressure edges and pressure centre for each vertical level of the
atmosphere. The result is that the vertical levels transition smoothly from the altitude of surface terrain to the
fixed pressure levels used in the upper atmosphere. This helps to prevent problems caused by purely terrainfollowing coordinates (sigma-grids) which result in mountain signatures at the top of the atmosphere and
introduces noise to the stratospheric winds.
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8.4 Appendix 4: Variable transformations

Figure A1: Histograms of variables before and after transformation. Untransformed variables are in the left column and
transformed variables are in the right column. BrOsurf and BrOLTcol measurements were square root transformed, while the
AEC was log transformed. The results of the Shapiro-Wilk test for normality are provided as p-values for each distribution.
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8.5 Appendix 5: Enhanced BrO events
8.5.1

Events 1 and 2 (14 November 2017)

Figure A2: Enhanced BrO events (Events 1 and 2) observed on 14 November 2017. The red vertical lines in (a)-(d) represent the start/finish times for the events. (a) the BrO volume mixing ratio
(colours), AOD (black) and SZA (pink). (b) The Aerosol Extinction Coefficient (AEC) at 338 nm. (c) Wind speed (black), wind direction (red) and temperature (blue). (d) Surface O3 (black), atmospheric
pressure (orange), Hg0 (green) and relative humidity (pink). (e) the BrO vertical profile during the day of the event. The dark blue line represents the BrO median and median absolute deviation,
the light blue shading shows the range of BrO observations and the black star indicates the altitude and value for the BrO maximum. (f) 120 hour HYSPLIT back trajectory horizontal components
ending at each hour (00:00 to 23:00) across the day of the event are shown. The sea ice cover (0-100%) is shown. (g) The vertical component of the back trajectories, with a black star at the
location of the Aurora Australis. Trajectories in (f) and (g) are coloured to represent the number of hours that the trajectory spent above the sea ice and below 100m ASL, with the colour scale
shown in (g).
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8.5.2

Event 5 (16 November 2017)

Figure A3: Same as Figure A2, but for enhanced BrO event 5 observed on 16 November 2017.
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8.5.3

Events 6 and 7 (20 November 2017)

Figure A4: Same as Figure A2, but for enhanced BrO events (Event 6 and 7) observed on 20 November 2017.
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8.5.4

Event 8 (21 November 2017)

Figure A5: Same as Figure A2, but for enhanced BrO event 8 observed on 21 November 2017.
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8.5.5

Event 9 (3 January 2018)

Figure A6: Same as Figure A2, but for enhanced BrO event 9 observed on 3 January 2018.
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8.5.6

Event 11 (12 November 2018)

Figure A7: Same as Figure A2, but for enhanced BrO event 11 observed on 12 November 2018.
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8.5.7

Event 12 (13 November 2018)

Figure A8: Same as Figure A2, but for enhanced BrO event 12 observed on 13 November 2018.
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8.5.8

Event 14 (26 December 2018)

Figure A9: Same as Figure A2, but for enhanced BrO event 14 observed on 26 December 2018.
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8.5.9

Event 16 (26 September 2012)

Figure A10: Same as Figure A2, but for enhanced BrO event 16 observed on 26 September 2012.
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8.5.10 Event 18 (15 October 2012)

Figure A11: Same as Figure A2, but for enhanced BrO event 18 observed on 15 October 2012.
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8.6 Appendix 6: Other techniques for observing bromine monoxide
Although MAX-DOAS was used for observing BrO concentrations in this study, there are a number of alternative
techniques that have been used for observing reactive bromine species in the Antarctic troposphere (Antarctic
studies are detailed in Table 3.7). Alternative techniques are described in the subsections below.

8.6.1 Long Path DOAS
Active Long Path DOAS (LP-DOAS), like MAX-DOAS, exploits the unique differential absorption cross section
of trace gas molecules to derive mixing ratios by measuring the optical density along a defined path and applying
the Beer-Lambert law. LP-DOAS uses fibre optics for light transfer between an artificial light source, telescope
and spectrometer. The telescope is used for both sending and receiving the light to a retro-reflector array, located
0.1-10 km away. The collected light is then analysed for spectral absorption structures to determine the average
concentration of trace gases along the light path (Frieß et al., 2011; Nasse et al., 2019). The basic set-up of LPDOAS is shown in Figure A12.

Figure A12: Set-up and components of the LP-DOAS system, consisting of an artificial light source, Y-shaped fibre bundle,
telescope for sending/receiving light, retro-reflector array and spectrometer (Nasse et al., 2019).

8.6.2 Zenith Sky DOAS
Zenith Sky DOAS (ZS-DOAS) uses the DOAS technique to measure scattered sunlight in the zenith direction
(90) during twilight (SZA between 87 and 92. The geometry of ZS-DOAS is shown in Figure A13. DSCDs can
then be computed by using a background spectrum taken at a SZA of 80 during the same twilight) (Raponi et al.,
2011). In this geometry with the sun close to the horizon (0), solar radiation travels the shortest path through the
troposphere and the longest path through the stratosphere. This means that twilight measurements are mainly
sensitive to the stratosphere The major limitation of this technique is that it only provides a very narrow window
(during twilight) when DSCDs can be obtained (Frieß et al., 2004; Richter et al., 1999).
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Figure A13: Geometry of zenith-sky DOAS (Raponi et al., 2011).

8.6.3 Mode-Locked Cavity Enhanced Absorption Spectroscopy
Mode-Locked Cavity Enhanced Absorption Spectroscopy (ML-CEAS) is a spectroscopic technique that couples
broadband light from a mode-locked laser into an optical cavity whose structure is locked to the frequency of the
laser output. The reflected light signal from the optical cavity is collected by a photodetector, see Figure A14
(Grilli et al., 2012). For a more detailed description of ML-CEAS the reader is referred to (Gherman and
Romanini, 2002).

Figure A14: Schematic diagram of the ML-CEAS setup. I is an optical isolator, PD are photodiodes, PH is a pinhole, L1 and L2
are lenses, M1 and M2 are cavity mirrors, and PZT is a piezoelectric actuator (Gherman and Romanini, 2002).
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8.6.4 Chemical Ionisation Mass Spectrometry
Chemical Ionisation Mass Spectrometry (CIMS) consists of an inlet, reaction chamber, collisional detection
chamber, octopol ion guide plus quadrupole mass spectrometer and an ion detector (Huey et al., 2004). A
schematic of the CIMS setup is shown in Figure A15. The technique works by forming ions of the compound of
interest by ion/molecule reactions from reactant ions of a reagent gas (Liao et al., 2011; Roscoe et al., 2014). A
major problem with CIMs is the interference by water vapour. In high water concentrations, water clusters around
the reactant ion, which interferes with measurements of trace gas concentrations (Huey et al., 2004). However, in
polar environments when temperatures are below -25C, the amount of water vapour in the atmosphere is
extremely low and so the interference is small (Roscoe et al., 2014). For a more comprehensive description of
CIMs the reader is referred to (Huey et al., 2004).

Figure A15: Diagram of the CIMS instrument setup (Huey et al., 2004).
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8.7 Appendix 7: BOM climate statistics

Site

Table A2: Mean minimum and maximum temperature statistics at Davis, Casey and Mawson (BOM, 2021).
Study
period
Aug
Sep
Oct
Nov
Dec
Jan
Feb
Mar
Apr
May
Jun
(NovMar)

Temp
(C)

Jul

Mean max

0.8

1

0.3

1.9

-2.1

2.5

3.2

-0.2

4.3

4.2

2

2

Mean min

-14.3

-14.0

-12.8

-8.9

-7.5

-2.2

-1.2

-4.5

-5.7

-10.3

-12.6

Mean max

-10.5

-10.8

-9.9

-8

-2.3

1.5

2.3

-0.1

-4.2

-7.5

Mean min

-18.7

-18.6

-17.4

-15

-8.7

-3.7

-2.5

-5

-10

Mean max

-14.9

-15.3

-14.2

-9.8

-2.5

2.1

2.5

-1.4

Mean min

-20.9

-21.5

-20.5

-16.3

-8.7

-3.3

-2.7

-7.3

Annual

No
years

Start
Year

End
Year

-0.5

-7.3

60

1957

2021

-12.6

-5.3

-13.1

60

1957

2021

-10.8

-10.7

-0.6

-5.9

32

1989

2021

-14.5

-18.3

-18.6

-6.0

-12.6

32

1989

2021

-7.3

-11.7

-13.4

-13.5

-1.3

-8.3

67

1954

2021

-13.3

-17.4

-19.2

-19.6

-7.1

-14.2

67

1954

2021

Davis

Casey

Mawson

Note: The study period (November to March) is indicated by the red box. The mean maximum and mean minimum temperatures for the study period are indicated by the red
text.
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8.8 Appendix 8: Hourly variability of predicted and observed BrO from the mean concentration

Figure A16: Hourly variability from the mean value of predicted and observed BrOLTcol using the coefficients from Swanson et al (2020). Predicted and observed BrO concentrations are shown in
red and blue respectively.
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Figure A17: Hourly variability from the mean of predicted and observed BrOsurf using the coefficients from Swanson et al (2020). Predicted and observed BrO concentrations are shown in red and
blue respectively.
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8.9 Appendix 9: Analysis of principal components from the Arctic
model
Predictions from the PCR model overestimate both the concentration and the variability of BrO surf and
BrOLTcol. To determine the contributions from each principal component, the correlation coefficient was
calculated between each principal component and the observations for BrOsurf and BrOLTcol. These are
provided in Table A3, with a visual representation provided as a timeseries in Figures A18 and A19.
For BrOLTcol, the strongest correlation coefficient was between PC3 and the observations (R = 0.165, R2 =
0.027) and the second strongest is between PC2 and the observations (R = 0.151, R2 = 0.023). Overall, the
PCs explain almost none of the variability. The low correlation coefficient for PC1 (R = 0.003, R2 = 1.2e-5)
suggests a poor relationship between PC1 and the BrO observations. PC1 is largely driven by the loadings
for mixing layer height and atmospheric pressure. However, the average atmospheric pressure observed in
the Antarctic (983 hPa) is much lower than the average pressure observed in the Arctic (1020 hPa). The
average mixing layer height for the Antarctic (605 m) is substantially higher than those in the Arctic (330
m). These differences could be causing the low correlation coefficient for PC1 and introducing a potential
source of error within the Arctic PCR model.
For BrOsurf, the strongest correlation coefficient is between PC3 and the observations (R = 0.132, R2 =
0.017) and the second strongest is between PC2 and the observations (R = -0.020, R2 = 3.9e-4). The low
correlation coefficients for PC1 and PC2 suggest that they are not doing very much to drive accurately
predict the variability. It should be noted that the correlation coefficients for PC1 and PC2 are of a similar
magnitude (R = 0.012 and -0.020 respectively). As PC1 is positive and PC2 is negative it suggests that on
average they tend to cancel each other out, but because the values are so small it means that they are
basically meaningless with regards to the variability.
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Table A3: Spearman’s correlation coefficients (R), coefficient of determination (R2) and Pearson’s correlation coefficient (p) for each principal component with observations for BrO LTcol (top)
and BrOsurf (bottom).

BrOLTcol
(R)

(p)

Voyage

No

PC1

PC2

PC3

PC1

PC2

PC3

All

694

0.003

0.151

0.165

0.030

0.147

0.144

2017-18
V1_17
V2_17
V3_17
2018-19
V1_18
V2_18
V3_18

357
109
151
97
337
81
171
85

-0.049
-0.289
-0.038
-0.040
0.114
-0.148
-0.080
-0.068

0.192
0.220
-0.009
-0.072
0.119
0.047
-0.148
0.044

0.168
0.066
0.035
0.262
0.113
-0.148
0.158
-0.220

0.007
-0.282
0.075
-0.075
0.146
-0.148
-0.062
-0.101

0.188
0.218
-0.062
-0.010
0.113
-0.049
-0.124
0.005

0.167
0.104
-0.069
0.338
0.091
-0.184
0.182
-0.196

BrOsurf
Voyage

No

All
2017-18
V1_17
V2_17
V3_17
2018-19
V1_18
V2_18
V3_18

(R)

(p)

PC1

PC2

PC3

PC1

PC2

PC3

694

0.012

-0.020

0.132

0.021

-0.035

0.094

357
109
151
97
337
81
171
85

0.057
-0.091
0.054
-0.089
0.085
0.426
-0.169
-0.096

0.084
-0.148
-0.290
0.015
-0.129
-0.302
-0.367
0.017

0.076
0.128
-0.215
0.212
0.087
0.074
0.077
-0.281

0.096
-0.065
0.155
-0.162
0.116
0.393
-0.094
-0.122

0.059
-0.200
-0.314
0.118
-0.121
-0.433
-0.391
-0.018

0.042
0.081
-0.301
0.282
0.073
0.067
0.106
-0.228

Note: the strongest correlation coefficient for each voyage is coloured blue and the second strongest is coloured red.
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Figure A18: Contributions of each principal component to BrOLTcol predictions.
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Figure A19: Contributions of each principal component to BrOLTcol predictions.
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8.10 Appendix 10: Predictions of BrOsurf from the Antarctic PCR model

Figure A20: Timeseries of BrOsurf observations (blue) versus predictions (red) from the Antarctic PCR model.
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Table A4: Statistical analysis of BrOsurf predictions from the updated Antarctic PCR model

Observations
Voyage

No

All

Predictions
Variance
Linear (R)
explained
0.396
15.7%

Mean ± Std

Median ± MAD

Mean ± Std

Median ± MAD

Spearman (p)

MNB

MNE

647

0.20 ± 0.06

0.19 ± 0.05

0.20 ± 0.02

0.19 ± 0.02

0.389

5.0%

20.9%

2017-18

357

0.20 ± 0.06

0.20 ± 0.05

0.20 ± 0.02

0.19 ± 0.02

0.440

19.3%

0.438

3.2%

19.8%

V1

109

0.24 ± 0.05

0.23 ± 0.06

0.23 ± 0.01

0.22 ± 0.01

0.378

14.3%

0.319

-0.7%

16.1%

V2

151

0.19 ± 0.05

0.18 ± 0.05

0.18 ± 0.01

0.18 ± 0.01

0.193

3.7%

0.141

5.6%

22.9%

V3

97

0.20 ± 0.06

0.19 ± 0.04

0.19 ± 0.02

0.19 ± 0.02

0.250

6.3%

0.250

4.0%

19.1%

2018-19

290

0.19 ± 0.05

0.19 ± 0.05

0.19 ± 0.02

0.19 ± 0.02

0.300

9.0%

0.311

7.1%

22.3%

V1

81

0.21 ± 0.05

0.21 ± 0.04

0.21 ± 0.01

0.21 ± 0.01

-0.015

0.0%

0.029

4.5%

19.6%

V2

124

0.17 ± 0.04

0.17 ± 0.05

0.18 ± 0.02

0.18 ± 0.02

0.058

0.3%

0.065

11.5%

25.5%

V3

85

0.20 ± 0.05

0.19 ± 0.05

0.19 ± 0.01

0.20 ± 0.02

0.372

13.9%

0.353

3.4%

20.1%

Note: BrOsurf concentrations are in 1013 molecules/cm2. Values for the whole of CAMMPCAN 2017-19 are indicated by the grey shading, while overall values for the 2017-18
and 2018-19 campaigns indicated by the red font.
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8.11 Appendix 11: Timeseries of Hg0 observed for each voyage

Figure A21: Hourly Hg0 concentrations observed during CAMMPCAN 2017-18 (blue), CAMMPCAN 2018-19 (red), SIPEXII (green) and PCAN (yellow). Shaded regions indicate the periods when the
ship was moored close to the station for CAMMPCAN, within the sea ice for SIPEXII and close to Antarctica for PCAN.
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8.12 Appendix 12: Regional observations of Hg0

Figure A22: Regional observations of Hg0. Map: shows observations of Hg0 from: (1) ship campaigns SIPEXII (2012), ANTXXIX/6-7 (2013), and RV XueLong (2014-15); (2) overland campaign
(CHINARE); and (3) regional Hg0 monitoring stations. The location markers for each of the monitoring stations are coloured to show the annual mean Hg 0 concentration observed at each location.
The voyage tracks for each campaign are coloured to show the observed Hg 0 concentration. Time-series: from July to June, show the monthly mean Hg 0 concentration and standard deviation
observed at each monitoring station.
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Table A5: Regional observations of Hg0.

Location

Coordinates

Duration

Hg species mean

Reference

Antarctica
Davisi

-68.577 S
77.967 E

Caseyi

-66.282 S
110.528 E

Mawsoni

-67.603 S
62.874 E

SIPEXIIi

-61.451 S
121.186 E
to
-61.521 S
116.417 E

Troll

0.49 ± 0.14, 81.3 ± 4.9ii

Summer

Hg0, RM

2017/18 & 2018/19

0.61 ± 0.17, 102.0 ± 20.0

Summer

Hg0, RM

2017/18 & 2018/19

0.41 ± 0.15, 97.0 ± 13.4

23 Sep – 11 Nov
2012

Hg0

26 Jan – 24 Feb 2017

PCANi

-72.012 S
2.532 W

Jan 2012 – May 2015

Concordia

-75.099 S
123.332 E

2015

This work

This work

This work

This work

Hg0, RM
0.56 ± 0.15, 27.2 ± 2.0

Miller et al., 2021

Hg0
0.93  0.19

Pfaffhuber et al.,
2012

1.02  0.04

Slemr et al., 2015

2011 – 2013

-66.663 S
140.002 E

-70.677 S
8.272 W

1.06 ± 0.17

Feb 2007 – Jun 2011

Dumont
d’Urville

Neumayer

Hg0, RM

Spring/summer
2017/18 & 2018/19

Hg0
0.87  0.23

Angot et al, 2016b

Hg0
1.06  0.41

Jun 2000 – Jan 2001
Dec 2000 – Feb 2001

McMurdo

-77.86 S
166.64 E

Oct – Nov 2003

Terra Nova
Bay

-74.694 S
164.114 E

Nov 2000 – Jan 2001

TGMiii, GOM, PBM

Angot et al., 2016c

1.06  0.23iii

Ebinghaus et al.,
2002

1.08  0.29iii, 5-300, 15-120

Temme et al., 2003

Hg0, GOM, PBM
1.20  1.08, 116, 49

Brooks et al., 2008b

Hg0, RM
0.9  0.3, 116.2  77.8

Sprovieri et al., 2002

Mid-latitude
Macquarie
Island

-54.296 S
158.561 E

Cape Grim,
Australia

-40.683 S
144.690 E

Autumn

Hg0, RM

2017/18 & 2018/19

0.48 ± 0.11 , 121.4 ± 49.5ii

2011 – Dec 2019
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Cape Point,
South Africa

-34.353 S
18.489 E

Amsterdam
Island, TAAF

-37.796 S
77.551 E

Jan 2012 – Dec 2013

Bariloche,
Argentina

-41.129 S
71.420 W

Oct 2012 – May 2016

Jun 2014 – Mar 2016

Hg0
1.01  0.06

Brunke et al., 2016

Hg0, GOM, PBM
1.03  0.08, 0-4.1, 0-12.7

Angot et al., 2014

Hg0
0.89  0.15

Diéguez et al., 2019

Note: (i) The means for Davis, Casey and Mawson correspond to period when the Aurora Australis was
moored adjacent to the stations. The means for SIPEXII and PCAN correspond to when the voyages were
close to the Antarctic coast; (ii) the mean RM concentrations for these voyages are calculated from only
one campaign in each year: Davis (2017-18) and Macquarie Island (2018-19). All other voyages are
averages from both the 2017-18 and 2018-19 campaigns; and (iii) these values represent total gaseous
mercury rather than Hg0.
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8.13 Appendix 13: Diurnal variability of Hg0

Figure A23: CAMMPCAN 2017-18 hourly (local time) median variation, along with the inter-quartile ranges for the median, of a) Hg0 concentration (ng/m3); b) surface BrO VMR (pptv); c) O3
(ppb); d) relative humidity (%); e) wind speed (m/s); f) temperature ( C); and g) solar radiation (W/m2).
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Figure A24: Same as Figure A21, except for CAMMPCAN 2018-19.
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8.14 Appendix 14: Reactive mercury.
Table A6: Ship-based observations of reactive mercury.

RM concentration (pg/m3)
Campaign / voyage
Filter deployment

V1

CAMMPCAN

V2

Voyage mean

1

1 – 12 Nov 2017

22.8 ± 4.6

2

12 – 23 Nov 2017

81.3 ± 4.9

3

23 Nov – 2 Dec 2017

28.2 ± 2.8

1

2 – 26 Dec 2017

16.6 ± 2.7

2

26 Dec 2017 – 3 Jan
2018

33.6 ± 0.9

44.1 ± 4.1 (n = 3)

20.3 ± 2.4 (n = 3)

2017-18

V3

3

3 – 11 Jan 2018

10.6 ± 3.5

1

11 Jan – 4 Feb 2018

51.8 ± 27.7

2

4 Feb – 18 Feb 2018

110.0 ± 13.9

3

18 Feb – 2 Mar 2018

9.2 ± 10.5

1 Nov 2017 – 2 Mar 2018

Total

V1

CAMMPCAN
V2

57.0 ± 17.3 (n = 3)

40.5 ± 8.5 (n = 9)

1

-

-

2

-

-

3

-

-

1

6 – 12 Dec 2018

44.5 ± 17.2

2

18 – 28 Dec 2018

170.3 ± 39.1

-

84.7 ± 20.4 (n = 3)

2018-19
3

V3

28 Dec 2018– 6 Jan
2019

39.2 ± 5.0

1

13 – 25 Jan 2019

27.4 ± 24.9

2

27 Jan – 18 Feb 2019

83.9 ± 12.9

3

18 Feb – 1 Mar 2019

46.4 ± 37.5
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Total
CAMMPCAN
2017-19

Total

6 Dec 2018 – 1 Mar 2019

68.6 ± 13.7 (n = 6)

1 Nov 2017 – 1 Mar 2019

54.5 ± 12.8 (n = 15)

Note: (i) the filters for V1 2018-19 were lost due to water seepage in the flow line; (ii) the orange shading
indicates the deployments while the Aurora Australis was located on station off east Antarctica.
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Figure A25: Mean RM, Hg0 and BrO concentrations observed during each filter deployment. Note: (i) each filter deployment consisted of two sets of filters; (ii) the error bars represent the standard
deviation in values collected across each deployment; (iii) the filters for V4 2017-18 and V1 2018-19 were lost due to water seepage in the flow line.
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8.15 Appendix 15: Air mass source regions.
Table A7: Welch’s t-test and Kolmogorov-Smirnov test results (p-values) at the 95% confidence interval for air mass
variability in Hg0 values. If the null hypothesis is rejected, the air masses are considered to be statistically different.

Welches T-Test

CAMMPCAN
(2017-18)

Voyage

CAMMPCAN
(2018-19)

Land & Sea Ice

Comparison

p-value

Null hypothesis

p-value

Null hypothesis

8.61E-05

Reject

8.99E-06

Reject

5.28E-01

Can't reject

1.22E-01

Can't reject

-

-

-

-

V3 (Davis)

3.56E-03

Reject

6.25E-02

Can't reject

All

2.42E-09

Reject

8.86E-07

Reject

V1 (Davis)

2.18E-01

Can't reject

1.76E-01

Can't reject

5.13E-05

Reject

3.86E-04

Reject

-

-

2.32E-01

Can't reject

V3 (Davis)

1.59E-02

Reject

1.05E-02

Reject

All

1.51E-19

Reject

2.10E-20

Reject

2.83E-24

Reject

4.30E-24

Reject

-

-

-

-

V2 (Casey)

3.21E-02

Reject

2.07E-01

Can't reject

V3 (Mawson)

5.47E-09

Reject

3.03E-13

Reject

V3 (Davis)

2.59E-17

Reject

2.66E-10

Reject

All

8.24E-30

Reject

1.11E-15

Reject

-

-

-

-

V2 (Casey)

7.47E-03

Reject

3.95E-03

Reject

V3 (Mawson)

2.73E-03

Reject

5.87E-04

Reject

V3 (Davis)

7.69E-06

Reject

9.73E-05

Reject

All

2.89E-07

Reject

1.77E-06

Reject

6.39E-36

Reject

2.01E-37

Reject

-

-

-

-

4.75E-01

Can't reject

8.32E-01

Can't reject

-

-

-

-

V3 (Davis)

1.42E-01

Can't reject

5.58E-02

Can't reject

All

3.40E-05

Reject

4.16E-03

Reject

-

-

-

-

V2 (Casey)

2.45E-01

Can't reject

2.01E-01

Can't reject

V3 (Mawson) ii

-

-

5.71E-01

Can't reject

V3 (Davis)

4.03E-01

Can't reject

4.20E-01

Can't reject

All

5.56E-01

Can't reject

6.08E-01

Can't reject

9.18E-01

Can't reject

3.77E-02

Reject

V1 (Davis)
V2 (Casey)
V3 (Mawson)

i

V2 (Casey)
V3 (Mawson)

ii

CAMMPCAN
(2017-18)
CAMMPCAN
(2018-19)

Land & Ocean

CAMMPCAN (2017-19)
V1 (Davis)

V1 (Davis)

iii

iii

CAMMPCAN
(2018-19)

CAMMPCAN
(2017-18)

CAMMPCAN (2017-19)

Sea Ice & Ocean

KS Test

V1 (Davis)iii
V2 (Casey)
V3 (Mawson)

V1 (Davis)

i

iii

CAMMPCAN (2017-19)

Note: Statistical testing was not carried out for specified comparisons as there: (i) were not any sea ice air
masses for V3 (Mawson) in 2017-18; (ii) was only one sample considered predominantly sea ice for V3
(Mawson) in 2018-19; and (iii) were not any oceanic air masses for V1 in both 2017-18 and 2018-19.
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