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Abstract
We introduce style augmentation, a new form of data augmentation based on ran-
dom style transfer, for improving the robustness of Convolutional Neural Networks
(CNN) over both classification and regression based tasks. During training, style
augmentation randomizes texture, contrast and color, while preserving shape and
semantic content. This is accomplished by adapting an arbitrary style transfer
network to perform style randomization, by sampling target style embeddings from
a multivariate normal distribution instead of computing them from a style image.
In addition to standard classification experiments, we investigate the effect of style
augmentation (and data augmentation generally) on domain transfer tasks. We find
that data augmentation significantly improves robustness to domain shift, and can
be used as a simple, domain agnostic alternative to domain adaptation. Comparing
style augmentation against a mix of seven traditional augmentation techniques, we
find that it can be readily combined with them to improve network performance.
We validate the efficacy of our technique with domain transfer experiments in
classification and monocular depth estimation illustrating superior performance
over benchmark tasks.
1 Introduction
Whilst deep neural networks have shown record-breaking performance on complex machine learning
tasks over the past few years, exceeding human performance levels in certain cases, most deep models
heavily rely on large quantities of annotated data for individual tasks, which is often expensive to
obtain. A common solution is to augment smaller datasets by creating new training samples from
existing ones via label-preserving transformations [39].
Data augmentation imparts prior knowledge to a model by explicitly teaching invariance to possible
transforms that preserve semantic content. This is done by applying said transform to the original
training data, producing new samples whose labels are known. For example, horizontal flipping is a
popular data augmentation technique [18], as it clearly does not change the corresponding class label.
The most prevalent forms of image-based data augmentation include geometric distortions such as
random cropping, zooming, rotation, flipping, linear intensity scaling and elastic deformation. Whilst
these are successful at teaching rotation and scale invariance to a model, what of color, texture and
complex illumination variations?
Tobin et al. [33] show that it is possible for an object detection model to generalize from graphically
rendered virtual environments to the real world, by randomizing color, texture, illumination and
other aspects of the virtual scene. It is interesting to note that, rather than making the virtual scene
as realistic as possible, they attain good generalization by using an unrealistic but diverse set of
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Figure 1: Style augmentation applied to an image from the Office dataset [24] (original in top left).
Shape is preserved but the style, including texture, color and contrast are randomized.
random textures. In contrast, Atapour & Breckon [1] train on highly photorealistic synthetic images,
but find that the model generalizes poorly to data from the real world. They are able to rectify this
by using CycleGAN [44] and fast neural style transfer [17] to transform real world images into
the domain of the synthetic images. These results together suggest that deep neural networks can
overfit to subtle differences in the distribution of low-level visual features, and that randomizing these
aspects at training time may result in better generalization. However, in the typical case where the
training images come not from a renderer but from a camera, this randomization must be done via
image manipulation, as a form of data augmentation. It is not clear how standard data augmentation
techniques could introduce these subtle, complex and ill-defined variations.
Neural style transfer [9] offers the possibility to alter the distribution of low-level visual features in an
image whilst preserving semantic content. Exploiting this concept, we propose Style Augmentation, a
method to use style transfer to augment arbitrary training images, randomizing their color, texture
and contrast whilst preserving geometry (see Figure 1). Although the original style transfer method
was a slow optimization process that was parameterized by a target style image [9], newer approaches
require only a single forward pass through a style transfer network, which is parameterized by a
style embedding [10]. This is important, because in order to be effective for data augmentation,
style transfer must be both fast and randomized. Since the style transfer algorithm used in our
work is parameterized by an R100 embedding vector, we are able to sample that embedding from a
multivariate normal distribution, which is faster, more convenient and permits greater diversity than
sampling from a finite set of style images.
In addition to standard classification benchmarks, we evaluate our approach on a range of domain
adaptation tasks. To the best of our knowledge, this is the first time data augmentation has been
tested for domain adaptation. Ordinarily, data augmentation is used to reduce overfitting and improve
generalization to unseen images from the same domain, but we reason that domain bias is a form
of overfitting, and should therefore benefit from the same countermeasures. Data augmentation is
not domain adaptation, but it can reduce the need for domain adaptation, by training a model that is
more general and robust in the first place. Although this approach may not exceed the performance
of domain adaptation to a specific target domain, it has the advantage of improving accuracy on all
potential target domains before they are even seen, and without requiring separate procedures for
each.
In summary, this work explores the possibility of performing data augmentation via style randomiza-
tion in order to train more robust models that generalize to data from unseen domains more effectively.
Our primary contributions can thus be summarized as follows:
• Style randomization - We propose a novel and effective method for randomizing the action
of a style transfer network to transform any given image such that it contains semantically
valid but random styles.
• Style augmentation - We utilize the randomized action of the style transfer pipeline to
augment image datasets to greatly improve downstream model performance across a range
of tasks.
• Omni-directional domain transfer - We evaluate the effectiveness of using style augmentation
to implicitly improve performance on domain transfer tasks, which ordinarily require
adapting a model to a specific target domain post-training.
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These contributions are reinforced via detailed experimentation, supported by hyperparameter grid
searches, on multiple tasks and model architectures. We open source our PyTorch implementation as
a convenient data augmentation package for deep learning practitioners1.
2 Related Work
2.1 Domain Bias
The issue of domain bias or domain shift [12] has long plagued researchers working on the training
of discriminative, predictive, and generative models. In short, the problem is that of a typical model
trained on a specific distribution of data from a particular domain will not generalize well to other
datasets not seen during training. For example, a depth estimation model trained on images captured
from roads in Florida may fail when deployed on German roads [35], even though the task is the
same and even if the training dataset is large. Domain shift can also be caused by subtle differences
between distributions, such as variations in camera pose, illumination, lens properties, background
and the presence of distractors.
A typical solution to the problem of domain shift is transfer learning, in which a network is pre-trained
on a related task with a large dataset and then fine-tuned on the new data [26]. This can reduce the
risk of overfitting to the source domain because convolutional features learned on larger datasets are
more general [41]. However, transfer learning requires reusing the same architecture as that of the
pre-trained network and a careful application of layer freezing and early stopping to prevent the prior
knowledge being forgotten during fine-tuning.
Another way of addressing domain shift is domain adaptation, which encompasses a variety of
techniques for adapting a model post training to improve its accuracy on a specific target domain. This
is often accomplished by minimizing the distance between the source and target feature distributions
in some fashion [6, 11, 14, 21, 22, 34]. Certain strategies have been proposed to minimize Maximum
Mean Discrepancy (MMD), which represents the distance between the domains [22,30], while others
have used adversarial training to find a representation that minimizes the domain discrepancy without
compromising source accuracy [11,14,34]. Although many adversarial domain adaptation techniques
focus on discriminative models, research on generative tasks has also utilized domain transfer [6]. Li
et al. [21] propose adaptive batch normalization to reduce the discrepancy between the two domains.
More relevant to our work is [1], which employs image style transfer as a means to perform domain
adaptation based on [20].
Even though domain adaptation is often effective and can produce impressive results, its functionality
is limited in that it can only help a model generalize to a specific target domain. In contrast, our
approach introduces more variation into the source domain by augmenting the data (Section 2.3),
which can enhance the overall robustness of the model, leading to better generalization to many
potential target domains, without first requiring data from them.
2.2 Style Transfer
Style transfer refers to a class of image processing algorithms that modify the visual style of an image
while preserving its semantic content. In the deep learning literature, these concepts are formalized in
terms of deep convolutional features in the seminal work of Gatys et al. [9]. Style is represented as a
set of Gram matrices [25] that describe the correlations between low-level convolutional features,
while content is represented by the raw values of high level semantic features. Style transfer extracts
these representations from a pre-trained loss network (traditionally VGG [28]), and uses them to
quantify style and content losses with respect to target style and content images and combines them
into a joint objective function. Formally, the content and style losses can be defined as:
Lc =
∑
i∈C
1
ni
||fi(x)− fi(c)||2F , (1)
Ls =
∑
i∈S
1
ni
||G[fi(x)]− G[fi(s)]||2F , (2)
1URL redacted for review anonymity
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where c, s and x are the content, style and restyled images, f is the loss network, fi(x) is the
activation tensor of layer i after passing x through f , ni is the number of units in layer i, C and S
are sets containing the indices of the content and style layers, G[fi(x)] denotes the Gram matrix of
layer i activations of f , and || · ||F denotes the Frobenius norm. The overall objective can then be
expressed as:
min
x
Lc(x, c) + λLs(x, s), (3)
where λ is a scalar hyperparameter determining the relative weights of style and content loss.
Originally, this objective was minimized directly by gradient descent in image space [9]. Although
the results are impressive, this process is very computationally inefficient, leading to the emergence of
alternative approaches that use neural networks to approximate the global minimum of the objective in
a single forward pass [3, 17, 36]. These are fully-convolutional networks that are trained to restyle an
input image while preserving its content. Although much faster, these networks only learn to apply a
single style, and must be re-trained if a different style is required, hence enabling only single-domain
rather the multi-domain adaptability proposed here.
Building on the work of [37], and noting that there are many overlapping characteristics between
styles (e.g. brushstrokes), Dumoulin et al. [7] train one network to apply up to 32 styles using
conditional instance normalization, which sets the mean and standard deviation of each intermediate
feature map to different learned values for each style. Ghiasi et al. [10] generalizes this to fully
arbitrary style transfer, by using a fine-tuned InceptionV3 network [31] to predict the renormalization
parameters from the style image. By training on a large dataset of style and content images, the
network is able to generalize to unseen style images. Concurrently, Huang et al. [15] match the mean
and variance statistics of a convolutional encoding of the content image with those of the style image,
then decode into a restyled image, while Yanai [40] concatenates a learned style embedding onto an
early convolutional layer in a style transformer network similar to that of Johnson et al. [17].
In this work, while we utilize the approach presented in [10] as part of our style randomization
procedure, any style transfer method capable of dealing with unseen arbitrary styles can be used as
an alternative, with the quality of the results dependent on the efficacy of the style transfer approach.
2.3 Data Augmentation
Ever since the work of Krizhevsky et al. [18], data augmentation has been a standard technique for
improving the generalization of deep neural networks. Data augmentation artificially inflates a dataset
by using label-preserving transforms to derive new examples from the originals. For example, [18]
creates ten new samples from each original by cropping in five places and mirroring each crop
horizontally. Data augmentation is actually a way of explicitly teaching invariance to whichever
transform is used, therefore any transform that mimics intra-class variation is a suitable candidate. For
example, the MNIST (handwritten digit) dataset [19] can be augmented using elastic distortions that
mimic the variations in pen stroke caused by uncontrollable hand muscle oscillations [4, 27]. Yaeger
et al. [39] also use the same technique for balancing class frequencies, by producing augmentations
for under-represented classes. Wong et al. [38] compare augmentations in data space versus feature
space, finding data augmentations to be superior.
Bouthillier et al. [2] argues that dropout [29] corresponds to a type of data augmentation, and
proposes a method for projecting dropout noise back into the input image to create augmented
samples. Likewise, Zhong et al. [43] presents random erasing as a data augmentation, in which
random rectangular regions of the input image are erased. This is directly analogous to dropout in the
input space and is shown to improve robustness to occlusion.
The closest work to ours is that by Geirhos et al. [8], who have recently shown that CNNs trained on
ImageNet are more reliant on textures than they are on shape. By training ResNet-50 on a version
of ImageNet with randomized textures (a procedure that amounts to performing style augmentation
on all images), they are able to force the same network to rely on shape instead of texture. This not
only agrees more closely with human behavioural experiments, but also confers unexpected bonuses
to detection accuracy when the weights are used in Faster R-CNN, and robustness to many image
distortions that did not occur in the training set. Our work corroborates and extends these results by
showing an additional benefit in robustness to domain shift, and shows that style randomization can
be used as a convenient and effective data augmentation technique.
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Figure 2: Diagram of the arbitrary style transfer pipeline of Ghiasi et al. [10].
3 Proposed Approach
For style transfer to be used as a data augmentation technique, we require a single style transfer
algorithm that is both fast and capable of applying as broad a range of styles as possible. These
requirements narrow our search space considerably, since most approaches are either too inefficient [9]
or can only apply a limited number of styles [7, 17]. We chose the approach of Ghiasi et al. [10],
for its speed, flexibility, and visually compelling results. A critical part of our data augmentation
technique is providing a method for randomizing the action of the style transfer network. In this
section we will introduce the style transfer pipeline we utilize and detail our novel randomization
procedure.
3.1 Style Transfer Pipeline
Our chosen style transfer network (Detailed in Figure 2) employs a style predictor network to
observe an arbitrary style image and output a style embedding z ∈ R100. For our approach we
completely dispense with this style predictor network, instead we sample the style embedding
directly from a multivariate normal distribution. The mean and covariance of this distribution are
matched to those of the distribution of style embeddings arising from the Painter By Numbers (PBN)
dataset2, which are used as training data for the style transfer network. Therefore, sampling from this
distribution simulates choosing a random PBN image and computing its style embedding, at much
lower computational cost, and without requiring the entire PBN dataset. Additionally, the size and
diversity of this dataset forces the network to learn a robust mapping that generalizes well to unseen
style images, much like large labelled datasets enabling classification networks to generalize well.
The style embedding z influences the action of the transformer network via conditional instance
normalization [7], in which activation channels are shifted and rescaled based on the style embedding.
Concretely, if x is a feature map prior to normalization, then the renormalized feature map is as
follows:
x′ = γ(
x− µ
σ
) + β, (4)
where µ and σ are respectively the mean and the standard deviation across the feature map spatial
axes, and β and γ are scalars obtained by passing the style embedding through a fully-connected
layer. As shown in Figure 2, all convolutional layers except for the first three perform conditional
2https://www.kaggle.com/c/painter-by-numbers
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Figure 3: Output of transformer network with different values for the style interpolation parameter α.
instance renormalization. In this way, the transformer network output x is conditioned on both the
content image and the style image:
x = T (c, P (s)). (5)
3.2 Randomization Procedure
Randomizing the action of the style transfer pipeline is as simple as randomizing the style embedding
that determines the output style. Ordinarily, this embedding is produced by the style predictor
network, as a function of the given style image. Rather than feeding randomly chosen style images
through the style predictor to produce random style embeddings, it is more computationally efficient
to simulate this process by sampling them directly from a probability distribution. However, it is
important that this probability distribution closely resembles the distribution of embeddings observed
during training. Otherwise, we risk supplying an embedding unlike any that were observed during
training, which may produce unpredictable behavior. We use a multivariate normal as our random
embedding distribution, the mean and covariance of which are the empirical mean and covariance of
the set of all embeddings of PBN images. Qualitatively, we find that this approximation is sufficient
to produce diverse yet sensible stylizations (see Figure 1).
To provide control over the strength of augmentation (see Figure 3), the randomly sampled style
embedding can be linearly interpolated with the style embedding of the input image, P (c). Passing
P (c) instructs the transformer network to change the image style to the style it already has thus
leaving it mostly unchanged. In general, our random embedding is therefore a function of the input
content image c:
z = α N (µ,Σ) + (1− α)P (c) (6)
where P is the style predictor network, and µ, Σ are the mean vector and covariance matrix of the
style image embeddings P (s):
µ = Es [P (s)] , (7)
Σi,j = Cov [P (s)i, P (s)j ] . (8)
4 Experimental Results
We evaluate our proposed style augmentation method on three distinct tasks: image classification,
cross-domain classification and depth estimation. We present results on the STL-10 classification
benchmark [5] (Section 4.1), the Office domain transfer benchmark [24] (Section 4.2), and the
KITTI depth estimation benchmark [35] (Section 4.3). We also perform a hyperparameter search to
determine the best ratio of unaugmented to augmented training images and the best augmentation
strength α (see Eqn. 6). In all experiments, we use a learning rate of 10−4 and weight decay of 10−5,
and we use the Adam optimizer (momentum β1 = 0.5, β2 = 0.999, initial learning rate of 0.001).
Although we evaluate style augmentation on domain transfer tasks, our results should not be compared
directly with those of domain adaptation methods. Domain adaptation uses information about a
specific target domain to improve performance on that domain. In contrast, data augmentation is
domain agnostic, improving generalization to all domains without requiring information about any of
them. Therefore we compare our approach against other data augmentation techniques.
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Figure 4: Hyperparameter searches on augmentation ratio and style transfer strength (α). Curves
are averaged over four experiments; error bars denote one standard deviation. Blue lines depict
unaugmented baseline accuracy.
Task Model Augmentation Approach
None Trad Style Both
AW → D
InceptionV3 0.789 0.890 0.882 0.952
ResNet18 0.399 0.704 0.495 0.873
ResNet50 0.488 0.778 0.614 0.922
VGG16 0.558 0.830 0.551 0.870
DW → A
InceptionV3 0.183 0.160 0.254 0.286
ResNet18 0.113 0.128 0.147 0.229
ResNet50 0.130 0.156 0.170 0.244
VGG16 0.086 0.149 0.111 0.243
AD →W
InceptionV3 0.695 0.733 0.767 0.884
ResNet18 0.414 0.600 0.424 0.762
ResNet18 0.491 0.676 0.508 0.825
VGG16 0.465 0.679 0.426 0.752
Table 1: Test accuracies on the Office dataset [24] with A, D and W denoting the Amazon, DSLR and
Webcam domains.
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Figure 5: Comparing test accuracy curves for a standard classification task on the STL-10 dataset [5].
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4.1 Image Classification
We evaluate our style augmentation on the STL-10 dataset [5]. STL-10 consists of 10 classes with
only 500 labelled training examples each, a typical case in which data augmentation would be curial
since the number of labelled training images is limited.
Prior to the final optimization, we perform a hyperparameter search to determine the optimal values
for the ratio of unaugmented to augmented images and the strength of the style transfer, as determined
by the interpolation hyperparameter α. We train the InceptionV3 [31] architecture to classify STL-10
images, performing 40, 000 iterations, augmenting the data with style augmentation, and we repeat
each experiment four times with different random seeds.
First we test augmentation ratios, interpolating in factors of two from 16 : 1 (unaugmented : aug-
mented) to 1 : 32. Since we do not know the optimal value of α, we sample it uniformly at random
from the interval [0, 1] in these experiments. Figure 4 (left) demonstrates the results of this search. We
plot the final test accuracy after 40, 000 iterations. A ratio of 2 : 1 (corresponding to an augmentation
probability of 0.5) appears to be optimal. Fixing the augmentation ratio at 2 : 1, we repeat the
experiment for α and find an optimal value of 0.5 (Figure 4, right). Style augmentation takes 2.0ms
on average per image on a GeForce 1080Ti, which corresponds to a 6% training time increase on this
task when the optimal augmentation ratio of 2 : 1 is used. If time is critical, the augmentation ratio
can be set as low as 16 : 1 and still provide a significant accuracy boost, as Figure 4 shows.
With suitable hyperparameters determined, we next compare style augmentation against a comprehen-
sive mix of seven traditional augmentation techniques: horizontal flipping, small rotations, zooming
(which doubles as random cropping), random erasing [43], shearing, conversion to grayscale and
random perturbations of hue, saturation, brightness and contrast. As in the hyperparameter search,
we train InceptionV3 [31] to 40, 000 iterations on the 5, 000 labeled images in STL-10. As seen
in Figure 5, while style augmentation alone leads to faster convergence and better final accuracy
versus the unaugmented baseline, in combination with the seven traditional augmentations, it yields
an improvement of 8.5%.
Moreover, without using any of the unlabeled data in STL-10 for unsupervised training, we achieve a
final test accuracy of 80.8% after 100, 000 iterations of training. This surpasses the reported state of
the art [32, 42], using only supervised training with strong data augmentation.
4.2 Cross-Domain Classification
To test the effect of our approach on generalization to unseen domains, we apply style augmentation
to the Office cross-domain classification dataset [24]. The Office dataset consists of 31 classes and is
split into three domains: Amazon, DSLR and Webcam. The classes are typical objects found in office
settings, such as staplers, mugs and desk chairs. The Amazon domain consists of 2817 images scraped
from Amazon product listings, while DSLR and Webcam contain 498 and 795 images, captured in an
office environment with a DSLR camera and webcam, respectively.
We test the effect of style augmentation by training standard classification models on the union of two
domains, and testing on the other. We also compare the effects of style augmentation on four different
convolutional architectures: InceptionV3 [31], ResNet18 [13], ResNet50 [13] and VGG16 [28]. For
each combination of architecture and domain split, we compare test accuracy with no augmentation
(None), traditional augmentation (Trad), style augmentation (Style) and the combination of style
augmentation and traditional augmentation (Both). Traditional augmentation refers to the same mix
of techniques as in Section 4.1.
Figure 6 shows test accuracy curves for these experiments, and Table 1 contains final test accuracies.
In certain cases, style augmentation alone (green curve) outperforms all seven techniques combined
(orange curve), particularly when the InceptionV3 architecture [31] is used. This points to the strength
of our style augmentation technique and the invariances it can introduce into the model to prevent
overfitting.
An extreme domain shift is introduced into the model when the union of the DSLR and Webcam is
used for training and the network in tested on the Amazon domain. This is due to the large discrepancy
between the Amazon images and the other two domains and makes the classification task extremely
difficult. However, as seen in Figure 6, our style augmentation technique is capable of consistently
improving the test accuracy even though the unaugmented model is barely outperforming random
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Figure 6: Results of the experiments using the Office dataset. Note the consistent superiority of
traditional augmentation techniques combined with style augmentation (red curve).
guess work. In all experiments, the combination of our style augmentation and traditional techniques
achieves the highest final accuracy and fastest convergence (see Figure 6).
To confirm that the benefits of style augmentation could not be realized more easily with simple
colour space distortions, we ablate against color jitter augmentation, i.e. random perturbations in
hue, contrast, saturation and brightness (see Table 2). The experiment shows that style augmentation
confers accuracy gains at least 4% higher than those resulting from color jitter.
AD→W AW→ D DW→ A
Unaugmented 0.684 0.721 0.152
Color Jitter 0.726 0.850 0.185
Style Augmentation 0.765 0.893 0.215
Table 2: Comparing style augmentation against color jitter (test accuracies on Office, with Incep-
tionV3.)
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Figure 7: Examples of input monocular synthetic images post style augmentation.
4.3 Monocular Depth Estimation
Finally, we evaluate our approach within monocular depth estimation - the task of accurately estimat-
ing depth information from a single image. The supervised training of a monocular depth estimation
model is especially challenging as it requires large quantities of ground truth depth data, which is
extremely expensive and difficult to obtain. An increasingly common way to circumvent this problem
is to capture synthetic images from virtual environments, which can provide perfect per-pixel depth
data for free [1]. However, due to domain shift, a model trained on synthetic imagery may not
generalize well to real-world data.
Augmentation Error Metrics (lower, better) Accuracy Metrics (higher, better)
Abs. Rel. Sq. Rel. RMSE RMSE log σ < 1.25 σ < 1.252 σ < 1.253
None 0.280 0.051 0.135 0.606 0.656 0.862 0.926
Trad 0.266 0.045 0.128 0.527 0.671 0.872 0.936
Style 0.256 0.040 0.123 0.491 0.696 0.886 0.942
Both 0.255 0.041 0.123 0.490 0.698 0.890 0.945
Table 3: Comparing the results of a monocular depth estimation model [1] trained on synthetic data
when tested on real-world images from [35].
Using our style augmentation approach, we train a supervised monocular depth estimation network
on 65,000 synthetic images captured from the virtual environment of a gaming application [23].
The depth estimation network is a modified U-net with skip connections between every pair of
corresponding layers in the encoder and decoder [1] and is trained using a global `1 loss along with
an adversarial loss to guarantee mode selection [16]. By using style augmentation, we hypothesise
that the model will learn invariance towards low-level visual features such as texture and illumination,
instead of overfitting to them. The model will therefore generalize better to real-world images, where
these attributes may differ. Examples of synthetic images with randomized styles are displayed in
Figure 7.
Quantitative and qualitative evaluations were run using the test split in the KITTI dataset [35].
Similar to our classification experiments, we compare style augmentation against traditional data
augmentation techniques. However, since object scale is such a vital cue for depth estimation, any
transformations that rescale the image must be ruled out. This eliminates zooming, shearing and
random cropping (which requires rescaling to keep the cropped regions a constant size). Random
erasing makes no sense in this context since we never estimate the depth to an occluded point.
10
Figure 8: Results of unaugmented model (None), style (Style) traditional (None), and complete
augmentation (Both) applied to depth estimation on KITTI [35].
Rotation seems promising, but was empirically found to worsen the results. This leaves horizontal
flipping, conversion to grayscale, and perturbations of hue, saturation, contrast and brightness as our
traditional augmentations for depth estimation.
As seen in the numerical results in Table 3, models trained with style augmentation generalize better
than those trained on traditionally augmented data. These results suggest that style augmentation
may be a useful tool in monocular depth estimation, given that most traditional augmentations cannot
be used, and the ones that can made little difference. Moreover, qualitative results seen in Figure 8
indicate how our augmentation approach can produce sharper output depth with fewer artefacts.
5 Discussion
The information imparted to the downstream network by style augmentation, in the form of additional
labelled images, is ultimately derived from the pre-trained VGG network which forms the loss
function of the transformer network (see Eqn. 1,2). Our approach can therefore be interpreted as
transferring knowledge from the pre-trained VGG network to the downstream network. By learning
to alter style while minimizing the content loss, the transformer network learns to alter images in
ways which the content layer (i.e. a high level convolutional layer in pretrained VGG) is invariant to.
In this sense, style augmentation transfers image invariances directly from pretrained VGG to the
downstream network.
The case for our style augmentation method is strengthened by the work of Geirhos et al. [8], who
recently showed that CNNs trained on ImageNet learn highly texture-dependent representations, at
the expense of shape sensitivity. This supports our hypothesis that CNNs overfitting to texture is a
significant cause of domain bias in deep vision models, and heavily suggests style augmentation as a
practical tool for combating it.
As in [8], we found that style augmentation worsens accuracy on ImageNet - this conforms to our
overall hypothesis, since texture correlates strongly enough with class label that CNNs can achieve
good accuracy by relying on it almost entirely, and style augmentation removes this correlation.
We do however find that style augmentation moderately improves validation accuracy on STL-10,
suggesting that some image classification datasets have stronger correlation between textures and
labels than others.
6 Conclusion
We have presented style augmentation, a novel approach for image-based data augmentation driven
by style transfer. Style augmentation uses a style transfer network to perturb the color and texture of
an image, whilst preserving shape and semantic content, with the goal of improving the robustness
of any downstream convolutional neural networks. Our experiments demonstrate that our approach
yields significant improvements in test accuracy on several computer vision tasks, particularly in the
presence of domain shift. This provides evidence that CNNs are heavily reliant on texture, that texture
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reliance is a significant factor in domain bias, and that style augmentation is viable as a practical tool
for deep learning practitioners to mitigate domain bias and reduce overfitting.
References
[1] Amir Atapour-Abarghouei and Toby P. Breckon. Real-time monocular depth estimation using
synthetic data with domain adaptation via image style transfer. In Conf. Computer Vision Pattern
Recognition, pages 1–8, 2018.
[2] Xavier Bouthillier, Kishore Konda, Pascal Vincent, and Roland Memisevic. Dropout as data
augmentation. arXiv:1506.08700, 2015.
[3] Tian Qi Chen and Mark Schmidt. Fast patch-based style transfer of arbitrary style. In Workshop
in Constructive Machine Learning, 2016.
[4] Dan Claudiu Ciresan, Ueli Meier, Luca Maria Gambardella, and Juergen Schmidhuber. Deep
big simple neural nets excel on digit recognition. Neural Computation, 22(12):3207–3220,
2010.
[5] Adam Coates, Andrew Ng, and Honglak Lee. An analysis of single-layer networks in unsu-
pervised feature learning. In Int. Conf. Artificial Intelligence and Statistics, pages 215–223,
2011.
[6] Jeff Donahue, Philipp Krähenbühl, and Trevor Darrell. Adversarial feature learning. In Int.
Conf. Learning Representations, 2017.
[7] Vincent Dumoulin, Jonathon Shlens, and Manjunath Kudlur. A learned representation for
artistic style. In Int. Conf. Learning Representations, 2017.
[8] Geirhos et al. Imagenet-trained cnns are biased towards texture; increasing shape bias improves
accuracy and robustness. ICLR, 2019.
[9] Leon A Gatys, Alexander S Ecker, and Matthias Bethge. Image style transfer using convolutional
neural networks. In IEEE Conf. Computer Vision and Pattern Recognition, pages 2414–2423,
2016.
[10] Golnaz Ghiasi, Honglak Lee, Manjunath Kudlur, Vincent Dumoulin, and Jonathon Shlens.
Exploring the structure of a real-time, arbitrary neural artistic stylization network. In British
Machine Vision Conference, 2017.
[11] Muhammad Ghifary, W. Bastiaan Kleijn, Mengjie Zhang, David Balduzzi, and Wen Li. Deep
reconstruction-classification networks for unsupervised domain adaptation. In Int. Conf. Com-
puter Vision, pages 597–613, 2016.
[12] Arthur Gretton, Alex Smola, Jiayuan Huang, Marcel Schmittfull, Karsten Borgwardt, and
Bernhard Schölkopf. Covariate Shift by Kernel Mean Matching. MIT press, 2008.
[13] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In IEEE Conf. Computer Vision and Pattern Recognition, pages 770–778, 2016.
[14] Judy Hoffman, Eric Tzeng, Trevor Darrell, and Kate Saenko. Simultaneous deep transfer across
domains and tasks. In Domain Adaptation in Computer Vision Applications, pages 173–187.
2017.
[15] Xun Huang and Serge Belongie. Arbitrary style transfer in real-time with adaptive instance
normalization. In Int. Conf. Computer Vision, 2017.
[16] Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, and Alexei A. Efros. Image-to-image translation
with conditional adversarial networks. In IEEE Conf. Computer Vision and Pattern Recognition,
2017.
[17] Justin Johnson, Alexandre Alahi, and Li Fei-Fei. Perceptual losses for real-time style transfer
and super-resolution. In Euro. Conf. Computer Vision, pages 694–711, 2016.
[18] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton. Imagenet classification with deep
convolutional neural networks. ACM Communications, 60(6):84–90, 2017.
[19] Yann LeCun, Léon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning
applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324, 1998.
12
[20] Yanghao Li, Naiyan Wang, Jiaying Liu, and Xiaodi Hou. Demystifying neural style transfer. In
Int. Conf. Artificial Intelligence, pages 2230–2236, 2017.
[21] Yanghao Li, Naiyan Wang, Jianping Shi, Jiaying Liu, and Xiaodi Hou. Revisiting batch
normalization for practical domain adaptation. arXiv:1603.04779, 2016.
[22] Mingsheng Long, Yue Cao, Jianmin Wang, and Michael I. Jordan. Learning transferable features
with deep adaptation networks. In Int. Conf. Machine Learning, pages 97–105, 2015.
[23] Ruano Miralles. An open-source development environment for self-driving vehicles. Master’s
thesis, Universitat Oberta de Catalunya, 2017.
[24] Kate Saenko, Brian Kulis, Mario Fritz, and Trevor Darrell. Adapting visual category models to
new domains. In Euro. Conf. Computer Vision, pages 213–226, 2010.
[25] Hans Schwerdtfeger. Introduction to Linear Algebra and the Theory of Matrices. P. Noordhoff,
1950.
[26] L. Shao, F. Zhu, and X. Li. Transfer learning for visual categorization: A survey. IEEE Trans.
Neural Networks and Learning Systems, 26(5):1019–1034, 2015.
[27] P.Y. Simard, D. Steinkraus, and J.C. Platt. Best practices for convolutional neural networks
applied to visual document analysis. In Int. Conf. Document Analysis and Recognition, volume 1,
pages 958–963, 2003.
[28] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale
image recognition. In Int. Conf. Learning Representations, 2015.
[29] Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov.
Dropout: A simple way to prevent neural networks from overfitting. Machine Learning Research,
15:1929–1958, 2014.
[30] Baochen Sun and Kate Saenko. Deep coral: Correlation alignment for deep domain adaptation.
In Workshops in Euro. Conf. Computer Vision, pages 443–450, 2016.
[31] Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon Shlens, and Zbigniew Wojna. Re-
thinking the inception architecture for computer vision. In IEEE Conf. Computer Vision and
Pattern Recognition, pages 2818–2826, 2016.
[32] Martin Thoma. Analysis and optimization of convolutional neural network architectures.
Master’s thesis, Karlsruhe Institute of Technology, 2017.
[33] Josh Tobin, Rachel Fong, Alex Ray, Jonas Schneider, Wojciech Zaremba, and Pieter Abbeel.
Domain randomization for transferring deep neural networks from simulation to the real world.
In Int. Conf. Intelligent Robots and Systems, pages 23–30, 2017.
[34] Eric Tzeng, Judy Hoffman, Kate Saenko, and Trevor Darrell. Adversarial discriminative domain
adaptation. In IEEE Conf. Computer Vision and Pattern Recognition, 2017.
[35] Jonas Uhrig, Nick Schneider, Lukas Schneider, Uwe Franke, Thomas Brox, and Andreas Geiger.
Sparsity invariant CNNs. In Int. Conf. 3D Vision, pages 11–20, 2017.
[36] Dmitry Ulyanov, Vadim Lebedev, Andrea Vedaldi, and Victor S Lempitsky. Texture networks:
Feed-forward synthesis of textures and stylized images. In Int. Conf. Machine Learning, pages
1349–1357, 2016.
[37] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky. Instance normalization: The missing
ingredient for fast stylization. arXiv:1607.08022, 2016.
[38] Sebastien C. Wong, Adam Gatt, Victor Stamatescu, and Mark D. McDonnell. Understanding
data augmentation for classification: When to warp? arXiv:1609.08764, 2016.
[39] Larry S. Yaeger, Richard F. Lyon, and Brandyn J. Webb. Effective training of a neural network
character classifier for word recognition. In Advances in Neural Information Processing Systems,
pages 807–816. 1997.
[40] Keiji Yanai. Unseen style transfer based on a conditional fast style transfer network. In Learning
Representations Workshops, 2017.
[41] Jason Yosinski, Jeff Clune, Yoshua Bengio, and Hod Lipson. How transferable are features
in deep neural networks? In Advances in Neural Information Processing Systems, pages
3320–3328. 2014.
13
[42] Junbo Zhao, Michael Mathieu, Ross Goroshin, and Yann LeCun. Stacked what-where auto-
encoders. In Int. Conf. Learning Representations, 2016.
[43] Zhun Zhong, Liang Zheng, Guoliang Kang, Shaozi Li, and Yi Yang. Random erasing data
augmentation. arXiv:1708.04896, 2017.
[44] Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A Efros. Unpaired image-to-image
translation using cycle-consistent adversarial networks. In Int. Conf. Computer Vision, 2017.
14
