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Abstract. We address the estimation of Markov (and semi-Markov) switching
linear mixed models i.e. models that combine linear mixed models with individual-
wise random effects in a (semi-)Markovian manner. A MCEM-like algorithm whose
iterations decompose into three steps (sampling of state sequences given random
effects, prediction of random effects given the state sequence and maximization)
is proposed. This statistical modeling approach is illustrated by the analysis of
successive annual shoots along Corsican pine trunks.
Keywords: Markov switching model, linear mixed model, MCEM algorithm,
plant growth.
1 Introduction
Lindgren (1978) introduced Markov switching linear models, i.e hidden Markov
models (Cappe´ et al. (2005)) with linear models as output process; see Fru¨hwirth-
Schnatter (2006) for an overview of Markov switching models. In the litera-
ture, hidden Markov models with random effects in the output process have
been used in a limited way. Chaubert et al. (2007) applied to forest tree
growth data Markov switching linear mixed models (MS-LMM), i.e mod-
els that combine linear mixed models in a Markovian manner. These mod-
els broaden the class of Markov switching linear models by incorporating
individual-wise random effects in the output process. Altman (2007) intro-
duced Markov switching generalized linear mixed models (MS-GLMM) where
the output process is supposed to belong to the exponential family, and ap-
plied these models to brain lesion counts observed on multiple sclerosis pa-
tients. Since covariates and individual-wise random effects are incorporated
in the output process, the generalization of MS-LMM to hidden semi-Markov
model (Gue´don (2007)) is straightforward. The resulting models are called
semi-Markov switching linear mixed models (SMS-LMM).
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The remainder of this paper is organized as follows. MS-LMM are formally
defined in Section 2. A Monte Carlo EM-like (MCEM) algorithm (McLachlan
and Krishnan (2008)) whose iterations decompose into three steps (sampling
of state sequences given random effects, prediction of random effects given
state sequence and maximization) is presented in Section 3. This statistical
modeling approach is illustrated in Section 4 by the analysis of successive
annual shoots along Corsican pine trunks using SMS-LMM. Section 5 consists
of concluding remarks.
2 Markov switching linear mixed models (MS-LMM)
Let {St} be a Markov chain with finite-state space {1, . . . , J}. This J-state
Markov chain is defined by the following parameters:
• initial probabilities πj = P (S1 = j), j = 1, . . . , J , with
∑
j πj = 1,
• transition probabilities pij = P (St = j|St−1 = i), i, j = 1, . . . , J , with∑
j pij = 1.
Let Yat be the observation and Sat the non-observable state for individual
a, a = 1, . . . , N , at time t, t = 1, . . . , Ta. Let
∑N
a=1 Ta = T . We denote by
Y Taa1 the Ta-dimensional vector of observations for individual a, and by Y
T
1
the T -dimensional vector of all the observations; i.e. the concatenation of






A Markov switching linear mixed model can be viewed as a pair of
stochastic processes {Sat, Yat} where the output process {Yat} is related to
the state process {Sat}, which is a finite-state Markov chain, by the following
linear mixed model:
Yat|Sat=sat = Xatβsat + τsatξasat + ǫat, (1)




where Xat is the Q-dimensional row vector of covariates. Given the state
Sat = sat, βsat is the Q-dimensional fixed effect parameter vector, ξasat is the
individual a effect, τsat is the standard deviation for the random effect and
σ2sat is the residual variance. For convenience, random effects are supposed
to follow the standard Gaussian distribution. Including random effects in the
output process relaxes the assumption that the observations are condition-
ally independent given the non-observable states. The observations are here
assumed to be conditionally independent given the non-observable states and
the random effects.
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3 Maximum likelihood estimation
Altman (2007) proposed to estimate the MS-GLMM parameters by maximiz-
ing directly the observed-data likelihood. Her approach based on Gaussian
quadrature and quasi-Newton methods is strongly sensitive to starting val-
ues and to the number of quadrature points. Since both the states of the
underlying Markov chain and the random effects are non observable, the EM
algorithm (McLachlan and Krishnan (2008)) is a natural candidate to esti-
mate MS-LMM. Let us consider the complete-data log-likelihood where both




a1 = (ξaj)j=1,...,J ; a = 1, . . . , N}
and the states sT1 of the underlying Markov chain are observed




1 ; θ) = log f(s
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1 ) + log f(ξ
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where θ = (π, P, β, τ, σ2) is the set of parameters to be estimated and φ(y;µ, σ2)
is the density of the Gaussian distribution with mean µ and variance σ2.
The EM algorithm for hidden Markov chains cannot be transposed because
the observations are not conditionally independent given the non-observable
states; see Section 2. The EM algorithm for finite mixture of linear mixed





1 cannot be analytically derived. Altman (2007) proposed a
MCEM algorithm to estimate MS-GLMM where the random effects are sam-
pled by Monte Carlo methods like Gibbs sampling. In the M-step, numeri-
cal methods like quasi-Newton routines are necessary to obtain updates for
the parameter estimates. Altman (2007) noted the prohibitive computation
burden due to the Monte Carlo and quasi-Newton methods, the slowness
to converge and the sensitivity to starting values. Since sampling both a
state sequence and random effects {sT1 , ξ
J
1 } from their conditional distribu-






1 is rather complicated, we propose here a MCEM-like
algorithm where the Monte Carlo E-step is decomposed into two conditional
steps:
• Monte Carlo Conditional E-step : given the random effects, state sequences
are sampled for each individual a using a “forward-backward” algorithm
(Chib (1996)).
• Conditional E-step : given the state sequence, the random effects are pre-
dicted.














t=2 log psa,t−1,sa,t in Equation (2) can be maximized separately.
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3.1 Forward-backward algorithm for sampling state sequences
given the random effects
For each individual a, the state sequences are sampled from the conditional


















































the following conditional distributions should be used for sampling state se-
quences:
• final state (initialization) P
(
























The forward-backward algorithm for sampling state sequences given the ran-
dom effects can be decomposed into two passes, a forward recursion which
is similar to the forward recursion of the forward-backward algorithm for
hidden Markov chains, and a backward pass for sampling state sequences.
Forward recursion
The forward recursion is initialized for t = 1 by:
Faj(1) = P
(













where Na1 = P (Ya1 = ya1|ξJa1) =
∑J
j=1 Gaj(1) is a normalizing factor.



































is obtained directly during the forward recursion. The forward recursion can
be used to compute the observed-data log-likelihood given the random effects










The backward pass can be seen as a stochastic backtracking procedure. The











= Faj(Ta); j = 1, . . . , J
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; j = 1, . . . , J
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.
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3.2 Random effect prediction given the state sequence















































• sTaa1 (m) is the mth state sequence sampled for individual a,




a is the Ta× J design matrix associated with state sequence s
Ta
a1 (m),














2} is the Ta×Ta diagonal matrix with {u
(m)
at σ






I(sat(m) = 1) · · · I(sat(m) = J)
)
is the tth row of the design
matrix U
(m)
a , I() is the indicator function,
• σ2 = (σ21 · · ·σ
2
J )
′ is the J-dimensional residual variance vector,
• Iaj(m) = Diag{I(sat(m) = j); t = 1, . . . , Ta} is a Ta×Ta diagonal matrix,
• Xa is the Ta ×Q matrix of covariates.
3.3 Extension to hidden semi-Markov models
Semi-Markov chains generalize Markov chains with the distinctive property of
explicitly modeling the sojourn time in each state. Let {St} be a semi-Markov
chain defined by the following parameters:
• initial probabilities πj = P (S1 = j), with
∑
j πj = 1,
• transition probabilities
– nonabsorbing state i: for each j 6= i, p˜ij = P (St = j|St 6= i, St−1 = i),
with
∑
j 6=i p˜ij = 1 and p˜ii = 0,
– absorbing state i: pii = P (St = i|St−1 = i) = 1 and for each j 6= i,
pij = 0.
An occupancy distribution is attached to each nonabsorbing states:
dj(u) = P (St+u+1 6= j, St+u−v = j, v = 0, . . . , u−2|St+1 = j, St 6= j), u = 1, 2, . . .
As for the MS-LMM, the output process {Yat} of the semi-Markov switching
linear mixed model (SMS-LMM) for individual a is related to the underly-
ing semi-Markov chain {Sat} by the linear mixed model (1). Since covariates
and individual-wise random effects are incorporated in the output process,
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the observations are assumed to be conditionally independent given the non-
observable states and the random effects. The proposed MCEM-like algo-
rithm can therefore be directly transposed to SMS-LMM. Given the random
effects, the state sequences are sampled using the “forward-backward” algo-
rithm proposed by Gue´don (2007). Given a state sequence, the random effects
are predicted as previously described. The underlying semi-Markov chain pa-
rameters and the linear mixed model parameters are obtained by maximizing
the Monte Carlo approximation of the complete-data log-likelihood.
4 Application to forest trees
The use of SMS-LMM is illustrated by the analysis of forest tree growth. The
data set comprised four sub-samples of Corsican pines: 31 6-year-old trees, 29
12-year-old trees, 30 18-year-old trees and 13 23-year-old trees. Tree trunks
were described by annual shoot from the base to the top where the length (in
cm) was recorded for each annual shoot. The annual shoot is defined as the
segment of stem established within a year. The observed growth is mainly the
result of the modulation of the endogenous growth component by climatic
factors. The endogenous growth component is assumed to be structured as a
succession of roughly stationary phases separated by marked change points
(Gue´don et al.(2007)). The length of successive annual shoots along tree
trunks was previously analyzed using a hidden semi-Markov chain (Gue´don
et al.(2007)) and a MS-LMM (Chaubert et al. (2007)). In the first case,
the influence of climatic factors and the inter-individual heterogeneity were
not explicitly modeled while in the second case, the length of the successive
growth phases was not explicitly modeled.
A “left-right” three-state SMS-LMM composed of two successive transient
states followed by a final absorbing state was estimated. We chose to use an
intercept and the centered cumulated rainfall during a period recovering one
organogenesis period and one elongation period as fixed effects for each linear
mixed model. The linear mixed model attached to the growth phase j is:
Yat|Sat=j = βj1+βj2Xt+τjξaj+ǫat, ξaj ∼ N (0, 1), ǫat|Sat=j ∼ N (0, σ
2
j ),
where Yat is the length of the annual shoot for individual a at time t, βj1
is the intercept, Xt is the centered cumulated rainfall at time t (E(Xt) = 0)
and βj2 is the cumulated rainfall parameter. As the cumulated rainfall is
centered, the intercept represents the average length of successive annual
shoots in each growth phase. The estimation algorithm was initialized with
the parameter values π, P , β and σ2 estimated without taking into account
random effects (hence, ξJ1 = 0). The algorithm converged in 62 iterations
with m = 100 state sequences sampled for each tree at each iteration. The
convergence of the algorithm was monitored using the log-likelihood of the
observed sequences given the random effects, which is directly obtained as a
byproduct of the forward recursion; see Section 3.1.
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The marginal distribution of the linear mixed model attached to growth







Ej(X) is the mean of the cumulated rainfalls X in growth phase j. The
marginal distributions of the linear mixed models attached to each growth
phase are well separated (few overlapping between marginal distributions
corresponding to two successive states); compare the mean difference µj+1 −
µj between consecutive states and the standard deviations Γj and Γj+1 in
Table 1. The standard deviation of the cumulated rainfall effect was computed
as βj2 × sd(X) for each state j where sd(X) is the standard deviation of the
cumulated rainfallsX . The standard deviation of the cumulated rainfall effect
represents the average amplitude of the climatic fluctuations in each growth
phase. The influence of the cumulated rainfall is weak in the first growth
phase (of slowest growth) while it is strong in the last two growth phases (a
little less in the second phase than in the third phase); see Table 1.
State
1 2 3
Intercept βj1 7.19 26.08 50.48
Cumulated rainfall parameter βj2 0.0042 0.0171 0.0304
Cumulated rainfall effect standard deviation 0.56 2.23 3.97
Random variance τ 2j 6.81 52.34 72.83
Residual variance σ2j 5.13 39.75 76.54
Part of inter-individual heterogeneity 57.04% 56.84% 48.76%
Marginal distribution (µj , Γj) 7.05, 3.46 26.17, 9.60 50.55, 12.22
Table 1. Intercepts, regression parameters, centered cumulated rainfall effect, vari-
ability decomposition and marginal distributions of the estimated SMS-LMM.


















Fig. 1. 18-year-old Corsican pines: observed annual shoot lengths (points) and fixed
part of the three observation linear mixed models (point lines).
The part of inter-individual heterogeneity, defined by the ratio between
the random variance τ2j and the total variance Γ
2
j , is greater at the be-
ginning of the plant life (first two growth phases with more than 56%) and
decreases slightly in the last growth phase (near 49%). The most probable
state sequence given the predicted random effects was computed for each ob-
served sequence using a Viterbi-like algorithm. The fixed part of the three
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observation linear mixed models (i.e. βj1 + βj2Xt for each growth phase j)
for 18-year-old trees is represented in Figure 1. The growth phases are well
separated with few overlapping.
5 Concluding remarks
SMS-LMM enables to separate and to characterize the different growth com-
ponents (endogenous, environmental and individual components) of forest
trees. The behavior of each tree within the population can be investigated on
the basis of the random effects predicted for each growth phase.
An interesting direction for further research would be to develop the statisti-
cal methodology for semi-Markov switching generalized linear mixed models.
Since the hidden semi-Markov chain likelihood cannot be written as a simple
product of matrices, the MCEM algorithm proposed by Altman (2007) for the
MS-GLMM cannot be directly extended to the semi-Markovian case. In our
MCEM-like algorithm proposed for MS-LMM and SMS-LMM, the difficulty
lies mainly in the prediction of the random effects.
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