Abstract. We introduce a new class of multilinear p-summing operators, which we call multiple p-summing. Using them, we can prove several multilinear generalizations of Grothendieck's "fundamental theorem of the metric theory of tensor products". Several applications and improvements of previous results are given.
Introduction and notation
In [7] , Grothendieck stated what he called "the fundamental theorem of the metric theory of tensor products", to be known later as Grothendieck's Theorem or Grothendieck's Inequality. In [8] , Lindenstrauss and Pe lcyński gave a detailed proof of this result and stated some of its consequences and equivalent formulations, making use of the theory L p -spaces and using also the p-summing operators recently introduced in [14] . Since then, several equivalent formulations and different proofs have been obtained. [5] and [16] provide excellent expositions on this and related topics.
Grothendieck's Theorem can be seen as a matrix inequality associated to certain bilinear operators. In the seventies, several authors investigated multilinear extensions of Grothendieck's matrix Inequality (see, for instance, [2] , [3] , [19] and the references therein).
Later on, motivated by the growth of the multilinear and polynomical theory of Banach spaces, different authors started the study of the p-summing multilinear operators between Banach spaces (see [1] , [6] , [10] , [15] , [17] ). For some of these psumming multilinear operators a factorization result extending Pietsch DominationFactorization Theorem [5, Theorems 2.12 and 2.13] holds, but no multilinear version of Grothendieck's Theorem in terms of these operators is known, except for a special case presented in [2] (see also [11] ).
In this note we introduce a new definition of p-summing multilinear operators (although the origin of this definition can be found in [17, Definition 3.6] ), which we call multiple p-summing operators. In this paper we focus on Grothendieck type theorems related to this class. As this kind of theorems shows that the class is, in some sense, big enough, their interest stems from the fact that this class is actually quite small. For example, the Aron-Berner extension of any of these operators remains in the image space and, on L ∞ spaces, multiple 1-summing operators are exactly the integral operators (see [20] ). For these and other results associated to this class of multilinear operators, we refer the reader to [12] and [13] . Thanks to this behavior, our feeling is that, for many applications, this might be the "right" generalization of the definition of p-summing operator.
The paper is organized as follows. In Section 2 we define multiple p-summing multilinear operators and prove the basic properties we later need. In Section 3 we prove that every multilinear operator from the product of L ∞ -spaces to a cotype 2 space is multiple 2-summing. With the techniques developed, we obtain great improvements of [4, Theorem 6] and [4, Corollary 7] . In Section 4 we generalize Krivine's version of Grothendieck's inequality. As an application we give a simpler proof of one of the multilinear Grothendieck's inequalities stated in [19] . Our proof works for both the real and the complex case and it shows that the constant involved, K n G , is optimal, improving therefore the previous proofs (Tonge's proof works only in the complex case and gives a worse constant and Carne's proof, although it gives the same constant, is not as simple and does not allow to obtain easily the optimality of the constant). In Section 5 we show that every multilinear operator from the product of L 1 -spaces to a Hilbert space is multiple 2-summing, which can be regarded as an extension of the "little Grothendieck's theorem" [16, Theorem 5.10] . Using that and a composition theorem, we show that every such multilinear operator is actually multiple 1-summing, which extends another equivalent form of Grothendieck's Theorem ( [16, Theorem 5.12] ). As an application of this we state another multilinear generalization of Grothendieck's matrix inequality which seems to be new.
The notations and terminology used along the paper will be the standard in Banach space theory, as for instance in [5] , which is our main source for unexplained notation. This book is also our main reference for basic facts and definitions concerning most of the topics in this paper. However, before going any further, we shall establish some terminology: X i , Y will always be Banach spaces. As usual, X 1 ⊗ π · · · ⊗ π X k stands for the projective tensor product of the Banach spaces X 1 , . . . , X k . Continuous k−linear mappings between Banach spaces will be called k−linear operators. Given a Banach space X, X * stands for its topological dual and B(X) or B X denotes its unit ball.
Given X and 1 ≤ p ≤ ∞, we say that a sequence (x n ) n ⊂ X is strongly psummable if ( x n ) n ∈ p . We denote by p (X) the Banach space of all such sequences endowed with the norm
We say that (x n ) n is weakly p-summable if, for every x * ∈ X * , ( x * , x n ) n ∈ p . We call ω p (X) the Banach space of all such sequences endowed with the norm
Given 1 ≤ p ≤ q ≤ ∞, we write Π p (X, Y ) for the Banach space of the psumming operators from X into Y , and Π (q,p) (X, Y ) for the Banach space of the (q, p)-summing operators. Given T ∈ Π p (X, Y ), π p (T ) denotes its p-summing norm.
We will note by K G,R and K G,C the least constants for which, in the real and in the complex case respectively, Grothendieck's inequality is valid as stated for instance in [5, 1.14] . We will simply use K G when referring to both cases.
Let 1 ≤ p ≤ ∞ and λ > 1. A Banach space X is said to be an L p,λ space if every finite dimensional subspace E ⊂ X is contained in a finite dimensional space F ⊂ X for which there exists an isomorphism v : 
..,i n . Further notation will be introduced when needed.
Definitions and basic facts
We start with our definition.
In that case, we define the multiple (p;
Some comments are in order: If q j > p, only the zero operator can satisfy (1). This is the reason to introduce the hypothesis 1 ≤ q 1 , . . . , q n ≤ p < +∞.
A multiple (p; q, . . . , q)-summing operator will be called multiple (p, q)-summing and we write π (p,q) for the associated norm. Moreover, a multiple (p, p)-summing operator will be called multiple p-summing and we write π p for the associated norm. We have that the class Π n (p;q1,...,qn) (X 1 , . . . , X n ; Y ) of multiple (p; q 1 , . . . , q n )-summing n-linear operators is a Banach space with its associated norm π (p;q 1 ...,q n ) .
Just as in [11, Prop. 3.2, 3.4] we obtain the following proposition, which allows us to consider either finite or infinite sequences in the definition of our operators.
In that case, we obtain that the induced multilinear mappinĝ
As in the linear case, we have a composition theorem, which shows the good behavior of this class in relation to the p-summing linear operators. This result, from which we obtain a sharp result in the last section, is also applied in one of the main results in [12] .
Proof. The proof follows along the lines of [5, 2.22] . We consider (
To finish this section we are going to state our main tool in the subsequent study of this class of operators. The proof follows immediately from the definitions.
, we have that the associated linear operator
given by
is (p, q 1 )-summing and verifies
Multiple summing multilinear operators on L ∞ spaces
We state now a Grothendieck type theorem for multiple summing multilinear operators.
Theorem 3.1. Let X j be a L ∞,λj -space for 1 ≤ j ≤ n and let Y be a space with cotype 2. Then, every multilinear operator T : Proof. We are going to proceed by induction. For n = 1, the result is known (see [5, Theorem 11.14 
]).
Let us suppose then n ≥ 2 and that the result is true for n−1. We are going to use the previous proposition. We consider m 2 , . . . , m n ∈ N and sequences (x
We want to see that the associated linear operator
verifies that π 2 (S) ≤ K n . By the n−1 case, we have that, for all x 1 ∈ X 1 , the operator
and then (Y )) = C 2 (Y ). Then, from the n = 1 case, we obtain that S is 2-summing and
, where we solve a question stated in [17] , for a direct application of Theorem 3.1.
Following the same reasoning we can prove the following improvement of [ 
The proof is quite similar to the proof of Theorem 3.1, the only difference is to use in the induction step the following 
As an immediate consequence, we obtain the announced great improvement of 
This corollary can be seen as a vector valued generalization of Littlewood's inequality (see [4] and the references therein to see this theorem and the history and importance of this kind of results): 
T
In fact, using the Littlewood-Davie-Kaijser inequality, it is not difficult to obtain that every n-linear form on the product of Banach spaces is multiple ( 2n n+1 ; 1)-summing (see [12] for details).
Banach lattices and multilinear Grothendieck's inequality
We can improve our Theorem 3.1 if we consider the spaces to be Banach lattices. To this end, we consider, for n ∈ N and for L a Banach lattice, the vector space n p (L) = {(x 1 , . . . , x n ) : x i ∈ L}, with the norm given by
and with the order given by
It is easy to see that n p (L) is a Banach lattice. For our purposes it is enough to know (see [9] 
where the supremum is in the lattice sense (this supremum exists for every lattice) and
coincide with the alternative pointwise definition. Following [5, page 327], if L is a Banach lattice and x ∈ L we will note the ideal generated by x as I(x). We know that I(x), with a suitable norm and the order inherited from L, can be identified (as a Banach lattice) with a C(K) space.
The following simple lemma is probably known, but we have not been able to find a reference for it. We state its proof for completeness.
is just x L . Now, we know that the norm of (
where
we can conclude that x = z (i.e. that the above is also true in L) by the following simple
Let us suppose that I is an ideal of L such that there exists a norm ||| · ||| that makes (S, ||| · |||) a Banach lattice with the inherited order. Then, if x ∈ I, we have that x 1 , . . . , x n ∈ I and that the element (
In order to apply our results in the complex case too, we have to define the complexification of a Banach lattice. Following [9, page 43] or [18, II.11] , given a Banach lattice L, we define its complexification L C as L⊕L with the scalar product given by (a + ib)(x, y) = (ax − by, ay + bx) and the norm given by (x, y) =
|(x, y)| L , where the absolute value is defined as |(x, y)|
C , we will note Re(z) = x and Im(z) = y. As expected, the complexification of L p (µ) or C(K) are the corresponding complex spaces.
The main theorem of this section is the following generalization of the Krivine's version of Grothendieck's theorem.
Proof. The real case is an immediate consequence of Krivine's theorem (see [9, Theorem 1.f.14]), Lemma 4.1 and the induction techniques used in Theorem 3.1 or in the complex case below. Let us prove now the complex case. Following the reasonings of [9, Theorem 1.f.14], and using Lemma 4.1 when needed, it is not difficult to prove the case n = 1. We suppose then n ≥ 2 and the result to be true for n − 1. Let us consider Banach lattices
By the linear case, the linear operator S :
By Lemma 4.1 and the arguments therein, we have that
and that
To conclude, we can use (3) and the n − 1 case to prove that
We can obtain immediately an improvement of the constant in Theorem 3.1 for the most important case. 
We can now give an alternative proof of one of the known multilinear extensions of Grothendieck's inequality (see for example [19, Inequality C(r)]). Our proof is quite simple, it covers both the real and complex case and it shows clearly the optimality of the constant.
).
Then the following holds
Proof. Let us consider T :
given by T (e 
For every j ∈ {1, . . . , n − 1} we consider the sequence (y 
where the supremum is taken over all the sequences c i n ∈ B(
), so we are done.
To see the optimality of the constant, we note that the argument above can be reversed. So it is enough to find, for each > 0, natural numbers m j , k j , sequences (y
, and a multilinear operator T :
with T = 1 and
By the linear case (n=2 above) there exists a linear operator R : 
Multiple summing operators on L 1 spaces
In this section we extend a famous result of [8] stating that every linear operator from L 1 (µ) to a Hilbert space is 1-summing, with π 1 (T ) ≤ K G T (see, for instance, [5, Theorem 3.1] or [16, Theorem 5.12] ).
We need first
and let H be a Hilbert space. Then, every multilinear operator T : S(e i 1 , . . . , e i n ) ≤ ≤ π 1 (S) (e i 1 ) [16] ). Finally, we want to remark that the constant we get in Theorem 5.2 is far from optimal when n = 1. We think the constant should be K n G n j=1 λ j , but we have not been able to prove this. Remark 5.4. In the results above, we can change (the constants will also change) each L 1 -space by any G.T. space with cotype 2 (see [16, Chapter 6] for definition and references). Note that, to our best knowledge, there are not known examples of G.T. spaces without cotype 2.
As mentioned before, there are several generalizations of Grothendieck's matrix inequality ( [3] , [19] ). Next we state one more such generalization, apparently new. Standard techniques show that this inequality is equivalent to Theorem 5.2.
