We consider the Darboux problem for the hyperbolic partial functional differential (1), (2). In case X is any Banach space we give analogous theorem on the convergence of the Newton method.
Dxyz(X, y) f(x, y, Z(x,y) ), (x, y) E, z(x, y) gp(x, y), (x, y) E .
(1)
In this paper we consider classical solutions of (1), (2) . In other words a function z CI'*(E*; ) is said to be a solution of (1), (2) Dxyz(X, y) f(x, y, z(ao(x, y)), DxZ(al(x,y)), Dyz(a2(x,y))), (x,y) E, z(x, y) gp(x,y), (x, y) E E ,
wheref" E x IR IR, ai" E E*, and ai(x, y) (x, y) B for (x, y) 6 E, i=0, 1,2. This problem is a special case of (1) , (2) if we definefby the formula f(x, y, w) =f(x, y, w(ao(x, y) (x, y)), Dxw(al (x, y) (x, y)), Dyw(a2 (x, y) (x, y))).
In this paper we give sufficient conditions for the existence of two monotone sequences {u(m)},{v(m)} such that if z is a solution of (1),(2) then u(m)<_z<_v ( In the last section of this paper we also prove a theorem on the convergence of the Newton method for problem (1) , (2) in a Banach space. Also in this case we get convergence of the Newton type.
The method of approximating solutions of differential equations by their linearization was introduced by Chaplyghin in [4] . In the original Chaplyghin method only one approximating sequence was defined (cf. [11, 16] ). This method has been applied by Mlak and Szechter [12] to the system of the first order semilinear partial differential equations and has been extended to functional differential equations in [6, 8] .
Monotone iterative scheme for functional differential Darboux problem, but without linearization and consequently with slower convergence has been studied by Brzychczy and Janus [5] . The authors used the ideas presented in the monograph by Ladde et al. [9] (cf. also [10] [3] and Pandit [14] . In the last paper with help of the quasilinearization technique a quadratically converging successive approximations scheme is obtained under the monotonicity and convexity condition on the right-hand side. These methods have been also applied to higher order hyperbolic equations by Agarwal [1] and Agarwal and Sheng [2] , where in the latter paper the periodic solutions were investigated.
Note that the iterative (not necessarily monotone) method is often used in the theory of hyperbolic functional differential equations to prove the existence of solutions [7, 13, 15 Dxyu(X, y) <_ f(x, y, U(x,y) ) on E, u<,b onE , (3) and an upper function ofproblem (1), (2) on Eifreverse inequalities hold.
Remark 2 In the second condition of(3) itwould be sufficient assuming that we have Du(x, y) <_ Dv(x, y), Dyu(X, y) <_ Dyv(X, y) for (x, y) E and that u(-ao,-bo)< v(-ao,-bo). We use the relation of (3) for simplicity of notation.
We now state a theorem on functional differential inequalities which is analogous to the theorems in [9, 10] . Proof It is sufficient to prove that Dxu(x, y) < Dxv(X, y) and Dyu(x, y) < ayv(X, y) for (x, y) E.
Suppose for a contradiction that (4) (0) v (0) '(x,y) <* 1 , w <, (x,y)"
Remark 3 The simplest example of cr satisfying condition (2) 
respectively.
Then u <_, U <, <_, V <, v on E*, and also U, V are the lower and upper functions of problem (1), (2), respectively. Proof Note that since u, v are the lower and upper functions of (1), (2) we have v >, u on E*, by force of Theorem 2. This together with condition (i) ofAssumption H2 yields that the functions 7(" u), 7-/(. u, v) are nondecreasing in w. Since they are also Lipschitzean with respect to w we may use Theorem 2 for (. ;u) and 7(. u, v).
We first prove that u <_, U on E*. Since u is the lower function of (1), (2) we have Dxyu(x, y) < f(x,y,U(x,y)) (x, y, U(x,y); u), (10) where (x, y) E E. Comparing (10) with (8) and using (7) gives our claim. Analogously since v is the upper function of (1), (2) we have Dxyv(x,y) > f(x,y, V(x,y)) 7-[(x,y, V(x,y);U, v), (11) where (x, y)E E, and the inequality V <. v on E* follows by (11) , (9) and (7).
Next we prove u <. V on E*. Since u >. u we have by condition (ii) of Assumption H2 the inequality (12) where 0 E (0,1). Comparing (12) with (10) and (7) gives our claim.
Analogously as (12) we may prove 7"((x, y, U(x,y); u, v) >_ DxyU(x, y) which together with (10) and (7) 
on E. Comparing (13) with (14) and (7) gives our claim. The inequalities (13) and (14) mean that U, Vare the lower and upper functions of( ),(2), respectively. The inequalities U <, 5 _<, Von E we get easily comparing (13) and (14) with (1) and using (7), which completes the proof of (16) have been considered in [7, 13, 15] .
We show that the model offunctional dependence of (16) (1), (2) . The right-hand side of (16) 
"(x,y) <* w, # <, "(x,y), we have [f(x,y, w) -f(x,y, ')1 < Zllw 11,, (15) . In this case w.e may replace Assumption H4 with the assumption on existence of one function bE CI(E,N) satisfying consistency condition (15 We consider the sequence {u(m)} defined as follows:
(1) u()E CI(E*,X) is any function with restriction to E denoted by a(); 
which exists if Assumption H5 holds.
Remark 8 We call {u(m)} the Newton sequence since in case o (m) it is a sequence generated by the classical Newton method starting from u () for the operator F" CI(E*, X) CI(E*, X) defined by 
