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ABSTRACT

In this dissertation, we study the role of electrostatics in molecular recognition, ion
binding and pH-dependent phenomena. In this work that includes three different research
projects, the Poisson-Boltzmann (PB) model is used to describe the biological system and
Delphi (which is a popular tool for solving the PB equation (PBE)) to study the
electrostatics of biomolecular systems.
Chapter two aims to investigate the role of electrostatic forces in molecular
recognition. We calculated electrostatic forces between binding partners separated at
various distances. To accomplish this goal, we developed a method to find an appropriate
direction to move one chain of protein complexes away from its bound position, and then
calculated the corresponding electrostatic force as a function of separation distance. Based
on the electrostatic force profile (force as a function of distance), we grouped the cases into
four distinct categories.
Chapter three reports a new release of a computational method, the BION-2
method, that predicts the positions of non-specifically surface-bound ions. The BION-2
utilizes the Gaussian-based treatment of ions within the framework of the modified
Poisson–Boltzmann equation, which does not require a sharp boundary between the protein
and water phase. Thus, the predictions are done by the balance of the energy of interaction
between the protein charges and the corresponding ions and the de-solvation penalty of the
ions as they approach the protein. The BION-2 is tested against experimentally determined
ions’ positions, demonstrating that it outperforms the old BION and other available tools.
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Chapter four focuses on computationally investigating the pH-dependent stability
of several melanosomal membrane proteins and comparing them to the pH dependence of
the stability of TYR. We confirmed that the pH optimum of TYR is neutral, and we also
found that proteins that are negative regulators of melanosomal pH are predicted to
function optimally at neutral pH. In contrast, positive pH regulators were predicted to have
an acidic pH optimum.
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CHAPTER ONE
INTRODUCTION

In the first chapter we discuss the fundamental theories and tools that have been
used in the research which is presented in this dissertation.
1.1 Electrostatics in Molecular Biology
Electrostatic interactions are important features in biophysical processes, such as
protein-protein and protein-ligand associations. Thus, accurate and efficient treatment of
electrostatics is crucial to computational studies of biomolecular structures, dynamics, and
functions. However, modeling electrostatics in molecular biology is a complicated task,
due to the presence of water, mobile ions and irregularly shaped inhomogeneous biological
macromolecules. A particular approach to calculating electrostatics in biological systems
is to apply the Poisson-Boltzmann equation (PBE) [71] to study the importance of
electrostatic interactions and energies illustrated by particular biological phenomena such
as the salt-dependence of binding [72] and folding [73], pH-dependence [74], and pKa
shifts in proteins [75] and RNAs [76]. Modeling electrostatic interactions with
biomolecules, such as water molecules and ions, is always a challenge and it is still under
active exploration. Implicit solvation models are one popular method which models solvent
molecules in a structureless dielectric medium with a biomolecular solute in atomic detail.
In this method, the solvent and solute molecules have high and low dielectric regions,
respectively. Additionally, Gaussian-based smooth dielectrics do not have an interface
between solvent and solute. Because most atoms are used to represent solvent molecules
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in explicit all-atom simulations of biomolecular systems under physiological conditions,
modeling solvent molecules implicitly would allow higher computational efficiency
without sacrificing the atomic resolution for the biomolecules. Among all the attempts,
Poisson-Boltzmann equation (PBE) based implicit solvent models have proven to be
among the most successful and are widely used in computational studies of biomolecules

1.2 Poisson-Boltzmann (PB) formalism
Since macromolecules are made of thousands or even millions of atoms, with
different sizes and partial charges situated at short distances, Electrostatics play a profound
role in molecular biology. Also, as mentioned earlier, the biological macromolecules are
contained in the water phase in the presence of mobile ions. The Poisson-Boltzmann
equation (PBE) is commonly used to describe the electrostatic potential in this kind of
system [77-80]. The Poisson-Boltzmann electrostatics model combines the Poisson
equation with the Boltzmann Law. The Poisson equation (given in equation 1), relates the
displacement vector field with the charge density of the system and can be formally derived
from Maxwell’s first equation.
The electrostatic quantity is discussed in the next paragraph. The space that we are
interested in is occupied between macromolecules and water molecules with ions. For the
continuum electrostatics, the macromolecules and water phase are considered as
continuum media. To study such a system, electrostatic potential follows several
differential equations including the most important term which is called dielectric constant.
Here two main different dielectric models are discussed:constant dielectric function in a
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macromolecular model (traditional two-dielectric model) and water media and smooth
continuous function (Gaussian-based smooth dielectric model).
1.2.1 The traditional two-dielectric model

Consider a macromolecule. For example, a protein being immersed into a water
phase. The cubic domain is defined in three different regions which is labeled as Ω1, Ω2
and Ω3 in Figure 1. The first inner solute region, Ω1, is considered the macromolecule with
its boundary as the molecular surface. This region has a low dielectric cavity? with a
dielectric constant, ε1. The outer solvent region Ω3 is a water phase and considered to have
a high dielectric constant, ε3. In between these two regions, there is another region that is
labeled Ω2, which is termed Stern layer. This region has the same dielectric properties as
the bulk water, but ions are not allowed to penetrate that region, as illustrated in Figure 1a.
These methods clearly define the dielectric boundaries.

Figure 1.1. (a) Cartoon illustration of traditional two-dielectric model. The region colored
in cyan represents that which is occupied by the solvent and mobile ions and the green
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color represent the solute. (b) Schematic presentation of the dielectric distribution for the
Gaussian-based smooth dielectric model and the colored bar shows dielectric function
value changes from protein to solvent.
1.2.2 Gaussian-based smooth dielectric model
Since the Gaussian-based smooth dielectric model is a continuous distribution of
dielectric values in space, it is completely in opposition to the two dielectric model. It thus
makes sense to study a smooth dielectric PB model in which one avoids defining a solutesolvent boundary or molecular surface. Moreover, it is known that from the macromolecule
interior and moving toward the macromolecular surface and further into the water phase,
the ability of the corresponding medium to respond to the local electrostatic field constantly
increases. On the other hand, this implies that the dielectric value is the lowest (εin) at the
center of the macromolecular atoms and is the highest (εout ) in the bulk. This is illustrated
in Figure 1b. Note that there is no dielectric boundary and some space regions inside the
protein are assigned a high dielectric constant.

DelPhi is a software which provides numerical solutions to the Poisson-Boltzmann
equation for molecules of arbitrary shape and charge distribution.
These two dielectric models have been used for the research discussed in the next
three chapters. To investigate the role of electrostatic force in molecular recognition, we
performed computational investigation to calculate electrostatic force between binding
partners separated at various distances using two different dielectric models. It will be
discussed in chapter two. In chapter three, we introduce a new BION-2 method to predict
the non-specifically bound ions’ positions with a gaussian based dielectric model. In the
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last chapter, the focus is on a biological process in melanin synthesis for which pH
regulation and maintenance are essential. Our study focuses on how the pH changes from
acidic in the early stages of a melanosome, to a neutral pH in late stages. For that, pKa and
net charge were calculated using DelPhiPKa, a software developed by DelPhi.
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CHAPTER TWO
MODELING ELECTROSTATIC FORCE IN PROTEIN-PROTIEN RECOGNITION

2.1 Introduction
Electrostatics play an important role in molecular biology since they contribute to
protein folding and stability[1-3], protein-protein interactions[4], ion binding[5-6],
dimerization[7-8],

protein-DNA/RNA

interactions[9],

and

protein-microtubule

binding.[10-11] They are the major component in determining pKa values of ionizable
groups in proteins and DNAs/RNAs.[12-15] Furthermore, electrostatics have been
demonstrated to be implicated in diseases[16] since disease-causing mutations frequently
alter wild type electrostatic interactions.[17] Altogether, electrostatic energies and forces
are essential for molecular biology.[18]
As mentioned above, electrostatics is an important component of protein-protein
binding and recognition.[4, 7, 19-20] Overall, protein-protein recognition is a complex
process; involving a balance between entropy and enthalpy.[21-23] Both components
undergo changes as the partners approach each other from a free state to a bound state and
eventually physically bind. Among the enthalpy components, electrostatics play a
dominant role at the beginning of the recognition process when partners are far away from
each other. At distances larger than several water layers (a water layer is typically
considered to be about the average diameter of a water molecule: 2.8 Å), all other energies
and forces are practically negligibly small, and electrostatics are the only guide of
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recognition. As the partners approach each other, other energy terms become equally
significant and the outcome of the binding depends on their balance.
Macromolecular interactions, in particular protein-protein interactions, have been
studied by many groups previously, both computationally and experimentally.[24-27]
Some works have focused on the dynamics associated with binding, e.g. de-hydration[2830], and others have worked on predicting the binding mode via various docking or
homology based techniques.[31-37] Of particular interest to our work are the
computational investigations of Zhou et al, on the modeling association rates of
macromolecular binding.[38-41] In their approach, the ligand is positioned away from the
receptor such that only electrostatics contribute to the macromolecular interactions.[42]
This approach was also implemented into a webserver (http://pipe.sc.fsu.edu/).[43]
In this work, we focus on the role of electrostatics energies and forces in proteinprotein recognition. It was previously demonstrated that electrostatic factors contribute to
molecular binding via Coulombic and polar de-solvation energies.[22-23] Depending on
the charge distribution (both the net charge and the charge at the binding interfaces) the
Coulombic interactions may be favorable.[17, 44] The polar de-solvation energy is almost
always unfavorable, except for the rare cases that involve binding of molecules carrying
like charges.[45] Thus, in a typical case involving favorable Coulombic interactions, the
total electrostatic energy profile as a function of the distance between the partners is a
smooth curve with a minimum either at zero distance (bound state) or at a distance roughly
corresponding to the size of a water molecule.[46]
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When the interacting partners, being proteins, nucleic acids, lipids, small molecules
or residues, are separated by distances larger than several water layers, their interaction
energy is purely electrostatic in origin. It can be modeled via the screened Coulombic
interactions. For example, this can be done using DelPhi FRC module, which uses the
Poisson-Boltzmann (PB) delivered electrostatic potential to find the electrostatic potential
at any given point in the computational box. This is accomplished by charging one of the
interacting partners and obtaining the electrostatic potential on the atoms of the other
partner.By multiplying with the charge of the latter, the screened Coulombic interaction
energy can be computed. This approach is extensively used in computing pair-wise
interaction energies in several pKa’s prediction packages, such as MutiConformation
Continuum Electrostatics (MCCE)[47-50] and DelPhiPKa.[12-13, 51]
Once the screened Coulombic interaction energy is computed (via PB or other
methods), one can deliver the corresponding electrostatic force by taking a negative
gradient of it. This approach is extensively used in receptor-ligand docking modeling.
Recently we developed a tool, the DelPhiForce, which calculates the electrostatic force on
a target partner generated by the other partner(source).[52-53] In a series of works, it has
been demonstrated that the electrostatic force guides binding partners toward their binding
positions and orientations. Furthermore, it was pointed out that electrostatic force as a
function of the distance between the partners, is not monotonic. In case of a microtubule
binding domain (MTBD) which binds to a microtubule (MT), we demonstrated that the
electrostatic force of interaction is attractive when the MTBD is not physically bound to
MT, but becomes repulsive when there is a physical contact between MTBD and MT. A
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similar effect was found in the case of MTBD interacting with intrinsically disordered Ehooks of MT. This effect was referred to as a “soft landing” since the electrostatic force
de-accelerates the approach of MTBD towards the MT and reduces the landing speed.
Here we investigated the role of electrostatic forces on molecular recognition using
a large set of protein-protein complexes with available 3D structures. Particular emphasis
is paid on the electrostatic force profile as a function of the distance between the partners.
Thus, using the 3D structure of the protein-protein complexes, we moved one of the
partners away from the other one in a stepwise manner.At each step the electrostatic forces
between them were computed. The electrostatic force as a function of distance between the
partners renders an electrostatic force profile. We obtained these profiles using two
different dielectric distribution models: the traditional 2-dielectric PB protocol assigning
low dielectric constant of proteins and high dielectric constant of the water phase, and
Gaussian-based smooth dielectric function protocol implemented in DelPhi.[21, 54-55]
The goal is to identify common electrostatic force profiles and to use them to infer common
roles that electrostatics play in macromolecular recognitions.
2.2 Method
2.2.1 Dataset of Protein-Protein Complexes
The initial set of 603 protein-protein complexes was obtained from a database
created by Ray Luo’s group at UCI (http://rayl0.bio.uci.edu/rayl).[56] We previously used
this set to evaluate the parametrical and numerical factor that influences the electrostatic
component of binding energy.[19] A pre-processed dataset was created by selectively
extracting dimers.[19] Modified residues, present in some complexes, were mutated back

9

to their wild type residues as mentioned in their PDB file’s header. Furthermore, the
proteins with missing terminal residues and duplicated residues were removed. The rest of
the protein complexes were then protonated to allow ARG/LYS and GLU/ASP residues to
bear a net charge of +1 and -1 respectively. 500 steps of steepest descent minimization was
performed on the complexes using NAMDv2.9 [58] with the Generalized Born implicit
solvent (GBIS) model [59-61] in conjunction with CHARMM force field.[57] The ion
concentration was set to zero. The value of 12 Å was selected to calculate the Born radii
based on the extent of desired de-screening outlined by the Bashford–Case model [59-61]
used in NAMD. Furthermore, the cut-off for non-bounded forces was set to 14 Å and all
the other requisite parameters were kept at their default values.

2.2.2 Finding the direction of separation
Since the goal of the investigation was to model the role of electrostatics in the
bound and unbound states, we generated a set of configurations of a complex where the
partners were separated at various distances. It is understood that the binding process is a
complicated event that involves small or large conformational changes. It is also
understood that the binding trajectory does not have to be a straight line and that binding
partners may recognize each other via alternative trajectories. However, modeling the
conformational changes and different binding trajectories was not the main focus of this
work. Instead, we restricted this investigation to cases that do not involve large
conformational changes and we assumed that binding partners preserve their conformation
in bound and unbound states (called the-body protocol). In addition, we also assumed that
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the binding occurs via a single trajectory, which is a straight line, more or less
perpendicular to the binding interface. For the purpose of generating positions for unbound
monomers, we developed a protocol to separate bound monomers at various distances
along a certain direction of separation (see Figure 1a for schematic representation of the
protocol). The first step was to find the direction of separation for a protein complex with
a flat binding interface (Figure 2a). We identified all the atom pairs (atom from partner A
and atom from partner B) that are within a cut-off distance (5Å, dij< 5Å in Figure 2a).
⃗⃗⃗⃗⃗𝑖𝑗 )
Based on the pair coordinates of the atom “i” and “j” in each pair, we defined a vector (𝑈
that connects their centers. The separation direction (vector) of that complex was defined
⃗⃗⃗⃗⃗𝑖𝑗 ) divided by the
as the average of all the ⃗⃗⃗⃗⃗
𝑈𝑖𝑗 , i.e. the vector sum of atom pairs vectors (𝑈
number of atom pairs (n). The resultant vector 𝐴 can be expressed as:

Ā =(

⃗⃗⃗⃗⃗⃗𝑖𝑗
∑𝑈
𝑛

)

(1)

(a)

(b)

Figure 2.1. Schematic presentation of the protocol used to separate the binding partners
in protein-protein complex. (a) Hypothetical case with a flat binding interface and (b) case
of a binding interface which is not flat. Black dots show the atom pairs across the binding
surface that lie within some cutoff distance. Atoms pairs are connected with black lines.
If the binding interface is not flat (Figure2.1b), one can apply the above-mentioned
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approach as well. The outcome depends on the geometry and packing. Another factor to
consider is the conformational changes induce by binding. In some cases, the bund
molecules could not be separated without introducing artificial overlaps and were deemed
unfit for this particular study. Such cases were removed from the dataset.

2.2.3 Procedures to remove cases that are not appropriate for this study (pruning
the dataset).
Two protocols were applied to identify such cases. A complex was considered
unsuitable if (a) the separation caused atomic overlaps between atoms of partners, (b) the
separation resulted in sliding of one of the partners over the other.

(a)

(b)

Figure 2.2. The schematic diagram for a protein complex. (a) Gray and black lines show
the atom pairs in protein complex at bound state and after separating monomer by 1Å
distance. The separated bound monomer direction is shown by bold arrow. (b) schematic
representation of a case of protein complex in which the separated monomer slides over
its partner (this is an indication of a wrong direction of separation).

Removing cases with atomic overlaps:
The above protocol was designed to identify pairs of atoms across the binding interface
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which lie within some cutoff distance. That ideally means that if the protein chains are
separated in a correct direction, the distance between atoms in these pairs should only
increase after separation (supplementary material, Figure 2.2a). To check for that, we
recomputed these pair-wise distances after the protein chains were separated by 1Å. If more
that 80% of these distances were larger than in the bound state, the protein complex was
retained in the dataset, otherwise it was removed (supplementary material, Figure 2.3).

Figure 2.3. The removed protein complex from the dataset, considering the evolution of
distance of selected atom pairs. Red and blue color shows two chain of the protein complex.

A second pruning was made by considering the partners already separated at a distance of
10Å (Figure 2.2b). In that configuration, we computed the distance between atoms of the
partners and if a pair with a distance less than 4 Å was found, the complex was removed
for the dataset. Examples of such cases are provided in Figure 2.4.
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Figure 2.4. The removed protein complexes from the dataset, considering sliding. Blue
and pink are the chain 1 and 2 respectively in protein complex and chain 1 is the fixed.
Chain 2 is separating based on to our method. Pink and red color show protein at bound
and separated by 10 Å respectively.

Filtering protein complexes by average distance:
Due to the complex shape of some of the interfaces, the direction of separation may
not have been correctly detected by our simple method. Thus, a second screening protocol
was applied to remove such cases. It was done by calculating the average distance of atom
pairs (known atom pairs found from the method of separation) at each distance of
separation. Details of this computation are provided in the supplementary material.
Essentially, one expects that if the direction of separation is correctly predicted, the
averaged distance between all the atom pairs should be a linear function of separation
distance and the slope of the line should be 1 (Figure 2.5).
In the average distance method, the slope of the average distance vs separation graph was
determined. It was done by calculating average distance of atom pairs (known atom pairs
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found from method of separation) in each separation for a given protein complex. The
average distance was calculated as follows: 𝐷𝑘 =

⃗⃗⃗⃗⃗⃗𝑖𝑗 |
∑|𝑈
𝑛

Where, 𝐷𝑘 is the average distance and ⃗⃗⃗⃗⃗
𝑈𝑖𝑗 is distance in atom pair.

Figure 2.5. The schematic diagram of two protein complexes, separated at various
distances ((a) and (b)), and separation direction is representing in arrows. (c) The average
distance vs separation for the above two cases ((a) and (b)) shown in blue and red lines,
respectively.

Figure 2.7 shows the distribution of the slope over 550 protein complexes. For the purposes
of this study, we removed all cases with slope less than 0.8. Some examples are provided
in Figure 2.6.

Figure 2.6. The protein complexes at its bond state, including the slope of the fitting line.
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After the pruning protocols, the total number of protein complexes in the dataset was
reduced to 275. The list is provided in the Appendix A.

Figure 2.7. The fitting line slope distribution of 550 protein complexes.

2.2.4 Smooth Gaussian-based dielectric function
The energy and electrostatic force were calculated using two different models: twodielectric model and Gaussian-based dielectric model. In the Gaussian-based dielectric
model, the dielectric constant from the macromolecule region to the solvent transfers
smoothly. Given a macromolecule immersed in a water (solvent), the density of an atom i
is represented by a Gaussian distribution (atomic density at position r generated by atom
i)[62],
𝜌𝑖 (𝑟) = 𝑒𝑥𝑝 [−𝑟𝑖2 /(𝜎 2 . 𝑅𝑖2 )],

(1)
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where 𝜌𝑖 (𝑟) is the density at position r, 𝑟𝑖 is the distance between the center of the atom i
and position r, 𝑅𝑖 is the vdW radius of atom i, and σ is the relative variance. Then, the total
atomic density is calculated as follows:
𝜌𝑚𝑜𝑙 (𝑟) = 1 − ∏[1 − 𝜌𝑖 (𝑟)],

(2)

𝑖

Where 𝜌𝑚𝑜𝑙 (𝑟) is the total atomic density at position r produced by the whole molecule.
According to Eq. 2, the density of the overlapping regions is higher than in each of the
single atoms. However, the probability varies between 0 to 1. Finally, the smooth dielectric
function derived using atomic density distribution:
𝜀(𝑟) = 𝜌𝑚𝑜𝑙 (𝑟). 𝜖𝑖𝑛 + (1 − 𝜌𝑚𝑜𝑙 (𝑟)). 𝜖𝑜𝑢𝑡

(3)

In this equation 𝜀(𝑟) is the dielectric distribution of the molecule. 𝜖𝑖𝑛 and 𝜖𝑜𝑢𝑡 are the
reference dielectric value for the molecule and solvent respectively.
2.2.5 Calculating electrostatics forces
The goal of this work was to calculate electrostatic forces acting between partners
in a bound state (physical binding) and unbound state marked by various separation
distances. It was done using DelPhiForce and the corresponding force is termed interaction
force (Fint). The forces were calculated under two different descriptions of the dielectric
property of the system (proteins and water phase). In the first approach, termed as the
traditional 2-dielectric model, the proteins were considered to be uniform low dielectric
cavities immersed in a water continuum with a high dielectric constant and a sharp
dielectric jump at the protein-water interface. In the second approach, the dielectric
properties of the system were modeled via a smooth Gaussian-based dielectric function,
which ensures there is a smooth transition of dielectric vale between protein and water,
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including cases in which there is no physical binding.[62] In addition, the protein
themselves feature an inhomogeneous dielectric distribution as opposed to a single
dielectric constant characterizing all of its volume (see [63-64] for more details).

DelPhiForce delivered electrostatic force has three components which are along the
x, y, and z directions. They were used to find the total force and then the total force was
projected onto the direction of separation.

Since the modeling is done as a function of the distance between the partners, it is
efficient to compute the total electrostatic energy (coulombic and polar de-solvation
energies) and to take the negative gradient to obtain the corresponding forces. Thus, the
total electrostatic association energy was computed as the energy difference between
molecules being at a particular distance (including distance equal to zero, physically bound
state) and free state (unbound molecules). Such an energy difference will be termed
electrostatic energy of association, which at a physically bound state is the electrostatic
binding energy (eq. 4). Once the electrostatic association energies were obtained, we took
the gradient to deliver the association force, Fene (eq. 5).

The electrostatic component of association energy for a protein complex (∆𝐸𝑒𝑙𝑒 ),
with two chains (1 and 2) is given by the difference of the total electrostatic energy of the
complex (Ecomplex) and of the free molecules (E1 and E2) as:
∆𝐸𝑒𝑙𝑒 = 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 − 𝐸1 − 𝐸2

(4)
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Here 𝐸𝑐𝑜𝑚𝑝𝑙𝑒𝑥 , 𝐸1 and 𝐸2 are the total electrostatic energies of the complex and the
individual monomers, respectively[65]. When treated using the 2-dielectric model, the total
electrostatic energy of any system was obtained as the sum of the polar solvation energy
and the Coulombic energy. When treated using the Gaussian-base dielectric model, the
same was designed by the system’s grid energy. All of these energies were computed using
DelPhi.[54,55] From the electrostatic component of the association energy, we obtained
the electrostatic force as:

𝐹𝑒𝑛𝑒 = −𝑔𝑟𝑎𝑑(∆𝐸𝑒𝑙𝑒 )

(5)

It is anticipated that at large distances, e.g. at distances of 10 Å, Fint and Fene will be the
same, since at such distances the de-solvation energy is practically zero. However, as the
distance between partners decreases, the de-solvation energy increases and one should
expect that Fint and Fene will be different.

2.3 Results
Using the method described above, the chains of protein complexes were separated
at distances varying from zero to 10 Å, in steps of 1Å. Several cases are illustrated in Figure
2.8 in the supplementary material. For each complex, we computed the corresponding
energies and forces and plotted them as a function of the distance between monomers,
resulting in a force profile. Each force profile was analyzed in terms of the following
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characteristics: (a) at what distance the force along the direction of separation was at its
minimum (most attractive force) and (b) does it change its sign as a function of the distance
(attractive vs repulsive). Based on these features, we have outlined the results for Fint and
Fene separately, as presented below.

Figure 2.8. Example of three proteins complexes at bound state and being separated by 10
Å. Blue-red, protein complex at bound state. Blue-purple, after separating by 10Å.

2.3.1 Electrostatic force of interaction (Fint)
The analysis of the Fint (traditional two-dielectric model) profiles resulted in four
distinct categories. We term them as (a) maximum attraction force at a particular distance;
(b) maximum attraction force in the bound state; (c) soft landing and (d) repulsive force.
Representative Fint profiles are shown in Figure 2.9.

In case of maximum attraction force at a particular distance (Figure 2.9a), the force
profile is a smooth function with a single minimum, corresponding to negative Fint
(attractive force). At large distances, the force is small and as the distance decreases, it
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becomes more negative reaching maximal absolute value at a particular distance (D1).
Further decreases of the distance until physical binding (d=0) makes Fint less attractive.

Next is the case of maximum attraction force in the bound state (Figure 2.9b). The
Fint profile is a smooth curve attaining maximum absolute value in the bound state (d=0).
In this case, Fint provides constant assistance for the binding and the contribution is the
largest at the bound state.

The third case is that of soft landing (Figure 2.9c), where the Fint profile has a
minimum at a particular distance where Fint is attractive.As the distance decreases further,
the Fint becomes repulsiv e(positive). Following our previous work, we term those as “soft
landing”.[11, 66] The reason for that is that Fint slows down the approach of the partners
toward each other and thus provides soft binding.

Last is the case of a repulsive force (Figure 2.9d). As it can be seen, the Fint profile
is a smooth curve, but it is always repulsive (positive). Obviously in such cases, the
electrostatics arenot the driving force for binding.
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Figure 2.9. Representative examples of Fint profiles obtained using the 2-dielectric
model: (a) maximum attraction force in the particular distance (b) maximum attraction
force at a bound state (c) soft landing (d) repulsive force.

Additionally, we have identified three distinct categories of force profiles (Fint) (the
category “soft landing” was not found in the current dataset) from the Gaussian-based Fint
profiles (Figure 2.10). In addition to having only three categories, another difference is that
the magnitude of the corresponding forces is smaller than in the case of the 2-dielectric
model. This is due to a larger value of the dielectric function between monomers being at
a short distance as opposed to the 2-dielectric model. Note that these results were obtained
with a particular parameter of the Gaussian function, namely sigma=0.7. In our previous
work we demonstrated that sigma=0.7 is the optimal parameter for modeling pKa’s of wild
type residues[13, 51], while sigma=0.93-0.96 was found to be the best for small molecule
energy transfers and pKa’s of mutants.[13, 54-55] If one uses sigma=0.93, then Gaussian-
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based DelPhiForce finds the same four categories described for traditional 2-dielectric
approach (Figure 2.12).

Figure 2.10. Representative example of Fint profiles obtained using the Gaussian-based
dielectric model: (a) maximum attraction force at a particular, (b) distance maximum
attraction force in the bound state, and (c) repulsive force.

2.3.2 Force calculated via association energy (Fene)
The association energy includes coulombic and de-solvation energies; hence its
gradient has two components. The de-solvation energy is expected to vanish at large
distances, like at 10 Å, and thus Fene should be equal to Fint. In this section, we will use the
Fint categories described above and will compare them with Fene (Figure 2.11, 2.13 and
2.14). The first observation that can be made is that indeed at large distances both protocols
deliver identical or very similar forces (within numerical error). The second observation is
that the Gaussian-based forces are much smaller in magnitude than forces delivered via a
traditional 2-dielectric model. The magnitude of forces at d=10 Å is small due to the
screening offered by the water phase and ranges from zero kT/Å to 8 kT/Å. As the distance
decreases, at about d=5Å, one sees that Fint and Fene calculated with the traditional protocol
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are different (Figure 2.11 and 2.13). The Fene in four representative cases exhibits a welldefined “bump”, making the Fene repulsive force. Analysis of the corresponding association
energy profiles indicates that this is due to the de-solvation penalty. While the de-solvation
penalty is almost zero at d > 5Å, it becomes more and more pronounced at d < 5Å, resulting
in a change of the electrostatic association energy that causes electrostatic repulsion. The
smallest effect is seen in cases of complexes with the same polarity charges, i.e. the cases
where Fint is repulsive at large distances (Figure 2.13d). As the distance decreases further,
two additional effects take place: (1) direct Coulombic interactions become stronger
because the screening of the water is reduced and (2) de-solvation energy becomes
favorable for some complexes made of the same polarity partners. As a result of increased
Coulombic interactions, Fene reverses its trend and becomes attractive again for cases where
electrostatics favor the binding (Figure2.11a, b, c). In terms of “soft landing”, the Fene, has
two repulsive regions: the first one occurs at distances 2-4 Å (Figure 2.13b), and the second
at the binding position (d=0 Å).

An interesting phenomena is observed for cases where the electrostatics disfavor
the binding (Figure 2.10d). While the Coulombic interactions at short distances are
repulsive, due to a favorable change of solvation energy, the Fene becomes slightly attractive
(Figure 2.13d). Such a favorable “de-solvation” effect was previously described in Ref.[45]
It is attributed to stronger interactions with water when the same polarity partners form
tight complexes compared with their interactions with water in the unbound state.
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Turning our attention to forces computed with a Gaussian-based smooth dielectric
function, one can see that Fene profile is much smoother than of Fene calculated with
traditional 2-dielectric model (Figure 2.14,2.15). There is no “bump” at d=2-4A, which
was observed in the case of a traditional 2-dielectric model (except for the case shown in
Figure 2.14b). The reason is that the dielectric function between monomers in the case of
the Gaussian-based model does not exhibit a sharp jump when the distance between the
interfaces is about the size of a water molecule (this was discussed in detail in our previous
work62). One observes that the profiles are quite dependent on the choice of sigma. If
sigma=0.7, the force profiles of Fint and Fene are similar, while if sigma=0.96, they are quite
different. The main difference is at sigma=0.96, Fene is calculated to be positive (repulsive)
at a bound position. Large sigma effectively means that the size of the macromolecules
increases and thus their binding interface increases as well, resulting in a larger desolvation penalty compared with cases with small sigma. This is the reason for Fene to be
positive in a bound state if sigma=0.96. It should be clarified that this observation should
be considered with caution, since it depends on the dataset. If such an investigation were
done for a protein complex that is electrostatically driven like barnase-barstar, the
calculated Fene via the Gaussian-based dielectric model would be attractive for all distances.
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Figure 2.11. The electrostatic forces (Fint and Fene) profiles, (a) maximum attraction force
at a particular distance (b) maximum attraction force in the bound state (c) soft landing
(d) repulsive force.

2.3.3 Electrostatic profile types and corresponding charges
In this paragraph, we present our findings about the relationship of the four
categories of force profiles (based on the traditional 2-dielectric model to calculate Fint)
with the polarity of the net charge of the monomers and their interfaces. Table 2.1 provides
information about the total number of cases in each category and the number of cases with
the same polarity, different polarity and zero charge of the partners, in terms of the net
charge and the charge of the corresponding interfaces. One can see that the vast majority
of the cases correspond to forces being maximal in the bound state, while the other
categories are less represented. There appears to be a tendency for cases with a force that
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is repulsive to also be made of monomers with the same polarity of charge, which is
overcompensated for by the large fraction of cases having opposite polarity of the interface.

(a)

(b)

(c)

(d)

Figure 2.12. The graph for Gaussian-based Fint profiles (σ =0.96): (a) soft landing (b)
maximum attraction force at a particular distance (c) repulsive force and (d) maximum
attraction force at bound state.
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Figure 2.13. Representative of Fint and Fene profiles (traditional) are shown in green and
blue line respectively: (a) maximum attraction force at a particular distance (b) maximum
attraction force at bound state (c) soft landing (d) repulsive force (classification based on
Fint).

Figure 2.14. Representative of Gaussian(σ=0.70) Fint and Fene profiles are shown in blue
and red line respectively: (a) maximum attraction force at a particular distance (b)
maximum attraction force at bound state (c) repulsive force (classification based on
Gaussian-based Fint).
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Figure 2.15. Representative of Gaussian(σ=0.96) Fint and Fene profiles are shown in green
and blue line respectively: (a) soft landing (b) maximum attraction force at a particular
distance (c) repulsive force (d) maximum attraction force at bound state (classification
based on Gaussian model Fint). The red dash lines show the zero line to guide the eye.
Categories

#
PDB

Same polarity of
the partners (%)

Zero charge on one
of the partners (%)

Opposite charge on
the partners (%)

Total

Binding

Total

Binding

Total

Binding

charge

surface

charge

surface

charge

surface

files

Max_F_at bound position

204

35.0

30.70

20

7.92

45.0

61.39

Max_F at particular distance

16

30.0

35.00

25

25.00

45.0

40.00

Soft landing

35

40.0

37.14

23

8.97

37.0

54.29

Repulsive

20

46.5

12.50

20

25.00

33.5

62.50

Table 2.1 The percentage of the polarity of net and interfacial charges of partners for
each protein complex.
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2.4 Conclusion and Discussion
This work investigated the role of electrostatic force in molecular recognition, and
we would like to emphasize that the focus is on recognition, rather than on binding. Thus,
the role was evaluated along a plausible trajectory, not just at the bound state. Thus, while
there are many papers dealing with the role of electrostatics in macromolecular binding,
they typically address the question “does electrostatics facilitates the binding”.[9, 19-20,
67-70] Here we turned our attention to the electrostatic force contribution to the
macromolecular recognition by computing electrostatic force along a plausible binding
trajectory via numerous protocols. The goal was to investigate if electrostatic force as a
function of separation distance follows Coulomb’s law, and its magnitude is inversely
proportional to the square of distance. Two electrostatic forces were modeled: electrostatic
force of interactions (Fint) and the electrostatic force delivered as a negative gradient of
electrostatic association energy (Fene).

It should be said that Fint and Fene are different and reflect different aspects of the
association process. The Fint demonstrates how the receptor attracts/repels the ligand along
the ligand trajectory toward the binding pocket of the receptor. The Fene indicates how the
total electrostatics of the combined system made of a receptor, ligand and solvent, affects
the ligand approach toward the receptor.

The results indicate that if one applies the traditional 2-dielectric or Gaussian-based
protocol with large sigma, four scenarios (four force profiles) can be identified for Fint.
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Two of them, profiles termed “maximum force at bound state” and “repulsive force”, in
general follow the standard Coulomb inverse square distance formula. However, the other
two, namely “maximum force at a particular distance” and “soft landing” have much more
complicated distance dependence. This is especially noticeable for the “soft landing” case,
where the force reverses its direction as the distance decreases, from being attractive to
being repulsive at short distances. If one takes the Fene on the same representative
complexes, the resulting profiles are dramatically different at short separation distances. In
all cases considered in this study, the Fene calculated with traditional 2-dielectric protocol
has a positive bump (peak of repulsive force) at a distance of about 2-4 A (the average size
of a water molecule). This is due to the traditional 2-dielectric protocol; if the water
molecule cannot geometrically propagate in-between the separated monomers, then the
space is filled with a low dielectric media (with the dielectric constant of the solute) and
this results in a large increase of the de-solvation penalty. This is the reason for the positive
peak of the Fene at short distances. Even more, because of this sharp increase of de-solvation
penalty, one no longer observes the case of “soft landing”, since the negative (attractive)
peak of force seen in the Fint profile at a particular distance is now overwhelmed by the
large de-solvation penalty.

Turning our attention to results for Fint obtained with the Gaussian-based smooth
dielectric function with small sigma, one sees that in our dataset we cannot detect a case
that can be classified as “soft landing”. It should be recalled (Table 2.1) that “soft landing”
cases outlined above for the traditional 2-dielectric model and Gaussian model with large
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sigma, were representing complexes mostly made of monomers with the same polarity
charge but having complementary polarity on interfaces. Thus, at short distances the
favorable electrostatic interactions across the interface in the traditional 2-dielectric
protocol and Gaussian protocol with large sigma, are very strong due to the low dielectric
between interfaces (water is not able to penetrate in-between the monomers). In contrast,
in the Gaussian-based protocol with small sigma, the space in-between the monomers are
occupied by a relatively high dielectric constant62 even when situated at short distances,
which reduces the favorable interactions and thus does not allow for force minima.

Switching to Fene, calculated with the Gaussian-based protocol, one sees that only
two cases can be identified: “maximal force at a bound state” and “maximal force at a
particular distance”. Similarly, to the traditional 2-dielectric protocol, the “soft landing”
case is not observed. Interestingly, Gaussian-based protocol of computing Fene does not
indicate a case of “repulsing” force. The reason is that our dataset of protein-protein
complexes contains mostly complexes made of oppositely polar monomers, but their
interfaces carry opposite polar charges. Thus, having a relatively high dielectric constant
in between monomers facilitates interfacial interactions while having little effect on
repulsive interactions between same polarity monomers.

While the force profiles calculated with Gaussian-based protocol depend on the
selection of sigma, their magnitude is smaller than those calculated with the traditional 2dielectric model. Still the main message is that the force profiles are quite irregular. It is
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understood that this statement is based on the assumption that the ligand approaches the
receptor via a straight trajectory perpendicular to the binding interface. In many cases, such
a single trajectory may not be reflective of an actual recognition process. However, we
simply want to demonstrate that electrostatic forces contribute to the recognition in a very
complex way and their magnitude and direction may change as the ligand approaches the
receptor. Taking into consideration all other forces contributing to the binding, including
van der Waals (vdW) forces, it can be generalized that the binding process involves
complex interplay of forces to assure that physical docking does not result in a large strain
across the interface.
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CHAPTER THREE
BION-2: PREDICTING POSITION OF NON-SPECIFICALLY BOUND IONS ON
PROTEIN SURFACE BY A GAUSSIAN-BASED TREATMENT OF ELECTRONICS
3.1 Introduction
Ions are an important component of biological systems as they interact with
macromolecules and directly participate in a wide range of reactions [81-83]. In molecular
biology, ions can be broadly grouped into two categories: mobile ions in the water phase
and ions bound to the corresponding macromolecule. The mobile ions in the solvent freely
move in response to the electrostatic environment and their major role is to provide
screening of electrostatic interactions [84-85]. On the other hand, the ions bound to
macromolecules are involved in specific interactions with macromolecular moiety and play
roles in catalysis, electron/proton transfer reactions and structural stability[86-88]. In
between these two well distinguished categories are ions that are weakly bound to
macromolecular surfaces, without being involved in specific chemical interactions and
having low residential time - the non-specifically surface-bound ions[89]. This work
focuses on such types of ions and reports a new development of an algorithm, the BION-2
algorithm, that predicts positions of non-specifically surface-bound ions.

The role of non-specifically surface-bound ions in molecular biology is well
documented. Thus, Ca2+ and Mg2+ ions non-specifically bind to backbone phosphate
oxygen atoms of nucleic acid[90-92]. The binding reduces the electrostatic repulsion
between adjacent phosphate groups and stabilizes pairing and base stacking[93-94]. The
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non-specifically surface-bound ions were found to be key regulators for protein-protein
binding and pH-dependence of the binding affinity[95],affecting ion-induced filament
formation16 and to alter macromolecular dynamics[97]. Surface-bound ions are essential
for reducing the effective net charge of macromolecules and their effect is manifested via
Zeta potential[98-99]. It was demonstrated that accounting for surface-bound ions is crucial
for modeling experimentally measured Zeta potential for various proteins[100]. The list of
examples can be extended; however, it is evident non-specifically surface-bound ions are
essential for many biological processes.
Having in mind the importance of non-specifically surface-bound ions in biology,
significant efforts were invested to determine or predict their positions. From an
experimental point of view, the main obstacle is that such ions have low residential time
and experience large thermal fluctuations. Furthermore, X-ray based experimental
techniques require crystals to be grown, and some of the ions could be simply artifacts of
crystal packing and high-salt concentration typically required for growing crystals. On the
other side of the spectra are computational models to predict positions of non-specifically
surface-bound ions. To the best of our knowledge, the BION[101-102] is the only publicly
available resource for predicting such types of ions (excluding recent work12 which
however does not provide web service), while many other predictors deal with specifically
bound ions[103-104].
In this work we report a new development of BION[101-102], the BION-2, which
is a method and a web server to predict non-specifically surface-bound ions. The
development takes advantage of a Gaussian-based smooth dielectric function in
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DelPhi[105-109]. This allows the energy function that evaluates the possibility that a given
site holds an ion to be made of two important components: (a) electrostatic energy of
interaction between the candidate ion and the charges of the macromolecules and (b) desolvation penalty the ion should pay by approaching the macromolecular surface.

3.2 Methods
3.2.1 Database of protein structures
To benchmark BION-2 predictions, we used a previously compiled set of X-ray
structures

with

surface-bound

ions9,

22(http://compbio.clemson.edu/downloads

DatabaseFixProOrig.tar.gz). An attempt was made to include NMR structures as well, but
we were unable to find surface exposed ions. The X-ray dataset comprises 446 proteins in
total, including 47, 29, 153, and 224 proteins and 51, 35, 161, and 267 ions for Ca2+, Zn2+,
Cl-, and Mg2+, respectively.
3.2.2 Ions treatment in the framework of Gaussian-based smooth dielectric function.
In the Gaussian-based smooth dielectric model, the solute and solvent are treated
on the same footage via a smooth Gaussian-based dielectric function. It ensures that a
smooth transition of the dielectric properties occurs from the macromolecular interior to
the water phase. The idea is to represent each atom as an atom centered Gaussian density
function (Eq 1) as opposed to a hard sphere[106, 108-109, 112].
−|𝑟 −𝑟𝑖 |2

𝑔𝑖 (𝑟) = 𝑒𝑥𝑝 [

𝜎 2 𝑅𝑖

2

]

(1)

where 𝑟𝑖 is the center of the ith atom, Ri is the Van der Waals radius of the ith atom and σ is
the relative variance. Then the total density function (𝑔(𝑟)) for multiple atoms is given by:
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𝑁

𝑚
𝑔(𝑟) = 1 − ∏𝑖=1

[1 − 𝑔𝑖 (𝑟)]

(2)
where Nm stands for the total number of atoms.
At the end, the smooth dielectric function throughout the space is defined as:
𝜖(𝑟) = 𝑔(𝑟)𝜖𝑖𝑛 + (1 − 𝑔(𝑟))𝜖𝑤

(3)

where, 𝜖𝑖𝑛 and 𝜖𝑜𝑢𝑡 are internal and external reference dielectric constants in the
macromolecule and water, respectively.

Since there is no sharp boundary between the solvent and solution in the Gaussianbased smooth dielectric function model, the treatment of mobile ions in the water phase
requires modification of the Poisson-Boltzmann equation (PBE) so as not to allow ions to
penetrate into the solute interior. Recently, we introduced a modified PBE that penalizes
ions present in space regions occupied by protein atoms via de-solvation penalty within the
Boltzmann factor[107]:
𝛻 ∙ [𝜀(𝑟)𝛻𝜑(𝑟)] = −4𝜋 (𝜌𝑠𝑜𝑙𝑢𝑡𝑒 (𝑟) + ∑𝑁
𝑖=1

−𝑞𝑖 𝜑(𝑟)−∆𝐺𝑠𝑜𝑙𝑣

𝑞𝑖 𝑐 𝑏𝑢𝑙𝑘 𝑒𝑥𝑝 (

𝑅𝑇

))

(4)

where 𝜀(𝑟), 𝜑(𝑟), and 𝜌𝑠𝑜𝑙𝑢𝑡𝑒 (𝑟) are the dielectric constant, electrostatic potential, and
charge density of solute at given locations, respectively - 𝑞𝑖 is the ionic charge, 𝑐 𝑏𝑢𝑙𝑘 is the
ion concentration in bulk solvent, ∆𝐺𝑠𝑜𝑙𝑣 is the solvation penalty term for ions, R is the
ideal gas constant, and T is the temperature. The de-solvation penalty, ΔGsolv, is calculated
via the following formula:
∆𝐺𝑠𝑜𝑙𝑣 =

𝑁𝐴 𝑧 2 𝑒 2
8𝜋𝜀0 𝑟0

1

1

𝑟

𝑤

(𝜀 − 𝜀 )

(5)
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where 𝑁𝐴 is the Avogadro constant, z is the valence of the ion, e is the elemental charge,
𝜀0 is the permittivity of vacuum, 𝑟0 is the effective radius of the ion, 𝜀𝑟 is the dielectric
constant at a given location, and 𝜀𝑤 is the dielectric constant of bulk water. For
computational efficiency, the effective ion radius is approximated using 2.0Å for both
cations and anions.
3.2.3 Electrostatic potential map calculations
Electrostatic potential 3D distribution (electrostatic potential map) was obtained
with DelPhi applying the following parameters: scale = 1 grid/Å; percent of protein filling
of the cube = 70%; Gaussian-based smooth dielectric function; a reference dielectric
constant of 2 for the protein; and 80 for the solvent; the ionic strength was varied from 0.1
to 0.5 M. Ions and all other hetero atoms were deleted form the corresponding PDB files.

3.2.4 Algorithm for predicting ion’s position.
The predicting algorithm utilizes a DelPhi calculated electrostatic potential map
and analyzes all grid points outside the van der Waals (vdW) surface of the protein. The
decision of placing an ion at a given position is based on the energy formula provided
below that combines the strength of electrostatic interactions between the ion and protein
and adds the de-solvation penalty for the ion due to its reduced solvation energy when the
ion is close to protein atoms:
𝐺(𝑠) = 𝑞𝑖𝑜𝑛 𝛷(𝑠) +

𝑁𝐴 𝑧 2 𝑒 2
8𝜋𝜀0 𝑟0

1

1

𝑟

𝑤

(𝜀 − 𝜀 )

(6)

One can note that this is the argument of the Boltzmann factor in the corresponding
modified PBE (eq. 4). Thus, the first term in eq. (6) is the energy of interaction between
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protein charges and the ion calculated as the product of the electrostatic potential (𝛷(𝑠))
calculated at each grid point and the charge of the ion (qion). The second term is the desolvation penalty, eq. (5), where er is the averaged dielectric value at the corresponding
grid point, averaged over the six neighboring midpoints. This formalism, i.e. eq. (6), is
along the lines of the Gaussian-based approach in DelPhi that does not consider the sharp
border between solute and solvent. In this case it assigns a smooth de-solvation penalty
function to prevent ions from going inside the solute.
The eq. (6) is used to assign value G(s) for each grid point outside the vdW surface
of the solute (note that the grid points near the solute will have highest G(s), since the
electrostatic potential quickly decays away from the protein charges). Then a heap-sort
technique is used to rank each grid point based on the corresponding G(s), resulting in a
priority queue. The most prioritized, and therefore the most highly ranked site, is the one
with the lowest value of G(s) (note that negative value makes the energy favorable). To
reduce memory usage, only sites with a negative value of G(s) are stored and the rest is
discarded.
From the priority queue, sites are “popped” in the order they are stored to check for
plausible vdW clashes. Thus, each “popped” site’s prospect of steric clash with the
protein’s vdW surface is measured by comparing its distance from the nearby protein atoms
(r(S,A)) and the sum of their vdW radii (Rion and Ratom), i.e. a site is discarded if
r(S,A)<Rion+Ratom. If successful, the site is then checked for its proximity to all the other
predicted sites by ensuring that the distance between the two is greater than 6Å (≳2Rion).
If a site successfully passes these two tests, it is outputted as a prospective site and assigned
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a new rank. As mentioned, the lower the rank, the better suited a site is to hold an ion in
question around that protein.
The number of prospective sites outputted by the refined program is limited by a
maximum, which a user can provide. For each output site, their coordinates and ranks are
printed. To help with further analyses, the outputs also report the site’s dielectric, desolvation energy therein and a list of the neighboring protein atoms.

3.2.5 Using VMD to place ions
We use the VMD-ionize method to compare the VMD and BION ions positions
(for a given type of ion). VMD-Ionize is a program for placing ions near a biological
molecule in preparation for molecular dynamics simulations to make the net charge of the
system zero. In this case, the placement is performed by calculating the coulombic potential
due to the molecule in the nearby volume and placing ions at points of minimal energy.
After each ion is placed, the potential is updated, so that subsequent ions will be placed in
response to this. It should be mentioned that VMD places ions at distances larger than 6 Å
away from the protein surface, so it is not intended to predict positions of surface-bound
ions. However, we use VMD placed ions to compare with BION-2 placed ions to get an
idea of how important it is to calculate electrostatic potential via PBE, rather than by a
Coulombic law in a homogeneous media, and whether to take de-solvation penalty into
account.
3.2.6 Using FoldX to predict ions’ positions
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FoldX31 only predicts metal ions (Ca, Mg, Mn, Na, Zn, Fe, Cu, Co and K) and
produces an output if a high affinity metal binding site is predicted. We choose -3 kcal/mole
(default value, lowAffinityMetal=-3) as a threshold energy while predicting ion sites.

3.3 Results and Discussion
The results section is organized as follows. First, we provide two examples of
predicted ion’s positions along with experimentally determined surface-bound ions.
Second, we report the results on benchmarking BION-2 to predict surface-bound ions
against experimentally determined ions’ positions. Lastly, we compare BION-2 predictions
with VMD30 and FoldX31 predictions.
3.3.1 The visual example section outlines two cases:
(a) a case of a protein with only one experimentally determined ion; and (b) a case
of a protein with three experimentally determined ions. The first example illustrates a nonambiguous case of a protein (listed as 1C10 in PDB) which has only one bound Cl- ion
(Figure 3.1a). The predicted Cl- position with rank 1 (the most confident prediction) closely
matches the experimental one while the less confident prediction with rank 10 is far away
from the experimental one (Figure 3.1a). The second example illustrates a case of a protein
(listed as 1IZ7 in PDB) that has three experimentally determined Ca2+ ions. The rank 1
predicted position closely matches one of the experimental ion positions, while other two
experimental positions are matched by predictions with rank 3 (R_3) and 4 (R_4). This
case illustrates the details of the benchmarking protocol that will be presented in the next
section of the paper. Namely, the experimental position labeled as Exp_1 in Figure 3.1b
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will be reported to be very successful, while other two positions Exp_2 as rank 3 Exp_3 as
rank 4.

Figure 3.1. Protein structures in ribbon presentation along with experimentally
determined and predicted ions (shown as balls). (a) Protein PDB ID 1C10 in white
ribbon presentation, with experimentally determined Cl- (cyan ball) and predicted ClR_1 and R_10 (red ball) ; (b) Protein PDB ID 1IZ7 shown with white ribbon with
experimentally determined Ca2+ ions (cyan balls) and predicted R_1, R_3 and R_4
(red balls). R_1, R_2, R_4, and R_10 are the predicted ions position using BION-2
and its number is noted based on its rank. Exp is the label for experimentally
determined ions. However, in Figure 3.1b, Ca2+ ions are in three different places which
are determined experimentally. Those ions are labeled as Exp_1, Exp2, and Exp_3

3.2.2 Benchmarking of BION-2 performance:
Here we use two quantities to assess the performance of BION-2, the distance
between the experimentally determined ion position and the rank 1 predicted ion position,
and the shortest distance between the experimentally determined ion position and any of
the top ten predicted positions independent of their rank (Dmin). The first quantity provides
a measure of the ability of BION-2 to correctly predict ion position (however, see the above
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example with multiple ion positions within the same protein), while the second quantity
benchmarks the ability of BION-2 algorithm to generate appropriate positions within the
top 10 ranked positions. Note that in the case of multiple experimentally determined ion
positions, we choose the position closest to the predicted one in the benchmarking and thus
provide better assessment of the accuracy of the predictions in case of multiple ion
positions within the same protein.
The optimal performance is expected to result in the smallest difference between
the experimentally determined ion position and the predicted one with rank 1, as well as
the smallest Dmin (in case of multiple ion positions within the same protein). To test the
sensitivity of predictions with respect to the grid resolution, the value of internal reference
dielectric constant and the ion concentration were systematically varied. The best
performance was achieved at an internal reference dielectric constant of 2 and a salt
concentration of 0.5M. A tradeoff between the resolution and the speed of calculations was
reached at grid resolution of 2 grids/Å. The rest of the results are reported for this set of
parameters which were made default for BION-2 algorithm and web server.
The experimental dataset provides cases for four types of ions and benchmarking
results are shown in Figure 3.2, it can be seen that the distribution of Dmin is much more
impressive than the distribution of the rank 1 distance. Indeed, many of the experimental
cases are proteins with multiple ion positions. Despite that, one can see that about 10% of
Ca2+, Cl- and Zn2+ ions are predicted accurately as rank 1 position. If one provides a
tolerance of 20 Å, then about 80% of Cl-, Mg2+ and Zn2+ ions are predicted accurately as
well.
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Figure 3.2. Benchmarking results for predicted ion’s positions as compared with
experimental ones. Distance distribution with Rank 1 (gray bars) and the closest
distance (Dmin) between the original ion’s position and predicted position (black bars).
Distribution of number of cases/frequency (y-axis) vs. Dmin (x-axis) for ion types Ca2+
,Cl1-, Zn2+,, and Mg2+ are shown in panels (a), (b), (c), and (d) respectively.
Since the experimental dataset is identical to the dataset used in the previous BION
version22, we compared the performance of the new BION-2 versus the old version of
BION, which used traditional Poisson-Boltzmann equation (PBE) and standard treatment
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of molecular surface. Results are shown in Figure 3.3 and S2. One can see that the new
BION-2 outperforms the old BION version in both ranking and providing better Dmin. This
is especially notable for the ranking of Ca2+ and Zn2+ ions, where BION-2 is much more
accurate than the old BION version.
BION-2 vs VMD: While understanding that the “ionize” module of VMD is designed to
place ions in solution at a minimum distance larger than 6 Å away from the protein surface,
and that the goal is to neutralize the net charge of the protein, it is still tempting to compare
VMD versus BION-2 predictions (the VMD requirement of placing the ions at more than
6 Å away from protein surface is tolerable since many of BION-2 predictions are within
the same range – Figure 3.2). It should be mentioned that VMD does not rank ion positions,
thus if VMD needs N ions to be placed to neutralize the system, they are placed without
ranking. Therefore, in favor of VMD, we select among these N ions the ion closest to the
experimentally determined position. In the case of BION-2, we apply the same protocol:
the best results among rank 1 to rank N (the same number of predictions done by VMD for
this particular protein). Results are shown in Figure 3.3. It can be seen that BION-2
predictions are much closer to experimentally determined ions positions than those of
VMD.
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Figure 3.3. Distribution of the best VMD predictions (black bars) and best BION-2
predictions (gray bars). Distribution of normalized frequency (y-axis) vs. Dmin (x-axis)
for ion types Ca2+,Cl1-, Mg2+,, and Zn2+ are shown in panels (a), (b), (c), and (d)
respectively.

BION-2 vs FoldX:

Figure 3.4 shows comparison between BION-2 and FoldX.

Benchmarking results for Cl- are not compared because FoldX is designed to predict
positions of metal ions only. It can be seen that BION-2 predictions are significantly better
than those of FoldX since the number of ions which are within very short distances from
experimental positions predicted by BION-2 is higher. This is particularly clear for
Mg2+and Zn2+ions (Figure 3.4).
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Figure 3.4. Distribution of the best FoldX predictions (black bars) and best BION-2
predictions (gray bars) with normalized frequency on y-axis and Dmin on x-axis for ion
types Ca2+ (a), Mg2+ (b), and Zn2+ (c) are shown.

The BION-2 algorithm works in two steps (i) DelPhi is run to generate a
potential map, then (ii) points on the potential map are ranked using heap-sort. The
DelPhi uses an iterative Gauss-Seidel algorithm and time complexity is O(n3), where
n is the largest dimension (in Å) of the input protein. Later, a heap-sort technique is
used as a sorting algorithm to rank each of n3 grid points. Thus, the time complexity
of the BION-2 is O(n3 log n). To provide additional insight, we compare the
computational time of BION-2 and FoldX considering 10 cases. The average
computational time is computed considering the Zn2+ and Mg2+ ion predictions in three
times run for each case (Table 3.1). It can be seen that the BION-2 computational time
is significantly low which is faster than FoldX.
BION-2
PDB

FoldxX(s)

No residues Ion Type
(s)

1L9A

5.0

3.0

87

Mg+2

1QGW

33.0

9.0

176

Mg+2
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1E2D

23.0

6.0

215

Mg+2

1NG1

19.0

14.0

294

Mg+2

1LR0

9.0

6.7

125

Zn+2

2CEI

27.7

9.3

183

Zn+2

2AS9

72.7

12.0

210

Zn+2

1ET5

54.0

16.0

341

Zn+2

1TY3

22.0

14.0

357

Zn+2

3HK5

205.0

65.0

427

Zn+2

Table 3.1 The average computational time for 10 pdb cases and computational time
is in unit second(s).
BION-2 webserver: The method is implemented into a webserver that is freely available to
the community. The users must provide a structural file in PQR format and select ion type
and number of ions to be predicted. The BION-2 returns the position (x,y,z coordinates) of
the predicted ions along with visualization and other relevant information.
3.3 Conclusion
A new development of the BION algorithm, the BION-2, was reported and shown
to outperform the old one in placing non-specifically surface-bound ions. While placement
of ions in the solution is a standard procedure prior to an MD simulation and there are many
tools for doing so, we demonstrated that they are not efficient in predicting surface-bound
ions. Thus, if one is concerned with predicting surface-bound ions, BION-2 should be the
primary

choice.

The

method

is

available

http://compbio.clemson.edu/BION-2/.
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as

a

web

server
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well

at

CHAPTER FOUR
COMPUTATIONAL INVESTIGATION OF THE pH DEPENDENCE OF STABILITY
OF MELANOSOME PROTEIN: IMPLICATION FOR MELANOSOME FORMATION
AND DISEASE

4.1 Introduction
The pH of a solution is an important characteristic for many biological processes.
On a molecular level, pH controls macromolecular stability and, at extreme pH (acidic or
basic extremes), macromolecules unfold. Typically, for every macromolecule, there is a
particular pH at which the macromolecule is the most stable and activity is maximum,
termed the pH optimum[114,115]. Macromolecular interactions are also pHdependent[116-118], and there is typically a pH optimum at which the binding affinity is
maximum[117]. Within a cell, subcellular compartments have different pH, reflecting their
function, from low pH in lysosomes to high pH in peroxisomes. Thus, macromolecules
tend to have a pH optimum that is ideal for the pH of the subcellular compartment where
they reside[116]. Increasing the scale of this idea, pH plays a crucial role for body organ
function and varies from very acidic in the stomach to neutral in the blood. All above
examples indicate that the regulation and maintenance of pH is essential for many
biological phenomena.
pH is maintained in a given cellular compartment by channels and/or pumps either
by directly trafficking H+ or by indirectly affecting the local H+ concentration. These
channels and/or pumps can be termed positive (increase pH) or negative (decrease pH)
regulators[119,120]. Reaching and maintaining the desired pH depends on the balance of
H+ flux controlled by these regulators, including passive transport across the membrane
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(Figure 4.1). One would expect that the positive regulators are most active at acidic pH and
show almost no activity at basic pH since their role is to increase pH. The converse would
be expected for negative regulators, whereby activity increases as the pH rises. At a
particular pH, the inward and outward flux of H+ ions induced by positive and negative
regulators becomes equal and the pH setpoint is established (Figure 4.1).

Figure 4.1. Schematic representation of the induced H+ flux of positive (increase pH) and
negative (decrease pH) regulators. The vertical arrow indicates the desired pH, at which
the total induced H+ flux is zero.
Melanocytes are a specialized cell type that resides in the skin, eyes, brain, ears,
heart, lungs, and adipose tissue[121]. One of the primary functions of melanocytes is the
production of melanin, a polymer of tyrosine derivatives that has important chemical
properties in a wide range of tissues[122]. Melanin is synthesized in a specialized organelle
called the melanosome. The pH of this organelle varies during the development of the
organelle (a multistage process called maturation) and contributes to common
pigmentation variation in human skin, hair, and eye color. Biallelic rare variants in proteins
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critical for the production of melanin (e.g., TYR) or in pH regulation of the melanosome
(e.g., OCA2 and SLC45A2) lead to a significant reduction in melanin pigmentation in the
skin, eyes, and hair and give rise to oculocutaneous albinism (OCA) (OCA1, OCA2, and
OCA4, respectively). Melanin synthesis is critical for the protection of the skin and eyes
from ultraviolet radiation; a reduction in melanin synthesis increases the risk of skin
cancers. Furthermore, a dramatic reduction in melanin production in the eye is also
associated with foveal hypoplasia, reduced visual acuity, and photophobia among
individuals with OCA[123]. Taken together, the link between altered melanin pigment
production and disease is well documented; however, it remains poorly understood how
the pH of this organelle affects function of proteins critical for the maintenance of organelle
pH[124].
Melanosomes originate from the endosome (Figure 4.2); thus, early melanosomes
have a low pH (~3–4), whereas, during maturation, the pH reaches a near-neutral pH of
about 7. The near-neutral pH of the mature melanosome is thought to provide a favorable
environment for tyrosinase (TYR), the rate-limiting melanin-synthesizing enzyme[125127]. The change in pH during melanosome maturation is thought to be controlled by
several membrane proteins[120] (e.g., OCA2, SLC45A2, and TPC2/TPCN2) (Figure 4.2).
OCA2 and SLC45A2 are presumed to be positive pH regulators, while TPC2 is considered
to be a negative pH regulator. Considering the proposed role of positive and negative pH
regulators (Figure 4.1), we anticipated that these proteins have different pH profiles of
stability and activity. Whereas we highlight these proteins because of their association with
pigment disease and published studies, it should be mentioned that other melanosome
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proteins may also be pH-sensitive but there are currently no genetic or functional data to
support our computational examination. In addition, there are other melanosome proteins
important for melanin synthesis (e.g., the ATP7A protein, which is altered in individuals
with Menkes disease, and functions to supply Cu2+ to the melanosome for TYR catalytic
activity) that may exhibit pH-dependent stability and activity. We hypothesized that the
ATP7A protein would have a similar pH dependence to TYR[128, 129].

Figure 4.2. Schematic representation of the multistage processes of melanosome formation
and proteins participating in pH regulation and melanin synthesis. The characteristic pH
for each melanosome stage is also indicated in the figure.
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We anticipated that OCA2 and SLC45A2 would have maximal activity at acidic
pH, whereas TPC2 would have maximal activity at basic pH. OCA2 plays a major role in
eye color variation[130] and regulates melanosomal pH and maturation[130-132]. It may
also be involved in small-molecule transport for the biosynthesis of melanin[133, 134].
SLC45A2 also participates in the transport of substances required for melanin
biosynthesis[132, 135, 136]. TPC2 affects pigmentation by regulating melanosome pH and
size by mediating Ca2+ release from the organelle[137, 138].
Thus, understanding how melanosomal pH affects the activity of these proteins is
essential. Furthermore, these proteins are commonly mutated in disease, and those variants
may impact the normal pH optimum of these proteins. Predicting the pH optimum of
activity is not an easy task and requires modeling of the details of the corresponding
biochemical reactions as a function of pH. Here, we take advantage of the observation that
the pH optima of activity and stability are typically the same, as indicated in our earlier
work[125]. Our goal was to computationally determine the pH dependence of stability of
OCA2, SLC45A2, TPC2, TYR, and ATP7A proteins, as well as the effects of genetic
variant alleles on their pH-dependent stability.

4.2 Materials and Methods
This section consists of four components: (1) obtaining 3D structures of the proteins
of interest, (2) generation of mutants in silico, (3) molecular dynamics simulations, and (4)
calculating the pH dependence of the folding free energy.
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4.2.1 Structures Used in the Modeling
TYR protein: The 3D structure of TYR was modeled using SWISS-MODEL[149]
from an amino-acid sequence of length (529 aa) taken from UniProt (ID: P14679)[150]. A
template (PDB ID: 5M8P)[151] with an identity of 44%, covering 81% (19–452) of the
total sequence of TYR was selected. The corresponding model and template are shown in
Figure 4.3. OCA2 protein: The 3D structure of OCA2 was modeled using Phyre2[152].
The full-length sequence of OCA2 is 838 aa and was taken from UniProt (ID:
Q04671)[150]. A template (PDB ID: 4F35)[153] was selected with an identity of 20% to
query, covering 60% of the sequence of OCA2 (Figure 4.4). The helical content was well
preserved between the template and the model (Figure 4.4).TPC2 protein: A crystal
structure for TPC2 is available (PDB ID: 6NQ2)[154] and is a homodimer with 752
residues (Figure 4.5).
SLC45A2 protein: The 3D structure of SLC45A2 was modeled using Phyre2[152]. Its
sequence was taken from UniProt (ID: Q9UMX9)[150] with a sequence length of 530
amino acids. The chosen template (PDB ID: 4YBQ)[155] covered 94% of the sequence
with an identity of 14% (Figure 4.6).
ATP7A protein: The 3D modeling of this protein was also done using Phyre2[152].
The sequence was taken from UniProt (ID: Q04656)[150] with a sequence length of 1500
amino acids. The template (PDB ID: 3RFU)[156] covered 57% of the sequence (646–1411)
with an identity of 41% (Figure 4.7).
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Figure 4.3. 3D model of TYR: (left) 3D structure of TYR; (right) superimposition of the
TYR model (green) with its template (red)

Figure 4.4. 3D model of OCA2: (left) 3D structure of OCA2; (right) superimposition of
the OCA2 model (cyan) with its template (red).
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Figure 4.5. 3D model of TPC2: (blue) monomer A; (green) monomer B

Figure 4.6. 3D model of SLC45A2: (left) 3D structure of SLC45A2; (right)
superimposition of the SLC45A2 model (cyan) with its template (red).
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Figure 4.7. 3D model of ATP7A: (left) 3D structure of ATP7A; (right) superimposition of
the ATP7A model (green) with its template (red).

4.2.2 List of Nonsynonymous GWAS-Identified Pigmentation-Associated Variants
The

NHGRI-EBI

catalog

of

human

genome-wide

association

studies

(GWAS)[157] was queried on 4 April 2020 to identify all nonsynonymous variants in
genes TYR, OCA2, SLC45A2, TPCN2, and ATP7A found associated with common
human pigmentation variation of skin and hair (see Table 4.1).
Of note, the variants identified by GWAS were associations. In the case of
nonsynonymous coding variants, they may impact protein function or, alternatively, may,
similarly to those associations identified in noncoding regions of the genome, be in tight
linkage disequilibrium (LD) with other variants that may function to impact expression
levels or proper splicing. These studies are important as they measure the impact of protein
variation on the pH dependence of the folding free energy and can help to establish whether
a variant directly impacts the protein in question.
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4.3. Generation of Mutants
To generate the 3D structure of protein variants while avoiding the introduction of
artificial errors, we used the model of the wild-type protein, and the corresponding residue
was mutated using UCSF Chimera[158]. The folded wild-type structures and variant sites
mapped onto a 3D structure of folded TYR, OCA2, TPC2, and ATP7A are shown in Figure
4.8. One can see that most of the variants were within well-preserved structural regions,
away from the loops, which reduced the uncertainty of the 3D modeling.

Figure 4.8. 3D structures with variants (shown in red color): (a) TYR; (b) OCA2; (c)
TPC2; (d) SLC45A2; (e) ATP7A

4.2.2. Molecular Dynamics (MD) Simulations
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MD simulations were performed under periodic boundary conditions using
NAMD2.9[159] with atomic parameters of the CHARMM force field[160]. The protein
structures were prepared for the simulations using VMD[161], and TIP3P water molecules
were applied to build the explicit water solvated systems. Finally, the system was
neutralized with NaCl when necessary.
Simulations were performed for 20 ns for each protein structure with different
initial atomic velocities. In the production stages of the simulations, they were equilibrated
under constant volume–temperature (NVT) conditions for 100 ps followed by 2000 ps (2
ns) of constant pressure–temperature (NPT) equilibration at 1 atm pressure and 310 K (with
the same restraints). The first 15 ns of the simulations were not equilibrated; thus, they
were removed. The structural analysis was sampled from the last 5 ns at every 250 ps. This
produced 20 snapshots per structure, all of which were subjected to DelPhiPKa[162-164]
calculations after removing the explicit water molecules.
4.2.3 Modeling pH Dependence of Folding Free Energy
To model the pH dependence of folding free energy, we built a 3D model of the
unfolded state[132]. The unfolded structure ensembles of the wild-type proteins were
generated using the “flexible meccano” approach[165,166], and, among them, we selected
one representative structure (the structure with no helices and strands) (Figure 4.9). The
unfolded mutants were then generated using UCSF Chimera[158].
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Figure 4.9. Unfolded structure of wild type proteins

The pKa and net charge of the wild-type protein and mutants, in both the folded
and the unfolded states, were calculated using DelPhiPKa[162-164]. We also calculated
the pKa and net charge for each of the 20 snapshots taken from the MD simulation to obtain
the average net charge and its difference with respect to wild-type proteins.
The change in folding free energy (ΔΔG

folding

) was calculated from the net charge

difference between the folded state and the unfolded state, taking the unfolded state as the
initial state. The following equation was used over the pH range of interest, giving an
explicit pH-dependent form of the folding free energy[114, 167]:
(1
∆∆𝐺 𝑓𝑜𝑙𝑑𝑖𝑛𝑔 = 2.3𝑘𝑇 ∑

∆𝑞𝑑𝑝𝐻 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡,
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)

where ∆𝑞 is the change in net charge from the unfolded to folded state, and 𝑑𝑝𝐻 is the pH
interval. The constant is the absolute folding free energy at a given pH.
For the analysis of the wild-type proteins, the “constant” was considered to be zero
at the beginning of the pH interval because there is no information about the absolute
folding free energy of the individual proteins and predicting it would introduce significant
and unwanted noise. However, for the mutants, there are many algorithms that are
benchmarked against experimental data and shown to perform well, which gives us the
opportunity to predict the change in folding free energy caused by a variant with acceptable
confidence. Thus, for the mutants, the “constant” was considered to be the free energy
difference between wild-type and mutant proteins caused by the variant. The folding free
energy changes were modeled using an in-house algorithm, the SAAFEC-SEQ[141]
method, along with third-party tools such as INPS3D[168], INPS-SEQ[168], mCSM[169],
SDM[170], DUET[171], I-Mutant-SEQ[172], MUpro-SEQ[173], iStable-SEQ[174], and
DeepDDG[175].
4.3 Results
As pointed out earlier, in this work, we focus on several proteins participating in
melanosome formation, with the goal of contrasting their stability pH dependence and the
effect of pathogenic variants. Using methods established in our previous work on the
correlation between pH optimum of activity and the pH optimum of stability [114], we now
predict protein stability over varying pH and infer the activity of each protein. We present
the results according to the classification of the proteins as “positive” and “negative”
regulators and probe our hypothesis that “positive” regulators should have a lower pH
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optimum as compared with “negative” regulators. Firstly, we present the results of the
wild-type proteins, followed by the results of the mutants.

4.3.1. pH Dependence of Folding Free Energy on Wild-Type Proteins
For each wild-type protein, the magnitude of the “constant” in Equation (1) is
unknown, because there are no experimental data of the folding free energy (the difference
of the free energy of folded and unfolded states)[139-141] at a given pH for any of the
proteins modeled in this work. Accordingly, it was set to zero at the beginning of the
simulated pH interval, pH = 4.0. Here, we present the calculated pH dependence of the
folding free energy using an energy-minimized structure (Figure 4.10), and we averaged
results over 20 snapshots taken from MD simulations (Figure 4.11). We do not focus
heavily on the results obtained with MD snapshots because DelPhiPKa was developed to
calculate the pKa of ionizable groups using static structures. However, we probe the
sensitivity of the results using MD snapshots to investigate the role of plausible
conformational changes on the pH dependence of stability. We saw no significant
differences in the results obtained with the energy-minimized structure and the averaged
results over 20 snapshots, suggesting that there are no structural changes contributing to
the stability pH dependence.
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Figure 4.10. The pH dependence of the folding free energy of wild-type proteins from
minimized structures within pH range 4–8.

Figure 4.11. The pH-dependence of the folding free energy of wild type proteins from 20
MD snap shots within pH range 4-8.
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TYR had the highest pH optimum of stability, about 8.0 or higher (Figure 4.10). In
contrast, the OCA2 protein (predicted to be a positive regulator of pH) had the lowest pH
optimum of stability, about 5.0–6.0. The other predicted positive regulator, the SLC45A2
protein, also had a pH optimum lower that neutral pH, i.e., 6.5. The presumed negative
regulator TPC2 and the ATP7A protein which supplies copper to TYR both had pH optima
close to neutral pH. Thus, there was a distinctive predicted difference in pH stability of
OCA2, SLC45A2, TYR, ATP7A, and TPC2. Furthermore, our modeling confirmed the
experimental observations that TYR is most active at neutral pH with reduced activity at
acidic pH[127].
The pH dependence of the folding free energy is derived from the difference in pKa
of ionizable groups in the folded and unfolded state. Thus, if the pKa in folded and unfolded
states is the same, there would be no pH dependence. Furthermore, if the pKa is only
different when outside the pH region of interest, the pH dependence of the folding free
energy would still be affected but may not be physiologically relevant. It is not expected
that the pKa of titratable groups in the unfolded state would be perturbed from standard
pKa values[142]; thus, most of the pH dependence of the folding free energy should
originate from a perturbed pKa in the folded state. However, for completeness, in Table
B1, we provide the calculated pKa for both states, folded and unfolded. Indeed, one can
see that, for “positive” regulators, most of perturbed pKa occurrences are for acidic groups,
thus resulting in pH dependence at low pH. In contrast, most of perturbed pKa occurrences
for TYR, ATP7, and the “negative” regulator TCP2 are of His residues, resulting in pH
dependence at neutral pH.
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4.3.2 Effect of Pathogenic Variants on Protein Stability
Table 4.1 shows the average change in folding free energy due to variants according
to predictions made using the methods described above. The low standard deviations
reported reflect the consistency of results obtained with different tools. Most of the variants
were predicted to destabilize the proteins by a modest amount. However, some variants,
such as A481T and N489D in OCA2, as well as C1002F and I1264V in ATP7A, were
predicted to significantly affect protein stability. In the case of the OCA2 A481T and
N489D variants, both of which have been observed among individuals with albinism, the
predicted large change in folding free energy can be attributed to the change in the
physicochemical
Change in Folding Free Energy (∆∆G) Due to Variants(kcal/mol)
Protein

Variant

Avg ∆∆G

SD

TYR

R402Q

−0.5

0.5

−0.27

S192Y
Double MT *
OCA2

SLC45A2

TPC2

−0.77
−1.01
0.17

0.78
1.09

A481T
H615L
N489D

−1.05

0.52
0.39
1.08

P743L

−0.9

0.45

R419Q

−0.54

0.33

V443I

−0.54

0.48

G198V

−0.51

0.25

L374F

−0.84

0.47

K376R

−0.49

0.3

M484L

−0.86

0.33

M546I

−0.1

0.67
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ATP7A

V219I

−0.11

0.32

C1002F

−1.2

0.74

G666R

−0.21

0.7

D1044E

−0.8

0.53

I1264V
K742R
M1311V

−1.1
0.01
−0.79

0.74
0.35
0.35

R844C

−0.48

0.39

S653Y
−0.45
Table 4.1. Change in folding free energy due to variants.

0.54

properties of the wild-type residues: A🡪T and N🡪D. A🡪T represents a hydrophobic to polar
residue change, while N🡪D represents a polar to charged residue change. In contrast,
C1002F and I1264V variants in ATP7A are conservative but were also predicted to result
in a large change in folding energy. In this case, the change in folding energy is thought to
be caused by the distortion of the residue packing caused by the different geometries of the
side-chains[143]. The structures of the proteins with variant sites mapped are provided in
Figure 4.8.
Note: Positive and negative values of ∆∆G represent stabilization and destabilization due
to the variant, respectively. The asterisk indicates a double mutant (R402Q and S192Y)
for TYR, where ∆∆G was calculated by taking the sum of individual changes.
Overall, the predicted changes in the folding free energy were not extremely large;
however, since we do not know the absolute folding free energy of the proteins and how
the change in protein stability affects the activity, it is impossible to definitively know how
these moderate changes affect protein activity. However, we can reasonably assume that
protein activity will decrease when folding free energy changes, even when the variants
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appear to make the protein more stable (e.g., H615L in OCA2 protein), because, in most
cases, any significant deviation of wild-type properties is deleterious for protein
function[144, 145].
2.3. pH Dependence of Folding Free Energy on Genetic Variation
We predicted the effect of nonsynonymous variants on the pH dependence of
protein stability by comparing the wild-type and corresponding variant proteins using both
free energy-minimized structures (Figure 4.12) and snapshots generated via MD
simulations (Figure 4.13). One can see that there was no significant difference in the results
obtained with different protocols. As mentioned in Section 4, we considered that the
“constant” in Equation (1) was the predicted folding free energy change caused by the
variants (Table 4.1). The most drastic effects were found for OCA2, whereas variants in
other proteins had moderate effects on the pH dependence of folding free energy. In the
case of OCA2, most of the variants (except one, H615L) were predicted to alter the pH
dependence of stability, suggesting that the variant proteins would be less stable at neutral
pH.
Furthermore, many variants in OCA2 (R419Q, N489D, and V443I) resulted in a
shift in pH optimum to lower pH. This would result in a shift in maximal activity of OCA2
toward the lower pH range and could result in a shift in the balance between positive and
negative regulators such that the resulting pH setpoint would be lower than the wild-type
melanosome. Lower pH in the melanosome would result in reduced TYR activity, which
is found in patients with OCA2.
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The above observations focused on the shape of the pH dependence curve of folding free
energy without considering the magnitude of the change. It should be mentioned that the
changes in the folding free energy of OCA2 were within several kcal/mol, while the
changes in the pH dependence of folding free energy caused by variants in other proteins
were sometimes larger (Figure 4.12). Despite this, the predicted changes in protein stability
would likely affect protein activity and alter melanosome pH.
The reasons why variants in OCA2 had significant effects on the pH dependence
of folding free energy can be found in Table B1. Our study focused on the pH interval 4.0
to 8.0, and the pH dependence was predicted to be due to titratable groups over this pH
range that have different pKa values in the folded versus unfolded state. Such titratable
groups are Asp, Glu, and His. One can see that, in the case of OCA2, variants resulted in a
perturbed pKa of Glu and Asp, while having almost no effect on the pKa of His. This is
the reason why the pH dependence of the folding free energy of OCA2 was mostly affected
over acidic pH.
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Figure 4.12. The pH dependence of the folding free energy of wild-type proteins and their
mutants from minimized structures within pH range 4–8. (a)TYR; (b) ATP7A; (c)
SLC45A2; (d) OCA2 & (e) TPC2.

69

Figure 4.13. The pH-dependence of the folding free energy of wild type proteins and their
mutants from 20 MD snapshots within pH range 4-8.

4.4 Discussions
We studied wild-type and genetic variants of melanosome and melaninsynthesizing proteins[132] to predict the pH dependence of their folding free energy.
Consistent with previous reports, TYR was determined to be very pH-sensitive. In TYR,
neither of the two variants, R402Q and S192Y, affected pH dependence, either because
they did not involve titratable groups or involved titratable groups with very high pKa, or
because their pH dependence was outside the pH interval of the study. Of note, a single
haplotype allele in which these two alleles, R402Q and S192Y, are found together in cis is
linked to a pathogenic haplotype for OCA1[146] . Therefore, we examined whether the
presence of both variants affected protein stability; TYR modeled with both variants had a
modest change in protein stability (Table 4.1). In the case of ATP7A, modest changes in
the pH dependence caused by variants were predicted to occur at neutral and higher pH.
Overall, the changes in stability were quite small. The reason for modest changes in the
stability with little effect on the pH dependence could be attributed to the conservative
nature of the variants. In all cases, the physicochemical properties of the wild-type sites
were preserved. Considering SLC45A2, neither variant involved titratable groups or
caused alteration of the wild-type pH dependence of the folding free energy. However,
significant changes in protein stability were predicted, which would affect SLC45A2
function. Significant alterations in the pH dependence of the folding free energy caused by
variants were predicted for the OCA2 protein. Indeed, most of the variants altered the wild-
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type physicochemical properties of the protein. As a result, all variants had a shift in pH
optimum from the wild-type OCA2. Lastly, the variants in TPC2 did not cause significant
changes in the stability or pH dependence of the folding free energy.
Our data suggest that variants predicted to be pathogenic (e.g., OCA2: N489D,
V443I) likely function by affecting protein stability and/or the pH dependence of folding
free

energy;

our

data

also

identified

known

variants

with

conflicting

interpretations/unknown significance (e.g., OCA2: A481T, R419Q) that may affect protein
stability and/or the pH dependence of folding free energy. OCA2*R419Q is thought to
modify the penetrance of the OCA2 locus and may affect the risk of melanoma[147];
therefore, our data may support a role for melanosomal pH in melanoma genesis. Our
predictions regarding these variants require biological testing to confirm our conclusions.
It should be noted that our analysis failed to predict any pH or protein stability effects of
other variants predicted to be pathogenic (e.g., TYR: R402Q, OCA2: P743L, or ATP7A:
G666R). Thus, our data do not support the foregone conclusion that variants in proteincoding sequences affect protein stability and/or pH dependence of folding free energy;
thus, other mechanisms of protein inactivation should be explored. The TPC2 variants
(K376R, M484I, and V219I) are conservative variants; thus, their identification by GWAS
suggests that these variants may reside in LD with other variants or structural alleles that
impact expression, protein stability, or protein function. Furthermore, SLC45A2
(rs16891982 = L374F) was a top SNV associated with altered SLC45A2 mRNA expression
levels and may mediate the GWAS linkage association via this mechanism[148]. Given the
uncertainty of variant associations with function, our data suggest that assessing the
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function of protein variants on a large scale using structural modeling may be helpful.
Perhaps, the addition of a pH polygenic score that takes into consideration the pH impact
on the melanosome and all of its channels and enzymes will help in the assignment of
variants to predicted functional groups.

Conclusions
The importance of melanosomal pH for the regulation of organelle maturation is
well studied[133, 137]; however, how melanosomal proteins or their genetic variants[137]
regulate pH remains unknown.. Here, we proposed a mechanism of the competitive pH
dependence of stability and activity of “positive” and “negative” pH regulators. Our data
suggest that the predicted “positive” regulators of melanosomal pH have maximal activity
(and, thus, maximal stability) at low pH, while the opposite is predicted from “negative”
regulators. Our data suggest that OCA2 and SLC45A2 have low pH optima as compared
to the TPC2 protein. Furthermore, TYR and ATP7A are predicted to have pH optima at
neutral and/or higher pH. We speculate that similar mechanisms of pH regulation are
expected for other melanosomal proteins.
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Appendix A
Appendix A
For Chapter two
List of protein complexes retained in the study after applying purging protocols:
1A9X 1AQW 1BBZ 1BLX 1C1Y 1CG5 1CKA 1CZQ 1CZY 1D3B 1DDV 1DGW
1DTD 1E6Y 1EER 1EEX 1EG4 1ELW 1EVH 1FLT 1FS1 1G6G 1G73 1GCV 1GL2
1GL4 1GVN 1GYB 1H2S 1H9O 1I7Q 1J2X 1JAT 1JEK 1JMX 1JW6 1JYO 1K8K
1KSH 1KYF 1L6X 1LQV 1LSH 1LUC 1MFG 1MIZ 1MZW 1N7F 1NKZ 1NQ7 1NRJ
1OAI 1OAO 1OAQ 1OBX 1OEY 1OO0 1OU8 1OV3 1PBY 1PK1 1PK6 1Q1A 1Q40
1QAV 1QOP 1R0R 1R1Q 1R4P 1REW 1RM6 1S5D 1SCT 1SE0 1SEM 1SHA 1SR4
1SSH 1SVF 1T0P 1T6O 1TA3 1U0S 1U7B 1U8T 1UGH 1UGX 1UJ0 1UPT 1UTI 1V74
1VLF 1W70 1W9E 1WDD 1WMH 1WVE 1WXC 1XG2 1YAR 1YFN 1YMT 1YPH
1YRO 1YTV 1YUC 1YWO 1Z0J 1Z0K 1Z3E 1Z5Y 1Z9O 1ZAV 1ZUK 1ZV8 2A3I
2A5T 2A9K 2AIR 2AKA 2APO 2AQ2 2AQ9 2ARP 2ASU 2B1X 2B3G 2B9H 2BBK
2BCG 2BCN 2BEQ 2BEZ 2BKY 2BMO 2BPT 2BZ8 2CIO 2CWG 2CZV 2D1X 2D7C
2DE6 2DF6 2DJF 2DRM 2DS8 2DZE 2E4M 2F4M 2FCW 2FF4 2FGR 2FLU 2FOJ
2FYM 2G30 2G5L 2GBW 2GH0 2GHT 2GIA 2GPH 2GPO 2H7Z 2HEY 2HO2 2HQH
2HQS 2HT9 2HUE 2HY5 2IG0 2IUH 2IZX 2J12 2J6F 2J7P 2J7Y 2J9U 2JGB 2JJS
2JK9 2NL9 2NNU 2O4J 2O4X 2O9V 2OBH 2ODE 2OVH 2OZN 2P1T 2P45 2P54
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2P58 2PU9 2QIY 2QKH 2QWO 2R2 2RI7 2RKY 2RMC 2UWJ 2UYZ 2V1T 2V2F
2V52 2V8C 2V9T 2VLQ 2VN6 2VNF 2VOL 2VPB 2VWF 2VZG 2W0P 2W3O 2WJN
2YVJ 2Z3Q 2Z5B 2Z8P 2ZA4 2ZMI 2ZON 2ZSI 2ZZD 3BC1 3BEJ 3BOM 3BP6
3BRL 3BS5 3BWU 3C6W 3CJS 3CPT 3D1K 3D3B 3D44 3D9T 3DAC 3DDC 3DLQ
3E1R 3EHU 3EJ9 3EJB 3EMW 3ET3 3F1P 3F4Y 3F6Q 3FAP 3FHV 3FJU 3FP2 3FPN
3GJ3 3GL6 3H11 3H6P 3H7H 3H8K 3HDS 3HHS 3HXI 3KB3 3KDJ 3KNB 4UBP
6RLX
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Appendix B
For Chapter four
Sequence alignments:
Sequence alignment of all the models with its template by using T-Coffee web server [121]
are shown below. An asterisk (*) indicates positions which have a single, fully conserved
residue; a colon (:) indicates conservation between groups of strongly similar properties; a
period (.) indicates conservation between group of weakly similar properties.

Figure B1: Sequence alignment of TYR with percentage identity of 44 percent with its
template, E-value=0 and Score=920.38
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Figure B2: Sequence alignment of ATP7A with percentage identity of 47 percent with
its template, E-value=0 and Score=1181.05
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Figure B3: Sequence alignment of OCA2 with percentage identity of 20 percent with its
template, E-value=0 and Score=388.81
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Figure B4: Sequence alignment of SLC45A2 with percentage identity of 14 percent with
its template, E-value=4.4e-26 and Score=153.21
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Table B1. Calculated pKa’s for the folded and unfolded structures.

TYR

Folded/Unfolded

ResName

WT

S192Y

R402Q

ASP0042P

3.38/3.71

3.72/3.71 3.49/3.71

ASP0075P

2.22/3.77

2.42/3.77 2.52/3.77

ASP0076P

2.45/3.99

3.19/3.99 3.1/3.97

ASP0125P

3.57/3.33

3.32/3.33 3.47/3.32

ASP0132P

3.58/3.78

3.71/3.78 3.58/3.77

ASP0148P

3.19/2.97

3.49/2.97 3.57/2.96

ASP0169P

3.76/3.88

3.47/3.88 3.15/3.88

ASP0174P

2.56/3.68

2.84/3.67 2.67/3.72

ASP0186P

2.95/3.49

3.43/3.49 3.09/3.53

ASP0197P

3.54/3.83

3.59/3.83 2.99/3.81

ASP0199P

3.51/3.54

2.32/3.54 1.92/3.54

ASP0228P

3.03/3.41

2.65/3.41 3.45/3.4

ASP0237P

3.36/3.83

2.43/3.83 2.36/3.85

ASP0240P

3.38/3.94

2.27/3.95 2.99/3.93

ASP0245P

2.84/3.35

3.42/3.35 3.58/3.32

ASP0249P

3.54/3.58

3.5/3.58

ASP0305P

3.56/3.54

3.49/3.54 3.28/3.52

3.5/3.54
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ASP0317P

3.34/3.86

3.42/3.86 3.34/3.86

ASP0333P

2.59/3.05

3.41/3.06 2.82/3.04

ASP0356P

3.75/3.96

3.44/3.97 3.68/3.96

ASP0383P

2.03/3.76

2.25/3.76 2.27/3.76

ASP0394P

2.19/3.78

2.25/3.78 2.23/3.79

ASP0437P

3.16/3.41

2.52/3.41 2.53/3.41

ASP0444P

3.46/4.03

3.36/4.03 2.71/4.02

ASP0448P

2.83/3.76

3.34/3.76 3.56/3.75

ASP0454P

undet/3.79 3.24/3.79 3.58/3.79

GLU0032P 3.05/3.81

3.99/3.81 3.59/3.8

GLU0034P 3.51/3.99

3.68/3.99 3.19/3.98

GLU0078P 3.23/4.37

2.75/4.37 2.86/4.35

GLU0114P 3.76/3.64

3.79/3.64 3.68/3.64

GLU0130P 3.38/3.95

3.02/3.95 2.63/3.95

GLU0193P 3.83/3.79

4.09/3.8

GLU0203P 3.14/3.83

3.28/3.83 3.23/3.84

GLU0219P 2.57/3.39

2.72/3.39 2.7/3.38

GLU0221P 3.1/4.01

2.83/4.01 3.02/4

GLU0229P 3.8/3.9

3.05/3.9

GLU0242P 3.51/3.77

3.54/3.78 3.49/3.76

GLU0250P 3.92/3.96

3.76/3.96 3.64/3.96

3.86/3.8

3.43/3.9
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GLU0280P 3.74/3.45

3.61/3.45 3.54/3.42

GLU0281P 3.28/3.82

3.02/3.82 3.45/3.82

GLU0294P 2.97/3.05

3.44/3.05 2.94/3.05

GLU0319P 3.74/4

2.71/4

GLU0328P 2.02/3.59

2.89/3.58 2.03/3.56

GLU0345P 1.55/3.57

2.37/3.57 1.82/3.56

GLU0398P 2.09/3.85

2.08/3.85 2.53/3.98

GLU0409P 3.82/3.53

3.74/3.53 3.91/3.6

GLU0413P 3.73/3.77

3.59/3.77 3.85/3.77

GLU0423P 3.55/3.86

3.46/3.92 3.55/3.86

HIS0019P

6.33/6.5

6.38/6.5

HIS0143P

6.47/6.36

6.49/6.36 6.46/6.37

HIS0180P

5.38/6.32

5.9/6.32

HIS0202P

6.64/7.24

6.87/7.24 6.42/7.27

HIS0211P

5.9/6.38

5.95/6.38 5.71/6.38

HIS0256P

6.55/6.48

6.27/6.48 6.33/6.49

HIS0285P

6.68/6.67

6.83/6.67 6.66/6.67

HIS0304P

6.66/6.63

6.04/6.62 6.54/6.62

HIS0363P

6.04/6.5

6.39/6.5

HIS0367P

5.98/6.48

6.12/6.49 5.76/6.48

HIS0389P

5.64/6.52

6.08/6.52 5.87/6.52

3.89/4

6.37/6.5

7.04/6.35

6.35/6.51
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HIS0390P

3.59/6.5

5.29/6.5

4.35/6.51

HIS0404P

6.56/6.3

6.68/6.3

6.58/6.46

HIS0420P

6.06/6.85

6.64/6.85 6.97/6.86

TPC2

Folded/Unfolded

ResName

WT

K376R

V219I

ASP0043A

3.93/3.84 3.55/3.84 3.81/3.84 3.3/3.83

ASP0047A

3.37/3.86 3.05/3.86 3.27/3.86 2.71/3.83 3.53/3.86

ASP0055A

2.57/3.89 2.82/3.89 2.3/3.89

ASP0067A

3.04/3.75 2.95/3.75 2.84/3.75 3.04/3.75 3.25/3.75

ASP0110A

2.18/3.92 3.34/3.92 2.96/3.92 2.45/3.85 2.76/3.92

ASP0139A

2.99/3.06 2.71/3.06 3.26/3.06 2.88/2.69 3.15/3.06

ASP0171A

2.11/3.54 2.54/3.54 2.4/3.54

ASP0244A

3.54/3.63 3.53/3.63 3.92/3.63 3.48/3.58 2.83/3.63

ASP0245A

3.82/3.95 3.74/3.95 3.04/3.95 3.68/3.95 3.8/3.95

ASP0248A

3.76/3.46 3.53/3.46 3.62/3.46 3.77/3.12 3.67/3.46

ASP0276A

3.32/3.95 3.37/3.95 3.43/3.95 3.48/3.93 3.49/3.95

ASP0372A

3.14/3.24 2.99/3.22 3.23/3.24 2.99/3.23 3.14/3.24

ASP0404A

2.78/3.77 3.46/3.77 2.78/3.77 3.18/3.58 3.26/3.77

ASP0435A

3.23/3.89 3.49/3.89 3.03/3.89 3.11/3.87 2.71/3.89
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M546I

M484L
3.52/3.84

2.88/3.87 2.41/3.89

2.72/3.53 2.3/3.54

ASP0456A

3.92/3.56 3.72/3.56 3.6/3.56

ASP0458A

3.83/3.31 3.76/3.31 3.63/3.31 2.79/3.06 3.12/3.31

ASP0465A

3.65/4

ASP0466A

3.03/4.09 3.49/4.09 3.51/4.09 3.53/3.63 3.49/4.09

ASP0505A

2.48/3.72 3.03/3.72 2.52/3.72 2.47/3.7

ASP0542A

3.28/3.79 3.38/3.79 2.43/3.79 3.16/3.77 2.05/3.79

ASP0637A

2.35/3.9

ASP0638A

1.95/3.97 2.35/3.97 2.77/3.97 2.2/3.97

3.33/3.97

ASP0660A

3.21/3.76 3.01/3.76 2.36/3.76 3.3/3.72

3.39/3.76

3.39/4

2.87/3.9

3.65/4

2.85/3.9

3.68/3.55 3.48/3.56

3.76/3.94 3.9/4

2.6/3.72

2.82/3.84 2.84/3.9

GLU0054A 2.17/3.85 2.97/3.85 2.44/3.85 3.42/3.82 2.32/3.85
GLU0100A 1.32/3.94 1.91/3.94 2.25/3.94 2.49/3.93 1.84/3.94
GLU0119A 3.85/3.54 4.02/3.54 3.95/3.54 3.92/3.5

3.97/3.54

GLU0126A 2.74/3.83 2.44/3.84 2.42/3.83 3.05/3.8

3.06/3.83

GLU0129A 1.75/3.9

1.79/3.9

2/3.9

1.98/3.87 1.93/3.9

GLU0182A 3.12/3.85 3.44/3.85 3.38/3.85 2.76/3.85 3.54/3.85
GLU0215A 3.84/3.97 3.8/3.97

3.75/3.97 3.65/3.93 3.82/3.97

GLU0250A 2.75/2.83 2.87/2.83 3.4/2.83

1.96/2.87 3.38/2.83

GLU0260A 3.7/4.1

2.95/4.07 3.72/4.1

3.59/4.1

3.74/4.1

GLU0339A 3.66/3.94 3.78/3.94 3.49/3.94 3.78/3.93 3.5/3.94
GLU0347A 3.75/3.91 4.04/3.91 3.87/3.91 3.86/3.91 3.83/3.91
GLU0381A 3.68/3.56 2.76/3.44 3.64/3.56 3.43/3.48 2.82/3.56
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GLU0394A 3.55/3.85 3.44/3.85 3.74/3.85 2.68/3.83 3.72/3.85
GLU0395A 3.7/3.46

3.53/3.46 2.45/3.46 3.67/3.43 2.94/3.46

GLU0402A 3.44/4.01 2.14/4.01 2.83/4.01 2.66/3.97 3.01/4.01
GLU0410A 3.18/3.93 3.83/3.93 2.36/3.93 3.41/3.88 3.76/3.93
GLU0416A 3.8/3.53

3.78/3.53 3.35/3.53 3.55/3.53 3.37/3.53

GLU0463A 3.87/3.62 3.89/3.62 3.68/3.62 3.74/3.44 3.8/3.62
GLU0483A 2.02/3.96 2.28/3.96 2.53/3.96 3.1/3.94

3.5/3.96

GLU0516A 3.51/3.97 3.95/3.97 3.95/3.97 3.93/3.97 3.85/3.97
GLU0533A 3.58/3.45 3.5/3.45
GLU0627A 2.8/3.97

2.91/3.45 3.78/3.2

3.49/3.45

3.44/3.97 3.49/3.97 3.02/3.96 3.78/3.97

GLU0630A 3.41/3.99 4.01/3.99 3.77/3.99 4.11/3.97 4.01/3.99
GLU0695A 2.55/4

2.66/4

2.82/4

HIS0064A

6.5/6.46

6.05/6.46 6.3/6.46

HIS0151A

6/6.48

5.81/6.47 5.98/6.48 5.92/6.47 5.69/6.48

HIS0181A

6.82/6.5

6.68/6.5

HIS0226A

6.22/6.73 6.22/6.73 6.02/6.73 6.17/6.73 6.28/6.73

HIS0375A

6.18/6.55 6.52/6.53 6.35/6.55 6.51/6.53 6.46/6.55

HIS0411A

6.04/6.49 5.96/6.49 5.96/6.49 6.26/6.49 6.64/6.49

HIS0431A

6.61/6.25 6.5/6.25

HIS0527A

6.65/6.49 5.82/6.49 6.66/6.49 6.62/6.49 6.47/6.49

HIS0699A

5.99/6.88 6.26/6.88 6.33/6.88 5.86/6.86 5.76/6.88

6.71/6.5

6/6.25
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2.65/4.01 2.47/4
6.15/6.47 6.28/6.46

6.74/6.49 6.73/6.5

6.46/6.24 6.21/6.25

SLC45A2
ResName

Folded/Unfolded
WT

G198V

I374F

ASP0093X

1.73/3.31 2.19/3.31

2.19/3.31

ASP0153X

4.16/3.82 4.2/3.82

4.2/3.82

ASP0157X

3.92/3.94 4.07/3.94

4.07/3.94

ASP0160X

2.05/3.78 2.62/3.78

2.62/3.78

ASP0169X

3.08/3.86 3.49/3.86

3.49/3.86

ASP0175X

2.87/3.19 3.25/3.19

3.25/3.19

ASP0201X

3.99/3.99 4.02/3.99

4.02/3.99

ASP0257X

3.79/3.98 3.83/3.98

3.83/3.98

ASP0263X

3.66/3.84 3.84/3.84

3.84/3.84

ASP0340X

3.69/3.7

3.7/3.7

ASP0475X

2.64/3.72 3.49/3.72

3.49/3.72

GLU0026X 3.85/3.81 3.97/3.81

3.97/3.81

GLU0046X 3.43/3.83 3.6/3.83

3.6/3.83

GLU0052X 4.41/3.74 4.46/3.74

4.46/3.74

GLU0177X 3.04/3.45 3.72/3.45

3.72/3.45

GLU0206X 3.65/2.88 4.04/2.88

4.04/2.88

GLU0214X 4.04/3.84 4.19/3.84

4.19/3.84

3.7/3.7
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GLU0239X 3.73/3.77 3.78/3.77

3.78/3.77

GLU0244X 3.62/3.82 3.79/3.82

3.79/3.82

GLU0267X 3.72/3.99 4.01/3.99

4.01/3.99

GLU0272X 2.96/3.66 3.07/3.68

3.07/3.68

GLU0368X 3.96/3.82 3.98/3.82

3.98/3.82

GLU0448X 3.2/3.64

3.68/3.64

3.68/3.64

HIS0038X

5.55/6.48 6.24/6.48

5.55/6.48

HIS0094X

6.24/6.31

HIS0173X

6.24/6.13 6.35/6.13

6.17/6.13

HIS0181X

6.03/6.26 6.36/6.26

6.3/6.26

HIS0183X

6.22/5.69 6.69/5.69

6.03/5.69

HIS0204X

6.76/6.72 6.69/6.72

6.97/6.72

HIS0233X

4.84/6.46 5.63/6.46

6.07/6.46

HIS0316X

6.22/6.33 6.73/6.33

6.25/6.33

HIS0324X

6.32/6.68

6.51/6.68 6.12/6.68

HIS0450X

6.6/6.34

5.66 /6.34 6.61/6.34

6.54/6.31 6.03/6.31

OCA2
ResName

Folded/Unfolded
WT

V433I

R419Q
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P743L

N489D

H615L

A481T

ASP0372U

3.66/3.85

3.63/3.56

3.05/3.94

3.64/3.83

3.48/3.94

3.02/3.86

3.73/3.88

ASP0384U

4.06/4.46

3.92/4.01

4.14/3.94

4.04/3.99

3.98/3.94

3.91/4.02

3.98/4.08

ASP0408U

3.54/4.03

3.19/3.53

3.56/3.93

3.44/3.79

3.36/3.95

3.74/3.84

3.56/3.77

ASP0441U

3.05/4.16

2.74/2.91

1.97/3.94

2.68/3.88

3.37/3.94

3.47/3.79

2.94/3.83

ASP0463U

2.51/3.85

2.96/2.81

2.35/3.93

2.98/3.97

2.69/3.94

2.51/4.16

2.73/3.71

ASP0486U

3.43/4.01

3.51/3.73

3.47/3.95

3.38/3.98

2.52/3.94

3.59/3.87

3/3.99

ASP0504U

3.48/4.13

3.46/3.29

3.26/4.04

3.49/3.76

3.46/3.94

3.69/3.68

3.52/3.75

ASP0601U

2.83/4.09

3.42/2.77

3.11/3.79

2.54/3.53

2.7/3.96

3.25/3.76

2.46/3.32

ASP0619U

2.99/3.73

2.2/2.81

2.86/3.89

2.98/3.89

3.22/3.94

2.87/3.64

2.35/3.83

ASP0649U

3.91/3.79

3.5/3.85

3.56/3.76

3.95/3.75

3.8/3.93

3.18/3.71

3.7/3.63

ASP0666U

4.03/4

3.79/4.1

3.98/3.93

3.97/4.3

4.04/3.94

4.07/3.46

4.02/3.44

ASP0669U

3.57/3.64

3.42/3.71

3.63/3.94

3.75/3.99

3.5/3.94

3.8/3.87

3.54/4.04

ASP0740U

3.49/3.99

3.05/4.05

3.6/4.06

2.33/3.87

3.4/3.93

2.53/3.97

3.5/3.87

ASP0758U

3.93/4.05

3.5/3.99

2.98/4.02

3.9/3.67

4.11/3.96

3.53/3.77

3.88/3.85

GLU0328U 3.77/4.19

3.9/3.54

3.06/4.01

3.5/3.87

3.57/3.92

3.57/4.01

3.48/4.03

GLU0348U 3.32/3.8

3.7/3.2

3.53/4.01

3.2/3.79

3.3/4.02

3.87/3.52

3.01/3.97

GLU0381U 3.81/4.03

3.98/3.48

3.59/4.01

3.91/4.02

3.8/4.04

3.9/3.93

3.89/4.08

GLU0386U 3.31/4.68

3.63/3.86

4.25/4.01

3.55/4.07

3.43/4

3.84/3.91

3.69/4.05

GLU0403U 3.95/4.26

3.54/3.76

3.78/4

3.62/4.17

3.92/4.02

3.65/3.85

3.6/3.96

GLU0458U 3.35/4.09

3.73/3.96

3.4/4

3.85/3.87

3.61/4.03

3.94/4.04

3.75/3.79

GLU0471U 2.5/4.21

3.99/4.01

4.03/4.02

3.92/3.96

3.87/4

4.13/3.98

2.67/4.19
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GLU0497U 3.7/3.96

3.6/3.23

3.61/4

3.24/3.97

3.81/4

3.42/3.74

3.59/3.95

GLU0540U 3.76/4.4

3.72/3.51

3.68/4.03

3.91/4

3.44/4.02

3.89/4.05

3.43/4.01

GLU0543U 3.55/4.38

3.75/3.82

2.31/4.02

3.75/3.85

3.98/4

3.78/3.84

3.76/3.26

GLU0546U 2.78/3.92

3.26/3.2

3.55/4

2.83/3.94

3.08/4

3.28/3.98

2.94/3.96

GLU0550U 3.16/3.63

2.92/3.8

3.77/4.03

3.52/3.65

2.65/4

3.62/3.78

3.56/3.71

GLU0567U 2.27/4.05

3.27/3.58

3.02/4.01

3.09/3.95

3.74/4

3.86/3.66

3.93/3.72

GLU0568U 2.25/4

4.03/3.6

3.41/4.03

3.34/3.77

2.34/4

1.89/3.43

3.94/3.49

GLU0583U 3.83/4.12

3.73/3.7

3.08/4.07

3.75/3.78

3.39/4.02

3.47/3.54

3.63/3.56

GLU0600U 3.82/4.05

2.8/3.98

2.71/4.01

3.78/4.06

3.07/4

3.79/3.42

3.73/3.55

GLU0605U 2.5/4.01

2.46/3.22

3.77/3.95

2.33/3.68

2.46/4.04

2.85/3.2

2.82/3.72

GLU0610U 3.19/3.98

3.87/3.56

3.82/3.97

2.4/3.97

2.01/4

2.87/3.8

2.43/3.84

GLU0671U 3.98/3.41

3.96/3.89

3.79/3.86

3.88/3.04

3.98/4.02

3.91/3.96

3.98/4.05

GLU0678U 3.22/4.15

2.49/3.31

3.62/3.97

3.41/3.85

3.72/4

2.99/3.82

3.55/3.94

GLU0693U 3.07/4

3.42/2.81

2.54/3.63

3.07/3.82

2.54/3.84

3/3.62

2.81/4.04

GLU0702U 3.96/4.21

4.03/3.84

3.32/3.99

3.6/4.03

4.15/3.68

3.88/4.01

3.78/3.93

GLU0706U 3.22/4.29

3.89/4.08

4.15/3.77

3.97/3.83

4.12/3.96

4.05/4.12

4.08/3.78

GLU0717U 4.05/3.56

3.91/4.05

4.08/3.92

4.06/3.83

4.15/4.04

4.01/3.95

4.01/3.82

GLU0718U 3.45/3.5

3.97/4.07

4.04/4.33

4.03/3.93

4.24/3.97

4.02/4.15

4.01/3.53

GLU0760U 3.29/3.8

3.98/4.08

3.92/3.98

3.92/4.01

3.94/3.8

4/3.99

3.8/4

GLU0798U 4.07/4.56

3.65/3.51

3.96/3.96

3.81/3.82

3.7/3.74

3.02/3.97

3.78/3.89

GLU0808U 1.92/3.53

1.98/1.74

2.46/6.48

1.97/3.65

1.79/3.92

2.35/3.83

2.3/3.95
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HIS0351

6.4/6.64

6.2/5.97

6.1/6.48

6.1/6.62

6.3/3.76

6.2/6.82

6.5/6.5

HIS0378

6/6.85

6.9/6.62

6/6.49

6.7/6.51

6.5/6.49

6.1/6.33

6.8/6.37

HIS0511

6.8/6.53

6.3/6.66

6.4/6.49

6.5/6.55

6.6/6.49

6.9/6.39

6.6/6.26

HIS0549

6.5/6.33

6.2/6.54

6.3/6.49

6.3/6.44

6.2/6.48

6.4/6.68

6.2/6.29

HIS0552

6.2/7.12

6.3/6.44

6.3/6.5

5.8/6.81

6.5/6.49

6.3/6.37

6.4/6.8

HIS0584

6.1/6.38

6/5.6

6.3/6.49

6.3/6.37

6.1/6.49

6.5/6.67

5.7/6.52

HIS0591

6.2/6.58

6.2/5.8

6.2/6.49

5.7/5.98

6.1/6.49

6.1/5.95

6.1/6.15

HIS0594

5.9/5.82

6.2/6.01

6.1/6.27

6.3/6.51

6.2/6.49

6.1/5.83

6.6/6.58

HIS0647

6.2/6.76

6.6/7.02

6.6/7.01

6.3/6.54

6.7/6.5

6.8/6.52

6.2/6.17

HIS0668

6.8/6.9

6.9/6.76

7.1/6.72

6.6/6.72

6.5/6.49

6.8/6.38

6.4/6.54

HIS0675

6.6/6.64

6.7/6.72

6.8/6.86

6.7/6.29

6.7/6.49

6.7/6.5

6.7/6.52

HIS0697

6.6/6.59

6.6/6.76

6.7/6.55

6.6/6.21

6.8/6.18

6.7/6.64

6.7/6.26

HIS0699

6.5/6.55

6.1/7.03

6.6/6.78

6.9/6.4

7.1/6.9

6.5/6.84

6.4/6.29

HIS0757

6.7/7.22

7.1/6.59

6.7/6.67

6.8/7

7/6.51

6.7/6.53

6.9/6.54

HIS0800

6.5/6.77

6.4/6.46

6.7/10.77

6.6/6.63

6.6/6.76

6.5/10.66

6.4/6.82
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ATP7A

Folded/Unfolded

ResName

WT

C1002F

D1044E

G666R

I1264V

K742R

M1311V

R844C

S653Y

ASP0675P

3.52/3.47

3.23/3.53

3.19/3.35

3.52/3.47

3.73/3.35

3.36/3.2

3.65/3.35

undet/3.55

3.54/3.47

ASP0747P

2.46/2.23

2.75/2.7

2.99/2.68

2.91/3.1

3.07/3.78

3.18/2.81

3.15/3.78

2.52/2.28

2.58/2.7

ASP0782P

3.37/3.65

3.53/3.35

3.62/3.69

3.46/3.48

3.32/3.91

3.51/3.49

3.7/3.91

3.55/3.62

3.75/3.77

ASP0826P

3.38/3.31

3.48/3.13

3.58/3.89

3.43/3.84

3.79/3.93

3.52/3.9

3.89/3.93

3.01/3.05

4/3.23

ASP0828P

3.95/4

3.94/3.99

3.98/3.96

4.1/3.96

3.86/3.98

3.93/3.96

3.57/3.98

3.79/3.73

3.99/4

ASP0838P

3.95/3.98

3.91/3.9

3.95/3.84

3.87/3.95

3.95/4.11

3.82/3.94

3.93/4.11

3.93/3.91

3.97/3.88

ASP0846P

3.58/3.76

3.72/3.67

3.81/3.71

3.59/3.77

3.68/2.98

3.7/3.71

3.74/2.98

3.84/3.85

3.77/3.69

ASP0859P

1.79/1.5

2.31/2.37

3.15/2.71

2.05/2.72

2.64/3.28

2.78/2.51

2.55/3.28

2.51/2.19

2.44/2.45

ASP0870P

3.74/3.54

3.48/3.49

3.66/3.68

3.93/3.53

3.5/3.95

3.41/3.59

3.57/3.95

2.73/2.83

3.89/3.91

ASP0910P

3.51/3.56

3.13/3.39

3.56/3.92

3.64/3.46

3.38/3.78

3.73/3.71

3.75/3.78

3.58/3.47

3.43/3.52

ASP0935P

3.35/3.44

2.66/2.93

2.53/2.32

3.11/3.08

3.28/3.77

3.35/3.08

3.08/3.77

2.23/2.19

2.65/2.57

ASP1044P

2.75/2.4

2.45/2.46

1.56/3.66

2.55/3.57

2.69/3.54

3.14/3.25

2.34/3.54

2.51/2.49

2.32/2.79

ASP1101P

3.74/3.84

3.73/3.58

3.57/3.67

3.44/3.53

3.64/3.74

3.76/3.76

3.67/3.74

3.85/3.84

3.7/3.7

ASP1110P

3.4/3.31

3.57/3.55

3.66/3

3.7/3.53

3.22/3.8

3.13/3.2

3.36/3.8

3.49/3.55

3.3/3.67

ASP1139P

3.34/3.84

3.7/3.69

3.75/3.65

3.67/3.48

3.58/3.86

3.78/3.85

3.39/3.86

3.73/3.7

3.77/3.57

ASP1151P

3.65/3.72

3.44/3.49

3.81/3.41

2.88/3.69

3.75/3.88

3.81/3.94

3.8/3.88

3.83/3.85

3.54/3.84

ASP1166P

3.81/3.82

3.81/3.85

3.49/3.59

3.48/3.78

3.56/4.26

3.71/3.46

3.75/4.26

3.82/3.76

3.93/3.84

ASP1198P

3.78/3.42

3.76/3.78

3.64/3.72

3.75/3.7

3.47/3.98

3.72/3.6

3.57/3.98

3.62/3.57

3.37/3.63

ASP1201P

3.74/3.71

3.76/3.76

3.6/2.16

3.65/3.15

3.62/3.82

3.7/3.72

3.69/3.82

3.77/3.69

3.7/3.81

ASP1219P

3.65/3.47

3.34/3.44

2.05/3.59

3.18/3.93

2.33/3.82

3.53/3.35

2.59/3.82

3.52/3.5

3.19/3.71

ASP1220P

3.04/2.7

3.35/3.62

3.58/2.69

3.97/2.96

3.95/3.77

2.97/3.41

2.99/3.77

3.33/3.35

3.13/3.4

ASP1230P

2.87/3.2

2.93/3.31

2.66/3.25

2.46/3.17

1.97/3.96

2.51/2.27

2.72/3.96

2.19/2.24

3.01/3.05

ASP1256P

2.72/2.62

2.97/2.94

3.61/3.62

2.98/2.68

2.53/3.67

3.05/2.81

2.72/3.67

2.82/2.92

3.01/2.99

ASP1301P

3.52/3.33

3.38/3.52

3.61/2.66

3.36/3.01

3.95/3.83

3.43/3.41

3.49/3.83

3.15/3.19

3.02/3.01

ASP1305P

2.42/2.65

2.89/2.65

2.74/3.31

2.55/3.56

2.3/3.56

2.46/2.23

2.74/3.55

2.46/1.94

2.11/1.98

ASP1323P

3.73/3.79

3.74/3.78

3.53/3.47

3.58/3.41

3.73/3.76

3.6/3.58

3.6/3.76

3.5/3.57

3.56/3.55

ASP1330P

2.71/2.8

2.67/2.38

3.56/3.16

3.46/3.68

3.44/3.8

3.29/3.24

2.65/3.8

2.88/2.79

3.41/3.49

ASP1337P

3.57/3.65

3.46/3.44

3.17/2.91

3.18/3.54

2.89/3.93

3.26/3.49

3.21/3.93

3.51/3.56

3.18/3.49

ASP1340P

2.71/2.98

2.31/2.43

2.94/2.71

3.67/2.7

3.05/3.7

3.67/3.84

2.66/3.7

2.9/3.09

3.47/3.41

ASP1346P

2.38/2.39

2.54/2.84

2.8/3.49

2.46/3.54

2.63/3.85

2.78/2.85

2.78/3.85

2.47/2.53

2.33/2.47
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GLU0646P

3.37/2.39

3.83/3.66

3.9/3.87

3.56/3.84

3.78/4

3.13/2.72

3.72/4

3.72/3.73

3.21/3.56

GLU0690P

3.73/3.86

3.59/3.81

3.97/2.22

3.65/3.91

3.9/3.98

3.75/3.81

3.74/3.98

3.28/3.14

3.95/3.95

GLU0691P

3.83/3.96

3.75/4.01

2.18/3.44

3.75/2.72

3.75/3.99

2.78/3.69

3.94/3.99

3.88/3.95

3.77/3.94

GLU0702P

3.83/3.49

3.8/3.96

3.77/3.05

1.53/3.15

3.85/4.01

3.71/3.8

3.46/4.01

3.71/3.66

3.43/3.48

GLU0771P

3/3.46

3.42/3.48

3.26/3.03

3.62/2.69

2.86/3.65

3.12/2.76

3.42/3.65

3.45/3.64

3.23/3.05

GLU0798P

3.23/3.15

2.56/2.93

2.49/3.93

2.89/3.24

3.02/3.74

2.41/3.14

3.38/3.74

2.61/2.63

3.07/2.49

GLU0807P

3.71/3.83

4.01/3.93

4.14/4.01

3.84/4.02

3.24/3.81

4.05/3.92

3.95/3.81

2.84/3.13

3.69/3.29

GLU0819P

4.09/4.02

4.04/3.94

3.95/3.69

4.01/3.44

4.09/4.51

3.9/3.85

3.98/4.51

4.14/4.11

3.87/3.69

GLU0834P

3.47/3.52

3.26/3.45

3.52/4.13

3.12/4.04

2.97/3.94

3.06/3.48

3.27/3.94

3.49/3.47

3.29/3.21

GLU0835P

4.11/4.2

4.24/4.13

4.27/4.16

4.28/3.97

4.07/4.15

4.24/4.06

4.13/4.15

4.07/4.09

4.32/4.1

GLU0840P

4.06/4.05

4.02/4.04

4.01/3.74

4.02/3.74

3.94/4.01

3.96/4.08

4.01/4.01

4/3.98

3.98/3.98

GLU0864P

3.64/3.74

3.52/3.78

3.64/3.03

3.8/2.96

3.54/3.94

3.81/3.82

3.48/3.94

3.55/3.64

3.82/3.66

GLU0871P

3.33/2.81

3.17/3.23

2.92/4.06

2.83/3.76

3.3/3.81

3.34/3.43

3.45/3.81

3.67/3.86

3.49/3.46

GLU0877P

3.53/3.75

3.78/3.73

3.95/3.95

3.19/3.86

3.59/3.76

3.54/3.61

3.66/3.76

3.38/3.16

3.88/3.94

GLU0921P

3.76/3.76

3.8/3.91

3.57/3.55

3.32/4

3.74/3.73

3.97/4.02

3.45/3.73

3.72/3.87

3.75/3.13

GLU0922P

3.81/3.84

2.84/3.76

3.73/3.96

3.57/3.87

3.38/3.49

3.54/2.96

3.65/3.49

3.87/3.24

3.8/3.93

GLU0965P

3.26/4

4/3.78

4.15/3.96

3.87/4

2.75/3.97

4.01/3.73

1.99/3.97

4.01/3.88

2.69/2.77

GLU0968P

3.97/4.02

4.02/3.99

3.97/3.72

3.82/2.84

3.97/4.01

4/4.01

3.98/4.01

3.96/4.01

4.03/3.98

GLU0982P

3.76/3.14

3.54/3.51

3.7/3.14

3.51/3.54

2.7/3.77

2.88/2.77

3.02/3.77

3.52/3.54

3.69/3.82

GLU1030P

3.06/2.7

3.36/3.48

3.05/1.12

3.77/3.07

3.63/4.07

2.45/2.48

3.12/4.07

3.09/3.31

3.03/3.3

GLU1033P

3.1/2.99

3.05/3.08

2.23/2.1

3.03/2.39

2.94/3.83

3.12/3.1

3.23/3.83

2.76/2.78

2.83/2.93

GLU1064P

3.56/3.72

3.54/3.82

3.73/3.72

3.76/3.72

3.11/3.87

3.91/3.88

3.58/3.87

3.81/3.9

3.87/3.48

GLU1081P

2.27/3.29

2.85/3.18

3.5/3.49

3.33/3.34

2.63/4.01

3.39/3.53

3.47/4.01

3.47/3.46

2.36/2.3

GLU1085P

2.99/2.85

3.85/3.94

3.91/3.96

3.83/3.98

3.98/3.68

3.68/3.9

3.97/3.68

3.79/4.01

3.84/3.85

GLU1099P

3.85/3.79

3.56/3.67

3.85/4

3.97/3.97

3.97/3.23

3.96/3.97

3.93/3.23

3.56/3.58

3.87/3.98

GLU1103P

3.84/3.73

3.3/3.86

3.3/2.64

3.57/3.16

2.97/3.92

3.13/3.86

3.27/3.92

3.81/3.75

3.54/2.65

GLU1127P

3.16/3.73

3.86/3.6

3.84/3.87

3.99/3.83

3.84/3.87

3.73/3.67

3.83/3.87

3.79/3.72

2.75/3.64

GLU1138P

3.77/3.93

3.74/3.71

3.78/3.97

4/3.94

3.74/3.95

3.99/4.04

3.98/3.95

3.82/3.78

3.82/3.94

GLU1155P

3.74/3.85

4.01/4

3.96/3.85

3.75/3.66

4.07/4.01

3.96/3.68

3.02/4.01

3.69/3.85

4.04/3.97

GLU1186P

3.4/2.45

2.25/3.19

2.98/2.8

2.36/2.85

2.48/3.84

3.41/3.15

3.46/3.84

3.54/3.43

3.49/3.47

GLU1205P

3.52/3.42

3.27/3.22

2.86/2.93

3.23/3.03

2.98/3.22

2.98/3.18

3.25/3.22

3.05/2.79

3.47/3.06

GLU1207P

2.73/2.68

3.07/3.38

2.93/3.49

2.5/2.46

3.34/3.47

3.12/3.46

3.22/3.47

2.74/3.33

3.39/3.41
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GLU1221P

2.91/3.67

4.12/4.1

2.94/3.54

4.07/4.07

3.15/3.55

4.06/3.71

4.09/3.55

4.11/4.12

3.53/3.68

GLU1235P

3.92/3.82

3.49/3.38

2.58/2.48

3.52/3.4

3.81/4.04

3.59/3.56

3.83/4.04

3.53/3.61

3.54/3.74

GLU1237P

3.92/3.92

3.59/3.76

3.8/3.93

3.77/3.83

3.78/4

3.85/3.67

3.56/4

3.75/3.75

3.78/3.84

GLU1249P

2.35/3.11

2.89/2.74

2.98/2.62

3.04/2.99

3.15/3.32

3.15/2.85

3.66/3.32

2.52/2.8

2.86/2.72

GLU1276P

3.42/3.52

3.51/3.58

3.61/3.6

3.49/3.57

3.46/3.96

3.6/3.67

3.36/3.96

3.34/3.08

3.48/3.55

GLU1291P

3.73/3.79

3.88/3.92

3.51/3.49

4.02/3.21

3.34/3.95

3.68/3.78

3.89/3.95

3.3/3.55

3.42/3.02

GLU1292P

3.55/3.81

3.93/3.8

3.94/3.63

3.97/3.82

3.83/3.77

3.77/3.6

3.82/3.77

3.55/3.94

3.56/3.72

GLU1327P

3.53/2.95

3.72/3.63

3.52/3.77

3.18/3.51

3.7/3.7

3.09/2.92

3.36/3.7

4/4

3.06/2.55

HIS0676P

6.05/6.51

6.65/6.41

6.33/6.49

6.66/6.57

6.71/6.51

6.66/6.69

6.46/6.51

6.46/6.52

6.29/6.48

HIS0677P

6.48/6.42

6.46/6.34

5.95/4.17

6.32/6.52

6.53/6.95

6.04/6.33

6.19/6.95

6.2/6.29

6.19/6.33

HIS0682P

5.54/5.97

6.46/6.56

6.46/6.33

6.42/6.5

6.41/6.85

6.45/6.34

6.45/6.85

6.48/6.43

6.46/6.48

HIS0683P

6.49/6.46

6.51/6.28

6.04/6.17

6.34/6.54

6.04/6.54

6.49/6.45

6.2/6.54

6.34/6.33

6.25/6.28

HIS0696P

6.64/6.51

6.45/6.52

6.57/6.55

6.67/6.51

6.66/6.47

6.66/6.5

6.71/6.47

6.5/6.49

6.53/6.54

HIS0741P

6.37/6.46

6.32/6.46

6.14/6.18

6.51/6.48

6.17/6.49

6.14/6.18

6.3/6.49

6.17/6.13

6.21/5.62

HIS0799P

6.3/6.38

6.29/6.35

6.35/6.26

5.99/6.54

6.47/6.33

6.32/6.16

6.38/6.33

6.3/6.24

6.34/6.52

HIS0866P

6.46/6.45

5.85/5.81

5.53/6.25

5.63/6.16

5.99/6.47

6.28/6.36

6.18/6.47

6.29/6.31

6.29/6.34

HIS0906P

6.47/6.51

6.54/6.25

6.32/6.66

6.49/6.3

6.78/6.06

6.62/6.64

6.36/6.06

6.56/6.53

6.47/6.67

HIS1036P

5.67/5.81

5.76/5.78

5.5/5.78

5.77/5.7

5.99/6.79

5.96/6.11

5.88/6.79

5.71/5.77

5.75/5.37

HIS1051P

6.37/6.46

6.44/6.29

6.3/6.22

6.34/6.34

6.47/6.24

6.48/6.44

6.33/6.24

6.27/6.2

6.05/6.34

HIS1070P

6.17/5.93

5.94/6.29

5.76/6.06

6.14/6.17

5.98/6.44

6.04/6.06

6.18/6.44

6.07/6.14

5.48/5.57

HIS1071P

6.31/6.68

6.52/6.56

6.6/6.53

6.36/6.18

6.5/6.48

6.16/6.22

6.51/6.48

6.22/6.47

6.46/6.35

HIS1086P

6.53/6.34

6.47/6.65

6.64/6.56

6.2/6.33

6.01/6.27

6.57/6.27

6.15/6.27

6.38/6.45

6.55/6.65

HIS1131P

6.49/6.48

5.95/6.45

6.56/6.54

6.65/6.68

6.61/6.46

6.74/6.53

6.52/6.46

6.35/6.26

6.48/6.24

HIS1206P

6.25/6.15

6.06/5.96

6.06/6.01

6.13/5.93

5.93/6.71

5.99/6.06

6.18/6.71

6.18/6.17

6.16/6.02

HIS1241P

6.49/6.51

6.5/6.54

6.32/6.46

6.49/6.45

6.46/6.51

6.49/6.46

6.54/6.51

6.34/6.35

6.28/6.46

HIS1281P

6.12/5.52

5.83/6.11

6.22/6.26

5.76/6.45

6.05/6.47

6.33/6.29

6.05/6.47

5.36/5.98

6.2/6.27

* undet = Indetermined
pKa (Folded-Unfolded)

Color code
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0.5 ≤ ∆𝑝𝐾𝑎 < 1.0
∆𝑝𝐾𝑎 ≥ 1.0
−1.0 < ∆𝑝𝐾𝑎 ≤ −0.5
∆𝑝𝐾𝑎 ≤ −1.0
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