Abstract. We extend stochastic Perron's method to analyze the framework of stochastic target games, in which one player tries to find a strategy such that the state process almost-surely reaches a given target no matter which action is chosen by the other player. Within this framework, our method produces a viscosity sub-solution (super-solution) of a Hamilton-Jacobi-Bellman (HJB) equation. Using a comparison result, we characterize the value function as a viscosity solution to the HJB equation.
respectively. Then a comparison result establishes the claim since the value function is already enveloped by these two families. The identification of these classes and the technical proofs turn out to be quite different from the previous works cited above because of the different nature of the stochastic target problems from the stochastic control problems. Unlike in the usual stochastic control problems, in the target problems the goal is to beat a stochastic target almost surely by applying the admissible controls. These problems, which are generalizations of the super-hedging problems that appear in Mathematical Finance, were introduced in the seminal papers [16] and [15] . (See the book [17] for a more recent exposition.) Stochastic target games, on the other hand, were considered only recently by [7] , but when the target is of controlled loss type. The more difficult case of an almost sure target was then analyzed in [8] .
In this paper we achieve the following:
• Give a proof of the result that the value function of the stochastic target game is the unique viscosity solution of the associated HJB equation without going through the geometric dynamic programming principle first. What we have is a new method in analyzing stochastic target problems.
• Give a more elementary proof to the result in [8] . This way we are able to avoid using Krylov's method of shaken coefficients which requires the concavity of the Hamiltonian.
The rest of the paper is organized as follows: In Section 2, we present the setup of the stochastic target game, introduce the related HJB equation and the definitions of the sets of stochastic superand sub-solutions (our conceptual contribution). The technical contribution of the paper is given in Section 3, where we characterize the infimum (supremum) of the stochastic super-solutions (subsolutions) as the viscosity sub-solution (super-solution) of the HJB equation. Finally, a viscosity comparison argument concludes that the value function is the unique viscosity solution of the HJB equation. Some technical results are deferred to the Appendix.
Statement of the Problem

The Value Function. Let us denote
Given (t, x, y) ∈ D × R and (u, α) ∈ U t × A t , consider the stochastic differential equations (SDEs) dX(s) = µ X (s, X(s), α s )ds + σ X (s, X(s), α s )dW s ,
with initial data (X(t), Y (t)) = (x, y). Let Ω be the space of continuous functions ω : [0, T ] → R d and let P be the Wiener measure on Ω. We will denote by W the canonical process on Ω, i.e. W t (ω) = ω t , and by F = (F s ) 0≤s≤T the augmented filtration generated by W . For 0 ≤ t ≤ T let F t = (F t s ) 0≤s≤T be the augmented filtration generated by (W s − W t ) s≥t . By convention, F t s is trivial for s ≤ t.
We denote by U t (resp. A t ) the collection of all F t -predictable processes in L p (P ⊗ dt) with values in a given Borel subset U (resp. compact set A) of R d , where p ≥ 2 is fixed. 
This assumption is a bare minimum and ensures that the stochastic differential equations given in (2.1) are well-posed. Denote the solutions to (2.1) by (X α t,x , Y u,α t,x,y ). Let t ≤ T . We say that a map u : A t → U t , α → u[α] is a t-admissible strategy if it is non-anticipating in the sense that
for all s ∈ [t, T ] and α, α ′ ∈ A t , where | [t,s] indicates the restriction to the interval [t, s]. We denote by U(t) the collection of all t-admissible strategies; moreover, we write Y
t,x,y . Then we can introduce the value function of the stochastic target game,
where g : R d → R is a bounded and measurable function. We also need to define strategies starting at a family of stopping times. Let S t be the set of F t -stopping times valued in [t, T ].
Definition 2.1 (Non-anticipating family of stopping times). Let {τ α } α∈A t ⊂ S t be a family of stopping times. This family is t-non-anticipating if
Denote the set of t-non-anticipating families of stopping times by S t .
We will use {τ α } for short to represent {τ α } α∈A t , which will always denote a t-non-anticipating family of stopping times.
Definition 2.2 (Strategies starting at a non-anticipating family of stopping times). Fix t and let {τ α } ∈ S t . We say that a map u :
non-anticipating in the sense that
for all s ∈ [t, T ] and α, α ′ ∈ A t , denoted by u ∈ U(t, {τ α }).
It is clear that, in the Definition 2.2 if we set τ α = t for all α, then U(t, {τ α }) is then same as U(t). Hence, the above definitions are consistent.
Definition 2.3 (Concatenation)
. Let α 1 , α 2 ∈ A t , τ ∈ S t is a stopping time. The concatenation of α 1 , α 2 is defined as follows:
The concatenation of elements in U t is defined in the similar fashion.
Lemma 2.1. Fix t and let
Then u * ∈ U(t). For the rest of the paper, we will use
Proof. It is obvious that u * maps A t to U t . Let us check the non-anticipativity of the map. For any
, u ∈ U(t) and by Definition 2.2, we know
The HJB Equation.
Before giving the HJB equation, we will introduce some notations and an assumption, which was also assumed by [8] .
Moreover, the mapû is continuous.
Let us define for
where
Consider the equation 
for fixed (t, x, y) ∈ D × R and {τ α } ∈ S t , there exists a strategyũ ∈ U(t, {τ α }) such that, for any u ∈ U(t), α ∈ A t and each stopping time ρ ∈ S t , τ α ≤ ρ ≤ T with the simplifying notation
, we have
The set of stochastic super-solutions is denoted by U + . Assume it is nonempty and v + := inf w∈U + w. For any stochastic super-solution w, choose τ α = t for all α and ρ = T , then there exists u ∈ U(t) such that, for any α ∈ A t ,
Hence, y > w(t, x) implies y ≥ v(t, x) from (2.2). This gives w ≥ v and v + ≥ v. Similarly, we could define the stochastic sub-solutions.
Definition 2.5 (Stochastic sub-solutions). A function
(1) it is bounded, continuous and w(T, ·) ≤ g(·), (2) for fixed (t, x, y) ∈ D × R and {τ α } ∈ S t , for any u ∈ U(t), α ∈ A t , there exists α ∈ A t (may depend on u, α and τ α ) such that for each stopping time ρ ∈ S t , τ α ≤ ρ ≤ T with the simplifying notation
The set of stochastic sub-solutions is denoted by U − . Assume it is nonempty and let v − := sup w∈U − w. For any stochastic sub-solution w, choose τ α = t for all α and ρ = T . Hence for any u ∈ U(t), there exists α ∈ A t , such that
Hence, y < w(t, x) implies y ≤ v(t, x) from (2.2). This gives w ≤ v and v − ≤ v. As a result we have, v
We will show in Section 3 that under some suitable assumptions, v + and v − are viscosity sub-and super-solutions of (2.4), respectively.
Additional Technical Assumptions.
We will need to make some more technical assumptions as in [8] .
is Lipschitz continuous and has linear growth, uniformly in (t, x, a) ∈ D × A.
For the derivation of the super-solution property of v − , we will impose a condition on the growth of µ Y relative to σ Y .
is locally bounded, where · is the Euclidean norm.
To characterize v as the unique viscosity solution of (2.4), we need a comparison principle.
In (2.5) we implicitly assumed that the sets U + and U − are nonempty. The assumptions we made already imply that U + is not empty, but the same may not be true for U − is not empty. Assumption 2.6. The collection U − is not empty.
2.5.
When are U + and U − not empty. As the next result shows, the assumptions above already guarantee that U + is not empty. Proof. See the Appendix.
In the above proposition the assumptions made can be replaced by the following natural assumption (although this is not the route we will take):
(In these equations the right-hand-sides are denoted by just 0 for simplicity, but they in fact are collections of 0's matching the dimension on the left-hand-side.)
In the context of super-hedging in mathematical finance, in which Y represents the wealth of an investor and X the stock price, and g(X T ) a financial contract, the last assumption is equivalent to allowing the investor not to trade in the risky assets. Proof. Choose the strategyũ[α] = u. For any given {τ α } ∈ S t , we haveũ ∈ U (t, {τ α }) and from Assumption 2.7, it holds for any u ∈ U(t) that
From the boundedness of g, there exists an C, such that g(x) < C. Now take w(t, x) ≡ C, which clearly satisfies the first condition in Definition 2.4. On the other hand, on the set {Y (τ α ) > w(τ α , X(τ α ))}, we clearly have that {Y (ρ) > w(ρ, X(ρ))} for any ρ such that τ α ≤ ρ ≤ T , which gives the second condition in Definition 2.4.
Proposition 2.3. If in addition to Assumptions 2.1 there exists
Proof. The proof is similar to that of Proposition 2.2.
The additional assumption in the latter proposition is not very reasonable. Below we introduce an alternative assumption. Assumption 2.8. Proof. See the Appendix.
The Main result and its proof
To prove the main theorem, we need some preparatory lemmas.
Lemma 3.1. The set of stochastic super/sub solutions is upwards/downwards directed, i.e.,
Proof. This lemma is in the spirit of Lemma 3.7 in [14] . Here we only sketch the proof for (1). For w 1 , w 2 ∈ U + , let w = w 1 ∧ w 2 . Clearly w is bounded, continuous and w(T, x) ≥ g(x). For fixed (t, x, y) ∈ D <T × R and {τ α } ∈ S t , let u 1 and u 2 are the strategies starting at {τ α } for w 1 and w 2 , respectively. Let
It is easy to show that u works for w in the definition of stochastic super-solutions.
Next, we restate Lemma 3.8 in [14] for readers' convenience, since the result will be used a few times.
Lemma 3.2. There exists a non-increasing sequence U + ∋ w n ց v + and a non-decreasing sequence
Let us also state the following well-known result without proof. 
4).
Proof. The statement follows directly from Assumption 2.5 and Theorem 3.1.
Proof of the Theorem 3.1:
Step 1. ( v + is the viscosity sub-solution). First due to Proposition 2.1 v + is well-defined. We will first show the interior viscosity sub-solution property and then demonstrate the boundary condition.
The interior sub-solution property:
such that a smooth function ϕ strictly touches v + from above at (t 0 , x 0 ). Assume, by contradiction, that
From the continuity of µ Y and σ X in Assumption 2.1 and the continuity ofû in Assumption 2.2, the map (t, x, y, a) → −µû Y (t, x, y, σ X (t, x, a)Dϕ(t, x), a) is continuous, hence uniformly continuous in B 0 × C 0 × A, where B 0 and C 0 are neighborhoods of (t 0 , x 0 ) and ϕ(t 0 , x 0 ), respectively. Similar analysis applies to µ X (t, x, a) ⊤ Dϕ(t, x) and
Hence the map (t, x, y) → H(t, x, y, Dϕ(t, x), D 2 ϕ(t, x)) is continuous in B 0 × C 0 due to Lemma 3.3. This implies that there exists a ε > 0 and δ > 0 such that
where B(t 0 , x 0 , ε) = {(t, x) ∈ D : max{|t − t 0 |, |x − x 0 |} < ε}. Now, on the compact torus T = B(t 0 , x 0 , ε) − B(t 0 , x 0 , ε/2), we have that ϕ > v + and the min of ϕ − v + is attained since v + is USC. Therefore, ϕ > v + + η on T for some η > 0. Since w n ց v + , a Dini type argument shows that, for large enough n we have ϕ > w n + η/2 on T and ϕ > w n − δ on B(t 0 , x 0 , ε/2) . For simplicity, fix such an n and denote w = w n . Now, define, for small κ <
Since w κ (t 0 , x 0 ) < v + (t 0 , x 0 ), we would obtain a contradiction if we can show w κ ∈ U + . Fix t and {τ α } ∈ S t . We need to construct a strategyũ ∈ U(t, {τ α }) in the definition of stochastic super-solutions for w κ . This can be done as follows: since w is a stochastic super-solution, there exists an "optimal" strategyũ 1 in the Definition 2.4 for w starting at {τ α }. We will constructũ in two steps:
(ii) w κ (τ α , X(τ α )) < w(τ α , X(τ α )): Let Y be the unique strong solution (which is thanks in particular to Assumption 2.3) of the equation
for any u ∈ U(t) and α ∈ A t and set Y (s) = Y u,α t,x,y (s) for s < τ α . Let θ α 1 is the first exit time of (s, X(s)) after τ α from B(t 0 , x 0 ; ε/2) and θ α 2 be the first time after τ α when |Y (s) − ϕ(s, X(s))| ≥ δ.
We know that {θ α } ∈ S t from Example 1 in [2] . We will setũ to bẽ
until θ α . Starting at θ α , we will then follow the strategy u θ ∈ U(t, {θ α }) which is "optimal" for w. In summary, (i) and (ii) together gave us the following strategy:
We note thatũ 0 ∈ U(t) by the pathwise uniqueness of X's, Y 's and Y 's equations. Then applying Lemma 2.1,
by Definition 2.2, it follows that
u ∈ U(t, {τ α }) by the pathwise uniqueness of X's equation. Now, let us show the above construction actually works. We need to show that for any ρ ∈ S t such that τ α ≤ ρ ≤ T , 
We will carry out the proof in two steps:
From (3.2) and the "optimality" ofũ 1 (for w), we know
(ρ) ≥ w(ρ, X(ρ)) ≥ w κ (ρ, X(ρ)) P − a.s on the above set.
(ii) On the set A c ∩ {Y (τ α ) > w κ (τ α , X(τ α )}, by the definition ofũ 0 and (3.2), using Itô's Formula,
since the definition ofû allows us to cancel the Brownian motion terms on the right-hand-side. On [τ α , θ α ], (t, X) ∈ B(t 0 , x 0 , ε) and |Y (t) − ϕ(t, X(t))| ≤ δ, therefore from (3.1) we have that γ > 0.
As a result, on the one hand, we have
On the other hand,
In fact, the right-hand-side of the above expression cannot be −δ due to (3.3). Therefore,
since ϕ > w − δ on B(t 0 , x 0 , ε/2). Combining (3.4) and (3.5) we obtain
It follows from this conclusion and the "optimality" of u θ starting at {θ α } that
From (3.6) and (3.7) we have
The boundary condition:
Step A: In this step we will assume that µû Y is non-decreasing in its y-variable. Assume to the contrary that for some x 0 ∈ R d , we have
Since g is USC, then from (3.8) there exists ε > 0 such that
Since v + is USC, then v + is bounded above on the compact (rectangular) torus T = B(T, x 0 ; ε) − B(T, x 0 ; ε/2), where B(T, x 0 ; ε) = {(t, x) ∈ D : max {|T − t|, |x − x 0 |} < ε}. Choose β > 0 small enough, such that
By a Dini type argument there exists a w ∈ U + such that
For C > 0 let us denote
The map
is continuous, hence uniformly continuous on B(T,
is continuous on B(T, x 0 ; ε) and is therefore bounded from above. As a result for a large enough C we have that
where we used the monotonicity assumption of µû Y . Making sure that C ≥ ε/2β, we obtain from (3.10) that ϕ β,ε,C ≥ ε + w on T.
Now we can choose κ < ε and define
From (3.11) and (3.12) it is easy to see that w β,ε,C,κ (T, x) ≥ g(x). By applying similar arguments as in Step 1.1, we can show that w β,ε,C,κ is a stochastic super-solution with w β,ε,C,κ (T, x 0 ) < v + (T, x 0 ). This contradicts the definition of v + .
Step B: We now turn to showing the same result for more general µû Y and follow a proof similar to that in [8] . Fix c > 0 and define Y u,α t,x,y as the strong solution of t,x,ye −ct (s) for any s ∈ [t, T ] by the strong uniqueness. Setg(x) := e cT g(x) and defineṽ
Therefore,ṽ(t, x) = e ct v(t, x). Since µû Y has linear growth in its second argument y, one can choose large enough c > 0 so that µû Y : (t, x, y, z, a) → cy + e ct µû Y (t, x, e −ct y, e −ct z, a) (3.13)
is non-decreasing in its y-variable. This means that these dynamics satisfy the monotonicity assumption used in Step A above. Moreover, all the assumptions needed to apply Step A to this new problem are also satisfied. Let
14) whereũ is defined likeû but now in terms ofσ Y . We will denote by U + be the set of stochastic super-solutions of
andṽ + (t, x) := inf w∈ U + w(t, x).
From step A, we know thatṽ + is a viscosity sub-solution of the above PDE . Since any function w(t, x) is a stochastic super-solution of (2.4) if and only ifw(t, x) = e ct w(t, x) is a stochastic supersolution of (3.15), it follows thatṽ + (t, x) = e ct v + (t, x). Now it is easy to conclude that v + is a viscosity sub-solution of (2.4).
Step 2. ( v − is the viscosity super-solution) Due to Assumption 2.6 v − is well-defined. Next we will show that it satisfies the interior viscosity super-solution property followed by the boundary condition.
The interior super-solution property:
such that a smooth function ϕ strictly touches v − from below at (t 0 , x 0 ). Assume, by contradiction, that
Hence there exists a 0 ∈ A, such that
From the continuity assumption on the coefficients in Assumption 2.1 and the continuity ofû in Assumption 2.2, there exists ε, δ > 0 such that
).
Note that
Again for brevity, let us introduce the following sets
Observe that
The proof will be complete if we can show that P (G|B) > 0 for any non-null set B ⊂ E. In fact, it suffices to show that P(G ∩ B) > 0. Relying on the decomposition P(G ∩ B) = P(G ∩ B ∩ E 0 ) + P(G ∩ B ∩ E 1 ) (recall that B ⊂ E), we will divide the proof into two steps:
(i) P(B ∩ E 0 ) > 0: Directly from the way α 1 is defined and the definition of the stochastic sub-solutions, we get
This further implies that
The analysis in [8] show that
is a super-martingale up to a change of measure. We will summarize these arguments here: Let 
we see that 20) and that
On the one hand, on
On the other hand, on
(The right-hand-side can not be equal to δ, otherwise (3.20) would be contradicted.) Recalling the fact that ϕ < w + δ on B(t 0 , x 0 , ε/2), this observation gives that
We have obtained in (3.22) and (3.23) that
Now from the definition of stochastic sub-solutions and of α * , we have that
On the other hand, (3.21) implies that
Since P(H) > 0, G 0 ⊂ G, and H ⊂ E 1 ∩ B, (3.24) and (3.25) imply P(G ∩ E 1 ∩ B) > 0.
The boundary condition:
Assume that for some x 0 ∈ R d , we have
Since g is LSC, then from (3.26) there exists ε > 0 such that
Since v − is LSC, then v − is bounded below on the compact (rectangular) torus T = B(T, x 0 ; ε) − B(T, x 0 ; ε/2). Choose β > 0 small enough, such that
By a Dini type argument, there exists a w ∈ U − , such that
We now define for C > 0,
For any a 0 we can choose large enough C
where H u,a is the same as that in (3.17), u 0 =û(T, x 0 , ϕ(T, x 0 ), σ X (T, x 0 , a 0 )Dϕ(T, x 0 ), a 0 ). Then from the continuity of the coefficients in Assumption 2.1 and the continuity ofû in Assumption 2.2, for any a 0 , and there exists a small enough δ > 0 such that
Choosing C at least as large as ε/2β, we obtain from (3.28) that ϕ β,ε,C ≤ w − ε on T.
Also we have that,
From (3.29) and (3.30) it is easy to see that w β,ε,C,κ (T, x) ≤ g(x). By applying arguments similar to
Step 2.1, we can show that w β,ε,C,κ is a stochastic sub-solution with w β,ε,C,κ (T,
This contradicts the definition of v − . Step 1. Existence of a classical super-solution to (2.4). 1-A. In this step we will assume that µû Y is non-decreasing in its y-variable. Letting φ(t, x) = −e λt we have that . From the assumption that µû Y is non-decreasing in its y-variable, it holds that
Therefore, φ ′ is a classical super-solution.
1-B.
We now turn to showing the same result for more general µû Y . This follows the same reparametrization argument outlined in Step 1.2-B in the proof of the main theorem.
Step 2. Classical super-solutions are stochastic super-solutions. Let w be a classical super-solution. Fix (t, x, y) ∈ D × R and {τ α } ∈ S t . Let Y be the unique strong solution (which is It is not difficult to check thatũ ∈ U(t, {τ α }). We will show that for any u ∈ U(t), α ∈ A t and each stopping time ρ ∈ S t , τ α ≤ ρ ≤ T with the simplifying notation X := X α t,x , Y := Y for s ≥ τ α . We will carry out the rest of the proof in two steps.
2-A.
In this step we will assume that µû Y is non-decreasing in its y-variable. where we use the assumption that µû Y is non-decreasing in its y-variable to obtain the second inequality. Since EΓ + (τ α ) = 0, an application of Gronwall's Inequality implies that EΓ + (ρ) ≤ 0.
