The need for an efficient use of limited resources fosters the application of risk-oriented design in flood mitigation. Flood defence measures reduce future damage. Traditionally, this benefit is quantified via the expected annual damage. We analyse the contribution of "high probability/low damage" floods versus the contribution of "low probability/high damage" events to the expected annual damage. For three case studies, i.e. actual flood situations in floodprone communities in Germany, it is shown that the expected annual damage is dominated by "high probability/low damage" events. Extreme events play a minor role, even though they cause high damage. Using typical values for flood frequency behaviour, flood plain morphology, distribution of assets and vulnerability, it is shown that this also holds for the general case of river floods in Germany. This result is compared to the significance of extreme events in the public perception. "Low probability/high damage" events are more important in the societal view than it is expressed by the expected annual damage. We conclude that the expected annual damage should be used with care since it is not in agreement with societal priorities. Further, risk aversion functions that penalise events with disastrous consequences are introduced in the appraisal of risk mitigation options. It is shown that risk aversion may have substantial implications for decisionmaking. Different flood mitigation decisions are probable, when risk aversion is taken into account.
Introduction
Recently, increasing interest in risk-oriented flood design can be observed (e.g. Sayers et al., 2002; Dawson and Hall, 2004; Rose et al., 2007) . In this context risk is understood as the combination of the probability of a particular event and of the impact that this event would cause if it occurred. Risk-based design strives to balance benefits and costs of the design in an explicit manner. In this context, benefits and costs have to be understood as broad terms encompassing not only monetary outcomes but any other effects such as ecological or social ones. An optimal flood defence system, chosen from multiple options, can be found by minimising the life-cycle costs, i.e. the expected costs during the lifetime of the system. These costs include failure costs which are related to the adverse effects of system failures. Hence, a risk-based approach compares the expected outcomes and costs of alternative courses of action, and the design of the flood defence is found via optimisation. On the contrary, a standard-based engineering approach limits itself to the probability of the flood, by imposing a certain flood return period that the flood defense has to withstand.
Risk-based flood design is frequently based on cost-benefit analyses. In Germany, for example, public investments in flood mitigation have to be supported by cost-benefit analysis. Flood defence schemes are aimed at reducing the flood damage that is expected during the lifetime of the scheme. Hence, the reduction of future damage, i.e. the flood damage avoided, is considered as principal benefit in cost-benefit analyses. The difference between the costs for the flood defence and the benefits of the defence scheme, i.e. the damage avoided, has to be maximised. Although benefits and costs should be understood in a general sense, risk-based flood design is usually limited to monetary effects. Intangible effects, such as recreational costs or benefits (e.g. Penning-Rowsell Published by Copernicus Publications on behalf of the European Geosciences Union. 1034 B. Merz et al.: "High probability/low damage" versus "low probability/high damage" and Green, 2000) or adverse health effects (e.g. Tapsell and Tunstall, 2001; Jonkman and Kelman, 2005) , are frequently neglected.
In the majority of flood design cases, the annual damage expectation is used as risk indicator (e.g. Penning-Rowsell and Green, 2000; van Manem and Brinkhuis, 2003; . Given the dominance of the expected annual damage (EAD) as risk indicator, it is interesting to investigate the implications of this use for flood defence decisions. As early as 1958, Eckstein criticised the concept of EAD. He pointed out that, whereas initiatives for structural flood defence measures are mainly triggered from public reaction to disastrous floods, the EAD-based design minimises the long-term, average damage (Eckstein, 1958) . The concept of EAD assumes that decision makers and people-at-risk are risk-neutral, and that they strive to maximise economic efficiency. However, people tend to be risk-averse (e.g. Bohnenblust and Slovic, 1998) . Risk aversion refers to the observation that events with the same damage expectation might be perceived very differently. People tend to dread events with large adverse consequences, even if their probability of occurrence is very small, and consequently their damage expectation is very small, too.
A few alternate approaches that are not only based on expectation have been proposed, but are seldom applied. The partitioned multiobjective risk method (PMRM; Asbeck and Haimes, 1984; Haimes, 1998) separates the probability axis into n regions, and the expected value is calculated for each region. The low-probability expectation is a measure for the average largest damage, given the events of an extreme nature (Karlsson and Haimes, 1988) . By including the lowprobability expectation as an objective, catastrophic events can explicitly be included in the decision problem. Further alternate methods, such as the mean-variance rule, are discussed by Mechler (2004) . Hergarten (2004) investigates the contribution of large and small events to EAD for different natural hazards under the assumption that the event size is power-law distributed. He concludes that EAD is mainly governed by the largest events for earthquakes, forest fires and rockfalls, while results are non-unique for landslides. This paper analyses this question for river floods. The relative contribution of extreme events (high probability/low damage) and frequent events (low probability/high damage) to EAD is quantified for three case studies and for the general case of riverine flooding in Germany (Sect. 2). Section 3 summarises research findings concerning risk perception and compares the results of Sect. 2 with these findings. Section 4 investigates the implications of integrating different risk preferences (risk neutral versus risk adverse) in risk-based flood design. For three communities, the risk reduction due to hypothetical flood defence measures is compared for the usual EAD approach with an approach that considers risk aversion. It is shown how the inclusion of risk aversion might influence the decision on flood protection measures.
2 Significance of "low probability/high damage" floods using the EAD concept as risk indicator
Damage expectation as risk indicator
Applying the EAD concept to the case of riverine floods yields:
The flood risk RI , i.e. the probability of a certain flood damage within a given time period, depends on the probability density function f h (h) of the flood water level h, and on the relation between h and the flood damage D. The lower integration limit is h D , the threshold water level above which flood damage occurs. Figure 1 illustrates this relation. With increasing water levels, and above the damage threshold h D , damage D is increasing and the probability density f h (h) is decreasing. According to this definition, risk has the same unit as the damage indicator, related to the time interval of f h (h). Traditionally, an annual time span and monetary damage are chosen, and the flood risk RI is given as annual flood damage (in Euro or any other currency).
In flood risk analysis damage estimates are frequently given for a few flood scenarios, to which certain return intervals and discharges are connected. These discrete scenarios are approximations of the continuous distribution function f h (h) of the annual flood water level h. In this case, Eq. (1) has to be replaced by:
where D j and P j are the average flood damage and the exceedance probability increment for the j -th interval, respectively, and m is the number of probability increments:
Figure 2: Expected annual damage (EAD in Euro/year) for the municipalities in the Seckach catchment (adapted from .
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Case studies
The EAD concept, introduced in Sect. 2.1, is applied to three case studies from different regions in Germany. As first case study the catchment of the river Seckach with an area of 260 km 2 was chosen. It is situated in Southwest Germany, in the east of the city Heidelberg, in the Odenwald region. Seven municipalities with approximately 47 000 inhabitants, who live in several small towns and villages, are located in the study area (Fig. 2) . In December 1993, the catchment was affected by severe flooding causing damage of 25 to 30 million DM. 13 months later, i.e. in January 1995, large flooding occurred again, which initiated an integrated flood defence planning. As a part of the planning process, several inundation scenarios with different return periods were derived and the damage was assessed for each scenario and for each settlement area. These calculations provided the basis for a benefit-cost-analysis of the planned flood protection scheme (Merz and Gocht, 2001) . Figure 2 shows the EAD for the twelve biggest towns in the Seckach catchment for the situation in 1993/95. The size of the pie charts is a measure of the magnitude of EAD. The pie slices illustrate the share of each interval between two return periods to the total amount of RI :
Although larger floods are associated with higher damage, their contribution to the expected annual damage may be rather low, due to their small probability weights P j . For example, more than 50% of EAD of Roigheim results from events with return periods between 5 and 20 yrs. In seven of the twelve settlements the contribution of events up to the 100-year flood amounts to more than 80% of the expected annual damage. Only in one settlement (i.e. Goetzingen) the events up to the 100-year flood account for less than 50% of the EAD (Fig. 2) . In this municipality the main share of the assets is located rather far from the river, which means that significant damage is only caused by larger events. In a more recent study (Olschewski, 2007) , the EAD was calculated for two bigger municipalities that are located at the River Mulde in the Eastern part of Germany, i.e. in the Freestate of Saxony. In contrast to the rural municipalities of the Seckach study area, which has an average population density of 130 inhabitants per km 2 , the two Saxon municipalities Doebeln and Eilenburg have a population density of 390 and 690 inhabitants per km 2 , respectively. The two municipalities were hit by a severe flood event in August 2002, which caused 54.5 million Euro damage at residential buildings in Doebeln and 76.9 million Euro damage in Eilenburg (SAB, 2004) .
Seven inundation scenarios, i.e. from the 10-year to the 1000-year flood event, were calculated using the 1-D/2-Dmodel LISFLOOD-FP (Bates and de Roo, 2000) . Damage was estimated with five meso-scale damage models and three micro-scale damage models by Olschewski (2007) . Although the damage estimates differed considerably, the share of the intervals between two return periods remained rather constant. On average, the events up to the 100-year flood contributed 77% to the expected annual damage in Doebeln, and 57% in Eilenburg. The latter can be explained by the fact that the city centre of Eilenburg is only flooded by rare events with return periods of more than 100 years. In all analyses, the interval between the 500-year and the 1000-year flood caused 6 to 12% of the expected annual damage.
Finally, the EAD was calculated for the City of Cologne, which is located at the River Rhine. Cologne has nearly 1 million inhabitants and a population density of 2390 inhabitants per km 2 . The City of Cologne was also hit by floods in December 1993 and in January 1995; damage amounted to 77 million Euros and 33 million Euros, respectively. On the basis of the analysis done by Grünthal et al. (2006) and Merz and Thieken (2009) , flood events up to the 100-year flood event cover a share of 78% of the expected annual damage. The share of the interval between the 500-and the 1000-year flood amounts to only 8% of the risk indicator.
In summary, in the mentioned case studies extreme events do not contribute much to EAD. The greatest proportion, approximately 80%, of the benefits of a flood protection system is attributed to the reduced damage due to more frequent events with return periods up to 100 years.
General considerations
The empirical results from the case studies led to the question whether the low share of "low probability/high damage" events to EAD is a general phenomenon of riverine flooding. This share depends on the relationships between water level h, discharge Q, return period T , and damage D. These relationships are determined by the rating curve h(Q), the flood frequency curve Q(T ) or h(T ), and the stage-damage curve D(h). In order to consider a wide range of cases, different assumptions were chosen for each of the mentioned functions. Moreover, the water level, at which the first damage occurs, h D , plays an important role. This value was set to the 5-year flood event. Therefore, we concentrate on situations where no extensive flood protection schemes exist. In what follows, the interrelations of the different components are considered only for water levels that exceed h D .
To consider a wide spectrum of flood frequency curves, Annual Maximum Series (AMS) were extracted from mean daily discharge measurements at 56 discharge gauges from all over Germany. The generalised extreme value distribution (GEV) was fitted to these data. Figure 3 shows the flood frequency curves that were normalised by the median of the corresponding AMS. The governing feature that determines the contribution of a return period interval to EAD is the parameter γ of the GEV. The frequency curves with the maximum and the minimum value of γ , i.e. 0.27 and −0.34, respectively, represent the most extreme behaviour of the 56 AMS. Therefore, these two functions together with the mean function (γ =0) were chosen for the further analysis (Fig. 3) . To ensure comparability, all three functions were scaled so that all of them show the same discharge at the 5-year flood water level that corresponds to h D .
Besides the flood frequency curve, the shape of the river valley influences the contribution of extreme events to EAD. Typical shapes of valleys in Germany were mapped by Germany's Environment Agency (Briem, 2003) . This study reveals that most of German river valleys can be approximated by a linear or a concave shape. A linear shape represents V-shaped valleys, whereas the concave shape typifies (wide open) U-shaped valleys. In order to consider the whole spectrum of possible shapes, a convex shape was chosen as third example (Fig. 4 ). Uniform, stationary flow was assumed for the derivation of the rating curves. By means of the Gaukler-ManningStrickler equation the relation between the discharge outside the riverbed and the water level above h D was calculated for each valley type (Fig. 5) .
The relation between river water level and flood damage, i.e. stage-damage curve D(h), depends on the valley type, and on the spatial distribution of the assets at risk and of their susceptibility. It was assumed that the assets as well as their relative susceptibility function were distributed uniformly. In municipalities, which experienced floods repeatedly and which therefore are likely to have a profound flood risk awareness, it would be expected that none or only low asset values can be found in the vicinity of rivers and/or that their susceptibility is low. High asset values and more susceptible objects are to be found farther away from the river. However, since no systematic and meaningful investigation of this topic is known to the authors, the simple assumption of a uniform distribution was chosen. Therefore, the amount of damage is proportional to the inundated area and the stagedamage curve is thus a result of the underlying valley type (Fig. 6) .
Nine different combinations result from the superposition of the different rating curves, stage-damage-functions and flood frequency distributions (three valley types times three GEV-curves). Their h(T )-functions, i.e. the relationship between river water level and return period, are shown in Fig. 7 . The shares of the different return period intervals to EAD can be calculated on the basis of Eq. (4), and are shown in Fig. 8 . It can be seen that the highest share to EAD can be assigned to frequent events in the case of the linear and the concave valley shape. On average, events of the interval 5-10 yrs contribute 28% to the expected annual damage, those of the 5-20 yrs interval 60%, and those of the 5-50 yrs interval 82%. On the contrary, extreme events play a minor role. For example, the share of events with a return period of more than 500 yrs amounts to 2%, that of events with a return period of more than 1000 yrs only to 1%. In summary, the general considerations are consistent with the findings from the empirical case studies. However, in the case studies the share of "low probability/high damage" events tends to be a little higher than in the generalised cases. We attribute this minor disagreement to our assumption that the asset distribution and susceptibility functions are uniform, i.e. that the distance to the river does not influence the asset and susceptibility distribution. In reality, it is likely that frequently flooded areas are kept free from settlements and other assets, or that objects in these areas have a lower susceptibility than those in less frequently affected areas.
3 Societal significance of "low probability/high damage" events
The considerations of Sect. 2 reveal that "low probability/high damage" floods contribute only to a small degree to EAD and should therefore be of small importance in flood risk decisions, if EAD was an adequate risk indicator. However, flood mitigation measures are often initiated as a consequence of "low probability/high damage" floods. This mismatch can be explained by the perception of risks. The societal significance of a risk is defined by how it is perceived. Differences in preference for decision alternatives were shown to be associated with different perceptions of the relative risk of the options, rather than with different attitudes towards the risk (Weber and Milliman, 1997; Slovic and Weber, 2002) . Risk perception is context-dependent and is affected by social, political, cultural and economic factors (e.g. Kasperson et al., 1988; Pidgeon et al., 1992; Renn, 1998; Plattner et al., 2006) . The variety of these factors and their interaction result in a strong variation of risk perception. Although individuals perceive risks as complex, multidimensional phenomena, it has been shown that perceived risk is, to some extent, quantifiable and predictable, since every hazard has a unique pattern of qualities that appears to be related to its perceived risk (e.g. Slovic, 1987; Slovic and Weber, 2002; Grothmann and Reusswig, 2006) . Subjective risk appraisal is not only defined by personal preferences or even irrational patterns, but follows sensible rules and should be considered in risk management (Bohnenblust and Slovic, 1998; Renn, 1998) . Slovic (1987) grouped 15 risk dimensions to two risk factors, "Dread Risk" and "Unknown Risk". The perceived seriousness of a hazard is predictable from knowledge of where the hazard stands with regard to "Dread Risk" and "Unknown Risk" (Slovic et al., 1984) . These factors help to explain the observation that society tends to be risk-averse, i.e. that the public appears to accept more readily a much greater social impact from many small accidents than it does from the more severe, less frequent occurrences that have a smaller societal impact (US Nuclear Regulatory Commission, 1975) .
Risk aversion is linked to the social amplification of risk (Kasperson et al., 1988) . This holds for events whose adverse effects, e.g. massive indirect impacts such as tightened regulation or loss of trust in authorities exceed the direct damage by far. While the size of the impact of an event does not necessarily determine its proneness to the process of social amplification, the event has to be of the high-signal type. Certain events, frequently events with the potential to affect a large number of people, are perceived as signals of future trouble. The social impact of an event will be large, regardless of its direct damage, if the event greatly increases the estimated risk of the activity or technology, e.g. raising fear that the activity is not adequately under control (Slovic et al., 1984) . One implication is that effort and expense beyond that indicated by a traditional cost-benefit analysis might be warranted to reduce the possibility of high-signal events (Slovic and Weber, 2002) .
Further, people dread "low probability/high damage events" more than their statistical importance implies, since such events may surpass the coping capacity of the affected element-at-risk. The concentration of adverse impacts in time and space may require a long-term effort to recover from the event, or even worse, the impact may be of such magnitude that the affected element-at-risk may be unable to cope with the adverse effects. Therefore, individuals, businesses or smaller groups are usually considered risk-averse, unless they are very wealthy and highly diversified, due to limited coping mechanisms that enable them to deal with high-damage events. However, Siegrist and Gutscher (2008) showed that people cannot predict the negative effects that are evoked by severe flooding (especially negative emotional consequences) and therefore do not invest in risk mitigation. Larger groups (large companies, countries, etc.) are often assumed to be risk-neutral due to their possibility to spread risks (Mechler, 2004) . For example, the public sector is often considered as risk-neutral, as it can more easily share risks. Hence, cost-benefit analyses in the public sector are usually based on expected utility. However, it can be summarised that there are well legitimate reasons for putting a stronger emphasis on "low probability/high damage" events than their contribution to EAD suggests. The concept of EAD as risk indicator assumes risk neutrality and is inadequate, if risk aversion is important. Therefore, it is necessary to evaluate the implications of different risk preferences (risk neutral versus risk adverse) on decision-making.
Integrating risk aversion in decisions on flood risk mitigation
In this section risk aversion is integrated in the calculation of risk reduction for hypothetical flood defence measures for the three communities Cologne, Doebeln and Eilenburg introduced in Sect. 2.2. It is analysed how the inclusion of risk aversion changes the contribution of "low probability/high damage" events to RI, and how this may influence the decision on flood risk mitigation. For each community the current flood risk is described by flood risk curves, relating the flood damage in the community to return periods. In a second step the effects of flood protection through a dike system or, alternatively, an early warning system on these risk curves are calculated. These calculations are performed for risk-neutral and risk-averse behaviour. For both cases, it is compared to which extent each flood protection strategy reduces the risk. This example uses only damages to the residential sector. This is the sector for which, at least in Germany, the most reliable data and damage models exist. Since we are interested in the question how risk aversion affects risk reduction and, consequently, risk mitigation decisions, this restriction to one economic sector does not limit the basic conclusions drawn from this example. The same approach could be applied in a more comprehensive risk assessment. With the FLEMOps damage estimation model for the residential sector that was derived from actual damage data collected after the 2002 floods in the Elbe and Danube catchment (Thieken et al., 2008) and asset values in terms of disaggregated replacement costs per community for residential buildings Thieken et al., 2006) , the damages in the residential sector are estimated for seven flood scenarios (return periods: 10, 20, 50, 100, 200, 500, 1000 years). These results are taken from Olschewski (2007) , and Merz and Thieken (2009) . To be able to compare the three municipalities, relative damage is used as damage indicator. It is calculated by relating the (scenario-) damage to the residential asset values in the communities. To extend the probability range, these risk curves are extrapolated for the return periods 2000, 5000 and 10 000 years. Figure 9 shows the resulting risk curves (curves named "current situation") for the three communities. For the considered range of return periods (10-10 000 yrs), the relative damage varies from 0.09% to 7% for Cologne, from 0.8% to 11% for Doebeln, and for 0.4% to 25% for Eilenburg. For the smaller municipalities, relative damages for similar return periods are higher than for Cologne.
For each community the risk reduction due to flood mitigation is calculated. Two mitigation options, namely flood warning and protection by dikes, are chosen. This choice is motivated by the different characteristics of these mitigation options. Flood defence by dikes is a typical representative of the resistance strategy, whereas flood early warning represents the resilience strategy. Resistance strategies aim at reducing the flood hazard, i.e. the frequency of flooding, and are traditionally called flood control strategies, whereas resilience strategies rather aim at learning to live with the floods (Vis et al., 2003) .
The dike system is assumed to fully protect the municipality and prevent all damages up to a return period of 200 years. In Germany, dikes are frequently designed for the 100-year flood. By adding a freeboard of 0.5 to 1.0 m, the safety level of many dikes in Germany is approximately 200 years. For larger events the dike system is expected to fail. Since dikes eliminate inundations in the dike hinterland for events lower than the failure flood (200 yrs), residents of the dike hinterland tend to develop a feeling of safety and an increase in assets and a decrease in flood susceptibility in dike-protected areas is a common phenomenon. To take this effect (called "levee effect" according to Tobin, 1995) into account, an increase in asset values behind dikes is assumed as a consequence of the dike system. Based on these assumptions, the risk curves for the mitigation option "dike system" have a common form: no flood damage below the failure flood (200 yrs), whereas the damage above the failure flood is increased, compared to the current situation. Figure 9 shows the risk curves for an increase of 20%.
Although the effect of increasing asset values in the dike hinterland is frequently mentioned (e.g. Tobin, 1995) , there is hardly any data available. The studies of McMasters (1996) and USACE (2004) on the development in US floodplains indicate that this "levee effect" could be in the order of 5-10%. In some special places, e.g. New Orleans, this effect could be much higher (Burby, 2006) . Due to the lack of quantitative statements, two scenarios (5% and 20%) are investigated which are seen as plausible range.
As an alternative mitigation measure, a flood warning system including public awareness campaigns is proposed. Unlike dike protection, early warning systems do not fully eliminate damages, but the damage-reducing effects work for low-and high-probability events alike. The extent of the damage reduction is difficult to quantify. Several surveys (Lustig et al., 1988; Queensland Gov., 2002; Parker, 2007) have dealt with this problem. The ability to efficiently perform protection measures which are undertaken after a flood warning has been received strongly depends on the knowledge about self-protection, which is connected to the quality of flood warning information as well as to prior flood experience, residents' homeownership and household size (Thieken et al., 2007) . A damage-reducing effect of 20% is assumed which is on the upper side of the percentages found in empirical studies and proposed in the literature (Kreibich et al., 2005) . Such a relatively high efficiency requires the residents to be aware of the threat and of the possibilities for effective emergency measures. Therefore, we assume that the operation of the early warning systems is combined with measures for raising and maintaining a high awareness among the flood-prone residents. Figure 9 shows the shifting of the current risk curve towards lower damage as a consequence of a well-maintained flood warning system that motivates residents to perform damage-reducing activities in case of warnings.
In the following, the contribution of the different flood scenarios, with return periods from 10 to 10 000 years, to the overall risk and to the damage reduction for the two mitigation measures (dike system, flood warning system) are calculated. This is done for risk-neutral and risk-averse behaviour.
In this example, risk aversion is assumed to be a function of the relative damage of the municipalities. They are seen as the entity for which the decision on flood mitigation is made. Risk aversion should only be taken into account if a considerable part of the municipality is at risk. The municipality should be interested in avoiding high-signal events that trigger strong public concern and have high societal impact and in situations where its coping capacity might be surpassed. Therefore, the ratio of damage to the assets of the municipality can serve as indicator for risk aversion.
In the risk literature two risk aversion models are applied, the multiplicative one (Eq. 6) and the exponential model (Eq. 7):
Both models are variants of the traditional risk equation (Eq. 2). In both models risk aversion is considered by introducing a risk aversion factor α or β, respectively. They can be interpreted as a penalty function which overproportionally weighs events with large damage. The resulting risk measure RI * can be considered as perceived societal risk (Bohnenblust and Slovic, 1998) .
Risk aversion models are usually applied to multiplefatality accidents (e.g. Slovic et al., 1984; Hubert et al., 1991; Mechler, 2004; Abrahamsson and Johansson, 2006) . For example, the exponential model is based on a utility model stating that the societal cost (or disutility) of N lives lost in a single accident is a function of N β (Slovic et al., 1984) . Three general forms can be differentiated: β>1 (risk-averse), β=1 (risk-neutral), β<1 (risk-seeking). The exponential and multiplicative models are related (α(D)=D β−1 ), and can be used interchangeably. Although there has been an intense discussion on risk aversion, empirical studies on people's risk preferences regarding multiple fatalities are rare (Abrahamsson and Johansson, 2006) .
We apply risk aversion functions to economic damage estimates. In Germany the number of casualties resulting from river floods is fortunately low and does not play an important role in the public discussion about flood risk. This discussion is mainly steered by direct economic damage. This is also the only flood damage type for which substantial data and models are available in Germany. Therefore, economic damage is used as damage type, although we are aware of the importance of other loss dimensions such as adverse psychological effects.
The parameterisation of risk aversion models is a subjective process and reflects value judgements (Bohnenblust and Slovic, 1998) . Mechler (2004) summarises the empirical work on risk aversion and states that evidence concerning risk aversion remains inconclusive. Data on the preference of the respective decision makers are necessary but frequently not readily available (Mechler, 2004) , and risk aversion functions are not the same for different hazards (Bohnenblust and Slovic, 1998) . Recently, Abrahamsson and Johansson (2006) studied risk preferences of experts in the risk management sector, related to accidents or other situations with the possibility of multiple fatalities. Surprisingly, the majority of the subjects showed risk-seeking behaviour. They accepted the risk of highly serious consequences to retain the possibility of the adverse impacts being much less serious. One recurring argument was that, when the number of fatalities had reached a certain point, a further increase did not affect the perception of the scenario. There might be a threshold beyond which an event is simply seen as catastrophic without further discrimination. Most of the participants with risk neutral preferences argued that the expected number of facilities ought to be used in a normative sense in decision making, since they considered it as the most rational approach. This example highlights that diverging views on risk aversion exist. Depending on the context of the risk situation, different stakeholders might have different views on risk aversion. Therefore, the issue of risk aversion needs to be carefully scrutinised in each risk evaluation.
In our example the multiplicative risk aversion model is used, based on the following assumptions:
-Risk aversion increases with the relative damage, i.e., events where larger fractions of the assets within a municipality are destroyed are penalised.
-The risk aversion function contains two thresholds. The lower threshold D L defines the relative damage above which risk aversion is assumed. The upper threshold D U defines the damage above which risk aversion does not increase anymore. The risk aversion factor α increases linearly between D L and D U . Figure 10 shows the chosen risk aversion factors, and Table 1 lists the assumptions underlying the risk aversion models and the effects of protection measures. Besides the riskneutral approach (model M0), three risk-averse models (M1-M3) are given. All risk-averse models have the same lower threshold of 1%, i.e. risk aversion is not considered for events with direct damage lower than 1% of the total assets in the community. The upper threshold is set to 10% and 20%, respectively, since only a partition of the municipality values are at risk of flooding and even those values at risk are in most cases not fully destroyed. 10% or 20% damage seems to be an event that is perceived as devastating for riverine flood in Germany. A rough estimate based on asset values and damage data from SAB results in a relative residential damage for the August 2002 flood of approximately 5.5% for Doebeln, 10% for Eilenburg, and 1% for Dresden. This flood can be characterised as a high-signal event. It triggered a nation-wide discussion on flood risk management, and a number of extensive consequences followed (Petrow et al., 2006) . The maximum risk aversion factor α max is more difficult to choose. Other studies have used values up to 8 (railroad crossings, PLANAT, 2007), 10 (railway accidents, natural disasters, Bohnenblust and Slovic, 1998; BABS, 2003; PLANAT, 2005 ), 15 (avalanche risk, BUWAL, 1999 ), 30 (railway tunnels, PLANAT, 2007 ), or 100 (natural disasters, BABS, 2003 . Bründl (2009) suggests a function where risk aversion is composed of multiple factors resulting in an overall maximum risk aversion factor of approx. 15 for small to large events and approx. 50 for extreme loss events. Based on these studies, we assume α max =10 (M1, M2) and 50 (M3), respectively.
The chosen risk aversion model and its parameters are not meant to reflect the preferences of decision makers. For example, the range of aversion factors is taken from risks involving fatalities. The transfer of these values to economic risk is questionable. In a real-world application, these issues would have to be discussed with the responsible decision makers. The objective of our example is to illustrate how the consideration of risk aversion may influence flood mitigation decisions. Hence, it suffices to choose plausible realisations of risk aversion functions. Since uncertainties in eliciting risk aversion parameters are large, it is appropriate to use a range of values for illustrating the effect of risk aversion on decision-making (Mechler, 2004) .
Applying the multiplicative risk aversion model (Eq. 6) and the aversion functions of Fig. 10 , the contribution of flood scenarios to the total risk is calculated for each municipality and each mitigation scenario (current status, dike system, warning system). The risk indicator used is the per- . Share (given in %) of the return period intervals to the perceived societal risk (RI * ) for four risk aversion models (M0-M3) and three mitigation strategies (current situation: top row; dike system: middle row; warning system: bottom row) for Eilenburg. A levee effect of 20% is assumed. (Considered return period intervals: 1: 10-20; 2: 20-50; 3: 50-100; 4: 100-200; 5: 200-500; 6: 500-1000; 7: 1000-2000; 8: 2000-5000 ; 9: 5000-10 000 yrs).
ceived societal risk RI * . As example, Fig. 11 gives the percentage to which each return period interval contributes to RI * for Eilenburg and an increase of asset values in the dike hinterland of 20%. Comparing the three mitigation options, it is obvious that the relative contribution of the return period intervals is the same for the current situation and for the early warning system. For the dike system the return period intervals 1-3 (T <100 yrs) do not contribute, since the dike system fully protects against flooding.
More important is the comparison of the four risk aversions models. For the risk-neutral model M0, the high probability events dominate the overall risk. As soon as risk aversion is included, the contribution of low probability events increases. This may lead to bimodal distributions (e.g. model M2 and dike system) or even to reversed distributions (e.g. model M3 and dike system). Assuming risk aversion with α max =10 (models M1, M2) leads partially to significant changes and partially to minor ones. α max =50 changes dramatically the contribution of low probability events.
Finally, the benefit due to the two mitigation options (dike system, warning system) is quantified. This benefit is calculated as the annual risk reduction after the implementation of the mitigation options:
where RI * denotes the perceived societal risk and the subscripts denote the mitigation options: C -current situation; D -dike system; W -warning system. Table 1 shows RI * D = RI * D and RI * W for the four risk aversion models and for the two levee effect scenarios. For the risk-neutral model (M0), the risk reduction due to the dike system is significantly larger than the reduction due to the warning system. This is valid for both levee effect scenarios. However, the introduction of risk aversion changes this pattern: the risk reduction due to the dike system decreases, and the one due to the warning system increases. This pattern is explained by the fact that the warning system also decreases damages of low probability floods, whereas the dike system only mitigates higher probability floods. The risk reduction due to the dike system also depends on the assumption on the levee effect. For a levee effect of 5% and the communities Doebeln and Eilenburg, the risk reduction due to the dike system is larger than the one due to the warning system, regardless of the risk aversion model. For a levee effect of 20% and the risk aversion model M3, the warning system would provide a larger risk reduction for Eilenburg. The effect of M3, the model with the strongest risk aversion, is quite dramatic. For Cologne and Eilenburg and a levee effect of 20%, the order of the mitigation options is reversed compared to the risk-neutral model: the risk reduction due to the warning system is significantly larger than the one due to the dike system. Interestingly, the dike system risk reduction for Cologne is negative, if risk aversion model M3 is applied. This is a consequence of the 20% increase of potential damage as effect of the dike system and of the higher weights that are associated with low probability events. This means that the dike system increases the annual risk, if the assumptions (20% potential damage increase, strong risk aversion M3) are deemed to be plausible. 
Conclusions
Flood risk analyses and flood cost-benefit studies usually apply the technical concept of risk and EAD is used as risk indicator. This paper shows that, for riverine floods in Germany, EAD is dominated by "high probability/low damage" events. For all case studies (the Seckach catchment area and three other municipalities in Germany), approximately 80% of the potential benefits of a flood protection system has to be attributed to the reduced damage due to frequent events with return periods of up to 100 yrs. General considerations, based on typical values for flood frequency behaviour, flood plain morphology, etc., support these findings. Using the concept of EAD, "low probability/high damage" events play a minor role. For example, the share of events with a return period of more than 500 yrs amounts typically to 2%, that of events with a return period of more than 1000 yrs to 1%. These results are in contrast with the perception of "low probability/high damage" flood events. People tend to dread events that might cause very high damage, and there are wellfounded arguments for this view. Such events can significantly influence the long-term development of regions, communities or individual livelihoods. They may be associated with follow-up effects that extend far beyond the direct effects that are usually accounted for in risk analyses. Hence, in flood risk studies EAD should be used with care. It may not be a prudential risk indicator, since it is not always congruent with well-founded societal risk priorities.
Since this mismatch between technical risk appraisals and the perception of society stems from the limitations of today's flood risk analyses, a larger emphasis should be placed on considering indirect, intangible and long-term consequences of floods. If a complete quantification of all flood impacts in a technical risk analysis were possible, this mismatch would be closed.
Realistically, a complete quantification is a long way ahead. Therefore, attempts to compensate the effects of missing consequences are valuable. To this end, risk aversion may be included in the risk assessment, trying to quantify the perceived societal risk instead of the technical risk. A proposal is made to consider risk aversion, based on quasi-monetary values, for flood mitigation at the municipality level. We argue that risk aversion depends on the scale of the loss. The relative damage, i.e. event loss divided by the total assets in the municipality at risk, is proposed as measure for assigning risk aversion factors to flood events.
The introduction of risk aversion penalises events with disastrous consequences. This preference of avoiding devastation instead of minimising EAD has implications for the appraisal of risk mitigation options. It is shown that the annual risk reduction due to alternative mitigation options may be very differently assessed. Applying the "classical" EAD approach (risk-neutral), flood protection by dikes has large positive benefits in the three municipalities studied. They are much larger than the risk reduction due to a well-functioning flood warning system. However, the consideration of risk aversion decreases the positive effects of the dike system and increases the benefit of the warning system. Assuming the most pronounced risk aversion model and an increase of asset values behind dikes of 20%, the risk reduction of the dike system is even negative for Cologne. This result is, besides the large weights of low probability events in this risk aversion model, the effect of a comparatively large increase in potential flood damage in the hinterland area of the dike as a consequence of the perceived safety against (low probability) flooding.
Examples for the inclusion of risk aversion in flood risk studies are extremely rare. The quantification of risk aversion is a subjective process, reflects value judgments and depends on the context of the risky situation. In view of the inconclusiveness of the discussion on risk aversion, the risk aversion functions chosen in this study have to be taken with care. For example, the use of the relative damage as indicator for risk aversion needs further discussion. In large cities a comparatively small relative, but high absolute damage may be perceived as high-signal event. Therefore, it may be wise to adapt risk aversion functions, depending on the scale of the municipality. To understand these issues, more research on people's preferences in different risk contexts is necessary.
Although we are aware of the limitations of this investigation, we show that risk aversion may have substantial implications for the appraisal of flood mitigation. The resilience approach (flood warning system) is much more positively evaluated when risk aversion is considered. In contrast, the risk reduction effect of the resistance approach (dike system) diminishes with consideration of risk aversion. Different flood mitigation decisions are probable, when risk aversion is taken into account.
