Abstract. Ψ(x, y) denotes the number of positive integers ≤ x and free of prime factors > y. Hildebrand and Tenenbaum provided a good approximation of Ψ(x, y). However, their method requires the solution α = α(x, y) to the equation p≤y log p/(p α − 1) = log x, and therefore it needs a large amount of time for the numerical solution of the above equation for large y. Hildebrand also showed 1 − ξu/ log y approximates α for 1 ≤ u ≤ y/(2 log y), where u = (log x)/ log y and ξu is the unique solution to e ξu = 1 + uξu. Let E(i) be defined by E(0) = log u; E(i) = log u + log(E(i − 1) + 1/u) for i > 0. We show E(m) approximates ξu, and 1 − E(m)/ log y also approximates α, where m = (log u+log log y)/ log log u +1. Using these approximations, we give a simple method which approximates Ψ(x, y) within a factor 1 + O(1/u + 1/ log y) in the range (log log x) 5/3+ < log y < (log x)/e, where is any positive constant.
Introduction
Let Ψ(x, y) be the number of positive integers ≤ x and free of prime factors > y. Estimates for Ψ(x, y) are very useful for many number-theoretic algorithms and modern cryptography. The behavior of Ψ(x, y) has been investigated by many authors ( [2] , [3] , [4] , [5] , [6] , [7] , [8] , [10] , [13] ). We see good summaries for the investigations of Ψ(x, y) in [9] and [11] .
Dickman [5] showed that the probability that a random integer between 1 and x has no prime factors exceeding x 1/u (0 < u) approaches the value ρ(u) as x −→ ∞, where u = (log x)/ log y and ρ(u) is the unique solution to the following equations: uρ (u) + ρ(u − 1) = 0 (1 < u); ρ(u) = 1 (0 ≤ u ≤ 1).
Hildebrand [7] showed that for any fixed positive number , 3 ≤ x, and 1 ≤ u ≤ log x/(log log x) 5/3+ , Ψ(x, y) = xρ(u) 1 + O log(u + 1) log y holds. The estimate Ψ(x, y) ≈ xρ(u) is, in practice, accurate only for small u.
Hildebrand's result above shows this fact in theory, and Hunter and Sorenson [10] gave some experimental data to show this fact.
KOJI SUZUKI
Hildebrand and Tenenbaum [8] gave an estimate of Ψ(x, y) which is accurate for large u. They showed that uniformly for 2 ≤ y ≤ x,
and α u is the unique solution to the equation
Hunter and Sorenson [10] provided the following algorithm to evaluate Hildebrand and Tenenbaum's approximation.
Algorithm HS [10] .
(1) Find all primes ≤ y.
Step (1) can be done by some sieve algorithms (for example, see [1] and [12] ) using O(y/ log log y) operations.
Step (2) requires bisection, and it can be performed using O(y(log log x)/ log y) operations [10] . Hence, the complexity of Algorithm HS is given by (1.3) O y log log x log y + 1 log log y .
Hunter and Sorenson also showed that Newton's method can improve the complexity of step (2) in Algorithm HS. To prove quadratic convergence for Newton's method, one needs a preliminary search by bisection for obtaining a suitable starting point, and it costs O(y(log((log x)/ū)/ log y)) operations. Then, if log x ≤ y, the total running time of this algorithm is dropped to O(y/ log log y), and if log x > y, it corresponds to (1.3). Although Newton's method can reduce the running time of step (2), one can only prove quadratic convergence. In this paper, we give an estimate of α u ,
The above E(m) provides an approximation of ξ u , where ξ u is the unique solution to the equation
and E(m) can be used in some other estimate formulas for Ψ(x, y) (for example, see Section 2 of [9] ). We prove that the error term of our estimate for α u is O(1/(u(log y) 2 )) for x → ∞, in the range
where is any fixed positive number. Furthermore, using this estimate, we show that in the above range
when x tends to infinity. Using (1.6), we can compute the estimates of Ψ(x, y) without the numerical solution of the equation (1.2). Our algorithm for computing the estimate for Ψ(x, y) is described as follows.
Algorithm Modified HT.
(2) Set E(0) = log u and m = (log u + log log y)/ log log u + 1. In the range (1.5), the above complexity is the same as (1.3). However, since Algorithm Modified HT does not require Newton's method or bisection, it provides a practical improvement on Algorithm HS. Moreover, if all primes up to y are precomputed, the complexity of our new algorithm is O y log y .
Then, compared with the conventional algorithms, our new algorithm provides some advantages in rapidly computing multiple values of Ψ(x, y ) for different values of x and y < y after precomputing all primes ≤ y. The structure of this paper is as follows. In Section 2 we give our estimates for ξ u and α u , and using these estimates we provide our approximation to Ψ(x, y). In Section 3 we give numerical results for showing that Algorithm Modified HT provides an accurate approximation to Ψ(x, y) and is faster than Algorithm HS.
Estimate for Ψ(x, y)
Hildebrand and Tenenbaum [8, formula (7.8) ] showed that for sufficiently large x,
in the range (log x) 1+ 0 < y ≤ x, where 0 is any positive constant and ξ u is the unique solution of the equation
Then, we have
Using (2.1), in our range, we can obtain the following lemma, which provides a simpler formula to estimate α u .
Lemma 2.1. For sufficiently large x, we have
in the range log y > (log log x) 5/3+ , where is any fixed positive number.
Proof. We first see that since y > (log x)
Let be a number such that
and 0 be a number such that
Then, in the range log y > (log log x) 5/3+ ,
for sufficiently large y. Since log log y = o((log y) 3/5− 0 ), we have (log y) 3/5− 0 − log log y > (log y)
for sufficiently large x. Hence, (log y) 3/5− 0 > log log x + log log y = log u + 2 log log y.
This implies that exp −(log y)
From the above equation and (2.1), we obtain the proof of this lemma.
For u > e, i ≥ 0, we define E(i) by (1.4). We also define v u for u > e as follows:
The following lemma shows that E(i) approximates ξ u (see Remark 2.4 for a geometric interpretation for explaining E(i) converges to ξ u ). This estimate for ξ u is utilized in the proof of Theorem 2.3, which is for providing our algorithm to approximate Ψ(x, y).
Proof. We define z u (n) for u > e, n ≥ 0 as
It is clear that for u > e, n ≥ 0,
We also define w s,u (n) for u > e, s ≥ 1, n ≥ 0 as follows:
Note that z u (n) = 0 from (2.5), and w s,u (n) ≥ 1 for s ≥ 1. We define r s,u (n) for u > e, s ≥ 1, n ≥ 0 as follows:
Then, for n ≥ 1, we have
Hence, from (2.5), we have for n ≥ 1,
. . .
Since for u > e e 2 log u > 2u log u + 1, we have 2 log u > ξ u for u > e. Therefore, for u > e and n ≥ 1,
Next, we show that, for n ≥ 0,
From (2.2), we have
Assuming r vu,u (n) = v u , then, from (2.2) and (2.6), we have r vu,u (n + 1) = log u + 1 u + log r vu,u (n) = log u + 1 u
Therefore, the equation (2.8) holds for n ≥ 0.
From the definitions of r s,u (n) and z u (n), it is clear that
Hence, from (2.7), (2.8), and the above equation, we have for n ≥ 1
On the other hand, since w vu,u > 1 for u > e,
holds. This completes the proof of Lemma 2.2.
Finally, we give our main result. By the following theorem and (1.1), we can obtain a method which approximates Ψ(x, y) within a factor 1 + O(1/u + 1/ log y).
Theorem 2.3. For sufficiently large
in the range (log log x) 5/3+ < log y < (log x)/e, where is any fixed positive number andα
; m = log u + log log y log log u + 1.
Proof. From Lemma 2.2, for u = (log x)/ log y > e,
Hence, from Lemma 2.1, we have in the range (log log x) 5/3+ < log y < (log x)/e,
for sufficiently large x. In the same manner as Lemma 5 of [10] , we can obtain the proof of Theorem 2.3.
Remark 2.4. The referee pointed out that the following geometric interpretation allows us to easily understand why E(i) approaches ξ u . The curves for e X and 1 + uX intersect at 0 and at ξ u , and these two curves make a closed area. As i increases, E(i) = log(1+uE(i−1)) progressively gets closer from E(0) = log u to ξ u in this closed area. This illustrates that for sufficiently large i, E(i) approximates ξ u .
Numerical results
In this section, we compare Algorithm Modified HT with Algorithm HS. We implemented both algorithms in C++ programs. To find all primes ≤ y in step (1) of both algorithms, we used Atkin and Bernstein's sieve method [1] , which uses O(y/ log log y) operations and y 1/2+o(1) bits of memory. In step (2) of Algorithm HS, we used Newton's method for finding an estimate of α u . Instead of a value given by a preliminary search by bisection, we used α 0 := log(1 + y/(5 log x))/ log y as a starting point. Although by the use of this starting point we could not prove quadratic convergence in theory, Newton's method converged very well after only a few iterations in practice. Table 1 lists the estimates of α u and Ψ(x, y) with x = 2 320 and y ranging from 2 20 up to 2 30 and the running times of both algorithms. This table shows that the estimate calculated by Algorithm Modified HT is accurate and this algorithm is faster than Algorithm HS with Newton's method. In the table, "TIME" denotes the total amount of CPU time (milliseconds), and "HS with NM" denotes Algorithm HS with Newton's method. All calculations were performed using a PC with Pentium IV 1.8GHz and 523Mbyte memory. Table 1 , m = (log u+log log y)/ log log u +1 is 7 or 8. Our calculation with m = 1000 showed that both the error of our estimate for α u and that for Ψ(x, y) decreased by only about 2%. This implies that if m is set as defined in Theorem 2.3, E(m) accurately approximates ξ u and that the major contribution to the error of our estimate comes from the error term of (2.3). 
and α u,z is the solution to the equation < log y < (log x)/e hold. Then, although the complexity of this new algorithm is O( √ y/ log log y), in that range this complexity is the same as that of Sorenson's algorithm. We implemented both algorithms in C++ programs. To obtain the numerical solution to the equation (3.1), required in Sorenson's original algorithm, we used Newton's method and a starting point α 0 := log(1 + y/(5 log x))/ log y. Following the setting of parameters in [14] , we set z to 5 √ y. In Table 2 , we give the estimates for α u and Ψ(x, y) with x = 2 320 and y ranging from 2 45 up to 2 55 and the running times of both algorithms. In the table, "S with NW" denotes Sorenson's original algorithm with Newton's method, and "Modified S" denotes the modified Sorenson algorithm withα u . This table shows that the estimates by our new algorithm agree well with those by Sorenson's original algorithm, and our algorithm is faster than Sorenson's. 
