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Abstract
The classical heat polynomials are polynomial solutions of the heat equation. We demonstrate the gen-
eration of such polynomials through the medium of the group theoretical properties of the equation.
A generalised procedure for the generation of polynomial solutions is presented and this is extended to
the construction of related polynomials.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The heat equation in 1 + 1 dimensions, videlicet
∂u
∂t
= ∂
2u
∂x2
(1.1)
in a standard notation, is the archetypal evolution equation. In itself (1.1) may be regarded as
somewhat idealised and in need of modification to allow for nonlinear effects [19], i.e., that the
diffusion coefficient here assumed to be constant and removed by rescaling of the variables be de-
pendent on u(t, x). Nevertheless (1.1) represents a variety of applications in divers subjects for it
is related to the Schrödinger equation of quantum mechanics, the Fischer–Kolmogorov equation
of reaction–diffusion problems, Burgess’ equation of the modelling of tumors, the Black–Scholes
equation of the mathematics of finance and a myriad other equations of Hamilton–Jacobi–
Bellman type [4,5,7,17,21,25]. Many of the equations mentioned can be transformed to (1.1) by
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P.G.L. Leach / J. Math. Anal. Appl. 322 (2006) 288–297 289means of a fibre-preserving [11,12] or generalised Kummer–Liouville [15,18] transformation.
There are others for which the connection is somewhat more complex, for example [17],
ut + uxx + (x + u)ux − (Dx + Eu) = 0, (1.2)
but the connection exists.
The connective tissue, as it were, between these equations arising in disparate fields and (1.1)
can be found in a shared property of symmetry. Equation (1.1) possesses 5 + 1 + ∞ Lie point
symmetries. They are, courtesy of LIE 51 [8,27]:
Γ1 = ∂x,
Γ2 = t∂x − 12xu∂u,
Γ3 = ∂t ,
Γ4 = 2t∂t + x∂x,
Γ5 = t2∂t + tx∂x −
(
1
2
t + 1
4
x2
)
u∂u,
Γ6 = u∂u,
Γ7 = f (t, x)∂u, (1.3)
where f (t, x) is a solution of (1.1). The number of Lie point symmetries is written in the form
given to highlight their different provenances. The seventh symmetry, the infinity, is a feature of
linear evolution equations and those nonlinear evolution equations which can be linearised by
means of a point transformation.1 For a linear evolution equation the function, f (t, x), is a solu-
tion of the equation itself as is the case of the heat equation (1.1). The homogeneity symmetry,
Γ6, reflects the linearity of (1.1), but the equation need only be homogeneous and not linear for
Γ6 to be present. The remaining five Lie point symmetries of (1.1) are characterised as being
nongeneric in that they are determined by the precise structure of the equation. For an equation
of the form
∂u
∂t
= ∂
2u
∂x2
+ V (t, x) (1.4)
the possibilities are summarised in Table 1 which one should stress is up to an equivalence class
of transformations.
These five symmetries are direct counterparts to the Noether point symmetries of the Action
Integral of the corresponding Lagrangian. For example, in the case of (1.1) the Lagrangian is that
of the free particle, L = 12 x˙2, and the five symmetries break into two classes. In the first class Γ1
and Γ2 correspond to the solution symmetries of the classical Lagrangian and in the second class
Γ3, Γ4 and Γ5 constitute the subalgebra sl(2,R) which characterises the Action Integrals of first-
order Lagrangians of maximal point symmetry and the closely related Ermakov–Pinney system.
In the case of the heat equation the algebra of these five symmetries requires Γ6 for closure and
the algebra is the semidirect sum of sl(2,R) with the Heisenberg–Weyl algebra.2
1 The class of equations may be wider as the equation [9,10] Jt − 12 μ
2
σ2
J 2x
Jxx
− μsvρσ JxsJxJxx + μsJs − 12 s2v2ρ2
J 2xs
Jxx
+
1
2 s
2v2Jss = 0 has such a class of symmetry [17], but as yet has to be demonstrated to be linearisible. One expects some
further multiplier to be present in the coefficient function of the infinite class and this gives a clue to the linearising
transformation.
2 This is denoted as A3,3 in the more systematic Mubarakzyanov classification scheme [20,22–24].
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Symmetries and algebras for the different classes of functions V (t, x)
V (t, x) Number of symmetries Algebra
V (t, x) 0 + 1 + ∞ A1 ⊕s ∞A1
V (x) 1 + 1 + ∞ 2A1 ⊕s ∞A1
μ 5 + 1 + ∞ {sl(2,R) ⊕s W } ⊕s ∞A1
μx 5 + 1 + ∞ {sl(2,R) ⊕s W } ⊕s ∞A1
μx2 5 + 1 + ∞ {sl(2,R) ⊕s W } ⊕s ∞A1
Third or fifth + h2/x2 3 + 1 + ∞ {A1 ⊕ sl(2,R)} ⊕s ∞A1
The algebra denoted by W is the Weyl of algebra with the Lie Brackets [Σ1,Σ2]LB = 0,
[Σ1,Σ3]LB = 0, [Σ2,Σ3]LB = Σ1.
Independently of any considerations of the algebraic structure of (1.1) and quite possibly in
ignorance of its algebraic properties since the two aspects developed about the same time and
recent literature makes no mention of a connection there has developed a large literature devoted
to heat polynomials, i.e., polynomials which satisfy (1.1).3
Given that the role of symmetry in providing a route to determine the solutions of differen-
tial equations is well known either by direct combination of the dual requirements of invariance
under the action of the symmetry and satisfaction of differential equation or by the concept of
mapping solutions into solutions it is surprising that the symmetries of (1.1) have not been used
to provide a source of heat polynomials and related functions. We emphasise that the methods
employed here for the heat equation (1.1) apply mutatis mutandis to the varied equations men-
tioned above. In the following section we present the basic solutions of (1.1) invariant under
the various symmetries in (1.3). In Section 3 we provide some indication of the generation of
families of solutions. In the concluding section we propose that a multitude of solutions can be
generated by reverting to the basic definition of a symmetry.
2. The seed solutions
Determination of similarity solutions to the heat (and other) equations is a standard procedure
to be found in many texts (see, for example, Bluman and Kumai [6], Olver [26], Ibragimov [13])
and we provide the barest outline of the procedure so that our listing of the results does have some
internal coherence. We remind the reader that Γ6 and Γ7 do not provide similarity solutions.
The associated Lagrange’s system for Γ1 is
dt
0
= dx
1
= du
0
(2.1)
so that the invariants are t and u. We write u = g(t) and substitute this into (1.1) to obtain the
trivial solution set {g(t) = 1}. The procedure is the same for Γ2 through Γ5 and we summarise
the results in Table 2.
We note that the equation to be solved for the function of the similarity variable is the same,
g′′ = 0, for both Γ3 and Γ5. This is not surprising given the known relation between the first and
third of the symmetries of sl(2,R) when written in the standard order. The second member, Γ4,
of sl(2,R) presents a different story with one solution being trivial and the other the classical
3 One can also add products of polynomials and other functions such as one finds in the case of Hermite polynomials
and the solution of the Schrödinger equation of the simple harmonic oscillator.
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Invariants and the solution set for the symmetries Γi , i = 1,5
Symmetry Invariants Solution set
Γ1 t , u 1
Γ2 t , u exp[x2/4t] t−1/2 exp[−x2/4t]
Γ3 x, u 1, x
Γ4 x2t−1, u 1,
∫ x2/t
v−1/2 exp[−v/4]dv
Γ5 xt1/2, ut−1 exp[x2/4t] t−1/2 exp[−x2/4t], xt−3/2 exp[−x2/4t]
Table 3
Structure of the new solutions generated by the Lie Bracket
Symmetry New solution
Γ1 fnew = ∂fold∂x
Γ2 fnew = t ∂fold∂x + 12 xfold
Γ3 fnew = ∂fold∂t
Γ4 fnew = 2t ∂fold∂t + x ∂fold∂x
Γ5 fnew = t2 ∂fold∂t + tx ∂fold∂x +
( 1
2 t + 14 x2
)
fold
solution of the heat equation (see, for example, [1,2]). A similar connection between a seed
solution for the second member of sl(2,R) and a classically known solution has been noted in
connection with the solution of an hyperbolic equation arising in the analysis of unsteady, one-
dimensional, isentropic gas flow [16].
From these seed solutions we may construct further solutions by the property that symmetries
map solutions to solutions. In the case of ordinary differential equations this is rather trivial since
the number of solutions is limited to the order of the equation and only the symmetries which
generate fibre-preserving transformations can be admitted. However, linear partial differential
equations have an infinite number of solutions and under quite general conditions an admitted
symmetry must be fibre-preserving [6]. To construct the solution one uses the property that the
Lie Bracket of Γi , i = 1,5, with Γ7 produces another member of the class of symmetries of the
form of Γ7. This provides a route to the generation of new and nontrivial solutions from trivial
similarity solutions such as are associated with Γ1, Γ3 and Γ4.
The structure of the new solutions from the property of the Lie Bracket with the solution
symmetry is
[Γi,Γ7]LB =
[
τi(t)∂t + ξi(t, x)∂x + ηi(t, x)u∂u, f (t, x)∂u
]
LB
=
(
τi
∂f
∂t
+ ξi ∂f
∂x
− ηif
)
∂u
so that the new solution is
fnew = τi ∂fold
∂t
+ ξi ∂fold
∂x
− ηifold. (2.2)
For the five symmetries, Γi , i = 1,5, the new solutions are listed in Table 3.
From Table 3 it is evident that the construction of polynomial solutions from the trivial so-
lution f0(t, x) = 1 is possible only with Γ2 and Γ5 and not much better with the second trivial
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However, the construction of nonpolynomial solutions is much easier since the Gaussian is vir-
tually indestructible. We consider the nonpolynomial solutions below.
The first few of the solutions generated from the seed solutions f0(t, x) = 1/x by Γ2 are
f0 = 1, g0 = x,
f1 = 12x, g1 = t +
1
2
x2,
f2 = 12 t +
1
4
x2, g2 = 32 tx +
1
4
x3,
f3 = 34 tx +
1
8
x3, g3 = 32 t
2 + 3
2
tx2 + 1
8
x4,
f4 = 34 t
2 + 3
4
tx2 + 1
16
x4, g4 = 154 t
2x + 5
4
tx3 + 1
16
x5, (2.3)
i.e., essentially the same polynomials are constructed. In the case of Γ5, we have
f1 = 12 t +
1
4
x2,
f2 = 34 t
2 + 3
4
1
2
tx2 + 1
16
x4,
f3 = 158 t
3 + 45
16
t2x2 + 15
32
tx4 + 1
64
x6,
f4 = 10516 t
4 + 225
16
t3x2 + 105
32
t2x4 + 7
32
tx6 + 1
256
x8 (2.4)
and
g1 = 32 tx +
1
4
x3,
g2 = 154 t
2x + tx3 + 1
16
x5,
g3 = 1058 t
3x + 77
16
t2x3 + 19
32
tx5 + 1
64
x7,
g4 = 94516 t
4x + 1799
64
t3x3 + 81
16
t2x5 + 17
64
tx7 + 1
256
x9. (2.5)
When we use Γ5, we calculate part of the same sequence of solutions as was obtained with Γ2,
as are listed in (2.3). We recover polynomials of even powers in x from f0 = 1 and of odd powers
in x from g0 = x. In both cases only the even members of the sequence are recovered, but the
combination of the two double ladder operators covers the whole set of polynomials generated
from f0 by Γ2. In the way we have defined the symmetries by the selection of parameters in (1.3)
we have selected just a single class of polynomials.
The pattern of these polynomial solutions is reasonably clear from these first few instances
and so we have
Proposition 1. The heat equation (1.1) admits polynomial solutions of the form
un =
[n/2]∑
i=0
n!
(n − 2i)!i! t
ixn−2i . (2.6)
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un(t, x) =
[n/2]∑
i=0
ait
ixn−2i (2.7)
into (1.1) and obtains the two-term recurrence relation
ai+1 = (n − 2i)(n − 2i − 1)
i + 1 ai
and the result follows. 
Remark. Formula (2.6) is the classic result of the Hermite–Kampé de Fériet polynomials. They
are a particular instance of solutions of (1.1) generated by the Lie point symmetries of the equa-
tion.
3. Nonpolynomial solutions
The seed solutions of Γ2, Γ4 and Γ5 provide a source for nonpolynomial solutions of (1.1).
There are just three seed solutions due to the symmetries, videlicet
s1 = t−1/2 exp
[
−x
2
4t
]
, s2 = xt−3/2 exp
[
−x
2
4t
]
,
s3 =
x2/t∫
v−1/2 exp
[
−v
4
]
dv (3.1)
which are rather similar in structure. For example, s2 follows from s1 and Γ1. If we consider Γ1
operating on s1, we obtain a sequence of functions4 the first few members of which are
u0 = s1 = t−1/2 exp
[
−x
2
4t
]
,
u1 = −12 s2 = −
1
2
x
t1/2
t−1 exp
[
−x
2
4t
]
,
u2 =
(
−1
2
+ 1
4
x2
t
)
t−3/2 exp
[
−x
2
4t
]
,
u3 =
(
3
4
x
t1/2
− 1
8
x3
t3/2
)
t−2 exp
[
−x
2
4t
]
from which we have
Proposition 2. The solutions of the heat equation corresponding to the seed solution s1 and
generated by Γ1 have the form
un =
(
∂
∂x
)n{
t−1/2 exp
[
−x
2
4t
]}
, (3.2)
4 We observe that the nonexponential part of the solutions to (1.1) have a resemblance to the functions, fi , i = 0,3,
listed in (2.3). Apart from a power of t the essential feature is a variation in the sign of some of the coefficients.
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u2n =
{
n∑
i=0
(−1)in!
(n − i)!(2i)!
(
x
t1/2
)2i}(
t−1/2
)(2n+1)
exp
[
−x
2
4t
]
, (3.3)
u2n+1 = 12
{
n∑
i=0
(−1)in!
(n − i)!(2i + 1)!
(
x
t1/2
)2i+1}(
t−1/2
)(2n+2)
exp
[
−x
2
4t
]
. (3.4)
Proof. For the even solutions we substitute
u2n =
n∑
i=0
ai
(
x
2t1/2
)2i
t−(2n+1)/2 exp
[
−x
2
4t
]
into (1.1) and obtain the two-term recurrence relation
ai+1 = − 2(2n − 2i)
(2i + 1)(2i + 2)ai .
For the odd solutions we use
u2n+1 =
n∑
i=0
bi
(
x
2t1/2
)2i+1
t−(n+1) exp
[
−x
2
4t
]
.
The two-term recurrence relation is
bi+1 = − 2(2n − 2i)
(2i + 2)(2i + 3)bi .
The results (3.3) and (3.4) follow. 
Equally we could look at solutions constructed from s1 using Γ3.
The seed solutions and the solutions derived from them are naturally solutions of our original
equation (1.1), by construction. The polynomials which we derive from these solutions are not
solutions of (1.1). We recall that the solution obtained from the action of Γ1 on s1 is given by
un(t, x) =
(
∂
∂x
)n(
t−1/2 exp
[
−x
2
4t
])
and the corresponding polynomial is defined by
Pn(t, x) = t2n+1/2 exp
[
x2
4t
]
un(t, x).
Thus we may write
un(t, x) = t−2n−1/2Pn(t, x) exp
[
−x
2
4t
]
and substitute this into (1.1) to obtain the equation
t
∂Pn
∂t
= t ∂
2Pn
∂x2
− x ∂Pn
∂x
+ nPn, (3.5)
which also exhibits the 5 + 1 + ∞ Lie point symmetries of the original equation since the trans-
formation is a point transformation.
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Λ1 = t∂x,
Λ2 = 2∂x + x
t
Pn∂Pn,
Λ3 = 4∂t +
(
4n + 2
t
− x
2
t2
)
Pn∂Pn,
Λ4 = 2t∂t + x∂x,
Λ5 = t2∂t + tx∂x + ntPn∂Pn,
Λ6 = Pn∂Pn,
Λ7 = f (t, x)∂Pn, (3.6)
where f (t, x) is a solution of (3.5). We may use the symmetries listed in (3.6) to construct
similarity solutions of (3.5). For example, if we use Λ4, the invariants are u = x2/t and Pn.
When we set Pn = g(x2/t), we obtain the second-order ordinary differential equation
4ug′′ + (2 − u)g′ + ng = 0. (3.7)
We apply the method of Frobenius [14, 396 ff]. The indices are 0 and 12 . In each case we obtain
a two-term recurrence relation. When σ = 0, this is
ai+1 = − n − i
(2i + 1)(2i + 2)ai .
For σ = 12 the two-term recurrence relationship is
ai+1 = − 2n + 1 − 2i2(2i + 2)(2i + 3)ai .
By way of contrast the associated Lagrange’s system for Λ5 is
dt
t2
= dx
tx
= dPn
ntPn
for which the invariants are x/t and Pn/tn. After we make the substitution Pn = tng(x/t) into
(3.5), we find that the equation for g is simply g′′ = 0. The solutions Pn = tn and Pn = xtn−1
simply recover the similarity solutions corresponding to Γ5.
Finally we briefly look at the solutions derivable from the seed solution s3. The action of
Γ5—the same is found with Γ2—is to produce a mixture of function and integral which is not a
little messy. On the other hand the action of Γ3 is to reduce the integral solution to a functional
form, in fact, s2 (up to a sign). Further action of Γ3 is to generate the odd solutions, i.e., Γ3 acts
as a double ladder operator.
4. Conclusion
We have demonstrated that the well-known heat polynomials of the heat equation (1.1) are
a consequence of the similarity solutions due to the reduction of the partial differential equa-
tion (1.1), to an ordinary differential equation by means of one of the nontrivial symmetries
of (1.1). As a linear partial differential equation (1.1) possesses the generic symmetries due to
the homogeneity and infinite number of solutions (Γ6 and Γ7 in our notation). The nongeneric
symmetries (Γ1 to Γ5) are the symmetries which provide the similarity solutions we use for the
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the construction in the standard form for the presentation of the algebra of the equation. How-
ever, we do well to recall that the calculation of a symmetry of any representation presents a
result with just a single symmetry containing a number of parameters. In the case of (1.1) there
are 5 + 1 + ∞ parameters. In fact we use this form of the symmetry (less the infinite number of
parameters) to construct a symmetry (or symmetries) compatible with the supplementary condi-
tions on a solution, for example, in finding a solution of the Black–Scholes equation [13] subject
to some terminal condition. We could take some
Γα =
6∑
i=1
αiΓi, (4.1)
where αi , i = 1,6, are arbitrary numbers, and determine the similarity solution corresponding to
this choice of parameters.5 Since all of the symmetries could have been used, the construction
of a sequence of solutions using a ladder operator is achieved by taking a different selection of
parameters, βi . Indeed a different selection could be made at each computation of a solution.
One could well imagine that some strange-looking polynomials could result.
The price to pay is that the compact formulae associated with specific classes of heat poly-
nomials can be lost. Nevertheless the process of generating the solutions is algorithmic and is
amenable to implementation in one of the symbolic manipulation codes. As we have seen, some
symmetries act as annihilation operators. In the process of using a random number generator
for the numerical coefficients of the general symmetry it is conceivable that a sequence of ran-
domly generated operators could lead to the eventual annihilation of the solution. This interesting
exercise in probabilistic number theory is beyond the scope of this paper.
The construction of polynomial solutions to the heat equation opens the way to similar
processes for other partial differential equations of reasonable symmetry. The algebra of the
heat equation, sl(2,R) ⊕s A3,1, is common to a number of partial differential equations which
arise in a variety of areas. The form of the solution can depend upon the particular terms in the
equation. However, the general principle is the same. The similarity solutions provide the seed
solutions and the other (suitable) symmetries act as raising operators. Recently there has been re-
ported by Besarab-Horvathy et al. [3] an algebraic classification of partial differential equations
in two independent variables which gives a number of five-dimensional algebras as nonequiv-
alence classes for equations of maximal symmetry. It would be of interest to see if these other
algebraic structures admit a richness of solution as one finds for the heat equation and its atavars.
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