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DERIVED FACTORIZATION CATEGORIES OF
NON-THOM–SEBASTIANI-TYPE SUM OF POTENTIALS
YUKI HIRANO AND GENKI OUCHI
Abstract. For a smooth quasi-projective variety X with a reductive group action and
semi-invariant regular function W : X → A1, we describe a semi-orthogonal decomposi-
tion of the derived factorization categories associated to the sum W +F : X ×Am → A1
of W and a certain semi-invariant regular function W : X × Am → A1. Our situation
does not require that W + F is Thom–Sebastiani sum. As an application, we prove
that the homotopy category of maximally graded matrix factorizations of an invertible
polynomial f of chain type has a full exceptional collection E, and we also show that
the length of E is the Milnor number of the Berglund–Hu¨bsch transpose f˜ of f . We
also give a semi-orthogonal decomposition that is a generalization of a special version
of Kuznetsov–Perry’s semi-orthogonal decomposition of a certain equivariant category
associated to the derived category of a cyclic cover of a variety.
1. Introduction
1.1. Background and Motivation. We call data (X,χ,W )G a gauged Landau-Ginzburg
(=LG) model if G is an algebraic group acting on a scheme X and W : X → A1 is a
semi-invariant regular function, called superpotential (or potential for short), with respect
to a character χ : G→ Gm of G. To a gauged LG model (X,χ,W )G, following Positselski,
we associate a triangulated category denoted by DcohG(X,χ,W ) (or by Dcoh(X,W ) if G
is trivial), and we call it the (absolute) derived factorization category of (X,χ,W )G. The
category DcohG(X,χ,W ) is also studied in [Orl3], and it is equivalent to triangulated cate-
gories discussed in [PV1, Seg] (see [LS]). Derived factorization categories are simultaneous
generalizations of the bounded derived categories of coherent sheaves on schemes and the
homotopy categories of (equivariant/graded) matrix factorizations of polynomials. In the
study of derived factorization categories, it is interesting to describe derived factorization
categories of sums of potentials. A special but important type of sum of two potentials is
Thom–Sebastiani sum that is defined as follows:
Definition 1.1. The Thoms–Sebastiani sum of two gauged LG models (X1, χ1,W1)
G1 and
(X2, χ2,W2)
G2 is defined to be the gauged LG model
(X1 ×X2, χ1 ×Gm χ2,W1 ⊞W2)G1×GmG2 ,
where G1×GmG2 := {(g1, g2) ∈ G1×G2 | χ1(g1) = χ2(g2)}, (χ1×Gm χ2)(g1, g2) := χ1(g1) =
χ2(g2), and W1 ⊞W2 := p
∗
1W1 + p
∗
2W2 (here pi are natural projections). We also call the
potential W1 ⊞W2 the Thom–Sebastiani sum of W1 and W2.
The first and important result on the derived factorization categories of Thom–Sebastiani
sums is Kno¨rrer periodicity [Kno¨] that is an equivalence
HMFS(f) ∼= HMFS[[y,z]](f ⊞ yz)
of homotopy categories of matrix factorizations of a polynomial 0 6= f ∈ S := k[[x1, . . . , xm]]
over a field k and the Thom–Sebastiani sum of f ∈ S and yz ∈ k[[y, z]]. Kno¨rrer periodicity
is now generalized to global versions [Orl1, Shi, Isi, Hir2], and various versions of Kno¨rrer
periodicity are also studied [Bro, Pre, KK].
Another result on Thom–Sebastiani sum is a semi-orthogonal decomposition of derived
factorization category of the Thom–Sebastiani sum of a homogeneous polynomial and a
monomial in one variable: Let k be an algebraically closed field of characteristic zero. Let
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f ∈ S := k[x1, . . . , xm] be a homogeneous polynomial of degree nd for some positive integers
n > 0 and d > 0, and denote by µn ⊂ Gm the subgroup generated by a primitive n-th root of
unity ζ ∈ Gm. Consider group actions from µn and Gm on SpecS[t] ∼= Amx ×A1t defined by
ζ · (x, t) := (x, ζt) and a · (x, t) := (ax1, . . . , axm, adt) respectively, where x = (x1, . . . , xm)
is a coordinate of Amx and a ∈ Gm. If we assume the numerical condition nd ≤ m, by
Orlov’s result in [Orl2], the homotopy categories HMFGmS (f) and HMF
Gm
S[t](f ⊞ t
n) of Gm-
equivariant matrix factorizations of f and f ⊞ tn are respectively equivalent to certain
admissible subcategories, called Kuznetsov components, of the bounded derived categories
Db(cohXf) and D
b(cohXf⊞tn) of coherent sheaves on the hypersurfaces Xf ⊂ Pm−1 and
Xf⊞tn ⊂ P(1, . . . , 1, d) defined by f and f ⊞ tn. Thus, if nd ≤ m, Kuznetsov–Perry’s result
in [KP] implies that we have fully faithful functors Ψi : HMF
Gm
S (f) →֒ HMFGmS[t](f ⊞ tn)µn
(0 ≤ i ≤ n− 2) and the following semi-orthogonal decomposition
HMFGmS[t](f ⊞ t
n)µn = 〈Im(Ψ0), . . . , Im(Ψn−2)〉, (1.A)
where HMFGmS[t](f ⊞ t
n)µn is the µn-equivariant category of HMF
Gm
S[t](f ⊞ t
n) and Im(Ψi)
denotes the essential image of Ψi.
Furthermore, dg-enhancements of derived factorization categories of the Thom–Sebastiani
sums of more general gauged LG models are studied in [PV2, BFK1]. However, there have
been few studies of derived factorization categories of sum of potentials that is not Thom–
Sebastiani type. In this paper, we study derived factorization categories of sums of certain
potentials that are not necessarily Thom–Sebastiani type. As an application, we partially
resolve a conjecture that is expected by the Landau-Ginzburg mirror symmetry conjecture.
More precisely, we show that the homotopy category HMF
Gf
S (f) of maximally graded matrix
factorizations of an invertible polynomial f ∈ S = k[x1, . . . , xn] of chain type admits a full
exceptional collection, and the length of the collection is equal to the Milnor number of
the Berglund–Hu¨bsch transpose f˜ of f . Our result also includes a generalization of the
semi-orthogonal decomposition (1.A) to the case that f is a quasi-homogeneous and that
the numerical condition corresponding to nd ≤ m is not assumed.
1.2. Main Theorem. We work over an algebraically closed field k of characteristic zero.
Denote by ζ ∈ Gm a primitive n-th root of unity, and define a cyclic group µn = 〈ζ〉 to
be the subgroup of Gm generated by ζ. Let G be a reductive affine algebraic group and
let ι : µn →֒ G an injective morphism of algebraic groups such that its image ι(µn) ⊆ G
is a normal subgroup. Denote by π : G → G/µn the natural projection. Let X be a
smooth quasi-projective variety with an action from G/µn such that X has a G/µn-invariant
affine open covering. Let ψ : G → Gm be a character of G such that the composition
ψ ◦ ι : µn → Gm is the natural inclusion. Since ψn ◦ ι : µn → Gm is trivial, there exists a
character ψn : G/µn → Gm such that ψn ◦ π = ψn. For a character φ : G/µn → Gm, we
define characters χ : G/µn → Gm and χ : G→ Gm by χ := φψn and χ := χ◦π respectively.
For a positive integer m > 0 and a vector d := (d1, . . . , dm) ∈ Zm>0, we consider the set
I(d, n) := {(i1, . . . , im) ∈ Zm≥0 | d1i1 + · · ·+ dmim = n}.
Let Amt be the m-dimensional affine space with coordinate t = (t1, . . . , tm), and define a
G-action on X × Amt by
g · (x, t1, . . . , tm) :=
(
π(g) · x, ψd1(g)t1, . . . , ψdm(g)tm
)
.
Let W : X → A1 be a χ-semi-invariant regular function on X and F : X × Amt → A1 a
non-constant regular function on X × Amt of the form
F = fI1t
I1 + . . .+ fIr t
Ir ∈ Γ(X,OX)[t1, . . . , tm],
where Ik = (ik,1, . . . , ik,m) ∈ I(d, n), tIk := tik,11 · · · tik,mm , and each fIk ∈ Γ(X,O(φ))G/µn is
a φ-semi-invariant regular function on X . Then F is a χ-semi-invariant regular function on
X ×Amt with respect to the above G-action. Denote by P(d) := [Amt \{0}/Gm] the quotient
stack associated to the Gm-action on Amt \{0} such that the weight of ti is di. We define
ZF ⊂ X × P(d) to be the hypersurface defined by F . Denote by O(1) ∈ cohP(d) the line
bundle corresponding to O(idGm) via the natural equivalence cohP(d) ∼= cohGm Amt \{0},
3and consider the trivial G/µn-action on P(d). Then O(1) can be considered as an object
in cohG/µn P(d) with the trivial weight. Let L ∈ cohG/µn ZF be the pull-back of O(1) ∈
cohG/µn P(d) by the morphism ZF → P(d) defined as the composition of the inclusion
ZF →֒ X × P(d) and the projection X × P(d) → P(d). By abuse of notation, we use the
same notationW for the pull-backs ofW : X → A1 by the natural projections X×Amt → X
and X × P(d)→ X . Then we have the following:
Theorem 1.2. Fix ℓ ∈ Z, and set µ := ∑mi=1 di. Assume that the restriction W |ZF of
W : X × P(d)→ A1 to the substack ZF is flat.
(1) If n < µ, there are fully faithful functors
Φℓ : DcohG(X × Amt , χ,W + F ) →֒ DcohG/µn(ZF , χ,W |ZF ),
Ψℓ : DcohG/µn(X,χ,W ) →֒ DcohG/µn(ZF , χ,W |ZF )
and there is a semi-orthogonal decomposition
DcohG/µn(ZF , χ,W |ZF ) = 〈 Im(Ψℓ(n− µ+ 1)), . . . , Im(Ψℓ), Im(Φℓ) 〉,
where Ψℓ(k) :=
(
(−)⊗ Lk) ◦Ψℓ.
(2) If n = µ, we have an equivalence
Φℓ : DcohG(X × Amt , χ,W + F ) ∼−→ DcohG/µn(ZF , χ,W |ZF ).
(3) If n > µ, there are fully faithful functors
Φℓ : DcohG/µn(ZF , χ,W |ZF ) →֒ DcohG(X × Amt , χ,W + F ),
Ψℓ : DcohG/µn(X,χ,W ) →֒ DcohG(X × Amt , χ,W + F )
and there is a semi-orthogonal decomposition
DcohG(X × Amt , χ,W + F ) = 〈 Im(Ψℓ), . . . , Im(Ψℓ(µ− n+ 1)), Im(Φℓ) 〉,
where Ψℓ(k) :=
(
(−)⊗O(ψk)) ◦Ψℓ.
We prove Theorem 1.2 by combining the theory of variations of GIT stabilities [Seg, HL,
BFK3] and a global version of Kno¨rrer periodicity [Hir2].
1.3. Application to invertible polynomials of chain type and mirror symmetry.
Recall that a non-constant polynomial f ∈ S := k[x1, . . . , xn] is said to be quasi-homogeneous
if there are positive integers d1, . . . , dn such that f is homogeneous in the graded ring S with
deg(xi) = di. For a polynomial f ∈ S, the Milnor number of f , denoted by µ(f), is the
dimension of the Jacobian ring Jac(f) := S/〈∂f/∂x1, . . . , ∂f/∂xn〉 as a k-vector space.
Definition 1.3. A quasi-homogeneous polynomial f ∈ S is said to be invertible if the
following conditions are satisfied:
(1) There is a n × n-matrix E = (Ei,j) whose entries {Ei,j} are non-negative integers
such that (i) E is invertible over Q, and that (ii) f is of the form
f(x1, . . . , xn) =
n∑
i=1
(
ai
n∏
j=1
x
Ei,j
j
)
for some non-zero coefficients ai ∈ k.
(2) The Berglund–Hu¨bsch transpose f˜ of f , which is defined by
f˜(x1, . . . , xn) =
n∑
i=1
(
ai
n∏
j=1
x
Ej,i
j
)
,
is also quasi-homogeneous.
(3) We have 1 ≤ µ(f) <∞ and 1 ≤ µ(f˜) <∞.
By rescaling, we may assume that all coefficients of an invertible polynomial are equal
to 1. According to [KS], after suitable changes of variables, an invertible polynomial is the
Thom–Sebastiani sums of several invertible polynomials of the following two types:
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(chain type) xa11 + x1x
a2
2 + · · ·+ xn−2xan−1n−1 + xn−1xann (a1 ≥ 2 and an ≥ 2)
(loop type) xa11 x2 + x
a2
2 x3 + · · ·+ xan−1n−1 xn + xann x1 (n ≥ 2)
We temporarily say that an invertible polynomial f is indecomposable if it can not be de-
composed into the Thom–Sebastiani sum of two invertible polynomials, or equivalently it is
of chain type or of loop type. When n = 1, an indecomposable invertible polynomial is of
the form xa11 for some a1 ≥ 2, and this polynomial is said to be of Fermat type.
For a quasi-homogeneous polynomial f ∈ S that satisfies the condition (1) in Definition
1.3, the maximal symmetry group, denoted by Gf , of f is defined by
Gf :=
(λ1, . . . , λn) ∈ (Gm)n
∣∣∣∣∣∣
n∏
j=1
λ
E1,j
j = · · · =
n∏
j=1
λ
En,j
j
 .
Denote by χf : Gf → Gm the character of Gf defined by χf ((λ1, . . . , λn)) :=
∏n
j=1 λ
E1,j
j .
Then Gf acts on Anx by (λ1, . . . , λn) · (x1, . . . , xn) := (λ1x1, . . . , λnxn), and f is a χf -semi-
invariant regular function. The maximal diagonal symmetry group, denoted by Gdiagf , of f
is defined as the kernel of the character χf ; G
diag
f := Ker(χf ).
In the rest of this section, we assume that k = C. The group Gdiagf always con-
tain a distinguished element J , called the exponential grading operator, that is defined by
J := (exp(2π
√−1q1), . . . , exp(2π
√−1q1)) ∈ (Gm)n, where qi are positive rational numbers
such that deg(f) = 1 in the Q-graded ring C[x1, . . . , xn] with deg(xi) = qi. Let G ⊆ Gdiagf
be a subgroup containing the exponential grading operator J . Berglund–Henningson [BH]
introduced the dual group of G, denoted by G˜, that is defined by G˜ := Hom(Gdiagf /G,Gm)
(M. Krawitz also defined the dual group in a different manner [Kra]), and suggested Landau-
Ginzburg Mirror Symmetry between (f,G) and (f˜ , G˜), which is an orbifold version of
Berglund–Hu¨bsch’s LG mirror symmetry between (f,Gdiagf ) and f˜ .
A. Takahashi proposed a conjecture that is a homological version of the LG mirror sym-
metry by the following way: Since the subgroup G ⊆ Gdiagf contains the element J , there is
a subgroup Ĝ ⊆ Gf of Gf such that the following diagram commutes
1 Gdiagf Gf Gm 1
1 G Ĝ Gm 1
χf
χf |Ĝ
where the two horizontal sequences are short exact sequences. Then the homological LG
mirror symmetry conjecture predicts that there is a triangulated equivalence
HMFĜS (f)
∼= Db Fuk→(f˜)//G˜,
where HMFĜS (f) is the homotopy category of Ĝ-equivariant matrix factorizations of f , and
Db Fuk→(f˜)//G˜ is the smallest triangulated subcategory containing the G˜-orbit category of
the Fukaya–Seidel category Db Fuk→(f˜) of f˜ in the derived category of the associated A∞-
category (see [Tak2, ET1] and [ET2, Conjecture 1] for more precise and stronger version).
In particular, the case when G = Gdiagf predicts an triangulated equivalence
HMF
Gf
S (f)
∼= Db Fuk→(f˜).
This equivalence is verified in some cases. For example, the combination of [Sei] and [KST1]
implies that the equivalence holds when n = 3 and f is an ADE singularity. The equivalence
for some other types of polynomials are proved in [Ued, FU1, FU2].
By construction, the triangulated category Db Fuk→(f˜) has a full exceptional collection
E , and the length of E is equal to the Milnor number µ(f˜) of f˜ . Hence the homological LG
mirror symmetry conjecture implies the following:
5Conjecture 1.4. Let f ∈ S be an invertible polynomial. Then the category HMFGfS (f) has
a full exceptional collection of length µ(f˜).
The existence of full exceptional collections on the homotopy categories of equivariant
matrix factorizations was first proved for indecomposable invertible polynomials of Fermat
type by A. Takahashi [Tak1], where he proved the full exceptional collection is strong. In
[KST1] and [KST2], Kajiura–Saito–Takahashi proved the existence of full strong exceptional
collections on the homotopy categories of Gm-equivariant matrix factorizations of certain
kinds of invertible polynomials in three variables. In an unpublished work by Yoko Hirano
and A. Takahashi, they proved that the conjecture is true when n ≤ 3, and that there exists
a full strong exceptional collection on HMF
Gf
S (f) if n ≤ 3 and f is an invertible polynomial
of chain type.
By a recent progress of the derived Morita theory for factorizations by [BFK1], Conjecture
1.4 reduces to the case of indecomposable invertible polynomials, i.e. of chain type and of
loop type (see Corollary 4.2). However, the existence of a full exceptional collection of
any higher dimensional indecomposable invertible polynomial has not been known. As an
application of Theorem 1.2, we prove Conjecture 1.4 for invertible polynomials of chain
type by proving the following semi-orthogonal decomposition: Let a = (a1, . . . , ad) be a
vector with ai ∈ Z≥1. For each 1 ≤ k ≤ d we define the associated invertible polynomial
fk ∈ Sk := C[x1, . . . , xk] of chain type by
fk := x
a1
1 + x1x
a2
2 + x2x
a3
3 + · · ·+ xk−2xak−1k−1 + xk−1xakk ,
and we denote Gk := Gfk . Then we have the following.
Theorem 1.5. Assume that d > 2. There are fully faithful functors
Ψi : HMF
Gd−1
Sd−1
(fd−1) →֒ HMFGdSd (fd)
Φj : HMF
Gd−2
Sd−2
(fd−2) →֒ HMFGdSd (fd),
for 0 ≤ i ≤ ad − 2 and 1 ≤ j ≤ ad−1, and we have a semi-orthogonal decomposition
HMFGdSd (fd) =
〈
Im(Ψ0), . . . , Im(Ψ(ad−2)),
ad−1⊕
i=1
Im(Φi)
〉
.
This result shows that there is an inductive structure on HMFGdSd (fd). The homological LG
mirror symmetry conjecture suggests that there should be corresponding semi-orthogonal
decompositions on the Fukaya–Seidel categories of invertible polynomials of chain type.
Using Theorem 1.5, we prove the following.
Corollary 1.6. The conjecture 1.4 is true for invertible polynomials of chain type.
Unfortunately, we do not know whether our exceptional collections are strong or not, but
we expect that there exists a full strong exceptional collections on the categories and that
our method can be applied to showing the strongness.
1.4. Organization of the paper. This paper is organized as follows: In Section 2, we
provide the basic definitions and properties of equivariant coherent sheaves and derived
factorization categories. In Section 3, we prove the main result and discuss application to
the generalization of the semi-orthogonal decomposition (1.A). In Section 4, we give the
proof of the existence of full exceptional collections. In the first appendix, we provide a
brief summary of equivariant categories. In the second appendix, we describe Orlov’s semi-
orthogonal decompositions for invertible polynomials.
1.5. Notation and convention.
• Unless stated otherwise, all categories and stacks are over an algebraically closed
field k of characteristic zero.
• For a functor F : A → B, we denote by Im(F ) the essential image of F .
• For an integer n ∈ Z, χn : Gm → Gm denotes the character of Gm defined by
χn(a) := a
n for a ∈ Gm.
6 Y. HIRANO AND G. OUCHI
• For a character χ : G → Gm of an algebraic group G, we denote by O(χ) the G-
equivariant invertible sheaf onX associated to χ. For aG-equivariant quasi-coherent
sheaf F on X , we set F (χ) := F ⊗O(χ).
• For a dg-category A, we denote by [A] its homotopy category.
1.6. Acknowledgements. The authors would like to thank Atsushi Takahashi for giving
valuable comments on a draft version of this article, and for telling us his unpublished work
and deep insight into the homological LG mirror symmetry. The first named author is
supported by JSPS KAKENHI Grant Number 17H06783. The second named author is also
supported by Interdisciplinary Theoretical and Mathematical Sciences Program (iTHEMS)
in RIKEN and Max Planck Institute for Mathematics.
2. Preliminaries
2.1. Equivariant coherent sheaves. We recall the basics of equivariant sheaves. Let G
be an algebraic group acting on a scheme X . A quasi-coherent G-equivariant sheaf on X is
a pair (F, θ) of a quasi-coherent sheaf F and an isomorphism θ : π∗F
∼−→ σ∗F such that
ι∗θ = idF and
(
(idG × σ) ◦ (s × idX)
)∗
θ ◦ (idG × π)∗θ = (m × idX)∗θ,
where m : G × G → G is the multiplication and s : G × G → G × G is the switch of
two factors. Note that if (F, θ) is a quasi-coherent G-equivariant sheaf, for any g ∈ G the
equivariant structure θ defines an isomorphism
θg : F ∼= σ∗gF,
where σg : X → X is the action by g ∈ G. We call (F, θ) coherent (resp. locally free,
injective) if the sheaf F is coherent (resp. locally free, injective).
We denote by QcohGX (resp. cohGX) the category of quasi-coherent (resp. coherent) G-
equivariant sheaves on X whose morphisms are G-invariant morphisms. Here, a G-invariant
morphism ϕ : (F1, θ1)→ (F2, θ2) of equivariant sheaves is a morphism of sheaves ϕ : F1 → F2
that commutes with θi, i.e. σ
∗ϕ ◦ θ1 = θ2 ◦ π∗ϕ.
Definition 2.1. Let G,H be algebraic groups and f : H → G a morphism of algebraic
groups. Let X be a G-variety, Y an H-variety and ϕ : Y → X an f -equivariant morphism,
i.e. ϕ(h · y) = f(h) · ϕ(y) for any h ∈ H and y ∈ Y . Then we define the pull-back functor
ϕ∗f : QcohGX → QcohH Y
by ϕ∗f (F, θ) :=
(
ϕ∗F, (f ×ϕ)∗θ). If H = G and f = idG, we denote the pull-back by ϕ∗ and
define the push-forward
ϕ∗ : QcohG Y → QcohGX
by ϕ∗(F, θ) := (ϕ∗F, (idG × ϕ)∗θ). If H is a closed subgroup of G and f is the inclusion,
the pull-back id∗f : QcohGX → QcohH X is called the restriction functor, and is denoted by
ResGH . We write Res
G : QcohGX → QcohX for the restriction functor ResG{1}.
Definition 2.2. LetG be an algebraic group acting on a varietyX . Assume that a restricted
action H ×X → X of a closed normal subgroup H ⊆ G is trivial.
(1) We define a functor
(−)H : cohGX → cohG/H X.
as follows: For (F, θ) ∈ cohGX , we define a subsheaf FH ⊂ F by the following local sections
on any open subspace U ⊆ X ;
FH(U) := {x ∈ F (U) | θh(x) = x, for ∀h ∈ H}.
Then since θ : π∗F
∼−→ σ∗F maps the subsheaf π∗(FH) ⊂ π∗F to the subsheaf σ∗(FH) ⊆
σ∗F , the pair (FH , θ|σ∗(FH)) is a G-equivariant sheaf that naturally descends to a G/H-
equivariant sheaf.
(2) For a character χ : H → Gm and (F, θ) ∈ cohGX , we define a subsheaf Fχ ⊆ F by
the following local sections on any open subspace U ⊆ X ;
Fχ(U) := {x ∈ F (U) | θh(x) = χ(h)x, for ∀h ∈ H}.
7Then since θ preserves Fχ, we have a G-equivariant sheaf (Fχ, θ|π∗Fχ) ∈ cohGX . We call
(F, θ) is of weight χ if F = Fχ, and we define a subcategory (cohGX)χ ⊂ cohGX consisting
of equivariant sheaves of weights χ. Then we have a functor
(−)χ : cohGX → (cohGX)χ.
For later use, we provide a few fundamental lemmas. For lack of a suitable reference, we
give brief proofs of the lemmas although it might be obvious to experts.
Lemma 2.3. Let G be an affine algebraic group acting on varieties X and Y , and H ⊆ G
a finite normal subgroup. Let π : X → Y be a G-equivariant morphism. If H-action on Y
is trivial and π is a principal H-bundle, we have an equivalence
cohGX ∼= cohG/H Y.
Proof. Since π is a finite morphism, the direct image π∗ : QcohGX → QcohG Y preserves
coherent sheaves. We define a functor
(π∗)
H : cohGX → cohG/H Y
as the composition of π∗ : cohGX → cohG Y and (−)H : cohG Y → cohG/H Y . Then (π∗)H
is right adjoint to π∗p : cohG/H Y → cohGX by [BFK1, Corollary 2.24], where p : G →
G/H is the natural projection. Hence it is enough to show that the adjunction morphisms
η : id → (π∗)H ◦ π∗p and ε : π∗p ◦ (π∗)H → id are isomorphisms of functors. Consider the
following commutative diagram:
cohGX
(π∗)
H
//
ResGH

cohG/H Y
π∗p
//
ResG/H

cohGX
ResGH

cohH X
(π∗)
H
// cohY
π∗
// cohH X
Then η and ε are isomorphisms if and only if so are ResG/H(η) and ResGH(ε). Hence the
equivalence cohGX ∼= cohG/H Y follows from the equivalence cohH X ∼= cohY that is well
known to hold. 
Lemma 2.4. Let G be an affine algebraic group acting on X and H ⊆ G an abelian closed
normal subgroup of G such that H acts trivially on X. We denote by p : G → G/H the
natural projection, and we write Ĥ for the set of characters of H.
(1) The functor id∗p : cohG/H X → cohGX is fully faithful, and it induces an equivalence
id∗p : cohG/H X
∼= (cohGX)χ
0
,
where χ
0
: H → Gm is the trivial character.
(2) The functor ⊕
χ∈Ĥ
(−)χ : cohGX ∼−→
⊕
χ∈Ĥ
(cohGX)χ
is an equivalence.
(3) If η : G→ Gm is a character of G, the tensor product with O(η) gives an equivalence;
(−)⊗O(η) : (cohGX)χ ∼−→ (cohGX)(η|
H
)χ.
Proof. (1) The functor (−)H : cohGX → cohG/H X is right adjoint to id∗p : cohG/H X →
cohGX by [BFK1, Lemma 2.22]. For any F ∈ cohG/H X , let ηF : F →
(
id∗p(F )
)H
be
the adjunction morphism. Denote by O[X/G] ∈ cohGX and O[X/(G/H)] ∈ cohG/H X the
structure sheaves with natural equivariant structures induced by group actions. Then, since
there is a natural isomorphism (O[X/G])H ∼= O[X/(G/H)], we have the following isomorphisms
F ∼= F ⊗O[X/(G/H)] (O[X/G])H ∼= (id∗p(F )⊗O[X/G] O[X/G])H ∼=
(
id∗p(F )
)H
,
where the second isomorphism follows from [BFK1, Lemma 2.23]. Since the composition of
the above isomorphisms is equal to the adjunction morphism ηF , id
∗
p is fully faithful. The
latter claim is obvious by construction.
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(2) Since H is abelian and acts trivially on X , we have a decomposition cohH X ∼=⊕
χ∈Ĥ(cohH X)χ. Hence for any F ∈ cohGX , F := ResGH(F ) ∈ cohH X is decomposed into
a direct sum F ∼= ⊕χ∈ĤFχ. Since ResGH(Fχ) = Fχ, we have F ∼= ⊕χ∈ĤFχ.
(3) is obvious. 
Lemma 2.5. Let G be an affine algebraic group acting on a variety X. For a character
χ : G→ Gm of G, define a G×Gm-action on X×Gm by (g, h1)·(x, h2) = (g ·x, χ(g)−1h1h2)
and denote by ϕ the morphism idG×χ : G→ G×Gm. Then the morphism e : X → X×Gm
defined by e(x) := (x, 1) is ϕ-equivariant, and the pull-back
e∗ϕ : cohG×Gm(X ×Gm) ∼−→ cohGX
is an equivalence.
Proof. Let p : X × Gm → X and π : G × Gm → G be the natural projections. Then p
is π-equivariant, and the composition e∗ϕ ◦ p∗π : cohGX → cohGX is the identity functor.
Hence e∗ϕ is essentially surjective. Since the set of morphisms in cohG×Gm(X × Gm) and
cohGX are the G-invariant subspaces of the set of morphisms in cohGm(X×Gm) and cohX
respectively, the fully-faithfulness of e∗ϕ reduces to the case that G is trivial, which follows
from [Tho, Lemma 1.3] (see also [BFK1, Lemma 2.13]). 
2.2. Derived factorization categories. In this subsection, we provide a brief summary
of the derived factorization categories.
Definition 2.6. A gauged Landau-Ginzburg model, or simply gauged LG model, is data
(X,χ,W )G with X a scheme, G an algebraic group acting on X , χ : G → Gm a character
of G and W : X → A1 a χ-semi-invariant regular function, i.e. W (g · x) = χ(g)W (x) for
any g ∈ G and any x ∈ X . If G is trivial, we denote the gauged LG model by (X,W ), and
call it Landau-Ginzburg model or LG model.
For a gauged LG model, we consider its factorizations that can be considered as “twisted
complexes”.
Definition 2.7. Let (X,χ,W )G be a gauged LG model. A quasi-coherent factorization of
(X,χ,W )G is a sequence
F =
(
F1
ϕF1−−→ F0 ϕ
F
0−−→ F1(χ)
)
,
where, for each i = 0, 1, Fi is a G-equivariant quasi-coherent sheaf on X and ϕ
F
i is a G-
invariant homomorphism such that ϕF0 ◦ϕF1 = W ·idF1 and ϕF1 (χ)◦ϕF0 = W ·idF0 . Equivariant
quasi-coherent sheaves F0 and F1 in the above sequence are called components of the quasi-
coherent factorization F . If the components Fi of F are coherent (resp. locally free coherent,
injective) sheaves, then F is called a coherent factorization (resp. a matrix factorization, an
injective factorization). We will often call these sequences just factorizations of (X,χ,W )G.
Definition 2.8. For a gauged LG model (X,χ,W )G, we define the abelian category
QcohG(X,χ,W )
whose objects are quasi-coherent factorizations of (X,χ,W )G, and whose set of morphisms
are defined as follows: For two objects E,F ∈ QcohG(X,χ,W ), we define Hom(E,F ) to
be the set of pairs (f1, f0) of fi ∈ HomQcohGX(Ei, Fi) such that the following diagram
commutes;
E1
ϕE1
//
f1

E0
ϕE0
//
f0

E1(χ)
f1(χ)

F1
ϕF1
// F0
ϕF0
// F1(χ).
We define full subcategories
MFG(X,χ,W ) ⊂ cohG(X,χ,W ) ⊂ QcohG(X,χ,W )
of QcohG(X,χ,W ) whose objects are matrix factorizations and coherent factorizations re-
spectively. By construction, theses subcategories are exact categories.
9Since factorizations can be considered as ‘twisted complexes’, we can consider the homo-
topy category of factorizations.
Definition 2.9. Two morphisms f = (f1, f0) : E → F and g = (g1, g0) : E → F in
QcohG(X,χ,W ) are homotopy equivalent, denoted by f ∼ g, if there exist two homomor-
phisms in QcohGX
h0 : E0 → F1 and h1 : E1(χ)→ F0
such that f0 − g0 = ϕF1 h0 + h1ϕE0 and f1(χ)− g1(χ) = ϕF0 h1 + (h0(χ))(ϕE1 (χ)).
The homotopy category of factorizations of (X,χ,W )G, denoted by
KQcohG(X,χ,W ),
is defined by Obj(KQcohG(X,χ,W )) := Obj(QcohG(X,χ,W )) and the set of morphisms
are defined as the set of homotopy equivalence classes;
HomKQcoh(X,χ,W )(E,F ) := HomQcoh(X,χ,W )(E,F )/ ∼ .
Similarly, we can define the homotopy category KcohG(X,χ,W ) (resp. KMF(X,χ,W )) of
coherent factorizations (resp. matrix factorizations) of (X,χ,W )G.
Next we define the totalization of a bounded complex of factorizations, which is an analogy
of the total complex of a double complex.
Definition 2.10. Let F • = (· · · → F i δ
i
−→ F i+1 → · · ·) be a bounded complex of
QcohG(X,χ,W ). For l = 0, 1, set
Tl :=
⊕
i+j=−l
F i
j
(χ⌈j/2⌉),
and define
tl : Tl → Tl+1
to be the homomorphism given by
tl|F i
j
(χ⌈j/2⌉) := δ
i
j
(χ⌈j/2⌉) + (−1)iϕF i
j
(χ⌈j/2⌉),
where n is n modulo 2, and ⌈m⌉ is the minimum integer which is greater than or equal to a
real number m. We define the totalization Tot(F •) ∈ QcohG(X,χ,W )) of F • by
Tot(F •) :=
(
T1
t1−→ T0 t0−→ T1(χ)
)
.
In what follows, we will recall that the homotopy category KQcohG(X,χ,W ) has a struc-
ture of triangulated category, and KcohG(X,χ,W ) and KMFG(X,χ,W ) are full triangulated
subcategories of KQcohG(X,χ,W ).
Definition 2.11. We define an automorphism T on KQcohG(X,χ,W ), which is called shift
functor, as follows. For an object F ∈ KcohG(X,χ,W ), we define an object T (F ) as
T (F ) :=
(
F0
−ϕF0−−−→ F1(χ) −ϕ
F
1 (χ)−−−−−→ F0(χ)
)
,
and for a morphism f = (f1, f0) ∈ Hom(E,F ) we set T (f) := (f0, f1(χ)) ∈ Hom(T (E), T (F )).
For any integer n ∈ Z, denote by (−)[n] the functor T n(−).
Definition 2.12. Let f : E → F be a morphism in QcohG(X,χ,W ). We define its mapping
cone Cone(f) to be the totalization of the complex
(· · · → 0→ E f−→ F → 0→ · · ·)
with F in degree zero.
A distinguished triangle is a sequence in KQcohG(X,χ,W ) which is isomorphic to a
sequence of the form
E
f−→ F i−→ Cone(f) p−→ E[1],
where i and p are natural injection and projection respectively.
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The following is well known.
Proposition 2.13. The homotopy category KQcohG(X,χ,W ) is a triangulated category
with respect to the above shift functor and the above distinguished triangles. The full subcat-
egories KcohG(X,χ,W ) and KMFG(X,χ,W ) are full triangulated subcategories.
Following Positselski ([Pos1], [EP]), we define derived factorization categories.
Definition 2.14. Denote by AcohG(X,χ,W ) the smallest thick subcategory of KcohG(X,χ,W )
containing all totalizations of short exact sequences in cohG(X,χ,W ). We define the (abso-
lute) derived factorization category of (X,χ,W )G as the Verdier quotient
DcohG(X,χ,W ) := KcohG(X,χ,W )/AcohG(X,χ,W ).
Similarly, we consider the thick subcategory AMFG(X,χ,W ) containing all totalizations of
short exact sequences in the exact category MFG(Xχ,W ), and define the (absolute) derived
matrix factorization category by
DMFG(X,χ,W ) := KMFG(X,χ,W )/AMFG(X,χ,W ).
We define a larger category DcoQcohG(X,χ,W ) as follows: Denote by A
coQcohG(X,χ,W )
the smallest thick subcategory of KQcohG(X,χ,W ) that is closed under taking small direct
sums and contain all totalizations of short exact sequences in QcohG(X,χ,W ). Then we
define DcoQcohG(X,χ,W ) by
DcoQcohG(X,χ,W ) := KQcohG(X,χ,W )/A
coQcohG(X,χ,W ).
Factorizations in AcohG(X,χ,W ) or AMFG(X,χ,W ) are said to be acyclic, and factoriza-
tions in AcoQcohG(X,χ,W ) are said to be coacyclic. Two quasi-coherent factorizations E
and F are said to be quasi-isomorphic if E and F are isomorphic in DcoQcohG(X,χ,W ).
The following propositions are standard.
Proposition 2.15 ([Hir2, Propostion 2.25.(1)]). The natural functor
DcohG(X,χ,W )→ DcoQcohG(X,χ,W )
is fully faithful, and the the thick closure DcohG(X,χ,W ) of the essential image of the
functor is the subcategory of compact objects.
Proposition 2.16 ([BFK1, Proposition 3.14]). If X is a smooth quasi-projective variety,
the natural functor
DMFG(X,χ,W )→ DcohG(X,χ,W )
is an equivalence.
Proposition 2.17 (cf. [BD+1, Lemma 2.24]). Assume that X = SpecR is an affine scheme
and G is reductive. For P ∈ KMFG(X,χ,W ) and A ∈ AcohG(X,χ,W ), we have
HomKcohG(X,χ,W )(P,A) = 0.
In particular, the Verdier localizing functor
KMFG(X,χ,W )
∼−→ DMFG(X,χ,W )
is an equivalence.
Proof. Since G is reductive, the restriction functor ResG : KcohG(X,χ,W )→ Kcoh(X,W )
is faithful. Hence the problem reduces to the case when G is trivial, and it follows from
[BD+1, Lemma 2.24]. 
Definition 2.18. Let S := k[x1, . . . , xn], and suppose that a reductive affine algebraic group
G acts on SpecS. Let f ∈ S be a polynomial that is semi-invariant with respect to some
character χ : G→ Gm. The homotopy category of G-equivariant matrix factorizations of f ,
denoted by HMFGS (f), is defined by
HMFGS (f) := KMFG(SpecS, χ, f).
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Remark 2.19. By Propositions 2.16 and 2.17, the category HMFGS (f) is naturally equiva-
lent to the derived factorization category of the gauged LG model (SpecS, χ, f)G;
HMFGS (f)
∼−→ DcohG(SpecS, χ, f).
Note that, if G = Gm acts on SpecS so that all weights of xi are positive, then the semi-
invariant polynomial f is nothing but a quasi-homogeneous polynomial, and the category
HMFGS (f) is the homotopy category of the Z-graded matrix factorizations of f .
The following result follows from Lemma 2.4.
Lemma 2.20. Notation is same as in Lemma 2.4. Let χ : G/H → Gm be a character, and
define a character χ : G → Gm by χ ◦ p. Let W : X → A1 be a χ-semi-invariant regular
function. Then W is also χ-semi-invariant with respect to the induced G/H-action on X.
For η ∈ Ĥ, we denote by cohG(X,χ,W )η the subcategory of cohG(X,χ,W ) consisting of
factorizations whose components lie in (cohGX)η.
(1) The functor id∗p : cohG/H(X,χ,W )→ cohG(X,χ,W ) is fully faithful, and it induces
an equivalence
id∗p : cohG/H(X,χ,W )
∼= cohG(X,χ,W )η
0
,
where η
0
: H → Gm is the trivial character.
(2) There is a decomposition of cohG(X,χ,W ) into a direct sum
cohG(X,χ,W )
∼−→
⊕
η∈Ĥ
cohG(X,χ,W )η.
(3) For a character φ : G→ Gm of G, the tensor product with O(φ) gives an equivalence
(−)⊗O(φ) : cohG(X,χ,W )η ∼−→ cohG(X,χ,W )(φ|
H
)η.
Corollary 2.21. Assume that Gm acts trivially on X. Let n > 0 be a positive integer, and
denote by χn : Gm → Gm the character defined by χn(a) := an. Then we have an orthogonal
decomposition;
DcohGm(X,χn, 0)
∼=
n⊕
i=1
Db(cohX)
Proof. Since the kernel of the surjection χn : Gm → Gm is equal to the subgroup µn ⊂ Gm,
we have the following short exact sequence:
1→ µn →֒ Gm χn−−→ Gm → 1
Then, by Lemma 2.20, we obtain a decomposition cohGm(X,χn, 0)
∼=⊕ni=1 cohGm/µn(X,χ1, 0),
and this induces the following direct sum decomposition of the derived factorization category
DcohGm(X,χn, 0)
∼=
n⊕
i=1
DcohGm/µn(X,χ1, 0).
Hence the result follows from [Hir2, Proposition 2.14]. 
2.3. Functors of derived factorization categories. In this subsection, we recall funda-
mental functors between factorization categories. Let X and Y be Noetherian schemes, and
G an algebraic group acting on X and Y . Let χ : G→ Gm be a character of G.
2.3.1. Direct image and inverse image. Let f : X → Y be a G-equivariant morphism. If
W : Y → A1 is a χ-semi-invariant regular function, there are gauged LG models (X,χ, f∗W )
and (Y, χ,W ). Then the direct image f∗ : QcohGX → QcohG Y and the inverse image
f∗ : QcohG Y → QcohGX of G-equivariant sheaves naturally define the direct image and
the inverse image between factorizations;
f∗ : QcohG(X,χ, f
∗W )→ QcohG(Y, χ,W )
f∗ : QcohG(Y, χ,W )→ QcohG(X,χ, f∗W ).
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The inverse image f∗ preserves coherent factorizations, and, if f is proper, the direct image f∗
also preserves coherent factorizations. Since these functors preserves homotopy equivalences
of morphisms, we have induced functors of the homotopy categories of factorizations;
f∗ : KQcohG(X,χ, f
∗W )→ KQcohG(Y, χ,W )
f∗ : KQcohG(Y, χ,W )→ KQcohG(X,χ, f∗W ).
Furthermore, if f is affine, f∗ maps A
coQcohG(X,χ, f
∗W ) to AcoQcohG(Y, χ,W ), and so
f∗ induces a functor
f∗ : D
coQcohG(Y, χ,W )→ DcoQcohG(X,χ, f∗W ).
For general f , by [Hir2, Lemma 2.12] we can define the right derived functor of f∗;
Rf∗ : D
coQcohG(Y, χ,W )→ DcoQcohG(X,χ, f∗W ).
If f is proper, the functor Rf∗ preserves coherent factorizations.
On the other hand, if f is flat, f∗ preserves coacyclic factorizations, and hence f∗ naturally
induces a functor
f∗ : DcoQcohG(Y, χ,W )→ DcoQcohG(X,χ, f∗W ).
If Y is a smooth variety, by [BFK1, Proposition 3.14] we can define the left derived functor
Lf∗ : DcoQcohG(Y, χ,W )→ DcoQcohG(X,χ, f∗W )
of f∗ without the assumption of flatness of f , and this functor Lf∗ preserves coherent
factorizations. See e.g. [LS, BFK1, Hir1] for more details.
2.3.2. Tensor product. Let W1 : X → A1 and W2 : X → A1 be χ-semi-invariant functions.
We define the tensor products
(−)⊗ (−) : cohG(X,χ,W1)× cohG(X,χ,W2)→ cohG(X,χ,W1 +W2)
of factorizations by
E ⊗ F :=
(⊕
i=0,1
(Fi ⊗ Ei+1)
ϕE⊗F1−−−−→
⊕
i=0,1
(Fi ⊗ Ei)(χi) ϕ
E⊗F
0−−−−→
⊕
i=0,1
(Fi ⊗ Ei+1)(χ)
)
,
where n is n modulo 2,
ϕE⊗F1 =
(
ϕE1 ⊗ 1 1⊗ ϕF1
−1⊗ ϕF0 ϕE0 ⊗ 1
)
and
ϕE⊗F0 =
(
ϕE0 ⊗ 1 −(1⊗ ϕF1 )(χ)
1⊗ ϕF0 (ϕE1 ⊗ 1)(χ)
)
.
Since this bi-functor preserves the homotopy equivalences of morphisms, we have the induced
functor
(−)⊗ (−) : KcohG(X,χ,W1)×KcohG(X,χ,W2)→ KcohG(X,χ,W1 +W2).
If F ∈ MFG(X,χ,W1), the functor F ⊗ (−) : KcohG(X,χ,W2) → KcohG(X,χ,W1 +W2)
preserves acyclic factorizations, and thus it induces the functor
(−)⊗ (−) : DMFG(X,χ,W1)× DcohG(X,χ,W2)→ DcohG(X,χ,W1 +W2).
If X is a smooth variety, by Proposition 2.16 we can define the left derived functor
(−)⊗L (−) : DcohG(X,χ,W1)×DcohG(X,χ,W2)→ DcohG(X,χ,W1 +W2)
of tensor products.
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2.4. Supports of factorizations. We recall the supports of factorizations, and we provide
a lemma that we need for a slight generalization of global Kno¨rrer periodicity in the next
subsection. In this subsection, we only consider the case that G is trivial. Let X be a
smooth variety, and W : X → A1 a regular function on X .
For a point p ∈ X in the scheme X , we set Xp := SpecOX,p. Since the functor (−)p :
cohX → cohXp defined by taking the stalk at p is exact, it induces a functor between
derived factorization categories;
(−)p : Dcoh(X,W )→ Dcoh(Xp,Wp),
where Wp : Xp → A1 is the stalk of W at p. Obviously this functor preserves matrix
factorizations;
(−)p : DMF(X,W )→ DMF(Xp,Wp).
Definition 2.22. For F ∈ Dcoh(X,W ), we define the subset Supp(F ) ⊂ X by
Supp(F ) := { p ∈ X | Fp 6= 0 in Dcoh(Xp,Wp)}.
By Proposition 2.16, we have an equivalence Φ : DMF(X,W )
∼−→ Dcoh(X,W ), and Φ
commutes with the functor (−)p. Hence we have
Supp(F ) = Supp(Φ−1(F )),
and thus Supp(F ) is a closed subset of X by [Hir3, Proposition 2.20.(2)]. We say that a
thick subcategory T ⊂ Dcoh(X,W ) is closed under tensor action from DMF(X, 0) if for any
E ∈ DMF(X, 0) and any F ∈ T we have E⊗F ∈ T . The following lemma will be necessary
in the proof of Theorem 2.24.(3).
Lemma 2.23 ([Hir3, Theorem 1.1, Proposition 5.3.(2)]). Let F ∈ Dcoh(X,W ). Assume
that W is a non-zero-divisor, and denote by X0 ⊂ X the zero scheme of W .
(1) The support Supp(F ) of F is contained in the singular locus Sing(X0) of X0.
(2) There is an object E ∈ Dcoh(X,W ) such that Supp(E) = Sing(X0).
(3) If T ⊆ Dcoh(X,W ) is a thick subcategory closed under tensor action from DMF(X, 0),
then there exists a specialization-closed subset Z ⊆ X such that
T = {F ∈ Dcoh(X,W ) | Supp(F ) ⊆ Z}.
2.5. Kno¨rrer periodicity. In this subsection, we prove a slight generalization of the Kno¨rrer
periodicity by [Isi, Shi, Hir2], that will be necessary in the proof of Corollary 4.6.
LetX be a smooth quasi-projective variety over k, and letG be a reductive affine algebraic
group acting on X . Let E be a G-equivariant locally free sheaf on X of finite rank, and
choose a G-invariant regular section s ∈ Γ(X, E∨)G of the dual E∨ := HomX(E ,OX) of E .
Denote by Zs ⊂ X the zero scheme of s. Let χ : G→ Gm be a character of G. Then E(χ)
induces a vector bundle V(E(χ)) := Spec(Sym(E(χ)∨)) over X with a G-action induced by
the equivariant structure of E(χ). Let q : V(E(χ))→ X and p : V(E(χ))|Z → Zs be natural
projections, and let i : V(E(χ))|Zs →֒ V(E(χ)) and j : Zs →֒ X be the closed immersions.
Now we have the following cartesian square:
V(E(χ))|Zs V(E(χ))
Zs X.
i
p q
j
The regular section s induces a χ-semi-invariant regular function Qs : V(E(χ)) → A1. Let
W : X → A1 be a χ-semi invariant regular function.
Theorem 2.24 (cf. [Isi, Shi, Hir2]). Assume that one of the following conditions holds:
(1) The restricted function W |Zs : Zs → A1 is flat.
(2) There is a reductive algebraic group H such that G = H×Gm and 1×Gm ⊂ G acts
trivially on X. Moreover, W = 0 and χ : H ×Gm → Gm is the projection.
(3) W |Zs = 0, Zs is smooth, and DcohG(Zs, χ,W |Zs) is idempotent complete.
Then we have an equivalence
i∗p
∗ : DcohG(Zs, χ,W |Zs) ∼−→ DcohG(V(E(χ)), χ, q∗W +Qs).
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Proof. (1) This is [Hir2, Theorem 1.2].
(2) This is [Isi, Shi] for trivial H , and the result for general H is [Hir2, Proposition 4.8].
(3) To ease notation we denote Z := Zs, V := V(E(χ)) and Q := Qs : V→ A1. We prove
the result by the following three steps.
Step 1: In the first step, we consider the case when G = 0, and we prove the functor
i∗p
∗ : DcoQcoh(Z,W |Z)→ DcoQcoh(V, q∗W +Q)
between larger categories is an equivalence. By [Hir2, Lemma 4.5], this functor is fully
faithful, and has a right adjoint
p∗i
! : DcoQcoh(V, q∗W +Q)→ DcoQcoh(Z,W |Z).
by [EP, Theorem 3.8]. Hence it suffices to show that p∗i
! is also fully faithful. For this, we
show that, for any F ∈ DcoQcoh(V, q∗W +Qs), the adjunction morphism
σF : i∗p
∗p∗i
!(F )→ F
is an isomorphism, or equivalently, the cone C(σF ) is the zero object.
By [EP, Proposition 1.10], the set of objects in the subcategory Dcoh(V, q∗W + Q) ⊂
DcoQcoh(V, q∗W +Q) is a set of compact generators in DcoQcoh(V, q∗W +Q). Therefore,
by [SS, Lemma 2.1.1], the smallest triangulated subcategory of DcoQcoh(V, q∗W +Q) that
contains Dcoh(V, q∗W +Q) and is closed under (infinite) coproducts is equal to the whole
category DcoQcoh(V, q∗W + Q). Moreover, since i∗p
∗ and i! admit right adjoint functors,
these functors commutes with coproducts, and so does the direct image p∗ by [Nee, Lemma
1.4]. Thus the composition i∗p
∗ ◦ p∗i! also commutes with coproducts. Therefore, to show
that the adjunction σF is an isomorphism, we may assume that F lies in Dcoh(V, q
∗W +Q).
Denote by T := Im(i∗p∗) the thick closure of the triangulated subcategory Im(i∗p∗) ⊂
Dcoh(V, q∗W +Q). We claim that σF is an isomorphism if F ∈ T . Indeed, if F ∈ Im(i∗p∗),
σF is an isomorphism since (p∗i
!) ◦ (i∗p∗) ∼= id. For arbitrary F ∈ T , there is an object
E ∈ T such that F ⊕ E ∈ Im(i∗p∗). Then since C(σF )⊕ C(σE) ∼= C(σ(F⊕E)) ∼= 0, we have
C(σF ) ∼= 0. Thus, it is enough to show the following claim:
Claim: We have T = Dcoh(V, q∗W +Q).
First, we claim that T is closed under tensor action from DMF(V, 0). Since X is quasi-
projective, X has an ample line bundle LX . If we denote L := q∗LX , L is an ample line
bundle on V since q is quasi-affine. Then the category DMF(V, 0) is generated by objects
of the form L˜n := (0→ Ln → 0) for n ∈ Z. Hence it suffices to show that T is closed under
tensor product with L˜n. For any E ∈ T , there is an object E′ ∈ T and F ∈ Dcoh(Z,W |Z)
such that i∗p
∗(F ) ∼= E ⊕ E′. Then we have (E ⊗ L˜n) ⊕ (E′ ⊗ L˜n) ∼= i∗p∗(F ) ⊗ L˜n ∼=
i∗(p
∗(F )⊗ i∗L˜n) ∼= i∗p∗
(
F ⊗ (0→ j∗LnX → 0)
) ∈ Im(i∗p∗). Hence E ⊗ L˜n ∈ T .
Since T is a thick subcategory that is closed under tensor action from DMF(V, 0), by
Lemma 2.23.(3), there is a specialization-closed subset Y ⊂ Sing(V0) of the singular locus
of the zero scheme V0 ⊂ V of q∗W +Q : V→ A1 such that
T = {E ∈ DMF(V, q∗W +Q) | Supp(E) ⊂ Y }.
In order to prove the claim, we only need to show that Y = Sing(V0) by Lemma 2.23.(1).
Since Z is smooth, Sing(V0) = Z, where Z is considered as a closed subscheme of V via the
zero section Z →֒ V|Z . For a point x ∈ Z, we denote by the same notation x the points in V|Z
and V that correspond to x via the zero section. Then we can show that the localized functor
(ix)∗ ◦ (px)∗ : Dcoh(Zx, 0) → Dcoh(Vx, (q∗W + Q)x) is also fully faithful by using [Hir2,
Lemma 4.4] and an argument that is identical to [Hir2, Lemma 4.5], where px :
(
V|Z
)
x
→ Zx
and ix :
(
V|Z
)
x
→ Vx are the localized morphisms. Consider a matrix factorization O˜Z
defined by O˜Z := (0 → OZ → 0) ∈ Dcoh(Z, 0). Then it is easy to see that Supp(O˜Z) = Z
by [LS, Proposition 2.30]. Since we have i∗p
∗(O˜Z)x ∼= (ix)∗ ◦ (px)∗((O˜Z )x) by flat base
changes and the localized functor (ix)∗ ◦ (px)∗ is fully faithful, we have Supp(i∗p∗(O˜Z)) =
Supp(O˜Z) = Z. Hence Y = Z, since i∗p∗(O˜Z) ∈ T .
15
Step 2: In the second step, we show that the functor
i∗p
∗ : DcoQcohG(Z, χ,W |Z)→ DcoQcohG(V, χ, q∗W +Q)
is an equivalence. The restriction functors ResG between equivariant quasi-coherent sheaves
induces the following functors
ResG : DcoQcohG(Z, χ,W |Z)→ DcoQcoh(Z,W |Z)
ResG : DcoQcohG(V, χ, q
∗W +Q)→ DcoQcoh(V, q∗W +Q),
and these functors have right adjoint functors, denoted by IndG (see [BFK1, Definition 2.14]
for the definition of IndG). Then by Example A.2 we have induced comonads, denoted by
T, on DcoQcoh(Z,W |Z) and DcoQcoh(V, q∗W +Q). Since G is reductive, by [Hir1, Lemma
4.56], the comparison functors
Γ : DcoQcohG(Z, χ,W |Z)→ DcoQcoh(Z,W |Z)T
Γ : DcoQcohG(V, χ, q
∗W +Q)→ DcoQcoh(V, q∗W +Q)T
are equivalences (note that in our setting, by [Hir1, Remark 4.4], DQcohG(−) in [Hir1] is
equivalent to DcoQcohG(−) since V and Z are smooth). By [Hir1, Lemma 2.11] we see that
the functor i∗p
∗ : DcoQcoh(Z,W |Z)→ DcoQcoh(V, q∗W +Q) is a linearizable functor, and
we have an induced functor
(i∗p
∗)T : D
coQcoh(Z,W |Z)T → DcoQcoh(V, q∗W +Q)T
that commutes with i∗p
∗ : DcoQcohG(Z, χ,W |Z)→ DcoQcohG(V, χ, q∗W+Q) and the com-
parison functors. Proposition A.9 implies that the induced functor (i∗p
∗)T is an equivalence
by Step 1, and hence the functor i∗p
∗ : DcoQcohG(Z, χ,W |Z)→ DcoQcohG(V, χ, q∗W +Q)
is also an equivalence.
Step 3: In the final step, we finish the proof. By Step 2, we have already shown that the
functor i∗p
∗ : DcohG(Z, χ,W |Z) → DcohG(V, χ, q∗W +Q) is fully faithful. By Step 2 and
Proposition 2.15, the equivalence i∗p
∗ : DcoQcohG(Z, χ,W |Z)→ DcoQcohG(V, χ, q∗W +Q)
gives the equivalence
i∗p
∗ : DcohG(Z, χ,W |Z) ∼−→ DcohG(V, χ, q∗W +Q)
of compact objects, where (−) denotes the thick closure of (−). But since DcohG(Z, χ,W |Z)
is idempotent complete, we have DcohG(Z, χ,W |Z) = DcohG(Z, χ,W |Z). Hence the functor
i∗p
∗ : DcohG(Z, χ,W |Z)→ DcohG(V, χ, q∗W +Q) is essentially surjective. This finishes the
proof. 
2.6. DG-enhancements and derived Morita theory. We recall the derived Morita the-
ory for factorizations by [BFK1]. For this, we recall dg-enhancements of derived factorization
categories.
Definition 2.25. Let (X,χ,W )G be a gauged LG model. We define the dg-category
QcohG(X,χ,W )
to be the category of quasi-coherent factorizations of (X,χ,W )G whose Hom-complexes are
defined as follows: For any E,F ∈ QcohG(X,χ,W ), we define the complex Hom(E,F )• of
morphisms from E to F as the following graded vector space
Hom(E,F )• :=
⊕
n∈Z
Hom(E,F )n
with a differential di : Hom(E,F )i → Hom(E,F )i+1 given by
di(f) := ϕF ◦ f − (−1)if ◦ ϕE ,
where
Hom(E,F )2m := Hom(E1, F1(χ
m))⊕Hom(E0, F0(χm))
Hom(E,F )2m+1 := Hom(E1, F0(χ
m))⊕Hom(E0, F1(χm+1)).
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We denote by InjG(X,χ,W ) (resp. MFG(X,χ,W )) the full dg-subcategory ofQcohG(X,χ,W )
consisting of injective factorizations (resp. matrix factorizations). We also consider the full
dg-subcategory injG(X,χ,W ) ⊂ InjG(X,χ,W ) consisting of injective factorizations that are
quasi-isomorphic to coherent factorizations. Note that, by construction, the homotopy cate-
gory [MFG(X,χ,W )] of the dg-category MFG(X,χ,W ) is equal to KMFG(X,χ,W ). Hence,
if X is an affine scheme and G is reductive, then we have the following equivalence by Lemma
2.17; [
MFG(X,χ,W )
] ∼−→ DMFG(X,χ,W ).
The following standard result provides dg-enhancements of general gauged LG models.
Proposition 2.26 ([Hir2, Lemma 2.12], [BD+1, Corollary 2.25]). Let (X,χ,W )G be a
gauged LG model, and assume that X is Noetherian. Then the natural functors[
InjG(X,χ,W )
]→ DcoQcohG(X,χ,W )[
injG(X,χ,W )
]→ DcohG(X,χ,W )
are equivalences.
In what follows, we recall the derived Morita theory. We freely use the terminology and
notation from [Toe¨]. Recall that the natural inclusion functor Ho(dg-cattr) → Ho(dg-cat)
has a left adjoint functor (̂−)pe : Ho(dg-cat) → Ho(dg-cattr) that sends a dg-category
T to its triangulated hull T̂pe. For two objects T ,S ∈ Ho(dg-cat), the Morita product
T ⊛ S ∈ Ho(dg-cattr) of T and S is defined by
T ⊛ S := ̂(T ⊗k S)pe.
The following is a special case of the derived Morita theory in [BFK1].
Theorem 2.27 ([BFK1, Corollary 5.18]). Let X1 and X2 be smooth varieties, and G1
and G2 affine algebraic groups. For each i = 1, 2, assume that Gi acts on Xi, and let
Wi : Xi → A1 be a ϕi-semi-invariant regular functions, where ϕi : Gi → Gm is a character.
Assume the following conditions:
(i) The singular locus Sing(ZW1 × ZW2) of the product of the zero schemes ZWi of Wi
is contained in Sing(ZW1⊞W2).
(ii) The category DcohG1×GmG2(X1×X2, ϕ1×Gm ϕ2,W1⊞W2) is idempotent complete.
Then we have the following quasi-equivalence
injG1(X1, ϕ1,W1)⊛ injG2(X2, ϕ2,W2)
∼−→ injG1×GmG2(X1 ×X2, ϕ1 ×Gm ϕ2,W1 ⊞W2).
Here the affine algebraic group G1 ×Gm G2 and its character ϕ1 ×Gm ϕ2 are defined as in
Definition 1.1.
3. Main result
Denote by ζ ∈ k a primitive n-th root of unity, and define a cyclic group µn = 〈ζ〉 to
be the subgroup of Gm generated by ζ. Let G be a reductive affine algebraic group and
ι : µn →֒ G an injective morphism of algebraic groups such that its image ι(µn) ⊂ G
is a normal subgroup. Denote by π : G → G/µn the natural projection. Let X be a
smooth quasi-projective variety with an action from G/µn such that X has a G/µn-invariant
affine open covering. Let ψ : G → Gm be a character of G such that the composition
ψ ◦ ι : µn → Gm is the natural inclusion. Since ψn ◦ ι : µn → Gm is trivial, there exists a
character ψn : G/µn → Gm such that ψn ◦ π = ψn. For a character φ : G/µn → Gm, we
define characters χ : G/µn → Gm and χ : G→ Gm by χ := φψn and χ := χ◦π respectively.
For a positive integer m > 0 and a vector d := (d1, . . . , dm) ∈ Zm>0, we define a set
I(d, n) := {(i1, . . . , im) ∈ Zm≥0 | d1i1 + · · ·+ dmim = n}.
Let Amt be the m-dimensional affine space with coordinate t = (t1, . . . , tm), and define a
G-action on X × Amt by
g · (x, t1, . . . , tm) :=
(
π(g) · x, ψd1(g)t1, . . . , ψdm(g)tm
)
.
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Let W : X → A1 be a χ-semi-invariant regular function and F : X × Amt → A1 a
non-constant regular function of the form
F = fI1t
I1 + . . .+ fIr t
Ir ∈ Γ(X,OX)[t1, . . . , tm],
where Ik = (ik,1, . . . , ik,m) ∈ I(d, n), tIk := tik,11 · · · tik,mm , and each fIk ∈ Γ(X,O(φ))G/µn is
a φ-semi-invariant regular function on X . Then F is a χ-semi-invariant regular function on
X ×Amt with respect to the above G-action. Denote by P(d) := [Amt \{0}/Gm] the quotient
stack of the Gm-action on Amt \{0} with the weight of ti being di. We define ZF ⊂ X×P(d) to
be the hypersurface defined by F . Denote by O(1) ∈ cohP(d) the line bundle corresponding
to O(idGm) via the natural equivalence cohP(d) ∼= cohGm Amt \{0}, and let L ∈ cohG/µn ZF
be the pull-back of O(1) ∈ cohG/µn P(d) by the morphism ZF → P(d) defined as the
composition of the inclusion ZF →֒ X × P(d) and the projection X × P(d) → P(d). By
abuse of notation, we write W for the pull-backs of W : X → A1 by the natural projections
X × Amt → X and X × P(d)→ X .
Theorem 3.1. Fix ℓ ∈ Z, and set µ := ∑mi=1 di. Assume that the restricted function
W |ZF : ZF → A1 is flat.
(1) If n < µ, there are fully faithful functors
Φℓ : DcohG(X × Amt , χ,W + F ) →֒ DcohG/µn(ZF , χ,W |ZF ),
Ψℓ : DcohG/µn(X,χ,W ) →֒ DcohG/µn(ZF , χ,W |ZF )
and there is a semi-orthogonal decomposition
DcohG/µn(ZF , χ,W |ZF ) = 〈 Im(Ψℓ(n− µ+ 1)), . . . , Im(Ψℓ), Im(Φℓ) 〉,
where Ψℓ(k) :=
(
(−)⊗ Lk) ◦Ψℓ.
(2) If n = µ, we have an equivalence
Φℓ : DcohG(X × Amt , χ,W + F ) ∼−→ DcohG/µn(ZF , χ,W |ZF ).
(3) If n > µ, there are fully faithful functors
Φℓ : DcohG/µn(ZF , χ,W |ZF ) →֒ DcohG(X × Amt , χ,W + F ),
Ψℓ : DcohG/µn(X,χ,W ) →֒ DcohG(X × Amt , χ,W + F )
and there is a semi-orthogonal decomposition
DcohG(X × Amt , χ,W + F ) = 〈 Im(Ψℓ), . . . , Im(Ψℓ(µ− n+ 1)), Im(Φℓ) 〉,
where Ψℓ(k) :=
(
(−)⊗O(ψk)) ◦Ψℓ.
3.1. Proof of Theorem 3.1. We will prove Theorem 3.1 by modifying the arguments in
[BD+2, Section 3] and [Hir2, Section 5] rather than by generalizing it. Set
Q := X × Amt × A1u.
We define a Gm × (G/µn)-action on Q by
(a, g) · (x, t1, . . . , tm, u) := (g · x, ad1t1, . . . , admtm, a−nψn(g)u).
Then the regular function
WQ := W + Fu : Q→ A1
on Q is (1 × χ)-semi-invariant. Denote by λ : Gm → Gm × (G/µn) the one-parameter
subgroup defined by λ(a) := (a, 1). We denote by Zλ ⊂ Q the fixed locus with respect to
the λ-action. Then we have Zλ = {(x, t1, . . . , tm, u) ∈ Q | t1 = · · · = tm = u = 0} ∼= X . Set
S+ := {q ∈ Q | lim
a→0
λ(a)q ∈ Zλ} and S− := {q ∈ Q | lim
a→0
λ(a)−1q ∈ Zλ}. If we define Q± to
be the complement of S± in Q, then we have
Q+ = X × Amt × (A1u \ {0}) and Q− = X × (Amt \ {0})× A1u.
Then the stratifications
(K+ : Q = Q+ ⊔ S+) and (K− : Q = Q− ⊔ S−)
are elementary HKKN stratifications, and the pair of these stratifications defines an el-
ementary wall crossing in the sense of [BFK3]. Denote by t(K±) the λ±1-weight of the
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Gm-action on the fiber Spec(Sym(ωS±/Q))x of the geometric vector bundle associated to the
λ±1-equivariant relative canonical bundle ωS±/Q at a point x in the fixed locus Zλ = Zλ−1 .
Since Zλ is connected, the numbers t(K
±) does not depend on the choice of x (see [BFK3,
Lemma 2.1.18]). Then, if we set µ :=
∑m
i=1 di, we have
t(K+) = −n and t(K−) = −µ.
Let 〈λ〉 ⊂ Gm × (G/µn) be the image of λ : Gm → Gm × (G/µn), and denote by C(λ) the
centralizer of 〈λ〉 ⊂ Gm × (G/µn). Then we have C(λ) = Gm × (G/µn). Furthermore, we
define Gλ := C(λ)/〈λ〉, and let
θ : Gm × (G/µn)→ Gm
be the character of Gm × (G/µn) = C(λ) defined by θ(a, g) := a. Then we have a natural
equivalence
DcohGλ(Zλ, 1× χ,WQ|Zλ) ∼= DcohG/µn(X,χ,W ). (3.A)
Let
i± : Q± →֒ Q and j± : S± →֒ Q
be the open immersions and the closed immersions respectively, and denote by
π± : S± → X
the natural projections. Then π+ is a trivial vector bundle of rank m, and π− is a trivial
vector bundle of rank 1. Identifying X with the fixed locus Zλ = X × {0} × {0} ⊂ Q, we
have an induced Gm × (G/µn)-action on X given by (a, g) · x = g · x. Then by Lemma 2.4
the projection p : Gm × (G/µn)→ G/µn induces a fully faithful functor
id∗p : cohG/µn X →֒ cohGm×(G/µn)X
since Gm-action on X is trivial, and we have the following decomposition
cohGm×(G/µn)X
∼=
⊕
k∈Z
(cohGm×(G/µn)X)(θ|Gm )k . (3.B)
We define DcohGm×(G/µn)(X, 1×G,W )k ⊂ DcohGm×G(X, 1×G,W ) to be the subcategory
consisting of factorizations F whose components Fi lie in (cohGm×GX)(θ|Gm)k . Note that
the subcategory DcohGm×(G/µn)(X, 1×G,W )k is the subcategory of factorizations with λ-
weights k (or equivalently, with (−λ)-weights −k) in the sense of [BFK3, Definition 3.4.3].
Then the above decomposition (3.B) gives rise to a decomposition of the derived factorization
category
DcohGm×(G/µn)(X, 1× χ,W ) ∼=
⊕
k∈Z
DcohGm×(G/µn)(X, 1× χ,W )k.
Denote by
τk : DcohG/µn(X,χ,W )
∼−→ DcohGm×(G/µn)(X, 1× χ,W )k
the equivalence defined by τk(F ) := id
∗
p(F )⊗O(θk). We also denote by
ιk : DcohGm×(G/µn)(X, 1× χ,W )k →֒ DcohGm×(G/µn)(X, 1× χ,W )
the natural inclusion.
Definition 3.2. We define functors
Υ±k : DcohGm×(G/µn)(X, 1× χ,W )±k → DcohGm×(G/µn)(Q, 1× χ,WQ)
as follows: First consider the (underived) inverse image
π∗± : DcohGm×(G/µn)(X, 1× χ,W )→ DcohGm×(G/µn)(S±, 1× χ, π∗±W ).
of the projection map π± : S± → X . Next, since the pull-back (j±)∗WQ : S± → A1
of WQ : Q → A1 by the closed immersion j± : S± → Q equals to π∗±W , we have the
(underived) direct image
j±∗ : DcohGm×(G/µn)(S±, 1× χ, π∗±W )→ DcohGm×(G/µn)(Q, 1× χ,WQ).
Then we define Υ±k to be the composition j
±
∗ ◦ π∗± ◦ ιk.
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Lemma 3.3 ([BFK3, Lemma 3.4.5]). The functor
Υ±k : DcohGm×(G/µn)(X, 1× χ,W )k → DcohGm×(G/µn)(Q, 1× χ,WQ)
is fully faithful.
Next, we consider windows of DcohGm×(G/µn)(Q, 1× χ,WQ). For an interval I ⊂ Z, let
Wλ±1,I ⊂ DcohGm×(G/µn)(Q, 1× χ,WQ)
be the I-grade-windows with respect to λ± in the sense of [BFK3, Definition 3.1.2]. For
each integer ℓ ∈ Z, we set I±ℓ := [ℓ+ t(K±) + 1, ℓ] ⊂ Z, and we define subcategories
W±ℓ :=Wλ±1,I±ℓ ⊂ DcohGm×(G/µn)(Q, 1× χ,WQ).
Then, by [BFK3, Corollary 3.2.2, Proposition 3.3.2], the pull-backs
i∗±(ℓ) := i
∗
±|W±
ℓ
:W±ℓ → DcohGm×(G/µn)(Q±, 1× χ,WQ)
of the open immersions i± are equivalences. Since W±ℓ =Wλ∓,[−ℓ,−ℓ−t(K±)−1], we have the
following:
• If t(K+) ≤ t(K−), we have W−−ℓ ⊆ W+−t(K+)+ℓ−1. In this case, we define a fully
faithful functor
Φℓ : DcohGm×(G/µn)(Q−, 1× χ,WQ) →֒ DcohGm×(G/µn)(Q+, 1× χ,WQ)
as the composition i∗+(−t(K+) + ℓ− 1) ◦ (i∗−(−ℓ))−1.
• If t(K+) ≥ t(K−), we have W+−ℓ ⊆ W−−t(K−)+ℓ−1. In this case, we define a fully
faithful functor
Φℓ : DcohGm×(G/µn)(Q+, 1× χ,WQ) →֒ DcohGm×(G/µn)(Q−, 1× χ,WQ)
as the composition i∗−(−t(K−) + ℓ − 1) ◦ (i∗+(−ℓ))−1
Furthermore, by [BFK3, Lemma 3.4.6], we have the following.
• If t(K+) < t(K−) and −t(K−) + ℓ ≤ j ≤ −t(K+) + ℓ − 1, the essential image of Υ−j
lie in W+−t(K+)+ℓ−1. In this case, we define a fully faithful functor
Ψj : DcohG/µn(X,χ,W ) →֒ DcohGm×(G/µn)(Q+, 1× χ,WQ)
as the composition i∗+(−t(K+) + ℓ− 1) ◦Υ−j ◦ τj . Since the essential image of Υ−j+1
is equal to the one of the composition
(
(−)⊗O(θ−1)) ◦Υ−j , we have
Im(Ψj+1) = Im
((
(−)⊗O(θ−1)) ◦Ψj).
• If t(K+) > t(K−) and −t(K+) + ℓ ≤ j ≤ −t(K−) + ℓ − 1, the essential image of Υ+j
lie in W−−t(K−)+ℓ−1. In this case, we define a fully faithful functor
Ψj : DcohG/µn(X,χ,W ) →֒ DcohGm×(G/µn)(Q−, 1× χ,WQ)
as the composition i∗−(−t(K−) + ℓ− 1) ◦Υ+j ◦ τj . Since the essential image of Υ+j+1
is equal to the one of the composition
(
(−)⊗O(θ)) ◦Υ+j , we have
Im(Ψj+1) = Im
((
(−)⊗O(θ)) ◦Ψj).
Then, by [BFK3, Theorem 3.5.3], the above fully faithful functors give rise to the following
semi-orthogonal decompositions.
Proposition 3.4 ([BFK3, Theorem 3.5.3]). Fix ℓ ∈ Z.
(1) If n > µ, there is a semi-orthogonal decomposition
DcohGm×(G/µn)(Q+, 1× χ,WQ) = 〈 Im(Ψµ+ℓ), . . . , Im(Ψn+ℓ−1), Im(Φℓ) 〉.
(2) If n = d, we have an equivalence
Φℓ : DcohGm×(G/µn)(Q+, 1× χ,WQ) ∼−→ DcohGm×(G/µn)(Q−, 1× χ,WQ).
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(3) If n < µ, there is a semi-orthogonal decomposition
DcohGm×(G/µn)(Q−, 1× χ,WQ) = 〈 Im(Ψn+ℓ), . . . , Im(Ψµ+ℓ−1), Im(Φℓ) 〉.
Now it is enough to show the following two lemmas:
Lemma 3.5. Notation is same as above.
(1) We have an equivalence
Φ+ : DcohGm×(G/µn)(Q+, 1× χ,WQ) ∼= DcohG(X × Amt , χ,W + F ).
(2) Let ZF ⊂ X × P(d) be the hypersurface defined by F . If W |ZF : ZF → A1 is flat,
then we have an equivalence
Φ− : DcohGm×(G/µn)(Q−, 1× χ,WQ) ∼= DcohG/µn(ZF , χ,W |ZF )
Proof. (1) We consider Gm ×G-action on Q+ = X × Amt × (A1u\{0}) defined by
(a, g) · (x, t1, . . . , tm, u) 7→ (π(g) · x, ψ(g)d1t1, . . . , ψ(g)dmtm, ψ(g)−1au)
Denote by Q˜+ this new Gm × G-variety. Furthermore, we consider an unramified cyclic
cover
p+ : Q˜+ → Q+
defined by p+(x, t1, . . . , tm, u) := (x, t1u
d1 . . . , tmu
dm , u−n). Note that Gm × (G/µn)-action
on Q+ lifts to an action from Gm × G on Q+, and the subgroup 1 × µn ⊂ Gm × G acts
trivially on Q+. Then Q+ is a Gm ×G-variety, and p+ is a Gm ×G-equivariant morphism
that is a principal µn-bundle, where µn-action on Q˜+ is given by
ζ · (x, t1, . . . , tm, u) := (x, ζd1t1, . . . , ζdmtm, ζ−1u)
since ψ ◦ ι : µn → Gm is the natural inclusion. Therefore we have the following equivalences
DcohGm×(G/µn)(Q+, 1× χ,WQ) ∼= DcohGm×G(Q˜+, 1× χ, π∗WQ)
∼= DcohG(X × Amt , χ,W + F ),
where the first equivalence follows from Lemma 2.3 and the second one follows from Lemma
2.5.
(2) We define Y := X × (Amt \{0}). Then Q− = Y × A1u, and so Y has the induced
Gm × (G/µn)-action. Let χn : Gm → Gm be the character defined by χn(a) := an, and set
E := O(χ−n × (φ−1)). Then F ∈ Γ(Y, E∨)Gm×(G/µn), and Q− is the Gm × (G/µn)-vector
bundle on Y associated to E(1 × χ) ∼= O(χ−n × ψn), more precisely, we have
Q− ∼= Spec(SymY (E(1 × χ)∨)).
If we denote by YF ⊂ Y the zero scheme of F , then the quotient stack ZF = [YF /Gm] ⊂
[Y/Gm] ∼= X × P(d) is the closed substack of X × P(d). Therefore, we have the following
equivalences
DcohGm×(G/µn)(Q−, 1× χ,WQ) ∼= DcohGm×(G/µn)(YF , 1× χ,W |YF )
∼= DcohG/µn(ZF , χ,W |ZF ),
where the first equivalence follows from Theorem 2.24.(1). 
Lemma 3.6. Let Φ± be the equivalences in the above lemma. We have the following functor
isomorphisms:
Φ+
(
(−)⊗O(θ)
) ∼= Φ+(−)⊗O(ψ)
Φ−
(
(−)⊗O(θ)
) ∼= Φ−(−)⊗ L
Proof. Denote by γ : Gm × G → Gm × (G/µn) and η : G → Gm × G the morphisms
defined by γ(a, g) := (a, π(g)) and η(g) := (ψ(g), g), respectively. Let e : X × Amt → Q˜+ =
X×Amt × (A1u \ {0}) be the inclusion defined by e(x, t) := (x, t, 1). Then Φ+ = e∗η ◦ (p+)∗γ by
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definition, and hence the former functor isomorphism follows from the following sequence of
isomorphisms;
Φ+
(
(−)⊗O(θ)
) ∼= e∗η((p+)∗γ((−)⊗O(θ)))
∼= e∗η
(
(p+)
∗
γ(−)⊗O(θ ◦ γ)
)
∼= e∗η
(
(p+)
∗
γ(−)
)
⊗O(θ ◦ γ ◦ η)
= Φ+(−)⊗O(ψ).
The latter functor isomorphism is also checked by an easy direct calculation. 
3.2. One-dimensional reduction of factorizations. In this subsection, we refine the
semi-orthogonal decompositions in Theorem 3.1 in the case when m = d1 = µ = 1. We
keep the notation above, and let s ∈ Γ(X,O(φ))G/µn be a non-zero φ-semi-invariant regular
function on X . Denote by Zs ⊂ X the zero scheme of s. Then if s is non-constant and
m = d1 = 1, X × P(d) is isomorphic to X and the algebraic stack ZF is isomorphic to
Zs. Hence by Proposition 3.4, Lemma 3.5.(2) and Lemma 3.8 below, we obtain a semi-
orthogonal decomposition that compares derived factorization categories associated to the
potentials W : X → A1 and W + stn : X × A1t → A1.
Corollary 3.7. There is a fully faithful functor
Φ : DcohG/µn(X,χ,W ) →֒ DcohG(X × A1t , χ,W + stn).
Furthermore, we have the following semi-orthogonal decomposition:
(1) If s = 1 and n > 1, we have a semi-orthogonal decomposition
DcohG(X × A1t , χ,W + tn) = 〈 Im(Φ0), . . . , Im(Φ−n+2) 〉.
(2) If s is non-constant and W |Zs : Zs → A1 is flat, there is a fully faithful functor
Ψ : DcohG/µn(Zs, χ,W |Zs) →֒ DcohG(X × A1t , χ,W + stn),
and we have a semi-orthogonal decomposition
DcohG(X × A1t , χ,W + stn) = 〈 Im(Φ0), . . . , Im(Φ−n+2), Im(Ψ) 〉.
Here Φi denotes the composition ((−)⊗O(ψi)) ◦ Φ.
Lemma 3.8. If s = 1, the category DcohGm×(G/µn)(Q−, 1×χ,WQ) in the proof of Theorem
3.1 is the zero category.
Proof. Since Gm × (G/µn) is reductive, by [Hir2, Lemma 2.33] the restriction functor
DcohGm×(G/µn)(Q−, 1× χ,WQ)→ Dcoh(Q−,WQ)
is faithful. Hence it is enough to show that Dcoh(Q−,WQ) = 0. Since WQ is flat,
Dcoh(Q−,WQ) is equivalent to the singularity category D
sg(Q0) of the zero scheme Q0
ofWQ : Q− → A1 (see Subsection 3.3 below for the definition of singularity categories). But
Q0 is smooth, since the LG model (Q−,WQ) is the Thom-Sebastiani sum of (X,W ) and
(A1t \ {0}×A1u, tnu) and the zero scheme of the latter potential tnu : A1t \ {0}×A1u → A1 is
smooth. Therefore, Dcoh(Q−,WQ) ∼= Dsg(Q0) = 0. 
Remark 3.9. By [Tak1], there are quasi-fully faithful dg-functors Fi : injGm(Spec k, χ1, 0)→
injGm(A
1
t , χn, t
n) (−n+ 2 ≤ i ≤ 0) and the semi-orthogonal decomposition
injGm(A
1
t , χn, t
n) = 〈 Im(F0), . . . , Im(F−n+2) 〉.
Moreover [BFK1, Corollary 5.18] implies the following semi-orthogonal decomposition
injG/µn(X,χ,W )
∼= injG/µn(X,χ,W )⊛ injGm(Spec k, χ1, 0),
where inj denotes the dg-subcategory of Inj consisting of compact objects. Hence by [BFK1,
Corollary 5.18] and [BFK2, Lemma 2.49] there are quasi-fully faithful functors
Φ˜i : injG/µn(X,χ,W )→ injG(X × A1t , χ,W + tn)
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for −n+ 2 ≤ i ≤ 0 and the semi-orthogonal decompostion
injG(X × A1t , χ,W + tn) = 〈 Im(Φ˜0), . . . , Im(Φ˜n−2) 〉.
Hence Corollary 3.7.(1) follows from the derived Morita theory if DcohG(X×A1t , χ,W + tn)
and DcohG/µn(X,χ,W ) are idempotent complete.
3.3. Kuznetsov–Perry’s semi-orthogonal decomposition revisited. As a special case
of Corollary 3.7, we obtain Kuznetsov–Perry type semi-orthogonal decompositions (cf. [KP])
for ramified cyclic covers of weighted projective spaces. In this subsection, we prove the
following theorem.
Let N > 0, n > 1 and c > 0 be positive integers. Let W ∈ S := k[x1, . . . , xN ] be a
quasi-homogeneous polynomial of degree nc with respect to deg(xi) = ai ∈ Z>0, and denote
by µn ⊂ Gm the subgroup generated by a primitive n-th root of unity ζ ∈ Gm. Consider
a µn-action and a Gm-action on SpecS[t] ∼= ANx × A1t defined by ζ · (x, t) := (x, ζt) and
g · (x, t) := (ga1x1, . . . , gaNxN , gct), where x = (x1, . . . , xN ) is a coordinate of ANx . Then the
µn-action on ANx ×A1t induces a µn-action on HMFGmS[t](W +tn). Then we have the following.
Theorem 3.10. There are fully faithful functors
Φi : HMF
Gm
S (W ) →֒ HMFGmS[t](W + tn)µn
for −n+ 2 ≤ i ≤ 0 and a semi-orthogonal decomposition
HMFGmS[t](W + t
n)µn = 〈 Im(Φ0), . . . , Im(Φ−n+2) 〉,
where HMFGmS[t](W + t
n)µn denotes the µn-equivariant category of HMF
Gm
S[t](W + t
n).
Set X := ANx and G := Gm×µn. We define characters φ : Gm → Gm and ψ : Gm×µn →
Gm by φ(g) = 1 and ψ(g, ζ) := gcζ. Fix (a1, . . . , aN ) ∈ ZN>0. Note that W + tn is a
χnc-semi-invariant regular function on X × A1t . By Corollary 3.7.(1), we have the following
semi-orthogonal decomposition.
Corollary 3.11. Assume that n > 1. There is a fully faithful functor
Φ : DcohGm(A
N
x , χnc,W ) →֒ DcohGm×µn(ANx × A1t , χnc × 1,W + tn),
and we have the following semi-orthogonal decomposition:
DcohGm×µn(A
N
x × A1t , χnc × 1,W + tn) = 〈 Im(Φ0), . . . , Im(Φ−n+2) 〉,
Here Im(Φi) denotes the essential image of the composition ((−)⊗O(ψi)) ◦ Φ.
We refine Corollary 3.11 in terms of equivariant categories. For equivariant categories,
see [Ela2] or Appendix A. We prove the following proposition.
Proposition 3.12. Let X be a smooth variety, and suppose that a reductive affine algebraic
G and a finite group H act on X. Let W : X → A1 be a non-constant semi-invariant regular
function with respect to some character χ : G×H → Gm. Assume that DcohG×H(X,χ,W )
is idempotent complete. Then we have an equivalence
DcohG×H(X,χ,W )
∼−→ DcohG(X,χ|G×{1},W )H .
Before giving the proof of Proposition 3.12, we prove Lemma 3.13 and Proposition 3.14. In
Lemma 3.13, we see the compatibility between equivariant categories and Verdier quotients.
Lemma 3.13. Let T be a triangulated category with a dg-enhancement, and let S a thick
subcategory of T . Let G be a finite group acting on T . Assume that S is stable under
G-action, i.e. for every g ∈ G the autoequivalences σg : T ∼−→ T defining the G-action
preserves the subcategory S. Then we have a fully faithful functor
Σ : T G/SG →֒ (T /S)G.
Moreover, if T G/SG is idempotent complete, the above functor is an equivalence.
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Proof. Since the subcategory S is G-stable, the functor p∗ : T G → T maps the subcategory
SG to the subcategory S, and the functor p∗ : T → T G maps S to SG, where the functors
p∗ and p∗ are defined by Definition A.12. Hence these functors induces the functors
T G/SG p∗−→ T /S p∗−→ T G/SG,
and the adjunction (p∗ ⊣ p∗) induces the adjunction (p∗ ⊣ p∗). By the argument in the
proof of [Ela2, Proposition 3.11.(1)], the adjunction morphism η : id→ p∗p∗ is a split mono,
i.e. there exists a functor morphism ζ : p∗p
∗ → id such that ζ ◦ η = id. These functor
morphisms naturally induces functor morphisms η : id → p∗p∗ and ζ : p∗p∗ → id such that
ζ ◦ η = id. Since η is nothing but the adjunction morphism of the adjoint pair (p∗ ⊣ p∗), by
Proposition A.7, the comparison functor
Γ : T G/SG → (T /S)T(p∗,p∗)
is fully faithful. Moreover, if T G/SG is idempotent complete, the functor Γ is an equivalence.
On the other hand, the G-stability of S also induces a G-action on the Verdier quotient
T /S, and this G-action defines an adjoint pair (q∗ ⊣ q∗) of functors
(T /S)G q
∗
−→ T /S q∗−→ (T /S)G.
Since two comonads T(p∗, p∗) and T(q∗, q∗) on T /S are naturally isomorphic, we have a
natural equivalence
(T /S)
T(p∗,p∗)
∼= (T /S)T(q∗,q∗),
and the latter category (T /S)T(q∗,q∗) is equivalent to (T /S)G by Proposition A.13. This
finishes the proof. 
Here we recall singularity categories. Let X be a quasi-projective scheme with an action
from an affine algebraic group G. We denote by PerfGX ⊆ Db(cohGX) the subcategory
consisting of G-equivariant perfect complexes. Then we define the G-equivariant singularity
category DsgG (X) to be the Verdier quotient D
b(cohGX)/PerfGX .
Proposition 3.14. Let Y be a quasi-projective scheme. Suppose that a reductive affine
algebraic G and a finite group H act on Y . Assume that the G×H-equivariant singularity
category DsgG×H(Y ) of Y is idempotent complete. Then we have an equivalence
DsgG×H(Y )
∼= DsgG (Y )H .
Proof. First, note that there is a natural equivalence cohG×H Y ∼= (cohG Y )H , where (cohG Y )H
denotes the H-equivariant category of the abelian category cohG Y . By [Ela2, Theorem 7.1],
we have a natural equivalence Db(cohG×H Y ) ∼= Db(cohG Y )H , and it is easy to see that this
equivalence restricts to an equivalence PerfG×H Y ∼= PerfG Y H . Then we obtain the result
by the following sequence of equivalences;
DsgG×H(Y ) = D
b(cohG×H Y )/PerfG×H Y
∼= Db(cohG Y )H/PerfG Y H
∼=
(
Db(cohG Y )/PerfG Y
)H
= DsgG (Y )
H ,
where the third line follows from Lemma 3.13. 
Proof of Proposition 3.12. Denote by X0 the zero scheme of W . By [Hir2, Theorem
3.6], we have equivalences DcohG×H(X,χ,W ) ∼= DsgG×H(X0) and DcohG(X,χ|G×{1},W ) ∼=
DsgG (X0). Hence the result follows from Proposition 3.14.
By Corollary 3.11, Proposition 3.12 and Remark 2.19, we have Theorem 3.10.
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3.4. Case of Thom–Sebastiani sum. In this subsection, we consider special cases of
Theorem 3.1 where the sum W + F is of Thom–Sebastiani type. We use the notation in
Subsection 3.1.
Set X := ANx , G := Gm × µn, and define characters φ : Gm → Gm and ψ : G → Gm by
φ(g) := 1 and ψ(g, ζ) := gζ for g ∈ Gm. Then χ = ψn = χn. Fix (a1, . . . , aN ) ∈ ZN>0. We
define actions from Gm on ANx and on A
m
t such that deg(xi) = ai and deg(ti) = di, we also
consider an action from µn on ANx × Amt defined by
ζ · (x1, . . . , xN , t1, . . . , tm) := (x1, . . . , xN , ζt1, . . . , ζtm).
Assume that W ∈ k[x] := k[x1, · · ·, xN ] and F ∈ k[t] := k[t1, . . . , tm] are quasi-homogeneous
polynomials of degree n with respect to the weights deg(xi) = ai and deg(ti) = di. Then
W + F is a χ-semi-invariant regular function on ANx × Amt , and ZF is the product X × VF ,
where VF ⊂ P(d) is the hypersurface defined by F . For simplicity, we denote k[x, t] :=
k[x1, . . . , xN , t1, . . . , tm]. By Remark 2.19, Theorem 3.1 and Proposition 3.12, we have the
following theorem.
Theorem 3.15. Set µ :=
∑m
i=1 di.
(1) If n < µ, there are fully faithful functors
Φ : HMFGmk[x,t](W + F )
µn →֒ DcohGm(ANx × VF , χn,W ),
Ψi : HMF
Gm
k[x](W ) →֒ DcohGm(ANx × VF , χn,W )
for n− µ+ 1 ≤ i ≤ 0 and there is a semi-orthogonal decomposition
DcohGm(A
N
x × VF , χn,W ) = 〈 Im(Ψn−µ+1), . . . , Im(Ψ0), Im(Φ) 〉.
(2) If n = µ, we have an equivalence
Φ : HMFGmk[x,t](W + F )
µn ∼−→ DcohGm(ANx × VF , χn,W ).
(3) If n > µ, there are fully faithful functors
Φ : DcohGm(A
N
x × VF , χn,W ) →֒ HMFGmk[x,t](W + F )µn ,
Ψi : HMF
Gm
k[x](W ) →֒ HMFGmk[x,t](W + F )µn
for µ− n+ 1 ≤ i ≤ 0 and there is a semi-orthogonal decomposition
HMFGmk[x,t](W + F )
µn = 〈 Im(Ψ0), . . . , Im(Ψµ−n+1), Im(Φ) 〉.
Using Morita product, we have the decomposition of the category DcohGm(A
N
x ×VF , χn,W )
in Theorem 3.15.
Remark 3.16. Note that we have (ANx × VF , χn,W )Gm ∼= (ANx , χn,W )Gm ⊞ (VF , χ1, 0)Gm
via the algebraic group isomorphism Gm
∼−→ Gm ×Gm ×Gm; a 7→ (a, χn(a)). By [Orl2] and
[BD+2, Lemma 4.8], the categories HMFGmk[x](W ) and HMF
Gm
k[x,t](W + F ) in Theorem 3.15
are idempotent complete. Hence by Lemma A.14 the category HMFGmk[x,t](W + F )
µn in
the Theorem is also idempotent. Consequently, by Theorem 3.15 and [BD+2, Lemma 4.8]
again, DcohGm(A
N
x × VF , χn,W ) is also idempotent complete. Due to Proposition 2.26 and
Theorem 3.15, we have
DcohGm(A
N
x × VF , χn,W ) ∼=
[
injGm(A
N
x × VF , χn,W )
]
∼=
[
injGm(A
N
x , χn,W )⊛ injGm(VF , χ1, 0)
]
.
The decomposition in Remark 3.16 gives an application to derived categories of products
of Calabi-Yau hypersurfaces.
Remark 3.17. Thus, if N = n, we have
DcohGm(A
N
x × VF , χn,W ) ∼=
[
injGm(A
N
x , χn,W )⊛ injGm(VF , χ1, 0)
]
∼=
[
injGm(VW , χ1, 0)⊛ injGm(VF , χ1, 0)
]
∼=
[
injGm(VW × VF , χ1, 0)
]
∼= Db
(
cohVF × VW
)
,
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where the first equivalence is by Remark 3.16 and the second equivalence follows from Orlov’s
LG/CY correspondence (see [BFK1, Theorem 6.13] for dg-version of it). In particular, if
n = µ = N , i.e. both of VF and VW are Calabi-Yau, we have an equivalence
Db
(
cohVF × VW
) ∼= HMFGmk[x,t](W + F )µn .
The situation in this subsection appeared in previous works [BFK1], [Lim].
Remark 3.18. Assume that a1 = . . . = aN = d1 = . . . = dm = 1 and n ≥ max{N,m}.
Then we have µ = m and n ≥ µ. In [Lim], Lim studied a semi-orthogonal decomposition
of the derived category Db([VW+F /µn]) of the quotient stack [VW+F /µn], where VW+F ⊂
PN+m is the hypersurface defined by W +F . By [BFK1, Example 3.10], if n ≥ max{N,m},
there is a fully faithful functor HMFGmk[x,t](W + F )
µn →֒ Db([VW+F /µn]).
4. Invertible polynomials of chain type with the maximal grading
In this section, we prove that Conjecture 1.4 holds for invertible polynomials of chain
type. Before we do this, we explain why Conjecture 1.4 can be reduced to the case of
indecomposable invertible polynomials.
For an invertible polynomial f ∈ Sn = k[x1, . . . , xn], we denotes
MF
Gf
Sn (f) := MFGf (SpecS
n, χf , f),
and hence MF
Gf
Sn (f) is a dg-enhancement of the triangulated category HMF
Gf
Sn (f). The
following is a consequence of Theorem 2.27:
Corollary 4.1. Let f ∈ Sn = k[x1, . . . , xn] and g ∈ Sm = k[y1, . . . , ym] be invertible
polynomials. The we have an quasi-equivalence
MF
Gf
Sn (f)⊛MF
Gg
Sm(g)
∼= MFG(f⊞g)Sn+m (f ⊞ g).
Proof. By Lemma B.3, HMF
G(f⊞g)
Sn+m (f ⊞ g) is idempotent complete. Hence the result follows
from Theorem 2.27, since the hypersurface defined by the Thom–Sebastiani sum f ⊞ g has
an isolated singularity only at the origin. 
Corollary 4.2. Notation is same as in Corollary 4.1. If the triangulated categories HMF
Gf
Sn (f)
and HMF
Gg
Sm(g) have full exceptional collections of length µ(f˜) and µ(g˜) respectively, then
HMF
G(f⊞g)
Sn+m (f ⊞ g) has a full exceptional collection of length µ(f˜ ⊞ g).
Proof. By Theorem 4.1 and Lemma [BFK2, Lemma 2.49], we see that HMF
G(f⊞g)
Sn+m (f ⊞ g)
has a full exceptional collection of length µ(f˜)µ(g˜). Thus the result follows from an equation
f˜ ⊞ g = f˜⊞g˜ and a natural isomorphism Jac(f˜⊞g˜) ∼= Jac(f˜)⊗kJac(g˜) as k-vector spaces. 
4.1. Application to matrix factorizations of polynomials. In this short subsection,
we record an application of the main result to the homotopy categories of equivariant matrix
factorizations of polynomials. More precisely, we consider Corollary 3.7 in the case when
X is an affine space. We keep the notation above. Let S := k[x1, . . . , xd], and assume that
X = SpecS[y]. Then χ-semi-invariant function W : X → A1 corresponds to a polynomial
f := f(x1, . . . , xd, y) ∈ S[y]. Set f0 := f(x1, . . . , xd, 0) ∈ S. Then, if s = y ∈ S[y], the
zero scheme Zs is isomorphic to SpecS and f |Zs = f0. Note that, since X is affine, the
assumption of the existence of a G/µn-invariant open affine cover is satisfied. Therefore, by
Corollary 3.7, we obtain the following:
Corollary 4.3. Assume that f0 6= 0. There are fully faithful functors
Ψ : HMF
G/µn
S[y] (f) →֒ HMFGS[y,z](f + yzn)
Φ : HMF
G/µn
S (f0) →֒ HMFGS[y,z](f + yzn),
and we have a semi-orthogonal decomposition
HMFGS[y,z](f + yz
n) = 〈Im(Ψ0), . . . , Im(Ψ−n+2), Im(Φ)〉,
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where Ψi denotes the composition
(
(−)⊗O(ψi)) ◦Ψ.
4.2. Invertible polynomials of chain type and full exceptional collections. In this
subsection, we prove Theorem 1.6 by induction on the number of variables using a semi-
orthogonal decomposition by Corollary 4.3.
Fix a positive integer d > 0. Let a1 . . . , ad ∈ Z>0 be positive integers, and assume that
a1 > 1. For each 1 ≤ k ≤ d, we define a vector ak := (a1, . . . , ak) and a polynomial
f
a
k ∈ Sk := k[x1, . . . , xk] by
f
a
k := xa11 + x1x
a2
2 + x2x
a3
3 + · · ·+ xk−2xak−1k−1 + xk−1xakk .
Since a1 > 1, fak is a quasi-homogeneous polynomial satisfying the condition (1) in Defi-
nition 1.3. Furthermore, if ak > 1, fak is an invertible polynomial of chain type, and its
BH transpose f˜
a
k is equal to f
a˜
k , where a˜
k := (ak, ak−1, . . . , a1). We denote by Gak the
maximal symmetry group of f
a
k ;
G
a
k := Gf
a
k
= {(λ1, . . . , λk) ∈ (Gm)k | λa11 = λ1λa22 = · · · = λk−1λakk }.
The natural projection
π : (Gm)
d → (Gm)d−1; (λ1, . . . , λd) 7→ (λ1, . . . , λd−1)
induces a surjective morphism π : G
a
d → G
a
d−1 of algebraic groups, and we have Ker(π) =
{(1, . . . , 1, λd) ∈ Gad | λd ∈ µad} ∼= µad . Hence there is an exact sequence
1→ µad ι−→ Gad π−→ Gad−1 → 1,
where ι : µad → Gad is defined by ι(λ) := (1, . . . , 1, λ). We define characters ψ : Gad → Gm,
ψad : G
a
d−1 → Gm and φ : Gad−1 → Gm respectively by
ψ(λ1, . . . , λd) := λd
ψad(λ1, . . . , λd−1) := λ
a1
1 λ
−1
d−1
φ(λ1, . . . , λd−1) := λd−1.
Then ψ ◦ ι : µad → Gm is the natural inclusion, and ψad ◦ π = ψad . We denote by
χ : G
a
d−1 → Gm the character defined by χ := φψad , and we set χ := χ ◦ π. Then
since f
a
d−1 : Ad−1 → A1 is χ-semi-invariant and xd−1 : Ad−1 → A1 is φ-semi-invariant,
f
a
d = f
a
d−1 + xd−1x
ad
d : A
d → A1 is χ-semi-invariant. If d > 2, (f
a
d−1)|Ad−2 = fad−2 is flat.
Corollary 4.4. If d > 2, there are fully faithful functors
Ψ : HMF
G
a
d−1
Sd−1
(f
a
d−1) →֒ HMFGadSd (fad)
Φi : HMF
G
a
d−2
Sd−2
(f
a
d−2) →֒ HMFGadSd (fad),
for 1 ≤ i ≤ ad−1, and we have a semi-orthogonal decomposition
HMF
G
a
d
Sd
(f
a
d) =
〈
Im(Ψ0), . . . , Im(Ψ(−ad+2)),
ad−1⊕
i=1
Im(Φi)
〉
,
where Ψi is the composition
(
(−)⊗O(ψi)) ◦Ψ.
Proof. By Corollary 4.3, there are fully faithful functors Ψ : HMF
G
a
d−1
Sd−1
(f
a
d−1) →֒ HMFGadSd (fad)
and Φ : HMF
G
a
d−1
Sd−2
(f
a
d−2) →֒ HMFGadSd (fad), and we have a semi-orthogonal decomposition
HMF
G
a
d
Sd
(f
a
d) = 〈Im(Ψ0), . . . , Im(Ψ(−ad+2)), Im(Φ)〉.
Hence it suffices to show that, for each 1 ≤ i ≤ ad−1, there is a fully faithful functor
Φi : HMF
G
a
d−2
Sd−2
(f
a
d−2) →֒ HMFGadSd (fad), and that we have an orthogonal decomposition
Im(Φ) ∼=
ad−1⊕
i=1
Im(Φi).
Then the zero scheme Ad−2 ∼= Zxd−1 ⊂ Ad−1 is a Gad−1 -stable subspace with respect to
the G
a
d−1 -action on Ad−1, and the normal subgroup ι : µad−1 →֒ Gad−1 trivially acts on
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Ad−2. Hence, if we denote by π : G
a
d−1 → G
a
d−2 the natural projection, the functor id∗π in
Lemma 2.20.(1) induces the following equivalence
id∗π : DcohG
a
d−2
(Ad−2, χ˜, f
a
d−2)
∼−→ DcohG
a
d−1
(Ad−2, χ, f
a
d−2)η0 ,
where χ˜ : G
a
d−2 → Gm and η0 : Gad−1 → Gm are characters defined by χ˜(λ1, . . . , λd−2) :=
λa11 and η0(λ) := 1 respectively. Thus by Remark 2.19 there is a fully faithful functor
Υ1 : HMF
G
a
d−2
Sd−2
(f
a
d−2) →֒ HMFGad−1Sd−2 (fad−2)
that corresponds to id∗π : DcohG
a
d−2
(Ad−2, χ˜, f
a
d−2) →֒ DcohG
a
d−1
(Ad−2, χ, f
a
d−2). Since
the composition of the characters φ : G
a
d−1 → Gm and ι : µad−1 →֒ Gad−1 is the natural
inclusion µad−1 →֒ Gm, by Lemma 2.20 we have the following orthogonal decomposition
HMF
G
a
d−1
Sd−2
(f
a
d−2) ∼=
ad−1⊕
i=1
Im(Υi),
where Υi :=
(
(−)⊗O(φi−1))◦Υ1. Therefore, if we define a functor Φi : HMFGad−2Sd−2 (fad−2) →֒
HMF
G
a
d
Sd
(f
a
d) as the composition Φ ◦Υi, we obtain the required orthogonal decomposition
Im(Φ) ∼=⊕ad−1i=1 Im(Φi). 
Remark 4.5. The homological LG mirror symmetry conjecture predicts that there should
be semi-orthogonal decompositions, that correspond to the ones in Corollary 4.4, of the
Fukaya–Seidel categories of invertible polynomials of chain type.
Corollary 4.6. The category HMF
G
a
d
Sd
(f
a
d) has a full exceptional collection E, and the
length of E is equal to ν(ad) := ∑d−1r=0((−1)d−r−1∏ri=0 ad−i) + (−1)d. In particular, if
f
a
d is an invertible polynomial of chain type, i.e. ad > 1, then HMF
G
a
d
Sd
(f
a
d) has a full
exceptional collection of length µ(f˜
a
d).
Proof. First, we prove the former statement by induction on d.
Case when d = 1: In this case, since G
a
1
∼= Gm and fa1 = xa11 , the category HMFGa1S1 (fa1)
is the homotopy category of Z-graded matrix factorizations. Hence, by [Tak1], HMF
G
a
1
S1
(f
a
1)
has a full (strong) exceptional collection of length a1 − 1 = ν(a1).
Case when d = 2: For an integer l ∈ Z, we denote by χl : Ga1 → Gm the character
of G
a
1
∼= Gm defined by χl(λ1) := λl1. Define Zx1 ⊂ A1x1 to be the zero scheme of χ1-
semi-invariant function x1 ∈ k[x1]. Then Zx1 ∼= Spec k, the induced Ga1-action on Zx1
is trivial, and the restriction of xa11 : A
1
x1 → A1 to Zx1 is zero. Then by Corollary 2.21
DcohG
a
1 (Zx1 , χa1 , 0) is the direct sum of a1-copies of D
b(coh Spec k);
DcohG
a
1 (Zx1 , χa1 , 0)
∼=
a1⊕
i=1
Db(coh Spec k).
In particular, DcohG
a
1 (Zx1 , χa1 , 0) is idempotent complete. Hence by Proposition 3.4.(1),
Lemma 3.5.(1) and Theorem 2.24.(3) there are fully faithful functors Ψ : HMF
G
a
1
S1
(f
a
1) →֒
HMF
G
a
2
S2
(f
a
2) and Φ : DcohG
a
1 (Zx1 , χa1 , 0) →֒ HMFGa2S2 (fa2), and we have a semi-orthogonal
decomposition
HMF
G
a
2
S2
(f
a
2) = 〈Im(Ψ0), . . . , Im(Ψ−a2+2), Im(Φ)〉.
Since Db(coh Spec(k)) is generated by one exceptional object, HMF
G
a
2
S2
(f
a
2) has an excep-
tional collection of length (a2 − 1)ν(a1) + a1 = a2a1 − a2 + 1 = ν(a2).
Case when d > 2: By Corollary 4.4 and the induction hypothesis, HMF
G
a
d
Sd
(f
a
d) has a full
exceptional collection of length (ad − 1)ν(ad−1) + ad−1ν(ad−2) = ν(ad).
Finally, we show the latter statement. If f
a
d is an invertible polynomial, then f˜
a
d =
f(ad,...,a1) is a quasi-homogeneous polynomial with an isolated singularity only at the origin.
Hence the Milnor number µ(f˜
a
d) is equal to
∏d
i=1(
1
qi
−1), where qi is the (rational) weight of
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xi such that the degree of f˜ad with respect to {qi} is equal to 1. Using µ(f˜ad) =
∏d
i=1(
1
qi
−1),
we have µ(f˜
a
d) = (ad− 1)µ(f˜ad−1)+ ad−1µ(f˜ad−2). Hence by the above similar equation for
ν(−) and the induction on d, we see that µ(f˜
a
d) = ν(ad). 
Atsushi Takahashi pointed out that the semi-orthogonal decompositions in Corollary 4.4
and the proof of Corollary 4.6 may be related to the result of Gabrielov [Gab] via mirror
symmetry:
Remark 4.7. From semi-orthogonal decompositions in Corollary 4.4 and the proof of Corol-
lary 4.6, we have a recursion ν(ad) = (ad − 1)ν(ad−1) + ad−1ν(ad−2). The equivalent re-
cursion µ(f˜
a
d) = (ad − 1)µ(f˜ad−1) + ad−1µ(f˜ad−2) can be deduced from the geometry of the
singularity (f˜
a
d , 0) [Gab, Theorem 1].
Combining Corollary 4.6, Theorem B.2 and Lemma 2.4, we obtain new examples of
Deligne–Mumford stacks that admits full exceptional collections:
Corollary 4.8. Let f ∈ Sn := k[x1, . . . , xn] be an invertible polynomial of chain type, and
let d1, . . . , dn be the positive integers such that gcd(d1, . . . , dn) = 1 and that f is homogeneous
in the Z-graded ring Sn = k[x1, . . . , xn] with deg(xi) = di. Consider the quotient stack
Xf :=
[(
Spec(Sn/f) \ {0})/Gf ].
Then, if deg(f) ≤∑ni=1 di, the category Db(cohXf ) has a full exceptional collection.
Appendix A. Comodules over comonads and equivariant category
In this appendix, following [Ela1, Ela2], we recall definitions and basic properties of
comodules over comonads and equivairant categories. The only new result in this appendix
is Lemma A.14.
A.1. Comodules over comonads. Let C be a category. We begin by recalling the defini-
tions of comonads on C and comodules over a comonad.
Definition A.1. A comonad T = (T, ε, δ) on C consists of a functor T : C → C and functor
morphisms ε : T → idC and δ : T → T 2 such that the following diagrams are commutative:
T
δ
//
δ

idT
❇❇
❇❇
❇❇
❇❇
T 2
Tε

T
δ
//
δ

T 2
Tδ

T 2
εT
// T T 2
δT
// T 3
Example A.2. Let P = (P ∗ ⊣ P∗) be adjoint functors P ∗ : C → D and P∗ : D → C, and
let ηP : idC → P∗P ∗ and εP : P ∗P∗ → idD be the adjunction morphisms. Set TP := P ∗P∗
and δP := P
∗ηPP∗. Then the triple T(P ) := (TP , εP , δP ) is a comonad on D.
Definition A.3. Let T = (T, ε, δ) be a comonad on C. A comodule over T is a pair (C, θC)
of an object C ∈ C and a morphism θC : C → T (C) such that
(1) ε(C) ◦ θC = idC , and
(2) the following diagram is commutative:
C
θC−−−−→ T (C)
θC
y yT (θC)
T (C)
δ(C)−−−−→ T 2(C).
Given a comonad T on C, we define the category CT of comodules over the comonad T:
Definition A.4. Let T = (T, ε, δ) be a comonad on C. The category CT of comodules over T
is the category whose objects are comodules over T and whose sets of morphisms are defined
as follows;
HomCT((C1, θC1), (C2, θC2)) := {f ∈ HomC(C1, C2) | T (f) ◦ θC1 = θC2 ◦ f}.
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For a full subcategory B ⊆ C, we define the full subcategory CB
T
⊆ CT as
Ob(CBT ) := {(C, θC) ∈ Ob(CT) | C ∼= B for some B ∈ B}.
Remark A.5. Let (C, θC) ∈ CBT . By definition, there exist an object B ∈ B and an
isomorphism ϕ : C
∼−→ B. If we set θB := T (ϕ)θCϕ−1, then the pair (B, θB) is an object of
CB
T
and ϕ gives an isomorphism from (C, θC) to (B, θB) in CBT .
For a comonad which is given by an adjoint pair (P ∗ ⊣ P∗), we have a canonical functor,
called comparison functor, from the domain of P ∗ to the category of comodules over the
comonad.
Definition A.6. Notation is same as in Example A.2. For an adjoint pair P = (P ∗ ⊣ P∗),
we define a functor
ΓP : C → DT(P )
as follows: For any C ∈ C we define ΓP (C) := (P ∗(C), P ∗(ηP (C))), and for any morphism
f in C we define ΓP (f) := P ∗(f). This functor is called the comparison functor of P .
The following proposition gives sufficient conditions for a comparison functor to be fully
faithful or an equivalence.
Proposition A.7 ([Ela1, Theorem 3.9, Corollary 3.11]). Notation is same as above.
(1) If for any C ∈ C, the morphism ηP (C) : C → P∗P ∗(C) is a split mono, i.e. there
is a morphism ζC : P∗P
∗(C) → C such that ζ ◦ ηP (C) = idC , then the comparison
functor ΓP : C → DT(P ) is fully faithful.
(2) If C is idempotent complete and the functor morphism ηP : idC → P∗P ∗ is a split
mono, i.e. there exists a functor morphism ζ : P∗P
∗ → idC such that ζ ◦ η = id,
then ΓP : C → DT(P ) is an equivalence.
Next we recall linearizable functors which induce natural functors between categories of
comodules following [Hir1]. Let A (resp. B) be a category and TA = (TA, εA, δA) (resp.
TB = (TB, εB, δB)) a command on A (resp. B).
Definition A.8. A functor F : A → B is said to be linearizable with respect to TA and TB,
or just linearizable, if there exists an isomorphism of functors
Ω : FTA
∼−→ TBF
such that the following two diagrams of functor morphisms are commutative :
(1) FTA
Ω
//
FεA
  ❇
❇❇
❇❇
❇❇
❇❇
TBF
εBF
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
(2) FTA
Ω
//
FδA

TBF
δBF

F FT 2A
TBΩ◦ΩTA
// T 2BF
We call the pair (F,Ω) a linearized functor with respect to TA and TB, and the isomorphism
Ω : FTA
∼−→ TBF of functors is called a linearization of F with respect to TA and TB.
If F : A → B is a linearizable functor with a linearization Ω : FTA ∼−→ TBF , we have an
induced functor
FΩ : ATA → BTB
defined by
FΩ(A, θA) := (F (A),Ω(A) ◦ F (θA)) and FΩ(f) := F (f).
The following proposition is a special case of [Hir1, Proposition 2.10].
Proposition A.9 (cf. [Hir1, Proposition 2.10]). Let F : A → B be a linearizable functor
with a linearization Ω : FTA
∼−→ TBF . If F : A → B is fully faithful (resp. an equivalence),
then the induced functor FΩ : ATA → BTB is also fully faithful (resp. an equivalence).
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A.2. Equivariant category. In this section all categories are k-linear. Let C be an additive
category and G a finite group.
Definition A.10. A (right) action of G on C is given by the following data (i) and (ii):
(i) For every g ∈ G, an autoequivalence σg : C ∼−→ C.
(ii) For every g, h ∈ G, functor isomorphisms cg,h : σg ◦σh ∼−→ σhg such that the diagram
σfσgσh σfσhg
σgfσh σhgf
cg,h
cf,g cf,gh
cgf,h
commutes for all f, g, h ∈ G.
For a G-action on C, the equivariant category CG of C is defined as follows: An object of
CG is a pair (F, (θg)g∈G) of an object F ∈ C and (θg)g∈G is a family of isomorphisms
θg : F
∼−→ σg(F )
such that the diagram
F σg(F )
σhg(F ) σg(σh(F ))
θg
θhg σg(θh)
cg,h
commutes for all g, h ∈ G. A morphism f : (F1, (θ1g)) → (F2, (θ2g)) in CG is defined as a
morphism f : F1 → F2 in C such that f is compatible with θi.
Remark A.11. If a category C has a (right) G-action, then for any two objects (F1, (θ1g))
and (F2, (θ
2
g)), the the equivariant structures (θ
1
g) and (θ
2
g) defines a natural (right) G-action
on the set HomC(F1, F2) as follows: For any ϕ ∈ HomC(F1, F2) and g ∈ G, the morphism
ϕ · g ∈ HomC(F1, F2) is defined as the following composition of morphisms;
F1
θ1g−→ σg(F1) σg(ϕ)−−−−→ σg(F2)
(θ2g)
−1
−−−−→ F2.
By definition, the set of morphisms in the equivariant category CG is equal to the G-invariant
subspace of the set of morphisms in C;
HomCG((F1, (θ
1
g)), (F2, (θ
2
g))) = HomC(F1, F2)
G.
Definition A.12. Define a functor
p∗ : CG → C
to be the forgetful functor, and define a functor
p∗ : C → CG
by p∗(F ) :=
(⊕
h∈G σh(F ), (θg)
)
.
Then by [Ela2, Lemma 3.8] we have the adjunctions
p∗ ⊣ p∗ ⊣ p∗.
Recall that T(p∗, p∗) denotes the comonad induced by the adjunction p∗ ⊣ p∗.
Proposition A.13 ([Ela2, Proposition 3.11]). The comparison functor
CG → CT(p∗,p∗)
is an equivalence.
Note that any G-action on C naturally extends to the G-action on its idempotent com-
pletion Ĉ (see [Ela2, Proposition 3.13]).
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Lemma A.14. Let C be an additive category with an action of a finite group G. Then there
is an additive equivalence
ĈG ∼= (Ĉ )G.
In particular, if C is idempotent complete, so is CG. Furthermore, if G is abelian, CG is
idempotent complete if and only if C is idempotent complete.
Before we prove this, we recall basic properties of idempotent completion. An additive
functor F : A → B between additive categories induces an additive functor F̂ : Â → B̂
defined by F̂ (A, e) := (F (A), F (e)). If F1, F2 : A → B are additive functors and ϕ : F1 → F2
is a functor morphism, then ϕ induces a functor morphism ϕ̂ : F̂1 → F̂2 defined by
ϕ̂(A, e) := F2(e) ◦ ϕ(A) ◦ F1(e).
Since ϕ(A) ◦ F1(e) = F2(e) ◦ ϕ(A), we have ϕ̂(A, e) = F2(e) ◦ ϕ(A) = ϕ(A) ◦ F1(e). This
implies that the equality ϕ̂2 ◦ ϕ1 = ϕ̂2 ◦ ϕ̂1 of functor morphisms, and for any additive
functor F : A → B, we have îdF = idF̂ since the identity morphism of an object (A, e) ∈ Â
is the idempotent e : A→ A. Therefore, we see that if P ∗ : A → B and P∗ : B → A are an
adjoint pair, the induced functors P̂ ∗ : Â → B̂ and P̂∗ : B̂ → Â are also an adjoint pair.
Proof of Lemma A.14. The latter statement follows from the former one by [Ela2, The-
orem 4.2]. Let p∗ : CG → C, p∗ : C → CG and q∗ : (Ĉ)G → Ĉ, q∗ : Ĉ → (Ĉ)G be the adjoint
pairs defined in Definition A.12. Then the adjoint pair (p∗ ⊣ p∗) induces the adjoint pair
(p̂∗ ⊣ p̂∗). Then we obtain two comonads T(q∗, q∗) and T(p̂∗, p̂∗) on Ĉ, and these comonads
are tautologically isomorphic to each other. Hence by Proposition A.13 there is a sequence
of equivalences
(Ĉ)G ∼= ĈT(q∗,q∗) ∼= ĈT(p̂∗,p̂∗).
Thus we only need to show the comparison functor
ĈG → Ĉ
T(p̂∗,p̂∗)
is an equivalence. For this, we use Proposition A.7.(2). Since ĈG is idempotent complete, it
suffices to verify that the functor morphism η̂ : id → p̂∗p̂∗ is a split mono. By the proof of
[Ela2, Proposition 3.11.(1)], the functor morphism η : id → p∗p∗ splits, and so there exists
a functor morphism γ : p∗p
∗ → id such that γ ◦ η = id. It is easy to see that the induced
functor morphism γ̂ : p̂∗p̂∗ → id is a retraction of η̂. 
Let T be a triagulated category with an action of a finite group G, where the autoe-
quivalences σg : T ∼−→ T of the action are supposed to be exact equivalences. Then the
equivariant category T G has natural shift functors and a class of distinguished triangles
induced by the triangulated structure of T . The following result guarantees that, if T has
a dg-enhancement, T G is a triangulated category with respect to the natural shift functors
and distinguished triangles.
Proposition A.15 ([Ela2, Corollary 6.10]). Notation is same as above. If T has a dg-
enhancement, then T G is a triangulated category with respect to the natural shift functors
and distinguished triangles.
Appendix B. Orlov’s result for invertible polynomials
Let f ∈ Sn := k[x1, . . . , xn] be an invertible polynomial over an algebraically closed
field k of characteristic zero. Since f is quasi-homogeneous, there are positive integers di
(1 ≤ i ≤ n) such that {di} are coprime to each other and f is a homogeneous in the Z-
graded ring k[x1, . . . , xn] with deg(xi) = di. Set d := deg(f), and let ζ be a primitive
d-th root of unity. Then the exponential grading operator J ∈ Gdiagf can be defined by
J := (ζd1 , . . . , ζdn).
In the following, we provide a version of Orlov’s semi-orthogonal decomposition in [Orl2]
for the pair (f,G) of the invertible polynomial f and a subgroup G ⊆ Gdiagf containing
the exponential grading operator J ∈ Gdiagf . For this, we construct a subgroup Ĝ ⊆ Gf
associated to the subgroup G ⊆ Gdiagf . Denote by 〈J〉 ⊆ G the subgroup generated by
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J . Then 〈J〉 is a cyclic group of order d, and we have a natural injection ι : 〈J〉 → Gm
defined by ι(J) := ζ. Then we have the following injective morphism between two short
exact sequences;
1 Gdiagf Gf Gm 1
1 〈J〉 Gm Gm 1
χf
(−)d
ϕ
where the injection ϕ : Gm → Gf is defined by ϕ(a) := (ad1 , . . . , adn).
Definition B.1. We define the subgroup Ĝ ⊆ Gf by the following push-out diagram:
1 G Ĝ Gm 1
1 〈J〉 Gm Gm 1
χf |Ĝ
(−)d
ϕ
The following is a Orlov type semi-orthogonal decomposition for the pair (f,G).
Theorem B.2 (cf. [Orl2, Theorem 40]). Set µ :=
∑n
i=1 di and G := G/〈J〉. Let U :=
An \{0}, and denote by Zf ⊂ U the zero scheme of f |U ∈ Γ(U,OU ). Define quotient stacks
by X := [Zf/Ĝ] and BG := [Spec k/G].
(1) If d < µ, there are fully faithful functors
Φ : HMFĜSn(f)→ Db(cohX),
Ψj : D
b(cohBG)→ Db(cohX)
for d− µ+ 1 ≤ j ≤ 0, and we have a semi-orthogonal decomposition
Db(cohX) = 〈Im(Ψd−µ+1), . . . , Im(Ψ0), Im(Φ)〉
(2) If d = µ, there is an equivalence
Db(cohX) ∼= HMFĜSn(f).
(3) If d > µ, there are fully faithful functors
Φ : Db(cohX)→ HMFĜSn(f),
Ψj : D
b(cohBG)→ HMFĜSn(f)
for µ− d+ 1 ≤ j ≤ 0, and we have a semi-orthogonal decomposition
HMFĜSn(f) = 〈Im(Ψ0), . . . , Im(Ψµ−d+1), Im(Φ)〉
Proof. The proof is a minor change of the ones of [Hir2, Theorem 5.1] or [BD+2, Section 3],
and so we only give a sketch of the proof. Set Q := An
x
×A1u, where x = (x1, . . . , xn) and u
are the coordinates of the affine spaces, and let H := Ĝ × Gm. We consider the H-action
on Q defined by
H ×Q ∋ (g, a)× (x, u) 7→ (gx, (χf(g))−1au) ∈ Q,
where Ĝ-action on An
x
is the restriction of the Gf -action on Anx. We define a one-parameter
subgroup λ : Gm → Ĝ by λ(a) := (ϕ(a), 1). Then the λ-action on Q is given by
a · (x1, . . . , xn, u) = (ad1x1, . . . , adnxn, a−du).
Denote by Zλ the fixed locus of λ-action on Q, and set S± := {q ∈ Q | lima→0 λ(a)±1q ∈ Zλ}
and Q± := Q \ S±. Then we have Zλ = {(0, 0)} ∼= Spec k, Q+ = Anx × A1u \ {0} and
Q− = Anx \{0} × A1u.
If we define a regular function F : Q → A1 by F := fu, it is a π-semi-invariant regular
function, where π : H → Gm is the character defined as the natural projection. Thus
the quotient group H/ Im(λ) is isomorphic to
(
Ĝ/ Im(ϕ)
) × Gm, and the group Ĝ/ Im(ϕ)
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is isomorphic to G by the snake lemma. Denote by π : H/ Im(λ) ∼= G × Gm → Gm the
projection character of H/ Im(λ). Then we have natural equivalences
DcohH/ Im(λ)(Zλ, π, F |Zλ) ∼= DcohGm([Spec k/G], idGm , 0) ∼= Db(cohBG).
Moreover, by a similar argument as in [Hir2, Theorem 5.1], we have equivalences
DcohH(Q−, π, F |Q−) ∼= Db(cohX)
DcohH(Q+, π, F |Q+) ∼= HMFĜSn(f)
Then by [BFK3, Theorem 3.5.2], we obtain the result. 
The above Orlov type result implies the following
Lemma B.3. The category HMFĜSn(f) is idempotent complete.
Proof. Since the bounded derived category of any abelian category is idempotent complete
by [BS, Corollary 2.10], this follows from [BD+2, Lemma 4.8]. 
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