Les estimations des modèles de commerce international ne tiennent généralement pas compte de la qualité des produits, ce qui conduit à sous-estimer fortement les élasticités-prix. Nous montrons que des élasticités-prix plus élevées, et plus conformes avec la théorie, peuvent être estimées dès lors que l'on contrôle la qualité des produits. Pour ce faire, nous avons estimé une équation de commerce international incluant une variable de qualité tirée d'un sondage auprès de firmes importatrices. L'estimation, menée en données de panel sur les quatre principaux pays membres de l'Union Européenne, confirme le rôle important que joue la qualité dans l'estimation des élasticité-prix du commerce, du moins en ce qui concerne les produits hautement différentiés.
I. Introduction
Most trade equations, especially in operational macroeconometric models, do not take into account the so-called new theory of trade and stick to the traditional Armington [1969] framework. Such trade equations, however, often suffer from serious estimation difficulties, excessively low trade price elasticities or unstable ones for example 1 , notably suggesting underlying problems of missing variables. Some trade models with imperfect competition might solve such problems, especially those which shed light on new sources of trade and comparative advantages by underlining the role played by product differentiation, especially vertical 2 . More recent empirical studies confirm the increasing part played by trade in vertically differentiated products, especially within the European Union (EU). Fontagné, Freudenberg and Péridy [1998] show that, in the mid-nineties, intra-industry trade in vertically differentiated products within EU countries was twice as substantial as intra-industry trade in horizontally differentiated goods.
Erkel-Rousse and Le Gallo [2000] highlight the part played by quality in the trade performances of several EU countries, more especially Germany and, to a lesser extent, France. These studies suggest that trade equations should take product quality into account.
Unfortunately, quality levels are usually unobservable, so that introducing such variables into trade equations requires the use of proxies. Most authors choose proxies based on R&D expenses or human capital variables 3 . Such indirect measures of product quality may a priori differ significantly from what they are supposed to capture, or at least focus on a specific dimension of product quality, namely technological differentiation.
In this paper, we suggest that it may be worth using more direct measures of product quality, derived from survey data, and injecting them into trade equations. Doing so, we show that higher trade price elasticities can be obtained by controlling product quality in trade equations estimated on panel data. This result is easy to understand, as adding a quality variable in trade equations enables us to suppress the quality dimension of prices from the price factor. 1 Cf. notably Orcutt [1950] , Harberger [1953] , Goldstein and Khan [1985] and, more recently, Madsen [1996] and Deyak, Sawyer, and Sprinkle [1997] . 2 Cf. Shaked and Sutton [1984] , as well as Falvey and Kierzkowski [1987] . 3 Cf. Greenhalgh, Taylor, and Wilson [1994] , Magnier and Toujas-Bernate [1994] , Amable and Verspagen [1995] , Anderton [1996 and 1999] , Carlin, Glyn and Van Reenen [1997] , Eaton and Kortum [1997] , Ioannidis and Schreyer [1997], etc. Consequently, the price factor becomes a pure price effect, which has an unambiguous negative impact on market shares, while the positive influence of quality is taken into account through the quality proxy instead of being mixed with the pure price effect within the price factor.
Comparing our quality proxy with an innovation variable derived from the same survey, and replacing the former with the latter into our trade equations, we also provide an ex post argument in favour of using indirect quality proxies based on innovation variables. We present our model in section II. Then, we detail the construction of our quality proxy as well as our econometric methodology in section III. Our main estimation results are analysed in section IV. Finally, we discuss the content of our quality proxy and, more precisely, its relation with innovation, in section V.
II. The model
Our approach is based on a multi-country model of imperfect competition with K products. In any country j, the consumer utility function is supposed to be separable so that we can focus on the sub-utility U kj derived from the consumption of any product k. This sub-utility is assumed to be a CES function à la Armington of the quantities x kij of product k originating from every [1973] ). Following Erkel-Rousse [1997] , we consider that domestic and foreign goods differ by some perceived characteristics resulting from national differences 4 . These differences determine the relative « desirability » of domestic and foreign goods, i.e. the ( )
weights. This can be viewed as 4 The supply side of the model suggested by Erkel-Rousse [1997] provides a theoretical justification of the Armington [1969] assumption according to which products are geographically differentiated, by endogenising producer strategies in terms of brand images. a sort of « national brand image » of each product as it is perceived by consumers in country j 5 .
Maximising each sub-utility U kj subject to the budget constraint as is shown in Hickman and Lau [1973] .
The share of good (k,i) in the budget allocated to the consumption of good k by consumers in country j ( X kij / R kj ) is a decreasing function of the relative price of good (k,i) and an increasing function of its relative brand imageα kij . The higher the elasticity of substitution σ kj , the more sensitive demands to relative prices and brand images.
The evolution of exporting country i's relative market share in country j with respect to that of some of its main competitors ( ' ) ' , i i i j ≠ expressed in current prices, is equal to:
5 In this respect, our reading of the ( )
weights is close to that of Feenstra [1994] , who interprets them as quality indicators.
where a X X ki j ki j ki j i i j ' ' '' '' , = ≠ ∑ denotes the value of exporting country (i')'s market share in country j with respect to that of some of its competitors (i'' ≠ i, j) 6 .
Replacing bilateral export values with their expressions derived from (1), we get: 
Ψ kiji represents the set of invariant structural factors determining relative market shares. It depends on the product k, the importing market j, the exporting country i, and its main
We assume that Ψ kiji is a linear combination of both miscellaneous fixed effects and three gravity components 7 :
-a relative distance effect (hereafter referred to as dist iji ), defined as the ratio of the distance between the capital towns of countries i and j to the mean distance between the capital towns of countries ( ' ) ' , i i i j ≠ and j;
-a relative size effect ( size iji ), country size being estimated by the value of GDP in 1991 8 ; 6 Time index t is implicit in this whole section. Note that, when reasoning in discrete time, we shall have to replace the ( ) ' a ki j coefficients with their lagged values. 7 Cf. for instance Bergstrand [1985; 1989] . 8 1991 has been chosen as our benchmark year because it is neither too old nor included in the estimation period (1993) (1994) (1995) (1996) (1997) , which enables us to avoid potential endogeneity problems. Moreover, we have opted for 1991 rather than for 1992, which coincides with a period of monetary disturbances within the EU.
-a relative specialisation effect ( spe kiji ), representing the share of good k in country i's total exports compared to the corresponding share calculated for the set of its I' main considered competitors in 1991, where I Card
The combination of the two last terms is supposed to capture a relative size effect at industry level, which could not be directly calculated through, for instance, ratios of GDP at sector level, due to the specific industry classification of the survey data that we used -Cf. below.
Consequently, in this model, relative market shares depend on: a traditional factor (relative prices); a non-standard differentiation term (relative brand images); gravity variables and other invariant factors, such as relative distance, size, and specialisation, plus miscellaneous fixed effects. According to this model, exporters can therefore increase their market shares in the short or middle run by lowering their prices with respect to those of their foreign competitors, or by raising their relative differentiation effort in order to modify their relative brand image to their advantage.
III. The data and estimation methods
As usual, this kind of model contains unobservable or imperfectly measured variables, which have to be replaced with proxies.
As for the relative price factor, we have considered that import unit values would be a good approximation for bilateral prices, as they take into account price competition between exporters at the entry of market j (transport and other transaction costs from any exporting country to market j being included in import unit values) 9 . For the same reason, import declarations have been chosen as a theoretically more satisfactory measurement of bilateral trade flows than export 9 Besides, import unit values have been smoothed so as to correspond to what is generally observed in terms of the progressive influence of prices on trade values, as well as to limit potential endogeneity problems. More precisely, if t is the current year, unit values have been smoothed using the following weights: 0.3, 0.7 for respectively t and t-1. These kinds of weights can be found in several macroeconometric models, or derived from impulse functions resulting from dynamic models in time series econometrics. Cf. Magnier and Toujas-Bernate [1994] or Erkel-Rousse, Gaulier, and Pajot [1999] for instance. declarations in the context of our model 10 . All these trade variables have been calculated at a certain product decomposition level (see below) for the four main EU member States (France, Germany, Italy, United Kingdom) on the basis of data originating from the COMEXT data base of Eurostat.
We have explained our interpretation of the structural factor Ψ kiji in the preceding section. As far as sources are concerned, GDP data originate from the CHELEM data base of the CEPII, while the specialisation factor has been calculated on the basis of trade values based on export declarations from COMEXT.
However, the more interesting feature of our model is the presence of a non-standard explanatory factor based on national brand images. The difficulty is to find a satisfactory proxy for this kind of variable. We have derived ours from the results of the « Image of European 
In fact, we tried to work with more sophisticated indicators over-weighting the percentage of marks 1 with respect to that of marks 2, but the simplest indicator proved to lead to the best results, due without a doubt to its higher robustness. We also studied other possibilities in terms of the best criterion that could be used as a basis for the calculation of an estimated brand image.
We decided to focus on the survey question dealing with quality rather than more particular criteria (such as innovation for example) because our theoretical brand images encompass miscellaneous perceptions and must not be too specific (however see section V below for a discussion in this respect) 16 .
Unfortunately, COE surveys deal successively with consumer goods (1992, 1994, 1996) and « other » goods (1993, 1995, 1997) . Therefore, we have to reconstitute annual indicators from biennial ( ) α kijt ones. Assuming that national brand images are relatively stable structural variables (which is confirmed on the basis of the survey results), we have filled missing years with the simple arithmetic means of two successive biennial brand image proxies. Consequently, if t and t-2 correspond to two known α kijt and α kijt −2 (derived from surveys performed in t-1 and t-3), we assume that the brand image in t -1 is close to:~α
We have now got a sequence of annual proxies ( ) ... , ,.., , ,... ,
1 4 1 4 from 1993 to 1997 for consumer goods, and from 1994 to 1997 for other goods. From this sequence, we derive our explanatory variable ( )
,... , = = = ≠ 1 1 4 1 4 using equation (4).
To sum up, the model to be estimated is: (5) where: c kiji encompasses an intercept and a set of fixed effects; other coefficients are positive elasticities (referred to by e) which may not be equal to theoretical ones, as all variables are proxies of the true ones; the perturbation u kiji t originates from the difference between theoretical variables and observable ones; u kiji t also takes into account possible exceptional events and the parts of potential missing variables that are orthogonal to our explanatory factors; t ∈ 1993 (or 1994) to 1997, i, j ∈ France, Germany, Italy, United Kingdom, k ∈ food, clothing, hygiene, lodging, intermediate products, mechanical goods, electrical goods, which represents 5×4×3×4 = 240 observations for consumer goods and 4×4×3×3 = 144 for other goods.
We have performed two sets of estimations: one on consumer goods, on the global 1993-1997 estimation period, and the other pooling all goods together, from 1994 to 1997 (i.e. using 240 -48 + 144 = 336 observations). Notice that, due to the relatively small number of observations, we cannot reasonably estimate price and quality elasticities for any couple (k,j). As big sets of products prove to be more heterogeneous than the importing countries of our sample, we have decided to focus on the estimation of price ( e k p ) and quality ( e k i ) elasticities without differentiating between importing countries.
Each set of estimations has been compared with the results derived from a more traditional submodel excluding the quality dimension [( e k i ) restricted to zero]. The interesting aspect of such a comparison is to study how estimated price elasticities are modified when the adding of the image factor in the model suppresses (at least part of) the quality dimension contained in the relative price effect.
Finally, four different econometric methods have been tested, enabling us to confirm the robustness of our results. First, we have performed ordinary least squares (OLS). Then, we have tested three different two stage estimation methods. On the one hand, our quality proxy being obviously measured with a high degree of uncertainty, we have used an instrumental variable estimation method (hereafter referred to as 2SLS, for 2 Stage Least Squares), our image proxy being regressed with respect to the other explanatory variables of the model plus a simplest quality indicator defined as follows:
where α kijt is calculated in the same way as α kijt but on the basis on the results of the first available survey only (namely 1992 for consumer goods and 1993 for other goods). In order to limit the risk of correlation between this variable and the perturbation of the model, we have performed this instrumental variable method on 1995-1997 for consumer goods, and 1996-1997 for the whole sample (excluding the two first years of the sample enabling us to suppress any reference to the 1992 and 1993 surveys in the image kiji t variable and consequently in the current perturbation u kiji t ). On the other hand, to suppress heteroskedasticity and correlation from our estimation residuals, we have performed two quasi-generalised least square (QGLS) alternative methods (see Appendix 3 for a thorough presentation on these two methods). As shall be seen in the next section, the four estimation methods lead to very similar results, which can be viewed as a sign of robustness.
IV. The results
Before examining the estimation results thoroughly, it is interesting to glance at the simple correlations between our dependent variable and both the price and image explanatory factors.
Theoretically, we expect the price and quality factors to be positively correlated, as well as quality and market shares (the higher the degree of differentiation the higher the correlation, and vice versa). As for the price factor, the expected result is more ambiguous, due to the two dimensions of prices. If the « pure price » dimension predominates, then correlation between prices and market shares should be negative, relatively high prices implying a competitive disadvantage and consequently low market shares. If, however, the « pure quality » dimension dominates, then the sign of the correlation between prices and market shares should be inverted, such a configuration being liable to lead to low price elasticities in traditional trade models ignoring product quality.
In this respect, the second configuration proves to predominate (see Table 1 in Appendix 4). In fact, in most sectors, the simple correlation between relative prices and market shares proves to be clearly positive. The only exceptions concern two sectors in which products are very little Table 1 and will be confirmed below).
As for other goods, the positive correlation between price and market shares proves to be rather high, especially for goods originating from countries traditionally basing their competitive advantages on quality, namely Germany and France, but also from Italy. In this case, the magnitude of the correlation is essentially due to the clothing sector, which appears to be a highly « quality competitive » sector in this country 18 . However, as an importing country, Italy seems to value low prices more than its other partners (lower positive correlation between price and market shares). Not surprisingly, the higher the expected degree of product differentiation, the higher the positive correlation between price and both market shares and quality. As for clothing, price and quality are so highly correlated that the two factors prove to be nearly Tables 2 and 3 in Appendix 4 summarise our main estimation results, obtained respectively with consumer goods alone (Table 2) and then all goods being pooled together (Table 3 ). It is noteworthy that results derived from the four tested estimation methods are very much alike. All these estimations confirm our initial hypotheses.
The structural factors of size, specialisation and distance reveal the expected signs. A high relative size or specialisation in a given sector provides a competitive advantage to exporters, which enables them to increase their relative market share in this sector. On the contrary, distance to a foreign market constitutes a competitive disadvantage for exporters. As geographic distance is not highly differentiating within the four main EU Member States, this variable is less significant than the other ones, at least as far as consumer goods are concerned. However, it becomes clearly significant on the pooled sample.
Quality appears to be very significant, a more positive relative brand image in this respect leading to better trade performances on foreign markets. Admittedly, our estimated qualityelasticities prove to be much lower than was theoretically expected, as they are close to 0.2 while theoretical elasticities should be superior to unity. However, as was stressed above, many approximations have been made to get an annual proxy of national brand images, which have undoubtedly prevented us from getting a precise quantitative estimation of quality elasticities.
Nonetheless, the modification of price elasticities upon adding our image proxy suggests that the latter encompasses at least part of what we have aimed at controlling. In fact, in sub-models excluding quality, we generally get estimated price elasticities ( e k p ) close to 0.9 which are significantly inferior to unity. When controlling quality, price elasticities increase and reach a value (around 1.1) which proves to be significantly superior to unity. Therefore, taking quality in our trade equations into account has enabled us to get estimated price elasticities which are compatible with their theoretical values (σ kj > 1).
Intermediate products prove to be quite different from other kinds of goods, as their price elasticity is rather high (around 1.8 to 2.0), quality being controlled or not. The reason for this result is contained in Tables 2 and 3 . The reason for this choice is that we would have found similar kinds of results if we had excluded food from other consumer products. As far as food products themselves are concerned, treating them apart would have led to a price-elasticity for food superior to those of other consumer and equipment goods, but clearly inferior to that of intermediate goods.
V. Quality and innovation
It is interesting to try to clarify the content of our « quality » proxy on the basis of the other results of the COE survey. Considering the correlations between our quality proxy and corresponding indicators derived from other COE criteria on the basis of questions of the same kind as that dealing with quality 19 and calculated with the same method, we observe that our « quality » indicator is highly correlated with two other COE indicators: those based on innovation and notoriety (Cf. Table 4 in Appendix 4).
The high correlation between quality and innovation is more interesting to discuss than that between quality and notoriety (which is somewhat tautological). In fact, on the one hand, many theoretical models derived from the so-called new theory of trade establish a tight link between quality and innovation. Moreover, several econometric studies use R&D or the number of patents as proxies of quality, which supposes a tight link between quality and innovation 20 . On the other hand, Fontagné, Freudenberg and Ünal-Kesenci [1998] suggest that trade specialisation in quality does not exactly coincide with that in technological products. In the COE survey, however, the point of view on innovation differs radically from that of Fontagné and alii. In fact, the COE survey tries to evaluate the innovating dimension of any set of products, while Fontagné and alii focus on so-called technological products only. In this respect, the point of view of the COE survey seems closer to the problematic of the other quoted papers, and the high correlation between the quality and innovation indicators derived from the COE survey argues in favour of their choice of a quality proxy based on an innovation variable.
However, we can go a little further than reasoning on the basis of simple correlations. In this purpose, we have performed a set of estimations on the whole sample as well as on consumer goods considered alone, using brand image proxies based alternatively on the quality or the innovation COE criterion in order to compare the estimation results derived from both approaches.
It is noteworthy that results derived from the whole sample are very similar from one approach to the other, the degree of collinearity between quality and innovation being rather high as far as non consumer products are concerned. Consequently, on the simple basis of the results derived from the pooled sample, it would be difficult to discriminate between the two criteria (quality or innovation) and to decide which of the two predominates.
However, results derived from estimations performed on the basis of consumer goods alone prove to be much more conclusive (Cf. Table 5 in Appendix 4). Although we get the same qualitative results when replacing our initial quality variable with an innovation proxy, the econometric adjustment proves to be more satisfactory when using the quality variable than the innovation indicator. Moreover, an attempt to include both indicators in our trade equation leads to a clear superiority of the quality indicator as an explanatory variable for market shares, in the context of a collinearity diagnosis between quality and innovation which proves to be at most ambiguous as far as the « intercept adjusted » analysis is concerned 21 . Therefore, at least for consumer goods, we can reasonably think that our initial choice of the quality criterion for our image proxy was more accurate than the alternative choice of innovation. However, if the quality criterion had not been available, the choice of a quality proxy based on the innovation criterion would have led to perfectly acceptable results, which again argues in favour of a current approach in empirical literature 22 . 21 Usually, a collinearity problem occurs with certainty when the maximal condition index exceeds 30, and ambiguity begins at about 25, thresholds being lower for the « adjusted intercept » diagnostic, i.e. respectively around 25 and 20, sometimes a little lower. Cf. Belsley, Kuh, and Welsch [1980] . 22 Even though the two criteria considered in this study are without doubt much closer to one another than if the innovation criterion had been based on R&D expenses, as is the case in most empirical studies...
V. Conclusion
In this paper, we have aimed at showing that more satisfactory estimated trade price elasticities can be obtained by controlling product quality in trade equations. In this purpose, we have estimated trade equations including a product quality proxy derived from survey data. Our estimation results, based on panel data for the four main EU member States, confirm our initial intuition as far as traditionally highly differentiated products are concerned. It is therefore not surprising that traditional models (especially macro-econometric ones) ignoring the dimension of product quality lead to under-estimated trade price elasticities.
However, one might expect true price-elasticities to be even higher than those derived from our estimations, at least for the most competitive industries. In fact, our approach has not led to as high price elasticities as those (estimated using radically different methodologies and kinds of data) by Hummels [1998] or Head and Ries [1999] for instance 23 .
We could probably get higher price-elasticities if we were able to use both more accurate proxies of quality and better measures of prices. However, even in such an ideal context, we would without doubt need more broken-up data as well, like those used by Hummels or Head and Ries. Unfortunately, we have had to stick to the relatively aggregated product classification of the COE survey in this respect, which, besides, has prevented us from studying industry and country heterogeneity. the whole of it. Unfortunately, to our knowledge, there has not been up to now available direct broken-up quality measures which could have enabled us to mix the two approaches. Glass and works in glass 72
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Ball bearings ... In the graphs, we present the share of positive quality images, i.e. that of answers 1 or 2 to the question relative to product quality levels (corresponding to the (~. α ki t ) coefficients), for each exporting country i, product k and year t, opinions from all importing firms being mixed together.
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Appendix 3: Two alternative Quasi-Generalized Least Squares methods
The presence of heteroskedasticity in models estimated using OLS (Cf. Table 2 , and to a lesser extent Table 3 in Appendix 4) introduces a bias in the calculation of the T-statistic derived from OLS estimations and leads to non-optimal although unbiased OLS estimators. Moreover, in our multi-dimensional panel data, it is likely that the detection of heteroskedasticity reveals a more complex problem, since the variance-covariance matrix of residuals contains not only variable residual variances but also some non-zero, non-diagonal elements. This feature is easy to understand. In fact, for given sector k and time t, one can expect the trade performances of a given country i on different export markets to be correlated. Similarly, on a given importing market (k, j) at time t, relative market shares of exporters i = 1 to 3 can be expected to be negatively correlated. Our specification of the dependent variable therefore prevents us from simply correcting heteroskedasticity using weighed least squares estimators, since this method would only correct the variance-covariance matrix diagonal.
Whatever the calculation method of the estimated variance-covariance matrix, we have assumed that the essential source of correlation within OLS residuals came from cross-sections links (no time autocorrelations).
1) First method (referred to as QGLS 1 in tables 2 and 3):
Here, we aim at taking into account correlations between relative market shares of each exporter i on its three export markets (k,j), j = 1 to 3.
Let C ki 1 be the square matrix of (I-1)*(I-1) elements ( ) . .
The QGLS 1 estimator of the multi-dimensional coefficient β in the model:
where observations are classified by increasing (t,k,i,j) ( 24 ), is:
2) Second method (referred to as QGLS 2 in tables 2 and 3):
Here, we aim at taking into account correlations between relative market shares of exporters i = 1 to 3 on each market (k,j).
Let C kj 2 be the square matrix of (I-1)*(I-1) elements ( ) Finally, the QGLS 2 estimator of the multidimensional coefficient β in the model:
where the same observations as previously are now classified by increasing (t,k,j,i) (with the same convention as above), is:
As is shown in Tables 2, 3, and 5, using matrix Ω 1 or Ω 2 as an estimate for the variancecovariance matrix of OLS residuals enables us to suppress heteroskedasticity from our estimations (whereas using a simple diagonal matrix had not been able to). Numbers in parentheses below each estimated coefficient are T-statistics. Nota: In the context of panel estimations, the DW statistic does not have any satisfactory theoretical meaning. However, if it is not close to 2, DW may reveal a specification problem. * = Corrected R² (the model having no real intercept, but a « corrected » intercept, due to the method of estimation). That is why the « intercept adjusted » collinearity diagnosis cannot be defined in this case. However, collinearity between the corrected intercept and size does not affect the estimated coefficients of the other variables, in particular those of quality and price variables. ** The small number of crossed effects taken into account in the model encompasses all the potential other fixed effects. Numbers in parentheses below all estimated coefficients are T-statistics. Nota: In the context of panel estimations, the DW statistic does not have any satisfactory theoretical meaning. However, if it is not close to 2, DW may reveal a specification problem. * = Corrected R² (the model having no real intercept, but a « corrected » intercept, due to the method of estimation). That is why the « intercept adjusted » collinearity diagnostic cannot be defined in this case. However, collinearity between the corrected intercept and size does not affect the estimated coefficients of the other variables, in particular those of quality and price variables. ** The small number of crossed effects taken into account in the model encompasses all the potential other fixed effects. 
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