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Abstract
We provide a simple and novel algorithmic design technique, for which we call itera-
tive partial rounding, that gives a tight rounding-based approximation for vertex cover with
hard capacities (VC-HC). In particular, we obtain an f -approximation for VC-HC on hy-
pergraphs, improving over a previous results of Cheung et al. (SODA 2014) to the tight
extent. This also closes the gap of approximation since it was posted by Chuzhoy and Naor
in (FOCS 2002). We believe that our rounding technique is of independent interest when
hard constraints are considered.
Our main technical tool for establishing the approximation guarantee is a separation
lemma that certifies the existence of a strong partition for solutions that are basic feasible
in an extended version of the natural LP.
Keywords: iterative partial rounding, capacitated vertex cover, hard capacities, approxi-
mation algorithm
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1 Introduction
We consider the vertex cover problem with hard capacity constraints (VC-HC) on hypergraphs.
In this problem, we are given a hypergraph G = (V,E) with a maximum edge size f . Each
e ∈ E is associated with an edge demand de and each v ∈ V is associated with a capacity cv
and an available multiplicity (the number of available copies) mv. The objective is to find a
minimum-size vertex cover, a vertex multi-set represented by an assignment function, such that
the demands of the edges can be covered by the capacities of the vertices chosen in the multiset
and the multiplicity of each vertex does not exceed its available multiplicity. When no upper
bound is imposed on the multiplicities of each vertex, i.e., m(v) = ∞ for all v, this problem is
then referred to as (soft) capacitated vertex cover (CVC). In this case weighted vertex set is
usually considered and minimum-weight vertex multi-set is sought. In this paper, we assume
that VC-HC takes unweighted vertices unless specified otherwise.
The study of VC-HC was initiated in the notable work of Chuzhoy and Naor [7], where
normal graphs with unit edge demand are assumed, i.e., f = 2 and de = 1 for all e. Under
this setting, they established a surprising result that, while this setting admits constant factor
approximations, it becomes set-cover hard when {0, 1}-weighted vertices are considered, i.e., the
weight of each vertex can be either 0 or 1. This implies an interesting logarithmic separation on
the approximability between weighted and unweighted vertices. In the same work, the status
of (unweighted) VC-HC with general edge demand was left as an open problem. While the gap
of approximation for this problem was settled partially a decade later by Saha and Khuller [28]
and Cheung et al [6], the exact approximability of this problem remains unsettled.
For a brief introduction on the current status of VC-HC, Chuzhoy and Naor [7] presented
a 3-approximation for normal graphs with unit edge demand. This result was later improved
by Gandhi et al [11] to a tight 2-approximation with a refined approach. Saha and Khuller [28]
considered general edge demands and presented an O(f)-approximation for hypergraphs. This
result was improved by Cheung et al [6] with a
(
1 + 2/
√
3
) ≈ 2.155-approximation for normal
graphs and a 2f -approximation for hypergraphs.
One intriguing thing in the development of VC-HC is how the techniques that were used to
solve this problem are influenced (constrained) by the complexity separation between weighted
and unweighted vertex sets. Therefore, if an approach were to work, it has to be sensitive
enough to tell the difference between the assumptions. This nature, as also pointed out in [6],
renders existing techniques for CVC, such as primal-dual [15], dependent rounding [13], LP
rounding, etc., not directly applicable to VC-HC since very often they are not sensitive to the
weight of the vertices.
In fact, all of existing results for VC-HC are built on the same two-staged rounding princi-
ple: First, it begins with a vertex-side threshold rounding. Then one or multiple edge-vertex
patching procedure is introduced to meet the covering guarantee. The main challenge of this
approach has been on devising a delicate patching procedure. This has been demonstrated in
the the works [6, 28]. In particular, a near-tight 2.155-approximation for normal graphs is ob-
tained, using an elegant matching structure extracted during the patching stage, combined with
a neat interaction back to the threshold parameter of the first stage. Although improved ap-
proximations are obtained, it seems that current two-staged rounding techniques have reached
their limitations, and significant new ideas are required to close the gap.
Therefore, a natural and central question that arises is thus:
Can the rounding for VC-HC be done without patching?
In this work, we provide a positive answer to the above question: We present a novel rounding-
based approximation algorithm for VC-HC which closes the gap of approximation since it was
posted a decade ago. Compared to prior results, our algorithm is very simple to state and easy
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to understand. We believe that our rounding technique is also of independent interest when
hard constraints are considered.
1.1 Our Results
Our approximation algorithm is stated as follows.
Theorem 1. There is a rounding-based approximation algorithm for VC-HC that, given an
instance with largest size of hyperedges f ≥ 2, produces an f -approximation in polynomial-time.
Our algorithm is driven by a simple iterative partial rounding scheme. In each iteration, it
makes partial decisions based on current working LP and rounds the vertices fractionally. When
no such decisions are there to be made, it rounds up all vertices unconditionally and stops.
During this process, the input instance along with the working LP are modified gradually.
While the edges may be removed (folded) from the instance as the algorithm iterates, the
lower bounds on the multiplicity of the vertices are meanwhile strengthened. The intermediate
solutions to the working LPs may not be feasible for the original input instance. However, we
guarantee that the overall optimality is not lost before the final rounding is done, and all the
partial decisions we made entail no potential loss in the feasibility and approximation guarantee
of the final solution. Together this gives our tight approximation for this problem.
In contrast to previous two-staged approaches, instead of making one big decisive rounding
followed with patching, our algorithm makes only partial indecisive moves which are also proven
harmless and waits before the final decisive rounding can be made. From this point of view,
we also believe that our rounding scheme is of independent interest when other problems with
hard constraints are considered.
Our technical tool for establishing the approximation guarantee for the final rounding step is
a separation lemma that certifies the conditional existence of a strong partition on the vertices,
given by solutions that are basic feasible for the LPs our algorithm is working with. The
presented separation lemma can be seen as a recast of the well-established Carathe´odory’s
theorem [29] in the language of VC-HC polytope. Intuitively, it says that: A vertex-to-edge
correspondence with strong separation guarantee exists at places where a certain type of linear
constraint is inactive. Similar ideas have been used, e.g., [6], in the usage of the multi-set
multi-cover polytope [28], which by formulation is a vertex-to-vertex matching structure, to
extract a vertex-to-vertex matching. When the VC-HC polytope is considered, however, we
have an essentially different entangling relation to deal with, in particular, relation between the
vertices V , the edges E, and their cross-products E × V . Our separation lemma provides an
interpretation from the perspective of Carathe´odory’s theorem to this situation: By properly
removing the entangling E × V relation, a strong and meaningful structural guarantee can be
extracted for our rounding approach.
The rest of this paper is organized as follows. In Section 2 we formally define VC-HC and the
extended LP relaxation we will be using throughout this paper. In Section 3 we introduce the
key notion of edge-folding that motivates our iterative rounding approach. We present our tight
approximation algorithm in Section 4 and establish the approximation guarantee in Section 5.
1.2 Further Related Work
In the following we briefly summarize other related results for vertex cover (VC), CVC, and
VC-HC with relaxed constraints.
Soft capacitated covering. For vertex cover, it is known that a f -approximation can be
obtained by both LP rounding and LP duality [4, 17] for hypergraphs. Khot and Regev [23]
showed that, by assuming the unique game conjecture (UGC), approximating this problem to
a ratio better than f −  is NP-hard for any  > 0 and f ≥ 2.
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The soft capacitated vertex cover problem was first introduced in the notable work of
Guha et al [15], in which a 2-approximation was presented using primal-dual approach. This
result extends to f -approximation for hypergraphs. Gandhi et al. [10] provided another 2-
approximation via dependent rounding. Kao et al [19–21] considered capacitated dominating
set, an alternative notion of capacitated covering, and presented a series of results studying the
complexity and approximability of this problem when different classes of graphs are considered.
Special cases and variations of this problem were also considered independently [8, 9, 27].
VC-HC with relaxed constraints. For partial VC-HC, which aims at covering a given
number of edges, Cheung et al [6] provided a (1+)(2f+2)-approximation, based on a reduction
to (f + 1)-hypergraphs and their 2f -approximation for VC-HC presented in the same work.
Gandhi et al [12] considered weighted VC-HC with relaxed multiplicity constraints and
presented an augmented (2, 2)-covering1 for normal graphs. Grandoni et al. [14] considered unit
vertex multiplicity, i.e., m(v) = 1, and presented an augmented (f, f2)-covering for hypergraphs.
These results were improved by Kao et al. [22] to augmented
(
s, (1 + 1s−1)(f − 1)
)
-covering for
any s ≥ 2, using an extended dual-fitting approach.
1.3 Other hard-capacitated problems.
In recent years, significant progress have been made on hard-capacitated problems, including
VC-HC, Capacitated facility location (CFL), Capacitated k-center, and k-median. We summa-
rize the current progress and recent breakthroughs for the respective problems in Table 1, using
a condensed format. We also refer the reader to the references therein for further details.
VC open
cost
CVC f -approx via primal-dual [15]
VC-HC
weighted unweighted
set-cover-hard [7]
f -approx via
iterative partial rounding
( Set Cover ) logarithmic approx. [7, 30]
Facility
Location
open
+
assign
UFL
1.488-approx [24],
NP-hard to approx within (1.463− ) [16]
CFL
5-approx via local search [3],
O(1)-approx, LP-rounding via MFN-relaxation [2]
k-center
assign
cost
max min
2-approximation [18]
Hard-capd. 9-approximation [1]
k-median avg
uncapacitated,
(2.675 + )-approx via pseudo-approx [5, 26]
uniform hard-capacitated,
eO(1/
2)-bi-approx, using (1 + ) · k facilities [25]
Table 1: A summary on related hard-constrained problems.
1An augmented (α, β)-covering is a solution that violates the multiplicity limit by a factor α and has a cost
factor β to the optimal LP solution for VC-HC.
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2 Problem Statement and LP Relaxation
In this section we define VC-HC formally and introduce the extended LP relaxation we will be
using in this paper.
We begin with basic graph notations. Throughout this paper, we use G = (V,E) to denote
a hypergraph with vertex set V and edge set E ⊆ 2V . Note that, each hyperedge e ∈ E is
represented by the set of its incident vertices, which is a vertex subset of V . We use f :=
maxe∈E |e| to denote the size of the largest hyperedge in the considered graph G.
For any edge subset E ⊆ E, we use E [v] to denote the set of edges in E that are incident to
the vertex v. Formally, E [v] := { e : e ∈ E such that v ∈ e }. This definition extends to sets of
vertices, i.e., for any U ⊆ V , E [U ] := ⋃v∈U E [v] = { e : e ∈ E such that e ∩ U 6= ∅ }.
Minimum Vertex Cover with Hard Capacities (VC-HC). In this problem we are given
a hypergraph G = (V,E), where each e ∈ E is associated with a demand de and each v ∈ V is
associated with a capacity cv and an (integral) available multiplicities mv.
A solution to this problem consists of an assignment h : E × V → R+ ∪ {0}, where he,v
denotes the fraction of the edge e that is assigned to the vertex v. The multiplicity given by h is
denoted x
(h)
v :=
⌈∑
e∈E[v](de ·he,v)/cv
⌉
. The assignment h is said to be feasible if
∑
v∈e he,v = 1
for all e ∈ E and x(h)v ≤ mv for all v ∈ V .
Given an instance Π = (V,E, c,m,d) as described above, the problem VC-HC is to find a
feasible assignment h such that
∑
v∈V x
(h)
v is minimized. Without loss of generality, we assume
that the input graph G admits a feasible assignment since this condition can be checked via a
max-flow computation.
We also remark that, when de and cv are integer-valued for all e ∈ E, v ∈ V , by the
integrality of b-matching polytope, any fractional assignment can be turned into an integral
assignment, i.e., de · he,v ∈ Z≥0 for all e, v, using a standard integer flow computation.
Extended LP relaxation for VC-HC. Given an instance Π = (V,E, c,m,d) of VC-HC
and an additional lower-bound `, where 0 ≤ ` ≤ m, on the multiplicity of the vertices, we
consider the following LP relaxation, with Ψ = (V,E, `, c,m,d) being a parameter tuple:
LP(Ψ)
min
(x,h)
∑
v∈V
xv
s.t.
(x,h) ∈ Q(Ψ)
The Polytope Q(Ψ):
∑
v∈e
he,v = 1, ∀e ∈ E (1a)∑
e∈E[v]
de · he,v ≤ cv · xv, ∀v ∈ V (1b)
`v ≤ xv ≤ mv, ∀v ∈ V (1c)
0 ≤ he,v ≤ xv, ∀e ∈ E, v ∈ e (1d)
Since each of the variables he,v and xv is bounded from both below and above, we know
that Q(Ψ) is indeed a polytope, and the reference to its extreme points2 is well-defined.
2Recall that p ∈ Q(Ψ) is an extreme point if it is not in the interior of any line segment contained in Q(Ψ),
i.e., p = λr + (1− λ)s for some 0 < λ < 1 implies that either r /∈ Q(Ψ) or s /∈ Q(Ψ).
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Throughout this paper, for any given instance Π of VC-HC, a number of different parameter
tuples will be considered. However, since V , m, and d will remain the same in every considered
tuple, we will simply use (E, `, c) to denote the parameter tuple Ψ for the considered LP.
3 The VC Constraint and Edge Folding
Our approximation algorithm is inspired by a simple one-edge example and a review on the
natural LP relaxation, in particular, the constraint (1d) which connects VC-HC to the classical
vertex cover (VC) and reveals the uncapacitated problem core of VC-HC. In the following we
elaborate this idea in further detail.
Consider LP(Ψ) with Ψ = (E,0, c), i.e., the original natural LP relaxation. It is well-
understood that, although the constraints (1a) to (1c) together with he,v ≥ 0 for all e, v already
formulate VC-HC, it does not yield a solution with bounded integrality gap since it allows
vertices to take arbitrarily small multiplicities. This is illustrated by the one-edge example
shown in Figure 1. The constraints (1a) to (1c) can be satisfied by setting he˜,v˜ = 1 and
xv˜ =  ≈ 0. As a result, the fractional solutions can deviate arbitrarily from the integral
solution for which we would have xv˜ = 1.
Figure 1:
bc
e˜
v˜
cv˜ = 1
de˜ = ǫ ≈ 0
This is how constraint (1d) is introduced to bound integrality gap. With
this constraint in place, the value of xv˜ is lower-bounded by he˜,v˜. This ensures
that the fractional solution in this example will agree with its integral solu-
tion. One explanation to this phenomenon is that constraint (1d) connects
this relaxation to the classical VC problem — a problem for which we have
extensively stuidied and for which we understand very well.
Our key observation here is that, while the VC constraint, (1d), strengthens
the LP relaxation, it also hints on how the rounding can be done locally when
it is tight. Suppose that he′,v = xv holds for some e
′ and v. Then from (1b)
we know that
de′ · he′,v ≤
∑
e : v∈e
de · he,v ≤ cv · xv,
and it follows that de′ ≤ cv since he′,v = xv.
This suggests that: (1) The existence of e′ is vital in support for the value of xv, despite
the fact that de′ can be substantially smaller than cv. (2) If the vertex v is to be rounded up
eventually, then we know that its capacity will be sufficient for covering de′ . This motivates the
key notion of structural support and the edge-folding operation.
Definition 1 (Supporting edge). Let Ψ = (Eˆ, `, c) be a parameter tuple and pˆ = (xˆ, hˆ) be a
feasible solution for LP(Ψ). For any e ∈ Eˆ and v ∈ e, we say that edge e (structurally) supports
vertex v in pˆ if 0 < hˆe,v = xˆv.
Definition 2 (Edge folding). Let Ψ = (Eˆ, `, c) be the current tuple, pˆ = (xˆ, hˆ) be a feasible
solution for LP(Ψ), and e be an edge that supports a vertex v in pˆ. By folding e into v, we:
(i) Remove e from Eˆ and decrease cv by de.
(ii) Impose a new constraint xv ≥ xˆv to LP(Ψ) by setting `v = xˆv.
Note that, from the observation described above, folding supporting edges into the supported
vertices results in no loss in the feasibility and approximation guarantee of the final solution if
we know in advanced that the supported vertices are to be rounded-up eventually.
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4 Iterative Partial Rounding for VC-HC
The observation in the previous section motivates our iterative partial rounding approach, which
focuses on tackling the VC constraint – an uncapacitated problem core of VC-HC, using the
edge-folding operation. At a high-level description, it is done as follows. We start with the
initial parameter tuple Ψ = (E,0, c).
1. Solve LP(Ψ) for a basic optimal solution p = (x,h).
Let I :=
{
v : 0 < xv <
1
f
}
.
2. If there exists an edge e that structurally supports some v /∈ I in p,
then – Fold e into v.
– Restart Step 1.
otherwise
– Round up x and stop.
In contrast to previous approaches, e.g., [6, 7, 28], which round up every vertex with decent
value at once, we only deal with those that are structurally supported. Furthermore, instead
of rounding up the variables aggressively to one, we round them partially to a fractional value
by imposing stronger lower bound constraints on them. This nature allows previously non-
supporting edges to become supporting as the algorithm iterates. The key feature of this
approach is that it offers a series of LPs with non-increasing objective values which preserves
the optimality of the initial LP for the final rounding step.
Let Ψˆ = (Eˆ , ˆ`, cˆ) denote the parameter tuple when the algorithm enters the final rounding
step. Let h′ denote the {0, 1}-assignment function for E \ Eˆ that indicates the vertex which
each edge e ∈ E \ Eˆ is folded into. In particular, for each e ∈ E \ Eˆ and v ∈ e, h′e,v is set to 1 if
e is folded into v and 0 otherwise. Let pˆ = (xˆ, hˆ) denote the basic optimal solution computed
for Ψˆ.
The final output (x∗,h∗) is defined as follows. For any v ∈ V and e ∈ E[v], let
x∗v :=
⌈
xˆv
⌉
and h∗e,v :=
{
hˆe,v, if e ∈ Eˆ ,
h′e,v, otherwise.
Then (x∗,h∗) is output as the solution.
A pseudo-code of this algorithm is provided in Figure 4 in Page 10 for further reference. We
remark that, since this approach is essentially insensitive to multiple foldings, in the actual al-
gorithm we will fold every supporting edge, provided that it supports some v /∈ I. Furthermore,
ties are broken arbitrarily if an edge supports multiple vertices outside I.
Let Tight-VC-HC denote the above algorithm. Our tight approximation result is stated in
the following theorem:
Theorem 2. On any instance Π = (V,E, c,m,d) of VC-HC with maximum edge size f ≥ 2,
algorithm Tight-VC-HC outputs an f -approximation (x∗,h∗) in polynomial time.
From the usage of edge-folding operation in the algorithm and the intuition provided in
Section 3 for the VC constraints, it is not difficult to see that:
• Algorithm Tight-VC-HC terminates in O(|E|) rounds.
• The output (x∗,h∗) is indeed feasible for the initial LP((E,0, c)), and x∗ is integral.
Due to the page limit, the proof for the feasibility of algorithm Tight-VC-HC is provided in
Section B.1 for further reference. In order to fully-verify the detail provided in Section B.1, we
also refer the reader to the notations and properties given in the beginning of Section B. In the
remaining of this paper, we will describe how the approximation guarantee is established.
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5 Approximation Guarantee
In this section we establish our approximation guarantee. The argument we use builds on the
fact that p = (x,h) is a basic feasible solution for the extended LP relaxation LP(Ψ). In
Section 5.1 we first define the notions that will be used to capture the structural properties
given by our partial rounding approach. In Section 5.2 we formally state our separation lemma,
which is our main technical tool for establishing the approximation guarantee, and discuss the
intuitions behind. In Section 5.3, we will describe how the technical separation lemma is used
to establish the tight approximation guarantee.
5.1 Notion and Definitions for Extremality
In this section we introduce notions that are required to state our separation lemma for the
polytope Q(Ψ). Let p = (x,h) be a point in Q(Ψ), where Ψ = (Eˆ, `, c) is a parameter tuple.
The following terminologies are defined with reference to point p and parameter tuple Ψ.
Definition 3 (Non-extremal vertex). For any v ∈ V , we say that v is non-extremal if `v <
xv < mv. Otherwise v is said to be extremal.
Intuitively, a vertex is non-extremal if and only if xv is not constrained by (1c) in Q(Ψ).
For any e ∈ Eˆ and v ∈ e, we say that v is an active end of e if he,v > 0.
Definition 4 (Active subedge and active edge sets). For any e ∈ Eˆ, we define the active subedge
of e, denoted eactvh , to be the set of its active ends, i.e.,
eactvh :=
{
v : v ∈ e, he,v > 0
}
.
For any edge subset E ⊆ Eˆ, we extend the above definition and use Eactvh :=
{
eactvh : e ∈ E
}
to denote the set of active subedges of the edges in E .
Intuitively, the active subedge corresponds to the set of vertices to which the demand of an
edge is assigned in h. Note that, since p ∈ Q(Ψ), it follows from constraint (1a) that eactvh 6= ∅
for all e ∈ Eˆ. Recall that we also use E [U ] for a vertex subset U of V to denote the set of edges
in E that are incident to some vertex in U . Given the definition of active edge sets, Eactvh [U ] is
then used to denote the set of incident (sub)edges U has in Eactvh , i.e.,
Eactvh [U ] :=
{
e˜ : e˜ ∈ Eactvh such that e˜ ∩ U 6= ∅
}
.
Intuitively, this corresponds to the set of active subedges from E that intersect U . Note that it
is a collection of subedges rather than the original edges.
Definition 5 (Supporting sets and supported sets). For a vertex subset U ⊆ V , we say that
• U is supporting if there exists an edge e ∈ Eˆ with eactvh ∩U 6= ∅ and a vertex v ∈ eactvh \U
such that e supports v.
• U is supported if there exists e ∈ Eˆ and v ∈ eactvh ∩ U such that v is supported by e.
The definition of supporting sets and supported sets may seem unnatural in the beginning.
However, consider the set I :=
{
v : 0 < xv <
1
f
}
of vertices with small fractional values. In
our partial rounding approach, we iteratively remove the support from vertices with decent
fractional values, i.e., those not in I, and when the algorithm terminates, we know that the
set of small vertices is not supporting while the set of vertices with large fractional values, e.g.,
those with xv > 1, is not supported.
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bc · · · bc
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bc · · · bc
Γ(u2) = Γ(u3) ⊆ I
Γ(v1) \ I Γ(vk) \ I
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u1
u2 u3
ut
ut
Γ(uk′) ⊆ I
Γ(u1) ⊆ I
Figure 2: A depiction on the set I and the subedges given by Γ. {ui}1≤i≤k′ ⊆ I denote vertices
with Γ(ui) ⊆ I and
{
vi
}
1≤i≤k denote vertices with Γ(vi) 6⊆ I, i.e., Γ(vi) \ I 6= ∅.
5.2 A Separation Lemma for Polytope Q(Ψ)
We formally state our structural separation lemma, which states that a strong partition exists
when the edge-to-vertex supporting relations are properly eliminated:
Lemma 3 (Existence of a strong partition). Let p = (x,h) be an extreme point of polytope
Q(Ψ). For any disjoint sets I, D of non-extremal vertices, if I is not supporting and D is not
supported, then there exists a mapping 3
Γ : I 7→ Eactvh [I] \ Eactvh [D]
such that the following hold for any v ∈ I:
1. (reflexive) v ∈ Γ(v).
2. (closed under intersection) Γ(u) ∩ Γ(v) ⊆ I for any u ∈ I \ {v}.
Given sets I and D as stated in the prerequisite, Lemma 3 says that, there exists a mapping
Γ such that, for each v ∈ I, the active subedge Γ(v) contains the vertex v but no vertices in D.
Furthermore, the intersection of these active subedges can happen only inside I, i.e., they are
mutually disjoint outside the set I. See also Figure 2 for an illustration.
Note that, the statement of Lemma 3 does not exclude the possibility that Γ(v) ⊆ I and the
mapping Γ may not necessarily be injective. In fact, it depends on the choice of I, since we make
no prior assumption on the edge-vertex supporting relation inside I. When all non-extremal
vertices are selected into I, then Figure 2 is what we can expect.
With an appropriate choice of I, e.g., one that ensures e˜ 6⊆ I for all e˜ ∈ Eactvh [I], however,
the injective property of Γ will follow from the two properties stated in Lemma 3. Notice that
the set of vertices with small fractional values is exactly one of such choices. In Section 5.3 we
will illustrate how the mapping Γ is used to obtain a tight approximation result.
In the following we discuss the technique we use to build this lemma and the intuitions
behind. A formal proof to this lemma is provided in Section C for further reference.
Extreme points of the VC-HC polytope. Lemma 3 can be seen as a recast of the well-
established Carathe´odory’s theorem [29] in the language of VC-HC polytope. Intuitively, it says
that: A vertex-to-edge correspondence with strong separation guarantee exists at places where
the the VC constraint is inactive.
3We would like to refer the reader to the previous section for the definitions of non-extremal vertices, active
subedges, and supporting(-ed) sets in order to fully-access the structural message in this lemma.
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Below we further elaborate this idea. Let p = (x,h) be an extreme point of the VC-HC
polytope and Var(I,D) denote the set of variables that are related to I, D and the edges in
E[I]. By Carathe´odory’s theorem, the variables in Var(I,D) are constrained by a set, with the
same cardinality, of linearly independent inequalities that hold with equality.
This gives a one-to-one (injective) correspondence between the variables and the constraints.
From the assumption that I is non-extremal and not supporting, it follows that:
(i) The variable xv must be constrained by either (1b) or (1d), for all v ∈ I.
(ii) The variable he,u, where he,u ∈ Var(I,D) such that e ∩ I 6= ∅ and u /∈ I, can only be
constrained by (1a) and (1b).
From (i) and the fact that the constraints extracted by Carathe´odory’s theorem are linearly
independent, we show that for each v ∈ I, an unique edge constraint, i.e., (1a), can be identified.
This gives the edge for Γ(v) to be defined. Then the main claim of this lemma is guaranteed
by (ii) and the injective property of the variable-to-constraint mapping.
To see that the vertices in D can be excluded from the subedges defined above, it suffices
to observe that for any v ∈ D, the only constraint for variable xv to be constrained is (1b),
i.e., v itself, since it is non-extremal and not supported by definition. Therefore it cannot be
included in any of these active subedges since their corresponding constraints have already been
occupied. The complete proof of this lemma is provided in Section C for further reference.
5.3 Establishing the Approximation Guarantee
In this section we describe how Lemma 3 is used to obtain our tight approximation guarantee.
Let pˆ = (xˆ, hˆ) denote the basic optimal solution computed in the final iteration of the algorithm.
Consider the two sets
I :=
{
v : v ∈ V, 0 < xˆv < 1
f
}
and D :=
{
v : v ∈ V, 1 < xˆv < mv
}
.
It follows that eactvh 6⊆ I for all e such that eactvh ∩ I 6= ∅. Therefore condition (ii) of Lemma 3
implies that Γ will be injective, i.e., Γ(u) 6= Γ(v) whenever u 6= v, and thereby defines an
equivalence relation in V \ I with respect to I, witnessed by the active subedge Γ(v) for each
v ∈ I. See also Figure 3 for an illustration of this partition.
Consider the active subedge Γ(v) for some v ∈ I. By Lemma 3, we know that Γ(v) contains
no vertices in D, since Γ(v) /∈ Eactvh [D]. It follows that, for each u ∈ Γ(v), either xˆu = mu or
xˆu ≤ 1 will hold. For the former case, the rounding cost of v can be absorbed by u, since we
have mu ≥ 1 and f ≥ 2. Below we consider the case that xˆu ≤ 1 for all u ∈ Γ(v).
D
I
ut ut ut· · ·
bc bc · · · bc
v1
v2 v|I|
bc · · · bc
· · ·
bc · · · bc
Γ(v1) \ I Γ(v2) \ I Γ(v|I|) \ I
Figure 3: A partition of vertices in V \ I, witnessed by the active subedges {Γ(vi)}1≤i≤|I|
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Suppose that xˆu ≤ 1 for all u ∈ Γ(v). Let e be an edge whose active subedge is exactly
Γ(v). From the constraint (1a) we have
∑
u∈Γ(v) hˆe,u = 1. Since we know that xˆu is small for
all u ∈ Γ(v) ∩ I, it follows that
xˆv +
∑
u∈Γ(v)\I
xˆu ≥ 1−
∑
u∈(Γ(v)∩I)\{v}
xˆu ≥ 1− 1
f
·
∣∣∣ (Γ(v)∩ I) \ {v} ∣∣∣ ≥ 1
f
·
∣∣∣ (Γ(v) \ I)∪ {v} ∣∣∣,
where in the last inequality we use the fact that
∣∣(Γ(v) ∩ I) \ {v}∣∣ = ∣∣Γ(v)∣∣− ∣∣(Γ(v) \ I) ∪ {v}∣∣
and
∣∣Γ(v)∣∣ ≤ ∣∣e∣∣ ≤ f . Therefore the rounding cost incurred by v and vertices in Γ(v) \ I can be
bounded within f · (xˆv +∑u∈Γ(v)\I xˆu), for any f ≥ 2.
We remark that the exclusion of D from the image of Γ is crucial in obtaining a tight
approximation for f = 2, i.e., the normal graphs. The reason is that, rounding up medium-
sized vertices, e.g., u with 1 < xˆu < 1 + 1/2, already results in a factor of 2, rendering them
unable to absorb additional rounding cost incurred by small vertices. A formal proof for the
approximation guarantee is provided in Section B.2 for further reference.
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Input: an instance Π = (V,E, c,m,d) for VC-HC.
Output: an f -approximation (x∗,h∗) for Π, where f = maxe∈E |e|.
Step 1. Let E = E.
Set h′e,v = 0 for all e ∈ E, v ∈ e and
{
`v = 0,
c′v = cv,
for all v ∈ V .
Step 2. Repeat the following procedure:
(2.a) Solve LP
(
(E , `, c′)
)
for a basic optimal solution (x,h).
(2.b) Let I :=
{
v : v ∈ V, 0 < xv < 1f
}
.
(2.c) For each e ∈ E , define T (e) :=
{
v : v ∈ e \ I, 0 < he,v = xv
}
.
(2.d) Go to Step 3 if
⋃
e∈E T (e) = ∅.
(2.e) For each e ∈ E such that T (e) 6= ∅, do
i. Pick an arbitrary v ∈ T (e) and set h′e,v = 1.
ii. For all v ∈ T (e), decrease c′v by de and set `v = xv.
iii. Remove e from E .
Step 3. For any v ∈ V and any e ∈ E[v], define
x∗v :=
⌈
xv
⌉
and h∗e,v :=
{
he,v, if e ∈ E ,
h′e,v, otherwise.
Output (x∗,h∗).
Figure 4: Algorithm Tight-VC-HC.
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Round up p
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Figure 5: Overview of Algorithm Tight-VC-HC.
A Algorithm Tight-VC-HC
In this section, we formally describe our tight approximation algorithm for VC-HC.
Let Π = (V,E, cv,mv, de) denote the input instance of VC-HC. In the algorithm we start
with a trivial initial parameter tuple Ψ = (E,0, c). As the algorithm iterates, the tuple Ψ is
refined gradually until we have a nice parameter tuple which makes Lemma 3 applicable. In
this case we round up the solution given by LP(Ψ) and stop. An overview of the algorithm is
given in Figure 5. Below we describe the algorithm in details.
For a given parameter tuple Ψ = (E , `, c′), the algorithm solves LP(Ψ) for a basic optimal
solution p = (x,h). Consider the set I :=
{
v : v ∈ V, 0 < xv < 1f
}
. For any e ∈ E , let
T (e) :=
{
v : v ∈ e \ I, 0 < he,v = xv
}
denote the set of vertices in V \I which e is supporting. If⋃e∈E T (e) is empty, then no refinement
is required and we proceed to the rounding stage. Otherwise, Ψ is refined as follows:
• Fold in supporting edges. For each e ∈ E such that T (e) 6= ∅, we fold e into T (e) and
modify Ψ as follows. For each v ∈ T (e) we subtract de from c′v and set `v to be xv.
Afterwards we remove the edge e from E .
Note that, in the folding process, we implicitly assign the edge e to some particular
v ∈ T (e) and round down the assignment to zero for the remaining. Since 0 < he,v = xv
and
de · he,v ≤
∑
e′∈E[v]
de′ · he′,v ≤ c′v · xv
hold for any v ∈ T (e), we have de ≤ c′v. Provided that vertex v is to be rounded up later
in the final stage, the validity of this process is thereby guaranteed.
If any refinement is made, this process repeats with the refined tuple of parameters. Other-
wise we proceed to the rounding stage.
Final rounding of the vertices. Let p˜ = (x˜, h˜) denote the basic optimal solution computed
before the algorithm enters the rounding stage and Ψ˜ = (E , `, c′) denote the corresponding
parameter tuple. Let h′ denote the rounded assignment function for the edges that are folded,
i.e., for all e ∈ E \ E , h′e,v is 1 for some particular v ∈ T (e) and zero for the remaining.
The final rounding is done as follows. For any v ∈ V and e ∈ E[v], define
x∗v :=
⌈
x˜v
⌉
and h∗e,v :=
{
h˜e,v, if e ∈ E ,
h′e,v, otherwise.
Then (x∗,h∗) is output as the solution.
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B Proof of Theorem 2
To prove Theorem 2, we show that
• Algorithm Tight-VC-HC terminates in O(|E|) rounds and outputs a feasible solution for
LP(Ψ0), where Ψ0 = (E,0, c) is the initial tuple.
• The output solution (x∗,h∗) is an f -approximation for VC-HC.
Consider the first statement to be proved. Since in each round of the execution, either the
algorithm stops or at least one edge is folded. It follows that the algorithm must terminate in
O(|E|) rounds. Therefore it remains to prove the following:
– After each round, the refined tuple is feasible, i.e., the corresponding LP has a
non-empty feasible region. We prove this statement in Lemma 5.
– The output solution (x∗,h∗) is feasible for LP(Ψ0). This is proved in Lemma 6.
Then we establish the approximation guarantee of (x∗,h∗) in Section B.2.
Notations and basic properties. Let k denote the number of rounds the algorithm iterates
before entering the rounding stage. For 1 ≤ i ≤ k, we use the following notations to denote the
respective concepts we have in the ith iteration:
• Ψ(i) = ( E(i), `(i), c(i) ): The parameter tuple algorithm Tight-VC-HC maintains when it
enters the ith rounds. Here we have Ψ(1) = Ψ0 as a dummy notation for the initial tuple.
• p(i) = (x(i),h(i)): The basic optimal solution computed for LP(Ψ(i)).
• I(i): The set of vertices with small fractional values, i.e., I(i) := {v ∈ V : 0 < x(i)v < 1f }.
The following proposition states a sandwich property for `(i) which we will be using later.
Proposition 4. For any 1 ≤ i < k and any v ∈ V , we have `(i)v ≤ `(i+1)v ≤ x(i)v . Furthermore,
`
(i)
v > 0 implies that
1
f
≤ `(i)v ≤ 1.
Proof. For the first statment, it suffices to see that, in the algorithm, `
(i+1)
v equals either `
(i)
v or
x
(i)
v . In both cases it implies that `
(i)
v ≤ `(i+1)v ≤ x(i)v .
The second statement follows from the non-decreasing property of `(i) with respect to i and
the fact that `
(i)
v is updated only when v /∈ I and 0 < x(i)v = h(i)e,v for some e, which implies that
1
f
≤ x(i)v ≤ 1.
B.1 Feasibility of Tight-VC-HC
For any 1 ≤ i ≤ k and any edge subset E′ ⊆ E, we define the extended assignment h(i)|E′ of
h(i) with respect to the edge set E′ as follows. For any e ∈ E′ and any v ∈ e, let
(
h(i)|E′
)
e,v
:=
{
h
(i)
e,v, if e ∈ E(i),
0, otherwise.
The following lemma shows that, the feasible region of LP(Ψ(i+1)) is not empty for any 1 ≤ i < k.
Therefore the computation for p(i) results in a valid solution for all 1 ≤ i ≤ k.
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Lemma 5.
(
x(i),h(i)|E(i+1)
)
is feasible for LP(Ψ(i+1)), for any 1 ≤ i < k.
Proof. We show that, if p(i) is feasible for LP(Ψ(i)), then the solution
(
x(i),h(i)|E(i+1)
)
will
be feasible for LP(Ψ(i+1)). Note that, the validity of the base case, i = 1, follows from the
assumption that the input instance is feasible.
In the following, we show that
(
x(i),h(i)|E(i+1)
)
does not violate the constraints in LP(Ψ(i+1)).
• Since E(i+1) ⊆ E(i), it follows that (h(i)|E(i+1))e,v = h(i)e,v for all e ∈ E(i+1) and all v ∈ e.
Therefore the constraints (1a) and (1d) hold directly for all e ∈ E(i+1) and v ∈ e.
• Consider the constraint (1c). We have x(i)v ≤ mv since p(i) is feasible for LP(Ψ(i)). By
Proposition 4 we know that `
(i+1)
v ≤ x(i)v . Hence the constraint (1c) holds for all v ∈ V .
• It remains to verify that the constraint (1b).
For any v ∈ V , let t(i)(v) denote the set of edges in E(i) \ E(i+1) that support v in p(i). It
follows that
c(i)v −
∑
e∈t(i)(v)
de ≤ c(i+1)v .
Expanding constraint (1b) for v, we have∑
e∈E(i+1)[v]
de ·
(
h(i)|E(i+1)
)
e,v
=
∑
e∈E(i)[v]
de · h(i)e,v −
∑
e∈E(i)[v]\E(i+1)[v]
de · h(i)e,v
≤
∑
e∈E(i)[v]
de · h(i)e,v −
∑
e∈t(i)(v)
de · h(i)e,v
≤
(
c(i)v −
∑
e∈t(i)(v)
de
)
· x(i)v
≤ c(i+1)v · x(i)v .
Therefore the constraint (1b) holds for all v ∈ V and this lemma is proved.
Let h′ denote the assignment function defined in the algorithm for the edges that have been
folded. The following lemma shows that the output solution (x∗,h∗) is feasible for LP(Ψ0).
Lemma 6. The solution p =
( ⌈
x(k)
⌉
, h(k)|E + h′|E
)
is feasible for LP(Ψ0).
Proof. We show that p does not violate the constraints in LP(Ψ0).
1. For the constraint (1a), it suffices to see that: (i) For any e ∈ E(k), (h′|E)e,v = 0 for all
v ∈ e. Therefore ∑
v∈e
(
h(k)|E + h′|E
)
e,v
=
∑
v∈e
h(k)e,v = 1.
(ii) For any e ∈ E \ E(k), we know that (h(k)|E)e,v = 0 for all v ∈ e and
∑
v∈e h
′
e,v = 1 by
the definition of h′. Hence constraint (1a) holds for all e ∈ E.
2. Consider the constraint (1b) for any v ∈ V . We consider two cases.
(i) If x
(k)
v = 0, then we have h
(k)
e,v = 0 for all e ∈ E(k).
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Since `
(1)
v = 0, by Proposition 4 we have `
(i)
v = 0 for all 1 ≤ i ≤ k. This means that v is
not supported by any edge in p(i) for all 1 ≤ i ≤ k. Hence (h′|E)e,v = 0 for all e ∈ E[v].
Therefore, ∑
e∈E[v]
de ·
(
h(k)|E + h′|E
)
e,v
= 0 = cv ·
⌈
x(k)v
⌉
,
and the constraint (1b) holds for v.
(ii) Consider the case x
(k)
v > 0. We have∑
e∈E[v]
de ·
(
h(k)|E + h′|E
)
e,v
=
∑
e∈E(k)[v]
de · h(k)e,v +
∑
e∈E[v]\E(k)
de · h′e,v
≤ c(k)v · x(k)v +
∑
e∈E[v]\E(k) : h′e,v=1
de
≤
(
c(k)v +
∑
e∈E[v]\E(k) : h′e,v=1
de
)
·
⌈
x(k)v
⌉
≤ cv ·
⌈
x(k)v
⌉
.
Therefore the constraint (1b) holds for v as well.
3. Consider the constraint (1c) for any v ∈ V .
By Proposition 4, we know that `
(i)
v is non-decreasing on i. Therefore it follows that⌈
x(k)v
⌉
≥ x(k)v ≥ `(k)v ≥ `(1)v = 0.
On the other hand, since mv is integral and since x
(k)
v ≤ mv, it follows that
⌈
x
(k)
v
⌉
≤ mv
as well. Hence constraint (1c) holds for all v ∈ V .
4. Consider the constraint (1d) and any e ∈ E, v ∈ e.
If e ∈ E(k), then we have (h(k)|E+h′|E)e,v = h(k)e,v ≤ x(k)v ≤ ⌈x(k)v ⌉ and the constraint (1d)
holds naturally for e, v.
If e /∈ E(k), then (h(k)|E + h′|E)e,v = h′e,v. By the definition of h′, we know that h′e,v > 0
implies that 0 < h
(i)
e,v = x
(i)
v and `
(i)
v = x
(i)
v for some 1 ≤ i < k. Therefore
h′e,v = 1 ≤
⌈
x(i)v
⌉
=
⌈
`(i)v
⌉
≤
⌈
`(k)v
⌉
≤
⌈
x(k)v
⌉
.
On the other hand, if h′e,v = 0, then constraint (1d) holds trivially. In both cases, we
know that it holds for e and v.
B.2 Approximation Guarantee
In this section we show that (x∗,h∗) gives an f -approximation. Since x∗v =
⌈
x
(k)
v
⌉
for all v ∈ V ,
we will prove in Lemma 8 that ∑
v∈V
⌈
x(k)v
⌉
≤ f ·
∑
v∈V
x(1)v .
Consider the two sets I(k) and D :=
{
v : v ∈ V, 1 < x(k)v < mv
}
. By their definitions
and Proposition 4, we know that I(k) and D are mutually disjoint, and they consist of only
non-extremal vertices. Furthermore, I(k) is not supporting and D is not supported.
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DI(k)
ut ut ut· · ·
bc bc · · · bc
v1
v2 v|I(k)|
bc · · · bc
· · ·
bc · · · bc
Γ(v1) \ I(k) Γ(v2) \ I(k) Γ(v|I(k)|) \ I
(k)
Figure 6: An illustration on the partition given by Γ.
Therefore, by Lemma 3, there exists a mapping
Γ: I(k) 7→
(
E(k)
)actv
h(k)
[
I(k)
]
\
(
E(k)
)actv
h(k)
[
D
]
(2)
such that: (i) v ∈ Γ(v) for all v ∈ I(k), (ii) for any u, v ∈ I(k) with u 6= v, we have(
Γ(u) \ I(k)
)
∩
(
Γ(v) \ I(k)
)
= ∅. (3)
See also Figure 6 for an illustration. Note that, since we have x
(k)
v < 1/f for all v ∈ I(k), it
follows that ∑
v∈e∩I(k)
h(k)e,v < 1, and therefore e
actv
h(k)
6⊆ I(k) for all e ∈ E(k).
Hence it follows that Γ(v) \ I(k) 6= ∅ for all v ∈ I(k). In the following we will use the vertices in
Γ(v) \ I(k) to help absorb the rounding cost of v.
For any v ∈ I(k), define pi(v) :=
(
Γ(v) \ I(k)
)
∪ {v}. The following lemma bounds the
rounding cost for the vertices included by an individual pi(v).
Lemma 7. Provided that f ≥ 2, we have∑
u∈pi(v)
⌈
x(k)u
⌉
≤ f ·
∑
u∈pi(v)
x(k)u , for any v ∈ I(k).
Proof. From the Condition (2) above, we know that Γ(v) contains no vertices in D. Since
pi(v) ⊆ Γ(v), it follows that pi(v) ∩ D = ∅ as well. Depending on the elements of pi(v), we
consider two cases.
• If there exists some u ∈ pi(v) with x(k)u = mu, then we have⌈
x(k)v
⌉
+
⌈
x(k)u
⌉
= 1 +mu ≤ f ·
(
x(k)v + x
(k)
u
)
,
since f ≥ 2 and mu ≥ 1. For the remaining vertices u′ ∈ pi(v) \ {u ∪ v}, we know that
x
(k)
u′ ≥ 1/f since u′ ∈ Γ(v) \ I(k) by definition of pi. Hence
⌈
x
(k)
u′
⌉
≤ f · x(k)u′ , and the
statement of this lemma holds.
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• Consider the other case that x(k)u 6= mu for all u ∈ pi(v). Then we know that x(k)u ≤ 1 for
all u ∈ pi(v) and hence ∑
u∈pi(v)
⌈
x(k)u
⌉
=
∣∣∣pi(v)∣∣∣ . (4)
In the following we bound |pi(v)|. Let e ∈ E(k)[v] be an edge such that Γ(v) = eactv
h(k)
. Such
an edge exists since Γ(v) is the active subedge of certain edge in E(k)[I(k)] which also
contains v. It follows that pi(v) ⊆ Γ(v) ⊆ e.
We have ∑
u∈pi(v)
x(k)u ≥
∑
u∈pi(v)
h(k)e,u = 1−
∑
u∈Γ(v)\pi(v)
h(k)e,u (5)
where the first inequality follows from constraint (1d) and the second equality follows from
constraint (1a) for e.
Since Γ(v) \ pi(v) ⊆ I(k) by the definition of pi(v), it follows that
1−
∑
u∈Γ(v)\pi(v)
h(k)e,u > 1−
1
f
·
∣∣∣Γ(v) \ pi(v) ∣∣∣ ≥ 1
f
·
∣∣∣pi(v)∣∣∣ , (6)
where in the second inequality we use the fact that |Γ(v)| ≤ |e| ≤ f , which implies that
1− 1f · ( |Γ(v)| − |pi(v)| ) ≥ 1f · |pi(v)|. Combining (4), (5), and (6), we obtain∑
u∈pi(v)
⌈
x(k)u
⌉
=
∣∣∣pi(v)∣∣∣ ≤ f · ∑
u∈pi(v)
x(k)u
as claimed.
The following lemma establishes the approximation guarantee for the solution (x∗, h∗).
Lemma 8. Provided that f ≥ 2, we have∑
u∈V
⌈
x(k)u
⌉
≤ f ·
∑
u∈V
x(1)u .
Proof. From the definition of pi, we know that pi(u) ∩ pi(v) = ∅ for any u, v ∈ I(k) with u 6= v.
Furthermore, for any u ∈ V \⋃v∈I(k) pi(v), we have x(k)u ≥ 1/f whenever x(k)u > 0.
Therefore, combining with Lemma 7, we have∑
u∈V
⌈
x(k)u
⌉
=
∑
v∈I(k)
∑
u∈pi(v)
⌈
x(k)u
⌉
+
∑
u∈V \⋃
v∈I(k) pi(v)
⌈
x(k)u
⌉
≤
∑
v∈I(k)
f ·
∑
u∈pi(v)
x(k)u + f ·
∑
u∈V \⋃
v∈I(k) pi(v)
x(k)u
≤ f ·
∑
u∈V
x(k)u .
By Lemma 5,
∑
u∈V x
(i+1)
u ≤
∑
u∈V x
(i)
u holds for all 1 ≤ i < k, since x(i) is feasible for
LP(Ψ(i+1)) while x(i+1) is optimal for LP(Ψ(i+1)). Therefore∑
u∈V
⌈
x(k)u
⌉
≤ f ·
∑
u∈V
x(k)u ≤ f ·
∑
u∈V
x(1)u
as claimed.
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C Proof of Lemma 3
In this section we prove our main technical tool Lemma 3. We remark that, throughout this
proof, we will assume the following prerequisite (as stated in the lemma):
1. Ψ = (E, `, c) denotes the considered parameter tuple,
2. p = (x,h) is an extreme point solution for Q(Ψ), and
3. I and D are two disjoint sets of non-extremal vertices (with reference to the point p) such
that I is not supporting and D is not supported.
With the prerequisite above, the proof proceeds as follows. First in Section C.1 we identify a
matrix M˜ from the constraint matrix of Q(Ψ) according to I and D together with the set of
constraints they have involved in. From the matrix M˜ we show in Section C.2 that a mapping
with nice and restricted behavior can be extracted for the final mapping Γ to be defined in
Section C.3.
C.1 The constraint matrix of Q(Ψ) and the matrix M˜
Let M denote the coefficient matrix for the constraints in Q(Ψ) and M(Eqs) denote the submatrix
formed by the constraints that hold with equality at the considered extreme point p. The
following proposition states an equivalent form of a classical characterization on the extremality
of p which we will be using throughout the proof.
Proposition 9. M(Eqs) has a rank equal to the number of variables in Q(Ψ).
In the following, we first identify the sets of variables and constraints that are relative to
I and D. Then we show that, by properly simplifying the constraints, a matrix M˜ with a full
column rank and nice structural property can be identified.
Relative variables and constraints. Consider two sets X and H of variables defined as
X := { xv : v ∈ I ∪ D } and H :=
{
he,v : e ∈ E[I] such that v ∈ eactvh
}
.
Let Eqs(X,H) denote the set of constraints in which the variables in X ∪H have involved and
which also hold with equality. We classify the equalities of Eqs(X,H) by considering the four
categories of constraints in Q(Ψ) as follows:
• For the constraint (1a), we use
C(E) :=
{
e :
∑
v∈e he,v = 1 ∈ Eqs(X,H)
}
to denote the the set of edges whose constraints are in Eqs(X,H). Note that, it follows that
C(E) = E[I], since for any e ∈ E[I], at least one variable of the constraint ∑v∈e he,v = 1
is included in H by definition.
• For the constraint (1b), we use
C(V ) :=
{
v :
∑
e∈E[v] de · he,v ≤ cv · xv ∈ Eqs(X,H)
}
to denote the set of vertices whose capacity constraints are in Eqs(X,H).
• Since I and D are non-extremal, it follows that `v < xv < mv for all xv ∈ X. Therefore
the constraint (1c): `v ≤ xv ≤ mv does not appear in Eqs(X,H) for all v ∈ I ∪ D.
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• For the constraint (1d), since he,v > 0 for all he,v ∈ H, the constraint 0 ≤ he,v does not
appear in Eqs(X,H) for all e ∈ E and v ∈ e. On the other hand, we use
C(E×V ) :=
{
(e, v) : xv ∈ X, he,v ∈ H, he,v ≤ xv ∈ Eqs(X,H)
}
to denote the set of supporting constraints in Eqs(X,H). Since I is not supporting and
D is not supported, we know that (e, v) ∈ C(E×V ) implies that v ∈ I.
Note that, from the classification above, it follows that Eqs(X,H) = C(E) ∪ C(V ) ∪ C(E×V ). Let
H∗ := H \
{
he,v : (e, v) ∈ C(E×V )
}
denote the set of variables in H that does not correspond to a supporting constraint. For the
simplicity of notations, we will also use H∗ to denote the set of pairs (e, v) such that he,v is
contained in H∗, when there is no confusion in the context.
The coefficient matrix M(X,H). Let M(X,H) denote the submatrix of M(Eqs) that is formed
by X ∪H and Eqs(X,H).
X,H︷ ︸︸ ︷
M(Eqs) =

. . . M(X,H)
· · · 0

}
Eqs(X,H)
Provided the above classification for constraints in Eqs(X,H) and the definition of H∗,
the matrix M(X,H) can be written as follows, where the submatrices M
(1)
C(E×V ) and M
(2)
C(E×V ) are
described in Figure 7.
he,v, he,v, xv, xv,
(e, v) ∈ C(E×V ) (e, v) ∈ H∗ v ∈ I v ∈ D
M(X,H) =

... ...
0 0
... 0
0 0 MDC(V )
M
(1)
C(E×V ) 0 M
(2)
C(E×V ) 0

C(E) : ∑he,v = 1
C(V ) : ∑ de · he,v ≤ cv · xv
C(E×V ) : he,v ≤ xv
For the submatrix MDC(V ) , consider the column to which the variable xv corresponds for any
v ∈ D. Since M(Eqs) has full column rank and since xv does not appear in the constraints of
C(E) and C(E×V ), it follows that v must be in C(V ).4 Therefore the matrix MDC(V ) can be written
as a diagonal matrix with coefficients
{− cv}v∈D on its diagonals.
4Otherwise, the column xv would be a zero vector, a contradiction.
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xv1 xv2 · · · xvk · · · xv|I|
[
M
(1)
C(E×V ) M
(2)
C(E×V )
]
=

Iv1
0
−1
−1···−1 0
0
Iv2
−1···−1
0
. . .
0
. . .
Ivk
−1···−1

(e, v1) ∈ C(E×V )
(e, v2) ∈ C(E×V )
...
(e, vk) ∈ C(E×V )
Figure 7: The matrices M
(1)
C(E×V ) and M
(2)
C(E×V ) , where Ivi denotes the identity matrix with
dimension
∣∣{e : (e, vi) ∈ C(E×V )}∣∣.
Reduced constraints C˜(E) and C˜(V ), and the submatrix M˜ . Use the identity elements
in the diagonal of M
(1)
C(E×V ) as pivots and perform row reduction (Gaussian elimination on the
rows) on M(X,H). Let the resulting matrix be M
′
(X,H). Note that, in this process, we literally
replace the variable he,v with xv in the constraints C(E) and C(V ) for all (e, v) ∈ C(E×V ). In
particular, for each e ∈ C(E), the constraint ∑v∈e he,v = 1 is replaced by the constraint5∑
v such that
(e,v)∈H∗
he,v +
∑
v such that,
(e,v)∈C(E×V )
xv = 1. (7)
Similarly, for each v ∈ C(V ), the original constraint is replaced by
∑
e∈E[v] such that
(e,v)/∈C(E×V )
de · he,v ≤ c′v · xv, where c′v = cv −
∑
e such that,
(e,v)∈C(E×V )
de. (8)
We use C˜(E) and C˜(V ) to denote the updated version of the constraints, i.e., (7) and (8), in C(E)
and C(V ), respectively.
Let M˜ denote the submatrix of M ′(X,H) formed by the rows belonging to C˜(E)∪ C˜(V ) and the
columns belonging to X ∪H∗. Lemma 10 follows from the extremality of p and the fact that
the constraints in C(E×V ) are linearly independent.
Lemma 10. M˜ has full column rank.
Proof. By Proposition 9, the column vectors of the matrix M(Eqs) are linearly independent.
Therefore, the column vectors in the submatrix M(X,H) are also linearly independent as they
do not involve in constraints other than those in Eqs(X,H).
Since M(X,H) contains an identity matrix, i.e., M
(1)
C(E×V ) , by Gaussian elimination we know
that, taking out the rows and the columns that belong to M
(1)
C(E×V ) from M(X,H) would have
decreased its rank by exactly the dimension of M
(1)
C(E×V ) , i.e.,
∣∣ C(E×V ) ∣∣.
5Note that, in Equation (7) we also drop out he,v for all e ∈ C(E) and v ∈ e \ eactvh since by definition they are
zero at the considered extreme point p.
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M ′(X,H) :
 0 M˜
M
(1)
C(E×V ) · · ·
 =⇒
 0 M˜
M
(1)
C(E×V ) 0

Therefore M˜ has a full column rank as well.
C.2 Mapping obtained from extremality of p
In the following we consider the matrix M˜ . Since M˜ has full column rank, for each column j
of M˜ there exists a distinct row i such that M˜(i, j) is non-zero6, i.e., the existence of distinct
pivot for each column. Let
σ : X ∪H∗ 7→ C˜(E) ∪ C˜(V )
denote one of such mappings. Note that σ is injective, i.e., for all r, s ∈ X ∪H∗, r 6= s implies
that σ(r) 6= σ(s). For each xv ∈ X, define a mapping pi : X 7→ X ∪H∗ as follows.
pi(xv) :=
{
he,v, for any e such that (e, v) ∈ H∗, if v ∈ I and σ(xv) = v,
xv, otherwise.
The following lemma shows that pi is a well-defined function of mapping.
Lemma 11. For any v ∈ I with σ(xv) = v, there exists e such that (e, v) ∈ H∗.
Proof. Let v ∈ I be a vertex with σ(xv) = v. Since the image of σ is C˜(E) ∪ C˜(V ), from the
assumption that σ(xv) = v, we know that v ∈ C˜(V ).
Since v ∈ I, we know that the variables he,v for all e ∈ E[v] with he,v > 0 have been included
in H by its definition. Therefore the Constraint (8) for v can be written as∑
e such that
(e,v)∈H\C(E×V )
de · he,v = c′v · xv. (9)
If (e, v) ∈ C(E×V ) for all e such that (e, v) ∈ H, then the left hand side of (9) vanishes and we
have c′v · xv = 0. Since v ∈ I, v is non-extremal and it follows that xv > `v ≥ 0. Therefore
c′v must be zero. This means that, the row to which v corresponds in M˜ is a zero vector,
which renders it impossible to be mapped to by σ since it has no pivots for the column xv, a
contradiction. Hence, there must exist e such that (e, v) ∈ H and (e, v) /∈ C(E×V ), which in
turn implies that (e, v) ∈ H∗.
Consider the mapping (σ ◦ pi) : X 7→ C˜(E) ∪ C˜(V ). Since both σ and pi are injective, (σ ◦ pi)
is also injective. Lemma 12 provides an exact classification on the image of (σ ◦ pi).
Lemma 12. (σ ◦ pi)(xv) ∈ C˜(E) for all v ∈ I. In contrast, (σ ◦ pi)(xv) = v for all v ∈ D.
Proof. First we show that (σ ◦ pi)(xv) ∈ C˜(E) if v ∈ I. Depending on whether or not σ(xv) = v,
we consider two cases. If σ(xv) = v, then it suffices to show that σ(he,v) = e for all e such
that (e, v) ∈ H∗. Indeed, for any e such that (e, v) ∈ H∗, provided that v ∈ C˜(V ) (since it
is mapped by σ), the variable he,v appears in exactly two constraints in C˜(E) ∪ C˜(V ), i.e., the
constraint e and the constraint v, respectively. Since the constraint v is already occupied by xv
(in the mapping σ), it leaves e the only choice for he,v to occupy. See also Figure 8(a) for an
illustration.
6If not, the column reduction (Gaussian elimination on the columns) would have led to a rank less than
|X ∪H∗|, a contradiction to the fact that M˜ has a full column rank.
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◦ v ◦
◦ ◦ ◦ ◦
σ(xv) = v
(a)
v ◦ ◦ ◦
Γ(v) = (ev)
actv
h
◦ ◦ ◦ ◦
I
V \ I
(b)
Figure 8: The restricted behavior of the mapping σ. The arrow head shows the target to
which σ is mapping. (a) If the variable xv is mapped to v itself, then there exists non-empty
outward mapping to its incident edges. (b) When an edge constraint is occupied (mapped) by
the variable pi(xv), the remaining variables in the edge constraint have to map outward.
If σ(xv) 6= v, then (σ◦pi)(xv) = σ(xv) by definition. Since the variable xv involves in exactly
one constraint in C˜(V ), i.e., the constraint v itself, σ(xv) 6= v implies that σ(xv) must be in C˜(E).
This proves the first part of the statement.
To see that (σ ◦ pi)(xv) = v for all v ∈ D, it suffices to see that in the matrix M(X,H), and
hence the matrix M˜ , the column belonging to xv has one and only one non-zero element that
is located in the row belonging to the constraint v ∈ C˜(V ), i.e., in the diagonal matrix MDC(V ) .
Therefore we have (σ ◦ pi)(xv) = σ(xv) = v.
Lemma 12 shows that the mapping (σ ◦ pi) gives a distinct edge for each v ∈ I. The
following lemma provides properties for the “active ends” of these particular edges. Recall that
eactvh denotes the set of the active ends of the edge e.
Lemma 13 (Restricted Behavior of the Mappings). Consider the edge ev := (σ ◦pi)(xv) defined
for any v ∈ I. We have
1. v ∈ (ev)actvh for all v ∈ I.
2. σ(hev ,u) = u for any u ∈
(
ev
)actv
h
\ I.
Proof. Consider a vertex v ∈ I and the edge ev := (σ ◦ pi)(xv). From the Constraint (7) for ev
we know that ev is mapped either by the variable hev ,v with (ev, v) ∈ H∗ or the variable xv,
which in turn means that (ev, v) ∈ C(E×V ). Therefore (ev, v) ∈ H in both cases. It follows that
hev ,v > 0 and v ∈
(
ev
)actv
h
.
Below we prove the second part of this lemma. Since the constraint to which ev corresponds
is already occupied by pi(xv) (in the mapping σ), it follows that, the remaining variables of
X ∪H that appear in constraint ev must be mapped to constraints other than ev. In particular,
this statement holds for any u ∈ (ev)actvh \ I. If such a vertex u exists, the variable hev ,u would
have been contained in H since C˜(E) = E[I] and u ∈ (ev)actvh . Since I is not supporting, it
follows that hev ,u involves in at most two constraints, i.e., ev and u. Since ev is already mapped
by pi(xv), it follows that u must be included in C˜(V ) for hev ,u to be mapped to. This shows that
σ(hev ,u) = u. Figure 8(b) illustrates this argument.
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C.3 The mapping Γ
For each v ∈ I, define Γ(v) := ((σ ◦ pi)(xv))actvh . Below we show that Γ certifies the statement
of Lemma 3.
1. (Reflexive)
This follows directly from Lemma 13 and the definition of Γ.
2. (The image)
Consider a vertex v ∈ I. Since v ∈ ((σ ◦ pi)(xv))actvh = Γ(v) by the reflexive property, it
follows that
Γ(v) ∈ Eactvh [v] ⊆ Eactvh [I]. (10)
For any u ∈ D, from Lemma 12 we know that σ(xu) = u. Therefore, by Lemma 13, u
cannot belong to Γ(v) since u /∈ I and since the constraint u is already occupied by xu in
the mapping σ. This implies that Γ(v) /∈ Eactvh [u]. Since this holds for all u ∈ D, we have
Γ(v) /∈ Eactvh [D]. Combined with (10), it follows that
Γ(v) ∈ Eactvh [I] \ Eactvh [D].
3. (Closed under intersection.)
Consider any u, v ∈ I such that u 6= v. For any w ∈ Γ(u) ∩ Γ(v), if w /∈ I, then it follows
from Lemma 13 that σ(h(σ◦pi)(xu),w) = w and σ(h(σ◦pi)(xv),w) = w, a contradiction to the
injective property of σ. Therefore Γ(u) ∩ Γ(v) ⊆ I.
This proves Lemma 3.
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