Abstract. Hyperbolic cross approximations by some classical orthogonal polynomials/functions in both bounded and unbounded domains are considered in this paper. Optimal error estimates in proper anisotropic weighted Korobov spaces for both regular hyperbolic cross approximations and optimized hyperbolic cross approximations are established. These fundamental approximation results indicate that spectral methods based on hyperbolic cross approximations can be effective for treating certain high-dimensional problems and will serve as basic tools for analyzing sparse spectral methods in high dimensions.
Introduction.
Many scientific and engineering applications require solving high-dimensional partial differential equations (PDEs). Examples include fundamental equations in physics such as Boltzmann equations, Fokker-Planck equations, Schrödinger equations, and mathematical models in finance (cf., for instance, [2] and the references therein).
Current spectral methods for solving PDEs in multidimensions are usually based on tensor product formulation. Assuming N points are used in each direction, the total number of unknowns for the spatial variables is M = N d , where d is the dimension. Thus, even for problems with a moderate dimension, current computing power does not allow a reasonable full tensor product grid needed to resolve the physical solution. Another way to look at the difficulty is through the error decay rate in terms of total number of unknowns. Let X N be an approximation space based on the full tensor product grid with N points in each direction. A typical error estimate is of the form (1.1) inf
where H r is the usual Sobolev space, and the notation " " means "≤" up to a positive constant independent of N and u. Hence, the convergence rate deteriorates rapidly as d increases, leading to the so-called curse of dimensionality (cf. [5] ). Another viewpoint for the curse of dimensionality related to the full tensor grid is that it samples only M 1 d points in each coordinate, explaining why the approximation error usually decays as powers of M In order to understand better the crucial issues in high-dimensional approximation, we consider, for example, the d-dimensional Poisson-type equation (1.2) αu − Δu = f, x ∈ Ω = (−1, 1) d ; u| ∂Ω = 0, which has to be solved repeatedly in many high-dimensional applications at every time step and/or at every iteration of an iterative procedure. Let X N be a finite-dimensional space and I N an interpolation operator, both to be specified. A weighted spectral Galerkin method for (1.2) is to find u N ∈ X N such that
where ω is a positive weight function, and (·, ·) ω represents the weighted L 2 inner product. Then, in general, we have an error estimate of the form
(1.4)
The first term on the right-hand side is the best approximation error in X N , while the second term represents the integration/interpolation error. The main question is how to choose X N and I N such that (1.4) has a fast convergence rate with respect to the number of degrees of freedom in X N and that (1.3) can be solved efficiently. Let us first consider the choice of X N . It is well known (cf., for instance, [20, 21] ) that for multivariate periodic problems, the so-called hyperbolic cross space In fact, one can easily establish the following result (cf., for instance, [15] ). Since the cardinality of X N is of order M = N (log N ) d−1 (cf., e.g., [15] ), the above result indicates that the hyperbolic cross approximation error deteriorates very mildly as d increases. Therefore, it is natural, for nonperiodic problems, to choose X N to be the hyperbolic cross spaces associated with orthogonal polynomials/functions, such as Jacobi polynomials for bounded domains and Hermite and Laguerre functions for unbounded domains. Now let us consider the choice of the interpolation operator I N . Once the approximation space X N is fixed, one needs to choose a set of nodes Σ N such that the interpolation operator I N : C(Ω) → X N with (I N f )(x) = f (x) for all x ∈ Σ N is well defined, and more importantly, the transforms between the expansion coefficients in terms of the basis of X N and the function values at Σ N can be performed by a fast and stable algorithm. It has been observed (cf. [4, 19] ) that for multivariate periodic functions, one can define such an interpolation operator onto X N (defined in (1.5)) based on the sparse grids constructed by Smolyak's algorithm, and the forward and backward transforms can be performed by using the fast Fourier transform (FFT). Since the Fourier expansion (in θ) and the Chebyshev expansion (in x) are linked by the relation x = cos θ, it is natural, for nonperiodic problems, to define the interpolation operator based on the sparse grids Σ N constructed by Smolyak's algorithm based on the nested Chebyshev-Gauss-Lobatto quadrature. Thanks to the fact that the Chebyshev polynomials (resp., Chebyshev-Gauss-Lobatto points) are the image of trigonometric polynomials (resp., equally spaced points) under the mapping θ = cos −1 x, the transforms between the expansion coefficients in the Chebyshev hyperbolic cross X N and the function values at the Chebyshev sparse grid Σ N can also be performed in a fast and stable manner using the FFT.
Approximations by hyperbolic cross and sparse grid have received much attention in recent years (cf. [29, 30, 7, 14, 2] and the references therein). While most of the studies have concentrated on the h-type wavelet or finite element approximations (cf., for instance, [12, 22, 23, 10] or the p-type Fourier approximations (cf., for instance, [15, 13] ), only a few papers have been devoted to the polynomial approximations using sparse grids generated from the Chebyshev-Gauss-Lobatto points (cf., for instance, [3, 27] ). To the best of our knowledge, there is no systematical error analysis for hyperbolic cross approximations based on classical polynomials/functions. The main purpose of this paper is to establish optimal error estimates for the hyperbolic cross approximations with respect to some classical orthogonal polynomials/functions in anisotropic weighted Korobov spaces. In particular, we shall prove the following result for the Jacobi hyperbolic cross approximation. Theorem 1.2.
where the positive constant C depends on d and m, but is independent of N and u.
In the above, X N := X α,β N (cf. (2.33) and (2.34) below) is the hyperbolic cross approximation space associated with the Jacobi polynomials, and the space K l α,β (I d ) is the anisotropic Jacobi weighted Korobov space defined in (2.37) and (2.38) below. Note that the above result is analogous to Theorem 1.1 but here the proper functional spaces are the anisotropic Jacobi weighted Korobov spaces, instead of the spaces with bounded mixed derivatives in Theorem 1.1. The use of anisotropic weights allows us to obtain better convergence rates for functions with corner and boundary singularities (see, e.g., [10] ). The proof of Theorem 1.2 is given in section 2 (see Corollary 2.1), where an explicit estimate of the constant C is given. We shall also establish similar approximation results for hyperbolic cross approximations by Hermite and Laguerre functions.
The rest of the paper is organized as follows. In section 2, we consider both the full tensor grid and hyperbolic cross approximations based on Jacobi polynomials in Jacobi-weighted Korobov spaces. In section 3, we establish similar results for the hyperbolic cross approximations by Hermite and Laguerre functions in unbounded domains. As an example of applications, we construct the sparse spectral Galerkin method for Poisson-type equations in the hypercube in section 4, and we finish the paper with some concluding remarks in the last section.
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2. Hyperbolic cross approximation in Jacobi-weighted Korobov-type spaces. In this section, we study the Jacobi approximations in Jacobi-weighted Sobolev spaces and Korobov-type spaces using full grids and sparse grids.
Notation.
We first introduce some notation to be used throughout the paper.
• Denote by R (resp., N) the set of all real numbers (resp., positive integers), and let N 0 = N ∪ {0}. • For d ∈ N, we use boldface lowercase letters to denote d-dimensional multiindexes and vectors, e.g., and we use the following conventions:
• We denote
• Let Λ := (a, b) ⊂ R be a generic finite or infinite interval, and denote
, we denote the |k| 1 th (mixed) partial derivative by
In particular, we denote ∂ 2.2. Jacobi polynomials. Now, we recall some relevant properties of the Jacobi polynomials (cf. [28] 
β be the Jacobi weight function defined in I := (−1, 1). The one-dimensional Jacobi polynomials, denoted by J α,β n (x)(α, β > −1), are the eigenfunctions of the Sturm-Liouville problem,
with the corresponding eigenvalues
For α, β > −1, the family of Jacobi polynomials forms a complete orthogonal system in L 2 ω α,β (I), and hereafter we assume that they are normalized so that (2.7)
where δ nn is the Kronecker delta. An important property of the normalized Jacobi polynomials is
Applying this formula recursively leads to
where the factor
One verifies readily that for all n ≥ j + 1 ≥ 1 and α, β > −1,
Hence, λ α+j,β+j n−j is strictly descending with respect to j, and there holds
For notational convenience, we extend the definition of χ
We deduce from (2.7), (2.9), and (2.
are mutually orthogonal with respect to the weight function ω α+k,β+k , and
Defining the d-dimensional tensorial Jacobi polynomial and Jacobi weight function as
we derive from (2.9) and (2.14) that 
where n, k ≥ 0, α, β > −1, and
Formally, we have ∂
n , and by the orthogonality (2.17),
In what follows, we consider the approximation of functions in L 2 ω α,β (I d ) by multivariate Jacobi expansions.
Multivariate Jacobi approximations.
0 be an index set to be specified later, and define the finite-dimensional polynomial space:
Now, we analyze the error "π α,β N u−u" for several typical choices of Υ N , including the usual full tensor grid and the hyperbolic cross/sparse grid.
Jacobi approximations on the full grid. We first consider the ddimensional full tensor grid with the index set Υ
We define the d-dimensional Jacobi-weighted Sobolev space as an extension of the one-dimensional setting in [18] :
equipped with the norm and seminorm 25) where e j is the jth unit vector of
where c √ 2 for N 1. Proof. To simplify the presentation, we assume that α and β are constant vectors, and N ≥ m, since we are only interested in N 1. By (2.17)-(2.19) and (2.22), we have that for any 1 (2.27) where the index sets are
Now, we deal with the first summation. Clearly, for any n ∈ Λ 1,j N , there exists at least one index k (k = j) such that n k > N, so we obtain from (2.19) that
Similarly, we treat the second summation in (2.27) as
To obtain an explicit bound of the constants in terms of N, we recall Stirling's formula (cf. [9] ):
and we find from (2.10) that
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Therefore, for any 1 Remark 2.1. We note that error estimates for the full grid approximations have been derived previously by many authors (cf., for instance, [6, 8] ). However, the proof given above appears to be new. It is also much simpler and leads to more precise results in both norms on the left-and right-hand sides of (2.26).
We observe that the estimate on the full grid suffers from the curse of dimensionality, as the error decay rate with respect to M = N d deteriorates rapidly as d increases. To circumvent such a curse, we study below the so-called hyperbolic cross approximations (cf. [21] and the references therein).
Hyperbolic cross Jacobi approximations.
We now consider the finitedimensional space X α,β N corresponding to the hyperbolic cross index set:
For convenience, we denote the k-complement of Υ N in (2.33) by The following estimate on the cardinality of Υ H N can be found in, e.g., [11] and [15] .
Lemma 2.1.
where the constant We now turn to the estimation of the truncation error u − π α,β N u of the hyperbolic cross approximation. In contrast with the Sobolev-type space (2.24) for the full grid, a suitable function space to characterize the hyperbolic cross approximation is the Jacobi-weighted Korobov-type space,
with the norm and seminorm
Note the difference of the above definitions with those in (2.25). It is clear that K
By virtue of (2.19), the norm and seminorm of K The main result on the Jacobi hyperbolic cross approximation is stated below.
where D 1 = 1 for m = 0, and for m ≥ 1, u. Thus, we only need to estimate the maximum value in (2.44).
A direct calculation by using (2.10) and (2.16) yields
.
(2.45)
Notice that for any n ∈ Υ c N,m and 0 ≤ |l| ≤ m,
Next, we estimate the upper bound of the second product in (2.45). Note that g(i, j) is decreasing with respect to i, i.e.,
To obtain an upper bound independent of N, we define
Obviously, for m = 1, we have
For m ≥ 2, using the properties of quadratic functions, we find that
N .
A direct calculation leads to
A combination of the above facts gives (2.51)
which is valid for all n ≥ m ≥ 1 and N 1. Consequently, we derive from (2.45), (2.46), and (2.51) that Now, we deal with the second summation in (2.43).
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In this case, a little care has to be taken for the modes with n j < m. Notice that
For clarity, we split the index set {1 ≤ j ≤ d} = ℵ ∪ ℵ c with (2.53)
Clearly, ℵ ∩ ℵ c = ∅, and neither of these two index sets is empty. Define 
where the constant D 2 is given by
with D 1 being the same as in Theorem 2.2. The above result clearly indicates that the Jacobi-weighted Korobov-type spaces K l α,β (I d ) are the natural functional spaces for hyperbolic cross approximations. We note that the above result is in the same form as the result in Theorem 2.1, except that Jacobi-weighted Korobov norms are used here instead of the Jacobi-weighted Sobolev norms used in Theorem 2.1.
To characterize the error in terms of the dimensionality of the approximation space X α,β N , we find from Lemma 2.1 that for any ε > 0, and for N 1,
Therefore, as a direct consequence of Corollary 2.1, we have the following estimate. Corollary 2.2. For any ε > 0 and 0 ≤ l ≤ m,
Optimized hyperbolic cross Jacobi approximations.
While the use of the regular hyperbolic cross (2.34) significantly improved the convergence rate with respect to the number of unknowns, the curse of dimensionality is not completely broken as the convergence rate still deteriorates, albeit very slowly, as d increases (cf. (2.63) ). In order to completely break the curse of dimensionality, we consider the following family of spaces (cf. [7, 15] :
In particular, we have V 
where 
One verifies readily that
which, together with (2.71), implies that if
It remains to estimate the term in braces in (2.69). Observe that for any n ∈ Υ c N,m , we have
Hence, the product in braces with maximum taken over Υ 
Furthermore, (2.56) holds for the optimized hyperbolic cross.
Finally, a combination of the above estimates leads to the desired result.
Unlike the results for the regular hyperbolic approximation in Theorem 2.2, we cannot replace the norm on the left-hand side of (2.67) by the norm in K 
, and D 3 is the same as in Theorem 2.3.
The above result provides a convergence rate which is independent of dimension d for the approximation space V α,β N,γ . 2.4. Hyperbolic cross approximations by generalized Jacobi polynomials. As illustrated in [16, 17] , the use of generalized Jacobi polynomials (GJPs) greatly simplifies the analysis and implementation of spectral methods. We now show that the results established in the previous subsection can be extended to the case of GJPs with both indexes being integers.
We first recall the definition of GJPs in [16] . Let k, l ∈ Z (the set of all integers) and define (2.81)
The so-defined GJPs {J
More importantly, as with the classical Jacobi polynomials (cf. (2.8)), they satisfy the derivative relation:
where the explicit expression of d k,l n (behaves like O(n)) can be worked out by using Lemma 2.2 in [17] . Hence, {∂ r x J k,l n } are mutually orthogonal with respect to the (generalized) Jacobi weight function ω k+r,l+r . In view of these two important properties, we can extend the analysis and the results for the classical Jacobi polynomials to the GJPs. In particular, we can extend Theorem 2.2 to the cases with both indexes being arbitrary integers. 
where D 5 is a positive constant depending on d, k, l, μ, and m, but independent of N.
To avoid repetition, we leave the detail of the proof to the interested reader. Notice that the explicit dependence of D 5 on d can be worked out as in Theorem 2.2. In section 4, we shall consider the application of the above result with k = l = −1.
Hyperbolic cross approximations in unbounded domains.
In this section, we consider the hyperbolic cross approximations using Hermite and generalized Laguerre functions in unbounded domains.
Hyperbolic cross approximations by Hermite functions.
We first recall some basic properties of the Hermite polynomials (cf. [28] ) which are the eigenfunctions of the Sturm-Liouville problem:
with the corresponding eigenvalues γ n = 2n. They are normalized so that
The normalized Hermite polynomials satisfy
The univariate Hermite function is defined by
By (3.2), (3.5), and (3.6), {D
As shown in [25] , the use of the derivative operator D x simplifies the analysis and leads to more precise approximation results in Sobolev spaces. Indeed, we shall see that this also facilitates the analysis in Korobov spaces. Now, we define the multivariate Hermite functions:
and the differential operator:
. It is clear that
We define the Korobov-type space
with the norm and seminorm (3.12)
As before, we define the finite-dimensional hyperbolic cross space 
Proof. Since the proof with m = 0 is trivial, we assume m ≥ 1. For any u ∈ L 2 (R d ), we derive from (3.9)-(3.10) that
We now deal with the first term. By (3.10), 
Hence, the first summation on the right-hand side of (3.15) has the estimate
Following the proof for Case (ii) of Theorem 2.2, we are able to derive the estimate for the second summation on the right-hand side of (3.15):
This implies the desired result. Remark 3.1. An immediate consequence of the above theorem is (3.20)
where D 6 is certain positive constant depending on d, l, and m.
Hyperbolic cross approximations by Laguerre functions.
We start by recalling some properties of the (generalized) Laguerre polynomials, denoted by L (α) n (x), which are the eigenfunctions of the Sturm-Liouville problem:
with the corresponding eigenvalues λ n = n. They are mutually orthogonal and normalized so that
The normalized Laguerre polynomials satisfy the derivative relation:
, where the factor
n (x), α > −1, x ∈ R + . The above relation, together with (3.23), implies the following derivative formula.
Then we have that (3.22) and (3.26),
Define the multivariate (generalized) Laguerre functions as
and denote
We have (3.30)
Like (3.11), we define the Korobov-type space K
, equipped with the norm and seminorm
-orthogonal projection upon the hyperbolic cross
Following the same arguments as in the proof of the Jacobi and Hermite approximation results in Theorems 2.2 and 3.1, we can prove the following result.
where D 7 is a positive constant depending on d, l, and m. We leave the detail of the proof to the interested reader.
4. An application. As an application of the hyperbolic cross approximation, we consider the sparse Legendre-Galerkin approximation to the following elliptic equation in a d-dimensional hypercube:
where the constant ν ≥ 0, and f is a given function.
Denote by
As usual, the corresponding weak formulation is to find u ∈ H We derive the following convergence result for the scheme (4.4) by using Theorem 2.4 and a standard argument. 
On the other hand, by Theorem 2.4, By using the GJP J −1,−1 n (x), which is proportional to the usual basis functions L n−2 (x) − L n (x) used in the Legendre-Galerkin method [24] , the linear system resulting from (4.4) is sparse. However, one can no longer apply the usual technique (for the full grid) of matrix diagonalization/decomposition to efficiently solve this linear system. On the other hand, the integral on the right-hand side of (4.4) has to be approximated by a suitable quadrature or the function f has to be replaced by a suitable interpolation I N f . All of these implementation details as well as how to efficiently solve the resultant linear systems will be the subject of a forthcoming investigation [26] .
Concluding remarks.
We considered in this paper hyperbolic cross approximations using Jacobi polynomials for bounded domains and Hermite and generalized Laguerre functions for unbounded domains, and we established optimal error estimates in proper anisotropic weighted Korobov spaces for both regular hyperbolic cross approximations and optimized hyperbolic cross approximations. These results were proved systematically with a uniform approach that can be used to study the hyperbolic cross approximations by other orthogonal systems.
It was shown that for functions with regularity in the proper anisotropic weighted Korobov spaces, the convergence rates of regular hyperbolic cross approximations (in the proper anisotropic weighted Korobov spaces) deteriorate only very mildly with respect to the dimension d (cf. Theorems 2.2, 3.1, and 3.2). Moreover, the convergence rates of the optimized hyperbolic cross approximations are independent of the dimension d (cf. Theorem 2.3). These results are analogous to the results for hyperbolic cross approximations based on Fourier series (cf. [15] ), except that the proper functional spaces are the anisotropic weighted Korobov spaces, instead of the spaces with bounded mixed derivatives for periodic functions.
While we have only considered an application of the approximation results to a spectral Galerkin method for the Poisson-type equation in a hypercube, it is clear that these hyperbolic cross approximation results are of general interest and can be used for a large class of high-dimensional problems.
