Abstract. In this paper we present three meta-heuristic approaches for FPGA segmented channel routing problems (FSCRPs) with a new cost function in which the cost of each assignment is not known in advance, and the cost of a solution only can be obtained from entire feasible assignments. Previous approaches to FSCPs cannot be applied to this kind of cost functions, and meta-heuristics are a good option to tackle the problem. We present two hybrid algorithms which use a Hopfield neural network to solve the problem's constraints, mixed with a Genetic Algorithm (GA) and a Simulated Annealing (SA). The third approach is a GA which manages the problem's constraints with a penalty function. We provide a complete analysis of the three metaheuristics, by tested them in several FSCRP instances, and comparing their performance and suitability to solve the FSCRP.
Introduction
Field Programmable Gate Arrays (FPGAs) are a recently developed approach to the implementation of Application Specific Integrated Circuits (ASIC), which combine the flexibility of mask programmable gate arrays with the convenience of field programmability [6, 23] . FPGAs basically consist of regular arrays of routing networks, and logic cells, which can be programmed by users as logic modules in order to implement various types of logic functions [6] .
Among the different types of existing FPGA architectures, one of the most studied is the row-based segmented channel routing model [4, 7, 8, 11, 16, 18, 19] . This architecture consists of rows of logic cells and routing channels. The interconnection between the logic cell pins and external I/O pins is performed by a combination of vertical and horizontal signal lines in the routing channel, and is called a net [6] . Each vertical line is called a vertical segment, however, no vertical constraint is considered in this model. Each horizontal line is laid out along tracks of the channel, and it is divided into horizontal segments. The position and length of a horizontal segment is predefined, and may be different in every track. Nets can use the same track as long as no two nets share the same segment.
Programmable switches are located at each crossing point of vertical and horizontal segments, called cross-fuses, and others are located between two adjacent horizontal segments on the same track, called antifuses. Figure 1 shows an FPGA architecture formed by two rows of three logic cells, and one channel of three tracks. In this example, track 1 is composed of three horizontal segments separated by two antifuses. Imagine that two nets have to be routed, one connecting pins 1 and 3 and another one connecting pins 5 and 6. These two nets can be assigned to track 1 or 2 simultaneously, since they occupy different segments there. However, they cannot be assigned to track 3, because they would share segments in this track. If a net for pins 1 and 4 is assigned to track 1 or 2, the corresponding antifuse has to be programmed.
Various aspects of FPGAs have been previously studied. The FPGA segmented channel architecture was introduced by Gamal et al. in [7] . Green et al. formulated the FPGA segmented channel routing problem (FSCRP) in [7, 8, 19] and proved that it is NP-complete. Further work about the NP-completeness of the FSCRP was carried out by Li in [16] . Burman et al. presented and studied the staggered nonuniform length segmentation design problem for this architecture, in which a channel is divided into several regions, and each region consists of several tracks with equal length segments arranged in staggered fashion [4] . They also introduced a greedy algorithm in [4] and [23] called FSCR, which assigns each net to the track with the minimum cost among the available ones. This assignment is done sequentially, in descending order of nets length. Another greedy algorithm for the FSCRP was proposed by Roy [18] , which introduces a backtracking procedure in order to cope with the case of no feasible assignment of a net to a track. Another important approach for solving the FSCRP is due to Funabiki et al. [6] who proposed a Gradual Hopfield neural network which was shown to improve previous approaches to the FSCRP.
All the previous mentioned approaches to the FSCRP deal with routing problems in which the cost of assigning a given net i to a track j (w ij hereafter) is known a priori. That is, one can always calculate the cost associated with a given single assignment of a net to a track, without having an entire solution to the problem. All the greedy algorithms proposed for the FSCRP are based on this observation. Also, the Gradual neural network approach in 361 [6] involves several heuristics to improve its convergence which are based on the previous knowledge of the cost associated with the assignment. However, there are situations in which the cost associated with one single assignment is unknown until an entire solution is obtained. Take as an example the case in which the cost function involves relations among assignments or depends on the number of nets assigned to a track. In general, if the FSCRP cost function is such that f = f (X), where X is an entire solution of the problem, the previous approaches to the FSCRP cannot be applied. We call these cost functions non-standard cost functions for the FSCRP.
In this paper we propose and analyze three meta-heuristic algorithms to cope with FSCRPs with non-standard cost functions f = f (X). We propose two hybrid approaches which consist of a Hopfield Neural Network (HNN) for solving the FSCRP constraints, hybridized with two different global search heuristics for improving the quality of the solutions found by the HNN. The first global search heuristic we consider is a Genetic Algorithm (GA) [9] . The second one is a Simulated Annealing (SA) [15] . We also propose a GA with a penalty function for managing the problem's constraints. We will give the complete description of these three meta-heuristic, GAHNN, SAHNN, and GApenalty, comparing their performance in several FSCRP test problems.
The rest of the paper is organized as follows: in the next section we describe the FSCRP, and the non-standard functions we use in our work. Section 3 describes the three metaheuristic algorithms we propose. It is split in four subsections where we describe the HNN used, the GA and the SA algorithms used as global search heuristics in the hybrid approaches, and the GA with penalty function. In Section 4 we provide some simulations and results, comparing the performance of our proposed algorithms. Finally, Section 5 concludes the paper with some remarks.
Problem definition
In this section we provide the definition of the problem following the approach in [6] , and present the new class of cost functions this paper deals with.
Consider a FPGA segmented channel routing architecture with M tracks, L columns, and a set of N nets. An antifuse is placed between two columns on a track to form segments. The location of antifuses is given by a matrix F, in which an element f jk , j = 1, . . . , M, and k = 1, . . . s, L, is 1 if an antifuse is located between columns k and k + 1 in track j (see Figure 2(a) ), or 0 otherwise. Net i, i = 1, . . . , N, is denoted by a pair of leftmost and rightmost columns as (left i , right i ). The FSCRP consists of assigning each net to one and only one track, in such a way that two nets cannot be assigned to the same track if they share segments. Mathematically, the FSCRP can be defined as follows: Find an assignment X which minimizes f = f (X), subject to: and
where d jki is 1 if nets i and k are not allowed to share the same segment on track j, and 0 otherwise. Following [6] , d jki can be defined by
We now consider a small FSCRP problem instance.
An example
Figure 2(a) shows the instance, formed by a channel of 3 tracks and 10 columns, in which 5 nets have to be assigned for interconnecting columns. Six antifuses are located in this channel, and the matrix F of antifuses is given by f 12 = f 14 = f 17 = f 23 = f 34 = f 38 = 1, with the rest of the elements equal to 0. A feasible solution is depicted in Figure 2 (b).
FSCRP objective functions
Several objective functions can be considered when solving an FSCRP instance, depending on the FPGA designer's needs. Roy [18] and Funabiki et al. [6] proposed a cost function f which only depends on the number of programmed antifuses as:
and the cost of a given solution X would be
Another possible cost function is given by the maximum number of programmed antifuses per net. It is also possible to take into account the total occupied segment length as an objective function. All these objective functions are focused on reducing the delay associated with programming antifuses, and have been used before in the literature, so we call them standard objective measures for the FSCRP.
In this work we deal with a different set of objective functions in which the cost of a single assignment of a net to a track in unknown, until the complete solution is available. The importance of these functions is that they allow managing different priorities in the design of FPGAs, for example in situations in which, in addition to minimizing the number of programmed antifuses, the number of nets on each track have to be controlled. Other types of constraints involving relations between nets and tracks can be managed by using non-standard objective functions. Since, to our knowledge, there are no previous approaches managing this class of functions, we refer to them as non-standard objective functions for the FSCRP.
The most intuitive example of a non-standard objective function for the FSCRP consist in minimizing the number of antifuses programmed, having a balanced number of nets on each track.
where M j=1 bal j ensures that the assignment of nets to tracks is balanced over all the tracks. The term bal j can be defined as:
where N T is the required number of nets per track. Note that using this function, the cost of assigning one single net to a track cannot be calculated, since we have to have the entire solution to calculate the term M j=1 bal j . Note also that many other non-standard functions can be defined as cost functions for the FSCRP, depending on the FPGA designer necessities. Finally, since the use of non-standard cost functions reduces the amount of information available in advance, it seems reasonable to use "blind" search heuristics such as genetic algorithms or simulated annealing in order to solve the FSCRP.
Proposed approaches
In this section we describe the meta-heuristic approaches for the FSCRP with non-standard functions we propose. First we describe the hybrid approaches, presenting the HNN used and the global search heuristics (a GA and a SA). After this, we describe the GA with penalty function.
Hybrid approaches for the FSCRP

The Hopfield neural network.
The Hopfield network we use as a local search algorithm for solving the FSCRP constraints belongs to a class of binary Hopfield networks [24] where the neurons can only take values 1 or 0. The dynamics of this network depends on a matrix C which defines the minimum distance between two 1s in the network for each row, and on the initial state of the neurons. See [24] for further details. The structure of the HNN can be represented by a graph, where the set of vertices are the neurons, and the set of edges define the connections between the neurons. We map a neuron to every element in the solution matrix X. In order to simplify the notation, we shall also use matrix X to denote the neurons in the Hopfield network. The HNN dynamics can then be described in the following way: After a random initialization of every neuron with binary values, the HNN operates in a serial mode. This means that only one neuron is updated at a time, while the rest remain unchanged. Denoting by x ij (t) the state of a neuron at time t, the updating rule is described by:
where the isgn operator is defined by:
Note that the updating rule only takes into account neurons x pq with value 1 within a distance of c jip . The matrix C is an M × N × N matrix which encodes the problem's constraint given in Eqs. (1) and (2) . Its elements depend on the matrix of fuses F through the parameters d jki defined in Section 2:
Note that for each row in X, there is a N × N binary matrix which forces one and only one 1. However, there may be several 1s in the same column.
In the updating rule defined above, the neurons x ij are updated in their natural order, i.e.,
We introduce a modification of this rule by performing the updating of the neurons in a random ordering of the rows (variable i). This way the variability of the feasible solutions found will increase. Let π (i) be a random permutation of i = 1, 2, . . . , N. The new updating rule of the HNN is:
The resulting updating rule runs over the rows of X in the order given by the permutation π (i), but the columns are updated in natural order j = 1, 2, . . . , M.
A cycle is defined as the set of N × M successive neuron updates in a given order. In a cycle, every neuron is updated once following the given order π (i), which is fixed during the execution of the algorithm. After every cycle, the convergence of the HNN is checked. The HNN is considered converged if none of the neurons have changed their state during the cycle. The final state of the HNN dynamics is a potential solution for the FSCRP, which fulfils the problem's constraints given in Section 2. Note, however, that the solution found may be unfeasible if some net is not assigned.
Hybrid approach GAHNN:
The genetic algorithm. The GA we propose to be hybridized with the Hopfield network codifies a population of χ potential solutions for the FSCRP as binary strings of length N × M. Each string represents a different matrix X. The population is then evolved through successive generations by means of the application of the genetic operators selection, crossover and mutation [9] . Selection is the process by which individuals in the population are randomly sampled with probabilities proportional to their fitness values. We consider the selection mechanism known as roulette wheel, in which the probability of a given individual to survive to the next generation is directly proportional to its associated fitness as:
where I i represents an individual of the GA and f(·) is the associated fitness. An elitist strategy, consisting of passing the individual with the highest fitness to the next generation, is used in our algorithm to preserve the best solution found so far in the evolution. The set of individuals chosen in the selection procedure, of the same size as the initial population, is subjected to the crossover operation. First, the binary strings are coupled at random. Second, for each pair of strings, an integer position along the string is selected uniformly at random. Two new strings are composed by swapping the bits between the selected position and the end of the string. This operation is applied to the pair with probability P c . After the crossover operator, each individual in the GA population is considered for mutation, with a probability P m . Mutation consists of flipping the value of N f random chosen bits in the selected individual from 1 to 0 or vice versa.
Other previous approaches to combinatorial optimization problems using a hybrid scheme Hopfield Network-Genetic Algorithm are the works by Watanabe et al. [27] , Balicki et al. [2] , Bousoño-Calzón et al. [3] and Salcedo-Sanz et al. [21] .
The complete algorithm for the FSCPR, formed by the GA and the HNN described in Section 3.1.1, is summarized below: 3.1.3. Hybrid approach SAHNN: The simulated annealing. SA has been widely applied to solve combinatorial optimization problems [10, 14, 15, 26] . It is inspired by the physical process of heating a substance and then cooling it slowly, until a strong crystalline structure is obtained. This process is simulated by lowering an initial temperature by slow stages until the system reaches an equilibrium point, and no more changes occur. Each stage of the process consists of changing the configuration several times, until a thermal equilibrium is reached, and then a new stage starts, with a lower temperature. The solution of the problem is the configuration obtained in the last stage. In the standard SA, the changes in the configuration are performed in the following way: A new configuration is built by a random displacement of the current one. If the new configuration is better, then it replaces the current one, and if not, it may replace the current one probabilistically. This probability of replacement is high in the beginning of the algorithm, and decreases in every stage. The solution found by SA can be considered a "good enough" solution, but it is not guaranteed to be the best.
In this paper we consider the hybridization of a SA and the Hopfield neural network presented in Section 3.1.1 for solving the FSCRP. The main idea behind this is that configurations involved in the SA are feasible solutions for the FSCRP. The SA will then seek the best feasible solution with respect to a given cost function, in this case a non-standard cost function for the FSCRP.
There have been similar previous approaches to other optimization problems using a hybrid model Hopfield Network-Simulated Annealing as the works by Macías et al. [5] and Salcedo-Sanz et al. [22] , SA hybridized with other optimization procedures as the works by Kim et al. [13] and Yao [28] .
The most important parts in a SA algorithm are: the objective function to be minimized during the process, the chosen representation for solutions and the mutation or configuration change operator. The objective function to be minimized is the non-standard cost function for the FSCRP defined in Section 2.2. The representation of the problem is the assignment matrix X and the change from one configuration to another is performed by means of the standard flip mutation of a given number N f of bits in X.
The complete algorithm for the FSCPR, formed by the SA and the HNN described in Section 3.1.1, performs in the following way:
In SAHNN, k counts the number of iterations performed; T keeps the current temperature; T 0 is the initial temperature; T min is the minimum temperature to be reached; X stands for the current configuration and X mut for the new configuration after the mutation operator is applied; f represents the cost function considered (see Section 2.2); ξ is the number of changes performed for a given temperature T; f T is the freezer function; and α is a constant. Parameter α and the initial temperature T 0 are chosen to have an initial acceptance probability about 0.8, a value usually used. The freezer function is defined as
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The minimum temperature T min is calculated on the basis of the desired number of iterations as:
A GA with penalty function for the FSCRP
Finally, we propose another approach for the FSCRP, based on a GA with a penalty function for managing the problem's constraints. Instead of a binary representation, in this GA each solution X is encoded as an integer string of length N,x, such thatx i = j means that net i, i = 1, . . . , N has been assigned to track j, j = 1, . . . , M. Note that, using this encoding method, there will be no infeasible solutions due to unassigned nets to tracks, but only due to unfeasible assignments. The management of the problem's constraints is carried out by means of a term of penalty for solutions with infeasible assignments. We define the penalty function as the sum of two parts: First, a constant term is added to the fitness function in such a way that the fitness value of the best infeasible solution is greater than the fitness value of the worst feasible solution. The second term of the penalty is defined to be proportional to the number of infeasible assignments.
where numInf stands for the number of infeasible assignments and c is the penalty for one infeasible assignment, usually it is a parameter to be tuned for each problem. This way of managing the problem's constraints is well known for the GA research community, and has provided good results in different problems of combinatorial optimization with constraints [12, 17] .
The Selection and Crossover operators in this GA are the same as in our hybrid GAHNN approach (see Section 3.1.2). The mutation operator consists of changing the value of N f randomly chosen genes by a different value in {1, . . . , M}. The probability of mutating one individual is P m , equal to the probability of mutation in the GAHNN algorithm.
The complete algorithm for the FSCPR, can be summarized in the following way: 
Numerical examples and performance analysis
Generation of the test instances
In order to test the performance of our approaches to the FSCRP, twelve test instances of different length have been randomly generated. Table 1 shows the main characteristics of the instances tackled. There are 24 problems with different values for the number of nets, trucks and columns. The value of N T is equal to 4 for all the instances, so in the non-standard function we consider each track must have 4 nets assigned. The nets were generated for having lengths between 1 and 8, by means of randomly generation the values right i and left i for each net i. The matrix of fuses F was obtained by means of randomly assigning each element f ij = 1 with a probability of 0.7 or f ij = 0 with a probability of 0.3. If two 1s appeared together in the matrix, one of them was flipped into a 0. Also all the elements of the last column of matrix F, f iL , were fixed to 0. 
Results
We run each algorithm 30 times for each problem, keeping the best, average and standard deviation values provided by each algorithm. The parameters of the non-standard cost function considered are a = 0.6 and b = 0.4 (see Section 2.2). Using these values we give slightly more importance to the balance of nets in the channel than to the number of programmed antifuses. Other values of a and b are possible depending on the FPGA designer necessities. The GAHNN and GA with penalty function were run with a population of χ = 50 individuals, 300 generations. The probability of crossover and mutation were set to P c = 0.6 and P m = 0.01. In the SAHNN algorithm, the parameter ξ (maximum number of mutations within a given temperature) was fixed to 50, with a maximum number of iterations numIt = 300. This way all the meta-heuristics tested performed the same number of function evaluations. Table 2 shows the results obtained by the GAHNN, SAHNN and the GA with penalty function approaches. Table 3 shows the results of a t-test performed over the data obtained by the three compared algorithms. We perform this analysis in order to know if the differences in performance between algorithms are statistically significant or not. In the smallest Problems, 1 to 4, both hybrid approaches seem to perform better than the GA with penalty function, obtaining better results in best and average values in the 30 runs. The t-test values shown in Table 3 confirm this best performance of the hybrid approaches over the GA with penalty function. Note that the hybrid GAHNN performs statistically better than the SAHNN in Problems 1 and 4, whilst the performance of both algorithm is statistically equal for Problems 2 and 3. Figure 3 shows the best solution obtained by the GAHNN algorithm in Problem 1. Note that every track hold four nets, as was requested in the cost function by setting N T = 4.
In problems 5 to 8, the approach GAHNN performs clearly better than the SAHNN and GA with penalty function. It is easy to see that the SAHNN degrades its performance in this second set of test instances. In fact, the GA with penalty function performs better than SAHNN in Problems 5 and 7, whereas there were no difference between both algorithms performance in Problems 6 and 8.
In Problems 9 to 12 the SAHNN algorithm performs significantly worse than the GAHNN and the GA with penalty function. GAHNN seems to have a better performance on these problems, but it is not statistically significant. However, the algorithm GAHNN obtained a better solution than GA with penalty function in all these set of problems. This trend is maintained in the hardest instances, from 13 to 24. Note that only in Problem 13 and in 16 de GAHNN approach performs statistically better than the GA with penalty function. However, the GAHNN approach is able to obtain the best solution in the majority of the instances. The performance of the SAHNN approach is much worse than the other two algorithms analyzed in these instances.
Computational cost and convergence of the algorithms
One important point to be considered in the study of the algorithms presented is the real computational time consumed by them. It is expected that the hybrid approaches to be more Table 3 . t values obtained by a two-tailed t-test for Problems 1 to 12. † stands for values of t with 29 degrees of freedom which are significant at α = 0.05. time consuming than the GA with penalty function, because the HNN convergence is a time consuming process, above all in large instances. In order to give an idea of running times, we have measured the real computational time 1 that the different algorithms needs to complete 15000 function evaluations. Note that the computation times of algorithms strongly depends on the simulation platform used for running the experiments. In our case it was a Dual Xeon/2.8 GHz. Table 4 displays the real computational time of the different algorithms considered. These results show that the hybrid approaches are more time consuming approaches than the GA with penalty function. The advantages of GApenalty over the GAHNN and SAHNN in computational time are easy to see, and they are more pronounced in large size problems, but, on the other hand, the GAHNN obtains solutions of better quality. Note that the SAHNN algorithm does not perform better than the GApenalty in medium and large size problems, and it is computationally more expensive.
Another interesting analysis is the HNN percentage of convergence, i.e., the probability that the HNN provides a feasible solution for the FSCRP. Figure 4 shows the HNN percentage of convergence to feasible solutions for each problem considered. This calculation is based on the results obtained launching 1000 HNNs with random initial state and computing the number of unfeasible solutions obtained. Note that over 90 % of the solutions found by the binary HNN are feasible in all the test problems.
A lower bound for the non-standard cost function considered
In the experiments performed in this paper we have used the following non-standard cost function, which takes into account the number of antifuses programmed as well as the balance of nets into tracks:
where the term bal j is be defined as:
Note that this is a non-standard cost function for the FSCRP because it depends on the full solution to the problem X.
One approach often used in the literature is to define a lower bound (LB) for the objective function, and then to compare what is the gap between the LB and the best solution found by the algorithm. It is possible to define a LB for the FSCRP objective function presented in this paper, in the following way:
Note that the objective function has two parts, one for balance and one for the cost of programming the antifuses. A LB for the balance part can be obtained as
A LB for the cost of programming the antifuses can be obtained in the following way: First, let us considered a FSCRP where we eliminate the constraint given by Eq. (2) . In this framework, assign each net j to the truck in which less antifuses has to be programmed. Note that this provides a LB for the second term of the objective function.
As an example, consider the small problem in Section 2.1. It is formed by 5 nets, 3 trucks and 10 columns. Thus the LB for the balance term of the objective function is 10 · 3 = 30. The LB for the second term depends on each net: without considering constraint (2), if we assign net #1 to track 2 only 1 antifuse has to be programmed, assigning net #2 to track 3 no antifuse has to be programmed, and neither if we assign net #3 to tracks 2 or 3. Finally, 1 antifuse has to be programmed if we assign net #4 (tracks 2 or 3) and no antifuse is needed if net #5 is assigned to tracks 1, 2 or 3. It is straight forward to calculate that the LB for this term of the cost function is 2. Thus the final LB for the cost function is 0.6 · 30 + 0.4 · 2 = 18.8. The best solution to this problem is given in Figure 5 . If we calculate the real cost value for this solution (considering N T = 2), it is 0.6 · (10 + 10 + 20) + 0.4 · 2 = 24.8. Table 5 shows the LB obtained for all the instances considered. If we compare this LB with the best solutions obtained by the algorithms, mainly the GAHNN and the GA with penalty function, it is possible to see that the gap between them is small for all instances. Note that the contribution of the balance term to the LB is larger than the contribution of the second term. Thus, this small gap between LB and the best solutions of the algorithms is an indication that the balance of nets into tracks is achieved by the algorithms in all the test instances.
Further analysis
In the previous sections, we have shown that our GAHNN approach is a very good option for solving the FSCRP with non standard cost functions. It could be also applied to solve FSCRP with standard functions, in which the cost of assigning a net to a track is known in advance. In this kind of situations, our hybrid metaheuristics does not perform better than greedy algorithms, existing in the literature. In order to show the differences in performance 376 SALCEDO-SANZ, XU AND YAO we have implemented the greedy approach proposed in [1] , adapting it to the FSCRP. This algorithm is, in pseudo-code, as follows:
Note that the number of function evaluations can be controlled by adjusting the number of permutations to be considered. Note also that this greedy algorithm may provide unfeasible solutions, if any of the nets is not assigned to a track. Table 6 shows a comparison of the results obtained by the greedy algorithm and the GAHNN for the 12 first problems proposed. For these experiments, the number of function evaluations were fixed to 15000 for both algorithms. As standard cost function, we have used Eq. (5), in Section 2.2. Best solution obtained by the algorithms in 30 runs has been computed. It is easy to see that in FSCRPs with standard cost functions the GAHNN does not improve the results obtained by the greedy algorithm. These results are not a surprise, since a greedy algorithm is a local search approach, it provides nearly optimal results if enough local information is available (in this case the cost of assigning a net to a given Table 6 .
Comparison between a greedy algorithm and the GAHNN for a standard cost function, instances 1-12. track). However, this greedy algorithm cannot be applied to non-standard cost function, where there is not local information available.
Finally we would like to summarize the main conclusions to be extracted from this experiments section. First, we have shown that, the metaheuristics algorithms presented in this paper are very useful when the FSCRP involves non-standard cost functions. However, in problems involving standard cost functions they do not improve the results obtained by other algorithms which uses local search information for construction solutions to the problem, such as greedy approaches. In FSCRP problems with non-standard cost functions where the computational time is not a priority, the GAHNN algorithm may provide solutions of better quality than the other approaches studied. In situations in which is needed to obtain a good solution in a few seconds, the GA with penalty function is a good election. The SAHNN algorithm has shown worse performance than the other approaches considered. We expect that a different mutation heuristic, like an ad-hoc mutation or a swapping scheme between elements of the solutions, improves its performance, however, we consider this as a possible future research.
Conclusions
In this paper we have presented and analyzed three meta-heuristic techniques for the FPGA segmented channel routing problem (FSCRP) with non-standard cost functions. Two of them are hybrid algorithms, based on mixing a Hopfield neural network (HNN) as a local search procedure for solving problem's constraints and two global search heuristic for improving the solutions obtained by the HNN: a Genetic Algorithm (GA) and a Simulated Annealing (SA). The third one is a GA with a penalty function to cope with the problem's constraints. Unlike previous approaches to the FSCRP, our algorithms are able to manage non-standard cost functions, in which the cost of a single assignment is not known in advanced, but it is necessary to have a full solution to the problem in order to calculate the its cost. We have described and analyzed the proposed approaches, and we have tested them in several FSCRP test instances, comparing their performances. We have found that the approach GAHNN performs better than the algorithm SAHNN and the GA with penalty function in the majority of the test functions considered. The SAHNN approach did not improve the performance of the GAHNN in any test, and only outperformed the GA with penalty function in the smallest instances considered. A comparison with a lower bound for the non-standard cost function considered has enhanced the good performance of the metaheuristics tested in this paper.
