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Abstract. In this paper, we shall prove a LS-inequality (Lewy-Stampacchia type inequality) for the fractional Laplacian on a bounded domain Ω in R n . In [SV13] , Servadei and Valdinoci also proved a version of LS-inequality for regional fractional Laplacian (−∆) s R , that is, the restriction of R n -fractional Laplacian (singular integral) on Ω. However, the operator (−∆) s R is not equivalent to the spectral fractional Laplacian (−∆) s . We also apply the inequality to show the well-posedness of the unidirectional evolution equation of fractional-diffusion type ∂ t u = [−(−∆)
1). It is well-known that (−∆)
s v ∈ H −s (Ω) for v ∈ H s 0 (Ω). The main difficulties here is to show that (−∆) s u ∈ L 2 (Ω) with f ∈ L 2 (0, T ; L 2 (Ω)) and with initial condition u 0 ∈ H s 0 (Ω), to guarantee the well-definedness of the problem.
1. Introduction
Fractional Laplacian and Sobolev spaces.
Let Ω be a bounded Lipschitz domain in R n with n ∈ N, and let s ∈ (0, 1). In [SV13] , Servadei and Valdinoci proved a similar inequality for the regional fractional Laplacian (−∆) s R , that is, the restriction of R n -fractional Laplacian (singular integral) on Ω. However, the operator (−∆) s R is not equivalent to the spectral fractional Laplacian (−∆)
s , see e.g. [DWZ19] . The main theme of this paper is to prove a Lewy-Stampacchia type inequality for the fractional Laplacian (−∆) s , and apply it to the unidirectional evolution equation of fractional-diffusion type.
Before we state our main results, we first introduce some notations and the definition of (−∆) s for s ∈ (0, 1) as in [CS16] . Let H s by
In [CS16] , by showing the equivalence of the Caffarelli-Silvestre type extension similar as in [CS07] and the spectral defintion (1.1), Caffarelli and Stinga showed that the domain (−∆)
on Ω.
In [CS16] , they showed that
In Theorem 2.5 of [CS16] , we have
, and we also note that
The norm equivalence (1.3) suggests us to define the Hilbert space
equipped by the norm
(Ω) for s ∈ (0, 1/2). See also [CHM17, LM72] for more details for the fractional Sobolev spaces.
First of all, we recall a result in [CS16] :
In other words, (−∆)
Here, Isom(V, V ′ ) means the set of all bijective operators in B(V, V ′ ), and B(V, V ′ ) means the set of all bounded operators from V to V ′ .
1.2. Lewy-Stampacchia type Inequality. In this subsection, we state the main result of this paper. We define the unilateral constraint K 0 by
Now we further assume that
where M(Ω) denotes the set of signed Radon measures and [•] + stands for the positive part function, given by [α] + = max{α, 0} for all α ∈ R. More precisely, since
(Ω) means that the positive part µ + of µ is absolutely continuous (with respect to the Lebesgue measure) with an L 2 -Radon-Nikodym derivative (density function). Now we are ready to state our main result. 
If we additional assume (1.6) and (1.7), we have
in Ω. Indeed, u λ satisfies the inequality (1.8) if and only if
See Lemma 2.1 for details. The proof for the classical case for s = 1 can be found in [Gus86] .
1.2.1. Some physical interpretation. The inequality (1.6) for s = 1 is the simplest form of the classical obstacle problem, see e.g. [KS80] . Here we recall a classical example of obstacle problem: An elastic membrane, with vertical displacement u on a domain Ω, which is constrainted at its boundary u = 0 along ∂Ω and it is forced to lie above some obstacle u ≥ ψ, see e.g. [SV13] .
In our case, we replace the local elastic reaction (corresponds to the standard Laplacian −∆) with a non-local one (corresponds to the fractional Laplacian −(−∆) s with s ∈ (0, 1)). In other words, we taking into account the longe-range interactions of particles. Formally, from (1.1), we shall expect that
This means that, as s decreasing, "the long-range interactions" effect increases, and the "local elastic reaction" effect decreases. In [SV13] , they consider a similar problem, but the fractional operator they used Mathematically is not equivalent to our case.
1.3. Well-Posedness of the Anomalous Unidirectional Diffusion Equations. We also can apply the Lewy-Stampacchia inequality above and modify some ideas of [AK19] to prove the well-posedness of the anomalous unidirectional diffusion equations. For s ∈ (
, 1), we consider the following initial-boundary value problem for the unidirectional evolution equation of fractional-diffusion type:
, f = f (x, t) and u 0 = u 0 (x) are given functions; while for s ∈ (0, ], we consider the same problem with the Dirichlet boundary condition (1.10b) omitted. For simplicity, here and after, we denote u(t) = u(•, t) and f (t) = f (•, t), if no ambiguity occurs. Remark 1.4. Indeed, by change of variable u = −u and f = −f , we can obtain another anomalous unidirectional diffusion equation
Remark 1.5. Formally, by definition (1.1), we consider the approximation (−∆) s ≈ Id as s → 0. So, (1.10a) is formally approximated by
Moreover, it is well-known that (see e.g. [War15] )
So it is make sense to drop the Dirichlet boundary condition (1.10b) for the case s ∈ (0, 1/2].
Now we define the precise meaning of the strong solution to (1.10a), (1.10b), and (1.10c):
(Ω), we say that u is a strong solution to (1.10a), (1.10b), and (
First of all, we state the uniqueness and stability of the strong solution to (1.10a), (1.10b), and (1.10c).
Theorem 1.8 (Uniqueness and stability results
. Then the strong solution to (1.10a), (1.10b), and (1.10c) is unique, and its
norm depends continuously on the data f and u 0 . By discretize the time variable using the implicit Euler scheme, together with the compact embedding
see e.g. [DPV12] and the Ascoli's compactness lemma, we can obtain the following existence result.
Theorem 1.9 (Existence results). Assume that the initial datum
Then there exists a strong solution to (1.10a), (1.10b), and (1.10c).
Then, following the same arguments as in [AK19] , we can obtain the following comparison principle and identify the limit of each solution u = u(x, t) as t → ∞. Theorem 1.10 (Comparison principle). Suppose that the initial data u 0,1 , u 0,2 ∈ H s 0 (Ω) of u 1 , u 2 , respectively, both satisfy (1.12), and the external forces
(Ω)) of u 1 , u 2 , respectively, both satisfy the obstacle condition (1.13). If
(Ω)) with (1.13). Then the unique solution u = u(x, t) of (1.10a), (1.10b), and (
In addition, if f (x, t) ≤ f ∞ (x) for a.e. (x, t) ∈ Ω × (0, ∞), then the limit u ∞ coincides with the unique solution u ∞ ∈ X 2s 0 (Ω) ∩ K 0 (u 0 ) of the following variational inequality:
1.4. Some Difficulties on the Fractional Laplacian. For the R n -case, there are at least 10 equivalent definitions, see e.g. the interesting survey paper [Kwa17] . The easiest way to define (−∆) s is simply by the Fourier transform. However, this definition is non-local. Thanks to Caffarelli-Silvestre extension [CS07] , they localize the operator in an extended half-spaces, so we can further obtain some results. Moreover, the operator (−∆) s can be defined as the generator (see e.g. [Sch14] ), or by the Dynkin characteristic operator of the isotropic 2s-stable Lévy process and it is widely used in the probability theory, for example, the Continuous Time Random Walk, see e.g. Chapter 4 of [KRS08] .
The operator (−∆) s in 1-dimensional case can be represent by the Riemann-Liouville derivatives, as well as the Caputo derivatives. Each of the definition has different advantage and drawback. So the equivalence between them is extremely important. Here we would like to emphasize that the equivalence is in the sense of norm, but they shall not pointwisely equivalent, there are some counterexample in Kwaśnicki's paper [Kwa17] .
The Fourier transform in the R n -case can be refer as the continuous spectrum. So, in the case of bounded domain Ω, we can define (−∆) s using the discrete L 2 -spectrum of −∆ using the similar idea to the R n -case, see (1.1). Since (−∆) s is non-local, that is, the definition of (−∆) s depends on whole Ω as well as the Dirichlet data on ∂Ω. Thus, in general, (−∆) s defined on a bounded domain Ω is not equivalent to the restriction of (−∆) s on the R n -case. However, we can still use some technique from the R n -case. The most noteworthy one is the Caffarelli-Silvestre type extension [CS16] , which enable us to obtain higher regularity on (−∆) s , which is the key in our proof. Moreover, it is easy to see that the R n -fractional Laplacian is a pseudo-differential operator. Indeed, (−∆) s on a bounded domain also a pseudo-differential operator, see e.g. [Gru15] .
The main difficulties here is the operator (−∆) s is non-local. Thanks to Caffarelli, Silvestre, and Stinga [CS07, CS16] , they localized the operator in a higher dimensional space, and gain some regularity, and also verify the formal computations in a rigorous manner, which is crucial in our proof. See also [Rul15, RW19] , which study some "local" properties of the "nonlocal" operator (−∆) s , using the Caffarelli-Silvestre type extension.
1.5. Organization. We shall give a proof of Theorem 1.3 in section 2, and prove Theorem Theorem 1.8 in section 3. Since the proof of Theorem 1.9 is very similar as [AK19] , so here we only sketch it. We omit the proof of Theorem 1.10 and Theorem 1.11, since they can be easily prove using exactly the same ideas in [AK19] . Finally, we list some auxiliary lemmas in appendix A.
Proof of Theorem 1.3
We define the following unilateral constraint
Lemma 2.1. Let f ∈ H −s (Ω) and ψ ∈ H s 0 (Ω). Then there exists a unique u λ ∈ H s 0 (Ω) satisfies the following five equivalent conditions:
Proof. It is easy to see that J σ is continuous and strictly convex on K 0 , which immediately implies the uniqueness of such u λ ∈ H s 0 (Ω). Here, we shall modify the ideas in [Eva98] to show the existence of such u λ ∈ H s 0 (Ω). Observe that
for some constant c > 0. Thus,
If m = ∞, we are done. Now we assume that m is finite. Selecting a minimizing sequence {u
Consequently, there exists a subsequence, here we not relabel them, such that
Since J λ is strictly convex on K 0 , and hence weakly lower semi-continuous on K 0 , and hence
Since u ∈ K 0 , then J λ (u) = m, which is our desired existence result.
Next, we shall prove the equivalence of the conditions (a)-(e). By Stampacchia's Theorem, it is well-known that (a) ⇐⇒ (b) and (d) ⇐⇒ (e).
We first start with showing that (b) =⇒ (c). Condition (b) is equivalently rewritten by (2.1)
On the other hand, substitute v = ψ ∈ K 0 and v = 2u λ − ψ ∈ K 0 to (2.1), we reach
Then we obtain A λ u λ − f, ψ − u λ = 0, and hence condition (c) holds.
Next, we prove the converse (c) =⇒ (b). For ay v ∈ K 0 , we see that
which shows that condition (b) holds.
Finally, we shall prove the equivalence between (c) and (d) in a similar fashion to the above. We first show (c) =⇒ (d). Using the symmetry of A λ •, • , note that
This is the desired condition (d).
Conversely, we shall prove (d) =⇒ (c). Write (d) as
By arbitrariness of ϕ ≥ 0, we reach u λ ∈ K 0 . Moreover, we substitute v = A −1
which verifies condition (c).
Under the conditions (1.6) and (1.7), we introduce the obstacle set
By the assumptions (1.6) and (1.7), together with Lemma A.1, we know that
Thus, using Hahn-Banach theorem, there exists a unique g v ∈ L 2 (Ω) such that
2. Suppose that (1.8) and (1.9) hold. Then the following conditions are equivalent to the conditions in Lemma 2.1:
Proof. By Stampacchia's Theorem, it is well-known that (f) ⇐⇒ (g). As in Lemma 2.1, we can find a unique u λ,2 ∈ K λ 2 satisfies (f) and (g). Let u λ,1 be the unique element of H s 0 (Ω) satisfies (a)-(e). Set w λ := u λ,2 − ψ ∈ H s 0 (Ω). Here, (w λ ) − is well-defined, by Lemma A.3. Define
Write
where the scalar product on
. Using (A.1) in Lemma A.4, we know that
Hence, we have
Choosing u = w λ , we reach
Using (g) in Lemma 2.1, as well as the symmetry of A λ •, • , it follows that
We define a measurable set N λ := {x ∈ Ω : w λ (x) < 0}. Define the truncation o A λ u λ,2 by
Using (1.6), (1.7), and (2.3), we know that g λ ∈ L 2 (Ω). By definition, we know that A −1
Since max{f,f λ } − A λ u λ,2 ≥ 0 and w λ < 0 in N λ , then we reach
Combining (2.4) and (2.6), we reach
Using the similar arguments as in [AK19] , we can reach
By the s-coercivity of A λ •, • , we conclude that (w λ ) − = 0, that is, w λ ≥ 0 a.e. in Ω. Hence u λ,2 ≥ ψ a.e. in Ω, which shows that u λ,2 ∈ K 0 . The rest is just simply follows the arguments in [AK19] .
Choosing λ = 0 in (2.3), we immediately obtain the following Corollary.
Corollary 2.3. Suppose that (1.8) and (1.9) hold. Then where I {•≥0} denotes the indicator function over the set {r ∈ R : r ≥ 0}, and ∂ is the subdifferential in the sense of convex analysis. Then we can rewrite (1.10a) as
Next, we define a functional φ : Therefore, with sufficient regularity given in Lemma 3.1, the initial-boundary value problem for (3.1), equipped with (1.10b) and (1.10c), can be written as the Cauchy problem for an evolution equation in L 2 (Ω) of u(t) := u(•, t):
So, we can define the strong solution to (3.3), (1.10b), and (1.10c), and it is equivalent to the strong solution in Definition 1.6, similar as in [AK19] . Then we can obtain the following chain-rule for the function t → φ(u(t)):
Lemma 3.2 (Chain rule for convex functional φ). We suppose that
Recall the following inequaliy
Finally, we are ready to prove Theorem 1.8.
Proof of Theorem 1.8. Let u 1 , u 2 be strong solution of (1.10a), (1.10b), and (1.10c), with initial conditions u 1,0 , u 2,0 ∈ H s 0 (Ω). Let u = u 1 − u 2 . By Lemma 3.2, we have
Using (3.4) with a = −(−∆)
for a.e. t ∈ (0, T ). This implies that
Hence, we obtain
Using (1.3), we reach
. This inequality implies our desired result.
Sketch of the Proof of Theorem 1.9
The proof of Theorem 1.9 is similar as [AK19] . Here we sketch some main ideas. We denote by τ a division {t 0 , t 1 , · · · , t m } of the interval [0, T ] given by
Now, we shall approximate u(x, t) by time discretization u k (x). By Lemma 1.2, we can construct u k ∈ H s 0 (Ω) by the implicit Euler scheme
Hence, we obtain a uniform bound.
. Thus, up to a (non-relabelled) subsequence, we can show that
weak. This can be showed by Banach-Alaoglu Theorem. Heere we highlight that the strong convergence follows by the compact embedding (1.11) and the Ascoli's compactness lemma.
Next, follows the arguments in [AK19] , we can show that u τ is uniformly bounded in L 2 (0, T ; X 2s 0 (Ω)). Therefore, up to a (non-relabelled) subsequence, we have
which shows that u(t) ∈ X 2s 0 (Ω). Therefore, the piecewise constant interpolant g τ of {g k } defined by
converges to g := ∂ t u + (−∆) s u − f weakly in L 2 (0, T ; L 2 (Ω)).
Finally, we want to show that u solves (1.10a) a.e. in Ω × (0, T ). By the evolution equation (3.3), we only need to check (4.5) ∂ t u ≥ 0 a.e. in Ω × (0, T ) and − g(t) ∈ ∂I {•≥0} (∂ t u(t)) for a.e. t ∈ (0, T ).
Here, since ∂I {•≥0} is maximal monotone in L 2 (Ω), following the ideas in [AK19], we can employ the Minty's trick by using Lemma A.2 to verify (4.5).
Appendix A. Some Auxiliary Lemmas
In this section, we shall recall some results in [AK19] . Moreover,
. An analogous conclusion also holds for the negative part.
Here, µ + ζ means that µ + µ ζ . We also need the following lemma. 
