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Abstract
For certain nonlinear elliptic PDE problems in two dimensions, the clas-
sical isoperimetric inequality produces a sharp inequality that violates
a Pohozaev identity except for radial symmetric, decreasing solutions. A
generalized version of this technique is used here to prove radial symmetry
of curl-free Ginzburg-Landau vortices.
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1 Introduction
Consider a vector field u : IR2 −→ IC of class C2 that satisfies the system of
Ginzburg–Landau equations
−∆u(x) = u(1− |u|2), x ∈ IR2 (1)
together with the compactness condition
∫
R2
(1 − |u|2)2dx <∞ . (2)
Separation of polar coordinates (r, θ) in the form
ud(x) = e
i dθfd(r) , (3)
with d ∈ ZZ yields a countable set of solutions, with fd satisfying
− f ′′d (r) −
1
r
f ′d +
d2
r2
fd = fd(1− f
2
d ); r ∈ (0,∞) (4)
together with the conditions
fd(0) = 0; lim
r→∞
fd(r) = 1 . (5)
Equations (4), (5) define a unique fd : IR 7→ IR
+ ∪ {0}, see [11] and also [7],
[9], [10], [14]. The symmetry group of the model (1), (2) acts via rotations and
translations on the base space, and by complex rotations and conjugations on
the target space. Thus, every f|d|(r) in fact uniquely defines a whole group orbit
of solutions. It would be interesting to know [2], [3] whether all solutions of (1),
(2) are given by the group orbits obtained from (3).
The problem can be subdivided according to the asymptotic winding num-
ber, or Brouwer degree, d = deg (u, ∂BR) ∈ ZZ of a solution u, which is well
defined for R sufficiently large [3]. By a theorem of [3], we have
∫
R2
(1 − |u|2)2 dx = 2πd2 (6)
for any smooth solution of (1). It follows from (2) and (6) that |d| < ∞.
Furthermore, the group action of complex conjugation maps each solution with
winding number d uniquely into one with winding number −d. Hence, the
group orbit of a solution u with winding number d contains a representative
with winding number |d|. Let S be the set of group orbits of solutions of (1),
(2). One wants to know [3] whether the map S → IN ∪ {0} is injective.
In [3] it has been inferred from Liouville’s theorem that the group orbit for
d = 0 is unique and given by the unimodular constant solutions of (1), (2). For
d = 1, uniqueness of the group orbit was very recently proved by Mironescu [17].
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Moreover, it is known [18] that all solutions u of (1), (2) are asymptotically of
the form ud as given by (3); more precisely, by Theorem 1 of Shafrir [18], any
solution u of (1), (2) with degree d satisfies
u(x)− eid (θ−θ0) → 0 (7)
uniformly as r = |x| → ∞, where θ0 is some constant determined by u.
Mironescu [17] announces a theorem that degree d solutions that have only
one zero belong to the orbit of (3). Whether solutions with several zeros exist
is still not known.
Our contribution to the characterization of the solutions of (1), (2) concerns
a closely related yet different aspect. Notice that u0 and u±1 are strictly radially
symmetric in the traditional sense, and the solutions ud are radially symmetric
on the Riemann surface defined by z 7→ z1/d. Understood in this way, a “radially
symmetric solution” [12] is necessarily of the form (3). The question whether S
consists of the group orbits of (3) would be answered in the affirmative if one
can prove that each group orbit contains a radially symmetric solution in the
sense of [12].
In [5] we proved that certain conformally invariant systems of nonlinear
PDE on IR2 can only have radially symmetric solutions. Our technique, which
is to compare isoperimetric estimates at infinity versus Pohozaev’s identity, is a
generalization of earlier techniques for a single PDE in a finite disk applied by
Bandle and Keady [1] and by P.L. Lions [16]; see also [13] for results in higher
dimensions. Thus H. Brezis [4] was led to ask whether our technique [5] can
prove radial symmetry of the solutions of (1), (2)?
In this paper we introduce an interesting variant of our technique [5] that
does apply to the class of curl-free solutions of (1), (2) that have a single zero.
We prove that any orbit of solutions of (1), (2) which contains a curl-free vortex
with a single zero must be the orbit of u1, i.e., (3) with d = 1. An announcement
of this result was made in [6]. We have not obtained sufficient asymptotic control
in IR2 of solutions of arbitrary degree d to conclude radial symmetry for |d| > 1
analogs of the curl-free vortices. This, however, is a technical issue, not a
conceptual one, as will be explained at the end of last section. For the related
problem with arbitrary finite degree d in a disk of radius R, we prove radial
symmetry for those orbits of solutions having a single zero at the center of the
disk which are generated by a curl-free vortex on the Riemann surface for the
map z → z1/d, z ∈ BR ⊂ IC. Those solutions belong to the analog orbit of (3)
in BR.
We emphasize that our technique applies to a wide class of PDE problems
in two dimensions and requires only mild control of solutions at infinity. In
particular, in the problem treated here the a priori divergence at infinity of the
solutions is so strong that we do not see how to apply the moving plane method
[8].
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2 Statement of Results
We identify the target space IC with IR2. For any solution u to (1), SO(2)
symmetry implies that Rβu is also a solution of (1), where Rβ ∈ SO(2) is a
rotation by any arbitrary angle β ∈ [0, 2π). By Shafrir’s result (7), if u has
degree d = 1 we can find a particular β(u) ∈ [0, 2π) such that
(Rβ(u)u)(x)−
x
|x|
→ 0 (8)
uniformly in |x|. Since
∇×
(
x
|x|
)
= 0 , (9)
we say that our Rβ(u)u is asymptotically curl-free. While this does not imply
that Rβ(u)u is globally curl-free, it does make sense to investigate the subclass
of solutions of degree 1 which are globally curl-free after at most a rotation.
Since this class contains the special solution u1 given by (3), it is nonempty.
The interesting question then is whether there exist globally curl-free solutions
of degree 1 whose group orbit does not contain f1. Our first theorem says that
this is not the case if the curl-free u has only one zero. Notice below that we do
not have to impose degree 1.
Theorem 1. – Let u(x) satisfy (1), (2) and the additional hypotheses that
∇× (Rβu) = 0 (10)
for some β, and that
u(x0) = 0 (11)
for one and only one x0 ∈ IR
2. Then
(Rβ u)(x+ x0) = ±
x
|x|
f1(|x|), (12)
with f1(|x|) being the unique non-negative solution of (4), (5) for d = 1.
Theorem 1 has been announced in [6]. In section 3 we give the complete
proof. We remark that our assumption that u has a single zero is purely technical
and needed to reduce (1) globally to a single scalar PDE. If one wants to abandon
the single zero condition, one also has to abandon the idea of reducing (1)
globally to a scalar PDE.
For u(x) = u(z, z) being a solution of (1), (2) with d > 1, Shafrir’s asymp-
totic result (7) implies that v(x) = u(z1/d, z1/d) is well defined for |z| > R and
asymptotically curl-free. This observation suggests that Theorem 1 should have
a counterpart for higher degree. In section 4, we prove the following related
result in a disk BR = BR(0) ⊂ IR
2 of radius R, centered at the origin.
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Theorem 2. – Let u(x) be a solution of degree d ∈ IN of
−∆u(x) = u(1− |u|2), x ∈ BR(0), (13)
with
u(x) = eid θ, x ∈ ∂BR(0) , (14)
satisfying the additional hypotheses that
u(x0) = 0 (15)
if and only if x0 = 0, and that
∇× v(x) = 0 , (16)
where v(x) = v(z, z) is given by
v(z, z) = u
(
z1/d, z1/d
)
. (17)
Then
u(x) = eid θFd(|x|) , (18)
where Fd(|x|) is the unique non-negative solution of
− F ′′d (r)−
1
r
F ′d +
d2
r2
Fd = Fd(1− F
2
d ); r ∈ (0, 1) (19)
satisfying
Fd(0) = 0; Fd(R) = 1 . (20)
Remark: When d = 1 the condition x0 = 0 can be dropped.
We conclude with comments on the analogous problem in IR2.
3 Proof of Theorem 1
To begin the proof of Theorem 1, we state two simple lemmata.
Lemma 1. – Let u satisfy (1), (2), and the hypotheses (10) of Theorem 1.
Then u is given by
Rβu = ∓∇φ, (21)
for some scalar-valued function φ(x) which satisfies
lim
|x|→∞
|x|−1φ(x) = −1 (22)
uniformly as |x| → ∞.
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Proof of Lemma 1: By hypothesis, (10) holds for some β. Then there
exists a scalar function φ such that Rβu = ∓∇φ. It further follows from the
asymptotics (7) of Shafrir [18] that |φ(x)| = |x|+ o(|x|), uniformly as |x| → ∞.
By SO(2) invariance of (1), we are free to choose
φ(x) = −|x|+ o(|x|) (23)
uniformly as |x| → ∞. This proves (22). QED
Lemma 2. – Let u satisfy the hypotheses of Lemma 1. such that u is represented
by (21). Then |∇φ| is constant on the level curves of φ.
Proof of Lemma 2: Since Rβu is also a solution to (1), we may substitute
the right side of (21) into (1) to get,
∇
(
−∆φ(x)
)
= λ(x)∇φ(x), (24)
where,
λ(x) = 1− |∇φ(x)|2. (25)
We now take the curl of (24) and, since ∇×∇f = 0 for a scalar function f , we
get
∇λ(x) ×∇φ(x) = 0. (26)
By (26) and (11) it follows that λ(x) is constant on the level curves of φ. QED
The single zero hypothesis enters next and leads to the conclusion that λ(x)
is in fact a function of φ(x). As a consequence, for solutions of (1) of the type
(10), we can reduce (1) to a single scalar equation valid globally in IR2.
Lemma 3. – Let u satisfy the hypotheses of Theorem 1, such that u is repre-
sented by (21). Then, globally in IR2, the function φ solves the scalar equation
−∆φ = g(φ) (27)
for some increasing differentiable function g : IR→ IR+ that satisfies
lim
t→−∞
tg(t) = −1 (28)
Remark: Lemma 3 does not imply that there is a universal function g for all u
that satisfy the hypotheses of Theorem 1. Each such u may lead to its own g.
Proof of Lemma 3: We recall that u is a smooth vector field with [3]
|u| ≤ 1 (29)
6
everywhere in IR2, with
|u| → 1 (30)
uniformly as |x| → ∞, and with
|∇u| ∈ L∞ (31)
at all points of IR2. Thus, |∇φ| → 1 uniformly as |x| → ∞. Whence, φ has
critical points only for |x| < R. By hypothesis (11), φ has only one critical point
in all of IR2. By (22), each level curve {x : φ(x) = t} is compact. The facts
that φ has only one critical point, which is not at infinity, and that level curves
are compact ensures that for a regular value t for φ each level curve {x : φ = t}
has at most one connected component and no self-intersections. In addition, by
(11) the set of critical values for φ consists of a single point. By (11) again, this
critical value is attained at a single point of IR2. Now denote by S the range of
φ. S is clearly a sub-interval of IR. The discussion above shows that we have a
well-defined function Θ : S → IR, such that λ(x) = (Θ ◦ φ)(x), i.e., with (25),
1− |∇φ(x)|2 = (Θ ◦ φ)(x) . (32)
Moreover, (29) implies |∇φ| ≤ 1, which clearly implies Θ ≥ 0.
The discussion above renders (24) in the form
∇
(
−∆φ(x)
)
= (Θ ◦ φ)(x)∇φ(x) . (33)
We now see right away from (33) that we can find a differentiable function
g : IR→ IR, with g′(t) = Θ(t), such that φ satisfies the scalar equation (27) in
IR2. In fact, we can choose
g(t) =
t∫
−∞
Θ(s)ds . (34)
The result of Shafrir [18] that
1− |u(x)|2 =
d2
r2
+ o
(
1
r2
)
, (35)
uniformly as |x| → ∞, shows that the integral (34) exists. Moreover, since
Θ ≥ 0, we conclude that g is nonnegative and increasing. Finally, (35) implies
(28). This completes the proof of Lemma 3. QED
We will now prove the radial symmetry of solutions of (27), (22), (32) by
inferring from the isoperimetric inequality that any hypothetical nonradial solu-
tion would violate an a-priori identity that is satisfied by all solutions. In [5] we
could use Pohozaev’s identity. Here we have to take a more complicated identity
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based on Pohozaev’s. This interesting variant of the strategy of [5] is required
by the divergence (23) of φ at infinity, which is too strong for the arguments in
[5] to apply directly.
For each solution φ(x) of (27), (22), we define its non-increasing radial re-
arrangement, centered at the origin, denoted by φ∗(|x|). Let Λt = {x : φ(x) >
t}, so that ∂Λt = {x : φ(x) = t}. Since, by (22) and (11), each level curve ∂Λt
is compact and smooth, the map t 7→ |Λt| is well defined and decreasing. It
diverges to ∞ for t→ −∞. Let Br = {x : |x| < r}, and define ρ(t) by
|Bρ(t)| = |Λt| . (36)
Then φ∗(r) is defined as the radial symmetric non-increasing function that sat-
isfies Bρ(t) = {x : φ
∗(ρ(t)) > t}.
With the help of φ∗(|x|), we uniquely assign to each φ(x) the functions
M(r) = 2π
∫ r
0
(g ◦ φ∗)(s)s ds, (37)
A(r) = 2π
∫ r
0
(G ◦ φ∗)(s)s ds, (38)
where G is a primitive of g, i.e., G′(t) = g(t), and finally
H(r) =
1
2
(
M(r)
)2
+ 2πr3
d
dr
(
A(r)
r2
)
. (39)
Note that H(r) is independent of the choice of the primitive G.
We are now in a position to state two key lemmata about solutions of (27).
The first one states an inequality which is a consequence of the classical iso-
perimetric inequality and the Cauchy-Schwartz inequality.
Lemma 4. – Suppose φ satisfies (27) and (22). Then
lim
r→∞
H(r) ≥ 0 , (40)
with equality holding if and only if φ is radial symmetric and decreasing about
some point.
On the other hand, with the help of Pohozaev’s identity we find the following
identity valid for all solutions φ of (27), (22), (32).
Lemma 5. – Suppose φ satisfies (27) and (22), with |∇φ| satisfying (32).
Then we have
lim
r→∞
H(r) = 0. (41)
Lemmata 4 and 5 immediately imply the following.
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Proposition 1. – Suppose φ satisfies equation (27) in IR2, with asymptotics
given in (22), and with |∇φ| satisfying (32). Then there exists some center of
symmetry x0 such that
φ(x) = φ∗(|x − x0|) . (42)
Now notice that if Rβu = ∓∇φ satisfies (1) and (2), with φ satisfying (27)
and (22), then Proposition 1 applies to φ as a result of Lemmata 1 - 5. By
translation invariance, the center of symmetry x0 can be identified with the
origin. Then φ(x) = φ∗(r), and φ∗′(r) satisfies (4), (5), which in turn has a
unique solution, by [11]. Our Theorem 1 follows.
It remains to present the proofs of Lemma 4 and Lemma 5.
Proof of Lemma 4. We begin with the known result, see [1], that
− 2πrφ∗′(r)
∣∣∣
r=ρ(t)
≤ −
∫
∂Λt
〈ν,∇φ〉dσ (43)
with equality holding if and only if φ∗(|x − x0|) = φ(x) for some x0. Applying
Green’s theorem and then equation (27) to the r.h.s. of (43) we get
−
∫
∂Λt
〈ν,∇φ〉dσ =
∫
Λt
g(φ)dx . (44)
By equi-measurability of φ and φ∗, and noting (37), we have
∫
Λt
g(φ)dx =
∫
Bρ(t)
g(φ∗)dx = M(ρ(t)) . (45)
Combining (43), (44) and (45) gives
− 2πrφ∗′(r) ≤M(r) . (46)
Now
A′′(r) = 2π[rg(φ∗)φ∗′(r) +G(φ∗)] . (47)
Inserting (46) into (47), and recalling g > 0, we get
2πrA′′(r) − 2πA′(r) +M(r)M ′(r) ≥ 0 (48)
for all r. By using
2πrA′′(r)− 2πA′(r) =
d
dr
(
2πr3
d
dr
(
A(r)
r2
))
(49)
and comparing with the derivative of (39), we find
H ′(r) ≥ 0 . (50)
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From the definition (39) of H we also easily find H(0) = 0. Hence, upon
integration of (50),
lim inf
r→∞
H(r) ≥ 0 , (51)
with equality holding if and only if φ∗(|x− x0|) = φ(x) for some x0. QED
Proof of Lemma 5. In (39) we assigned a unique function H(r) to each
solution φ(x) by integrating over its radial rearrangement φ∗(|x|). We can also
think of H(r) as a function of the level value t of φ(x) on ∂Λt. Formally, this is
achieved by setting r = ρ(t) in H(r), where ρ(t) is the unique radius assigned
by (36) to each level curve ∂Λt = {x : φ(x) = t}. To obtain a more transparent
expression for H(ρ(t)), we rewrite the two terms in the r.h.s. of the definition
(39) as integrals over ∂Λt.
Recall the standard form of the Rellich–Pohozaev identity for (27) on Λt,
1
2
∫
∂Λt
〈x, ν〉|∇φ|2dσ +
∫
∂Λt
〈x, ν〉G(φ)dσ − 2
∫
Λt
G(φ)dx = 0 , (52)
which is obtained as usual by integrating −〈x,∇φ〉∆φ over Λt. We rewrite the
second integral in (52), using φ|∂Λt = t to pull out G(t) from the integral, then
using Green’s theorem and ∇ · x = 2 to obtain∫
∂Λt
〈x, ν〉G(φ)dσ = 2G(t)|Λt| . (53)
But
2G(t)|Λt| = 2
(
G(φ∗(r))|Br |
)∣∣∣
r=ρ(t)
= ρ(t)A′(ρ(t)) , (54)
which obtains by differentiating (38) w.r.t. r, then using |Λt| = |Bρ(t)|. We
also rewrite the third integral in (52), using equi-measurability of φ and φ∗, and
then (38), to get
2
∫
Λt
G(φ)dx = 2
∫
Bρ(t)
G(φ∗)dx = 2A(ρ(t)) . (55)
Using now
rA′(r) − 2A(r) = r3
d
dr
(
A(r)
r2
)
, (56)
we see that we can rewrite (52) as
(
r3
d
dr
(
A(r)
r2
)) ∣∣∣
r=ρ(t)
= −
1
2
∫
∂Λt
〈x, ν〉|∇φ|2dσ . (57)
On the other hand, reading (45) and (44) backwards, and recalling g > 0,
we obtain
M(ρ(t)) =
∫
∂Λt
|∇φ|dσ . (58)
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Squaring (58), then multiplying by 1/2 and adding 2π times (57) gives
H(ρ(t)) =
1
2
(∫
∂Λt
|∇φ|dσ
)2
− π
∫
∂Λt
〈x, ν〉|∇φ|2dσ . (59)
We now rewrite (59) further by making convenient use of (32) and (34),
which state that |∇φ|2 = 1−Θ(t) on ∂Λt. Pulling out the constant |∇φ| terms
from both integrals in (59), then using Green’s theorem and ∇ · x = 2 to get
∫
∂Λt
〈x, ν〉dσ =
∫
Λt
∇ · x dx = 2|Λt| , (60)
we obtain
H(ρ(t)) =
1
2
(1−Θ(t))
(
|∂Λt|
2 − 4π|Λt|
)
. (61)
By (36) we have |Λt| = πρ
2(t). This implies
d
dt
|Λt| = 2πρ(t)ρ
′(t) . (62)
On the other hand, the co-area formula and the constancy of |∇φ| on ∂Λt give
us
d
dt
|Λt| = −
∫
∂Λt
dσt
|∇φ|
= −
|∂Λt|√
1−Θ(t)
. (63)
Hence, (61) becomes
H(ρ(t)) = 2π2
(
1−Θ(t)
)
ρ(t)2
(
(1−Θ(t))ρ′(t)2 − 1
)
. (64)
Now notice that as t→ −∞, by (28) and (34) we have 1−Θ(t) ∼ 1− t−2 +
o(t−2), and by (22) we have ρ(t) ∼ −t+ o(t). Therefore, to prove Lemma 5, we
need to show that the term exhibited in large parentheses in (64) is o(t−2).
Now suppose not, that the last term in (64) is o(t−2). Then there exists an
a 6= 0 such that
(1 −Θ(t))ρ′(t)2 ≥ 1 + a2t−2 . (65)
Using 1−Θ(t) ∼ 1− t−2+o(t−2) and ρ′(t) = −1/|∇φ∗(ρ(t))| < 0, we infer from
(65) that
− ρ′(t) = 1/|∇φ∗(ρ(t))| ≥ 1 +
1 + a2
2t2
+ o(t−2) . (66)
Now let r(t) be the radius of the smallest disk centered at x0 containing
Λt, r(t) the radius of the largest disk that is centered at x0 and contained in
∂Λt. The locations of the points at which the outer and inner disks touch ∂Λt,
are denoted by x(t) and x(t), respectively. Equi-measurability of Λt and Bρ(t)
implies the ordering r(t) ≥ ρ(t) ≥ r(t). Therefore, for all t,
r(t)− r(t) ≥ ρ(t)− r(t) . (67)
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We now look at the derivatives of the left and right sides of (67) for large
negative t, using the fact that locally x(t) and x(t) are transported along an
integral curve of ∇φ. Therefore, and by (35), we have
d
dt
r(t) = −
1
|∇φ|(x(t))
= −1−
1
2r(t)2
+ o
(
1
r2
)
. (68)
An analogous formula holds for the derivative of r(t). By (23), φ(x) = −|x| +
o(|x|), so that in leading order we can replace r(t)2 and r(t)2 by t2. Hence,
d
dt
(r − r) (t) = o
(
1
t2
)
. (69)
This means, for any small ǫ, we can find a large negative τ such that, for t < τ
we have
(r − r) (t) =
∫ t
−∞
o
(
1
ξ2
)
dξ ≤
ǫ
|t|
(70)
In particular, we can choose ǫ = 10−10a2. On the other hand, by (68) and (66)
we have
d
dt
(ρ− r) (t) ≥
a2
2t2
+ o(t−2) , (71)
which upon integration from −∞ to t gives, for all t < τ ,
(ρ− r) (t) ≥
∫ t
−∞
a2
ξ2
+ o
(
1
ξ2
)
dξ =
a2
|t|
+ o(t−2) . (72)
Clearly, (72) and (70) lead to the inequality
lim
t→−∞
r(t)− r(t)
ρ(t)− r(t)
≤
ǫ
a2
= 10−10 . (73)
But (73) contradicts (67). Hence, a = 0, and it follows that the term exhibited
in large parentheses in (64) is o(t−2). Thus,
lim
t→−∞
H(ρ(t)) = 0 , (74)
and Lemma 5 is proved. QED
3.1 Comments on the Proof
In the proof of Lemma 5, we made convenient use of (32) to rewrite (59) into
(64). However, we wish to emphasize that our general strategy of proving radial
symmetry is not based on (32) in any essential manner. It operates with (59)
and is designed for the general case of PDE of the type (27) with asymptotically
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radial data for φ, which may be diverging to −∞. Global radial symmetry,
and decrease, of φ follows whenever one can show that (59) tends → 0 as
ρ(t) → ∞. In particular, at the end of the next section we raise an open
question on the asymptotic control of the degree d generalization of curl-free
vortices. An affirmative answer would entail that lim inft→∞H(ρ(t)) ≤ 0, and
radial symmetry would follow once again by comparing with Lemma 4.
On the other hand, the constancy of |∇φ| on ∂Λt, here a byproduct of the
Ginzburg–Landau equations, allows us to give a different, more direct proof of
Theorem 1. For the sake of completeness, we include it here. This proof can be
generalized to higher dimensional problems of the same type.
Alternate Proof of Theorem 1: We study the integral curves of the vector field
∇φ that leave x0, the critical point of φ, and hit any point y on ∂Λt. By the
constancy of |∇φ| on the level curves, the length of such an integral curve is a
function only of t, independent of y, given by
Lx0,∂Λt(∇φ) =
∫ t0
t
dξ√
1−Θ(ξ)
(75)
where t0 = φ(x0). Here we used that |∇φ|
2
∂Λt
= 1−Θ(t). As before, let x(t) be
the point on ∂Λt that has maximum distance from x0, and denote that distance
by r(t). Since Lx0,∂Λt(∇φ) is independent of the point y ∈ ∂Λt through which
the integral curve of ∇φ runs, we can choose y = x(t). Obviously we have
Lx0,∂Λt(∇φ) ≥ r(t) . (76)
We now estimate 1 −Θ(t) in terms of |φ∗′|. By (36), the right sides of (63)
and of
d
dt
|Bρ(t)| = −
∫
∂Bρ(t)
dσt
|φ∗′|
(77)
are equal. Since ∇φ has only a single zero, by (11), and this zero is at x0, we
have that |∇φ|∂Λt 6= 0 away from x0, and also |∇φ
∗|∂Bρ(t) 6= 0 away from x0.
Using this, and again the facts that |∇φ| is constant on ∂Λt and |φ
∗′(ρ(t))| on
∂Bρ(t), away from x0 we find from (63), (77) and (36) that
|∇φ∗|∂Bρ(t) |∂Λt| = |∇φ|∂Λt |∂Bρ(t)| . (78)
The classical isoperimetric inequality in its weak form simply states that |∂Λt| ≥
|∂Bρ(t)|. Applying this to (78) gives
|∇φ|∂Λt ≥ |∇φ
∗|∂Bρ(t) . (79)
Using (79) in (75), we find the upper bound on Lx0,∂Λt(∇φ) given by
Lx0,∂Λt(∇φ) ≤
∫ t0
t
dξ
|φ∗′(ρ(ξ))|
= ρ(t) . (80)
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By (76) and (80), we infer that Λt ⊂ Bρ(t)(x0) for all t. By equimeasurability,
this now means Λt = Bρ(t)(x0) for all t. Therefore, the level curves of φ are
concentric circles. From here the rest of Theorem 1 follows immediately. QED.
The above proof, which is based on the constancy of |∇φ| on the level curves
in an essential way, still uses the single zero hypothesis. J.J. Aly has suggested
to us that by methods due to Pucci and Serrin it may be possible to drop the
single zero hypothesis (11). We mention here that dropping the single zero
hypothesis implies, however, abandoning the single scalar PDE (27), too. This
raises interesting new problems. We hope to address them at a later time.
4 Proof of Theorem 2
To map u to the Riemann surface indicated in Theorem 2, we need the following
lemma.
Lemma 6. – Let Ω ⊂ IC be a domain containing the origin. Assume u : Ω→ IC
is a solution of degree d ∈ IN ∪ {0} of (13), (15). Then
u(z, z) = a1z
d + a2z
d +O
(
|z|d+1
)
(81)
where either a1 6= 0 or a2 6= 0.
Proof of Lemma 6: Clearly, the real and imaginary parts of u are real
analytic functions. Thus there is a Taylor expansion around z = 0. Let
u(z, z) =
∑
|α|=m
aαz
α1zα2 +O
(
|z|m+1
)
, α = (α1, α2) (82)
We claim that aα = 0 except for the indices α = (m, 0) and α = (0,m). This
statement is surely true if m = 1. Henceforth we will assume that m ≥ 2.
We select α = (m1,m2). Let α! = m1!m2!. Then
aα =
1
α!
∂m1+m2u
∂zm1∂zm2
∣∣∣∣
z=0
(83)
Consider now the case that m1 ≥ 1 and m2 ≥ 1. Rewriting (1) as
− 4
∂
∂z
∂
∂z
u(z, z) = u(1− |u|2), z ∈ IC (84)
and applying the m1 − 1 st derivative in z and the m2 − 1 st derivative in z to
(84) gives the identity
aα = −
1
4α!
∂m1−1
∂zm1−1
∂m2−1
∂zm2−1
u(1− |u|2)
∣∣∣∣
z=0
, (85)
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with |α| = m, α = (m1,m2), and mi ≥ 1 for i = 1, 2. Inserting (82) in (85),
we find that aα = 0 for all α satisfying |α| ≤ m − 1. In particular, from (85),
aα = 0 for α = (m1,m2) with m1 +m2 = m and m1 ≥ 1, m2 ≥ 1. Thus,
u(z, z) = a(m,0)z
m + a(0,m)z
m +O
(
|z|m+1
)
, (86)
Now we assume w.l.o.g. that |a(m,0)| ≥ |a(0,m)| and begin with the case
|a(m,0)| = |a(0,m)|. Then
a(0,m) = e
iθ0a(m,0). (87)
Thus, from (90), we obtain now
u(z, z) = a(m,0)
(
zm + eiθ0zm
)
+O
(
|z|m+1
)
(88)
which for |z| = ǫ gives
u(z, z) =
(
2a(m,0)e
iθ0/2 cos (mθ + θ0/2) +O(ǫ)
)
ǫm . (89)
It follows now from (89) that the image of |z| = ǫ under u has degree zero and
has other zeros beside the one at the origin. This is a contradiction, whence
|a(m,0)| > |a(0,m)|. We now rewrite (86) as
u(z, z) = a(m,0)z
m
[
1 +
a(0,m)
a(m,0)
zm
zm
+O (|z|)
]
, (90)
It follows from (90) that, for |z| = ǫ > 0 sufficiently small, u has an image curve
whose winding number is m. Thus, m = d. QED
As a consequence of Lemma 6, we have
Corollary 1. – Let u be a solution of (13), (14), (15). Then
v(x) = v(z, z) = u
(
z1/d, z1/d
)
∈ C1,α(BR), (91)
with α = 1/d.
Corollary 2. – Let u be a solution of (13), (14), (15). Let d∗ be conjugate to
d, i.e. 1/d∗ = 1− 1/d. Then v(x) defined in (91) satisfies
−∆v(x) = 4d−2r−2/d
∗
v(x)(1 − |v|2) (92)
for x ∈ BR(0)\{0}, the singularity at 0 being removable, together with
v(x) =
x
|x|
; x ∈ ∂BR(0) . (93)
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Lemma 8. – Let u be a solution of (13), (14), (15). Let v(x), defined by (91),
satisfy hypotheses (16), such that v(x) = −∇φ(x). Then (1 − |∇φ|2)/r2/d
∗
is
constant on the level curves of φ.
Proof of Lemma 8: Substituting v(x) = −∇φ(x) into (92) gives
∇
(
−∆φ(x)
)
= κ(x)∇φ(x), (94)
where
κ(x) = 4d−2r−2/d
∗
(1− |∇φ(x)|2). (95)
Taking the curl of (94) we get
∇κ(x)×∇φ(x) = 0. (96)
By (96) and (15) it follows that κ(x) is constant on the level curves of φ. QED
With the help of the single zero hypothesis (15) we now conclude that κ(x)
is a function of φ(x). This is proved as in section 3. As a consequence, for
solutions of (13) that are of the type (16), we can reduce (13) to a single scalar
equation valid in BR(0).
Lemma 9. – Let u satisfy the hypotheses of Theorem 2, such that v(x) given
by (91) is well defined and given by v(x) = −∇φ(x). Then there exists some
increasing, differentiable function g : IR → IR+ such that φ(x) solves the semi-
linear elliptic PDE
−∆φ(x) = g(φ(x)) , x ∈ BR(0), (97)
with
φ(x) = 0 , x ∈ ∂BR(0). (98)
Proof of Lemma 9: To prove (97), we repeat almost verbatim the proof
of Lemma 3, up to (34), replacing IR2 by BR(0) and |x| → ∞ by |x| → R.
Moreover, instead of λ(x) now κ(x) = Θ(φ(x)), with κ(x) given in (95). Thus,
(32) is replaced by
4d−2r−2/d
∗
(1 − |∇φ(x)|2) = Θ(φ)(x) . (99)
With (99) and (95) we can rewrite (94) in the form (33), with x ∈ BR(0), from
where we arrive at (97). Using now the fact that v(x) = −∇φ(x) determines
φ(x) only up to an arbitrary additive constant, we see that we are free to choose
the constant so that
inf
x∈BR(0)
φ(x) = 0 . (100)
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Instead of (34), we now choose
g(t) =
∫ t
0
Θ(s)ds . (101)
Since Θ(s) ≥ 0, it follows that g(t) is increasing and nonnegative.
We next prove (98). Since v(x) = −∇φ(x), our boundary condition (93)
becomes ∇φ(x) = −x/|x| for x ∈ ∂BR(0), the gradient understood in the limit
as x→ ∂BR(0) from inside. Thus, |∇φ(x)| = 1 for x ∈ ∂BR(0), which together
with (99) gives Θ(φ(x)) = 0 for x ∈ ∂BR(0). We conclude that φ(x) is constant
on ∂BR(0). The maximum principle, applied to (97), gives that the infimum of
φ is taken at ∂BR(0), whence with (100) we obtain (98). QED
The radial symmetry of φ now follows by again comparing the isoperimetric
inequality and Pohozaev’s identity. In fact, such a proof for (97), (98) is given
in [16]. Having radial symmetry of φ, it follows immediately that φ′(r) =
−Fd(r
1/d), with Fd(r) satisfying the ODE stated in Theorem 2. This completes
our proof of Theorem 2.
4.1 An Open Question regarding Degree d in IR2.
Beside Theorem 2, one rather would like to prove the analog of our Theorem 1
for degree d solutions in IR2. Notice that Lemmata 6–9 and the Corollaries 1
and 2 hold with BR(0) replaced by IR
2, and with (98) replaced by (23). Thus,
one is again lead to consider solutions of (27) and (23) that have only one critical
point at x0, but this time with (32) replaced by (99). Clearly, since |∇φ| is not
a-priori constant on the level curves of φ, the type of proof given in subsection
3.1 does not apply.
However, Lemma 4 holds with unchanged proof. Therefore, radial symmetry
follows if one can prove the analog of Lemma 5 for d > 1. For this one needs to
work directly with (59) as t → −∞. In fact, since the weak form of Lemma 4
guarantees that lim inft→−∞H(ρ(t)) ≥ 0, to prove the analog of Lemma 5 it is
sufficient to show that lim supt→−∞H(ρ(t)) ≤ 0. Thus, since for large negative
t the level curves are star shaped, we can use the Cauchy-Schwartz inequality
to obtain
H(ρ(t)) ≤
1
2
∫
∂Λt
〈x, ν〉|∇φ|2dσ
(∫
∂Λt
dσ
〈x, ν〉
− 2π
)
. (102)
By Shafrir’s asymptotics (35), we infer that
|∇φ|2 = 1−
d2
r2/d
+ o
(
1
r2/d
)
, (103)
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which is a weaker approach to 1 than for d = 1, but strong enough to conclude
1
2
∫
∂Λt
〈x, ν〉|∇φ|2dσ = |Λt|+ o(|Λt|) = πρ(t)
2 + o(ρ(t)2) . (104)
Therefore, the proof of the analog of Lemma 5 for d > 1 is complete if one can
show that ∫
∂Λt
dσ
〈x, ν〉
= 2π + o
(
1
ρ(t)2
)
. (105)
This, however, is an open problem.
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