Supervised machine learning methods have been increasingly used in biomedical In the past two decades, microarray and RNA sequencing (RNA-seq) are routine 13 procedures to study transcriptome of organisms in modern biomedical studies. In recent 14 years, RNA-seq [5, 20] has become a popular experimental approach for generating a 15 comprehensive catalog of protein-coding genes and non-coding RNAs [13] , and it largely 16 replaces the microarray technology due to its low background noise and increased 17 precision. The most important difference between RNA-seq and microarray technology 18 is that RNA-seq outputs millions of sequencing reads rather than the continuous However, such data transformation can lead to loss of information from the original 34 data [14, 18] , producing less accurate inference. Particularly, the transformation often
Existing and proposed methods

84
In this section, we will first describe two existing methods for classification analysis of 85 count data from RNA-seq and then propose our new method. To unify the notation, 86 denote by X the count data matrix with elements X ij referred to the sequence count for 87 the j-th gene and the i-th sample (i = 1, 2, . . . n and j = 1, 2, . . . p). In addition, class label y i = k if and only if i ∈ C k . Furthermore, we denote X C k j = i∈C k X ij . Witten [22] introduced a log-linear Poisson model with feature selection, which resulted 96 in a simple diagonal linear discriminant analysis suitable for count data (referred as
97
"sPLDA" hereafter in this paper). Under the assumption of gene independence, the 98 model is based on the following formulation,
where s i is the normalizing factor (a.k.a. size factor) for sample i and g j is the ground 100 mean for the j-th gene, allowing for variations both in samples and genes. . From simulations of the original paper, this correction performs well in the presence of 108 weak to moderate overdispersion.
109
Suppose x * = (X * 1 , . . . , X * p ) T be a future new sample for prediction. The discriminant score for assigning x * to class k is, log p(y * = k|x * ) = where y * is the predicted label,ĝ j = X .j ,π k is the estimate of prior probability of 110 belonging to the kth class estimated by the fraction of samples belonging to class k and 111 s * is the estimated normalization factor for the new sample x * for which we do not 112 know the class label. The classifier assigns x * to the class with the largest discriminant 113 score. The paper also implemented a somewhat ad hoc soft-thresholding operator for 114 feature selection in the classifier, which is motivated from univariate lasso regularization 115 in regression for feature selection: 
Under the formulation, E(X ij ) = µ ij and V ar(X ij ) = µ ij + µ 2 ij /φ j . Similar to sPLDA, 124 for a new observation x * , prediction is made by the maximized discriminant score:
where φ j is the dispersion parameter for the jth gene, cannot be easily incorporated into the procedure due to the increased complexity with 130 φ j .
131
In the literature, several popular procedures have been used for estimating the size 132 factor, including simple sum of counts, median ratio [1] and quantile method [4] . Witten 133 [22] and Dong et al. [8] showed that the performance is comparable among the three 134 methods. Here, we will use the quantile method for all methods for a fair comparison. 135 In quantile method, the normalization factor for sample i (1 ≤ i ≤ n) is estimated as
, which is what we 137 adopt in this paper), where q i is the 75th quantile of sequence counts of all genes for the 138 ith sample. For a new sample x * , the normalizing factor is estimated as s
where q i (1 ≤ i ≤ n) come from training data and q * is the 75th count quantile for 140 sample x * . Note that the vector of normalization factors and dispersion denoted by s
141
and φ respectively will be pre-estimated in all negative binomial models in this paper 142 before inference. φ are estimated by weighted likelihood empirical Bayes method using 143 the edgeR package [17] with class label considered. We denote the method proposed by 144 [8] as "NBLDA PE " to emphasize the ad hoc "point estimation" procedure inherited 145 from sPLDA in [22] . Similar to NBLDA PE , we specify the following negative binomial model in a generalized linear model (GLM) setting:
where s i is the normalization factor of the i-th sample, β jk is the mean count in 153 log-scale of the k-th class for the j-th gene and φ j is the dispersion parameter of the 154 j-th gene. Under the assumption of independence between genes, the corresponding 155 log-likelihood can be written as, 
(1) Here, x * is assigned to class k for which the discriminant score is maximized. Note that 162 the form of the discriminant score in the current model is identical to that proposed in 163 [8] , except that we reparametrize µ ijk = s i g j d kj to log(µ ijk ) = log(s i ) + β jk . The major 164 difference is in the parameter estimation. [8] directly borrows the point estimation of 165 µ ijk from the Poisson model in [22] , while we will derive MLE of Equation (2) (see In order to incorporate variable (gene) selection, we add a penalty term
Here,β j is the average of β jk 's over the K classes for a 170 given j-th gene. Hence, the following penalized likelihood is maximized to obtain 171 estimation of β with pre-estimated φ:
Here, λ is a tuning parameter controlling sparsity of the variable selection. The form of 173 the discriminant scores for prediction is the same as in equation 
Here, z q = (Z 1q , . . . , Z nq ) includes values of the q-th covariate over n samples and 182 parameter α qj corresponds to the coefficient of the q-th covariate in the j-th gene.
183
Under the assumption of gene independence and adding penalty terms for both genes 184 and covariates, the problem can be presented as maximization of the following penalized 185 log-likelihood with double regularization:
where, β is the collection of all β jk parameters and α is the collection of all α qj 187 parameters. λ 1 and λ 2 are tuning parameters controlling for levels of sparsity of 188 variable selection in genes and covariates, respectively.
189
Similarly, for a new sample x * with vector of clinical vector z * = (z * 1 , . . . z * Q ) under 190 this framework, we can derive the following discriminant score:
As before, x * is assigned to the class with the highest discriminant score. We note
192
that when λ 2 = 0, Equation 4 performs covariate adjustment using all covariates for all 193 genes without regularization in covariate parameters α qj . We will denote this method as 194 "sNBLDA GLM.C ". In this case, when the number of covariates Q becomes large,
195
performance of parameter estimation and prediction accuracy are expected to decline. 196 With proper choice of λ 2 in Equation (4) Maximizing the log-likelihood derived in Equation (2) is equivalent to minimizing the 206 following penalized weighted least square function,
where
Given the estimates at the t-th step, the updates of (t+1) step is:,
This is repeated until convergence ofβ jk . The update ofβ jk in
Step (3) is given by,
Here Equation (4) can be represented as minimizing the penalized weighted least square 219 function given below in Equation (7),
where,
The estimation of each of theβ jk 222 and α qj is given by the following algorithm. The steps involved in IRLS given the 223 estimates obtained at the t-th step is given below,
The steps are repeated until convergence of the parameters β jk , α 1j , . . . , α qj . Then the 232 penalized estimate of the parameters in step 3 and step 4 are respectively given by,
and, α
where, 
273
In order to mimic real data, we use a real RNA-seq dataset downloaded from Gene 274 Expression Omnibus (GEO, GSE47474) to retrieve key parameters and perform the 275 simulation. The dataset includes 72 samples with 36 coming from HIV-1 transgenic and 276 36 from control rat strains [12] . We compute the mean counts of each gene over all 277 samples to obtain an empirical distribution of mean counts, which will be used for 278 obtaining baseline expression levels in all the simulations. Each simulation is repeated 279 100 times and the average result is reported. In this simulation, we sample the count data by
, where the number of informative feature is 300.
285
The notation of the parameters as well as the settings are given below:
286
• The library size factor s i is sampled from Unif(0.75,1.25) for each sample i.
287
• b j is the baseline which is sampled from the empirical distribution of the mean 288 expression described previously. We sample the count data by
for each gene j(1 ≤ j ≤ 1000) and sample i(1 ≤ i ≤ 120) in class k(1 ≤ k ≤ 3) with two 303 covariates (z 1 and z 2 ; Q=2), where the number of informative feature is 300. The 
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• Sample the main effect size parameter ∆ j for each gene j in class k from a 315 truncated normal distribution T N (0.25, 0.1 2 , 0.125, ∞)
316
• The effect size parameter of covariates qj for each gene j in covariate q is drawn 317 from the product of random sign (i.e. half probability to be 1 and half to be -1)
318
and a truncated normal distribution T N (η, 0.1 2 , η/2, ∞) × κ where κ takes value 319 1 with probability 0.5 and -1 otherwise. We use the different value of 320 η ∈ {0.1, 0.3, 0.5, 0.7} for different level of signal strength.
321
• Other parameters are set the same as Simulation 1 except that ζ is set at 0.25.
322
• 100 of the samples are used as training set and the remaining 1,000 samples are 323 used as testing set.
324
Simulation results
325
Results of Simulation 1 are summarized in Figure 1 . In Figure 1(a) , average prediction 326 accuracy of the three models sPLDA, NBLDA PE and sNBLDA GLM were compared over 327 three different levels of dispersions ν ∈ {1, 5, 10}. The larger the value of ν, the smaller 328 the level of dispersion in the simulated datasets. In all different levels of ζ and ν, sNBLDA GLM.sC and sNBLDA GLM became much smaller but sNBLDA GLM.sC was still 351 the best performer. Supplementary Figure S4 includes comparison with SVM, RF and 352 CART, all of which performed much worse than sNBLDA GLM.sC .
353
Variable selection performance between sPLDA, sNBLDA GLM and sNBLDA GLM.sC 354 is shown in 2(b). Similarly, we observed stable and high performance of sNBLDA GLM.sC 355 with increasing η, while performance of sNBLDA GLM dropped for increased η due to 356 the lack of covariate adjustment. sPLDA performed the worst in all cases. It is 357 intriguing that the variable selection gap between NBLDA GLM.sC and NBLDA GLM was 358 larger in ν = 10 than in ν = 1, which is contrary to the prediction accuracy in Figure   359 2(a). An evaluation of the parameter estimates between sPLDA, sNBLDA GLM and 360 sNBLDA GLM.sC was carried out in terms of RMSE in supplement Figure S1 , where clinical information (covariates) is available for adjustment. This dataset has been used 372 in both sPLDA and NBLDA PE papers and thus is a good dataset to evaluate our new 373 method. [8] found that NBLDA PE performed better than sPLDA in terms of prediction 374 accuracy because of high dispersion estimate in this dataset. In Figure 3 , we compare 375 prediction accuracy (y-axis) between sPLDA and sNBLDA GLM based on 10-fold 376 cross-validation when different number of genes are selected (x-axis) as proposed for the 377 corresponding models. Since there is no variable selection in NBLDA PE , we only 378 perform cross-validation considering all miRNAs (shown as "X" in the figure). prediction performance. Figure 4 shows the 10-fold cross validation accuracy of the four 407 methods for different gene size after DE analysis pre-selection. For the three methods
408
with embedded feature selection (sPLDA, sNBLDA GLM and sNBLDA GLM.sC ), varied 409 tuning parameter for feature selection was applied and the best prediction accuracy was 410 reported in Figure 4 . The result clearly demonstrates better prediction performance of 411 sNBLDA GLM.sC , especially when the pre-screening by DE analysis reduce the input gene 412 size to 250-1000. However, when large number of genes are input to the sNBLDA GLM.sC 413 algorithm (e.g. 2000 or 5000 genes after pre-screening), its performance dropped to close 414 to sNBLDA GLM and the advantage of covariate adjustment is diminished. Nevertheless, 415 our proposed GLM approach generally outperforms sPLDA and NBLDA PE . As a result, 416 we recommend pre-screening of ultra-high dimensional data, such as regular RNA-seq 417 datasets, down to 250-5000 features before applying sNBLDA GLM.sC . The result shows 418 inferior performance of sNBLDA GLM.C , showing necessity of covariate regularization.
419
The accuracy performance of the methods discussed in this paper is compared with 420 other methods appropriate for continuous data is summarized in Figure S5 . 421 
Conclusion and Discussion
422
In this paper, we proposed a sparse negative binomial classifier based on a GLM Figure 4 . Prediction accuracy (y-axis) of sNBLDA GLM.sC , sNBLDA GLM , NBLDA PE and sPLDA with varying input gene number after DE analysis pre-screening (x-axis) in the schizophrenia post-mortem brain RNA-seq data.
