Several proteomics platforms have emerged in the past decade that show great promise for filling in the many gaps that remain from earlier studies of the genome and from the sequencing of the human genome itself. This review describes applications of proteomics technologies to the study of autoimmune diseases. We focus largely on biased technology platforms that are capable of analyzing a large panel of known analytes, as opposed to techniques such as twodimensional gel electrophoresis (2DIGE) or mass spectroscopy that represent unbiased approaches (as reviewed in 1). At present, the main analytes that can be systematically studied in autoimmunity include autoantibodies, cytokines and chemokines, components of signaling pathways, and cell-surface receptors. We review the most commonly used platforms for such studies, citing important discoveries and limitations that exist. We conclude by reviewing advances in biomedical informatics that will eventually allow the human proteome to be deciphered. 
INTRODUCTION TO PROTEIN MICROARRAYS
Protein microarrays represent a validated platform for profiling protein levels and their post-translational modifications at a scale that is beyond what traditional techniques such as Western immunoblotting or enzyme-linked immunosorbent assays (ELISA) can realistically achieve. Protein microarrays have the potential to impact not only the broadly defined field of proteomics, but also other more defined biological disciplines, including immunology. As we describe here, the use of protein microarrays in immunology has largely been limited to the profiling of two main classes of proteins: (a) secreted factors (e.g., cytokines, chemokines, or growth factors) and (b) autoantibodies. Multiplexed analysis of in- (135) tracellular proteins in a microarray format has proven to be a much more challenging task. The reverse-phase lysate (RPL) microarray platform stands out from other microarray platforms as the one with the greatest potential to achieve that goal. In the following sections, we review the work that has been published using each of the above mentioned technologies (summarized in Table 1 ) and speculate on their potential impact in the study of autoimmunity.
ANTIGEN MICROARRAYS
The relative frequency of autoreactive T and B cells in circulation is low, estimated at less than 1:10,000 lymphocytes (2) (3) (4) (5) , making the isolation and study of individual autoreactive cells problematic. However, a hallmark of many autoimmune diseases is the production of high-titer, high-specificity autoantibodies directed against a variety of evolutionarily conserved molecules (6) . These autoantibodies are readily detectable with various immunoassays, including ELISA, Western blotting, and immunoprecipitation. Although these assays do not directly provide data regarding the specificity of autoreactive T cells, there is a high degree of concordance between autoreactive B cell and T cell responses (7), and therefore the specificity of the autoantibody response is likely representative of the overall autoimmune response. Although such immunoassays are readily available and relatively easy to perform for a given autoantigen, analysis of multiple autoantibodies is costly, is time and labor intensive, and requires significant amounts of sera. Proteomic technologies including antigen array platforms enable the large-scale characterization of immune responses against foreign and selfantigens that may be involved in the development and progression of autoimmune disease. Antigen microarrays allow the comprehensive analysis of autoantibodies directed against hundreds to thousands of antigens, including proteins, peptides, nucleic acids, macromolecular complexes (8) (9) (10) , and, more recently, lipids (11) . Probing these arrays requires microliter volumes of sera. Joos et al. (12) were the first group to describe a large-scale antigen microarray-based assay to detect serum autoantibodies. Eighteen autoantigens known to be serologic markers for several autoimmune diseases, including systemic lupus erythematosus (SLE), mixed connective tissue disease (MCTD), Sjögren's syndrome, scleroderma, and polymyositis were deposited onto nitrocellulose membranes or derivatized slides using a robotic microarrayer. Arrays were incubated with autoimmune sera followed by horseradish peroxidase (HRP)-conjugated secondary antibody. Chemiluminescent measurements were obtained following application of luminol substrate. These studies demonstrated that the microarray could be used to determine multiple autoantibody titers simultaneously in a single assay, and this assay was both sensitive and specific for autoantigen recognition (12) .
In our laboratory, Robinson et al. (8) adapted the methods of others (13, 14) to design a 1152-feature connective tissue disease (CTD) array. The CTD array included 196 putative autoantigens targeted in several autoimmune diseases, including SLE, Sjögren's syndrome, rheumatoid arthritis (RA), polymyositis, scleroderma, and primary biliary cirrhosis. Antigens were spotted onto coated glass slides in an ordered array using a robotic arrayer. Arrays were incubated with either monoclonal antibodies or highly characterized autoimmune serum samples, washed, and probed with fluorescently labeled secondary antibodies. Arrays were scanned and fluorescence intensity measured. These studies demonstrated specific autoantibody binding that was linear over a 1000-fold range and was four to eight times more sensitive than ELISAs. To date, hundreds of highly characterized autoimmune serum samples have been analyzed and disease-specific autoantibody patterns detected. Using immunoglobulin G (IgG) subclass-specific secondary antibodies, the authors also demonstrated that the arrays could be used to characterize autoantibody subclasses that may be important in disease pathogenesis (8) . The potential applications of antigen microarrays include (a) improved diagnosis of autoimmune and other diseases, (b) identification of autoantibody signatures that may represent subgroups of disease or have prognostic value, (c) monitoring of disease progression or response to therapy, (d ) development of antigen-specific therapy, and (e) discovery of novel autoantigens or epitopes.
Diagnosis
Several autoimmune diseases are characterized by specific autoantibodies that are important in diagnosis. These include anti-doublestranded DNA (dsDNA) antibodies and RAST: radioallergosorbent test anti-Smith antibodies in SLE, anti-U1-snRNP antibodies in MCTD, antiacetylcholine receptor antibodies in myasthenia gravis, and antithyroid stimulating hormone receptor antibodies in Graves' disease. Measurement of serum antibodies specific for multiple epitopes of a particular antigen have proven useful in identifying dominant linear epitopes in SLE antigens (18) (19) (20) (21) and in increasing the sensitivity of detection of anticitrulline antibodies in RA by combining the frequencies of reactivity to a panel of citrulline-containing peptides (22, 23) . Studies using antigen arrays allow for the simultaneous detection of hundreds of autoantibodies on one array with 1 μl or less of patient serum and therefore are ideal for profiling autoantibodies in SLE and other autoimmune diseases.
In addition to diagnosis of autoimmune disease, antigen microarrays have been designed to determine and monitor IgE reactivity profiles in patients with seasonal allergies. Hiller et al. (24) developed a microarray containing 94 purified allergens. They demonstrated that the array results were consistent with patients' known sensitization profiles based on skin testing or radioallergosorbent test (RAST)-based assays (24) . Additional studies showed that these microarrays had a dynamic range comparable to RAST assays, that the sensitivity was similar to ELISA and exceeded that of RAST, and that no significant cross-reactivity was observed (25) .
Antigen arrays have also been applied for serodiagnosis of infectious diseases. Mezzasoma et al. (26) designed arrays with antigens from multiple perinatal pathogens, including Toxoplasma gondii, cytomegalovirus, herpes simplex virus type 1 and 2, and rubella virus. Using a panel of characterized human sera, they validated the arrays, demonstrating a detection limit of 0.5 pg of antibody and sensitivity similar to ELISA (26) . The arrays also included internal calibration curves for IgM and IgG, allowing quantification of individual immune responses (26) . A comprehensive array for simian human immunodeficiency virus has also been used to dissect the B cell response in monkeys enrolled in an antigen-specific DNA vaccine trial (27) .
With each of these microarray systems, the advantages are that the time to run the assay, the cost, and the amount of serum remain the same regardless of the number of analytes. In contrast, with ELISA each analyte must be assayed individually, increasing time, cost, and amount of serum required. In fact, clinical laboratories typically request at least 0.5 mL of serum for autoantibody studies, with a bare minimum of 0.15 mL per assay. Therefore, the amount of serum needed to test all the antigens on an array could be prohibitive, especially in seriously ill or pediatric patients.
Classification of Autoantibody Biosignatures and Prognostication
For many autoimmune diseases, autoantibody profiles not only provide diagnostic information but prognostic information as well, allowing patients to be divided into subgroups based on organ system involvement or disease severity. For example, in SLE anti-dsDNA antibodies are associated with active disease and nephritis; antiribosomal P antibodies are associated with neuropsychiatric lupus; and antiRo antibodies are associated with cutaneous lupus, photosensitivity, and the neonatal lupus syndrome (6, 28) . Analogous examples can be found in scleroderma, polymyositis, and other diseases (6) . Clinicians often use these limited profiles to determine prognosis and risk for disease flares.
Some reports suggest that serum from patients obtained prior to disease onset contained antibodies predictive of future disease. Analysis of serum samples from 130 people in the Department of Defense Serum Repository who eventually developed SLE revealed that 88% of patients had at least one autoantibody present in serum prior to the diagnosis of SLE. Certain autoantibodies, including antinuclear antibodies, antiphospholipid, antiRo, and anti-La antibodies, developed earlier than others (29). In addition, type 1 diabetes (T1D) autoantibody profiles can be used to diagnose and predict future development of T1D. The presence of two or more autoantibodies directed against islet antigens, including insulin, glutamic acid decarboxylase, and tyrosine phosphatase-like protein IA-2, correlates with disease (30, 31).
Our laboratory, the Robinson laboratory, and others have developed several diseasespecific antigen arrays containing putative antigens from the tissues affected by these diseases. These include the previously described CTD array, with almost 200 autoantigens from several rheumatic diseases (8); a synovial proteome array, with ∼650 candidate RA autoantigens (32); a myelin proteome array, with ∼500 myelin peptides and proteins (33); a vasculitis array (G. Alemi and P.J. Utz, unpublished data); and an islet cell proteome array, with pancreatic islet-derived autoantigens (34). Arrays of other biomolecules such as carbohydrates and lipids have also been created (11, 35) . These arrays are being used to screen large cohorts of sera from patients and from animal models of disease to predict organ system involvement and to determine prognosis. Such arrays and other proteomic technologies will likely allow the identification of autoantibody biosignatures associated with a multitude of other autoimmune diseases in the future. In addition, these assays have the potential to enable better standardization and interpretation of clinical trials by allowing researchers to better classify patients prior to enrollment.
Relative levels of specific autoantibody isotypes may be important in the development and progression of SLE and other autoimmune diseases. Serum derived from patients with lupus nephritis often contains high-affinity IgG antibodies directed against dsDNA, although certain IgM antibodies against dsDNA have been associated with nephritis (36). Analysis of the antiribosomal P antibody response in two SLE patients showed that patients were well when their peak antiribosomal P response was of the IgM isotype and that the development of disease flares coincided with a switch to high-titer IgG antiribosomal P antibodies (37). Similarly, IgG subclasses may play a role in autoimmunity. Increases in IgG4 responses to desmoglein-1 are associated with onset of clinical disease in pemphigus foliaceus (38). Antigen arrays can be used to determine autoantibody isotype and subclass by probing the arrays with isotype-specific secondary antibodies differentially labeled with spectrally resolvable fluorophores (8) . A preliminary study in our laboratory using antigen arrays showed that the presence of IgG2a antibodies against certain lupus autoantigens correlated with more severe nephritis on histopathologic evaluation in a murine model of lupus (K.L. Graham, unpublished observation). Using antigen arrays to characterize autoantibody isotypes may aid in the identification of important antigens for which pathogenic responses are generated and help discriminate other reactivities that do not impact disease progression or activity.
Monitoring Disease Progression and Response to Antigen-Specific Therapeutic Interventions
Following the initial stimulation of the immune system, autoantibody diversification occurs by the process of epitope spreading (7) . Epitope spreading has been demonstrated in several autoimmune disease models (21, (39) (40) (41) (42) (43) (44) and in patients with SLE (45-47) and T1D (48, 49) . Investigators believe that the accrual of reactivities to different epitopes over time plays a role in the pathogenesis of these diseases, and epitope spreading has been associated with disease progression in lupus (46) and T1D (48) .
Antigen arrays printed with overlapping peptides of known autoantigens provide a format for efficiently studying epitope spreading. Such studies could be useful in monitoring an individual patient's response to therapy and in determining which patients are at risk for progression of disease. Robinson Current treatments for most autoimmune diseases are nonspecific and use agents that globally suppress the immune system. Such treatments have significant risks, including systemic infections and secondary malignancies, and there are many diseases for which response to such treatment is marginal at best. By determining the specific epitopes driving the autoimmune response, therapies that target only those cells that are reactive to these epitopes could be designed, leaving the rest of the immune system intact to function in its role of defense and surveillance. Robinson et al. (33) identified the early dominant epitopes targeted in EAE and used this information to develop tolerizing DNA vaccines encoding these epitopes. The DNA vaccines encoding myelin sheath components prevented epitope spreading and reduced relapses in mice, particularly when the vaccine was coadministered with a plasmid encoding interleukin-4 (IL-4) (33). Whether similar results can be obtained in human patients treated with antigen-specific or other immunomodulatory therapies remains to be determined.
Autoantigen Discovery
For many autoimmune diseases, including juvenile idiopathic arthritis, inflammatory bowel disease, psoriatic arthritis, and several vasculitides, the inciting autoantigen(s) is (are) currently unknown. cDNA expression libraries, peptide libraries, or arrayed fractions of tissues can be used to screen serum from autoimmune disease patients or animal models to discover novel autoantigens in these diseases. Once autoantigens are identified, further analyses can be performed to determine the sensitivity and specificity of the autoantibodies for a given disease. Arrays composed of bacterially expressed proteins have recently been used to identify candidate antigens in alopecia areata, an autoimmune disease leading to baldness (50) . Newer methodology that uses in situ synthesis of proteins by mammalian ribosomes from cDNAs deposited on the surface of glass microscope slides may also enable such studies (51) .
Limitations and Future Directions
Given the complex nature of proteins, optimal conditions for antigen arrays have not been established, and variation is seen using different slide surfaces and printing conditions (52, 53) . In addition, following attachment of antigens to a planar surface, epitopes may be altered, resulting in lack of detection of autoantigens on the array (8, 13) . Our laboratory has evaluated multiple (more than 25) commercially available slide surfaces and assay parameters to optimize arraying conditions for printing whole antigens and linear peptides. We have determined that FAST slides (manufactured by Whatman Schleicher & Scheull) consistently have lower coefficient of variance than other surfaces we analyzed, generally less than 25% and, under certain conditions, as low as 6%-8% (I. Balboni, unpublished observations). We are currently investigating other methods that will allow better internal control of the arrays. Internal control is particularly important for assays that will be used to monitor changes within patients over time, which may be quite subtle. Finally, arrays will need to be validated with many well-characterized serum samples before this platform will be ready for use in the clinical setting.
CYTOKINE ARRAYS
Proteomics platforms hold particular promise for the study of cytokines in autoimmunity. This is an important application because therapies that either increase or decrease cytokine levels have proven useful in the treatment of many autoimmune diseases (54) (55) (56) . The therapeutic benefit of interferon-β in the treatment of relapsing-remitting MS is well established (57) , and therapies that inhibit IL-1, IL-6, IL-15, and tumor necrosis factor α (TNF-α) have been shown to improve RA (54, 55, (58) (59) (60) . In addition to guiding the design of novel pharmacologic strategies, knowledge of cytokine levels adds to our understanding of disease pathogenesis and aids in identifying markers of disease. For example, in SLE, interferon signatures have been identified at the genetic level (61) (62) (63) , and the increase in type I interferons has been verified at the protein level (64) . In other cases, the role of cytokines is more complex. The controversial role of TNF-α as an inflammatory or immunomodulatory cytokine in MS is one example (65) . In these situations in particular, the global analysis of multiple cytokines could provide a more complete understanding of complicated cytokine biology. Antibody arrays are a logical proteomics approach to studying serum proteins such as cytokines and chemokines in autoimmune disease. Some of the technological variations on this theme are highlighted here, as are their implications for the study of disease susceptibility.
Planar antibody arrays for analyzing cytokines in biological fluids were developed as a logical extension of the ELISA platform. The most common format involves a variation of the sandwich ELISA (66) (67) (68) . This method requires two high-affinity cytokine binders, typically commercially available monoclonal or polyclonal antibodies. The capture reagent is spotted on a slide surface, a sample is applied and washed, and then a cocktail of labeled secondary reagents is added to bind available epitopes on the captured species. Detection typically involves fluorescent-or chemiluminescent-based methods (67) (68) (69) . Some initial reports employing these assays were disappointing (70) , but others have demonstrated reliable detection of multiple cytokines on planar arrays (71) .
Because sensitivity is a concern in cytokine detection, rolling-circle amplification (RCA) has emerged as a well-suited detection method. RCA provides a means of linear signal amplification that remains local-RCA: rolling-circle amplification ized to the microarray feature (72, 73) . Arrays using this method operate exactly like other multiplex sandwich ELISAs, with the exception that the final step involves an oligonucleotide elongation reaction from a circular template. The first application of RCA to cytokine arrays was impressive. Schweitzer et al. (72) reported simultaneous detection of 75 human cytokines, femtomolar sensitivity, and a time-course analysis of cytokine secretion by mature dendritic cells (DCs) that confirmed and more importantly extended previously described results. Although RCA is slightly more elaborate than other detection methods, investigators have been able to simultaneously measure up to 180 cytokines using planar RCA arrays (74) and have developed two-color methods for analyzing two serum samples on the same array (74, 75) .
Early studies established immuno-RCA as a powerful detection system, and a subsequent study demonstrated the utility of this microarray technology for investigating autoimmune disease in human patients (76). Kader and colleagues (76) investigated the cytokine profiles of pediatric patients with both Crohn's disease and ulcerative colitis, comparing clinical remission versus active disease. Although the authors anticipated increases in proinflammatory cytokines in patients with active disease, instead they detected an increase in socalled regulatory cytokines during remission. Placental growth factor, transforming growth factor-β1, IL-7, and IL-12p40 were all upregulated in serum from patients who were in clinical remission (76). These unexpected findings implicated a role for immune regulation in suppressing disease activity. Furthermore, the authors reported that a 10-cytokine classifier was better than a 4-cytokine classifier, suggesting that increased multiplexing of cytokine levels could better discriminate between disease states. With any developing technology, verification of important findings by an alternative measure is essential, and in this study data from conventional ELISA could have strengthened the findings. Nevertheless, this study exemplifies the advantages of cytokine microarrays in studying autoimmune disease.
While the planar array format identifies capture antibodies by a coordinate on the slide, optically encoded microspheres can also serve as unique identifiers of the capture antibodies (bead arrays, or bead-based assays). Although adding additional features to suspension arrays is less trivial than for planar arrays, current bead array technologies can easily handle 100 analytes simultaneously and could be developed to handle thousands or tens of thousands of probes (77). The main advantages of this technology include easier quality control because beads are coated in bulk, higher density of array features, faster analysis of each sample, and higher throughput for multiple samples when compared with planar arrays (77). These advantages have made bead-based arrays useful for the study of cytokines in autoimmune disease. A study by Szodoray and colleagues (78) investigated Sjögren's syndrome using cytokine bead-based arrays. Serum was collected from Sjögren's syndrome patients, along with clinical and laboratory data. Differences among patients and controls were observed, including levels of IL-12p40, TNF-α, IL-6, and TNF receptor I (TNF-RI) and TNF-RII, some of which had not been previously linked to Sjögren's syndrome. Furthermore, subsets of Sjögren's syndrome patients showed differential cytokine levels. Levels of IL-2, epidermal growth factor (EGF), macrophage inflammatory protein-1α (MIP-1α), and TNF-RI were associated with elevations in erythrocyte sedimentation rate, but only IL-12p40 differed according to extraglandular manifestations. These studies demonstrate that quantitative, multiplexed analysis of serum cytokines in human autoimmune disease is indeed possible. Determining the scientific and clinical impact of these observations will be the next major step for cytokine arrays.
Planar arrays and bead-based suspension arrays identify capture antibodies by the use of encoded solid supports, whether that support is a microarray slide or a microsphere. An entirely separate approach to multiplex cytokine assays is the proximity assay, in which all reagents remain free in solution. Proximity assays have the advantages that no wash steps are necessary and no immobilization of capture reagents is required. Monogram BioSciences' eTAG TM system is an example of a proximity assay involving cleavable tags, although oligonucleotides are also useful for proximity-dependent cytokine detection (79). Fredriksson and colleagues (80) demonstrated the power of this oligonucleotide technology in highly sensitive cytokine detection using a pair of aptamers. Aptamers are probes made entirely of oligonucleotides that are selected through rounds of in vitro evolution for the ability to bind a target with high affinity. The aptamers used by Fredriksson et al.
(80) were specific for two separate epitopes on platelet-derived growth factor. When the aptamers bound their target, the local concentration of the complementary aptamer ends increased by orders of magnitude, allowing detection of ligation by quantitative real-time polymerase chain reaction. After extensive optimization, zeptomole (10 −21 ) concentrations could be detected, which is far more sensitive than most cytokine assays. Multiplexing an assay of this kind is possible, although more difficult than planar or bead-based arrays. Subsequent application of proximity ligation employed oligonucleotide-conjugated anti-IL-2 and anti-IL-4 mono-and polyclonal antibodies, affirming the generalizability of this proteomics approach (81). Proximity assays require more sophisticated reagents and assay conditions than planar or bead-based arrays, but they can be developed for exquisite sensitivity, specificity, and throughput.
A variety of technological advances have made quantitative, multiplex cytokine profiling possible. The main advantages of these techniques over existing single analyte ELISA include small sample requirement, highthroughput capability, and reliable data on many markers simultaneously. The multiplexing ability of planar, bead-based, and proximity assays will most likely not be the limiting factor in the development of these assays. One thing all the above technologies have in common, however, is absolute dependence on highly specific, high-affinity binders, sometimes relying on pairs of binders. Intense commercial and academic effort will be necessary to generate and evaluate all these reagents for every cytokine of interest. As these proteomics platforms evolve, studying cytokines should prove invaluable for investigating autoimmunity. These data could provide new therapeutic targets, a better understanding of pathogenesis, improved disease classification, and novel markers for measuring response to therapies. Because many therapies are beginning to target cytokines, and because cytokine levels can now be studied in a high-throughput fashion, in the future cytokine arrays may be able to guide patient-tailored cytokine therapy.
REVERSE-PHASE LYSATE (RPL) MICROARRAYS
The concept of RPL microarrays was originally described by Paweletz et al. (82) in a paper showing activation of the prosurvival signaling protein Akt and suppression of extracellular regulated kinases (ERK)1/2 phosphorylation in the transition from normal prostate epithelium to prostate intraepithelial neoplasia, and then to invasive prostate cancer. Although only a small number of patient samples and signaling proteins were analyzed, the potential to scale up this microarray platform for high-throughput analysis of intracellular proteins was clear. The ability to profile the abundance and activation state of a large panel of signaling proteins is particularly exciting for immunology research because most, if not all, immunological decisions depend on the signaling pathways that are turned on and their degree of activation.
Before we focus on the technical aspects of RPL microarrays, it is helpful to first distinguish between forward-phase and reversephase approaches and to discuss why RPL arrays have unique advantages over other array formats for protein profiling, especially for the study of intracellular signaling networks. In the forward-phase approach, analytes of interest are captured from solution phase by an array of immobilized antibodies. The bound analytes, usually proteins, are subsequently detected and quantified. A major challenge to the development of forward-phase arrays is the lack of antibodies that function in this format. In one study involving 115 antibody/antigen pairs, less than 20% of the antibodies provided specific and accurate measurements (13) . Notably, in this study a 3% nonfat dry milk solution spiked with purified antigens was used to probe the arrays. Other groups have reported that only about 5% of intracellular antibodies are suitable for forward-phase arrays when the arrays are probed with a complex solution such as a cell lysate (83, 84). The forwardphase approach is further complicated by the issue of detection. Direct labeling of the protein sample with fluorescent tags is one approach and has been tried by several groups for protein microarray studies (13, 84, 85) . However, the tags can sterically interfere with antibody binding if they are located within binding epitopes (83). Furthermore, the efficiency of protein labeling reactions is notoriously variable, making quantitative comparisons between samples difficult (13) . Currently, the "sandwich immunoassay" approach appears to be the best option for forward-phase microarrays. However, antibody pairs are not available for many intracellular proteins.
The reverse-phase approach immobilizes lysate samples as distinct microspots on the array surface instead of antibodies (86) (Figure 1) . RPL arrays are then probed with highly specific antibodies that are either phosphorylation state dependent for detecting activation states or independent for measuring abundance. Bound antibodies can then be detected using a secondary antibody that is directly conjugated to a fluorophore [e.g., quantum dots (87)] or enzymes (e.g., HRP) for signal amplification. In our experience, enzyme-mediated signal amplification is necessary for detecting low abundance proteins and their phosphorylated epitopes. We employ a tyramide-based amplification technique that deposits biotin molecules adjacent to HRP-conjugated secondary antibodies for signal amplification (88). A fluorescent signal is then generated by incubating the arrays with fluorophore-conjugated streptavidin. The fluorescent intensity of each spot correlates with the abundance or level of phosphorylation of the analyte in question.
The main advantage of this technique is that thousands of samples can be analyzed simultaneously on the same platform, greatly increasing throughput and simplifying quantitative comparisons between samples. Furthermore, an exceedingly small amount of sample (a few micrograms of protein) is required for printing hundreds of RPL arrays, thus permitting the comprehensive analysis of rare cell types and valuable patient samples. Importantly, most if not all commercially available antibodies should work in this format, provided they are not cross-reactive with other proteins. A clear limitation to this approach is that only one analyte can be measured on a single array. To partially overcome this limitation, arrays can be printed in a multisector format (arrays of arrays), allowing up to 16 analytes to be analyzed on a single slide. Although this number is still orders of magnitude smaller than the number of probes on a DNA microarray, it is not as limiting as one might think if the analysis is focused on one functional class of proteins (e.g., signal transduction proteins or apoptosis-related proteins). A particularly successful application of RPL microarrays has been the profiling of phosphorylation states of signaling proteins with the use of phosphorylationspecific antibodies (88). This application has only been possible within the past few years with the commercial availability of an expanding collection of well-characterized phosphorylation-specific antibodies.
The majority of work that has been done using RPL microarrays is in the field of oncology. This body of work, mostly contributed by Lance Liotta's and Emanuel Petricoin's research groups, involves the use of laser capture microdissection (LCM) to isolate relevant portions of tumor specimens. The isolated cells are then lysed and spotted onto nitrocellulose-coated slides. Each spot contains the entire complement of proteins from a single specimen. RPL microarrays have been used to confirm changes in protein expression levels found using other techniques [e.g., DNA microarrays (89, 90), 2DIGE (91), immunohistochemistry (92, 93), and Western blot analysis (92)]. For instance, RPL microarrays were used to validate the finding that the regulatory signaling protein Rho G-protein dissociation inhibitor is selectively overexpressed in invasive human ovarian cancer versus low malignant potential ovarian cancer (91). More sophisticated studies involving phosphorylation-specific antibodies demonstrate dysregulated signaling in cancer cells (93). A study examining the phosphorylation states of ERK1/2 and Akt in ovarian cancer samples showed a trend toward increasing ERK1/2 phosphorylation with disease stage independent of histological type, but this same trend was not observed with phospho-Akt (94). Discovery of novel and unexpected signaling defects in diseased states (e.g., autoimmunity) is a powerful application of RPL microarrays, as these defects can potentially point to new therapeutic targets. This application is demonstrated in a prostate cancer study in which activation of PKC-α was found to be downregulated in tumor cells compared with normal epithelium by screening a panel of six phosphorylation antibodies using RPL arrays (95). Several studies have also reported early attempts to classify cancer cells into subtypes on the basis of their phosphorylation profiles. In a recent study comparing the phosphorylation states of 26 signaling proteins between primary and matched metastatic ovarian carcinomas, the level of c-Kit phosphorylation alone was found to be sufficient for categorizing samples as being of either primary or secondary origin (96). Interestingly, the phosphorylation-signaling signature appears to change dramatically when a primary tumor transforms into metastatic can-LCM: laser capture microdissection
2DIGE:
two-dimensional gel electrophoresis cer (96, 97). In another study involving breast cancer specimens from 54 patients, RPL microarrays were used to profile both the activation state and abundance of 11 signaling proteins (97, 98). Hierarchical clustering of the data revealed four distinct tumor subtypes. Although the study did not report whether these subtypes correlated with disease progression and/or response to therapy, we predict that phosphorylation state profiling of clinical specimens will have clinical utility in classifying not only cancer patients, but also autoimmune patients into prognostic subgroups. LCM can be used to isolate relevant cells, including infiltrating lymphocytes, antigen-presenting cells, or cells that are targeted in the immune response (e.g., kidney cells in SLE, beta cells in T1D, or brain tissue in MS).
All the above mentioned work has been done using tumor specimens that are frozen immediately after resection. Thus, the specimen represents a snapshot of the tumor's signaling status at the time of resection. Evidence shows that dysregulation of signaling in cancer cells may only be revealed upon triggering with environmental stimuli (98a). We believe that a similar situation occurs in immune-related cells isolated from autoimmune patients. Therefore, we have focused our attention on stimulating living cells and monitoring their response to stimulation using RPL microarrays. We have successfully applied RPL microarrays to the study of signaling kinetics and pathway delineation in Jurkat T lymphocytes stimulated with phorbol myristate acetate (PMA) and with surface receptor antibodies to CD3 and CD28 (88). Furthermore, by monitoring changes in the phosphorylation state of 62 signaling proteins, we discovered a previously unrecognized link between CD3 crosslinking and dephosphorylation of Raf-1. Because only small amounts of sample are required for printing arrays, RPL microarrays have the potential to analyze rare primary cell populations. As a feasibility study, we profiled the phosphorylation state of 23 
in CD4
+ CD25 + regulatory T cells (Tregs) isolated from naive mice. We previously reported differential STAT protein phosphorylation in these cells in response to IL-2 stimulation (88). Unlike naive CD4 + CD25 − T cells, Tregs do not normally proliferate in response to T cell receptor (TCR) and CD28 stimulation in the absence of high concentrations of exogenous IL-2 (2000 U/ml) (99). However, some signals must be transmitted through the TCR because stimulation through the TCR is required for Tregs to exert suppression (100). The biochemical mechanism behind this nonproliferative state is not clear. Using RPL microarrays, we found that Tregs responded almost identically to naive CD4 + CD25 − T cells when stimulated with PMA and ionomycin (Figure 2a) . This response suggests that the signaling pathways downstream of PMA and ionomycin are intact in Tregs. Alternatively, the pathways that become activated with IL-2 stimulation may be different between Tregs and activated T cell blasts that also express CD25. RPL microarray analysis revealed that the phosphorylation profiles of IL-2-stimulated Tregs and T cell blasts were dramatically different (Figure 2b) . Some signaling proteins such as STAT-5 appear to be activated equivalently, but in general the response in Tregs was clearly decreased relative to activated T cell blasts. In particular, Akt was not activated in response to IL-2 stimulation, which may in part explain the lack of proliferative response in Tregs.
In summary, we believe that RPL microarrays represent a new platform that will find numerous applications in the study of immunology. The proper functions of most immune-related cells depend on signals that are transmitted from the cell surface to the nucleus. In autoimmune states, signal transduction pathways are often dysregulated, leading to inappropriate responses. The advent of RPL microarrays should provide a more complete picture of the dynamic signaling networks that occur in normal and disease states.
EMERGING TECHNOLOGIES

Fluorescence-Activated Cell Sorting (FACS) and FACS Signaling
This review has focused on protein arraybased approaches for profiling autoantibody reactivity and intracellular signaling pathways and for measuring cytokine levels. Many of the processes involved in autoimmunity, however, involve interactions between cell-surface molecules. A growing number of therapies target cell-surface molecules in autoimmune disease, including altered peptide ligands, antibodies against adhesion or costimulatory molecules, and antibody depletion. Flow cytometry has been the traditional means of studying cell-surface markers in immunology. Currently, flow cytometric analysis can accommodate 17 fluorescent parameters and 2 scatter parameters (101) . By interfacing the cytometer with autosampling instruments (102) , the speed of analysis has rapidly increased, whereas the number of cells required has dramatically decreased. This technology will undoubtedly continue to evolve as a proteomics tool, but the complexities in instrumentation, reagent preparation, and fluorescence compensation are formidable obstacles (101) . The advent of phospho FACS for studying signaling pathways in heterogeneous cell populations is certain to be a dominant technology platform over the next five years (98a,b) (see FACS Signaling: Emerging Technology). Recent work has combined planar arrays with analysis of whole cells and cell-surface markers. These novel arrays could complement flow cytometry as proteomics tools for the study of autoimmune disease.
FACS SIGNALING: EMERGING TECHNOLOGY
Planar protein arrays and flow cytometry assays have unique sets of advantages and disadvantages, allowing both platforms to contribute in different ways to the study of autoimmune disease. In addition to analyzing cell-surface markers, flow cytometry is now being used to study intracellular signaling events (98a,b). A comparison of RPL microarrays and phospho-flow highlights the complementary nature of the two technologies. The advantages of phospho-flow include the ability to handle heterogeneous cell populations, to perform single cell analysis, and to generate multiparameter data. RPL microarrays, however, have the advantages that more antibodies recognize their epitope in this format and fewer cells and smaller amounts of reagent are needed for parallel experiments than in phospho-flow cytometry. Combining the two technologies to study autoimmunity could circumvent the limitations of either approach, allowing the interpretation of more meaningful data. A similar approach could take advantage of both cell-surface marker arrays and conventional flow cytometry.
FACS: fluorescenceactivated cell sorting
Peptide-Major Histocompatibility Complex (MHC) Arrays
Until recently, phenotypic analysis of antigenspecific T lymphocytes was limited to a flow cytometric approach involving single peptide-MHC tetramer staining. To overcome the limitations of this approach, Soen et al. (103) developed peptide-MHC tetramer arrays. This work has been reviewed in depth elsewhere (86). To briefly summarize, various peptide-MHC complexes were spotted on a slide, and the slide was probed with fluorescently labeled T cell populations. Stone et al. (104) advanced this tetramer microarray technology by incorporating more functional assays on the array. The authors successfully characterized the activation status and cytokine production of captured T cells. As proof of principle, the authors spotted anti-IL-2 capture antibodies with HLA-DR1 presenting an influenza hemagglutinin peptide (HA), as well as various other HLA-DR1-peptide complexes. After
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incubation with an influenza-specific T cell hybridoma, IL-2 secretion was detectable only on the feature where HLA-DR1-HA had been immobilized, demonstrating the specificity of this technology and the ability to perform a miniaturized ELISPOT on the array. Antibodies against costimulatory molecules were also spotted with the peptide-tetramer complexes and were shown to enhance cytokine production. Similar to the study by Soen et al. (103) Although less sophisticated than the reports involving peptide-MHC arrays, arrays composed of antibodies directed against cellsurface markers have been used for immunophenotyping populations of cells. The experimental design involves spotting antibodies directed against cell-surface markers and incubating populations of cells on the array (105, 106) . Each 500 μm feature can bind roughly 1500 cells, and the use of a planar surface is believed to enhance the avidity of interactions. The difficulty with interpreting these data is that cell immobilization depends on a poorly characterized function of antibody affinity, molecule copy number, and cell abundance. This developing technology suffers from a number of limitations, including the need for homogeneous populations, such as clonal leukemias and lymphomas. Despite these problems, the main advantage of planar arrays is that a few million cells can be profiled simultaneously for up to 90 surface markers (106) . This multiplex screening could help guide more focused flow cytometry and functional studies.
INFORMATICS CHALLENGES IN PROTEOMICS
Informatics, generally defined, is the collection, classification, storage, and analysis of data. Recent developments in experimental methods have changed the nature of each one of these tasks in the context of proteomics. Classification and storage, although important, are relatively straightforward hurdles to scale. What is truly novel about postgenome era proteomics is found in the areas of data collection and analysis. One major change is that, increasingly, a number of methods in proteomics are as much about computationally collecting data as they are about generating data. Once the data have been generated or collected, the sheer scale necessitates new approaches to analysis. In this section, we address current challenges in the pursuits enumerated above, some solutions to these challenges, and computational methods in some commonly used experimental techniques. Our focus on relatively mature techniques should not be interpreted to mean that the experimental methods described above do not present their own set of informatics challenges. Rather, the techniques themselves are so recent that the informatics side of the problem has not yet had a chance to catch up. Storage and analysis of the large data sets generated by techniques like flow cytometry and protein microarrays are areas of active research, sure to yield innovative new approaches in the near future. We conclude by describing some exciting research areas and opportunities that are enabled by these new informatics developments.
Data Classification and Storage
Innovative proteomic techniques, and even some relatively mature ones, have led to the generation of novel types of data sets, unique both in character and in scale. As both the quantity and variety of proteomic data have increased with recent developments in high-throughput experimental methods, so too have the challenges involved in managing these data. Whereas historically results have been stored predominantly in lab notebooks, gel films, and free text publications, recent years have seen a paradigm shift. The cause for this change is multifold: (a) Desktop machines have grown in their capacity for data storage and processing, (b) the World Wide Web has facilitated easy data exchange, and (c) experimental techniques have become high throughput in nature and as such produce larger quantities of data. In addition, new methods have been devised for automatically and efficiently converting what previously had been stored as qualitative analog data, e.g., 2DIGE images, into digital information, as we discuss below.
Interestingly, although the sheer quantity of proteomic data being produced is novel, these data are still largely of a qualitative nature. Most numeric values reported in proteomics are in somewhat arbitrary, or at least relative, units. Protein microarrays measure fluorescence intensity, but the actual numeric values are determined as much by the laser voltage level at which the slide is scanned as they are by the number of fluorophores present in a given spot. Mass spectrometry measures peak intensity values of different molecular fragments, but the units of intensity are relative to the maximum peak in a given experiment. Qualitative proteomic data may also take the form of protein-protein interaction data, protein presence and posttranslational modification state, amino acid sequence, and three-dimensional structure.
Beyond the data themselves, far more challenging to informaticians are issues surrounding metadata, or data about data. For example, along with peak intensity in mass spectroscopy, or fluorescence level in FACS or protein arrays, a researcher is likely to record experimental conditions: sample tissue type, species, method of stimulation, etc. Such metadata must be stored in a structured way for them to be useful at some future date to another scientist trying to retrieve information specific to her/his own areas of interest. The term "structured" in this context can mean many things. At a minimum, it means that the metadata summarizing the experiment are recorded digitally and not in one long entry of prose. Rather, different fields are used to store attributes such as tissue type, stimulation method, duration, etc. Ideally, there is a predefined format or a controlled vocabulary for what may be entered in these fields so that, e.g., a search for all T cell experiments does not miss those described as CTL, CD8
+ , Th, etc. Notably, these issues are only magnified as one moves toward a clinical setting, where standard practice is free text, paperbased patient records. In the clinic, as in the wet lab, implementation of electronic data entry systems is a constant tug-of-war between structuring data for ease of retrieval and exchange and flexibility to express ideas not easily summed up by, for example, selecting an option from a list.
Data Generation
As mentioned above, collection of data in proteomics often assumes the form of computational methods for generation of digital data from analog media. A prime example is that of image processing for analysis of 2DIGE. A plethora of packages exist for detecting spots on 2D gels, including MELANIE TM , PDQuest TM , Z3 and Z4000, Phoretix TM , and Progenesis TM (107) (108) (109) . Each package has its own algorithm, but the general method is to scan and digitize a picture, filter the noise from the digital image, and identify individual spots on the gel. Spots are often then manually extracted and analyzed using mass spectrometry to identify the protein of which that spot is composed (see below). Once these gel images have been processed and the information stored in a structured fashion, this information can be deposited into a data repository to be used by other researchers. The ExPASy (Expert
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Protein Analysis System) proteomics server, developed by the Swiss Institute of Bioinformatics, hosts the Swiss-2DPAGE database in which a researcher can search for images based on various criteria (110) . Once an image has been selected, the researcher can click on a labeled spot and find annotated information about that protein as determined by the original contributor.
Although not discussed at length in this review, mass spectrometry is another popular technique in which computational methods are needed to generate and analyze results. Data from mass spectrometry experiments originate as a stream of relative intensities of molecules displaying a variety of massto-charge ratios. These data may be used to identify components of a sample, to compare protein quantities in multiple samples, to sequence a protein de novo, or even to detect post-translational modifications such as phosphorylation or ubiquitination (111) . Tens of thousands of spectra may be produced from a single experiment, and output files can be up to megabytes in size, depending on which specific technology is used. Different types of mass spectrometry vary by how the sample is separated prior to analysis, by how it is ionized, and by the method for mass analysis (112) . An approach like liquid chromatography mass spectrometry will produce chromatograph data in addition to peak intensities. Tandem mass spectrometry breaks peptides recursively into smaller fragments, generating more peaks with each step.
For protein identification, the mass spectrometry results are compared against a database containing peak information for known proteins that have been fragmented with the same method as the sample. Advanced database search techniques are used to search these existing databases of massto-charge ratios of known proteins to identify a sample (113, 114) . The success of this method relies on the availability and comprehensiveness of the database being searched.
To sequence a protein de novo, a combinatorial algorithm is used to piece together multiple peptide fragments (115) (116) (117) (118) in much the same way stretches of sequenced DNA are assembled in the process of whole genome sequencing. Differences between peaks can correspond to the differences in mass of a single amino acid in the predigestion step. A sequence of differences may then be used to make predictions regarding the sequence of amino acids. Finally, mass spectrometry may also be used to compare both protein abundance and phosphorylation state in two different samples by using labeled isotopes (119) . For protein abundance, peaks for fragments of each sample will be only as far apart as the difference in weight of the labeled isotope (multiplied by the number of atoms of the isotope in the fragment). If the protein is purified before being analyzed, then the relative intensities of these closely spaced peaks will reflect the relative abundance of the proteins from which they are derived. Similarly, if comparing the phosphorylation state of two purified peptides, one can compare the relative intensities of the peaks for the phosphorylated and nonphosphorylated amino acid, which will be separated by the weight of the phosphate group.
Standards for Data Storage and Exchange
Once proteomic data have been generated, they must be stored in such a way as to facilitate information retrieval, analysis, and exchange. As the open source model of scientific data grows in popularity and databases like the Database of Interacting Proteins and Biomolecular Interaction Network Database (BIND) grow and flourish, standards must be established as to what format the shared data will assume (120, 121) . A number of collaborating organizations have been founded toward this end that focus on different aspects of proteomics standards.
The Proteomics Standards Initiative (PSI) is a working group within the Human Proteome Organization (http:// www.hupo.org/) that focuses on data storage standards. Whereas DNA microarrays have MIAME (minimum information about a microarray experiment), which researchers are required to follow to submit DNA microarray data to various journals and repositories (121) , PSI has put forth MIAPE (minimum information about a proteomics experiment), based in part on the Proteomics Experiment Data Repository model, or PEDRo, as well as on an XML-based molecular interaction standard (122) (123) (124) .
With respect to data exchange, the systems biology markup language, or SBML, is an XML-based language that allows researchers to share quantitative information relating to biochemical reaction networks, including cell signaling and gene regulation (125) . BioPAX (http://www.biopax.org/) was founded in 2002, also for the purpose of creating an exchange format for biological pathway data. It defines an ontology for pathway data, that is, a set of terms and their relationships to each other, and is of a more qualitative nature than is SBML and less geared toward simulation.
Making Sense of the Results
So now that the proteomics data have been generated and stored, what is next? Inspecting a spreadsheet of fluorescence intensity values seldom gives insight into what new knowledge the data hold. Even a detailed set of reaction-based differential equations will generally fail to convey an intuition for what is taking place in the cell. A number of products exist, both commercial and academic, to enable visualization of molecular pathways and interactions. These have been commonly applied to the results of analysis using RNA expression microarrays, but they can be applied to proteomics results as well. At the simplest level, websites such as KEGG (http:// www.genome.jp/kegg/pathway.html) and Biocarta (http://www.biocarta.com) have static images depicting a number of different pathways. More advanced software applications allow the user to create or infer pathways from complex data sets and also to map time series data onto pathway images (126) (127) (128) . Additional software can find and sort pathways in order of potential interest based statistically on the genes or proteins involved (129, 130) .
The underlying motivation for storing data in an organized fashion, in addition to facilitating human comprehension of those data, is to allow computers to operate on these large data sets. That is, computers are able to integrate thousands of data points at one time into a model of the underlying mechanisms far better than can the human mind. This modeling may be done at a high level of abstraction, for example to determine correlation or causality between phosphorylation events in autoreactive lymphocytes, or at a low level, for example using differential equations to model enzymatic reactions in a pathway. In a previous study (131), the authors developed a mathematical model consisting of ordinary differential equations to model 94 different compounds known to be involved in signaling downstream of EGF receptor stimulation. The kinetic parameters used were taken from the literature, determined experimentally, or computed from published time-dependent quantitative observations. Model results were in good agreement with experimental observations. Clearly, this type of modeling could not be done without fairly detailed knowledge of known pathways, and so one may wonder what knowledge is gained from making such a model. First, researchers would have learned something new had the experimental results not reflected the model's predictions; this would have indicated that there was something amiss in what is currently recognized as truth in this system. Second, as the development and use of such models mature, researchers will be able to perform in silico experiments before doing them at the bench. This will save time and resources by avoiding experiments that the 132) used Bayesian networks, a subfield of graph theory, and flow cytometry data to elucidate known and novel relationships in signaling pathways in human T cells. In computer science, a graph represents some number of nodes, and between these nodes relationships are depicted using edges, or lines. In the context of proteomics, graph nodes represent proteins and edges represent relationships between the proteins. The graph may be further enriched by storing information about these nodes and edges. For example, edges may be labeled as "binds to," "inhibits," "phosphorylates," etc. Bayesian networks are a subset of graph models where edges have a specific directionality to them, and each node reflects an event with a probability distribution determined by its parent nodes. So, an arrow from the "MEK is phosphorylated" node to the "ERK is phosphorylated" node strictly indicates a belief that ERK phosphorylation state is dependent on the MEK phosphorylation state and suggests that MEK phosphorylates ERK.
Sachs et al. (132) used data on the phosphorylation state of 11 different molecules in each of thousands of individual cells under various conditions. Clearly, this goes beyond the capacity of the human mind to process, but creating a Bayesian network from data requires very large data sets. Using these data, the authors predicted 15 known relationships in human T cell signaling as well as two novel connections not previously reported in these types of cells. These results were subsequently confirmed experimentally. This represents an exciting new approach toward elucidation of cell signaling in those pathways about which not much is known.
Challenges Ahead
One of the most exciting informatics challenges facing proteomics researchers is that of integration with other types of highthroughput data in molecular biology. As structured data are created, stored, and shared, both in proteomics and in other areas of biology experiencing similar growth, an opportunity arises to combine these different types of data in ways never before possible. In doing so, we enable exciting new systems approaches that allow researchers to combine proteomic information with other types of biological data, thus enabling new discoveries that rely on these multiple inputs. For example, Ideker et al. (133) used the protein-protein interaction data from the BIND database in conjunction with gene expression data for the proteins in that network. By analyzing which genes are coexpressed and whose protein products are known to interact, they determined coherent functional modules that could not be identified by using either data set alone.
As another illustration of this integrative approach, Mootha et al. (134) identified the gene involved in Leigh syndrome by combining DNA sequence, RNA expression, and mass spectrometry protein expression data. Having previously narrowed the search to a specific region of chromosome 2, and knowing that the disease involved mitochondrial function, they combined these different data sets to identify one gene as the site of mutation in this disease (134) . With these types of scenarios as a promising start, it is clear that this data-driven, integrative approach will be key in understanding how molecular mechanisms function at all levels in the cell, which in turn is a key step to understanding why they fail and contribute to the development of autoimmunity (133, 134).
SUMMARY POINTS
1. Proteomics technologies fall into two major categories: unbiased technologies such as mass spectrometry that identify thousands of different proteins or peptides, and biased technology platforms such as FACS, antigen array, and antibody array platforms that use existing capture agents such as purified proteins, peptides, or antibodies.
2. The choice of technology platform is dictated by the hypothesis that is being tested and the availability of specific reagents.
3. Antibody profiles may identify autoimmune disease subsets or predict response to therapy.
4. Cytokine profiling can be employed to identify targets for therapeutic monoclonal antibody development.
5. A major challenge facing protein microarrays is the development of highly specific reagents.
6. Identification of biomarkers and surrogate markers of autoimmunity and tolerance represents a holy grail of clinical immunology.
7. Flow cytometry and emerging planar array technologies have complementary sets of advantages and disadvantages.
8. Various factors, including computing power, the Internet, and the quantity of experimental data being produced, motivate and necessitate novel approaches to data storage, analysis, and visualization.
9. The storage of experimental data in a structured format enables exciting new possibilities for automated and integrative biological research.
FUTURE ISSUES TO BE RESOLVED
1. As promising as protein arrays have become for studying autoimmunity, it is unclear if successful pilot studies in animal models will translate into similar findings in an outbred human population.
2. Which technology platform is correct for a given application is unclear; the current gold standard method for measurement of an analyte (e.g., cytokine or autoantibody measurements by ELISA) often does not correlate with results obtained by other platforms (e.g., bead-based or array-based assays), and it is not clear which data set to believe.
3. Major efforts should be organized to standardize reagents, assays, data storage, and normalization techniques. 
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