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       Heterointerfaces between two different types of materials are the basic 
building blocks for many devices that are crucial for building up the modern 
information society such as transistors, laser diodes and spin-valve sensors. 
Apart from the spin-valves, most of these interfaces are formed between 
materials with ordered atomic lattices but non-ordered charges or spins. For 
next generation electronic devices, however, materials and interfaces 
involving collective behaviour or ordered phase of charges / spins will become 
increasingly important in order to create devices which can offer “more than 
Moore”. In this context, we have studied the interaction between materials 
with different order parameters such as superconductor (SC), ferromagnet 
(FM), and antiferromagnet (AFM), in the form of either direct contact or 
coupling across ultrathin non-magnetic materials (NM). Specifically, the work 
has been focused on the following four types of structures: (1) lateral Nb-
NiFe-Nb junctions with a notched NiFe nanowire, (2) lateral Nb-IrMn/NiFe-
Nb junctions with an exchange biased IrMn/NiFe bilayer, (3) IrMn/Nb 
bilayers, and (4) Nb/Ru/Nb trilayers.  
 
The lateral structure with a notched NiFe was designed to study the 
interaction between Nb and domain walls (DW) with different magnetic 
configurations in the notched region. Electrical transport measurements 
indicate the presence of crossed Andreev reflection (CAR) at the SC-DW 




The main objective of the investigation on Nb-IrMn/NiFe junctions was 
to study the interaction between Nb and IrMn. As it is difficult to characterize 
IrMn using direct electrical and magnetic measurements, we used the 
exchange coupling at the IrMn/Nb interface as a “detector” to probe the 
interactions between Nb and IrMn. This was motivated by the fact that the 
exchange interaction between IrMn and NiFe is sensitive to the spin state of 
IrMn, and any change in the spin state of IrMn due to interaction with Nb 
should be directly reflected in the change of exchange coupling which can be 
readily probed by electrical transport measurements. In addition to magnetic 
interactions, it would also be of interest to find out if there is any supercurrent 
flowing through the IrMn region. Although there was no sign of supercurrent 
observed, strong fluctuation was found in the exchange bias between IrMn and 
NiFe, which was attributed to the magneto-static interaction between vortices 
in Nb and stray fields from the IrMn layer. Based on the magnetic response of 
the sample, it is anticipated that proximity effect, i.e., penetration of Cooper 
pairs into the IrMn, plays a minor role.  
The investigation of Nb/IrMn bilayers was focused on the inverse 
proximity effect, i.e., how the uncompensated spins at the IrMn surface would 
affect the superconductivity of Nb, which can be readily probed by the 
changes in transition temperature (Tc), lower critical field (Hc1), and upper 
critical field (Hc2). It was found that the IrMn layer suppresses Tc and Hc1 of 
Nb more significantly than that of NiFe in NiFe/Nb bilayers. The suppression 
of Tc is mitigated by the insertion of a thin MgO layer at the interface between 
IrMn and Nb, while Hc1 remains to be largely suppressed by the IrMn across 
the MgO layer. These results suggest that both the proximity effect and 
x 
 
magnetostatic interactions are present at the IrMn/Nb interface; the former is 
responsible for the suppression of Tc, whereas the latter mainly reduces Hc1. A 
simple analytic model based on finite distribution of stray field is introduced 
to explain the experimentally observed broadening of transition temperature in 
these samples. 
 
 The last group of samples, consisting of Nb/Ru/Nb trilayers with 
different Ru thicknesses, was designed to study if there is any spin 
polarization in the supercurrent of an SC induced by an external magnetic field, 
or so-called spin Meissner effect, predicted recently by JE Hirsch. It was 
found that there does exist coupling between SC layers and the coupling 
strength oscillates with Ru interlayer thickness. However, at present, it is not 
clear if this coupling has anything to do with the polarization of the super-
current. More detailed and systematic studies are required to reveal the true 
coupling mechanism.  
To the best of our knowledge, the work on SC/Ru/SC trilayers was 
carried out for the first time. We hope that this work will open new 
opportunities for studying electromagnetic interactions at interfaces between 
















List of Tables 
Table 4.1 ∆R of different types of DWs at 7 K and 10 K ................................ 74 
 
Table 4.2 Calculated Gd and Gd/Gj for different types of DWs ....................... 74 
 
Table 5.1 Parameters used in fitting the experimental data. .......................... 115 
 
Table 6.1 Calculated field strength of orange-peel coupling at different Ru 






































List of Figures 
Figure 2.1 Relationship between penetration length and coherence length of (a) 
type I and (b) type II superconductor. .............................................................. 18 
 
Figure 2.2 Diagram of (a) the normal Meissner effect and (b) equivalent spin 
Meissner effect in a cylinder superconductor with a radius R. Applied field (B) 
is along the axis; The yellow region represents London penetration area scaled 
by λL; The current (I) in the London penetration area is formed by electrons 
moving with a velocity of Vs; r represents the radius of small circular current 
loop in spin Meissner effect model. [After J.E. Hirsch, 2008, Ref. [4]] .......... 22 
 
Figure 2.3 Diagram of (a) the spin Meissner effect without applied field and (b) 
with applied field of B in a cylinder superconductor with a radius R. Applied 
field (B) is along the axis; The up and down arrow represent the spin polarity 
of electrons. [After J.E. Hirsch, 2008, Ref. [4]] ............................................... 24 
 
Figure 2.4 (a) The hysteresis loop of a ferromagnetic layer (FM) with 
magnetic field applied in plane. (b) The effect of exchange bias on the 
hysteresis loop of a ferromagnetic layer (FM) coupled to an antiferromagnetic 
layer (AFM). .................................................................................................... 29 
 
Figure 2.5 Schematic of Andreev reflection (a) and normal reflection (b). .... 31 
 
Figure 2.6 Schematic of different kinds of crossed Andreev reflection: CAR in 
separate FM regions (a), CAR in domain walls (b) and CAR in granular 
materials with different magnetizations (c). The arrows represent 
magnetization direction or spin direction. ....................................................... 35 
 
Figure 3.1 Schematic of electron beam lithography system. ........................... 45 
 
Figure 3.2 Schematic of scanning probe microscope. ..................................... 51 
 
Figure 3.3 Schematic of SQUID. ..................................................................... 54 
 




Figure 3.5 ESD prevention devices such as (a) anti-ESD tape (b) conductive 
floor mat (c) Ionizer (d) wrist strap. (e) Long measurement wire shielded with 
aluminum foil to reduce noise. (f) Ground connecter of the measurement box. 
(g) Customized sample holder with a cooper bar crossed to enhance thermal 
transfer. ............................................................................................................ 57 
 
Figure 4.1 (a) SEM image of a typical Nb/NiFe/Nb device (right panel is the 
zoom-up of the notch region); (b) AFM and MFM images of the notched NiFe 
wire at the remenant state after a field of 800 Oe is applied to saturate the wire 
and then is removed; (c) AFM and MFM images of the notched NiFe wire 
after it was subjected to a field sequence of 800 Oe  0 Oe  -200 Oe  0 
Oe. The red box indicates the notched region. ................................................. 62 
 
Figure 4.2 (a) Zero bias resistance (ZBR) as a function of temperature with 
four-probe measurement. (b) Conductance as a function of voltage bias with 
four probe measurement at 4.2 K. Schematic of Nb/NiFe/Nb device in which 
the red area indicates resistance contribution region (c) above the Tc and (d) 
below the Tc. .................................................................................................... 65 
 
Figure 4.3 MR curve obtained in the measurement of (a) repeat 7 (b) repeat 11 
and (c) repeat 14 at 4.2 K. The inserts indicate different types of domain walls 
formed. ............................................................................................................. 67 
 
Figure 4.4 ∆R of 20 times repeating at temperature of (a) 7 K and (b) 10 K. . 69 
 
Figure 4.5 (a) Schematic of Nb/NiFe/Nb device with two-probe measurement 
configuration. Resistor network of Nb/NiFe/Nb lateral device (b) above Tc 
without DW, (c) above Tc with DW, (d) below Tc without DW, and (e) below 
Tc with DW. ..................................................................................................... 70 
 
Figure 4.6 Schematic drawing of device with electrode gap of (a) 300 nm and 
(b) 500 nm. (c) Profile of the NiFe notch with coordinate labeled. ................. 73 
 
Figure 4.7 Schematic of Nb/NiFe/Nb lateral device with two-probe 
measurement configuration. ............................................................................. 77 
 
Figure 4.8 Results of dI/dV measurements in two-probe configuration at 4.2 K 




Figure 4.9 MR measurements with two-probe configuration at 4.2 K (a) and 7 
K (b). N2P indicates sweeping magnetic field from negative to positive values. 
P2N indicates sweeping magnetic field from positive to negative values. ...... 80 
 
Figure 4.10 Simulated average stray field at the region underneath the 
electrode 1 as a function of applied field. N2P indicates sweeping magnetic 
field from negative to positive values. P2N indicates sweeping magnetic field 
from positive to negative values. ..................................................................... 81 
 
Figure 4.11 Contour plot of simulated stray field distribution along the 
notched FM wire at different applied fields. The right panel shows the FM 
notch with length scale labeled. Blue-red contrast indicates the opposite 
magnetizations. ................................................................................................ 82 
 
Figure 5.1 (a) M-H curve of the film stacks of Ta (2nm) \ NiFe (10nm) \ IrMn 
(3nm) \ Ta (2nm) deposited in the same run with the measured devices. The 
dashed arrows indicate the direction of field sweeping. Inset is schematic of 
the film stack. (b) Temperature dependence of resistance of the device with a 
600 nm electrode gap measured using two probes. Inset is schematic of two-
probe measurement configuration.[15] ............................................................ 90 
 
Figure 5.2 Color mapping of 15 runs of MR measurements at (a) 1.4K and (b) 
50K. Upper panel: forward field sweep; lower panel: backward field sweep. 
Superimposed with the color mapping is a typical MR curve and the dashed 
arrows indicate the field sweeping direction. Inset is schematic of the four-
probe measurement configuration.[15] ............................................................ 92 
 
Figure 5.3 Plots of (a) He and (b) Hc at 50 K, 20 K and 1.4 K for the device 
with an electrode gap length of 600 nm, obtained in different runs of 
measurement.[15]............................................................................................. 94 
 
Figure 5.4 (a) Color mapping of 15 simulated MR curves at 1.4K; Upper panel: 
forward field sweep; lower panel: backward field sweep. (b) Plots of simulated 
He and Hc verse repeating number in the superconducting state for the device 
with 600 nm electrode gap.[15] ....................................................................... 97 
 
Figure 5.5 (a) M-H curve of Ta (2nm) \ NiFe (10nm) \ IrMn (3nm) \ Nb 
(100nm) \ Ru (5nm) measured at 50K; (b) M-H curve of Ta (2nm) \ NiFe 
xv 
 
(10nm) \ IrMn (3nm) \ Nb (100nm) \ Ru (5nm) (filled dot and star) and IrMn 
(10nm) \ Nb (100nm) \ Ru (5nm) (open square) measured at 4.2 K.[15] ........ 99 
 
Figure 5.6 (a) Normalized ZFC curves at 10 Oe and (b) normalized M-H 
curves at 8.2 K for Nb(100), NiFe(10)/Nb(100) and IrMn(10)/Nb(100). ..... 103 
 
Figure 5.7 (a) ZFC curves at 100 Oe and M-H curves at 6 K (insert) for 
IrMn(10)/Nb(20) and Nb(20). (b) Normalized resistance versus temperature 
curves at zero applied field for IrMn(10)/Nb(20) and Nb(20). The inset is 
schematic drawing of four-probe electrical transport measurement. ............. 105 
 
Figure 5.8 XRD patterns for different samples. The main peaks labelled are 
Nb(110), Nb(220) and Si(400). ...................................................................... 107 
 
Figure 5.9 (a) Normalized ZFC curves at 10 Oe and (b) normalized M-H 
curves at 8.2 K for Nb(100), IrMn(10)/Nb(100) and 
IrMn(10)/MgO(3)/Nb(100). ........................................................................... 108 
 
Figure 5.10 (a) Normalized ZFC curves at 10 Oe and (b) normalized M-H 
curves at 8.2 K for Nb(100), NiFe(10)/Nb(100) and 
NiFe(10)/MgO(3)/Nb(100). ........................................................................... 110 
 
Figure 5.11 Summary of the superconducting transition temperatures (Tc) of 
Nb films in different thicknesses with/without IrMn layer. The blue circles and 
squares denote the experiment results of Nb film without and with IrMn, 
respectively. The red solid line is the fitting of Tc(d) by Eq.(5.3) at a value ∆d 
of 0.6 nm. The dashed line is the fitting of Tc(d) by Eq.(5.4) at a value ∆d1 of 
0.6 nm and ∆d2 of 2.9 nm. ............................................................................. 113 
 
Figure 5.12 (a) Log-normal distributions of stray field in IrMn(10)/Nb(100) 
(solid-line) and NiFe(10)/Nb(100) (dashed-line); the inset is the distribution of 
corresponding Tc. Also shown in the figure (dotted line) is the calculated stray 
field distribution in IrMn(10)/Nb(100) by assuming a Gaussian distribution of 
the patch size with uncompensated spins. (b) Simulated and experimental ZFC 
curves of IrMn(10)/Nb(100), IrMn(10) /MgO(3)/Nb(100), NiFe(10)/Nb(100) 
and NiFe(10)/MgO(3)/Nb(100). .................................................................... 115 
 
Figure 5.13 (a) Magnetization state (b) contour plot of stray field distribution 




Figure 6.1 Normalized ZFC curves of Nb (20 nm) (red line with diamond 
markers) and Nb (100 nm) (blue line with square markers). ......................... 126 
 
Figure 6.2 Surface profile of (a) Nb (20 nm) / Ru (0.2 nm) / Nb (100 nm) / 
Ru(5 nm) and (b) Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm) 
measured by AFM; (c) plot of surface roughness of Nb (20 nm) / Ru (t) / Nb 
(100 nm) / Ru(5 nm) as a function of Ru-space-layer thickness (t). .............. 129 
 
Figure 6.3 XRD pattern of Nb (20 nm) / Ru (0.2 nm) / Nb (100 nm) / Ru(5 nm) 
(blue line) and Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm) (red line).
........................................................................................................................ 131 
 
Figure 6.4 Temperature dependence of resistance of Nb (20 nm) / Ru (0.4 nm) 
/ Nb (100 nm) / Ru(5 nm) measured at an applied field of 0 Oe and 100 Oe, 
respectively. The left inset is the schematic of four-probe configuration for 
electrical measurement and right inset is the zoom-up of R –T curve around Tc.
........................................................................................................................ 132 
 
Figure 6.5 (a) Original ZFC and (b) normalized ZFC curves of the bundled 
sample of Nb (20 nm) / Ru (5 nm) and Nb (100 nm) / Ru (5 nm) at applied 
fields of 5 Oe, 10 Oe, 15 Oe and 20 Oe. The inset in (b) is the photo of 
bundled sample, in which the two samples are placed in a back-to-back 
fashion. ........................................................................................................... 133 
 
Figure 6.6 Normalized ZFC curves of Nb (20 nm) / Ru (10 nm) / Nb (100 nm) 
/ Ru(5 nm) (blue line with square markers) and bundled sample of Nb (20 nm) 
/ Ru (5 nm) and Nb (100 nm) / Ru (5 nm) (red line with diamond markers).135 
 
Figure 6.7 Selected normalized ZFC curves of Nb/Ru/Nb trilayers and the 
bundled sample. The numbers in brackets are the thicknesses of relevant layers 
in nanometre................................................................................................... 136 
 
Figure 6.8 Summary of normalized moment at (a) 8 K, (b) 7 K, (c) 6 K and (d) 
5 K for the samples with different Ru interlayer thickness. Dashed line with 
markers indicates the experimental results at different applied fields, i.e., 5 Oe, 
10 Oe, 15 Oe and 20 Oe. Solid line indicates the average value of 




Figure 6.9 Plot of ratio of moment at 8 K to that at 4.2 K for samples with 
different Ru spacer layers at 10 Oe (square), 15 Oe (triangle) and 20 Oe 
(diamond). Dashed line with circle markers shows the trend of average ratio 
from 5 Oe to 20 Oe. Green line with square markers corresponds to a fit to the 
experimental results by Eq. (6.2). .................................................................. 139 
 
Figure 6.10 Summary of initial M-H curves at (a) 4.2 K and (b) 8 K for the 
samples with different Ru thickness. The number in the label is the thickness 
of Ru spacer in nanometer. ............................................................................ 141 
 
Figure 6.11 Plot of ratio of moment at 8 K to that at 4.2 K for samples with 
different Ru spacer layers at 5 Oe, 10 Oe, 15 Oe and 20 Oe (thin lines with 
markers). The upper panel is the results obtained from initial M-H 
measurement and the lower panel is the results obtained from ZFC 
measurement.  Thick line with diamond markers shows the trend of average 
ratios from 5 Oe to 20 Oe. Single lines without markers correspond to a fit to 
the data by equation 6.2. IC is short for Initial Curve, indicating the results are 
derived from initial curve. ZC is short for ZFC curve, indicating the results are 
derived from ZFC curve. Sim is short for simulation and indicating the results 
are derived from RKKY model. ..................................................................... 142 
 
Figure 7.1 (a) S-F-S lateral junction formed by two superconducting 
electrodes connected via ferromagnetic vortex.[Mikhail S. Kalenkov et al., 
PRL 107, 087003 (2011)[9]] (b) Schematic illustration of S-FM disk-S 


















List of Symbols and Abbreviations 
AMR  Anisotropic magnetoresistance 
AFM  Antiferromagnet 
AR  Andreev reflection 
Ar+  Argon ion 
BTK  Blonder-Tinkham-Klapwijk 
CAR  Crossed Andreev reflection 
DOS  Density of state 
dV/dI  Differential resistance 
dI/dV  Differential conductance 
DW  Domain wall 
EBL  Electron beam lithography 
FM  Ferromagnet 
GPIB  General purpose interface bus 
Hc1  Lower critical field 
Hc2  Upper critical field 
IPA  Isopropyl alcohol 
MFM  Magnetic fore microscopy 
MR  Magnetoresistance 
Nb  Niobium 
NM  Normal metal 
OOMMF Object oriented micromagnetic framework 
PMMA Polymethyl Methacrylate 
SC  Superconductor 
SEM  Scanning electron microscopy 
xix 
 
SQUID Superconducting quantum interference device 
STM  Scanning tunnelling microscopy 
Tc  Superconducting transition temperature 
ZBC  Zero bias conductance 
ZBR  Zero bias resistance 





















Chapter 1 Introduction 
1.1 Background 
Heterointerfaces between two different types of materials are the basic 
building blocks for many devices that are crucial for building up the modern 
information society such as transistors,[1,2] laser diodes[3,4] and spin-valve 
sensors.[5] Apart from the spin-valves, most of these interfaces are formed 
between materials with ordered atomic lattices but non-ordered charges or 
spins. For next generation electronic devices, however, materials and 
interfaces involving collective behaviour or ordered phase of charges / spins 
will become increasingly important in order to create devices which can offer 
“more than Moore”. In this context, intensive researches have been carried out 
on various types of hetero-interfaces between materials with ordered 
electronic or spintronic phases such as ferromagnet (FM), antiferromagnet 
(AFM), ferroelectric (FE), superconductor (SC), topological insulator (TI), etc. 
Among them the AFM/FM [6,7] and FM/SC interfaces [8-12] have received 
special attention in the last few decades. The former has already been widely 
used in magnetic sensors, memory, and recording media, [7,13-17] whilst the 
latter has been investigated intensively as potential building block for 
superconductor based spintronics.[9,18] 
The FM/SC interface is of interest because of the antagonistic nature of 
superconductivity and ferromagnetism in conventional material systems. This 
antagonism manifests itself macroscopically in their response to an external 
magnetic field; the former expels magnetic field (Meissner effect) and the 
latter concentrates magnetic flux (magnetic induction effect). Microscopically, 
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electrons in conventional superconductors form Cooper pairs that are in singlet 
state, whereas electrons in FM tend to align their spins in the same direction 
through exchange interactions. When a superconductor is brought into contact 
with a ferromagnet or vice versa, the Cooper pairs in SC have a finite 
capability to penetrate into the FM layer.[9] The penetration depth is usually 
much smaller than that in a non-magnetic metal due to the strong exchange 
field in FM. However, what is of special interest at FM/SC interface is that the 
exchange splitting field in the FM gives rise to a non-vanishing momentum of 
the Cooper pairs; this in turn will induce a change in phase when the Cooper 
pairs advance away from the FM/SC interface. When the FM layer’s thickness 
is small, the reflected Cooper pairs will interfere with the transmitted ones at 
the FM/SC interface, leading to periodical suppression of transition 
temperature of the superconductor (Tc) with the increase of FM thickness.[19] 
Such phenomenon can be exploited for applications in superconductor-based 
spintronics in the form of phase shift filters.[19,20]  
Recently, the study of electronic properties of SC-FM interfaces has 
enjoyed a renaissance as the presence of inhomogeneous magnetization in 
microscopic SC-FM junction has been found to exhibit new physical 
phenomena such as long range triplet superconductivity[18,21-23] and non-
local Andreev reflection,[24-27] which is so-called crossed Andreev 
reflection (CAR). The coherence length of triplet Cooper pairs is about 
microns [28-30], which is much larger than that of singlet Cooper pairs 
(several nanometres). Instead of stacking weak and hard magnetic materials to 
get inhomogeneous magnetization, magnetic domain wall structure naturally 
offer such kind of inhomogeneous magnetization, which makes it a perfect 
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candidate to study the CAR and triplet superconductivity. Moreover, with the 
tremendous advancement of nano-fabrication technology such as ultra-high 
resolution electron beam lithography and resist technique, it has become 
achievable to get well defined structures in nanometre scale. The fine 
magnetic structure can serve as pinning potential to trap a single magnetic 
domain wall,[28-30] which offers a chance for researchers to study the 
properties of domain wall including the interaction between superconductor 
and magnetic domain walls. 
Compared to the large amount of work that has been performed on FM/SC 
junctions, there is almost no systematic work on the AFM/SC junctions, 
though theoretical studies on the proximity effect of SC on AFM were started 
from early 1960s.[31,32]Later on experimental investigations on the 
proximity effect between SC and AFM were conducted in several 
groups.[33,34] Reduction in Tc of SC was found in AFM/SC, which was 
attributed to the proximity effect. However, the effect of magneto-static 
interaction, which also can suppress the superconductivity of SC, was not 
considered. Moreover, the effect of superconductivity on AFM has attracted 
less attention so far. In an ideal AFM, the spins are aligned parallel in certain 
lattice plane but anti-parallel between neighbouring adjacent planes; therefore, 
there is no volumetric magnetic moment in a bulk AFM. However, there 
always exist uncompensated spins at the surface, which is manifested in the 
strong exchange coupling between AFM and FM. This exchange interaction 
between IrMn and NiFe is sensitive to the spin state of IrMn, and any change 
in the spin state of IrMn should be directly reflected in the change of exchange 
coupling which can be readily observed by electrical transport measurements. 
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Therefore the structure of Nb-IrMn/NiFe can be well applied to study the 
effect of SC on AFM by using exchange coupling at the IrMn/NiFe interface 
as a “detector” to probe the interaction between Nb and IrMn. Furthermore, 
for thin AFM layers interfacing with a FM, domain walls were also found to 
be present in the AFM layer.[35,36] This kind of spiralling structure brings 
inhomogeneous magnetization which makes an antiferromagnet a potential 
candidate to study the triplet superconductivity. At the same time, it is also of 
great interest to study how the uncompensated spins at the IrMn surface would 
affect the superconductivity. Extensive efforts have been made to manipulate 
or alter the superconducting properties of the SC layer in the structure of 
SC/FM through either the proximity effect [9,20] or magneto-static 
interactions.[12,37-43] The former is based on the fact that the strong 
exchange field of FM tends to either weaken or promote superconductivity of 
the SC layer, depending on the magnetization configuration of the FM layer 
(or layers).[20,44,45] On the other hand, the latter is based on the alteration 
of vortex state in the SC layer by the stray field from the FM or AFM layer, in 
particular those which are patterned to small dimensions.[37] With the 
inspiration of previous work on SC/FM, bilayer structure of Nb/IrMn will be a 
good candidate to investigate the effect of AFM on SC, which can be readily 
probed by the changes in transition temperature (Tc), lower critical field (Hc1) 
and upper critical field (Hc2). 
One of the hallmarks of SC is the Meissner effect [46,47] which manifests 
itself as an electrical current setting up near the surface of a superconductor to 
cancel the applied magnetic field below the transition temperature (Tc). 
However, so far it is not clear if the induced surface current has any spin 
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polarization. Recently, J. E. Hirsch proposed a dynamic explanation of the 
Meissner effect in superconductor and predicted the existence of spin 
Meissner effect [48-50], suggesting that a macroscopic spin current flows 
within a London penetration depth of the surface of superconductors in the 
superconducting state. This new explanation of Meissner effect, if proved true, 
will bring significant improvement of understanding the origin of 
superconductivity; therefore, it would be of great interest to devise a structure 
which allows for experimental proof of the existence of spin current in the 
surface of a superconductor in the superconducting state. J. E. Hirsch has 
suggested several methods to prove his hypothesis: (1) to detect spin current in 
the superconductor, (2) to detect internal electric field generated by spin 
current, (3) to detect the response of superconductor to an applied electrical 
field, and (4) to detect change in plasmon dispersion relation in 
superconducting state. Direct detection of spin current might be performed by 
polarized light scattering, inelastic polarized neutron scattering, or detection of 
electric field generated by the spin current. In addition to these direct detection 
methods, interaction between spin polarized carriers in adjacent layer and the 
spins at the surface of a superconductor may also serve as an indirect evidence 
of spin Meissner effect. 
 
1.2 Motivation and objectives of this work 
Based on the aforementioned background, the main objectives of the 
present study are as follows:   
(1) To study how the SC interacts with domain walls formed in a notched 
FM nanowire; Emphasis is placed on possible existence of CAR effect 
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and long range triplet supercurrent mediated by the inhomogeneous 
magnetization in the domain wall. Notched nanowire is chosen 
because of its small lateral dimension and ease with creation and 
manipulation of domain walls by an external field. The nanowire also 
facilitates electrical transport measurements. 
(2) To study interactions between SC and AFM in both ways, i.e., the 
influence of SC on AFM and vice versa. In the former case, as the 
AFM does not possess any net magnetic moment, an FM/AFM bilayer 
is employed as a probe to study the effect of SC on the AFM. On the 
other hand, in the latter part, emphasis is placed on the inverse 
proximity effect, i.e., the effect of uncompensated spins and domain 
walls in AFM on the SC. 
(3) To study how the conventional SC interacts with each other via an 
ultrathin non-magnetic layer in Nb/Ru/Nb trilayers. The main purpose 
is to study if there is any exchange coupling across the NM layer 
which is not of magnetostatic origin. 
This work has been carried out by focusing on the following four types of 
structures: (1) lateral Nb-NiFe-Nb junctions with a notched NiFe nanowire, (2) 
lateral Nb-IrMn/NiFe-Nb junctions with an exchange biased IrMn/NiFe 
bilayers, (3) IrMn/Nb bilayers, and (4) Nb/Ru/Nb trilayers. These structures 
are designed specifically to study the various interactions discussed above. 
1.3 Organization of this thesis 
The thesis is organized as follows. Following the introduction given in this 
chapter, in Chapter 2, a brief introduction is given on various theoretical 
concepts about superconductivity such as Cooper pairs, Meissner effect, 
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coherence length and penetration length, etc. A hypothesis of spin Meissner 
effect is also introduced, as it is one focus of this thesis. In addition, as part of 
this thesis focuses on the interaction between superconductor and 
antiferromagnet, a brief theoretical background on the basics of (anti-
)ferromagnetism, which are related to this thesis such as domain wall, 
anisotropic magnetoresistance (AMR) and exchange bias, will be provided. 
Finally, an overview on theoretical and experimental investigations of SC-FM 
hybrid structures will be discussed. The key phenomena observed so far such 
as, 0-π shifter, superconducting vortex engineering, Andreev reflection, 
crossed Andreev reflection and the corresponding theoretical predictions will 
be discussed.  
 
In Chapter 3, detailed description of the device fabrication and 
characterization techniques and equipment is presented, which includes 
process flow of optical and electron beam lithography, metal deposition 
technique, imaging equipment and low temperature electrical measurement 
systems. 
 
In Chapter 4, the lateral structure with a notched NiFe was designed to study 
the interaction between superconductor Nb and magnetic domain walls (DW) 
with different magnetic configurations in the notched region. Electrical 
transport measurements indicate the presence of crossed Andreev reflection 
(CAR) at the SC-DW interface and the strength of CAR effect differs in 
different types of DWs. In addition, it was found that the superconductor near 
transition temperature (Tc) was significantly sensitive to external field 
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including stray field. Micromagnetic simulation was conducted to support our 
explanation and proposal.  
 
In Chapter 5, the interactions between SC and AFM in both ways, i.e., the 
influence of SC on AFM and vice versa, were investigated. In the former case, 
lateral Nb-IrMn/NiFe-Nb junction was designed, where IrMn/NiFe bilayer 
served as a detector to study the effect of SC on the AFM. It was found that 
instability of exchange bias was introduced by superconducting electrodes. 
With the help of micromagnetic simulation and current distribution analysis, 
the quantitative analysis showed an excellent agreement with the experimental 
results. On the other hand, IrMn/Nb bilayers were fabricated to study the 
inverse proximity effect of AFM on SC. We have first distinguished the 
effects from proximity effect and stray field on superconductivity. Moreover, 
the effect of inhomogeneity of stray field on Tc of superconductor is discussed. 
 
In Chapter 6, the interaction between superconductors will be discussed. 
Simple trilayer structure of Nb/Ru/Nb is proposed and different kinds of 
measurement methods such as zero field cooling (ZFC), initial M-H curve and 
four probe electrical measurements, are conducted to explore the long range 
interaction between superconductors through Ru interlayer. RKKY model is 
utilized to explain the oscillation of moment ratio v.s. thickness of Ru 
interlayer.  
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Chapter 2 Theoretical Background 
2.1 Basic concepts of superconductivity 
2.1.1 Introduction to superconductivity 
Superconductivity is the phenomenon of certain materials exhibiting zero 
electrical resistance and the expulsion of magnetic fields below a characteristic 
temperature. The phenomenon of perfect conductivity below transition 
temperature (Tc) is a hallmark for all superconductors. In addition, perfect 
diamagnetism is another hallmark, which is known as Meissner effect 
discovered by Meissner and Ochsenfeld in 1933.[1] There is also a critical 
field (Hc), beyond which flux can penetrate into the superconductor. The Hc is 
related thermodynamically to the difference in free energy of the normal and 
superconducting states in zero external field. Although there is almost no loss 
of electrical energy when current is passed through the superconductor, there 
is a maximum current density, called critical current (Jc), above which the 
superconductivity will be destroyed.  
The history of superconductivity began with the study of cryogenics in the 
late 19th century, which lead to the discovery of superconductivity in mercury 
by Heike Kamerlingh Onnes in 1911.[2] Since then a large number of metals 
and alloys were found to show superconductivity below Tc. Meanwhile, many 
efforts were made by scientists to explore the fundamental physics of 
superconductivity. Initially, a phenomenological model was proposed by the 
London brothers, which could explain both perfect conductivity and the 
Meissner effect.[2] After that a macroscopic theory was developed by 
Ginzburg and Landau to deal mainly with the superconducting electrons and 
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the spatial variation of the superconducting wave function.[2] This GL theory 
helped on understanding the unique electrodynamics properties of 
superconductor. Subsequently in 1957, the first widely-accepted theoretical 
understanding of superconductivity was advanced by American physicists 
John Bardeen, Leon Cooper and John Schrieffer, which was known as BCS 
theory.[3] The mathematically-complex BCS theory explained 
superconductivity at temperatures close to absolute zero for elements and 
simple alloys. However, at higher temperatures and with different 
superconductor systems, the BCS theory became inadequate to fully explain 
how superconductivity was occurring. Another significant theoretical 
advancement was brought by Brian D. Josephson, predicting that electrical 
current would flow between two superconductors even when they were 
separated by a normal metal or insulator. This tunnelling phenomenon is today 
known as Josephson Effect and has been applied to electronic devices such as 
the superconducting quantum interference device (SQUID). Although there 
are still a number of questions left to be answered by the researchers, yet the 
century long researches have unveiled at least the very basic fundamental of 
superconductivity. In the following subsections, I will briefly summarize some 
of the theoretical work which is most relevant to this thesis. 
2.1.2 Characteristic lengths in superconductor  
2.1.2.1 Penetration length (λL) 
The aforementioned Meissner Effect implies a magnetic susceptibility χ = -1 
(SI) and all the magnetic flux lines are expulsed completely from the 
superconductor below Tc. However, this does not mean that the flux line 
profile vanishes abruptly at the boundary of superconductor. Instead, the flux 
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line will penetrate into the surface of superconductor by a certain distance 
which is known as penetration length (λL). This is shown in Fig. 2.1(a) and 
2.1(b). Meanwhile, the penetrated flux line will induce a surface current to 
screen the interior superconductor from magnetic field. If the flux density 
varies to a value of B(x) at a distance x into the superconductor, the λL can be 
defined by:[2] 
∫  ( )  
 
 
    ( )                                         (2.1) 
where B(0) is the flux density at the surface of the superconductor. Also the 
concept of penetration length was proposed with two fundamental 




(   )                                                 (2.2) 
    (  (   ))                                        (2.3) 
where, E is the electric field; B is the magnetic field; JS is the current density 
and        ⁄
 (m is the electronic mass; nS is the superelectron density and 
e is the electronic charge). Eq. (2.2) interprets the hallmark of perfect 
conductivity of superconductor and can be derivated from an analogy to the 
Ohm’s law. Eq. (2.3) is substituted into the Maxwell’s equation     
(   ⁄ ) , and then we can get 
     
  
 ⁄                                            (2.4) 
Where    (  
 
      
⁄ )
  ⁄
. For one dimension case, Eq. (2.4) will give, 
 ( )   ( )     ⁄                                         (2.5) 
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This implies that in the pure superconucting state the only field allowed is 
exponentially damped and penetrates upto a lenth scale λL from the surface 
into the interior of the superconductor. 
2.1.2.2 Coherence length (ξ)  
Another characteristic length of superconductor is coherence length (ξ), which 
was introduced from the Ginzburg Landau (GL) theory. In this theory, the 
density of superconducting electrons (nS) is described by a complex order 
parameter ψ: | |    . In the case of slight change of free energy at the S-N 
transition, the free energy FS close to the transition point can be written as:[2] 
      ∫ 
  { | |  
 
 
| |  
 
   




}   (2.6) 
Where    is the free energy of the normal state and α, β are temperature 
dependent cofficients. The GL equations can be obtained from minimizing the 
free energy with respect to the order parameter ψ and the vector potential A. 
One of the GL equations in one dimension can be written without an external 
magnetic field as: 
 
  
   
   
   
 | |                                        (2.7) 
Then the coherence length can be induced as: 
        | |⁄   (     ⁄ )⁄                           (2.8) 
The coherence length and the actual penetration length depend on the mean 




denoted by   is known as GL parameter, depending on which all low 
temperature conventional superconductor can be divided in two categories: 
type I and type II superconductors. The relationship between coherence length 
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and penetration length of of type I and type II superconductor is shown in Fig. 
2.1(a) and 2.1(b). 
 
 
Figure 2.1 Relationship between penetration length and coherence length 
of (a) type I and (b) type II superconductor. 
 
2.1.3 Type I and type II superconductor 
There is no difference in the mechanism of superconductivity in type I and 
type II superconductors. Both types have similar thermal properties at the 
superconductor-normal transition in zero magnetic field. But the Meissner 
effect is entirely different. Type I superconductors like Al, Pb and Hg have a 
sharp transition from the superconducting state where all magnetic flux is 
expelled to the normal state. On the other hand type II superconductors like 
Nb exhibit similar behaviour by completely excluding a magnetic field below 
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a lower critical field (Hc1) and becoming normal again at an upper critical field 
(Hc2). However, when the magnetic field is between these lower and upper 
critical fields, the superconductor enters a mixed state where there is partial 
penetration of flux. In order to lower the overall magnetic energy, the material 
allows bundles of flux to penetrate the sample. Within these filaments, the 
magnetic field is high and the superconductor reverts to normal conducting 
behaviour. Around each of the filaments is a circulating vortex of screening 
current which opposes the field inside the core and carries a quantum of flux 
2.07 × 10-7 G•cm2. This arrangement ensures that the material outside these 
bundles remains in the superconducting state. Apart from this phenomenal 
difference, an important difference in type I and type II superconductors is in 
the mean free path of the conduction electrons in the normal state. If the 
coherence length ξ is longer than the penetration length λ (k<1), the 
superconductor will be type I. However, when the mean free path is short, the 
coherence length is short and the penetration length is great (k>1). In this 
situation, the superconductor is type II. 
2.1.4 BCS theory 
In 1957 Bardeen, Cooper and Schrieffer introduced a basis of a quantum 
theory of superconductivity in their publication of “Microscopic theory of 
superconductivity”, which was later dubbed BCS theory after their initials.[3] 
BCS theory has a very wide range of applicability, from He3 atoms in their 
condensed phase, to type I and type II metallic superconductors, and to high-
temperature superconductors based on planes of cuprate ions. Further, an 
electron pair, so-called Cooper pair, is coupled together by electron-phonon 
interaction with different spin orders. The pair with opposite spins is known as 
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singlet Cooper pair. The mechanism of coupling is described as that the 
electron-lattice-electron interaction leads to an energy gap (∆) of the observed 
magnitude. The indirect interaction proceeds when one electron interacts with 
the lattice and deforms it; a second electron sees the deformed lattice and 
adjusts itself to take advantage of the deformation to lower its energy. Thus 
the second electron interacts with the first electron via the lattice deformation. 
Therefore, in order to extract an electron from the BCS condensate, for 
instance in a tunnelling experiment, a Cooper pair has to be broken, which 
costs the pairing energy 2∆. This energy gap results in some basic properties 
of superconductivity such as critical field, the thermal properties and most of 
the electromagnetic properties. For a BCS superconductor, the dependence of 
the value of the energy gap at temperature T on the critical temperature (Tc) 
can be expressed near the critical temperature as: 
 ( )          √  (   ⁄ )                             (2.9) 
where     is the Boltzmann constant. BCS theory furthermore predicts that the 
transition temperature is related to the Debye cut-off energy (ED), the density 
of states at the Fermi level (N(0)) and the pairing potential (V), which is 
written as: 
            
   ( ) ⁄                                 (2.10) 
where  ( )    is the coupling parameter which expresses the material 
dependent strength of the coupling of the electrons to the bosonic mode that 
leads to Cooper pair formation. 
2.1.5 Normal Meissner effect 
The Meissner effect is an expulsion of a magnetic field from a superconductor 
during its transition to the superconducting state. When the temperature is 
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below transition temperature (Tc), the magnetic flux lines will be pushed out 
from the sample and the induced magnetic field in the superconductor is zero. 
While the temperature is warmed up above the Tc, the magnetic flux lines will 
penetrate through the sample uniformly. However, it is not the case for a 
theoretical model of perfect conductor when the temperature change is 
reversed. For a real superconductor, it still expels the magnetic flux lines when 
the temperature is cooled down below the Tc with applied field. The expulsion 
is conducted by setting up electric current near its surface. The magnetic field 
of these surface currents cancels the applied magnetic field within the bulk of 
the superconductor. Meissner effect behaves differently in type I and type II 
superconductors. In the former, the magnetic flux lines will be totally pushed 
out from the superconductor below the critical field (Hc). However, in type II 
superconductor the magnetic flux lines are fully expulsed below the lower 
critical field and will penetrate into the superconductor when the applied field 
is above the lower critical field and below the upper critical field, which is 
known as mixed state or vortex state.  
2.1.6 Spin Meissner effect 
Either for type I or type II superconductor, the circular current loops are the 
key elements to keep the diamagnetic properties of superconductors. It is 
commonly thought the electric current is only charge current with zero spin 
polarization. However, recently the researcher J.E. Hirsch proposed a 
dynamical explanation of the Meissner effect in superconductors and predicted 
the existence of a spin Meissner effect:[4,5] that a macroscopic spin current 
flows within a London penetration depth    of the surface of superconductors 
in the absence of applied external fields, with carrier density (the superfluid 
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density) and carrier speed    (     )⁄  (   is bare electron mass). The 
two members of a Cooper pair circulate in orbits of radius     in opposite 
direction and the spin current in a Cooper pair has orbital angular momentum 
 . 
 
Figure 2.2 Diagram of (a) the normal Meissner effect and (b) equivalent 
spin Meissner effect in a cylinder superconductor with a radius R. Applied 
field (B) is along the axis; The yellow region represents London 
penetration area scaled by λL; The current (I) in the London penetration 
area is formed by electrons moving with a velocity of Vs; r represents the 
radius of small circular current loop in spin Meissner effect model. [After 
J.E. Hirsch, 2008, Ref. [4]] 
 
As shown in Fig. 2.2(a), it is a diagram of typical normal Meissner effect in a 
superconducting cylinder, where the magnetic flux lines will penetrate into the 
cylinder within a London penetration length (represented by yellow) and 
correspondingly in this region a circular current loop is generated to screen the 
interior of the cylinder from the magnetic flux. The angular momentum in 
Meissner current can be expressed as: 
   (        )  (     )                                     (2.11) 
where (        )  is the total number of electrons in London penetration 
region and (     ) is the angular momentum of one electron. R is the radius 
of the superconducting cylinder;    is London penetration length; h is cylinder 
height;    is superfluid density;   is electron mass and    is the velocity of 
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electrons. However, with changing the elements’ orders Eq. (2.11) can be 
rewritten as: 
   (  
    )  [    (   )]                               (2.12) 
The first part (      ) can be regarded as the total number of electrons in the 
bulk cylinder and the latter part [    (   )] can be considered as the angular 
momentum of one electron moving in an orbit with a radius of (   ). As 
shown in Fig. 2.2(b), the circular current loops does not exist in the surface of 
cylinder but uniformly in the bulk cylinder with an orbit in the scale of (   ). 
Also in normal state, the magnetic susceptibility          
   
     
(  
  )  
and it is          
   
     
(   )
  in superconducting state. As   
   is 
normally far smaller than    , therefore the transition from normal state to 
superconducting state is accomplished by expansion of electronic orbit from 
  
   to    . Furthermore, J.E. Hirsch has argued that in the ground state of a 
superconductor the currents in the interior are cancelled out by spin down 
electrons and spin up electrons which are moving in opposite direction. 
However, near the surface there is a spontaneous spin current flowing within 
   (see Fig. 2.3). When there are no external fields applied, the spin up and 
spin down electrons have same velocities  ⃗    
 
     
 ⃗   ̂ , e.g. for 
       Å,                 (see Fig. 2.3(a)).When a magnetic field is 
applied (see Fig. 2.3(b)),  ⃗   ⃗   
 
   
   ⃗⃗   ̂ and the lower critical field 




Figure 2.3 Diagram of (a) the spin Meissner effect without applied field 
and (b) with applied field of B in a cylinder superconductor with a radius 
R. Applied field (B) is along the axis; The up and down arrow represent 
the spin polarity of electrons. [After J.E. Hirsch, 2008, Ref. [4]] 
 
2.2 Ferromagnetism (FM) and antiferromagnetism (AFM) 
On the contrary to the spin order in Cooper pair, there are different spin orders 
in ferromagnet (FM) and antiferromagnet (AFM) which result in antagonistic 
nature of superconductivity and anti/ferromagnetism. The knowledge of FM 
and AFM relevant to this thesis will be discussed in the following section. 
2.2.1 Ferromagnetism 
Ferromagnetic materials exhibit a long range ordering phenomenon at the 
atomic level which causes the unpaired electron spins to line up parallel with 
each other. As the change in the direction of the spin leads to a change in 
electrostatic repulsion between neighbouring electrons due to exchange 
interaction, there is a much strong interaction between the spins which keeps 
the nearby spins aligning in the same direction and away from the thermal 
fluctuations. Usually the exchange energy in FM is in the range of eV, which 
is quite larger than the superconducting energy gap in the range of meV. 
However, when the temperature rises beyond a certain point, called the Curie 
temperature, the thermal energy will exceed the exchange energy and causes 
random alignments of spins. 
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Ferromagnet can be categorized into hard FM and soft FM. Commonly the 
former has quite large coercivity around several or tens of kOe such like FePt 
and CoFeB, which are widely used as magnetic recording media. The latter 
has small coercivity such as NiFe, which is used in magnetic sensors. Because 
of large shape anisotropy in NiFe, it is easier to control the magnetic domain 
structure through shape engineering. And in this thesis, NiFe is applied as FM 
material to study the interaction between superconductivity and magnetic 
domain wall. 
2.2.1.1 Domain wall 
As magnet grows larger, it breaks into multiple magnetic domains, separated 
by narrow regions of rapidly changing spin directions so-called domain walls 
(DWs). DW is a reorientation of individual moments across a finite distance 
and undergoes an angular displacement of 90° or 180°. The DW behaviours 
are strongly dependent on the dimension of materials: multi-domain can be 
found in bulk materials and large thin films, flux-closure state can occur in 
micron-sized patterns and single domain can form in long thin nanowire and 
nano-ellipses. Based on the process of reorientation, the DW can be 
categorised into Bloch wall and Neél wall. Usually the former happens in bulk 
materials and the latter forms in thin films. The magnetizations in adjacent 
domains are opposite to each other and the magnetization rotates parallel to 
the wall plane inside the wall (in an out-of-plane manner). A theoretical 
calculation of the Bloch wall width (  ) is expressed as     √  ⁄ , where 
A is the exchange constant and K is the magnetic anisotropy constant. Unlike 
the Bloch wall, the Neél wall has its magnetizations rotated by 180°, but stays 
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along the surface plane. Even in thin film, with different confinements 
transverse DW or magnetic vortex can be formed. 
2.2.1.2 Anisotropic magnetoresistance (AMR) 
AMR refers to resistance changes in ferromagnetic metals in which the 
resistance is dependent upon the relationship between the axis of current flow 
and the orientation of the magnetization. In general, the electrical resistance or 
resistivity is at its maximum when the magnetization direction and the current 
are parallel and is at its minimum when the magnetization is orthogonal to the 
axis of current flow. The angular dependence of the resistivity for the AMR 
effect can be described by the following equation: 
                                             (2.13) 
where
 
, θ is the angle between magnetization and current vector, 
 and  are resistivity when current is parallel and perpendicular to the 
magnetization vector, respectively. 
The physical origin of the AMR effect lies in spin-orbit interaction, which 
results in different scattering probabilities when electrons travel in different 
directions with respect to the local magnetization direction. AMR is a 
powerful tool to study the magnetization reversal process of magnetic 
materials through simple electrical transport measurement. It is particularly 
useful for studying the domain wall nucleation, propagation, and annihilation 
processes in magnetic nanostructures, in combination with micromagnetic 
models. 
2.2.1.3 Micromagnetic simulation 
The development of advanced magnetic materials requires a precise 
understanding of the magnetic behaviour. As the size of the magnetic 





components approach the nanometer regime, detailed predictions of the 
magnetic properties become possible using micromagnetic simulations. To 
date, there are several micromagnetic simulation softwares such as the object 
oriented micromagnetic framework (OOMMF) [6], LLG Micromagnetics 
Simulator [7], Nmag [8] and MAG [9].  
 OOMMF is a project in the Applied and Conputational Mathematics 
Division (ACMD) of ITL/NIST, aimed at developing portable, extensible 
public domain programs and tools for micromagnetics. It is a finite element 
micromagnetic simulation program that solves the micromagnetic equations 
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where M is the magnetization, Heff is the effective field, γ is the Gilbert 
gyromagnetic ratio, and α is the damping constant. It is capable of simulating 
magnetic materials on a mesoscopic scale. The physical input parameters are 
the exchange constant, the uniaxial anisotropy constant and the saturation 
magnetization. Other input parameters are the domain sizes in x,y and z- 
directions and the cell size. The number of cells has a strong influence on the 
simulation time and it is necessary to find a balance between precision and 
simulation time. In this work, OOMMF was employed to simulate the 
magnetization and stray field of patterned NiFe. 
2.2.2 Exchange coupling in antiferromagnet/ferromagnet bilayers 
2.2.2.1 Basic phenomena of exchange bias 
Exchange bias was first discovered in 1956 by Meiklejohn and Bean when 
studying Co particles embedded in their native antiferromagnetic oxide (CoO). 
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[10] Since then it was observed in many different systems containing 
AFM/FM interfaces, such as small particles,[11] inhomogeneous 
materials,[12] FM films on AFM single crystals [13] and thin films.[14] 
Exchange bias has been widely applied in magnetic recording media and 
domain stabilizers in recording heads based on anisotropic 
magnetoresistance.[15]  
Exchange bias describes the phenomenon that the hard magnetization 
behaviour of an antiferromagnetic thin film causes a shift in the soft 
magnetization curve of a ferromagnetic film [see Fig. 2.4]. The exchange bias 
field (He) and coercive field (H’c) are defined as: 
   
(   
     
 )
 
               (2.15) 
  
  |   
     
 |        (2.16) 
The coercivities    
  and    
  in the ascending and descending branches of 
the hysteresis loop, respectively, are different from these of a single FM layer. 
In most well studied AFM/FM bilayers, the Curie temperature of the FM is 
larger than the Neel temperature TN of the AFM. Therefore, the direction of 
the exchange bias can be set by cooling through TN in the presence of an 
applied magnetic field. Generally, there are several typical characteristics in 
the exchange bias system: (i) He and Hc increase as the system is cooled in an 
applied magnetic field below the blocking temperature TB ≤ TN of the AF layer; 
(ii) the magnetization reversal can be different for the ascending and 
descending part of the hysteresis loop; (iii) thermal relaxation effects of He 





Figure 2.4 (a) The hysteresis loop of a ferromagnetic layer (FM) with 
magnetic field applied in plane. (b) The effect of exchange bias on the 
hysteresis loop of a ferromagnetic layer (FM) coupled to an 
antiferromagnetic layer (AFM). 
 
2.2.2.2 Theoretical models on exchange bias 
The interpretation by Meiklejohn and Bean [10] assumed that exchange bias 
was accounted from the competing Zeeman and exchange coupling energies 
across an ideal, smooth, magnetically uncompensated interface with rigid 
spins, which was written as     ⃗⃗⃗   ̂    [ ̂   ̂].  ⃗⃗⃗ is applied field; ̂  is 
the ferromagnetic orientation; J1 is the direct exchange ( bilinear ) coupling 
constant and ̂  is the orientation of the net spin of the AFM at the interface. 
However, the values of He predicted by this assumption were two orders of 
magnitude larger than experimental values. Latter Mauri et al. [16] realized 
that the exchange energy cost associated with reversal of the FM could be 
decreased by accommodating a domain wall within the AFM. The term of 
domain energy,  [   ̂   ̂]   , is added to the total energy, which yields 
reasonable values of He.   is the energy of a domain wall in the FM;  ̂ is the 
direction of the easy axis of the AFM. Meanwhile, other theoretical models 
have considered both compensated and uncompensated interfaces,[17,18] 
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spin flop coupling [19] and domains in AFM.[20] Especially, spin flop 
coupling brings a new energy term of     [ ̂   ̂]
 
, where Jsf is biquadratic 
coupling constant. This kind of coupling does not lead to exchange bias but 
rather gives rise to a uniaxial anisotropy which causes a large Hc. Also plenty 
of experiments were implemented to investigate the effects on exchange bias 
from temperature,[21-23] thickness of FM and AFM layer,[24] interfacial 
roughness [25-27] and grain size.[28] Although there bloom different models 
of exchange bias, yet the uncompensated spins at the interface of AFM are 
believed to be responsible for unidirectional anisotropy. These net spins 
perform their pinning effect on FM layer through spiraling structure, which is 
studied theoretically and experimentally recently. [29-31] 
2.3 Superconductor-ferromagnet junction 
The interplay between a superconductor and other types of materials with 
different ordering characteristics such as ferromagnet (FM), so-called 
ferromagnet superconductor hybrids (FSH), has been studied intensively due 
to its rich physics.[32-36] The interaction is provided by proximity effect, 
inverse proximity effect and magnetostatic interaction between SC and FM, 
which result in interesting phenomena such as 0-π junction, oscillation of 
transition temperature and critical current. Before SC-FM junction is discussed, 
we would like to introduce the SC-NM junction. 
2.3.1 Superconductor-normal metal junction  
2.3.1.1 Proximity effect in SC-NM junction 
The proximity effect is to describe phenomena that occur when a 
superconductor is placed in contact with a non-superconductor. It is known 
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since the pioneering work by R. Holm and W. Meissner who have observed 
zero resistance in SNS pressed contacts.[37] As mentioned in the previous 
sections, electrons in a superconductor in the superconducting state are 
ordered in a very different way than in a normal metal. When these two 
different orders, i.e. Cooper pair order and gapless electron order, are brought 
together, the electron order in the one system cannot infinitely quickly change 
into the other order at the border. The paired state in the superconducting layer 
is carried over to the normal metal, and there the pairing is destroyed by 
scattering events causing the paired electrons to lose coherence. Usually the 
coherence length of Cooper pair in normal metal is around several 
micrometres. Conversely, the gapless electron order present in the normal 
metal is also carried over to the superconductor in that the superconducting 
gap is lowered near the interface which results in the suppression of 
superconductivity. The microscopic model describing this behaviour in terms 
of single electron processes is called Andreev reflection, which will be 
discussed in the next section. 
2.3.1.2 Andreev reflection (AR) 
Andreev reflection (AR), named after the Russian physicist Alexander F. 
Andreev, is a type of particle scattering which occurs at interfaces between a 
superconductor (SC) and a normal state material (NM). This charge-transfer 
process is exhibited in Fig. 2.5(a). 
 




In a common sense, expulsion or scattering will happen at the interfaces 
between two different phase orders, i.e., superconductors and normal metals. 
As shown in Fig. 2.5(b), a spin up electron, which comes to the interface 
between SC and NM, will be specular reflected and has no contribution to the 
conductance. However, another change-transfer process, Andreev reflection, 
also happens at the interfaces and contributes to the conductance. As shown in 
Fig. 2.5(a), one spin up electron from normal metals will combine another spin 
down electron to form a Cooper pair and enters superconductor. At the same 
time, one spin down hole will be retro-reflected at the interfaces to normal 
metal. As each AR transfers a charge 2e across the interface, it has double 
contribution as compared to the normal charge transfer.  In the process of AR, 
an incident electron needs another electron with opposite spin to form the 
Cooper pair. Therefore, AR is spin polarization dependent and this property 
has been applied to detect the spin polarization of materials by point contact 
measurement. 
2.3.1.3 BTK model 
The theoretical analysis of electrical transport property of SC-NM junction is 
described by the theory of Blonder, Tinkham and Klapwijk (BTK).[38] 
However, this theory does not consider the contribution from spin polarization. 
Strijkers et al. modified the original BTK theory to account for spin 
polarization.[39] 
When a superconductor is cooled below its transition temperature Tc, parts 
of the electrons are paired into Cooper pairs. The unpaired electrons are 
referred to as quasi-particles, which are described by the Bogoliubov-de 
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Gennes equation. A quasi-particle is an electron which can be found in the two 
base states of electron-like and hole-like, which is denoted as | ⟩ and | ⟩ , 
respectively.  (   ) and  (   ) represent the probability amplitudes to find 
the quasi-particle in | ⟩  and | ⟩ , respectively, then the state of the quasi-
particle can be described by the wavefunction  (   )   (   ) | ⟩  
 (   ) | ⟩.  (   ) and  (   ) satisfy that: 




    
  





    
  
  ( )   ( )]  (   )   ( ) (   )           (2.18) 
where  ( )  is the chemical potential,  ( )  is the energy gap and  ( ) 
indicates the interaction between the quasi-particles and the lattice. Although 
more realistic shapes for  ( ) can be used, yet it is impossible to solve the 
Bogoliubov-de Gennes equation analytically. In order to simplify the 
calculation,  ( ) is assumed as a δ function with a strength H localized at the 
interface, i.e.   ( )    ( ). Moreover, in BTK model the influence of the 
bias voltage on the potential V(x) is neglected and Z factor is induced to 
indicate the condition of interface barrier, i.e., Z=0 for only AR happening at 
the interface and Z=1 for only normal reflection happening at the interface. 
Therefore, if there is a voltage V applied on the SC-NM junction, the current 
flowing in the junction can be expressed as: 
      ∫[   ( )   ( )][ (    )   ( )]               (2.19) 
where A is the area of junction, v and   are the electron velocity and density of 
states of the normal metal at the Fermi level, respectively.  ( ) is distribution 
function and A(E) and B(E) represent the Andreev reflection probability and 
normal reflection probability, respectively. 
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The conductance         ⁄    
    ∫[   ( )   ( )]  (  
  )   and      
    (    )⁄ . Therefore, the ratio of GNS and GNN is  
   
   
  (    ) ∫[   ( )   ( )]  (    )              (2.20) 
which is the main result of the BTK theory.  
2.3.2 Superconductor-ferromagnet junction 
2.3.2.1 Proximity effect in SC-FM junction 
Due to the strong exchange energy, the coherence length of Cooper pair in FM 
is only several nano-metres, which is significantly smaller than that in NM. 
When a Cooper pair enters FM, the electrons in the pair will face different 
torques which results in a net k vector in the wave-function of Cooper pair. 
The net k vector will produce damped oscillatory behaviour of the Cooper pair 
wave function within the FM medium. Consequently, numerous phenomena 
based on the proximity effect such as density-of-state oscillations, 0-π junction 
and Tc oscillations are intensively theoretically and experimentally studied.[40] 
Kontos et al. studied the differential conductance for two Al/Al2O3/PdNi/Nb 
junctions with two thicknesses (50 and 75 Å) of the ferromagnetic PdNi layer. 
It is observed that DOS is smaller for the device with thinner PdNi because of 
the cos(2x/ξf) dependence of DOS.[41] The predicted oscillatory-type 
dependence of the critical temperature was observed experimentally in Nb/Gd, 
Nb/CuMn, Nb/Co, V/Co multilayers, as well as in bilyers Nb/Ni and trilayers 
Fe/Pb/Fe.[40] For more information about the proximity effect in SC/FM 




2.3.2.2 Crossed Andreev reflection 
Crossed Andreev reflection (CAR), also known as non-local Andreev 
reflection occurs when two spatially separated normal state materials, such as 
separate FM electrodes, domain walls in FM and magnetic granular materials 
with different magnetization, form two separate junctions with a 
superconductor (see Fig. 2.6). The junction separation should be in the order 
of the BCS superconducting coherence length. As shown in Fig. 2.6(a), a spin 
up electron in a FM electrode, which comes to the interface between SC and 
FM, cannot meet a spin down electron to form a Cooper pair in the same FM 
electrode. However, if there is another FM electrode with opposite 
magnetization and close enough to each other, a Cooper pair can be formed by 
the two electrons with up spin and down spin from the two FM electrodes. In 
the similar process, CAR can happen between different magnetic regions or 
grains with a separation in the order of superconducting coherence length. 
  
 
Figure 2.6 Schematic of different kinds of crossed Andreev reflection: 
CAR in separate FM regions (a), CAR in domain walls (b) and CAR in 
granular materials with different magnetizations (c). The arrows represent 
magnetization direction or spin direction. 
 
As introduced above, the Andreev reflection is a type of quasiparticle 
scattering process which occurs at the junction between superconductors and 
normal state materials. Therefore, both the theoretical and experimental work 
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focus on the electrical transport properties of the SC-NM junction. This 
quasiparticle scattering process is theoretically described by the BTK theory, 
which investigates the electrical transport property of the SC-NM junction by 
calculating the conductance of the junction. The conductance of the SC-NM 
junction is as follows: 
( ) ( ) ( )2 '/ 1NSG dI dV e Av A E B E f E eV dEρ= = − + − −    
where A is the area of junction, v and ρ are the electron velocity and density of 
states of the normal metal at the Fermi level, respectively. ݂(ܧ) is distribution 
function and A(E) and B(E) represent the Andreev reflection probability and 
normal reflection probability, respectively. The Andreev reflection is 
experimentally identified by measuring the differential conductance of the 
junction.  
As a nonlocal Andreev reflection, the investigations on CAR are also 
focused on the electrical transport properties of the junction, in particular, the 
magnetoresistance. Deutscher et al. [42] and T. Yamashita et al. [43] have 
theoretically calculated the current and magnetoresistance as functions of the 
exchange field and height of the interfacial barriers in the structures consisting 
of a SC with two FM leads. Nikolai et al. [44] and R. Melin et al. [45] have 
calculated CAR conductance at the junction between SC and magnetic domain 
walls. Later, D. Beckmann et al. [46] and F. Giazotto et al. [47] have 
experimentally found the evidence of the CAR by measuring the 
magnetoresistance in the devices consisting of a SC and two FM leads. In our 
group, S. R. Bakaul et al. [48] have measured the CAR conductance at the 
junction between SC and multi-domain walls. As a continuous work, we will 
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study the CAR effect at the junction between SC and single domain wall, 
which is a part of this thesis. 
2.3.2.3 Engineering of superconducting vortex 
The superconducting vortex can be engineered by artificial structure of 
adjacent magnetic element. Due to inverse proximity effect and stray field 
from magnetic element, the part of SC in direct contact with FM is suppressed 
and easily traps magnetic flux there. Usually the magnetic element is patterned 
into small size and arranged in an array. The pinning properties of the 
magnetic dot array depend on several factors: orientation of the magnetic 
moment, the strength of the stray field, the ratios of the dot size and the dot 
lattice constant to the effective penetration depth, the dot array magnetization, 
the strength and direction of the external field, etc. Artificial periodic vortex 
pinning was first performed with superconductor layer modulation by 
Martinoli et al.[32]. Soon after that Hebard et al.[33] used triangular arrays 
of holes as topological defects to realize the vortex pinning and modulation. Y. 
Otani et al.[49,50] reported oscillations of the magnetization versus magnetic 
field due to matching effect, which is described as that pinning becomes 
stronger when the vortex lattice is commensurate with the lattice of pinning 
centres.  
2.3.2.4 Inverse proximity effect in SC-FM junction 
As aforementioned that the contact of materials with different long-range 
ordering modifies their properties near the interface, it is called proximity 
effect that superconducting-like properties are induced in the normal metal 
including FM. Simultaneously the leakage of the Cooper pairs weakens the 
superconductivity near the interface with a normal metal. This effect is called 
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inverse proximity effect. This effect will result in a suppression of 
superconductivity of thin SC film, i.e. reduction of Tc and Hc. It can be 
understood that at the interface between SC and FM, the exchange energy (Eex) 
from FM side will induce different momentum terms to the two electrons. It 
will give the Cooper pair a total momentum of 2Eex/vF. The exerted Lorentz 
force is directed in opposite directions for the two electrons, trying to break 
the Cooper pair. Whenever, the associated energy of the pair momentum 
exceeds the condensation energy, the Cooper pair is no longer a stable ground 
state. If the thickness of a superconducting layer is smaller than a critical one, 
the inverse proximity effect totally suppresses the superconducting transition. 
Due to the inverse proximity effect, it is widely observed that the suppression 
of Tc always accompanies the reduction in SC film thickness.[51-53]  
At the same time, the inverse proximity effect in SC/FM junctions will 
induce a magnetic moment in the superconductor. F.S. Bergeret et al. 
presented a microscopic approach which combined a model Hamiltonian with 
elements of the well-established quasi-classical theory. They showed that the 
penetration length of the magnetic moment into the superconductor was of the 
order of the superconducting coherence length.[54] Jiang Xia et al.[55] did 
the measurements of the polar kerr effect using a zero-area-loop Sagnac 
magnetometer on Pb/Ni and Al/(Co-Pd) bilayers. They found a finite 
magnetization induced by the ferromagnet. 
2.4 Summary 
In this chapter we have reviewed the topics relevant to this thesis such as basic 
physics of superconductor, DWs and AMR effect in FM, exchange bias in 
AFM/FM and SC-FM hybrid devices. The review work clearly suggests that 
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although extensive works have been done on SC-FM hybrids, yet less 
attention has been paid on the interaction between SC-AFM and the coupling 
between superconductors. In addition to these two areas, there is no 
experimental proof of DW-assisted CAR effect. Therefore, in this thesis we 
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Chapter 3 Experimental methods 
3.1 Introduction 
This chapter presents an overview of fabrication and characterization 
techniques used in this work. All devices were fabricated using top-down 
approach in class 10 and class 100 clean rooms. Typical fabrication processes 
involve lithography, sputtering, ion milling, lift-off and wire bonding, through 
the actual processes vary from sample to sample. After fabrication, the 
samples were characterized mainly by optical microscope, scanning probe 
microscope (SPM), scanning electron microscope (SEM), X-ray diffraction 
(XRD), superconducting quantum interference device (SQUID) and low 
temperature magnetoresistance measurement.  
3.2 Fabrication techniques 
3.2.1 Substrate preparation and cleaning 
All samples were prepared on silicon substrate with a 300 nm-thick SiO2 
overcoat.  Prior to lithography, the substrate was cleaned thoroughly to 
remove any contaminations which may affect the quality of lithography and 
deposition. The cleaning processes are as follows: 
(1) 30 minutes ultrasonication (100% power) in Acetone at room 
temperature, 
(2) washing with running DI water for 10 seconds, 
(3) 30 minutes ultrasonication (100% power) in isopropyl alcohol (IPA) at 
room temperature, and 
(4) drying with Nitrogen air gun.  
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3.2.2 Device patterning 
3.2.2.1 E-beam lithography 
Electron beam lithography uses a focused beam of electrons to form the 
desired patterns on the wafer. This process offers higher patterning resolution 
than optical lithography because of the shorter wavelength possessed by high 
energy electrons. During the 1970s, IBM pioneered the concept of shaped 
beams [1] and led the industry in the development and application of high-
throughput electron beam direct-write systems [2, 3], which is so-called 
electron beam lithography.  
 
Figure 3.1 Schematic of electron beam lithography system. 
 
A typical E-beam lithography system consists of the following parts [Fig.3.1]: 
(1) an electron gun or electron source that supplies the electrons, (2) an 
electron column that shapes and focuses the electron beam, (3) a mechanical 
stage that positions the wafer under the electron beam, (4) a wafer handling 
system that feeds wafers to the system and unloads them after processing, and 
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(5) a computer system that controls the equipment. With the capability of 
arbitrary shape writing, electron beam lithography is used widely for 
patterning of nano-devices, although it is costly and time consuming as 
compared to photolithography. 
In e-beam lithography, the sample is first coated with a resist layer with 
high sensitivity in the electron bean wavelength region. After exposure, it is 
subsequently developed to form the desired patterns. In combination with lift-
off, etching, and deposition, the e-beam lithography can be used to fabricate 
various types of nanostructures.  
In this work, the model ELS7700 from Elionix Inc. with a capability of 
75 KV was used for exposure. Following are the typical steps used in this 
work: 
(1) 4-5 drops of SF6 as the first resist layer were spin coated on the 
substrate at 6000 rpm for 60 seconds (including 10 seconds 
acceleration time); 
(2) Substrate with resist was baked at 180°C for 3 minutes and then 
cooled down for 1 minute; 
(3) 4-5 drops of diluted ZEP 520A were spin coated with the same recipe 
as that of SF6; 
(4) The sample was baked again at 180°C for 3 minutes and then cooled 
down for 1 minute; 
(5) E-beam exposure was performed at a dose of 100 C/cm2 for ZEP 
520A/SF6 bilayer resist;  
(6) After exposure the sample was developed in ZED-N50 (2 minutes) 
and rinsed in ZMD-D (1 minute); 
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(7) After development, the sample was baked at 100°C for 1 minute to 
hard the top resist layer; 
(8) The baked sample was developed in PMGI 101 developer (6 minutes) 
to etch off SF6 for forming an undercut. 
(9) The sample was then rinsed by running DI water and dried by N2 gas 
blowing; this completes one round of lithography process. 
3.2.2.2 Laserwriter lithography 
The laserwriter transforms a laser beam into a controlled writing tool for 
photolithographic mask fabrication or direct in situ processing on planar 
substrates. The patterns are generated by accurately moving the substrate 
underneath a focused and scanning laser beam with proper wavelength and the 
maximum resolution can be down to 0.7 m. Meanwhile, its optical apparatus 
and substrate motion management are also well suited for surface inspection 
or diagnostics. Hence, the same machine can be used first for producing a 
pattern and later for inspecting the results. In contrast to EBL, laserwriter use a 
laser beam to write patterns on the resist which is more accessible due to its 
low cost. Although the resolution of laserwriter is not so high as EBL, it is 
much faster when it comes to the patterning of large patterns such as contact 
pads. In this work, LW405 from MICROTECH was employed and the basic 
processes are as following: 
(1) spin coating of 4-5 drops of S1805 photoresist on the substrate at 6000 
rpm for 60 seconds, 
(2) baking at 100°C for 60 seconds, 
(3) patterning using LW405, and 
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(4) development in MICROPOSIT MF-319 solution for 60 seconds at 
room temperature, which was immediately followed by rinsing the 
sample with DI water. 
3.2.3 High vacuum sputtering 
Sputtering is a physical process whereby atoms in a solid target material are 
ejected into the gas phase due to bombardment of the material by energetic 
ions. It is commonly used for thin film deposition, as well as analytical 
techniques. 
Sputtering is largely driven by momentum exchange between the ions and 
atoms in the material, due to collisions. The process can be thought of as 
atomic billiards, with the ion striking a large cluster of close-packed atoms. 
Although the first collision pushes atoms deeper into the cluster, subsequent 
collisions between the atoms can result in some of the atoms near the surface 
being ejected away from the cluster. The number of atoms ejected from the 
surface per incident ion is called the sputter yield and is an important measure 
of the efficiency of the sputtering process. Other things the sputter yield 
depends on are the energy of the incident ions, the masses of the ions and 
target atoms, and the binding energy of atoms in the solid. The ions for the 
sputtering process are supplied by plasma that is induced in the sputtering 
equipment. In practice a variety of techniques are used to modify the plasma 
properties, especially ion density, to achieve the optimum sputtering 
conditions, including usage of radio frequency (RF) alternating current, 
utilization of magnetic fields, and application of a bias voltage to the target.[4] 
In this work, an ULVAC sputtering system was employed. The deposition 
process was performed at room temperature and at a base pressure better than 
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10-6 Pa and a working pressure of 0.5 Pa. Prior to the deposition, the samples 
were pre-cleaned by Ar+ gas for 3 minutes.  
3.2.4 Lift off and wire bonding 
For patterned devices, each deposition was followed by a lift-off process to 
remove the excess material on top of the photoresist layer. In addition to the 
bilayer photoresist technique, an optimized lift-off process is also essential for 
the quality of patterns. To achieve this, the following process steps have been 
used: 
(1) 10 minutes ultrasonication in PG remover, 
(2) quick transfer to another beaker filled with PG remover followed by 
another 10 minutes unltrasonication 
(3) washing by running DI water for 10 seconds, and 
(4)  checking to ensure the quality of patterns with high resolution 
microscope.  
 
For electrical transport measurement, Au contact pads were deposited on 
devices and the samples were mounted on a 24-pin chip carrier with silver . 
Subsequently the device bond pads and pin bond pads of chip carrier were 
connected with gold wire by using a Kulicke and Soffa Wire Bonder 4524AD 
system. Gold wire and pins were used in the wire bonding process to ensure 
good conduction during measurement. 
3.3 Measurement apparatus 
This section describes the various characterization tools used to probe the 
surface, structural, magnetic and electrical properties of devices. Surface 
properties were examined by scanning probe microscope (SPM) and scanning 
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electron microscopy (SEM). Structural properties were studied by X-ray 
diffraction (XRD). Magnetic and electrical properties were characterized by 
vibrating sample magnetometer (VSM), low temperature cryostat and 
superconducting quantum interference device (SQUID). 
3.3.1 Scanning Probe Microscopy (SPM) 
3.3.1.1 Overview 
Scanning probe microscopy allows to image surfaces at the nanometre scale. It 
is a general term, used to describe a growing number of techniques that use a 
sharp probe to scan over a surface and measure certain properties of that 
sample. Some examples are scanning tunnelling microscopy (STM), atomic 
force microscopy (AFM) and magnetic force microscopy (MFM).  
3.3.1.2 AFM & MFM 
The AFM is developed to overcome a basic drawback with STM which can 
only image conducting or semiconducting surfaces. The AFM, however, has 
the advantage of imaging almost any type of surface including polymers, 
ceramics, composites, glass and biological samples. Most AFMs use a laser 
beam deflection system, where a laser is reflected from the back of the 
reflective AFM lever and onto a position sensitive detector [see Fig. 3.2]. 
AFM tips and cantilevers are micro-fabricated from Si or Si3N4 and typical 
tip radius is from a few to tens of nanometers. Because the AFM relies on the 
force between the tip and sample, knowing these forces is important for proper 
imaging. The force is not measured directly, but calculated by measuring the 
deflection of the lever, and knowing the stiffness of the cantilever. Hook’s law 
gives F=-kz, where F is the force, k is the stiffness of the lever and z is the 




Figure 3.2 Schematic of scanning probe microscope. 
 
The MFM is a variety of AFM, where a sharp magnetized tip scans a magnetic 
sample. The tip-sample magnetic interactions are detected and used to 
reconstruct the magnetic structure of the sample surface. The magnetic fore 
between the sample and the tip can expressed as  ⃗    ( ⃗⃗⃗   ) ⃗⃗, where ⃗⃗⃗ is 
the magnetic moment of the tip (approximated as a point dipole),  ⃗⃗ is the 
magnetic stray field from the sample surface and    is the magnetic 
permeability of free space.[5] In this work, we used model MESP-LM tip 
(Co/Cr coating at both side, coercivity < 400 Oe, 30% of standard tip moment, 
force constant 1-5 N/m, nominal tip radius of curvature 20-40 nm, cantilever 
length 225 m) from Veeco for MFM imaging. 
3.3.2 Scanning Electron Microscopy (SEM) 
The scanning electron microscope (SEM) uses a focused beam of high-energy 
electrons to generate a variety of signals at the surface of solid specimens. The 
signals that derive from electron-sample interactions reveal information about 
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the sample including external morphology (texture), chemical composition, 
and crystalline structure and orientation of materials making up the sample. In 
most applications, data is collected over a selected area of the surface of the 
sample, and a 2-dimensional image is generated that displays spatial variations 
in these properties. The SEM is also capable of performing analyses of 
selected point locations on the sample; this approach is especially useful in 
qualitatively or semi-quantitatively determining chemical compositions 
(using EDS), crystalline structure, and crystal orientations (using EBSD).  
  The accelerated electrons in a SEM carry significant amounts of 
kinetic energy. This energy is dissipated as a variety of signals produced by 
electron-sample interactions when the incident electrons are decelerated in the 
solid sample. These signals include secondary electrons (that produce SEM 
images), backscattered electrons (BSE), diffracted backscattered electrons 
(EBSD that are used to determine crystal structures and orientations of 
minerals), photons (characteristic X-rays that are used for elemental analysis 
and continuum X-rays), visible light (cathodoluminescence--CL), and heat. 
Secondary electrons and backscattered electrons are commonly used for 
imaging samples: secondary electrons are most valuable for showing 
morphology and topography on samples and backscattered electrons are most 
valuable for illustrating contrasts in composition in multiphase samples. A 
JSM 6700F SEM from JEOL was used in this work to study the profile of the 
devices through the detection of secondary electrons. 
3.3.3 Vibrating Sample Magnetometer (VSM) 
A vibrating sample magnetometer (VSM) operates on Faraday’s Law of 
Induction, which tells us that a changing magnetic field will produce an 
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electric field. This electric field can be measured and can tell us information 
about the changing magnetic field. A sample is placed inside a uniform 
magnetic field to magnetize the sample. The sample is then physically vibrated 
sinusoidally, typically through the use of a piezoelectric material. The stray 
field of the magnetized sample can be sensed by a set of pickup coils 
according to Faraday’s Law of Induction. The current will be proportional to 
the magnetization of the sample and the greater the magnetization, the greater 
the induced current. 
 
3.3.4 Superconducting Quantum Interference Device (SQUID)  
A SQUID is the most sensitive device available for measuring magnetic 
fields. Although the SQUID in the magnetic property measurement system 
(MPMS) is the source of the instrument’s remarkable sensitivity, it does not 
detect directly the magnetic field from the sample. Instead, the sample moves 
through superconducting detection coils which are connected to the SQUID 
with superconducting wires, allowing the current from the detection coils to 
inductively couple to the SQUID sensor.  
A typical SQUID system includes several different superconducting 
components [see Fig. 3.3]: 
(1) a superconducting magnet to generate large magnetic fields, 
(2) a superconducting detection coil which couples inductively to the 
sample, 
(3) a superconducting quantum interference device connected to the 
detection coils, and 





Figure 3.3 Schematic of SQUID. 
 
In this work, a SQUID with the model of MPMS-XL from Quantum Design 
was utilized and provided us precise temperature control and highly sensitive 
detection of magnetic moment. 
3.3.5 Low temperature electrical transport measurement system 
Besides the SQUID, a liquid helium cryostat from Janis was also employed in 
this work. The cryostat system is a variable temperature insert which is built 
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into the helium reservoir of the dewar. The insert provides a sample tube that 
is isolated from the main reservoir by an isolation tube, with the space 
between the two tubes evacuated. Between the sample tube and helium 
reservoir there is needle valve controlling the flow of liquid helium. The 
helium enters the bottom of the sample tube through a special vaporizer with a 
built-in heater. This heater is used to vaporize the liquid and increase its 
temperature above 4.2 K. The helium vapour travels up the sample tube and in 
turn heats or cools the sample mount and any samples attached to the mount. 
A second heater and thermometer are attached to the sample mount and they 
can control and indicate the temperature of the sample respectively. Moreover, 
the cryostat system is equipped with a rotary pump which is connected to the 
sample tube. By reducing the pressure inside, the temperature at the sample 
mount can be reduced to 1.4 K. At the same time, the system includes a 
superconducting magnet, which is controlled by a cryomagnetics Inc. CS-4 
bipolar superconducting magnet power supply and has a capability of 7 T. A 
schematic illustration of the cryostat system is provided in Fig. 3.4. 
 
With the low temperature and magnetic field provided by cryostat, 
magnetoresistance can be measured with the assistance of lock-in technique. 
The measurement system including magnetic field controller, current source, 
nano-voltage meter and lock-in is controlled by customized LabView program, 





Figure 3.4 Schematic illustration of Janis SVT research cryostat. 
 
3.3.6 Challenges in electronic measurement: electrostatic discharge 
(ESD) and noise 
Electrostatic discharge (ESD) is the sudden and momentary electric current 
that flows between two objects at different electrical potentials caused by 
direct contact or induced by an electrostatic field. Any object such as human 
body, work surfaces, clothes, and chairs, when exposed to the environment 
and isolated from electrical ground, can store static charges on it. ESD is 
always a serious issue in solid state electronics such IC and our devices are not 
exception. To prevent the ESD and protect our devices, several methods are 




Figure 3.5 ESD prevention devices such as (a) anti-ESD tape (b) 
conductive floor mat (c) Ionizer (d) wrist strap. (e) Long measurement 
wire shielded with aluminum foil to reduce noise. (f) Ground connecter of 
the measurement box. (g) Customized sample holder with a cooper bar 
crossed to enhance thermal transfer.        
 
(1) All the measurement equipment even and the shelf should be grounded 
by using either anti-ESD tape or anti-ESD floor mat [see Fig.3.5 (a) 
and (b)]. 
(2) Anti-ESD wrist strap should be always worn while preparing electrical 
connection to the samples, if necessary, ionizer is also used to 
neutralize the charges [see Fig.3.5 (c) and (d)]. 
(3) Long measurement wire was made to keep the connection when 
putting the sample rod into the sample chamber. And the long wire 
was covered by aluminum foil which can help reduce the measurement 
noise [see Fig. 3.5(e)]. 
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(4) The connector box should be grounded properly and meter wires 
should also be grounded before connected to the devices [see Fig. 
3.5(f)]. 
(5) Another improvement of the measurement system is the customized 
sample mount shown in Fig. 3.5(g). The 24-pin chip carrier can be 
easily mounted by pushing down the lock bar instead of mounting the 
sample with floss previously. Moreover, a copper bar crosses the 
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Chapter 4 Electrical Transport in Nb/NiFe/Nb 
Structures 
4.1 Introduction 
In this chapter, we discuss the interaction between superconductor and 
magnetic domain wall (DW) in SC/FM/SC lateral junctions in which the FM 
is a small portion of a nanowire with a nano-constriction or notch. The 
notched nanowire is chosen for this study because of the following reasons. 
First, similar structure has been investigated intensively for studying the DW 
pining and de-pining processes. These studies have led to an in-depth 
understanding of the DW formation mechanism in this kind of structure and its 
dependence on the shape and dimension of the nano-constriction. These 
results are very useful for our study of interaction between DW and SC. 
Second, the strong localization of DW near the notch allows to study the 
transport properties of DW only by placing the SC probes near the proximity 
of the DW. In addition, the spin-state of DW in the notched region can be 
predicted accurately using micro-magnetic modelling, which facilitates the 
comparison of the experimental results with simulation.     
As we discussed in Chapter 1, the main objectives of this part of study are 
to find out (i) if there is any  crossed Andreev reflection (CAR) occurring at 
the interface of SC-DW, and if there is, how it would be affected by the 
structure of the domain wall[1,2] and (ii) if there is any supercurrent due to 
the long range triplet superconductivity flowing through the FM portion of the 
device.[3-7] In addition to these proximity effect at the interfaces, we are also 
interested in the effect of stray field from the domain wall on 
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superconductivity of the Nb electrodes, which in turn can be used to study the 
magnetization reversal process of the DW through transport measurements. 
 
4.2 Sample preparation and MFM imaging of DW near the 
notch 
The devices were fabricated using the deposition and patterning processes 
described in Chapter 3. Fig. 4.1(a) shows the SEM image of a typical device 
which consists of a notched NiFe wire and four Nb electrodes that are used as 
the FM and SC materials, respectively, in a lateral SC/FM/SC junction. Nb 
was chosen because its superconducting property is well studied and it also 
has a relatively higher superconducting transition temperature (9.2 K) 
compared to other low Tc superconducting materials. At first, the notched 
NiFe wire was fabricated on SiO2/Si substrate using e-beam lithography, 
sputtering and lift-off techniques. The FM wire has a dimension of 50 m × 
300 nm × 30 nm (L × W × T) with a notch of 500 nm-wide and 180 nm-deep. 
Subsequently, four Nb electrodes with a thickness of 90 nm were fabricated 
and placed at the two sides of the notch. The two voltage probes at the inner 
side were precisely aligned at the edges of the notch. In order to suppress the 
uncertainty caused by process fluctuations, all the devices were fabricated as 
close as possible under same conditions. The as-deposited NiFe notched wires 
were characterized using MFM at room temperature to confirm the presence 
of domain wall. Fig. 4.1(b) shows the remanent state after a 800 Oe magnetic 
field was applied. The MFM image shows that there is no domain wall in the 
notched region. Fig. 4.1(c) shows the remanent state after the field sequence of 
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800 Oe  0 Oe  -200 Oe  0 Oe was applied. The MFM image shows 
clearly the presence of DW at the notch position (dark-bright contrast).  
 
Figure 4.1 (a) SEM image of a typical Nb/NiFe/Nb device (right panel is the 
zoom-up of the notch region); (b) AFM and MFM images of the notched NiFe 
wire at the remenant state after a field of 800 Oe is applied to saturate the wire 
and then is removed; (c) AFM and MFM images of the notched NiFe wire 
after it was subjected to a field sequence of 800 Oe  0 Oe  -200 Oe  0 
Oe. The red box indicates the notched region. 
 
4.3 Electrical transport properties of Nb/NiFe/Nb lateral 
junctions 
Electrical transport properties of the fabricated devices were measured in a 
variable temperature cryostat with a superconducting magnet (1.4 K – 300 K 
and 0 – 7 T), using the standard lock-in technique. The AC current used has 
amplitude of 10 µA - 50 µA and frequency of 991 Hz. For magnetoresistance 
(MR) measurement, the magnetic field was applied in plane and along the 




4.3.1 Superconductor transition temperature of Nb electrodes 
Before proceeding to detailed measurements of the sample, we first confirmed 
if the Nb electrodes are superconducting. The device characterized has a 
dimension of (a) NiFe wire thickness and width: 30 nm and 300 nm, (b) notch 
width and depth: 500 nm and 180 nm, (c) Nb thickness: 90 nm, (d) width of 
voltage electrode: 300 nm, (e) width of current electrode: 2 m, and (f) 
spacing of voltage electrode: 500 nm.  Fig. 4.2(a) shows the resistance (R) – 
temperature (T) curve of the device at zero applied magnetic field measured 
by four-probe technique, which shows a clear transition of Nb from normal 
metal to superconductor at around 9 K. In the usual case, i.e., four-probe 
measurement using normal metal probes, the contact resistance can be ignored. 
However, the situation is different in this work as all the electrodes are 
superconductors. When the temperature is above Tc, the Nb electrodes are at 
normal state and the resistance measured by the four-probe configuration is 
mainly from the region between the the voltage electrodes and half of the 
portion underneath the voltage electrodes [see the red region in Fig. 4.2(c)]. 
Below Tc, Nb electrodes become superconducting and the resistance 
contribution only comes from region between the inner edges of the two 
voltage electrodes due to current shunting effect of the Nb electrode [see the 
red region in Fig. 4.2(d)]. This leads to a reduction of resistance probed by the 
two voltage electrodes when Nb transit from normal to superconducting state, 
allowing us to determine the transition temperature of Nb. Fig. 4.2(b) shows 
the differential conductance of the same device at 4.2K. The broad peak at 
lower bias voltage corresponds to the superconducting state of the Nb 
electrodes, which turn to normal state at higher bias. The superconducting gap 
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of Nb electrodes is estimated to be around 4.5 meV, which is comparable with 
other results.[8-10] These results demonstrate clearly that the Nb electrodes 
used in this work are indeed superconducting at low temperature. Furthermore, 
according to the results shown in Fig. 4.2(a) there is still a residual resistance 
around 24.80 Ω below the transition temperature. This indicates that there is 
no supercurrent flowing through the FM notch regardless of the presence of 
absence of domain walls. In other words, the anticipated long range triplet 
supercurrent does not exist in this device. In order to check if this is caused by 
the long distance between the current electrodes, we have fabricated and tested 
another device in which the Nb electrode was directly placed on top of the 
notch to avoid the distance between the electrodes. However, as the resistance 
in such kind of structure was extremely small, we were unable to confirm the 
existence of supercurrent in such a structure either.  Further optimization of 
the device structure is needed, which will be elaborated in Chapter 7 as future 
work.  
After the confirmation of superconductivity in the Nb electrodes, we 
are ready to discuss the interaction between Nb and DW in the notched region 
through electrical transport measurements, with emphasis on the 





Figure 4.2 (a) Zero bias resistance (ZBR) as a function of temperature 
with four-probe measurement. (b) Conductance as a function of voltage 
bias with four probe measurement at 4.2 K. Schematic of Nb/NiFe/Nb 
device in which the red area indicates resistance contribution region (c) 
above the Tc and (d) below the Tc. 
 
4.3.2 MR of Nb/NiFe/Nb lateral device 
Fig. 4.3 shows the typical MR curves of the Nb/FM/Nb samples at 4.2 K. 
The resistance is high when the FM wire is saturated at a large applied field. It 
drops when a DW is created in the notched region. The amplitude of resistance 
drop (∆R) jumps randomly among several different values in repeating 
measurements. Three MR curves are selected and shown in Fig. 4.3 to show 
the differences of ∆R, which are observed in three different measurements 
shown in Fig. 4.3. These changes of ∆R are attributed to the presence of 
different types of DWs.[11] The magnetization structure of DW is determined 
by the energy minimization process that includes both material-dependent 
properties and the local geometry of the nanowire. Different DW structures 
will experience different pinning interactions with a single triangular notch 
structure, since the spin configuration through a structurally asymmetric 
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feature presents different energetic barriers to a propagating DW depending 
upon the micromagnetic spin structure of the wall.[11-14] This results in 
different depining field as reflected in the MR curves. The inserts of Fig.4.3 
show the spin configurations of vortex and transverse DWs with different 
chirality; they are clockwise vortex (Vc), anti-clockwise vortex (Vac), 
clockwise transverse DW (Trc) and anti-clockwise transverse DW (Trac). The 
MR of the NiFe notch comes from the AMR effect of NiFe, which is 
dependent on the angle between the current and the magnetization of FM. 
From the inset in Fig. 4.3 shown below, we can see that the magnetization 
configurations of clockwise and anticlockwise vortex are not perfectly 
axisymmetric. The differences in the magnetization configuration will result in 
different AMR effects. Consequently, the MR of clockwise and anticlockwise 
magnetic vortex are different. The MR results clearly indicate that ∆R for 
vortex is larger than that for transverse DW. And for each kind of DW, ∆R for 
clockwise configuration is larger than that for anti-clockwise configuration. 
The ∆R is ranging from 0.1 Ω to 0.35 Ω which is consistent with the data 
reported by Hayashi et al.[11]  
Different types of DWs may ineratract with the superconducting electrode 
in different ways or with different strengths. As the DW appears in various 
configurations randomly, it is difficult to control the DW type in a specific 
measurement. Therefore, the MR measurements were repeated 20 times to 
ensure the appearance of each type of DW. Different types of DWs were 




Figure 4.3 MR curve obtained in the measurement of (a) repeat 7 (b) repeat 11 
and (c) repeat 14 at 4.2 K. The inserts indicate different types of domain walls 
formed. 
 
The MR curves shown in Fig. 4.3 suggests that there is always a DW 
pinned at the notch between 150 Oe and 350 Oe, and the notched NiFe wire is 
saturated above 500 Oe. At normal state, i.e., above 9 K, ∆R is only originated 
from the anisotropic MR effect of the NiFe wire. However, in superconducting 
state, in addition to AMR, the ∆R measured may also contain contribution 
from the CAR effect. In a small temperature range, it is believed that the AMR 
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of NiFe does not change much. Therefore, the difference of ∆R between 
normal and superconducting state may be attributed mainly to the CAR effect. 
In order to estimate the size of the CAR effect, we have conducted the 
experiments at different temperatures in the following procedure: (i) setting 
the magnetic field to 995 Oe to saturate the notched FM wire, (ii) decreasing 
the magnetic field to 0 Oe, (iii) performing a dI/dV measurement by sweeping 
the DC bias current from -10 A to 10 A and then calculating the resistance 
by averaging the results at different DC biases, (iv) setting the magnetic field 
to -250 Oe to generate a domain wall and pin it at the notch; (v) decreasing the 
magnetic field to 0 Oe, and (vi) performing a dI/dV measurement by sweeping 
the DC bias current from -10 A to 10 A and then calculating the resistance 
by averaging the results at different DC biases. The dI/dV measurement in 
step (iii) and (vi) is conducted in two-probe configuration by using the inner 
two electrodes. ∆R can subsequently be obtained from the difference between 
the resistances calculated in step (iii) and (vi). At each temperature, steps (i) – 
(vi) were repeated for 20 times. The ∆R obtained at different temperatures is 
shown in Fig. 4.4. As the four types of domain walls have different strength of 
AMR effect, the 20 ∆R are categorised into four groups corresponding to the 




Figure 4.4 ∆R of 20 times repeating at temperature of (a) 7 K and (b) 10 K.  
 
It clearly shows that at the normal state, i.e., 10 K, the ∆R of each type of 
domain wall is smaller than that at the superconducting state, i.e., 7 K. This 
provides strong evidence that superconductivity does help increase ∆R. As 
mentioned above, the increase in R below Tc could come from the CAR 
effect, which will be elaborated further in the next section.  
 
4.3.3 Discussion of possible mechanism of increase in R 
In the previous section, it is experimentally found that ∆R below Tc is larger 
than that above Tc. In what follows, we will use a resistor network to discuss 




Figure 4.5 (a) Schematic of Nb/NiFe/Nb device with two-probe 
measurement configuration. Resistor network of Nb/NiFe/Nb lateral 
device (b) above Tc without DW, (c) above Tc with DW, (d) below Tc 
without DW, and (e) below Tc with DW. 
 
 
Fig. 4.5(a) shows the schematic of Nb/NiFe/Nb device with two-probe 
measurement configuration. Fig. 4.5(b) and 4.5(c) show the resistor network 
above Tc, which consists of the resistance of Nb electrode (RNb), the contact 
resistance between Nb electrode and NiFe wire (Rj), and resistance of NiFe 
notch. RNiFe and R'NiFe denote the resistance of NiFe notch without and with a 
DW, respectively. Fig. 4.5(d) and 4.5(e) show the resistor network of the 
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device below Tc. As Nb electrode becomes superconducting below Tc, RNb 
does not contribute to the total resistance. However, when a DW presents in 
the notch below the Tc a conductance from CAR may contribute to the 
network. Rd denotes the resistance contribution arising from the CAR effect. 
As the DW pinned in the notch usually expands out of the small constriction, 
it is believed that part of the DW spreads underneath the Nb electrodes. 
Therefore, an additional Rd is introduced in parallel with Rj. It should be noted 
that there is no effect from the widening of DW on Rd in our case. Usually the 
widening of DW is caused by an external field [15,16] or current [17]. 
However, in our measurement procedures there is no external field when 
magnetoresistance is measured. Moreover, the maximum current density to 
measure the resistance is about 1×109 A/m2 which is much smaller than the 
critical density causing the widening of domain wall (~ 5×1012 A/m2) [17].  
According to Fig. 4.5(b) and 4.5(c), the resistance difference (∆R') 
between the two states above Tc, i.e., without and with DW, can be expressed 
as follows: 
' ' '- =NiFe NiFe NiFeR R R R                                                 (4.1) 
Similarly, the resistance difference (∆R) below Tc can be expressed as follows: 
 2= + 2 +NiFe j j dR R R R R 
                    
                      (4.2) 
Then we can get the ∆R differences between normal state and superconducting 
state, which is written as 
                         ' ' 2- = - + 2 +NiFe NiFe j j dR R R R R R R   
              
          (4.3) 
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ΔRNiFe is assumed to be constant within small temperature range and it is 
neglected in the following calculation. We replace Rd and Rj by Gd and Gj. 
Then, equation 4.3 is changed to 
                             '- = 2 +d j j dR R G G G G                                     (4.4) 
Form equation 4.4, the ratio between the conductance contribution from CAR 
(Gd) and that from junction contact (Gj) can be expressed as follows: 













                                            (4.5) 
 
4.3.3.1 Calculation of the resistance of NiFe notch 
Based on Eq. 4.5, Gd can be calculated once Gj is known. According to Fig. 
4.5(d), the contact resistance (1/ Gj) is half of the measured total resistance 
subtracted by the resistance of the NiFe notch (RNiFe). The resistivity of NiFe 
is calculated based on our experimental results. The device dimension and 
measurement configuration are shown in Fig. 4.6 (a) and (b). The Type B 
device has a longer NiFe wire contributing to the total resistance than Type A 
device. At 4.2 K, the resistances of the two devices were measured using lock-
in technique when the NiFe wire was saturated by a large field. The resistance 
of Type A device is 21.90 Ω while that of Type B device is 23.50 Ω, which 





                                                   (4.6) 
where L is the length of NiFe wire (200 nm), W is the width of NiFe wire (500 
nm), and T is the thickness of NiFe (30 nm). By substituting L, W and T into 
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By substituting Eq. 4.7 into Eq. 4.8, we can obtain the resistance of NiFe 
notch which is about 10.18 Ω. According to Fig. 4.5(d), the total resistance of 
RNiFe and Rj is 24.80 Ω. Therefore, the contact resistance Rj is about 7.31 Ω. In 
other words, the contact conductance Gj is about 0.14 S. 
 
4.3.3.2 Conductance contribution of CAR  
According to equation 4.5, contribution of CAR can be calculated. To reduce 
the temperature effect on AMR of NiFe, the ∆R at 10 K and 7 K are taken and 
the results are shown in table 4.1. Table 4.2 lists the calculated CAR 
conductance (Gd) and the ratio (Gd/Gj) between the CAR conductance and 
junction contact conductance (Gj). 
Table 4.1 ∆R of different types of DWs at 7 K and 10 K 
 7K  10K  
∆Rvc (Ω) 0.28 0.21 
∆Rvac (Ω) 0.20 0.18 
∆Rtc (Ω) 0.14 0.13 
∆Rtac (Ω) 0.093 0.079 
 















-4 1.54×10-4 9.80×10-5 1.37×10-4 




The ratio of Gd/Gj is calculated on the basis of measured results of (∆R - 
∆R’), which are about 0.014 Ω ~ 0.069 Ω in our 20 times repeated 
measurements. These values are about 1 ~ 9 times larger than the noise 
(0.0071 Ω) in the measurement. Therefore, although the contribution due to Gd 
is very small (1% ~ 5%), it is still statistically significant. To examine our 
experimental result of CAR conductance, a theoretical model on CAR 
conductance of a domain wall [1] will be applied in the following analysis. In 
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                            (4.10) 
where A  is the area of the junction; Ns is density of states in superconductor; 
∆ is superconducting energy gap; ξ0 is the coherence length in superconductor; 
( )g    is junction normal conductance per unit area for spin up (down) 
electron; ( )totalDL  is the total length of the domain wall; δ is the width of 
domain wall. Let 
0
4=x  and for 1x  , F function can be expressed as 
follows: 
2




                                                  (4.11) 
Based on equations 4.9 – 4.11, we can get the ratio between CAR conductance 
and junction contact conductance which is expressed as follows: 
2




G L F xg g
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                                      (4.12) 
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By substituting the typical value of δ (100 nm), ξ0 (40 nm), ( )totalDL (300 nm), 
and g (40%), we can get Gd/Gj = 0.67%, which is comparable with our 
experimental Gd/Gj for clockwise vortex (0.49%). However, the calculation in 
this model is based on the case of SC-transverse DW interface. To this sense, 
our results of Gd/Gj for transverse DW (around 0.1%) are quite smaller than 
the theoretical calculation. Actually according to equations 4.9 to 4.11, we can 
determine the conditions leading to high Gd/Gj by engineering the device, e.g., 
using multi-domain structure to increase the total length of domain wall (LD). 
In our group, we have obtained the ratio about 0.45% in the structure of 
SC/multi-domain/SC [8]. Besides the small LD in our SC/single DW device, 
we also attribute the small ratio of Gd/Gj to the influence of stray field 
generated from DW which is not considered in the theoretical model, as stray 
field can significantly suppress the superconductivity. Although the magnitude 
of the stray field of nano-structured FM could be obtained by OOMMF 
simulation, which is based on LLG equation with finite element analysis, it is 
difficult to simulate the hybrid structure of SC/FM due to the lack of effects 
from superconductor on FM in the software. Therefore, the stray field in 
SC/FM hybrid is difficult to be simulated by OOMMF and further included in 
the equations 4.9 to 4.11. 
 
In this section, we have studied the CAR effect at the SC-DW interface. It 
is found that the ∆R at superconducting state is larger than that at normal state. 
We attribute this to the CAR effect at the interface. Furthermore, CAR 
conductance of different types of DWs is extracted from MR measurements. 
The experimental result of Gd/Gj is smaller than that from theoretical 
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calculation, which is due to that stray field generated from the domain wall 
can suppress the superconductivity. The influence from stray field is not 
considered in the theoretical model. In the next section, we will discuss on the 
effect of stray field on superconductivity. 
 
4.4 Probing the DW reversal by superconducting electrodes 
As mentioned above, the stray field from DW has a significant effect on 
superconductor, especially at temperature close to Tc. We will discuss on how 
the stray field affects superconductivity below. We also choose the notched 
NiFe wire with the same dimension as that in previous section to trap a DW. 
What is different is that both Nb electrodes are placed aside the notch [see Fig. 
4.7]. The two electrodes have the same thickness of 90 nm and different width 
of 300 nm and 2 m for electrode 1 and 2, respectively. The device is 
measured in helium-cooling cryostat equipped with a superconducting magnet. 
Differential conductance and MR curve are measured at 4.2 K and 7 K with 
two probe configuration shown in Fig. 4.7. 
 





Figure 4.8 Results of dI/dV measurements in two-probe configuration at 4.2 K 
(red) and 7 K (blue). 
  
4.4.1 dI/dV and MR at 4.2 K and 7 K 
Fig. 4.8 shows the differential conductance measurement results of the device 
at 4.2 K (red) and 7 K (blue). The signal mainly comes from the two 
superconducting electrodes because the signal from the NiFe part is low and 
can be regarded as constant with changes of bias current. Due to the different 
critical currents (Ic) of superconducting electrodes with different widths, there 
are three states, i.e., normal state for both electrodes, normal state for electrode 
1 and superconducting state for electrode 2, superconducting state for both 
electrodes. It is clearly shown that at 7 K the critical currents of both 
electrodes reduce to nearly half of those at 4.2 K. This means that the 
superconducting state of Nb at 7 K is not as deep as that at 4.2 K.  
Obvious AMR signal is detected in two probe configuration at both 4.2 
K and 7 K. The results of the MR measurements are shown in Fig. 4.9. In 
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order to clearly show the resistance change (∆R), the raw data is subtracted by 
the saturation resistance at 1000 Oe. Interestingly, it is found that: (1) the MR 
curve at 4.2 K is almost flat [see Fig. 4.9(a)], while it is parabolic at 7 K [see 
Fig. 4.9(b)]; (2) at 7 K there is an upturn when the applied field is switched to 
opposite direction, while it is absent in the curve at 4.2 K. We attribute these 
differences to that the superconducting state at high temperature close to Tc is 
significantly sensitive to external magnetic field. Since the Nb electrode at 7 K 
is more sensitive to external field, the MR curve is parabolic due to the 
response to the external field including stray field. However, around the zero-
field region there is an upturn of the MR which is attributed to the increase of 
stray field induced by the presence of domain wall at the notch. To help 





Figure 4.9 MR measurements with two-probe configuration at 4.2 K (a) and 7 
K (b). N2P indicates sweeping magnetic field from negative to positive values. 
P2N indicates sweeping magnetic field from positive to negative values. 
 
 
4.4.2 Micromagnetic simulation of stray field 
Micromagnetic simulation is used to simulate the magnetic properties 
of notched NiFe wire having the same dimensions as the actual device does. 
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The cell size used is 10 nm. As electrode 1 is only 300 nm wide and located at 
the edge of the notch, the stray field from the notch will have more effect on 
electrode 1 than on electrode 2. Therefore, we calculated the average stray 
field in the FM region underneath electrode 1. Fig. 4.10 shows how the 
average stray field changes with applied field. First the average stray field 
decreases with the applied field from 80 mT to 0 mT. Then the average stray 
field begins to increase at a higher rate because of the pre-nucleation of 
domain wall. After that the average stray field jumps to a larger value because 
of the presence of domain wall. Subsequently, the average stray field drops 
when the domain wall disappears. It clearly shows that the MR behaviour 
follows well with the changes of stray field.  
 
Figure 4.10 Simulated average stray field at the region underneath the 
electrode 1 as a function of applied field. N2P indicates sweeping magnetic 
field from negative to positive values. P2N indicates sweeping magnetic field 
from positive to negative values. 
 
To understand how the stray field distributes along the notched wire at 
different applied fields, calculations were performed and summarized in Fig. 
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4.11. The right panel indicates a domain wall pinned at the notch and length 
scale is labelled. Since the stray field from DW is highest in the domain region, 
the movements of domain wall can be identified in Fig. 4.11. The bright light 
green boundary indicates the movements of domain wall in which the domain 
wall nucleates and moves up with increasing the applied field. 
 
Figure 4.11 Contour plot of simulated stray field distribution along the 
notched FM wire at different applied fields. The right panel shows the FM 
notch with length scale labeled. Blue-red contrast indicates the opposite 
magnetizations. 
 
The interactions between domain wall and superconductor at high 
temperature close to Tc have been investigated in this section. It is found that 
the Nb electrode at 7 K is more sensitive to external magnetic field. As the 
intense stray field mainly locates at the domain wall, the position of domain 
wall can be recognized by detecting the highest stray field. We have provided 
a possible technique to probe the position of domain wall by controlling the 
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superconductor probe at the temperature close to Tc. This technique can be 
applied to study the domain wall behaviours at the pinning potential.  
 
 
4.5 Summary  
In this chapter, we have investigated the interactions between superconductor 
and domain wall in the Nb/NiFe/Nb lateral structure through electrical 
transport measurement. It is found that ∆R is larger below Tc than above Tc. 
We attribute this to CAR effect at the SC-DW interface.  Furthermore, the 
strength of CAR effect is found to be dependent on the type of DWs. Although 
there is no sign of presence of long-range triplet supercurrent in this kind of 
device, we don’t exclude the possibility that it may exist once the material and 
device structure are optimized. Besides the domain wall-assisted CAR effect, 
the effect of stray field from DW on superconductivity was also studied. As 
the superconductor is more sensitive to stray field near Tc, it is possible to 
utilize superconducting electrodes to study the domain wall behaviour at the 











[1] Nikolai M. Chtchelkatchev and Igor S. Burmistrov,  Phys. Rev. B 68, 
140501 (2003). 
[2] R. Melin and S. Peysson,  Phys. Rev. B 68 (2003). 
[3] F. S. Bergeret, A. F. Volkov, and K. B. Efetov,  Rev. Mod. Phys. 77, 1321 
(2005). 
[4] R. S. Keizer, S. T. B. Goennenwein, T. M. Klapwijk, G. Miao, G. Xiao, 
and A. Gupta,  Nature 439, 825 (2006). 
[5] J. W. A. Robinson, J. D. S. Witt, and M. G. Blamire,  Science 329, 59 
(2010). 
[6] Jian Wang, Meenakshi Singh, Mingliang Tian, Nitesh Kumar, Bangzhi 
Liu, Chuntai Shi, J. K. Jain, Nitin Samarth, T. E. Mallouk, and M. H. W. 
Chan,  Nature Phys. 6, 389 (2010). 
[7] I. Sosnin, H. Cho, V. T. Petrashov, and A. F. Volkov,  Phys. Rev. Lett. 96, 
157002 (2006). 
[8] S. R. Bakaul, K. B. Li, G. C. Han, and Y. H. Wu,  IEEE Trans. Magn. 44, 
2737 (2008). 
[9] P. Townsend and J. Sutton,  Phys. Rev. 128, 591 (1962). 
[10] A. V. Pronin, M. Dressel, A. Pimenov, A. Loidl, I. V. Roshchin, and L. 
H. Greene,  Phys. Rev. B 57, 14416 (1998). 
[11] M. Hayashi, L. Thomas, C. Rettner, R. Moriya, X. Jiang, and Stuart S. 
P. Parkin,  Phys. Rev. Lett. 97, 207205 (2006). 
85 
 
[12] D. Atkinson, D. S. Eastwood, and L. K. Bogart,  Appl. Phys. Lett. 92, 
022510 (2008). 
[13] Dorothee Petit, Ana-Vanessa Jausovec, Dan Read, and Russell P. 
Cowburn,  J. Appl. Phys. 103, 114307 (2008). 
[14] L. K. Bogart, D. S. Eastwood, and D. Atkinson,  J. Appl. Phys. 104, 
033904 (2008). 
[15] M. Kläui, C. A. F. Vaz, J. Rothman, J. A. C. Bland, W. Wernsdorfer, G. 
Faini, and E. Cambril,  Phys. Rev. Lett. 90, 097202 (2003). 
[16] V. G. Kleparski, I. Pinter, and G. J. Zimmer, IEEE Transactions On 
Magnetics 17, 2775 (1981). 
[17] M. Kläui, C. A. F. Vaz, J. A. C. Bland, W. Wernsdorfer, G. Faini, E. 
Cambril, L. J. Heyderman, F. Nolting, and U. Rüdiger,  Phys. Rev. Lett. 
94, 106601 (2005). 
[18] A. C. Reilly, W. Park, R. Slater, B. Ouaglal, R. Loloee, W. P. Pratt Jr, 












Chapter 5 Study of Interaction between 
Superconductor and Antiferromagnet 
5.1 Introduction 
In this chapter, the interaction between superconductor (SC) and 
antiferromagnet (AFM) was studied in two different types of samples: (1) Nb-
IrMn/NiFe-Nb lateral junctions and (2) IrMn/Nb bilayers. As explained in 
Chapter 1, there always exist uncompensated spins at the AFM surface, which 
is manifested in the strong exchange coupling between AFM and FM. This 
exchange interaction between IrMn/NiFe is sensitive to the spin state of IrMn, 
and any change in the spin state of IrMn should be directly reflected in the 
change of exchange coupling. In addition to conducting electrical 
measurements, Nb electrodes in the former device also serve as 
superconductivity source to affect the spin state of IrMn. The exchange 
coupling at the IrMn/NiFe interface is utilized as a “detector” to probe the 
interaction between Nb and IrMn. At the same time, the uncompensated spins 
at the AFM surface may inversely affect the superconductivity. IrMn/Nb 
bilayers are applied to investigate the effect of AFM on SC, which can be 
readily probed by the changes in transition temperature (Tc), lower critical 
field (Hc1) and upper critical field (Hc2).  
The main objectives of this part of study are to find out (i) how the 
superconductivity of Nb affects IrMn by detecting the exchange bias at 
IrMn/NiFe interface and (ii) how the IrMn layer affects the superconductivity 




5.2 Interaction between Nb and IrMn probed by exchange bias 
at the IrMn/NiFe interface 
5.2.1 Sample preparation  
Samples consisting of stacks of Ta (2 nm) \ NiFe (10 nm) \ IrMn (3 nm) \ Ta 
(2 nm) and Nb electrodes with 100 nm thickness were fabricated by combined 
techniques of sputtering, electron beam lithography, ion milling, and lift-off. 
The widths of the Nb electrodes and the multilayer stack are 2 m and 1 m, 
respectively. Three samples with an electrode gap length (s) of 200 nm, 400 
nm and 600 nm were designed and fabricated for the electrical transport 
studies. The Ta cap layer atop IrMn was removed by ion milling prior to the 
deposition of Nb, so as to obtain a clean interface between Nb and IrMn which 
is important for observing the proximity effect, if it exists. The as-deposited 
film stacks and devices were annealed at 235℃ with a field of 1 T for 2 hours 
in a vacuum of 10-5 Pa. In order to suppress the uncertainty caused by process 
fluctuations, all the devices were fabricated and field cooled as close as 
possible under same conditions. The hysteresis loop of IrMn/NiFe films was 
measured with vibrating sample magnetometer (VSM) at room temperature to 
confirm the presence of exchange bias effect. Electrical transport properties of 
the devices were measured in a variable temperature cryostat with a 
superconducting magnet (1.4 K – 300 K and 0 – 7 T), using the standard lock-
in technique. The AC current used has an amplitude of 10 µA - 50 µA and 
frequency of 991 Hz. For magnetoresistance (MR) measurement, the magnetic 
field was applied in plane and along the current direction. It is worth 
mentioning that the sample and measurement configurations in this work 
differ remarkably from those reported in literature related to SC/FM hetero-
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structures:[1-4] (i) the Nb layer is in direct contact with IrMn instead of NiFe 
and (ii) the MR signal is derived from the portion which consists of IrMn/NiFe 
only without Nb. These arrangements effectively suppress the shunting effect 
of superconductor during the measurement of the MR of the AFM/FM bilayer. 
5.2.2 MR measurements of Nb-IrMn/NiFe-Nb device 
5.2.2.1 Measurements of exchange bias and transition temperature 
Fig. 5.1(a) shows the M-H curve of as-deposited IrMn/NiFe film (2 cm × 2 cm 
in size) measured by VSM at room temperature. The inset shows the sample 
structure. There is a clear, albeit small shift (~ 2 Oe) of the hysteresis loop in 
the negative field direction, indicating the presence of exchange bias effect. 
Note that the exchange bias was intentionally made small by using a thin IrMn 
layer so as to facilitate manipulation of spins inside the AFM layer via the 
exchange coupling effect.  
Fig. 5.1(b) shows the temperature dependence of resistance of the device 
with s = 600 nm. The zero-bias resistance was measured by a two-probe 
technique (see inset). The sharp jump from 211 Ω to 58 Ω indicates the 
transition of Nb electrode from normal to the superconducting state. It is found 
that the jump is sharper than that in Fig. 4.2. That is because of (1) different 
devices, i.e., Nb-IrMn/NiFe-Nb and Nb-notched NiFe-Nb; (2) different 
measurement configurations, i.e., two-probe configuration for Fig. 5.1(b) and 
four-probe configuration for Fig. 4.2; (3) different fabrication conditions, i.e., 
base vacuum of deposition in 10-5 Pa and 10-7 Pa for Nb-IrMn/NiFe-Nb and 
Nb-notched NiFe-Nb, respectively; (4) different distributions of stray field. 
And in the later part, we will analyse how the stray field distribution affects 
the phase transition of superconductor. The base resistance below the 
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transition temperature is predominantly due to the IrMn/NiFe element between 
the electrodes because the contributions from the lead wires are negligibly 
small. The transition temperature of 5.5 K is lower than the bulk value of 9.5 
K, which is because thin films are usually dirtier than thicker films and 
especially than bulk material. It has been predicted theoretically and 
demonstrated experimentally that electron-electron [5] and electron-phonon 
interactions [6] in dirty metals differ strongly from those for pure and bulk 
materials. The reduction of a film thickness will result in a decrease of the 
superconducting transition temperature of the superconductors like Pb, Bi, and 
Nb [7-9]. The interpretation of these results is based on several approaches 
such as the effect of order-parameter fluctuations [7], size quantization in 
small particles [10], localization and Coulomb interaction effects [11] and 
the proximity effect [12]. Also it is found that Tc can be affected by 
fabrication conditions such as pressure and vacuum, which will induce 
different levels of defects [13,14]. Therefore, it is understandable that the Tc 
of our Nb film is markedly different from the bulk value. However, as our 
measurement tools such as low temperature cryostat and SQUID can reach as 
low as 1.4 K, the reduction of Tc in Nb film does not affect our investigation 
on the interaction between SC and FM. After the confirmation of exchange 
bias at IrMn/Nife interface and superconductivity of Nb electrodes, MR 
measurements of Nb-IrMn/NiFe-Nb device at different temperatures are 





Figure 5.1 (a) M-H curve of the film stacks of Ta (2nm) \ NiFe (10nm) \ 
IrMn (3nm) \ Ta (2nm) deposited in the same run with the measured 
devices. The dashed arrows indicate the direction of field sweeping. Inset 
is schematic of the film stack. (b) Temperature dependence of resistance 
of the device with a 600 nm electrode gap measured using two probes. 
Inset is schematic of two-probe measurement configuration.[15] 
 
5.2.2.2 Summary of the results of MR measurements  
The large difference between Neel temperature of IrMn and transition 
temperature of Nb allows for the study of effect of Nb on the exchange bias 
through measuring the anisotropic magnetoresistance (AMR) in the normal 
and superconducting state of Nb. To this end, detailed AMR measurements 
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have been carried out at 1.4 K, 20 K, and 50 K, for all the three devices with s 
= 200 nm, 400 nm and 600 nm, respectively. The MR curves obtained are 
qualitatively similar for all the devices at same measurement temperatures, 
which are largely expected from an exchange biased FM film. However, 
notable differences are observed in the same sample measured at above and 
below the transition temperature. The MR curve is reproducible at both 20 K 
and 50 K, whereas it shifts back and forth along the applied field direction 
without a fixed pattern in repeated measurements at 1.4 K. Figs. 5.2(a) and 
5.2(b) show the MR curves of the sample with s = 600 nm measured at (a) 1.4 
K and (b) 50 K, respectively.  
In order to see clearly the fluctuation of MR curves along the applied field 
directions, the results obtained from 15 repeated measurements are plotted in 
the same figure in colour images. The upper and lower panels refer to the 
forward and backward sweep of the applied field. Superimposed with the 
colour image is a typical MR curve for either forward or backward sweep of 
the magnetic field. As shown in the inset of Fig. 5.2(a), all the measurements 





Figure 5.2 Color mapping of 15 runs of MR measurements at (a) 1.4K and 
(b) 50K. Upper panel: forward field sweep; lower panel: backward field 
sweep. Superimposed with the color mapping is a typical MR curve and 
the dashed arrows indicate the field sweeping direction. Inset is schematic 




The He and Hc derived from the minima of MR curves are shown in Figs. 
5.3(a) and 5.3(b), respectively, as a function of the run No and at different 
temperatures. The fluctuation of exchange bias field is as high as ~12% at 1.4 
K, but it is almost absent at 20 K and 50 K. In a typical AFM/FM structure, 
after the exchange bias is set, training effect [16-22] and temperature can still 
affect the exchange bias field. However, in this work, the temperature effect 
can be excluded because the repeated MR measurements were conducted at a 
fixed temperature. The training effect is known as a gradual degradation of He 
upon cycling the specimen through consecutive hysteresis loops. Ali et al.[16] 
found that due to the training effect the He and Hc of Co/IrMn and Co/FeMn 
both decreased monotonically with increasing  the  cycling number. As can be 
seen in Figs. 5.3(a) and 5.3(b), He and Hc remain unchanged with cycling 
number at 20 K and 50 K, while they fluctuate randomly at 1.4 K. Therefore, 
the training effect can be excluded too as the cause of fluctuations in exchange 
bias at 1.4 K. Although the AMR signal is mainly from the Nb-free region, we 
attribute the fluctuation of AMR to the instability of exchange bias between 
AFM and FM in the electrode region caused by the interaction between the 




Figure 5.3 Plots of (a) He and (b) Hc at 50 K, 20 K and 1.4 K for the 
device with an electrode gap length of 600 nm, obtained in different runs 
of measurement.[15] 
 
5.2.3 Numerical analysis of AMR of Nb-IrMn/NiFe-Nb device  
To substantiate this explanation, micormagnetic modeling has been performed 
to calculate the AMR under different bias conditions. The magnetization 
distributions inside the FM layer were calculated by OOMMF[23] with 10 
nm cell size. The current distributions inside the FM layer were calculated by 
ANSYS through dividing the FM layer into 20 × 115 cells with the dimension 
of 50 nm × 40 nm × 10 nm (L×W×H). As the electrodes are superconducting, 
the current enters the FM layer mainly through the inner edge of Nb electrodes. 
The current density in the central region of FM layer is almost 3 orders of 
magnitude larger than that in the region covered by Nb; therefore, majority of 





Although the exchange field fluctuation is mainly confined in the overlaid 
region with Nb, the induced magnetic fluctuations will extend further into the 
central region through the FM layer itself. To simulate this effect, we divided 
the entire FM element into 3 regions: 2 m × 1 m at the two sides and the 
central region with a size of 0.6 m × 1 m. A fixed bias field of 420 Oe is 
first assigned to the entire NiFe element and then a fluctuation field of 
different strength in the range of -50 Oe to 50 Oe is added to the fixed field at 
the two side regions. The fluctuating exchange bias field is to simulate the 
effect of superconductor on exchange bias. Its origin is the random changes of 
superconducting vortex states in Nb. After the exchange bias in IrMn/NiFe is 
set by field cooling with 1T applied field and 235 °C, the spin structure of the 
uncompensated spins at the IrMn surface will not change much in our repeated 
measurements. However, the superconducting vortex entering the Nb film will 
change time by time. A. K. Geim et al. [24] have found that different 
superconducting vortex states present in superconductor disk by sweeping the 
magnetic field up and down. The superconductor switches among the different 
energy states by the entry or exit of a vortex. In our M-H measurement at 4.2 
K, the jumps of magnetization were observed [see Fig. 5.5(b)], which 
indicates the presence of superconducting vortex and changes of their states. 
In our repeated MR measurements, the superconducting vortex randomly 
changed among different states with different distributions. This random 
distribution of vortex will induce effects with different strength on the spin 
structure of uncompensated spins at the IrMn surface, which will in turn affect 
the exchange bias in IrMn/Nife. OOMMF simulation was then carried out to 
obtain the magnetization distributions in FM layer. The resistivity of each sub-
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element is calculated by  where , θ is the 
angle between magnetization and current vector, (27.8 μΩ.cm) and (26.7 
μΩ.cm) are resistivity of NiFe when current is parallel and perpendicular to 
the magnetization vector, respectively.[25] Figs. 5.4(a) and 5.4(b) show the 
simulation results. As can be seen from the figures, in the superconducting 
state the color plots of AMR [Fig. 5.4(a)] are similar to the experimental 
results [Fig. 5.2(a)] with sizable fluctuations in the exchange bias field. 
However, the coercivity is almost constant in the simulation results [upper 
panel of Fig. 5.4(b)]. This is expected because in the simulation we used a 
rigid model for the AFM; the actual spin configuration inside the AFM layer 
might be more complex as discussed in the introduction.  





Figure 5.4 (a) Color mapping of 15 simulated MR curves at 1.4K; Upper 
panel: forward field sweep; lower panel: backward field sweep. (b) Plots 
of simulated He and Hc verse repeating number in the superconducting 




5.2.4 Further investigation of initial M-H curve 
The question may now arise here: what could be the exact mechanism that 
leads to the instability of exchange bias underneath the SC electrode below the 
transition temperature? From fundamental physics point of view, both the 
proximity effect and magneto-static interactions need being considered in this 
case. The former may affect the anisotropy directly, whereas the latter may 
change the spin-configuration of the AFM layer. As it is not so straightforward 
to obtain direct evidence for both effects in the measured devices, we have 
instead studied the magnetization processes of Ta (2 nm) \ NiFe (10 nm) \ 
IrMn (3 nm) \ Nb (100 nm) \ Ru (5 nm) sheet films and compared it with that 
of IrMn (10 nm) \ Nb (100 nm) \ Ru (5 nm) using a SQUID (superconducting 
quantum interference device) magnetometer. The former has exactly the same 
structure as those used for fabricating the devices for MR measurements, 
whereas the latter was used as a control. The Ru overlayer was used to protect 
other layers from oxidation. Fig. 5(a) shows the combined forward (0  100 
mT) and backward (0  -100 mT) M-H curves of the NiFe10IrMn3Nb100 
trilayer at 50 K. The curve is smooth and clearly shifted towards the negative 
field direction, indicating the presence of exchange bias between IrMn and 
NiFe. However, the curves change drastically when temperature is lowered 
below the transition temperature of Nb, as shown in Fig. 5.5(b). In contrast to 
the normal Meissner effect exhibited by the control (open squares), the M-H 
curves of the trilayer in both positive and negative sweeps show a positive 






Figure 5.5 (a) M-H curve of Ta (2nm) \ NiFe (10nm) \ IrMn (3nm) \ Nb 
(100nm) \ Ru (5nm) measured at 50K; (b) M-H curve of Ta (2nm) \ NiFe 
(10nm) \ IrMn (3nm) \ Nb (100nm) \ Ru (5nm) (filled dot and star) and 
IrMn (10nm) \ Nb (100nm) \ Ru (5nm) (open square) measured at 4.2 
K.[15] 
 
Moreover, strong asymmetry is also seen in the two field sweeping 
directions: different slopes at the initial stage (below ~ 35 mT) and different 
oscillation patterns at high field. Although the exact mechanism for both the 
PME and magnetization oscillation is not well understood at present, the 
appearance of magnetization oscillation in both negative and positive field 
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sweeps suggest that there is a strong magneto-static interaction between Nb 
and IrMn. The interaction is presumably made possible by the presence of 
domain structure or spiral spin configurations (which are most likely in this 
case due to small thickness of IrMn) in the AFM layer. The spiral spin 
configuration corresponds to the minimum energy configuration. Mauri et al. 
[26], Koon [27], Schulthess et al. [28], and Stiles et al. [29] have done 
theoretical investigations and shown that when the magnetization of the FM 
layer is reversed, a spiralling spin structure is formed in the AFM layer. C. L. 
Chien et al., [30] have applied magneto-optical indicator film (MOIF) 
technique to directly observe the domain evolution. They have revealed the 
AFM domains and the existence of hybrid FM/AFM domain walls in the 
ground state, which demonstrate that the underlying AFM spin structure forms 
an exchange spring. When the external magnetic field exceeds the lower 
critical field of Nb, bundles of magnetic flux will penetrate into Nb film. 
Within these filaments, the magnetic field is high and the superconductor 
reverts to normal conducting behaviour. The flux will interact with the 
uncompensated spins at the AFM surface by changing their spin structure. 
This interaction would in turn affect the exchange bias between IrMn and 
NiFe. Based on these observations, we are more inclined towards the 
magnetostatic interaction between AFM and SC being responsible for the 
fluctuations in Hc and He observed in the patterned devices, though further 
studies are required to obtain more direct evidences on both the proximity 
effect and magnetostatic interactions. 
In this section, we have studied the effect of Nb on exchange bias through 
investigating the AMR of AFM/FM bilayers. He and Hc were found to 
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fluctuate strongly during repeated measurements below the transition 
temperature of Nb, while they remain as constant at the normal state of Nb. 
We propose magnetostatic interactions between Nb and AFM as the cause for 
the instability of exchange bias, though further studies are required to exclude 
the effect of proximity effect between SC and AFM. In next section, we will 
look into the inverse effect, i.e., how IrMn would affect the superconductivity 
of Nb. This investigation is more straightforward because the effect can be 
studied directly through electrical and magnetic measurements. 
 
5.3 Suppression of superconductivity in Nb by IrMn in 
IrMn/Nb bilayers 
5.3.1 Sample preparation 
Three groups of samples have been fabricated by sputterring with a base 
pressure of 10-6 Pa on SiO2/Si substrates under same deposition conditions. 
These samples are Group A: IrMn(10)/Nb(t)/Ru(5), Group B: Nb(t)/Ru(5) and 
NiFe(10)/Nb(100)/Ru(5), and Group C: IrMn(10)/MgO(3)/Nb(100)/Ru(5) and 
NiFe(10)/MgO(3)/Nb(100)/Ru(5). Here, the numbers inside the brackets are 
thicknesses of individual layers in unit of nanometer. The Ru capping layer 
was introduced to protect Nb from oxidization and the thickness of Nb (t) was 
set at 20 nm, 50 nm and 100 nm, respectively. The Group B samples were 
used as the control to study the effect of IrMn on Nb, whereas the addition of 
MgO in Group C samples was to differentiate the proximity effect from 
magnetostatic interactions. The magnetic measurements, including zero-field 
cooling (ZFC) and initial (M-H) curves, were performed using a 
superconducting quantum interference device (SQUID) magnetometer. Prior 
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to the SQUID measurements, the film stacks grown on SiO2/Si wafers were 
cut precisely into 6 mm × 4 mm by a wafer dicer. As superconductors are 
sensitive to the magnetic field and their magnetic history, all the 
measurements were commenced after nulling the field with oscillatory mode 
and then resetting the field to the starting value; this could maintain the 
residual field within a range of 2 Oe [31]. The typical measurement 
sequences for ZFC curves are as follows: (i) cooling the samples to below Tc 
at 0 Oe, (ii) setting the applied field and waiting for 10 s for the field to be 
stabilized, and (iii) starting the ZFC measurement. After the measurement of 
each curve was completed, the sample was warmed up to 50 K at 0 Oe and 
then steps (i)-(iii) were repeated to measure the next curve. For samples with a 
NiFe layer, an external field of 50 Oe was applied at 50 K to saturate the NiFe 
layer in the field direction. The applied field was then oscillated to 0 Oe before 
the ZFC measurement was conducted. This could help to reduce the influence 
of stray field emanating from domain walls in the NiFe layer and maintain a 
consistent initial state before the ZFC measurements were commenced. 
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5.3.2 Suppression of Tc and Hc1 of Nb by direct contact with IrMn 
5.3.2.1 IrMn/Nb with a Nb thickness of 100 nm 
 
 
Figure 5.6 (a) Normalized ZFC curves at 10 Oe and (b) normalized M-H 
curves at 8.2 K for Nb(100), NiFe(10)/Nb(100) and IrMn(10)/Nb(100). 
Figure 5.6(a) shows the normalized ZFC curves of Nb(100), 
IrMn(10)/Nb(100) and NiFe(10)/Nb(100) at an applied field of 10 Oe, where 
the moment of NiFe is deducted from the original data for NiFe(10)/Nb(100). 
As shown in the figure, the Tc of Nb(100) decreases from 8.98 K in Nb(100) 
to 8.52 K in IrMn(10)/Nb(100) and 8.63 K in NiFe(10)/Nb(100) bilayers, 
respectively. Compared to Nb(100) and NiFe(10)/Nb(100), the transition 
width of IrMn(10)/Nb(100) is notably wider too. Figure 5.6(b) presents the 
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normalized initial M-H curves of Nb(100), IrMn(10)/Nb(100) and 
NiFe(10)/Nb(100) at 8.2 K, which is well below the transition temperatures 
for all the three samples. The three samples all show typical Meissner effect of 
a type-II superconductor. The magnetic moment starts to upturn when the 
external field exceeds Hc1, due to the penetration of magnetic flux into the 
superconducting layer. Hc1 is remarkably smaller for the IrMn/Nb and 
NiFe/Nb samples as compared to the Nb single layer.  
5.3.2.2 IrMn/Nb with a Nb thickness of 20 nm 
The influence of IrMn on the superconductivity of Nb is further manifested in 
the ZFC curves of Nb(20) and IrMn(10)/Nb(20) shown in Fig. 5.7(a). The 
ZFC curves were measured at an applied field of 100 Oe and the inset shows 
the initial M-H curves at 6 K. Although the Tc (~ 7.8 K) for Nb(20) is lower 
than that of Nb(100), the transition from normal state to superconducting state 
is clearly observed in Nb(20). In a sharp contrast, for IrMn(10)/Nb(20), the 
superconducting phase doesn’t appear even after temperature is lowered to 4 
K and there was no Meissner effect observed at 6 K either [Fig. 5.7(a)]. 
Electrical transport properties of IrMn(10)/Nb(20) and Nb(20) were also 
studied and the result is shown in Fig. 5.7(b). The insert of Fig. 5.7(b) is the 
schematic of the four-probe measurement. The resistance of single Nb(20) 
film drops abruptly to zero at 7.8 K while the resistance of IrMn(10)/Nb(20) 
maintains almost constant down to 4 K. Although it is not shown here, similar 
results have been obtained for Nb(50) and IrMn(10)/Nb(50). Both Tc and Hc1 





Figure 5.7 (a) ZFC curves at 100 Oe and M-H curves at 6 K (insert) for 
IrMn(10)/Nb(20) and Nb(20). (b) Normalized resistance versus 
temperature curves at zero applied field for IrMn(10)/Nb(20) and Nb(20). 
The inset is schematic drawing of four-probe electrical transport 
measurement. 
 
5.3.3 Effect of structural properties 
The three pairs of samples, Nb(100, 50, 20) and IrMn(10)/Nb(100, 50, 20), all 
exhibit the same trend, i.e., both the Tc and Hc1 of Nb are suppressed by the 
IrMn layer, and the suppression is even stronger than that of the NiFe layer. 
Before we discuss the magnetic origin of these effects, we first examine if this 
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was caused by the difference in crystalline structure of the Nb films grown on 
different buffers, i.e., SiO2, IrMn, NiFe and MgO. To this end, the X-ray 
diffraction (XRD) patterns of the samples have been measured and the results 
are shown in Fig. 5.8. All the XRD patterns show clearly the Nb(110) and 
Nb(220) peaks, corresponding to the body-centered cubic phase of Nb. The 
peaks of Nb grown on the IrMn and NiFe underlayers are sharper than those of 
Nb films grown on SiO2 and MgO directly. The Nb films are polycrystalline 
and their grain size can be estimated from the width of Bragg reflection by the 
Scherrer formula 






                                                 (5.1) 
where λ is the wavelength of X-ray source (λ = 1.54 Å for Cu Kα1), B is the 
integral width or full width at half maximum (FWHM) of the Bragg reflection 
in radians on the 2θ scale.  The calculated values of dXRD based on the data 
shown in Fig. 5.8 are 21.1 nm, 20.7 nm, 18.0 nm, 17.1 nm, and 17.3 nm for 
IrMn(10)/Nb(100), NiFe(10)/Nb(100), Nb(100), IrMn(10)/MgO(3)/Nb(100), 
and NiFe(10)/MgO(3)/Nb(100), respectively, i.e., dXRD of Nb grown on IrMn 
(NiFe) underlayer is 16.7% (14.6%) larger than that of Nb film grown on SiO2 
directly.  S. Bose et al. have studied the grain size dependence of Tc and 
superconducting energy gap in Nb nanocrystalline thin films and found that Tc 
decreases with the average particle size of Nb obtained from the XRD line 
shape analysis [10]. Point-contact spectroscopy measurements confirmed that 
the decrease in Tc is correlated with a reduction in the superconducting energy 
gap. In this context, if the grain size were the only deciding factor in our case, 
Tc of Nb grown on IrMn and NiFe underlayer would be higher than that of the 
Nb film grown on SiO2 directly.  However, the results in Fig. 5.6 just show the 
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opposite, i.e., Tc of Nb in IrMn/Nb and NiFe/Nb bilayers is reduced as 
compared to the single Nb layer of the same thickness. Apart from the 
structural factor, the other two factors which could affect the superconducting 
properties of Nb in the hybrid structures are the proximity effect and 
magnetostatic interactions. The former has its origin in direct exchange 
interactions at the interface between Nb and IrMn (NiFe), whereas the latter is 
due to stray field from the AFM or FM layer.  
 
Figure 5.8 XRD patterns for different samples. The main peaks labelled 
are Nb(110), Nb(220) and Si(400). 
 
5.3.4 Recovery of Tc with a MgO spacer 
To elucidate the respective roles of the two factors, we have introduced a 3 
nm-thick MgO layer at the Nb/IrMn and Nb/NiFe interface and compared 
their magnetic properties with the samples without an MgO layer. This is 
motivated by the fact that the MgO layer should be able to suppress the 
proximity effect significantly but not the magnetostatic interactions.  
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5.3.4.1 Tc of Nb/MgO/IrMn 
 
Figure 5.9 (a) Normalized ZFC curves at 10 Oe and (b) normalized M-H 
curves at 8.2 K for Nb(100), IrMn(10)/Nb(100) and 
IrMn(10)/MgO(3)/Nb(100). 
 
Fig. 5.9(a) and 5.9(b) show the ZFC and initial M-H curves of 
IrMn(10)/Nb(100) and IrMn(10)/MgO(3)/Nb(100) together with the 
corresponding data for Nb(100), respectively. Compared to IrMn(10)/Nb(100), 
which has a Tc of 8.52 K, Tc of IrMn(10)/MgO(3)/Nb(100) is much higher and 
is nearly the same as that of Nb(100). Although Tc has increased significantly, 
109 
 
the transition becomes much broader with the addition of the MgO layer. As 
shown in Fig. 5.9(b), in addition to Tc, the addition of MgO also improves the 
upper critical field (Hc2), which agrees well with the theoretical dependence of 
Hc2 on Tc [32]. In a sharp contrast to the significant recovery of Tc and Hc2, 
only a subtle change has been observed in Hc1. 
5.3.4.2 Tc of Nb/MgO/NiFe 
Similar increase of Tc was also seen in NiFe(10)/MgO(3)/Nb(100) (Tc = 8.90) 
as compared to NiFe(10) /Nb(100) (Tc = 8.63), though it is not as significant 
as in the case of IrMn/Nb. As shown in Fig. 5.10(b), in addition to Tc, the 
addition of MgO also improves the upper critical field (Hc2), which agrees 
well with the theoretical dependence of Hc2 on Tc [32]. In a sharp contrast to 
the significant recovery of Tc and Hc2, only a subtle change has been observed 
in Hc1. Considering the fact that the grain size of Nb in 
IrMn(10)/MgO(3)/Nb(100) and NiFe(10)/MgO(3)/Nb(100) calculated from 
the XRD peaks shown in Fig. 5.8 is smaller than that of Nb in 
IrMn(10)/Nb(100) and NiFe(10)/ Nb(100), the improvement in Tc is unlikely 
related to change in structural properties. The proximity effect and 
magnetostatic interactions impact the superconductivity in different ways; the 
former tries to break the Cooper pairs which affect all major parameters of 
superconductivity, whereas the latter’s effect is reflected more prominently in 
the lower critical field. Therefore, the sharp rebound of Tc with the insertion of 
MgO can be attributed to suppression of the proximity effect. In the following 
section, we will estimate the thickness of Nb dead layer caused by the 




Figure 5.10 (a) Normalized ZFC curves at 10 Oe and (b) normalized M-H 
curves at 8.2 K for Nb(100), NiFe(10)/Nb(100) and 
NiFe(10)/MgO(3)/Nb(100). 
 
5.3.5 Estimation of dead layer thickness in Nb film induced by 
proximity effect 
According to BCS theory, the transition temperature of an element or alloy 
involves the electron density of orbitals N(0) of one spin at the Fermi level and 
the electron-lattice interaction V, which can be estimated from the electrical 
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resistivity because the resistivity at room temperature is a measure of the 








                                             (5.2) 
where θD is Debye temperature, which is 275 K for Nb film, N(0) is the 
density of state at Fermi level, V is the interaction potential. N(0)V equals 
0.28 corresponding to the transition temperature of 9.2 K for the bulk Nb 
material.[34]  
The proximity effect between the thin Nb film surface and other 
contacting layers, i.e. substrate and capping layer, will induce dead layers to 
the superconducting film, which results in the reduction of Tc. In this case, 
N(0)V for superconducting thin film should be modified to [(d-
2∆d)/2∆d]N(0)V,[35] and we have 
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                                (5.3) 
where Tc(d) and Tc(∞) denote the transition temperatures with a finite film 
thickness d and an infinite film thickness, respectively. ∆d is the thickness of 
the dead layer and it is assumed that the dead layers have the same thickness at 
the both sides of superconductor layer in Eq. (5.3). In our experiments, pure 
Nb films with different thicknesses, i.e., 100 nm, 50 nm and 20 nm, were 
deposited on SiO2/Si substrate and capped by Ru layer. The Tc measured from 
ZFC for different Nb films are plotted in Fig. 5.11 and denoted by circles. 
From the best fit of experimental data of Tc of SiO2/Nb/Ru samples by Eq. 
(5.3) (the solid red line in Fig. 5.11), we obtained Tc(∞) of about 9.2 K, which 
is quite close to the critical temperature value for bulk Nb samples. The 
thickness ∆d was determined as 0.45 nm from the same fit. The value of ∆d in 
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the previous investigation of Nb thin film is usually in the range from 0.4 to 1 
nm,[9,36] which is consistent with our fit.  
As aforementioned, a significant suppression of Tc is induced by direct 
contact with the AFM layer because of the proximity effect. It is reasonable to 
believe the thickness of dead layer at the Nb-IrMn interface (∆d2) is larger 
than that at the Nb-Ru interface (∆d1). Therefore, the item of 2∆d in Eq. (5.3) 
can be replaced by (∆d1 + ∆d2). Accordingly, Eq. (5.3) can be modified as 
follows: 
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                             (5.4) 
Since the dead layer thickness at the Nb-Ru interface (∆d1) is estimated as 
0.45 nm above, ∆d2 can be obtained by fitting the experimental data of Tc of 
IrMn/Nb/Ru samples by Eq. (5.4). From the best fit (see dashed red line in Fig. 
5.11) it is found that ∆d2 is about 2.4 nm. It clearly indicates that the proximity 
effect induced by AFM is much stronger than that by normal metal. The 
former can induce 2.4 nm-thick dead layer while the latter only results in 0.45 
nm-thick dead layer. This indication is consistent with our experimental 
results that Tc for IrMn/Nb film is always smaller than that for Nb/Ru film 
with same thickness of Nb. The IrMn layer does not only significantly 
suppress the Tc of Nb film but also changes the distribution of transition 





Figure 5.11 Summary of the superconducting transition temperatures (Tc) 
of Nb films in different thicknesses with/without IrMn layer. The blue 
circles and squares denote the experiment results of Nb film without and 
with IrMn, respectively. The red solid line is the fitting of Tc(d) by Eq.(5.3) 
at a value ∆d of 0.6 nm. The dashed line is the fitting of Tc(d) by Eq.(5.4) 
at a value ∆d1 of 0.6 nm and ∆d2 of 2.9 nm. 
 
5.3.6 Simulation of broadening in phase transition induced by 
stray field 
In samples involving NiFe, the stray field may come from domain walls. As 
for IrMn, possible sources for the stray field include both the uncompensated 
surface spins and domain walls. The latter may originate from the interaction 
with Nb below the transition temperature. The random distribution of these net 
surface or volumetric spins [30,37] may result in non-uniform distribution of 
stray field. The proximity effect is less sensitive to the random distribution of 
magnetic domains as it is dominantly a surface effect. Therefore, the widening 
of transition region can be mainly associated with the finite distribution of 
stray field.   
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For a conventional superconductor, the relationship between Tc(H) and 
magnetic field (H) can be expressed as: 
      20 1 / 0c c cT H T H H                                        (5.5)
where Tc(0) is the transition temperature at zero external field, Hc2(0) is the 
upper critical field at 0 K and taken as 5 T [38] in the simulation, and H is the 
external field or stray field in this case. In order to quantify the effect of stray 
field on the transition temperature, we assume that the stray field from IrMn 
and NiFe has a log-normal distribution (Log-N(μ,σ2)) in the film plane (Fig. 
5.11(a)) and then use Eq. (5.5) to calculate the corresponding distribution of 
transition temperature (inset of Fig. 5.12(a)). Based on the simulated Tc 
distribution, the M-T curves are readily obtained by assuming that all the 
regions with a Tc higher than the measurement temperature will give a perfect 
diamagnetism. Although we have also tried to use Gaussian distribution to 
simulate the stray field distribution, it failed to fit the experimental results. As 
shown in Fig. 5.12(b), a good agreement between simulation and experiment 
has been obtained through optimizing the parameters  and  for all the four 
cases, i.e., IrMn/Nb and NiFe/Nb with or without the MgO layer.  
 
The values of  and which produced the best fits are given in Table 5.1. 
Also shown in the table are the mean ( 2 /2e  ) and standard deviation 
( 2 2 /2 1e e    ) of the stray field. The former is an indication of the strength of 





Figure 5.12 (a) Log-normal distributions of stray field in IrMn(10)/Nb(100) 
(solid-line) and NiFe(10)/Nb(100) (dashed-line); the inset is the 
distribution of corresponding Tc. Also shown in the figure (dotted line) is 
the calculated stray field distribution in IrMn(10)/Nb(100) by assuming a 
Gaussian distribution of the patch size with uncompensated spins. (b) 
Simulated and experimental ZFC curves of IrMn(10)/Nb(100), IrMn(10) 
/MgO(3)/Nb(100), NiFe(10)/Nb(100) and NiFe(10)/MgO(3)/Nb(100). 
 
Table 5.1 Parameters used in fitting the experimental data. 
 μ σ Mean(Oe) STD(Oe) 
NiFe/Nb 6.87 0.35 1022 369 
NiFe/MgO/Nb 6.67 0.5 896 478 
IrMn/Nb 7.56 0.5 2177 1160 
IrMn/MgO/Nb 7.26 0.7 1815 1444 
 
Based on the simulation results, both the mean value and standard 
deviation of the stray field in IrMn/Nb are larger than those in NiFe/Nb. The 
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fitted mean stray field from IrMn is around 2000 Oe, while it is about 1000 Oe 
from NiFe [see Table 5.1]. This might be caused by the fact that domain 
structure in AFM typically has a spiraling structure  [37]  and the stray field 
generated is more like that from a vortex. On the other hand, in the NiFe layer 
the domain structure is of Neel type, in which the magnetization is rotating 
inside the magnetic layer. This may result in a weaker stray field in the 
vertical direction. To get a sense of how strong the stray field is, we have 
simulated the stray field distribution in a 2 m × 2 m × 10 nm NiFe element 
in remanent state by OOMMF [23]. It is found that the stray field is mainly 
generated at the transverse domain walls and vortices [see Fig. 5.13(a)]. The 
stray field at transverse domain wall can be as large as 500 Oe while it can 
reach above 2000 Oe in the vortices [see Fig. 5.13(b)]. These values are well 
in the range of fitted mean values shown in Table 5.1. As it is expected, the 
mean stray field decreases with the addition of the 3 nm-thick MgO in both the 
IrMn/Nb and NiFe/Nb cases. 
Besides the numerical simulation, analytical calculation also was 
conducted by assuming that there is a thin layer of uncompensated spins 
aligned vertically on the AFM surface. In this case, the spatial frequency 





     , where 
m(k) is the lateral spatial frequency spectrum of uncompensated spins, A is the 
surface area, k is the spatial frequency, and z is the vertical distance from the 
surface of uncompensated spins [39]. This equation implies that the larger the 
spatial frequency the faster the decay of stray field in the vertical direction. 
The range of spatial frequency is determined by the patch size of local areas 
with uncompensated spins. For simplicity, we assume that the patch with 
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uncompensated spins has a rectangular shape with an infinitesimal width, but 
its length follows normal distribution. For a patch length of a, the field at the 
center of and a distance z away from the patch is readily obtained as 
2 2(0, ) 2 / ( 4 )z sH z m a a z  , which is further simplified to (0, )=2 /z sH z m a  when a >> 
z. Here, ms is the areal density of uncompensated spin moment.  Substituting 
2 / (0, )s za m H z  into the normal distribution of the patch length, we obtained a 
distribution of stray field which resembles well the log-normal distribution 
used to fit the experimental data. For comparison, the calculated distribution is 
shown in Fig.12(a) by the dotted line for the IrMn/Nb sample, in which the 
mean and standard deviation of patch length are assumed to be 4.9 nm and 1.2 
nm, respectively. As for the uncompensated spin moment density, it is 
assumed to be the same as that reported for  (CoFe/Pd)/IrMn multilayers, i.e.,  
3.4×10−4 A m2/m2 [39]. This gives a mean value of 1735 Oe for the stray field. 
Although the exact values of the stray field depend on both the patch size and 
uncompensated spin density, the shape of the distribution will remain closely 
resembling the log-normal distribution due to the simple fact that the stray 
field is inversely proportional to the patch size. The large standard deviation of 
stray field in IrMn/Nb indicates that the uncompensated spins and/or domain 
walls are distributed more randomly in IrMn as compared to NiFe. With the 
addition of MgO, the distribution becomes even wider; this is because, in 
addition to the spacing effect, the suppression of proximity and scattering 
effects makes magnetostatic interaction more prominent even the reduction of 






Figure 5.13 (a) Magnetization state (b) contour plot of stray field 
distribution of 2 m × 2 m × 10 nm NiFe element. 
 
In this section, remarkable suppression of Tc and Hc1 of Nb film is 
observed in IrMn/Nb bilayers; the effect is even stronger than that of a 
ferromagnetic NiFe layer. Further investigation by inserting an MgO 
insulating layer between the AFM and SC layer revealed that Hc1 is 
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suppressed by magnetostatic interactions, whereas the proximity effect 
dominates the reduction of Tc. Moreover, it is found that the randomly 
distributed stray field from the AFM layer can induce broadening of phase 
transition. The experimental results can be fitted well by assuming a log-
normal distribution for the stray field. Our results may stimulate more 
researches on SC/AFM junctions, which remain as a less explored area as 
compared to SC/FM junctions. 
5.4 Summary  
In this chapter, the interaction between superconductor and antiferromagnet 
has been investigated and interesting results have been found. Below the 
transition temperature of the superconductor, the exchange bias field (He) and 
coercivity (Hc) of IrMn/NiFe bilayer vary randomly in repeated 
magnetoresistance measurements, while they remain as constant above the 
superconductor transition temperature. We attribute this to the instability of 
spin structure of the antiferromagnet induced by the superconductor, which in 
turn affects the exchange bias at the antiferromagnet/ferromagnet interface. 
Although we prefer magnetostatic interaction between Nb and IrMn as the 
origin of instability of exchange bias, the proximity effect at the Nb-IrMn 
interface is not completely excluded. In the subsequent experiment, the effects 
of magnetostatic interaction and proximity effect are distinguished in Nb/IrMn 
bilayers. Significant suppression of both transition temperature (Tc) and lower 
critical field (Hc1) of Nb is found in IrMn/Nb bilayers as compared to single 
layer Nb of the same thickness. The suppression effect is even stronger than 
that of a ferromagnet in NiFe/Nb bilayers. The addition of an insulating MgO 
layer at the IrMn-Nb interface nearly restores Tc to that of the single layer Nb, 
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but Hc1 still remains suppressed. These results suggest that both the proximity 
effect and magnetostatic interactions suppress superconductivity of Nb in 
IrMn/Nb bilayers. The former leads to a lower Tc while the latter is 
responsible for reduced Hc1. Furthermore, the thickness of dead layer induced 
in Nb film by the proximity effect is estimated as 0.6 nm for direct contact 
with substrate and normal metals, i.e., Ru. The thickness can reach as large as 
2.9 nm for direct contact with IrMn. Moreover, the finite distribution of stray 
field from IrMn is also found to induce broadening in the transition 
temperature. Our results may stimulate more researches on SC/AFM junctions, 
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Chapter 6 Study of interaction between 
superconductors 
6.1 Introduction 
As discussed in Chapter 1, J. E. Hirsch proposed a dynamical explanation of 
the Meissner effect in superconductor and predicted the existence of spin 
Meissner effect. [1-3] In the ground state of a superconductor the currents in 
the interior are cancelled out by spin down electrons and spin up electrons 
which are moving in opposite direction. Meanwhile, near the surface there is a 
spontaneous spin current flowing within λL (London penetration length). 
However, so far there has been no experimental work done to prove the 
hypothesis. This might be caused by the unavailability of techniques which 
can detect directly the spin current, if any, formed on the surface of 
superconductor. Instead of direct method, in this work we borrow the concept 
of exchange coupling between ferromagnetic layers and investigate if there is 
any signature of exchange coupling between two superconductors should there 
be a polarized current present at their surfaces.  To this end, in this chapter, 
Nb/Ru/Nb trilayers were studied to investigate the nature of interactions 
between superconductors via a thin Ru layer. The reason for choosing the 
sandwich structure is that it allows to probe the interaction between the two 
superconducting layers by electrical or magnetic measurements should spin 
currents do exist at the surfaces of superconductors and interact with each 
other through a thin non-superconducting interlayer. Similar type of 
interaction, also known as Ruderman – Kittel – Kasuya – Yosida (RKKY) 
interaction, [4-6] has been studied extensively in FM/NM/FM trilayer 
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structure. [7-15] Such kind of long-range interaction has also been studied in 
high transition temperature (Tc) cuprate superconductors,[16,17] where the 
spins in the Cooper pairs interact with each other through oxygen band. And 
more recently, the RKKY interaction was also discussed in the spin density 
wave phase of iron-based superconductors.[18] Ru is chosen as the interlayer 
to separate the two superconducting layers because it allows the strongest 
RKKY interaction among all the metals investigated so far in FM/NM/FM 
strcutures. 
6.2 Sample design and preparation 
Texture, shape and layer thickness are the key factors that determine the 
properties of a superconductor. Among them, layer thickness plays the most 
crucial role in determining the transition temperature (Tc) of a superconductor. 
Therefore, before we proceed to study the interaction in Nb/Ru/Nb trilayer 
structures, we first prepared Nb films with different thickness so as to 
determine how Tc varies with the film thickness. To this end, Nb films with a 
thickness of 20 nm, 50 nm, and 100 nm have been prepared on SiO2/Si 
substrate by sputtering and their transition temperatures were determined by 
DC magnetic measurements using SQUID.  As shown in Fig.6.1, the transition 
temperatures are 8.8 K and 7.6 K for film with a thickness of 100 nm and 20 
nm, respectively. The large difference in Tc between Nb (20 nm) and Nb (100 
nm) allow us to study the interaction between them via a Ru interlayer by 
carrying temperature-dependent measurements. Therefore, in all subsequent 
studies of interactions in Nb/Ru/Nb trilayers, we fixed the Nb thickness at 20 
nm and 100 nm, respectively, and varied the Ru thickness from 0.2 nm to 10 
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nm. All samples were capped with Ru (5 nm) layer to protect Nb from 
oxidization.  
 
Figure 6.1 Normalized ZFC curves of Nb (20 nm) (red line with diamond 
markers) and Nb (100 nm) (blue line with square markers). 
 
Multilayer structures of Nb (20 nm) / Ru (t nm) / Nb (100 nm) / Ru (5 nm) 
were fabricated by ULVAC sputter with a base pressure of 10-6 Pa. To ensure 
the same sample size, the SiO2 substrate was precisely cut into 6 mm × 4 mm 
(L × W) by wafer dicer. After the deposition, surface roughness was measured 
by atomic force microscope (AFM) and crystal structure was measured by X-
ray diffraction (XRD). Subsequently, zero field cooling (ZFC) and M-H 
curves were measured by SQUID. As superconductor is sensitive to the 
magnetic field and its history, all the measurements were started with nulling 
the magnetic field with oscillation mode, which could maintain the residual 
field within 2 Oe.[19] To ensure the accuracy of SQUID measurement, the 
width of sample is fixed at 4 mm. A typical measurement sequence for ZFC 
curves is as follows: (i) cooling the samples to below Tc at 0 Oe, (ii) setting 
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the applied field and waiting for 10 s for the field to be stabilized, and (iii) 
starting the ZFC measurement. After the measurement of each curve was 
completed, the sample was warmed up to 50 K at 0 Oe and then steps (i)-(iii) 
were repeated to measure the next curve. 
6.3 Surface roughness and texture of Nb/Ru/Nb trilayers 
6.3.1 Surface morphology and orange-peel interactions  
There are two major magnetic interactions in FM/NM/FM structures, i.e., 
orange-peel coupling and exchange coupling. The former is of magneto-static 
nature which originates from the roughness at the FM/NM interfaces. On the 
other hand, exchange-coupling is of quantum mechanical nature which 
oscillates with respect to the NM thickness. Instead of trilayer structures, the 
devices used in Chapter 4 and 5 only have Nb/FM and Nb/AFM bilayer 
structure in which the orange peel coupling is not likely to happen. Therefore, 
the orange peel coupling effect was not considered in the two chapters. Based 
on these insights gained from FM/NM/FM studies, it is prudent for us to 
estimate the size of orange-peel coupling first before we proceed to discuss 
exchange coupling in Nb/Ru/Nb trilayers. Under the framework of Neel model, 
in which a sinusoidal roughness profile is assumed, the orange-peel coupling 
field can be estimated using the following equation [20] 
   ,                             (6.1) 
where h and λ are the amplitude and the wavelength of the roughness profile, 
tF and tS are the thickness of the free layer and barrier, respectively, and Ms is 
the magnetization of the free layer. h and λ  can be estimated from the surface 
morphology measured by AFM. Figs. 6.2 (a) and (b) shows the surface profile 










          
128 
 
of Nb (20 nm) / Ru (0.2 nm) / Nb (100 nm) / Ru (5 nm) and Nb (20 nm) / Ru 
(10 nm) / Nb (100 nm) / Ru (5 nm), respectively. Both h and λ show a weak 
depenence on the Ru thickness. The avearge roughness is about 0.8 nm, as 
shown in Fig. 6.2(c).  
 
For Nb in superconducting state, Ms is taken as the moment per unit 
volume at a certain applied field. For an ideal superconductor in the 
superconducting state, the magnetization is determined by the applied field, 
following the relation , where M is the induced magnetization of the 
superconductor and H is the applied field. In our calculations, Ms is taken as 
62.8 emu/cm3 for an applied of 5 Oe. Table 6.1 shows the calculated field 
strength of orange-peel coupling with different Ru spacer layer thickness at an 
applied field of Ha = 5 Oe. The calculation results showed that the strength of 
orange peel coupling in our samples ranges from 0.149 Oe to 0.450 Oe, which 
are relatively small as compared to the applied field (2.98% to 7% of applied 
field).  Therefore, the effect of orange-peel coupling can be ignored in the 






Figure 6.2 Surface profile of (a) Nb (20 nm) / Ru (0.2 nm) / Nb (100 nm) / 
Ru(5 nm) and (b) Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm) 
measured by AFM; (c) plot of surface roughness of Nb (20 nm) / Ru (t) / 






Table 6.1 Calculated field strength of orange-peel coupling at different Ru 
thickness and with an applied field of 5 Oe. 
tF (nm) tS (nm) h (nm) λ (nm) Ms (emu/cm
3) Ha (Oe) Hn (Oe) Hn/Ha 
20 0.2 0.812 40 62.8 5 0.345 6.90% 
20 0.4 0.836 40 62.8 5 0.350 7.00% 
20 0.8 0.799 40 62.8 5 0.292 5.85% 
20 1.2 0.809 40 62.8 5 0.274 5.49% 
20 1.4 0.766 40 62.8 5 0.235 4.71% 
20 1.7 0.81 40 62.8 5 0.246 4.92% 
20 2 0.769 40 62.8 5 0.208 4.15% 
20 2.3 0.843 40 62.8 5 0.233 4.67% 
20 2.6 0.821 40 62.8 5 0.207 4.14% 
20 2.9 0.792 40 62.8 5 0.180 3.61% 
20 3.2 0.789 40 62.8 5 0.167 3.35% 
20 3.5 0.77 40 62.8 5 0.149 2.98% 
20 3.8 0.795 40 62.8 5 0.149 2.98% 
 
 
6.3.2 XRD measurements 
Following the roughness measurements and estimation of its effect on orange-
peel coupling, textures of the samples were studied by XRD and the selected 
results are shown in Fig. 6.3. It clearly indicates that Nb is dominantly (110)-
textured regardless of the thickness of the Ru spacer. The Ru (002) peak is 
observed in Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm), but absent in 
Nb (20 nm) / Ru (0.2 nm) / Nb (100 nm) / Ru(5 nm), which is expected from 
their large difference in Ru thickness. From the XRD results, we can conclude 
that texture of Nb does not change with the variation of Ru thickness. This 
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result is helpful in the latter discussion about the Ru thickness dependence of 
the interaction between Nb (20 nm) and Nb (100 nm). 
 
Figure 6.3 XRD pattern of Nb (20 nm) / Ru (0.2 nm) / Nb (100 nm) / Ru(5 
nm) (blue line) and Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm) 
(red line). 
 
6.4 Electrical transport measurements of Nb/Ru/Nb trilayers 
Although our focus was on magnetic properties, in order to correlate the 
transition temperature obtained by electrical measurement with that of 
magnetic measurement, we have performed the electrical transport 
measurement of a few selected samples. To this end, the temperature-
dependence of resistance has been measured using the four-probe technique at 
different applied field. Samples with a Ru thickness of 0.4 nm, 0.8 nm and 10 
nm were measured, and similar response was obtained when the temperature 
was changed. Above the Tc they showed a finite resistance, which dropped to 




Figure 6.4 Temperature dependence of resistance of Nb (20 nm) / Ru (0.4 
nm) / Nb (100 nm) / Ru(5 nm) measured at an applied field of 0 Oe and 
100 Oe, respectively. The left inset is the schematic of four-probe 
configuration for electrical measurement and right inset is the zoom-up of 
R –T curve around Tc. 
 
The result for the sample with a Ru thickness of 0.4 nm is shown in Fig. 
6.4. The left inset is the schematic of four-probe arrangement for electrical 
measurement and the right inset is the zoom-up of resistance – temperature (R 
–T) plot around Tc. For the temperature range from 8.6 K to 9.2 K, the 
temperature was varied at a step of 0.02 K and sweeping rate of 0.01 K/min. A 
clear Tc of 8.98 K is obtained from the R-T plot. With different applied fields 
below 100 Oe, the change in R-T curves is negligible, suggesting that applied 
field below 100 Oe does not affect Tc in a notable way. Also there is no 
difference between the residual resistance in the temperature of 7.6 K - 8.98 K 
and 4.2 K - 7.6 K. In the former temperature range, Nb (100 nm) is 
superconducting and Nb (20 nm) is in the normal metal, whereas between 4.2 
K and 7.6 K, Nb (100 nm) and Nb (20 nm) are both superconducting. 
Therefore, due to the current shunting effect of the thicker Nb layer, electrical 
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transport measurement cannot be applied to investigate the interaction 
between two superconducting layers.  
6.5 Magnetic properties of Nb/Ru/Nb trilayers 
6.5.1 ZFC of bundled sample of Nb (20 nm) + Nb (100 nm) 
Before we present the results of multilayers with different Ru thicknesses, 
individual samples of Nb (20 nm) / Ru (5 nm) and Nb (100 nm) / Ru (5 nm) 
are bundled together and measured by SQUID. 
 
Figure 6.5 (a) Original ZFC and (b) normalized ZFC curves of the 
bundled sample of Nb (20 nm) / Ru (5 nm) and Nb (100 nm) / Ru (5 nm) 
at applied fields of 5 Oe, 10 Oe, 15 Oe and 20 Oe. The inset in (b) is the 




The individual samples are placed back-to-back (inset of Fig. 6.5(b)), which 
keeps the two Nb layers around 1 mm apart from each other as the thickness 
of SiO2/Si substrate is around 0.5 mm. This distance is long enough to prevent 
the interaction between these two samples, and at the same time ensure that 
these two samples are subject to the same external field. Fig. 6.5 (a) shows the 
M-T curves measured at different applied field. Two clear steps can be seen in 
all the curves, accompanied by development of diamagnetism in the Nb layers. 
The first drop at 9.0 K shows the transition of Nb (100 nm) from normal state 
to superconducting state and the second drop around 7.6 K is due to the 
transition of Nb (20 nm) to the superconducting state. Fig. 6.5(b) shows the 
normalized M-T curves corresponding to the original data shown in Fig. 6.5(a). 
The results showed that contribution from Nb (100 nm) towards the overall 
moment is at 4.2 K is around 45% with the rest going to Nb (20 nm). Although 
the reason why the thicker layer contributes less to the overall diamagnetism at 
present, as we will discuss shortly, similar ratio also appears in Nb/Ru/Nb 
trilayer with a thick Ru spacer.  
6.5.2 ZFC of Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm) 
The magnetic interactions in Nb/Ru/Nb, if any, should decrease with the Ru 
thickness. In order to confirm this point, we have measured the ZFC curves of 
Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm) at an applied field of 10 
Oe and compared its M-T curve with that of the bundled sample. The results 
are shown in Fig. 6.6. As can be seen clearly from the figure, The Nb (20 nm) 
/ Ru (10 nm) / Nb (100 nm) / Ru (5 nm) sample has a similar normalized ZFC 
curve to that of bundled sample. There are two obvious transitions, one from 
Nb (100 nm) at 8.8 K and the other at 7.6 K from Nb (20 nm). In addition, the 
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contribution from Nb (100 nm) to the overall moment is also around 45% at 
4.2 K. Apart from these similarities, we do notice two major differences 
between the Nb layers in Nb (20 nm) / Ru (10 nm) / Nb (100 nm) / Ru(5 nm)  
and those in the bundled sample: (1) the transition temperature in the stacked 
layers is lower than that of the corresponding layers in the bundled sample and 
(2) the transition region of the Nb (20 nm) in the stacked sample is broadened 
significantly. We attribute these differences to the interaction between the two 
Nb layers across the Ru layer even though its thickness is 10 nm. 
 
 
Figure 6.6 Normalized ZFC curves of Nb (20 nm) / Ru (10 nm) / Nb (100 
nm) / Ru(5 nm) (blue line with square markers) and bundled sample of Nb 
(20 nm) / Ru (5 nm) and Nb (100 nm) / Ru (5 nm) (red line with diamond 
markers). 
 
6.5.3 ZFC curves of Nb/Ru/Nb with different Ru thickness  
More than ten samples with different Ru thickness were fabricated and 
measured. Selected normalized ZFC curves are plotted in Fig. 6.7, including 
the bundled sample. All the samples show two apparent drops at the transition 
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temperatures of Nb (100 nm) and Nb (20 nm), respectively. However, the size 
of the drop, i.e., relative contribution of the two Nb layers to the overall 
moment measured at 4.2 K varies from sample to sample. The contribution 
from the Nb (100 nm) layer changes from 10% to 80% with varying the Ru 
thickness, which should be 45% if there were no coupling between the two 
superconducting layers.  
 
Figure 6.7 Selected normalized ZFC curves of Nb/Ru/Nb trilayers and the 
bundled sample. The numbers in brackets are the thicknesses of relevant 
layers in nanometre. 
 
To demonstrate clearly how the relative contributions change with the Ru 
thicknesses, the normalized moment at different temperatures, which is 
defined as the ratio between the moment at x K and that at 4.2 K 
( 4.2- xK KM M ), is plotted in Fig. 6.8. The dashed lines with markers denote the 
results at different applied fields, i.e., 5 Oe, 10 Oe, 15 Oe and 20 Oe. It shows 
clearly that the trend is uncorrelated with the strength of the applied field. The 
solid black line denotes the average value of 4.2- xK KM M at different applied 
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fields. There are obvious oscillations of normalized moment with varying the 
thickness of Ru at relatively high temperature such as, 8 K and 7 K, while the 
oscillations become less prominent at relatively low temperature, i.e. 6 K and 
5 K. It is important to note that at high temperature such as 8 K, Nb (100 nm) 
is in superconducting state while Nb (20 nm) is in normal state; therefore, the 
whole system is in N/Ru/S state. On the other hand, at low temperature, both 
Nb (100 nm) and and Nb (20 nm) are in superconducting state, so the whole 
system is in S/Ru/S state. The moments at different temperatures are 
normalized to the absolute value of moment at 4.2 K, at which the trilayer 
sample is in S/Ru/S state. Therefore, it is understandable that at low 
temperature the oscillations of normalized moment are less prominent and 
tend to vanish. However, the obvious oscillations at N/Ru/S states provide 
solid experimental evidences that superconducting layers do interact with each 
other through the Ru spacer and the coupling strength is dependent on the 
thickness of the spacer layer. We believe this coupling is due to the RKKY 






Figure 6.8 Summary of normalized moment at (a) 8 K, (b) 7 K, (c) 6 K 
and (d) 5 K for the samples with different Ru interlayer thickness. Dashed 
line with markers indicates the experimental results at different applied 
fields, i.e., 5 Oe, 10 Oe, 15 Oe and 20 Oe. Solid line indicates the average 
value of experimental results. 
 
6.5.4 Fitting of oscilation using RKKY model  
Oscillations in the exchange coupling between thin FM layers separated by a 
variety of spacer layers such as Cr, Cu and Ru have been found as the spacer 
thickness is varied. [7-15] Several theoretical models have been proposed to 
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account for these results. Among them, the RKKY model is most successful in 
explaining the oscillations in which the interlayer exchange coupling strength 
oscillates through zero changing sign back and forth from antiferromagnetic to 
ferromagnetic. The dependence of coupling strength 𝐽   is well described by a 
RKKY – like exchange coupling in the form: 
                                           (6.2) 
where 𝜑 is the phase constant, t is the Ru spacer layer thickness,    is Fermi 
wavelength of Ru, and p is dimension dependent and is 2 for two-dimensional 
systems. 
 
Figure 6.9 Plot of ratio of moment at 8 K to that at 4.2 K for samples with 
different Ru spacer layers at 10 Oe (square), 15 Oe (triangle) and 20 Oe 
(diamond). Dashed line with circle markers shows the trend of average 
ratio from 5 Oe to 20 Oe. Green line with square markers corresponds to a 
fit to the experimental results by Eq. (6.2). 
 
Ratio of moment at 8 K to that at 4.2 K at different applied fields, which is 
derived from the normalized ZFC curves, is plotted in Fig. 6.9.  The square, 
triangle and diamond markers represent the results at 10 Oe, 15 Oe and 20 Oe, 
 12 sin +2
p
FtJ t  
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respectively. Average ratio at 5 Oe to 20 Oe is also showed in Fig. 6.9, 
represented by the dashed line with circle markers. The averaged values are 
fitted by using Eq. (6.2) with the parameters     Å and p = 1.6. Based on 
free electron model, the Fermi wavelength of Ru is about 5 Å calculated by 
3 22 3F n   , where the electron density  24 3n a c  with a = 2.7 Å and c = 
4.3 Å. It shows clearly that period of oscillation follows the theoretical 
calculation well, although the decay of experimental results is much smaller 
than that of the calculated value. According to Eq. (6.2), the coupling strength 
decays by a factor of  𝑡 ⁄ , while the ratios of moments at 8 K to 4.2 K seems 
to decay in a much slower fashion. Although the reason is not well understood 
at present, it might be caused by the difference between the coupling medium 
in the two cases: FM/Ru/FM versus SC/Ru/SC. In the former case, the 
coupling is realized through spin polarized electrons, whereas in the latter 
case, it is via Cooper pairs.  
6.5.5 Initial M-H curves of Nb/Ru/Nb with different Ru thickness 
In addition to the ZFC measurements, initial M-H curves at 4.2 K and 8 K 
were also measured to confirm the experimental results presented in the 
previous section. The typical measurement sequence for initial M-H curves is 
as follows: (i) cooling the samples to 4.2 K at 0 Oe, (ii) centering the sample at 
5 Oe applied field, and (iii) starting the initial M-H measurement by sweeping 
field from 5 Oe to 100 Oe with an increase of 5 Oe. After the measurement of 
initial M-H curve at 4.2 K was completed, the sample was warmed up to 50 K 
at 0 Oe and then cooled down to 8 K, followed by steps (ii)-(iii) to measure 




Figure 6.10 Summary of initial M-H curves at (a) 4.2 K and (b) 8 K for 
the samples with different Ru thickness. The number in the label is the 
thickness of Ru spacer in nanometer.  
 
Fig. 6.10(a) shows the initial M-H curves at 4.2 K and Fig. 6.10(b) shows 
those at 8 K. From these results, we could obtain the M8K/M4.2K ratio and 
compared it with the results from ZFC measurements. The comparison is 
shown in Fig. 6.11. The upper panel is the results obtained from the initial M-
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H curve measurements and the lower panel is the results obtained from the 
ZFC measurements. Here, IC refers the results obtained from the initial curves, 
while ZC refers to the results from ZFC curves. Both include the results at 5 
Oe, 10 Oe, 15 Oe and 20 Oe, which are denoted by the thin lines with makers. 
The thicker line with diamond markers denotes the average value and single 
line without markers indicate the simulation result based on RKKY model 
with the parameters     Å and p = 1.6.  
 
 
Figure 6.11 Plot of ratio of moment at 8 K to that at 4.2 K for samples 
with different Ru spacer layers at 5 Oe, 10 Oe, 15 Oe and 20 Oe (thin lines 
with markers). The upper panel is the results obtained from initial M-H 
measurement and the lower panel is the results obtained from ZFC 
measurement.  Thick line with diamond markers shows the trend of 
average ratios from 5 Oe to 20 Oe. Single lines without markers 
correspond to a fit to the data by equation 6.2. IC is short for Initial Curve, 
indicating the results are derived from initial curve. ZC is short for ZFC 
curve, indicating the results are derived from ZFC curve. Sim is short for 




It shows clearly that the results from these two different measurement methods 
are in good agreement with each other. They both show that the ratio oscillates 
with the thickness of Ru spacer and have almost the same oscillation period. 
They are fitted with RKKY model very well. We believe this oscillatory 
behaviour is due to the RKKY long range interaction between the two 
superconducting layers through Ru interlayer.  
6.5.6 Discussion of possible mechanism of the M8K/M4.2K oscillation  
From the experimental results of ZFC and initial M-H measurements, the 
oscillation of M8K/M4.2K with varying the thickness of Ru interlayer indicates 
strongly the presence of coupling between the two superconducting layers. An 
oscillatory behaviour of Tc of ultrathin Pb films was observed when the film 
thickness was increased by one atomic layer at a time [21]. As the Pb films 
were significantly thin, i.e., 14 MLs ~ 28 MLs, they are in quantum well states. 
Y. Guo et al. [21] have attributed this oscillation to the quantum size effects 
which modulate the electron density of states near the Fermi level and 
electron-phonon coupling. However, in our Nb (20 nm) /Ru /Nb (100 nm) 
trilayers samples, the thickness of Nb is much larger than the Fermi 
wavelength of Nb (~ 0.53 nm) and the Nb films are not in quantum well states. 
Therefore, the quantum size effects are not likely to happen in our case. The 
question may now arise here: why the oscillatory behaviour of MxK/M4.2K 
presents in the N/Ru/S state at a relatively high temperature, i.e., 7 K and 8 K, 
but vanishes in the S/Ru/S state at a low temperature, i.e., 5 K and 6 K? We 
attribute this to the proximity effect. Usually the Cooper pairs have a quite 
large coherence length in normal metal, which is about several micrometres. 
[22,23] Therefore, in the S/Ru/S state the thin Ru interlayer is transparent to 
144 
 
Cooper pairs in Nb(20 nm) and Nb(100 nm), which makes these two 
superconducting layers as a single superconducting layer. Consequently, the 
Ru-space-layer thickness dependence of MxK/M4.2K oscillation is hard to 
exhibit at low temperature. However, in the N/Ru/S state Cooper pairs can be 
induced into Nb(20 nm) from Nb(100 nm) through Ru layer due to the 
proximity effect. Therefore, Nb(20 nm) layer can be considered as composite 
of normal metal and thin superconducting metal, which results in a state 
change from N/Ru/S to N/S/Ru/S. We believe that the oscillatory behaviour of 
is relevant to the coupling between Nb(100 nm) and thin induced 
superconducting layer in Nb(20 nm). Although the coupling mechanism is not 
clear so far, we try to use RKKY model to fit the results [see Eq. (6.2)]. It is 
found that the period of M8K/M4.2K oscillation is well fitted with a parameter of 
    Å. However, the decay of experimental results is much smaller than 
that of the calculated values, which might be caused by the difference between 
the coupling medium in the two cases of FM/Ru/FM and SC/Ru/SC. Based on 
RKKY fitting, we believe long range interaction between the two 
superconducting layers through Ru interlayer happens in the SC/Ru/SC 
trilayers samples. 
 
6.6 Summary  
In this chapter, we studied the interplay between superconducting layers 
separated by normal metal in the structure of Nb(20)/Ru(t)/Nb(100). It is 
found that the M8K/M4.2K oscillates with the thickness of Ru spacer layer. Both 
the ZFC and initial M-H measurement confirm the oscillation of M8K/M4.2K. 
RKKY interaction model can fit the results very well, which indicates the 
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presence of long range interaction between the two superconducting layers 
through the Ru layer. However, at present, it is not clear if this coupling is 
related with the polarization of the supercurrent. More detailed and systematic 
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Chapter 7 Conclusions and Recommendations 
7.1 Conclusions 
In this thesis we have studied the magnetic interactions between FM, AFM 
and SC, through both electrical and magnetic measurements. Most of the 
structures have been studied for the first time. Many interesting results have 
been obtained which may open new opportunities for fundamental studies of 
magnetic interactions between AFM and SC and exploration of potential 
applications. The main results are summarized as follows. 
 
Firstly, Nb-NiFe-Nb lateral junctions with a notched NiFe nanowire have been 
studied by electrical transport measurements. The main objectives of this part 
of study were to investigate how SC interacts with magnetic DWs which have 
a non-homogeneous magnetization distribution and vice versa, i.e., how the 
stray field from non-homogeneous magnetization of an FM affects the 
superconductivity. We have found that: 
(1) The size of MR effect (∆R) when Nb is in superconducting state is 
larger than that at the normal state, which is attributed to the domain 
wall-assisted CAR. The CAR effect was found to be different in 
different kinds of domain walls and decreases in the sequence of 
clockwise vortex, anti-clockwise vortex, anti-clockwise transverse 
DWs and clockwise transverse DWs. A theoretical model was invoked 
to calculate the CAR-induced resistance change and the results were 
compared with the experimental values. The experimental values are 
slightly lower than the calculated results. The difference might be 
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caused by stray field effect which was not taken into account in the 
theoretical model. 
(2) Stray field from the DW was found to suppress superconductivity of 
the Nb electrodes. The effect is more prominent when Nb is near the 
transition from superconducting to normal state. This has been 
revealed in the MR measurements at 4.2 K and 7 K, respectively.  The 
change in MR at 7 K is larger than that at 4.2 K. Micromagnetic 
simulation has been carried out to simulate the DW 
nucleation/propagation/annihilation processes, and the results are 
corelated well with the experimental results.  
 
Secondly, we have studied the interaction between IrMn and Nb by using two 
different series of samples. In the first group of samples, an IrMn/NiFe bilayer 
is used to probe the interaction between IrMn and Nb by placing the Nb layer 
in direct contact IrMn. The second group of samples is IrMn/Nb bilayers 
which were designed to study the effect of IrMn on Nb. The main results 
obtained are as follows:  
(1) In the structure of Nb-IrMn/NiFe-Nb, He and Hc were found to 
fluctuate strongly during repeated measurements below the transition 
temperature of Nb, while they remain as constant at the normal state of 
Nb. We proposed that magnetostatic interactions between Nb and 
IrMn cause the instability of exchange bias, though further studies are 




(2) In the subsequent studies of Nb/IrMn bilayers, remarkable suppression 
of Tc and Hc1 of Nb was observed; the effect is even stronger than that 
of a ferromagnetic NiFe layer. Further investigation by inserting an 
MgO insulating layer between IrMn and Nb revealed that Hc1 is 
suppressed dominantly by magnetostatic interactions, whereas the 
proximity effect contributes mainly to the reduction of Tc. Moreover, 
it is found that the randomly distributed stray field from IrMn induces 
broadening of Nb transition. The experimental results were found to 
be fitted well by assuming a log-normal distribution for the stray field.  
 
Thirdly, a systematic study has been carried out to investigate the interaction 
between two Nb layers across a thin Ru spacer by using a trilayer structure: 
Nb (100 nm) / Ru (t) / Nb (20 nm) with variable t. This part of work was 
motivated by the proposal of J. E. Hirsch that spin Meissner effect may exist 
in SC.[1-6] If spin current is indeed present at the surface of a superconductor 
subjecting to an external field, there might be an exchange coupling across 
between two superconductors across an ultrathin non-magnetic layer. 
Following are the main findings that have been obtained in this work:  
The M8K/M4.2K ratio, an indicator of different interactions above and below 
the transition temperature of Nb (20 nm), oscillates with the thickness of 
the Ru spacer. Both the ZFC and initial M-H measurements confirm the 
oscillation of M8K/M4.2K with a well-defined periodicity. The periodicity 
of oscillation can be fitted well by using the RKKY model, though the 
oscillation amplitude is almost constant in the range t = 0.8 nm – 10 nm. 
The latter is in sharp contrast to exchange coupling in FM/Ru/FM trilayers 
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in which the oscillation amplitude decreases quickly with the Ru thickness. 
The oscillation may originate from either the coupling between two Nb 
layers when both are in superconducting state or the coupling between 
them when Nb (100 nm) is superconducting but Nb (20 nm) is above the 
transition temperature. In the latter case, partial superconductivity might 
be induced in the Nb (20 nm) layer through the proximity effect. Although 
we are unable to determine which effect is dominant based on the M-T 
and M-H measurements, in either case, it seems to be difficult to prove the 
hypothesis of Hirsch by the current approach. 
7.2 Recommendations for future work 
In this thesis we have investigated the interactions between FM, AFM and SC. 
Several interesting and novel phenomena, such as CAR effect at SC-DW 
interface, instability of exchange bias induced by superconductor, suppression 
of superconductivity by AFM and oscillation of coupling between 
conventional superconductors, have been observed and discussed by using 
appropriate theoretical models. Due to the complexity of the problems 
involved, further systematic studies are required in order to make some of the 
discussion more conclusive, in particular, the origin of oscillation between two 
SC layers across an ultrathin NM layer. Some of future work is recommended 
below. 
(1) In this work, we have studied the electrical transport of SC-FM-SC 
lateral structures in which a notch is formed in the FM region to 
facilitate manipulation of domain walls. Prior to this work, we have 
also investigated experimentally similar lateral structures in which the 
FM is a circular disk.[7,8] Later on, M. S. Kalenkov has studied the 
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same structure theoretically and suggested that long-range triplet 
superconductivity may exist in the vortex structure.[9] As a future 
work, we propose to replace the lateral structure with a vertical 
structure consisting of SC-FM disk-SC for studying the generation of 
triplet Cooper pair in DWs [see Fig. 7.1(b)]. Compared to the lateral 
structure, this kind of structure has several advantages, such as simple 
fabrication process and direct contact of SC with FM DW which is 
important for investigation of the SC-DW interactions. 
 
Figure 7.1 (a) S-F-S lateral junction formed by two superconducting 
electrodes connected via ferromagnetic vortex.[Mikhail S. Kalenkov et al., 
PRL 107, 087003 (2011)[9]] (b) Schematic illustration of S-FM disk-S 
vertical device. 
 
(2) Coupling between two conventional superconductors across a Ru 
interlayer is of broad importance from the point of view of both 
fundamental physics studies and potential applications. Although we 
have observed RKKY-like interactions in Nb/Ru/Nb trilayers, we 
could not draw a definite conclusion about the coupling mechanism. 
Further studies may be carried out by replacing Nb with other types of 
superconductors. The two SC layers may be different materials. In 
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addition, the Ru interlayer can also be replaced by other types of NM 
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