The Chan-Vese model is very efficient in segmenting images. However, the algorithm given by Chan and Vese is sensitive to the initial level set function and the regularization parameter. It is difficult to get a right segmentation if the initial level set function and the regularization parameter are not chosen properly. In this paper, we aim to automatically and accurately segment binary images . We propose a two-stage segmentation algorithm and an adaptive parameter estimation method for the regularization parameter. Experiments on some synthetic images and real images show that the proposed algorithm is very efficient.
I. INTRODUCTION
Image segmentation is the most important step in image analysis and computer vision. It aims to subdivide an image into a finite number of homogeneous regions. In the last decade, various methods based on variation and partial differential equations(PDEs) have been proposed such as the well-known snake model [1] , the geodesic active contour model [2] and the Mumford-Shah model [3] . Chan and Vese gave a level set formulation [4] for the two-phase piecewise constant images and other models [5, 6] . These models [3, 4, 5, 6] have several advantages over the classical active contour models [1, 2] , i.e. they can detect interior contours of images with or without gradient.
Here we describe briefly the algorithm proposed by Chan and Vese [4] . Let (2) is not global so that the stationary solution of (2) may falls in a local minimum of (1) [7, 8] . For most models [3, 4, 5, 6, 7, 8] , to obtain a perfect segmentation, the user need to choose proper (Do and v manually, which is time consuming. So the algorithm (2) is impractical for the case of real-time applications. For example, in the pattern recognition applications, there are thousands of images to be segmented and then matched, the system must be implemented in real time. In this paper we focus on segmenting the two-phase piecewise constant images automatically, quickly and more accurately.
The outline of the paper is as follows. In the next section we present a method for adaptively estimating the regularization parameter. Also, we give a two-step segmentation algorithm for quickly finding an exact stationary solution. In section III we validate our model and algorithm by various numerical results on synthetic and real images. We end the paper by a brief conclusion.
II. PARAMETER ESTIMATION AND TWO-STAGE SEGMENTATION A. Parameter Estimation
The regularization parameter v in (2) follows a general rule: if v is small, the fidelity term plays a more important role and the segmented image could retain small objects, even noise; otherwise, If v is large, the length term plays a more important role and only objects of large sizes are retained in the segmented image with most noise removed. So it is obvious that the regularization parameter should be monotonically increasing with the strength of the noise. For simplicity, we suppose the noise is Gaussian and of zero mean. Actually, from the above deduction, it is obvious that the noise n can be modeled as a noise of mean ni , variance UKI on {(x,y): Dw>O} and mean n2 ,variance o2 on {(x,y) $) <O} . C2 is the overall variance of the noise and can be estimated as Ew in(5).
We choose v = (U2 k )a, where U 2 is the noise variance, lw L VH(QIw)l is the length of the real object contour, which can be approximated with the contour length of the pre-segmented image given in the following subsection, and a > 1. When I, lw is determined, v increases witho2. Generally, a can be taken as 1.
B. Two-stage Segmentation Algorithm
Although there exist local minimums for the formulation (2), the local minimums are few and far apart. So if the initial solution is close to the exact solution, then it is possible that the stationary solution of (2) could avoid falling in unwanted local minimums and arrive at the expected solution. Moreover, the formulation (2) The stopping condition and the reinitialization of the signed distance function ('1 are given in [4] . One can also use the model in [9] to avoid reintialization.
In the algorithm we gave above, because the initial solution is close to the exact solution, it generally takes a few iterations to get a stationary solution and need not reinitializing in most cases.
III. EXPERIMENTAL RESULTS
This section shows numerical results using the two-stage segmentation algorithm on some synthetic and real images. In the experiments, if not specified otherwise, we choose a=1, and we don't need the reinitialization process. For each of the experiments we give the exact value of v estimated and the numbers of the iteration using our algorithm.
For a noise contaminated image, to get an accurate segmentation, choosing proper (Dio and v is very challenging. Using the algorithm presented above, we can easily get an initial level set function (DoP which is close to the real one and we can estimate v adaptively, so we can quickly get an accurate segmentation. Experimental results are illustrated in Figure 1 .
For an image in which the intensity of the object is similar to that of the background, it is very difficult for the original method [4] to get an accurate segmentation. Our method provides an effective way to solve this problem. We show the experiment result in Figure 2 . The original image contains a triangular object of intensity 5 and the background of intensity 0.
For an image which contains objects in relatively small sizes, the original method [4] sometimes fails in segmentation while our method provides satisfying results given in Figure 3 . The input image contains small rice particles and contaminated by an AWGN of zero mean and 900 variance. Figure 4 shows the segmentation result of a real SAR image. The original image shown in (a) contains an object and very strong non-uniformed noise. In our simulations of the original algorithm [4] , we found that the iteration possibly converged only when we set the initial zero level set completely inside the contour of the object. This means that we need to estimate the position of the object or draw a curve manually. But for database consisting of thousands of such pictures, it is impractical to do that. However, using our method, we get a satisfying segmentation shown in (c). Due to the strong noise, here we choose a=1.25.
In order to show that the estimated parameter v is important to the segmentation, the comparison w.r.t. the original version of Chan-Vese method is presented in Figure 5 . The segmentation is obtained by using the original version of Chan-Vese method under the initial conditions that the pre-segmentation image is the same as Figure 4 (b) and v=0.6503e+004. It is obvious that the segmentation result in Figure 4 
IV. CONCLUSION
In this paper, we gave a regularization parameter estimation method and a two-stage segmentation algorithm for segmenting the piecewise constant images. Using our algorithm, we can detect objects more quickly, accurately, and automatically. Various numerical results validated our method.
