Estimation of asymptotic variance of stochastic processes by Štěrbová, Martina
Univerzita Karlova v Praze
Matematicko-fyzika´ln´ı fakulta
DIPLOMOVA´ PRA´CE
Martina Sˇteˇrbova´
Odhad asymptoticke´ho rozptylu na´hodny´ch
proces˚u
Katedra pravdeˇpodobnosti a matematicke´ statistiky
Vedouc´ı diplomove´ pra´ce: RNDr. Zbyneˇk Pawlas, Ph.D.
Studijn´ı program: Matematika, pravdeˇpodobnost, matematicka´
statistika a ekonometrie
2010
Na tomto mı´steˇ bych ra´da podeˇkovala vedouc´ımu sve´ diplomove´ pra´ce panu
RNDr. Zbynˇku Pawlasovi, Ph.D. za cenne´ rady a cˇas, ktery´ mi veˇnoval, da´le
bych chteˇla podeˇkovat sve´ rodineˇ a Janu Gargula´kovi za psychickou podporu
a trpeˇlivost.
Prohlasˇuji, zˇe jsem svou diplomovou pra´ci napsala samostatneˇ a vy´hradneˇ
s pouzˇit´ım citovany´ch pramen˚u. Souhlas´ım se zap˚ujcˇova´n´ım pra´ce a jej´ım
zverˇejnˇova´n´ım.
V Praze dne 15. dubna 2010 Martina Sˇteˇrbova´
2
Na´zev pra´ce: Odhad asymptoticke´ho rozptylu na´hodny´ch proces˚u
Autor: Martina Sˇteˇrbova´
Katedra: Katedra pravdeˇpodobnosti a matematicke´ statistiky
Vedouc´ı bakala´rˇske´ pra´ce: RNDr. Zbyneˇk Pawlas, Ph.D.
E-mail vedouc´ıho: Zbynek.Pawlas@mﬀ.cuni.cz
Abstrakt: V te´to pra´ci uvedeme metody odhaduj´ıc´ı asymptoticky´ rozptyl
vy´beˇrove´ho pr˚umeˇru staciona´rn´ı na´hodne´ posloupnosti. Porovna´me metody
vycha´zej´ıc´ı z odhadu spektra´ln´ı hustoty v nule s metodami zalozˇeny´mi na
podvy´beˇrech. U teˇchto metod vol´ıme jako parametr odhadu de´lku podpo-
sloupnosti. Uvedeme postupy zaby´vaj´ıc´ı se odhadem optima´ln´ı de´lky podpo-
sloupnosti minimalizuj´ıc´ı strˇedn´ı cˇtvercovou chybu. Zvlasˇtn´ı odhady deﬁnujeme
pro prˇ´ıpad Markovovy´ch rˇeteˇzc˚u. Rovneˇzˇ zmı´n´ıme rekurzivn´ı odhad, ktery´ je
vhodny´ v situaci, kdy pozorova´n´ı prˇicha´zej´ı postupneˇ za sebou. Prˇedposledn´ı
kapitola obsahuje vy´pocˇty vsˇech metod uvedeny´ch v te´to pra´ci, pro simulovana´
data budeme jednotlive´ metody porovna´vat pomoc´ı relativn´ı strˇedn´ı cˇtvercove´
chyby. V posledn´ı kapitole aplikujeme vybrane´ metody na rea´lny´ch datech.
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Abstract: In this thesis we consider methods for estimating asymptotic va-
riance of the sample mean for stationary stochastic sequences. We compare
methods based on spectral density estimator at the origin with subsampling
methods. These methods are parametrized by batch size. We present methods
for estimating optimal batch size which minimizes the mean squared error. Spe-
cial estimators are introduced for the case of Markov chains. We also mention
recursive estimation which is suitable when the observations come consecuti-
vely. The the last but one section contains experiments of all methods conside-
red in this thesis, for simulated data we compare individual methods by their
relative mean squared error. In the last section we apply selected methods on
real data.
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Kapitola 1
U´vod
Prˇi statisticke´ analy´ze vy´beˇrove´ho pr˚umeˇru staciona´rn´ı na´hodne´ posloupnosti
hraje d˚ulezˇitou roli asymptoticky´ rozptyl, ktery´ je deﬁnova´n jako limita roz-
ptylu vy´beˇrove´ho pr˚umeˇru vyna´sobene´ho rozsahem vy´beˇru. Za prˇedpokladu,
zˇe rˇada autokovarianc´ı je absolutneˇ konvergentn´ı, lze limitn´ı rozptyl vyja´drˇit
jako soucˇet autokovarianc´ı. C´ılem te´to pra´ce je studium a porovna´n´ı r˚uzny´ch
odhad˚u asymptoticke´ho rozptylu. Prˇirozeneˇ se nab´ızej´ı dva smeˇry pro kon-
strukci takovy´ch odhad˚u. Prvn´ı je zalozˇen na snaze odhadnout soucˇet autoko-
varianc´ı na´hodne´ posloupnosti, kdezˇto druhy´ smeˇr vycha´z´ı z odhad˚u rozptylu
vy´beˇrove´ho pr˚umeˇru. V te´to pra´ci pop´ıˇseme neˇkolik pouzˇ´ıvany´ch metod od-
had˚u, ktere´ odpov´ıdaj´ı prvn´ımu i druhe´mu smeˇru.
Prˇ´ımocˇary´m postupem pro odhad soucˇtu autokovarianc´ı se jev´ı nahrazen´ı
teoreticky´ch hodnot vy´beˇrovy´mi autokovariancemi. To vsˇak vzˇdy (bez ohledu
na druh staciona´rn´ı posloupnosti) da´va´ jako vy´sledek nulu, cozˇ urcˇiteˇ nen´ı
dobry´ odhad rozptylu. Proble´m je v tom, zˇe vy´beˇrove´ autokovariance vysˇsˇ´ıch
rˇa´d˚u jsou znacˇneˇ neprˇesne´. Proto bude lepsˇ´ı je do vy´sledne´ho odhadu nezahrno-
vat. Soucˇet autokovarianc´ı je na´sobkem spektra´ln´ı hustoty v nule, jej´ızˇ odhad je
obvykle obdrzˇen vhodny´m prˇeva´zˇen´ım vy´beˇrovy´ch autokovarianc´ı. V prˇ´ıpadeˇ,
kdy hleda´me odhad limitn´ıho rozptylu pro markovske´ rˇeteˇzce, vyuzˇijeme vlast-
nost´ı posloupnosti soucˇtu dvojic po sobeˇ jdouc´ıch autokovarianc´ı.
Pro odhady rozptylu vy´beˇrove´ho pr˚umeˇru bylo v literaturˇe navrzˇeno neˇkolik
metod zalozˇeny´ch na podvy´beˇrech dane´ posloupnosti (v anglicˇtineˇ se pouzˇ´ıva´
oznacˇen´ı subsampling). Prˇedepsany´m zp˚usobem vybereme urcˇity´ pocˇet blok˚u
stejne´ de´lky (mohou se i prˇekry´vat), spocˇteme vy´beˇrovy´ pr˚umeˇr pro kazˇdy´
blok a na za´kladeˇ teˇchto pr˚umeˇr˚u sestav´ıme vy´sledny´ odhad. Kromeˇ teˇchto kla-
sicky´ch prˇ´ıstup˚u uvedeme neda´vno publikovany´ rekurzivn´ı odhad [21], ktery´ po-
uzˇ´ıva´ bloky r˚uzny´ch de´lek a jehozˇ hlavn´ı vy´hodou je rychla´ aktualizace prˇi no-
ve´m dostupne´m pozorova´n´ı cˇasove´ rˇady. Protozˇe kvalita odhadu za´vis´ı na volbeˇ
de´lek blok˚u, vysveˇtl´ıme, jaky´m zp˚usobem se da´ tato volba prove´st, aby dany´
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odhad meˇl co mozˇna´ nejmensˇ´ı strˇedn´ı cˇtvercovou chybu.
Vy´beˇrovy´ pr˚umeˇr je prˇirozeny´m bodovy´m odhadem strˇedn´ı hodnoty sta-
ciona´rn´ı na´hodne´ posloupnosti. Cˇasto na´s zaj´ıma´, jak kvalitn´ı je tento od-
had. Asymptoticky´ rozptyl slouzˇ´ı jako ukazatel kvality vy´beˇrove´ho pr˚umeˇru,
a proto je nasˇ´ı snahou ho odhadnout z dat. Mu˚zˇeme pak naprˇ´ıklad sestrojit
asymptoticky´ interval spolehlivosti pro strˇedn´ı hodnotu posloupnosti. To ma´
vy´znam prˇi analy´ze rea´lny´ch cˇasovy´ch rˇad nebo vy´stup˚u simulac´ı. Specia´lneˇ
u Monte Carlo Markov Chain (MCMC) algoritmu˚ cˇasto z´ıska´va´me geomet-
ricky ergodicky´ markovsky´ rˇeteˇzec. Pokud umı´me odhadnout limitn´ı rozptyl,
pak na´s prˇ´ıslusˇna´ centra´ln´ı limitn´ı veˇta opravnˇuje sestavit asymptoticky´ inter-
val spolehlivosti.
Statisticke´ vlastnosti jednotlivy´ch odhad˚u za´vis´ı na typu na´hodne´ posloup-
nosti a rozsahu vy´beˇru. Kromeˇ toho, zˇe uvedeme neˇktere´ zna´me´ vy´sledky
ty´kaj´ıc´ı se asymptoticke´ho chova´n´ı odhad˚u, budeme zkoumat vlastnosti pro ko-
necˇny´ rozsah vy´beˇru na za´kladeˇ simulacˇn´ı studie. Pro urcˇite´ modely na´hodny´ch
posloupnost´ı budou urcˇeny odhady z´ıskane´ r˚uzny´mi metodami a ty budou pote´
mezi sebou porovna´va´ny podle jejich strˇedn´ı kvadraticke´ chyby. V prˇ´ıpadeˇ,
kdy data pocha´zej´ı z norma´ln´ıho rozdeˇlen´ı, budeme schopni pro male´ rozsahy
vy´beˇru spocˇ´ıtat strˇedn´ı kvadratickou chybu prˇesneˇ bez pouzˇit´ı simulac´ı. Na-
konec aplikujeme nejefektivneˇjˇs´ı metody na odhad asymptoticke´ho rozptylu
vy´stup˚u MCMC algoritmu pouzˇite´ho prˇi analy´ze rea´lne´ ﬁnancˇn´ı cˇasove´ rˇady.
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Kapitola 2
Za´klady na´hodny´ch proces˚u
V te´to kapitole se sezna´mı´me se za´kladn´ımi deﬁnicemi a pojmy z teorie na´-
hodny´ch proces˚u. V prvn´ıch trˇech podkapitola´ch budeme prˇeva´zˇneˇ vycha´zet
ze skript [14], posledn´ı podkapitola, ktera´ je veˇnova´na markovsky´m rˇeteˇzc˚um,
cˇerpa´ prˇedevsˇ´ım z [12].
2.1 Charakteristiky na´hodny´ch proces˚u
Deﬁnice 2.1. Necht’ (Ω,A,P) je pravdeˇpodobnostn´ı prostor a necht’ T ⊆ R.
Rodina rea´lny´ch na´hodny´ch velicˇin {Xt, t ∈ T} deﬁnovany´ch na (Ω,A,P) se
nazy´va´ na´hodny´ proces.
V prˇ´ıpadeˇ, zˇe T ⊆ Z, mluv´ıme o procesu s diskre´tn´ım cˇasem nebo o cˇasove´
rˇadeˇ. Pokud T = Z, budeme take´ pouzˇ´ıvat oznacˇen´ı na´hodna´ posloupnost.
Deﬁnice 2.2. Necht’ {Xt, t ∈ T} je na´hodny´ proces takovy´, zˇe pro kazˇde´ t ∈ T
existuje strˇedn´ı hodnota EXt. Potom funkce μt = EXt deﬁnovana´ na T se
nazy´va´ strˇedn´ı hodnota procesu {Xt, t ∈ T}. Proces, jehozˇ strˇedn´ı hodnota je
identicky rovna nule, se nazy´va´ centrovany´.
Kazˇde´ konecˇne´ podmnozˇineˇ {t1, . . . , tn} ⊆ T lze prˇiˇradit syste´m na´hodny´ch
velicˇin Xt1 , . . . , Xtn , ktere´ maj´ı sdruzˇene´ rozdeˇlen´ı s distribucˇn´ı funkc´ı
Ft1,...,tn(x1, . . . , xn) = P (Xt1 ≤ x1, . . . , Xtn ≤ xn) , x1, . . . , xn ∈ R.
Deﬁnice 2.3. Rˇekneme, zˇe na´hodny´ proces {Xt, t ∈ T} je striktneˇ staciona´rn´ı,
jestlizˇe pro libovolne´ n ∈ N, pro libovolna´ rea´lna´ x1, . . . , xn ∈ R a pro libovolna´
t1, . . . , tn a h takova´, zˇe tk ∈ T, tk + h ∈ T, 1 ≤ k ≤ n, plat´ı
Ft1,...,tn(x1, . . . , xn) = Ft1+h,...,tn+h(x1, . . . , xn).
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Je-li proces {Xt, t ∈ T} striktneˇ staciona´rn´ı, pak vsˇechny na´hodne´ velicˇiny
Xt maj´ı stejne´ rozdeˇlen´ı a za´kladn´ı charakteristiky (strˇedn´ı hodnota, rozptyl,
kovariance, . . . ) se nemeˇn´ı prˇi posunut´ı v cˇase. Zavedeme jesˇteˇ me´neˇ prˇ´ısnou
deﬁnici stacionarity.
Deﬁnice 2.4. Jestlizˇe {Xt, t ∈ T} je proces s konecˇny´mi druhy´mi momenty,
tj. EX2t < ∞ pro vsˇechna t ∈ T , potom funkce dvou promeˇnny´ch deﬁnovana´
na T × T prˇedpisem
γs,t = cov(Xs, Xt)
= E(Xs − μs)(Xt − μt)
se nazy´va´ autokovariancˇn´ı funkce procesu {Xt, t ∈ T}. Hodnota γt,t se nazy´va´
rozptyl procesu v cˇase t. Autokorelacˇn´ı funkce procesu {Xt, t ∈ T} s kladny´mi
rozptyly je deﬁnova´na jako
ρs,t = corr(Xs, Xt)
=
γs,t√
γs,s
√
γt,t
pro s, t ∈ T.
Deﬁnice 2.5. Na´hodny´ proces {Xt, t ∈ T} s konecˇny´mi druhy´mi momenty se
nazy´va´ slabeˇ staciona´rn´ı, ma´-li konstantn´ı strˇedn´ı hodnotu μt = μ pro vsˇechna
t ∈ T a je-li jeho autokovariancˇn´ı funkce γs,t funkc´ı s − t. Je-li splneˇna pouze
podmı´nka na autokovariancˇn´ı funkci, mluv´ıme o kovariancˇn´ı stacionariteˇ.
Pro kovariancˇneˇ staciona´rn´ı proces povazˇujeme autokovariancˇn´ı i autoko-
relacˇn´ı funkci za funkci jedne´ promeˇnne´, budeme psa´t γs−t = γs,t a ρs−t = ρs,t.
Veˇta 2.6. Striktneˇ staciona´rn´ı na´hodny´ proces {Xt, t ∈ T} s konecˇny´mi dru-
hy´mi momenty je i slabeˇ staciona´rn´ı.
D˚ukaz . [14], veˇta 1.2, str. 9.
V te´to pra´ci se budeme veˇnovat slabeˇ staciona´rn´ım na´hodny´m proces˚um
s diskre´tn´ım cˇasem. Nejjednodusˇsˇ´ım prˇ´ıkladem slabeˇ staciona´rn´ı na´hodne´ po-
sloupnosti je b´ıly´ sˇum.
Deﬁnice 2.7. Bı´ly´ sˇum {εt, t ∈ Z} je posloupnost nekorelovany´ch na´hodny´ch
velicˇin s nulovou strˇedn´ı hodnotou a konecˇny´m kladny´m rozptylem σ2ε . Tuto po-
sloupnost budeme oznacˇovat WN(0, σ2ε), cozˇ pocha´z´ı z anglicke´ho na´zvu white
noise.
Deﬁnice 2.8. Rˇekneme, zˇe na´hodna´ velicˇina Y ∈ Lp(Ω,A,P) pro p > 0,
jestlizˇe
‖Y ‖p = (E |Y |p)1/p < ∞.
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Posloupnost na´hodny´ch velicˇin {Yn, n ∈ N} konverguje k na´hodne´ velicˇineˇ
Y v Lp(Ω,A,P), jestlizˇe ‖Yn − Y ‖p → 0 pro n → ∞. Specia´lneˇ pro p = 2
mluv´ıme take´ o konvergenci podle kvadraticke´ho strˇedu.
Deﬁnice 2.9. Rˇekneme, zˇe slabeˇ staciona´rn´ı na´hodna´ posloupnost {Xt, t ∈ Z}
se strˇedn´ı hodnotou μ je ergodicka´ podle (kvadraticke´ho) strˇedu, neboli splnˇuje
za´kon velky´ch cˇ´ısel v L2(Ω,A,P), jestlizˇe pro n →∞
X¯n =
1
n
n∑
t=1
Xt → μ podle kvadraticke´ho strˇedu.
Jelikozˇ plat´ı E X¯n = μ, je slabeˇ staciona´rn´ı na´hodna´ posloupnost ergo-
dicka´ podle kvadraticke´ho strˇedu pra´veˇ tehdy, kdyzˇ Var X¯n → 0 pro n → ∞.
Na´sleduj´ıc´ı veˇta da´va´ nutnou a postacˇuj´ıc´ı podmı´nku vyja´drˇenou pomoc´ı au-
tokovariancˇn´ı funkce.
Veˇta 2.10. Slabeˇ staciona´rn´ı na´hodna´ posloupnost {Xt, t ∈ Z} se strˇedn´ı hod-
notou μ a autokovariancˇn´ı funkc´ı γ je ergodicka´ podle kvadraticke´ho strˇedu
pra´veˇ tehdy, kdyzˇ
1
n
n∑
t=1
γt → 0 pro n →∞.
D˚ukaz . [14], veˇta 6.1, str. 78.
Za dodatecˇne´ho prˇedpokladu na autokovariancˇn´ı funkci zjist´ıme, jak rychle
konverguje rozptyl vy´beˇrove´ho pr˚umeˇru k nule.
Veˇta 2.11. Necht’ {Xt, t ∈ Z} je slabeˇ staciona´rn´ı na´hodna´ posloupnost se
strˇedn´ı hodnotou μ a autokovariancˇn´ı funkc´ı γ, pro kterou
∑∞
t=−∞ |γt| < ∞.
Potom pro n →∞
X¯n → μ podle kvadraticke´ho strˇedu, (2.1)
nVar X¯n →
∞∑
t=−∞
γt. (2.2)
D˚ukaz . Du˚kaz jsme prˇevzali z [14], veˇta 6.2, str. 80.
1. Z prˇedpokladu
∑∞
t=−∞ |γt| < ∞ plyne, zˇe γt → 0 pro t → ∞, tedy take´
1
n
∑n
t=1 γk → 0 pro n →∞ a tvrzen´ı (2.1) plyne z veˇty 2.10.
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2. Posloupnost {Xt, t ∈ Z} je slabeˇ staciona´rn´ı s rozptylem γ0 a autokovarian-
cemi cov(Xj, Xk) = γj−k pro j 	= k. Pocˇ´ıtejme tedy rozptyl X¯n:
Var X¯n = Var
(
1
n
n∑
k=1
Xk
)
=
1
n2
[
n∑
k=1
VarXk +
∑∑
1≤j =k≤n
cov(Xj, Xk)
]
=
1
n2
[
nγ0 + 2
n−1∑
j=1
(n− j)γj
]
=
1
n
[
γ0 + 2
n−1∑
j=1
(
1− j
n
)
γj
]
=
1
n
n−1∑
j=−n+1
(
1− |j|
n
)
γj.
Zde jsme vyuzˇili toho, zˇe γk = γ−k. Mu˚zˇeme tak da´le psa´t
nVar X¯n =
n−1∑
j=−n+1
γj − 2
n
n−1∑
j=1
jγj. (2.3)
Tvrzen´ı (2.2) plyne ihned z prˇedpokladu veˇty a Kroneckerova lemmatu. 
Za dalˇs´ıho dodatecˇne´ho prˇedpokladu lze vy´sledek veˇty 2.11 v´ıce rozve´st.
Veˇta 2.12. Pokud
∑∞
t=1 tγt < ∞, pak take´
∑∞
t=1 γt < ∞ a plat´ı
nVar X¯n =
∞∑
t=−∞
γt − 1
n
∞∑
t=−∞
|t|γt + o
(
1
n
)
.
D˚ukaz . Z prˇedpokladu
∑∞
t=1 tγt < ∞ plyne, zˇe
∑∞
t=n tγt = o (1) a
∑∞
t=n γt =
o
(
1
n
)
. Ze vztahu (2.3) pak dosta´va´me
nVar X¯n =
∞∑
t=−∞
γt − 2o
(
1
n
)
− 1
n
∞∑
t=−∞
|t|γt − 2
n
o(1).

V dalˇs´ı kapitole budeme pracovat s pod´ılem dvou sum, ktere´ se vyskytuj´ı
v prˇedchoz´ı veˇteˇ.
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Deﬁnice 2.13. Pokud pro na´hodnou staciona´rn´ı posloupnost {Xt, t ∈ Z} s au-
tokovariancˇn´ı funkc´ı γ plat´ı
∑∞
t=−∞ |t|γt = 2
∑∞
t=1 tγt < ∞, nazveme konstantu
Γ¯ =
∑∞
t=−∞ |t|γt∑∞
t=−∞ γt
=
∑∞
t=−∞ |t|ρt∑∞
t=−∞ ρt
teˇzˇiˇsteˇm autokovariancˇn´ı funkce.
Existuj´ı r˚uzne´ prˇedpoklady, ktere´ zarucˇuj´ı asymptotickou normalitu sta-
ciona´rn´ı na´hodne´ posloupnosti. Uvedeme verzi centra´ln´ı limitn´ı veˇty, ktera´ na´m
pro nasˇe u´cˇely postacˇ´ı. Obecneˇjˇs´ı centra´ln´ı limitn´ı veˇty vyzˇaduj´ı naprˇ´ıklad
splneˇn´ı tzv. mixing podmı´nek. Na konci te´to kapitoly pak jesˇteˇ zformulujeme
centra´ln´ı limitn´ı veˇtu pro markovske´ rˇeteˇzce.
Veˇta 2.14. Necht’ {Xt, t ∈ Z} je na´hodna´ posloupnost, pro kterou
Xt = μ +
∞∑
j=0
θjεt−j,
kde μ ∈ R, {εt, t ∈ Z} je posloupnost neza´visly´ch stejneˇ rozdeˇleny´ch na´hodny´ch
velicˇin s nulovou strˇedn´ı hodnotou a konecˇny´m kladny´m rozptylem σ2ε . Necht’ θj,
j ∈ N0 jsou rea´lne´ konstanty, pro ktere´
∑∞
j=0 |θj| < ∞,
∑∞
j=0 θj 	= 0 a θ0 = 1.
Potom pro n →∞
1√
n
n∑
t=1
(Xt − μ) D→ N
(
0,Δ2
)
,
kde Δ2 = σ2ε
(∑∞
j=0 θj
)2
=
∑∞
t=−∞ γt.
D˚ukaz . [14], veˇta 6.8, str. 84.
2.2 Modely na´hodny´ch proces˚u
Deﬁnice 2.15. Na´hodna´ posloupnost {Xt, t ∈ Z} deﬁnovana´ prˇedpisem
Xt = θ0εt + θ1εt−1 + . . . + θnεt−n pro t ∈ Z,
kde {εt, t ∈ Z} je b´ıly´ sˇum WN(0, σ2ε) a θ0, θ1, . . . , θn jsou rea´lne´ konstanty,
θ0 	= 0 a θn 	= 0, se nazy´va´ posloupnost klouzavy´ch soucˇt˚u rˇa´du n.
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Posloupnost klouzavy´ch soucˇt˚u rˇa´du n budeme znacˇit MA(n) podle ang-
licke´ho na´zvu moving average. Proces MA(n) je slabeˇ staciona´rn´ı s nulovou
strˇedn´ı hodnotou a rozptylem
σ2 =
(
θ20 + θ
2
1 + . . . + θ
2
n
)
σ2ε .
Deﬁnice 2.16. Necht’ {εt, t ∈ Z} je b´ıly´ sˇum a {cj, j ∈ N0} je posloupnost kon-
stant takova´, zˇe
∑∞
j=0 |cj| < ∞. Na´hodna´ posloupnost {Xt, t ∈ Z} deﬁnovana´
prˇedpisem
Xt =
∞∑
j=0
cjεt−j pro t ∈ Z (2.4)
se nazy´va´ kauza´ln´ı linea´rn´ı proces.
Pro kauza´ln´ı linea´rn´ı proces se take´ uzˇ´ıva´ znacˇen´ı MA(∞). Kauza´ln´ı linea´rn´ı
proces s neza´visly´mi na´hodny´mi velicˇinami {εt, t ∈ Z} vystupuje ve veˇteˇ 2.14.
Neˇkdy uvazˇujeme take´ obecny´ linea´rn´ı proces deﬁnovany´
Xt =
∞∑
j=−∞
cjεt−j pro t ∈ Z,
pokud
∑∞
j=−∞ |cj| < ∞. Kauzalitou mysl´ıme fakt, zˇe na´hodna´ velicˇina Xt je
vyja´drˇena pomoc´ı soucˇasne´ a minuly´ch velicˇin εs, s ≤ t.
Pozna´mka 2.17. Pro zjednodusˇen´ı dalˇs´ıho za´pisu zavedeme opera´tor posunut´ı
B, ktery´ je deﬁnova´n na´sledovneˇ
BXt = Xt−1,
BkXt = B
k−1 (BXt) = Xt−k pro t ∈ Z, k ∈ N.
Deﬁnice 2.18. Na´hodna´ posloupnost {Xt, t ∈ Z} deﬁnovana´ prˇedpisem
Xt = ϕ1Xt−1 + . . . + ϕnXt−n + εt pro t ∈ Z,
kde {εt, t ∈ Z} je b´ıly´ sˇum WN(0, σ2ε) a ϕ1, ϕ2, . . . , ϕn jsou rea´lne´ konstan-
ty, ϕn 	= 0, se nazy´va´ autoregresn´ı posloupnost rˇa´du n. Opera´tor ϕ (B) =
1−ϕ1B−. . .−ϕnBn se nazy´va´ autoregresn´ı opera´tor. Autoregresn´ı posloupnost
mu˚zˇeme zapsat i ve tvaru
(1− ϕ1B − . . .− ϕnBn)Xt = ϕ (B)Xt = εt.
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Autoregresn´ı posloupnost budeme znacˇit AR(n). Tato posloupnost je slabeˇ
staciona´rn´ı, jestlizˇe vsˇechny korˇeny z1, . . . , zn polynomu ϕ (z) lezˇ´ı vneˇ jednot-
kove´ho kruhu. Posloupnost ma´ v tom prˇ´ıpadeˇ nulovou strˇedn´ı hodnotu a rozptyl
σ2 =
σ2ε
1− ϕ1ρ1 − . . .− ϕnρn ,
kde ρ1, . . . , ρn jsou hodnoty autokorelacˇn´ı funkce autoregresn´ı posloupnosti
AR(n) a splnˇuj´ı diferencˇn´ı rovnici
ρk = ϕ1ρk−1 + ϕ2ρk−2 + . . . + ϕnρk−n pro k ∈ N.
2.3 Odhad parametr˚u v modelu AR(1)
Protozˇe budeme pracovat s autoregresn´ı posloupnost´ı prvn´ıho rˇa´du, sezna´mı´me
se nyn´ı kra´tce s neˇktery´mi metodami odhadu parametr˚u v tomto modelu.
Uvazˇujme na´hodnou posloupnost {Xt, t ∈ Z}, ktera´ po vycentrova´n´ı tvorˇ´ı
autoregresn´ı posloupnost AR(1)
Xt − μ = ϕ(Xt−1 − μ) + εt, t ∈ Z, (2.5)
kde |ϕ| < 1.
Metoda moment˚u pro AR(1)
Na´sob´ıme-li skala´rneˇ rovnici (2.5) velicˇinou εt, dostaneme
E(Xt − μ)εt = ϕE(Xt−1 − μ)εt + E ε2t ,
cozˇ se vzhledem k nekorelovanosti Xs a εt pro s < t redukuje na
E(Xt − μ)εt = σ2ε .
Vyna´sob´ıme-li skala´rneˇ rovnici (2.5) postupneˇ na´hodny´mi velicˇinami Xt − μ
a Xt−1 − μ, dostaneme soustavu rovnic
γ0 = ϕγ1 + σ
2
ε ,
γ1 = ϕγ0.
(2.6)
Nahrad´ıme-li teoreticke´ hodnoty autokovariancˇn´ı funkce jejich vy´beˇrovy´mi od-
hady, dosta´va´me rˇesˇen´ım rovnic (2.6) momentove´ odhady parametr˚u ϕ a σ2ε :
ϕˆ =
γˆ1
γˆ0
,
σ̂2ε = γˆ0
(
1− ϕˆ2) .
Tyto odhady maj´ı bohuzˇel velky´ rozptyl oproti maxima´lneˇ veˇrohodny´m
odhad˚um a nejsou prˇ´ıliˇs stabiln´ı. Obecny´ popis te´to metody pro ARMA procesy
mu˚zˇeme nale´zt v [14], str. 145.
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Metoda maxima´ln´ı veˇrohodnosti pro AR(1)
Metoda maxima´ln´ı veˇrohodnosti prˇedpokla´da´ znalost rozdeˇlen´ı na´hodny´ch ve-
licˇin, pomoc´ı ktery´ch chceme konstruovat odhady parametr˚u. Blizˇsˇ´ı popis te´to
metody mu˚zˇeme opeˇt nale´zt v [14], str. 146–149.
Uvazˇujme posloupnost danou vztahem (2.5), kde εt jsou neza´visle´ stejneˇ
rozdeˇlene´ na´hodne´ velicˇiny s norma´ln´ım rozdeˇlen´ım N(0, σ2ε). Ma´me k dispozici
pozorova´n´ı X1, . . . , Xn. Z prˇedpokladu |ϕ| < 1 plyne, zˇe na´hodna´ velicˇina X1
ma´ norma´ln´ı rozdeˇlen´ı N
(
μ, σ
2
ε
1−ϕ2
)
. Da´le vid´ıme, zˇe podmı´neˇne´ rozdeˇlen´ı Xt |
Xt−1 je norma´ln´ı se strˇedn´ı hodnotou μ + ϕ(Xt−1 − μ) a rozptylem σ2ε . Odtud
snadno zjist´ıme, zˇe sdruzˇena´ hustota na´hodny´ch velicˇin X1, . . . , Xn je
f(x1, . . . , xn) =√
1− ϕ2
(2πσ2ε)
n/2
exp
{
− 1
2σ2ε
[(
1− ϕ2) (x1 − μ)2 + n∑
t=2
((xt − μ)− ϕ(xt−1 − μ))2
]}
.
Veˇrohodnostn´ı funkce L(ϕ, σ2ε , μ) ma´ stejny´ tvar jako funkce f(x1, . . . , xn).
Maxima´lneˇ veˇrohodne´ odhady jsou potom odhady, pro ktere´ veˇrohodnostn´ı
funkce naby´va´ maxima´ln´ı hodnoty v ra´mci vymezene´ho parametricke´ho oboru.
Hleda´n´ı maxima se prova´d´ı numericky, obvykle se pouzˇ´ıva´ Newtonova-Raph-
sonova iteracˇn´ı metoda.
2.4 Markovske´ rˇeteˇzce
Du˚lezˇita´ trˇ´ıda na´hodny´ch proces˚u s diskre´tn´ım cˇasem je tvorˇena Markovovy´mi
rˇeteˇzci. Protozˇe jsme doposud uvazˇovali pouze rea´lne´ na´hodne´ posloupnosti,
omez´ıme se i zde na situaci, kdy mnozˇina stav˚u rˇeteˇzce je tvorˇena prostorem
rea´lny´ch cˇ´ısel. Vsˇechny deﬁnice a veˇty lze vsˇak formulovat analogicky pro obec-
nou mnozˇinu stav˚u (viz [12]). Oznacˇme B borelovskou σ-algebru na R.
Deﬁnice 2.19. Rˇekneme, zˇe {Xt, t ∈ N0} je homogenn´ı Markov˚uv rˇeteˇzec
s prˇechodovy´m ja´drem P a pocˇa´tecˇn´ım rozdeˇlen´ım 	, pokud jeho konecˇneˇ
rozmeˇrna´ rozdeˇlen´ı splnˇuj´ı
P(X0 ∈ A0, . . . , Xn ∈ An) =∫
A0
. . .
∫
An
P (yn−1, An)P (yn−2, dyn−1) . . . P (y0, dy1)ρ(dy0)
pro vsˇechna n ∈ N0, A0, . . . , An ∈ B. Induktivneˇ deﬁnujeme prˇechodove´ ja´dro
n-te´ho rˇa´du jako
P n(x,A) =
∫
R
P (y, A)P n−1(x, dy) pro n ∈ N.
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Deﬁnice 2.20. Necht’ {Xt, t ∈ N0} je homogenn´ı Markov˚uv rˇeteˇzec s prˇecho-
dovy´m ja´drem P . Jestlizˇe existuje pravdeˇpodobnostn´ı mı´ra π takova´, zˇe
π(A) =
∫
R
P (x,A)π(dx) pro kazˇde´ A ∈ B,
nazy´va´ se staciona´rn´ı rozdeˇlen´ı dane´ho rˇeteˇzce.
Da´ se snadno uka´zat, zˇe pokud pocˇa´tecˇn´ı rozdeˇlen´ı je staciona´rn´ı rozdeˇlen´ı,
pak dany´ Markov˚uv rˇeteˇzec je striktneˇ staciona´rn´ı.
Deﬁnice 2.21. Markovsky´ rˇeteˇzec generovany´ prˇechodovy´m ja´drem P je re-
verzibiln´ı vzhledem k π, jestlizˇe∫
A
P (x,B)π(dx) =
∫
B
P (x,A)π(dx) pro kazˇde´ A,B ∈ B. (2.7)
Veˇta 2.22. Je-li markovsky´ rˇeteˇzec reverzibiln´ı vzhledem k pravdeˇpodobnostn´ı-
mu rozdeˇlen´ı π, potom π je staciona´rn´ı rozdeˇlen´ı.
D˚ukaz . Stacˇ´ı polozˇit A = R v (2.7). 
Deﬁnice 2.23. Necht’ ϕ je pravdeˇpodobnostn´ı mı´ra na R. Rˇekneme, zˇe mar-
kovsky´ rˇeteˇzec {Xt, t ∈ N0} je ϕ-nerozlozˇitelny´, jestlizˇe pro kazˇde´ x ∈ R
a A ∈ B s ϕ(A) > 0 je P n(x,A) > 0 pro neˇjake´ n ∈ N.
Veˇta 2.24. Necht’ Markov˚uv rˇeteˇzec {Xt, t ∈ N0} je ϕ-nerozlozˇitelny´, po-
tom existuje pravdeˇpodobnostn´ı mı´ra ψ tak, zˇe {Xt, t ∈ N0} je ψ-nerozlozˇitelny´
a pro libovolnou pravdeˇpodobnostn´ı mı´ru ϕ′ plat´ı, zˇe {Xt, t ∈ N0} je ϕ′-nero-
zlozˇitelny´ pra´veˇ tehdy, kdyzˇ ϕ′ je absolutneˇ spojita´ vzhledem k ψ.
D˚ukaz . [12], veˇta 12.
Deﬁnice 2.25. Rˇekneme, zˇe markovsky´ rˇeteˇzec je ψ-nerozlozˇitelny´, jestlizˇe je
ϕ-nerozlozˇitelny´ pro neˇjake´ ϕ a ψ je maxima´ln´ı ve smyslu veˇty 2.24.
Deﬁnice 2.26. Markov˚uv rˇeteˇzec, ktery´ je ψ-nerozlozˇitelny´ a ve ktere´m exis-
tuje staciona´rn´ı rozdeˇlen´ı, se nazy´va´ nenulovy´.
Deﬁnice 2.27. Markovsky´ rˇeteˇzec {Xt, t ∈ N0} je periodicky´, jestlizˇe existuje
q ∈ N, q > 1 a nepra´zdne´ disjunktn´ı mnozˇiny A0, . . . , Aq−1, Aq = A0 ∈ B tak,
zˇe P (x,Ai+1) = 1 pro kazˇde´ x ∈ Ai, i ∈ {0, . . . , q − 1}. V opacˇne´m prˇ´ıpadeˇ je
{Xt, t ∈ N0} neperiodicky´.
Deﬁnice 2.28. Rˇekneme, zˇe mnozˇina A je harrisovsky trvala´, kdyzˇ L(x,A) =
P(∃n : Xn ∈ A | X0 = x) = 1 pro kazˇde´ x ∈ A. Markovsky´ rˇeteˇzec {Xt, t ∈ N0}
nazveme harrisovsky trvaly´, jestlizˇe je ψ-nerozlozˇitelny´ a kazˇde´ A ∈ B splnˇuj´ıc´ı
ψ(A) > 0 je harrisovsky trvala´ mnozˇina.
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Deﬁnice 2.29. Je-li Markov˚uv rˇeteˇzec {Xt, t ∈ N0} harrisovsky trvaly´, nepe-
riodicky´ a nenulovy´, nazy´va´ se ergodicky´.
Deﬁnice 2.30. Rˇekneme, zˇe ergodicky´ Markov˚uv rˇeteˇzec {Xt, t ∈ N0} je geo-
metricky ergodicky´, pokud existuje λ ∈ [0, 1) a rea´lna´ integrovatelna´ funkce V
tak, zˇe
‖P n(x, ·)− π(·)‖TV ≤ V (x)λn pro kazˇde´ x ∈ R, n ∈ N,
kde π je staciona´rn´ı rozdeˇlen´ı a ‖ · ‖TV znacˇ´ı vzda´lenost meˇr v tota´ln´ı variaci.
Na za´veˇr uvedeme centra´ln´ı limitn´ı veˇtu pro geometricky ergodicke´ Marko-
vovy rˇeteˇzce (veˇta 17 v [12]).
Veˇta 2.31. Necht’ {Xt, t ∈ N0} je geometricky ergodicky´ markovsky´ rˇeteˇzec
se staciona´rn´ım rozdeˇlen´ım π. Meˇjme rea´lnou funkci h. Prˇedpokla´dejme, zˇe
bud’ Eπ |h(X)|2+ε =
∫ |h(x)|2+ε π(dx) < ∞ pro neˇjake´ ε > 0, nebo rˇeteˇzec je
reverzibiln´ı a Eπ h(X)
2 < ∞. Potom
1√
n
n∑
t=1
(h(Xt)− μ) D→ N
(
0,Δ2
)
,
kde μ = Eπ h(X) a Δ
2 =
∑∞
t=−∞ covπ(h(X0), h(Xt)), prˇicˇemzˇ z geometricke´
ergodicity plyne konecˇnost Δ2.
16
Kapitola 3
Odhad limitn´ıho rozptylu
Necht’ {Xt, t ∈ Z} je slabeˇ staciona´rn´ı na´hodna´ posloupnost. Prˇedpokla´dejme,
zˇe existuje limita
Δ2 = lim
n→∞
nVar X¯n.
Z veˇty 2.11 v´ıme, zˇe pokud
∑∞
t=−∞ |γt| < ∞, pak Δ2 =
∑∞
t=−∞ γt. Nasˇ´ım c´ılem
je naj´ıt odhad limitn´ıho rozptylu Δ2 na za´kladeˇ pozorova´n´ı X1, X2, . . . , Xn.
Uvedeme neˇkolik metod, ktere´ pak budeme v na´sleduj´ıc´ı kapitole porovna´vat
mezi sebou.
3.1 Spektra´ln´ı odhad
Pro prˇehlednost budeme zkracovat SO. Pouzˇijeme klasicke´ vy´beˇrove´ odhady
pro odhad rozptylu γ0 = VarX1 a kovarianc´ı γk = cov(Xt, Xt+k), vy´beˇrova´
autokovariancˇn´ı funkce je deﬁnova´na prˇedpisem
γˆk =
1
n
n−k∑
j=1
(Xj − X¯n)(Xj+k − X¯n) pro k = 0, 1, . . . , n− 1
a klademe γˆk = γˆ−k pro k < 0. Poznamenejme, zˇe vy´beˇrova´ autokovariancˇn´ı
funkce nen´ı nestranny´m odhadem autokovariancˇn´ı funkce, tj. E γˆk 	= γk.
Deﬁnice 3.1. Vzorec
γt =
∫ π
−π
eitλdF (λ) pro kazˇde´ t ∈ Z, (3.1)
kde F je zprava spojita´ neklesaj´ıc´ı ohranicˇena´ funkce na [−π, π], F (−π) = 0
a funkce F je rozkladem (3.1) urcˇena jednoznacˇneˇ, se nazy´va´ spektra´ln´ı rozklad
autokovariancˇn´ı funkce staciona´rn´ı na´hodne´ posloupnosti. Funkci F nazy´va´me
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spektra´ln´ı distribucˇn´ı funkc´ı na´hodne´ posloupnosti. Pokud existuje funkce f(λ)
pro λ ∈ [−π, π] takova´, zˇe F (λ) = ∫ λ−π f(x) dx (F je absolutneˇ spojita´), po-
tom f se nazy´va´ spektra´ln´ı hustota. Zrˇejmeˇ f = F ′.
Veˇta 3.2. Necht’ {Xt, t ∈ Z} je slabeˇ staciona´rn´ı na´hodna´ posloupnost s auto-
kovariancˇn´ı funkc´ı γ, pro kterou je
∑∞
t=−∞ |γt| < ∞. Potom spektra´ln´ı hustota
posloupnosti {Xt, t ∈ Z} existuje a je pro kazˇde´ λ ∈ [−π, π] rovna
f(λ) =
1
2π
∞∑
k=−∞
γke
−ikλ.
D˚ukaz . [14], veˇta 3.4, str. 32.
Z veˇty 2.11 plyne, zˇe
Δ2 = lim
n→∞
nVar X¯n
=
∞∑
t=−∞
γt = 2πf(0),
proto deﬁnujeme odhad
Δ̂2 = 2πfˆ(0). (3.2)
Prˇitom odhad spektra´ln´ı hustoty z´ıska´me na´sledovneˇ (viz naprˇ. [15])
fˆ(λ) =
1
2π
n−1∑
s=−(n−1)
w(s)γˆse
−isλ,
kde w(s) je vhodna´ va´hova´ funkce. Pro λ = 0 ma´me
fˆ(0) =
1
2π
n−1∑
s=−(n−1)
w(s)γˆs. (3.3)
Existuje mnoho pouzˇ´ıvany´ch voleb funkc´ı w(s), bohaty´ prˇehled lze nale´zt v [15],
my uvedeme dveˇ nejzna´meˇjˇs´ı v na´sleduj´ıc´ıch deﬁnic´ıch. Pozdeˇji jesˇteˇ naraz´ıme
na dalˇs´ı dveˇ volby.
Deﬁnice 3.3. Indika´torove´ okno je da´no prˇedpisem
wI(s) =
{
1, |s| ≤ m,
0, |s| > m,
kde m < n, viz obra´zek 3.1 (vlevo).
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Obra´zek 3.1: Na leve´m obra´zku mu˚zˇeme videˇt indika´torove´ okno a na prave´m
je zna´zorneˇno Bartlettovo okno
Deﬁnice 3.4. Barttletovo (troju´heln´ıkove´) okno je deﬁnova´no
wB(s) =
{
1− |s|
m
, |s| ≤ m,
0, |s| > m,
kde m < n, viz obra´zek 3.1 (vpravo).
Dosazen´ım (3.3) do (3.2) z´ıska´me odhady asymptoticke´ho rozptylu pro
indika´torove´ a Bartlettovo okno. Pro prˇehlednost budeme spektra´ln´ı odhad
vyuzˇ´ıvaj´ıc´ı indika´torove´ okno znacˇit SOI a odhad s Bartlettovy´m oknem SOB.
Poznamenejme, zˇe volba m = n − 1 u indika´torove´ho okna vede na Δ̂2 = 0.
Pro velke´ hodnoty s ma´me ma´lo dvojic pozorova´n´ı s rozd´ılem index˚u s, a tak
jsou odhady γˆs velmi neprˇesne´ a je lepsˇ´ı je nahradit nulou. Volba parametru m
ma´ podstatny´ vliv na kvalitu odhadu.
3.2 Neprˇekry´vaj´ıc´ı se podposloupnosti
Metoda popsana´ v te´to podkapitole je v literaturˇe nazy´va´na Nonoverlapping
batch means, pro prˇehlednost budeme znacˇit NBM. Staciona´rn´ı posloupnost
X1, . . . , Xn rozdeˇl´ıme do b neprˇekry´vaj´ıc´ıch se podposloupnost´ı (blok˚u) o stejne´
de´lce m, tj. b = n/m. Odhad asymptoticke´ho rozptylu spocˇ´ıta´me pomoc´ı
vy´beˇrove´ho rozptylu pr˚umeˇr˚u jednotlivy´ch podposloupnost´ı na´sledovneˇ
Δ̂2 =
m
b− 1
b∑
j=1
(X¯j,m − X¯n)2,
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kde b je pocˇet podposloupnost´ı, m je de´lka podposloupnost´ı,
X¯n =
1
n
n∑
i=1
Xi
je vy´beˇrovy´ pr˚umeˇr staciona´rn´ı na´hodne´ posloupnosti a vy´beˇrovy´ pr˚umeˇr X¯j,m
j-te´ podposloupnosti je da´n vztahem
X¯j,m =
1
m
m∑
k=1
X(j−1)m+k pro j = 1, 2, . . . , b.
Vychy´len´ı odhadu Δ̂2 oznacˇme
Bias Δ̂2 = EΔ̂2 −Δ2.
Tvrzen´ı 3.5. Pokud
∑∞
t=1 t|γt| < ∞, potom plat´ı
lim
m,n/m→∞
mBias Δ̂2 = −cb
∞∑
t=−∞
|t|γt, (3.4)
kde cb = 1.
D˚ukaz . Vychy´len´ı mu˚zˇeme rozepsat
E Δ̂2 −Δ2 =
(
E Δ̂2 − nVar X¯n
)
+
(
nVar X¯n −Δ2
)
.
Podle Proposition 2 v [20] je
m
(
E Δ̂2 − nVar X¯n
)
−→ −cb
∞∑
t=−∞
|t|γt pro m →∞, n/m →∞.
Z veˇty 2.12 z´ıska´va´me
m
(
nVar X¯n −Δ2
)
= −m
n
Γ¯Δ2 + mo(n−1) −→ 0 pro m →∞, n/m →∞.
T´ım jsme doka´zali (3.4). 
Existuj´ı r˚uzne´ postacˇuj´ıc´ı podmı´nky na momenty a mixing koeﬁcienty na´-
hodne´ posloupnosti, za ktery´ch mu˚zˇeme vyja´drˇit asymptoticke´ chova´n´ı rozptylu
odhadu. Jako prˇ´ıklad uved’me vy´sledek pro ϕ-mixing staciona´rn´ı na´hodnou
posloupnost {Xt, t ∈ Z}. Pro k ∈ N deﬁnujeme
ϕ(k) = sup{|P (B | A)− P (B)| : A ∈ F1−∞, B ∈ F∞k−1},
kde F ba = σ{Xt, a < t < b}.
20
Tvrzen´ı 3.6. Nech staciona´rn´ı na´hodna´ posloupnost {Xt, t ∈ Z} splnˇuje
EX120 < ∞ a ϕ(k) = O(k−9). Potom
lim
m,n/m→∞
n
m
Var Δ̂2 = cv(Δ
2)2, (3.5)
kde cv = 2.
D˚ukaz . [7], Theorem 2.
Kombinac´ı prˇedchoz´ıch dvou tvrzen´ı z´ıska´me asymptoticke´ chova´n´ı strˇedn´ı
cˇtvercove´ chyby
MSE Δ̂2 = E(Δ̂2 −Δ2)2.
Tvrzen´ı 3.7. Pokud plat´ı prˇedpoklady tvrzen´ı 3.5 a 3.6, potom
MSE Δ̂2 =
(cbΓ¯Δ
2)2
m2
+
mcv(Δ
2)2
n
+ o
(
1
m2
)
+ o
(m
n
)
.
D˚ukaz . Rozepiˇsme strˇedn´ı cˇtvercovou chybu
MSE Δ̂2 = E
(
Δ̂2 −Δ2
)2
=
(
E Δ̂2 −Δ2
)2
+ E
(
Δ̂2 − EΔ2
)2
=
(
Bias Δ̂2
)2
+ Var Δ̂2. (3.6)
Postupny´mi u´pravami (3.4) z´ıska´me
mBias Δ̂2 = −cbΓ¯Δ2 + o(1),
Bias Δ̂2 = −cbΓ¯Δ
2
m
+ o
(
1
m
)
,(
Bias Δ̂2
)2
=
(cbΓ¯Δ
2)2
m2
+ o
(
1
m2
)
.
Z (3.5) ma´me
n
m
Var Δ̂2 = cvΔ
4 + o(1),
Var Δ̂2 =
m
n
cvΔ
4 + o
(m
n
)
.
Potom dosazen´ım do (3.6)
MSE Δ̂2 =
(cbΓ¯Δ
2)2
m2
+
m
n
cvΔ
4 + o
(
1
m2
)
+ o
(m
n
)
.

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3.3 Prˇekry´vaj´ıc´ı se podposloupnosti
Zobecneˇn´ım prˇedcha´zej´ıc´ıho postupu dostaneme metodu, ktera´ je v literaturˇe
nazy´va´na Overlapping batch means, pro prˇehlednost ji budeme znacˇit OBM.
V te´to metodeˇ vyb´ıra´me ze staciona´rn´ı posloupnosti vsˇechny podposloupnosti
i ty, ktere´ se prˇekry´vaj´ı, tj. i-ta´ podposloupnost de´lky m se skla´da´ z pozorova´n´ı
Xi, Xi+1, . . . , Xi+m−1, kde i = 1, 2, . . . , n + m− 1.
Necht’ X¯n je vy´beˇrovy´ pr˚umeˇr staciona´rn´ı na´hodne´ posloupnosti a spocˇ´ıtej-
me
X¯i,m =
1
m
m−1∑
k=0
Xi+k pro i = 1, 2, . . . , n−m + 1.
Potom limitn´ı rozptyl odhadneme na´sleduj´ıc´ım zp˚usobem
Δ̂2 =
m
n−m + 1
n−m+1∑
i=1
(
X¯i,m − X¯n
)2
. (3.7)
Tento odhad je specia´ln´ım prˇ´ıpadem metody subsampling urcˇene´ pro odha-
dova´n´ı rozptylu obecny´ch statistik (ne jenom vy´beˇrove´ho pr˚umeˇru), detaily
o te´to metodeˇ lze nale´zt v [13]. Jina´ metoda, ktera´ umozˇnˇuje odhadnout rozptyl
dane´ statistiky, je blokovy´ bootstrap, ktery´ byl navrzˇeny´ v [9]. Odhad limitn´ıho
rozptylu Δ2 z´ıskany´ na za´kladeˇ blokove´ho bootstrapu se liˇs´ı od (3.7) pouze t´ım,
zˇe mı´sto X¯n se odecˇ´ıta´ jiny´ odhad strˇedn´ı hodnoty:
μˆ =
1
m(n−m + 1)
n∑
t=1
Xt(min(t− 1, n−m)−max(t−m, 0) + 1),
viz [9], (3.14).
Existuj´ı r˚uzne´ modiﬁkace odhadu (3.7), ktere´ se liˇs´ı volbou normuj´ıc´ı kon-
stanty, naprˇ. v [10] je navrzˇeny´ odhad
m
n− 2m + 1
n−m+1∑
i=1
(
X¯i,m − X¯n
)2
,
zat´ımco v [6] mu˚zˇeme nale´zt odhad
mn
(n−m)(n−m + 1)
n−m+1∑
i=1
(
X¯i,m − X¯n
)2
,
ktery´ je nestranny´m odhadem nVar X¯n v prˇ´ıpadeˇ neza´visly´ch a stejneˇ rozdeˇ-
leny´ch na´hodny´ch velicˇin.
Pro odhad metodou OBM plat´ı tvrzen´ı 3.5–3.7 s konstantami cb = 1 a cv =
4/3 (viz [20]).
22
●●
●
●
●
●
●
●
●
●
●
0 2 4 6 8 10
−0
.2
0.
0
0.
2
0.
4
k
S1
(k
)
−0
.4
−0
.3
−0
.2
−0
.1
0.
0
0.
1
t
T1
(t)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Obra´zek 3.2: Ilustrace deﬁnice odhadu metodou plochy pod standardizovanou
cˇasovou rˇadou: vlevo jsou zna´zorneˇny hodnoty S1(k) pro k = 0, . . . , 10 a vpravo
je trajektorie prˇ´ıslusˇne´ho procesu T1(t), 0 ≤ t ≤ 1
3.4 Plocha standardizovane´ cˇasove´ rˇady
Na´sleduj´ıc´ı metoda je v literaturˇe nazy´va´na Standardized time series area, pro
prˇehlednost budeme znacˇit STSA. Pozorova´n´ı X1, X2, . . . , Xn rozdeˇl´ıme jako
v prˇ´ıpadeˇ metody NBM do b neprˇekry´vaj´ıc´ıch se blok˚u o stejne´ de´lce m, tedy
b = n/m. Necht’
X¯i,k =
1
k
k∑
j=1
X(i−1)m+j pro i = 1, . . . , b a k = 1, . . . ,m.
Polozˇme
Si(k) = X¯i,m − X¯i,k
a Si(0) = 0, potom ESi(k) = 0 pro k = 0, . . . ,m, tato posloupnost je centro-
vana´. Bud’ na´hodny´ proces
Ti(t) =
mtSi (mt)
Δ
√
m
, 0 ≤ t ≤ 1.
Da´le deﬁnujme statistiku Ai, ktera´ je u´meˇrna´ plosˇe pod Ti(t), viz obra´zek 3.2,
Ai = Δ
√
m
m∑
k=1
Ti (k/m) pro i = 1, . . . , b.
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Ekvivalentneˇ lze Ai prˇepsat jako
Ai =
m∑
k=1
(
k − m + 1
2
)
X(i−1)m+k.
Odhad asymptoticke´ho rozptylu Δ2 z´ıska´me na´sledovneˇ
Δ̂2 =
12
b(m3 −m)
b∑
i=1
A2i .
Tuto metodu popsal Lee Schruben roku 1983, viz [17]. Tvrzen´ı 3.5–3.7 plat´ı
s konstantami cb = 3 a cv = 2 (viz [20]).
3.5 Optima´ln´ı de´lka podposloupnosti
V metoda´ch vyuzˇ´ıvaj´ıc´ıch podposloupnosti je potrˇeba zvolit de´lku podposloup-
nosti m. Optima´ln´ı volba za´vis´ı na pocˇtu pozorova´n´ı a vlastnostech uvazˇovane´
na´hodne´ posloupnosti. Oznacˇme m∗ jako optima´ln´ı de´lku podposloupnosti,
ktera´ minimalizuje strˇedn´ı cˇtvercovou chybu MSE Δ̂2. Nasˇ´ı snahou je odhad-
nout m∗ z dat, ktere´ ma´me k dispozici.
Bu¨hlmann a Ku¨nsch [3] navrhli algoritmus pro nalezen´ı odhadu optima´ln´ı
de´lky bloku v prˇ´ıpadeˇ metody blokove´ho bootstrapu. Abychom mohli tento
algoritmus uve´st, mus´ıme nejdrˇ´ıve deﬁnovat pojmy Tukeyho-Hanningovo a ko-
sinove´ okno.
Deﬁnice 3.8. Kosinove´ okno z´ıska´me na´sleduj´ıc´ım zp˚usobem
wC(s) =
⎧⎨⎩
0, |s| < 0,8,
[1 + cos (5(s− 0,8)π)] /2, 0,8 ≤ |s| ≤ 1,
1, |s| > 1.
Tukeyho-Hanningovo okno je deﬁnova´no jako
wTH(s) =
{
[1 + cos(πs)]/2, |s| ≤ 1,
0, |s| > 1.
Nyn´ı mu˚zˇeme uve´st jizˇ zminˇovany´ algoritmus.
Algoritmus (Bu¨hlmann a Ku¨nsch)
1. Spocˇteˇme vy´beˇrove´ autokovariance
γˆk =
1
n
n−|k|∑
i=1
(Xi − X¯n)(Xi+|k| − X¯n), k = −n + 1, . . . , n− 1,
24
2. polozˇme b0 = 1/n, pro j = 1, 2, 3, 4 spocˇteˇme
bj =
1
n1/3
( ∑n−1
k=−n+1 γˆ
2
k
6
∑n−1
k=−n+1 wC(kbj−1n
4/21)2k2γˆ2k
)1/3
,
3. odhad m̂∗BK de´lky m
∗ je nejblizˇsˇ´ı cela´ cˇa´st bˆ−1, kde
bˆ =
1
n1/3
(
2
[∑n−1
k=−n+1 wTH(kb4n
4/21)γˆk
]2
3
[∑n−1
k=−n+1 wC(kb4n
4/21)|k|γˆk
]2
)1/3
.
Tato metoda pro odhad optima´ln´ı de´lky podposloupnosti nen´ı samozrˇejmeˇ
jedina´, nyn´ı uvedeme dalˇs´ı metodu, jak lze odhadnout optima´ln´ı de´lku m∗
pro staciona´rn´ı posloupnosti. Mu˚zˇeme ji nale´zt v [18] a [20]. Je zalozˇena na
minimalizaci asymptoticke´ho vyja´drˇen´ı strˇedn´ı cˇtvercove´ chyby z tvrzen´ı 3.7.
Nalezen´ım minima funkce
(cbΓ¯Δ
2)2
m2
+
mcv(Δ
2)2
n
obdrzˇ´ıme asymptotickou aproximaci pro optima´ln´ı m. Polozˇ´ıme-li prvn´ı deri-
vaci podle m rovnou nule(
(cbΓ¯Δ
2)2
m2
+
mcvΔ
4
n
)′
=
−2(cbΓ¯Δ2)2
m3
+
cvΔ
4
n
= 0,
tak dostaneme
m̂∗ =
(
2n
(
c2b
cv
)
Γ¯2
)1/3
. (3.8)
Jelikozˇ druha´ derivace naby´va´ kladny´ch hodnot, mu˚zˇeme prohla´sit, zˇe jsme
nasˇli globa´ln´ı minimum, tedy m̂∗ minimalizuje vedouc´ı cˇleny z vyja´drˇen´ı strˇedn´ı
cˇtvercove´ chyby MSE Δ̂2. Abychom nedostali nenulovou celocˇ´ıselnou optima´ln´ı
de´lku podposloupnosti, tak vezmeme za asymptoticky optima´ln´ı m horn´ı celou
cˇa´st (3.8). Tato aproximace by byla pouzˇitelna´ pouze, kdybychom znali teˇzˇiˇsteˇ
Γ¯. U autoregresn´ı posloupnosti prvn´ıho rˇa´du AR(1) v´ıme, zˇe ρt = ϕ
|t|, proto na´-
sleduj´ıc´ı u´pravou z´ıska´me
Γ¯ =
2
∑∞
t=1 tρt
1 + 2
∑∞
t=1 ρt
=
2
∑∞
t=1 tϕ
t
1 + 2
∑∞
t=1 ϕ
t
=
2ϕ
1− ϕ2 . (3.9)
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Obra´zek 3.3: Asymptoticke´ aproximace (3.10) optima´ln´ıch de´lek m∗ r˚uzny´ch
metod pro AR(1) v za´vislosti na parametru ϕ, de´lka posloupnosti je n = 1000
Dosazen´ım (3.9) do (3.8) z´ıska´me odhad optima´ln´ı de´lky podposloupnosti ve
tvaru
m̂∗ =
(
2n
(
c2b
cv
)(
2ϕ
1− ϕ2
)2)1/3
. (3.10)
S rostouc´ı absolutn´ı hodnotou ϕ (silneˇjˇs´ı korelace v na´hodne´ posloupnosti) roste
hodnota m̂∗. Pro blizˇsˇ´ı prˇedstavu jsme vytvorˇili obra´zek 3.3, kde mu˚zˇeme videˇt
odhady optima´ln´ıch de´lek podposloupnost´ı pro r˚uzne´ hodnoty ϕ a pro r˚uzne´
metody odhadu asymptoticke´ho rozptylu. Parametry cb a cv, ktere´ se vysky-
tuj´ı v tvrzen´ı 3.5 a tvrzen´ı 3.6, jsou da´ny asymptoticky´m chova´n´ım odhad˚u.
Hodnoty pro jednotlive´ metody jsou shrnuty v tabulce 3.1.
Protozˇe obvykle teˇzˇiˇsteˇ autokovariancˇn´ı funkce nezna´me, mus´ıme ho od-
hadnout. Na´sleduj´ıc´ı algoritmus pro vy´pocˇet odhadu m∗ pocha´z´ı z cˇla´nku [18].
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Tabulka 3.1: Hodnoty parametr˚u cb a cv pro vy´pocˇet odhadu optima´ln´ı de´lky
podposloupnost´ı u metod NBM, OBM a STSA
NBM OBM STSA
cb 1 1 3
cv 2 4/3 2
Algoritmus (Song)
1. polozˇme m0 = 0, σ = (1/n)
1/2,
2. spocˇteˇme vy´beˇrovou autokorelacˇn´ı funkci
ρˆk =
1
n
∑n−k
j=1 (Xj − X¯n)(Xj+k − X¯n)
1
n
∑n
j=1(Xj − X¯n)2
pro k = m0 + 1, . . . ,m0 + q,
3. pokud |ρˆk| ≤ pσ, k = m0 +1, . . . ,m0 + q prˇejdeˇme na krok 5 a ukoncˇeme
algoritmus, jinak
4. m0 = m0 + 1,
σ =
(
σ2 +
2ρˆ2m0
n
)1/2
,
spocˇteˇme ρˆm0+q a vrat’me se do kroku 3,
5. odhad optima´ln´ı de´lky podposloupnosti je
m̂∗S = 1 +
(
2n
(
c2b
cv
)(
2
∑m0
h=1 hρˆh
1 + 2
∑m0
h=1 ρˆh
)2)1/3
.
Doporucˇena´ volba parametr˚u je 2 ≤ p ≤ 4 a q ≥ max{3, r}, kde r je odhad
sezo´nn´ı periody. Hodnota m0 uda´va´, kolik autokorelac´ı pouzˇijeme v odhadu Γ¯.
Dosazen´ım tohoto odhadu do (3.8) pak z´ıska´me m̂∗S.
3.6 Parametricky´ odhad
Zvol´ıme model cˇasove´ rˇady, ktery´ odpov´ıda´ pozorovane´ posloupnosti a odhad-
neme jeho parametry. Ty pak dosad´ıme do vyja´drˇen´ı teoreticke´ho asympto-
ticke´ho rozptylu. Pro tento typ odhadu pouzˇijeme zkratku PO.
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Naprˇ´ıklad pro posloupnost danou vztahem (2.5) mu˚zˇeme parametry ϕ, σ2ε
a μ odhadnout metodami popsany´mi v podkapitole 2.3. Protozˇe v prˇ´ıpadeˇ
autoregresn´ı posloupnosti AR(1) je
γk =
σ2ε
1− ϕ2ϕ
|k|,
ma´ limitn´ı rozptyl tvar
Δ2 = σ2ε
1
(1− ϕ)2 .
Odhad limitn´ıho rozptylu tedy z´ıska´me jako
Δ̂2 = σ̂2ε
1
(1− ϕˆ)2 ,
kde σ̂2ε je odhad rozptylu σ
2
ε b´ıle´ho sˇumu a ϕˆ je odhad parametru ϕ v AR(1).
Pro odhad asymptoticke´ho rozptylu tak nepotrˇebujeme zna´t odhad parametru
μ.
V prˇ´ıpadeˇ posloupnosti klouzavy´ch soucˇt˚u MA(n) ma´ limitn´ı rozptyl tvar
Δ2 = σ2ε (θ0 + θ1 + . . . + θn)
2 .
Pokud θˆ0, . . . , θˆn jsou odhady parametr˚u θ0, . . . , θn, pak odhad limitn´ıho roz-
ptylu z´ıska´me jednodusˇe dosazen´ım
Δ̂2 = σ̂2ε
(
θˆ0 + . . . + θˆn
)2
.
3.7 Odhad pro Markovovy rˇeteˇzce
Veˇta 3.9. Pro staciona´rn´ı, ψ-nerozlozˇitelny´ a reverzibiln´ı Markov˚uv rˇeteˇzec
s autokovariancemi γt vezmeˇme Γt = γ2t + γ2t+1, t ∈ N0, soucˇty dvojic po so-
beˇ jdouc´ıch autokovarianc´ı. Potom Γt je kladna´, klesaj´ıc´ı a konvexn´ı funkce
promeˇnne´ t ∈ N0.
D˚ukaz . [5], Theorem 3.1.
Tuto veˇtu pouzˇijeme pro konstrukci odhadu asymptoticke´ho rozptylu
Δ2 =
∞∑
t=−∞
γt = −γ0 + 2
∞∑
t=0
Γt.
Z odhad˚u hodnot autokovariancˇn´ı funkce γt mu˚zˇeme dostat odhady cˇlen˚u po-
sloupnosti Γt:
Γˆt = γˆ2t + γˆ2t+1 pro t = 0, . . . , (n− 2)/2 .
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Obra´zek 3.4: Na grafu je zna´zorneˇna cˇervenou barvou monoto´nn´ı posloupnost
pro Γˆt a modrou barvou je zna´zorneˇna konvexn´ı monoto´nn´ı posloupnost pro Γˆt
Protozˇe veˇty 3.9 v´ıme, zˇe Γt > 0 pro kazˇde´ t, vezmeme nejveˇtsˇ´ı m ∈ N0,
pro ktere´ jesˇteˇ posloupnost Γˆt naby´va´ kladny´ch hodnot, tj.
Γˆt > 0 pro t = 0, . . . ,m.
Odhad limitn´ıho rozptylu ma´ pak tvar
Δ̂2 = −γˆ0 + 2
m∑
t=0
Γˆt. (3.11)
Tento odhad funguje veˇtsˇinou velmi dobrˇe, ale mu˚zˇe nastat situace, zˇe od-
hady hodnot autokovariancˇn´ı funkci jsou kladne´ pro mnoho cˇlen˚u, a tak po-
sloupnost Γˆt, t = 0, . . . ,m nemus´ı by´t monoto´nn´ı nebo konvexn´ı. Eliminac´ı
teˇchto negativn´ıch vlastnost´ı mu˚zˇeme z´ıskat lepsˇ´ı odhady. Prˇedevsˇ´ım mu˚zˇeme
zmensˇit neˇktere´ cˇleny posloupnosti Γˆ0, . . . , Γˆm tak, abychom dostali monoto´nn´ı
posloupnost. Mu˚zˇeme pokracˇovat da´le a opeˇt neˇktere´ cˇleny zmensˇit tak, aby-
chom obdrzˇeli konvexn´ı posloupnost, hleda´me vlastneˇ nejveˇtsˇ´ı konvexn´ı mino-
rantu posloupnosti Γˆ0, . . . , Γˆm, 0. Oba postupy jsou pro lepsˇ´ı prˇedstavu zna´zor-
neˇny na obra´zku 3.4. Celkem tak ma´me trˇi r˚uzne´ odhady tvaru (3.11): jeden
zalozˇen na kladne´ posloupnosti (oznacˇ´ıme zkra´ceneˇ OMCHp), druhy´ zalozˇen
na kladne´ klesaj´ıc´ı posloupnosti (OMCHm) a trˇet´ı na kladne´ klesaj´ıc´ı konvexn´ı
posloupnosti (OMCHc) odhad˚u Γˆ0, . . . , Γˆm.
Vy´hodou te´to metody je, zˇe nen´ı potrˇeba volit hodnotu parametru m, jed-
nodusˇe ji z´ıska´me d´ıky uvedeny´m pravidl˚um.
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Obra´zek 3.5: Na leve´m grafu je zna´zorneˇna posloupnost ak = k
2 pro k =
1, . . . , 1 000 a na prave´m grafu vid´ıme posloupnost ti =
⌊√
i
⌋2
pro i =
1, . . . , 1 000
3.8 Rekurzivn´ı odhad
Nejdrˇ´ıve prˇedpokla´dejme, zˇe μ = 0. Vezmeˇme rostouc´ı posloupnost prˇirozeny´ch
cˇ´ısel {ak, k ∈ N} takovou, zˇe a1 = 1 a ak+1 − ak → ∞ pro k → ∞. De-
ﬁnujme dalˇs´ı posloupnost {ti, i ∈ N} jako ti = ak pro ak ≤ i < ak+1, tj.
ti = max {ak : ak ≤ i}, i ∈ N. Jako jednoduchy´ prˇ´ıklad polozˇme ak = k2, po-
tom ti =
⌊√
i
⌋2
. Pro lepsˇ´ı prˇedstavu uva´d´ıme graﬁckou podobu tohoto prˇ´ıkladu
na obra´zku 3.5. Pro na´hodnou posloupnost X1, . . . , Xn deﬁnujeme
Vn =
n∑
i=1
W 2i , (3.12)
kde Wi = Xti + Xti+1 + . . . + Xi a da´le deﬁnujeme
vn =
n∑
i=1
li,
kde li = i − ti + 1. Opeˇt pro lepsˇ´ı prˇedstavu uva´d´ıme graf posloupnosti li pro
prˇ´ıpad ak = k
2 na obra´zku 3.6. Odhad limitn´ıho rozptylu spocˇ´ıta´me na´sledovneˇ
Δ̂2 =
Vn
vn
.
Na rozd´ıl od odhad˚u limitn´ıho rozptylu pomoc´ı podposloupnost´ı maj´ı u te´to
metody r˚uzne´ podposloupnosti r˚uzne´ de´lky.
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Obra´zek 3.6: Na leve´m grafu je zna´zorneˇna posloupnost li = i− ti + 1 pro i =
1, . . . , 1 000, kde ti =
⌊√
i
⌋2
a na prave´m grafu vid´ıme posloupnost vk =
∑k
i=1 li
pro k = 1, . . . , 1 000, jedna´ se o li a vk navazuj´ıc´ı na obra´zek 3.5
Prˇedpokla´dejme, zˇe ak ≤ i < ak+1, potom ti = ak a Wi = Xti + Xti+1 +
. . . + Xi. Pokud i + 1 	= ti+1, potom Wi+1 = Wi + Xi+1. Pokud i + 1 = ti+1,
potom ti+1 = ak+1 a Wi+1 = Xi+1. Kombinac´ı teˇchto dvou pravidel z´ıska´me
Wi+1 = Wi I[i+1 =ti+1] +Xi+1.
Na za´kladeˇ vsˇech teˇchto vlastnost´ı dosta´va´me na´sleduj´ıc´ı algoritmus.
Algoritmus 1
V kroku i ma´me k dispozici i, ti, vi, Vi, Wi, krok i + 1 z´ıska´me na´sledovneˇ
1. kdyzˇ i + 1 = ti+1, potom Wi+1 = Xi+1,
kdyzˇ i + 1 	= ti+1, potom Wi+1 = Wi + Xi+1,
2. Vi+1 = Vi + W
2
i+1,
3. vi+1 = vi + (i + 2− ti+1),
4. Δ̂2 (i + 1) = Vi+1/vi+1.
Pote´ Δ̂2 (i + 1) je odhad Δ2 na za´kladeˇ pozorova´n´ı X1, . . . , Xi+1. Vy´sledny´
odhad je Δ̂2(n).
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K implementaci tohoto algoritmu potrˇebujeme zvolit prˇ´ıslusˇnou posloup-
nost {ak, k ∈ N}. Jako jednoduche´ rˇesˇen´ı se nab´ız´ı zvolit a1 = 1 a
ak = max (1, ckp) pro k ≥ 2,
kde c > 0 a p > 1 jsou konstanty. Nyn´ı je potrˇeba z´ıskat posloupnost {ti, i ∈ N},
v´ıme ak ≤ i < ak+1, potom
ckp − 1 < ckp ≤ i ≤ c (k + 1)p − 1 ≤ c (k + 1)p − 1.
Rˇesˇen´ım nerovnice pro k = ki a osˇetrˇen´ım prˇ´ıpadu c ≥ i + 1 (ki by bylo rovno
nule), z´ıska´va´me
ti = aki , kde ki = max
(
1,
⌈(
c−1 (i + 1)
)1/p⌉− 1) . (3.13)
Algoritmus 1 nen´ı dobrˇe pouzˇitelny´ v praxi, je potrˇeba, aby posloupnost Wi
byla centrovana´, ale strˇedn´ı hodnotu μ nezna´me, proto Vn deﬁnovane´ vztahem
(3.12) uprav´ıme na´sleduj´ıc´ım zp˚usobem
V ′n =
n∑
i=1
(W ′i )
2
,
kde W ′i = Xti +Xti+1 + . . .+Xi− liX¯n a li = i− ti+1. Poznamenejme, zˇe plat´ı
(W ′i )
2 −W 2i =
(
liX¯n
)2 − 2liWiX¯n.
Pro vy´pocˇet V ′n je vhodne´ zave´st
Un =
n∑
i=1
liWi a qn =
n∑
i=1
l2i .
Potom z´ıska´va´me
n∑
i=1
W ′i =
n∑
i=1
W 2i −
(
X¯n
)2 n∑
i=1
l2i + 2X¯n
n∑
i=1
liWi,
V ′n = Vn − 2UnX¯n + qn
(
X¯n
)2
.
Algoritmus 1 mu˚zˇeme nyn´ı modiﬁkovat.
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Algoritmus 2
V kroku i ma´me k dispozici i, ti, vi, qi, Ui, Vi, Wi, X¯i, krok i + 1 z´ıska´me
na´sledovneˇ
1. X¯i+1 =
(
iX¯i + Xi+1
)
/ (i + 1),
2. qi+1 = qi + (i + 2− ti+1)2,
3. vi+1 = vi + (i + 2− ti+1),
4. Wi+1 = Wi I[i+1 =ti+1] +Xi+1,
5. Vi+1 = Vi + W
2
i+1,
6. Ui+1 = Ui + (i + 2− ti+1)Wi+1,
7. V ′i+1 = Vi+1 − 2Ui+1X¯i+1 + qi+1(X¯i+1)2,
8. Δ̂2 (i + 1) = V ′i+1/vi+1.
Vy´hodou tohoto algoritmu je, zˇe s kazˇdy´m dalˇs´ım pozorova´n´ım nemus´ıme
vy´pocˇet prova´deˇt znovu jako v prˇedchoz´ıch metoda´ch, stacˇ´ı vyuzˇ´ıt rekurze.
Zkra´ceneˇ budeme vy´sledny´ odhad oznacˇovat RO.
Asymptoticke´ vlastnosti rekurzivn´ıho odhadu
V te´to podkapitole se budeme veˇnovat vlastnostem konvergence rekurzivn´ıho
odhadu Δ2. Prˇedpokla´dejme, zˇe {Xt, t ∈ Z} je kauza´ln´ı na´hodny´ proces
Xt = g(. . . , εt−1, εt), (3.14)
kde {εi, i ∈ Z} jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny a g je meˇrˇitelna´
funkce takova´, zˇe {Xt, t ∈ Z} je dobrˇe deﬁnovana´ staciona´rn´ı na´hodna´ posloup-
nost. Prˇ´ıkladem mu˚zˇe by´t kauza´ln´ı linea´rn´ı proces (2.4). Za´pis (3.14) mu˚zˇe by´t
interpretova´n jako fyzika´ln´ı syste´m, kde Ft = (. . . , εt−1, εt) je vstup, g je ﬁltr
a Xt je vy´stup. Bud’te ε
′
0, εj, j ∈ Z neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny,
F ′0 = (. . . , ε−2, ε−1, ε′0) a bud’ gt(F0) = E (g(Ft)|F0). Pro p ≥ 1 deﬁnujeme
fyzika´ln´ı meˇrˇen´ı za´vislosti
δp(t) = ‖Xt −X ′t‖p ,
kde X ′t = g (F ′0, ε1, . . . , εt−1, εt). Da´le deﬁnujme predikcˇn´ı meˇrˇen´ı za´vislosti
ωp(t) = ‖gt (F0)− gt (F ′0)‖p .
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Veˇta 3.10. Bud’ ak = ckp, k ∈ N, kde c > 0 a p > 1.
(i) Prˇedpokla´dejme, zˇe Xi ∈ Lα pro neˇjake´ α ∈ (2, 4], EXi = 0 a
∞∑
j=0
δα(j) < ∞. (3.15)
Potom
‖Vn − EVn‖α/2 = O
(
n3/2−3/(2p)+2/α
)
.
(ii) Prˇedpokla´dejme, zˇe Xi ∈ Lα pro neˇjake´ α > 4, EXi = 0 a plat´ı (3.15).
Potom
lim
n→∞
‖Vn − EVn‖2
n2−3/(2p)
=
Δ2p2c3/(2p)√
12p− 9 .
(iii) Pokud Xi ∈ L2, EXi = 0 a pro q ∈ (0, 1]
∞∑
j=0
jqω(j) < ∞. (3.16)
Potom
EVn − vnΔ2 = O
(
n1+(1−q)(1−1/p)
)
.
Za platnosti podmı´nek (3.15) a (3.16) ma´me ‖Vn − vnΔ2‖α/2 = O(nΦ),
kde Φ = max(3/2− 3/(2p) + 2/α, 1 + (1− q)(1− 1/p)).
D˚ukaz . [21], Theorem 2.
Tato veˇta na´s vede k tomu, jak nejle´pe vybrat parametr p, dobra´ volba
tohoto parametru minimalizuje Φ = Φ(p). Rˇesˇ´ıme tedy rovnici
3
2
− 3
2p
+
2
α
= 1 + (1− q)
(
1− 1
p
)
a z´ıska´va´me
p =
1
2
+ q
q − 1
2
+ 2
α
.
Du˚sledek 3.11. Bud’ p = (1/2+ q)/(q− 1/2+2/α). Za prˇedpoklad˚u veˇty 3.10
plat´ı ∥∥∥∥Vnvn −Δ2
∥∥∥∥
α/2
= O
(
n2/α−1/2−1/(2p)
)
.
Specia´lneˇ pokud zvol´ıme α = 4 a q = 1, je p = 3/2 a∥∥∥∥Vnvn −Δ2
∥∥∥∥
2
= O
(
n−1/3
)
.
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Pozna´mka 3.12. Protozˇe ak+1 − ak ∼ cpkp−1 a z rovnice (3.13) ma´me kn ∼
(n/c)1/p pro kn takove´, zˇe tn = akn , elementa´rn´ı u´pravou lze z´ıskat
vtn ∼
kn∑
i=1
(ai+1 − ai)
2
∼ k
2p−1
n c
2p2
4p− 2
∼ 9k
2
nc
2
16
∼ vn.
(3.17)
Symbolem ak ∼ bk mı´n´ıme ak/bk → 1 prˇi k →∞.
Proble´my implementace algoritmu
Prˇedpokla´dejme, zˇe (3.16) plat´ı pro q = 1 a (3.15) plat´ı pro α > 4. Vezmeˇme
opeˇt posloupnost ak = ckp, k ∈ N. Pro implementaci algoritmu 2 je potrˇeba
zvolit parametry c a p, vzhledem k d˚usledku 3.11 bereme p = 3/2.
Splneˇn´ı podmı´nky (3.16) pro q = 1 zarucˇuje
∑∞
t=1 t|γt| < ∞ a z veˇty 2.12
plyne
EW 2i − liΔ2 = −
∞∑
t=−∞
|t|γt + o(1) pro li →∞.
Tedy EVn − vnΔ2 = −nΓ¯Δ2 + o(n). Za pomoci (3.17) a veˇty 3.10 (ii)
MSE
Vn
vn
=
∥∥∥∥Vnvn −Δ2
∥∥∥∥2
2
=
‖Vn − EVn‖22 + (EVn − vnΔ2)2
v2n
∼ 16Δ
4
9kn
+
256Γ¯2Δ4n2
81c4k4n
∼ Δ4
(
16c2/3
9
+ Γ¯2
256
81c4/3
)
n−2/3. (3.18)
Optima´ln´ı hodnota parametru c minimalizuje strˇedn´ı cˇtvercovou chybu odhadu
Vn/vn. Z (3.18) dosta´va´me asymptotickou aproximaci
ĉ∗ =
4
√
2Γ¯
3
.
Podobneˇ jako u volby parametru m v metoda´ch zalozˇeny´ch na podvy´beˇrech
mus´ıme teˇzˇiˇsteˇ Γ¯ odhadnout. Jako odhad optima´ln´ı volby parametru c Wu
ve sve´m cˇla´nku [21] doporucˇuje
ĉ∗ =
(
4λˆ∗
3
)3/2
, (3.19)
kde λˆ∗ = m̂∗BK/n
1/3 a m̂∗BK je hodnota, kterou obdrzˇ´ıme pomoc´ı Bu¨hlmannova
a Ku¨nschova algoritmu. S touto volbou je strˇedn´ı cˇtvercova´ chyba asymptoticky
4/3 kra´t veˇtsˇ´ı nezˇ strˇedn´ı cˇtvercova´ chyba odhadu metodou OBM.
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Kapitola 4
Porovna´n´ı metod odhadu
Abychom z´ıskali lepsˇ´ı prˇedstavu o kvaliteˇ odhad˚u uvedeny´ch v prˇedchoz´ı ka-
pitole v prˇ´ıpadeˇ konecˇne´ho pocˇtu pozorova´n´ı, rozhodli jsme se porovnat jejich
relativn´ı strˇedn´ı cˇtvercovou chybu.
Deﬁnice 4.1. Relativn´ı strˇedn´ı cˇtvercova´ chyba MSErel (relative mean squared
error) odhadu Δ̂2 je deﬁnovana´ jako
MSErel Δ̂2 = E
(
Δ2 − Δ̂2
Δ2
)2
=
MSE Δ̂2
(Δ2)2
.
V neˇktery´ch prˇ´ıpadech jsme schopni spocˇ´ıtat MSErel prˇesneˇ, v ostatn´ıch
budeme vsˇechny metody aplikovat na data nasimulovana´ ze zvoleny´ch model˚u
cˇasovy´ch rˇad a relativn´ı strˇedn´ı cˇtvercovou chybu aproximujeme pr˚umeˇrem
prˇes N = 1000 simulac´ı. Vesˇkere´ simulace a vy´pocˇty byly provedeny v pro-
gramu R verze 2.9.2 (viz [16]). Zdrojove´ ko´dy jsou k dispozici na prˇilozˇene´m
CD.
4.1 Odhady ve tvaru kvadraticke´ formy
Veˇtsˇinu uvedeny´ch odhad˚u asymptoticke´ho rozptylu lze vyja´drˇit ve tvaru kva-
draticke´ formy
Δ̂2 =
n∑
i=1
n∑
j=1
qijXiXj
= X′QX,
36
kde X = (X1, . . . , Xn)
′ je vektor pozorova´n´ı a Q = (qij)ni,j=1 je vhodna´ ma-
tice. Jelikozˇ jsou nasˇe odhady invariantn´ı vzhledem k posunut´ı (da´vaj´ı stejny´
vy´sledek, pokud k cˇasove´ rˇadeˇ prˇicˇteme aditivn´ı konstantu), mu˚zˇeme take´ psa´t
Δ̂2 =
∑n
i=1
∑n
j=1 qij(Xi − μ)(Xj − μ)
= (X− μ1)′Q(X− μ1), (4.1)
kde 1 = (1, . . . , 1)′. Explicitn´ı vyja´drˇen´ı i graﬁcke´ zna´zorneˇn´ı prvk˚u matice Q
pro metody SO, NBM, OBM a STSA lze nale´zt v [19]. Ve stejne´m cˇla´nku je
uka´za´no, zˇe spektra´ln´ı odhad s Bartlettovy´m oknem a odhad metodou OBM
jsou asymptoticky algebraicky ekvivalentn´ı (viz take´ [10]) v tom smyslu, zˇe pro
kazˇde´ i a j je limn→∞ n2qij shodna´ pro oba odhady.
Ze vztahu (4.1) jednodusˇe urcˇ´ıme prvn´ı dva momenty odhadu Δ̂2:
E Δ̂2 =
n∑
i=1
n∑
j=1
qijγi−j,
E
(
Δ̂2
)2
=
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
qijqkl E(Xi − μ)(Xj − μ)(Xk − μ)(Xl − μ).
Jestlizˇe X ma´ n-rozmeˇrne´ norma´ln´ı rozdeˇlen´ı se strˇedn´ı hodnotou μ1, po-
tom Isserlisova formule [8] uda´va´
E(Xi − μ)(Xj − μ)(Xk − μ)(Xl − μ) = γi−jγk−l + γi−kγj−l + γi−lγj−k.
Dostaneme pak jednodusˇsˇ´ı vyja´drˇen´ı rozptylu
Var Δ̂2 =
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
qijqkl (γi−kγj−l + γi−lγj−k) .
Pokud zna´me matici Q a autokovariancˇn´ı funkci γ, spocˇteme z uvedeny´ch
vztah˚u relativn´ı strˇedn´ı cˇtvercovou chybu
MSErel Δ̂2 =
1
Δ4
[
(E Δ̂2 −Δ2)2 + Var Δ̂2
]
.
Zvolme autoregresn´ı posloupnost prvn´ıho rˇa´du AR(1)
Xt = ϕXt−1 + εt, t ∈ Z,
kde {εt, t ∈ Z} je b´ıly´ sˇum WN(0, 1) tvorˇeny´ neza´visly´mi na´hodny´mi velicˇinami
s normovany´m norma´ln´ım rozdeˇlen´ım. Potom X ma´ n-rozmeˇrne´ norma´ln´ı roz-
deˇlen´ı a autokovariance maj´ı tvar γt =
ϕ|t|
1−ϕ2 . Pro n = 100 a metody SOI, SOB,
37
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Obra´zek 4.1: Relativn´ı strˇedn´ı cˇtvercova´ chyba r˚uzny´ch odhad˚u Δ̂2 v za´vislosti
na m pro model AR(1) s ϕ = 0,3, gaussovsky´m b´ıly´m sˇumem a n = 100
NBM, OBM a STSA jsme vypocˇetli MSErel Δ̂2 v za´vislosti na volbeˇ parametru
m. Vy´sledky pro volbu ϕ = 0,3 jsou zna´zorneˇny na obra´zku 4.1 a pro volbu
ϕ = 0,8 na obra´zku 4.2. Abychom zjistili, jak funguje asymptoticka´ aproximace
optima´ln´ı de´lky m∗ v prˇ´ıpadeˇ konecˇne´ho pocˇtu pozorova´n´ı, uva´d´ıme take´ ta-
bulku 4.1 s hodnotami m̂∗ spocˇteny´mi podle vzorce (3.10). Usuzujeme, zˇe apro-
ximace da´va´ te´meˇrˇ optima´ln´ı hodnoty. Mus´ıme si ale uveˇdomit, zˇe vyuzˇ´ıva´me
znalosti typu procesu i skutecˇne´ hodnoty parametru ϕ.
Protozˇe prˇesne´ urcˇen´ı MSE Δ̂2 pro veˇtsˇ´ı n by bylo vy´pocˇetneˇ prˇ´ıliˇs na´rocˇne´,
pouzˇijeme v na´sleduj´ıc´ı podkapitole simulace k tomu, abychom aproximovali
relativn´ı strˇedn´ı cˇtvercovou chybu.
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Obra´zek 4.2: Relativn´ı strˇedn´ı cˇtvercova´ chyba r˚uzny´ch odhad˚u Δ̂2 v za´vislosti
na m pro model AR(1) s ϕ = 0,8, gaussovsky´m b´ıly´m sˇumem a n = 100
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Tabulka 4.1: Hodnoty m̂∗ v prˇ´ıpadeˇ posloupnosti AR(1) de´lky n = 100 pro
r˚uzne´ metody a volby parametru ϕ
NBM OBM STSA
ϕ = 0,3 3,52 4,03 7,31
ϕ = 0,8 12,55 14,36 26,10
4.2 Autoregresn´ı posloupnost
Pro generova´n´ı dat opeˇt vol´ıme autoregresn´ı posloupnost prvn´ıho rˇa´du AR(1)
Xt = ϕXt−1 + εt, t ∈ Z,
kde {εt, t ∈ Z} je b´ıly´ sˇum WN(0, 1) tvorˇeny´ neza´visly´mi na´hodny´mi velicˇinami
s normovany´m norma´ln´ım rozdeˇlen´ım N(0, 1). Ru˚znou volbou parametru ϕ ∈
{−0,9;−0,8; . . . ; 0,9} jsme z´ıskali r˚uzneˇ silne´ autokorelace. Porovna´n´ı odhad˚u
jsme tak prova´deˇli pro celkem 19 model˚u AR(1). Pro kazˇdy´ model jsme vyge-
nerovali N = 1000 rˇad o de´lce n = 1000. Na obra´zku 4.3 je zna´zorneˇna jedna
z mnoha autoregresn´ıch posloupnost´ı, ktere´ jsme simulovali. Protozˇe AR(1)
je za´rovenˇ Markovovy´m rˇeteˇzcem, aplikovali jsme vsˇechny metody uvedene´
v prˇedchoz´ı kapitole vcˇetneˇ odhadu urcˇene´ho specia´lneˇ pro Markovovy rˇeteˇzce.
Spektra´ln´ı odhad
U spektra´ln´ıho odhadu bylo potrˇeba zvolit velikost parametru m, protozˇe m
mu˚zˇe naby´vat hodnot azˇ n, rozhodli jsme se spocˇ´ıtat spektra´ln´ı odhad pro
indika´torove´ a Bartlettovo okno pro m ∈ {1, 5, 10, . . . , 100}, abychom zjis-
tili, jak vypada´ relativn´ı strˇedn´ı cˇtvercova´ chyba pro r˚uzna´ m. Vy´sledky pro
indika´torove´ okno mu˚zˇeme videˇt na obra´zku 4.4 a pro Bartlettovo okno na
obra´zku 4.5.
V prˇ´ıpadeˇ indika´torove´ho okna je patrne´, zˇe s rostouc´ı hodnotou parametru
m roste i relativn´ı strˇedn´ı cˇtvercova´ chyba. Zda´ se proto, zˇe nejlepsˇ´ı volbou je
mala´ hodnota m a zˇe naopak pro m = 100 a vy´sˇe je velikost relativn´ı strˇedn´ı
cˇtvercove´ chyby v porovna´n´ı s ostatn´ımi o dost vysˇsˇ´ı. Nav´ıc pro ϕ ≤ −0,7 se
zda´ by´t tato metoda nevhodna´, naprˇ. pro m = 5 a ϕ = −0,8 je relativn´ı strˇedn´ı
cˇtvercova´ chyba rovna 7,6.
V prˇ´ıpadeˇ Bartlettova okna opeˇt pro velke´ hodnoty m je relativn´ı strˇedn´ı
cˇtvercova´ chyba velka´. Jako vhodne´ se jev´ı opeˇt mensˇ´ı hodnoty parametru m.
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Obra´zek 4.3: Realizace posloupnosti AR(1): Xt = −0,8Xt−1 + εt
Krˇivky na obra´zku 4.5 p˚usob´ı te´meˇrˇ symetricky na rozd´ıl od prˇedchoz´ı metody.
Vsˇimneˇme si, zˇe se zmensˇuj´ıc´ı se hodnotou parametru m prudce roste relativn´ı
strˇedn´ı cˇtvercova´ chyba pro velka´ ϕ.
Neprˇekry´vaj´ıc´ı se podposloupnosti
Na obra´zku 4.6 mu˚zˇeme videˇt krˇivky pro r˚uzne´ volby hodnoty parametru m ∈
{5, 10, 20, 30, 50, 100}. Opeˇt si mu˚zˇeme povsˇimnout, zˇe s rostouc´ı hodnotou
parametru m roste relativn´ı strˇedn´ı cˇtvercova´ chyba. U velmi maly´ch hodnot
parametru m relativn´ı strˇedn´ı cˇtvercova´ chyba pro krajn´ı hodnoty ϕ, tj. silne´
za´vislosti, prudce roste.
Z obra´zku 4.6 je patrne´, zˇe pro kazˇdou hodnotu ϕ by bylo vhodne´ vz´ıt
jinou hodnotu parametru m. K tomuto proble´mu se vra´t´ıme na konci te´to
podkapitoly.
Prˇekry´vaj´ıc´ı se podposloupnosti
Obra´zek 4.7 na´m potvrzuje, zˇe metoda prˇekry´vaj´ıc´ıch se podposloupnost´ı je
podobna´ spektra´ln´ımu odhadu s Bartlettovy´m oknem a da´va´ o neˇco mensˇ´ı re-
lativn´ı strˇedn´ı cˇtvercovou chybu nezˇ metoda neprˇekry´vaj´ıc´ıch se podposloup-
nost´ı. Je zrˇejme´, zˇe by i v tomto prˇ´ıpadeˇ bylo vhodne´ pro r˚uzne´ hodnoty para-
metru ϕ zvolit r˚uzne´ hodnoty parametru m. Pro slabe´ za´vislosti je lepsˇ´ı mensˇ´ı
hodnota m, zat´ımco pro silne´ za´vislosti je vhodneˇjˇs´ı veˇtsˇ´ı m.
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Obra´zek 4.4: Relativn´ı strˇedn´ı cˇtvercova´ chyba spektra´ln´ıho odhadu s vyuzˇit´ım
indika´torove´ho okna pro r˚uzne´ parametry m v za´vislosti na parametru ϕ, n =
1000
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Obra´zek 4.5: Relativn´ı strˇedn´ı cˇtvercova´ chyba spektra´ln´ıho odhadu s vyuzˇit´ım
Bartlettova okna pro r˚uzne´ parametry m v za´vislosti na parametru ϕ, n = 1000
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Obra´zek 4.6: Porovna´n´ı relativn´ı strˇedn´ı cˇtvercove´ chyby v za´vislosti na ϕ pro
metodu neprˇekry´vaj´ıc´ıch se podposloupnost´ı pro r˚uzne´ parametry m, n = 1000
Plocha pod standardizovanou cˇasovou rˇadou
Tato metoda oproti prˇedchoz´ım metoda´m neda´va´ azˇ tak uspokojive´ vy´sledky.
Relativn´ı strˇedn´ı cˇtvercova´ chyba naby´va´ dost velky´ch hodnot, te´meˇrˇ pro vsˇech-
ny hodnoty parametru ϕ, viz obra´zek 4.8. Nav´ıc se zde opeˇt setka´va´me s pro-
blematikou volby hodnoty parametru m. V soucˇtu mu˚zˇeme tedy rˇ´ıci, zˇe me-
toda plochy pod standardizovanou rˇadou nen´ı pro odhad limitn´ıho rozptylu
nejvhodneˇjˇs´ı.
Parametricky´ odhad
V te´to metodeˇ nen´ı potrˇeba volit zˇa´dny´ dalˇs´ı parametr, je ovsˇem potrˇeba od-
hadnout parametry ϕ a σ2ε . My jsme pouzˇili dveˇ mozˇnosti (metodu moment˚u
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Obra´zek 4.7: Porovna´n´ı relativn´ı strˇedn´ı cˇtvercove´ chyby v za´vislosti na ϕ pro
metodu prˇekry´vaj´ıc´ıch se podposloupnost´ı pro r˚uzne´ parametry m, n = 1000
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Obra´zek 4.8: Porovna´n´ı relativn´ı strˇedn´ı cˇtvercove´ chyby v za´vislosti na ϕ pro
metodu plochy pod standardizovanou cˇasovou rˇadou pro r˚uzne´ parametry m,
n = 1000
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a metodu maxima´ln´ı veˇrohodnosti) a pro porovna´n´ı vytvorˇili obra´zek 4.9, kde
mu˚zˇeme videˇt, zˇe v prˇ´ıpadeˇ AR(1) nen´ı mezi teˇmito dveˇma metodami azˇ tak
velky´ rozd´ıl.
Proble´m vsˇak nasta´va´, pokud nev´ıme o jaky´ typ posloupnosti se jedna´,
proto jsme zkusili odhadnout parametry mı´sto pro AR(1) pro MA(1), jednalo
se v tomto prˇ´ıpadeˇ o maxima´lneˇ veˇrohodne´ odhady. Na obra´zku 4.9 je videˇt,
zˇe prˇi sˇpatne´ detekci typu modelu posloupnosti se u krajn´ıch hodnot ϕ rapidneˇ
zhorsˇila relativn´ı strˇedn´ı cˇtvercova´ chyba.
Parametricky´ odhad pomoc´ı teorie cˇasovy´ch rˇad se zda´ by´ti zat´ım nejprˇes-
neˇjˇs´ı, akora´t je potrˇeba urcˇit, jak uzˇ bylo rˇecˇeno, o jaky´ typ posloupnosti se
jedna´, cozˇ mu˚zˇe by´t dosti cˇasoveˇ na´rocˇne´.
Odhad pro Markovovy rˇeteˇzce
V te´to metodeˇ oproti prˇedchoz´ım odhad˚um limitn´ıho rozptylu nemus´ıme volit
zˇa´dny´ parametr m. Ota´zkou vsˇak z˚usta´va´, jake´ da´va´ tato metoda vy´sledky. Na
obra´zku 4.10 vid´ıme trˇi krˇivky, prvn´ı se ty´ka´ kladne´ posloupnosti Γˆi, druha´ se
ty´ka´ kladne´ a nav´ıc monoto´nn´ı posloupnosti Γˆi a trˇet´ı se vztahuje ke kladne´,
klesaj´ıc´ı a konvexn´ı posloupnosti Γˆi. Nejh˚urˇe vysˇla krˇivka ty´kaj´ıc´ı se kladne´
posloupnosti. Dalˇs´ı dveˇ krˇivky jsou si dost bl´ızke´, z obra´zku 4.10 je da´le patrne´,
zˇe relativn´ı strˇedn´ı cˇtvercova´ chyba je pro velke´ za´vislosti, dost vysoka´, ale pro
zby´vaj´ıc´ı hodnoty parametru ϕ je azˇ prˇekvapiveˇ uspokojiva´.
Zda´ se, zˇe metoda odhadu pro Markovovy rˇeteˇzce se jev´ı jako velmi dobra´,
da´va´ na´m dobre´ vy´sledky a co se ty´cˇe aplikace, je velmi jednoducha´.
Rekurzivn´ı odhad
U te´to metody bylo potrˇeba zvolit parametry p a c, p = 3/2 byla jasna´
volba, i kdyzˇ pro jistotu jsme zkusili spocˇ´ıtat rekurzivn´ı odhad i pro p = 2.
Ota´zkou vsˇak z˚ustalo, jakou vz´ıt hodnotu parametru c, zkusili jsme tedy bra´t
c ∈ {1, 3/2, 20}. Nakonec jsme zvolili doporucˇen´ı pana Wu v [21] pro volbu
hodnoty parametru c, viz (3.19). Z obra´zku mu˚zˇeme videˇt, zˇe doporucˇen´ı bylo
velmi dobre´ a zˇe bude vy´hodne´ ho prˇed aplikac´ı rekurzivn´ıho odhadu pouzˇ´ıt.
Volba parametru m
U uvedeny´ch metod jsme narazili na proble´m, jak volit hodnotu parametru m.
V podkapitole 3.5 jsme nab´ıdli dva algoritmy pro odhad m, ktere´ minimalizuje
strˇedn´ı cˇtvercovou chybu. Nejdrˇ´ıve se vsˇak pod´ıva´me, pro kterou z na´mi zvo-
leny´ch hodnot parametru m ∈ {1, 5, 10, . . . , 100} je relativn´ı strˇedn´ı cˇtvercova´
chyba nejmensˇ´ı a jak je velka´.
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Obra´zek 4.9: Porovna´n´ı relativn´ıch strˇedn´ıch cˇtvercovy´ch chyb parametricky´ch
odhad˚u v prˇ´ıpadeˇ, kdy parametry modelu AR(1) byly odhadnuty metodou
moment˚u (cˇerna´ krˇivka) a metodou maxima´ln´ı veˇrohodnosti (cˇervena´ krˇivka)
a v prˇ´ıpadeˇ, kdy byly odhadnuty parametry chybneˇ zvolene´ho modelu MA(1)
metodou maxima´ln´ı veˇrohodnosti (modra´ krˇivka), n = 1000
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Obra´zek 4.10: Porovna´n´ı relativn´ı strˇedn´ı cˇtvercove´ chyby v za´vislosti na ϕ pro
odhady urcˇene´ pro Markovovy rˇeteˇzce, n = 1000
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Obra´zek 4.11: Porovna´n´ı relativn´ı strˇedn´ı cˇtvercove´ chyby v za´vislosti na ϕ pro
rekurzivn´ı odhad asymptoticke´ho rozptylu pro r˚uzne´ parametry p a c, n = 1000
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Obra´zek 4.12: Porovna´n´ı pro jake´ hodnoty m u r˚uzny´ch hodnot parametru ϕ
je relativn´ı strˇedn´ı cˇtvercova´ chyba odhad˚u metodami NBM a OBM nejmensˇ´ı,
n = 1000
Na obra´zku 4.12 si mu˚zˇeme vsˇimnout, zˇe u metody prˇekry´vaj´ıc´ıch a ne-
prˇekry´vaj´ıc´ıch se podposloupnost´ı roste se silneˇjˇs´ımi za´vislostmi hodnota op-
tima´ln´ıho parametru m a take´ se zveˇtsˇuje relativn´ı strˇedn´ı cˇtvercova´ chyba.
Ta je veˇtsˇ´ı u metody NBM. Prˇipomenˇme, zˇe asymptoticky je strˇedn´ı cˇtvercova´
chyba u metody NBM 3/2 kra´t veˇtsˇ´ı nezˇ u metody OBM. V prˇ´ıpadeˇ neza´visly´ch
pozorova´n´ı (ϕ = 0) je optima´ln´ı m = 1, cozˇ odpov´ıda´ klasicke´mu odhadu roz-
51
●●
●
● ●
●
● ● ●
●
● ● ● ●
●
●
●
0.
00
0.
05
0.
10
0.
15
0.
20
SOI
m
re
la
tiv
ní
 M
SE
−0.9 −0.6 −0.3 0 +0.3 +0.6 +0.9
100 20 10 10 5 5 5 1 1 1 1 1 5 5 5 5 10 10 20
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
0.
00
0.
05
0.
10
0.
15
0.
20
SOB
m
re
la
tiv
ní
 M
SE
−0.9 −0.6 −0.3 0 +0.3 +0.6 +0.9
55 30 20 20 15 10 10 5 5 1 5 5 10 10 15 20 25 30 50
Obra´zek 4.13: Porovna´n´ı pro jake´ hodnoty m u r˚uzny´ch hodnot parametru
ϕ je relativn´ı strˇedn´ı cˇtvercova´ chyba spektra´ln´ıch odhad˚u s indika´torovy´m
a Bartlettovy´m oknem nejmensˇ´ı, n = 1000
ptylu na´hodne´ velicˇiny. Prˇi porovna´n´ı s obra´zkem 3.3 opeˇt vid´ıme, zˇe asympto-
ticka´ aproximace optima´ln´ı de´lky bloku funguje velmi dobrˇe, pokud zna´me
teˇzˇiˇsteˇ autokovariancˇn´ı funkce.
Na obra´zku 4.13 mu˚zˇeme opeˇt videˇt hodnoty m, pro ktere´ naby´va´ relativn´ı
strˇedn´ı cˇtvercova´ chyba nejmensˇ´ıch hodnot, nyn´ı se jedna´ o metodu vyuzˇ´ıvaj´ıc´ı
spektra´ln´ı odhad s indika´torovy´m a Bartlettovy´m oknem. Podobne´ porovna´n´ı
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Obra´zek 4.14: Porovna´n´ı pro jake´ hodnoty m u r˚uzny´ch hodnot parametru ϕ je
relativn´ı strˇedn´ı cˇtvercova´ chyba odhad˚u metodou STSA nejmensˇ´ı, n = 1000
pro metodu STSA nalezneme na obra´zku 4.14.
V praxi nev´ıme, o jaky´ model na´hodne´ho procesu se jedna´ a jak tud´ızˇ
volit optima´ln´ı hodnotu m∗ parametru m. Pomoc´ı dvou algoritmu˚ uvedeny´ch
v podkapitole 3.5 mu˚zˇeme odhadnout m∗ z dat, vy´sledky jsou na obra´zku 4.15.
Podobneˇ jako na obra´zku 4.12 vid´ıme, zˇe pro male´ za´vislosti je vy´hodne´ male´
m a pro velke´ za´vislosti velke´ m.
Za´veˇr
Nakonec uva´d´ıme obra´zek 4.16, ktery´ se ty´ka´ porovna´n´ı efektivity metod. Vy-
brali jsme zde u kazˇde´ metody nejmensˇ´ı relativn´ı strˇedn´ı cˇtvercovou chybu bez
ohledu na hodnotu parametru m. Jako nejlepsˇ´ı se jev´ı parametricky´ odhad,
ale samozrˇejmeˇ pouze pokud v´ıme, o jakou posloupnost se jedna´. V opacˇne´m
prˇ´ıpadeˇ bychom doporucˇili pouzˇ´ıt metodu prˇekry´vaj´ıc´ıch se podposloupnost´ı,
ktera´ se te´meˇrˇ shoduje s metodou vyuzˇ´ıvaj´ıc´ı spektra´ln´ı odhad s Bartlettovy´m
oknem. V prˇ´ıpadeˇ, zˇe ma´me Markov˚uv rˇeteˇzec, da´va´ dobre´ vy´sledky i metoda
odhadu pro Markovovy rˇeteˇzce, ktera´ je nav´ıc vy´pocˇetneˇ velmı´ rychla´ a nen´ı
u n´ı potrˇeba volit zˇa´dny´ parametr.
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Obra´zek 4.15: Porovna´n´ı odhad˚u m̂∗BK a m̂
∗
S optima´ln´ıch de´lek m v za´vislosti
na parametru ϕ, n = 1000
4.3 Posloupnost klouzavy´ch soucˇt˚u
Abychom si nedeˇlali obra´zek jen podle autoregresn´ıho procesu AR(1), vybrali
jsme jesˇteˇ posloupnost klouzavy´ch soucˇt˚u MA(3), ktera´ ma´ tvar
Xt = εt + εt−1 + 2εt−2 + 3εt−3, t ∈ Z,
kde {εt, t ∈ Z} je b´ıly´ sˇum s nulovou strˇedn´ı hodnotou a konstantn´ım rozptylem
rovny´m σ2ε . Pro rozdeˇlen´ı εt jsme volili jednak normovane´ norma´ln´ı N(0, 1)
a jednak Studentovo rozdeˇlen´ı t3 o trˇech stupn´ıch volnosti. Pro oba modely
jsme opeˇt generovali N = 1000 rˇad o de´lce n = 1000.
Nejdrˇ´ıve jsme vyzkousˇeli spektra´ln´ı odhady, metodu neprˇekry´vaj´ıc´ıch se
a prˇekry´vaj´ıc´ıch se podposloupnost´ı a metodu vyuzˇ´ıvaj´ıc´ı plochu pod stan-
dardizovanou rˇadou, u teˇchto metod je potrˇeba zvolit hodnotu parametru m,
proto jsme tedy vytvorˇili graf za´vislosti relativn´ı strˇedn´ı cˇtvercove´ chyby na
hodnoteˇ parametru m, viz obra´zek 4.17 pro gaussovsky´ b´ıly´ sˇum a obra´zek
4.18 pro Student˚uv b´ıly´ sˇum. Metody NBM a STSA vyuzˇ´ıvaj´ı neprˇekry´vaj´ıc´ı
54
● ● ● ● ● ●
● ● ● ●
● ●
● ●
●
●
●
●
●
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Nejmenší MSErel u všech metod
fi
re
la
tiv
ní
 M
SE
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
● ●
●
● ● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
−0.9 −0.6 −0.3 0 +0.3 +0.6 +0.9
PO
PO false
NBM
OBM
SOI
SOB
STSA
RO
OMCHc
Obra´zek 4.16: Nejmensˇ´ı relativn´ı strˇedn´ı cˇtvercova´ chyba pro kazˇdou metodu
v za´vislosti na ϕ bez ohledu na velikosti m, n = 1000
se bloky s t´ım, zˇe pokud pod´ıl n/m nen´ı cele´ cˇ´ıslo, tak posledn´ı neu´plny´ blok
se ignoruje. Tento fakt zp˚usobuje, zˇe grafy pro obeˇ tyto metody nejsou hladke´.
Odhady metodami SOB a OBM jsou asymptoticky algebraicky ekvivalentn´ı,
a proto i grafy MSE pro neˇ skoro sply´vaj´ı.
Na za´kladeˇ simulac´ı jsme tak u kazˇde´ metody urcˇili m∗, ktere´ minimalizuje
strˇedn´ı cˇtvercovou chybu. Da´le jsme pro porovna´n´ı pomoc´ı algoritmu˚ z podka-
pitoly 3.5 spocˇetli odhady m̂∗BK a m̂
∗
S. Odhadnute´ hodnoty se prˇ´ıliˇs neliˇs´ı od op-
tima´ln´ıch. Vy´sledky pro oba modely a vsˇechny metody odhad˚u asymptoticke´ho
rozptylu jsou shrnuty v tabulce 4.2. Strˇedn´ı cˇtvercove´ chyby jsou znatelneˇ veˇtsˇ´ı
v situaci, kdy b´ıly´ sˇum ma´ t-rozdeˇlen´ı.
Pro gaussovsky´ b´ıly´ sˇum nejle´pe samozrˇejmeˇ vycha´z´ı parametricka´ metoda,
ktera´ vyuzˇ´ıva´ odhadu parametr˚u modelu MA(3), ale jak uzˇ bylo mnohokra´t
rˇecˇeno, je potrˇeba zna´t, o jaky´ typ na´hodne´ho procesu se jedna´. Vyzkousˇeli jsme
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Tabulka 4.2: Relativn´ı strˇedn´ı cˇtvercove´ chyby odhad˚u asymptoticke´ho rozptylu
pro MA(3) s gaussovsky´m i Studentovy´m b´ıly´m sˇumem pro vsˇechny metody,
n = 10 000
b´ıly´ sˇum N(0, 1) Student˚uv sˇum t3
metoda m MSErel m MSErel
NBM s m∗ 10 0,02867900 7 0,1085139
NBM s m̂∗ 9 0,03043584 9 0,1355043
OBM s m∗ 13 0,02679753 12 0,1095143
OBM s m̂∗S 10 0,02840817 10 0,1103331
OBM s m̂∗BK 15 0,02733935 15 0,1112513
STSA s m∗ 21 0,05444116 15 0,1353996
STSA s m̂∗S 17 0,06365241 17 0,1626027
SOI s m∗ 3 0,01034651 2 0,1146907
SOB s m∗ 13 0,02669077 9 0,1156749
SOB s m̂∗BK 15 0,02709682 15 0,1211666
PO - 0,00601084 - 0,1271077
PO MA(4) - 0,01023317 - 0,1291282
PO AR(1) - 0,07182210 - 0,2463587
OMCHp - 0,03593643 - 0,1801715
OMCHm - 0,02219874 - 0,1476720
OMCHc - 0,01879556 - 0,1411702
RO - 0,04589216 - 0,1105686
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Obra´zek 4.17: Relativn´ı strˇedn´ı cˇtvercova´ chyba v za´vislosti na parametru m
pro model MA(3) s gaussovsky´m b´ıly´m sˇumem, n = 1000
proto i mozˇnost, zˇe jsme danou posloupnost urcˇili sˇpatneˇ, mı´sto modelu MA(3)
jsme pocˇ´ıtali s modely MA(4) a AR(1), cozˇ meˇlo za na´sledek vysˇsˇ´ı strˇedn´ı
cˇtvercovou chybu. Ta nebyla o mnoho odliˇsna´ pro MA(4), ale u AR(1) byla
daleko vysˇsˇ´ı. Protozˇe jsme parametry modelu odhadovali metodou maxima´ln´ı
veˇrohodnosti, ktera´ pouzˇ´ıvala veˇrohodnostn´ı funkci s gaussovsky´m sˇumem, tak
parametricky´ odhad v prˇ´ıpadeˇ, kdy data jsou vytvorˇena pomoc´ı Studentova
b´ıle´ho sˇumu, nevycha´z´ı tak kvalitn´ı.
Druhou nejmensˇ´ı strˇedn´ı cˇtvercovou chybu u gaussovske´ho sˇumu jsme z´ıskali
pro spektra´ln´ı odhad s indika´torovy´m oknem a parametrem m = 3. Vzhledem
k tomu, zˇe u procesu MA(3) splnˇuj´ı teoreticke´ autokovariance γt = 0 pro |t| > 3,
zda´ se rozumne´ vz´ıt odhad asymptoticke´ho rozptylu ve tvaru
∑3
t=−3 γˆt. Proble´m
je, zˇe bez znalosti typu procesu potrˇebujeme algoritmus, ktery´ by na´m zvolil
hodnotu parametru m.
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Obra´zek 4.18: Relativn´ı strˇedn´ı cˇtvercova´ chyba v za´vislosti na parametru m
pro model MA(3) se Studentovy´m b´ıly´m sˇumem, n = 1000
U rekurzivn´ıho odhadu jsme vyuzˇili doporucˇen´ı v cˇla´nku [21]. Pouzˇili jsme
optima´ln´ı hodnotu parametru p = 3/2 a spocˇ´ıtali hodnotu parametru c podle
Bu¨hlmannova a Ku¨nschova algoritmu, viz (3.19). Pokud bychom hodnotili
podle velikosti relativn´ı strˇedn´ı cˇtvercove´ chyby, tak odhad nepatrˇil mezi nej-
lepsˇ´ı v prˇ´ıpadeˇ gaussovske´ho sˇumu, ale vedl si dobrˇe u Studentova sˇumu.
I kdyzˇ proces MA(3) netvorˇ´ı Markov˚uv rˇeteˇzec, prˇekvapiveˇ dobre´ vy´sledky
da´vaj´ı odhady pro Markovovy rˇeteˇzce. Mezi velke´ prˇednosti te´to metody patrˇ´ı
jednoduchost, tj. nemus´ıme volit zˇa´dny´ dalˇs´ı parametr, a rychlost.
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Kapitola 5
Aplikace
V te´to kapitole se budeme veˇnovat aplikaci metod z prˇedchoz´ıch kapitol na
rea´lna´ data. Vybrali jsme Dow Jones Industrial Average, te´zˇ jen Industrial
Average, Dow Jones, Dow 30, nebo jednodusˇe Dow, zkratka DJIA. DJIA je
jedn´ım z neˇkolika akciovy´ch index˚u vytvorˇeny´ch Wall Street Journal editor
a Dow Jones & Company. DJIA je pojmenova´n po Charlesi Dowovi a jed-
nom z jeho obchodn´ıch partner˚u, statistiku Edwardu Jonesovi. Je to index,
ktery´ ukazuje, jak trˇicet velky´ch jizˇ verˇejneˇ vlastneˇny´ch spolecˇnost´ı se s´ıdlem
ve Spojeny´ch sta´tech obchoduje na akciove´m trhu, patrˇ´ı mezi neˇ naprˇ. IBM
cˇi Microsoft. Jedna´ se o druhy´ nejstarsˇ´ı index na americke´m trhu, je sle-
dovany´ od 7. 10. 1896 do dnes. Data jsou verˇejneˇ dostupna´ na stra´nka´ch
http://www.measuringworth.org/DJA/, my jsme pro na´sˇ prˇ´ıpad vybrali data
od 1. 1. 2005 do 29. 3. 2010, viz obra´zek 5.1 nahorˇe.
Data jsme nejdrˇ´ıve zlogaritmovali, abychom zbytecˇneˇ nepocˇ´ıtali s velky´mi
hodnotami. V ekonometricke´ praxi za´vis´ı jedna hodnota take´ na prˇedchoz´ıch
hodnota´ch, proto se doporucˇuje pouzˇ´ıt diferencova´n´ı, tj. cˇasove´ zpozˇdeˇn´ı, ktere´
jsme take´ vyuzˇili, viz obra´zek 5.1 dole. Du˚vody zava´deˇn´ı cˇasovy´ch zpozˇdeˇn´ı jsou
naprˇ´ıklad:
• Pomala´ reakce na zmeˇny – rˇada ekonomicky´ch a ﬁnancˇn´ıch velicˇin se
meˇn´ı jen pomalu a k meˇrˇitelne´ reakci na takove´ zmeˇny docha´z´ı s urcˇity´m
cˇasovy´m zpozˇdeˇn´ım a nikoli hned beˇhem jednoho cˇasove´ho obdob´ı.
• Prˇehnana´ reakce na zmeˇny – ﬁnancˇn´ı trhy neˇkdy prˇecen´ı jak prˇ´ıznive´, tak
i neprˇ´ıznive´ zpra´vy, je-li naprˇ. zverˇejneˇna neprˇ´ızniva´ progno´za, mu˚zˇe doj´ıt
k vy´razne´mu poklesu trzˇn´ı ceny prˇ´ıslusˇne´ho aktiva a teprve po ozna´men´ı
skutecˇny´ch vy´sledk˚u se cena opeˇt stabilizuje, trˇeba i na znatelneˇ nizˇsˇ´ı
u´rovenˇ, nezˇ byla prˇed zverˇejneˇn´ım progno´zy.
Vı´ce k te´to problematice mu˚zˇeme naj´ıt v [4]. Z´ıskanou rˇadu logaritmu vy´nos˚u
indexu DJIA oznacˇme x1, . . . , xn, kde n = 1316, viz obra´zek 5.1 dole.
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Obra´zek 5.1: Na horn´ım obra´zku je pr˚ubeˇh indexu DJIA od 1. 1. 2005 do 29.
3. 2010, na doln´ım jsou diference logaritmu p˚uvodn´ı rˇady
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V modelu GARCH a v jeho r˚uzny´ch modiﬁkac´ıch mu˚zˇe volatilita za´viset
take´ na svy´ch prˇedchoz´ıch (zpozˇdeˇny´ch) hodnota´ch, tento model byl navrzˇen
v [2]. Model GARCH(1, 1) dnes patrˇ´ı mezi nejpouzˇ´ıvaneˇjˇs´ı modely ﬁnancˇn´ıch
cˇasovy´ch rˇad, nebot’ zvla´dne jizˇ pomoc´ı trˇ´ı parametr˚u modelovat velmi obecne´
volatiln´ı struktury.
Model GARCH(p, q) ma´ tvar
Xt = σtεt,
σ2t = ω +
q∑
i=1
αiX
2
t−i +
p∑
j=1
βjσ
2
t−j,
kde εt jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny s nulovou strˇedn´ı hod-
notou a jednotkovy´m rozptylem a parametry modelu splnˇuj´ı
ω > 0, αi ≥ 0, βi ≥ 0,
q∑
i=1
αi +
p∑
i=1
βi < 1,
posledn´ı podmı´nka zajiˇst’uje stacionaritu.
Specia´lneˇ model GARCH(1, 1) ma´ jednoduchy´ tvar
Xt = σtεt,
σ2t = ω + αX
2
t−1 + βσ
2
t−1,
kde
ω > 0, α ≥ 0, β ≥ 0, α + β < 1. (5.1)
Oznacˇme θ = (ω, α, β) vektor nezna´my´ch parametr˚u. Parametricky´ prostor
Θ ⊆ R3 je vymezen podmı´nkami (5.1). Prˇedpokla´dejme, zˇe εt maj´ı normovane´
norma´ln´ı rozdeˇlen´ı N(0, 1). Oznacˇ´ıme-li Ft = σ{Xs, s ≤ t}, pak Xt | Ft−1 ∼
N(0, σ2t ) a veˇrohodnostn´ı funkce ma´ tvar
fθ(x) =
n∏
i=1
fθ(xi|Fi−1) =
n∏
i=1
1√
2πσ2i
exp
(
−1
2
n∑
i=1
x2i
σ2i
)
, (5.2)
kde x = (x1, . . . , xn). Mezi klasicke´ prˇ´ıstupy pro odhad parametr˚u patrˇ´ı me-
toda maxima´ln´ı veˇrohodnosti. Maximalizaci funkce (5.2) vzhledem k θ je trˇeba
prova´deˇt numericky.
V ekonometricky´ch modelech se cˇasto pouzˇ´ıva´ bayesovsky´ prˇ´ıstup, viz naprˇ.
[1]. Vektor nezna´my´ch parametr˚u θ = (ω, α, β) nyn´ı budeme povazˇovat za
na´hodny´. Bayesovsky´ prˇ´ıstup je zalozˇen na kombinaci historicke´ informace o θ
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a informace z pozorovany´ch dat. Informace o mozˇny´ch hodnota´ch θ prˇed ex-
perimentem urcˇuje apriorn´ı hustota p(θ) vzhledem k σ-konecˇne´ mı´ˇre ν na pa-
rametricke´m prostoru Θ. Aposteriorn´ı rozdeˇlen´ı θ za podmı´nky X = x je pak
da´no Bayesovou veˇtou
p(θ|x) = f(x|θ)p(θ)∫
Θ
f(x|θ)p(θ)ν(dθ) ∝ p(θ)f(x|θ).
Podobneˇ jako v [11] budeme uvazˇovat jednotlive´ parametry apriorneˇ neza´visle´
a lognorma´lneˇ rozdeˇlene´. Konkre´tneˇ zvol´ıme tato apriorn´ı rozdeˇlen´ı:
ω ∼ LN(−15; 5), α ∼ LN(−2,5; 5), β ∼ LN(−0,1; 5).
Podle (5.2) je veˇrohodnostn´ı funkce
f(x|θ) =
n∏
i=1
f(xi|Fi−1,θ) ∝
n∏
i=1
1√
σ2i
exp
(
−1
2
n∑
i=1
x2i
σ2i
)
.
Aposteriorn´ı hustota
p(θ|x) ∝ p(θ)f(x|θ)
je komplikovane´ho tvaru, ale jsme schopni z n´ı simulovat pomoc´ı metod MCMC.
Prˇ´ıkladem je Metropolis˚uv-Hastings˚uv algoritmus. Bud’ q(θ, θ˜) na´vrhova´ hus-
tota a deﬁnujme pravdeˇpodobnost prˇijet´ı na´vrhu jako
α(θ, θ˜) =
{
min
{
p(θ˜|x)q(θ˜,θ)
p(θ|x)q(θ,θ˜) , 1
}
p(θ | x)q(θ, θ˜) > 0
1 jinak.
Algoritmus (Metropolis-Hastings)
1. Zvol θ(0) ∈ Θ libovolneˇ, polozˇ t = 0.
2. Vygeneruj θ˜ z na´vrhove´ hustoty q(θ(t), ·). S pravdeˇpodobnost´ı α(θ(t), θ˜)
je kandida´t θ˜ prˇijat (polozˇ θ(t+1) = θ˜), s pravdeˇpodobnost´ı 1− α(θ(t), θ˜)
je zamı´tnut (polozˇ θ(t+1) = θ(t)).
3. Pokud t + 1 < T tak zveˇtsˇi t o jednicˇku a jdi na krok 2, jinak ukoncˇi
algoritmus.
Vy´sledky
Zvolena´ data x = (x1, . . . , xn) modelujeme pomoc´ı GARCH(1, 1) a vol´ıme ba-
yesovsky´ prˇ´ıstup. Aposteriorn´ı hustotu p(θ | x) aproximujeme pomoc´ı vy´stupu
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Metropolisova-Hastingsova algoritmu. Ten jsme pouzˇili k vygenerova´n´ı Mar-
kovova rˇeteˇzce {θ(t), t = 0, . . . , T} o de´lce T = 100 000, prˇicˇemzˇ na´vrhy jsme
urcˇovali pomoc´ı symetricke´ na´hodne´ procha´zky (s gaussovsky´mi inovacemi) pro
logaritmy parametr˚u. Prvn´ıch T0 = 10 000 iterac´ı jsme pro dalˇs´ı analy´zu nebrali
v u´vahu. Margina´ln´ı hustoty aposteriorn´ıho rozdeˇlen´ı jsou odhadnuty pomoc´ı
histogramu˚ na obra´zku 5.2. Prˇ´ıslusˇne´ odhady α¯, β¯ a ω¯ aposteriorn´ıch strˇedn´ıch
hodnot E(α | x), E(β | x) a E(ω | x) jsou shrnuty v tabulce 5.1.
Tabulka 5.1: Odhady aposteriorn´ıch strˇedn´ıch hodnot parametr˚u α, β a ω
E(α | x) E(β | x) E(ω | x)
0,1058141 0,8795795 1,863396 · 10−6
Podle veˇty 2.31 mu˚zˇeme zkonstruovat asymptoticke´ intervalove´ odhady
o spolehlivosti 95%:(
α¯− u0,975
√
Δ2α
T−T0 , α¯ + u0,975
√
Δ2α
T−T0
)
,(
β¯ − u0,975
√
Δ2β
T−T0 , β¯ + u0,975
√
Δ2β
T−T0
)
,(
ω¯ − u0,975
√
Δ2ω
T−T0 , ω¯ + u0,975
√
Δ2ω
T−T0
)
,
kde u0,975
.
= 1,96 je kvantil normovane´ho norma´ln´ıho rozdeˇlen´ı. Asymptoticke´
rozptyly Δ2α, Δ
2
β a Δ
2
ω odhadneme z pr˚ubeˇhu rˇeteˇzce. Na za´kladeˇ prˇedchoz´ı ka-
pitoly jsme se rozhodli pro metodu prˇekry´vaj´ıc´ıch se podposloupnost´ı, metodu
odhadu pro Markovovy rˇeteˇzce a rekurzivn´ı odhad. U metody prˇekry´vaj´ıc´ıch
se podposloupnost´ı bylo nutne´ zvolit hodnotu parametru m, vyuzˇili jsme tedy
algoritmus Bu¨hlmanna a Ku¨nsche, nebot’ u neˇho nen´ı potrˇeba volit zˇa´dny´
dalˇs´ı parametr. V tabulce 5.2 mu˚zˇeme videˇt odhady asymptoticky´ch rozptyl˚u
z´ıskany´ch pomoc´ı zmı´neˇny´ch metod. V prvn´ım rˇa´dku je odhad metodou prˇekry´-
vaj´ıc´ıch se podposloupnost´ı s parametrem m̂∗BK , v dalˇs´ıch dvou je odhad stej-
nou metodou pro jine´ volby parametru. Odvozene´ intervaly spolehlivosti jsou
v tabulce 5.3.
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Obra´zek 5.2: Aposteriorn´ı rozdeˇlen´ı parametr˚u α, β a ω
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Tabulka 5.2: Odhady asymptoticky´ch rozptyl˚u MCMC simulac´ı r˚uzny´mi me-
todami
metoda m Δ̂2α m Δ̂
2
β m Δ̂
2
ω
OBM 827 0,0666499 910 0,1214144 923 2,1046897 · 10−10
OBM 1000 0,0716317 1000 0,1283712 1000 2,2268970 · 10−10
OBM 5000 0,1081075 5000 0,2271230 5000 4,2537620 · 10−10
MCHc - 0,1031540 - 0,2509640 - 5,2448770 · 10−10
RO - 0,06511699 - 0,1478071 - 1,8498840 · 10−10
Tabulka 5.3: Intervalove´ odhady o spolehlivosti 95% pro aposteriorn´ı strˇedn´ı
hodnoty jednotlivy´ch parametr˚u
metoda α β ω
OBM (0,1041; 0,1075) (0,8773; 0,8819) (1,769 · 10−6; 1,958 · 10−6)
OBM (0,1041; 0,1076) (0,8772; 0,8819) (1,766 · 10−6; 1,961 · 10−6)
OBM (0,1037; 0,1080) (0,8765; 0,8827) (1,729 · 10−6; 1,998 · 10−6)
MCHc (0,1037; 0,1079) (0,8763; 0,8829) (1,714 · 10−6; 2,013 · 10−6)
RO (0,1041; 0,1075) (0,8771; 0,8821) (1,775 · 10−6; 1,952 · 10−6)
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