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Frequently engineering considerations place limitations on the 
size of decision making systems and on the resources of the system 
designer. The pertinent high order probability distributions may be 
unknown and it may not be possible to measure and/or store these 
distributions in their entirety; some type of approximation is then 
necessary. One type of approximation that has been studied pre- 
viously involves measuring and storing several of the lower order 
component distributions and using these to approximate the high 
order distribution, using the criterion of maximum entropy. 
This note considers the related realization problem for binary 
distributions. By a realization of such an approximation is meant a 
physical network with the following properties: (1) Its inputs are the 
variables on which the decision is to be based. (2) Stored within it 
are the lower order component distributions on which the approxi- 
mation is to be based. (3) Its outputs (one for each possible decision) 
are approximations to the high order distributions sufficient to make 
the decisions. 
The realization problem for maximum entropy approximations is 
particularly simple because of their functional form. Maximum 
entropy distributions are always products of functions of the vari- 
ables in the given component distributions. Therefore, the logarithms 
of these distributions are sums of functions of these same variables 
and hence can be easily realized. It is shown that networks consisting 
of diodes in the form of "and" gates and resistors in the form of 
summation elements can realize any probability approximation satis- 
fying the maximum entropy criterion. 
I. INTRODUCTION 
Frequent ly  engineering considerations place l imitat ions on the size 
of decision making systems and on the resources of the system designer. 
Under these conditions, the pert inent high order probabi l i ty distr ibu- 
tions may be unknown and it may not  be possible to measure and/or  
store these distr ibutions in their ent irety;  some type of approximation 
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is then necessary. The probability approximation problem has been 
studied by Brown (1959), Hartmanis (1959), and Lewis (1959), who 
consider the possibility of storing several of the lower order coraponent 
distributions and using these to approximate the higher order dis- 
tributions using the criterion of maximum entropy. The present note 
considers the related realization problem for binary distributions. By a 
realization of an approximation to a probability distribution, is meant a 
physical network with the following properties: 
(1) Its inputs are the variables on which the decision is to be based. 
(2) Stored within it are the lower order component distributions on 
which the approximation is to be based. 
(3) Its outputs (one for each possible decision) are the approxima- 
tions to the higher order distributions sufficient o make the deeisiom 
The decision problem can be stated thusly: We wish to decide among u 
alternatives x,, . . .  , x~ and the decision is to be based upon measure- 
ments of m binary characteristics ~, ..- , c~. It is well known * that 
the decision should be based upon the conditional probability 
P(x~Tc l  , " ' "  , c ,~)  
but that the inverse probability 
P(c l ,  . . .  , c~lz~) 
together with the a priori probability P(x~) is sufficient for making the 
decision. It is this probability that (we assume) we have no time to 
measure and/or no room to store and hence must approximate. 
If the approximation is performed using the maximum entropy cri- 
terion (i.e., assuming the high order distribution has maximum entropy 
subject only to the constraints imposed by the given lower order dis- 
tributions), the realization problem becomes particularly simple be- 
cause of the functional form of the approximant. It has been shown by 
Brown (1959) that maximum entropy distributions are always products 
of functions of the variables in the given component distributions. 
Therefore, the logarithms 2 of these distributions are sums of functions 
See for example, Davenport  and Root (1959), p. 318 et seq. 
2 Since the logar i thm function is a one-to-one map of its argument, nothing is 
lost by computing the logar i thm of the probabi l i ty  instead of the probabi l i ty 
itself. The fact that  the logar i thm is also a monotonic increasing function of its 
argument makes it  part icular ly useful for maximum likelihood decisions. How- 
ever, any other funct ion with the one-to-one mapping property could be used 
instead of the logarithm. 
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of these variables and hence are easily realizable. The only physical 
elements required are "and" gates and summation elements. A summa- 
tion element is defined as an element with m binary inputs, Yl, y2, ' • • , 
y~,  whose output is 
~-~ a ~y j + ao 
where the aj are real numbers characteristic of a particular element. (A 
summation element is a Kirchhoff adder made from resistors and per- 
haps inverters.) 
In the following sections we assume that various types of lower order 
component distributions are given, state the pertinent approximation 
according to the maximum entropy criterion, and show the realization 
in terms of "and"  gates and summation elements. 
Actually the results of Sections I J  and I I I  are special cases of Section 
IV  but are included for ease of presentation. 
II. FIRST ORDER DEPENDENCE 
If the given lower order distributions are first order in c~., i.e., of the 
form 
P(cjlx,) 
it has been shown by Lewis (1959) that the maximum entropy approxi- 
mation is a product of the given distributions 
P(CllXl)P(c21xi) . . .  P (cmlx i )P(x i ) .  
The decision network calculates the logarithm of this product or the 
sum of the logarithms of the individual distributions. 
log P(olxi)P(c21xl)  . . .  P(c,~]xi)P(xi)  
(1) 
= ~ log P(cj[x~) -k log P(x i )  
We will now show how to realize this function using summation elements. 
We will need one summation element for each x~, i = 1, - . -  , n as 
shown in Fig. 1. The j th input to each element will be the binary variable 
cj ,  j = 1, - . .  , m. Each element will compute 
aijcj + a~o (i  = 1, . . .  , n) (2) 
y=l 
C i ~ 
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FIG. 1. A decision network for independent characteristics 
It can be verified that the logarithmic function of Eq. (1) is computed 
by the summation component ofEq. (2) with element values, given by s 
~=1 LP-(/7 o I x~)j c~ + log P(xi) I'I~l P(cj = o I x~) 
If no cj are excited the output is the constant term. If a particular 
c~- equals unity, its coefficient aj adds h~ the proper logarithmic prob- 
ability and subtracts the effect of that cj ha the constant term. 
I I I .  SECOND ORDER DEPENDENCE 
Before considering the more general case of pth order dependence 
we will briefly discuss econd order dependence of the given lower order 
a This is a fair ly well-known result. See, for example, Minsky (1960). 
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FIG. 2. A decision network for characteristics dependent by pairs 
distributions, i.e., distributions of the form: 
P(c¢ ,  ck[z~) j ,  k = 1, . . .  ,m,  j ~ k 
I t  has been shown by Brown e (1959) that given all of the second order 
distributions as above, the pertinent approximation is of the form: 
P(c l  , . . .  , cmlx~)PCx=) = PCx~) , ca) 
j ,k~l 
.i<k 
4 See footnote 6. 
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In other words, for each xi the distribution is a product of functions of 
the variables cj and ck for all pairs cj and ck (j # k). Brown gives the 
functions fjk as infinite products. 5 
Taking logarithms of this function, we obtain 
log [/~-k(ca., c~)] + log P(x,) (3) 
j,/~=l 
j<k 
A function of this type can be realized using m 2 -- m "and" gates 
and n summation elements as shown in Fig. 2. Each "and" gate cor- 
responds to one pair ci ,  ck giving an output (of 1) if and only if ca" and 
c~ are both unity. The n summation elements, one for each of the n 
alternatives, have as their inputs the ca. for j = 1, --.  , m and the out- 
puts of the "and" gates; they compute the function (for each i) 
o, ca.+ b. ca.c  +b,00 (4> 
j=l  j,k=l 
j<k 
where c;c~ is a binary variable which is unity if and only if both cj and 
ck are unity (i.e., c~.ck is the output of the "and" gate corresponding to
c¢ and ck). 
I t  can be verified that the summation element of Eq. (4) can realize 
the logarithmic function of Eq. (3) using the coefficient values: 
' 
l°g f~k<cY 0) ]  
+ log ~ 
j,k=l f~k(cj 1 ck O) f)~(ci 0 c~ a.<k 
log f}k(ca. = 0 ce = O) + log P(x~) 
],k=l 
j<k 
If no cj are excited, the output is the constant erm. If one variable is 
excited its weight adds the m -- 1 appropriate f~k terms and subtracts 
the effect of that variable in the constant erm. If two variables are ex- 
cited the "and" gate corresponding to this pMr adds the appropriate 
fjk terms and subtracts the effect of the variables taken singly, not for- 
getting to account for the overlap in the cj = c, = 0 term. 
See footnote  6. 
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IV. pth ORDER DEPENDENCE 
We now consider the case where the given distributions are pth order 
in the c~.. If we denote the (2 )  combinations of the c's, taken P at  a 
\ l , - z  
time, byC~(k),k = 1, 2,... (m)(where the k numbering is arbitrary) ' p 
the distributions of interest can be written 
Brown ~ (1959) further shows that given these pth order distributions, 
the pertinent approximation is of the form 
P(O,'",c~Ixi)p(x~) = I I  fk'(cp(~))p(z~) 
k=l  
In  other words, for each x~ the distribution is a product of functions of 
the given C~(k) variables. Brown gives the f~(C~(k)) as an infinite product. 
Taking logarithms, we obtain 
Iogf~(C~(~)) + log p(xi) (5) 
k=l 
To realize this in general, we need ~q=~ (q)"and" gates and n sum- 
mation elements. The ~ (p )  "and" gates give outputs for all corn- q=2 
binations of the c j ,  two at a time, three at a time, up to p at a time, and 
the n summation elements, one for each of the n alternatives, have as 
inputs the outputs of all the "and"  gates plus the variables c~ (taken 
one at a time) and compute (for each i) 
(7) 
~, a~kCq(~) + a°oo (6) 
q=l  k=l  
6 Brown does not actually make this statement in his paper but it is a simple 
observation from the form of his equations. His result and all that follows from 
it are still valid if not all the ( ; )p th  order distributions are given, as long as the 
group specified includes each of the cj in at least one distribution. For certain 
specified groups, the .f~ can be expressed in closed form as in Lewis (1959) and 
Hartmanis (1959). 
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where C~(k) is a binary variable which is unity ff and only ff all of the 
characteristics specified by Ca(k) are unity (that is, Cq(k) is the output of 
one of the "and" gates for q ~ 1 and for q = 1 is one of the cj). 
In Eq. (6), a~0 represents the effect of having no characteristic equal 
to unity, that is, 
0 i 
a00 = log P (x~) I I£  (c,(k) = 0) 
(Cp(k) = 0 means every member of C~(k) is set equal to zero), a~k is 
determined as follows. For any set of variables equal to unity, we wish 
to activate the appropriate "and" gate and subtract the effects of all the 
"and" gates turned on by subsets of this set. 
In the summation function, Cq(k) denotes a binary variable which is 
unity if and only if a set of q variables are all unity; there being ( 'q )  
such sets, the index k goes from l to ( : ) .  Denote by [Cq(k)J, l the binary 
variable which is unity for the same set of q variables, except that l 
variables have been omitted (set equal to zero). The index r runs from 1 
to . Let [a~k], denote the coefficient in the summation function of 
the binary variable denoted by [C~(k)], ~. The coefficients in Eq. (6) are 
now defined reeursively: 
(g) q 
q i ~ l~ra¢ l 
l= l  r= l  
V. THE GENERAL CASE 
In the general case we are given arbitrary distributions of various 
orders. Brown's result in this case is that the given distribution is 
again a product of functions of the given distributions. It is clear that a 
summation realization similar to that above is possible, but it is difficult 
to write a general expression for the coefficients. 
R~c~iv~D: March 27, 1961 
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