The aim of this paper is to verify that the study of generic conformally flat hypersurfaces in 4-dimensional space forms is reduced to a surface theory in the standard 3-sphere. The conformal structure of generic conformally flat (local-)hypersurfaces is characterized as conformally flat (local-)3-metrics with the Guichard condition. Then, there is a certain class of orthogonal analytic (local-)Riemannian 2-metrics with constant Gauss curvature -1 such that any 2-metric of the class gives rise to a one-parameter family of conformally flat 3-metrics with the Guichard condition. In this paper, we firstly relate 2-metrics of the class to surfaces in the 3-sphere: for a 2-metric of the class, a 5-dimensional set of (non-isometric) analytic surfaces in the 3-sphere is determined such that any surface of the set gives rise to an evolution of surfaces in the 3-sphere issuing from the surface and the evolution is the Gauss map of a generic conformally flat hypersurface in the Euclidean 4-space. Secondly, we characterize analytic surfaces in the 3-sphere which give rise to generic conformally flat hypersurfaces.
Introduction
The aim of this paper is to verify that the study of generic conformally flat hypersurfaces in 4-dimensional space forms is reduced to a surface theory in the standard 3-sphere S 3 . Here, a hypersurface is called generic if it has distinct three principal curvatures at each point.
A complete local classification of conformally flat hypersurfaces in n-dimensional space forms, n ≥ 5, was given by Cartan (cf. [7] ): a hypersurface in an n-dimensional space form, n ≥ 5, is conformally flat if and only if it is a branched channel hypersurface. 3-dimensional branched channel hypersurfaces in a 4-dimensional space form are known to be conformally flat as well, but there are also generic 3-dimensional conformally flat hypersurfaces. Our theme of this paper is to study these generic 3-dimensional conformally flat hypersurfaces: we relate generic conformally flat hypersurfaces to analytic surfaces in S 3 .
Any generic conformally flat hypersurfaces in a 4-dimensional space form has a special curvilinear coordinate system (x, y, z) satisfying the following conditions:
(1) all coordinate lines are principal curvature lines.
(2) its first fundamental form I is expressed as I = l 2 1 (dx) 2 + l 2 2 (dy) 2 + l 2 3 (dz) 2 .
(3) the functions l 2 i (i = 1, 2, 3) satisfy a Guichard condition i 2 i + l 2 j = l 2 k , where {i, j, k} is some permutation of {1, 2, 3}. Such a coordinate system is called a principal Guichard net of a generic conformally flat hypersurface, and a pair {(x, y, z), [g]} of a coordinate system (x, y, z) on a simply connected domain U in the Euclidean 3-space R 3 and the conformal class [g] of a conformally flat metric g satisfying the Guichard condition with respect to the coordinate system is called a Guichard net.
Conversely, for a given Guichard net {(x, y, z), [g]}, there is a generic conformally flat hypersurface with its canonical principal Guichard net in a 4-dimensional space form, uniquely up to Möbius transformation (for the canonical principal Guichard net, see Remark 1 in §2.2). Hence, we describe the canonical principal Guichard net for a hypersurface as only "the Guichard net". Now, let g be a conformally flat metric given by (1.1) from ϕ(x, y, z) and f (x, y, z) be a generic conformally flat hypersurface in R 4 with the Guichard net g. Let I f = e 2P g be the first fundamental form of f . Let {X α , X β , X γ , N } be an orthonormal frame field of R 4 along f (x, y, z), where X α , X β and X γ are orthonormal principal vector fields in the direction of f x , f y and f z , respectively, and N is a unit normal vector field. Suppose that (κ 1 κ 2 )(x, y, 0) = 0 is satisfied. Then, a mapping φ(x, y) := N (x, y, 0) for (x, y) ∈ V defines a surface in S 3 and (x, y) is a principal curvature line coordinate system of φ. Let X 0 α (x, y) := X α (x, y, 0), X 0 β (x, y) := X β (x, y, 0) and ξ(x, y) := X γ (x, y, 0). Then, X 0 α (x, y) and X 0 β (x, y) are principal curvature vector fields and ξ(x, y) is a unit normal vector field (in S 3 ) of φ. We further define several functions on V from ones on U as follows:
ϕ (c) D ′ ∂/∂x ξ = e −P (eP cos ϕ) z X 0 α , D ′ ∂/∂y ξ = e −P (eP sin ϕ) z X 0 β , Next, we show, in §3, that the functions P (x, y, z) are solutions to a certain evolution equation in z under suitable initial conditions (P (x, y),P z (x, y)) on V × {0}. These initial data (P (x, y),P z (x, y)) are given as solutions to a system of differential equations on V defined by Φ t (Theorem 1, and also see Definition and Notation 1 in §2.1). Then, in order that P (x, y, z) is actually determined as such a solution, it is necessary that κ 1 (x, y) andκ 2 (x, y) determined from (P (x, y),P z (x, y)) satisfy (κ 1κ2 )(x, y) = 0 on V . However, when P (x, y, z) is attendant on a generic conformally flat hypersurface with a Guichard net g t arising fromĝ ∈ M et 0 , it always satisfies the condition (κ 1 κ 2 )(x, y, 0) = (κ 1κ2 )(x, y) = 0 on V , by choosing a suitable subdomain V ′ of V if necessary (Proposition 3.3) . Through examples, for a given Φ t we show that the system for (P (x, y),P z (x, y)) can be completely solved and all 5-dimensional solutions are obtained.
The existence of surfaces φ (resp. evolutions φ z ) in S 3 follows from a geometrical interpretation of the system for (P (x, y),P z (x, y)), which is verified in §4 by Theorem 2 (resp. Theorem 3). If two surfaces φ andφ in S 3 are isometric, then we regard φ andφ as the same surface. Then, the set of all surfaces φ(x, y) for any Φ t is 4-dimensional. Hence, all surfaces φ for anyĝ ∈ M et 0 generate a 5-dimensional set (Remark 4-(3)).
In §5, we characterize analytic surfaces φ(x, y) in S 3 such that they give rise to generic conformally flat hypersurfaces f in R 4 . Let us express the derivative of φ as dφ = −(a 1 dx)X 0 α − (a 2 dy)X 0 β , where {X 0 α , X 0 β } is defined as above. Then, we have the following Main Theorem 2:
Main Theorem 2. Let φ : V ∋ (x, y) → φ(x, y) ∈ S 3 be a generic analytic surface and (x, y) be a principal curvature line coordinate system. Suppose that, for φ, there is a coordinate system (x, y) and analytic functions (ϕ(x, y),P (x, y)) on V such that they satisfy (1) a 1 sin ϕ − a 2 cos ϕ = 1 (resp. − 1),
(2) (a 1 ) x = −ϕ x a 2 +P x a 1 , (a 2 ) y = ϕ y a 1 +P y a 2 .
Then, three objects; an evolution ϕ(x, y, z) on U of ϕ(x, y), an evolution φ z (x, y) of surfaces issuing from φ and a generic conformally flat hypersurface f (x, y, z) in R 4 , are determined such that ϕ(x, y, z) gives the Guichard net g of f by (1.1) and φ z (x, y) is the Gauss map of f . The surface φ(x, y) further gives rise to the dual f * (x, y, z) of f , hence there is another pair (ϕ * (x, y),P * (x, y)) leading to f * such that it satisfies (1) and (2) , where we replace only the equation (1) by a 1 sin ϕ * − a 2 cos ϕ * = −1 (resp. 1). In particular, the principal curvatures in the direction of z for f and f * are middle among three principal curvatures of each hypersurface.
We verify Main Theorem 2 by Theorem 4 and Corollaries 5.1 and 5.2 together with reviews of dual generic conformally flat hypersurfaces in ( [13] and [12] ). Owing to Main Theorem 2, we can judge by only the first fundamental form whether a surface φ leads to a generic conformally flat hypersurface or not, and then it is possible that the Guichard net g of the hypersurface is not the one arising fromĝ ∈ M et 0 (Remark 5- (2) and (3)).
At the end of the introduction, we refer to some recent results on generic conformally flat hypersurfaces: S.Canevari and R.Tojeiro ( [5] , [6] ) provided another characterization of such hypersurfaces in R 4 (different from the existence of the Guichard net) (see Remark 2 in §3); Z.X. Xie, C.P. Wang and X.Z. Wang ([19] , [20] , [21] ) are studying conformally flat Lorentzian hypersurfaces in the Lorenzian space R 4 1 .
Preliminaries
In this section, we summarize known results on generic conformally flat hypersurfaces in addition to them in the introduction, and we fix our notations for the description later.
2.1. Guichard nets and evolutions of 2-metrics with constant curvature −1
In this subsection, we summarize results in [4] . Let g be a conformally flat metric expressed as g = cos 2 ϕ(dx) 2 + sin 2 ϕ(dy) 2 + (dz) 2 .
(2.1.1)
Here, ϕ = ϕ(x, y, z) is a function on a simply connected domain U = V × I ⊂ R 2 × R, where 0 ∈ I. When a conformally flat metric g is expressed as (2.1.1) with respect to a coordinate system (x, y, z), g is called a conformally flat metric with the Guichard condition. As mentioned in the introduction, for a given conformally flat metric g with the Guichard condition, there is a generic conformally flat hypersurface f (x, y, z) in R 4 with the canonical principal Guichard net g, uniquely up to a conformal transformation. Note that two conformally flat metrics g determined from ϕ(x, y, z) andφ(x, y, z) define the same Guichard net if and only if there are three constants a 1 , a 2 and a 3 such thatφ(x, y, z) = ϕ(±x + a 1 , ±y + a 2 , ±z + a 3 ). Now, we have the following proposition (cf. [4] , Proposition 1.1 and Theorem 1).
Proposition 2.1. The following facts (1) , (2) and (3) are equivalent to each other. (1) A metric g on U given by (2.1.1) is conformally flat.
(2) The function ϕ(x, y, z) on U determining g in (2.1.1) satisfies the following equations (i)-(iv):
(3) Let ϕ(x, y, z) and ψ(x, y, z) be functions on U satisfying the following equations (i)-(iv):
Then, g is defined from ϕ by (2.1.1). In particular, we can assume that ψ does not have any linear term for x, y and z.
So far as we look at Proposition 2.1-(3), ψ(x, y, z) is not unique even if it does not have any linear term for x, y and z. However, we can impose the following additional constraints on ψ(x, y, z) (cf. [4] , Theorem 4 in §3.1);
where ∆ψ := ( ∂ 2 ∂x 2 + ∂ 2 ∂y 2 )ψ. Then, ψ(x, y, z) is uniquely determined for ϕ(x, y, z) ([4], Proposition 4.1). Now, let g be a conformally flat metric defined by (2.1.1) from ϕ(x, y, z). Suppose that ϕ satisfies the condition (ϕ z ϕ xz ϕ yz )(x, y, z) = 0 on U . For g, we define functionsÂ(x, y, z) andB(x, y, z) on U bŷ
respectively, which are well-defined by (i) and (ii) of Proposition 2.1-(3). Then, each 2-metricĝ(z) := A 2 (x, y, z)(dx) 2 +B 2 (x, y, z)(dy) 2 on V with z ∈ I has constant Gauss curvature −1. That is, for the metric g, an evolutionĝ(z) of 2-metrics on V with constant Gauss curvature −1 is determined.
In [4] , the inverse problem was also studied, and then a class M et 0 of orthogonal analytic 2-metrics on V with constant Gauss curvature −1 is defined: for a 2-metricĝ ∈ M et 0 , a one-parameter family g t (with parameter t ∈ R \ {0}) of conformally flat metrics on U with the Guichard condition is determined as evolutionŝ g t (z) of 2-metrics on V with constant Gauss curvature −1 issuing fromĝ t (0) =ĝ. We review the method of determining the family g t fromĝ ∈ M et 0 in the following.
We interpret (iii) and (iv) of Proposition 2.1-(3) as a system of evolution equations in z for ψ(x, y, z) and ϕ(x, y, z). Hence, we must determine its suitable initial data on z = 0; four functions ϕ(x, y), ψ(x, y), ϕ z (x, y) and ψ z (x, y) on V forĝ ∈ M et 0 . In this process, the definition of M et 0 is determined. To see it, let g =Â 2 (x, y)(dx) 2 +B 2 (x, y)(dy) 2 be an arbitrary analytic 2-metric on V with constant Gauss curvature −1 and let (x 0 , y 0 ) be a point of V . When we regardÂ andB forĝ as them in (2.1.3) on z = 0, three functions ϕ(x, y), ϕ z (x, y) and ψ z (x, y) are determined fromĝ as follows: ϕ is uniquely determined by giving ϕ(x 0 , y 0 ) = λ, but both ϕ z and ψ z are only determined up to the same constant multiple t = 0 even if we assume ψ z (x 0 , y 0 ) = 0, that is,
Suppose that, forĝ, there is an evolutionĝ(z) of 2-metrics issuing fromĝ such thatĝ(z) leads to a conformally flat metric g with the Guichard condition. Let ϕ(x, y, z) and ψ(x, y, z) be functions on U in Proposition 2.1-(3) determined for g. Then, ϕ(x, y, z) and ψ(x, y, z) satisfy , we obtain a certain condition on ψ(x, y, 0) by (2.1.4), which is determined from ϕ(x, y, 0) and ϕ z (x, y, 0). Now, we say thatĝ belongs to M et 0 if all classes (ϕ(x, y), ϕ t z (x, y), ψ t z (x, y)) with t ∈ R \ {0} determined forĝ satisfy (2.1.4). Then, forĝ ∈ M et 0 , each class (ϕ(x, y), ϕ t z (x, y), ψ t (x, y), ψ t z (x, y)) with t ∈ R \ {0} is determined. Actually, forĝ ∈ M et 0 , a one-parameter family {(ϕ(x, y), ϕ t z (x, y))} t∈R\{0} leading toĝ is firstly determined, next each (ψ t (x, y), ψ t z (x, y)) with t = 0 is determined from (ϕ(x, y), ϕ t z (x, y)) with the same t ( [4] , Theorems 5 and 6 in §3.2). Furthermore, we can replace ψ t (x, y) with a new one such that (ϕ, ϕ z := ϕ t z , ψ := ψ t ) satisfies (2.1.2) on z = 0.
Let ψ t (x, y, z) := ψ(x, y, z) and ϕ t (x, y, z) := ϕ(x, y, z) be solutions to the system (iii) and (iv) of Proposition 2.1-(3) under the above initial condition determined byĝ ∈ M et 0 and t = 0. Then, ψ t (x, y, z) and ϕ t (x, y, z) also satisfy (i) and (ii) of Proposition 2.1-(3) ([4], Proposition 4.2 and Theorem 7). Therefore, ϕ t (x, y, z) gives a conformally flat metric g t by (2.1.1).
Under the facts above, we fix several notations:
Definition and Notation 1. where ϕ := ϕ(x, y, z) is a function on U determining g in (2.1.1).
(2) Let M et 0 be a class of orthogonal analytic 2-metrics on V with constant Gauss curvature -1, as above. That is, for anyĝ ∈ M et 0 , a one-parameter family g t ⊂ M et is determined as evolutionsĝ t (z) of 2-metrics issuing fromĝ t (0) =ĝ.
For a 2-metricĝ ∈ M et 0 and a fixed t = 0, four functions ϕ(x, y), ϕ t z (x, y), ψ t (x, y) and ψ t z (x, y) on V have been determined such that they lead to a metric g t ∈ M et. Among these four functions, ψ t (x, y) and ψ t z (x, y) are determined from (ϕ(x, y), ϕ t z (x, y)), as mentioned above. Furthermore, ψ t zz (x, y) := ψ t zz (x, y, 0) and ϕ t zz (x, y) := ϕ t zz (x, y, 0) are also determined on V from (ϕ(x, y), ϕ t z (x, y)) by (iii) and (iv) of Proposition 2.1-(3), respectively. Now, in the definitions of (3) and (4) below, we write g for g t .
(3) Forĝ ∈ M et 0 , we simply say that (ϕ(x, y), ϕ z (x, y)) is a pair of functions on V arising fromĝ. Then, this (ϕ, ϕ z ) implies the above class (ϕ, ϕ t z , ϕ t zz , ψ t , ψ t z , ψ t zz ) consisting of six functions on V determined byĝ and some t.
(4) By the notation g =ĝ ∈ (M et 0 ⊂)M et, we imply a metric g := g t ∈ M et determined byĝ ∈ M et 0 and t. Furthermore, for g =ĝ ∈ (M et 0 ⊂)M et, we say that (ϕ(x, y), ϕ z (x, y)) is a pair of functions on V arising fromĝ and ϕ(x, y, z) is a function on U arising from g by (2.1.1). Then, ϕ(x, y, z) implies a pair (ϕ t (x, y, z), ψ t (x, y, z)) obtained as an evolution from (ϕ(x, y), ψ t (x, y), ϕ t z (x, y), ψ t z (x, y)) with the same t. ✷ Now, let S 3 be the standard 3-sphere. Our first main result is stated as follows: forĝ ∈ M et 0 , a 5-dimensional set of (non-isometric) analytic surfaces in S 3 is determined such that any surface φ of the set gives rise to an evolution φ z of surfaces in S 3 issuing from φ and a generic conformally flat hypersurface with the canonical principal Guichard net g =ĝ(∈ M et 0 ⊂)M et is realized in R 4 via the evolution φ z .
Covariant derivatives and curvature tensors of conformally flat hypersurfaces
In this subsection, we summarize formulae on the covariant derivative and the curvature tensor for a generic conformally flat hypersurface in R 4 ( [12] , §2, and [17] , §2.1).
Let g ∈ CF M , and ϕ(x, y, z) be a function on U arising from g by (2.1.1). Let f (x, y, z) be a generic conformally flat hypersurface in R 4 with the canonical principal Guichard net g. Then, the first fundamental form I f of f is expressed as I f = e 2P g with a function P = P (x, y, z). Let κ i (i = 1, 2, 3) be the principal curvatures of f corresponding to coordinate lines x, y and z, respectively. Then, functions ϕ, e P and κ i satisfy the following relations:
In (2.2.2), we have assumed (κ 1 − κ 2 ) cos ϕ sin ϕ(= e −P ) > 0, because we can replace a normal vector field N of f by −N if necessary.
Remark 1.
The equations in (2.2.2) are slightly different from the ones in [12] and [17] . The reason is as follows. For any g ∈ CF M , there is an associated family of generic conformally flat hypersurfaces such that each member of the family has the same principal Guichard net g. We can distinguish between these two members by constant c 2 (∈ R \ {0}) defined by c 2 := e 2P (κ 1 − κ 3 )(κ 3 − κ 2 ). If c 2 is same (resp. different), then two members are equivalent (resp. non-equivalent). We say that f has the canonical principal Guichard net g if c 2 = 1 holds. The results in [12] and [17] are stated simultaneously for all members of one associated family.
Through this paper, for g ∈ CF M , we only consider a hypersurface with its canonical principal Guichard net g, and further we shall fix c = 1 for the sake of simplicity. However, we note that, if c = −1, then N and (2.2.2) change to −N and κ 1 = −e −P tan ϕ + κ 3 , κ 2 = e −P cot ϕ + κ 3 , respectively, where κ 3 is the third principal curvature for −N . For each member of one associated family, we can replace its principal Guichard net with a canonical one by modifying the original function ϕ (cf. [12] , §2).
From now on, we shall describe the canonical principal Guichard net for a hypersurface as only "the Guichard net". ✷ Let ∇ ′ be the standard connection of R 4 . Let X α := e −P cos ϕ f x , X β := e −P sin ϕ f y and X γ := e −P f z , which are orthonormal principal vector fields of f . For a function h(x, y, z), we denote by h α , h β , h γ derivatives X α h, X β h, X γ h, respectively. Then, the following formulae hold: 
Furthermore, the following equations also hold: ϕ x = (κ 1 ) x e P cos 2 ϕ, ϕ y = (κ 2 ) y e P sin 2 ϕ, 
Note that, as far as g is expressed as (2.1.1), these formulae on the sectional curvatures are satisfied for any metric e 2P g even if g is not conformally flat. By the Gauss equation, we have
Furthermore, κ i satisfy the following equations:
(2.2.9)
Determination of fundamental forms for hypersurfaces from Guichard nets
In this subsection, we review the method of determining the first and the second fundamental forms for a generic conformally flat hypersurface realized in R 4 from a conformally flat metric g with the Guichard condition ( [12] , §2 and §3). Through this subsection, let g ∈ CF M and ϕ(x, y, z) be a function on U arising from g by (2.1.1).
Suppose that f (x, y, z) is a conformally flat hypersurface in R 4 with the Guichard net g. Let I f = e 2P g be the first fundamental form and κ i (i = 1, 2, 3) be the principal curvatures of f , as in §2.2. Firstly, note that the problem of determining the first and the second fundamental forms of f is reduced that of determining e P and κ 3 from ϕ, by (2.2.1) and (2.2.2). The following proposition 2.2 gives further relation among these ϕ, e P and κ 3 (cf. [12] , Proposition 1). Proposition 2.2. Let g ∈ CF M , and ϕ(x, y, z) be a function arising from g by (2.1.1). Let f be a generic conformally flat hypersurface in R 4 with the Guichard net g. Let e P and κ i (i = 1, 2, 3) be defined as above. Then, κ 3 and e P satisfy the following equations: which are linear differential equations for e −P defined by ϕ. These equations are equivalent to the condition that the curvature tensor R of a metric e 2P g is diagonal; R αγβγ = R αβγβ = R βαγα = 0. Note that, as far as g is expressed as (2.1.1), this equivalence is satisfied for any metric e 2P g even if g is not conformally flat.
The following lemma was given in ( [12] , Lemma 1). However, we still give a proof, since all equations in the proof are also useful for our argument. 
In particular, if e −P satisfies (2.3.2), then (i), (ii) and (iii) in Proposition 2.2 hold.
Proof. Let κ 3 and e −P satisfy (iv) and (v) of Proposition 2.2, respectively. Then, we have the following equations by direct calculation:
(2.3.5)
Note that, as far as ϕ, κ 3 and e −P satisfy (iv) and (v) of Proposition 2.2, the equations (2.3.3)∼(2.3.5) hold even if a metric g given by (2.1.1) from ϕ is not conformally flat. (Then, we interpret ψ zz as a function defined by ϕ in Proposition 2.2-(v)). Now, in our case, all coefficients of e −P -term in the right hand sides of (2.3.3)∼(2.3.5) vanish by g ∈ CF M , that is, we have
In consequence, all equations in Lemma have been obtained. The last statement follows directly from these equations. ✷
Now, let f be a generic conformally flat hypersurface in R 4 with the Guichard net g, and e 2P be the conformal element of I f . Then, we can rewrite the equation in Proposition 2.2-(v) as a linear evolution equation in z for e −P :
where ψ zz = (ϕ xx − ϕ yy − ϕ zz cos 2ϕ)/ sin 2ϕ. The evolution equation (2.3.6) for e −P will be the starting point of our argument in the next section. Next, let us take an arbitrary (positive) function e −P satisfying (2.3.2) and (2.3.6) defined by ϕ arising from g ∈ CF M . Let κ 3 be a function on U given by Proposition 2.2-(iv) from e −P , and κ 1 and κ 2 be functions given by (2.2.2). Then, there is a function χ = χ(x, y, z) on U such that the sectional curvatures of a metric e 2P g are expressed as
(cf. [12] , Corollary 1 and Lemma 2). Hence, if we choose a function e −P satisfying (2.3.2), (2.3.6) and χ ≡ 0, then e 2P g and κ i satisfy all equations of Proposition 2.2 and the Gauss condition for a hypersurface in R 4 , as e 2P g (resp. κ i ) is the first fundamental form (resp. principal curvatures). In order to investigate the condition χ ≡ 0, we define a new function ζ on U from e −P by
Note that ζ satisfies ζ = K(X β ∧ X γ ) sin 2 ϕ + K(X γ ∧ X α ) cos 2 ϕ by (2.2.7). Then, we have that χ ≡ 0 holds for a metric e 2P g if and only if e −P satisfies ζ = κ 2 3 (cf. [12] , Lemma 3). Now, we have the following proposition by ( [12] , Theorem 1), because we can replace the condition on κ 3 there with that on e −P , by Proposition 2.2 and Lemma 2.1. Proposition 2.3. Let g ∈ CF M , and ϕ(x, y, z) be a function on U arising from g by (2.1.1). Let e −P be a (positive) function on U satisfying (2.3.2) and (2.3.6) . Let κ 3 and ζ be functions on U defined from ϕ and e −P by the Proposition 2.2-(iv) and (2.3.8) , respectively. Suppose that ζ = κ 2 3 is satisfied on U . Then, there is a hypersurface f in R 4 with the Guichard net g such that f has the first fundamental form I f = e 2P g and the principal curvatures κ 1 , κ 2 and κ 3 , where κ 1 , κ 2 are given by (2.2.2) .
More precisely, the metric e 2P g and the three functions κ i satisfy the Gauss and the Codazzi conditions for a generic conformally flat hypersurface f in R 4 as the first fundamental form and the principal curvatures of f , respectively.
The existence theorem of generic conformally flat hypersurfaces with Guichard nets g ensures the existence of functions e −P satisfying all assumptions in Proposition 2.3.
At the end of this subsection, we fix some notations: 
✷
The set Ξ g is 5-dimensional. In fact, all non-isometric conformal transformations (homotheties and inversions) acting on R 4 generate a 5-dimensional set and the Guichard nets of hypersurfaces are preserved by these actions. Here, for any q ∈ R 4 , an inversion ι q with q is defined by
where |x − q| is the Euclidean norm of (x − q).
Determination of fundamental forms for hypersurfaces from 2-metrics.
Let g ∈ CF M and e −P (x, y, z) ∈ Ξ g . Then, there is a generic conformally flat hypersurface f in R 4 which has the Guichard net g and the first fundamental form I f = e 2P g, by Proposition 2.3. In this section, we verify that, for any 2 Then, we have the following two Propositions 3.1 and 3.2:
Let g ∈ CF M , and ϕ(x, y, z) be a function on U arising from g by (2.1.1). Let e −P (x, y, z) be a (positive) solution on U to (2.3.6) defined by ϕ. Let κ 3 be a function defined from e −P by Proposition 2.2-(iv). Then, we have the following equations (1), (2) , (3) and (4) on U :
Proof. These equations are obtained by direct calculation under the assumption for g to be conformally flat. For the first equation, we have Here, the coefficient of e −P vanishes by (i) of Proposition 2.1-(2).
In order to obtain the other equations, we firstly provide the following equalities:
where e −P ×(3.2) is the first term of ζ in (2.3.8). These equalities follow from (2.3.6). Next, we apply (3.2)∼(3.4) as follows:
Now, for the derivative ζ x of ζ, by Proposition 2.2-(iv) and (2.3.1) we have 
(3.6)
Since the coefficient of e −2P in (3.6) vanishes, we obtain the third equation by (2.3.4), (3.6) and e −P +κ 3 cot ϕ = κ 1 cot ϕ. We also have
Since the coefficient of e −2P in (3.7) vanishes, we obtain the last equation by (2.3.5), (3.7), e −P − κ 3 tan ϕ = −κ 2 tan ϕ and e −P + κ 3 cot ϕ = κ 1 cot ϕ.
Note that, as far as ϕ, e −P and κ 3 satisfy (2.3.6) and Proposition 2.2-(iv), the equations (3.1) and (3.5)∼(3.7) hold even if a metric g determined by (2.1.1) from ϕ is not conformally flat. ✷ Remark 2. We give another proof of Theorem due to Canevari and Tojeiro ( [5] ), in relation to our argument. In the following statement, a metric g is defined by (2.1.1) from a function ϕ(x, y, z), but we do not assume that g is conformally flat:
"A generic hypersurface f in R 4 is conformally flat, if and only if f satisfies the following conditions (1) and (2):
(1) There is a principal curvature line coordinate system (x, y, z) of f such that the first fundamental form I f is expressed as I f = e 2P g := e 2P (cos 2 ϕdx 2 + sin 2 ϕdy 2 + dz 2 ).
(2) The principal curvatures κ i (i = 1, 2, 3) corresponding to the coordinate lines x, y and z, respectively, satisfy the equations κ 1 = e −P tan ϕ + κ 3 , and κ 2 = −e −P cot ϕ + κ 3 ."
Suppose that a generic hypersurface f in R 4 is conformally flat. Then, f satisfies (1) and (2), as mentioned in §2.2. Now, we verify the converse. Let a generic hypersurface f (x, y, z) in R 4 satisfy (1) and (2) . Then, three sectional curvatures K(X α ∧ X β ), K(X β ∧ X γ ) and K(X γ ∧ X α ) of the metric e 2P g are given by (2.2.7), and
is a principal curvature line coordinate system. By these facts and the condition (2), κ 3 and e −P satisfy (iv) and (v) (or (2.3.6)) of Proposition 2.2, respectively, of which proofs are same as in the proposition.
Since .7), we have whether g is conformally flat or one of the following three equations is satisfied:
However, all these three equations are not conformally invariant. In consequence, we have verified that g is conformally flat. ✷ By Proposition 3.1, we have the following proposition: Proof. Since the proof relies on the Cauchy-Kovalevskaya theorem for analytic evolution equations, we have assumed that g and e −P are analytic. Now, by choosing a suitable subdomain V ′ of V if necessary, we can assume that (κ 1 κ 2 )(x, y, z) = 0 holds on U = V × I from the assumption (κ 1 κ 2 )(x, y, 0) = 0 on V . Then, the equations for (I x,y , I x,z , I y,z , J) in Proposition 3.1 are a system of evolution equations in z. Hence, under the initial condition (I x,y = 0, I x,z = 0, I y,z = 0, J = 0) on V × {0}, we have (I x,y ≡ 0, I x,z ≡ 0, I y,z ≡ 0, J ≡ 0) on U = V × I by the uniqueness of solutions.
The last three equations follow from Lemma 2.1. 
) of functions on V determined byĝ and t = 0, and ϕ(x, y, z) implies a pair (ϕ t (x, y, z), ψ t (x, y, z)) of functions on U obtained as evolution from (ϕ(x, y), ψ t (x, y), ϕ t z (x, y), ψ t z (x, y)) with the same t. In particular, note that all functions above are analytic, sinceĝ is analytic by the definition.
The assumption; κ 1 κ 2 = 0 and I x,y = I x,z = I y,z = J = 0 hold on V × {0}, in Proposition 3.2 imposes constraints on two functions e −P (x, y, 0) and (e −P ) z (x, y, 0) on V . We clarify the fact by the following Definition and Notation 3:
Definition and Notation 3. Letĝ ∈ M et 0 , and (ϕ(x, y), ϕ z (x, y)) be functions on V arising fromĝ.
Then, the following functionsP ,P z ,κ i ,ζ on V are restrictions to V × {0} of functions P , P z , κ i , ζ on U , respectively:
(1) LetP (x, y) andP z (x, y) be arbitrary analytic functions on V independent of each other. Then, we
✷ Now, letĝ ∈ M et 0 , and (ϕ(x, y), ϕ z (x, y)) be functions arising fromĝ. For analytic functionsP (x, y) and P z (x, y) on V , we consider the following four equations:
Then, we have the following Theorem. 
(2) Let f (x, y, z) be a generic conformally flat hypersurface in R 4 determined by Theorem 1, and N be a unit normal vector field of f .
is an evolution of surfaces in S 3 issuing from φ. In the next section, we relate (P (x, y),P z (x, y)) to both φ and φ z more directly. 
For the sake of simplicity, we study only (ϕ(x, y), ϕ z (x, y)) := (ϕ(x, y), ϕ 1 z (x, y)), that is, the case of t = 1 for (ϕ(x, y), ϕ t z (x, y)) in Definition and Notation 1- (2) and (3) Let X 1 (x) be a solution to the linear ordinary differential equation
The equation (3.12) is rewritten as
with a constant c 0 . Let us denote X 2 (x) :=
x 0 σ ′ X 1 dx + c 0 , which appeared in (3.13) . Let Y 1 (y) and Y 2 (y) be functions of one-variable satisfying the equations
Note that Y 1 (y) is a solution to a linear ordinary differential equation of third order, and the function Y 2 (y) is expressed as Y 2 (y) = (e ρ Y 1 )(y) + y 0 e −ρ Y ′ 1 dy + c 1 with a constant c 1 . Then, the functions e −P (x, y),κ 3 (x, y) and (e −P ) z (x, y) are determined as follows:
x tan ϕ, (κ 3 ) y = (e −P ) y cot ϕ, (3.9), (3.10) and the definition ofκ 3 , where (X 1 (x), Y 1 (y)) is an arbitrary pair of solutions to the above equations except for
For functions in (3.16), we haveκ 2
and both G(x)(≥ 0) and H(y) are constant functions.
In particular, for a given (σ(x), ρ(y)), all pairs (X 1 (x), Y 1 (y)) satisfying (κ 2 3 −ζ)(x, y) ≡ 0 generate a 5-dimensional set. Furthermore, for any pair (X 1 (x), Y 1 (y)) = (0, 0) satisfying (κ 2 3 −ζ)(x, y) ≡ 0,κ 1 andκ 2 do not vanish identically.
Proof. We firstly summarize equations following from ϕ(x, y) and ϕ z (x, y): 
Next, we study (3.9) and (3.10) to obtain (e −P ) z (x, y). Let us define a one-variable function X 2 (x) by
In the same way, we have (e −P ) zy = [−σ sin 2 ϕ X 1 + σ cos ϕ Y 1 ] y by (3.10). Hence, we have (e −P ) z = −σ sin 2 ϕ X 1 + X 2 + σ cos ϕ Y 1 . By the argument above, e −P (x, y), (e −P ) z (x, y) andκ 3 (x, y) have been determined by (3.16) from X 1 (x) and Y 1 (y), and further X 2 (x) and Y 2 (y) also have been determined in the desired forms. Now, in order to determine X 1 (x) and Y 1 (y), we study the equation ofκ 3 in Definition and Notation 3-(2). Then, we have (3.13) and (3.14) . In fact, we have
by substituting e −P , (e −P ) z andκ 3 in (3.16) for those in the equation ofκ 3 . In this equation, σ and X i are one-variable functions for x and ρ, ϕ and Y i are one-variable functions for y, hence we firstly have the following two equations:
Next, in these two equations we show that it is sufficient to study the case c = 0, that is, the case of (3.13) and (3.14) . Suppose c = 0. Then, with X 2 (x) = cσ(x), X 1 (x) ≡ c is a solution to the first equation. With Y 2 (y) ≡ 0, Y 1 (y) = −c cos ϕ is a solution to the second equation and (3.15). These two equations are linear, and e −P ,κ 3 and (e −P ) z in (3.16) do not depend on all (X 1 , Y 1 ) = (c, −c cos ϕ) with c = 0. Hence, the assertion has been shown.
It still remains to be shown that X 1 (x) is a solution to (3.12). The equation (3.13) is rewritten as [X
We differentiate this equation by x, then we have
Hence, we have showed that (3.12) and (3.13) are equivalent to each other. In the same way, we can show that Y 1 (y) satisfies a linear differential equation of third order, by (3.14) and (3.15 ). Next, we study the conditionκ 2 3 −ζ ≡ 0. We firstly have
by (3.13) and (3.14) . Then, by replacing (e −P ) zz inζ with it in Definition and Notation 3-(2), we havē κ 2 3 −ζ = G(x) + H(y). Next, the derivative of G(x) (resp. H(y)) vanishes by (3.13 ) and the definition of X 2 (x) (resp. by (3.14) and (3.15)), hence G(x) and H(y)) are constant functions. Now, we show that all pairs (X 1 (x), Y 1 (y)) such that (κ 2 3 −ζ)(x, y) ≡ 0 generate a 5-dimensional set. Let c 2 be a constant determined by
Hence, for any (c 1 , c 2 ) and non-negative −H(0), there is Y 1 (0) such that (3.20) holds. By the argument above, we firstly choose a solution X 1 (x) arbitrarily. For X 1 (x), G(0) = −H(0) is determined. Then, for any pair (c 1 , c 2 ), Y 1 (0) is determined by (3.20) . Next, for their c 2 and Y 1 (0), Y ′ 1 (0) is determined by (3.19) . Note that, for (
is also determined by (3.14) . Since the space of solutions X 1 (x) is 3-dimensional and pairs (c 1 , c 2 ) are 2-dimensional, we have showed that all pairs (X 1 (x), Y 1 (y)) satisfying (κ 2 3 −ζ)(x, y) ≡ 0 generate a 5-dimensional set. Finally, we show that, for any pair (X 1 (x), Y 1 (y)) = (0, 0) satisfying (κ 2 3 −ζ)(x, y) ≡ 0, each functionκ i (i = 1, 2) does not vanish identically. We firstly haveκ 1 = Y 2 by (3.16). Suppose Y 2 ≡ 0. Then, by Y ′ 2 ≡ 0 we have Y 1 = c 3 cos ϕ with a constant c 3 . Furthermore, we have c 3 sin ϕ ≡ 0 by (3.14) , that is, c 3 = 0. Hence, we have H(y) ≡ 0 by Y 1 = Y 2 ≡ 0 and (3.18), then we have X 1 ≡ 0 by G(x) ≡ 0 and (3.17). In consequence, ifκ 1 ≡ 0, then we have e −P ≡ 0, which is not the case that we want. For κ 2 , we haveκ 2 (x, y) = −(1/ sin ϕ)(y)X 1 (x) − (e ρ + e −ρ )(y)Y 1 (y) + Y 2 (y). Ifκ 2 ≡ 0, then we also have X 1 = Y 1 = Y 2 = e −P ≡ 0 in the same way. ✷
The following lemma, which is directly verified, is useful for Example 2: For arbitrarily fixed two constants c 0 and c 1 , let X 1 = X 1 (x) and Y = Y (y) be solutions to linear ordinary differential equations 
x tan ϕ, (κ 3 ) y = (e −P ) y cot ϕ, (3.9), (3.10) and the definition ofκ 3 , the functions e −P (x, y),κ 3 (x, y) and (e −P ) z (x, y)) are determined as follows: Proof. We firstly summarize equations following from ϕ(x, y) and ϕ z (x, y):
, ψ y = 2y Next, we substitute e −P , (e −P ) z andκ 3 in (3.23) for those in the definition ofκ 3 . Then, we have −2xX
In this equation, the term [(x 2 − y 2 )/y](Y ′′′ + Y ′ ) is expressed as sum of two one-variable functions for x and y. Hence, we have Y ′′′ + Y ′ = 2c 0 y with a constant c 0 . In consequence, we obtain the equations in (3.21) and (3.22 ). However, we can fix c 1 = 0 in the equations of (3.21) and (3.22) . In fact, let X 1 (x) and Y (y), respectively, be solutions of two equations in (3.21), as above. Then,X 1 (x) := X 1 (x) + c 1 and Y (y) := Y (y) − c 1 , respectively, are solutions to these equations with c 1 = 0. Furthermore, e −P ,κ 3 and (e −P ) z in (3.23) are determined by (X 1 (x),Ŷ (y)) (not by (X 1 (x), Y (y))).
The equation of X 1 (x) in (3.21) has a regular singularity at x = 0. In fact, let c 0 = c 1 = 0, and suppose that a solution X 1 (x) is expressed as X 1 (x) = x r (1 + Σ ∞ n=1 a n x n ). Then, we have r = 0 and r = 2 ± √ −5/2.
. Furthermore, we have a 2n−1 = 0 for all natural numbers n and (r − 1) + (r + 2)(r 2 + 5/4)a 2 = 0 (n + r + 2)[(n + r) 2 + 5/4]a n+2 + (n + r − 1)a n = 0 f or n ≥ 2. Now, by (3.21) , (3.22 ) and (3.23), we have
(e −P ) yy = 2xy Let us fix c 1 = 0. By X 2 (1) = c 2 , we have Letĝ ∈ M et 0 , and (ϕ(x, y), ϕ z (x, y)) be (analytic) functions on V arising fromĝ. In this section, we firstly give a geometrical interpretation of the assumption for a pair (P (x, y),P z (x, y)) in Theorem 1 of §3: for such a pair (P (x, y),P z (x, y)), a surface φ(x, y) in S 3 is determined, and then (3.11) is the Gauss equation for φ(x, y). Next, we show that the surface φ(x, y) gives rise to an evolution φ z (x, y) of surfaces in S 3 issuing from φ(x, y) and the evolution φ z also determines an evolution f z (x, y) of surfaces in R 4 such that f (x, y, z) := f z (x, y) is a generic conformally flat hypersurface. Now, for any functionsP (x, y) andP z (x, y) on V , we havē 
with respect to orthonormal vector fields X 0 α (x, y) and X 0 β (x, y). Then, the following facts (1), (2) and (3) are equivalent to each other:
(2) ∇ ′ ∂/∂y X 0 α and ∇ ′ ∂/∂x X 0 β satisfy In Proposition 4.1, the assumption that φ is a surface implies thatκ 1κ2 = 0 holds on V . The first fundamental form I φ of φ is expressed as
by (4.2) , where x, y is the standard inner product in R 4 . The first fundamental form I f 0 of f 0 is expressed as
by (1) . The second statement in (3) follows directly from the integrability condition onκ 3 ; (κ 3 ) xy = (κ 3 ) yx . We break up the proof of Proposition 4.1 into three lemmata below. Let D (resp. D ′ ) be the Riemannian connection on φ (resp. on S 3 ) determined from the metric I φ (resp. the canonical metric of S 3 ). Let ξ be a unit normal vector field (in S 3 ) of φ. Let φ(x, y) be a generic surface in S 3 satisfying (4.2). Suppose that (x, y) is a principal curvature line coordinate system. Then, there are functions b i (x, y) and c i (x, y) (i = 1, 2) such that
Proof. Since (x, y) is a principal curvature line coordinate system, we have D ′ ∂/∂x ξ = b 1 X 0 α and D ′ ∂/∂y ξ = b 2 X 0 β . For (4.6), we have only to show that both ∇ ′ ∂/∂y ξ and ∇ ′ ∂/∂x ξ are perpendicular to φ. We have ∇ ′ ∂/∂y ξ, φ + ξ, ∇ ′ ∂/∂y φ = 0 and ∇ ′ ∂/∂x ξ, φ + ξ, ∇ ′ ∂/∂x φ = 0 by ξ, φ = 0. Then, since ξ is a normal vector field of φ, we have ξ, φ x = ξ, φ y = 0 and φ x = ∇ ′ ∂/∂x φ, φ y = ∇ ′ ∂/∂y φ, which shows (4.6). Next, we express the derivatives ∇ ′ ∂/∂x X 0 β and ∇ ′ ∂/∂y X 0 α as
We have to show d 1 = d 2 = e 1 = e 2 ≡ 0. By (4.2) and (4.6), we firstly have 3) is satisfied. Proof. We have only to study the integrability condition on f 0 . We have
Then, by (X 0 Proof. Since the integrability condition on φ is given by and (ϕ(x, y) , ϕ z (x, y)) be functions on V arising fromĝ. Let φ : V ∋ (x, y) → φ(x, y) ∈ S 3 be a surface. For functionsP (x, y) andP z (x, y) on V , suppose that φ satisfies the following conditions (1), (2) and (3):
with respect to an orthonormal frame field {X 0 α (x, y), X 0 β (x, y), ξ(x, y)}. Then, the Codazzi condition on φ is thatP (x, y) andP z (x, y) satisfy (3.9) and (3.10) defined by (ϕ(x, y), ϕ z (x, y)).
Proof. Note that (1) (2) Suppose that (P (x, y),P z (x, y)) satisfiesκ 1κ2 (x, y) = 0 and (3.8)∼(3.11) defined by (ϕ(x, y), ϕ z (x, y)) arising fromĝ. Then, there is a generic conformally flat hypersurface f (x, y, z) in R 4 determined from (P (x, y),P z (x, y)) by Theorem 1. For an orthonormal frame field (X α , X β , X γ , N ) along f defined in §2.2, let us take φ(x, y) := N (x, y, 0) as in Remark 3-(2) and put X 0 α (x, y) := X α (x, y, 0), X 0 β (x, y) := X β (x, y, 0) and ξ(x, y) := X γ (x, y, 0) for (x, y) ∈ V . Then, {X 0 α (x, y), X 0 β (x, y), ξ(x, y), φ(x, y)} and (P (x, y),P z (x, y)) satisfy (1), (2) and (3), by the results in §2.2.
(3) If two surfaces φ andφ are isometric, we regard φ andφ as the same surface. Then, for a pair (ϕ(x, y), ϕ z (x, y)) arising fromĝ ∈ M et 0 , all surfaces φ(x, y) obtained by Theorem 2 generate a 4-dimensional set. In fact, if a pair (P (x, y),P z (x, y)) satisfiesκ 1κ2 = 0 and (3.8)∼(3.11), then so do all pairs (P (x, y) + c,P z (x, y)) with constant c. On the other hand, every pair (P (x, y) + c,P z (x, y)) with c leads to the same equations in (1), (2) and (3), hence only one φ is determined for these pairs. The set of pairs (P (x, y),P z (x, y)) satisfyinḡ κ 1κ2 = 0 and (3.8)∼(3.11) is 5-dimensional as mentioned in §3, hence all surfaces φ determined from a pair (ϕ(x, y), ϕ z (x, y)) generate a 4-dimensional set.
In consequence, all surfaces φ(x, y) determined forĝ ∈ M et 0 generate a 5-dimensional set, sinceĝ gives rise to a one-parameter family (ϕ(x, y), ϕ t z (x, y)) with t ∈ R \ {0}. ✷ For Theorem 2, we have only to verify that (3.11) for (P (x, y),P z (x, y)); (ζ −κ 2 3 )(x, y) = 0, is induced from the existence of φ satisfying (1), (2) and (3), since the other facts have been verified by Propositions 4.1, 4.2 and Remark 4-(2). To this end, we firstly provide the following lemma. (1) and (2) in Theorem 2. Then, the Gauss curvature K φ of the metric I φ satisfies the following equation:κ
Proof. There is a surface f 0 (x, y) in R 4 satisfying Proposition 4.1-(1), by the assumption. When we express metrics I φ and I f 0 given by (4.4) and (4.5), respectively, as
In fact, we have (κ 3 ) x = −(e −P ) x tan ϕ and (κ 3 ) y = (e −P ) y cot ϕ by Proposition 4.1. Then, since (κ 2 eP sin ϕ) x = κ 1 (eP sin ϕ) x and (κ 1 eP cos ϕ) y =κ 2 (eP cos ϕ) y hold, we obtain
Hence, K φ = K f 0 /(κ 1κ2 ) holds, further the Gauss curvature K f 0 of I f 0 is given by the right hand side of (4.7). ✷ Proof of Theorem 2. By the assumptions (1) and (3), two principal curvatures of φ are given by (eP cos ϕ) z κ 1 e 2P cos ϕ , (eP sin ϕ) z κ 2 e 2P sin ϕ .
Hence, by the Gauss equation we havē
We replace the left hand side of this equation with the right hand side of (4.7). (Then, we obtain the first equation of (2.2.7) on z = 0 by putting K(X α ∧ X β ) =κ 1κ2 .) Furthermore, by Definition and Notation 3 in §3, we haveκ On the other hand, a generic conformally flat hypersurface f (x, y, z) in R 4 is also determined from ϕ(x, y, z) and e −P (x, y, z) by Theorem 1, which has the Guichard net g and I f = e 2P g. Hence, we have an evolution φ z (x, y) := N (x, y, z) of surface as in , where N is a unit normal vector field of f . Then, for each z, φ z andφ z are isometric, since φ z andφ z satisfy the same conditions (1), (2) and (3) where ξ z (x, y) (resp. ξ(x, y)) be a unit normal vector field (in S 3 ) of φ z (x, y) (resp. φ). Note that the conditions (1), (2) and (3) By the argument above, we have verified the following theorem. More precisely, we have the following facts (1), (2) and (3) (4.8) under the initial condition (4.9) . In particular, φ z (x, y) is an evolution of surfaces issuing from φ 0 = φ.
(2) For the orthonormal frame (X α (x, y, z), X β (x, y, z), ξ z (x, y), φ z (x, y)) of (x, y, z) ∈ U to R 4 , an evolution f z (x, y) of surfaces in R 4 is determined by (4.10) .
(3) A generic conformally flat hypersurface f in R 4 with the Guichard net g is determined from the evolution f z (x, y) by f (x, y, z) := f z (x, y). Then, f has the first fundamental form I f = e 2P g, unit normal vector field φ z (x, y) and principal curvatures κ i (i = 1, 2, 3), where κ 1 = e −P tan ϕ + κ 3 and κ 2 = −e −P cot ϕ + κ 3 . Furthermore, X α , X β , ξ z are unit principal curvature vector fields corresponding to the coordinate lines x, y and z, respectively.
Surfaces in S 3 leading to generic conformally flat hypersurfaces.
In this section, we firstly study the condition for surfaces in S 3 to give rise to generic conformally flat hypersurfaces in R 4 . Next, we show that, if a surface φ in S 3 leads to a generic conformally flat hypersurface f , then the dual (generic conformally flat) hypersurface f * of f is also induced from φ.
Let φ : V ∋ (x, y) → φ(x, y) ∈ S 3 be a generic analytic surface and (x, y) be a principal curvature line coordinate system. Let λ i (i = 1, 2) be the principal curvatures of φ, and X 0 α and X 0 β be orthonormal principal vector fields corresponding to λ 1 and λ 2 , respectively. Let ξ be a unit normal vector field (in S 3 ) of φ. Then, we can express derivatives of φ, ξ, X 0 α and X 0 β as follows:
In fact, the equations in the last two lines of (5.1) follow from Lemma 4.1.
In particular, we have λ i = b i /a i (i = 1, 2). The following lemma is fundamental for such a surface φ:
Lemma 5.1. We have
Proof. We have
by the last two equations of (5.1). In the same way, from (5.1) and d 2 ξ = 0, we obtain (1) a 1 sin ϕ − a 2 cos ϕ = 1.
Proof. Since κ 1 and κ 2 , respectively, are the first and the second principal curvatures of f , we have a 1 =κ 1 eP cos ϕ = (sin ϕ +κ 3 eP cos ϕ), a 2 =κ 2 eP sin ϕ = (− cos ϕ +κ 3 eP sin ϕ).
Hence, (1) is satisfied. Next, (κ 3 ) x = −(e −P ) x tan ϕ and (κ 3 ) y = (e −P ) y cot ϕ hold by (i) and (ii) of Proposition 2.2. From these equations and (2.2.2), we have (κ 3 eP ) x =κ 1 (eP ) x and (κ 3 eP ) y =κ 2 (eP ) y . Then, we obtain (2) . ✷ In Lemma 5.2, we can not distinguish between a i and −a i by the surface φ itself. If we replace only the equation (1) with a 1 sin ϕ − a 2 cos ϕ = ±1, then these conditions (1) and (2) are independent of the choice of ±a i . For example, suppose that we chose (a 1 , −a 2 ) in place of (a 1 , a 2 ). Then, we can take −ϕ as ϕ in (2), then (1) changes to a 1 sin(−ϕ) − (−a 2 ) cos(−ϕ) = −1. This change ϕ → −ϕ corresponds to the change N → −N for f . Now, we have the following theorem. In the theorem, we denote by κ 3 the principal curvature in the direction of z for a hypersurface in R 4 , as usual.
Theorem 4. Let φ : V ∋ (x, y) → φ(x, y) ∈ S 3 be a generic analytic surface and (x, y) be a principal curvature line coordinate system. Let a i be functions in (5.1) . Suppose that, for φ, there is a coordinate system (x, y) and analytic functions (ϕ(x, y),P (x, y)) on V such that they satisfy the following conditions (1) and (2):
Then, an evolution φ z (x, y), z ∈ I, of surfaces in S 3 issuing from φ(x, y) is uniquely determined such that φ z (x, y) is the Gauss map of a generic conformally flat hypersurface f (x, y, z) of V × I into R 4 . In particular, κ 3 is middle among three principal curvatures of f .
Remark 5.
(1) In Theorem 4,P (x, y) is only determined up to a constant term. This fact implies that, for (φ(x, y), ϕ(x, y), (dP )(x, y)), a generic conformally flat hypersurface f in R 4 is determined uniquely up to homothety and parallel translation (see in §4).
(2) By Theorem 4, we can judge by only the first fundamental form whether a surface φ leads to a generic conformally flat hypersurface or not. Furthermore, it is possible that the Guichard net g of f is not the one arising fromĝ ∈ M et 0 , as see in the following (3).
(3) In almost all cases,P (x, y) would be really two-variables function. However, in some casesP (x, y) is a one-variable function or a constant function. In Example 1 of §3, we can choose X 1 (x) ≡ 0 and Y 1 (y) = 0 such that Y 1 (y) satisfies H(y) ≡ 0. For these pairs (X 1 (x), Y 1 (y)), all three functions (e −P , (e −P ) z ,κ 3 ) are one-variable functions for y. As a case g / ∈ M et, let g ∈ CF M be a cyclic Guichard net, of which ϕ(x, y, z) satisfies ϕ zx = ϕ zy ≡ 0. All hypersurfaces f with such Guichard nets are constructed from certain surfaces in either R 3 , S 3 or the Hyperbolic 3-space H 3 ([10] ). Then, for surfaces φ arising from hypersurfaces constructed from surfaces in H 3 ,P (x, y) are really two-variables functions. But, for all hypersurfaces f given in ( [17] , §2.2) (which are constructed from surfaces in either R 3 or S 3 ), P (x, y, z) are one-variable functions for z. Hence, P (x, y) for surfaces φ arising from these f are constant functions. On the other hand, for surfaces φ arising from their conformal transformations ι q (f ) with q = 0,P (x, y) are really two-variables functions.
In the proof of Theorem 4, for the sake of simplicity, we assume that the condition (1) is given by a 1 sin ϕ − a 2 cos ϕ = 1 with respect to the expression dφ = −(a 1 dx)X 0 α − (a 2 dy)X 0 β in (5.1). We firstly provide the following lemmata 5.3 and 5.4 for the proof:
be a generic analytic surface. Suppose that the coordinate system (x, y) and functions (ϕ(x, y),P (x, y)) satisfy the assumption in Theorem 4. Then, we have the following facts (1), (2) and (3): (1) There is a surface f 0 : V ∋ (x, y) → f 0 (x, y) ∈ R 4 satisfying df 0 = (eP cos ϕ dx)X 0 α + (eP sin ϕ dy)X 0 β . In particular, c i in (5.1) are given by c 1 = (eP cos ϕ) y /(eP sin ϕ) and c 2 = (eP sin ϕ) x /(eP cos ϕ).
(2) There is an analytic function Q(x, y) on V such that a 1 = sin ϕ + Q cos ϕ, a 2 = − cos ϕ + Q sin ϕ and Q x =P x (tan ϕ + Q), Q y =P y (− cot ϕ + Q) hold. In particular, ϕ andP satisfy (3.8) .
(3) Let us defineκ i (x, y) (i = 1, 2, 3) by a 1 =κ 1 eP cos ϕ, a 2 =κ 2 eP sin ϕ andκ 3 := e −P Q. Then,
Proof. (1) Firstly, we differentiate a 1 sin ϕ − a 2 cos ϕ = 1 by x and y, respectively. Then, by the assumption (2) and (a 2 ) x = a 1 c 2 , (a 1 ) y = a 2 c 1 in Lemma 5.1, we have
The existence of f 0 (x, y) follows from these equations, by the definitions of c i .
(2) The condition a 1 sin ϕ − a 2 cos ϕ = 1 implies the existence of Q(x, y) such that a 1 = sin ϕ + Q cos ϕ and a 2 = − cos ϕ + Q sin ϕ. Then, since (a 1 ) x = −ϕ x a 2 + Q x cos ϕ, we have Q x = (P x / cos ϕ)a 1 =P x (tan ϕ + Q). In the same way, we have Q y = (P y / sin ϕ)a 2 =P y (− cot ϕ + Q). Hence, ifP (x, y) is a one-variable function, then so are Q(x, y) and ϕ(x, y) for the same variable, by 0 = Q xy =P x ϕ y / cos 2 ϕ and 0 = Q yx =P y ϕ x / sin 2 ϕ. IfP (x, y) is constant, then so is Q(x, y). The last statement follows from the integrability condition on Q.
(3) Note that allκ i (x, y) (i = 1, 2, 3) are well-defined, since the other functions in each equation are determined, in particular, Q = a 1 cos ϕ + a 2 sin ϕ. Then, all equations follows from (2) directly. Note that, if P (x, y) is a one-variable (or constant) function, then so isκ 3 (x, y). whereψ zz is given originally. Because we can interpret (5.7) and (5.9) as the integrability condition forψ z (x, y, z) on V × {0}. Furthermore, considering Remark 6, we have
In fact, ((ψ zx ) x (x, y, 0), (ψ zy ) y (x, y, 0)) and (ψ xx −ψ yy ) z (x, y, 0), respectively, are determined from (5.10) and (5.11) , and then ((ψ zx ) x − (ψ zy ) y )(x, y, 0) = (ψ xx −ψ yy ) z (x, y, 0) holds by (5.8 by the first two equations in (5.10) . Hence, we can assume thatψ(x, y, 0) satisfies (2.1.2) on V × {0} (cf. [4] , Proposition 3.1) and does not have any linear term. Then,ψ(x, y, 0) is uniquely determined for (φ(x, y, 0),φ z (x, y, 0)) (cf. [4] , Proposition 4.1). In consequence, an initial dataψ(x, y, 0),ψ z (x, y, 0),φ(x, y, 0) andφ z (x, y, 0) on V × {0} have been determined for the system of evolution equations (iii) and (iv) in Proposition 2.1-(3). Now, let (ψ(x, y, z), ϕ(x, y, z)) be a solution to the system of evolution equations under the initial data above. Then, (ψ(x, y, z), ϕ(x, y, z)) also satisfy (i) and (ii) of Proposition 2.1-(3) on V × I by (cf. [4] , Proposition 4.2). Hence, we have obtained ϕ(x, y, z), which determines a conformally flat metric g by (2.1.1).
Step 5. We have obtained ϕ(x, y, z) such that it leads to a metric g ∈ CF M , in Step 4. Let e −P (x, y, z) be a solution to (2.3.6) defined by ϕ(x, y, z) under the initial condition e −P (x, y, 0) = e −P (x, y, 0) and (e −P ) z (x, y, 0) = (e −P ) z (x, y, 0). Let κ 3 (x, y, z) be a function defined by Proposition 2.2-(iv) from ϕ(x, y, z) and e −P (x, y, z).
With respect to these ϕ(x, y, z), e −P (x, y, z) and κ 3 (x, y, z), we again define I x,y (x, y, z), I x,z (x, y, z), I y,z (x, y, z) and J(x, y, z). Then, we also have (5.5) and (κ 1 κ 2 )(x, y, 0) = 0 in this case, since (ϕ(x, y, z), e −P (x, y, z), κ 3 (x, y, z)) is an extension of Π by Proposition 2.2 and their initial conditions. Therefore, e −P (x, y, z) satisfies In consequence, Theorem is verified in the same way as in Theorem 3. ✷ Suppose that a generic analytic surface φ(x, y) in S 3 satisfies the assumption of Theorem 4. Then, φ leads to not only a generic conformally flat hypersurface f in the theorem but also the dual f * of f . We verify this fact by starting from reviews of dual generic conformally flat hypersurfaces (cf. [12] , [13] ).
Let f (x, y, z) be a generic conformally flat hypersurface in R 4 , where (x, y, z) is a coordinate system determined by the Guichard net of f . Let S be the Schouten (1,1)-tensor of f (x, y, z). The tensor S is diagonal with respect to the coordinate system, and its eigenvalues σ i (i = 1, 2, 3) corresponding to the coordinate lines x, y and z are given by σ 1 = (κ 1 κ 2 − κ 2 κ 3 + κ 3 κ 1 )/2, σ 2 = (κ 1 κ 2 + κ 2 κ 3 − κ 3 κ 1 )/2, σ 3 = (−κ 1 κ 2 + κ 2 κ 3 + κ 3 κ 1 )/2 = (e −2P + κ 2 3 )/2 (> 0), respectively. Then, the dual f * (x, y, z) of f (x, y, z) is defined by df * = df • S, that is, f * x = σ 1 f x , f * y = σ 2 f y and f * z = σ 3 f z hold, and the coordinate system (x, y, z) for f * is also a system determined by the Guichard net of f * .
For a function or a vector field h on f (x, y, z), we denote by h * those on f * (x, y, z) corresponding to h. The first fundamental form I f * of f * is expressed as I f * = e 2P * (cos 2 ϕ * (dx) 2 + sin 2 ϕ * (dy) 2 + (dz) 2 ).
Note that I f * is expressed in the same form as I f . Then, we have e P * = σ 3 e P , cos ϕ * = (σ 1 /σ 3 ) cos ϕ, sin ϕ * = (σ 2 /σ 3 ) sin ϕ, κ * i = κ i /σ i , X * α = X α , X * β = X β , X * γ = X γ , N * = N.
Furthermore, we have κ * 1 = −e −P * tan ϕ * + κ * 3 and κ * 2 = e −P * cot ϕ * + κ * 3 by κ 1 = e −P tan ϕ + κ 3 , κ 2 = −e −P cot ϕ + κ 3 and κ i σ j − κ j σ i = (κ j − κ i )σ k for any permutation {i, j, k} of {1, 2, 3} (for these expressions of κ * i , see Remark 1 in §2.2). Now, let φ(x, y) be a surface in S 3 satisfying the assumption of Theorem 4, and f (x, y, z) be the hypersurface in R 4 arising from φ. Then, the evolution φ z (x, y), z ∈ I, of surfaces issuing from φ(x, y) has been given by φ z (x, y) := N (x, y, z). Since N (x, y, z) = N * (x, y, z), φ z (x, y) is the common Gauss map of f and f * . Now, we have the following three corollaries.
Corollary 5.1. Let φ(x, y) be a generic analytic surface in S 3 and satisfy the assumption in Theorem 4. Then, φ(x, y) also gives rise to the dual f * (x, y, z) of f (x, y, z). For the dual f * , we have (1) a 1 sin ϕ * − a 2 cos ϕ * = −1 (resp. 1) and (2) (a 1 ) x = −ϕ * x a 2 +P * x a 1 , (a 2 ) y = ϕ * y a 1 +P * y a 2 , where the sign ∓1 in (1) corresponds to the one in .
Proof. We have verified that φ also gives rise to the dual f * of f , in the argument above. Hence, we only show that the equations are satisfied. Let f (x, y, z) and f * (x, y, z), respectively, be a generic conformally flat hypersurface and its dual arising from φ(x, y).
Then In fact, for f , ϕ x = (κ 1 ) x e P cos 2 ϕ and ϕ y = (κ 2 ) y e P sin 2 ϕ are satisfied as in (2.2.5): for example, this first equation is obtained from the first line of (2.2.9) and the first two equations of the second and the third lines in (2.2.4 ). For f * , we have ϕ * x = −(κ * 1 ) x e P * cos 2 ϕ * and ϕ * y = −(κ * 2 ) y e P * sin 2 ϕ * from κ * 1 = −e −P * tan ϕ * + κ * 3 and κ * 2 = e −P * cot ϕ * + κ * 3 in the same way to obtain (2.2.5), since (2.2.4) and (2.2.9) are also satisfied for f * . Then, since (κ 1 ) x σ 1 − κ 1 (σ 1 ) x = −(κ 1 ) x σ 3 + (κ 3 ) x κ 1 (κ 2 − κ 1 ), (κ 2 ) y σ 2 − κ 2 (σ 2 ) y = −(κ 2 ) y σ 3 − (κ 3 ) y κ 2 (κ 2 − κ 1 ) are satisfied by (2.2.9), we have (5.13) by κ * i = κ i /σ i . Now, since φ(x, y) = N (x, y, 0), we have ϕ(x, y) = ϕ(x, y, 0),P (x, y) = P (x, y, 0),κ i (x, y) = κ i (x, y, 0), a 1 =κ 1 eP cos ϕ and a 2 =κ 2 eP sin ϕ for (x, y) ∈ V. Then, a 1 sin ϕ * − a 2 cos ϕ * = ∓1 follows from κ 1 σ 2 − κ 2 σ 1 = (κ 2 − κ 1 )σ 3 and a 1 sin ϕ − a 2 cos ϕ = ±1. The two equations in (2) follow directly from (5.12), (5.13) and . ✷ by κ 1 = e −P tan ϕ+κ 3 , κ 2 = −e −P cot ϕ+κ 3 and (κ 3 ) z = −ϕ z e −P . Next, we have κ 1 σ 3 +(κ 1 −κ 3 )σ 2 = κ 3 σ 1 by σ 2 + σ 3 = κ 2 κ 3 , and κ 1 (−κ 2 + κ 3 )σ 3 + κ 3 (κ 1 − κ 3 )σ 2 + σ 2 σ 3 = σ 1 (−σ 3 + κ 2 3 ) by σ 1 + σ 2 = κ 1 κ 2 and σ 1 + σ 3 = κ 3 κ 1 . Hence, the second equation is satisfied.
For the last statement, we have the following equations on U in general:
P z cos ϕ − ϕ z sin ϕ = P * z cos ϕ * − ϕ * z sin ϕ * , P z sin ϕ + ϕ z cos ϕ = P * z sin ϕ * + ϕ * z cos ϕ * .
Because κ 3 (κ 2 − κ 3 )σ 1 + σ 2 (σ 3 − κ 2 3 ) = κ 3 (κ 1 − κ 3 )σ 2 + σ 1 (σ 3 − κ 2 3 ) = −σ 2 3 hold by σ 1 + σ 3 = κ 1 κ 3 and σ 2 + σ 3 = κ 2 κ 3 . ✷
We regard each coordinate element of the map φ : V ∋ (x, y) → φ(x, y) ∈ (S 3 ⊂)R 4 as a function on the surface φ(x, y). Let ∆ φ be the (positive) Laplacian acting on functions of the surface φ. Then, it is known that the following equation is satisfied:
where H := (λ 1 + λ 2 )/2 is the mean curvature of φ.
Corollary 5.3. Let φ(x, y) be a generic analytic surface in S 3 and satisfy the assumption in Theorem 4. Then, we have
Proof. By Lemma 5.3-(1), we firstly have −1 a 1 2 ∇ ′ ∂/∂x φ x = 1 a 1 2 ∇ ′ ∂/∂x (a 1 X 0 α ) = 1 a 1 2 (−ϕ x a 2 +P x a 1 )X 0 α − 1 a 1 (P y cot ϕ − ϕ y )X 0 β − b 1 a 1 ξ + φ, −1 a 2 2 ∇ ′ ∂/∂y φ y = 1 a 2 2 ∇ ′ ∂/∂y (a 2 X 0 β ) = 1 a 2 2 (ϕ y a 1 +P y a 2 )X 0 β − 1 a 2 (P x tan ϕ + ϕ x )X 0 α − b 2 a 2 ξ + φ.
Next, by Lemma 5.3-(3) we have (P x / cos ϕ)a 1 =P x ePκ 1 , (P y / sin ϕ)a 2 =P y ePκ 2 , a 1 sin ϕ − a 2 cos ϕ = 1 and a 1 2 + a 2 2 = 1 + Q 2 = e 2P (e −2P +κ 2 3 ) = 2e 2Pσ 3 , whereσ 3 (x, y) := σ 3 (x, y, 0). Hence, by (5.13) we have 1 a 1 2 ∇ ′ ∂/∂x (a 1 X 0 α ) + 
