Abstract We propose a new partial decoding algorithm for h-interleaved one-point Hermitian codes that can decode-under certain assumptions-an error of relative
Preliminaries
Let q be a prime power. We follow the notation of [4] . The Hermitian curve H/F q 2 is the smooth projective plane curve defined by the affine equation
The curve H(F q 2 ) has genus g = 1 2 q(q − 1) and q 3 + 1 many F q 2 -rational points P = {P 1 , . . . , P q 3 , P∞}, where P∞ denotes the point at infinity. We define R := ∪ mH≥0 L(m H P∞) = F q 2 [X, Y ]/(Y q + Y − X q+1 ), which has an F q 2 -basis of the form {X i Y j : 0 ≤ i, 0 ≤ j < q}. The order function deg H : R → Z ≥0 ∪{−∞}, f → −v P∞ (f ) is defined by the valuation v P∞ at P∞. As a result, we have deg H (X i Y j ) = iq +j(q +1).
We will think often operate with elements of R as bivariate polynomials in X and Y , represented as F q 2 -linear combinations of the aforementioned basis. In this paper, when we say "degree" of an element in R, we mean its deg H . A non-zero element of R is called monic if its monomial of largest deg H has coefficient 1.
Let n = q 3 and m H ∈ N with 2(g − 1) < m H < n. The one-point Hermitian code of length n and parameter m H over F q 2 is defined by C H (n, m H ) = {(f (P 1 ), . . . , f (Pn)) : f ∈ L(m H P∞)} .
The dimension of C H is given by k = m H − g + 1 and the minimum distance d is lower-bounded by the designed minimum distance d * := n − m H .
The (homogeneous) h-interleaved one-point Hermitian code of length n and parameter m H over F q 2 is the direct sum of h one-point Hermitian codes C H (n, m H ), i.e., ). We use the following relations, which follow from properties of the binomial coefficient. Note that the Lemma 1 means e.g. We also introduce the following notational short-hands: By extending the binomial theorem to this notation, we obtain the following lemma.
Lemma 2 Let a, b ∈ R
h , and j ∈ Z m ≥0 . Then,
For computational complexities, we use the soft-O notation O ∼ , which omits log factors.
System of Key Equations
In this section, we derive the system of key equations that we need for decoding, using the same trick as [12] for interleaved Reed-Solomon codes. We use the description of power decoding for one-point Hermitian codes as in [4] . Suppose that the received word is r = c + e ∈ F h×n q 2 , consisting of an error e with corresponding (burst) error positions E and a codeword c ∈ C H (n, m H ; h), which is obtained from the message polynomials
In the following sections we show how to retrieve the message polynomials f from the received word r if the number of errors |E| does not exceed a certain decoding radius, which depends on the parameters of the decoding algorithm. Similar to [4] , we define the following polynomials.
Definition 2
Let s ∈ N. The error locator polynomial Λs of multiplicity s is the element in L − i∈E sP i + ∞P∞ of minimal degree that is monic.
Theorem 1
The error locator polynomial of multiplicity s is unique and has degree s|E| ≤ deg H Λs ≤ s|E| + g.
Proof:
The proof is similar to [4, Lemma 23] . Uniqueness is clear since if there were two such polynomials, their difference would also be in L − i∈E sP i + ∞P∞ , but of smaller deg H . Being in L − i∈E sP i + ∞P∞ specifies s|E| homogeneous linear equations in the coefficients of Λs, since for any i ∈ E, we can expand Λs into a power series j≥s γ i,j φ j i for a local parameter φ i of P i (e.g., take
. By requiring deg H Λs ≤ s|E| + g, we have more variables than equations, so there is a non-zero Λs of the sought form with degree at most s|E| + g. The lower bound works exactly as in [4, Lemma 23 ].
Lemma 3 For each i = 1, . . . , h, there is a polynomial R i ∈ R with deg H (R i ) < n + 2g that satisfies R(P j ) = r i,j for all P j ∈ P * . Each R i can be computed in O ∼ (n) operations over F q 2 .
Proof: Apply [4, Lemma 6 ] to each row of the received word.
In the following, let R = [R 1 , . . . , R h ] ∈ R h be as in Lemma 3 and G ∈ R be defined as
Lemma 4 For each i ∈ Z ≥0 with |i| ≤ s, there is a unique Ω s,i ∈ R of degree deg H Ω s,i ≤ deg H Λs + |i|(2g − 1) such that
Since the divisor in that L-space is exactly div(G |i| ) + ∞P∞, then Λs(f − R) i must be divisible by G |i| (see e.g., [4, Lemma 3] ) with quotient in R. The degree is given by taking deg H on both sides and using deg H (R i ) < n + 2g − 1.
The following theorem states the system of key equations that we will use for decoding in the next sections. Note that the formulation is similar to its interleaved Reed-Solomon analog [12] , with the difference that all involved polynomials are elements of the ring R.
Theorem 2 (System of Key Equations) Let , s ∈ Z >0 be such that s ≤ and Λs, f , R, G, and Ω s,i as above. Then, for all j ∈ Z h ≥0 of size 1 ≤ |j| ≤ , we have
as congruences over R.
Proof: Using Lemma 2, we obtain
In all summands with |i| < s, we can rewrite, using Lemma 4,
If |i| ≥ s, we can write i = i + i , for some i , i ∈ Z ≥0 with |i | = s, and
so all those terms are divisible by G s . For |j| < s, all summands of (3) have |i| ≤ |j| < s and are of the form (4). We therefore obtain (1). For |j| ≥ s, all summands of (3) with |i| ≥ s are divisible by G s , so we get (2).
Solving the System of Key Equations
The key equations in Theorem 2 are non-linear relations between the unknown polynomials Λs, f , and Ω. We therefore relax them into-at the first glance much weaker-linear problem and hope that their solutions agree. The resulting problem is a heavy generalisation of multi-sequence linear shift register synthesis [14, 15] , which is very related to simultaneous Hermite Padé approximations [16] .
Problem 1 Consider a code C = C H (n, m H ; h) and a decoding instance with received word r = c + e ∈ F h×n q 2 , where c ∈ C is unknown and is obtained from the unknown message polynomials f ∈ L(mP∞)
h . Let R and G be as in Section 3. Given positive integers s ≤ , let
for all i ∈ I := {i ∈ N h 0 : 0 ≤ |i| < s} and j ∈ J := {j ∈ N h 0 : 1 ≤ |j| ≤ }. Find λ i , ψ j ∈ R for i ∈ I and j ∈ J with monic λ 0 , such that
Definition 3 Consider an instance of Problem 1. We say that a solution (λ i ) i∈I , (ψ j ) j∈J , has degree τ ∈ Z ≥0 if deg H λ 0 = τ . Furthermore, we call a solution minimal if its degree is minimal among all solutions.
Problem 1 is connected to the key equations through the following statement.
Theorem 3
Consider an instance of Problem 1. Then,
is a solution to the problem of degree τ = deg H Λs, where s · |E| ≤ τ ≤ s · |E| + g.
Proof:
Note Ω s,0 = Λs. The equalities and congruences are now clear from the key equations. As for the degree restrictions, we have
which proves the claim.
Remark 1 Most received words will satisfy deg H R i = n + 2g − 1 for all i = 1, . . . , h. In such a case, the solution of Problem 1 given in Theorem 3 fulfills all degree restrictions of the problem with equality. These relative upper bounds on the degrees of λ i and ψ j are therefore the minimal choice among all such bounds for which Theorem 3 holds.
Theorem 3 motivates a decoding strategy, which is outlined in Algorithm 1: To every codeword c ∈ C H (n, m H ; h) corresponds a solution to Problem 1 whose degree is roughly s · |E |, where |E | is the number of errors (i.e., non-zero columns) of r − c . Among those solutions, we want to find the one of smallest degree, i.e., the one for the closest codeword. There will also be other solutions to Problem 1, which do not correspond to codewords, but the idea is that in most cases, and when the number of errors is not too large, the minimal solution will correspond to the closest codeword.
Algorithm 1: Improved Power Decoder for h-Interleaved 1-Point Hermitian Codes
Input: Received word r ∈ F h×n q m and positive integers s
. . , h is the codeword with a corresponding minimal deg H Λs; or "decoding failure".
1 Compute R and G as in Section 3
return f 9 return "decoding failure"
In the cases for which this does not happen, the decoder will fail; we will return to this in Section 5. If the algorithm finds a solution that corresponds to a codeword, then we have λ 0 = Λs and ψu i = Λsf i for i = 1, . . . , h, where u i = [0, . . . , 1, . . . , 0] is the i th unit vector. Hence, we obtain the i th message polynomial f i by division of ψu i by λ 0 .
Note that Algorithm 1 does not exactly promise to find the closest codeword: it finds the codewords whose corresponding Λs has minimal deg H . When the number of errors is very small, we will often or always have deg H Λs < s|E| + g; but in this case all other codewords are much farther away from r. On the other hand, when the number of errors is large, most error vectors will satisfy deg H Λs = s|E| + g. In both these cases Algorithm 1 will find the closest codewords. It seems reasonable to expect, however, that there exist some rare received words for which a farther codeword will have an associated Λs of lower deg H than the closest codeword.
We will see in Section 7 that we can find a minimal solution of Problem 1 efficiently.
Decoding Radius and Failure Behavior
In this section, we derive an upper bound on the maximal degree of the error locator polynomial Λs for which there can be a unique minimal solution of Problem 1. Since the degree of Λs is related to the number of errors, this implies an estimate of the maximal decoding radius of our decoder. We also briefly discuss in which cases the decoder fails below this bound.
Lemma 5 Let τ, , s ∈ N such that s ≤ and τ + m H < sn. All polynomials λ i , ψ j ∈ R for i ∈ I and j ∈ J that fulfill (5), (6) , and the absolute degree restrictions
can be computed by a homogeneous linear system of equations over F q 2 with at least
more variables than equations, whenever δ(τ ) ≥ 0. If τ ≥ 2g − 1, there are received words for which the difference is exactly δ(τ ).
Thus, for most j the polynomial ψ j has lower degree than the terms in i∈I λ i A i,j in the case |j| < s and less than the degree of the modulus G s in the other case. Consider
Since the F q 2 -coefficients of i∈I λ i A i,j and ( i∈I λ i A i,j mod G s ) are known linear combinations of the unknown coefficients of the λ i , the restrictions of the lemma on the degrees of ψ j ∈ R can be described by an F q 2 homogeneous linear system of equations that specify that the top coefficients of ψ j be zero (τ + |j|m H + 1 and higher).
For non-negative integers a and b, there are between b − a − g and b − a many monomials x i y j ∈ R with j < q of degree at least a and less than b. The lower bound is due to the Riemann-Roch theorem and the upper bound follows from the injectivity of deg H on the set of monomials.
Due to the degrees of the involved polynomials, the number of F q 2 -linear restrictions for each |j| < s becomes
For |j| ≥ s, the analysis is a bit more involved: Since G is a polynomial only in X with deg X (G s ) = sq 2 , the congruence modulo G s reduces the X-degree of all monomials below sq 2 , i.e., the polynomial ( i∈I λ i A i,j mod G s ) can be written as
where a ij ∈ F q 2 are linear expressions of the coefficients of the λ i . By the degree restriction of ψ j , we must have that the coefficients a ij with deg
are zero. Thus, we get at most
linear equations. Note that the condition τ + m H < sn guarantees that there is no
In total, and using Lemma 1 repeatedly:
The number of variables, i.e., the number of F q 2 -coefficients of the λ i is at least
The claim follows by subtracting NV − NE.
In the case τ ≥ 2g − 1, all Weierstraß gaps are below the degree bounds of the λ i and ψ j . Hence, the number of variables and equations is equal to the derived NE and NV, respectively, as long as the maximal possible degree of deg H i∈I λ i A i,j , i.e., for some choice of the λ i , is equal to τ + |j|(n + 2g − 1). There are received words for which deg H R i = n + 2g − 1 for all i. In these cases, we can have deg H i∈I λ i A i,j = τ + |j|(n + 2g − 1) for some values of λ i , so (if τ ≥ 2g − 1), the number of variables minus the number of equations is exactly δ(τ ). )−h(
Then, Problem 1 has at least two solutions of degree τ .
Proof:
Condition (11) 
the decoding radius of Algorithm 1. there are sufficiently many linearly independent equations 1 , there is no other solution of the problem, besides the error locator, of degree τ whenever δ(τ ) < 0.
For τ < 2g − 1, the degree bounds of λ 0 and ψ 0 are smaller than 2g − 1, but those of all other λ i and ψ j are bigger (note that m H ≥ 2g − 1). Thus, there can be up to g fewer equations and up to g more variables than predicted by δ(τ ) for any received word. The value of τmax as in Theorem 4 can in this case therefore be smaller by a value up to
, which reduces the decoding radius by at most 2g/[s( h+ h )]. In the case τ + m H ≥ sn, the number of equations is also smaller than predicted by τmax. However, we will see in Section 5.1 that the best choice of s for a given yields τ + m H < sn for τ ≤ τmax.
Since we cannot guarantee that the linear equations of the system in Lemma 5 are linearly independent for τ ≤ deg H Λs, Algorithm 1 can fail to return the sent codeword c for some errors of weight less than the maximal decoding radius. In these cases, we have one of the following.
-There is a solution of Problem 1 of degree < deg H Λs.
-There is more than one solution of Problem 1 of degree = deg H Λs and the decoder picks the wrong one.
However, the simulation results for various code and decoder parameters, presented in the following section, indicate that the new decoder is able to decode most error patterns up to the derived decoding radius tnew. Sometimes, decoding succeeds even beyond tnew. In these cases, we usually have deg H (Λs) < s|E| + g.
In all previous power decoding algorithms for Reed-Solomon [2, 5] , one-point Hermitian [4, 6] , and interleaved Reed-Solomon codes [12] , simulation results indicate that the failure probability for a number of errors below the maximal decoding radius is small and decreases exponentially in the difference of maximal decoding radius and number of errors.
As for these other variants, except for a few parameters of theirs (e.g., ≤ 3 and s ≤ 2 for a single Reed-Solomon code in [5] ), it remains an open problem to prove an analytic upper bound on the failure probability of Algorithm 1.
Asymptotic Analysis and Parameter Choice
We study the asymptotic behavior of the decoding radius τmax and give explicit parameters to achieve the given limit. The analysis is based on the following lemma.
Lemma 7 ([12, Lemma 14])
Let γ ∈ (0, 1) and h ∈ N be fixed. Then, we have
Proof: We have
Note that the choice of i and s i in Theorem 5 ensures that τ + i m H < s i n for all τ ≤ s · tnew( i , s i ).
Numerical Results
In this section, we present simulation results. We have conducted Monte-Carlo simulations for estimating the failure probability of the new decoding algorithm in a channel that randomly adds t = |E| errors, using N ∈ {10 3 , 10
4 } samples. The decoder was implemented in SageMath v7.5 [17] , based on the power decoder implementation of [4] .
All simulated examples fulfill deg H Λs ≥ st ≥ 2g − 1. If this condition is not fulfilled, the simulation results might differ from the expected decoding radius, cf. Remark 2.
Case h = 1
We first compare the new improved power (P fail,IPD ) with the Guruswami-Sudan (P fail,GS ) decoder. The used implementation of the Guruswami-Sudan decoder is the publicly available one from [4] . Table 1 presents the simulation results for various code (q, m, n, k, d * ), decoder ( , s), and channel (t) parameters. Table 1 Observed failure rate of the improved power (P fail,IPD ) and Guruswami-Sudan (P fail,GS ) decoder for h = 1. Code parameters q, m, n, k, d * . Decoder parameters , s. Number of errors t ( + t = tnew decoding radius as in (12)). Number of experiments N . It can be observed that both algorithms can almost always correct tnew many errors, improving upon classical power decoding. Also, neither of the two algorithms is generally superior in terms of failure probability.
When comparing the two algorithms, one has to keep in mind that the GS algorithm is guaranteed to work only up to
General Case
We now turn to the general case of h > 1, where the previous best relative decoding radius is t K = h h+1 (n − m H ) [6] . The simulations results for various code and decoder parameters are given in Table 2 . Table 2 Observed failure rate of Algorithm 1 (P fail,IPD ) for h > 1. Code parameters q, m H , n, k, d * , h. Decoder parameters , s. Number of errors t ( + t = tnew decoding radius as in (12)). Number of experiments N . Previous best decoding radius t K [6] . In all tested cases, Algorithm 1 corrected all decoding trials up to tnew many errors and failed with large observed probability one error beyond this radius.
Efficiently Finding a Minimal Solution of Problem 1
We use the F q 2 [X]-vector representation of an element of R (cf. [4] ) to reformulate Problem 1 over F q 2 [X] . Recall that for a ∈ R, we can write a =
can be shown that
(2q−1)×q are defined by
Note further that for c ∈ F q 2 [X] we have simply µ(ac) = µ(a)c. Using the notation above, we can reformulate Problem 1 into the following problem over F q 2 [X]. In the following, let [q) denote {0, . . . , q − 1}.
Problem 2 Given positive integers s ≤ , R and G as in Section 3, and
q×q for all i ∈ I := {i ∈ N h 0 : 0 ≤ |i| < s} and j ∈ J :
, not all zero, such that
Similar to its R-equivalent, we define the degree of a solution of the above problem to be max ι∈[q) q deg λ 0,ι + ι(q + 1) and call the solution monic if the leading coefficient of the λ 0,ι that maximizes max ι∈[q) q deg λ 0,ι + ι(q + 1) is 1. The following statement establishes the connection between Problem 1 and Problem 2.
Theorem 6 Let τ ∈ Z ≥0 . Then, λ i , ψ j ∈ R for i ∈ I and j ∈ J is a solution of degree τ of Problem 1 if and only if
is monic solution of degree τ of Problem 2.
Proof: If λ i and ψ j forms a solution to Problem 1 this means for |j| ≥ s that there is some u j ∈ R such that:
. This implies element-wise the congruence of Problem 2. The opposite direction is analogous, as is the case |j| < s. The degree restrictions follow immediately from deg H (a) = max ι∈[q) {q deg aι +ι(q +1)} for any a ∈ R and ν(a) = (a 1 , . . . , a q−1 ). 
operations over F q 2 . In order to achieve the asymptotic decoding radius, the code parameters must be chosen as in Section 5.1. In this case, the two asymptotic complexity statements above coincide and we get the following result.
Theorem 7 For a fixed code of rate R = k n and any constant ε > 0, we can choose
Proof: The first statement directly follows from Theorem 5. The pre-and post-computations in Algorithm 1 are negligible compared to Line 3 by similar arguments as in [4] . The complexity thus follows by the arguments above.
Comparison to Interleaved Reed-Solomon Codes
An h-interleaved code over some field F Q over the burst error channel can equivalently be considered as a code over F Q h considered over the Q h -ary channel. This allows comparing the decoding capability of interleaved 1-H codes with other constructions of short codes over large fields, most notably RS codes and interleaved RS codes, see Figure 1 for the case Q h = q 6 .
More precisely, for any h ∈ Z >0 , we have several ways of obtaining [n, k] codes over F q 6h for n = q 3 and some dimension k < n. We will compare the following relative decoding radii:
t RS : an RS code over F q 6h decoding up to the Johnson radius using one of [1, 5, 18] . t IRS : 2h-interleaved RS code over F q 3 using one of [10, 12] . t 1H : 3h-interleaved 1-H code over F q 2 using the proposed algorithm. These values are as follows:
The asymptotics are already clear: since g n → 0 for n → ∞, we can asymptotically achieve larger decoding radii with interleaved 1-H codes than with interleaved RS codes, when considering comparable overall field size. Below follows some concrete parameter examples. q = 13 is the smallest prime power for which t IH > t IRS for rate 1/2, i.e. both interleaved codes can be considered as [2197, 1098] codes over F 13 6 , and the decoding radii are t RS = 644, t IRS = 814 and t IH = 823. A list of decoding radii of rate 1/2 codes with even q is given in Table 3 .
Conclusion
We have presented a new decoding algorithm for h-interleaved one-point Hermitian codes based on the improved power decoder for Reed-Solomon codes in [5] , its generalization to h-interleaved Reed-Solomon codes in [12] , and the power decoder for one-point Hermitian codes in [4, 6] .
The maximal decoding radius of the new algorithm is n(1 − (R +
3 ) operations over F q 2 , where 2 ≤ ω ≤ 3 is the matrix multiplication exponent, and improves upon previous best decoding radii at all rates. Experimental results indicate that the algorithm achieves this maximal decoding radius with large probability.
For large n, interleaved one-point Hermitian codes achieve larger maximal decoding radii than interleaved Reed-Solomon codes when compared for the same length and overall field size.
In the case h = 1, we obtain a one-point Hermitian codes equivalent of the improved power decoder for Reed-Solomon codes in [5] , which achieves a similar decoding radius as the Guruswami-Sudan list decoder. Simulation results indicate that the new decoder has a similar failure probability for numbers of errors beyond the latter's guaranteed decoding radius.
As for any other power decoding algorithm, both for Reed-Solomon and one-point Hermitian codes, deriving analytic bounds on the failure probability remains an open problem. So far, the only parameters for which such an expression is known are h = 1, ≤ 3, and s ≤ 2, cf. [2, 5] .
