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The conditions of stability of the superfluid phase in double layer systems with pairing of spatially
separated electrons and holes in the low density limit are studied. The general expression for the
collective excitation spectrum is obtained. It is shown that under increase in the distance d between
the layers the minimum emerges in the excitation spectrum. When d reaches the critical value the
superfluid state becomes unstable relative to the formation of a kind of the Wigner crystal state.
The same instability occurs at fixed d under increase in the density of carries. It is established that
the critical distance and the critical density are related to each other by the inverse power function.
The impact of the impurities on the temperature of the superfluid transition is investigated. The
impact is found weak at the impurity concentration smaller than the density of the pairs. It is
shown that in the rarefied system the critical temperature Tc ≈ 100 K can be reached.
I. INTRODUCTION
Recently a series of attempts is made to reveal experimentally the superfluidity of electron-hole pairs in bilayer
systems, where one layer is of the electron-type conductivity and the other one is the hole-type one. This phenomenon
had been predicted in [1–3], but it was not obtained a fast experimental confirmation.
Discovery of the quantum Hall effect and development of technology of semiconductor heterostructures allowed to
create so called double quantum wells, i. e. structures with two parallel conducting layers. Usually in such structures
both layers possess conductivity of the same type. If a double quantum well is placed in a strong magnetic field
directed normally to the conductive layers, electron-hole pairing can also take place in it. To achieve this, filling
factors of the Landau levels ν1 and ν2 in the layers 1 and 2 must satisfy the condition ν1 + ν2 = 1. The role of holes
is played by unoccupied states in the zero Landau level and at these filling factors the concentration of electrons in
one layer is equal to the concentration of holes in the other layer.
Electron-hole pairing in bilayer quantum Hall systems has been predicted in [4–7]. The effect has obtained rather
convincing experimental confirmation. Observation of vanishing Hall resistance and a sharp increase of longitudinal
conductivity at low temperature under a flow of equal by magnitude and oppositely directed currents in the layers
[8–10] can be considered as a direct evidence of the pairing. Another confirmation is an observable peak in differential
interlayer conductivity at zero potential difference [11, 12]. Its appearance indicates a Josephson nature of interlayer
tunneling. Furthermore, a perfect interlayer drag occurs [13], i. e. a process in which currents in the drag and the
drive layers are equal by magnitude. This property naturally follows from the assumption that electronic transport
in such systems is caused by motion of electron-hole pairs.
The problem of realization of electron-hole pairing without a magnetic field and superfluidity of gas of such pairs
in bilayer system remains open at present. Quite recently a suggestion has been made to use graphene layers as
components of bilayer systems [14–18]. Further investigations revealed that a serious problem in this case is screening
of Coulomb interaction between the electron and the hole [19, 20]. The screening effect is most dangerous in the regime
of weak coupling, when the size of electron-hole pairs significantly exceeds the average interparticle distance (BCS
regime). Screening leads to significant decrease of the coupling constant, therefore the BCS transition temperature
becomes exponentially small, and presence of even a minor concentration of impurities, whose influence in this system
is similar to the influence of paramagnetic impurities in ordinary superconductors [21, 22], leads to almost complete
suppression of electron-hole superfluidity.
A peculiarity of graphene systems that have a Dirac spectrum of carriers is impossibility of forming local electron-
hole pairs in them. On the contrary, in bilayer systems with a parabolic dispersion law these pairs can appear. At
decreasing the carrier density there occurs a transition from the BCS regime to the Bose-Einstein condensation (BEC)
regime. In the BEC regime the pairs are strongly coupled, the pair size is less or much less than the average distance
between the pairs and the screening is suppressed. Therefore one can expect that the BEC regime will turn out to
be more promising to achieve high superfluid transition temperatures. It should be noted that in a bilayer graphene
system suppression of screening can also take place. In the case of systems with Dirac spectrum a sufficiently high
interaction constant α = e2/h¯vF ε is necessary for this suppression [23, 24]. Here vF is the Fermi velocity in graphene
2and ε is the dielectric constant of the matrix or the effective dielectric constant εeff = (ε + 1)/2 for a system on a
dielectric substrate. The critical value of α, according to various estimates [23, 24], lies in the range αc = 1.5 ÷ 3.
Since for graphene in vacuum α = e2/h¯vF = 2.2, a graphene system on a standard dielectric substrate with ε = 4
obviously does not satisfy the condition α > αc. This fact probably explains the negative results of the experiment
[25], where an attempt was made to find anomalous interlayer drag [26] in a bilayer graphene system under decrease
in temperature.
Anomalous drag has been experimentally observed in electron-hole systems created in AlGaAs heterostructures
[27, 28], and also in hybrid graphene – AlGaAs structures [29]. The parameters of the systems used in these experiments
correspond to the case of local pairing. These investigations showed that the drag effect manifests itself stronger with
decreasing the carrier density and weaker with increasing the interlayer barrier width. The first dependence correlates
with the fact that in systems with parabolic dispersion law at low carrier density the screening is suppressed and,
therefore, the superfluid transition temperature increases. The second one may indicate destruction of the superfluid
state with increasing the interlayer distance.
It is known that superfluidity of pairs in bilayer quantum Hall systems is destroyed with increasing the interlayer
distance. Analysis of the collective excitation spectrum of the system, more precisely, its dependence on the interlayer
distance d, shows that increasing d leads to appearance of a minimum in the spectrum at finite wave vectors [4, 30].
At d = dc the dispersion curve touches the abscissa axis. At zero imbalance of filling factors theory gives the critical
distance dc ≈ 1.2ℓH , where ℓH is the magnetic length. At d > dc the collective mode frequency in a certain range
of wave vectors becomes imaginary, that corresponds to instability of the state with pairing. The magnitude of dc
grows with increasing the imbalance [18]. Increasing the imbalance leads to decreasing the superfluid density ns, i.
e. the increase of dc can be linked to the decrease of ns. The presence of a critical distance in the quantum Hall
systems and its growth with increasing the imbalance are confirmed experimentally [8, 10, 31], although complete
quantitative coincidence with theory and experiment is not achieved (the experimental value of dc is approximately
1.5 times greater than the theoretical one).
The conditions of pairing in bilayer electron-hole systems (without magnetic field) with low carrier density have
been analyzed, in particular, in [32]. The energy of the system with coupling has been calculated as a function of pair
density, taking into account exchange, direct Coulomb and Van der Waals interactions. The main conclusion of [32] is
the prediction of a gas-liquid transition with decreasing the interlayer distance. The gas-liquid transition means that
the gas of pairs becomes unstable to formation of drops whose density is fixed and independent of the average carrier
density in the system. According to [32], the drops form only in sufficiently rarefied systems, furthermore, the distance
between the layers must not exceed a certain limit (dc ≈ 0.5a0, where a0 is the effective Bohr radius of the pair). At
larger d the gas-liquid transition does not occur. If the average density is greater than the equilibrium density of the
drops (nc ≈ 0.02a−20 ), the gas-liquid transition does not occur at any d. The prediction of the gas-liquid transition
correlates with conclusions of [33–36], where formation of biexcitons in bilayer systems was discussed. A biexciton
consists of two coupled electron-hole pairs. As it is shown in [34–36], formation of biexcitons leads to decreasing of
the energy of two pairs if the interlayer distance is less than the critical one. The critical distance depends on the
ratio of electron me and hole mh masses (dc1 ≈ 0.9a0 for me ≪ mh, and dc1 ≈ 0.4a0 for me = mh). In [33–36] the
question about coalescence of excitons and biexcitons into drops with large quantity of excitons was not analyzed.
The critical distance obtained in [32], also in [34–36], is the lower critical distance. Collective excitations were not
studied in these articles and any upper limitation on the interlayer distance has not been obtained.
When studying the electron-hole pairing in bilayer systems the main interest is the conditions when the gas of pairs
is superfluid. Keldysh [37] proposed to use a formalism of coherent states to describe the superfluid state of excitons
in the low density limit. The motivation for using this formalism is the following. In the theory of Bose gas the
superfluid state is described by the order parameter
Ψ(R) = 〈Φ0|Ψˆ(R)|Φ0〉, (1)
where |Φ0〉 is the ground state wave function of the many-particle system and Ψˆ(R) is the operator of annihilation of
a boson at the point R. The equality (1) is obviously satisfied if |Φ0〉 is an eigenfunction of the operator Ψˆ(R), i. e.
Ψˆ(R)|Φ0〉 = Ψ(R)|Φ0〉. (2)
Equation (2) can be easily solved. For that we use the expansion
Ψˆ(R) =
1√
V
∑
k
aˆke
ikR, (3)
where aˆk is the annihilation operator of bosons in the state with wave vector k, and V is the volume of the system.
3Similarly we can write down the order parameter
Ψ(R) =
1√
V
∑
k
αke
ikR. (4)
As the result, we arrive at necessity to find the eigenfunctions of the annihilation operator aˆk
aˆk|αk〉 = αk|αk〉. (5)
These eigenfunctions are well-known [38] and have the form
|αk〉 = exp
(
−1
2
|αk|2
) ∞∑
n=0
αnk√
n!
|nk〉 = exp
(
αkaˆ
+
k −H.c.
) |0〉, (6)
where |nk〉 are Fock states. Functions |αk〉 are called coherent states. The expressions obtained allow to find easily
that
|Φ0〉 =
∏
k
exp
(
αkaˆ
+
k
−H.c.) |0〉 = exp(∫ Ψ(R)Ψˆ+(R)dR −H.c) |0〉 ≡ DB|0〉. (7)
A natural generalization of expression (7) for a system formed by electron-hole pairs is the wave function proposed
by Keldysh [37],
|Φ0〉 = DF |0〉, (8)
where |0〉 is the vacuum state where electrons and holes are absent, and the operator DF is determined by expression
DF = exp

∑
σ,σ′
∫
dr1dr2Φσσ′(r1, r2)e
−iµt/h¯ψ(e)+σ (r1)ψ
(h)+
σ′ (r2)−H.c.

 . (9)
In (9) ψ
(e)+
σ (r) and ψ
(h)+
σ (r) are creation operators of an electron and a hole in corresponding layers, σ is the spin
index, µ is the chemical potential, and Φσσ′ (r1, r2) has the meaning of the wave function of the pairs.
The formalism of the coherent state has been used in [39, 40] to describe electron-hole pairing in bilayer quantum
Hall systems. In articles [41–43] polarization phenomena in 3D superfluid gas of electron-hole pairs (without spatial
separation of electrons and holes) have been analyzed using an approach based on Keldysh’s function. In [44] the
Keldysh’s approach has been applied to description of the superfluid state of a rarefied gas formed by alkali metal
atoms.
In this article the formalism of coherent states is used to find the spectrum of collective excitations in a superfluid
gas of electron-hole pairs in the absence of magnetic fields and to analyze stability of the superfluid state. It is shown
that under increase of the distance d between the layers a minimum appears in the excitation spectrum, and at a
certain critical value d the dispersion curve touches the abscissa axis and the excitation energy becomes imaginary.
In it found that the critical distance dc increases under decrease in density of carriers. In the last section, within the
same formalism, we consider the influence of impurities on the superfluid transition temperature.
II. ENERGY OF THE ELECTRON-HOLE COHERENT STATE
The Hamiltonian of a bilayer system consisting of electron and hole layers has the form
H = −
∑
α=e,h,σ=↑,↓
∫
dr
h¯2
2mα
ψ(α)+σ (r)∇2ψ(α)σ (r)
+
1
2
∑
α,β=e,h,σ,σ′=↑,↓
∫
drdr′ψ(α)+σ (r)ψ
(β))+
σ′ (r
′)Vαβ(|r− r′|)ψ(β)σ′ (r′)ψ(α)σ (r), (10)
where me and mh are effective masses of an electron and a hole, Vαβ(r) is the interaction energy between the carriers
and r is a two-dimensional radius vector. Assume that the bilayer system is placed in a homogeneous dielectric matrix
with dielectric constant ε coincident with the dielectric constant of the interlayer between the electron and hole layers.
In this case Vee(r) = Vhh(r) = e
2/εr and Veh(r) = −e2/ε
√
r2 + d2.
4The wave function of pairs in (9) has a matrix structure. We consider now singlet pairing. This corresponds to
the matrix Φσσ′ (r1, r2), where only components non-diagonal by spin indexes are nonzero, i. e. pairing is described
by two scalar wave functions Φ↑↓(r1, r2) and Φ↓↑(r1, r2) (in following, for short, we use the symbol Φσ ≡ Φσ,−σ). In
the general case these functions are different. If both these functions are nonzero, the gas of pairs is two-component.
The first component corresponds to an electron with spin (spin projection) +1/2 coupled to a hole with spin −1/2,
the second one – to an electron with spin −1/2 coupled to a hole with spin +1/2. In this case the operator DF has
the form
DF = exp
[∑
σ
∫
dr1dr2Φσ(r1, r2)e
−iµσt/h¯ψ(e)+σ (r1)ψ
(h)+
−σ (r2)−H.c.
]
, (11)
where values µσ are chemical potentials of the components.
It is known that a two-component Bose gas is unstable relative to separation into the components if the square of
the interaction constant between pairs of different types exceeds the product of interaction constants between pairs
of the same types [45]. Depending on the relation between the interaction constants, the condensate will be either a
homogeneous mixture of pairs of two types or a biphasic system with only one component present in each phase.
Functions Φσ can be found from the condition of minimum of the functional
F = E −
∑
σ
µσNσ, (12)
where E and Nσ are the energy of the system and the number of pairs in the σ component in the state (8). Their
values are determined by expressions
E = 〈0|H˜|0〉 (13)
and
Nσ = 〈0|N˜σ|0〉, (14)
where H˜ has the form coinciding with the initial Hamiltonian (10) with operators ψ
(α)
σ (r) in it replaced by
ψ˜(e,h)σ (r) = D
+
Fψ
(e,h)
σ (r)DF , (15)
and the pair number operator has the form
N˜σ =
∫
drψ˜(e)+σ (r)ψ˜
(e)
σ (r) =
∫
drψ˜
(h)+
−σ (r)ψ˜
(h)
−σ(r). (16)
Taking into account the explicit form of DF , we can express the operators ψ˜
(α)
σ in terms of creation and annihilation
of electrons and holes in the following way [37]
ψ˜(e)σ (r) =
∫
dr′[C(e)σ (r, r
′)ψ(e)σ (r
′) + e−iµσt/h¯Sσ(r, r
′)ψ
(h)+
−σ (r
′)],
ψ˜
(h)
−σ(r) =
∫
dr′[C(h)σ (r
′, r)ψ
(h)
−σ(r
′)− e−iµσt/h¯Sσ(r′, r)ψ(e)+σ (r′)], (17)
where
C(e)σ (r, r
′) = δ(r− r′) +
∞∑
n=1
(−1)n
(2n)!
(Φσ · Φ+σ )n,
C(h)σ (r, r
′) = δ(r− r′) +
∞∑
n=1
(−1)n
(2n)!
(Φ+σ · Φσ)n,
Sσ(r, r
′) =
∞∑
n=0
(−1)n
(2n+ 1)!
Φσ · (Φ+σ · Φσ)n. (18)
In (18) we used a notation Φ+σ (r1, r2) = Φ
∗
σ(r2, r1) and the product sign means a convolution.
The functional (12) is an infinite series containing convolutions of Φσ(r, r
′) of even orders. In the low density limit
we can limit ourselves to the terms up to the fourth order inclusive. With only the second order terms taken into
5account, the condition that the variation of the functional F equals to zero gives a Schro¨dinger equation for a separate
electron-hole pair [
− h¯
2
2me
∇21 −
h¯2
2mh
∇22 + Veh(|r1 − r2|)− µσ
]
Φσ(r1, r2) = 0. (19)
The solution of this equation can be written in the form
Φσ(r1, r2) = Ψσ(R)φ(r), (20)
where R is the center of mass coordinate, r is the relative coordinate, Ψσ(R) is the wave function of the pair moving
as a whole, and φ(r) is the function describing the bound electron-hole state. The function φ(r) satisfies an equation
− h¯
2
2m
∇2rφ(r) + Veh(r)φ(r) = µσφ(r), (21)
where m = memh/(me + mh) is the reduced mass. Equation (21) is the Schro¨dinger equation for a particle in an
isotropic two-dimensional potential. The energy minimum is achieved for the ground state wave function φ0(r). In this
approximation the chemical potentials µ↑ and µ↓ coincide and are equal to the ground state energy E0. Normalization
of functions Φσ(r, r
′) is given by the condition
∑
σ
∫
dRdr|Ψσ(R)|2|φ0(r)|2 = N, (22)
where N is the total number of pairs.
Equation (22) leaves an arbitrariness in choosing the normalization of functions Φσ(R) φ0(r). For definiteness, we
will assume
∫
dr|φ0(r)|2 = 1 and
∑
σ
∫
dR|Ψσ(R)|2 = N . In the ground state Ψσ(R) = Ψ0σ = √nσ, where nσ is the
density of pairs of type σ.
Let us now consider the fourth order terms in the functional (12). We will seek the functions Φσ corresponding
to the minimum of the functional (12) in the form Φσ(r1, r2) = Ψσ(R12)φ0(r12). At the same time we neglect the
correction to the function φ0 caused by interaction between the pairs. In this approximation
F =
∑
σ
∫
dRΨ∗σ(R)
[
− h¯
2
2M
∇2R − µ˜σ
]
Ψσ(R)
+
1
2
∑
σ,σ′
∫
dr1dr2dr3dr4A (r1, r2, r3, r4) |Ψσ(R12)|2|Ψσ′(R34)|2+
1
2
∑
σ
∫
dr1dr2dr3dr4B (r1, r2, r3, r4)Ψ
∗
σ(R12)Ψσ(R32)Ψ
∗
σ(R34)Ψσ(R14), (23)
where functions A[ri] and B[ri] are expressed in terms of the Coulomb interaction potential and the wave function of
the bound electron-hole state
A[ri] = Vd(r1, r2, r3, r4)|φ0(r12)|2|φ0(r34)|2, (24)
B[ri] = −Vex(r1, r2, r3, r4)φ∗0(r12)φ0(r32)φ∗0(r34)φ0(r14). (25)
In (24), (25) we use the notations
Vd(r1, r2, r3, r4) = Vee(r13) + Vhh(r24) + Veh(r14) + Veh(r23) (26)
and
Vex(r1, r2, r3, r4) = Vee(r13) + Vhh(r24) +
1
2
[(Veh(r12) + Veh(r34) + Veh(r14) + Veh(r23)] . (27)
The value µ˜σ in (23) is the shift of the chemical potential caused by interaction between the pairs, µ˜σ = µσ − E0.
The extremum condition of the functional (23) leads to an equation
µ˜σΨσ(R12) = − h¯
2
2M
∇2R12Ψσ(R12)
6+
∫
dr12dr3dr4
[
A[ri]Ψσ(R12)(
∑
σ′
|Ψσ′(R34)|2) +B[ri]Ψσ(R32)Ψ∗σ(R34)Ψσ(R14)
]
, (28)
where M = me +mh is the pair mass. Equation (28) is satisfied by a function Ψσ(R) =
√
nσ with an appropriate
choice of µ˜σ. Substituting Ψσ and µ˜σ found into (23), we obtain
F = −S
2
[
γ11(n
2
↑ + n
2
↓) + 2γ12n↑n↓
]
, (29)
where S is the area of the system, γ11 = γd + γex and γ12 = γd are interaction constants between the pairs of the
same type and different types correspondingly. These constants contain the contributions of direct (γd) and exchange
(γex) Coulomb interactions,
γd =
4πe2d
ε
, (30)
γex = −4πe
2
ε
∫
d2p
(2π)2
d2q
(2π)2
1
p
|φq|2
[
|φq+p|2 − e
−pd
2
(
φ∗q+pφq + φ
∗
qφq+p
) ]
, (31)
where φq =
∫
dreiqrφ0(r) is the Fourier component of the bound state wave function.
For fixed total density n = n↑ + n↓ we find that at γex > 0 the minimum of the functional (29) corresponds to a
homogeneous mixture of components n↑ = n↓ = n/2, and at γex < 0 the minimum is reached if n↑ = n, n↓ = 0 or
n↑ = 0, n↓ = n. The situation, when in the whole system the density of only one component is nonzero, corresponds
to complete spin polarization of the electron and hole layers. To minimize the magnetic energy, appearance of a
domain structure with regions possessing opposite signs of polarization is preferable. In each region the density of
only one component will be nonzero, but averaged densities of both components in the whole system will be equal.
Under conservation of the average densities of the spin components the formation of the domain structure can be also
interpreted as spatial separation of the components.
It can be shown [42] that at Vee(r) = Vhh(r) = −Veh(r) (that corresponds to d = 0) the value of γex is positive.
However, at d exceeding a certain critical value, the coefficient γex will change its sign. The reason is that at large d
the contribution of the first term into the integral in (31) becomes dominating.
At d = 0 equation (21) is a two-dimensional Schro¨dinger equation for a charged particle in a Coulomb field. The
ground state solution of this equation has the form
φ0(r) =
1
a0
√
8
π
e−2r/a0 , (32)
where a0 = h¯
2ε/me2 is the effective Bohr radius of the pair. The Fourier component of the function (32) equals to
φq =
√
2πa0(
1 +
q2a2
0
4
)3/2 . (33)
Substitution of the function (33) into (31) at d = 0 yields γex = +3.03e
2a0/ε. At d >∼ a0 the potential Ver(r) can be
replaced with a harmonic one Veh(r) ≈ −e2/εd+ e2r2/2εd3 and the ground state wave function can be written in the
form
φ0(r) =
1√
πr0
e
− r
2
2r2
0 . (34)
Here r0 =
4
√
a0d3 is a length parameter which should be interpreted as a characteristic pair size. The Fourier
component of (34) is
φq =
√
4πr0 exp
(
−q
2r20
2
)
. (35)
Taking d = a0 and substituting (35) into (31), we obtain γex = −6.96e2a0/ε. This shows that the sign change of the
constant γex occurs at d < a0. To estimate d at which the sign change occurs, we can substitute into (31) the function
7d/a0e
x
g
FIG. 1: Dependence of the exchange part of the interaction constant (in the units e2a0/ε) on the interlayer distance.
(33) assuming that at small d it does not significantly differ from the exact function. The dependence obtained,
represented in Fig. 1, shows that the sign change of γex occurs at a sufficiently small interlayer distance d ≈ 0.2a0.
For greater d we predict spatial separation of superfluid components.
We note that in recent paper [46] it was considered the possibility of electron-hole pairing in a double layer system
formed by two-dimensional transition metal dichalcogenides (TMD) that are separated by hexagonal boron nitride.
The results of that paper obtained from the analysis of the equations for the order parameters of pairing and for the
chemical potential are in correlation with our results. Two-dimensional crystals of TMD have the honeycomb lattice
similar to graphene one. The minima of the conductivity band and the maxima of the valence band are localed in the
K and K ′ points of the Brillouin zone. A strong spin splitting occurs the valence band. In a result, the pairs of two
species can emerge. The species distinguish by the spin and valley indexes. It was shown in [46] that at d < 0.25a0 the
energy minimum corresponds to the two-component electron-hole pair state, while at d > 0.25a0 the spin-polarized
state one component state is realized.
III. SPECTRUM OF COLLECTIVE EXCITATIONS AND CRITICAL INTERLAYER DISTANCE
A homogeneous two-component Bose condensate has two collective modes whose dispersion laws in the long wave-
length limit are acoustic: ω±(q) = s±q. If the component densities are identical and equal to n1 = n2 = n/2, sound
velocities are determined by an expression s± =
√
(γ11 ± γ12)n/2M (see e. g. [47]). For a two-component condensate
of pairs
s+ =
√
(2γd + γex)n
2M
, s− =
√
γexn
2M
. (36)
The quantity s− is real if γex > 0. In the opposite case, γex < 0, a homogeneous two-component phase will be
unstable relative to spatial separation into components. If there is only one superfluid component in a given region,
one collective mode corresponds to it. The spectrum of this mode at small wave vectors is acoustic with sound velocity
s =
√
(γd + γex)n
M
. (37)
In the general case the sum γd+ γex = γ11 can also be negative. In this situation the layered phase would be unstable
relative to formation of drops of dense phase, however, as it is shown further, in our model γ11 remains positive for
all d.
Now let us proceed to finding the excitation spectrum at finite wave vectors. We limit ourselves to the case of
separated components. We use the equation (28) modified considering that in a given region of space there is only one
component present. Interaction between components at large distances is neglected. We consider the time-dependent
function Ψ and replace the left-hand side of (28) with its time derivative (here and below we will omit the component
index). As the result we arrive at an equation
ih¯
∂
∂t
Ψ(R12, t) = − h¯
2
2M
∇2R12Ψ(R12, t)
+
∫
dr12dr3dr4
[
A[ri]Ψ(R12, t)|Ψ(R34, t)|2 +B[ri]Ψ(R32, t)Ψ∗(R34, t)Ψ(R14, t)
]
. (38)
8This equation is a modified variant of the Gross-Pitaevskii equation.
The function Ψ(R, t) can be written as a sum of a homogeneous solution and a small correction which is a monochro-
matic plane wave,
Ψ(R, t) =
√
n+ e−
iµ˜t
h¯
(
uke
i(k·R−ωt) + v∗ke
−i(k·R−ωt)
)
. (39)
The chemical potential in (39) is found from (28) and equals µ˜ = (γd + γex)n. Using (38) in the linear approximation
in the coefficients u and v, we obtain a system of equations for these coefficients(
ǫk + (γd(k) + γ
(1)
ex (k))n (γd(k) + γ
(2)
ex (k))n
(γd(k) + γ
(2)
ex (k))n ǫk + (γd(k) + γ
(1)
ex (k))n
)(
uk
vk
)
= h¯ω
(
uk
−vk
)
. (40)
Here ǫk = h¯
2k2/2M ,
γd(k) =
∫
dr12dr3dr4A[ri]e
ik·(R34−R12), (41)
γ(1)ex (k) =
∫
dr12dr3dr4B[ri]
(
eik·(R32−R12) + eik·(R14−R12) − 1
)
(42)
and
γ(2)ex (k) =
∫
dr12dr3dr4B[ri]e
ik·(R34−R12). (43)
Values of γd(k), γ
(1,2)
ex (k) in the system under consideration depend only on the absolute value of the wave vector.
Equating the determinant of the system (40) to zero, we find the collective mode spectrum
h¯ω(k) =
√(
ǫk + [γ
(1)
ex (k)− γ(2)ex (k)]n
)(
ǫk + [2γd(k) + γ
(1)
ex (k) + γ
(2)
ex (k)]n
)
. (44)
Functions (41) – (43) can be expressed in terms of the Fourier component of the wave function φ0(r). In the general
case the corresponding expressions have a rather cumbersome form. We give them in the Appendix. In the k → 0
limit these quantities are reduced to the constants introduced earlier, γd(0) = γd, γ
(1)
ex (0) = γ
(2)
ex (0) = γex. Using
expression (35) for the function φ0(q), that corresponds to the limit of large d, and limiting ourselves to the case of
equal electron and hole masses, we obtain the following analytical expressions for the functions (41)-(43),
γd(k) =
4πe2
εk
(1− e−kd)e−
k2r2
0
8 , (45)
γ(1)ex (k) = −
4πe2r0
ε
[√
π
2
(
e−
k2r2
0
16 I0
(
k2r20
16
)
+ e−
k2r2
0
8 − 1
)
− 2e−
k2r2
0
8 f (d, k/4) + f (d, 0)
]
, (46)
γ(2)ex (k) = −
4πe2r0
ε
[√
π
2
e−
3k2r2
0
16 I0
(
k2r20
16
)
− e−
k2r2
0
4
f (d, k/2) + f (d, 0)
2
]
. (47)
In these expressions I0(x) is the modified Bessel function, and f(d, k) is defined in terms of the integral
f(d, k) =
∫ ∞
0
e−
3p2
8
−
pd
r0 I0 (pkr0) dp. (48)
At k = 0 this function can be written using the complementary error function
f(d, 0) =
√
2π
3
exp
(
2d2
3r20
)
erfc
(√
2
3
d
r0
)
. (49)
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FIG. 2: Dependence of the interaction constant between the pairs (in units e2a0/ε) on the interlayer distance. For d < 0.5a0,
γ11 is computed using (32), for d > 0.5a0, using (34).
The analytical expression for the constant γex calculated using the function (49) has the form
γex = −4πe
2r0
ε
[√
π
2
−
√
2π
3
exp
(
2d2
3r20
)
erfc
(√
2
3
d
r0
)]
. (50)
This expression is valid also for an arbitrary ratio of electron and hole masses.
Fig. 2 shows the dependence of the constant γ11 = γd + γex on d. For d > 0.5a0 the value of γex is obtained
from (50), and for d < 0.5a0 – from (31) using the function (33) corresponding to the limit d → 0. Apparently, the
dependences join sufficiently fine. Positivity of the constant γ11 at all d means that the approximation used in this
article does not predict an instability of the system relative to formation of drops (gas-liquid transition).
Let us now consider the character of change of the collective mode spectrum with variation of density and interlayer
distance. The collective mode spectrum calculated using functions (45) – (47) at fixed d and variable density is
represented in Fig. 3. Fig. 4 represents the change of the spectrum at fixed density with variation of interlayer
distance. It follows from these dependences that when the density increases, or when the interlayer distance increases,
the minimum in the spectrum becomes deeper. At reaching the critical density nc or the critical interlayer distance
dc the curve touches the X axis, and after exceeding the critical value the spectrum becomes imaginary. The latter
means that the superfluid state becomes unstable. The distance dc depends on n, and the density nc depends on d.
The dependence nc(d) calculated using (45) – (47) is shown in Fig. 5. According to this figure, the dependence is a
power-law one,
nca
2
0 ≈ C1
(
d
a0
)α
, (51)
where the exponent is α = −2.62 and the numeric multiplier is C1 = 0.335.
The low density limit corresponds to pair size lower than the average distance between the pairs. This means that
the formalism used in the article is applicable if the following condition is satisfied:
na20
<∼
{ (
d
a0
)−3/2
, d > a0;
1, d < a0.
(52)
In other words, it makes sense to talk about the critical density (51) only if the density satisfies the inequality (52).
This takes place if d >∼ 0.7a0. At lower d the expression (51) is inapplicable. One may expect that with increasing
the density a BEC-BCS crossover may occur and not a phase transition with formation of a density wave.
Instability connected with appearance of a soft mode can be interpreted as instability related to formation of a
Wigner crystal. It is interesting to compare the condition (51) with the condition of formation of such a crystal that
can be obtained from semiclassical considerations. The density corresponding to the transition into the crystal phase
is by order of magnitude equal to the density at which the average kinetic energy is lower than the dipole-dipole
interaction energy., i. e. h¯2n/M <∼ e2d2n3/2/ε. This gives
nca
2
0 ≈
m
M
(
d
a0
)−4
. (53)
Comparing (53) to (51), we arrive at a conclusion that the semiclassical approach underestimates the critical density.
10
ka
0
ħ
w
k
FIG. 3: Spectrum of excitations in the superfluid gas of electron-hole pairs at d = 1.5a0 for na
2
0 = 0.115; 0.1; 0.05 (solid, dashed
and dash-dot curves correspondingly). The energy is given in units h¯2/ma20 (doubled effective Rydberg).
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FIG. 4: Spectrum of excitations in the superfluid gas of electron-hole pairs at na20 = 0.2 for d/a0 = 1.21; 1.1; 1.0 (solid, dashed
and dash-dot curves correspondingly). The energy is in the same units as in Fig. 3.
IV. CRITICAL TEMPERATURE AND INFLUENCE OF IMPURITIES ON IT
Now let us estimate the superfluid transition temperature in the system under study. For a two-dimensional system
this transition is a Berezinskii-Kosterlitz-Thouless transition and its temperature is determined by the equation
Tc =
π
2
h¯2ns(Tc)
M
, (54)
where ns(T ) is the superfluid density at temperature T . The superfluid density can be found as a difference between
the total pair density n and the normal component density
ns(T ) = n− 1
2
h¯2
MT
∫
dk
(2π)2
k2NB(h¯ωk)[1 +NB(h¯ωk)], (55)
where NB(E) = (e
E/T − 1)−1 is the Bose distribution function. The main contribution into the integral in (55)
is made by long wavelength excitations. Approximating the spectrum ωk with an acoustic law with the velocity
s =
√
γ11n/M , we obtain the following equation for Tc
Tc = T0
(
1− CT
3
c
T 30
)
, (56)
where
T0 =
π
2
h¯2n
M
(57)
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FIG. 5: Dependence of critical pair density on the interlayer distance in double logarithmic scale.
and
C =
3π2ζ(3)
16
h¯4
M2γ211
. (58)
At d = a0 the interaction constant equals γ11 ≈ 5e2a0/ε = 5h¯2/m (see Fig. 2). Accordingly, the constant C is very
small (C < 10−2) and equation (56) with high accuracy gives Tc = T0. If the excitation spectrum contains a deep
minimum (at d→ dc), the critical temperature falls, turning into zero at the instability point.
Let us now estimate how the interaction between pairs and impurities influences on the transition temperature. As
it has been shown in [48, 49], interaction of Bose particles with short-acting impurities (with the impurity potential
Uimp(R) =
∑
i U0δ(R − Ri), where Ri are the impurity coordinates) leads to decrease of the superfluid density of
the Bose gas ns = n
0
s −∆nimps
∆nimps = nimp
MU20
2πh¯2γ
, (59)
where nimp is the density of impurities, M is the Bose particle mass and γ is the constant of the interaction between
the particles which is assumed point-like. A similar result can be obtained also for the electron-hole system if one
adds into the right-hand side of (23) a term describing the interaction of pairs with impurities. This gives an equation
for Ψ(R)
µ˜Ψ(R12) = − h¯
2
2M
∇2R12Ψ(R12) + Uimp(R12)Ψ(R12)
+
∫
dr12dr3dr4
[
A[ri]Ψ(R12)|Ψ(R34)|2 +B[ri]Ψ(R32)Ψ∗(R34)Ψ(R14)
]
. (60)
Assuming the interaction with impurities to be weak, we will seek for a solution of (60) in the form
Ψ(R) = Ψ0 +Ψ1(R), (61)
where Ψ0 =
√
n. Substitution of (61) into (60) gives in the linear approximation the following expression for a Fourier
component of the correction Ψ1
Ψ1(q) =
√
n
S[h¯ω(q)]2
[
Uimp(q)
(
ǫq + [γd(q) + γ
(1)
ex (q)]n
)
− Uimp(−q)[γd(q) + γ(2)ex (q)]n
]
. (62)
The superfluid density at T = 0 is determined from the relation [48, 49]
ns = n− 1
2n
∑
q 6=0
〈nqn−q〉, (63)
where angle brackets denote averaging by impurity positions and nq =
∫
dre−iqR|Ψ(R)|2 is the Fourier component of
the pair density. Expressing nq in terms of Ψ1(q), substituting it into (63) and calculating the average by impurity
12
positions, we arrive at an expression for the correction to the superfluid density
∆nimps =
nimp
π
∫ ∞
0
dq|U (0)q |2
nq
(ǫq + 2γqn)
2 , (64)
where γq = γd(q) + [γ
(1)
ex (q) + γ
(2)
ex (q)]/2 and U
(0)
q is the Fourier component of the potential of the impurity located in
the origin. The relative change of the critical temperature can be estimated as ∆Tc/Tc = −∆nimps /n. Replacing γq
with the constant γ = γ11, we obtain the answer (59).
In heterostructures with donor and acceptor layers the dopant atoms are charged impurities. Usually the dopant
layers are located at a rather large distance D from the conducting layers (D ≫ d). For such impurities the Fourier
component U
(0)
q equals
U (0)q = (4πe
2/εq) sinh(qd) exp(−qD). (65)
We imply that d is not very close to the critical one and D is much larger than the healing length ξ = h¯
√
Mγ11n.
Substituting (65) into (64), we obtain
∆ns
n
≈ πnimp
n
M
m
(
e2a0
εγ11
)(
ξ
D
)2(
d
a0
)2
. (66)
For nimp = 2n (the dopant density coincides with the density of carriers in the conducting layers), d = a0 and
M = 4m the estimate (66) yields ∆ns/n ≈ 5(ξ/D)2. The quantity obtained is proportional to the square of the small
parameter and under condition ξ ≪ D/√5 the influence of charged impurities can be neglected. Note that the latter
condition determines the restriction from below on the density of the pairs.
For estimating the influence of neutral impurities (structure defects) one can use Eq. (59), taking U0 = e
2a, where
a is of order of the lattice parameter. We obtain
∆ns
n
=
ε2
2π
nimp
n
M
m
(
e2a0
εγ11
)(
a
a0
)2
. (67)
For M = 4m, ε = 13 and γ11 = 5e
2a0/ε (that corresponds d = a0) one finds ∆ns/n ≈ 20(nimp/n)(a/a0)2. Since
a≪ a0 the condition of smallness of ∆ns/n reduces to the requirement for the pair density not to be much less than
the density of neutral defects.
If the distance between the layers is close to the critical one and the spectrum has a deep minimum, an essential
additional contribution to the integral (64) comes from the wave vectors near the minimum of ω(k). In this case the
expressions given above underestimate ∆ns/n. At d approaching dc the negative correction of the critical temperature
caused by impurities will grow up.
It is of interest to compare the influence of impurities on the superfluidity of the pairs in the systems under study
and in quantum Hall systems [50, 51]. The specifics of the latter ones is that at d = 0 the gas of electron-hole pairs
(magnetoexcitons) is the ideal one [52]. In that case the expression for the normal density (55) diverges and the
critical temperature goes to zero. On the other hand, the effective mass of magnetoexcitons grows up under increase
in the interlayer distance, that reduces the parameter T0 in the equation for the critical temperature (56). It reveals
itself in that there exists an optimal d at which the influence of impurities and other defects will be minimal. This
conclusion was obtained in [50] in the low density limit ν = 2πℓ2Hn≪ 1. In [51] an analogous result was obtained for
the half-filled Landau level ν = 1/2. It was also shown in [51] that similar to the systems under present study, in the
quantum Hall system with impurities the critical temperature falls down under approaching the interlayer distance
to the critical one.
V. CONCLUSIONS
The use of a formalism based on the Keldysh wave function allowed to determine the region of stability of a superfluid
gas of electron-hole pairs in bilayer systems. The gas of singlet electron-hole pairs in these systems is two-component.
Components can be distinguished, for example, by the spin of the electron forming the pair. We have found that at
the interlayer distance d >∼ 0.2a0 (a0 is the effective Bohr radius of the pair) separation of the system into components
will take place. At lower d a homogeneous mixture of two components will be stable relative to spatial separation, but
in this case instability is expected relative to formation of a gas of biexcitons. At large interlayer distances another
type of instability develops, namely, instability related to formation of Wigner crystal-like phase (or a density wave).
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The critical distance dc corresponding to this instability, enlarges with decreasing the carrier density. At fixed d the
instability occurs at reaching a critical density nc which is a power-law function of d with a negative exponent. When
increasing the carrier density, the superfluid transition temperature Tc increases in direct proportion to the density,
but at approaching to Tc it quickly falls down. Interaction with impurities decreases Tc, however, this effect will be
significant only if the concentration of impurities is of the same order or greater than the density of the pairs.
It follows from the stated above that adjusting the parameters of the system at which it is possible to obtain the
superfluid state of pairs is a rather delicate problem. The interlayer distance is limited both from above and from
below, furthermore, these limits can shift with density variation. If the density is decreased, the interval of allowable
d enlarges, but the negative role of impurities increases too. Nevertheless, based on the results obtained we consider
that it is realistic to achieve rather high critical temperature. Let us present some estimates. The parameters that
corresponds to AlGaAs heterostructures are me = 0.067m0, mh = 0.45m0 and ε = 13 (m0 is the free electron mass).
The effective Bohr radius is a0 ≈ 12 nm. Under accounting that m/M ≈ 0.11 (less than m/M = 0.25 for me = mh)
the critical density nc is approximately in two times smaller than given by (51). Taking d = 0.7a0 and n = 0.4a
−2
0 one
obtain the critical temperature Tc ≈ 15 K. For the system MoS2-MoTe2 in the hexagonal BN matrix me = 0.47m0,
mh = 0.62m0 and ε = 5. The effective Bohr radius is a0 ≈ 1 nm. Due to a small difference of the electron and hall
masses the relation (51) is applicable without correction. Taking n = 0.04a−20 (that corresponds to dc ≈ 2.3a0) we
obtain Tc ≈ 102 K.
Appendix A: General expression for the spectrum
Here we present general expressions for the functions that enter into the answer (44) for the spectrum. We assume
that the interaction potentials between electrons and holes satisfy the relation Vee(r) = Vhh(r). The sought-for
functions are expressed in terms of Fourier components of the interaction potentials VS(q) =
∫
drVee(r)e
−iqr, VD(q) =∫
drVeh(r)e
−iqr and the Fourier component of the bound state wave function φq =
∫
drφ(r)e−iqr:
γ
(d)
k = VS(k)
∫
d2p
(2π)2
d2p′
(2π)2
[
φ∗
p+
mh
M
k
φpφ
∗
p′−
mh
M
k
φp′ + φ
∗
p−
me
M
kφpφ
∗
p′+me
M
kφp′
]
+VD(k)
∫
d2p
(2π)2
d2p′
(2π)2
[
φ∗
p+
mh
M
k
φpφ
∗
p′+me
M
kφp′ + φ
∗
p−
me
M
kφpφ
∗
p′−
mh
M
k
φp′
]
, (A1)
γ
(1)
k = −
∫
d2p
(2π)2
d2q
(2π)2
VS(p)
[
φ∗qφqφ
∗
q−p+me
M
kφq−p+meM k + φ
∗
qφq+pφ
∗
q+p+me
M
kφq+meM k
+φ∗qφq−mh
M
kφ
∗
q−p−
mh
M
k
φq−p + φ
∗
qφq+p−mh
M
kφ
∗
q+p−
mh
M
k
φq
−φ∗qφqφ∗q−pφq−p − φ∗qφq+pφ∗q+pφq
]
+
1
2
∫
d2p
(2π)2
d2q
(2π)2
VD(p)
[
φ∗q+pφqφ
∗
q+me
M
kφq+meM k + φ
∗
qφqφ
∗
q+p+me
M
kφq+meM k
+φ∗qφqφ
∗
q+me
M
kφq−p+meM k + φ
∗
qφq+pφ
∗
q+me
M
kφq+meM k
+φ∗q+pφq−mh
M
kφ
∗
q−
mh
M
k
φq + φ
∗
qφq−mh
M
kφ
∗
q+p−
mh
M
k
φq
+φ∗qφq−mh
M
kφ
∗
q−
mh
M
k
φq−p + φ
∗
qφq+p−mh
M
kφ
∗
q−
mh
M
k
φq
−φ∗q+pφqφ∗qφq − φ∗qφqφ∗q+pφq − φ∗qφqφ∗qφq−p − φ∗qφq+pφ∗qφq
]
, (A2)
γ
(2)
k = −
∫
d2p
(2π)2
d2q
(2π)2
VS(p)
[
φ∗q−me
M
kφq−kφ
∗
q−p−
mh
M
k
φq−p + φ
∗
q−
me
M
kφq+p−kφ
∗
q+p−
mh
M
k
φq
]
+
1
2
∫
d2p
(2π)2
d2q
(2π)2
VD(p)
[
φ∗q+p−me
M
kφq−kφ
∗
q−
mh
M
k
φq + φ
∗
q−
me
M
kφq−kφ
∗
q+p−
mh
M
k
φq
+φ∗q−me
M
kφq−kφ
∗
q−
mh
M
k
φq−p + φ
∗
q−
me
M
kφq+p−kφ
∗
q−
mh
M
k
φq
]
. (A3)
If the bilayer system is placed in a homogeneous dielectric medium and the dielectric constant of the medium ε
coincides with the dielectric constant of the interlayer between electron and hole conducting layers, and masses of
electrons and holes are equal, integrals in (A1) – (A3) can be written in a more compact form
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γ
(d)
k =
4πe2
εk
(1 − e−kd)
[∫
d2p
(2π)2
φpφp+ k
2
]2
, (A4)
γ
(1)
k = −
4πe2
ε
∫
d2p
(2π)2
d2q
(2π)2
1
p
[(
φ2qφ
2
q+p+ k
2
+ φqφq+pφq+p+ k
2
φq+ k
2
− φ2qφ2q+p
)
−e−pd
(
2φ2qφq+ k
2
φq+p+ k
2
− φ3qφq+p
)]
, (A5)
γ
(2)
k = −
4πe2
ε
∫
d2p
(2π)2
d2q
(2π)2
1
p
[
φqφq+ k
2
φq+p+k
2
φq+p+k − e
−pd
2
(
φqφq+ k
2
φq+p+ k
2
φq+k + φ
2
qφq+ k
2
φq+p− k
2
)]
. (A6)
In (A4) - (A6) functions φq are assumed real.
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