Abstract-In this paper, we explore the utility of the concept of aging of individuals in the context of steady state GAS for nonstationary function optimization. Age of an individual is used as an additional factor in addition to the objective functional value in order to determine its effectivefitness value. Age of a newly generated individual is taken as zero, and in every iteration it is increased by one. Individuals undergoing genetic operations are selected based on the effective fitness value, which changes dynamically. This helps to maintain diversity in the population and is useful to trace changes in environment. Simulation results show some promise for the utility of the present technique for nonstationary function optimization.
Introduction
It is well known that a species is more robust against changing environment if it can maintain diversity in the existing population which gives it better scope to adjust to the changing environment. A key element in a Genetic Algorithm (GA) is that it maintains a population of candidate solutions that evolve over time [ 1, 21 . The population allows the GA to continue to explore a number of regions of the search space that appear to be associated with high performance solutions. As long as the population remains distributed over the search space, there is good reason to expect the GA to maintain diversity so as to adapt to changes in the environment (the objective function) by reallocating future search effort toward whatever region of the search space is favored by the objective function. However the natural tendency of standard GAS (SGA) to converge rapidly reduces their ability to identify regions of the search space that become more attractive over time.
The problem of optimization in a nonstationary environment can be thought of as optimizing a series of time dependent optima. Because the SGA works to find an optimum, some modified versions of it is expected to be useful in searching for a series of optima. Two basic strategies have been suggested in the literature for modifying the SGA to accommodate to changing environments [3] . The first strategy is to expand the memory of the SGA in order to build a repertoire of ready responses for environmental conditions. The second is to employ some method for increasing diversity in the population in order to compensate for changes in the environment. In the present investigation we will use a new strategy to continuously maintain diversity in the population, but in a different context and different way.
Usually, in generational replacement based GAS the whole population is replaced in every iteration. On the other hand, in steady state GAS (SSGA, say) [4, 51 only a few individuals are replaced in each iteration. In this article we will be concerned with steady state type GAS only. SSGAs having smaller population sizes normally lose diversity very fast, and larger population sizes increase the cost of computation and slow down the speed of convergence. In SSGA since only one or two individuals are replaced in each iteration, it can provide a better scope to keep the population distributed over a larger fraction of search space by appropriately choosing individuals undergoing genetic operations and individuals which are to be deleted. This, in turn, will increase the expectation of maintaining diversity in the population, adopt to changes in the objective function by reallocating future search effort toward the region favored by the present environment.
The aim of the present article is to test the utility of the concept of aging of individuals in the context of SSGAs, introduced in [6] and described in short in the next section, to optimize nonstationary functions. The main idea of incorporating the effect of aging of individuals was to maintain more diversity in the population for SSGAs. Empirical results for two test problems show good promise to trace changing environments.
Overview of Aging of Individuals
Here we give an overview of aging of individuals [7, 81 and the existing literature for nonstationary function optimization.
The basic concept
In conventional SSGAs the suitability or fitness of individuals for undergoing genetic operations is determined by their objective functional value only. On the contrary, in natural genetic system, age of an individual also plays a key role to determine its fitness or suitability for parenthood so as to take part in genetic operations. By analogy with nature the concept of aging of individuals was introduced in SSGAs also [6] . This acts as an additional factor so as to determine the suitability of individuals. As soon as a new individual is generated in a population its age is assumed to be zero. In every iteration, age of each individual is increased by one, Le., one iteration is equivalent to incrementing the age of individuals by one. Each individual is assigned a maximum age limit after which its fitness value (with respect to age only) becomes zero. Effective fitness of an individual is defined as a combined function of its objective functional value and age and thus changes dynamically. The individuals are then subjected to genetic operations like selection (based on this effective fitness value), crossover, mutation and deletion as in conventional SSGAs. This modified GA is called aGA. Thus in the aGA, instead of only one feature, two features are used to measure the effective fitness or suitability of an individual.
Such an effective fitness based evaluation technique seems to be more natural as the aging process is well-known in all natural environment [7] . After a maximum age limit, contribution of agingfactor to each individual's effective fitness value will become less and eventually (mostly) die, i.e., deleted from the population. Thus, in this case a particular individual cannot dominate for a longer period of time. This helps to maintain diverse types of individuals in the population even with smaller population size, which in turn may help to trace changing environment.
A block diagrammatic representation of the aGA is given below. Note that steps 2-6 constitute an iteration. The functional form of g (Le., how to map the functional value to fitness) is well studied [l] . In the present work we took g to be monotonically non-decreasing function defined as The function h is cadled agingfunction. For this study we have chosen the following functional form which owes its basic intuition to nature where mainly the middle aged individuals are considered more fit than the young and old ones. 
Variation from previous studies
There are some previous studies that address the problems of using GAS in nonstationary environments. The study in [9] explored a strategy of using dominance and diploidy for a two-state oscillating environment only. It is not clear how to extend this for an environment having more than two states. In a study, Grefenstette used a replacement strategy for large population [2] to replace a fraction of the population of an SGA with randomly generated individuals so as always to maintain some diversity in the population. The technique worked well in environments where there are occasional large changes in the location of the optimum. In another study, Cobb [ 101 investigated an adaptive mutation based mechanism which temporarily increases the mutation rate to a high value whenever the time averaged best performance of the population deteriorates. (Note that maintaining a constant high mutation rate is not useful for tracing the changing optimum.) In a recent paper a systematic study of different techniques suitable for nonstationary environment was made in [3] .
All these studies were concerned with generational replacement based GAS only. In the present investigation we propose a technique for using SSGAs with aging of individuals for nonstationary environments. The present technique also tries to maintain diversity in the population continuously by not allowing individuals to dominate for a longer period of time, and permitting new individuals to take part in genetic operations.
Simulation Results
In the present study the parameters for the GAS have been chosen as follows. Population size was taken from the set { 40, 100,200}. Crossover probabilities were taken in the range [0.6,0.9] in steps of 0.1, and mutation probabilities were taken from the set { 0.006,0.01,0.02,0.04} and a total of 48 combinations were tried. Binary coding scheme was adopted. The worst two individuals (for the case of aGA) were replaced by the two newly generated individuals in each iteration. 50 simulations were performed for each function with different values of p in the range [0.1,0.9] in steps of 0.1. Proportional payoff selection procedure was adopted.
Maximum age limit (P, of each individual was fixed to 100.
For a typical illustration, we put the results corresponding to a small population size = 40, a crossover rate=0.9, and a mutation rate of 0.02. The aim is to show that the aGA performs better even for a small population size.
Effect of aging on diversity
Let us now study the effect of aging of individuals on diversity using the popularly used bias measure From this figure we notice that the bias of the population is always less for the aGA, i.e., population is more diverse for the aGA than the SSGA. This is possibly due to the following reason. In the SSGA if a particular solution has more functional value, it goes on getting chances to produce offspring thereby increasing the chance of generating similar type of offspring. Thus the population diversity reduces very fast. By introducing the concept of aging, no individual is allowed to dominate for a longer period of time, thus providing more scope of having various types of individuals in a pool. This helps to sustain population diversity. Similar was the findings for other functions studied in the following subsections. In order to test the tractability of the present concept the following two problems are considered. 
Tractability for the ripple function
In this study the landscape of the objective functionfr is changed after a number of iterations (say, 7') when the species has attained a sufficiently stable state or whenever the GA is more or less converged. The objective function, to be evaluated at the tth iteration, thus becomes
It can be noted thatfrl andfr2 have the same optimum (maximum) functional value withfr (equation 5), but the optimum points are different. In the first case (equation 6) the optimum point is shifted from 0.1 to 0.5 (small shift), whereas in the second case (equation 7) the optimum point is shifted from 0.1 to 95.5 (very large shift) at T=20,000.
tained for different iterations for a typical value of p = 0.5, for both of these modified forms (equations 6 and 7) are Mean (over 50 simulations) of the best solutions obdisplayed in Fig. 3 . From Fig. 3(a) we notice that when the landscape is changed after 20,000 iterations, functional values evaluated by both the aGA and the SSGA is less. The aGA recovers this drop faster compared to the SSGA, thereby reflecting its capability of tracing the changing environment. Now let us see Fig. 3(b) which displays the results for a very large shift of the optimum point. The performance is dropped drastically for both the algorithms. The aGA is able to trace this change in the environment and recovers the loss in performance in a very slhort time; on the contrary the SSGA fails to get back its old performance. This is possibly due to the following reason. The aGA maintains more diversity in the population (see Fig. 2 
Tractability for Knapsack problem
In the second study the algorithm was applied to a 17-object, blind, nonstationary 0-1 knapsack problem as used in [9] where the weight constraint was varied in time. The 0-1 knapsack problem is an NP-complete problem where we maximize the total value of a subset of objects (selected from a set of N possible objects) that we place in a knapsack, subject to some maximum load or weight constraint. If we associate a value vi and a weight w, with thejth object, the constant to 50% only; even then the SSGA failed to attain a level close to the actual optimum. On the contrary the aGA attained a level close the actual optimum value very fast. This is even true when the interval is very small (say, 2800-3000). This is possible because the aGA maintains diverse types of individuals in the population, and some of them become feasible for the changed interval; and regains the performance. Now, when the weight constraint is changed from 50% to 80% most of the existing solutions remain feasible, and performance is regained.
Once again, findings for other values of $\beta$ in [0.3-0.81 were also similar. Diversity of the population by the aGA was found to be more than that of the SSGA; and this is in agreement with the findings of Section 3. 
J=1
Negative objective functional values those occur by the above are set to zero.
As in the previous study, we put the mean of the best solutions obtained for different iterations (up to 6000) for a typical value of p = 0.5 in Fig. 4 . From the figure it is quite evident that when the weight constraint is set to 50% from 80% of the total weight, the performance falls drastically. This is because most of the solutions become infeasible in this case. The aGA recovers this fall in performance very fast, whereas the SSGA does it very slowly. This is specially evident in the iteration interval 1000-2200 and 3600-4400. During these intervals the weight constraint was kept 
Results on stationary function
Although the main aim of the present article is to test the utility of aging of individuals, for nonstationary function optimization, here we present one set of results for the stationary function fr (equation 5). For stationary functions, it is expected that when $\beta$ value is close to zero there is no effect of aging; and thus the performance of the aGA will be very close to that of the SSGA. By increasing the value of p, effect of aging is increased. When p goes very close to one, the effect of functional value is mostly ignored for deciding the suitability of individuals; thus degrading the performance. Our empirical results, on stationary function optimization also corroborate to this intuitive feeling. For visual inspection the mean of 50 simulations of the best solutions obtained at the end of 20000 iterations are displayed against the corresponding values in Fig. 5 . also. This is because the aGA maintains more diversity in the population (Fig. 2) , and can come out from local optima; thereby increasing the mean best performance. This result also strengthens our claim that the aGA can maintain more diversity in the population than the SSGA which may be useful for other purposes.
Conclusions
In the present study we made an attempt to investigate the utility of incorporating the effect of age of individuals (suitable for GAS having overlapping populations) for nonstationary function optimization. Effective fitness or overall suitability of an individual is determined by both of its functional value and age, and changes dynamically. This helps to maintain diversity in the population and can be used to trace changing environments. The present results show some promise that the aGA may be useful for nonstationary function optimization, i.e., the tractability of the aGA to changing environment is better than the SSGA. Shape of the aging function h and the aging factor p may depend on problem and needs to be thoroughly investigated. A systematic comparison of this algorithm with other existing works on non-stationary environment [3] and sharing [ 121 is yet to be done. Application to other types of nonstationary problems would also constitute another part of future investigation.
