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ABSTRACT
A study on the Application of Bio-inspired Algorithms to
the Problem of Direction of Arrival Estimation
The classical solution to the problem of estimating the direc-
tion of arrival (DOA) of plane waves impinging on a sensor
array is based on the application of the maximum likelihood
method. This approach leads to the problem of optimizing a
cost function which is non-linear, non-quadratic, multimodal
and variant with respect to the signal-noise ratio (SNR). The
methods proposed in the literature to solve this problem fail
for a wide set of SNR values. This work presents the results
obtained from a study on the application of natural comput-
ing algorithms to the DOA estimation problem. Computa-
tional simulations show that four of the analyzed algorithms
find the global optimum for a broad range of SNR values
with computational efforts lower than that associated with an
exaustive search.
KEYWORDS: Natural computing, direction of arrival, esti-
mation, maximum likelihood, bio-inspired algorithms.
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RESUMO
A solução clássica para o problema de estimação dos ângulos
de chegada (DOA) de sinais incidindo em um arranjo de sen-
sores é a aplicação do método de máxima verossimilhança.
Este método leva ao problema de otimização de uma função
custo não-linear, não-quadrática, multimodal e variante com
a relação sinal-ruído (SNR). Os métodos propostos para tal
tarefa, presentes na literatura, falham em uma ampla gama de
valores de SNR. Este trabalho apresenta os resultados de um
estudo sobre a aplicação de ferramentas pertencentes à com-
putação natural ao problema de estimação DOA. Simulações
demonstram que quatro dos algoritmos analisados alcançam
o ótimo global para uma ampla faixa de valores de SNR, com
esforços computacionais inferiores àquele exigido por uma
busca exaustiva.
PALAVRAS-CHAVE: Computação natural, direção de che-
gada, estimação, máxima verossimilhança, ferramentas bio-
inspiradas.
1 INTRODUÇÃO
Um arranjo é um conjunto de sensores (transdutores) dis-
postos segundo uma geometria no espaço tridimensional,
com um ponto de referência em comum (Manikas, 2004).
Tal estrutura tem sido empregada em uma série de aplica-
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ções, dentre as quais destacam-se os sistemas de comunica-
ções sem fio, sistemas de radar e sonar, além de sismologia
(Haykin, 1985). A função dos sensores é coletar amostras
da excitação que o ambiente exerce sobre o arranjo para que
seja possível extrair informações espaço-temporais de sinais
corrompidos por ruído. Uma informação de interesse direto
é a localização da fonte emissora, a qual é medida através
do ângulo de chegada ou DOA (Direction Of Arrival) (Van
Trees, 2001).
Um dos principais métodos de estimação paramétrica utiliza-
dos no problema de estimação DOA é baseado no critério de
máxima verossimilhança (em inglês, Maximum Likelihood
(ML)). Segundo este método, a estimativa do parâmetro é ob-
tida a partir da maximização da função de verossimilhança,
a qual, no caso do problema de DOA, possui um caráter
não-linear, não-quadrático e multimodal, especialmente em
condições críticas de relação sinal-ruído (em inglês, signal-
noise ratio (SNR)) (Van Trees, 2001) (Krummenauer, 2007).
Como agravante, a superfície desta função muda considera-
velmente à medida que alteramos a SNR, de forma que as po-
sições de todos os pontos modais são alteradas. Uma vez que
a SNR não é conhecida no problema DOA, qualquer método
de busca deve ser eficaz neste contexto de variações desco-
nhecidas e ainda para uma ampla gama de valores de SNR.
Dessa forma, é necessário, a rigor, realizar uma busca exaus-
tiva1 para se encontrar o ótimo global. No entanto, tal pro-
posta é inviável devido a seu elevado custo computacional,
especialmente quando o número de sinais incidentes no ar-
ranjo aumenta. Em virtude disto, algumas abordagens al-
ternativas foram concebidas, dentre as quais destacam-se
MODE (Stoica e Sharman, 1990), MODEX (Gershman e
Stoica, 1999) e modified MODEX (Lopes et al., 2003). Não
obstante, nenhuma delas consegue atingir os resultados ofe-
recidos pela busca exaustiva.
Neste trabalho, propomos o uso de ferramentas pertencentes
à computação natural como alternativa aos métodos clássi-
cos de estimação DOA. Tais ferramentas são particularmente
interessantes nos problemas para os quais os métodos mate-
máticos que garantem a obtenção da solução ótima são de-
masiadamente complexos.
Dentre os principais ramos da computação natural no con-
texto de otimização multimodal, a saber, a computação
evolutiva, os sistemas imunológicos artificiais e a inteli-
gência de enxame (de Castro, 2006), selecionamos as se-
guintes ferramentas bio-inspiradas: algoritmos genéticos
(Holland, 1992), os métodos de fitness sharing (Sareni e
Krahenbuhl, 1998) e clearing (Pétrowski, 1996), o algoritmo
CLONALG (de Castro e Von Zuben, 2002) e a rede opt-
1Salientamos que a busca exaustiva corresponde a uma varredura do es-
paço de busca usando uma grade uniforme.
aiNet (de Castro e Timmis, 2002), além do algoritmo particle
swarm (Kennedy e Eberhart, 1995).
Este conjunto representativo de ferramentas foi aplicado ao
problema de estimação DOA e cada técnica teve seu desem-
penho avaliado. Um estudo comparativo foi realizado evi-
denciando as potencialidades e limitações de cada método e
foram identificados alguns aspectos que certamente necessi-
tam ser aprofundados em trabalhos futuros. Como breve re-
sumo das conclusões deste estudo, constatou-se que as varia-
ções da superfície da função de verossimilhança com a SNR
dificultam sobremaneira a escolha dos parâmetros dos algo-
ritmos bio-inspirados, indicando que este tópico demanda es-
tudos extensivos. Mesmo assim, foi possível estabelecer uma
primeira seleção que capacitou os algoritmos particle swarm,
clearing, CLONALG e opt-aiNet a localizarem o ótimo global
da função de verossimilhança de modo a reproduzir o desem-
penho da busca exaustiva.
Na próxima seção, apresentamos os modelos de sinal e ruído
utilizados para descrever o problema de DOA, assim como
as principais suposições estatísticas. Na Seção 3, apresenta-
mos o estimador ML para o problema de DOA. Em seguida,
destacamos o caráter multimodal da função custo associada
ao estimador, a qual necessita ser minimizada para a deter-
minação das estimativas dos ângulos de chegada.
Os principais conceitos referentes aos algoritmos bio-
inspirados empregados neste trabalho são apresentados na
Seção 4, bem como as particularidades da aplicação de cada
algoritmo ao problema de estimação DOA e o procedimento
adotado para a adaptação dos principais parâmetros. Na Se-
ção 5, é definido o cenário de teste utilizado na avaliação
de desempenho das ferramentas bio-inspiradas, enquanto os
resultados obtidos por cada algoritmo e as devidas análises
se encontram na Seção 6. Seguem-se, por fim, conclusões,
agradecimentos e referências bibliográficas.
2 MODELO DE SINAL
Suponha M ondas planas de banda estreita incidindo em um
arranjo linear uniforme de N (N > M ) sensores. Os sen-
sores estão igualmente espaçados com d = λ/2, onde λ é
o comprimento de onda. As ondas incidem com ângulos
φ = [φ1 . . . φM ]
T ([·]T denota o transposto), medidos em
relação ao vetor normal ao eixo do arranjo. A Figura 1 apre-
senta a geometria do arranjo e, em destaque, a m-ésima onda
incidente.
O problema de estimação DOA pode ser descrito pelo se-
guinte modelo matemático (Krim e Viberg, 1996):
y(k) = Ax(k) + η(k), k = 1, 2, . . . ,K (1)
onde y(k) = y(tk) ∈ CN×1 representa o sinal recebido e
















Figura 1: Arranjo linear uniforme de N sensores.
amostrado no instante tk (snapshot), x(k) ∈ CM×1 repre-
senta as amplitudes dos sinais recebidos, η(k) ∈ CN×1 re-
presenta as amostras do ruído aditivo, K é o número total de
snapshots considerados, e A ∈ CN×M é a matriz de resposta
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ej(N−1)ω1 . . . ej(N−1)ωM

 , (2)
sendo que ωm = pi sinφm, m = 1, . . . ,M . O objetivo é
estimar os ângulos de chegada φm.
Admitimos que o número M de fontes é conhecido. Con-
sideramos também que a matriz A possui posto cheio em
colunas, implicando em N ≥ M . Outras hipóteses para o
modelo da expressão (1) são apresentadas a seguir:
1: O ruído η(k) é um processo aleatório circu-
lar complexo Gaussiano estacionário de mé-
dia zero. Além disso, é temporal e espacial-
mente descorrelacionado, com o momento de
segunda-ordem
E{η(k)ηH(i)} = σ2Iδk,i, (3)
onde δk,i é o operador delta de Kronecker,
E{·} é o operador de média estatística ou es-
perança, {·}H denota conjugado transposto
de uma matriz ou vetor, e I denota a matriz
identidade.
2: O conjunto dos vetores de sinal x(k) (para k =
1, 2, . . . ,K) corresponde a um processo ale-
atório circular complexo Gaussiano estacio-
nário de média zero, descorrelacionado tem-
poralmente e com matriz de covariância não-
singular. Assim
E{x(k)xH(i)} = Cδk,i, (4)
3: Os vetores de sinais x(k) e de ruído η(i) são
descorrelacionados para todo k e i.
É possível trabalhar com dois modelos para as fontes de sinal
(Stoica e Nehorai, 1990): modelo condicional (CM), o qual
supõe que a sequência {x(k)}Kk=1 será sempre a mesma para
todas as possíveis realizações dos dados {y(k)}Kk=1, e o mo-
delo incondicional (UM), que admite {x(k)}Kk=1 variável de
realização para realização. Tanto o modelo CM quanto UM
assumem que {η(k)}Kk=1 varia de realização para realização.
Se considerarmos o modelo CM, a distribuição dos dados
{y(k)}Kk=1 é dada por y(k) v N (Ax(k) , σ2I ), enquanto
que para o modelo UM, temos y(k) v N (0 , Ry ), onde
Ry = E {yk y
H
k }
= ACAH + σ2I.
Para um número finito de snapshots, a matriz de covariância









3 ESTIMADOR DE MÁXIMA VEROSSIMI-
LHANÇA
O estimador ML é obtido por meio da maximização da fun-
ção de verossimilhança (Kay, 1993). Em (Van Trees, 2001)
e (Krummenauer, 2007), está demonstrado que, tendo em
conta as hipóteses aqui adotadas, o estimador ML para o pro-
blema de DOA usando o modelo CM pode ser escrito como2:







onde Tr{·} indica o traço de uma matriz, P⊥A = I−AA⊥ é
a matriz de projeção do subespaço de ruído, PA = AA⊥
é a matriz de projeção do subespaço de sinal e A⊥ =







é não-linear, não-quadrática e possui diversos mínimos lo-
cais. Com o propósito de verificarmos as características desa-
fiadoras do problema de minimização da função custo JML,
apresentamos na Figura 2 as superfícies e curvas de nível
2Note que a variável θ denota genericamente o parâmetro de direção de
chegada, enquanto que φ representa os valores verdadeiros dos ângulos de
chegada.
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dessa função. As curvas apresentadas na Figura 2 foram ge-
radas considerando duas fontes de faixa estreita e de ampli-
tudes unitárias incidindo no arranjo linear uniforme de 10
sensores com ângulos de chegada φ1 = 10◦ e φ2 = 15◦
relativos à normal ao eixo do arranjo, para relações sinal-
ruído de 0 dB e −15 dB. Nas duas situações, foram utiliza-
dos 100 snapshots. A matriz de covariância do sinal é dada
por C = I, e a relação sinal-ruído, em dB, é definida como
SNR = 10 log 1/σ2, onde σ2 corresponde à variância do
ruído.
A Figura 2 evidencia o impacto da relação sinal-ruído na su-
perfície da função custo JML. Para uma relação sinal-ruído
de 0 dB (Figura 2(a)), a superfície tem dois mínimos glo-
bais simétricos (localizados aproximadamente em (10◦, 15◦)
e (15◦, 10◦)) e um caráter multimodal relativamente pouco
pronunciado. No entanto, quando trabalhamos com −15 dB
(Figura 2(c)), a superfície passa a apresentar diversos mí-
nimos locais de amplitudes próximas à do mínimo global.
Além disso, conforme reduzimos a relação sinal-ruído, o
ponto de mínimo global se desloca, de modo que suas co-
ordenadas não mais coincidem com os verdadeiros ângulos
de chegada. Estas duas evidências servem para ilustrar os
desafios que o estimador ML enfrenta no problema de DOA.
4 COMPUTAÇÃO NATURAL
Conforme destacado na Seção 3, a estimativa ML só pode ser
garantidamente determinada através de uma busca exaustiva
pelo mínimo global da função custo JML. Porém, tal aborda-
gem é computacionalmente inviável. Em virtude disto, mé-
todos como MODE e MODEX foram propostos como alter-
nativas à busca exaustiva.
O algoritmo MODE (Stoica e Sharman, 1990) emprega uma
reparametrização do estimador de máxima verossimilhança
original. Esta reparametrização gera um problema baseado
no subespaço de sinal a partir da matriz de covariância dos
snapshots. Sua solução, através de um algoritmo quadrático
iterativo, produz um polinômio cujas raízes são as estimati-
vas dos parâmetros DOA. O algoritmo MODEX (Gershman
e Stoica, 1999) baseia-se no método MODE e apresenta uma
performance superior para pequenos valores de relação sinal-
ruído. Esta melhoria de desempenho é atingida através da
geração de raízes extras e de um procedimento de máxima
verossimilhança que seleciona a melhor combinação destas
raízes como estimativas DOA. Todavia, é importante ressal-
tar que tais métodos não oferecem garantia de convergência
para o mínimo global e seu esforço computacional cresce ex-
ponencialmente com o aumento de sensores e fontes.
Seguindo um paradigma diferente, os algoritmos bio-
inspirados também constituem alternativas à busca exaustiva.











































































(d) SNR = −15 dB
Figura 2: Análise das superfícies e curvas de nível da função ML
Condicional para M = 2, N = 10, 100 snapshots e relações sinal-
ruído de 0dB e −15dB.
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sendo aplicadas com notável sucesso na busca de máximos
ou mínimos de funções multimodais, inclusive no contexto
de processamento de sinais (Attux et al., 2003).
Uma característica particular do problema de estimação
DOA com a qual as ferramentas bio-inspiradas terão de li-
dar é que a superfície da função custo JML é diferente para
cada valor de SNR, conforme mostrado na Seção 3. Além
disso, esta também se altera de experimento para experi-
mento, principalmente para valores pequenos de SNR. Ou
seja, considerando um único cenário de teste, os algoritmos
de computação natural se deparam com diversos problemas
de otimização muito distintos. Por outro lado, os algoritmos
aqui tratados devem apresentar um ajuste fixo de seus parâ-
metros, independentemente do valor da SNR, uma vez que
esta grandeza é desconhecida e que as ferramentas emprega-
das não possuem a habilidade de se ajustarem automatica-
mente a cada situação. Estas condições constituem grandes
desafios para a aplicação destas ferramentas neste problema.
Nas Seções 4.1 a 4.4, apresentamos as ferramentas bio-
inspiradas utilizadas neste trabalho e discutimos as particula-
ridades da aplicação destas técnicas ao problema de estima-
ção DOA. Quando possível, os valores estabelecidos para os
parâmetros de cada algoritmo são mostrados. Do contrário,
deixamos sua definição para a Seção 6.
4.1 Algoritmos genéticos
Algoritmos Genéticos (AGs) são técnicas de otimização ins-
piradas nos princípios fundamentais da moderna teoria da
evolução (Bäck et al., 1997) (Goldberg, 1989). O funcio-
namento de tais algoritmos tem por base a sinergia entre me-
canismos de recombinação e mutação e esquemas capazes
de contemplar o efeito do meio sobre a seleção de indiví-
duos. Essa dinâmica peculiar confere aos AGs a possibi-
lidade de realizar eficientemente tarefas de otimização em
diversos contextos (Silva et al., 2007). Por exemplo, em
(Coelho e Mariani, 2006), alguns algoritmos evolutivos, in-
cluindo os AGs, se mostraram promissores quando utilizados
na identificação e controle de processos industriais.
Os AGs operam sobre uma população de indivíduos, os quais
representam soluções potenciais para o problema tratado. A
cada geração, as soluções promissoras tendem a se reprodu-
zir, enquanto que soluções relativamente “ruins” tendem a
ser eliminadas. A medida da qualidade de uma solução can-
didata é fornecida por uma função de avaliação ou adaptabi-
lidade (fitness), que simula o efeito da pressão exercida pelo
ambiente sobre o indivíduo.
Seja P (j) = {x1j , . . . , xnj} a população de soluções can-
didatas (indivíduos) na geração j. Em síntese, um algoritmo
genético, após a definição de uma população inicial, realiza
as seguintes etapas em cada geração:
• cada solução xij é avaliada através de uma função de
fitness e tem-se uma medida de sua adaptação;
• alguns membros da população são selecionados para re-
combinação (crossover) e mutação, gerando novas solu-
ções potenciais;
• através de um mecanismo de seleção, uma nova popu-
lação é formada privilegiando a participação dos indiví-
duos mais adaptados.
Este processo se repete até que um número pré-determinado
de gerações seja atingido ou até que um nível de adaptação
esperado seja alcançado.
O projeto de um algoritmo genético para a solução de um
problema em particular deve considerar os seguintes aspec-
tos: representação genética para os indivíduos, definição da
população inicial, função de avaliação (fitness) dos indiví-
duos, operadores genéticos e definição de grandezas númeri-
cas como tamanho da população e probabilidades de aplica-
ção dos operadores genéticos.
4.1.1 Algoritmos genéticos aplicados ao pro-
blema de estimação DOA
Adotamos a codificação real por ser a mais intuitiva para re-
presentar as estimativas dos ângulos de chegada. A cons-
trução da população inicial é feita de maneira aleatória, de
modo que as estimativas dos ângulos são distribuídas uni-
formemente no intervalo (−90◦, 90◦). Dentre os diversos
operadores genéticos de mutação e crossover propostos na
literatura, optamos por utilizar os mais difundidos no âmbito
da codificação real: mutação gaussiana, com desvio padrão
unitário, e crossover aritmético de dois indivíduos. Após al-
gumas simulações, adotamos pm = 0,01 e pc = 0,80, sendo
pm e pc as probabilidades de ocorrência dos operadores de
mutação e crossover, respectivamente.
Quanto ao operador de seleção, utilizamos o método de sele-
ção por torneio devido à facilidade que o mesmo oferece para
ajustarmos a pressão seletiva através da definição do número
de torneios (To) e do número de competidores (q). A esta
justificativa se acrescenta o fato de, no problema de estima-
ção DOA, estarmos interessados em manter a diversidade da
população na tentativa de escapar das soluções sub-ótimas
existentes, principalmente em situações críticas de relação
sinal-ruído. Além disto, utilizamos uma abordagem salva-
cionista que preserva o indivíduo com maior fitness para a
próxima geração.
Em geral, os operadores genéticos trabalham no sentido de
privilegiar os indivíduos de maior fitness. Por isso, é neces-
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sário converter o problema de minimização da função custo
JML em um problema de maximização de uma função de
avaliação (fitness). Dentre as diversas formas de realizar esta
conversão, definimos uma transformação monotônica e in-
versamente proporcional ao valor da função custo JML, ex-
pressa por Ffit = 11+JML . Com isto, o algoritmo genético
tentará localizar o máximo global de Ffit, que ocorre justa-
mente quando JML é mínima.
Por fim, definimos o critério de parada como um número má-
ximo de gerações (Ngen). Evidentemente existem outras op-
ções mais elaboradas, como critérios baseados em medidas
de estagnação do algoritmo. Entretanto, a primeira opção
oferece a vantagem de não interferir diretamente no desem-
penho do algoritmo, já que o número máximo pode sempre
ser alterado caso seu valor seja inadequado. Isto facilita o
processo de adaptação de cada ferramenta, pois as possíveis
falhas de desempenho verificadas em sua execução estão re-
lacionadas ao conjunto de parâmetros e operadores escolhi-
dos, e não ao critério de parada.
Deve ficar claro que o número máximo de gerações a ser
escolhido deve ser suficiente para permitir que a população
evolua satisfatoriamente, mas também não deve ser superes-
timado, dado que quanto maior sua magnitude, maior o es-
forço computacional requerido e o tempo de execução do al-
goritmo.
4.2 Técnicas de niching
Os algoritmos géneticos clássicos são ferramentas podero-
sas no contexto de otimização de funções. Entretanto, ex-
perimentos e análises mostram que estas técnicas não são
particularmente eficientes em localizar os múltiplos ótimos
de uma superfície multimodal, uma vez que não estão adap-
tadas para preservar outros pontos ótimos durante a busca
(Mahfoud, 1995).
Inspirados no conceito de nichos ecológicos, os quais repre-
sentam regiões do ambiente que suportam diferentes tipos de
vida compartilhando os recursos disponíveis, vários métodos
foram desenvolvidos com o propósito de manter a diversi-
dade na população e permitir a investigação de múltiplos óti-
mos de modo paralelo. Tais mecanismos, conhecidos como
métodos de niching, criam e mantêm subpopulações nas vi-
zinhanças das soluções ótimas (Mahfoud, 1995).
Um nicho é caracterizado por uma porção limitada de recur-
sos disponíveis para os indivíduos que nele se encontram.
Cada indivíduo em um nicho tem direito a uma fração dos
recursos disponíveis - quanto maior o tamanho da subpopu-
lação, menor a fração. No contexto de otimização de funções
multimodais, os recursos disponíveis em um nicho estão as-
sociados à medida de fitness do indivíduo. As técnicas de
niching atuam sobre esta medida com a intenção de impe-
dir que todos convirjam para a mesma região do espaço de
busca, mantendo assim a diversidade da população.
O método de fitness sharing (Goldberg e Richardson, 1987)
reduz o fitness fi dos indivíduos da população por um fator
mi, de modo que a nova medida de fitness fi∗ é dada por
fi
∗ = fi/mi. No cálculo de mi, dois parâmetros são le-
vados em consideração: o limiar de similaridade (σs), que
determina o raio de cada nicho, e a distância entre dois in-
divíduos, de forma que mi corresponde, aproximadamente,
ao número de indivíduos com os quais o fitness fi é compar-
tilhado (Sareni e Krahenbuhl, 1998). Esta técnica deve ser
usada em conjunto com operadores de seleção de baixa pres-
são seletiva e o operador de crossover deve ser construído a
fim de evitar o cruzamento entre indivíduos que pertencem a
nichos diferentes.
Apesar de melhorar o desempenho dos algoritmos genéticos
em problemas de otimização multimodal e de conseguir man-
ter a diversidade da população, o método de fitness sharing
apresenta algumas limitações, principalmente por causa do
parâmetro σs. A escolha do valor de σs requer um conhe-
cimento a priori da distância aproximada entre os ótimos,
o que muitas vezes não está disponível. Além disso, σs é,
tipicamente, o mesmo para todos os nichos, de forma que
supõe-se que os ótimos são aproximadamente eqüidistantes
no espaço de busca. Por estas razões, o método de fitness
sharing pode não funcionar adequadamente.
O método de clearing (Pétrowski, 1996) difere do de fitness
sharing na medida em que os recursos de um determinado
nicho não são compartilhados, mas totalmente atribuídos aos
melhores indivíduos. Basicamente, o método de clearing
preserva o fitness dos melhores indivíduos de um nicho en-
quanto zera o fitness de todos os outros indivíduos da mesma
subpopulação. O número máximo de indivíduos aceitos em
cada nicho é denominado capacidade do nicho (κ).
Assim como no caso de fitness sharing, uma medida de si-
milaridade entre os indivíduos é utilizada para determinar se
estes pertencem à mesma subpopulação. Considera-se que
dois indivíduos pertencem ao mesmo nicho se esta medida
de similaridade (usualmente dada pela distância entre os in-
divíduos) é menor do que um limiar σs. Novamente, a de-
finição do valor de σs requer um conhecimento a priori da
distância entre os ótimos e supõe, em geral, que os mesmos
são aproximadamente eqüidistantes.
4.2.1 Fitness sharing aplicado ao problema de es-
timação DOA
Adotamos para o método de fitness sharing as mesmas op-
ções usadas no caso do algoritmo genético no que se refere
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à codificação, à população inicial, à função de fitness e aos
operadores genéticos, agora com probabilidades pm = 0,01
e pc = 1,00. Adicionalmente, utilizamos uma abordagem
elitista que preserva os indivíduos com fitness maior que a
média para a próxima geração (Sareni e Krahenbuhl, 1998).
O principal parâmetro, e também o mais crítico do método
de fitness sharing, é o limiar de similaridade (σs). Seja σ∗s
o valor ideal do limiar de similaridade para um problema de
otimização multimodal. Se o valor escolhido de σs for muito
menor que σ∗s , haverá a formação de um número maior de
nichos, já que pontos pertencentes ao mesmo pico da super-
fície a ser otimizada serão interpretados como pertencentes a
nichos distintos. Porém, permite-se uma maior concentração
de pontos numa mesma região do espaço e, como conseqüên-
cia disto, aumentamos as chances de convergência para pon-
tos sub-ótimos e perda de diversidade.
Por outro lado, no caso em que σs for muito maior que
σ∗s , pontos explorando diferentes regiões do espaço de busca
(possivelmente picos) serão interpretados como pertencen-
tes ao mesmo nicho e terão que compartilhar os recursos, de
modo que sofrerão uma redução no fitness proporcional ao
número de indivíduos existentes no nicho. Isto também pode
comprometer o desempenho do algoritmo, pois aumentamos
a probabilidade de descobrir e destruir nichos ao longo das
gerações, e, portanto, podemos perder o nicho que englobava
a solução ótima (Cioppa et al., 2004).
Destacamos que algumas peculiaridades do problema de es-
timação DOA tornaram a tarefa de determinar o limiar de
similaridade ainda mais difícil. Conforme mostrado na Se-
ção 3, a superfície da função custo e, conseqüentemente, da
função de fitness, é alterada drasticamente com a mudança da
relação sinal-ruído, de modo que o número de picos e a dis-
tância entre eles variam radicalmente. Uma vez que temos
de definir um único valor de σs independentemente da SNR,
é evidente que, em algumas circunstâncias, esta escolha será
inadequada e comprometerá o desempenho do algoritmo. Di-
ante disto, buscamos uma métrica de compromisso entre to-
dos os fatores citados e, após diversas simulações para dife-
rentes SNRs, arbitramos σs = 0,75.
Uma dificuldade adicional encontrada pelo método de fitness
sharing se deve à própria natureza da superfície da função de
fitness. Por exemplo, para uma SNR de 15 dB, se o ótimo
global apresenta fitness igual a A, as regiões menos pro-
missoras apresentam aproximadamente fitness igual a A/2.
Desta maneira, quando houver 3 indivíduos compartilhando
recursos na região do ótimo global, o novo valor de fitness
de cada um deles é, aproximadamente, A/3, que é inferior
ao fitness das soluções sub-ótimas. Com isto, pode ocorrer a
perda dos indivíduos que mais se aproximam do ótimo global
e a manutenção daqueles situados em regiões nada promis-
soras.
Algumas alternativas para a função de fitness foram testadas,
mas estas também apresentaram o mesmo problema para cer-
tos valores de SNR. Sendo assim, é necessário conduzir uma
investigação acerca de outras propostas para a função de fit-
ness que atenuem este efeito indesejável ou então utilizar um
esquema de fitness scaling (Darwen e Yao, 1995). Por fim,
definimos o critério de parada como um número máximo de
iterações (Ngen).
4.2.2 Clearing aplicado ao problema de estimação
DOA
Assim como no caso do algoritmo genético e do método
de fitness sharing, utilizamos no método de clearing: co-




, mutação gaussiana com pm = 0,02, cros-
sover aritmético com pc = 1,00 e seleção por torneio.
Adotamos κ = 1 para o número de indivíduos de cada ni-
cho, uma vez que também utilizamos uma abordagem eli-
tista, a qual preserva os indivíduos com fitness maior que o
fitness médio (Pétrowski, 1996). Conforme discutido na Se-
ção 4.2.1, o ajuste de σs não é uma tarefa fácil, e novamente
o fizemos de maneira heurística. Após algumas simulações,
estabelecemos σs = 1,40. Por fim, o critério de parada esco-
lhido foi um número máximo de iterações (Ngen).
4.3 Sistemas imunológicos artificiais
A classe dos sistemas imunológicos artificiais (SIAs) com-
preende técnicas cujo modus operandi se vincula a elemen-
tos conceituais derivados de teorias que versam sobre o fun-
cionamento do sistema de defesa dos mamíferos. Um dos
principais elementos teóricos desenvolvidos no estudo dos
sistemas imunológicos é o princípio de seleção clonal (Ada e
Nossal, 1987), o qual é utilizado para explicar os principais
aspectos de uma resposta imunológica adaptável a um estí-
mulo antigênico. A idéia é que apenas as células que con-
seguem reconhecer os antígenos são selecionadas para proli-
feração e, em seguida, submetidas ao processo de maturação
de afinidade.
O modelo computacional do processo de maturação de afini-
dade envolve a realização de duas tarefas: gerar clones dos
anticorpos de maneira proporcional à afinidade com os an-
tígenos e aplicar mutação sobre os clones com taxa inver-
samente proporcional à afinidade, de modo que os clones
com maior afinidade tendem a sofrer mutações mais suaves e
aqueles com menor afinidade tendem a sofrer mutações mais
abruptas. A taxa de mutação de um clone do i-ésimo indi-
víduo da população é dada por pmi = e−ϕfi , onde ϕ de-
termina a velocidade de queda da taxa de mutação e fi é o
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fitness do i-ésimo indivíduo normalizado no intervalo (0,1) .
O algoritmo CLONALG (de Castro e Von Zuben, 2002) une
os princípios de seleção clonal e maturação de afinidade
aplicando-os em problemas de reconhecimento de padrões
(algo que nosso sistema imunológico tem de fazer constante-
mente) e otimização. A seguir, apresentamos uma descrição
básica do algoritmo CLONALG adaptado para esta última ta-
refa:
1. os anticorpos (indivíduos da população) são codificados
em cromossomos binários;
2. a própria função de fitness fornece a medida de afini-
dade anticorpo-antígeno;
3. selecionamos os n indivíduos de maior afinidade. Nos
casos em que desejamos localizar múltiplos ótimos,
usualmente fazemos n igual ao tamanho da população;
4. os n indivíduos selecionados são clonados independen-
temente e de forma proporcional à afinidade. Se dese-
jamos localizar múltiplos ótimos, a clonagem propor-
cional à afinidade não é mais necessária e são criados
Nc = bβNc clones para cada um dos n indivíduos,
onde β está associado à velocidade de convergência do
algoritmo;
5. o conjunto de todos os clones é submetido ao processo
de maturação de afinidade: quanto maior a afinidade,
menor a taxa de mutação;
6. o melhor clone de cada um dos n indivíduos originais é
selecionado;
7. finalmente, substituem-se os d indivíduos com menor
afinidade por novos indivíduos gerados aleatoriamente.
Interessa-nos também uma rede imunológica artificial desti-
nada à otimização de funções de variáveis reais - a opt-aiNet
(de Castro e Timmis, 2002). Essa rede, que une as idéias
de seleção clonal e maturação de afinidade (de Castro e Von
Zuben, 2002) à noção de rede imunológica (Jerne, 1974),
caracteriza-se por um elegante compromisso entre explora-
ção (exploration) e explotação (exploitation) do espaço de
busca, o que abre perspectivas interessantes em domínios
multimodais.
A rede opt-aiNet realiza os mesmos processos de seleção clo-
nal e maturação por afinidade que o algoritmo CLONALG.
Além disso, trabalha com codificação real e introduz um con-
trole dinâmico do tamanho da população através de meca-
nismos de supressão de indivíduos similares. Com isto, a
diversidade da população é mantida e consegue-se explorar
adequadamente o espaço de busca. Entretanto, a rede requer
o ajuste de dois parâmetros: o limiar de similaridade entre
indivíduos σs (como nas técnicas de niching discutidas na
Seção 4.2) e uma medida da variação de fitness médio entre
as gerações, útil para apontar o momento em que as etapas
de supressão e inserção de indivíduos devem ser realizadas.
4.3.1 CLONALG aplicado ao problema de estima-
ção DOA
Optamos pelo uso do algoritmo em sua forma canônica
(de Castro e Von Zuben, 2002), de modo que os indivíduos
da população são representados por cromossomos binários.
Para o problema de estimação DOA, uma vez que cada indi-
víduo deve representar uma solução completa, ou seja, deve
explicitar os M ângulos de chegada pertencentes ao inter-
valo (−90◦, 90◦), o cromossomo é composto de M trechos
de comprimento l, sendo cada trecho referente a um ângulo
de chegada.
O valor de cada ângulo de chegada pode ser obtido a par-
tir de um vetor binário v de comprimento l através da se-




(l−i) corresponde ao número inteiro repre-
sentado pelo vetor v, θmin representa o limitante inferior
para o ângulo de chegada e θmax é o limitante superior.
O comprimento da cadeia binária que representa um ângulo
de chegada foi escolhido de forma a obtermos uma precisão
numérica adequada no domínio real. O valor adotado foi l =
30. Adotamos, à semelhança dos algoritmos anteriores, um
esquema de inicialização aleatória da população e a função
de fitness dada por Ffit = 11+JML .
A velocidade de queda da mutação, especificada pelo parâ-
metro ϕ, foi ajustada de maneira heurística tendo por base a
seguinte constatação: se ϕ for muito elevado, a taxa de mu-
tação, dada pela expressão pmi = e−ϕF
∗
fit(i), onde F ∗fit(i)
é o fitness normalizado no intervalo (0,1) do i-ésimo indiví-
duo, tende a cair rapidamente conforme o fitness do indivíduo
aumenta. Isto significa que os melhores indivíduos apresen-
tarão taxas muito baixas de mutação, de forma que a explora-
ção local realizada por seus clones será muito lenta e restrita,
o que não é interessante, especialmente no início do processo
de busca, quando os melhores indivíduos da população possi-
velmente ainda são soluções medianas ou pontos sub-ótimos.
Por outro lado, se a velocidade de queda da mutação for
muito pequena, a taxa de mutação tende a permanecer alta
mesmo para os indivíduos com maior fitness. Isto também
não é interessante, pois o progresso já alcançado pelo indiví-
duo pode não ser aproveitado por seus clones, uma vez que
estes sofrem mutações bem acentuadas. Após alguns testes,
concluímos que ϕ = 1,75 era um valor adequado.
Durante o processo de busca conduzido pelo algoritmo
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CLONALG, a fim de manter a diversidade da população e am-
pliar a exploração do espaço de busca, é inserida, após um
certo número de iterações, uma porcentagem de indivíduos
aleatórios. Novamente certos limites foram considerados: se
a porcentagem for muito grande, boa parte do progresso já
atingido pelo algoritmo será perdida; por outro lado, se for
muito pequena, a introdução de diversidade será bem redu-
zida e o algoritmo pode não conseguir explorar outras regiões
do espaço de busca. Por meio de algumas simulações preli-
minares, concluímos que é possível manter um desempenho
satisfatório se, a cada 5 iterações, forem gerados de forma
aleatória 20% dos indivíduos da população. Por fim, o crité-
rio de parada adotado novamente foi um número máximo de
iterações (Ngen).
4.3.2 Opt-aiNet aplicada ao problema de estima-
ção DOA
Uma vez que a própria natureza da rede está plenamente
adaptada à codificação real, decidimos representar a popu-
lação desta maneira. A população inicial foi gerada aleatori-
amente de modo similar ao apresentado na Seção 4.1.1, e a
função de avaliação (fitness) foi construída de maneira seme-
lhante à apresentada na Seção 4.3.1.
O passo seguinte envolveu o ajuste dos principais parâmetros
da rede. Uma vez que a rede opt-aiNet é capaz de dinami-
camente ajustar o tamanho da população através de mecanis-
mos de inserção e poda, é preciso apenas definir o número
inicial de indivíduos (Ni). Entretanto, devido a este compor-
tamente dinâmico da rede, não é possível prever o número de
vezes que a função de fitness será avaliada somente a partir
do conjunto de parâmetros, como ocorre com os outros algo-
ritmos bio-inspirados escolhidos para este trabalho. Por isso,
para permitir uma comparação justa de desempenho e custo
computacional, estabelecemos como critério de parada um
número máximo de avaliações da função de fitness, de modo
que o processo de evolução da rede é interrompido quando
tal valor é atingido.
A velocidade de queda da taxa de mutação, definida pelo pa-
râmetro ϕ, foi ajustada considerando-se os mesmos cuidados
apresentados na Seção 4.3.1 e, por fim, adotamos ϕ = 1.
A rede opt-aiNet também define um limiar de similaridade
entre os indivíduos (σs) e, à semelhança dos métodos de ni-
ching, devemos buscar uma solução de compromisso. Por
meio de algumas simulações, definimos σs = 1,20.
As etapas de supressão e inserção de novos indivíduos são
executadas pela rede opt-aiNet quando uma estagnação no
processo de evolução é identificada. Essa medida de estag-
nação é obtida por meio do cômputo da variação de fitness





onde j é a geração atual. Desta maneira, quando ∆Fitm é
menor que um limiar δs, temos a evidência de que o processo
está estagnado e por isso realizamos as etapas de supressão
e inserção. Além disso, usualmente avaliamos a variação de
fitness médio após um período de iterações Ti, pois é neces-
sário também deixar que os indivíduos explorem o espaço de
busca.
Alguns cuidados devem ser tomados durante a atribuição de
valores aos parâmetros δs e Ti. Se δs for muito pequeno (ou
Ti for muito grande), podemos retardar excessivamente as
etapas de supressão e inserção e, conseqüentemente, manter
a rede em situações de lento progresso. Por outro lado, um
valor muito grande de δs (ou muito pequeno de Ti) faz com
que o critério de variação mínima de fitness médio entre gera-
ções seja freqüentemente satisfeito e, como conseqüência, as
etapas de supressão e inserção sejam executadas com maior
freqüência. Desta maneira, a população tende a crescer rapi-
damente, porém com pouco refinamento local, o que também
pode não ser interessante.
Tendo isto em mente, realizamos algumas simulações e ado-
tamos Ti = 20 e δs = 0,005. Por fim, estabelecemos
que o número de indivíduos aleatórios a serem introduzidos
na população durante a etapa de inserção deve ser 30% do
tamanho atual da população.
4.4 Particle Swarm
As técnicas de otimização baseadas em particle swarm (en-
xame de partículas) (Kennedy e Eberhart, 1995) surgiram
a partir da idéia de reproduzir em computador a forma
pela qual as sociedades coletivas processam o conhecimento
(Kennedy, 1997). Assim como todas as outras abordagens de
inteligência de enxame, o particle swarm baseia-se em uma
população de indivíduos capazes de interagir entre si e com
o meio ambiente.
O particle swarm utiliza os princípios de uma teoria soci-
ocognitiva muito simples: 1) cada indivíduo de uma popu-
lação possui sua própria experiência e é capaz de avaliar a
qualidade desta experiência; 2) como há interação social en-
tre os indivíduos, eles também possuem conhecimentos sobre
os desempenhos de seus vizinhos.
Em termos matemáticos, os principais componentes do al-
goritmo particle swarm podem ser representados da seguinte
forma:
• a posição de cada partícula (indivíduo) é dada por xi no
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espaço dos atributos <N ;
• a partícula se moverá com uma “velocidade vetorial” ν i
de modo que a próxima posição é dada por: xi(t+1) =
xi(t) + νi(t + 1)
O vetor velocidade νi indica a direção do movimento da par-
tícula e pode ser calculado da seguinte forma:
νi(t + 1) = νi(t) + α(pi(t)− xi(t)) + β(pg(t)− xi(t)),
onde νi(t) corresponde à direção do último movimento da i-
ésima partícula, pi(t) representa a melhor posição já visitada
pela i-ésima partícula, pg(t) corresponde à melhor posição já
visitada pelos vizinhos da i-ésima partícula e os parâmetros
α e β são escalares limitados a um intervalo finito. A parcela
(pg(t)−xi(t)) explicita a interação social entre a partícula e
seus vizinhos ao passo que o termo (pi(t)−xi(t)) representa
a parcela cognitiva.
A vizinhança de cada partícula corresponde a uma vizi-
nhança topológica, e não à vizinhança no espaço dos atribu-
tos. A partir de um arranjo definido a priori, cada partícula
terá acesso ao desempenho e posição de seus vizinhos esta-
belecidos pela topologia adotada. Existem diversas formas
de se definir a vizinhança, dentre as quais destacamos a vi-
zinhança em anel (cada partícula tem um vizinho à direita
e à esquerda, fechando um anel) e a vizinhança totalmente
conectada (todas as partículas são vizinhas entre si) (de Cas-
tro, 2006).
4.4.1 Particle Swarm aplicado ao problema de es-
timação DOA
Dado o comportamento da função custo JML em relação à
SNR, conforme destacado na Seção 3, é interessante manter-
mos adequadamente a diversidade da população na tentativa
de escapar de soluções sub-ótimas. Após algumas simula-
ções preliminares, concluímos que a vizinhança em anel é
adequada para realizar esta tarefa (de Castro, 2006).
Poderíamos utilizar a mesma função de fitness definida para
os casos anteriores. Entretanto, adotamos uma outra trans-
formação monotônica e inversamente dependente do valor
da função custo JML, dada pela relação Ffit = e−JML ,
uma vez que, considerando um conjunto de simulações pre-
liminares, o algoritmo obteve um desempenho ligeiramente
superior quando esta última função de fitness foi utilizada.
Um parâmetro ajustável do algoritmo particle swarm é o li-
mite do vetor velocidade de cada partícula (limv). Se o valor
de limv for muito pequeno, o tamanho do passo dado por
cada partícula na direção de movimento estabelecida será
menor e, portanto, a tendência é que a convergência seja
mais lenta. Em contrapartida, se o valor de limv for muito
elevado, pode-se prejudicar a capacidade de refinamento das
soluções quando estas se localizam na vizinhança dos pontos
ótimos, dado que serão permitidos passos maiores na direção
de movimento escolhida. Assim sendo, após algumas simu-
lações preliminares, adotamos |limv| = 1,5.
A população inicial é gerada de modo aleatório com distri-
buição uniforme de cada atributo das partículas no intervalo
(−90◦, 90◦). Por fim, o critério de parada adotado foi um
número máximo de iterações (Ngen).
5 CENÁRIO DE TESTE
O desempenho dos algoritmos bio-inspirados na estimação
dos ângulos de chegada será analisado considerando-se o
mesmo cenário usado para gerar as curvas da Figura 3. A
única exceção diz respeito à relação sinal-ruído, a qual as-
sumirá valores entre ±15 dB. Enfatizamos que este cenário
foi o escolhido por ser a referência de teste para métodos de
estimação DOA e por estar presente nas diversas publicações
da área, como em (Stoica e Sharman, 1990), (Gershman e
Stoica, 1999), (Krim e Viberg, 1996) e (Lopes et al., 2003).
Conforme ressaltado na Seção 3, o mínimo global da super-
fície da função custo JML define a estimativa ML. Uma vez
que trabalhamos com apenas 2 ângulos de chegada neste ce-
nário, é possível realizarmos uma busca exaustiva bidimen-
sional pelo ótimo global sem exceder a capacidade computa-
cional disponível.
O método de busca exaustiva corresponde a uma varredura
do espaço de busca com o auxílio de uma grade uniforme de
precisão p. Uma vez definido o valor de p, o número total de
pontos existentes na grade, que equivale ao número de vezes








onde dim corresponde à dimensão do espaço de busca e
(xmin, xmax) representa a faixa de excursão das variáveis.
Os algoritmos bio-inspirados também devem buscar os míni-
mos da superfície da função custo JML e, portanto, tentam
alcançar o mesmo desempenho da busca exaustiva. Entre-
tanto, devem executar esta tarefa com um custo computaci-
onal menor. Caso isto não se verifique, a aplicação destas
ferramentas no problema de estimação DOA não se justifica.
A principal medida de desempenho que utilizaremos é a raiz









onde φi é o ângulo de chegada do i-ésimo sinal incidente,
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θij é a estimativa do i-ésimo ângulo de chegada no j-ésimo
experimento, M é o número de fontes e P representa o nú-
mero de experimentos. Em todas as simulações utilizamos
P = 1000.
O limite de Cramer-Rao (Stoica e Nehorai, 1990) representa
o limite teórico de desempenho em termos de variância para
qualquer estimador não-polarizado. Contudo, como já des-
tacado, a referência de desempenho para os algoritmos bio-
inspirados é a busca exaustiva. Assim sendo, foi obtida a
curva de RMSE para a busca exaustiva em função da SNR
considerando o cenário de teste definido anteriormente.
O valor do limite de Cramer-Rao na máxima SNR conside-
rada, o qual denotamos pelo símbolo , nos dá um indicativo
da distância média existente entre o ótimo global da função
custo e o ponto associado aos verdadeiros ângulos de che-
gada. Uma vez que desejamos minimizar os erros introduzi-
dos pela discretização do espaço, dada pela grade uniforme,
o método de busca exaustiva deve utilizar uma grade de pre-
cisão p << . Tendo isto em mente, adotamos p = 0, 01.
Sendo assim, uma vez que temos M = 2, o que corres-
ponde à dimensão do espaço de busca, e que (−90◦, 90◦)
indica a faixa de possíveis valores de cada ângulo de che-
gada, o número de vezes que a busca exaustiva avalia a fun-
ção custo em cada experimento é aproximadamente igual a
NP = 3, 2 · 10
8
.
A Figura 3 apresenta o limite de Cramer-Rao e a curva de
RMSE para a busca exaustiva em função da relação sinal-
ruído.

















Figura 3: Limite de Cramer-Rao e RMSE para busca exaustiva.
Podemos observar na Figura 3 que existe um valor de SNR
abaixo do qual a curva de RMSE da busca exaustiva deixa
de acompanhar o limite de Cramer-Rao. Este particular va-
lor é denominado de SNR de limiar, e o efeito correspon-
dente é denominado efeito de limiar (Rife e Boorstyn, 1974)
(Forster et al., 2004). A qualidade da estimação dos ângulos
de chegada realizada por cada algoritmo bio-inspirado tam-
bém será analisada através da medida de RMSE, para então
ser comparada com a referência de desempenho, dada pela
busca exaustiva. Quando pertinente, os histogramas das es-
timativas dos ângulos de chegada também serão analisados,
uma vez que permitem visualizações distintas daquela ofere-
cida pela medida de RMSE ao evidenciar a distribuição das
estimativas ao longo dos experimentos.
Conforme já destacado, além da comparação de desempe-
nho via RMSE, é preciso analisar os custos computacio-
nais associados a cada algoritmo, incluindo a busca exaus-
tiva. Tal análise pode ser feita com base no número de ve-
zes que cada algoritmo avalia a função custo JML. No caso
da busca exaustiva, tal número é igual a NP = 3, 2 · 108,
como calculado anteriormente. Já no caso dos algoritmos
bio-inspirados, o número de vezes que a função de fitness
é avaliada depende dos valores atribuídos aos parâmetros de
cada algoritmo. Isto impõe uma dificuldade adicional à etapa
de ajuste de parâmetros: os valores escolhidos não podem
fazer com que o número de avaliações da função de fitness
fique próximo ao da busca exaustiva. Entretanto, devem ser
adequados o suficiente para tornar cada algoritmo capaz de
localizar o ótimo global e, assim, obter um bom desempenho
em termos de RMSE.
Diante disso, é necessário que seja analisado o impacto
do número de avaliações da função de fitness no desem-
penho de cada algoritmo. Por isso, na próxima seção se-
rão apresentadas curvas com os valores de RMSE em fun-
ção do número de avaliações para alguns valores de rela-
ção sinal-ruído. Nestas simulações, o número máximo de
avaliações da função de fitness terá os seguintes valores:
{10.000, 20.000, 50.000, 100.000, 150.000}.
Para apresentar a última forma de avaliação de desempenho,
é preciso considerar que, no âmbito da computação natural,
uma grande preocupação é a questão da manutenção da di-
versidade da população de soluções candidatas. Se no de-
correr das gerações a diversidade cai muito rapidamente, isto
pode levar a uma convergência prematura para um ponto sub-
ótimo. Por outro lado, se a diversidade é demasiadamente
elevada e não há um esquema de preservação de soluções
promissoras, isto também pode comprometer o desempenho
do algoritmo.
Uma maneira muito comum de se avaliar a capacidade de
manutenção da diversidade de um algoritmo é a observação
da separação entre as curvas de evolução do fitness médio
da população e do fitness do melhor indivíduo. Estas curvas
também serão analisadas. A seguir, apresentamos e discuti-
mos os resultados obtidos.
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6 RESULTADOS E ANÁLISE
Considerando o cenário de teste detalhado nas Seções 3 e
5, foi possível obter as curvas com os valores de RMSE em
função do número de avaliações da função de fitness para
cada um dos algoritmos bio-inspirados, considerando alguns
valores de SNR. As Figuras 4 e 5 apresentam os resultados
obtidos. Pedimos ao leitor que atente à escala logarítmica
utilizada para o eixo de valores de RMSE.






















(a) SNR = 15 dB













(b) SNR = 0 dB
Figura 4: Curvas de RMSE em função do número de avaliações da
função de fitness.
É interessante notar na Figura 4 que os valores de RMSE
obtidos com os algoritmos bio-inspirados se aproximam do
valor obtido com a busca exaustiva conforme aumentamos
o número máximo de avaliações da função de fitness. A
exceção é o método de fitness sharing, cujo desempenho,
para alguns valores de SNR, praticamente não variou com
o número de avaliações. Também é interessante observar-
mos que, para um mesmo número máximo de avaliações da
função de fitness, o desempenho de cada algoritmo pode ser
bem diferente. Por exemplo, considerando 10.000 avaliações
da função de fitness na Figura 4(a), é possível perceber que
o algoritmo particle swarm foi aquele que mais se aproxi-
mou da busca exaustiva e que a opt-aiNet obteve um valor de
RMSE bastante superior. Entretanto, quando consideramos
100.000 avaliações da função de fitness, ambos obtiveram
desempenhos similares. Isto serve para ilustrar a influência
que o número de avaliações da função de fitness exerce no
desempenho de cada algoritmo.














(a) SNR = −10 dB














(b) SNR = −15 dB
Figura 5: Curvas de RMSE em função do número de avaliações da
função de fitness.
Em suma, é possível notar que, a partir de 100.000 avaliações
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da função de fitness, os valores de RMSE obtidos para os
algoritmos clearing, CLONALG, opt-aiNet e particle swarm
são praticamente iguais aos da busca exaustiva para todos
os valores de SNR considerados. As pequenas discrepân-
cias existentes decorrem, fundamentalmente, do número de
simulações utilizado e também do conjunto de valores defi-
nido para os parâmetros de cada ferramenta. Ou seja, avali-
ando um número muito menor de pontos do espaço de busca,
o que representa um custo computacional menor, estes al-
goritmos praticamente reproduziram o desempenho da busca
exaustiva.
A Tabela 1 apresenta os valores atribuídos aos principais pa-
râmetros de cada algoritmo3 considerando um número má-
ximo de avaliações da função de fitness igual a 150.000. Es-
colhemos este valor uma vez que é bastante inferior ao nú-
mero de avaliações requerido pela busca exaustiva e também
pelo fato de os algoritmos bio-inspirados terem obtido de-
sempenhos ligeiramente superiores nesta situação.
Algoritmo Parâmetro Valor
clearing
Número de indivíduos 100
Número de gerações Ngen 750
Número de torneios To 8
Número de competidores q 7
CLONALG
Número de indivíduos 50
Número de clones Nc 10
Número de gerações Ngen 275
opt-aiNet Número inicial de indivíduos Ni 50Número de clones Nc 5
particle swarm Número de indivíduos 150Número de gerações Ngen 1000
Tabela 1: Conjunto de parâmetros adotado.
Empregando os conjuntos de parâmetros apresentados na Ta-
bela 1, foi possível obter a curva de RMSE em função da re-
lação sinal-ruído para estes algoritmos bio-inspirados, para
os métodos MODE, MODEX e busca exaustiva, além do li-
mite de Cramer-Rao. A Figura 6 apresenta os resultados.
Observando a Figura 6, é possível perceber que, ao longo
de toda a faixa de valores de SNR, os algoritmos clearing,
CLONALG, opt-aiNet e particle swarm acompanharam o de-
sempenho da busca exaustiva. Isto significa que estas fer-
ramentas conseguiram implementar o método de estimação
ML para o problema de estimação DOA. Observe ainda que
estas ferramentas superaram os métodos MODE e MODEX
na região de limiar.
Com o propósito de ilustrarmos o comportamento destas
ferramentas em um contexto mais desafiador e também de
3São apresentados os parâmetros cujos valores não foram explicitados
na Seção 4, uma vez que são determinantes na definição do número de ava-
liações da função de fitness.
verificar a escalabilidade do problema de estimação DOA,
apresentamos na Tabela 2 o valor de RMSE obtido pelos
algoritmos CLONALG e particle swarm considerando 1000
experimentos em um cenário com três ângulos, a saber,
{10◦, 15◦, 40◦} para a SNR de 20 dB. O conjunto de parâ-
metros adotado é equivalente ao apresentado na Tabela 1, o
que significa que o número máximo de avaliações da função
de fitness permanece igual a 150.000. Neste cenário, é abso-
lutamente inviável utilizarmos uma busca exaustiva, já que,
caso mantivéssemos a precisão da busca em p = 0, 01, o nú-
mero de pontos existentes na grade uniforme seria aproxima-
damente igual a 5, 83 ·1012. Por isso, sabendo que para valo-
res altos de SNR, o desempenho da busca exaustiva tende as-
sintoticamente ao limite de Cramer-Rao, incluímos também
na Tabela 2 este último valor, o qual servirá de referência





Tabela 2: RMSE para a SNR de 20 dB no cenário com 3 fontes.
Podemos perceber que, mesmo sem reajustarmos os parâ-
metros, o que certamente melhor adaptaria os algoritmos ao
cenário escolhido, o desempenho destas ferramentas se man-
tém próximo ao limite de Cramer-Rao. Note também que tal
desempenho foi obtido considerando um número de avalia-
ções da função de fitness muito inferior ao exigido pela busca
exaustiva. Este fato ressalta o potencial da aplicação destes
algoritmos bio-inspirados no problema de estimação DOA
como alternativa aos métodos existentes.
Os dois algoritmos restantes, a saber, genético e fitness sha-
ring, não foram capazes de reproduzir plenamente o desem-
penho alcançado pela busca exaustiva, conforme mostra a Fi-
gura 4. Por causa disto, faremos também uma análise parti-
cular para cada um deles evidenciando as causas desta per-
formance inferior. Em síntese, podemos observar na Figura
4 a ocorrência de duas situações: 1) para SNRs altas, alguns
valores de RMSE estão acima da busca exaustiva. 2) para
SNRs baixas, especialmente abaixo do limiar, alguns valores
de RMSE estão abaixo da busca exaustiva.
A primeira situação está presente na Figura 4(a) para o al-
goritmo fitness sharing. O fato de termos valores de RMSE
acima da busca exaustiva não necessariamente significa que
o algoritmo não foi capaz de localizar o ótimo global da su-
perfície de fitness na maioria das simulações. Na verdade,
basta que falhe em alguns poucos experimentos e forneça es-
timativas um pouco distantes dos valores verdadeiros dos ân-
gulos de chegada para que a medida de erro se eleve. Para
que isto fique claro, apresentamos na Figura 7 os histogra-
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(a) RMSE - particle swarm




















(b) RMSE - clearing, CLONALG e opt-aiNet
Figura 6: Curvas de RMSE.
mas das estimativas dos ângulos de chegada referentes ao
algoritmo fitness sharing considerando a SNR de 15 dB e
150.000 avaliações da função de fitness. Também apresen-
tamos na Figura 8 os histogramas das estimativas dos ângu-
los de chegada referentes ao algoritmo particle swarm4, os
quais servem de referência para aqueles mostrados na Figura
7, uma vez que esta ferramenta obteve desempenho similar
ao da busca exaustiva. Pedimos que o leitor atente para as
escalas dos eixos de cada histograma.




















Estimativas de φ (graus)
(a) Estimativas de φ = 10◦ para SNR = 15 dB























(b) Estimativas de φ = 15◦ para SNR = 15 dB
Figura 7: Histogramas das estimativas - fitness sharing.
Observe na Figura 7 que o método de fitness sharing foi
capaz de concentrar a maior parte das estimativas nas pro-
ximidades dos valores verdadeiros dos ângulos de chegada.
Porém, em alguns experimentos, o algoritmo não foi capaz
de refinar as soluções candidatas, de forma que algumas es-
timativas se afastaram do ótimo global cerca de 1◦, o que,
conseqüentemente, elevou o valor de RMSE. É interessante
comparar estes histogramas com aqueles mostrados na Fi-
gura 8, referentes ao algoritmo particle swarm.
A segunda situação destacada anteriormente e que caracte-
riza um desempenho indesejado ocorre tanto com o algo-
ritmo genético quanto com o método de fitness sharing. Po-
demos ver, na Figura 5(a), que existem valores de RMSE
inferiores aos da busca exaustiva. Este fato é uma forte evi-
4Poderíamos também ter optado por outro algoritmo dentre aqueles que
atingiram o mesmo desempenho da busca exaustiva.
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(a) Estimativas de φ = 10◦ para SNR = 15 dB






















Estimativas de φ (graus)
(b) Estimativas de φ = 15◦ para SNR = 15 dB
Figura 8: Histogramas das estimativas - particle swarm.
dência de que ambas ferramentas não conseguiram locali-
zar o ótimo global em alguns experimentos, mas sim pontos
sub-ótimos localizados em regiões mais próximas aos valo-
res verdadeiros dos ângulos de chegada que o ótimo global.
Como conseqüência disto, foram obtidos valores de RMSE
menores que os da busca exaustiva.
Com o propósito de elucidarmos este fato, exibimos na Ta-
bela 3 a média µ e o desvio padrão σ do conjunto de estimati-
vas obtido pelo algoritmo genético e pelo algoritmo particle
swarm para SNR = −10 dB, considerando 150.000 avalia-
ções da função de fitness.
φ = 10◦ φ = 15◦
Algoritmo µ σ µ σ
Genético 4,543 15,532 16,830 8,670
particle swarm 3,301 18,327 18,261 11,728
Tabela 3: Média e desvio padrão das estimativas - SNR =−10 dB.
Através dos resultados mostrados na Tabela 3, concluímos
que houve uma maior concentração das estimativas obtidas
pelo algoritmo genético em torno do valor verdadeiro do ân-
gulo de chegada, já que o desvio padrão foi menor e a média
esteve mais próxima do valor real se comparado com o par-
ticle swarm. O mesmo pode ser observado para o método de
fitness sharing, conforme mostra a Tabela 4.
φ = 10◦ φ = 15◦
Algoritmo µ σ µ σ
fitness sharing −3,487 13,120 10,837 10,894
particle swarm −8,600 25,660 23,123 17,810
Tabela 4: Média e desvio padrão das estimativas - SNR =−15 dB.
Ambas constatações ratificam o fato de que estes métodos
não conseguiram localizar o ótimo global e acabaram conver-
gindo para pontos sub-ótimos localizados em regiões mais
próximas aos valores verdadeiros dos ângulos de chegada
que o ótimo global. Com isto, os respectivos valores de
RMSE foram inferiores àqueles da busca exaustiva.
Para concluir a análise do desempenho dos algoritmos bio-
inspirados, apresentamos na Figura 9 as curvas de evolução
do fitness do melhor indivíduo e do fitness médio conside-
rando uma execução típica de cada ferramenta para uma SNR
de 0 dB.
Podemos notar que, em especial, os algoritmos fitness sha-
ring, clearing, CLONALG, opt-aiNet e particle swarm pre-
servaram uma boa separação entre as curvas, o que indica a
existência de diversidade na população, fator que é bastante
interessante em contextos multimodais. Por outro lado, ob-
serve que as curvas de fitness apresentadas na Figura 9(a),
referentes ao algoritmo genético, praticamente se sobrepõem
a partir de um certo ponto, o que indica que a diversidade
da população chegou próxima a zero. Isto é indesejado, pois
torna difícil a exploração de novas regiões do espaço e au-
menta as chances de convergência para pontos sub-ótimos.
A solução deste conflito requer um estudo mais aprofundado
acerca dos operadores genéticos e do impacto de cada pa-
râmetro no desempenho do algoritmo, por pelo menos duas
razões: 1) tal conflito não ocorre para todas as SNRs; 2) a
simples redução da pressão seletiva pode fazer com que o al-
goritmo não localize o ótimo em algumas situações por não
privilegiar as regiões mais promissoras.
7 CONCLUSÃO
O problema de estimação de direção de chegada pode ser for-
mulado, mediante o critério ML, como um problema de mi-
nimização de uma função custo JML de caráter não-linear,
não-quadrático, multimodal e variante com a relação sinal-
ruído. Neste trabalho, aplicamos um conjunto representativo
de algoritmos vinculados à computação natural para realizar
a otimização desejada como alternativa aos métodos clássi-
cos, como MODE e MODEX.
Simulações no contexto de um cenário de teste consagrado
na literatura sobre o problema DOA mostraram que os al-
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Figura 9: Curvas de evolução de fitness médio e fitness do melhor indivíduo.
goritmos particle swarm, clearing, CLONALG e opt-aiNet
determinam com precisão o mínimo global da função custo
JML para uma ampla faixa de valores de relação sinal-ruído.
Neste sentido, o desempenho destes algoritmos praticamente
se iguala àquele oferecido pelo método de busca exaustiva.
Vale ressaltar que todas estas técnicas apresentaram esforços
computacionais inferiores ao de uma metodologia convenci-
onal de busca exaustiva, o que dá suporte à viabilidade da
aplicação das mesmas.
No que tange à comparação com os algoritmos clássicos para
a estimação DOA, as simulações também mostraram que es-
tas ferramentas superam os métodos MODE e MODEX, pois
estes últimos falham em determinar o mínimo global para um
conjunto de valores de SNR, especialmente abaixo da região
de limiar, conforme já evidenciado na literatura.
Este trabalho trouxe uma contribuição inicial para a análise
da aplicação de ferramentas de computação natural no pro-
blema de estimação DOA. No entanto, deixa ainda muitos as-
pectos a serem considerados. Para obter uma caracterização
definitiva das potencialidades dos algoritmos bio-inspirados
no contexto do problema DOA, este estudo será aprofundado
em várias direções, tais como: 1) análise da influência dos
principais parâmetros no desempenho de cada algoritmo; 2)
exploração de mecanismos que incorporem conhecimentos
específicos do problema DOA na conformação dos algorit-
mos bio-inspirados; 3) tentativa de estimar a relação sinal-
ruído e aplicação desta estimativa para ajustes automáticos
dos parâmetros visando a otimização do esforço computacio-
nal requerido por cada ferramenta; 4) análise do desempenho
destes algoritmos considerando outros cenários de teste, in-
clusive com mais fontes e um número reduzido de sensores.
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