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Abstract
We show that the independent spanning tree conjecture on digraphs is true if we restrict
ourselves to line digraphs. Also, we construct independent spanning trees with small depths in
iterated line digraphs. From the results, we can obtain independent spanning trees with small
depths in de Bruijn and Kautz digraphs that improve the previously known upper bounds on the
depths. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Unless stated otherwise, each digraph of this paper is :nite and may have loops but
not multiarcs. Let G be a digraph. Then V (G) and A(G) denote the vertex set and the
arc set of G, respectively. In this paper, paths and cycles always mean directed paths
and directed cycles, respectively.
The line digraph L(G) of G is the digraph whose vertex set is A(G) and in which
a vertex e is adjacent to a vertex f i; e is adjacent to f in G. The m-iterated line
digraph Lm(G) of G is the digraph obtained from G by repeatedly applying the line
digraph operation m times, i.e., Lm(G) = L(Lm−1(G)).
Let P1 and P2 be paths from a vertex x to a vertex y in G. We call P1 and P2
openly vertex-disjoint if A(P1) ∩ A(P2) = ∅ and V (P1) ∩ V (P2) = {x; y}. If for any
ordered pair of vertices u; v of G, there are k openly vertex-disjoint (resp. arc-disjoint)
paths from u to v, then G is called k-vertex-connected (resp. k-arc-connected).
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Let F be a subdigraph of G. If V (F) = V (G), then F is called spanning. Also, F
is called acyclic if F does not contain a cycle. Let T be an acyclic digraph. If there
exists a vertex r in T such that the indegree of r is 0 and the indegree of any other
vertex of T is 1, then T is called a tree rooted at r. The depth of a tree T rooted at
r is the maximum length of paths from r in T . Let T1 and T2 be trees rooted at r.
We say that T1 and T2 are independent if for any vertex x of V (T1)∩V (T2) \ {r}, the
paths from r to x in T1 and in T2 are openly vertex-disjoint. Let T1; T2; : : : ; Tk be trees
rooted at r. We say that T1; T2; : : : ; Tk are independent if for any i¡ j, Ti and Tj are
independent.
The following theorem was proved by Edmonds.
Theorem 1.1 (Edmonds [5]). Let G be a digraph and r a vertex of G. Suppose that
for any vertex v(= r) of G; there are k arc-disjoint paths from r to v in G. Then
there are k arc-disjoint spanning trees rooted at r in G.
(On the construction of arc-disjoint spanning trees in G, several algorithms are known
[8,19,23,24].)
Frank posed, as a conjecture, the following statement which is the vertex-version of
Edmonds’ Theorem (see [22]).
Conjecture 1.2. Let G be a digraph and r a vertex of G. Suppose that for any vertex
v(= r) of G; there are k openly vertex-disjoint paths from r to v in G. Then there
are k independent spanning trees rooted at r in G.
Also, Whitty posed a generalization of Conjecture 1:2 in [25]. A variation of Conjec-
ture 1:2 in which a digraph is restricted to a k-vertex-connected digraph is well-known
as the independent spanning tree conjecture. (For general digraphs, Conjectures 1.2 and
1.3 are equivalent [15].)
Conjecture 1.3 (Independent spanning tree conjecture). Let G be a k-vertex-connected
digraph. Then there are k independent spanning trees rooted at any vertex in G.
For k = 2, Whitty [25] proved this conjecture (precisely, a generalization of Con-
jecture 1:2). However, Huck [13] disproved Conjecture 1.3 (thus, Conjecture 1:2) for
general digraphs when k¿3. On the other hand, Huck [15] proved that Conjecture 1:2
holds for acyclic digraphs. In this paper, we show that Conjecture 1:2 (thus, Conjecture
1.3) is true for any k¿1 if we restrict ourselves to line digraphs.
There are three variations of Conjecture 1.3:
• Arc-version: Let G be a k-arc-connected digraph. Then, there are k arc-disjoint
spanning trees rooted at any vertex.
• Undirected version: Let G be a k-vertex-connected graph. Then, there are k inde-
pendent spanning trees rooted at any vertex.
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• Edge(undirected arc)-version: Let G be a k-edge-connected graph. Then, there are
k weakly independent spanning trees rooted at any vertex.
The arc-version follows directly from Edmonds’ Theorem. In the undirected version,
independentness of spanning trees is de:ned similarly to digraphs. However, in the
edge-version, we do not consider edge-disjoint spanning trees but weakly independent
spanning trees. Let T1 and T2 be trees rooted at r in a graph H . We say that T1 and T2
are weakly independent if for any vertex x of V (T1)∩V (T2)\{r}, the paths from r to
x in T1 and in T2 are edge-disjoint. Note that T1 and T2 may be not edge-disjoint, even
if T1 and T2 are independent or weakly independent. The undirected version has been
proved for k63 [3,17,26] and for planar graphs with k = 4; 5 (hence, for all planar
graphs [12,14]). Also, in [18], it has been shown that the undirected version implies
the edge-version. It remains open whether the undirected version (the edge-version) of
Conjecture 1.3 holds for general graphs when k¿4.
Arc-disjoint or independent spanning trees have been studied from not only the
theoretical point of view but also the practical point of view. In massively parallel
computers, the process that sends a message originated from a processor to all other
processors is a fundamental function. This process is called broadcasting. It is known
that constructing a large number of arc-disjoint spanning trees of depths as small as
possible in the interconnection network is useful to design an eKcient broadcasting
scheme (see [1,7]). Also, arc-disjoint or independent spanning trees can be used to ob-
tain a fault-tolerant broadcasting scheme. From these points of view, several researchers
have studied arc-disjoint or independent spanning trees ([1,9,17,20]).
The class of iterated line digraphs contains de Bruijn and Kautz digraphs which are
noticed as interconnection networks of massively parallel computers. Let K∗p denote the
complete symmetric digraph with p vertices. Also, let K◦p denote the complete digraph
with p vertices, i.e., the digraph obtained from K∗p by adding a loop to each vertex.
Then the de Bruijn digraph B(d;D) and the Kautz digraph K(d;D) are de:ned as
follows [6]:
B(d;D) = LD−1(K
◦
d);
K(d;D) = LD−1(K∗d+1):
The de Bruijn and Kautz digraphs have nice properties required for interconnection
networks of massively parallel computers such as bounded degree, small diameter,
high connectivity, and easy routing. (See [2] for a survey of various properties of
these digraphs.)
For the de Bruijn and Kautz digraphs, several researchers have studied on arc-disjoint
or independent spanning trees with small depths. Bermond and Fraigniaud [1] con-
structed (d − 1) arc-disjoint spanning trees rooted at any vertex of depths at most
D+ 2	D=2
+ 1 in B(d;D). Ge and Hakimi [9] constructed (d− 1) independent span-
ning trees rooted at any vertex of depths at most 3D=2 in B(d;D), and d independent
spanning trees rooted at any vertex of depths at most 3D=2+1 in K(d;D). (Although
Ge and Hakimi [9] do not use the terminology “independent”, their construction pro-
duce independent spanning trees. In particular, their spanning trees in the de Bruijn
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digraph have a remarkable property that any vertex is contained in at most one tree as
an internal vertex.) Note that the numbers of these spanning trees are optimal. (Since
B(d;D) has loops, we cannot construct d independent spanning trees.)
In this paper, we construct independent spanning trees with small depths in iterated
line digraphs. Applying the results to the de Bruijn and Kautz digraphs, the following
results are obtained:
• There are (d− 1) independent spanning trees rooted at any vertex of depths at most
D + log2(D − 1) + 1 in B(d;D).
• There are d independent spanning trees rooted at any vertex of depths at most
D + logb D + 1 in K(d;D), where b= (1 +
√
5)=2 if d= 2, and b=
√
3 if d¿3.
(Our independent spanning trees in the de Bruijn digraph also have the property that
any vertex except for the root is contained in at most one tree as an internal vertex.
In fact, our construction of independent spanning trees in iterated line digraphs is a
generalization of Ge and Hakimi’s construction.) The diameter of G is a trivial lower
bound on the depths of independent spanning trees in G. Since both the diameters of
B(d;D) and K(d;D) are D, our bounds on the depths are nearly optimal. We also
show that the upper bound can be improved to D + c, where c is a constant, if the
root is contained in a cycle of a :xed length.
This paper is organized as follows. In Section 2, we introduce other terminologies and
notations used in this paper and several properties on walks in iterated line digraphs. In
Section 3, we prove that Conjecture 1:2 (thus, independent spanning tree conjecture)
is true for the class of line digraphs. In Section 4, we describe a construction of
independent spanning trees in iterated line digraphs, and then derive a general upper
bound on the depths. In Section 5, we improve the general upper bound on the depths
in several cases. At last, we conclude the paper with some remarks in Section 6.
2. Preliminaries
The set of arcs incident from (to) a vertex v in a digraph G is denoted by A+G(v)
(A−G (v)). Also, the set of vertices adjacent from (to) v in G is denoted by 
+
G(v)
(−G (v)). Let deg
+
G v= |+G(v)| and deg−G (v) = |−G (v)|. The minimum degree !(G) of
G is minv∈V (G) min(deg+G v; deg
−
G v). The distance from a vertex u to a vertex v in G
is the length of a shortest path from u to v in G. The diameter of G is the maximum
distance between any ordered pair of vertices of G.
Let T be a tree rooted at r. The depth of T is denoted by d(T ). A vertex v of
T is called a leaf if deg+T v = 0. A bottom leaf (resp. quasi-bottom leaf) of T is a
leaf to which the distance from r is d(T ) (resp. d(T ) − 1). A vertex u (= r) of T
whose outdegree is not 0 is called an internal vertex of T . If a digraph F consists
of vertex-disjoint trees, then F is called a forest. Let F be a subdigraph of G and
U ⊆V (G)×V (G) \A(F). The digraph obtained from F by adding all arcs of U (with
new vertices if necessary) is denoted by F + U . Also, let Y ⊆A(F). Then F − Y
denotes the digraph obtained from F by deleting all arcs of Y .
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Fig. 1.
A walk W of length l in G is a sequence of vertices (v0; v1; : : : ; vl) such that
(vi; vi+1) ∈ A(G) for 06i¡ l. Note that the same vertex (also, the same arc) may
appear more than one time in a walk. A path is a walk in which no vertex is repeated.
If v0 = vl, then W is called closed. If v0 = vl and vi; i=1; 2; : : : ; l, are distinct, then W
is called a cycle. Suppose W is a closed walk. If there exists an integer 0¡j¡l such
that vi = vi+j(mod l) for 06i¡ l, then W is called periodic. A closed walk that is not
periodic is called nonperiodic. The twisted girth &(G) of G is the minimum number
of arcs in a nonperiodic closed walk di;erent from a cycle in G. If all nonperiodic
walks in G are cycles, then &(G) is de:ned to be ∞. In this paper, we assume that
a digraph has no multiarc. Thus, for any digraph G, &(G)¿3. (Note that &(G) = 3 if
and only if G has a vertex contained in a loop and a cycle of length 2 (see Fig. 1).)
Let v be a vertex of Lm(G). Then v corresponds to a walk of length m in G,
that is, v can be represented by a sequence of vertices of G, (v0; v1; : : : ; vm), where
(vi; vi+1) ∈ A(G) for 06i¡m. Let u; v ∈ V (Lm(G)) such that u = (u0; u1; : : : ; um)
and v = (v0; v1; : : : ; vm). If (u; v) ∈ A(Lm(G)), then ui = vi−1 for 16i6m, i.e., v =
(u1; : : : ; um; vm). Thus, the arc (u; v) is represented by (u0; u1; : : : ; um; vm). Any arc inci-
dent from u in Lm(G) can be represented by (u0; u1; : : : ; um; '), where (um; ') ∈ A(G).
Also, any arc incident to v can be represented by ((; v0; v1; : : : ; vm), where ((; v0) ∈
A(G).
Let W = (w0; w1; : : : ; wl) be a walk of length l in G. By the line digraph operation,
W is translated to a walk of length (l− 1), L(W ) = ((w0; w1); : : : ; (wl−1; wl)) in L(G).
Let W1 and W2 be walks in G. If W1 and W2 have no common arc, i.e., W1 and W2
are arc-disjoint, then L(W1) and L(W2) are vertex-disjoint walks in L(G).
Let W = (w0; w1; : : : ; wl−1; w0) be a closed walk of length l in G. We can treat
W as a cyclic sequence rather than a sequence, that is, there is no starting (ending)
vertex. In this case, W is translated to a closed walk of length l in L(G), L(W ) =
((w0; w1); : : : ; (wl−1; w0); (w0; w1)). This correspondence is a one-to-one mapping from
the set of nonperiodic (resp. periodic) closed walks of length l in G to the set of
nonperiodic (resp. periodic) closed walks of length l in L(G). Thus, the number of
nonperiodic closed walks of certain length is invariant with respect to the line digraph
operation. However, the ratio of the number of cycles of length l to the number of
nonperiodic closed walks of length l increases by the line digraph operation. (Note that
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a cycle is a nonperiodic closed walk.) From the following theorem, if m¿l−&(G)+1,
then any nonperiodic closed walk of length l in Lm(G) is a cycle.
Theorem 2.1 (Hasunuma and Shibata [10]). If m¿l− &(G) + 1; then the number of
nonperiodic closed walks of length l in a digraph G is equal to the number of cycles
of length l in Lm(G).
In Fig. 1, since &(G1) = 3, any nonperiodic closed walk of length 3 in L(G1) is a
cycle. Theorem 2.1 can be restated as follows. If there exists a nonperiodic closed walk
of length l in Lm(G) which is not a cycle, then l¿m+&(G). Any periodic closed walk
is a repetition of a nonperiodic closed walk. Thus, we can also say that if there exists
a closed walk of length l in Lm(G) which is neither a cycle nor a periodic cycle, then
l¿m+&(G). This property is used to show upper bounds on the depths of independent
spanning trees in iterated line digraphs in Sections 4 and 5.
3. Independent spanning trees in line digraphs
In this section, we show that Conjecture 1:2 holds for line digraphs. First, we de:ne
a variation of the line digraph operation.
Denition 3.1. Let G be a digraph and F a subdigraph of G. Then L(F;G) is the
digraph de:ned as follows:
V (L(F;G)) = {(u; v) | (u; v) ∈ A(F); or
(u; v) ∈ A(G) and there is an arc of F incident to u};
A(L(F;G)) =
⋃
(u;v)∈A(F)
{((u; v); (v; w)) | (v; w) ∈ A(G)}:
In other words, A(L(F;G)) consists of all arcs of L(G) whose heads are arcs of F .
We can see L(F;G) as an extension of L(F) using the arcs of A(G) \ A(F). Note that
L(G;G) = L(G) and L(F)⊆L(F;G)⊆L(G).
Suppose F1 and F2 are arc-disjoint subdigraphs of G. Then, it is easily checked that
L(F1; G) and L(F2; G) are also arc-disjoint subdigraphs of L(G). Thus, the following
proposition holds.
Proposition 3.2. Let G be a digraph. If G contains arc-disjoint subdigraphs Fi; i =
1; 2; : : : ; k; then L(G) contains arc-disjoint subdigraphs L(Fi; G); i = 1; 2; : : : ; k.
Suppose T is a spanning tree rooted at a vertex r of G. Then L(T; G) is a forest
such that each root corresponds to an arc incident from r. If all arcs incident from the
root are contained in A(T ), then L(T; G) is a spanning forest of L(G).
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Fig. 2.
Fig. 2 shows an example of L(F;G). In the left digraph, normal lines are arcs of
F and dotted lines are arcs of G − A(F). The right digraph is L(F;G), where black
circles correspond to arcs of F .
Lemma 3.3. Let G be a digraph and v a vertex of G. Suppose that there are k
arc-disjoint spanning trees rooted at v in G. Let (u; v) be an arc incident to v in G.
If the number of arcs incident to v except for a loop and (u; v) is at least (k − 1);
then there are k independent spanning trees rooted at (u; v) in L(G).
Proof. Suppose Tj; j=1; 2; : : : ; k, are arc-disjoint spanning trees rooted at v in G. Let
(uj; v); j=1; 2; : : : ; k, be arcs incident to v in G such that ui = uj for i = j, and uj = v
for j = 1. We construct k independent spanning trees rooted at (u1; v) in L(G).
We abbreviate A+Tj (v) to A
+
j (v). Also, let A
+
0 (v)=A
+
G(v) \ (
⋃
16j6k A
+
j (v)). First, we
de:ne Hj; j = 1; 2; : : : ; k, as follows:
Hj = L(Tj; G) + {((u1; v); (v; w)) | (v; w) ∈ A+j (v)}
−{((x; u1); (u1; v)) | (x; u1) ∈ A(Tj)}:
From the de:nition, Hj’s are arc-disjoint trees rooted at (u1; v). Note that V (Hj)
=V (L(G)) \ (⋃i =j A+i (v)). Thus, if (x; y) ∈ V (Hj1 ) ∩ V (Hj2 ) \ {(u1; v)}, then x = v.
Let (x; y) ∈ A(G) such that x = v and (x; y) = (u1; v). Let Pj be the path from v to x
in Tj for j = 1; 2; : : : ; k. Since Pj’s are arc-disjoint, the paths from (u1; v) to (x; y) in
Hj’s are openly vertex-disjoint. Hence, Hj’s are independent trees rooted at (u1; v).
Next, we extend Hj’s to spanning trees. For each p ∈ {1; 2; : : : ; k} and each e ∈
A+p (v), we de:ne a bijection ’e from {1; 2; : : : ; k} \ {p} to {(ui; v) | 26i6k}. For
e ∈ A+0 (v), we de:ne a bijection ’e from {1; 2; : : : ; k} to {(ui; v) | 16i6k}. Then we
de:ne T ∗j ; j = 1; 2; : : : ; k, as follows;
T ∗j = Hj +

(’e(j); e) | e ∈
⋃
p =j
A+p (v)

 :
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Fig. 3.
That is, we extend Hj’s to spanning trees while preserving their arc-disjointness.
(Fig. 3 illustrates a construction of T ∗j ’s. In the :gure, we assume |A+j (v)| = 1 for
each j.)
Let (v; y) be a vertex of L(G) such that (v; y) = (u1; v). Suppose (v; y) ∈ A+j′(v) for
some j′ = 0. (the case (v; y) ∈ A+0 (v) can be treated similarly.) Let ’(v;y)(j) = (zj; v)
for j = j′. Let Qj be the path from v to zj in Tj for j = j′. Since Qj’s are arc-disjoint
and ’(v;y) is a bijection, the paths from (u1; v) to (v; y) in T ∗j , j = j′ are openly
vertex-disjoint. Since ((u1; v); (v; y)) ∈ A(T ∗j′), it is clear that all the paths from (u1; v)
to (v; y) in T ∗j ’s are openly vertex-disjoint. Therefore, T
∗
j , j=1; 2; : : : ; k, are independent
spanning trees rooted at (u1; v) in L(G).
Now, we show that Conjecture 1.2 holds for any k¿1 if we restrict ourselves to
line digraphs.
Theorem 3.4. Let L(G) be a line digraph and r a vertex of L(G). Suppose that for
any vertex v(= r) of L(G); there are k openly vertex-disjoint paths from r to v in
L(G). Then there are k independent spanning trees rooted at r in L(G).
Proof. Let r=(w; x) ∈ A(G). Let y(= w; x) ∈ V (G). Suppose deg+G y¿ 0. Then there
is an arc (y; z) incident from y. Since there are k openly vertex-disjoint paths from
(w; x) to (y; z) in L(G), there are k arc-disjoint paths from x to y in G. Now, let G∗
be the digraph obtained from G by deleting all vertices of outdegree 0. Then, for any
vertex y(= w; x) of G∗, there are k arc-disjoint paths from x to y in G∗.
Let (x; z) (= (w; x)) be a vertex adjacent from (w; x) in L(G). (If w = x and there
is a loop at x in G, then let z= x.) Since there are k openly vertex-disjoint paths from
(w; x) to (x; z) in L(G), there are (k − 1) arc-disjoint closed walks from x to x, none
of which is a loop in G. Thus, the number of arcs of G∗ incident to x except for a
loop and (w; x) is at least (k − 1).
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Case 1: deg+G w¿ 1: In this case, for any vertex z(= x) of G∗, there are k arc-disjoint
paths from x to z in G∗. From Edmonds’ Theorem, there are k arc-disjoint spanning
trees rooted at x; Tj; j = 1; 2; : : : ; k; in G∗. By Lemma 3.3, we can construct k inde-
pendent spanning trees rooted at (w; x), T ∗j , j = 1; 2; : : : ; k, in L(G
∗). Let (a; b) be an
arc deleted from G to make G∗ (i.e., deg+G b = 0). Suppose a = x. Then, the paths
from x to a in Tj’s are arc-disjoint. Hence, we can easily extend T ∗j ’s to contain (a; b)
while preserving their independentness. For the case that a = x, we can extend T ∗j ’s
similarly to the proof of Lemma 3.3. Therefore, T ∗j ; j=1; 2; : : : ; k, can be extended to
independent spanning trees in L(G).
Case 2: deg+G w=1: Let G
∗∗ be the digraph obtained from G∗ by identifying w and
x, and adding a loop e to the identi:ed vertex x. (If G∗ has a loop at x, then G∗∗
has a multiloop at x.) Now, we can apply Edmonds’ Theorem to G∗∗, thus there are
k arc-disjoint spanning trees rooted at x, T ′j ; j=1; 2; : : : ; k, in G
∗∗. Next, we construct
k independent spanning trees rooted at e in L(G∗∗) according to the proof of Lemma
3.3 on condition that we use (k − 1) arcs of A−G∗(x). (It is easily checked that even if
G∗∗ has a multiloop at x, we can use Lemma 3.3.) For each spanning trees, relabel e
to (w; x) and (y; x) to (y; w) for any y ∈ P−G∗(w). Then it is checked that the resulting
trees, T ∗j ; j= 1; 2; : : : ; k; are independent spanning trees rooted at (w; x) in L(G
∗). We
can extend T ∗j ’s to independent spanning trees in L(G) similarly to Case 1.
As a corollary of Theorem 3.4, it follows that the independent spanning tree con-
jecture holds for line digraphs.
Corollary 3.5. Let L(G) be a k-vertex-connected line digraph. Then there are k in-
dependent spanning trees rooted at any vertex in L(G).
4. Independent spanning trees with small depths in iterated line digraphs
In the previous section, we have constructed independent spanning trees in L(G)
using arc-disjoint spanning trees in G. Since independent spanning trees are also
arc-disjoint each other, we can repeatedly apply the construction shown in the proof of
Lemma 3.3 to obtain independent spanning trees in Lm(G). In this section, we construct
independent spanning trees with small depths in Lm(G).
4.1. Construction of independent spanning trees in iterated line digraphs
Suppose G is a k-arc-connected digraph. (In this paper, we assume that k¿2.) Let
r = (r0; r1; : : : ; rm) ∈ V (Lm(G)). First, we construct k arc-disjoint spanning trees rooted
at rm in G. Since G is k-arc-connected, there are at least (k − 1) arcs incident to
rm except for a loop and (rm−1; rm). Therefore, from Lemma 3.3, we can construct k
independent spanning trees rooted at (rm−1; rm) in L(G). The number of arcs incident to
(rm−1; rm) except for a loop and ((rm−2; rm−1); (rm−1; rm)) is also at least (k−1). Thus,
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using the k independent spanning trees rooted at (rm−1; rm) in L(G), we can construct
k independent spanning trees rooted at ((rm−2; rm−1); (rm−1; rm)) = (rm−2; rm−1; rm) in
L(L(G)) = L2(G). Repeating this process, we can obtain k independent spanning trees
rooted at r = (r0; r1; : : : ; rm) in Lm(G).
Now, we introduce several notations on the construction of independent spanning
trees in Li(G). For r=(r0; r1; : : : ; rm) ∈ V (Lm(G)); r(i) denotes the vertex (rm−i ; rm−i+1;
: : : ; rm) of Li(G). Note that r(i) is an arc incident to r(i − 1). Suppose Tj(i − 1); j =
1; 2; : : : ; k, are independent spanning trees rooted at r(i − 1) in L(i−1)(G). We use the
following notations:
• A−[i] = A−L(i−1)(G) (r(i − 1)) \ {r(i)},
• A+[i] = A+L(i−1)(G) (r(i − 1)),
• A+j [i] = A+Tj(i−1) (r(i − 1)),
• A+0 [i] = A+[i] \ (
⋃
16j6k A
+
j [i]):
Let Hj(i) be the tree rooted at r(i) which is obtained from Tj(i−1) similarly to the
proof of Lemma 3.3:
Hj(i) = L(Tj(i − 1); L(i−1)(G)) + {(r(i); e) | e ∈ A+j [i]}
−{(e; r(i)) | e ∈ A(Tj(i − 1))}:
For e ∈ A+p [i] (p = 0), let ’e be an injection from {1; 2; : : : ; k} \ {p} to A−[i] \
{(r(i−1); r(i−1))}. For e ∈ A+0 [i], let ’e be an injection from {1; 2; : : : ; k} to A−[i]∪
{r(i)} \ {(r(i− 1); r(i− 1))}. Then, let Tj(i) be a spanning tree rooted at r(i) de:ned
as follows:
Tj(i) = Hj(i) +

(’e(j); e) | e ∈
⋃
p =j
A+p [i]

 :
From Lemma 3.3, Tj(i); j = 1; 2; : : : ; k, are independent spanning trees rooted at r(i)
in Li(G).
Here we add one condition to the construction of Tj(i)’s. We construct Tj(i)’s so
that all arcs incident from r(i) except for a loop are used by the trees. (It is easily
checked that we can obtain such independent (resp. arc-disjoint) spanning trees from
any set of independent (resp. arc-disjoint) spanning trees rooted at r(i) so that the
maximum depth does not increase.) By this condition, if A+0 [i] = ∅, then there is a
loop e at r(i − 1) in L(i−1)(G) and A+0 [i] = {e}.
Let x be a vertex of Li(G). Then dist(x) denotes the distance from r(i) to x in
Li(G). Also, distj(x) denotes the distance from r(i) to x in Tj(i).
Lemma 4.1. d(Tj(i − 1)) + 16d(Tj(i))6d(Tj(i − 1)) + 2.
Proof. Let x be a vertex of Hj(i) such that x = r(i). Suppose x is an arc incident from
a vertex v of L(i−1)(G). The root r(i) of Hj(i) is an arc incident to r(i − 1). Thus,
the distance from r(i) to x in Hj(i) is equal to distj(v) + 1. Since we assume that G
is k-arc-connected, where k¿2, there exists a vertex w of Hj(i) such that w is an arc
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incident from a bottom leaf of Tj(i− 1) and w = r(i). Therefore, d(Hj(i)) = d(Tj(i−
1)) + 1. Since Tj(i) is constructed from Hj(i) by adding arcs which are not adjacent
each other, d(Hj(i))6d(Tj(i))6d(Hj(i)) + 1. Hence, the proposition holds.
From Lemma 4.1, the maximum depth of Tj(m)’s is at most 2m+ c, where c is an
upper bound on the depths of the initial k arc-disjoint spanning trees Tj(0)’s. The case
that d(Tj(i))=d(Tj(i−1))+2 happens when Tj(i) is obtained from Hj(i) by adding arcs,
some of which are incident from a bottom leaf of Hj(i). If d(Tj(i))=d(Tj(i− 1))+2,
then any bottom leaf of Tj(i) is contained in A+t [i] for some t = j.
4.2. A general upper bound on the depths of independent spanning trees
The construction of Tj(m); j = 1; 2; : : : ; k, stated in Section 4.1 is not unique even
if {Tj(0) | 16j6k} is the same. It depends on the selection of ’e for e ∈ A+[i],
i = 1; 2; : : : ; m. In this subsection, we derive a general upper bound for d(Tj(m)) for
any set of Tj(m); j = 1; 2; : : : ; k.
Now, consider Tj(m) for a :xed j, and let ij;1; ij;2; : : : ; ij;hj be the stages i in which
d(Tj(i)) = d(Tj(i − 1)) + 2. Thus, d(Tj(m)) =m+ hj + d(Tj(0)). We derive an upper
bound for d(Tj(m)) by giving an upper bound for hj.
Lemma 4.2. Let x be a vertex of Tj(i) such that distj(x) = d(Tj(0)) + i+ sj; sj ¿ 0.
Then dist(x)6i−ij; sj+1. Moreover; there exists a tree Tt(i) such that distt(x)=dist(x).
Proof. Suppose x= (x0; x1; : : : ; xi). For 06p6i, let x〈p〉 denote the vertex (x0; x1; : : : ;
xp) of Lp(G). Note that x〈p〉 is an arc incident from x〈p − 1〉. If r(p) = x〈p〉, then
dist(x〈p〉)=distj(x〈p〉)=0. If r(p) = x〈p〉 and r(p−1)=x〈p−1〉, then dist(x〈p〉)=
1 and distj(x〈p〉) depends on the construction of Tj(p). Otherwise, dist(x〈p〉) =
dist(x〈p−1〉)+1, and also distj(x〈p〉)=distj(x〈p−1〉)+1. Let i′ be the minimum in-
teger n that satis:es x〈p〉 = r(p) for n6p6i. Since dist(x〈p〉)=dist(x〈p−1〉)+1 for
i′¡p6i; dist(x)=dist(x〈i〉)=dist(x〈i′〉)+ (i− i′). Similarly, distj(x)=distj(x〈i′〉)+
(i− i′). If i′=0, then distj(x)=distj(x〈0〉)+ i6d(Tj(0))+ i, which contradicts the as-
sumption distj(x)¿d(Tj(0))+ i. Thus, i′ = 0. Since x〈i′−1〉=r(i′−1), dist(x〈i′〉)=1.
Therefore, dist(x) = i − i′ + 1.
Let d(Tj(i))=d(Tj(0))+ i+lj. Suppose that there are q stages ij;n in the range from
i′+1 to i. Then d(Tj(i))=d(Tj(i′))+(i− i′)+q. Since distj(x)=distj(x〈i′〉)+(i− i′),
d(Tj(i))− distj(x) = d(Tj(i′))− distj(x〈i′〉) + q. Thus q6d(Tj(i))− distj(x) = lj − sj.
Then i′¿ij; (lj−(lj−sj)) = ij; sj (see Fig. 4). Therefore, dist(x)6i − ij; sj + 1.
For any stage i, any arc incident from r(i) except for a loop is used by some Tj(i).
Thus, there exists a tree Tt(i′) such that distt(x〈i′〉) = 1. Therefore, distt(x) = dist(x).
Lemma 4.3. The root r(ij;n − 1); n¿2 is contained in a cycle of length at most
(ij;n − ij; (n−1) + 1).
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Fig. 4.
Fig. 5.
Proof. Since d(Tj(ij;n)) = d(Tj(ij;n − 1)) + 2, a bottom leaf of Hj(ij;n) is contained in
A−[ij;n]. Any element of A−[ij;n] is an arc incident to r(ij;n−1). Also, any bottom leaf
of Hj(ij;n) is an arc incident from a bottom leaf of Tj(ij;n − 1). Thus, there exists a
bottom leaf z of Tj(ij;n − 1) such that z is adjacent to r(ij;n − 1) (see Fig. 5). Since z
is a bottom leaf of Tj(ij;n − 1), distj(z)= d(Tj(0))+ (ij;n − 1)+ (n− 1). From Lemma
4.2, the distance from r(ij;n − 1) to z is at most (ij;n − 1)− ij; (n−1) + 1= ij;n − ij; (n−1).
Thus, r(ij;n − 1) is contained in a cycle of length at most (ij;n − ij; (n−1) + 1).
Lemma 4.4. If the root r(i) is contained in a cycle of length l; then for any 06j¡ i;
the root r(j) is contained in a nonperiodic closed walk of length l such that the walk
also contains the arc corresponding to r(j + 1).
Proof. Let C be the cycle of length l in Li(G) which contains r(i). Let W0 and
Wj be the nonperiodic closed walks corresponding to C in G and Lj(G), respec-
tively. Here r(i) corresponds to the subwalk (rm−i ; rm−i+1; : : : ; rm) of W0. This walk
corresponds to the subwalk ((rm−i ; : : : ; rm−i+j); (rm−i+1; : : : ; rm−i+j+1); : : : ; (rm−j; : : : ; rm))
of Wj. Thus, Wj contains the vertex (rm−j; : : : ; rm) = r(j) and the arc ((rm−j−1; : : : ;
rm−1); (rm−j; : : : ; rm)) corresponding to r(j + 1).
Theorem 4.5. d(Tj(m))6m+ log5 m+ d(Tj(0)) + 1; where 5= (1 +
√
5)=2.
Proof. From Lemma 4.3, r(ij;n − 1) is contained in a cycle of length at most (ij;n −
ij; (n−1) +1). Thus, from Lemma 4.4, r(ij; (n−1)−1) is contained in a nonperiodic closed
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walk W of length at most (ij;n − ij; (n−1) + 1). From Lemma 4.3, r(ij; (n−1) − 1) (see
Fig. 6) is also contained in a cycle C of length at most (ij; (n−1)− ij; (n−2)+1). Here, W
contains the arc corresponding to r(ij; (n−1)). On the other hand, C does not contain the
arc but an arc of A−[ij; (n−1)]. Thus, the closed walk W ′ obtained from W by adding
C at the vertex r(ij; (n−1) − 1) is a closed walk which is neither a cycle nor a periodic
cycle. Thus, from Theorem 2.1,
(ij;n − ij; (n−1) + 1) + (ij; (n−1) − ij; (n−2) + 1)¿ |W |+ |C|
= |W ′|¿(ij; (n−1) − 1) + 3:
Therefore, the following relation holds:
ij;n¿ij; (n−1) + ij; (n−2); n¿3:
Since ij;1¿1 and ij;2¿2, the nth Fibonacci number Fn is a lower bound for ij;n. It is
well known that
Fn =
1√
5
(5n+1 − (1− 5)n+1) where 5= (1 +
√
5)
2
:
Since m¿ij;hj and (1− 5)n+16(1− 5)2,
hj6 log5(
√
5m+ (1− 5)2)− 1
= log5
(
2
√
5m
3 +
√
5
+
3−√5
3 +
√
5
)
+ 1
6 log5 m+ 1:
Therefore, the upper bound for d(Tj(m)) in the proposition is obtained.
In the proof of Theorem 4.5, we assume &(G)¿3. Suppose G is a loopless digraph.
Then &(G)¿4. In this case, we obtain the relation (ij;n+1)¿(ij; (n−1)+1)+(ij; (n−2)+1)
for n¿3. Thus, when G is loopless, an upper bound for d(Tj(m)) is given by m +
log5(m+ 1) + d(Tj(0)).
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5. Improvements of the general upper bound on the depths of independent
spanning trees
In the previous section, we have shown a general upper bound for d(Tj(m)). In
the analysis of the general upper bound, we concentrate on one spanning tree. In this
section, we consider every spanning trees, and improve the general upper bound in
several cases.
Let B(Hj(i)) denote the set of bottom leaves of Hj(i).
Lemma 5.1. If i¿ ij;1 for some j; then
⋂
16j6k B(Hj(i)) = ∅.
Proof. Suppose i¿ ij;1. Let ij; l be the maximum stage ij;n not greater than i − 1.
(Note that l¿1.) Also, let z be a bottom leaf of Tj(i − 1). From Lemma 4.2, there
exists a Tt(i − 1) such that distt(z) = dist(z)6i − ij; l. On the other hand, d(Tt(i −
1))¿d(Tt(ij; l)) + (i − 1 − ij; l)¿d(Tt(0)) + i − ij; l. Thus, z is not a bottom leaf of
Tt(i − 1). Therefore, for any bottom leaf w of Tj(i − 1), there exists a Tt(i − 1) such
that w is not a bottom leaf of Tt(i − 1). Any bottom leaf of Hj(i) is an arc incident
from a bottom leaf of Tj(i − 1). Thus, if (x; y) ∈
⋂
16j6k B(Hj(i)), then x must be a
bottom leaf of Tj′(i − 1) for any j′ ∈ {1; 2; : : : ; k}. Hence,
⋂
16j6k B(Hj(i)) = ∅.
To restrain increasing of d(Tj(i)), we need to avoid to use an arc incident from a
bottom leaf of Hj(i). However, there may be a case that we cannot avoid d(Tj(i)) =
d(Tj(i − 1)) + 2. Now we de:ne some notations as follows:
– H[i] = {Hj(i) | |A−[i] ∩ B(Hj(i))|= 1},
– {xj(i)}= A−[i] ∩ B(Hj(i)) for Hj(i) ∈H[i].
Then, for Hj(i) ∈H[i], we try to make Tj(i) from Hj(i) by adding arcs which are not
incident from xj(i). If we can make Tj(i) in such a way, we can improve the general
upper bound of d(Tj(i)).
5.1. The case that k ¡!(G)
Lemma 5.2. Suppose that for any ij;n; n¿2; Hj(ij;n) ∈H[ij;n].
Then; d(Tj(m))6m+ log2 m+ d(Tj(0)) + 1.
Proof. By the assumption, Hj(ij;n) has at least two bottom leaves z and z′ in A−[ij;n].
From the existence of z and z′, it is shown similarly to the proof of Lemma 4.3
that r(ij;n − 1) is contained in cycles C and C′ of length at most (ij;n − ij; (n−1) +
1) (see Fig. 7). Note that C = C′. From Theorem 2.1 it is induced that 2(ij;n −
ij; (n−1)+1)¿ij;n+2. Hence, ij;n¿2ij; (n−1) for n¿2. Therefore, m¿ij;hj¿2
(hj−1)ij;1 and
hj6log2 m− log2 ij;1 + 16log2 m+ 1. That is, d(Tj(m))6m+ log2 m+ d(Tj(0)) + 1.
For the case that G is k-arc-connected and k ¡!(G), we can construct independent
spanning trees in Lm(G) so that the condition in Lemma 5.2 is always satis:ed. Besides,
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for this case, we can obtain k independent spanning trees which have an additional
property.
Theorem 5.3. Let G be a k-arc-connected digraph such that k ¡!(G). Let c be an
upper bound on the depths of k arc-disjoint spanning trees rooted at any vertex in G.
Then there are k independent spanning trees rooted at any vertex of depths at most
m+ log2 m+ c+1 in L
m(G) such that any vertex except for the root is contained in
at most one tree as an internal vertex.
Proof. Since k ¡!(G), in any stage i, |H[i]|6k6|A−[i]|. We employ the following
construction at each stage i.
Case 1: |H[i]|¡ |A−[i]|: Consider the bipartite graph G(i) de:ned as follows;
V (G(i)) =H[i] ∪ A−[i];
E(G(i)) = {{Hj(i); s} | s = xj(i)}:
By Hall’s Marriage Theorem, G(i) has a matching with |H[i]| edges. According to
this matching, we can :nd an injection ’i from {Hj(i) | 16j6k} to A−[i] so that
’i(Hj(i)) = xj(i) for any Hj(i) ∈ H[i]. Then we construct Tj(i); j = 1; 2; : : : ; k; as
follows:
Tj(i) = Hj(i) +

(’i(Hj(i)); e)) | e ∈
⋃
p =j
A+p [i]

 :
(Fig. 8 shows an example of arcs adding to Hj(i)’s to make Tj(i)’s. In the example,
|A+p [i]|= 1 for p = 0 and A+0 [i] = ∅.)
Note that in this case ’i(Hj(i)) may be a loop of L(i−1)(G). A loop at r(i − 1)
is contained in A−[i] ∩ A+[i]. If ’i(Hj(i)) is a loop of L(i−1)(G), then we add an
arc (r(i); ’i(Hj(i))) to Tj(i) and delete a loop at ’i(Hj(i)). It is easily checked that
Tj(i); j=1; 2; : : : ; k, are independent spanning trees rooted at r(i) such that d(Tj(i))=
d(Tj(i − 1)) + 1 for any Hj(i) ∈H[i].
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Case 2: |H[i]|= |A−[i]|: In this case, H[i] = {Hj(i) | 16j6k}. If d(Tj(i− 1)) =
d(Tj(0))+ i−1 for any j, then we construct Tj(i)’s from Hj(i)’s by using any injection
’i. Suppose that there exists a Tj(i− 1) such that d(Tj(i− 1))¿d(Tj(0)) + i. That is,
i−1¿ij;1 for some j. From Lemma 5.1, |
⋃
16j6k{xj(i)}|¿ 1. Then, similarly to Case
1, we can construct Tj(i)’s so that d(Tj(i)) = d(Tj(i − 1)) + 1 for any Hj(i) ∈H[i].
By employing the above construction, we can assume that for any ij;n; n¿2, Hj(ij;n)
has two bottom leaves z and z′ in A−[ij;n]. Hence, from Lemma 5.2, the improved upper
bound on the depths is obtained.
From the de:nition of Hj(i), it is known that any vertex of Li(G) except for r(i) is
contained in at most one Hj(i) as an internal vertex. Also, any vertex of A−[i] is not
an internal vertex of Hj(i) for any j. We construct Tj(i) from Hj(i) by adding arcs
incident from ’i(Hj(i)). Since ’i is an injection, any vertex of A−[i] is contained in
at most one Tj(i) as an internal vertex. Therefore, any vertex of Li(G) except for r(i)
is contained in at most one tree of Tj(i); i = 1; 2; : : : ; k.
Applying Theorem 5.3 to the complete digraph K◦d , we can obtain independent span-
ning trees with small depths in the de Bruijn digraph B(d;D). In the proof of Lemma
5.2, we use 1 as a general lower bound for ij;1. In the de Bruijn digraph, it is eas-
ily checked that we can construct independent spanning trees with ij;1¿2. Thus, the
following result is obtained.
Corollary 5.4. In the de Bruijn digraph B(d;D); D¿2; there are (d−1) independent
spanning trees rooted at any vertex of depths at most D+ log2(D− 1) + 1 such that
any vertex except for the root is contained in at most one tree as an internal vertex.
5.2. The case that k = !(G)¿3
Lemma 5.5. Suppose that for any ij;n; n¿3; if Hj(ij;n) ∈ H[ij;n]; then there exists
an Ht(ij;n) ∈H[ij;n]; t = j such that xt(ij;n) = xj(ij;n) and it; lt−1¿ij; (n−2); where lt is
the number of stages it;h smaller than ij;n.
Then; d(Tj(m))6m+ log√3 m+ d(Tj(0)) + 1.
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Proof. If Hj(ij;n) ∈ H[ij;n], then from the proof of Lemma 5.2, ij;n¿2ij; (n−1). Sup-
pose Hj(ij;n) ∈ H[ij;n]. Let Ht(ij;n) ∈ H[ij;n]; t = j such that xt(ij;n) = xj(ij;n) and
it; lt−1¿ij; (n−2), where d(Tt(ij;n − 1)) = d(Tt(0)) + (ij;n − 1) + lt . (Note that lt¿2.)
Let x=xj(ij;n). Since x is an arc incident to r(ij;n−1), we can let x=(x′; r(ij;n−1)).
Now, let i′ = ij;n − dist(x′). Then r(ij;n − 1) is contained in a cycle C of length
dist(x′) + 1 = ij;n − i′ + 1.
Since x′ is a bottom leaf of Tt(ij;n − 1), from the proof of Lemma 4.2, i′¿it; lt .
Let z∗ = x′〈i′〉 ∈ V (Li′(G)). Note that z∗ is contained in A+j∗ [i′] for some j∗ = t.
Then, Tt(i′) has an arc incident from a vertex zt of A−[i′] to z∗ such that z∗ is a
bottom leaf of Tt(i′). Let zt = (z′t ; r(i
′ − 1)). Since z∗ is a bottom leaf of Tt(i′), zt
is either a bottom leaf or a quasi-bottom leaf of Ht(i′). Thus, z′t is either a bottom
leaf or a quasi-bottom leaf of Tt(i′ − 1). Suppose i′ = it; lt . Then z′t is a bottom leaf of
Tt(i′−1). Since distt(z′t)=d(Tt(i′−1))=d(Tt(0))+(i′−1)+(lt−1), from Lemma 4.2,
dist(z′t)6i
′− it; (lt−1). Suppose i′¿it;lt . Then z′t is a quasi-bottom leaf of Tt(i′− 1). In
this case, distt(z′t) = d(Tt(i
′ − 1))− 1= d(Tt(0)) + (i′ − 1)+ lt − 1, thus, from Lemma
4.2, dist(z′t)6i
′ − it; (lt−1). Therefore, r(i′ − 1) is contained in a cycle Ct of length at
most (i′ − it; (lt−1) + 1) (see Fig. 9).
De:ning lj similarly to lt and considering lj (=n − 1) instead of lt in the above
discussion, it is similarly shown that r(i′ − 1) is contained in a cycle Cj of length at
most (i′ − ij; (lj−1) + 1) = (i′ − ij; (n−2) + 1). Note that Cj = Ct .
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Since r(ij;n − 1) is contained in C, from Lemma 4.4, r(i′ − 1) is contained in a
nonperiodic closed walk W of length at most (ij;n − i′ + 1). Similarly to the proof of
Theorem 4.5,
(ij;n − i′ + 1) + (i′ − it; (lt−1) + 1)¿|W |+ |Ct |¿i′ + 2:
That is,
ij;n¿i′ + it; (lt−1):
Also, similarly to the proof of Lemma 5.2,
(i′ − it; (lt−1) + 1) + (i′ − ij; (n−2) + 1)¿|Ct |+ |Cj|¿i′ + 2:
That is,
i′¿it; (lt−1) + ij; (n−2):
Thus,
ij;n¿it; (lt−1) + it; (lt−1) + ij; (n−2)¿3ij; (n−2):
Therefore, either ij;n¿2ij; (n−1) or ij;n¿3ij; (n−2). Thus,
ij;hj¿min(3
(hj−1)=2ij;1; 3(hj−2)=2ij;2):
Hence,
hj 6max(log√3 m− log√3 ij;1 + 1; log√3 m− log√3 ij;2 + 2)
6log√3 m+ 1:
That is, d(Tj(m))6m+ log√3 m+ d(Tj(0)) + 1.
Theorem 5.6. Let G be a k-arc-connected digraph such that k = !(G)¿3. Let c be
an upper bound on the depths of k arc-disjoint spanning trees rooted at any vertex
in G. Then; there are k independent spanning trees rooted at any vertex of depths at
most m+ log√3 m+ c + 1 in L
m(G).
Proof. Similarly to the proof of Theorem 5.3, we describe the method of extension of
Hj(i) to Tj(i) for j = 1; 2; : : : ; k.
If |A−[i]|¿k, then we employ the construction shown in the proof of Theorem 5.3.
Suppose |A−[i]|=k−1. Since deg−L(i−1)(G) r(i−1)=k, there is no loop at r(i−1). First,
consider the case |H[i]|¡ |A−[i]|. Let X be a (k−1)-subset of {Hj(i) | 16j6k} such
that H[i]⊆X . Also, let Hj∗(i) ∈ X . Then there is an injection  i from X to A−[i]
such that  i(Hj(i)) = xj(i) for any Hj(i) ∈H[i]. Similarly to Case 1 in the proof of
Theorem 5.3, we construct Tj(i); j = j∗, so that d(Tj(i)) = d(Tj(i − 1)) + 1 for any
Hj(i) ∈H[i]. For Tj∗(i), we construct it by adding remaining arcs to Hj∗(i), i.e.,
Tj∗(i) = Hj∗(i) +
⋃
j =j∗
{( i(Hj(i)); e) | e ∈ A+j [i]}:
T. Hasunuma, H. Nagamochi / Discrete Applied Mathematics 110 (2001) 189–211 207
Fig. 10.
(Fig. 10 shows an example of arcs adding to Hj(i)’s to make Tj(i)’s. Bold lines are
arcs adding to Hj∗(i).)
In what follows, we treat the case |H[i]|¿|A−[i]|.
Case 1: For any (k − 1)-subset Y of H[i], |⋃Hj(i)∈Y {xj(i)}|¿ 1: Let Y be a
(k − 1)-subset of H[i]. Also, let Hj∗(i) ∈ Y . Then there is an injection  i from
Y to A−[i] such that  i(Hj(i)) = xj(i) for any Hj(i) ∈ Y . Similarly to the case
|H[i]|¡ |A−[i]|, we can construct Tj(i)’s so that d(Tj(i)) = d(Tj(i − 1)) + 1 for any
Hj(i) ∈ Y .
Case 1.1: |H[i]| = |A−[i]|: In this case, Y =H[i]. Thus, for any Hj(i) ∈ H[i],
d(Tj(i)) = d(Tj(i − 1)) + 1.
Case 1.2: |H[i]|= |A−[i]|+1: We modify the independent spanning trees. From the
assumption of Case 1, there is an Hj′(i) ∈ Y such that xj′(i) = xj∗(i) and  i(Hj′(i)) =
xj∗(i). Let  −1i (xj∗(i))=Hj′′(i). Then, we exchange arcs of {(xj∗(i); y) | y ∈ A+j′′ [i]} of
A(Tj∗(i)) with arcs of {( i(Hj′(i)); y) | y ∈ A+j′′ [i]} of A(Tj′(i)). By this modi:cation,
d(Tj(i)) = d(Tj(i − 1)) + 1 for any Hj(i) ∈H[i].
Case 2: There exists a (k− 1)-subset Y of H[i] such that |⋃Hj(i)∈Y {xj(i)}|=1: In
this case, it is impossible to construct Tj(i)’s so that d(Tj(i))=d(Tj(i−1))+1 for any
Hj(i) ∈ Y . At least, one spanning tree Tj(i), where Hj(i) ∈ Y , cannot help increasing
the depth by 2. Let x = xj(i) for any Hj(i) ∈ Y . Also, let Hj∗(i) ∈ Y .
Case 2.1: There exists an Hj(i) ∈ Y such that d(Tj(i − 1))6d(Tj(0)) + i: Let
Hj′(i) ∈ Y such that d(Tj′(i − 1))6d(Tj′(0)) + i.
Case 2.1.1: |H[i]|= |A−[i]|: In this case, Y =H[i]. Thus, Hj∗(i) ∈H[i]. Let  i be
an injection from {Hj(i) | 16j6k} \ {Hj′(i)} to A−[i] such that  i(Hj∗(i)) = x. Now
we construct Tj(i)’s similarly to the case |H[i]|¡ |A−[i]|. Then, for any j = j′; j∗,
d(Tj(i)) = d(Tj(i − 1)) + 1, and d(Tj′(i)) = d(Tj′(i − 1)) + 2.
Case 2.1.2: |H[i]|= |A−[i]|+1: In this case, H[i]={Hj(i) | 16j6k}. If d(Tj(i−
1))=d(Tj(0))+i−1 for any j, then we construct Tj(i)’s from Hj(i)’s by any extension.
Suppose that there exists a Tj(i− 1) such that d(Tj(i− 1))¿d(Tj(0)) + i. That is, i−
1¿ij;1 for some j. From Lemma 5.1, |
⋃
16j6k{xj(i)}|¿ 1. Thus, xj∗(i) = x. Then, we
construct Tj(i)’s similarly to Case 2.1.1. Then, for any j = j′, d(Tj(i))=d(Tj(i−1))+1,
and d(Tj′(i)) = d(Tj′(i − 1)) + 2.
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Case 2.2: For any Hj(i) ∈ Y , d(Tj(i − 1))¿d(Tj(0)) + i: Let d(Tj(i − 1)) =
d(Tj(0)) + (i − 1) + lj for Hj(i) ∈ Y . (Note that lj¿2.) Let Hj′(i) ∈ Y such that
ij′ ; (lj′−1) = minHj(i)∈Y ij; (lj−1). Then, we construct Tj(i)’s similarly to Case 2.1 using
this j′ instead of the j′ with property that d(Tj′(i − 1))6d(Tj′(0)) + i.
Suppose that Tj(m); j=1; 2; : : : ; k, are constructed by the above method. Consider a
stage ij;n; n¿3. Suppose Tj(ij;n) ∈H[ij;n]. Then, Tj(ij;n) must be constructed in Case
2.2. Hence, the construction of Tj(m)’s satis:es the condition in Lemma 5.5. Therefore,
the upper bound m+ log√3 m+ c + 1 is obtained.
Applying Theorems 4.5 and 5.6 to the complete symmetric digraph K∗d+1, we can
obtain independent spanning trees with small depths in the Kautz digraph K(d;D). In
the proof of Theorems 4.5 and 5.6, &(G)¿3 is assumed. By using the fact &(K∗d+1)=4,
the following result is obtained.
Corollary 5.7. In the Kautz digraph K(d;D); there are d independent spanning trees
rooted at any vertex of depths at most D+ logb D+1; where b=(1+
√
5)=2 if d=2
and b=
√
3 if d¿3.
5.3. The case that the root is contained in a small cycle
In [1], it has been shown that in B(d;D) there are (d − 1) independent spanning
trees of depth D+1 if the root is contained in a loop. Also, in [9], it has been shown
that in B(d;D) (resp. K(d;D)) there are (d− 1) (resp. d) independent spanning trees
of depths at most D + 1 (resp. D + 2) if the root is contained in a cycle of length 2.
These facts can be generalized to iterated line digraphs. That is, if the root is contained
in a cycle of a :xed length, there are independent spanning trees of depths at most
m+ c, where c is a constant.
Theorem 5.8. Let G be a k-arc-connected digraph (k¿2). Let r be a vertex of Lm(G)
which is contained in a cycle of length p. Also; let c be an upper bound on the depths
of k arc-disjoint spanning trees rooted at any vertex in G. Then; in Lm(G); there are
k independent spanning trees rooted at r of depths at most
m+ c + 1 if p= 1;
m+ logb(p− 1) + c + 2 where b=


2 if k ¡!(G);
(1+
√
5)
2 if k = !(G) = 2;√
3 if k = !(G)¿3;

 if p¿2:
Proof. Suppose that r is contained in a cycle of length p. From Lemma 4.3, Lemma
4.4, and Theorem 2.1, p+(ij;n− ij; (n−1)+1)¿ij;n+2. Thus, ij; (n−1)6p−1. This means
that there is at most one stage ij;n after the stage (p − 1). Therefore, from Theorems
4.5, 5.3 and 5.6, the upper bounds in the proposition are obtained.
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By using Corollary 5.4 instead of Theorem 5.3 in the proof of Theorem 5.8, we
obtain the following result.
Corollary 5.9. Let r be a vertex of B(d;D) which is contained in a cycle of length
p¿2. Then there are (d − 1) independent spanning trees rooted at r of depths at
most D + log2(p− 1) + 2 in B(d;D).
Also, by using the fact that &(K∗d ) = 4 and Corollary 5.7 in the proof of Theorem
5.8, the following corollary is obtained.
Corollary 5.10. Let r be a vertex of K(d;D) which is contained in a cycle of length
p. Then there are d independent spanning trees rooted at r of depths at most D +
logb(p− 1) + 2; where b= (1 +
√
5)=2 if d= 2 and b=
√
3 if d¿3.
6. Concluding remarks
We have shown that the independent spanning tree conjecture is true for the class
of line digraphs. It will be interesting to :nd another class of digraphs for which the
conjecture holds. Also, we have constructed k independent spanning trees rooted at any
vertex of depths at most m + logm + c + 1 in Lm(G), where G is a k-arc-connected
digraph (k¿2) and c is an upper bound on the depths of k arc-disjoint spanning trees
rooted at any vertex in G. Applying the results of iterated line digraphs, we have
improved the previously known upper bounds on the depths of independent spanning
trees in the de Bruijn and Kautz digraphs. Moreover, we have shown that, in Lm(G),
there are k independent spanning trees of depths at most m+ c, where c is a constant,
if the root is contained in a cycle of a :xed length. It remains unknown whether there
are k independent spanning trees rooted at any vertex of depths at most m + c in
Lm(G).
Independent spanning trees can be also viewed from the point of fault-tolerance of
interconnection networks. Suppose that there are k independent spanning trees rooted
at any vertex of depths at most l. Then, even if any (k − 1) vertices are deleted
(deleted vertices correspond to faulty processors) from the network, for any remaining
vertices u; v, there is a path from u to v of length at most l. This property is related
to diameter vulnerability of digraphs. The s-diameter vulnerability Ds(G) of G is the
maximum diameter of the digraphs obtained from G by deleting s arbitrary vertices
of G. (See [21] for diameter vulnerability of graphs and related topics.) PadrQo and
Morillo [4,16,11] have studied diameter vulnerability of iterated line digraphs. They
showed that if m is greater than certain value (not greater than the diameter of G),
then there exists a constant C (not greater than twice the diameter of G) such that
Ds(Lm(G))6m + C, where s = !(G) − 1 if G is loopless and s = !(G) − 2 if G has
a loop. From our results on independent spanning trees in Lm(G), it is induced that
Dk−1(Lm(G))6m+logm+c+1, where G is k-arc-connected and c is an upper bound
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on the depths of k arc-disjoint spanning trees rooted at any vertex in G. Although the
number of deleted vertices is not optimal except for several cases, this inequality holds
for any m¿1.
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