From tele-operated robots to social robots with autonomous behaviors by Berri, Rafael Alceste et al.
  Universidade de São Paulo
 
2015
 
From tele-operated robots to social robots with
autonomous behaviors
 
 
Communications in Computer and Information Science,Heidelberg : Springer,v. 507, p. 32-52, 2015
http://www.producao.usp.br/handle/BDPI/50233
 
Downloaded from: Biblioteca Digital da Produção Intelectual - BDPI, Universidade de São Paulo
Biblioteca Digital da Produção Intelectual - BDPI
Departamento de Sistemas de Computação - ICMC/SSC Artigos e Materiais de Revistas Científicas - ICMC/SSC
From Tele-Operated Robots to Social Robots
with Autonomous Behaviors
Rafael Berri, Denis Wolf, and Fernando Oso´rio(B)
Mobile Robotics Lab (LRM) and Center for Robotics (CRob/USP-SC),
University of Sa˜o Paulo-ICMC, Trabalhador Sa˜o-carlense. 400,
Sa˜o Carlos, Sa˜o Paulo 13566-590, Brazil
rafaelberri@usp.br, {denis,fosorio}@icmc.usp.br
Abstract. This paper presents a perception/interface device for Telep-
resence Mobile Robots using a Kinect sensor. Firstly, using the Kinect
RGB camera (Webcam) and image processing techniques, it is possible to
detect a human face, allowing the robot to track the face, getting closer
of a person, moving forward and rotating to get a better pose (position
and orientation) to interact with him/her. Then it is possible to recognize
hand gestures using the Kinect 3D sensor (Depth camera). The proposed
gesture recognition method tracks the hands positions and movements,
when moving it forward towards the robot, and then recognizing a set
of predeﬁned gestures/commands. Finally, the 3D perception provided
by the Kinect also allows us to detect obstacles, avoiding collisions and
safely moving the mobile robot base, also allowing to search for someone
in the environment. Practical experiments are presented demonstrating
the obtained results: (i) in the searching and tracking of human faces;
(ii) in the robot positioning related to the user we want to interact with;
and also (iii) in the human gesture recognition.
Keywords: Face tracking · Human gesture · Kinect sensor · Percep-
tion · Robotics · Telepresence
1 Introduction
The development and application of telepresence mobile robots has signiﬁcantly
increased in the last few years. Telepresence mobile robots allows not only to be
virtually present at meetings and into remote places, as we usually do through
video-conferencing calls, but also has the mobility and the ability to better inter-
act with other people, as if the remote person were really present in the remote
environment. Telepresence robots allow the remote person to control a remote
robot avatar, exploring the environment and interacting with people in a more
natural way.
There are nowadays several companies that provide robotic telepresence solu-
tions, as for example: Double Robotics [7], Suitable Technologies with Beam
Robot [25] (company product initially developed at Willow Garage), iRobot
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with AVA Robot [12], and many others as VGO, Anybots, and even some star-
tups like Telemba (Kickstarter crowd funding project which uses the Roomba as
mobile base platform).
The large availability and lower costs of these platforms have created new
possibilities of applications: (i) virtual visiting of museums and touristic places
with the possibility of interact with local people; (ii) remotely take classes or
participate into conferences (e.g. some people could participate remotely from
the ICAPS 2014 Conference using Beam telepresence robots); (iii) present talks
remotely when we are not able to be locally present, as occurred in the presenta-
tion of Edward Snowden at TED talk in the United States [23]; (iv) interact with
family, friends or co-workers remotely; just to cite a few examples of applications.
Although the mobile robots for telepresence are being largely adopted, the
majority of these systems are quite simple mobile robot platforms that are tele-
operated, with few or even without any perception capabilities and/or autonomy.
When the robot is used in public places (e.g. museums, supermarkets, and shop-
ping centers), we can have the following problems:
– Control: the person who is controlling the tele-operated robot can have prob-
lems to operate it specially in a tight place, e.g., the robot can hit and cause
damages in the things located in its way;
– Movement: the human controller must know very well the place where the
robot is moving for path planning and control of the robot navigation. It also
requires a constant attention from the operator in order to send the orders
(low abstraction level commands) to the robot, due to its limited autonomy;
– Interaction: it is not easy for the robot’s controller keeps the robot in a good
position/orientation aiming to interact with a person. The human operator
should adjust manually the robot pose to keep it well positioned.
In this work, we propose to integrate the Kinect sensors (RGB and depth
camera) in a mobile robot platform allowing the robot to: autonomously navi-
gate; being tele-operated avoiding collisions with obstacles (semi-autonomous);
locate persons into the environment; get closer to a person; and recognize ges-
tures from this person, interacting with him/her. The proposed system allows
a tele-operated mobile robot base to have: (i) proxemic behavior, moving the
robot to a good position for interacting with humans and allowing the humans
to understand the robot’s intention [18]; (ii) social capacity of interaction with
humans (it is transformed in a social robot) [2]; (iii) it can be used as an
autonomous or semi-autonomous system, in other words, a human can control
the robot without worrying about obstacles and interact with another human
through it (tele-operation, human-human interaction and telepresence).
A typical example of application for this robot is a robotic tour guide for
museums and touristic attractions. The robot can act as an autonomous tour
guide, moving along the environment and detecting when someone approach the
robot and shows the intention to interact with it. The robot should be able to
identify the human face and to move itself in order to get closer and better posi-
tioned related to the human. Then, the robot should use a audio/video interface
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(display) to start the interaction with the human, presenting some options of
contents presentations, and the human can answer the robot questions selecting
the desired options through gestures (hand gesture recognition). An external
(remote) operator can also assume the robot operation (telepresence mode) and
start to interact with the human, or also to control the robot displacement
around the environment. Finally, If the person turns his back to the robot, the
robot will detect that the human face has gone away and come back to the ini-
tial state, moving along the environment searching for other people, or being
tele-operated by a remote operator.
The remainder of this paper is organized as follows: in Sect. 2, we present
some related works found in the literature; in Sect. 3 we relate the motivations
about the proposed solution; in Sect. 4 we describe some concepts related to the
implementation of the proposed solution; in Sect. 5 the robotic system is detailed;
the results of our preliminary experiments and tests are shown in Sect. 6; and
ﬁnally in the Sect. 7 the conclusions and future works are presented.
2 Related Works
Telepresence robots are being developed for a long time, with this term coined
by Marvin Minky [11,17] in the 80s. Recently, we have observed a great develop-
ment expansion of telepresence and tele-operated robots, once the mobile robots
and communication technologies have advanced and become cheaper and more
sophisticated [15]. Several commercial solutions are available nowadays in the
market (e.g. Double Robotics [7], Texai/Suitable Beam Robot [25], iRobot AVA
[12], Anybots QB, VGO, and many others [15]), and even a telepresence robot
for space activities, the Robonaut, is being developed by NASA [19]).
Despite of this large number of telepresence robots in the market, the major-
ity of the commercial solutions is composed by simple tele-operated robots (with
no sensors or autonomous behavior) and providing only teleconference facilities
(only video/audio based interaction). In this work, we are interested in providing
a local intelligence to the mobile robot (e.g. search for people, automatic posi-
tioning, avoid collisions) and natural interface based on gestures (e.g. gestures
recognition) [3].
Considering the mobile robot base, there are several solutions for indoor robot
navigation [26] and gesture recognition [28], but we are interested in simple, not
expensive, mixed solutions (teleoperation with semi-autonomous/autonomous
navigation).
An example of autonomous robot for public places is the Grace [22], which
uses touch screen, infrared, sonar sensors, stereo camera, and a SICK scanning
laser range ﬁnder. Grace can speak using a speech synthesizer, and recognize
answers using a microphone headset and commercial speech recognition software
(IBM’s ViaVoice). Michalowski et al. [16] added to the Grace’s behaviors the task
of ﬁnding a person.
The RoboX [13] is a tour-guide robot that uses a camera, two laser range
ﬁnders (Sick LMS 200), an LED display, two loudspeakers, microphone, and
From Tele-Operated Robots to Social Robots with Autonomous Behaviors 35
interactive buttons. For interacting with people this robot can have speech recog-
nition (for simple answers as YES/NO). The RGB image is used to track people.
Another tour-guide robot is the Rackham [5], which uses a SICK laser and
SLAM for localization and the same laser sensor to avoiding obstacles. For inter-
acting with people, it uses the vocal synthesis and a 3D animated head displayed
on the screen. The user answers using the touch screen display.
The Robovie [10,14] is a robot, which is used in a supermarket. It oﬀers
behaviors in a way to help people to carry goods, follow people along the super-
market, suggest and locate products, among other tasks. It uses a face and
gesture recognition to identify humans. The Robovie detects the behavior of the
users (e.g. walking styles) for better help them.
These related works usually depend on and require expensive sensors, as for
example, laser sensors [5,13,22], or have a limited predeﬁned set of behaviors
and interaction modes with humans [10]. The present work aims to adopt less
expensive sensors and also to provide diﬀerent operation modes: tele-operation,
telepresence, autonomous robot moving and positioning and gesture recognition.
Recently the adoption of the Kinect sensor provided by Microsoft/Prime
Sense has allowed the development of 3D environment perception with low cost
[30]. The Kinect provides RGB images (video stream) and also depth images,
allowing to autonomously navigating using this sensor to avoid obstacles [20].
In previous works of our research group we have developed some applications of
autonomous navigation [6,20,21] and gesture recognition [1] using the Kinect. In
this work we adopt the Kinect to provide RGB images for face localization and
tracking, and also, to provide depth information allowing obstacle avoidance,
positioning and navigation.
3 Motivation
When we use an autonomous mobile robot, we can have a “helper buddy” that is
always available for doing some tasks for us. However, we have some diﬃculty to
prepare an autonomous robot for interacting with us, in each possible situation,
and also safely moving inside of a speciﬁc place. The robotic system can be
prepared for some speciﬁc situations (local behaviors) that contribute for solving
much of the problem. Then, if a telepresence robot is able to autonomously move
the robot base, without collisions, we can enjoy the best of both worlds: tele-
operate the robot indicating the actions we want to be executed, and, move the
robot base autonomously without having to take care of every single step on its
moves or constantly paying attention to avoid to hit obstacles. In other words,
we can use the robot in semi or completely autonomous mode and a remote
human guide can invoke the telepresence mode for interacting with a local user,
solving a speciﬁc doubt of him/her.
In order to transforming a telepresence robot into an (semi or complete)
autonomous robot, we need to develop and made available some behaviors and
robot tasks: wander, get closer, and gesture recognition.
In the wander task, the robot needs to move autonomously in the environ-
ment. Then, this task does the robot goes ahead with a constant speed and it
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should detect obstacles to avoid collisions. The objective of the wander task is
to be more easily perceived by a possible local user which needs or looks for
some help. Then, the user needs to stay in front of the robot declaring his/her
intent of interacting with the robot in a “face-to-face interaction”. The forward
robot speed is slow allowing the human detection and the interaction that can
be easily started.
The robot needs to keep autonomously a comfortable proximity to interact
with the user, getting closer to the user (but not too close), and demonstrating
its “intention” to interact and help the local user. The distance between the
robot and the user cannot be too far, causing doubts of which person is now
interacting with the robot, but it cannot be too close hampering the data cap-
ture (3D perception) from the Kinect, also posing problems to the user gesture
recognition.
Interaction is done, between the robot and the user, using a non-verbal com-
munication. The robot shows messages to the user and the user can answer with
gestures. Then, the gesture recognition task uses the Kinect data to identify the
user’s answers and allowing the autonomous interaction of the robot with the
local user.
These behaviors/tasks above described allows the robot to be used as a tour
guide, acting as a visitor assistant (local user “helper buddy”), but also, allow-
ing a remote user to assume the robot control in order to interact with the user
(telepresence mode). On the other hand, the remote user does not need to con-
trol every single movement of the robot, since the mobile robot base can move
autonomously and also avoid obstacles.
4 Basic Concepts and Techniques
In this section, the basic concepts, techniques and support tools for classify-
ing the face regions in the images, tracking the face, and execute some addi-
tional image processing task, as the mathematical morphology processing, are
presented.
4.1 Face Detection Using Viola-Jones
Viola-Jones [27] is a detection algorithm applicable for ﬁnding human faces
regions on grayscale images. A large number of features (Haar-like features)
are chosen on Viola-Jones’ training. Each feature is a simple threshold function
of the image. Figure 1 shows samples of features. The threshold is applied over
the gray level diﬀerence between the white and black rectangles. A big image
dataset is used for choosing the threshold of features. These features are called
weak classiﬁers and when they are combined they contribute to decide whether
a region of the image is a face or a non-face.
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Fig. 1. A set of Haar-like features [4].
4.2 Kalman Filter
The Kalman Filter [29] is a set of mathematical tools which can be used for
tracking elements in interactive image processing and computer vision appli-
cations. The Discrete Kalman Filter Algorithm uses a series of measurements
detected over time, involving noise (random variables), and makes estimates of
unknown variables.
The position (image’s row and column coordinates in pixels units) of tracking
is the input to the Kalman Filter in this paper. The ﬁlter estimates the output
or the tracked position in the next frame. The iteration on each frame can be
divided in a prediction and a correction step.
The prediction step is responsible for projecting the current state ahead and
the error covariance estimation for the next time step. The state ahead (x−k )
is calculated by the Eq. 1, where, A is the state transition matrix, xk−1 is the
previous state, B is the control-input matrix, and uk−1 is the previous control-
input vector (parameter). uk−1 and B are optional and we do not use in this
paper. The Eq. 2 calculates the error covariance estimation (P−k ), where, Pk−1
is the previous error covariance estimation, and Q is the estimated process error
covariance.
x−k = Axk−1 + Buk−1 (1)
P−k = APk−1A
T + Q (2)
The correction step is accountable for incorporating a new measurement to
get an improved a posteriori estimate. Before the new measurement is obtained,
the Kalman Gain (Kk) must be calculated by the Eq. 3, where, H is the observa-
tion matrix, and R is the estimated measurement error covariance. Therefore, the
new measurement can be calculated by the Eq. 4, where, zk is the measurement
vector (parameter), in other words, this contains the real-world measurement in
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this frame k. Then, the error covariance is calculated as shown in Eq. 5, where,
I is the identity matrix.
Kk = P−k H
T (HP−k H
T + R)−1 (3)
xk = x−k + Kk(zk − Hx−k ) (4)
Pk = (I − KkH)P−k (5)
On the ﬁrst iteration (k = 0), the values of x−0 , and P
−
0 (prediction step) are
not calculated but chosen. In this paper, the value 0.1 is used for R and Q, the
A is the identity matrix, and H is a matrix with 0.005 on the main diagonal and
zeros elsewhere.
4.3 Mathematical Morphology
Mathematical morphology (MM) comprises the analysis and processing of geo-
metrical structures in the image. Haralick et al. [9] deﬁne MM as the way for
purging of image data, which essential shape is kept and unnecessary information
is removed. It uses a Structuring Element (SE) for deﬁning the neighborhood
structure for each image’s pixel [24]. The SE is an image (or mask).
There are some morphological operations that can be performed on the
images. However, the basic operations are the Dilation and Erosion. Through
the basic operations, the Opening and Closing operations are derived [9]. We
apply the MM on binary images in this work, but it can be used in other types
of images as grayscale.
Erosion: The erosion is a morphological operation that tends to reduce the
object’s area on the image. The Eq. 6 deﬁnes the erosion, where, A is the input
image, B is the SE,  is the symbol of erosion, and z is the pixel analyzed
(which translates the SE) [24]. Therefore, a pixel of A remains after the erosion
whether the SE ﬁt (all pixels of SE must not be over the background) on its
neighborhood. Eﬀects and usefulness of erosion on an image are the following:
the objects area is reduced, it eliminates object with dimensions smallest of the
SE, expanding holes, and it is used for separating object [8].
A  B = {z|(B)z ⊆ A}. (6)
Dilation: The morphological operation of the dilation tends to increase the
object’s area. The Eq. 7 describes the dilation, where, A is the input image, B
is the SE, ⊕ is the dilation’s symbol [24]. Then, if any pixel of SE is over the
A, the origin of SE (the pixel analyzed) is added into A (assign the value 1). So
the dilation increases objects, ﬁlls small holes, and connects close objects [8].
A ⊕ B =
⋃
a∈A
(B)a. (7)
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Opening: In the morphological opening operation is used the Eq. 8, in other
words, the opening (the symbol is ◦) of A by B (SE) is the erosion of A by B, and
the result is then processed using a dilation by B. A geometric interpretation
can be used which B is translated inside of all objects of A and the regions
where B cannot reach are removed. The opening may be used for eliminating
protrusions, separating object, and smooth contours [8].
A ◦ B = (A  B) ⊕ B. (8)
Fig. 2. The closing example for binary image (A • B). Based on [8].
Fig. 3. The opening example for binary image (A ◦ B). Based on [8].
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Closing: The morphological closing operation of A by B (SE) is the dilation
of A by B, and then the result is processed using an erosion by B. The Eq. 9
describes the closing (the symbol is •). Geometric interpretation of the binary
closing is the displacement of B inside of the image’s background, and the posi-
tions where B cannot be just over it are added to A. The closing process is
shown in Fig. 2, and the Fig. 3 shows the opening process. The closing might be
used for ﬁlling small holes, connecting close objects, and smooth contours [8].
A • B = (A ⊕ B)  B. (9)
5 The Robotic System
The Robotic System proposed, implemented and described in this paper works
with two threads. An overview of Threads 1 and 2 are seen in Figs. 4 and 5. In
the following subsections, details about the threads are shown.
The Kinect sensor is used to get the environment data. The system gets two
images from Kinect for each frame, the ﬁrst one is RGBimage (webcam) and the
second (DepthImage) is the environmental depth or the distance in millimeters
from each pixel in the RGBimage to the Kinect. Examples of RGBimage and
DepthImage are shown at Fig. 6(a) and (b), where, the darkest pixels are closest
to the Kinect while the lightest ones are the farthest. The two threads get the
Kinect data obtained from the Acquisition step.
In the following subsections, details about the threads are discussed.
5.1 Thread 1
The Thread 1 does the interaction with people, in other words, it looks for
people and recognizes their gestures. This thread makes the autonomous inter-
action (Human-Robot). But in the steps represented by ellipses in the diagram
of Fig. 4, these steps can also receive some external human control/help (e.g.
remote human assume the robot control for environment exploration, or, enters
in a telepresence mode for human-human interaction). So, the Thread 1 can be
tele-operated (external robot movement control) in the Wander step, and/or a
person can request to interact (telepresence) using the robot to talk with another
person in the Interaction Human-Human step. In the following paragraphs, each
step of Thread 1 is explained.
Is a Person Present? In this step the robots looks for a person to interact
in the environment. In this way, people’s faces are obtained by two detectors1
Viola-Jones (see Sect. 4.1), previously trained in the frontal face detection task.
People who seek for the robot’s attention will be looking for the robot, so the
classiﬁers of frontal faces are used. The small faces are discarded, in other words,
people far from the robot are not considered.
1 Viola-Jones detectors from OpenCV (http://opencv.org) with three training ﬁles: haar-
cascade frontalface alt2.xml and haarcascade frontalface default.xml.
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Fig. 4. Thread 1: ﬂow and overview.
Of all detected faces only the largest face found in every frame is selected. A
person is considered present or not after a continuous image sequence analysis
and face recognition for 1 s. The intersection between the faces of two successive
frames is checked, if intersection exists in at least 80% of the cases examined,
the person is declared as being present.
A person is considered to be present until all questions are answered or the
preprocessing step (see Sect. 5.1) lose the person.
The robot’s Wander behavior is used while no person is detected by the face
detector.
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Fig. 5. Thread 2: ﬂow and overview
Fig. 6. The RGBimage and DepthImage from the Kinect l.
Wander: This step is used for robot navigation, wandering inside the environ-
ment. We can use three modes of wander/navigation: the autonomous mode, the
tele-operated mode, and the guided by an external controller mode (high level
task and navigation commands).
In the autonomous mode, the robot moves slowly through the environment.
It waits for the pro-activity of one person interested in the robot’s attention. In
this mode, the robot moves without knowing the local map, and no navigation
and path planning is predeﬁned.
The tele-operated mode can be activated by an external user (remote con-
trol). In this mode, a person can control the robot movement (speed and steering
angle). So, the remote person drives the robot until to ﬁnd a person and execute
the next interaction with this person.
In the guided by an external controller mode (get instructions from the mas-
ter system), the robot receives instructions of speed and steering angle comming
from another system. This other system can control the robot remotely into a
master-slave operation mode, where the mobile robot is the slave. In this mode,
the movements can be better planned, using maps and path planning algorithms,
being “smarter” than the other modes. It can do an intelligent path planning
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and navigation, e.g. moving the robot along of a corridor together with more
people moving around in this moment. When a person asks for help (stopping
just in front of the robot and facing to it), the planned path execution is stopped
until the interaction ends. This mode can work with or without a remote human
assistance.
Preprocessing: The face region is received from the “Is a person present?”
step in the ﬁrst time the Preprocessing module is called, which occurs when a
local person is detected.
The ﬁrst task of preprocessing is to avoid disturbances in DepthImage. The
Kinect has limitations in measuring very small distances. For this reason, on
the pixels with depth less than 100mm to 250mm from the Kinect the returned
values are the highest level possible (too close).
On the face region, considering the RGBimage and the result obtained from
the Viola-Jones detector, we look for the face in the correspondent pixels obtained
from the DepthImage, selecting the nearest pixel (NearestP ixelFace) of the
Kinect. An example of the NearestP ixelFace position inside of the face region is
presented in Fig. 7. All pixels with depth less than NearestP ixelFace+250 (mm)
are selected on a binary image, as shown in Fig. 8.
Fig. 7. The position in RGBimage of the NearestP ixelFace inside of the face region
(Color ﬁgure online).
The morphological closing (see Sect. 4.3) is used for joining the connected-
components, which are close to the same component. The Cross Structuring
Element is then used, applied to 3% of the image width for all width and height.
An example showing the result (binary image) of this morphological operations
is shown in Fig. 9.
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Fig. 8. The binary image with the pixels ahead of NearestP ixelFace + 250 (mm).
The connected-component, obtained from the DepthImage, which has the
biggest intersection with the face region detected in the RGBimage, has the
target person pixels. The person’s pixels are shown in the Fig. 10.
The Preprocessing step adjusts the face region for next frame (face tracking).
The search region considered in the new face region search has 102% to 120%
(adjustable) of the previous region dimensions, and the same center of the actual
region face. All pixels of person’s binary image inside of the search region are
selected. The face region will be repositioned with top set on the highest pixel
and in the center set based on the leftmost and rightmost pixels selected.
Fig. 9. The binary image after the morphological Closing.
From Tele-Operated Robots to Social Robots with Autonomous Behaviors 45
Fig. 10. The binary image with the person’s pixels selected.
A new face detection2 with Viola-Jones is done each second. Two frontal
face detectors and one proﬁle face detector are used. The biggest face regions of
each detector are selected. The face region selected with dimensions closest to
the actual face region is chosen as the new face region. The maximum allowed
variation of face region is 20%. When the new face from Viola-Jones is rejected,
the region face from the tracking is adopted for the next frame. A Viola-Jones
detection is done by one second until a compatible face region is found, or, if it
can not detect the face region during this time interval (occurs when the person
is lost), a new person face is sought in the next frame.
Is the Robot’s Position Acceptable? This step veriﬁes whether the robot
position is acceptable for interacting with the detected person (face detected and
tracked). The main goals here are keeping the face region centered on the image
width and inside an acceptable region for image height, as are shown in Fig. 11.
When the robot’s repositioning is required, the linear and angular speeds are
calculated.
The Angle value is calculated by the Eq. 10, where, (Pcx, P cy) are the coordi-
nates x and y of the central point of the face region of the person and (Pbx, P by)
are coordinates of the middle and bottom pixel (width2 , height) of image. When
the absolute value of Angle is higher than π18 (10 degrees) the robot repositioning
(reorientation/moving) is required.
Angle = arctan(
Pcy − Pby
Pcx − Pbx ) +
π
2
(10)
2 Viola-Jones detectors from OpenCV (http://opencv.org) with three training ﬁles:
haarcascade frontalface alt2.xml, haarcascade frontalface default.xml, and haarcas-
cade proﬁleface.xml.
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Fig. 11. An example of acceptable position for the detected face region. The vertical
green line is the center of the image width (objective). Between the two horizontal
yellow lines are the acceptable height face positions (Color ﬁgure online).
The forward speed has a constant value (e.g. 0.2m/s) and is used for keeping
the face region inside of the height acceptable positions. When part of the face is
outside of the allowed area, the speed of −0.2m/s (backward) is adopted. When
the face height is smaller than 20% of the height acceptable positions, then it is
adopted the speed of 0.2m/s. If the speed is non-zero, the robot’s repositioning
is required.
When the robot repositioning is required, the following steps are not perfomed.
Is Autonomous Interaction Required? This step receives requests from an
external person (tutor/guide) to interact with the local user through the robotic
system, helping him/her in a speciﬁc situation. When this request is made, the
steps of the autonomous interaction (“Show a question” and “Gesture Recog-
nition”) are not performed, and the system is used for a typical telepresence
interaction, operating as the avatar of the remote operator.
Interaction Human-Human: When this step is used, a tutor/guide (remote
user) communicates directly through audio and video with the local user, while
the robot tries to keep the user face inside of the acceptable region. If the user
“is lost” (go away), the interaction is then interrupted.
Show a Question and Gesture Recognition: The “Show a question” and
“Gesture Recognition” steps do the autonomous interaction with the person.
The ﬁrst one shows information (questions). The second one gets the answer.
The lower hands, the right hand forward, the left hand forward, and the
left and right hands forward are possible interactions and gestures that can
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be automatically recognized by the system. Therefore, the users can answer in
three diﬀerent ways (e.g. Yes, No, Cancel) to each posed question or give three
diﬀerent commands (e.g. previous, next, select). To lower the hands is reserved
as a neutral gesture that indicates the user is waiting for the next question or
have not yet provided his/her answer.
The closest pixel from the Kinect in left side of the image, related to the
center point of the face region, is adopted as the right hand marker for the right
hand forward gesture; and the closest pixel in right side of the image is adopted as
the left hand marker for the left hand forward gesture. The hand’s marker points
must be between 50 and 2000mm closer than NearestP ixelFace (see Sect. 5.1)
to be considered, and depending on the distance from NearestP ixelFace the
hand marker is considered as hand forward (upward towards the sensor) or hand
down (downward aligned with the body). The Kalman Filter (see Sect. 4.2) is
used to smooth the hands’ movements, improving the hands gesture tracking.
An example of hands localization is shown in the Fig. 12.
Fig. 12. The hands localization example. The blue dot in the left shows the right hand
position and the red dot in the right shows the left hand position. The green dot in
the head shows the NearestP ixelFace. The blue line divides the image frame in two
regions used to search the position of the right hand (left side) and left hand (right
side) (Color ﬁgure online).
Reliable answers are obtained by the system when using periods of one second
for gesture recognition. If the same answer is detected at least 80% of all the
time during the answer detection, it is adopted as the ﬁnal recognized answer.
Then, a new recognition period is started, and the system restart to count the
detected hand postures. Some interactions require that after each new answer
the user should return his hands to the neutral position.
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5.2 Thread 2
The Thread 2 ﬁnds an obstacle around of the robot. The central row of DepthIm-
age is used to get clearance from obstacles. Any pixel with depth smaller than
60 cm is considered an obstacle in this implementation. When an obstacle is
found, the external commands sent to the robot with speed and angle rotation
are ignored by the robot. At the same time, the robot start to turn (right or left)
in order to avoid collisions. It turns left if the left side of the central image row
has the smallest amount of pixels which can be considered as obstacles. Oth-
erwise, the right side is considered the best direction to turn in order to avoid
obstacles, then the robot turns right.
6 Experiments
The Human Gesture Interface module (see Sect. 5.1) and Obstacle Detection
module (see Sect. 5.2), both based on the use of the Kinect Sensor, were tested.
The autonomous robot interaction (Human-Robot) and associated behaviors
were used in the experiments described in this section.
In the ﬁrst set of experiments, the Human Gesture Interface module was
tested. Two groups of question were used for Human Gesture Interface test.
The ﬁrst group has the objective to teach the user how to use the system. The
questions and messages presente to the user were: “For answering my questions
you should use your hands, ok?!!!”, “Lower your hands!”, “YES Test: move
your right hand forward!”, “NO Test: move your left hand forward!”, and “Both
hands: move your left and right hands forward!”.
The second group does the interaction itself. The questions were: “Can I help
you?”, “Did you like this painting?”, and “Will you return here in the future?”.
These questions simulate the interaction into a museum with a robotic tour
guide. When the user answer NO on the ﬁrst question the interaction is stopped.
In this case, the other questions will not be presented and the interaction process
stops.
Three videos3 were performed representing the interaction tests. The Videos
1 and 2 show the interaction with the user without any speciﬁc problems (see
Fig. 13(a)). In the Video 3 an interruption happens (robot’s repositioning) as
shown in Fig. 13(b), and also a person passed behind the user as shown in
Fig. 13(c).
In the second set of experiments, the Obstacle Detection module was tested.
In the ﬁrst experiment the Obstacle Detection tests performed found an obstruc-
tion around of the robot. The minimal distance of the central row of DepthImage
was obtained for each frame. When this distance was less than 0.6m, the avoid-
ing collisions step was processed and the robot movements were calculated. In
the experiments, the robot turned left whenever the minimal distance is the
right side. On the other hand, it turned right whenever the minimal distance
3 See the videos at the link: https://www.youtube.com/channel/UC13inNWCkmGwo
AtpbqpJucw.
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Fig. 13. Image frames from the video demonstrating the interaction tests that were
performed.
Fig. 14. Image frames from the video demonstrating the obstacle detection tests that
were performed. The blue pixels in the center row of images represents the minimal
distance from Kinect Sensor to obstacles.
occured in the left side. Two videos3 (Videos 4 and 5) were recorded showing
the performance of the obstacle detection tests (see Fig. 14). Both videos show
the obstacle avoidance module using the Kinect Sensor to avoid obstacles and
collisions.
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In another set of experiments, we adopted a Pioneer P3AT robot as the
mobile robot platform, and the experiments have been done using the player-
stage simulation and robot control tool, in order to test the robot movements. We
used the real data obtained from the Kinect sensor, and the robot motor controls
were sent to a simulated robot. At present, we are working in the integration
of the sensor, real P3AT robot control and Kinect software, in order to make
experiments using a real robotic platform.
7 Conclusions
This paper presented a mobile robotic system proposed for Tele-Operarion,
Telepresence and Autonomous Navigation tasks, including a human-robot inter-
action module which implements gesture recognition. The proposed system uses
a Kinect sensor as the main perception/interface device. Several experiments
testing the Gesture Interface module and the Obstacle Detection module were
performed, demonstrating the reliability and functionality of the system. Three
videos were recorded presenting the performed tests with the autonomous inter-
action system (face tracking, gesture recognition, and obstacle avoidance). These
task demonstrate the system main tasks of interaction between the user and the
robot, where it was designed to be used in the next future as a museum robot
tour guide.
The Kinect sensor was used for avoiding collisions with obstacles in another
set of practical experiments, thus, demonstrating that the same sensor can be
used for interaction with the user (face and gesture recognition) and also as a
navigation helper (obstacle avoidance). Two videos were recorded to demonstrate
the tests performed of obstacle detection and avoidance task.
Tests of the system using the real robot in a real environment should be
done in the near future. Some other behaviors are being studied in order to
be included into the system, as for example: follow-me (engage in a local user
following behavior), and, path planning and robot navigation based on a map
(including unmapped/unexpected obstacles avoidance).
This robotic system can also be enhanced considering a set of robots (robot
squad), where each robot is an independent system, but they could communicate
among themselves. Then, a robot might call out another free robot (without
ongoing interaction with a person), when it perceives a new person which is
asking for help. There are many other possibilities of multi-robot applications
in this context.
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