Given a diffeomorphism, consider the uniform norm of the differential of its n-th iteration. We get a function of n called the growth sequence. Its asymptotic behaviour is an interesting dynamical invariant. In the paper, we construct diffeomorphisms of the interval [0; 1] with quite a counter-intuitive behaviour of the growth sequence. Our construction easily extends to arbitrary compact manifolds.
Introduction and main results
For a smooth compact manifold M denote by Diff 0 (M) the group of all C ∞ -smooth diffeomorphisms isotopic to the identity map 1l. Given a diffeomorphism f ∈ Diff 0 (M), define its growth sequence
Here d x f stands for the operator norm of the differential d x f calculated with respect to a Riemannian metric on M and f n , n ∈ Z, denotes the nth iterate of f . Let us say that two sequences of positive real numbers are equivalent if their ratio is bounded away from 0 and +∞. The equivalence class of the sequence Γ n (f ) is called the growth type of f . Clearly, it is well defined (that is does not depend on the choice of the metric), and is invariant under conjugations in the group of diffeomorphisms. In [DG] D'Ambra and Gromov suggested to study the growth type for various classes of diffeomorphisms. Our interest to the growth type is caused by a number of reasons. From the viewpoint of dynamics, it reflects asymptotic stretching of curves in M under iterations of f . Geometrically, the growth type of f is closely related to the distortion of the cyclic subgroup {f n } ⊂ Diff 0 (M) with respect to a natural left-invariant metric on Diff 0 (M).
In the present paper we show that the growth sequence Γ n of a smooth diffeomorphism can be quite irregular, namely it can happen that it grows very slowly along a subsequence, while the series (Γ n ) −1 converges (and therefore Γ n ≥ const · n for "most" of indices n). Our construction is local, and therefore yields existence of such diffeomorphisms on any manifold. Here is the precise formulation. Denote by L the set of all strictly increasing sequences {u(n)}, n ∈ N, of positive real numbers with u(n) → +∞ as n → +∞.
Theorem 1.1 Let B be a closed Euclidean ball of dimension ≥ 1. For every u ∈ L there exists a diffeomorphism g ∈ Diff 0 (B)\{1l} which equals the identity near the boundary and whose growth sequence satisfies
Theorem 1.1 can be easily reduced to the 1-dimensional case (see discussion following Theorem 1.3). The 1-dimensional case however turns out to be quite involved. Theorem 1.1 immediately extends to an arbitrary compact manifold. Indeed, fix a closed ball inside the manifold and extend the diffeomorphism g constructed in the theorem by the identity map. It is interesting to compare this result with restrictions on the growth type of symplectic maps which were obtained recently in [P] , [PS] . For instance, let f be an area-preserving diffeomorphism of the 2-dimensional torus which is isotopic to the identity map 1l. Assume that f = 1l and f has a fixed point. Then according to [PS] , there exists c > 0 so that
We refer to [P] for extensions to other symplectic manifolds including all closed surfaces 1 and for further discussion. Clearly the fixed point condition is crucial for the inequality (1.2). Indeed, if f is a translation of the torus, the sequence Γ n (f ) is bounded (see [P] 
and max
for some sequence n j ր +∞.
The 1-dimensional case of Theorem 1.1 is an immediate consequence of 1.3 and inequality (1.4) which will be stated right now. Take an arbitrary diffeomorphism f ∈ Diff 0 ([0; 1]), and assume that f has no invariant proper subintervals of [0; 1], say, f (x) > x for all x ∈ (0; 1). We claim that
Indeed, take a point x 0 ∈ (0; 1) and put
Obviously, It remains to prove Theorem 1.3. In order to emphasize the difficulties we face let us continue the discussion on the diffeomorphism f from Theorem 1.3. Let us focus on the function v(x) = f (x) − x. Assume for a moment that v is monotone near 1. After appropriate choice of x 0 we can think that v is non-increasing on [x 0 ; 1]. For instance, if f is not flat near 1 then the Takens normal form [T] yields the monotonicity. With this assumption, the sequence {δ n } n≥0 is monotone. Thus δ n ≤ 1 n since δ n = 1. Therefore f satisfies (1.2): max
The discussion above reveals the following features of a diffeomorphism f of an anomalous growth (that is f violates (1.2)):
• f must be flat at the end points;
• the function v must oscillate near the end points.
In what follows, we will design an oscillating function v which forces f to
Of course these oscillations are rare and small since Σδ n < ∞. An additional difficulty is that they have to be not too steep since we wish f to be C ∞ -smooth. Let us mention that flat diffeomorphisms of [0; 1] with an oscillating v were considered in a different context in papers [Se] , [K] . The rest of the paper is devoted to the proof of Theorem 1.3.
The construction
Fix a sequence {u(n)} ∈ L of positive real numbers, u(n) ր +∞ as n → +∞. For a C ∞ -function ∆ : R → (0; +∞) define recursively a sequence of
Theorem 2.1 There exists an even C ∞ -function ∆ : R → (0; +∞) with the following properties:
there is a sequence of positive integers τ i ր +∞ such that (2.3)
Such a function ∆ will be constructed later on. Meanwhile, we present an example of a diffeomorphism f with an anomalous growth of the derivative, and thus deduce Theorem 1.3. Without loss of generality assume that 
Proof of Theorem 1.3: Let us verify that f satisfies all the requirements of Theorem 1.3. 1) We claim that f is a C ∞ -diffeomorphism of the closed interval [0; 1], and moreover f is flat at the end points. Indeed, f is continuous on [0; 1] and smooth on (0; 1). Thus it suffices to check that f
for all m ≥ 2. Here we use that
. The claim follows from Property (2.4) of ∆.
2) Note that
the required anomalous growth. This completes the proof.
It remains to prove Theorem 2.1, that is to construct an even C ∞ -function with properties (2.2)-(2.4).
Idea of the construction: Take an even C ∞ -function h : R → (0; +∞) satisfying conditions (2.2) and (2.4) and such that h(0) = 1, and h(t) decreases for t > 0. For instance, we set h(t) = 1 t log 2 t for t ≥ 3. Consider the weighted average
where 0 < µ < 1. It is not difficult to check that
since the average produces "self-similar humps" of relative magnitude µ.
Then iterating this procedure with recursively choosen sequences τ i → ∞
and µ i → 0, we get an even function satisfying conditions (2.2) and (2.3). Unfortunately, we loose the smoothness property (2.4).
To mend this, we modify the operator A by introducing an additional rescaling:
where α j are suitably choosen rescaling factors. The new average still produces self-similar humps, this time without spoiling behaviour of the derivatives. Then an infinite iteration of such operators (with a careful choice of values of τ , µ and {α j } on each step) does the job.
Formal construction: Let h be as above. Take a function τ : N → N which satisfies the following recursive conditions:
We also assume that the value τ 1 is sufficiently large. Define now two functions µ : N → (0; 1) and γ : N × Z → (1; +∞) as follows:
and γ i,0 = | log µ i | .
Let Z ∞ be a space of all functions k : N → Z with finitely many non-zero values k i . Define two functions on Z ∞ as follows:
(the products have only finitely many factors). Mention that ϕ(k) < 1 and that the function ϕθ is bounded.
Fundamental definition: Put
The function ∆ is well defined since
The latter product is convergent since
since all derivatives h (m) are bounded, the same argument shows that ∆ is a
Clearly, the function ∆ is even. We have to show that it satisfies conditions (2.2)-(2.4). The proof of (2.2) and (2.3) is straightforward and we present it right now. Verification of (2.4) is more sophisticated and will be postponed until §3.
Convergence of the integral (2.2):
Since the function h is integrable, it suffices to check convergence of the series
But the last product is finite in view of (2.5). In the next to the last inequality we used that
Proof of (2.3): Denote by e i ∈ Z ∞ the vector with e i n = δ in , where i, n ∈ N. We have
Comparing this with the definition of ∆(t), we get that
Lemma 2.9
Assume the lemma and note that
and sup
It follows from Lemma 2.9 that c k ≤ µ −2 i , and hence
provided τ 1 is sufficiently large. Applying again Lemma 2.9 and substituting the last inequality into (2.8) we conclude that
which proves (2.3) modulo the lemma.
Proof of Lemma 2.9: The first inequality follows from the fact that
For the second one, we put α i,ℓ = | log µ i | |ℓ| and β i,ℓ = µ √ |ℓ| i and notice that
Note now that for every 4 positive numbers a, b, c, d
Applying this to (2.10) and using (2.11)-(2.13), we conclude that
This proves the Lemma.
Verifying asymptotic regularity
In this section, we check that the function ∆ satisfies condition (2.4).
Proof: This holds for h, and therefore for ∆ since the function
Proof: For a large positive t set
, where
Look at the definition of ∆ and split the sum over Z ∞ into 3 parts:
where Z λ−1 = {k ∈ Z ∞ | k i = 0 for all i ≥ λ}, and ||k|| = i |k i |. The first and third sums are small due to smallness of ϕ(k) while the second sum is small because h(s k (t)) is small.
as λ → +∞ (and hence as t → +∞) since the series i∈N µ i converges.
The second sum:
λ−1 and h decreases on R + we have
According to condition (2.7), if λ is sufficiently large,
Since h(t) ≤ 1 2t
for t ≥ 10, we get
The number of summands in the second sum is
and thus
The third sum: At last, let k ∈ Z λ−1 and k > λ 2 . Then there exists
as λ → ∞. This completes the proof. 
where
.
We claim that ν m,c = sup
Combining the claim with an elementary inequality
we readily complete the proof of the lemma:
To prove (3.4), we set
and check that the complement Z ∞ \K(m, c) is a finite set. Indeed, if k ∈ Z ∞ \K(m, c), then there exists i ∈ N such that
which is equivalent to two inequalities:
The first inequality shows that
therefore there exists a number j(m, c) such that i ≤ j(m, c). The second inequality tells us that
and (3.4) follows. The lemma is proved.
as t → ∞ for every m ∈ N and c ∈ [0; 1).
Proof: This follows immediately from 3.1 and 3.3.
Lemma 3.6 ∆(t + 1) ∆(t) → 1 as t → ∞ .
Proof: Observe that
for some x t ∈ [t; t + 1]. Rewrite
Note now that |∆ ′ (x t )|/∆(x t ) → 0 in view of Lemma 3.3, and ∆(x t )/∆(t) is bounded in view of 3.1. This yields the required convergence.
For a function v : R → R denote (ωv)(t) = v(t + 1) − v(t). Recall that we are proving Property (2.4) which deals with functions g m where
We have already proved that g 0 (t) → 1 as t → ±∞ (see 3.6). It remains to show that g m (t) → 0 as t → ±∞ for every m ≥ 1.
Lemma 3.7 The function g m is a finite linear combination of functions of the form
where p, ℓ 1 , . . . , ℓ m−1 ≥ 0 and
Proof: We use induction in m. For m = 0 we have p = 0, ℓ = 1, ℓ 1 = · · · = ℓ m−1 = 0. Inequality (3.8) 0 reads 2 > 1. Assume the statement of the lemma for m, and prove it for m + 1. Note that g m+1 is a finite linear combination of functions of the form R ′ /∆. In turn, R ′ /∆ is a linear combination of the following expressions:
where i = 1, . . . , m − 1, and
Let us check (3.8) m+1 in each of these 3 cases using (3.8) m :
• ℓ + 1 < p + 1 + 2 + 2ℓ 1 + · · · + mℓ m−1 ;
• ℓ + 1 < p + 2 + ℓ 1 + · · · + iℓ i−1 + (i + 1)(ℓ i − 1) +(i + 2)(ℓ i+1 + 1) + (i + 3)ℓ i+2 + · · · + mℓ m−1
• ℓ + 2 < p + 2 + 2(ℓ 1 + 1) + 3ℓ 2 + · · · + mℓ m−1 .
This completes the proof. Now we are ready to finish the proof of (2.4). It suffices to show that R(t) → 0 as t → ∞, where R is defined in Lemma 3.7. Write This completes the proof of (2.4), and therefore finishes off the proof of Theorem 2.1.
