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Abstract—We present a model predictive control (MPC) frame-
work to solve the constrained nonlinear output regulation prob-
lem. The main feature of the proposed framework is that the
application does not require the solution to classical regulator
(Francis-Byrnes-Isidori) equations or any other offline design
procedure. In particular, the proposed formulation simply min-
imizes the predicted output error, possibly with some input
regularization. Instead of using terminal cost/sets or a positive
definite stage cost as is standard in MPC theory, we build on
the theoretical results by Grimm et al. [1] using a detectability
notion. The proposed formulation is applicable if the constrained
nonlinear regulation problem is (strictly) feasible, the plant
is incrementally stabilizable and incrementally input-output to
state stable (i-IOSS/detectable). We show that for minimum
phase systems such a design ensures exponential stability of the
regulator manifold. We also provide a design procedure in case of
unstable zero dynamics using an incremental input regularization
and a nonresonance condition. Inherent robustness properties
for the noisy error/output-feedback case are established under
simplifying assumptions (e.g. no state constraints). The theoretical
results are illustrated with an example involving offset free
tracking with noisy error feedback. The paper also contains
novel results for MPC without terminal constraints with positive
semidefinite input/output stage costs that are of independent
interest.
Index Terms—Predictive control for nonlinear systems; Output
regulation; Minimum phase; Nonresonance condition; Zero dy-
namics; Trajectory tracking; Disturbance rejection; Incremental
system properties; Constrained control
I. INTRODUCTION
Motivation: Output regulation is one of the fundamental
problems in control theory, combining dynamic trajectory
tracking, disturbance rejection and output-feedback in a com-
mon framework [2], [3], [4], [5], compare also the (robust)
servomechanism problem [6]. The classical solution is to solve
the regulator/Francis-Byrnes-Isidori (FBI) equations [2], [3].
This reduces the problem to the stabilization of a dynamic
reachable state and input trajectory, which can, e.g., be studied
using the notion of convergent dynamics [4]. Alternatively, the
plant can be augmented using the internal model principle [7].
This approach directly lends itself to the error feedback
case and can also be applied to nonlinear systems using
an immersion property and an analytical description of the
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zero-dynamics (cf. [8]), compare [9], [10], [11]. Overall, the
classical solutions to the nonlinear output regulation problem
require a non-trivial offline design procedure, in particular
solving a partial differential equation [2], which is a bottleneck
for practical implementation. In this paper, we present a model
predictive control (MPC) [12] approach that solves the output
regulation problem and does not require any offline design
such as, e.g., solving the regulator equations.
Related work: Stabilization of a given steady-state using
MPC is a largely solved problem, with approaches based on
terminal ingredients (terminal set/cost) [12] or sufficiently long
prediction horizons [13], [14], [15]. Similar methods can be
applied to dynamic problems in case a dynamically feasible
state and input trajectory is given, compare [16], [17] and [18].
In the output regulation problem, typically only an output
reference is known and hence such approaches are not directly
applicable. The special case of constant exogenous signals is
often studied in MPC under the rubric of offset-free tracking
or setpoint tracking. Existing solutions compute the optimal
steady-state offline/online [19], [20], use velocity formula-
tions [21], [22] or deploy disturbance observers [23], [24],
to reduce the problem to the stabilization of a given steady-
state. In case of exogenous signals with a known period length
T , the output regulation problem can be solved by comput-
ing the optimal T -periodic trajectory offline/online [25]/[26].
In [27], output regulation is studied using a local (polynomial)
approximation to the regulator equations and the dynamic
programming equations, but no closed-loop guarantees are
obtained. In summary, the existing approaches reduce the
output regulation problem to the stabilization of a given state
and input trajectory by explicitly computing the solution to
the regulator equations online or offline. In the proposed
framework, we can drop this requirement since we use an
analysis based on the “detectability” notion from [1], which
requires neither a positive definite stage cost nor terminal
ingredients. Preliminary results in this direction, using a re-
strictive nonsingular input cost condition, can be found in the
conference paper [28], which partially overlap with the results
in Section II.
Contribution: We present an MPC framework to solve
the constrained nonlinear output regulation problem without
any offline design procedure, such as for example solving
the regulator equations. We consider the following structural
conditions: a) the regulator equations admit a strictly feasible
solution, b) the plant is incrementally stabilizable, c) the
plant is incrementally input-output to state stable (i-IOSS, de-
tectable). As a preliminary result, we consider an MPC scheme
with an input/output stage cost that minimizes the predicted
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output y and uses an input regularization w.r.t. the (typically
unknown) feedforward input piu(w), using tools from [1]
(Sec. II). Then we present two MPC schemes that ensure
exponential stability of the regulator manifold and constrained
satisfaction without solving the regulator equations. First, we
show that simply minimizing the predicted output y over a
sufficiently long prediction horizon N solves the constrained
nonlinear output regulation problem, if the system is minimum
phase, i.e., has stable zero dynamics (Sec. III). Second, in
case of T -periodic exogenous signals, we obtain the same
theoretical properties for unstable zero dynamics by including
an incremental input regularization in the MPC formulation,
assuming a nonresonance condition holds (Sec. IV). We also
establish inherent robustness properties of the proposed MPC
framework in case of noisy error feedback, given some simpli-
fying assumptions (e.g., no state constraints). We demonstrate
the applicability and simplicity of the proposed MPC approach
using a numerical example. Overall, the rigorous theoretical
guarantees in combination with the fact that no complex
design procedure is required for the implementation, makes the
proposed MPC framework suitable for practical application.
As a separate contribution, we extend the analysis from [1]
for MPC with positive semidefinite stage costs using an
observability condition to obtain exponential bounds on the
suboptimality index α similar to [13, Variant 2].
Outline: Section II presents the basic output regulation
MPC, including a theoretical analysis. Section III shows that
in case of minimum phase systems, the stability properties
from Section II remain valid without any input regularization.
Section IV presents an incremental input regularization for pe-
riodic exogenous signals, assuming a nonresonance condition
holds. Section V discusses the special case of linear systems.
Section VI demonstrates the applicability of the proposed
approach with a numerical example. Section VII concludes
the paper. In Appendix A, we extend the analysis from [1]
using an observability condition to obtain exponential bounds
on the suboptimality index αN similar to [13, Variant 2]. In
Appendix B, we extend the analysis to noisy error feedback.
Notation: For symmetric matrices A = A> ∈ Rn×n the
maximal and minimal eigenvalue are denoted by λmax(A),
λmin(A), respectively. The quadratic norm with respect to a
positive definite matrix Q = Q> is denoted by ‖x‖2Q :=
x>Qx. The positive real numbers are denoted by R≥0 = {r ∈
R| r ≥ 0}. For vectors x, y, we abreviate [x>, y>]> = (x, y).
II. CONSTRAINED OUTPUT REGULATION
AMIDST CLASSICAL RESULTS AND MPC
This section presents the basic output regulation MPC
scheme using an input regularization that requires knowledge
of the feedforward input piu(w). This scheme and the corre-
sponding analysis is the basis for Sections III and IV, which
provide MPC schemes that do not require the solution to the
regulator equations.
In Section II-A, we present the output regulation problem,
including classical results. The proposed MPC scheme is pre-
sented in Section II-B and the theoretical analysis is contained
in Section II-C.
A. Output regulation - setup and classical results
We consider the following nonlinear discrete-time system
xpt+1 = f
p(xpt , ut, wt), (1a)
wt+1 = s(wt), (1b)
yt = h(x
p
t , ut, wt), (1c)
with fp, s, h continuous. The plant dynamics are described
by equation (1a) with the plant state xp ∈ Rnp and the
control input u ∈ U ⊆ Rm. The exogenous signal w ∈
Rq is generated by the exosystem (1b) and represents both
disturbances affecting the plant (1a) and desired reference
values (1c). Equation (1c) describes a reference tracking error
y ∈ Rp, which is, e.g., the difference between the plant
output and some output reference. The exosystem state is
assumed to be contained in some positive invariant set W,
i.e., s : W→W. The control goal is to achieve output nulling
(limt→∞ ‖yt‖ = 0), while the plant state and control input
are supposed to satisfy general nonlinear constraints of the
form (xpt , ut) ∈ Zp ⊆ Xp × U ⊆ Rnp+m. The classical
solution to the output regulation problem is to find functions
pix : W→ Xp, piu : W→ U, which satisfy
pix(s(w)) =f
p(pix(w), piu(w), w), (2a)
0 =h(pix(w), piu(w), w), (2b)
for any w ∈ W. Equations (2) are called the discrete-time
regulator equations or Francis-Byrnes-Isidori (FBI) equations.
In [3, Thm. 2] it was shown that the regulator equations are
locally solvable, if the zero dynamics of the plant is hyperbolic
and the exosystem is neutrally stable.1 Given a solution to the
regulator equations (2), output regulation can be reduced to
the problem of stabilizing the error e := xp − pix(w).
Assumption 1. (Regulator equations) The regulator equa-
tions (2) admit a solution pix, piu and (pix(w), piu(w)) ∈
int(Zp) for all w ∈W.
Assumption 2. (Local incremental exponential stabilizabil-
ity [18, Ass. 1]) There exist constants cs,l, cs,u, δloc > 0
and ρs ∈ (0, 1), such that for any trajectory satisfying
(zpt , vt, wt) ∈ Zp ×W and zpt+1 = fp(zpt , vt, wt), (1b) for
all t ≥ 0, there exists a continuous incremental Lyapunov
function Vs : Xp × N → R≥0 and a Lipschitz continous
feedback κ : Xp × N → U with Vs(zpt , t) = 0, κ(zpt , t) = vt
satisfying the following inequalities for all Vs(xp, t) ≤ δloc,
and all t ≥ 0
Vs(f
p(xp, κ(xp, t), wt), t+ 1) ≤ρsVs(xp, t), (3a)
cs,l‖xp − zpt ‖2 ≤ Vs(xp, t) ≤cs,u‖xp − zpt ‖2. (3b)
Proposition 1. Let Assumptions 1–2 hold. Consider Vs, κ
corresponding to the trajectory (zpt , ut) = (pix(wt), piu(wt)).
There exists a constant δ > 0, such that for any initial con-
dition xp0 satisfying Vs(x
p
0, 0) ≤ δ, the feedback ut = κ(xpt , t)
ensures (uniform) exponential stability of the origin e = 0 and
satisfies the constraints, i.e., (xpt , ut) ∈ Zp for all t ≥ 0.
1The zero dynamics is hyperbolic, if the eigenvalues of the Jacobian
linearization do not lie on the unit circle. If the exosystem is neutrally stable,
then the eigenvalues of its Jacobian linearization lie on the unit circle.
Proof. First, note that et = x
p
t − pix(wt) = xpt − zpt . Due to
Ass. 1, we know that (zpt , vt) = (pix(wt), piu(wt)) ∈ int(Zp).
For δ ≤ δloc, applying Inequality (3a) repeatedly ensures
cs,l‖et‖2 ≤ Vs(xpt , t) ≤ ρtVs(xp0, 0) ≤ cs,uρt‖e0‖2 and thus
exponential stability of e = 0. Given that (zpt , vt) ∈ int(Zp)
(Ass. 1), there exists a constant s > 0, such that (x
p
t , ut) ∈ Zp
if ‖(xpt − zpt , ut − vt)‖ ≤ s. Due to continuity of κ and Vs,
there exists a constant δ ∈ (0, δloc], such that Vs(xp, t) ≤ δ
implies (xp, κ(xp, t)) ∈ Zp, which finishes the proof.
Assumption 2 ensures that for every feasible trajectory
(zp, vp) there exists some feedback κ to ensure exponential
stability, which can be verified independently of pix, piu,
and is sufficient to guarantee stabilizability of the trajectory
(pix(w), piu(w)), without knowing pix, piu. Similar incremental
stabilizability conditions have been considered in [18] for
trajectory tracking MPC. Satisfaction of Assumption 2 can
either be directly verified numerically or by designing a
suitable incremental Lyapunov function Vs offline, e.g. using
control contraction metrics [29], or quasi-LPV design [16],
[30]. Essentially, this result is similar to the output regulation
results in [4], which use piu as a feedforward input in combi-
nation with convergent dynamics, which is closely related to
incrementally stable dynamics, compare [31].
We point out that Proposition 1 only provides a local
solution to the constrained output regulation problem and
requires knowledge of pix, piu, the solution to the regulator
equations (2). Both of these restrictions will be relaxed in the
proposed MPC approach.
Remark 1. (Classical design procedures) Although we view
the design using pix, piu and a stabilizing feedback as the
classical solution to the output regulation problem (cf. [2],
[3], [4], [5]), especially in the area of error feedback
much progress has taken place. In particular, the immersion
property, which requires that the dynamic output feedback
is able to generate the feedforward input piu(w) is highly
relevant. In [9], [10], [11], an internal model property is
used to augment the model before designing a controller. The
construction of this internal model uses a function τ(z, w),
which is constructed using an analytical description of the
zero dynamics (cf. [9, Lemma 7.1]) and hence requires an
analytical expression of the model in the Byrnes-Isidori normal
form (BINF). Connections between the proposed MPC design
and classical tools such as the regulator equations (2), zero
dynamics and the BINF will appear throughout the paper.
However, one crucial difference will be that these concepts are
only used in the analysis, while the implementation requires no
complex offline procedures, which is one of the main benefits
of the considered framework.
B. Output regulation MPC
In the following, we present the proposed output regula-
tion MPC scheme. We denote the overall state by xt :=
(xpt , wt) ∈ X = Rnp × W ⊆ Rn, constraints by Z =
{(xp, w, u) ∈ X × U| (xp, u) ∈ Zp} and dynamics by
f(x, u) := (fp(xp, u, w), s(w)). We consider the following
stage cost
`(x, u) := ‖h(xp, u, w)‖2Q + ‖u− piu(w)‖2R, (4)
which penalizes the tracking error y and contains an input
regularization w.r.t. the feedforward input piu(w) using positive
definite matrices Q = Q> ∈ Rp×p, R = R> ∈ Rm×m.
The stage cost ` (4) requires the knowledge of the input
feedforward piu(w). This may be rather restrictive and is only
used for some preliminary analysis in Theorem 1 based on
existing methods from [1]. Sections III and IV will be devoted
to dropping this requirement by assuming that the system is
minimum phase or suitable changing the MPC formulation
in (5). The MPC optimization problem is given as
VN (xt) := inf
u·|t∈UN
JN (x·|t, u·|t) :=
N−1∑
k=0
`(xk|t, uk|t), (5a)
s.t. xp0|t = x
p
t , w0|t = wt, (5b)
wk+1|t = s(wk|t), (5c)
xpk+1|t = f
p(xpk|t, uk|t, wk|t), (5d)
(xpk|t, uk|t) ∈ Zp, (5e)
k = 0, . . . , N − 1,
with a prediction horizon N ∈ N. For simplicity we assume
U compact. The solution2 to this optimization problem is the
value function VN and optimal state and input trajectories
(x∗·|t, u
∗
·|t) with xk|t = (x
p
k|t, wk|t). The resulting closed-loop
system is given by
ut = u
∗
0|t, xt+1 = f(xt, u
∗
0|t) = x
∗
1|t, t ≥ 0. (6)
In order to solve the optimization problem (5) with the stage
cost (4), we need to be able to predict both the plant state xp
and the exosystem state w, and thus we initially assume that
x = (xp, w) can be measured and an accurate prediction model
is available. The extension to the classical error feedback
setup [32, Ch. 8], where only y can be measured will be
discussed in Remark 6.
C. Theoretical analysis
We first extend the general analysis in [1] using stabilizabil-
ity and detectability conditions in Theorem 1. In Corollary 1,
we show that the MPC schemes solves the output regulation
problem using incremental properties of the plant.
1) MPC - semidefinite costs and set stabilization: We con-
sider the following continuous state measure to be minimized
σ(x) := ‖xp − pix(w)‖2 = ‖e‖2. (7)
Achieving σ(x) = 0 is equivalent to driving the system
to the regulator manifold A := {x ∈ X| xp = pix(w)}.
We consider the following stabilizability and detectability
conditions, similar to [1, SA3/4].
2A minimizer exists, since fp, `, h are continuous and U is compact. If the
minimizer is not unique, an arbitrary minimizer can be chosen.
Assumption 3. (Local stabilizability) There exist constants
γs, δs > 0, such that for any x ∈ Xδ := {x ∈ X| σ(x) ≤ δs},
Problem (5) is feasible and the value function satisfies
VN (x) ≤ γsσ(x), ∀N ∈ N. (8)
Compared to [1], Assumption 3 only assumes local sta-
bilizability, which is significantly easier to verify and also
applicable to unstable systems and/or in the presence of
state constraints, which are not control invariant. In case
σ(x) = ‖x‖2 (no exosystem), Assumption 3 corresponds to
the local “controllability” condition in [15, Ass. 1], which is
less restrictive than the exponential “controllability” condition
used in [13, Ass. 3.5]. Similar local bounds on the value
function are used in tracking MPC with and without terminal
constraints in [26, Ass. 2] and [18, Prop. 2], respectively.
Assumption 4. (Detectability) There exists a function W :
X→ R≥0 and constants γo, o > 0, such that
W (x) ≤γoσ(x), (9a)
W (f(x, u))−W (x) ≤− oσ(x) + `(x, u), (9b)
for any (x, u) ∈ Z .
Remark 2. Assumption 4 is a special case of the strict
dissipativity condition typically used in economic MPC [33].
The main difference is that W satisfies the upper bound (9a),
while in economic MPC only boundedness (from below) of W
is assumed, compare [34]. This small technical difference is
the main reason that the analysis of economic MPC schemes
and the resulting performance bounds are significantly more
conservative, compare [35]. Note that Assumption 4 is trivially
satisfied with W = 0 if `(x, u) ≥ σ(x), which is the standard
case studied in the MPC literature, compare e.g. [13], [18].
The following theorem combines ideas from [1, Thm. 1–
2] to deal with positive semidefinite stage costs ` using a
detectability condition (Ass. 4) with the methods in [18,
Thm. 1–2] to consider less restrictive local stabilizability
conditions (Ass. 3).
Theorem 1. Let Assumptions 3–4 hold. For any constant Y >
0, there exist constants NY , γY > 0, such that for N > NY
and initial condition x0 ∈ XY := {x ∈ X| VN (x) +W (x) ≤
Y }, the closed loop satisfies the posed constraints and the
function YN := VN +W satisfies
oσ(xt) ≤ YN (xt) ≤γY σ(xt), (10a)
YN (f(xt, ut))− YN (xt) ≤− αN oσ(xt), (10b)
with
αN := 1− γsγY
2o(N − 1)
> 0. (10c)
Furthermore, the closed loop satisfies the following transient
performance bound
αN
T−1∑
t=0
`(xt, ut) ≤ YN (x0) ≤ Y , ∀T ∈ N. (10d)
Proof. We first show inequalities (10a)–(10b) for all xt ∈ XY ,
and then the performance bound (10d). Abbreviate `k =
`(x∗k|t, u
∗
k|t).
Part I. The lower bound in (10a) follows with `0 ≥ 0, and
YN (xt)
(5a)
≥ `0 +W (xt)
(9b)
≥ oσ(xt) +W (x∗1|t) ≥ oσ(xt).
For any xt ∈ Xδ , we directly obtain the bound YN (xt) ≤
(γs+γo)σ(xt) using (8), (9a). The upper bound in (10a) holds
with γY := max
{
γs + γo,
Y
δs
}
using this bound, xt ∈ XY
and a case distinction whether or not xt ∈ Xδ , similar to [18,
Thm. 2], [15].
Part II. The detectability condition (Ass. 4) implies
W (x∗N |t)−W (xt) =
N−1∑
k=0
W (x∗k+1|t)−W (x∗k|t)
(9b)
≤
N−1∑
k=0
−oσ(x∗k|t) +
N−1∑
k=0
`k. (11a)
Using W (x∗N |t) ≥ 0, and xt ∈ XY , we arrive at
o
N−1∑
k=0
σ(x∗k|t)
(11a)
≤ YN (xt)
(10a)
≤ min{Y , γY σ(xt)}. (11b)
Thus, there exists a kx ∈ {1, . . . , N − 1}, such that
σ(x∗kx|t) ≤
min{Y , γY σ(xt)}
o(N − 1) . (11c)
Given N ≥ N0 := 1 + Yδso , this implies x∗kx|t ∈ Xδ . Thus,
Assumption 3 ensures that starting at x∗kx|t there exists a
feasible state and input trajectory satisfying the bound (8),
which implies
VN (xt+1) + `0 ≤
kx−1∑
k=0
`k + VN−kx+1(x
∗
kx|t) (11d)
(8)
≤VN (xt) + γsσ(x∗kx|t)
(11c)
≤ VN (xt) + γsγY
o(N − 1)σ(xt).
Combining (11d) and (9b), the function YN satisfies (10b).
Furthermore, αN > 0 follows from (10c), using N > N1 :=
1 + γsγY /
2
o. All the arguments hold with N > NY :=
max{N0, N1}. In addition, Inequality (10b) ensures YN is
nonincreasing and thus xt ∈ XY for all t ≥ 0.
Part III. Using YN = VN +W ≥ VN ≥ 0, αN ≤ 1 and the
following inequality in a telescopic sum
YN (xt+1)− YN (xt)− αN (W (xt+1)−W (xt))
=(1− αN )(YN (xt+1)− YN (xt)) + αN (VN (xt+1)− VN (xt))
(10b),(11d)
≤ −αN`(xt, ut), (11e)
implies the performance bound (10d).
Inequalities (10a)–(10b) directly imply limt→∞ σ(xt) = 0
and hence asymptotic convergence. Compared to [1, Thm. 1],
Theorem 1 considers a less restrictive (local) stabilizabil-
ity condition to show stability and provides a performance
bound (10d) similar to the suboptimality estimates usually
obtained in MPC without terminal constraints (with ` pos-
itive definite), compare e.g. [13], [14]. The intermediate
bound (11e) and the definition of αN in (10c) imply that as
N → ∞, we recover ∑∞t=0 `(xt, ut) ≤ V∞(x), similar to
standard results with ` positive definite [13], [14].
Remark 3. (Input-output stage cost) Similar to the consid-
ered problem of output regulation, input-output stage costs
` = ‖y‖2Q + ‖u‖2R (no exosystem) appear naturally in the
case of trajectory tracking or path following, if only some
output reference is specified as opposed to a full state refer-
ence [17]. Likewise, in case an input-output model resulting
from some system identification is used, e.g. input-output LPV
systems [36], [37], the consideration of positive semidefinite
input-output stage costs is natural. In all these results, a given
state trajectory is considered and a suitable terminal cost (and
terminal region) is constructed offline. Using Theorem 1, the
need for constructing such terminal ingredients or determining
the corresponding state trajectory can be dropped by choosing
a sufficiently large N .
The need to use an input-output stage cost ` and avoid
terminal ingredients or state references also appears in data-
driven MPC, where (linear) models are implicitly repre-
sented using data [38], [39]. However, offline verification of
the corresponding detectability and stabilizability conditions
(Ass. 3–4) with such an implicit data based model is still an
open research topic, compare, e.g., [40] where controllabil-
ity/observability properties are verified using data.
Remark 4. (Improved bounds using observability) The (quan-
titative) bounds in Theorem 1 for αN , NY can be improved if
the detectability condition (Ass. 4) is strengend to a finite-time
observability condition w.r.t. the stage cost `. In particular, the
suboptimality index αN (10c) in Theorem 1 decreases with
γ2/N (consider γ ≈ γs ≈ γY in this discussion to keep in
line with the notation in [13]), which is comparable to the
bound in [13, Variant 1] and [1]. Under the assumption that `
is positive definite (Ass. 4 holds with W = 0) the derivations
in [41], [13, Variant 2] and [18, Thm. 2], provide bounds
where 1 − αN decreases exponentially. Conceptually similar
bounds can also be recovered for the present setting with the
detectability condition (Ass. 4), given an additional finite-time
observability condition. The corresponding theoretical details
can be found in Appendix A.
2) Incremental system properties: In the following, we
derive sufficient conditions for Assumptions 3–4, assuming
the regulator equations admit a solution (Ass. 1).
Proposition 2. Let Assumptions 1 and 2 hold and suppose that
h is locally Lipschitz continuous. Then Assumption 3 holds.
Proof. In Proposition 1 it was already shown that ut =
κ(xpt , t) is a feasible control input for Vs(x
p
0, 0) ≤ δ. Thus the
optimization problem (5) is feasible with this candidate input
for all xt ∈ Xδ with δs := δ/cs,l. It remains to show that
the bound (8) holds. Similar to [18, Prop. 2], Inequalities (3)
and κ being Lipschitz imply that there exists a constant c > 0
such that
‖(xpk|t, uk|t)− (pix(wk|t), piu(wk|t)‖2 ≤ cρks‖xpt − pix(wt)‖2.
Lipschitz continuity of h with some Lipschitz constant Lh and
h(pix(wk|t), piu(wk|t), wk|t)
(2b)
= 0 imply
VN (xt) ≤
N−1∑
k=0
‖h(xpk|t, uk|t, wk|t)‖2Q
≤cL2hλmax(Q)‖xpt − pix(wt)‖2
N−1∑
k=0
ρks
≤ cL
2
hλmax(Q)
1− ρs︸ ︷︷ ︸
=:γs
‖xpt − pix(wt)‖2︸ ︷︷ ︸
=σ(xt)
.
Note that Ass. 2 could be relaxed to only hold for (xpt , ut) =
(pix(wt), piu(wt)), which is less restrictive (compare conver-
gent dynamics in [4]). However, the benefit of Ass. 2 is that
it can be verified without solving the regulator equations (2),
which is one of the main motivations of the presented work.
The detectability condition (Ass. 4) with the stage cost
` (4) requires that we can asymptotically reconstruct the state
trajectory pix(w) from the input u and output y, which can be
characterized using the notion of incremental input-output-to-
state stability (i-IOSS) [42], [43].
Assumption 5. (exponential i-IOSS) There exist constants co,l,
co,u, co,1, co,2 > 0, ρo ∈ (0, 1), such that for any trajectory
satisfying (zpt , vt, wt) ∈ Zp ×W and zpt+1 = fp(zpt , vt, wt),
(1b) for all t ≥ 0, there exists a continuous i-IOSS Lyapunov
function Vo : Xp × N→ R≥0 satisfying
co,l‖xp − zpt ‖2 ≤ Vo(xp, t) ≤ co,u‖xp − zpt ‖2, (12a)
Vo(f
p(xp, u, wt), t+ 1)− ρoVo(xp, t) (12b)
≤co,1‖u− vt‖2 + co,2‖h(xp, u, wt)− h(zpt , vt, wt)‖2,
for all (xp, u) ∈ Zp, t ≥ 0.
Proposition 3. Let Assumptions 1 and 5 hold. Then Assump-
tion 4 holds.
Proof. Assumption 1 implies (zpt , vt) = (pix(wt), piu(wt)) ∈
int(Zp) and thus Assumption 5 ensures that there exists an
i-IOSS Lyapunov function Vo(xp, t) satisfying (12). Since
the trajectory (zpt , vt) is uniquely determined by w0, we
replace the time-dependence by a dependence on w, yield-
ing Vo(xp, w). Consider W (x) = cVo(xp, w) with c =
min{λmax(R)co,1 ,
λmax(Q)
co,2
} > 0. The upper bound (9a) follows
directly from (12a) with γo = c · co,u and σ(x) = ‖xp− zpt ‖2.
Inequality (9b) holds with o = (1− ρo) · c · co,l > 0 using
W (xt+1)−W (xt)
(2b),(12b)
≤ c (co,1‖ut − piu(wt)‖2 + co,2‖h(xpt , ut, wt)‖2)
− (1− ρo)cVo(xp, w)
(12a)
≤ c · co,1
λmax(R)
‖u− piu(w)‖2R +
c · c0,2
λmax(Q)
‖h(xpt , ut, wt)‖2Q
− (1− ρo)c · co,l‖xp − pix(wt)‖2
(4),(7)
≤ − oσ(x) + `(x, u).
Remark 5. One may be tempted to consider σ(x) =
minu∈U `(x, u), which satisfies Assumption 4 with W = 0,
o = 1. However, in this case Inequality (8) in Assumption 3
is typically only satisfied if the stage cost ` is positive definite
w.r.t. (xp, u) = (pix(w), piw(w)), which is quite restrictive.
This special case of tracking a given state-input reference
trajectory is treated in [18, Thm. 2].3
Given Prop. 2–3, we can now recast Thm. 1 using intuitive
assumptions on the inherent system properties of the plant.
Corollary 1. Let Assumptions 1, 2, 5 hold. Suppose further
that pix from Ass. 1 and h are Lipschitz continuous. For any
constant Y > 0, there exists a constant NY , such that for
N > NY and initial condition x0 ∈ XY , the constraints are
satisfied and the regulator manifold A is exponentially stable
for the resulting closed loop.
Proof. First, note that Propositions 2–3 ensure that Assump-
tions 3–4 hold. Thus, for N > NY , with NY from Thm. 1,
the bounds (10) hold with αN > 0. Define the point-to-
set distance ‖x‖A := infs∈A ‖x − s‖. In the following,
we show that there exists a constant cpi > 0, such that
cpiσ(x) ≤ ‖x‖2A ≤ σ(x), which in combination with (10)
ensures exponential stability of A using standard Lyapunov
arguments. For given (xp, w), denote some minimizer by
w˜ := arg minw˜∈W ‖(pix(w˜), w˜) − (xp, w)‖. Given that pix is
Lipschitz continuous with Lipschitz constant Lpi , we have
σ(x) =‖xp − pix(w)‖2
≤2(‖xp − pix(w˜)‖2 + ‖pix(w˜)− pix(w)‖2)
≤2 max{L2pi, 1}‖(xp, w)− (pix(w˜), w˜)‖2 =: 1/cpi‖x‖2A,
where the first inequality uses ‖a+ b‖2 ≤ 2(‖a‖2 + ‖b‖2) for
any a, b ∈ Rnp . Furthermore,
‖x‖A =‖(pix(w˜), w˜)− (xp, w)‖≤‖xp − pix(w)‖ (7)=
√
σ(x),
which finishes the proof.
Overall, this result implies that the proposed MPC scheme
solves the nonlinear constrained regulation problem if:
(a) The regulator problem is (strictly) feasible (Ass. 1),
(b) The plant is incrementally stabilizable (Ass. 2) and de-
tectable (i-IOSS, Ass. 5).
The main practical restriction of the proposed formulation is
the fact that we need the feedforward piu to implement the
input regularization in the stage cost (4). This shortcoming will
be removed in Sections III and IV using additional conditions
on the zero dynamics or a modified MPC formulation, respec-
tively. Thus, with these formulations the solution to the reg-
ulator equations pix, piu is not needed for the implementation
and instead the closed loop will “find” the regulator manifold,
which is the crucial advantage of the proposed formulation
compared to, e.g., classical trajectory stabilization (Prop. 1,
[2], [3], [4]). In addition, compared to Prop. 1, the proposed
MPC scheme yields a larger region of attraction (despite the
presence of hard constraints).
Remark 6. (Error feedback and robustness) The output regu-
lation problem is classically posed without state measurements
and solved using a dynamic error feedback, compare [2]
3We note that in [18, Thm. 4], also the case of unreachable trajectories is
treated, i.e., when Assumption 1 does not hold.
and [9], [11]. In the present paper we restrict ourselves
to the nominal case of exact state measurements, but the
proposed MPC framework can be naturally extended to the
error feedback case using an observer and tools from output-
feedback MPC [44]. The theoretical details can be found in
Appendix B, where we show finite-gain L2 stability in the
presence of noisy output measurements, given some simplifying
assumptions (mainly no state constraints).
III. MINIMUM PHASE SYSTEMS
In this section, we show that in case of minimum phase
systems, the proposed output regulation MPC (Sec. II) ensures
stability, even without any input regularization. Section III-A
introduces preliminaries regarding relative degree and the
zero dynamics. Section III-B shows that the minimum phase
property implies the detectability condition (Ass. 4) for a
modified stage cost `d. Section III-C shows that the MPC
formulation (5) in Section II also yields the desired closed-
loop properties without input regularization. Some discussion
can be found in Section III-D.
A. Relative degree - Byrnes-Isidori normal form
For simplicity of exposition, we consider a single-input-
single-output (SISO) system without a direct feed through
term, i.e. m = p = 1 and h(xp, u, w) = h(x). We assume that
the system has no direct feed through to keep in line with the
setup in the relevant literature, compare [45]. The multi-input-
multi-output (MIMO) case is discussed in Remark 7 below.
For ease of notation, Assumptions 6–8 below regarding the
relative degree and the zero dynamics will be posed globally.
Relative degree: We consider the case, where the system
has a well defined relative degree d ∈ N, which is charac-
terized using the Byrnes-Isidori normal form (similar to [45,
Prop. 2.1]).
Assumption 6. (Byrnes-Isidori normal form) There exist a
Lipschitz continuous function Φ : X → Rnp and a constant
d ∈ N, such that the state ζ = (z, η) =: Φ(xp, w) =
(Φ1(x
p, w),Φ2(x
p, w)), η ∈ Rnp−d−1, z = (z1, . . . , zd+1) ∈
Rd+1 is subject to the following dynamics for all t ≥ 0:
zkt+1 =z
k+1
t , k = 1, . . . , d, (13a)
zd+1t+1 =F1(ζt, wt, ut), (13b)
ηt+1 =F2(ζt, wt, ut), (13c)
yt =z
1
t , (13d)
with wt according to (1b) and Lipschitz continuous maps
F1, F2. Furthermore, there exists a Lipschitz continuous
function Φ˜ : Rnp×W→ Rnp satisfying Φ˜(Φ(xp, w), w) = xp
for all w ∈W.
In the following, we abbreviate the dynamics (13a)–(13c)
by ζt+1 =: F (ζt, wt, ut). Assumption 6 ensures that the
system can be transformed into the Byrnes-Isidori normal
form (BINF). The inverse function Φ˜ ensures that stability
of the original plant xp is equivalent to stability of the trans-
formed state ζ. With the presentation (13) we directly have
(yt, ...yt+d) = Φ1(xt), i.e., in the next d time steps the output
y cannot be influenced by the input u. We have a well-defined
relative degree if ∂F1∂u 6= 0 for all (w, ζ, u) ∈ W × Rnp+m,
i.e., the input ut can influence the output yt+d+1, which will
be ensured through Assumption 7 below. We point out that in
Assumption 6 (and in Ass. 8 below) we only considered the
BINF for the plant state xp, but not the exosystem state w. In
particular, the zero dynamics of x contain the dynamics in w,
which are in general not contractive.
Assumption 7. (Well-defined zero dynamics) There exists a
Lipschitz continuous control law α˜ : Rnp ×W → Rm and
constants ch1 , ch2 > 0, such that
ch1 |∆u| ≤ |F1(ζ, w, α˜(ζ, w) + ∆u)| ≤ ch2 |∆u|, (14)
for all ζ ∈ Rnp , w ∈W, ∆u ∈ Rm.
Consider the set LD = {x ∈ Rn| Φ1(x) = 0}, for which
it holds that yt = 0 for t = 0, . . . , d if x0 ∈ LD, as in [46].
Condition (14) ensures that there exists a unique feedback law
α(x) := α˜(Φ(x), w), such that the zero output manifold LD is
positively invariant, which ensures that the system has a well-
defined zero dynamics, compare [9, Sec. V]. The requirement
of a unique control law is relevant for well posedness of the
zero dynamics and also the reason we restrict ourselves to
SISO (or square MIMO) systems.
B. Minimum phase systems and detectability
The following assumption ensures that the system is mini-
mum phase, i.e., the zero dynamics are asymptotically stable,
using an ISS Lyapunov function.
Assumption 8. (Minimum phase) There exist constants
c˜o,l, c˜o,u > 0, ρη ∈ (0, 1) and an ISS Lyapunov function
Vη : Rnp−d−1×W, such that for all (w, z, η, u) ∈W×Rnp+m
we have
c˜o,l‖η − η˜w‖2 ≤ Vη(η, w) ≤ c˜o,u‖η − η˜w‖2 (15a)
Vη(F2(ζ, w, u), η˜
+
w ) ≤ ρηVη(η, w) + ‖z‖2 + (u− α˜(ζ, w))2,
(15b)
with η˜w = Φ2(pix(w), w), η˜+w = Φ2(pix(w
+), w+), w+ =
s(w), ζ = (z, η).
Given a system with exosystem state w and consistently zero
output (z ≡ 0, u ≡ α˜, cf. Ass. 6–7), the state η exponentially
converges to ηw, which corresponds to the “stationary” value
of η for (xp, u) = (pix(w), piu(w)). Furthermore, the dynamics
of η with z = 0, u = α˜ are a diffeomorphic copy of the
dynamics of f on LD and thus Assumption 8 characterizes
the stability of the zero dynamics, i.e., Inequalities (15) ensure
the minimum phase property. We point out that in [47], the
strongly minimum phase property has been characterized using
the notion of Output-input stability, which is similar to the
considered ISS characterization, compare [47, Example 2].
The following proposition shows that the minimum phase
property guarantees the detectability condition (Ass. 4) with a
modified stage cost `d, similar to Proposition 3.
Proposition 4. Let Assumptions 1 and 6–8 hold. Then As-
sumption 4 holds with the modified stage cost `d(x, u) :=
h2(x) + F 21 (Φ(x), w, u).
Proof. Assumptions 7–8 directly imply
Vη(F2(ζ, w, u), s(w))− Vη(η, w) (16a)
(15)
≤ − (1− ρη) · c˜o,l‖η − η˜w‖2 + (u− α˜(ζ, w))2 + ‖z‖2
(14)
≤ − (1− ρη) · c˜o,l‖η − η˜w‖2 + F
2
1 (ζ, w, u)
ch1
+ ‖z‖2.
Note that the dynamics in z (13a)–(13b) correspond to an FIR-
filter with input F1 and output y, which is hence detectable.
Thus, there exists a quadratic IOSS Lyapunov function with
Pz = P
>
z  0 and some constants c˜o,1, c˜o,2 > 0 satisfying
‖zt+1‖2Pz − ‖zt‖2Pz
≤− ‖zt‖2 + c˜o,1F 21 (ζt, wt, ut) + c˜o,2y2t , (16b)
compare [42]. The function W˜ (z, η, w) := c1Vη(η, w) +
c2‖z‖2Pz with c2 := 1max{c˜o,2,2c˜o,1} > 0, c1 :=
min{ch1 ,c2}
2 > 0
satisfies
W˜ (ζt+1, wt+1)− W˜ (ζt, wt)
(16a)–(16b)
≤ − ˜o(‖zt‖2 + ‖ηt − η˜w‖2) + F 21 (ζt, wt, ut) + y2t
≤`d(xt, ut)− o‖xpt − pix(wt)‖2,
with ˜o := min{ c22 , c1(1 − ρη)c˜o,l} > 0 and o = ˜o/L2Φ˜,
where LΦ˜ is the Lipschitz constant of Φ˜ from Assumption 6.
The function W (x) := W˜ (Φ(xp, w), w) also satisfies the
upper bound (9a) using
W (x) =c1Vη(Φ2(x
p, w), w) + c2‖Φ1(xp, w)‖2Pz
≤c1c˜o,u‖Φ2(xp, w)− Φ2(pix(w), w)‖2
+ c2λmax(Pz)‖Φ1(xp, w)− Φ1(pix(w), w)‖2
≤max{c1c˜o,u, c2λmax(Pz)}L2Φ‖xp − pix(w)‖2,
and thus satisfies Assumption 4.
Due to the well-defined zero dynamics (Ass. 7), minimizing
F1 in the stage cost `d corresponds to an input regularization
with respect to the input u = α(x). Based on this, the result
in Proposition 4 can be intuitively interpreted in the form
of a detectability notion. In particular, detectability ensures
that for (u, y) ≡ 0, the state x is asymptotically stable. The
minimum phase property implies that the state xp − pix(w) is
asymptotically stable on the set LD (zero dynamics: y ≡ 0,
u = α(x)). Hence, the minimum phase property is similar to
detectability for a shifted input ∆u = u− α(x) and replaces
the i-IOSS condition (Ass. 5) in the analysis.
We point out that this (implicit) input regularization w.r.t.
u = α(x) is different than the input regularization w.r.t. piu(w)
considered in Section II, since in general α(xp, w) 6= piu(w),
except for xp = pix(w).
The considered stage cost satisfies `d(xt, ut) = y2t +y
2
t+d+1
and hence it is possible to directly implement an MPC scheme
with the stage cost `d, without explicitly using the BINF from
Assumption 6. The same stage cost has also been suggested
in [27, Equ. (44)] to study infinite horizon optimal regulation
and approximations thereof. Even though this stage cost can
be implemented, in Theorem 2 we show that we obtain the
same properties using a more standard output error stage cost,
albeit with a potentially larger prediction horizon N .
C. Theoretical analysis
In the following, we show that, given the minimum phase
property (Ass. 8), the proposed output regulation MPC from
Section II also ensures stability without any input regu-
larization, i.e., by using the output stage cost `y(xt) =
h2(xt) = y
2
t . The corresponding open-loop cost ist denoted
by JyN (x·|t, u·|t) :=
∑N−1
k=0 `y(xk|t) and the optimal value
function by V yN (xt). Due to the relative degree d (Ass. 6), the
cost function satisfies Jyd+1(x·|t, u·|t) = ‖Φ1(x0|t)‖2, which
will be exploited in the following theorem.
Theorem 2. Consider a SISO system and the MPC scheme (5)
with the stage cost `(x, u) replaced `y(x) (R = 0). Let
Assumptions 1–2 and 6–8 hold. Suppose further that pix from
Ass. 1 and h are Lipschitz continuous. For any constant Y > 0,
there exists a constant NY , such that for N > NY and initial
condition x0 ∈ XY := {x ∈ X| 2V yN (x)−‖Φ1(x)‖2+W (x) ≤
Y }, the constraints are satisfied and the regulator manifold A
is exponentially stable for the resulting closed loop.
Proof. The proof is structured as follows: We first show that
the MPC formulation is equivalent to an MPC using the stage
cost `d and a semi-definite terminal cost. Then, we exploit the
fact that `d satisfies the detectability condition (Ass. 4) and
extend the proof of Theorem 1/Corollary 1.
Part I. The stage costs `y(x) and `d(x, u) are such that for any
trajectory xt, ut satisfying the dynamics, we have `d(xt, ut) =
`y(xt)+`y(xt+d+1), compare the BINF (13). Define the open-
loop cost JdN (x·|t, u·|t) :=
∑N−1
k=0 `d(xk|t, uk|t). For any N ≥
d+ 1, we have
2JyN (x·|t, u·|t) =‖Φ1(xt)‖2 + JdN−d−1(x·|t, u·|t)
+ ‖Φ1(xN−d−1|t)‖2. (17a)
Hence, minimizing the cost JyN yields the same optimal input
as minimizing the stage cost `d over a shorter prediction
horizon and adding a positive-semi definite terminal cost.
Part II. In the following, we analyse the closed loop using
the shifted value function
V˜N (xt) :=2V
y
N (xt)− ‖Φ1(xt)‖2
=JdN−d−1(x
∗
·|t, u
∗
·|t) + ‖Φ1(x∗N−d−1|t)‖2. (17b)
Similar to Proposition 2, the function V˜N also satisfies As-
sumption 3 with the same constant δs > 0 and γ˜s = 2γs.
Furthermore, due to Proposition 4, we have W (f(x, u)) −
W (x) ≤ −oσ(x)+`d(x, u). Consider the Lyapunov candidate
function Y yN (x) := W (x) + V˜N (x), which also satisfies
the upper and lower bound in (10a) from Theorem 1 with
γ˜Y := max{γ˜s+γo, Y /δs} and XY = {x ∈ X| Y yN (x) ≤ Y }.
Analogous to (11a)–(11c) in the proof of Theorem 1, we use
W, `y non-negative to ensure
o
N−d−2∑
k=0
σ(x∗k|t)
(9b)
≤ W (xt) + JdN−d−1(x∗·|t, u∗·|t)
(17b)
≤ Y yN (xt).
Hence, there exists a kx ∈ {1, . . . , N − d− 2}, such that
σ(x∗kx|t) ≤
min{Y , γ˜Y σ(xt)}
o(N − d− 2) . (17c)
Given N ≥ N0 := 2 + d + Yδso , this implies x∗kx|t ∈ Xδ .
Denote `dk := `
d(x∗k|t, u
∗
k|t). Similar to (11d), we obtain
V˜N (xt+1) + `
d
0 ≤
kx−1∑
k=0
`dk + V˜N−kx+1(x
∗
kx|t)
(8),(17c)
≤ V˜N (xt) + γ˜sγ˜Y
o(N − d− 2)σ(xt).
The remainder of the proof is analogous to Theorem 1 and
Corollary 1 resulting in αN := 1 − γ˜sγ˜Y
2o(N − d− 2)
> 0 for
N > NY := max{N0, N1}, N1 := γ˜sγ˜Y /2o + d+ 2.
This result shows, for the special case of minimum phase
systems, that we can use the MPC formulation (5) without any
input regularization to solve the output regulation problem. We
emphasize that in order to apply the proposed MPC scheme,
we do not need to solve the regulator equations (2). This is
only possible, since we do not use a positive definite stage cost
` or terminal ingredients, both of which would drastically sim-
plify the theoretical analysis but would necessitate knowledge
of pix(w). Thus, compared to Proposition 1 (classical solution),
the proposed MPC scheme has the following advantages:
• Explicit solution to the regulator equations (2) is not
required,
• No explicit stabilizing controller κ (Ass. 2) is needed,
• The MPC scheme enjoys a larger region of attraction.
Compared to the MPC schemes in [25], [26] and [20], [22],
we do not pose any periodicity conditions on w or restrict
ourselves to constant values w. The restriction to minimum
phase systems will be relaxed in Section IV using a modified
MPC formulation.
D. Discussion
Remark 7. (MIMO systems) The results in this section
can be naturally extended to (square) MIMO systems with
`y(x) := ‖y‖2Q with Q = diag(qi). In this case the Byrnes-
Isidori normal form (Ass. 6) contains integrator states zi,k and
nonlinear maps F i1 for each output component y
i, with differ-
ent relative degrees di. Assumptions 7–8 remain unchanged
with F1 = (F 11 , . . . , F
p
1 ). Proposition 4 remains true with the
cost `d(xt, ut) = `y(xt) +
∑p
i=1 qi(y
i
t+di+1
)2. In Theorem 2
we consider JN−d−1 with d = maxi di and obtain the
different non-negative “terminal cost” ‖Φ1(xN−d−1|t)‖2Qd +
2
∑p
i=1
∑N−1
k=N−1−(d−di) qi(y
i
k|t)
2 with Qd = diag(qi) ∈
R
∑p
i=1(1+di)×
∑p
i=1(1+di). The remainder of the proof remains
unchanged.
Remark 8. (Classical design) The application of the proposed
output regulation MPC with the stage cost `y does not require
the solution to the regulator equations pix, piu, the transforma-
tion of the system to the BINF, the exact relative degree d, or
even a stabilizing controller κ. The analysis uses the fact that
the nonlinear functions Φ1,Φ2, pix, piu, κ, Vs, Vη, . . . exist, but
the exact formulas for these terms are not required for the
actual implementation. This fact and the constraint handling
capabilities of the MPC are the main benefits of the proposed
MPC framework, compare also the discussion in Remark 1.
We point out that the zero dynamics are also vital in the clas-
sical output regulation literature [8] and while there exist re-
sults for non-minimum phase systems, “most methods. . . only
address systems in normal form with a (globally) stable zero
dynamics” [11]. In Section IV, we will provide a slightly mod-
ified MPC design using an incremental input regularization,
that also ensures stability in the presence of unstable zero
dynamics.
Remark 9. (Implicit terminal cost and extremely short
prediction horizons) The analysis contains a terminal cost
Jyd+1(xN |t), which is locally equivalent to the value function
V yN with the optimal input u = α(x) due to Assumptions 6–7.
Thus, in the absence of constraints, a horizon N > d + 1 is
sufficient to ensure stability for such minimum phase systems,
which can be significantly less conservative than the usual
bounds obtained in MPC without terminal constraints [13],
[14], [41]. We conjecture that stronger guarantees regarding
the prediction horizon NY and the suboptimality index αN ,
even in the presence of state and input constraints,
Remark 10. (Affine systems) In the special case of affine sys-
tems f(x, u) = f0(x)+g0(x)u, we have α(x) = − f
d+2
0 (x)
fd+1o ◦g0(x) .
Thus, the well-defined relative degree (Ass. 7) reduces to fo
Lipschitz continuous and fd+10 ◦g0 non-singular with a uniform
lower and upper bound on |fd+1o (x) ◦ go(x)| for all x ∈ X.
Remark 11. (Ass. 4 does not hold with `y) Although Theo-
rem 2 ensures stability and utilizes a proof similar to Thm. 1,
this was only possible by utilizing the stage cost `d in the
analysis. Assumption 4 is in general not valid with the stage
cost `y . Consider the trivial FIR filter yt = ut−2, with
xt = (ut−1, ut−2), σ(x) = ‖x‖2, which clearly satisfies
the conditions in Thm. 2. Considering Inequality (9b) for
x = (0, 0) implies that W ((u, 0)) = 0 for all u ∈ R. Now
consider x = (x0, 0) with x0 6= 0 and u ∈ R: Inequality (9b)
implies W ((u, x0)) ≤ W ((x0, 0)) − ox20 + 0 < 0, which
contradicts the assumption that W is non-negative. Thus, this
system does not satisfy Assumption 4 with the stage cost `y .
IV. INCREMENTAL INPUT REGULARIZATION
The MPC design using an input regularization (Sec. II)
can only be implemented if the optimal feedforward input
piu(w) is known, while the analysis in Section III is restricted
to minimum phase systems. In this section we show how
these restrictions can be relaxed by using an incremental
input regularization. The proposed formulation is presented
in Section IV-A. The theoretical analysis is contained in
Section IV-B and a discussion can be found in Section IV-C.
A. Incremental input formulation for periodic signals
The main idea is to reformulate the problem, such that the
optimal feedforward input vanishes by using an incremental
input regularization in the MPC formulation. To allow for this
reformulation, we focus on periodic exogenous signals.
Assumption 9. (Periodic exogenous signals) There exists a
known period length T ∈ N, such that wt+T = wt for all
t ≥ 0 with w evolving according to (1b).
In the classical literature on output regulation, compare
e.g. [2], [3], [4], [5], the exosystem is assumed to be neu-
trally/poisson stable, which in the linear case reduces to
either constant or harmonic/periodic exogenous signals w and
hence Assumption 9 holds with T being the least common
multiple of the different period lengths. We point out that the
complexity of the following MPC formulation does not scale
with the period length T , but depends on the prediction horizon
N , and hence large values of T are not a problem.
Define a memory state for the past applied inputs as ξt :=
(ut−1, . . . ut−T ) ∈ UT . The proposed input regularized MPC
formulation is based on the following optimization problem:
V aN (x
p
t , wt, ξt) := min
u·|t∈UN
N−1∑
k=0
‖yk|t‖2Q + ‖∆uk|t‖2R (18a)
xp0|t = x
p
t , w0|t = wt, (18b)
u−j|t = ut−j , (18c)
xpk+1|t = f
p(xk|t, uk|t, wt), (18d)
wk+1|t = s(wk|t), (18e)
uk|t = uk−T |t + ∆uk|t, (18f)
yk|t = h(x
p
k|t, uk|t, wk|t), (18g)
(xpk|t, uk|t) ∈ Zp, (18h)
k = 0, . . . , N − 1,
j = max{T −N, 0}+ 1, . . . , T,
with positive definite matrices Q, R. The difference to the
MPC formulation in Sections II and III is the usage of an
incremental input regularization ‖∆u‖2R that penalizes non-
periodic input signals u. Although the optimal feedforward
solution (pix(w), piu(w)) is unknown, we know that w and
hence piu(w) is T -periodic (Ass. 9). Thus, intuitively speaking,
we know that the optimal solution should drive (y,∆u) to the
origin using the considered stage cost. We point out that a
stage cost penalizing nonperiodic trajectories has also been
recently considered in [48] for periodic optimal control.
B. Theoretical analysis
In the following, we show that the input regularized op-
timization problem (18) is equivalent to Problem (5) for an
augmented plant model with modified state and input.
Augmented plant: Consider the augmented plant model
xapt :=(x
p
t , ξt), u
a
t := ut − ut−T , (19a)
Define the block cyclic permutation matrix E0 ∈ RmT×mT
and the selection matrices E1, E2 ∈ RmT×m:
E0 :=

0m . . . 0m Im
Im . . . 0m 0m
0m
. . .
...
...
...
. . . 0m 0m
0m 0m Im 0m
 , E1 :=

Im
0m
...
0m
 , E2 :=

0m
...
0m
Im
 .
This matrix satisfies ΠT−1k=0E0 = ImT and the eigenvalues of
E0 are λk = ei2pik/T , k = 0, . . . , T − 1, all with a geometric
and algebraic multiplicity of m (due to the block structure).
We note that E>1 E0 = E
>
2 . The dynamics of the memory state
ξ and the input u can be compactly expressed as
ξt+1 = E0ξt + E1u
a
t , ut = E
>
2 ξt + u
a
t . (19b)
Thus, the augmented plant dynamics fap can be expressed as
fap(xapt , u
a
t , wt) :=(f
p(xpt , E
>
2 ξt + u
a
t , wt), E0ξt + E1u
a
t ).
(19c)
The corresponding constraint sets are given by
Xap :={xap = (xp, ξ)| x ∈ X, ξ ∈ UT }, Ua = Rm, (19d)
Zap :={(xp, ξ, ua) ∈ Xap × Ua| (xp, ua + E>2 ξ) ∈ Zp}.
The overall augmented state xa = (xap, w) is subject to the
exosystem dynamics (1b) and the following output equation
yt = h
a(xapt , u
a
t , wt) :=h(x
p
t , E
>
2 ξt + u
a
t ), wt). (19e)
Lemma 1. The optimization problem (5) with the augmented
state xa = (xap, w), input ua, the dynamics (19), and stage
cost `a(xa, ua) = ‖ha(xap, ua, w)‖2Q + ‖ua‖2R is equivalent
to the optimization problem (18).
Lemma 1 ensures that we can analyse the output regulation
MPC with incremental input regularization (18) using the
results in Theorem 1 and Corollary 1. We only need to show
that the augmented system also satisfies Assumptions 1, 2, 5,
which will be done in the following.
Proposition 5. Let Assumptions 1, 2 and 9 hold. The agu-
mented system (19) also satisfies Assumptions 1, 2.
Proof. Assumption 1: Define the recursive composition
sk+1 := s ◦ sk with the dynamics s of the exosystem in (1b).
Given that the original plant satisfies the regulator equations
(Ass. 1) and the exogenous signal is T -periodic, the augmented
system also satisfies the regulator equations (2) with piax(w) =
(pix(w), piu(s
T−1(w)), . . . , piu(w)), piau(w) = 0. Similarly, we
have (piax(w), pi
a
u(w)) ∈ int(Zap) for all w ∈W.
Assumption 2: Consider a feasible trajectory zapt = (z
p
t ,Ξt),
vat , where Ξt = (vt−1, . . . , vt−T ). Given the stabilizing
feedback κ for the plant xp in Assumption 2, consider
ua = κa(xap, t) := κ(xp, t)−E>2 ξt, which results in the same
input u, plant dynamics xp and thus (3) remains true. Denote
that successor state of ξ by ξ+ = E0ξ + E1κa(xap, t) =
E˜0ξ + E1κ(x
p, t), E˜0 := E0 − E1E>2 . The matrix E˜0
corresponds to the dynamics of a finite impulse response
(FIR) system and is thus nilpotent. Hence, the ξ dynamics
are incrementally input to state stable (i-ISS) w.r.t u with
an arbitrarily small contraction rate and thus w.l.o.g. with
ρs ∈ (0, 1) from Assumption 2, i.e., there exists a positive
definite matrix Pξ,s = P>ξ,s  0, such that
‖ξ+ − Ξt+1‖2Pξ,s ≤ ρs‖ξ − Ξt‖2Pξ,s + ‖u− vt‖2. (20)
Given κ Lipschitz continuous with κ(zpt , t) = vt and (3b), we
have ‖u − vt‖2 ≤ LκVs(xp, t) with some Lκ ≥ 0. For any
ρa,s ∈ (ρs, 1), choose c = ρa,s−ρsLκ > 0. The joint incremental
Lyapunov function Va,s(xap, t) := Vs(xp, t) + c · ‖ξ−Ξt‖2Pξ,s
satisfies (3a) with
Va,s(f
ap(xap, ua, wt), t+ 1)
(3a),(20)
≤ (ρs + cLκ)Vs(xp, t) + ρs‖ξ − Ξt‖2Pξ,s ≤ ρa,sVa,s(xap, t).
Conditions (3b) holds with ca,s,u = max{cs,u, cλmax(Pξ,s)}
and ca,s,l = min{cs,l, cλmin(Pξ,s)}.
The main benefit of this formulation is that we do not
need piu(w) for the implementation, since the incremental
input formulation in combination with the assumed periodicity
guarantees piau(w) = 0.
Detectability and the nonresonance condition: The aug-
mented plant xap is a series connection of two detectable sys-
tems: xp and ξ with u being the respective input and output. To
ensure that this system also satisfies the detectability condition
(Ass. 5), we need an additional nonresonance condition.
Assumption 10. (Nonlinear nonresonance condition) There
exist constants cR,u, cR > 0, such that for any trajectory sat-
isfying (zapt , v
a
t , wt) ∈ Zap×W and zapt+1 = fap(zapt , vat , wt),
(1b) for all t ≥ 0, there exists a continuous incremental
storage function VR : Xap × N→ R≥0 satisfying
VR(x
ap, t) ≤ cR,u‖xap − zapt ‖2, (21a)
VR(f
ap(xap, ua, w), t+ 1)− VR(xap, t) (21b)
≤cR(‖ua − vat ‖2 + ‖ha(xap, ua, wt)− ha(zpt , vat , wt)‖2)
− ‖u− vt‖2,
with xap = (xp, ξ), zapt = (z
p
t ,Ξt), u = E
>
2 ξ + u
a, and
vt = E
>
2 Ξt + v
a
t .
Loosely speaking, conditions (21) imply that if two systems
have a similar initial condition, produce a similar output and
are driven by a similar incremental input ua/va, then the input
u/v applied to the plant has to be similar. If we ignore the
incremental aspect of this condition (e.g. consider zpt = 0,
vt = 0, h(z
p
t , vt, wt) = 0), this condition implies that if
the applied control input is almost periodic (ua small), and
the output y is small, then the applied control input u is
small. Thus, this condition excludes the possibility of a non-
trivial periodic input u resulting in a vanishing output y. This
condition seems to be a relaxed version of input detectabil-
ity/observability, as for ua = va = 0 (periodic inputs) it
essentially requires that y ≡ 0 implies u ≡ 0 (assuming zero
initial conditions), similar to [49, Def. 3]. In the linear case,
this is equivalent to assuming that the poles generating here a
T -periodic input signal u with (19b) (assuming uat = 0) are
not cancelled by zeros of the plant, which corresponds to the
well established nonresonance condition, compare Section V
for a detailed proof. We point out that in [10] a different
nonlinear extension of the nonresonance condition has been
proposed, which is characterized using a rank condition on the
lie derivatives as opposed to a dissipativity characterization.
Although both characterizations correspond to the classical
nonresonance condition in the linear case, the considered for-
mulation using dissipation inequalities with a storage function
allows us to directly use an i-IOSS Lyapunov function to
establish detectability of the augmented plant, as shown in
the following proposition.
Proposition 6. Let Assumptions 5, 9 and 10 hold. The aug-
mented system (19) satisfies Ass. 5 with the stage cost `a.
Proof. Consider a feasible trajectory zapt = (z
p
t ,Ξt), v
a
t ,
where Ξt = (vt−1, . . . , vt−T ). First note that the linear
dynamics of ξ with the input ua and the output u = E>2 ξ+u
a
is observable. Thus, there exists a quadratic i-IOSS Lyapunov
function Vξ(ξ, t) = ‖ξ − Ξt‖2Pξ,o (cf. [42]) satisfying
Vξ(ξ
+, t+ 1) ≤ ρξVξ(ξ, t) + ‖ua − vat ‖2 + ‖u− vt‖2,
(22a)
with ρξ ∈ (0, 1) and ξ+ = E0ξ + E1ua, u = E>2 ξ + ua.
Consider the candidate i-IOSS Lyapunov function
Va,o(x
ap, t) := Vo(x
p, t) + Vξ(ξ, t) + c2VR(x
ap, t), (22b)
with c2 = co,1 + 1. The lower and upper bounds (12a)
follow directly with with ca,o,u := max{co,u, λmax(Pξ,0)} +
c2cR,u and ca,o,l := min{co,l, λmin(Pξ,o)}. The i-IOSS con-
dition (12b) holds with
Va,o(f
ap(xap, ua, w), t+ 1)− Va,o(xap, t)
(12b),(21b),(22a)
≤ − (1− ρo)Vo(xp, t) + (co,1 + 1− c2)‖u− vt‖2
+ (co,2 + c2cR)‖h(xp, u, wt)− h(zpt , vt, wt)‖2
− (1− ρξ)Vξ(ξ, t) + (1 + c2cR)‖ua − vat ‖2
(12a)
≤ − a(‖xp − zpt ‖2 + ‖ξ − Ξt‖2) + ca,o,1‖ua − vat ‖2
+ ca,o,2‖h(xp, u, wt)− h(zpt , vt, wt)‖2
≤− (1− ρa,o)Va,o(xap, t) + ca,o,1‖ua − vat ‖2
+ ca,o,2‖hap(xap, ua, wt)− hap(zapt , vat , wt)‖2,
with a := min{(1−ρo)co,l, (1−ρξ)λmin(Pξ,o)} > 0, ρa,o :=
1− aca,o,u ∈ (0, 1), ca,o,1 = 1+c2cR, ca,o,2 = co,2 +c2cR.
Final result: With Propositions 5–6 and Lemma 1, we can
summarize the theoretical properties of the incremental input
regularized MPC scheme (18).
Corollary 2. Suppose the plant (1) satisfies Assumptions 1, 2,
5, and Assumptions 9–10 hold. Suppose further that pix, piu,
s and h are Lipschitz continuous. For any constant Y > 0,
there exist a constant NY , such that for N > NY and initial
condition (x0, ξ0) = xa0 ∈ XaY := {xa ∈ Xa| V aN (xp, w, ξ) +
W (x) ≤ Y }, the constraints are satisfied and the (augmented)
regulator manifold Aa := {xa| xap = piax(w)} is exponentially
stable for the resulting closed loop.
Proof. Lemma 1 ensures that the MPC problem (18) corre-
sponds to the MPC problem (5) for an augmented plant xap
and Propositions 5–6 ensure that this augmented plant satisfies
Assumptions 1, 2, 5 with piax Lipschitz continuous. Thus, the
closed-loop properties follow from Corollary 1.
C. Discussion
The computational demand of the proposed approach scales
with the prediction horizon N , but not directly with the period
length T . However, the sufficient prediction horizon NY may
increase compared to bounds derived for the MPC scheme in
Section II.
Existing MPC solutions for periodic problems: For the
special case of periodic signals w, there also exist competing
approaches to solve the regulator problem. Given w0 and the
period length T , the T -periodic trajectory (pix(wt), piu(wt))
can be obtained by solving one (potentially large) nonlinear
program (NLP), as suggested in [25]. Then the output regula-
tion problem reduces to the problem of stabilizing a given state
and input trajectory, for which established MPC approaches
with and without terminal ingredients exist, compare [16],
[17] and [18], respectively. If we consider online changing
operating conditions or the error feedback setting (Remark 6),
the estimates for wt may change online and thus the large
scale NLP would have to be repeatedly solved during online
operation. The problem of online recomputing a periodic
reference trajectory can be integrated in the MPC formulation
using artificial reference trajectories, as e.g. done in [26].
The additional complexity of recomputing a periodic solution
can be further reduced using a partially decoupled MPC
design [26, Sec. 3.4].
Overall, the main advantages of the proposed MPC ap-
proach is its simplicity. No offline design for the terminal in-
gredients is required. No periodic trajectory (pix(wt), piu(wt))
needs to be computed offline/online. The overall algorithm,
design and online optimization problem is simple. One of the
main drawbacks is that, depending on system dynamics, a large
prediction horizon N may be required resulting in a potentially
larger computational complexity (compared to direct trajectory
stabilization [16], [17] with given maps pix, piu satisfying the
regulator equations (2)).
Offset-free setpoint tracking - incremental input penalty:
The problem of offset-free setpoint tracking is a special case
with s(w) = w and T = 1. In this case, ∆u penalizes the
change in the control input u, which is quite common in
the MPC literature, especially in case of offset-free setpoint
tracking, compare e.g. [21], [22], [23] and [19, Cor. 4]. Thus,
the proposed formulation is rather intuitive and similar to ex-
isting standard approaches for tracking MPC. For comparison,
in [22] a linear dynamic controller is used to characterize
the terminal cost and set and in [20] artificial setpoints are
used to track changing setpoints. The issue of estimating the
disturbances has e.g. been treated in [23], [24] for linear and
nonlinear systems with disturbance observers and can also
be treated in the proposed framework, compare Remark 6.
Compared to many of the existing approaches, the lack of
any complex offline design is one of the main benefits of
the proposed MPC framework, as it requires no terminal
ingredients, artificial setpoints, or a solution to the regulator
equations.
Nonresonance condition = tracking condition: In the case
of nonlinear setpoint tracking MPC, it is often assumed that
there exists a unique (Lipschitz continuous) map from any
output y to a corresponding steady state and input (xps , us),
compare e.g. [20, Ass. 1] or [22, Ass. 1]. Given fp, h con-
tinuously differentiable, this condition is equivalent to a rank
condition on the linearized system (cf. [20, Remark 1], [12,
Lemma 1.8]), which is equivalent to the nonresonance condi-
tion for constant exogenous signals, compare [10]. We point
out that the rank-based and dissipation-based nonresonance
characterizations are equivalent in the linear case (cf. Prop. 8
below). Thus, intuitively this tracking condition [20, Ass. 1]
is strongly related (if not equivalent) to the dissipation-based
characterization in Assumption 10 for T = 1. Furthermore, a
similar characterization to [20, Ass. 1] can be used for periodic
trajectories [26, Ass. 6], which seems to be an alternative
characterization for the property in Assumption 10.
V. SPECIAL CASE - LINEAR SYSTEMS
In this section, we consider the special case of linear
systems
xpt+1 = Ax
p
t +But + Pxwt, (23a)
wt+1 = Swt, (23b)
yt = Cx
p
t +Dut − Pywt, (23c)
and discuss how the Assumptions in Sections II–IV simplify.
In addition, Proposition 8 shows that in the linear case the
dissipation characterization in Assumption 10 is equivalent to
the classical rank based nonresonance condition.
A. Stabilizability/Detectability
Assumption 2 reduces to stabilizability of (A,B) and As-
sumption 5 reduces to detectability of (A,C) (cf. [42]). The
regulator equations (2) (Ass. 1) reduce to
ΠS = AΠ +BΓ + Px, 0 = CΠ +DΓ− Py, (24)
with pix(w) = Πw, piu(w) = Γw. Given solvability of (24) and
the stage cost ` (4), Assumption 3 and Assumption 4 reduce
to stabilizability of (A,B) (cf. Prop. 2) and detectability
of (A,C) (cf. Prop. 3). Satisfaction of Assumption 4 for
R  0 and (A,C) detectable has also been shown in [34,
Corollary 2]. In case of polytopic constraints Zp the MPC
optimization problems in Sections II–IV reduce to standard
quadratic programs (QPs).
B. Nonresonance condition
Consider the case where the matrix S has only eigenvalues
λ of the form λ = e2piik/T with some period length T ∈ N
(Ass. 9), which encompasses constant and sinusoidal exoge-
nous signals w. Correspondingly, all the eigenvalues are on
the unit circle, i.e., |λ| = 1, as is standard in the literature [3,
(A1)], [2, H1]. For simplicity, we consider square systems,
i.e., m = p. To characterize the transmission zeros of a linear
transfer matrix, we use Rosenbrock’s system matrix
G(λ) :=
(
A− λInp B
C D
)
. (25)
In particular, λ ∈ C is a zero of the transfer matrix if the
matrix G(λ) does not have full rank, compare, e.g., [50].
The classical nonresonance condition (cf. [51, Lemma 4.1])
reduces to rank(G(λk)) = np + m for all λk which are
eigenvalues of S, i.e., the transmission zeros of the plant do not
coincide with the poles of the exosystem. Solvability of (24)
can be ensured if this nonresonance condition holds and the
matrices Π, Γ are even unique since m = p, compare [51,
Lemma 4.1]. Hence, Assumption 1 holds if Zp = Rnp+m and
rank(G(λ)) = np +m for all λk which are eigenvalues of S.
The following proposition shows that if the nonresonance
condition holds for all T -periodic exosystems, then results in
Prop. 6 remain valid, i.e., the augmented plant is detectable.
Proposition 7. Consider a square linear system, with (A,C)
detectable and rank(G(λk)) = np +m for all λk = e2ikpi/T ,
k = 0, . . . , T−1. Then the augmented plant (19) is detectable.
Proof. The augmented plant (19) corresponds to
Aa =
(
A BE>2
0 E0
)
, Ca =
(
C DE>2
0 0
)
.
Detectability of (Aa, Ca) is equivalent to
rank
A− λInp BE>20 E0 − λImT
C DE>2
 = n+ Tm, (26)
for all λ ∈ C, which are eigenvalues of Aa and satisfy
|λ| ≥ 1. First, consider λk = e2piik/T , in which case
rank(E0 − λkImT ) = m(T − 1). W.l.o.g. consider m = 1.
There exists one eigenvector ξk = (e−2piik/T , . . . e−2piikT/T )
satisfying (E0 − λkI)ξk = 0. Furthermore, we have E>2 ξk =
e−2piikT/T = 1. Thus, the rank condition (26) is equivalent
to rank(G(λk)) = np + m. For λk 6= e2piik/T , the rank
condition reduces to detectability of (A,C) and thus (Aa, Ca)
is detectable.
We need to consider λk = e2ikpi/T for k = 0, . . . , T − 1
instead of only the eigenvalues of S (cf. [51, Lemma 4.1]),
since in the incremental input regularization in Section IV we
only use the fact that S is T -periodic, but do not use the
explicit eigenvalues of S in the design. In case of redundant
inputs m > p, we may be able to achieve the same output
trajectory y with different input trajectories u and thus the
augmented plant is not detectable.
The following proposition shows that the dissipation-based
characterization in Assumption 10 is equivalent to the rank
condition in Proposition 7.
Proposition 8. Consider a square linear system with (A,C)
detectable. Assumption 10 holds if and only if rank(G(λk)) =
np +m for all λk = e2ikpi/T , k = 0, . . . , T − 1.
Proof. Part I. Suppose Ass. 10 holds, but there exists some
λk, such that rank(G(λk)) < np + m, i.e., there exists some
(complex) vector (xp, u) 6= 0, such that Axp + Bu = λkxp,
Cxp + Du = 0. This corresponds to the existence of a
T−periodic state and input trajectory (xpt , ut), which satisfies
Cxpt +Dut = 0. The periodicity of this trajectory implies that
the augmented plant input satisfies uat = 0. Without loss of
generality, consider (zpt , vt, v
a
t ) = 0. Plugging the trajectories
in Condition (21b) and using a telescopic sum we arrive at∑k−1
t=0 ‖ut‖2 ≤ VR(x0, 0) − VR(xk, k) ≤ VR(x0, 0). Since
ut periodic and the sum is upper bounded, this immediately
implies u ≡ 0. Finally, since y ≡ 0 and (A,C) detectable,
xp ≡ 0. Thus, the only periodic solution that satisfies y = 0
is the trivial solution (xp, u) = 0 and thus rank(G(λk)) =
np +m.
Part II. Suppose rank(G(λk)) = np + m and (A,C)
is detectable. Then Prop. 7 ensures that (Aa, Ca) is de-
tectable and thus (cf. [42]) there exists a quadratic i-IOSS
Lyapunov function Va,o(xap, t) = ‖xap − zapt ‖2Pa,o satisfying
Assumption 5. Consider VR(xap, t) = cVa,o(xap, t) with
c = 2(1−ρa,o)λmin(Pa,o) > 0. Inequality (21a) holds with
cR,u := c · λmax(Pa,o). The definition of the input u in (19b)
implies
‖u− vt‖2 = ‖E>2 (ξ − Ξt) + ua − vat ‖2 (27)
≤2‖ua − vat ‖2 + 2 ‖E2E>2 ‖︸ ︷︷ ︸
=1
‖ξ − Ξt‖2.
Thus, condition (21b) holds with cR = max{c · co,2, c · (co,1 +
co,2) + 2} > 0 using
VR(Aax
ap +Bau
a + Pa,xwt, t+ 1)− VR(xap, t)
≤− c(1− ρa,o)‖xap − zapt ‖2Pa,o + c(co,1 + co,2)‖ua − vat ‖2
+ c · co,2‖C(xp − zpt ) +D(u− vt)‖2
≤− 2‖ξ − Ξt‖2 + (cR − 2)‖ua − vat ‖2
+ cR‖h(xp, u, wt)− h(zpt , vt, wt)‖2
(27)
≤ cR(‖ha(xap, ua, wt)− ha(zapt , vat , wt)‖2 + ‖uat − vat ‖2)
− ‖u− vt‖2.
We point out again that the rank condition rank(G(λk)) =
np + m is similar to the eigenvalue and rank conditions
used for input observability/detectability in [49, Thm. 2–3],
which is a closely related problem. A crucial relaxation in the
considered problem is that only periodic inputs need to be
observable/detectable and thus the rank condition only needs
to be checked for the eigenvalues λk corresponding to the
period length T , as opposed to all eigenvalues (outside the
unit disc).
C. Minimum phase - stable zeros
In the following, we consider a SISO system as in Sec-
tion III. The relative degree d ∈ N in Assumption 6 cor-
responds to CAkB = 0, k = 0, . . . , d and CAd+1B 6= 0
and the maps Φ, Φ˜ are linear. Furthermore, the zero dynamics
are always well-defined (Ass. 7), using α(x) = Kαx with
Kα = − CAd+2CAd+1B . If we consider the closed-loop system
u = Kαx+∆u we have η+ = Aηη+Aη,zz+Bη,u∆u+Bη,ww
and the zero dynamics are stable if Aη is Schur. In this case,
the dynamics in η are obviously also ISS with a quadratic
function Vη = ‖η − ηw‖2Pη and thus Assumption 8 holds.
The eigenvalues of Aη characterizing the zero dynamics
correspond to the zeros of the transfer function (assuming
(A,B,C,D) corresponds to a minimal realization), compare,
e.g., [50], [8].
Remark 12. (Singular LQR) In the absence of constraints
and without exosystem, the MPC problem with the stage cost
`y (Sec. III) and linear dynamics corresponds to the singular
linear quadratic regulator (LQR) with a finite horizon. Hence,
Theorem 2 ensures stability for a receding horizon implemen-
tation of finite-horizon singular LQR, if (A,B) is stabilizable
and the zero dynamics are stable.
Remark 13. (Dissipativity) As discussed in Remark 2, the de-
tectability condition in Assumption 4 is a special case of strict
dissipativity [34], which is often considered in economic MPC.
There exist recent papers analysing dissipativity for linear
quadratic problems, e.g., also for (A,C) not detectable [52,
Thm. 6.1]. However, the connection between zero dynamics
and detectability (cf. Prop. 4) and hence (strict) dissipativity
seems largely unexplored in the recent economic MPC lit-
erature. This may be particularly relevant, since Remark 11
shows that even for trivial systems the detectability condition
(Ass. 4) may not hold, while closed-loop stability can still be
guaranteed.
D. Summary
Suppose we have a linear square system that satisfies
• (A,B) stabilizable, (A,C) detectable,
• Eigenvalues of S satisfy λk = e2piik/T , T ∈ N,
• Nonresonance condition: rank(G(λk)) = np +m, ∀λk =
e2piik/T , k = 0, . . . , T − 1,
• No constraints: Zp = Rnp+m.
Then Assumptions 1–5 hold and the MPC schemes based
on (5) and (18) both solve the output regulation problem for N
sufficiently large. Furthermore, in case rank(G(λ)) = np +m
for all λ ∈ C satisfying |λ| ≥ 1 (stable zeros, Ass. 8), also the
MPC scheme in Section III solves the output regulation prob-
lem for N sufficiently large. In case the joint system (xp, w)
is detectable, we can design a stable observer and implement
an error feedback MPC with noisy output measurements that
ensures finite-gain L2 stability.
In the linear case, we clearly see that the considered con-
ditions align with the typical assumptions employed to solve
the output regulation problem, compare, e.g., the necessary
and sufficient conditions in [6, Thm. 2]. We emphasize again,
that one of the main benefits of the proposed MPC approach
(in addition to the constraint handling capabilities), is the
fact that pix, piu are not used in the implementation, since the
computation thereof can be a practical bottleneck for nonlinear
systems.
VI. NUMERICAL EXAMPLE
In Section VI-A we demonstrate by means of an academic
example the relevance of using an input regularization for
systems with unstable zero dynamics. Then, Section VI-B
shows the applicability of the proposed approach at the ex-
ample of offset-free MPC with error feedback (Rk. 6) and
nonlinear dynamics. The online computations are done using
CasADi [53].
A. Academic linear example - non-minimum phase
Consider the following academic linear system xt+1 =
0.5xt + ut, yt = xt − ut. This system is stable and has
a direct feed through. For simplicity, suppose we have no
constraints, i.e., X × U = Rn+m. The solution to the MPC
optimization problem in Section III with the stage cost `y =
‖y‖2 = ‖x−u‖2 satisfies u∗0|t = xt, xt+1 = 1.5xt, yt = 0 and
VN (xt) = 0 for any horizon N ∈ N and all t ≥ 0. Thus, the
MPC scheme minimizes the output ‖y‖, but the resulting state
and input trajectory is unstable. This problem is inherently
related to the singular input cost `y and the existence of
unstable zero dynamics. A similar phenomenon appears in
high-gain controllers which quickly ensure limt→∞ ‖yt‖ = 0
and thus often fail to stabilize systems with unstable zero
dynamics (non-minimum-phase), compare [50, Sec. 3.4]. If
the system is subject to compact input constraints ut ∈ U
and has an arbitrarily small initial non-zero condition x0, the
closed-loop error ‖yt‖ would be zero for t ∈ [0,K], until the
input ut = xt /∈ U and then the error y becomes nonzero. This
demonstrates that for general non-minimum-phase systems, an
input regularization as used in Sections II or IV is needed
to ensure stability. If we use the incremental input penalty
from Section IV with `a = ‖y‖2 + ‖∆u‖2, we can invoke
Corollary 2, which guarantees exponential stability for N ≥ 5.
B. Nonlinear offset-free tracking
In the following example, we demonstrate the applicability
of the proposed approach to nonlinear offset free MPC using
both, the pure output tracking formulation from Section III
and the incremental input formulation from Section IV. We
consider the following nonlinear model of a cement milling
circuit taken from [19]:
0.3x˙1 =− x1 + (1− α(x2, u2))φ(x2), (28a)
x˙2 =− φ(x2) + u1 + x3, (28b)
0.01x˙3 =− x3 + α(x2, u2)φ(x2), (28c)
φ(x2) = max{0,−0.1116 · x22 + 16.50x2}, (28d)
α(x2, u2) =
φ0.8(x2) · u42
3.56 · 1010 + φ(x2)0.8 · u42
. (28e)
with x ∈ R3, u ∈ R2. The discrete-time model is computed
using the 4th order Runge Kutta method and a sampling time
of one minute4. The system is subject to compact input con-
straints u ∈ U = [80, 150]× [165, 180] and no state constraints
X = Rn. The error is given by y = (x1, x3) − (w1, w2),
where w corresponds to the constant output reference w =
(110, 425).
We consider both MPC schemes (Sec. III/IV) with N = 6,
Q = I2 and R = 0/R = 10−2 · I2. The resulting closed loop
for xp0 = (120, 55, 450) can be seen in Figure 1. Both proposed
MPC formulations smoothly track the output reference, while
satisfying the active input constraints. If we compare the MPC
formulation with and without input regularization (Sec. III/IV),
the resulting closed-loop state trajectories are almost indistin-
guishable, while the absence of input regularization leads to
more aggressive control inputs.
4The units in equations (28) are hours.
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Fig. 1. Offset free tracking with state feedback: With incremental input
regularization (R = 10−2, solid) and without input regularization (R = 0,
dotted). From top to bottom: u1 (magenta), u2 (cyan), x1 (red), x2 (green),
x3 (blue). Output reference (w1, w2) = (110, 425) and input constraints are
dashed.
Noisy error feedback and inherent robustness: Now we
consider more the realistic scenario of noisy error feedback as
discussed in Remark 6, i.e., only noisy output measurements
y˜ = y + η are available, with η uniformly distributed in
[−1, 1]2. As in [19], we design an extended Kalman filter
(EKF) as an observer and implemented the output regulation
MPC in a certainty equivalent fashion, compare Appendix B
for details. The EKF uses an initial variance of Σ = 100 · In
and unit variance for noise and disturbances in the design.
The initial state estimate is given by xˆ0 = (xˆ
p
0, wˆ0) =
(100, 50, 400, 100, 400). The resulting closed loop can be seen
in Figure 2. We can see that for both MPC formulations
the control performance is rather insensitive to the noise and
estimation error. The resulting closed-loop state trajectories for
the two MPC formulations are almost indistinguishable, while
the absence of input regularization leads to more aggressive
control inputs, especially in u1.
Message: The main benefits of the proposed approach is
its simplicity. For the implementation, we only require a
prediction model, a user can suitable tune input and output
weights Q,R, and a sufficiently long prediction horizon N
needs to be chosen. In case of error feedback, we additionally
need to design a stable observer, e.g., here an extended Kalman
filter. Most importantly, the proposed design did not require
any complex offline computations. This is in contrast to most
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Fig. 2. Offset free tracking with noisy error feedback: With incremental input
regularization (R = 10−2, solid) and without input regularization (R = 0,
dotted). From top to bottom: u1 (magenta), u2 (cyan), x1 (red), x2 (green),
x3 (blue). Output reference (w1, w2) = (110, 425) and input constraints are
dashed.
approaches for output regulation (cf. e.g. [3], [4], [22], [25]),
that typically first need to compute a solution to the regulator
equations (2), which is in general non-trivial. Furthermore,
compared to classical approaches to output regulation (cf.,
e.g., [3], [4]), the proposed approach offers a large region of
attraction despite the presence of hard input constraints.
Finally, compared to tracking MPC formulations [20], [26],
the proposed approach has the following advantages:
(a) No complex offline design for terminal ingredients,
(b) No feasibilities issues and strong stability properties in
the noisy error feedback case due to the absence of
terminal constraints,
(c) A larger region of attraction,
(d) No additional decision variables to compute the optimal
steady-state x = pi(w) online.
The main drawbacks compared to tracking MPC formula-
tions [20], [26] is the fact that potentially a larger prediction
horizon N may be needed to guarantee stability and that
guaranteed performance in case of unreachable trajectories
(Ass. 1 does not hold) are difficult to establish.
VII. CONCLUSION
We have presented an MPC framework that solves the non-
linear constrained output regulation problem, given suitable
stabilizability and detectability conditions and a sufficiently
long prediction horizon. In particular, we have presented
two MPC formulations (with/without input regularization,
Sec. III/IV), that are suitable for minimum phase systems and
periodic exogenous signals, respectively. Both MPC schemes
do not require a solution to the regulator equations or other
complex offline designs. We have demonstrated the applicabil-
ity and simplicity of the MPC formulations with a numerical
example involving nonlinear offset-free tracking and noisy
error feedback.
Future research focuses on achieving robust output regula-
tion.
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APPENDIX
In Appendix A, we show that the performance estimates in
Theorem 1/Corollary 1, which are the basis of the proposed
MPC framework, can be improved by using an additional
observability condition. In Appendix B, we extend the results
in Sections II–IV to the noisy error feedback case.
A. Less conservative bounds using observability
In the following, we extend the general analysis in Theo-
rem 1 and hence also from [1] to provide less conservative
bounds, given an additional observability condition. The sub-
optimality index αN (10c) in Theorem 1 decreases with γ2/N
(we consider γ ≈ γs ≈ γY in this discussion to keep in line
with the notation in [13]) and thus the sufficient horizon NY
scales quadratically with γ, similar to [13, Variant 1]. However,
under the assumption that ` is positive definite (Ass. 4 holds
with W = 0) the derivations in [41] and [13, Variant 2],
provide bounds where NY scales with 2γ log γ. In the follow-
ing, we show how we can obtain bounds for NY , αN similar
to [13, Variant 2] using an additional/stronger observability
condition. Proposition 9 derives the improved bounds given
Assumption 11. Proposition 10 shows that Assumption 11
follows naturally from observability.
Assumption 11. (Observability) There exist constants ν ∈ N
and co > 0, such that any trajectory satisfying (xt, ut) ∈ Z ,
xt+1 = f(xt, ut) for all t ≥ 0 satisfies the following bound
σ(xt+ν) ≤ co
ν−1∑
k=0
`(xt+k, ut+k), ∀t ≥ 0. (29)
In the simple case that σ(x) = ‖x‖2 and `(x, u) ≥ ‖x‖2 +
‖u‖2, Ass. 11 holds with ν = 1 if f is Lipschitz and thus
allows to directly use arguments from [13, Variant 2].
Proposition 9. Let Assumptions 3, 4, 11 hold. For any
constant Y > 0, there exists a constant NY ,s > 0, such that
for N > NY ,s and initial condition x0 ∈ XY , the closed loop
satisfies αN,s
∑∞
t=0 `(xt, ut) ≤ Y with
αN,s :=1−
γY ,sγsco
o
(
γY ,sco + 1
γY ,sco + 2
)Nν
> 0, (30)
Nν :=
⌊
N − ν
ν
⌋
, γY ,s := max{γs, Y /δs}.
Proof. For any xt ∈ XY and any k ∈ {0, . . . , N−1}, W, ` ≥ 0
implies VN−k(x∗k|t) ≤ VN (xt) ≤ YN (xt) ≤ Y and thus
VN−k(x∗k|t) ≤ γY ,sσ(x∗k|t), similar to Thm. 1. Abbreviate
`k = `(x
∗
k|t, u
∗
k|t). Using observability (Ass. 11), we obtain
for any p ∈ {ν, . . . , N − 1}:
N−1∑
k=p
`k ≤ VN−p(x∗p|t) ≤ γY ,sσ(x∗p|t)
(35)
≤ γY ,sco
p−1∑
k=p−ν
`k,
which implies
N−1∑
k=p−ν
`k ≤ (γY ,sco + 1)
p−1∑
k=p−ν
`k. (31a)
Furthermore, we obtain
N−1∑
k=p−ν
`k =
p−1∑
k=p−ν
`k +
N−1∑
k=p
`k (31b)
(31a)
≥ 1
γY ,sco + 1
N−1∑
k=p−ν
`k +
N−1∑
k=p
`k ≥
γY ,sco + 2
γY ,sco + 1
N−1∑
k=p
`k,
for any p ∈ {ν, . . . , N − 1}. Applying this inequality recur-
sively, we obtain
1
co
σ(x∗N |t)
(35)
≤
N−1∑
k=N−ν
`k ≤
N−1∑
k=νNν
`k (31c)
(31b)
≤
(
γY ,sco + 1
γY ,sco + 2
)Nν N−1∑
k=0
`k
(5)
≤
(
γY ,sco + 1
γY ,sco + 2
)Nν
VN (xt).
Note that the bound (31c) decays exponentially in N , com-
pared to the bound in (11c), which decays with 1/N . For
N ≥ N0,s := ν log(coY /δs)
log(γY ,sco + 2)− log(γY ,sco + 1)
+ ν, this
implies x∗N |t ∈ Xδ .
VN (xt+1)− VN (xt) + `(xt, ut)
(8)
≤ γsσ(x∗N |t)
(31c)
≤ γsco
(
γY ,sco + 1
γY ,sco + 2
)Nν
VN (xt)
≤γscoγY ,s
(
γY ,sco + 1
γY ,sco + 2
)Nν
σ(xt).
Analogous to the derivation in Theorem 1, we obtain
YN (xt+1)− YN (xt) ≤ −αN,soσ(xt),
with αN,s according (30) using (8), (9b), (31c). Finally,
αN,s > 0 and N > No,s holds for
N > NY ,s := ν
max{log(γY ,sγsco/o), log(coY /δs)}
log(γY ,s + 2co)− log(γY ,s + co)
+ ν.
The remainder of the proof is analogous to Theorem 1.
We conjecture that the bound (30) can be further improved
by using an approach similar to [13, Variant 3].
Observability: We consider the following observability con-
dition, similar to standard conditions used in the literature for
optimization based observer design [12, Def. 4.13].
Assumption 12. (ν-step i-OSS) There exist constants ν ∈ N
and cobs > 0, such that for any trajectories satisfying
xpt+1 = f
p(xpt , ut, wt), z
p
t+1 = f
p(zpt , ut, wt), wt+1 = s(wt),
(xpt , ut) ∈ Zp, (zpt , ut) ∈ Zp for all t ≥ 0, the following
inequality holds for all t ≥ 0:
‖xpt − zpt ‖2 (32)
≤ cobs
ν−1∑
j=0
‖h(xpt+j , ut+j , wt+j)− h(zpt+j , ut+j , wt+j)‖2.
Assumption 12 implies that two trajectories subject to the
same input/disturbance ut/wt generate the same output h over
ν steps, only if they had the same initial condition. In the linear
case (Sec. V), Assumption 12 reduces to (A,C) observable.
Proposition 10. Let Assumptions 1 and 12 hold and suppose
that fp, h are Lipschitz continuous. Then Assumption 11 holds.
Proof. Consider zpt = pix(wt), vt = piu(wt) (Ass. 1) and
x˜pt+1 = f
p(x˜pt , vt, wt), x
p
0 = x˜
p
0, x
p
t+1 = f
p(xpt , ut, wt),
which implies
σ(x0)
(7)
= ‖xp0 − zp0‖2
(2b),(32)
≤ cobs
ν−1∑
j=0
‖h(x˜pj , vj , wj)‖2. (33a)
Lipschitz continuity of fp implies for any k = 0, . . . , ν:
‖xpk − x˜pk‖2 ≤ c1
ν−1∑
j=0
‖uj − vj‖2, (33b)
with some constant c1 > 0. Similarly, Lipschitz continuity
implies for any k = 1, . . . , ν:
c2σ(xk) =c2‖xpk − zpk‖2 ≤ 2c2‖x˜pk − zpk‖2 + 2c2‖xkp − x˜pk‖2
(33b)
≤ 2c2L2kf ‖xp0 − zp0‖2 + 2c2c1
ν−1∑
j=0
‖uj − vj‖2
≤σ(x0) +
ν−1∑
j=0
‖uj − vj‖2, (33c)
with the Lipschitz constant Lf > 0 and c2 =
1
2 max{1,L2νf ,c1}
> 0, where we used ‖a+b‖2 ≤ 2(‖a‖2+‖b‖2)
in the first inequality. Using further Lipschitz continuity of h
and ‖a+ b‖2 ≤ 2(‖a‖2 + ‖b‖2), we have
‖h(x˜pj , vj , wj)‖2 (33d)
≤2‖h(xpj , uj , wj)‖2 + 2L2h(‖x˜pj − xpj‖2 + ‖uj − vj‖2),
for j = 0, . . . , ν − 1. Combining all these inequalities, we
arrive at
c2σ(xν)
(33c)
≤ σ(x0) +
ν−1∑
j=0
‖uj − vj‖2
(33a)
≤
ν−1∑
j=0
cobs‖h(x˜pj , vj , wj)‖2 + ‖uj − vj‖2
(33d)
≤
ν−1∑
j=0
2cobs(‖h(xpj , uj , wj)‖2 + L2h(‖x˜pj − xpj‖2 + ‖uj − vj‖2))
+ ‖uj − vj‖2
(33b)
≤
ν−1∑
j=0
2cobs‖h(xpj , uj , wj)‖2 + (1 + 2cobsL2h(1 + νc1))‖uj − vj‖2
(4)
≤max
{
2cobs
λmax(Q)
,
1 + 2cobsL
2
h(1 + νc1)
λmin(R)
} ν−1∑
j=0
`(xj , uj).
Remark 14. (Flat systems and observability) Consider the
setup in Section III. In the special case that y is a flat output,
we have no zero dynamics, i.e. d = np − 1 in Assumption 6.
Thus, the system reduces to an FIR filter with the input F1.
Hence, similar to Prop. 10 and Prop. 4, one can show that
the stage cost `d satisfies the stronger observability condition
(Ass. 11) with co = 1, ν = d+ 1 = np.
B. Error feedback output regulation
In this section, we show how the results in Sections II–IV
can be extended to error feedback output regulation, i.e., when
only a noisy output can be measured. The setup and observer
are discussed in Section B1, continuity bounds are derived in
Section B2, finite-gain L2 stability is shown in Section B3 and
some discussion on the results can be found in Section B4.
1) Error-feedback - Setup and ISS observer: We consider
the case where only a noisy output y˜t = yt + ηt can
be measured, with some noise ηt. While the problem of
output feedback is always of relevance in MPC [44], this is
particularly the case in output regulation, which is classically
solved with a dynamic error feedback [2]. The basic idea is to
use an observer to obtain estimates (xˆp, wˆ) using (y˜, u) and
implement a certainty equivalence MPC. Then, by combining
stability properties of the observer (Ass. 16), with continuity
and stability properties of the nominal output regulation MPC
(cf. Thm. 1 and Lemma 3 below), we show finite-gain L2
stability in Theorem 3.
We consider the following simplifying assumptions.
Assumption 13. (No state constraints) The constraint set is
given by Zp = Rnp × U.
Assumption 14. (Incrementally stable plant) Assumption 2
holds with κ(xp, t) = vt and δloc =∞.
Assumption 15. (Stable exosystem) There exists a continuous
incremental Lyapunov function Vw : W × W → R≥0 and
constants cl,w, cu,w > 0, such that
cl,w‖w1 − w2‖ ≤ Vw(w1, w2) ≤cu,w‖w1 − w2‖, (34a)
Vw(s(w1), s(w2)) ≤Vw(w1, w2). (34b)
The relaxation of Assumptions 13–14 requires additional
tools from robust MPC to ensure recursive feasibility, con-
straint satisfaction and stability, which are beyond the scope
of this paper and will be briefly discussed in Remark 17
below. Assumption 15, similar to the classical conditions in [3,
(A1)], [2, H1], [19, Ass. A4.], is natural since an unstable
exosystem cannot be stabilized and an asymptotically stable
exosystem can be neglected, and hence via (34) we only
assume Lyapunov stability.
For simplicity, we consider a Luenberger-like observer with
state estimate xˆt = (xˆ
p
t , wˆt) ∈ Rn and observer gain Lt ∈
Rn×p:
xˆt+1 = f(xˆt, ut) + Lt · (y˜t − h(xˆpt , ut, wˆt)), (35)
which includes standard observer designs like extended
Kalman Filter (EKF) or high-gain observers. We denote the
observer error by eˆt = xt − xˆt. The following assumption
captures the desired properties of the observer, similar to [54,
Ass. 1].
Assumption 16. (ISS observer) There exist constants γ1, γ2,
γ3, γ4 > 0, ρ ∈ (0, 1), such that for any trajectory satisfying
(xpt , ut) ∈ Zp and (1) for all t ≥ 0, there exists an incremental
Lyapunov function Vˆo : Rn×N→ R≥0 satisfying the following
inequalities for all t ≥ 0
γ1‖eˆt‖2 ≤ Vˆo(xˆt, t) ≤γ2‖eˆt‖2, (36a)
Vˆo(xˆt+1, t+ 1) ≤ρVˆo(xˆt, t) + γ3‖ηt‖2, (36b)
‖xˆt+1 − f(xˆt, ut)‖2 ≤γ4Vˆo(xˆt, t) + γ5‖ηt‖2, (36c)
with xˆt+1 according to (35).
Conditions (36a)–(36b) imply that the observer error is
input-to-state stable (ISS). Condition (36c) directly follows
from the structure5 (35) if the observer-gain Lt is uniformly
bounded and h is Lipschitz continuous. In order to design
such a stable observer, a detectability condition similar to
Assumption 5 for the state x = (xp, w) is necessary (cf. [55,
Prop. 23]). Similar detectability conditions are also required
for error-feedback output regulation in the classical setup,
compare e.g. [2, A3/H3].
Dynamic error feedback MPC: Given the stable observer
(Ass. 16), error-feedback output regulation is simply achieved
by replacing the measured state xt = (x
p
t , wt) by the estimate
xˆt = (xˆ
p
t , wˆt) in the MPC problem (5):
VN (xˆt) := min
u·|t∈UN
N−1∑
k=0
`(xk|t, uk|t) (37a)
s.t. x0|t = xˆt, xk+1|t = f(xk|t, uk|t), (37b)
k = 0, . . . , N − 1,
with the stage cost (4). Thus, in each time step t, the observer
updates the estimate xˆt using (ut−1, y˜t−1), the optimization
problem (37) is solved and the first part of the resulting optimal
input trajectory is applied to the system, i.e. ut = u∗0|t.
2) Continuity properties: In Lemmas 2–3, we establish
incremental stability properties of the full state x and sub-
sequently continuity properties of the value function VN ,
using the following additional (global) Lipschitz continuity
conditions.
Assumption 17. (Lipschitz continuity) The function fp is Lip-
schitz continuous w.r.t. w, the output map h and the regulator
maps pix, piu from Assumption 1 are Lipschitz continuous, and√
Vs from Assumption 14 is Lipschitz continuous w.r.t. xp.
Lemma 2. Let Assumptions 13–15 and 17 hold. Then the
system (1) is incrementally stable, i.e., there exists a constant
csw > 0, such that for any two initial conditions x0, z0 ∈ Rn
and any input trajectory ut = vt ∈ U, the resulting state
trajectories xt, zt satisfy
‖xt − zt‖2 ≤ csw‖x0 − z0‖2. (38)
Proof. Assumption 15 ensures ‖wk − w˜k‖ ≤ cu,w
cl,w
‖w0− w˜0‖
for any two initial conditions w0, w˜0 of the exosystem. Con-
sider zt = (z
p
t , wt), xt = (x
p
t , w˜t) and ut = vt. Lipschitz
continuity of fp,
√
Vs (Ass. 17) and Inequality (3a) from
5Condition (36c) also follows from (36a)–(36b), if f is Lipschitz continu-
ous: ‖xˆt+1 − f(xˆt, ut)‖2 ≤ 2‖eˆt+1‖2 + 2‖f(xt, ut) − f(xˆt, ut)‖2 ≤
2
L2f+ρ
γ1
Vˆo(xˆt, t) +
2γ3
γ1
‖ηt‖2. Thus, the following results equally apply
to more general observers, e.g., constrained moving horizon estimation
(MHE) [43].
Assumption 2/14 imply the existence of a positive constant
Ls, such that√
Vs(x
p
t+1, t+ 1) =
√
Vs(fp(x
p
t , vt, w˜t), t+ 1)
≤Ls‖wt − w˜t‖+
√
Vs(fp(x
p
t , vt, wt), t+ 1)
(3a),(34)
≤ √ρs
√
Vs(x
p
t , t) + Ls
cu,w
cl,w
‖w0 − w˜0‖,
which recursively applied ensures√
Vs(x
p
t , t) ≤max
{√
Vs(x
p
0, 0),
Lswcu,w
(1−√ρs)cl,w ‖w0 − w˜0‖
}
for all t ≥ 0. Thus, condition (38) holds with csw := c
2
u,w
c2l,w
+
1
cs,l
max{√cs,u, Lswcu,w(1−√ρs)cl,w }2.
Lemma 3. Let Assumption 17 hold. There exist constants c`,
cσ > 0, such that for any x, x˜ ∈ Rn, u ∈ U and all  > 0,
the following inequalities hold:
`(x, u) ≤(1 + )`(x˜, u) + 1 + 

c`‖x− x˜‖2, (39a)
σ(x) ≤(1 + )σ(x˜) + 1 + 

cσ‖x− x˜‖2. (39b)
Suppose further that Assumptions 13–15 hold. There exists a
constant cV > 0, such that the following continuity property
holds for any x, x˜ ∈ Rn, N ∈ N and all  > 0:
VN (x) ≤ (1 + )VN (x˜) +N 1 + 

cV ‖x− x˜‖2. (39c)
Proof. Part I. Cauchy-Schwarz and Young’s inequality imply
that for any a, b ∈ Rn,  > 0, Q = Q>  0, we have
‖a+ b‖2Q ≤ (1 + )‖a‖2Q +
1 + 

‖b‖2Q. (40)
Using ` quadratic and h, piu Lipschitz continuous, we have
`(x, u)
(40)
≤ (1 + )`(x˜, u) + 1 + 

‖h(xp, u, w)− h(x˜p, u, w˜)‖2Q
+
1 + 

‖piu(w)− piu(w˜)‖2R
≤(1 + )`(x˜, u) + 1 + 

c`‖x− x˜‖2.
with c` := L2hλmax(Q) + L
2
piuλmax(R) > 0, where Lh, Lpiu
are the Lipschitz constants of h and piu, respectively. Similarly,
pix Lipschitz continuous with Lpix and σ quadratic ensure that
condition (39b) holds with cσ := 2 max{1, L2pix}.
Part II. Consider two initial conditions x0, x˜0, subject to the
same input trajectory u ∈ UN resulting in state trajectories
xt, x˜t. Lemma 2 ensures that ‖xt − x˜t‖2 ≤ csw‖x0 − x˜0‖2.
Using Inequality (39a), this ensures
JN (x·, u·) ≤ (1 + )JN (x˜·, u·) +N 1 + 

c`csw‖x0 − x˜0‖2.
Assumption 13 ensures that Problem (5) is feasible for all
x ∈ Rn , u ∈ UN and thus (39c) holds with cV := clcsw.
3) Stability analysis: The following theorem summarizes
the stability properties of the proposed MPC using inherent
robustness properties.
Theorem 3. Let Assumptions 1, 5 and 13-17 hold. There exists
a constant N1 > 0, such that for any N ∈ N satisfying N >
N1, the closed loop is finite-gain L2 stable, i.e., there exist
constants γL2,N , CN > 0, such that for all K ∈ N:
K∑
t=0
‖eˆt‖2 + σ(xt) ≤ CN (σ(x0) + ‖eˆ0‖2) +
K∑
t=0
γL2,N‖ηt‖2.
Proof. First, we show a bound on the value function VN (xˆ),
then we provide a Lyapunov function to show ISS of x w.r.t
the noise η and the estimation error eˆt. Finally, we provide a
joint Lapunov function for the state x and estimation error eˆ
w.r.t. the noise η, which implies L2-stability.
Part I. Similar to Proposition 2, Assumptions 1 and 13–14
ensure that Assumption 3 holds with δs =∞ and xt replaced
by xˆt. Using the nominal analysis in Theorem 1 Part II, with
γY = γs + γo (since δs =∞), we have
VN (x
∗
1|t) + `(xˆt, ut)
(11d)
≤ VN (xˆt) + γs(γs + γo)
o(N − 1)︸ ︷︷ ︸
=:(1−αN )o
σ(xˆt),
(41a)
with αN > 0 for N > N1 := 1 + γs(γs + γo)/2o. From the
properties of the observer (Ass. 16), we know that
et := ‖xˆt+1 − x∗1|t‖2
(36a),(36c)
≤ γ4γ2‖eˆt‖2 + γ5‖ηt‖2. (41b)
The perturbed closed loop satisfies the following inequality
similar to (41a):
VN (xˆt+1)− VN (xˆt)
(39c)
≤ (1 + 1)VN (x∗1|t)− VN (xˆt)
+N
1 + 1
1
cV ‖x∗1|t − xˆt+1‖2
(41a),(41b)
≤ 1VN (xˆt)− (1 + 1)`(xˆt, ut) +N 1 + 1
1
cV et
+ (1 + 1)(1− αN )oσ(xˆt)
(8)
≤ − (1 + 1)`(xˆt, ut) +N 1 + 1
1
cV et
+ ((1 + 1)(1− αN )o + 1γs)σ(xˆt)
(39a),(39b)
≤ − `(xt, ut) + 1 + 1
1
c`‖eˆt‖2 +N 1 + 1
1
cV et
+ (1 + 1)((1 + 1)(1− αN )o + 1γs)σ(xt)
+
1 + 1
1
((1 + 1)(1− αN )o + 1γs)cσ‖eˆt‖2
=:− `(xt, ut) + c1‖eˆt‖2 + c2et + c3σ(xt), (41c)
with constants c1, c2, c3 > 0 in dependence of 1 > 0 chosen
later.
Part II. Consider the following ISS Lyapunov function
YˆN (xˆt, xt) = W (xt) + VN (xˆt). The closed loop satisfies
YˆN (xˆt+1, xt+1)− YˆN (xˆt, xt)
(9b),(41c)
≤ c1‖eˆ‖2t + c2et − (o − c3)σ(xt)
(41b)
≤ c˜1‖eˆt‖2 + c˜2‖ηt‖2 − ˜oσ(xt), (41d)
with c˜1 := c1 + c2γ2γ4, c˜2 = c2γ5, ˜o = o − c3.
Note that ˜o = o(1 + 1)2αN − (1 + 1)1γs. Thus,
choosing 1 := min{1, αN o2(2γs+3o(1−αN ))} ∈ (0, 1] (1 ≤ 1
is only employed to simplify the expressions), we have
˜o ≥ oαN/2 > 0 and (41d) can be used to show that YˆN
is an ISS Lyapunov function w.r.t. the noise ‖ηt‖ and the
estimation error ‖eˆt‖.
Part III. Consider the joint Lyapunov function
YN,o(xˆt, xt, t) := YˆN (xˆt, xt) + cˆoVˆo(xˆt, t), with
cˆo := 2
c˜1
(1−ρ)γ1 > 0. The decrease condition follows
using
YN,o(xˆt+1, xt+1, t+ 1)− YN,o(xˆt, xt, t)
(36b),(41d)
≤ − ˜oσ(xt)− c˜1‖eˆt‖2 + (c˜2 + cˆoγ3)‖ηt‖2. (41e)
An upper bound follows from
YN,o(xˆt, xt, t) (41f)
(8),(9a),(36a)
≤ γoσ(xt) + γsσ(xˆt) + cˆoγ2‖eˆt‖2
(39b)
≤ (γo + 2γs)σ(xt) + (2cσγs + cˆoγ2)‖eˆt‖2,
where we used (39b) with  = 1. The lower bound follows
with
YN,o(xˆt, xt, t)
(36a)
≥ `(xˆt, ut) +W (xt) + cˆoγ1‖eˆt‖2
(39a)
≥ 1
2
(`(xt, ut) +W (xt)) + (cˆoγ1 − c`)‖eˆt‖2
(9b)
≥ o/2σ(xt) + (cˆoγ1 − c`)‖eˆt‖2, (41g)
where we used (39a) with  = 1 and W ≥ 0. The lower bound
is positive definite w.r.t. (σ(x) + ‖eˆt‖2), i.e. (cˆoγ1 − c`) > 0
since cˆo = 2 c˜1(1−ρ)γ1 >
c1
γ1
> c`γ1 > 0. Inequalities (41e)–(41g)
directly imply that YN,o is an ISS Lyapunov function for the
state (σ(x), ‖eˆ‖)2 and input ‖ηt‖2. Furthermore, since all the
bounds are linear/quadratic, the ISS gain is linear and thus the
L2-gain holds, compare e.g. [56, Thm. 1].
4) Discussion:
Remark 15. (Novelty output-feedback MPC) The stability
analysis in Theorem 3 has two main differences compared to
most existing inherent robustness analyses for output-feedback
MPC:
1. We establish strong stability properties (finite-gain L2): This
is due to the usage of the quadratic bounds from Lemma 3,
similar to the finite-gain stability in [57] for adaptive MPC.
For comparison, most robust MPC and output-feedback anal-
yses use simple Lipschitz bounds resulting in general practical
stability/nonlinear ISS gains (cf. [58], [59, Thm. 6]), or even
assume that no noise is present (cf. [19], [60]).
2. The value function VN is not a Lyapunov function: The
nominal stability analysis in Theorem 1 involves the storage
function W , which only provides suitable bounds (9b) for
the nominal dynamics (unless additional stronger continuity
conditions are imposed for W ). Thus, the continuity properties
from Lemma 3 do not necessarily imply similar continuity
conditions on the Lyapunov function YN (x) = W (x)+VN (x)
from Theorem 1, which is why YˆN (xˆt, xt) = W (xt)+VN (xˆt)
is considered in Theorem 3. Hence, extending the analysis to
include additive disturbances on the plant and/or exosystem
would require additional continuity conditions on the storage
function W (Ass. 4). Thus, also the general analysis in [61] is
not applicable, which assumes ISS w.r.t. additive disturbances.
To the best knowledge of the authors, Theorem 3 is the
first result to establish finite-gain stability for noisy output-
feedback MPC and in particular for the considered setup6,
where the value function is not a Lyapunov function.
Remark 16. (Uniform L2-gain in N ) We point out that the
L2-gain derived in Theorem 3 is not uniform in N , but instead
deteriorates for N →∞ due to the usage of the bound (39c).
While this is also the case for most existing inherent robust-
ness/ISS results in MPC, e.g., most evident in the bounds
in [62], [63], in MPC without terminal constraints the stability
properties ideally improve as N increases, compare e.g. [64].
The additional difficulty in the considered setup is that the
exosystem is only (marginally) stable (Ass. 15), cannot be
stabilized, but is subject to estimation errors. We conjecture
that a uniform L2-gain (for N arbitrary large) can be shown
by using a modified input candidate solution in the stability
proof.
Remark 17. (Robust constraint satisfaction) In the presence of
hard state constraints and/or unstable systems (Ass. 13 and/or
Ass. 14 does not hold), the certainty equivalence output-
feedback MPC (37) is in general not recursively feasible
and/or may not necessarily ensure stability. Given a known
set bound on the initial estimation error eˆ0 ∈ E and the
measurement noise ηt ∈ D, this problem can be circumvented
by using constraint tightening methods from robust (output-
feedback) MPC, compare e.g. [54], [64], [65], [66]. If the
bounds E,D are such that Assumption 1 remains true with
the tightened constraints (compare, e.g., [64, Ass. 4]), the
stability result from Theorem 3 remains true, albeit with more
conservative bounds N1, αN , γL2,N .
Remark 18. (Partial state feedback) An important special
case of the error-feedback setup is that in addition to the
noisy output y˜t also the plant state xp can be measured, which
simplifies the observer design. In particular, in case the plant
dynamics fp are independent of the exogenous signal w, the
problem corresponds to (partially) unknown references. These
simplified scenarios also allow for simpler solutions using a
robust design, compare [67] and [68], [69].
Remark 19. (Applicability to formulations in Sections III
and IV) The presented error-feedback analysis is equally
applicable to the formulations in Sections III and IV. In
6As discussed in [1, Remark 2], if W, `, f are continuous, N finite and
X = Rn, the system has some (possibly small) inherent robustness property.
particular, since ut is known, the state ξt = (ut−1, . . . , ut−T )
is known and thus the observer is also ISS for the augmented
state x˜ = (x, ξ) (Ass. 16 holds). Furthermore, the periodicity
condition (Ass. 9) in combination with s Lipschitz continuous
implies Assumption 15 and the two conditions are in fact
equivalent for linear systems (cf. Sec. V). We point out that for
s(w) = w (constant exogenous signal w), the proposed error-
feedback output regulation MPC provides a natural solution to
the offset-free control problem often considered in MPC [24].
Remark 20. (Exponential-linear bounds) In Sections II–IV
we used simple linear/quadratic/exponential bounds (Ass. 2,
5, 10), but the results for exact state measurements can be
directly extended to ensure asymptotic stability with more gen-
eral bounds using comparison functions, as, e.g., done in [1].
However, for the nonlinear error/output-feedback problem
considered in this section, the restriction to linear/quadratic
bounds is not without loss of generality, since the separation
principle does not hold for general nonlinear systems, but,
e.g., for nonlinear systems with linear/exponential bounds (cf.,
e.g., [70]).
Remark 21. (Linear case) In the special case of lin-
ear systems (Sec. V), Assumption 14 is equivalent to A
Schur and Assumption 17 holds since fp, h, pix, piu are lin-
ear and Vs is quadratic. A Luenberger observer (Lt con-
stant in (35)) satisfying Assumption 16 can be designed, if((
A Px
0 S
) (
C −Py
))
is detectable. For the special case
of linear systems with constant exogenous signals (S = I),
detectability is also treated extensively in [23] for offset free
tracking MPC. We point out that in the linear case, W (Ass. 4)
is quadratic and hence the stability proof in Theorem 3 can
be extended to encompass additional random disturbances.
Furthermore, in the linear unconstrained case the error
feedback MPC reduces to a linear stabilizing feedback with a
stable observer. Since ut = KN xˆt is linear in the estimation
error eˆt, which is ISS (Ass. 16), we get finite-gain L2 stability
with a gain γL2,N that improves as N → ∞, unlike in
Theorem 3.
