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Abstract
We define and study super-characters (over the complex field) of the classical finite unipotent groups
of types Bn, Cn and Dn. Under the assumption that the prime is sufficiently large, we extend the known
results for the unitriangular group proved by the first author in the papers: [C.A.M. André, Basic characters
of the unitriangular group, J. Algebra 175 (1995) 287–319], and [C.A.M. André, Basic characters of the
unitriangular group (for arbitrary primes), Proc. Amer. Math. Soc. 130 (7) (2002) 1943–1954]. In particular,
we prove that every irreducible (complex) character occurs as a constituent of a unique super-character. We
also give a combinatorial description of all the irreducible characters of maximum degree.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let p  3 be a prime number, q = pe (e  1) a power of p and Fq the finite field with q
elements. For a fixed positive integer n, let G denote one of the following classical finite groups
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orthogonal group O2n+1(q). Throughout the paper, we set U = G∩Um(q) where
m =
{
2n, if, either G = Sp2n(q), or G = O2n(q),
2n+ 1, if G = O2n+1(q),
and where Um(q) denotes the upper unitriangular group consisting of all unipotent upper-
triangular m × m matrices over Fq . For convenience, we shall use the notation USp2n(q),
UO2n(q) or UO2n+1(q) to refer to the subgroup U of Sp2n(q), O2n(q) or O2n+1(q), respec-
tively. Let J be the n× n matrix with 1’s along the anti-diagonal and 0’s elsewhere. Then,
(i) USp2n(q) =
{(
x xz
0 Jx−T J
)
∈ U2n(q): JzT − zJ = 0
}
;
(ii) UO2n(q) =
{(
x xz
0 Jx−T J
)
∈ U2n(q): JzT + zJ = 0
}
;
(iii) UO2n+1(q) =
{(
x xu xz
0 1 −uT J
0 0 Jx−T J
)
∈ U2n+1(q): JzT + zJ = −uuT
}
.
[We observe that U has order qn2 if U = USp2n(q) or U = UO2n+1(q), and qn(n−1) if U =
UO2n(q); hence, U is a Sylow p-subgroup of G (the order of G can be found in [7, p. 75]).]
The main goal of this paper is to define and prove the main properties of the “super-characters”
of the group U . Our definition extends the one given previously for the case of the unitriangular
group Un(q) (see the papers [1,3] and also [11]; in the first two papers, the super-characters were
called basic characters), and is also given in terms of certain subsets of (positive) roots. Thus, we
introduce some notation and recall some elementary facts concerning roots (for the details, we
refer to the books [6,7]; see also [10, Chapter 8]). Let T be the maximal torus of G consisting
of all diagonal matrices and Φ = Φ(G,T ) the root system defined by T . By definition, Φ is a
subset of the finite abelian group X(T ) = Hom(T ,F×q ) consisting of (rational) homomorphisms
from T to F×q ; as usual, we denote by F×q the multiplicative group of Fq and we use the additive
notation for the operation of the group X(T ). The elements of Φ are described as follows. For
each 1 i  n, let εi ∈ X(T ) be defined by εi(t) = ti for all t ∈ T ; here, we denote by ti ∈ F×q
the (i, i)th entry of the matrix t ∈ T . Then, Φ = Φ+ ∪Φ− where Φ− = −Φ+ and
Φ+ =
⎧⎨⎩
{εi ± εj : 1 i < j  n} ∪ {2εi : 1 i  n}, if G = Sp2n(q),
{εi ± εj : 1 i < j  n}, if G = O2n(q),
{εi ± εj : 1 i < j  n} ∪ {εi : 1 i  n}, if G = O2n+1(q).
The roots in Φ+ are said to be positive (and the roots in Φ− are said to be negative).
With Φ+ we associate the subset of “entries” E ⊆ {(i, j): −n i, j  n} as follows. For any
α ∈ Φ+, we set
E(α) =
⎧⎪⎪⎨⎪⎪⎩
{(i, j), (−j,−i)}, if α = εi − εj for 1 i < j  n,
{(i,−j), (j,−i)}, if α = εi + εj for 1 i < j  n,
{(i,−i)}, if G = Sp2n(q) and α = 2εi for 1 i  n,
{(i,0), (0,−i)}, if G = O2n+1(q) and α = εi for 1 i  n,
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E =
⋃
α∈Φ+
E(α).
More generally, for each subset Ψ of Φ+, we define
E(Ψ ) =
⋃
α∈Ψ
E(α).
On the other hand, we consider the mirror order ≺ on the set {0,±1, . . . ,±n} which is defined
as
1 ≺ 2 ≺ · · · ≺ n ≺ 0 ≺ −n ≺ · · · ≺ −2 ≺ −1,
and we shall index the rows (from left to right) and columns (from top to bottom) of any m×m
matrix according to this ordering. Hence, the entries of any matrix x ∈ Um(q) are indexed by all
the pairs (i, j) ∈ E : for each (i, j) ∈ E , we shall write xi,j to denote the (i, j)th entry of x (which
occurs in the ith row and in the j th column).
For any α ∈ Φ+, we define the subgroup Uα of U as follows:
(i) if α = εi − εj for 1 i < j  n, then
Uα = {x ∈ U : xi,k = 0, i < k < j};
(ii) if α = εi + εj for 1 i < j  n, then
Uα = {x ∈ U : xi,k = xj,l = 0, i < k  n, j ≺ l  0};
(iii) if, either α = 2εi for 1 i  n (in the case where U = USp2n(q)), or α = εi for 1 i  n
(in the case where U = UO2n+1(q)), then
Uα = {x ∈ U : xi,k = 0, i < k  n}.
Let ψ :Fq → C× be a non-trivial linear character of the additive group F +q of Fq (this character
will be kept fixed throughout the paper; moreover, all characters will be taken over the complex
field). Then, for any r ∈ F×q , the mapping x 	→ ψ(rxi,j ) defines a linear character λα,r :Uα → C×
of Uα , and we define the elementary character ξα,r to be the induced character
ξα,r = λα,rU
(see [1,3] for the corresponding definition in the case of the unitriangular group).
As in the case of the unitriangular group, we may define the super-characters of U as certain
“reduced” products of elementary characters. Firstly, we define the notion of basic subset of
positive roots. To start with, we recall the notion of a basic subset of E . For any −n i, j  n,
we set
ri(n) =
{
(i, k) ∈ E : −n k  n}, cj (n) = {(k, j) ∈ E : −n k  n};
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said to be basic if DE contains at most one entry from each row ri(n) and at most one entry from
each column cj (n); in other words, DE ⊆ E is basic if, and only if,∣∣DE ∩ ri(n)∣∣ 1 and ∣∣DE ∩ cj (n)∣∣ 1, for all −n i, j  n.
Finally, we say that D ⊆ Φ+ is a basic subset if, and only if, E(D) is a basic subset of E . [We
observe that, if U = Un(q) or if U = USp2n(q), then a subset D of Φ+ is basic if and only if
D satisfies the following condition for all α,β ∈ Φ+: if α ∈ D and α − β ∈ Φ , then β /∈ D.
However, this is not the case if U = UO2n(q) or if U = UO2n+1(q); in fact, in either case,
D = {εi − εj , εi + εj }, for 1 i < j  n, satisfies that condition but is not a basic subset of roots
(for example, (i, j), (i,−j) ∈ E(D)).]
Given any non-empty basic subset D ⊆ Φ+ and any map φ :D → F×q , we define the super-
character ξD,φ to be the product
ξD,φ =
∏
α∈D
ξα,φ(α).
For convenience, if D is the empty subset of Φ+, we consider the empty map φ :D → F×q and
we define ξD,φ to be the unit character 1U of U . We now state the main result of this paper (see
[1, Theorem 1] and [3, Theorem 1] for the case of the unitriangular group). [Given any finite
group G, we denote by 〈·,·〉G, or simply by 〈·,·〉, the Frobenius scalar product on the complex
vector space of all class functions defined on G.]
Theorem 1.1. Let χ be an arbitrary irreducible character of U and assume that p  2n. Then,
χ is a constituent of a unique super-character of U ; in other words, there exists a unique basic
subset D of Φ+ and a unique map φ :D → F×q such that 〈χ, ξD,φ〉 = 0.
The assumption p  2n is used in the proof of this result, but we hope that the theorem is also
true for small values of p. This assumption is made in order to allow the use of the exponential
map. In fact, although our results are primarily concerned with the character theory of a finite
group, our proofs use the method of coadjoint orbits introduced by A. Kirillov in the context
of nilpotent Lie groups (see [9,16]; see also [17]) and adapted to the case of finite unipotent
groups by D. Kazhdan (see [15] or [20, Chapter 7]). In fact, some of our results have an obvious
generalization to the case of a nilpotent Lie algebra defined over an arbitrary field (not necessarily
finite).
2. Super-characters
For each (a, b) ∈ E , let ea,b denote the standard elementary m × m matrix having 1 in the
(a, b)th entry and 0’s elsewhere, and, for each α ∈ Φ+ and each t ∈ Fq , let xα(t) denote the
element of U defined by
xα(t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 + t (ei,j − e−j,−i ), if α = εi − εj ,
1 + t (ei,−j + ej,−i ), if α = εi + εj and U = USp2n(q),
1 + t (ei,−j − ej,−i ), if α = εi + εj and U = USp2n(q),
1 + tei,−i , if U = USp2n(q) and α = 2εi ,
1 + t (e − e )− t2 e , if U = UO (q) and α = ε .i,0 0,−i 2 i,−i 2n+1 i
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image
Xα =
{
xα(t): t ∈ Fq
}
is a subgroup of U ; in the usual terminology, Xα is called the root subgroup of U associated with
α ∈ Φ+. It is well known that, for any fixed ordering of the positive roots, we have
U =
∏
α∈Φ+
Xα
and that any element x ∈ U can be written in the form
x =
∏
α∈Φ+
xα(tα),
where tα ∈ Fq , for α ∈ Φ+, are uniquely determined (see, for example, [7, Corollary 2.5.17]).
Now, we fix an arbitrary root α ∈ Φ+ and consider the subgroup Uα of U as defined in the
introduction. We define
Φ+(α) = {β ∈ Φ+: Xβ ⊆ Uα}.
Hence, Φ+(α) = Φ+ −Ψ (α) where Ψ (α) is as follows:
(i) if α = εi − εj for 1 i < j  n, then
Ψ (α) = {εi − εk: i < k < j};
(ii) if α = εi + εj for 1 i < j  n, then
Ψ (α) = {εi − εk: i < k  n} ∪ {εj − εl : j ≺ l  0},
where we write ε0 = 0 (in the case where U = UO2n+1(q));
(iii) if, either α = 2εi for 1 i  n (in the case where U = USp2n(q)), or α = εi for 1 i  n
(in the case where U = UO2n+1(q)), then
Ψ (α) = {εi − εk: i < k  n}.
It is straightforward to check that
Uα =
∏
β∈Φ+(α)
Xβ.
In particular, Xα is a subgroup of Uα (in fact, we have α ∈ Φ+(α)). Moreover, Φ+(α)−{α} is a
closed subset of Φ+ (i.e., β +γ ∈ Φ+(α)−{α} whenever β,γ ∈ Φ+(α)−{α} and β +γ ∈ Φ+)
and so
Nα =
∏
+
Xββ∈Φ (α)−{α}
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that Uα = XαNα is a semidirect product. Thus, every element x ∈ Uα can be written uniquely in
the form x = xα(s)z where s ∈ Fq and z ∈ Nα ; we observe that, if (i, j) ∈ E(α), then s ∈ Fq is
the (i, j)th entry of the matrix x = xα(s)z ∈ Uα . For each r ∈ F×q , we define λα,r :Uα → C× by
λα,r
(
xα(s)z
)= ψ(rs), for all s ∈ Fq and all z ∈ Nα
(we note that this coincides with the definition given in the introduction). Since
xα(s)Nαxα(s
′)Nα = xα(s + s′)Nα, for all s, s′ ∈ Fq,
we conclude that λα,r is a linear character of Uα with Nα ⊆ ker(λα,r ). We define the elementary
character ξα,r of U (associated with α and r) to be the induced character
ξα,r = λα,rU .
For our purposes, it is convenient to partition the set Φ+ into three subsets
Φ+1 = {εi − εj : 1 i < j  n}, Φ+2 = {εi + εj : 1 i < j  n}
and
Φ+3 =
⎧⎨⎩
{2εi : 1 i  n}, if U = USp2n(q),
∅, if U = UO2n(q),
{εi : 1 i  n}, if U = UO2n+1(q).
It is clear that Φ+1 and Φ
+
2 ∪Φ+3 are closed subsets of Φ+, hence
H =
∏
β∈Φ+1
Xβ and A =
∏
β∈Φ+2 ∪Φ+3
Xβ
are subgroups of U . We observe that H is naturally isomorphic to the unitriangular group Un(q)
via the mapping x 	→ ( x 00 Jx−T J) for x ∈ Un(q), and that A is a normal subgroup of U ; hence, we
have a semidirect product decomposition U = HA. Moreover, notice that A is abelian if, either
U = USp2n(q), or U = UO2n(q). On the other hand, in the case where U = UO2n+1(q), then
Φ+2 is a closed subset of Φ+ and
A′ =
∏
β∈Φ+2
Xβ
is an abelian normal subgroup of U ; in fact, A′ is the commutator subgroup [A,A] of A.
We are now able to prove the following result. [Given any finite group G, we denote by Irr(G)
the set of all irreducible characters of G.]
Proposition 2.1. Let α ∈ Φ+ and r ∈ F×q .
(i) If U = USp2n(q), then ξα,r ∈ Irr(U).
(ii) If, either U = UO2n(q), or U = UO2n+1(q), then ξα,r ∈ Irr(U) if and only if α ∈
Φ+1 ∪ Φ+3 . Moreover, if α ∈ Φ+2 , then ξα,r is multiplicity free and decomposes into q ir-
reducible constituents.
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A ∩ Uα . We note that A = Aα ⊆ Uα except in the case where U = UO2n+1(q) and α ∈ Φ+2 ; in
fact, if this is the case and α = εi + εj for 1 i < j  n, then Xεj ⊆ Uα (hence, εj /∈ Φ+(α)),
whereas Xεj ⊆ A = XεjAα .
Firstly, suppose that α ∈ Φ+1 (hence, Aα = A). Then, we have A ⊆ ker(λ) and so λ may be
naturally identified with a linear character λ of Uα/A ∼= Uα ∩ H . On the other hand, we also
have A ⊆ ker(ξ) and so ξ may also be naturally identified with a character ξ of U/A ∼= H . Since
ξ = λH and H ∼= Un(q), we may use [3, Lemma 2] to conclude that ξ ∈ Irr(H). Thus, ξ ∈ Irr(U).
Next, suppose that α /∈ Φ+1 . Let μ = λAα and let T = IU (μ) be the inertia group of μ in U ;
by the definition, T consists of all x ∈ U satisfying μ(xyx−1) = μ(y) for all y ∈ A. It is straight-
forward to check that Uα ⊆ T and that the equality holds if and only if, either U = USp2n(q),
or U = UO2n+1(q) and α ∈ Φ+3 . In this situation, Clifford’s theorem (see [13, Theorem 6.11])
guarantees that λU ∈ Irr(U) as required.
Finally, assume that, either U = UO2n(q), or U = UO2n+1(q), and that α = εi + εj for some
1 i < j  n. Let β = εi − εj . Then, it is easy to see that Xβ ⊆ T and that, in fact, T = XβUα ;
we note that XβUα is a subgroup of U as we easily check by using Chevalley’s commutator
formula (see, for example, [6, Corollary 5.2.3]). Furthermore, Uα is a normal subgroup of T
and the linear character λ ∈ Irr(Uα) is T -invariant. Since T = XβUα is a semidirect product,
λ extends to the linear character λ′ :T → C× defined by λ′(xz) = λ(z) for all x ∈ Xβ and all
z ∈ Uα . Therefore, by Gallagher’s theorem (see [13, Corollary 6.17]), we have
λT =
∑
s∈Fq
λ′ωs,
where, for each s ∈ Fq , ωs ∈ Irr(T ) is defined by ωs(x) = ψ(sxi,j ) for all x ∈ T . It follows that
λU =
∑
s∈Fq
(λ′ωs)U
is reducible. Since the characters λ′ωs , for s ∈ Fq , are all distinct (by Gallagher’s theorem) and
T = IU (μ), Clifford’s theorem implies that the characters (λ′ωs)U , for s ∈ Fq , are all irreducible
and distinct, and this completes the proof. 
Next, we consider the super-characters of U . Let D be a non-empty basic subset of Φ+ and
let φ :D → F×q be a map. Then, as defined in the introduction, the super-character ξD,φ of U
(associated with the pair D and φ) is be the product of elementary characters
ξD,φ =
∏
α∈D
ξα,φ(α).
As in the case of the unitriangular group (see [4, Theorem 1]), the super-character ξD,φ can
be induced from a linear character of an appropriate subgroup of U . In fact, if we define the
subgroup
UD =
⋂
Uα
α∈D
C.A.M. André, A.M. Neto / Journal of Algebra 305 (2006) 394–429 401of U and the linear character
λD,φ =
∏
α∈D
(λα,φ(α))UD
of UD , we then have the following result.
Proposition 2.2. Let D be a non-empty basic subset of Φ+ and let φ :D → F×q be a map. Then,
ξD,φ = λD,φU .
Proof. We proceed by induction on |D|, the result being obvious if |D| = 1. Suppose that
|D| 2, let α ∈ D be arbitrary and let D′ = D − {α}. By induction, we have
ξD,φ = ξα,φ(α) ξD′,φ′ = λα,φ(α)UλD′,φ′U ,
where φ′ :D′ → F×q is the restriction of φ to D′. For simplicity, we set λ = λα,φ(α) and μ =
λD′,φ′ . Moreover, we write H = Uα and K = UD′ ; hence, UD = H ∩ K . Since D is basic, we
have HK = U and so (μU)H = (μH∩K)H . Thus, we deduce that
ξD,φ = λUμU =
(
λ
(
μU
)
H
)U = (λ(μH∩K)H )U = (((λμ)H∩K)H )U = λD,φU ,
as required. 
3. The orbit method
In the case where the prime p is sufficiently large (in our situation, p  2n is enough), we
may use Kirillov’s method of coadjoint orbits to describe the irreducible characters of U . For
a fixed positive integer n, let g denote one of the following Lie algebras defined over Fq : the
symplectic Lie algebra sp2n(q), the even orthogonal Lie algebra o2n(q), or the odd orthogonal
Lie algebra o2n+1(q). Throughout the paper, we set u = g ∩ um(q) where
m =
{
2n, if, either g = sp2n(q), or g = o2n(q),
2n+ 1, if g = o2n+1(q),
and where um(q) denotes the upper unitriangular Lie algebra consisting of all nilpotent upper-
triangular m×m matrices over Fq . We shall use the notation usp2n(q), uo2n(q) or uo2n+1(q) to
refer to the Lie subalgebra u of sp2n(q), o2n(q) or o2n+1(q), respectively. For any α ∈ Φ+, we
will denote by eα the matrix in u defined as follows (as usual, 1 i < j  n):
eα =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ei,j − e−j,−i , if α = εi − εj ,
ei,−j + ej,−i , if α = εi + εj and u = usp2n(q),
ei,−j − ej,−i , if α = εi + εj and u = uo2n(q) or u = uo2n+1(q),
ei,−i , if u = usp2n(q) and α = 2εi ,
ei,0 − e0,−i , if u = uo2n+1(q) and α = εi .
It is clear that {eα: α ∈ Φ+} is an Fq -basis of u.
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exponential map exp :u → U by
exp(u) = 1 + u+ 1
2!u
2 + · · · + 1
n!u
n, for all u ∈ u.
It is well known that exp is bijective and that the Campbell–Hausdorff formula holds: for all
u,v ∈ u, we have
exp(u) exp(v) = exp(u+ v + φ(u, v)),
where φ(u, v) ∈ [u,u] (see [14, p. 175]); as usual, we denote by [u,u] the vector subspace of u
spanned by all Lie products [u,v] for u,v ∈ u. It follows that, if h is any Lie subalgebra of u,
then the exponential image H = exp(h) is a subgroup of U . In particular, for any α ∈ Φ+, we
have Xα = exp(Fqeα), and Uα = exp(uα) where
uα =
∑
β∈Φ+(α)
Fqeβ.
It follows that, for any non-empty basic subset D ⊆ Φ+, we have UD = exp(uD) where
uD =
⋂
α∈D
uα.
On the other hand, let u∗ be the dual vector space of u and let {e∗α: α ∈ Φ+} be the Fq -basis
of u∗ dual to the basis {eα: α ∈ Φ+} of u; hence,
e∗α(eβ) = δα,β, for all α,β ∈ Φ+.
Given any f ∈ u∗, we define Bf :u × u → Fq by
Bf (u, v) = f
([u,v]), for all u,v ∈ u.
Then, Bf is a skew-symmetric bilinear form and so, if Mf denotes the matrix which represents
Bf with respect to the basis {eα: α ∈ Φ+}, we have M Tf = −Mf . Therefore, rankMf is even
and, in fact,
rankMf = dimu − dim rad(f ),
where
rad(f ) = {u ∈ u: f ([u,v])= 0 for all v ∈ u}
is the radical of Bf (see, for example, [8, Theorem 8.6.1]). By definition, a vector subspace v
of u is f -isotropic (or, isotropic with respect to Bf ) if f ([u,v]) = 0 for all u,v ∈ v. By Witt’s
theorem (see [5, Theorems 3.10 and 3.11]), all maximal f -isotropic subspaces of u have the
same dimension 12 (dimu + dim rad(f )). Thus, we have
rankMf = 2(dimu − dimv)
for any maximal f -isotropic subspace v of u.
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that:
(i) if α = εi − εj for 1 i < j  n, then
rankMf = 2(j − i − 1);
(ii) if α = εi + εj for 1 i < j  n, then
rankMf =
{
2(2n− i − j), if u = usp2n(q) or u = uo2n+1(q),
2(2n− i − j − 1), if u = uo2n(q);
(iii) if α = 2εi for 1 i  n (if u = usp2n(q)), or α = εi for 1 i  n (if u = uo2n+1(q)), then
rankMf = 2(n− i).
As a consequence, we deduce the following result.
Proposition 3.1. Let α ∈ Φ+, r ∈ F×q and f = re∗α ∈ u∗.
(i) If u = usp2n(q), then uα is a maximal f -isotropic subspace.
(ii) If either u = uo2n(q) or u = uo2n+1(q), then uα is a maximal f -isotropic subspace if and
only if α ∈ Φ+1 ∪Φ+3 . Moreover, if α = εi + εj , for 1 i < j  n, and if β = εi − εj , then
pα = uα + Fqeβ
is a maximal f -isotropic subspace of u; in fact, for any s ∈ Fq , pα is a maximal (f + se∗β)-
isotropic subspace.
Proof. By definition,
uα =
∑
β∈Φ+(α)
Fqeβ.
Since f ([eβ, eγ ]) = 0 for all β,γ ∈ Φ+(α), we conclude that uα is f -isotropic. Moreover, in the
case where α = εi + εj and, either u = uo2n(q), or u = uo2n+1(q), we clearly have eβ ∈ rad(f )
for β = εi − εj and so the subspace pα = uα + Fqeβ is f -isotropic.
Now, we set
Ψ (α) = Φ+ − (Φ+(α)∪ {εi − εj })
in the case where α = εi + εj and, either u = uo2n(q), or u = uo2n+1(q), and
Ψ (α) = Φ+ −Φ+(α)
in any other case; hence, we have u = pα ⊕ vα where
vα =
∑
Fqeγ .γ∈Ψ (α)
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have [eγ , eγ ′ ] = cγ eα where cγ ∈ {±1,2} for γ ∈ Ψ (α). Let
Ψ ′(α) = {γ ′: γ ∈ Ψ (α)}.
Then, for a suitable ordering of the basis {eβ : β ∈ Φ+}, the matrix Mf can be written in the form
Mf =
(
X 0
0 0
)
,
where X is the matrix with entries f ([eγ , eδ]) for γ, δ ∈ Ψ (α) ∪ Ψ ′(α). Since f ([eγ , eδ]) =
cγ δγ ′,δ for all γ ∈ Ψ (α) and all δ ∈ Ψ (α)∪Ψ ′(α), the matrix X may be chosen with the form
X =
⎛⎜⎜⎝
J1 0 · · · 0
0 J2 · · · 0
...
...
...
0 0 · · · Jt
⎞⎟⎟⎠ ,
where Ψ (α) = {γ1, . . . , γt } and where
Jk =
(
0 cγk r
−cγk r 0
)
, for 1 k  t .
Since cγ ∈ {±1,2} for γ ∈ Ψ (α) and r = 0, the matrix X is non-singular and so
rankMf = rankX = 2
∣∣Ψ (α)∣∣= 2 dimvα.
It follows that all maximal f -isotropic subspaces of u have dimension equal to dimu−dimvα =
dimpα and this completes the proof. 
We observe that, in the notation of the previous proof, the subspace pα is a Lie subalgebra
of u. In general, for any f ∈ u∗, a vector subspace p of u will be called an f -polarization if p
is a Lie subalgebra and also a maximal f -isotropic subspace. If this is the case (and the prime
p is sufficiently large), then P = exp(p) is a subgroup of U and (by the Campbell–Hausdorff
formula) the map λf,p :P → C×, defined by the rule
λf,p
(
exp(u)
)= ψ(f (u)), for all u ∈ p,
is a linear character of P . Thus, we may consider the induced character
χf,p = λf,pU .
By [15, Lemma 1], f -polarizations always exist (see also [20, p. 114]); a detailed construction
can also be found in [12, Section 1.12]. It was also proved by D. Kazhdan that the character χf,p
is irreducible and does not depend on the choice of the f -polarization; hence, we may write χf
instead of χf,p. In fact, χf may be described in terms of the coadjoint U -orbit which contains f .
Throughout the paper, we consider the coadjoint action of U on the dual space u∗, which is
defined by (x ·f )(u) = f (x−1ux) for all x ∈ U , all f ∈ u∗ and all u ∈ u, and we refer to an orbit
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[For any f ∈ u∗, we will always denote by O(f ) the coadjoint U -orbit which contains f .] Since
p  2n, the centralizer CU(f ) = {x ∈ U : x · f = f } is the exponential image of the radical
rad(f ) (see [9, Lemma 1.3.1]; the proof of this lemma is easily adapted to our situation). Since
O =O(f ), we conclude that
|O| = |U | · ∣∣CU(f )∣∣−1 = qdimu−dimrad(f ) = qrankMf .
Thus, the cardinality of any U -orbit O ⊆ u∗ is a square power of q; in fact, we have
|O| = q2(dimu−dimp) = ∣∣U : exp(p)∣∣2
for any f -polarization p ⊆ u. Moreover, by [15, Propositions 1 and 2] (see also [20, Theo-
rem 7.7]), the map χO :U → C×, defined by
χO
(
exp(u)
)= 1√|O| ∑
g∈O
ψ
(
g(u)
)
, for all u ∈ u, (3.1)
is an irreducible character of U , and we have χO = χf ; furthermore, the mapping O 	→ χO
defines a one-to-one correspondence between U -orbits on u∗ and irreducible characters of U .
We observe that
χO(1) =
√|O| =√qrankMf = qdimu−dimp = ∣∣U : exp(p)∣∣
for any f ∈O and any f -polarization p ⊆ u.
In particular, as a consequence of Proposition 3.1, we obtain the following result (which im-
plies Proposition 2.1). Henceforth, we will always assume that p  2n.
Proposition 3.2. Let α ∈ Φ+ and r ∈ F×q .
(i) If U = USp2n(q), then ξα,r = χO where O =O(re∗α).
(ii) Suppose that, either U = UO2n(q), or U = UO2n+1(q).
(a) If α ∈ Φ+1 ∪Φ+3 , then ξα,r = χO where O =O(re∗α).
(b) If α = εi + εj for 1 i < j  n, and β = εi − εj , then
ξα,r =
∑
s∈Fq
χs,
where, for any s ∈ Fq , χs = χOs andOs =O(re∗α +se∗β). Moreover, we have 〈χs,χs′ 〉 =
δs,s′ for all s, s′ ∈ Fq .
Proof. The result follows immediately by Proposition 3.1 in the case where, either U =
USp2n(q), or α ∈ Φ+1 ∪ Φ+3 and, either U = UO2n(q), or U = UO2n+1(q). In fact, in any of
these situations, uα is an (re∗α)-polarization (by Proposition 3.1) and we may apply Kazhdan’s
results because Uα = exp(uα) and λα,r = λre∗α .
Now, assume that, either U = UO2n(q), or U = UO2n+1(q), and that α = εi + εj for 1 
i < j  n. Let β = εi − εj , pα = uα + Fqeβ and Pα = exp(pα). Moreover, let s ∈ Fq and write
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λs = λfs,pα is clearly an extension of λα,r ; we note that Pα = XβUα . By Kazhdan’s results, we
conclude that χs = λsU is an irreducible constituent of ξα,r = λα,rU and the result follows by
degree considerations and by Kazhdan’s correspondence because, for any s, s′ ∈ Fq with s = s′,
the elements fs and fs′ are not U -conjugate. 
For any α ∈ Φ+ and any r ∈ F×q , we define Oα,r ⊆ u∗ as follows:
(i) if U = USp2n(q), then Oα,r =O(re∗α);
(ii) if, either U = UO2n(q), or U = UO2n+1(q), and α ∈ Φ+1 ∪Φ+3 , then Oα,r =O(re∗α);
(iii) if, either U = UO2n(q), or U = UO2n+1(q), and α = εi + εj ∈ Φ+2 for 1 i < j  n, then
Oα,r =
⋃
s∈Fq
O(re∗α + se∗εi−εj ).
[An explicit description of Oα,r can be found in [19]; see also [18] for the case of the orthogonal
groups.]
By using Eq. (3.1), we may deduce the following result.
Proposition 3.3. Let α ∈ Φ+ and r ∈ F×q . Then,
ξα,r
(
exp(u)
)= 1√|O(re∗α)|
∑
f∈Oα,r
ψ
(
f (u)
)
, for all u ∈ u.
Proof. It remains to consider the case where, either U = UO2n(q), or U = UO2n+1(q), and
α = εi + εj ∈ Φ+2 for 1 i < j  n. For s ∈ Fq , let Os =O(re∗α + se∗εi−εj ) and let χs = χOs ∈
Irr(U). Then, by the previous proposition (and by Eq. (3.1)), we deduce that
ξα,r
(
exp(u)
)= ∑
s∈Fq
χs
(
exp(u)
)= ∑
s∈Fq
1√|Os |
∑
f∈Os
ψ
(
f (u)
)
.
The result follows because |Os | = χs(1)2 = χ0(1)2 = |O(re∗α)| for all s ∈ Fq . 
Now, let D be a non-empty basic subset of Φ+, let φ :D → F×q be a map and consider the
super-character ξD,φ of U . We denote by OD,φ the subset of u∗ defined by
OD,φ =
∑
α∈D
Oα,φ(α);
we extend this definition to the case where D is empty by setting OD,φ = {0}. We shall prove
that, for any U -orbit O ⊆ u∗, the irreducible character χO is a constituent of ξD,φ if and only if
O ⊆OD,φ . Firstly, we prove the following result.
Proposition 3.4. Let D be a basic subset of Φ+, let φ :D → F×q be a map and define
fD,φ =
∑
φ(α)e∗α ∈ u∗D;
α∈D
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a constituent of ξD,φ if and only if fD,φ ∈ π(O) where π :u∗ → u∗D is the natural projection
(sending any f ∈ u∗ to its restriction π(f ) = fuD to uD).
Proof. By Proposition 2.2, we know that ξD,φ = λD,φU and so
〈χO, ξD,φ〉U =
〈
(χO)UD ,λD,φ
〉
UD
(by Frobenius’ reciprocity). By the definition of λD,φ , it is clear that
λD,φ
(
exp(u)
)= ψ(fD,φ(u)), for all u ∈ uD.
Since UD centralizes fD,φ ∈ u∗D , the coadjoint UD-orbit
OUD(fD,φ) = {x · fD,φ : x ∈ UD} ⊆ u∗D
consists only of the element fD,φ and so the result is an immediate consequence of [1, Theo-
rem 2]. 
On the other hand, [1, Corollary 1] implies the following result.
Proposition 3.5. Let D be a basic subset of Φ+, let φ :D → F×q be a map and let O ⊆ u∗ be an
arbitrary U -orbit. Then, χO ∈ Irr(U) is a constituent of ξD,φ if and only if O ⊆OD,φ .
Proof. By the definition, we have
ξD,φ =
∏
α∈D
ξα,φ(α).
Thus, in the case where u = usp2n(q), the result is an immediate consequence of [1, Corollary 1]
because, for any α ∈ Φ+ and any r ∈ F×q , the elementary character ξα,r is irreducible and corre-
sponds to the U -orbit of re∗α ∈ u∗ (by Proposition 3.2). On the other hand, suppose that, either
u = uo2n(q), or u = uo2n+1(q). Then, Proposition 3.2 implies that ξD,φ decomposes as a sum of
products of the form
∏
α∈D χα where, for each α ∈ D, χα ∈ Irr(U) is a constituent of the ele-
mentary character ξα,φ(α) and corresponds to an U -orbit Oα ⊆ u∗ which is contained in Oα,φ(α).
Thus, χO is a constituent of ξD,φ if and only if χO is a constituent of some product
∏
α∈D χα
and, by [1, Corollary 1], this occurs if and only if
O ⊆
∑
α∈D
Oα ⊆
∑
α∈D
Oα,φ(α) =OD,φ.
It follows that χO is a constituent of ξD,φ if and only if O ⊆OD,φ . 
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In this section, we shall describe the subset OD,φ ⊆ u∗, for any non-empty basic subset D of
Φ+ and any map φ :D → F×q , in terms of certain polynomial equations. Firstly, we define D-sin-
gular and D-regular entries. We define the order ≺ on E as follows: for any (i, j), (k, l) ∈ E , we
set (i, j) ≺ (k, l) if and only if, either l ≺ j , or l = j and i ≺ k; we recall that we are considering
the mirror order 1 ≺ 2 ≺ · · · ≺ n ≺ 0 ≺ −n ≺ · · · ≺ −2 ≺ −1. Now, for any (i, j) ∈ E , we set
S(i, j) = {(i, k) ∈ E : (i, j) ≺ (i, k)}∪ {(k, j) ∈ E : (i, j) ≺ (k, j)},
and, for any α ∈ Φ+, we define
ES(α) =
⋃
(i,j)∈E(α)
S(i, j).
We say that an entry (k, l) ∈ E is α-singular if (k, l) ∈ ES(α); otherwise, we say that (k, l) is
α-regular. We write ER(α) to denote the subset of E consisting of all α-regular entries; hence,
ER(α) = E − ES(α).
Given any basic subset DE of E , we define
S(DE ) =
⋃
(i,j)∈DE
S(i, j) and R(DE ) = E − S(DE ).
The entries in S(DE ) are said to be DE -singular, and the entries in R(DE ) are said to be DE -
regular. We observe that, for α ∈ Φ+, an entry (k, l) ∈ E is α-singular (respectively α-regular)
if and only if it is E(α)-singular (respectively E(α)-regular) for the basic subset E(α) of E .
More generally, if D ⊆ Φ+ is a basic subset, then E(D) =⋃α∈D E(α) is a basic subset of E
and an entry (i, j) ∈ E is called D-singular (respectively D-regular) if (i, j) is E(D)-singular
(respectively E(D)-regular). We denote by ES(D) the subset of E consisting of all D-singular
entries, and by ER(D) the subset of E consisting of all D-regular entries. It is clear that
ES(D) =
⋃
α∈D
ES(α) and ER(D) = E − ES(D).
Now, let DE be a basic subset of E and let (i, j) ∈ E be arbitrary. We denote by DE (i, j) the
subset
DE (i, j) =
{
(k, l) ∈ DE : 1 k ≺ i, j ≺ l −1
}
of DE ; it is clear that DE (i, j) is a basic subset of E . Let
DE (i, j) =
{
(i1, j1), . . . , (it , jt )
}
and suppose that j1 ≺ · · · ≺ jt . Moreover, let σ ∈ Sym(t) be the (unique) permutation such that
iσ (1) ≺ · · · ≺ iσ (t). [Throughout the paper, we will denote by Sym(t) the symmetric group of
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Fq to be the determinant
Δ
DE
i,j (f ) =
∣∣∣∣∣∣∣∣∣
f (eiσ(1),j ) f (eiσ(1),j1) · · · f (eiσ(1),jt )
...
...
...
f (eiσ(t),j ) f (eiσ(t),j1) · · · f (eiσ(t),jt )
f (ei,j ) f (ei,j1) · · · f (ei,jt )
∣∣∣∣∣∣∣∣∣ .
We note that, if DE (i, j) is empty, then ΔDEi,j (f ) = f (ei,j ); in particular, if DE is empty, then
Δ
DE
i,j (f ) = f (ei,j ) for all (i, j) ∈ E .
For any f ∈ u∗, we define
u(f ) =
∑
α∈Φ+
uα eα ∈ u
where, for each α ∈ Φ+, we set
uα =
⎧⎪⎨⎪⎩
1
2f (eα), if α ∈ Φ+1 ∪Φ+2 ,
f (eα), if u = usp2n(q) and α ∈ Φ+3 ,
1
2 f (eα), if u = uo2n+1(q) and α ∈ Φ+3 .
It is easy to see that f (v) = tr(u(f )T v) for all v ∈ u, and that the mapping f 	→ u(f ) defines a
vector space isomorphism from u∗ to u. Finally, we define fˆ ∈ um(q)∗ by
fˆ (v) = tr(u(f )T v), for all v ∈ um(q).
Then, for any basic subset D of Φ+ and any entry (i, j) ∈ E , we define ΔDi,j :u∗ → F×q by
ΔDi,j (f ) = ΔE(D)i,j (fˆ ), for all f ∈ u.
In particular, for any α ∈ Φ+ and any (i, j) ∈ E , we define Δ(α)i,j :u∗ → F×q by
Δ
(α)
i,j (f ) = Δ{α}i,j (f ) = ΔE(α)i,j (fˆ ), for all f ∈ u.
Given any basic subset D of Φ+ and any map φ :D → F×q , we define
fD,φ =
∑
α∈D
φ(α)e∗α ∈ u∗
and
VD,φ =
{
f ∈ u∗: ΔDi,j (f ) = ΔDi,j (fD,φ) for all (i, j) ∈ ER(D)
}
.
By the definition, we deduce that, for any f ∈ u∗, we have f ∈ VD,φ if, and only if, ΔE(D)i,j (fˆ ) =
Δ
E(D)
(fˆD,φ) for all (i, j) ∈ ER(D); here, we set fˆD,φ = f̂D,φ ∈ um(q)∗.i,j
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fDE ,ψ =
∑
(i,j)∈DE
ψ(i, j)e∗i,j ∈ um(q)∗,
where {e∗i,j : (i, j) ∈ E} is the basis of um(q)∗ dual to the standard basis {ei,j : (i, j) ∈ E}
of um(q). Moreover, let
VDE ,ψ =
{
f ∈ um(q)∗: ΔDEi,j (f ) = ΔDEi,j (fDE ,ψ ) for all (i, j) ∈ R(DE )
}
.
By [2, Propositions 1 and 2], the subset VDE ,ψ ⊆ um(q)∗ is Um(q)-invariant where we con-
sider the coadjoint action of Um(q) on um(q)∗; hence, x · f ∈ VDE ,ψ for all f ∈ VDE ,ψ and all
x ∈ Um(q). [In fact, we have VDE ,ψ =ODE ,ψ where ODE ,ψ ⊆ um(q)∗ is the basic sum
ODE ,ψ =
∑
(i,j)∈DE
O(ψ(i, j)e∗i,j );
for each f ∈ um(q)∗, we denote by O(f ) ⊆ um(q)∗ the coadjoint Um(q)-orbit which con-
tains f .]
Finally, given any basic subset D of Φ+ and any map φ :D → F×q , we define φD :E(D) → F×q
by
φD(i, j) = fˆD,φ(ei,j ), for all (i, j) ∈ E(D);
hence, φD is uniquely determined by the equality
fE(D),φD = fˆD,φ.
Since ER(D) = R(E(D)), we conclude that fˆ ∈ VE(D),φD for all f ∈ VD,φ , and this implies the
following result.
Proposition 4.1. Let D be a basic subset of Φ+ and let φ :D → F×q be a map. Then, VD,φ is
U -invariant.
Proof. Let f ∈ u∗, u = u(f ) ∈ u and x ∈ U . Since
(x · f )(v) = f (x−1vx)= tr(uT (x−1vx))= tr((x−T uxT )T v)
for all v ∈ u, we deduce that u(x · f ) = (x−T uxT )+ where, for any m × m matrix a, we denote
by a+ ∈ um(q) the upper niltriangular part of a. It follows that x̂ · f = x · fˆ and so
ΔDi,j (x · f ) = ΔE(D)i,j (x̂ · f ) = ΔE(D)i,j (x · fˆ ).
Suppose that f ∈ VD,φ . Then, by the above, fˆ ∈ VE(D),φD and so
Δ
E(D)
(x · fˆ ) = ΔE(D)(fˆ ) = ΔDi,j (f )i,j i,j
C.A.M. André, A.M. Neto / Journal of Algebra 305 (2006) 394–429 411for all (i, j) ∈ ER(D) (because VE(D),φD ⊆ um(q)∗ is Um(q)-invariant and ER(D) = R(E(D))).
The result follows. 
For each u ∈ um(q), let fu ∈ um(q)∗ be defined by
fu(v) = tr
(
uT v
)
, for all v ∈ um(q);
thus, the mapping u 	→ fu defines a vector space isomorphism from um(q) to um(q)∗. For any
basic subset DE of E , we clearly have
Δ
DE
i,j (fu) =
∣∣∣∣∣∣∣∣
uiσ(1),j uiσ(1),j1 · · · uiσ(1),jt
...
...
...
uiσ(t),j uiσ(t),j1 · · · uiσ(t),jt
ui,j ui,j1 · · · ui,jt
∣∣∣∣∣∣∣∣ , for all (i, j) ∈ E;
as in Eq. (3.1),
DE (i, j) =
{
(i1, j1), . . . , (it , jt )
}
,
where j1 ≺ · · · ≺ jt , and σ ∈ Sym(t) is such that iσ (1) ≺ · · · ≺ iσ (t). In the case where u ∈ u, we
deduce the following easy result; given any basic subset D of Φ+ and any (i, j) ∈ E , we set
D(i, j) = DE (i, j)
for DE = E(D).
Lemma 4.2. Let D be a basic subset of Φ+, let u ∈ u be arbitrary and let (i, j) ∈ E . Then,
Δ
E(D)
i,j (fu) = (−1)r+1ΔE(D)−j,−i (fu),
where
r =
⎧⎨⎩
|D(i, j)|, if, either U = UO2n(q), or U = UO2n+1(q),
|D(i, j)∩ E(Φ+1 )|, if U = USp2n(q) and (i, j) ∈ E(Φ+1 ),
−1, if U = USp2n(q) and (i, j) /∈ E(Φ+1 ).
Proof. Without loss of generality, we may assume that 1 i  0; in fact, if 0 ≺ i, then 1−j ≺
−i ≺ 0 and we may replace (i, j) by (−j,−i). Let
D(i, j) = {(i1, j1), . . . , (it , jt )},
where j ≺ j1 ≺ · · · ≺ jt , and let σ ∈ Sym(t) be such that iσ (1) ≺ · · · ≺ iσ (t) ≺ i. By the definition
of E(D), we clearly have
D(−j,−i) = {(−j1,−i1), . . . , (−jt ,−it )},
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Δ
E(D)
−j,−i (fu) =
∣∣∣∣∣∣∣∣
u−jt ,−i u−jt ,−iσ (t) · · · u−jt ,−iσ (1)
...
...
...
u−j1,−i u−j1,−iσ (t) · · · u−j1,−iσ (1)
u−j,−i u−j,−iσ (t) · · · u−j,−iσ (1)
∣∣∣∣∣∣∣∣ .
Let Cj , Cj1, . . . ,Cjt denote the column vectors of Δ
E(D)
i,j (fu) and L−jt , . . . ,L−j1 , L−j denote
the row vectors of ΔE(D)−j,−i (fu). Since u ∈ u, we clearly have
L−k = ±CkJ, for all k ∈ {j, j1, . . . , jt },
where J is the (t + 1)× (t + 1) matrix with 1’s along the anti-diagonal and 0’s elsewhere. Thus,
we deduce that
Δ
E(D)
−j,−i (fu) = (−1)s
∣∣∣∣∣∣∣∣
ui,jt uiσ(t),jt · · · uiσ(1),jt
...
...
...
ui,j1 uiσ(t),j1 · · · uiσ(1),j1
ui,j uiσ(t),j · · · uiσ(1),j
∣∣∣∣∣∣∣∣= (−1)
s
∣∣∣∣∣∣∣∣
ui,jt · · · ui,j1 ui,j
uiσ(t),jt · · · uiσ(t),j1 uiσ(t),j
...
...
...
uiσ(1),jt · · · uiσ(1),j1 uiσ(1),j
∣∣∣∣∣∣∣∣
= (−1)s det(J )2
∣∣∣∣∣∣∣∣
uiσ(1),j uiσ(1),j1 · · · uiσ(1),jt
...
...
...
uiσ(t),j uiσ(t),j1 · · · uiσ(t),jt
ui,j ui,j1 · · · ui,jt
∣∣∣∣∣∣∣∣= (−1)
sΔ
E(D)
i,j (fu),
where
s = ∣∣{k: k ∈ {j, j1, . . . , jt }, L−k = −CkJ}∣∣.
On the one hand, assume that, either U = UO2n(q), or U = UO2n+1(q). Then, we have
L−k = −CkJ, for all k ∈ {j, j1, . . . , jt },
and so s = t + 1. On the other hand, suppose that U = USp2n(q) and let −1 r  t be such that
jr  n ≺ jr+1; here, we set j−1 = 1 and j0 = j . Then, we have
L−k =
{−CkJ, if k ∈ {j, j1, . . . , jr},
CkJ, if k ∈ {jr+1, . . . , jt }.
Thus, s = r + 1 as required. 
In particular, since fˆ = fu(f ) and u(f ) ∈ u, we deduce that
ΔDi,j (f ) = ΔE(D)(fˆ ) = (−1)r+1ΔE(D) (fˆ ) = (−1)r+1ΔD−j,−i (f )i,j −j,−i
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arbitrary. Then, for any (i, j) ∈ ER(D), we have ΔDi,j (f ) = ΔE(D)i,j (fˆD,φ) and so
ΔDi,j (f ) =
{
(−1)t sgn(σ )φD(i, j)∏ts=1 φD(is, js), if (i, j) ∈ E(D),
0, if (i, j) /∈ E(D), (4.1)
where D(i, j) = {(i1, j1), . . . , (it , jt )}, j1 ≺ · · · ≺ jt , and σ ∈ Sym(t) is such that iσ (1) ≺ · · · ≺
iσ (t).
We are now able to prove the following result.
Proposition 4.3. Let f ∈ u∗ be arbitrary. Then, f ∈ VD,φ for some basic subset D ⊆ Φ+ and
some map φ :D → F×q .
Proof. Let u = u(f ) ∈ u and consider the element fu ∈ um(q)∗; we note that fˆ = fu. By
[2, Proposition 3], we have fu ∈ VDE ,ψ for some basic subset DE of E and some map ψ :DE →
F×q . Thus, by the definition of VDE ,ψ , we have ΔDEi,j (fu) = ΔDEi,j (fDE ,ψ ) for all (i, j) ∈ R(DE ).
On the other hand, let
v =
∑
(i,j)∈DE
ψ(i, j)ei,j ∈ um(q);
hence, fDE ,ψ = fv . We claim that v ∈ u. To see this, let (i, j) ∈ DE be arbitrary. By Eq. (4.1),
we see that
Δ
DE
i,j (fv) = (−1)t sgn(σ )ψ(i, j)
t∏
s=1
ψ(is, js),
where DE (i, j) = {(i1, j1), . . . , (it , jt )}, j1 ≺ · · · ≺ jt , and σ ∈ Sym(t) is such that iσ (1) ≺ · · · ≺
iσ (t). Proceeding by induction on the set E (endowed with the total order ), we may assume
that
DE (−j,−i) =
{
(−j1,−i1), . . . , (−jt ,−it )
}
and that the element
v′ =
∑
(k,l)∈DE (i,j)∪DE (−j,−i)
ψ(k, l)ek,l
lies in u. Then, again by Eq. (4.1), we also deduce that
Δ
DE−j,−i (fv) = (−1)t sgn(σ )v−j,−i
t∏
s=1
ψ(−js,−is);
we note that
v−j,−i =
{
ψ(−j,−i), if (−j,−i) ∈ DE ,
0, if (−j,−i) /∈ DE .
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t∏
s=1
ψ(−js,−is) = (−1)r ′
t∏
s=1
ψ(is, js),
where
r ′ =
{ |D(i, j)|, if, either U = UO2n(q), or U = UO2n+1(q),
|D(i, j)∩ E(Φ+1 )|, if U = USp2n(q).
Thus, we obtain
Δ
DE−j,−i (fv) = (−1)r
′
ψ(i, j)−1 v−j,−i ΔDEi,j (fv).
Now, since fu ∈ VDE ,ψ and fv = fDE ,ψ , we have
Δ
DE
i,j (fu) = ΔDEi,j (fv) and ΔDE−j,−i (fu) = ΔDE−j,−i (fv);
we note that, by induction, (−j,−i) ∈ R(DE ). On the other hand, since u ∈ u, we have
Δ
DE−j,−i (fu) = (−1)r+1ΔDEi,j (fu)
(by Lemma 4.2) where
r =
{−1, if U = USp2n(q) and (i, j) /∈ E(Φ+1 ),
r ′, otherwise.
Therefore, we deduce that
(−1)r ′ψ(i, j)−1v−j,−iΔDEi,j (fv) = (−1)r+1ΔDEi,j (fv)
and, since ΔDEi,j (fv) = 0 (because (i, j) ∈ DE ), we obtain
v−j,−i =
{
ψ(i, j), if U = USp2n(q) and (i, j) /∈ E(Φ+1 ),
−ψ(i, j), otherwise.
It follows that (−j,−i) ∈ DE and so v−j,−i = ψ(−j,−i). Moreover, we conclude that v ∈ u;
we observe that, in the case where, either U = UO2n(q), or U = UO2n+1(q), and j = −i, we
conclude that ψ(i,−i) = −ψ(i,−i) and this contradiction implies that (i,−i) /∈ DE . It follows
that DE = E(D) for some basic subset D ⊆ Φ+ and that ψ = φD for some map φ :D → F×q . In
fact, we have v = u(fD,φ) and so fDE ,ψ = fv = fˆD,φ . Since ER(D) = R(E(D)) = R(DE ) and
fˆ = fu, we conclude that
ΔDi,j (f ) = ΔE(D)i,j (fˆ ) = ΔE(D)i,j (fˆD,φ) = ΔDi,j (fD,φ)
for all (i, j) ∈ ER(D). Thus, f ∈ VD,φ and this completes the proof. 
On the other hand, we also have the following proposition.
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maps. Then, VD,φ ∩ VD′,φ′ = ∅ if and only if D = D′ and φ = φ′.
Proof. Suppose that VD,φ ∩ VD′,φ′ = ∅ and let f ∈ VD,φ ∩ VD′,φ′ . Then, fˆ ∈ VE(D),φD ∩
VE(D′),φD′ and so, by [2, Theorem 1], we must have E(D) = E(D′) and φD = φD′ . In partic-
ular, we deduce that fˆD,φ = fˆD′,φ′ and this clearly implies that fD,φ = fD′,φ′ . Thus, we must
have D = D′ and φ = φ′. The proof is complete. 
Thus, we have concluded the proof of the following result.
Theorem 4.5. The vector space u∗ decomposes as the disjoint union
u∗ =
⋃
D,φ
VD,φ
of the U -invariant subsets VD,φ where D is any basic subset of Φ+ and φ :D → F×q is any map.
5. Proof of the main theorem
In this section, we prove Theorem 1.1. Firstly, we establish the equality OD,φ = VD,φ for any
basic subset D ⊆ Φ+ and any map φ :D → F×q . To start with, let f ∈OD,φ be arbitrary and let
O ⊆ u∗ be the U -orbit which contains f . Then, by Proposition 3.5, we have 〈χO, ξD,φ〉 = 0 and
so
O ∩ (fD,φ + uD⊥) = ∅
(by Proposition 3.4). Let h ∈ uD⊥ be such that fD,φ + h ∈ O. By the definition of uD , we
have h(eα) = 0 for all α ∈ ER(D), and it is straightforward to check that fˆD,φ + hˆ ∈ VE(D),φD .
Therefore, by the definition of VD,φ , we have fD,φ + h ∈ VD,φ and so O ⊆ VD,φ (because VD,φ
is U -invariant). It follows that f ∈ VD,φ and this completes the proof of the following result.
[However, we include an alternative proof which is valid for any field (of arbitrary characteris-
tic).]
Proposition 5.1. If D is a basic subset of Φ+ and φ :D → F×q is a map, then OD,φ ⊆ VD,φ .
Proof. Let f ∈OD,φ be arbitrary. Then, by the definition of OD,φ , we have
f =
∑
α∈D
fα,
where fα ∈Oα,φ(α) for all α ∈ D. For each α ∈ D, we define φα :E(α) → F×q to be the map φ{α}
associated with the basic subset {α} of Φ+ and to the restriction of φ to {α}. Since
fˆ =
∑
f̂α ∈ um(q)∗
α∈D
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fˆ ∈
∑
α∈D
VE(α),φα .
Since VE(α),φα =OE(α),φα (by [2, Proposition 2]), we deduce that
fˆ ∈
∑
α∈D
OE(α),φα =OE(D),φD .
Since OE(D),φD = VE(D),φD (by [2, Proposition 2]), it follows that fˆ ∈ VE(D),φD and this implies
that f ∈ VD,φ (by the definition of VD,φ). The proof is complete. 
The reverse inclusion will be proved by induction on the cardinality of the basic subset D. We
start by proving the following lemma.
Lemma 5.2. Let D be a non-empty basic subset of Φ+ and let φ :D → F×q be a map. Let
(i, j) ∈ E(D) be the smallest entry of E(D) (with respect to the order ) and let α ∈ D be
such that (i, j) ∈ E(α). Let D′ = D − {α} and let φ′ :D′ → F×q be restriction of φ to D′. Then,
VD,φ =Oα,φ(α) + VD′,φ′ .
Proof. We first note that, by [2, Proposition 2],
VE(D),φD =OE(D),φD =OE(α),φα +OE(D′),φD′ =OE(α),φα + VE(D′),φD′ ,
where φα is as in the previous proof and where φD′ denotes the restriction of φD to E(D′). Let
f ∈Oα,φ(α) + VD′,φ′ be arbitrary. Then,
fˆ ∈OE(α),φα + VE(D′),φD′ = VE(D),φD
and so f ∈ VD,φ . On the other hand, let f ∈ VD,φ be arbitrary. Moreover, let S(α) ⊆ Φ+ be the
set consisting of all roots β ∈ Φ+ for which there exists γ ∈ Φ+ such that β + γ = α. Then,
S(α) ⊆ {β ∈ Φ+: E(β) ⊆ ES(α)}
and, in fact, the equality holds in all cases except if, either u = uo2n(q), or u = uo2n+1(q), and
α ∈ Φ+2 ; if this is the case, we must have α = ε−j + εi and the root β = ε−j − εi satisfies
E(β) ⊆ ES(α) but does not lie in S(α). It is not difficult to show that there exists x ∈ U such that
the element x · f ∈ u∗ satisfies (x · f )(eβ) = 0 for all β ∈ S(α). This implies that x · f = fα + g
where fα ∈ Oα,φ(α) satisfies fα(eβ) = 0 for all β ∈ S(α) and where g ∈ u∗ satisfies g(eβ) = 0
for all β ∈ Φ+ with E(β) ⊆ ES(α). Now, since VD,φ is U -invariant, we have x · f ∈ VD,φ and it
is straightforward to check that the equations which define VD,φ imply that g ∈ VD′,φ′ . It follows
that f ∈Oα,φ(α) + VD′,φ′ and this completes the proof. 
As a consequence, we obtain the following result (see [19] for a more direct proof).
Corollary 5.3. If α ∈ Φ+ and r ∈ F×q , then Vα,r =Oα,r .
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we have Vα,r = VD,φ =Oα,φ(α) +VD′,φ′ . Since D′ is empty, we have VD′,φ′ = {0} and so Vα,r =
Oα,φ(α) as required. 
Finally, we prove the following result.
Proposition 5.4. If D is a basic subset of Φ+ and φ :D → F×q is a map, then VD,φ ⊆OD,φ .
Proof. We proceed by induction on |D|. The case |D| = 1 follows by the previous corollary.
Thus, suppose that |D| 2 and let α ∈ D, D′ = D − {α} and φ′ :D′ → F×q be as in Lemma 5.2.
Then, by that lemma, we have
VD,φ =Oα,φ(α) + VD′,φ′ .
By induction, we conclude that VD′,φ′ ⊆OD′,φ′ and so
VD,φ ⊆Oα,φ(α) +OD′,φ′ =OD,φ.
The result follows. 
We have therefore concluded the proof of the following result.
Theorem 5.5. If D is a basic subset of Φ+ and φ :D → F×q is a map, then VD,φ =OD,φ .
We are now able to proceed with the proof of our main result.
Proof of Theorem 1.1. Firstly, suppose that 〈ξD,φ, ξD′,φ′ 〉 = 0 for some basic subsets D,D′ ⊆
Φ+ and some maps φ :D → F×q and φ′ :D′ → F×q . Then, there exists χ ∈ Irr(U) with
〈χ, ξD,φ〉 = 0 and 〈χ, ξD′,φ′ 〉 = 0. By Kazhdan’s correspondence, there exists a (unique)
U -orbit O ⊆ u∗ such that χ = χO . Then, by Proposition 3.5, we have O ⊆OD,φ ∩OD′,φ′ and
so O ⊆ VD,φ ∩VD′,φ′ (by Theorem 5.5). By Theorem 4.5, we conclude that D = D′ and φ = φ′.
On the other hand, let χ ∈ Irr(U) be arbitrary, let O ⊆ u∗ be the (unique) U -orbit with χ =
χO and let f ∈ O. By Theorem 4.5, we know that f ∈ VD,φ for some basic subset D ⊆ Φ+
and some map φ :D → F×q . Therefore, f ∈ OD,φ (by Theorem 5.5) and so 〈χ, ξD,φ〉 = 0 (by
Proposition 3.5).
The proof is complete. 
6. Two examples
In this section, we illustrate our results with two examples. Firstly, we consider the linear char-
acters of U and, on the other extreme, we determine all the irreducible characters with maximum
degree. [Here, as in the previous sections, we continue to assume that p  2n.]
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Let Π be the subset of Φ+ consisting of all simple roots. By definition, a root α ∈ Φ+ is said
to be simple if it cannot be expressed as a sum of two other (positive) roots. Hence, we have
Π =
⎧⎨⎩
{εi − εi+1: 1 i < n} ∪ {2εn}, if G = Sp2n(q),
{εi − εi+1: 1 i < n} ∪ {εn−1 + εn}, if G = O2n(q),
{εi − εi+1: 1 i < n} ∪ {εn}, if G = O2n+1(q).
We observe that, by Chevalley’s commutator formula (see [6, Corollary 5.2.3]), we have
U ′ =
∏
α∈Φ+−Π
Xα,
where U ′ = [U,U ] is the commutator subgroup of U . Thus, we have |U : U ′| = q |Π | = qn and
so U has exactly qn linear characters.
Now, suppose that, either U = USp2n(q), or U = UO2n+1(q). Then, it is clear that any subset
of Π is a basic subset of Φ+ and that, for any D ⊆ Π and any map φ :D → F×q , the super-
character ξD,φ is linear (because UD = U ). By Theorem 1.1, we conclude that U has at least
n∑
k=0
(
n
k
)
(q − 1)k = qn
linear characters and this completes the proof of the following result.
Proposition 6.1. Suppose that, either U = USp2n(q), or U = UO2n+1(q), and let ϑ ∈ Irr(U).
Then, ϑ is linear if and only if ϑ = ξD,φ for some D ⊆ Π and some map φ :D → F×q .
On the other hand, suppose that U = UO2n(q). Then, a subset D of Π is a basic subset of Φ+
if and only if D contains at most one of the roots εn−1 − εn or εn−1 + εn. Moreover, if D ⊂ Π
is basic and εn−1 + εn /∈ D, then UD = U and, for any map φ :D → F×q , the super-character
ξD,φ is clearly linear. Otherwise, suppose that D is a basic subset of Π with εn−1 + εn ∈ D, let
φ :D → F×q be any map and write r = φ(εn−1 + εn). By Proposition 2.1 (or by Proposition 3.1),
the elementary character ξα,r is multiplicity free and decomposes as a sum of q linear characters.
Let μ1, . . . ,μq be the linear constituents of ξα,r , let D′ = D − {εn−1 + εn} and let φ′ :D′ → F×q
be the restriction of φ to φ′. Then, we deduce that
ξD,φ = μ1 ξD′,φ′ + · · · +μq ξD′,φ′
also decomposes as a sum of q distinct linear characters. By Theorem 1.1, we conclude that U
has at least
n−1∑
k=0
(
n− 1
k
)
(q − 1)k + q
n−2∑
k=0
(
n− 2
k
)
(q − 1)k+1 = qn−1 + q(q − 1)qn−2 = qn
linear characters. As above, we have completed the proof of the following result.
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one of the following cases occurs.
(i) ϑ = ξD,φ for some D ⊆ Π − {εn−1 + εn} and some map φ :D → F×q .
(ii) ϑ is a constituent of ξεn−1+εn,r ξD,φ for some D ⊆ Π − {εn−1 − εn, εn−1 + εn}, some map
φ :D → F×q and some r ∈ F×q .
6.2. Irreducible characters of maximum degree: the symplectic case
In this subsection, we will always assume that U = USp2n(q) and determine all the irreducible
characters of maximum degree of U . As in Section 2,
A =
∏
α∈Φ+2 ∪Φ+3
Xα
is an abelian normal subgroup of U and so, by Ito’s Theorem (see [13, Theorem 6.15]), every ir-
reducible character of U has degree less or equal to |U : A| = qn(n−1)/2. We shall prove qn(n−1)/2
is, in fact, the maximum degree of the irreducible characters of U and that every irreducible char-
acter of U with maximum degree is a super-character corresponding to a certain maximal basic
subset which is contained in the set
Γ = Φ+3 ∪ {εi + εi+1: 1 i < n}.
We start by proving the following result.
Proposition 6.3. Let D be a basic subset of Γ and φ :D → F×q be a map. Then, the super-
character ξD,φ is irreducible. In particular, in the case where, either D, or D ∪ {2εn}, is a
maximal basic subset of Γ , the super-character ξD,φ is irreducible and has maximum degree
ξD,φ(1) = qn(n−1)/2.
Proof. Let α ∈ D be such that E(α) = {(i,−j), (j,−i)} and l ≺ −j for all (k, l) ∈ E(D); we
note that, either j = i+1, or j = i. Let D′ = D−{α} and let φ′ :D′ → F×q be the restriction of φ
to D′. Moreover, let −φ′ :D′ → F×q be defined by (−φ′)(β) = −φ′(β) = −φ(β) for all β ∈ D′.
It is easy to check that
ξD′,φ′ = ξD′,−φ′
where, for any character χ of U , we denote by χ the character defined by χ(x) = χ(x) = χ(x−1)
for all x ∈ U . Since ξD,φ = ξα,φ(α) ξD′,φ′ , we deduce that
〈ξD,φ, ξD,φ〉 = 〈ξα,φ(α), ξα,φ(α) ξD′,φ′ ξD′,φ′ 〉 = 〈ξα,φ(α), ξα,φ(α) ξD′,φ′ ξD′,−φ′ 〉.
Let χ ∈ Irr(U) be any irreducible constituent of ξD′,φ′ ξD′,−φ′ . By Theorem 1.1, there exists a
unique basic subset D1 of Φ+ and a unique map φ1 :D1 → F×q such that 〈χ, ξD1,φ1〉 = 0. On the
other hand, by Kazhdan’s correspondence, we know that χ = χO for a unique U -orbit O ⊆ u∗.
Furthermore, by [1, Corollary 1], we have
O ⊆OD1,φ1 ∩ (OD′,φ′ +OD′,−φ′).
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E(D1) ⊆
{
(k, l) ∈ E(Φ+): j ≺ k ≺ l ≺ −j}.
Thus, D1 ∪ {α} is a basic subset of Φ+ and so 〈ξα,φ(α), ξα,φ(α) ξD1,φ1〉 = 0 if and only if D1 is
empty (and ξD1,φ1 = 1U ). It follows that
〈ξα,φ(α), ξα,φ(α) ξD′,φ′ ξD′,−φ′ 〉 = 〈ξα,φ(α), ξα,φ(α)〉 · 〈ξD′,φ′ ξD′,−φ′ ,1U 〉.
Since ξα,φ(α) ∈ Irr(U) and ξD′,−φ′ = ξD′,φ′ , we conclude that
〈ξD,φ, ξD,φ〉 = 〈ξD′,φ′ , ξD′,φ′ 〉
and this clearly implies that 〈ξD,φ, ξD,φ〉 = 1. The result follows. 
Now, let χ ∈ Irr(U) and suppose that χ(1) = qn(n−1)/2. Let D be the unique basic subset
of Φ+ and φ :D → F×q the unique map such that 〈χ, ξD,φ〉 = 0. Since ξD,φ(1) = |U : UD| (by
Proposition 2.2) and A ⊆ UD , we have |U : UD| qn(n−1)/2 and so ξD,φ(1) = χ(1) = qn(n−1)/2.
Thus, χ = ξD,φ and, moreover, UD = A. By the definition of UD , we conclude that, either D, or
D∪{2εn}, is a maximal basic subset of Φ+2 ∪Φ+3 . We claim that D ⊆ Γ . To see this, suppose that
D ⊆ Γ and let α ∈ D −Γ . Then, α = εi + εj for some 1 i < j  n with j = i + 1. Moreover,
by the maximality of D, there should exist i + 1 k  n such that β = εi+1 + εk ∈ D; we note
that β = 2εi+1 ∈ Φ+3 in the case where k = i + 1. We shall now prove that the super-character
ξD,φ is reducible. Otherwise, by Kazhdan’s correspondence and by [1, Corollary 1], the sum
OD,φ must be the coadjoint U -orbit which corresponds to the irreducible character ξD,φ . In
particular, we must have |OD,φ| = ξD,φ(1)2 = qn(n−1) and, since
fD,φ =
∑
γ∈D
φ(γ )e∗γ ∈OD,φ,
we easily conclude that
a =
∑
γ∈Φ+2 ∪Φ+3
Fqeγ
is an fD,φ-polarization. However, it is straightforward to check that the vector
u =
{
eεi+1−εj − φ(α)−1φ(β)eεi−εk , if j < k,
eεi−εi+1 − φ(β)−1φ(α)eεk−εj , if k < j ,
lies in rad(fD,φ) and so a + Fqu is an fD,φ-isotropic subspace of u, a contradiction (because
u /∈ a). Thus, ξD,φ is reducible and so
χ(1) < ξD,φ(1) qn(n−1)/2,
another contradiction. It follows that D ⊆ Γ and this completes the proof of the following result.
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either D, or D ∪ {2εn}, is a maximal basic subset of Γ and where φ :D → F×q is any map.
Furthermore, if this is the case, we have χ(1) = ξD,φ(1) = qn(n−1)/2.
6.3. Irreducible characters of maximum degree: the orthogonal case
Finally, we consider the case where, either U = UO2n(q), or U = UO2n+1(q). In either case,
A =
∏
α∈Φ+2
Xα
is an abelian normal subgroup of U and so, by Ito’s Theorem, every irreducible character has
degree less or equal to
|U : A| =
{
qn(n−1)/2, if U = UO2n(q),
qn(n+1)/2, if U = UO2n+1(q).
In the present situation, we shall prove that every irreducible character of U with maximum
degree occurs as a constituent of a super-character corresponding to a certain maximal basic
subset which is almost entirely contained in the set
Γ = {εi + εi+1: 1 i < n}.
As in the symplectic case, we start by proving the following result.
Proposition 6.5. Let D be a basic subset of Γ and let φ :D → F×q be a map. Then, the super-
character ξD,φ is multiplicity free and has q |D| irreducible constituents, each with degree equal
to q−|D|ξD,φ(1).
Proof. Let α = εi + εi+1 ∈ D, 1  i < n, be such that i < k whenever εk + εk+1 ∈ D. Let
D′ = D − {α} and let φ′ :D′ → F×q be the restriction of φ to D′. Moreover, let −φ′ :D′ → F×q
be defined by (−φ′)(β) = −φ′(β) = −φ(β) for all β ∈ D′. Then, we have ξD′,φ′ = ξD′,−φ′ and,
as in the proof of Proposition 6.3, we deduce that
〈ξD,φ, ξD,φ〉 = 〈ξα,φ(α), ξα,φ(α) ξD′,φ′ ξD′,−φ′ 〉
= 〈ξα,φ(α), ξα,φ(α)〉 · 〈ξD′,φ′ ξD′,−φ′ ,1U 〉
= 〈ξα,φ(α), ξα,φ(α)〉 · 〈ξD′,φ′ , ξD′,φ′ 〉.
By Proposition 2.1 (or by Proposition 3.1), we know that ξα,φ(α) is multiplicity free and has q
irreducible constituents τ1, . . . , τq , each with degree q−1ξα,φ(α)(1). Thus, we conclude that
〈ξD,φ, ξD,φ〉 = q〈ξD′,φ′ , ξD′,φ′ 〉.
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stituents σ1, . . . , σt , each with degree q−|D
′|ξD′,φ′(1). In particular, we have 〈ξD′,φ′ , ξD′,φ′ 〉 =
q |D′| and so
〈ξD,φ, ξD,φ〉 = q |D′|+1 = q |D|.
Since
ξD,φ = ξα,φ(α) ξD′,φ′ =
∑
1rq
∑
1st
τrσs,
we obtain
q |D| = 〈ξD,φ, ξD,φ〉 =
∑
1r,r ′q
∑
1s,s′t
〈τrσs, τr ′σs′ 〉
and this clearly implies that
〈τrσs, τr ′σs′ 〉 = δr,r ′δs,s′ , 1 r, r ′  q, 1 s, s′  t.
The result follows. 
In particular, let
D = {ε1 + ε2, ε3 + ε4, . . . , ε2r−1 + ε2r },
where, either n = 2r , or n = 2r + 1; hence, D is a maximal basic subset of Γ (however, notice
that not every maximal basic subset of Γ has this form). Then, for any map φ :D → F×q , the
super-character ξD,φ has qr (distinct) irreducible constituents, each with degree equal to qd(n)
where
d(n) =
⎧⎨⎩
n(n− 2)/2, if U = UO2n(q) and n is even,
(n− 1)2/2, if U = UO2n(q) and n is odd,
n(n− 1)/2, if U = UO2n+1(q).
Furthermore, we observe that, in the case where U = UO2n(q) and n = 2r ,
D = {ε1 + ε2, ε3 + ε4, . . . , ε2r−3 + ε2r−2}
is a basic subset of Γ and so, for any map φ :D → F×q , the super-character ξD,φ has qr−1
(distinct) irreducible constituents, each with degree equal to qn(n−2)/2. Hence, for
D = {ε1 + ε2, ε3 + ε4, . . . , ε2r−3 + ε2r−2} ∪ {ε2r−1 − ε2r}
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constituents, each with degree equal to qn(n−2)/2. On the other hand, in the case where U =
UO2n+1(q), let
D =
{ {ε1 + ε2, ε3 + ε4, . . . , ε2r−3 + ε2r−2} ∪ {ε2r−1}, if n = 2r ,
{ε1 + ε2, ε3 + ε4, . . . , ε2r−1 + ε2r} ∪ {ε2r+1}, if n = 2r + 1,
and let φ :D → F×q be any map. Then, the super-character ξD,φ also has (either qr−1, or qr )
irreducible constituents, each with degree equal to qn(n−1)/2. In fact, in the case where n = 2r+1,
it is enough to observe that the character ξε2r+1,φ(ε2r+1) is linear. Otherwise, suppose that n = 2r
and let
D′ = {ε1 + ε2, ε3 + ε4, . . . , ε2r−3 + ε2r−2}.
Then, we have
〈ξD,φ, ξD,φ〉 = 〈ξD′,φ′ , ξD′,φ′ ξα,φ(α) ξα,−φ(α)〉,
where φ′ :D′ → F×q is the restriction of φ to D′ and where α = ε2r−1 = εn−1. Now, it is straight-
forward to check that
ξα,φ(α) ξα,−φ(α) =
∑
a,b∈Fq
ξεn−1−εn,a ξεn,b,
where, for simplicity, we set ξβ,0 = 1U for all β ∈ Φ+. Thus, by Theorem 1.1, we conclude that
〈ξD,φ, ξD,φ〉 = 〈ξD′,φ′ , ξD′,φ′ 〉
and this implies that the mapping χ ′ 	→ χ ′ξα,φ(α) defines a one-to-one correspondence between
the irreducible constituents of ξD′,φ′ and the irreducible constituents of ξD,φ = ξD′,φ′ ξα,φ(α). The
above assertion follows.
Next, we prove that every irreducible character of U of maximum degree occurs as a con-
stituent of (exactly) one of the super-characters discriminated as above. We start by proving the
following result.
Proposition 6.6. If χ ∈ Irr(U) has maximum degree, then χ(1) = qd(n).
Proof. Let D be the unique basic subset of Φ+ and φ :D → F×q the unique map such that
〈χ, ξD,φ〉 = 0. Moreover, let D′ = D ∩ Φ+2 and φ′ :D′ → F×q be the restriction of φ to D′. By
using Proposition 2.1 (or Proposition 3.1), we see that every irreducible constituent of ξD′,φ′ has
degree less or equal to q−|D′|ξD′,φ′(1). Thus,
χ(1) q−|D′|ξD,φ(1) = q−|D′||U : UD|
(by Proposition 2.2).
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I = {1 i < n: εi + εj /∈ D for all 1 j  n, j = i}.
We have
|I | + 2|D′| =
{
n, if εk + εn ∈ D for some 1 k < n,
n− 1, if εk + εn /∈ D for all 1 k < n,
and so |I | + |D′| r where, either n = 2r , or n = 2r + 1. By the definition of UD , we know that
Xεi−εn ⊆ UD for all i ∈ I and so |U : UD|  qn(n−1)/2−|I | (we recall that A ⊆ UD). It follows
that
χ(1) q−|D′||U : UD| qn(n−1)/2−(|I |+|D′|)  qn(n−1)/2−r = qd(n),
as required.
On the other hand, assume that U = UO2n+1(q) and (similarly to above) let
I = {1 i  n: εi + εj /∈ D for all 1 j  n, j = i};
we note that, in this case, we have |I | + 2|D′| = n. By the definition of UD , we know that Xεi ⊆
UD for all i ∈ I and so |U : UD|  qn(n−1)/2+|D′| (we recall that A ⊆ UD and that Xεi ⊆ UD
whenever εi + εj ∈ D for 1 i < j  n). It follows that
χ(1) q−|D′||U : UD| qn(n−1)/2 = qd(n),
as required. 
Now, assume that χ ∈ Irr(U) has maximum degree χ(1) = qd(n). As before, let D be the
unique basic subset of Φ+ and φ :D → F×q the unique map such that χ is a constituent of the
super-character ξD,φ . Let D′ = D ∩Φ+2 and I ⊆ {1,2, . . . , n} be as in the previous proof.
Suppose that U = UO2n(q). Then, since χ(1) = qd(n) and
χ(1) qn(n−1)/2−(|I |+|D′|)  qd(n),
we must have |I | + |D′| = r where, either n = 2r , or n = 2r + 1. This equality is possible if, and
only if, either n = 2r , or n = 2r + 1 and εk + εn /∈ D for all 1 k < n. Firstly, suppose that the
second situation occurs. Then, we must have |D′| = r and so I = ∅. Thus, for each 1  i < n,
there should exist i < ji < n such that εi + εji ∈ D; in particular, we deduce that D = D′ ⊆ Φ+2 .
On the other hand, suppose that n = 2r . Then, we must have
|D′| =
{
r, if εk + εn ∈ D for some 1 k < n,
r − 1, if εk + εn /∈ D for all 1 k < n.
If εk + εn ∈ D for some 1  k < n, then I = ∅ and so D = D′ ⊆ Φ+2 . Otherwise, suppose
that εk + εn /∈ D for all 1  k < n. Then, |I | = 1 and so, there exists 1  k < n such that
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and this implies that
χ(1) qr−1|U : UD| qn(n−1)/2−r−1 = qd(n)−1,
a contradiction. It follows that, either I = {n − 1} and D ⊆ D′ ∪ {εn−1 − εn}, or there exists
1 k < n− 1 such that I = {k} and D = D′ ∪ {εk − εn}. Further, in any case, for each 1 i < n
with i /∈ I , there should exist 1 ji < n, ji /∈ I ∪ {i}, such that εi + εji ∈ D.
Now, suppose that U = UO2n+1(q). Firstly, assume that there exist i, j ∈ I with
1 i = j < n. Then, by the definition of UD , it is clear that at least one of Xεi−εn or Xεj−εn is a
subgroup of UD . Thus, we must have
χ(1) qn(n−1)/2−1 < qn(n−1)/2 = qd(n),
a contradiction. It follows that, either |I |  1, or I = {i, n} for some 1  i < n. Further,
if i ∈ I for some 1  i < n, then we must have εi ∈ D; otherwise, Xεi−εn ⊆ UD and so
χ(1)  qn(n−1)/2−1, a contradiction. Therefore, we conclude that one of the following cases
must occur (we recall that |I | + 2|D′| = n).
(i) I = ∅; hence, n must be even, |D′| = n/2 and, for each 1 i  n, there exists 1 ji  n,
ji = i, such that εi + εji ∈ D.
(ii) I = {i} for some 1  i  n with εi ∈ D; hence, n must be odd, |D′| = (n − 1)/2 and, for
each 1 k  n with k = i, there should exist 1 jk  n, jk = i, k, such that εk + εjk ∈ D.
(iii) I = {i, n} for some 1 i < n with εi ∈ D; hence, n must be even, |D′| = (n− 2)/2 and, for
each 1 k < n with k = i, there should exist 1 jk < n, jk = i, k, such that εk + εjk ∈ D
(we note that εk + εn /∈ D for all 1 k  n).
We are now able to prove the main result of this subsection.
Theorem 6.7. Let χ ∈ Irr(U) have maximum degree χ(1) = qd(n), let D be the unique basic
subset of Φ+ and let φ :D → F×q the unique map such that 〈χ, ξD,φ〉 = 0. Then, the following
holds.
(i) If U = UO2n(q), then:
(a) if n is even, D = {ε1 + ε2, ε3 + ε4, . . . , εn−3 + εn−2} ∪ D1 where D1  {εn−1 + εn,
εn−1 − εn};
(b) if n is odd, D = {ε1 + ε2, ε3 + ε4, . . . , εn−1 + εn}.
(ii) If U = UO2n+1(q), then:
(a) if n is even, either D = {ε1 + ε2, ε3 + ε4, . . . , εn−1 + εn}, or D = {ε1 + ε2,
ε3 + ε4, . . . , εn−3 + εn−2} ∪ {εn−1};
(b) if n is odd, either D = {ε1 + ε2, ε3 + ε4, . . . , εn−2 + εn−1}, or D = {ε1 + ε2,
ε3 + ε4, . . . , εn−2 + εn−1} ∪ {εn}.
Proof. We proceed by induction on n. Since the result is clear if n  2, we assume that n > 2
and that the theorem holds for all integers less that n.
On the one hand, assume that ε1 + ε2 ∈ D. Let D0 = D − {ε1 + ε2}, let φ0 :D0 → F×q be the
restriction of φ to D0 and consider the super-character ξD0,φ0 of U . Let U0 be the subgroup of
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clear that
U0 ∼=
{UO2(n−2), if U = UO2n(q),
UO2(n−2)+1, if U = UO2n+1(q),
and that every irreducible constituent of ξD0,φ0 is naturally identified with an irreducible character
of U0. Since
ξD,φ = ξε1+ε2,φ(ε1+ε2) ξD0,φ0 ,
χ is an irreducible constituent of τχ0 where τ ∈ Irr(U) is an irreducible constituent of
ξε1+ε2,φ(ε1+ε2) and χ0 ∈ Irr(U) is an irreducible constituent of ξD0,φ0 . By Proposition 2.1 (or
Proposition 3.2), we have
τ(1) = q−1ξε1+ε2,φ(ε1+ε2)(1) =
{
q2(n−2), if U = UO2n(q),
q(n−1)+(n−2), if U = UO2n+1(q),
and, by the previous proposition, we know that χ0(1) qd(n−2). In any case, we conclude that
(τχ0)(1)  qd(n) and, since χ(1) = qd(n), we must have χ = τχ0. In particular, we obtain
χ0(1) = qd(n−2) and so, by induction, we deduce that
(i) If U = UO2n(q), then:
(a) if n is even, D0 = {ε3 + ε4, ε5 + ε6, . . . , εn−3 + εn−2} ∪ D1 where D1  {εn−1 + εn,
εn−1 − εn};
(b) if n is odd, D0 = {ε3 + ε4, ε5 + ε6, . . . , εn−1 + εn}.
(ii) If U = UO2n+1(q), then:
(a) if n is even, either D0 = {ε3 + ε4, ε5 + ε6, . . . , εn−1 + εn}, or D0 = {ε3 + ε4, ε5 + ε6,
. . . , εn−3 + εn−2} ∪ {εn−1};
(b) if n is odd, either D0 = {ε3 + ε4, ε5 + ε6, . . . , εn−2 + εn−1}, or D0 = {ε3 + ε4, ε5 + ε6,
. . . , εn−2 + εn−1} ∪ {εn}.
Thus, in the case where ε1 + ε2 ∈ D, we conclude that D = D0 ∪ {ε1 + ε2} is as required.
On the other hand, assume that ε1 + ε2 /∈ D. We start by considering the case where D ⊆ Φ+2 .
By the discussion preceding the theorem, we know that one of the following cases must occur.
(i) U = UO2n(q) with n even, and
D = (D ∩Φ+2 )∪ {εi − εn}, for some 1 i < n;
moreover, we have |D ∩Φ+2 | = (n− 2)/2 and, for each 2 k < n, there exists 1 jk < n,
jk = i, k, such that εk + εjk ∈ D (we note also that εk + εn /∈ D for all 1 k < n).
(ii) U = UO2n+1(q) with n odd, and
D = (D ∩Φ+2 )∪ {εi}, for some 1 i  n;
moreover, we have |D ∩ Φ+2 | = (n − 1)/2 and, for each 1 k  n with k = i, there exists
1 jk  n, jk = i, k, such that εk + εjk ∈ D.
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D = (D ∩Φ+2 )∪ {εi}, for some 1 i < n;
moreover, we have |D ∩ Φ+2 | = (n − 2)/2 and, for each 1  k < n with k = i, there ex-
ists 1  jk < n, jk = i, k, such that εk + εjk ∈ D (we note also that εk + εn /∈ D for all
1 k < n).
In any case, suppose that, either i < n − 1, or i = n − 1 and there exists 1  j < n such that
εj + εn ∈ D (we note that in this situation occurs only in the case (2)). Let
α =
{
εi − εn, if U = UO2n(q) (with n even),
εi, if U = UO2n+1(q).
Then, we have
ξD,φ = ξα,φ(α)
∏
β∈D∩Φ+2
ξβ,φ(β)
(by the definition). Let 1 k < l  n be such that β = εk + εl ∈ D and, for each s ∈ Fq , let τβ,s
denote the irreducible character of U corresponding (under Kazhdan’s correspondence) to the
coadjoint U -orbit which contain the element
fβ,s = φ(β)e∗β + se∗εk−εl ∈ u∗.
By Proposition 3.2, the elementary character ξβ,φ(β) is multiplicity free and we have
ξβ,φ(β) =
∑
s∈Fq
τβ,s .
It follows that there exists a map ψ :D ∩ Φ+2 → Fq such that χ is an irreducible constituent of
the character
ζ = ξα,φ(α)
∏
β∈D∩Φ+2
τβ,ψ(β).
Now, it is easy to check that
ζ(1) = q−|D∩Φ+2 |ξD,φ(1) qd(n)
and, since χ(1) = qd(n), we conclude that χ = ζ . Thus, by [1, Corollary 1] (and by Kazhdan’s
correspondence), the irreducible character χ corresponds to the U -orbit O(f ) ⊆ u∗ which con-
tains the element
f = φ(α)e∗α +
∑
β∈D∩Φ+
fβ,ψ(β).2
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p = Fqeα +
∑
1k<ln
εk+εl∈D
(uεk+εl + Fqeεk−εl )
is a maximal f -isotropic subspace of u (see Section 3 for the definition of uεk+εl ). Finally, let
1 j  n be such that εi+1 + εj ∈ D. Then, it is easy to check that the vector
u =
{
eεi−εi+1 − φ(εi − εn)−1φ(εi+1 + εj )eεj+εn , if U = UO2n(q),
eεi−εi+1 − φ(εi − εn)−1φ(εi+1 + εj )eεj , if U = UO2n+1(q),
lies in rad(f ) and so p + Fqu is an f -isotropic subspace, contradicting the maximality of p
(we note that u /∈ p). This contradiction implies that, either i = n − 1 and εk + εn /∈ D for all
1 k < n, or i = n (and, if this is the case, then U = UO2n+1(q) with n odd). In any case, since
ε1 + ε2 /∈ D, there should exist 2 < j = j ′  n such that ε1 + εj , ε2 + εj ′ ∈ D. In what follows,
we assume that this situation occurs and we observe that our argument is also valid in the case
where D ⊆ Φ+2 .
For each α ∈ D∩Φ+2 and each s ∈ Fq , we define fα,s ∈ u∗ and τα,s ∈ Irr(U) as above, and we
extend this notation to any root α ∈ D − Φ+2 (if it exists) by setting fα,s = se∗α and τα,s = ξα,s ;
for convenience, we set ξα,0 = 1U . Then, since
ξD,φ =
∏
α∈D
ξα,φ(α)
(by the definition), the argument above may be repeated to prove that there exists a map ψ :D →
Fq such that
χ =
∏
α∈D
τα,ψ(α);
we observe that, for α ∈ D − Φ+2 , we must have ψ(α) = φ(α) ∈ F×q . Then, by [1, Corollary 1]
(and by Kazhdan’s correspondence), χ corresponds to the U -orbit O(f ) ⊆ u∗ which contains
the element
f =
∑
α∈D
fα,ψ(α).
Since |O(f )| = χ(1)2 = q2d(n), we easily conclude that
p =
∑
α∈D−Φ+2
Fqeα +
∑
1k<ln
εk+εl∈D
(uεk+εl + Fqeεk−εl )
is a maximal f -isotropic subspace of u. However, the vector
u =
{
eε2−εj − φ(ε1 + εj )−1φ(ε2 + εj ′)eε1−εj ′ , if j < j ′,
eε −ε − φ(ε2 + εj ′)−1φ(ε1 + εj )eε ′−ε , if j ′ < j ,1 2 j j
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D and this completes the proof of the theorem. 
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