Introduction
With the recent publication of several complete genomes (for an almost exhaustive list, see http://www.c-mcs.anl.gov/ home/gaasterl/genomes.html), new challenges are emerging in computational biology. In large-scale sequencing projects, the task of converting experimental data (raw DNA sequences) into biologically relevant information (annotated sequences) requires a far greater evaluation process than that provided by the simple use of independent analysis tools. In our opinion, this conversion requires a higher level of abstraction in sequence analysis and should comprise at least three components: (i) a reliable data management system which allows the user to model and manipulate both the biological entities used as input (sequences), as well as those which are created as their outcome (genes, regulatory signals, etc.); (ii) a framework that allows several tools to work together in a co-operative way under the user's control; (iii) a graphic interface that allows the user to summarize the overall results for the final biological evaluation on the same display.
Recently, several systems have been designed to automate the various steps of genome analysis. They generally fail to include all of the above-mentioned features. Regarding genome annotation, there is a first group of such systems which comprises software dedicated to the complete automation of annotation [Magpie (Gaasterland and Sensen, 1996a,b) , GeneQuiz (Scharf et al., 1994; Casari et al., 1996) and PED-ANT (Frishman and Mewes, 1997) ], whereas a second group comprises software devoted to the graphic display of resulting annotations so that some human expertise can weigh upon predictions [GAIA (Bailey et al., 1998) , Genotator (Harris, 1997) , AutoGene (Ptitsyn and Grigorovich, 1995) , BioMerge (MDL Information Systems, Inc., http://www.mdli.com) and Synergy (NetGenics, http://www.netgenics.com)]. Finally, several other systems are devoted to specific (and important) methods for largescale sequence comparisons [LASSAP (Glémet and Codani, 1997) and GenWeb (Compugen, http://compugen.co.il)], the results of which should be further visualized and managed within another environment in order to be fully utilized. All of these systems make a clear distinction between 'data' and 'methods'; each of them favoring either the data or the methodological aspect, but generally lacking a complete in-tegration of both components. In order to tackle this problem, we have designed and implemented a co-operative computer environment, called Imagene, dedicated to sequence annotation and analysis. In this system, the biological data produced in the course of a genome sequencing project, together with the sequence analysis methods, are uniformly represented in an object-oriented model.
Imagene has been developed within the framework of a joint co-operation between researchers at the INRIA-Rhône Alpes (Grenoble), the Université de Paris VI, the Institut Pasteur (Paris) and the Ilog company (Gentilly). Indeed, several components of our system were especially designed from the context of this project, both in the initial program of conditions and during Ilog development of the tools. A prototype of this system and of its underlying concepts has already been presented in Médigue et al. (1995a) , and some of its applications have been previously shown in Médigue et al. (1995b) . This prototype served as a 'flying kite' to put its various components to the test. The lack of suitable interfaces tended to make its use somewhat awkward and restricted to 'computer-oriented' users. The building up of this prototype gave us the advantage of overhauling objects and methods, identifying bottlenecks, and working out the final evolution of the current Imagene system which is presented in this paper. The first section ('Concepts') is dedicated to an overview of the concepts used to build this new integrated environment. We subsequently describe the current structure and functions of Imagene in the second section ('Implementation'). System use is then illustrated with a concrete example in the third section ('Using Imagene'). Finally, because of the recent emergence of several systems bearing similarities to ours, the original characteristics of our platform are discussed and compared to them in the Discussion.
Concepts

Modeling biological data
In a genome annotation project, we have to store and manipulate two types of data: sequence data and biological data. The sequence data are either the complete chromosome under study or fragments of it (contigs or simple entries). The biological data represent information not explicitly linked to sequence data; e.g. the existence of a given gene may be known in a bacterium (from identification of its product by biochemical assays) even though its corresponding sequence has not yet been identified. Finally, we also have to manipulate data that result from the execution of various methods: for example, a predicted CoDing Sequence (CDS) represents a piece of data in itself (but may not always be relevant from the biological point of view). In Imagene, we used an objectoriented model for the internal data representation. In such a model, data are represented by objects, which are instances of classes. A more precise description of the objects and of the associated management mechanisms will be described later on. At this point, we want to deal with the organization of classes that model the domain under study (i.e. to describe the ontology). In an object-oriented system, classes are associated to concepts, and are organized as a hierarchy. A subclass of a given class corresponds to a more specialized version of the concept. A sub-class inherits all of the characteristics of its super-class. The ontology we have designed for Imagene is depicted in Figure 1 .
Biological objects. This portion of the hierarchy was inspired by the design of the ColiGene knowledge base (Perrière and Gautier, 1993) . The <bio-object> class (Figure 1 ) describes the common properties of any biological object belonging to a genome (genes, regulatory signals, operons, etc.) . This class has two sub-classes, depending on whether the object refers to a protein or a nucleic acid object (respectively <bio-nucleic> and <bio-protein> classes; Figure 1 ). The <bio-nucleic> class is then specialized into two sub-classes: the first one (<simple> sub-class) gathers elementary information units like genes and signals involved in their transcription and translation regulation (respectively <gene> and <signal> classes). The second sub-class (<composite> class) gathers biological structures which are composed of several elementary biological objects: e.g. a transcription unit is made of gene(s) and regulatory signals.
Sequence objects. The <seq-object> class (Figure 1 ) gathers several classes describing nucleotide and amino acid sequences (<seq-data> sub-class) together with their corresponding features (<seq-feature> sub-class). The DNA sequences are represented as sub-classes of the <nucleic-data> class; they correspond to nucleic acid entries coming either from databanks (<db-entry> class and <chromo-entry> class) or from individual laboratories (<file-entry> class). The <nucleic-data> class is specialized into two sub-classes representing, on the one hand, contiguous sequences which are made of several overlapping file or databank entries (<seq-nucleic-assembly> class) and, on the other hand, pieces of DNA extracted from an instance of the <seq-nucleic-entry> class (<seq-nucleic-fragment> class). In practice, objects of this latter class correspond to fragments of a particular genome. The DNA and protein features are modeled as sub-classes of the <seq-feature> class. These features are extracted either from databank annotations, or produced by sequence analysis procedures. The <nucleic-feature> class is further specialized into several sub-classes depending on what kind of information is stored within the object. For example, in the case of an <rbs> the DNA sequence of the Ribosome Binding Site (RBS) and its distance to the nearest START codon are kept within the object. The <dna-signal> class is specialized into two sub-classes: the first one (<simple-signal> class) gathers elementary features corresponding to signals involved in the regulation of CDS Linking objects through relations. At this point, the object classes have been described as independent despite the fact that several of these classes are obviously related (take, for instance, the <cds> and <rbs> classes). In our model, these relations are themselves represented by specific objects. A relation can be set up between two classes at any level of the hierarchy. The sub-classes of these classes inherit their relation (as they do with any characteristic, from their superclasses). Figure 1 displays the most important root relations that have been defined in Imagene. There are three main types of relations. The first type, called a composition relation, describes a relation between an object and its container. They are represented by brown arrows in Figure 1 . For example, the relation between a sequence fragment and its mother entry is a composition relation (this is actually a subrelation of data-composition). The second type, called a functional relation, links objects which are functionally dependent, i.e. that work together in the same biological process. They are represented by orange arrows in Figure 1 . A typical example is the relation between DNA signals and the gene(s) they control. There are actually two such relations: the bio-functional links objects of the <bio-object> class, whereas the feature-functional links objects of the <seq-fea-ture> class. As a case in point, the relation between a CDS and an RBS is a feature-functional relation. Finally, the third type of relation, called an association relation, links objects of different nature (i.e. of different root classes). They are represented by black arrows in Figure 1 . There are actually two such relations: data-feature links any feature to the sequence it belongs to, and bio-feature links a biological object to its corresponding feature object. An example of the latter is given by the relation between a gene protein and the corresponding CDS feature. It is worth noting that this relation can be temporarily unknown. For example, an instance of the <bio-object> class could result from a biological experiment, although the corresponding DNA fragment has yet to be identified. Conversely, sequence analysis methods are used to point out some putative features (such as CDSs or terminators) that might be further related to some biological objects. The decision to link a putative feature to a 'real' biological object is taken by the biologist's judgement alone: is that putative CDS a gene coding for a protein? Is this terminator sequence really used in the cell to stop a transcriptional process? As will be described later, the role of the graphic interface should be to provide the user with visual clues to allow him/her to make the appropriate decision. Indeed, one can consider the ultimate annotation activity as the process of linking objects together.
Methods
The second important component of Imagene deals with the concept of methods. By definition, a method acts on an object to produce one or more new objects. In practice, a method can be defined at different levels. At the elementary level, it is a mere procedure, written in a traditionnal programming language describing the series of operations to perform on the input object in order to produce the result. Such an elementary method will be called a module. From the end-user point of view, a module acts as a 'black box', since the user knows only the module input and output. The internal structure of a module remains hidden and is under the sole responsibility of the programmer. As we shall see later, in Imagene these modules can be written in different languages, or can even be external programs (possibly running on different machines). At a higher level, we define a task as the combination of one or more modules. There are two kinds of tasks: an elementary task is simply associated to a single module and therefore has the same characteristics in terms of user visibility; a complex task allows one to represent a strategy and consists of an ordered combination of tasks (that may be either elementary or other complex tasks). In Imagene, this combination is described by the division of the task into sub-tasks. The chaining and visualization of these sub-tasks falls under the responsibility of a task-engine.
A strategy has several advantages over simple modules or elementary tasks. First, the implementation is not hidden since the user can visualize all sub-tasks of a strategy during its execution. Second, he/she is able to restart the execution of a strategy from any one of its sub-tasks (e.g. to modify some parameters); the task-engine is then responsible for the re-execution of the needed portions of the strategy. Finally, the user may be able to modify some sub-tasks of a task without having to program in a low-level language. This allows the system to be highly modular since elementary tasks may be reused in different strategies.
For a concrete example of these concepts, let us examine a relatively simple strategy, the purpose of which is to look for potential prokaryotic CDSs. Formally, a CDS is defined as the longest piece of sequence between a START codon preceded by an RBS and an in-frame STOP codon ( Figure  2a ). Of course, constraints exist on the relative location of the RBS with respect to its START codon (e.g. minimum and maximum distances). In terms of tasks, the whole searching process may therefore be divided as shown in Figure 2b . The sequence of tasks depicted on the left part of the figure starts by requesting an input sequence (an object of the <seq-data> class) through a dialog task. Then, we look for putative START codons, STOP codons and RBS signals. Finally, we have to put these pieces together in order to build the CDSs, given some biological requirements (in-frame STARTs and STOPs, maximum distance between RBS and START, etc.). In turn, each of these tasks can be divided into sub-tasks. For example the 'Search Starts' task is divided into two subtasks: one for asking the START patterns (dialog) and one actually to run a pattern-searching algorithm ( Figure 2b) . The RBS task is slightly more complex and illustrates a choice between two possible strategies. The first one uses, as we did for STARTs and STOPs, a simple pattern to locate the RBS, whereas the second one makes use of a position-dependent scoring matrix (Gribskov et al., 1987) . The actual division of this task and the way it is displayed to the user will be described later in the section 'Using Imagene'.
User interfaces
Cartographic interface. In an annotation project, it is important to give a synthetic graphic representation of a set of objects associated to the same sequence object (e.g. RBS, CDSs, etc.). Most of the time, these objects are features coming from a databank or produced by a strategy. With this in view, we have added a user interface called the Cartographic Interface (Bisson and Garreau, 1995) . This interface associates an object to a particular graphic entity such as a point, a box or a curve. The important point here is that each graphic entity is the representation of exactly one object in the database and a one-to-one correspondence is internally established between them within the system. Data and task access. As previously described, we have to manipulate and display two sets of entities: data and tasks. In Imagene, these operations are monitored by two user interfaces: Data Manager and Task Manager. The Data Manager allows one to create and edit the objects associated to the data, to group these objects into folders and to query the whole database of objects. The Task Manager is responsible for choosing and launching a strategy and for displaying the sub-tasks in the course of their execution.
Implementation
Overview of Imagene architecture
Imagene has been built using four Ilog components: (i) the Talk© language (Ilog-Talk, 1995); (ii) the Views© GUI library (Ilog-Views, 1995); (iii) PowerClasses© (Ilog-PowerClasses, 1996); (iv) Control© (Ilog-Control, 1997). The two first components were developed independently of our system. The PowerClasses and Control components are the foundations of the Imagene architecture and were built on the basis of the Shirka (for PowerClasses; Rechenmann and Uvietta, 1991) and the SCARP (for Control; Willamowski et al., 1994) prototypes. Several of their features were especially designed for this project. An overview of the Imagene architecture is given in Figure 3 .
The bottom layer is composed of Ilog-Talk, a functional language derived from Lisp which has several sophisticated features that make it very convenient as a first-level language: it is primarily interpreted (a useful feature during the development phase), but can generate C code that can be further compiled for time-critical sections of the code. Moreover, Talk can dynamically import foreign object code (primarily written in C or C++), thus allowing one to reuse al-ready existing C or C++ libraries within pure Talk sources. This process, called 'binding', is fully dynamic, implying that a C function can be modified, recompiled and reloaded in the system without needing a relaunching of the main process. In Imagene, most of the computational and data access functions have been implemented in C and are dynamically loaded within the system at runtime; they are therefore called internal procedures. Moreover, external Unix commands (e.g. Shell scripts) can also be launched as external procedures.
On top of the Talk layer are the PowerClasses and Control library layers (Figure 3) . PowerClasses is the object layer of Ilog-Talk. This library provides regular services to manage classes and instances: defining classes and managing inheritance, instanciating objects, accessing their values, linking objects through relations and finally storing instances into repositories (which can be dumped and retrieved from the disk). The definition of a class includes the definition of a set of slots (or fields) which characterize the properties of a class. These slots are of different elementary Talk types: char, string, integer, symbol, list, etc. Moreover, integrity constraints can be added to slots (e.g. domain or range of allowed values) and specific actions can be triggered when accessing a slot value, either when reading or writing it; these actions are called deamons. This is particularly useful when the value of a slot can be calculated from values of other slots and, therefore, does not need to be stored permanently within the object or should be dynamically updated. In Imagene, this latter feature has been put to extensive use for accessing external DBMS (Data Base Management System) or flat files to retrieve the sequence data; in this way, the sequence data themselves are never permanently stored within the object. The second important component in Imagene is the task engine (Control; Figure 3 ). As explained in the 'Concept' section, the resolution of a particular problem results in a context-specific chaining of tasks. A task is represented by a class. The main slots of a task are its type (to specify whether it is a complex or an elementary task), its input and its output. Once tasks have been defined, the task engine manages their execution. For each sub-task, a specific execution context describes how its execution is integrated into the execution of the complex task: data flow, user validation of input or output, etc. Moreover, once a task has been executed, the user can restart it at any of its sub-tasks, thus creating a new version of the execution. The task engine will not re-execute the sub-tasks which lie before the chosen restarting point. The user can therefore modify the characteristics of a sub-task (parameter values or strategic choices) and minimize the number of re-computations. Let us take, for example, a typical databank scanning procedure (e.g. Blast) where a first sub-task performs the scan and a second subtask provides some filtering criteria on this output; then the user can modify the filtering criterion without relaunching the full (time-consuming) scanning task. Finally, the task engine also keeps track of the different versions of an execution. Since these different versions can be nested at any level, they are represented as a tree (called the version tree). The user can visualize this tree and come back to any previous version, allowing him/her to maintain several hypothese in parallel during the analysis. Finally, at the top level (Figure 3 ) are the three separate user interfaces (the Managers). All these interfaces have been written by using the Ilog-Views C++ library. The enduser accesses Imagene only through these managers. Namely, the Data Manager provides access to the data, the Task Manager provides access to the tasks, and the Result Manager handles the visualization of task results in the Cartographic Interface. The Data and Task managers will be described in more detail later on (see 'Using Imagene' section). All implementation details about the Cartographic interface (Apic) can be found in Bisson and Garreau (1995) and we shall only mention its main features. Apic is a generic interface in the sense that it has no predefined types of objects. The user can define his/her own types directly in external data and graphic resource files. However, when Apic is driven from Imagene, these types are automatically created according to the class of the corresponding objects which are visualized (e.g. objects in frame +1 of the <seq-feature-cds> class are automatically called 'cds+1' and are represented with a predefined layout, color and shape). Apic has been embedded into Imagene by using the C++ dynamical binding mechanism mentioned before. In practice, this means that, on the one hand, all graphic objects are directly accessible within Imagene and, on the other hand, Imagene objects which reside in the memory are known from Apic. Moreover, callback functions which are called in response to a user's action (like double-clicking on a graphic object) can be written either in C++ within Apic, or in Talk within Imagene (in the latter case, they can be dynamically loaded and/ or modified during a session). The direct consequence is that the interface is fully active: e.g. one can easily set a callback to launch the internal Imagene object editor to modify an object when double-clicking on its graphic representation.
Implemented tasks and strategies
Since the basic philosophy of Imagene is to let the user build his/her own strategies for a particular problem, we have implemented a fairly large number of elementary tasks (the building blocks), but only a minimal set of complex tasks (strategies). The elementary tasks can be roughly divided into six categories: (i) data access tasks: to handle the exchange with external DBMS or flat files; (ii) system level tasks: Talk©/C interface, network connection, external process management; (iii) general purpose functions and data structure handlers such as basic sequence management and numerical functions; (iv) user dialogs: either general purpose or dedicated dialogs to enter parameters; (v) manager-related tasks which allow interaction with the three managers previously described, and particularly to display and set up graphic attributes in the cartographic interface; (vi) highlevel sequence analysis tasks such as pattern-searching algorithms, simple automata, coding region identification [at the present time, the GeneMark© method (Borodovsky and McIninch, 1993) and the Glimmer one (Salzberg et al., 1998) have been included in the system] and databank similarity searching [all flavors of Blast (Altschul et al., 1990 (Altschul et al., , 1997 ]. All these elementary tasks can be combined to create complex strategies. We shall focus on three typical strategies which tend to be of general interest in the context of bacterial genome analysis, namely: (i) ORF/CDS searching; (ii) identification of coding regions; (iii) databank similarity searches.
CDS searching strategy.
We have focused on the development of strategies which allow one to find out putative CDSs in prokaryotic DNA sequences. The first of these strategies aims at finding the translation initiation sites in ORFs. Sequence coding for proteins is characterized by the presence, upstream of the start codon, of an RBS (Shine and Dalgarno, 1974) . This was the first example of a consensus sequence from a signal that has been clearly demonstrated as relevant to translation initiation. In bacterial genomes, the translation initiation site can be identified by using a simple pattern sequence (at least during the first round of gene identification). When such a signal (containing the RBS and a START codon) is found within an ORF, it defines a putative CDS. The complete CDS searching strategy is called spoc-cdsstrategy. This is a highly illustrative example of a complex task since it involves several steps that have been mentioned before. For this reason, its precise division into sub-tasks will be used later on as an example in the 'Using Imagene' section.
Predicting coding regions strategy. This strategy is devoted to the prediction of coding regions using statistical methods. Computational gene identification is set to play an increasingly important role in the development of the genome projects. Despite the fact that many coding prediction methods have been published, there is no single answer to this problem yet. In the case of prokaryotic genomes, the problem is simplified due to the absence of splicing and because the codon usage is usually more strongly biased than with eukaryotes. Amongst all the methods we have tested so far, those based on hidden Markov models appear to yield the most accurate results for bacteria. Two such programs are available: GeneMark© (Borodovsky and McIninch, 1993; Lukashin and Borodovsky, 1998) and Glimmer (Salzberg et al., 1998) . They both permit efficient CDS prediction provided that genes have been first clustered into significant classes used as training sets (Borodovsky et al., 1995) . In Imagene, the typical genemark-strategy starts with a subtask which requests some parameters (Markov transition matrix, window length, etc.). A second subtask is then responsible for running the GeneMark detection program (in sliding window mode) and the graphic results are presented in the Cartographic Interface as six coding prediction curves on the six reading frames of the query sequence. A similar strategy using a slightly modified version of Glimmer has also been developed.
Similarity searching strategy. This third strategy is devoted to searching for similarities in protein databanks. One of the first questions that arises once a long new stretch of DNA sequence has been obtained, is whether it contains translated coding regions identical or similar to already known proteins. The databank scanning program BlastX (Altschul et al., 1990) , and the more recent Blast2X which adds gap capabilities (Altschul and Gish, 1996; Altschul et al., 1997) , have been integrated into Imagene to tackle this problem. Of course, running BlastX on very long DNA query sequences (e.g. >100 kb) makes no sense in terms of probability values (and run times). Therefore, the strategy associated to this task first splits the query sequence into smaller overlapping fragments; then an elementary task is responsible for calling BlastX on each of these fragments and collecting the separate results. A third elementary task is responsible for combining all these results to reconstruct the positions of the hits on the original query. Finally, a filtering task allows selection of the Blast hits on the basis of their p-values.
Other strategies. In order to get an annotation of a raw DNA sequence as complete as possible, other strategies which will define DNA/RNA secondary structures have also been integrated in Imagene. One of them is devoted to the search for terminator sites of the transcription (d'Aubenton et al., 1990) , and two other strategies are associated to methods for RNA gene prediction (Fichant and Burks, 1991; El-Mabrouk and Lisacek, 1996; Lowe and Eddy, 1997) . Moreover, we are currently working on integrating a more general method which will discover any RNA secondary structures (Billoud et al., 1996) .
'Super' strategies. The previous strategies can be easily combined into one single strategy (which may therefore be called a 'super' strategy). The idea is to propose a quick semi-automatic annotation procedure that would help the user at the beginning of the investigation of a new DNA sequence. As shown in the next section, the results of this strategy can be superimposed on the same graphic interface. Moreover, any strategy in Imagene can be run in two modes: in the interactive mode, all dialogs embedded within subtasks are displayed to the user who can choose and modify the parameters; in the automatic mode, these dialogs are hidden and the default parameters are used. A super strategy is usually run in this latter mode. However, we want to point out that running Imagene in an automatic mode on a whole genome is not its primary function and does not replace dedicated 'genome crunchers' (Scharf et al., 1994; Casari et al., 1996; Gaasterland and Sensen, 1996a,b) . In Imagene, the goal of these super tasks is to pinpoint, through a graphic interface, ambiguous or problematic locations (e.g. to correct some parts of the sequenced genome).
Using Imagene
In this section, we give an in-depth description as to how the various managers are used in practice and illustrate a typical session with Imagene on a concrete example.
The Data Manager
The Data Manager is the user interface to access and manipulate the objects. As depicted in Figure 4 , it is composed of three panels. The right panel displays the objects themselves as a list of labeled icons, the icons are associated to the higher classes of the hierarchy. The objects can be gathered into collections represented by folders on the left panel. An object can belong to several collections. The set of all objects and collections is called a workspace. Workspaces can be dumped and retrieved as a whole from the disk. They are used to organize a project into smaller subunits (e.g. one workspace per user or per work session). Folders are used to organize the data within a workspace, to save and retrieve separate objects from the disk and, therefore, to exchange data between workspaces. The objects can be displayed in two states: normal or tagged. The transfer of objects from the right panel into a folder (left panel) is performed on the tagged object. Of course, the user can tag and untag objects manually, but this operation can also be performed automatically by using the query panel on the bottom. A query is a filtering operation where the user needs to indicate (i) the source (where the objects are to be taken from), (ii) the filter function (which objects does he/she wants to select) and (iii) the tag action (what he/she should do with these objects). The source is usually all objects [ Figure 4 ; (1)], but can be restricted to the currently tagged objects or to the objects from the folder which is currently open. The filter can be divided into three dynamic elements: (i) the class of the objects we are interested in [e.g. biological objects of the <protein-gene> class on this example; (2)]; (ii) a particular slot value or a link condition for objects of this class [slot or link condition; (3)]. Once a class has been chosen, the values of the slot pop-up menu adapt automatically so that only the slots of this class are available; (iii) finally, the slot operator/value (4) allows us to specify the desired value of the slot. Once a specific slot is chosen, only the operators acting on the type of the slot are accessible in the pop-up menu. On the example given in Figure 4 , we specify that we are interested by genes whose slot gene phenotype contains the string 'synthetase'. Once the source and filter functions (either slot or link) have been set up, one should specify the tag action on the right of the panel (Figure 4 ). This action can be replace (i.e. untag all currently tagged objects and tag objects selected by the filter), add (i.e. leave currently tagged objects as is and tag objects selected by the filter) or remove (i.e. remove the tag of objects selected by the filter). These tag actions, together with the possibility of designing different sources, allow one to perform complex queries implementing AND, OR and NOT conditions through iterative queries. Finally, once the desired objects have been identified and tagged (either manually or through queries), the user should validate them for use by other managers (in particular the Task Manager that will be described hereafter); this is done by using the Updates main menu.
Besides querying and manipulation, another important role of the Data Manager is the creation and importation of objects. As mentioned before, objects are exported and imported through the use of folders. In addition, the Data Manager allows one to create a limited set of objects: sequence entries from flat files (<seq-nucleic-file-entry> class) and fragments (<seq-nucleic-fragment> class) from a chromosome object (<seq-chromo-entry> class). The latter becomes quite valuable when working on a completely sequenced genome.
The Task Manager
To illustrate the execution of a strategy in the Task Manager, we run the CDS searching strategy on a Bacillus subtilis chromosome fragment (Figure 5 ). At the beginning of the execution, the task (spoc-cds-strategy) is waiting for its input. More precisely in this case, the input should be an instance of the <seq-nucleic-data> class, or of one of its subclasses. This selection is performed on the list of objects which is displayed on the left (Figure 5a ). This list is restricted to the elements which have been previously validated in the Data Manager as mentioned before. At this point, the task execution begins. The whole task is divided into subtasks as already described. Each sub-task is represented by a box in a tree. This task tree reads from left to right and top to bottom (Figure 5b) . It is worth noting that input and output of each sub-task are not shown in this view, only the sub-task names are displayed; if necessary, a Task Editor can be called to access the task input and output values. The task tree aims at displaying, in a readable way, all stages of the global strategy. For example, one can easily spot that the spoc-find-rbs task is first divided into the sub-task dlog-select-rsrc which displays a generic dialog window in order to select one of the two searching methods (pattern or profile); a second sub-task (spoc-rbs-stgy) is then executed according to this choice. In the execution displayed in Figure 5b , we chose the pattern Fig. 4 . The Imagene Data Manager allows one to display the objects of the database, to gather objects into collections represented by f olders, and to perform complex queries on these objects (see the text).
method and this choice is indicated by the 'C' node in the task tree. Different colors and font styles are used to indicate the current state of a sub-task: being executed, not yet executed, executed with success or executed with failure. For example, in Figure 5b , the apic-dlog-ask-mapid sub-task is currently being executed: it displays a dialog allowing the user to select the Apic graphic map where the results are drawn. The chain of sub-tasks currently being executed can be easily spotted by following the red boxes. Finally, the task tree is also very useful to restart a strategy at any point of its execution in order to change some parameter values or strategic choices. This is performed by double-clicking on the corresponding box in the tree. Each modification of an execution creates a new version of this execution. All the different versions of an execution are kept during a session and the user can come back to any previous version by using the version tree. The right part of Figure 5c depicts one execution of the CDS searching strategy: in this case, the execution (version 5) failed at the dlog-select-rsrc sub-task (the user cancelled the operation).
The Result Manager
The last sub-task of the CDS searching strategy (spoc-visualize-apic) is responsible for displaying the results (i.e. the newly created objects) in one graphic map (Figure 5b ). This map can already be in existence (the results are then superimposed on the previous ones) or be an entirely new one. In Figure 6 , the CDS objects which have been produced by the spoc-cds-strategy are represented on the six reading frames of the Apic map by red boxes, and their associated RBSs are represented by green triangles. In the figure, these results are superimposed on the results of two other strategies: the Blastx strategy which produces instances of the <seq-feature-blastx> class (blue rectangles), and the GeneMark strategy which produces coding prediction curves on the six reading frames of the query (black curves). On the top of the map is the Control Panel. A full description of the functions of this panel can by found in Bisson and Garreau (1995) . It is used to zoom and unzoom the map, locate the current position on the sequence (cursor), put up markers, move from one object to the next one, etc. The panel also displays the detailed environment of the sequence under the cursor. Finally, the user can get and modify the information associated to the objects through a dedicated Annotator interface (this annotator is launched by double-clicking on a graphic object).
The graphic superimposition of results is extremely useful in visual cross-validations, i.e. pinpointing positions on the sequence where there is (or there is not) a good agreement between the results of various strategies. The example in Figure 6 is characteristic of a 'good' sequence as the longest CDSs (red boxes) are located in positions where the GeneMark coding prediction is strong, and where some Blastx similarities (blue boxes) are also present.
Discussion
The rational behind Imagene is to provide an integrated computer environment containing: (i) an elaborate biological and methodological knowledge representation scheme and (ii) several graphic interfaces wich allow the user to run tasks in a co-operative way, to interact with the system in order to check out, combine or refute the information, and finally to integrate new methods or strategies. Compared to a relational model, the object-oriented model appears to be better adapted to the requirements of the molecular biology domain. It allows one easily to define as many concepts as necessary since each of them is clearly identified by a class hierarchy. Moreover, it turns out that concepts in molecular biology are naturally amenable to hierarchical representations. An important question is to know whether several different hierarchies are needed. Our experience tends to show that within the (somewhat narrow) context of sequence annotation, the notion of relation between classes seems to be sufficient to capture the idea of biological links between concepts. So the need for multiple hierarchies is not yet apparent. However, this could become important when considering information of a completely different nature, such as metabolic pathways.
The object-oriented model has been previously used in several other systems, such as ACeDB (Durbin and ThierryMieg, 1993) , GAIA (Bailey et al., 1998) , and also EcoCyc (Karp et al., 1998) which uses a frame knowledge representation system called Ocelot. An original feature of Imagene is to use the object model to represent not only the biological objects, but also the analysis tasks of sequence analysis, and therefore to let the user manipulate the tasks as he/she does for objects. This makes Imagene more transparent than a traditional menu-driven package, such as GCG (Genetics Computer Group, http://www.gcg.com), since every step of the resolution is clearly identified and modifiable. From this point of view, Imagene is therefore neither a package with an embedded database, nor a database with analysis tools plugged in.
Another important feature of Imagene is the presence of a synthetic graphic interface (cartographic interface) to visualize the results of tasks. This is clearly different from what has been chosen in 'genome crunchers' such as GeneQuiz (Scharf et al., 1994; Casari et al., 1996) or Magpie (Gaasterland and Sensen, 1996a,b) . The GeneQuiz system analyzes data with a high degree of automation, and post-processes the vast amount of output by using expert knowledge. In a similar way, the Magpie system is designed to assign automatically as many different features to the sequence data as possible. This system synthetizes the information coming from multiple tools by using logical rules expressed in Prolog. Such automatic post-processing of results does not exist in Imagene since the final synthesis and decisions are under the responsibility of the operator and are based on the graphic clues presented by the system. Imagene and 'genome crunchers' are therefore complementary tools: one can begin with a 'cruncher' to annotate a genome in 'blind' mode and then further refine this analysis by focusing on conflicting or suspect areas with Imagene. Perhaps, the system which could be considered closest to Imagene would thus be Genotator (Harris, 1997) .
Finally, our last comparison of Imagene to other systems relates to the notion of strategy. In systems such as Magpie, Genotator or Synergy (NetGenics, http://www.netgenics.com), the notion of strategy refers mostly to a customized configuration which allows the user to select, from the available tools, those that should be executed (as well as the parameters of each). In the GeneWorld system (Pangea systems, Inc., http://www.Pangea.Systems.com), this concept is more sophisticated since it now refers to scripts. GeneWorld automatically processes series of operations defined by the user following traditional programming control structures (such as 'if-then-else'). In Imagene, the notion of strategy is different from this 'programming' approach and lies at the heart of the system. Within a scripting language, there are two intertwined concepts: 'logical flow' (i.e. the series of operations that should be performed) and 'data flow' (i.e. how data are passed through the operations). From the end user point of view, only logical flow is meaningful (data flow being primarily a technical issue). In Imagene, this logical flow is shown to the user under the form of the task tree (although data flow should be considered by the programmer). In our opinion, this is a far simpler way to think about strategies since the user has only to focus on what is done in terms of operations. For a user unfamiliar with programming languages, looking at a (well-designed) task tree should be more educational than reading the listing of a script. An advantage directly related to this approach lies in task division itself. In the 'scripting' approach, once a strategy has been executed, the change of a parameter or of a particular choice requires the complete re-execution of the whole strategy. As explained before, in Imagene the user can restart a strategy at any point of the logical flow, and this point is easily spotted once he/she understands the task division (i.e. what he/she is really doing). More generally, the task-engine has been designed to reach a target goal by using different possible methods (associated to tasks). In a way similar to a Prolog solving engine, the heuristics used in solving sub-goals can be controlled by various mechanisms (Ilog-Control, 1997). Although we do not fully take advantage of these mechanisms in the current version of Imagene, we plan to use them more extensively in the near future.
Conclusion
We have presented an integrated computer environment dedicated to sequence annotation and analysis. Although our platform benefited from the previous works of Perrière and Gautier (1993) , several new concepts were required to put the class hierarchy into its current form. We do not expect any substantial change of this hierarchy in the near future. The object classes of our system can be instantiated with any data from prokaryotic genomes and we are now planning to extend it to eukaryotes. This will require several changes in the model (such as the definition of intron-exon classes), together with integration of specific methods and strategies. Generally speaking, we also plan to add a greater variety of sequence analysis methods. Our immediate goal is to improve the search for CDSs, together with specific prediction tools for promoters. Indeed, automatic identification of promoters usually involves two consensus sequences located around -10 and -35 regions upstream of the transcription start site. In practice, these signals are generally insufficient to characterize a promoter and the spatial structure of the DNA/RNA molecule is probably involved in the recognition of a promoter by the RNA polymerase and the appropriate factors. From another side, we think it could be of interest to embed in the system some more exploratory and comparative tools such as factorial and statistical analysis. At the present time, Imagene is primarily oriented towards the analysis of a single sequence. Therefore, the addition of these latter tools will probably require the design of new classes and of specific interfaces.
Imagene has been extensively tested within the B.subtilis genome sequencing project (Kunst et al., 1997) . In particular, we used it to correct existing annotations, to add some new ones (such as new CDSs or tRNAs), and to ascertain several 'gray-holes' in the B.subtilis chromosome. Moreover, we developed two independent strategies in order to detect sequencing errors (frameshifts) (Médigue et al., in preparation) . In the B.subtilis chromosome, several of these frameshifts were actually confirmed to be present on the genome, indicating that the putative genes are either non-functional or subject to regulation processes such as the biologically important programmed translational frameshifts. In the course of this analysis, it is crucial for the final decision to be taken by the human expert on the basis of several visual clues (is this an authentic frameshift or not?). Overall, Imagene is devoted to the in-depth analysis of such 'outliers' or 'unknown' objects, which, by definition, cannot be detected automatically.
