We prove the following theorems:
strong measure zero are distinct. But Gödel proved that also the Continuum Hypothesis is not disprovable, and Sierpinski showed that the Continuum Hypothesis negates Borel's conjecture- [21] . The uncountable strong measure zero set exhibited by Sierpinski has the property that its intersection with each first category set is countable -i.e., it is a so-called Lusin set. The Continuum Hypothesis even implies that there is a Lusin set whose algebraic sum with itself is the entire real line. In summary: The sum of a strong measure zero set and even a small measure zero set could be the entire real line; according to the Galvin-Mycielski-Solovay theorem, the sum of a strong measure zero set with a first category set is not the entire real line. This indicates that if one is looking for classes of sets whose algebraic sums with strong measure zero sets are small, then one ought to go look among the first category sets. Since Lusin sets are not of first category, they are not meager-additive. This indicates that even though the sum of a first category set and a strong measure zero set is not the entire real line, it still need not be small in terms of the three traditional criteria for smallness -countable, first category or Lebesgue measure zero.
One could now either restrict the class of strong measure zero sets to a subclass all of whose members have small algebraic sums with every first category set -a natural choice would be the meager-additive sets -or one could keep the entire class of strong measure zero sets and restrict the class of first category sets to a subclass whose members have small algebraic sum with each strong measure zero set, or one could abandon the three traditional criteria of smallness in favor of another. In this paper we do the following:
1. In Section 1 we determine that all members of some of the classical classes of first category sets have algebraic sums with strong measure zero sets which are small in another of the classical senses of smallness.
2. In Section 2 we characterize a natural subclass of the collection of strong measure zero sets, all members of which are meager additive.
3. In Section 3 we apply some of our results to give other characterizations of the SR M -sets. 4 . In Section 4 we point out some relations between our results and the theory of small cardinal numbers.
The only potentially ambiguous terminology is that we call the closed unit interval [0,1] the unit interval. Accordingly, (0,1) is called the open unit interval.
1 Sums with any strong measure zero set.
Let I, J and K be collections of subsets of the real line. Then we write I + J ⊆ K if, for each X ∈ I and for each Y ∈ J , X + Y ∈ K. If K is an ideal, then for fixed I the collection J = {X : (∀Y ∈ I)(X + Y ∈ K)} is also an ideal. If K is translation invariant, then J is a free ideal. The collections of interest to us are as follows: According to Szpilrajn (better known as Marczewski) a set X of real numbers is an s 0 -set if there is for every perfect set P of real numbers a pefect set Q ⊂ P which is disjoint from X - [22] . The symbol S 0 denotes the collection of s 0 -subsets of the real line. According to Lusin a set X of real numbers is an always first category set if, for every perfect set P of real numbers, X ∩ P is a first category set in the relative topology of P - [13] . The symbol AF C denotes the collection of always first category subsets of the real line. By analogy with the situation for strong measure zero sets, a set X of real numbers is said to be strong first category if for every measure zero set N , X + N is not equal to the entire real line. The symbol SF C denotes the collection of strong first category subsets of the real line. Finally, the symbol SMZ denotes the collection of strong measure zero subsets of the real line.
In the proof of our first theorem we use the following version of a theorem of :
Theorem 1 (Lorentz) . If (G, +) is a finite group and if H is a nonempty subset of G, then there is a subset F of G such that 1. The cardinality of F is at most |G| · ( Lorentz's theorem leads to the following lemma, which is a slight improvement of an analogous theorem of Erdös, Kunen and Mauldin - [5] .
Lemma 2. For each perfect subset P of 2 ω there are sequences (I n : n < ω) and (M n : n < ω) such that:
1. (I n : n < ω) is a partition of ω into finite intervals; 2. Each M n is a subset of 2
In ;
3.
n<ω |Mn| 2 |In| < ∞; and for every h ∈ 2 ω there is a perfect set Q ⊆ P such that Q ⊆ h + {f : (∀n)(f ⌈ In ∈ M n )}.
Proof : Let a perfect subset P of 2 ω be given. Then the cardinalities of the finite sets {f ⌈ m : f ∈ P } diverge to infinity with m. Recall that lim x→∞
is zero. We shall also use the fact that
is descending for x ≥ 3. Put m −1 = 0 and recursively choose a sequence (m n , P n , I n , M n ) : n < ω of quadruples satisfying the following properties for each n:
A.4 P n = {f ⌈ mn : f ∈ P };
A.6 For each h in In+1 2 and for each σ in P n there are g 0 and g 1 in M n+1 and τ, δ in P n+1 such that a σ ⊂ δ and σ ⊂ τ ;
To begin, choose an m 0 > 3 so large that, letting P 0 be {f ⌈ m0 : f ∈ P }, we have
. Let t 0 denote the product of this number with 2 m0 . Then define I 0 = {0, . . . , m 0 − 1}. Apply Lorentz's theorem to the finite group I0 2 of binary sequences of length m 0 , equipped with the operation of pointwise addition, to find a subset M 0 of cardinality at most t 0 of G 0 such that P 0 +M 0 = G 0 . This specifies (m 0 , P 0 , I 0 , M 0 ). From our selection,
Let n ≥ 0 be given and suppose that we have already selected the finite sequence of quadruples (m j , P j , I j , M j ) : j ≤ n in such a way that all the relevant requirements of the recursion have been met.
Towards selecting m n+1 , P n+1 , I n+1 and M n+1 , first enumerate P n bijectively as (p i : i < |P n |). Since P is perfect it has no isolated points. Thus for each i < |P n | the sequence of cardinalities of the sets {f ⌈ m : p i ⊂ f and m > m n } diverges to infinity with m. Thus choose m 0 n+1 < . . . < m |Pn| n+1 such that m n < m 0 n+1 and for each i < |P n |:
Put m n+1 = m |Pn| n+1 , and define:
Then apply Lorentz's theorem to the finite group In+1 2 of binary strings to find for each i and j a subset F j i of this group, of cardinality at most 2
By the way we chose things we have:
and also requirement A.6 of the recursion is met. This specifies (m n+1 , P n+1 , I n+1 , M n+1 ). Thus we find an infinite sequence (m n , P n , I n , M n ) : n < ω which satisfies the requirements of the recursion. We shall now verify that (I n , M n ) : n < ω is as required in the Lemma.
Let h in ω 2 be given. We must find a perfect subset Q of P such that Q ⊆ h + {f : (∀n)(f ⌈ In ∈ M n )}. We find Q by recursively selecting for each finite binary sequence ρ and element f ρ of M length(ρ) and an element σ ρ of P length(ρ) such that for each n:
F.2 ρ 1 = ρ 2 if, and only if, σ ρ1 = σ ρ2 ;
Here is how this is done: For each n the finite sequence h⌈ In is an element of the finite group
In 2. Starting with n = 0, we find an element f ∅ of M 0 and an element σ ∅ of P 0 such that
Let 0 ≤ n < ω be given and assume that we have selected for each ρ in ≤n 2 an element σ ρ of P length(ρ) and an element f ρ of M length(ρ) such that:
1. h⌈ I length(ρ) = f ρ + σ ρ ⌈ I length(ρ) ; 2. ρ = τ if, and only if, σ ρ = σ τ ; 3. ρ ⊂ τ if, and only if, σ ρ ⊂ σ τ ;
Consider h⌈ In+1 and consider any ρ in n 2. By A.6 we choose σ ρ⌢0 and σ ρ⌢1 from P n+1 and f ρ⌢0 and f ρ⌢1 from M n+1 such that:
This shows how to treat the n + 1-th step of the recursion.
Let f ρ and σ ρ be as prescribed by the requirements of our recursive procedure. For each ℓ in ω 2 let f ℓ be the concatenation of the f ℓ⌈n 's, and let σ ℓ be the limit of the σ ℓ⌈n 's. Then we have:
ii For each n, f ℓ ⌈ In ∈ M n ; iii σ ℓ ∈ P ; iv Q = {σ ℓ : ℓ ∈ ω 2} is a perfect subset of P .
But then we are done, because i and addition modulo 2 implies that for each ℓ h + σ ℓ = f ℓ .
Corollary 3 (Erdös, Kunen, Mauldin). For every perfect subset P of 2 ω there is a perfect subset Q of measure zero such that P + Q = 2 ω .
Proof : Let P be a perfect subset of 2 ω . Choose a sequence of I n 's and M n 's as in Lemma 2, and let Q be the set {f : (∀n)(f ⌈ In ∈ M n )}. Consider any h ∈ 2 ω . Then there is a perfect subset P 1 of P such that P 1 ⊆ h + Q. This implies that h ∈ P 1 + Q, and thus that h ∈ P + Q.
Corollary 3 is also true for the group of real numbers. We shall refer to Corollary 3 in either form as the Erdös-Kunen-Mauldin theorem. Proof : Let X be a strong measure zero subset and let Y be a strong first category subset of 2 ω . Consider any perfect set P . Choose a sequence (I n , M n ) : n < ω associated with P as in Lemma 2. Then define the sets
Then X 1 is a dense G δ subset of 2 ω , and Y 1 is a measure 1 subset. Since X has strong measure zero, find an x such that x + X ⊂ X 1 ; since Y is of strong first category, find a y such that y + Y ⊂ Y 1 . Thus we have:
In particular, since elements of 2 ω are their own additive inverses, we find that
For if x + y + t belonged to both sets, then t would be an element of X 1 + Y 1 and of (∪ n<ω ∩ k≥n {f :
Choose an n such that for all k ≥ n we have t⌈ I k ∈ M k . Since t is also in X 1 + Y 1 , we see that for infinitely many n we also have t⌈ In = f ⌈ In +g⌈ In = 0 + g⌈ In ∈ M n . These conditions are contradictory.
By Lemma 2 we find a perfect subset P 1 of P such that P 1 is a subset of x + y + (∪ n<ω ∩ k≥n {f : f ⌈ I k ∈ M k }). Then P 1 is disjoint from X + Y , and we are done.
Below in Theorems 8 and 9 we show that Theorem 4 also holds for the "real" real line. We suspect that X + Y is an s 0 -set whenever X is a strong measure zero set and Y is an always first category set -i.e., that the answer to Problem 3 of [20] is "yes". Theorem 8 is a partial result in this direction.
A set X of real numbers is an AF C ′ -set if for each perfect set P there is an F σ -set A such that X ⊆ A and for each t in the unit interval, (A + t) ∩ P is a first category set in the topology of P .
In the proof of our next theorem we make use of Lebesgue's Covering Theorem:
) is a compact metric space and if U is an open cover of X, then there is an ǫ > 0 such that for each A ⊂ X of diameter less than ǫ, there is a U ∈ U such that A ⊂ U .
It is clear that the ǫ > 0 associated with the open cover U in Lebesgue's Covering Theorem can be replaced with any smaller positive number.
We also use the following lemma (which is Lemma 6.1 from [7] ):
Lemma 6 (Galvin-Miller). Let C be a compact nowhere dense set, let x be a real number and let I 1 , . . . , I n be arbitrary nonempty open intervals. Then there is an interval I x centered at x and nonempty open intervals
Lemma 6 is also true when relativized to a perfect set of real numbers. This is the form in which we'll use it.
Lemma 7. Let P be a perfect set of real numbers. Let F 0 ⊆ F 1 ⊆ . . . ⊆ F n ⊆ be a sequence of closed sets of real numbers such that for each n < ω and for each t in the unit interval the set F n ∩ (P − t) is nowhere dense in the relative topology of P − t. Then there exist sequences 0 = k 0 < k 1 < . . . < k n < . . . < ω, δ 0 , δ 1 , . . . , δ n , . . ., x 1 , x 2 , . . . , x n , . . ., G 1 , G 2 , . . . , G n , . . . and P σ (x i1 , . . . , x in ), σ ∈ n+1 {0, 1} and k j−1 < i j ≤ k j such that: 
and for σ ∈ n+1 {0, 1}, P σ (x i1 , . . . , x in ) is a a clopen interval of P such that:
2. For each n and for each t ∈ {0, 1} and for each σ ∈ n+1 {0, 1}} P σ⌢t (x i1 , . . . , x in+1 ) is a subset of P σ (x i1 , . . . , x in );
Proof : Let P be a perfect set and let F 0 ⊆ F 1 ⊆ . . . ⊆ F n ⊆ . . . be closed sets such that for each n < ω and each t in the unit interval, F n ∩ (P − t) is nowhere dense in the relative topology of P − t. We recursively construct the se-
For each x in the unit interval P ∩ (x + F 0 ) is a closed nowhere dense subset of P . Applying Lemma 6 relativised to P , to the closed nowhere dense subset (x + F 0 ) ∩ P and the intervals K 0 and K 1 at the start, we choose for each x in the unit interval a nonempty open (in the real line) interval E x , centered at x, and nonempty clopen intervals of P ,
is an open cover of the unit interval. Since the unit interval is compact, fix a finite subset x 1 , . . . , x k1 of it such that {H xi : 1 ≤ i ≤ k 1 } covers the unit interval. By Lebesgue's Covering Lemma choose a positive real number δ 0 such that whenever J is a subinterval of the unit interval and has length at most δ 0 , then there is an i with J ⊆ H xi . Then choose for i ∈ {0, 1} clopen intervals
. . , G k1 which satisfy the recursion requirements.
Let n ≥ 0 be given and assume that we have already chosen δ 0 , . . . , δ n > 0,
. . , G kn satisfying the requirements of the recursion.
Next, for each x in the unit interval, F n+1 ∩(P −x) is closed, nowhere dense in P −x. Apply Lemma 6 inside P to the set F n+1 ∩(P −x) and the nonempty open intervals {P σ (x i1 , . . . , x in ) : σ ∈ n+1 {0, 1} and i j ∈ {k j−1 + 1, . . . , k j }}. We find an open interval E x centered at x, and for each σ and (x i1 , . . . , x in ) nonempty clopen P -subintervals
be the open interval consisting of the middle third of E x . Then {H x : x ∈ unit interval} is an open cover of the unit interval, a compact set. Let x kn+1 , . . . , x kn+1 be a finite subset of the unit interval such that {H xi :
Then choose by Lebesgue's Covering Lemma a δ n+1 > 0 such that for every subinterval J of length ≤ δ n+1 of the unit interval we have an i ∈ {k 1 + 1, . . . , k 2 } such that J ⊆ G i . Also, inside each P σ (x i1 , . . . , x in , x j ) choose two disjoint subintervals P σ⌢t (x i1 , . . . , x in , x j ), t ∈ {0, 1}, such that these chosen sets are all pairwise disjoint.
This specifies
. . , G kn+1 such that the recursion is still satisfied. It follows that sequences satisfying the requirements I.1 through I.5 exist.
Proof : Let R be a perfect set and let X be an AF C ′ -subset, and Y a strong measure zero subset of the unit interval. Choose an increasing sequence
. . of closed sets such that X ⊆ ∪ n<ω F n , and for each n < ω and each t in the unit interval, F n ∩(R−t) is nowhere dense in the relative topology of R − t. Let I be a nonempty open interval such that I ∩ R = ∅; we shall find a perfect set
Since R is perfect it has no isolated points. By shrinking it we may assume that it is zero-dimensional. Thus, I may be chosen so that I ∩ R is a perfect set. Let this perfect set be denoted P . Then for each t in the unit interval and for each n, F n ∩ (P − t) is nowhere dense in the relative topology of P − t. Since we now have the situation of Lemma 7, fix 0 
is a a clopen interval of P such that:
2. For each n and for each t ∈ {0, 1} and for each σ ∈ n+1 {0, 1}}
Since Y has strong measure zero, we choose for each n an subinterval I n of the unit interval such that length(I n ) ≤ δ n , and such that Y ⊆ ∩ k<ω ∪ k≤n<ω I n . Then for each j choose x ij such that I j ⊆ G ij and k j−1 < i j ≤ k j , and for σ ∈ j+1 {0, 1} define P σ := P σ (x i1 , . . . , x ij ).
Now we have that X + Y ⊆ ∪ n<ω (I n + F n ) and that the latter set is disjoint from the perfect subset
of P . This completes the proof.
By our next theorem, Theorem 8 subsumes Theorem 4; the proofs are sufficiently different to justify including both theorems.
Theorem 9. Every strong first category set is an AF C ′ -set.
Proof : Let X be a strong first category subset, and let P be any perfect subset of the unit interval. We must show that there is an F σ -set A ⊇ X such that for each t in the unit interval, A ∩ (P − t) is a first category subset of P − t.
Let (I n : n < ω) bijectively enumerate all the closed intervals of positive length and with rational endpoints. For each n put P n = I n ∩ P . For each n such that P n is a perfect set, choose a perfect set A n of measure zero such that the real line is equal to P n + A n (use for example the Erdös-Kunen-Mauldin theorem); then for each t in the unit interval we have (P n − t) + A n equal to the real line. Choose a G δ -set G of measure zero such that ∪ n<ω A n ⊆ G.
Since X has strong first category we can find an r in the unit interval such that X ∩ (r − G) = ∅. Let A be the complement of the set (r − G). Then A is an F σ -set, and X is a subset of A. We shall be done if we can show that for each t in the unit interval the set A ∩ (P − t) is a first category subset of P − t. This amounts to showing that the G δ -subset (r − G) ∩ (P − t) of (P − t) is a dense subset of (P − t).
For this we argue as follows: Fix an n for which P n is a perfect set. Since (P n − t) + A n equals the real line, we find a p n ∈ P n and an a n ∈ A n such that r = p n − t + a n . Thus, r − a n is an element of P n − t. But since A n is a subset of G, this means that r − a n is also an element of r − G. This shows that for each n such that P n is a perfect set, (r − G) ∩ (P n − t) is nonempty. Since every rational open interval of P − t contains a perfect set of the form P n − t, this implies that (r − G)
We show next that the Continuum Hypothesis implies that AF C ′ is a proper subclass of AF C. In this proof we need a corollary of the following lemma.
Lemma 10. Let C be a compact set of real numbers, let G be an open set, and let X be a set of real numbers such that X − C ⊆ G. Then there is an open set H such that X ⊆ H and H − C ⊆ G.
Proof : Since the minus operation from the plane to the real line is continuous and since it maps X × C into the open set G, there is for every pair (x, c) ∈ X × C a pair of open intervals I x,c and J x,c centered at x and c respectively, such that I x,c − J x,c ⊆ G. Then for each x ∈ X, U x = {J x,c : c ∈ C} is an open cover of C. Since C is compact we find a finite subset F of C such that {J x,c : c ∈ F } is a cover for C. Define
Then I x is an open interval centered at x, and I x − C ⊆ G. Define H = ∪ x∈X I x .
Corollary 11. Let C be a compact set of real numbers, let X be a nonempty set of real numbers and let G be a G δ -set such that X − C ⊆ G. Then there is a G δ -set H such that X ⊆ H and H − C ⊆ G.
Proof : Write the G δ -set G as an intersection of a descending descending
Corollary 12. Let C be a compact set of measure zero. Then for every set X such that X − C has measure zero, there is a G δ -set H such that X ⊆ H and H − C has measure zero.
Proof : Let C be a closed set of measure zero and let X be a set such that X − C has measure zero. Choose a G δ -set G such that G has measure zero and contains the set X − C. Apply Corollary 11 to find a G δ -set H such that X ⊆ H and H − C ⊆ G. Evidently, H − C has measure zero. Proof : Let C be an uncountable compact set of measure zero, and define
Then J C is a free ideal because it has the following properties:
1. R is not an element of J C ;
2. Every finite set is an element of J C ;
3. The union of countably many members of J C is a member of J C .
Moreover, each element of J C is contained in a G δ -set which is in J C . This property is established in Corollary 12. Now let F C be the collection of all F which are closed and such that, for each t in the unit interval, F ∩ (C − t) has empty interior in the relative topology of C − t. Then let ((F α n : n < ω) : α < ω 1 ) enumerate the set of countable sequences whose terms are elements of J C .
Recursively construct a set X = {x α : α < ω 1 } which is in AF C but not in AF C ′ by constructing three sequences (x α : α < ω 1 ), (t α : α < ω 1 ) and (G α : α < ω 1 ) such that for each α: a x α and t α are real numbers;
To begin the recursive construction, let t 0 be 0. Now ∪ n<ω F 0 n is a first category set in the relative topology of C − t 0 . Thus, let x 0 be an element of (C − t 0 ) \ (∪ n<ω F 0 n ). Then let G 0 be a G δ -element of J C which contains x 0 . This specifies t 0 , x 0 and G 0 (in this order).
Let 0 < α < ω 1 be given and assume that t β , x β and G β have been selected for each β < α in such a way that all the relevant ones of a, b, c, d or e have been satisfied. Since each G β is an element of J C , and since J C is closed under countable unions, we see that (∪ β<α G β ) − C is a set of measure zero. Let t α be a point in the unit interval such that −t α is not in this measure zero set. Then C − t α is disjoint from ∪ β<α G β . Now ∪ n<ω F α n is a first category set in the relative topology of C − t α -choose a point x α from C − t α which is not in this first category set. The set (∪ β<α G β ) ∪ {x α } is an element of J C -let G α be a G δ -element of J C which contains that set. This specifies t α , x α and G α (in this order) such that a, b, c, d and e are still satisfied.
To see that X = {x α : α < ω 1 } is not an AF C ′ -set, we show that it fails the definition for the perfect set C. If A is any F σ -set such that for each t in the unit interval A is of the first category in the relative topology of C − t, then there is a β < ω 1 such that A = ∪ n<ω F β n . But then by d x β is not an element of A, and so X ⊆ A.
To see that X is an AF C-set, notice that every countable subset of it is a G δ -set in the relative topology of X (on account of e); in other words, X is a so-called λ-set. By Theorem 5.2 of [16] every λ-set is AF C.
It has been brought to our attention that Theorem 13 can also be derived from Lemma 1 and Theorem 1 of Rec law's paper [17] . More recently the first author showed that it is a theorem of classical mathematics that there are uncountable sets in AF C ′ .
Problem 2. Is every Q-set an AF C ′ -set?
By the Galvin-Mycielski-Solovay theorem, if X is a strong measure zero set and Y is a meager-additive set, then X + Y is a strong measure zero set. Though it is tempting to conjecture that X is meager-additive if, and only if, X + Y has strong measure zero whenever Y has strong measure zero, this is not provable. Borel's Conjecture implies that this is true, while from work of Corazza it follows that the negation is also consistent - [4] .
2 Sums with any first category set: a covering characterization By Laver's consistency result it is consistent that the collection of strong measure zero sets is the collection of meager-additive sets; by Sierpiński's result it is consistent that these two classes of sets don't coincide. One may now ask if there is a characterization, in terms of more basic topological concepts, of the meager-additive sets among the strong measure zero sets. Since the notion of strong measure zero is essentially a metric notion, a characterization which does not directly or indirectly rely on metric notions would seem unlikely. But there is a natural subclass of the collection of meager-additive sets which has such a characterization. Two topological notions which are handy for this are a property of Hurewicz -[10]-and Rothberger's topological version of strong measure zero - [18] . A set X of real numbers has the Hurewicz property if there is for each sequence (U n : n = 1, 2, 3, . . .) of open covers of X a sequence (V n : n = 1, 2, 3, . . .) such that each V n is a finite subset of U n , and each x in X is an element of all but finitely many of the sets ∪V n . A set X of real numbers has the Rothberger property (or property C ′′ ) if there is for each sequence (U n : n = 1, 2, 3, . . .) of open covers of X a sequence (U n : n = 1, 2, 3, . . .) such that each U n is an element of the corresponding U n , and {U n : n = 1, 2, 3, . . .} is a cover of X.
Let us say that a set X of real numbers is add(M) − small if there is for every sequence (U n : n = 1, 2, 3, . . .) of open covers of X a sequence (U n : n = 1, 2, 3, . . .) and an increasing function f from the natural numbers to the natural numbers such that:
1. for each n the set U n belongs to U n and 2. each x ∈ X belongs to all but finitely many sets of the form ∪ f (n)≤j<f (n+1) U j .
If a set is add(M) − small, then it has Rothberger's property. Theorem 14. For a set of real numbers the following are equivalent:
1. It has strong measure zero and the Hurewicz property.
2. It has both the Rothberger property and the Hurewicz property.
It is add(M) − small.
Proof : (1) ⇒ (2): Let X be a strong measure zero set which has the Hurewicz property. By Theorem 8 of [6] X has Rothberger's property. 1, 2, 3 , . . .) be a sequence of pairwise disjoint infinite subsets of the natural numbers, whose union is the set of natural numbers. For each k apply the Rothberger property to the sequence (U n : n ∈ Y k ) to find a sequence (U n : n ∈ Y k ) where for each n ∈ Y k the set U n is in U n , and G k = {U n : n ∈ Y k } is an open cover of X. Apply the Hurewicz property to the sequence (G k : k = 1, 2, 3, . . .). For each k we find a finite subset I k of Y k such that each x ∈ X belongs to all but finitely many of the sets
Define a function f such that max(I 1 ) < f (1) and for each k we have f (k + 1) > f (k) so large that for some m the set I m is wholly contained in the open interval (f (k), f (k + 1)).
Then the function f and the sequence (U n : n = 1, 2, 3, . . .) is as required. (3) ⇒ (1): Let X be a set of real numbers which is add(M) − small. As already observed, it has the Rothberger property, and thus by a theorem of Rothberger - [18] -has strong measure zero. We must verify that it also has the Hurewicz property.
Let (U n : n = 1, 2, 3, . . .) be a sequence of open covers of X. For each n, define
Then (V n : n = 1, 2, 3, . . .) is a sequence of open covers of X. Since X is add(M) − small, find an increasing function f and a sequence (V n : n = 1, 2, 3, . . .) such that each V n belongs to V n , and such that each element of X belongs to all but finitely many of the sets ∪ f (n)≤j<f (n+1) V j . For each j, choose a representation
where each U i j is an element of U i . Then, for each n, put
For each n we have W n a finite subset of U n , and
Then the sequence (W n : n = 1, 2, 3, . . .) is as required in Hurewicz's property.
We now develop some tools towards establishing that add(M)-small sets are meager-additive.
Lemma 15. Let J be a nonempty open interval and let P be a closed nowhere dense subset of the unit interval. Then there are positive numbers ǫ and δ such that:
for each interval I of diameter at most ǫ there is an interval J ′ ⊆ J of diameter at least δ such that J ′ ∩ (P + I) = ∅.
Proof:By Lemma 6 we fix for each x in the unit interval nonempty open intervals I x and J x such that I x is centered at x and J x is a subset of J, and J x ∩ (I x + P ) = ∅. Then {I x : x an element of the unit interval} is an open cover of the unit interval. Since the latter is compact we find a finite subcover, say {I x1 , . . . , I xm }. By Lebesgue's Covering Lemma we fix an ǫ > 0 such that for every subset A of diameter less than ǫ there is a j such that A ⊆ I xj . Define δ > 0 such that
Then ǫ and δ are as required.
Later, when we use Lemma 15, we shall use the fact that any positive δ ′ less than the δ we found in this Lemma, also has the property of the lemma. This remark also applies to the δ of the next lemma.
Lemma 16. Let P be a closed, nowhere dense subset of the unit interval and let b be a positive real number. Then there exist positive real numbers ǫ and δ such that for every interval I of length at most ǫ and for every interval J of length at least b, there is an interval J ′ ⊆ J of length at least δ such that J ′ ∩ (I + P ) = ∅.
Proof : Let n be minimal such that 2 n < b, and then divide the unit interval into n disjoint intervals J 1 , . . . , J n , of length 1 n (some of these may be half-open). Then every interval of length at least b contains at least one of the J i 's. Now apply Lemma 15 to P and each of the intervals J 1 , . . . , J n : we find n pairs (ǫ 1 , δ 1 ), . . . , (ǫ n , δ n ) of positive real numbers such that for each i ∈ {1, . . . , n}:
For each interval I of length at most ǫ i there is an interval J ⊆ J i of length at least δ i such that J ∩ (P + I) = ∅.
Finally, put ǫ = min{ǫ 1 , . . . , ǫ n } and put δ = min{δ 1 , . . . , δ n }.
Note for further reference that if Y is a closed subset of an add(M)-small set (say X), then Y is also add(M) − small. To see this, consider a sequence (U n : n < ω) of open covers of Y . These may be assumed to be families of open subsets of X. Now modify each U n as follows: V n = {U ∪ (X \ Y ) : U ∈ U n }. Then (V n : n < ω) is a sequence of open covers of X. Apply the fact that X is add(M) − small to find an increasing f and a sequence (U n ∪ (X \ Y ) : n < ω) such that for each n we have U n ∪ (X \ Y ) ∈ V n , and each element of X is in all but finitely many of the sets ∪ f (n)≤j<f (n+1) (U j ∪ (X \ Y )). Then f and the sequence (U n : n < ω) witness the same thing for Y and the sequence of U n 's.
Theorem 17. If a set of real numbers is add(M) − small, then it is meageradditive.
Proof : We may restrict our attention to bounded sets of real numbers which are add(M) − small: The reason is that if a set is add(M) − small, then so is its intersection with each closed interval. Moreover, this property is not destroyed by translations. We could thus chop the original set into countably many bounded pieces, prove the theorem for each piece, and then observe that the union of countably meager-additive sets is still meager-additive.
Let X be an add(M)-small set of real numbers. It is sufficient to show that if Y is a compact nowhere dense set of real numbers then X + Y is of first category.
Let Y be a compact nowhere dense set. Recursively choose a sequence (ǫ 1 , δ 1 ), . . . , (ǫ n , δ n ) , . . . of pairs of positive real numbers as follows:
2. For each n, ǫ n+1 < ǫ n and δ n+1 < 1 2 · δ n ; 3. With (ǫ 1 , δ 1 ) , . . . , (ǫ n , δ n ) chosen, let b of Lemma 16 be the number δ n .
Then for this b and for the given P (= Y ) choose positive numbers ǫ n+1 and δ n+1 such that:
a For every interval I of length at most ǫ n+1 and for every interval J of length at least b, there is an interval J ′ ⊆ J such that the length of J ′ is at least δ n+1 and J ′ ∩ (P + I) = ∅;
For each n let U n be the set of open intervals of length at most ǫ n . Then each U n is an open cover of X. Now apply the fact that X is add(M)-small to the sequence (U n : n = 1, 2, 3, . . .) of open covers of X. We find an increasing function f and a sequence (U n : n = 1, 2, 3, . . .) such that for each n we have U n ∈ U n , and each element of X is in all but finitely many of the sets 
To choose m 1 and V 1 we proceed as follows: First, find m 1 so large that the length of T 1 is at least δ f (m1) . Put J f (m1)−1 = T 1 . Now the length of U f (m1) is at most ǫ f (m1) . Fix a subinterval J f (m1) of T 1 such that (U f (m1) + P ) ∩ J f (m1) = ∅, and the length of J f (m1) is at least δ f (m1) . Now the length of
Continuing like this we select for each j in {f (m 1 ), . . . , f (m 1 + 1) − 1} a J j ⊆ J j−1 such that the length of J j is at least δ j and (U j+1 + P ) ∩ J j+1 = ∅. Finally, we define:
Suppose now that we have selected V 1 , . . . , V n and m 1 < . . . < m n satisfying a and b. Here is how m n+1 and V n+1 are chosen: Choose m n+1 so large that m n < m n+1 and δ f (mn+1) is less than the lengths of each of T 1 , . . . , T n+1 . Then, as we did above, choose for 1
For each j define G j and H j so that G j = ∪ n≥j V n , and H j = ∩ n≥j (∪ f (mn)≤i<f (mn+1) P + U i ). For each j we have G j ∩ H j = ∅, and G j is a dense open set. Moreover X + P is a subset of ∪ ∞ j=1 H j . All this implies that X + P is disjoint from the dense G δ -set ∩ ∞ j=1 G j , and consequently is a first category set.
Corollary 18. For a set of real numbers the following are equivalent:
1. The set has Hurewicz's property, and has strong measure zero.
2. The set has Hurewicz's property, and is meager-additive.
Proof : Apply Theorems 14, 17, and the Galvin-Mycielski-Solovay theorem.
Gerlits and Nagy introduced the notion of a set of real numbers having property ( * ) - [9] , p. 158: X is said to have property ( * ) if there is for every sequence (U n :
for each n and each m there are k < ℓ such that m < k and there
Theorem 19. For a set X of real numbers, the following are equivalent:
X has property ( * ).
Proof : 1 ⇒ 2: Let X be add(M)-small, and let (U n : n = 1, 2, 3, . . .) be a sequence of open covers of X. Find an increasing function f and a sequence (U n : n = 1, 2, 3, . . .) such that for each n we have U n ∈ U n , and such that each element of X is in all but finitely many of the sets S n := ∪ f (n)≤j<f (n+1) U j . For each n define X n = ∩ m≥n S m . Then the sequence (X n : n = 1, 2, 3, . . .) gives a decomposition of X which witnesses that X has the property ( * ) with respect to the given sequence of covers. 2 ⇒ 1: Let X be a set having property ( * ), and let (U n : n = 1, 2, 3, . . .) be a sequence of open covers of X. Choose a decomposition (X n : n = 1, 2, 3, . . .) of X which witnesses for this sequence of open covers the property ( * ).
Choose sequences (U n : n = 1, 2, 3, . . .), (ℓ n : n = 1, 2, 3, . . .) and (m n : n = 1, 2, 3, . . .) as follows: First, choose m 1 > 1 and ℓ 1 > m 1 , and then sets
Then choose m k+1 > ℓ k and s 1 > m k+1 , and for m k+1 ≤ i < s 1 sets U i ∈ U i with X 1 ⊆ ∪ m k+1 ≤i<s1 U i , then choose s 2 > s 1 and for s 1 ≤ i < s 2 choose U i ∈ U i such that X 2 ⊆ ∪ s1≤i<s2 U i , . . ., and choose s k+1 > s k and for
In this manner we find for each k and for each i between m k and ℓ k a set
For all i's not accounted for by this procedure, choose U i ∈ U i arbitrarily. For each k define f (k) = m k . Then the function f and the sequence (U n : n = 1, 2, 3, . . .) witness for the given sequence of covers that X is add(M)-small.
It should also be mentioned that one can show, using for example the Continuum Hypothesis, that there are meager-additive sets which do not have the Hurewicz property. In [7] the authors construct a subset X of the real line which has the following properties:
1. X is a γ-set, and 2. there is a countable subset Y of X such that X is concentrated on Y .
The notion of a γ-set was introduced by Gerlits and Nagy and is defined as follows: An open cover of a space is an ω-cover if there is for every finite subset of the space a set in the cover which contains that finite set. A set X is said to be a γ-set if there is for every sequence (U n : n < ω) of ω-covers of X a sequence (U n : n < ω) such that for each n, U n ∈ U n and each element of X is in all but finitely many of the U n 's. Now a γ-set has Hurewicz's property and is meager-additive. The latter fact is Theorem 6 of [7] . Every subset of a set which is meager-additive is also meager-additive. Thus, the set X \ Y from above is meager-additive. But it is not add(M)-small because it does not have the Hurewicz property:
Theorem 20. If X is an uncountable set which is concentrated on the countable subset Y of X, then X \ Y does not have the Hurewicz property.
Proof : Let X and Y be as in the hypotheses, and enumerate Y bijectively as (y n : n < ω). Let U be X \ Y . For each n define V n to be the set of
. Then each V n is an open cover of X \ Y and for each n and k, V n k ∩ {y 0 , . . . , y n } = ∅. Supposing that X \ Y has the Hurewicz property we find for each n a finite subset F n ⊂ V n such that each element of X \ Y is in all but finitely many of the sets ∪F n . For each n define
Then each F n is a closed set which is disjoint from Y , and X \ Y is contained in ∪ n<ω F n . But this implies that Y is, in the relative topology of X, a G δ -set, contradicting the fact that X is an uncountable set concentrated on its subset Y .
The following proposition will be useful in the next section. It gives a property of the add(M)-small sets which is analogous to one known for the sets having Rothberger's property: Proposition 21. If X is an add(M)-small subset of ω ω then there exist functions f and g in ω ω such that f is strictly increasing, and for each x ∈ X, for all but finitely many n there is a j ∈ [f (n), f (n + 1)) such that x(j) = g(j).
Proof : For each n < ω put U n = {[{(n, k)}] : k < ω}. Then (U n : n < ω) is a sequence of open covers of X. Choose an increasing function f : ω → ω, and for each n choose an [{(n, k n )}] from U n such that: For each x ∈ X, for all but finitely many n there is a j ∈ [f (n), f (n + 1)) such that x ∈ [{(j, k j )}]. Then the function g defined so that for each j, g(j) = k j , is as required. Now that we have shifted our attention to the smaller class add(M) − small of strong measure zero sets, one may ask if we could also give a more accurate description of how small their algebraic sums with members of the classes of first category sets we studied before will be. Theorem 24 below gives a result in this direction.
Lemma 22. Let P be a perfect set of real numbers. Let F be a closed set such that for each t in the unit interval, (F + t) ∩ P is nowhere dense in the relative topology of P . Let U ⊂ P be a nonempty open interval of P . Then there exist an ǫ > 0 and nonempty open intervals J 1 , . . . , J k such that:
1. {J 1 , . . . , J k } is a cover of the unit interval; 2. For i ∈ {1, . . . , k}, the length of J i is less than ǫ;
3. Whenever I is a subinterval of the unit interval and of length less than ǫ 3 , then there is an i ∈ {1, . . . , k} such that I ⊆ J i ; 4. For each i, U \ (J i + F ) has a nonempty interior in P .
Proof : Fix an element t of the unit interval and a nonempty subset U of P which is open in the relative topology of P . Since (F + t) ∩ P is nowhere dense in the topology of P , we find a nonempty P -open subset U t of U such that
We may assume that U t is compact. With −U t as the compact set C of Lemma 10, with {−t} as the set X there and with the complement of F as the open set G we find an open interval −I t centered at −t such that (−I t ) − (−U t ) ∩ F = ∅. By shrinking I t we may assume that (F + I t ) ∩ U t = ∅.
Using I t as the compact set C of Lemma 10, and the complement of F as the open set G, and that
we find an open set H t such that U t ⊆ H t and F ∩ (H t − I t ) = ∅; in other words, F + I t is disjoint from H t ⊇ U t , and H t is open in the real line. The set {I t : t in the unit interval} is an open cover for the unit interval. Since the latter is compact, we find a finite subset S of the unit interval such that {I t : t ∈ S} covers it. Let ǫ 1 > 0 be the Lebesgue number for this cover.
Then, whenever A is a subset of the unit interval and A has diameter less than ǫ 1 , there is an s ∈ S with A ⊆ I s .
Let ǫ 2 be the minimum of ǫ 1 and the lengths of the intervals I s , s ∈ S. Decompose each I s into finitely many intervals, each of length ǫ2 3 , so that any three of the pieces associated with I s have empty intersection. Then replace I s by unions of pairs whose intersections are nonempty. These are again intervals, each has length less than ǫ 2 , and if A has diameter less than ǫ2 3 , then A is contained in such an interval.
To finish, we must finally see that for each s ∈ S the set U \ (I s + F ) has nonempty P -interior. But the open subset U s of P is contained in this difference.
Corollary 23. If P is a perfect set and F is a closed set such that for each t in the unit interval (F + t) ∩ P is nowhere dense in P , and if U 1 , . . . , U m are nonempty subsets of P , open intervals in the sense of the topology of P , then there is an ǫ > 0 and there are open intervals J 1 , . . . , J k of real numbers such that 1. {J 1 , . . . , J k } is a cover of the unit interval; 2. Each J i has diameter less than ǫ;
3. Each subset of the unit interval of diameter less than ǫ 3 is contained in some J i ; 4. For each U t and each J i , the set U t \ (J i + F ) has nonempty interior in the relative topology of P .
Lemma 22 and Corollary 23 have been formulated and proved for the unit interval. These two items hold mutatis mutandis for the compact group ω 2. In Theorem 24 we use them for ω 2.
Proof : Let X be add(M)-small and let Y be an AF C ′ -set. We must show that X + Y is an AF C ′ -set. Thus, let P be a perfect set. Choose an increasing chain F 0 ⊆ F 1 ⊆ . . . ⊆ F n ⊆ . . . of closed sets such that Y ⊆ ∪ n<ω F n , and for each n and each t, F n ∩ (P − t) is a nowhere dense subset of P − t. Also, let (I n : n < ω) be an enumeration of a basis of open subsets of P .
Put D ∅ = I 0 . By Lemma 22 we fix an ǫ 0 > 0 and a finite family {J Let n ≥ 0 be given and assume that we have already selected ǫ i , k i , (J i j : j < k i ) for i ≤ n, and D σ for σ a sequence of length ≤ n such that for i ∈ dom(σ), σ(i) ≤ k i so that the following requirements are met:
R.2 For each j, the diameter of J 
Then these newly selected objects still satisfy the recursive constraints R.1 through R.5. We see that there exist sequences (ǫ n : n < ω), (k n : n < ω), ((J n i : i < k n ) : n < ω) and a family
of nonempty basic open subsets of P satisfying R.1 through R.5. Let these be fixed for the remainder of the proof.
For each n let U n be the set of basic clopen subsets of 2 ω which are of diameter less than Since X is add(M)-small, fix a strictly increasing function f and for each n a set U n ∈ U n such that each element of X is in all but finitely many of the sets
and then put L = ∪ m<ω (∩ n≥m T n ).
Firstly we note that X + F is a subset of L. For let x ∈ X and y ∈ F be given. Choose m such that for all n ≥ m, x is in the set ∪ f (n)≤i<f (n+1) U i , and y is in F n . Then for all n ≥ m, x + y ∈ T n . Thus, for each element of X + F there is an m such that that element is in ∩ n≥m T n ; it follows that
Secondly we note that L is an F σ -subset of 2 ω . To see this, recall that each F n is closed and each U n is clopen, whence F n and U n are both compact. Suppose that x is in the closure of the set U n +F n . Choose a sequence (x m +f m : m < ω) which converges to x, and such that for each m we have x m ∈ U n and f m ∈ F n . Since U n is compact we find a convergent subsequence (x m : m ∈ A) of (x m : m < ω); let x ′ be the limit of this subsequence. Since U n is closed, x ′ ∈ U n . Then by the compactness of F n we find a subsequence (f m : m ∈ B) of (f m : m ∈ A) which is convergent to an element f ′ of F n . Then x = x ′ + f ′ is an element of U n + F n . It follows that for each n U n + F n is closed, and this in turn implies that L is an F σ -set. We show that for each t in 2 ω the set (L + t) ∩ P is first category in the topology of P : Fix a t ∈ 2 ω . Then for each n the open set t + U n has diameter less than ǫn 3 , so we choose an i n ≤ k n such that U n + t ⊆ J n in . We shall now for each n define a nonempty open subset V n of P such that for each n 1. For each j ≤ n, V n ∩ I j = ∅; 2. V n ∩ (T n + t) = ∅.
Consider a fixed n, and the definition of T n . For f (n) ≤ s < f (n + 1) we have selected i s < k s such that (U s + t) ⊆ J 
Then the open set V n has nonempty intersection with I 0 , . . . , I f (n) , and is disjoint from (T n + t).
For each m put G m = ∪ n≥m V n . Then G m is a dense open subset of P , and is disjoint from ∩ n≥m (T n + t). It follows that the dense G δ -subset G = ∩ n<ω G n of P is disjoint from the F σ -set L + t.
This shows that (L+t)∩P is a first category subset of P . We have succeeded in showing that X + Y is an AF C ′ -set.
3 Characterizations of SR M -sets. . We may assume that this enumeration is bijective (if B n is finite, replace it by an infinite refinement) and that the sequence (B n m : m < ω) is pairwise disjoint (if it isn't, disjointify it but keep the sets Borel).
For each x ∈ X, define Ψ(x) such that for each n, Ψ(x)(n) = m if, and only if, x ∈ B n m . The function Ψ : X → ω ω is a Borel mapping. But then Ψ[X] is add(M)-small. By Proposition 21 we find an increasing f and a g such that for each x ∈ X, for all but finitely many n there are j ∈ [f (n), f (n + 1)) such that Ψ(x)(j) = g(j). But then the function f and the sequence (B n g(n) : n < ω) witness that X is A 4 . (8) ⇒ (1): Assume that X is an A 4 -set and let Ψ : X → R be a Borel mapping. We show that Ψ[X] is add(M)-small, implying that it is meager-additive (via Theorem 17). Thus, let (U n : n < ω) be a sequence of open covers of Ψ[X] in R. We may assume that each U n is countable. Then for each n let B n consist of the inverse images under Ψ of sets in U n . Since Ψ is a Borel mapping, each 2. Each element of κ is in all but finitely of the sets ∪ f (n)≤j<f (n+1) U j .
In [19] it was shown that add(M) is the least cardinal number κ for which the assertion A(κ) is false.
Our characterizations also show that non(SR M ) = add(M) and that non(add(M)− small) = add(M).
