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CONVEXITY OF 2-CONVEX TRANSLATING SOLITONS TO THE MEAN
CURVATURE FLOW IN Rn+1
JOEL SPRUCK AND LIMING SUN
ABSTRACT. We prove that any complete immersed globally orientable uniformly 2-convex
translating soliton Σ ⊂ Rn+1 for the mean curvature flow is locally strictly convex. It
follows that a uniformly 2-convex entire graphical translating soliton in Rn+1, n ≥ 3 is the
axisymmetric “bowl soliton”.
1. INTRODUCTION
A solution of the mean curvature flow is a smooth one-parameter family {Σt} of hyper-
surfaces Σt ⊂ Rn+1 with normal velocity equal to the mean curvature vector. A translating
soliton for the mean curvature flow is the one that evolves purely by translation: Σt = Σ+te
for some fixed vector e ∈ Rn+1\{0} and for all times t. In this case, the time slices are all
congruent to Σ and satisfy
H = 〈ν, e〉ν = e⊥(1)
where ν is a choice of normal vector field for Σ and H = −Hν = −(div ν)ν is the
corresponding mean curvature vector of Σ. We call Σ a translator in the direction e for
short. After a rotation, one can always assume e = en+1 after we normalize the speed to be
one.
Translating solitons form a special class of eternal solutions for the mean curvature flow,
that besides having their own intrinsic interest, are models of slow singularity formation.
Therefore there has been a great deal of effort in trying to classify them in the most acces-
sible case H > 0.
For n = 1 the unique solution is the grim reaper curve Γ : x2 = log sec x1, |x1| < pi.
For n = 2, Wang [21] proved that any entire convex graphical translating soliton must
be rotationally symmetric; this solution is called the “bowl soliton” [2], [9]. Moreover
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he showed that complete convex graphical translators that were not entire, necessarily live
over strips. In [20], Spruck and Xiao proved that any complete immersed two-sided trans-
lating soliton in R3 with H > 0 must be convex. Furthermore, they also classified the
asymptotic behavior of possible solutions in a strip and conjectured the existence of a
unique locally strictly convex translating soliton asymptotic to the “tilted grim reaper”,
x3 = λ
2 log secx1
λ
+
√
λ2 − 1x2, associated to any strip of width λpi, λ > 1.
Bourni et al. [5] proved the existence of such convex translators with the correct asymp-
totics (in fact in slabs of width greater than pi in any dimension n ≥ 2). At about the same
time, Hoffman et al. [14] proved existence and uniqueness of locally strictly convex soli-
tons in strips, thus completing the classification of all mean convex translating solitons in
R
3, which consists of the standard grim reaper surface in a strip of width pi, the tilted grim
reaper in a strip of width piλ > pi, the locally strictly convex “delta wings” asymptotic to
the tilted grim reaper at ±∞, in a strip of width piλ > pi, and the bowl soliton.
In higher dimensions, Haslhofer [11] proved the uniqueness of the bowl soliton in arbi-
trary dimensions under the assumption that the translating soliton Σ is α-noncollapsed and
uniformly 2-convex. The α-noncollapsed condition means that for each P ∈ Σ, there are
closed balls B± disjoint from Σ − P of radius at least α
H(P )
with B+ ∩ B− = {P}. This
condition figures prominently in the regularity theory for mean convex mean curvature flow
[15], [17], [22], [23]. The uniformly 2-convex condition (automatic if n = 2) means that
if κ1 ≤ κ2 ≤ · · · ≤ κn are the ordered principle curvatures of Σ, then κ1 + κ2 ≥ βH
for some uniform β > 0. The α-noncollapsed condition is a deep and powerful property
of weak solutions of the mean convex mean curvature flow [23], [12], which implies that
any complete α-noncollapsed mean convex solition Σ is convex with uniformly bounded
second fundamental form. For some related results, see [8], [7], [4]. The purpose of this
paper is to extend the work of [20] to 2-convex translating solitons in all dimensions. The
main result of this paper is the following
Theorem 1.1. If Σn is a complete immersed two-sided, uniformly 2-convex translator in
R
n+1, n ≥ 3, then Σ is locally strictly convex.
Note that uniform 2-convexity plus convexity implies that there can be at most one zero
curvature at a point of Σn. Hence we are claiming in Theorem 1.1, that Σn cannot split
off a line. For if Σn = Σn−1 × R, then the uniform 2-convexity implies that the second
fundamental form of Σn−1 satisfies hij ≥ βnH and Σn−1 is a complete, locally strictly
convex graph over either a slab or all of Rn−1. Hence by the main theorem of Hamilton
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[10], Σn−1 is compact, a contradiction. As a corollary, we obtain the following uniqueness
theorem for the bowl soliton by appealing to Corollary 8.3 of a recent paper of Bourni,
Langford and Tinaglia [6] that characterizes the bowl soliton.
Corollary 1.2. The bowl soliton is the unique uniformly 2-convex entire translator in
R
n+1, n ≥ 3.
For n ≥ 3, the class of complete 2-convex translating solitons Σ is rather restrictive.
One elementary but important observation is that |AΣ| is uniformly bounded. In fact, all
the principal curvatures have absolute value less than one by Lemma 2.4. In our proof of
Theorem 1.1, we shall essentially utilize the property that κ1/(H − κ1) satisfies a fully
nonlinear elliptic equation. However, even though κ1 is smooth in {κ1 < 0}, the second
fundamental form hij = A(ei, ej) of Σ may not be differentiable in a local curvature frame
if there are positive curvatures with multiplicity. To carry out our analysis, we utilize
a special approximation µn(κ) of min(κ1, . . . , κn) (section 2) which enjoys many good
properties due to our uniform 2-convex assumption. The µn(κ) depend on a parameter δ
and are defined recursively. Moreover, µn(κ)→ κ1 as δ → 0. We then apply the maximum
principle to show that the infimum of µn/(H − µn) cannot be achieved at a finite point, if
δ is small enough. Thus the infimum must be achieved at infinity. As in [20], we apply the
Omari-Yau maximum principle to a minimizing sequence of points PN tending to infinity.
This argument is delicate and utilizes the special properties of our approximation µn. After
translating the PN back to the origin and passing to a subsequence, we again obtain a
contradiction if δ small enough. Finally, this means µn can never be negative when δ is
small enough. Therefore κ1 ≥ 0 and Σ is convex.
The organization of the paper is as follows. In section 2 we construct an approximation
of the minimum function and derive several essential properties of it that will be needed in
the proof of Theorem 1.1. In section 3, we extend the method of [20] to prove the convexity
of uniformly 2-convex translating solitons.
2. APPROXIMATION OF THE MINIMUM FUNCTION
In this section we refine the iterative approximation of min{x1, . . . , xn} of Heidusch [13]
and Aarons [1] so that it can be used in a maximum principle argument to prove convexity
of 2-convex translators for the mean curvature flow.
Definition 2.1. (i) The δ-approximation to the function
min{x1, x2}
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is given by
µ(x1, x2) = µ
2 (x1, x2) =
x1 + x2
2
−
√(
x1 − x2
2
)2
+ δx1x2
for any δ ∈ (0, 1
2
).
(ii) For n ≥ 3, define inductively the δ-approximation to
minn(x) := min{x1, x2, · · · , xn}, for x ∈ Rn
by
µn(x) :=
1
n
n∑
i=1
µ(xi, µ
n−1(x¯i))
where x¯i = (x1, · · · , xi−1, xi+1, · · · , xn) ∈ Rn−1.
In order to accomondate our 2-convexity assumption and to show that the µn are well
defined, we restrict µn to a convenient admissible domains An, A−n , n ≥ 2, defined as
follows:
An =
{
x ∈ Rn : |xj | ≤ 1, ∀ j, xk + xl ≥ β
n∑
i=1
xi > 0 ∀ k 6= l
}
,(2)
A−n =
{
x ∈ An : minn(x) ≤ −α
n∑
i=1
xi
}
,(3)
for some fixed α, β ∈ (0, 1). It is easy to see that if x ∈ A−n , there is exactly one component
of xwith strictly negativeminimum value and all the other components are strictly positive.
Lemma 2.2. For n ≥ 3, a necessary and sufficient condition that A−n 6= ∅ is that
β ≤ 1− (n− 2)α
n− 1 , 0 < α <
1
n− 2 .(4)
Proof. Without loss of generality, we may assume x ∈ A−n with x1 ≤ x2 ≤ · · · ≤ xn. Then
x1 < 0, x2 > 0 and
x1 + x2 ≥ β
n∑
i=1
xi > 0 and x1 ≤ −α
1 + α
n∑
i=2
xi.
or equivalently,
x1 + x2 ≥ β
1− β
n∑
i=3
xi , x1 +
α
1 + α
x2 ≤ −α
1 + α
n∑
i=3
xi,
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which implies
1
1 + α
x2 ≥
[
β
1− β +
α
1 + α
] n∑
i=3
xi ≥ (n− 2)
[
β
1− β +
α
1 + α
]
x2.
Since x2 > 0, we arrive at
1
1 + α
≥ (n− 2)
[
β
1− β +
α
1 + α
]
which is equivalent to (4). Conversely for any 0 < λ ≤ α+1
n−1
, choose
β =
1− (n− 2)α
n− 1 , x1 = −
(n− 1)αλ
1 + α
, x2 = x3 = · · · = xn = λ.
Then we have
m :=
n∑
i=1
xi =
(n− 1)λ
α + 1
, x1 = −αm, x1 + x2 = βm
so x ∈ A−n . 
The function µ has the following important properties we will need to analyze µn.
Lemma 2.3. For any 0 < δ < 1
2
and (x1, x2) ∈ A2,
i. µ is smooth and symmetric and if x1, x2 > 0, then µ(x) > 0.
ii. µ is monotonically increasing, concave and satisfies
0 ≤ µxi ≤ 1, i = 1, 2.
iii. µ is homogeneous of degree 1 and therefore satisfies
∑2
i=1 xiµxi(x) = µ(x).
iv. µ(x) ≤ 1
2
(x1 + x2) and |µ(x)−min (x1, x2)| ≤ 4
√
δ (x1 + x2).
v. If x ∈ A−2 , assuming x1 ≤ x2, then
1
2
(
1 +
1− 2δ + 2α(1− δ)√
1 + 4α(1 + α)(1− δ)
)
≤ µx1 <
1
2
(
1 +
√
1− δ
)
(5)
and
1
2
(
1− α(1− 2δ) + 1 + α√
1 + 4α(1 + α)(1− δ)
)
≤ µx2 <
1
2
(
1−√1− δ
)
.(6)
Proof. For i., it is easy to see that µ(x) is smooth except if x1 = x2 = 0, and µ = 0 implies
{x1 = 0, x2 ≥ 0} or {x1 ≥ 0, x2 = 0}. If x1 > 0 and x2 > 0, then µ(x) > 0.
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For ii., a simple calculation show that
µx1 =
1
2

1 + (1− 2δ)x2 − x1√
(x1 − x2)2 + 4δx1x2

 ∈ [0, 1](7)
and µx1 = 0 if and only if x2 = 0. Similarly
µx2 =
1
2

1 + (1− 2δ)x1 − x2√
(x1 − x2)2 + 4δx1x2

 ∈ [0, 1](8)
and µx2 = 0 if and only if x1 = 0. Moreover,
(D2µ) =
2δ(1− δ)[
(x1 − x2)2 + 4δx1x2
] 3
2
[ −x22 x1x2
x1x2 −x21
]
(9)
is negative semi-definite. Hence µ is increasing and concave.
Statement iii. is obvious as is the first part of statement iv. We verify the second statement
of iv.. By the homogeneity of µ, it suffices to restrict to x1+x2 = 1 and we may also assume
x1 ≤ x2, −1 ≤ x1 ≤ 1/2. Then
|µ− x1| =1
2
∣∣∣ ((1− 2x1)−√(1− δ)(1− 2x1)2 + δ )∣∣∣
=2δ
∣∣∣∣∣ x
2
1 − x1
(1− 2x1) +
√
(1− δ)(1− 2x1)2 + δ
∣∣∣∣∣ ≤ 4
√
δ,
which gives |µ(x)−min (x1, x2)| ≤ 4
√
δ.
To prove v., let x1 = min2(x) and observe that x ∈ A−2 is equivalent to
−1 < t := x1
x2
≤ − α
1 + α
.
Moreover a simple calculation shows that both
µx1 =
1
2
(
1 +
(1− 2δ)− t√
(t− 1)2 + 4δt
)
,(10)
and
µx2 =
1
2
(
1 +
(1− 2δ)t− 1√
(t− 1)2 + 4δt
)
,(11)
are decreasing functions of t on (−1,− α
1+α
] and then (5), (6) follow by evaluation at the
appropriate endpoints. 
We next show that µn is well-defined on An and has nice properties.
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Lemma 2.4. Let x ∈ An, n ≥ 3 and setm :=
∑n
j=1 xj . Then
i. |minn(x)| ≤ 1− (n−2)β1−β if minn(x) < 0,
ii. |minn(x)| ≤ 1−βn−2m, maxi xi ≤ (1− β)m,
iii. x ∈ An ⇒ xi ∈ An−1, i = 1, . . . , n,
iv. |µn(x)− minn(x)| ≤ c(n)
√
δ m,
v. For δ sufficiently small, x ∈ An ⇒ (xi, µn−1(xi)) ∈ A2, i = 1, . . . , n,
vi. For any i such that xi 6= minn(x), x ∈ A−n ⇒ xi ∈ A−n−1,
vii. For δ sufficiently small, x ∈ A−n ⇒ (xi, µn−1(xi)) ∈ A−2 , i = 1, . . . , n.
Proof. We prove i., ii. together. Let x ∈ An and assume x1 ≤ x2 ≤ . . . ≤ xn. Then
n∑
i=1
xi = m with x1 + x2 ≥ βm .
In particular,
(1− β)(x1 + x2) ≥ β
n∑
i=3
xi ≥ (n− 2)βx2,
so
|x1| ≤ 1− (n− 1)β
1− β x2 ≤ 1−
(n− 2)β
1− β if x1 < 0.
In addition, βm + x3 + . . . + xn ≤ m. Then |x1| ≤ x2 ≤ x3 ≤ 1−βn−2m and it follows by
induction that xn ≤ (1−β)m, proving i, ii.. Next observe that iii. is trivial if i ≥ 2 or i = 1
and x1 ≥ 0. So assume i = 1 and x1 < 0. Then we must show x2+x3 ≥ β(
∑n
j=1 xj −x1)
or equivalently βx1 + x2 + x3 ≥ β
∑n
j=1 xj = βm. Observe that
βx1 + x2 + x3 ≥ (x2 − (1− β)x1) + x1 + x2 ≥
(x2 − (1− β)x1) + β
n∑
j=1
xj > βm ,
proving iii. (since we already know |xj| ≤ 1 for all j).
We next prove iv. by induction; we assume x1 < x2 ≤ . . . ≤ xn. Since µ is homogenous
of degree one, we will also assume m = 1. The case n = 2 is Lemma 2.3 part iv. Now
assume we have proved iv. for n = 2, . . . , k − 1. Then by the monotonicity of µ,
µk(x) =
1
k
k∑
j=1
µ(xj, µ
k−1(xj)) =
1
k
(kx1 +O(
√
δ)) = x1 +O(
√
δ),
which gives |µk(x)−mink(x)| ≤ c(k)
√
δ completing the induction.
We first prove v. for n = 3. Let x ∈ A3 and note that if x1 ≥ 0, then by part iii. and the
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definition of µ, 0 ≤ µ(xi, xi) < 1, i = 1, 2, 3. If −1 ≤ x1 < 0, then
µ(x1, x2)− x1 = x2 − x1
2
−
√(
x2 − x1
2
)2
+ δx1x2 >
x2 − x1
2
− x2 − x1
2
= 0.
Hence µ(x1, x2) ≥ x1 ≥ −1 completing the proof for n = 3. Now suppose v. holds for
n = k − 1. Then
|µk−1(x)| ≤ 1
k − 1
k−1∑
j=1
|µ(xj, µk−2(xj))| ≤ 1
since by induction, |µk−2(xj)| ≤ 1 and then |µ(xj, µk−2(xj)| ≤ 1 by the n = 3 case. It
remains to show xi + µ
k−1(xi) > 0 for all i. But again using part iv., we find (as in the
proof of part iii.)
xi + µ
k−1(xi) ≥ x1 + x2 − c(n)
√
δ
n∑
j=1
xj ≥ (β − c(n)
√
δ)
n∑
j=1
xj > 0
for δ small enough, completing the proof of part v.
To prove vi. it suffices by part iii. to show that for i ≥ 2, x1 ≤ −α(m−xi) or equivalently,
x1 + αm ≤ αxi. This holds trivially since the left hand side is nonpositive since x ∈ A−n .
Finally we prove vii. Again assumem = 1. By part iv.,
min(xi, µ
n−1(xi)) ≤ minn(x) + c(n)
√
δ = x1 + c(n)
√
δ(12)
xi + µ
n−1(xi) ≤ xn + x1 + c(n)
√
δ.
Thus it suffices to show that
x1 + c(n)
√
δ ≤ −α(xn + x1 + c(n)
√
δ) = −α(1− (x2 + . . .+ xn−1) + c(n)
√
δ).
Since by hypothesis, x ∈ A−n , x1 ≤ −αm = −α, we need only show that
x2 ≥ (1 + 1
α
)c(n)
√
δ.
But x1+x2 ≥ βm = β, hence x2 ≥ β−x1 ≥ β+α > (1+α−1)c(n)
√
δ for δ sufficiently
small. 
The following additional properties of the µn follow easily from Lemmas 2.3, 2.4 by
induction.
Corollary 2.5. For any 0 < δ < 1
2
, on An, n ≥ 2 we have:
i. µn is smooth and symmetric and if xi > 0, ∀ i , then µn(x) > 0.
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ii. µn is monotonically increasing and concave and satisfies
0 ≤ µnxi ≤ 1 for i = 1, · · · , n.
iii. µn is homogeneous of degree 1 and therefore
∑n
i=1 xiµ
n
xi
(x) = µn(x).
iv. µn(x) ≤ 1
n
∑n
j=1 xj .
Next we shall prove some important properties related to the derivatives of µn.
Lemma 2.6. For n ≥ 2, there exist δn = δn(α, β, n) such that the following properties
hold for 0 < δ < δn:
i. If x ∈ An and xi < xj , then µnxi > µnxj .
ii. If x ∈ A−n , then
µnxi(x)→
{
1 if xi = minn(x)
0 otherwise
uniformly as δ → 0+.
iii. If x ∈ A−n , then µnxixi(x) < 0.
Proof. We first verify properties i., ii., iii. for n = 2. From the explicit formulas (7)
and (8), property i is obvious. If (x1, x2) ∈ A−2 , then as in Lemma 2.3 part v for x1 =
min2(x), t :=
x1
x2
∈ (−1,− α
1+α
] and one sees that µx1 → 1 by (10) and µx2 → 0 by (11) as
δ → 0+. Therefore property ii. is established and property iii. follows from (9).
For n ≥ 3 we prove properties i., ii., iii. by induction. Assume they hold for µn−1. For
i., it is enough to show that if x1 < x2, then µ
n
x1
> µnx2 . Write
µn(x) = dn(x) + rn(x)(13)
where
dn(x) =
1
n
µ(x1, µ
n−1(x¯1)) +
1
n
µ(x2, µ
n−1(x¯2))
rn(x) =
1
n
n∑
i=3
µ(xi, µ
n−1(x¯i)).
One sees easily that dn(x) and rn(x) are both symmetric and concave in the variables x1
and x2. Consequently d
n
x1
≥ dnx2 and rnx1 ≥ rnx2 . Furthermore,
rnx1(x)− rnx2(x) =
1
n
n∑
i=3
µy2(xi, µ
n−1(x¯i))[µn−1x1 − µn−1x2 ](x¯i).(14)
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Here µy2 means the partial derivative with respect to the second variable. It follows from
Lemma 2.4 that x¯i ∈ An−1 and (xi, µn−1(x¯i)) ∈ A2. Therefore,
µy2(xi, µ
n−1(x¯i)) ≥ 0,
with equality for such an i only when xi = 0. By our assumption on µ
n−1, one knows
µn−1x1 (x¯
i) > µn−1x2 (x¯
i).
Since x ∈ An , x cannot have two entries which are both equal to 0. Therefore rnx1(x) −
rnx2(x) > 0 except possibly if n = 3 and x3 = 0. However, in this case one must have
x1, x2 > 0 and consequently µ
3(x) = µ(x1, x2), a case already verified. The proof of
property i. is complete.
To prove property ii., we may assume x1 = minn(x). Since x ∈ A−n , x1 < 0. Note that
µnx1(x) =
1
n
µy1(x1, µ
n−1(x¯1)) +
1
n
n∑
i=2
µy2(xi, µ
n−1(x¯i))µn−1x1 (x¯
i).
It follows from Lemma 2.4 that (xi, µ
n−1(x¯i)) ∈ A−2 for any 1 ≤ i ≤ n and x¯i ∈ A−n−1
for any i ≥ 2. Again by our assumption on µn−1, we see that µnx1 → 1 as δ → 0. One can
prove similarly that µnxi → 0 for i ≥ 2.
To prove iii., we split µn as
µn(x) =
1
n
µ(xi, µ
n−1(x¯i)) +
1
n
∑
j 6=i
µ(xj , µ
n−1(x¯j))
The last term is concave in xi and its second pure derivative in xi is non-positive. Thus we
need to show
µxixi(xi, µ
n−1(x¯i)) = µy1y1(xi, µ
n−1(x¯i)) < 0.(15)
However, this can be seen from (xi, µ
n−1(x¯i)) ∈ A−2 . The proof by induction is now
complete. 
Recall from Lemma 2.3 part v. that if x ∈ A−2 with x1 < 0 < x2,
µx2 ≥ Λ = Λ(α, δ) :=
1
2
(
1− α(1− 2δ) + 1 + α√
1 + 4α(1 + α)(1− δ)
)
> 0.
Lemma 2.7. Suppose n ≥ 3. There exists δn = δn(α, β, n) such that if 0 < δ < δn and
x ∈ A−n , then
µnxi − µnxj
xi − xj ≤ −
Λn−2
2 · n!
1
|xi − xj |+√xixj(16)
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for any xi 6= xj and xi > 0, xj > 0.
Proof. We first examine the case n = 2. If x1 6= x2 and x1, x2 > 0, then it follows from (7)
and (8) that
µx1 − µx2
x1 − x2 = −
1− δ
2
√
(x1 − x2)2 + 4δx1x2
≤ − 1
4|x1 − x2|+ 4√x1x2(17)
provided δ < 1
4
. Now consider n ≥ 3, using the decomposition µn = dn + rn as in (13).
Then
µnxi − µnxj
xi − xj ≤
rnxi − rnxj
xi − xj
We may assume x1 ≤ x2 ≤ · · · ≤ xn and x1 < 0 since x ∈ A−n . Notice we are assuming
xi, xj > 0, which implies i > 1, j > 1.
Supposing n = 3 and recalling (14), one obtains
r3x2 − r3x3
x2 − x3 ≤
1
3
µy2(x1, µ(x¯
1)) · µx2(x¯
1)− µx3(x¯1)
x2 − x3
≤− Λ
2 · 3!
1
|x2 − x3|+√x2x3
We use induction to prove the cases n > 3. Let l be an number in {2, · · · , n} with l 6= i, j.
Again using (14),
rnxi − rnxj
xi − xj ≤
1
n
µy2(xl, µ
n−1(x¯l)) · µ
n−1
xi
(x¯l)− µn−1xj (x¯l)
xi − xj
By Lemma 2.6, (xl, µ
n−1(x¯l)) ∈ A−2 , so it follows from (8) that
rnxi − rnxj
xi − xj ≤
Λ
n
µn−1xi (x¯
l)− µn−1xl (x¯1)
xi − xj ≤ −
Λn−2
2 · n!
1
|xi − xj |+√xixj ,
where the last inequality follows from our induction hypothesis and x¯l ∈ A−n−1.

3. 2-CONVEX TRANSLATORS
Suppose en+1 is the direction of the translation. The mean curvatureH = trA and second
fundamental form A = (hij) satisfy the following equations, for instance see [16]
∆H +∇en+1H + |A|2H = 0,(18)
∆A +∇en+1A+ |A|2A = 0.(19)
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Define L = ∆ + ∇en+1 , which is so called drift laplacian. Suppose κ1, · · · , κn are the
principle curvatures of Σ and τ1, · · · , τn is a smooth orthonormal frame. We write µn =
µn(κ1, · · · , κn) for short.
Suppose Σ is uniformly 2-convex. More precisely, assuming κ1 ≤ κ2 ≤ · · · ≤ κn,
we have κ1 + κ2 ≥ βH > 0 for some β > 0. Then (κ1, · · · , κn) ∈ An. By Corollary
2.5, µn is smooth on Σ. Since µn is a symmetric function of the principle curvatures,
we can express µn as a fully nonlinear equation of the second fundamental form, namely
µn(κ1, · · · , κn) = F ((hij)). Here we point out that since µn is a smooth function and
symmetric on its arguments, then F is smooth on the second fundamental forms. Denote
Fij =
∂F
∂hij
and Fij,rs =
∂2F
∂hij∂hrs
. Then a standard calculation gives
∆µn =F ijhijkk + F
ij,rshijkhrsk
=F ij(−|A|2hij −∇en+1hij) + F ij,rshijkhrsk
=− |A|2F ijhij −∇en+1µ+ F ij,rshijkhrsk
where we have used (19). Recall that by the definition of L,
Lµn = −|A|2F ijhij + F ij,rshijkhrsk.
Define Qδ =
µn
H−µn
. Then a simple calculation gives
∆Qδ =
H∆µn − µn∆H
(H − µn)2 − 2
〈∇(H − µn)
H − µn ,∇Qδ
〉
which means
LQδ + 2
〈∇(H − µn),∇Qδ〉
H − µn =
HLµn − µnLH
(H − µn)2 .(20)
The previous calculation of Lµn and (18) shows that
HLµn − µnLH = H|A|2(µn − F ijhij) +HF ij,pqhijkhpqk = HF ij,pqhijkhpqk,(21)
since F ijhij = µ
n by the homogeneity property of µn. Furthermore, the concavity of µn
implies F ij,rs is negative definite. Since H > 0, it follows from (20), (21) that
LQδ + 2
〈∇(H − µn),∇Qδ〉
H − µn =
HF ij,pqhijkhpqk
(H − µn)2 ≤ 0(22)
We can restate our main result as
Theorem 3.1. If Σn is a uniformly 2-convex translator with n ≥ 3, then
lim
δ→0+
inf
Σ
Qδ ≥ 0.
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As a consequence, Σ must be convex.
Proof. We will prove the theorem by contradiction. Recall that µn < 1
n
H and H > 0. It is
easy to see that Qδ > −1 on Σ. Assume infΣQδ < −ε0 < 0 for any δ > 0 small. From
now on, we choose τ1, τ2, · · · , τn to be principle directions corresponding to the ordered
principle curvatures κ1 ≤ · · · ≤ κn.
Suppose Qδ attains its infimum at some interior point P ∈ Σ. Applying the strong
maximum principle to (22) yields Qδ ≡ Qδ(P ) < −ε0 < 0 and F ij,pqhijkhpqk = 0. In
particular, µn = Qδ
1+Qδ
H . It follows from Lemma 2.4 (iv) that,
κ1 ≤ µn + c(n)
√
δH =
Qδ
1 +Qδ
H + c(n)
√
δH ≤ −αH(23)
for some α > 0 small, if δ is taken small enough. We fix α, β > 0 small enough that (4)
holds. Consequently, (κ1, · · · , κn) ∈ An−1 for such α and β and all points on Σ.
Claim 1. If Qδ has an interior infimum, then hijk ≡ 0, that is∇A ≡ 0.
Proof. With the notation that µni =
∂µn
∂κi
and µnij =
∂2µn
∂κi∂κj
, it is well known thatF ij,pqhijkhpqk
can be calculated (see for example, [19] or [3]):
F ij,pqhijkhpqk =
∑
i,j,k
µnijhiikhjjk +
∑
{i,j:κi 6=κj}
∑
k
µni − µnj
κi − κj hijkhijk.(24)
By concavity, both terms on the right hand side of (24) are nonpositive. Since Qδ is con-
stant, then (22) implies F ij,pqhijkhpqk = 0. Therefore both of the above terms must be 0.
Because of Lemma 2.6,
µni − µnj
κi − κj < 0 for κi 6= κj .
Thus necessarily, for each i and j such that κi 6= κj
hijk = 0, ∀ k.
However, if i 6= j and κi = κj , then hijk = 0 for any k. Indeed, for a dense open
set of points, we can choose a smooth orthonormal frame τ1, . . . , τn of eigenvectors for
the ordered principal curvatures κ1 ≤ ... ≤ κn, see Theorems 2 and 3 of [18]. Then (see
formula (9) of [5]),
0 = τkhij = ∇τkhij + h(∇τkτi, τj) + h(τi,∇τkτj)
= hijk + Γ
j
kiκj + Γ
i
kjκi = hijk + Γ
j
ki(κj − κi) = hijk.
(25)
Summing up the above analysis, one has hijk ≡ 0 for i 6= j and any k, for a dense open
set of points of Σ. Since A = (hij) is a Codazzi tensor, it remains to show hiii = 0 for all
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i. Recall that we also know
∑
i,j,k µ
n
ijhiikhjjk = 0, which now reduces to
∑
i µ
n
iih
2
iii = 0.
Since µnii < 0 as a consequence of Lemma 2.6 iii., it follows that hiii = 0 for all i. Claim 1
is established for a dense open set of points and hence all points by continuity. 
Now if∇A ≡ 0, then∇H ≡ 0. It follows that
0 = ∇τlH = κl〈τl, en+1〉.
Since κl 6= 0 for any 1 ≤ l ≤ n, then the unit normal of Σ is ν = en+1 andH ≡ 1 which is
impossible. Therefore Qδ cannot have an interior infimum.
Therefore the infimum of Qδ is achieved at infinity and we can apply the Omori-Yau
maximum principle. That is, there exists a sequencePδ,N →∞ such that
Qδ(Pδ,N)→ inf
Σ
Qδ, |∇Qδ(Pδ,N)| < 1
N
, ∆Qδ(Pδ,N) > − 1
N
(26)
Moreover, we can perturb the Pδ,N →∞ slightly so that (24) and (25) are also satisfied.
If H(Pδ,N) does not tend to zero, we can choose a subsequence (which we still denote
by Pδ,N ) and consider ΣN = Σ − Pδ,N . We know from Lemma 2.4 that Σ has bounded
principle curvatures, so the same is true of ΣN . Then a subsequence of the ΣN will con-
verge smoothly to Σ∞, which is again a mean convex translating soliton with H(0) > 0.
However,
inf
Σ∞
µn
H − µn =
µn
H − µn (0) ≤ −ε0
This contradicts the fact that Qδ has no interior negative minimum.
Therefore, we must haveH(Pδ,N)→ 0 as N →∞.
Claim 2. If n ≥ 3, then κi(Pδ,N) → 0, for any 1 ≤ i ≤ n as N → ∞. Moreover, there
exists C(n) > 1 such that for all l,
C(n)−1 ≤
∣∣∣∣ κlH − µn
∣∣∣∣ (Pδ,N) ≤ C(n)(27)
C(n)−1 ≤ H
H − µn (Pδ,N) ≤ C(n).(28)
provided δ small and N large enough.
Proof. Order the principal curvatures as before: κ1 ≤ · · · ≤ κn. Since Σ is uniformly
2-convex,
H =
n∑
j=1
κj ≥
n∑
j=3
κj + βH.
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Therefore κj(Pδ,N)→ 0 for j ≥ 3 and (κ1 + κ2)(Pδ,N) as N →∞. By Lemma 2.4 ii., we
also have κj(Pδ,N)→ 0, j = 1, 2 at the same time. Using Lemma 2.4 iv., at each Pδ,N ,
0 ≥ µ
n
H
≥ κ1 − c(n)
√
δ H
H
≥ −c(n)
√
δ − 1
n− 2
which implies
1 ≥ H
H − µn =
1
1− µn/H ≥
n− 2
n− 1 + (n− 2)c(n)(δ) > 0
Suppose δ is small enough such that at each Pδ,N , (23) holds. Then if N is large enough,
−1 ≤ κ1
H − µn ≤
µn + c(n)
√
δH
H − µn ≤ Qδ + c(n)
√
δ ≤ −1
2
ε0 + c(n)
√
δ ≤ −1
4
ε0.
For l ≥ 2, it is easy to see
βH
H − µn ≤
κl
H − µn ≤ 1.
Our Claim 2 follows from taking δ small enough and N large enough 
It follows from Claim 2 that
− µ
n∇lH
(H − µn)2 =
−µn
H − µn
κl〈τl, en+1〉
H − µn
is uniformly bounded. Furthermore, by (26) and
∇Qδ = (H − µ
n)∇µn − µn(∇H −∇µn)
(H − µn)2 = −
µn∇H
(H − µn)2 +
H∇µn
(H − µn)2 ,
we see that H∇µ
n
(H−µn)2
is uniformly bounded at each point Pδ,N . Since
H
H−µn
is bounded away
from 0 by Claim 2, we conclude that ∇µ
n
H−µn
is also uniformly bounded at each point Pδ,N .
Adopting the notation∇l = ∇τl ,
Claim 3. We have ∇lH
H − µn (Pδ,N)→ 0 as N →∞
for any 1 ≤ l ≤ n.
Proof. It follows from (22) and (26) that
− 2
N
+ 2
〈∇(H − µn),∇Qδ〉
H − µn ≤
HF ij,pqhijkhpqk
(H − µn)2 ≤ 0(29)
holds at each Pδ,N . From the previous analysis, one knows
∇(H − µn)
H − µn (Pδ,N)
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is uniformly bounded as N → ∞. Therefore, the left hand side of (29) converges to 0 as
N →∞. Consequently ( since H
H−µn
is bounded away from zero)
F ij,pqhijkhpqk
H − µn → 0, as N →∞.
By (24), one has
F ij,pqhijkhpqk
H − µn ≤
1
H − µn
∑
{i,j:κi 6=κj}
∑
k
µni − µnj
κi − κj h
2
ijk ≤ 0(30)
and each term in the summation is nonpositive. Therefore all the terms converge to zero as
N → ∞. Suppose δ is small enough. Taking i = 1 and j > 1 and using Lemma 2.6 ii.,
one obtains (H − µn)−1|h1jk| → 0 as N →∞ for any k. In particular,
|h1jj|+ |h11j|
H − µn → 0, as N →∞, for j > 1.(31)
Taking both i, j > 1 and i ≥ j, if κi = κj , then hijk = 0 by (25). If κi 6= κj , we use
Lemma 2.7 to conclude
Λn−2
2 · n!
h2ijk
(H − µn)2 ≤
Λn−2
2 · n!
1
H − µn
h2ijk
|κi − κj|+√κiκj
≤− 1
H − µn
µi − µj
κi − κj h
2
ijk ≤
∣∣∣∣F ij,pqhijkhpqkH − µn
∣∣∣∣
In either case, we must have
|hijk|
H − µn → 0 as N →∞, for i 6= j.(32)
Since∇lµn =
∑
i µ
n
i∇lκi =
∑
i µ
n
i hiil, we can rewrite∇lQδ as
∇lQδ = H∇lµ
n − µn∇lH
(H − µn)2 =
[
1 +
H(µnl − 1)
H − µn
]
hlll
H − µn(33)
+
∑
i 6=l
Hµnl hiil − µnhiil
(H − µn)2
When δ is small enough, it follows from Lemma 2.6 ii. that µnl → 0 if l > 1 and µnl → 1 if
l = 1, as N →∞, uniformly as δ decreases to zero. Combined with the uniform estimates
of Claim 2 and (32), the last term on the right hand side of (33) tends to zero as N → ∞.
Moreover, 1+H(µnl −1)(H−µn)−1 is uniformly bounded away from zero for any l. Since
∇lQδ → 0 as N →∞, we conclude from (33) that
(34)
hlll
H − µn → 0 as N →∞.
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Therefore (32) and (34) imply
∇lH
H − µn =
n∑
i=1
hiil
H − µn → 0 as N →∞,
proving Claim 3.

Again consider ΣN = Σ − Pδ,N . A subsequence of the ΣN converges locally smoothly
to a translator Σ∞ . Since H = 〈ν, en+1〉,
∇lH
H − µn (Pδ,N) =
κl〈τl, en+1〉
H − µn (Pδ,N)→ 0, as N →∞.
But then by (27),
〈τl, en+1〉(Pδ,N)→ 0 as N →∞.(35)
This means that at the origin on Σ∞, we have 〈τl, en+1〉(0) = 0. In other words, ν = en+1
andH = 1 at 0. However,
inf
Σ∞
µn
H − µn =
µn
H − µn (0) ≤ −ε0
This again contradicts the fact that Qδ cannot have an interior negative minimum. This
completes the proof of Theorem 3.1 and consequently Theorem 1.1 is proven.

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