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Abstract
This paper explores optimal and suboptimal power and bit loading algorithms for a multicarrier system. Speciﬁcally, we study
the trade-offs between the total transmit power of an orthogonal frequency division multiplexing (OFDM) system and the buffering
delay of the packets in a transmission buffer. The loading framework is formulated as a Markov decision process (MDP) and
an optimal loading policy which minimizes the transmit power while meeting a target delay constraint is obtained via equivalent
linear programming (LP) methodology. The complexity of ﬁnding the optimal loading policy and its’ implementation issues are
described. Since ﬁnding the optimal policies becomes complex and practically un-realizable for large number of carriers in the
system, we offer a sub-optimal power and bit loading algorithm using the results of the single carrier system’s power and rate
adaptation policy and a greedy approach. Selected numerical examples show that the sub-optimal algorithm, which has reduced
complexity, has performance close to the optimal one.
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Next-generation wireless networks are expected to support
a wide variety of data services which have different traf-
ﬁc characteristics as well as quality of service (QoS) re-
quirements. These QoS parameters include delay constraint,
packet error rate (PER) and bit-error-rate (BER) requirement.
The inherent quality parameters of the services can facilitate
efﬁcient use of communication resources via a cross-layer
design approach [1]. In particular, the relative delay tolerance
of data applications, combined with the bursty activity pat-
terns as well as time varying nature of the wireless channels,
opens up the possibility of scheduling transmissions so as
to allocate limited wireless communication resources in an
efﬁcient manner ( see, for example, [2], [3]).
Orthogonal frequency division multiplexing (OFDM), a
form of multicarrier modulation scheme [4], is promising
technology designed to meet the demands of high data rate
trafﬁc for wide band wireless communications. In an OFDM
system, a high data rate system is divided into a number
of parallel low data rate streams each of which is then
modulated in a given narrow band frequency channel using
orthogonal subcarriers. Due to it’s high spectral efﬁciency
and resistance to multi-path fading channels, OFDM modu-
lation technique is already being used in several ﬁxed and
mobile radio systems, such as asymmetric digital subscriber
lines (ADSL), wireless LANs ( IEEE 802.11a/g and IEEE
802.16). It has also been standardized for digital video ter-
restrial (DVB-T) and audio broadcasting [5]. Since different
subcarriers in an OFDM system may have different fading
gains in a given channel access, use of the same modulation
order in all subcarriers leads to inefﬁcient utilization of
overall spectrum [6]. Assuming that the channel state infor-
mation (CSI) for all subcarriers is available at the transmitter,
different power or bit or both power and bit loading schemes
have been proposed in literature. Different loading algorithms
have different end goals [7]. One broad class of bit loading
algorithms minimizes the transmit power while attaining a
ﬁxed transmission rate as well as a given target BER (see,
for example, [8], [9]). In another version of bit loading
algorithms, ergodic capacity is maximized at a ﬁxed transmit
power. Actually, these are the two extremes of the bit loading
algorithms from the perspective of delay constraint commu-
nication over fading channels. The algorithms proposed for
maximizing ergodic capacity may be suitable for services
which have no delay constraint [10]. On the other hand,
minimizing the total transmit power for a given rate constraint
is suitable for the services which have hard delay constraint1
[11]. However, if the arrived data packets can tolerate some
intermediate queuing delay at the transmission buffer rather
than having hard delay constraint or no delay constraint,
loading algorithms which minimize the total transmit power
exploiting this intermediate delay constraint are interesting.
Recently channel and buffer adaptive transmission tech-
niques, which schedule packet transmission in order to meet a
target delay constraint, have been proposed for single carrier
1We use the term “hard delay-constraint” to mean that the packets do not
wait at the transmission buffer more than one time slot.
case [2], [3]. Transmission rate is optimized via a cross layer
optimization technique and the optimal trade-offs between
different conﬂicting objectives are studied formulating the
problem as a Markov decision process (MDP). Best to our
knowledge, despite that the performance of buffer adaptive
multi-carrier transmission scheme has been analyzed in [12],
no study has been done on multicarrier power and bit loading
algorithm that minimizes total transmit power for a given
delay constraint communication over fading channels. In this
paper, we study and offer some novel results on adaptive
power and bit loading for OFDM system for delay constraint
services. Speciﬁcally, we provide (1) general MDP-based
framework, (2) generalization of the delay vs. power curves
for single carrier channels, (3) optimal solution using lin-
ear programming (LP), (4) suboptimal scheduling approach
based on the solution of the single carrier system and merging
the subsystem solutions into a global solution using the
greedy approach, and (5) discussion on the complexity of
these methods.
Notations: Subscripts are reserved to denote a speciﬁc state
of a state space, while superscripts are reserved to denote the
subcarrier index. Subscript in brackets denotes the state at the
block index
n.
II. SYSTEM MODEL
A system model for buffer and channel adaptive transmis-
sion system is shown in Fig. 1 where we assume a single
class of trafﬁc is to be transmitted over fading channels
using an OFDM system with
K subcarriers. Data packets,
which arrive from higher layers, are stored in a ﬁnite size
transmission buffer of length
L in order to be transmitted
later. In each transmission slot, the transmitter adaptively
assigns a number of packets and the transmit power to
different subcarriers jointly considering the state of buffer
occupancy as well as different subcarriers’ states.
A. Channel Models
Let the total bandwidth of the OFDM system be
WT[Hz].
We assume that total the bandwidth is equally divided
among
K subcarriers. Therefore, bandwidth per carrier
W
=
WT
=
K[Hz]2. Given the channel fading amplitude at
ith
carrier,
￿
i and a noise power spectral density of
N
0[W/Hz],
let us deﬁne normalized received power gain at the receiver
for the
ith carrier
￿
i
=
(
￿
i
)
2
=
N
0
W. The received power gain
channel estimation for each subcarrier is performed at the
receiver and these estimates are sent back to the transmitter
assuming no delay and no error in the transmission on the
feedback channel. Received power gain estimate on carrier
i,
￿
i corresponds to a discrete set
C
i
=
f
c
i
1
;
:
:
:
;
c
i
￿
g of
channel states where it is assumed that there are
￿ such
discrete states. Let
ith carrier be in the state
c
i
j if
￿
i is in
the interval
￿
j
￿
1
￿
￿
i
￿
￿
j. Here it is assumed that power
gain thresholds satisfy the following inequality:
0
=
￿
0
￿
:
:
:
￿
￿
j
￿
:
:
:
￿
￿
￿
=
1. The channel is assumed to
2We assume the total bandwidth is divided into
K disjoint blocks. In
an OFDM system, there may exist spectral overlapping between adjacent
carriers. This assumption is used in numerical examples and does not affect
our proposed transmission framework.be block fading as it is assumed that the fading gain at the
receiver stays in the given interval during the duration of the
whole block. The probability density function (pdf) of the
power gain of
ith carrier in state
l,
p
i
l
(
￿
) is considered to
be known. Further, it is assumed that channel states of
ith
carrier form an ergodic Markov chain which is independent
across the carriers. The composite channel state is deﬁned as
c
=
(
c
1
;
c
2
;
:
:
:
;
c
K
), where
c
i
2
C
i, deﬁnes the snapshot of
carrier states in all parallel carriers. The number of composite
channel states in state space
C
=
C
1
￿
C
2
￿
￿
￿
￿
￿
C
K is
￿
K. The transition probabilities of composite channel state
space
c over state space
C can be found from the individual
carrier’s channel state transition matrix. Specially, if the fad-
ing conditions among the subcarriers are independent, they
can be obtained by simply taking the product of individual
carrier’s state transition probability. For example, we assume
that the channel of
ith carrier can be represented by ﬁnite
state Markov chain (FSMC) [13]. For a given fading rate (i.e.,
doppler frequency, f
d) the transition probabilities between the
channel states of the FSMC can be found, for example, in
[13].
B. Incoming Trafﬁc Model
The incoming trafﬁc i.e., the packet arrival process at the
transmission buffer is assumed to be constant
￿
F packets
per second. If the duration of a time slot is equal to T
s
second, the packet arrival rate is equal to
￿
FT
s packets per
time slot. It is important to note that the duration of a
transmission slot, T
s second is different for different number
of carriers in the system for a given total bandwidth. For
example, if we assume a
K carrier OFDM system and ideal
Nyquist signalling, the duration of a slot T
s
=
KT
s
c
s , where
T
s
c
s
=
1
=
WT is the duration of a slot for the equivalent single
carrier case. For fair comparison in our results presented in
later section, we will use normalized time slot (normalized
with respect to the slot duration of an equivalent single carrier
system). For convenience, we use a normalized packet length
of 1 bit per packet and consequently a “bit” or “packet”
is used interchangeably in our description. We assume con-
stant rate packet arrival process due to simplicity. However,
different arrival processes can easily be incorporated in our
transmission framework.
C. Rate and Power Adaptation Model
Adaptive power as well as rate allocation is performed
in each carrier. The adaptive rate in carrier
i is assigned
an action
a
i from the set of possible actions
A
i. It is
assumed that the same rate actions are available in all carriers.
Without loss of generality we assume that the set of available
actions
A
i
=
f
a
1
;
a
2
;
a
3
:
:
:
a
U
g
;
8
i where action
a
1 and
a
u
(
u
=
2
;
3
;
￿
￿
￿
;
U
) correspond to transmitting no packet and
u packets, respectively. We assume that there exist an ideal
coding scheme that allows information transmission without
any transmission error. Therefore, the transmit power level,
P
i corresponding to taking the action,
a
i on
ith carrier is
connected via the Shannon capacity formula and is given by
P
i
=
N
0
W
￿
i
(
2
a
i
=
W
￿
1
)
: (1)
With a practical modulation and coding scheme the transmit
power level,
P
i
prac corresponding to the action
a
i can be
approximated using the well known gap approximation [15]
P
i
prac
=
￿
N
0
W
i
￿
i
(
2
a
i
=
W
i
￿
1
)
; (2)
where
￿ is a coding and modulation dependent parameter.
For example, with uncoded M-ary quadrature modulation
(MQAM)
￿ can be calculated as [15]
￿
=
1
3
￿
Q
￿
1
￿
BER
0
4
￿
￿
2
(3)
where Q
￿
1
(
￿
) is the inverse standard Gaussian Q-function
and BER
0 is the target BER.
The composite action space,
A is the combination of all
possible transmission rate in each subcarrier and is deﬁned
as
a
=
(
a
1
;
a
2
:
:
:
;
a
K
), where
a
i
2
A
i and
a
2
A has total
of
A
=
U
K actions. The role of the rate scheduler is to
choose this composite action,
a
2
A based on the current
composite channel state
c
2
C and the current buffer state,
b
2
B, where
B
=
f
B
1
B
2
￿
￿
￿
B
L
g is the buffer state space.
Taking an action based on the buffer as well as the composite
channel state is speciﬁed by a decision rule which we call the
policy. More speciﬁcally, the stationary deterministic policy
￿, which does not depend on time index, speciﬁes action
a
(
n
)
at time step
n as a function of the channel state
c
(
n
) and the
buffer state
b
(
n
) i.e.,
a
(
n
)
=
￿
(
b
(
n
)
;
c
(
n
)
).
If a feasible action3
a
(
n
)
=
a
2
A is taken at time step
n,
the buffer dynamics can be expressed as
b
(
n
+
1
)
=
b
(
n
)
+
￿
F
￿
K
X
i
=
1
￿
i
(
a
(
n
)
) (4)
where
b
(
n
+
1
) and
b
(
n
) denote the buffer occupancy at time
step
n and
(
n
+
1
), respectively.
￿
i
(
a
) returns the number
of packets assigned to
ith carrier if composite action
a
(
n
) is
taken which can obtained looking at the individual action of
ith carrier for that given composite action
a
(
n
).
In order to study the optimal tradeoffs between the total
transmit power and the buffering delay of the packets in the
transmission buffer on an OFDM system,
III. SCHEDULING ALGORITHMS
A. Problem Formulation
A MDP is a model for deciding on how to act in a
stochastic environment where outcomes are uncertain [14]. It
is described through a set of decision epochs or time slots or
stages
T
=
1
;
2
;
￿
￿
￿
;
n, a set of states
S
=
f
s
1
;
s
2
;
￿
￿
￿
;
s
N
g,
a set of actions
A
=
f
a
1
;
a
2
;
￿
￿
￿
;
a
U
g, a set of state and
action dependent immediate costs
x:
K
7
!
R, and a set
of state and action dependent transition probabilities. Set
K
=
f
(
s
;
a
) :
s
2
S,
a
2
A
s
g is the set of state-action
pairs. While the system is in state
s
(
n
)
=
s
j
2
S at decision
epoch or time-slot
n, the controller or decision maker selects
an action
a
(
n
) from the set of actions
A
s
j available at state
3A feasible action does not lead to buffer overﬂow or negative buffer
occupancy. Detailed description of feasible actions will be given in Section
III-A.s
j
2
S, where
[
s
j
2
S
A
s
j
=
A. In the next time-slot, the
system moves to a state
s
k
2
S according to the transition
probability
p
(
s
(
n
+
1
)
=
s
k
j
s
(
n
)
=
s
j
;
a
(
n
)
) and the decision
maker incurs a one step immediate cost
x
(
s
(
n
)
;
a
(
n
)
).
A policy as a mapping from state to actions speciﬁes the
decision rule to be used at all time slot or decision epoch.
With a stationary deterministic policy
￿, the expected long-
term average cost per stage is
J
￿
=
l
i
m
M
!
1
1
M
M
X
n
=
1
E
s
[
x
(
s
(
n
)
;
￿
(
s
(
n
)
)
)
]
; (5)
where expectation,
E
s is over random evolution of the states
of the MDP. An optimal policy denoted by
￿
￿ is the one that
incurs the minimum average cost per stage i.e.,
￿
￿
=
a
r
g
m
i
n
￿
2
￿
J
￿ (6)
where
￿ is a set of all stationary admissible deterministic
policies. The precise conditions on the existence of stationary
deterministic policy are given in [14] and are satisﬁed in
our transmission framework. The composite state space
S of
adaptive bit loading framework is composed of the buffer
state space
B and composite channel state
C. The number
of states in
S
=
C
￿
B is
N
=
L
￿
￿
K. Since a ﬁnite
size buffer is used at the transmitter, taking ceratin actions at
speciﬁc buffer states leads to buffer overﬂow. This overﬂow
can be avoided by taking an action
a
(
n
) at time slot
n such
that
b
(
n
)
+
￿
F
￿
K
X
i
=
1
￿
i
(
a
(
n
)
)
￿
L
: (7)
On the other hand, the transmitter can not transmit more
packets than available at the buffer. So, the action
a has to
follow the inequality
K
X
i
=
1
￿
i
(
a
(
n
)
)
￿
b
(
n
)
: (8)
Using Eqs. (7) and (8) a feasible action space in state
s,
A
s,
where,
[
s
2
S
A
s
=
A can be found easily.
Transition probabilities between states are based on tran-
sition probabilities of channel Markov chains and buffer
dynamics Eq. (4) and can be expressed as follows
p
(
s
(
n
+
1
)
=
s
j
j
s
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n
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s
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a
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n
)
)
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￿
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r
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r
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s
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K
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(
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￿
F
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) (9)
for certain
a
(
n
)
=
a
2
A
s
i, and
s
i
;
s
j
2
S. Functions
￿
(
s
)
and
r
(
s
) return the composite channel state
c and the buffer
state
b of composite state
s, respectively.
Æ
(
x
) returns 1 if
x
=
0 and 0 otherwise.
In our proposed bit and power loading framework which
minimizes the total transmit power while maintaining a target
delay constraint, we have two types of cost; the delay cost and
the power cost. The total transmit power of the multicarrier
system in state,
s
(
n
)
=
s
2
S for taking an action
a
(
n
)
=
a
2
A
s
n is sum of transmit power levels in all parallel carriers
and can be written as
PT
(
s
(
n
)
;
a
(
n
)
)
=
K
X
i
=
1
P
(
`
i
(
s
(
n
)
)
;
￿
i
(
a
(
n
)
)
)
; (10)
where
P
(
c
i
;
a
i
), in general, is the required transmit power
level in
ith carrier for taking an action
a
i at state
c
i. The
expected long term average total power cost under policy
￿
is
P T
(
￿
)
=
l
i
m
M
!
1
1
M
M
X
n
=
1
E
s
[
PT
(
s
(
n
)
;
￿
(
s
(
n
)
)
)
]
: (11)
The delay cost is the average number of time slots that a
packet has to wait at the transmission buffer before trans-
mission. The immediate delay cost due to buffer occupancy
under the policy
￿
d
(
s
(
n
)
;
￿
(
s
(
n
)
)
)
=
r
(
s
(
n
)
)
￿
F
: (12)
According to Little’s formula, the time average delay in the
buffer,
￿ D can be expressed as
￿ D
(
s
(
n
)
;
￿
(
s
(
n
)
)
)
=
l
i
m
M
!
1
1
M
M
X
n
=
1
E
s
[
b
(
n
)
￿
F
]
: (13)
Since both the costs; power and delay costs are conﬂicting
with each other, we can formulate the problem as an uncon-
strained Markov decision process (UMDP) with a trade-off
factor or a constrained Markov decision process (CMDP).
When the problem is posed as an UMDP, the immediate cost
function under a stationary deterministic policy
￿ is
x
(
s
(
n
)
;
￿
(
s
(
n
)
)
)
=
r
(
s
(
n
)
)
￿
F
+
￿
PT
(
s
(
n
)
;
￿
(
s
(
n
)
)
)
; (14)
where
￿
(
>
0
) is a trade-off factor and by changing its
value we can obtain different trade-offs between average
delay and average total power. For a given
￿, the station-
ary deterministic optimal policy
￿
￿ can be obtained using
dynamic programming such as relative value iteration (RVI)
or policy iteration (PI) [14]. The average total power and the
corresponding average delay under the policy
￿
￿ are obtained
from Eqs. (11) and (13), respectively.
In CMDP, the objective cost is minimized while keeping
the other costs (called constrained costs) below some given
bounds. In this proposed framework, our objective is to
minimize the transmit power while keeping delay cost below
a target threshold, the problem thus can be formulated as
follows
a
r
g
m
i
n
￿
P T
(
￿
) (15)
subject to:
￿
D
(
￿
)
￿
D
t
; (16)
where
D
t is an allowable maximum long-term average delay.
The formulated CMDP can be solved using equivalent LP
methodology [14]. A brief description on equivalent LP
methodology to ﬁnd optimal loading policies is given in the
next Section.
B. Optimal Scheduling
Although dynamic programming offers an elegant, uniﬁed
treatment of a wide range of stochastic control problems,
the curse of dimensionality gives rise to prohibitive com-
putational requirements of large-scale problems, such as,
this OFDM bit loading problem. LP is studied in solvingMDP models because of it’s elegant theory and the ease in
which it allows inclusion of constraints [14]. To describe
the dual LP, let us consider
z
(
s
;
a
) represents the “steady-
state” probability that the process is in state
s and action
a is applied. We seek to ﬁnd the control policy which is
represented in terms of probability distribution
z over
S
￿
A.
The optimal policy
z
￿ can be obtained as
minimize
X
s
2
S
;
a
2
A
s
PT
(
s
;
a
)
z
(
s
;
a
) (17)
subject to :
X
s
2
S
;
a
2
A
s
d
(
s
;
a
)
z
(
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;
a
)
￿
D
t (18)
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)
p
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j
j
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;
a
)
;
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2
S(19)
X
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2
S
;
a
2
A
s
z
(
s
;
a
)
=
1 (20)
z
(
s
;
a
)
￿
0
;
8
s
2
S
;
8
a
2
A
s
: (21)
The inequality constraint in Eq. (18) is to keep the long-term
average delay below the given threshold whereas the equality
constraint in Eq. (19) satisﬁes the well known Chapman-
Kolmogorov equation. The constraint in Eq. (20) ensures that
the sum of the probabilities
z
(
s
;
a
) is equal to one while Eq.
(21) is ensuring that the individual probability is greater than
zero.
If there exist an optimal solution
z
￿ to the LP, there exists
an stationary policy
￿
￿ that is optimal for the CMDP. In
general, the optimal policy
￿
￿ for a CMDP is randomized
and is uniquely characterized with probability
￿
￿
￿
(
s
)
(
a
) of
applying policy
a
2
A
s in state
s
2
A, where
￿
￿
￿
(
s
)
(
a
)
=
z
￿
(
s
;
a
)
P
a
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2
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z
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(
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;
a
0
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(
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;
a
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>
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:
(22)
If
P
a
0
2
A
s
z
￿
(
s
;
a
0
)
=
0 for some
s
2
S, an action that drives
the system to
S
z
￿
=
f
s
2
S
:
P
a
0
2
A
s
z
￿
(
s
;
a
0
)
>
0
g is
chosen in each state [14].
RVI requires full-matrix representation of the transition
probabilities of the states. As the number of carriers and
actions increases, the memory requirements to store these full
matrices becomes huge. Therefore, RVI can not be used to
ﬁnd optimal policies even for a very small number of carriers.
In fact for constant incoming trafﬁc, the transition matrices
have a few number of non-zero entries which facilitates
us to use sparse matrix representation with less memory
requirements and use LP.
The optimal delay-power trade-offs for different number
of carriers are shown in Fig. 2. In order to make a fair
comparison for different number of carries, we used the
same total system bandwidth of
WTHz, and noise spectral
density,
N
0
=
1[mW/Hz]. Due to the complexity of ﬁnding
optimal policy we had to restrict our simulations upto four
carriers. We used three state Rayleigh channel model for
each carrier. The states are partitioned such that probabilities
of being in each state are equal. For example, this type
of channel model can be found in [2], [3]. The channel
variations across the subcarriers are assumed to be identically
and independently distributed (i.i.d) with an average received
power gain,
￿
0
=15dB. The available rate set per carrier,
A
i
=
[
0
2
4
]. The corresponding three transmit power levels
are obtained using Eq. (1). A packet arrival rate of 2 packets/
time slot for equivalent single carrier case is used and thus
the packet arrival rate for
k carrier system is
2
￿
k packets per
time slot. As mentioned in Section II-B the slot duration of
a MC system with
k number of subcarriers is T
k
=
k
￿T
s
c
s ,
where T
s
c
s is the slot duration of an equivalent single carrier
system. Therefore, in Fig. 2, the average delay for different
number of carriers is normalized by the duration T
s
c
s . In
our proposed framework, the minimum achievable delay is
one time slot. The normalized minimum achievable delay is,
therefore,
k times that of an equivalent single carrier system
and consequently the minimum achievable delay starts from
k time slots rather than starting from one time slot. Fig. 2
shows that as the maximum tolerable delay increases, the
required average power decreases. This is expected because
of temporal diversity (TD) effects in time domain. The
packet can wait until at the transmission buffer until channel
condition is good enough to be transmitted. If there is no
delay constraint, the minimum required average power, which
corresponds to water ﬁlling case, can be achieved. It is
interesting to see that as the number of carriers increases
in the system, the average transmit power decreases for the
same trafﬁc arrival rate (packets per second). This is owing
to the spectral diversity (SD) effects in frequency domain. As
there are more carriers in the system, more SD is achieved.
However, the spectral diversity (SD) gain becomes
marginal as the number of carriers is increased in the system.
For example, when the system has two carriers instead of
one, it saves a lot more power in order to meet the same
target delay. However, adding the third carrier does not save
that much power and the same scenario happens with fourth
carrier.
C. Suboptimal Algorithm
The complexity of ﬁnding the optimal bit loading policy is
enormous for large number of parallel carriers as it is often
the case in OFDM systems. This phenomenon is commonly
referred to as the curse of dimensionality. Therefore, we
resort to the suboptimal solution. The principle is based on
the divide and conquer approach. Optimal rate scheduling
algorithm is produced for the equivalent single carrier sys-
tem and then using this solution transmission rate for each
carrier is found considering a carrier’s state and buffer state
individually. The sum rate; the summation of these individual
carrier rates is distributed among the carriers using a greedy
approach in order to ﬁnd the ﬁnal rate allocation policy. The
algorithm is described below step-by-step
￿ Step 1: Find the optimal transmission
rate
a
i for each carrier assuming that
the carriers are independent
￿ Step 2: Find the sum rate
R
s
u
m
=
P
K
i
=
1
a
i
￿ Step 3: Divide the sum rate
R
s
u
m
among the carriers using the greedyapproach, according to the composite
channel state
c.
In Step 1, the optimal transmission rate for each carrier
is found from the optimal policy set of an equivalent single
carrier system with a ﬁnite transmission buffer of size
L,
and the system bandwidth of
WT[Hz]. The stationary optimal
deterministic policy of the single carrier transmission system
can be found formulating the problem as an UMDP (see, for
example, [3]). It should be mentioned that as the total number
of states is much less than in the multicarrier system, RVI
can be used to ﬁnd the optimum deterministic policy and
storing the optimal policy requires much less memory size.
As soon as the optimal policy for single carrier system is
available, the total sum rate is found adding the individual
optimal rates as follows
￿ Initialize the set
L to the set of
all carriers.
￿ Pick up the best carrier
i from a set
of all unassigned carriers
L. Without
loss of generality, consider this
carrier is in state
c
i
j, and the buffer
being in state
b
(
n
). The composite
state for this carrier is
s
s
c
=
(
b
(
n
)
;
c
i
j
).
The subscript ‘‘
s
c’’ is to mean the
composite state of the equivalent
single carrier case.
￿ Find the optimal action
a
￿
(
s
s
c
)
corresponding to the state
s
s
c from
the Table of equivalent single
carrier case optimal policy. Update
the buffer occupancy
b
(
n
)
=
b
(
n
)
￿
a
￿
(
s
s
c
)
and remove the carrier
i from the set
of unassigned carriers
L.
￿ Repeat the above procedure until all
the carriers are assigned.
￿ Add the transmission rate in all
subcarriers to find the sum rate
R
s
u
m
in Step 2.
In step 3, the greedy allocation, which has been used in
literature for optimal power and rate allocation among the
OFDM subcarriers (see, for example, [9]) improves the rate
allocation among the carriers.
The performance of our proposed suboptimal algorithm
for different fading rate (i.e., for different values of
f
d) is
illustrated in Figs. 3, 4 and 5. We have also plotted the
respective optimal delay-BER tradeoffs in Figs. 3 and 4.
In these examples, we have considered three channel states
per carrier and a ret set per carrier
a
i
=
[
0
1
2
3
4
].
In suboptimal performance simulation, we had to restrict
ourselves up to a four carrier OFDM system. This is because
of the time requirements of the simulation in order to ﬁnd
the performance. In a real system, there are two options to
implement the suboptimal loading scheme. The one way is
to store the single carrier system optimal policies, which is
obtained off-line, in a lookup table. These pre-stored single
carrier optimal policies are then used to ﬁnd the suboptimal
policy for each carrier using the greedy allocation, in online,
as described above. Since one needs to store only single
carrier system, it requires less memory space but requires
more online computation. The other way is option to ﬁnd the
suboptimal policies for multicarrier system using the single
carrier system optimal policies and the greedy allocation off-
line. Then these suboptimal policies are stored in a lookup
table. This strategy requires less on-line computation but
requires more memory space.
Figs. 3, 4 and 5 shows that as the fading rate increases
(i.e., the channel fading rate becomes faster), the required
transmit power decreases in order to maintain the same
delay constraint. This is simply because of the inﬂuence of
the fading rate on TD. As the channel becomes faster, the
packets probability that the packets will experience a better
channel condition within a given numberof transmission slots
increases. In this regard, it is also worthy to mention that the
required transmit power in to order have hard delay constraint
(a delay of one time slot), is not affected by the fading rate.
This is actually hard delay constraint case; the packets are
to be transmitted within one time slot. Therefore, TD is not
achieved at all. The ﬁgures also show that the sub-optimal
algorithm offers almost the same performance as the optimal
one and as the number of carriers in the system increases, the
performance of the suboptimal algorithm slightly degrades
compared to the optimal algorithm.
IV. CONCLUSIONS
In this paper, we study an optimal power and bit loading al-
gorithm of a MC system for delay constraint communication
over correlated fading channels. Speciﬁcally, we explore the
trade-offs between the transmit power of an OFDM system
and the buffering delay of the packets at the transmission
buffer. Since ﬁnding the optimal policies and implementing
them in reality are highly complex, if not impossible, we
also explore a suboptimal bit loading algorithm based on
an equivalent single carrier loading scheme and a greedy
approach. Since the suboptimal loading algorithm requires
only ﬁnding and storing the optimal policy of the equivalent
single carrier case with fewer number of states, it is simple to
realize practically. The selected numerical results show that
the suboptimal loading scheme offers very close performance
to the optimal one.
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