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The energy demand is increasing considerably every year worldwide. Moreover, the 
electrification of different sectors has caused the growth of electricity demand at an 
even higher rate. Thus, the electricity grids have technologically evolved in several 
aspects, one of them is the availability of demand data at different points and levels of 
the grid, such as in transmission and distribution systems, and large and small consum-
ers. The data provided by the new smart grids are essential baseline information for the 
management and planning of electricity systems. 
The data provided by smart meters on electricity grids is worthless if it is not properly 
analysed. In addition to the appropriate processing of such data, tools are needed to 
obtain useful information. The energy demand management systems associated with 
pattern recognition have been scarcely studied at present. Some limitations have been 
identified in this area of study. For example, the characterization of electricity demand 
through pattern recognition has not been used to identify and evaluate changes in ener-
gy consumption, whereas monitoring systems do not identify the possible causes of the 
anomalies detected in electricity demand. 
Demand forecasting is an effective tool in the management of electricity supply sys-
tems. Currently, tools such as neural networks and deep learning are preferred for this 
purpose. However, they present remarkable drawbacks, such as the difficulty in quanti-
fying uncertainties, the requirement of huge computational resources, and considerable 
effort to establish the structure of the neural network to provide adequate results. 
Based on the limitations detected, this thesis proposes a new statistical methodology to 
characterize the behaviour of the energy demand of consumers and other points of the 
electricity grid by identifying and obtaining patterns. The use of these patterns allows 
the assessment and identification of changes in electricity load profiles. Besides, the 
evaluation of changes in electricity demand allows these values to be associated with 
possible events in an installation. This methodology can be used to detect anomalies 
and to catalogue load profiles according to the changes they have had from their usual 
behaviour, which allows the identification of working modes of electrical systems. 
Concerning the prediction of demand, a simple application methodology is proposed to 
overcome the limitations detected in the instruments derived from artificial intelli-
gence, which allows quantifying the uncertainty of the performed predictions. This 
information is useful for management since it is possible to generate alarms, reduce 
maintenance costs, and apply appropriate energy efficiency measures. On the other 
hand, a method is proposed for processing the data provided by the intelligent meters in 
order to adjust them to a known probability distribution, facilitating their interpretation 
and validating the statistical analysis. For this purpose, it has been related to the active 
electrical power absorbed by a consumer or a system in general with the existing theory 
of time-series data. 
Finally, the application of the proposed methodologies is evaluated in several real case 
studies at different points and levels of the electricity grid, identifying the benefits that 




La demanda de energía en todo el planeta continúa incrementándose de manera acele-
rada. Por otro lado, la electrificación de diferentes sectores ha hecho que la demanda de 
electricidad crezca a una tasa aún mayor. Las redes eléctricas han evolucionado tecno-
lógicamente en muchos aspectos, uno de ellos se refiere a la disponibilidad de datos de 
la demanda en diferentes puntos y niveles de la red, como en redes de transmisión, 
redes de distribución y en los grandes y pequeños consumidores. Estos datos suminis-
trados por las nuevas redes eléctricas inteligentes constituyen información de partida 
esencial para la gestión y planificación de los sistemas eléctricos. 
Los datos proporcionados por los medidores inteligentes de las redes eléctricas no tie-
nen ninguna utilidad si no se analizan adecuadamente. A más del procesamiento ade-
cuado de esos datos, se requieren herramientas que permitan obtener información útil. 
Los sistemas de gestión de la demanda de energía asociados al reconocimiento de pa-
trones actualmente se han estudiado de manera escasa. En esta área de estudio se han 
identificado algunas limitaciones. Por ejemplo, la caracterización de la demanda de 
electricidad mediante el reconocimiento de patrones no se ha utilizado para la identifi-
cación y valoración de cambios en el consumo de energía y los sistemas de monitoriza-
ción no identifican posibles causas de las anomalías detectadas en la demanda de ener-
gía eléctrica. 
La predicción de la demanda es también una herramienta eficaz en la gestión de los 
sistemas de suministro eléctrico. Actualmente, herramientas tales como las redes neu-
ronales y el aprendizaje profundo son las preferidas para realizar esta labor. Sin embar-
go presentan algunos inconvenientes, tales como, la dificultad para cuantificar la incer-
tidumbre, requieren un gasto computacional elevado y esfuerzo considerable para 
establecer la estructura de la red neuronal que proporcione resultados adecuados. 
Con base en las limitaciones detectadas, en esta tesis se propone una nueva metodolo-
gía estadística para caracterizar el comportamiento de la demanda de energía de los 
consumidores y otros puntos de la red eléctrica mediante la identificación y obtención 
de patrones. La utilización de estos patrones permite valorar e identificar cambios en 
perfiles de carga de electricidad. Además, la valoración de los cambios en la demanda 
eléctrica permite asociar estos valores a posibles eventos en una instalación. Esta me-
todología puede ser empleada para detectar anomalías y catalogar perfiles de carga de 
acuerdo al cambio que han tenido con respecto a su comportamiento habitual, lo que 
permite identificar modos de trabajo de los sistemas eléctricos. En cuanto a la predic-
ción de la demanda, se propone una metodología de simple aplicación para afrontar las 
limitaciones detectadas en las herramientas derivadas de la inteligencia artificial, de tal 
manera que sea posible acotar la incertidumbre de las predicciones realizadas. Esta 
información resulta útil en la gestión, ya que es posible generar alarmas, reducir costos 
en el mantenimiento y aplicar medidas adecuadas de eficiencia energética. Por otro 
lado, se propone un método para tratar los datos proporcionados por los medidores 
inteligentes, de tal manera que se ajusten a una distribución de probabilidad conocida, 
facilitando su interpretación y validando el análisis estadístico. Para ello, se ha relacio-
nado a la potencia eléctrica activa absorbida por un consumidor o un sistema en general 
con la teoría existente de las series temporales de datos. 
Finalmente, se evalúa la aplicación del método y la metodología propuesta en diversos 
casos de estudio reales en diferentes puntos y niveles de la red eléctrica, identificando 




La demanda d'energia a tot el planeta continua incrementant-se de manera accelerada. 
D'altra banda, l'electrificació de diferents sectors ha fet que la demanda d'electricitat 
creixi a una taxa encara més gran. Les xarxes elèctriques han evolucionat tecnològica-
ment en molts aspectes, un d'ells es refereix a la disponibilitat de dades de la demanda 
en diferents punts i nivells de la xarxa, com en les de transmissió, de distribució i en els 
grans i petits consumidors. Aquestes dades subministrades per les noves xarxes elèctri-
ques intel·ligents constitueixen informació de partida essencial per a la gestió i planifi-
cació dels sistemes elèctrics. 
Les dades proporcionades pels mesuradors intel·ligents de les xarxes elèctriques no 
tenen cap utilitat si no s'analitzen adequadament. A més del processament adequat 
d'aquestes dades, es requereixen eines que permetin obtenir informació útil. Els siste-
mes de gestió de la demanda d'energia associats al reconeixement de patrons actual-
ment s'han estudiat de manera escassa. En aquesta àrea d'estudi s'han identificat algu-
nes limitacions. Per exemple, la caracterització de la demanda d'electricitat mitjançant 
el reconeixement de patrons no s'ha utilitzat per a la identificació i valoració de canvis 
en el consum d'energia i els sistemes de monitorització no identifiquen possibles causes 
de les anomalies detectades en la demanda d'energia elèctrica. 
La predicció de la demanda és també una eina eficaç en la gestió dels sistemes de sub-
ministrament elèctric. Actualment, eines com ara les xarxes neuronals i l'aprenentatge 
profund són les preferides per a realitzar aquesta tasca. Però presenten alguns inconve-
nients, com ara, la dificultat per quantificar la incertesa, requereixen una despesa com-
putacional elevada i un esforç considerable per a establir l'estructura de la xarxa neuro-
nal que proporcioni resultats adequats. 
Amb base en les limitacions detectades, en aquesta tesi es proposa una nova metodolo-
gia estadística per caracteritzar el comportament de la demanda d'energia dels consu-
midors i altres punts de la xarxa elèctrica mitjançant la identificació i obtenció de pa-
trons. La utilització d'aquests patrons permet valorar i identificar canvis en perfils de 
càrrega d'electricitat. A més, la valoració dels canvis en la demanda elèctrica permet 
associar aquests valors a possibles esdeveniments en una instal·lació. Aquesta metodo-
logia pot ser emprada per detectar anomalies i catalogar perfils de càrrega d'acord al 
canvi que han tingut pel que fa al seu comportament habitual, el que permet identificar 
maneres de utilització dels sistemes elèctrics. En quant a la predicció de la demanda, es 
proposa una metodologia de simple aplicació per afrontar les limitacions detectades en 
les eines derivades de la intel·ligència artificial, de tal manera que sigui possible deli-
mitar la incertesa de les prediccions realitzades. Aquesta informació és útil en la gestió, 
ja que és possible generar alarmes, reduir costos en el manteniment i aplicar mesures 
adequades d'eficiència energètica. D'altra banda, es proposa un mètode per a tractar les 
dades proporcionades pels mesuradors intel·ligents, de tal manera que s'ajustin a una 
distribució de probabilitat coneguda, facilitant la seva interpretació i validant l'anàlisi 
estadístic. Per a la qual cosa, s'ha relacionat a la potència elèctrica activa absorbida per 
un consumidor o un sistema en general amb la teoria existent de les sèries temporals de 
dades. 
Finalment, s'avalua l'aplicació del mètode i la metodologia proposada en diversos casos 
d'estudi reals en diferents punts i nivells de la xarxa elèctrica, identificant els beneficis 
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Introducción y objetivos 
1. Capítulo 1 
1.1 Introducción 
La demanda de energía en el planeta continúa incrementándose y parece que seguirá 
haciéndolo por muchos años más. Según la Agencia Internacional de la Energía [1] en 
el periodo de 1990 a 2016 la población mundial aumentó un 41%, la demanda de ener-
gía y las emisiones de CO2 lo han hecho en un 55% aproximadamente, mientras que el 
consumo de electricidad creció un 111.8%. La electricidad en el mundo actual es un 
elemento indispensable para el desarrollo de las sociedades, su ausencia prolongada 
provocaría caos generalizado y consecuencias inimaginables. 
Hoy en día existe una tendencia mundial a electrificar los diferentes sectores, por lo 
tanto cualquier esfuerzo es válido cuando se intenta mejorar el aprovechamiento y la 
eficiencia de las redes y de los sistemas eléctricos en general. Las nuevas redes eléctri-
cas inteligentes (REI) han evolucionado tecnológicamente en muchos aspectos, uno de 
ellos se refiere a la disponibilidad de datos de la demanda en diferentes puntos y nive-
les de la red, como en transformadores en redes de transmisión, alimentadores, trans-
formadores de distribución y en los grandes y pequeños consumidores. Estos datos 
suministrados por los medidores inteligentes constituyen información de partida fun-
damental para la gestión y planificación de los sistemas eléctricos. 
1.2 Justificación 
Los sistemas de gestión de la demanda de energía eléctrica asociados al reconocimiento 
de patrones se han estudiado de manera escasa hasta el momento. La revisión de la 
literatura ha permitido identificar algunas limitaciones en esta área, de entre las cuales 
se destacan: 




 La caracterización de la demanda mediante el reconocimiento de patrones no 
se ha utilizado para la identificación y valoración de cambios en el consumo 
de energía eléctrica. 
 Los sistemas de monitorización y vigilancia del consumo de electricidad no 
identifican las posibles causas de las anomalías detectadas. 
 La detección de anomalías contextuales (datos atípicos en un contexto pero no 
en otro) en el consumo de electricidad se ha explorado de manera exigua, por 
lo tanto, es posible mejorar la precisión de los sistemas de vigilancia en este 
aspecto. 
Las limitaciones detectadas han motivado el desarrollo de una nueva metodología esta-
dística para caracterizar el comportamiento de la demanda de energía de los consumi-
dores y otros puntos de la red eléctrica mediante la identificación y obtención de patro-
nes. El comportamiento de la demanda de electricidad en un sistema común con n 
cargas puede considerarse no determinista, debido a la aleatoriedad con que ese con-
junto de cargas demandan energía. El análisis estadístico de datos históricos del con-
sumo energético permite definir comportamientos recurrentes y predecibles con pre-
sencia de incertidumbre, a los cuales en esta tesis se les ha denominado patrones 
estocásticos. La utilización de estos patrones permite valorar e identificar cambios en 
perfiles de carga de electricidad (PCE). La valoración de los cambios en la demanda de 
electricidad permite asociar estos valores a posibles eventos en una instalación. Esto 
puede ser empleado para detectar anomalías y catalogar perfiles de carga de acuerdo al 
cambio que han tenido con respecto a su comportamiento habitual, lo que permitiría 
identificar modos de trabajo de los sistemas eléctricos. Esta información resulta útil en 
la gestión, ya que es posible generar alarmas, reducir costos en mantenimiento y aplicar 
medidas adecuadas rápidamente cuando se presenten incidentes. 
La predicción de la demanda representa una herramienta útil en la gestión de los siste-
mas de suministro eléctrico. En la actualidad herramientas tales como las redes neuro-
nales y el aprendizaje profundo son las preferidas para realizar esta tarea, sin embargo, 
la revisión de la literatura y su utilización ha revelado las siguientes limitaciones: 
 Tienen dificultad para cuantificar la incertidumbre de los resultados e interpre-
tarlos físicamente, ya que la demanda de electricidad es una variable estocásti-
ca continua. 
 Requieren un gasto computacional elevado. 
 El establecimiento de la estructura y configuración de la red neuronal, esto es, 
número de neuronas, capas, algoritmo de optimización, etc., requiere experti-
cia y tiempo considerable. 
Capítulo 1. Introducción y objetivos  
 
3 
Por lo expuesto, se considera necesario proponer estrategias y metodologías para sol-
ventar las limitaciones detectadas en las herramientas derivadas de la inteligencia arti-
ficial (IA), de tal manera que sea posible acotar la incertidumbre de las predicciones 
mediante una metodología de simple aplicación y bajos requerimientos computaciona-
les. 
Por otro lado, los datos proporcionados por los medidores inteligentes requieren un 
tratamiento previo para ajustarlos a una distribución de probabilidad conocida, facili-
tando su interpretación y validando el análisis estadístico. En este contexto, una adqui-
sición adecuada de los datos, el posterior procesamiento y análisis exploratorio son tan 
importantes como aplicar cualquier técnica o herramienta posterior en el reconocimien-
to de patrones, detección de anomalías o predicción de la demanda de electricidad. Por 
ello, es de trascendental importancia relacionar a la potencia eléctrica activa absorbida 
por un consumidor o un sistema en general con la teoría existente de las series tempo-
rales de datos. 
La investigación presentada en este documento ha sido realizada en el Instituto de In-
geniería Energética (IIE) de la Universitat Politècnica de València (UPV) y con el so-
porte del Grupo de Investigación en Energías (GIE) de la Universidad Politécnica Sale-
siana (UPS) de Cuenca, Ecuador mediante el proyecto de investigación titulado Mejora 
de la Eficiencia Energética en Edificaciones de la Zona Ecuatorial de los Andes con 
vigencia desde enero de 2016 hasta enero de 2020. El trabajo realizado en estos 4 años 
inició enfocado en la optimización de energía en edificaciones, sin embargo, las apor-
taciones realizadas se han extendido a los sistemas de suministro eléctrico en general. 
1.3 Objetivos 
El objetivo principal de esta tesis es el desarrollo de una metodología que permita una 
adecuada caracterización de la demanda de electricidad mediante la identificación de 
patrones estocásticos para mejorar la gestión de las nuevas REI. 
El cumplimiento del objetivo principal demanda la consecución sistemática de los si-
guientes objetivos específicos: 
1. Recopilar y evaluar los conceptos estadísticos, herramientas de predicción, recono-
cimiento de patrones y detección de anomalías que pueden ser aplicados  a la ca-
racterización y gestión de la demanda de energía eléctrica, para comprender ade-
cuadamente el análisis, evaluación de datos y las metodologías que se han 
desarrollado en el área de estudio. 
2. Desarrollar un método estadístico que permita un tratamiento adecuado de la de-
manda de energía eléctrica entendida como una serie temporal de datos de una va-




riable estocástica continua. El método debe obtener una distribución de probabili-
dad definida que facilite el análisis e interpretación de esos datos. 
3. Implementar una metodología estadística que pueda ser aplicada a los consumido-
res y otros puntos o niveles de una red eléctrica, con el objetivo de obtener patro-
nes, caracterizar la demanda, valorar e identificar cambios en PCE, detectar ano-
malías e indicar sus posibles causas. Para esto se debe considerar la influencia del 
tratamiento de las componentes de la serie temporal de datos en la obtención de los 
patrones de consumo y la detección de anomalías. La detección de anomalías debe 
experimentar un incremento en la precisión al identificar las anomalías puntuales, 
colectivas y contextuales. 
4. Desarrollar una herramienta estadística para la predicción de la demanda de elec-
tricidad que permita cuantificar la incertidumbre de las predicciones obtenidas, uti-
lizando el reconocimiento de patrones como punto de partida. 
5. Evaluar la aplicación de la metodología en diversos casos de estudio reales en 
diferentes puntos y niveles de la red eléctrica, identificando los beneficios que 
pueden obtenerse en la gestión de cada uno de esos sistemas. En este sentido se 
debe trabajar con una muestra de datos real y representativa, lo cual evita posibles 
sesgos en el análisis estadístico y problemas de generalización de la metodología. 
1.4 Estructura de la tesis 
Para alcanzar los objetivos especificados en el apartado anterior, la presente tesis se ha 
organizado de la siguiente manera: 
En el Capítulo 2. Estado del arte, se realiza una recopilación de los conceptos de la 
teoría de probabilidad y estadística necesarios para comprender adecuadamente las 
metodologías de análisis y evaluación de datos que se estudian en los capítulos poste-
riores. Seguidamente, se analizan estudios realizados en la predicción de la demanda de 
electricidad y se estudian las técnicas de reconocimiento y clasificación de patrones. 
Para finalizar el capítulo, se presenta una recopilación de las técnicas de detección de 
anomalías utilizadas en el ámbito científico, así como su aplicación en los sistemas 
eléctricos. 
De manera breve, en el Capítulo 3. Sistemas de gestión de energía eléctrica y análisis 
de los datos de partida, se describen los sistemas de medición inteligente (MI) dispo-
nibles en la actualidad y la evolución que han tenido. Además, se presenta la imple-
mentación y puesta en marcha de un sistema de MI, el cual permite la adquisición de 
los datos esenciales para el desarrollo de esta tesis. También, se describen las caracte-
rísticas de la potencia eléctrica activa absorbida en general, entendida como una serie 
temporal de datos. Se detalla la muestra estadística, las características y propiedades 
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que poseen. Por último, se propone un método para el tratamiento de esta serie tempo-
ral de datos que puede ser aplicado para cualquier tipo de consumidor. Este método 
permite ajustar los datos a una distribución normal, lo cual facilita su análisis e inter-
pretación. 
La caracterización de la demanda de electricidad de los consumidores hoy en día es 
posible gracias a los datos proporcionados por los medidores inteligentes. Tras la ad-
quisición y tratamiento de la serie temporal de datos, en el Capítulo 4. Metodología 
estadística para valorar e identificar cambios en perfiles de consumo de electricidad, 
se presenta una nueva metodología estadística que puede ser aplicada a los consumido-
res y otros puntos o niveles de la red eléctrica con el objeto de obtener patrones, valorar 
e identificar cambios en los PCE, detectar anomalías e indicar sus posibles causas. En 
la segunda parte del capítulo se presenta un análisis de la influencia del tratamiento de 
la serie temporal de datos en la obtención de los patrones de consumo y la detección de 
anomalías. 
Dada la disponibilidad de datos de la demanda en diferentes puntos y niveles de la red 
eléctrica, en el Capítulo 5. Aplicaciones de la Metolodogía SAICC, se aplica la meto-
dología desarrollada en el Capítulo 4 a casos de estudio reales. En primer lugar se la 
aplica al edificio 5E de la UPV en Valencia, España. Posteriormente, se evalúa el con-
sumo de electricidad de un conjunto de edificios al analizar los datos correspondientes 
a la UPS Sede Cuenca en Ecuador. También se presenta el análisis de la demanda de 
electricidad en dos alimentadores de diferentes subestaciones de la ciudad de Cuenca 
en Ecuador. El primer alimentador suministra energía a una zona residencial y comer-
cial, en tanto que el segundo a una zona industrial. Posteriormente, el análisis se ex-
tiende a una de las líneas de transmisión eléctrica más importantes de Ecuador, en este 
caso la Molino-Pascuales. Por último, la metodología propuesta se utiliza para predecir 
la demanda de electricidad desde una perspectiva distinta a los estudios tradicionales al 
obtener un intervalo de predicción con una probabilidad asociada a que un valor real 
caiga dentro del intervalo, acotando de esta manera la incertidumbre de los valores 
predichos. 
En el Capítulo 6. Conclusiones, se resumen las conclusiones obtenidas en la presente 
tesis, las aportaciones realizadas y se sugieren posibles desarrollos futuros relaciona-
dos. Para finalizar, se presenta el listado de las publicaciones realizadas durante el 




Capítulo 2  
Estado del arte 
2. Capítulo 2 
2.1 Introducción 
La electricidad en el mundo actual es un recurso indispensable para el desarrollo de las 
sociedades, es tan importante que es muy difícil imaginar la vida cotidiana sin ella. 
Este tipo de energía final es usada en el sector doméstico, comercial, industrial, trans-
porte, etc., y en aplicaciones diversas, por ejemplo productivas, de comunicación o de 
ocio. Encender una luz, tener aire acondicionado en casa o en la oficina, usar el telé-
fono móvil o un computador es tan natural que nos parecen servicios elementales. Su 
ausencia prolongada provocaría caos total y consecuencias inimaginables. 
Una pequeña muestra de lo que podría pasar se dio el 14 de agosto de 2003 cuando un 
corte de energía eléctrica afectó al noreste de Estados Unidos y el sureste de Canadá. 
Alrededor de 50 millones de personas se quedaron sin suministro de electricidad duran-
te al menos 24 horas, la situación se normalizó completamente 4 días después. El caos 
fue más evidente en Nueva York, gente atrapada en ascensores de los rascacielos, va-
gones del metro y trenes, aeropuertos fuera de servicio, atascos interminables causados 
por semáforos apagados, altas temperaturas con ausencia de aires acondicionados y 
agua fresca para beber. La telefonía móvil dejó de funcionar dejando incomunicadas a 
las personas, a esto hay que sumarle una serie de saqueos, robos y una psicosis colecti-
va por el temor a un atentado terrorista. La causa del apagón fue una sobrecarga de una 
línea de transmisión en Ontario (Canadá) hacia Estados Unidos. Los apagones de elec-
tricidad no son tan frecuentes en los países desarrollados, pero de vez en cuando ocu-
rren recordando que la gestión de la electricidad no se puede descuidar ya que es nece-
saria para garantizar su suministro. 
La gestión de los sistemas eléctricos tiene varias áreas de trabajo. En esta tesis se abor-
da el reconocimiento de patrones, la caracterización, identificación de cambios, detec-
ción de anomalías y la predicción en la demanda de electricidad. De manera transver-




sal, se ha utilizado la estadística y la teoría de probabilidad como herramientas funda-
mentales para el análisis de datos, por lo que son de vital importancia en este trabajo. 
En este capítulo, inicialmente se presenta una recopilación de los conceptos estadísticos 
necesarios para comprender adecuadamente las metodologías de análisis y evaluación 
de datos que se exponen en los capítulos posteriores. Seguidamente, se analizan estu-
dios realizados en la predicción de la demanda de electricidad, ya que esta se considera 
una herramienta poderosa en la gestión de la energía. A continuación se realiza un 
estudio de la literatura acerca de los patrones de consumo, así como las técnicas de 
reconocimiento y clasificación de patrones, las cuales son utilizadas para el desarrollo 
de la metodología SAICC presentada en el Capítulo 4. Al finalizar el capítulo se pre-
senta una recopilación de las técnicas de detección de anomalías utilizadas en el ámbito 
científico, así como su aplicación en los sistemas eléctricos con el objeto de identificar 
consumos atípicos en un escenario en el que el volumen de datos crece día a día. 
2.2 Fundamentos de estadística y probabilidad 
La estadística es fundamental para respaldar hallazgos científicos y el tratamiento de 
datos de consumo de electricidad no es la excepción. El concepto de estadística puede 
definirse como la ciencia que recopila datos, para luego, organizarlos, presentarlos, 
analizarlos y finalmente interpretarlos, con el objeto de propiciar una toma de decisio-
nes más eficaz [2]. 
El comportamiento del consumo de energía eléctrica se puede conocer en detalle me-
diante el análisis de sus datos. Sin embargo, es necesaria una interpretación adecuada 
para evitar errores y posibles sesgos en la presentación de los resultados. La ventaja 
principal de utilizar métodos estadísticos y la teoría de probabilidad en estos estudios, 
es la solución justificada en los resultados obtenidos, a diferencia de otros métodos 
utilizados actualmente como son los derivados de la inteligencia artificial. 
En el Capítulo 4 se presenta una metodología estadística para valorar e identificar cam-
bios en el perfil de consumo de electricidad, por lo que, en este capítulo se presenta una 
recopilación de conceptos de estadística y probabilidad necesarios para comprender 
adecuadamente la metodología propuesta. 
2.2.1 Fundamentos de estadística e introducción al análisis de datos 
La estadística descriptiva ayuda al estudio de la variabilidad de las observaciones, las 
cuales pueden clasificarse en medidas de localización y medidas de variabilidad. 
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2.2.1.1  Medidas de localización 






 Ecuación 2.1 
En donde 𝑥𝑖 es cada una de las i observaciones de la muestra y n es el número de ob-
servaciones. 
Mediana: La mediana muestra la tendencia central de los datos sin ser influenciada por 
los valores extremos. Para encontrar la mediana muestral es necesario ordenar cada 
observación de la muestra de menor a mayor y aplicar la Ecuación 2.2. 
?̃? = {
𝑥(𝑛+1)/2,                                 𝑠𝑖 𝑛 𝑒𝑠 𝑖𝑚𝑝𝑎𝑟
1
2




Moda: La moda es el valor que más se repite en la muestra. 
Existen otras medidas de localización, generalmente derivadas de la media y de la me-
diana, sin embargo no se explican en este documento ya que se utilizan en casos pun-
tuales. 
2.2.1.2 Medidas de variabilidad 
La variabilidad de los datos es un ámbito de estudio muy importante en la estadística, 
ya que de ella dependen procesos y productos. Por ejemplo, al realizar mediciones de la 
potencia consumida en una instalación, se puede notar claramente que los datos presen-
tan mayor variabilidad en las horas laborables (HL) en comparación con las horas no 
laborables (HNL) del día. Por lo general las medidas de localización se analizan en 
conjunto con las medidas de variabilidad para tener una lectura adecuada de la natura-
leza del conjunto de datos [3]. 
Rango: Esta medida calcula la diferencia entre el valor máximo y el valor mínimo de la 
muestra [3]. 
Varianza: La varianza muestral se representa generalmente por s2 y se calcula mediante 














Desviación estándar: La desviación estándar es la medida de variabilidad más utiliza-
da, esta se obtiene simplemente al calcular la raíz cuadrada de la varianza, tal como se 
muestra: 
𝑠 = √𝑠2 Ecuación 2.4 
 
2.2.1.3 Representación gráfica de datos 
La representación gráfica de los datos a menudo es una forma efectiva de complemen-
tar el análisis de poblaciones estadísticas. La observación de gráficas en el análisis 
exploratorio de los datos permite tomar decisiones de cómo se realizará el estudio for-
mal. Para este trabajo se han considerado diagramas de dispersión, histogramas y dia-
gramas de cajas. 
Diagramas de dispersión: El diagrama de dispersión se realiza generalmente con dos 
variables representadas en un plano cartesiano. En el eje de las abscisas se representa la 
variable independiente y en el eje de las ordenadas se representa la variable dependien-
te (ver Imagen 2.1). Este diagrama muestra cómo se relaciona una variable con otra [2]. 
 
Imagen 2.1 Diagramas de dispersión  
Histograma: El histograma es una gráfica que se utiliza regularmente para representar 
la función de distribución probabilidad PDF (del término anglosajón, probability distri-
bution function) de una variable aleatoria continua. En el eje de las abscisas se señalan 
los intervalos de clase, mientras que, en el eje de las ordenadas la frecuencia relativa 
correspondiente (ver Imagen 2.2). La frecuencia relativa se obtiene al dividir el número 



























Potencia media frente a la potencia máxima




Imagen 2.2 Histograma 
Este tipo de gráficos ayudan a comprender como están distribuidos los datos. Por 
ejemplo se dice que los datos están sesgados cuando su curva de distribución no es 
simétrica sobre un eje vertical, es decir, cuando una de las colas es más larga. Si no 
existe simetría, los datos pueden estar sesgados a la izquierda o a la derecha, tal como 
se indica en la Imagen 2.3. 
 
Imagen 2.3 a) Sesgo a la derecha b) Sin sesgo c) Sesgo a la izquierda 
Diagramas de caja: Este diagrama se utiliza para variables continuas y se basa en cuar-
tiles. Inicialmente se representa una caja cuya longitud es el rango intercuartil, es decir 
cuyo extremo inferior y superior son el percentil 25 (Q1) y 75 (Q3). Dentro de la caja, 
se dibuja con una línea recta la mediana o percentil 50 (Q2). Por fuera de la caja se 
representan dos bigotes cuyos extremos representan los valores mínimos y máximos 
(ver Imagen 2.4). Este tipo de gráfica es ideal para observar valores alejados de la masa 
de datos, por ejemplo es muy común considerar que si la distancia desde la caja excede 
1.5 veces el rango intercuartil, la observación es anómala [3]. 





Imagen 2.4 Diagrama de cajas 
2.2.1.4 Variables aleatorias  
En estadística se utiliza la palabra “experimento” para definir un proceso que genera 
datos. El conjunto de todos los resultados posibles de ese experimento se denomina 
espacio muestral. A cada posible resultado se le llama punto muestral. Los puntos 
muestrales pueden ser continuos (si corresponden a un intervalo de los números reales) 
o discretos (si se pueden asociar a números naturales) [3]. 
El concepto de variable aleatoria aparece cuando a cada punto muestral se le asocia a 
un valor numérico real con determinadas probabilidades. Cuando los valores que puede 
tomar esta variable son infinitos dentro de un intervalo, se dice que su espacio muestral 
es continuo. En otras palabras, una variable aleatoria X es continua cuando puede tomar 
los valores de una escala continua, es decir, sus posibilidades son infinitas. Por otro 
lado, cuando un espacio muestral tiene un número finito de posibilidades, es decir re-
sultados que sean contables, el espacio muestral es discreto. Una variable aleatoria es 
discreta cuando puede tomar una cantidad finita de valores en un intervalo [3]. 
Las variables principales que se analizan en este trabajo son, la potencia y la energía 
eléctrica absorbida, al ser éstas continuas, es necesario conocer las características de 
este tipo de variables y cómo están distribuidas. La probabilidad de que un valor se 
repita en una variable aleatoria continua es muy remota, incluso se le asigna un valor 
de 0, por este motivo en las distribuciones de probabilidad continuas se trabajan con 
intervalos y no con valores puntuales. 
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2.2.2 Distribuciones de probabilidad continuas 
Las distribuciones de probabilidad continuas se pueden representar mediante funciones 
f(x) que dependen de los valores de la variable aleatoria continua X. A estas se les lla-
ma funciones de densidad de probabilidad de X, y tienen una importancia muy grande a 
la hora de analizar datos, especialmente en aplicaciones prácticas. 
El área bajo la curva de una función de densidad de probabilidad y limitada por el eje 
de las abscisas (eje X) es igual a 1, siempre y cuando se evalúe en el rango de X para el 
que se define f(x) [3]. En la Imagen 2.5 se puede ver que la probabilidad de que X tenga 
valores entre a y b es igual al área bajo la curva de la función f(x) y entre x=a y x=b. 
La probabilidad descrita también se define mediante la Ecuación 2.5: 
𝑃(𝑎 < 𝑋 < 𝑏) = ∫ 𝑓(𝑥)𝑑𝑥
𝑏
𝑎
 Ecuación 2.5 
 
Imagen 2.5 Función de densidad de probabilidad 
Una función continua de densidad de probabilidad tiene las siguientes características: 
1. 𝑓(𝑥) ≥ 0, 𝑝𝑎𝑟𝑎 𝑡𝑜𝑑𝑎 𝑥 ∈ 𝑅. 








La función de distribución acumulativa F(x) cuya función de densidad es f(x), se define 
mediante la Ecuación 2.6 [3]: 
𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥) = ∫ 𝑓(𝑡)𝑑𝑡,    𝑝𝑎𝑟𝑎 − ∞ < 𝑥 < ∞
𝑥
−∞
 Ecuación 2.6 
Como consecuencia de la definición anterior se puede deducir que: 




𝑃(𝑎 < 𝑋 < 𝑏) = 𝐹(𝑏) − 𝐹(𝑎)    𝑦    𝑓(𝑥) =  
𝑑𝐹(𝑥)
𝑑𝑥
 Ecuación 2.7 
Existen varios tipos de funciones de densidad de probabilidad, cada una con sus pro-
pios parámetros y características. Por ello, es de trascendental importancia definir la 
función de densidad de probabilidad que mejor se ajuste a la distribución de los datos. 
A continuación se describen las distribuciones normal, gamma y chi cuadrada, ya que 
son utilizadas posteriormente. 
2.2.2.1 Distribución normal 
La distribución normal se considera la más importante de la estadística, ya que describe 
muy bien muchos fenómenos que ocurren en la realidad. La distribución de probabili-
dad normal se denota mediante n(x; μ, σ), ya que depende de μ y σ, la media y desvia-
ción estándar, respectivamente [3].  
La función de distribución normal puede expresarse matemáticamente mediante la 
siguiente expresión: 







,  para −∞ < 𝑥 < ∞, 
Ecuación 2.8 
 
La curva normal o gaussiana como también se la conoce, tiene las siguientes propieda-
des: 
 El punto más alto de la curva representa la moda y la media. 
 La curva es simétrica en el eje vertical x = μ. 
 Los puntos de inflexión de la curva se encuentran en x = μ ± σ. 
 La curva es asintótica al eje horizontal ya sea por la izquierda o por la derecha. 
 El área bajo la curva es igual a uno. 
La teoría desarrollada acerca de esta distribución resulta de mucha utilidad en esta 
tesis. Tal como se ve en el Capítulo 4, se utiliza la distribución normal como una dis-
tribución limitante, se aplica la inferencia estadística, test de hipótesis y detección de 
anomalías, en cuyos análisis se considera  de manera sustentada que los datos se ajus-
tan a una distribución normal. 
Área bajo la curva normal 
El área bajo la curva de cualquier distribución continua de probabilidad, acotada por 
x=a y x=b es igual a la probabilidad de que la variable aleatoria X tome un valor entre 
a y b. Esto se puede representar matemáticamente mediante la Ecuación 2.9: 
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Cuando se trabaja con experimentos reales, el valor de μ y σ es distinto para cada con-
junto de datos, por lo cual, se requiere de cierto tiempo y esfuerzo para la resolución de 
la Ecuación 2.9. Este problema se supera al transformar los valores de la variable ini-
cial X a una nueva variable Z con μ = 0 y σ = 1. A esta transformación se le llama es-
tandarización, la cual arroja una distribución continua llamada “normal estándar” [3]. 







en donde μ es la media y σ es la desviación estándar correspondientes a la variable 
aleatoria X. 
Para realizar el cálculo del área bajo la curva normal estándar equivalente a la Ecuación 
2.9, es necesario hacer el cambio de variable correspondiente. De lo cual se obtiene:  





















𝑃(𝑎 < 𝑋 < 𝑏) = ∫ 𝑛(𝑧; 0,1)𝑑𝑧
𝑏𝑧
𝑎𝑧
= 𝑃 (𝑎𝑧 < 𝑍 < 𝑏𝑧) 
 
Ecuación 2.11 
Como se puede notar en la Imagen 2.6, el área bajo la curva de la distribución original 
entre los valores x = a y x = b es igual al área bajo la curva normal estándar entre los 
valores de z = az y z =bz. La ventaja de usar la variable Z en lugar de la X, es que exis-
ten tablas y aplicaciones informáticas para calcular el área bajo la curva directamente. 
 
Imagen 2.6 Distribución normal y normal estandarizada 




2.2.2.2 Distribución Gamma 
La distribución gama tiene una importancia significativa en el mundo de la estadística, 
debido a su flexibilidad. Algunas distribuciones de probabilidad se derivan de esta, tal 
es el caso de la chi-cuadrada, de Earlang, exponencial, etc. La distribución chi-
cuadrada es útil en la prueba de bondad de ajuste, la cual se detalla posteriormente.  
La distribución gamma se basa en la función gama, la cual está definida por la Ecua-
ción 2.12: 






Esta función tiene algunas propiedades [3], las cuales pueden resumirse en: 
 Γ(𝑛) = (𝑛 − 1)!  para cualquier 𝑛, entero y positivo. 
 Γ(1) = 1 
 Γ(1/2) = √𝜋 
Una vez recordada la función gamma, es posible definir la distribución gamma: 
𝑓(𝑥; 𝛼, 𝛽) = {
1
𝛽𝛼Γ(𝛼)
𝑥𝛼−1𝑒−𝑥/𝛽,   𝑥 > 0,




en donde x es la variable continua aleatoria que tiene una distribución gama, los pará-
metros α y β son mayores a cero. 
La media y la varianza de la distribución gamma, están definidas mediante las siguien-
tes ecuaciones: 
𝜇 = 𝛼𝛽  y  𝜎2 = 𝛼𝛽2. Ecuación 2.14  
Cuando α = 1, la distribución toma el nombre de exponencial. En cambio, cuando α = 
v/2 y β = 2, siendo v, un entero mayor que cero, a la distribución se le llama chi cua-
drada. 
2.2.2.3 Distribución Chi Cuadrada 
La distribución chi cuadrada es un caso especial de la distribución gama, tiene un solo 
parámetro (v), al cual se le llama grados de libertad. Esta distribución tiene algunas 
aplicaciones interesantes, entre las cuales está la prueba de bondad de ajuste, la cual se 
utiliza en el análisis de la distribución de los datos de consumo de electricidad en el 
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Capítulo 4, cuando se aborda una nueva metodología estadística para el análisis de 
perfiles de electricidad. 
La ecuación que define la distribución chi cuadrada es la siguiente: 
𝐹(𝑥; 𝑣) = {
1
2𝑣/2Γ(𝑣/2)
𝑥𝑣/(2−1)𝑒−𝑥/2,   𝑥 > 0,
0,                                  𝑒𝑛 𝑜𝑡𝑟𝑜 𝑐𝑎𝑠𝑜,
 Ecuación 2.15 
Se puede notar claramente que la distribución chi cuadrada es la distribución gamma 
pero con α = v/2 y β=2. El parámetro v es un entero positivo. 
La media y la varianza para esta distribución se define mediante las siguientes ecuacio-
nes: 
𝜇 = 𝑣 Ecuación 2.16 
𝜎2 = 2𝑣 Ecuación 2.17 
2.2.3 Distribuciones de muestreo y teorema del límite central 
Los registros de consumo de electricidad que están disponibles, generalmente son el 
valor promedio de todas las mediciones tomadas en un intervalo de tiempo, es decir la 
media muestral. Usualmente ese intervalo es de 5, 10, 15, 30 minutos o 1 hora, aunque 
puede haber periodos mayores. Una distribución muestral de medias se considera que 
se ajusta bastante bien a una distribución normal. El teorema del límite central basado 
en esta consideración, se utiliza para establecer intervalos de confianza de la media de 
la población, así como también para realizar pruebas de hipótesis. 
El teorema del límite central establece que una distribución muestral de la media se 
aproxima a una normal con media μ y varianza σ2. Mientras más grande sea el número 
de muestras mejor es el ajuste a una distribución normal. Aplicando la estandarización 




 , Ecuación 2.18 
en dónde, si n se acerca al infinito la distribución tiende a ser la normal estándar. Como 
se ve, X es reemplazado por 𝑋, ya que la ecuación en este caso no se refiere a una ob-
servación sino a la media muestral. El siguiente cambio es reemplazar σ  por 𝜎 √𝑛⁄ , es 
decir la desviación estándar es reemplazada por el error estándar de las n observaciones 
[3]. 




Cuando los datos tienen una distribución normal, el tamaño de la muestra no influye en 
la calidad del ajuste. Cuando la distribución de los datos no se ajusta a la normal o 
simplemente se desconoce, un número de muestras n ≥ 30 garantiza que la distribución 
de la media muestral se ajusta a una normal [2]. El ajuste de los datos de la potencia 
eléctrica a la distribución normal se aborda en el siguiente capítulo y tiene sustancial 
importancia en el desarrollo de la metodología estadística desarrollada en el Capítulo 4. 
2.2.4 Inferencia estadística  
Mediante la inferencia estadística se pueden realizar generalizaciones de una población 
al analizar solamente una muestra. Para esto, se utilizan dos métodos, el clásico y el 
bayesiano. El método bayesiano se basa en el conocimiento subjetivo de parámetros 
desconocidos, por este motivo no se utiliza en esta tesis. La inferencia estadística me-
diante el método clásico se divide en dos áreas principales: la estimación y pruebas de 
hipótesis [3]. 
2.2.4.1 Estimación clásica 
Un estimador puntual no es más que una variable, cuyo valor único sirve para represen-
tar un parámetro estadístico de la población en estudio. Así por ejemplo, el valor calcu-
lado ?̅? del estadístico ?̅? es un estimador puntual del parámetro μ de la población. Lógi-
camente la estimación presenta cierto error, el cual se espera sea el menor posible, para 
ello es necesario escoger el estimador más conveniente [3]. 
Un estimador insesgado es aquel cuyo estadístico Ɵ̅ del parámetro Ɵ cumple con lo 
siguiente: 
𝜇Ɵ̅ = 𝐸(Ɵ̅ ) = Ɵ, Ecuación 2.19 
siendo 𝐸(Ɵ̅ ) el valor esperado de Ɵ̅. 
Cuando existen más de dos estimadores insesgados, a aquel que tiene menor varianza 
se le llama estimador más eficaz. 
2.2.4.2 Estimación por intervalo 
Cuanto se trabaja con variables estocásticas continuas, tal es el caso de la demanda de 
electricidad, es difícil hacer una estimación puntual muy cercana al valor verdadero de 
un parámetro poblacional. A veces es preferible definir un intervalo dentro del cual se 
espera que se encuentre el valor a estimar, a esto se le llama estimación por intervalo. 
Esta problemática se trata con detalle en la predicción de la demanda de electricidad en 
el Capítulo 5. 
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Si Ɵ es el parámetro a estimar, el intervalo es Ɵ?̂? < Ɵ <  Ɵ?̂?, siendo Ɵ?̂? y Ɵ?̂? dependien-
tes del estadístico y la distribución de muestreo de Ɵ̅ [4]. También se puede asociar una 
probabilidad a que una muestra esté dentro de este intervalo, tal como se ve en la si-
guiente ecuación: 
𝑃(Ɵ?̂? < Ɵ <  Ɵ?̂?) = 1 − 𝛼 Ecuación 2.20 
A este intervalo se le llama intervalo de confianza, 𝛼 representa el valor de la integral 
bajo la curva de distribución de probabilidad que esta fuera del intervalo Ɵ?̂? < Ɵ <  Ɵ?̂?. 
El valor (1 − 𝛼) es el coeficiente de confianza y los valores extremos Ɵ?̂? y Ɵ?̂? son los 
límites inferior y superior del intervalo, respectivamente. En estimaciones se prefiere 
un intervalo pequeño y un coeficiente de confianza alto [3]. 
2.2.4.3 Estimación de la media de una sola muestra 
Si ?̅? es la media muestral del estimador puntual de la media μ de la población y 𝜎?̅?
2 =
𝜎2 𝑛⁄ , cuando el tamaño de la muestra n es grande, la estimación ?̅? de μ probablemente 
es muy precisa [3]. Considerando el teorema del límite central y que ?̅? (media mues-
tral) tiene una distribución aproximadamente normal de media muestral 𝜇?̅? = 𝜇, y 
desviación estándar muestral  𝜎?̅?
2 = 𝜎2 √𝑛⁄  , se puede decir que ?̅? un estimador de 𝜇. A 
medida que el ancho del intervalo de confianza se acorta, la estimación puntual mejora. 
Al estandarizar la variable X, mediante la Ecuación 2.18 y al definir un valor 𝑧𝛼 2⁄ , de 
tal manera que por encima de este quede un área bajo la curva de α/2 (ver Imagen 
2.7), se puede definir la probabilidad de que un valor este dentro de un intervalo de 
confianza mediante: 
𝑃(−𝑧𝛼/2 < 𝑍 < 𝑧𝛼/2) = 1 − 𝛼  Ecuación 2.21 
 
Imagen 2.7 Coeficiente de confianza en una distribución normal estandarizada 
La Ecuación 2.21 se puede escribir de la siguiente manera: 







< 𝑧𝛼/2) =  1 − 𝛼 Ecuación 2.22 
Al acomodar términos se tiene: 
𝑃(?̅? − 𝑧𝛼/2  
𝜎
√𝑛
<  𝜇 < ?̅? + 𝑧𝛼/2
𝜎
√𝑛
) = 1 − 𝛼 Ecuación 2.23 




< 𝜇 < ?̅? + 𝑧𝛼/2
𝜎
√𝑛
 Ecuación 2.24 
La Ecuación 2.24 establece el intervalo de confianza cuando se conoce σ, cuyo valor es 
100(1 − 𝛼)%,  𝑧𝛼/2 es el valor de 𝑍 que deja un área de 𝛼/2 a la derecha y por debajo 
de la curva normal. Los límites inferior y superior del intervalo de confianza quedan 
definidos de la siguiente manera: 
Ɵ?̂? = ?̅? − 𝑧𝛼/2
𝜎
√𝑛
 Ecuación 2.25 
 
Ɵ?̂? = ?̅? + 𝑧𝛼/2
𝜎
√𝑛
 . Ecuación 2.26 
Cuando se utiliza solo uno de ellos, se habla de límites unilaterales. Si se desconoce la 
desviación estándar real (𝜎), pero la muestra es lo suficientemente grande (n > 30) y la 
distribución de datos no es muy sesgada, el estadístico de la desviación estándar (s) se 
puede reemplazar por 𝜎, ya que en ese caso s es similar a 𝜎 [3]. 
2.2.4.4 Intervalos y límites de predicción 
Los intervalos de predicción sirven para estimar el valor de una observación futura. El 
intervalo de predicción de media desconocida 𝜇 y varianza conocida 𝜎2 se puede cal-
cular mediante la siguiente ecuación: 
?̅? − 𝑧𝛼 /2𝜎√1 + 1/𝑛 < 𝑥0 < ?̅? + 𝑧𝛼/2 𝜎√1 + 1/𝑛 Ecuación 2.27 
En dónde 𝑥0 es el valor a predecir. Se puede apreciar que, la variación de la predicción 
es igual a la suma de la variación debida la estimación de la media, más la variación 
debido a una sola observación [3].  
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En el caso de que la varianza sea desconocida se puede utilizar una distribución t de 
Student en lugar de la normal. La distribución t tiene sentido cuando el tamaño de la 
muestra es pequeña y cuando se presume que los datos se ajustan a la normal. En este 
caso el intervalo de predicción está definido por: 
?̅? − 𝑡𝛼 /2𝑠√1 + 1/𝑛 < 𝑥0 < ?̅? + 𝑡𝛼/2 𝑠√1 + 1/𝑛, Ecuación 2.28 
En dónde 𝑡𝛼 /2 es el valor 𝑡 con 𝑛 − 1 grados de libertad que produce un área de 𝛼/2 a 
la derecha y por debajo de la curva de distribución de probabilidad [3]. 
2.2.4.5 Detección de valores extremos usando límites de predicción 
Un valor extremo es aquel que cae fuera del intervalo de predicción con probabilidad 
1 − 𝛼, la observación extrema no se debe considerar para el cálculo del intervalo. Los 
valores extremos se suelen llamar también datos atípicos, anómalos o defectuosos. En 
el ámbito científico es muy común tratar con este tipo de observaciones, en el caso de 
este trabajo la identificación de los valores extremos es fundamental para identificar 
patrones y detectar cambios en la demanda de electricidad. 
2.2.5 Prueba de Hipótesis 
Una prueba de hipótesis es un procedimiento que se utiliza para obtener una conclusión 
relativa a poblaciones de datos. La aceptación o rechazo de una hipótesis estadística 
tiene trascendental importancia en la inferencia estadística. 
La hipótesis como tal, es una aseveración que luego del análisis estadístico de la mues-
tra debe ser aceptada o rechazada. Esta hipótesis debe estar planteada de tal forma que 
el rechazo de ella, sea la evidencia que argumente el hecho buscado. Por ejemplo, si se 
desea sustentar que existen mediciones anómalas de energía en el edificio A, la hipóte-
sis debería expresar que: No existen mediciones anómalas de energía en el edificio A. 
A esta hipótesis se le llama hipótesis nula, normalmente representa el status quo y se le 
denota con H0; cuando se rechaza H0, esto conlleva a que se acepte la hipótesis alter-
nativa, denotada por H1. La hipótesis alternativa debería indicar lo siguiente: Existen 
mediciones anómalas de energía en el edificio A. Como se puede notar, estas dos hipó-
tesis se contraponen y a la vez se complementan lógicamente. 
Error tipo I y II 
Las conclusiones que se pueden obtener a través de la prueba de hipótesis están sujetas 
a 2 tipos de errores. El error tipo I aparece cuando se rechaza la hipótesis nula cuando 




es verdadera. El error tipo II en cambio se produce cuando no se rechaza la hipótesis 
nula siendo esta falsa. Estos conceptos se pueden aclarar mediante la Tabla 2.1 [3]. 
Tabla 2.1 Prueba de hipótesis estadística 
  H0 es cierta H0 es falsa 
No rechazar H0 Conclusión acertada Error tipo II 
Rechazar H0 Error tipo I Conclusión acertada 
 
Al error tipo I se le llama también nivel de significancia (𝛼). La probabilidad de come-
ter un error tipo I es directamente el nivel de significancia y se puede ajustar cambian-
do el valor crítico. Por otro lado, la probabilidad de incurrir en un error tipo II, está 
dada por 𝛽 y se puede calcular solamente cuando la hipótesis alternativa esté bien defi-
nida. El valor de 𝛽 es máximo cuando un valor de un parámetro coincide con el valor 
hipotético. 
Siempre es conveniente que las probabilidades de cometer un error tipo I y tipo II sean 
muy bajas, para ello el procedimiento de prueba de hipótesis debe ser planteado con 
criterio y cierta habilidad; además, siempre ayuda trabajar con un tamaño de la muestra 
lo más grande posible. Estos errores están relacionados, ya que generalmente, cuando 
disminuye la probabilidad de cometer un error, aumenta la probabilidad de cometer el 
otro. 
Ajuste a la distribución normal 
La suposición de normalidad en la distribución de datos es muy común en la estadísti-
ca, ya que muchos fundamentos teóricos han sido desarrollados para esta distribución. 
Resulta siempre atractivo suponer que los datos siguen una distribución normal. Para 
aceptar esta hipótesis es necesario realizar ciertas pruebas. 
Prueba de Bondad de ajuste 
Es muy común utilizar la prueba de bondad de ajuste para establecer si una población 
estadística se ajusta a determinada distribución de probabilidad. Esta prueba se basa en 
la comparación de la frecuencia de ocurrencia de los datos observados versus la fre-
cuencia esperada de la distribución teórica a la cual se quieren ajustar.  
En un experimento estadístico, a menudo a cada punto muestral, es decir a cada posible 
resultado se le llama celda. Por ejemplo, cuando se lanza una moneda existen dos cel-
das. La prueba de bondad de ajuste para 𝑤 celdas se define de la siguiente manera: 








, Ecuación 2.29 
en dónde, χ2 es una variable aleatoria, cuyos valores se aproximan a la distribución chi 
cuadrada con 𝑤 − 1 grados de libertad. En tanto que, oi y ei son las frecuencias obser-
vada y esperada, respectivamente, para cada celda 𝑖 [3]. La potencia eléctrica absorbida 
en cualquier punto de una red es una variable estocástica continua, en este caso se pue-
de usar un histograma con 𝑤 − 1 intervalos de clase. El procedimiento utilizado se 
detalla en el Capítulo 3 en donde se describe la distribución de probabilidad que tienen 
los datos de partida. 
Si en la prueba de bondad de ajuste las frecuencias observadas y esperadas son cerca-
nas, el ajuste es bueno y el valor de χ2 es pequeño. Si χ2 es lo suficientemente pequeño 
se acepta la hipótesis nula H0, lo cual indica que los datos se ajustan a la distribución 
de probabilidad propuesta. Para este caso la región crítica está en la cola derecha de la 
distribución chi cuadrada. Una vez establecido el nivel de significancia se encuentra el 
valor correspondiente de 𝜒𝛼
2, el cual es un umbral. Si el valor resultante de χ2 es mayor, 
este estará en la región crítica. En este proceso se recomienda siempre, que el valor 
mínimo de frecuencia esperada sea de 5 en cada intervalo de clase, si no es el caso, se 
deben juntar clases adyacentes [3]. 
 
Imagen 2.8 Función de distribución de probabilidad chi cuadrada 
Es importante recalcar que la prueba de chi cuadrada no es robusta si los resultados son 
sensibles a la normalidad de los datos, es decir que una probabilidad podría ser muy 
diferente a la real cuando los datos no tienen una distribución normal. Por lo tanto este 
procedimiento debe realizarse con cautela. 
Valor p 
Existe otro enfoque en las pruebas de hipótesis, el cual se refiere al uso del valor p o 
prueba de significancia. En esta prueba el rechazo o aceptación de H0 se basa en el 
tamaño del valor p obtenido, el cual se define como “el valor más bajo en el que el 




valor observado del estadístico de prueba es significativo” [3]. En otras palabras, el 
valor p se interpreta como la probabilidad de que exista un evento extremo dado que 
H0 es verdadera. Por ende, si el valor p es menor o igual que un umbral establecido (𝛼) 
es muy probable que H0 sea falsa. En la mayor parte de problemas se utiliza un 𝛼 =
0.05, es decir, se asume una probabilidad del 5% de cometer un error tipo I. 
En la prueba de normalidad de los datos, se define a H0 como: los datos siguen una 
distribución normal con 𝛼 = 0.05. Es decir que, si en la prueba se obtiene un valor p 
mayor a 𝛼, se dice que no hay suficiente evidencia para rechazar H0, por lo tanto en 
este caso la conclusión será que los datos se ajustan a una distribución normal. Por el 
contrario, un valor p menor o igual que 𝛼 rechaza H0, por lo tanto se dice que los datos 
no se ajustan a la distribución normal. 
2.3 Predicción de electricidad 
La predicción de la demanda es una herramienta muy importante para la administración 
de la electricidad, siendo clave en la toma de decisiones. La predicción en base a su 
horizonte temporal puede dividirse en tres tipos: corto, mediano y largo plazo. La pre-
dicción de electricidad a corto plazo puede ir desde una hora hasta una semana, tiene 
una utilidad importante en el despacho de la generación, gestión del mercado spot y en 
la detección de anomalías. La predicción a mediano plazo comprende un periodo de 
entre una semana y un año y se utiliza en la planificación, negociación de contratos y 
operación del sistema eléctrico. Mientras que, la predicción a largo plazo se ocupa de 
periodos superiores a un año y encuentra su mayor aplicación en la planificación de las 
redes de distribución, transmisión y nuevas centrales de generación [5]. En esta tesis se 
aborda la predicción a corto plazo y su enfoque se centra en el pronóstico de la deman-
da de electricidad de un día típico de la semana de cualquier época del año, el cual 
servirá de punto de referencia para el análisis de la demanda real. 
El interés en la predicción y pronóstico de la demanda de electricidad ha experimenta-
do un aumento considerable, especialmente en la última década. Pronosticar la deman-
da de electricidad en las redes inteligentes no es una tarea trivial, debido a que esta 
depende de diversos factores, tales como, el clima, factores sociales, económicos, labo-
rales, etc. 
2.3.1 Estudio de la literatura 
Varias herramientas se han desarrollado y utilizado para predecir y pronosticar la de-
manda eléctrica. El estudio de la literatura realizado hasta marzo de 2020 indica que 
existen 810 documentos en la base de datos de Scopus relacionados con esta temática. 
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En la Imagen 2.9 se observa que el interés en este tema ha ido en aumento, en especial 
desde el año 2003. 
 
Imagen 2.9 Número de documentos en la base de datos de Scopus acerca de la predicción y 
pronóstico de electricidad [6] 
El primer trabajo documentado acerca de predicción de electricidad data de 1955 [7] en 
donde el sistema predictor utiliza técnicas de interpolación y extrapolación de los datos 
históricos. En 1978 se mejora la predicción mediante métodos de regresión múltivaria-
ble derivadas de teorías económicas [8]. En 1980 [9] se introdujo la utilización de mo-
delos bayesianos discriminativos para mejorar la predicción de electricidad basándose 
en el error cuadrático medio como métrica para evaluar la calidad del método. En 1988 
[10] se inicia el estudio de métodos adaptativos no estocásticos en la predicción de la 
demanda de electricidad con el algoritmo Least mean square. 
En la década de los 90 se comienza a utilizar el aprendizaje automático para la predic-
ción de electricidad. Es así que en 1996 se utilizan las redes neuronales artificiales 
(RNA) para predecir la demanda de electricidad [11], dando muy buenos resultados. A 
lo largo del tiempo la aplicación de las RNA ha evolucionado y se han ido realizado 
nuevas propuestas [12]–[14]. A más de las RNA otras herramientas basadas en apren-
dizaje automático se han utilizado para la predicción de consumos tales como las má-
quinas de soporte vectorial SVM (del término anglosajón support vector machines) 
[15] y árboles de decisión [16]. 
El avance de los algoritmos de las RNA, los datos masivos (big data) y la mayor capa-
cidad de procesamiento de los ordenadores han dado lugar a lo que hoy se conoce co-
mo aprendizaje profundo (deep learning). Su utilización en la predicción y pronóstico 
ha sido muy reciente y ha presentado buenos resultados [17]–[19]. En este sentido, las 
redes neuronales recurrentes con memoria a corto y largo plazo LSTM (del término 




anglosajón long short term memory) serán aplicadas en el Capítulo 5 debido al buen 
desempeño que evidencia la literatura. 
En la Tabla 2.2 se sintetizan las herramientas más utilizadas para la predicción de la 
demanda de electricidad. Se distinguen las herramientas determinísticas, no determinís-
ticas e híbridas. Las herramientas determinísticas se basan en la utilización de ecuacio-
nes matemáticas para modelar fenómenos físicos, como por ejemplo la transferencia de 
calor, para luego estimar la energía que requieren los sistemas climatización y ventila-
ción. A estas técnicas se les llama también de caja blanca o transparente ya que las 
relaciones entre la demanda de electricidad y las otras variables son conocidas. Las 
herramientas no determinísticas se pueden dividir en dos tipos, las que usan metodolo-
gías estadísticas y las que emplean el aprendizaje automático. El aprendizaje automáti-
co es una derivación de la IA que permite que las máquinas aprendan por si solas, a 
estas metodologías se las llama de caja negra debido a que no se conoce la relación 
entre el consumo de electricidad predicho y otras variables. Finalmente, están las he-
rramientas de predicción híbridas o de caja gris, las cuales combinan las herramientas 
de caja blanca con las de caja negra.  
Tabla 2.2 Herramientas de predicción disponibles 
Herramientas 
de predicción 





Modelan cualquier sistema 
físico o energético. 
Son complejos, requieren conocimientos deta-
llados de los sistemas físicos o energéticos.  
Errores elevados cuando los modelos no se 
ajustan a la realidad. 
Alto costo computacional. 
 
Estadísticas Modelos de 
regresión lineal 
De simple aplicación. 
El modelo de predicción es 
descrito con una ecuación 
sencilla. 
Se requiere datos de una o varias variables que 
tengan correlación importante con la variable 
dependiente. 
Resultados limitados cuando las variables 
independientes tienen relaciones no lineales con 
la variable de salida.  
Dificultad en el manejo de la multicolinealidad. 
 
Holt y Winters Modelos de simple aplicación. 
Pueden modificarse para 
adaptarse a nuevas condicio-
nes. 
 
Predicción deficiente debido a la múltiple esta-





Admiten series de datos no 
estacionarias. 
La eficacia disminuye cuando la serie de tiempo 






De simple aplicación. 
Buenas predicciones cuando 
los datos se ajustan a una 
No siempre los datos se ajustan a una distri-
bución normal. 
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Funcionan para problemas 
lineales o no lineales. 
La colinealidad entre variables 
de los datos de entrenamiento 
no representa un problema. 
Las anomalías en los datos no 
perjudican considerablemente 
los resultados de la predicción. 
Utilizan muchos parámetros indeterminados 
ajustados sin reglas determinadas [21]. 
Para el entrenamiento requieren una completa y 
extensa base de datos del consumo de electrici-
dad y sus variables relacionadas, concordantes 
en el tiempo. 
Es difícil acotar la incertidumbre de los resulta-
dos obtenidos e interpretarlos físicamente, 





Es capaz de trabajar con bases 
de datos heterogéneas e 
incompletas. 
Se obtienen buenos resultados 
de predicción ya que utilizan un 
algoritmo de optimización. 
Hay pocas pistas para seleccionar la mejor 
función kernel, sus parámetros correspondientes 
y dos constantes adicionales. 
Es difícil cuantificar la incertidumbre de los 





Modelos simples de fácil 
interpretación. 
No es afectado por valores 
anómalos. 
Predicción limitada para variables continuas. La 
confiabilidad de los resultados depende de la 
precisión en los valores de entrenamiento. Un 
pequeño cambio en la entrada puede causar 




Alta adaptabilidad a los datos. Gasto computacional elevado. 
Establecer la estructura de la red, esto es, 
número de neuronas, capas, algoritmo de 
optimización, etc, no es una tarea sencilla y 
puede requerir un tiempo considerable. 
Es difícil acotar la incertidumbre de los resulta-




Pueden resolver problemas no 
lineales.  
Alta adaptabilidad a los datos. 
Gasto computacional elevado. 
Los resultados no siempre son óptimos ya que 
un adecuado ajuste del algoritmo depende del 
número de datos en la población, iteraciones, 
propiedades de los cromosomas y una correcta 
definición de la función fitnes, además el tiempo 
de procesamiento puede ser elevado. 
 
Híbridas Combinan los 
modelos 
determinísticos 
con los de 
Ingeniería. 
Un buen criterio en la selección 
de los modelos mejora las 
predicciones. 
Permiten mantener interpreta-
ciones físicas sin la necesidad 
de un modelo matemático muy 
detallado y complejo. 
Se requiere un experto para seleccionar los 
parámetros de los modelos no determinísticos.  
La implementación puede ser compleja. 
 
Una consideración importante acerca de la predicción de la demanda de electricidad es 
que si bien, muchas variables pueden asociarse al consumo de electricidad, resulta poco 
práctico utilizarlas en un sistema de vigilancia y monitorización en tiempo real. Un 
sistema de predicción multi-variable eleva su requerimiento computacional y compleji-




dad y a la vez introduce mayor incertidumbre al requerir otras variables que también 
deben ser predichas. Se ha evidenciado que, para modelos de predicción a corto plazo, 
basta con un modelo univariado, ya que en estos casos variables externas tales como la 
temperatura tienen poca influencia [20]. Por este motivo, los aportes realizados en este 
documento se basan mayoritariamente en modelos univariados combinados con crite-
rios de segmentación de datos. 
La revisión de la literatura evidencia que la utilización y desarrollo de técnicas para la 
predicción de la demanda de electricidad, siendo el aprendizaje automático una de las 
metodologías preferidas por los investigadores en la actualidad. Sin embargo, en este 
tipo de metodologías resulta complicado acotar la incertidumbre y por otro lado, los 
resultados se ajustan para una instalación en particular, por lo tanto el mismo modelo 
podría no ser útil para otra instalación. En respuesta a estas debilidades identificadas, 
en el Capítulo 5 se presenta una metodología estadística que se puede utilizar para 
cualquier tipo de consumidor y que logra acotar la incertidumbre de la predicción al 
obtener un intervalo de predicción asociado a una probabilidad de ocurrencia. Para 
validar la funcionalidad del método se lo compara con una de las técnicas que mejores 
resultados han tenido recientemente, como son las RNA LSTM. En los siguientes apar-
tados se detalla la teoría básica de las redes neuronales utilizadas en esta tesis para la 
predicción de la demanda de energía eléctrica. 
2.3.2 Redes neuronales artificiales 
2.3.2.1 Introducción 
La IA es un campo de la ciencia y la ingeniería que busca entender y construir entida-
des o máquinas inteligentes. Se distinguen varios tipos de inteligencia artificial, los 
cuales se basan principalmente en los procesos de pensamiento, razonamiento y com-
portamiento. En base a estas consideraciones se pueden distinguir cuatro tipos de IA 
[22]: 
 Sistemas que piensan como humanos 
 Sistemas que actúan como humanos 
 Sistemas que piensan racionalmente 
 Sistemas que actúan racionalmente 
Las RNA forman parte de los sistemas que piensan como humanos. Son modelos 
computacionales inspirados en el sistema nervioso de los seres vivos, los cuales se 
basan en la simulación del proceso de aprendizaje que tiene el cerebro [23]. Las RNA 
tienen la capacidad de adquirir información a través de unidades de procesamiento 
(neuronas) interconectadas entre sí [24]. El modelo más simple de neurona fue pro-
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puesto por McCulloch and Pitts en 1943. Incluso hoy en día es el modelo más usado 
para describir la arquitectura de las RNA [25]. 
 
Imagen 2.10 Modelo básico de una neurona artificial 
La Imagen 2.10 muestra la representación del mencionado modelo, en donde 𝑛 señales 
de entrada se representan mediante un vector [𝑥1, 𝑥2, . . . , 𝑥𝑛]. Cada entrada tiene un 
peso específico el cual es representado por el vector [𝑗1, 𝑗2, . . . , 𝑗𝑛]. Mediante un agre-
gador lineal se suma cada entrada (𝑥𝑖) multiplicada por su peso correspondiente (𝑗𝑖). A 
continuación se obtiene el potencial de activación (𝑢) al hacer la diferencia entre la 
suma obtenida y un valor límite de activación (𝐿). Finalmente, una función de activa-
ción (𝑔) ajusta el valor de 𝑢, para obtener una salida (𝑦) en un rango deseado de valo-
res. La Ecuación 2.30 y Ecuación 2.31 resumen matemáticamente el modelo de pro-
puesto por McCulloch and Pitts. 
𝑢 = ∑𝑗𝑖  . 𝑥𝑖
𝑛
𝑖=1
, Ecuación 2.30 
 
𝑦 =  𝑔(𝑢). Ecuación 2.31 
Las funciones de activación son de diferentes tipos, la más simple es la identidad en 
donde 𝑔(𝑢) = 𝑢, sin embargo la utilidad de este tipo de función es limitada debido a 
problemas de convergencia ya que teóricamente el rango de 𝑢 puede ser ilimitado [26]. 
Las funciones de activación más comunes limitan los valores de salida de la red artifi-
cial. Por ejemplo, la función escalón computa la salida mediante la Ecuación 2.32: 
𝑦 = {
0  𝑠𝑖 𝑢 < Ɵ  
 1  𝑠𝑖 𝑢 ≥ Ɵ ,
  Ecuación 2.32 















Por otro lado, la función sigmoide suaviza a la tipo escalón con el objetivo de evitar las 
discontinuidades, tal como se muestra en la  Ecuación 2.33: 





   , Ecuación 2.33 
en donde 𝜏 es un parámetro que modifica la pendiente del suavizamiento. 
Existen otras funciones de activación, sin embargo, en esta tesis se describen solamente 
aquellas que se han utilizado en las aplicaciones desarrolladas y presentadas en el Capí-
tulo 5. 
2.3.2.2 Redes neuronales recurrentes con memoria a corto y largo plazo (LSTM) 
Las RNA LSTM son un tipo de redes neuronales con una arquitectura recurrente [27]. 
Esto significa que las salidas de las neuronas se realimentan hacia los ingresos de otras. 
Esta característica permite que estas redes sean utilizadas para procesar datos en siste-
mas variantes en el tiempo, tales como las predicciones de series temporales [24]. 
Además, están siendo utilizadas extensivamente en el campo del aprendizaje profundo 
(deep learning). 
Las RNA recurrentes (RNAR) tradicionales operan con valores fijos de retrasos para 
procesar secuencias temporales de datos. Este aspecto hace que las RNAR no sean 
flexibles para predecir la demanda de energía eléctrica, debido a que el periodo en el 
que las observaciones están disponibles puede ser variable. La utilización de una red 
LSTM tiene ventajas significativas sobres las RNAR. Una de ellas se refiere a la facti-
bilidad de realizar el entrenamiento con datos correspondientes a periodos largos y 
variables [28]. En las RNAR basadas en gradientes (retropropagación a través del 
tiempo o aprendizaje recurrente en tiempo real) la magnitud del error de retropropaga-
ción depende exponencialmente de la magnitud de los pesos, por lo que podría desva-
necerse o incrementarse con facilidad. En este sentido, las redes LSTM solventan este 
problema al introducir un carrusel de error constante, a cuya activación se le llama 
estado de celda SC (del término anglosajón state cell) [29]. 
La unidad básica en la capa oculta de una red LSTM es el bloque de memoria (con una 
o más celdas de memoria) y dos compuertas multiplicativas, una de entrada y una de 
salida. Las compuertas ajustan la magnitud de los datos desde y hacia la unidad LSTM. 
Cada celda de memoria realiza el seguimiento de las relaciones entre los datos de en-
trada y de salida, además consta del carrusel de error constante que mantiene el error de 
retropropagación en valores bajos [27]. La Imagen 2.11 muestra la estructura básica de 
una red LSTM con una sola celda de memoria. El SC se actualiza en función de tres 
fuentes de entrada: redc que son las entradas a la celda, reden y redsal que son las entra-
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das de las compuertas de entrada y salida. Estas entradas son afectadas por los pesos 𝑗𝑐, 
𝑗𝑒𝑛 y 𝑗𝑠𝑎𝑙. Las salidas de activación de la compuerta de entrada y de salida se represen-
tan mediante 𝑦𝑒𝑛 y 𝑦𝑠𝑎𝑙, respectivamente. Finalmente, la función 𝑔 ajusta la entrada a 
la celda y la función ℎ ajusta la salida de la celda [29]. 
 
Imagen 2.11 Estructura básica de una red LSTM [29] 
2.3.3 Métricas para evaluar predicciones 
Una vez realizada una predicción es menester evaluarla, ya que no existe la predicción 
perfecta. La evaluación consiste en comparar la predicción realizada con los valores 
reales de las observaciones. La diferencia entre los valores estimados y los reales se 
puede cuantificar con un parámetro, al cual se le denomina error [30]. En la predicción 
de la demanda de electricidad se utilizan algunos tipos de errores de entre los que des-
tacan los siguientes: 
2.3.3.1 Error cuadrático medio 








, Ecuación 2.34 
En donde 𝑛 es el número de valores predichos, 𝑥𝑜 es el valor de la predicción y 𝑥 es el 
valor real de la observación. 
2.3.3.2 Raíz cuadrada del error cuadrático medio 

































  Ecuación 2.35 
2.3.3.3 Porcentaje del error medio absoluto 
El porcentaje del error medio absoluto (PEMA) es el error más utilizado para evaluar 
predicciones. Al ser un error relativo permite comparar resultados sin importar la mag-









 × 100 % Ecuación 2.36 
2.4 Patrones de consumo 
La demanda de electricidad está influenciada por diversas variables, tales como la hora, 
comportamientos sociales, el clima, la laboralidad, etc. Pese a la aleatoriedad de ciertas 
variables de las que depende esa demanda, se pueden identificar comportamientos 
recurrentes, a los cuales en esta tesis se los ha denominado patrones estocásticos debi-
do a la incertidumbre que presentan. Conocer en detalle estos patrones de la demanda 
de electricidad en un determinado punto de una instalación o de la red eléctrica permite 
caracterizarla. La caracterización de la demanda tiene muchas ventajas, por ejemplo, 
posibilita realizar buenas predicciones, se pueden identificar errores en la medición, 
detectar anomalías, hurtos o encontrar oportunidades de mejora en la eficiencia energé-
tica. 
Un enfoque interesante desde el punto de vista de la gestión y administración de elec-
tricidad es la detección de cambios del comportamiento de la demanda, los cuales pue-
den ser evidenciados en el PCE diario. En el Capítulo 4 se detalla una metodología que 
permite caracterizar la demanda, valorar e identificar cambios en los PCE en un deter-
minado punto de una red eléctrica o consumidor. Esta metodología resulta en una he-
rramienta interesante en la gestión y planificación de los sistemas de suministro eléctri-
co (SSE), ya que, a partir de sus resultados se pueden establecer estrategias de ahorro 
económico y energético. Estas estrategias pueden ser aplicadas en toda la cadena de 
suministro, es decir, en la generación, transmisión, distribución y en los propios con-
sumidores, tal como se muestra en el Capítulo 5. 
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2.4.1 Estudio de la literatura 
El estudio de la literatura realizado hasta julio de 2018 indica que existen 260 docu-
mentos en la base de datos de SCOPUS cuyo tema central son los patrones de consumo 
de electricidad, potencia o energía. Como se ve en la Imagen 2.12, el interés en su es-
tudio ha ido en aumento, en especial desde el año 2005. 
 
Imagen 2.12 Documentos en la base de datos Scopus de patrones de consumo de electricidad [6] 
La primera publicación acerca de patrones de consumo data de 1959, realizada por 
E.W. Miller y publicada en Journal of Geography [31]; el autor aborda el rápido incre-
mento de la demanda energética mundial debido al progreso de los estándares de vida. 
Es uno de los primeros artículos que expone la problemática de los combustibles fósi-
les en el abastecimiento de la demanda y sus reservas limitadas, se menciona la necesi-
dad del desarrollo de nuevas tecnologías para el aprovechamiento de otras fuentes de 
energía, tales como la energía nuclear,  geotérmica, solar, eólica, marina, etc. 
Hasta 1982 las publicaciones sobre los patrones de consumo de energía se restringían a 
análisis y proyecciones de la demanda energética de diferentes países a nivel macro 
basados en factores económicos, sociales, ambientales. También se han analizado cier-
tos comportamientos a nivel rural o urbano pero de manera general. Sin embargo, en 
este año se publica un trabajo acerca de los patrones de consumo de energía en la in-
dustria del aluminio en India [32], es decir se inicia el estudio del comportamiento de 
la demanda de energía por usos finales. Es así que, desde 1985 se estudian en detalle 
los patrones de consumo de energía en diferentes sectores; tales como la industria textil 
[33], del papel, alimentaria [34], el sector doméstico [35], [36], sector agropecuario 
[37] y sector del transporte [38]. A partir del año 1993 la eficiencia energética se enlaza 
a los patrones de consumo. En este año en Turquía se proponen medidas de ahorro de 
energía en la industria mediante el estudio cuantitativo de patrones de consumo energé-




tico [39]. Al siguiente año, usando técnicas de regresión múltiple modificadas se estu-
dian los datos de consumo de gas y electricidad en California (Estados Unidos), con el 
propósito de cuantificar potenciales ahorros incrementando la disponibilidad de gas en 
los vecindarios [40]. En 1999 se publica un trabajo en el cual se reconocen los patrones 
de consumo de los artefactos domésticos, con el objeto de desagregar la demanda de 
electricidad de toda la instalación, este trabajo es importante ya que es uno de los pri-
meros que utilizan PCE diarios en la identificación de patrones. 
El pronóstico del consumo eléctrico basado en el reconocimiento de patrones ha surgi-
do de manera importante en la última década. En 2009 se realizan pronósticos de la 
demanda de electricidad agrupando datos primarios para disminuir el efecto de la va-
riable periódica, se simplifica un patrón complejo en varios patrones simples, este es-
tudio es aplicable a la toma de decisiones macroeconómicas y en procesos de ingenie-
ría [41]. En 2014 se utilizan varios algoritmos de detección de patrones para predecir 
picos de consumo. El reconocimiento de patrones se basa en métodos clásicos de clasi-
ficación tales como, picos consistentes, SVM, modelos de mezcla de gausianas GMM 
(del término anglosajón gaussian mixture models), clasificadores jerárquicos (combi-
nación entre SVM y GMM) [42]. Se evidencia entonces que la predicción del consumo 
eléctrico mediante el reconocimiento de patrones es totalmente viable, sin embargo es 
una temática reciente que merece seguir siendo explorada, siendo un tópico de especial 
interés en el desarrollo de esta tesis. 
La representación de patrones de consumo de electricidad como tal, es una problemáti-
ca abordada recientemente. En 2013 se modelaron patrones de consumo de electricidad 
con GMM. Luego, a través de un agrupamiento jerárquico se extraen los patrones típi-
cos de consumo por cada clúster. El medoid del clúster es el patrón representado [43]. 
Al siguiente año [44], definió a los patrones de consumo de energía térmica como una 
serie temporal horaria de energía demandada por cada metro cuadrado, este aporte es 
interesante ya que el patrón definido es función del tiempo, tal como los definidos en el 
Capítulo 4, con la salvedad de que en este caso no es energía térmica sino energía eléc-
trica.  
La proliferación de big data en diferentes sectores y la aparición de nuevas aplicaciones 
informáticas no tradicionales con capacidad de procesar tal magnitud de datos ha dado 
paso al surgimiento de nuevas aplicaciones que podrían derivar en conflictos de priva-
cidad de las personas. En el año 2012 se utilizó el reconocimiento de patrones de con-
sumo de electricidad para identificar el comportamiento de los residentes en viviendas, 
en este caso los patrones de consumo son representados por curvas horarias [45]. Por 
otro lado, en [46] se utiliza el método de agrupamiento fuzzy c-means para descubrir 
patrones de consumo en usuarios residenciales (2017). Actualmente, estas aplicaciones 
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pueden ser útiles para fines de márquetin, ya que es posible detectar requerimientos o 
hábitos de los potenciales clientes. Lamentablemente, esta información también podría 
ser utilizada de manera maliciosa al saber si las personas están o no en casa, por lo que 
las empresas eléctricas hoy en día hacen grandes esfuerzos para garantizar la seguridad 
de sus datos. 
Por otro lado, el uso adecuado de la información permitiría a las empresas eléctricas 
segmentar a clientes y establecer tarifas más adecuadas para optimizar el sistema. Por 
ejemplo en 2017, se desarrolla un modelo de agrupamiento (clustering) borroso para la 
minería de patrones de consumo de electricidad en viviendas [47]. El modelo se utiliza 
para agrupar consumidores basados en las características de sus perfiles de carga de un 
mes. El estudio de la literatura indica que las técnicas de agrupamiento de datos pueden 
servir para obtener patrones de consumo. 
Una aplicación reciente de los patrones de consumo es la detección de cambios y ano-
malías en el consumo. Es así que en 2007 se propone un análisis de series temporales 
de datos para identificar rápidamente cambios en patrones de consumo de electricidad 
en escuelas del Reino Unido [48], para ello se realiza una predicción con un simple 
modelo recurrente (el valor predicho es la media de los datos históricos) y luego una 
comparación del valor real mediante la técnica CUSUM (del término anglosajón cumu-
lative sum). El método obtiene un gráfico de la CUSUM debiéndose interpretar vi-
sualmente las variaciones de los gradientes para identificar cambios en los patrones de 
consumo, lo cual resulta confuso y poco práctico. Un modelo más sofisticado fue pro-
puesto en 2016, basándose en la premisa de que los PCE tienen información valiosa, 
Chijie et al., [49] propone un modelo para extraer características que pueden definir los 
patrones de consumo, luego aplica un análisis de componentes principales para asignar 
un plano de dos dimensiones a cada consumidor de energía, finalmente se calcula un 
factor de anomalías que puede indicar un consumo anómalo. En 2018 un estudio busca 
encontrar cambios en los patrones de consumo en el tiempo, para ello se utiliza un 
método de clustering jerárquico binario que agrupa perfiles de carga. Cada clúster de 
datos modela un patrón de consumo. Los clústeres luego se ensamblan para formar 
ventanas de tiempo, se analiza el cambio de un clúster al siguiente mediante un método 
de detección de cambios, de esta manera se identifican los cambios en los patrones de 
consumo [50]. Estos dos últimos métodos, son interesantes desde la perspectiva de la 
detección de cambios y anomalías, sin embargo no están pensados para analizar PCE 
diarios y tampoco tienen la capacidad de indicar las posibles causas de esas potenciales 
anomalías detectadas. 
En la Tabla 2.3 se resumen las aplicaciones que han tenido los patrones de consumo de 
electricidad y el año en el cual tuvieron inicio. 









Predicciones y pronósticos de la demanda de electricidad 1956 
Análisis de usos finales de la energía 1982 
Eficiencia energética 1993 
Detección de anomalías y cambios en el consumo 2007 
Predicción basada en reconocimiento de patrones propiamente dicho 2009 
Identificar el comportamiento de los consumidores 2012 
Representación de patrones de consumo 2013 
 
El estudio de la literatura acerca de la utilización de patrones en el consumo de electri-
cidad revela que tienen varias aplicaciones, las cuales se han ido desarrollando con el 
tiempo gracias al mejoramiento de ciertas técnicas y modelos matemáticos, estadísticos 
o derivados de la inteligencia artificial. Sin embargo, también se ha encontrado una 
brecha en la identificación de cambios en los PCE diarios, la detección de anomalías 
asociado a sus posibles causas. Consecuentemente es posible aportar a la gestión y 
vigilancia de los SSE y de los consumidores. En el Capítulo 4, se propone una novedo-
sa metodología con la cual se pretende aportar en esta área del conocimiento. 
En los siguientes apartados se presentan algunos conceptos con los que el lector debe 
estar familiarizado para comprender adecuadamente el desarrollo las metodologías 
propuestas. 
2.4.2 El reconocimiento de patrones 
El reconocimiento de patrones consiste en analizar objetos, extraer información, obte-
ner propiedades y tomar decisiones sobre el conjunto de categorías de esos objetos. En 
el análisis de la demanda de electricidad, el objeto puede entenderse como la potencia 
activa media absorbida en un intervalo de tiempo, el manejo adecuado de este tipo de 
variables deriva también en la toma de decisiones de manera apropiada. El proceso del 
reconocimiento de patrones se muestra en la Imagen 2.13. 
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El reconocimiento de patrones sigue las siguientes etapas [51]: 
a) Adquisición de datos: mediante un dispositivo sensor. 
b) Preprocesamiento: los datos disponibles son preparados o simplificados para su 
posterior uso, sin pérdida relevante de información. 
c) Segmentación: los datos con diferentes características son separados.  
d) Extracción de características: se extraen los valores de las características o propie-
dades (variables) más importantes, con el objetivo de reducir la información necesaria 
para llevar a cabo la clasificación o la representación de los objetos. 
e) Clasificación: Con las características extraídas, un clasificador toma una decisión 
final en base a la teoría de decisión (se utiliza un límite de decisión), la cual minimiza 
una función de costo. La clasificación utiliza procedimientos geométricos (clustering) o 
estadísticos, en este contexto la clasificación puede utilizar técnicas supervisadas, no 
supervisadas o parcialmente supervisadas. 
2.4.3 Técnicas de clasificación de patrones 
2.4.3.1 Técnicas supervisadas de clasificación 
A las técnicas supervisadas de clasificación comúnmente se les llama clasificadores. 
Para el uso de estas técnicas es necesario contar con datos de entrenamiento o instan-
cias de datos etiquetados, es decir, se requiere conocer a priori el tipo de datos existen-
te. La clasificación puede ser multiclase cuando existen varias categorías (clases) o 
monoclase cuando existe una sola categoría. Con base en los datos de entrenamiento, el 
modelo utilizado (clasificador) aprende a clasificar los datos, en las clases predefinidas 
[52]. Por ejemplo, en la demanda de electricidad, cada día de la semana pueden repre-
sentar una clase distinta y cada día a su vez puede tener dos subclases, una para los días 
laborables (DL) y otra para los días no laborables (DNL). 
Los clasificadores pueden implementarse con las siguientes técnicas: 
Análisis discriminante 
Los datos se dividen en grupos conocidos de acuerdo a una variable dependiente. Para 
esto se utilizan las funciones discriminantes, una por cada clase, las cuales dependen de 
varias variables independientes [53]. 
Vecino más cercano 
Este método coloca un objeto en la clase en donde se encuentra el objeto más parecido 
de una muestra original [51]. Se basa en la premisa de que los datos se agrupan en 




regiones de densidades altas. La técnica de vecinos más cercanos por lo general requie-
re de una medida de distancia o similaridad entre instancias de datos, para variables 
continuas la métrica más usada es la distancia euclidiana, mientras que para variables 
categóricas es común usar el coeficiente simple de coincidencia. La técnica del vecino 
más cercano a su vez se divide en dos categorías [52]: 
a) Las que usan como umbral de clasificación la distancia de una instancia de datos al k 
vecino más cercano y, 
b) las que computan la densidad relativa de cada instancia de datos para realizar la 
clasificación o agrupamiento. 
Redes neuronales artificiales 
Una red neuronal maneja entradas y salidas deseadas. Mediante el ajuste de pesos en 
las neuronas del sistema se intenta disminuir la diferencia entre las salidas deseadas y 
las salidas del sistema (entrenamiento), de esta manera el sistema aprende. A lo largo 
del tiempo se han desarrollo varios tipos de redes neuronales, tales como el perceptron 
simple, adaline, perceptron multicapa, redes LVQ (del término anglosajón learning 
vector quantization) [54], etc. 
Redes Bayesianas:  
Una red bayesiana es un modelo probabilístico, la técnica básica para una variable 
categórica estima la probabilidad de observar una clase determinada, dado un conjunto 
de datos de entrenamiento. También se puede determinar la probabilidad de observar 
los datos, dada cierta clase. La técnica básica univariable se puede generalizar a un 
conjunto de datos categóricos multivariados agregando las probabilidades por atributo 
para cada instancia de prueba y utilizando el valor agregado para asignar una etiqueta 
de clase a la instancia de prueba [52]. 
Máquinas de soporte vectorial SVM 
Las SVM de una clase se derivan de los modelos de regresión lineal y logística en las 
que se utiliza un margen para eliminar el sobreajuste [55]. Estas técnicas mediante 
kernels aprenden de una región (clase) que contienen las instancias de datos de entre-
namiento, pudiendo incluso estas regiones ser complejas. Para cada prueba que realiza 
la técnica se determina si la instancia cae dentro o no de la clase. Una variación de esta 
técnica se basa en encontrar una pequeña hiperesfera en el espacio del kernel que con-
tengan las instancias de datos de entrenamiento, si los datos caen fuera de la hiperesfe-
ra no pertenecen a esa clase [52]. 
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2.4.3.2 Técnicas no supervisadas de clasificación 
Estos métodos no requieren datos de entrenamiento etiquetados, hacen uso de técnicas 
de clustering, las cuales forman grupos con instancias de datos similares. Existen dife-
rentes algoritmos de clustering los cuales pueden formar grupos distintos, incluso para 
los mismos datos [51]. En la demanda de electricidad se puede etiquetar con facilidad 
el día de la semana, la laboralidad, pero etiquetar una medición o conjunto de medicio-
nes como anómalas no es una tarea sencilla, ya que estas dependen del contexto en el 
que se producen. En este sentido, la clasificación de PCE encaja dentro de las técnicas 
no supervisadas. Las técnicas de clustering fueron pensadas inicialmente como apren-
dizaje no supervisado, pero recientemente se han utilizado también como técnicas par-
cialmente supervisadas. Las técnicas no supervisadas de clasificación se pueden dividir 
en 3 categorías, en base a las siguientes suposiciones: 
a) Las instancias de datos típicos (no anómalos) pertenecen a un clúster, mientras que 
los datos anómalos no pertenecen a ninguno; de esta manera se obtienen dos grupos, 
una para datos típicos y otra para los anómalos [52]. 
b) Las instancias de datos típicos se posicionan cerca del centroide del clúster más 
cercano, en tanto que los datos anómalos están más alejados de sus centroides más 
cercanos. Las técnicas más usadas en esta categoría son la k means y el clustering je-
rárquico. 
b.1) K means 
Esta es una técnica iterativa que divide un conjunto de datos en un número k de grupos 
o clústeres. El número k debe definirse inicialmente, la regla de Sturges es una herra-
mienta que facilita su elección con la siguiente ecuación [56]:  
𝒌 = 𝟏 + 𝒍𝒐𝒈𝟐(𝒏), Ecuación 2.37 
en donde 𝑛 representa la cantidad de datos. La técnica también requiere unos valores 
de centroides (μ1, μ2, … μk), cada elemento se posiciona en el clúster con el centroide 
más cercano, luego se vuelve a calcular el centroide correspondiente [51]. 
b.2) Clustering jerárquico 
El clustering jerárquico se puede dividir en aglomerativo o divisivo. El clustering je-
rárquico aglomerativo inicia con 𝑛 grupos, existiendo en cada uno de ellos una mues-
tra. La siguiente partición tendrá 𝑛 − 1 grupos y así en adelante. El clustering jerárqui-
co divisivo en cambio es lo inverso, ya que se inicia con un solo grupo y con cada 
jerarquía se aumenta uno [57]. 




c) Las instancias de datos típicos pertenecen a clústeres grandes y densos, en tanto que 
los datos anómalos pertenecen a clústeres más dispersos y/o pequeños. De esta manera, 
se declaran como atípicas a instancias de datos que pertenecen a clústeres con una den-
sidad o tamaño menor a un umbral establecido. 
2.5 Detección de anomalías en el consumo de electricidad 
La detección de anomalías es una herramienta poderosa para la vigilancia y administra-
ción de sistemas en la ingeniería. Por lo general en el sector eléctrico las anomalías 
producen interrupciones en el suministro con afectación a los usuarios, dando lugar a 
mantenimientos correctivos. El conocimiento detallado de los patrones estocásticos de 
la demanda de electricidad puede contribuir al mantenimiento preventivo en instalacio-
nes y redes eléctricas. En este contexto, la vigilancia, administración y planificación 
del sector eléctrico puede beneficiarse sustancialmente de herramientas de detección de 
anomalías. De esta manera se propician medidas de mejora en el aprovechamiento de la 
infraestructura y de la energía, al identificar cambios repentinos en los PCE tales como 
robo de energía y pérdidas por fallos. 
El desarrollo de un método automático para la detección de consumos anómalos de 
electricidad también puede reducir el tiempo y esfuerzo que los expertos técnicos dedi-
can al análisis de grandes cantidades de datos, los cuales se generan en las nuevas REI. 
Por otro lado se evitan errores humanos. Por ejemplo, un sistema de monitorización 
podría eliminar automáticamente el encendido de una alarma debido a un alto consumo 
energético en un día caluroso de verano, ya que en esas condiciones ese consumo es 
normal. El método propuesto en el Capítulo 4 obtiene patrones estocásticos de consu-
mo de electricidad y detecta anomalías, diferenciando los consumos energéticos nor-
malmente altos o bajos, facilitando así la vigilancia de las redes eléctricas y de los con-
sumidores. 
2.5.1 Estudio de la literatura 
Según la literatura consultada los patrones de consumo se han utilizado para detectar 
anomalías desde el año 2007. Para ello se han utilizado diferentes técnicas y herramien-
tas tales como la predicción, técnicas de clasificación de patrones y otras más. No obs-
tante, antes de continuar es importante recordar la base teórica que sustenta la detec-
ción de anomalías, ya que su definición, clasificaciones y técnicas empleadas no son 
tan intuitivas como se podría pensar. 
Se considera que existe una anomalía cuando un dato es significativamente diferente 
del conjunto de datos restante [55]. Las anomalías se clasifican según su naturaleza en 
3 categorías [58]: 
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a) Anomalías puntuales: Cuando un dato individual se considera anómalo con respecto 
a los demás datos [52]. 
b) Anomalías contextuales o anomalías condicionales: Se dan cuando los datos son 
anómalos en un contexto específico. Es decir, cuando los atributos de los datos y sus 
interrelaciones proporcionan un criterio adicional de detección de anomalías, ya que 
ciertas combinaciones usualmente no ocurren juntas [55]. Un día con un consumo ele-
vado de energía dentro de una semana de consumo normalmente bajo, sería un ejemplo 
de este tipo de anomalía.  
c) Anomalías colectivas: Las anomalías colectivas surgen cuando un grupo de datos es 
anómalo con respecto a todo el conjunto de datos. Los valores individuales del grupo 
de datos anómalos por si mismos pueden ser típicos, pero su ocurrencia colectiva re-
presenta una anomalía [52]. Por ejemplo un conjunto de mediciones con el mismo 
valor por lo general representa un error de medición.  
La aplicación de diferentes técnicas de detección de anomalías depende del tipo de 
información que poseen los datos, sus características, cómo están distribuidos y si están 
o no etiquetados. Si los datos pueden ser asociados a distribuciones de probabilidad 
conocidas los resultados tendrán menor incertidumbre y por lo tanto serán más confia-
bles. 
El tratamiento que han tenido los datos de la demanda de energía eléctrica para identi-
ficar anomalías ha sido muy variado a lo largo del tiempo, sin embargo se han centrado 
en la detección de anomalías puntuales y colectivas, dejando de lado las contextuales. 
En este sentido, la metodología desarrollada en la presente tesis aborda los tres tipos de 
anomalías descritas anteriormente. 
2.5.2 Etiquetas de datos 
Las etiquetas sirven para diferenciar en el conjunto de datos a las anomalías y los datos 
considerados típicos. Esta tarea demanda gran esfuerzo, ya que por lo general se re-
quiere de un experto humano que realice el etiquetado manualmente.  
Las técnicas de detección de anomalías también se pueden clasificar en función de la 
disponibilidad de las etiquetas en los datos. De esta manera tenemos [52]: 
a) Técnicas de detección de anomalías supervisadas: Para la utilización de estas técni-
cas es necesario contar con datos de entrenamiento etiquetados, de tal manera que sea 
posible diferenciar a los datos típicos de los anómalos. Estas técnicas normalmente 
utilizan un modelo predictivo para determinar si los datos son anómalos o no.  




b) Técnicas de detección de anomalías semisupervisadas: En estas técnicas se asume 
que los datos tienen etiquetas solamente para los datos típicos, son ampliamente utili-
zadas ya que, generalmente etiquetar datos anómalos requiere de mayor esfuerzo. 
c) Técnicas de detección de anomalías no supervisadas: Estas técnicas no requieren de 
datos etiquetados y trabajan bajo la premisa de que, los datos anómalos son mucho 
menos frecuentes que los típicos.  
Las anomalías pueden ser detectadas con diversas técnicas, la mayoría de ellas fueron 
descritas en el apartado 2.4.3 cuando se abordó la clasificación de patrones. A conti-
nuación se presenta un enfoque estadístico para la identificación de anomalías, cuyos 
fundamentos no fueron descritos anteriormente.  
2.5.3 Técnicas estadísticas de detección de anomalías 
Una anomalía desde el punto de vista estadístico puede definirse como una observación 
sospechosa de ser parcial o totalmente anómala debido a que no fue generada por el 
modelo estocástico asumido. Las técnicas de detección de anomalías estadísticas se 
basan en la premisa de que las instancias de datos típicos se encuentran en regiones de 
alta probabilidad de un modelo estocástico, en tanto que, los datos anómalos se encuen-
tran en las regiones de baja probabilidad [52]. En este contexto existen dos tipos de 
técnicas estadísticas para la detección de anomalías, las paramétricas y las no paramé-
tricas. 
2.5.3.1 Técnicas paramétricas 
Las técnicas paramétricas asumen que las instancias de datos se ajustan adecuadamente 
a una distribución paramétrica, con parámetros Θ, por lo que tiene una función de den-
sidad de probabilidad definida por f(x, Θ), en dónde x es una variable aleatoria que 
representa a las observaciones y los parámetros Θ son los que definen la función de 
densidad. La puntuación (valoración) de la anomalía de una observación x, es la inver-
sa de la función de densidad de probabilidad, es decir que una observación tendrá una 
puntuación de anomalía alta cuando f(x, Θ) tenga un valor pequeño. En las técnicas 
paramétricas, se pueden usar pruebas de hipótesis para identificar anomalías, en donde 
la hipótesis nula H0 se podría definir por ejemplo como los datos de la potencia eléc-
trica activa absorbida x se han generado con la distribución de parámetros Θ. Enton-
ces, si H0 no se acepta luego de la prueba, x es declarada como una potencia anómala. 
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a) Técnicas basadas en modelos gaussianos 
En estas técnicas se considera que las instancias de datos se ajustan a una distribución 
normal o gaussiana. La distancia entre el dato y la media estimada de la instancia de 
datos es la puntuación de la anomalía, si la puntuación de la anomalía es mayor a un 
umbral, el datos es considerado anómalo [58]. 
En procesos de control de calidad es muy común utilizar el criterio 3σ, en donde σ es la 
desviación estándar de la distribución normal. Un dato es considerado anómalo cuando 
está a una distancia mayor de 3σ de la media µ. El área bajo la distribución gaussiana 
entre µ ± 3σ contiene al 99.7% de los datos. 
A finales del siglo XX e inicios del siglo XXI se extendió por algunas áreas del cono-
cimiento una técnica simple de detección de anomalías univariable y multivariable. La 
técnica consiste en la utilización de la información que provee un diagrama de cajas y 
bigotes, en la cual se indica el valor mínimo no anómalo, el cuartil inferior Q1, la me-
diana, el cuartil superior Q3 y el valor máximo no anómalo (ver Imagen 2.14). Se defi-
ne el rango intercuartílico (RIC) como la diferencia entre Q3 y Q1. Entonces, con este 
criterio una observación es considerada anómala cuando su posición es menor a Q1−
1.5 ∗ RIC o mayor a Q3+ 1.5 ∗ RIC, la región comprendida entre estos valores contie-
nen el 99.3% de las observaciones en una distribución normal por lo que es equivalente 
al criterio 3σ descrito anteriormente [55]. 
 
Imagen 2.14 Un diagrama de caja para datos univariados 




El test de Grubb considera que los datos siguen una distribución normal. Esta técnica 
se utiliza para detectar anomalías en grupos de datos de una variable. Para cada valor x 
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2  es el umbral que declara un dato como anómalo o típico. Este 
umbral es el valor tomado por una distribución t con un nivel de significancia de 𝛼/2𝑛 
[59]. Existen otras técnicas derivadas del test del Grubb pero no serán consideradas ya 
que están fuera del alcance de este trabajo. 
b) Técnicas basados en modelos de regresión 
Los modelos de regresión han sido utilizados de forma extensa en la detección de ano-
malías en series temporales de datos, tal como es la demanda de electricidad. La técni-
ca consiste en ajustar inicialmente un modelo de regresión a los datos, luego se cuanti-
fica el residuo para el dato de prueba y se usa como un valor de puntuación de la 
anomalía, ya que ese residuo es parte del dato que no es explicado por el modelo de 
regresión [55]. En este contexto, algunas técnicas y modelos han sido utilizados, tales 
como, regresión robusta, modelo autoregresivo integrado de media móvil ARIMA (del 
término anglosajón autoregressive integrated moving average) y autoregresivo de me-
dia móvil ARMA (del término anglosajón autoregressive moving average). 
c) Técnicas basadas en la mezcla de distribuciones paramétricas 
En este tipo de técnicas se emplea una mezcla de distribuciones paramétricas, las cua-
les se pueden dividir en dos tipos. El primer grupo de técnicas modelan por separado a 
las instancias de datos típicos y a los datos anómalos, mientras que el segundo grupo de 
técnicas modelan solamente a los datos típicos [52]. 
El grupo de técnicas que modelan por separado los datos típicos y anómalos, asumen 
que los datos típicos o normales se ajustan a una distribución gaussiana con una media 
y varianza determinadas, mientras que los datos anómalos se ajustan a una distribución 
normal con la misma media pero con una varianza considerablemente mayor. Poste-
riormente, los datos se evalúan con la prueba de Grubb para etiquetar al dato como 
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anómalo o típico [59]. En estas técnicas también se han aplicado algoritmos de maxi-
mización esperada (expectation-maximization) para los modelos de dos clases, aquí se 
asume que cada dato tienen una probabilidad predefinida p de ser una anomalía y una 
probabilidad 1- p de ser un dato normal [52]. 
El segundo grupo de técnicas modelan las instancias de datos normales considerándo-
los una mezcla de distribuciones paramétricas, de tal forma que un dato que no se ajus-
te a ninguno de los modelos aprendidos es considerado anómalo. La teoría estadística 
de valores extremos también puede ser catalogada dentro de este grupo de técnicas de 
detección de anomalías, sin embargo, los modelos gaussianos mixtos han sido los más 
utilizados [55]. Este tipo de técnicas es el aplicado en la detección de anomalías en la 
demanda de electricidad, tal como se expone posteriormente en el Capítulo 3 y Capítu-
lo 4. 
2.5.3.2 Técnicas No-paramétricas 
En este tipo de técnicas, la distribución de las instancias de datos no está determinada 
inicialmente. Las técnicas no paramétricas más utilizadas se detallan a continuación:  
a) Basadas en Histogramas 
El histograma captura fácilmente la forma en la que se distribuyen los datos en un ex-
perimento estadístico, por esta razón se puede utilizar para identificar anomalías. El 
primer paso para detectar anomalías mediante histogramas es construir el histograma 
con intervalos de clase del tamaño adecuado para los datos típicos. Las anomalías se 
pueden detectar cuando los datos caen fuera de los intervalos de clase existentes, o 
cuando se ubican en intervalos de clase de baja frecuencia de ocurrencia [55]. 
b) Basadas en funciones Kernel 
Las técnicas de detección de anomalías basadas en funciones Kernel son muy parecidas 
a las técnicas paramétricas descritas anteriormente, la diferencia es que se utiliza una 
función kernel para ajustar una instancia de datos a una función de densidad de proba-
bilidad. Los datos que se ubican en zonas de baja densidad de probabilidad son consi-
derados anómalos. La estimación por ventanas de parzen son un ejemplo de técnicas de 
ajuste de datos no paramétricos a funciones de densidad de probabilidad [55] [58]. 
2.5.4 Ventajas y desventajas de las técnicas estadísticas 
Una vez sintetizadas las técnicas de detección de anomalías existentes vale la pena, 
recalcar las ventajas y desventajas de las técnicas estadísticas sobre las otras. Com-
prender de manera adecuada estas diferencias da valor al trabajo desarrollado en esta 
tesis. 




2.5.4.1 Ventajas [52]: 
a) Las técnicas estadísticas proveen una solución justificada estadísticamente, siempre 
y cuando los datos se ajusten adecuadamente a una función de densidad de probabili-
dad. En el Capítulo 3 se recalca la importancia del análisis estadístico de los datos y de 
su ajuste a una distribución de probabilidad conocida. 
b) Los valores o puntuaciones dadas a las anomalías por técnicas estadísticas pueden 
ser asociadas al nivel de significancia, lo cual es valioso en la toma de decisiones.  
c) Cuando la instancia de datos se ajusta adecuadamente a una función de densidad de 
probabilidad, no es necesario etiquetar los datos. Las técnicas estadísticas pueden ope-
rar en modo no supervisado y obtener buenos resultados, tal como se evidencia en el 
Capítulo 5 cuando se aplica el método desarrollado a casos reales. 
2.5.4.2 Desventajas [52]: 
a) Las técnicas estadísticas se basan en la suposición de que la instancia de datos se 
ajusta a una distribución específica. Esta suposición no siempre se mantiene cierta, 
especialmente para datos reales de alta dimensionalidad. 
b) Realizar el diseño de prueba de hipótesis, incluso con el mejor criterio no es una 
tarea sencilla. 
c) Si bien el uso de histogramas es una técnica simple, esta no permite determinar de-
pendencias entre diferentes atributos. Por ejemplo, una anomalía podría tener valores 
de atributos individualmente muy frecuentes pero sus valores en combinación podrían 
ser muy raros, por lo que no se podría detectar. En la demanda de electricidad dos atri-
butos pueden ser considerados, el primero es la potencia eléctrica activa y el segundo 
es la hora. En este contexto, el histograma de los valores de potencia en las HNL es 
muy diferente al histograma de las HL, ya que en el primero las observaciones tienen 
valores significativamente menores. Es importante entonces analizar estas combinacio-
nes de atributos de manera adecuada para evitar errores en la interpretación de los da-
tos. En el Capítulo 4 se presenta una metodología interesante para el análisis de anoma-
lías con este tipo de peculiaridades.  
2.6 Conclusiones del capítulo 
En este capítulo se ha resaltado la importancia que tiene la electricidad para el desarro-
llo del mundo actual, por lo tanto los sistemas de gestión requeridos para el funciona-
miento normal de los SSE tienen gran importancia hoy en día.  
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La estadística es una herramienta fundamental para respaldar hallazgos científicos y el 
sector eléctrico no es la excepción. La ventaja de la estadística en el análisis de la de-
manda de electricidad radica en la solución justificada de los resultados obtenidos, lo 
cual contrasta con otros métodos como son los derivados de la inteligencia artificial. 
Esto ha motivado al autor a realizar una metodología estadística capaz de caracterizar 
el consumo, detectar anomalías, valorando cambios en la demanda de electricidad e 
identificando sus posibles causas. 
La predicción de la demanda tiene también gran importancia en la gestión de la electri-
cidad, ya que permite la toma de decisiones a corto, mediano o largo plazo. En esta 
tesis, es de interés la predicción a corto plazo, por ejemplo la de un día típico de la 
semana, el cual sirve como punto de referencia para el análisis del consumo real. En 
este capítulo se sintetizaron diferentes herramientas de predicción, entre las que se 
destacan las estadísticas y las de aprendizaje profundo. Una importante consideración 
en la predicción de la demanda eléctrica es que si bien, muchas variables pueden rela-
cionarse, resulta poco práctico utilizarlas en un sistema de monitorización en tiempo 
real. Un sistema de predicción multi-variable es más complejo, requiere un alto gasto 
computacional y además introduce mayor incertidumbre al requerir variables que tam-
bién deben ser predichas. Estudios anteriores indican que para la predicción a corto 
plazo, basta con un modelo univariado, ya que variables externas tales como la tempe-
ratura tienen poca influencia en periodos cortos. Por este motivo, los aportes realizados 
por el autor se basan mayoritariamente en modelos univariados interrelacionados con 
criterios adicionales de segmentación como se sustenta en el siguiente capítulo. 
El aprendizaje profundo logra adaptarse bastante bien a los datos para realizar predic-
ciones, con la ventaja de que no se requiere conocer la distribución estadística de los 
datos y las relaciones que tienen variables externas con la variable a predecir. No obs-
tante, se han identificado dos desventajas del aprendizaje profundo, la primera es la 
experticia necesaria para la adecuada puesta en marcha de este tipo de sistemas y la 
segunda, es la dificultad de acotar la incertidumbre de los resultados obtenidos e inter-
pretarlos físicamente. Para intentar resolver esta última limitación, en el Capítulo 5 de 
esta tesis se presenta como una contribución un modelo de predicción por intervalos 
cuyos resultados se contrastan con los de un método de predicción de aprendizaje pro-
fundo, específicamente las RNA LSTM. 
La identificación de comportamientos repetitivos en la demanda de electricidad, su 
caracterización y categorización constituye el reconocimiento de patrones. En este 
capítulo se han revisado los conceptos fundamentales del reconocimiento de patrones, 
así como las técnicas de clasificación más utilizadas. Se distinguen dos tipos de clasifi-
cadores, los que utilizan técnicas supervisadas y los que utilizan técnicas no supervisa-




das. Debido al volumen de datos existentes en una red eléctrica inteligente, la utiliza-
ción de técnicas supervisadas es limitada debido a que los datos deben estar etiqueta-
dos. Por lo tanto las técnicas no supervisadas resultan más adecuadas la identificación 
y obtención de patrones de consumo de electricidad. 
Las anomalías en un conjunto de datos se clasifican en puntuales, colectivas y contex-
tuales. La detección de las anomalías contextuales representa un desafío que en esta 
tesis se aborda en los próximos capítulos. Tal como se ha evidenciado, existen diferen-
tes técnicas de detección de anomalías, de las cuales las estadísticas presentan resulta-
dos totalmente justificados siempre que las instancias de datos puedan ser ajustadas a 
una distribución de probabilidad conocida. Ajustar los datos a una distribución de pro-
babilidad no siempre resulta sencillo. Por otro lado, la dependencia entre variables o 
atributos es difícil de cuantificar por lo que complica el análisis estadístico en la detec-
ción de anomalías. Es importante entonces analizar estas dependencias de atributos de 
manera adecuada para evitar errores de interpretación. 
El estudio de la literatura acerca de la utilización de patrones en la demanda de electri-
cidad revela que es posible aportar a la gestión y vigilancia de los SSE y de los consu-
midores. El esfuerzo de esta tesis se centra en desarrollar una metodología basada en el 
reconocimiento de patrones para caracterizar la demanda, valorar e identificar cambios 
y detectar anomalías en el consumo de electricidad de manera automática. La finalidad 
de la propuesta es evitar errores humanos y reducir el tiempo y esfuerzo que los exper-
tos técnicos dedican al análisis de datos, en un escenario en el que el volumen de datos 
crece día a día.  
En el siguiente capítulo se estudia con detalle la adquisición de los datos de la demanda 
de energía en las redes eléctricas inteligentes, su procesamiento, análisis exploratorio y 
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3. Capítulo 3 
3.1 Introducción 
En el capítulo anterior se realizó una revisión del estado del arte acerca de diferentes 
técnicas que son utilizadas para mejorar la gestión de la electricidad, como son la pre-
dicción de la demanda, reconocimiento de patrones y detección de anomalías. Como 
herramientas transversales, la estadística y la teoría de la probabilidad también fueron 
estudiadas. Ninguna de estas técnicas o herramientas serían útiles sin datos como in-
formación de partida. El desarrollo de esta tesis aborda la caracterización de la deman-
da de electricidad mediante patrones estocásticos para la detección de anomalías, valo-
ración de cambios y la predicción del consumo energético. Por lo tanto, los datos de 
potencia eléctrica absorbida, así como sus variables temporales relacionadas represen-
tan una información de partida esencial. En este sentido, una adquisición adecuada de 
los datos, su posterior procesamiento y análisis exploratorio son tan importantes como 
aplicar cualquier técnica o herramienta posterior en el reconocimiento de patrones, 
detección de anomalías o predicción de la demanda de electricidad. 
En este capítulo, en primer lugar y de manera breve se describen los sistemas de medi-
ción inteligente disponibles en la actualidad y la evolución que han tenido, esto para 
entender cómo operan los sistemas de adquisición de datos, cómo procesan y organizan 
esos datos, para luego presentarlos como información útil. 
Además, se presenta un sistema de MI implementado en la UPS Sede Cuenca en Ecua-
dor, el cual permite la adquisición de los datos esenciales para el desarrollo de esta 
tesis. Con base en la experiencia adquirida, se recomienda un procedimiento para la 
implementación de este tipo de sistemas en medianos y grandes consumidores de elec-
tricidad. 




Seguidamente, se describen las características de la potencia eléctrica activa absorbida 
por un consumidor en general, entendida como una serie temporal de datos. Para luego 
detallar la muestra estadística, las características y propiedades que poseen, su proce-
samiento y análisis exploratorio, identificando de esta manera la necesidad de obtener 
una distribución de probabilidad definida. 
La ausencia de una distribución de probabilidad definida en las instancias de datos ha 
dado origen al planteamiento de tres procedimientos para para ajustar esos datos a una 
distribución normal, lo cual facilita su análisis estadístico e interpretación. El primer 
procedimiento propuesto es la segmentación, el segundo es el tratamiento de las com-
ponentes de la serie temporal de datos y el tercero es la eliminación de anomalías. Para 
el tratamiento de la serie temporal se propone en un nuevo método que elimina la ten-
dencia y desestacionaliza los datos de la demanda de electricidad de cualquier tipo de 
consumidor, constituyendo un aporte importante en este trabajo. El análisis de la mues-
tra de datos y su tratamiento sirven de base para el desarrollo de la metodología ex-
puesta en el Capítulo 4, la cual se utiliza para obtener patrones estocásticos de consu-
mo, identificar y valorar cambios y detectar anomalías en la demanda de electricidad. 
3.2 Sistemas de medición de la energía eléctrica 
Las nuevas tecnologías están provocando una transformación de las redes eléctricas en 
general y su administración es cada vez más compleja. En este contexto, una gestión 
adecuada de la energía eléctrica es fundamental, siendo la medición uno de sus aspec-
tos fundamentales. 
3.2.1 Evolución de la red eléctrica tradicional  
Una red eléctrica tradicional tiene tres niveles principales, generación, transmisión y la 
distribución en donde se incluyen a los consumidores (ver Imagen 3.1). El flujo de 
potencia es unidireccional y va desde el generador hasta el consumidor. La electricidad 
recorre largas distancias, pasando por diferentes etapas de transformación de tensión, 
en este camino se producen pérdidas, principalmente debido al calentamiento de los 
conductores (efecto Joule). La gestión de este tipo de redes ha ido mejorando con el 
tiempo, sin embargo, todavía tienen funcionalidades limitadas, lo cual no favorece la 
incorporación de la generación por parte de los consumidores, además no permite mo-
nitorizar y peor aún controlar el sistema de manera integral. 




Imagen 3.1 Red eléctrica tradicional [60] 
Las redes eléctricas se han expandido rápidamente en todo el planeta debido al creci-
miento de la demanda. En muchos países también se ha observado un crecimiento ace-
lerado de la generación distribuida (GD), entendida como generadores de menor poten-
cia conectados en la red de distribución. La GD es conveniente, ya que reduce las 
pérdidas por efecto Joule, además, generalmente utiliza tecnologías limpias, en especial 
la energía solar fotovoltaica y la energía eólica, lo que ayuda a reducir las emisiones de 
CO2. Sin embargo, la GD agrega mayor complejidad a las redes eléctricas, haciendo 
necesario un control más sofisticado para garantizar la estabilidad y confiabilidad del 
sistema [60]–[62]. 
La respuesta de la demanda es otro factor que está revolucionando las redes eléctricas. 
En muchos países se han implantado tarifas con discriminación horaria incluso en el 
sector residencial, con el objetivo de mejorar los índices de carga, manteniendo los 
perfiles de tensión. En este escenario, los consumidores requieren información precisa, 
oportuna y de ser posible en tiempo real, acerca de su consumo a lo largo del tiempo, lo 
que les permite mejorar su desempeño energético y económico. La carencia de este tipo 
de información limita el dinamismo y la evolución del mercado eléctrico y por lo tanto 
un mejor aprovechamiento de los recursos del sistema. 
Los nuevos requerimientos técnicos y de los usuarios, hacen necesaria una transforma-
ción de las redes eléctricas tradicionales. La tecnología actual posibilita esta transfor-
mación a través de nuevos productos y servicios que integran supervisión, control, 
comunicación inteligente y tecnologías auto-reparadoras. Las redes eléctricas están 
evolucionando para ser más seguras, eficientes y confiables, ahorrar dinero, tener capa-
cidad de almacenamiento energético, detectar fallos a mayor velocidad, restablecer el 




servicio rápidamente ante perturbaciones del sistema, contaminar menos, permitir GD 
y un flujo bidireccional de potencia y finalmente proveer mayor protagonismo al con-
sumidor [63]. Estos nuevos servicios en los sistemas eléctricos constituyen un nuevo 
concepto, el cual es llamado redes eléctricas inteligentes o smart grids. 
3.2.1.1 Redes eléctricas inteligentes 
Una REI puede definirse como un sistema inteligente de suministro de electricidad, 
combinada con nuevas tecnologías digitales y de información, el cual provee mayor 
confiabilidad, seguridad, eficiencia y otros beneficios a todos los actores del sistema 
[63]. La Plataforma Tecnológica Europea para las redes eléctricas en cambio, define a 
una REI como aquella que puede integrar inteligentemente las acciones de todos los 
usuarios conectados (generadores, consumidores y aquellos que hacen las dos cosas) 
con el objeto de entregar eficientemente suministros de electricidad sustentables, eco-
nómicos y seguros [64]. En la Tabla 3.1 se detallan las diferencias más importantes 
entre una red eléctrica tradicional y una REI. 
 Tabla 3.1 Red eléctrica tradicional vs una red eléctrica inteligente [64] 
 Ámbito Red eléctrica tradicional Red Inteligente 
Sensado y medición Pocos sensores electromecánicos Muchos sensores digitales 




Control y optimización Grandes centrales de generación 
Control centralizado limitado 
Recursos de generación distribuidos 
Control descentralizado e integral 
Rol del cliente Pocas elecciones del cliente 
Ningún cuidado por la privacidad 
Muchas elecciones del cliente 
Creciente preocupación por la privacidad 
 
Una REI tiene diferentes áreas funcionales como se muestra en la Imagen 3.2, las cua-
les permiten gestionar por ejemplo la demanda, interrupciones en el servicio, la inte-
gración de energías renovables y/o vehículos eléctricos. Por otro lado facilitan la ope-
ración de la red gracias a la medición de variables eléctricas y el elevado grado de 
automatización que poseen, manteniendo o mejorando la calidad de la energía. 




Imagen 3.2 Áreas funcionales en una red eléctrica inteligente [63] 
Las nuevas funcionalidades de una REI se logran gracias al flujo de información desde 
y hacia las diferentes áreas de la propia red, esta información es muy sensible y por lo 
tanto debe manejarse en sistemas de comunicaciones robustos y seguros, ya que admi-
nistran y controlan elementos tales como sensores, protecciones, controladores de car-
ga, medidores inteligentes, etc. Los sistemas de comunicación se integran de manera 
transversal a los diferentes niveles de la red eléctrica, a los mercados, a la gestión de 
operaciones y a los proveedores de servicios del sistema, tal como se muestra en la 
Imagen 3.3, en donde se representa la estructura de una REI. Los sistemas de comuni-
cación en las REI deben soportar el transporte de tres tipos de datos [64]: 
 Datos provenientes del sistema SCADA (del término anglosajón supervisory 
control and data acquisition), por ejemplo parámetros ambientales o del siste-
ma eléctrico de potencia. 
 Datos desde las PMU (del término anglosajón phasor measurement unit), los 
cuales son medidas de parámetros eléctricos de la forma de onda. 
 Datos de los consumidores, los cuales son básicamente la demanda de energía 
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Imagen 3.3 Estructura de una REI [63] 
La medición en una REI es fundamental, recientemente se han desarrollado nuevos 
sistemas de medición, por ejemplo AMI (del término anglosajón advanced metering 
infrastructure) provee una interacción bidireccional entre el consumidor y la red eléc-
trica [63]. En una REI los consumidores tienen la capacidad responder a estímulos del 
mercado para gestionar su consumo, generar o almacenar energía, permitiendo mejorar 
la estabilidad y aprovechar de manera eficaz los recursos existentes, a esto se le llama 
respuesta de la demanda [63]. 
3.2.1.2 Medición Inteligente 
El sistema de medición es quizá la sección más importante de una REI, es la mayor 
fuente de datos del sistema y está preparada para medir, recopilar, analizar y procesar 
automáticamente datos de consumo energético [64]. Un sistema de MI consta de medi-
dores inteligentes, una red de área local que comunica a una unidad de visualización 
del usuario, diferentes aplicaciones, nodos de comunicación y elementos de control de 
cargas. Esta red de área local a su vez se enlaza con una red de área extendida que 
permite la comunicación con un centro de control y la red de distribución (ver Imagen 
3.4). De esta manera el sistema soporta funcionalidades que no estaban disponibles 
anteriormente. 
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Imagen 3.4 Sistema de medición inteligente 
Los medidores inteligentes son más precisos que los medidores convencionales, 
computan el flujo de potencia de manera bidireccional ya que el consumidor puede 
tener GD. Además proveen información detallada, continua y en tiempo real para de-
terminar los usos que se le da a la electricidad, detectar fallos y caracterizar la deman-
da, de este modo se incentiva la gestión de la demanda, ahorro de energía y la eficien-
cia energética. Un consumidor por ejemplo, puede usar los datos del medidor para 
escoger una tarifa conveniente o decidir que artefacto o aplicación utilizar en determi-
nadas horas para ahorrar dinero, incluso podría vender la energía almacenada en la 
batería de su vehículo eléctrico. 
La información que proveen los medidores inteligentes no solo es útil para el consumi-
dor, sino que entrega valiosa información a las empresas eléctricas. Se puede, conocer 
el patrón de consumo de cada cliente, establecer tarifas, predecir picos de demanda, 
mejorar la operación y administración del sistema, calcular costos y realizar anuncios o 
advertencias de manera remota. Conocer en detalle los patrones de demanda energética 
de los consumidores también genera ciertas preocupaciones a nivel de seguridad, como 
se mencionó anteriormente, ya que esta información podría ser empleada con fines 
maliciosos. Por ejemplo, el análisis de los datos medidos puede revelar si las personas 
están o no en casa. El uso de minería de datos puede sugerir comportamientos de los 
consumidores al descubrir patrones en el uso de electrodomésticos, pudiendo ser un 
insumo para los departamentos de márquetin de las empresas. Entonces, un acceso, 
manipulación y control seguro a esta información es imperativo para proteger la priva-
cidad de los consumidores, así como garantizar la eficaz operación del sistema [64]. 
3.2.1.3 Medidores de electricidad 
Durante muchos años los medidores electromecánicos se utilizaron para contabilizar la 
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medidores electrónicos capaces no sólo de medir energía sino también otros parámetros 
eléctricos. Los medidores de lectura automática AMR (del término anglosajón automa-
tic meter reading) fueron introducidos en diferentes países entre los años 1970 y 2000, 
su gran ventaja es que envían información de las mediciones a las compañías eléctricas 
en periodos predefinidos, no obstante el flujo de datos es unidireccional. Los medido-
res inteligentes en cambio permiten una comunicación bidireccional, por un lado en-
vían la información de los parámetros eléctricos medidos. Además reciben información 
importante, como por ejemplo, detalles del uso de la electricidad, costo, tarifas y otras 
notificaciones o servicios enviados desde otras áreas funcionales de la red. Si bien los 
medidores inteligentes ya se han utilizado por más de una década, todavía siguen evo-
lucionando y agregando nuevas funcionalidades, mientras que diversas organizaciones, 
países y universidades unen esfuerzos para estandarizarlos [63]. 
La MI ha evolucionado en los últimos años, siempre agregando nuevos servicios. AMI 
es uno de los sistemas más extendidos, consta de una infraestructura de comunicación 
bidireccional y un sistema de administración de datos [63]. En la Imagen 3.5 se puede 
apreciar la evolución de la MI. 
 
Imagen 3.5 Evolución de los sistemas de medición inteligente [63] 
Un medidor inteligente se compone de los siguientes bloques funcionales: adquisición 
de señal, acondicionamiento, conversión analógica a digital, cálculos y comunicación, 










 Interface HAN o LAN
 Conexiones y Desconexión remota del suministro
 Lecturas en tiempo real
 Notificaciones al consumidor
 Otras lecturas de servicios ofertados
 Lecturas remotas
 Detección de cortes de energía del lado del medidor
 Detección de robos de energía
 Obtención de perfiles de carga
 Medición de un amplio rango de variables eléctricas
 Mayor precisión que los medidores electromecánicos
 Flexibilidad en el diseño






















Imagen 3.6 Diagrama de bloques de un medidor inteligente [63] 
La adquisición de señal se realiza mediante sensores de corriente y tensión, mientras 
que el acondicionamiento de la señal, conversión analógica a digital y los cálculos son 
realizados en un microcontrolador. Un medidor de este tipo requiere adicionalmente 
otros componentes, tales como una fuente de alimentación, baterías, reloj, memoria 
EEPROM, unidad de comunicación (Wi-Fi, GSM, GPRS) y un elemento de secciona-
miento (Imagen 3.7) [63]. 
 
Imagen 3.7 Estructura física de un medidor inteligente [63] 
Los datos de las variables provenientes de los sensores no son almacenados o enviados 
directamente debido a la cantidad de información que esto representaría. Estos datos 
son procesados en periodos predefinidos, los cuales son generalmente de: 1, 5, 10, 15, 
30 minutos o 1 hora. Los periodos más utilizados son los de 15, 30 minutos y 1 hora. 
En cada periodo se computa la media, el valor máximo y mínimo de cada variable 
medida, de esta manera el requerimiento de capacidad de almacenamiento y/o transmi-
sión de datos disminuye. 
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Una vez que se han revisado las características y la estructura de los sistemas de medi-
ción para las REI, en el siguiente apartado se presenta un sistema de MI implementado 
en la UPS Sede Cuenca [65]. 
3.3 Sistema de medición inteligente en la UPS 
En la UPS se ha implementado un sistema de medición inteligente, cuyos datos obteni-
dos del consumo de energía eléctrica son esenciales en el desarrollo de este trabajo ya 
que proveen la información de partida para el desarrollo de la metodología propuesta 
en el Capítulo 4, además se utilizan en uno de los casos de estudio planteados en el 
Capítulo 5. 
En Ecuador la implementación de medidores inteligentes ha sido escasa hasta el mo-
mento. Las empresas eléctricas todavía utilizan mayoritariamente medidores electro-
mecánicos, mientras que los medidores electrónicos algunos de ellos AMR general-
mente se utilizan para grandes consumidores. En este contexto, la puesta en marcha de 
un sistema de MI en la UPS es un interesante aporte al sector en el Ecuador, convir-
tiéndose en la actualidad en un laboratorio de medición y monitorización de electrici-
dad. Este laboratorio permite el estudio de patrones de consumo, establecimiento de 
tarifas, predicción de la demanda, mejora en la operación y administración del sistema, 
evaluación de medidas de eficiencia energética, etc. 
3.3.1 La demanda de electricidad en la Universidad Politécnica Salesiana Sede 
Cuenca 
La UPS Sede Cuenca se emplaza en una extensión de 8 hectáreas, tiene 14 edificacio-
nes y actualmente cuenta con aproximadamente 6000 estudiantes, 280 profesores y 200 
empleados y personal administrativo. La ciudad de Cuenca está situada en la provincia 
del Azuay al sur de Ecuador. Se ubica en un valle en medio de la cordillera de los An-
des, a una altura aproximada de 2500 msnm y cuenta con alrededor de 600.000 habi-
tantes. La temperatura ambiente es poco variable a lo largo del año, con una media 
anual de 14.7°C; temperaturas máximas promedio de 21°C y mínimas promedio de 
9°C. 
La electricidad en la UPS Sede Cuenca es suministrada por la Empresa Eléctrica Re-
gional Centro Sur (EERCS) [66] a 22 kV e internamente se distribuye mediante 5 
transformadores de potencia trifásicos. En la Imagen 3.8 se puede ver la ubicación 
geográfica de la Universidad, mientras que la Imagen 3.9 muestra el diagrama unifilar 
de la red de media tensión. 




Imagen 3.8 Ubicación geográfica de la UPS Sede Cuenca (© 2020 Google Maps) 
 























































CC1 CC2 CC3 CC4 CC5
TRV3Ø150
21462P
























Los datos de consumo de electricidad recopilados desde el año 2013 en la UPS revelan 
que la demanda de energía crece por encima del 4% cada año (Imagen 3.10). 
 
Imagen 3.10 Demanda de electricidad anual en la UPS Sede Cuenca 
3.3.2 Puesta en marcha del sistema de medición inteligente 
La instalación de un sistema de MI no es una tarea trivial. En base a la experiencia 
adquirida, se recomienda el siguiente procedimiento para la implementación de este 
tipo de sistemas: 
a) Levantamiento del sistema eléctrico y selección de los puntos de medida 
b) Selección del tipo de sistema de medición inteligente 
c) Medición inicial de variables eléctricas en los puntos seleccionados 
d) Selección de los medidores y transformadores de corriente 
e) Instalación y pruebas 
f) Puesta en marcha del sistema 
A continuación se detalla el procedimiento llevado a cabo en la UPS Sede Cuenca. 
3.3.2.1 Levantamiento del sistema eléctrico y selección de puntos de medida  
En el apartado 3.3.1 se detalló el sistema eléctrico existente en la UPS Sede Cuenca.  
La selección de los puntos de medida se realizó en base a tres criterios: la cantidad de 
energía consumida, el tipo de cargas y la factibilidad de implementación de medidas de 
ahorro. Los puntos de medida seleccionados fueron los siguientes: 
a) Acometida principal: Conocer el consumo de electricidad de todo el campus univer-
sitario es fundamental. Además, es importante contrastar las mediciones realizadas por 
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b) Edificio Cornelio Merchán: Este edificio es alimentado por un transformador de 
300kVA y consume aproximadamente el 35% de toda la electricidad en la UPS. 
c) Biblioteca: Demanda gran cantidad de energía en iluminación, sin embargo tiene 
muchas superficies acristaladas, por lo que las posibilidades de ahorro son considera-
bles. 
d) Data Center: El centro de datos concentra los servidores que dan soporte informáti-
co a la UPS a nivel nacional (Cuenca, Quito y Guayaquil). El data center esta alimen-
tado por un transformador de 60 kVA. 
e) Edificio Guillermo Mensi: En este edificio funcionan 21 aulas de clase y 4 audito-
rios, el comportamiento de este tipo de espacios es de gran interés en este estudio, ya 
que existen 5 edificios similares en el campus. En la Imagen 3.11 se muestran las foto-
grafías de los lugares escogidos. 
 
a) Acometida principal 
 




d) Data center 
 
e) Edificio Guillermo Mensi 
Imagen 3.11 Edificios escogidos para la instalación de los medidores inteligentes 




3.3.2.2 Selección del tipo de sistema de medición inteligente 
Se ha seleccionado un sistema de medición AMI debido a que es el más extendido en 
la actualidad, con una comunicación bidireccional segura y un sistema de administra-
ción de datos. Se ha optado por una comunicación a través de las redes de telefonía 
móvil, ya que es la que probablemente prevalecerá a mediano y largo plazo por sus 
bajos costes operativos y de acceso. 
3.3.2.3 Medición inicial de variables eléctricas en los puntos seleccionados 
La medición de la intensidad de corriente eléctrica en los puntos seleccionados permite 
seleccionar transformadores de corriente (TCs) adecuados para cada caso. Por otro lado 
el voltaje se mide de manera directa. La acometida principal a 22kV cuenta con un 
medidor de la EERCS y un transformador mixto de medida (trafomix), por lo que no es 
necesario instalar TCs. En los restantes puntos de medida seleccionados se tomaron 
mediciones de las diferentes variables eléctricas por un periodo de una semana, me-
diante un medidor de calidad de energía de la marca Fluke modelo 1735 [65]. Las co-
rrientes máximas obtenidas en cada caso se detallan en la Tabla 3.2. 
Tabla 3.2 Corrientes máximas medidas en los puntos de medida [65] 
Punto de 
medida Edificio I1 [A] I2 [A] I3 [A] 
b Cornelio Merchán 556 447 521 
c Biblioteca 79 60 98 
d Data Center 146 123 158 
e Guillermo Mensi 129 99 147 
3.3.2.4 Selección de los medidores y transformadores de corriente 
Se adquirieron medidores inteligentes de la marca Discar. En la Tabla 3.3 se detallan 
los TCs seleccionados y el modelo del equipo de medición para cada punto de medida.  
Tabla 3.3 Medidores utilizados en la implementación del sistema de medición [65] 
Punto de 
medida Lugar / Edificio 
Marca y Modelo del 
medidor TC seleccionado 
Tipo de 
medición 
a Acometida principal Discar DIMET3 GSM CT 
Trafomix 
existente Indirecta 
b Edificio Cornelio Merchán Discar DIMET3 GSM CT 800/5 Indirecta 
c Biblioteca Discar DIMET3 GSM CT 100/5 Indirecta 
d Data Center Discar DIMET3 GSM CT 200/5 Indirecta 
e Edificio Guillermo Mensi Discar DIMET3 GSM CT 150/5 Indirecta 
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3.3.2.5 Instalación y pruebas 
El primer medidor se instaló en la acometida principal utilizando el mismo transforma-
dor mixto de medida de la EERCS. Los medidores restantes, sus transformadores de 
corriente y protecciones correspondientes se instalaron en los puntos indicados ante-
riormente. En la Imagen 3.12 se pueden observar los medidores instalados. 
 
a) Acometida principal 
 
b) Edificio Cornelio Merchán 
 
c) Data center y Edificio Guillermo Mensi 
 
d) Biblioteca 
Imagen 3.12 Medidores instalados en la de la UPS Sede Cuenca 
En la Imagen 3.13 se detalla la locación geográfica en dónde están instalados cada uno 
de los medidores en el campus universitario, mientras que en la Imagen 3.14 se mues-
tra la ubicación de los medidores en el diagrama unifilar. 





Imagen 3.13 Ubicación física de los medidores inteligentes en la UPS Sede Cuenca (© 2020 
Google Maps) 
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3.3.2.6 Puesta en marcha del sistema 
Los medidores instalados tienen módulos de comunicación GSM/GPRS, para ello dis-
ponen de una tarjeta SIM (del término anglosajón subscriber identity module). Una vez 
configurados los dispositivos y establecida la comunicación GSM/GPRS a través de la 
red de telefonía móvil proveedora de las tarjetas SIM. La red de comunicación estable-
cida tiene la estructura que se muestra en la Imagen 3.15. 
 
Imagen 3.15 Estructura de la red de medición inteligente de la UPS 
El acceso a los datos y a la configuración de los medidores se realiza mediante una 
plataforma web. En la Imagen 3.16 se puede ver el entorno web que maneja dicha pla-
taforma. 
















Los datos están disponibles en tiempo real o en periodos definidos por el usuario, tal 
como se muestra en la Imagen 3.17. 
 
Imagen 3.17 Visualización de la potencia demandada en la plataforma web de los medidores 
inteligentes 
La plataforma informática de los medidores provee un registro de datos con intervalos 
de 15 minutos. Cada dato a su vez representa la media de todas las mediciones realiza-
das en ese intervalo cuarto horario. Los medidores también permiten agregar tarifas 
diferenciadas por horario. Las variables eléctricas de las que se obtienen los registros 
son las siguientes: 
 Voltajes (uno por cada fase) [V] 
 Corrientes (una por cada fase) [A] 
 Energía activa [Wh] 
 Energía reactiva [VArh] 
 Energía aparente [VAh] 
 Potencia activa [W] 
 Potencia reactiva [VAr] 
 Potencia aparente [VA] 
 Factor de potencia 
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 Demanda máxima por cada intervalo de 15min [W] 
El sistema de MI instalado en la UPS provee los registros de las variables eléctricas 
mencionadas en cada punto de medida indicado desde el 26-03-2017 de manera conti-
nua y en tiempo real. Estos datos representan un recurso fundamental para la investiga-
ción de propuestas de mejora del desempeño energético en el campus universitario. 
Las mediciones de energía realizadas por el medidor de la acometida principal se con-
trastan mes a mes con las realizadas por el medidor debidamente calibrado y certifica-
do de la EERCS. De esta manera se verifican los valores facturados. Las contrastacio-
nes realizadas indican que el error porcentual es inferior al 1%. En la Tabla 3.4 se 
presenta a modo de ejemplo, el contraste de mediciones para 3 meses del año 2017. 
Tabla 3.4 Contrastación de mediciones en la acometida principal en el año 2017 







Septiembre 72.3633 71.9320 -0.60 
Octubre 88.1533 88.0250 -0.15 
Noviembre 86.6540 86.5360 -0.14 
3.4 La demanda de potencia activa como serie temporal 
En esta tesis se trata la problemática acerca de la obtención de patrones estocásticos de 
consumo de electricidad y la identificación de cambios y/o anomalías en la demanda 
eléctrica. Para ello se utilizan los datos de la potencia activa absorbida y sus variables 
temporales relacionadas. Los sistemas de MI descritos en el apartado anterior represen-
tan una herramienta fundamental en la adquisición de este tipo de datos. 
En las nuevas redes eléctricas inteligentes se adquieren, preprocesan y almacenan datos 
continuamente, sin embargo, estos por si solos son de poca utilidad. En el reconoci-
miento de patrones a más de las etapas de adquisición y preprocesamiento son necesa-
rias las etapas de segmentación, extracción de características y clasificación lo cual 
proporciona información útil en la toma de decisiones. En este contexto, es fundamen-
tal comprender la naturaleza de estos datos y sus características como paso previo a la 
aplicación de cualquier técnica o herramienta de reconocimiento de patones posterior. 
La potencia eléctrica activa obtenida por un dispositivo de medición constituye un 
registro de datos secuenciales durante periodos definidos. Estos registros tienen carac-
terísticas que hacen posible definirlos como una serie temporal. Una serie temporal 
constituye un grupo de datos registrados durante un periodo establecido y tiene 4 com-
ponentes: irregular, cíclica, estacional y la tendencia [2]. 




3.4.1 Variación estacional de una serie temporal 
La variación estacional se refiere a la fluctuación de los valores de la serie de datos en 
un periodo. Por ejemplo, la potencia activa absorbida por un consumidor evidencia 
variaciones estacionales en periodos semanales y/o anuales. En la Imagen 3.18 se 
muestra la demanda media de potencia activa trimestral de algunos años en la UPS 
Sede Cuenca en la que se evidencia la variación estacional. 
3.4.2 Promedio móvil  
El promedio móvil permite suavizar una serie temporal, mostrando su tendencia clara-
mente. El promedio móvil se aplica de manera válida cuando los valores de la serie 
temporal siguen una tendencia lineal y tienen fluctuaciones repetitivas en periodos 
definidos. Mediante este procedimiento se logra eliminar la componente cíclica y la 
irregular, siempre que la duración de los ciclos sea constante y los valores de amplitud 
en cada ciclo sean similares.  
El número de elementos que se toman en cuenta para realizar un promedio móvil de-
pende de las características de los datos. Por ejemplo, si los datos corresponden a pe-
riodos diarios podrían considerarse 7 elementos, ya que en una semana hay 7 días. Si 
los datos son semanales se podrían escoger 4 elementos, porque aproximadamente 4 
semanas hacen un mes. Sin embargo, no hay reglas específicas, por lo que se reco-
mienda realizar pruebas para establecer un número adecuado de elementos que suavi-
cen las fluctuaciones. Por ejemplo, para la potencia media trimestral de la UPS se cal-
cula el promedio móvil con 4 valores ya que 4 trimestres conforman un año, tal como 
se representa en la Imagen 3.18. 
 
Imagen 3.18 Variación estacional en la demanda de potencia eléctrica absorbida trimestral en la 
UPS Sede Cuenca y su promedio móvil 
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3.4.3 Estacionalidad de los datos y desestacionalización 
La demanda de electricidad es una serie de datos estacional que responde a un proceso 
estocástico. La fluctuación estacional de una serie temporal se puede medir con distin-
tos métodos. El más usual es el conocido como método de la razón con el promedio 
móvil, en este se eliminan tendencias, ciclos e irregularidades que tienen los datos a 
analizar. Desestacionalizar los datos implica eliminar la variación estacional de la serie 
temporal, este proceso sigue los siguientes pasos [2]:  
1. Definir un periodo adecuado para cada valor que se obtendrá de la serie temporal 
(diario, semanal, mensual, trimestral, etc). Su selección depende de las características 
de los datos y del tipo de análisis que se desea efectuar. 
2. Definir el número de periodos para calcular el total móvil. El total móvil es la suma 
de los valores correspondientes cada periodo definido. 
3. Determinar el total móvil de los periodos correspondientes. 
4. Obtener el promedio móvil dividiendo el total móvil entre el número de periodos 
considerados en el punto 2. 
5. Calcular el promedio móvil centrado. Esto se hace tomando los valores de los pro-
medios móviles consecutivos y dividiéndolos entre 2. En un gráfico estos valores se 
representan entre las cantidades promediadas.  
6. Calcular el índice de estacionalidad específico por cada periodo definido en el punto 
1. Para ello es necesario dividir el valor original correspondiente a cada periodo (punto 
1) entre el promedio móvil centrado obtenido en el punto 5. 
7. Si se trabaja con más de un año de datos se debe calcular un índice de estacionalidad 
habitual. Estos índices se obtienen al realizar la media de los índices correspondientes a 
los mismos periodos de cada año (de cada día, semana, mes, trimestre, etc). Entonces 
habrá un índice específico por cada periodo en los que se ha dividido el año, este pro-
cedimiento elimina las variaciones irregulares de la serie.  
8. Calcular el índice de estacionalidad ajustado. Se deben corregir los índices para que 
el promedio sea 1, para ello es necesario calcular un factor de corrección, mediante:  
𝐹𝑐 =
𝑁ú𝑚𝑒𝑟𝑜 𝑑𝑒 𝑝𝑒𝑟𝑖𝑜𝑑𝑜𝑠 𝑞𝑢𝑒 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛 𝑒𝑙 í𝑛𝑑𝑖𝑐𝑒




El índice ajustado se obtiene al multiplicar el índice calculado en el punto 6 o 7 por el 
factor de corrección. 




9. Obtener los valores desestacionalizados, al dividir los valores originales del punto 1 
entre el índice ajustado calculado. 
La obtención de una serie de datos desestacionalizados de electricidad en un periodo 
definido, permite realizar un análisis estadístico más robusto, evitando sesgar el análi-
sis. 
3.5 Análisis de la muestra de datos 
En los apartados anteriores se ha descrito cómo y mediante qué equipos se realiza la 
adquisición de datos de la energía eléctrica. Además, se ha definido a la potencia activa 
absorbida como una serie temporal de datos estacionales que responde a un proceso 
estocástico. El detalle de la muestra de los datos, su procesamiento y análisis explorato-
rio se aborda en este apartado. 
3.5.1 Muestra de los datos 
Los PCE diarios están conformados por datos de potencia activa media en intervalos 
por lo general de 1 hora o cada 15 minutos. En la actualidad es muy común usar inter-
valos cuarto horarios, es decir que por cada día se tienen 96 observaciones.  
La cantidad de días a considerar en el reconocimiento de patrones de consumo es un 
aspecto a tener en cuenta. El estilo de vida actual hace que los patrones de consumo de 
electricidad cambien constantemente debido a la evolución vertiginosa de la tecnolo-
gía, por esta razón se considera conveniente trabajar con datos con una antigüedad 
hasta de un año. Bajo esta consideración el análisis inicia con el día de consumo más 
reciente, luego el anterior y así sucesivamente hasta completar el periodo seleccionado. 
El primer problema en el reconocimiento de patrones en este tipo de datos se presenta 
al extraer sus características, ya que analizar todos los datos como una sola población 
estadística resulta inútil. Para ejemplificar lo expuesto se toman los datos de la acome-
tida principal de la UPS Sede Cuenca desde el 28-05-2017 hasta el 27-05-2018. Resul-
ta interesante ver los PCE diarios de todo un año en una sola figura. Como se ve en la 
Imagen 3.19 los perfiles son diversos y no se identifican características definidas. 
 




Imagen 3.19 PCE diarios en la UPS Sede Cuenca para un periodo de un año 
Para verificar que tipo de distribución de probabilidad tienen las instancias de datos, 
los valores de potencia se han agrupado según un intervalo cuarto horario específico. 
Para esto se construye una matriz, en dónde cada fila representa un perfil de carga dia-
rio. Entonces, cada columna de esta matriz representa la potencia activa media absorbi-
da cada 15 minutos para varios días. Es lógico pensar que el consumo energético en 
una instalación cambia según la hora del día, así por ejemplo, los valores de potencia 
son muy diferentes de 3:00 a 3:15 am que de 11:00 a 11:15 am. Es por esto que, el 
análisis de la muestra se realiza en intervalos cuarto horarios específicos. En la Imagen 
3.20 se representa una matriz de datos de consumo para M días, también se ilustra có-
mo se agrupa la muestra datos para analizar su distribución de probabilidad. 
 
Imagen 3.20 Matriz de perfiles diarios de consumo de electricidad y toma de la muestra 
x1,1 x1,2 … x1,c … x1,96
x2,1 x2,2 … x2,c … x2,96
… … … … … …
xr,1 xr,2 … xr,c … xr,96
xM,1 xM,2 … xM,c … xM,96
Matriz  =
muestra 1 muestra 2 muestra c muestra 96




Inicialmente, se analizan dos muestras en HNL y dos en HL para identificar la distribu-
ción de datos. Los intervalos seleccionados en HNL son de 2:00 a 2:15 y de 4:30 a 4:45 
horas, mientas que los intervalos en HL son de 10:00 a 10:15 y de 17:30 a 17:45 horas. 
En la Imagen 3.21 se puede observar que las instancias de datos no tienen una distribu-
ción de probabilidad definida, esto se debe a que la demanda de electricidad depende 
del día de la semana, laboralidad y otras variables como por ejemplo la temperatura 
ambiente que influye directamente en el consumo de energía en la climatización de 
espacios interiores. La ausencia de una distribución de probabilidad definida en las 
instancias de datos dificulta su análisis e interpretación. 
En este capítulo se plantean tres procedimientos para solventar la ausencia de una dis-
tribución definida en los datos, los cuales se abordan en los siguientes apartados. El 
primer procedimiento propuesto es la segmentación, el segundo es el tratamiento de 
datos de la serie temporal y el tercero es la eliminación de anomalías. El tratamiento de 
la serie temporal se propone en un nuevo método para eliminar la tendencia y desesta-
cionalizar los datos de la demanda de electricidad de cualquier tipo de consumidor. A 
este método se le ha denominado SAEC por sus siglas en inglés (Seasonality Analysis 
of Electricity Consumption). Estos procedimientos han sido diseñados para facilitar el 














Imagen 3.21 Histogramas para diferentes intervalos cuarto horarios considerando todos los 
PCE de un año – UPS 
3.5.2 Tratamiento de los datos de la muestra 
El tratamiento de los datos de la muestra constituye una de las fases tempranas del 
reconocimiento de patrones, por lo que su adecuado análisis es tan importante como 
aplicar correctamente cualquier técnica o herramienta de clasificación posterior. A 
continuación se detalla cada uno de los procedimientos aplicados en esta labor. 
3.5.2.1 Segmentación de datos 
La segmentación de datos se realiza en función de dos criterios. El primer criterio con-
sidera variables categóricas temporales, mientras que el segundo considera una variable 
categórica laboral, todas ellas relacionadas a la demanda de electricidad. En la Tabla 


















Día de la semana x 
 
x  
Intervalo cuarto horario  x  
x  
Laboralidad  x 
x  
Fecha*  x 
 
 x 
* La fecha es solo una variable informativa y no es utilizada en el procesamiento y tabulación de los datos 
 
Los PCE así como las variables consideradas para la segmentación se organizan en una 
matriz, de tal manera que la demanda de electricidad de cada día está representado en 
una fila. La matriz tiene un tamaño de MxA, siendo M el número de días que confor-
man el periodo de análisis, en tanto que A representa las 99 características del consumo 
de cada día (96 valores de potencia cuarto horaria y las 3 variables categóricas de seg-
mentación indicadas en la Tabla 3.5. Posteriormente, la matriz MxA es desagregada en 
14 matrices, dos por cada día de la semana. Una matriz contiene los DL y la otra matriz 
los DNL, tal como se muestra en la Imagen 3.22. 
 
Imagen 3.22 Segmentación de los datos del consumo de electricidad 
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La segmentación aporta mayor uniformidad en la masa de datos de manera sencilla. En 
la Imagen 3.23 se muestra en histogramas la distribución de las observaciones de po-
tencia activa eléctrica para los días miércoles laborables en diferentes intervalos cuarto 
horarios. Se ve claramente que los datos se agrupan más cerca de la media a diferencia 
de la Imagen 3.21. Luego de la segmentación los datos son más uniformes (ver Imagen 
3.24), sin embargo su distribución no corresponde a una distribución de probabilidad 
normal, tal como lo indica su valor p (definido en el apartado 2.2.5). 
  
  
Imagen 3.23 Distribución de los datos para los días miércoles laborables en la UPS 





Imagen 3.24 Ajuste de los datos a una distribución normal (10:00-10:15 am) para un miércoles 
laborable en la UPS, valor p = 0.00013 
3.5.2.2 Tratamiento de la serie temporal de datos con el método SAEC 
La demanda de electricidad es una serie temporal con variaciones estacionales debido a 
cambios en los procesos de trabajo, temperatura ambiente, periodos de vacaciones, etc., 
tal como se ha expuesto anteriormente. En el apartado 3.4 se estudiaron las característi-
cas de las series temporales de datos. Este estudio permite establecer las condiciones 
requeridas para llevar a cabo un tratamiento de una serie temporal, las cuales se resu-
men en las siguientes: 
 Las fluctuaciones presentes en la serie de datos son repetitivas. 
 Las fluctuaciones tienen periodos definidos. 
 Los valores de la serie temporal siguen una tendencia lineal. 
 Los valores de amplitud en cada ciclo tienen valores similares. 
En el caso de la demanda de energía eléctrica de la UPS se evidencian fluctuaciones 
repetitivas en periodos de un año con una tendencia lineal positiva, tal como se observó 
en Imagen 3.18. La amplitud de los valores en cada ciclo es similar, obviamente afec-
tada por la tendencia lineal. De esta manera, se observa de manera clara que las 4 con-
diciones para llevar a cabo el tratamiento de datos de la serie temporal se cumplen. 
En este trabajo se propone un nuevo método para tratar la demanda de electricidad el 
cual ha sido publicado en la revista Energies [67]. Al método se le denomina SAEC y 
tiene la capacidad de eliminar satisfactoriamente la tendencia y la componente estacio-
nal de los datos. El método SAEC propuesto para el tratamiento de la serie temporal se 
ha resumido en 6 pasos, tal como se muestra en la  Imagen 3.25. 




Imagen 3.25 Método SAEC 
1. Adquisición de la serie temporal de datos y exclusión de los días no laborables 
Se obtiene un vector de datos de potencia activa cuarta horaria solamente excluyendo 
los DNL correspondientes al periodo a analizar y se registra la cantidad de DL que 
conforman cada semana. Los datos correspondientes a los DNL no se consideran en 
este procedimiento debido a que la demanda de electricidad permanece más o menos 
constante cuando un edificio no tiene ocupación. 
2. Substracción del valor de carga base 
Se calcula el valor de carga base, para ello se computa el primer percentil de los datos 
del vector anterior. La estacionalidad tiene poca influencia en las HNL en dónde se 
demandan valores de potencia cercanos a la carga base. Al analizar el vector se aprecia 
que la cantidad de anomalías de valor bajo, es menor que el 1% de todos los datos, por 
lo tanto, se ignoran mediciones que corresponden a eventos tales como cortes de ener-
gía, desconexiones, etc. A los datos del vector de los DL del paso 1, se le resta el valor 
de la carga base, así el vector resultante tiene valores cercanos a cero durante las HNL, 
esto es beneficioso en el análisis, ya que la estacionalidad tiene mínima influencia en 
estas horas. 
3. Obtención del promedio móvil semanal 
Se obtiene la potencia media de cada semana, considerando solamente el número de 
días registrados en el paso 1. Se calcula el promedio móvil de los valores obtenidos, 
para ello se utilizan 4 valores, es decir 4 semanas. A continuación se calcula el prome-
Adquisición de la serie temporal de datos y 
exclusión de los días no laborables 
Substracción del valor de carga base
Obtención del promedio móvil semanal
Cálculo de índices de estacionalidad
Eliminación de la tendencia y 
desestacionalización











dio móvil centrado, esto se realiza al promediar dos valores consecutivos del promedio 
móvil. 
4. Cálculo de índices de estacionalidad 
Se calcula la media de todos los valores obtenidos al final del paso 3. Se obtienen los 
índices de estacionalidad al dividir cada promedio móvil centrado entre la media calcu-
lada. Así, se consigue que la media de los índices de estacionalidad sea 1. 
5. Eliminación de la tendencia y desestacionalización 
Se elimina la tendencia y se desestacionaliza el vector de datos obtenido en el paso 1 al 
dividir cada uno de sus valores entre los índices de estacionalidad correspondientes a 
cada semana que fueron obtenidos en el paso 4. 
6. Reconstrucción de la serie temporal de datos. 
Al vector de datos del paso anterior se le suma el valor de carga base calculado en el 
paso 2. Finalmente, se reconstruye el vector de datos de demanda eléctrica, juntando en 
la secuencia correcta los datos de los días laborables procesados y los datos de los días 
no laborables que fueron excluidos inicialmente. 
En la Imagen 3.26 se muestra la demanda de electricidad (potencia media diaria) de un 
año para UPS Sede Cuenca, mientras que en la Imagen 3.27 se observan los datos tra-
tados mediante con método SAEC. 
 
Imagen 3.26 Consumo de electricidad - Universidad Politécnica Salesiana (09-03-2017 hasta 08-
03-2018) 




Imagen 3.27 Consumo de electricidad aplicando el método SAEC - Universidad Politécnica 
Salesiana (09-03-2017 hasta 08-03-2018) 
A continuación se analiza la distribución de los datos después de realizar el tratamiento 
con el método SAEC (ver Imagen 3.28). Es evidente que el procedimiento realizado 
permite que los datos se ajusten de mejor manera a la distribución normal. 
  
  
Imagen 3.28 Distribución de los datos para los días miércoles laborables en la UPS aplicando el 
método SAEC 





Imagen 3.29 Ajuste de los datos a una distribución normal para los miércoles laborables (10:00-
10:15 am), al aplicar el método SAEC, valor p = 0.07639 
En la Imagen 3.29 se muestra el ajuste de los datos de los días miércoles de 10:00 a 
10:15 horas, en este caso el valor p es igual a 0.07639, por lo tanto se considera que los 
datos tienen una distribución normal. 
3.5.2.3 Eliminación de anomalías y agrupamiento de datos 
El ajuste de una instancia de datos a la distribución normal mejora cuando se eliminan 
anomalías y se agrupan varios tipos de días de consumos similares, aumentado de esta 
manera la cantidad de observaciones en la muestra. Este procedimiento se explica en 
detalle en el Capítulo 4, cuando se propone una nueva metodología para obtener patro-
nes estocásticos de consumo. En la Imagen 3.30 se muestra la distribución de los datos 
resultante en varios intervalos cuarto horarios para un conjunto de PCE, los cuales 
representan el patrón de consumo para los días miércoles laborables. 
La Imagen 3.31 muestra el ajuste a la distribución normal de los datos del patrón de los 
días miércoles laborables en la UPS entre las 10:00 y 10:15 am. El valor p obtenido es 
mayor que en los casos anteriores, confirmando que los datos se ajustan de mejor ma-
nera a la curva gaussiana. 
 





Imagen 3.30 Distribución de los datos para el patrón de los días miércoles laborables en la UPS  
 
Imagen 3.31 Ajuste a la distribución normal del patrón de los días miércoles (10:00-10:15 am) 
en la UPS, valor p = 0.10208 
 




3.5.3 Tratamiento de los datos de la muestra en el edificio 5E de la UPV 
Adicionalmente, se utilizan los datos del consumo de electricidad de otro consumidor, 
como es el edificio 5E de la Universidad Politécnica de Valencia (UPV) en España 
desde el 01 de noviembre de 2014 hasta el 31 de octubre de 2015 con el objeto de con-
firmar la validez del análisis de la muestra de los datos de consumo eléctrico propuesto 
en este capítulo. 
Inicialmente se verifica como están distribuidos los datos. En la Imagen 3.32 se obser-
va la distribución de los datos para 4 diferentes intervalos cuarto horarios para los días 
miércoles laborables. Al igual que en el análisis anterior para la UPS, se toma el inter-
valo cuarto horario de entre las 10:00 y 10:15 am para verificar si los datos se ajustan a 
la distribución normal. En este caso en particular el ajuste es satisfactorio, incluso sin 
tratar los datos con el método SAEC aportado en esta tesis (ver Imagen 3.33). 
  
  
Imagen 3.32 Distribución de los datos para los días miércoles laborables en la UPV 




Imagen 3.33 Ajuste de los datos a una distribución normal para los miércoles laborables (10:00-
10:15 am) en la UPV, valor p=0.20972 
3.5.3.1 Tratamiento de datos con el método SAEC 
En la Imagen 3.34 se presenta la distribución de los datos para los miércoles laborables 
a lo largo de un año en la UPV, después de aplicar el método SAEC. 
 
  
Imagen 3.34 Distribución de los datos para los días miércoles laborables en la UPV aplicando el 
método SAEC 




Al observar la Imagen 3.35 se evidencia que el ajuste a la distribución normal desmejo-
ra al aplicar el método SAEC en la UPV. El valor p en este caso es menor que el indi-
cado en la Imagen 3.33. 
 
Imagen 3.35 Ajuste de los datos a una distribución normal para los días miércoles laborables 
(10:00-10:15 am) aplicando el método SAEC, valor p = 0.12007 
3.5.3.2 Eliminación de anomalías y agrupamiento de datos 
Al eliminar los PCE que contienen anomalías y realizar el agrupamiento de días con 
consumos similares se obtiene una muestra que representa el consumo típico del día de 
la semana seleccionado. Para el caso del miércoles seleccionado anteriormente, se evi-
dencia que el ajuste a la distribución normal mejora notablemente (ver Imagen 3.36). 
 
Imagen 3.36 Ajuste a la distribución normal  del patrón de los días miércoles (10:00-10:15 am) 
aplicando el método SAEC, valor p = 0.73952 
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3.5.3.3 Tratamiento de los datos en periodos de verano e invierno 
La climatización en los edificios de la UPV tienen dos modos de funcionamiento, en 
verano funcionan un tipo de dispositivos y en invierno otros. Los meses en los que los 
equipos de climatización de verano se activan son abril, mayo, junio, julio, agosto, 
septiembre y octubre, mientras que, los equipos de calefacción se activan en los meses 
de noviembre, diciembre, enero, febrero y marzo. A continuación se analizan por sepa-
rado estos dos modos de funcionamiento con el objeto de verificar si los procedimien-
tos de segmentación, tratamiento de la serie temporal de datos y la eliminación de 
anomalías mejoran el ajuste de los datos a una distribución normal. 
Periodo de verano 
Se analiza el periodo desde el 01 de abril hasta el 31 de octubre de 2015 (214 días). Los 
resultados para un día miércoles laborable sin aplicar el método SAEC se muestran en 
la Imagen 3.37. 
  
  
Imagen 3.37 Distribución de los datos para los días miércoles laborables en la UPV en el perio-
do de verano 




Pese a que existen pocos datos en el intervalo de 10:00 a 10:15 am, estos se ajustan a 
una distribución normal con un valor p=0.217003, tal como se ve en la Imagen 3.38.  
 
Imagen 3.38 Ajuste de los datos a la distribución normal para los miércoles laborables (10:00-
10:15 am) en el periodo de verano - UPV, valor p = 0.217003 
Al aplicar el método SAEC a la serie de datos el valor p aumenta (Imagen 3.39) por lo 
que se puede corroborar que este procedimiento también se puede utilizar cuando exis-
ten diferentes modos de funcionamiento en la climatización. 
 
Imagen 3.39 Ajuste de los datos a una distribución normal para los miércoles laborables (10:00-
10:15 am) en el periodo de verano, al aplicar el método SAEC, valor p = 0.37131 
Al eliminar valores atípicos y agrupar los datos también se obtiene una distribución 
normal, tal como se observa en la Imagen 3.40. 




Imagen 3.40 Ajuste a la distribución normal del patrón de los miércoles laborables (10:00-10:15 
am) en la UPV en el periodo de verano, valor p = 0.53981 
Periodo de invierno 
A continuación se analiza el modo de funcionamiento de los equipos de climatización 
para invierno. El intervalo de análisis es desde el 01 de noviembre de 2014 hasta el 31 
de marzo de 2015 (151 días). La distribución de los datos sin aplicar el método SAEC 
se puede ver en la Imagen 3.41. En el periodo de invierno considerado existen 17 días 
miércoles, aún con esta pequeña cantidad de datos, estos se aproximan a la distribución 
normal. En la Imagen 3.42 se muestra el ajuste para el intervalo cuarto horario de 10:00 












Imagen 3.41 Distribución de los datos para los días miércoles laborables en la UPV en el perio-
do de invierno 
 
Imagen 3.42 Ajuste de los datos a la distribución normal para los miércoles laborables (10:00-
10:15 am) en el periodo de invierno - UPV, valor p = 0.31706 
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Cuando se aplica el método SAEC a los datos, el ajuste a la distribución de probabili-
dad normal mejora. El ajuste a la normal del intervalo cuarto horario de 10:00 a 10:15 
am se muestra en la Imagen 3.43. 
 
Imagen 3.43 Ajuste de los datos a la distribución normal para los miércoles laborables (10:00-
10:15 am) en el periodo de invierno aplicando el método SAEC, valor p = 0.55183 
Después de realizar la eliminación de anomalías y agrupar días de consumo similar, los 
datos se siguen ajustando una distribución de probabilidad normal. Los resultados ob-
tenidos sugieren que los procedimientos de segmentación, tratamiento de la serie tem-
poral y eliminación de anomalías también se pueden aplicar en una instalación en pe-
riodos interanuales siempre que existan dispositivos que funcionan en determinadas 
temporadas, lo cual influye en las componentes de la serie temporal de datos. 
3.6 Conclusiones del capítulo 
Las nuevas REI y sus sistemas de medición generan gran cantidad de datos, por ende 
se requiere una recopilación, procesamiento y análisis adecuado. La revisión de los 
sistemas de medición de electricidad ha permitido identificar algunas características y 
necesidades relevantes: 
 El sistema de medición es una de las secciones más importante de una red 
eléctrica inteligente. La disponibilidad de información precisa y oportuna del 
consumo de electricidad en toda la cadena de suministro propicia el dinamis-
mo y evolución del mercado eléctrico y por lo tanto un mejor aprovechamiento 
de los recursos de los consumidores y del sistema en general.  




 La administración de las REI es cada vez más compleja. En este contexto, la 
medición de los parámetros eléctricos y el reconocimiento de patrones es im-
prescindible para la toma de decisiones en la gestión de este tipo de energía fi-
nal. 
 Las redes eléctricas enfrentan nuevos desafíos, ya que por un lado deben en-
tregar información para detectar anomalías, aumentar la eficiencia, contaminar 
menos o aumentar la rentabilidad. Pero por otro lado deben evolucionar para, 
ser más seguras y confiables en el manejo de los datos, tener capacidad de al-
macenamiento energético, restablecer el servicio rápidamente ante perturba-
ciones en el sistema, permitir GD y un flujo bidireccional de potencia y final-
mente proveer mayor protagonismo al consumidor. 
En este capítulo, también se presentó la implementación de un sistema de MI en la 
UPS Sede Cuenca. Este sistema provee la información de partida para el desarrollo de 
la metodología estadística propuesta en el siguiente capítulo. Además, la puesta en 
marcha de este sistema es una interesante contribución al sector en el Ecuador, convir-
tiéndose en la actualidad en un laboratorio de medición y monitorización de electrici-
dad. Este laboratorio permite la caracterización de la demanda, identificación de patro-
nes de consumo basados en datos históricos, establecimiento de tarifas, predicción de 
la demanda, mejora en la operación y administración del sistema, evaluación de medi-
das de eficiencia energética, etc. 
Los conceptos abordados acerca de las series temporales permitieron definir a la de-
manda de electricidad como una serie de datos estacional que responde a un proceso 
estocástico. Además, se describió el procedimiento seguido para el análisis de la mues-
tra y se resaltó la importancia de definir la distribución de probabilidad que mejor se 
ajuste a las instancias de datos. Los datos adquiridos por los sistemas de medición por 
si solos no se ajustan a una distribución de probabilidad específica, por lo que es nece-
sario realizar un tratamiento previo. 
En esta tesis se proponen tres procedimientos para afrontar la ausencia de una distribu-
ción de probabilidad definida en los datos de potencia cuarto horaria. El primer proce-
dimiento es la segmentación, el segundo es el tratamiento de la serie temporal de datos 
y el tercero es la eliminación de anomalías. La segmentación se realiza en función de 
dos criterios. El primer criterio considera dos variables categóricas temporales (día de 
la semana e intervalo cuarto horario), mientras que el segundo considera a la laborali-
dad como otra variable categórica de segmentación. Por otro lado, en el tratamiento de 
la serie temporal se aporta con un nuevo método para eliminar la tendencia y desesta-
cionalizar los datos de la demanda de electricidad proporcionando mayor uniformidad 
en los datos de cualquier tipo de consumidor. A este método se le ha denominado 
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SAEC por sus siglas en inglés (Seasonality Analysis of Electricity Consumption). Las 
pruebas realizadas indican que la segmentación y el método SAEC también se pueden 
aplicar en periodos interanuales siempre que existan dispositivos que funcionen en 
determinadas temporadas, tal es el caso de la climatización. El ajuste a una distribución 
normal mejora cuando se eliminan datos anómalos y se agrupan PCE correspondientes 
a días de consumos similares. 
Finalmente, se debe recalcar que un adecuado tratamiento de la muestra de los datos y 
su ajuste a una distribución de probabilidad conocida facilita el análisis e interpretación 
de datos. Estos datos procesados son la base de la metodología estadística propuesta en 





Metodología estadística para  
valorar e identificar cambios en 
perfiles de consumo de          
electricidad (SAICC) 
4. Capítulo 4 
4.1 Introducción 
La caracterización de la demanda de electricidad de los consumidores es posible gra-
cias a los datos proporcionados por los contadores de energía, hoy en día medidores 
inteligentes. Según se ha visto en el Capítulo 3, estos datos requieren un tratamiento 
previo para que se ajusten a una distribución de probabilidad conocida, facilitando de 
esta manera el análisis e interpretación estadística de los datos. 
En este capítulo se presenta una nueva metodología estadística que permite una ade-
cuada caracterización de la demanda, por sus siglas en Inglés se le ha denominado 
metodología SAICC (statistical assessment for identifying changes in consumption 
methodology) y ha sido publicada en la revista Energy and Buildings [68]. Caracterizar 
la demanda de electricidad significa obtener su comportamiento típico, identificar y 
valorar sus cambios, catalogar perfiles de carga e incluso predecir comportamientos 
futuros. Esta caracterización se consigue gracias a un análisis estadístico de datos histó-
ricos de consumo de energía que permite identificar comportamientos recurrentes y 
predecibles con presencia de incertidumbre, a los cuales en esta tesis se les denomina 
patrones estocásticos. La metodología propuesta puede ser aplicada en cualquier tipo 
de consumidor y otros puntos o niveles de la red eléctrica. Valorar los cambios en la 
demanda de electricidad permite asociar estos valores a posibles eventos en una insta-
lación. Esto puede ser empleado para detectar anomalías, generar alarmas, reducir cos-
tos en mantenimiento y aplicar medidas adecuadas rápidamente cuando se presenten 
incidentes. La metodología propuesta compara la demanda de energía de un día de 
análisis con el patrón estocástico obtenido. Posteriormente, los cambios detectados en 
la demanda se catalogan con el uso de una tabla de interpretación multicriterio, la cual 




está basada en un algoritmo que presenta las posibles causas de esos cambios. Final-
mente se calcula el índice de cambio IoC (del término anglosajón index of change). 
En la segunda parte del capítulo se presenta un análisis de la influencia del tratamiento 
de la serie temporal de datos en la obtención de los patrones estocásticos de consumo y 
la detección de anomalías. En esta sección se utiliza el método SAEC propuesto en el 
Capítulo 3, para el tratamiento de los datos de la demanda de electricidad. Los resulta-
dos obtenidos evidencian que la utilización de este método aumenta la precisión en la 
detección de anomalías al identificar las anomalías contextuales. 
4.2 Metodología SAICC 
La metodología SAICC tiene cuatro etapas claramente definidas (ver diagrama de flujo 
en la Imagen 4.1), las dos primeras se basan en la teoría general del reconocimiento de 
patrones expuesta en el apartado 2.4.2. Cada una de estas etapas se detallan en los si-
guientes apartados. 
4.2.1 Etapa 1: Adquisición y procesamiento de datos históricos  
En la primera etapa de la metodología propuesta se adquieren y procesan los datos de 
los PCE, de tal manera que se ajusten a una distribución de probabilidad normal, per-
mitiendo separar las anomalías. A continuación se describen cada una de sus subetapas. 
E.1.1 Definición de parámetros iniciales 
Para seleccionar los datos que posteriormente van a ser procesados, es necesario definir 
tres parámetros iniciales, el primero es el periodo de análisis (número de días que se 
usarán para reconocer los patrones), en donde cada día está caracterizado con 96 valo-
res de medidas cuarta horarias formando un PCE. Además se define el tipo de día de 
análisis al seleccionar el día de la semana (lunes, martes, miércoles,…) y la laborali-
dad, es decir definir es laborable o no laborable. 
E.1.2 Recolección de datos 
Los datos de los PCE se organizan en una matriz de tamaño MxA. En donde M indica 
el número de días del periodo seleccionado y A indica el número de características 
considerado en cada día. 
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Imagen 4.1 Diagrama de flujo de la metodología SAICC  
Inicio
Definición de parámetros: periodo, día de la semana, laboralidad
Recolección de datos: consumo de electricidad, laboralidad, día de la 
semana, fecha y hora
Transformación de datos: análisis de estacionalidad
Obtención de características: potencia máxima, mínima y media
Creación de 14 clusters: dos para cada día de la semana (días 
laborables y días no laborables)
¿
Los datos siguen 
una distribución 
normal?
Ajustar los datos a 
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distribución
Estandarización de los datos: media = 0, desviación estándar = 1
Separación de datos atípicos: criterio del intervalo de confianza
Obtención de características del patrón de consumo: media, 
desviación estándar, valores Z
Agrupación de patrones y definición de características del patrón de 
consumo final
Comparación entre el patrón de consumo y el día de análisis
Cuantificación estadística: cuantificar el ajuste al patrón de consumo
Catalogación de los cambios en el consumo de electricidad
Cálculo del índice de cambio
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Debido a que generalmente la demanda de energía eléctrica en una instalación cambia 
a lo largo del tiempo, en esta tesis se utiliza un periodo máximo de un año, es decir, 
M=365. Las características consideradas para representar el consumo de electricidad de 
un día son los 96 datos de la potencia media cuarto horaria y tres variables que serán 
utilizadas para la segmentación de datos (fecha y hora, día de la semana y laboralidad), 
las cuales son descritas con detalle en el apartado 3.5.2.1 del capítulo anterior. Por 
tanto, el total de características es 99 (A=99). 
E.1.3 Transformación de datos 
La demanda de electricidad es una serie temporal con variaciones estacionales debido a 
cambios en los procesos de trabajo, temperatura ambiente, periodos de vacaciones, etc. 
En este tipo de datos es necesario evaluar si se requiere una transformación o trata-
miento de los datos [69]. La transformación de datos en esta subetapa se realiza me-
diante la aplicación del método SAEC presentado en el apartado 3.5.2.2 del Capítulo 3, 
en donde también se establecieron las siguientes condiciones requeridas para su aplica-
ción en la demanda de electricidad: 
 Las fluctuaciones presentes en la serie de datos son repetitivas. 
 Las fluctuaciones tienen periodos definidos. 
 Los valores de la serie temporal siguen una tendencia lineal. 
 Los valores de amplitud en cada ciclo tienen valores similares. 
La aplicación del método SAEC elimina la tendencia y la componente estacional de los 
datos de tal manera que las instancias de datos se ajustan de mejor manera a la distribu-
ción de probabilidad normal, facilitando la interpretación de los resultados, tal como se 
evidenció en el apartado 3.5.2 y 3.5.3 del capítulo anterior. 
En el caso de estudio del edificio 5E de la UPV se evidencian fluctuaciones repetitivas 
en periodos de un año con una tendencia lineal negativa, tal como se muestra en la 
Imagen 4.2, en la cual se representa la potencia activa media trimestral demandada. La 
amplitud de los valores en cada ciclo es similar, obviamente afectada por la tendencia 
lineal negativa. Se observa de manera clara que las 4 condiciones para llevar a cabo un 
análisis de estacionalidad se cumplen. 
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Imagen 4.2 Potencia media trimestral en el Edificio 5E de la UPV 
Con la utilización del método SAEC propuesto se obtienen patrones estocásticos de 
consumo menos variables, mejorando la precisión en la detección de anomalías en los 
PCE, su aplicación en este ámbito se evalúa en el apartado 4.3 con mayor detalle. 
La Imagen 4.3 muestra la demanda de electricidad (potencia media diaria) de un año 
para el Edificio 5E de la UPV. Mientras que, en la Imagen 4.4 se observan los datos 
tratados mediante el método SAEC. 
 
Imagen 4.3 Consumo de electricidad - Edificio 5E de la UPV (29-11-2015 hasta 28-11-2016) 
 





Imagen 4.4 Consumo de electricidad aplicando el método SAEC - Edificio 5E de la UPV (29-11-
2015 hasta 28-11-2016) 
 E.1.4 Obtención de características 
En el caso de que los datos hayan sido desestacionalizados se vuelven a organizar en la 
matriz de tamaño MxA descrita en el apartado 4.2.1. En el caso contrario se toma la 
matriz original. Seguidamente, se agregan tres columnas a la matriz de datos, en cada 
una de ellas se agrega la potencia máxima, media y mínima correspondiente a cada día. 
El cómputo del consumo de energía diario no se considera ya que se correlacionada 
directamente con la potencia media. La matriz de datos ahora tiene una dimensión de 
MxN, en donde N=102. 
E.1.5 Segmentación de datos 
En el Capítulo 3 apartado 3.5 se abordó el análisis de la muestra de datos, llegándose a 
la conclusión de que los datos de la demanda de electricidad no tienen una distribución 
de probabilidad definida cuando carecen de un tratamiento previo. Entonces, se propu-
sieron tres procedimientos para resolver este inconveniente, el tratamiento de los datos 
de la serie temporal (apartado 3.5.2.2), la eliminación de anomalías y la segmentación 
que se aborda en este apartado. La segmentación se realiza en función de tres variables 
de segmentación basadas en dos criterios. El primer criterio considera dos variables 
categóricas temporales (el intervalo cuarto horario y el día de la semana), mientras que 
el segundo considera a la laboralidad, como variable de segmentación. 
Los PCE así como las variables consideradas para la segmentación están organizadas 
en la matriz MxN explicada en el apartado anterior. La matriz MxN es desagregada en 
14 matrices, dos por cada día de la semana. Una matriz contiene los DL y la otra matriz 
los DNL, tal como se ve en la Imagen 4.5. El procedimiento descrito mejora la eficien-
cia del procesamiento de los datos ya que utiliza solamente la información de la o las 
matrices desagregadas de interés. 
Capítulo 4. Metodología estadística para valorar e identificar cambios en perfiles de consumo de 
electricidad (SAICC)  
 
99 
Una vez realizada la segmentación de datos las variables de segmentación son elimina-
das. Las matrices desagregadas tienen entonces 99 columnas o características (N´=99), 
esto es, los 96 datos de la potencia media cuarto horaria y adicionalmente la potencia 
máxima, media y mínima correspondiente a cada fila. 
 
Imagen 4.5 Segmentación de los datos a través de matrices desagregadas 
E.1.6 Análisis de la distribución de datos 
Para el análisis estadístico propuesto posteriormente, se requiere comprobar si los datos 
en las matrices desagregadas siguen una distribución normal, esto se lo realiza por cada 
intervalo cuarto horario, es decir por cada columna de las submatrices. La Ecuación 4.1 







 Ecuación 4.1 
En donde 𝜒2 es el valor de la variable aleatoria, cuya distribución de muestreo tiene 
una distribución aproximada a la chi-cuadrado, con k-1 grados de libertad, k es el nú-
mero de resultados posibles, por lo que k-1 representa el número de intervalos de clase. 
Finalmente oi y ei representan el valor de frecuencias observadas y esperadas respecti-
vamente, para cada intervalo de clase i. 



















































































La teoría expuesta en el Capítulo 2 apartado 2.2.5 acerca de las pruebas de hipótesis 
permite establecer que los datos se ajustan a una distribución normal siempre y cuando 
la hipótesis nula H0 sea rechazada. Definiéndose H0 como: los datos no se ajustan a 
una distribución normal. Al rechazar H0 se acepta la hipótesis alternativa H1 que indica 
que: los datos se ajustan a una distribución normal. La prueba de hipótesis también se 
formaliza mediante el uso del valor p. El valor p es el valor más bajo en el que el esta-
dístico de prueba es significativo y su utilidad ha sido ensayada en esta tesis en el apar-
tado 3.5 del Capítulo 3 donde se analiza la muestra de datos. 
Los resultados del análisis de la muestra de datos de la demanda de electricidad (apar-
tado 3.5) indican que es factible suponer la normalidad de las instancias de datos gra-
cias a la transformación y a la segmentación de datos. La ventaja de trabajar con datos 
ajustados a la normal es que muchos fundamentos teóricos ya han sido desarrollados, 
facilitando de esta manera el análisis estadístico. 
E.1.7 Estandarización de los datos 
Una vez probado que los datos se ajustan a una distribución normal, las matrices des-
agregadas son estandarizadas, haciendo la media de cero (μ=0) y la desviación estándar 
uno (σ=1). La estandarización se realiza por cada columna de la matriz. Mientras más 
filas tenga la matriz, el estadístico de la desviación estándar tenderá a la desviación 
estándar real [3]. El valor de Z correspondiente a cada fila r y cada columna c, se cal-




 , Ecuación 4.2 
en donde 𝑥𝑟𝑐 es el valor de la variable X en la matriz desagregada de la fila r y la co-
lumna c, 𝑢𝑐 es  la media y 𝜎𝑐 es la desviación estándar de la variable X en la columna 
c. Los valores máximos de Z de cada columna se almacenan en un vector 𝑍𝑚𝑎𝑥. Los 
valores mínimos de Z de cada columna se almacenan en el vector 𝑍𝑚𝑖𝑛. 
E.1.8 Separación de datos atípicos 
En esta metodología la distribución normal actúa como una distribución limitante, de 
tal manera que un valor se considera anómalo cuando está fuera del intervalo de con-
fianza del 95% de la distribución normal. Este procedimiento se realiza por cada co-
lumna de cada matriz desagregada. Se considera que, el consumo de un día es atípico 
cuando al menos uno de los N´ valores de un día de análisis está fuera del intervalo de 
confianza. 
La probabilidad de que un valor Z correspondiente a la columna c, esté dentro del in-
tervalo de confianza puede ser expresado mediante: 
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𝑃(𝑍𝛼1,𝑐 < 𝑍𝑐 < 𝑍𝛼2,𝑐) = 1 − 𝛼1,𝑐 − 𝛼2,𝑐 = 1 − 𝛼 Ecuación 4.3 
En donde 𝑍𝛼1,𝑐 y 𝑍𝛼2,𝑐, son los límites inferior y superior del intervalo de confianza de 
cada columna c, respectivamente. En tanto que 𝛼1,𝑐 y 𝛼2,𝑐 representan las áreas de la 
cola izquierda y derecha de la distribución normal estándar, respectivamente. Del Capí-
tulo 2 es importante recordar que 𝛼1,𝑐 + 𝛼2,𝑐 = 𝛼, siendo 𝛼 el nivel de significancia y 
que 1 − 𝛼 representa el coeficiente de confianza. 
Al final de esta etapa, en las matrices desagregadas de interés todos los datos corres-
pondientes a los días atípicos son eliminados, quedando entonces solamente los datos 
de los días de demanda de electricidad típica. 
4.2.2  Etapa 2: Obtención de patrones estocásticos de consumo 
Una vez que las instancias de datos tienen una distribución normal y no contienen valo-
res atípicos es posible obtener las características que representan estos datos, a las cua-
les se les ha llamado patrones estocásticos de consumo. A continuación se describe la 
etapa 2 de la metodología SAICC que describe este proceso. 
E.2.1 Obtención de características del patrón de consumo 
El patrón estocástico de consumo de cada día de la semana se obtiene a través de unas 
matrices de patrón que contienen los valores típicos del consumo de electricidad co-
rrespondiente a cada día. El tamaño de cada matriz es de Md x 96, siendo Md el número 
de días que conforman cada matriz de patrón y 96 son los valores de potencia cuarta 
horaria que tiene cada día. El patrón se representa mediante 4 vectores que representan 
sus características: la media, desviación estándar y los valores de 𝑍𝑚𝑖𝑛 y 𝑍𝑚𝑎𝑥 de cada 
columna correspondiente a cada matriz de patrón. 
En la Imagen 4.6 se representan los vectores de la media y desviación estándar corres-
pondientes a los consumos típicos de cada día de la semana del Edificio 5E de la UPV 
tomando datos de un año. Por otro lado, en la Imagen 4.7 se muestran los valores 𝑍𝑚𝑖𝑛 
y 𝑍𝑚𝑎𝑥 para el mismo periodo y edificio. 





Imagen 4.6 Obtención de características del patrón, media y desviación estándar de la potencia 
(96 valores por día) del Edificio 5E de la UPV 
 
 
Imagen 4.7 Obtención de características del patrón, valores 𝒁𝒎𝒂𝒙 y 𝒁𝒎𝒊𝒏 del Edificio 5E de la 
UPV 
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E.2.2 Agrupación de patrones similares 
En esta subetapa se agrupan los patrones que son similares al día de análisis. La agru-
pación resulta beneficiosa debido a que los métodos estadísticos trabajan mejor cuando 
se dispone de mayor cantidad de datos. Como métrica de agrupamiento se usa la dis-
tancia euclidiana, cuya ecuación es expresada mediante: 




 Ecuación 4.4 
En donde A y B son vectores con el mismo número de elementos. En este caso n = 96 
ya que los valores ai y bi, representan las características del patrón normalizadas, las 
cuales fueron definidas en el apartado anterior. La normalización en este caso se refiere 
simplemente a un cambio de escala al dividir cada valor ai y bi para el valor máximo de 
los dos vectores. 
El proceso de agrupamiento inicia con el cálculo de la distancia euclidiana entre los 
vectores normalizados de la media y desviación estándar de cada matriz de patrón (7 
matrices, una por cada día de la semana) obtenidos en el apartado anterior. Si la distan-
cia calculada es menor a un valor umbral arbitrario, los patrones son considerados simi-
lares y seguidamente las matrices de patrón correspondientes se agrupan. Los resulta-
dos del proceso de agrupamiento en el Edificio 5E de la UPV expuesto en la Imagen 
4.6, se detalla en la Tabla 4.1.  
Tabla 4.1 Resultados del proceso de agrupamiento 
N° Matrices agrupadas 
1 lunes 
2 martes - miércoles – jueves 
3 viernes 
4 sábado - domingo 
 
El patrón final de consumo es representado mediante una matriz de patrón final, la 
cual está formada por los datos de los días de demanda similar al día de análisis. Estos 
datos definen las características del patrón mediante la media, desviación estándar y 
valores Z. La información contenida en cada matriz de patrón final se aprecia de mejor 
manera cuando se la representa con diagramas de cajas y bigotes (ver Imagen 4.8), a 
los cuales también se los puede llamar patrones estocásticos. 





   
Imagen 4.8 Patrones estocásticos de consumo en el Edificio 5E de la UPV representados me-
diante diagramas de cajas y bigotes 
4.2.3 Etapa 3: Cuantificación estadística 
La tercera etapa de la metodología SAICC compara y cuantifica el ajuste que tiene la 
demanda de electricidad de un día de análisis al patrón estocástico obtenido en la etapa 
anterior. En los próximos apartados se detallan las dos subetapas que realizan esta ta-
rea. 
E.3.1 Comparación entre el patrón de consumo y el día de análisis 
Un día de análisis puede compararse con el patrón obtenido. Como ya se ha indicado 
anteriormente mediante la matriz de patrón final se definen las características del pa-
trón de consumo, las cuales sirven de referencia para comparar la demanda de electri-
cidad de un día específico. El día de análisis se representa mediante un vector fila que 
tiene un número N´ de columnas, cuyos valores fueron definidos en la subetapa E.1.5. 
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 Ecuación 4.5 
En donde 𝑍𝑖 es el valor 𝑍, i es el índice de la columna, 𝑥𝑖 es el valor original de la po-
tencia activa en la posición i. En tanto que 𝑢𝑖 es la media, y 𝜎𝑖 es la desviación estándar 
de los valores de la columna i de la matriz de patrón final. 
Como se había indicado anteriormente, los datos transformados se ajustan a una distri-
bución normal estándar. Además, es importante recalcar que los coeficientes de con-
fianza no son fijos, esto debido a que los valores límite 𝑍𝑚𝑖𝑛,𝑖 y 𝑍𝑚𝑎𝑥,𝑖 son distintos 
para cada una de las N´ columnas. 
Se intuye claramente que, si Zi está dentro del intervalo de confianza 𝑍𝑚𝑖𝑛,𝑖 < 𝑍𝑖 <
𝑍𝑚𝑎𝑥,𝑖 este valor es considerado típico. Los coeficientes de confianza pueden ser aso-
ciados directamente a la probabilidad de que un valor sea típico, es decir que no existan 
anomalías en la demanda de energía eléctrica. 
El test de hipótesis es empleado para aceptar o rechazar la existencia de valores atípi-
cos. La hipótesis nula H0 se define como: la potencia consumida en el intervalo anali-
zado no es anómala, mientras que la hipótesis alternativa H1 es definida como: la po-
tencia consumida en el intervalo analizado es anómala. 
Es importante recalcar que el nivel de significancia (𝛼) no es fijo en cada intervalo 
analizado, ya que como se explicó con anterioridad los valores de 𝑍𝑚𝑖𝑛,𝑖 y 𝑍𝑚𝑎𝑥,𝑖 son 
diferentes. Lo anterior indica, que el test de hipótesis no se aproxima con una probabi-
lidad fija del error tipo I (rechazar la hipótesis nula cuando esta es verdadera) [3]. 
E.3.2 Cuantificación del ajuste al patrón de consumo 
En esta subetapa, se cuantifica estadísticamente el ajuste del día de análisis al patrón 
estocástico de consumo. Para ello se calculan diferentes variables: el valor de Z, coefi-
ciente de confianza, error tipo I, error tipo II (no rechazar la hipótesis nula cuando esta 
es falsa) [3] y un índice de atípicos (0 si el valor es típico, 1 si el valor es atípico). Cada 
una de estas variables se computa para cada una de las 99 características de la demanda 








Tabla 4.2 Variables calculadas 
Número de 
variable  
Tipo de característica Resultados 
1-96 Potencia media consumida en un intervalo cuarto 
horario 
𝑍𝑖, coeficiente de confianza, error 
tipo I, error tipo II e índice de atípicos 
para cada una de las 99 variables 
97 Potencia media del día 
98 Potencia máxima del día 
99 Potencia mínima del día 
4.2.4 Etapa 4: Presentación de resultados y análisis físico 
La última etapa de la metodología SAICC presenta como conclusiones las posibles 
causas de los cambios que son detectados en la demanda de electricidad del día de 
análisis. Además, se calcula un IoC que tiene la capacidad de catalogar los cambios que 
se han presentado. Las subetapas involucradas se detallan a continuación. 
E.4.1 Catalogación de cambios en el consumo de electricidad 
La metodología propuesta identifica consumos anómalos e indica cuál es su posible 
causa. Para ello, se aplican 12 pruebas diferentes en los datos del día de análisis, las 
cuales entregan información relevante. Estas pruebas se pueden resumir en la propor-
ción de anomalías en todo el día, proporción anomalías en horarios específicos, dura-
ción de la demanda anómala, tiempo total en el que se repite el mismo valor de medi-
ción, finalmente se evalúan la potencia máxima, media y mínima mediante 3 pruebas. 
Los detalles de las pruebas aplicadas en la metodología SAICC se pueden ver en la 
Tabla 4.3. 
Las 12 pruebas se analizan para presentar conclusiones acerca de las anomalías presen-
tadas. Con este propósito se desarrolló un algoritmo que obtiene una tabla de interpre-
tación multicriterio de las pruebas aplicadas MCIAT (del término anglosajón multi-
criteria interpretation of applied test table). De esta forma, se determinaron 569 resulta-
dos posibles, los cuales indican las posibles causas del consumo anómalo detectado. La 
Imagen 4.9 muestra el perfil de consumo de electricidad de cuatro días diferentes, que 
representan cuatro casos distintos, en comparación con su correspondiente patrón esto-
cástico de consumo.  
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Tabla 4.3 Pruebas aplicadas en la metodología SAICC 
Prueba 
número 
Descripción Valor de la Prueba 
1 Número total de anomalías en el día, desde 1 a 96 (NTA) T1= NTA/96 *100% 
2 Número de anomalías en HNL (NAHNL) T2= NAHNL /40 *100% 
3 Número de anomalías [0:00-7:00] (NA_0-7) T3= NA_0-7 / 28 *100% 
4 Número de anomalías [21:00-24:00] (NA_21-24) T4= NA_21-24/ 12  *100% 
5 Número de anomalías en HL [7:00-21:00] (NAHL) T5= NAHL / 56 *100% 
6 Número de anomalías [7:00-14:00] (NA_7-14) NA_7-14 / 28 *100% 
7 Número de anomalías [16:00-21:00] (NA_16-21) NA_16-21 / 20 *100% 
8 Valores iguales consecutivos VIC (VIC/4) [horas] 
9 Números de anomalías consecutivas NAC (NAC/4) [horas] 
10 Potencia media Mayor, menor, en rango y 
coeficiente de confianza.  
11 Potencia máxima Mayor, menor, en rango y 
coeficiente de confianza. 
12 Potencia mínima Mayor, menor, en rango y 




Imagen 4.9 Cuatro días evaluados con su correspondiente patrón de consumo 
A modo de ejemplo, la Tabla 4.4 muestra la interpretación de las pruebas realizadas 
para esos cuatro días distintos representados como 4 casos.  




Tabla 4.4 Tabla multicriterio de interpretación de las pruebas aplicadas (MCIAT) 
Prueba Caso 1 Caso 2 Caso 3 Caso 4 
T1 x 0% >0% >0% 
T2 x x <10% >10% y <100% 
T3 x x x 100% 
T4 x x x 0 
T5 x x <50% >0 y <100% 
T2/T5 x x x >1.35 
T3/T4 x x x x 
T8 >2 <2 <2 <2 
T9 x 0 <1 x 
T10 x En el rango En el rango Mayor 
T11 x En el rango Mayor En el rango 







Más de dos 





El consumo de 
energía en el día 
analizado se ajusta 
al patrón. 
 
Menos de 10% de 
consumos anóma-
los, tanto en HL y 
HNL. Sin embargo, 
la potencia máxi-
ma consumida es 
mayor a la poten-
cia máxima del 
patrón. Existe un 
consumo elevado 
en horas pico. 
 
 
El consumo es anómalo en todas las 
mediciones de la madrugada. No hay 
consumos atípicos en las HNL de la 
noche. Posible carga se quedó 
conectada. 
El consumo de energía es mayor a la 
del patrón. Es probable que una 
carga adicional haya permanecido 
conectada, o existe un error de 
medición. 
La potencia mínima consumida es 
mayor a la del patrón. Es posible que 
una carga adicional haya permaneci-
do conectada.  
Nota: ‘x’ significa que la prueba puede tomar cualquier valor. 
Las pruebas 10, 11 y 12 evalúan la potencia media, máxima y mínima respectivamente, 
siendo de trascendental importancia en el algoritmo que presenta las conclusiones del 
análisis de perfil de carga. Para estas variables se utilizan diagramas de cajas y bigotes. 
La Imagen 4.10 ilustra los patrones de potencia máxima, media y mínima en compara-
ción con el consumo de los cuatro días diferentes analizados. 
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Imagen 4.10 Patrón de potencia máxima, media y mínima en comparación con cuatro días 
diferentes (cuatro casos) 
E.4.2 Cálculo del índice de cambio 
En esta metodología también se define un índice para valorar los cambios en el PCE 
diario con respecto al patrón estocástico obtenido con anterioridad. Esto permite valo-
rar con una puntuación de forma clara e inequívoca que tan anómala es la demanda de 
energía en un día de análisis. Inicialmente se define 𝐼𝑐ℎ𝑎𝑛𝑔𝑒 como: 
𝐼𝑐ℎ𝑎𝑛𝑔𝑒 = 𝑃1𝑇1𝐼𝐶1  + 𝑃2|𝐼2| 𝐼𝐶2 + 𝑃3 |𝐼3|𝐼𝐶3 + 𝑃4 |𝐼4|𝐼𝐶4 , Ecuación 4.6 
en donde P1, P2, P3 y P4 son los pesos de cada término de 𝐼𝑐ℎ𝑎𝑛𝑔𝑒. Debido a que el pri-
mer y segundo término tienen gran influencia en la valoración de cambios del consu-
mo, P1 y P2 toman el valor de 1/3 cada uno, mientras que a P3 y P4 toman un valor de 
1/6. T1 es el número diario de datos atípicos expresado como T1/100. 𝐼𝐶1 es la mediana 
de los valores del coeficiente de confianza de los 96 datos de potencia media cuarto 
horaria de la matriz de patrón final.  𝐼𝐶2, 𝐼𝐶3  e 𝐼𝐶4 son los valores del coeficiente de 
confianza de la potencia media, máxima y mínima de la matriz de patrón final, respec-
tivamente. En tanto que 𝐼2,  𝐼3 e 𝐼4 son los índices de atípicos de la potencia media, 
máxima y mínima respectivamente, estos índices toman un valor de 1 cuando la obser-
vación está por encima del diagrama de cajas y bigotes, -1 cuando se encuentra por 
debajo y cero cuando se está dentro. 
A continuación 𝐼𝑐ℎ𝑎𝑛𝑔𝑒 es normalizado debido a que, por definición, siempre es menor 
que 1. Para ello se calcula 𝐼𝑐𝑚𝑎𝑥: 




𝐼𝑐𝑚𝑎𝑥 = 𝑃1 𝐼𝐶1 + 𝐼𝐶2 𝑃2 + 𝐼𝐶3 𝑃3 + 𝐼𝐶4 𝑃4 Ecuación 4.7 
Como se puede notar 𝐼𝑐𝑚𝑎𝑥 se obtiene de 𝐼𝑐ℎ𝑎𝑛𝑔𝑒, con las siguientes condiciones:  
 T1 = 1, es decir, se considera que todos los valores son atípicos. 
 |𝐼2| = |𝐼3| = |𝐼4| = 1, se considera que las potencias media, máxima y mínima 
están fuera de rango. 
Aun así, 𝐼𝑐𝑚𝑎𝑥 no alcanza el valor de 1, ya que los coeficientes de confianza (𝐼𝐶2, 𝐼𝐶3  e 




 Ecuación 4.8 
El IoC puede variar entre 0 y 1 luego del ajuste realizado. Alcanzar un valor de 1 no es 
usual, debido a que deben cumplirse muchas condiciones simultáneamente. Por otro 
lado, un valor de 0 indica que el día de análisis se ajusta perfectamente a las caracterís-
ticas del patrón de consumo. La experiencia adquirida en la aplicación del método 
sugiere que el valor obtenido por el IoC puede ser utilizado para catalogar el nivel de 
cambio que ha tenido un PCE diario con respecto a su patrón. Esta catalogación se 
realiza acorde a la Tabla 4.5. 
Tabla 4.5 Catalogación del PCE diario usando los valores de IoC 
IoC  Cambio en el 
consumo  
Interpretación 
0 Ninguno El consumo de energía del día analizado se ajusta al patrón. 
(0-0.03] Muy pequeño Pocos datos anómalos, los cuales no indican cambios significativos en el 
consumo de electricidad.  
(0.03-0.15] Notorio Existen varios datos anómalos, pero siempre menores que el 40% de todos 
los datos. Estos datos anómalos no provocan cambios en la potencia máxima, 
media y mínima. Es posible que una carga haya permanecido conectada 
durante las HNL.  
(0.15-0.3] Notable Muchos datos anómalos, posible carga conectada durante todo el día. No se 
evidencia gran diferencia en la energía diaria demanda con respecto al patrón. 
Sin embargo, los valores de potencia máxima y mínima pueden estar fuera el 
rango. 
(0.3-0.55] Grande Los datos anómalos ocasionan que la energía diaria demandada esté fuera de 
rango con respecto al patrón. 
(0.55-0.78] Muy grandes La presencia de valores anómalos durante gran parte del día ocasiona que la 
energía diaria demandada esté fuera de rango. Asimismo la potencia máxima 
o mínima es anómala. 
(0.78-1] Extremo Todos los parámetros analizados están fuera de rango. El perfil de carga de 
electricidad es totalmente anómalo. 
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4.3 Influencia del tratamiento de la demanda de electricidad como serie 
temporal en la obtención de patrones y detección de anomalías 
El efecto del crecimiento y la estacionalidad en la demanda de electricidad es crucial 
para la planificación y operación de los SSE. Su estudio permite la detección de frau-
des, anomalías y fallas. No considerar la estructura de la serie de datos puede provocar 
sesgo en el análisis [70]. 
En este apartado se evalúa las bondades e influencia del tratamiento de la demanda de 
electricidad como una serie temporal en la obtención de patrones de consumo y detec-
ción de anomalías en PCE diarios. Para ello se utiliza el método SAEC propuesto en el 
Capítulo 3. Los resultados obtenidos por el nuevo método son contrastados respecto a 
dos de los métodos más extendidos en el tratamiento de las series temporales, como 
son la eliminación de tendencia [2] y el filtro estacional [71]. Posteriormente, se anali-
zan los resultados, discutiendo las diferencias entre los patrones obtenidos y la detec-
ción de anomalías en los PCE. 
El estudio de la literatura de los patrones de electricidad reveló cinco grandes áreas de 
investigación: i) clasificación, ii) detección de anomalías, iii) predicción, iv) adminis-
tración de cargas y energía y v) predicción de precios. Estos estudios han utilizado 
numerosas herramientas y técnicas, sin embargo se detectaron cinco tipos de debilida-
des en su aplicación: 
a) No se considera la estacionalidad de los datos. 
b) No se toma en cuenta información detallada acerca del consumo de electrici-
dad. 
c) No se analiza adecuadamente el efecto de la estacionalidad, por lo que se po-
dría mejorar la metodología. 
d) La selección de los datos de entrenamiento requieren un esfuerzo considerable. 
e) Existen problemas de generalización del experimento ya que solo un caso de 
estudio es abordado. 
Los estudios más significativos sobre la clasificación de perfiles de electricidad evi-
dencian debilidades del tipo a, b o c. Esto se debe a que varias técnicas de agrupamien-
to no tienen en cuenta los datos en su contexto de series temporales por lo que el efecto 
de la estacionalidad se omite, tal como se evidencia en [7–10]. Algunos autores como 
Seem [69], [76] y Li et al., [77] en la clasificación y detección de anomalías utilizan 
solamente la energía media diaria y el valor pico de consumo siendo imposible realizar 
un análisis detallado del PCE. Por otro lado Capazzoli et al., [78] caracteriza la serie de 
tiempo de energía en ventanas de tiempo lo cual implica no detectar las anomalías de 
corta duración. En cambio Park y Son [72] presentan una metodología para analizar 




perfiles de carga basados en procesamiento de imágenes, sin embargo la eliminación de 
valores atípicos carece de un procedimiento estadístico robusto. El comportamiento de 
la demanda de electricidad también se ha utilizado para predecir precios de la electrici-
dad, por ejemplo Borovkova y Geman [79] y Janczura et al., [80] quienes de cierta 
manera consideran el efecto de la estacionalidad, sin embargo un análisis más profundo 
y con un adecuado enfoque podría obtener mejores resultados. 
A lo largo del tiempo los investigadores han desarrollado nuevas propuestas para la 
predicción de la demanda de electricidad [13], [81]–[83], siendo las técnicas de inteli-
gencia artificial las preferidas actualmente. Sin embargo, su aplicación acarrea ciertas 
dificultades, como por ejemplo las debilidades del tipo a, b, d y e identificadas previa-
mente. Por ejemplo, el efecto de la estacionalidad en la fase de entrenamiento de estos 
métodos es difícil de establecer y generalmente la selección y procesamiento de los 
datos de entrenamiento requieren un esfuerzo considerable, a menudo requiriendo va-
riables que también deben ser predichas, lo cual incrementa la incertidumbre de las 
predicciones. Además, con mucha frecuencia la aplicación de métodos de inteligencia 
artificial no garantizan que estos puedan ser usados en otros casos, derivando en pro-
blemas de generalización del método, tal es el caso presentado en [83]. 
Los trabajos revisados en el área de la administración de cargas y energía evidencian 
debilidades del tipo a, b y e. En algunos casos como en [84] y [85] la estacionalidad e 
información detallada acerca del PCE no se tiene en cuenta, reduciéndose de esta ma-
nera la utilidad del método para la toma de decisiones a corto plazo. En la Tabla 4.6 se 
muestra el resumen de la revisión del estado del arte de los patrones de consumo, su 
área de aplicación, herramientas y técnicas utilizadas y debilidades detectadas. 





Herramientas y técnicas utilizadas  Autor 
Clasificación 
b 
Estadística y clustering jerárquico Seem (2005) [69]  
Minería de datos, PSO-kmeans y máquinas de 
soporte vectorial 
Cai et al., (2019) [86] 
a 
Clustering jerárquico, k-means, k-means borroso, 
método de cuantificación vectorial adaptativa, 
algoritmo follow the leader, mapa auto-organizado, 
redes neuronales probabilísticas 
Chicco (2012) [87]  
 
K-means [88] [89] Khan et al., (2016) [88]  
Al-Jarrah et al., (2017) [89] 





Análisis de variables canónicas 
 
Li et al., (2010) [77] 
 





Estadística y clustering jerárquico 
 
Seem (2007) [76] 
 
Proceso de aproximación simbólica agregada 
 
Capazzoli et al,. (2018) [78] 
a, b 
C-means basada en clustering borroso 
 
dos Angelos et al., (2011) 
[73] 
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Máquinas de soporte vectorial and k-means [74] 
 
Jokar et al,. (2016) [74] 
 




Redes neuronales artificiales Escrivá et al., (2011) [13] 
Serrano et al., (2017) [81] 
a, e Regresión de soporte vectorial Jain et al.,  (2014) [83] 
b 
Minería de datos, clustering no supervisado y 
redes de predicción bayesiana 
Singh and Yasine (2018) 
[82] 
Administración 
de cargas y 
energía 
a, b Clustering jerárquico  Jota et al., (2011) [84] 
a, e 
Formulación de un problema de mochila y resolu-
ción a través de programación dinámica.  
Kalid et al.,  (2017) [85] 
b 
Redes neuronales artificiales, lógica borrosa,  
sistema de interferencia borrosa neuronal adapta-
tiva y optimización heurística.  
Shareef et al., (2018) [91] 
 
Predicción de 
precios de la 
electricidad 
c 
Modelo de curva hacia adelante estacional, 
cuantificación de estacionalidades por una prima 
determinista [79] 
Borovkova and Geman 
(2006) [79] 
Filtro recursivo en precios o diferencia de precios 
o un modelo de estimación recursivo estacional 
Janczura et al., (2013) [80] 
 
Como se ha visto, mediante la revisión de la literatura de los patrones de consumo de 
electricidad se han identificado debilidades. En este sentido, en esta tesis, se ha pro-
puesto el método SAEC para eliminar la tendencia y desestacionalizar los datos, cuyas 
características se pueden resumir en las siguientes: 
 Aborda la estacionalidad de los datos a través de una metodología robusta. 
 Trabaja con una resolución de datos cuarto horaria con el objetivo de permitir 
la detección de anomalías en periodos cortos. 
 Es simple de aplicar. 
 Es capaz de trabajar con cualquier tipo de perfiles de carga de electricidad o 
consumidor. 
 Es capaz de identificar anomalías puntuales, colectivas y contextuales. 
 Reduce en su conjunto la TFP y la TFN (tasa de falsos negativos), aumentado 
la precisión en la detección de anomalías. 
La TFP se entiende como el porcentaje de PCE erróneamente reportados (por un méto-
do o herramienta) como anómalos dividido por el número total de PCE realmente no 
anómalos. Por otro lado la TFN es el porcentaje de PCE erróneamente reportados como 
no anómalos partido para el número de PCE realmente anómalos [55]. La Ecuación 4.9 









100%, Ecuación 4.10 




en donde 𝐹𝑃 es el número de falsos positivos, 𝑉𝑁 es el número de verdaderos negati-
vos, 𝐹𝑁 es la cantidad de falsos negativos y 𝑉𝑃 el número de verdaderos positivos. Los 
falsos positivos son PCE erróneamente reportados como anómalos y los falsos negati-
vos son los PCE anómalos que erróneamente han sido reportados como no anómalos.  
En la detección de anomalías existen tres criterios de evaluación adicionales que se 
deben tener en cuenta. El primero es la precisión, la cual se define como el porcentaje 
de valores anómalos reportados que verdaderamente resultan ser anómalos. El otro 
criterio es la sensibilidad, muy conocido en la literatura de habla inglesa como recall, 
este en cambio representa el porcentaje de verdaderos anómalos que han sido reporta-
dos como anómalos. Finalmente, la especificidad es el porcentaje de PCE que se repor-
tan como no anómalos entre el número total de PCE no anómalos [55]. La TFP y la 
especificidad así como la TFN y la sensibilidad son complementarios, es decir que su 














100%, Ecuación 4.13 
4.3.1 Metodología 
En este apartado se presenta una comparación entre los patrones de consumo obtenidos 
y la identificación de anomalías bajo dos escenarios. El primero sin realizar ningún 
tratamiento previo en los datos y el segundo mediante el tratamiento de la demanda de 
electricidad con tres métodos distintos, eliminación de tendencia, filtro estacional y el 
método SAEC propuesto. Posteriormente, se analizan y discuten las diferencias entre 
los resultados obtenidos. El tratamiento de los datos se lleva a cabo en la subetapa de 
transformación de datos de la primera etapa de la metodología SAICC explicada en el 
apartado 4.2.1 (ver Imagen 4.11). 
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Imagen 4.11 Análisis de la estacionalidad de datos en la metodología SAICC 
4.3.1.1 Método de eliminación de tendencia 
Este método sustrae los valores de la línea de tendencia de la serie temporal a los datos 
originales, de tal manera que se obtiene un conjunto de datos con una media igual a 
cero. La mejor línea de ajuste se obtiene mediante la Ecuación 4.14 basada en el méto-
do de los mínimos cuadrados [92]: 
𝑝 = 𝑏 + 𝑚𝑡, Ecuación 4.14 
en donde 𝑡 es el índice de tiempo en las unidades predefinidas, 𝑝 es el valor proyectado 
de la demanda de potencia 𝑝 [kW] para un valor de 𝑡, en tanto que 𝑏 es la intersección 
con el eje de las ordenadas, esto es el valor de 𝑝 cuando 𝑡 = 0. Finalmente, 𝑚 es el 
valor de la pendiente de la línea o el cambio promedio de 𝑝 por cada incremento de una 
unidad en 𝑡 [2]. 
El método de los mínimos cuadrados consiste de los siguientes 4 pasos: 
1. Se define la variable a analizar, en este caso la demanda de potencia 𝑝, la cual es 
variable en el tiempo 𝑡. 
- Definición de parámetros y recolección de datos
- Obtención de características
- Segmentación y análisis de la distribución de los datos
- Separación de datos atípicos
- Obtención de características del patrón de consumo
- Agrupación de patrones similares 
- Obtención de características del patrón final
- Comparación entre el patrón de consumo y el día de 
análisis
- Cuantificación del ajuste al patrón de consumo
- Catalogación de cambios en el consumo de electricidad
- Cálculo del índice de cambio




 Etapa 1: Adquisición y procesamiento de datos
Etapa 2: Obtención de patrones de consumo
Etapa 3: Cuantificación estadística
Etapa 4: Presentación de resultados y análisis físico




2. Se define el tamaño de los datos (𝑛) y la frecuencia de muestreo con la que los datos 
son adquiridos (𝑓). La variable 𝑡 debe tener el mismo número 𝑛 de datos que la poten-
cia consumida (𝑝). 
3. Se calcula la suma de los 𝑛 valores de 𝑝 de acuerdo al tamaño de los datos y la fre-
cuencia de muestreo definida.   
4. Se calcula la pendiente (𝑚) de la línea de tendencia, así como la intersección del eje 
de la variable 𝑝, esto es 𝑏 de la Ecuación 4.14, por medio de la Ecuación 4.15 y Ecua-
ción 4.16. 
𝑚 =
𝑛∑𝑡 × 𝑝−∑𝑡 ∑𝑝
𝑛∑𝑡2−(∑𝑡)2





. Ecuación 4.16 
4.3.1.2 Filtro estacional 
El filtro estacional es un método estadístico basado en la observación de un periodo de 
datos finito, en dónde la componente periódica de los datos se elimina, resultando una 
serie de datos desestacionalizada. El proceso es iterativo y puede ser ejecutado con 
datos de diferentes periodos. En este caso se analizan los datos de un año entero, por lo 
tanto el número de periodos es 1. El proceso se detalla a continuación [71]: 
1. Se obtiene la potencia media de cada semana con los datos cuarto horarios disponi-
bles. 
2. Se calcula la media móvil con 13 términos, para eliminar la pérdida de información 
el primer y último valor de la media móvil obtenida se duplica. 
3. Se obtiene un índice (descomposición multiplicativa) al dividir la potencia móvil de 
cada semana obtenida en el punto 1 entre la media móvil del punto 2. 
4. Los datos originales cuarto horarios se dividen para el índice obtenido en el punto 3, 
consiguiendo así, una serie de datos desestacionalizada. 
4.3.1.3 Casos de estudio analizados 
Con el objetivo de analizar la influencia del tratamiento de la demanda de electricidad, 
en la obtención de patrones de consumo y detección de anomalías, se examina el con-
sumo de electricidad de dos diferentes instalaciones. La primera instalación es el edifi-
cio 5E de la UPV en Valencia, España, cuyos datos fueron obtenidos a través del sis-
tema DERD [30] (sistema de gestión implementado en toda la UPV que monitoriza los 
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consumos de todos los edificios del campus, el cual es del tipo presentado en el aparta-
do 3.3 del Capítulo 3) desde el 29-11-2015 hasta el 28-11- 2016 (ver Imagen 4.3 )La 
segunda instalación corresponde a la acometida principal de la UPS en Cuenca, Ecua-
dor con datos desde el 09-03-2017 hasta el 08-03-2018, los cuales fueron analizados 
previamente en aparatado 3.5.2.2 del Capítulo 3. Estos dos casos de estudio resultan 
interesantes debido a que están en países distantes y sus patrones de consumo difieren 
significativamente. 
En el apartado 4.2.1 se evidenció que la demanda de electricidad del Edificio 5E de la 
UPV cumple con las cuatro condiciones necesarias para llevar a cabo transformación 
de datos con el método SAEC (ver Imagen 4.3). En la Imagen 4.12 se muestra la po-
tencia eléctrica media trimestral consumida en la UPS Sede Cuenca, se observa que los 
datos siguen una tendencia lineal positiva. La amplitud de los valores en cada periodo 
de cada ciclo es similar, incrementándose o disminuyendo de acuerdo a la línea de 
tendencia. De esta manera las cuatro condiciones mencionadas también se cumplen 
satisfactoriamente, por lo cual la transformación de datos se lleva a cabo para ambos 
casos. Si se observa en detalle la escala del eje vertical de las figuras, se comprueba 
que la componte estacional de la demanda de electricidad en la UPS es menor que la 
del caso en la UPV, esto se debe a la inexistencia de las 4 estaciones climáticas en 
zonas cercanas al ecuador. 
 
Imagen 4.12 Potencia media trimestral en la UPS (P1: febrero–abril, P2: mayo–julio, P3: agos-
to–octubre, P4: noviembre–enero) 
4.3.2 Comparación de resultados 
El objetivo de esta sección es evaluar la transformación de datos mediante el tratamien-
to de la serie temporal de datos en la obtención de patrones y la detección de anomalías 
en los PCE. Para ello se ha analizado el periodo de 365 días descrito en el apartado 
anterior, tanto para la UPV como para la UPS. Posterior a la obtención de los patrones 
y a la detección de anomalías se emplea la TFP, TFN, precisión, sensibilidad y especi-
ficidad como criterios de evaluación para cada uno de los siguientes métodos: 




 Sin análisis de estacionalidad WSA (del término anglosajón without seasonali-
ty analysis). 
 Eliminación de la tendencia DM (del término anglosajón detrending method). 
 Filtro estacional SF (del término anglosajón seasonal filter). 
 Método SAEC. 
4.3.2.1 Patrones estocásticos obtenidos 
En este apartado se presentan las diferencias entre los patrones obtenidos en cada mé-
todo de análisis de estacionalidad y su interpretación acorde a la metodología SAICC. 
Si bien todos los días de la semana han sido analizados, a modo de ejemplo se presenta 
el caso de un día miércoles laborable para el edificio 5E de la UPV. En la Imagen 4.13 
se muestran las medias del patrón obtenido por cada uno de los métodos. El patrón 
obtenido con el método WSA es similar al obtenido por el SF y el método SAEC. En 
HL el patrón obtenido por el método SAEC tiene valores levemente superiores a los 
obtenidos por los otros métodos. Por otro lado, el método DM obtiene un patrón des-
plazado con una media de cero. 
 
Imagen 4.13 Media de los patrones de consumo 
La Imagen 4.14 muestra los valores de la desviación estándar del patrón de los días 
miércoles, se puede observar que no existen variaciones significativas cuando se com-
paran los métodos WSA, SF y DM. Por otro lado, cuando se aplica el método SAEC la 
desviación estándar de los datos disminuye considerablemente en las HL. Esto es rele-
vante debido a que se consigue un patrón con menor variación, lo cual posibilita un 
aumento en la precisión al disminuir la TFP y TFN en la detección de anomalías. 
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Imagen 4.14 Desviación estándar de los patrones de consumo  
Los valores de 𝑍𝑚𝑎𝑥 y 𝑍𝑚𝑖𝑛 representan los límites superior e inferior de los intervalos 
de confianza de los patrones, respectivamente (un valor se considera anómalo cuando 
está fuera de este intervalo). La Imagen 4.15 e Imagen 4.16 muestran que los valores de 
𝑍𝑚𝑎𝑥 y 𝑍𝑚𝑖𝑛 del filtro estacional son bastante similares a los obtenidos por el método 
WSA. El método DM obtiene intervalos de confianza más pequeños en las HL debido 
a su limitada capacidad para agrupar datos de días de consumos similares. Por otro 
lado, el método SAEC propuesto no siempre obtiene intervalos de confianza más pe-
queños. En conclusión, los valores de 𝑍𝑚𝑎𝑥 y 𝑍𝑚𝑖𝑛 por sí solos no revelan si un método 
es mejor que otro. Por este motivo la TFP, TFN y la precisión se consideran criterios 
de evaluación claves en este estudio. 
 
Imagen 4.15 Valores de 𝒁𝒎𝒂𝒙 de los patrones de consumo 





Imagen 4.16 Valores de 𝒁𝒎𝒊𝒏 de los patrones de consumo 
Los patrones estocásticos obtenidos también pueden representarse con diagramas de 
cajas y bigotes (ver Imagen 4.17). Evidentemente, los métodos DM y SF producen 
patrones muy similares a WSA. Por otro lado, el método SAEC obtiene un patrón me-
nos variable manteniendo un nivel de significancia similar, de tal manera que la detec-
ción de anomalías es más confiable. La bondad del método radica en aumentar la preci-
sión incluso cuando el patrón tiene menor variación. 
 
Imagen 4.17 Patrón de consumo de electricidad representado por diagramas de cajas y bigotes 
para un día miércoles laborable, Edificio 5E de la UPV 
La aplicación del método SAEC aporta un patrón con menor variación incluso cuando 
la componente estacional de la demanda de electricidad es pequeña, tal como ocurre en 
la UPS Sede Cuenca (ver Imagen 4.18). 
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Imagen 4.18 Patrón de consumo de electricidad representado por diagramas de cajas y bigotes 
para un miércoles laborable, UPS  
4.3.2.2 Detección de anomalías 
Caso de estudio en el Edificio 5E de la UPV 
Una vez definido el patrón de consumo, se lleva a cabo un análisis estadístico para 
detectar anomalías en un día de análisis. En la Tabla 4.7 se muestra el detalle de los 
patrones de consumo del edificio 5E para los días miércoles y viernes con los diferen-
tes métodos propuestos. Los detalles incluyen el número de PCE reportados como 
típicos, el número de PCE reportados como anómalos, número de PCE anómalos reales 
(identificados por un humano experto), los PCE anómalos reportados como anómalos 
(VP), los PCE anómalos reportados como no anómalos, la TFP, TFN y la precisión.  
Mediante el método SAEC se pueden identificar como típicos (VN) a PCE afectados 
por la estacionalidad que tienen un consumo de potencia lejano de la media en cada 
intervalo cuarto horario, los cuales hubiesen sido etiquetados como anómalos (FP). 
Esto se debe a que en el año hay semanas con una demanda de energía típicamente alta 
y otras semanas de bajo consumo. El método SAEC permite que este tipo de PCE no 
sea etiquetado como anómalo, reduciendo así de manera importante la TFP. Esto se 



































                    
Patrón de consumo de los miércoles laborables 
WSA 
miércoles 
28 14 9 8 1 18.2 11.1 57.1 
DM 29 13 9 7 2 18.2 22.2 53.8 
SF 28 14 9 8 1 18.2 11.1 57.1 
SAEC 33 9 9 7 2 6.1 22.2 77.8 
Patrón de consumo de los viernes laborables 
WSA 
viernes 
28 13 17 9 8 16.7 47,1 69.2 
DM 28 13 17 9 8 16.7 47,1 69.2 
SF 28 13 17 9 8 16.7 47,1 69.2 
SAEC 20 21 17 15 2 25.0 11,8 71.4 
 
En comparación con los otros métodos, el método SAEC reporta con facilidad PCE 
anómalos cuando el consumo es alto en periodos donde la demanda energética es 
usualmente baja o viceversa (VP). En el caso del viernes laborable de la Tabla 4.7, con 
el método SAICC se reporta menor cantidad de PCE típicos, con lo cual se consigue un 
patrón con intervalos de confianza más pequeños. De esta manera, el número de PCE 
anómalos reportados por el método se incrementa, lo cual afecta de manera negativa la 
TFP. Sin embargo, la TFN baja del 47.1% al 11.8% y la precisión aumenta del 69.2% 
al 71.4%. 
La aplicación de la transformación de datos con el método SAEC también permitió que 
el técnico experto catalogue como anómalo el consumo de 4 días viernes adicionales 
que no había percibido antes. En la Imagen 4.19 e Imagen 4.20 se muestra uno de los 
cuatro días viernes anómalos detectados y su patrón correspondiente obtenido con los 
métodos SF y SAEC respectivamente. En primera instancia el técnico experto indicó 
que la demanda de electricidad en ese día era típica debido a que el requerimiento 
energético fue bajo durante ese mes del año. Sin embargo, al comparar el PCE con el 
patrón obtenido con el método SAEC se perciben claramente anomalías entre la 1:30 
a.m. y 3:30 a.m. y entre las 6:00 a.m. y 7:15 a.m., identificando de esta manera un inci-
dente que no fue detectado anteriormente. La comparación se realizó únicamente entre 
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los métodos SF y SAEC debido a que los patrones obtenidos por los métodos WSA y 
DM son similares a los obtenidos por el SF. 
 
Imagen 4.19 Día analizado comparado con su patrón aplicando el método SF  
 
Imagen 4.20 Día analizado comparado con su patrón aplicando el método SAEC 
Caso de estudio en la UPS Sede Cuenca 
En la Tabla 4.8 se muestra el detalle de las anomalías detectadas en los días miércoles 
y viernes laborables en la acometida principal de la UPS. 
La transformación de datos de la demanda de electricidad en la acometida principal de 
la UPS con el método SAEC reduce la cantidad de FN (PCE reportados como típicos 
cuando realmente son anómalos) para los días miércoles, tal como se muestra en la 
Tabla 4.8. En este sentido el método SAEC es capaz de identificar semanas de consu-
mo normalmente bajas, mejorando de manera notable la precisión. Por otro lado, para 
el caso de los viernes no siempre es posible mejorar la TFN, sin embargo en este caso 
la TFP y la precisión mejoran considerablemente. 
 































                    
Patrón de consumo de los miércoles laborables 
WSA 
miércoles 
35 16 17 12 5 11.8 29.4 75.0 
DM 34 17 17 13 4 11.8 23.5 76.5 
SF 35 16 17 13 4 8.8 23.5 81.3 
SAEC 32 19 17 16 1 8.8 5.9 84.2 
Patrón de consumo de los viernes laborables 
WSA 
viernes 
28 20 15 15 0 15.2 0.0 75.0 
DM 28 20 15 15 0 15.2 0.0 75.0 
SF 29 19 16 15 1 12.5 6.3 78.9 
SAEC 33 15 15 14 1 3.0 6.7 93.3 
4.3.3 Discusión y análisis de los resultados 
Los resultados obtenidos sugieren que el método SAEC mejora la detección de PCE 
anómalos al diferenciar entre periodos de alta o baja demanda energética, identificando 
de esta manera a las anomalías contextuales, las cuales son difíciles de detectar. El 
método garantiza una mejora significativa de la precisión en la detección de anomalías 
cuando la demanda de electricidad cumple con los cuatro condiciones condiciones 
descritas en el apartado 4.2.1, subetapa E.1.3. 
La cantidad de PCE anómalos reportados es susceptible de ser ajustada al variar el 
umbral de la puntuación de anomalías, en este método dicho ajuste se realiza al variar 
el tamaño de los intervalos de confianza detallados en el apartado 4.2.1. Así, intervalos 
grandes reportarán menor cantidad de anomalías, en tanto que, intervalos pequeños 
reportarán a más datos como anómalos.  
La Tabla 4.9 muestra los resultados de la detección de anomalías en el Edificio 5E de 
la UPV para seis PCE, utilizando los 4 métodos de análisis referidos anteriormente. En 
los 4 primeros PCE seleccionados el método SAEC supera al resto de métodos al evitar 
los FP y FN en periodos en donde la demanda de energía es normalmente alta o baja 
(anomalías contextuales). Sin embargo, este método obtiene los mismos resultados que 
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los otros cuando existen errores de medición o cuando el PCE tiene una forma anóma-
la. 
Tabla 4.9 Detección de anomalías para diferentes métodos de análisis de estacionalidad  
* Este PCE se mostró en la Imagen 4.20 
La Imagen 4.21 e Imagen 4.22 muestran la diferencia de los métodos SF y SAEC en la 
detección de anomalías para cinco miércoles anómalos (cinco primeros PCE de la Ta-
bla 4.9). Se presenta solamente la comparación entre el método SF y el SAEC debido a 
que los patrones de consumo obtenidos por el método WSA y DM son similares a 
aquellos obtenidos por el SF. 













a – Anómalo de bajo 
consumo (bajo consumo 
en un periodo de consumo 
elevado) 
 
Si No (FN) 
 
No  (FN) No  (FN) Si  (VP) 
b –  Anómalo de alto 
consumo (alto consumo en 
un periodo de bajo consu-
mo) 
 
Si No (FN) No (FN) No (FN) Si  (VP) 
c – Consumo típico eleva-
do (alto consumo en un 
periodo de elevado con-
sumo)  
No Si (FP) Si (FP) Si (FP) No (VN) 
d -  Consumo típico bajo 
(bajo consumo en un 
periodo de bajo consumo) 
No Si (FP) Si (FP) Si (FP) No (VN) 
e - El PCE tiene errores de 
medición (más de una hora 
con el mismo valor) 
Si Si (VP) Si (VP) Si (VP) Si (VP) 
El PCE tiene una forma 
anómala * 
Si Si (VP) Si (VP) Si (VP) Si (VP) 





Nota: a) día de consumo anómalo bajo, b) día de consume anómalo alto, c) día con alto consumo típico, d) día de 
bajo consumo típico y e) día con errores de medición 
Imagen 4.21 Perfiles de consumo de electricidad anómalos de acuerdo al método SF 
 
Nota: a) día de consumo anómalo bajo, b) día de consume anómalo alto, c) día con alto consumo típico, d) día de 
bajo consumo típico y e) día con errores de medición 
Imagen 4.22 Perfiles de consumo de electricidad anómalos de acuerdo al método SAEC 
Un tratamiento adecuado de los datos mejora en la identificación de patrones y aumen-
ta la precisión en la detección de anomalías en la demanda de energía eléctrica. Su 
aplicación en casos reales implica un avance en la vigilancia de sistemas preventivos y 
operacionales de electricidad, reduciendo el tiempo y esfuerzo tanto humano como 
computacional que involucra el análisis estadístico de los datos. Por ejemplo, un siste-
ma que usa patrones para detectar anomalías en el consumo de electricidad podría 
prescindir el encendido de una alarma debido a un elevado consumo de energía en días 
calurosos, ya que en esa época del año las temperaturas y el consumo energético son 
generalmente altos. 
Finalmente, es importante recalcar que la influencia del tratamiento de la serie tempo-
ral de datos de la demanda de electricidad en la obtención de patrones y en la detección 
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de anomalías es significativa, por este motivo merece especial atención. Los resultados 
obtenidos sugieren que al aplicar el método SAEC para transformar los datos, a más de 
identificar anomalías puntuales y colectivas se pueden identificar anomalías contextua-
les. Además, la precisión del método siempre mejora. En los casos en los que la TFP 
empeora, lo hace ligeramente, al mismo tiempo que la TFN mejora sustancialmente. 
Por otro lado, cuando la TFN empeora, lo hace ligeramente en tanto que la TFP mejora 
sustancialmente.  
4.4 Conclusiones del capítulo 
En el Capítulo 2 se identificó a la detección de anomalías como una herramienta fun-
damental para la vigilancia y administración de los sistemas eléctricos en general. 
Además, el conocimiento detallado de los patrones de consumo en una instalación o 
punto de suministro permite caracterizar la demanda para entre otros, detectar cambios 
y anomalías, identificar robos de energía y pérdidas debido a fallos. 
En respuesta a las necesidades detectadas y como una contribución importante, en este 
capítulo se presenta una nueva metodología estadística denominada SAICC que tiene la 
capacidad de caracterizar la demanda de energía eléctrica mediante la identificación de 
patrones estocásticos de consumo para valorar e identificar cambios en PCE, así como 
detectar anomalías e indicar sus posibles causas. La aplicación de esta metodología 
puede derivar en beneficios en la gestión y vigilancia de los sistemas, tales como: gene-
rar alarmas, reducir costos en mantenimiento y aplicar medidas adecuadas de manera 
oportuna cuando se presenten incidentes. Al mismo tiempo puede reducir el tiempo y 
esfuerzo que los técnicos expertos invierten en el análisis de datos y evitar errores hu-
manos. 
Asimismo, se ha evaluado la aplicación del método SAEC propuesto en el Capítulo 3, 
especialmente diseñado para tratar datos de potencia eléctrica activa absorbida. El mé-
todo elimina la tendencia y desestacionaliza la demanda de electricidad permitiendo 
identificar, a más de anomalías puntuales y colectivas a las anomalías contextuales, al 
reconocer periodos de consumo normalmente alto o bajo. En este capítulo también se 
ha verificado que el método SAEC propuesto proporciona patrones de consumo menos 
variables. Todos estos aspectos mejoran la precisión en la detección de anomalías re-
duciendo de forma global la cantidad de FP y FN. 
Finalmente, en la metodología SAICC también se definió un índice que valora de 0 a 1 
los cambios que ha tenido un PCE respecto a su patrón. La experiencia adquirida en la 
aplicación del método sugiere que el valor del índice obtenido puede emplearse para 
clasificar o catalogar los perfiles de consumo de electricidad. 




Con el objetivo de validar la metodología SAICC propuesta, en el siguiente capítulo se 
realizan varios ejemplos de aplicación en diferentes tipos de consumidores y niveles 
del SSE. De esta manera se pone a prueba la funcionalidad de la metodología al apli-





Aplicaciones de la  
Metodología SAICC 
5. Capítulo 5 
5.1 Introducción 
Hoy en día existe una tendencia mundial a electrificar los diferentes sectores, por lo 
tanto cualquier esfuerzo es válido cuando se intenta mejorar la eficiencia de las redes y 
de los sistemas eléctricos. Las redes eléctricas han evolucionado tecnológicamente en 
muchos aspectos, uno de ellos se refiere a la disponibilidad de datos de la demanda en 
diferentes puntos de la red, tales como transformadores en redes de transmisión, ali-
mentadores, transformadores de distribución y en los grandes y pequeños consumido-
res. Como se ha comentado en capítulos anteriores esta información constituye un re-
curso de partida fundamental para la gestión y planificación de los sistemas eléctricos. 
En los siguientes apartados del capítulo se muestran diversas aplicaciones de la meto-
dología SAICC presentada en el Capítulo 4. Luego de caracterizar la demanda en dife-
rentes puntos y niveles de la red eléctrica se exponen los beneficios que pueden obte-
nerse en la gestión de cada uno de esos sistemas. En este sentido se trabaja con una 
muestra de datos real y representativa, lo cual evita posibles sesgos en el análisis y 
problemas de generalización de la metodología. 
En primer lugar, la metodología se aplica al edificio 5E de la UPV en Valencia, Espa-
ña. Seguidamente, se estudia el consumo de electricidad de un conjunto de edificios, al 
analizar los datos del consumo de la UPS Sede Cuenca en Ecuador. La metodología 
SAICC se presenta como una herramienta eficaz capaz de facilitar la gestión de la de-
manda de electricidad en pequeños o grandes consumidores. La metodología propuesta 
no sólo resulta útil para analizar la demanda de los consumidores, también puede apli-
carse en otros niveles de la red eléctrica. En la presente tesis, se presenta el análisis de 
la demanda de electricidad en dos alimentadores de diferentes subestaciones de la ciu-
dad de Cuenca en Ecuador. El primer alimentador se localiza en una zona residencial y 




comercial, y el segundo en una zona industrial. Posteriormente, el análisis se extiende a 
otro nivel, en una de las líneas de transmisión eléctrica más importantes de Ecuador, en 
este caso la Molino-Pascuales. Por último, la metodología SAICC propuesta, a más de 
analizar perfiles de carga, se utiliza para predecir la demanda de electricidad desde una 
perspectiva distinta a los estudios tradicionales. Los métodos tradicionales predicen 
valores de potencia puntuales específicos, intentando minimizar el error, mientras que 
en el caso presentado se obtiene un intervalo de predicción con una probabilidad aso-
ciada a que un valor real caiga dentro del intervalo, cuantificando de esta manera la 
incertidumbre de la predicción. 
5.2 Aplicación de la metodología SAICC en el Edificio 5E de la UPV 
Los edificios consumen aproximadamente el 40% de las energías primarias de todo el 
planeta [93]. En los países desarrollados se estima que los edificios demandan entre el 
20% y el 40% de la energía final [94], [95]. En Estados Unidos por ejemplo, los edifi-
cios consumen aproximadamente el 40% de toda la energía, de la cual el 68% es elec-
tricidad y son responsables de entre el 38% y el 41% de todas las emisiones de CO2. 
Por otro lado en Europa, las edificaciones consumen el 40% del total de energía y emi-
ten el 35% del CO2 [96]–[99]. 
El aumento en la demanda de electricidad en edificaciones es evidente. En la actualidad 
una mayor demanda de energía se asocia a problemas tales como emisiones de CO2 y 
otros gases contaminantes, necesidad de explotación de recursos energéticos en detri-
mento del medio ambiente, incremento de los costos de la energía, dificultades para 
cubrir la demanda en horas pico, entre otros. El considerable consumo de energía en 
edificios ha motivado la creación de leyes, regulaciones y normativas relacionadas a la 
eficiencia energética, actividades educativas, certificación de edificios, etc. [100]. Es-
tudios recientes indican que utilizando estrategias adecuadas de operación y gestión se 
puede ahorrar entre el 20% y 30% de la energía, sin realizar cambios en la estructura y 
configuración del hardware del edificio [101]. Según Escrivá [102], existen acciones 
básicas para mejorar la eficiencia energética en edificaciones, entre las cuales están 
medición y almacenamiento de datos del consumo de energía, planificar los diferentes 
procesos, monitorización automática de la demanda eléctrica, elegir un profesional 
responsable del uso de la energía, realizar acciones proactivas para incrementar la efi-
ciencia, modificar las instalaciones para un manejo sencillo, mejorar la comunicación 
entre el responsable del uso de energía y los usuarios. 
Una de las propuestas más desafiantes para reducir la demanda de energía en edificios 
es el concepto de edificios de consumo cero ZEB (del término anglosajón zero energy 
buildings). En Estados Unidos se pretende que para el 2050 todos los edificios comer-
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ciales sean ZEB. Por otro lado, en la Unión Europea se ha planteado que desde finales 
del 2020 todos los edificios nuevos tengan un consumo de energía cercano a cero 
NZEB (del término anglosajón nearly zero energy building) [103]. Es difícil disminuir 
a casi cero los requerimientos energéticos de una edificación, por lo que un NZEB se 
basa en mejorar el desempeño energético de la instalación y además generar su propia 
energía mediante microrredes de generación. Este tipo de tecnología busca principal-
mente ahorro económico y reducción de emisiones de CO2 [101], [104]. 
La mejora considerable del desempeño energético es sólo posible con información 
detallada acerca del consumo del edificio. Esta información es cada vez más accesible 
gracias al uso de sistemas de MI como los presentados en el Capítulo 3, cuyos costos 
han ido disminuyendo paulatinamente en los últimos años. Un adecuado análisis de 
estos datos provee información relevante para implementar acciones de mejora. En este 
contexto, la metodología SAICC presentada en esta tesis pretende contribuir en la me-
jora de la gestión de la energía en edificios mediante la caracterización de la demanda. 
En este apartado la metodología SAICC se aplica a los datos de consumo de electrici-
dad del edificio 5E de la UPV (Imagen 5.1). El edificio 5E tiene un total de 9651 m2 de 
construcción en el cual existen oficinas, laboratorios y aulas de clase. La energía se 
utiliza principalmente en iluminación, circuitos de fuerza que alimentan ordenadores, 
impresoras, equipos de laboratorio, finalmente un gran porcentaje de energía corres-
ponde a los equipos de climatización [105]. El análisis de este tipo de edificaciones es 
importante ya que un edificio de oficinas requiere por metro cuadrado entre 10 y 20 
veces más energía que uno destinado a vivienda [94]. A continuación se detalla cada 
una de las etapas de la metodología SAICC aplicadas en este caso de estudio. 
 
Imagen 5.1 Edificio 5E de la UPV 
 




5.2.1 Etapa 1: Adquisición y procesamiento de datos históricos 
Los datos son adquiridos del contador m0560 del Sistema DERD, cuya ubicación en el 
diagrama unifilar puede verse en la Imagen 5.2. 
Imagen 5.2 Diagrama unifilar de baja tensión del centro de transformación que alimenta al 
edificio 5E de la UPV 
En la primera etapa de la metodología SAICC se definen los siguientes parámetros: 
 Periodo de análisis: 365 días (1 de julio de 2015 hasta 30 de junio de 2016). 
 Día de la semana: se analizan todos los días de la semana. 
 Laboralidad: días laborables. 
El periodo de análisis es de un año, por lo cual se realiza la transformación de los datos 
mediante el método SAEC propuesto en el Capítulo 3. Si bien, todos los días fueron 
considerados, a continuación se presenta el análisis realizado para el tipo de día jueves 
laborable. Posteriormente, tal como se explicó, la metodología obtiene las característi-
cas relevantes de los datos, los segmenta, analiza su distribución de probabilidad, sepa-
ra los días con consumos anómalos y finalmente mediante la extracción de característi-
cas define su patrón estocástico de consumo, caracterizando de esta manera la demanda 
de electricidad. 
5.2.2 Etapa 2: Obtención de patrones de consumo 
En la segunda etapa se toman como valores de partida solamente los datos típicos del 
consumo de electricidad correspondiente a cada día de la semana con el fin de extraer 
sus características. Luego, se agrupan los patrones similares al día de análisis determi-
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nado. En la Imagen 5.3 se puede ver el patrón de consumo de los días jueves represen-
tado mediante un diagrama de caja y bigotes, además se pueden ver 6 días de análisis 
(todos ellos jueves laborables), en los que se analiza el consumo y se valora si han sido 
anómalos o no. Los días de análisis 1-4 y 6 corresponden a días con consumos atípicos, 
mientras que el día de análisis 5 corresponde a un día con consumos normales. 
 
Imagen 5.3 Patrón y perfiles de consumo de electricidad de 6 días de análisis 
En la metodología SAICC para apreciar de mejor manera la información presentada se 
estandarizan los datos, es decir, se sustituye la variable original (potencia activa media 
absorbida) por la variable Z. De esta manera, el patrón de consumo ahora se representa 
por el vector 𝑍𝑚𝑖𝑛 y 𝑍𝑚𝑎𝑥, tal como se ve en la Imagen 5.4. 





Imagen 5.4 Patrón de consumo (𝒁𝒎𝒊𝒏 y 𝒁𝒎𝒂𝒙) y los valores de Z para cada uno de los 6 días de 
análisis 
En la Imagen 5.5 se pueden ver 3 características adicionales (potencia máxima, media 
y mínima) de los días de análisis y su correspondiente patrón representado como dia-
grama de caja y bigotes. 
 
Imagen 5.5 Valores de potencia máxima, media y mínima para los 6 días de análisis y su corres-
pondiente patrón 
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5.2.3 Etapa 3: Cuantificación estadística 
En la tercera etapa de la metodología se lleva a cabo una cuantificación estadística del 
ajuste del día de análisis al patrón obtenido. Con el propósito de mostrar el procedi-
miento seguido, en la Tabla 5.1 se presentan los resultados de la cuantificación estadís-
tica del día de análisis 4. En la primera columna se representan cada una de las 99 ca-
racterísticas (96 intervalos cuarto horarios y la potencia media, máxima y mínima), en 
la siguiente columna se indica el intervalo cuarto horario correspondiente. Las varia-
bles de las columnas restantes se definieron en el Capítulo 4 cuando se presentó la 
metodología SAICC. 
Tabla 5.1 Resultados de la cuantificación estadística para el día de análisis 4 
Valor 
No 








1 0:00-0:15 -2.599 2.881 3.447 0.9933 1 0.007 0.000 
2 0:15-0:30 -2.580 2.821 2.433 0.9927 0 0.007 0.025 
3 0:30-0:45 -2.493 2.953 4.243 0.9921 1 0.007 0.000 
… … … … … … … … … 
96 23:45-24:00 -2.7253 2.074 5.841 0.9777 1 0.022 0.000 
97 - -1.246 1.918 0.867 0.8661 0 0.134 0.000 
98 - -1.965 2.020 2.163 0.9536 1 0.046 0.000 
99 - -2.644 2.337 3.768 0.9862 1 0.014 0.000 
5.2.4 Etapa 4: Presentación de resultados y análisis físico 
En esta etapa de la metodología SAICC se llevan a cabo 12 pruebas (tests) con el obje-
tivo de realizar el análisis físico. Con el resultado de estos tests se calcula el IoC para 
valorar el cambio del PCE con respecto al patrón del día en análisis. En la Tabla 5.2 se 
muestran los resultados de las pruebas aplicadas al día de análisis 4.  
  




Tabla 5.2 Resultados de las 12 pruebas aplicadas al día de análisis 4 
Prueba Valor Resultados de la prueba 
Prueba 1: Total atípicos 42 43.8% de cambio en el consumo. 
Prueba 2. Atípicos en HNL 37 92.5% de cambio en el consumo en HNL. 
Prueba 3. Atípicos [0-7] 25 89% de cambio en el consumo en la madrugada. 
Prueba 4: Atípicos [21-24] 12 100% de cambio en el consumo en HNL durante la noche.  
Prueba 5: Atípicos [7-21] 5 8.93% de cambio en el consumo en HL. 
Prueba 6: Atípicos (7-14) 0 0% de cambio en el consumo en HL durante la mañana. 
Prueba 7: Atípicos (16-21) 2 10% de cambio en el consumo en HL durante la tarde y noche. 
Prueba 8: Valores iguales conse-
cutivos 
0 0 horas de valores consecutivos iguales. 
Prueba 9: Atípicos consecutivos 14 3.5 horas de consumo anómalo continuo. 
Prueba 10: Potencia media Mayor El consumo de energía es mayor al del patrón. Coeficiente de 
confianza: 0.9536 
Prueba 11: Potencia máxima No Potencia máxima demandada está dentro del rango del patrón de 
consumo. Coeficiente de confianza: 0.8661 
Prueba 12: Potencia mínima  Mayor Potencia mínima demandada es mayor a la del patrón de consumo. 
Coeficiente de confianza: 0.9862 
Adicionalmente, en la Tabla 5.3 se muestra un resumen de la aplicación de las 12 prue-
bas a los 6 días de análisis considerados. 
















T8 (h) T9 (h) I2 I3 I4 
1 38.5 30 0 100 44.6 0.67 0 12.5 6.25 0 0 0 
2 75 40 21.4 83.4 100 0.40 0.26 0 17.5 -1 -1 -1 
3 53.1 2.5 3.6 0 89.3 0.03 inf 0 10 1 1 0 
4 43.8 92.5 89.3 100 8.9 10.4 0.89 0 3.5 1 0 1 
5 0 0 0 0 0 0 0 0 0 0 0 0 
6 8.3 5 0 16.7 10.7 0.46 0 0.50 0.75 0 1 0 
* T1, T2, T3, T4 T5, T8 y T9 corresponden a las pruebas descritas en la Tabla 4.3; I2, I3 y I4 son descritas en la 
ecuación 4.6 del Capítulo 4. 
Las conclusiones son generadas automáticamente por la metodología SAICC mediante 
el uso de la Tabla MCIAT. En la Tabla 5.4 se muestran estas conclusiones para los 6 
días de análisis, además se incluye el diagnóstico de un técnico experto con el objeto de 
contrastar los resultados. 
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Tabla 5.4 Conclusiones del consumo de electricidad de los 6 días de análisis 
Día de 
análisis 






Error de medición. Más de 1 hora con el mismo valor 
de medición. 
Error de medi-
ción debido a 








Existe mayor incidencia de datos atípicos en las HNL 
de la noche. Posible carga se quedó conectada en la 
noche. 
Existe mayor incidencia de consumos anómalos en 
las HL del día. 
La energía consumida es menor que la del patrón de 
consumo. Es probable que haya disminuido la activi-
dad laboral. Puede haber ocurrido una falla, un 
mantenimiento o una desconexión de un circuito. 
El día no fue 
laborable, este 
fue festivo. 





Existe mayor incidencia de consumos anómalos en 
las HL del día. 
La energía consumida es mayor que la del patrón de 
consumo. Es probable que haya incrementado la 
actividad laboral. 
La potencia máxima consumida es mayor que la del 




todo el día. Día 
con temperatu-
ras extremas. 





El consumo es atípico en todas las mediciones de la 
noche, posible carga se quedó conectada. 
Existe mayor incidencia de datos atípicos en las HNL 
del día. 
La energía consumida es mayor a la del patrón. 
Probablemente algo ha sido conectado. 
La potencia mínima es mayor a la del patrón. Proba-
blemente algo ha sido conectado o existe una falla. 
Algo conectado 









Día totalmente normal. Se ajusta al patrón de con-
sumo. 
Día con consu-
mo normal de 
energía. 
Los dos entre-




Existen menos del 10% de datos anómalos; sin 
embargo, la potencia máxima es más alta que la del 
patrón. El consumo adicional se extiende en horas 
pico. 
El consumo analizado tiene un 5% de anomalías en 
HNL y un 10.7% en HL, lo cual no indica cambios 
significativos en el consumo de electricidad. 
Problemas en la 
medición. 
El experto define 








Al analizar la Tabla 5.4 se evidencia que en 4 de los 6 casos, la metodología propuesta 
y el técnico experto entregan conclusiones con información similar, detectando por 
ejemplo errores de medición (día de análisis 1), bajo (día de análisis 2) o elevado con-
sumo de energía (día de análisis 3) y por supuesto, identificando un consumo habitual 
de energía, en donde el IoC es igual a cero. En el día de análisis 4, la metodología pro-
puesta entrega información de las anomalías detectadas con mayor detalle que el exper-
to. Por otro lado, la metodología detecta un consumo atípico en el día de análisis 6, sin 
embargo tiene dificultades para interpretar la naturaleza de las anomalías, por lo que, 
en este caso el humano experto interpreta de mejor manera el consumo atípico presen-
tado. 
5.2.5 Análisis de los resultados 
Para validar la metodología propuesta, los patrones obtenidos con un año de datos se 
utilizaron para analizar el PCE de 6 meses (01-06-2016 hasta 31-12-2016). En este 
periodo (180 días), 30 días fueron catalogados como anómalos por el método SAICC, 
en donde sus conclusiones fueron comparadas con el diagnóstico del técnico experto 
que administra el edificio 5E. En 19 de los 30 casos el método propuesto y el experto 
entregan resultados similares, en 9 casos el método propuesto entrega mayor informa-
ción acerca de las posibles causas del consumo anómalo, mientras que en 2 casos el 
experto ofrece una mejor interpretación de los cambios del PCE con respecto a su pa-
trón. Es importante recalcar que el experto requiere tiempo y esfuerzo para analizar la 
información, además es susceptible de cometer errores, por ejemplo elegir un patrón 
incorrecto para el día de análisis. Por el contrario, la metodología propuesta realiza el 
análisis de forma automática. 
La metodología SAICC caracteriza la demanda de electricidad mediante la identifica-
ción de patrones estocásticos de consumo de acuerdo al periodo de datos históricos 
seleccionado, detectando PCE anómalos. Además, valora cambios en la demanda de 
energía diaria mediante un IoC y presenta las posibles causas de esos cambios con el 
uso de la Tabla MCIAT. 
La metodología propuesta tiene la capacidad de aportar con los patrones de consumo 
en un sistema de monitorización en tiempo real para un edificio individual como el 5E. 
Su utilización puede ayudar a reducir costes y consumo de energía, detectar anomalías 
y fallas rápidamente, ahorrando tiempo que los administradores de energía y técnicos 
dedican al análisis de datos. Esta metodología también puede ayudar a identificar ac-
ciones de mejora para optimizar el consumo energético y valorar si las políticas de 
ahorro implementadas son efectivas. 
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5.3 Aplicación de la metodología SAICC en la Universidad Politécnica 
Salesiana Sede Cuenca 
El consumo energético en países en vías de desarrollo se incrementa rápidamente, tanto 
es así que se espera que se duplique en los próximos 25 años [93]. En la región andina 
ecuatorial la situación no es muy diferente. Colombia, Perú y Ecuador actualmente 
tienen en conjunto una población de aproximada de 100 millones de personas. Entre 
1990 y 2016 en estos países la población se ha incrementado un 46%, el consumo 
energético un 80%, las emisiones de CO2 un 120% y finalmente la demanda de electri-
cidad ha aumentado en un 207%. Para este mismo periodo en Ecuador los incrementos 
han sido mayores, la población lo ha hecho en un 61.7%, la demanda energética un 
108%, las emisiones de CO2 un 163% y el consumo de electricidad un 378% [1]. 
En Ecuador según Evans [106] los edificios demandan el 19% de la energía total del 
país. La Agencia Internacional de la Energía [1] indica que la demanda energética en 
el sector residencial, comercial y de servicios para Ecuador, Perú y Colombia es del 
16%, 20% y 21% respectivamente. A diferencia de otras latitudes, la zona cercana al 
ecuador carece de periodos estacionales con grandes variaciones en la temperatura, esto 
ocasiona que el consumo de energía eléctrica tenga una componente estacional débil. 
Sin embargo, en estos países la caracterización del consumo de energía en edificacio-
nes se ha tratado de manera escasa, por ello su estudio representa un valioso aporte. 
En los siguientes apartados se aplica la metodología SAICC a los trece edificios de la 
UPS Sede Cuenca en Ecuador en su conjunto. La UPS ocupa un área aproximada de 8 
hectáreas, cuenta con cuatro edificios con aulas de clase y auditorios, dos edificios de 
oficinas, un data center, una iglesia, un patio de comidas, un polideportivo, un edificio 
para la biblioteca general, un taller automotriz y un edificio de 25.000m2 de uso mixto 
conformado por oficinas administrativas, salones de clase, departamento médico, labo-
ratorios de usos múltiples, talleres de electricidad y de ingeniería mecánica y un teatro 
con capacidad para 510 personas. El caso de estudio presentado determina si la meto-
dología es útil para analizar un grupo de edificaciones de diferentes usos. Los datos 
fueron adquiridos gracias al sistema de MI detallado en el Capítulo 3. 
5.3.1 Etapa 1: Adquisición y procesamiento de datos históricos 
Los datos de consumo de electricidad adquiridos corresponden al medidor de la acome-
tida principal de la UPS, detallado en el apartado 3.3.2. El periodo de análisis es de 365 
días, desde el 28-05-2017 hasta el 27-05-2018, analizándose todos los días de la sema-
na, siendo de lunes a sábado laborables y los domingos no laborables. 




El consumo de electricidad en la UPS muestra una componente estacional débil. Sin 
embargo, incluso en estos casos el método SAEC proporciona patrones menos varia-
bles, aumentando la precisión en la detección de anomalías, tal como se indicó en el 
capítulo anterior (apartado 4.3.2.1). Consecuentemente, en este caso también se lleva a 
cabo la transformación de datos. 
5.3.2 Etapa 2: Obtención de patrones de consumo 
Las características (media y la desviación estándar) de los patrones estocásticos defini-
dos para cada día de la semana se muestran en la Imagen 5.6 e Imagen 5.7. Estas reve-
lan una carga base un poco inferior a los 60kW en las horas de la madrugada y una 
potencia activa media absorbida pico de casi 250kW entre las 18:00 y 19:00 horas en 
los días laborables. La desviación estándar por su parte indica que el día con mayor 
variabilidad en la demanda de energía es el viernes con hasta 20kW, en tanto que el de 
menor variabilidad es el domingo con menos de 5kW. 
 
Imagen 5.6 Media del patrón de cada día de la semana en la UPS Cuenca (28-05-2017 hasta 27-
05- 2018) 




Imagen 5.7 Desviación estándar del patrón de cada día de la semana en la UPS Cuenca (28-05-
2017 hasta 27-05- 2018) 
La conformación de patrones de electricidad para cada día de la semana se detalla en la 
Tabla 5.5. En dicha tabla se detalla el día de la semana, su laboralidad, los días con los 
que se agrupa debido a su similaridad, el número de PCE considerados típicos en ese 
día en concreto, el número de PCE atípicos y el número total de PCE considerados para 
conformar el patrón definitivo debido a la agrupación realizada automáticamente. 
Tabla 5.5 Conformación de los patrones de electricidad por día de la semana en la UPS Cuenca 
Día de la 
semana 
Laboralidad Días con los que 
se agrupa 
Número de 
PCE típicos   
Número de 
PCE atípicos 
Número total de PCE 
en el patrón definitivo    
lunes Laborable miércoles-jueves 33 15 94 
martes Laborable miércoles-jueves 29 21 90 
miércoles Laborable lunes-martes-
jueves 
33 18 123 
jueves Laborable lunes-martes-
miércoles 
28 23 123 
viernes Laborable - 30 18 30 
sábado Laborable - 21 26 21 
domingo No Laborable - 22 30 22 
Al aplicar el método SAEC los patrones son menos variables incluso cuando el número 
de PCE típicos que conforman el patrón de cada día de la semana es mayor. La Imagen 
5.8 muestra los patrones de consumo obtenidos para cada día de la semana. 







Imagen 5.8 Patrones estocásticos de consumo de cada día de la semana en la UPS – Cuenca 
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5.3.3 Etapa 3: Cuantificación estadística 
La cuantificación estadística valora el ajuste de un día de análisis a su patrón corres-
pondiente. En este apartado se presentan 5 días miércoles atípicos detectados por la 
metodología propuesta. La Imagen 5.9 muestra el patrón de consumo representado 
mediante diagramas de cajas y bigotes y los 5 días antes mencionados. 
 
Imagen 5.9 Cuantificación estadística de 5 días miércoles versus su patrón de consumo 
Gracias a la estandarización de datos las anomalías se aprecian de mejor manera ya que 
los valores del vector 𝑍𝑚𝑎𝑥 y 𝑍𝑚𝑖𝑛 muestran claramente los límites superior e inferior 
del patrón de consumo (ver Imagen 5.10). 





Imagen 5.10 Datos estandarizados para  5 días miércoles anómalos 
También se presentan las potencias máximas, medias y mínimas de cada uno de los 
días miércoles atípicos comparadas con sus respectivos patrones (Imagen 5.11). 
 
Imagen 5.11 Potencia máxima, media y mínima de los 5 días analizados versus el patrón del día 
miércoles 
5.3.4 Etapa 4: Presentación de resultados y análisis físico 
Los PCE correspondientes a los 5 días de análisis se evalúan mediante la aplicación de 
los tests descritos en el apartado 4.2.4 del Capítulo 4. El resumen de las pruebas apli-
cadas se muestra en la Tabla 5.6. 
Capítulo 5. Aplicaciones de la Metodología SAICC  
 
145 












T2/ T5 T3/ T4 T8 (h) T9 (h) I2 I3 I4 
1 10.4 22.2 0 100 3.3 6 0 0 2.5 0 0 0 
2 33.3 88.9 100 50 0 inf 2 0 7 1 0 1 
3 9.4 11.1 0 50 8.33 1,33 0 1.25 1.25 0 0 1 
4 31.3 13.9 0 62.5 41.68 0.33 0 0 3.5 1 0 0 
5 4.2 8.3 11 0 1.67 4.97 inf 0 0.75 0 0 0 
* T1, T2, T3, T4 T5, T8 y T9 corresponden a las pruebas descritas en la Tabla 4.3; I2, I3 y I4 son descritas en la 
Ecuación 4.6 del Capítulo 4. 
Las conclusiones obtenidas por la metodología se muestran en la Tabla 5.7, en donde 
se las contrasta con el diagnóstico del administrador de los edificios de la UPS. Ade-
más, se muestra el IoC para cada PCE analizado. 
5.3.5 Análisis de los resultados 
Los resultados sugieren que la metodología propuesta es válida para analizar el consu-
mo de un edificio o grupo de edificios o consumidores. De igual manera, se caracteriza 
la demanda, se obtienen patrones de consumo, se detectan anomalías y/o cambios en la 
demanda de energía y se presentan conclusiones acerca de las posibles causas de esos 
consumos atípicos. El IoC cataloga los PCE anómalos de acuerdo a la Tabla 4.5 pre-
sentada en el capítulo anterior. 
Al igual que en el caso expuesto en el apartado 5.2, los resultados se contrastaron con 
el diagnóstico de un técnico experto. En este caso de estudio, los resultados obtenidos 
son similares, es decir que, cuando existen anomalías, más del 60% de las veces la 
metodología SAICC entrega información similar a la del experto de forma automática. 
En la mayoría de casos restantes la metodología proporciona mayor información que el 
experto, mientras que en casos puntuales el experto es más preciso. Los resultados 
evidencian que la metodología propuesta se puede aplicar a medianos o grandes con-
sumidores que presentan una demanda de electricidad con componentes estacionales 
fuertes o débiles. 
  




Tabla 5.7 Conclusiones de la metodología SAICC e IoC para los días de análisis 






No hay consumos atípicos en las HNL de la madru-
gada, posible carga conectada en la noche. 
El consumo es atípico en todas las mediciones de la 
noche, posible carga se quedó conectada. Evaluar si 
existe error de medición. 
Existe mayor incidencia de datos atípicos en las 
horas no laborables del día. Sin embargo no hay 
cambios significativos en el consumo de energía 
diaria, potencia máxima y mínima consumida com-
parada con el patrón. 
Carga conectada 
en la noche. 
Consumo de 
electricidad normal 
en las restantes 
horas del día. 




El consumo es atípico en todas las mediciones de la 
madrugada, posible carga se quedó conectada. 
Evaluar si existe error de medición. 
No hay consumo atípico en horas laborables del día. 
El consumo atípico se da en HNL.  
Existe mayor incidencia de datos atípicos en las HNL 
del día. 
La energía consumida es mayor a la del patrón. Es 
probable que algo se haya quedado conectado o 
exista alguna falla. 
La potencia mínima consumida es mayor a la del 
patrón. Es probable que algo se haya quedado 
conectado o exista alguna falla. 
Carga conectada 
en toda la madru-






Error de medición. Más de 1 hora con el mismo valor 
de medición. 
Error de medición. 





No hay consumos atípicos en las HNL de la madru-
gada, posible carga conectada en la noche. 
Existe mayor incidencia de consumos anómalos en 
las HL del día. 
La energía consumida es mayor a la del patrón. Es 
probable que la actividad laboral se incrementó 
(naturaleza de la ocupación) 
Mayor consumo de 








El consumo analizado tiene 8.3 % de datos atípicos 
en HNL y 1.7 % en HL, los cuales no indican cam-
bios representativos en el consumo de energía ni 
potencia. 
Existe un mayor 
consumo de 
electricidad entre 
las 6 y 7 de la 
mañana. Causas 
no definidas  
Los dos entregan 
información similar. 
Sin embargo el 
experto indica el 
intervalo exacto de 
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5.4 Aplicación de la metodología SAICC en el Alimentador 0101 de la 
Empresa Eléctrica Regional Centrosur (EERCS) 
Las empresas eléctricas, tanto de generación, transmisión y distribución son las encar-
gadas de suministrar electricidad a los usuarios, cuya demanda crece en todo el mundo. 
La planificación de las redes eléctricas es muy importante ya que permite garantizar a 
corto, mediano y largo plazo el suministro de electricidad. En este apartado se analizan 
los PCE correspondientes al alimentador 0101 de la Subestación 1 de la EERCS en la 
ciudad de Cuenca, Ecuador (ver Imagen 5.12). La Subestación 1 es una de las más 
antiguas de la ciudad y con una potencia instalada de 19 MVA y una tensión de 6,3kV 
suministra energía a un importante sector comercial y residencial del centro histórico 
de la ciudad. 
 
Imagen 5.12 Transformador No. 1 de la Subestación 1 de la EERCS [66] 
El estudio de dicho alimentador que se presenta a continuación, permite conocer si la 
metodología SAICC resulta útil para caracterizar la demanda de energía eléctrica en 
todo un sector de una ciudad. 
5.4.1 Etapa 1: Adquisición y procesamiento de datos históricos 
El diagrama unifilar de la Subestación 1 se muestra en la Imagen 5.13, los datos de la 
demanda eléctrica del alimentador 0101 fueron suministrados por la empresa distribui-
dora mencionada. El periodo de análisis es de 365 días, desde el 01-01-2017 hasta el 
31-12-2017. Se presenta el análisis de todos los días de la semana, considerando los 
días laborables de lunes a sábado, mientras que, todos los domingos se consideran no 
laborables. 





Imagen 5.13 Diagrama Unifilar de la Subestación 1 de la EERCS [66] 
En este caso de estudio la demanda de electricidad tiene una componente estacional 
pequeña. No obstante, al realizar la transformación de datos a través del método SAEC 
el número de PCE típicos que son considerados en la conformación de los patrones se 
eleva en un 5.4%. 
5.4.2 Etapa 2: Obtención de patrones de consumo 
Tal como se realizó en los ejemplos anteriores, las características de los patrones obte-
nidos para cada día de la semana se muestran en la Imagen 5.14 e Imagen 5.15 en don-
de se pueden ver la media y la desviación estándar respectivamente. 
 




Imagen 5.14 Media del patrón de cada día de la semana en el alimentador 0101 (01-01-2017 
hasta 31-12-2017) 
 
Imagen 5.15 Desviación estándar del patrón de cada día de la semana del alimentador 0101 (01-
01-2017 hasta 31-12-2017) 
El alimentador mencionado tiene una carga base de alrededor de 500kW que ocurre 
entre las 2:30 y 5:00 am. Los patrones de consumo son similares de lunes a viernes con 
una potencia activa media absorbida pico de alrededor 1500kW entre las 19:00 y 19:30 
horas. El consumo de energía en los días sábados y domingos es menor, no obstante la 




carga base se mantiene. Los detalles de la conformación de los patrones se muestran en 
la Tabla 5.8. 
Tabla 5.8 Conformación de los patrones de electricidad para cada día de la semana en el ali-
mentador 0101 
Día de la 
semana 
Laboralidad Días con los que se 
agrupa 
Número de 
PCE típicos   
Número de PCE 
atípicos 
Número total de 
PCE en el patrón 
definitivo    
lunes Laborable martes-miércoles-
jueves-viernes 
10 36 91 
martes Laborable lunes-miércoles-
jueves-viernes 
38 13 91 
miércoles Laborable lunes-martes-jueves-
viernes 
17 34 91 
jueves Laborable lunes-martes-
miércoles-viernes 
20 27 91 
viernes Laborable lunes-martes-
miércoles-jueves 
14 27 91 
sábado Laborable - 27 25 27 
domingo No Labora-
ble 
- 38 15 38 
Total   164 177 341 
 
En este caso, debido a la débil componente estacional que tiene la demanda de electri-
cidad (ver Imagen 5.16), los patrones son similares a los obtenidos cuando no se aplica 
la transformación de datos con el método SAEC. Tampoco se evidencia intervalos de 
confianza más pequeños. Los patrones de todos los días de la semana representados 
mediante diagramas de cajas y bigotes se pueden ver en la Imagen 5.17. 




Imagen 5.16 Variación del índice de estacionalidad del alimentador 0101  
  
 
Imagen 5.17 Patrones estocásticos de consumo de cada día de la semana en el Alimentador 0101 




5.4.3 Etapa 3: Cuantificación estadística 
En este apartado se analizan 5 días miércoles atípicos detectados en el periodo definido 
en el apartado 5.4.1. En la Imagen 5.18 se muestra el patrón representado por los dia-
gramas de cajas y bigotes y los días analizados. 
 
Imagen 5.18 Cuantificación estadística de 5 miércoles anómalos versus su patrón de consumo en 
el alimentador 0101 
 
Imagen 5.19 Datos estandarizados de 5 miércoles anómalos y su patrón en el alimentador 0101 
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Las anomalías en la demanda se ven de manera clara cuando los datos son estandariza-
dos. En la Imagen 5.19 se muestran los valores Z de cada día en análisis y los límites 
superior e inferior del patrón de consumo representado por los vectores 𝑍𝑚𝑎𝑥 y 𝑍𝑚𝑖𝑛 
respectivamente.  
En la Imagen 5.20 se puede observar el comportamiento de la potencia máxima, media 
y mínima de los días atípicos detectados con respecto a su patrón. 
 
Imagen 5.20 Potencia máxima, media y mínima de 5 miércoles anómalos versus su patrón 
5.4.4 Etapa 4: Presentación de resultados y análisis físico 
Los PCE de los días anómalos seleccionados y descritos anteriormente, se evalúan 
mediante la aplicación de las pruebas descritas en el apartado 4.2.4 de este documento. 
El resumen de las pruebas aplicadas se muestra en la Tabla 5.8. 
Tabla 5.8 Resumen de las pruebas aplicadas a los días de análisis 













T8 (h) T9 (h) I2 I3 I4 
1 7.29 0 0 0 11.7 0 0 3 1.75 0 0 1 
2 9.38 16.7 14.3 25 5 3.33 0.57 0 0.25 0 0 -1 
3 36.5 0 0 0 58.3 0 0 0 8.75 -1 1 -1 
4 26.04 2.77 3.57 0 40 0.07 inf 0 6 1 1 0 
5 40.6 0 0 0 65 0 0 0 4.5 -1 0 0 
* T1, T2, T3, T4 T5, T8 y T9 corresponden a las pruebas descritas en la Tabla 4.3; I2, I3 y I4 son descritas en la 
Ecuación 4.6 del Capítulo 4. 




Las pruebas aplicadas valoran los cambios en la demanda de electricidad y obtienen 
conclusiones acerca de las posibles causas de las anomalías detectadas. En la Tabla 5.9 
se muestran estas conclusiones, el diagnóstico de un experto de la empresa distribuido-
ra y el IoC de cada PCE analizado. El algoritmo que se utiliza para elaborar la Tabla 
MCIAT se mantiene intacto. Sin embargo, la terminología usada en las conclusiones se 
modifica levemente, por ejemplo en lugar de desconexión de circuitos se indica trans-
ferencia de carga, en lugar de posible carga conectada se indica posible recepción de 
carga o en lugar de energía consumida se indica energía demanda. Por ende, es impor-
tante resaltar que dicha tabla se debe adaptar levemente de acuerdo al nivel de la red 
eléctrica en donde se realiza el análisis. 
Tabla 5.9 Conclusiones de la metodología SAICC e IoC (EERCS) 




Error de medición. Más de 1 hora con el 
mismo valor.  
Error de medición, problema 
con el sistema SCADA. 





Existe mayor incidencia de datos atípicos en 
las HNL del día.  
La potencia mínima consumida es menor a la 
del patrón. Probable falla, error de medición, 
mantenimiento o transferencia de carga. 
Se aprecia una disminución 
en la demanda de energía 
entre las 5:30 y 7:30 am 
debido al período de vaca-
ciones de los estudiantes. 
Experto 0.20 
3 
Existe mayor incidencia de consumos anóma-
los en las HL del día. 
La energía consumida es menor a la del 
patrón. 
La potencia máxima consumida es mayor a la 
del patrón. Posible diminución en actividad 
laboral o recepción de carga. 
La potencia mínima consumida es menor a la 
del patrón. Probable falla, error de medición, 
mantenimiento o transferencia de carga. 
El alimentador en estudio 
transfirió carga a otros 
alimentadores  debido a 
mantenimientos programa-
dos. Los picos que se 
presentan antes y después 




Existe mayor incidencia de consumos anóma-
los en las HL del día. 
La energía consumida es mayor a la del 
patrón. 
La potencia máxima consumida es mayor a la 
del patrón. Posible aumento en actividad 
laboral o recepción de carga. 
El alimentador recibió carga 
de otro alimentador, debido 
a actividades de manteni-





Existe mayor incidencia de consumos anóma-
los en las HL del día. 
La energía consumida es menor a la del 
patrón. Probable disminución de la demanda. 
Los primeros días del año 
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5.4.5 Análisis de los resultados 
La metodología SAICC desarrollada inicialmente para analizar el consumo de electri-
cidad en edificios puede utilizarse también para analizar la demanda en alimentadores 
de subestaciones, siendo capaz de detectar anomalías y/o cambios en los PCE. Las 
posibles causas de estas anomalías son válidas al hacer cambios únicamente en la ter-
minología usada en la Tabla MCIAT, sin cambiar el algoritmo base.  
Los resultados se contrastaron con el diagnóstico de un técnico experto de la empresa 
distribuidora, las conclusiones obtenidas tienen una confiabilidad similar a las aplica-
ciones expuestas anteriormente. En este caso de estudio se evidencia que la proporción 
de conclusiones en dónde el experto entrega información más precisa que la del méto-
do SAICC aumenta en un pequeño porcentaje debido a eventos muy específicos, tales 
como mantenimientos programados. 
Al igual que en los casos anteriores el IoC se puede utilizar para catalogar el cambio 
que ha tenido la demanda en el alimentador. La Tabla 5.10 se puede aplicar en alimen-
tadores de subestaciones y resulta de modificar algunos términos usados en la Tabla 
4.5 expuesta en el capítulo anterior. 
Tabla 5.10 Catalogación del perfil de consumo de electricidad usando los valores de IoC para 
subestaciones 
IoC  Cambio en el 
consumo  
Interpretación 
0 Ninguno La demanda eléctrica del día analizado se ajusta al patrón. 
(0-0.03] Muy pequeño No existe un cambio significativo en la demanda de electricidad. 
(0.03-0.15] Relativo Existen varios datos atípicos, pero siempre menores que el 40% de todos los 
datos. Estos datos anómalos no provocan cambios en la potencia máxima, 
media y mínima. 
(0.15-0.3] Notable Posible transferencia o recepción de carga en parte del día. No se evidencia 
gran diferencia en la demanda diaria con respecto al patrón. Sin embargo, los 
valores de potencia máxima y mínima pueden estar fuera el rango. 
(0.3-0.55] Grande La demanda total de electricidad esta fuera de rango con respecto al patrón. 
(0.55-0.78] Muy grandes La presencia de valores atípicos durante gran parte del día ocasiona que la 
demanda total de electricidad esté fuera de rango. Asimismo la potencia máxima 
o mínima es atípica. 
(0.78-1] Extremo Todos los parámetros analizados están fuera de rango. La demanda de electri-
cidad es totalmente atípica. 
 
  




5.5 Aplicación de la metodología SAICC en el Alimentador 0425 de la 
EERCS 
En este apartado se analizan los PCE correspondientes al alimentador 0425 de la 
Subestación 4 de la EERCS (Imagen 5.21). La Subestación 4 tiene una potencia insta-
lada total de 44,5 MVA y suministra el fluido eléctrico a 22kV a un sector industrial en 
el norte de la ciudad. El estudio de este alimentador indica si la metodología es útil 
para evaluar cambios en PCE de consumidores industriales, cuya demanda difiere to-
talmente a la del anterior caso analizado. 
 
Imagen 5.21 Subestación 4 EERCS [66] 
5.5.1 Etapa 1: Adquisición y procesamiento de datos históricos 
Como se ha indicado, los datos de la demanda de energía eléctrica corresponden al 
alimentador 0425, cuya ubicación en el diagrama unifilar de la subestación se muestra 
en la Imagen 5.22. El periodo de datos obtenido es de 365 días, desde el 01-01-2017 
hasta el 31-12-2017. El análisis se realiza sobre todos los días de la semana. 




Imagen 5.22 Diagrama unifilar de la Subestación 4 de la EERCS [66] 
5.5.2 Etapa 2: Obtención de patrones de consumo 
En este caso de estudio, la serie de datos también tiene una componente estacional 
débil (ver Imagen 5.23). Sin embargo, la aplicación del método SAEC incrementa en 
un 6% el número de PCE considerados en la conformación de patrones. La media de 
los patrones obtenidos se muestra en la Imagen 5.24, en donde se aprecia que la poten-
cia activa media absorbida llega hasta valores cercanos a los 6MW. 





Imagen 5.23 Variación del índice de estacionalidad del alimentar 0425 de la EERCS 
La demanda de energía del alimentador baja hasta unos 5.4MW el domingo luego de 
las 6:00 horas y vuelve a subir los días lunes luego de las 7:00 horas, esto debido al 
cese de actividades en una de las etapas de producción de la industria más grande co-
nectada a este alimentador. Por otro lado, la desviación estándar (Imagen 5.25) indica 
que la variabilidad considerada típica oscila entre los 200kW y 300kW, aunque en 
ciertos días puede llegar hasta los 550kW. 
 
Imagen 5.24 Media del patrón de cada día de la semana del alimentador 0425 (01-01-2017 hasta 
el 31-12-2017) 




Imagen 5.25 Desviación estándar del patrón de cada día de la semana del alimentador 0425 (01-
01-2017 hasta el 31-12-2017) 
Los detalles de la conformación de los patrones se pueden muestran en la Tabla 5.11. 
Tabla 5.11 Conformación de los patrones de electricidad para cada día de la semana en alimen-
tador 0425 
Día de la 
semana 
Laboralidad Días con los que 
se agrupa 
Número de 
PCE típicos   
Número de 
PCE atípicos 
Número total de 
PCE en el pa-
trón definitivo    
lunes Laborable - 24 22 24 
martes Laborable miércoles-jueves-
viernes-sábado 
36 15 137 
miércoles Laborable martes-jueves-
viernes-sábado 
32 18 137 
jueves Laborable martes-miércoles-
viernes-sábado 
27 21 137 
viernes Laborable martes-miércoles-
jueves-sábado 
22 19 137 
sábado Laborable martes-miércoles-
jueves-viernes 
23 29 137 
domingo No Laborable - 33 20 33 
Total   197 144 341 
 
 




Al igual que en el caso del alimentador 0101 y a diferencia de los casos presentados en 
los apartados 5.2 y 5.3, al aplicar el método SAEC en los patrones identificados no se 
obtienen intervalos de confianza más pequeños, esto debido a la presencia de una com-
ponente estacional débil en los datos. Los patrones representados mediante diagramas 
de cajas y bigotes se muestran en la Imagen 5.26. 
  
 
Imagen 5.26 Patrones estocásticos de cada uno de los días de la semana del Alimentador 0425 
5.5.3  Etapa 3: Cuantificación estadística 
A continuación, a modo de ejemplo se presenta el análisis de la demanda de electrici-
dad de cuatro días martes atípicos detectados en el periodo indicado en el apartado 
5.5.1. La Imagen 5.27 muestra los cuatro PCE y su patrón correspondiente. 




Imagen 5.27 Cuantificación estadística de 4 martes anómalos versus su patrón en el alimentador 
0425 
En la Imagen 5.28 se muestran los límites superior e inferior del patrón de consumo 
representado por los vectores 𝑍𝑚𝑎𝑥 y 𝑍𝑚𝑖𝑛 respectivamente, así como también los va-
lores Z de cada día en análisis. En esta representación, las anomalías se observan cla-
ramente.  
 
Imagen 5.28 Datos estandarizados de 4 martes anómalos y su patrón en el alimentador 0425 
 




La potencia máxima, media y mínima de cada uno de los días atípicos detectados y su 
patrón de consumo se muestran en la Imagen 5.29. 
 
Imagen 5.29 Potencia máxima, media y mínima de 4 días martes anómalos en el alimentador 
0425 
5.5.4 Etapa 4: Presentación de resultados y análisis físico 
El resumen de las pruebas realizadas en la cuarta etapa de la metodología SAICC para 
cada uno de los 4 días de análisis se muestra en la Tabla 5.12. 
Tabla 5.12 Resumen de las pruebas aplicadas a los días de análisis 













T8 (h) T9 (h) I2 I3 I4 
1 69.8 100 100 100 51.7 1.93 1 0 11 -1 0 -1 
2 1.04 2.77 3.57 0 0 inf inf 0 0 0 0 0 
3 72.9 27.8 7.14 100 100 0.28 0.07 0 17.5 -1 0 -1 
4 31.25 52.8 67.9 0 18.3 2.88 inf 0 4.75 -1 0 -1 
* T1, T2, T3, T4 T5, T8 y T9 corresponden a las pruebas descritas en la Tabla 4.3; I2, I3 y I4 son descritas en la 
Ecuación 4.6 del Capítulo 4. 
Las conclusiones obtenidas se presentan en la Tabla 5.13 en conjunto con el IoC de 
cada PCE y el diagnóstico de un experto de la empresa distribuidora. Las modificacio-
nes realizadas en la Tabla MCIAT para el alimentador 0101 (apartado 5.4.4), se man-
tienen para este caso de estudio. 
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Tabla 5.13 Conclusiones de la metodología SAICC e IoC (Alimentador 0425) 




La demanda es atípica todas las HNL del día. 
Posible recepción / transferencia permanente 
de carga. 
Existe mayor incidencia de datos atípicos en 
las HNL del día. 
La energía demanda es menor a la del patrón. 
Posible transferencia de carga, mantenimiento 
o fallo. 
La potencia mínima demandada es menor a la 
del patrón. Probable transferencia de carga, 
mantenimiento, falla o error de medición. 
El alimentador transfirió 
carga a otros alimentadores 








El consumo analizado tiene 2.78% de datos 
atípicos en HNL y 0% en HL, los cuales no 
indican cambios representativos en la deman-
da de energía, ni potencia. 
La demanda en el alimenta-







La demanda es atípica en todas las medicio-
nes de la noche, posible transferen-
cia/recepción en esas horas. Evaluar si existe 
error de medición. 
Existe mayor incidencia de datos atípicos en 
las HNL de la noche. Posible transferencia de 
carga en la noche o falla. 
Existe mayor incidencia de consumos anóma-
los en las HL del día. 
La demanda de energía es menor a la del 
patrón. Posible transferencia de carga o 
diminución en la demanda.  
La potencia mínima consumida es menor a la 
del patrón. Probable transferencia de carga, 
falla, error de medición o mantenimiento. 
La demanda de energía en 








No hay consumos atípicos en las horas no 
laborables de la noche. Posible transferencia / 
recepción de carga en horas de la madruga-
da. 
Existe mayor incidencia de datos atípicos en 
las HNL de la madrugada. Posible transferen-
cia / recepción de carga en las horas de la 
madrugada o falla o desconexión. 
La energía demandada es menor a la del 
patrón. Posible transferencia de carga, man-
tenimiento o fallo. 
La potencia mínima consumida es menor a la 
del patrón. Probable transferencia de carga, 
falla, error de medición o mantenimiento. 
El alimentador transfirió 
carga a otro alimentador, 
debido a actividades de 
mantenimiento. 








5.5.5 Análisis de los resultados 
Los resultados obtenidos indican que la metodología SAICC se puede utilizar para 
caracterizar la demanda de electricidad en diferentes tipos de alimentadores que sumi-
nistran de energía a diversos sectores, ya sean estos residenciales, comerciales o indus-
triales. Al igual que en los casos anteriores la metodología identifica patrones, detecta y 
valora anomalías en los PCE e indica las posibles causas de esas anomalías. 
El IoC sigue siendo válido para catalogar o clasificar los PCE basado en la valoración 
del cambio que han tenido con respecto a su patrón correspondiente (Tabla 4.5). 
La metodología SAICC propuesta se muestra como una herramienta útil en la gestión 
de la demanda de electricidad en empresas distribuidoras, propiciando la reducción de 
costes, detección temprana de anomalías en los alimentadores, tales como errores de 
medición o robo de energía. Además puede ahorrar el tiempo que los técnicos dedican 
al análisis de datos. Esta metodología también puede ayudar a planificar la repotencia-
ción de las redes eléctricas de distribución al conocer en detalle los patrones de la de-
manda en cada alimentador. 
5.6 Aplicación de la metodología SAICC en redes de transmisión eléc-
tricas 
La metodología SAICC se ha validado a nivel de consumidores y alimentadores de 
subestaciones que suministran electricidad a diversos sectores. En este apartado se 
analiza el flujo de potencia de una de las líneas de transmisión más importantes del 
Ecuador, en este caso la Molino-Pascuales del Sistema Nacional de Transmisión de la 
Empresa Celec EP Transelectric. La línea de transmisión tiene una capacidad de 2 x 
375 MVA, una longitud de 188.4 km y una tensión de 230kV [107]. 
 
Imagen 5.30 Línea de transmisión Molino – Pascuales en Ecuador 
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En los siguientes apartados se describe la aplicación de la metodología SAICC a los 
datos del flujo de potencia activa de la línea de transmisión mencionada. 
5.6.1 Etapa 1: Adquisición y procesamiento de datos históricos 
Los datos de los flujos de potencia de la línea corresponden al periodo desde el 01-10-
2017 hasta el 30-09-2018, es decir un año entero. Al igual que en los casos anteriores 
se analizan todos los días de la semana. En la Imagen 5.31 se puede ver la ubicación 
geográfica de la línea de transmisión Molino - Pascuales. 
           
Imagen 5.31 Línea de transmisión Molino – Pascuales en Ecuador [107] 
En este caso no se cumplen las 4 condiciones para llevar a cabo el tratamiento de datos 
con el método SAEC propuesto. El flujo de potencia a través de la línea no solo depen-
de de la demanda, sino de la disponibilidad del recurso hídrico para generación, costos 
de producción y flujos de potencia en otras líneas de transmisión de la red eléctrica. Se 
pudo comprobar que, cuando se aplica el método SAEC los patrones obtenidos tienen 
mayor variabilidad, en tanto que la precisión en la detección de anomalías desmejora 
notablemente. Por tanto, en este caso de estudio, no se realizó la transformación de 
datos en la primera etapa del método SAICC. 
5.6.2 Etapa 2: Obtención de patrones de consumo 
Los patrones se obtienen sin eliminar la tendencia y desestacionalizar los datos, tal 
como se indicó en el apartado anterior. Las características de los patrones obtenidos se 
muestran en la Imagen 5.32 e Imagen 5.33 en donde se pueden ver los vectores de la 
media y la desviación estándar de cada uno de los patrones de los días de la semana, 
respectivamente. 
La línea de transmisión tiene un flujo habitual de potencia activa que varía de entre 
90MW y 170MW los días sábados y domingos. Los días lunes tienen un valor típico de 
carga mínima de 100MW en horas de la madrugada, en tanto que de lunes a viernes la 
potencia activa media pico ronda los 200MW. La desviación típica de la potencia acti-




va en la línea de transmisión oscila entre los 12MW y 17MW en horas de la madrugada 
y entre 15MW y 22MW en las horas restantes. 
 
Imagen 5.32 Media del patrón de cada día de la semana. Flujo de potencia activa línea Molino-
Pascuales (01-10-2017 hasta el 30-09-2018) 
 
Imagen 5.33 Desviación estándar del patrón de cada día de la semana. Flujo de potencia activa 
línea Molino-Pascuales (01-10-2017 hasta el 30-09-2018) 
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La conformación de los patrones de electricidad de cada día de la semana se detalla en 
la Tabla 5.14 y su representación mediante diagramas de cajas y bigotes puede verse en 
la Imagen 5.34. 
Tabla 5.14 Conformación de los patrones de electricidad por día de la semana (línea de Trans-
misión Molino-Pascuales)  
Día de la 
semana 
Laboralidad Días con los que 
se agrupa 
Número de 
PCE típicos   
Número de 
PCE atípicos 
Número total de PCE 
en el patrón definitivo    
lunes Laborable - 33 15 33 
martes Laborable miércoles-viernes 42 8 120 
miércoles Laborable martes-viernes 41 11 120 
jueves Laborable viernes 36 15 74 
viernes Laborable martes-miércoles-
jueves 
38 10 156 
sábado Laborable - 38 14 38 
domingo No Laborable - 37 16 37 
Total   265 89 354 
 
5.6.3 Etapa 3: Cuantificación estadística 
La cuantificación estadística se realiza según el procedimiento seguido en los casos de 
estudio anteriores al comparar un día de análisis con su patrón correspondiente (Imagen 











Imagen 5.34 Patrones estocásticos de cada uno de los días de la semana en la línea de transmi-
sión Molino-Pascuales 
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5.6.4 Etapa 4: Presentación de resultados y análisis físico 
Todos los flujos de potencia diarios en el periodo de estudio fueron evaluados mediante 
las pruebas de la cuarta etapa de la metodología SAICC. Sin embargo, como ejemplo 
de la aplicación se presentan únicamente los resultados de los perfiles de los días mar-
tes y miércoles. 
Las conclusiones obtenidas acerca de las posibles causas de las anomalías en este caso 
no se ajustan siempre a la realidad debido a que el flujo de potencia activa de la línea 
de transmisión no depende únicamente de la demanda de energía, sino también de otros 
aspectos tales como la capacidad de la línea de transmisión, de la generación y de las 
condiciones del mercado.  
La metodología en este caso de estudio es utilizada como un clasificador no supervisa-
do de perfiles de carga diarios, agrupándolos en 7 clústeres de acuerdo a la categoriza-
ción de su IoC de acuerdo a la Tabla 4.5 del Capítulo 4. Así por ejemplo, el primer 
clúster está conformado por los perfiles de carga típicos (IoC = 0), el segundo clúster 
contiene los perfiles de carga anómalos del tipo 1 (0 < IoC ≤ 0.03) y así hasta llegar a 
los perfiles de carga anómalos del tipo 6, los cuales presentan cambios extremos con 
respecto al patrón (0.78 < IoC ≤ 1). En la Imagen 5.35 se presentan las agrupaciones de 
los perfiles de carga de acuerdo a la metodología propuesta. Los resultados obtenidos 
sugieren que el método SAICC puede utilizarse como un potente clasificador no super-
visado de perfiles de carga. 
El valor del IoC puede interpretarse de acuerdo a la Tabla 5.15, la cual resulta de un 
leve cambio en los términos usados en la Tabla 4.5. Por ejemplo, en lugar de consumo 
de electricidad se indica flujo de potencia, en lugar de potencia máxima se indica flujo 
máximo de potencia y en lugar de energía diaria consumida se indica energía diaria 
transmitida. 
 





a) IoC = 0 
 
b) 0 < IoC ≤ 0.03 
 
c) 0.15 < IoC ≤ 0.3 
 
d) 0.55 < IoC ≤ 0.78 
 
e) 0.78 < IoC ≤ 1 
Imagen 5.35 Clasificación de perfiles de carga de acuerdo al IoC de la línea de transmisión 
Molino-Pascuales (días martes y miércoles). 
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Tabla 5.15 Interpretación del IoC aplicada a líneas de transmisión 
IoC  Cambio en el 
consumo  
Interpretación 
0 Ninguno El flujo de potencia del día analizado se ajusta al patrón. 
(0-0.03] Muy pequeño Pocos datos atípicos, los cuales no indican cambios significativos en el flujo 
de potencia. 
(0.03-0.15] Notorio Existen varios datos atípicos, pero siempre menores que el 40% de todos los 
datos. Estos datos anómalos no provocan cambios en el flujo de potencia 
máximo, medio y mínimo. 
(0.15-0.3] Notable Muchos datos atípicos. No se evidencia gran diferencia en la energía diaria 
transmitida con respecto al patrón. Sin embargo, el valor del flujo de potencia 
máximo o mínimo está fuera el rango. 
(0.3-0.55] Grande Los datos atípicos ocasionan que la energía diaria transmitida esté fuera de 
rango con respecto al patrón. 
(0.55-0.78] Muy grandes La presencia de valores atípicos durante gran parte del día ocasiona que la 
energía diaria transmitida esté fuera de rang. Asimismo el flujo de potencia 
máximo o mínimo es atípico. 
(0.78-1] Extremo Todos los parámetros analizados están fuera de rango. El flujo de potencia es 
totalmente atípico. 
 
A modo de ejemplo, a continuación se presentan los tres perfiles de carga agrupados en 
el clúster c de la Imagen 5.35, cuyos índices de cambio están dentro del intervalo 
(0.15-0.3]. La Imagen 5.36 muestra estos tres perfiles en contraste con el patrón de 
consumo para los días martes y miércoles. 
 
Imagen 5.36 Flujos de potencia del clúster c versus su patrón  




Para este mismo caso, los flujos de potencia máximo, medio y mínimo se representan 
en la Imagen 5.37. Se observa que la potencia máxima de cada perfil excede el patrón, 
por tanto se confirma que el IoC cataloga y clasifica los perfiles de carga de manera 
adecuada de acuerdo a la Tabla 5.15. 
 
Imagen 5.37 Flujos de potencia máximo, medio y mínimo en contraste con el patrón 
5.6.5 Análisis de los resultados 
En este apartado se comparan los resultados de la clasificación de perfiles de carga de 
la línea de transmisión mediante la metodología SAICC y una de las técnicas no super-
visadas más extendidas. 
Si se considera que los perfiles de carga típicos se agrupan en un mismo clúster, en 
tanto que los perfiles de carga anómalos se agrupan en otros clústeres, es posible  plan-
tear una clasificación de perfiles de carga basados en la técnica k means descrita en el 
apartado 2.4.3.2 del Capítulo 2. Conviene recordar que el reconocimiento de patrones 
tiene cinco etapas, a) la adquisición de datos, b) preprocesamiento, c) segmentación, d) 
extracción de características y e) clasificación. 
En este caso los datos de flujos de potencia activa cuarto horaria fueron entregados por 
Celec-Transelectric [107] y corresponden al mismo periodo descrito en el apartado 
5.6.1. La etapa de extracción de características consiste en reducir los 96 datos de po-
tencia media cuarto horaria a 23 factores de forma, cuyos detalles se presentaron y 
publicaron en la 3rd International Conference on Power and Renewable Energy 
(ICPRE 2018) en Berlín, Alemania [75]. Por último, la etapa de clasificación se lleva a 
cabo mediante el algoritmo k means y SVM. 
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Las variables consideradas para la clasificación son los 23 factores de forma estableci-
dos. Se define un número k de grupos y de manera arbitraria k centroides. Los centroi-
des son recalculados hasta alcanzar un valor mínimo basado en una función de costo 
establecida con la distancia Euclidiana. El número k se afina con el uso de unos coefi-
cientes de silueta. El valor del coeficiente de silueta es una medida de la cercanía de un 
perfil de carga a otro perfil en el mismo clúster. Cuando un valor es cercano a uno se 
dice que la instancia de datos está correctamente agrupada. Para determinar el número 
k de clústeres adecuado se determina el promedio de los valores del coeficiente de 
silueta de acuerdo al número de clústeres en el que fueron divididos los datos. El valor 
mínimo de k se establece en 2 y el máximo lo determina la regla de Sturges. El mayor 
promedio obtenido por el coeficiente de silueta indica el número adecuado de k. 
La aplicación de esta técnica en el caso de estudio abordado obtiene 2 clústeres los 
cuales representan a días de consumo bajo (sábados, domingos y festivos) y días de 
consumo más elevado (Imagen 5.38). Sin embargo, en primera instancia no es posible 
conocer en detalle cuál es el comportamiento típico del flujo de potencia activa en la 
línea de transmisión en un día martes por ejemplo. Para abordar esta limitación, se 
segmentaron los datos de manera manual, considerando únicamente el flujo de potencia 
activa de los días martes y miércoles, de tal manera que sea posible comparar los resul-
tados con los obtenidos por la metodología SAICC. En este caso también se obtiene 
como mejor solución 2 clústeres. El primer clúster está formado por los perfiles de 
mayor demanda (63 perfiles) y el segundo por los perfiles con potencias menores (41 
perfiles), tal como se muestra en la Imagen 5.39. 
 
Imagen 5.38 Clústeres formados para los perfiles de carga de la línea de transmisión Molino-
Pascuales (01-10- 2017 hasta 30-09- 2018) con la técnica k means 





Imagen 5.39 Clústeres formados para los perfiles de carga de la línea de transmisión Molino-
Pascuales para los días martes y miércoles (01-10- 2017 hasta 30-09- 2018) con la técnica k 
means 
La clasificación de perfiles de carga mediante la técnica no supervisada propuesta no 
identifica perfiles anómalos. Por ello se aplican SVM, de tal manera que los perfiles 
cuyos factores de forma caen fuera de la hiperesfera definida se consideran atípicos 
dentro de cada clúster obtenido por la técnica k means. Con este procedimiento se ob-
tienen 3 perfiles anómalos en el primer clúster y 8 en el segundo, tal como se muestra 
en la Imagen 5.40 e Imagen 5.41, respectivamente. Sin embargo, no se conoce infor-
mación alguna acerca del tipo de anomalía detectada. 
 




Imagen 5.40 Clasificación de los perfiles de carga de la línea de transmisión Molino-Pascuales 
Clústeres para los días martes y miércoles utilizando k means y SVM para el clúster 1 
 
Imagen 5.41 Clasificación de los perfiles de carga de la línea de transmisión Molino-Pascuales 
Clústeres para los días martes y miércoles utilizando k means y SVM para el clúster 2 
De lo anteriormente expuesto se pueden definir algunas ventajas del método SAICC 
con respecto a otras técnicas no supervisadas de clasificación: 
 Las etapas de segmentación y extracción de características del reconocimiento 
de patrones se realizan automáticamente. 




 Los perfiles de carga se clasifican en función de la valoración del cambio que 
han tenido con respecto a su patrón habitual. 
 Las características de cada clúster están claramente definidas por la interpreta-
ción del IoC. 
En resumen, el método SAICC es una herramienta interesante a la hora de analizar los 
datos que proporcionan las nuevas REI en sus diferentes puntos. En el caso de las lí-
neas de transmisión es capaz de caracterizar el flujo de potencia al obtener sus patrones 
estocásticos. En consecuencia, tiene la capacidad de detectar y valorar cambios en el 
comportamiento de la línea de transmisión. Esta información puede ser utilizada para 
identificar modos de funcionamiento basados en aspectos como el despacho de energía, 
maniobras, fallos, variación de la demanda, cambios en la configuración del sistema o 
las restricciones técnicas o económicas existentes. El método también determina la 
cantidad de días al año que una línea de transmisión trabaja en determinadas condicio-
nes, lo cual resulta útil para facilitar la operación y planificación de la red eléctrica. 
5.7 Aplicación de la metodología SAICC en la predicción de la deman-
da de electricidad 
La predicción de la demanda de electricidad es muy importante en la gestión del sumi-
nistro de electricidad, siendo clave para la toma de decisiones. El alcance de esta tesis 
se centra en la predicción a corto plazo, la cual tiene aplicaciones en el despacho de la 
generación, gestión del mercado spot, aplicación de respuesta de la demanda y en la 
detección de anomalías, entre otros. 
La revisión de la literatura realizada en el Capítulo 2 (apartado 2.3) evidencia que se 
han desarrollado varias herramientas para la predicción de la demanda de electricidad. 
Estas herramientas pueden ser determinísticas, no determinísticas (estadísticas o de 
aprendizaje automático) y mixtas. Dicho estudio también ha permitido identificar que 
las herramientas basadas en aprendizaje automático, ya sean RNA o de aprendizaje 
profundo son las preferidas en la actualidad, sin embargo, se han identificado las si-
guientes debilidades: 
 Establecer la estructura de la red no es una tarea sencilla, además utilizan mu-
chos parámetros ajustados sin reglas determinadas. 
 La selección de los datos de entrenamiento requiere un esfuerzo considerable. 
 Ajustan sus modelos a una determinada instalación, por tanto, el mismo mode-
lo no puede utilizarse para otras. 
 Tienen dificultades para acotar la incertidumbre de los resultados obtenidos. 
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En los siguientes apartados de esta tesis se da respuesta a las debilidades detectadas. 
Por un lado, se propone utilizar la metodología SAICC para obtener la predicción de la 
demanda de energía en determinado punto de la red. La predicción se realiza con inter-
valos de predicción asociados a probabilidades de ocurrencia, cuantificando de esta 
manera la incertidumbre de las predicciones realizadas. Por otro lado, se utiliza el 
aprendizaje profundo, específicamente una red neuronal LSTM (una de las técnicas que 
en la literatura ha obtenido excelentes resultados en la predicción de demanda de elec-
tricidad), para comparar sus resultados con los obtenidos por la metodología SAICC. 
5.7.1 Aplicación de la metodología SAICC en la predicción de la demanda de elec-
tricidad 
La revisión del estado del arte acerca de la predicción del consumo de electricidad 
realizada en el Capítulo 2, así como la experiencia adquirida por el propio autor en 
[108] indica que la demanda de electricidad puede asociarse a diferentes variables, 
tales como: la temperatura, precipitación, hora del día, mes, año, laboralidad, etc. Sin 
embargo, su utilización en sistemas de monitorización y vigilancia puede resultar poco 
práctica debido a su complejidad, elevado gasto computacional y el requerimiento de 
predicciones de las otras variables consideradas, lo cual también eleva la incertidum-
bre. Asimismo, Taylor en [20] indica que para sistemas de predicción a corto plazo 
basta un modelo univarido. En este contexto, en el presente apartado se utiliza la po-
tencia eléctrica activa demandada como una serie temporal de datos para realizar pre-
dicciones. Las predicciones realizadas difieren del enfoque clásico, las cuales predicen 
valores puntuales intentando minimizar el error. En este caso, por cada día se predicen 
96 intervalos de potencia activa absorbida, uno por cada periodo de 15 minutos y se 
define una probabilidad asociada a que los valores reales se encuentren dentro de cada 
intervalo obtenido. 
5.7.1.1 Metodología 
Para la predicción de la demanda de electricidad, la primera etapa de la metodología 
SAICC explicada en el apartado 4.2.1 del Capítulo 4 sufre dos modificaciones. En 
primer lugar, en la subetapa de E.1.2 Recolección de datos, se agrega una característica 
adicional, la cual se refiere a la temperatura ambiente promedio diaria asociada al lugar 
del consumo de energía. La segunda modificación se da en la subetapa de E.1.8 Sepa-
ración de datos atípicos. A más de separar los PCE que tienen valores de potencia 
anómalos, se segmentan los PCE que tienen valores de temperatura promedio fuera de 
dos desviaciones estándar con respecto a la media. De esta manera se eliminan perfiles 
atípicos debido a temperaturas extremas. 




La segunda etapa de la metodología SAICC no se modifica, por lo que provee los pa-
trones estocásticos, tal como se detallada en el Capítulo 4. El patrón de consumo es 
representado mediante una matriz de patrón final para cada día de la semana, siendo 
estos datos esenciales para obtener los intervalos de predicción. 
Después de llevar a cabo las dos primeras etapas de la metodología SAICC se define 
cada matriz de patrón final junto con sus características expresadas en vectores: la me-
dia, desviación estándar, 𝑍𝑚𝑖𝑛 y 𝑍𝑚𝑎𝑥. Las medias y las desviaciones estándar muestra-
les se pueden aproximar a las medias y desviaciones estándar reales cuando el número 
de datos en la muestra es grande, en este caso se computan columna por columna en 
cada matriz de patrón final (ver Imagen 5.42). 
 
Imagen 5.42 Obtención de medias y desviaciones estándar en la matriz de patrón final 
Previo al cálculo de los intervalos de predicción se realiza un ajuste a la media siempre 
que la transformación de datos mediante el método SAEC se haya llevado a cabo. El 
ajuste se realiza mediante el siguiente procedimiento: 
1. A los valores de la media obtenidos se le sustrae el valor de la carga base, el cual es 
el percentil 1% de todas las observaciones. 
2. A los valores obtenidos en el punto anterior se los multiplica por el valor del índice 
de estacionalidad (explicado en el apartado 3.5.2.2 del Capítulo 3) de la semana más 
reciente. 
3. A los valores obtenidos en el punto anterior se les suma el valor de la carga base. 
4. Se define la probabilidad (1 − 𝛼) asociada al intervalo de predicción. Para este estu-
dio se selecciona 60%, 80% y 95%. 
5. Se definen los valores 𝑧𝛼/2 y 𝑧−𝛼/2 de la distribución normal estándar que cumplen 
con la siguiente condición: 
x1,1 x1,2 … x1,c … x1,96
x2,1 x2,2 … x2,c … x2,96
… … … … … …
xr,1 xr,2 … xr,c … xr,96
… … … … … …
xn,1 xn,2 … xn,c … xn,96
Matriz Patrón 
Final  =
μ1, σ1 μ2, σ2 μc, σc μ96, σ96






= 1− 𝛼, 
Ecuación 5.1 
 
6. Se calcula un intervalo de predicción a partir de la media y desviación estándar. La 









en donde 𝜇 es la media, 𝑍𝛼/2 es el valor de 𝑍 que deja un valor de 𝛼/2 bajo la curva 
normal, 𝑋0 representa a la variable aleatoria a predecir y 𝑛 es el número de datos, en 
este caso representa el número de PCE diarios dentro de la matriz de patrón final. 
Si la transformación de datos no fue realizada, los valores de la media del patrón final 
no sufren ningún cambio y el procedimiento descrito continúa como se ha indicado. 
5.7.1.2 Aplicación a la demanda nacional de Ecuador 
En este apartado la metodología SAICC es utilizada para obtener intervalos de predic-
ción de la demanda horaria de electricidad de toda la república del Ecuador. Los datos 
de la demanda de electricidad utilizados corresponden a las fechas comprendidas entre 
el 01-01-2017 y el 09-12-2018 y fueron obtenidos a través del Operador Nacional de 
Electricidad [109]. 
Los datos de la temperatura fueron obtenidos a través del Instituto Nacional de Meteo-
rología e Hidrología [110]. Debido a que la predicción de la demanda de electricidad 
que se obtiene es de todo el país, la temperatura adquirida es la media ponderada de las 
tres ciudades más grandes de Ecuador: Guayaquil, Quito y Cuenca. Los pesos utiliza-
dos para este cálculo toman los valores correspondientes a la población total en cada 
ciudad. 
Se ha seleccionado el día domingo 14-10-2018 como el día final para la obtención de 
los patrones de consumo. El periodo de análisis de datos se fija en 364, 182 y 119 días, 
debido a que estos valores contienen un número entero de semanas. En cada uno de los 
tres casos se obtienen los intervalos de predicción y el porcentaje de  variación de los 
intervalos con respecto a su media. La evaluación de los resultados permite seleccionar 
el periodo de análisis más adecuado. 
Intervalos de predicción con un periodo de 364 días para la obtención de patrones 
En este caso, siendo el periodo de análisis de 364 días se analizan los datos desde el 
16-10-2017 hasta el 14-10-2018. La estacionalidad del consumo es baja como se puede 
ver la Imagen 5.43. 





Imagen 5.43 Índice de estacionalidad para un periodo de 364 días 
La media del patrón de la demanda de electricidad y la desviación estándar se muestran 
en la Imagen 5.44 e Imagen 5.45. 
 
Imagen 5.44 Media del patrón de cada día de la semana desde el 16-10-2017 hasta 14-10-2018 
(periodo de obtención de patrones 364 días)  




Imagen 5.45 Desviación estándar del patrón de cada día de la semana desde el 16-10-2017 hasta 
14-10-2018 (periodo de obtención de patrones 364 días) 
Los detalles de la conformación de patrones se pueden ver en la Tabla 5.16. 
Tabla 5.16 Conformación de los patrones de electricidad para el periodo de 364 días 
Día de la 
semana 
Laboralidad Días con los que 
se agrupa 
Número de 
PCE típicos   
Número de 
PCE atípicos 
Número total de PCE 
en patrón definitivo    
lunes Laborable - 42 6 42 
martes Laborable miércoles-jueves 33 17 105 
miércoles Laborable martes-jueves 33 19 105 
jueves Laborable martes-miércoles 39 12 105 
viernes Laborable - 35 13 35 
sábado Laborable - 33 12 33 
domingo No Laborable - 42 10 42 
Total   257 89 346 
 
La Imagen 5.46 muestra los intervalos de predicción obtenidos desde el 15 al 21 de 
octubre del 2018 en contraste con la demanda de electricidad real. 





Imagen 5.46 Intervalos de predicción con el 60%, 80% y 95% de probabilidad desde el 15-10-
2018 hasta el 21-10-2018 (periodo de obtención de patrones 364 días) 
El porcentaje de variación de los intervalos de predicción se muestra en la Tabla 5.17. 
Tabla 5.17 Porcentaje de variación de los intervalos de predicción (periodo de obtención de 
patrones 364 días) 
 
Rango medio con res-
pecto a la media del 
patrón [%] 
Rango máximo con 
respecto a la media del 
patrón [%] 
Rango mínimo con 
respecto a la media del 
patrón [%] 
 
Probabilidad Probabilidad Probabilidad 
  60% 80% 95% 60% 80% 95% 60% 80% 95% 
Lunes ± 2.9 ± 4.4 ± 6.7 ± 3.8 ± 5.8 ± 8.9 ± 1.6 ± 2.5 ± 3.8 
Martes- Miércoles- 
Jueves ± 2.1 ± 3.1 ± 4.8 ± 2.9 ± 4.4 ± 6.8 ± 1.4 ± 2.2 ± 3.3 
Viernes ± 2.5 ± 3.8 ± 5.8 ± 3.2 ± 4.9 ± 7.4 ± 1.4 ± 2.1 ± 3.2 
Sábado  ± 2.2 ± 3.4 ± 5.1 ± 2.8 ± 4.2 ± 6.5 ± 1.6 ± 2.5 ± 3.8 
Domingo ± 3.2 ± 4.9 ± 7.5 ± 3.8 ± 5.8 ± 8.8 ± 2.4 ± 3.7 ± 5.6 
Total ± 2.4 ± 3.7 ± 5.7 ± 3.8 ± 5.8 ± 8.9 ± 1.4 ± 2.1 ± 3.2 
 
La Tabla 5.18 muestra la cantidad de datos reales de la demanda de electricidad que 
caen dentro de cada intervalo de predicción obtenido. Así por ejemplo, en esta semana 
el 83.9% y el 99.4% de todos los valores reales están dentro del intervalo asociado a la 
probabilidad del 80% y 95% respectivamente. 
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Tabla 5.18 Resumen de los intervalos de predicción desde el 15 al 21 de octubre de 2018 (perio-







Variación media de los 
intervalos con respecto 
a la media del patrón [%] 
60% 416 61.90 ± 2.4 
80% 564 83.93 ± 3.7 
95% 668 99.40 ± 5.7 
 
Intervalos de predicción con un periodo de 182 días para la obtención de patrones 
En este caso se utilizan datos de 182 días para conformar los patrones (desde el 16 de 
abril hasta el 14 de octubre de 2018). El procedimiento seguido es el mismo mostrado 
para el periodo de análisis de 364 días. Es decir, se obtienen los índices de estacionali-
dad, media y desviación estándar del patrón para cada día de la semana. Los intervalos 
de predicción para la semana del 15 al 21 de octubre del 2018 y la demanda de electri-
cidad real para este caso se muestran en la Imagen 5.47. 
 
Imagen 5.47 Intervalos de predicción con el 60%, 80% y 95% de probabilidad desde el 15-10-
2018 hasta el 21-10-2018 (periodo de obtención de patrones 182 días) 
La Tabla 5.19 muestra la cantidad de datos reales de la demanda de electricidad que 
caen dentro de cada intervalo y el porcentaje de variación media de los intervalos de 
predicción con respecto a su media. 




Tabla 5.19 Resumen de la aplicación de los intervalos de predicción desde el 15 al 21 de octubre 







Variación media de los 
intervalos con respecto a 
la media del patrón [%] 
60% 376 55.95 ± 2.1 
80% 532 79.17 ± 3.2 
95% 648 96.43 ± 4.9 
 
Intervalos de predicción con un periodo de 119 días para la obtención de patrones 
El periodo de obtención de datos con 119 días comprende desde el 18 de junio hasta el 
14 de octubre de 2018. En este caso los intervalos de predicción obtenidos, así como la 
demanda de electricidad se muestran en la Imagen 5.48. 
 
Imagen 5.48 Intervalos de predicción con el 60%, 80% y 95% de probabilidad desde el 15-10-
2018 hasta el 21-10-2018 (periodo de obtención de patrones 119 días) 
La Tabla 5.20 muestra el número de datos reales de la demanda de electricidad que 
están dentro de cada intervalo de predicción semanal y el porcentaje de la variación 
medio de los intervalos con respecto a su media. Se aprecia que el 94.05% de los valo-
res caen dentro del intervalo de asociado a la probabilidad del 95%. 
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Tabla 5.20 Resumen de la aplicación de los intervalos de predicción desde el 15 al 21 de octubre 







Variación media de los 
intervalos con respecto 
a la media del patrón [%] 
60% 364 54.1 ± 2.2 
80% 544 80.9 ± 3.3 
95% 632 94.0 ± 5.0 
 
El mismo procedimiento para la obtención de intervalos de predicción para los perio-
dos definidos (364, 182 y 119 días) se aplicó para las 3 semanas siguientes. En la Tabla 
5.21 se muestra el resumen de los resultados desde el 15 de octubre hasta el 11 de no-
viembre de 2018.  
Tabla 5.21 Resumen de la aplicación de los intervalos de predicción desde el 15 de octubre al 11 
de noviembre del 2018  
No. días para 
el análisis Probabilidad 
Porcentaje de 
valores dentro 
del intervalo [%] 
Variación media de los 
intervalos con respecto a 
la media del patrón [%] 
364 
60% 60.9 ± 2.66 
80% 81.1 ± 3.99 
95% 96.7 ± 6.04 
182 
60% 60.0 ± 2.32 
80% 77.1 ± 3.46 
95% 91.7 ± 5.21 
119 
60% 56.0 ± 1.91 
80% 76.3 ± 2.99 
95% 91.8 ± 4.65 
 
Como conclusión en este apartado, se resalta que el periodo de obtención de patrones 
con 364 días es el único que proporciona intervalos de predicción en los que el porcen-
taje de valores reales dentro del intervalo es mayor a la probabilidad asociada.  
La Imagen 5.49 muestra mediante un diagrama de dispersión, el porcentaje diario de 
valores reales que caen dentro de cada intervalo de predicción para cada día predicho. 
Los cuadrados azules corresponden a una probabilidad de ocurrencia del 60%, los 
círculos rojos del 80% y los rombos verdes del 95%. El porcentaje de valores reales 
que caen dentro del intervalo de predicción obtenido con patrones de 364 y 182 días se 




representan en el eje vertical y horizontal, respectivamente. Se puede observar que con 
los patrones formados con 364 días de análisis, el número de días con porcentaje de 
valores reales que están dentro del intervalo de predicción es sustancialmente mayor al 
obtenido por los patrones con los 182 días. Específicamente, para el caso de la probabi-
lidad del 95%, se puede ver que todos los puntos están por encima de la línea diagonal. 
Esto indica que, en ningún caso, los intervalos de predicción obtenidos con patrones de 
182 días han conseguido mejores resultados que los patrones obtenidos con 364 días. 
Los resultados obtenidos con periodos de obtención de patrones de 119 días son des-
cartados debido al bajo porcentaje de valores reales dentro del intervalo de predicción. 
 
Imagen 5.49 Porcentaje diario de valores reales que caen dentro de cada intervalo de predicción 
para periodos de obtención de patrones de 364 y 182 días 
5.7.1.3 Aplicación a la demanda de España peninsular  
En este caso de estudio, la aplicación de la metodología SAICC para obtener intervalos 
de predicción se realiza sobre la demanda de electricidad de la España peninsular. Los 
datos de la demanda fueron obtenidos desde el Sistema de Información del Operador 
del Sistema de Red Eléctrica de España [111] en el periodo comprendido entre el 16-
10-2015 hasta el 25-03-2019. Se ha seleccionado el día domingo 20-01-2019 como el 
día final para la obtención de los patrones de consumo. 
En esta ocasión los datos de la temperatura fueron obtenidos desde la Agencia Estatal 
de Meteorología [112]. Como la predicción de la demanda de electricidad que se reali-
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cuatro de las ciudades más grandes y cuya ubicación geográfica dista considerablemen-
te una de otra, como son Madrid, Barcelona, Sevilla y Bilbao. Al igual que en el caso 
de estudio anterior, los pesos utilizados para el cálculo de la media ponderada se esta-
blecen de acuerdo a la población total de cada ciudad. 
Un primer análisis exploratorio indica que los intervalos de predicción obtenidos con 
periodos continuos de datos de 364, 182 y 119 días, como en el caso anterior, arrojan 
resultados poco satisfactorios. En España el consumo de electricidad tiene una fuerte 
componente estacional, además los perfiles de carga diarios cambian de forma de 
acuerdo a la época del año. Por este motivo el porcentaje de valores que están dentro 
del intervalo de predicción es mucho menor que la probabilidad asociada, siendo nece-
sario definir una nueva forma de escoger los datos para la obtención de los patrones. 
Intervalos de predicción con periodos de 9 semanas para la obtención de patrones 
Los problemas expuestos anteriormente no ponen en duda la eficacia de la metodología 
planteada, más bien evidencian que cuando existe una serie temporal de datos altamen-
te estacional se deben escoger los datos adecuadamente. Por tanto, los datos se recolec-
tan de la siguiente manera:  
 Se define la semana x a predecir, siendo x el número de la semana del año. 
 Se toman los datos de las 4 semanas anteriores a la semana x a predecir.  
 Para el año anterior se toman los datos de 4 semanas anteriores a la semana x 
de ese año, la semana x y 4 semanas posteriores a la semana x. 
 Para el año más antiguo del cual se recolectan los datos, se consideran sola-
mente las cuatro semanas posteriores a la semana x, de esta manera se aporta 
un balance adecuado en la cantidad de datos anteriores y posteriores a la se-
mana x (ver Imagen 5.50). 
 Los datos de las cuatro semanas anteriores a la semana x de cada año se eva-
lúan mediante el método SAEC para establecer los índices de estacionalidad, 
de esta manera se ajusta el intervalo de predicción según la tendencia del con-
sumo siguiendo los pasos detallados en el apartado 5.7.1.1. 
 
Imagen 5.50 Selección de datos para la obtención de intervalos de predicción para el caso de 
España peninsular (182 días de análisis) 










Para predecir la demanda de electricidad desde del 21 al 27 de enero del 2019, en pri-
mera instancia se adquieren los datos correspondientes de 4 años, es decir de 26 sema-
nas o 182 días, dispuestos de la siguiente manera: 
 Año 0: 24-12-2018 hasta el 20-01-2019 
 Año -1: 25-12-2017 hasta el 25-02-2018 
 Año -2: 26-12-2016 hasta el 26-02-2017 
 Año -3: 25-01-2016 hasta el 21-02-2016 
En la Imagen 5.51 e Imagen 5.52 se puede ver la media y la desviación estándar del 
patrón de cada día de la semana, con los datos de las fechas seleccionadas. 
 
Imagen 5.51 Media del patrón de cada día de la semana (periodo de obtención de patrones 182 
días) 




Imagen 5.52 Desviación estándar del patrón de cada día de la semana (periodo de obtención de 
patrones 182 días) 
 
La conformación de los patrones se detallada en la Tabla 5.22. 
Tabla 5.22 Conformación de los patrones de electricidad para el periodo de 182 días 
Día de la 
semana 
Laboralidad Días con los que se 
agrupa 
Número de 
PCE típicos   
Número de 
PCE atípicos 
Número total de 
PCE en el patrón 
definitivo    
lunes Laborable - 21 3 21 
martes Laborable miércoles-jueves-viernes 19 5 80 
miércoles Laborable martes-jueves-viernes 21 5 80 
jueves Laborable martes-miércoles-viernes 21 5 80 
viernes Laborable martes-miércoles-jueves 19 6 80 
sábado Laborable - 19 6 19 
domingo No Labora-
ble 
- 22 4 22 
Total   122 34 156 
 
Los intervalos de predicción obtenidos en este caso se muestran en la Imagen 5.53. 





Imagen 5.53 Intervalos de predicción con el 60%, 80% y 95% de probabilidad desde el 21-01-
2019 hasta el 27-01-2019 (periodo de obtención de patrones 182 días) 
En la Tabla 5.23 se muestra el porcentaje de variación de los intervalos de predicción 
obtenidos para cada día de la semana con un periodo de obtención de patrones de 182 
días. En tanto que en la se presenta el resumen de los resultados. 
Tabla 5.23 Porcentaje de variación de los intervalos de predicción (periodo de obtención de 
patrones 182 días) 
 
Rango medio con res-
pecto a la media del 
patrón [%] 
Rango máximo con 
respecto a la media del 
patrón [%] 
Rango mínimo con 
respecto a la media del 
patrón [%] 
 
Probabilidad Probabilidad Probabilidad 
  60% 80% 95% 60% 80% 95% 60% 80% 95% 
Lunes ± 4.6 ± 7.0 ±10.7 ± 6.4 ± 9.8 ±14.9 ± 2.9 ± 4.4 ± 6.7 
Martes- Miércoles- 
Jueves-Viernes ± 3.3 ± 5.1 ± 7.8 ± 4.1 ± 6.2 ± 9.5 ± 2.7 ± 4.1 ± 6.3 
Sábado  ± 2.8 ± 4.2 ± 6.4 ± 3.8 ± 5.8 ± 8.9 ± 2.2 ± 3.4 ± 5.1 
Domingo ± 3.3 ± 5.0 ± 7.6 ± 5.6 ± 8.6 ±13.2 ± 2.3 ± 3.4 ± 5.2 
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Tabla 5.24 Resumen de la aplicación de los intervalos de predicción desde el 21 al 27 de enero 







Variación media de los 
intervalos con respecto 
a la media del patrón [%] 
60% 294 43.75 ± 3.5 
80% 472 70.24 ± 5.3 
95% 632 94.05 ± 8.1 
 
A continuación se realiza el mismo análisis con datos de 119 días correspondientes a 3 
años, cuya distribución es la siguiente: 
 Año  0: 24-12- 2018 hasta el 20-01-2019 
 Año -1: 25-12-2017 hasta el 25-02-2018 
 Año -2: 30-01-2017 hasta el 26-02-2017 
Los intervalos de predicción obtenidos se muestran en la Imagen 5.54. Como se puede 
ver en la Tabla 5.25 el porcentaje de valores reales que caen dentro de los intervalos de 
predicción es similar al mostrado en la Tabla 5.24. No obstante, el porcentaje de varia-
ción de los patrones es visiblemente mayor debido a que una menor cantidad de datos 
produce un intervalo más grande (ver Ecuación 5.2). 
 
Imagen 5.54 Intervalos de predicción con el 60%, 80% y 95% de probabilidad desde el 21-01-
2019 hasta el 27-01-2019 (periodo de obtención de patrones 119 días) 
 




Tabla 5.25 Resumen de la aplicación de los intervalos de predicción desde el 21 al 27 de enero 







Variación media de los 
intervalos con respecto 
a la media del patrón [%] 
60% 290 43.15 ± 3.8 
80% 481 71.58 ± 5.7 
95% 625 93.01 ± 8.8 
 
Con el fin de generalizar los resultados, el mismo procedimiento se aplicó para las 3 
semanas siguientes. Se aplicaron los dos periodos para la obtención de patrones, el 
primero con 182 días y el segundo con 119 días. En la Tabla 5.26 se muestra el resu-
men de resultados de los intervalos de predicción obtenidos desde el 21 de enero hasta 
el 17 de febrero de 2019. En los dos periodos de análisis el porcentaje de valores reales 
que caen dentro del intervalo de predicción es superior a la probabilidad asociada. 
Tabla 5.26 Resumen de los intervalos de predicción obtenidos desde el 21 de enero al 17 de 
febrero del 2019 para España peninsular 






Variación media de 
los intervalos con 
respecto a la media 
del patrón [%] 
182 
60% 64.14 ± 4.82 
80% 86.98 ± 6.34 
95% 98.10 ± 8.67 
119 
60% 69.01 ± 5.23 
80% 89.43 ± 6.88 
95% 98.16 ± 9.41 
 
Al observar el diagrama de dispersión de la Imagen 5.55 no es evidente qué periodo de 
obtención de patrones consigue mayor porcentaje de valores reales dentro. Sin embar-
go, los intervalos de predicción obtenidos con 182 días de análisis tienen menor varia-
ción, por lo que este periodo es utilizado para posteriores análisis. 




Imagen 5.55 Porcentaje diario de valores reales que están dentro de cada intervalo de predic-
ción para periodos de obtención de patrones de 182 y 119 días 
5.7.1.4 Análisis de los resultados 
Los resultados obtenidos tanto para el caso de la demanda del Ecuador continental y de 
España peninsular indican que la metodología SAICC desarrollada puede ser utilizada 
para generar intervalos de predicción. Para el caso analizado en Ecuador, en dónde los 
datos de la demanda de electricidad tienen una componente estacional débil, simple-
mente se selecciona la cantidad de días previos a la semana a predecir que ingresan al 
modelo. Al predecir 4 semanas con los datos de 364 días previos se obtiene un 81.14% 
de valores reales que caen dentro del intervalo de predicción del 80%, con una varia-
ción promedio del ± 3.99% con respecto al valor medio del intervalo. El intervalo del 
80% parece ser el más adecuado en la predicción de la demanda de electricidad.  
En la Imagen 5.56 se muestra a modo de ejemplo el intervalo de predicción del 80% de 
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Imagen 5.56 Intervalo de predicción de la demanda de potencia activa en Ecuador continental 
desde el 15 al 28 de octubre de 2018 
Del análisis realizado en la España peninsular se evidenció que, cuando la serie tempo-
ral tiene una fuerte componente estacional no es conveniente ingresar datos de periodos 
continuos prolongados. Para este caso se obtuvieron buenos resultados al ingresar al 
modelo los datos de las 4 semanas previas a la semana a predecir. Luego, se identifica 
y se obtienen datos de la semana equivalente a predecir pero del año anterior, de las 
cuatro semanas previas y las cuatro semanas posteriores (9 semanas). Si se escogen 
más años se seleccionan las mismas 9 semanas equivalentes. Para el año más antiguo 
considerado, se utilizan solamente los datos de las cuatro semanas posteriores a la se-
mana equivalente a predecir. Los mejores resultados se obtienen cuando se utilizan 
datos de 4 años, es decir de 182 días. Para las 4 semanas predichas en este caso, el 
86.98% de valores caen dentro del intervalo de predicción del 80%, con una variación 
promedio del intervalo de predicción del ± 6.3% con respecto al valor medio del inter-
valo. En la Imagen 5.57 se muestra a modo de ejemplo, el intervalo de predicción del 
80% y el valor de la demanda de potencia activa real de la España peninsular desde el 
04 al 17 de febrero de 2019. 




Imagen 5.57 Intervalo de predicción de la demanda de potencia activa en España desde el 04 al 
17 de febrero de 2019 
5.7.2 Predicción de la demanda de electricidad mediante redes neuronales LSTM 
En este apartado se presenta un modelo de RNA LSTM y sus predicciones de la de-
manda de electricidad con el objetivo de compararlas con las de la metodología 
SAICC. Las redes LSTM se caracterizan por conseguir muy buenas predicciones en 
series temporales de datos de energía eléctrica. 
5.7.2.1 Estructura de la red LSTM 
La RNA LSTM se ha estructurado según el detalle de la Tabla 5.27. La red propuesta 
obtuvo los mejores resultados después de múltiples pruebas. Se evaluó el ECM para 
diferente número de capas intermedias y neuronas en cada capa, con el fin de encontrar 
la configuración que resulte en el menor error de predicción. Este procedimiento se 
justifica debido a que no existe un método analítico para determinar el número óptimo 
de capas intermedias y neuronas en una RNA. 
El algoritmo de optimización de entrenamiento utilizado es el Adam. Adam fue pro-
puesto en 2014 por Kingma y Ba [113] y se ha convertido en uno de los algoritmos 
más utilizados en el aprendizaje profundo. Entre sus mayores ventajas están su fácil 
implementación, bajo costo computacional, baja memoria requerida, finalmente su uso 
es apropiado cuando los datos presentan gradientes débiles o muy fuertes. 
 
 




Tabla 5.27 Parámetros de la RNA LSTM 
Parámetros Configuración  
Algoritmo de optimización para el entrenamiento Adam 
Número de capas  3 
Número de neuronas en la capa de entrada 96 
Número de neuronas en la intermedia 100 
Números de neuronas en última capa 96 
Look back 7 días 
 
Las capas de entrada y de salida tienen 96 neuronas cada una. Las pruebas realizadas 
demostraron que, en la predicción de la demanda de electricidad el error disminuye 
cuando se aplica esta configuración. Si bien las redes LSTM son utilizadas ampliamen-
te en sistemas variantes en el tiempo, se ha notado que cuando todos los datos de la 
serie temporal ingresan por la misma neurona, los errores son considerablemente ma-
yores. Esta problemática se resuelve al introducir una matriz de entrada de datos a la 
red neuronal de dimensiones 96xM, en donde cada fila representa una dato cuarto hora-
rio del PCE diario y M es el número de días que ingresan a la red neuronal. Tal como 
se ve en la Imagen 5.58, cada neurona de la capa de entrada  recibe datos cuarto hora-
rios con una periodicidad de 24 horas. Gracias a esta configuración la red obtiene erro-
res más bajos ya que el consumo de energía en un momento específico del día no difie-
re en gran medida del consumo en otro día a la misma hora. 
 
Imagen 5.58 Red neuronal artificial LSTM utilizada para la predicción 
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Por último, en el parámetro look back (bucle de retorno) se seleccionó 7 días, ya que 
los datos de la demanda de electricidad tienen un comportamiento cíclico semanal. 
5.7.2.2 Resultados para el caso de estudio en Ecuador 
El caso de estudio analizado es el mismo expuesto en el apartado 5.7.1.2, en el que se 
estudia la demanda de electricidad de Ecuador. Los datos disponibles desde el 01-01-
2017 y hasta el 09-12-2018 (67970 registros) fueron segmentados de tal manera que, el 
70% de datos iniciales se utilizan para el entrenamiento y el 30% restante para la eva-
luación de las predicciones. 
Los resultados de las predicciones realizadas se presentan desde el 10 de septiembre 
hasta el 09 de diciembre de 2018 (trece semanas), en donde su desempeño se compara 
con las predicciones realizadas mediante la metodología SAICC. A modo de ejemplo, 
la Imagen 5.59 muestra las predicciones realizadas entre el 15 y el 21 de octubre de 
2018. Las predicciones obtenidas son satisfactorias, obteniendo en este intervalo un 
valor promedio del PEMA de 2.19%. 
 
Imagen 5.59 Predicción desde el 15-10-2018 hasta el 21-10-2018 para Ecuador utilizando una 
RNA LSTM 
En las trece semanas evaluadas se evidencia un valor medio del PEMA del 2.73%. El 
error obtenido es aceptable si lo comparamos con otros estudios. En contraste, existen 
días en los cuales la predicción de la RNA falla considerablemente. Por ejemplo, en las 
semanas de predicción 4, 5 y 8 de la Tabla 5.28 se obtienen valores del PEMA conside-
rablemente superiores al valor medio total. Al examinar con mayor detenimiento la 
semana 8 en la que se producen los errores más elevados en la predicción, se denota 




una debilidad de las redes LSTM. Como se ha indicado anteriormente, las redes LSTM 
tienen la capacidad de memorizar patrones. En este caso, esa característica se convierte 
en una desventaja, ya que al existir días festivos (del 01 al 04 de noviembre) la red 
comete errores en sus predicciones. Como se puede ver en la Imagen 5.60, el jueves al 
ser el primer día festivo se comporta como un sábado y el viernes como un domingo. 
La red entonces predice el consumo del jueves como un día laborable común, pero 
como el consumo de ese día es muy parecido a un sábado, el siguiente día es predicho 
como un domingo cuando en realidad es un viernes. La red neuronal predice entonces 
el siguiente día (sábado) como si fuera un lunes, de esta manera se acumulan errores, 
obteniendo una predicción deficiente. 
Tabla 5.28 PEMA en la predicción de la demanda de electricidad en Ecuador para trece sema-
nas mediante la RNA LSTM (10-09-2018 hasta 09-12-2018) 
Semana 
Fecha 
inicial Fecha final Lunes Martes Miércoles Jueves Viernes  Sábado  Domingo Media 
1 10/09/2018 16/09/2018 2.10% 1.34% 2.12% 1.91% 1.85% 2.60% 1.49% 1.92% 
2 17/09/2018 23/09/2018 2.03% 1.79% 2.32% 1.66% 2.49% 2.23% 1.77% 2.04% 
3 24/09/2018 30/09/2018 2.34% 1.07% 1.52% 2.52% 1.09% 2.22% 2.33% 1.87% 
4 01/10/2018 07/10/2018 3.37% 5.97% 3.17% 3.65% 2.02% 2.12% 2.62% 3.28% 
5 08/10/2018 14/10/2018 8.74% 8.10% 2.95% 1.90% 2.35% 4.48% 2.81% 4.48% 
6 15/10/2018 21/10/2018 2.15% 2.81% 2.25% 1.43% 1.68% 2.84% 2.16% 2.19% 
7 22/10/2018 28/10/2018 3.24% 2.45% 1.19% 1.33% 1.32% 2.68% 1.15% 1.91% 
8 29/10/2018 04/11/2018 1.79% 1.32% 2.17% 8.06% 2.96% 11.57% 12.91% 5.82% 
9 05/11/2018 11/11/2018 2.53% 2.24% 2.23% 2.92% 3.11% 3.36% 3.12% 2.79% 
10 12/11/2018 18/11/2018 3.63% 1.18% 1.40% 1.56% 2.04% 3.33% 2.53% 2.24% 
11 19/11/2018 25/11/2018 2.22% 2.55% 2.50% 1.75% 3.44% 4.41% 2.25% 2.73% 
12 26/11/2018 02/12/2018 2.57% 1.87% 1.62% 2.19% 1.42% 2.25% 2.34% 2.04% 
13 03/12/2018 09/12/2018 2.99% 1.78% 1.15% 2.21% 1.80% 2.65% 2.69% 2.18% 
Media total 3.05% 2.65% 2.04% 2.54% 2.12% 3.60% 3.09% 2.73% 
 
 




Imagen 5.60 Predicción desde el 29-10-2018 hasta el 04-11-2018 para Ecuador utilizando una 
red neuronal LSTM 
Con la finalidad de contrastar el desempeño de las predicciones realizadas por la RNA 
LSTM y el método propuesto en el apartado 5.7.1, a continuación se presenta un resu-
men de los resultados obtenidos por el método derivado de la metodología SAICC. Se 
obtuvieron los intervalos de predicción de la demanda de electricidad desde el 10 de 
septiembre hasta el 09 de diciembre de 2018. Tal como se indicó anteriormente, la 
predicción por intervalos es un enfoque distinto al tradicional, por un lado las RNA 
obtienen valores puntuales de predicción y su desempeño se evalúa mediante el cálculo 
de un error. Por el otro, el método SAICC obtiene un valor mínimo y un máximo y una 
probabilidad asociada a que el valor real caiga dentro de ese intervalo, de tal manera 
que comparar el desempeño de cada método no es una tarea trivial. Entonces, se pro-
pone obtener la media de los intervalos y considerar este valor como la predicción para 
luego calcular el PEMA que puede compararse con el obtenido por la red LSTM (ver 
Imagen 5.61). El valor medio del PEMA para las trece semanas evaluadas es de 2.23%, 
es decir medio punto porcentual más bajo que el error conseguido por la RNA. Estos 
valores de error se muestran en la Tabla 5.29. 





Imagen 5.61 Predicción desde el 29-10-2018 hasta el 04-11-2018 para Ecuador utilizando la 
media del intervalo de predicción del método SAICC 
Tabla 5.29 PEMA en la predicción de la demanda de electricidad en Ecuador para trece sema-
nas mediante el método SAICC (10-09-2018 hasta 09-12-2018) 
Semana Fecha inicial Fecha final Lunes Martes Miércoles Jueves Viernes  Sábado  Domingo Media 
1 10/09/2018 16/09/2018 1.17% 1.28% 1.39% 1.62% 2.30% 1.24% 1.66% 1.52% 
2 17/09/2018 23/09/2018 2.54% 1.06% 1.05% 0.97% 1.37% 2.16% 3.17% 1.76% 
3 24/09/2018 30/09/2018 1.39% 0.93% 1.71% 2.73% 1.52% 3.13% 3.07% 2.07% 
4 01/10/2018 07/10/2018 2.60% 2.26% 1.42% 2.35% 2.71% 1.71% 2.51% 2.22% 
5 08/10/2018 14/10/2018 6.83% 2.35% 2.00% 2.08% 1.96% 2.55% 1.47% 2.75% 
6 15/10/2018 21/10/2018 1.57% 1.69% 1.94% 2.17% 2.16% 2.24% 3.00% 2.11% 
7 22/10/2018 28/10/2018 2.82% 2.77% 2.18% 2.09% 1.84% 1.54% 1.74% 2.14% 
8 29/10/2018 04/11/2018 1.95% 2.20% 1.72% 1.79% 1.82% 3.23% 5.37% 2.58% 
9 05/11/2018 11/11/2018 2.57% 2.99% 1.70% 2.37% 2.40% 3.91% 1.88% 2.55% 
10 12/11/2018 18/11/2018 2.01% 1.02% 1.38% 2.01% 2.05% 2.78% 2.15% 1.91% 
11 19/11/2018 25/11/2018 1.40% 2.10% 1.84% 1.43% 2.20% 4.94% 5.05% 2.71% 
12 26/11/2018 02/12/2018 3.05% 1.71% 2.51% 1.37% 1.15% 2.26% 3.09% 2.16% 
13 03/12/2018 09/12/2018 1.33% 0.73% 1.53% 2.11% 2.64% 3.52% 5.92% 2.54% 
Media total 2.40% 1.77% 1.72% 1.93% 2.01% 2.71% 3.08% 2.23% 
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Al evaluar las predicciones de los 91 días se evidencia que en 55 ocasiones la metodo-
logía SAICC obtiene un menor error que la RNA LSTM. En la semana de predicción 8 
se consigue la mayor disminución del PEMA, pasando del 5.82% al 2.58%. La reduc-
ción se consigue gracias a que en la metodología SAICC se segmentan los datos, de tal 
forma que se conoce a priori cómo se comporta un día festivo y se lo agrupa general-
mente con el consumo de los días sábados y/o domingos. En la Imagen 5.62 se muestra 
la demanda real de electricidad, la predicción realizada por la red neuronal y el interva-
lo de predicción del 80% desde el 29 de octubre al 04 de noviembre de 2018. 
 
Imagen 5.62 Predicción desde el 29-10-2018 hasta el 04-11-2018 para Ecuador utilizando la 
RNA LSTM y la metodología SAICC 
La predicción con la RNA LSTM desde el 24 al 30 de septiembre de 2018 es la que 
menor PEMA obtiene con un 1.87%. El PEMA obtenido con respecto a la media del 
intervalo de predicción en la misma semana es de 2.07%. En la Imagen 5.63 se muestra 
la predicción de la mencionada semana utilizando la RNA implementada y mediante la 
metodología SAICC. La predicción por intervalos presenta información adicional, tal 
como la probabilidad asociada y el porcentaje de variación del intervalo, acotando de 
esta manera la incertidumbre de la predicción. En esta semana, el 84.52% de los valo-
res de la demanda real caen dentro del intervalo de predicción, en tanto que la variabi-
lidad media semanal del intervalo de predicción del 80% es de ± 3.67%. 





Imagen 5.63 Predicción desde el 24-09-2018 hasta el 30-09-2018 para Ecuador utilizando la 
RNA LSTM y la metodología SAICC 
La metodología SAICC presenta información detallada acerca de las predicciones rea-
lizadas. Por ejemplo, para el día viernes 28 de septiembre de 2018, el método propor-
ciona diferentes intervalos de predicción. A modo de ejemplo se han escogido interva-
los asociados a probabilidades de ocurrencia de 60%, 80% y 95%, en donde la 
proporción de valores reales de demanda que han caído dentro de cada intervalo es del 
66.7%, 95.8% y 100%, respectivamente (ver Imagen 5.64). También, se conoce el 
porcentaje de variación diario de cada intervalo de predicción con respecto a su media 
(Tabla 5.30). Finalmente, es posible conocer la variación cuarto horaria estimada, por 
ejemplo, para ese viernes entre las 9:30 y 9:45 horas la variación de los intervalos de 
predicción del 60%, 80% y 95% es de ± 1.82%, ± 2.77% y ± 4.23%, respectivamente.  




Imagen 5.64 Predicción del día viernes 28 de septiembre de 2018 mediante la RNA LSTM y la 
metodología SAICC 
Tabla 5.30 Porcentaje de variación de los intervalos de predicción con respecto a su media 
(viernes 28 de septiembre de 2018) 
Rango medio con 
respecto a la media 
del patrón [±] 
Rango máximo con 
respecto a la media 
del patrón [±] 
Rango mínimo con 
respecto a la media del 
patrón [±] 
Probabilidad Probabilidad Probabilidad 
60% 80% 95% 60% 80% 95% 60% 80% 95% 
2.13% 3.24% 4.96% 2.99% 4.56% 6.97% 1.36% 2.08% 3.18% 
 
5.7.2.3 Resultados para el caso de estudio en España 
En este apartado se aplica la RNA LSTM propuesta y la metodología SAICC para 
predecir una demanda de energía eléctrica altamente estacional como la de la España 
peninsular. En este caso se cuentan con datos desde el 08 de marzo de 2017 hasta el 24 
de marzo de 2019 (71712 registros). El 70% de los datos iniciales se utilizan para el 
entrenamiento de la red LSTM y el 30% restante para evaluar las predicciones. 
A continuación se presentan los resultados de las predicciones realizadas desde el 21 de 
enero hasta el 17 de febrero de 2019 (el mismo caso de estudio del apartado 5.7.1.3). 
Al predecir las cuatro semanas con la RNA LSTM se obtiene un valor medio del 
PEMA del 1.44%. La Imagen 5.65 muestra la predicción realizada entre el 21 y el 27 
de enero de 2019, en donde el valor medio del PEMA es de 0.99%. El error obtenido 




en este caso de estudio es menor al de Ecuador, lo cual sugiere que este tipo de RNA 
obtiene buenos resultados con datos que tienen variaciones estacionales importantes. 
 
Imagen 5.65 Predicción desde el 21-01-2019 hasta el 27-01-2019 para España peninsular utili-
zando una RNA LSTM 
En la Tabla 5.31 se muestra el PEMA diario obtenido en las cuatro semanas indicadas. 
Las predicciones tienen errores pequeños al no existir días festivos en este periodo. 
Tabla 5.31 PEMA en la predicción de la demanda de electricidad en España peninsular para 
cuatro semanas utilizando la RNA LSTM (21-01-2019 hasta 17-02-2019) 
Semana 
Fecha 
inicial Fecha final Lunes Martes Miércoles Jueves Viernes  Sábado  Domingo Media 
1 21/01/2019 27/01/2019 1.22% 3.51% 1.78% 0.76% 1.89% 2.38% 1.31% 1.84% 
2 28/01/2019 03/02/2019 0.90% 1.50% 1.13% 0.91% 1.02% 1.65% 1.73% 1.26% 
3 04/02/2019 10/02/2019 1.28% 1.75% 1.52% 0.81% 1.43% 1.50% 1.09% 1.34% 
4 11/02/2019 17/02/2019 1.79% 1.18% 1.29% 0.96% 1.39% 1.14% 1.52% 1.32% 
Media total 1.30% 1.98% 1.43% 0.86% 1.43% 1.67% 1.41% 1.44% 
 
Al aplicar la metodología SAICC se obtienen los intervalos de predicción. Al igual que 
en el apartado anterior, con el objetivo de comparar los resultados obtenidos se calcula 
el PEMA considerando la media del intervalo de predicción como el valor de las pre-
dicciones. En este caso el valor promedio del PEMA para las 4 semanas evaluadas es 
del 2.43%, tal como se indica en la Tabla 5.32. El porcentaje de valores reales que caen 
dentro del intervalo de predicción del 60%, 80% y 95% es de 64.1%, 87% y 98.1%, 
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respectivamente. Por otro lado, la variabilidad media de los intervalos de predicción del 
60%, 80% y 95% es de ± 4.8%, ± 6.3% y ± 8.7%, respectivamente. 
Tabla 5.32 PEMA en la predicción de la demanda de electricidad en España peninsular para 
cuatro semanas mediante la metodología SAICC (21-01-2019 hasta 17-02-2019) 
Semana Fecha inicial Fecha final Lunes Martes Miércoles Jueves Viernes  Sábado  Domingo Media 
1 21/01/2019 27/01/2019 4.81% 6.83% 5.98% 4.03% 2.53% 1.29% 0.68% 3.73% 
2 28/01/2019 03/02/2019 1.02% 1.24% 0.99% 1.01% 1.73% 1.58% 2.92% 1.50% 
3 04/02/2019 10/02/2019 3.04% 1.32% 1.70% 1.75% 2.91% 1.78% 1.20% 1.96% 
4 11/02/2019 17/02/2019 2.57% 1.47% 2.09% 2.48% 3.02% 2.94% 3.13% 2.53% 
Media total 2,86% 2,71% 2,69% 2,32% 2,55% 1,90% 1,98% 2,43% 
 
Si bien la predicción con la RNA en este caso resultó levemente más precisa, el enfo-
que mediante intervalos de predicción (apartado 5.7.1) ofrece información adicional 
que permite acotar la incertidumbre de la predicción, definiendo valores máximos y 
mínimos asociados a una probabilidad de ocurrencia. A modo de ejemplo en la Imagen 
5.66 se muestra la predicción de la demanda de energía eléctrica de la España peninsu-
lar mediante la red LSTM y el intervalo de predicción del 80% obtenido mediante la 
metodología SAICC desde el 28 de enero hasta el 03 de febrero de 2019. 
 
Imagen 5.66 Predicción desde el 28-01-2019 hasta el 03-02-2019 para la España peninsular 
utilizando la RNA LSTM y la metodología SAICC 




5.7.2.4 Análisis de los resultados 
Los resultados de los casos de estudio analizados han permitido identificar ventajas en 
la obtención de los intervalos de predicción utilizando la metodología SAICC con res-
pecto a las predicciones realizadas con la RNA LSTM. Entre lo más destacable se en-
cuentra: 
 Los intervalos de predicción presentan información que permite acotar la in-
certidumbre de la predicción. 
 Se define un intervalo de predicción y una probabilidad asociada a que un va-
lor real caiga dentro del intervalo. 
 Se define un porcentaje de variación del intervalo con respecto a su media para 
cada intervalo de predicción definido.  
La media del intervalo de predicción puede definirse como un valor puntual de predic-
ción, con lo cual es posible calcular el PEMA. Los valores de error son similares a los 
obtenidos cuando se realizan predicciones con la RNA LSTM. 
Las predicciones realizadas por la metodología SAICC son sustancialmente superiores 
a las realizadas por la RNA LSTM cuando existen consumos atípicos tales como los 
que ocurren en días festivos. La ventaja radica en que en la metodología SAICC se 
segmentan los datos de tal forma que se conoce a priori cómo se comporta un día festi-
vo; luego se lo agrupa generalmente con el consumo de los días sábados y/o domingos 
para obtener los patrones de consumo, reduciendo de esta manera los errores de la pre-
dicción. En tanto que, debido su capacidad de memorización la RNA LSTM comente 
errores cuando existen consumos atípicos. 
5.8 Conclusiones del capítulo 
Las REI han evolucionado tecnológicamente en muchos aspectos, uno de ellos se refie-
re a la disponibilidad de datos de la demanda de energía en diferentes puntos de la red. 
Estos datos son totalmente inútiles si no se obtiene información relevante de ellos. La 
metodología SAICC representa una potencial herramienta para facilitar la gestión de la 
demanda de electricidad. En este capítulo esta metodología se aplica a varios casos de 
estudio reales en diferentes puntos y niveles de las redes eléctricas y en dos países dis-
tintos. El análisis inicia con dos consumidores y luego continúa aguas arriba de la red, 
involucrando a dos alimentadores de diferentes subestaciones eléctricas y una línea de 
transmisión de 230 kV. 
El análisis de la demanda de potencia activa de un edificio en España y la de un grupo 
de edificios en Ecuador sugiere que la metodología se puede aplicar a medianos o 
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grandes consumidores y con una demanda de electricidad con componentes estaciona-
les débiles o fuertes. En ambos casos de estudio se obtuvieron resultados similares:  
 La metodología obtiene patrones estocásticos e identifica consumos típicos y 
anómalos.  
 Es posible cuantificar el cambio que ha tenido un PCE mediante el IoC.  
 Se presentan conclusiones de manera automática, las cuales indican las posi-
bles causas de los consumos anómalos. Alrededor del 60% de las veces el mé-
todo entrega la misma información que un experto humano, el 30% de las ve-
ces el método entrega más información que el experto, en tanto que, en los 
casos restantes el experto humano entrega información más precisa. 
La metodología SAICC puede utilizarse también para el análisis de la demanda de 
potencia activa en alimentadores de subestaciones, independientemente del tipo de 
consumidores aguas abajo. En estos casos la metodología es útil para: 
 Identificar patrones estocásticos de consumo, detectar anomalías y/o cambios 
en los perfiles de carga exitosamente.  
 Obtener conclusiones automáticas acerca de las posibles causas de las anoma-
lías detectadas en los perfiles de carga.  
 Catalogar los perfiles de carga de acuerdo al cambio que ha tenido la demanda 
en el alimentador con base en el IoC. Es decir, se puede conocer qué tipos de 
perfiles de carga existen y con qué frecuencia se presentan, lo cual resulta útil 
para la planificación y gestión de las redes de distribución eléctrica. 
En una línea de transmisión el flujo de potencia no solo depende de la demanda, sino 
de la disponibilidad de los generadores, costos de producción, precios de la energía y 
flujos de potencia en otras líneas de transmisión de la red eléctrica. Consecuentemente, 
la aplicación de la metodología SAICC no proporciona conclusiones acertadas acerca 
de las posibles causas de las anomalías. Sin embargo, al obtener patrones de compor-
tamiento es posible definir tipos de perfiles de carga del flujo de potencia activa de 
acuerdo a la categorización del IoC. De hecho, la clasificación de perfiles basada en el 
IoC mostró tres claras ventajas con respecto a otras técnicas no supervisadas de clasifi-
cación: 
 Las etapas de segmentación y extracción de características del reconocimiento 
de patrones se realizan automáticamente. 
 Los perfiles de carga se clasifican en función de la valoración del cambio que 
han tenido con respecto a su patrón habitual. 
 Las características de cada clúster están claramente definidas por la interpreta-
ción del IoC. 




La información resultante de la clasificación de perfiles de carga en líneas de transmi-
sión se puede utilizar para: 
 Identificar modos de funcionamiento en el sistema eléctrico basado en aspec-
tos tales como, el despacho de energía, maniobras, fallos, variación de la de-
manda, cambios en la configuración del sistema o las restricciones técnicas o 
económicas existentes. 
 Establecer la cantidad de días al año que una línea de transmisión trabaja en 
determinadas condiciones, lo cual es útil para facilitar la operación y planifica-
ción de la red. 
Finalmente, se realizó una modificación a la metodología SAICC propuesta para obte-
ner intervalos de predicción de la demanda total de electricidad en dos países, España y 
Ecuador. Los resultados fueron contrastados con una red neuronal LSTM muy utilizada 
en la actualidad en el aprendizaje profundo. 
La aplicación de las redes neuronales en la predicción de la demanda de electricidad 
reveló las siguientes limitaciones: 
 Dificultad para cuantificar la incertidumbre de los resultados e interpretarlos 
físicamente, ya que la demanda de electricidad es una variable estocástica con-
tinua. 
 Gasto computacional elevado. 
 Establecer la estructura y configuración de la red, esto es, número de neuronas, 
capas, algoritmo de optimización, etc., requiere experticia y tiempo considera-
ble. 
La metodología propuesta solventa las limitaciones de las redes neuronales al obtener 
un intervalo de predicción con una probabilidad asociada a que un valor real caiga 
dentro del intervalo. Además, presenta el porcentaje de variación del intervalo con 
respecto a su media, acotando de esta manera la incertidumbre de la predicción. 
Las predicciones realizadas por la metodología SAICC son sustancialmente superiores 
a las realizadas por la RNA LSTM cuando existen consumos atípicos tales como los 
que ocurren en días festivos. La ventaja radica en que en la metodología propuesta se 
segmentan los datos de tal forma que se conoce a priori cómo se comporta un día festi-
vo; luego se lo agrupa generalmente con el consumo de los días sábados y/o domingos 
para obtener los patrones de consumo, reduciendo de esta manera errores en la predic-
ción. 
La predicción de la demanda con la utilización de redes neuronales artificiales podría 
mejorarse al integrar criterios de segmentación y estacionalidad desarrollados en esta 
tesis, lo cual podría sugerirse como futuras investigaciones. 
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Los casos de estudio expuestos en este capítulo representan una muestra real de datos y 
además representativa, en este sentido se evitan posibles sesgos en el análisis, por lo 





6. Capítulo 6 
En este capítulo se resumen las conclusiones más importantes. Seguidamente, se resal-
tan las contribuciones principales de este trabajo y sus implicaciones. También se plan-
tean los posibles desarrollos futuros relacionados. Finalmente, se presenta un listado de 
publicaciones realizadas por el autor durante el desarrollo de la presente tesis doctoral. 
6.1 Conclusiones 
En esta tesis doctoral se presenta una nueva metodología estadística para caracterizar el 
comportamiento de la demanda de electricidad basada en el reconocimiento de patro-
nes, con capacidad para identificar y obtener patrones estocásticos de consumo, valorar 
e identificar cambios mediante el análisis estadístico en los perfiles de carga de electri-
cidad (PCE) de los consumidores y de otros puntos o niveles de las nuevas redes eléc-
tricas inteligentes (REI). Esta metodología pretende de manera simple y con bajos re-
querimientos computacionales mejorar los sistemas de gestión de electricidad al evitar 
errores humanos y reducir el tiempo y esfuerzo que los técnicos expertos dedican al 
análisis de información en un escenario en el que el volumen de datos crece día a día. 
La recopilación de la base teórica y revisión de la literatura realizada en el Capítulo 2. 
Estado del arte, ha permitido identificar putos claves en el desarrollo de esta investiga-
ción. Los puntos a destacar son los siguientes: 
 La ventaja de la estadística en el análisis de la demanda de electricidad radica 
en la solución justificada de los resultados obtenidos, lo cual contrasta con 
otros métodos como son los derivados de la inteligencia artificial. 
 En la predicción de la demanda de electricidad resulta complejo utilizar mu-
chas variables relacionadas al consumo en un sistema de monitorización en 
tiempo real. La predicción a corto plazo puede realizarse adecuadamente con 




un modelo univariado interrelacionado con criterios adicionales de segmenta-
ción. 
 La detección de las anomalías contextuales, las cuales son valores atípicos en 
un determinado contexto pero no en otro, representa un desafío al analizar la 
demanda de energía eléctrica. La dependencia entre variables o atributos es di-
fícil de cuantificar, por tanto, pueden cometerse errores en la interpretación de 
los datos. 
 Para el análisis de los datos de la demanda de electricidad mediante el recono-
cimiento de patrones resulta apropiado utilizar las técnicas de clasificación no 
supervisadas debido al volumen de datos existentes en una REI. La utilización 
de técnicas supervisadas es limitada debido a que los datos deben estar etique-
tados. 
Las nuevas REI y sus sistemas de medición generan gran cantidad de datos, por ende 
se requiere una recopilación, procesamiento y análisis adecuado. El estudio de estos 
sistemas en el Capítulo 3. Sistemas de gestión de energía eléctrica y análisis de los 
datos de partida, ha permitido identificar algunas de sus características y necesidades 
más relevantes: 
 El sistema de medición es uno de los elementos más importante de una REI, 
cuya administración es cada vez más compleja. La disponibilidad de informa-
ción oportuna del consumo de electricidad en toda la cadena de suministro 
propicia el dinamismo y evolución del mercado eléctrico y por lo tanto un me-
jor aprovechamiento de los recursos en general. En este contexto, la medición 
de los parámetros eléctricos y el reconocimiento de patrones es imprescindible 
para la toma de decisiones. 
 Las REI enfrentan nuevos desafíos, por un lado deben entregar información 
para detectar anomalías, aumentar la eficiencia y rentabilidad. Pero por otro 
lado deben evolucionar para, ser más seguras en el manejo de los datos, tener 
capacidad de almacenamiento energético, restablecer el servicio rápidamente 
ante perturbaciones, permitir generación distribuida y un flujo bidireccional de 
potencia y finalmente proveer mayor protagonismo al consumidor. 
Los datos de potencia eléctrica absorbida, así como sus variables temporales relaciona-
das representan una información de partida esencial para la gestión. En este sentido, 
una adquisición adecuada de los datos, su posterior procesamiento y análisis explorato-
rio son tan importantes como aplicar correctamente cualquier técnica o herramienta 
posterior en el reconocimiento de patrones, detección de anomalías o predicción de la 
demanda de electricidad. 
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Los conceptos abordados acerca de las series temporales permitieron definir a la de-
manda de electricidad como una serie de datos estacional que responde a un proceso 
estocástico. El análisis de la muestra requiere definir la distribución de probabilidad 
que mejor se ajuste las instancias de datos. Los datos adquiridos por los sistemas de 
medición por si solos no se ajustan a una distribución de probabilidad específica, por 
tanto es necesario realizar un tratamiento previo. 
En esta tesis se proponen tres procedimientos para afrontar la ausencia de una distribu-
ción de probabilidad definida en los datos de potencia cuarto horaria:  
 Segmentación: se realiza en función de dos criterios. El primer criterio consi-
dera dos variables categóricas temporales (día de la semana e intervalo cuarto 
horario), mientras que el segundo criterio utiliza a la laboralidad como una va-
riable categórica de segmentación. 
 Tratamiento de la serie temporal de datos: se aporta un nuevo método para 
eliminar la tendencia y desestacionalizar los datos de la demanda de electrici-
dad proporcionando mayor uniformidad en los datos de cualquier tipo de con-
sumidor. A este método se le ha denominado SAEC por sus siglas en inglés 
(seasonality analysis of electricity consumption). 
 Eliminación de datos atípicos: la eliminación de valores extremos también 
contribuye a mejorar la distribución de los datos. 
El conocimiento detallado de los patrones de consumo en una instalación o punto de 
suministro permite caracterizar la demanda, siendo fundamental en la vigilancia y ad-
ministración de los sistemas eléctricos en general. En el Capítulo 4 se presenta una 
nueva metodología estadística denominada SAICC por sus siglas en inglés (statistical 
assessment for identifying changes in consumption methodology) como contribución 
principal de esta tesis, la cual es capaz de reconocer patrones de consumo, valorar e 
identificar cambios en PCE, así como detectar anomalías en la demanda de energía e 
indicar sus posibles causas. La aplicación de esta metodología puede derivar en benefi-
cios en la gestión y vigilancia de los sistemas, tales como: generar alarmas, reducir 
costes de mantenimiento y aplicar medidas adecuadas oportunamente cuando se pre-
senten incidentes. Al mismo tiempo, puede reducir el tiempo y esfuerzo que los técni-
cos expertos invierten en el análisis de datos y evitar errores humanos. 
La introducción del método SAEC en la primera etapa de la metodología SAICC mejo-
ra la detección de anomalías al identificar, a más de anomalías puntuales y colectivas a 
las anomalías contextuales, reconociendo periodos de consumo normalmente alto o 
bajo. El análisis realizado confirma que el método SAEC proporciona patrones de con-
sumo menos variables. Todos estos aspectos mejoran la precisión en la detección de 
anomalías reduciendo de forma global la tasa de falsos positivos y falsos negativos. 




La metodología SAICC también define un IoC (del término anglosajón index of chan-
ge) que valora de 0 a 1 los cambios que ha tenido el consumo de electricidad respecto a 
su patrón. La experiencia adquirida en la aplicación del método sugiere que el valor del 
índice obtenido puede emplearse para clasificar o catalogar los PCE. De esta manera, el 
método propuesto se puede considerar como una nueva técnica de clasificación no 
supervisada basada en el cambio que los datos tienen con respecto su comportamiento 
habitual. 
En el Capítulo 5. Aplicaciones de la Metodología SAICC, la metodología propuesta se 
aplicó en varios casos de estudios con datos reales en diferentes puntos y niveles de la 
red eléctrica y en dos países distintos, evidenciando beneficios en la gestión de cada 
uno de esos sistemas. El análisis inicia con dos consumidores y posteriormente conti-
núa aguas arriba de la red, involucrando a dos alimentadores de diferentes subestacio-
nes eléctricas y una línea de transmisión de 230 kV. 
El análisis de la demanda de potencia activa de un edificio en Valencia, España, un 
grupo de edificios en Cuenca, Ecuador y dos alimentadores de subestaciones sugiere 
que la metodología se puede aplicar a medianos y grandes consumidores, a subestacio-
nes y con una demanda de electricidad con estacionalidad débil o fuerte. De la evalua-
ción de estos casos de estudio se concluye que: 
 La metodología identifica patrones estocásticos de consumo, permite detectar 
anomalías y/o cambios en los PCE. 
 Es posible obtener conclusiones confiables de manera automática, las cuales 
indican las posibles causas de los consumos anómalos. 
 La metodología es útil para catalogar los PCE de acuerdo al IoC, es decir en 
función del cambio que han tenido con respecto a su patrón. De tal manera que 
se puede conocer los tipos de PCE que existen y con qué frecuencia se presen-
tan, lo cual resulta útil en la planificación y gestión de los consumidores y de 
las redes de distribución eléctrica. 
En una línea de transmisión el flujo de potencia no solo depende de la demanda, sino 
de la disponibilidad de los generadores, costos de producción, precios de la energía y 
flujos de potencia en otras líneas de transmisión de la red eléctrica. Al obtener patrones 
de comportamiento es posible definir tipos de perfiles de carga de acuerdo a la catego-
rización dada por el IoC. De hecho, la clasificación de perfiles basada en el IoC mostró 
tres claras ventajas con respecto a otras técnicas no supervisadas de clasificación: 
 Las etapas de segmentación y extracción de características del reconocimiento 
de patrones se realizan automáticamente. 
 Los perfiles de carga se clasifican en función de la valoración del cambio que 
han tenido con respecto a su patrón. 
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 Las características de cada clúster están definidas por la interpretación del IoC. 
La clasificación de perfiles de carga en líneas de transmisión se puede utilizar para: 
 Identificar modos de funcionamiento en el sistema eléctrico basado en aspec-
tos tales como, el despacho de energía, maniobras, fallos, variación de la de-
manda, cambios en la configuración del sistema o las restricciones técnicas o 
económicas existentes, etc. 
 Establecer la cantidad de días al año que una línea de transmisión trabaja en 
determinadas condiciones, facilitando la operación y la planificación de la red. 
La predicción es una herramienta importante en la gestión de la demanda de electrici-
dad, ya que posibilita la planificación del sistema eléctrico para diferentes horizontes 
temporales. Al realizar una modificación a la metodología SAICC propuesta, es posible 
obtener intervalos de predicción asociados a una probabilidad de ocurrencia. Se realiza-
ron pronósticos del consumo de electricidad en España y Ecuador, cuyos resultados 
fueron contrastados con una RNA (red neuronal artificial) LSTM (del término anglosa-
jón long short term memory) muy utilizada en la actualidad en el aprendizaje profundo. 
La aplicación de las RNA en la predicción de la demanda de electricidad evidencia las 
siguientes limitaciones: 
 Dificultad para acotar la incertidumbre de los resultados e interpretarlos físi-
camente. 
 Requiere un gasto computacional elevado. 
 Se requiere experticia y tiempo considerable para establecer la estructura y 
configuración de la red, esto es, número de neuronas, capas, algoritmo de op-
timización, etc. 
La metodología propuesta resuelve las limitaciones de las RNA al obtener un intervalo 
de predicción con una probabilidad asociada a que un valor real caiga dentro del inter-
valo definido. Además, presenta el porcentaje de variación del intervalo con respecto a 
su media, acotando de esta manera la incertidumbre de la predicción. Las predicciones 
realizadas por la metodología SAICC son sustancialmente superiores a las realizadas 
por la RNA LSTM cuando existen consumos atípicos tales como los que ocurren en 
días festivos. La ventaja radica en que la metodología propuesta segmenta los datos de 
tal forma que se conoce a priori el comportamiento de la demanda en días laborables y 
festivos, reduciendo de esta manera errores en la predicción. 
Las metodologías propuestas en esta tesis constituyen poderosas herramientas para la 
caracterización de la demanda de electricidad en las nuevas REI. Partiendo de la carac-
terización es posible mejorar los sistemas de gestión de electricidad mediante la vigi-
lancia y monitorización. Los casos de estudio expuestos representan una muestra real 




de datos y además representativa, en este sentido se evitan posibles sesgos en el análi-
sis estadístico, por lo tanto los resultados obtenidos pueden ser generalizados. 
6.2 Principales contribuciones 
Como conclusión, las principales contribuciones de esta tesis se resumen en: 
 El desarrollo de una metodología estadística para caracterizar la demanda de 
electricidad en las nuevas REI basada en el reconocimiento de patrones, con 
capacidad para identificar y obtener patrones estocásticos de consumo, valorar 
e identificar cambios en PCE, detectar anomalías en la demanda de energía e 
indicar sus posibles causas. 
 Un método para el tratamiento de datos de consumo de energía eléctrica que 
aporta mayor uniformidad a los patrones de consumo, mejorando la detección 
de anomalías al reducir de forma global la tasa de falsos positivos y falsos ne-
gativos, gracias a la identificación de anomalías contextuales. 
 Una nueva técnica de clasificación no supervisada basada en el cambio que 
tiene un conjunto de datos con respecto a su comportamiento habitual. 
 Una metodología de predicción de la demanda de electricidad basada en inter-
valos y una probabilidad asociada a que un valor real caiga dentro del interva-
lo definido, acotando de esta manera la incertidumbre de los pronósticos. 
6.3 Trabajos futuros 
El trabajo realizado en esta tesis posibilita sugerir algunos futuros desarrollos en el área 
de estudio: 
 En esta tesis se desarrolló una metodología estadística basada en el reconoci-
miento de patrones para obtener patrones de consumo. Dentro de la metodolo-
gía se desarrolló un método para ajustar los datos a una distribución normal. 
En este sentido, resulta interesante explorar la estimación no paramétrica de 
funciones de densidad de probabilidad (métodos Kernel) para el reconocimien-
to de patrones. 
 El desarrollo de una herramienta que en tiempo real monitorice la demanda de 
electricidad de una o varias instalaciones, de tal manera que sea posible valo-
rar las mejoras en la gestión obtenidas. 
 La planeación del dimensionamiento de subestaciones y redes de distribución 
mediante el reconocimiento de patrones y métodos de optimización. 
 La detección de pérdidas no técnicas en las redes de distribución mediante sis-
temas de medición inteligente y el reconocimiento de patrones. 
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 La metodología utilizada en esta tesis para obtener intervalos de predicción 
presenta un enfoque distinto a los métodos tradicionales. Resulta interesante 
indagar en técnicas estadísticas o de inteligencia artificial para tratar de dismi-
nuir el tamaño de los intervalos de predicción manteniendo la misma probabi-
lidad de ocurrencia. 
 La predicción de la demanda con la utilización de redes neuronales artificiales 
que integren criterios de segmentación y estacionalidad desarrollados en esta 
tesis. 
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