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Abstract
We are concerned with the third-order nonlinear equation f ′′′+[(m+1)/2] f f ′′−m f ′2 = 0 on (0,∞), satisfying the boundary
conditions f (0) = a ∈ R, f ′(0) = 1 and f ′(∞) = 0. The problem arises in the study of similarity solutions in two physically
different contexts of fluid mechanics: free convection in a porous medium and flow adjacent to a stretching wall. We shall address
two open questions: the first one is the uniqueness of bounded solutions for m ∈ (−1/3, 0) and a < 0, and the second one is the
structure of solutions for m ∈ (−1/2,−1/3) and a ≤ 0. Our results complement earlier results in the literature.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In this paper, we are concerned with the structure of solutions of the following boundary value problem (Pm,a):
f ′′′ + [(m + 1)/2] f f ′′ − m f ′2 = 0, t ∈ (0,∞), (1)
f (0) = a, f ′(0) = 1, f ′(∞) := lim
t→∞ f
′(t) = 0,
where f = f (t) for t ∈ [0,∞) and m, a are two real parameters. Note that (1) for m = 0 reduces to the well-known
Blasius equation (see [1–3] and references therein). Two physically different contexts in fluid mechanics lead to the
problem (Pm,a). The first one arises in the study of similarity solutions of the steady free convection problem for a
vertical flat surface embedded in a porous medium, on which the prescribed temperature is a power function of height
with exponent equal to m, and through which fluid can be injected into the flow (a < 0) or withdrawn from it (a > 0)
(see [4,5]). Note that the case a = 0 corresponds to an impermeable surface (see [6,5]). The second physical context
for the problem (Pm,a) is related to the study of the boundary layer flow adjacent to a stretching wall with velocity
involving a power-law exponent equal to m (see [7,8]). For the detailed derivation, we refer the readers to [6,4,7,9,8,
10] and references therein.
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Mathematical analysis of the problem (Pm,a) dates back about one century and has been partially studied. A
rigorous analysis of the problem (Pm,a) has been given by Weyl [11] via integral operators. His method is neither
constructive nor simple. Elementary methods (differential inequalities) are given by Coppel [1] and Hartman [2] (see
also [12]). However, these pioneering works could not give a complete picture of solutions of (Pm,a), and not too
much significant progress in the mathematical analysis of (Pm,a) has been made since these works (see [9]). Recently
Belhachmi, Brighi, Guedda, and Taous [3,13,14,5,15,16] used various differential–integral identities, comparison and
shooting arguments to make a systematic study of (Pm,a). Although many interesting results concerning the existence
and uniqueness of solutions of (Pm,a) were then obtained, there are some limitations to this direct approach (see [5]).
To overcome the cases where the direct method fails, Brighi and Sari [17] and Guo and Tsai [18] have introduced two
different sets of transformations, with which the Eq. (1) can be transformed into an autonomous system of two first-
order ordinary differential equations. Using these transformations and phase plane analysis, we can get more delicate
information about solutions of (Pm,a). Nevertheless, both methods are essential to obtain the complete picture of
solutions of (Pm,a). Note that the asymptotic behavior of solutions of (Pm,a) is investigated in [19,20], and numerical
investigation can be found in [6,9,4,8,21]. Although many main results are obtained via these two methods, these
previous studies leave open the following two questions.
(O1) For m ∈ (−1/3, 0) and a < 0, are there one or more bounded solutions for the problem (Pm,a)?
(O2) For m ∈ (−1/2,−1/3) and a ≤ 0, is there one solution for the problem (Pm,a)?
Therefore the goal of this paper is to address these two open problems. Indeed, in Section 2, by transforming the
third-order equation into a second-order equation, we can solve the first open problem (O1) (see Theorem 1). For the
second open problem (O2), we first study the existence of solutions of (Pm,0) for m ∈ (−1/2,−1/3) in Section 3.1.
Then by using these solutions of (Pm,0), we can construct solutions of (Pm,a) for m ∈ (−1/2,−1/3) and a < 0 in
Section 3.2. Finally, by introducing a change of variable to transform the third-order equation into a system of two
first-order equations, we can derive the structure of solutions of (Pm,a) (see Theorem 2).
2. Uniqueness of bounded solutions of (Pm,a) for m ∈ (−1/3, 0)
In this section, we will address the first open problem (O1). For this, we consider the following initial value problem
(Pm,a,µ):
f ′′′ + [(m + 1)/2] f f ′′ − m f ′2 = 0 on [0, Tµ),
f (0) = a, f ′(0) = 1, f ′′(0) = µ,
where a, µ ∈ R and [0, Tµ) is the (right) maximal existence interval of the solution. For any solution f of (1) with
f ′ > 0 on [0, s) for some s > 0, we follow [18] to set
y(x) := [ f ′(t)]2 and x := f for t ∈ [0, s). (2)
Then we have the following relation:
y′ := dy
dx
= 2 f ′′(t), y′′ := d
2y
dx2
= 2 f
′′′(t)
f ′(t)
, (3)
and (Pm,a,µ) is transformed into the initial value problem (Qm,a,µ) for the second-order equation
y′′ + m + 1
2
xy′√
y
− 2m√y = 0 (4)
with the initial conditions
y(a) = 1, y′(a) = 2µ. (5)
The following theorem answers the first open question. We remark that our method can cover the case a ≥ 0 which
was already shown in [5] by a restrictive method.
Theorem 1. Let m ∈ (−1/3, 0) and a ∈ R. Then the problem (Pm,a) has only one bounded solution.
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Proof. The existence of a bounded solution of (Pm,a) for a ∈ R has been shown in [5]. To get uniqueness, we assume,
for a contradiction, that f1, f2 are two bounded solutions of (Pm,a). From Proposition 2.1 of [5] we have
f ′i > 0 on [0,∞) and Ri := fi (∞) ∈ (0,∞)
for i = 1, 2. Moreover, by Proposition 2.3 of [5] we have f ′′i (∞) = 0 for i = 1, 2.
Set µi = f ′′i (0), i = 1, 2, and assume that µ1 < µ2. Let yi be the solution of (Qm,a,µi ) corresponding to fi . Then
the function yi , i = 1, 2, is defined on [a, Ri ), and from (2) and (3) it follows that
yi (a) = 1, y′i (a) = 2µi ,
yi (R
−
i ) := lim
x→R−i
yi (x) = 0, y′i (Ri ) := lim
x→R−i
y′i (x) = 0.
Now set R := min{R1, R2}. We claim that y1 < y2 on (a, R). If not, then there exists s ∈ (a, R) such that y1 < y2
on (a, s), y1(s) = y2(s) and y′2(s) ≤ y′1(s). Now consider the following quantity:
Gi (x) = y
′
i (x)
2
+ m + 1
2
x
√
yi (x), i = 1, 2.
Using (4) and noticing that m ∈ (−1/3, 0), we obtain
G ′i (x) =
3m + 1
2
√
yi (x) > 0 for all x ∈ [a, Ri ) and i = 1, 2.
Hence we have
G1(a) < G2(a) and G ′1 < G ′2 on (a, s),
from which it follows that G1(s) < G2(s). Together with the fact that y1(s) = y2(s), this leads to y′1(s) < y′2(s), a
contradiction. Therefore, we have y1(x) < y2(x) for all x ∈ (a, R). Combining with y2(R−2 ) = 0, we have R1 ≤ R2.
Now we claim that y′1(R
−
1 ) < y
′
2(R
−
2 ). Indeed, since y1 < y2 on (a, R1), we have G
′
1 < G
′
2 on (a, R1). Together
with the fact that G1(a) < G2(a) and R1 ≤ R2, this yields G1(R−1 ) < G2(R−2 ). Using this and noticing that
yi (R
−
i ) = 0 for i = 1, 2, we can conclude that y′1(R−1 ) < y′2(R−2 ). However, this contradicts the fact that y′i (R−i ) = 0
for i = 1, 2. This completes the proof. 
3. Solutions of (Pm,a) for m ∈ (−1/2,−1/3) and a ≤ 0
In this section, we shall construct infinitely many solutions of (Pm,a) for m ∈ (−1/2,−1/3) and a ≤ 0. Note that
the idea of the proof is similar to that in [22]. First let us recall the following useful properties of solutions of (Pm,a,µ).
Proposition 1. Let m ∈ (−1/2,−1/3), a ∈ R, and f be the solution of (Pm,a,µ) with the right maximal existence
interval [0, T ).
(i) If µ ≤ 0, then f ′′ < 0 on (0, T ); and if µ > 0, then there exists a t̂0 ∈ (0, T ) such that f ′′ > 0 on [0, t̂0) and
f ′′ < 0 on (̂t0, T ).
(ii) f must be one of the following two types:
(A) f ′ > 0 on [0,∞) and limt→∞ f ′(t) = 0 which implies that f is a solution of (Pm,a).
(E) There exists a t0 > 0 such that f ′ > 0 on [0, t0), f ′ < 0 on (t0, T ), and f ′(t)→−∞ as t → T−.
(iii) f satisfies the following equality:
H f (t) := f (t) f ′′(t)− f ′(t)2/2+ (m + 1)2 f (t)
2 f ′(t)+ 1
2
− µa − (m + 1)a
2
2
= (2m + 1)
∫ t
0
f (s) f ′(s)2ds for all t ∈ [0, T ). (6)
Proof. The proof of (i) and (ii) is a slight modification of Lemmas 3.1 and 3.2 of [18], and (iii) is obtained from (1)
after multiplying by f and integrating by parts (see [14]). 
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3.1. Existence of solutions of (Pm,0) for m ∈ (−1/2,−1/3)
In the following lemma, we will prove the existence of solutions of (Pm,0) for m ∈ (−1/2,−1/3).
Lemma 3.1. Let m ∈ (−1/2,−1/3) and fµ be the solution of (Pm,0,µ). Then there exists a sufficiently large constant
µ0 = µ0(m) > 0 such that for each µ > µ0, fµ is a solution of (Pm,0).
Proof. The proof consists of two steps.
Step 1. We claim that there exists a sufficiently large constant µ0 = µ0(m) > 0 such that for each µ > µ0, we have
H fµ(s1) > 1/2 for some s1 = s1(µ) > 0 where H fµ is defined by (6). Let µ > 0 and yµ be the solution of (Qm,0,µ)
corresponding to fµ. By Proposition 1, there exists a t̂0 = t̂0(µ) > 0 such that f ′′µ > 0 on [0, t̂0) and f ′′µ (̂t0) = 0. Set
x̂0 = fµ(̂t0) which may depend on µ. Then from (2) and (3), it follows that y′µ > 0 on [0, x̂0) and y′µ(̂x0) = 0, which
together with yµ(a) = 1, yields that yµ > 1 on (0, x̂0]. Combining with m ∈ (−1/2,−1/3), it follows from (4) that
y′′µ < 0 on [0, x̂0],
which together with y′µ(0) = 2µ, implies
y′µ(x) ≤ 2µ for all x ∈ [0, x̂0].
Integrating the above inequality, we obtain
yµ(x) ≤ 1+ 2µx for all x ∈ [0, x̂0]. (7)
Now by using (4) and (5) and an integration by parts, we obtain
y′µ(x) = 2µ− (m + 1)
∫ x
0
sy′µ(s)
2
√
yµ(s)
ds + 2m
∫ x
0
√
yµ(s)ds
= 2µ− (m + 1)x√yµ(x)+ (3m + 1) ∫ x
0
√
yµ(s)ds. (8)
Therefore by using (7) and (8), we can estimate y′µ on [0, x̂0] as follows:
y′µ(x) ≥ 2µ− (m + 1)x
√
1+ 2µx + (3m + 1)
∫ x
0
√
1+ 2µsds
= 2µ− (m + 1)x√1+ 2µx + 3m + 1
3µ
[(1+ 2µx)3/2 − 1]
:= gm,µ(x).
Set
x1 = x1(m) := 1/
√
2m + 1.
Note that for each given m ∈ (−1/2,−1/3), gm,µ is a decreasing function on [0,∞) and we have the limit
limµ→+∞ gm,µ(x1) = +∞. Therefore for each fixed m ∈ (−1/2,−1/3), there exists a sufficiently large constant
µ0 which may depend on m, such that for all µ > µ0, we have gm,µ > 0 on [0, x1]. Therefore we have x̂0 > x1 for
all µ > µ0, and so fµ(̂t0) > x1 for all µ > µ0.
Now fix m ∈ (−1/2,−1/3) and µ > µ0. Let s1 ∈ (0, t̂0) satisfy fµ(s1) = x1. Note that s1 may depend on (m, µ)
and that f ′µ > 1 on (0, s1]. Then H fµ(s1) can be estimated as follows:
H fµ(s1) = (2m + 1)
∫ s1
0
fµ(s) f
′
µ(s)
2ds
> (2m + 1)
∫ s1
0
fµ(s) f
′
µ(s)ds = 1/2.
Step 2. Now we claim that for each m ∈ (−1/2,−1/3) and µ > µ0, fµ is a solution of (Pm,0). Suppose not; then
by part (ii) of Proposition 1, we can find a first positive zero of f ′µ, say t0. Note that t0 > t̂0 and that f ′′µ(t0) ≤ 0 and
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fµ(t0) > 0. Then from the definition of H fµ , we can conclude that H fµ(t0) = fµ(t0) f ′′µ(t0) + 1/2 ≤ 1/2. This is
a contradiction to the fact that H fµ is increasing on [0, t0] and H fµ(s1) > 1/2. Thus fµ is a solution of (Pm,0). The
proof is completed. 
3.2. Existence of solutions of (Pm,a) for m ∈ (−1/2,−1/3) and a < 0
With the existence of solutions, fµ, of (Pm,0), we can use the scaling argument of Theorem 6.1 of [5] to construct
infinitely many solutions of (Pm,a), which will be shown below.
Lemma 3.2. Fix m ∈ (−1/2,−1/3) and a < 0. Let fµ be the solution of (Pm,0,µ) and µ0(m) be defined in
Lemma 3.1. Then for each µ > µ0(m), there exist kµ > 0 and tµ < 0 such that gµ(t) := kµ fµ(kµt + tµ) is a
solution of (Pm,a). Moreover, the correspondence µ −→ gµ is injective on (µ0(m),∞).
Proof. Fix m ∈ (−1/2,−1/3) and a < 0. First we show the existence of gµ for each µ > µ0(m). Indeed, for each
fixed µ > µ0(m), we consider the function
hµ(t) = fµ(t)
2
f ′µ(t)
.
Then by the argument of [5, Theorem 6.1], we can conclude that hµ is positive and unbounded on a interval (S, 0)
for some S ∈ [−∞, 0). Since hµ(0) = 0, we can choose a tµ < 0 such that hµ(tµ) = a2. Finally, by setting
kµ = a/ fµ(tµ), then gµ(t) := kµ fµ(kµt + tµ) is a solution of (Pm,a).
Next we show that if µ0 < µ1 < µ2, then gµ1 6≡ gµ2 on [0,∞). To get a contradiction, we assume that gµ1 ≡ gµ2
on [0,∞). Since g′µi > 0 on [0,∞) and gµi (−tµi /kµi ) = 0, i = 1, 2, we have tµ1/kµ1 = tµ2/kµ2 . Noticing that
f ′µi (0) = 1, i = 1, 2, we obtain
k2µ1 = g′µ1(−tµ1/kµ1) = g′µ2(−tµ2/kµ2) = k2µ2 ,
which together with the fact that g′′µi (−tµi /kµi ) = k3µiµi , yields µ1 = µ2. Thus we obtain a contradiction. The proof
is completed. 
3.3. The structure of solutions of (Pm,a) for m ∈ (−1/2,−1/3) and a ≤ 0
With the help of Lemma 3.2, we are now in a position to derive the structure of solutions of (Pm,a) for
m ∈ (−1/2,−1/3) and a ≤ 0. Since the argument is similar to the one in [18] where we deal with the case a = 0, we
will briefly sketch it.
Recall from part (ii) of Proposition 1 that the solution fµ of (Pm,a,µ) is either a solution of (Pm,a) or type (E).
From part (i) of Proposition 1 it follows that there exists t̂0 ≥ 0 such that f ′′µ > 0 on (0, t̂0) and f ′′µ < 0 on (̂t0, Tµ).
Moreover, there exists t0 > t̂0 (t0 may be +∞) such that f ′µ > 0 on [0, t0) and f ′µ < 0 on (t0, Tµ). In the sequel, t̂0
and t0 have the same definitions as above.
Now let f be the solution of (Pm,a,µ) on [0, T ). Integrating Eq. (1), we see that, if we set
E(t) = E f (t) := f ′′(t)+ [(m + 1)/2] f (t) f ′(t),
then E ′(t) = 3m+12 [ f ′(t)]2 < 0 if f ′(t) 6= 0. Therefore, E(t) is decreasing on [0, T ).
Now we shall characterize type (A) or (E) solutions of (Pm,a,µ) according to their asymptotic behavior at infinity.
First suppose that f is a solution of (Pm,a). By Proposition 2.3 and Remark 4.2 of [5], f satisfies f ′′ → 0 and
f f ′ → 0 as t →+∞. Hence we have E(∞) = 0 and so E(t) > 0 for all t ≥ 0. This yields that µ > −[(m + 1)/2]a
and that
f f ′/ f ′′ < −2/(m + 1) on (̂t0, t0) = (̂t0,∞). (9)
Moreover, by Proposition 2.1 of [5], we have f > 0 on (s0,+∞) for some s0 > t̂0. Hence we have
f ′2/( f f ′′) < 0 on (s0, t0) = (s0,∞). (10)
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Next we turn to consider the case: type (E) solutions of (Pm,a,µ). Indeed, if µ ≤ −[(m+ 1)/2]a, then by the above
paragraph, we have that f is of type (E). Therefore, the set of solutions of type (E) is not empty. Now if f is a type
(E) solution of (Pm,a,µ), then we have t0 <∞ and E(t0) = f ′′(t0) < 0. Note that f ′′(t) 6= 0 when f ′(t) = 0. Hence
there exists a s0 ∈ (̂t0, t0) such that E(t) < 0 and f (t) has a fixed sign for all t ∈ (s0, t0). This implies that
f f ′/ f ′′ > −2/(m + 1) on (s0, t0) and f ′2/( f f ′′) has a fixed sign on (s0, t0). (11)
Now let us introduce the following change of variable for the solution f of (Pm,a,µ):
X (ξ) = f (t) f ′(t)/ f ′′(t), Y (ξ) = f ′(t)2/[ f (t) f ′′(t)], ξ = −ln f ′(t),
where we require t ∈ (s0, t0). Then (X, Y ) satisfies the following ordinary differential system:
dX
dξ
= −X{1+ [(m + 1)/2]X + Y − mXY }, (12)
dY
dξ
= −Y {2+ [(m + 1)/2]X − Y − mXY }. (13)
Finally, combining the above preparation with Lemma 3.2, we can apply the phase plane argument of [18, pp.
334–337] to the system (12)–(13) to derive the structure of solutions (Pm,a) in the following theorem. Note that the
boundedness and unboundedness of fµ follow from the argument of [17, Theorem 3.2].
Theorem 2. Fix m ∈ (−1/2,−1/3) and a ≤ 0. Let fµ be the solution of (Pm,a,µ). Then there exists a µm,a > 0 such
that the following hold:
(i) If µ > µm,a , then fµ is an unbounded solution of (Pm,a) and satisfies that fµ f ′µ/ f ′′µ →−∞ and f ′2µ /( fµ f ′′µ)→
(m + 1)/(2m) as t →+∞.
(ii) If µ = µm,a , then fµ is a bounded solution of (Pm,a) and satisfies that fµ f ′µ/ f ′′µ → −2/(m + 1) and
f ′2µ /( fµ f ′′µ)→ 0 as t →+∞.
(iii) If µ < µm,a , then fµ is not a solution of (Pm,a).
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