This paper considers a multi-stage matrix game in which one player (minimizer) generates a new action at every stage. Our objective is to find a computationally efficient way to compute the responding strategy of the other player (maximizer) to achieve the maxmin value of the matrix game at the current stage. Since the maxmin problem can be transformed to an LP problem, shadow vertex simplex method is considered. Noticing that our LP model violates the nondegeneracy assumption in shadow vertex method, we make a relaxed non-degeneracy assumption, prove that the necessary and sufficient condition of a shadow vertex still holds with the relaxed non-degeneracy assumption, and hence assure that shadow vertex method is still an efficient method in our case. Based on these result, the iterative shadow vertex method is presented. Instead of starting the search from the original shadow vertex, the iterative shadow vertex method starts the search from the previously visited feasible shadow vertex with the largest objective value. Our simulation results demonstrate the iterative shadow vertex method has much fewer average pivot steps compared with the regular shadow vertex method.
I. INTRODUCTION
Several new application domains have made it necessary to be able to solve extremely large zero-sum matrix games efficiently and/or in an online/incremental fashion. Examples of the former situation include patrolling games such as those considered in [1] in which the limited patrolling resources are optimized to combat poaching based on the knowledge game theory. The latter situation occurs in the context of cyberdefense and, in particular, in the presence of unforeseen vector attacks, as is the case, e.g., for zero-day exploit-based infiltrations. In such cyber-defense games, the very nature and dimension of an attacker's decision space can change abruptly, while the defender has no ability to form a good prior about the matrix game (since zero-day modalities are, by definition, unknown until used). In turn, rather than posing this problem as a Bayesian game (which would require such a prior), one might formulate it as a zero-sum matrix game in which the attacker's action set is ever-growing, and revealed over time. The goal of the defender, then, is either to compute a strategy that performs well in a regret sense [2] or to find an efficient way to update its current policy to the new saddlepoint policy when new strategies are revealed.
Such scenarios have been considered before in the cybersecurity literature under the broad umbrella of "reactive defense", in which the regret viewpoint, in particular, has been tackled in [3] . In our previous work [4] , we showed Lichun Li and Cedric Langbort are with the Coordinated Science Lab at University of Illinois at Urbana Champaign, IL 61801, USA (lichunli,langbort@illinois.edu). Work supported in part by ONR grant N00014-12-1-0998 and NSF grant CNS 16-19339. how similar online optimization tools could be used to find an approximate solution to the 'fast and efficient saddle-point strategy updating' goal as well, by adding a simple condition to the Freund and Schapire scheme. In this paper, we present an algorithm to solve this updating problem exactly.
This paper model the problem as a two player zero sum game, or a matrix game, whose columns are revealed gradually. In the matrix game, Player 1 is the defender who wants to maximize the payoff, while player 2 is the attacker who wants to minimize his/her penalty. For every period of time, player 2 generates a new action, and hence a new column is added into the payoff matrix. Consider mixed strategies as both players' strategy spaces. The maxmin problem in the matrix game is transformed into a linear program. Our problem, then, becomes how to solve this LP problem as quickly as possible. Notice that this LP problem has a huge number of constraints (corresponding to the size of player 2's action set), and a new constraint (corresponding to the new action of player 2) is added at every stage.
Among many ways of solving LP problems, we are interested in simplex methods, especially shadow vertex simplex method whose average computational complexity is O(m 1 n−1 n 3 ) [5] , where m is the size of the constraints, and n is the size of the variables. Shadow vertex simplex method has two advantages that fits well in our problem. First, its average computational complexity with respect to the size of constraints, which is extremely large in our case, is very low. Second, shadow vertex simplex methods behaves well in practice while also tractable in theoretic analysis. This paper only presents simulation results about the computational complexity. We are still working on the theoretic analysis.
Shadow vertex method is motivated by the observation that the simplex method is very simple in two dimensional cases. In two dimensional cases, the feasible set forms a polygon which may be open, and the simplex method walks along the boundary of the polygon to reach the optimum. Shadow vertex method projects a high dimensional polytope, the feasible set, into a two dimensional plane such that the projection of the optimal vertex is still a vertex of the projection of the feasible set, and then walks along a sequence of adjacent vertices whose projection is a consecutive adjacent vertices of the shadow to reach the optimum. To make sure that the projections of visited vertices are vertices of the shadow, nondegeneracy is assumed [5] , [6] , [7] . Because mixed strategies are considered in the matrix game, we have probability vector variable which violates the non-degeneracy assumption, and hence it is not guaranteed that only shadow vertices, whose projections are also vertices of the shadow, are visited.
To adopt the shadow vertex method in our model, a relaxed non-degeneracy assumption is made, which allows the n probability constraint vectors to be linearly dependent. Based on the relaxed non-degeneracy assumption, we rebuild the necessary and sufficient condition for a vertex to be a shadow vertex, i.e. the vertex is the optimum relative to a linear combination of the two basis of the two-dimensional plane which the feasible set is projected into. After that, we present detailed algorithms to find the initial shadow vertex, and how to pivot from one shadow vertex to another adjacent shadow vertex which has a larger objective value.
We, then, present iterative shadow vertex algorithm. Notice that the new constraint (corresponding to the new action of player 2) added into the existing LP problem can be seen as a cutting plane. It cuts some visited shadow vertices off, and left some that is still feasible to the new constraint. One can start the search from the remaining visited shadow vertex with the largest objective value, instead of starting the search from the any shadow vertex. Based on this idea, the iterative shadow vertex algorithm is presented, which has much fewer average pivot steps than shadow vertex method in our simulation.
II. PROBLEM STATEMENT
Let R n indicate the n dimensional real space. For a finite set S, |S| denotes its cardinality, and Δ(S) is the set of probability space over S. 1 and 0 are appropriately dimensional column vectors with all their elements to be 1 and 0, respectively. I n is an n dimensional identity matrix and e i is the ith column of I n . For u, v ∈ R n , the plane spanned by u and v is denoted by span (u, v) , and the angle between u and v is denoted by arc (u, v) .
A two player zero sum matrix game is specified by a triple (S, Q, G), where S and Q are non-empty finite sets, called player 1 and 2's action sets, and G ∈ R |S|×|Q| is the payoff matrix. Without loss of generality, we assume S = {1, 2, . . . , n}, and Q = {1, 2, . . . , m}. G s,q is player 1's payoff, or player 2's penalty, if player 1 and 2 play s ∈ S and q ∈ Q, respectively. In this matrix game, player 1 is the maximizer while player 2 is the minimizer.
This paper considers mixed strategies as both players' strategy spaces. Player 1's mixed strategyx ∈ Δ(S) is a probability distribution over his/her action set S, and player 2's mixed strategy y ∈ Δ(Q) is a probability distribution over action set Q. Player 1's expected payoff is γ(x, y) = E(G s,q ) =x T Gy. If we consider mixed strategies as our strategy spaces, a Nash equilibrium always exists in the two player zero sum matrix game, i.e. 
and we say the matrix game has a value V which equals to the maxmin and the minmax value. We callx * satisfying min y∈Δ (Q) γ(x * , y) = V player 1's security strategy, and y * satisfying max x∈ΔS γ(x, y * ) = V player 2's security strategy. The columns of the matrix game are revealed gradually. For every period of time, player 2 develops a new action q new , and generates a new column g ∈ R n to the existing payoff matrix G ∈ R n×m , which may result in the change of player 1's security strategy. Letx * be player 1's security strategy with respect to payoff matrix G, andx * new be player 1's new security strategy with respect to the new payoff matrix G new = [G g]. Our objective is to find a computationally efficient way to computex * new based on the knowledge aboutx * . Player 1's security strategyx * can be computed by solving the following linear program [8] .
Let V new be the game value after a new action q new is added. The new game value V new satisfies
Comparing the new LP formulation in (6-10) with the original one (2-5), we see that the only difference is that the new LP formulation adds constraint (8) to the original one. If the original optimum solution (x * , * ) doesn't violate the new constraint, then the original optimum is also the optimum of the new LP formulation, and the original security strategyx * is also the security strategy in the new game.
Lemma 2.1: Player 1's security strategyx * remains unchanged after a new column g ∈ R n is added to the original payoff matrix G if
where * = V is the optimal solution to the original LP problem (2-5).
Proof: Player 1's security strategyx * and the game value V in the original game is the optimal solution (x * , * ) to the linear program (2-5). Player 1's security strategyx * new and the game value V new in the new game is the optimal solution (x , ) to the linear program (6-10) which only adds a new constraint to the original linear program (2) (3) (4) (5) . It is easy to see that the feasibile set of (2-5) contains the feasibile set of (6-10), and hence V = * ≥ V new = . Meanwhile, equation (11) indicates that (x * , * ) is a feasible solution to (6-10), which implies that V new = ≥ * = V . Therefore, we have V new = V , (x * , * ) is also the optimal solution to the new LP (6-10), and hencex * new =x * . If condition (11) is violated, we will use iterative shadow vertex simplex algorithm, which will be introduced later, to solve the LP problem (6-10), and hence get player 1's new security strategy.
III. SHADOW VERTEX SIMPLEX METHOD WITH A PROBABILITY VECTOR VARIABLE
Before introducing the iterative shadow vertex method, we first present the shadow vertex simplex method. Shadow vertex method projects a high dimensional feasible polytope onto a two dimensional polygon where projection of the optimal vertex is a vertex of the shadow, and then walks along a subsequent adjacent vertices of the shadow to reach the optimum.
To make sure the method is efficient, it is important to guarantee the projection of every visited vertex is a vertex of the shadow. The condition that the projection of every visited vertex is a vertex of the shadow is satisfied by assuming non-degeneracy in [5] , i.e. any n rows of the constraint matrix are linearly independent, where n is the dimension of the LP variable. The non-degeneracy assumption is violated when the variable is restricted to belonging to the probability simplex. Therefore, in order to make sure the shadow vertex simplex method is still efficient in solving (2-5) and (6-10), we need to rebuild most results that holds with relaxed nondegeneracy assumption.
First, we transform our LP problem into the canonical
where
Notice that b m+1:m+n is not in the range space of A m+1:m+n , and A m+1:m+n are linear dependent with each other which violates the non-degeneracy assumption in [5] .
A. Initial vertex setup
This subsection provides an initial vertex, constructs a two-dimensional plane which the feasible set is projected onto, and discusses how to ensure the initial vertex is a shadow vertex, i.e. a vertex whose projection is a vertex of the projection of the feasible set.
We set x 0 = [0 min i=1,...,m G n,i ] T to be the initial vertex that our simplex method starts with. Given a feasible solution x ∈ R n , we say constraint i is active if
Based on the active constraint set, we can find an objective vector u ∈ R n \ {0} such that x 0 is the optimal vertex relative to u T x. This auxiliary objective vector u together with c are the two basis of the two-dimensional plane that the feasible polytope is projected onto. The auxiliary objective vector u is derived from the following theorem. be a vertex and Ω 0 be the corresponding active constraint set. Then x 0 is maximal with respect to w T x for some w ∈ R n \ {0} if and only if there exists a non-negative vector ρ ∈ R |Ω0| such that
where Ω i 0 is the ith element in Ω 0 . Proof: Assume that equation (15) holds. We know that
Now assume that w T x 0 ≥ w T x for any feasible x. According to the inhomogeneous Farkas Theorem, we derive
∈ Ω 0 , the inequality holds only if ρ i = 0 for i / ∈ Ω 0 , and equation (15) is true.
According to the optimality theorem, we choose
To make sure that x 0 is a shadow vertex with respect to span(u, c), we make the following assumption which is a relaxed nondegeneracy condition considering the presence of a probability vector variable.
Assumption 3.2: Every n element subset of {A 1 , A 2 , . . . , A m+n , u, c}, where at most n − 1 elements are from {A m+1 , . . . , A m+n }, is linearly independent, and {A 1 , A 2 , . . . , A m+n } is in general position with respect to b, i.e. for any n element subset Ω of {1, . . . , m + n} such that there exists an x ∈ R n satisfying
Under assumption 3.2, we have the following theorem which guarantees that x 0 is a shadow vertex. Theorem 3.3: Consider LP problem (12-13), and Assumption 3.2 holds. Let x 0 be a vertex of the feasible set X of (13), and Γ : X → span(u, c) be an orthogonal projection map from X to span(u, c). The following three conditions are equivalent.
1) x 0 is a shadow vertex, i.e. Γ(x 0 ) is a vertex of Γ(X).
2) The projection of x 0 is on the boundary of the projection of X, i.e. Γ(x 0 ) ∈ ∂Γ(X).
: It is clear that if x 0 is a shadow vertex, its projection lies in the boundary of Γ(X).
2) ⇒ 3): Let Γ(x 0 ) ∈ ∂Γ(X). Because of the convexity of the Γ(X), there must exist a w ∈ span(u, c) \ 0} such that w T Γ(x 0 ) ≥ w T Γ(x) for any x ∈ X. Meanwhile, we know that x − Γ(x)⊥span(u, c), and hence w T x = w T Γ(x) for any x ∈ X. Therefore, we have w T x 0 ≥ w T x for any x ∈ X.
3) ⇒ 1): Now let's assume that 3) is true. Because x − Γ(x)⊥span(u, c) and w ∈ span(u, c), we know that Γ(x 0 ) is the maximal relative to w for x ∈ Γ(X). Therefore, Γ(x 0 ) is in the boundary of the shadow Γ(X). Since Γ(X) is a two-dimensional polygon, if Γ(x 0 ) is not a vertex, then it must lies inside an edge.
Together with the fact that Γ(x 0 ) is the optimum w.r.t w, we know that w is orthogonal to the edge, and there exists a v ∈ span(u, c) \ {0} such that w⊥v and Γ(x 0 ) is the maximal relative to w + v for any x ∈ Γ(X) if and only if = 0. Since x − Γ(x)⊥span(u, c) and w + v ∈ span(u, c), we know that x 0 is also maximal relative to w + v if and only if = 0 for any x ∈ X.
Let Ω 0 be the active constraint set when x = x 0 . Assumption 3.2 indicates that there are n elements in Ω 0 . Since x 0 is maximal relative to w, according to Theorem
x 0 is not maximal relative to w + v for > 0 implies that there exists an l such that ρ l + α l < 0 for any > 0, and from the continuity of the function, we see that ρ l + 0α l = 0. Similarly, x 0 is not maximal relative to w + v for < 0 implies that there exists a k such that ρ k + α k < 0 for any < 0, and the continuity of the function implies that ρ k +0α k = 0. Moreover, together with the fact that ρ i + α i is a linear function of for i = l, k, we see that l = k.
Therefore, we know that at least 2 elements of ρ is 0, and we have
Since constraint m + 1, . . . , m + n cannot be active at the same time, Ω 0 contains at most n − 1 elements from {m + 1, m + 2, . . . , m + n}. Therefore, equation (16) contradicts Assumption 3.2, and Γ(x 0 ) is a vertex of Γ(X). According to Theorem 3.3, since x 0 is maximal relative to u ∈ span(u, c), x 0 is a shadow vertex. Similarly, let x * be the optimal vertex to (12-13). Since x * is maximal relative to c ∈ span(u, c), x * is also a shadow vertex.
With Assumption 3.2, Theorem 3.1 implies that to find the optimal vertex is the same as finding the n active constraints such that the solution of the n active constraints is feasible and the convex cone of the n active constraint vectors intersects with c. Therefore, instead of looking for basic variables, shadow vertex method looks for active constraints that meets feasibility and optimality, and builds a table with respect to the active constraints to guide the search. For any active constraint set Ω,
The parameters α, Q c , β, Q u , γ and φ will be updated in the pivot steps. Notice that the objective value is −Q c and feasibility is implied by non-negativity of φ j 's. We build the initial table with the following algorithm.
Algorithm 3.4 (Initialization): 1) Find l such that G n,l = min j G n,j .
2) Let Ω = {l, m + 2, . . . , m + n}.
B. Pivot method
Starting from the initial vertex x 0 , shadow vertex method looks for an adjacent shadow vertex x 1 which has a larger objective value and whose projection Γ(x 1 ) is also an adjacent vertex of Γ(x 0 ). Because of the space limit, we provide how the active constraint set is updated without further explanation. Interested readers can find details in [7] .
Let Ω 0 be the current active constraint set. If α i ≥ 0 for all i = 1, . . . , n, then x 0 is the maximal, and the search stops. Otherwise, the moving-out constraint is Ω k
If γ jk ≥ 0 for all j, then the LP problem has no solution, and the search stops. If there are some inactive constraints satisfying γ jk < 0, the moving-in constraint l is chosen in the following way,
and the active constraint set is updated to
The new table is updated in the following way [7] .
and
It is straight forward to check that all φ j 's are non-negative, which implies feasibility, and that α i μ 1 +β i are non-negative for all i, which means that the vertex associated with Ω 1 is optimal relative to w(μ 1 ) and the new vertex is still a shadow vertex. We also see that the objective value −Q c increases. Notice that γ lk = 0 since we require γ lk < 0 according to (18). The pivot method remains the same for the steps afterwards. We can simply treat the vertex at the previous step as x 0 and the table at the previous step as the initial table.
With our relaxed non-degeneracy assumption, it is concerned that the active constraint set may consist of the last n constraints in (12-13), and hence has no vertex associated with it. The following lemma shows that it won't happen.
Lemma 3.5: Consider LP problem (12-13), and suppose Assumption 3.2 holds. Given any active constraint set Ω including at most n − 1 elements from m + 1, . . . , m + n, if the moving-out constraint Ω k is chosen according to (17) and the moving-in constraint l is chosen according to (18), then the updated active constraint set Ω contains at most n − 1 elements from m + 1, . . . , m + n.
Proof: It is possible for Ω to include n elements from m+1, . . . , m+n, only if Ω contains n−1 elements from m+ 1, . . . , m + n and the moving-out constraint is the constraint from 1, . . . , m. Suppose Ω 1 <= m and k = 1 according to (17). For j / ∈ Ω and j > m, we have γ j1 = 0. According to (18), since γ j1 = 0, constraint j won't be moved into the active constraint set. Therefore, Ω cannot include n elements from m + 1, . . . , m + n. Now, we are ready to present the pivot algorithm assuming the initial active constraint set Ω and the table are given.
Algorithm 3.6 (Pivot):
1) If α i ≥ 0 for all i, then the vertex associated with Ω is the optimum, and v = −Q c . Go to step 8). 2) Find the moving-out constraint Ω k , where k is given in (17). 3) If γ jk ≥ 0 for all j / ∈ Ω, then there is no solution. Go to step 8). 4) Find the moving-in constraint l that satisfies (18). 5) Update Ω = {Ω 1 , . . . , Ω k−1 , l, Ω k+1 , . . . , Ω n }. 6) Update the table according to (19-25). 7) Return to step 1). 8) End.
IV. ITERATIVE SHADOW VERTEX SIMPLEX METHOD
Now, let us get back to the multi stage matrix game. At stage t, security strategy is computed by solving the LP problem (2) (3) (4) (5) , and shadow vertex simplex algorithm visited several shadow vertices to arrive at the optimal vertex. At stage t+1, when player 2 adds a new action, a new constraint is added into the original LP problem, which can be seen as a cutting plane. The cutting plane may cut some visited shadow vertices off. If there are still some visited shadow vertices left, then we can choose the one with the largest objective value as the initial shadow vertex for the new LP problem (6-10) and reduce the pivot steps.
We transform LP problem (6-10) to the canonical form. 
V. A NUMERICAL EXAMPLE
This section will take several examples to compare the average number of pivot steps of regular shadow vertex method with the average number of pivot steps of iterative shadow vertex method, and explore in experiments how the average numbers of pivot steps of the two methods are influenced by the size of the constraint and the payoff matrix.
Consider a 10 × 100 matrix game G which is randomly generated. Each element of the payoff matrix is independently and uniformly chosen from {1, 2, . . . , 100}. Shadow vertex method is used to solve the LP problem (12), and player 1's security strategy can be derived. The visited shadow vertices and the corresponding tables are recorded. Later, player 2's new action is revealed, and a new payoff column g is randomly generated whose elements are independently and uniformly distributed over {1, 2, . . . , 100}. We first check whether the original security strategy is still the security strategy after the revelation of new column according to Lemma 2.1. If not, then use regular shadow vertex method and iterative shadow vertex algorithm to solve the new LP problem (26-30), respectively, and record the numbers of pivot steps in both methods. The two stage game is played for 1000 times, out of which 918 cases satisfies equation (11), and hence the original security strategy remains effective with the revelation of the new column. For the other 72 cases, the average numbers of pivot steps of regular shadow vertex method and iterative shadow vertex algorithm are 26.65 and 10.54, respectively. The average pivot steps of iterative shadow vertex algorithm is less than 1/2 of the average pivot steps of regular shadow vertex method. Now consider the same matrix game. This time, we increase the size of the column of the matrix game G to 200, 300, . . . , 1000. The number of cases when the original security strategy is still the security strategy for the new game, and the average pivot steps of both the regular shadow vertex method and the iterative shadow vertex method are given in Table I . The number of cases when the original security strategy is also the new security strategy increases monotonically. This is because as m increases, the feasibility set at stage 1 becomes smaller and smaller. Hence, it is less and less possible for the new constraint (as a cutting plane) to cut off the optimal vertex. The average number of pivot steps of regular shadow vertex method presents a slow increasing trend with respect to m, because its average computational complexity is O(m 1 n−1 n 3 ) which grows slowly with respect to m [5] . The average number of pivot steps of iterative shadow vertex methods doesn't have apparent increasing or decreasing behavior, and stays in the range of [6, 14] . The ratio of the average number of pivot steps of iterative shadow vertex method to the average number of pivot steps of regular shadow vertex method is shown in the last row of Table  I . We see that the ratio has a very slow decreasing trend which mainly result from the slow increasing behavior of the average number of pivot steps of regular shadow vertex method, and in the worst case, the ratio is almost 0.4.
We are also interested in the case when player 2's new action is more efficient in fighting against one of player 1's actions. In this case, the size of the column of G is fixed to be 300. We first generate the new payoff column g as described before, then randomly choose an action s of player 1, and reduce the payoff g s by 10, 20, . . . , 100. The number of cases when the new security strategy remains the same as the original security strategy, and the average number of pivot steps of both the regular and iterative shadow vertex methods are shown in Table II . The number of cases when the new security strategy remains the same as the original security strategy decreases monotonically with respect to the reduced payoff. This is because as the new constraint cuts deeply, i.e. the reduced payoff is large, it is more possible for the new constraint to cut the original optimal vertex off. For the same reason, it is also more possible that the starting shadow vertex of the iterative shadow vertex method is far away from the optimal vertex, and hence more pivot steps is needed to arrive at the optimal vertex. It explains why we see an increasing trend in the average number of pivot steps of iterative shadow vertex method. Meanwhile, the average number of pivot steps of regular shadow vertex method remains almost the same. This is because the average number of pivot steps of regular shadow vertex method mainly relies on the size of the constraints and the variables. The ratio of the average number of pivot steps of iterative shadow vertex method to the average number of pivot steps of regular shadow vertex method is shown in last row of Table II , the ratio has an increasing trend and increases much faster at the beginning than at the end. In the worst case, the average number of pivot steps of iterative shadow vertex method is about 0.4 of the average number of pivot steps of regular shadow vertex method.
