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Covering and Packing Problems in Lattices Associated with the n-Cube
HORST MARTINI AND WALTER WENZEL
We study optimal coverings of lattices associated with a given n-cube by frames (= Hamming
spheres of radius one) and extended frames under certain constraints, e.g., by constituting at the same
time packings of the edge system in such finite lattices. These investigations also yield results on
different types of packings and coverings of the n-cube by rectangular simplices whose vertices are
taken from the vertex set of the cube.
c© 2002 Academic Press
1. INTRODUCTION
It is well known that various geometric problems connected with the n-dimensional cube
in Rn, n ≥ 2, can be equivalently described with the help of Hadamard matrices and coding
theory. A famous question of this type refers to largest simplices in a cube (see the survey [6]
and the paper [2] on the equivalent Hadamard maximum determinant problem), and another
such problem asks for which dimensions n a regular n-simplex can be inscribed into the n-
cube such that each vertex of the simplex is also a vertex of the cube (equivalent questions
refer to the existence of Hadamard matrices and Jung constants of the form n/(n + 1) in ln1 ;
cf. the discussion in Section 4 of the survey [8], p. 139 in [11], and [10]).
In the spirit of such questions (namely, by using Hamming codes) we want to study some
covering and packing problems referring to the n-cube which is suitably embedded in the
cubical lattice of Rn .
There are various natural motivations for such problems. For example, coverings of r -
dimensional skeletons (r ∈ {0, 1, . . . , n − 1}) in the boundary complexes of convex n-
polytopes by certain substructures are a basic topic in the combinatorial theory of polytopes.
For the n-cube, such questions (cf. Section III of the survey [4]) are answered by the case
q = 2 of certain results below. And it should be noticed that this subcase is also interesting
in the theory of neural networks, see [12] and [5]. In view of combinatorial and computa-
tional geometry, some of our results can be reformulated in terms of visibility or illumination
problems (e.g., with the practical background of vertical and horizontal shafts and tunnels in
mines).
For q ∈ N with q ≥ 2 and Wq,n = {1, 2, . . . , q}n as set of lattice points in a suitably chosen
n-cube, a subset F ⊆ Wq,n is said to be a frame in Wq,n with root y0 ∈ Wq,n if it consists
of y0 and all its neighbours in Wq,n with respect to the Hamming distance. (We prefer to
speak about frames rather than about Hamming spheres since we want to view the n-cube as
embedded in Euclidean n-space Rn .) An extended frame in Wq,n consists of the root y0 and
all those points y from the convex hull of Wq,n for which the line through y0 and y is parallel
to some coordinate axis defined by Wq,n .
We are mainly interested in the minimum number of frames and extended frames to cover
Wq,n , where certain constraints are taken into consideration. E.g., we investigate coverings of
Wq,n by extended frames constituting also certain packings in the edge system of Wq,n (being
the union of all line segments joining two vertices x, x ′ ∈ Wq,n which coincide in precisely
n−1 coordinates and have difference 1 in the remaining one). It turns out that the case of prime
power q is particularly important. As a geometric application we also investigate coverings of
W2,n by rectangular simplices (i.e., the convex hulls of frames in the 1-skeleton of the n-cube)
which, in addition, form some packing of the convex hull of W2,n .
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To study frames which constitute some covering and, simultaneously, some packing, we
slightly modify the standard methods from coding theory.
2. COVERINGS AND PACKINGS BY FRAMES AND EXTENDED FRAMES FOR
ARBITRARY n, q
In what follows, assume that q, n ∈ N satisfy q, n ≥ 2. We consider the n-dimensional
cube
Cq,n := [1, q]n, (2.1)
which exhibits
Wq,n := {1, 2, . . . , q}n = Cq,n ∩ Zn (2.2)
as its lattice points and
Vq,n := {1, q}n (2.3)
as its extreme points.
For our purposes, we shall study the Euclidean metric d0 : C2q,n −→ [0, (q − 1) ·
√
n ], the
Manhattan metric dM : C2q,n −→ [0, (q − 1) · n], and the Hamming distance dH : C2q,n −→
{0, 1, . . . , n} given by
d0((x1, . . . , xn), (x ′1, . . . , x ′n)) :=
( n∑
i=1
(xi − x ′i )2
) 1
2
, (2.4a)
dM ((x1, . . . , xn), (x ′1, . . . , x ′n)) :=
n∑
i=1
|xi − x ′i |, (2.4b)
dH ((x1, . . . , xn), (x ′1, . . . , x ′n)) := |{i |xi 6= x ′i }|. (2.4c)
The edge set Eq,n determined by Wq,n is the set
Eq,n := {xx ′|x, x ′ ∈ Wq,n, dM (x, x ′) = 1}, (2.5)
where
xx ′ := {x + λ · (x ′ − x)|λ ∈ [0, 1]} (2.5a)
denotes the closed line segment joining x and x ′. Thus, Eq,n consists exactly of those line
segments joining two vertices x, x ′ ∈ Wq,n which coincide in exactly n − 1 coordinates and
exhibit the difference 1 in the remaining coordinate.
From the combinatorial point of view, we can of course identify any line segment xx ′ with
{x, x ′} and thus interpret (Wq,n, Eq,n) as an ordinary graph; however, with regard to geometric
applications we want to view edges as line segments.
We are interested in covering Wq,n by so-called frames or extended frames which are de-
fined in terms of the Hamming distance.
DEFINITION 2.1. A subset F ⊆ Wq,n is called a frame in Wq,n if F consists of a distin-
guished element y0 ∈ Wq,n , called the root of F , as well as all of its neighbours with respect
to dH ; that is
F = F(y0) := {y0} ∪ {y ∈ Wq,n|dH (y, y0) = 1}. (2.6a)
For y0 ∈ Wq,n , the extended frame in Cq,n with root y0 is the connected set
T (y0) := {y0} ∪ {y ∈ Cq,n|dH (y, y0) = 1}. 2 (2.6b)
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FIGURE 1.
FIGURE 2.
For n = q = 3, Figures 1 and 2 show frames and extended frames (depicted by emphasized
segment systems).
Note that a frame is nothing but a Hamming sphere in Wq,n with radius 1 and that k frames
F(y1), . . . , F(yk) with roots y1, . . . , yk ∈ Wq,n cover Wq,n if and only if for every y ∈ Wq,n
there exists some i with 1 ≤ i ≤ k such that dH (y, yi ) ≤ 1. Every frame F ⊆ Wq,n satisfies
|F | = 1 + (q − 1) · n. (2.7a)
An extended frame consists of its root y0 as well as all of those points y ∈ Cq,n\{y0} for
which the line through y and y0 is parallel to some coordinate axis.
For y0 ∈ Wq,n one has of course
F(y0) = T (y0) ∩ Wq,n . (2.7b)
Next we state some simple but basic lemmata concerning the Hamming distance dH (y, y′)
for the roots of two extended frames T (y), T (y′) and the intersection T (y) ∩ T (y′); these
auxiliary results serve to clarify our investigations.
LEMMA 2.2. For y, y′ ∈ Wq,n with y 6= y′ the following two statements are equivalent:
(i) dH (y, y′) = 1.
(i i) T (y) ∩ T (y′) contains some edge xx ′ ∈ Eq,n .
PROOF.
(i) ⇒ (ii):
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If dH (y, y′) = 1, then the line containing y and y′ is parallel to some coordinate axis. This
line contains of course two points x, x ′ ∈ Wq,n satisfying xx ′ ∈ Eq,n , and one has xx ′ ⊆
T (y) ∩ T (y′).
(ii) ⇒ (i):
Assume xx ′ ∈ Eq,n satisfies (ii). Then xx ′ ⊆ T (y) implies that the set {x, x ′, y} is contained
in some line L1 which is parallel to some coordinate axis. Similarly, {x, x ′, y′} is contained
in some line L2 which is parallel to some coordinate axis. Now x 6= x ′ implies L1 = L2 and
thus dH (y, y′) = 1, because y 6= y′. 
LEMMA 2.3. For y, y′ ∈ Wq,n the following three statements are equivalent:
(i) dH (y, y′) = 2.
(i i) #(T (y) ∩ T (y′)) = 2.
(i i i) T (y) ∩ T (y′) is nonempty and finite.
PROOF.
(i) ⇒ (ii):
By (i), there exist precisely two points z, z′ ∈ Wq,n\{y, y′} such that y, z, y′, z′ are the ex-
treme points of some rectangle whose collateral lines are parallel to some coordinate axis.
This means T (y) ∩ T (y′) = {z, z′}.
(ii) ⇒ (iii) is trivial.
(iii) ⇒ (i):
Since T (y) ∩ T (y′) is finite, Lemma 2.2 implies dH (y, y′) ≥ 2. Now assume z ∈ T (y) ∩
T (y′). Then we get
dH (y, y′) ≤ dH (y, z)+ dH (z, y′) ≤ 2 · 1 = 2. 
LEMMA 2.4. For y, y′ ∈ Wq,n the following three statements are equivalent:
(i) dH (y, y′) ≥ 3.
(i i) T (y) ∩ T (y′) = ∅.
(i i i) F(y) ∩ F(y′) = ∅.
PROOF.
(i) ⇒ (ii):
Similarly as in the proof of Lemma 2.3, (iii)⇒ (i), z∈T (y)∩T (y′) would imply dH (y,y′)≤ 2.
(ii) ⇒ (iii) is trivial.
(iii) ⇒ (i):
Clearly, (iii) implies y 6= y′, and dH (y, y′) = 1 would imply {y, y′} ⊆ F(y) ∩ F(y′). In case
dH (y, y′) = 2 there would exist some z ∈ Wq,n with dH (y, z) = dH (z, y′) = 1. This means
z ∈ F(y) ∩ F(y′). Thus, (iii) is violated whenever dH (y, y′) ≤ 2. 
Now we are able to study families of extended frames covering Wq,n but constituting a
packing of Eq,n . Put
M1(q, n) :=
{
Y ⊆ Wq,n | Wq,n ⊆
⋃
y∈Y
T (y),
but for every xx ′ ∈ Eq,n and all y1, y2 ∈ Y with y1 6= y2 one
has xx ′ 6⊆ T (y1) ∩ T (y2)
}
, (2.8a)
M2(q, n) := {Y ⊆ Wq,n | For all y1, y2 ∈ Y one has dH (y1, y2) 6= 1, but
for every y ∈ Wq,n \ Y there exists some y0 ∈ Y with
dH (y, y0) = 1}. (2.8b)
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We have the following proposition.
PROPOSITION 2.5. One has
M1(q, n) = M2(q, n). (2.8c)
PROOF. Trivially, the condition Wq,n ⊆ ⋃
y∈Y
T (y) holds if and only if for every y ∈ Wq,n\Y
there exists some y0 ∈ Y with dH (y, y0) = 1. Moreover, Lemma 2.2 shows that for y1, y2 ∈
Wq,n with y1 6= y2 one has dH (y1, y2) = 1 if and only if there exists some edge xx ′ ∈ Eq,n
which is contained in T (y1) ∩ T (y2). This proves what we want. 
From now on, we put
M(q, n) := M1(q, n) = M2(q, n). (2.9)
Next we show that M(q, n) is nonempty. Put
Zq,n :=
{
(x1, . . . , xn) ∈ Wq,n
∣∣∣∣ n∑
i=1
xi ≡ 0 mod q
}
. (2.10)
PROPOSITION 2.6. One has |Zq,n |= qn−1 and Zq,n ∈ M(q, n).
PROOF. This result is now trivial by the definition of M2(q, n) and (2.9); it mainly serves
to show that M(q, n) 6= ∅. 
Next put
a(q, n) := min{|Y | : Y ∈ M(q, n)}, (2.11a)
b(q, n) := max{|Y | : Y ∈ M(q, n)}. (2.11b)
For arbitrary q, n we can compute b(q, n) at once, and in the next section we shall derive
nontrivial upper bounds for a(q, n) in case q is some prime power. It should be noted that, in
general, for m ∈ N satisfying a(q, n) < m < b(q, n) there does not exist some Y ∈ M(q, n)
with |Y | = m, see Remark 4.5 below.
PROPOSITION 2.7. For all q, n ≥ 2 one has
b(q, n) = qn−1. (2.12)
In particular, assume that Y ⊆ Wq,n is such that every line L in Rn intersecting Wq,n and
being parallel to some coordinate axis also satisfies |Y ∩ L| = 1. Then one has |Y | = qn−1
and Y ∈ M(q, n).
PROOF. The second assertion is clear by the definition of M2(q, n) and the equation
|Y | = 1
q
· |Wq,n| = qn−1.
Since, in particular, Y = Zq,n satisfies the assumption of the second assertion, one has
b(q, n) ≥ qn−1.
If, on the other hand, Y ⊆ Wq,n satisfies |Y | ≥ qn−1 + 1, then the projection pi : Y −→
Wq,n−1 defined by pi(x1, . . . , xn) := (x1, . . . , xn−1) is not injective. Thus there exist y1, y2 ∈
Y satisfying dH (y1, y2) = 1. This means Y /∈ M2(q, n), and thus (2.12) follows. (Note that
this proof works also in the case n = 2.) 
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Still in this section we want to prove some results relating the values a(q, n) and a(q, n+1).
To this end, we define the binary operations ⊕,	 on {1, 2, . . . , q} by
m ⊕ k :=
{
m + k if m + k ≤ q
m + k − q if m + k > q , (2.13a)
m 	 k :=
{
m − k if m > k
m − k + q if m ≤ k. (2.13b)
Thus, roughly speaking, ⊕ and 	 mean addition and subtraction in {1, 2, . . . , q} modulo q ,
respectively.
Next, we define q embeddings f1, . . . , fq : Wq,n −→ Wq,n+1 as follows:
f j (x1, . . . , xn) := (x1, . . . , xn−1, xn 	 j, j). (2.14)
If dH ′ : C29,n+1 −→ {0, 1, . . . , n, n + 1} denotes the Hamming distance defined on C29,n+1,
then for every j with 1 ≤ j ≤ q and all y1, y2 ∈ Wq,n one has
dH ′( f j (y1), f j (y2)) = dH (y1, y2). (2.15)
Thus, all of the mappings f1, . . . , fq preserve Hamming distance. However, the Euclidean
metric and the Manhattan metric are only preserved in case q = 2. Moreover, (2.14) implies
Wq,n+1 =
·⋃
1≤ j≤q
f j (Wq,n). (2.16)
This means that f1(Wq,n), . . . , fq(Wq,n) constitute a disjoint covering of Wq,n+1.
Note also that (2.10) and (2.14) imply
Zq,n+1 =
·⋃
1≤ j≤q
f j (Zq,n). (2.17)
We can now prove the following.
PROPOSITION 2.8. (i) Suppose Y ∈ M(q, n), and put
Y ′ :=
·⋃
1≤ j≤q
f j (Y ). (2.18)
Then one has |Y ′| = q · |Y | and Y ′ ∈ M(q, n + 1).
(i i) One has
a(q, n + 1) ≤ q · a(q, n). (2.19)
PROOF. (i) The equation |Y ′| = q · |Y | is clear. We still show that Y ′ ∈ M2(q, n + 1).
First we prove that for y, z ∈ Y and j, k ∈ {1, . . . , q} we have
dH ′( f j (y), fk(z)) 6= 1 .
Since Y ∈ M2(q, n), we may assume j 6= k by (2.15). Write y = (x1, . . . , xn−1, xn)
and z = (u1, . . . , un−1, un). If dH ′( f j (y), fk(z)) = 1, then in view of j 6= k we must
have (x1, . . . , xn−1, xn	 j) = (u1, . . . , un−1, un	k). However, this means dH (y, z) =
1 which contradicts Y ∈ M2(q, n).
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It remains to prove that for every y′ ∈ Wq,n+1 \ Y ′ there exists some y0 ∈ Y and
some j ∈ {1, . . . , q} with dH ′(y′, f j (y0)) = 1. Write y′ = (x1, . . . , xn, xn+1) and
put y := (x1, . . . , xn−1, xn ⊕ xn+1) as well as j := xn+1. Then we get f j (y) = y′.
Moreover, Y ∈ M2(q, n) implies that there exists some y0 ∈ Y with dH (y, y0) ≤ 1.
By (2.15) we get also dH ′(y′, f j (y0)) ≤ 1. Since y′ /∈ Y ′ and f j (y0) ∈ Y ′, we must
have dH ′(y′, f j (y0)) = 1 as claimed.
(ii) Assume Y0 ∈ M(q, n) satisfies |Y0| = a(q, n). Then (i) implies that the set
Y ′0 :=
·⋃
1≤ j≤q
f j (Y0)
satisfies |Y ′0| = q · a(q, n) as well as Y ′0 ∈ M(q, n + 1). Thus (2.11a) implies
a(q, n + 1) ≤ |Y ′0| = q · a(q, n). 
We close this section by proving the following proposition.
PROPOSITION 2.9. (i) For all q, n ≥ 2 one has
qn
1 + (q − 1) · n ≤ a(q, n). (2.20)
(i i) Assume there exist pairwise disjoint frames F(y1), . . . , F(yk) in Wq,n which constitute
a covering of Wq,n . Then one has Y0 := {y1, . . . , yk} ∈ M(q, n) and
a(q, n) = k = q
n
1 + (q − 1) · n . (2.21)
In particular, there can exist a covering of Wq,n by pairwise disjoint frames only if qn
is divisible by 1 + (q − 1) · n.
PROOF. (i) follows directly from (2.7a), because some set Y ⊆ Wq,n can lie in M2(q, n)
only if the frames F(y), y ∈ Y , cover Wq,n .
(ii) (2.7a) directly implies that the equation
k = q
n
1 + (q − 1) · n
holds. Moreover, (2.8b) yields at once: Y0 ∈ M2(q, n) = M(q, n). Thus we get also
a(q, n) ≤ |Y0| = k. Together with (2.20), equation (2.21) follows. 
3. COVERINGS AND PACKINGS IN CASE OF PRIME POWER q
Assume again that n ∈ N satisfies n ≥ 2, but from now on suppose that q denotes some
prime power. The theory of Hamming codes will yield nontrivial upper bounds for a(q, n).
First we state the following remark.
REMARK. By Proposition 2.9 (ii), there can exist a covering of Wq,n by pairwise disjoint
frames only if qn is divisible by 1 + (q − 1) · n. In this case, the theory of Hamming Codes
will show that there exist indeed q
n
1+(q−1)·n frames which cover Wq,n . Note that in this case
1 + (q − 1) · n is some power of q:
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If q = ps for some prime number p and s ∈ N, then we have 1+ (q − 1) · n = pt for some
t ∈ N, and there exist a, b ∈ N0 with 0 ≤ b ≤ s − 1 and t = a · s + b. Thus we get
0 ≡ (ps − 1) · n = pt − 1 = (pa·s − 1) · pb + pb − 1
≡ pb − 1 mod (ps − 1),
and therefore b = 0. This means
1 + (q − 1) · n = pt = qa,
as claimed.
Note that in case q is divisible by at least two distinct prime numbers, the assumption
qn
1+(q−1)·n ∈ N does not necessarily imply that 1 + (q − 1) · n is some power of q . Put, for
instance, q = 6 and n = 16 or n = 19. 2
To apply the theory of Hamming codes, let Fq denote the finite field with q elements, and
assume that ϕ : {1, . . . , q} −→ Fq is some bijection. The induced bijection from Wq,n onto
F nq will be denoted by ϕ, too; that is we write
ϕ(x1, . . . , xn) = (ϕ(x1), . . . , ϕ(xn)) for (x1, . . . , xn) ∈ Wq,n .
Note that ϕ preserves the Hamming distance. Therefore we have the following well-known
proposition.
PROPOSITION 3.1. Assume n ≥ 2 and the prime power q satisfy 1 + (q − 1) · n = qr
for some r ∈ N. Then there exist qn1+(q−1)·n = qn−r pairwise disjoint frames in Wq,n which
constitute a covering of Wq,n .
PROOF. Via ϕ the frames in Wq,n correspond in a one to one fashion to the Hamming
spheres in Fnq with radius 1. Thus Proposition 3.1 is nothing but a reformulation of the ex-
istence of Hamming Codes (cf. [1, Section 12.4] or [9, Section 2.2, Theorem 8] or [3, Sec-
tion 11.1]). 
By summarizing Proposition 2.9 (ii) and Proposition 3.1 we get at once:
PROPOSITION 3.2. Suppose again n ≥ 2 and the prime power q satisfy 1+(q−1)·n = qr
for some r ∈ N. Then one has
a(q, n) = qn−r = q
n
1 + (q − 1) · n . (3.1)
In the remaining part of this section, we want to estimate a(q, n) in case 1+ (q − 1) · n is not
some power of q.
For x ∈ R, let [x] denote the largest l ∈ Z satisfying l ≤ x .
We can now prove the following.
PROPOSITION 3.3. Assume n ≥ 2 and the prime power q are arbitrary. Put
fq,n := qn−[logq (1+(q−1)·n)]. (3.2a)
Then one has
qn
1 + (q − 1) · n ≤ a(q, n) ≤ fq,n ≤
qn+1
2 + (q − 1) · n = O
(
qn
n
)
. (3.2b)
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PROOF. The first inequality in (3.2b) was already proved in Proposition 2.9 (i).
Next we prove that a(q, n) ≤ fq,n . Assume first that n ≤ q. Then we have q ≤ 1+(q−1)·n <
q2, and thus fq,n = qn−1. Together with Proposition 2.7 we get
a(q, n) ≤ b(q, n) = qn−1 = fq,n .
Now assume n > q. If 1 + (q − 1) · n is some power of q, then Proposition 3.2 implies
a(q, n) = fq,n . If, on the other hand, qr < 1+ (q − 1) · n < qr+1 holds for some r ∈ N, then
n ≥ q + 1 implies r ≥ 2, and a repeated application of Proposition 2.8 (ii) for the values
n0 = q
r − 1
q − 1 , n1 =
qr − 1
q − 1 + 1, . . . , n
′ = n − 1
yields
a(q, n) ≤ qn−n0 · a(q, n0) = qn−n0 · fq,n0 = fq,n .
Note that [logq(1+(q−1)·n)] = r does not depend on n as long as qr ≤ 1+(q−1)·n < qr+1.
It remains to verify fq,n ≤ qn+12+(q−1)·n .
Assume again that r ∈ N satisfies
qr ≤ 1 + (q − 1) · n ≤ qr+1 − 1.
Then we get
q−r ≤ q
2 + (q − 1) · n ,
and thus
fq,n = qn−r ≤ q
n+1
2 + (q − 1) · n . 
REMARK. The upper bounds for a(q, n) stated in (3.2b) are mainly interesting in case
n > q . In view of (2.8a), we have proved that it is possible to cover Wq,n by at most q
n+1
2+(q−1)·n
extended frames in such a way that no edge xx ′ ∈ Eq,n is contained in at least two of these
extended frames.
Note that the inequality a(q, n) ≤ fq,n includes the fact that Wq,n (or Fnq ) may be covered
by fq,n Hamming spheres of radius 1 which do not satisfy any additional constraints (see for
instance [7]).
4. COVERINGS AND PACKINGS BY RECTANGULAR SIMPLICES FOR q = 2
In this section we want to study packings of the n-dimensional cube by some special type of
simplices such that in addition the extreme points of the n-cube are covered by these simplices.
To simplify computations (e.g., in the proof of Proposition 4.2), we want to recoordinatize the
n-cube. Put
Wn := {1,−1}n (4.1)
(instead of Wn = {1, 2}n), as well as
Cn := [−1, 1]n = conv (Wn), (4.2)
where conv means the convex hull in Rn .
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FIGURE 3.
FIGURE 4.
For y0 ∈ Wn , the frame F(y0) in Wn , exhibiting y0 as its root, is now of course given by
F(y0) = {y0} ∪ {y ∈ Wn | dH (y, y0) = 1}
= {y0} ∪ {y ∈ Wn | dM (y, y0) = 2}. (4.3)
Moreover, the extended frame T (y0) is the union of all edges y0 y for y ∈ F(y0) \ {y0}.
DEFINITION 4.1. (i) For y0 ∈ Wn , the set conv (F(y0)) is called a rectangular simplex
in Wn with root y0.
(ii) A set system (Ki )i∈I of rectangular simplices in Wn is called a packing of Cn if for all
i, j ∈ I with i 6= j one has int Ki ∩ int K j = ∅, where int K means the set of interior
points of some given set K ⊆ Rn .
If even Ki ∩ K j = ∅ holds for all i, j ∈ I with i 6= j , then (Ki )i∈I is called a strict
packing of Cn . 2
For n = 3, Figures 3 and 4 present two coverings of the vertex set of the cube, in the first
case showing a strict packing and in the second case a non-strict packing of C3. (The two
(Figure 3) and four (Figure 4) roots of all rectangular simplices occuring in these packings are
emphasized.)
We have the following:
PROPOSITION 4.2. Assume y1, y2 ∈ Wn are distinct, and put Ki := conv (F(yi )) for
i ∈ {1, 2}. Then the following statements hold:
(i) If dH (y1, y2) = 1, then one has
int K1 ∩ int K2 6= ∅.
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(i i) If dH (y1, y2) = 2, then one has
int K1 ∩ int K2 = ∅
but (F(y1) \ {y1}) ∩ (F(y2) \ {y2}) 6= ∅, and thus also
K1 ∩ K2 6= ∅.
(i i i) If dH (y1, y2) ≥ 3, then one has
K1 ∩ K2 = ∅.
PROOF. By symmetry, we may suppose y1 = (1, . . . , 1) and y2 = (−1, . . . ,−1, 1, . . . , 1),
where the first k := dH (y1, y2) coordinates of y2 exhibit the value −1. In all three cases we
consider the hyperplane
H0 :=
{
(x1, . . . , xn) ∈ Rn
∣∣∣∣ k∑
i=1
xi = 0
}
(4.4a)
in Rn and put
H+0 :=
{
(x1, . . . , xn) ∈ Rn
∣∣∣∣ k∑
i=1
xi > 0
}
, (4.4b)
H−0 := Rn \ (H0
·∪ H+0 ). (4.4c)
(i) If k = dH (y1, y2) = 1, then we have
K1 =
{
(x1, . . . , xn) ∈ [−1, 1]n
∣∣∣∣ n∑
i=1
xi ≥ n − 2
}
,
K2 =
{
(x1, . . . , xn) ∈ [−1, 1]n | − x1 +
n∑
i=2
xi ≥ n − 2
}
.
This means that H0 contains points lying in int K1∩ int K2. In particular, one has
z :=
(
0,
n − 1
n
, . . . ,
n − 1
n
)
∈ int K1 ∩ int K2.
(i i) In case of k = 2, there exists some y ∈ Wn with dH (y1, y) = dH (y, y2) = 1; this
means
y ∈ (F(y1) \ {y1}) ∩ (F(y2) \ {y2}) ⊆ K1 ∩ K2.
Moreover, we have F(y1) ⊆ H0 ∪ H+0 , F(y2) ⊆ H0 ∪ H−0 , and thus also K1 ⊆
H0 ∪ H+0 , K2 ⊆ H0 ∪ H−0 , because the closed half-spaces H0 ∪ H+0 and H0 ∪ H−0 are
convex. This means
int K1 ∩ int K2 ⊆ H+0 ∩ H−0 = ∅.
(i i i) For k ≥ 3 one has F(y1) ⊆ H+0 , F(y2) ⊆ H−0 and thus also K1 ⊆ H+0 , K2 ⊆ H−0 . In
particular, one has K1 ∩ K2 = ∅. 
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From now on, for y ∈ Wn we put
K (y) := conv (F(y)). (4.5)
Now we can prove
PROPOSITION 4.3. (i) Suppose Y ⊆ Wn . Then the rectangular simplices K (y), y ∈ Y ,
constitute a strict packing of Cn covering Wn if and only if the frames F(y), y ∈ Y , are
pairwise disjoint and cover Wn .
(i i) For n ∈ N there exists a strict packing of Cn by rectangular simplices which in addition
cover Wn if and only if n + 1 is some power of 2.
PROOF. (i) Clearly, for y ∈ Wn one has F(y) = K (y) ∩ Wn . This means that the sets
F(y), y ∈ Y , cover Wn if and only if the sets K (y) cover Wn . Moreover, by Propo-
sition 4.2 the rectangular simplices K (y), y ∈ Y , are pairwise disjoint if and only if
dH (y, y′) ≥ 3 holds for all y, y′ ∈ Y with y 6= y′. By Lemma 2.4, this last condition is
satisfied if and only if the frames F(y), y ∈ Y , are pairwise disjoint.
(ii) By (i), a strict packing of Cn by rectangular simplices which cover Wn exists if and only
if Wn is the disjoint union of certain Hamming spheres of radius 1. Thus (ii) follows
from Proposition 2.9 (ii) and Proposition 3.1 for q = 2. 
Note that—in view of the theory of Hamming codes—the statement (ii) is merely a refor-
mulation of (i).
Finally, we want to analyze the set
M3(2, n) := {Y ⊆ Wn | the rectangular simplices K (y), y ∈ Y, constitute
a packing of Cn covering Wn}. (4.6)
We have the following:
PROPOSITION 4.4. One has
M(2, n) = M1(2, n) = M2(2, n) = M3(2, n). (4.7)
Moreover, the following statements hold:
max{|Y | : Y ∈ M3(2, n)} = b(2, n) = 2n−1, (4.8a)
2n
n + 1 ≤ a(2, n) = min{|Y | : Y ∈ M3(2, n)} ≤
2n+1
n + 2 . (4.8b)
In particular, the set
Y0 := {(x1, . . . , xn) ∈ Wn | #{i | xi = −1} ≡ 0 mod 2} (4.9)
lies in M3(2, n) and satisfies
|Y0| = 2n−1 = b(2, n). (4.10)
PROOF. The equation M3(2, n) = M2(2, n) follows directly from (2.8b) and Proposi-
tion 4.2. Together with (2.9), (4.7) follows.
The subsequent statements summarize (4.7) as well as Proposition 2.7 and Proposition 3.3
in case q = 2. 
Covering and packing problems 75
REMARK 4.5. As already mentioned after Proposition 2.6, in general there is no Y ∈
M(q, n) with |Y | = m for given m ∈ N satisfying a(q, n) < m < b(q, n). For instance,
we have a(2, 3) = 2 and b(2, 3) = 4, cf. Proposition 4.3 (ii) and (4.8a). However, there
does not exist some Y ∈ M(2, 3) with |Y | = 3. Namely, if Y0 = {y1, y2, y3} would lie in
M(2, 3), then (2.8b) would yield dH (yi , y j ) = 2 for i 6= j . (If, say, dH (y1, y2) = 3, we
would have dH (y1, y3) = 1 or dH (y2, y3) = 1.) But then the uniquely determined fourth
vertex y4, for which y1, y2, y3, y4 span a regular 3-simplex, is not covered by the frames
F(y1), F(y2), F(y3).
REMARK 4.6. Our results of Section 4 do not extend to values q > 2, because for q ≥ 3
and arbitrary n the convex hulls of two disjoint frames in Wq,n may intersect.
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