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The symplectic structure of quantum commutators is first unveiled and then exploited to introduce
generalized non-Hamiltonian brackets in quantum mechanics. It is easily recognized that quantum-
classical systems are described by a particular realization of such a bracket. In light of previous work,
this introduces a unified approach to classical and quantum-classical non-Hamiltonian dynamics. In
order to illustrate the use of non-Hamiltonian commutators, it is shown how to define thermodynamic
constraints in quantum-classical systems. In particular, quantum-classical Nose´-Hoover equations of
motion and the associated stationary density matrix are derived. The non-Hamiltonian commutators
for both Nose´-Hoover chains and Nose´-Andersen (constant-pressure constant temperature) dynamics
are also given. Perspectives of the formalism are discussed.
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I. INTRODUCTION
In order to describe phenomena in the real world, clas-
sical and quantum systems are represented by means
of Hamiltonian mathematical theories [1–4]. However,
when studying systems with many degrees of freedom,
the need of performing numerical calculations on com-
puters has led to the development of non-Hamiltonian
mathematical structures [5–7].
In the classical case, non-Hamiltonian formalisms are
typically employed to implement thermodynamic con-
straints [8] using just few additional degrees of freedom
(whereas by using Hamiltonian theories one should re-
sort to an infinite number of degrees of freedom). Just
recently, it has been shown that the non-Hamiltonian
dynamics of classical systems can be formulated in a uni-
fied way by means of generalized brackets which ensure
energy conservation [9, 10] and subsumes Dirac’s for-
malism [3] for systems with holonomic constraints [11].
Other approaches to classical non-Hamiltonian brackets
can be found in Refs. [12, 13].
In the quantum case, the impossibility to solve on
computers full quantum dynamics for interacting many-
body systems has led to the development of quantum-
classical theories. Indeed, a generalized bracket to treat
quantum-classical systems has been proposed by various
authors [14].
Since in the classical case non-Hamiltonian brackets
are obtained by modifying the symplectic structure of the
Poisson bracket [9, 10], in order to deal with the quan-
tum case one could first make apparent the symplectic
structure of the commutator (which is the Hamiltonian
bracket of quantum mechanics) and then generalize it
in order to obtain a non-Hamiltonian quantum bracket
(commutator). In this paper it is shown that this is in-
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deed possible. The non-Hamiltonian commutator, which
is obtained by this procedure, is then used to reformu-
late quantum-classical brackets [14]. Thus, it is stressed
that quantum-classical dynamics can be regarded as a
form of non-Hamiltonian quantummechanics because the
quantum-classical bracket does not satisfy the Jacobi re-
lation and, as a consequence, the time-translation invari-
ance of the algebra is violated. In order to illustrate the
use of non-Hamiltonian commutators, it is shown how to
define thermodynamic constraints in quantum-classical
systems. The particular case of the Nose´-Hover thermo-
stat [6, 7] is treated in full details and the associated sta-
tionary density matrix is derived. The more general cases
of Nose´-Hover chains [15] and constant pressure and tem-
perature [5, 6, 8] bring no major difference neither con-
ceptually nor technically and are treated in less detail. It
is worth noting that some past attempts of introducing
Nose´-Hover dynamics in quantum calculations [16, 17]
used a simpler form of quantum-classical dynamics which
did not treat correctly the quantum back-reaction on
the classical variables. The possibility of applying ther-
modynamic constraints to quantum-classical dynamics is
a technical advance that could lead to further theoreti-
cal and computational achievements with regards to the
study of open quantum systems [18, 19]. With respect
to this, a non-trivial major obstacle is the development
of efficient algorithms to simulate long-time quantum dy-
namics.
Besides the technical applications of non-Hamiltonian
commutators to the particular case of quantum-classical
dynamics, one could appreciate on a more conceptual
level that, in light of previous work, non-Hamiltonian
brackets provide a unified approach to non-Hamiltonian
dynamics both in the classical and quantum case. In ad-
dition, if one is willing to indulge in speculations, it is
worth to note that the mathematical structure presented
in this paper may be shown to generalize the formalisms
that a number of authors have already presented in the
literature [20–24]. In particular it is worth mention-
ing that non-Hamiltonian commutators could be used,
in principle, in order to introduce non-linear effects in
quantum mechanics along the lines already proposed by
Weinberg [22]. Therefore, one could foresee interesting
2applications of non-Hamiltonian commutators in various
fields.
The paper is organized as follows: in section II the
symplectic structure of Hamiltonian quantum mechanics
is unveiled and its generalization by means of the non-
Hamiltonian commutator is proposed. In section III it
is shown that the quantum-classical bracket can be writ-
ten in matrix form as a non-Hamiltonian commutator.
Such a form easily illustrates the failure of the Jacobi
relation [25]. In section IV non-Hamiltonian commu-
tators for quantum-classical systems are used in order
to introduce, following Refs. [9, 10], Nose´ thermostat-
ted dynamics on the classical degrees of freedom. Nose´-
Hoover chains and constant pressure constant tempera-
ture (NPT) equations of motion bring no major difference
and are treated in less detail in appendix A. In section V
it is proven that the stationary density matrix under the
quantum-classical Nose´-Hoover equation of motion exists
and its explicit form is given up to order h¯. Conclusions
and perspectives are given in the final section.
II. NON-HAMILTONIAN QUANTUM
MECHANICS
It is well-known that classical and quantum dynam-
ics share an analogous algebraic structure [3, 4] realized
by means of specific brackets: Poisson brackets in the
classical case and commutators in the quantum one. It
is also known that Poisson brackets have a symplectic
structure that is easily represented in matrix form [1, 2].
If one denotes the point in phase space as X = (R,P ),
where R and P are the usual coordinates and momenta
respectively, by defining the antisymmetric matrix
B =
[
0 1
−1 0
]
(1)
the Poisson bracket of any two phase space function a(X)
and b(X) can be written in matrix form as
{a, b} =
2N∑
i,j=1
∂a
∂Xi
Bij ∂b
∂Xj
, (2)
where 2N is phase space dimension. In Refs. [9–11],
Eq. (2) has been generalized introducing an antisym-
metric tensor field Bij(X) = −Bji(X) so that a general
bracket {. . . , . . .}X , having the same matrix structure of
that in Eq. (2), could be introduced and non-Hamiltonian
equations of motion could be written as
X˙i = {Xi,H}X =
2N∑
j=1
Bij(X) ∂H
∂Xj
, (3)
where H is the “Hamiltonian” or generalized energy.
As one could expect, the commutator can also be
written in matrix form using the symplectic structure
of Eq. (1). If one considers a set of quantum vari-
ables χˆα, α = 1, ..., n, which can be canonical, non-
canonical or anti-commuting variables, the commutator
[χˆα, χˆν ] = χˆαχˆν− χˆν χˆα (α, ν = 1, ..., n) can be expressed
as
[χˆα, χˆν ] =
[
χˆα χˆν
] · [ 0 1−1 0
]
·
[
χˆα
χˆν
]
. (4)
The above matrix form of the commutator permits to ap-
preciate the common symplectic structure of both classi-
cal and quantum mechanics.
Given the Hamiltonian operator Hˆ of the system, the
law of motion in the Heisenberg picture can also be writ-
ten in matrix form as
dχˆα
dt
=
i
h¯
[
Hˆ χˆα
] ·B · [ Hˆ
χˆα
]
= iLˆχˆα , (5)
where it has been introduced the Liouville operator
iLˆ = i
h¯
[
Hˆ . . .
] ·B · [ Hˆ
. . .
]
. (6)
The algebra of commutators is a Lie algebra. This
means in particular that the commutator satisfies the
following properties:
[χˆα, χˆν ] = −[χˆν , χˆα] (7)
[χˆαχˆν , χˆσ] = χˆα[χˆν , χˆσ] + [χˆα, χˆσ]χˆν (8)
[c, χˆν ] = 0, (9)
where c is a so called c-number and α, ν, σ = 1, ..., n.
Besides properties in Eqs. (7-9), in order to have a Lie
algebra, it is necessary that the so called Jacobi identity
holds
J = [χˆα, [χˆν , χˆσ]] + [χˆσ, [χˆα, χˆν ]] + [χˆν , [χˆσ, χˆα]] = 0.
(10)
The Jacobi identity ensures that the algebra is invariant
under the law of motion and as such it states an inte-
grability condition. In the above formalism it can be ap-
preciated that the antisymmetry of the commutator (7)
arises from the antisymmetry of the symplectic matrix
B and ensures that if Hˆ is not explicitly time-dependent
then it is a constant of motion
d
dt
Hˆ = iLˆHˆ = 0 . (11)
The conservation of energy under time-translation de-
fined by means of antisymmetric brackets is another nice
property shared both by the algebra of Poisson brackets
on classical phase space and by the algebra of commuta-
tors of quantum variables.
Using the operator language of Eq. (4), one can define
a generalized commutator as
[χˆα, χˆν ] =
[
χˆα χˆν
] ·D · [ χˆα
χˆν
]
, (12)
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D =
[
0 ζˆ
−ζˆ 0
]
, (13)
with ζˆ arbitrary operator or c-number. Generalized equa-
tions of motion could then be defined as
dχˆα
dt
=
i
h¯
[
Hˆ χˆα
] ·D · [ Hˆ
χˆα
]
= iLˆχˆα. (14)
It must be stressed that the non-Hamiltonian commu-
tator defined in Eq. (12) could violate the Jacobi re-
lation (10) so that in general it does not define a Lie
algebra. The non-Hamiltonian commutator of Eq. (12)
defines, of course, a generalized form of quantum mechan-
ics. However, in this generalized theory the Hamiltonian
operator Hˆ is still a constant of motion because of the an-
tisymmetry ofD. It is interesting to note thatD could in
principle depend from the quantum variables χˆα. Then
Eq. (14) can be thought of as a generalization to the
Heisenberg picture of the mathematical formalism pro-
posed by Weinberg [22] in order to introduce non-linear
effects in quantum mechanics.
In the next section it will be shown that the non-
Hamiltonian commutator defined in Eq. (12) and the
non-Hamiltonian equations of motion (14) provide the
mathematical structure for quantum-classical evolu-
tion [14].
III. NON-HAMILTONIAN COMMUTATORS IN
QUANTUM-CLASSICAL MECHANICS
Quantum-classical systems can be treated by means of
an algebraic approach. This has been already proposed
by a number of authors [14] by means of a quantum-
classical bracket which does not satisfy the Jacobi rela-
tion. A quantum-classical system is composed of both
quantum χˆ and classical X degrees of freedom. The
quantum variables depends from the classical point X
so that an abstract space is defined in such a way that a
Hilbert space (where quantum dynamics takes place) is
attached to each phase space point. In turn, a displace-
ment of the phase space point determines a consistent
effect on quantum evolution in the Hilbert space. The
energy of the system is defined in terms of a quantum-
classical Hamiltonian operator Hˆ = Hˆ(X) coupling
quantum and classical variables E = Tr′
∫
dXHˆ(X). It
has been shown [14] that the dynamical evolution of a
quantum-classical operator χˆ(X) is given by
∂tχˆ(X) =
i
h¯
[Hˆ, χˆ(X)]− 1
2
{Hˆ, χˆ(X)}+ 1
2
{χˆ(X), Hˆ}
= (Hˆ, χˆ(X)). (15)
The last equality defines the quantum-classical bracket
in terms of the commutator and the symmetrized sum of
Poisson brackets.
Exploiting what has been done in Refs. [9, 10] for the
Poisson bracket and in the previous section for the com-
mutator, the quantum-classical bracket can be easily re-
casted in matrix form as a non-Hamiltonian commutator.
To this end, one can introduce the operator Λ defined
in such a way that applying its negative on any pair of
quantum-classical operators functions χˆα(X) and χˆν(X)
their Poisson bracket is obtained
{χˆα, χˆν} = −χˆα(X)Λχˆν(X) =
2N∑
i,j=1
∂χˆα
∂Xi
Bij ∂χˆν
∂Xj
. (16)
The quantum-classical law of motion can be rewritten
as
∂tχˆα =
i
h¯
[
Hˆ χˆα
] ·B · [ Hˆ
χˆα
]
+
[
Hˆ χˆα
] · [ 0 Λ2−Λ2 0
]
·
[
Hˆ
χˆα
]
.
(17)
A more compact form is readily found by defining the
antisymmetric matrix super-operator
D =
[
0 1 + h¯Λ2i
− (1 + h¯Λ2i ) 0
]
. (18)
Using the matrix super-operator in Eq. (18) the
quantum-classical law of motion becomes
∂tχˆα =
i
h¯
[
Hˆ χˆα
] ·D ·[ Hˆ
χˆα
]
= (Hˆ, χˆα) = iLˆχˆα, (19)
where the last equality introduces the quantum-classical
Liouville operator in terms of the quantum-classical
bracket. The structure of Eq. (19) is that of the non-
Hamiltonian commutator given in Eq. (14) and as such
generalizes the standard quantum laws of motion of
Eq (5). It is clear from its definition in Eq. (18) that the
antisymmetric matrix super-operator D has not a sim-
ple symplectic structure as B. It contains the operator
Λ defined in Eq. (16) which, in this case, has a sym-
plectic structure. As such D introduces a novel math-
ematical structure that characterizes the time evolution
of quantum-classical systems.
The Jacobi relation in quantum-classical dynamics is
J = (χˆα, (χˆν , χˆσ))+(χˆσ, (χˆα, χˆν))+(χˆν , (χˆσ, χˆα)). (20)
Using the matrix formalism introduced it is simple to
calculate J explicitly and to this aim one can consider the
first term on the right hand side of Eq. (20). The other
two terms on the right hand side of Eq. (20) can then be
easily calculated by considering the even permutations
of χˆα, χˆν , χˆσ in the formula obtained for (χˆα, (χˆν , χˆσ)).
Finally, collecting the terms together one gets
J = 1
4
{χˆαΛ(χˆνΛχˆσ)− χˆαΛ(χˆσΛχˆν)− (χˆνΛχˆσ)Λχˆα
4+ (χˆσΛχˆν)Λχˆα + χˆσΛ(χˆαΛχˆν)− χˆνΛ(χˆαΛχˆσ)
− (χˆαΛχˆν)Λχˆσ + (χˆαΛχˆσ)Λχˆν + χˆνΛ(χˆσΛχˆα)
− χˆσΛ(χˆνΛχˆα)− (χˆσΛχˆα)Λχˆν + (χˆνΛχˆα)Λχˆσ} .
(21)
In order to easily get such expression the following rela-
tion
2N∑
i,j=1
∂χˆα
∂Xi
Bij∂j(χˆν χˆσ) =
2N∑
i,j=1
∂χˆα
∂Xi
Bij(∂jχˆν)χˆσ
+
∂χˆα
∂Xi
Bijχˆν(∂jχˆσ) (22)
was exploited. Thus it is found that the Jacobi relation
does not hold globally for all points X of phase space
(J 6= 0).
IV. NOSE´ DYNAMICS IN
QUANTUM-CLASSICAL SYSTEMS
The antisymmetric matrix B enters through Λ in the
definition ofD. Following the work of Ref. [9, 10] thermo-
dynamic constraints can be imposed on the classical bath
degrees of freedom in quantum-classical dynamics just
by modifying the matrix B. For clarity it will be explic-
itly shown how to generalize the derivation of quantum-
classical equations of motion in the case of Nose´ constant
temperature dynamics [6]. In the Nose´ case the bath de-
grees of freedom will be
X ≡ (R, η, P, pη) , (23)
η and pη are the Nose´ coordinate and momentum. The
following quantum-classical Hamiltonian is assumed
HˆN = Kˆ +
P 2
2M
+
p2η
2mη
+ Φˆ(χˆ, R) + gkBTη , (24)
where Kˆ is the quantum kinetic operator, Φˆ is the poten-
tial operator coupling classical and quantum variables,
M is the mass of the classical degrees of freedom, mη is
Nose´ inertial parameter, and g is a numerical constant
whose value (as it will be shown) must be set equal to
the number N of classical momenta P if one wants to ob-
tain a sampling of the R,P coordinates in the canonical
ensemble. Then the matrix BN is
BN =
 0 0 1 00 0 0 1−1 0 0 −P
0 −1 P 0
 . (25)
Using BN the operator ΛN and the classical phase space
non-Hamiltonian bracket on two generic variables A1 and
A2 can be defined
A1ΛNA2 = −
2N∑
i,j=1
∂A1
∂Xi
BNij
∂A2
∂Xj
. (26)
The explicit form of the matrix operator that defines
through Eq. (19) the quantum-classical bracket and the
law of motion is then given by
DN =
[
0 1 + h¯2iΛN
− (1 + h¯2iΛN) 0
]
. (27)
The quantum-classical Nose´-Liouville operator is given
by
d
dt
χˆ = iLNχ = i
h¯
[
HˆN χ
] ·DN · [ HˆN
χˆ
]
. (28)
One is then led to consider, in the right hand side of (28),
the term given by
−HˆNΛNχˆ+ χˆΛNHˆN = ∂Φˆ
∂R
∂χˆ
∂P
+
∂χˆ
∂P
∂Φˆ
∂R
− 2Fη ∂χˆ
∂pη
−2 P
M
∂χˆ
∂R
− 2 pη
mη
∂χˆ
∂η
+2
pη
mη
P
∂χˆ
∂P
, (29)
where Fη = P
2
M − gkBT . Finally using the above result
the equation of motions for the dynamical variables are
given by
d
dt
χ =
i
h¯
(Hχˆ− χˆH)− 1
2
(
∂χˆ
∂P
∂Φ
∂R
+
∂Φ
∂R
∂χˆ
∂P
)
+
P
M
∂χˆ
∂R
+
pη
mη
∂χˆ
∂η
− pη
mη
P
∂χˆ
∂P
+ Fη
∂χˆ
∂pη
.
(30)
A. Representation in the Adiabatic Basis
One can express the quantum-classical equations of
motion in the adiabatic states. Nose´ quantum-classical
Hamiltonian can be rewritten as
HˆN = hˆ(R) +
P 2
2M
+
p2η
2mη
+ gkBTη , (31)
where it has been introduced the operator hˆ(R) = Kˆ +
Φˆ(χˆ, R). Then the adiabatic states are defined by
hˆ(R)|α;R〉 = Eα(R)|α;R〉 . (32)
In the adiabatic states, Eq. (30) is easily found to be
d
dt
χαα
′
= iωαα′χαα
′
+
P
M
∂χαα
′
∂R
+
(
−P pη
mη
∂
∂P
+
pη
mη
∂
∂η
+ Fη
∂
∂pη
)
χαα
′
+
P
M
dαβχ
βα′ − P
M
χαβ
′
dβ′α′ +
1
2
∂χαβ
′
∂P
F β
′α′
+
1
2
Fαβ
∂χβα
′
∂P
, (33)
5where Fαβ = −〈α| ∂Φ∂R |β〉 and dαβ = 〈α| ∂∂R |β〉 is the
nonadiabatic coupling vector. Equation (33) can be
rewritten introducing the Liouville operator iLN such
that
d
dt
χαα
′
=
∑
ββ‘
iLNαα′,ββ′χββ
′
. (34)
The operator is
iLNαα′,ββ′ = iωαα′δαβδα′β′ + δαβδα′β′
P
M
∂
∂R
+ δαβδα′β′
(
−P pη
mη
∂
∂P
+
pη
mη
∂
∂η
+ Fη
∂
∂pη
)
+
1
2
δαβF
β′α′ ∂
∂P
+
1
2
δα′β′F
αβ ∂
∂P
+
P
M
dαβδα′β′
− P
M
dβ′α′δαβ . (35)
The quantum-classical Liouville operator can be put into
a form that makes its structure more apparent by adding
and subtracting the term
δαβδα′β′
1
2
(
Fα + F β
′) ∂
∂P
. (36)
Then using
Fαβ = Fα + (Eα − Eβ) dαβ (37)
and rearranging the terms one obtains a classical-like
Nose´-Liouville operator
iLˆNαα′ =
P
M
∂
∂R
− P pη
mη
∂
∂P
+
pη
mη
∂
∂η
+ Fη
∂
∂pη
+
1
2
(
Fα + Fα
′) ∂
∂P
(38)
and a jump operator
−Jαα′,ββ′ = δα′β′dαβ
[
P
M
+
(
Eα − Eβ
2
)
∂
∂P
]
+ δαβd∗α′β′
[
P
M
+
(
Eα′ − Eβ′
2
)
∂
∂P
]
(39)
in terms of which the quantum-classical Liouville opera-
tor is finally written as
iLNαα′,ββ′ = iωαα′δαβδα′β′ + δαβδα′β′iLNαα′ − Jαα′,ββ′ .
(40)
The jump operator Jαα′,ββ′ is responsible for transitions
between adiabatic states while the classical-like Nose´ Li-
ouville operator iLNαα′,ββ′ expresses Nose´ dynamics on
a constant generalized energy surface with Hellman-
Feynman forces given by 1/2
(
Fα + Fα
′
)
.
This shows that the matrix form of the non-
Hamiltonian commutator is suitable for the development
of generalized non-Hamiltonian dynamics for classical de-
grees of freedom in quantum-classical systems.
V. STATIONARY NOSE´ DENSITY MATRIX
The average of any operator χˆ can be calculated from
〈χˆ〉 = Tr′
∫
dX ρˆNχˆ(t) = Tr′
∫
dX ρˆN exp
(
iLNt) χˆ .
(41)
The action of exp
(
iLNt) can be transferred from χˆ to ρˆN
by using the cyclic invariance of the trace and integrating
by parts the terms coming from the classical brackets.
One can write
iLN = i
h¯
[
HˆN, . . .
]
− 1
2
(
{HˆN, . . .} − {. . . , HˆN}
)
. (42)
In this equation the classical bracket terms are written
{HˆN, . . .} − {. . . , HˆN} =
2N∑
i,j=1
(
∂HˆN
∂Xi
BNij
∂ . . .
∂Xj
− ∂ . . .
∂Xi
BNij
∂HˆN
∂Xj
.
)
(43)
When integrating by parts the right hand side, one ob-
tains a term proportional to the compressibility κN =∑2N
i,j=1
∂BNij
∂Xi
∂HˆN
∂Xj
. As a result the mixed quantum-
classical Liouville operator, in this case, is not hermitian(
iLˆN
)†
= −iLˆN − κN . (44)
The average value can then be written as
〈χˆ〉 = Tr′
∫
dX χˆ exp
[−(iLN + κN)t] ρˆN (45)
The mixed quantum-classical Nose´ density matrix
evolves under the equation
∂
∂t
ρˆN = − i
h¯
[
HˆN, ρˆN
]
+
1
2
(
{HˆN, ρˆN} − {ρˆN, HˆN}
)
− κNρˆN . (46)
The stationary density matrix ρˆNe is defined by
(iLN + κN)ρˆNe = 0 . (47)
To find the explicit expression one can follow Ref. [25],
expand the density matrix in powers of h¯
ρˆNe =
∞∑
n=0
h¯nρˆ
(n)
Ne , (48)
and look for an explicit solution in the adiabatic basis.
In such a basis the Nose´-Liouville operator is expressed
by Eq. (40) and the Nose´ Hamiltonian is given by
HαN =
P 2
2M
+
p2η
2mη
+ gkBTη + Eα(R)
= HPα (R,P ) +
p2η
2mη
+ gkBTη . (49)
6Thus one obtains an infinite set of equations correspond-
ing to the various power of h¯
iEαα′ρ
(0)αα′
Ne = 0 (50)
iEαα′ρ
(n+1)αα′
Ne = −(iLNαα′ + κN)ρ(n)αα
′
Ne
+
∑
ββ′
Jαα′,ββ′ρ
(n)ββ′
Ne (n ≥ 1) . (51)
As shown in Ref. [25], in order to ensure that a solution
can be found by recursion, one must discuss the solution
of Eq. (51) when calculating the diagonal elements ρ(n)ααNe
in terms of the off-diagonal ones ρ(n)αα
′
Ne . To this end,
using ρ′(n)αα
′
Ne = (ρ
′(n)α′α
Ne )
∗, Jαα,ββ′ = J∗αα,β′β and the
fact that Jαα,ββ = 0 when a real basis is chosen, it is
useful to re-write Eq. (51) in the form
(iLNαα + κN)ρ
(n)αα
Ne =
∑
β>β′
2R
(
Jαα,ββ′ρ
(n)ββ′
Ne
)
. (52)
One has [9] (−iLNαα − κN)† = iLNαα. The right hand side
of this equation is expressed by means of the general-
ized bracket in Eq. (26): HαN and any general function
f(HαN) are constants of motion under the action of iL
N
αα.
The phase space compressibility κN associated with the
generalized bracket in the case of Nose´ dynamics is
καN = −β
d
dt
(
P 2
2M
+
p2η
2mη
+ Eα(R)
)
= −βN pη
mη
= −βN d
dt
HαT , (53)
where N is the number of classical momenta P in the
Hamiltonian. Because of the presence of a non-zero phase
space compressibility, integrals over phase space must be
taken using the invariant measure [26]
dM = exp(−wαN)dRdPdηdpη , (54)
where wαN =
∫
dtκαN is the indefinite integral of the com-
pressibility. To insure that a solution to Eq. (52) exists
one must invoke the theorem of Fredholm alternative,
requiring that the right-hand side of Eq. (52) be orthog-
onal to the null space of (iLNαα)
† [27]. The null-space of
this operator consists of functions of the form [10] f(HαN),
where f(HαN) can be any function of the adiabatic Hamil-
tonian HαN. Thus the condition to be satisfied is∫
dM
∑
β>β′
2R
(
Jαα,ββ′ρ
(n)ββ′
Ne
)
f(HαN) = 0 . (55)
Apart from the integration on the additional Nose´ phase
space variable there is no major difference with the proof
given in Ref. [25]: 2R
(
Jαα,ββ′ρ
(n)ββ′
Ne
)
and f(HαN) are
respectively an odd and an even function of P ; this guar-
antees the validity of Eq. (55).
Thus one can write the formal solution of Eq. (52) as
ρ
(n)αα
Ne = (iL
N
αα+κN)
−1 ∑
β>β′
2R
(
Jαα,ββ′ρ
(n)ββ′
Ne
)
, (56)
and the formal solution of Eq. (51) for α 6= α′ as
ρ
(n+1)αα′
Ne =
i
Eαα′
(iLNαα′ + κN)ρ
(n)αα′
Ne
− i
Eαα′
∑
ββ′
Jαα′,ββ′ρ
(n)ββ′
Ne . (57)
Equations (56) and (57) allows one to calculate ραα
′
Ne to
all orders in h¯ once ρ(0)αα
′
Ne is given. This order zero term
is obtained by the solution of (iLNαα+κN)ρ
(0)αα
Ne = 0. All
higher order terms are obtained by the action of Eαα′ ,
the imaginary unit i and Jαα′ββ′ (involving factors of
dαα′ , P and derivatives with respect to P . Hence, one
can conclude that functional dependence of ρ(0)ααNe on the
Nose´ variables η and pη is preserved in higher order terms
ρ
(n)αα′
Ne .
One can find a stationary solution to order h¯ by consid-
ering the first two equations of the set given by Eqs. (50)
and (51):[
HˆN, ρˆ
(0)
Ne
]
= 0 (n = 0) , (58)
i
[
HˆN, ρˆ
(1)
Ne
]
= −1
2
(
HˆNΛNρˆ
(0)
Ne − ρˆ(0)NeΛNHˆN
)
(n = 1) . (59)
For the O(h¯0) term one can make the ansatz
ρˆ
(0)αβ
Ne =
1
Z
ew
α
Nδ (C −HαN) δαβ , (60)
where Z is
Z =
∑
α
∫
dM δ (C −HαN) (61)
and obtain
ρˆ
(1)αβ
Ne = −i
P
M
dαβ ρˆ
(0)β
Ne
[
1− e−β(Eα−Eβ)
Eβ − Eα +
β
2(
1 + e−β(Eα−Eβ)
)]
(62)
for the O(h¯) term.
Equations (60) and (62) give the explicit form of the
stationary solution of the Nose´-Liouville equation up to
order O(h¯). One can now prove that, when calculating
averages of quantum-classical operators depending only
on physical phase space variables, Gα(R,P ), the canoni-
cal form of the stationary density is obtained. It can be
noted that it will suffice to prove this result for the O(h¯0)
term since, as discussed before, the differences with the
standard case are contained therein.
7Indeed, when calculating
〈Gα(R,P )〉 ∝ =
∑
α
∫
dM Gα(R,P )
×δ(C −HαT − gkBTη) . (63)
Considering the delta function integral over Nose´ vari-
ables, one has∫
dpηdη e
−Nηδ(C − HTα − gkBTη)
= const× exp[−β(N/g)HTα (R,P )] ,
(64)
where it has been used the property δ(f(s)) =
[df/ds]−1s=s0δ(s − s0) (s0 is the zero of f(s)). Thus, at
variance with what found in Ref. [16], in order to re-
cover the canonical distribution in the quantum-classical
case, one must set g = N as it is done in the classi-
cal case [6, 7]. If the dynamics is ergodic and if one
could integrate quantum-classical equations of motion for
sufficiently long time, the phase space integral could be
substituted by a time integral along the trajectory [28].
Ergodicity could be enforced by modern advanced sam-
pling techniques [29] but long time stable integration of
quantum-classical dynamics is still a challenge.
VI. CONCLUSIONS AND PERSPECTIVES
In this paper a generalized non-Hamiltonian form of
quantum mechanics has been presented. This has been
achieved through the introduction of a suitable non-
Hamiltonian commutator which has been obtained by
generalizing the symplectic structure of the standard
quantum mechanical commutator. Therefore, it has been
demonstrated that a single idea (i.e. generalizing the
symplectic structure of the bracket while retaining its
antisymmetric form) is able to describe in a unified way
non-Hamiltonian theories both in classical and quantum
mechanics. The non-Hamiltonian form of quantum me-
chanics here presented provides a general mathematical
structure which encompasses the ideas proposed byWein-
berg to introduce non-linear effects in quantum mechan-
ics and whose physical content remains yet to be unveiled.
For the sake of illustrating the possible use of non-
Hamiltonian commutators, it has been shown that they
subsume the quantum-classical bracket proposed by
other authors. Moreover, their matrix structure has been
used to define Nose´ dynamics on the classical degrees
of freedom in quantum-classical systems. It has been
also shown that the non-Hamiltonian quantum-classical
bracket can be easily generalized to treat other thermo-
dynamic constraints such as those provided by barostats
or Nose´-Hoover chains. The respective stationary den-
sity matrices are easily derived. The implementation of
thermodynamic constraints for the classical degrees of
freedom in quantum-classical systems could be consid-
ered both as a practical and a conceptual improvement.
For example, thermostated dynamics can be useful for
preparing systems into desired initial conditions or for en-
suring a good thermalization of the classical bath degrees
of freedom providing a way to control the nonadiabatic
character of the dynamics. On the conceptual side one
could note that, historically, deterministic dynamics with
thermodynamic constraints for purely classical systems
has provided well defined algorithms to treat open sys-
tems both in and out of equilibrium. Thus, the possibility
to use the same tool in the case of quantum-classical sys-
tems could disclose novel routes to the numerical study
of open quantum systems.
In conclusion, the non-Hamiltonian quantum formal-
ism introduced in this paper sets a unified framework
with the non-Hamiltonian classical algebra and, at the
same time, discloses various routes for investigating gen-
eralized quantum and quantum-classical systems. Such
studies will be performed in the future.
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APPENDIX A: NHC AND NPT
The calculations of the previous sections show that the
introduction of extended system dynamics on the classi-
cal part of the system amounts to modify the operator
of Eq. (18) by simply substituting the classical bracket
operator given in Eq. (16) with the one suited to express
the desired extended system dynamics [9, 10].
Thus, in order to couple a Nose´-Hoover chain [15] to
the classical coordinates, the classical phase space point
is defined as
X = (R, η1, η2, P, pη1 , pη2) , (A1)
where for simplicity one is considering a chain of just two
thermostat coordinates η1, η2 and momenta pη1 , pη2 .
HˆNHC =
pˆ2
2m
+
P 2
2M
+
p2η1
2mη1
+
p2η2
2mη2
+ Φˆ(qˆ, R) + gkBTη1 + gkBTη2 , (A2)
where mη1 and mη2 are the inertial parameters of the
thermostat variables. As shown in Ref. [9, 10], one can
define an antisymmetric matrix
BNHC =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 −P 0
0 −1 0 P 0 −pη1
0 0 −1 0 pη1 0
 . (A3)
8The matrix BNHC determines the operator ΛNHC which
in turn provides the the non-Hamiltonian bracket accord-
ing to Eq. (16). The Nose´-Hoover chain classical equa-
tions of motion in phase space [9] are then given by
X˙ = −XΛNHCHˆNHC. (A4)
Quantum-classical dynamics is then introduced using the
matrix super-operator
DNHC =
[
0 1 + h¯2iΛ
NHC
− (1 + h¯2iΛNHC) 0
]
. (A5)
As previously shown by means of the latter the quantum-
classical equations of motion are then given by
dχˆ
dt
=
i
h¯
[
HˆNHC χˆ
] ·DNHC · [ HˆNHC
χˆ
]
. (A6)
The equations of motion can be represented using the
adiabatic basis obtaining the Liouville super-operator
iLNHCαα′,ββ′ = (iωαα′ + iLNHCαα′ )δαβδα′β′ − Jαα′,ββ′ ,
(A7)
where
iLNHCαα′ =
P
M
∂
∂R
+
1
2
(Fα + Fα
′
)
∂
∂P
+
2∑
k=1
(
pηk
mηk
∂
∂ηk
+ Fηk
∂
∂pηk
)
− pη2
mη2
pη1
∂
∂pη1
, (A8)
with Fη2 = p
2
η1/mη1 − gkBT . The proof of the existence
of stationary density matrix in the case of Nose´-Hoover
chains follows the same logic of the simple Nose´-Hoover
case. In the adiabatic basis the density matrix stationary
up to order bar has the same form as given in Eqs. (60)
and (62). One has just to replace Eq. (60) for the order
zero term with
ρ
(0)αβ
NHCe =
1
Z
e
−β
[
P2
2M+Eα(R)+
∑2
k=1
(
p2ηk
2mηk
+gkBTηk
)]
(A9)
with obvious definition of Z.
For the case of constant pressure and temperature dy-
namics, the equations of motion treated in Ref [30] are
here considered. This time, the extended phase space
point is
X = (R, η, V, P, pη, pV ) , (A10)
and the Hamiltonian quantum-classical operator is
HˆNPT =
pˆ2
2m
+
P 2
2M
+
p2η
2mη1
+
p2V
2mV
+ Φˆ(qˆ, R) + gkBTη + PextV . (A11)
The equations of motion for the classical coordinates
are [9]
R˙ =
P
mi
+R
pV
3V mV
(A12)
p˙η =
pη
mη
(A13)
V˙ =
pV
mV
(A14)
P˙ = −∂Φ
∂R
− P pV
3V mV
− P pη
mη
(A15)
p˙η =
N∑
i=1
P 2
mi
+
p2V
mV
− gkBT (A16)
p˙V = FV − pV pη
mη
(A17)
with
FV =
1
3V
[
N∑
i=1
P 2
M
− ∂Φ
∂R
·R
]
− Pext . (A18)
The antisymmetric matrix to define the Operator ΛNPT
in Eq. (16) is then
BNPT =

0 0 0 1 0 R3V
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 −P − P3V
0 −1 0 P 0 pV
− R3V 0 −1 P3V −pV 0
 . (A19)
The matrix BNPT is the same as that given in Ref. [9]
but this time the order of coordinates and momenta in
the classical extended phase space point definition of
Eq. (A10) ensures that ΛNPT in Eq. (16) makes the equa-
tions of motion
X˙ = −XΛNPTHˆNPT (A20)
exactly equivalent to Eqs. (A12-A17). Then one can
define the matrix operator DNPT and write down the
quantum-classical equations of motion. In the adiabatic
basis the equations are written by means of the Liouville
operator
iLNPTαα′,ββ′ = (iωαα′ + iLNPTαα′ )δαβδα′β′ − Jαα′,ββ′ ,
(A21)
with
iLNPTαα′ = iL
NH
αα′ +
PV
3V mV
R
∂
∂R
− PV
3V mV
P
∂
∂P
+
PV
mV
∂
∂V
+ (FV − pη
mη
)
∂
∂PV
. (A22)
The stationary density matrix is derived as usual and in
the adiabatic basis is expressed again in the form given
9by Eqs. (60) and (62) with the O(h¯0) term given by
ρ
(0)αβ
NPTe =
1
Z
e
−β
[
P2
2M+Eα(R)+
p2η
2mη
+gkBTη+
P2
V
2mV
+PextV
]
.
(A23)
[1] H. Goldstein, Classical Mechanics 2nd ed. (Addison-
Wesley, London, 1980).
[2] J. L. McCauley, Classical Mechanics, (Cambridge Uni-
versity Press, Cambridge, 1977).
[3] P. A. M. Dirac, Lessons in Quantum Mechanics, Dover
New York (2001).
[4] R. Balescu, Equilibrium and non equilibrium statistical
mechanics, Wiley, New York (1975).
[5] H. C. Andersen, J. Chem. Phys. 72 2384 (1980).
[6] S. Nose´, Molec. Phys. 52 255 (1984); Prog. of Theor.
Phys. 103 1 (1991).
[7] W. G. Hoover, Phys. Rev. A 31 1695 (1985).
[8] M. Ferrario, in Computer Simulation in Chemical
Physics, p. 153, M. P. Allen and D. J. Tildesley editors,
Kluwer Academic Publishers (1993).
[9] A. Sergi and M. Ferrario, Phys. Rev. E 64, 056125 (2001).
[10] A. Sergi, Phys. Rev. E 67 021101 (2003).
[11] A. Sergi, 69 021109 (2004); to appear in Phys. Rev. E
(2005).
[12] B. J. Edwards and M. Dressler, J. of Non-Newtonian
Fluid Mech. 96 163 (2001).
[13] V. E. Tarasov, J. of Phys. A 38 2145 (2005).
[14] I. V. Aleksandrov, Z. Naturforsch., 36a, 902 (1981); V. I.
Gerasimenko, Theor. Math. Phys., 50, 77 (1982); D. Ya.
Petrina, V. I. Gerasimenko and V. Z. Enolskii, Sov. Phys.
Dokl., 35, 925 (1990); W. Boucher and J. Traschen,
Phys. Rev. D, 37, 3522 (1988); W. Y. Zhang and R.
Balescu, J. Plasma Phys., 40, 199 (1988); R. Balescu
and W. Y. Zhang, J. Plasma Phys. 40, 215 (1988); O. V.
Prezhdo and V. V. Kisil, Phys. Rev. A, 56, 162 (1997);
C. C. Martens and J.-Y. Fang, J. Chem. Phys. 106, 4918
(1996); A. Donoso and C. C. Martens, J. Phys. Chem.
102, 4291 (1998); R. Kapral and G. Ciccotti, J. Chem.
Phys., 110, 8919 (1999).
[15] G. J. Martyna, M. L. Klein and M. Tuckerman, J. Chem.
Phys. 92 2635 (1992).
[16] M. Grilli and E. Tosatti, Phys. Rev. Lett. 62 2889 (1989).
[17] J. Schnack, Physica A 259 49 (1998).
[18] E. B. Davis, Quantum Theory of Open Systems Academic
Press, London (1976).
[19] U. Weiss, Quantum Dissipative Systems World Scientific,
Singapore (1999).
[20] F. Strocchi, Rev. Mod. Phys. 38 36 (1966), A. Heslot,
Phys. Rev. D 31 1341 (1985).
[21] Y. Nambu, Phys. Rev. D 7 2405 (1973).
[22] S. Weinberg, Phys. Rev. Lett. 62 485 (1989), Ann. Phys.
194 336 (1989).
[23] K. R. W. Jones, Phys. Rev. D 45 R2590 (1992), Phys.
Rev. A 48 822 (1993); Phys. Rev. A 50 1062 (1994).
[24] I. Bialynicki-Birula and P. J. Morrison, Phys. Lett. A
158 453 (1991).
[25] S. Nielsen, R. Kapral and G. Ciccotti,
J. Chem. Phys.115, 5805 (2001).
[26] M. E. Tuckerman, C. J. Mundy and M. L. Klein, Phys.
Rev. Lett. 78 2042 (1997); M. E. Tuckerman, C. J.
Mundy and G. J. Martyna, Europhys. Lett. 45 149
(1999); M. E. Tuckerman, Y. Liu, G. Ciccotti and G.
L. Martyna, J. Chem. Phys. 115 1678 (2001).
[27] R. Courant and D. Hilbert, Methods of Mathematical
Physics, Vol. I (Interscience, New York, 1953).
[28] R. Kapral, private communication.
[29] M. E. Tuckerman, B. J. Berne, G. J. Martyna and M. L.
Klein, J. Chem. Phys. 99 2796 (1993).
[30] A. Sergi, M. Ferrario and D. Costa, Mol. Phys. 97, 825
(1999).
