We consider the problem of aggregating data in a dynamic graph, that is, aggregating the data that originates from all nodes in the graph to a specific node, the sink. In our model, nodes are endowed with unlimited memory and unlimited computational power. Yet, we assume that communications between nodes are carried out with pairwise interactions, where nodes can exchange control information before deciding whether they transmit their data or not, given that each node is allowed to transmit its data at most once. When a node receives a data from a neighbor, the node may aggregate it with its own data.
I. INTRODUCTION
We consider a set of autonomous nodes that initially have a data. The goal is to retrieve the data of all the nodes to a special node called the sink with minimum duration. However, we suppose that each node can transmit a data at most once. To allow this, nodes can aggregate a received data with its stored data (the function is aggregating in the sense that the size of the output is supposed to be the same as a single input, such functions include min, max, etc.). This problem is called the minimum data aggregation time problem [2] .
In this paper, we study this problem in a dynamic graph i.e., when the topology of the communication graph evolves over time. For simplicity, we assume that interactions between the nodes are carried out through pairwise operations. We consider that nodes may base their decision on their initial knowledge and past experience (past interactions with other nodes) only. Then, an algorithm accommodating those constraints is called an online distributed data aggregation algorithm. The existence of such an algorithm is conditioned by the (dynamic) topology, initial knowledge of the nodes (e.g. about their future communication neighbors), etc. The essence of such a data aggregation algorithm is to decide whether or not to send a node's data when encountering a given communication neighbor: by waiting, a node may be able to aggregate more data, while by sending a node disseminates data but excludes itself for the rest of the computation.
Related Work: The literature on this problem can be divided in two groups depending on the assumption made about the collisions being handled by an underlying MAC layer. In the case when collisions are not handled by the MAC layer, the problem is NP-complete [2] , even in static graphs of degree at most 3 and dynamic graphs of degree at most 2. In dynamic graphs, the only approximation algorithm [2] needs the knowledge of the full graph (including the future interactions). When collisions are handled by the MAC layer, various problems related to data aggregation have been investigated. Most related to our concern is the work by Cornejo et al. [3] . In their work, each node starts with a token, the time is finite and no particular node plays the role of a sink node. The topology evolves with time, and the goal is to minimize the number of nodes that own at least one token.
Model: A dynamic graph is modeled as a couple ( , ), where is a set of nodes and = ( ) ∈ℕ is a sequence of pairwise interactions (or simply interactions). we denote by ∈ the sink node. In general, we consider that nodes in have unique identifiers, unlimited memory and unlimited computational power. However, we sometimes consider nodes with no persistent memory between interactions; those nodes are called oblivious.
Initially, each node in receives a data. During an interaction = { , }, if both nodes still own data, then one of the node has the possibility to transmit its data to the other node. The receiver aggregates the received data with its own data. The transmission and the aggregation take exactly one time unit. If a node decides to transmit its data, then it does not own any data, and is not able to receive other's data anymore.
A distributed online data aggregation (DODA) algorithm takes as input an interaction = { , }, and its time of occurrence ∈ ℕ, and outputs either , or ⊥. if both nodes have a data before the interaction and if a DODA outputs a node, this node is the receiver of the other node's data. The algorithm is able to change the memory of the interacting nodes, for instance to store information that can be used in future interactions. By default, a node ∈ has two information: its identifier . and a boolean . that is true if is the sink, and false otherwise. A DODA algorithm may use additional information (such that the time of the next interaction with the sink .
). ODA ( 1 , 2 , . . .) denotes the set of DODA algorithms that use the functions 1 , 2 , . . .. The subset of oblivious DODA algorithms is denoted
Due to the lack of space, we consider only the sequence of interactions = ( ) ∈ℕ such that the data aggregation is possible in all suffix ( ) > . Such sequences are called ODA -recurrent. Omitted proofs and results are available in a technical report [1] .
II. OBLIVIOUS ADVERSARIES
An oblivious adversary knows the code of the algorithm but has to generate the sequence of interactions before the beginning of the execution. In particular, the adversary may not know the choices of the algorithm. For every deterministic algorithm ∈ ODA , it is easy to generate a ODA -recurrent sequence of interactions such that does not terminate on . However, for a randomized algorithm, the problem is more complex. The following theorem states that the impossibility result holds for oblivious randomized algorithms, leaving the case of general randomized algorithms against oblivious adversary as an open question.
Theorem 1. For every randomized algorithm
∈ ∅ ODA , there exists an oblivious adversary generating a ODArecurrent sequence of interactions such that does not terminate on with high probability 1 .
Let be the finite sequence, prefix of length > 0 of ∞ . For every > 0, the adversary can compute the probability that no node transmits its data when executing on . ( ) >0 is a non-increasing sequence, it converges to a limit ≥ 0. For a given , if ≥ 1/ , one can show that there is at least two nodes whose probability not to transmit when executing on is at least − 1 −2 = 1 − ( 1 ). This implies that, if ≥ 1/ , then does not terminate on the sequence ∞ with high probability.
Otherwise, let 0 be the smallest index such that 0 < 1/ . So that with high probability, at least one node transmits when executing on 0 . Also, 0 −1 ≥ 1/ so that the previous argument implies that there is at least two nodes and ′ whose probability to still have a data (after executing on 0 −1 ) is at least − 1 −2 . If 0 = 0 we can choose { , ′ } = { 1 , 2 }. We have ∕ = 0 or ′ ∕ = 0 . Without loss of generality, we can suppose ∕ = 0 , so that the probability that transmits is the same in 0−1 and in 0 . Now, is a node whose probability not to transmit when executing on 0 is at least − 1 −2 = 1 − ( 1 ). Let ′ be the sequence of interactions defined as follow:
(the node that has data with high probability) must send its data along a path that contains all the other nodes in order to reach the sink. But this path contains a node that does not have a data.
Let be the sequence of interaction starting with 0 and followed by ′ infinitely often, so that does not terminate, 1 An event occurs with high probability, when tends to infinity, if ( ) > 1 − (1/ ( )) with high probability. Since a convergecast is always possible is ODA -recurrent.
III. RANDOMIZED ADVERSARY
The randomized adversary constructs the sequence of interactions by picking a couple of nodes among all possible couples, uniformly at random. Thus, the underlying graph is a complete graph of nodes (including the sink) and every interaction occurs with the same probability = 2 ( −1) . Since an interaction does not depend on previous interactions, the algorithms we propose here are oblivious. In more details, the output of our algorithms depends only on the current interaction and on the information available in the node. Moreover, we assume that the nodes are given to our algorithm ordered by their identifier, and both nodes have a data (otherwise, our algorithm return ⊥).
• Gathering ( ∈ ∅ ODA ): A node transmits its data when it is connected to the sink or to a node having data.
(
The node with the greatest meet time transmits, if its meet time is greater than :
( ) and 2 = 2 . ( ). Without knowledge, an algorithm is limited by the time to aggregate the data from the last node (distinct from the sink). The expecting number of interactions needed for the last node to interact with the sink is ( −1) 2 = Ω( 2 ), which appears to be the upper bound of algorithm . When the full knowledge is available, one can aggregate all the data in ( log( )) interactions, and this is the best possible solution.
Theorem 2. The expected number of interactions required for DODA is Ω( 2 ), and is optimal in ODA ().
Theorem 3. The best algorithm in ∅ ODA (full knowledge) terminates in Θ( log ) interactions with high probability.
When only the information is available, we show that our algorithm is optimal.
Theorem 4. Waiting Greedy with = Θ( 3/2 √ log( )) terminates in interactions with high probability and is optimal in ODA ( ).
