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Die ersten Hochpra¨zisions-Massenmessungen mit hochgeladenen Xe- und Re-
Ionen an PENTATRAP
Das Hochpra¨zisions-Massenspektrometer Pentatrap wurde entwickelt, um Massenver-
ha¨ltnisse hochgeladener Ionen mit einer relativen Genauigkeit von 10−11 zu bestimmen.
Der einzigartige Aufbau des Pentatrap-Experiments umfasst die externen Ionenquellen
fu¨r die Produktion hochgeladener Ionen, die Detektionssysteme, welche einzelne Ionen
nachweisen ko¨nnen, und insbesondere den Fallenturm aus fu¨nf Penningfallen, welcher si-
multane Messungen einzelner Ionen ermo¨glicht. Im Rahmen dieser Arbeit wurden die ers-
ten Hochpra¨zisions-Massenmessungen mit einer relativen Genauigkeit von teilweise besser
als δm/m ≈ 10−11 durchgefu¨hrt. Als erste Vergleichsmessung wurde die Massendifferenz
von fu¨nf Paaren von Xenonisotopen bestimmt. Im Vergleich mit den Literaturwerten
wurde eine U¨bereinstimmung erzielt, wobei die Unsicherheiten der Massendifferenzen um
einen Faktor 4 bis 1700 verbessert werden konnten. Um die Genauigkeit von Pentatrap
zu zeigen, wurde zusa¨tzlich die Bindungsenergie des 37. Elektrons in Xenon durch eine
Massendifferenzmessung von 132Xe17+ und 132Xe18+ bestimmt. Die U¨bereinstimmung von
Theorie und Experiment erlaubt es in Zukunft empfindliche Tests der Quantenelektrody-
namik mit Bindungsenergien ho¨her geladener Ionen durchzufu¨hren. Zuletzt ebnet die
Entdeckung von metastabilen elektronischen Zusta¨nden in Rhenium- und Osmiumionen
durch Massendifferenzmessungen, besta¨tigt durch theoretische Berechnungen, den Weg
fu¨r Penningfallen-Massenspektrometrie zu Tests von Atomstrukturtheorien oder der Suche
nach geeigneten Uhrenu¨berga¨ngen in hochgeladenen Ionen beizutragen.
First High-Precision Mass Measurements at PENTATRAP on highly charged
Xe and Re ions
The high-precision Penning-trap mass spectrometer Pentatrap was designed to perform
mass-ratio measurements of highly charged ions with relative uncertainties of 10−11. The
unique features of the Pentatrap experiment are the external ion sources providing
highly charged ions, the detection systems with single-ion sensitivity and especially the
stack of five Penning traps, which allows simultaneous measurements of single ions in
the traps. In the scope of this thesis, the first high-precision mass measurements with a
relative precision partially below δm/m ≈ 10−11 were performed. As a first benchmark
test, the mass differences of five xenon isotope pairs were determined. Comparison to
the literature values led to an improvement of the uncertainty of the mass differences of
a factor between 4 and 1700, in agreement with literature. In order to demonstrate the
accuracy of Pentatrap, the binding energy of the 37th electron in 132Xe was determined
as a proof-of-principle measurement by determining the mass difference of 132Xe17+ and
132Xe18+. The agreement of the result with theory allows performing stringent tests of
quantum electrodynamics using binding energies in ions with an even higher charge state
in the future. Lastly, the discovery of metastable electronic states in highly charged rhe-
nium and osmium ions by mass difference measurements, confirmed by theory, extends
the applicability of Penning-trap mass spectrometry to tests of atomic structure theories
and to the identification of long-lived excited states for a possible new generation of clocks
using highly charged ions.
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The mass of a particle is a fundamental property and its precise knowledge allows shed-
ding light on the underlying physics. In the case of an atom or ion, the mass is given by
the sum of its constituents and their interactions. Those interactions can be quantified
using Einstein’s relation E = mc2. Measuring the mass of the atom or ion gives access
to the binding energy, either in the nucleus or of the electrons in the shell.
The relative precision to which the mass needs to be determined depends on the
physics to be investigated and ranges from δm/m ≈ 10−7 for tests of nuclear mass mod-
els to δm/m ≈ 10−12 which is required for investigations of quantum electrodynamics
[Bla06]. Historically, improvements in the mass resolution have lead to several discov-
eries in fundamental physics. For instance, one of the first mass spectrometers, using a
combination of electric and magnetic fields to force ions with identical charge-to-mass
ratio on the same trajectory towards a photographic plate, lead to the discovery of Ne
isotopes with mass numbers A = 20 and A = 22 in 1912 [Tho12]. An improvement of
this spectrometer to a mass resolution of 10−4 showed a discrepancy of the sum of the
individual nucleon masses to their combined mass [Ast22]. This mass defect originates
from the nuclear binding energy. For heavier atoms, a mass resolution of δm/m < 10−6
is needed to determine its effect with a relative uncertainty below 10−2. Investigations
of the mass defect allowed to establish the nuclear shell model [May48; HJS49].
Compared to the nuclear binding energy, the effect of the atomic binding energy on
the total mass of a particle is on the order of 10−11 for outer shell electrons in mid-heavy
atoms and increases to ≈ 10−7 for the inner shell electrons. Measurements with the
required precision to resolve these effects were made possible with the invention of the
1
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Penning trap by Dehmelt [Deh90]. The advantage of Penning traps for high-precision
mass measurements arises from the conversion of the mass to a frequency measurement,
as the ion’s cyclotron frequency is determined in a magnetic field.
The first high-precision mass measurements in a Penning trap determined the electron-
to-proton mass ratio with a relative uncertainty of δm/m = 6 · 10−8 [GKT80]. Hereby,
the time of flight to a detector outside the Penning trap of both particles was deter-
mined, which allowed measuring mass differences with an uncertainty of δm/m = 10−8
[Bla06] and even 10−9 when the Ramsey ion-cyclotron resonance detection technique
is used [Geo+07]. This precision could recently be improved to δm/m ≈ 10−10 by
detecting the phase of the ions’ motions instead of their arrival time on the detector
[Eli+13]. The hereby examined physics include investigations of the shell structure of
the nucleus [Ros+15], double-electron capture in 164Er [Eli+11], and contributions to
nuclear astrophysics [Van+12], to name a few.
An even better precision can be reached by determining the ions’ frequency with
the image current detection technique. This non-destructive method allows to use only
single ions in the trap, further increasing the accuracy due to the elimination of ion-
ion interaction. The achievable uncertainty on the order of δm/m / 10−11 allowed,
for example, determining the mass of the proton [Hei+17], comparing it to the anti-
proton mass to test CPT symmetry [Ulm+15], and contributing to neutrino physics by
investigating the β-decay of 3T [Mye+15].
So far, the highest precisions have been achieved for relatively light particles, e.g.
proton, deuterium, 3T and 4He. The new Penning-trap experiment Pentatrap was
therefore designed to perform high-precision mass measurements on ions in the mid-
heavy regime of the nuclear chart to a relative uncertainty below δm/m = 10−11. The
use of highly charged ions (HCIs) results in higher motional frequencies compared to
singly charged ions, which, at the same absolute uncertainty, leads to a smaller relative
uncertainty of the mass. So far, HCIs were only used at the Penning-trap experiments
Smiletrap, using stable nuclides [Ber+02], and Titan, employing radioactive nuclides
[Dil+06], both using the time-of-flight technique. At Pentatrap, a cryogenic envi-
ronment of the Penning traps ensures an as good as possible vacuum and, therefore, a
long lifetime of the ions in the trap. This results in higher statistics on the frequency
determination. However, the heart of Pentatrap is the stack of five Penning traps.
These allow simultaneously measuring the frequencies in two traps, while using the oth-
ers as storage for an exchange of ions inbetween measurements, enabling alternating
measurements of different ion species with just one ion in the trap. Thereby, the ion-ion
interaction present in other simultaneous measurement methods [RTP04] is eliminated.
Additionally, the ion species can be exchanged from one measurement to the next on
the time scale of a few minutes.
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1.1 Motivation for high-precision mass-ratio measurements
With the precision aimed at, Pentatrap is able to contribute to fundamental physics
investigations. In the following, direct applications for Pentatrap will be discussed in
more detail. The results of several of these are described in this thesis.
1.1.1 Tests of the energy-mass equivalence principle
A direct test of Einstein’s energy-mass equivalence principle, E = mc2, can be performed
by comparing an energy change in a particle, i.e. during a radioactive decay, to its mass
before and after. In [Rai+05] a neutron capture process in 29Si and 33S is investigated.
Thereby, the mass of the atom m(AX) before the capture process is changed to
m(AX) · c2 +m(n) · c2 → m(A+1X) · c2 + Eγ , (1.1)
where Eγ is the energy of the emitted radiation in the form of γ-rays. These were
measured with the GAMS4 crystal-diffraction facility at the Laue-Langevin Insitute in
Grenoble [Kes+01], while the mass differences of the mother and daughter nuclide were
determined with Penning-trap mass spectrometry. In the case of the measurements
involving S and Si, the result 1−∆mc2/E = −1.4(4.4) ·10−7 is so far the most stringent
test of the energy-mass equivalence principle.
The uncertainty of this test was limited by the resolution of the γ-ray energy de-
termination. A potentially more stringent test could be performed using 35Cl, as the
γ-ray spectrum was already determined with a relative uncertainty of 5 · 10−8 [Jen+08].
Additionally, with the new GAMS6 a further improvement of this value is expected
[Kre+08]. The mass ratio of 35Cl and 36Cl can thereby be determined by Pentatrap.
As both masses are already known to a level of δm = 4 · 10−8 u, a relative precision of
the mass ratio of ≈ 10−11 is sufficient for the calculation of the mass difference from
the mass ratio, see Sec. 5.8. In this case the limiting factor would be the neutron mass
uncertainty, δmn/mn = 5 · 10−9 [Wan+17].
1.1.2 Testing quantum electrodynamics (QED)
QED describes the relativistic interaction of light and matter. Fundamental particle
properties such as the g-factor of a bound electron [Ara+19] or binding energies in
atoms [Vol+13] can be used to test QED. Especially in heavy, highly charged ions,
where the QED contributions are the strongest, a comparison between experiment and
theory becomes feasible.
With Pentatrap it is possible to compare experimental to theoretical values for
atomic binding energies by measuring the mass difference of ions with a different charge.
While an interesting case would be bare U [MPS98], a first proof-of-principle measure-
ment of the binding energy of the 37th electron in Xe was performed with Pentatrap,
see Chapter 6. Although this low charge state is not sensitive to QED contributions, it
is still important to have a confirmation between theory and experiment.
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For many applications of high-precision mass (difference) determination, the masses
of the neutral atoms are of interest. From a measured mass difference of ions with charge
q1 and q2, the neutral mass difference ∆m can be extracted using:
∆m = m1 −m2 = (m(Aq1+1 ) + q1 ·me − EB,1)− (m(Aq2+2 ) + q2 ·me − EB,2) (1.2)
= m(Aq1+1 )−m(Aq2+2 ) + (q1 − q2)me −∆EB . (1.3)
The total binding energy difference ∆EB of the two ions needs to be calculated using
QED. Measuring the masses of ions in different charge states but with the same nucleus
leads to zero mass difference of the neutral atoms. In this case, the binding-energy
difference ∆EB calculated by theory can be compared to experimental values:
∆EB = m(Aq1+1 )−m(Aq2+2 ) + (q1 − q2)me . (1.4)
1.1.3 Applications in neutrino physics
Neutrinos are electrically neutral elementary particles. They only interact via the weak
interaction and can therefore only be detected indirectly. Their existence was initially
proposed to explain the continuous β−-decay spectrum (for the open letter from Pauli,
see e.g. [JRR]). They were for the first time indirectly identified by the decay products
in an inverse β−-decay reaction [Cow+56].
According to the Standard Model of particle physics three generations of neutrinos
and their anti-neutrinos exist for all three leptons (e−, µ− and τ−). Furthermore, the
neutrino is included as a massless particle. With the discovery, however, of the solar
neutrino problem, where less neutrinos were observed to be emitted from the sun than
expected, and its explanation using neutrino oscillations, at least one neutrino is not
massless. Neutrino oscillations, where one neutrino is changed to another one, requires
the mass eigenstates (νi = ν1, ν2 or ν3) to be different than the flavour eigenstates (να =





The matrix U∗αi is the Pontecorvo–Maki–Nakagawa–Sakata matrix (PMNS) and can be
parametrized by three mixing angles, θ12, θ23, and θ13, and one phase δCP describing
charge-parity violations [Val06]. The mixing angles depend on the squared mass dif-





where E is the particle’s total energy. Therefore, from the observations of neutrino
oscillations, only the mass differences of the mass eigenstates can be obtained. The
currently known mass differences are ∆m212 = 7.35(18) · 10−5 eV from solar neutrino
observations and |∆m231| ≈ |∆m232| = 2.44(6) · 10−3 eV from the detection of neutrinos
produced in the atmosphere [Oli+14].
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One possibility to determine an upper limit for the (anti-)electron neutrino mass
is to investigate decay processes, especially the β-decay and the electron-capture (EC)
process. In both cases the energy released during the decay is distributed between the
kinetic energy of the neutrino and the energy of the produced electrons (β) or X-rays
(EC). The maximum energy available for the decay is hereby equal to the mass difference
of the mother and daughter nuclide, the so-called Q-value of the decay. Measuring the
released energy, the high-energy endpoint corresponds to processes where nearly all of
the energy is taken away by the electrons or X-rays and the neutrino is only left with its
rest mass. If the neutrino would be massless, the high-energy endpoint would correspond
to the Q-value and small deviations between the two values can be taken to arise from
a non-zero neutrino mass.
Important for both processes are high statistics at the endpoint of the spectrum, as
here the influence of the neutrino mass is at its largest. With a small Q-value the effect
of the neutrino mass on the complete spectrum is higher, as the relative amount of data
points at the endpoint is larger.
With mass spectrometry, the Q-value can be determined as the mass difference of
the mother and the daughter nuclide. In the following, two examples of planned contri-
butions with Pentatrap will be given.
β-decay processes
The two β-decay processes with the smallest energy difference between the ground state
of the mother and daughter nuclide are in 187Re (2.5 keV) and in 3H (18.6 keV) [EEN13].
One of the first measurements to be performed with Pentatrap is, therefore, a deter-
mination of the mass difference of 187Re and its daughter nuclide 187Os.
During a β−-decay process, a neutron in the nucleus is changed to a proton, while
emitting an electron and anti-electron neutrino, to conserve the lepton number. In the
case of 187Re, the process can be described by:
187Re→ 187Os + e− + νe . (1.7)
Due to the long lifetime of 187Re of τ1/2 ≈ 4 · 107 a [Nes+14], a large amount of Re is
needed to determine the energy of the emitted electrons with high-enough statistics. The
energy is therefore measured with cryogenic microcalorimeters, for example in [Arn+03].
The Q-value obtained here is Q = 2466.1(0.8)stat(1.5)sys eV.
In order to determine an upper limit of the anti-electron neutrino mass, a Q-value
needs to be determined with, e.g., Penning-trap mass measurements. The currently most
precise value, QSHIPTRAP = 2492(30)stat(15)sys eV, was determined with the Penning-
trap experiment Shiptrap [Nes+14]. For the determination of an upper limit of the
anti-electron neutrino mass from β−-decay in 187Re, an independent measurement of the
Q-value with an uncertainty on the order of a few eV will be needed as a consistency
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Figure 1.1: Left: A schematic of the complete Dy de-excitation spectrum following an
electron-capture process in Ho. The peaks, Breit-Wigner resonances, corre-
spond to the energy of the captured inner-shell electron. Right: Close up
of the endpoint of the spectrum. Depending on the neutrino mass, shown
here for the cases of mνe = 2 eV/c2 (blue) and mνe = 5 eV/c2 (orange), it is
shifted to lower energy values than in the case of mνe = 0 eV/c2 (magenta).
Modified from [Gas+17].
Electron capture in holmium (ECHo)
Another approach to determine an upper limit for the electron neutrino mass is the
investigation of an electron-capture process. As a small Q-value is preferred, an opti-
mal candidate is 163Ho, which decays to 163Dy. The inner-shell electrons have a finite
possibility to be in the nucleus and can be captured, thereby changing a proton into a
neutron. The electron capture process in Ho is described by:
163Ho→ 163Dy∗ + νe → 163Dy + γ(Ei) + νe . (1.8)
In the first step, the daughter nuclide is produced in an excited state, as the decay
left a hole in the electron shell. Subsequent de-excitation leads to a Dy atom in the
ground state, while emitting energy in the form of γ-rays. This energy corresponds to
the difference in the binding energy of the de-excited electron.
In Fig. 1.1 a schematic of a de-excitation spectrum is shown (left), with a close up
of the endpoint region (right), [Gas+17]. Such a spectrum is measured with cryogenic
microcalorimeters, where the released energy during the de-excitation is fully absorbed
by the detector material. The peaks, Breit-Wigner resonances, in the full spectrum
correspond to the energy of different inner-shell electrons in Ho, minus the nuclear recoil.
As only atomic levels with a binding energy below the Q-value can be captured during
the electron-capture process, the peaks correspond to electrons in a shell between 3s
(M I) and 5p (O II). While the complete spectrum is shifted to smaller values by the
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neutrino mass, the effect is most visible at the end of the spectrum, where the neutrino
is only left with its rest mass, see right side of Fig. 1.1. The endpoint is then shifted,
compared to a massless neutrino (magenta), to smaller values, shown for the cases of
mνe = 2 eV/c2 (blue) and mνe = 5 eV/c2 (orange).
The theoretical description of the spectrum includes, besides the energy levels of the
captured electrons, the Q-value of the transition. By fitting it to the experimental data,
a result for Q is obtained. As an independent cross-check, the mass difference of Ho and
its daughter Dy is determined using a Penning trap. Again, as in the case of Re, a rough
estimation of the Q-value was performed with Shiptrap to be Q = 2833(30)stat(15)sys eV
[Eli+15]. For future measurements within the ECHo collaboration, a Q-value with an
uncertainty of a few eV is needed, which will be determined with Pentatrap.
163Ho needs to be produced by neutron irradiation of enriched 162Er targets in re-
search reactors and the sample size for the mass measurements of the Q-value is expected
to be on the order of 1014 atoms (corresponding to 27 ng) [Sch17]. Conventional produc-
tion of HCIs in an electron beam ion trap from bulk material is therefore not possible.
For an efficient ionisation, a new ion source with a laser-ablation system was set up
during this thesis, see Sec. 3.1.1, and [Sch17].
1.1.4 Investigating the electronic structure in highly charged ions
Optical clocks are based on the excitation of an electronic transition in an atom or singly
charged ion and the precise determination of the transition frequency. Hereby, fractional
uncertainties of δν/ν . 10−18 have been obtained using ensembles of atoms in optical
lattices [Kat11] or with individual ions in quantum-logic clocks [Bre+19]. At this level of
precision, applications of clocks include new frequency standards, dark matter detection
[DP14], and test of physics beyond the Standard Model of particle physics [San+19;
Meh+18].
Such high-precision experiments require exceptional control of systematic shifts on
the investigated transition. Promising candidates for a new generation of clocks are
forbidden transitions in highly charged ions [DDF12a; DDF12b] or nuclear excitations,
as is the case for 229mTh [Wen+16]. Due to their reduced size, highly charged ions
feature a suppressed susceptibility to external perturbations, possibly enabling fractional
inaccuracies below 10−19. Additionally, several highly forbidden electronic transitions
have been proposed that feature highest sensitivities to a possible variation of the fine-
structure constant [BDF10].
Identification of possible clock transitions in highly charged ions is challenging. The
electronic structure of HCIs features multiple vacancies in semi-filled shells. Theoretical
predictions, therefore, have to include also strong relativistic and sizeable QED contri-
butions. This limits the accuracy of even the most advanced and time-consuming atomic
structure calculations. Experimentally, the long lifetime and the corresponding sub-Hz
linewidth restricts the application of narrow-linewidth spectroscopy lasers to identify the
transitions.
A different approach to laser spectroscopy for the identification of metastable excited
electronic states in a HCI are measurements of the mass difference of the corresponding
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ion in the ground and excited state. Hereby, the mass of an ion is increased by the
difference in binding energy of the two electronic states. While the binding energies of
the electrons in HCIs can be several keV, transitions even down to the optical range can
be found, e.g. near level crossings of electronic shells [BDF10; BDF11].
The required precision to identify such a transition with a mass measurement depends
on the mass of the ion and the energy of the transition. Assuming a transition energy
of 1 keV and a mass of the ion of 200 u, the relative change in mass after the excitation
of the ion is on the level of ∆m/m ≈ 5 · 10−9. In order to acquire any knowledge of the
transition energy, the relative uncertainty to which the mass ratio is determined should
be several orders of magnitude smaller than the effect of the excitation on the mass.
Such high-precision mass measurements are possible with Pentatrap.
Mass measurements in a Penning trap to this precision require several hours of inter-
rogation, which sets a lower limit on the ion’s excited state lifetime. The corresponding
linewidth of the investigated electronic transition is then < 10−5 Hz . The direct identi-
fication of transitions is possible with Penning-trap mass spectrometry, but challenging
for laser spectroscopy. Therefore, the use of mass spectrometry opens up the possibility
to identify very narrow transitions for possible applications in new HCI-based clocks,
and to test the accuracy of many-electron atomic structure calculations.
1.2 Structure of this thesis
In the scope of this thesis some of the first high-precision mass measurements with
Pentatrap were performed, reaching uncertainties partially below δm/m . 10−11. In
order to reach such low uncertainties, a sophisticated experimental setup is required,
providing long storage times of highly charged ions and dedicated detection systems for
the motion of the ion in the trap.
In the next chapter, Chapter 2, the motion of an ion in a Penning trap is is explained.
Due to the use of an electric and magnetic field the ion’s motion can be separated
into three independent motions with different eigenfrequencies, all of which need to be
determined to obtain the free-space cyclotron frequency. They are detected by a non-
destructive image current technique. Furthermore, the chapter includes the description
of the manipulation of the ion’s motion as well as systematic shifts due to non-perfect
trapping conditions.
The experimental setup of Pentatrap is shown in Chapter 3. The highly charged
ions used for the measurements at Pentatrap, are produced with an electron beam ion
trap (EBIT). The transfer beamline connecting the EBIT to the Penning traps allows
selecting the ion species and is used to decelerate the HCIs leaving the EBIT with high
kinetic energies in order to efficiently trap them in the Penning traps. The Penning
traps and the detection system for the motion of the ion are situated in the cold bore of
a superconducting magnet.
Chapter 4 deals with the experimental procedure of the simultaneous high-precision
mass measurements. Hereby, three single ions are loaded into three traps, while in two of
them the measurements are performed. Exchanging the ion species after each measure-
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ment leads to alternating frequency determinations of two ions. The three eigenmotions
of an ion in a trap are thereby either determined by reading out the ions signal on a fre-
quency spectrum or with a phase-sensitive technique. The latter also requires additional
measurements to calculate the frequency from the detected phase of the ion’s motion.
The data analysis procedure is presented in Chapter 5. For two eigenfrequencies the
ion’s signal can be determined by fitting different functions to the recorded spectrum.
The phase of the third is extracted from a phase spectrum. Care is taken to ensure
an optimal fitting routine for unambiguous identification of the ion’s frequency and to
remove jumps in the phase determination. At the end, the determination of the mass
difference from the frequency ratio is explained.
Two different ion species were used for the measurements performed during this
thesis. In the first, Chapter 6, the mass differences of different Xe isotope pairs were
determined, as these were among the previously most precise known mass differences in
the mid-heavy regime of the nuclear chart. With the measurements presented here, these
could be further improved, partly by a factor of 1700. Additionally, a proof-of-principle
measurement of the binding energy of the 37th electron in Xe was performed in order
to test many-electron atomic structure theories. The result shows an agreement with
calculations and demonstrates the accuracy of Pentatrap.
In the second measurement case presented in Chapter 7, a long-lived metastable
state in Re ions was discovered. With a (preliminary) theoretical lifetime of around
200 d [Ind19] and a corresponding linewidth of ∼ 6 · 10−8 Hz such a transition would
be challenging to identify with narrow-linewidth spectroscopy lasers. This measurement
opens up the possibility to identify very narrow transitions for possible applications in
new HCI-based clocks.
The thesis closes with a summary and outlook in Chapter 8, where future measure-





In order to determine the mass of an atom, its trajectory needs to be perfectly defined
for the duration of a measurement. One possibility to accomplish this is to charge the
atom by removing one to several bound electrons, thereby allowing it to be influenced
by electric and magnetic fields. After the determination of the ion’s mass, the mass of
the atom can be calculated by adding the masses of the removed electrons minus their
binding energy.
The simplest imaginable control of the ions motion is to hold it fixed in position in
space. It was proven by Samuel Earnshaw [Ear42] that an electrostatic potential min-
imum cannot be simultaneously realised in all three spatial directions. This limitation
can be overcome by either combining electrostatic and radio frequency (rf ) electric fields,
resulting in the Paul trap [PS53], or combining electrostatic fields with a homogeneous
magnetic field. The latter one is termed Penning trap, after Frans Michel Penning, who
proposed the idea when he was studying vacuum gauges [Pen36]. The advantage of a
Penning trap compared to a Paul trap is the use of static fields, which do not heat the
particles by micromotion. Additionally, the stable magnetic field produced by a super-
conducting magnet allows for high-precision measurements of the ions properties, such
as its mass.
The following sections will give an overview of the motion of a charged particle in an
ideal Penning trap in Sec. 2.1, followed by how imperfect trapping potentials affect the
ion in Sec. 2.2. Sec. 2.3 will cover the realisation of mass measurements in a Penning
trap, which requires the manipulation of the ion’s motion, see Sec. 2.4. This chapter
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closes with the description of the detection of the motion of the ion inside the Penning
trap, see Sec. 2.5.
2.1 The ideal Penning trap








in a strong magnetic field ~B = B0eˆz. The ion is confined on a circular orbit due to
the Lorentz force perpendicular to but is free to move in the direction of the magnetic
field. In a Penning trap, additional confinement in the axial direction is achieved by








where C2 is a coefficient reflecting the electrode structure to which the potential V0 is
applied. Such a harmonic potential leads to a motion whose frequency is independent of
the energy of the ion. The electric potential is confining in axial direction, but defocusing
in the radial direction. The overall Lorentz force acting on the ion,
~FL = q
(




−~∇Φ + ~v × ~B
)
, (2.3)
where ~v is the velocity, results in three equations of motion, of which the two in the












The equation for motion in z-direction is readily solved and leads to an oscillatory motion








The axial frequency only depends on the applied voltage, but not on the magnetic field
strength, a fact which can be used to change νz to be in resonance with the detection
system, see Sec. 2.5.
In the radial direction, the interplay of the defocusing electric and confining magnetic
field changes the simple circular motion in a purely magnetic field to one consisting of
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two independent motions. The coupled equations of motion can be solved by introducing



























the magnetron and modified cyclotron eigenfrequency, respectively. In first approxima-
tion, the magnetron frequency does not directly depend on the ion’s charge or mass, but
rather through the potential depth V0, which is chosen such that the axial frequency is
the same for all ion species in one trap. The modified cyclotron frequency is slightly
smaller than the free-space cyclotron eigenfrequency ( 12pi
2C2V0
B0
≈ 10 kHz for the settings
at Pentatrap), hence the name.
In order to end up with real, not complex, frequencies, the eigenfrequencies require
positive expressions inside the square root. This leads to the stability criteria
qC2V0 > 0 ,
νc >
√
2 νz . (2.8)
With C2 being negative, the first condition reflects the need for a potential minimum
(negative V0) for positively charged ions. The second condition holds if the radial confine-
ment due to the magnetic field is stronger than the defocusing by the electric potential.
Penning traps, therefore, employ a strong magnetic field of ∼ 7 T (for Pentatrap) and
a weak electric potential of up to −100 V. In such a confinement the following hierarchy
of the eigenfrequencies in the trap is observed
νc > ν+  νz  ν− . (2.9)
Although it is not a trap eigenfrequency, two relations can be used to calculate the
free-space cyclotron frequency. Looking at the two radial eigenfrequencies, the relation
νc = ν+ + ν− , (2.10)
is easily derived. It holds in an ideal Penning trap as described above and allows reliable
mass measurements to a relative uncertainty of 10−8 [Bla06]. The second relation is the
robust Brown-Gabrielse-Invariance Theorem [BG86]:
νc =
√
ν2+ + ν2z + ν2− . (2.11)
As it also holds in a non-perfect Penning trap, see next section, it allows performing
relative mass measurements to an uncertainty of below 10−11 [Gab09], as will also be
shown in Chapter 7.
A schematic motion of the ion in a Penning trap is shown in Fig. 2.1 together with
the magnetic field orientation and the electric field in radial ρ =
√
x2 + y2 and axial
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Figure 2.1: The three eigenmotions of a cooled ion in a Penning trap, for each motion
separately in a different colour and combined in black, are shown together
with the magnetic and electric fields. For graphic purposes, the frequency
ratios of ν+/νz ≈ 2.8 and νz/ν− ≈ 2.6 were chosen. Typical amplitudes are
ρ+ ≈ 2 µm, ρz ≈ 11µm, and ρ− ≈ 2 µm, with the latter shown enlarged for
graphic purposes.
z direction. The amplitudes of the motions, ρ+, ρz, and ρ−, depend on the motional
energy. Since the three eigenmotions are independent harmonic oscillators, the total


























where ni is the quantum number of the corresponding motion. The energy levels are
schematically shown in Fig. 2.2. The magnetron energy E− is dominated by potential
energy and in the case of a reduction of motional quanta, e.g. through a cooling mecha-
nism as described in Sec. 2.5.3, the magnetron radius increases. The magnetron motion
is, therefore, metastable, shown by the decreasing energy for increasing n− in Fig. 2.2.
At Pentatrap, the ions axial motion can be cooled to the ambient temperature
of the magnet bore, which is at 4 K. The radial motions are only cooled indirectly by
coupling to the axial motion, which leads to temperatures on the order of 50 mK and
80 K (see Sec. 2.5.3) for the magnetron and the modified cyclotron motion, respectively.
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Figure 2.2: The energy levels of the ion motion in a Penning trap are shown. Due to the
metastable character of the magnetron motion, the total energy decreases if
motional quanta are added to this mode.
At these temperatures, the quantum numbers are still on the order of 105 and allow a
classical treatment of the ion motion as described above.
2.2 The real Penning trap
Deviations from the ideal Penning trap are mainly caused by electric and magnetic field
imperfections. Depending on the size and the nature of these imperfections, the trap
eigenfrequencies are shifted compared to those in an ideal Penning trap.
2.2.1 Shifts due to electric field imperfections
As the electric field is produced by a set of electrodes, manufacturing tolerances and
misalignment lead to deviations from the ideal electric field as described above. The real
trap potential can be expressed by a series of Legendre polynomials Pk in cylindrical
coordinates [ρ, z] [BG86] (due to rotational symmetry of the trap φ does not play a role):









where k is a positive integer number larger than 1, as a term with k = 0 would lead to
an offset in the potential, but to no effect in the electric field. All coefficients Ck are
functions of the geometry of the trap and the applied potentials. Due to the symmetry
z → −z, only even terms contribute to the potential. The first three terms are then
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+ ... . (2.14)
If only the C2 term is taken into account, the potential of Eq. (2.2) is recovered. Including
the first higher-order term changes the simple harmonic equation of motion for the axial
motion to a Duffing type differential equation (see discussion in [Ulm11]):







The nonlinear term leads to a dependency of the axial frequency on the axial amplitude










Using a perturbation theory approach [BG86; Kre92] a full correction matrix can be














In order to minimise this shift, the electrode structure producing the trapping poten-
tial needs to be chosen such that the effect of higher-order potential anharmonicities is
reduced. An obvious choice for the shape of the electrodes producing a purely quadrupo-
lar electric field are hyperbolically shaped electrodes, consisting of a ring and two end
cap electrodes, see left side of Fig. 2.3, where the electrode surfaces follow the equipo-
tential lines. The largest drawback from this choice is the need for holes in the end
cap electrodes for injection of the ions into the trap, which leads to deviations from the
perfect electric field. On the other hand, for certain ratios of length and radius, a stack
of cylindrical electrodes also produces a near-perfect quadrupolar field in their center
[GHR89]. This geometry has the advantage to be open for ions to access the trap center
and allow adiabatic transport between several traps. Additionally, cylindrical electrodes
can be manufactured to a precision of 5µm [Do¨r15], leading to well-defined trap electrode
geometries.
A typical cylindrical electrode stack consists of five electrodes, the central ring and
the two endcaps with correction electrodes in between, see right side of Fig. 2.3. The end
cap electrodes, named historically after the hyperbolical trap design, are put on ground
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Figure 2.3: A schematic drawing of hyperbolical electrodes (left) of a Penning trap con-
sisting of a ring electrode with radius ρ0 and two end caps placed 2z0 apart. A
quadrupolar electric field is realised by applying a voltage V0 between the ring
electrode and the end caps. The same field can be generated by cylindrical
electrodes (right) with additional correction electrodes and correction voltage
VC .
potential, while the trap depth is defined by the potential applied to the ring electrode
Vring = V0. The correction electrodes help to mimic the quadrupolar potential with the
applied voltage
VC = V0/TR , (2.18)
where the tuning ratio TR was introduced. For any trap, a tuning ratio can always be
found such that C4 = 0. While designing the trap tower, the trap dimensions, e.g. the
inner radius of all electrodes and the different electrode lengths, can be chosen such that
the trap is
compensated: By applying the right potentials to the trap electrodes the coefficients
C4 and C6 can simultaneously be tuned to zero [Stu11] and
orthogonal: The ions axial frequency is independent of the voltage applied to the cor-
rection electrodes, ∂νz/∂TR = 0.
The design of the trap stack at Pentatrap fulfilling these requirements within the
manufacturing uncertainties is described in [Rou+12].
2.2.2 Shifts arising from magnetic field imperfections
Magnetic field imperfections arise mainly from the nature of superconducting magnets,
as it is difficult to produce a homogeneous magnetic field over the length of the traps (for
the magnetic field inside the Penning traps at Pentatrap, see [Rep+12]). In order to
17
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quantify the effect of higher-order terms, similar to the electric potential, the magnetic
field can be expanded into a power series, where the first terms are given by:
B(z) = B0 +B1z +B2z2 + ... (2.19)
As in the center of the traps the radial contributions are usually negligible, only the
axial contributions are considered here.
The effects of these additional terms on the ion’s eigenfrequencies can be understood
by looking at the magnetic moment arising due to the radial motions. The modified










in the axial direction. The magnetic potential Φmag = −|~µ+|B leads to an additional
term in the Lorentz force, see Eq. (2.3), for the axial direction:
Fz = ∂z(~µ+ · ~B(z)) = −qpiν+ρ2+(B1 + 2B2z) , (2.21)
where only the two lowest order terms, B1 and B2, were included.
The first contribution, B1, leads to a constant, additional term in the equation of






The magnetic field at the new central position is given by Bfirst = B0 + B1∆z, which
















The second part, B2, and the corresponding force F2 = −2qpiν+ρ2+B2z adds another













The calculation can be performed identically for a magnetic moment produced by
the magnetron motion and for higher-order magnetic field terms in the radial direction.
The total frequency shifts resulting from an inhomogeneous magnetic field B2 using a
quantum mechanical treatment are given by [BG86]:∆ν+/ν+∆νz/νz
∆ν−/ν−










2.2. The real Penning trap
where Eq. (2.25) can be recovered by using the valid approximation ν+ ≈ νc. Therefore,
in order to minimise this shift for a given B2, the energy of the eigenmotions needs to be
reduced. A measurement procedure to quantify the effect of B1, one of the main sources
of systematic uncertainties, is described in Sec. 4.4.
2.2.3 Further shifts
Field drifts
Additional to the spatial deviation from the ideal trapping potentials, also a drift in time
is possible for both the electric and magnetic fields. A decrease of the magnetic field
over time is expected due to the nature of superconducting magnets, e.g. the flux creep
effect [And62]. In general, this drift is manageable as long as it is slow compared to the
measurement time, e.g. for a determination of the modified cyclotron frequency with
the PnP-method (see Sec. 2.5.4), the magnetic field drift needs to be below 8 ·10−10 T/h
to unambiguously identify the frequency at Pentatrap, see Sec. 5.4.2.








Due to the nature of the axial frequency measurement, explained in Sec. 4.3.1, a drift or
fluctuation of the voltage source is averaged over, leading to a larger uncertainty of the
axial frequency. For a determination of the free-space cyclotron frequency on a low 10−10
level (the precision achieved with Pentatrap for one single frequency determination),
the axial frequency needs to be known to a relative uncertainty of 5·10−8 and the voltage
source stable to half this level, ∆V/V ≤ 2.5 · 10−8, over the time of the measurement,
see Sec. 3.3.3.
Mixed effects of electric and magnetic field
Systematic shifts of the eigenfrequencies can arise due to a misalignment between the
trap electrodes, and therefore the electric field, and the magnetic field. This effect can
be described by two angles, θ and φ, and changes the magnetic field to:




Additionally, due to manufacturing tolerances or charge patches on the electrodes, the










where  is the ellipticity parameter. While the eigenfrequencies are shifted by the tilt
and the ellipticity, νi → ν¯i(, θ, φ), it was shown in [BG82] that the invariance theorem
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still holds:
ν2c = ν¯2+(, θ, φ) + ν¯2z (, θ, φ) + ν¯2−(, θ, φ) . (2.30)
In order to quantify the tilt and ellipticity, this invariant calculation of νc is compared to
the free-space cyclotron frequency ν¯c resulting from the sideband relation given in Eq.
(2.10). The difference results in the expression [Gab09]:







By assuming either the ellipticity or the tilt to be zero, an upper limit for the other
quantity can be obtained.
Image charge shift
An ion in the trap induces image charges and, since its moving, an image current in
the trap electrodes. While the image current is used to detect the ion’s motion and
determine the frequency, see Sec. 2.5, the electric field produced by the image charges
changes the total electric potential the ion experiences.
The shift can be calculated analytically by approximating the Penning trap with a
hollow cylinder [Ha¨f00]. While the axial frequency stays the same, the radial frequencies
are shifted by




with 0 the vacuum permittivity and ρ0 the trap radius as shown in Fig. 2.3. Using Eq.














The image charge shift scales with 1/ρ30 and, therefore, decreases with a larger trap
radius.
In a real Penning trap, the image charge shift cannot be calculated analytically but
can be determined with the help of simulations [Sch+19a]. As shown in Sec. 2.3, for the
determination of a free-space cyclotron frequency ratio of two ions only the difference in
the shift of the cyclotron frequencies is important. The image charge shift only depends
on the mass of the ion and, therefore, for the frequency ratio only the mass difference
∆m of the two ions is important. With the largest mass difference of ∆m = 2 u used in
any measurement at Pentatrap so far, this relative shift results in ≈ 5 · 10−12 and is
below the statistical uncertainty of the respective measurement.
Relativistic Shifts
The rest mass m0 of every moving object is increased due to relativistic effects by
m = m0/
√
1− (v/c)2, where v is the velocity of the object and c the speed of light.
For the fastest motion in the Penning trap, the modified cyclotron motion, the velocity
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is v+ ≈
√
















Usually, as the ion is cooled to a temperature of ν+/νz · 4 K (see Sec. 2.5.3), the energy
of the modified cyclotron frequency is only ∼ 10 meV. Since the shift is proportional to
1/m0, it is only larger than 1 · 10−12 for ions lighter than 12C. For all planned measure-
ments at Pentatrap, and especially the measurements presented here, it is therefore
negligible.
Ion-Ion Interaction
Due to the cylindrical electrodes of the Penning-trap stack, the electric field of an ion
leads to Coulomb repulsion between itself and an ion in a neighbouring trap, resulting
in a shift of the equilibrium position of the ion of interest. This ion-ion interaction is
calculated in [Rou12]. Generally, as the electric field and thus the Coulomb repulsion
decreases with 1/r, the distance between the ions should be maximised. For the trap
center distances of two neighbouring traps of 24 mm at Pentatrap, even for the case
of a single proton being influenced by a charge q = 81+ in the neighbouring trap, this
shift is negligible.
2.3 Mass measurements in a Penning trap
In a Penning trap all three eigenfrequencies need to be measured to calculate the free-
space cyclotron frequency with a relative precision better than δνc/νc ≈ 10−10. The
uncertainty to which the eigenfrequencies need to be determined depends on the ra-
tio of the eigenfrequency to the free-space cyclotron frequency. Using Eq. (2.11) the




















From here it becomes clear, that in order to determine the cyclotron frequency to a
specific uncertainty, the axial eigenfrequency needs to be measured only by a factor of
roughly 100 less precise (a factor of 1000 for the magnetron eigenfrequency), while the
modified cyclotron frequency needs to be measured to the same uncertainty.
In order to calculate the mass from the cyclotron frequency, additionally the magnetic
field and the charge state need to be known. While the elementary charge is fixed in the
new SI system to 1.602176634 · 10−19 C [SI19], the absolute magnetic field, on the other
hand, cannot be determined to the same precision of the free-space cyclotron frequency
at the position of the ion in the trap. It can be calibrated, however, with the use of a
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where in the last step the ratio of the two frequencies, R = νc,ioiνc,ref , was introduced.
The calculation above assumes a constant magnetic field in time and identical trap
settings or simultaneous measurements of the two cyclotron frequencies. Both cases
do not reflect the experimental reality, as the fields drift over time and the ion-ion
interaction prevents measurements with highly charged ions from reaching the highest
precision for simultaneous measurements in the same trap. Instead, at Pentatrap the
two free-space cyclotron frequencies are determined one after the other with a single ion
in one trap. Since this requires storage traps, the trap stack consists of five Penning
traps, four of which are currently used for measurements.
The left side of Fig. 2.4 shows a measurement procedure with two ions and one
measurement trap. First, the cyclotron frequency of ion A is determined at time t1,
corresponding to position 1 of the ions in the trap stack. Afterwards, the ions are
adiabatically transported one trap up. After the measurement of ion B at time t2, the
















For a precise determination of the ratio R, the magnetic field change over time should be
known. Repeating the measurement process above, e.g. continuously measuring the two
cyclotron frequencies alternately, both frequencies exhibit the same time dependence as
the magnetic field. During the analysis of the data, the ratio can be determined by fitting
the same polynomial function to both sets of frequencies for the two ions to account for
the drifting magnetic field. Hereby, one of the two polynomial functions is scaled with
a factor R, which then corresponds to the ratio of the two frequencies. This ratio and
a reference ion with a well-known mass mB can then be used to determine the mass
difference of the ion of interest and the reference ion, see Sec. 5.8. More details about
the polynomial method are given in Sec. 5.7.1.
Unique for Pentatrap are the five traps as shown in Fig. 2.4. These allow for
simultaneous measurements in several traps, as the measurement scheme on the right
side shows. Instead of two ions, three are loaded into the traps, with the first and the last
being the reference ion. Using the same analysis as described above, this measurement
scheme would simply lead to a factor of two in the number of data points during the
same time interval as compared to using just one measurement trap. Another possibility
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Figure 2.4: Two possible measurement schemes at Pentatrap. Left: Using one trap for
measuring the free-space cyclotron frequency and the two neighbouring traps
for storage. The cyclotron frequency ratio is determined by shifting ions one
trap up or down after one measurement. This defines the position of the ions in
the traps. Right: Three ions in the traps allow simultaneous determinations of
cyclotron frequency ratios in two traps, here trap 2 and 3. Again, the adjacent
traps are used for storage inbetween measurements.









where the index 2 and 3 refer to the trap in which the cyclotron frequency was measured
(for legibility the index c of νc was dropped). After shifting the ions one trap up, the
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Assuming the magnetic fields in the two traps to drift over time, but exhibiting constant















leading to a cancellation of the magnetic field influence. A comparison of the two meth-
ods, the polynomial and the cancellation, is performed in Sec. 7.3.
Systematic shifts of the free-space cyclotron frequency also affect the ratio of the two
frequencies. Assuming the shifts ∆ν1 and ∆ν2 for two cyclotron frequencies ν1 and ν2,
respectively, results in a shift of the ratio:












where second order terms were dropped. Already for a shift on the order of ∆νc/νc ≈
10−6, higher-order terms do not influence the frequency ratio above 10−12 any more.
Only the difference of the shift for both cyclotron frequencies needs to be known in
order to correct the ratio. The effect of the shifts discussed in Sec. 2.2 on the frequency
ratio will be shown in Sec. 6.1.3.
2.4 Manipulation of the eigenmotions
The ion’s motion can be manipulated by irradiating a radiofrequency field (rf -field) using
one of the trap electrodes. Depending on which trap electrode and frequency is used, the
eigenmotions can either be excited by applying a dipolar field at the eigenfrequency of
the motion or energy can be transferred between two modes with a quadrupolar field if
the frequency of the drive is equal to the sum or difference frequency of the two coupled
modes.
Excitation of the modes
The three eigenmotions can be excited by applying a resonant rf -drive to one of the trap
electrodes such that the electric field points in the direction of the specific motion. In
the case of the axial motion, the drive can be written as:





2.5. Ion motion detection
where e0 is the amplitude of the excitation. If the drive is resonant, νrf = νz, the
amplitude of the axial motion is increased during the time the rf -drive is applied to the
trap. This can be used to clean the trap of unwanted ion species, see Sec. 4.2, by exciting
their motion until they escape the trapping potential. In general, it can also be used to
imprint a phase to one of the motions when applying the rf -pulse for a certain time.
Coupling of the modes
Applying a quadrupolar field to the trap allows coupling and exchanging energy between
two eigenmotions. As the quadrupolar field needs to point in both directions of the
motions, for a coupling including the axial motion it is applied to a split trap electrode.
The coupling between, for example, modified cyclotron and axial mode can be expressed
by:




with νcouple = ν+ − νz the resonant coupling frequency of the two modes and c0 the
amplitude.
In order to describe the two processes mathematically, the Green’s function treatment
of a harmonic oscillator and coupled modes, as well as the rotating wave approximation
can be used. Following such a calculation in [Ho¨c16], the general solutions to the equa-
tions of motion for both the axial z(t) and the modified cyclotron motion x+(t) for
near-resonant coupling are given by:
x+(t) = A0eiΩt +A1e−iΩt and
z(t) = c∗0(−A0eiΩt +A1e−iΩt) , (2.45)
where the prefactors A0 and A1 are defined by the conditions before the coupling pulse.
The factor c∗0 is hereby proportional to the strength of the coupling pulse, c, and the







The energy in the modified cyclotron mode, which is proportional to
|X+(t)|2 = |A0|2 + |A1|2 + 2<(A0A∗1ei2Ωt) , (2.47)
oscillates with the Rabi frequency 2Ω. When a coupling drive is on, the energy in both
modes is thereby transferred from one mode to the other and back. This fact is used in
the determination of the modified cyclotron frequency, see Sec. 2.5.4.
2.5 Ion motion detection
At Pentatrap, the ion’s eigenfrequencies are determined by a non-destructive image
current detection technique, where the current induced in the trap electrodes by the
25




Penning trap LCR circuit Amplifier
Figure 2.5: Basic principle of the image current detection method. The ion in the trap
induces the image current Iind into the trap electrodes. A resonant LCR
circuit picks up the current and transfers it to a measurable voltage, which is
amplified.
ion’s motion is determined. At the same time, this technique cools the ion’s motions to
the temperature of the detection system. Usually, only the axial frequency is directly
measured, while the radial motions are coupled to the axial to be determined.
2.5.1 Induced image current
In order to quantify the induced current in the trap electrodes and the effect on the ion,
the trap can be modelled as an infinitely extended parallel plate capacitor. The current








Di is the distance between the plates. For a cylindrical Penning trap, the distance can
be considered as an effective electrode distance Deff. The index i ∈ (+, z,−) refers to
any of the three eigenmotions. In the following only the axial motion, i = z, will be
investigated.
The main parts of the detection system are shown in Fig. 2.5. The induced current
in the trap electrodes is transferred to a measurable voltage by an effective resistance
with impedance Zdet,
Uind = Zdet Iind , (2.49)
and afterwards amplified. Usually, this impedance consists of a parallel LCR circuit
realised by a superconducting coil with inductance L in a housing, therefore also called
a resonator. The total capacitance C of the system consists of the trap capacitance, the









2.5. Ion motion detection
while possible resistive contributions are taken into account by the resistance
Rp = 2piνRLQ . (2.51)
The quality factor Q of a tank circuit is defined by the ratio of stored electromagnetic
energy to energy loss per cycle. Experimentally more accessible is the definition by:
Q = νR∆νR
, (2.52)
where ∆νR is the width of the resonance curve 3 dB below the maximum. The impedance

























On resonance, ν = νR, the imaginary part evaluates to zero and the impedance is equal
to the resistance.
The measurable electronic signal of the tank circuit is the thermal Johnson-Nyquist
noise [Joh28; Nyq28]. For any electric conductor with resistance R it is given by the




with the Boltzmann constant kB and the temperature T of the tuned circuit. For the










A resonance curve is then obtained by performing a fast Fourier transformation (FFT)
of ures recorded for a certain time.
The connection of the parallel tank circuit to the trap electrode leads to a damping
term in the equation of motion for the axial mode, which results from the voltage drop














z˙(t) + (2piνz)2z(t) = 0 , (2.57)
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where the complex damping constant γ was introduced. Both, the real and the imaginary
part of γ influence the motion of the ion:
Resistive cooling: The real part leads to a resistive cooling of the ion’s motion until
it is in thermal equilibrium with the LCR circuit. The cooling time constant






is smallest for the highest impedance, i.e. at resonance ν = νR.
Image current shift: Due to the imaginary part of the impedance the eigenfrequency





(νz − νR)2 + δ2R/4
≈ δz
δR
(νz − νR) = 2Q
2Lq2
mD2eff
(νz − νR) , (2.59)
where a small detuning νz ≈ νR was assumed. δR = νR/2Q and δz = 1/τ(νR) are
the resonators and ions damping constants for a small detuning, respectively. The
shift depends on the detuning of the ion’s frequency from the resonator frequency,
νz − νR. For a 187Re29+ ion this shift evaluates to 1.3%(νz − νR) and is for typical
frequencies and settings at Pentatrap negligible.
2.5.2 Ion signal - Dip spectrum
The equation of motion given in Eq. (2.57) for an ion cooled to thermal equilibrium with
the resonator can be rewritten in terms of the induced current Iind:
mD2eff
q2
I¨ind + ZdetI˙ind + (2piνz)2
mD2eff
q2
Iind = 0 . (2.60)
Comparing Eq. (2.60) with a differential equation of a series LCR circuit:
LI¨ +RI˙ + 1
C
I = 0 (2.61)








while the resistance is equal to the impedance of the tank circuit, R = Zdet(ν). The ion
equivalent circuit is shown in Fig. 2.6.
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Figure 2.6: Ion equivalent circuit. In the trap the ion can be modelled by a series LC-
circuit with inductance Lion and capacitance Cion. The trap and the connected
resonator behave as an LCR circuit. Adapted from [Ko¨h15].
The resonance frequency of the series LC circuit of the ion is the axial eigenfrequency,
νz = 1/2pi
√
LionCion. The combined effective resistance of the ion in the trap and the



































where the cooling time constant at the resonator frequency τ = τ(νR) = Lion/Rp was
used. In contrast to the parallel LCR circuit, the impedance of a series LC circuit has a
minimum at the resonance frequency. The total impedance of the tank circuit and the
ion, therefore, consists of the resonance curve of the tank circuit produced by the thermal
noise of the real part of the resonator impedance with a sharp dip at the frequency of
the ion.
Similar to Eq. (2.55), the measurable signal of the ion in the trap is given by the




where the real part of the combined effective impedance of the ion in the trap and the
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Figure 2.7: For three different values of the axial eigenfrequency νz a simulated dip spec-
trum is shown. The further the ion’s axial frequency deviates from the res-
onator frequency, the more its dispersive manner is noticeable. The black
curve shows the resonance curve of the resonator without an ion in the trap
for a quality factor of Q = 5000. The frequency of ≈ 504.7 kHz corresponds
to the resonance frequency of the detection system in trap 3.
By recording such a resonator spectrum with an axial dip and fitting the theoretical
curve given by Eq. (2.64), the axial frequency can be obtained. In Fig. 2.7 a simulated
spectrum for three different axial frequencies, one on resonance with the LCR circuit,
one shifted by 100 Hz to lower frequencies and one shifted to higher by 150 Hz, is shown.
The black curve corresponds to the resonator without an ion as described by Eq. (2.55).
If the axial frequency deviates from the resonance frequency of the resonator, a dispersive
manner of the dip is observed as it also exhibits a peak structure. If it is even further
off, the dip will completely turn into a peak. Even though the dip form changes, the












helps in determining the number of ions N ion in the trap. This method to determine the
axial frequency has the advantage that the ion is cooled to small oscillation amplitudes
and is, therefore, less prone to systematic shifts.
2.5.3 Detection of the radial modes
As shown in Sec. 2.4 the application of a quadrupolar rf -field can be used to couple
two motional modes, which leads to a periodic transfer of energy from one mode to the
30
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Figure 2.8: Due to a coupling pulse, the single axial dip at νz (blue) splits into two dips
(magenta) at νl,r. Here, the frequency of the coupling pulse is not detuned
and the double dips are symmetric around the single dip. The inset shows the
full resonator spectrum with the gray area marking the region of the double
dips. The same resonator settings as in Fig. 2.7 were chosen.
other. Here, the coupling of the radial modes to the axial modes has two effects, first,
the cooling of the radial modes and, second, the detection of their frequencies.
Sideband cooling
The energy transferred to the axial mode is directly dissipated by the tank circuit until
the average number of motional quanta in both coupled modes is the same: 〈n±〉 = 〈nz〉





While the axial mode is in direct contact with the liquid helium at 4.2 K via the tank
circuit, temperatures of 53 mK and 80 K are achievable for the magnetron and modified
cyclotron motion, respectively. An additional resonator at the modified cyclotron fre-
quency would allow cooling the motions further down, as the achievable temperatures
are then scaled with ν−,z/ν+.
Double dip
The coupling to the axial frequency leads to a splitting of the detected axial signal,
e.g. the dip in the resonator spectrum, into two signals. The two dips appear at the
31
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Here, δ is the detuning of the couple pulse frequency to the true coupling frequency:
νrf,± = ν± ∓ νz + δ . (2.69)
The difference in sign for the coupling of the magnetron and modified cyclotron motion
to the axial arises from the metastable nature of the magnetron motion. The distance
of the two dips can be increased by a larger amplitude of the coupling field, as the Rabi
frequency 2Ω, see Eq. (2.46), is proportional to the amplitude.
The Rabi splitting of the dips can mathematically be described by two ions in the
trap with the axial frequencies νl,r. Thus, following Eq. (2.63), the overall effective




























The dip widths, proportional to the cooling time constants 1/τl and 1/τr of the left and
the right dip, respectively, are a factor of two smaller than that of the single axial dip.




In Fig. 2.8 such a double dip spectrum is shown together with the single dip spectrum.
The coupling pulse was chosen to be on resonance, leading to symmetric dips (magenta)
around the single dip (blue).
From the position of the two dips the magnetron or the modified cyclotron frequency
can be calculated by:
νl + νr = 2νz − δ = νz ∓ νrf ± ν± . (2.72)
Assuming the frequencies of all dips, νz and νl,r, can be measured to the same uncertainty,
the radial frequencies are determined to the uncertainty of
√
3δνz. While this uncertainty
is sufficient for the magnetron eigenfrequency, the modified cyclotron frequency could
thereby only be determined to a relative precision of δν+/ν+ ≈ 2 · 10−9. In order to
improve this limitation in precision, the modified cyclotron eigenfrequency is measured
with the PnP-method explained in the next section.
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Figure 2.9: Evolution of the modified cyclotron motion after an excitation pulse, setting
the starting phase φ0 at time t1. After an accumulation time, here shown
exemplary with three rotations, the motion has acquired the phase 2piN + ϕ
at time T .
2.5.4 PnP-method
For a more precise measurement of an eigenfrequency, its phase can be determined, as
the frequency corresponds to a phase evolution in a given time interval. Even if the
phase can only be obtained with a 10% uncertainty, this leads to an increased precision
of the frequency determination by a factor of 10. As the modified cyclotron frequency
needs to be determined most precisely, the so-called PnP-method (PnP =ˆ Pulse and
Phase) [Cor+89] is employed for its determination.
After an excitation pulse at time t0, increasing the radius of the modified cyclotron





with the starting phase φ0 . The phase evolution after excitation is shown in Fig. 2.9.
After certain time T the amplitude of the motion in x−direction is given by:
x+(T ) = %+ cos (2piν+T + φ0) = %+ cos (φ(T )) (2.74)
where φ(T ) is the total phase. While the expression ν+T usually evaluates to values
larger than 2pi, the measurable quantity, ϕ, lies in the interval of 0 and 2pi. The phase
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Figure 2.10: An overview of the changes in radii during a PnP-measurement. In the first
step, the modified cyclotron radius is excited to a larger orbit (excitation)
and the phase is evolving during the following time evolution period. A pi-
pulse afterwards couples the modified cyclotron to the axial mode, which
then makes it possible to readout the phase (detection). Lastly, the two
modes are cooled. The blue lines correspond to a coupling pulse deviating
from a pi-pulse. During the long phase evaluation time tacc an axial spectrum
is recorded (axial detection).
at time T can, therefore, be divided into:
φ(T ) = 2piν+T + φ0 = 2piNT + ϕ . (2.75)
NT is the number of full revolutions performed during time T . The starting phase φ0 is
unknown but cancels out as only the measurable phase difference between two times Ta
and Tb is of interest:
∆ϕ = ϕa − ϕb = 2piν+Ta + φ0 − 2piNa − (2piν+Tb + φ0 − 2piNb)
= 2piν+∆t− 2piN , (2.76)
with N = Na −Nb and ∆t = Ta − Tb. By measuring two phases, the modified cyclotron






The main steps of such a measurement are shown in Fig. 2.10. They are performed
for both a short, reference time Ta = tref, and a long accumulated time Tb = tacc:
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1. Excitation: The cooled modified cyclotron motion is excited by a dipole excitation,
as described by Sec. 2.4. Thereby, the radius is increased to %+ and the starting
phase φ0 is defined by the applied rf -pulse and its length. For both times, Ta and
Tb, the settings for the excitation pulse need to be identical.
2. Phase accumulation: The excited motion evolves for a time Tb = tacc = 40.05 s.
New to this scheme is the simultaneous axial frequency determination during the
long phase accumulation time. A spectrum exhibiting a single dip is recorded, such
that a later fit to the data allows determining the axial frequency. Due to this
simultaneous measurement, possible drifts in the fields affect both motions alike,
leading to a smaller systematic uncertainty. During the reference time tref = 0.1 s
no spectrum is recorded.
3. Coupling: A quadrupolar electric field applied for the time tpi = pi/2Ω couples the
modified cyclotron motion to the axial motion. This pi-pulse transfers the phase
and the amplitude of the modified cyclotron motion to the initially cooled axial
mode, whose phase is not defined.
4. Detection: The phase is measured as the phase of the axial mode by determining
the phase of the FFT signal at the position of the axial dip (for details, see Sec.
5.4.1). If the coupling pulse is too far detuned, as shown by the blue line in Fig.
2.10, the signal in the axial mode is too small, i.e. below the noise level, and the
phase cannot be readout.
5. Cooling: Both modes are cooled, the axial by direct contact to the detection system,
the modified cyclotron by again coupling both modes for a longer time (longer than
the cooling time constant).
The effect of the coupling pi-pulse on the modes can be understood by looking at the
result of a coupling pulse on the modes as described in Eq. (2.45). Setting t = 0 before
the coupling pulse is applied, the cyclotron mode is at its excited radius, %+, and has
accumulated the phase ϕ, whereas the axial mode can be seen as having 0 radius, as it
is cooled down. The solutions to the equations of motions thus become:
x+(0) = A0 +A1 = %+eiϕ
z(0) = c∗0(−A0 +A1) = 0 . (2.78)
From the second equation follows A0 = A1 and, therefore, A0 = 1/2%+eiϕ. After the
coupling pulse has been applied for the time tpi = pi2
1
Ω the amplitudes have changed to
x+(tpi) = i(A0 −A1) = 0




For an ideal pi-pulse the energy of the cyclotron mode is now completely transferred
to the axial mode. The phase is also transferred from one to the other mode, but the
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prefactor −i gives a phase shift of 32pi when comparing the cyclotron phase before the
pulse to the axial phase afterwards. As shown in Eq. (2.76), this constant offset will
cancel out. The same argument holds for the phase of the coupling pulse, which drops
out in rotating-wave approximation, but is kept constant in the function generator.
Experimentally, the pi-pulse depends on the strength of the quadrupolar field, i.e.
the voltage applied to the Penning trap electrodes, and the duration it is applied. For
a non-perfect coupling pulse, tpi+x = pi2
1
Ω + x, arising from either a shifted frequency or













2pi cos(Ωx) . (2.80)
The phase is not affected, but the amplitude of the axial mode decreases if x 6= 0. For
example, for the blue line in Fig. 2.10, not the complete energy is transferred and the
axial amplitude stays below the detection limit.
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The High-Precision Mass Spectrometer
PENTATRAP
High-precision mass measurements of highly charged ions (HCIs) require an experimen-
tal setup for the production and selection of the ions, as well as to provide sufficiently
long storage times in an as good as possible vacuum in the Penning traps. The Penta-
trap vacuum setup can be separated into three parts: 1) the production of HCIs inside
an electron beam ion trap (EBIT), 2) the beamline components to select, decelerate,
and efficiently transport the ions to 3) the Penning traps inside the cold bore of a super-
conducting magnet. The complete setup of the Pentatrap experiment is shown Fig.
3.1.
While some experiments (e.g. [Stu+11]) use an internal ion source in their Penning-
trap stack, the production of HCIs using electron-impact ionisation requires a high-
energy, high-current electron beam, which can only be produced by a heated (∼ 1450 K)
cathode. Therefore, at Pentatrap external ion sources in the form of EBITs are used,
see Sec. 3.1. With an electron beam energy of up to 10 kV, the two EBITs used for the
measurements presented in this thesis, the Heidelberg compact (HC) EBIT (Sec. 3.1.1)
and the DreEBIT (Sec. 3.1.2), are sufficient for the production of the required charge
states.
The ions extracted from the EBITs are selected according to the desired charge-to-
mass ratio q/m using a 90◦ bender magnet with a mass resolution of m/∆m ≈ 400 and
transported inside the vacuum of the beamline to the Penning traps (Sec. 3.2). Several
ion beam steering elements such as quadrupole benders and einzel lenses guide the beam
into the Penning traps inside the magnet, while diagnostic stations with micro-channel
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Figure 3.1: The PENTATRAP experiment consists of two ion sources (orange), the Penning-
trap stack inside the superconducting magnet (magenta) and the beamline
(blue) connecting both parts. For more details see text. Modified from
[Sch17].
plate (MCP) detectors allow monitoring the ion beam. In the vertical beamline, see Sec.
3.2, two pulsed drift tubes are used to decelerate the ions down to energies which allow
trapping in the Penning traps.
All parts except the magnet housing the Penning traps are situated on the ground
floor of the experimental hall at the Max-Planck-Institut fu¨r Kernphysik. In order to
provide long storage times for the ions in the trap, the complete experimental setup in
the magnet, situated one floor below, is cooled down to liquid helium temperatures.
3.1 Production of ions in electron beam ion traps
HCIs are efficiently produced inside EBITs using the process of electron-impact ionisa-
tion. Hereby, the bound electrons of a neutral target are subsequently removed from the
38




































































Figure 3.2: Working principle of an electron beam ion trap. The electrons emitted by
a heated cathode inside the electron gun are accelerated into the middle of
the drift tubes by a potential difference. The radius of the electron beam
is compressed by an inhomogeneous magnetic field, leading to high electron
current densities in the trap center. There, atoms are ionised and trapped
by applying suitable potentials to the drift tube electrodes. The electrons are
stopped inside the collector.
Coulomb potential until the kinetic energy of the electrons in the beam is smaller than
the ionisation energy of the outermost bound electrons of the target. The charge state
of the trapped ions is reduced by recombination of electrons impacting on the ions in
the trap into a bound state and charge exchange with ions in lower charge states as well
as neutral background gas. Therefore, an equilibrium of the charge state distribution of
the ion cloud will be reached after a certain time teq.
The basic working principle of an EBIT is shown in Fig. 3.2. Electrons are emitted
from a heated cathode inside an electron gun and accelerated towards the center of a
drift tube stack, consisting of cylindrical electrodes, by a potential difference applied
between the two. An additional inhomogeneous magnetic field compresses the radius of
the electron beam and increases the electron current density in the trap center, both
leading to a confinement of the ions in radial direction. Atoms crossing the electron
beam are ionised by electron-impact ionisation and subsequently trapped in center of
the drift tubes when a potential minimum is applied. While the electrons move out of
the trapping region, the radius of the electron beam again increases, until the electrons
impact on the collector surface.
At Pentatrap, a commercial DreEBIT [DRE10; Zsc+09] was used to produce the
ions for the measurements presented here. Additionally, a second EBIT was setup in
the scope of this thesis and the Master thesis of Christoph Schweiger [Sch17]. This
EBIT is a Heidelberg compact EBIT (HC-EBIT) [Mic+18] and was modified for efficient
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Figure 3.3: A cut view of the CAD model of the Heidelberg compact EBIT is shown with
the main parts labelled. The wire probe setup is not included. For more details
see text
production of Ho ions. More details of the working principle of an EBIT will be given
in the following using the example of the HC-EBIT.
3.1.1 The Heidelberg Compact EBIT
The 163Ho samples expected for a measurement of the Q-value of the electron capture
process (see Sec. 1.1.3 for more information) are on the order of 1014 atoms. Therefore, an
efficient ionization procedure needs to be employed. The idea is based on [EM95], where
the so-called wire probe technique was proposed. Thereby, a wire with the sample to be
ionized at the tip was guided close to the electron beam. Lower energetic electrons on
large radii should then impact on the tip and sputter off material. First tests performed
with an HC-EBIT using such a setup either did not lead to ions being produced or
the production rate was too low to identify them. In the scope of the PhD thesis of
Christoph Schweiger [Sch20], a pulsed laser is therefore included in the current setup to
ablate material from the tip of the wire.
In order to set up such a wire probe system, a HC-EBIT was built up. The use of
a second EBIT allowed performing mass measurements at Pentatrap with ions from
the DreEBIT during the commissioning of the HC-EBIT. It was tested in a separate
laboratory with a beamline consisting of a bender magnet (the same model as the one in
the Pentatrap beamline, see Sec. 3.2) and an MCP behind to record the intensity of the
40



















































Electron gun Drift tubes Collector
Figure 3.4: The voltages applied to all electrodes inside the HC-EBIT for the measured
data shown here. The electrons energy at the position of the ionisation is
given by the potential difference between cathode and central drift tube, Ee =
(|UC|+UDTC) · e. The energy of the extracted ion per charge is given by the
potential of the central drift tube. For the explanation of the names, see text.
ions depending on the magnetic field in the bender magnet. Using two separate setups
has the advantage that the high-precision mass measurements performed at Pentatrap
are not influenced by the changing magnetic field in the bender magnet during the
commissioning of the HC-EBIT. In Fig. 3.1 the HC-EBIT is shown at its future position
at the Pentatrap beamline.
The main parts of the HC-EBIT are shown in Fig. 3.3, as a cut through of the CAD
model, with a close up of the target at the tip and the laser shown in Fig. 3.5 later in
this chapter. The electron gun, the drift tubes, the collector, and the magnetic field will
be described in more detail in the following. Typical settings for the electric potentials
applied to each of the electrodes are shown in Fig. 3.4 and will be used to describe the
effect on the ions and electrons.
The vacuum chamber consists of two cones attached to a cube in the center. Four
CF40 ports on the cube allow optical and mechanical access to the trapping region. To
one of the ports a feedthrough flange is attached in order to provide the potentials to
the drift tubes, which are centered in the cube. The others are used for the wire probe
protruding into the trapping region, an X-ray detector and a vacuum pump at the same
port which is also used for the laser access.
The inhomogeneous magnetic field is produced by 72 NdFeB permanent magnets, 36
on both sides of the drift tubes in four groups of 3x3 magnets (magnet stack in Fig. 3.3).
The magnetic flux is guided around the vacuum chamber by a soft-iron yoke reaching
41
Chapter 3. The High-Precision Mass Spectrometer PENTATRAP
close to the trapping region in the cube. A high magnetic field of 0.8 T is thereby
produced in the trap center.
The electrons are produced, focused and accelerated within the electron gun. The
barium-impregnated tungsten cathode [Mic+18] is heated to 1450 K by applying a heat-
ing current of ≈ 1.25 A. The thereby emitted electrons are accelerated away from the
cathode by a potential difference between the cathode (usually UC ∼ −2 kV) and anode
at UA ≈ 1 kV, see Fig. 3.4. In between, an additional electrode at a more negative po-
tential than the cathode (UF ≈ −3 kV) allows focussing the electron beam through the
anode and into the drift tubes. After leaving the electron gun, it is further accelerated
to the center of the drift tubes at UDTC ∼ 3.5 kV. Additionally, the inhomogeneous
magnetic field increases from the electron gun, which is positioned at BC ≈ 0 T, to
BDTC ≈ 0.8 T in the center of the drift tubes.
The increasing Lorentz force acting on the electrons forces them on a circular or-
bit with radius re, which, due to the conservation of magnetic flux, Φmag = pir2eB, is






where rC is the radius of the electron beam at the cathode. While more exhaustive
models exist to describe the compression of the electron beam [Bri45; Her58], this simple
approach shows that the electron current density is highest and the electron beam radius
smallest at the highest magnetic field BDTC at the central drift tube. At this position,
an axial potential minimum is applied to the drift tubes. Thereby, the ions are trapped
axially and can be most efficiently ionised to higher charge states. Radially, the ions are
trapped by the magnetic field and the negative space charge of the electrons.
The drift tube stack of the HC-EBIT consists of six electrodes, where the first three
can be used as an electrostatic lens to further focus the electrons into the trap center
by applying suitable voltages to UDT1 to UDT3. The potential of the central electrode,
UDTC, is ≈ 20 V below the neighbouring electrodes, UDT3 and UDT4. This potential also
defines the electrons’ kinetic energy, Ee = (|UC|+ UDTC) · e, and the energy of the ions
when they are ejected from the trap, Eions = UDTC · q, as the following beamline is at
ground potential.
Inside the trapping region several processes influence the charge state distribution of
the trapped ions:
Electron impact ionisation: For an efficient ionisation by electron impact ionisation
the kinetic energy of the electrons in the electron beam should be larger than the
electrons’ binding energy Ebin by Ee ≈ 3Ebin [Lot67]. The voltages supplied to
the drift tubes are limited to below 8 kV, while the power supply of the cathode
(iseg HPn 20 ) allows for a maximum of −2 kV. Therefore, for the ions used in
the measurements presented in this thesis and future measurements, especially
those including Ho ions, the maximum charge states which can be efficiently bred
are around Xe43+ (Ebind ≈ 3.3 kV), Re46+ (Ebind ≈ 2.5 kV), and Ho39+ (Ebind ≈
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3.0 kV) [TC88]. These are well above the desired charge states for the experiments
at Pentatrap.
Electron impact excitation: Instead of further increasing the charge state, elastic
electron impact can also lead to an excitation of the ion. This is discussed in more
detail in Sec. 7.1.2.
Radiative recombination: Electrons from the electron beam can also recombine with
the ion, thereby decreasing the charge state of the ion. The released energy during
this process, usually in the X-ray regime, can be detected and used to investigate
the ions in the trap.
Charge exchange: Collisions with ions in lower charge states or background gas atoms
lead to recombination of electrons in the HCIs. This is a limiting factor for the
charge breeding process, especially at room-temperature.
After a certain time teq of the ions in the trap center, an equilibrium will be established
between the electron ionisation and recombination processes. At this time the charge
state distribution in the trap will not change any more. Both processes depend on the
energy of the electrons, which can be used to influence the production rate of a certain
charge state. For example, for the production of lower charge states, the time of the ions
in the EBIT, the so-called breeding time tbreed, or the electron beam energy need to be
decreased.
The central drift tube of the HC-EBIT has four openings to allow optical access to
the trap center, which are covered by a stainless steel mesh with a 2 mm x 2 mm grid
size to still approximate a homogeneous trapping potential. For the wire probe setup,
one side of the mesh is completely left open to be able to guide the target on the wire tip
close to the electron beam. A homogeneous trapping potential is ensured by applying
a slightly lower voltage to the target compared to the central drift tube electrode to
mimic the desired electric potential at the tip position (see the grey line in Fig. 3.4 at
UDTC). The potential of drift tube four, UDT4, can be switched using a high-voltage
switch (BEHLKE GHTS 60 ) to a potential lower than the central drift tube (grey line)
in order to extract the ions from the trap.
After leaving the drift tubes, the electrons are stopped inside the water-cooled col-
lector by an electrode at ground potential, Ucol = 0 V. In order to prevent the electrons
from escaping further, two additional electrodes at a potential of Uext1 = −4 kV and
Uext2 = −4.5 kV repel the electrons and extract the positively charged ions through the
collector into the adjacent beamline.
At the HC-EBIT two diagnostic tools are used to determine the trap content, e.g.
the charge state distribution of the ions. First, the ions can be ejected from the trap
center by lowering UDT4 and guiding the ions through the collector. A 90◦ bender magnet
allows separating the extracted ions by their charge-to-mass ratio q/m and the recording
of a q/m spectrum by changing its magnetic field and measuring the ions signal on an
MCP. As the ions are all accelerated with the same potential difference, their velocity
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Figure 3.5: CAD Model of interior parts of the HC-EBIT with the drift tubes (cut open
in the middle around the trapping region), electron gun, and collector. The
vacuum chambers are only shown faded out. In the inset, the target is shown
close to the ion cloud (yellow), with the laser (green) hitting the target from
the opposite side of the drift tubes. Modified from [Sch+19b].
when exiting the EBIT depends on the mass, v =
√
2Eions/m. The radius of the ions








can, therefore, be changed by varying the magnetic field and allowing only ions with a
certain charge-to-mass ratio to exit the magnet. Second, an X-ray detector records the
radiation resulting from excitation and relaxation processes in the trap region, which is
discussed in [Sch17].
The position of the target inside the trapping region can be controlled by a three-axis
step-motor controlled manipulator. In order to position it next to the electron beam, see
Fig. 3.5, the target is moved into the drift tubes while the X-ray spectrum is observed
for Bremsstrahlung from electrons impacting on the target, as the course of the electrons
through the EBIT is changed by the position of the target. Similarly, the right potential
applied to the tip is determined.
The laser used for the ablation is a frequency-doubled 532 nm Nd:YAG laser system
with a few mJ pulse energy. The timing sequence for the ejection of the ions and the
laser pulse is shown in Fig. 3.6. After a waiting period of 50µs after ejecting the ions
from the EBIT center to one side by lowering the potential UDT4 at time t = 0, the
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Figure 3.6: Top: Sequence for the production and extraction of ions using laser ablation
from the wire-probe target. The open trap describes the time where drift
tube 4 was switched to a lower potential and the ions were extracted from the
trap. Bottom: The first Ho spectrum recorded behind the bender magnet
(uncalibrated) with an MCP. The gray area corresponds to the Ho ions, the rest
of the peaks are either from rest gas ions or Bremsstrahlung in the beamline.
laser pulse is on the target for 7 ns. The ions are left inside the trap for tbreed, before
being extracted and the sequence starts again after 1 s in total. The plot below shows
the first recorded Ho spectrum with the HC-EBIT produced using a Ho-foil target with
a natural isotopic abundance. The grey area marks the region where the evenly spaced
peaks correspond to HCIs of 165Ho in the charge states between q = 34+ and q = 45+.
Rest gas ions are responsible for the rest of the peaks. A calibration of the x-axis of such
a spectrum is explained in Sec. 3.2.
In order to produce ions in different charge states, the breeding time tbreed, the
potential applied to the target or the electron energy can be varied. These effects are
investigated in [Sch20]. Additionally, the lower limit on the sample size for an efficient
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production with a usable yield, i.e. the target can be used for some thousand laser shots,
is described in [Sch+19b].
3.1.2 The DreEBIT
The EBIT used for the production of the ions for the mass measurements presented in
this thesis is a commercially available, tabletop Dresden-EBIT3 (DreEBIT) [Zsc+09].
It was set up and commissioned in [Rep12], where also a MIVOC (Metal Ions from
Volatile Components) system was built. The MIVOC system, extended in [Doo15],
allows introducing gases and volatile compounds into the EBIT. The main feature is
controllable valves, which make switching between different atom samples possible.
Similar to the HC-EBIT, the DreEBIT is also a room-temperature EBIT with per-
manent magnets, reaching a magnetic field strength in the center of 0.25 T. The cathode
consists of a metal alloy containing cerium and iridium. With a maximum electron beam
energy of 9.5 keV in the trap center, similar charge states can be reached as with the
HC-EBIT. The trapping region consists of three drift tubes, where the inner one is used
to provide the axial potential minimum of the trap and defines the energy of the ions
after extraction of Eions = 6.48 keV · q. The collector is at ground and water-cooled as
well, while three extractor electrodes can be used as an einzel lens during the extraction
of the ions.
While the MIVOC system allows using different samples quickly after one another,
remains of previous samples inside the vacuum of the EBIT may contaminate the ex-
tracted ion beam. For the mass measurements presented here, this was not a problem.
The Xe ions were produced from one single gas bottle, either with the natural or, in the
case of measurements involving 126Xe, enriched isotope abundance, while for the Re mea-
surements a single isotope volatile compound was sufficient. For future measurements
requiring different atomic samples, both the DreEBIT and the HC-EBIT employed at
Pentatrap will be used for the production of the different ion species for mass-ratio
measurements.
3.2 Ion transportation
The ions are transported from the ion source into the Penning-trap stack inside the
high-vacuum beamline. Along the way, the ions’ energy needs to be reduced to be able
to capture them in the Penning traps. Additionally, the ion species is preselected and
the ion beam can be monitored with several diagnostic tools.
The beamline consists of a horizontal and a vertical part, see Fig. 3.1 and Fig. 3.8
later in this chapter, respectively. The horizontal part includes the EBITs and the 90◦
bender magnet up to the quadrupole bender guiding the ions into the vertical beamline.
Before and after the bender magnet einzel lenses allow to steer and focus the ion beam.
A fixed MCP behind a quadrupole bender is used to monitor the ion beam. Additionally,
a diagnostic station equipped with an MCP and a Faraday cup (see [Do¨r15]) below the
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Figure 3.7: Isotopically resolved charge-to-mass q/m spectrum for Cl-ions produced in
the DreEBIT from a CH2Cl2 compound. It was measured with the MCP
at the end of the horizontal beamline. As an example, the Gaussian fit to
the peak of 37Cl15+ is shown in the inset. This yields a mass resolution of
(q/m)/∆(q/m)FWHM ≈ 420. Modified from [Sch+16].
quadrupole bender can be moved into the ion beam for detection of the ions. Several
valves can be used to maintain an excellent vacuum if some parts need to be exchanged.
In order to calibrate the magnetic field strength or the applied current of the 90◦
bender magnet to the ions’ charge-to-mass ratio of the transmitted ions, an ion ensemble
containing several isotopes is used. In Fig. 3.7 a spectrum recorded with the MCP at
the end of the horizontal beamline is shown for ions from two Cl isotopes, 35Cl and 37Cl.
Hereby interesting are crossings, where two isotopes in different charge states have
the same charge-to-mass ratio q/m:
q
m1
= q + 1
m2
. (3.3)
For the two Cl isotopes, 35Cl and 37Cl, this would happen at the purely mathematical
charge state of q = 17.5+ for 35Cl, which corresponds to q/m = 0.5. However, also the
peaks of 35Cl17+ and 37Cl18+ at q/m ≈ 0.49 cannot be distinguished. This is used to
assign the charge states of the whole spectrum. In order to calibrate the x-axis, several
peaks are then fitted, as shown in the inset, with a Gaussian function to determine their
position and to assign their q/m. Both bender magnets, in the test setup of the HC-EBIT
and the Pentatrap beamline have a similar mass resolution of m/∆m ∼ 400 [Sch+16].
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Figure 3.8: Left: A cut view of the CAD model of the vertical beamline is shown including
the cryogenic insert in the magnet’s bore. Right: Close up of the cryogenic
setup featuring the Penning traps, detectors, and cryogenic drift tube. The
cryogenic valve will be installed in the future.
For a wider range of q/m an ensemble consisting of several isotopes, for example Xe, can
be used. Here, not only crossings of 1 · e but also larger differences n · e can be included.
In the vertical beamline below the electrostatic quadrupole bender, shown in Fig.
3.8, a einzel lens allows refocusing the ion beam. The ions are produced in the DreEBIT
at a potential EDreEBIT/q = 6480 V. Their energy is reduced by the first pulsed drift
tube, whose potential at 6270 V is pulsed to ground potential at the moment the ions
are in its field-free region. Thereby, the ions’ kinetic energy is reduced to ≈ 210 eV per
charge. The second, cryogenic drift tube at a potential of ≈ 200 V is pulsed down to
−10 V potential. The kinetic energy per charge of the ions is thereby reduced by the
difference in the two potentials applied to the drift tube and the ions are left with a few
10 eV per charge. The timing of the pulses for the drift tubes is crucial for the efficient
loading of HCIs into the Penning traps. Therefore, an FPGA card is used to set up the
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triggers for the EBIT, e.g. the ion ejection, the pulsed drift tubes in the vertical beamline
and the cryogenic region, see Sec. 3.3, and the loading of the ions into the Penning traps,
which is described in Sec. 4.2.
Below the first pulsed drift tube, a movable diagnostic station equipped with an MCP
and a Faraday cup. Similar to the electron beam, the ion beam entering the magnetic
field of the superconducting magnet is compressed according to Eq. (3.1). In order to
provide a good vacuum in the trapping region, a thin tube with a diameter of 3 mm can
be used as a pumping barrier between the beamline vacuum at room temperature and
the cryogenic region. A cryogenic valve to close off the trap vacuum from the beamline
and further improve the vacuum in the Penning traps will be implemented in the future.
Its design is described in [Ris18].
3.3 Cryogenic setup of PENTATRAP
The heart of Pentatrap is the stack of five Penning traps inside the superconducting
magnet. As the magnet has a cold bore, the experiment comes into direct contact with
liquid He. In order to prevent vacuum connections from breaking due to the rapid cool
down, the trap stack is mounted inside an additional inner vacuum chamber, see Fig. 3.8.
The boards for the signals to the trap electrodes and the detection system are situated
in an outer, pre-vacuum chamber and connected to the traps via vacuum feedthroughs.
3.3.1 Magnet laboratory
The superconducting magnet housing the Penning traps is situated one floor below the
beamline in a separate temperature-stabilised laboratory, which also houses the vertical
beamline, voltage source for the Penning traps and further voltage and function gener-
ators. Critical for high-precision mass measurements is the effect of ambient pressure,
the temperature in the room, and external magnetic field fluctuations. Their effect and
stabilisation for a successful performance of Pentatrap were investigated in [Kro19]:
Voltage stabilisation: A change in temperature in the magnet room influences the
stability of the voltage source, see Sec. 3.3.3, for the Penning traps. As this directly
leads to a change in the axial frequency of the ion, the room is air-conditioned with
a temperature stability of below 20 mK/ h.
Magnetic field stabilisation: Critical for the performance of the Penning traps is
also the level of liquid He inside the magnet bore. If the level changes, different
parts of the cryogenic setup are immersed in helium, which leads to changes in
the expansion of the cryogenic setup and thereby of the position of the traps in
the magnetic field. The boil-off pressure of the helium and thus also the He level
inside the bore is, therefore, stabilised.
With this stabilisation in a closed room, the magnetic field inside the Penning traps
only changes by ∆B/∆t = −2 · 10−10 T/ h. This corresponds to a change of ∆B/∆t =
−7 · 10−11 T/40 s over the time of one frequency determination.
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Magnetic field sensors inside the magnet laboratory measure the changes in the exter-
nal magnetic fields. The Pentatrap experiment is close to two superconducting EBITs
([Gon+07; Cre+04] and [Epp07]), whose magnets are not continuously operating and
are, therefore, charged up and down regularly. As these influence the high-precision mea-
surements at Pentatrap, it is important to determine changes in the external magnetic
fields and stop measurements, as the thereby caused changes in the eigenfrequencies lead
to non-resonant rf -fields during the PnP-measurement, see Sec. 4.3.2.
3.3.2 Realisation of the detection system
At Pentatrap, the ion’s eigenfrequencies are detected with an axial detection system
consisting of a high-Q LCR-circuit connected to one trap electrode, a cryogenic amplifier
and room-temperature electronics including further amplifiers and a downmixer. The
detection principle is described in Sec. 2.5, with the connection to the Penning traps
shown in Fig. 3.11 later in this chapter. The used LCR circuit features a high parallel
resistance Rp = 2piνRQL = Q/2piνRC. For a given resonance frequency νR, Rp can
be maximised by increasing the inductance L or the quality factor Q and minimising
the parasitic capacitance C. The tank circuit is, therefore, realised by a toroidal coil
made out of superconducting wire inside a normal conducting shielding and will in the
following be referred to as called resonator.
Resonator
In order to maximise the Q-value, energy losses in the resonator arising from the wire
resistance and losses induced in the surrounding materials as well as the coil body mate-
rial need to be minimised. The wire resistance is reduced by choosing a superconducting
material, in this case the type-II superconductor NbTi, which has a critical tempera-
ture of Tc ≈ 9.5 K and features a high critical magnetic field of Bc2 ≈ 10 T [Sch02].
While external magnetic fields degrade the surface resistance of superconductors, it was
shown in [Ulm+09] that NbTi still has lower surface resistances than copper at the axial
frequencies used at Pentatrap.
Dielectric losses arising due to the material of the coil body are characterised by the
dielectric loss tangent tan(δ), which is inversely proportional to the parallel resistance,
Rp ∝ 1/ tan(δ). Therefore, PTFE (polytetrafluoroethylene), which has a low loss tangent
of tan(δ) ∼ 10−4 is chosen for the coil body as well as the rings holding the coil in place.
The shield around the coil, the housing of the resonator, defines the surroundings of
the coil and fixes the parasitic capacitances. Due to the use of a toroidal coil, the fields
extending outside of the coil body are minimised compared to a helical coil. Still, losses
could be further reduced by using a superconducting shield. As superconductors expel
and distort external magnetic fields and the resonators are mounted close to the traps,
the housing is made out of oxygen-free high thermal conductivity copper (OFHC) to
keep the magnetic field in the Penning traps as homogeneous as possible.
Several designs for the coil body were tested and finally, two different designs at the
two measurement traps are used with the design described in [Sch15] for trap 2 and the
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Table 3.1: Characteristic values for the two axial detection systems at trap 2 and 3. The
effective electrode distance was taken from [Rou12]. The Q-value is given for
the case of the resonator already connected to the trap and Rp is calculated
according to Eq. (2.51). The capacitance C and inductance L were measured.
trap νR N L C Deff Rp Q tap
2 740 kHz 500 1.4 mH 10 pF 11.1 mm 19.5 MΩ 3000 1/3
3 504 kHz 1100 3.3 mH 6.9 pF 11.1 mm 71.1 MΩ 6800 1/3
one described in [Moo13] for trap 3. In Tab. 3.1 the main parameters for the two coils are
given. In order to reach resonance frequencies between 500 kHz to 700 kHz, 500 − 1000
windings of 75µm NbTi are needed. Both coil bodies feature spacers on their outside,
such that the wire can be wound in layers in between. The wire is insulated with PTFE,
leading to a total diameter of 120 µm and is thermally connected and spatially kept in
place by a thin PTFE tape. The ends of the wire are welded to a copper wire for further,
easier handling, i.e. for soldering to the trap electrodes or capacitively to ground. The
tap, see below, is made after around one-third of the windings.
Cryogenic amplifier
The second important part of the cryogenic axial detection system is the amplifier for
the resonator signal. It features a low voltage and current noise density around the
axial frequency, a high input resistance and negligible parasitic feedback. The design is
described in detail in [Rou12; Stu11], here only the main design ideas are presented.
The amplifier is based on Gallium-Arsenide (GaAs) field-effect transistors (FETs),
which work even at cryogenic temperatures. The circuit layout is shown on the left in Fig.
3.9. Parallel dual-gate FETs (NE25139, magenta) form the input stage in common-source
arrangement topology, which offers a high input resistance and a voltage amplification of
the signals applied to the gate voltage. Therefore, the signal from the resonator is mixed
with a constant offset voltage, Ug1. By shortening the two gates and using two FETs in
parallel incoherent noise at the amplifier input is reduced by a factor of four. Feedback
on the input arises from the parasitic gate-to-drain Miller capacitance [Mil20] and is
suppressed by forming a cascode stage with a third transistor, 3SK124 (NEC), shown in
orange. Keeping its gate on a constant voltage, Ug2, the transistor is a low impedance
load to the first stage. The third stage (blue) is formed by another 3SK124 in source
follower configuration, such that the amplifier output matches the 50 Ω impedance of
the following transmission lines.
Similar to the resonator, the dielectric losses of the board material leads to higher
losses in the complete system and increases the gate-to-drain capacitance. The board
material is, therefore, also made out of PTFE with a copper layer, in which the board
layout is milled. All components used are surface-mount devices (SMDs), with high-Q
capacitors and thin-film resistors. The ground potential around the board components
is ensured by several tens of small (∼ 0.5 mm) holes, through which electrical contact to
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Figure 3.9: Left: Amplifier layout with the colours of the transistors corresponding to
different stages, as described in the text. Right: Picture of a board with two
amplifiers.
the backside of the board is provided, see the picture of an amplifier on the right side of
Fig. 3.9.
Combination of resonator and amplifier
The complete losses of the resonator and the amplifier combined are reduced by placing
the amplifier as close as possible to the resonator. This also reduces the capacitance of
the wiring and, therefore, the resonators capacitance. A figure of merit is the signal-
to-noise ratio (SNR) of the complete detection system together with the ion. In Fig.
3.10 the cryogenic amplifier is modelled by an ideal amplifier with input-related current
and voltage noise sources, ien and uen, respectively, and the input capacitance Cin and
resistance Rin. The resonator is coupled to the amplifier by a couple capacitance Cc
and the tap, a connection cable attached to the resonator coil, dividing the coil with









where Uin is the voltage at the amplifier input and ULCR the voltage across the LCR-
circuit. For the dip detection, the SNR is given by the amplitude of the noise resonance
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Figure 3.10: Complete detection system consisting of the ion (orange), the resonator
(blue) and the cryogenic amplifier (magenta). The resonator is coupled to
the amplifier with a tap, dividing the inductance into L1 and L2, and the
couple capacitance Cc. The real amplifier is modelled by an ideal amplifier
with input resistance Rin and capacitance Cin. The noise contributions of
the input are taken into account by noise current ien and voltage uen sources.






For a high SNR the noise contributions need to be kept small, whereas the parallel resis-
tance of the resonator Rp should be increased by maximising the Q-value. Furthermore,
for a large κ the noise contribution κ4R2pi2en is also increased. As the coupling κ also
affects the parallel resistance Rp acting on the ion, it should be chosen such that the dip
widths are on the order of a few Hz. For the resonators at Pentatrap, the position of
the tap was put at 1/3 of the windings, i.e. L1 = 2/3L [Rou12].
3.3.3 The trap tower
For the measurements performed in this thesis, the trap tower designed in [Rou12] was
used. It consists of five orthogonal and compensated (see Sec. 2.2.1) traps, each consist-
ing of five electrodes. In Fig. 3.11 the electrode stack of the five Penning traps is shown
together with the connected detection system and excitation lines for the two measure-
ment traps, trap 2 and 3. For graphical purposes, the slits in the halved electrodes are
all shown at the same position. In the experiment, the split electrodes from one trap are
oriented perpendicular to each other.
The trap electrodes are made out of OFHC copper (purity > 99.999%) in order to
minimise the magnetic permeability, which can be caused by impurities. The electrodes
are additionally plated with 20 µm of gold to avoid oxidation of the copper and distur-
bances of the electrostatic trapping potentials. The tolerances for the copper are ±5 µm
and ±1 µm for the gold layer. Sapphire rings are used to isolate the trap electrodes from
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Figure 3.11: Left: Picture of the trap tower. Right: Schematic of the trap tower show-
ing the split electrodes, the excitation lines and the detection system. The
blue line separates the room-temperature parts and those in the cryogenic re-
gion. At room temperature, the signals are downmixed to frequencies around
≈ 10 kHz and further amplified, before the FFT is performed.
each other. The manufacturing process of the trap electrodes and the sapphire rings is
described in [Rep12].
In order to apply a dipole excitation or a quadrupolar coupling field as described
in Sec. 2.4, the orientation of the applied field must include the directions of involved
modes. Therefore, some of the trap electrodes are split, such that the field extends both
in the radial and the axial direction. For the measurement traps, one end cap electrode
and one correction electrode are split. For the coupling of the modes, denoted by Ucouple
in Fig. 3.11, one half of a correction electrode is used. While the axial mode could be
excited with a signal applied to a full electrode, connecting the excitation line also to a
split electrode, Uexc, allows exciting the radial modes as well.
Care needs to be taken to ensure that excitation or coupling fields are not applied
to an electrode next to a detection system, as then the picked up rf -signal is stronger
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than the signal measured from the detector. The two detection systems used here are,
therefore, connected to a full correction electrode on the other side of the central ring
electrode as the excitation lines. In principle, trap 4 is also a equipped with a detection
system, but not used for the measurements here, as the narrow dip width requires long
averaging times for an axial dip detection.
The measurement scheme described in Sec. 2.3 uses three ions to measure the free-
space cyclotron frequency in two traps. Due to the transportation of the ions one
trap up or down in between measurements, leading to an exchange of the ions in the
measurement traps, in total four traps are needed. In the future, the fifth trap can be
used to monitor the magnetic field changes by continuously determining the free-space
cyclotron frequency of an ion with well known mass [Rou+12]. Another possibility is to
determine the axial frequency and use it as a reference for the voltage source (StaRep,
see next section).
3.3.4 Trap electronics
In Fig. 3.11 the main signals, without the trapping potentials, needed for acquiring the
ion’s signal are shown. As described in Sec. 2.2.3, the stability of the potentials applied
to the trap electrodes needs to be on the level of 10−8 over the time of the axial frequency
determination. To that end the ultra-stable voltage source StaRep (Stable Reference for
Penning-Trap Experiments) [Bo¨h+16] was designed. It consists of 25 channels, five for
each trap, and features a stability of ∆V/V ≤ 4 · 10−8 on a 10 min time scale. The
maximum voltage it provides is 100 V, allowing the trapping of ions with a charge-to-
mass ratio of q/m > 0.0749 e/u, for an axial detection system at 740 kHz. For Xe, this
corresponds to a minimal charge state of q = 10+. The resolution of StaRep of ≤ 1.5 µV
allows setting the axial frequency with a precision of 10−5 Hz.
For the excitation and coupling of the ion’s motions, a function generator (Keysight
Trueform Waveform Generator 33600A) is used to apply sine functions with the right
frequency. With a 1µHz resolution, the frequency can be set precisely enough for the
applications at Pentatrap. In order to have well-defined pulses, e.g. for the PnP-
measurement, see Sec. 2.5.4, the trigger for the start and end of the pulses is externally
applied by a delay pulse generator (SRS DG645 ).
For the amplification of the ion’s signal with the cryogenic amplifier, it is mixed with
a constant voltage, the gate voltage Ug1, at the input of the amplifier. This constant
voltage is provided by a precision voltage source with a stability of ≈ 1 mV (Stahl BS
1-10 ). Additionally, it also supplies the voltages Ug2 and the drain voltage Udrain of the
amplifier
The ion’s signal at room-temperature needs to be digitalised and, in order to recover
the frequencies, a fast Fourier transform (FFT) needs to be performed. Readily available
FFT analysers usually do not provide a frequency resolution below 1 Hz. Therefore, in
[Ris18] a professional sound card (Fireface UC RME) was set up. It features a clock
input, which allows synchronisation with a 96 kHz signal from a function generator, which
itself is synchronized with a 10 MHz standard (SRS FS725 ). Before performing the FFT,
the frequencies are downmixed with a local oscillator frequency, νlocal ≈ νz − 10 kHz, to
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reduce the axial frequency to frequencies around 10 kHz in the audio frequency range,
see Fig. 3.11. During the analysis, the local oscillator frequency is then added again to
recover the true frequencies of the ions in the trap.
The FFT of the signal is finally performed with a custom Python program on a




In the course of this thesis, different measurement series were performed with Penta-
trap. The first were proof-of-principle measurements of the mass difference of several
xenon isotopes, as some xenon masses are among the up-to-now most precise deter-
mined masses in the mid-heavy regime of the nuclear chart. Another measurement se-
ries covered determinations of the energies of metastable excited states in highly charged
rhenium and osmium ions.
For both cases the measurement setup is similar regarding the determination of the
three eigenfrequencies, see Tab. 4.1. The modified cyclotron frequency (ν+ ≈ νc ≈
13 MHz to 16 MHz), needs to be determined to nearly the same precision as the desired
precision of the free-space cyclotron frequency, as the two frequencies are approximately
the same. It is determined with the phase-sensitive PnP technique (see Sec. 2.5.4 and
[Cor+89]). The other two frequencies are determined with a single dip (axial) and
double dip (magnetron) measurement. Therefore, one measurement consists of several
sub measurements to determine the three eigenfrequencies, namely a Dip-measurement
(described in Sec. 4.3.1), an N -determination measurement (see Sec. 4.3.3) to determine
the number of full revolutions of the phase of the modified cyclotron motion, and the
PnP-measurement (Sec. 4.3.2) for the determination of this modified cyclotron phase
and the axial frequency.
In order to perform a relative mass measurement as described in Sec. 2.3, three ions
(where the first and third ion are of the same species) need to be loaded into three
traps. They are cooled by coupling all eigenfrequencies to the axial motion and thereby
dissipating their energy into the detection system. The high-precision measurement
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Table 4.1: Measurement types for the three eigenfrequencies. The stated precision is
achieved by one single measurement of the frequency and the repetitions show
how often the eigenfrequency was measured in one measurement cycle for one
ion in one trap.
mode measurement precision repetitions
magnetron double dip 0.1 Hz 1
axial single dip 0.02 Hz 250
modified cyclotron PnP 0.002 Hz 250
requires the eigenfrequencies to be known to a ∼ 100 mHz level before the start of the
measurement such that the rf -signals for the coupling and excitation of the modes can
be set accordingly. These are determined during the preparation of the ions for the
measurement.
The complete experiment is remote controlled with a self-written control system (Sec.
4.1), which is used to prepare the ions (see Sec. 4.2) and to set up the measurement (Sec.
4.3). As an example of how a systematic shift to the eigenfrequencies of the ions can be
measured, the determination of higher order magnetic field terms (see Sec. 2.2.2) will be
explained in Sec. 4.4.
4.1 Experiment control
The control system for Pentatrap is written in Python and was set up in the scope of
Alexander Rischka’s PhD thesis [Ris18] and Menno Door’s Master’s thesis [Doo18]. It is
designed to be as flexible as possible to allow for the introduction of new measurement
schemes or adapting already existing ones to new measurement ideas. It covers the
complete remote control of all experimental settings and devices and can be divided into
three parts: the ion production and beamline, the preparation of ions in the trap and
the high-precision measurement.
Control of the ion source and beamline is required for the production and transport
of the ions to the Penning traps. Here, all settings, e.g. the voltages applied to the
DreEBIT, the lenses and pulsed drift tubes, were optimised during the first capturing
of ions in the trap. As this will only change with the addition of the HC-EBIT to the
beamline, the processes, timings, and nearly all voltages do not need to be changed
when switching from one ion species to the next. A graphical interface of the beamline
settings allows to view all settings and apply small adjustments to improve ion loading.
The breeding time in the DreEBIT and the current applied to the 90◦ bender magnet
need to be changed regularly in order to select the desired charge-to-mass ratio q/m of
the ions.
Contrary, the control for the preparation of the ions inside the Penning traps needs
to be fast and flexible, for the experimenter to be responsive to the ion behaviour in the
trap. The basis is a trap control class in Python, which is imported into several different
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scripts, e.g. for ion transport or cleaning of excess ions from the trap. The experimenter
can influence the ions by a command-line interface using predefined commands, while
adjusting their parameters, including, for example, the frequency of a coupling pulse or
the potentials applied to the trap electrodes.
The script for the mass measurement procedure is based on the same commands
used for the control of the ions. It consists of subscripts for the individual steps of
one measurement, for example, a Dip- or PnP-measurement. A configuration file needs
to be adapted to every measurement, where the trap voltages, coupling and excitation
frequencies, and position of the ions, to name a few, are defined.
4.2 Preparatory steps before a measurement
The main steps before the start of the measurement are the loading of three single ions
into three traps and the simultaneous eigenfrequency determination of two ions in the
two measurement traps to a 100 mHz level. The schematic of such a preparation is shown
in Fig. 4.1.
Important for the preparation of the ions is the FFT spectrum of the induced image
current. For fast ion work, a running window FFT is used, where always the last 1 s
of streamed data is Fourier transformed and the spectrum updates every 50 µs. The
frequency span is ±5 kHz around the resonance of the axial detection system and allows
seeing, in the case of Xe, ions with different q/m ratios. The signal of the ion after loading
is a peak above the noise level of the resonator at its axial frequency due to its high axial
energy. This signal is used to fine tune the ring electrode voltage to bring the ion into
resonance with the detector for cooling. With only a resolution of 1 Hz, the signal of a
cooled ion, i.e. the dip in the noise spectrum, is not visible, as in trap 2 it is smaller than
the resolution of the spectrum. It requires several spectra to be averaged and recorded
for a longer time to be observable. For a determination of the three eigenfrequencies
by the dip method, the FFT is changed to include several seconds (up to 20 s) of data,
leading to a sub-Hz resolution.
As an example of the FFT spectrum during ion preparation, the signal of an excited
ion is shown in Fig. 4.2. Here, the axial motion of the ion was excited to higher motional
energy at t = −1.5 s by an axial burst, an rf -dipole pulse at the axial frequency, and
the ion’s signal is visible as a peak. As the ion is still in resonance with the resonator,
its energy is dissipated and it cools in again. After a total of 5.5 s, the ion is completely
cooled down and not visible any more in the spectra. In order to see the dip, the
acquisition time of the FFT would then need to be increased and possibly several spectra
averaged to resolve the dip.
In the following, the individual steps for ion preparation will be explained in more
detail based on Fig. 4.1.
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prepare ion in trap 2 inject ion into trap 2
remove excess ions: ”drop”
rough det. νz
rough det. ν−, ν+
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Figure 4.1: Preparation steps of ions in the trap before measurements. The ion is loaded
into trap 2 and cooled after all excess ions are removed by dropping the trap
potential. Its eigenfrequencies are roughly determined before a magnetron
clean noise is used to ensure that only a single ion remains in the trap. The ion
is then transported one trap down. This process is repeated three times, such
that three single ions are available (orange). Afterwards, the eigenfrequencies
of two ions in trap 2 and trap 3 are simultaneously determined (blue) for both
positions of the three ions in the traps.
Prepare ion in trap 2
The ions produced in the DreEBIT are preselected by the 90◦ bender magnet before
being guided to the traps. The resolution of the magnet is sufficient to identify the
different charge states and isotopes with the MCP at the end of the horizontal beamline,
but the transmittance of the beamline allows several charge states and isotopes to reach
the traps. The following steps, shown in orange in Fig. 4.1, are needed for the preparation
of one single ion.
Inject ion into trap 2: An ion bunch is loaded by pulsing down the drift tube on the
collector side in the EBIT and transporting the ions through the beamline. In Fig.
4.3 the process of loading into trap 1 is shown. The cryogenic pulsed drift tube
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Figure 4.2: FFT spectrum of hot a ion cooling in. At time t = −1.5 s the axial motion is
excited. As the ion is still in resonance with the resonator, it loses its energy
and cools in, see Sec. 2.5.1. After 5.5 s it is cooled down again and the peak
disappears.
above the traps is pulsed to a negative potential of −10 V while the ions are in the
field-free region (top). Their kinetic energy is hereby decreased to only a few 10 eV
per charge. The holder structure of the Penning-trap stack is at ground potential
and produces a slightly higher potential on the trap axis. The ions can overcome
this potential barrier (as shown in the middle) and move into trap 1, where the
upper end cap, correction, and ring electrodes are also at −10 V. The cryogenic
drift tube is then pulsed up again to 200 V and a harmonic trap is formed in trap 1
confining the ions (bottom). Afterwards, the ions are adiabatically transported
into trap 2, where, as it is equipped with a detection system, the ions can be
monitored and prepared.
Remove excess ions, “drop”: Usually, more than one ion is loaded into trap 2. As
they are not cooled but have high kinetic energies, their signal appears as a peak
on the resonator spectrum, similar to the ones shown in Fig. 4.2. Additionally, ions
with a large magnetron radius probe anharmonic trap potentials and their axial
frequencies can be shifted out of the FFT window. To remove unwanted ions, the
trap can be switched to a low trapping potential (“dropping the potential”) for a
short time (up to 10 s) allowing ions with a higher axial or magnetron energy to
leave the trap. Before, the ion of interest should have, at least very shortly, been
in resonance with the resonator to slightly cool the axial motion. Additionally, if
unwanted ions persist, a broadband magnetron excitation pulse can be applied to
increase the magnetron energy of the ions. If ions remain after several tries, the
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Pulsed drift tube Holder Trap 1
Figure 4.3: Loading of ions into trap 1. Top: The kinetic energy of the ions (orange,
energy not to scale) arriving from the beamline is reduced when they move
into the high potential of the pulsed drift tube. This is then pulsed down to a
lower potential, effectively decreasing the ions’ kinetic energy when they leave
the region again. Middle: The holder structure of the Penning traps is at
ground potential. Since the upper end cap and the correction electrode are
set to −10V , the ions can continue into trap 1. Bottom: The pulsed drift
tube is pulsed up again and a harmonic potential is formed in trap 1.
trap can be emptied by moving the ions to trap 5 (if no ions are in the other traps)
or trap 1 (they escape during the next loading process), and load anew.
Rough determination of νz, ν+, and ν−: If only one ion is left in the trap, the axial
frequency can be determined by changing the trap voltage such that the ion is at
the center frequency of the resonator. In order to cool the magnetron motion, its
frequency is inferred from previous measurements and a quadrupolar coupling is
applied to the trap. As the magnetron energy is transferred to the axial motion,
a peak appears again until the magnetron energy is dissipated into the resonator.
The same steps are repeated for the modified cyclotron frequency. All three eigen-
frequencies are then roughly determined by a quick fit to a spectrum exhibiting
either a single or double dip.
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Remove excess ions, magnetron clean noise: In order to ensure that only one ion
is left in the trap, a wide range magnetron excitation is turned on, which increases
the magnetron energy of all ions in the trap. Simultaneously, the magnetron motion
of the ion of interest, which was tuned to resonance with the resonator before, is
cooled by applying an rf -signal, coupling its magnetron and axial frequency. Both
signals are turned on for several minutes.
Finally, the ion is adiabatically transported one trap down by subsequently lowering the
potential applied to the electrodes between the two ring electrodes of both traps. The
ion loading process is repeated twice for the measurement scheme described in Sec. 2.3
to be possible. This leads to three ions in trap 2, 3, and 4, i.e. position 1 of the ions in
the trap stack. Hereby, the second ion should be a different species than the first and
third.
Prepare double trap
As the voltages applied to the neighbouring traps change the axial eigenfrequency of
the ion, the three trap frequencies need to be determined simultaneously, shown in blue
in Fig. 4.1, for both measurement traps such that both axial eigenfrequencies coincide
with the resonance frequencies of their respective detection system. Thereby, the ions
are first cooled again after the excess ions are removed. The voltages are then iteratively
changed in both traps such that a single dip at the center frequency of the resonator is
achieved for both ions. In order to keep the applied voltages symmetric, the trapping
potential of trap 3 is also applied in trap 1 and the potential of trap 2 in trap 4.
This process will have slightly changed (< 1 Hz) the axial frequency and therefore also
the radial frequencies. For both ions, a symmetric double dip around the axial frequency
needs to be restored by changing the frequency of the applied rf coupling field. Finally,
all three eigenfrequencies are saved in the configuration file for the measurement. The
procedure is then repeated after the ions were transported one trap up, i.e. they are in
position 2, see Fig. 2.4, in trap 1, 2, and 3, such that for both positions of the ions in
the trap stack the frequencies are determined.
4.3 Measurement structure
A high-precision mass measurement at Pentatrap consists of several cycles divided
into sub measurements, which are then repeated until the script is stopped, usually
when ions in the trap were lost. The structure of one cycle for the Xe measurements
is shown in Fig. 4.4. It takes about 12 h, with nearly all of the time taken up by the
PnP-measurement. The longest run of the measurements presented in this thesis was
over four cycles, i.e. roughly 2 days.
Before the start of the cycle, the ions in the traps are motionally cooled again.
The order of the sub measurements, which are explained in the following, starts with
a Dip-measurement (shown in blue in Fig. 4.4), where all three eigenfrequencies are
determined by a single or a double dip, followed by the PnP-measurement (magenta),
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Figure 4.4: Measurement structure of a typical cycle. After the cooling of the ions, the
three sub measurements, Dip- (blue), N-determination (orange) and PnP-
measurement (magenta) are performed. For more detail on the sub measure-
ments, refer to text.
during which the axial and modified cyclotron frequencies are determined. Before and
after (pre and post) the total number of full revolutions of the phase is measured with
an N -determination measurement (orange).
4.3.1 Dip-measurement
Spectra for all three eigenfrequencies are, in a variable sequence, saved, either with a
single or a double dip for both positions of the ions and in both traps. For most of
the measurements in Xe, a single dip spectrum for the axial frequency would be saved
before and after a double dip for both magnetron and modified cyclotron frequency. The
axial frequency is then interpolated to the time of the double dip spectra and used to
calculate the radial frequencies from the position of the double dips, using Eq. (2.72).
While the double-dip result for the modified cyclotron frequency can be used as a cross-
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check for the frequency obtained in the PnP-measurement and for the N -determination,
only the magnetron frequency is determined from the double dip for the calculation of
the free-space cyclotron frequency.
As explained in Sec. 2.3, the magnetron frequency needs to be known to the lowest
precision, with a 1 Hz resolution being adequate. The drift of the magnetron frequency
over one cycle due to a drift in the magnetic field is only around δν− = 0.1 Hz. It is,
therefore, sufficient to perform this double dip measurement only once before the start
of one measurement cycle. If the ions lived for more than one cycle, the magnetron
frequency from the next cycle can be used to interpolate to the time of the axial and
modified cyclotron frequency determination in the PnP-measurement.
The difference in the magnetron frequencies of the two ion species, e.g. 131Xe17+ and
132Xe17+, is ≈ 1%, which corresponds to a frequency difference of 150 Hz and 70 Hz for
trap 2 and trap 3, respectively. The relative mass difference of Re in the ground to the
metastable state is only on the order of ∆m/m ≈ 10−9, see Chapter 7, and, therefore, the
frequencies determined by the dip method are the same for both ions in one trap. It is
sufficient for the magnetron eigenfrequency to be determined only during the preparation
of the ion and the dip measurement is not performed for the Re measurements.
4.3.2 PnP-measurement






was derived in Sec. 2.5.4. There, also the main steps of a PnP-measurement were dis-
cussed. They are shown in magenta in Fig. 4.4 and will only be explained very shortly
here.
The modified cyclotron motion is excited by an excitation pulse to a certain radius,
thereby defining an unknown starting phase of the motion in the radial plane. After an
evolution time, tref = 0.1 s or tacc = 40.05 s, the modified cyclotron mode is coupled to
the axial mode and the transferred phase ϕ+ is read out as the phase of the axial fre-
quency ϕz. Since the excitation and the coupling pulses are the same for both evolution
times, taking the difference of the phases, ∆ϕ, and of the time, ∆t, removes unknown
but constant, additional phases, making the calculation of ν+ possible. Afterwards, all
motions are cooled again by coupling to the axial frequency.
New to this scheme is the simultaneous axial frequency determination during the
evolution time tacc. For a time tz = 36 s, which is slightly smaller than the evolution
time of the modified cyclotron frequency such as not to be affected by the rf -pulses
of the excitation and coupling of the modes, an axial frequency spectrum is recorded.
Therefore, both frequencies were determined at nearly the same electric and magnetic
field, minimising the uncertainty in the free-space cyclotron frequency determination.
The measurement of the two evolution times is repeated 10 times for higher statistics.
The ions are afterwards transported to the other position, e.g. one trap up or down, see
Fig. 2.4. The above-described measurements correspond to one so-called pnp-cycle of
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the PnP-measurement. In total, 25 pnp-cycles are performed before the end of the
PnP-measurement in both traps and positions.
The precision of the phase determination scales with duration of the long phase
accumulation time tacc, while a long phase accumulation time requires the setup to be
stable during this time. Additionally, as a spectrum of the axial frequency is recorded
simultaneously, the maximal recording time here is also given by the phase accumulation
time. At a longer averaging time the axial dip can smear out as drifts in the frequency
are averaged over, while for a short time on the order of just a few seconds the dip might
not be resolvable due to higher noise contributions. Therefore, as a trade off, the time
tacc = 40.05 s is chosen.
The coupling strength of the pi-pulse transferring the energy of the modified cyclotron
to the axial motion is found beforehand by optimising the signal in the frequency spec-
trum after the coupling, i.e. the height of the peak of the axial ion should be maximised.
In order to prevent systematic shifts due to different excitation strengths and different
modified cyclotron radii, the amplitude of the pulses, both for excitation and coupling,
are kept the same for the two ions in one trap. Instead, to still apply a complete pi-pulse,
the length of the pulses is adapted to the ion.
4.3.3 N -determination measurement
In order to calculate ν+, the full number of revolutions N needs to be known. To that
end, the steps of a PnP-measurement are performed for several times ∆ti and Ni is
calculated:
Ni(ν+) = ν+ ·∆ti − ∆ϕi2pi . (4.2)
First, the right ν+ needs to be found, such that Ni is an integer for all times ∆ti. Second,
the full number of revolutions can then be calculated for the time interval of the reference
and the accumulated time.
The idea behind the determination of N can be understood by looking at the absolute
difference of Ni to the closest integer [Ni] for different ν+,
F (Ni, ν+) = |Ni − [Ni]| . (4.3)
On the left side of Fig. 4.5 this is shown for a correct modified cyclotron frequency of
ν+ = 100 Hz for different phase accumulation times (coloured plots). F (Ni, ν+) is zero
for Ni being an integer, which happens at ν+, but also at ν+ ± s/∆ti, with s being an
integer. The sum of F (Ni, ν+) for all time intervals ∆ti is shown on the right side in
black and demonstrates the need for several evolution times to determine N . Only the
frequencies, where the sum is zero, can be considered to be the right frequency. There,
the determination of ν+ by the dip method comes into play as a starting parameter.
Fig. 4.5 also demonstrates the need for accumulation intervals which fullfill the re-
lation ∆ti/∆tj 6= si/sj . If this is not the case, as shown in the top panel, the two
frequencies 100 Hz and 101 Hz could be considered to be the right frequency. In the
bottom panel, the accumulation times were slightly off, such that the sum of F (Ni, ν+)
only shows one minimum at the right frequency of 100 Hz.
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Figure 4.5: F (Ni, ν+) for different evolution times. Top: The time intervals ∆ti are mul-
tiples of each other (left, coloured), leading to two possible right frequencies,
at 100 Hz and 101 Hz, as shown by the sum of fractional parts being zero
(right, black). Bottom: The time intervals ∆ti are slightly off and only one
frequency represents the correct modified cyclotron frequency.
In reality, as the phases exhibit an uncertainty of 0.2 rad, more than three phase-
evolution times are used to unambiguously identify ν+ and N . Therefore, eight times
between tref = 0.1 s and tacc = 40.05 s are chosen, see Tab. 5.2. For higher statistics, the
measurement is repeated 5 times for all accumulation times.
This measurement is performed before and after the PnP-measurement. During
the ∼ 11 h measurement the phase difference can change by more than 2pi due to the
decreasing magnetic field, see Fig. 5.7. The post N -determination measurement can be
used as a cross check by comparing it to the last phase determination during the PnP-
measurement. This way, a possibly wrong phase unwrapping, see Sec. 5.4.2, is prevented.
During the analysis of the Xe data, it was noted that the phase was stable enough to
skip the second N -determination measurement. It was, therefore, not performed for the
Re measurements.
4.4 Measuring the magnetic field gradient
Most of the systematic shifts discussed in Sec. 2.2 need to be estimated as they cannot
be measured with the current trap setup. For example, the image charge shift measured
in [Sch+19a] requires two resonators precisely tuned to the axial eigenfrequency of a
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proton and 12C6+ ion. As only one resonator is currently used at Pentatrap for each
measurement trap, such a measurement is not possible.
One of the main sources of systematic shifts is higher-order magnetic field terms,
especially a gradient, and is one of the few systematic effects which can be measured.
An example of such a measurement will be explained in the following. The estimation of
the other systematic shifts is given in Sec. 6.1.3 for the mass measurements of Xe ions.
In the presence of a lower order term C1, e.g. arising from patch potentials on the
trap electrodes, the trapping potential in axial direction is changed to
Φ̂z = C2V0z2 + C1V1z , (4.4)
where V1 is the strength of the gradient field and C1 reflects the dependency on the







Solving the driven harmonic oscillator equation leads to a shift of the equilibrium position
of the axial motion of:
∆z = C1V12C2V0
, (4.6)
but does not change the axial frequency.
In the presence of higher-order terms, the magnetic field at the position of the ion is
changed to:
B∆z = B0 +B1∆z . (4.7)







Experimentally, an artificial C1-term can be produced by applying an offset voltage
to one, or with opposite sign to both, correction electrodes [Doo18]. By varying this
voltage and measuring the free-space cyclotron frequency, higher-order magnetic field




For the determination of the mass ratio of two ions, their free-space cyclotron frequencies
need to be calculated. Therefore, all sub measurements described in the previous chapter
need to be analysed to determine the three eigenfrequencies. As during one measurement
cycle already more than 3000 spectra are saved, the analysis is performed with several
self-written scripts for each of the sub measurements. These include fitting of the single
or double dip spectra, determining the phase and calculating the modified cyclotron
frequency, and finally calculating the free-space cyclotron frequency and the frequency
ratio.
Automated scripts, which only require the basic measurement setting as input, e.g.
the rough frequencies determined during the preparation of the ions, are used to perform
the analysis. In the scope of this thesis the analysis was performed with Mathematica
11.3, which is a computer-algebra program written in the Wolfram language. A vast
variety of functions is predefined, making quick mathematical calculations and graphical
presentations of data possible. With the help of the Notebook, the interface between
the Kernel and the programmer, more sophisticated scripts, called Modules, can be
written, along with the possibility to handle data by importing and exporting. In general,
the analysis of the data is performed independently by a second person using a Python-
based data analysis package and the final result comprises both analyses.
In the following chapter, the steps needed to determine all three eigenfrequencies and
the free-space cyclotron frequency required for the calculation of the frequency ratio are
explained in detail. The example data shown is taken from different measurements and
the frequencies given thus do not have to match from one example to the next.
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5.1 Analysis steps
As explained in the previous chapter, a measurement consists of several sub measure-
ments, namely the Dip-, PnP-, and pre/post N -determination measurements, which are
needed to calculate the frequencies:
Dip-measurement: For the determination of the radial eigenfrequencies (ν+ and ν−)
one spectrum during coupling to the axial motion, as well as at least one axial
spectrum with no coupling is recorded. Depending on the measurement, the cy-
clotron double-dip spectrum was left out. If it is performed, it can be taken as
a starting value for the N -determination. Fitting of the spectrum with the re-
spective function yields the three eigenfrequencies, from which only the value of
the magnetron frequency is taken for the determination of the free-space cy-
clotron frequency. The other two eigenfrequencies need to be determined to higher
precision and are therefore measured more often (axial) or with a phase-sensitive
technique (modified cyclotron).
PnP-measurement: The modified cyclotron frequency is determined with the PnP-
technique, see Sec. 2.5.4, by measuring the phase difference between the reference
phase (ϕref) and the phase after a long accumulation time (ϕacc). While the phase
accumulation is ongoing, a spectrum featuring an axial dip is saved. This is re-
peated ten times for higher statistics.
Pre/Post N -determination: In order to calculate the modified cyclotron frequency
from the phase measurements, the number of full revolutions N is needed. This is
done before (pre), and, as a consistency check for the Xe measurements, also after
(post) the PnP-measurement.
The measurement is performed in several cycles and for different positions of the
ions in the traps, see Fig. 2.4, as the ions are shifted inbetween measurements, leading
to an alternating νc determination for two different ion species in one trap. During the
analysis, it is interesting to compare the frequencies of one certain ion in one trap over
the whole measurement, for example, to see a drift in the modified cyclotron frequency
due to the changing magnetic field. As there are two positions and two traps, these
trends can be investigated in four different cases during one measurement.
The ten spectra for both the axial frequency and the modified cyclotron phase can
be analysed in two ways:
Jointly: In order to estimate the quality of the acquired data and to get a clue on the
behaviour of the various parameters of the system, a course analysis which is based
on averaging all 10 spectra or phases is performed.
In groups of 2: The averaging of all ten phases or spectra leads to a loss of information
about the temporal behaviour of the measured quantities. Thus, an averaging must
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be avoided. Presently, the axial dip width in trap 2 and the resulting signal-to-
noise ratio requires averaging at least two spectra to be able to determine the axial
frequency reliably. Additionally, only determining the phase of one spectrum does
not allow assigning a realistic uncertainty. Using instead groups of two spectra
gives the possibility to see short term fluctuations, e.g. in the external magnetic
field, and to identify data with an unusual behaviour which require a closer look
afterwards.
Combining all three eigenfrequencies to the free-space cyclotron frequency is done
for both the joint and the grouped analysis. This allows a last consistency check if the
analysis for both cases was successful.
The analysis of the data is divided into several steps, see Fig. 5.1. In the following,
a short description of these steps is given. The eigenfrequencies are marked bold at the
step where they are calculated:
1. Axial averaging: The ten axial spectra are averaged together for the joint analysis
and in groups of two for the grouped analysis.
2. Axial fitting: The axial frequency of the dip is determined by fitting the averaged
spectra.
3. Dip-measurement: The results from the Dip-measurement are analysed by fitting
the spectra with the respective functions to determine all three eigenfrequencies,
especially the magnetron eigenfrequency. Here, the averaging of the spectra
is already done during the measurement and just one spectrum is saved for each
frequency determination.
4. N -determination: The number of full revolutions N of the phase is calculated by
reading out the axial phase for multiple accumulations times.
5. Phase determination: The phase is readout of the axial phase spectra and av-
eraged, both for the grouped and the joint analysis. With N known from the
previous step, the modified cyclotron frequency is then calculated.
6. Comparison: As a cross-check, a comparison of joint and grouped analysis is per-
formed to discover fit problems or a wrong unwrapping of the phase in the grouped
analysis.
7. Free-space cyclotron frequency: The free-space cyclotron frequency is cal-
culated with the invariance theorem given in Eq. (2.11).
8. Ratio determination: Finally, the ratio of the two frequencies in both traps is
determined by either the polynomial or the cancellation method.
The analysis described in the following is divided into the calculation of the eigenfre-
quencies. This includes step 1 and 2 for the axial (Sec. 5.2), step 3 for the magnetron
(Sec. 5.3) and step 4 and 5 for the modified cyclotron frequency (Sec. 5.4), followed by
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calculate F (Ni, ν+)
find minimum
ν2c = ν2+ + ν2z + ν2−
Figure 5.1: Analysis procedure for the determination of the mass difference. The colours
separate the steps needed to determine the axial frequency (blue), magnetron
frequency (magenta), and modified cyclotron frequency (orange). The steps
are described in detail in the text.
a comparison of the grouped and joint analyses (step 6, Sec. 5.5) and the determination
of the free-space cyclotron frequency (step 7, Sec. 5.6). In Sec. 5.7, the calculation of
the frequency ratio will be explained (step 8).
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Figure 5.2: Resonator fit to a single-dip spectrum. The data (orange) is plotted with
the local oscillator frequency, νlocal = 730 kHz, subtracted. Even though the
spectrum features several noise peaks, the resonator fit (magenta) describes it
well. The grey area marks the region around the dip shown in Fig. 5.3. In the
table on the right the fit parameters and their uncertainties are stated. The
small Q˜ is explained in the text.
5.2 Axial eigenfrequency determination
Before the axial frequency is determined by fitting the spectra with the theoretical
description, the spectra are averaged (step 1). The amplitude of the recorded spectra is
given in dB. For the determination of the axial frequency, the averaging of the logarithmic
scale or first converting it to a linear scale, then averaging and converting back, does
not change the result of the axial frequency.
The signal of the axial detection system as given by Eq. (2.54) is further amplified
at room temperature, with an amplification factor A, before the FFT is performed, see
Fig. 3.11. The cryogenic amplifier also adds an additional thermal noise term uen:
udetth = A ·
√
u2sig + u2en , (5.1)
where usig is the thermal noise of the signal, for example the resonator. A thermal
dependence κdet of the transfer function of the signal on the frequency is possible, which
would add an additional factor (1 + κdet(ν − νR)) in Eq. (5.1) [Ko¨h15]. During the
analysis of the axial spectra no effect on the axial frequency of this term in the fitting
function was observed. In order to make the fit routine more efficient, this term, and
hence the additional fitting parameter κdet, was not included.
For the axial fit (step 2) to work reliably, starting values for the fit parameters are
required. These are obtained from first only fitting the resonator spectrum with the
function
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to the spectrum with the amplitude in dB. Here, ures (Eq. (2.55)) was inserted into
Eq. (5.1) for usig. The parameters of the fit are the resonance frequency ν˜R and Q-
value Q˜of the resonator, as well as the amplitude A˜. The offset o˜ff represents the
noise floor of the spectrum. The result of such a resonator fit to a spectrum featuring
an axial dip from trap 2 is shown in magenta in Fig. 5.2, with the values obtained
for the parameters of Fres(ν) in the table next to it. The fit is performed with the
function NonlinearModelFit in Mathematica and the uncertainties are taken from
the ParameterTable.
The result of the Q-value is not in agreement with the values stated in Sec. 3.3.2.
This is due to its definition
Q = ν∆ν . (5.3)
While the width of the resonance curve ∆ν is not changed by subtracting the local
oscillator frequency, the Q-value scales with the frequency at which the spectrum is






Here, νdown is the downmixed frequency around 10 kHz as shown in the Fig. 5.2 and
Qdown is the resulting value at this frequency, again either from a fit to the resonator or
dip fit. This leads to a more realistic Qreal ≈ 2300, which is closer to the value given in
Tab. 3.1 (Q = 3000) for trap 2.
The fit function for the single dip can be expressed by














where the udip =
√
4kBT<(Zdip)∆ν (Eq. (2.64)) was inserted into Eq. (5.1) for usig.
Compared to the resonator fit, the function is described by the additional parameters
for the axial frequency νz and the cooling time constant τ .
Tab. 5.1 shows the starting values for the dip fit routine. The values with a tilde
are taken from the resonator fit. There are two possibilities for the starting value of
the axial frequency: (1) it can be taken from the configuration file of the measurement
setup, i.e. from the preparation of the ion or (2) the fitted resonator curve, see Fig.
5.2, is subtracted from the spectra and the minimum is taken around the resonator
frequency. The second method has the advantage that if jumps in the axial frequency
occur, its starting value is already close to the real frequency. Both starting values
lead to the same frequency determination, while the first possibility is more reliable.
This could be related to the implementation of the fitting algorithm in Mathematica,
NonlinearModelFit, which could be more robust with less precise starting values, e.g.
the precision of the axial frequency specified in the configuration file is on a 100 mHz level,
whereas the spectrum is recorded with frequency steps of ∆νspectrum = 1/tz = 0.027¯ Hz.
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Table 5.1: Starting parameters for the dip fit routine. The values with a tilde are results
from the resonator fit. The restrictions originate from several test runs of the
fit routine and are not all simultaneously neccessary for all spectra, but also do
not disrupt the routine if all are applied.
starting value restriction
νR ν˜R |νR − ν˜R| ≤ 1000 Hz
νz νz,config |νz − νz,config| ≤ 2 Hz
τ 0.3 τ > 0
A A˜ A > 0
Q Q˜ Q > 0
off o˜ff off > 0
As jumps in the axial frequency only happened before the stabilisation system in the
magnet laboratory was optimised (see Sec. 3.3.1), the axial frequency taken from the
preparation of the ion is a good enough guess as a starting parameter.
The last column of Tab. 5.1 shows the restrictions for the individual fit parameters.
The starting value of the axial frequency for the grouped spectra needs to be known
better than for the joint spectra, where the starting value can be several Hz off. This
is due to the fact that averaging more spectra also averages out the noise, while noise
peaks close to the axial dip can be more pronounced in the grouped spectra. Therefore,
the starting value for the grouped fit is taken from the fit to the joint spectra.
If any of the last four parameters in Tab. 5.1 becomes negative during the Nonlin-
earModelFit, the logarithm cannot be applied and the fit routine results in an error.
In order to prevent this, these values are restricted to be positive.
The result of an axial dip fit is shown Fig. 5.3 with the values for the parameters
shown in the table on the right side. The fit function describes the fit reasonably well,
as no artefact is visible in the residuals in the lower plot. An obviously failed fit would
result in an offset of the dip frequency by at least 1 Hz, such that the fitting curve and
the data points obviously do not match any more. Effects on a smaller scale cannot be
noticed by looking at such a spectrum and the fitting function needs to be trusted. A
comparison between different scripts and programming languages is, therefore, useful.
The fitting routine for the axial frequency was optimised for the downmixed spectra,
i.e. the local oscillator frequency was subtracted, as shown in the plots. While fitting of
the spectra results in the same value for both the downmixed spectrum and the spectrum
at the true frequencies, it is less robust in the latter case. At the higher frequencies, a
negative noise dip close to the axial dip was more often mistaken for the axial signal.
Therefore, the fitting is performed at the downmixed frequency of ∼ 10 kHz and the
local oscillator frequency is added afterwards.
As shown in Fig. 5.2 the full spectrum exhibits several positive noise peaks and also
negative noise dips extending to values smaller than the resonator curve. They disappear
from spectrum to spectrum and are usually only a fraction of the dip width wide, and
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Figure 5.3: Detailed view of the axial dip from the spectrum shown in fig Fig. 5.2 (grey
area). The fit describes the flanks of the resonator around the dip and the
dip itself well, see the residuals  in the lower plot. The table on the right
gives the results of the NonlinearModelFit with the uncertainties from
the covariance matrix.
hence cannot be ions. In order to prevent the fit algorithm from identifying one of these
as the ion’s signal, only the spectrum around the center of the resonator (νR ± 30 Hz)
is taken into account to fit the axial dip. While the dip is then fitted well, see the
residuals in Fig. 5.3, the left out noise floor of the resonator is usually not met quite so
well and offset to higher values (compare the two results for off and their uncertainties).
As the possible values for the axial frequency are already quite restricted, see Tab. 5.1,
the whole spectrum could be taken into account if no negative noise dips fall into the
region around the dip. Thereby, the computing time is increased quite drastically. While
the noise floor, in this case, is reproduced well by the fit, the resonator shape around
the dip suffers. As the effect of the data range on the axial frequency is well below its
uncertainty, the dip fit is performed using the small frequency range around the dip.
In the future, more investigations of the included frequency range are of interest, see
[Lan19].
As already mentioned above, the fit works more reliably at the down-mixed frequency.
This can be understood as an artefact of the fit algorithm. In a least-square algorithm,
the optimal fitting curve is found by minimising the sum of the distances of all data
points to the curve squared. The precision to which this is evaluated depends on the
computing power and the algorithm used. If the axial frequency is at 730 kHz and the
fit evaluates to a certain relative precision, then the absolute uncertainty is larger than
compared to a downmixed frequency.
5.3 Magnetron eigenfrequency determination
In order to determine the magnetron frequency, the Dip-measurement is analysed (step
3). For the Xe measurements, the sequence of the saved spectra was: axial (single dip)
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Figure 5.4: Left: Double dip fit for the determination of the magnetron frequency, with
the residuals of the fit shown below. The grey line corresponds to the axial
frequency, interpolated from the axial measurement before and after recording
this double dip spectrum. Right: The results for the fit parameters and their
uncertainties are stated in the table.
− magnetron (double dip) − modified cyclotron (double dip) − axial (single dip). The
axial frequency can, therefore, be interpolated to the time when the magnetron double
dip spectrum was saved.
The magnetron eigenfrequency is determined by applying an rf -field at the frequency
νrf = νrf− + νrfz (5.6)
to one of the correction or end cap electrodes, which results in a double dip in the
spectrum, see Sec. 2.5.3. Similarly to the single dip, the fit function for a double dip can



















The steps for the double dip fit are similar to the ones for the single dip. First, the
resonator is fitted with Eq. (5.2) and the parameters are used as the starting parameters
for the double dip fit. The positions of the two dips are found by subtracting the res-
onator fit from the spectrum and taking the two minima around the resonator frequency
while ensuring one is lower and one higher such as not to accidentally mistake a noise
peak for the ion’s signal. The starting parameters for the dip widths 1/2piτ1 and 1/2piτ2
are chosen to be 1.
In Fig. 5.4 a double dip spectrum and the corresponding fit are shown together with
the results for the parameters. The axial frequency used in the rf -field for this double
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dip was νrfz = 9984.6 Hz+730 kHz (grey line). The frequencies of the two dips lie, nearly
perfectly, symmetric around the axial frequency. As expected from the Rabi splitting,
the dip widths 1/2piτ1 and 1/2piτ2 agree within 1σ and are roughly half the width of the
single dip, which is given in Fig. 5.3. In the lower plot the residuals of the data and the
fit is shown. The double dip structure is not visible there and the fit describes the data
well.
From the double dip fit, the magnetron frequency can be calculated by [Ulm11]:
ν− = νrf + ν∗z − ν1 − ν2 . (5.8)
Here, the axial frequency ν∗z is the interpolated value from the fitted single dip spectra
saved before and after the magnetron double dip measurement. With the uncertainty
of the axial frequency from the single spectrum, ≈ 0.02 Hz, see Fig. 5.3, the total uncer-
tainty of the magnetron frequency is
∆ν− =
√
(δν∗z )2 + (δνl)2 + (δνr)2 ≈ 0.035 Hz , (5.9)
which is below the required precision, see Sec. 2.3.
For the Re measurements the Dip-measurement was not performed. As the voltages
applied to the traps are identical for the metastable and the ground state, also the
magnetron (and axial) frequency are the same for both ions on the level to which they
can be determined with a double dip. It is sufficient, therefore, to take the value from
the ion preparation with an uncertainty of 0.1 Hz, which is larger than the uncertainty
of the double-dip method but still below the required uncertainty.
5.4 Modified cyclotron eigenfrequency determination
The modified cyclotron frequency is determined with a PnP-measurement consisting of
20 phase measurements per pnp-cycle for each ion in each trap, ten for the reference time
tref and ten for the long accumulation time tacc. The phase difference ∆ϕi = ϕacc,i−ϕref,i
of each run i is needed to calculate the modified cyclotron frequency according to Eq.
(2.77) for the time interval ∆t = tacc − tref. This results in ten modified cyclotron
frequency values for each pnp-cycle of one ion in one trap.
The individual steps for the calculation of the modified cyclotron frequency, which
will be explained in the following in more detail, are:
1. Reading out the phase: For each phase determination, a spectrum around the
axial frequency is recorded. The phase needs to be readout from this spectrum at
the position of the axial frequency.
2. Determining the phase difference: For each of the ten long and short phases the
phase difference is determined. This requires to remove sudden jumps in successive
measurements of ±2pi, see Sec. 5.4.1.
3. N -determination: A separate measurement of phase differences for several different
accumulation times allows inferring the total number of full revolutions N.
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Figure 5.5: Three subsequent phase spectra of the axial mode after the coupling pulse.
The phase is random, except around the axial frequency (vertical grey line),
where the three curves coincide. At the position of the axial frequency the
phase for the modified cyclotron frequency is read out (horizontal grey bar).
4. Error assignment: For the joint and the grouped analysis the phases are averaged.
The uncertainty is then the error of the mean value.
5. Modified cyclotron frequency calculation: Following Eq. (2.77), the modified
cyclotron frequency is determined.
5.4.1 Reading out the phase
For all 20 (ten reference and ten accumulated) phase measurements for one ion during
one pnp-cycle a phase spectra of the axial resonator around the axial frequency is saved.
In Fig. 5.5 three consecutive spectra for the accumulated phase are shown. The axial
frequency used in the coupling of the two modes is marked by the vertical grey line,
the readout phases at this frequency lie in the horizontal grey area. The phase is only
defined around the axial frequency, which can be seen as only there the three phases
overlap. For higher or lower frequencies they quickly run out of tune.
A single readout phase is not assigned an error. The main reason for that is the
fluctuation of the phase from one spectrum to the next. Averaging of the ten phases
for the joint analysis leads to an error of the mean value of around 0.2 rad. An error
could be assigned by taking the axial frequency uncertainty and reading out an upper
and lower limit for each phase, which results in an uncertainty well below the scattering
of the individual values and is thus negligible compared to the averaging uncertainty.
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Figure 5.6: Principle of unwrapping the phases. Top: The measured phases for the refer-
ence and accumulated time (dashed lines) and their unwrapped results (solid
lines) are shown. The black dots indicate where ±2pi was added. Bottom:
The difference of the two phases is shown, again the dotted line corresponds
to the difference of the measured phases and the full line to the difference of
the unwrapped phases.
Phase unwrapping
When dealing with phases, the phase is always wrapped, meaning it is bound between 0
and 2pi. A trend during the phase measurement, e.g. a changing magnetic field, will lead
to a gradually changing phase. For a long enough measurement time, such a trend will
always lead to jumps of ±2pi. For example, if the phase is close to the boundary of 0 for
one phase spectra, a small drift will result in the following phase being slightly below
2pi, while it would actually extend to smaller values than 0. Removing these jumps is
called unwrapping the phase and leads to phase values outside of {0, 2pi}, see Fig. 5.6.
In general, the phase accumulation time is chosen such that the changes in phase
from one measurement to the next are  pi . The process of phase unwrapping can be
described by:
∆ϕ = ϕ1 − ϕ2 =

< −pi : ϕ2 → ϕ2 + 2pi
∈ (−pi, pi) : ϕ2 → ϕ2
> pi : ϕ2 → ϕ2 − 2pi
. (5.10)
Only in the case where the ∆ϕ ∈ (−pi, pi) a phase jump is seen as unrealistic. With
an expected uncertainty of the phase of 0.2 rad in the joint analysis, a random phase
jump of ≈ pi seems to be unrealistic and the phase justifiable. If the determined phase
uncertainty is larger than that, it is an indication that one or several phases are wrongly
unwrapped and ±2pi is missing.
80
5.4. Modified cyclotron eigenfrequency determination
5.4.2 Determination of the phase difference
For both the reference and accumulated time, the phase needs to be unwrapped before
calculating the difference. In Fig. 5.6 the principle of unwrapping is shown for both
phases of one ion in one pnp-cycle separately (top) and their difference (bottom). The
dashed lines correspond to the wrapped phases, constrained by 0 and 2pi and the black
dots indicate where ±2pi was added on the unwrapped phase (solid line). After the
unwrapping, the phases are stable around one value with a scattering of ≈ 3%. In an
ideal measurement, the unwrapped phase difference should be constant or show a trend,
e.g. a decreasing magnetic field leads to a decrease in phase over time.
When calculating the phase difference between the two evaluation times tref and tacc,
it is also possible to first calculate the difference and then unwrap the phase. This can
require additional factors of ±2pi or ±4pi instead of only ±2pi when for both phases at
one time a shift by ±2pi is needed.
Phases over time
In principle, it should also not make a difference if the unwrapping of the phase is started
at the first value going forward or the last value going backwards. In the case of the
accumulated phase in Fig. 5.6 (blue), starting with the last value would lead to a shift of
the complete accumulated phase down by 2pi and with it also the phase difference ∆ϕ.
Here, both results are justifiable. In order to find out which one is correct, or, in general,
if the first phase should have already been changed by ±2pi, the change of phases over
time needs to be looked at. This is done in two steps:
1. Comparing to N -determination: If the phase of the first pnp-cycle differs from
that in the N -determination measurement performed before the start of the PnP-
measurement, that phase can be adapted accordingly. As the N -determination
takes more time intervals ∆t into account, it is more reliable in the determination
of the phase and of N . This works only if |ϕN -det. − ϕ1. cycle| < pi of the “true
phases”.
2. Comparing to other cycles: The phase distribution over time follows mainly a
linear trend to smaller phases due to the decreasing magnetic field. A sudden jump
of ±2pi from one pnp-cycle to the next is easily visible, see Fig. 5.7. There, both
the averaged reference and averaged accumulated phases over one measurement
are shown. While the reference phase ϕref is nearly constant (orange), the accu-
mulated phase ϕacc (magenta) decreases over time and performs two jumps in this
measurement. In the lower plot, the unwrapped phase difference is shown. Hereby,
all phases of one ion in one trap over the whole measurement are unwrapped by
comparing the result of one pnp-cycle to that before.
If the second N -determination measurement is performed after the PnP-measurement
or if the measurement runs for more than one cycle, the phase of the last pnp-cycle
can be compared to the following N -determination measurement. For a full cycle, the
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Figure 5.7: Measured averaged reference phase ϕref and accumulated phase ϕacc (top) and
their phase difference ∆ϕ = ϕacc −ϕref (bottom). Top: The reference phase
(orange) stays nearly constant and its mean is shown by the horizontal line.
The accumulated phase (magenta) decreases over time and jumps twice by
2pi. The unwrap before averaging can lead to phases not bound between 0 and
2pi, see 4th last point of ϕacc. Bottom: The blue points show the unwrapped
phases of the phase difference (magenta). The orange lines indicate the bounds
for ∆ϕ, with the upper bound for ϕacc = 2pi and the lower ϕacc = 0.
phase can decrease by up to 2 · 2pi, as shown in Fig. 5.7, and the N from the second
determination should then be smaller by 2 compared to the pre N -determination.
5.4.3 Determination of number of full revolutions N
The measurement for the determination of the number of full revolutions is described in
Sec. 4.3.3. For the analysis the same steps are performed as for the PnP-measurement,
with the difference that now there are several accumulated phases, but still only one
reference phase. All phase differences ∆ϕi are measured five times. In order to determine
N one can look at the difference between Ni and the nearest integer [Ni]:
F (Ni, ν+) = |Ni − [Ni]| . (5.11)
In Tab. 5.2 Ni is calculated for all time and phase differences with tref = 0.1 s and
ϕref = 2.78 rad for three different frequencies ν+ resulting in a difference of ±1 in N
for the longest interval ∆t = tacc − tref = 39.95 s, i.e. the interval used in the PnP-
measurement. In the last row, the sum of ∑F (Ni, ν+) for all time intervals is given.
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Table 5.2: Results of the N -determination measurement. The full number of revolutions
is calculated from the time intervals ∆ti and phase differences ∆ϕi determined
with tref = 0.1 s and phase ϕref = 2.78 rad for three different frequencies ν+,
resulting in the correct N and N ±1 for the longest time interval of 39.95 s. In
the last row the sum of all differences of Ni to the nearest integer,
∑
F (Ni, ν+),
is shown, with the minimal value for the correct ν+ shown in black.
Measurement: Ni = ν+∆ti − ∆ϕi2pi for ν+ =
∆ti/s ∆ϕi/rad 16672959.68 Hz 16672959.71 Hz 16672959.73 Hz
0.15 0.08 2500943.88 2500943.89 2500943.89
0.5 −1.09 8336479.94 8336479.95 8336479.96
0.95 −1.14 15839311.79 15839311.82 15839311.84
4.95 −2.85 82531150.93 82531151.05 82531151.18
10.95 −1.53 182568908.68 182568908.95 182568909.23
22.95 2.12 382644424.47 382644425.04 382644425.62
31.95 −2.43 532701062.23 532701063.03 532701063.82
39.95 1.98 666084738.96 666084739.96 666084740.96∑
F (Ni, ν+) = 1.52 0.53 1.32
In this case, the modified cyclotron frequency obtained during the preparation of the
ion was ν+ = 16672959.61 Hz. While varying the frequency in an interval of ±0.5 Hz, the
minimum of ∑F (Ni, ν+) is found (here for ν+ = 16672959.71 Hz in the middle column)
at the frequency where the sum results in the smallest value. In order to show that this
frequency and the corresponding number of full revolutions are correct, the columns left
and right are evaluated for the frequency ν+ resulting in the next lower and higher N .
Interesting to note is that for all three frequencies the first few Ni barely change, while
for the following time intervals it is obvious that Ni cannot be an integer (for example
for ∆t = 10.95 s).
5.4.4 Error assignment
For both the joint and the grouped analysis the phases are finally averaged before cal-






with n = 2 (grouped) or n = 10 (joint).
The phases are determined without uncertainty and are statistically distributed
around their mean value for one pnp-cycle. The averaging of either two or 10 phases
allows then to assign an uncertainty to the mean value. This results in random uncer-
tainties as shown in Fig. 5.8.
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While the phase measurements during one pnp-cycle are expected to be normally
distributed, the mean of the small samples with either two or ten data points does not
reflect the mean of the true underlying statistical distribution as, for example, in one
group only values from the tail of the distribution could be included. The distance of
the mean of the small samples to the true mean of the statistical distributions follows a
Student tn−1 distribution, where n is the sample size [Stu08]. In order to account for the
random distribution of the phases, the uncertainties of the mean values are increased
by an additional factor arising from the Student distribution sStudent [Hel75]. The final
uncertainty is then given by:
δ∆ϕfinal = σ (∆ϕ) · sStudent . (5.13)
The two Student factors to increase the uncertainties of the grouped (s2) and the joint
(s10) analysis are:
s2 = 1.89 (5.14)
s10 = 1.06 . (5.15)
5.4.5 Calculation of the modified cyclotron frequency










This calculation is identically performed for the grouped, as well as the joint analysis.
5.5 Comparison between joint and grouped analysis
Before the free-space cyclotron frequency is calculated, the joint and grouped analyses
are compared. This allows identifying a failed fit or a wrong unwrap of one of the phases.
The comparison between the joint and the grouped analysis is done graphically for the
axial and the modified cyclotron frequencies.
Ideally, the frequencies obtained from the grouped analysis should scatter around
that of the joint analysis, see Fig. 5.8. There, the joint analysis is set as zero (black and
grey area). The axial (left, magenta) and modified cyclotron (right, orange) frequencies
of the grouped analysis are distributed equally around the joint analysis. The coloured
bars show the mean value of the grouped results, which for the axial frequency only
deviates by 2 mHz from the joint analysis, while both uncertainties are roughly the
same. This small shift of the mean value can be explained by noise peaks or dips,
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Figure 5.8: Comparison between joint (black) and grouped (coloured) analysis. For graph-
ical purposes the joint analysis is set to zero, the grey bar shows its uncertainty.
The comparison for the axial frequencies is shown left, the one for the modi-
fied cyclotron frequencies on the right. The coloured bar shows the mean of
the grouped analysis.
which average out in the joint analysis but are still present in the grouped analysis. The
calculation of the modified cyclotron motion from the phases is purely statistical and the
mean values of the grouped analysis and the result from the joint analysis are identical.
The uncertainties vary due to the small sample size and the different averaging. After
the optimisation of the analysis scripts to the description above, no discrepancy between
the grouped and the joint analysis was found.
5.6 Free-space cyclotron frequency
No matter how carefully the phases are unwrapped or the axial spectra fitted, in rare
cases it can fail, resulting in an erroneous determination of modified cyclotron phase or
the axial eigenfrequency. These values must be excluded from further data analysis. To
that end, two filters are set on both the phases and the axial frequencies. First, those
points with an unreasonable large error are taken out. These can arise from e.g. random
phase fluctuations which could not be unwrapped. The second filter removes data points
which deviate too much from the average values and arise as the axial fit fails to find
the dip due to e.g. through random noise in the axial spectra before fitting.
5.6.1 1. Filter - large uncertainty
This filter compares the uncertainty of each data point of the grouped analysis with
the mean value of the uncertainty of all frequencies of this ion in one trap over the




































Figure 5.9: Filtering of the modified cyclotron frequencies with the first filter. The black
data points feature a too large uncertainty. For comparison, the average error
δν+ is shown on the right together with the filter threshold 3δν+.
where i = +, z and nmax the number of data points, maximal 25 per cycle. The outliers
are defined by a 3σ exclusion criterion. Those data points, for which the relation
δνi,n > 3δνi (5.19)
holds are removed.
The application of this filter is shown in Fig. 5.9 for the modified cyclotron frequency
of two positions, 1 and 2, in trap 2. The mean uncertainty δν+ and the filter threshold
3δν+ are shown above the measured frequencies. The black data points have an uncer-
tainty larger than the filter threshold and are removed in further calculations. The large
errors can originate from phase jumps around ±pi, which are just on the edge of being
unwrapped.
For graphical purposes, this extreme example was chosen, as position 1 exhibits quite
a few removed data points. In a full cycle of 25 pnp-cycles, usually, only one or two data
points are removed as is the case for position 2.
5.6.2 2. Filter - deviation
The aim of the second filter is to remove results from the grouped analysis which deviate
too much (see below) either from their mean value or from the joint analysis. To that
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Figure 5.10: Display of the second filter for the axial frequencies. The magenta data points
are the results of the grouped analysis. For each group the average (black
line) and the filter condition (grey box) is shown. The orange data points
deviate more than 3δνit from the mean value and are therefore discarded in
the further calculation.
In order to also take into account short term drifts on the time scale of one pnp-cycle,
the individual frequencies from the grouped analysis for one pnp-cycle are compared to





Alternatively, the frequency resulting from the joint analysis could be taken here, as the
two are nearly the same, see Fig. 5.8.
The filter threshold is then a 3σ criterion and given by∣∣∣νn − νmv∣∣∣ > 3δνit . (5.22)
The second filter is visualised in Fig. 5.10, where the black line is the average frequency
νmv for that pnp-cycle and the grey area the filter threshold 3δνit. The orange data
points are removed from the data set. Here, again a more extreme example was chosen.
It is worth noting, that the analysis of the filtered and unfiltered data yields statisti-
cally the same results due to the small number of outliers present in the data. Choosing
a 4σ criterion leads to no data points being excluded anymore.
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5.6.3 Calculation of the free-space cyclotron frequency
As the last step, the uncertainty for the modified cyclotron frequencies is addressed
before the free-space cyclotron frequency is calculated. In Fig. 5.9 it can be seen that
the uncertainties of the individual data points can be quite different. For example, all
data points in the second to last group in position 1 have error bars around the size
of the marker, while others are close to the filter threshold. As these uncertainties are
relatively arbitrary due to the statistically fluctuating phases, for the calculation of νc
the uncertainty of the individual data points δν+,n are averaged and set for all results:
δν+,n → δν+ . (5.23)
As the ratio between the two ion species can be determined by a fitting routine (see Sec.
5.7.1), this has the advantage that all data points are weighted the same and do not
unnecessarily distort the result of the fitting.
























In order to determine the influence of the three eigenfrequencies on the uncertainty
of the free-space cyclotron frequency, the individual contributions need to be calculated.
For example, the eigenfrequencies from the grouped analysis of one of the Re measure-
ments are:
ν+ = 16664151.550(2) Hz
νz = 739945.04(5) Hz
ν− = 16429.5(1) Hz
This leads to the uncertainty of the free-space cyclotron frequency of :
δνc =
√
(1.998 mHz)2 + (2.22 mHz)2 + (0.1 mHz)2 = 3 mHz . (5.25)
The largest uncertainty, therefore, results from the axial dip determination, while the
uncertainty contribution from the magnetron frequency is negligibly small. The dip
determination might be improved by further studying of the fit function or routine, as
is done, for example, in [Lan19], where the effect of noise peaks on the axial frequency is
investigated. Alternatively, the axial frequency can be determined by a phase-sensitive
technique.
5.7 Frequency ratio determination
There are two possibilities for the frequency ratio determination:
88
5.7. Frequency ratio determination
Polynomial: Both measurement traps are analysed individually. The measured free-
space cyclotron frequencies of both ion species in one trap are divided into parts
and each part is fitted with a polynomial to account for magnetic field drifts during
the measurement. The ratio between the two polynomials is then the frequency
ratio. This has the advantage that it can be applied for just one trap. Sudden
jumps for both ions can be taken into account by choosing the partition of the
data points accordingly.
Cancellation: Assuming the magnetic field ratio of the two measurement traps to be
constant, the cyclotron frequency ratio can be calculated for both positions and
traps together. Following the calculation in Sec. 2.3, the magnetic field cancels
out in the frequency ratio. It requires all three ions to live until the end of the
measurement.
A comparison of the two methods is given in Sec. 7.3, where the application was possible
due to the sufficiently long storage time of all three ions.
5.7.1 Polynomial method
In each trap, the cyclotron frequency of two different ions is alternately measured. The
magnetic field is a slowly varying function over time and as a result, the free-space
cyclotron frequency follows the same trend for both ions in one measurement trap. On
a time interval of a few hours, the varying magnetic field can be approximated by a
polynomial of low order. In principle, this is the same idea as interpolating the value of
one ion to the time of the other ion, with the advantage that trends are better described.
The magnetic field is thereby described by a simultaneous fit to both free-space cyclotron
frequencies of the two ions in one trap. Hereby, the parameters describing the polynomial
are common to both ions, the difference is an additional factor to one of the fitting
functions, which is the frequency ratio.
The data sets are divided into several parts, each consisting of about five data points
for both positions, see Fig. 5.11. Care is taken to ensure that no sudden frequency jumps
are included in any part. The parts for the different ions can be different in length, see
last division. During this measurement the stabilisation system of the magnet laboratory
was not yet optimised, leading to an unexpected increase in the cyclotron frequency.
Since it was optimised, no such jumps were measured anymore. The length of 5 point
was chosen as then the polynomial still describes the trend well, and, at the same time, is
not over-defined, while also taking short term trends in the magnetic field into account.
The cyclotron frequency is expected to decrease over time, as, due to the nature of
superconducting magnets, the magnetic field decreases [Str14]. The polynomial degree
of Eq. (5.28) is chosen to be three, as this also allows to account for short term changes
and thereby yields a more reliable ratio from the fit.
The timestamp of the determined cyclotron frequencies is taken from the time of the
first axial spectrum. As the time interval between the measurements of the frequencies
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Figure 5.11: Partition of the measured data points in trap 2 into parts. The filled and
empty circle correspond to different parts. Care is taken that a jump, as seen
inbetween the last two parts, does not lie within one group.
is constant, it does not matter which of the timestamps is taken. Therefore, the first
data point of the grouped analysis is at the same time than the joint analysis.
The simultaneous fit of two data sets with common parameters is achieved in Math-
ematica by using a two-dimensional fit routine. Therefore, an additional parameter is
added to the frequencies:




1 : for position 1
2 : for position 2
, (5.27)
where the positions are defined by configuration of the ions in the trap stack as shown
in Fig. 2.4.
The two fitting functions g1(t) and g2(t) for the frequencies in one trap of position 1
and position 2, respectively, can be expressed by:
g1(t) = at3 + bt2 + ct+ d
g2(t) = R ·
(
at3 + bt2 + ct+ d
)
, (5.28)
where a, b, c, and d are the fitting parameters with appropriate dimensions, such that






















Figure 5.12: Polynomial fit to a group of free-space cyclotron frequencies in trap 2. The
black dots are the joint analysis and the grey line is the corresponding fit,
the coloured dots and lines corresponds to the grouped analysis.




1 : for x = 0
0 : for x 6= 0 , (5.30)
the two functions g1(t) and g2(t) can be combined to the two-dimensional fit function
F (y, t) = δK [y − 1] · g1(t) + δK [y − 2] · g2(t) , (5.31)
depending on the position y and the time t. In this way the first term evaluates to 0 for
all data points from position 2 and vice versa.
In Fig. 5.12 a typical ratio fit from a measurement in trap 2 is shown. The black
data points and the grey fit correspond to the joint analysis, the coloured ones to the
grouped. The results for both analyses are given by:
Rjoint = 1.015880167867(46) (5.32)
Rgrouped = 1.015880167862(46) . (5.33)
In the case shown here, the difference between the grouped and the joint analysis is
only 10% of their uncertainty and while the uncertainties for both analyses are usually
similar, they are by chance identical here. Depending on how many data points are
discarded (see e.g. the missing second point in the second group for position 1) the joint
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and the grouped analysis for other parts can have larger differences, but never deviate
more than their uncertainty. For the final mass ratio determination, the filtered data is
taken.
5.7.2 Cancellation method
Assuming the ions loaded to be A - B - A, with the ions in trap 1, 2, and 3 for position 1
at time t1 and in traps 2, 3, and 4 for position 2 at time t2, the free-space cyclotron

















The frequency ratio R, assuming the magnetic field ratio Btrap2/Btrap3 to be constant





























This results in a value for the frequency ratio for every pnp-cycle. It is only applicable
if all three ions live long enough in the traps and that the first and last ion are of the
same species, with the middle ion being a different one. Additionally, the magnetic field
ratio needs to be constant on the level of the required uncertainty over the measurement
time of one pnp-cycle. With these limitations, the polynomial method was chosen for
the data presented in this thesis.
5.8 Mass difference calculation





, where the magnetic
field either cancels out or is described by the polynomial. For an identical charge state




The mass difference can then be expressed by using the frequency ratio:




(m1 · δR)2 + ((R− 1) · δm1)2 . (5.39)
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The precision of mass m1 needed for a certain precision in the determination of the other
mass or the mass difference, depends on the ratio R. In the case of the measurement
of the metastable state in Re, the frequency ratio leads to R − 1 ≈ 1 · 10−9, while the
uncertainty is determined to a level of δR ≈ 9 · 10−12. Therefore, in the calculation of
the mass difference, the mass uncertainty needs to be known only to δm1/m1 ≈ 10−3,
for it to become negligible.





= 187 · u− 29 ·me + Ebinding . (5.40)
The mass of the removed electrons only change the mass of the Re atom at the 10−6
level, the binding energy Ebinding well below that level. Therefore, it is sufficient to take
the neutral mass with the atomic mass unit u = 1.66053906660(50) · 10−27 kg [CD18],
while also ignoring its uncertainty. The uncertainty of the mass difference is then only
given by δ∆m = m1 · δR. For the Xe measurements, a mass difference of 1 u leads to
R − 1 > 8 · 10−3. Here, also the mass of the electrons and the binding energies have to




Xenon: Mass Measurements and
Binding Energy Determination
The Pentatrap experiment was set up to determine mass ratios to a relative uncertainty
of 10−11 and below for ions in the mid-heavy regime. In this mass region, only the mass
differences of a few isotopes have been determined to a precision of 10−10, among them Kr
and Xe [HRM13]. The first measurements at Pentatrap, mass difference and binding
energy measurements, were, therefore, performed on stable Xe isotopes to demonstrate
the design specification and to reach a relative frequency ratio uncertainty on the level
of a few 10−11.
Additionally, using Xe has the following advantages: Natural Xe gas consists of
several stable isotopes, which allows easily switching the isotope of interest and not
only perform one but several frequency ratio measurements without changing the ion
production. Determining the mass differences of a chain of isotopes with high precision,
as is demonstrated in this thesis by measuring the mass differences of five ion pairs,
is important as an input parameter for isotope shift measurements for contributions to
Dark Matter search [FGV18]. Furthermore, the Xe isotopes allow testing the production
of HCIs with various abundances, see Fig. 6.1, and set a lower limit for the transport
efficiency to the traps. Lastly, it serves as a back bone for the next version of the
Atomic-Mass Evaluation 2017 (AME2017, [Wan+17]), by linking other measurements
to the more precise mass measurements of Xe presented here.
In this chapter, two measurements with different physical background are presented.
In the first section, high-precision mass measurements of Xe isotope pairs are described.
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The free-space cyclotron frequency ratios of five pairs of Xe isotopes were thereby mea-
sured. Comparing the results thereby obtained for the mass differences of the ion pairs
to the values in the AME2017, all results agree within 1σ. The better-known mass dif-
ferences could be improved by at least a factor of 4, with the mass difference of the two
least known isotopes by even a factor of 1700.
In order to demonstrate the full potential of Pentatrap, the binding energy of the
37th electron in Xe was determined. While the mass differences in the AME2017 are
known to at least a factor of 4 less precise than the Pentatrap result, the uncertainty
of the theoretical calculations of the binding energy is on the same level as the uncer-
tainty of the measurement. A comparison of the result to theoretical calculations of
the binding energy, therefore, allows determining the accuracy achieved by Pentatrap.
Additionally, it is a proof-of-principle measurement of the electronic binding energy, for
example, for future tests of QED.
The results presented in this chapter will be published in [Ris+19].
6.1 Mass measurements
Five mass ratios were measured on six stable isotopes between 126Xe and 134Xe, see
Fig. 6.1, where arrows indicate the pairs. The frequency ratios R of the three pairs
between 129Xe and 134Xe were already measured with another Penning trap to a precision
δR ≈ 8 ·10−11 [HRM13], and serve as a test bench for the accuracy of Pentatrap. The
remaining two measurements were performed to improve the uncertainty of the mass of
126Xe, which so far is known to the lowest precision of all stable Xe isotopes [Wan+17].
The vast number of stable isotopes in Xe also allowed to test the efficiency of the ion
production and loading of a certain ion species when several are present in the EBIT and
the ejected ion bunch. With a gas bottle featuring the natural abundance, see Fig. 6.1,
attached to the EBIT, it was possible to load 128Xe ions into the Penning traps. The
lowest abundance limit for the efficient production and transport of the ions is therefore
about ≈ 2%. For the measurement of the ratio including 126Xe an enriched sample of
Xe was taken, where its abundance was increased to ≈ 2%.
The charge state of all ions in the measurement was q = 17+, which could easily be
produced in the DreEBIT. All electronic shells up to 4d are completely filled at q = 17+,
and no metastable states were detected, contrary to the measurements performed with
Re, see Chapter 7.
The Xe measurements were started with the pair 131Xe / 132Xe, since both have sim-
ilar abundances of 21.2% and 26.9.%, respectively. This allowed to easily transport and
load them into the Penning traps without a change of voltages applied in the beamline,
timings or even the current in the bender magnet. The complete beamline and the ion
transport were optimised for this ion pair and, due to the good transmittance, the same
settings could be used to also load all the other Xe isotopes. Finally, with the optimised
scripts, only three full measurements of this ion pair were taken. Additionally, as the






















































Figure 6.1: Top: Xe isotopes and their lifetime [MPG10] used in the measurements pre-
sented here. The magenta arrows indicate which mass ratios were determined.
The colours distinguish the decay modes of the isotopes: the black ones are
stable, the orange decays via an electron capture (EC) process and the blue
with a β−-decay. Bottom: Natural abundance of Xe isotopes [Lae+03].
For all measurements, the order of the sub measurements was: 1. Dip-measurement,
2. pre N -determination, 3. PnP-measurement and 4. post N -determination, as shown in
Fig. 4.4. During the Dip-measurement, first, a spectrum featuring a single dip for the ax-
ial frequency was saved, followed by spectra with double dips for both radial frequencies.
A second axial dip spectrum afterwards allows interpolating the axial frequency to the
time of the radial frequency measurements. This leads to a more precise determination
of the magnetron frequency.
For each determination of a mass ratio several measurements were performed, see the
summary in Tab. 6.1. In between measurements, new ions had to be loaded, as the ions
changed their charge state due to recombination during collisions with residual gas atoms
in the trap volume. The typical lifetime and, therefore, the duration of a measurement
was 14 h. The FFT window has a span of 5 kHz around the center of the resonator,
which corresponds to a voltage range applied to the ring electrode of V0 ± 0.8 V for a
132Xe17+ ion to have an axial frequency in this range. If the ion captures an electron,
the potential needs to be lowered by ∆V0 ≈ 3 V to put the ion back into the same FFT
range. Therefore, an ion at a lower charge state is not recorded anymore during the
measurement. When checking the trap content after the measurement was stopped due
to ion loss always revealed the ion in a lower charge state, making charge exchange the
dominant loss mechanism in the traps.
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Table 6.1: Overview of performed measurements for the five ion pairs and their statistical
uncertainty. The number of measurements # differs between the ion pairs,
depending on the charge exchange of the ions in the traps. The number of
determined frequency ratios is not correlated to the statistical uncertainty.
pnp-cycles # ratios
ions # trap 2 trap 3 trap 2 trap 3 sum δRstat
128Xe17+ 126Xe17+ 2 122 8 24 2 26 18 · 10−12
129Xe17+ 128Xe17+ 2 97 97 19 19 38 9 · 10−12
131Xe17+ 129Xe17+ 5 79 101 16 18 34 9 · 10−12
132Xe17+ 131Xe17+ 3 63 47 11 8 19 13 · 10−12
134Xe17+ 132Xe17+ 2 49 49 10 10 20 19 · 10−12
As can be seen in Tab. 6.1 the number of performed pnp-cycles of the ions is randomly
distributed. One pnp-cycle takes about half an hour to measure and thus also their
lifetimes in the trap is arbitrary. While for 131Xe / 129Xe five measurements were needed
to end up with a total of 34 ratio values, for 128Xe / 129Xe already two measurements
were sufficient to determine a total of 38 ratios.
From the general measurement setup several effects could influence the ratio of two
free-space cyclotron frequencies:
1. Magnetic field stability: In order to employ the cancellation method (see Sec.
5.7.2), the magnetic field ratio of the two measurement traps as a function of time
needs to be constant during the measurement of one pnp-cycle.
2. Reloading ions: After ions are lost, a new measurement is set up with new ions
and starting parameters, i.e. not noticed excess ions will be removed and the eigen-
frequencies newly determined during the preparation of the ions.
3. Ion order: The three ions can be loaded in two different orders: A - B - A or B - A
- B. This changes the field the middle ion experiences and a comparison between
the two orders can be used to investigate the ion-ion interaction.
In the following sections, these effects are investigated in more detail.
Magnetic field stability
Important for the application of the cancellation method for the determination of the
frequency ratio is a constant magnetic field ratio of both measurement traps. This
requires an as stable environment in the magnet laboratory as possible. If this is not the
case, the magnetic field changes shown in Fig. 6.2 for two measurement cycles, separated
by the gap in the measurement data, are obtained. Here, the filled/empty dots indicate
frequencies measured simultaneously, while the colours differentiate between the two ion

















































Figure 6.2: Top: The two plots for trap 2 and trap 3 show different free-space cyclotron
frequencies behaviours for one measurement run of both 131Xe (magenta)
and 132Xe (orange) ions due to a changing magnetic field. The empty/
filled dots indicate measurements performed simultaneously. Bottom: Cy-
clotron frequency ratios obtained with the polynomial method for trap 2 and
trap 3, the combined result of this measurement run and the result for all
three measurement runs of this ion pair are compared. The combined result
Rcomb = 1.0076325692053 is hereby set to zero. For details see text.
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lower values compared to the slow trend upwards in trap 3 (the ordinates for both trap 2
and 3 show roughly the same frequency range). Especially during the fast decrease in
trap 2 between 10 h-14 h, the magnetic field ratio of the two traps is expected to also
change during one pnp-cycle.
The effect of the magnetic field on the frequency ratio is demonstrated in the lower
plot. The ratios were determined with the polynomial method. Trap 2 and trap 3 lead
to ratios which differ by more than 1σ, but still agree within a 2σ range. While the final
frequency ratio obtained for both traps for this measurement lies in between (combined),
the total ratio of all three measurement runs of 131Xe and 132Xe tends slightly more to
the result from trap 3. This demonstrates the need for a stable environment in the
magnet laboratory. Additionally, the uncertainties of the free-space cyclotron frequency
in trap 3 of some points are larger by at least a factor of 2 compared to the rest, e.g. the
second frequency in cycle 2 of 132Xe. Here, sudden jumps or shifts in the magnetic field
can lead to a phase shift of up to ≈ pi, just below the unwrap principle. When averaging
the phases, this leads to a larger uncertainty. In the grouped analysis, these points are
removed by the first filter, see Sec. 5.6.1.
For all the Xe measurements, the environmental stabilisation system [Kro19] was not
yet optimised. Additionally, not many measurements were running for several cycles,
further limiting the applicability of the cancellation method. Therefore, the frequency
ratios were determined with the polynomial method, which allows to independently
analyse both traps.
Stability between measurements
Loading new ions for each measurement has the advantage that the starting conditions
are renewed. While great care is taken to ensure that only one single ion remains in
the trap by using the so-called magnetron clean noise (see Sec. 4.2), a finite possibility
remains for excess ions to still be present on a higher magnetron radius. To ensure
an empty trap for the next measurement, the traps can be cleaned by transporting all
ions into trap 5, which is independent of the ions magnetron radius or eigenfrequencies.
Thereby, the measurement traps are emptied of all remaining ions, while the ion content
of trap 5 also does not influence the measurement. Additionally, lowering the potential
on the bottom side of the trap also allows the ions to escape from trap 5 away from the
trap stack.
For the pair 129Xe / 131Xe in total five separate measurements were performed, each
resulting in at least two results for the frequency ratio. All ratios are shown in Fig. 6.3,
with each measurement separated by the dashed lines. Additionally, the data points are
sorted by traps per measurement, with filled data points corresponding to measurements
performed in trap 2, the empty ones to those in trap 3.
The plot in the middle shows the result for the mean ratio of each of the five mea-
surements. The result for the final ratio when including all five measurements is set
to zero. With a final uncertainty of δR/R = 9 · 10−12, all measurements agree within
1σ. As no large differences are observed between the single measurements, the cleaning
of the traps of excess ions is working sufficiently well. Furthermore, the measurements
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Figure 6.3: Cyclotron frequency ratios for 129Xe and 131Xe to investigate the stability over
several measurements. Top: The orange lines divide the separate measure-
ments, i.e. new ions were loaded. The blue bar shows the final result of all
ratios combined. The filled dots correspond to measurements in trap 2, the
empty ones to those in trap 3. Middle: Frequency ratios for the different
measurements. Bottom: Frequency ratios in trap 2 and trap 3.
were performed over the course of one week, mostly during the night. To this level of
precision, therefore, also external influences are not affecting the measurements.
The plot at the bottom compares the ratios obtained for the two measurement traps.
As the axial frequencies and the detection systems are different, effects arising from these
would also systematically shift the ratios. Again, no such obvious shift is visible, as the
two ratios are overlapping.
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Table 6.2: Masses of the Xe isotopes taken from the Atomic-Mass Evaluation 2017
[Wan+17]. The mass uncertainty for isotopes heavier than 128Xe is sufficient
to calculate the mass difference from the frequency ratio, while for the other
two isotopes the mass of m(129Xe) and the ratio R128−129 is used.
isotope mass uncertainty rel. uncertainty
µu µu
126Xe 125 904 297 4 3.2 · 10−8
128Xe 127 903 531.0 1.1 8.6 · 10−9
129Xe 128 904 780.859 0.006 4.7 · 10−11
131Xe 130 905 084.136 0.009 6.9 · 10−11
132Xe 131 904 155.087 0.006 4.6 · 10−11
134Xe 133 905 393.034 0.010 7.5 · 10−12
6.1.1 Ion order measurements
For each measurement, three ions are loaded, with the middle ion being a different species
than the other two of the same species. As only the middle ion is surrounded by two
ions, using the ion order A - B - A and B - A - B, allows investigating the effect of ions
in adjacent traps. The two measurements of 132Xe / 134Xe were, therefore, performed
in the two different ion orders.
In Fig. 6.4 the two measurements are displayed, with the filled dots corresponding
to the first measurement and the empty ones to the second. In the first measurement,
running for one full cycle, i.e. 25 pnp-cylces and therefore five ratio values for each
measurement trap, the ion order was 134Xe - 132Xe - 134Xe. The second measurement
with the ion order 132Xe - 134Xe - 132Xe ran for one pnp-cycle less, but still resulted in
five ratio values.
In the bottom plot, the two different results for the frequency ratios are shown. The
difference between the two values is R2 −R1 ≈ 4.1 · 10−12 and therefore a factor of ∼ 5
smaller than the uncertainties of the two results, δR1 ≈ δR2 ≈ 2 · 10−11. As expected
from Sec. 2.2.3, the effect of the ion-ion interaction can, therefore, be neglected.
6.1.2 Mass difference
The mass difference ∆m can be calculated according to Eq. (5.38). The required uncer-
tainty to which at least one of the two masses m1 or m2 needs to be known, depends on
the value of R−1. For the Xe masses R−1 ≤ 1.5 ·10−2 (for 126Xe / 128Xe) and in order






)2 + ((R− 1)︸ ︷︷ ︸
≤10−2
·δm1)2 , (6.1)
the uncertainty needs to be below δm1/m1 < 10−9.
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Figure 6.4: Cyclotron frequency ratios for 134Xe/132Xe mass measurements to investigate
the influence of the ion order. Top: The dashed orange line divides the
separate measurements and indicate the different orders of the ions in the
trap, where the first measurement had the ion order 134Xe - 132Xe - 134Xe
and the second 132Xe - 134Xe - 132Xe. The blue bar shows the final result of
all ratios combined. Bottom: Comparison of the frequency ratios for both
measurements.
The currently most precise values for the Xe masses are taken from the AME2017
and shown in Tab. 6.2. The relative uncertainty of the isotopes 129Xe and heavier are all
known precise enough for any mass difference to be calculated from the frequency ratio
including any of these isotopes. For the pair 126Xe / 128Xe, the uncertainty is insufficient
for both isotopes. Therefore, the ratio 128Xe / 129Xe is first used to determine the mass
of 128Xe to a better precision, with which then the mass of 126Xe can be calculated:














where the ratios R128−129 = m(129Xe)/m(128Xe) and R126−128 = m(128Xe)/m(126Xe)
were used.
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Table 6.3: Frequency ratios and mass differences for the Xe measurements determined with
Pentatrap. The last column states the improvement in precision compared
to the literature value from the AME2017 given in Tab. 6.2. The systematic
uncertainties are explained in Sec. 6.1.3.
ion pair cyclotron frequency ratio mass difference / u impr.
134Xe17+/132Xe17+ 1.015172982205(19)stat(8)sys 2.0012379454(25)stat(11)sys 4
132Xe17+/131Xe17+ 1.007632569193(13)stat(6)sys 0.9990709566(17)stat( 8)sys 6
131Xe17+/129Xe17+ 1.015518803388( 9)stat(8)sys 2.0003032735(12)stat(10)sys 7
129Xe17+/128Xe17+ 1.007828736895(10)stat(6)sys 1.0012501056(13)stat( 8)sys 740
128Xe17+/126Xe17+ 1.015880167834(18)stat(8)sys 1.9992333282(23)stat(10)sys 1700
The mass differences thereby obtained are stated in Tab. 6.3. Here, the results from
both the analysis performed with Mathematica (this work) and Python (Alexander
Rischka) are combined.
6.1.3 Systematic effects
Most of the shifts and systematic uncertainties are easily estimated and their uncertain-
ties are larger than the shift they produce in the ratio. Additionally, the systematic
effects are well below the statistical uncertainty of the frequency ratios and only their
uncertainties will be taken into account, while the ratio is not corrected.
The following list summarizes all systematic effects taken into account. Where num-
bers are given, the systematic effect was measured or could be calculated.
Shifts associated with the resonator: The position of the axial dip on the resonator
can shift the ratio due to different depths of the axial dip signal and the coil pulling
effect [Stu11]. The effect on the frequency ratio if one of the frequencies is detuned
by 20 Hz is
∆R20 Hz = 3(3) · 10−11 . (6.4)
During a measurement the difference in the axial frequency of the two ions is ∆νz ≤
0.1 Hz. Assuming a linear behaviour, the corresponding shift and its uncertainty
are, therefore,  10−11 for the measurements performed here and, additionally,
consistent with zero.
Polynomial fit: The length of the chosen groups as well as the degree of the polynomial
used in the fit affect the frequency ratio. While the length of the groups is set to
be around five and is adapted to the behaviour of the free-cyclotron frequency
(see Fig. 6.2 and Fig. 5.11), the order of the polynomial was varied to estimate its
effect. The difference in the ratio for a third and a second order polynomial fit
resulted in
R3rd −R2nd = 3.7 · 10−12 , (6.5)
while the uncertainty in both cases was around δR ≈ 1.2 · 10−11.
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Image charge shift: The image charge shift explained in Sec. 2.2.3 and discussed in
[Sch19] can be roughly and conservatively estimated by ∆RICS(∆m = 1u) ≈ 2.4 ·
10−12 and ∆RICS(∆m = 2u) ≈ 4.8 · 10−12 depending on the mass difference ∆m
of the two ions.
Ion-ion interaction Both the theoretical description (see Sec. 2.2.3) and the estima-
tion from the ion order measurement showed no effect of an ion in an adjacent
trap.
Relativistic shift: As described in Sec. 2.2.3, the relativistic mass increase leads to
a shift of < 1 · 10−12 for all ions heavier than carbon. For the frequency ratio,
only the difference of the shifts to both ions is of importance. As this difference
is also well below the shift of the free-space cyclotron frequency, this shift can be
neglected.
Higher-order electric field terms: The uncertainty in the determination of the tun-
ing ratio TR is δTR/TR ≈ 10−3, which leads to a higher order electric fiel term C4
being present in the trapping potential, with C4/C2 ≈ 5 · 10−3 [Rou12]. The effect
on the free-space cyclotron frequency can be calculated by the formulas derived in






ν+ − ν− ρ
2
+ , (6.6)
where all motions are assumed to be cooled, except the modified cyclotron motion.
This is excited during the PnP-measurement to ρ+ ≈ 10 µm, where it then probes
the C4 terms. The characteristic trap dimension d corresponds to d ≈ 1/C2.
For all the Xe measurements, this shifts results in ∆νc/νc ≈ 8 ·10−12. As described
in Sec. 2.3, only the difference in the shifts affects the ratio of the frequencies, which
in this case is  1 · 10−12.
Higher-order magnetic field terms: Higher-order magnetic field terms lead to a sys-
tematic uncertainty, which can be determined by a measurement. The effect on the
eigenfrequencies is explained in Sec. 2.2.2, while a possible measurement procedure
is given in Sec. 4.4.
In order to shift the ion’s position along the axial direction, offset voltages ±Uoff
are applied to the correction electrodes with opposite sign for the upper and lower
electrode. This adds a C1z-term to the trapping potential Φ and shifts the min-
imum position depending on the strength of the offset voltage. The cooled ion’s
position along the z-axis is then also shifted to a new minimum position znew of
the potential. At this position the probed magnetic field is
B = B0 +B1znew , (6.7)
and the free-space cyclotron frequency is determined in this magnetic field.
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Figure 6.5: Measured shift in the cyclotron frequency (magenta) depending on the offset
voltage Uoff to the correction electrodes. The positional shift (top abscissa)
can be determined by simulating the trap potential. The fit to determine the
B1 term is given in orange.
For each applied shift to the correction electrodes, the three eigenfrequencies are
determined with the dip or double-dip method. In order to calculate the mag-
netron and modified cyclotron frequency, the axial frequency, measured before and
after the radial frequencies, is interpolated to the time of the radial frequency de-
termination and also used for the calculation of the free-space cyclotron frequency.
The change of the free-space cyclotron frequency in trap 3 is shown in Fig. 6.5
depending on the applied offset voltage Uoff. In order to convert the applied volt-
age gradient into a shift in position, the potentials created by the electrodes are
simulated with COMSOL MultiphysicsTM. For each electrode, the created po-
tential in the trap center is simulated with 1 V applied, while the rest are at ground
potential. This allows scaling the single contributions of each electrode with the
applied potential in the measurement while adding them to receive the complete
potential of the trap. The resulting calibration of the abscissa is shown with a
second axis above the plot. A linear fit to the data points results in the magnetic
field gradients in the two measurement traps of:
Btrap 21 = 1.41(5)
µT
mm (6.8)





Table 6.4: Summary of systematic uncertainties of the ratio determination and the
quadratic sum of all shifts for both mass differences, ∆m = 1u and ∆m = 2u.
shift sys. uncertainty
resonator  10−11
Polynomial fit 4 · 10−12
ion in adjacent trap  10−12
image charge (∆m = 1u) ∼ 3 · 10−12
image charge (∆m = 2u) ∼ 5 · 10−12
relativistic shift < 1 · 10−12
Higher order Φ  1 · 10−12
B1 (∆m = 1u) 2 · 10−12
B1 (∆m = 2u) 4 · 10−12∑(∆m = 1u) 5.3 · 10−12∑(∆m = 2u) 7.5 · 10−12
When applying the offset voltages to the correction electrodes, not only a C1-term
appears in the trapping potential, but also higher-order terms, see calculation and
explanation in [Doo18]. In the presence of a Φ3 = C3V3 the axial frequency scales
quadratically with the applied Uoff. Scanning this offset voltage and determining
the axial frequency, already present C1 and C3 terms in the trapping potential can
be cancelled out, at which offset the axial frequency is at its minimum value. As
described above, the simulations can be used to convert this offset voltage of the
minimum axial frequency to a positional shift along the z-axis. Repeating this
measurement for ions with different charge-to-mass ratios, the shift of the position
due to already present C1 and C3 terms depending on the applied ring electrode
voltages can be determined.
With this measurement performed in [Doo18] for trap 2 and the strength of the
B1 determined above, the following shifts are obtained:
∆RB1(∆m = 1u) = 2 · 10−12 (6.10)
∆RB1(∆m = 2u) = 4 · 10−12 . (6.11)
While the measurements also probe magnetic field terms on the order of B2 and
higher, their effect can be neglected as they scale at least with the positional shift
squared. Additionally, such terms would also influence the fit in Fig. 6.5, where a
linear fit describes the data reasonably well.
In Tab. 6.4 all systematic shifts are summarized. The final sum is given in the two low-
est rows for a mass difference of ∆m = 1u and ∆m = 2u. The differences between the
systematic uncertainties arise mainly due to higher-order magnetic field terms and the
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Figure 6.6: Xe mass differences obtained by Pentatrap compared to AME2017. For the
comparison, the mass difference measured with Pentatrap ∆mPentatrap
was set to zero. In the left plot the uncertainties of the Pentatrap results
are smaller than the marker.
image charge shift, while the rest does not depend on the mass difference. For the cal-
culation of the mass differences the rounded values of the total systematic uncertainties
δRsys,1u = 6 · 10−12 and δRsys,2u = 8 · 10−12 are taken.
6.1.4 Comparison to AME2017
In Fig. 6.6 the mass differences obtained with Pentatrap are compared to the AME2017
values. For the comparison, the Pentatrap value was subtracted from both mass dif-
ferences, such that the Pentatrap results are shown at zero. Here, both the systematic
and statistical uncertainty were quadratically added together. All mass differences of
Pentatrap agree within 1σ with the AME2017 value. Due to the large differences of
the uncertainty of the AME2017 values, the plot is divided into two parts.
In the left plot, the mass differences involving the less-known isotopes 126Xe and
128Xe are shown. Due to the large uncertainty of the AME2017 values, the uncertainty
of the Pentatrap result is smaller than the width of the marker. As can be seen in Tab.
6.3, the uncertainty of these two measurement cases is on the same order as the other
mass differences shown in the right plot. The uncertainties of the two mass differences
could be improved by a factor of 740 and 1700 for 128Xe / 129Xe and 126Xe / 128Xe,
respectively.
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The plot on the right side allows to better compare the results of the AME2017 and
Pentatrap. The uncertainty of the Pentatrap result is at least a factor of 4 smaller.
The agreement between the AME2017 and the Pentatrap result demonstrates the good
and reliable performance of Pentatrap.
6.2 Binding energy of the 37th electron in Xe
The precision of the masses of the Xe isotopes is not high enough to perform a detailed
test of the accuracy reached at Pentatrap. Therefore, a measurement of the binding
energy of the 37th electron in 132Xe was performed by measuring the mass difference
of the ion in the charge states q = 17+ and q = 18+. The result is in agreement
with theoretical calculations of the binding energy of similar or better precision and
demonstrates the accuracy and precision of Pentatrap. This serves as a proof-of-
principle measurement for QED tests on HCIs.
The measurements of the binding energy were one of the first measurements to be
performed with Pentatrap. As at this time only one resonator was working sufficiently
well, all measurements were done in trap 2. In total, six measurement runs were per-
formed over the course of one week, resulting in 49 frequency ratio determinations, which
were analysed with the polynomial method. In comparison to the mass measurements,
15 instead of ten phases and axial spectra were saved during one pnp-cycle and the long
phase evolution tacc time was only 20 s instead of 40.05 s, see Sec. 4.3.2. The final result







= 1.058827929543(17)stat , (6.12)
shows that the same statistical uncertainty could be reached with this measurement
setup as compared to the mass measurements. This is also visible in Fig. 6.7 where all
measured ratios are shown. The scattering around their mean value extends to similar
ranges as for the mass measurements.
6.2.1 Systematic shifts
The difference in their charge-to-mass ratio is larger for ions in a different charge state,
but with the same mass, compared to ions in the same charge state, but with different
masses as in the case of the mass measurements. Only the systematic shifts discussed
in Sec. 6.1.3 for the mass difference measurements, which depend on the charge-to-mass
ratio, evaluate to different values in the analysis of the binding energy measurement:
Image charge shift: The image charge shift only depends on ∆m and is independent
of the charge state, see Eq. (2.33). Therefore, this shift is not applicable to the
binding energy measurement.
Higher-order magnetic field terms: The effect of the magnetic field term B1 de-
pends on the difference in the voltages applied to the ring electrode for both ions.
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Figure 6.7: All measured cyclotron-frequency ratios of 132Xe18+ / 132Xe17+. The blue bar
shows the final result of the mass difference. The dashed lines separate the
different measurement runs.
As this depends on the charge-to-mass ratio, the difference is larger compared to
the mass measurements, resulting also in a larger shift of the frequencies. The shift
in axial position for q = 17+ and q = 18+ was measured in [Doo18] and results in
a shift due to B1:
∆νc
νc
(q = 17+) = 4.30(19) · 10−10 , (6.13)
∆νc
νc
(q = 18+) = 3.89(20) · 10−10 . (6.14)
As described in Sec. 2.3, the shift on the frequency ratio depends on the difference
of the shifts to the free-space cyclotron frequencies. Therefore, the frequency ratio
needs to be corrected by:
Rcorr = Rmeas(1 + 4.1(2.8) · 10−11) . (6.15)
The uncertainty of the ratio shift is quadratically added to the overall systematic
uncertainty.
Higher-order electric field terms: While this shift depends on the charge-to-mass
ratio of the ions through the eigenfrequencies, the effect on the frequency ratio is
again negligible.
The final systematic uncertainty is then only given by the small uncertainty of the poly-
nomial method (4 · 10−12) and the uncertainty of the B1 shift. The corrected frequency
ratio results in:
REB, corr = 1.058827929585(17)stat(30)sys . (6.16)
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6.2.2 Calculation of the binding energy
The calculation of the binding energy, given in Eq. (1.4), for the Xe ions can be expressed
by:





















Due to the weighting of the ratio with the two charge states, 1718 ·R−1 ≈ 4.2·10−6, the
mass m(132Xe18+) needs to only be known better than δm/m < 10−5 for its uncertainty
to be negligible. The mass of m(132Xe18+) can be expressed as
m(132Xe18+) = m(132Xe)− 18 ·me + Ebind(18e−) , (6.19)
where m(132Xe) is the mass of the neutral Xe isotope and Ebind(18e−) the binding energy
of the removed 18 electrons. The effect of the mass of 18 electrons in a Xe atom is on
the order of 18me/m(132Xe18+) ≈ 8 · 10−5 and, therefore, needs to be considered, while
the binding energy (Ebind(18e−) ≈ 4 keV [Kra+]) can be ignored, as it only affects the
neutral mass on the level of ≈ 3 · 10−8.
The frequency ratio of 132Xe17+ and 132Xe18+ leads to the binding energy of the 37th
electron:
∆EB = 432.4(1.3)stat(3.4)sys eV . (6.20)
Presently, there is no experimental value of this binding energy known to which
the result obtained with Pentatrap could be compared. In order to demonstrate
the accuracy of the measurement, the binding energy is calculated by theory. This is
performed with the multi-configuration Dirac-Hartree-Fock (MCDHF) method [Gra79;
DMO71] to account for relativistic corrections, such as the Breit correction, due to the
high nuclear charge. At these low charge states, the QED corrections only amount to
≈ 20 meV [Har19] and cannot be resolved within the current experimental precision.
Still, the two independently obtained theory values agree within the uncertainties with
the result from Pentatrap:
∆Eprelim.Theo1 = 432.9 eV [Ind19]
∆ETheo2 = 435.1(3) eV [Har19]
∆EPentatrap = 432.4(1.3)stat(3.4)sys eV . (6.21)
The first theory value and its uncertainty is still under investigations. The uncertainty
is expected to be δ∆E ≈ 3 eV [Ind19].
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While the contributions of the QED corrections to the binding energy, in this case,
are too small, it can still be seen as a proof-of-principle measurement for the test of many-
electron atomic structure theories. As the QED contributions increase with increasing
charge state of the ions, very highly charged ions, e.g. hydrogen-like systems, can be
used in future measurements of electron binding energies. An uncertainty of the binding
energies on the order of ≈ eV allows then to perform stringent tests of bound-state QED
in the strong electromagnetic fields of nuclei [Ha¨f+00].
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7
Rhenium: Discovery of Metastable
States
Measurements in Re were started in order to determine the Q-value of the β-decay in
187Re to its daughter nuclide 187Os. The chosen charge state was q = 29+ as this
corresponds to a closed electronic shell in Re and just one electron in the outer shell in
Os. Such ions can be more selectively charge bred in an EBIT as opening up a closed
shell corresponds to a large increase in ionization energy. Furthermore, the binding
energy can be calculated more easily for a closed shell. First measurements resulted in
two different values for the free-space cyclotron frequency ratio of these ions, which led
to a more thorough investigation.
The measurements of 187Re29+ / 187Re29+ resulted again in two values of the ratio.
The first is unity, which is expected when weighing two ions of the same species against
each other. The second differed on the level of 10−9, which corresponds to a mass
difference of ≈ 200 eV/c2. An identification as an excited electronic state in one of the
Re ions leading to the larger mass, was possible with Flexible Atomic Code (FAC)
calculations [Gu08; Bek19]. As a consistency check, also 187Os30+ ions were investigated,
which feature the same electronic configuration as 187Re29+. Also here a metastable
electronic state with an excitation energy of ≈ 207 eV was found.
More thorough calculations of this metastable, excited state confirmed the experi-
mental result. Furthermore, with a (preliminary) theoretical lifetime of ∼ 200 d [Ind19]
and a linewidth of 5 · 10−8 Hz, it is challenging to characterize this transition by narrow-
linewidth laser spectroscopy. Both states were the first long-lived metastable electronic
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states to be directly identified with Penning-trap mass spectrometry. This opens up
the possibility to use Penning-trap mass spectrometry to confirm and detect metastable
states in HCIs, which could be used for a new generation of clocks. Furthermore, as only
few transitions are known in HCIs, more measurements could lead to an advancement
in theoretical models in this energy region.
7.1 Electronic structure of HCIs
When filling the shells of neutral atoms, the electrons always fill the shells with the
lowest energy first. For hydrogen and hydrogen-like ions, the level structure follows the
so-called Coulomb ordering. A non-relativistic calculation leads to the shells or orbitals
with the lowest principle quantum number n to be occupied first, followed by the sub-
shells ordered according to their azimuthal quantum number l. This leads to the ordering
of
Coulomb ordering: 1s2 2s2 2p6 3s2 3p6 3d10 4s2 4p6 4d10 4f14 ... , (7.1)
with s, p, d, f corresponding to l = 0, 1, 2, 3.
This ordering changes for atoms and especially for lowly charged ions. For example,
following the explanation given in [QV14], K+ has all shells filled up to 3p. Following
the Coulomb ordering, the final electron for neutral potassium would be in the 3d shell,
while in reality the 4s shell is filled. This change arises from the interaction of multiple
electrons in the shell. While electron e−1 changes the electric field for electron e−2 and
vice versa, the inner shell electrons also screen the electric field of the nucleus for outer
electrons. Thereby, orbitals with a smaller effective radius are energetically preferred.
The ordering of the energy levels in the periodic table is, therefore, different from the
Coulomb ordering and follows the n + l rule, leading to the Madelung ordering. First,
the orbitals with the lowest n+ l are filled, where, for the same n+ l, the shell with the
lowest n is favoured. This leads to the ordering:
Madelung ordering: 1s2 2s2 2p6 3s2 3p6 4s2 3d10 4p6 5s2 4d10 5p6... . (7.2)
For heavy highly charged ions the screening effect of the inner shell electrons is
minimised. Thereby, at a certain point in the isoelectronic sequence (same number of
electrons, but different elements) the ordering is expected to return to the Coulomb
ordering when increasing the charge state. For the isoelectronic sequence of K (Z = 19),
this is the case for Sc2+, where the 3d shell is filled before the 4s. The change in the
ordering leads to a level crossing at certain charge states for specific levels [Ber+12].
The level crossings up to the shell ∼5f are shown in Fig. 7.1.
7.1.1 Electronic configuration of 187Re29+
In 187Re29+ the shells are filled following the Coulomb ordering and all shells up to 4d are
filled [Kra+], see magenta coloured levels in Fig. 7.1. The lowest-lying excited state can
then be found in the next higher-energetic orbital which would be filled when going to
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Figure 7.1: Level crossings in HCIs occur when the ordering of the electronic shells changes
from the Madelung ordering in neutral atoms to the Coulomb ordering in
hydrogen-like ions due to the screening effect of inner shell electrons. The
magenta coloured levels indicate the shells filled, the blue arrows the level
crossing of interest in Re29+. Based on [Ber+12].
q = 28+. Looking at the isoelectronic sequence of Ag (Z = 47, the number of remaining
electrons as in 187Re28+), the level crossing is found between Pm14+, whose outer shell
is the 5s, and Sm15+, where the valence electron occupies the 4f shell. Therefore, the
lowest-lying excited state in 187Re29+ can be found in the 4f shell [Kra+]. The blue
levels show this level crossing in Fig. 7.1.
As described above, the electronic configuration of 187Re29+ ends at 4d10:[
187Re29+
]
= [Kr] 4d10 = 1s2 2s2 2p6 3s2 3p6 3d10 4s2 4p6 4d10 . (7.3)
Prerequisite for a mass measurement of an ion in a metastable state is a sufficiently
long lifetime of the excited state. In order to achieve high enough statistics, the excited
state needs to be present for at least several hours. Calculations using FAC reveal a vast
majority of high-energetic levels, of which most decay immediately back to a lower-lying
state [Bek19]. The long-lived state was found in the electronic configuration[
187Re29+
]∗
= [Kr] 4d9 4f1 . (7.4)
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7.1.2 Excited states in an EBIT
Inelastic collisions between high-energetic electrons of the electron beam and the target
atoms or ions can lead to the excitation of bound electrons into open shells close to the
ground state [QV14]. This process, called electron-impact excitation, does not change
the charge state of the ions:








]∗ decays back to the ground state while emitting energy in the
form of radiation, hν. The type of transition between the excited state and ground state
depends on the quantum numbers of the two states. For example, in an electric dipole
(E1) transition, the difference in total angular momentum of the involved states needs
to be ∆j ≤ 1 to account for the angular momentum of the emitted or absorbed photon
during the transition.
In general, electronic transitions in atoms can be characterized by the transition
matrix, which reflects the parity of the involved states and defines the transition proba-
bility. If the transition matrix vanishes in dipole approximation, i.e. the electric dipole
transition is forbidden by symmetry considerations, it can only be excited or de-excited
via higher-order multipole transitions, e.g. magnetic dipole (M1), electric quadrupole
(E2), and so on. Since the transition rate of such transitions is suppressed by many
orders of magnitude compared to multipole transitions of lower order [CCS51], excited
electronic states which can only de-excite via a higher-order multipole transition feature
long lifetimes.
The excited state in 187Re29+ has a total angular momentum of j = 5 and can,
therefore, only decay back to the ground state (j = 0) via an E5 transition with a long
lifetime of around 200 d [Ind19]. This corresponds to a small linewidth of 5 · 10−8 Hz.
The effects of hyperfine quenching [IPM89] and magnetic quenching [BSO03] lead to
a mixing of the energy levels and a possible smaller lifetime. While these effects are
currently being investigated [Ind19], the measurements performed with this metastable
state still allows determining a lower limit of the lifetime.
7.2 Performed measurements
Compared to the Xe measurements in the previous chapter, a few changes to the exper-
imental setup and the measurement scheme were made:
Stabilization system: The level of liquid helium, the pressure in the magnet bore,
as well as the temperature in the lab, were stabilized. Thus, magnetic field drifts
present during some of the Xe measurements, as shown in Fig. 6.2, were reduced for
the measurements with Re and exhibit nearly the same trend for both measurement




Magnetron frequency determination: The magnetron frequency was only deter-
mined during the preparation of the ions. The missing value for it can be treated as
an unknown shift in the free-space cyclotron frequency ratio. As described in Sec.
2.3, only the difference in the shifts of both cyclotron frequencies is of importance
to the ratio determination. As the mass difference between the metastable and the
ground state is on the order of 10−9, and the magnetron frequency is identical for
both ion species to the precision to which it could be determined, the effect on the
ratio can be neglected.
Loading specific ions: The small mass difference is only detectable during the phase
measurement of the modified cyclotron frequency. It cannot be determined which
ion is loaded before the data is analysed. This led to several measurements per-
formed with three identical ions and, thus, the desired order of ions (metastable
- ground - metastable or vice versa) could not be met regularly. The number of
measurements needed to reach a certain precision is therefore considerably larger
than in the case where the ion order can be regulated.
Systematic shifts: On the other hand, all settings, i.e. voltages and rf -pulses, are the
same for ions in the ground and the metastable state. Therefore, any systematics
leading to an absolute shift in the ratio would need to be on the order of > 10−3
to be relevant for a relative mass difference of ∆m/m ≈ 10−9. No such shift
depending on the mass difference exists.
In Tab. 7.1 an overview over all measurements for which the ions’ electronic state
could be identified is shown together with the rough results (ratio is 1 or 6= 1). G is used
to denote the ground state and M the metastable state. The number of measurements
corresponds to a continuous measurement campaign of either using only 187Re29+ or
measuring 187Re29+ against 187Os29+. In total, 18 measurements of the metastable state
using only 187Re29+ were performed. The 9 measurements not listed in Tab. 7.1 were
either performed with three identical ions or the ion lifetime in the trap was too short
and no identification was possible.
For the production rate of the metastable and the ground state, the number of ions
produced in the respective state can be investigated. Out of the 26 ions which could
unambiguously be identified in the measurements as listed in Tab. 7.1, 14 are in the
metastable state and 12 in the ground state. Even with this relatively low statistics, the
production probability of the metastable state is about 50%.
The idea behind the identification of the excited state is shown in Fig. 7.2. Three
ions are loaded into the three traps, trap 2, 3, and 4, and their free-space cyclotron
frequency is alternately measured in the two measurement traps, trap 2 and trap 3. In
trap 3, the fit to determine the frequency ratio with the polynomial method (see Sec.
5.7.1) shows that the magenta and orange ions are the same species. The polynomials
for both ions are overlapping within the measurement uncertainty. For this example,
the frequency ratio is determined to:
Rtrap 3 − 1 = 2.5(6.9) · 10−11 (7.6)
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Table 7.1: Summary of all measurements performed using only 187Re29+ ions. The number
of the measurement # corresponds to the number in a series of measurements,
not exclusively using only 187Re29+. Only the measurements are listed for which
an identification of the ions’ electronic state was possible. The rough results
of the frequency ratio in the two traps is denoted by 1 or 6= 1. The state
of the three ions is either G for the ground state and M for metastable. The
number of pnp-cycles in both traps depend on the lifetime of the ions and is
correlated with the number of frequency ratios which could be determined with
the polynomial method.
ratio in state of pnp-cycles in # ratios
# trap 2 trap 3 ion 1 ion 2 ion 3 trap 2 trap 3 trap 2 trap 3
6 1 6= 1 G G M 3 2 - -
7 6= 1 1 G M M 7 7 1 1
8 6= 1 6= 1 M G M 13 13 3 3
9 6= 1 1 M G G 12 12 3 3
10 6= 1 1 G M M 3 3 - -
26 6= 1 6= 1 M G M 11 14 2 3
28 6= 1 6= 1 M G M 72 100 14 20
29 6= 1 6= 1 G M G 15 4 3 1
30 ? 6= 1 ? M G - 5 - 1
and is therefore consistent with unity within its uncertainty.
In trap 2 the blue ion has a larger mass, as its free-space cyclotron frequency is
lower. It is, therefore, in the metastable state and the other ions are in the ground state.
The difference in the frequency between the two polynomials is ≈ 17 mHz and the ratio
results in
Rtrap 2 − 1 = 115.0(3.5) · 10−11 . (7.7)
With that discrepancy in the determined frequency ratios of two orders of magnitude,
an accidental wrong assignment of the ions’ electronic state is unlikely.
7.3 Data analysis
For the Xe measurements, the applicability of the cancellation method (see Sec. 5.7.2)
was mainly limited by the stabilisation system of the magnet laboratory and the ion
lifetime in the trap. In the case of the metastable against the ground state, the fact that
the ions are loaded randomly further limits its applicability. Only two configurations of
ions in the traps (ground - metastable - ground or metastable - ground - metastable) are
usable for the cancellation method. With a production probability of ≈ 50% of the ion
being in the ground or the metastable state, the two configurations appear statistically





























































Figure 7.2: Identification of the electronic state of the ions. Left: Penning traps with the
order of loaded ions. Top: Determination of the frequency ratio of the two
ions in trap 2, identifying the blue ion to be heavier, i.e. in the metastable
state, and the orange one to be in the ground state. Bottom: In trap 3 the
polynomials overlap, indicating that the ions are in the same state, in this case
the ground state.
number of data points, which can be analysed with the polynomial method, is higher
as all of the ion configurations featuring both electronic states are included (ground -
ground - ground or metastable - metastable - metastable are discarded).
Measurement 28 was executed for nearly three complete measurement cycles for
ions in the desired order before the uppermost ion was lost after 72 pnp-cycles. The
behaviour of the free-space cyclotron frequency during the measurement is shown in
Fig. 7.3. The magenta data points correspond to the metastable state, the blue to the
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Figure 7.3: Free-space cyclotron frequencies in both measurement traps for 187Re29+ ions
in measurement 28 recorded over three cycles, see Tab. 7.1. The increase in
room temperature during the third cycle after ∼ 25 h leads to a different trend
in trap 2 for the frequencies. The fourth measurement cycle in trap 3, listed
in Tab. 7.1, is not shown since the uppermost ion was lost
ground state. The empty circles and the filled circles indicate frequencies which were
determined simultaneously. Compared to Fig. 6.2, the trend in the magnetic field is
identical for both traps for the first two cycles (cycles are separated by a gap in the
measurement run, at which time an N -determination measurement was performed). In
the third cycle, the temperature in the magnet laboratory, as well as the pressure in
the magnet’s bore, was increasing, leading to a slightly different trend in trap 2. For a
discussion of this effect, see [Kro19].
Due to the sufficiently long lifetime of the ions in the traps, this measurement can
be used to compare the cancellation to the polynomial method. In Fig. 7.4 the results of
both methods are shown. For the cancellation method, one frequency ratio is determined
for each pnp-cycle (top). In the polynomial method (bottom) about five pnp-cycles for
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Figure 7.4: Comparison of the cancellation (top) and polynomial method (middle). The
uncertainty of each ratio in the cancellation is a factor of ∼ 2 larger than those
of the polynomial method. Bottom: As 5 times more ratios are obtained in
the cancellation method compared to the polynomial, both methods lead to
similar final uncertainties.
each trap are used for one frequency ratio fit, which results in a factor of five less
frequency ratios. The uncertainty of each frequency ratio in the cancellation method is
a factor of ∼ 2 worse than that for the polynomial method. However, due to the high
number of data points, the overall uncertainties are nearly the same:
Rpoly = 1.000000001158(11) (7.8)
Rcancel = 1.000000001166(13) . (7.9)
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Both methods agree within 1σ, which is shown in the lowest plot.
The effect of the change in magnetic field trend in trap 2 might be mimicked both
in the cancellation as well in the polynomial ratios, as the values decrease over the last
cycle. In the polynomial plot, the two values for the cyclotron frequency ratio determined
at the same time correspond to the two values obtained in trap 2 and trap 3. If the
changing magnetic field was the cause for the downward trend, the values for both traps
would substantially differ in this region. Since this is not observed, a slowly changing
magnetic field does not limit the application of the cancellation method.
For this relatively large number of data points the uncertainty resulting from the
cancellation method is still larger than for the polynomial method. While the uncer-
tainty might still be improved in even longer measurements, in the case of 187Re29+ the
polynomial method is preferred. It has the advantage of a smaller uncertainty as well as
wider applicability to the data measured here, as it does not require a certain order of
the ions.
7.4 Systematic effects
With the relative mass difference on the order of ∆m/m ≈ 10−9 for the ions in the
ground and the metastable state, only a difference in the phase of the modified cyclotron
frequency can be measured. Both the axial and the magnetron frequency are determined
less precise and are, therefore, identical for both ion states. This leads to the fact that
also all voltages and rf -fields, whether it be amplitude or frequency, are the same.
As shown in Sec. 2.3, a systematic effect shifts the frequency ratio only by the relative
change in the two cyclotron frequencies. In order to change the ratio significantly, one
of the two free-space cyclotron frequencies would need to be shifted by ∆νc > 10−3 Hz
with respect to the other frequency. The only effect contributing on this level is a wrong
determination of the full number of revolutions N of the phase. A change of ∆N = ±1
results in a shift of the cyclotron frequency on the order of 1/tacc ≈ 0.025 Hz. While the
relative shift, ∆νc/νc ≈ 1.5 · 10−9, is on the same level as the effect of the metastable
state, it is larger by ≈ 4 · 10−10. This makes the misinterpretation of a wrong N as the
metastable state impossible. Due to the large discrepancy, a wrong N would be easily
identified and corrected, also eliminating this effect.
The only systematic effect of interest is the one arising from the polynomial fit. Here,
measurement 28 was analysed with polynomials of degrees two, three, and four. The
differences in the final frequency ratios to are:∣∣∣R2nd −R3rd∣∣∣ = 2.6 · 10−12 and∣∣∣R4th −R3rd∣∣∣ = 0.6 · 10−12 , (7.10)
while all resulted in a statistical uncertainty of the ratio of δR = 9 · 10−12.
Taking the difference between the second and third order polynomial as a systematic
uncertainty leads to an overestimation of that uncertainty. The second-order polynomial
might just not be sufficient to describe the magnetic field trends. This is evident, as the
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Figure 7.5: All cyclotron frequency ratios obtained with the polynomial method of the
excited to the ground state in 187Re29+. The dashed lines divide the different
measurement runs listed in Tab. 7.1, except measurement 6 and 10, where no
ratio could be calculated due to the short lifetime of the ions in the trap.
difference between the third and the fourth order ratio is a factor of five less and thus
both describe the behaviour equally well.
Two of the main systematic shifts for the Xe measurement arose due to the B1-term
and the image charge shift. Both depend on the mass difference of the two ions. For a
relative mass difference of 10−9, both shifts are negligible. The systematic uncertainties
can, therefore, be neglected in the measurement of the metastable and the ground state.
7.5 Energy of the metastable state
7.5.1 Experimental result
In Fig. 7.5, all free-space cyclotron frequency ratios of the metastable state to the ground
state determined with the polynomial method are shown. The dashed lines separate the
different measurements as listed in Tab. 7.1. No drift or systematic deviation between the
measurements is observed. Due to the short ion lifetime, no ratio could be determined
from measurements 6 and 10.
An additional statistical uncertainty comes from the two independent analyses per-
formed on the data and is on the order of δR/R ≈ 4 · 10−12. The frequency ratio results
in:
RRefinal = 1.0000000011608(92) (7.11)
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As mentioned at the beginning of the chapter, the metastable state was found during
the determination of the Q-value of the β-decay in 187Re to 187Os. Os has one proton
more, such that 187Os30+ shares the same electronic configuration as 187Re29+. As a
consistency check, the same metastable state was identified in measurements using only
187Os30+ ions. Due to a generally lower production rate of Os ions in the DreEBIT, the
statistical uncertainty is a factor 3 less precise than for Re:
ROsfinal = 1.0000000011760(270) . (7.12)
From these two values, the mass and thereby also the energy difference of the two
metastable states can be calculated according to Eq. (5.38). In the calculation of the
uncertainty of the mass difference,
δ(∆m) =
√
(mground · δR)2 , (7.13)
the mass uncertainty of the ground state can be neglected. As described in Sec. 5.8, this
is suppressed by R − 1 and needs to be known only to a level of δm/m ≈ 10−3 such
that its uncertainty is insignificant. Therefore, it is sufficient to use the literature value
of the mass [Wan+17] without any uncertainty for both cases. The mass differences for
the metastable states in Re and Os are:
∆ERe = 202.2(1.6) eV
∆EOs = 207(3) eV . (7.14)
The difference in the energies can be explained by the different nuclear charge. As
the energy of the electrons in the electric potential of the nucleus roughly scales with Z2,
the lower energy of the metastable state in Re (Z = 75) is explained by the additional
proton in Os (Z = 76).
7.5.2 Comparison with theory
Theoretical predictions of transition energies in HCIs with multiple vacancies in semi-
filled shells have to consider not only electronic correlations but also strong relativistic
and sizeable QED contributions [Koz+18]. For a comparison of the experimental value,
two different theory groups calculated the energy level independently using different
approaches and codes.
The first theoretical description employs the multi-configuration Dirac-Fock method
(MCDF, see e.g. [IPM89; Ind19]). The second calculation is done with Quanty, a many-
body script langauge (QUANTY, [Hav16]). This program is based on the theory of
core-level spectroscopy, which was developed in the field of condensed matter physics.
These two results for the energy of the metastable state in 187Re29+ are:
∆EQUANTY = 203.95(0.35) eV [BH19]
∆EMCDF = 202.1(2.7) eV [Ind19] . (7.15)
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Figure 7.6: Comparison of the experimental result to the values obtained by theory for
the metastable state in 187Re29+. The theoretical values are from QUANTY
(orange) [BH19] and MCDF calculations (magneta) [Ind19]. All values are in
agreement.
A comparison between both calculations and the experimental result is given in Fig.
7.6. All values are in agreement with the experimental value. This identifies the higher
mass as an excited state and demonstrates the applicability of Pentatrap to detect
electronic metastable states.
A preliminary calculation of the metastable stable state in 187Os30+ resulted in
EOsQUANTY = 207.11 eV [BH19]. Again, this is in agreement with the experimental value,
∆EOs = 207(3) eV.
The (preliminary) theoretical lifetime of the excited state in 187Re29+ is ∼ 200 d
[Ind19]. No decay of the metastable state in the traps was determined, which would
be indicated by a change in the ratio from R ≈ 1 + 10−9 to R = 1. The longest-
lived ion in a metastable state was measured for 4 cycles and thereby in the trap for
∼ 48 h. This corresponds to an upper limit of the linewidth of 6 · 10−6 Hz, which is
challenging to characterize with narrow-linewidth spectroscopy lasers [Koz+18]. The
measurements presented here are the first direct determination of such metastable states
in a HCI. Penning-trap mass spectrometry can, therefore, be used to identify possible
clock transitions in highly charged ions with a wavelength λ < 300 nm in the future (for





The high-precision Penning-trap mass spectrometer Pentatrap is now fully functional
and commissioned. In the course of this thesis, contributions were made to the redesign
of the cryogenic insert as described in [Ris18], to a new detection system, and to an
EBIT for the production of highly charged Ho ions. Furthermore, some of the first high-
precision measurements including measurements on highly charged Xe and Re ions were
performed. The discussed measurements in this thesis illustrate the versatile applications
of Pentatrap:
Xe masses: The mass differences of certain Xe isotopes were among the previously
most precise known in the mid-heavy regime [Wan+17; HRM13]. The first mass
difference measurements with Pentatrap were, therefore, performed with five
stable Xe ions between 126Xe17+ and 134Xe17+. The results obtained with Pen-
tatrap agree within 1σ with the AME2017. Furthermore, the uncertainty of the
mass differences of all measured Xe isotopes could be improved by at least a factor
of 4, with the least known mass difference of 126Xe to 128Xe even by a factor of
1700.
Binding energy in Xe ions: As a second measurement the binding energy of the 37th
electron in 132Xe was determined by measuring the mass difference of 132Xe17+ and
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132Xe18+. The result of Pentatrap is in good agreement with theory values:
∆Eprelim.Theo1 = 432.9 eV [Ind19]
∆ETheo2 = 435.1(3) eV [Har19]
∆EPentatrap = 432.4(1.3)stat(3.4)sys eV ,
where the uncertainty of the first value is still under investigation, but is currently
expected to be about 3 eV [Ind19]. While QED corrections do not play an impor-
tant role at this low charge state, this proof-of-principle measurement paves the
way to perform stringent tests of QED in even higher charged ions in the future.
Metastable states in Re: Measurements including 187Re29+ ions were started to de-
termine the Q-value of the β-decay of Re to Os, see next item. As thereby two
different values of the mass difference were determined, separate measurements us-
ing only 187Re29+ revealed two ratios, either R = 1 or RRefinal = 1+1.1608(92) ·10−9.
This was attributed to a metastable state in 187Re29+ and allowed the first direct
identification of a long-lived electronic state in HCIs by measuring mass differ-
ences. A detection of another metastable state in 187Os30+, which features the
same electronic configuration, confirms the measurement.
The energy of the excited state agrees well within its uncertainty to theory calcu-
lations:
∆EQUANTY = 203.95(0.35) eV [BH19]
∆EMCDF = 202.1(2.7) eV [Ind19]
∆EPentatrap = 202.2(1.6) eV .
The performed measurements of the metastable states in Re and Os expand the
future application of Penning-trap mass spectrometry (PTMS) to also include the
determination of electronic excited states and their lifetime.
β-decay in Re: The measurements of the Q-value of the β-decay in Re were only briefly
mentioned in this thesis as they were paused in favour of continuing the investiga-
tions of the metastable state in highly charged Re. Due to this metastable state,
two free-space cyclotron frequency ratios of 187Re29+ and 187Os29+ were measured:
Rβ,1 = 1 + 1.3886(15) · 10−8
Rβ,2 = 1 + 1.5024(12) · 10−8 ,
where the larger uncertainty of both results comes from a smaller number of mea-
surements compared to the metastable state measurements. For the determination
of the Q-value,
Q = m(187Re29+) (Rβ − 1) + ∆EB , (8.1)
the binding energy difference ∆EB of the 29 missing electrons in Re and Os needs
to be calculated. This calculation is still ongoing and especially its uncertainty is
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not yet quantified. Assuming the smaller ratio Rβ,1 to correspond to Re in the
ground state and with a first preliminary value of ∆EB = 59.2 eV [BH19], the
Q-value is determined to:
Qprelim.1 = 2477.4(2.9)exp eV (8.2)
with the theoretical uncertainty missing. This Q-value agrees with the value ob-
tained by PTMS with Shiptrap (Q = 2490(30)(15) eV), but only within 3σ with
cryogenic microcalorimeters (Q = 2466.7(1.6) eV) [Nes+14]. At Pentatrap, fur-
ther measurements are planned to improve the statistical uncertainty of theQ-value
obtained with PTMS.
The systematic uncertainty of the latter two measurements is vastly reduced as all set-
tings in the measurements are identical. Any other measurement, where the charge-to-
mass ratio of the two ions is different by at least 1 e/u, the higher-order magnetic field
terms and the image charge effect are limiting the systematic uncertainty.
The higher-order magnetic field terms, especially a spatial gradient B1, affect the
eigenfrequencies of the ions as different trapping potentials lead to a different position in
the trap. These can be overcome in the future using a resonator with a tunable resonance
frequency by attaching a high-Q capacitance, as explained in [Wei19].
The second limiting systematic effect is the image charge effect. This can be de-
termined to the required precision by simulations of the Penning traps at Pentatrap
[Sch+19a]. As this shift scales with the mass difference of the ions involved, it is drasti-
cally reduced by performing measurements of e.g. the binding energy or the excitation
energies of metastable electronic states.
Future improvements of the cryogenic setup include a new trap tower and a cryogenic
valve. As explained in Sec. 4.2, the holder structure of the current trap tower is at ground
potential. While it is possible to load ions into the traps, the efficiency might be improved
when removing this potential barrier. Therefore, a new trap tower is currently set up,
which also features more split electrodes to be more flexible when applying rf -signals to
the ion in the trap.
The lifetime of the ions in the trap is currently limited by charge exchange with
residual gas atoms. Including a cryogenic valve between the trap and beamline vacuum
as described in [Ris18], will allow closing the trap vacuum during the measurements
and opening it to the beamline vacuum when new ions need to be loaded. Hereby, an
improvement in the vacuum is expected and, thus, also in the storage time of the ions
in the traps.
Before implementing these improvments to the experimental setup and also with the
limitation of the above mentioned systematic shifts, several measurement ideas can be
accomplished by using two ions with nearly identical charge-to-mass ratio:
Q-value determinations: In addition to the ongoing investigations of the β-decay in
Re also measurements of the Q-value of the electron capture process in Ho are
planned. As the sample size is only on the order of 1014 atoms, a new EBIT was
set up to efficiently produce ions from such small samples. With the connection
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of this EBIT to the Pentatrap beamline, one of the next planned measurements
is the mass difference of Ho and Dy. To that end, preliminary studies of the
efficient production of ions have been performed with the HC-EBIT in the context
of this thesis. Depending on the chosen charge state, also metastable states will be
produced for one or both ions. Theoretical calculations are currently performed
[Ko¨n19] to find an optimal charge state, where either no metastable states or only
those with a short lifetime are produced. Such calculations would benefit from
more experimental data of transitions in HCIs.
Electronic transitions in ions: PTMS can be used to identify a vast majority of ex-
cited, long-lived states. The applicability is hereby limited by the energy of the
excited state, its lifetime and production rate:
1. Energy: Assuming the cyclotron frequency ratio of two ions in the trap can be
measured with a relative uncertainty of 5 · 10−12, provided enough statistics is col-
lected, the uncertainty of the energy difference is given by δ(∆E) = m ·5 ·10−12 eV.
In units of eV/c2, the masses m of the atoms used in future measurements at
Pentatrap range from 35 GeV/c2 (35Cl) to 235 GeV/c2(235U), corresponding to
an absolute precision of any energy difference of 0.2 eV to 1.1 eV, respectively. In
order to identify the excited state, the transition energy should be at least a factor
of 3 larger than the absolute precision.
2. Lifetime: The prerequisite for the measurement of any such an excited state
is a lifetime comparable to the preparation time of the ions and the run time of
the first few pnp-cycles. As the preparation of three ions takes a couple of hours,
a lifetime larger than 7 − 10 h would ensure that a decay back to the electronic
ground state happens, in most cases, only after the start of the measurement and
before the ions are lost due to charge exchange with background gas.
3. Production rate: Any measurement with Pentatrap needs to run for ∼ 5 h
before a state identification is possible. If the production rate of any excited state
is only a few percents, the ≈ 90 h measurement time needed to determine the
mass ratio to such a high precision as in the case of Re would be accompanied by
measurements resulting in unity for > 900 h. Including the ion preparation time
and ion losses due to recombination in the traps, such a measurement would take
months. Therefore, the production rate needs to be at least about 20% in order to
feature reasonable measurement times.
Nuclear transitions: The application of PTMS to detect excited states does not dis-
tinguish nuclear from electronic excited states. Thus, also nuclear transitions can
be identified provided the three requirements mentioned above are fulfilled. The
most prominent candidate, the isomeric state in 229Th, features an excitation en-
ergy of 8.28(17) eV [Sei+19]. The mass of 229Th would lead to an absolute un-
certainty of any transition to be determined with Pentatrap of 1.0 eV, assuming
again a relative uncertainty of the frequency ratio of 5 · 10−12. Thereby, the de-
tection of the isomeric state would have been possible to a relative uncertainty of
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≈ 12%. On the other hand, the production rate of the isomeric state of only 2%
[Wen+16] drastically limits the applicability of Pentatrap in this case.
Decay of metastable states: Another possibility to compare experiment to theory is
not just the determination of the energy of a metastable state but also to measure
its lifetime. If the lifetime is on the order of 5 − 10 h, it could be estimated by
repeated measurements. In such a measurement also the case where all three ions
are in the metastable state contributes to the overall statistics. On the other
hand, even a rough estimation of the excited state lifetime requires many repeated
measurements to collect enough data points. Hereby, a production rate of > 50%
of the metastable state would be beneficial.
Test of energy-mass equivalence principle: The possibility to determine the en-
ergy of a very long-lived excited state by determining the mass difference opens up
the possibility to also test E = mc2 in the binding energy of electrons. Similar to
the experiments explained in [Rai+05] and Sec. 1.1.1, a comparison of the obtained
mass difference of ions in two electronic states to a measurement of the transition
energy with XUV lasers [Cin+12] could be performed.
The unique possibility to identify nuclear or electronic excited states with Penning-
trap mass spectrometry can lead to contributions with Pentatrap to a variety of phys-
ical cases, ranging from the identification of possible clock transitions for frequency
standards or physics beyond the Standard Model of particle physics to providing data
for atomic structure calculations. Additionally, the planned Q-value determination of
the electron capture process in Ho will help to improve the upper limit of the electron
neutrino mass in the future [Gas+17].
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