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Resumen
En este trabajo se propone usar integralmente la estrategia de  regularización 
de descomposición de pesos y validación cruzada con el fin de 
controlar integralmente el problema del sobreajuste en redes 
neuronales tipo perceptrón multicapa para el pronóstico de se-
ries de tiempo. Con el fin de evaluar la capacidad de la propues-
ta, se pronostica una serie de tiempo tradicional de la literatura. 
Los resultados evidencian que la combinación de ambas técni-
cas permite encontrar modelos con mejor capacidad de genera-
lización que aproximaciones tradicionales.
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1.  Introducción
El pronóstico de series de tiempo es conside-
rado un problema común en muchas disci-
plinas del conocimiento [1].  Por ejemplo, en 
la administración de la producción y siste-
mas de inventario se realizan frecuentemen-
te pronósticos con el fin de facilitar la toma 
de decisiones de corto, mediano y largo pla-
zo sobre procesos de control de calidad, aná-
lisis de inversiones, planeación financiera, 
mercadeo, entre otros [2]. Además, el interés 
en este campo ha aumentado gradualmente 
a través del tiempo en diversas áreas de la 
ciencia, ingeniería y finanzas [1].
Una serie de tiempo es una secuencia de ob-
servaciones de un fenómeno determinado, 
ordenadas secuencialmente y registradas, 
usualmente, en igual intervalo de tiempo. 
El modelado de una serie consiste en cons-
truir sistemáticamente una representación 
matemática que permita capturar, total o 
parcialmente, el proceso generador de los 
datos; una vez se construye un modelo, es 
posible realizar el pronóstico de la serie para 
un horizonte determinado, es decir, estimar 
sus valores futuros [2, 3, 4].
Este problema ha sido tratado con diferentes 
tipos de modelos estadísticos y matemáticos 
[1, 5]; los cuales, en un sentido amplio, se 
pueden categorizar en lineales y no lineales 
con base en un comportamiento supuesto 
para una serie de tiempo [1].
Según Palit y Popovic [1], tradicionalmente 
se han usado varios tipos de RNA para el 
pronóstico de series de tiempo, entre estos 
se encuentran: Perceptrón multicapa (MLP) 
[25, 1];  Funciones de base radial (RBF) [26, 
27]; FNN - Fuzzy Neural Networks [28, 29]; 
Feedforward and Recurrent Networks [3, 
30, 31]. Zhang et al. [24] y Palit et al. [1] coin-
ciden en que el tipo de red neuronal MLP es 
uno de los modelos más influyentes para el 
modelado y pronóstico de series de tiempo. 
En el contexto general del modelado y pro-
nóstico de series de tiempo, los MLP presen-
tan serias limitaciones debido a que su pro-
ceso de especificación es difícil debido a la 
gran cantidad de pasos metodológicos que 
requiere (selección de la entradas al modelo, 
cantidad de neuronas en la capa oculta, etc.) 
[32]. Además, al igual que los modelos tradi-
cionales (no paramétricos y no lineales), los 
MLP pueden adolecer del fenómeno del so-
breajuste, y memorizar los datos de entrada 
degradando su capacidad de pronóstico [23].
Con el fin de controlar el problema del so-
breajuste, Tikhonov en [33] propuso la me-
todología de regularización para resolver 
problemas mal condicionados, similares al 
problema de estimación de parámetros de 
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una RNA. La idea principal del método es 
estabilizar la solución usando algún tipo de 
función para penalizar la función objetivo, 
también llamada estrategia de regulariza-
ción. No obstante, la aplicación de la meto-
dología es compleja, dado que, el problema 
no es solamente seleccionar una determina-
da estrategia de regularización entre las dis-
ponibles, sino que también es necesario de-
terminar qué tanto debe incidir tal estrategia 
sobre el entrenamiento de la red [22]. Por su 
simplicidad, una de las técnicas más usadas 
es la de descomposición de pesos propuesto 
por Hinton [34].
Suponiendo que se regulariza la red neu-
ronal, aún quedan varios interrogantes por 
resolver, uno de ellos es ¿Cómo dividir el 
conjunto de datos (serie de tiempo), tal que 
el subconjunto de entrenamiento contenga 
la información suficiente del fenómeno que 
se desea modelar?; esto conlleva a la siguien-
te pregunta ¿Cómo evaluar la capacidad de 
generalización del modelo?, es decir, ¿Cómo 
validar el modelo? Se dice que un modelo de 
red neuronal generaliza bien cuando el ma-
peo de entrada-salida de la red es cercano al 
conjunto de validación, el cual no fue usado 
para el entrenamiento [25]. 
En este orden de ideas se han planteado una 
diversidad de técnicas para la validación de 
modelos, entre las más tradicionales se tiene: 
SplitSample [35] y Cross Validation (valida-
ción cruzada) [36, 37, 38]; una de las ventajas 
de validación cruzada es que permite con-
trolar el problema del sobreajuste, mediante 
la selección adecuada de un conjunto de en-
trenamiento que posea la información sufi-
ciente para modelar la serie de tiempo con 
una red neuronal.
Entonces, este artículo tiene los siguientes 
objetivos: exponer algunos de los proble-
mas del pronóstico de series de tiempo con 
redes neuronales, y presentar el sobreajuste 
como uno de los principales; para controlar 
integralmente tal problema se propone usar 
simultáneamente la estrategia de regulariza-
ción descomposición de pesos y de valida-
ción cruzada en los perceptores multicapa; 
además, analizar experimentalmente el efec-
to de realizar tal integración  al pronosticar 
una serie de tiempo tradicional de la litera-
tura; también, con este trabajo se pretende 
contribuir tanto conceptual como metodoló-
gicamente, a la solución de algunos de los 
problemas que se presentan en la predicción 
de series de tiempo con redes neuronales.
Con el fin de alcanzar los objetivos, este tra-
bajo está estructurado como sigue: en la Sec-
ción 2 se realiza una breve introducción a los 
perceptrones multicapa para el pronóstico 
de series de tiempo y sus principales bon-
dades y dificultades; seguidamente en la 3, 
se presenta la regularización como una ma-
nera de controlar el sobreajuste en las redes 
neuronales; sin embargo, con la regulariza-
ción no es suficiente, dado que no permite 
controlar el tamaño del conjunto de entrena-
miento; entonces en la 4, se revisa la técnica 
de validación cruzada para controlar el ta-
maño del conjunto de entrenamiento. Final-
mente, en la 5 se propone usar integralmen-
te validación cruzada y regularización para 
controlar  integralmente el sobreajuste al 
pronosticar una serie de tiempo conocida en 
la literatura, y se concluye que tal propues-
ta permite encontrar modelos con adecuada 
capacidad de generalización.
2. Perceptrones multicapa para 
el pronóstico de series de 
tiempo
Para modelar series de tiempo con com-
portamiento supuesto como lineal se han 
usado ampliamente modelos como: AR, 
MA, ARMA y ARIMA (Box y Jenkins, 1976; 
Montgomery et al. , 1990; Wei, 2006). Sin em-
bargo, éste tipo de modelos no es suficiente, 
dado que la gran mayoría de series de tiem-
po en  ingeniería, finanzas y econometría 
presentan un comportamiento aparente-
mente  no lineal [1].
En la literatura más relevante se han pro-
puesto diversos modelos no lineales entre 
los que se encuentran: Bilineales [6]; Auto-
rregresivos de umbral (TAR) [7]; De Hete-
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rocedasticidad condicional autorregresiva 
(ARCH) [8]; Autorregresivos de transición 
suave (STAR) [9, 10, 11]; De Heterocedasti-
cidad condicional autorregresiva generali-
zada (GARCH) [12]. Adicionalmente, Tong 
[13], De Gooijer y Kumar [14], Peña [15], 
Tjostheim [16], Hardle et al. [17] y Tong [11] 
realizan una amplia recopilación donde exa-
minan otros modelos.
Aunque los modelos no lineales tradiciona-
les han demostrado ser útiles en problemas 
particulares, no son adecuados para la ma-
yoría de los casos, dado que suponen una 
forma de no linealidad preestablecida en la 
serie, es decir, los datos se deben adaptar a la 
estructura no lineal definida por el modelo; 
de este modo, muchas veces no representan 
adecuadamente el comportamiento de la se-
rie, véase a [18]. Además, para definir cada 
familia de estos modelos, es necesario espe-
cificar un tipo apropiado de no linealidad; 
esto es una tarea difícil comparado con la 
construcción de modelos lineales; la canti-
dad posible de funciones para definir el tipo 
de no linealidad es amplia [19, 20].
Por otro lado, desde la Inteligencia Compu-
tacional se han propuesto  diversas técnicas 
para el modelado y pronóstico de series de 
tiempo; de las disponibles, las redes neuro-
nales artificiales (RNA) han mostrado ser 
más robustas que otras  técnicas tradiciona-
les,  especialmente en la representación de 
relaciones complejas que exhiben comporta-
mientos no lineales, por ejemplo véase [21, 
22]. Masters [23], recomienda utilizar RNA 
en vez de alguna técnica tradicional  por las 
siguientes razones: 
 ● Poseen una amplia capacidad para apren-
der relaciones desconocidas a partir de 
un conjunto de ejemplos.
 ● Tienen una alta tolerancia a patrones ex-
traños de ruido y componentes caóticas 
presentes en un conjunto de datos.
 ● Son suficientemente robustas para pro-
cesar información incompleta, inexacta o 
contaminada. 
 ● No restringen el tipo de no linealidad de 
la serie de tiempo a la estructura mate-
mática del modelo de red neuronal.
Respecto al pronóstico de series de tiempo 
con RNA, Zhang et al. realizaron una revi-
sión general del estado del arte donde re-
saltan tanto éxitos y fracasos reportados de 
las redes neuronales (especialmente con los 
perceptrones multicapa) [24]; incluyendo 
las publicaciones más relevantes y los tópi-
cos de investigación más influyentes hasta 
1996. Sin embargo, en la última década se 
ha producido un considerable número de 
contribuciones en múltiples campos como 
metodologías de aprendizaje, selección de 
entradas relevantes, neuronas ocultas, entre 
otros, cuya influencia no ha sido evaluada ni 
reportada en la literatura.
Un MLP es un tipo de red neuronal que imi-
ta la estructura masivamente paralela de 
las neuronas del cerebro. Básicamente, es 
un conjunto de neuronas (nodos) que están 
lógicamente ordenadas en tres o más capas; 
generalmente, posee una capa de entrada, 
una oculta y una de salida, cada una de éstas 
tiene al menos una neurona. Entre la capa 
de entrada y la capa de salida, es posible te-
ner una o varias capas ocultas; aunque se ha 
demostrado que para la mayoría de proble-
mas es suficiente con una sola capa oculta 
[1]; mientras que para el pronóstico de series 
de tiempo es suficiente con una neurona en 
la capa de salida [39].
Como se mencionó en la introducción, los 
MLP son uno de los tipos de red que más 
ha tenido influencia en la literatura, su éxi-
to se debe a que: desde un punto de vista 
matemático, un MLP tiene la capacidad de 
aproximar cualquier función continua defi-
nida en un dominio compacto con una pre-
cisión arbitraria previamente establecida 
[40, 41, 42]. En la práctica, los MLP se han 
caracterizado por ser muy tolerantes a infor-
mación incompleta, inexacta o contaminada 
con ruido [23]
Para pronosticar una serie de tiempo con un 
MLP, se toma como punto de partida, que 
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una serie se define como una secuencia de  T 
observaciones ordenadas en el tiempo:
(1) 
para la cual se pretende estimar una función 
que permita explicar yt en función de sus re-
zagos {yt-1, yt-2,…,yt-p}; es posible especificar 
matemáticamente la función yt    como un 
MLP, así:
(2) 
La Ecuación (2) equivale a un modelo esta-
dístico no paramétrico de regresión no lineal 
[43]; para esta ecuación se tienen en cuenta 
los siguientes aspectos:
 ● Se supone que εt sigue una distribución 
normal con media cero y varianza desco-
nocida σ2.
 ● H representa el número de neuronas en 
la capa oculta.
 ● P es el número máximo de rezagos consi-
derados (neuronas de entrada). 
 ●  es la función de activación de las neuro-
nas de la capa oculta. 
 ● Los parámetros  W =  [β*,  βh,  αh,wp,h], 
con h = 1, 2,…, H y p = 1, 2, …, P, son es-
timados usando el principio de máxima 
verosimilitud de los residuales, el cual 
equivale a la minimización del error cua-
drático medio. 
 ● En el contexto de las series de tiempo, 
el modelo puede ser entendido como 
una combinación lineal ponderada de 
la transformación no lineal de varios 
modelos Autorregresivos.  
La estimación de los parámetros W del mo-
delo definido en (2) es un problema numéri-
co de optimización [23], mientras que desde 
un punto de vista estadístico, es un proceso 
de estimación no paramétrica funcional [44]. 
Para resolverlo se han propuesto diversas 
técnicas de optimización:
 ● Basadas en gradiente, tales como Back-
propagation [45], y Rprop - Resilient Bac-
kpropagation [45, 46];
 ● Heurísticas, como estrategias evolutivas 
[47], entre otras.
En general, RPROP es considerado como 
uno de los algoritmos basados en gradiente 
más apropiados para entrenar redes neuro-
nales artificiales [47, 45, 46].
Sin embargo, el problema no es simple-
mente estimar cada modelo para una serie 
en particular. Mientras en el caso lineal hay 
una importante experiencia ganada, existen 
muchos problemas teóricos, metodológicos 
y empíricos abiertos sobre el uso de mode-
los no lineales. En el caso del MLP, su pro-
ceso de especificación es difícil debido a la 
gran cantidad de pasos metodológicos que 
requiere: 
 ● Seleccionar cuáles son las entradas al mo-
delo o rezagos (neuronas capa de entrada).
 ● Determinar la cantidad de neuronas en la 
capa oculta.
 ● Seleccionar la función de activación.
 ● Seleccionar cuál es la función objetivo 
que se desea optimizar (SSE, MSE, RMSE, 
MAE, GRMSE).
 ● Estimar los parámetros del modelo con 
alguna técnica de optimización.
 ● Cómo evaluar la capacidad de generali-
zación del modelo, es decir, validar que 
el modelo estimado representa adecua-
damente el comportamiento de la serie.
A lo anterior, se suma la dificultad de que 
los criterios sobre cómo abordar cada paso 
son subjetivos [48]. La falta de identificabi-
lidad estadística del modelo es uno de los 
aspectos que dificultan su especificación. 
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Los parámetros óptimos no son únicos para 
una especificación del modelo (número de 
entradas o rezagos, cantidad de neuronas en 
la capa oculta, funciones de activación, etc.), 
y un conjunto de datos dado. Esto se debe a 
que [49]:
 ● Se puede obtener múltiples configuracio-
nes que son idénticas en comportamiento 
cuando se permutan las neuronas de la 
capa oculta, manteniendo vinculadas las 
conexiones que llegan a dichas neuronas.
 ● Cuando las neuronas de la capa oculta 
tienen funciones de activación simétricas 
alrededor del origen, la contribución neta 
de la neurona a la salida de la red neu-
ronal se mantiene igual si se cambian los 
signos de los pesos que entran y salen de 
dicha neurona. 
 ● Si los pesos de las conexiones entrantes 
a una neurona oculta son cero, es impo-
sible determinar el valor del peso de la 
conexión de dicha neurona oculta a la 
neurona de salida.
 ● Si el peso de la conexión de una neurona 
oculta hacia la neurona de salida es cero, 
es imposible identificar los valores de los 
pesos de las conexiones entrantes a dicha 
neurona oculta.
Otro inconveniente que se debe tener en 
cuenta, al igual que los modelos tradiciona-
les, los MLP pueden adolecer del fenómeno 
del sobreajuste, básicamente por tres causas: 
la primera está relacionada con la existencia 
de datos extremos (outliers) en el conjunto de 
entrada, esto hace que la varianza de los pa-
rámetros de la red sea alta; la segunda con la 
cantidad de neuronas en la capa de entrada 
y oculta, es decir, el tamaño óptimo de la red. 
Si se selecciona una cantidad alta o inade-
cuada de entradas, se sobreparametriza la 
red neuronal, y esta memoriza los datos de 
entrenamiento en vez de aprender el com-
portamiento de la serie, esto se evidencia 
cuando se produce un error de entrenamien-
to muy pequeño y un error de validación 
muy alto [22]; la tercera, el subconjunto de 
entrenamiento no posee la cantidad suficien-
te de información que represente la estructu-
ra del proceso generador de los datos [50].
Las primeras dos causas se pueden controlar 
mediante el uso de la regularización, mien-
tras que la tercera mediante la selección de 
una técnica adecuada de validación. Sin em-
bargo, en la literatura más relevante no se 
ha considerado usar integralmente regulari-
zación y validación cruzada para controlar 
efectivamente el sobreajuste en redes neuro-
nales.
3.  La regularización   
para controlar el sobreajuste
Con el fin de controlar el problema del so-
breajuste, Tikhonov en [33] propuso la me-
todología de regularización para resolver 
problemas mal condicionados. La idea prin-
cipal del método es estabilizar la solución 
usando algún tipo de función para penalizar 
la función objetivo. En general, el método 
de regularización tiene como objetivo reali-
zar un intercambio equilibrado entre la fia-
bilidad de los datos de entrenamiento y las 
bondades del modelo. En procedimientos de 
aprendizaje supervisado, el intercambio se 
realiza a través de la minimización el riesgo 
total [25], dado por la expresión:
      (3)
La ecuación (3) corresponde a un caso gene-
ral del método de regularización de Tikho-
nov [33] para solucionar problemas mal con-
dicionados (como lo es el entrenamiento de 
una red neuronal),  en este, ξs (W) se conoce 
como la medida estándar de rendimiento, 
acostumbra utilizar el error cuadrático (SSE) 
o el error cuadrático medio (MSE); éste tér-
mino corresponde a (3), de este modo R(W) 
puede definirse como:
(4)
ξc (W) es la penalización compleja, también 
conocida como estrategia de regularización 
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o término de regularización, que para una 
red en general, está dado por la integral de 
suavizado de orden k [25]. Mientras que, λ 
ξc(W) es el parámetro o factor de regulari-
zación que controla el nivel de incidencia de 
ξc(W) sobre el entrenamiento de la red, en 
secciones posteriores de éste documento se 
discutirá sobre este factor.
(5)
En la Ecuación (5), F(w,m) es el mapeo de 
entrada–salida realizado por el modelo, 
μ(w) es alguna función de ponderación que 
determina la región del espacio de entrada 
sobre la cual la función F(w,m) es requerida 
para ser suavizada.
Dada la Ecuación (4), desde el punto de vista 
de optimización numérica, el método de re-
gularización es una especie de penalización 
que se impone sobre la función objetivo defi-
nido en (3). A continuación, se describe una 
de las técnicas más usadas, descomposición 
de pesos propuesto por Hinton [34].
3.1  La descomposición de pesos (DP) 
- (Weight Decay) 
El procedimiento de descomposición de 
pesos propuesto por Hinton [34], opera so-
bre algunos pesos sinápticos de la red for-
zándolos a tomar valores cercanos a cero y 
permitiendo a otros conservar valores relati-
vamente altos. Esta discriminación permite 
agrupar los pesos de la red en: pesos que tie-
nen poca o ninguna influencia sobre el mo-
delo; y pesos que tienen influencia sobre el 
modelo, llamados pesos de exceso. Para ésta 
estrategia el procedimiento la penalización 
de complejidad  se define como:
(6)
En la Ecuación (6), wp,h son los pesos de la 
entrada p a la neurona h, es decir, los pe-
sos entre la capa de entrada y la oculta. To-
dos los pesos son tratados igual, es decir, 
se parte del supuesto que la distribución de 
los pesos en el espacio estará centrada en el 
origen. 
La descomposición de pesos es una de las 
estrategias de regularización más utilizadas 
en la literatura [51]; dado que su implemen-
tación es computacionalmente sencilla, no 
depende de parámetros adicionales y per-
mite mejorar la capacidad de generalización 
de la red neuronal. 
Por otro lado, en problemas de ajustes de 
curvas también se le conoce con el nombre 
de regresión de borde (Ridge Regression) 
[52], porque su efecto es similar a la técnica 
de regresión del mismo nombre propues-
ta por Hoerl y Kennard [53]. Además, en 
aprendizaje Bayesiano, es posible hallar la 
correspondiente función de distribución de 
prioridad para esta estrategia, la cual depen-
de tanto de los pesos como de su agrupación 
(neuronas, también llamadas hiperparáme-
tros) [52]. 
Suponiendo que se usa la regularización por 
descomposición de pesos, para controlar el 
sobre ajuste, aún falta abordar ¿cómo divi-
dir el conjunto de datos (serie de tiempo), tal 
que el subconjunto de entrenamiento con-
tenga la información suficiente del fenóme-
no que se desea modelar?; esto conlleva a la 
siguiente pregunta ¿cómo evaluar la capaci-
dad de generalización del modelo? 
4. La validación cruzada para 
seleccionar un conjunto  
apropiado de entrenamiento
En la literatura más relevante se han plan-
teado una diversidad de técnicas para la 
validación de modelos de redes neuronales, 
entre las más tradicionales se tiene: 
 ● SplitSample [35] el cual consiste en dividir 
el conjunto de datos en  entrenamiento y 
validación, algunos autores recomiendan 
dividirlo en entrenamiento, prueba y va-
lidación; en ambos casos el conjunto de 
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validación nunca se usa para estimar los 
parámetros del modelo. La principal crí-
tica de esta técnica es que no se ha defini-
do un criterio sobre cómo se debe dividir 
el conjunto tal que no se pierda informa-
ción valiosa para la estimación de los pa-
rámetros [54].
 ● Cross Validation (validación cruzada) [36, 
37, 38], en la literatura existen varios tipos 
de validación cruzada, la más utilizada 
es la de k-iteraciones, la cual consiste en 
dividir el conjunto de datos en k subcon-
juntos. Uno de los subconjuntos se utiliza 
como datos de validación y el resto (k–1) 
como datos de entrenamiento. El proceso 
de validación cruzada es repetido duran-
te k iteraciones, con cada uno de los posi-
bles subconjuntos de datos de validación. 
Finalmente, se selecciona el que mayor 
capacidad de generalización posea. 
Dado que la validación cruzada permite 
controlar el problema del sobreajuste, me-
diante la selección adecuada de un conjunto 
de entrenamiento que posea la información 
suficiente para modelar la serie de tiempo; 
en este trabajo se propone integrar en las re-
des MLP la técnica de regularización de des-
composición de pesos y de validación cru-
zada con el fin de controlar integralmente el 
sobreajuste. A continuación, se revisan ex-
perimentalmente los efectos de la propuesta.
5.  Control integral    
 del sobreajuste
En esta sección se propone el uso integra-
do de regularización por descomposición 
de pesos  y de validación cruzada en la es-
pecificación de la arquitectura de red MLP; 
para pronosticar la serie de tiempo de Linces 
Canadienses, ampliamente usada en la lite-
ratura; en esta serie se encuentra registrada 
la cantidad de linces capturados anualmen-
te, desde 1821 hasta 1934, en los alrededores 
del río Mackenzie ubicado en el distrito de 
Northem, Canadá, fue estudiada por [55], 
[56],  y [57]. Los datos de la serie se trans-
formaron utilizando la función logaritmo 
base 10; a diferencia de estudios anteriores, 
Fuente: elaboración propia
Figura 1:  Error cuadrático medio de entrenamiento (MSE). Aprendizaje sin regularizar   
 y validación cruzada.
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donde de sus 114 datos se tomaron los 100 
primeros para  entrenamiento y los últimos 
14 para validación, en este estudio se ha usa-
do validación cruzada de k iteraciones, con 
k incremental.
Se realizó el pronóstico de la serie con dife-
rentes modelos de MLP regularizados y no 
regularizados, incrementando la cantidad 
de neuronas en la capa de entrada (1 a 10) y 
oculta (1 a 5) una a la vez, los parámetros de 
cada modelo se estimaron usando RPROP y 
se usó validación cruzada de k iteraciones 
incremental para evaluar la capacidad de 
generalización de cada modelo. Como caso 
de control se tomó el pronóstico sin regula-
rizar, el resumen de los resultados de entre-
namiento se presenta en la Figura 1; en esta 
se puede observar que el error cuadrático 
medio (MSE) de entrenamiento decrece a 
medida que se aumenta tanto la cantidad de 
neuronas en la capa de entrada como en la 
capa oculta; de este modo se evidencia que 
la sobreparametrización de la red ocasio-
na que se memoricen los datos de entrena-
miento y se obtenga una pobre capacidad 
de generalización, pero se ha garantizado 
mediante validación cruzada que los datos 
usados para entrenamiento contienen la in-
formación suficiente del proceso que generó 
la serie de tiempo.
Con el fin de controlar el sobreajuste produ-
cido por la sobreparametrización de la red 
neuronal, en la Figura 2, se resumen los re-
sultados de pronosticar con los mismos mo-
delos de la Figura 1 usando descomposición 
de pesos como técnica de regularización y 
validación cruzada. Los resultados eviden-
cian que la combinación de ambas técnicas 
permite controlar el sobreajuste, dado que el 
error de entrenamiento se estabiliza, sin im-
portar si se siguen agregando neuronas en la 
capa de entrada o en la capa oculta, de este 
modo se puede obtener una adecuada capa-
cidad de generalización.
Finalmente, es necesario seleccionar cuál es 
el modelo más adecuado para pronosticar 
la serie de tiempo en cuestión; en este tra-
Fuente: elaboración propia
Figura 2.  Error cuadrático medio de entrenamiento (MSE). Aprendizaje con regularización   
 y validación cruzada
VINCULOS 010813.indd   275 26/08/2013   04:16:15 p.m.
276276
A T Pronóst ico de Ser ies  de T iempo con Redes  Neuronales  Regular izadas  y  Va l idac ión Cruzada
REVISTA VÍNCULOS VOL. 10  NúmERO 1  ENERo - JuNio DE 2013
bajo se propone usar los valores obtenidos 
del factor de regularización   , los cuales se 
presentan en la Tabla 1, en esta se puede ob-
servar que para modelos a partir de 4 neu-
ronas en la capa de entrada (rezagos) y 5 en 
la oculta es necesario aplicar regularización, 
dado que el factor es diferente de cero; lo que 
indica que estos modelos no están sobreajus-
tados y tienen una adecuada capacidad de 
generalización, los cuales corresponden a la 
región plana de la Figura 2. Por el principio 
de parsimonia   (Ockham’s razor) el modelo 
más simple es el mencionado anteriormente 
(H=4 y P=5).
6. Conclusiones
Realizar la combinación de regularización 
mediante descomposición de pesos y técni-
cas de validación cruzada permite encontrar 
modelos con mejor capacidad de generali-
zación que aproximaciones tradicionales, 
como usar validación cruzada sin regulari-
zación y viceversa.
Como se puede apreciar en la Tabla 1 el uso 
de validación cruzada permite estabilizar el 
parámetro de regularización  (término de 
penalización), permitiendo usar este factor 
como criterio para seleccionar el modelo que 
representa adecuadamente la serie de tiem-
po del experimento.
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