Abstract. We consider a gradient flow system of total variation with constraint. Our system is often used in the color image processing to remove a noise from picture. In particular, we want to preserve the sharp edges of picture and color chromaticity. Therefore, the values of solutions to our model is constrained in some fixed compact Riemannian manifold. By this reason, it is very difficult to analyze such a problem, mathematically. The main object of this paper is to show the global solvability of a constrained singular diffusion equation associated with total variation. In fact, by using abstract convergence theory of convex functions, we shall prove the existence of solutions to our models with piecewise constant initial and boundary data.
Introduction
We consider a constrained singular diffusion equation associated with total variation as follows:
where u (t) := d dt u(t), 0 < T < +∞ and Ω is a bounded domain in R 2 with boundary Γ. Let S n−1 be the unit sphere in R n (n ≥ 1), i.e. S n−1 := {w ∈ R n ; |w| = 1}.
For each element u ∈ S n−1 , let π u : R n → T u S n−1 be an orthogonal projection from R n = T u R n to tangent space T u S n−1 of S n−1 at u. The motivation of this paper is the color image processing. The constrained singular diffusion equation (1.1) was proposed by Tang-Sapiro-Caselles [22, 23] in order to remove a noise from the chromaticity of the initial image preseving the sharp edges of picture and color chromaticity.
For the gray image processing, there is a vast literature. For instance, we refer to [1, 2, 6, 19, 20] . In the simplest model of the gray image processing, the Gaussian filter was used for a grey-level function. Namely, for a given initial greylevel function u 0 , we solve the heat equation u = ∆u in (0, T ) × Ω to get a denoised grey-level function u(t, ·) at scale t. However, this way has a drawback since all characteristic function is mollified and a sharp contrast become ambiguous. In order to keep the sharp edges, one use a (unconstrained) singular diffusion equation governed by total variation flow (1.2)
where g and u 0 are given data. Then, the grey-level function is not mollified, and a Heaviside type function is a stationary solution to (1.2). Since (1.2) is the gradient system, we easily get the results on existence and uniqueness of solutions. In fact, we can define the energy functional ψ on L 2 (Ω) by
Here u is the extension of u ∈ L 2 (Ω) to R 2 such that u(x) = g(x) for x ∈ R 2 \ Ω, where g is a Lipschitz extension of the boundary data g to R 2 . Then, ψ is proper, lower semi-continuous and convex on L 2 (Ω). Moreover, the (unconstrained) gradient system (1.2) can be reformulated as in the abstract form:
Thus, by applying the general theory established by Brézis [5] and Kōmura [16] , we can get the solution to (1.2). For another detailed analysis, we refer to [1, 2] , for instance. The (unconstrained) singular diffusion equation is also important to describe nonlinear physical phenomena (cf. [8, 10, 14, 15, 21, 24] ). For instance, Shirakawa-Kimura [21] studied Allen-Cahn type equation with the total variation functional as the interfacial energy. In this paper we discuss the global existence of solution u : [0, T ) × Ω → S n−1 ⊂ R n to the following Dirichlet problem
in Ω, where g and u 0 are given data which are maps from Ω to S n−1 . In 2003, GigaKobayashi [10] considered the problem (1.5) in the one-dimensional case. Then, they showed that for each piecewise constant initial data u 0 on Ω, there is a unique global solution u on [0, ∞) such that u(t) is a piecewise constant on Ω. Moreover, they studied the stationary problem in the case when the manifold is the unit circle
Assuming that the initial data u 0 is (sufficiently) small in some sense, they [9] constructed the local solution to (1.1) in the torus domain T n as the limit of solutions to p-harmonic map flow equations with p > 1
by passing to the limit of p → 1. In 2005, Giga-Kuroda-Yamazaki [12] proved the global existence of solution to a discretized version of (1.1) with Neumann boundary condition by restricting a class of mappings into that of piecewise constant mappings.
The main object of this paper is to show a global solvability of (a discretized version of) Dirichlet problem (1.5) by using the idea of [9, 10, 12] . Namely, for each piecewise constant initial and boundary data we find the piecewise constant solution u(t) to (1.5) on Ω. Then, the problem is reduced to a system of ordinary differential equations unless two different values merges. This is the key point and idea in order to construct the global solution to the discretized Dirichlet problem (1.5). Of course, merging may occur, so, it is very difficult to study the detailed dynamics in 2-dimensional case. Different from one dimensional problem, our approach may not correspond to a solution of an original problem with a piecewise constant initial data. Such a difficulty is also observed in the unconstrained problem of crystalline flow [4] and [8] , for instance.
The plan of this paper is as follows. In Section 2, we reformulate the problem (1.5) as in the evolution equation in some real Hilbert space by using subdifferential of convex functional. Then, we mention main result (Theorem 2.3) in this paper, which is concerned with the global existence of solution. In Section 3, we recall the convergence theorem established in [9] . In Section 4, we consider the approximating problem to (1.5). In the final Section 5 we give the proof of Theorem 2.3.
Notation
Throughout this paper, let Ω be a bounded domain in R 2 with boundary Γ. We denote by L 2 (Ω; R n ) the space of R n -valued square integrable functions. For the unit sphere
Let H be a real Hilbert space with the inner product ·, · , and ϕ : H → (−∞, +∞] be a proper (i.e., not identically equal to infinity), l.s.c. (lower semicontinuous) and convex function on H. Then, we denote by ∂ϕ the subdifferential of ϕ, which is defined by the set
For basic properties of subdifferential, we refer to the monograph by Brézis [5] .
Subdifferential formulation and main theorem
We begin with the definition of rectangular decompositions of Ω.
2 expect a Lebesgue measure zero set. Then, we define a decomposition ∆ of Ω associated with C by
Note that I is a finite index set, since Ω is a bounded domain.
Throughout this paper we fix the family ∆ = {Ω i } i∈I . Then, let H ∆ be the set of all R n -valued step functions on i∈I Ω i , i.e.
where χ Ωi is the characteristic function on Ω i . We easily see that H ∆ is the subset of L 2 (Ω; R n ), and the total variation of u ∈ H ∆ is given by this form
which is also called a essential variation of u. Here, we set c ij = H 1 (∂Ω i ∩ ∂Ω j ), where H 1 is the Hausdorff measure and ∂Ω i is the boundary of Ω i . More precisely, c ij implies a length of ∂Ω i ∩ ∂Ω j . For the precise definition and basic properties of total variation, see monographs by Evans-Gariepy [7] or Giusti [13] , for instance. Now, by the similar argument in the gray image processing (1.2)-(1.4), we reformulate the problem (1.5) as in some evolution equation. To do so, let us define two functions on real Hilbert spaces. For given boundary data g ∈ H ∆ , we put
Then, from [7] or [13] it follows that ϕ ∆ is the proper, l.s.c. and convex function on L 2 (Ω; R n ). Also, we can define the proper, l.s.c. and
. By using these notations as above, we easily see that the problem (1.5) can be reformulated as in the following form:
Now, let us give the definition of a solution to (2.4) (i.e. (1.5)).
Now, let us mention our main result in this paper, which is concerned with the global existence of a solution to (2.4) (i.e. (1.5)). Note that we cannot apply the general theory (cf. [5, 16] ) to the problem (2.4), because of the projection P u . Hence, in order to prove Theorem 2.3, we consider the approximating problem of (1.5), and apply the abstract convergence theorem established in [9] .
Abstract convergence theory
In this section, we recall the abstract convergence theory in [9] . We begin with the notion of Graph-convergence for multi-valued operators on a real Hilbert space H. Definition 3.1 (e.g. [3] ). For (multi-valued) operators A n (n = 1, 2, · · · ) and A on a real Hilbert space H, we say that A n converges to A in the sense of Graph as n → +∞, if for any (u, v) ∈ Graph(A) there exists (u n , v n ) ∈ Graph(A n ) such that u n → u and v n → v strongly in H as n → +∞.
Example. (cf. [3] or [9, Appendix] ). Let ψ, ψ n (n = 1, 2, · · · ) be proper, l.s.c. and convex functions on H. Assume that ψ n converges to ψ on H as n → +∞ in the sense of Mosco [18] , namely, the following two conditions are satisfied:
(ii) For any z ∈ D(ψ) = {z ∈ H | ψ(z) < +∞}, there is a sequence {z n } in H such that z n → z in H and ψ n (z n ) → ψ(z) as n → +∞. Then, ∂ψ n converges to ∂ψ on H in the sense of Graph as n → +∞.
Next, let us introduce the class L(K) of the operator
, where G is a non-empty closed subset of H and
Definition 3.2 (cf. [9, Section 3]). We denote by B ∈ L(K) the set of all operator
satisfying the following three conditions:
for any v ∈ L 2 (0, T ; H), where B(u) * (·) is the adjoint operator of B(u)(·).
Example. The projection operator
Now, let us recall the abstract convergence theory established in [9] . . Let Ψ n (n = 1, 2, · · · ) and Ψ be proper, convex, l.s.c. functionals on L 2 (0, T ; H). Let B ∈ L(K). Assume that ∂Ψ n converges to ∂Ψ in the sense of Graph. Assume that there is a constant R > 0 so that u n ∈ L 2 (0, T ; H) (n = 1, 2, · · · ) satisfies following conditions;
Approximating problem
In this section we consider the approximating problem of (1.5). At first we shall define the approximating energy function to (2.1).
For each ε > 0, let us define the function ϕ ε ∆ by the form
Clearly, ϕ ε ∆ is proper, l.s.c. and convex on L 2 (Ω; R n ) such that ∂ϕ ε ∆ (·) is singlevalued for any i with Ω i ∩ Γ = ∅. More precisely, we have
Since ϕ ε ∆ is the approximating function of our energy ϕ ∆ defined by (2.1), the approximating problem to (2.4) is given by the following form
Here let us mention the result on existence-uniqueness of solutions to (4.3). 
Since a i (t) ∈ S n−1 and the projection π ai(t) : R n → T ai(t) S n−1 , we observe that the right hand side of (4.4) is bounded independent of t. Hence, by applying the classical theory of ODE (e.g. Cauchy-Lipschitz Theorem), we can get the unique global solution u ε on [0, ∞) to (ODE), i.e., to our approximating problem (4.3).
Proof of Theorem 2.3
In this section, we prove Theorem 2.3 by applying the abstract convergence theory [Proposition 3.3] . We begin with the key lemma to show Theorem 2.3.
Lemma 5.1. Let ϕ ∆ and ϕ ε ∆ be proper, l.s.c. and convex functions on L 2 (Ω; R n ) defined in (2.1) and (4.1), respectively. Then, we have:
Proof. By the general theory of convex analysis and the lower semi-continuity of the total variation, we can easily show (i). The assertion (ii) is the direct consequence of (i).
Proof of Theorem 2.3. By applying the abstract convergence theory [Proposition 3.3], we can get the solution of our problem (2.4) as the limit of the function u ε of (4.3) when ε → 0. Note that the function u ε is also a solution to the approximating problem (5.1)
) for a.e. t ∈ [0, T ] (for instance, we refer to Brézis [5] ). Now, we take L 2 (Ω; R n ) as a real Hilbert space H, and choose L 2 (Ω; S n−1 ) as a non-empty closed subset G in Proposition 3.3. Moreover, from Examples in Section 3 and Lemma 5.1 we observe that the projection operator P h (·) ∈ L(K), and ∂Φ ∆ (u ε ) ⊂ B R uniformly in ε > 0 for each T > 0. Since u ε is the solution to (4.3) on (0, T ), there is an element u * ε ∈ ∂ϕ ε ∆ (u ε ) such that u ε (τ, x) = −π uε(τ,x) (u * ε (τ, x)) for a.e. (τ, x) ∈ (0, T )×Ω. By the definition of π uε(τ,x) (·), we see that u ε (τ, x) ∈ T uε(τ,x) S n−1 for a.e. (τ, x) ∈ (0, T ) × Ω. Thus, we have
for a.e. τ ∈ (0, T ). By integrating (5.2) over (0, T ), we get the energy equation 
