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ABX3 type metal halide perovskite solar cells (PSCs) have shown performance over 25%, 14 
which is rocketing towards its limit. To gain the full potential of PSCs relies on the 15 
understanding of device working mechanisms and recombination, the material quality and the 16 
match of energy levels in the device stacks. In this progress report, we presented the importance 17 
of designing of PSCs from the viewpoint of surface/interface science studies. For this purpose, 18 
we first present recent case studies to demonstrate how probing of local heterogeneities (e.g., 19 
grains, grain boundaries, atomic structure, etc.) in perovskites by surface science techniques 20 
can help correlate the PSC parameters. At the solar cell device level that has active areas larger 21 
than the millimeter scale, the ensemble average measurement techniques can characterize the 22 
overall averaged properties of perovskite films as well as their adjacent layers and provides 23 
clues to understand better the solar cell parameters. How the generation/healing of electronic 24 
defects in perovskite will limit the device efficiency, reproducibility and stability and also 25 
induce the time-dependent behavior of J-V curves are also the focus of this report. On the basis 26 
of these studies, we propose the strategies to further improve efficiency and stability, 27 





1. Introduction 30 
 31 
Metal halide perovskites with the ABX3 (here A = MA+ (CH3NH3+), FA+ (CH(NH2)2+), Cs+ or 32 
mixed A-cations; B = Pb2+ or Sn2+ or mixed B-cations; X = I-, Br- or Cl- or mixed X-anions) 33 
structure have been developed and show a great potential for future solar energy applications. 34 
It has been reported that theoretically, perovskite solar cells (PSCs) could attain efficiency of 35 
30% with a single junction structure,[1] which is higher than silicon solar cells (29.1%).[2] PSCs 36 
have reached efficiency up to 25.2%, which is already higher than polycrystalline silicon solar 37 
cells (22.3%) and other thin film solar cells like CdTe solar cells (22.1%) and approaching the 38 
record of silicon solar cells of 26.6%.[3] Perovskite-based large area solar modules are also 39 
growing in performance. Currently, the champion solar module with an area over 200 cm2 40 
shows a certified performance of 11.98%.[3] MAPbI3 perovskite single crystals have also been 41 
applied for solar cells and demonstrated an efficiency over 21% aided by the low density of 42 
defect states.[4] All-inorganic perovskite materials such as CsPbI3 with a band gap of 1.7 eV, 43 
the performance has been reported to be over 18%, which is promising for tandem structured 44 
devices with over 30% efficiency.[5] Tremendous efforts are being made into this field to further 45 
improve the device performance towards its thermodynamic limit. The factors that determine 46 
the device performance include the band gap, light absorbance, and charge generation and 47 
extraction. No matter whether it is a single junction or multi junction perovskite based solar 48 
cell, the surfaces/interfaces determine charge extraction and transfer, which dictates the overall 49 
performance. How to improve charge separation and reduce the non-radiative recombination is 50 
the main direction for the future performance improvements, which requires a perovskite 51 
photoactive layer and neighboring interfaces with superior opto-electronic properties and 52 





On the other hand, although the performance of PSCs is approaching silicon solar cells, several 55 
issues still need to be overcome. Surfaces/interfaces play a vital role on device performance in 56 
addition to hysteresis and stability. For example, the prevention of moisture infiltration with a 57 
several-nanometer-thick lead oxysalt coating layer on the MAPbI3 perovskite single crystal was 58 
demonstrated by submersing the crystal under water for a long time.[6] Ion migration is 59 
considered as the origin for hysteresis phenomena in PSC current-voltage profiles. 60 
Understanding of complex physico-chemical dynamics at interfaces will help design interfaces 61 
that can further improve the efficiency and stability, while reduce hysteresis at the same time.  62 
 63 
Regarding research efforts on technological aspects of device performance, improvements in 64 
perovskite film quality, interface structure, and defect passivation play a crucial role for 65 
overcoming device performance limits and increasing device stability. In this progress report, 66 
we present recent case studies to demonstrate how probing of local heterogeneities (e.g., grains, 67 
grain boundaries, atomic structure, etc.) in perovskites by surface science techniques can help 68 
correlate the PSC parameters (Section 2). Understanding local properties at the micro, 69 
nanometer, or even at the atomic scale is key to settling the several existing controversial issues 70 
in perovskite materials and solar cells. On the other hand, at the solar cell device level that has 71 
active areas larger than the millimeter scale, the ensemble average measurement techniques 72 
play also a pivotal role (Section 3). Characterization of the overall averaged properties of 73 
perovskite films as well as their adjacent layers (selective contacts and electrodes) provides 74 
clues to understand better the solar cell parameters, such as open-circuit voltage (Voc), short-75 
circuit current density (Jsc), fill factor (FF), and power conversion efficiency (PCE). The 76 
functional layers within the solar cells under realistic operation conditions do not stay static, 77 
i.e., a variety of perturbations (light, built-in potential, temperature, environmental gases, and 78 
so on) lead to rich dynamical phenomena manifested in the final current density-voltage (J-V) 79 




a function of time). One of the fundamental origins for all of these time-dependent responses 81 
lies in the generation/healing[7] of electronic defects within the semiconductor band gap 82 
influencing efficiency, lifetime, as well as reproducibility (Section 4).[7a] How the local 83 
heterogeneities in perovskites evolve as a function of time and how in operando surface science 84 
techniques allow probing of properties changes in functional layers under PSC operation 85 
conditions are also the central focus of this progress report.  86 
 87 
2. Local properties influencing solar cell parameters 88 
 89 
The behavior of a solar cell J-V curve and corresponding parameters of Voc, Jsc, FF, and PCE 90 
are governed by the balance of charge carrier generation, recombination processes, transport 91 
across the bulk, and extraction at the interfaces. The device structure of a PSC is complex 92 
comprised of multiple stacked layers. For instance, the cell architecture that has led to the 93 
majority of the best certified efficiencies in the National Renewable Energy Laboratory (NREL) 94 
chart is composed of a transparent conductive oxide (photoanode), electron transport layer 95 
(ETL) including a mesoporous scaffold layer, a perovskite layer, hole transport layer (HTL), 96 
and a high work function (WF) electrode (photocathode). Among these stacked layers, the 97 
polycrystalline perovskite layer is often inherently nano/micro-structured with the presence of 98 
grain boundaries[8] and has varying chemical compositions and crystal structures/orientations 99 
(Figure 1a). Therefore, the film local structure is expected to influence the overall device 100 
macroscopic properties. Furthermore, under a certain stimulus (e.g., light, temperature, 101 
environment) the perovskite layer will respond dynamically (i.e., a time-dependent response 102 
behavior) impacting the overall device performance as a function of time. For example, a 103 
measurement condition may exist under which a parameter under the study (e.g., photocurrent, 104 
photovoltage, and so on) shows a transient behavior for a certain period of time and then reaches 105 




the physico-chemical processes (Figure 1b,c), for example, after free carriers are generated 107 
upon incident photons, hot carrier cooling processes take place within picoseconds, while the 108 
subsequent carrier transport and recombination processes occur within microseconds.[9] Trap 109 
states related processes (trapping, de-trapping, recombination) have the characteristic time-110 
scale in milliseconds. Ion migration has a longer time-scale in seconds.[9] Description on (i) 111 
how the solar cell parameters (Voc, Jsc, FF, and PCE) can be correlated directly with the local 112 
heterogeneity effects employing spatially-resolved techniques as well as (ii) how these local 113 
heterogeneities evolve as a function of time are the central topics of this section. We discuss a 114 
selected number of scanning probe microscopy (SPM) with multi-modality imaging capabilities, 115 
electron microscopy, and spatially resolved optical microscopy techniques that showed 116 
feasibility in describing the spatially- and temporally-resolved phenomena (Figure 1 and Table 117 
1) in PSCs. 118 
 119 
2.1. Photocurrent mapping 120 
 121 
A few SPM techniques can provide insights into the photovoltaic characteristics of PSCs at the 122 
nanoscale. Conductive AFM (c-AFM) is able to map the electrical properties such as local 123 
charge distribution and charge transport (current distribution with sensitivity as high as a few 124 
pA). A variant of c-AFM, photoconductive AFM (pc-AFM), employs additionally a light beam 125 
that shines onto the sample. The local photocurrent characteristics as a response to the light-126 
stimulus, can be mapped and correlated simultaneously with the microstructural (topography) 127 
features. The pc-AFM technique has been employed to understand the influences of grain 128 
boundaries on the photovoltaic performance.[10] While some studies found that the 129 
photoconductivity at the grain boundaries was higher compared to that of grain interiors,[10b, 10c] 130 
a few other studies reported the opposite, i.e., the photoconductivity within a grain was higher 131 




such studies, and the origin of this discrepancy can  be due to the different sample preparation 133 
conditions, influence of the underneath functional layers and substrate, the environmental 134 
measurement conditions, the lack of consideration of the dynamics within the PSC such as ion 135 
migration, and so on.[11] Huang and co-workers[10g] conducted a systematic study employing 136 
spatially resolved local spectroscopy measurement in the dark by positioning the probe tip at 137 
the location of a grain boundary or on top of a grain interior. The hysteresis phenomenon was 138 
observed to occur majorly at the grain boundaries. In contrast, the measured dark current at the 139 
grain interiors have shown negligible hysteresis. Upon light-stimulus, a gradual increase in 140 
current (short-circuit conditions) was probed only when the pc-AFM probing tip was placed at 141 
a grain boundary. As comparison, the short-circuit current probed on the top but inside a grain 142 
remained almost unchanged. The similar conclusion was also corroborated by other works.[10a, 143 
10g, 11-12] These microscopic studies show that the transient behavior in photocurrent in 144 
polycrystalline films are dominated by the faster ion migration within grain boundaries induced 145 
by a built-in potential. As a consequence of this movement of electrically charged species and 146 
accumulation at grain boundaries, it has been proposed that grain boundaries can be effective 147 
in separating and collecting charges, hence enhance photocurrent.[10b, 13] An alternative scenario 148 
exists, i.e., the presence of nonstoichiometric crystals and/or neutral or charged impurities at 149 
grain boundaries may also lead to the formation of localized electronic trap states within the 150 
band gap, which can act as recombination sites deteriorating the overall PSC performance.[14] 151 
 152 
Large variations in photoconductivity are also observed when comparing the different grain 153 
interiors within the same scanning area.[10a, 15] Variations even inside a grain interior can be 154 
seen indicating heterogeneity (Figure 1a). These heterogeneities can be of various origins and 155 
were previously attributed to (i) facet-dependent density of trap states studied by c-AFM,[10e] 156 
(ii) PbI2 passivation probed by light-modulated scanning tunneling microscopy (STM) and 157 




enhanced photoconductivity measured by c-AFM,[16] (iv) recombination losses at the interfaces 159 
studied by pc-AFM,[17] (vi) doping strategy in perovskite probed by pc-AFM,[18] passivation 160 
strategies such as pyridine[19] and thiophene[19b] leading to variations in PL mapping.  161 
 162 
The abovementioned studies demonstrate that electronic charges upon light excitation are 163 
significantly affected by the structural and chemical heterogeneity of grain boundaries and grain 164 
interiors impacting the overall solar cell photocurrent. Further spatially-resolved mapping 165 
combined with probing of time-resolved dynamics in perovskite materials will likely obtain 166 
clearer pictures of the fundamental processes in photocurrent behaviors. Local photocurrent 167 
magnitude, which is associated with the strength and profiles in photovoltage across the stacked 168 
layers in PSCs is discussed next. 169 
 170 
2.2. Photovoltage mapping 171 
 172 
The photovoltage effect can be probed by Kelvin probe force microscope (KPFM) by 173 
comparing the differences in CPD values of photovoltaic films in dark and under illumination 174 
(DV). The value of DV cannot be directly converted to the value of Voc, but it provides 175 
qualitative information about the strength of the photovoltage effect. Furthermore, the DV 176 
magnitude is related to the density of charge carriers, while the polarity of DV is associated 177 
with the type of charge carriers (electrons or holes) on the surface.[10f, 13b, 20] The concepts above 178 
were also studied on MAPbI3 perovskite samples when deposited on different layers of ETL 179 
(FTO/c-TiO2/MAPbI3, ) and HTL (FTO/PEDOT:PSS/MAPbI3, where FTO = fluorine-doped 180 
tin oxide, c-TiO2 = compact layered TiO2, and PEDOT:PSS = poly(3,4-181 
ethylenedioxythiophene) polystyrene sulfonate).[10f, 13b] Considering the case of FTO/c-182 




difference when comparing under illumination and in dark revealed a positive shift (DV > 0). 184 
This was rationalized on the grounds that (i) the photoexcited charge carriers in the perovskite 185 
layer are separated by the built-in field located at the TiO2/MAPbI3 interface, (ii) subsequently 186 
electrons are effectively transferred to the c-TiO2 ETL back contact layer and to the ground of 187 
the KPFM system. (iii) Meanwhile, holes will be left in the perovskite and accumulate at the 188 
surface of the perovskite layer. The built-in field at the TiO2/MAPbI3 interface has little 189 
influence on DV and the electric field generated by the excess holes leads to the increase in 190 
SPVs (i.e., DV > 0). To highlight the critical role played by the selective contact layers, charge 191 
separation and transfer were studied on FTO/PEDOT:PSS/MAPbI3 (half-cell in p-i-n 192 
configuration). It is found that SPVs taken under illumination show lower values than those 193 
measured in dark.[13b] This opposite result from the TiO2/MAPbI3 sample is explained due to 194 
the preferential extraction of holes to the back contact of PEDOT:PSS. Hence, excess electrons 195 
are accumulated on the surface of the perovskite layer leading to a global reduction of potential 196 
variation (DV < 0). The phenomenon of unbalanced charge extraction can be inferred when 197 
comparing the average differences of DV in ETL/perovskite and HTL/perovskite. In the 198 
experiment by Zhu and co-workers[13b], FTO/TiO2/MAPbI3 and FTO/PEDOT:PSS/MAPbI3 199 
samples showed DV of approximately +39 mV and -10 mV, respectively. On the basis of these 200 
DV values, it has been proposed that the ability of electron transfer at the TiO2/perovskite 201 
interface is better than that of hole transfer at the PEDOT:PSS/perovskite interface. 202 
 203 
KPFM is also widely employed to study the potential distribution across the stacks of all 204 
functional layers constituting the complete solar cell device (Figure 1b). The measurement of 205 
cross-section profiles in a full device can provide ample useful information but requires a clean 206 
and flat sample surface. The sample fabrication for cross-section measurements has to be 207 




by cleaving,[21] or focused ion beam milling[12c], such that the full structure and functionality of 209 
each layer can be preserved. For PSCs typically the device side area outside the device boundary 210 
was notched and fractured by tension rather than by compression to expose the cross-section.[21-211 
22] After cleaving the sample surface can be polished either mechanically[23] or by focus-ion 212 
beam milling.[12c] Scanning of CPD profiles on a cross-sectional surface provides key 213 
information of “buried interfaces” such as energy level alignments with adjacent layers, band 214 
bending, electronic trap states, and ionic accumulation at interfaces.[12c, 21-22, 24] The electrical 215 
potential distribution of highly performing device architecture that led to certified efficiencies 216 
in the NREL chart has been widely studied by KPFM.[25] These regular structured devices are 217 
typically composed of FTO/c-TiO2/mp-TiO2/perovskite/ 2,2',7,7'-tetrakis(N,N-di-p-218 
methoxyphenyl-amine)9,9'-spirobifluorene (spiro-MeOTAD)/Au (or Ag).[21, 24b] Systematic 219 
studies by sequentially switching the light on and off revealed the dynamics of charge carriers 220 
of perovskites when in contact with the ETL and HTL interfaces. Under illumination, holes 221 
were observed to accumulate in the proximity to the HTL as a consequence of unbalanced 222 
charge transport in the device, i.e., a high rate of electron extraction at the TiO2/perovskite 223 
interface was probed by cross-sectional KPFM. As a consequence, the accumulation of excess 224 
holes creates an electrical potential barrier reducing the overall Jsc.[22-23, 24b] These experiments 225 
show the importance of a careful choice of ETL and HTL for controlling the potential 226 
distribution within the PSC device. Not only the selective contacts, but also the chemical 227 
composition of MAPbI3 perovskite (PbI2-rich or MAI-rich) was also observed to affect the 228 
position of the potential drop where charge separation occurs (meaning the position of the diode 229 
junction).[22, 24e, 24f] The magnitude of the potential drop at the junction area is proportional to 230 
the local electric field. Therefore, a larger potential drop indicates a stronger electric field and 231 
efficient charge separation at the particular interface.[24d] CPD profiles by KPFM obtained for 232 
planar PSCs showed a significant potential drop at the c-TiO2/MAPbI3 interface. On the other 233 




In sharp contrast, regardless of the variations in perovskite stoichiometry, when the mesoporous 235 
layer of TiO2 (mp-TiO2) is employed, no localized potential drop was probed and all the 236 
potential drop was observed to occur within the MAPbI3 and mp-TiO2 layer. These results 237 
suggest that in the planar PSC, unlike the mesoporous PSC, a slight change in the precursor 238 
stoichiometry strongly influences the potential distribution and the position of the diode 239 
junction.[22] More recently, Li and co-workers[24f] demonstrated realization of a FTO/c-TiO2/n-240 
type perovskite/p-type perovskite/spiro-MeOTAD/Au device by controlling the stoichiometry 241 
of perovskite precursors. The homojunction interface of p-type perovskite/n-type perovskite 242 
leads to a built-in electric field promoting oriented transport of photoexcited carriers with 243 
minimum carrier recombination losses. As a proof of concept, fabricated PSCs with p-type/n-244 
type MAPbI3 perovskite homojunction structure generated a certified PCE of 20.5%.[24f]  245 
 246 
From the studies above, KPFM has been demonstrated to provide vital information of the 247 
electronic processes taking place at the “buried interfaces” formed between perovskite and 248 
selective contacts. The time evolution of microscopic pictures of physico-chemical dynamics 249 
at the interface will have help design new device structures and strategies that can further 250 
enhance Voc in PSCs. Next, we discuss how the studies at the atomic-level in perovskite 251 
materials can help elucidate dynamical processes discussed at the device level such as 252 
ferroelectricity[26] and halide segregation.[27]  253 
 254 
2.3. Dynamical processes at the atomic level 255 
 256 
Perovskites are considered to possess a “soft” (or “plastic”) crystalline structure[28] formed by 257 
ions exhibiting rich dynamical processes such as organic cation rotations (Figure 1c)[26, 29], 258 
which leads to temporal-dependent deformation in the inorganic lattice.[29a, 29b, 30] For instance, 259 




eventually averaged global effects such as (i) dynamic direct-to-indirect transitions in bandgap 261 
suppressing charge recombination; (ii) spatially separated localization of valence and 262 
conduction bands; and (iii) nanoscale ferroelectric domains (due to the MA+ cation dipole 263 
moment) can assist separation of electrons and holes reducing their recombination. Chiu and 264 
co-workers[26] mapped the dynamics of the MA+ dipole orientation pattern in MAPbBr3 single 265 
crystals with atomic resolution upon light illumination employing photoexcited cross-sectional 266 
STM and STS. The initial surface structure of a dimmer pattern (or checkerboard-like pattern) 267 
in dark (Figure 2a) transitions to a much more complex structure with a characteristic one-268 
dimensional valley and hill pattern along the [1-10] direction under light illumination (laser 269 
diode, 532 nm, 140 mW/cm2) (Figure 2b). This drastic modification of the potential energy 270 
landscape affects significantly charge carrier transport. In dark, the non-uniform pattern of the 271 
potential energy fluctuations and the lack of orientational confinement create many crossing 272 
points of hole and electron pathways. Hence, the probability of recombination increases (Figure 273 
2a). However, under illumination the reordering of the MA+ dipoles creates deep one-274 
dimensional potential energy wells with an average depth of ~150 meV. These aligned potential 275 
well “highways”[31] help charge transport and extraction toward the electrodes (Figure 2b).[32] 276 
Because these organic cations exhibit polarization phenomena, the topics / questions are 277 
relevant:[33] (i) whether ferroelectric domains walls (i.e., ferroelectricity) indeed exists in halide 278 
perovskites and if so, (ii) how do they influence the overall performance in PSCs? Ferroelectric 279 
domains were proposed to provide local internal electric fields that assist charge carrier 280 
separation and hence reduce recombination on the positive side but contribute to I-V hysteresis 281 
on the negative side. Piezo force microscopy (PFM) has been widely employed to image 282 
polarization domains and local dipole moment switching in perovskites. Currently there are still 283 
debates regarding ferroelectric properties of MAPbI3[11, 34] as shown by the conflicting 284 
proposals: some groups reported the existence of ferroelectricity[33, 35] while others reported the 285 




contribute to phase contrast in PFM such as (i) ion migration, (ii) local charge accumulation 287 
(i.e., electrostatic effects), (iii) electrochemical phenomena inducing local changes in the 288 
dielectric constant. All of these factors are expected to be present in perovskites, hence it is 289 
important to differentiate the various microscopic mechanisms that contribute to the apparent 290 
piezoresponse in order to confirm its intrinsic piezoelectricity. It has also been pointed out that 291 
the identification and distinction of ferroelectricity from piezoelectricity and ferroelasticity 292 
need be considered.[36a, 37] Ferroelasticity corresponds to the mechanical equivalent of 293 
ferroelectricity.[33, 38] A ferroelastic material is a solid that exhibits a spontaneous strain in its 294 
interior. This ferroelastic switching induced by a high mechanical stress can mediate the 295 
formation of twin domains of alternating crystal phases or orientations. However, purely 296 
ferroelastic domains are mechanical in nature and do not possess electrical dipoles, hence are 297 
not influenced by external electric fields.[33] The twin domains in MAPbI3 were assigned to the 298 
internal stress induced by the cubic-to-tetragonal phase transition stabilized during sample 299 
annealing. The studies above show that ferroelectric switching in perovskites is yet to be 300 
unambiguously established. Furthermore, exploration of light exposure effects on surface 301 
polarization phenomena will be technologically relevant. New strategies of strain engineering 302 
warrants further investigation and may aid designing high performing and stable PSCs.[33] 303 
 304 
Local heterogeneities in the structure, chemical composition, and phase[39] in the perovskite 305 
layer were identified to trigger the local physico-chemical dynamics upon a stimulus leading to 306 
changes as a function of time from their starting original material. Halide segregation is an 307 
example of these local changes eventually leading to degradation in mixed-cation and mixed-308 
halide perovskites.[40] Ginsberg and co-workers[41] performed combined cathodoluminescence 309 
(CL) mapping coupled with a scanning electron microscopy (SEM) to visualize the spatial 310 
segregation into iodide- and bromide-rich domains. After 5 min illumination at 100 mW/cm2, 311 




experimental results were compared with molecular dynamics (MD) simulations explaining the 313 
fundamental processes: photoinduced phase separation arises when charged excitations 314 
generate enough lattice strain to destabilize the solid solutions, favoring phase-segregation. 315 
Their proposed model for the simulations indicates that naturally occurring small variations in 316 
perovskite compositions after sample preparation is a main factor causing phase-segregation 317 
upon light irradiation. Recently, Qi, Yan and co-workers[27] revealed the exact locations of I 318 
and Cl anions in real-space with atomic resolution on the surfaces of the MAPbBr3-yIy and 319 
MAPbBr3-zClz mixed halide perovskites by STM. The surface reconstruction of a pristine 320 
MAPbBr3 surface has been previously described to show the characteristic dimmer and zig-zag 321 
structures, with preference of the dimmer structure (Figure 2c).[26, 42] The incorporation of I and 322 
Cl leads to an additional randomly distribution of bright and dark protrusions (Figure 2d,e). 323 
STM measurements probe local properties of a surface. To check the local inhomogeneity, 324 
statistic data are acquired by scanning multiple areas on the same sample surface as well as 325 
multiple samples of the same type. In Figure 2,[27] STM measurements were performed on 326 
different regions of the sample surface, and the statistical data of the STM height were provided 327 
to show that the observed local atomic structure is indeed representative for the whole sample 328 
surface. These findings are supported by the fast Fourier transform (FFT) analyses of the STM 329 
images (insets in Figure 2c-e), which do not show any additional peak at low k-values for the 330 
mixed-halide perovskites compared to pristine MAPbBr3. On the basis of density functional 331 
theory (DFT) calculations, the single bright or dark protrusion was assigned to the substitution 332 
of Br with I or Cl, respectively. The energy barrier for the formation of two isolated Cl−Br pairs 333 
is lower than the energy formation of a single Cl−Cl pair (E2(Cl−Br) < ECl−Cl). These results 334 
suggest that at a low coverage Cl prefers to form isolated Cl−Br pairs rather than clustering 335 
together to form Cl−Cl pairs or phase segregating. The same trend was found for the iodine 336 
case, i.e., E2(I−Br) < EI−I. This was proposed as the reason why the substitution of halide ions was 337 




disordered surface structure. Furthermore, several other reports[43] corroborate variations not 339 
only in halide distribution, but also in cation distribution. Because PSCs are typically tested 340 
under AM1.5 conditions (100 mW cm−2), it is necessary to develop strategies to keep perovskite 341 
systems resilient against phase segregation.[44] Perovskite materials are inherently hygroscopic, 342 
hence it is necessary to protect them against ambient air exposure for prolonged lifetime. On 343 
the other hand, controlled small amounts of O2 and/or H2O were shown to be beneficial for 344 
enhancing PL. For example, the impact of atmosphere (O2, H2O, N2) on the local luminescence 345 
of individual perovskite grains was studied by Stranks and co-workers[45] The response of each 346 
grain to continuous light illumination and atmospheric environment was systematically studied 347 
(Figure 3). PL mapping in N2 shows the grain-to-grain heterogeneity with bright and dark grains. 348 
When moisture is introduced in the form of N2 + H2O (~45% RH), PL maps reveal that both 349 
the bright and dark grains show a gradual rise in PL intensity (Figure 3a). It is noticed that the 350 
PL baseline (i.e., before any light illumination, t = 0) of the dark grain, which likely has a higher 351 
defect density than the bright grain, increases to double. The same experiments but performed 352 
in dry air (Figure 3b) reveal that the bright grain exhibits stable PL over time, while the dark 353 
grain shows significant PL enhancement under illumination and eventually reaches the same 354 
intensity as the bright grain. When PL mapping is measured under air + H2O (~45% RH), an 355 
initial baseline increase (t = 0) in the emission intensity for both bright and dark grains is 356 
observed. Then the emission from both bright and dark grains slowly rises over time under 357 
illumination with a greater relative increase for the dark grain than the bright grain. 358 
Summarizing above findings, dark grains show substantial enhancements under illumination in 359 
the presence of O2 and/or H2O molecules, while bright grains show less of this effect. On the 360 
basis of DFT, oxygen in the presence of photoexcited carriers was proposed to bind strongly to 361 
iodide vacancies. As a consequence, this removes electronic trap states within the band gap, 362 




eventual degradation of perovskite films considering long-term exposure, it is necessary to 364 
search for alternative molecules with passivating effects (extended discussion in Section 4).  365 
 366 
In this section, recent studies show that understanding of fundamental dynamical processes at 367 
the micro/nanoscale and at the atomic scale probed by microscopy techniques helps make 368 
connections between the structural properties and the overall performance and stability of PSCs. 369 
Simultaneous mapping of spatially- and time-resolved dynamics of perovskite materials will 370 
likely impact further the design of next-generation highly efficient and stable PSCs. Above-371 
mentioned STM/STS is also a strong technique to probe both the valance band (VB) and 372 
conduction band (CB) at the same time. Band-edges, band-alignment and band-diagram of 373 
heterojunction solar cells can be probed by STM/STS. Pal and coworkers systematically studied 374 
the band diagram and the type of conductivity of MAPbI3 with different MAI/PbI2 ratio by 375 
STS.[46] Pal and coworkers further studied the Cu2O/MAPbI3/PCBM interface and obtained a 376 
band diagram by STS.[47] The band diagram helps check whether the interface is energetically 377 
favorable for charge separation. Further studies on the band diagram that probed ensemble 378 
averaged properties and their influence on solar cell parameters are discussed in the next section 379 
(Section 3). 380 
 381 
3. Ensemble averaged properties influencing solar cell parameters 382 
 383 
In addition to microscopy-based techniques, perovskite layers as well as their adjacent 384 
functional layers are often characterized by techniques that provide ensemble averaged bulk 385 
and/or surface properties such as XRD, UV-visible (UV-vis) spectroscopy, time-resolved PL 386 
(TRPL), time-of-flight secondary ion mass spectrometry (TOF-SIMS), x-ray fluorescence 387 
(XRF), x-ray photoelectron spectroscopy (XPS), ultraviolet photoemission spectroscopy (UPS), 388 




the typical probing spot size in the micrometer to millimeter range, which are close to device 390 
sizes (solar cell active areas have sizes in the millimeter scale or even larger). Hence, the 391 
extracted averaged properties from the techniques above can provide a direct relationship with 392 
the solar cell device performance such as J-V profiles and quantum efficiency measurements. 393 
For instance, the characterization of valence and conduction band features of functional layers 394 
and their energy levels, such as Fermi level (EF), vacuum level (EVac), WF, ionization energy 395 
(IE) or electron affinity (EA), are of paramount importance for explaining the device working 396 
principles, such as charge carrier injection properties at the interface of two adjacent functional 397 
layers and charge transport properties across the layer.[48]   398 
 399 
In this section, we discuss determination of the energy levels in perovskites by surface science 400 
techniques of UPS and IPES. Emphasis is given to how (i) the presence of high density of 401 
defects, (ii) and how the underneath substrate influence the determination of energy levels 402 
(Section 3.1). We then discuss unintentional variations in the perovskite film compositions and 403 
their influence on the electronic properties (Section 3.2), Subsequently, we discuss the energy 404 
level alignments between perovskite and its adjacent selective contacts (ETL or HTL) (Section 405 
3.3).  406 
 407 
3.1. Electronic structures of perovskites 408 
 409 
The most direct and quantitative measurements of IE, EA, EF positions and WF are obtained 410 
with a combination of UPS and IPES.[48-49] The working principles of UPS and IPES, and 411 
extraction of the WF, valence band maximum (VBM) and conduction band minimum (CBM) 412 
from the raw spectra as well as calculation of IE and EA can be found in a review article.[48b] 413 
We only introduce those concepts briefly that are pertinent to this section. CBM and VBM 414 




energy difference between CBM and VBM (or EA – IE) is commonly designated as transport 416 
band gap (EG) to distinguish from the optical band gap (EOpt), which is often determined by 417 
UV-vis.[48a, 49q] When IPES is not available, it is a common practice to extract EA’ by 418 
subtracting EOpt from IE (i.e., EA’ = IE – EOpt). EG is expected to be larger than EOpt, because 419 
EOpt corresponds to the excitation of an exciton (the electron-hole bound pair) by photon 420 
absorption in UV-vis.[48a] In this context, it is possible to extract the exciton binding energy 421 
(EExciton) from the energy difference between EOpt and EG. Gratzel, Park and co-workers reported 422 
the first UPS measurements on MAPbI3 deposited on TiO2 estimating an IE of ~5.43 eV. EA’ 423 
of ~3.93 eV (i.e., EA’ = IE – EOpt) was extrapolated based on the optical band gap (EOpt ~ 1.5 424 
eV) determined by Tauc plots of the UV-vis spectrum. The first IPES measurements in 425 
MAPbX3 (X3 = Br3, I3, I3-xClx) were reported by Kahn and co-workers.[49a] In the particular case 426 
of MAPbI3, a smaller EA of ~3.7 eV was extracted from IPES and when compared to EA’ (~3.9 427 
eV). Because a similar IE of ~5.4 eV was extracted from UPS, EG is larger than EOpt in 428 
agreement with the model (EG > EOpt).[48a] Kanai, Kera, Tang and co-workers employed 429 
UPS/IPES/UV-vis to extract EExciton on perovskites with varying halide compositions: MAPbI3 430 
(~180 meV), MAPbBr3 (~480 meV), MAPbCl3 (~120 meV), MAPbI2.1Cl0.9 (~160 meV), 431 
MAPbI2.1Cl0.9 (~40 meV), and MAPbBr1.5Cl1.5 (~140 meV).[49q] These values are in good 432 
agreement with previous reports.[49q, 50] For example, MAPbBr3 has the characteristic excitonic 433 
feature in UV-vis and it shows the highest EExciton. The smaller EExciton means that the 434 
photoinduced excitons can dissociate easily to become free carriers, which is an important 435 
figure of merit for PSCs.  436 
 437 
Mixed cations and mixed halide perovskites (or composition engineering) are reported to show 438 
enhanced photo, thermal, and moisture stability with high PCEs compared to counterparts of 439 
pristine MAPbI3 and FAPbI3.[44, 51] Efforts are being made to understand the evolution of the 440 




co-workers determined systematically the IE and EA values of 18 primary Sn- and Pb-based 442 
perovskites using UPS and IPES (Figure 4a,b).[49c] DFT calculations were carried out to aid 443 
the determination of the absolute positions of VBM and CBM.[49b, 52] In addition, tight-binding 444 
analysis was performed to explain the variations in energy levels of CBM and VBM as a 445 
function of the ABX3 perovskite composition, i.e., varying X (I, Br, Cl), B (Pb, Sn), and A (Cs, 446 
FA, MA). The analysis of varying X shows that the energy of CBM is influenced by the Pb-X 447 
distance (or the confinement effect). As the Pb-X distance decreases going from I to Br to Cl, 448 
electrons on the Pb atom become more confined and their energy increases leading to up-shift 449 
of the CBM (Figure 4c, left panel). VBM position shifts downward going from I to Br to Cl, 450 
which is reflected by the predominant increase in electronegativity (Figure 4c, left panel). 451 
When varying the B cation from Pb to Sn while keeping the X halide and A cation the same, 452 
both IEs and EAs of Pb perovskites are larger than those of corresponding Sn ones (Figure 4c, 453 
middle panel). This was rationalized by the fact that Sn has a smaller electronegativity than Pb. 454 
When varying the A cation, both IEs and EAs do not show a uniform trend. The A site cation 455 
does not contribute directly into the chemical bonding of the B-X framework and only 456 
influences indirectly the electronic structure of B-X when changing the ABX3 volume or 457 
introducing distortion in the structure.[53] Increasing the size of the A cation from Cs to MA to 458 
FA leads to increase in the B-X framework. This lowers the B atomic levels due to moderation 459 
in the confinement effect leading to down-shifts in VBM and CBM, but EA is affected the most 460 
because it is more sensitive to the B levels. Structural distortion (octahedral tilting and lattice 461 
deformation) reduces the hybridization between B and X states. Again, this leads to down-shifts 462 
in VBM and CBM, but VBM is more affected because it is more sensitive to hybridization 463 
(Figure 4c, right panel). This type of studies not only provide the fundamental understanding 464 
of the evolution of key factors that determine the absolute energy levels (IE, EA, and EG), but 465 
also open up possibilities for rational material design for composition- and interface-466 





As pointed out in several reports,[49b, 49c, 52] there is a challenge to reliably extract the onset of 469 
VBM or CBM from UPS and IPES, respectively, on perovskites. Kahn and co-workers pointed 470 
out that the frontier electronic states in lead halide perovskites have a low intensity on a linear 471 
scale due to the small density of states (DOS) at the VBM and CBM frontiers. Hence, these 472 
onsets could be missed with conventional fitting procedures (linear extrapolation of the lowest 473 
binding energy features in a linear intensity scale). The logarithmic plot in intensity and the 474 
fitting of DFT-calculated DOS to the experimental DOS at the band edges were proposed to 475 
determine with better accuracy the VBM and CBM onsets. In addition to the inherent 476 
difficulties of VBM and CBM onset determinations in perovskites, these energy levels depend 477 
sensitively on the (i) orientation of crystal structure, (ii) density of defects introducing 478 
additional states at the band edges, (iii) surface morphology, (iv) chemical composition 479 
variations between grains and grain boundaries, and (v) insufficient coverage leading to the 480 
underneath substrate features overlap in UPS/IPES spectra. With the aim to attain the pristine 481 
electronic structures of perovskites without the convolution of the parameters above, Koch and 482 
co-workers studied the band structure of single crystalline perovskites of MAPbBr3 and 483 
MAPbI3 by using angle-resolved photoemission spectra (ARPES) and low-energy electron 484 
diffraction (LEED).[52] LEED was employed to determine the surface orientation, lattice 485 
parameters, and crystal symmetry group. LEED patterns measured on MAPbI3 single crystal 486 
samples at room temperature exhibited the coexistence of cubic and tetragonal structures 487 
(Figure 5a).[39] The determined lattice parameters are aT = 7.96 ± 0.16 Å (assigned to the (001) 488 
surface of the tetragonal phase) and aC = 6.02 ± 0.11 Å (assigned to the cubic phase). On the 489 
basis of the LEED spot intensity analysis, it has been suggested that the MAPbI3 surface is 490 
predominantly composed of the cubic phase. ARPES measurements along the high symmetry 491 




calculated band dispersion showing good matching (insets in Figure 5b). The detailed 493 
knowledge of the single crystal band structures allows reliable determination of the VBM onset. 494 
Selected cuts through the band structure between X¾M and X¾R shown on a linear scale 495 
(directions of the cuts are marked in the insets in Figure 5b), reveal large variation in the VBM 496 
with the highest VBM onset at X (~1.9 eV) and the lowest VBM onset at R (~1.4 eV). The 497 
single crystal electronic structure can be translated to the polycrystalline MAPbI3 film by 498 
integrating the individual cuts for each direction of k// in M¾X¾R (Figure 5c). It is observed 499 
that the VBM onset is overestimated when evaluated from the extrapolation on the linear scale. 500 
However, from the semi-log plot, the VBM onset is found at 1.40 eV matching well the global 501 
VBM found from the ARPES spectrum taken at point R. The same analysis of VBM 502 
determination in semi-log plots was also applied for MAPbI3 polycrystalline thin films that are 503 
expected to have random crystal orientation (Figure 5d). Similar to the observations obtained 504 
for the integrated ARPES spectra in single crystals (Figure 5c), the logarithmic scaled intensity 505 
plots for polycrystalline film (normal-emission UPS) leads to the VBM onset value close to the 506 
global VBM (Figure 5d). In contrast, the linear scale plots give rise to overestimated VBM 507 
onset. This study highlight the necessity to use a logarithmic intensity scale to determine the 508 
VBM onset (with a remaining fundamental uncertainty of ~50 meV, mostly underestimating 509 
the onset).[49b, 49c, 52] On a separate note, ARPES allows the evaluation of the hole effective mass 510 
(mh*) by performing a parabolic fit of the VBM at points R and M.[49i, 52, 54] Values of 0.18  ± 511 
0.06 m0 at M (along X¾M) and 0.50 ± 0.10 m0 near R (along X¾R). On the basis of these mh* 512 
values, a lower-limit hole mobility values in the range of several tens of cm2/V×s was deduced, 513 
which is another important figure of merit for PSCs.[52] 514 
 515 
Surface defects states lead to band bending at the surfaces of perovskite polycrystalline films 516 




much band bending extends to the bulk (that has a much lower concentration of defect 518 
density[56]) is still not well understood. A flat-band condition is commonly assumed for the bulk 519 
in terms of energy level alignments.[49a, 57] From theoretical calculations, the energetically 520 
favorable intrinsic defects (i.e., with low formation energies such as MA or iodide vacancies) 521 
in MAPbI3 films induce shallow states that are close to either CBM or VBM.[58] Based on the 522 
different defects states, perovskites could be either n-type or p-type semiconductors depending 523 
on growth conditions and substrates.  Koch and co-workers reported that for MAPbI3 thin films 524 
and single crystals, EF is strongly pinned to CBM due to the surface defect states and donor 525 
agent of Pb0.[55b] While under light illumination, VBM detected in UPS would shift up to 0.7 526 
eV, due to filling up of the surface trap states by photoexcited electrons and reduction of the 527 
surface band bending (Figure 6a).[55b] They further investigated the relationship between the 528 
band structure and the density of the surface trap states (Figure 6b).[55a] It is shown that with a 529 
low density of trap states, the photovoltage effect could modify the surface and reduce the 530 
surface band bending. While for a high density of the surface defect states the EF is strongly 531 
pinned to the CBM. This surface defect states also influence the energy level alignment between 532 
perovskite surface and charge transport layers. For example, ETLs like 1,4,5,8,9,11-533 
Hexaazatriphenylenehexacarbonitrile (HATCN) and 1,3,4,5,7,8-hexafluoro-534 
tetracyanonaphthoquinodimethane (F6TCNNQ)  with large EA values coated on top of MAPbI3 535 
with different density of surface defects were investigated (Figure 6b).[55a] When HATCN was 536 
coated on MAPbI3 with a low density of surface defect states, the band bending is reduced and 537 
flat band structure is formed with a suitable energy level alignment between MAPbI3 and 538 
LUMO of ETL. While in the case of a high density of surface states, CBM of MAPbI3 is 539 
strongly pinned to EF and there is a large energy barrier for electron transfering from MAPbI3 540 
CBM to LUMO of ETL (Figure 6b). On the other hand, the hole blocking properties might 541 
also be reduced due to the smaller barrier between VBM of MAPbI3 and HOMO of ETL 542 




leading to variations in energy level alignment properties reported in several different studies 544 
even on the same material system, for example, MAPbI3/C60.[49f, 49g, 57]  545 
 546 
In a typical PSC device, the perovskite layer is sandwiched between the selective contacts or 547 
electrodes (e.g., carbon-electrode), forming a multi-layered stacked structure with several 548 
interfaces. Hence, the energy levels dictated by the intrinsic properties of the perovskite 549 
material can also be influenced when in contact with another material, which is associated with 550 
the dipole formation and band bending phenomena at interfaces.[49s, 57, 59] In this sense, the 551 
reported energy level alignment based on the vacuum level alignment may miss the effects of 552 
interfacial states, interfacial dipoles, and band bending.[11, 48b, 48c, 59b, 60] Film deposition by 553 
vacuum methods are suitable for studying the energy level alignments because the incremental 554 
deposition followed by UPS, IPES, and XPS measurements allow detailed studies of energy 555 
levels and chemical composition across the whole film thickness. A large number of works 556 
investigated the energy level diagrams at interfaces that form heterojunctions with perovskites 557 
by depositing a top layer corresponding to commonly employed HTLs or ETLs: MAPbX/spiro-558 
MeOTAD (X = I3, I3−xClx,Br3),[49a] MAPbIBr2/spiro-MeOTAD,[61] MAPbIBr2/1,4,5,6,8,11-559 
hexaazatriphenylene hexacarbonitrile (HAT-CN),[61] MAPbI3/Au,[49g, 62] MAPbIBr2 and 560 
MAPbI3/MoOx,[61, 63] MAPbI3/copper phtalocyanine (CuPc),[64] MAPbI3/pentacene,[65] 561 
MAPbIBr2/N,N’-di(naphthalene-1-yl)-N,N’-diphenylbenzidine (NPB),[61] MAPbIBr2/copper-562 
hexadecafluoro-phtalocyanine (F16CuPc),[61] and MAPbI3/C60.[49d, 49g, 57, 66]  563 
 564 
There are studies that perovskite films coated on different substrates may change the position 565 
of EF.[49s, 57, 59a, 59b, 67] Interestingly, not only the electronic properties at the interfaces are 566 
influenced by the underneath substrate, but also the bulk properties of the perovskites (typically 567 
a film with a thickness of ~200-300 nm) are also affected.[49s, 57, 59a-c] In fact, it has been 568 




turn the perovskites from n-type to p-type or vice versa.[68] The nature of the substrate not only 570 
changes the energetic alignment of the perovskite layer, but also introduces gap states and 571 
influences the film formation and morphology. In a study by Kahn and co-workers using PES 572 
and IPES, for MAPbI3 films deposited on NiO and TiO2, it is demonstrated that MAPbI3 films 573 
show a slightly p-type characteristic on top of NiO and better energy level alignment with the 574 
top ETL (C60). While the MAPbI3 film on TiO2 is more n-type due to the n-type properties of 575 
the bottom oxide layer.[57]  576 
 577 
On the other hand, a few studies succeeded in growing perovskite layers by co-evaporation in 578 
vacuum or in a step-wise deposition manner for the energy level studies of perovskites when 579 
deposited on different substrates.[59a, 59d, 60] Zou and co-workers studied the substrate effect on 580 
the surface electronic structure of evaporated MAPbI3 films on Al (AlOx), Si (SiOx), TiO2, ZnO, 581 
ITO, Au, PEDOT:PSS, MoO3 (Figure 7a,b).[59a] Similarly the WF of MAPbI3 increases with 582 
the substrate WF. The shifts in VBM to lower binding energy also indicate a transition from n-583 
type to p-type due to the substrate effect.[59a] Olthof, Meerholz and co-workers studied 584 
systematically the electronic structure changes of vacuum-deposited MAPbI3 on four different 585 
substrates (PEIE, ITO, PEDOT:PSS, MoO3; where PEIE = polyethylenimine ethoxylate and 586 
ITO = indium-doped tin oxide) by increamental deposition with film thicknesses from 3 nm up 587 
to 200 nm.[59b] In contrast with a thick solution-prepared film, the incremental thickness helps 588 
the study of interface dipole and band bending within the perovskite layer. The WF of 589 
evaporated MAPbI3 depends on the substrate within the investigated thickness. But the 590 
observed interface dipoles and band bending with increasing thickness suggest that the vacuum 591 
level alignment and flat band structure is not the case in this study.[59b]  592 
 593 
As mentioned above, the WF determination by the substrate might be valid for a perovskite 594 




for organic semiconductors.[67, 69] Cahen and co-workers studied the WF evolution of the lead 596 
bromide based perovskites as a function of the WF for the different substrates (Figure 7c and 597 
d). For mixed cation based perovskite (FA0.85MA0.1Cs0.05)PbBr3, the free carrier concentration 598 
is determined to be low[69] and WF increases with the increase of the substrate WF (Figure 599 
7c).[67] While for other Br based perovskite films (Figure 7d) WF did not show a positive 600 
relationship with the substrate WF,[67] which was attributed to the higher doping density and 601 
higher free carrier densities.[69]  602 
 603 
The above studies demonstrate that the electronic structure of perovskite materials are 604 
determined by their composition, density of surface defect states, and substrate WF. 605 
Furthermore, whether the substrate WF influences the perovskite surface energy level diagram 606 
also depends on the perovskite doping density and free carrier densities. These provide hints 607 
for the device architecture design once the energy level diagrams for each material layer are 608 
determined. On the other hand, the composition is not always uniformly distributed as in the 609 
precursor solution, especially for the two-step mixed cation perovskite formation. How the 610 
unintentional variations in the chemical composition and distribution influence energy level 611 
alignment is discussed in the next section.  612 
 613 
3.2. Unintentional variations in chemical composition 614 
 615 
The electronic and optical properties of perovskites are sensitive to the chemical composition 616 
(Section 2.3). Often a scenario exists in attempting to link the microstructure and opto-617 
electronic properties of perovskite films and devices to the initial nominal precursor ratios or 618 
chemical composition, where a correlation cannot be found. One of the origins for these large 619 
variations and difficulties in PSC reproducibility is related to the unintentional variations in 620 




deposited by a diversity of techniques including solution- and vapor-based methods.[71] In 622 
addition, the several precursor materials with different stoichiometries[70, 72] as well as 623 
employment of additives[73] aiming at optimization of perovskite film morphology (e.g., 624 
uniform coating, large grains), may lead to an unintentional unbalanced chemical composition 625 
of perovskites. The commonly employed post-annealing treatment after the perovskite 626 
deposition may also change the composition and thus lead to variations on the energy levels of 627 
perovskites (VBM, CBM, WF)[49d, 72d, 74] as well as to self-doping phenomenon (showing 628 
characteristic n- or p-type behavior).[74-75] XPS is a widely employed surface science technique 629 
to investigate the surface chemical composition. A few systematic studies provide insights on 630 
the large variations in IE (ranging from 5.1 eV to 6.6 eV) and EA (3.9 eV to 4.6 eV) reported 631 
in literature.[70, 72c, 72e] Meerholz, Olthof, and co-workers investigated the dependence of 632 
chemical composition (XPS) and corresponding energetics (UPS) by preparing 15 solution 633 
processed samples and 23 vapor deposited samples with various preparation conditions such as 634 
varying precursors molar ratios and annealing parameters (Figure 8a).[72c] As a result, MAPbI3 635 
films with diverse surface chemical composition was observed by XPS measurements. The ratio 636 
of Rexp, i.e. the ratio of Pb/N content, was extracted to provide the information of the contents 637 
of PbI2 and MAI in perovskite. Rexp ranging from 0.4 to 1.5 was observed to correlate 638 
proportionally to IE, showing that a perovskite film with excess PbI2 film exhibits a higher IE, 639 
while perovskites with excess MAI show smaller IE (Figure 8a). This similar trend can also be 640 
found by using one step solution method and varying the precursor ratios of a lead acetate 641 
trihydrate (Pb(Ac)2 3H2O) and MAI.[70] Furthermore, these trends in the energy levels variations 642 
are not characteristic only to MAPbI3, but also to mixed halide perovskites of MAPb(I1-xBrx)3 643 
and MAPb(I1-xClx)3.[72e] These works highlight the low tolerance of perovskite surfaces to small 644 
deviations from the nominal precursor stoichiometry. As a consequence, self-doping 645 
phenomenon (i.e., variation in the relative position of EF with respect to the VBM or CBM) 646 




same perovskite material. For example, a consensus exists that stoichiometric MAPbI3 648 
(PbI2:MAI ~ 1.0) leads to weakly n-type behavior in MAPbI3 perovskites, while a high 649 
PbI2:MAI ratio (> 1.7) leads to heavily n-type behavior. On the contrary, MAPbI3 with excess 650 
of MAI (PbI2:MAI < 0.6) leads to only weakly p-type behavior.[49d, 72d, 74] These observations 651 
were associated with the DFT calculated point defects (Section 4) and associated with MA+-652 
deficient defect.[48b, 49d, 58a, 76] The MA vacancy (VMA) leads to shallow acceptor levels within 653 
the band gap. However, a close inspection of the XPS C 1s core level signal in MAPbI3 shows 654 
actually two distinct peaks meaning the coexistence of at least two C-related species; see 655 
spectrum (i) in Figure 8a.[49m] The peak fitting analyses lead to the assignments of the high 656 
binding energy (BE ~ 286.5 eV) species to the MA in MAPbI3 crystal lattice.[49m] A careful 657 
analysis of XPS atomic concentrations after normalization by the atomic sensitivity factors 658 
(ASFs) confirms that MAPbI3 shows close to the ideal ratios of [Pb] : [I] : [C(CH3NH3+)] : [N] 659 
ratios of 1 : 3 : 1 : 1. In the particular example shown in Figure 8a, [Pb] : [I] : [C(CH3NH3+)] : 660 
[N] ~ 1 : 2.9 : 1.1 : 1.1 was reported.[49m] The origin of the C 1s peak at a lower BE of ~284.8 661 
eV (Figure 8a) remains controversial at present and it has been proposed that this peak could 662 
originate from C in CH3I,[49m, 59b, 72a, 72b, 77] CH3NH2,[49m, 59b, 78] adventitious carbon,[59a, 70, 72d, 73, 663 
75b] and/or remaining solvents.[72e] The assumption of CH3I generation due to MAI dissociation 664 
was further corroborated by mass spectrometry[58b, 79] and soft X-ray absorption and emission 665 
techniques.[77b] Park, Qi, and co-workers performed a comprehensive study of depositing MAI 666 
with different thicknesses (ranging from 1 nm up to 32 nm) by vacuum evaporation on the 667 
surface of MAPbI3 perovskite (Figure 8a).[49m] While no changes are observed in Pb 4f, I 3d, 668 
and N 1s (no O 1s features were observed in this study) core levels, C 1s shows the appearance 669 
of additional two species as MAI content is increased. The assignments of these two species 670 
were performed on the basis of atomic ratios analyses. MAI deposition up to 4 nm leads to [C] : 671 
[N] ~ 1.5 : 1 indicating the excessive carbon from the dissociated MAI species. The nitrogen 672 




other nitrogen-containing gas species. Upon 32 nm MAI deposition on MAPbI3, the [N] : [I] 674 
ratio decreased from ~1 : 3 (corresponding to pristine MAPbI3) to approximately 1 : 2 meaning 675 
that approximated closer to optimal MAI ratio of [N] : [I] ~ 1 : 1. Similar trends of partial MAI 676 
decomposition were reported when deposited on different substrates.[59a, 59b, 59d] More 677 
importantly, the analysis of UPS showed a better alignment of VBM of MAPbI3 with the highest 678 
occupied molecular orbital (HOMO) level of spiro-MeOTAD HTL when excess of MAI (4 nm) 679 
was deposited on MAPbI3 (left panel in Figure 8b). On the basis of XPS, it has been concluded 680 
that it is not the MAI layer, but the dissociated species of MAI that lead to the interfacial energy-681 
level tuning. The optimized interface energetics were verified with solar cell performances 682 
(right panel in Figure 8b), showing an enhancement of 19% in average steady-state PCE. These 683 
studies demonstrate that although UV-vis, SEM, and XRD that provides bulk-related properties 684 
show marginal changes in the perovskite film quality, the surfaces and interfaces of perovskites 685 
show large variations in chemical composition. Hence, a strong dependence of the overall PCEs 686 
with the surface and interface phenomena of stoichiometry ratios (right panel in Figure 8b). 687 
These studies clearly underscore the necessity of performing surface science studies in parallel 688 
to device research.  689 
 690 
The photoemission spectra determine not only the surface electronic properties and composition, 691 
but also provide information for the bulk. Synchrotron-based techniques are strong and 692 
complementary tools for this purpose.[80] Here the usage of hard x-ray photoelectron 693 
spectroscopy (HAXPES) is discussed. XPS is mainly for surface composition information. 694 
While how the cations distribute inside the bulk is related to the bulk properties, especially for 695 
recently developed quadruple cation perovskite with Cs, Rb, MA and FA. Philippe, Saliba and 696 
co-workers applied HAXPES with different energies, thus probing different depths within the 697 
film to understand the chemical distribution of the four cations.[43g] With a higher energy of 698 




composition. As reported there is a remaining PbI2 in the double- and triple- cation perovskite. 700 
For double cation, even the unreacted FAI is present at the surface. With the increase of cation 701 
numbers, the excess PbI2 reduced and in the quadruple cation perovskite there is no excess of 702 
PbI2. In addition, the insertion of Cs could uniformly distribute both at the surface and in the 703 
bulk, while Rb tends to locate towards the bulk.[43g] 704 
 705 
To conclude this part, the surface electronic properties rely on the surface composition. 706 
However, the surface composition is not always the same as in the precursor solution. 707 
Furthermore, the distribution of cations and halides is different from the surface to the bulk. 708 
Intentional addition of extra PbI2 or MAI in the interface will be helpful to passivate the surface 709 
defect states, which reduces the non-radiative recombination and enhances the charge transport 710 
with better energy level alignment. This also highlights the importance of surface passivation, 711 
which is discussed in Section 4. 712 
 713 
3.3. Energy level alignment at interfaces and the universal energy level tailoring 714 
 715 
One important role for achieving high Voc and Jsc is the optimally aligned energy levels 716 
throughout the whole device. The energy level diagram is often adopted as a versatile tool to 717 
understand how the combination of functional layers could serve to transfer the charges and 718 
block recombination. However, this is only one of the considerations and does not completely 719 
determine the overall device efficiency. The in-gap states and built-in potential related to the 720 
interfacial defect states are also crucial for achieving high Voc.[67] Voc of a solar cell is 721 
considered as the difference between the quasi Fermi levels of perovskite under illumination.[81] 722 
Energy level matching is required in the interface between ETL/perovskite and HTL/perovskite 723 
for electrons and holes to be transferred with minimum energy losses (Voc deficit). For example, 724 




spectra.[82] The widely employed NiOx, PEDOT:PSS, spiro-MeOTAD, poly(3-hexylthiophene-726 
2,5-diyl) (P3HT) and poly(triaryl amine) (PTAA) are characterized as good HTLs.[49h, 83] 727 
Similarly, TiO2, SnO2, C60, and phenyl-C61-butyric acid methyl ester (PCBM) are 728 
characterized as good ETL because the CBM of the mentioned ETL matches well with CBM 729 
of the typically used perovskite for single junction solar cells.[57, 82a, 84] Other than the CBM 730 
matching with ETL for efficient charge transfer, the hole blocking property with a deep VBM 731 
level is also required to reduce recombination. For example, C60 is a suitable layer for electron 732 
extraction from perovskite, but the small band gap leads to recombination processes. The barrier 733 
for hole blocking is small, and is considered to be the main reason for the lower Voc for inverted 734 
structure device compared with normal structure device.[57] The interfacial defect states from 735 
the ETL also influence the device performance. Qi and co-workers recently studied 736 
systematically the in-gap states of the sputtered SnO2 induced by Ar plasma.[84a] It is shown that 737 
with minimized Ar plasma power and processing time during the sputtering deposition of SnO2 738 
layer, the interfacial defect states is much reduced leading to improved Voc in devices with 739 
normal structure.  740 
 741 
Recently, Neher and co-workers studied systematically the energy level alignment of the 742 
following stacks: ITO/perovskite, PEDOT:PSS/perovskite, P3HT/perovskite, perovskite/spiro-743 
MeOTAD, PTAA/Poly((9,9-bis[30-((N,N-dimethyl)-N-ethylammonium)-propyl]-2,7-744 
fluorene)-alt-2,7-(9,9-di-n-octylfluorene)) dibromide (PFN)/perovskite, SnO2/perovskite, 745 
TiO2/perovskite, perovskite/PCBM, perovskite/C60, perovskite/LiF/C60; which are commonly 746 
used in normal and inverted structure PSCs.[81] The quasi Fermi levels determined in above 747 
mentioned stacks were observed to correlate directly with the Voc of corresponding high 748 
performance devices. For poor performing devices, the Voc is substantially lower than the quasi 749 




descriptions about the energy level alignment for specific interfaces can be found from several 751 
recent review articles.[48b, 48c]   752 
 753 
Regarding the design of interfaces favorable for charge extraction and transport, a promising 754 
approach is searching for energy-level tailoring molecules/polymers as interface modifiers and 755 
is a hot topic recently. In recent studies, the heterojunction or homojunction structure with inter 756 
band energy level alignments help further improve the charge transfer. In recent works, there 757 
are many works reporting the gradient perovskite structure, for example 2D/3D hybrid interface 758 
or homojunction formation. As we discussed above, the electronic properties of perovskites 759 
formed on different substrates are different.[57, 59b] On a n-type substrate the perovskite is more 760 
n-type and on a p-type substrate the perovskite behaves as p-type as studied by Kahn and co-761 
workers.[57] This is especially important for optimization in p-i-n junction structured device 762 
because a p-type surface will be formed in contact with top ETL. Yan and co-workers recently 763 
reported that with a treatment of guanidinium bromide (GABr) aiming wide band gap 764 
perovskite in inverted structure device, the surface is n-type with Fermi level shifting towards 765 
vacuum level. The as prepared device showed improved Voc with a better energy level 766 
alignment.[85]  In a work by Bawendi and co-workers, the formation of layered perovskite 767 
interface helps reduce voltage loss by the formation of electron blocking layer that reduce the 768 
interface recombination.[86] 769 
 770 
Energy level alignment determines the quasi Fermi level for a perovskite film under light 771 
illumination. This section highlights the importance of the energy level alignment of perovskite 772 
materials and the design of neighboring interfaces. With better energy level alignments (i.e., 773 
less energy barrier for charge transfer), the device efficiency could be further improved with 774 





4. Defects and interface engineering 777 
 778 
The fundamental origin of the dynamical processes discussed in Sections 2 and 3 are closely 779 
related to defects in perovskites.[58b] For example, ion migration can be mediated by point 780 
defects in perovskites (Figure 9a);[87] the type of defects such as MA+ vacancies (acceptor) and 781 
I– vacancies (donor) determines the p-type and n-type behavior in MAPbI3 (Figure 9b);[58a, 76a, 782 
88] carrier density enhancement and light-induced degradation in MAPbI3 are related to defect 783 
dynamics leading to I2 generation as discussed later in details (Figure 9c),[89] and so on. In 784 
semiconductor technology, the generation of electronic defects within the semiconductor band 785 
gap limit performance, lifetime, as well as reproducibility.[7b, 14f, 87d, 90]   786 
 787 
In this section, discussion on the current understanding of the origin and nature of defects in 788 
perovskites and their impact on the dynamical processes as well as their influences on the 789 
overall solar cell performance will be discussed. The characterization of defects based solely 790 
on experimental techniques are usually inconclusive. The combination of experiment and 791 
theory is necessary to gain the understanding of the system being studied. The classification of 792 
defects in semiconductors and their electronic properties are important to be understood first 793 
(Section 4.1 and Table 2). Efforts are being made to verify experimentally the theoretical 794 
predictions of trap states energy levels and trap densities. The commonly employed techniques 795 
will be discussed further (Section 4.2 and Table 2). Last, approaches (interface or passivation 796 
engineering) and their passivated effects on device performance used to lower the density of 797 
defects in crystals and layers are presented and discussed (Section 4.3 and Table 2). 798 
 799 





Formation of defects is unavoidable during the crystal growth and post-treatment processes due 802 
to a relatively fast crystal growth dynamics of perovskite films. Further generation of defects 803 
are also expected during the operation of PSCs. Compared with the perfect structure of 804 
perovskite, the possible different types of defects are summarized in Figure 9d.[91] It can be 805 
divided into two categories including point defects and dimensional defects.  806 
 807 
4.1.1. Point defects 808 
 809 
For the basic point defects, they are formed from intrinsic vacancy, interstitial, antisite 810 
substitution, or by extrinsic introduction of foreign atoms (Figure 9d). Based on the point defect 811 
theory, the two common defect pairs are Frenkel defects, i.e. simultaneous vacancy and 812 
interstitial of the same ion, and Schottky defects, i.e. vacancies of two different anions and 813 
cations.[90c] Furthermore, while DFT results have shown that Frenkel defects (e.g., Pb2+, I–, Br–, 814 
MA+) lead to both deep and shallow trap states in perovskites,[58a, 76a] Schottky pair defects (e.g., 815 
PbI2 and PbBr2 vacancies and MAI and MABr vacancies) do not generate trap states within the 816 
band gap.[90f, 90g, 92] DFT is one of the important tools that provide useful guidance to deeply 817 
understand point defects and defect pairs and to further help the design of perovskite preparation 818 
with a minimal defect density associated with high performing devices. The formation energies 819 
of different defects are calculated by first-principle calculations to evaluate the expected type 820 
of defects in perovskites.[76a, 93] MAPbI3 has been the most investigated perovskite materials as 821 
it is one of the most well-known perovskite absorber, but the calculations have shown 822 
conflicting results. All possible intrinsic point defects in a-MAPbI3 (pseudo-cubic high-823 
temperature phase)[94] was first studied: three vacancies (VMA, VPb, VI), three interstitial (MAi, 824 
Pbi, Ii), two cation substitutions (MAPb, PbMA), and four anti-site substitutions (MAI, PbI, IMA, 825 
IPb) using the generalized gradient approximation without spin-orbit coupling (SOC).[58a] It was 826 




leading only to shallow energy levels. Defects of Pbi, PbI, IMA, IPb have relatively high formation 828 
energies with deep energy levels (Figure 10a). It was suggested that MAPbI3 is an ionic 829 
material showing very weak covalence, which is the key for the absence of deep-level defects, 830 
contributing to the good defect tolerance properties.[76a] On the contrary, DFT calculations by 831 
Sun, Zhang, and co-workers identified a strong covalency of both the Pb cations and I anions 832 
in β-MAPbI3 (tetragonal room-temperature phase),[94] leading to formation of Pb dimers and I 833 
trimmers (Figure 10b).[95] The consequence of the strong covalency in MAPbI3 is that it leads 834 
to deep charge-state energy levels (Figure 10c). For example, when iodine vacancy (VI) is 835 
generated, which leads to only a shallow-level state within the band gap, actually the structure 836 
undergoes a significant distortion (because the VI defect becomes negatively charged). 837 
Furthermore, upon capture of an extra electron, the two Pb atoms that are originally separated 838 
move towards each other and form a dimer (Figure 10b).[95] On the basis of band structure 839 
calculations, the formation of the Pb dimer leads to a deep defect level within the band gap 840 
(Figure 10c).[95] For the IMA case, it has been proposed that the deep level state (Figure 10a) 841 
arises from the formation of an I trimmer in the neutral state (Figure 10a,b).[95] This work 842 
highlights the importance of the dynamical processes taking place after a I-related defect is 843 
generated in MAPbI3. Qi and co-workers proposed that the generation of I2 would lead further 844 
to subsequent degradation in a cascade effect highlighting the importance of iodine 845 
management.[79a, 96] Recently, it was shown that I2 generation is mediated by Ii+/Ii– defect pair 846 
(Figure 9c).[89] Du studied also the defects in β-MAPbI3 by partially correcting the self-847 
interaction error and including the SOC.[94] It was shown that only the Ii[94] and its complexes 848 
(such as IMA) induce deep levels inside the band gap, acting as nonradiative recombination 849 
centers.[97] γ-MAPbI3 (orthorhombic low-temperature phase) was also studied with SOC to 850 
show that Frenkel defects VPb, VI, and VMA are shallow-level defects and the Schottky defects 851 




halide perovskites such as CsSnI3[98] CsGeI3[99] halide double perovskites such as 853 
Cs2AgInBr6[100] Cs2AgBiBr6[101] have also been systematically examined theoretically.  854 
 855 
Most of theoritcal studies show that the deep-level point defects of MAPbI3 are related to iodine. 856 
It should be paid more attention to this type of defects as point defects of perovskite especially 857 
the deep level defects severely limit the performance of the solar cell due to the nonradiative 858 
recombination losses caused by the defects. Having a good understanding of deep-level defects 859 
can help us to develop suitable strategies to passivate these defects to achieve higher efficiencies 860 
of PSCs.    861 
 862 
For dimensional defects, they are formed by combining the point defects with defect pairs 863 
including one-dimensional defects, i.e. edge dislocation in plain; two-dimensional defects, i.e. 864 
the grain boundaries produced by differently oriented crystallites in contact; and three-865 
dimensional defects, i.e. volumetric defects produced by precipitation, voids and second-phase 866 
domains (Figure 9d).[90c] In addition to perovskite bulk properties, characterization of surfaces 867 
and interfaces is equally important as they influence significantly on the performance of PSCs. 868 
In the following subsections, the dimensional defects are separated into atomic structures and 869 
defects of surfaces (i.e., the interface between perovskite atomic structure and a vacuum slab) 870 
(Section 4.1.2), heterojunction interfaces (i.e., the boundary between perovskite and a 871 
dissimilar material, e.g., ETL and HTL; Section 4.1.3), and grain boundary (i.e., the interface 872 
between two adjacent perovskite atomic structured layers; Section 4.1.4) to be discussed.  873 
 874 
4.1.2. Surface defects 875 
 876 
In DFT calculations, the 3D periodic boundary condition is a requisite. The perovskite surfaces 877 




Evaluation of the number of atomic layers and the top vacuum layer thickness is important to 879 
ensure that the total DFT energy (e.g., surface formation energy) is not influenced by the 880 
modelling parameters.[90h] The atomic structure of surfaces of MAPbI3,[56, 102] MAPbBr3,[103] 881 
and CsPbBr3[104] perovskites were described on the basis of DFT calculations. Various 882 
thermodynamically stable MAPbI3 surfaces along the different crystallographic directions such 883 
as (110), (100), (101), and (001) were characterized.[56, 102] Corroborated by STM studies 884 
(Section 2.4),[11, 26-27, 38, 42a-d] DFT calculations revealed that the (001) MAPbI3 surface was the 885 
most thermodynamically stable, hence it has been extensively modelled. Two different 886 
terminations for the (001) MAPbI3 surface found to be stable at room temperature were 887 
proposed: PbI2- and the MAI-terminated surface (Figure 11a).[56, 102] The perovskite surfaces 888 
were characterized to have some similarities in electronic properties compared to their bulk 889 
counterparts. For example, these surfaces do not show the presence of neither deep surface 890 
states nor shallow surface states; the valence and conduction bands are characterized by the I-891 
5p and Pb-6p orbitals. However, in comparison to their bulk structure, the surface of MAPbI3 892 
shows a larger band gap (Figure 11b). Experimentally, monolayers of ultrahigh vacuum 893 
deposited MAPbI3 films and scanned by STM revealed the presence of only MAI-terminated 894 
surfaces.[11, 26-27, 38, 42a-d] Similarly, vacuum cleaved MAPbBr3 single crystals also revealed the 895 
presence of only MABr-terminated surfaces.[42a] A question prevails on the non-observation of 896 
PbI2- or PbBr2-terminated surfaces experimentally under ultrahigh vacuum (UHV), which is 897 
under investigation.[42a] Nevertheless, it is pointed out that the preparation conditions of 898 
perovskite polycrystalline films lead to a myriad of surface terminations in addition to the 899 
introduction of several defects as probed by several techniques of XPS (i.e., non-stoichiometric 900 
perovskite surface composition) and PL (i.e., carrier recombination events).[19a, 72c, 105] The 901 
several types of intrinsic point defects such as vacancies (VI, VMA, VPb), interstitials (Ii, Pbi), 902 
and anti-sites (PbI, PbMA) were simulated on the different MAPbI3 terminated surfaces (Figure 903 




from surface point defects were analyzed. On the MAI-terminated surface, MA vacancies (VMA) 905 
can be easily formed due to low formation energy (i.e., high volatility of MA+). However, VMA 906 
does not lead to the deep defect state meaning that very few carrier traps form on the MAI-907 
terminated surface regardless of sample preparation conditions. When the perovskite film is 908 
prepared under I-rich conditions, excess of I in the form of iodine interstitials (Ii) can be 909 
introduced. This Ii on both MAI- and PbI2-terminated surfaces has a remarkably low formation 910 
energy (–0.03 eV) and leads to deep carrier-trapping states. Recently, Meggiolaro, Mosconi, 911 
and De Angelis proposed an alternative model of the dynamics of Ii–/VI+ Frenkel pair defect 912 
formation (charge neutrality is obeyed) at the surfaces of MAPbI3 (Figure 11c).[56] The 913 
formation of an interstitial iodine (Ii–) is followed by the formation of iodine vacancy (VI+) upon 914 
stimulus (e.g., photo, thermal, etc.), that could take place in the bulk or at different terminated 915 
surfaces (Figure 11c). However, formation of the Ii–/VI+ Frenkel pair defect is favorable at the 916 
surface than in bulk because of the steric hindrance required to accommodate the extra iodine 917 
in the bulk lattice. Despite the fairly high density of defects determined experimentally (Table 918 
2) in the order of 1016 to 1018 cm–3, only the less abundant Ii defects were shown to introduce 919 
deep electron/hole traps in MAPbI3.[106]  920 
 921 
The above discussions highlight the negative impact of excessive iodine on the performance of 922 
PSCs and the importance of iodine management or surface passivation for enhancing PCE 923 
(Table 2).[79a, 89, 96, 102c, 106] 924 
 925 
4.1.3. Interfacial defects 926 
 927 
When two materials with different structural symmetries are contacted together forming an 928 
heterojunction interface, the physico-chemical interactions may lead to complex structural 929 




the heterojunction interfaces formed with perovskites were described by UPS and XPS 931 
techniques. However, the atomic structure of the heterojunction interface such as the type of 932 
coordination formed was mainly described by computational simulations due to lack of 933 
experimental tools to probe the buried interfaces. In this sub-section we focus on the theoretical 934 
description of defects at the two interfaces of perovskite/ETL and perovskite/HTL systems. 935 
 936 
The atomic structure of perovskite/ETL interfaces such as MAPbI3/TiO2,[87a, 108] MASnxPb1-937 
xI3/TiO2,[109] MAPbI3/ZnO,[110] MAPbI3/C60[102e], MAPbI3/PCBM,[102f] a-FAPbI3/TiO2,[111] 938 
CsPbBr3/TiO2[112] were described using first-principle calculations. In particular, the interfacial 939 
atomic structure and the electronic properties of the interface between TiO2 and MAPbI3 were 940 
extensively studied, which is discussed next.[87a, 102e, 102f, 108] On the planar TiO2, they found that 941 
MAPbI3 and MAPbI3−xClx perovskite grows preferentially with (110)-oriented film than (001) 942 
orientation.[108a] The TiO2 with the (110)-oriented perovskite has a stronger interaction, leading 943 
to a stronger interfacial coupling and to TiO2 conduction band energy upshift. On the meso-944 
structured TiO2 (MS-TiO2), by combining several spectroscopic techniques it was also 945 
demonstrated that the perovskite close to the MS-TiO2 surface was locally ordered, which was 946 
induced by interfacial interactions. The locally ordered layer enhances generation of free charge 947 
carriers and efficient charge carrier transport to the contact.[108d] Transfer of the photoexcited 948 
electrons in MAPbI3/planar TiO2 is more difficult compared to MAPbI3/MS-TiO2.[108f] This 949 
may account for the reason why PSCs based on the MS-TiO2 usually show better performance 950 
than those based on the planar TiO2. It seems that no deep defect states were found at the 951 
MAPbI3/TiO2 interface, which is consistent with experimental observations that the 952 
MAPbI3/TiO2 interface is more electrically active than the MAPbI3/HTL interface.[113] The 953 
residual PbI2 at grain boundaries of MAPbI3 was shown to have a detrimental impact on the 954 
performance of PSCs.[114] However, PbI2 at the interface of MAPbI3/TiO2 can enhance the 955 




experimental results.[115] A few studies describe the atomic structures at perovskite/HTL 957 
interfaces based on DFT calculations.[102a, 102b] By examining the various types of PbIx 958 
polyhedron terminations, a PbIx vacant-type terminated surface is not beneficial to the hole 959 
transfer to the HTL. PbI2-rich terminated surface enables the photogenerated holes to transfer 960 
to HTL smoothly. This is in agreement with another reported calculation, which shows that 961 
nonpolar MAPbI3 (001) and (110) surface tends to favor hole injection to Spiro-OMeTAD.[102f] 962 
While, for PCBM, it is the polar MAPbI3 (100) surface that tends to facilitate electron transfer 963 
to PCBM due to largely delocalized surface states and orbital coupling.[102f] 964 
 965 
DFT calculations show that heterojunction interfaces can lead to defect states within the band 966 
gap, impacting significantly not only solar cell efficiency, but also stability and hysteresis. The 967 
passivation of the interface between the perovskite layer and HTL / ETL are vital to the further 968 
improvement of the solar cell performance. 969 
 970 
4.1.4. Grain boundary 971 
 972 
In regard to dimensional defects, grain boundaries are a central discussion in perovskite 973 
research. The formation of grain boundaries is inevitable as perovskite films for PSCs are 974 
fabricated with multicrystalline nature. It is well-know that grain boundaries play a vital role in 975 
conventional inorganic photovoltaic polycrystalline absorbers (GaAs, CIGS, CZTS, and CdTe). 976 
Grain boundaries produce deep trap states within the bandgap, which in turn increase carrier 977 
recombination rate and reduce Voc significantly.[116] The coincidence site lattice (CSL) model 978 
is a mathematical tool often employed to characterize grain boundaries in computational 979 
studies.[117] This model provides the idea that grain boundaries are not formed randomly based 980 
on the principle of energy minimization of the system upon its formation. Briefly, a grain 981 




This interface or grain boundary can be generated by (i) the two aligned adjacent lattices of 983 
grains (or Ruddlesden-Popper faults), (ii) twisting a grain with the axis of rotation 984 
corresponding to the normal plane, (iii) tilting a grain with the axis of rotation perpendicular to 985 
the normal plane, or by a combination of all the geometrical operations above (Figure 12).[117d] 986 
The atomistic models of grain boundaries will exhibit a variety of interfacial structures. Because 987 
of the periodicity in the crystal structure, the geometrical operations above (Figure 12) may 988 
also generate atomic arrangements at the interface with certain periodical features (suitable for 989 
DFT calculations). The grain boundaries that have a certain number of atoms sharing the same 990 
lattice in both of two adjacent grains (or CSL) are of particular interest in many computational 991 
studies due to their periodicity (i.e., a more realistic non-periodic atomic structures require large 992 
computational efforts). These special type of grain boundaries are distinguished by the 993 
reciprocal of S = (number of coincidence sites in the unit cell) / (number of all lattice sites in 994 
the unit cell) value and specifying the combination of the grain boundary planes (Figure 995 
12a).[117] For easy visualization, some of the crystallographic planes for b-MAPbI3 are provided 996 
in ref. [118]. A large reciprocal value of S means the periodicity is long-ranged (characterized as 997 
random boundary). This random boundary possesses a high interfacial energy because the 998 
atomic arrangement differs significantly from its original bulk structure.[117b] On the contrary, 999 
low S values have short-range periodicity (i.e., larger number of atomic coordination at the 1000 
boundary interface between two adjacent grains), thus leads to lower interfacial energy than 1001 
random boundaries. Yan and co-workers provided the first DFT calculations of [100](111)S3, 1002 
which corresponds to a twin grain boundary with two (111) planes of MAPbI3 oriented along 1003 
[100] direction (Figure 12a; i.e., the simplest boundary when the crystals on each side of a 1004 
plane correspond to mirror images of each other. There is no region of disorder and the 1005 
boundary between the twinned crystals will be a single plane of periodic atoms. DFT 1006 




i.e. they do not introduce deep trap states.[76] The other type of [100](310)S5, which also shows 1008 
symmetric and periodic atomic structured grain boundary (supercell depicted in Figure 12b) 1009 
was considered based on the fact that atomic structure in this type of grain boundary was 1010 
previously observed in SrTiO3 perovskite by high resolution transmission electron microscopy 1011 
(HR-TEM).[119] MD simulations were performed on the [100](310)S5 grain boundary (Figure 1012 
12b) at 300 K to implement the temporal evolution of structural disorder and imperfections due 1013 
to thermal fluctuations. MD simulations were unable to show generation of deep defects states 1014 
within the band gap.[76, 119a] The grain boundary sites in [100](310)S5 were found to increase 1015 
the hole effective mass leading to only shallow trap state near VBM.[76b]  1016 
 1017 
Experimental mapping of grain boundaries in organic lead halide-based perovskites is 1018 
challenging because of their inherent sensitivity to vacuum and when exposed to excitation 1019 
probes (e.g., electron beam, X-ray, light, etc.).[79a] In contrast, inorganic perovskites (e.g., 1020 
CsPbBr3) have a better structural stability and efforts have been made to characterize the grain 1021 
boundaries by electron microscopy techniques.[8a, 120] For example, Mishra and co-workers 1022 
determined the atomic structures of grain boundaries in inorganic CsPbBr3 perovskite 1023 
nanocrystals by scanning transmission electron microscopy-annular dark field (STEM-HAADF) 1024 
imaging combined with DFT modeling (Figure 12c).[8a] The grain boundary planar defects of 1025 
Ruddlesden-Popper (RP) and Br-terminated and Br-deficient [001](210)S5 were identified. 1026 
Statistically, the Br-terminated [001](210)S5 type grain boundary was the majority (amounting 1027 
to 19 out of 42 analyzed). Other type of asymmetrical grain boundaries such as 1028 
[001](110)(260)S17 were also identified, but with a lower frequency of occurrence. The other 1029 
typical planar defect analyzed is the RP planar faults, which consists of two CsBr layers stacked 1030 
between two CsPbBr3 domains. The RP planar faults propagate along the (010) and (100) planes 1031 




across the grain boundary reveals that neither of Br-terminated [001](210)S5, RP planar fault, 1033 
as well as [001](110)(260)S17 induce deep defect levels. However, the Br-deficient 1034 
[001](210)S5 associated with the presence of Pb dangling bonds or Pb-Pb bonds were identified 1035 
to lead to deep trap levels. Calculations by Guo, Wang, and Saidi also corroborates that grain 1036 
boundaries in CsPbX3 (X = Cl, Br, and I) as well as MAPbI3 perovskites do not generate midgap 1037 
states inducing only shallow states near the VBM.[121] As comparison, grain boundaries in lead-1038 
free halide double perovskites of Cs2AgInCl6, Cs2AgBiCl6,[122] as well as kesterite of 1039 
Cu2ZnSnSe4,[123] were also evaluated using DFT. The simulated [001](310)Σ5 grain boundaries 1040 
of Cs2AgInCl6 and Cs2AgBiCl6 and [001](114)Σ3 grain boundaries of Cu2ZnSnSe4 with low-1041 
formation-energy can result in deep-level defect states in the bandgap and act as the carrier 1042 
recombination centers deteriorating their optoelectronic properties.  1043 
 1044 
According to the simulation results, to increase photon-to-electron conversion efficiencies, 1045 
grain boundary passivation was suggested. To date, although there are experimental reports 1046 
about the beneficial roles of grain boundaries in separating and collecting charge carriers 1047 
efficiently,[10b] there is also experimental evidence showing that grain boundaries notably 1048 
deteriorate the film optoelectronic properties (Section 2).[12d, 14e, 19a, 124] Hence, passivation of 1049 
grain boundaries generally enhances the PV performance as well as decreases the hysteresis 1050 
phenomenon in the J-V curves. For instance, although MAPbI3 grain boundaries leads to defects 1051 
close to VBM that can still acts as a shallow hole trap states, the spontaneous passivation of 1052 
extrinsic elements such as Cl (in MAPbI3-xClx)[76b, 125] and O (from air exposure process)[76b] 1053 
can weaken the wrong bonds at grain boundaries and thus reduce the shallow trap states.[76b] 1054 
Other calculated results[125] also demonstrated that the introduction of substitutional Cl dopants 1055 
at the [001](012)Σ5 grain boundary of MAPbI3 is beneficial in reducing the electron-hole 1056 




grain boundaries as well as grain boundary induced deterioration of pristine perovskite 1058 
optoelectronic properties as the fundamental origin. 1059 
 1060 
4.2. Passivation strategies 1061 
 1062 
Thanks to the theoretical and experimental tools to detect the defects, a deep understanding of 1063 
the defects of perovskite is obtained. Defects especially the deep-level defects are proven to 1064 
result in nonradiative recombination losses and limit the performance of the resultant PSCs.[58a] 1065 
It is necessary to develop effective approaches to decreasing the defect density. Several 1066 
strategies have been developed, which can successfully passivate defects including point 1067 
defects and dimensional defects of surface, interfacial and grain boundary defects (summarized 1068 
in Table 2).  1069 
 1070 
4.2.1. Point defects passivation 1071 
  1072 
The common route to passivate point defects is by adding dopants or additives in the perovskite 1073 
precursor solutions to minimize the defect formation during the perovskite growth process. The 1074 
dopants or additives of inorganic dopants such as K+, Ni2+, I3-, Al3+, Cs+ and Rb+ ions[96a, 126] 1075 
and organic dopants such as MA[127] and 2,3,5,6-Tetrafluoro-7,7,8,8-tetracyanoquinodimethane 1076 
(F4TCNQ)[128] are successfully applied into the precursor solutions to passivate the different 1077 
type of defects density in different degrees. In addition to adding dopants or additives, light has 1078 
impact on the defect density. It was found that under the light irradiation, the 1079 
photoluminescence quantum efficiency was enhanced.[129] Combined with theoretical 1080 
investigations, they proposed that the light irradiation promotes the annihilation of VI+/Ii- 1081 
Frenkel pairs. Recently, a new behavior in hybrid perovskite was proposed that local distortions 1082 




lattice expansion in hybrid perovskite thin films of FA0.7MA0.25Cs0.05PbI3 occurred under 1084 
continuous light illumination. After passivation by light, PCE was enhanced from 18.5 to 20.5% 1085 
with improved stability. However, it was proposed that the limited stability of organometallic 1086 
PSC during long solar irradiation was due to the formation of light-activated meta-stable deep-1087 
level trap states.[130-131] Long light exposure time is detrimental for the performance. They also 1088 
mentioned that it can self-heal completely by resting them in dark.  1089 
 1090 
The performance of PSCs enhanced after passivation of point defects in perovskite. However, 1091 
compared with single crystals, perovskite grains behaving as large dimensional defects 1092 
including surface defects and grain boundaries play a vital role in the influence of the PSC 1093 
performance. The degradation of perovskite grains was studied to be triggered by the defective 1094 
surface and grain boundaries.[132] It is desirable to passivate these dimensional defects to boost 1095 
the performance. In the next subsections, passivation strategies on dimensional defects are 1096 
described. 1097 
 1098 
4.2.2. Surface/Interface passivation  1099 
 1100 
Theoretical studies of defects (Section 4.1) are often divided into the surface defects (i.e., the 1101 
interface between perovskite atomic structure and a vacuum slab) and interface defects (i.e., the 1102 
boundary between perovskite and a dissimilar material). As the perovskite layer directly 1103 
contacts HTL and ETL in PSCs,  the surface/interface passivation are discussed together in this 1104 
section according to the contact layer, i.e., at the perovskite/ETL interface and perovskite/HTL 1105 
interface. For the surface/interface passivation, a number of passivation molecules were applied 1106 
on the surfaces of perovskites as they serve as electron donors or electron acceptors, which can 1107 





For perovskite/ETL interface passivation, a fullerene derivative material of PCBM was firstly 1110 
introduced to passivate the interface of MAPbI3/C60 in the structure of 1111 
ITO/PEDOT:PSS/MAPbI3/passivation layer/C60/BCP/Al by depositing it on the surface of 1112 
perovskite layers.[133] The resulted PSC exhibited negligible photocurrent hysteresis and 1113 
improved device performance. PCBM effectively passivated the trap defects on the surface by 1114 
almost two orders of magnitude decrease in the range of energy level above 0.40 eV. Other 1115 
fullerene derivative material such as ethanolamine (ETA)-functionalized fullerene C60-ETA 1116 
was also successfully introduced to further passivate the TiO2:TOPD (titanium oxide bis(2,4-1117 
pentanedionate)) surface in PSC with a glass/ITO/TiO2:TOPD/C60-ETA or [6,6]-phenyl-C-61-1118 
butyric acid methyl ester (PC60BM) /MAPbI3/Spiro-OMeTAD/Au architecture.[134] Besides 1119 
fullerene derivative material such as  p-conjugated Lewis base with n-type semiconductor 1120 
property,[135] the chloride can also efficiently passivate charged defects induced by both the 1121 
cationic and anionic defect sites in the structure of ITO/PTAA/MAPbI3/functional layer (L-α-1122 
phosphatidylcholine, choline iodide or choline chloride)/C60/BCP/Cu.[136] TiO2, a typical and 1123 
common used ETL, behaves as photocatalyst degrading perovskite. CsBr as an interfacial 1124 
modifier between perovskite/ETL not only passivated trap states to improve the PCE from 11.5 1125 
to 15.3%, but also inhibited the photocatalytic active sites on the TiO2 to enhance the stability 1126 
under UV irradiation.[137] As discussed before (Section 4.1.3 Interfacial defects), the planar 1127 
TiO2 with the (110)-oriented perovskite has a stronger interaction, leading to a stronger 1128 
interfacial coupling. However, so far the perovskite cannot be well-prepared with all the (110)-1129 
oriented perovskite. To enhance the interfacial binding in planar PSCs, the interfacial Cl atoms 1130 
on the TiO2 colloidal nanocrystals was introduced.[108l] It forms stronger binding and also 1131 
suppressed deep trap states at the TiO2/FA0.85MA0.15PbI2.55Br0.45 perovskite interface and thus 1132 





Other than TiO2, SnO2 is also well developed for high performance PSCs specially with a planar 1135 
structure. Compared with TiO2, SnO2 shows higher mobility and chemical stability, and the 1136 
SnO2 layer can be readily deposited by low temperature solution coating,[138] commercially 1137 
available precursor solutions,[82a, 84d] atomic layer deposition (ALD),[139] sputtering 1138 
deposition[84a] and chemical bath,[140] which all show performance over 20%. Qi and coworkers 1139 
found that for the sputtered SnO2, the gap states close to the valence band of SnO2 significantly 1140 
deteriorated the device performance.[84a] The passivation of the SnO2 surface helped improve 1141 
the performance with reduced hysteresis. Liu and coworkers applied ethylene diamine 1142 
tetraacetic acid (EDTA) to passivate the commercially available SnO2 nanocrystals.[141] The 1143 
energy level for the EDTA passivated SnO2 is better aligned with the conduction band of 1144 
perovskite thus a higher VOC and a certified 21.52% PCE were obtained. The passivation of 1145 
SnO2 with EDTA not only improves the efficiency, but also enhances the device operational 1146 
stability under light illumination. Fullerene and its derivatives are also good candidates to 1147 
modify SnO2 for high performance PSCs.[142] Zhan, Meng, Tu and coworkers developed a 1148 
fullerene derivative 9-(1-(6-(3,5-bis(hydroxymethyl)phenoxy)-1-hexyl)-1H-1,2,3-triazol-4-1149 
yl)-1-nonyl [60]fullerenoacetate (C9), and anchored C9 to the surface of SnO2 ETL.[143] The 1150 
anchored C9 could efficiently passivate the oxygen-vacancy-related defects on the surface of 1151 
the SnO2 and suppresses charge recombination. The reduced injection barrier also enhanced 1152 
charge extraction. Li and coworkers introduced NH4Cl into commercial SnO2 precursors and 1153 
found that NH4Cl induced the coagulation of SnO2 colloid and enhanced electron mobility with 1154 
a better energy level alignment.[144] The introduced NH4+ and Cl- could suppress the formation 1155 
of deep-level defects thus optimize the SnO2/perovskite interface and reduce charge 1156 
recombination. 1157 
 1158 
Regarding the studies on perovskite/HTL interface, the organic Lewis bases of thiophene and 1159 




inducing less defect density and enhanced performance.[19b] Snaith and co-workers proposed 1161 
that the Lewis bases could passivate under-coordinated Pb ions in the perovskite crystal via the 1162 
coordinate bonding between the sulfur atom in thiophene or nitrogen atom in pyridine with 1163 
under-coordinated Pb ions in the perovskite. Other organic passivation materials such as PCBM 1164 
was also reported to passivate perovskite/spiro-OMeTAD interface through passivation of 1165 
under-coordinated I atoms (I−) at the surface.[145] Besides organic passivation materials (such 1166 
as poly(methyl methacrylate) (PMMA)[146]), ionic material such as MABr was also used to 1167 
passivate the perovskite/Spiro-OMeTAD interface.[147] Mhaisalkar, Mathews and co-workers 1168 
proposed the ions (MA+ and Br– ions) can diffuse into the vacancies created by the loss of 1169 
organic cations and I–, thus passivate the defects. The modification of the perovskite layer with 1170 
an ultra-thin inorganic layer like Al2O3 could also enhance the perovskite stability against 1171 
humidity.[148] Koushik and coworkers introduced an ultra-thin Al2O3 layer by ALD which could 1172 
effectively protect the perovskite layer against humidity. In the meantime, charges could also 1173 
transfer efficiently and the performance was improved with an optimized Al2O3 thickness. 1174 
Although 3D perovskite materials have stronger light absorption and good charge carrier 1175 
transport properties than 2D perovskites, their moisture stability is inferior to 2D perovskites 1176 
considering the hydrophobic feature of the large organic cations in 2D perovskite segment. To 1177 
combine their advantages, a 2D layered PEA2PbI4 perovskite layer was in situ grown on the 1178 
surface of 3D perovskite film to improve the stability of PSCs.[149] In addition, the thin 2D 1179 
layers also have defect passivation effect to enhance the performance.[150] Paetzold and 1180 
coworkers recently created a hybrid 2D/3D perovskite heterostructure by spin coating n-1181 
butylammonium bromide on a wide band-gap perovskite absorber layer.[151] This thin 2D 1182 
perovskite layer efficiently mitigated non-radiative recombination and exhibits a record Voc of 1183 
1.31 eV for a wide band gap (1.72 eV) PSCs with a standard structure. Recently, the 1184 
performance of normal structured PSCs passivated by the organic halide salt phenyl ethyl-1185 




PEA2PbI4 perovskite at the interface of FA1−xMAxPbI3/spiro-OMeTAD.[84d] The highest 1187 
certified efficiency of 23.32% has been achieved by employing PEAI to suppress the surface 1188 
defects of perovskite. As in the inverted structure PSCs, the bottom hole transport layer will 1189 
influence the growth of the perovskite layer and its quality. The above-mentioned post growth 1190 
process also works for inverted structured PSCs. Zhu, Snaith and coworkers developed a 1191 
solution-processed secondary growth technique to enhance Voc of inverted planar structured 1192 
PSCs.[49o] To improve the wettability of the perovskite solution on the bottom HTL PTAA, a 1193 
pre-treatment with dimethylformamide (DMF) was applied. With a high-quality perovskite 1194 
layer, the solution-processed secondary growth on top of perovskite helped produce a wider 1195 
bandgap top layer and also mitigated non-radiative recombination, thus a high Voc of 1.21 eV 1196 
was obtained for perovskite with a band gap of 1.62 eV.  1197 
 1198 
As the passivation of perovskite/ETL and perovskite/HTL are beneficial to reduce defects at 1199 
the surfaces, it is easy to consider to minimize defects at both interfaces. For example, the 1200 
passivated PSCs inserting an ultrathin PMMA films at both the perovskite/Spiro-OMeTAD and 1201 
perovskite/TiO2 interfaces boosted the Voc from 1.17 eV (passivated PSCs only at 1202 
perovskite/TiO2 interface) to 1.21 V.[152] PbI2 was also applied as passivation layer and a 1203 
double-side-passivated PSCs by distributing PbI2 to both front/rear-side surfaces yielded PCE 1204 
of 22.3%, which was better than the device with only passivation in the perovskite/Spiro-1205 
OMeTAD interface of PCE 21.6% and without passivation of 18.8%.[115] The performance of 1206 
PSCs was further enhanced after both side interface passivation compared to only one side 1207 
interface passivation. Therefore, passivation of both interfaces (ETL/perovskite and 1208 
perovskite/HTL) to further reduce defects is key to further improving the optoelectronic 1209 
properties of PSCs.  1210 
 1211 





In the former section (Section 4.1.4), we introduced and analyzed the theories of defects on the 1214 
different types of grain boundaries. However, in real PSCs, it is difficult to control grain 1215 
boundary structure and chemical composition during formation of perovskite films due to 1216 
generally fast growth process and a large number of formed grains. Furthermore, it is also 1217 
difficult to assign whether the passivation contributes to the interface passivation or grain 1218 
boundary passivation. For instance, the passivation effect of chloride on perovskite surface 1219 
treatment was comparable to those with blending the chemicals in the precursor solution, i.e. 1220 
the post surface treatment of perovskite may be enough to passivate the grain boundaries in 1221 
bulk.[136] Considering these cases, we discuss grain boundary passivation according to two 1222 
common methods: 1) post-treatment of passivation molecules on the perovskite films with large 1223 
grain sizes and 2) one-step passivation treatment of grain boundaries with additives in the 1224 
precursor solution.  1225 
 1226 
The first approach is to decrease defects by reducing the area of grain boundaries with larger 1227 
grain size. Many efforts have been investigated to obtain large grain size by varying the 1228 
preparation method such as thermal annealing,[153] solvent annealing with N,N-1229 
dimethylformamide [154] or dimethyl sulfoxide,[155] hot-casting technique,[156] recrystallize the 1230 
perovskite film[157] and tuning the precursor solution by tuning the concentration[158] or adding 1231 
additives.[159] The grain size of MAPbI3 crystal can be enlarged from 100-300 nm to 1232 
micrometer-scale or even to millimeter-scale crystalline grains (1 to 2 mm)[156]. Larger grain 1233 
size of perovskite was shown to have reduced trap density. The resultant PSCs with larger grain 1234 
size exhibited an enhanced performance including enhanced Jsc and Voc. They usually inclined 1235 
to ascribe the enhanced Jsc to the thicker active layer with improved light-harvesting property 1236 
and the enhanced Voc to decrease in trap density. The second approach has focused on the usage 1237 




boundaries during the crystal growth. Especially, the Pb and I related defects, such as under-1239 
coordinated Pb2+/I species and Pb-I antisite defects, in grain boundary will deteriorate the PSCs 1240 
performance and need to be passivated. Various additives are applied to successfully passivate 1241 
the defects in grain boundaries, such as D-π-A molecules,[126d] methimazole (MMI),[114] 1242 
F4TCNQ,[128] guanidinium (GA),[160] ethyl 2-cyanoacrylate (E2CA),[161] 1H,1H-1243 
perfluorooctylamine (PFA)[162] and semiconducting molecules with Lewis base or acid 1244 
functional groups including 7,7’-[4,4-Bis(2-ethylhexyl)-4H-silolo[3,2-b:4,5-b’]dithiophene-1245 
2,6-diyl]bis[6-fluoro-4-(5’-hexyl-[2,2’-bithiophen]-5-yl)benzo[c][1,2,5]thiadiazole]) (p-1246 
DTS(FBTTh2)2 (abbreviated as DTS), benzodithiophene (BDT) unit based DR3TBDTT 1247 
(DR3T)[163] and PCBM.[164] After the introduction of these additives, different types of the Pb 1248 
and I related defects were passivated and the performance of the PSCs with reduced defects 1249 
improved.  1250 
 1251 
These studies suggest that perovskites with lager grain sizes and less defects in grain boundaries 1252 
(especially those defects related to lead and iodine) are beneficial to fabricate high-performance 1253 
PSCs.  Overall, passivation of intrinsic point defects, interfacial defects, and grain boundary 1254 
defects have been shown to remarkably increase PCE, demonstrating the importance of these 1255 
defect passivation in the cell performance. Although several passivation molecules are provided 1256 
to reduce the different types of defects (Table 2), new types of passivation materials and 1257 
techniques need be explored. The new strategies of simultaneous passivation of various types 1258 
of defects present in perovskites are expected to boost the performance of PSCs closer to their 1259 
theoretical limit.   1260 
 1261 





In this review, our central focus was to analyze recent advances of metal halide PSCs from the 1264 
perspective of surface science viewpoint. Surfaces and interfaces in perovskites play major role 1265 
on the current technological challenges in PSCs such as performance, reproducibility, hysteresis, 1266 
and stability. For example, efficient generation of charges, extraction, and transport with 1267 
minimum recombination events through optimized interfaces is crucial to attain high efficiency. 1268 
These interfaces can be in the form of (i) grain boundaries and/or sub-grain boundaries within 1269 
a polycrystalline film composed of the same material,[165] (ii) heterojunction interfaces (i.e., the 1270 
boundary between perovskite and a dissimilar material, e.g., ETL and HTL), (iii) surfaces (i.e., 1271 
the interface between perovskite atomic structure and a vacuum slab. The initial condition of 1272 
the morphology, crystal orientation, and chemical composition at interfaces in the as-prepared 1273 
films are not static; i.e., interfaces are expected to show a physico-chemical dynamical process 1274 
over the course of solar cell operation time. As consequence, these will sensitively affect charge 1275 
carrier dynamics induced by the changes in defect density and energy level alignments at the 1276 
interfaces.[11, 38, 84c]  1277 
 1278 
Case studies that demonstrate the feasibility of bridging the gap between surface-science-1279 
related fundamental investigations and polycrystalline film technology applied to PSCs were 1280 
discussed. The fundamental understanding of correlations between local electronic properties 1281 
and morphologies to technologically relevant solar cell parameters have progressed 1282 
significantly (Section 2). For example, AFM is a well-established SPM tool for characterizing 1283 
grains, grain boundaries, and surface roughness.[11, 38, 166] The morphology of the perovskite 1284 
film as well as its adjacent functional layers play a crucial role in determining the overall 1285 
performance of PSCs. Larger and oriented grains often lead to enhanced carrier mobility,[167] 1286 
reduced density of electronic traps (Section 4),[25, 90b] and enhanced stability.[132, 168] SPM with 1287 
multi-modality imaging capability such as pc-AFM and KPFM provide a one-to-one correlation 1288 




There now exists a broad consensus that ion migration is the main mechanism governing the 1290 
macroscopic phenomena of photocurrent, photovoltage, as well as anomalous electronic 1291 
behavior including hysteretic I-V[169] and switchable PV effects.[36b] As discussed in Sections 1292 
2.1 and 2.2, spatially-resolved mapping techniques revealed the preferential ion migration 1293 
phenomena through grain boundaries in perovskite polycrystalline films. However, ion 1294 
migration is not a phenomena taking place only in polycrystalline films, but it was also reported 1295 
to take place in MAPbBr3 single crystal (bulk transport)[12c, 170] as well as across the planes of 1296 
layered 2D perovskites in the form of single crystal[171] and 2D polycrystalline films.[172] 1297 
Although ion migration was demonstrated to exist in PSCs, questions on (i) what are the 1298 
characteristic time scales for different perovskites? and (i) how it compares with electronic 1299 
dynamics of charge generation, transport, recombination remains elusive (Figure 1c). Great 1300 
efforts are been made in the direction to characterize the time scale of ion migration on different 1301 
perovskite systems. A complete understanding of the time scale dynamics (e.g., interplay of 1302 
charges and ionic species) is expected to help design solar cells with reliable and stable current-1303 
voltage responses. The number of reported works on this topic is still scarce. However, this 1304 
number is increasing due to new advances in SPM techniques that allows to perform fast 1305 
scanning and study the electrical property dynamics (Table 1). For example, a high speed 1306 
KPFM (16 s per image) was first described by Leite and co-workers[90e] allowing to monitor in 1307 
real-time the modifications of CPD maps in perovskite films. In the report by Jesse and co-1308 
workers,[170a] ion migration probed in a lateral device structure of Au/MAPbBr3 single 1309 
crystal/Au showed a complex potential transient dynamics in the µs time scale. Two processes 1310 
with characteristic fast (electronic) and slow (ion migration) dynamics were probed by their 1311 
fast-free force recovery (F3R)-KPFM technique indicating that the imaged dynamics are not 1312 
simply electronic in nature. Hundreds of µs was the characteristic time scale that the transient 1313 
behavior in the potential mapping takes to reach equilibrium after the field across the device 1314 




in 2D layered perovskites of (C4H9NH3)2PbI4 employing time-resolved G-mode KPFM and fast 1316 
free time-resolved electrostatic force microscopy (FF-trEFM). Under illumination, the 1317 
photovoltage also equilibrates after hundreds of µs, a time scale that was associated with ion 1318 
migration and also with dynamics of trapped electronic carriers that are overlapping (Figure 1319 
1c). Finally, Berger and co-workers[12c] performed time-resolved KPFM measurements with 1320 
sub-ms time resolution on a cross-section of complete device of FTO/SnO2/(MA-FA)Pb(I-Br) 1321 
mixed perovskite/spiro-MeOTAD/Au. A localized interfacial charging forms at the photoanode 1322 
interface within 3-10 ms after applying a forward bias to the device. Subsequently, after 1323 
switching off the forward bias, these interfacial charges were stable for over 500 ms creating a 1324 
reverse electric field in the cell. This asymmetry in the kinetics indicates the complex physico-1325 
chemistry of ion migration and stabilization of the ionic species leading to interfacial 1326 
charges.[10g, 90e] The longer stabilization of this reverse electric field is associated as cause for 1327 
generating higher photocurrents observed during the reverse bias scan (in comparison to the 1328 
forward bias scan) in the solar cell I-V measurements (hysteresis). In all the studies of ion 1329 
migration dynamics described above, the current-voltage hysteresis in PSCs is dominated by 1330 
the dynamics of the formation and release of ionic charges at the interfaces. 1331 
 1332 
As highlighted in Sections 2.3 and 4.2.3, investigation of dynamics at the atomic level 1333 
fundamental studies by STM/STS and TEM were reported to provide also unique knowledge 1334 
that correlates with macroscopic observations in PSCs (Table 1). These include (i) perovskite 1335 
surface reconstruction with characteristic dimmer structure of halides (I or Br)[27, 42] in dark that 1336 
transforms to the complex structure with characteristic one-dimensional valley and hill pattern 1337 
upon light illumination. (Figure 2a,b) The new structure shows enhanced charge transport 1338 
properties[26] (associated with ferroelectric domains[31-33]); (ii) The real-space spatial 1339 
distribution of I and Cl anions on the surfaces of the MAPbBr3-yIy and MAPbBr3-zClz mixed 1340 




implications on the halide segregation phenomena.[40-41] (iii) The atomic structure of grain 1342 
boundaries in CsPbBr3 perovskites measured by STEM-HAADF[8a] and DFT studies reveal the 1343 
defect tolerance properties of Br-terminated interfaces of grain boundaries; Br-deficient grain 1344 
boundaries were associated with the presence of Pb dangling bonds that lead to deep-trap levels. 1345 
These recent studies show the relevance of atomic level studies that leads to the bridging of 1346 
surface science studies to macroscopic parameters relevant to solar cell operation.  1347 
 1348 
In contrast to local property investigations by microscopy techniques, ensemble averaged 1349 
measurement techniques also play a pivotal role for the understanding of PSC operation 1350 
principles (Section 3). The typical probing spot sizes of ensemble averaging techniques are in 1351 
the micrometer to millimeter range, which are comparable to active area sizes in devices. 1352 
Therefore, fundamental information extracted from such techniques can provide a direct 1353 
relationship with solar cell parameters. For example, UPS and IPES are widely employed 1354 
techniques in surface science to determine the quantities of IE, EA, EF positions and WF on 1355 
perovskite surfaces (Section 3.1).[48-49] XPS is often employed for the surface chemical 1356 
composition determination (Section 3.2), while LEED determines surface crystal structure 1357 
(Figure 5a).[39] An important consideration during the measurements regards the stability of 1358 
perovskite materials under the environment (e.g., ambient air versus ultrahigh vacuum),[79a] 1359 
which modification (chemical, structural, defects) of the material leads to artifacts, 1360 
complicating the interpretation of the results. Therefore, careful consideration of environmental 1361 
conditions as well as interactions between perovskite and the excitation probe (electron beam, 1362 
UV, X-ray, and electric field) are important factors for avoiding misinterpretation of the results 1363 
obtained. PSC is generally composed of stacks of anode/cathode, a perovskite layer as absorber, 1364 
and selective contact layers (ETL and HTL), resulting in multi-interfaces between these layers 1365 
(Figure 13). Energy level alignments at these interfaces are a versatile tool for evaluating the 1366 




the other hand, STM/STS, UPS, XPS studies are mainly performed in ultra-high vacuum (UHV), 1368 
which presents a “pressure gap” between these UHV studies and perovskite solar cells that are 1369 
operated in ambient pressure. How these UHV results can be related to the surface of real PSCs 1370 
under ambient conditions is crucial, but is not well understood at this stage. The surface 1371 
evolution under controlled environment will be an important future direction. Some of the 1372 
surface properties can be studied by both UHV techniques and ambient techniques, it will be 1373 
helpful to cross check the two sets of results to better understand the surface evolution between 1374 
UHV and ambient. An example of such studies is that the work function of a thin film can be 1375 
determined by both UPS (a UHV technique) and Kelvin probe (possible to be operated in 1376 
ambient or controlled gas environment).[173] Another example is that near-ambient pressure 1377 
XPS studies can provide more insights about how the surface composition and morphology 1378 
changes in ambient condition or controlled condition.[174] 1379 
 1380 
In situ studies and time dependent measurements monitoring the evolution of perovskite 1381 
surfaces during, for example, degradation processes induced by thermal heating, upon 1382 
controlled gas exposure (H2O and O2) and/or irradiation with photons (e.g., visible light, UV, 1383 
and X-rays) are scarce.[175] Similarly, in operando measurements on PSCs with synchrotron 1384 
radiation techniques was discussed as a insightful method to study photovoltaic device 1385 
dynamics under a number of different stimuli such as cooling/heating, current/ voltage, light, 1386 
and environmental stressing conditions.[175b, 176] An example of in operando measurements was 1387 
accomplished on a MAPbI3-based solar cell by designing a sample stage for simultaneous I-V 1388 
curve measurements dependent on temperature and synchrotron-based X-ray diffraction.[176a] 1389 
A detailed correlation between the perovskite crystal structure and I-V profiles was established 1390 
on the same device sample, revealing insights into tetragonal to cubic phase transition 1391 
temperature (60.5−65.4 °C).[176a] In another study,[176b] the crystallinity evolution correlated 1392 




measurements. To investigate the solar cell performance evolution (in-operando), perovskite 1394 
films starting from its precursor solutions were deposited on substrates with interdigitated back-1395 
contact with alternating HTLs and ETLs. These structures function as working solar cells when 1396 
the precursor solution deposited across the electrodes solidifies to perovskite film (i.e, 1397 
photovoltaic activity). It is found that at the first stage of conversion from the precursor solution 1398 
phase, a high Voc is observed even though the bulk of the material is still present as precursors. 1399 
This indicates that at the earlier stage of perovskite structure formation, the semiconductor band 1400 
gap is already well-defined and free of sub-gap trap states. The Jsc continues to increase 1401 
monotonically upon a solid bulk is initially formed within the film until a complete solid film 1402 
is formed. This work reveals important dynamics among the different stages of perovskite film 1403 
conversion and correlation to device performance. In addition, the enhanced pathways for 1404 
charge diffusion during perovskite film conversion highlights the remarkable defect tolerance 1405 
of perovskite materials.[176b] The case studies above show that in operando measurements 1406 
provide further unique insights into the dynamics of PSCs under real operation conditions, 1407 
which will lead to a new front of technological advances in PSCs.  1408 
 1409 
All the dynamical processes discussed in Sections 2 and 3 are associated with the fundamental 1410 
origin of defects in perovskites (Section 4). The presence of electronic defects within the band 1411 
gap limits the efficiency, reproducibility, and stability of PSCs:[90j] (i) point defects in 1412 
perovskites assist ion migration phenomena (Figure 9a);[87] (ii) semiconductor behavior of p-1413 
type or n-type in MAPbI3 determined by MA+ vacancy (acceptor) and I– vacancy (donor) type 1414 
defects (Figure 9b);[58a, 76a, 88] (iii) light-induced degradation in MAPbI3 related to VI and Ii 1415 
Frenkel pair defects dynamics (Figure 11c).[89] Therefore, efforts are been made in the direction 1416 
to characterize experimentally the type of defects in perovskites and minimize defect density 1417 
by well-controlled perovskite film fabrication technology. In fact, PSCs based on thin-sliced 1418 




enhanced stability. Mohamed, Bakr, and co-workers employed single crystal MAPbI3 1420 
perovskite sample (thickness = 20 µm) showing an outstanding PCE of 21.09% and FF up to 1421 
84.3%.[4] However, technological challenges such as upscaling of perovskite single crystals 1422 
prevail currently and fabrication of polycrystalline films may be a viable route for upscaling 1423 
processes considering fabrication costs.[71b, 71d, 84b, 177] The analyses of strategies in device 1424 
architectures (Figure 13) that led to the best lab-scale research-cell efficiencies provide 1425 
important insights and promising trend that enhanced performance and stability can be achieved 1426 
in PSCs and solar modules.[3, 177c, 178] From a historical view point, developments of PSC 1427 
architectures could be separated into three stages. In the first stage, the replacement of liquid 1428 
electrolyte to solid state HTL was a major breakthrough;[179] the second stage is characterized 1429 
by the perovskite composition engineering;[44] and the current third stage is characterized by 1430 
the interface engineering (or passivation) that boosted the certified efficiencies higher than 1431 
22.67%.[83, 84d] For example, Noh, Seo and co-workers[83, 180] employed n-hexyl trimethyl 1432 
ammonium bromide (HTAB) inserted between P3HT and (FAPbI3)0.95(MAPbBr3)0.05 1433 
perovskite layer. The (N+(CH3)3–) moiety in HTAB coordinates with defects in Pb2+ 1434 
undercoordinated defects in perovskites, while the aliphatic (C6H13–) moiety coordinates with 1435 
P3HT via van der Waals interaction promoting self-assembly of P3HT on HTAB improving 1436 
further hole extraction. This device structure led to the high certified PCE of 22.67% due to 1437 
reduction of non-radiative recombination processes (i.e., defect passivation) and enhanced 1438 
physical contact between perovskite and P3HT. In another recent work, You and co-workers[84d] 1439 
employed PEAI as a passivation material and spin-coating on top of FA1-xMAxPbI3 (x ~ 0.08) 1440 
perovskite films. This strategy leads to the certified PCE of 23.3% in the NREL chart.[3] PEAI 1441 
coating on the perovskite layer was proposed to heal defects by filling the iodine vacancies on 1442 
the surface and at the grain boundaries.[84d] In all examples above, the dynamical processes of 1443 
the interactions between passivating molecule and defect in perovskite was described on the 1444 




defects experimentally is imperative, but challenging (Section 4 and Table 2). In this regard, 1446 
computational studies are further expected to aid a more in-depth understanding of degradation 1447 
dynamics, interfacial properties, and the role of defects on efficiency and stability that can be 1448 
corroborated by surface science techniques.  1449 
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Figure 1. a) Spatially resolved imaging on photoinduced charge transfer behaviors in 2073 
perovskite grains under light illumination mapped by light-modulated scanning tunneling 2074 
microscopy. Reprinted with permission from ref. [15]. Copyright 2017, American Chemical 2075 
Society. b) A method based on Kelvin probe force microscopy that enables mapping of charge 2076 
redistribution in an operating device upon a voltage- or light pulse with sub-millisecond 2077 
resolution was developed. Reprinted with permission from ref. [12c]. Copyright 2018, The Royal 2078 
Society of Chemistry. c) Possible charge excitation, recombination, transport, and extraction at 2079 
electrodes processes and the corresponding time-scale taking place in PSCs. Reprinted with 2080 
permission from ref. [9a]. Copyright 2018, Elsevier Ltd. The picture in the left side as inset 2081 
(octahedron dynamics in ps time scale) in panel c) was reprinted with permission from ref. [29a]. 2082 
The picture in the right side as inset (ion migration in ms to s time scale) was reprinted with 2083 





Figure 2. a) Comparison of the surface structure and molecule orientation pattern in the dark 2086 
and b) under illumination. STM images reveal a transition from a) the dominant dimer structure 2087 
in dark to b) a 4 × 2 structure under laser illumination. DFT calculations reveal CH3NH3+ 2088 
molecule dipole alignments lead to the transition from a) to b) surface pattern under illumination. 2089 
The orientation of CH3NH3+ molecule dipoles are indicated by arrows. The blue lines indicate 2090 
a low electron potential energy pathway and the red ones indicate a low hole potential energy 2091 




A movie showing the proposed model of MA rotation and its influence on Br surface 2093 
arrangement is available as supplementary work in this work. Reprinted with permission from 2094 
ref. [26]. Copyright 2019, American Chemical Society. c-e) Large area STM images (10 nm × 2095 
10 nm) of the c) pristine CH3NH3PbBr3, d) CH3NH3PbBr3−yIy, and e) CH3NH3PbBr3−zClz 2096 
mixed-halide perovskites. Inset: FFT results obtained from the topographic STM images 2097 
showing no additional peak at low k-values for the mixed-halide perovskite, suggesting that 2098 
there is no long-range ordering of the additional iodine and chlorine ions at the surface. Relative 2099 
positions of the I (+0.35 Å) and Cl (−0.24 Å) ions with respect to the top CH3NH3Br3 structure. 2100 
Color code: Pb (gray), Br (brown), I (purple), Cl (green), C (black), N (blue), H (light pink). 2101 
Reprinted with permission from ref. [27]. Copyright 2019, American Chemical Society. 2102 





Figure 3. Microscale confocal PL map of a MAPbI3 perovskite film in a) dry nitrogen, and 2105 
humidified nitrogen (~45% RH), b) dry air, and humidified air (~45% RH) normalized to the 2106 
maximum intensity. PL intensity as a function of time under illumination from a bright grain 2107 
(blue circle) and a dark grain (pink circle) under the different gas environment. The PL intensity 2108 
for each trace over time is given relative to the starting value for the bright grain in nitrogen, 2109 
which is normalized to 1. Reprinted with permission from ref. [45b]. Copyright 2018, WILEY-2110 





Figure 4. a) UPS and IPES spectra of 18 Sn- and Pb-based halide perovskites. For easy 2113 
comparison, the secondary electron cutoff (SECO) onsets were aligned at the He-Ia excitation 2114 
energy (21.22 eV), marked by line A. Lines, B, C, and D indicate the common features 2115 
corresponding to the Cs, MA, and FA related states, respectively. The extracted absolute 2116 
positions of IE and EA are indicated by vertical markers, while and EF is indicated by triangles. 2117 
b) Diagram of energy levels of the 18 metal halide perovskites with IE, EA, and EOpt values 2118 




be inferred and assigned to contribution of exciton bind energy and/or error measurements. c) 2120 
Trends of changes in energy levels in ABX3 perovskites when varying the X halide anions (left 2121 
panel), M metal cations (middle panel), and A cations (right panel). Arrows indicate the 2122 
direction of shifts in energy levels upon the anion or cation substitutions. Reprinted with 2123 
permission from ref. [49c]. Copyright 2019, Springer Nature.  2124 





Figure 5. a) Schematic of the surface and first bulk Brillouin zone (BZ) of a cubic lattice. LEED 2127 
patterns of (001) plane of MAPbI3 single crystal acquired at electron energies of 21 eV and 33 2128 
eV at 295 K. The reciprocal lattice parameters a*C and a*T refer to the cubic and tetragonal 2129 
phases, respectively. b) Photoemission spectra for defined emission angles with selected wave 2130 
vector (k) values along the X¾M and X¾R directions. Inset shows the band structure of of 2131 
MAPbI3 single crystal measured ARPES. c) Integrated photoemission spectra of all k values 2132 
along the X¾M and X¾R directions acquired on MAPbI3 single crystal, which translates to a 2133 
simulated polycrystalline MAPbI3 film. d) Actual UPS measurements on the polycrystalline 2134 
film of MAPbI3. The photoemission intensities are displayed in linear and logarithmic scales to 2135 
highlight the variations in the onset of VBM determination. Reprinted with permission from ref. 2136 





Figure 6. Effect of surface states on the band structure of MAPbI3. a) the surface band bending 2139 
is caused by the surface trap states with EF pinned to CBM. Under illumination the traps are 2140 
filled with photo-excited charges and the flat band structure is formed. Reprinted from ref. [55b] 2141 
Copyright 2017, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. b) the density of 2142 
surface state influence the energy level alignment with the coating of ETL. Reprinted from ref. 2143 
[55a]. Copyright 2017, American Chemical Society. 2144 





Figure 7. Influence of the underlying substrate on the perovskite electronic properties. a) and 2147 
b) evaporated MAPbI3 on substrate with increasing WF. The deposited MAPbI3 also shows 2148 
increased WF and shift of VBM to lower binding energy. Reprinted from ref. [59a]. Copyright 2149 
2017, Elsevier Ltd.  c) the WF evolution of (FA0.85MA0.1Cs0.05)PbBr3 on the substrates with 2150 
increasing WF. d) the WF evolution of MAPbBr(Cl), MAPbBr3 and CsPbBr3 on the substrates 2151 
with increasing WF. Reprinted from ref. [67]. Copyright 2019, American Chemical Society. 2152 





Figure 8. a) XPS spectra (Al-ka = 1486.6 eV) corresponding to Pb 4f, I 3d, C 1s, and N 1s core 2155 
levels of the pristine MAPbI3 perovskite and after depositing additional excess of MAI layer 2156 
(from 1 nm up to 32 nm). b) (Left panel) Schematic energy diagram of valence band (VB), 2157 
conduction band (CB), and work function (WF) with respect to the Fermi level (EF). (Right 2158 
panel) Statistics of steady-state PCEs with MAPbI3-based PSCs as a function of excess MAI 2159 
layer thickness. A schematic of device architecture with interface modification is shown in the 2160 





Figure 9. a) Migration pathways for the vacancies of iodine (VI), methylammonium (VMA), 2163 
lead (VPb), and interstitial iodine (Ii) defects. Solid lines represent migration of the ions, while 2164 
the dashed lines indicate trajectories of the vacancies. Reprinted with permission from ref. [87a]. 2165 
Copyright 2015, The Royal Society of Chemistry. b) Control of defect concentration in MAPbI3 2166 
that can be achieved during crystal growth and annealing. Three regimes in MAPbI3 2167 
semiconductor behavior leading to n-type (electron rich), p-type (hole rich), and intrinsic ([A+] 2168 
~ [D–]) characteristics. Reprinted with permission from ref. [88]. Copyright 2019, Springer 2169 




MAPbI3 shows the defect chemistry dominated by Pb vacancy (VPb) and interstitial iodide (Ii). 2171 
Proposal of Ii+/Ii– pair defect formation: (i) MAPbI3 ® VPb2– + VI+ + Ii+ and (ii) MAPbI3 ® VI+ 2172 
+ Ii–. Sequential electron and hole trapping take place on the Ii+/Ii– pair defect leading to I2: Ii+/Ii– 2173 
+ 1e ® Ii0/Ii– + 1h ® 2Ii0 ® I2. A surface-coordinated I2 molecule can remain bound to the 2174 
surface or grain boundary. Reprinted with permission from ref. [89]. Copyright 2019, Springer 2175 
Nature. d) Illustration of the type of defects in perovskite crystal lattice: blue, black, and purple 2176 
dots represent A, M, and X site ions, respectively. Orange dots represent impurity atoms. 2177 
Defects are often divided into two categories of point defects (i.e., vacancy, interstitial, anti-2178 
site substitution, Frenkel and Schottky defects, substitutional and interstitial impurities) and 2179 
dimensional defects (i.e., edge dislocation (line defect propagation), grain boundary, and 2180 
precipitates). Theoretical studies provide useful but limited guidance as the results are 2181 
dependent on the choice of modules and calculation methods, especially the dimensional 2182 
defects, which has a relatively larger model system size and complex environment. Reprinted 2183 
with permission from ref. [90c]. Copyright 2016, Springer Nature. 2184 





Figure 10. a) Calculated defect energy levels of point defects. The formation energies of defects 2187 
are indicated by the values within parenthesis. The acceptor (red) type and donor (blue) type of 2188 
defects are ordered by the formation energies. Reprinted with permission from ref. [76a]. 2189 
Copyright 2014, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. b) Atomic structure 2190 
changes before (shaded) and after (non-shaded) illustrating the steps for the formation of Pb 2191 
dimer from VI and I trimmer from IMA. c) Reprinted with permission from ref. [95]. Copyright 2192 
2014, American Chemical Society. 2193 





Figure 11. a) DFT optimized geometrical structures of 5-layer slabs with (001) surface of 2196 
MAPbI3 perovskite including a vacuum layer of 20 Å. Two surface terminations are widely 2197 
studied: MAI- and PbI2-terminated surfaces. Reprinted with permission from ref. [102g]. 2198 
Copyright 2015, Elsevier Ltd. b) VBM, CBM, and point defects energy levels with respect to 2199 
the VBM (E = 0). Defect levels are represented by red horizontal lines, while the VBM and 2200 
CBM are represented by the lower and upper black lines, respectively. Reprinted with 2201 
permission from ref. [102c]. Copyright 2017, American Chemical Society. c) Optimized 2202 
structures and formation energies for Ii–/VI+ Frenkel pair in the MAPbI3 bulk, at MAI-2203 
terminated surface, at a MAI-vacant site, and at PbI2-terminated surface. Reprinted with 2204 
permission from ref. [56]. Copyright 2019, American Chemical Society. 2205 
 2206 






Figure 12. a) Tetragonal MAPbI3 crystal structure phase. Structural model for a [001](111)S3 2210 
grain boundary in MAPbI3. The red circles indicate the new bonds formed at the grain boundary, 2211 
which DFT calculations reveal the non-generation of deep level defects. b) Schematic of a super 2212 
cell structure of [001](310)S5 grain boundary. Reprinted with permission from ref. [76b]. 2213 




formation of different planar faults of Ruddlesden-Popper (RP), Br-terminated and Br-deficient 2215 
[001](210)S5 during the fusion of CsPbBr3 nanocrystals and their respective HAADF images. 2216 
Reprinted with permission from ref. [8a]. Copyright 2019, WILEY-VCH Verlag GmbH & Co. 2217 
KGaA, Weinheim. 2218 




  2220 
Figure 13. Selected lab-scale perovskite-based solar cell efficiencies and their corresponding 2221 
device architecture evolved over the years.[25, 44, 179b] The corresponding references to each of 2222 
the efficiency numbers are as following: 3.8%,[181] 6.5%,[182] 9.7%,[179a] 14.1%,[183] 16.15%,[184] 2223 
17.91%,[185] 20.11%[186] 21.02%,[187] 21.1%,[188] 22.13%,[96a] 22.67%,[83] 23.32%.[189] The 2224 
certified efficiencies divulged by NREL are represented by red-colored numbers.[190] Toshiba 2225 
Corporation holds the certified efficiency with the largest perovskite solar module (dash square 2226 




Table 1. Selected microscopic studies that emphasize multi-modal measurements as well as focused on the dynamical processes taking place within 2228 


















(~0.2 Å);  
top surface;  
quantitative 
Static MAPbBr3 single crystal. • Surface reconstruction with dimmer and 
zigzag structures. 
• MABr-terminated surface. 
[42a] 





(~0.2 Å);  
top surface;  
quantitative 
Static MAPbI3 polycrystalline 
film; vacuum deposition. 
• Surface reconstruction with dimmer and 
zigzag structures. 








(~0.2 Å);  




solution processed; 50 K. 
• MAPbI3-xClx / Si(100) cleaved in-situ. 
• Two domains with different DOS are 
observed in the length scale of 10-20 nm. 
• DFT corroborates the scenario of local 
I/Cl stoichiometric ratios. 
• The domain with low dI/dV corresponds 
to lower I/Cl, while high dI/dV was 
attributed to high Cl-contents. 
[42e] 
STM Atomic surface 
structure. 
Atomic resolution 
(~0.2 Å);  
top surface;  
Static MAPbBr3, MAPbBr3-yIy 
and MAPbBr3-zClz 
polycrystalline films; 
• Br ions substituted by I or Cl ions. 






quantitative vacuum deposition; 5 K, 
UHV. 











(~0.2 Å);  
top surface;  
quantitative 
Dynamic (yes) MAPbBr3 single crystal; 
4.3 K. 
• Photo-induced atomic-scale reordering 
of MA cations. 
• Rotation of MA induced by excitation of 





Laser diode (532 







(~0.2 Å);  
top surface;  
quantitative 
Static; Comparison 





• Interfacial electronic structure at the 
heterointerfaces between MAPbI3 and 
PbI2. 
• Spatially resolved mapping images of 
photoinduced band bending of VB and 
CB. 
• Real-space observations of photocarrier 
generation. 
• Enhanced charge separation and reduced 









observation of the 
outermost surface of 
the crystalline; 
qualitative 
Dynamics (yes) MAPbI3 on FTO • Precipitation of trigonal PbI2 grains and 
its detailed process during thermal 
degradation. 
• Precipitation of the PbI2 grains did not 
originate directly from the crystalline 









CPD maps on 
cross-sectional 
complete devices. 






• Upon illumination, space charge layers 
are formed at the interfaces of the selective 
contacts with MAPbI3 layer within 
seconds. 
• Distinct differences in the charging 
dynamics at the interfaces of MAPbI3 with 
adjacent layers are observed. 
• Such differences in charging rates at 
different interfaces were associated to a 
combination of ion migration and 
interfacial trap states. 
[24c] 





Static; poling the 
device with +1 V 




• Influence of extrinsic ions (Li+ ion 
migration). 
• Li+ ions in the HTL layer diffuse across 
the perovskite layer and accumulate in the 
ETL layer. 
• Accumulation of Li+ at the c-TiO2 
interface improves carrier injection from 






s/scan); air (<15% 
RH); 500 nm 
Topography and 
Voc mapping. 
A lateral resolution 
<50 nm; 
quantitative 
Dynamic (yes) MAPbI3 polycrystalline 
film on PEDOT/ITO; 
solution processed. 
• Local Voc mapping shows voltage 
variations >300 mV under 1-sun within a 
perovskite grain. 
• The time-dependent changes of local 





laser light at 54 
µW. 
and proposed due to reversible intragrain 
ion migration. 








Quantitative Dynamic (yes) MAPbBr3 single crystal. • Ion migration induced laterally across 
Au (drain)/MAPbBr3/Au (source = 
ground) lateral device structure. 
• After drain voltage is switched on, a 
complex potential transient is observed, 
including both fast and slow processes, 
indicating that the imaging mechanism is 
not simply electronic in nature. 
• The establishment of the interface region 
does not appear instantaneous; instead, it 
is stablished ~30 µs after the removal of 
the field and disappears ~92 µs after the 
application of the field across the device. 
• These were correlated with the finite 






Quantitative Dynamic (no) MAPbBr3 single crystal. • Interplay of convoluted processes of 
charge carrier dynamics and ion migration. 
• Time-dependent changes of the surface 
potential under illumination taking place 
on the scale of a few seconds. This time 





• Photopotential decay at the sub-
millisecond time scale was related to the 
photocarrier lifetime. 
Time-resolved G-






resolution in the 
order of µs time 
scales. 




Dynamic (yes) Layered 2D perovskite 
of (C4H9NH3)2PbI4. 
• Under illumination, the photovoltage 
equilibrates over hundreds of µs, a time 
scale associated with ion migration and 
trapped electronic carriers. 
• On the contrary to 3D perovskites, the 
surface photovoltage of the 2D grain 
interiors evolves more rapidly in time than 
at the grain boundaries. 
• The slower evolution at grain boundaries 
was associated to a combination of ion 
migration occurring between PbI4 planes 
in the 2D layered perovskite as well as 
electronic carriers traversing the traps 




CPD maps on 
cross-sectional 
complete devices. 
The lateral KPFM 
resolution of 50 nm; 
quantitative 
 





• A localized interfacial charge forms at 
the photoanode interface within 10 ms 
after applying a forward bias to the device. 
• After switching off the forward bias, 
these interfacial charges were stable for 
over 500 ms and created a reverse electric 





• This reverse electric field was associated 
with the higher photocurrents during 




CPD maps on 
MAPbI3 films 
















• The average difference value (DV) of 
CPD values obtained between in dark and 
under illumination is associated with the 
efficacy for charge extraction at 
perovskite/contact layer interfaces. 
• The magnitude of DV is related to the 
density of charge carrier at the surface, 
while DV polarity is associated to the type 
of charge carrier (electrons or holes). 
[13b] 
KPFM; N2 filled 
glovebox; >50 
mW/cm2 from 
350 to 750 nm. 












Cell 2. ITO/C60-C6-PA 
SAM/MAPbI3/spiro-
MeOTAD/Au 
• Under Jsc or Voc conditions, SAM cell 
showed higher positive potential (LCPD 
profiles). This high potential (i.e., charge-
up) for SAM cell was higher than for TiO2 
cell. 
• The positive charge-up means an 
unbalanced e-h extractions with a more 
efficient electron extraction in SAM cells. 
[24e] 









• The diode junction behaves differently 
between planar and mesoporous PSCs. 
• Regardless of MAPbI3 stoichiometry 










potential drop takes place at the 
perovskite+mp-TiO2 exhibiting one diode 
junction. 
• In contrast, the major potential drop was 
found on both sides of the perovskite layer 
in planar PSCs, indicating two diode 
junctions, which the generated ca 
KPFM CPD maps on 
cross-sectional 
complete devices. 









• A potential drop is observed at the 
interface of the n-type/p-type perovskite 
layers caused by the carrier separation at 
the interface. 
• It demonstrates the existence of a built-
in electric field and hence the existence of 




All CL images were 
acquired with 512  ´ 
512 pixels of a 10 µm 
´ 10 μm field of view. 
Dynamic (yes) MAPb(IxBr1-x)3 
polycrystalline films; 
solution-processed. 
• Photoinduced halide segregation arises 
when charged excitations generate 







250 nm resolution; 
qualitative. 
Dynamic (no) MAPbBr3 single crystal. • Nano-XRF mapping employed to 
identify the spatial distribution of elements 
within MAPbBr3 single crystal under 
applied bias. 
• A direct relationship between migration 
and local optoelectronic response by PL 





• As Br– migrates from the negatively 
biased electrode and the perovskite 
becomes locally sub-stoichiometric, the 
PL intensity decreases. 
PL mapping Influence of 
atmospheric gases 
(O2, H2O, N2) 
Qualitative. Dynamic (no) MAPbI3(~250 nm) on 
cover slip glass. 
• The response of each grain to continuous 
illumination and atmospheric environment 
was studied. 
• PL mapping in N2 shows the grain-to-
grain heterogeneity with bright and dark 
grains. 
• PL mapping under N2 + H2O (~45% RH) 
reveals both the bright and dark grains to 
show a gradual rise in intensity. 
• PL mapping under dry air reveals that 
bright grain exhibits stable PL over time, 
while the dark grain, which likely has a 
higher defect density than the bright grain, 
shows significant PL enhancement under 
illumination and eventually reached the 
same intensity as the bright grain. 
• PL mapping under air + H2O (~45% RH) 
shows an initial baseline increase (i.e., 
before any light illumination) in the 
emission intensity for both bright and dark 





and dark grains slowly rises over time 
under illumination with again a greater 
relative increase for the dark grain than the 
bright grain. 
Abbreviations: UHV = ultrahigh vacuum; STM = scanning tunneling microscopy; STS = scanning tunneling spectroscopy; HRTEM = high resolution 2231 
transmission electron microscopy; KPFM = Kelvin probe force microscopy; LCPD = local contact potential difference; XRF = X-ray fluorescence; 2232 
PL = photoluminescence; SAM = self-assembled monolayer; CL = cathode luminescence; SE = secondary electrons; FTO = fluorine-doped tin oxide, 2233 




Table 2. The type of defects, related characterizing method and its effect related to photovoltaic parameters. 2235 
Type of 
defects 
Healing process Perovskite Method Sample Activation energy/ 




Voc/V Jsc/mA/cm2 FF/% PCE Ref 
Grain boundary 
 DMF vapor MAPbI3 TAS Control 0.30-0.40  eV 5.3 × 1018 0.96 16.8 69.5 10.5 [154] 
 Passivation 1.8 × 1018 0.96 21.0 76.0 15.1  
 Hydroxylamine 
hydrochloride  
MAPbI3 SCLC Control VTEF 0.60 V 2.1 × 1016 1.05 22.01 74.80 16.85 [159b] 
 Passivation VTEF 0.34 V 1.2 × 1016 1.10 22.42 76.07 18.69  
 ITIC MAPbI3 SCLC Control VTEF 0.90 V 3.2 × 1016 1.06 21.07 74.7 16.66 [163] 
 Passivation VTEF 0.17 V 5.9× 1015 1.07 22.02 75.5 18.03  
 E2CA MAPbI3 SCLC Control VTEF 0.68 V 1.06× 1016 1.07 21.92 77.9 18.23 [161] 
    Passivation VTEF 0.49 V 0.77× 1016 1.09 22.06 80.5 19.51  
 PFA MAPbI3 SCLC Control VTEF 2.02 V 2.9× 1016 0.98 20.14 63.39 12.71 [162] 
 Passivation VTEF 0.12 V 9.3× 1015 1.05 21.71 70.97 16.18  
Surface/Interface  
 PFA MAPbI3 SCLC Control VTEF 2.02 V 2.9× 1016 0.98 20.14 63.39 12.71 [162] 
 Passivation VTEF 0.87 V 1.4× 1015 1.04 20.45 68.10 14.48  
 choline chloride MAPbI3 TAS  Control Deeper0.35-0.40 eV 
shallow0.40-0.52 
eV 
Higher 1.04 22.5 73 17.1 [18] 
 Passivation Lower 1.15 22.9 76 20.0  




 Passivation Shallow 0.35-0.40 
eV 
1 × 1017 1.21 22.60 76.1 20.9  
 C60-ETA MAPbI3 SCLC Control - 4.14 × 1016 1.09 22.35 75.56 18.03 [134] 
 Passivation - 1.99 × 1016 1.09 22.75 78.56 19.12  
 π-conjugated 
Lewis base 
MAPbI3 TAS Control 0.33–0.45  1 × 1019 1.03 19.37 - 13.5 [135] 
 Passivation 1 × 1018 1.11 22.96 - 19.5  
 CsBr MAPbI3−xClx TAS Control 0.16-0.40 eV 5.0× 1016 0.99 18.7 69 13.1 [137] 





TAS Control 0.06-0.20 eV Higher 1.04 23.8 75.2 18.8 [115] 
 Passivation Lower  1.15 24.8 78.4 22.3  






SCLC  Control VTEF 0.79 V 1.37×1016 1.03 21.8 67 15 [126a] 





Control Deep  
0.18  eV 
2.1 × 1016 1.16 19.9 76 17.5 [193] 
Passivation Disappeared 
Control Shallow 
0.11  eV 
0.6 × 1016 1.21 21.0 79 20.0  
Passivation 1.1 × 1016 
PbI3− antisite 
defect 
Ni2+ MAPbI3 TAS Control Shallow  
0.05 eV 
Higher 1.08 21.55 74 17.2 [126b] 




Abbreviations: DMF = Dimethylformamide; TFL = Trap-filled limit; SCLC = space charge limited current; TAS = thermal (thermal admittance 2236 
spectroscopy; TSC = thermal stimulated current; DLTS = deep-level transient spectroscopy.  2237 













1.07 23.5 80.8 20.3 [96a] 
Passivation Same/8.81×1013/ 
Disappeared 




TSC Control - 7.3×1016 1.12 19.21 70 15.08 [126d] 
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Recent case studies demonstrate how probing of local heterogeneities and ensembled average 
properties in larger scale of perovskites by surface science techniques can help build 
connections between material properties and perovskite solar cell performance. In this review 
article, we also focus on how generation and healing of electronic defects within the 
semiconductor band gap influence perovskite solar cell efficiency, lifetime, as well as 
reproducibility. 
 
 
