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Abstract
In computer graphics and geometric modeling, it is often useful to compute a rational parameter-
ization of an implicit curve or surface. Current algorithms for this problem assume exact arithmetic;
their behavior is analyzed when this assumption is removed. Dy backward error analysis, a simple and
precise characterization of the error is derived. In the case of conics and quadrics, this is immediately
uWized to compute geometrically meaningful error bounds. After analyzing the error in rational cubic
parameterization, we show a simple algorithm for the exact parameterization of rational cubics.
1 Introduction
Techniques from algebraic geometry have recently been introduced in the geometric modeling of curved
objects. These techniques usually involve computations with algebraic numbers and so assume exact
computations. They sometimes remain viable when numerical approximations are made. 'We analyze some
recently given algorithms in the context of such approximations.
Algebraic curves and surfaces are the most common representations for curved objects in geometric
modeling. Algebraics satisfy polynomial equations: a curve satisfies f(x, y) = 0, and a surface satisfies
g(x, y, z) = O. An algebraic represented by its defining polynomial is said to in implicit form. The curve
described explicitly by rational functions of a parameter t:
Mt) j,(t)
x = h(t)'Y = h(t) ,
where ft, h, h are polynomials in t, is also algebraic. In this case it is said to be in rational parametric
form. Likewise, an algebraic surface is described explicitly by rational functions in two parameters sand
t.
Each form has certain benefits and drawbacks. For instance, the parametric form is useful for rapidly
generating points on the curve or surface for display; the implicit form is useful for point classification
(deciding if a point is inside. outside, or on a surface), a fundamental operation in geometric modeling.
There are many other tradeoffs. It is therefore very useful if both forms are known, for a given curve or
surface. Certain operations such as intersection also become easier when both forms are known.
Mathematical techniques from algebraic geometry have recently been applied to the problem of con-
verting between the two forms. While impliciHzing a parametric curve or surface is always possible, the
converse (rational parametcri::alion) is not always possible. That is, all algebraics are not rational. How-
ever, important classes of curves and surfaces are rational and algorithms for their rational parameterization
based on algebraic geometry have been given in [1],[2],[3J. {4J,[16], and some will be analyzed here. There is
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also a numerical method due to Jacobi which works by iteratively converting a conic or quadric to standard
form (see [11]).
The algorithms for rational parameterization involve computations with algebraic numbers. Such num-
.bers are roots of polynomials (e.g. 2/3, V2, i etc.) and may have infmite, non-repeating expansions. While
methods do exist for their exact manipulation ([15]), these techniques are costly and complex.
We will show that parameterization is viable in the presence of numerical (i.e., truncated, finite-
precision) approximations to algebraic numbers.
This paper is organized as follows. In section two, an algorithm for the rational parameterization of
conic curves ((1]) is briefly reviewed. The algorithm is then analyzed in section 3 for errors which arise
due to numerical approximations. Using backward error analysis, we show that the output corresponds
to an exact computation on a perturbed input. This information is in turn used to derive a geometrically
meaningful error bound. Next in section 4, it is shown how this technique and the associated error analysis
generalizes to quadric and higher-dimensional surfaces of degree two. In sections 5 and 6, an algorithm for
parameterizing rational. cubic curves ([2]) is similarly analyzed for errors due to numerical approximations.
Finally, in section 7, a new, simple and exact algorithm for the parameterization of rational cubics is given,
which will always produce the exact answer using only rational number arithmetic.
2 Conic Parameterization
We first show an algorithm ([1]) for conic parameterization. The algorithm js given for conics in homo-
geneous form; this allows the use of both projective and affine transformations. The algorithm is then
analyzed for the error in its output when approximations are used for algebraic numbers.
Given the equation of a conic plane curve, parameter functions for the curve are derived. The parameter
functions are given as closed form formulas in the parameter t, the coefficients of the curve, and the
coordinates of a point on the curve.
Input. An irreducible conic curve given by the quadratic equation
Output. Rational functions (x(t), y(t)) of degree at most two,
such that f(x(t), y(t)) = O.
Algorithm.
1. Homogenize the conic. This yields the homogeneous equation
If the X 2 , y2 or W 2 term is missing from the conic's equation, then it will be linear in the correspond-
ing variable, and can be immediately parameterized. Compute quadratic polynomials X(t), Y(t) and
W(t) such that F(X(t), Y(t), W(t)) = 0, and go to step 4.
2. If all squared terms are present, apply a linear transformation that cancels one of these terms.
3. Parameterize the transformed conic, and apply the inverse transformation to the parameterization;
this yields three quadratic polynomialsX(t),Y(t) and Wet) such that F(X(t),Y(t), W(t)) = o.





Transformations. If all three squared terms are present, then anyone of the following three transformations
may be used in step 2 of the conic parameterization algorithm.
• To cancel the X 2 term, usc the transformation
X bX,
Y = cXt + Yt
W dX, + W,
(2)
where (b, c, d) are the homogeneous coordinates of some point on the curve. For the transformation to be
well·defined, b must be non-zero. Then, jf d f:. 0, the transformation is affine; otherwise it is projective.
Since proportional projective coordinates represent the same point, we make the restriction d = °or d = 1.
If d = 0, then we should also make a restriction h = 1 or c = 1j since b f:. 0 is required for the transformation
to be well-defined, we will restrict b = 1 in this case.
Transforming F yields a new conic curve with equation Ft(X1, l'i, T'Vt ) = 0, where
F,(X" Y" W,) F(bX" eX, +Y" dX, + W,)
= F(b,e,d)Xi+F,(X"Y"W,)
and F2 is a conic in Xl, 1"1 and WI with no Xl term:
F2(XI , Ylo T-Vd = (alOd +2a20c +allh)XtYt + (2a ood +alOe + aOlb).:rl WI+
a201? +alOYI T-Vt +aooWl
Therefore, F2 is immediately parameterized by the following formulas:
(3)
a20t2 +alOt + aoo
= -(alOd +allb + 2a20e)t2 - (2aood + amb +alOc)t
= -(alOd +allb + 2a20e)t - (2aood +aoth + alOc)
(4)
This symbolic parameterization for F2 is independent of the specific values for b, c and d.
Now, recall that (b, c,d) is a point on the curve F(X, Y, W) = O. Then F(b,c, d) = 0, and Ft (X1, 1"1, l-VI) =
F2(XIo 1"1, l'Vt ). Hence the parameterization (4) is also one for F I (Xio Y1, W t ) = O. Applying the inverse




b(a20t2 +alot + aoo)
= -(alod + aub +a20c)t2 - (2aood +uOlb)t + aOoe
= a20dt2 - (allb +2a20e)t - (aoad + UOlb + alOc)
(5)
• To cancel the 1"2 term, use the transformation
X Xl + bl"i
lr cl~
W dYI+H't
Again, let (b, c, d) be the homogeneous coordinates of a point on the curve. For the transformation to be
well-defined, c must be non-zero. As before, we make the restriction that d = 0 or d = 1. If d = 0, then
then we further restrict e = 1.
The computations are symmetric to the first case, and yield a similar formula for the parameterization.








Let (b, c, d) be the homogeneous coordinates of a point on the curve. In this case d =f:. 0 is required for the
transformation to be well-defined; hence, we restrict d = 1. Therefore this transformation is always affine.
It translates the (affine) point (b, c) to the (affine) origin, which is equivalent to cancelling the constant
. term in the affine conic equation. It corresponds to intersecting the conic with a pencil of lines through
the affine point (b, c). Then, as before, a formula is derived for the parameterization.
3 Error in Conic Parameterization
The only computation in the algorithm given above is to derive the coordinates of a point on the input
conic curve. Once these coordinates are found, the parameterization is gh'en as a closed-form formula in
terms of those numbers and the coefficients of the input curve.
The coordinates of the point satisfy a polynomial equation (the implicit equation of the curve), and
hence are algebraic numbers.
The algorithm takes as input a curve given by the affine equation f(x,Y) = 0, and produces as output
two rational functions (x(t),y(t)) that satisfy f. The functions x(t) and y(t) are specified in terms of
algebraic numbers band c (the value d is always either 0 or 1 exactly). When approximations band care
used instead of band c, the output of the algorithm will be approximate rational parametric functions x(t)
and y(t).
3.1 Backward Error Analysis
The value f(x(t), ii(t)) depends on which of the three transformations was used. Let [(x, y) = 0 be the
equation of a conic curve, as before, and let F(X, Y, IV) he the homogeneous form of f. In the analysis
the following fact will be used.
f(X ~) = F(X.Y. W)
W'W W 2
'We now enumerate the three cases corresponding to the three transformations. Note that scaling the input
polynomial f(x, y) by a constant doesn't affect the output parametric functions x(t) and :ii(t), in any of
the three cases. To start the analysis, the value of f(x(t), y(t)) is computed by back-substitution. Note
that this value must vanish when exact arithmetic is used, since every point on the output (parametric)
curve must be on the input (implicit) curve. However, in the presence of numerical approximations, it will
ue non-zero, and can be computed symbolically.
• In the first transformation, the X 2 term was cancelled. Suppose the algorithm computed (b, c, d) as an









flirt), jilt)) X(t) Y(t)f(j'V(t) , IV(t))
F(X(t), i'(t), W(t))
_ IV'(t) _ _ _










by (3) and (~)
by (1)
When d = I, F(b, a,d) = feb, c). When d = 0, b= 1, and F(b,c,d) = a2oi(l + alle + U02. Thus, when the
algorithm uses the first transformation, f(x(t), yet)) equals
if d = 1
if d = 0
(6)
When the transformation that cancels the y2 term is used, the computation is symmetric with the above
one, and f(i(t), yet)) is given by f(~; c) y2(t) or (a20 + anb +a02b2)j?(t), if d equals 0 or I, respectively.
c
Finally, when the transformation that cancels the W 2 term is used, the error computation is again
similar; since d = 1 is always the case, there is only one result, f(x(t), yet)) = feb, c).
With the above above in hand, we can now describe exactly what happens to the original input. The
algorithm starts with the implicit equation ICx,y) = 0 of a conic curve C, and produces as output the
parametric equations (x(t), yet)) of another conic curve C. Then C will correspond also to some algebraic
curve. Its implicit equation is found below.
Consider each transformation:
• Suppose transformation 1 was used. Let 6 = f(~, c) or 6 = a20c2 +an c + a02, depending on whether&'
the transformation was affine or projective, for some numbers b, c. Then by (6), f(x(t), yet)) = 6x(t?,
and for infinitely many values to, 1(x(to), y(to)) - 6x(tO)2 = o. Thus C is identical to the conic curve
defined by the equation f(x, y) - 6x2 = 0, that is,
a20y2 +anXY + (a02 - 6)x 2 + UlOY +aOIX + aOO = 0
since both are conics sharing infinitely many points.
• For transformation 2, 6 = IC~~ c) or 6 = a20 +an b+ aQ2b2 , depending on whether the transformation
c _
was affine or projective, and we find that C is exactly the curve
(a20 - 6)y2 + anXY + a02x2 + alOY + a01x +aoo = 0
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• When transformation 3 is used, let 6 = feb, c), and (: is identical to the conic curve
a2oy2+allxy +a02x2 +alOY +UOIX + (aoo - 6) = 0
Thus the algorithm computes exactly the parameterization of a perturbed input curve. The input curve
is perturbed in precisely one of the coefficients a20, a02, or aoo, depending on the transformation used. In
each case a value for the perturbation was given; this value vanishes if approximations are not used.
Thus the error of the parameterization algorithm has been characterized as being equivalent to per-
turbing the input; all other computations being carried out in rational arithmetic, the error due to approx-
imating algebraic numbers was localized in some sense, as the magnitude of the perturbation.
3.2 Geometric Interpretation of Error
Armed with the algebraic error analysis, we seek error bounds of a more geometric nature, by investigating
the geometric effects of perturbing a single coefficient in the equation of a conic curve. The perturbations
yield an entire family of conics, and geometric error bounds have immediate applications towards the
accurate evaluation and display of curves and surfaces.
In particular, the effect of perturbing the constant coefficient is investigated. We then show how
this leads to geometrically meaningful error bounds on conic parameterization in the presence of approx-
imations. In (10], general bounds are given for geometric perturbations at a point on a curve due to
perturbations in the coefficients of its equationj however, in the conic case, specific bounds can be derived
that serve our purpose better.
It will be shown that perturbing the constant coefficient gives rise to a conic similar to the original
conic. We then bound the maximum orthogonal distance between the original and perturbed conic.
3.2.1 Properties of Conics
Much is known about coniCSj we cite some relevant facts from [17] and [14]. Consider the affine quadratic
equation of a conic curve C, in the form
F(x,y) = ax'+ by' +2hxy+ 2gx+2Jy+c = 0
The discriminant of C is
a h 9
Ll. = h b J =abc +2Jgh - aJ' - bg' - ch'
9 J c
The following facts about conics are known:
1. C degenerates to a pair of lines when I:i = 0
2. C is a parabola when ab - h2 = 0, an ellipse when ab - h2 < 0, and a hyperbola when ab - h2 > O.
3. When C is not a parabola, its center is given by (Z{~ZE, ~Z::::~/).
4. The axes of the conic are given by the equation h(x2 - y2) - (a - b)xy = O.
5. The conic can be translated to have its center at the origin, and in this coordinate system its equation
is
Ll.F(x, y) = ax2+ 2hxy + by2+ h2 = 0ab -
6. A conic that has been translated to the center can further have its axes be rotated to become the
principal a.xes, and in this coordinate system its equation is
2Ll.
F(x,y)=(a+b+R)x'+(a+b-R)y'+ ab h' =0
where R2 = (a - b)2 +4h2.
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3.2.2 Bounding the Orthogonal Distance
The facts above make it clear that perturbing the constant term c in the cquation of a conic will produce a
new conic of the same type that is concentric and coaxial with the original (see also [7]). Figure 1 shows a
, family of conics perturbed in the constant coefficient. Perturbing the coefficients of x 2 or y2, on the other
hand, can change all these quantities: figure 2 shows a family of conics perturbed only in the coefficient
of X2 j they vary in type, center, and axis. vVe will therefore only consider the third transformation of the
conic algorithm, which is always affine. However, some bounds can also be derived for the other cases if
needed.
Even when only the constant coefficient is perturbed, the conic could still degenerate into a pair of
lines. A large enough perturbation could turn a hyperbola. into one that is concentric and coaxial to the
original, but with transverse and conjugate axes reversed, as in Figure 3. Hence, an upper bound must be
imposed on the perturbation. Since the constant coefficient c appears linearly in the discriminant A, so
will the perturbed coefficient c +6, and hence one can immediately bound 161 to avoid this case. If this
bound is very small the conic will already be close to degenerate.
For perturbations smaller than this bound, then, we wish to geometrically describe the error. Define
the (orthogonal) distance from a point P on one conic to the other conic as the shortest distance along
the normal vector at p to the other conic. Then the maximum orthogonal distance from a point on one
conic to the other will occur at one of the extreme points of the conic along its major axis, if ellipse, or
transverse axis, if hyperbola (see figures 1, 3).
Now suppose one is given two conics C, C, where the second conic is derived by perturbing the constant
coefficient in the equation of the first (if C is a parabola, some slight modifications will apply to the
arguments below). Then they will be concentric and coaxial, and we can consider their equations in a
coordinate system where their center is at the origin and their axes arc aligned with the primary axes. In
this coordinate system their equations will take the form
F(x,y) =Ax' + By' +Ct =O,F(x,y) =Ax' + By' +C, =0
Referring to figure 4, let d:r' d:r be the distances along the x-axis from the origin to C, C respectively.
Likewise, let dy , Jy be the distances along the y-axis. (In the case of a hyperbola, only one of these distances
is finite). Then d:r = d:r +pz and dy = dy+Py. One of P:r and Py will be the maximum orthogonal distance
between the two curves. We can solve for P:r and py directly.
To solve for P:r, put y = 0 in the curve equations. Then d; = -~ and d; = -~. Hence d; - d; =
(d:r +p:r)2 - d~ = c!Ac? So Pi + 2d:rp:r = ~, and since P:r = 0 when C. - C 2 ::=. O. we find that
pz=-dz+Jd;+(Cl~C') andalso P,=-d,+JrF,+(CI~C')
Revert to the original coordinate system, where the conics have equations a:r 2+by2+2hxy+2g:t+2fy+cl =
0, ax 2+by2+2hxy +29x +2fy +C2 = 0; then, by the coordinate transformations of the previous section,
26.1 26.2 2
C1 - C2 = ab h 2 ab h2 = ab h2 (~I - ~2)
By the! definition of the discriminant, tl.1 -6.2 = (ab-h2)(CI-C2) and hence C t -C2 = 2(CI-C2). Finally!
using the definitions for 1"1 and il, and R as given in the previous section, and putting 5 = Cl - C2, we find
that
P:r = -dz +Jd~ + (a +: +n) 6 and also py = -ely +JtIt + (a +: n) 6
Now suppose it is desired that IpIl < E for some E > 0, and we wish to bound 101- To have Ip:rl < E, it is
necessary that Px < E and P:r > -E. For reasons that will soon be clear, we will require E < d:r. Considering
each case separately,
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1. P:r; < (jmplies that (-d:r; + Jd; + (a+l+R) 5) < (.
2. Similarly, P:r; > -( implies that ( -d:r; + Jdi + (a+;+R) 5) > -(, which can be
After considering both possibilities for the sign of a +b+ R, the requirements above may be satisfied
by taking
161<'(2d.+')la+~+RI and 161<'(2d._')la+~+RI
for cases (1) and (2) respectively.
Finally, recalling that « d:r;, choices (1) and (2) can be simultaneously satisfied by choosing
This is the only simplification made in the calculation, and at most a factor of two of accuracy (one bit)
is lost.
The error along the y axis is bounded in an identical way. The quantities d:r; and dy are independent
of any scaling of the coefficients of the original conic by a constant, but the scale factor will be linearly
present in the quantities a + b+R and a +b- R. However, from way 5 was defined in the backward error
analysis of the previous section, it will also contain this factor so no changes are necessary. Keeping this
in mind, it suffices to compute 6 such that
161< ,_ min(d. ·Ia +b+ RI, d, -Ia +b - RI)
2
Lower bounds are similarly calculated.
3.2.3 Summary
At this point we have shown the following:
1. Numerical approximations during parameterization introduce an error.
2. The error is algebraically a perturbation 6 in one coefficient of the input implicit equation of the conic.
3. When this perturbation is in the constant coefficient of a conic, the perturbed conic is coaxial and
concentric with the original, and the maximum orthogonal distance P between these two conics can be
explicitly computed in terms of 6 and the coefficients of the conic.
4. Given a geometric bound (on the maximum orthogonal distance Ipi between the original and perturbed
conics, an upper bound on the parameterization error 161 can be dedved in terms of ( and the coefficients
of the conic. So the geometdc constraint ( can be used to decide how small 6 must be chosen, that is, how
closely to approximate the required algebraic numbers.
4 Quadric Surface Parameterization
The parameterization algorithm [1] applies to all higher dimensional hypersnrfaces of degree two. The
quaddc surfaces are an important class in geometric modeling, and the error analysis done for conics
generalizes directly to higher dimensions. In the case of quadrics, one can cancel any of the X 2, y2, Z2, IV2
terms, at the cost of a perturbation in the corresponding coefficient.
The geometry of quadric surfaces is also well-studied and similar geometric error bounds can be derived.
In the quadric case, the discriminant of a quadric is a 4 x 4 matrix in its coefficients, and it sign distinguishes
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the various types of conics (its sign is invariant under scaling of the quadric equation by a constant, since
each term in the discriminant is a product of four coefficients).
If a perturbation 6 in the constant coefficient is chosen small enough to preserve the sign of the dis-
. criminant and hence avoid degeneracies (this bound is easily computed as in the conic case, since 6 once
again appears linearly in the quadric discriminant), one can again consider families of concentric, coaxial
quadrics of the same type, and derive geometric error bounds similar to the conic case.
5 Cubic Parameterization
Given the equation of a cubic plane curve, parameter functions for the curve are derived ([2]). The
parameter functions could be given as closed form formulas in the parameter t, the coefficients of the
curve, and the coordinates of a point on the curve. However, because of the size of these expressions, it
is instead shown how they can be derived. The derivation assumes exact arithmetic, hut a subsequent
analysis reveals the error in the output when this assumption is not made.
Input. A cubic plane curve given by the cubic equation
f(x,y)
Output. Rational functions (xU), yet)) of degree at most four, such that f(x(t), y(t)) = o.
Algorithm. As in the conic case, the curve is transformed by birational transformations into a form that
it is readily parameterizable. Each transformation preserves the rationality of the curve. The steps are
as follows. If the cubic has a zero x 3 or y3 term, the first step can be omitted. If both are present, then
the first step below cancels y3 , and the steps that follow assume that. The x 3 term could just as well be
cancelled: the computation is symmetric.
1. Apply a transformation that removes the y3 term of f. This can be done via the linear transformation
X Xt+qYt
y = Yl (7)
(8)
When applied to the cubic equation f(x, y) = 0, this yields a new cubic curve with equation
h(XltYl) = 0, in which
h(x" y,) f(Xl + qy" yll
= L(qM+j,(x"yd
where £(q) = a03q3 + at2q2 + a21q + a30. Choose q to be a root of L, Le. L(q) = O. Then
h(x"y,) = j,(x"Yd·
2. Parameterize the cubic curve with equation h(x1, yI) = 0, which has no yr term. In order to do this,
12 is transformed into a quadratic. h is of the form
where 91,92,93 have degrees equal to their subscripts. The discriminant of 12 is simply 9",(xd =
92(xI)2 - 4g1(Xl)93(xd. The roots of the discriminant are projections of the extreme and singular
points of the curve; hence, if the curve has a singular point, the discriminant must have a multiple





Note that 94(XI) is a polynomial in Xl of degree at most four. The curve is singular (and hence
rational) if and only if 94(Xt) has a multiple root. This repeated root can be real or complex; only
the real case is considered here. Now for any number r, expand the polynom1al 94(XI) in a taylor
series at r. Then
The terms of order higher than 4 are zero since 94 is a polynomial of degree 4. Collecting coefficients
of (XI - r)2, we see that
(12)
where Q2(Xt) is of degree two. Now apply the substitution
together with (12) into the right-hand side of (9); this leads to
4g,h Y; - g,(.,)




Choose r to be a multiple root of 94(XI); then 94(r) == 9Hr) == 0, therefore h(Xt, YS) == (Y5 -
Q2(XI))(Xl - r)2. This suggests that to parameterize h(Xt, Ys), we can simply parameterize the curve
with equation C(XlI Ys) == yl- Q2(Xt) = O. This curve is a conic since Q2(xd is of degree two.
3. Parameterize the conic with equation C(Xt, YS) = 0 using the methods of the previous section. This
yields a pair of rational functions (Xt(t)'Y3(t)) such that C(XI(t),Y3(t)) == o. Then apply transfor-
mations (13), (10),(7) in reverse to find a pair of rational functions (x( t), yet)) that parameterize the
input curve. These rational functions will have a common denominator, with degree of numerators
and denom1nator not exceeding four.
6 Error in Cubic Parameterization
The cubic parameterization calls for computing a root Q of the cubic polynomial L(q), a multiple root r of
the quartic polynomial 94(Xt), and a parameterization (Xt (t), Ya(t)) of the conic with equation C(Xt, Ya) =
O. Assuming the last conic transformation was used, a pair of algebraic numbers (b, c) need to be computed.
If all algebraic computations were exact, i.e. L(q) = 9<1(r) = C(Xl(t),Y3(t)) = 0, then the output
will also be exact. However, one is usually forced to use approximations ii, T and (ti(t), Ya(t)), which will
lead to an approximate output parameterization (x(t), yet)). In this case one must have measure the error




6.1 Backward Error Analysis
Given the approximate output parameterization (x(t), yet)), we compute the algebraic distance error
[(x(t), yet)). The subscript (t) is dropped for convenience.
/(i, fJ) /(xt+ qy" y,) by (7)
h(x"y,)
L(ij)YI + j,(x" y,) by (8)
Continuing,
f,(x-" y,) j,(x-" Y\- ('S~,) by (10)
91 Xl
_ (Y'-9'(£'»)' _)(Y'-9'(£'») (_9'(X,) 29'(X-,) +9'(X, 29'(£,) +9, x,) by (9)
Y2 2 - 94(Xt)
= by (11)
49'(£,)(y; - 1'(£'))(£' - f)' +9;(f)(£, - r) +9,(f)
49' (x-,) by (12)
Now G(Xl(t), Y3(t)) = Ya 2 - Q2(Xl), and since we assumed that the third conic transformation was used
to parameterize C, it follows that there is a point (b,e) such that C(X-l(t),]lJ(t)) = G(b,e). Therefore,
() L( -) - 3 + (y; - q,(£,))(,;, - f)' +g;(r)(,;, - f) +9,(r)/ i, fJ = q y, 4 (-)
91 Xl
L(-) - 3 C(b, c)(,;, - f)' +9;(f)(,;, - f) +9,(r)
= qy,+ 4(-)91 Xl
L(-)-3 C(b,c)(i - ijfJ - f)' +9;(f)(i - qfJ - T) +9,(r)
= q Y + 4 (- --)91 X - qy
Thus we see that the points of the output parameterization lie on the curve
/( ) = L(-) , C(b,c)(x-qy-f)'+9;(f)(x-qy-f)+9,(r)x, y 1 Y + 4 ( -)91 X qy
If the values ii, T, ii, c are chosen to be exact, then L(q) = g4(r) = g~l(r) = C(b, c) = 0, and it is clear
that the parametric output curve coincides with the implicit input curve.
However, if the values are not exact, the output curve differs from the input curve; the factor 91(X -qy)
in the denominator may be linear, and hence the output curve may even be quartic. The coefficient
perturbations are now present in many terms, not just one.
7 Error Free Cubic Parameterization
Every rational cubic has a singular point. It is well-known (see, e.g. [19] for details) that such a cubic
can be parameterized by a pencil of lines through the singularity, which then intersect the cubic at exactly
one other point. The coordinates of the latter point parameterized by the slope of the line give parameter
functions for the cubic curve. The parameter functions are given as closed form formulas in the parameter
t, the coefficients of the curve, and the coordinates (b,c) of the singularity, as shown below:
a30bt3 - (3aaoc + U20)t2 - (2a21c + U12b + all)t - (2aoab + u12c +a02)
aaot3 +a21t2 + ant + aoa
(2uJoc +a21b +a2o)tJ + (a21c + 2ut2b + all )t2+ (3uoab +a02)t - aoaC
aJota + a21t2 +al2t + a03
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7.1 Error in Pencil Cubic Parameterization
If an approximation to the singular point is calculated and used to compute a parameterization, as above,
then it is easy to show that the output curve will correspond to a perturbation in the input curve equation
,of the constant and linear terms.
However, it is also known that if a cubic curve is irreducible and its coefficients are rational, the
coordinates of the singular point must be rational numbers 1. Let I(x, y) = 0 be the equation of such a
curve. Then this fact can be informally shown as follows:
1. Let A be an automorphism of the field of complex numbers, that is, A(p + q) = A(p) +A(q), A(pq) =
A(p)A(q), and A(l) = 1, where p,q are any complex numbers. If hex) is a polynomial with rational
coefficients and h(b) = 0 for some number b, then also h(A(b)) = O. This applies to any polynomial with
rational coefficients. Since the coordinates (b, c) of a singular point of a curve with rational coefficients
satisfy a system of such equations, (A(b),A(c)) will also be a singular point.
2. An irreducible cubic curve has at most singular point; if it had more, it would have more than three
intersections with some line and hence would not be cubic.
3. Thus if (b, c) is the singular point of a cubic curve, then for any automorphism A of the complex
numbers, (A(b),A(c)) = (b,c). That is, A fixes b and c.
4. Any complex number fixed by an automorphism must he rational (see, e.g., [12]).
Therefore, one can parameterize an irreducible rational cubic curve with rational coefficients without
error, by finding the singular point.
An affine singular point is found as a solution to the system of equations I(x, y) = Ix(x, y) = Iy(x, y) =
o. Note that Ix and I y are quadratic. Using a subresultant remainder sequence [9], the x-coordinate of
the singular point can be found as a rational root [13] of h<1(x) = Resultant(Jz(x,y),/y(x,y),y), which is
a quartic polynomial in x. The subresultant may then be used to compute the y-coordinate ([4]). Each
(x, y) pair found this way can be tested to satisfy I(x, y) = O. The tests will be error· free and there can
be at most four such tests. All operations can be carried out using only rational numbers. The rational
root finder takes time quadratic in the length of the coefficients h'h and the coefficients of h4 can be four
times as long as those of I (by elementary properties of resultants).
8 Conclusions
Some recently developed mathematical methods in geometric modeling were studied without the assump-
tion of exact arithmetic for algebraic number manipulations. Using backward error analysis, an algebraic
characterization of the error is derived. For conic and quadric surfaces, this analysis is effectively used
to impose bounds on the geometric distance error, which finds application in the accurate evaluation and
display of curves and surfaces, among others. The backward error analysis is also performed for rational
cubic curves, and for this case an exact algorithm is given that requires no algebraic number calculations.
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Figure 2: Perturbing xA2 coefficient
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