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1.1. Motivation
The problem discussed below was inspired by the ﬂow-structure PDE model
utt + 2u −
[
F (u),u
]= (∂t + c∂x1)Φ. (1.1)
The function u(x, t), x ∈ Ω ⊂ R2, t > 0 is a solution to the irrotational von Karman plate equation
coupled to a PDE modeling gas ﬂow, whose state is described by the function Φ = Φ(x, z, t) (the
coordinate value z = 0 represents the plate’s surface). The term F (u) denotes the Airy stress function
and [·,·] is the von Karman bracket operator
[u, v] := uxxv yy + uyy vxx − 2uxy vxy. (1.2)
The x1-axis is aligned with the direction of the gas ﬂow over the plate. The case of small values of
the parameter c > 0 (subsonic ﬂows) in (1.1) was analyzed in [11, Section 6.5]. For large values of c
the stability analysis becomes much more involved because the system no longer exhibits dissipative
behavior with respect to the standard quadratic energy ‖u‖2
L2(Ω)
+ ‖ut‖2L2(Ω) , and the presence of
the nonlinear term [F (u),u] becomes critical to obtaining suitable energy bounds as has been recently
shown in [21,32] (also see the related discussion in [11, Section 6.6]).
In this paper we focus on a reduced version of the model (1.1). For high-velocity ﬂows (c  1)
the pressure on the structure can be estimated via local deﬂections of the plate alone, the phe-
nomenon sometimes referred to as the “piston theory” (see, e.g. [13]). Then the forcing term is only
u-dependent and the coupled model (1.1) reduces [11, p. 332] to:
utt + 2u −
[
F (u),u
]= −(a(x)ut + cux1). (1.3)
If a ≡ 1 or just strictly positive across Ω , then the velocity term on the right acts as a dissipative
viscous feedback applied to the entire plate. However, if a(x) vanishes on a portion of the domain
then we are prompted to consider alternative means of stabilizing this system. The goal in this case
will be to study the effect of a ﬁrst-order perturbation such as ux1 on the long-time behavior of (1.3)
in the situation when
a ≡ 0,
that is, with no interior damping of any kind, whence stabilization has to be carried out from the
boundary.
1.2. The problem
Let Ω be an open connected domain in R2 of class C2 with boundary Γ and the outward unit
normal ﬁeld ν . We consider a von Karman plate equation of the form
utt + 2u −
[
F (u),u
]+ β0(x) f0(u) = L(u) in Q T := (0, T ) × Ω. (1.4)
With initial conditions u(0) ∈ H2(Ω), ut(0) ∈ L2(Ω). The Airy stress F (u) in (1.4) satisﬁes the nonlin-
ear elliptic PDE
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2F (u) + [u,u] = 0 in Ω,
∂ν F (u) = F (u) = 0 on Γ, (1.5)
where [u,u] = 2det(D2u) is computed via the von Karman bracket (1.2).
The term L(u) appearing on the RHS of (1.4) is the main feature of the model and the primary
focus of the following discussion. This quantity may disrupt the monotone dissipation of the energy in
the system, thus possibly causing an asymptotic instability. We consider L(u) as given by an arbitrary
linear ﬁrst-order perturbation:
L(u) = L(u(x, t)) := c1(x) · ∇u(x, t) + c2(x)u(x, t) (1.6)
for some smooth vector ﬁeld c1 and a scalar function c2. No restriction is imposed on the magnitudes
|c1| and |c2|.
Our main goal is to offset the inﬂuence of L(u) in (1.4) and restore the ultimate dissipativity of the
whole system by means of controls placed only on the boundary or its neighborhood. Such control
terms will be considered in a feedback form and of two types: (i) “dynamic”—effectuated by the
velocity ut and thus essentially representing viscous damping, or (ii) “static”—those driven by the
displacement u only, and consequently representing restoring forces (e.g. a nonlinear reﬁnement on
Hook’s law). More speciﬁcally, we will consider:
• A viscous damping g(ut) active on the boundary.
• A restoring force on the boundary β f (u) (also more generally referred to as a “source,” or rather
a “sink” in our case) with a non-negative localizer β ∈ C1(Γ ).
• A restoring force in a subset of the interior β0 f0(u), which has already shown up in (1.4). The
scenario of interest will be when the non-negative cutoff β0 ∈ L∞(Ω) is either identically 0 or
supported only near the boundary, in which case the interior dynamics may not beneﬁt from the
dissipative contribution of f0.
However, to be effective in controlling fairly arbitrary linear perturbations such as those described
by (1.6), the feedbacks f and f0 need to grow superlinearly at large displacements. On the other hand,
a superlinear growth, even in restoring terms, may produce instabilities of its own, especially in the
situation when the viscous damping acts only on the boundary of the plate—in that case nonlinear
effects are detrimental to the ﬁrst-order multiplier calculus. Thus, to achieve the aforesaid goal we
need to ﬁnd some balance between the instability caused by L(u) and the side-effects caused by the
nonlinearities in the feedback controls.
We consider the more interesting and mathematically challenging case of the free boundary con-
ditions. The controls g(ut) and β f (u) are imposed via:
{B1u := u + (1−μ)B1u = 0, on ΣT := (0, T ) × Γ,
B2u := ∂νu + (1−μ)B2u = b(x)g(ut) + β(x) f (u) + k(x)u, on ΣT . (1.7)
Here the functions b, β,k ∈ C1(Γ ) satisfy b, β  0 and k  k0 > 0 on Γ . The constant μ ∈ (0,1/2]
denotes Poisson’s ratio. The operators B1 and B2 in (1.7) describe the bending moment and shear
forces (e.g. see [24, Section 3C]). Letting ν represent a local extension of the normal ﬁeld to a collar
neighborhood of the boundary one can write them as
B1u := − ∂
2u
∂τ 2
− div(ν) ∂u
∂ν
= 2ν1ν2uxy − ν21uyy − ν22uxx,
B2u :=
(
∂
∂τ
∂
∂ν
)
∂u
∂τ
= ∂
∂τ
[
∂
∂τ
∂u
∂ν
− div(ν) ∂u
∂τ
]
= ∂
∂τ
((
ν21 − ν22
)
uxy + ν1ν2(uyy − uxx)
)
.
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functional and can be replaced by clamping a portion of the edge of the plate. It is important that
ﬁxing only a subset of the plate’s edge is not suﬃcient to invoke the helpful estimate (5.1) mentioned
below, which would necessitate the zero displacement enforced on the entire boundary.
1.3. Basic notation
Throughout the paper ‖ f ‖X will stand for the L2(X) norm of f . When the subscript is omitted,
e.g. ‖ f ‖, the norm will correspond to ‖ f ‖Ω = ‖ f ‖L2(Ω) . The double subscript ‖ f ‖m,X shall indicate
the norm in the Sobolev space Hm(X). The pairing (a,b) will stand for the L2 inner product; when
only one term is explicitly given, e.g. (a), it will amount to (a,1). Consequently, the L2 norm could
also be denoted by
√
(a2). The form 〈·,·〉 will indicate the corresponding products on the boundary
manifold Γ . The double brackets ((·,·)) and 〈〈·,·〉〉 will indicate integration in space and in time on the
interval [0, T ] for some T > 0. The value of T will be clear from the context. Thus
((a,b)) =
T∫
0
∫
Ω
abdΩ dt, ((a)) =
T∫
0
∫
Ω
adΩ dt.
We will often encounter the situation when two possibly time- and space-dependent, functionals
a, b satisfy a relation a Cb for all t (or T ) and x ∈ Ω . If C does not depend on time or the solution in
question, but only on the invariants of the system (e.g. the diameter of Ω , or the associated Poincaré
constants) we will write
a b.
If a C1b and b C2a we will write a ∼ b.
1.4. Standing assumptions on the nonlinear terms
The next assertion summarizes the basic conditions on the nonlinear terms in (1.4)–(1.7). Their va-
lidity is asserted throughout the paper. In addition, the main results will impose further assumptions
on top of these basic ones.
Assumption 1.4.1 (Basic conditions on the damping and sources). Assume that g ∈ C(R) and f0, f ∈ C1(R)
are monotone increasing and equal zero at the origin (hence the source maps f and f0 actually model
“sinks.”) Further assume:
s2 + g(s)2  1+ sg(s) for all s ∈R, (1.8)
f ′0(s) 1+ |s|p0−1 and f ′(s) 1+ |s|p−1 (1.9)
for some p0, p ∈ (1,∞). In addition, suppose the sources (if present) are strictly superlinear, meaning
for each φ ∈ { f , f0} we have
lim
s→0+
φ(s)
s
= 0 and lim
s→∞
φ(s)
s
= +∞. (1.10)
Let f˜0 and f˜ denote the primitives vanishing at 0 of f0 and f respectively. Note that the monotonicity
conditions imply that these primitives are non-negative. We will assume that
f˜0(s) ∼ f0(s)s and f˜ (s) ∼ f (s)s for s ∈R. (1.11)
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s0 > 0. Whenever this inequality is needed one can split the space–time interval Q T = (0, T ) × Ω
into a subset Q˜ T where |u(t,x)| > s0 and Q T \ Q˜ T whereupon the terms f0(u)u, f (u)u, f˜0(u) and
f˜ (u) are uniformly bounded by a constant dependent only on T and s0. And all estimates leading up
to the existence of an absorbing ball are carried out with a T -dependent constant in the inequalities
anyway.
Remark 1.4.2 (Bounds on the damping g). From (1.8) it follows that g must be linearly bounded above
and below at inﬁnity. In the dissipative scenario when L(u) ≡ 0 one can relax this condition because
it would be possible to infer (by setting L = 0 in (4.9) below) the L1(0,∞) integrability in time of
the term 〈bg(ut(t)),ut(t)〉. The latter fact allows for polynomially growing damping in asymptotic
analysis. In our case, however, it is not known whether the initial energy controls the “dissipation
integral,” hence the need to restrict the growth of the boundary damping g .
2. Contributions of this paper
The more interesting and challenging aspects of the considered model will be discussed at length,
but can brieﬂy be outlined as follows:
• No a priori dissipativity. The main challenge posed by the model (1.4)–(1.7) stems from the ﬁrst-
order perturbation L(u) which may prevent monotone energy dissipation. More generally, it is
not known whether the generated dynamical system is of the gradient type. No a priori bounds
on the energy are available and the norms of the solution may blow up as time t → ∞, which
certainly precludes convergence to a global attractor.
• Damping must be “propagated” from the boundary. The lack of interior damping means that
any stability estimates must account for the propagation of energy to and from the boundary.
Because the system is nonlinear and more importantly because the involved Airy stress function
is a non-local operator on the solution, the analysis has to rely on the more ﬂexible method of
ﬁrst-order multipliers. Such multipliers are of a lower-order with respect to the natural energy of
the plate (u ∈ H2(Ω)), yet when interacting with nonlinear terms, especially boundary ones, may
produce quantities whose asymptotic bounds as t → ∞ are highly nontrivial to verify without a
monotone energy law.
• Free boundary conditions. The von Karman bracket is a superlinear dissipative nonlinearity and
can help absorb lower-order terms, like those induced by the perturbation L(u) in (1.4). But the
bracket itself only controls the curvature of the solution surfaces in space, and thus to be effective
it requires additional control on the boundary, such as clamped or hinged boundary conditions
that are not present in our model. An alternative approach was developed in [7] by introduc-
ing a superlinear restoring force—a dissipative source on the boundary. A similar effect may be
achieved by placing a source supported on the collar of the domain. Yet, when the solutions are
not a priori globally bounded these very sources, despite dissipativity, may instead further con-
tribute to an asymptotic instability. Speciﬁcally, the ﬁrst-order multiplier calculus may no longer
provide desirable stability estimates.
The main novelty of the following analysis comes from the simultaneous presence of the above
three aspects, which synergistically yield new challenges that would not arise if these diﬃcult traits
were considered separately. Instead, a relaxation of any of the hypotheses yields a substantially more
tractable system. Thus a geometrically restricted damping in a gradient system case has been investi-
gated at length in [11]. The techniques therein also easily accommodate the perturbed non-monotone
model with full interior dissipation. As will become apparent in the forthcoming discussion, ﬁxing the
plate along its entire edge results in a much more robust stability behavior because then arbitrary
linear perturbations can be absorbed without any restoring boundary forces.
In contrast, this paper provides the ﬁrst study of attractors for the non-dissipative von Karman
model, with controls situated only on or near the boundary, and with no assumption that the edge of
the plate is ﬁxed.
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along with this superlinear boundary source may absorb the linear instability (∼ quadratic energy). Yet the same source also
propagates super-quadratic energy into the domain. To resolve this dilemma the nonlinearities of f and the von Karman
bracket must be appropriately correlated.
2.1. On superlinear restoring forces
The feedbacks u → f0(u) in (1.4) and u → f (u) in (1.7) play the role of nonlinear restoring forces
effective respectively inside Ω or on its boundary. They can represent either a reﬁnement of Hook’s
law and/or the effects of the surrounding medium, including special structure of the edge of the plate.
Either term diminishes the energy of the system proportionally to the amplitude of deﬂections in the
corresponding region. Such feedbacks are usually referred to as source terms; however, here due to
the dissipative property they are more appropriately referenced as “sinks.” As mentioned above, they
can also be thought of as “static dampers,” to contrast the viscous damping that is proportional to
the velocity of the oscillations.
In the interior. When the interior sink f0(u) is superlinear and active on all of Ω it can help offset
the non-dissipative effect of the perturbation L(u). Yet, as will become apparent, it is nontrivial to
restrict the support of β0(x) to a subset of Ω . When f0(u) is “cut down” to just a portion of the
domain the ramiﬁcations are analogous to those posed by a boundary term discussed next.
On the boundary. The boundary sink f (u) in (1.7) in conjunction with the von Karman nonlinearity
can absorb the effect of the ﬁrst-order perturbation L(u) [7, Proposition 2.3, p. 207]. Such a sink must
be superlinear in order to be effective regardless of the size of the coeﬃcients in L(u); however, then
it may interfere with the energy propagation to and from the boundary, and as a side-effect may
further amplify the total energy of the system. A schematic depiction of this issue can be viewed on
Fig. 1.
To accommodate this phenomenon the growth rate of f (u) (or the growth rate of the interior
source f0(u) when localized) has to be precisely correlated with the dissipative effect of the bracket.
We characterize the types of restoring forces that can be supported just on the boundary or its
neighborhood, and ensure that the non-gradient system (1.4)–(1.7) has a global compact attractor.
Moreover, it is shown that the system has an absorbing ball even if the damping is absent on a
straight edge of the domain. In addition, in Appendix A we develop some general weighted multiplier
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volved in this case than in hinged or clamped plate models.
3. Previous work and new challenges
Since the early works of Theodore von Kármán [28] many books and hundreds of papers have
been devoted to the ensuing theory of plate dynamics. In the second half of the twentieth century the
works [29,22,30,31,23,26,4,18] investigated the well-posedness of the 2D von Karman system. In the
presence of the rotational inertia, modeled by replacing utt with (I+γ)utt , γ > 0 in (1.4), the theory
for ﬁnite-energy (H2 × L2) and strong (H4 × H2) solutions has long been fairly well understood (see
[22,30]). However, the uniqueness in the irrotational case γ = 0 as in (1.4) was initially ascertained
only for classical (C4 × C2) and strong solutions. The primary diﬃculty was that in the irrotational
model the bracket [F (u),u] is not a priori bounded on the ﬁnite energy space, thereby making for a
much more challenging problem.
The uniqueness of weak solutions for the irrotational von Karman model was ﬁrst shown in
[14,15,1]. In particular, [14,15] used compensated compactness methods to prove new regularity es-
timates for the Airy stress function; these results became instrumental to investigation of long-term
behavior of von Karman evolution equations, subsequently leading to a number of papers [6,7,9],
which culminated in a recent comprehensive treatment of the topic in [11].
3.1. Lack of the gradient property and of a priori bounds
Despite the rich body of available analytic tools, the model (1.4) with boundary conditions (1.7)
poses new questions. The results to date address long-term evolution only when the damping is
effective either on all of the interior of the domain, or acts on the boundary without the non-
dissipative terms [11, Chapters 9, 10]. In addition, the case of boundary dissipation has been often
augmented with “weak” viscous interior damping—the damping coeﬃcient is a.e. positive, but not
strictly positive—which alone is suﬃcient for strong stability, but not enough to uniformly stabilize
the system. The corresponding dynamical systems are of a gradient type, meaning that their evolution
can be quantiﬁed by a strict Lyapunov function which also characterizes the steady states. If such a
system is asymptotically smooth then it necessarily possesses a global compact attractor; moreover, if
the set of equilibria is bounded then this attractor coincides with the unstable manifold of stationary
points [10, Section 2.4].
In (1.4) due to the presence of a ﬁrst-order perturbation operator L the natural quadratic energy
functional may no longer provide a strict Lyapunov function for the system. Unlike previously studied
models of von Karman plates with boundary damping (e.g. [11, Section 10.4]) the system (1.4) is not
dissipative on the natural state space ({u,ut} ∈ H2(Ω) × L2(Ω)). It will be shown that the associated
energy norm obeys a law that does not enforce monotonicity. Hence it is not clear whether the
solutions remain bounded, not to mention converge to a compact set.
Moreover, because of the non-local dependence of the Airy stress function F (u) on u it is presently
unknown whether zero velocity on the boundary for a suﬃciently long time implies a stationary
solution. To achieve such a conclusion previous results [11] employed the aforementioned “weak”
viscous interior damping; however, in its absence and even without perturbations, i.e. with L = 0, it has
not so far been established if constant energy would imply a stationary weak solution.
Thus it is presently unknownwhether the dynamical system generated by (1.4)–(1.7) possesses the gradient
property. The trajectories may not necessarily be globally bounded in time. And even if there is an
attractor it may be chaotic and no longer described merely as the set consisting of unstable equilibria
connected by full evolution trajectories akin to the case of asymptotically smooth gradient systems.
3.2. Free boundary conditions—aid from the restoring forces
The perturbation L(u) in (1.4) eliminates strict dissipativity of the energy law; however, it is of
a lower-order, in fact compact (bounded by u in H1(Ω) while the associated ﬁnite energy level is
u ∈ H2(Ω)). It is thus necessary to establish control on linear, but non-monotone lower-order terms.
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(−[F (u),u]). As summarized in Section 5.2 below, the Airy stress function helps absorb lower-order
perturbations—another fundamental result for asymptotics of von Karman equations established in
[20, Lemma 2.2] (see also [7, Prop. 2.3]). Speciﬁcally, given parameters η, δ > 0, there exists a constant
Cδ,η > 0 such that
‖v‖2H2−η(Ω)  δ
(∥∥F (v)∥∥2L2(Ω) + ‖v‖2L2(Ω))+ Cδ,η for all v ∈ H2(Ω) ∩ H10(Ω) (3.1)
where Cδ,η is independent of v . The latter estimate relies on the uniqueness theory for the Monge–
Ampere equation, in particular Alexandrov’s maximum principle. However, such a result can only be
employed when one has information about the plate on the boundary as (3.1) shows by assuming
v ∈ H10(Ω), which works with clamped or hinged plates. It is important to stress that zero Dirichlet
data used in (3.1) is not for a Poincaré-type estimate, and it is not suﬃcient to clamp merely on a
portion of the boundary. The zero Dirichlet data or some suitable analog should be enforced on the entire
boundary Γ .
In contrast, free boundary conditions (1.7) are not recognized at the level of weak solutions in the sense
that given the positive operator:
A f = 2 f , D(A) = { f ∈ H4(Ω): B1 f = 0, B2 f = 0}
its fractional 1/2 power is deﬁned on a domain topologically isomorphic to H2(Ω). So under high-
order boundary condition like (1.7) the weak solutions do not retain any speciﬁc restrictions on their
boundary values. In order to take advantage of the high-order conditions (1.7) one requires at least
C2 regularity [2], which is strictly higher than H2(Ω) offered by the energy space.
A different method to overcome this issue was developed in [7, Proposition 2.3, p. 207] by intro-
ducing superlinear a restoring force represented by a dissipative boundary source (a “sink”):
{
u + (1−μ)B1u = 0, on ΣT ,
∂νu + (1−μ)B2u = but + β|u|p−1u, on ΣT (3.2)
for some p > 1. The dissipative effect of this nonlinear term β|u|p−1u, β > 0, in some sense replaces
the zero boundary conditions. Yet this superlinear term brings with it new diﬃculties for non-dissipative
systems. First, the non-local nature of the Airy stress function limits the applicability of microlocal
methods. Whereas when using weighted energy methods to study stability, the standard “propaga-
tion” multiplier h · ∇u for a smooth vector ﬁeld h on Ω yields
〈|u|p−1u,h · ∇u〉 =
∫
Γ
1
p + 1 (h · ν)
∂|u|p+1
∂ν
−
∫
Γ
1
p + 1 (divΓ h)|u|
p+1. (3.3)
While it can be shown that ‖u‖p+1
Lp+1(Γ ) on Γ may be absorbed into the estimates via some operations
with multipliers, the presence of the normal component ∂ν |u|p+1 indicates that the source |u|p−1u
also has a downside: as a side-effect this “static damping” may generate super-quadratic energy in
the interior which could dominate the natural energy Eu of the system.
3.2.1. Alternative approaches to accommodating nonlinear sources
We should mention a few potential yet incomplete methods of dealing with trace integrals in (3.3).
One can try a geometric approach and set h · ν ≡ 0 in (3.3) (thus removing the normal trace). But
doing so on the entire boundary is impossible without destroying the positivity of the Jacobi tensor
Dh which is needed for the observability estimates. Whereas having h · ν ≡ 0 and (1.7) only on some
subset of the boundary, call it Γfree, will require some “ﬁxed” boundary conditions (forcing u = 0) on
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to partially act through the “ﬁxed” boundary Γ0. Designing such a feedback for weak H2 solutions (but
with strong regularity u ∈ H7/2+ε to carry out the necessary multiplier calculus) would be another
open problem.
Another method would be to introduce an interior source instead of the boundary one into the
model. If the source is supported on all of the interior then the problem becomes easier; however,
when the source is localized to a boundary collar then an issue analogous to (3.3) arises on the inner-
most boundary of the collar. Assumption 6.1.3(a) and Remark 6.1.2 below will show that the easy
scenario is only when the f0 is a.e. strictly positive in the domain Ω .
4. Well-posedness theory
The well-posedness of (1.4)–(1.7) and, in fact, of a more general class of models with (2D) von Kar-
man nonlinearity has been extensively studied. Below we list some of the relevant results.
4.1. Semigroup ﬂow
Theorem 4.1.1 (Semi-ﬂow). Let the basic Assumption 1.4.1 hold. Eqs. (1.4)–(1.7) generate a dynamical system
(H ,St) on the state space:
H := {U = {u,ut} ∈ H2(Ω) × L2(Ω)} (4.1)
and t → St : U0 = (u(0),ut(0)) → (u(t),ut(t)) is a strongly continuous nonlinear semigroup. In addition:
√
βut ∈ L2
(
0, T ; L2(Γ )) for all T > 0.
Moreover, if the initial data U0 belongs to the domain of the associated evolution generator, then the trajectories
are strong and possess the regularity
{u,ut,utt} ∈ L∞
(
0, T ; H4(Ω) × H2(Ω) × L2(Ω)) (4.2)
for any T > 0. Weak (variational) solutions of the system can be represented as strong C([0, T ];H )-limits of
strong solutions.
Proof. This theorem is a version of [11, Theorem 10.4.3, pp. 586–587]. The regularity claims here
are stronger due to the fact that the damping is linearly bounded above and below at inﬁnity while
the sources satisfy polynomial bounds (hence are compact with respect to the H2(Ω) topology in
two space dimensions). The additional linear lower-order term L(u) can be readily incorporated into
the underlying nonlinear semigroup argument as a (compact) linear perturbation of the maximal
monotone evolution generator. 
4.2. Energy identity and lack of monotonicity
The following result can be veriﬁed directly for any two functions in H4(Ω):
(
2u, φ
) = a(u, φ) +〈B2u, φ〉 −
〈
B1u,
∂φ
∂ν
〉
(4.3)
with boundary operators B1 and B2 as deﬁned in (1.7). The quadratic bilinear form
a(u, φ) :=
∫
α(u, φ)dxΩ
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α(u, φ) := uφ − (1−μ)[u, φ]. (4.4)
Moreover,
α(u,u)μ(u)2 + 2(1−μ)u2xy
so the functional u → a(u,u) deﬁnes a semi-norm on H2(Ω). For convenience introduce an equivalent
norm with strictly positive smooth function k(x) as in (1.7):
‖u‖22,Ω := a(u,u) +〈ku,u〉. (4.5)
Now, it would be useful to recall the symmetry property of the bracket operator:
Proposition 4.2.1 (Symmetry of the bracket). (See [11, Proposition 1.4.2, p. 40].)
• The mapping {u, v} → [u, v] is a symmetric bilinear map H2(Ω) × H2(Ω) → L1(Ω).
• The trilinear form ([u, v],w) is symmetric on H2(Ω) if at least one of u, v or w belongs to H20(Ω). More
generally:
([u, v],w) = ([u,w], v) for any u ∈ H2(Ω),
provided the functions v,w ∈ H2(Ω) possess the properties
w|Γ1∪Γ2 = 0, ∇w|Γ1 = 0, v|Γ2∪Γ3 = 0, ∇v|Γ3 = 0
where {Γ1,Γ2,Γ3} do not overlap and Γ =⋃Γi , for i = 1,2,3 (one or two of these parts are allowed to
be empty).
From Proposition 4.2.1 and the deﬁnition (1.5) of the Airy function it follows that
−([F (u),u],ut) = −([u,ut], F (u)) = −1
2
(
∂t[u,u], F (u)
) =
(
1
2
F (u),
d
dt
2F (u)
)
= 1
4
d
dt
∥∥F (u)∥∥2. (4.6)
For strong solutions the multiplication of (1.4) by ut and integration by parts via (4.3) and (4.6)
gives
Eu(t)|T0 =
((
L(u),ut
)) −〈〈B2u,ut〉〉 +
〈〈
B1u,
∂ut
∂ν
〉〉
, (4.7)
with the energy functional
Eu(t) = Eu
(
u(t),ut(t)
) := 1
2
‖ut‖2 + 1
2
‖u‖22,Ω +
1
4
∥∥F (u)∥∥2 + (β0 f˜0(u)) + 〈β f˜ (u)〉. (4.8)
Here f˜0 and f˜ are the primitives vanishing at 0 of the scalar functions f0 from (1.4) and f from (1.7)
respectively. Recall that by the monotonicity of f0 and f these primitives must be non-negative.
3578 L. Bociu, D. Toundykov / J. Differential Equations 253 (2012) 3568–3609Apply the boundary conditions (1.7) to (4.7), then for any T > 0
Eu(T ) +
〈〈
bg(ut),ut
〉〉 = Eu(0) + ((L(u),ut)). (4.9)
Since the damping is linearly bounded at inﬁnity and the sources satisfy polynomial bounds then
(4.9) also extends by continuity to all weak solutions. For future use we also deﬁne the “reduced”
quadratic energy which does not include nonlinear terms:
Eu(t) = Eu
(
u(t),ut(t)
) := 1
2
‖ut‖2 + 1
2
‖u‖22,Ω . (4.10)
Because the feedback map g(s) is monotone increasing with g(0) = 0, all the quantities other
than the L-dependent term in the energy identity (4.9) are guaranteed to be non-negative. So if
L(u) ≡ 0 it would immediately follow that the energy t → Eu(t) is non-increasing in time and that
the product (bg(ut(t)),ut(t)) is globally integrable over t ∈ (0,∞). If L(u) ∼ u a similar conclusion
could be achieved by either asserting the defocusing sign on u, or considering the framework of
potential wells.
However, the perturbation L(u) incorporates ∇u whence the product of L(u(t,x)) with ut(t,x)
may have no suitable structure that could be expressed via total derivatives in space or time. The
inability to control the sign of this product disrupts the otherwise dissipative character of (4.9). In
particular, there is no apparent reason why ((L(u),ut)) couldn’t grow to +∞ thus possibly causing an
asymptotic blow-up of Eu(T ).
4.3. Local-in-time energy estimate
From the energy identity (4.9) we have
Eu(T ) Eu(0) +
((
L(u),ut
))
.
Since L(u) is a ﬁrst-order linear operator in space, then there is some constant CL such that
(L(u(t)),ut(t))  CL Eu(t). Gronwall’s inequality gives a time-dependent bound on the energy
Eu(t) Eu(0)exp(CLt) for all t  0. (4.11)
One of the primary goals of this paper will be to improve this bound to one which does not blow up
as t → +∞.
4.4. The difference system
To study the asymptotic smoothness we will need to examine the relative behavior of trajectories
in the state space. For this purpose introduce a “difference” system. Let U = {u,ut} and V = {v, vt}
be two trajectories of the system (1.4)–(1.7) with some initial data U (0), V (0). Deﬁne
z := u − v.
Then Z = {z, zt} satisﬁes
⎧⎨
⎩
ztt + 2z − R(u, v) + P0(u, v) = L(z), in Q T ,
B1z = 0, on ΣT ,
B2z = G(ut, vt) + kz + P (u, v), on ΣT
(4.12)
with
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R(u, v) := [F (u),u]− [F (v), v]= [F (u) − F (v),u]+ [F (v), z], (4.14)
P0(u, v) := β0 f0(u) − β0 f0(v), (4.15)
P (u, v) := β f (u) − β f (v). (4.16)
Note that since g is monotone increasing then G(ut , vt)zt is non-negative.
Just as for (4.7), use the space–time L2 product of (4.12) with zt to conclude
Ez(t)|T0 +〈〈B2z, zt〉〉 −
〈〈
B1z,
∂zt
∂ν
〉〉
= ((L(z) + R(u, v) − P0(u, v), zt))
for the reduced energy Ez as deﬁned in (4.10). The boundary conditions on (4.12) yield:
Ez(T ) +
〈〈
G(ut, vt), zt
〉〉 = Ez(0) + ((L(z), zt)) + ((R(u, v) − P0(u, v), zt))
− 〈〈P (u, v), zt〉〉. (4.17)
5. Properties of the von Karman bracket
5.1. Sharp regularity result
The theory of von Karman equations gained a signiﬁcant impetus over a decade ago in the papers
[14,15]. One of the key observations implemented therein was to take advantage of certain compen-
sated compactness results developed a few years prior in [12]. As a consequence, the following crucial
sharp regularity theorem became available:
Theorem 5.1.1. (See [15, Thm. 0.1] or [11, Corollary 1.4.4, p. 43].) Let u, v ∈ H2(Ω) and 2D be the biharmonic
operator acting on functions that are clamped on the boundary (the zero and ﬁrst-order traces vanish), then
(
2D
)−1[u, v] ∈ W p,2+ 2p ∩ H20(Ω) for all 1 p ∞.
While we will not invoke this theorem directly, it lies at the heart of the recent developments on
von Karman evolution equations and, in particular, the well-posedness result cited by Theorem 4.1.1.
Instead, however, the following convergence result will come in handy:
Proposition 5.1.1. (See e.g. [11, Corollary 1.4.5, p. 44].) Let u, v ∈ H2(Ω), then the corresponding Airy stress
functions satisfy for every δ ∈ [0,1]:
∥∥F (u) − F (v)∥∥3−δ,Ω  Cδ‖u + v‖2,Ω‖u − v‖2−δ,Ω .
5.2. Control of lower-order norms
The key to accommodating arbitrary linear perturbations below the energy level is the property
that the energy functional Eu controls the norm ‖F (u)‖2 whereas F (u) itself is intrinsically of a
second-degree with respect to the solution u.
However, the Airy stress F (u) only yields an estimate on the quantity [u,u], which is proportional
to the Gaussian curvature of the solution surface x → u(x, t) at time t . To estimate the norm of u one
requires some information about the solution on the boundary. The following inequality was proved
in [20, Lemma 2.2, p. 443] (a similar idea had been used in the proof of [3, Lemma 3.2]): given ε > 0,
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v ∈ H2(Ω) ∩ H10(Ω))
‖v‖L2(Ω)  ε
(∥∥F (v)∥∥+ ‖v‖H20(Ω)
)+ Kε. (5.1)
The left-hand side can also contain any Sobolev norm H with  ∈ [0,2) in which case Kε will also
depend on .
A beautiful observation was made in [7, Proposition 2.3, p. 207] that the zero trace condition can
be replaced by a superlinear dissipative boundary source: for each  ∈ [0,2) and ε > 0 there exists
K,ε such that every v ∈ H2(Ω) satisﬁes
‖v‖H(Ω)  ε
(∥∥F (v)∥∥+ ‖v‖ + ‖v‖2L4(Γ ))+ K,ε.
For a more recent discussion of these results see [11, Lemmas 1.5.4, 1.5.10, 1.5.13, pp. 49–56].
In all of the above scenarios the mapping
ε → Kε or ε → K,ε
is well deﬁned, but not given explicitly. Yet it is crucial for stability in non-monotone setting and
will largely shape the course of the arguments used below. First, we require a slight extension of the
above inequalities.
Proposition 5.2.1 (Coercivity of the bracket and the sources). Let f0 and f be polynomially bounded, mono-
tone increasing, zero at the origin, and satisfy the superlinearity condition (1.10). Further assume that dΓ -a.e.
x ∈ Γ has either a neighborhood in Γ where the cutoff β is strictly positive, or a neighborhood inΩ where β0 is
strictly positive (essentially we don’t want both sources vanish near a boundary segment of positive measure).
Let  ∈ [0,2), then there exists a continuous function
K : (0,∞) → [0,∞) (5.2)
with the following properties:
• the mapping ε →K(ε) is monotone decreasing to 0, and attains 0 at or prior to some ε0  1, indepen-
dent of .
• limε→0+ K(ε) = +∞.
• For each ε > 0 every v ∈ H2(Ω) satisﬁes
‖v‖2,Ω  ε2
(∥∥F (v)∥∥2 + ‖v‖22,Ω + (β0 f0(v), v) + 〈β f (v), v〉)+K2(ε). (5.3)
Proof. Step 1. Proceed by contradiction. The argument uses the same strategy as [11, Lemma 1.5.13,
p. 56]. Fix ε > 0 and suppose it is impossible to ﬁnd a suitable constant K(ε). Then there must be a
sequence {vn}n∈N ⊂ H2(Ω) so that as n → ∞
K2n := ‖vn‖2H − ε2
(∥∥F (vn)∥∥2 + ‖vn‖22,Ω + 〈β0 f0(vn), vn〉 + (β f (vn), vn))→ ∞. (5.4)
We may assume ‖vn‖,Ω = 0 for all n and deﬁne
αn := ‖vn‖,Ω, v˜n := α−1n v. (5.5)
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then for all large n
1− ε2
(
α2n
∥∥F (v˜n)∥∥2 + ‖v˜n‖22,Ω +
∫
Ω
β0
f0(vn)
αn
v˜n +
∫
Γ
β
f (vn)
αn
v˜n
)
> 0. (5.6)
It follows that {‖v˜n‖2,Ω } is bounded, hence {v˜n} has a subsequence (reindex it again by n) which
converges weakly in H2 and consequently
v˜n → v strongly in H 32+δ(Ω) for any δ < 1
2
.
Recall that  ∈ [0,2) so let’s pick δ so that
3
2
+ δ  .
From Proposition 5.1.1 we know that
F (v˜n) → F (v) in L2(Ω).
Because αn → +∞ then in order for (5.6) to hold as n grows, the sequence {‖F (v˜n)‖} must converge
to 0, whence F (v) = 0 and from (1.5)
[v, v] ≡ 0 in Ω. (5.7)
Step 2. The limit v has zero trace. From (5.7) we would like Alexandrov’s maximum principle (e.g.
[16, Lemma 9.2, p. 221] extended by density to H2(Ω) functions) to imply that v ≡ 0. However, such
a statement necessitates information on the trace of v .
We claim that v|Γ ≡ 0. First ﬁx x ∈ Ω and suppose that v˜n(x) → r = 0. Since αn → +∞ then
|vn(x)| → +∞. From the superlinearity of f conclude
f (vn(x))
αn
v˜n(x) = f (vn(x))
vn(x)
v˜n(x)
2 → +∞ · r2 = +∞ as n → ∞
(the sign of vn(x) does not matter since f is monotone increasing and vanishing at 0). Relabel f with
f0 similarly obtain
lim
n→∞
f0(vn(x))
αn
v˜n(x) = +∞.
The integrands β0 f0(vn)α−1n v˜n and β f (vn)α−1n v˜n in (5.6) are non-negative, and converge point-
wise a.e. to +∞ on sets where v˜n approaches nonzero values. But the integrals themselves are
bounded above by ε−2. Hence if the cutoff β0 or β is strictly positive on a set of positive mea-
sure dΩ in Ω or dΓ in Γ respectively, then v˜n(x) or its trace must converge to zero a.e. on that
set.
By assumption every point in Γ has a neighborhood either in Ω or in Γ where one of the cutoffs
is strictly positive. Hence v˜n(x) → 0 for a.e. in Γ which conﬁrms that v has a zero trace. So the limit
v ∈ H2(Ω) satisﬁes
[v, v] ≡ 0 in Ω and v|Γ ≡ 0.
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v ≡ 0,
contradicting ‖v˜n‖,Ω ≡ 1 in (5.5) for all n, while v˜n → u strongly in H 32+δ(Ω) ⊂ H(Ω). Hence it is
possible to ﬁnd a constant K=K(ε) for which (5.3) holds independently of v ∈ H2(Ω).
Step 3. Properties ofK(ε). It is easy to see that when ε is large the inequality (5.3) holds trivially
with K(ε) = 0. That happens whenever ε is bigger than an appropriate Poincaré constant, or if ﬁrst
we rescale the norms using the equivalent deﬁnition of H2 in (4.5) (then K(ε) can be set to zero for
ε  1).
By construction the mapping ε → K(ε) is non-increasing in ε with a blow-up as ε ↘ 0. Finally,
if this mapping is not smooth then, replace it with a continuous upper bound and call that func-
tion K . 
6. Main results, examples and open questions
Despite the non-dissipative nature of the dynamics generated by (1.4)–(1.7) with the damping
effective only on the boundary, the trajectories of such a system may converge to a global compact
attractor.
To reiterate: the most interesting setup is when the support of the interior “sink” f0 is a proper
subset ofΩ , possibly ∅. Superlinear restoring forces—“sinks”—on the boundary or its collar are needed
because under free boundary conditions (no zero trace imposed) and with ﬁnite energy solutions
(no C2 regularity that would permit a compromise [2] by clamping only on a portion of the bound-
ary) these superlinearities aid the von Karman bracket in controlling the perturbation L(u) via a
uniqueness result for the Monge–Ampere equation. Yet as a side-effect, these sources propagate super-
quadratic energy into the regions of Ω where the only dissipative effect is from the von Karman
bracket. The bracket itself, while effective against quadratic lower-order energy (originating from lin-
ear lower-order terms in the original equation), cannot handle higher-order nonlinearities since the
underlying compactness–uniqueness result in Proposition 5.2.1 is intrinsically linked with the expo-
nents appearing in the energy functional Eu . The new results below show how to resolve this situation
with appropriately structured restoring forces.
6.1. Assumptions
Assumption 6.1.1 (Geometry and the damping for absorbing ball). For some x0 ∈Rn
d(x) := 1
2
|x− x0|2 (6.1)
satisﬁes the “star-shape” condition
∇d(x) · ν(x) = (x− x0) · ν(x) 0 on Γ (6.2)
(which enforces x0 ∈ Ω). We will often use the notation h(x) := ∇d(x) = x− x0. Further assume the
velocity feedback b in (1.7) belongs to C1(Γ ) and is strictly positive whenever h · ν = 0:
{
x ∈ Γ : h(x) · ν(x) = 0}⊂ {x ∈ Γ : b(x) b0 > 0}. (6.3)
Remark 6.1.1. From the condition (6.3) it follows that if x0 belongs to a straight edge of Γ then the
boundary damping is not needed on that edge. That will suﬃce for the ultimate dissipativity property.
However, for the existence of an attractor we will require the damping to be present on the entire
boundary.
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(1.7) is strictly positive on the entire boundary: b(x) b0 > 0. Moreover, suppose
|s1 − s2|2 
(
g(s1) − g(s2)
)
(s1 − s2) for all s1, s2 ∈R. (6.4)
To help formulate additional assumptions on the sources we introduce a deﬁnition.
Deﬁnition 6.1.1 (K-stability). Let ε →K(ε) be the function from Proposition 5.2.1. We will say a func-
tion φ ∈ C(R+) is K-stable (or just K-stable when a particular  is understood) if for any constant
C > 0 we can ﬁnd s0 > 0 large enough so that
φ(s)K
(
C
s
φ(s)
)
 s2ω for some ω < 1 and all s > s0. (6.5)
The meaning of this property is elucidated in Section 6.2 below. At a more general level one can
also formulate an explicit estimate on φ from (6.5):
Proposition 6.1.1. Assume φ(s) satisﬁes (6.5) with 12 < ω < 1 and some s0 > 0. Suppose that ε → K(ε)
from Proposition 5.2.1 is strictly monotone decreasing near 0 (one can always simply replace it by a continuous
upper bound with this property). Let R(s) := s−1φ(s) and assume it is strictly monotone increasing for large
s > 0. For a given C > 0 deﬁne
Φ(s) = (sK(C/s)) 12ω−1 .
Then there exists s1 > 0 such that
φ(s) sΦ−1(s) for s > s1.
Proof. Divide both sides of (6.5) by s and relabel R(s) = s−1φ(s). After applying the exponent 12ω−1
we get
Φ
(
R(s)
)
 s.
Since s → K(C/s) is monotone increasing for large s > 0 then Φ is invertible on the corresponding
range. Moreover, by the strict monotonicity assumption, the function R(s) is also invertible. Substitute
R−1(s) place of s which gives
Φ(s) R−1(s)
for large s > 0. Both sides are monotone increasing whence their inverses satisfy the reverse estimate
for s > s1 with a suﬃciently big s1. 
Now going back to the list of assumptions let us use Deﬁnition 6.1.1 to formulate some additional
conditions on the superlinear sinks f and f0. These will be used to prove the asymptotic compactness
of the plate system.
Assumption 6.1.3 (Interior “sink” f0). Assume that f0 (besides being C1 monotone increasing superlin-
ear with f0(0) = 0) and the cutoff β0 satisfy at least one of the following sets of conditions:
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η1 > 0
(
div(β0h) + η1β0
)
f˜0(s) η0β0(x) f0(s)s for all x ∈ Ω and s ∈R. (6.6)
Remark 6.1.2. By the same argument as in Remark 1.4.1 it suﬃces to have (6.6) for large values
of |s| only. But even then the assumption (6.6) is rather strong, for it “almost” requires β0 to be
strictly positive on Ω . E.g. take f0(s) = |s|p0−1s with p0 > 1. Then (6.6) holds provided h · ∇β0 
cβ0 with a suﬃciently small constant c. A simple radial cutoff β0(x) = β0(r(x)), r(x) := |x − x0|
(hence ∇r = (x− x0)r−1) would require
d
dr
ln
(
β0(r)
)
 cr−1 for all r > 0. (6.7)
But the right-hand side is only unbounded near r = 0, so β0 can vanish only at x0. Since Propo-
sition 5.2.1 asserted merely a.e.-x conditions on the sources, then for our purposes (6.6) differs
little from just setting β0 ≡ const.
(b) OR/AND suppose f0 is K-stable (see Deﬁnition 6.1.1) for some , 32 <  < 2 and
∣∣ f0(s)∣∣ f0(|s|) for all s ∈R. (6.8)
Assumption 6.1.4 (Boundary “sink” f ). Suppose that f (s), besides being C1(R), monotone increasing,
superlinear with f (0) = 0, satisﬁes all of the following:
(i) For τ ∈ [0,1], | f ′(τ s0 + τ s1)|  ζ(τ )( J (s0) + J (s1)) for some scalar functions ζ ∈ L1(0,1) and
J  0 (in many cases J will be just f ′).
(ii) | f (s)|  f (|s|) and J (s)  J (|s|) for all s ∈ R. In addition we require that f (s) dominates J (s)s
for large s:
∣∣ J (s)s∣∣ 1+ ∣∣ f (s)∣∣.
(iii) Function f is K-stable for some , 32 <  < 2.
6.2. Examples of K-stability
Given the function K(ε) whose existence is established in Proposition 5.2.1 one can always con-
struct a K-stable source term. The trivial example would be a linear or sublinear function; however,
that would violate the superlinearity condition (1.10). Thus, desirable source terms would be slightly
above the linear order—enough to guarantee (1.10), yet not suﬃciently fast growing to disturb the
asymptotics. From (6.5) it follows that the source must be at least sub-quadratic. Roughly speaking:
(order of f )+ (blow-up of K driven by the “excess” over linear growth in f )
< 2 (= order of the energy functional),
and similarly for f0 if Assumption 6.1.3(b) is needed. Below we present a few speciﬁc cases on exam-
ple of the boundary feedback f (u) in (1.7).
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C
∣∣∣∣ sf (s)
∣∣∣∣ const for all |s| > s0.
Because K(ε) is bounded above when ε is away from 0, then (6.5) holds trivially. This observation
shows that linear or sublinear sources present no problem on their own. The issue, however, is that
the estimate (5.3) will no longer hold because there would be no suﬃcient control on the solutions
near the boundary.
Example 6.2.2 (Polynomial blow-up inK). Suppose that
K(ε) = ε−q
for some q > 0. Then from (6.5) we infer that f should satisfy f (s)1+q  s2ω+q , i.e.
f (s) s1+
2ω−1
1+q .
We cannot take 2ω  1 since then (6.5) means f is sublinear which brings us back to Example 6.2.1.
On the other hand, ω < 1 so the source exponent must stay below 1+ 11+q . In addition we would like
the source to comply with f˜ (s) ∼ f (s)s as well as the parts (i) and (ii) of Assumption 6.1.4. To this
end take for example,
f (s) = |s| 2ω−11+q s.
Then f (s)s ∼ f˜ (s) and it obeys all aspects of Assumption 6.1.4 (with J = f ′).
Example 6.2.3 (Exponential blow-up inK). Suppose
K(ε) = exp(1/ε) for all ε ∈ (0, ε0).
With the notation of Proposition 6.1.1 we have Φ(s) = s 12ω−1 eC1s for C1 = C/(2ω − 1) and it suﬃces
to choose
f (s) sΦ−1(s).
Given δ > 0 we can ﬁnd sδ > 0 such that Φ(s) exp((δ + C1)s) for s > sδ . Hence
ln(s)Φ−1(s).
So we can set f (s) ∼ s ln(s) for large s > 0. For our purposes, however, we should use
f (s) = ln(|s| + 1)s
which also satisﬁes f˜ (s) ∼ f (s)s (for large |s|—see Remark 1.11) and Assumption 6.1.4, with J (s) =
|s|
1+|s| + ln(1+ |s|).
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We are now ready to present the main results of this paper.
Theorem 6.3.1 (Absorbing ball). Let the basic Assumption 1.4.1 be in force and suppose the geometric con-
ditions of Assumption 6.1.1 hold. Further assume that a.e. x ∈ Γ either has a neighborhood in Γ on which
infβ > 0 and/or a neighborhood in Ω on which infβ0 > 0.
• If β0 ≡ 0 then suppose Assumption 6.1.3 on f0 holds.
• If β ≡ 0 then suppose Assumption 6.1.4 on f holds.
Then the dynamical system (H ,St) (Theorem 4.1.1) generated by the PDE model (1.4)–(1.7) is ultimately
dissipative in the sense that it has a bounded absorbing set.
Theorem 6.3.2 (Global compact attractor). In addition to the assumptions of Theorem 6.3.1 adopt Assump-
tion 6.1.2 on the damping. Then the dynamical system (H ,St) possesses a global compact attractor.
6.4. Open problems
6.4.1. Precise characterization of ε →K(ε)
The main results show that it is possible to have a suitable boundary and/or localized interior
restoring force that ensures the existence of a global compact attractor. Such sources will have a
growth rate above linear just enough to accommodate linear lower-order perturbations, yet close
enough to linear-like behavior to prevent asymptotic instabilities. Their exact structure is implicit and
given in terms of the functional K(ε) in Proposition 5.2.1. Finding an explicit blow-up rate for K
may require generalizing the uniqueness estimate (the Alexandrov maximum principle in 2D)
‖u‖L∞(Ω)  ‖u‖L∞(Γ ) +
∥∥[u,u]∥∥1/2L1(Ω)
to spaces of distributions. Speciﬁcally, in order to work with ‖F‖ we need to “go down” by two
derivatives since F = −1D [u,u]. Presently, to our knowledge there is no available strategy to ap-
proach this problem.
6.4.2. Relaxing the geometric restrictions
From Assumption 6.1.1 we see that for existence of an absorbing ball the damping is only allowed
to vanish on one or at most two adjacent straight edges of the boundary. That stems from the requi-
site condition h · ν = 0 on the segments where the damping may be absent, and the radial structure
of the ﬁeld h(x) = ∇d(x) = x− x0 in the multiplier estimates.
While more general vector ﬁelds such as ones developed in [25] are known, their applicability
here is limited by the structure of the multiplier identity (7.8) derived later on. The positivity of the
bilinear form arising therein follows only when the eigenvalues of Dh are identical, thus h up to a
function multiple would be proportional to a radial ﬁeld.
In addition, the terms (ux[u,h1], F (u)) + (ux[u,h2], F (u)) arising in the multiplier identity (7.10)
while being of a lower-order have the exponent 3/2 with respect to the ﬁnite energy (and quartic
with respect to u). They vanish if h = (h1,h2) is a linear ﬁeld on Ω , but otherwise accommodating
them through some analog of the K-stability condition (Deﬁnition 6.1.1) would require the function
K(ε) from Proposition 5.2.1 to blow up at a rate o(ε−1) near the origin.
Alternative methods, not involving multipliers, but, say, microlocal analysis techniques are impeded
by the fact that the Airy stress in the von Karman nonlinearity is given by a non-local operator on the
solution. That is also the reason the unique continuation property from the boundary has not been
veriﬁed for the von Karman system.
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Because the system (H ,St) possesses no strict Lyapunov function on the natural ﬁnite-energy
space, and because little is known about the unique continuation property in this case, it is diﬃcult
to infer the precise structure of the attractor A whose existence is established by Theorem 6.3.2.
From basic results on dynamical systems (see for instance [5, §6]) it is not hard to show that every
point in the attractor A lies on a full evolution trajectory, and that if N is the set of stationary points
then its unstable manifold belongs to the attractor:
M+(N ) ⊂ A .
However, whether A \M+(N ) is non-empty remains unknown as far as we are aware.
7. Tools for the proofs
7.1. Outline of the proofs
Due to the lack of a dissipative energy law the result of Theorem 6.3.1—existence of an absorbing
ball—is a crucial ﬁrst step. The requisite tools will be developed in Sections 7.2, 7.3 and 7.4. Using
those we will proceed in Section 8.1 to prove that there exists a time T > 0, and constants MT > 0,
σ ∈ (0,1) such that the energy functional (4.8) satisﬁes
Eu(mT ) σ Eu
(
(m− 1)T )+ MT for allm ∈N. (7.1)
It is important to show that MT depends only on the ﬁnite time-step T , but not on the solution;
in order to accomplish that we cannot employ the standard compactness–uniqueness contradiction
methods for absorption of “lower-order” terms. Iterative applications of (7.1) over time-intervals of
length T in Section 8.2 will imply the result of Theorem 6.3.1.
After proving the ultimate dissipativity one can appeal to the fact that such a system possesses
a global compact attractor if and only if it is asymptotically smooth (see e.g. [10, Ch. 2], or refer-
ences therein). So the next step in Section 9 will be to establish the asymptotic smoothness of the
ﬂow. To this end let us recall a very useful criterion which was ﬁrst introduced in [17, Thm. 2] and
subsequently generalized in [8] and [10]:
Proposition 7.1.1 (Asymptotic smoothness). (See [10, Proposition 2.10].) Let (X , S(t)) be a dynamical system
on a complete metric spaceX with a metric ρ . Assume that for any bounded positively invariant setB ⊂X
and any ε > 0 there exists T = T (ε,B) so that
ρ
(
S(T )Y1, S(T )Y2
)
 ε + Ψε,B,T (Y1, Y2) ∀Yi ∈ B, (7.2)
where Ψε,B,T (Y1, Y2) is a functional on B ×B such that for every sequence {Yn}∞n=1 ⊂B
lim inf
m→∞ lim infn→∞ Ψε,B,T (Yn, Ym) = 0. (7.3)
Then {X , S(t)} is an asymptotically smooth dynamical system.
In the context of the current problem the applicability of Proposition 7.1.1 will follow if we verify
the following lemma that will be proved in Section 9:
Lemma 7.1.1. LetB be a bounded subset ofH . Suppose U , V are two (weak) solutions of (1.4)–(1.7)with the
initial data inB. Then for any T > 0 there exists a constant CB,T (increasing with respect to the diameter ofB
and the magnitude of T ), and a constant C > 0 independent of B and T , so that the solution {z, zt} = U − V
to the difference system (4.12) satisﬁes
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CB
T
+ C
T∫
0
T∫
s
(
R
(
z(t)
)
, zt(t)
)
dt ds + C((R(u, v), zt)) + CB,T((z2)) (7.4)
where Ez is the reduced energy (4.10) for the solution difference {z, zt}.
To invoke Proposition 7.1.1 from Lemma 7.1.1 it suﬃces to notice that Ez(T ) controls the distance
between the evolution states U (T ) = ST U0 and V (T ) = ST V0 in the ﬁnite energy space. Then ﬁx a
time-step T large enough so as to render CEz(0)/T small (less than a prescribed ε > 0), and ﬁnally
cite [11, pp. 598–599] which proves that the functional
ΨB,T (z, zt) :=
T∫
0
T∫
s
(
R(u, v), zt
)
dt ds + ((R(u, v), zt)) + CB,T ((z2))
has the desired compactness-like property (7.3). This step completes the proof of Theorem 6.3.2, as-
suming we verify Theorem 6.3.1 and Lemma 7.1.1.
7.2. Multiplier identities
In this section we demonstrate several identities needed for the proof of Theorem 6.3.1. It will
suﬃce to work with strong solutions because the resulting estimates will be continuous with respect
to the ﬁnite-energy topology and therefore extend via a density argument to all weak solutions. So
throughout most of the subsequent discourse we assume that a trajectory {u,ut} has values in the
strong energy space H4(Ω) × H2(Ω).
The results cited below are derived for general vector ﬁelds h, but their simpliﬁcation to the radial
case (h(x) = x− x0) was ﬁrst obtained in [19, Chapter 5, Section 2].
Proposition 7.2.1. Let h ∈ [C2(Ω)]2 , then any strong solution z of (1.4)–(1.7) (or a difference z = u − v of
two strong solutions) satisﬁes:
((ztt,h · ∇z)) = (zt ,h · ∇z)|T0 −
1
2
〈〈
h · ν, z2t
〉〉 + 1
2
((
divh, z2t
))
. (7.5)
In the special case when h= ∇d deﬁned in (6.1) we get
((ztt,h · ∇z)) = (zt,h · ∇z)|T0 −
1
2
〈〈
h · ν, z2t
〉〉 + ((z2t )). (7.6)
This result readily follows via a direct calculation. And so does the next one:
Proposition 7.2.2. Let u ∈ H1(Ω) then
(
β0 f0(u),h · ∇u
) = −(div(β0h), f˜0(u)) + 〈(h · ν),β0 f˜0(u)〉. (7.7)
The subsequent equations require more work and their detailed proofs can be found in Appendix A.
Proposition 7.2.3 (Appendix A: Proposition A.1.2). Let h = (h1,h2) be a C2 vector ﬁeld on Ω . Then every
z ∈ H4(Ω) satisﬁes:
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2z,h · ∇z) = 1
2
(
divh,α(z, z)
) − (divh, (z)2) + 2(Dh : D2z, z)
+ (z, ∇z · h)
− (1−μ)(zx[z,h1] + zy[z,h2])
+ 1
2
〈
h · ν, α(z, z)〉
+〈B2z,h · ∇z〉 −
〈
B1z,
∂(h · ∇z)
∂ν
〉
, (7.8)
where α is the bilinear form given in (4.4) and “:” is the Frobenius matrix product. If h= ∇d as given by (6.1),
then the identity (7.8) readily simpliﬁes to
(
2z,h · ∇z) = a(z, z) + 1
2
〈
h · ν,α(z, z)〉 +〈B2z,h · ∇z〉 −
〈
B1z,
∂(h · ∇z)
∂ν
〉
. (7.9)
Proposition 7.2.4 (Appendix A: Proposition A.1.3). For h= (h1,h2) ∈ [C2(Ω)]2 and u ∈ H4(Ω) the following
equation holds:
−([F (u),u],h · ∇u) = 3
4
(
divh, (F )2
) − (Dh : D2F ,F)
+ 1
2
(
F , (divh)F − h · ∇ F) + (F ,∇(divh) · ∇ F)
− (ux[u,h1] + uy[u,h2], F (u)) + 1
4
〈(
∂2ν F
)2
, (h · ν)〉. (7.10)
If h= ∇d as given by (6.1) then this equation (integrated over t ∈ [0, T ]) simpliﬁes to
−(([F (u),u],h · ∇u)) = 1
2
((
(F )2
)) + 1
4
〈〈(
∂2ν F
)2
,h · ν〉〉 (7.11)
Proposition 7.2.5 (“Equipartition” of energy). Any strong solution {u,ut} of (1.4)–(1.7) satisﬁes
(ut,u)|T0 −
((
u2t
)) + (((F )2)) + ((α(u,u))) + ((β0 f0(u),u))
+〈〈B2u,u〉〉 −
〈〈
B1u,
∂u
∂ν
〉〉
= ((L(u),u)). (7.12)
Proof. The result is easy to verify if we multiply Eq. (1.4) by u(t,x) and integrate by parts over
(t,x) ∈ (0, T ) × Ω . 
7.3. Lower-order terms and a pointwise energy estimate
To facilitate the subsequent analysis we will categorize the quantities in our estimates into the
“essential ones” and so-called quadratic lower-order terms which up to a small energy-perturbation
can be estimated by an L2(Ω) norm of the solution raised to the power 2.
Remark 7.3.1 (Quadratic order). The power 2 is signiﬁcant because it matches the exponents appearing
in the energy functional Eu . In contrast, the products of the form (β0 f0(u),h ·∇u) and 〈β f (u),h ·∇u〉
can be bounded via norms in Sobolev spaces strictly below the ﬁnite energy level, but are super-
quadratic in u, and in absence of a priori dissipativity they will require a separate special treatment.
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is said to be of a quadratic lower-order if for any η > 0 there exists Cη,T > 0, dependent only on η
ant T such that
|X | η
T∫
0
Ez(t)dt + Cη,T
T∫
0
∥∥z(t)∥∥2 dt. (7.13)
(Note that we consequently may also replace the reduced energy Ez with the larger full energy Ez .)
Any such lower-order term or an algebraic combination thereof will be denoted by l.o.t.2T (z). If Y −
Z = l.o.t.2T (z) we may write Y l.o.t.= Z . Similarly, inequalities of the form Y  Z + l.o.t.2T (z) may be
written as Y
l.o.t.
 Z .
Proposition 7.3.1. Let {z, zt} ∈ C([0, T ];H ).
(i) For any constant CT > 0, dependent only on T , but independent of the function z, l.o.t.
2
T (z)
l.o.t.=
CT l.o.t.
2
T (z).
(ii) ((a,b)) = l.o.t.2T (z) if there is δ > 0 such that for a.e. t ∈ [0, T ], ‖a(t)‖ ‖z(t)‖2−δ,Ω , and either ‖b(t)‖‖z(t)‖2,Ω , or ‖b(t)‖ ‖zt(t)‖2Ω .
(iii) 〈〈a,b〉〉 = l.o.t.2T (z), provided there is δ > 0 so that for a.e. t ∈ [0, T ] we have ‖a(t)‖Γ  ‖z(t)‖3/2−δ,Γ
and ‖b(t)‖Γ  ‖z(t)‖3/2,Γ .
Proof. In the items (ii) and (iii) the up-to-a-constant-multiple comparison  indicates that the re-
sult is independent of multiplication by smooth bounded functions. This conclusion follows since the
supremum norms of such functions can be factored out and absorbed into Cη in (7.13). For this very
reason the claim (i) holds: for any given η > 0 one can work with η1 = η/CT in (7.13).
To verify (ii) suppose ﬁrst that ‖b(t)‖  ‖z(t)‖2,Ω . Use Schwartz’ inequality, interpolation results
for Sobolev spaces, Young’s estimate, and the fact that the reduced energy Ez (4.10) controls the H2
norm of z:
∣∣((a,b))∣∣ 1
η
T∫
0
‖z‖22−δ,Ω +
η
4
T∫
0
‖z‖22,Ω
 Cη
T∫
0
‖z‖2 +
(
η
4
+ η
4
) T∫
0
‖z‖22,Ω
 Cη
T∫
0
‖z‖2Ω + η
T∫
0
Ez(t)dt.
The proof for the case ‖b(t)‖ ‖zt(t)‖2 is the same if we replace the norm ‖z‖22,Ω by ‖zt(t)‖2 in the
above estimate.
The analysis for a Γ -based product follows similarly via the continuous trace map H2−δ(Ω) →
H3/2−δ(Γ ) for δ < 3/2. 
With the above in mind proceed to derive the following pointwise-in-time bound on the energy.
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T Eu(T )
T∫
0
Eu(t)dt + l.o.t.2T (u).
Proof. The energy identity (4.9) on the time-interval [s, T ] (instead of [0, T ]) yields
Eu(T ) +
T∫
s
〈
bg(ut),ut
〉
dt = Eu(s) +
T∫
s
(
L(u),ut
)
.
The product bg(ut)ut is pointwise a.e. non-negative, hence integration over s ∈ [0, T ] gives:
T Eu(T )
T∫
0
Eu(t)dt +
T∫
0
T∫
s
(
L(u),ut
)
dt ds
T∫
0
Eu(t)dt + T
T∫
0
(∣∣L(u)∣∣, |ut |).
Proposition 7.3.1 renders the last term as a lower-order one, which completes the proof. 
7.4. A priori bounds on superlinear sources
The following propositions are crucial to the assessment of how the terms f0(u) and f (u) may
contribute to the energy growth. Because these feedbacks are superlinear, the corresponding products
f0(u)h ·∇u and f (u)h ·∇u cannot be incorporated into Deﬁnition 7.3.1 of quadratic lower-order terms.
Proposition 7.4.1 (Boundary source). Assume the boundary source f (s) satisﬁes the parts (i) and (ii) of As-
sumption 6.1.4. Let h ∈ [C2(Ω)]2 and  > 32 . Then there exist constants c1, c2 > 0 dependent besides β and h
only on  and the domain Ω , so that for each u ∈ H(Ω)
〈∣∣β f (u)∣∣, |h · ∇u|〉 + 〈β f˜ (u)〉  c1(1+ f (c2‖u‖,Ω))‖u‖,Ω .
Proof. The analysis of the term |β f (u)h · ∇u| will a fortiori apply to β f˜ (u) because by (1.11) in order
to deal with the latter term it suﬃces to estimate a constant multiple of β f (u)u. For f (u)u just
replace ∇u by u in (7.14) below and proceed from there. So henceforth we focus on the term
〈∣∣β f (u)∣∣, |h · ∇u|〉.
Since β , h are smooth and solution-independent, then we only seek to bound ‖ f (u)∇u‖L1(Γ ) . To
apply the classical trace estimate raise the integrability index to any γ > 1:
〈∣∣β f (u)∣∣, |h · ∇u|〉  ∥∥ f (u)∇u∥∥Lγ (Γ )  ∥∥ f (u)∇u∥∥Wm,γ (Ω) form := 1− 1γ , γ > 1.
From the product estimate [27, Proposition 1.1, p. 105] derive
∥∥ f (u)∇u∥∥Wm,γ (Ω)  ∥∥ f (u)∥∥L∞(Ω)‖∇u‖Wm,γ (Ω) + ‖∇u‖Lr(Ω)∥∥ f (u)∥∥Wm,r′ (Ω) (7.14)
where r ∈ (1,∞], r′ ∈ (1,∞) and 1
r
+ 1
r′
= 1
γ
.
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inequality [27, Proposition 5.1, p. 112] for the function f (s) with the help from Assumption 6.1.4(i):
∥∥ f (u)∥∥Wm,r′ (Ω)  ∥∥ J (u)∥∥Lq(Ω)‖u‖Wm,q′ (Ω)
for q ∈ (1,∞], q′ ∈ (1,∞) and 1
q
+ 1
q′
= 1
r′
.
Summarizing:
∥∥ f (u)∇u∥∥Wm,γ (Ω)  ∥∥ f (u)∥∥L∞(Ω)‖∇u‖Wm,γ + ‖∇u‖Lr(Ω)∥∥ J (u)∥∥Lq(Ω)‖u‖Wm,q′ (Ω) (7.15)
where ∞ > q′  r′  γ , 1
q
+ 1
q′
= 1
r′
and
1
r
+ 1
r′
= 1
γ
. (7.16)
Using Assumption 6.1.4(ii) we can invoke
∥∥ f (u)∥∥L∞(Ω)  f (‖u‖L∞(Ω)) and ∥∥ J (u)∥∥Lq(Ω)  J(‖u‖L∞(Ω)). (7.17)
Recall that  > 3/2. Because m = 1 + γ −1 is close to 0 when γ is close to 1, then we can take
advantage of the 2D embeddings
H(Ω) ↪→ Wm,γ (Ω) and H(Ω) ↪→ Wm,q′(Ω)
for any q′  1. Since we have also outright replaced q by +∞ in (7.17) then any values of q and q′
can be accommodated. Thus we are free to make r′ very large in (7.16). Consequently, the difference
between its γ -conjugate r and the parameter γ (∼ 1) will be small. In particular we only need r 
2
2− to invoke the embedding:
H(Ω) ↪→ W 1,r(Ω).
So when γ − 1 is small we may strengthen (7.15) to
∥∥ f (u)∇u∥∥Wm,γ (Ω)  f (‖u‖L∞(Ω))‖u‖,Ω + J(‖u‖L∞(Ω))‖u‖2,Ω .
Using an appropriate embedding constant cΩ  1 and the increasing property of f we further increase
the right-hand side:
∥∥ f (u)∇u∥∥Wm,γ (Ω)  f (cΩ‖u‖,Ω)‖u‖,Ω + J(cΩ‖u‖,Ω)cΩ‖u‖2,Ω .
Now invoke the second half of Assumption 6.1.4(ii) to complete the proof. 
Next, we state an analogous, but simpler estimate for the interior source.
Proposition 7.4.2 (Interior source). Let h ∈ [C2(Ω)], and suppose (6.8) holds. Then there exist a constant
c1 > 0 dependent besides h and β0 only on  1 and the domain Ω so that
(∣∣β0 f0(u)∣∣, |h · ∇u|) + (β0 f˜0(u))  c1 f0(‖u‖L∞(Ω))‖u‖,Ω .
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smooth and bounded hence their supremums can be factored out. Since f is monotone increasing
then the result follows via (6.8) and
(∣∣β0 f0(u)∣∣, |h · ∇u| + |u|)  ∥∥ f0(u)∥∥L∞(‖∇u‖L1(Ω) + ‖u‖L1(Ω)) f0(‖u‖L∞)‖u‖W 1,1(Ω). 
8. Existence of an absorbing ball (Theorem 6.3.1)
8.1. A ﬁnite-time estimate
Proposition 8.1.1. Adopt the assumptions of Theorem 6.3.1. Let U = {u,ut} be a weak solution of (1.4)–(1.7).
Then there exists a positive constant σ < 1 so that for any large enough T > 0 we can ﬁnd MT > 0 dependent
on T , but not on U , such that
Eu(T ) σ Eu(0) + MT . (8.1)
The rest of this subsection is devoted to the proof of (8.1).
Step I. Multiplier h · ∇u and basic energy estimates. Let h= ∇d for the function d as in (6.1). Multiply
(1.4) by h · ∇u, integrate in space and time and invoke (7.6) (with z = u), (7.9), and (7.11) to conclude
that
((
u2t
)) + ((α(u,u))) + 1
2
((
(F )2
)) + ((β0 f0(u),h · ∇u)) +〈〈B2u,h · ∇u〉〉
= ((L(u),h · ∇u)) − (ut,h · ∇u)|T0
+
〈〈
h · ν, 1
2
u2t −
1
4
(
∂2ν F
)2 − 1
2
α(u,u)
〉〉
+
〈〈
B1u,
∂(h · ∇u)
∂ν
〉〉
. (8.2)
Invoke the boundary conditions (1.7) and use the sign of (h · ν) from the “star-shaped” assumption
on the geometry (6.2). Arrive at
((
u2t
)) + ((α(u,u))) + 1
2
((
(F )2
)) + ((β0 f0(u),h · ∇u))
+ 〈〈bg(ut),h · ∇u〉〉 +〈〈ku,h · ∇u〉〉 + 〈〈β f (u),h · ∇u〉〉

((
L(u),h · ∇u)) − (ut,h · ∇u)|T0 + 12
〈〈
h · ν,u2t
〉〉
.
Now we would like to recover the full energy functional Eu on the left. For this purpose let’s pick a
small constant 0 < η1  1 to be speciﬁed later, then add and subtract
〈〈
ku2
〉〉 + η1((β0 f˜0(u))) + 〈〈β f˜ (u)〉〉
to the left-hand side of the preceding identity. The small parameter η1 will only be helpful next to
the interior source so f˜ has no additional coeﬃcients. Also recall that the primitives f˜0 and f˜ are
pointwise non-negative. Then
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1− η1
2
)((
u2t
)) + η1
T∫
0
Eu(t)dt
+
Non-negative terms. Drop.︷ ︸︸ ︷(
1
2
− η1
4
)((
(F )2
)) + (1− η1)〈〈β f˜ (u)〉〉 +
(
1− η1
2
)[((
α(u,u)
)) + 〈〈ku2〉〉]
+ ((β0 f0(u),h · ∇u)) − η1((β0 f˜0(u)))
+ 〈〈bg(ut),h · ∇u〉〉 +〈〈ku,h · ∇u − u〉〉 + 〈〈β f (u),h · ∇u〉〉 − 〈〈β f˜ (u)〉〉

((
L(u),h · ∇u)) − (ut,h · ∇u)|T0 + 12
〈〈
h · ν,u2t
〉〉
.
By Assumption 6.1.1 the product h ·ν is supported on the set where the damping cutoff b(x) is strictly
positive. Using this information along with bounds on the damping in (1.8) and the characterization
of lower-order terms in Proposition 7.3.1, we obtain
〈〈
bg(ut),h · ∇u
〉〉 + 1
2
〈〈
h · ν,u2t
〉〉

〈〈
bg(ut),ut
〉〉 + T + l.o.t.2T (u).
Furthermore, according to Proposition 7.3.1:
∣∣〈〈ku,h · ∇u − u〉〉∣∣+ ∣∣((L(u),h · ∇u))∣∣= l.o.t.2T (u).
And via a Poincaré-type estimate
−(ut,h · ∇u)|T0  Eu(0) + Eu(T ).
These steps allow to transform (8.2) into
(
1− η1
2
)((
u2t
)) + η1
T∫
0
Eu(t)dt
 C
{〈〈
bg(ut),ut
〉〉 + Eu(0) + Eu(T ) + T }+ l.o.t.2T (u)
− ((β0 f0(u),h · ∇u)) + η1((β0 f˜0(u))) − 〈〈β f (u),h · ∇u〉〉 + 〈〈β f˜ (u)〉〉
(8.3)
where C > 0 is independent of T or the solution u.
Remark 8.1.1. If one of the cutoffs β0, β is identically 0 then the corresponding source can be ignored
in (8.3). Both the cutoffs, however, cannot be zero by the assumptions in Theorem 6.3.2. The analysis
below will be carried out for each source term.
Step II-A. Interior source when Assumption 6.1.3(a) holds. From integration by parts (see (7.7)) and
the geometric condition h · ν  0 we obtain
−((β0 f0(u),h · ∇u)) + η1((β0 f˜0(u)))  ((div(β0h) + η1β0, f˜0(u))). (8.4)
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(ut,u)|T0 −
((
u2t
)) + (((F )2)) + ((α(u,u))) + ((β0 f0(u),u))
+ 〈〈ku2〉〉 + 〈〈β f (u),u〉〉 + 〈〈bg(ut),u〉〉 = ((L(u),u)).
Now let η0 < 1 be as in (6.6). Use β f (u)u  0, g(ut)ut  0, and then apply the estimates almost
identical to those in Step I above to conclude that for some C > 0 (independent of T or the solution)
η0
((
β0 f0(u),u
))
 η0
((
u2t
)) + C〈〈bg(ut),ut〉〉 + l.o.t.2T (u) + C(Eu(0) + Eu(T )).
Thus for all small η1 we have
−((β0 f0(u),h · ∇u)) + η1((β0 f˜0(u)))

((
div(β0h) + η1β0, f˜0(u)
))
(6.6)
 η0
((
β0 f0(u),u
))
 η0
((
u2t
)) + C〈〈bg(ut),ut〉〉 + l.o.t.2T (u) + C(Eu(0) + Eu(T )).
In particular, since η0 < 1 we can we choose η1 so that
η0  1− 1
2
η1,
and the term η0((u2t )) can be absorbed into (1− η12 )((u2t )) on the left side of the inequality (8.3). Thus
we have eliminated the interior source f0 from the right side of the estimate:
T∫
0
Eu(t)dt 
〈〈
bg(ut),ut
〉〉 + Eu(0) + Eu(T ) + T + l.o.t.2T (u)
− 〈〈β f (u),h · ∇u〉〉 + 〈〈β f˜ (u)〉〉.
(8.5)
Step II-B. Interior source when Assumption 6.1.3(b) holds. In this scenario the constant η1 in (8.3)
will not be helpful so without loss of generality ﬁx η1 = 1. We know, however, that by assumption f0
is K-stable for some  ∈ (3/2,2).
Fix any t ∈ [0, T ]. We will temporarily suppress the argument t and ﬁrst establish estimates for
u = u(t) and Eu = Eu(t). Use Proposition 7.4.2, and the fact that √Eu controls ‖u‖H2(Ω) , to derive
−(β0 f0(u),h · ∇u) + η1(β0 f˜0(u))  f0(‖u‖L∞(Ω))‖u‖W 1,1(Ω)  f0(c√Eu)‖u‖,Ω . (8.6)
Apply Proposition 5.2.1, along with (1.11), to ‖u‖,Ω :
f0(c
√
Eu)‖u‖,Ω  f0(c
√
E)
(
ε
√
Eu +K(ε)
)
.
Let ε1 be a small (time- and solution-independent) to be speciﬁed in a moment and deﬁne in terms
of it another parameter
ε = ε1
√
Eu√ . (8.7)f0(c Eu)
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f0(c
√
Eu)‖u‖,Ω  ε1Eu + f0(c
√
Eu)K
(
ε1
c
c
√
Eu
f0(c
√
Eu)
)
= ε1Eu + f0(s)K
(
C
s
f0(s)
)
where on the right we temporarily labeled s = c√Eu and C = ε1/c to make it more apparent that
the property of K-stability (Deﬁnition 6.1.1) applies and guarantees that for s > s0 the rightmost term
is bounded by Eωu where ω < 1. In other words, if we let time t vary then energy may grow, and
ε = ε(t) may decay. As a result K(ε(t)) might potentially blow up as t → ∞, but this blow-up will
be strictly sublinear with respect to Eu(t).
To make the estimate more precise split the time interval [0, T ] into the sets
I0 :=
{
t ∈ [0, T ]: s = c√Eu < s0} and I1 := {t ∈ [0, T ]: s = c√Eu  s0}.
Because s/ f0(s) → ∞ as s ↘ 0, then K is uniformly bounded on I0 independently of T , whereas on
I1 we invoke K-stability. Consequently for each t ∈ [0, T ] the right-hand side of (8.6) can be, up to a
constant multiple, dominated by the quantity
ε1Eu + Eωu + Cε1,s0 .
We should stress that ε1 and Cε1,s0 depend neither on time nor on the solution. Moreover, since
ω < 1 then Eωu  Eu whenever Eu is large. Thus up to constant multiple we can incorporate Eωu into
ε1Eu . Then for every t ∈ [0, T ]
−(β0 f0(u(t)),h · ∇u(t)) + η1(β0 f˜0(u(t)))  ε1Eu(t) + Cε1
where ε1 and Cε1 are independent of u, t , or T .
Integrate the result over [0, T ] and substitute into (8.3), which then becomes
T∫
0
Eu(t)dt  ε1
T∫
0
Eu(t)dt + (1+ Cε1)T
+ 〈〈bg(ut),ut〉〉 + Eu(0) + Eu(T ) + l.o.t.2T (u)
− 〈〈β f (u),h · ∇u〉〉 + 〈〈β f˜ (u)〉〉.
We can ﬁx ε1 to be small enough so that the term ε1
∫ T
0 Eu(t)dt (along with the implicit T - and u-
independent coeﬃcient in front of it) could be absorbed into the left-hand side. Dropping any explicit
mention of ε1 we obtain the same estimate as (8.5).
Step III. Boundary source and Assumption 6.1.4. According to Proposition 7.4.1, the parts (i) and (ii)
of Assumption 6.1.4 imply that
−〈β f (u),h · ∇u〉 + 〈β f˜ (u)〉  (1+ f (c2‖u‖,Ω))‖u‖,Ω
for some  ∈ (3/2,2). Using appropriate embeddings we can recast it as
−〈β f (u),h · ∇u〉 + 〈β f˜ (u)〉 √Eu + f (c√Eu)‖u‖,Ω .
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for the interior source to conclude that
T∫
0
Eu(t)dt 
〈〈
bg(ut),ut
〉〉 + Eu(0) + Eu(T ) + T + l.o.t.2T (u). (8.8)
Step IV. Invoke the energy identity. The damping in (8.8) can be expressed via the energy identity
(4.9) and estimated according to Proposition 7.3.1
〈〈
b(x)g(ut)ut
〉〉 = Eu(0) − Eu(T ) + ((L(u),ut))  Eu(0) − Eu(T ) + l.o.t.2T (u).
Then (8.8) simpliﬁes to (now strengthening the implicit relation  with an explicit constant C > 0,
that is independent of u and T ):
T∫
0
Eu(t)dt  C
(
Eu(0) + Eu(T ) + T
)+ l.o.t.2T (u).
Apply to this inequality Proposition 7.3.2 which provides a pointwise estimate on the energy:
T
2
Eu(T ) + 1
2
T∫
0
Eu(t)dt  C
(
Eu(0) + Eu(T ) + T
)+ l.o.t.2T (u),
or equivalently
(
T
2
− C
)
Eu(T ) + 1
2
T∫
0
Eu(t)dt  C Eu(0) + CT + l.o.t.2T (u).
Fix some T0 > 2C , then we can ﬁnd σ = σ(T0) < 1 so that for every T > T0
C
(T /2) − C  σ < 1.
Consequently for any such T
Eu(T ) + 1
(T − 2C)
T∫
0
Eu(t)dt  σ Eu(0) + C2T + l.o.t.2T (u).
Finally, rewrite the lower-order terms according to Deﬁnition (7.3.1):
Eu(T ) + 1
(T − 2C)
T∫
Eu(t)dt  σ Eu(0) + η
T∫
Eu(t)dt + Cη,T
T∫
‖u‖2 dt + C2T . (8.9)0 0 0
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the estimate (5.3) on lower-order terms with  = 0. However, this time there’s no need to correlate
the growth of K and the sources. Previously parameter ε in (8.7) was decaying if the total energy
grew. Here we use another ε = ε2 which will be small, but ﬁxed independently of time or the energy.
From (5.3) and the condition (1.11), which allows to replace f (u)u and f0(u)u by constant multiples
of f˜ (u) and f˜0(u), we conclude
Cη,T ‖u‖2  C2;η,T
(
ε2Eu +K20(ε2)
)
.
Pick a positive η in (8.9) so that
η <
1
2
(
1
T − 2C
)
,
then ﬁx ε2 small enough to have
ε2C2;η,T <
1
2
(
1
T − 2C
)
.
From here (8.9) implies
Eu(T ) σ Eu(0) + TK0(ε2) + C3T .
Deﬁne
MT := TK0(ε2) + C3T .
Note that neither K0(ε2) nor C3 is affected by the solution. This step completes the proof of the
ﬁnite-time estimate in Proposition 8.1.1. While the multiplier analysis so far was carried out for strong
solutions, already the step (8.3) is continuous with respect to the ﬁnite-energy topology of the state
space H . Since weak solutions are C([0, T ];H )-limits of strong solutions, then the obtained conclu-
sion holds for all weak trajectories.
8.2. Completion of the proof of Theorem 6.3.1
Now we iterate the result of Proposition 8.1.1 over time-intervals of length T . Given m ∈N derive
Eu(mT ) σ Eu
(
(m− 1)T )+ MT
 σ 2Eu
(
(m− 2)T )+ σMT + MT
 · · · σmEu(0) + MT
m−1∑
j=0
σ j .
Thus
Eu(mT ) σmEu(0) + MT .
1− σ
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then
Eu(mT ) 1+ MT
1− σ
where the right-hand side is independent of u. Consequently, for any time t  1 + T ln(1/Eu(0))ln(σ ) the
trajectory enters a bounded set with the radius independent of the initial data. Since the relative
time-step T is ﬁxed, then t depends solely on the initial energy Eu(0) which can be estimated in
terms of the norm of the initial data in H . The proof of ultimate dissipativity stated in Theorem 6.3.1
is now complete.
9. Asymptotic smoothness (Theorem 6.3.2)
Now that we have established the crucially needed ultimate dissipativity, the proof of asymptotic
smoothness follows the standard strategy ﬁrst developed in its general form in [8].
9.1. Bounds inferred from the ultimate dissipativity
Let U , V be two evolution trajectories of the system (H ,St) generated by (1.4)–(1.7), originating
in some bounded set B. According to the a priori local energy estimate (4.11) and the asymptotic
bound of Theorem 6.3.1, there exists a constant RB , dependent on the radius of B ∪ {0}, so that
Eu(t) + Ev(t) RB for all t  0. (9.1)
From [11, 10.4.31] it follows that one can ﬁnd a constant CB dependent on RB such that the differ-
ence of two von Karman nonlinearities (4.14) satisﬁes
(
R(u, v),h · ∇z)  CB‖z‖2,Ω‖z‖1,Ω ,
or equivalently, via Proposition 7.3.1 on lower-order terms,
(
R(u, v),h · ∇z) = CB l.o.t.2T (z). (9.2)
Henceforth, the coeﬃcients that continuously depend on the initial energy (with initial data from a
bounded set B ⊂H ) will be denoted by a generic constant CB .
From the energy identity (4.9) we also conclude that
〈〈
bg(ut),ut
〉〉 + 〈〈bg(vt), vt〉〉  Ev(0) + Eu(0) + T RB  (1+ T )CB. (9.3)
Similarly with the help of (1.8) we immediately get
〈〈
bg(ut)
2〉〉 + 〈〈bg(vt)2〉〉  〈〈1+ bg(ut)ut + b(vt)vt〉〉  (1+ T )CB. (9.4)
Remark 9.1.1. Because there is no monotonicity in the energy equation (4.9), then in the basic esti-
mates (9.3) and (9.4) the right-hand sides may grow with time. In the monotone case (L ≡ 0) the
upper bound would have been simply CB .
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resort to the stronger conditions in Assumption 6.1.2 which imply
〈〈
z2t
〉〉

〈〈
G(ut, vt), zt
〉〉
. (9.5)
9.2. Energy of the difference of solutions
With the above bounds we can carry out multiplier estimates for a difference z = u − v of two
trajectories. In the ﬁrst few steps assume that the solutions are strong. This condition can be relaxed
via density and continuity (with respect to H ) at the stage of (9.8) below.
Recall that G(ut , vt) = bg(ut)−bg(vt), P0(u, v) = β0 f0(u)−β0 f0(v) and P (u, v) = β f (u)−β f (v).
Also let us remind that the function d is given by (6.1) and h := ∇d = x − x0. Apply the multiplier
h · ∇z to the difference system (4.12). Using (7.6) and (7.9) arrive at
((
z2t
)) + ((α(z, z))) − ((R(u, v),h · ∇z)) + ((P0(u, v),h · ∇z))
= ((L(z),h · ∇z)) − (zt,h · ∇z)|T0 + 12
〈〈
(h · ν), zt − α(z, z)
〉〉
+
〈〈
B1z,
∂h · ∇z
∂ν
〉〉
−〈〈B2z,h · ∇z〉〉. (9.6)
Add 〈〈kz2〉〉 to both sides in order to get the reduced energy (4.10) on the left. Then invoke the
boundary conditions in (4.12).
2
T∫
0
Ez(t)dt −
((
R(u, v),h · ∇z)) + ((P0(u, v),h · ∇z))
= ((L(z),h · ∇z)) − (zt,h · ∇z)|T0 + 12
〈〈
(h · ν), z2t − α(z, z)
〉〉
− 〈〈G(ut, vt),h · ∇z〉〉 −〈〈kz,h · ∇z〉〉 − 〈〈P (u, v),h · ∇z〉〉 + 〈〈kz2〉〉. (9.7)
Using the geometric condition (6.2), also the characterization of quadratic lower-order terms in Propo-
sition 7.3.1, and (9.5) get
2
T∫
0
Ez(t)dt −
((
R(u, v),h · ∇z)) + ((P0(u, v),h · ∇z)) + 〈〈P (u, v),h · ∇z〉〉
 Ez(0) + Ez(T ) +
〈〈
G(ut, vt), zt
〉〉 − 〈〈G(ut, vt),h · ∇z〉〉 + l.o.t.2T (z).
The analysis of the functionals P0 (4.15), P (4.16) and G (4.13) requires further details since they
incorporate differences of nonlinear functions of the solutions u and v . First, from (9.4) conclude
〈〈
G(ut, vt),h · ∇z
〉〉
 1
T
〈〈
G(ut, vt)
2〉〉 + T 〈〈|h · ∇z|2〉〉  CB + l.o.t.2T (z).
Do recall that here and henceforth we can use
CT l.o.t.
2
T (z) ∼ l.o.t.2T (z)
L. Bociu, D. Toundykov / J. Differential Equations 253 (2012) 3568–3609 3601(from Proposition 7.3.1) which is why T -dependence is omitted in the coeﬃcients next to the
quadratic lower-order terms.
Since by the trace and embedding theorems H2(Ω) functions belong to L∞(Γ ) (dimΩ = 2), then
〈〈
P (u, v),h · ∇z〉〉  1
T
〈〈∣∣ f (u) − f (v)∣∣2〉〉 + T 〈〈|h · ∇u|2〉〉
 CB + l.o.t.2T (z).
Similar analysis gives an identical conclusion for P0 in the interior:
((
P0(u, v),h · ∇z
))
 CB + l.o.t.2T (z).
Finally, invoke (9.2) and then the equality (9.7) becomes
T∫
0
Ez(t)dt  Ez(0) + Ez(T ) +
〈〈
G(ut, vt), zt
〉〉 + CB l.o.t.2T (z) + CB, (9.8)
which is well deﬁned in the ﬁnite energy topology and can be extended to all weak solutions.
Now that we have a bound on the integral
∫ T
0 Ez(t)dt , the next result (a version of Proposition 7.3.2
invoked for two solutions) provides a pointwise bound on Ez(t) in terms of its integral. Afterwards
Section 9.3 will merge these estimates into one.
Proposition 9.2.1 (Pointwise reduced energy). Under the hypothesis of Theorem 6.3.2 let {z, zt} ∈ C([0, T ];
H ) be the difference of two weak solutions of (1.4)–(1.7) both originating in a bounded set B ⊂ H . Thus z
satisﬁes (4.12). Then for any δ > 0 there exist positive constants CB , CB,δ independent of the solutions so that
Ez(T ) +
〈〈
G(ut, vt), zt
〉〉
 Ez(0) + δ
T∫
0
Ez(t)dt +
((
R(u, v), zt
)) + CB,δ l.o.t.2T (z), (9.9)
and
TEz(T ) +
T∫
0
Ez(t)dt
 Ez(0) +
T∫
0
Ez(t)dt +
T∫
0
T∫
s
(
R(u, v), zt
)
ds + ((R(u, v), zt)) + CB l.o.t.2T (z). (9.10)
(Note that in (9.10) the coeﬃcients of
∫ T
0 Ez(t)dt on the right may differ from 1 due to .)
Proof. Recall again the functionals P0 (4.15), P (4.16) and G (4.13). Invoke the energy identity (4.17)
on the time-interval t ∈ [s, T ]. Then integrate the resulting relation over s ∈ [0, T ] and drop the posi-
tive integral 〈〈G(ut , vt), zt〉〉 to obtain
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T∫
0
Ez(t)dt +
T∫
0
T∫
s
(
L(z), zt
)
dt ds +
T∫
0
T∫
s
(
R(u, v) − P0(u, v), zt
)
dt ds
−
T∫
0
T∫
s
〈
P (u, v), zt
〉
dt ds. (9.11)
Let’s estimate the terms appearing on the right.
I. Bound on P0. Use the estimate (1.9) on the derivative of f0 to obtain for every η > 0
∫
Ω
β0
∣∣ f0(u) − f0(v)∣∣|zt | =
∫
Ω
∣∣∣∣∣
1∫
0
f ′0
(
λu + (1− λ)v)z dλ
∣∣∣∣∣|zt |
∫
Ω
(
1+ |u|p0−1 + |v|p0−1)|zzt |
 1
η
∫
Ω
(
1+ ‖u‖2(p0−1)L∞(Ω) + ‖v‖2(p0−1)L∞(Ω)
)
z2 + η
∫
Ω
z2t .
Moreover from the deﬁnition (4.10) of the reduced energy ((z2t ))  2
∫ T
0 Ez(t)dt , hence
∣∣∣∣∣
T∫
0
T∫
s
(
P0(u, v), zt
)
dt ds
∣∣∣∣∣ ηT
T∫
0
Ez(t)dt + Cη,B l.o.t.2T (z). (9.12)
II. Bound on P . Similar analysis holds for P (u, v). We can make an extra step at the end using the
bound (6.4) on the damping, and the strict positivity of the coeﬃcients b:
∣∣∣∣∣
T∫
0
T∫
s
〈
P (u, v), zt
〉
dt ds
∣∣∣∣∣ ηT
〈〈
z2t
〉〉 + Cη,B l.o.t.2T (z)
 ηT
〈〈
G(ut, vt), zt
〉〉 + Cη,B l.o.t.2T (z). (9.13)
V. Bound on L. Because the functional L is linear ﬁrst-order then
∣∣∣∣∣
T∫
0
T∫
s
(
L(z), zt
)
dt ds
∣∣∣∣∣ T
T∫
0
∣∣(L(z), zt)∣∣ ηT
T∫
0
Ez(t)dt + 1
η
l.o.t.2T (z). (9.14)
IV. Bound on G . Again, start with the energy identity (4.17) and apply to it the just-established in-
equalities (9.12), (9.13) and (9.14):
Ez(T ) +
〈〈
G(ut, vt), zt
〉〉
 Ez(0) + ηT
T∫
0
Ez(t)dt +
((
R(u, v), zt
)) + ηT 〈〈G(ut, vt), zt〉〉 + Cη,B l.o.t.2T (z).
Recall that 〈〈G(ut , vt)zt〉〉 is non-negative. Choose η = δT−1, with δ > 0 small enough so that the term
Cδ〈〈G(ut , vt)zt〉〉 (with C independent of T , u, v coming from the relation ) could be absorbed into
the left-hand side. Then we obtain (9.9).
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TEz(T )
T∫
0
Ez(s)ds +
T∫
0
T∫
s
(
R(u, v), zt
)
dt ds + 〈〈G(ut, vt), zt〉〉 + CB l.o.t.2T (z).
Use the already veriﬁed (9.9) (this time with δ = 1, for example) to bound the integral 〈〈G(ut , vt), zt〉〉.
Then add
∫ T
0 Ez(t)dt to both sides to obtain (9.10). 
9.3. Completion of the proof of Lemma 7.1.1
Use (9.8) to estimate the energy integral on the right-hand side of (9.10)
TEz(T ) +
T∫
0
Ez(t)dt  Ez(0) + Ez(T ) +
〈〈
G(ut, vt), zt
〉〉
+ CB +
T∫
0
T∫
s
(
R(u, v), zt
)
dt ds + ((R(u, v), zt)) + CB l.o.t.2T (z).
Next, apply (9.9) to get rid of the boxed terms
TEz(T ) +
T∫
0
Ez(t)dt  Ez(0) + δ
T∫
0
Ez(t)dt
+ CB +
T∫
0
T∫
s
(
R(u, v), zt
)
dt ds + ((R(u, v), zt)) + CB,δ l.o.t.2T (z).
Let C (independent of T or the solutions) be the constant hidden by the relation . Rewrite l.o.t.2T (z)
according to (7.3.1), then the preceding inequality becomes (absorbing Ez(0) into CB)
TEz(T ) + (1− Cδ − Cη)
T∫
0
Ez(t)dt
 CB +
T∫
0
T∫
s
(
R(u, v), zt
)
dt ds + ((R(u, v), zt)) + CB,δCη,T ((z2)).
For suﬃciently small δ and η we arrive at
TEz(T ) CB +
T∫
0
T∫
s
(
R(u, v), zt
)
dt ds + ((R(u, v), zt)) + CB,T((z2)).
Division by T recovers the conclusion of Lemma 7.1.1.
Now that the proofs of Theorem 6.3.1 and Lemma 7.1.1 have been completed, Theorem 6.3.2 follows
as described at the end of Section 7.1. 
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Appendix A
A.1. Multiplier identities
Proposition A.1.1. Let h= (h1,h2) be a C2 vector ﬁeld on Ω . For any z ∈ H3(Ω):
[z,h · ∇z] = 1
2
h · ∇[z, z] + (divh)[z, z] + zx[z,h1] + zy[z,h2]. (A.1)
Proof. The result follows from a somewhat lengthy, but straightforward direct calculation. 
Proposition A.1.2. For h := (h1,h2) ∈ [C2(Ω)]2 and z ∈ H3(Ω)
(
2z,h · ∇z) = 1
2
(
divh,α(z, z)
) − (divh, (z)2) + 2(Dh : D2z,z)
+ (z,∇z · h)
− (1−μ)(zx[z,h1] + zy[z,h2])
+ 1
2
〈
h · ν,α(z, z)〉
+〈B2z,h · ∇z〉 −
〈
B1z,
∂(h · ∇z)
∂ν
〉
. (A.2)
Proof. Green’s identities yield
(
2z,h · ∇z) = a(z,h · ∇z) +〈B2z,h · ∇z〉 −
〈
B1z,
∂(h · ∇z)
∂ν
〉
. (A.3)
Recall that the functional a(·,·) is a quadratic bilinear form
a(u, φ) :=
∫
Ω
α(u, φ)dx with α(u, φ) := uφ − (1−μ)[u, φ], (A.4)
and [u, φ] stands for the von Karman bracket uxxφyy + uyyφxx − 2uxyφxy . To complete the derivation
we need to focus on the term a(z,h · ∇z) which we expand with the help of (A.1)
a(z,h · ∇z)
= (z,(h, ·∇z))+ (1−μ)[z,h · ∇z]
= (z,(h · ∇z)) − (1−μ)
∫
Ω
1
2
h · ∇[z, z] + (divh)[z, z] + zx[z,h1] + zy[z,h2]. (A.5)
The term (z,(h · ∇z)) gives
(
z,(h · ∇z)) = (z,div[(Dh)t∇z]+ div[(D2z)h]) (A.6)
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div
(
(Dh)t∇z)=
{
+ h1xxzx + h2xxzy
h1yyzx + h2yyzy +
h1xzxx + h2xzyx
h1yzxy + h2yzyy
}
= ∇z · h+ (D2z : Dh) (A.7)
where h= (h1,h2) and A : B represents the Frobenius product of matrices A and B . The second
summand on the RHS of (A.6) gives:
(z)div
((
D2z
)
h
)
= (z)
{
+ zxxxh1 + zxxyh2
zyxyh1 + zyyyh2 +
zxxh1x + zxyh2x
zxyh1y + zyyh2y
}
=
{
+ ∂x2 (z2xx)h1 +
∂y
2 (z
2
xx)h2
zxxzyxyh1 + zxxzyyyh2 +
zyyzxxxh1 + zyyzxxyh2
∂x
2 (z
2
yy)h1 + ∂y2 (zyy)2h2
}
+ (z)(D2z : Dh)
= 1
2
h · ∇(z)2 + (D2z : Dh)z. (A.8)
Identities (A.5), (A.7) and (A.8) transform Eq. (A.3) into
(
2z,h · ∇z)
= 1
2
(
h · ∇(z)2) + (z, ∇z · h) + 2
∫
Ω
(
D2z : Dh)z
− (1−μ)
∫
Ω
{
1
2
h · ∇ + divh
}
[z, z]
− (1−μ)(zx[z,h1] + zy[z,h2])
+〈B2z,h · ∇z〉 −
〈
B1z,
∂(h · ∇z)
∂ν
〉
.
Integrate the terms containing h · ∇ by parts and simplify:
(
2z,h · ∇z)
= −1
2
(
divh, (z)2
) + (z,∇z · h) + 2
∫
Ω
(
D2z : Dh)z
− 1
2
(1−μ)
∫
Ω
(divh)[z, z]
− (1−μ)(zx[z,h1] + zy[z,h2])
+ 1
2
∫
Γ
(h · ν)(z)2 − 1
2
(1−μ)
∫
Γ
(h · ν)[z, z]
+ 〈B2z,h · ∇z〉 −
〈
B1z,
∂(h · ∇z)
∂ν
〉
.
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• the boxed integrals can be grouped via the deﬁnition (A.4) of the bilinear form α(·,·);
• rewrite − 12 (1−μ)(divh, [z, z]) = 12(divh,α(z, z)) − 12(divh, (z)2),
to recover identity (A.2). 
Proposition A.1.3. For h= (h1,h2) ∈ [C2(Ω)]2 and u ∈ H4(Ω) the following identity holds:
−([F (u),u],h · ∇u) = 3
4
(
divh, (F )2
) − (Dh : D2F , F)
+ 1
2
(
F , (divh)F − h · ∇ F) + (F ,∇(divh) · ∇ F)
− (ux[u,h1] + uy[u,h2], F (u)) + 1
4
〈(
∂2ν F
)2
, (h · ν)〉 (A.9)
where F (u) is the Airy stress function.
Proof. Since F (u) is clamped on the boundary, then by [11, Proposition 1.4.2, p. 40]
−([F (u),u],h · ∇u) = −([u,h · ∇u], F (u)). (A.10)
Invoke (A.1):
−([F (u),u],h · ∇u) = −
(
1
2
h · ∇[u,u], F (u)
)
− ([u,u]divh, F (u))
− (ux[u,h1] + uy[u,h2], F (u)). (A.11)
Let’s examine the ﬁrst two terms on the left-hand side. Integration by parts gives
−
(
1
2
h · ∇[u,u], F
)
− ([u,u]divh, F (u))
= −1
2
(
(divh)[u,u], F) + 1
2
([u,u],h · ∇ F)
= −1
2
(
(divh)[u,u], F) − 1
2
(
2F ,h · ∇ F)
=
I︷ ︸︸ ︷
−1
2
(
(divh)[u,u], F)− 1
2
〈
∂νF ,h ·
=0︷︸︸︷
∇ F 〉
+
II︷ ︸︸ ︷
1
2
〈
F , ∂ν(h · ∇ F )
〉
III︷ ︸︸ ︷
− 1
2
(
F ,(h · ∇ F )) . (A.12)
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I = 1
2
(
2F , (divh)F
)
= 1
2
(
F , (divh)F
) + (F ,∇(divh) · ∇ F) + 1
2
(
divh, (F )2
)
.
II. Since the ﬁrst-order normal and all tangential derivatives of F vanish on Γ we get
∂ν(h · ∇ F ) =
([
D2F
]
h
) · ν,
and with respect to the smooth orthogonal frame {ν,τ } the Hessian of F on the boundary re-
duces to the second-order normal component only:
D2F |Γ =
[
D2ν F 0
0 0
]
and 2F |Γ = ∂2ν F .
Thus in (A.12)
II = 1
2
〈
h · ν, (∂2ν F )2〉.
III. Let h= (h1,h2), then we can expand the term III from (A.12) as
III = −1
2
(F ,h · ∇ F) − 1
2
(
F ,h · ∇(F )) − (F , Dh : D2F).
Rewrite − 12(F ,h · ∇(F )) = − 14(h · ∇(F )2) and integrate by parts
III = −1
2
(F ,h · ∇ F ) − 1
4
〈
h · ν,
(∂2ν F )
2︷ ︸︸ ︷
(F )2
〉 + 1
4
(
divh, (F )2
) − (F , Dh : D2F).
Plug the expressions for I , II and III into (A.12) and then (A.11):
−([F (u),u],h · ∇u)
= 1
2
(
F , (divh)F
) + (F ,∇(divh) · ∇ F) + 1
2
(
(F )2,divh
)
+ 1
4
〈(
∂2ν F
)2
, (h · ν)〉 − 1
2
(F ,h · ∇ F )
+ 1
4
(
divh, (F )2
) − (F , Dh : D2F)
− (ux[u,h1] + uy[u,h2], F (u)).
The result is equivalent to (A.9). 
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