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Abstract— Participatory design is a popular design technique
that involves the end users in the early stages of the design
process to obtain user-friendly gestural interfaces. Guessability
studies followed by agreement analyses are often used to elicit
and comprehend the preferences (or gestures/proposals) of the
participants. Previous approaches to assess agreement, grouped
the gestures into equivalence classes and ignored the integral
properties that are shared between them. In this work, we
represent the gestures using binary description vectors to allow
them to be partially similar. In this context, we introduce a new
metric referred to as soft agreement rate (SAR) to quantify
the level of consensus between the participants. In addition, we
performed computational experiments to study the behavior of
our partial agreement formula and mathematically show that
existing agreement metrics are a special case of our approach.
Our methodology was evaluated through a gesture elicitation
study conducted with a group of neurosurgeons. Nevertheless,
our formulation can be applied to any other user-elicitation
study. Results show that the level of agreement obtained by
SAR metric is 2.64 times higher than the existing metrics. In
addition to the mostly agreed gesture, SAR formulation also
provides the mostly agreed descriptors which can potentially
help the designers to come up with a final gesture set.
I. INTRODUCTION AND RELATED WORK
Gestures offer an intuitive and a natural mode of interac-
tion with computing devices. Given the ubiquity of gestural
inputs in handheld smart devices and gaming consoles [1],
[2], the choice of gestures plays a crucial role in the develop-
ment of efficient and user-friendly gestural interfaces [3]. In
this paper, we utilize the principles of participatory design to
obtain the best choices of gestures and further propose a new
technique to measure the agreement among the participants.
Participatory design is a popular design technique that
aims to involve the end users in the early stages of the design
process to obtain high acceptability interfaces [4]–[6]. It
allows the stakeholders, i.e. customers or end users to provide
their requirements so that the developed system complies
with their preferences [7], [8]. This technique is especially
advantageous in domains requiring particular expertise i.e.
radiology, neurosurgery, construction and aviation as the
experts in those domains have the intrinsic knowledge about
the environment which considerably affects the choice of
gestures [9]–[11].
Guessability or user-elicitation studies are often conducted
to elicit user preferences in the form of proposals for the
functionalities of the interface. The nature of proposals
greatly depends on the interface and its mode of operation.
For instance, the proposals can be: 1. Word choices in
the case of speech-based virtual assistants such as Amazon
Echo [12], 2. Choice of symbolic gestures in the case of
smartphones or autonomous vehicles [6], [13], and 3. Choice
of freehand gestures in the case of gaming consoles [1], [14].
Our work falls under the third category in which proposals
are nothing but the gestures elicited by the end users.
Fig. 1: Gestures that are similar but not equivalent.
Once the participants’ gestures are obtained, agreement
analysis is performed to quantify the agreement among users
and select the best set of gestures for the final interface.
The metrics introduced by Wobbrock et al. [4], [5] have
been popularly used in the literature to measure the level
of agreement among users. These metrics are referred to as
“agreement index” (Ar) [4] and “agreement rate” (ARr)
[5] for command r. The metric Ar is inconsistent at the
boundary i.e. it takes a non-zero value when there is no
agreement leading to an overestimation of the agreement.
In this regard, Vatavu et al. proposed a new formula for
agreement (ARr) to address this critical issue. Interestingly
enough, Stern et al. developed a very similar formula while
attempting to quantify the agreement among user-elicited
proposals [3]. Since their introduction, these metrics were
widely adopted in several user elicitation studies to assess
agreement [4], [15]–[18].
Existing methods for agreement analysis are based on the
formation of equivalence groups or classes among the elicited
proposals. Each class consists of proposals that are identical
or very similar. Human judgement or visual inspection is
often used to determine whether two proposals are identical
or non-identical. Hence two proposals that are similar but
not equivalent can be potentially assigned to two different
equivalence classes or vice versa (refer to Fig. 1). In addition,
the degree of similarity between the proposals is binary, i.e.
a value of one refers to a pair of identical proposals and
zero otherwise. Hence we refer to these methods as “hard
classification” approaches.
In contrast, our work allows the proposals to be partially
similar, using binary description vectors. First, each proposal
is decomposed into a set of atomic properties or descriptors.
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In the case of hand gestures, these properties could be the
direction of motion, shape of the trajectory, orientation of the
hand, etc. In other words, a proposal is represented as a bi-
nary vector where each element corresponds to the presence
(one) or absence (zero) of a particular property. This binary
vector is referred to as a soft representation or a description
vector. Second, the similarity metrics that are widely used
in the pattern recognition can be used to measure the extent
of similarity. Next, we propose a new metric to measure
the level of agreement that implicitly takes into account
the description vectors. We refer to these similarity based
agreement methodologies as “soft classification” approaches.
The key contributions of this paper are as follows: 1. A
novel methodology to perform agreement analysis for user-
elicitation studies by incorporating the description vectors, 2.
A mathematical proof showing that the existing agreement
metrics are a special case of our approach. 3. An empirical
relationship between the agreement metric and the average
percentage of participants that agreed on a particular gesture.
II. METHODOLOGY
Let us start by defining the notations. Let C be the number
of commands or referents, d be the number of descriptors,
and subscript r denote the command r. Let Pr be the set of
all proposals or gestures, where r = 1, . . . , C. Let ur ≤ |Pr|
be the number of unique gestures. Let P ir be a subset of
proposals that are considered identical. Thus, |P ir | would
be the number of identical proposals in the set i. We use
|.| to denote the number of elements in a set and use ||.||
to denote the L2 norm of a vector. Let ith proposal be
represented as a binary description vector Sir ∈ {0, 1}d,
where i = 1, 2, . . . , Nr. The total number of proposals (Nr)
for the command r can be represented as the following (Eq.
1). Note that all referents have same number of proposals.
N = Nr =
ur∑
i=1
|P ir | = |Pr| (1)
The most commonly used agreement metric defined by
Wobbrock et al. [5] is given in equation 2. ARr is the level
of agreement for command r.
ARr = 1
N(N − 1)
ur∑
i=1
|P ir |(|P ir | − 1) (2)
A. Soft Agreement Rate (SAR)
To define an agreement index, we need a similarity metric
that measures closeness between two vectors (binary in our
case). Popular similarity metrics include but not limited
to cosine [19], Jaccard [20] and Hamming similarity [21],
which vary between zero and one (one when the vectors are
equivalent and zero when they are orthogonal). Note that the
Jaccard similarity does not consider zero-zero (a descriptor
being absent in both the gestures) as an agreement but only
considers one-one as an agreement. It complies with the
context of agreement analysis because when two gestures
lack a descriptor, it does not necessarily imply an agreement.
Given the sparsity in the description vectors, the cosine
distance is a good alternative to measure the similarity [21].
Hamming similarity can not be used to measure similarity
as it considers zero-zero as an agreement.
We propose an agreement metric referred to as Soft
Agreement Rate (SAR). SARr is the agreement for
command r which is defined as a mean of the Jaccard
similarity J applied to all possible pairwise combinations of
binary vectors corresponding to the proposals in Pr (Eq. 3).
An overall agreement rate (SAR) is defined as a mean of
SARr for all referents r. The mathematical representation
of SAR relates to AR in terms of considering all possible
pairwise combinations. Similar to the AR, the proposed
metric SAR takes a value of 0 where there is no agreement
and takes a value of 1 when all participants agree on a
proposal.
SARr = 2
N (N − 1)
N∑
j=k+1
N∑
k=1
J
(
Sjr , S
k
r
)
(3)
Where, Sjr and S
k
r represent the binary vectors of j
th and
kth proposal. Since the Jaccard similarity between two zero
vectors is not defined, we propose a conditional definition
for this similarity metric (Eq. 4). Our methodology can be
easily generalized to the cosine similarity.
J(a, b) =

0, if ‖a‖+ ‖b‖ = 0
a.b
‖a‖2 + ‖b‖2 − a.b , otherwise
(4)
Where a and b are the binary vectors, and a.b denotes the
dot product between the vectors a and b.
B. Relation to Existing Metrics
In this section, we prove that the metric AR is a spe-
cial case of our metric SAR. Let SARhard denote the
soft agreement rate when the gestures are treated as rigid
entities and are grouped into equivalence classes instead of
as a combination of descriptors. In machine learning, it is
common to represent a distinct equivalence class (gestures
in this case) as a one hot (OH) vector.
There are ur distinct equivalence classes or unique ges-
tures for referent r. In this special case, each unique gesture
is assigned to a distinct OH vector of length ur. This implies
that all the gestures in the set P ir are assigned to the same OH
vector. The Jaccard similarity between two identical OH vec-
tors is unity and two distinct OH vectors is 0. This nullifies
all of the distinct pairwise OH vectors. The resulting nonzero
combinations are obtained from the pairwise combinations
within the subset P ir . That is, J(S
j
r , S
k
r ; j 6= k) = 0 and
(Sjr , S
k
r ; j = k) = 1.
⇒
N∑
j=k+1
N∑
k=1
J(Sjr , S
k
r ) =
1
2
ur∑
i=1
|P ir |(|P ir | − 1)
By substituting the above in Eq. 3, we will get,
SARhardr = ARr. Interestingly enough, the resulting equa-
tion is exactly equal to the one proposed by Vatavu et al. [5].
This proves that our approach is general enough to adapt for
both soft and hard representation of gestures.
C. Interpretation of Agreement Index
We know that the agreement rate is related to the number
of participants that agreed on a particular proposal. Nev-
ertheless, there is no direct theoretical / empirical relation
between the agreement value and the average percentage of
participants that agreed on a proposal (η). For example, a
value of η = 0.40 indicates that 40% of participants agreed
on a proposal. In this section, we present an elegant way of
interpreting the level of agreement. Given the agreement rate,
the main idea is to estimate the average number of subjects
that agreed on a particular proposal.
For instance, assume that we have 10 proposals for a
referent r and consider the following two scenarios: a)
Four proposals are equivalent and the rest are different
(AR = 0.13, η = 0.40) and b) Six proposals are equivalent
(AR = 0.33, η = 0.60) and the rest different. In each
of these cases, it is unclear how the AR is related to η.
Note that η2 ≈ AR in these simplistic scenarios. In more
complex scenarios such as when 4 out of 10 subjects picked
a particular gesture, 3 out of 10 picked another gesture, and
rest of subjects picked different gestures, the value of η can
not be quantified.
Thus, we propose an empirical relation between η and
level of agreement which is a numerical approximation of
η in terms of agreement value. Given the quadratic nature
(pairwise combinations) of the agreement metrics, we pro-
pose that value of η is approximately equal to the square
root of the SAR or AR (Eq. 5 and 6). In the case of hard
representations, η indicates the average number of subjects
that agreed on a gesture. However, for soft representations,
η gives the average number of subjects that agreed on a
set of gesture descriptors. Though η is an empirical and an
approximate measure of an average percentage, it is meant to
provide a qualitative interpretation of the agreement values.
ηARr ≈
√
ARr (5)
ηSARr ≈
√
SARr (6)
III. EXPERIMENTS AND RESULTS
A. Case Study
Our approach was evaluated and tested using the gestures
elicited by the neurosurgeons (refer to Fig. 2) in a guessabil-
ity study conducted by Madapana et al. [18]. In their study,
a group of nine neurosurgeons (participants) were asked to
create gestures (proposals) for each of the 28 commands
(referents) present in a radiology image browser. A total of
252 gestures were considered. Next, a subset of 55 gesture
descriptors proposed in the literature [22], [23] were used
in this paper as shown in Table I in order to create the soft
representations. In other words, each of the 252 gestures were
represented as a 55 dimensional binary description vectors.
Two experiments were conducted in order to compute
the level of agreement using: AR and SAR. In the first
experiment, a group of six participants were asked to group
the gestures for each referent into equivalent classes. Hence
each equivalent class consists of gestures that are physically
similar. This procedure was repeated for all of the 28
referents. We used these groupings to compute the level of
agreement using AR formulation (refer to Equation 2) as
shown in table II.
TABLE I: A list of gesture descriptors. Note that L, R, U,
D, F and B stand for left, right, up, down, forward and
backward. CW and CCW stand for clockwise and counter
clockwise.
# Movement descriptors
1 Dominant hand L, R, U, D, F, B, CW, CCW,
Iterative, and Circular2 Non-Dominant hand
3 Overall hand motion Inward, Outward flow, Circular
Orientation descriptors
4 Dominant hand Left, Right, Up, Down, For-
ward and Backward5 Non-Dominant hand
State of the hand
6 Dominant hand C shape, V shape, Fist, 1, 2, 3,
4 open fingers, open palm7 Non-Dominant hand
Other descriptors
8 Avg. position of gesture Above, Medium and Low
In the second experiment, the same group of six
participants were asked to annotate each of the 252 gestures
with respect to their gesture descriptors. We developed a
web interface that facilitates annotating descriptors for each
gesture. This interface consisted of a window that plays the
gesture video and a set of questions asking participants to
annotate whether a particular descriptor is present or not.
The annotations were automatically parsed to generate the
description vector. We used these annotations to compute
agreement using SAR metric as shown in table II.
B. Distribution of SAR metric
This section presents the probability distribution function
PDF(S|d = 55) of the SAR metric by varying the number
of subjects (S). This involved forming binary gesture descrip-
tion vectors of dimension d = 55 for each of the gesture pro-
posals elicited by the S subjects. These description vectors
were sampled from a Bernoulli distribution with probability
P (1) = 0.5. First, the random descriptions were generated
and then, the level of agreement using SAR was computed.
This procedure is repeated for 107 iterations and the normal-
ized histogram of agreement values was constructed using
100 bins of equal intervals. Fig. 3a shows the PDF of SAR
when the no. of subjects vary i.e. PDF(S|d = 55). The
shape of the distribution resembles the bell curve with peak
occurring at 0.33 approximately. For S = 9 and D = 55,
the cumulative probability P (SAR ≤ 0.35) = 0.88 while
P (SAR ≤ 0.40) = 0.999.
Fig. 2: Gesture elicitation study with neurosurgeons.
TABLE II: Values of agreement (AR and SAR) and esti-
mated average number of subjects that agreed on particular
command or a set of descriptors (ηAR and ηSAR).
Command AR ηAR (%) SAR ηSAR (%)
Scroll up 0.08 28.87 0.30 54.50
Flip horizontal 0.13 36.51 0.39 62.66
Rotate CW 0.20 44.72 0.32 56.76
Zoom in 0.19 44.10 0.22 46.51
Zoom out 0.23 47.73 0.22 47.08
Panel left 0.15 38.73 0.21 45.79
Pan left 0.13 36.51 0.29 53.47
Ruler measure 0.12 34.96 0.19 43.90
Window open 0.07 25.82 0.23 47.73
Inc. contrast 0.06 24.72 0.36 59.97
Layout 0.09 30.73 0.37 60.47
Preset 0.07 25.82 0.32 56.99
Mean ± Std 0.11± 0.10 33.7± 7.41 0.29± 0.05 54± 5.0
Note that these PDFs were constructed assuming that the
input data resembles a Bernoulli distribution with P (1) =
0.5. However, the actual gesture description data is sparse
with zeroes occurring more frequently than ones P (1) =
0.07. Hence we conducted a new set of similar computational
experiments to construct the PDF of SAR when we feed the
data that resembles the actual data (Bernoulli distribution
with P (1) = 0.07). Fig. 3b shows the PDF of our metric
when the parameter S is varied. Note that the shape of
this distribution does not look like a bell curve anymore
and the peak occurs between 0.0 and 0.1. For S = 9,
the cumulative probability P (SAR ≤ 0.04) = 0.84 while
P (SAR ≤ 0.07) = 0.99.
C. Discussion
SAR formulation considers the properties of the gestures
and hence produces relatively higher agreement rates in com-
parison to previous approaches. These results are expected,
given that the SAR formulation considers the partial similar-
ity between the gestures. This indicates that participants are
more likely to agree on high-level properties of the gestures
than agreeing on the gesture itself. It clearly indicates that
the soft representations provide deeper understanding about
the properties that the domain experts agree on, even when
the gestures are not identical. Indirectly, the SAR metric
focuses on what experts emphasize in the gestures rather
than on their plain spatio-temporal appearance.
Our formulation is particularly advantageous when the
values of AR are very low i.e. AR < 0.1 [5]. Given a
very little agreement, it is very hard to determine the final
gesture as the mostly agreed gesture is chosen by very few
participants. In such cases, the system interface designers
will be greatly benefited from SAR as it allows them to
determine the properties of the final gesture. Similarly, when
the difference between SAR and AR is large as in the case
of scroll up, the interface designers are recommended to
utilize both the methodologies when determining the final
gesture lexicon.
Fig. 3: Probability distribution of SAR with varying number
of subjects and d = 55 when the input gesture description
data is sampled from a Bernoulli distribution with p(1) =
0.50 (left) and 0.93 (right).
IV. CONCLUSION
Existing techniques for agreement analysis strongly rely
on the formation of equivalence classes and ignore the
integral properties that are shared between the gestures.
In this work, we represent gestures as binary description
vectors by decomposing the gestures into a set of measurable
properties. Next, we propose an agreement metric referred
to as Soft Agreement Rate (SAR) that incorporates the
description vectors into the agreement analysis. We further
show that the existing agreement metrics are a special case
of our approach when the equivalence classes themselves act
as descriptors. Moreover, we propose an empirical relation
between the level of agreement and the average number
of participants that agreed on a particular gesture or a set
of descriptors. We evaluated our approach using a gesture
elicitation study conducted with a group of neurosurgeons.
Our results show that SAR metric yields considerably higher
agreement rates than the existing metrics. In addition to
providing the mostly agreed gesture, SAR formulation also
provides the mostly agreed descriptors. This can potentially
help the interface designers to choose the final gesture when
the level of agreement is considerably low.
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