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AN INFINITE QUANTUM RAMSEY THEOREM
MATTHEW KENNEDY, TARAS KOLOMATSKI, AND DANIEL SPIVAK
Abstract. We prove an infinite Ramsey theorem for noncommu-
tative graphs realized as unital self-adjoint subspaces of linear oper-
ators acting on an infinite dimensional Hilbert space. Specifically,
we prove that if V is such a subspace, then provided there is no
obvious obstruction, there is an infinite rank projection P with the
property that the compression PVP is either maximal or minimal
in a certain natural sense.
1. Introduction
The notion of a noncommutative graph first appeared in the work
of Duan, Severini and Winter [2] in quantum information theory as a
generalization, for a quantum channel, of the confusability graph of a
channel from classical information theory. In this setting, a noncom-
mutative graph takes the form of an operator system, which is a unital
self-adjoint subspace of operators acting on a Hilbert space.
The idea of viewing an operator system as a noncommutative gener-
alization of a graph appears to be much more broadly applicable. For
example, the work of Stahlke [10] and Weaver [11], as well as many
others (see e.g. [3, 6, 8]) shows that there are useful generalizations for
operator systems of many graph-theoretic constructions and results.
Recently, Weaver [12] proved an analogue of Ramsey’s theorem for
operator systems acting on finite dimensional spaces. This result has
concrete applications, for example, to the theory of quantum error cor-
rection. But perhaps more interesting, Weaver’s work suggests that
operator systems provide a new and potentially very interesting set-
ting for Ramsey theory.
In this paper, we adopt this perspective and prove an analogue of
the infinite Ramsey theorem for operator systems acting on infinite
dimensional spaces.
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For a complex Hilbert spaceH , let B(H) denote the space of bounded
(i.e. continuous) linear operators on H . If H is finite dimensional, say
dimH = n, then B(H) can be identified with the n×n matricesMn(C).
A subspace V ⊆ B(H) is said to be an operator system if it is unital,
meaning that it contains the identity operator IH , and self-adjoint,
meaning that A∗ ∈ V whenever A ∈ V, where A∗ denotes the adjoint
of A. For a general reference on operator systems, we direct the reader
to Paulsen’s book [7].
An easy way to see an operator system as a generalization as a graph
is to consider the operator system associated to a graph G = (V,E)
with vertex set V and edge set E. Let HG be a Hilbert space with
dimHG = |V | and let (hv)v∈V be an orthonormal basis for HG indexed
by V . For vectors x, y ∈ HG, define a rank one operator xy
∗ ∈ B(HG)
by xy∗(z) = 〈z, y〉x for z ∈ HG. The operator system VG ⊆ B(HG)
corresponding to G is defined by
VG = span{IHG, hvh
∗
w : (v, w) ∈ E}.
It is clear that VG completely encodes G. A result of Paulsen and
Ortiz [8] implies that if G′ = (V ′, E ′) is another graph with |V | = |V ′|,
then G and G′ are isomorphic if and only if the corresponding operator
systems VG and VG′ are completely order isomorphic, i.e. isomorphic
in the category of operator systems.
Recall that a subset of vertices C ⊆ V is said to be an anticlique
if there are no edges between any pair of vertices in C. On the other
hand, C is said to be a clique if every pair of distinct vertices in C is
adjacent.
Let PC ∈ B(HG) denote the projection onto {hv : v ∈ C}. It is easy
to see that C is an anticlique if and only if PCVGPC = CPC , where
PCVGPC denotes the compression PCVGPC = {PCAPC : A ∈ VG}. If
C has finite cardinality, say |C| = k, then it is also easy to see that C
is a clique if and only if the compression PCVGPC is maximal, in the
sense that dimPCVGPC = k
2 or equivalently, PCVGPC = PCB(HG)PC .
Let V ⊆ B(H) be an arbitrary operator system. Motivated by the
above considerations, for k ≥ 1 Weaver says that a rank k projection
P ∈ B(H) is a quantum k-anticlique for V if PVP = CP . On the
other hand, Weaver says that P is a quantum k-clique for V if PVP =
PB(H)P .
Ramsey’s theorem [9] asserts that for k ≥ 1 there is N ≥ 1 such
that every graph with at least N vertices has either a k-clique or a
k-anticlique. Weaver’s noncommutative Ramsey theorem [12] is an
analogue of this result for operator systems.
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Theorem 1.1 (Weaver). Let V ⊆ B(H) be an operator system on a
finite dimensional Hilbert space H. For k ≥ 1 there is N ≥ 1 such
that if dimH ≥ N , then V has either a quantum k-clique or a quantum
k-anticlique.
In order to motivate the definition of an infinite quantum clique,
consider an infinite graph G with corresponding operator system VG
as above. Let C ⊆ V be a subset of vertices and let PC denote the
projection onto {hv : v ∈ C} as above. We equip B(HG) with the
weak (or weak operator) topology, which is the topology of coordinate-
wise convergence, meaning that a net of operators (Ti) in B(HG) weakly
converges to an operator T ∈ B(HG) if and only if limi〈Tix, y〉 = 〈Tx, y〉
for all x, y ∈ HG. It is easy to check that C is an infinite clique
if and only if PC has infinite rank and PCVGPC is weakly dense in
PCB(HG)PC .
Definition 1.2. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H . An infinite quantum clique of V is an
infinite rank orthogonal projection P ∈ B(H) with the property that
PVP = {PV P : V ∈ V} is weakly dense in PB(H)P , i.e. the weak
closure of the compression PVP is maximal. An infinite quantum anti-
clique of V is an infinite rank orthogonal projection P ∈ B(H) with the
property that PVP = CP , i.e. the compression PVP is minimal. An
infinite quantum obstruction is an infinite rank projection P ∈ B(H)
with the property that PVP is finite dimensional, every operator in
PVP can be written as the sum of a scalar multiple of P and a com-
pact operator and PVP contains a self-adjoint compact operator with
range dense in PH .
The infinite Ramsey theorem asserts that a graph on infinitely many
vertices has either an infinite anticlique or an infinite clique. The main
result in our paper is an analogue of this result for operator systems.
Theorem 1.3. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Then it has either an infinite quantum
clique, an infinite quantum anticlique or an infinite quantum obstruc-
tion.
As a corollary to Theorem 1.3, we obtain a dichotomy that is slightly
simpler to state but provides less information. Before stating it, we
require the following definition.
Definition 1.4. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H . An infinite quantum almost anticlique of
V is an infinite rank projection P ∈ B(H) such that the compression
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PVP is finite dimensional and every operator in PVP can be written
as the sum of a scalar multiple of P and a compact operator.
Corollary 1.5. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Then it has either an infinite quantum
clique or an infinite quantum almost anticlique.
The next two examples show that there are operator systems on
infinite dimensional Hilbert spaces with no infinite quantum anticlique
and no infinite quantum clique. By Theorem 1.3 an operator system
with this property necessarily has an infinite quantum obstruction.
Example 1.6. Let V ⊆ B(ℓ2(N)) be any finite dimensional operator
system containing a self-adjoint compact operator K with dense range.
Since V is finite dimensional, it clearly has no infinite quantum clique.
On the other hand, for any infinite rank orthogonal projection P ∈
B(ℓ2(N)), the compression PKP is nonzero and compact, so PVP 6=
CP . Therefore, V also has no infinite quantum anticlique. The identity
operator is an infinite quantum obstruction for V.
The next example is an infinite dimensional variant of the example
from [12, Proposition 2.3].
Example 1.7. Let H = ℓ2(N) and let (en) denote the standard or-
thonormal basis of H . Let K ∈ B(H) denote the compact operator
defined by
K =
∑
n≥1
1
n
ene
∗
n,
where the sum is taken in the weak topology. Note that K has dense
range. Define an operator system V ⊆ B(H) by
V = span{IH , K, e1e
∗
n, ene
∗
1 : n ≥ 1}.
Let P ∈ B(H) be any infinite rank projection. Then PVP contains
the nonzero compact operator PKP , so P is not an infinite quantum
anticlique for V. We will show that P is not an infinite quantum clique
for V.
First suppose Pe1 = 0. Then for n ≥ 1, Pe1e
∗
nP = 0 and Pene
∗
1P =
0, so PVP = span{P, PKP}. Hence P is an infinite quantum obstruc-
tion for V.
Next suppose Pe1 6= 0. Let (fn) be an orthonormal basis for PH with
f1 = Pe1/‖Pe1‖. For n ≥ 1, let vn = Pen. Then Pe1e
∗
nP = ‖Pe1‖f1v
∗
n
and Pene
∗
1P = ‖Pe1‖vnf
∗
1 , so
PVP = span{P, PKP, f1v
∗
n, vnf
∗
1 : n ≥ 1}.
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To see that P is not an infinite quantum clique for V, note that if PVP
is weakly dense in PB(H)P , then for any infinite rank projection Q ∈
B(H) with Q ≤ P , QVQ is weakly dense in QB(H)Q. In other words, if
P is an infinite quantum anticlique for V, then so is Q. However, let Q
denote the infinite rank projection onto the closure of span{fn : n ≥ 2}.
Then Q ≤ P , but for n ≥ 1, Qf1v
∗
nQ = 0 and Qvnf
∗
1Q = 0, so
QVQ = span{Q,QKQ}. Hence Q is an infinite quantum obstruction
for V.
In the definition of an infinite quantum clique, it is tempting to
replace the condition that PVP is weakly dense in PB(H)P with the
condition that PVP = PB(H)P , where V denotes the weak closure of
V. The next example shows that our main result would not hold with
this definition.
Example 1.8. Let H = ℓ2(N ∪ {0}) and let (en) denote the standard
orthonormal basis of H . For n ≥ 1, let
An = ene
∗
n + ne0e
∗
n + nene
∗
0,
and define an operator system V0 ⊆ B(H) by V0 = span{I, An : n ≥ 1}.
Then every operator A ∈ V0 satisfies 〈Aei, ej〉 = 0 for i, j ≥ 1 with
i 6= j.
Let V denote the weak closure of V0. Then V is a weakly closed
operator system and every operator B ∈ V satisfies 〈Bei, ej〉 = 0 for
i, j ≥ 1 with i 6= j. In particular, every operator in V can be written as
the sum of a diagonal operator and an operator of rank at most two.
For m ≥ 1, let
Tm = 2me0e
∗
0 + e0e
∗
m + eme
∗
0 − 2meme
∗
m.
Then tr(TmI) = 0 and tr(TmAn) = 0 for all n ≥ 1, so tr(TmA) = 0 for
all A ∈ V0. Hence tr(TmB) = 0 for all B ∈ V, or equivalently,
2m〈Bem, em〉 = 〈Be0, em〉+ 〈Bem, e0〉+ 2m〈Be0, e0〉.
For B ∈ V with ‖B‖ ≤ 1, let B′ = B − 〈Be0, e0〉I. Then ‖B
′‖ ≤ 2
and 〈B′e0, e0〉 = 0, so it follows from above that for m ≥ 1,
|〈B′em, em〉| =
1
2m
|〈B′e0, en〉+ 〈B
′en, e0〉| ≤
2
m
.
In particular, limm〈B
′em, em〉 = 0. Hence B
′ can be written as the sum
of a compact diagonal operator and an operator of rank at most two.
In particular, B′ is compact. It follows that V ⊆ CIH + K(H), where
K(H) denotes the space of compact operators on H . Since K(H) is
an ideal in B(H), this implies that if P ∈ B(H) is a projection, then
PVP ⊆ CP+K(H). However, if P has infinite rank, then CP+K(H) is
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a proper subset of PB(H)P . Hence there is no infinite rank projection
P ∈ B(H) such that PVP = PB(H)P .
Next, we claim that V does not have an infinite quantum anticlique.
To see this, suppose for the sake of contradiction that P ∈ B(H) is
an infinite rank projection such that PVP = CP . For n ≥ 1, the fact
that PAnP is compact implies that PAnP = 0. Hence for nonzero
f ∈ PH ∩ {e0}
⊥,
0 = 〈Anf, f〉
= 〈f, en〉〈en, f〉+ n〈f, en〉〈e0, f〉+ n〈e0, f〉〈en, f〉
= |〈f, en〉|
2.
Since {en : n ≥ 1} is an orthonormal basis for {e0}
⊥, this implies
f = 0. Hence PH ∩ {e0}
⊥ = 0. But it is not difficult to show that
PH ∩ {e0}
⊥ 6= 0 (see Lemma 3.2), giving a contradiction.
Finally, we claim that V does not have an infinite quantum obstruc-
tion. To see this, suppose for the sake of contradiction that P ∈ B(H)
is an infinite rank projection with the property that PVP is finite di-
mensional and contains a self-adjoint compact operator K with range
dense in PH . Since PVP is finite dimensional, so is PV0P , say
PV0P = span{P, PAn1P, . . . , PAnkP}.
But PVP is contained in the weak closure of PV0P and, being finite
dimensional, PV0P is already weakly closed. So PVP = PV0P . In par-
ticular, PVP is spanned by P and finitely many finite rank operators,
so it does not contain any compact operators of infinite rank, giving a
contradiction.
The notion of a quantum anticlique arises in quantum information
theory, specifically in the theory of quantum error correction. Let H
and K be Hilbert spaces and let E : Bt(H) → Bt(K) be a quantum
channel, i.e. a completely positive trace preserving map between the
spaces Bt(H) and Bt(K) of trace class operators on H and K respec-
tively (see e.g. [1] for details). Then there are operators (Ei)i∈I in
B(H,K) such that
E(T ) =
∑
i∈I
EiTE
∗
i
for T ∈ Bt(H), where the sum is taken in the weak topology. The
operator system associated to E is
VE = span{IH , E
∗
iEj : i, j ∈ I}.
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In the finite dimensional setting, a quantum anticlique for VE corre-
sponds to an error correcting code for E [4, 5]. In the infinite dimen-
sional setting, an infinite quantum anticlique also gives rise to an error
correcting code for E [1].
In Section 2, we establish a key technical result about dilations of
operator systems. To prove our main result, we first reduce to the
case of a diagonalizable operator system in Section 3. The case of a
diagonalizable operator system is then handled in Section 4. The main
result is proved in Section 5.
Acknowledgements. The authors are grateful to Nik Weaver for sug-
gesting the inclusion of Corollary 1.5 and Example 1.7.
2. Dilation lemma
Lemma 2.1. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Let K be another infinite dimensional
Hilbert space and let T ∈ B(H,K) be an operator such that TVT ∗ is
weakly dense in B(K). Then the projection P ∈ B(H) onto ker(T )⊥ is
an infinite quantum clique for V.
Proof. Let T ∗ = V ∗S be the polar decomposition for T ∗, so that V ∗ ∈
B(K,H) is an isometry and S = |T ∗| = (TT ∗)1/2 ∈ B(K). Then
P = V ∗V . Let V ′ denote the operator system V ′ = V VV ∗ ⊆ B(K).
Then we can write
TVT ∗ = SV VV ∗S = SV ′S.
By the spectral theorem, there is a projection-valued measure E on
R such that
S =
∫ ‖S‖
0
s dEs
For t > 0, define operators St, Rt ∈ B(K) by
Rt =
∫ ‖S‖
t
s−1 dEs, St =
∫ ‖S‖
t
s dEs.
Also, let Et = E((t, ‖S‖)). Then RtS = RtSt = Et.
For t > 0,
EtV
′Et = RtSV
′SRt = RtTVT
∗Rt.
Since TVT ∗ is weakly dense in B(K), EtTVT
∗Et is weakly dense in
EtB(K)Et. SinceRt is invertible in EtB(K)Et, this implies thatRtTVT
∗Rt
(and hence EtV
′Et) is weakly dense in EtB(K)Et.
Since (Et) weakly converges to IK , it follows that V
′ is weakly dense
in B(K). Hence the compression PVP = V ∗V ′V is dense in PB(H)P .

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Lemma 2.2. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Suppose there is an isometry V : ℓ2(N)→
H ⊕ H such that V ∗(V ⊕ 0H)V is weakly dense in B(ℓ
2(N)). Then V
has an infinite quantum clique.
Proof. Define T ∈ B(H, ℓ2(N)) by Th = V ∗(h, 0) for h ∈ H . Then
TVT ∗ = V ∗(V ⊕ 0H)V is weakly dense in B(ℓ
2(N)) by assumption. We
conclude from Lemma 2.1 that V has an infinite quantum clique. 
Lemma 2.3. Let (An) be a sequence of operators on a countably infinite
dimensional Hilbert space H with orthonormal basis (hn). For n ≥ 1
and i, j ≥ 1, let αnij = 〈Anhj , hi〉, so that
An =
∑
i,j≥1
αnijhih
∗
j ,
where the sum is taken in the weak topology. Let (xn) be a sequence of
vectors in ℓ2(N) such that ‖xn‖ ≤ 2
−(n+1) for n ≥ 1. For n ≥ 1, let
Tn =
∑
i,j≥1
αnijxix
∗
j ,
where the sum is taken in the weak topology. Then there is an isometry
V : ℓ2(N)→ H ⊕H such that for n ≥ 1,
V ∗(An ⊕ 0H)V = Tn.
Proof. Let (en) denote the standard orthonormal basis for ℓ
2(N). Define
a linear operator R : ℓ2(N) → ℓ2(N) by Ren = xn for n ≥ 1. Since
‖xn‖ ≤ 2
−(n+1), it is not difficult to check that ‖R‖ ≤ 1. Define a
linear operator S : ℓ2(N) → ℓ2(N) ⊕ ℓ2(N) by S = R ⊕ (1 − R∗R)1/2.
Then S is an isometry, so the sequence (yn) in ℓ
2(N) ⊕ ℓ2(N) defined
by yn = Sen for n ≥ 1 is orthonormal. Let Y denote the closure of
span{yn : n ≥ 1}.
Define an isometry W : Y → H ⊕H by Wyn = hn ⊕ 0H for n ≥ 1.
Then we can extend W to an isometry from ℓ2(N) to H ⊕ H that we
continue to denote by W .
Let Q1 : ℓ
2(N)⊕ ℓ2(N) → ℓ2(N) denote the projection onto the first
summand and define V : ℓ2(N) → H ⊕ H by V = WQ∗1. Then V is
an isometry and V ∗(hn ⊕ 0H) = Q1W
∗Wyn = Q1yn = xn for n ≥ 1.
Hence
V ∗(An ⊕ 0H)V =
∑
i,j≥1
αkijV
∗(hi ⊕ 0H)(hj ⊕ 0H)
∗V =
∑
i,j≥1
αnijxix
∗
j = Tn.

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3. Reduction to the diagonalizable case
For a Hilbert spaceH and a (not necessarily closed) subspace X ⊆ H ,
we will write H ⊖X for H ∩X⊥.
Lemma 3.1. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Then there is an infinite rank projection
P ∈ B(H) satisfying one of the following conditions:
(1) For all nonzero vectors x ∈ PH, dimPH ⊖ PVPx <∞.
(2) The compression PVP is diagonalizable.
In particular, if dimV < ∞, then there is an infinite rank projection
P ∈ B(H) such that the compression PVP is diagonalizable.
Proof. Suppose there is no infinite rank projection P ∈ B(H) satisfying
the first condition. Let P1 = IH . By assumption there is x1 ∈ H such
that dimH⊖VP1x1 =∞. We inductively define a decreasing sequence
of infinite rank projections (Pn) in B(H) and unit vectors (xn) in H
such that for n ≥ 2, PnH = Pn−1H ⊖ Pn−1VPn−1xn−1 and xn ∈ PnH .
For k ≥ 2, suppose P1, . . . , Pk−1 and x1, . . . , xk−1 have been chosen.
Let Pk ∈ B(H) denote the projection onto Pk−1H ⊖ Pk−1VPk−1xk−1.
Then by assumption dimPkH = ∞ and there is xk ∈ PkH such that
dimPkH ⊖ PkVPkxk =∞.
Proceeding inductively, we obtain the sequences (Pn) and (xn). We
claim 〈Axk, xl〉 = 0 for A ∈ V and k, l ≥ 1 with k 6= l. To see this,
first note that since V is self-adjoint, we can assume k < l. Then by
construction, Pk ≥ Pl so xl = Plxl = Pkxl and xl ∈ PkH ⊖ PkVPkxk.
Hence
〈Axk, xl〉 = 〈APkxk, Pkxl〉 = 〈PkAPkxk, xl〉 = 0.
It follows that if P is the projection onto the closure of span{xn : n ≥
1}, then the compression PVP is diagonalizable. 
Lemma 3.2. Let H be an infinite dimensional Hilbert space. Let X ⊆
H be a (potentially non-closed) subspace and let Y ⊆ H be a closed
subspace. Suppose dimX > dimY ⊥ and dim Y ⊥ <∞. Then X ∩ Y 6=
0.
Proof. Let n = dimY ⊥ and let x1, . . . , xn+1 ∈ X be linearly inde-
pendent. For each k, write xi = yi + zi for yk ∈ Y and zk ∈ Y
⊥.
Since dimY ⊥ = n, the vectors z1, . . . , zn+1 are linearly dependent,
and hence there are scalars α1, . . . , αn+1 ∈ C, not all zero, such that
α1z1 + · · ·+αn+1zn+1 = 0. Since x1, . . . , xn+1 are linearly independent,
0 6= α1x1 + · · ·+ αn+1xn+1 ∈ Y . 
Lemma 3.3. Let V ⊆ B(H) be an operator system on an infinite di-
mensional Hilbert space H such that for all nonzero vectors h ∈ H,
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dimVh = ∞. Then there is a sequence (An) in V and an orthonor-
mal sequence (xn) in H such that for each n, 〈Anxn, xn+1〉 = 1 and
〈Akxi, xj〉 = 0 if max{i, j} > n+ 1 and i 6= j.
Proof. We inductively construct the sequences (An) in V and (xn) in
H such that for n ≥ 1, Anxn = xn+1 and
xn+1 ∈ Vxn ∩ {xi, Ajxi, A
∗
jxi : 1 ≤ i ≤ n and 1 ≤ j ≤ n− 1}
⊥.
Let x1 ∈ H be any unit vector. Then by assumption dimVx1 = ∞,
so by Lemma 3.2 there is a unit vector x2 ∈ Vx1 ∩ {x1}
⊥. Choose
A1 ∈ V such that A1x1 = x2.
For k ≥ 2, suppose A1, . . . , Ak−1 and x1, . . . , xk have been chosen.
By assumption dimVxk =∞, so by Lemma 3.2 there is a unit vector
xk+1 ∈ Vxk ∩ {xi, Ajxi, A
∗
jxi : 1 ≤ i ≤ k and 1 ≤ j ≤ k − 1}
⊥.
Choose Ak ∈ V such that Akxk = xk+1.
Proceeding inductively, we obtain the sequences (An) and (xn). For
n ≥ 1, 〈Anxn, xn+1〉 = 〈xn+1, xn+1〉 = 1. Finally, suppose k, l ≥ 1 with
max{k, l} > n + 1 and k 6= l. If k < l then xl ∈ {Anxk}
⊥. Otherwise,
if k > l, then xk ∈ {A
∗
nxl}
⊥. Either way, 〈Anxk, xl〉 = 0. 
Lemma 3.4. Let V ⊆ B(H) be an operator system on a countably
infinite dimensional Hilbert space. Let (An) be a sequence in V and let
(hn) be an orthonormal basis for H such that for n ≥ 1, 〈Anhn, hn+1〉 =
1 and 〈Anhi, hj〉 = 0 if max{i, j} > n + 1 and i 6= j. Suppose that for
all N ≥ 1, there is a nonzero finite rank operator in span{An : n ≥ N}.
Then there is a sequence (Bn) of self-adjoint operators in V and an
orthonormal sequence (fn) in H such that for n ≥ 1, 〈Bnfn, fn〉 = 1
and 〈Bnfi, fj〉 = 0 if max{i, j} > n.
Proof. We inductively construct the sequences (Bn) in V and (fn) in
H along with a strictly increasing sequence (Nn) in N such that Bn ∈
span{Aj , A
∗
j : j > Nn}, fn ∈ span{hi : Nn−1 < i < Nn}, 〈Bnfn, fn〉 = 1
and 〈Bnfi, fj〉 = 0 if max{i, j} > n.
For N ≥ 1, let PN denote the projection onto span{hn : 1 ≤ n ≤ N}.
By assumption there is a nonzero finite rank operator F1 ∈ span{Aj :
j ≥ 1}. Choose N1 ≥ 1 such that F1 = PN1F1PN1 . If Re(F1) 6= 0,
then let B1 = Re(F1). Otherwise, let B1 = Im(F1). Then 0 6= B1 =
PN1B1PN1. Hence there is unit vector f1 ∈ H such that 〈B1f1, f1〉 6= 0.
We can multiply B1 by a scalar if necessary to ensure that 〈B1f1, f1〉 =
1.
For k ≥ 2, suppose B1, . . . , Bk−1, f1, . . . , fk−1 and N1, . . . , Nk−1 have
been chosen. By assumption there is a nonzero finite rank operator
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Fk ∈ span{Aj : j > Nk−1}. If Re(Fk) 6= 0 then let Bk = Re(Fk). Oth-
erwise, let Bk = Im(Fk). Choose Nk ∈ N such that Bk = PNkBkPNk .
By construction, (PNk −PNk−1)Bk(PNk −PNk−1) 6= 0. Hence there is
a unit vector fk ∈ span{hi : Nk−1 < i ≤ Nk} such that 〈Bkfk, fk〉 6= 0.
We can multiply Bk by a scalar if necessary to ensure that 〈Bkfk, fk〉 =
1.
Proceeding inductively, we obtain the sequences (Bn) and (fn). For
n ≥ 1, 〈Bnfn, fn〉 = 1. Furthermore, for k, l ≥ 1 with max{k, l} ≥ n,
fk, fl ⊥ PNnH . Since Bn = PNnBnPNn , it follows that 〈Bnfk, fl〉 =
0. 
The proof of the next lemma is inspired by the proof of Lemma
[12, Lemma 4.3].
Lemma 3.5. Let V ⊆ B(H) be an operator system on a countably
infinite dimensional Hilbert space. Let (An) be a self-adjoint sequence
of operators in V and let (hn) be an orthonormal basis for H such that
for n ≥ 1, 〈Anhn, hn〉 = 1 and 〈Anhi, hj〉 = 0 if max{i, j} > n. Then
V has an infinite quantum clique.
Proof. Let (en) be the standard orthonormal basis for ℓ
2(N). Form ≥ 1
we can identify the m ×m matrices Mm(C) with the set of operators
T ∈ B(ℓ2(N)) satisfying 〈Tei, ej〉 = 0 if max{i, j} > m. For n ≥ 1 and
i, j ≥ 1, let αnij = 〈Anhj , hi〉, so that
An =
∑
1≤i,j≤n
αnijhih
∗
j ,
where the sum is taken in the weak topology. Note that since An is
self-adjoint, αnij = α
n
ji.
We will inductively construct sequences (xn) in ℓ
2(N) and (Tn) in
B(ℓ2(N)). For n ≥ 1, the operator Tn will be defined by
Tn =
∑
1≤i,j≤n
αnijxix
∗
j .
We will choose xn such that ‖xn‖ ≤ 2
−(n+1) and xn ∈ span{ei : 1 ≤
i ≤ m} if (m − 1)2 < n ≤ m2. In addition, we will require that the
operators T1, . . . , Tn are linearly independent. This will imply that for
m ≥ 1, span{T1, . . . , Tm2} =Mm(C).
Let x1 = 2
−2e1. For k ≥ 2, suppose x1, . . . , xk−1 have been chosen
and let m ≥ 1 satisfy (m − 1)2 < k ≤ m2. Suppose for the moment
that xk ∈ ℓ
2(N) has been chosen. Let
y =
∑
1≤i≤k−1
αkikxi
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and let
T =
∑
1≤i,j≤k−1
αkijxix
∗
j − yy
∗.
Then since αkkk = 1,
Tk =
∑
1≤i,j≤k−1
αkijxix
∗
j − yy
∗ + (y + xk)(y + xk)
∗
= T + yy∗ + yx∗k + xky
∗ + xkx
∗
k.
Since Mm(C) is spanned by positive rank one matrices and k ≤ m
2,
there is z ∈ span{ei : 1 ≤ i ≤ m} such that zz
∗ /∈ span{T1, . . . , Tk−1}.
It is easy to check there are at most finitely many α > 0 such that
T + yy∗ + αyz∗ + αzy∗ + α2zz∗ ∈ span{T1, . . . , Tk−1}.
Hence there is a choice of α > 0 such that for xk = αz, the operators
T1, . . . , Tk are linearly independent and ‖xk‖ ≤ 2
−(k+1). Proceeding
inductively, we obtain the sequences (Tn) and (xn) in ℓ
2(N) as required.
We now apply Lemma 2.3 to obtain an isometry V : ℓ2(N)→ H⊕H
such that V ∗(An ⊕ 0H)V = Tn for n ≥ 1. By construction, span{Tn :
n ≥ 1} is weakly dense in B(ℓ2(N)). Hence by Lemma 2.2, we conclude
that V has an infinite quantum clique. 
Lemma 3.6. Let V ⊆ B(H) be an operator system on a countably
infinite dimensional Hilbert space. Let (An) be a linearly independent
sequence of operators in V and let (hn) be an orthonormal basis for
H such that for n ≥ 1 there is Nn ≥ 1 such that 〈Anhi, hj〉 = 0
if max{i, j} > Nn and i 6= j. Suppose there are no nonzero finite
rank operators in span{An : n ≥ 1}. Then there is an infinite rank
projection P ∈ B(H) and an orthonormal basis (fn) for PH such that
the sequence of compressions (PAnP ) is linearly independent and for
n ≥ 1, 〈Anfi, fj〉 = 0 if max{i
3, j3} > n and i 6= j.
Proof. We can assume that the sequence (Nn) is strictly increasing.
We inductively construct a sequence (fn) in H and a sequence (Mn) of
indices such that for n ≥ 1, fn = hMn , Mn > Nn3 and the compressions
PnA1Pn, . . . , PnAnPn are linearly independent, where Pn denotes the
projection onto span{f1, . . . , fn}.
Since A1 has infinite rank there isM1 > N1 such that 〈A1hM1 , hM1〉 6=
0. Let f1 = hM1 . For k ≥ 2 suppose f1, . . . , fk−1 and M1, . . . ,Mk−1
have been chosen.
Suppose first there is an operator A ∈ span{A1, . . . , Ak−1} such that
Pk−1APk−1 = Pk−1AkPk−1. Since Pk−1A1Pk−1, . . . , Pk−1Ak−1Pk−1 are
linearly independent by the induction hypothesis, A is unique. Also,
since A1, . . . , Ak are linearly independent, A − Ak has infinite rank,
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so there is Mk > Nk3 such that 〈(A − Ak)hMk , hMk〉 6= 0. Then
〈AhMk , hMk〉 6= 〈AkhMk , hMk〉. Otherwise, if there is no such operator
A ∈ span{A1, . . . , Ak−1}, then choose any Mk > Nk3 . Either way, let-
ting fk = hMk and letting Pk denote the projection onto span{f1, . . . , fk},
it follows that PkA1Pk, . . . , PkAkPk are linearly independent. Proceed-
ing inductively, we obtain the sequence (hn).
For n ≥ 1 and i, j ≥ 1 with max{i3, j3} > n and i 6= j, it follows
from above that either Mi > Ni3 > Nn or Mj > Nj3 > Nn. Hence
〈Anfi, fj〉 = 〈AnhMi, hMj〉 = 0.
We can take P to be the projection onto the closure of span{fn : n ≥
1}. 
Lemma 3.7. Let V ⊆ B(H) be an operator system on a countably
infinite dimensional Hilbert space. Let (An) be a linearly independent
sequence of operators in V and let (hn) be an orthonormal basis for
H such that for n ≥ 1, 〈Anhi, hj〉 = 0 if max{i
3, j3} > n and i 6= j.
Then there is a sequence (Bn) in V that is linearly independent and
simultaneously diagonalizable.
Proof. For n ≥ 1 we can identify the n × n matrices Mn(C) with the
set of operators T ∈ B(H) satisfying 〈Thi, hj〉 = 0 if max{i, j} > n.
For n ≥ 2, the 3n2 − 3n + 1 operators A(n−1)3+1, . . . , An3 can each
be written as the sum of an operator in Mn(C) and an operator in
B(H) that is diagonal with respect to the orthonormal basis (hn).
Since 3n2 − 3n + 1 ≥ n2 = dimMn(C), there is a nonzero operator
Bn−1 ∈ span{A(n−1)3+1, . . . , An3} that is diagonal with respect to (hn).
The linear independence of the sequence (An) implies the linear inde-
pendence of the sequence (Bn). 
Proposition 3.8. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space. Suppose there is no infinite rank projection
P ∈ B(H) such that the compression PVP is diagonalizable. Then
either V has an infinite quantum clique or there is an infinite rank
projection P ∈ B(H) and an operator system V ′ ⊆ V such that the
compression PV ′P is infinite dimensional and diagonalizable.
Proof. Suppose there is no infinite rank projection P ∈ B(H) such that
the compression PVP is diagonalizable. Then by Lemma 3.1 there is
an infinite rank projection P ∈ B(H) such that for every nonzero vector
x ∈ PH , dimPH ⊖ PVPx < ∞. By replacing V with PVP , we can
assume that for every nonzero vector x ∈ H , dimH ⊖ Vx < ∞. In
particular, dimVx =∞.
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By Lemma 3.3, there is a sequence (An) in V and an orthonor-
mal sequence (xn) in H such that for n ≥ 1, 〈Anxn, xn+1〉 = 1 and
〈Anxi, xj〉 = 0 if max{i, j} > n+ 1 and i 6= j.
Suppose first that for allN ≥ 1 there is a nonzero finite rank operator
in span{An : n ≥ N}. Then applying Lemma 3.4 followed by Lemma
3.5, we conclude that V has an infinite quantum clique.
Otherwise, by truncating (An), we can assume that span{An : n ≥ 1}
does not contain any nonzero finite rank operators. Then we can apply
Lemma 3.6, followed by Lemma 3.7 to obtain an infinite rank projection
P ∈ B(H) and a sequence (Cn) in V such that the sequence (PCnP )
is linearly independent and diagonalizable. In this case we can take
V ′ = span{Cn : n ≥ 1}. 
4. Diagonalizable case
Lemma 4.1. Let H be a countably infinite dimensional Hilbert space
and let A1, . . . , An ∈ B(H) be self-adjoint and simultaneously diagonal-
izable. Then there is an infinite rank projection P ∈ B(H) and scalars
α1, . . . , αn ∈ R such that for k ≥ 1 the compression P (Ak − αkIH)P is
self-adjoint and compact.
Proof. First consider the case of a single self-adjoint diagonalizable op-
erator A ∈ B(H). Let (hn) be an orthonormal basis for H that diag-
onalizes A. For n ≥ 1, let αn = 〈Ahn, hn〉. Since A is bounded, the
sequence (αn) is bounded. Hence there is a subsequence (αnk) con-
verging to α ∈ R. Let P denote the projection onto the closure of
span{hnk : k ≥ 1}. Then the compression P (A− αIH)P is a diagonal-
izable operator with diagonal entries converging to zero. In particular
it is compact. The case of multiple operators follows from an iteration
of the above argument. 
Lemma 4.2. Let V ⊆ B(H) be a finite dimensional diagonalizable
operator system on an infinite dimensional Hilbert space. Then either
V has an infinite quantum anticlique or it has an infinite quantum
obstruction.
Proof. Choose self-adjoint operators A1, . . . , An ∈ V such that V =
span{IH , A1, . . . , An}. By Lemma 4.1, there is an infinite rank pro-
jection P ∈ B(H) and scalars α1, . . . , αn ∈ R such that for k ≥ 1,
P (Ak − αkIH)P is self-adjoint and compact. Hence by replacing each
Ak with P (Ak − αkIh)P and replacing V with the compression PVP ,
we can assume that each Ak is compact.
Let (hn) be an orthonormal basis for H that simultaneously diago-
nalizes A1, . . . , An. If each Ak has finite rank, then for sufficiently large
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N the projection onto the closure of span{en : n ≥ N} is an infinite
quantum anticlique for V. Otherwise, if some Ak has infinite rank, then
the projection onto the closure of the range of Ak is an infinite quantum
obstruction for V. 
Lemma 4.3. Let V ⊆ B(H) be a simultaneously diagonalizable oper-
ator system on an infinite dimensional Hilbert space and let (An) be
a linearly independent sequence of operators in V. Then there is a se-
quence (Bn) of operators in V, an infinite rank projection P ∈ B(H)
and an orthonormal basis (fn) for PH such that the sequence of com-
pressions (PBnP ) is linearly independent and for n ≥ 1, 〈Bnfi, fi〉 = 0
for 1 ≤ i < n and 〈Bnfn, fn〉 = 1.
Proof. Let (hn) be an orthonormal basis for H that simultaneously
diagonalizes (An). We inductively construct sequences (Bk) and (fk)
and a sequence (nk) in N such that for k ≥ 1, Bk ∈ span{A1, . . . , Ak},
fk = hnk , 〈Bkfi, fi〉 = 0 for 1 ≤ i < k and 〈Bkfk, fk〉 = 1.
For k = 1 choose n1 ≥ 1 such that 〈A1hn1 , hn1〉 6= 0. Then we
can take B1 = A1/〈A1hn1 , hn1〉 and f1 = hn1 . Suppose f1, . . . , fk−1
and B1, . . . , Bk−1 have been chosen. By the induction hypothesis and
the linear independence of the sequence (An) there is nonzero A ∈
span{A1, . . . , Ak} such that 〈Ahni, hni〉 = 〈Afi, fi〉 = 0 for 1 ≤ i <
k. Choose nk ∈ N such that 〈Ahnk , hnk〉 6= 0. Then we can take
Bk = A/〈Aenk , enk〉 and fk = hnk . Proceeding inductively, we obtain
the sequences (Bn) and (fn) as desired. We can take P to be the
projection onto the closure of span{fn : n ≥ 1}. 
Lemma 4.4. Let V ⊆ B(H) be an operator system on a countably
infinite dimensional Hilbert space. Let (An) be a linearly independent
sequence of simultaneously diagonalizable operators in V and let (hn) be
an orthonormal basis that simultaneously diagonalizes (An). Suppose
that for each n, 〈Anhi, hi〉 = 0 for 1 ≤ i < n and 〈Anhn, hn〉 = 1. Then
V has an infinite quantum clique.
Proof. Let (en) denote the standard orthonormal basis for the Hilbert
space ℓ2(N). We identify the m ×m matrices Mm(C) with the set of
operators T ∈ B(ℓ2(N)) satisfying 〈Tei, ej〉 = 0 for max{i, j} > m. For
n ≥ 1 and i ≥ 1, let αnii = 〈Anhi, hi〉, so that
An =
∑
i≥1
αniihih
∗
i ,
where the sum is taken in the weak topology.
We will inductively construct a sequence (xn) of nonzero vectors
in ℓ2(N) satisfying very restrictive norm conditions. Also, for n ≥ 1
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and m ≥ 1 satisfying (m − 1)2 < n ≤ m2, we will require that
xn ∈ span{e1, . . . , em}. Finally, we will require that the rank one op-
erators x1x
∗
1, . . . , xnx
∗
n are linearly independent and that the operators
An1 , . . . , A
n
n are linearly independent, where for 1 ≤ j ≤ n, A
n
j is defined
by
Anj =
∑
1≤i≤n
αjiixix
∗
i ∈Mm(C).
For k = 1, we can take x1 = 2
−2e1. For k ≥ 2, suppose x1, . . . , xk−1
have been chosen and let m ≥ 1 satisfy (m − 1)2 < k ≤ m2. Since
Mm(C) is spanned by positive rank one matrices, there is a vector xk ∈
span{e1, . . . , em} such that xkx
∗
k /∈ span{x1x
∗
1, . . . , xk−1x
∗
k−1}. Observe
that for 1 ≤ j ≤ k, Akj = A
k−1
j + α
j
kkxkx
∗
k. In particular, A
k
k = xkx
∗
k.
By assumption, Ak−11 , . . . , A
k−1
k−1 are linearly independent. Since small
perturbations of finitely many linearly independent matrices are lin-
early independent, we can scale xk if necessary to ensure thatA
k
1, . . . , A
k
k−1
are linearly independent.
We claim that Ak1, . . . , A
k
k are linearly independent. To see this, sup-
pose there are scalars β1, . . . , βk ∈ C such that
∑k
j=1 βjA
k
j = 0. Then
xkx
∗
k = −
k−1∑
j=1
βjA
k−1
j −
k−1∑
j=1
βjα
j
kkxkx
∗
k.
The linear independence of x1x
∗
1, . . . , xkx
∗
k implies
∑k−1
j=1 βjA
k−1
j = 0
and
∑k−1
j=1 βjα
j
kk = −1, which contradicts the linear independence of
Ak−11 , . . . , A
k−1
k−1.
By construction, for m ≥ 1, Am
2
1 , . . . , A
m2
m2 span Mm(C). For 1 ≤
r, s ≤ m, let Ers = ere
∗
s. Then there are scalars γ
rs,m2
1 , . . . , γ
rs,m2
m2 ∈ C
such that
Ers =
m2∑
j=1
γrs,m
2
j A
m2
j .
For k > m2, we may further scale xk if necessary, while preserving the
linear independence of Ak1, . . . , A
k
k, to ensure that
‖xk‖
2 ≤
1
2k+1m
∑m2
j=1 |γ
rs,m2
j |‖Aj‖
.
Proceeding inductively, we obtain the sequence (xn) as desired.
By Lemma 2.2 there is an isometry V : ℓ2(N)→ H ⊕H such that
V ∗(Ak ⊕ 0H)V =
∑
i≥1
αkiixix
∗
i ,
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where the sum is taken in the weak topology. For m ≥ 1 and 1 ≤ r, s ≤
m, we estimate∥∥∥∥∥Ers−
m2∑
j=1
γrs,m
2
j V
∗AjV
∥∥∥∥∥
=
∥∥∥∥∥Ers −
m2∑
j=1
γrs,m
2
j A
m2
j −
m2∑
j=1
γrs,m
2
j
∑
k>m2
αjkkxkx
∗
k
∥∥∥∥∥
=
∥∥∥∥∥
m2∑
j=1
γrs,m
2
j
∑
k>m2
αjkkxkx
∗
k
∥∥∥∥∥
≤
m2∑
j=1
|γrs,m
2
j |‖Aj‖
∑
k>m2
‖xk‖
2
≤
1
m
.
It follows that Ers belongs to the norm closure of V
∗VV . Hence
the weak closure of V ∗VV contains all of the finite rank operators
in B(ℓ2(N)). In particular, it is weakly dense in B(ℓ2(N)). We now
conclude from Lemma 2.3 that V has an infinite quantum clique. 
Proposition 4.5. Let H be a Hilbert space of countably infinite di-
mension and let V ⊆ B(H) be a diagonalizable operator system. If
the dimension of V is finite, then either it has an infinite quantum an-
ticlique or it has an infinite quantum obstruction. Otherwise, if the
dimension of V is infinite, then it has an infinite quantum clique.
Proof. If the dimension of V is infinite, then applying Lemma 4.3 fol-
lowed by Lemma 4.4, we conclude that V has an infinite quantum
clique. Otherwise, if the dimension of V is finite, then Lemma 4.2
implies that either V has an infinite quantum anticlique or it has an
infinite quantum obstruction. 
5. Main results
Theorem 5.1. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Then it has either an infinite quantum
clique, an infinite quantum anticlique or an infinite quantum obstruc-
tion.
Proof. By compressing to a subspace, we can assume that H is count-
ably infinite dimensional. If there is an infinite rank projection P such
that the compression PVP is diagonalizable, then we can replace V
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with PVP and apply Proposition 4.5. Otherwise, by Proposition 3.8,
either V has an infinite quantum clique, or there is an infinite rank
projection P ∈ B(H) and an operator subsystem V ′ ⊆ V such that the
compression PV ′P is infinite dimensional and diagonalizable. In the
latter case, applying Proposition 3.8 gives the desired result. 
The following corollary is an immediate consequence of Definition 1.2,
Definition 1.4 and Theorem 5.1.
Corollary 5.2. Let V ⊆ B(H) be an operator system on an infinite
dimensional Hilbert space H. Then it has either an infinite quantum
clique or an infinite quantum almost anticlique.
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