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Резюме: Информационната инфраструктура е част от цялостната инф-
раструктура на едно предприятие. Тя включва хардуер, софтуер, технологии за 
управление на данните, мрежови и телекомуникационни технологии и услуги, 
както и персонал, грижещ се за управлението на предоставяните от нея услуги. 
Целта на статията е да бъдат изяснени същността и проблемите на ин-
формационната инфраструктура в епохата на дигитална трансформация чрез ре-
шаване на теоретични задачи за дефиниране на понятието „информационна инф-
раструктура“ и очертаване на възможности за нейното развитие; както и на прак-
тически задачи за изследване проблемите на информационната инфраструктура 
на голямо българско предприятие и методите, които могат да се прилагат за оце-
няване на разходите за неговата информационна инфраструктура. Изследването 
в статията е фокусирано върху конкретно българско предприятие  – „Спарки Ел-
тос“  АД, гр. Ловеч и дава практически насоки за анализ на свързаните с него проб-
леми и решения. 
Ключови думи: информационна инфраструктура, голямо предприятие, 
дигитална трансформация. 
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Увод 
 
Процесите на дигитална трансформация на бизнеса превръщат 
информационната инфраструктура (ИИ) в жизнено важен за организа-
циите ресурс. За бизнеса вече не е достатъчно да притежава ценна ин-
формация, да генерира знания и автоматизирано да управлява бизнес 
процесите, необходимо е, информационните ресурси да бъдат посто-
янно достъпни и защитени, обработващите ги технологии и системи да 
са високопроизводителни и всичко това да се осъществява по ефекти-
вен, гарантиращ устойчивост начин. Това са функции, които се реали-
зират основно от ИИ. Днес нейното развитие е повлияно от различни 
технологии. 
Целта на настоящата статия е да бъде очертана същността и 
дефинирани проблемите на ИИ в епохата на дигитална трансформация 
чрез решаване на теоретични задачи като – какво включва понятието 
„информационна инфраструктура“ и какви са тенденциите в развитието 
й в посока на повишаване на ефективността; както и на практически за-
дачи като – изследване на същността и проблемите на ИИ на голямо 
българско предприятие (конкретно на „Спарки Елтос“ АД, гр. Ловеч) и 
какви методи могат да се прилагат за оценяване на разходите за ИИ. 
 
 
1. Информационна инфраструктура 
 
Дигиталната трансформация засяга всички сфери на човешката 
дейност. В сферата на бизнеса тя е следствие от фактори като: нама-
ляване на разходите за комуникация и лесен достъп до мощни инстру-
менти и интелигентни платформи за обработка на информация; перма-
нентно генериране на огромни количества данни, постъпващи от кому-
никации, мобилни телефони, сензори и приложения; увеличаване на 
отворените, безплатни и публично достъпни данни; превръщане на 
мрежата от средство за комуникация в източник на иновации; развитие 
на качествено нови възможности за генериране на значителна стойност 
за бизнеса и обществото на база аналитичните технологии и обработ-
ката на големите обеми от данни. 
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По думите на N. Hanna (Hanna, 2016, p. 27) дигиталната тран-
сформация е „промяна към нова технико-икономическа парадигма“, ко-
ято не е само автоматизиране на съществуващите в организациите 
дейности, а предполага напълно нови начини на проектиране, управле-
ние и изпълнение на работните процеси. Типични са генериране и об-
работка на огромни количества цифровизирана информация за дей-
ности като: анализи на икономическата, социалната и на природната 
среда; мониторинг на дейности и ресурси; координиране на дейности; 
доставка на услуги; оценяване на изпълнението и измерване на доста-
вяните услуги; и т.н. Всички тези дейности се случват в реално време и 
се поддържат от съответна ИИ. 
Понятието „информационна инфраструктура“ е сред най-попу-
лярните в днешния технологичен свят. Въпреки това все още не същес-
твува единна дефиниция за него, варират и компонентите, влизащи в 
състава му. В специализираната литература се срещат различни опре-
деления, които понякога звучат противоречиво, но всъщност обогатя-
ват и допълват същността на понятието.  
ИИ е част от цялостната инфраструктура на едно предприятие. 
Laudon и Laudon (Laudon & Laudon, Management Information Systems: 
Managing the Digital Firm, 2006) я определят като съвкупност от споде-
лени технологични ресурси, предоставящи платформа за специфич-
ните системи и приложения на фирмата. Включва хардуер, софтуер и 
услуги. Същите автори дефинират информационната инфраструктура 
веднъж като набор от технологии, и втори път – като съвкупност от ус-
луги (сервизен подход). При първия вариант ИИ е представена като 
съвкупност от хардуер и софтуер, необходими, за да функционира 
предприятието. Сервизният подход определя ИИ като набор от услуги, 
за които е предвиден бюджет, предполагат наличие на познания в сфе-
рата на технологиите и в социалните отношения. 
Изследвайки научните публикации по темата, Laan (2017) 
хвърля светлина върху същността и очертава особеностите на ИИ по 
следния начин: 
• ИИ е съвкупност от оборудване, системи, софтуер и услуги, 
налични в една организация. (Cio.gov) 
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• ИИ включва всички компоненти, необходими за предоста-
вяне на ИТ услуга на потребителите; тя не е само хардуер и 
софтуер (ITILv2). 
• ИИ включва съвкупността от хардуер, софтуер, мрежи, обо-
рудване и др., нужни за доставяне, мониторинг, развитие, 
тестване, контрол и поддръжка на ИТ услуги. Терминът „ин-
формационна инфраструктура“ включва всичко от информа-
ционните технологии, което не е свързано с хората, проце-
сите и документите (ITILv3).  
• ИИ е съвкупност от споделени и надеждни услуги, осигуря-
ващи базата за създаване на ИТ портфолиото на организа-
цията (Goethe University of Frankfurt).  
• ИИ е основата за изграждане на разпределена, оперативна 
и административна компютърна комуникационна среда. Тя е 
„невидима“ за крайния потребител. Включва неявен набор 
от протоколи, мрежи и междинно програмно осигуряване, ко-
ито подсигуряват компютърната обработка в предприятието 
и улесняват ефективното разпределение на потока от 
данни. ИИ включва не само система за обработка на данни 
и комуникации, но и хората, грижещи се за поддръжката и 
услугите (Technology Governance Board ), което поставя 
изисквания за техните знания и умения.2 
В резултат на специфичния поглед на всеки човек върху не-
щата, свързани със собствените му граници на познаване и използване 
на ИИ, като понятие тя има различна трактовка, в зависимост от глед-
ната точка на потребителя (Laan, 2017). 
За да отговаря на нуждите на бизнеса, ИИ на организацията 
трябва да има гъвкава, мобилна, солидна, мащабируема, променяща 
се, модуларна и адаптивна архитектура.  В една фирма тя е изградена 
на три нива: публична; на предприятието; и архитектура на отделите. 
Всяко ниво доставя на своите потребители съответните ИТ услуги. 
(Laudon & Laudon, Management Information Systems: Managing the Digital 
Firm, 2006), (Zhaohao, 2016).  
                                                          
2 Това е дефиницията, според която ще разглеждаме понятието по-ната-
тък в изложението. 
ИНФРАСТРУКТУРА НА ГОЛЯМО ПРЕДПРИЯТИЕ В БЪЛГАРИЯ … 
29 
В основата на ИИ на всяко предприятие стоят обществени съ-
оръжения като телефонни, кабелни и безжични мрежи, публични конс-
трукции, интернет и др., върху които се надгражда второто ниво. То, от 
своя страна, представлява комплекс от фирмен уебсайт, файлов и по-
щенски сървъри, интранет мрежа и специфични за предприятието кор-
поративни приложения. Третото ниво включва информационно-техно-
логичната структура на подразделенията в предприятието – звена, от-
дели и т.н., които могат да имат собствена, различна инфраструктура, 
определена от нуждите и спецификата на подразделението. В състава 
на инфраструктурата на най-високо ниво влизат системи за работа с 
доставчици и клиенти, счетоводен и финансов софтуер и специализи-
рани приложения. 
Според (McKay & Brockway) и (Weill & Broadbent, 1998) основа 
на всяка ИИ на предприятие са публичната инфраструктура, индустри-
алната база и технологичните компоненти, свързани чрез различни 
стандарти, в зависимост от околната среда и икономическия сектор, в 
който попада предприятието. Вътрешните ИТ-фирмени стандарти поз-
воляват свързване на инфраструктурата на организацията с тази на от-
делните бизнес подразделения, които могат да са организирани раз-
лично. Доставят се споделени ИТ услуги от стандартизирани техноло-
гични компоненти. Бизнес приложенията също възлагат задачи, които 
се изпълняват от ИТ инфраструктурата. Предлагат се и услуги, извър-
швани от хора (например, управление на проекти). Авторите считат, че 
хората имат съществено място в ИИ на предприятието – те я създават, 
управляват, поддържат и развиват. 
 
 
2. Особености на информационната инфраструктура 
    на голямо предприятие 
 
ИИ на всяка организация има пет основни компонента: хар-
дуер, софтуер, технологии за управление на данните, мрежови и теле-
комуникационни технологии и услуги (вж.  фиг. 1 (Laudon & Laudon, 
Management Information Systems, 2009), Маринова К. (2018)). 
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Фигура 1. Компоненти на информационната инфраструктура 
 
Компютърният хардуер е съвкупност от апаратни компо-
ненти за въвеждане, обработка, съхранение и разпространение на дан-
ните. И ако в една малка организация е достатъчно наличието на ня-
колко работни станции, функциониращи самостоятелно или в мрежа, 
допълнени с някакъв вид копирна, печатна и сканираща техника, то 
изискванията към ИИ на голямо предприятие са доста по-различни. Ор-
ганизацията може да се състои от един или няколко, отдалечени и ко-
муникиращи през интернет, клона. Множеството работни станции най-
често са разделени в различни подмрежи, за улесняване обмена на 
данни и намаляване на натоварването. Задължително е наличието на 
един или множество сървъри за съхранение, контрол, управление на 
печата, защита, функциониране на електронната поща, работа на фир-
мения уебсайт и т.н. Често различните сървърни функции биват обеди-
нени върху една физическа машина за спестяване на разходи и за по-
ефективно използване на хардуера. Този процес се нарича виртуали-
зация на ресурсите. 
Хардуер Софтуер 
Услуги Управление 
 на данни 
Мрежови 
технологии 
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Поради огромния обем корпоративни данни и тяхната важност, 
а често и конфиденциалност, от изключителна важност за голямото 
предприятие са технологиите за съхранение. Най-често се използват: 
твърди дискове (HDD или SSD), с приложена RAID технология за бър-
зина и сигурност при работа по съхранението на данните; файлов сър-
вър/устройство за съхранение по мрежа – Network Attached Storage 
(NAS); оптични дискове – CD, DVD, Blu-Ray и др.; мрежи за съхранение 
на данни – Storage area networks (SANs) – отдалечено свързване по оп-
тично трасе към ферма от машини за съхранение. 
Компютърният софтуер представлява програмното осигуря-
ване на компютърната система, управляващо цялостната й работа и 
решаващо различни потребителски задачи. Операционната система, 
спадаща към тази категория, е от изключителна важност за предприя-
тията. Тя трябва да осигурява възможности за многопотребителска ра-
бота, за многозадачност, да ползва дружелюбен интерфейс, а според 
наличните функции – да работи като сървър или клиентска станция.  
Потребителите в големите предприятия предпочитат работата с графи-
чен интерфейс поради по-високата интуитивност и се спират най-вече 
на различните версии на Windows. Сървърното програмно обезпеча-
ване често е FreeBSD операционна система, която предопределя ви-
соко ниво на сигурност и стабилност. Linux дистрибуциите също са 
предпочитана алтернатива, защото са с отворен код и дават възмож-
ност за персонализация на функциите3. От приложния софтуер бизне-
сът използва: офис пакети с програми за текстообработка, работа с 
електронни таблици, презентиране, управление на бази от данни, 
уеббраузъри, инструменти за създаване и поддръжка на фирмен уеб-
сайт, технологии за предоставяне на уебуслуги, помощни програми за 
тестване на системите, антивирусна защита, архивиране и др. 
Чрез технологии за управление се организират, обработват 
и управляват бизнес данните, свързани с активите на едно предприя-
тие, неговите клиенти и доставчици. Информацията е организирана във 
файлове, бази от данни, складове за данни, претърсвани чрез различни 
средства за бизнес анализ, витрини за данни и др. 
                                                          
3 Според проведено проучване сред специалисти от ИТ отделите на 51 
големи предприятия в България. 
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Мрежови и телекомуникационни технологии са набор от 
средства и техники за свързване на различните страни в бизнес проце-
сите – персонал, клиенти, доставчици, партньори. Връзката става по 
различни комуникационни канали – гласови, видео- и др. Технологиите, 
част от ИТ инфраструктурата на едно предприятие, водят до ценови и 
времеви ползи. Чрез използването на мрежова свързаност се постига 
бърз и навременен обмен на данни във вътрешна корпоративна мрежа, 
дава се защитен достъп до фирмени данни отвън на оторизирани лица, 
ползват се разнообразните услуги на интернет. 
Компютърната мрежа на голямо предприятие има специфични 
особености. Тя обикновено е изградена от множество локални мрежи в 
една обща корпоративна инфраструктура. За обмен на данни между 
клоновете се използват WAN технологии. Задължително е наличието 
на един или повече корпоративни сървъра с различни функции – фай-
лов сървър, сървър за приложения, домейн контролер, уеб, прокси, 
DHCP, DNS сървъри и т.н. Видеоконференциите и интернет телефони-
ята също са използвани технологии в големите предприятия. Най-чес-
тата организация на управление на мрежата е по технологията „клиент 
– сървър“ заради по-строгия контрол върху достъпа до данните. Обик-
новено предприятията изграждат своя вътрешна, частна мрежа (инт-
ранет), защитена от външен достъп, но ако бъде предоставен такъв на 
част от контрагентите при определени правила, мрежата се разширява 
до т. нар. екстранет.  
Технологичните услуги са неделима група компоненти на ИИ 
на всяка организация. Към тях спадат всички професионални услуги, 
разработени да подпомагат използването на информационните техно-
логии от предприятията и крайните им потребители. В набора от техно-
логични услуги се включват дейности като: проектиране, изграждане, 
интеграция, поддръжка и развитие на софтуера; внедряване, интегра-
ция и поддръжка на хардуера; управление, интеграция и поддръжка на 
мрежи; информационна сигурност; ИТ консултации; мобилни услуги; 
уебприложения (Technology Services at Illinois). 
Персоналът има пряко отношение към правилното функцио-
ниране на всеки от останалите компоненти и трябва да бъде разгледан 
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като част от ИИ. Той се грижи за поддръжката на хардуера и работ-
ната му среда; използва виртуализация за симулация на машини; инс-
талира, деинсталира, тества и актуализира софтуер, изчиства грешки, 
пренастройва системи и др.; създава резервни копия, грижи се за анти-
вирусната защита, съхранява данни; поддържа функционираща мре-
жова работна среда, създава политики за ползване на ресурсите, осъ-
ществява контакти с доставчици на интернет услуги и др. Компетент-
ностите на персонала са определящи до голяма степен за правилната 
работа на цялата ИИ в едно предприятие. 
 
 
3. Състояние и проблеми на информационна  
    инфраструктура на голямо предприятие в България  
 
Ограничените финансови средства, частните интереси, непра-
вилното и недалновидно управление в даден момент, липсата на ква-
лифициран човешки ресурс и др. са само част от факторите, влияещи 
върху ИИ на големите предприятия. Предвид темата на статията ще 
бъде разгледана подробно ИТ обезпечеността на „Спарки Елтос“ АД, 
гр. Ловеч – едно реално, работещо българско предприятие с близо 60- 
годишна история.  
 
3.1. Хардуер  
 
Последните закупени сървъри в „Спарки Елтос“ са от 2007 – 
2008 година. Като се има предвид експлоатационният им период от 
средно 3 до 5 години, изводът е, че техниката остарява морално и се 
амортизира, намирайки се на границата  или дори прескачайки периода 
на надеждна работа. В същото време не са предвидени средства за 
закупуване на нови сървъри и няма налични резервни мощности.  
Известно облекчение в сложно организирана инфраструктура 
внасят виртуалните сървъри, които позволяват по-икономично и пълно 
използване на физическите машини, като в същото време се спестяват 
средства от консумативна поддръжка – ток за захранване и охлаждане, 
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място за съхранение, персонал и т.н. Те позволяват и определена гъв-
кавост на управление от страна на персонала заради възможностите, 
цял сървър да се архивира и прехвърли върху друга физическа машина 
при проблем или за профилактика на техниката. Виртуалните сървъри 
всъщност са технологията, позволяваща на ИТ специалистите в предп-
риятието все още да се справят само с наличната остаряваща техника. 
 
Таблица 1.  
Сървърни наличности в обекта на изследване 
Предназначение ОС Физи-чески 
Вирту-
ален ОБЩО 
Файлови сървъри Linux 2 1 3 
Сървъри, свързани с управление 
системата за управление на произ-
водството 
Linux 7 1 8 
Пощенски сървър, Firewall, за дина-
мично конфигуриране на мрежовите 
настройки (DHCP) 
Linux - 3 3 
Сървър за следене на електричес-
кото потребление в предприятието Windows 1 - 1 
HR, ТРЗ, ЛС Windows 1 - 1 
 Общо: 11 5 16 
 
Осем от всички сървъри разполагат с по два четириядрени 
процесора. Останалите три имат по два процесора с по шест физически 
и две логически ядра – общо по 24 логически ядра на сървър. Тези ма-
шини се ползват за виртуализация. 
По преценка на ИТ персонала общото натоварване на сървъ-
рите е между 26 и 50% – непълна ефективност, но това са ресурсите, 
нужни за презапасяване както с пространство за съхранение, така и с 
изчислителна мощ за създаване на нови виртуални машини при нужда.  
 
3.2. Софтуер 
 
В „Спарки Елтос“ има 190 клиентски станции, 30 от тях са с инс-
талиран Windows 7, пет – с Windows 10 и 155 разполагат с Windows XP и 
Windows Vista. Това притеснява ИТ персонала поради липсата на под-
дръжка за тези версии на операционната система, но в същото време няма 
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предоставени средства за закупуване на нови лицензи. Използването на 
стари ОС води до усложнена поддръжка, свързана със защитата, не-
съвместимост с по-нови технологии и др.  
Използваните в обекта на изследване софтуерни продукти са: 
• AutoCAD – за техническо чертане в дирекция „Развитие“; 
• Pro/Engineer – CAD/CAM/CAE – служи за 3D моделиране в 
отдел „Прототипиране“; 
• LVM Flow – закупен за симулационен анализ на отливки; 
• Техноклас – ERP II система, която се ползва за техноло-
гична подготовка на производството на инструменти и за цялостно уп-
равление на производствения процес, планирането на материалите, 
пласмент на готовата продукция и др. Системата използва БД на Ora-
cle, към която могат да се правят SQL заявки и справки от пет работни 
места. ERP е инсталирана върху физически сървър. Модулите, които 
се използват активно, са: счетоводство, доставки, склад, поръчки, пла-
ниране, производство. Системите за поддържане данни за личен със-
тав (ЛС) и труд и работна заплата (ТРЗ) са допълнително интегрирани 
в ERP ІІ системата, а не се използват нейните налични модули със съ-
ответната функционалност. Фактът, че се вгражда различен, външен  
софтуер, води до затруднена поддръжка.  
• MS Office и Open Office – и двата офис пакета са инстали-
рани под Windows на крайните клиентски станции.  
• VMware – това е използваният софтуер за виртуализация в 
„Спарки Елтос“ АД. 
 
3.3. Технологии за управление на данни 
 
Начинът на съхранение на информация върху файловите сър-
въри е децентрализиран, като са дадени права на различните отдели 
да решават сами каква част от нея и в какъв формат да запазят. 
Общият капацитет на файловите сървъри в описвания обект 
възлиза на 2590 GB, от които запълнени с данни са 1540 GB, т.е. ефек-
тивно се използват 59% от наличностите за съхранение. То, от своя 
страна,  се извършва по два основни начина – чрез директно свързани 
устройства за целта – Direct Attached Storage (DAS) и върху закачен в 
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мрежата файлов сървър – Network Attached Storage (NAS). Данните из-
вън файловите сървъри заемат 2140 GB. 
Резервните копия на всички данни са организирани така, че да 
отговарят на изисквани по ISO, тъй като това подлежи на одитиране. 
Седмичният бекъп е с приблизителен размер 1 ТВ. Базата от данни на 
системата за управление на производството се архивира ежедневно и 
заема около 2 GB памет. Прави се върху твърд диск, а ежемесечно се 
организира запис върху DVD носител и NAS устройство. Съхраняват се 
данни до 15 години назад. Архивите позволяват, бързо да бъдат извле-
чени и предоставени данни по схемата: минимум 15 дни назад за днев-
ните бекъпи на базата данни (БД), минимум 12 седмици назад за сед-
мичните, минимум шест месеца назад за месечните и минимум три го-
дини назад за годишните архиви на ERP ІІ системната БД. 
Споделените в предприятието ресурси са разположени на 
файлов сървър и на всеки две седмици се прави бекъп на данните за 
ЛС, ТРЗ и технологичната документация. Може да се намери информа-
ция до две години назад. Ежедневната кореспонденция по електронна 
поща е от порядъка на 3 – 4 GB, а компресирана представлява месечен 
архив около 300 GB. 
На практика сериозен проблем в големите организации пред-
ставлява дори поддръжката на една ERP или CRM/HRM система. 
Освен високата годишна такса актуализациите, които се предлагат 
ежегодно, означават допълнителни плащания от страна на пред-
приятието за възстановяване на губещите се потребителски настройки 
(от порядъка на още 30 000 – 40 000 лв.). Нужно е време, близо половин 
година, за нова адаптация на параметрите. По тези причини пред-
приятията се опитват да свеждат актуализациите до една на три или 
четири години. В облака предлаганите промени са значително по-чести. 
Това е фактор, предприятия, ползващи настроена от дълги години 
според техните нужди ERP (HRM, CRM) система, да не са отворени 
към смяна с готово облачно решение. Въпреки че към момента в 
предприятието не желаят актуализации на Техноклас, поради несъв-
местимост на новите й версии с остарелите операционни системи на 
клиентските машини, те все пак са наложителни и се правят веднъж на 
четири години.  
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3.4. Мрежа и телекомуникационни технологии 
 
Цялата физическа информационна инфраструктура е разпре-
делена в две основни мрежи – жична, използваща оптика, и безжична. 
Оптичната кабелна мрежа включва всичките 190 крайни клиентски 
станции. Връзките са изградени надземно, в специални предпазни ка-
нали на височина  над пет метра, с цел предотвратяване на волни или 
неволни разрушения по трасето. Активните устройства са разпреде-
лени в шкафове, което, както и цялостната мрежа, е надлежно докумен-
тирано. Наличният Wi-Fi достъп на територията на цялото предприятие 
е защитен с парола и е отделен за гости на фирмата и ръководен пер-
сонал.  
Използват се общо четири маршрутизатора на фирма  Cisco 
Systems, основно за връзка с доставчиците на интернет услуги, 35 уп-
равляеми и 50 неуправляеми комутатора. Тъй като предприятието в гр. 
Ловеч е част от корпорация, то е свързано с другите клонове чрез WAN, 
като се използват VPN за връзка между тях, което на практика състав-
лява интранет мрежа. Във всеки офис има домейн сървър, работещ под 
Linux, подпомагащ процеса на отдалечено ползване на информация 
чрез единична идентификация. Защитните стени в предприятието са 
само софтуерни. Използваният интернет е паралелно от двама достав-
чици. Основният осигурява както  гарантирана двупосочна скорост от 
30 Mbps, така и резервна безжична сателитна връзка. Стойността на 
абонамента, заплащан от предприятието, възлиза на приблизителна 
стойност от около 200 лв. 
Достъпността на интернет връзката е висока – 99.999%, изчис-
лена на база приблизително 4 часа престой за една календарна година. 
 
3.5. Технологични услуги  
 
 В „Спарки Елтос“ има изградени три ISDN линии, по които се 
осъществява връзка чрез цифров модем. Те са свързани директно с 
цеховете и дават възможност за отдалечена хардуерна диагностика на 
определени машини от производителя им, съгласно договор за консул-
тантски услуги. 
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3.6. Персонал – според направено от авторите проучване, ИТ 
персоналът възлиза на седем човека: трима в пенсионна, един в пред-
пенсионна възраст, двама са със стаж над 30 години в предприятието 
и едва един човек е на възраст под 30. Това е показател за не добра 
кадрова обезпеченост на информационните процеси в предприятието. 
В града няма достатъчно квалифицирани специалисти, които да желаят 
посочените работни места, а ако бъде привлечен млад човек, в него 
трябва да се инвестира за допълнително обучение. 
Съществуват неудовлетвореност от заплащането за ИТ 
персонала, поради несъизмеримост по отношение „пари – отго-
ворност“, както и други, чисто психологически фактори. Обработката, 
поддръжката и съхранението на големи обеми от важна информация 
водят до сериозна ангажираност на хората и не безпричинно безпокойс-
тво у тях за отговорността, която носят. Това е аспект, който не е за 
пренебрегване, т. като, макар и нефинансово измерим, има отношение 
към набирането на хора за позициите на компютърни специалисти в 
предприятието.  
Настройвайки системите към нуждите на предприятието, 
често ИТ персоналът открива софтуерни грешки в ERP системата, 
които отразява и дори предлага варианти за разрешаването им. По този 
начин влиза в ролята на  бетатестер на продукта, а това е труд, който 
е един от най-заплатените за практикуващите тази професия. В пред-
приятието компютърните специалисти го правят безвъзмездно. 
В „Спарки Елтос“ четирима от седемчленния ИТ персонал са 
програмисти, грижещи се именно за поддръжката на ERP системата и 
нейното постоянно адаптиране към производствения процес. Те съста-
вят и SQL заявите за различни справки и анализи. 
Не бива да се пренебрегва и фактът, че печалбата не се 
изразява винаги само с пари. От изключителна важност е факторът 
„време“. Благодарение на автоматизирането на редица процеси и из-
бягването на множество ситуации за разрешаване на проблеми от 
страна на ИТ персонала се спестява тяхно време, което може да бъде 
вложено в други, полезни за предприятието, дейности. 
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Категорично най-сериозните разходи в центъра за данни са 
свързани с употребата на електричество, тъй като то е нужно не само 
за захранването на компонентите, но и за поддържане на задължител-
ните охлаждащи системи в съответните сървърни помещения. Ясно е, 
че колкото в повече помещения са разпределени сървърите, толкова 
по-сложна става поддръжката на оптималните температури. Климати-
ците също са техника с определен експлоатационен период при посто-
янна работа.  
Като се анализират разходите за електричество, които най-
общо се правят за поддръжката само на основното сървърно помеще-
ние (ЦД) в „Спарки Елтос“,  те могат да се представят таблично по след-
ния начин (вж. Таблица 2)4: 
 
Таблица 2. 
Електроконсумация в KW/h за собствен ЦД 
 
                                                          
4 При големи предприятия е задължително осигуряването на резервно 
електрозахранване от поне две подстанции. По договор с елекроразпределител-
ното дружество, при авария, непозволяваща възстановяване на токоподаването 
от единия източник до 15 минути, автоматично  става прехвърляне към резервната 
подстанция. Поради това устройствата от тип UPS са предназначени да поддър-
жат изкуствено електричеството максимум до 40 минути. Ако аварията е сериозна, 
след изтичането на гратисния период спира целият производствен процес, вклю-
чително и ИТ системите, които го поддържат, а базовите настройки на системите 
позволяват тяхното автоматично стартиране и връщане в нужното състояние при 
възстановяване на токоподаването. 
№ Компонент Консумация на ток/час 
1. Шкаф със сървъри - 1 8 KW 
2. Шкаф със сървъри - 2 5 KW 
3. UPS (Upper Power System) – акумулаторни батерии за поддър-жане на електричеството при прекъсване на захранването 21 KW 
4. Климатизация 8 KW 
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Консумацията за електричество, във връзка с обслужването на 
собствен център за данни в обекта, при денонощна работа на сървъри 
и охладителни системи, се изчислява приблизително така: 
42 КW (общ разход на час) х 24 часа = 1008 КWh на дено-
нощие; 
1008 КWh х 0,1461 лв. = 147,27 лв. на денонощие5; 
147,27 лв. х 30,42 дни (средна продължителност на месеца) 
= 4479,95 лв.  – месечен разход за електроенергията в собствен 
център за данни на предприятието. 
Тъй като броят на физическите сървъри е 11, калкулацията за 
стойността на подмяна на машините в собствения ЦД е следната: Еди-
надесет броя сървъри със средна цена 9 500 лв. за брой6 – общата 
стойност възлиза на 104 500 лв. за 2 години7. Това означава 52 250 
лв. годишно или 4 354 лв. месечно.  
Заплащането на труда (по непотвърдена информация, заради 
своята конфиденциалност) е от порядъка на 1200 лв. бруто.  
Абонаментната такса за софтуер е друг важен разход. Сумите, 
заплащани годишно за основни програмни продукти и системи в обекта 
на изследване, са представени в Таблица 3: 
 
 
 
                                                          
5 Към момента (2017-2018 г.) предприятието е абонат на EVN и се так-
сува по единна тарифа на стойност 0,08250 лв. за КWh, заплаща акциз по чл. 
20 от ЗАДС – 0,00200 лв. и задължения към обществото – 0,03725 лв. Това 
оформя крайна цена за  КWh електроенергия – 0,12175 лв. без ДДС или 0,1461 
лв. с ДДС. 
6 За база се използват средните стойности на ценовите към момента 
(2017 г.) диапазони, съответно: 5-6 000 лв. (ако сървърът е сглобен от компоненти 
по желание на клиента) и 12-15 000 лв. (ако е фирмен, т.е. принадлежи към т.нар. 
„бяла техника“). Средноаритметичната от двете цени е равна на 9 500 лв., която 
приемаме за средна стойност за закупуването на нов сървър. 
7 Трябва да се има предвид фактът, че всяко предприятие приема амор-
тизационна норма за техниката си и тя също варира. В „Спарки Елтос“ АД тази 
норма е 2 години. 
ИНФРАСТРУКТУРА НА ГОЛЯМО ПРЕДПРИЯТИЕ В БЪЛГАРИЯ … 
41 
Таблица 3 
 Основни месечни разходи за софтуер8 
Софтуер Годишен абонамент в лева 
Oracle БД на ERP ІІ системата и лиценз 20000 лв. 
VMware виртуализация на сървъри 1500 лв. 
CAD-CAM система 7000 лв. 
Pro/Engineer 8000 лв. 
ОБЩО: 36 500 лв. 
 
На база посочените по-горе суми разходите за центъра за 
данни могат да бъдат остойностени така9: 
 
Таблица 4.  
Разходи за поддържане на собствен ЦД в обекта 
Вид разход в „Спарки - Елтос“ АД за поддържане 
на собствен център за данни 
Приблизителна месечна сума 
в лева 
Електроенергия (захранване и охлаждане) 10 4 500 лв. 
Персонал (заплати + осигуровки ≈ 25%)         10 500 лв. 
Софтуер (абонаменти) + актуализации на ERP систе-
мата на 4 години 3 800 лв. 
Хардуер 4 500 лв. 
Интернет     200 лв. 
Външен абонамент за поддръжка    300 лв. 
Закупуване на кабели, куплунзи,   свързващи еле-
менти, физическа поддръжка на помещение    500 лв. 
ОБЩО:        24 300 лв. 
 
„За постигане на конкурентно предимство днес организациите 
разчитат на нови технологии, иновативни мениджърски концепции и 
техните успешни симбиози“ (Емилова, П., 2013). Ето защо големите 
предприятия в България също би трябвало да изследват прилагането 
на различни решения, намаляващи финансовите и времеви разходи.  
                                                          
8 Стойностите са приблизителни поради конфиденциалността на инфор-
мацията. 
9 Всички изчисления са приблизителни поради конфиденциалност на ин-
формацията. 
10 Закръгляваме стойностите, тъй като за голямо предприятие суми под 
100 лв. не са съществени. 
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4. Развитието на информационната инфраструктура 
 
Развитието на ИИ като функционалност и съответна ефектив-
ност ще зависи от внедряването на нови технологии, иновативни орга-
низационни и бизнес модели. В архитектурно отношение бъдещото раз-
витие на ИИ на големите предприятия у нас ще зависи от внедряването 
на технологии като облачните изчисления, обработка на големи данни, 
интернет на нещата (IoT), концепцията BYOD и др.  
Облачните изчисления са сред най-значимите промени в па-
радигмата на компютърната обработка през последните години. Те 
представят нов бизнес модел за отдалечено използване на хардуерни 
и софтуерни ресурси по мрежата и по тази причина съществено повли-
яват архитектурата на ИИ. Резултатът от тяхното внедряване е в двата 
основни аспекта на ефективността – снижаване на разходите и реали-
зиране или увеличаване на печалбата. Сред най-значимите изгоди за 
бизнес организациите са следните: компонентите на ИИ стават стока, 
продавана на дребно и с ценови модели, напомнящи тези на продаж-
бата на различни комунални услуги; реализиране на икономии от ма-
щаба (основно когато организацията предоставя услуги) за сметка на 
относително равномерното натоварване на мощностите; трансформи-
ране на капиталовите разходи за ИИ в оперативни; намаляване на об-
щите разходи в краткосрочен план; създаване на нови възможности за 
бизнеса; прехвърляне на отговорността и риска за една от най-критич-
ните мениджърски задачи – точното планиране на ИТ ресурсите върху 
доставчика на облачната услуга; повишаване на гъвкавостта на биз-
неса, което се отразява директно върху неговата конкурентоспособ-
ност; улесняване и стимулиране на иновациите; и др. 
Големи данни (Big Data) 
Ежедневно в световен мащаб се генерират 2.5 квинтилиона 
байта данни, като 90% от данните са създадени през последните две 
години (Marr, 2018). Количеството данни ще продължи да нараства в 
резултат на масовото използване на мобилни телефони, социални 
мрежи, сензорни устройства, камери за наблюдение, RFID тагове, ди-
гитална фотография и видео. 
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Big data е концепция за търсене, обработване и съхраняване 
на данни, които се характеризират с постоянно нарастващи обем, ско-
рост (скоростта, с която данните се предават през системата) и разно-
образие (типове данни) (Laan, 2017). За справяне с предизвикателст-
вото на големите данни са необходими нови инфраструктурни реше-
ния, включващи високоскоростни мрежи, бързо обработващи възли, 
специализирани хранилища и др. Така например, Hadoop и Apache 
Spark – софтуерни библиотеки с отворен код, осигуряват съхраняване 
на всякакъв вид данни и изпълняване на приложения за обработка и 
виртуално управление на практически неограничен брой едновременно 
извършвани задачи върху компютърни клъстери. 
Интернет на нещата (Internet of Things – IoT) 
IoT е концепция, която включва използването на Интернет за 
връзка с голямо разнообразие от сензори, устройства и машини и се 
захранва от развитието на множество свързани интелигентни устройс-
тва като домашна електроника (интелигентни телевизори, термостати, 
системи за сигурност у дома и др.), свързани автомобили, медицински 
уреди и промишлено оборудване (поддържащо производството, енер-
гетиката, транспорта и други промишлени отрасли). Използвайки спе-
циализиран софтуер, свързаните устройства могат да комуникират и да 
обменят данни. Всяко устройство е уникално разпознаваемо и е спо-
собно да работи и като част от съществуващата интернет инфраструк-
тура. Прогнозите са, че през 2020 година IoT ще включва около 30 ми-
лиарда устройства (Internet of Things (IoT), 2018). 
Технологията „крайни“ изчислителни системи (edge com-
puting) – осигурява възможности, данните, генерирани  чрез IoT, да бъ-
дат обработвани в близост до мястото на тяхното генериране, вместо 
да се изпращат до центровете за данни или в облака. Тази технология 
представлява балансирана схема на използване на уеб- базирани при-
ложения, включваща множество звена. Основни части от съдържани-
ето на приложението и неговата логика се изпълняват на по-евтини 
сървъри, позиционирани в близост до потребителя, и така се намаля-
ват времето за отговор на заявките и технологичните разходи. 
 
 
Доц. д-р Петя Емилова,  докторант Теодора Спасова 
44 
Заключение 
 
Дигиталната трансформация на бизнеса превръща ИИ в жиз-
нено важен за организациите ресурс. ИИ трябва да осигурява постоя-
нен и сигурен достъп до информационните ресурси на организацията и 
да предоставя ефективни услуги на потребителите.  
Технологии като облачните изчисления, обработка на големи 
данни, интернет на нещата и др. имат потенциал да променят ИИ на 
организациите в посока повишаване на ефективността, нови възмож-
ности, иновации и т.н. Данните за „Спарки Елтос“ АД – гр. Ловеч, както 
и резултатите от изчисления на икономическата ефективност от прена-
сянето на част от ИИ на предприятието в публичния облак11, дават ос-
нование да се предложи на предприятието алтернативата на облачното 
съхранение на данни, което ще намали разходите за поддръжката на 
частен център за данни. 
Вариант за намаляване на натоварването на ИТ персонала 
със задачи, свързани с настройка и препрограмиране на чужди 
софтуерни решения (ERP, CRM, HRM), би бил аутсорсингът към 
фирмите, произвели или внедряващи продукта. 
В големи предприятия с не толкова силна персонализация на 
параметрите добро решение е използването на облачни услуги във ва-
рианта SaaS (софтуер като услуга). Той е по-гъвкав, а достъпът до но-
вите му версии е моментален. Специалистите изтъкват, че компаниите, 
които държат да използват десктоп версии на програмите си, трябва да 
чакат средно три месеца повече за инсталирането и  настройката на 
новата версия, отколкото ако използват софтуера като услуга 
(Handova).  
 
 
 
                                                          
11 Изчисленията са подробно описани в дисертационен труд на тема: 
„Миграция на информационната инфраструктура на голямо предприятие в Бълга-
рия към облака“ с автор Теодора Спасова. 
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