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Abstract
A tower is a sequence of words alternating between two languages in such a way that every word is a subsequence of
the following word. The height of the tower is the number of words in the sequence. If there is no infinite tower (a
tower of infinite height), then the height of all towers between the languages is bounded. We study upper and lower
bounds on the height of maximal finite towers with respect to the size of the NFA (the DFA) representation of the
languages. We show that the upper bound is polynomial in the number of states and exponential in the size of the
alphabet, and that it is asymptotically tight if the size of the alphabet is fixed. If the alphabet may grow, then, using
an alphabet of size approximately the number of states of the automata, the lower bound on the height of towers is
exponential with respect to that number. In this case, there is a gap between the lower and upper bound, and the
asymptotically optimal bound remains an open problem. Since, in many cases, the constructed towers are sequences
of prefixes, we also study towers of prefixes.
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1. Introduction
A tower between two languages is a sequence of words alternating between the languages in such a way that every
word is a subsequence of the following word. The number of words in a tower is the height of the tower. For two
regular languages represented by nondeterministic finite automata (NFAs), it is decidable in polynomial time whether
there exists an infinite tower, that is, a tower of infinite height [3]. As a consequence of a more general result [3,
Lemma 6], the existence of a tower of arbitrary height implies the existence of an infinite tower. Therefore, if there is
no infinite tower, the height of all towers is bounded.
The height of maximal finite towers is closely related, for instance, to the complexity of an algorithm computing
a piecewise testable separator of two regular languages [5]. Namely, the algorithm requires at least as many steps as
is the height of the maximal tower. An interest in piecewise testable separators is in turn motivated by applications
in logic on words [8, 9], especially in the context of the Straubing-The´rien hierarchy [11, 12], and by applications in
XML Schema languages [4, 6].
Not much is known about the upper bound on the height of towers between two regular languages if no infinite
tower exists. The only result we are aware of is a result by Stern [10] giving an exponential upper bound 2|Σ|
2n on the
height of towers between a piecewise testable language over an alphabet Σ represented by an n-state minimal DFA
and its complement. Piecewise testable languages form a strict subclass of regular languages.
✩A preliminary version of this work was presented at the MFCS 2014 conference [5].
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Table 1: Upper and lower bounds on the height of towers of subsequences and prefixes for automata with n1 and n2 states
In this paper, we give a better bound that holds in a general setting of two arbitrary regular languages (having no
infinite tower) represented by NFAs. We show in Theorem 1 that the upper bound on the height of towers between
two regular languages represented by NFAs is polynomial with respect to the depth of the NFAs and exponential with
respect to the size of the alphabet.
Considering the lower bound, we first improve in Theorem 3 an existing bound for binary regular languages [5].
Theorem 5 and its corollaries then show that the upper bound is asymptotically tight if the alphabet is fixed. If
the alphabet may grow with the depth of the automata, Theorem 9 and its corollaries show that we can achieve
an exponential lower bound for NFAs with respect to the number of states. Notice that it does not contradict the
polynomiality of the upper bound with respect to the number of states because the automata require an alphabet of
size approximately the number of states. These lower bounds are not asymptotically equal to the upper bound and it
is not known what the (asymptotically) tight bound is, cf. Open Problem 2. Specifically, we do not know whether an
alphabet of size grater than the number of states may help to build higher towers.
Then we discuss the lower bound for a DFA representation of languages. In Theorems 12, 13, and 14, we show
that, for any two NFAs, there are two DFAs preserving the height of towers if the size of the alphabet may grow. If the
alphabet is fixed, we show in Theorem 15 that the upper bound on the height of towers is asymptotically tight even
for DFAs.
The towers we construct to demonstrate lower bounds are mostly sequences of prefixes. Therefore, we also
investigate towers of prefixes. We prove tight bounds on the height of towers of prefixes in Theorem 20 for DFAs and
in Theorem 23 for NFAs. We then discuss towers of prefixes between two binary NFAs in Corollary 24. Finally, we
provide a pattern that characterizes the existence of an infinite tower of prefixes in Theorem 17.
Our main results are summarized in Table 1. We also formulate the following two open problems:
1. What is the tight bound on the height of towers of subsequences for two NFAs (DFAs) over an alphabet that
may grow with the number of states? See Open Problem 2 below.
2. What is the tight bound on the height of towers of prefixes for NFAs over a fixed (binary) alphabet? See Open
Problem 25.
2. Preliminaries
The cardinality of a set Σ is denoted by |Σ| and the power set of Σ by 2Σ. The free monoid generated by Σ is
denoted by Σ∗. An element of Σ∗ is called a word; the empty word is denoted by ε. For a word w ∈ Σ∗, alph(w) ⊆ Σ
denotes the set of all letters occurring in w, and |w|a denotes the number of occurrences of letter a in w.
A nondeterministic finite automaton (NFA) is a quintupleA = (Q,Σ, δ,Q0, F), where Q is the finite nonempty set
of states, Σ is the alphabet, Q0 ⊆ Q is the set of initial states, F ⊆ Q is the set of accepting states, and δ : Q × Σ→ 2
Q
is the transition function that can be extended to the domain 2Q × Σ∗ in the usual way. The language accepted by
A is the set L(A) = {w ∈ Σ∗ | δ(Q0,w) ∩ F , ∅}. A path π from a state q0 to a state qn under a word a1a2 · · · an,
for some n ≥ 0, is a sequence of states and input letters q0, a1, q1, a2, . . . , qn−1, an, qn such that qi+1 ∈ δ(qi, ai+1) for
all i = 0, 1, . . . , n − 1. The path π is accepting if q0 ∈ Q0 and qn ∈ F, and it is simple if the states q0, q1, . . . , qn are
pairwise distinct. The number of states on the longest simple path in A is called the depth of A. We write q
w
−→ q′
2
to denote that q′ ∈ δ(q,w) and say that there exists a path from state q to state q′ under the word w, or labeled by
the word w. The NFA A has a cycle over an alphabet Γ ⊆ Σ if there exists a state q and a word w over Σ such that
alph(w) = Γ and q
w
−→ q. A path π contains a cycle over Γ if q
w
−→ q is a subpath of π for some state q and alph(w) = Γ.
The NFA A is deterministic (DFA) if |Q0| = 1 and |δ(q, a)| ≤ 1 for every q in Q and a in Σ. Note that we allow
some transitions to be undefined. To obtain a complete automaton, it is necessary to add a sink state, which we do not
consider when counting the number of states. In other words, we will consider in the sequel only automata without
useless states, that is, every state appears on an accepting path.
For two words v = a1a2 · · · an and w ∈ Σ
∗a1Σ
∗a2Σ
∗ · · ·Σ∗anΣ
∗, we say that v is a subsequence of w or that v can
be embedded into w, denoted by v 4 w. A word v ∈ Σ∗ is a prefix of w ∈ Σ∗, denoted by v ≤ w, if w = vu, for some
u ∈ Σ∗.
We define towers of subsequences as a generalization of Stern’s alternating towers between a language and its
complement [10]. For two languages K and L, a sequence (wi)
r
i=1
of words is a tower of subsequences between K and
L if w1 ∈ K ∪ L and, for all i < r,
1. wi 4 wi+1,
2. wi ∈ K implies wi+1 ∈ L, and
3. wi ∈ L implies wi+1 ∈ K.
Similarly, a sequence (wi)
r
i=1
of words is a tower of prefixes between K and L if w1 ∈ K∪L and, for all i < r, wi ≤ wi+1,
wi ∈ K implies wi+1 ∈ L, and wi ∈ L implies wi+1 ∈ K.
The number of words in the sequence, r, is the height of the tower. If r = ∞, then we speak about an infinite tower
between K and L. The languages K and L are not necessarily disjoint. However, if there is a word w ∈ K ∩ L, then
there is a trivial infinite tower w,w,w, . . .. If the languages are clear from the context, we usually omit them. By a
tower between two automata, we mean a tower between their languages.
In what follows, if we talk about towers without a specification, we mean towers of subsequences. If we mean
towers of prefixes, we always specify it explicitly.
3. Upper bound on the height of towers of subsequences
Given two languages represented as NFAs, there is either an infinite tower between them, or the height of towers
between the languages is bounded [3]. We now estimate that bound in terms of the number of states, n, and the size
of the alphabet, m, of the NFAs. Stern’s bound for minimal DFAs is 2m
2n. Our new bound is O(nm) = O(2m log n) and
holds for NFAs. Therefore, if the alphabet is fixed, our bound is polynomial with respect to the number of states;
otherwise, it is exponential in the size of the alphabet.
Before we state the main result of this subsection, we recall that the depth of an automaton is the number of states
on the longest simple path, hence bounded by the number of states of the automaton.
Theorem 1. Let A0 and A1 be NFAs with n1 and n2 states, respectively, over an alphabet Σ. Assume that there is
no infinite tower between the languages L(A0) and L(A1), and let (wi)
r
i=1
be a tower between the languages such that
wi ∈ L(Ai mod 2). Let 1 < n ≤ max(n1, n2) denote the maximum of the depths ofA0 andA1. Then r ≤
n|Σ|+1−1
n−1
.
Proof. To prove the upper bound, we assign to each wi of the tower an integerWi in such a way that 0 ≤ W1 < W2 <
· · · < Wr <
n|Σ|+1−1
n−1
. To this aim, we define a factorization of wr using an accepting path of wr in Ar mod 2. Then we
inductively define factorizations of all wi, 1 ≤ i < r, depending on an accepting path of wi in Ai mod 2 and on the
factorization of wi+1. The value ofWi is derived from these factorizations.
We now define the concepts we need in the proof. We say that a sequence (v1, v2, . . . , vk) of nonempty words is a
cyclic factorization of w = v1v2 · · · vk with respect to some path π from a state q to a state q
′ under w in an automaton
A if π can be decomposed into qi−1
vi
−→ qi , i = 1, 2, . . . k, and either vi is a letter, or the path qi−1
vi
−→ qi contains a
cycle over alph(vi). We call vi a letter factor if it is a letter and qi−1 , qi, and a cycle factor otherwise. Note that our
cyclic factorization is closely related to the factorization by Almeida [1], see also Almeida [2, Theorem 8.1.11].
We now show that if π is a path q
w
−→ q′ in some automaton A with depth n, then w has a cyclic factorization
(v1, v2, . . . , vk) with respect to π that contains at most n cycle factors and at most n − 1 letter factors. Moreover,
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if k > 1, then alph(vi) is a strict subset of alph(w) for each cyclic factor vi, i = 1, 2, . . . , k. We call such a cyclic
factorization nice. By convention, the empty sequence is a nice cyclic factorization of the empty word with respect to
the empty path.
Consider a path π of the automatonA from q to q′ labeled by a word w. Let q0 = q and define the factorization
(v1, v2, . . . , vk) inductively by the following greedy strategy. Assume that we have defined the factors v1, v2 . . . , vi−1
such that w = v1 · · · vi−1w
′ and q0
v1v2···vi−1
−−−−−−→ qi−1. The factor vi is defined as the label of the longest possible initial
segment πi of the path qi−1
w′
−→ q′ such that either πi contains a cycle over alph(vi) or πi = qi−1, a, qi, where vi = a is a
letter. Such a factorization is well defined, and it is a cyclic factorization of w.
Let pi, for i = 1, 2, . . . , k, be a state such that the path qi−1
vi
−→ qi contains a cycle pi → pi over the alphabet
alph(vi) if vi is a cycle factor, and pi = qi−1 if vi is a letter factor. If pi = p j with i < j such that vi and v j are cycle
factors, then we have a contradiction with the maximality of vi since qi−1
vivi+1···v j
−−−−−−→ q j contains a cycle pi → pi from pi
to pi over the alphabet alph(vivi+1 · · · v j). Therefore, the factorization contains at most n cycle factors.
Note that vi is a letter factor only if the state pi, which is equal to qi−1 in such a case, has no reappearance in the
path qi−1
vi···vk
−−−→ q′. This implies that there are at most n − 1 letter factors. Finally, if alph(vi) = alph(w) for a cyclic
factor vi, then vi = v1 = w follows from the maximality of v1. Therefore (v1, v2, . . . , vk) is a nice cyclic factorization
of w.
We are now ready to execute the announced strategy. Let
(
vr,1, vr,2, . . . , vr,kr
)
be a nice cyclic factorization of wr
with respect to some accepting path in the automaton Ar mod 2. Given a (not necessarily nice) cyclic factorization
(vi,1, vi,2, . . . , vi,ki) of wi, i = 2, 3, . . . , r, the factorization
(
vi−1,1, vi−1,2, . . . , vi−1,ki−1
)
of wi−1 is defined as follows. Let
wi−1 = v
′
i,1
v′
i,2
· · · v′
i,ki
, where v′
i, j
4 vi, j, for each j = 1, 2, . . . , ki. Such words (possibly empty) exist, since we have that
wi−1 4 wi. Let πi, j be paths under v
′
i, j
that together form an accepting path of wi−1 inAi−1 mod 2. Then
(vi−1,1, vi−1,2, . . . , vi−1,ki−1) =
ki∏
j=1
(
v′′i, j,1, v
′′
i, j,2, . . . , v
′′
i, j,mi, j
)
,
where
(
v′′
i, j,1
, v′′
i, j,2
, . . . , v′′
i, j,mi, j
)
is a nice cyclic factorization of v′
i, j
with respect to πi, j and the product denotes the
concatenation of sequences. Note that if vi, j is a letter factor of wi then either mi, j = 0 (if v
′
i, j
is empty) or mi, j = 1 and
v′′
i, j,1
is a letter factor of wi−1.
To defineWi, let g be the function g(x) = n
nx−1
n−1
, and let f (vi, j) = 1 if vi, j is a letter factor, and f (vi) = g
(∣∣∣alph(vi)∣∣∣)
if vi is a cycle factor. We now set
Wi =
ki∑
j=1
f
(
vi, j
)
.
The key property of g is that g(x + 1) = n · g(x) + (n − 1) + 1. (In fact, this equality and g(0) = 0 defines g.) This
property implies, together with the definition of a nice cyclic factorization, that
mi, j∑
ℓ=1
f
(
v′′i, j,ℓ
)
≤ f
(
vi, j
)
, (1)
for all i = 2, 3, . . . , r and j = 1, 2, . . . , ki. In particular,
Wr =
kr∑
ℓ=1
f
(
vr,ℓ
)
≤ f (wr) ≤ g(|Σ|) < g(|Σ|) + 1 =
n|Σ|+1 − 1
n − 1
. (2)
Definitions of g and of a nice cyclic factorization also imply that there is equality in (1) if and only if mi, j = 1,
alph
(
vi, j
)
= alph
(
v′′
i, j,1
)
, and both vi, j and v
′′
i, j,1
are either letter factors, or cyclic factors. We deduce that Wi−1 ≤ Wi,
i = 2, 3, . . . , r, and, moreover,Wi−1 = Wi if and only if
• ki−1 = ki,
• alph(vi, j) = alph(vi−1, j) for all j = 1, 2, . . . , ki, and,
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• for all j = 1, 2, . . . , ki, vi, j is a letter factor if and only if vi−1, j is a letter factor.
We show that if these conditions are met, then there is an infinite tower between A0 and A1. Let Z be the language
of words z1z2 · · · zki such that z j = vi, j if vi, j is a letter factor, and z j ∈ (alph(vi, j))
∗ if vi, j is a cycle factor. In particular,
wi,wi−1 ∈ Z. Since wi ∈ L(Ai mod 2) and wi−1 ∈ L(Ai−1 mod 2), the definition of a cycle factor implies that, for each
z ∈ Z, there exist z′ ∈ L(A0) ∩ Z such that z 4 z
′ and z′′ ∈ L(A1) ∩ Z such that z 4 z
′′. The existence of an infinite
tower follows. We have therefore proved thatWi−1 < Wi, which together with (2) completes the proof.
The question is how good this bound is. We study this question next and show that it is tight if the alphabet is fixed.
If the alphabet grows with the number of states of the automata, then we can construct a tower of exponential height
with respect the the number of states of the automata (as well as with respect to the size of the alphabet). However,
we do not know whether this bound is tight. We formulate this question as the following open problem.
Open Problem 2. LetA0 andA1 be NFAs with n1 and n2 states, respectively, over an alphabet Σ with |Σ| ≥ n1 + n2.
Let n b the maximum depth of A0 and A1. Assume that there is no infinite tower between the languages L(A0) and
L(A1), and let (wi)
r
i=1
be a tower between them. Is it true that r ≤ n
n1+n2+1−1
n−1
or even that r ≤ 2n1+n2?
4. Lower bounds on the height of towers for NFAs
The upper bound of Theorem 1, as well as its proof, indicate that the size of the alphabet is significant for the height
of towers. This is confirmed by lower bounds considered in this section. We consider two cases in the following two
subsections, namely (i) the size of the alphabet is fixed and (ii) the size of the alphabet may grow with the size of the
automata. We show that the upper bound of Theorem 1 is asymptotically tight if the size of the alphabet is fixed. Then
we show that the lower bound may be exponential with respect to the size of the automata if the alphabet may grow. In
this case, the size of the alphabet is approximately the number of states of the automata. However, the precise upper
bound for this case is left open, cf. Open Problem 2.
4.1. Lower bounds on the height of towers for NFAs over a fixed alphabet
For a binary alphabet, the upper bound of Theorem 1 gives n2 + n + 1 and it is known to be tight up to a linear
factor [5]. Namely, for every odd positive integer n, there are two binary NFAs with n − 1 and n states having a tower
of height n2 − 4n + 5 and no infinite tower. We now improve this bound.
Theorem 3. For every positive integer d and every odd positive integer e, there exists a binary NFA with d + 1 states
and a binary DFA with e + 1 states having a tower of height d(e + 1) + 2 and no infinite tower.
Proof. We define the automata Ad and Be with d + 1 and e + 1 states, respectively, as depicted in Figure 1. The
NFA Ad = ({0, 1, . . . , d − 1} ∪ {0A}, {a, b}, δd, {0, 1, . . . , d − 1}, {0}) consists of an a-path through the states d − 1,
. . . , 0, of self-loops under b in all states 1, . . . , d − 1, and of a b-cycle from 0 to 0A and back to 0. The DFA Be =
({0, 1, . . . , e}, {a, b}, δe, 0, {1, 3, . . . , e}) consists of a b-path through the states 0, 1, . . . , e and of an a-transition from
state e to state 0. All odd states are accepting.
4 3 2 1 0 0Aa a a a
b b b b
b
b
0
1 2
3
45
b
b
b
b
b
a
Figure 1: Automata Ad and Be of Theorem 3 for d = e = 5
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Consider the word w = (bea)d−1be+1. Note that Ad accepts all prefixes of w ending with an even number of b’s,
including those ending with a, and the empty prefix. On the other hand, the automaton Be accepts all prefixes of w
ending with an odd number of b’s. Moreover, the automaton Be accepts the word (b
ea)d−1beab. Hence the sequence
(wi)
|w|+2
i=1
, where, for i = 1, 2, . . . , |w| + 1, wi is the prefix of w of length i − 1, and w|w|+2 = (b
ea)d−1beab is a tower
betweenAd and Be of height |w| + 2 = (e + 1)(d − 1) + e + 1 + 2 = d(e + 1) + 2.
We show that there is no higher tower between the languages, in particular, there is no infinite tower. Notice that
any word in L(Be) is a prefix of (b
ea)∗. As the languages are disjoint (they require a different parity of the b-tail),
any tower (wi)
r
i=1
is strictly increasing with respect to 4 and thus |wi| ≥ i − 1. Thus if the height of (wi)
r
i=1
is larger
than d(e + 1) + 2 the word wd(e+1)+1 or wd(e+1)+2 is in L(Be) and therefore contains at least d occurrences of letter a.
However, no such word can be embedded into a word of L(Ad), since each word of L(Ad) contains at most d − 1
occurrences of letter a.
As a consequence of Theorem 3, we obtain the following lower bound on the height of binary towers.
Corollary 4. For every even positive integer n, there exists a binary NFA with n states and a binary DFA with n states
having a tower of height n2 − n + 2 and no infinite tower.
Proof. Set d = e = n − 1 in Theorem 3.
For a four-letter alphabet and for every n ≥ 1, there are two NFAs with at most n states having a tower of height
Ω(n3) and no infinite tower [5, Theorem 3]. We now improve this bound by generalizing Theorem 3.
Theorem 5. For all integers mA ≥ 1, mB ≥ 0, and d1, d2, . . . , dmA , e0, e1, e2, . . . , emB ≥ 1, where e0 is odd, there exist
two NFAs with
∑mA
i=1
di + 2 and
∑mB
i=0
ei + 1 states over an alphabet of cardinality mA +mB + 1 having a tower of height∏mA
i=1
(di + 1)
∏mB
i=0
(ei + 1) + 2 and no infinite tower.
Proof. Let d0 = 1, d = (d1, . . . , dmA), and e = (e1, . . . , emB). For k ≥ 0, we define the alphabets Σk = {b, a1, a2, . . . , ak}
and Γk = {c1, c2, . . . , ck}. We now define two NFAsAmA ,mB,d and BmA,mB,e over ΣmA ∪ ΓmB as follows.
The set of states ofA
mA,mB,d
is Q
mA ,d
= {(k, j) | k = 0, 1, 2, . . . ,mA; j = 0, 1, 2, . . . , dk − 1} ∪ {0A}. All states except
for 0A are initial, and state (0, 0) is the unique accepting state. The transition function ofAmA ,mB,d consists of
• a self-loop under Σk−1 for all states (k, j) with k > 0,
• an ai-transition from each (i, j) to (i, j − 1), for i, j > 0, and from each (i, 0) to states (ℓ, j), for 0 ≤ ℓ < i and
j = 0, 1, 2, . . . , dℓ − 1,
• b-transitions from (0, 0) to 0A and back, and
• transitions under ΓmB from state 0A to each state of QmA ,d different from state 0A.
The NFAA
mA ,mB,d
with mA = 3 and d = (3, 1, 2) is shown in Figure 2.
The NFA BmA ,mB,e has the state set QmB ,e = {(k, j) | k = 0, 1, 2, . . . ,mB; j = 0, 1, 2, . . . , ei − 1} ∪ {(0, i) | 0 ≤ i ≤ e0}.
All states are initial, except for states (0, i) with i , 0. Accepting states are the states (0, i) with i odd. The transition
function of BmA,mB,e consists of
• self-loops under ΣmA ∪ Γk−1 for all states (k, j) with k > 0,
• self-loops under ΣmA \ {b} in state (0, 0),
• a ci-transition from each (i, j) to (i, j − 1), for i, j > 0, and from each (i, 0) to states (ℓ, j), for 1 ≤ ℓ < i and
j = 0, 1, 2, . . . , eℓ − 1, and to state (0, 0),
• a b-transition from each (0, j) to (0, j + 1), for 0 ≤ j < e0, and
• edges under ΣmA \ {b} from state (0, e0) to state (0, 0).
The NFA BmA,mB,e with mB = 3 and e = (2, 2, 2) is shown in Figure 3.
We now define a word umA+mB such that the sequence of prefixes of umA+mB forms a tower. To do this, we proceed
in two steps. First, we define a word umA inductively by u0 = b
e0 and uk = (uk−1ak)
dkuk−1, for 0 < k ≤ mA. Note that
uk ∈ Σ
∗
k
and verify that |uk| = (e0 + 1)
∏k
i=1(di + 1) − 1 and that uk ends with an odd number of b’s, namely with b
e0 .
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0, 01, 01, 12, 03, 03, 13, 2 0Aa3 a3 a3 a2 a1 a1
b
b
b, a1, a2 b, a1, a2 b, a1, a2 b, a1 b b
a3
a3
a3
a2
a2
ΓmB
ΓmB
ΓmB
ΓmB
ΓmB
ΓmB
ΓmB
Figure 2: Automaton A3,mB ,(3,1,2) of Theorem 5
0, 01, 01, 12, 02, 13, 03, 1
0, 1
0, 2
0, 3
c3 c3 c2 c2 c1 c1
b b
b
ΣmA ∪ Γ2 ΣmA ∪ Γ2 ΣmA ∪ Γ1 ΣmA ∪ Γ1 ΣmA ΣmA ΣmA \ {b}
ΣmA \ {b}c3
c3
c3
c3
c2
c2
Figure 3: Automaton BmA ,3,(2,2,2) of Theorem 5 with e0 = 3
Let us notice that the sequence of prefixes of umA+mB is such that if a prefix end by an even (resp. odd) number of
b’s, then the next prefix ends with an odd (resp. even) number of b’s. It can be straightforwardly verified that every
prefix of umA ending with an odd number of b’s is accepted by BmA ,mB,e from state (0, 0).
We now show by induction on k that every prefix of uk ending with an even number of b’s (including no b)
is accepted by A
mA,mB,d
from a state smaller than (k + 1, 0). (By “smaller” we mean lexicographically smaller or,
equivalently, closer to the state (0, 0).) Any prefix b2i of u0 is accepted from state (0, 0). Consider a prefix v of uk
ending with an even number of b’s. Let v = (uk−1ak)
ℓv′, where 0 ≤ ℓ ≤ dk and v
′ is a prefix of uk−1 ending with an
even number of b’s. By the induction assumption, v′ is accepted from a state s smaller than (k, 0). Therefore, v is
accepted byA
mA,mB,d
by the path
(k, ℓ − 1)
uk−1
−−−−→ (k, ℓ − 1)
ak
−−→ (k, ℓ − 2) · · · (k, 1)
uk−1
−−−−→ (k, 1)
ak
−−→ (k, 0)
uk−1
−−−−→ (k, 0)
ak
−−→ s︸                                                                                                                          ︷︷                                                                                                                          ︸
ℓ−times
v′
−−→ (0, 0) .
We now use the word umA to define, for 0 < k ≤ mB, the words umA+k = (umA+k−1ck)
ekumA+k−1. Then we have that
umA+k ∈ (ΣmA ∪Γk)
∗, that |umA+k | =
∏mA
i=1
(di+1)
∏k
i=0(ei+1)−1, and that umA+k ends with an odd number of b’s, namely
with be0 .
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Similarly as above, we show that the prefixes of umA+mBb form a tower of height |umA+mBb| + 1 (the one additional
element is the empty word). Specifically, we prove by induction on k that every prefix v of umA+k ending with an even
number of b’s is accepted by A
mA ,mB,d
from a state smaller than (k + 1, 0), and that every prefix of umA+k ending with
an odd number of b’s is accepted by BmA,mB,e from a state smaller than (k + 1, 0).
This is true for k = 0 as shown above. Let k ≥ 1 and consider the word umA+k. Let v be a prefix of umA+k of the
form (umA+k−1ck)
ℓv′, where 0 ≤ ℓ ≤ ek and v
′ is a prefix of umA+k−1. Recall that umA+k−1 ends with b
e0 , which is an odd
number of b’s. Therefore, umA+k−1 = wb and, by the induction hypothesis, w is accepted byAmA ,mB,d from a state t.
If v′ ends with an even number of b’s, then A
mA,mB,d
accepts v′ from a state s by the induction hypothesis. Then
the whole prefix v is accepted inA
mA ,mB,d
by the path
t
umA+k−1︷           ︸︸           ︷
w
−−→ (0, 0)
b
−−→ 0A
ck
−−→ t
umA+k−1
−−−−−−→ 0A . . . t
umA+k−1
−−−−−−→ 0A
ck
−−→ s︸                                                                             ︷︷                                                                             ︸
ℓ−times
v′
−−→ (0, 0) .
If v′ ends with an odd number of b’s, it is accepted by BmA,mB,e from a state s
′, by the inductive hypothesis. Then
the whole prefix v is accepted in BmA,mB,e by the path
(k, ℓ − 1)
umA+k−1
−−−−−−→ (k, ℓ − 1)
ck
−−→ (k, ℓ − 2) · · · · · · (k, 1)
umA+k−1
−−−−−−→ (k, 1)
ck
−−→ (k, 0)
umA+k−1
−−−−−−→ (k, 0)
ck
−−→ s′︸                                                                                                                                          ︷︷                                                                                                                                          ︸
ℓ−times
v′
−−→ (0, i) ,
where state (0, i) is accepting in BmA ,mB,e, that is, i is odd.
Together, the height of the tower formed by the prefixes is |umA+mBb| + 1 =
∏mA
i=1
(di + 1)
∏mB
i=0
(ei + 1) + 1. Notice
that umA+mBb ends with e0 + 1 letters b, hence it is accepted byAmA,mB,d. Then umA+mBb 4 umA+mBab and umA+mBab is
accepted by B
mA ,mB,d
, which extends the tower by one additional element and proves the claimed height of the tower.
It remains to show that there is no infinite tower. We show it in two steps. We first show that there is no infinite
tower over the alphabet ΣmA and then that there is no infinite tower over the alphabet ΣmA ∪ΓmB . Suppose the contrary,
and first let k ≥ 0 be the smallest integer such that there is an infinite tower over Σk. Since ε, b, b
2, . . . , be0 is the
highest tower over Σ0, we have that k ≥ 1. By the induction hypothesis, there is no infinite tower over Σk−1, therefore
we may consider an infinite tower where each word contains the letter ak. The crucial property of AmA ,mB,d is that
every word from L(A
mA,mB,d
) ∩ Σ∗
k
contains at most dk occurrences of letter ak. Without loss of generality, we can
therefore consider an infinite tower (wi)
∞
i=1
such that every wi contains the same (nonzero) number of occurrences of
ak. Let wi = w
′′
i
akw
′
i
, where w′
i
∈ Σ∗
k−1
. Since all transitions under ak end in an initial state in both automata, the
word w′
i
is accepted by A
mA ,mB,d
(by BmA ,mB,e resp.) if wi is accepted by AmA,mB,d (by BmA,mB,e resp.). Then (w
′
i
)∞
i=1
is
an infinite tower over Σk−1; a contradiction. Thus, let k ≥ 1 be the smallest integer such that there is an infinite tower
over the alphabet ΣmA ∪Γk. Similarly as above, since the number of occurrences of ck in words over ΣmA ∪Γk accepted
by the automatonB
mA,mB ,d
is restricted to ek, we can choose an infinite tower (wi)
∞
i=1
in which all words have the same
(nonzero) number of occurrences of the letter ck. Let wi = w
′′
i
ckw
′
i
with w′
i
∈ (ΣmA ∪ Γk−1)
∗. A direct inspection of the
automata yields that w′
i
is accepted by A
mA,mB,d
(by BmA ,mB,e resp.) if wi is accepted by AmA ,mB,d (by BmA ,mB,e resp.).
Then (w′
i
)∞
i=1
is an infinite tower yielding a contradiction.
If, in the previous theorem, mB = 0, the automaton BmA,mB,e is deterministic and we have the following corollary.
Corollary 6. For all integers m, d1, d2, . . . , dm ≥ 1 and every odd positive integer e, there exist an NFA with
∑m
i=1 di+2
states and a DFA with e+1 states over an alphabet of cardinality m+1 having a tower of height (e+1)
∏m
i=1(di+1)+2
and no infinite tower.
Proof. Let mA = m, mB = 0 and e = e0 in Theorem 5. Then there exist two NFAs with
∑m
i=1 di + 2 and e + 1 states
over an alphabet of cardinality mA + mB + 1 having a tower of height (e + 1)
∏mA
i=1
(di + 1) + 2 and no infinite tower.
Moreover, notice that the automaton BmA,0,e of Theorem 5 is deterministic.
Furthermore, the following corollary shows that the upper bound in Theorem 1 is tight if the alphabet is fixed even
if one of the automata is deterministic.
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Corollary 7. Let k ≥ 2 be a constant. Then the maximum height of a tower between an NFA with at most n states and
a DFA with at most n states over an alphabet of cardinality k having no infinite tower is in Ω
(
nk
)
.
Proof. Let m = k − 1, and let ℓ =
⌊
n−2
m
⌋
. For sufficiently large n, there are integers ℓ ≤ di ≤ ℓ + 1, i = 1, 2, . . . ,m, and
an odd integer n − 2 ≤ e ≤ n − 1 such that Corollary 6 yields an NFA with n states and a DFA with at most n states
over an alphabet of cardinality k = m + 1 having a tower of height at least (n − 1)(ℓ + 1)m ∈ Ω
(
nk
)
.
4.2. Lower bounds on the height of towers for NFAs over a growing alphabet
If the alphabet may grow, we immediately obtain the following result showing that the tower may be exponential
with respect to the size of the alphabet which is of the size of the number of states of the automata.
Corollary 8. For every integer n ≥ 3, there exist two NFAs with n states over an alphabet of cardinality 2n− 3 having
a tower of height 22n−3 + 2.
Proof. Let m ≥ 1. By Theorem 5 for mA = mB = m and di = ei = e0 = 1, for i = 1, 2, . . . ,m, there are two NFAs with
n = m + 2 states over an alphabet of cardinality 2m + 1 having a tower of height 22m+1 + 2 = 22n−3 + 2.
We further improve the lower bound by the following result. Its proof, which we give in full length, is a slight
modification of the proof of Theorem 5.
Theorem 9. For all integers mA ≥ 1, mB ≥ 0, and d1, d2, . . . , dmA , e1, e2, . . . , emB ≥ 1, there exist two NFAs with∑mA
i=1
di + 1 and
∑mB
i=1
ei + 2 states over an alphabet of cardinality mA + mB + 1 having a tower of height
∏mB
i=1
(ei + 1) ·(
2
∏mA
i=1
(di + 1) − 1
)
+ 1 and no infinite tower.
Proof. Let d0 = 1, e0 = 1, d = (d1, . . . , dmA), and e = (e1, . . . , emB). For k ≥ 0, let Σk = {b, a1, a2, . . . , ak} and
Γk = {c1, c2, . . . , ck} be alphabets. We define two NFAsAmA ,mB,d and BmA ,mB,e over ΣmA ∪ ΓmB as follows.
The set of states of the NFA A
mA,mB,d
is Q
mA ,d
= {(k, j) | k = 0, 1, 2, . . . ,mA; j = 0, 1, 2, . . . , dk − 1}. All states are
initial, and state (0, 0) is the unique accepting state. The transition function ofA
mA,mB,d
consists of
• a self-loop under Σk−1 for all states (k, j) with k > 0,
• an ai-transition from each (i, j) to (i, j − 1), for i, j > 0, and from each (i, 0) to states (ℓ, j), for 0 ≤ ℓ < i and
j = 0, 1, 2, . . . , dℓ − 1, and
• transitions under ΓmB from state (0, 0) to each state of QmA ,d \ {(0, 0)}.
The NFAA
mA ,mB,d
with mA = 3 and d = (3, 1, 2) is shown in Figure 4.
The NFA BmA,mB,e has the state set QmB ,e = {(k, j) | k = 0, 1, 2, . . . ,mB; j = 0, 1, 2, . . . , ei − 1} ∪ {(0, 1)}. All states
are initial, except for state (0, 1), which, in turn, is the unique accepting state. The transitions of BmA,mB,e consist of
• self-loops under ΣmA ∪ Γk−1 for all states (k, j) with k > 0, and of self-loops under ΣmA in state (0, 0),
• a ci-transition from each (i, j) to (i, j − 1), for i, j > 0, and from each (i, 0) to states (ℓ, j), for 0 ≤ ℓ < i and
j = 0, 1, 2, . . . , eℓ − 1, and to state (0, 1), and
• transitions under ΓmB ∪ {b} from (0, 0) to (0, 1).
The NFA BmA,mB,e with mB = 3 and e = (2, 2, 2) is shown in Figure 5.
We now define a word umA+mBb such that all its prefixes form a tower. To do this, we first inductively defined a
word umA so that u0 = ε and uk = (uk−1bak)
dkuk−1, for 0 < k ≤ mA. Then uk ∈ Σ
∗
k
and |uk| = 2
∏k
i=1(di + 1) − 2. We
now use the word umA to define, for 0 < k ≤ mB, a word umA+k = (umA+k−1ck)
ekumA+k−1. Then umA+k ∈ (ΣmA ∪ Γk)
∗ and
|umA+k | =
∏k
i=1(ei+1)
(
2
∏mA
i=1
(di + 1) − 1
)
−1. Finally, the word umA+mBb is of length
∏mB
i=1
(ei+1)
(
2
∏mA
i=1
(di + 1) − 1
)
,
therefore it has
∏mB
i=1
(ei + 1)
(
2
∏mA
i=1
(di + 1) − 1
)
+ 1 prefixes.
We now show that the prefixes of umA+mBb form a tower between the languages. Namely, we show by induction
on k that every prefix v of umA+kb is accepted by AmA ,mB,d from a state smaller than (k + 1, 0) if it ends with a letter
from ΣmA+k \ {b}, and it is accepted by BmA,mB,e from an initial state smaller than (k + 1, 0) if it ends with a letter from
Γk ∪ {b} .
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Figure 4: Automaton A′
3,mB ,(3,1,2)
of Theorem 9
0, 01, 01, 12, 02, 13, 03, 1 0, 1c3 c3 c2 c2 c1 c1 Γmb ∪ {b}
ΣmA ∪ Γ2 ΣmA ∪ Γ2 ΣmA ∪ Γ1 ΣmA ∪ Γ1 ΣmA ΣmA ΣmA
c3
c3
c3
c3
c2
c2
c3
c2
c1
Figure 5: Automaton BmA ,3,(2,2,2) of Theorem 9
For k = 0, it is easy to see that any prefix v of umAb ending with b is accepted by BmA ,mB,e from state (0, 0). We
show that if v is a prefix of umA ending with a letter from ΣmA \ {b}, then v is accepted byAmA ,mB,d from a state smaller
than (k + 1, 0). If v = u0 = ε, then v is accepted byAmA ,mB,e from state (0, 0). Let v = (uk−1bak)
ℓv′, for some v′ being a
prefix of uk−1 ending with a letter from ΣmA \ {b}. By the induction hypothesis, v
′ is accepted byAmA,mB,e from some
state s smaller than (k, 0). Then v is accepted byAmA ,mB,e by the path
(k, ℓ − 1)
uk−1b
−−−−→ (k, ℓ − 1)
ak
−−→ (k, ℓ − 2) . . . (k, 0)
uk−1b
−−−−→ (k, 0)
ak
−−→ s︸                                                                                        ︷︷                                                                                        ︸
ℓ−times
v′
−−→ (0, 0) .
Thus, let k ≥ 1 and consider the word umA+kb. The claim holds for prefixes of umA+k−1b by induction. Let umA+k−1
be accepted inA
mA,mB,d
from a state t. Let v be a prefix of umA+kb of the form (umA+k−1ck)
ℓv′, where 1 ≤ ℓ ≤ ek and v
′
is a prefix of umA+k−1.
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If v′ ends with a letter from ΣmA \ {b}, then AmA,mB,d accepts v
′ from a state s by the induction hypothesis. Then
the whole prefix v is accepted inA
mA ,mB,d
by the path
t
umA+k−1
−−−−−−→ (0, 0)
ck
−−→ t
umA+k−1
−−−−−−→ . . .
umA+k−1
−−−−−−→ (0, 0)
ck
−−→ s︸                                                                      ︷︷                                                                      ︸
ℓ−times
v′
−−→ (0, 0) .
If v′ ends with a letter from Γk ∪ {b}, it is accepted by BmA,mB,e from a state s
′ smaller than (k, 0) by the induction
hypothesis. Then the whole prefix v is accepted by BmA,mB,e by the path
(k, ℓ − 1)
umA+k−1
−−−−−−→ (k, ℓ − 1)
ck
−−→ (k, ℓ − 2)
umA+k−1
−−−−−−→ (k, ℓ − 2) · · · (k, 0)
umA+k−1
−−−−−−→ (k, 0)
ck
−−→ s′
v′
−−→ (0, 1) .
This shows the claimed height of the tower.
It remains to show that there is no infinite tower. We first show that there is no infinite tower over the alphabet ΣmA
and then that there is no infinite tower over the alphabet ΣmA ∪ΓmB . Suppose the contrary, and let k ≥ 0 be the smallest
integer such that there is an infinite tower over Σk. Since ε, b is the highest tower over Σ0, we have k ≥ 1. Since every
word of L(A
mA,mB,d
) ∩ Σ∗
k
contains at most dk occurrences of the letter ak, we can consider, without loss of generality,
an infinite tower (wi)
∞
i=1
in which every wi contains the same (nonzero) number of occurrences of ak. Let wi = w
′′
i
akw
′
i
,
where w′
i
∈ Σ∗
k−1
. Since all transitions under ak lead to an initial state, the word w
′
i
is accepted byA
mA,mB,d
(byBmA ,mB,e
resp.) if wi is accepted by AmA,mB,d (by BmA,mB,e resp.). Then (w
′
i
)∞
i=1
is an infinite tower over Σk−1; a contradiction.
Thus, let k ≥ 1 be the smallest integer such that there is an infinite tower over ΣmA ∪ Γk. Similarly as above, since the
number of occurrences of ck in words from (ΣmA ∪ Γk)
∗ accepted by the automaton B
mA ,mB,d
is restricted to ek, we can
choose an infinite tower (wi)
∞
i=1
such that all words have the same (nonzero) number of occurrences of the letter ck.
Let wi = w
′′
i
ckw
′
i
with w′
i
∈ (ΣmA ∪ Γk−1)
∗. A direct inspection of the automata yields that w′
i
is accepted by A
mA ,mB,d
(by BmA,mB,e resp.) if wi is accepted byAmA ,mB,d (by BmA,mB,e resp.). Then (w
′
i
)∞
i=1
is an infinite tower over ΣmA ∪ Γk−1;
a contradiction.
The following corollaries, improving the previous results, are straightforward.
Corollary 10. For any integers n1, n2 ≥ 2, there exist two NFAs with n1 and n2 states over an alphabet of cardinality
n1 + n2 − 2 having a tower of height 2
n1+n2−2 − 2n2−2 + 1 and no infinite tower.
Proof. Let mA = n1 − 1, mB = n2 − 2, and di = e j = 1, for all 1 ≤ i ≤ mA and 1 ≤ j ≤ mB. The claim now follows
from Theorem 9.
Choosing n2 = 2, we have the following result.
Corollary 11. For every integer n ≥ 2, there exist an NFA with n states and a DFA with two states over an alphabet
of cardinality n having a tower of height 2n and no infinite tower.
Proof. Let m ≥ 1 and set mA = m, mB = 0, and di = 1, for all i. By Theorem 9, there are two NFAs with n = m+1 and
2 states, respectively, over an alphabet of cardinalitym+ 1 having a tower of height 2m+1 and no infinite tower. Notice
that the automaton BmA,mB,e for mB = 0 has two states and its deterministic counterpart as well (cf. the automaton Bn
in Figure 6). This completes the proof.
5. Lower bounds on the height of towers for DFAs
Exponential lower bounds presented above are based on NFAs. It is an interesting question whether they can also
be achieved for DFAs. We answer this question in this section.
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0123 a1,0
b
a2,0, a3,0
b, a1,0,
a3,0, a3,1
b, a1,0,
a2,0, a2,1
a2,0
a2,1a3,2
a3,1
a3,0
1 2
Σn \ {b} b
b
Σn \ {b}
Figure 6: The DFAA3 (left) and the two-state DFA Bn (right), n ≥ 0.
5.1. Lower bounds on the height of towers for DFAs over a growing alphabet
Theorem 12. For every n ≥ 0, there exist two DFAs with at most n+1 states over an alphabet of cardinality
n(n+1)
2
+1
having a tower of height 2n and no infinite tower.
Proof. The main idea of the construction is to “determinize” the automata of the proof of Theorem 9 with mB = 0.
For the sake of simplicity, we consider the case m = n and di = 1, for i = 1, 2, . . . , n, and label states (i, 0) simply as i.
For a given integer n, we define a pair of deterministic automataAn andBn with n+1 and two states, respectively,
over the alphabet Σn = {b} ∪ {ai, j | i = 1, 2, . . . , n; j = 0, 1, . . . , i − 1} with a tower of height 2
n between L(An) and
L(Bn), and with no infinite tower. The two-state DFA Bn = ({1, 2},Σn, γn, 1, {2}) accepts all words over Σn ending with
b and is shown in Figure 6 (right).
The “determinization” idea of the construction of the DFAAn = ({0, 1, . . . , n},Σn, δn, n, {0}) is to use the automaton
An,(1,...,1) from the proof of Theorem 9, and to eliminate the nondeterminism by relabeling every transition (i, 0)
ai
−→
( j, 0) with a new unique letter (i, 0)
ai, j
−−→ ( j, 0). Then the tower of Theorem 9 is modified by relabeling the corresponding
letters. However, to preserve embeddability of the new letters, several self-loops must be added.
Formally, the transition function δn is defined as follows. For every ai, j ∈ Σn, we define the transition δn(i, ai, j) = j.
For every k = 1, 2, . . . , n and ai, j ∈ Σn such that i , k and j < k, we define the self-loop δn(k, ai, j) = k. Finally, we add
the self-loops δn(k, b) = k to every state k = 1, 2, . . . , n, see Figures 6 and 7 for an illustration.
For every 1 ≤ k ≤ n and 0 ≤ j < k, let αk, j = ak, jak, j−1 · · · ak,0, and let the words uk be defined by u0 = ε and
uk = uk−1bαk,k−1 uk−1. Note that ukb contains 2
k letters b.
We first give an informal description of the tower of height 2n betweenAn and Bn, which relates the construction
to Theorem 9. The tower is the sequence wn(0),wn(1), . . . ,wn(2
n − 1), where the longest word is defined by
wn = wn(2
n − 1) = αn,n−1 un−1b ∈ L(Bn) .
01234 a1,0
b
a2,0, a3,0, a4,0
b
a3,1, a4,1,
a1,0, a3,0, a4,0
b
a4,2
a2,1, a4,1,
a1,0, a2,0, a4,0
b
a3,2
a2,1, a3,1,
a1,0, a2,0, a3,0
a2,0
a2,1a3,2
a3,1
a3,0
a4,3
a4,2
a4,1
a4,0
Figure 7: Automaton A4.
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w3(0) = a3,0
w3(1) = a3,0 b
w3(2) = a3,1a3,0 b a1,0
w3(3) = a3,1a3,0 b a1,0 b
w3(4) = a3,2a3,1a3,0 b a1,0 b a2,0
w3(5) = a3,2a3,1a3,0 b a1,0 b a2,0 b
w3(6) = a3,2a3,1a3,0 b a1,0 b a2,1a2,0 b a1,0
w3(7) = a3,2a3,1a3,0 b a1,0 b a2,1a2,0 b a1,0 b
Figure 8: The tower between L(A3) and L(B3). We underline transitions between different states inA3.
The word wn(2i) is obtained from the word wn(2i + 1) by removing the last letter, which is b. The word wn(2i − 1) is
obtained from the word wn(2i) by removing the first letter of some occurrences of αk, j in wn(2i), see Figure 8 for the
case n = 3.
We now give a formal definition of wn(i), which is done recursively. For any k ≥ 1, we define wk(0) = αk,0 = ak,0
and wk(1) = ak,0 b. For 2 ≤ i ≤ 2
k − 1, let
wk(i) = αk,⌊log i⌋ u⌊log i⌋−1 bw⌊log i⌋
(
i − 2⌊log i⌋
)
. (3)
By double induction on n and i, we prove that the sequence (wn(i))
2n−1
i=0 is the required tower. For n = 1, the claim
holds, the tower is w1(0) = a1,0, w1(1) = a1,0 b. Let n > 1. The definition implies, by induction, that wn(i) is in L(Bn)
(that is, it ends with b) if and only if i is odd. Consider wn(i) with even i ≥ 2. Using (3), there is a path inAn labeled
by wn(i) and it can be decomposed as
n
an,⌊log i⌋
−−−−−−→
⌊
log i
⌋ αn,⌊log i⌋−1 u⌊log i⌋−1 b
−−−−−−−−−−−−−−→
⌊
log i
⌋ w⌊log i⌋(i−2⌊log i⌋)
−−−−−−−−−−−−→ 0 .
For the second segment of the path, note that both the alphabet of αn,⌊log i⌋−1 and the alphabet {b} ∪ {am,m′ | m ≤⌊
log i
⌋
− 1,m′ < m} of u⌊log i⌋−1 b are contained in the alphabet of self-loops of state
⌊
log i
⌋
. The last segment exists by
induction, since
⌊
log i
⌋
< n, i−2⌊log i⌋ ≤ 2⌊log i⌋ −1, the automatonA⌊log i⌋ is a restriction ofAn, and i−2
⌊log i⌋ is even.
We show that wn(i) 4 wn(i + 1). This is true for i = 0, and follows by induction from (3) if
⌊
log(i + 1)
⌋
=
⌊
log i
⌋
.
The latter equality holds unless i is of the form 2ℓ−1 for some ℓ > 1. If i = 2ℓ−1, then ℓ−1 =
⌊
log i
⌋
,
⌊
log(i + 1)
⌋
= ℓ
and we have
wn (i) = αn,ℓ−1 uℓ−2 bwℓ−1
(
2ℓ−1 − 1
)
= αn,ℓ−1 uℓ−2 bαℓ−1,ℓ−2 uℓ−2 b = αn,ℓ−1 uℓ−1 b,
wn (i + 1) = αn,ℓ uℓ−1 b aℓ,0 ,
hence wn(i) 4 wn(i + 1) holds.
Finally, observe that if (vi) is a tower between An and Bn, then (P(vi)) is a tower between An,(1,...,1) and Bn,
where P : ak, j 7→ ak is the natural projection of Σn to Σ. Therefore there is no infinite tower between An and Bn by
Theorem 9.
The “determinization” idea of the previous theorem can be generalized. However, compared to the proof of
Theorem 12, the general procedure suffers from the increase of states. The reason why we need not increase the
number of states in the proof of Theorem 12 is that the automata we are “determinizing” are such that there is an order
in which the transitions/states are used/visited, and that the nondeterministic transitions are acyclic.
Theorem 13. For every two NFAs A and B with at most n states and m input letters, there exist two DFAs A′ and
B′ with O
(
n2
)
states and O (m + n) input letters such that there is a tower of height r betweenA and B if and only if
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there is a tower of height r between A′ and B′. In particular, there is an infinite tower between A and B if and only
if there is an infinite tower betweenA′ and B′.
Proof. LetA and B be two NFAs with at most n states over an alphabet Σ of cardinalitym. Without loss of generality,
we may assume that the automata each have a single initial state. Let QA and QB denote their respective sets of states.
We modify the automata A and B to obtain the DFAs A′ and B′ as follows. Let QA′ = QA ∪ {σs,t | s, t ∈ QA} and
QB′ = QB ∪ {σs,t | s, t ∈ QB}, where σs,t are new states. We introduce a new letter yt for every state t ∈ QA ∪ QB.
It results in O
(
n2
)
states and O (m + n) letters. The transition function is defined as follows. In both automata, each
transition s
a
−→ t is replaced with two transitions s
yt
−→ σs,t and σs,t
a
−→ t. Moreover, self-loops in all new states are
added over all new letters. Note that all transitions are deterministic inA′ and B′.
We now prove that if there is a tower of height r betweenA and B, then there is a tower of height r betweenA′
and B′. Let (wi)
r
i=1 be a tower betweenA and B. Let
wi = xi,1xi,2 · · · xi,n ,
where n = |wr | and xi, j is either a letter or the empty word such that xi, j 4 xi+1, j, for each i = 1, 2, . . . , r − 1 and
j = 1, 2, . . . , n. For every wi, we fix an accepting path πi in the corresponding automaton. Let pi, j be the letter yt
where s −→ t is the transition corresponding to xi, j in πi if xi, j is a letter, and let pi, j be empty if xi, j is empty. We define
w′i = αi,1αi,2 · · ·αi,n ,
where αi, j = pi, jpi−1, j · · · p1, jxi, j if xi, j , ε, and αi, j = xi, j = ε otherwise. It is straightforward to verify that
(
w′
i
)r
i=1
is a
tower of height r betweenA′ and B′.
Let now
(
w′
i
)r
i=1
be a tower between A′ and B′. We show that
(
P
(
w′
i
))r
i=1
is a tower between A and B, where
P is a projection erasing all new letters. Obviously, we have P
(
w′
i
)
4 P
(
w′
i+1
)
. We now show that if a word w′
is accepted by A′, then P (w′) is accepted by A. Let π′ be the path accepting w′, and let τ′
1
, τ′
2
, . . . , τ′
k
denote the
sequence of all transitions of π′ labeled with letters from Σ in the order they appear in π′. By construction, τ′
i
is of the
form σsi−1,si
ai
−→ si for some states si ∈ QA, i = 0, 2, . . . , k, with s0 being initial and sk being accepting. Moreover, for
i < k, the transition τ′
i
is immediately followed in π′ by si
ysi+1
−−−→ σsi ,si+1 . Let τi be si−1
ai
−→ si. It is straightforward to
verify that τ1, τ2, . . . , τk is an accepting path of p(w
′) in A. Analogously for B′ and B. As the existence of towers of
arbitrary height is equivalent to the existence of an infinite tower, this concludes the proof.
A similar construction yields the following variant of the previous theorem.
Theorem 14. For every two NFAsA and B with at most n states and m input letters, there exist two DFAsA′ and B′
with O(mn) states and O(mn) input letters such that there is a tower of height r betweenA and B if and only if there
is a tower of height r betweenA′ and B′. In particular, there is an infinite tower betweenA and B if and only if there
is an infinite tower betweenA′ and B′.
Proof. Let QA′ = QA ∪ {σa,t | a ∈ Σ, t ∈ QA} and QB′ = QB ∪ {σa,t | a ∈ Σ, t ∈ QB}, where σa,t are new states. The
alphabet of A′ and B′ is Σ ∪ {at | a ∈ Σ, t ∈ QA ∪ QB}. We have O(mn) states and letters. Each transition s
a
−→ t, in
both automata, is replaced with two transitions s
at
−→ σa,t and σa,t
a
−→ t. Self-loops in all new states are added over all
new letters. The rest of the proof is analogous to the proof of Theorem 13.
5.2. Lower bounds on the height of towers for DFAs over a fixed alphabet
The size of the alphabet in the previous constructions depends on the number of states, hence these constructions
cannot be used to answer the questions whether the upper bound of Theorem 1 is tight for DFAs over a fixed alphabet.
We answer this question now.
Theorem 15. For all integers m, d1, d2, . . . , dm ≥ 2 and every odd positive integer e, there exist two DFAs with
2d1+
∑m
i=2(di+1) and e+1 states over an alphabet of cardinality m+1 having a tower of height ((e + 1)d1 + 2)
∏m
i=2 di
and no infinite tower.
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Proof. For every m ≥ 1, we define the alphabet Σm = {b, a1, a2, . . . , am}. We set d = (d1, . . . , dm), and define two
DFAs A
m,d
and Be over Σm as follows. The set of states of the DFA Am,d is Qm,d = {(k, j) | k = 1, 2, . . . ,m;
j = 0, 1, 2, . . . , dk − 1} ∪ {k
′ | k = 2, . . . ,m} ∪ {(1, i′) | i = 0, 1, . . . , d1 − 1}. State (m, dm − 1) is initial, and states (1, j),
j = 0, . . . , d1 − 1, are accepting. The transition function ofAm,d consists of
• an ai-transition from each (i, j) to (i, j − 1), and from each (i, 0) to states (i − 1, di−1 − 1), for i > 1 and j > 0,
• an a1-transition from each (1, j
′) to (1, j − 1), for 1 ≤ j ≤ d1 − 1,
• a transition from (i, di − 1) to i
′ and back under a1, for i ≥ 2,
• a b-transition from (1, j) to (1, j′) and back, for 0 ≤ j ≤ i,
• self-loops in (i, j), for i ≥ 2 and 0 ≤ j < di − 1, under Σi−1, and
• self-loops under ai in states i
′, for i ≥ 2.
See Figure 9 for an example.
1, 0
1, 0′
1, 1
1, 1′
1, 2
1, 2′
2, 02, 12, 2
2′
3, 03, 1
3′
bbbbbba1a1a1a1
a3 a3 a2 a2 a2
a1 a1
Σ2 Σ1 Σ1
a2a3
Figure 9: Automata A3,(2,3,2) of Theorem 15
The DFABe has the states {0, 1, . . . , e}. State 0 is initial and states with odd numbers are accepting. The transitions
of Be contain b-transitions from state i to state i + 1, for each 0 ≤ i ≤ e − 1, a transition under {a1, a2, . . . , am} from
state e to state 0, and a self-loop in state 0 under {a1, a2, . . . , am}, see Figure 10 for an illustration.
We now show by induction on m that there is a tower of height (d1(e + 1) + 2)
∏m
i=2 di betweenAm,d and Be. Note
that form = 1, the automataA1,(d1) and Be are (deterministic) variants of automata from Theorem 3, and they have the
tower of prefixes of the word u = (bea1)
d1−1 be with two additional words: ub accepted byA1,(d1), and ua1b
e accepted
by Be in the state e. The tower has the required height d1(e + 1) + 2. (cf. also Theorem 21 and Figure 12 below).
Let now (wm−1,i)
ℓ
i=1
,with ℓ = (d1(e+1)+2)
∏m−1
j=2 d j, be a tower between the automataAm−1,(d1,...,dm−1) andBe, where
wm−1,1 is accepted byAm−1,(d1,...,dm−1) and wm−1,ℓ is accepted by Be in the state e. Let um, j = (a1ama1)
ja
dk− j
m
(
wm−1,ℓam
) j
.
We show that (wm,i)
dmℓ
i=1
with
wm, jℓ+k = um, jwm−1,k, j = 0, 1, . . . , dm − 1, k = 1, 2, . . . , ℓ,
is a tower between the automataAm,(d1,...,dm) and Be, where wm,1 is accepted by Am,(d1,...,dm) and wm,dmℓ is accepted by
Be in the state e.
0 1 2 3 4 5b b b b b
Σm \ {b}
Σm \ {b}
Figure 10: Automata B5 of Theorem 15
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Since wm−1,ℓ ∈ Σ
∗
m−1
, it is straightforward to verify that, for each j = 0, . . . , dm − 1, the word um, j is a label, in
Am,(d1,...,dm), for a transition from (m, dm − 1) to (m − 1, dm−1 − 1), namely
(m, dm − 1)
(a1ama1)
j
−−−−−−−→ (m, dm − 1)
a
dm− j
m
−−−−−→ (m, j − 1)
(wm−1,ℓam)
j
−−−−−−−−−→ (m − 1, dm−1 − 1) .
In Be, each um, j is a label for a cycle starting and ending in the state 0. Namely
0
(a1ama1)
ja
dm− j
m
−−−−−−−−−−−→ 0
wm−1,ℓ
−−−−−→ e
am
−−−→ 0︸              ︷︷              ︸
j−times
.
This implies, by induction and by the construction of the automata, thatwm,i are accepted as required. By induction,
we have that wm, jℓ+k 4 wm, jℓ+k+1 for each 1 ≤ k < ℓ, and the definition of um, j implies that also
wm, jℓ = (a1ama1)
j−1a
dk− j+1
m
(
wm−1,ℓam
) j−1
wm−1,ℓ 4 (a1ama1)
ja
dk− j
m
(
wm−1,ℓam
) j
= wm, jℓ+1.
This completes the proof that (wm,i)
dmℓ
i=1
is a tower with required properties.
It remains to show that there is no infinite tower. For the sake of contradiction, let m be the smallest number such
that there exists an infinite tower (wi)
∞
i=1
betweenA
m,d
and Be, for some d and e. By Theorem 3, we know that m > 1.
Suppose, first, that for all i, wi ∈ {a1, am}
∗w′
i
where w′
i
∈ Σ∗
m−1
. We may assume that a1 is not the first letter of w
′
i
. This
implies that after reading the {a1, am}
∗ part,A
m,d
is in (m − 1, dm−1 − 1) and that Be is in 0. Thus (w
′
i
)∞
i=1
is an infinite
tower betweenAm−1,(d1,...,dm−1) and Be; a contradiction. Let now t > 1 be the largest integer such that a word ca
t
m 4 wi
for some i, where c ∈ Σm \ {a1, am}. It is straightforward to verify that ca
dm
m cannot be embedded into any word from
L(A
m,d
), hence t < dm. Without loss of generality, we can suppose that ca
t
m 4 wi for all i. Let wi = w
′′
i
w′
i
where w′′
i
is the shortest prefix of wi, such that ca
t
m 4 w
′′
i
. Then w′
i
∈ Σ∗
m−1
, and (w′
i
)∞
i=1
is again a tower betweenAm−1,(d1,...,dm−1)
and Be; a contradiction.
As a corollary, we have that the upper bound of Theorem 1 is tight for a fixed alphabet even for DFAs.
Corollary 16. Let k ≥ 2 be a constant. Then the maximum height of a tower between two DFAs with at most n states
over an alphabet of cardinality k having no infinite tower is in Ω
(
nk
)
.
Proof. Letm = k−1, and let ℓ =
⌊
n
k
⌋
. For sufficiently large n, there is an integer ℓ ≤ d1 ≤ ℓ+1, integers ℓ−1 ≤ di ≤ ℓ,
i = 2, . . . ,m, and an odd integer n − 2 ≤ e ≤ n − 1 such that Theorem 15 yields two DFAs with n states over an
alphabet of cardinality k = m + 1 having a tower of height at least ((n − 1)ℓ + 2)(ℓ − 1)k−2 ∈ Ω
(
nk
)
.
6. Towers of prefixes
It is remarkable that lower bounds on the height of finite towers for NFAs in this paper were obtained by examples
where wi is not just a subsequence of wi+1 but even its prefix (sometimes this rule is violated by the last element of
the tower). In this section we therefore investigate what can be said about alternating towers of prefixes. A simple
example of languages L1 = a(ba)
∗ and L2 = b(ab)
∗ shows that the towers of prefixes and towers (of subsequences)
may behave differently. Indeed, there is no infinite tower of prefixes between L1 and L2, since every word of L1
begins with a and cannot thus be a prefix of a word of L2, which begins with b. But there is an infinite tower, namely,
a, bab, ababa, . . ..
We first describe a pattern on two automataA andB that characterizes the existence of an infinite tower of prefixes
between them. LetA = (QA,Σ, δA, qA, FA) and B = (QB,Σ, δB, qB, FB) be two NFAs. We say that (σ, σ1, σ2, τ, τ1, τ2)
is a pattern of the automataA and B if σ, σ1, σ2, τ, τ1, τ2 are states of the product automaton such that
• σ1 ∈ FA × QB and τ1 ∈ QA × FB,
• σ is reachable from the initial state,
• states σ1 and σ2 are reachable from state σ under a common word,
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• states τ1 and τ2 are reachable from state τ under a common word, and
• τ is reachable from σ2 and σ is reachable from τ2.
The definition is illustrated in Figure 11. We allow any of the words in the definition to be empty, with the convention
that any state is reachable from itself under the empty word.
The following theorem provides a characterization for the existence of an infinite tower of prefixes.
Theorem 17. Let A and B be two NFAs. Then there is an infinite tower of prefixes between A and B if and only if
there is a pattern of automataA and B.
Proof. Let (σ, σ1, σ2, τ, τ1, τ2) be a pattern of the automata A and B. Let u denote a word under which state σ
is reachable from the initial state (qA, qB). Let x (y resp.) be a word under which both σ1 and σ2 (τ1 and τ2
resp.) are reachable from σ (τ resp.). Let u1 denote a word under which τ is reachable from σ2, and u2 a word
under which σ is reachable from τ2, see Figure 11. Together, we have an infinite tower of prefixes ux, ux(u1y),
ux(u1y)(u2x), ux(u1y)(u2x)(u1y), . . . .
Assume now that there exists an infinite tower of prefixes (wi)
∞
i=1
between the languages L(A) and L(B). Consider
the automaton det(A×B), the determinization of A×B by the standard subset construction, and let qA×B be its
initial state. A sufficiently long element of the tower defines a path
qA×B
u
−→ X
zX
−→ Y
zY
−→ X
in the automaton det(A×B), such that X contains a state ( f1, q1) ∈ FA ×QB and Y contains a state (q2, f2) ∈ QA × FB.
For every state of X, there exists an incoming path from an element of Y labeled by zY since X = δA×B(Y, zY ).
Similarly, for every state of Y, there exists an incoming path from an element of X labeled by zX since Y = δA×B(X, zX).
Thus, there are infinitely many paths from X to X labeled with words from (zXzY )
+ ending in state ( f1, q1). Therefore,
there exists a state (s1, t1) ∈ X and integers k1 and ℓ1 such that
(s1, t1)
(zXzY )
k1
−−−−−→ (s1, t1)
(zXzY )
ℓ1
−−−−−→ ( f1, q1) .
Similarly, there exists a state (s2, t2) ∈ X and integers k2 and ℓ2 such that
(s2, t2)
(zXzY )
k2
−−−−−→ (s2, t2)
(zXzY )
ℓ2 zX
−−−−−−−→ (q2, f2) .
Let σ = τ = (s1, t2). Since (qA×B)
u
−→ (si, ti), i = 1, 2, also (qA×B)
u
−→ σ. Let x = (zXzY )
ℓ1 and y = (zXzY )
ℓ2zX .
Then σ
x
−→ ( f1, t3) where t3 is a state in the cycle t2
(zXzY )
k2
−−−−−→ t2 in B. Similarly, τ
y
−→ (s3, f2) where s3 is a state in the
cycle s1
(zXzY )
k1
−−−−−→ s1 inA. We set σ1 = ( f1, t3) and τ1 = (s3, f2). The pattern is completed by states σ2 and τ2, such that
σ
x
−→ σ2
u1
−→ τ
y
−→ τ2
u2
−→ σ
where u1 and u2 can be chosen as u1 = (zXzY )
ℓ1k1k2−ℓ1 and u2 = zY (zXzY )
ℓ2k1k2−ℓ2−1.
σ τ
σ2
τ2
x u1
yu2
σ1 τ1
x y
u
Figure 11: The pattern (σ, σ1, σ2, τ, τ1 , τ2)
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We point out that the pattern can easily be identified. It could even be shown that to decide whether there is a
pattern between the automata, that is, whether there is an infinite tower of prefixes, is an NL-complete problem for
both NFAs and DFAs. This is in contrast to deciding the existence of an infinite tower of subsequences, which is
PTime-complete [7].
We have already mentioned that if there are towers of arbitrary height, then there is an infinite tower. This property
holds for any relation that is a well quasi order (WQO) [3, Lemma 6] of which the subsequence relation is an instance.
The prefix relation is not a WQO. However, Theorem 17 and its proof shows that the pattern and therefore also an
infinite tower of prefixes can be found as soon as there exists a sufficiently long tower of prefixes. On the other
hand, this argument depends on the fact that the languages are regular. Indeed, the following example shows that the
property in general does not hold for non-regular languages.
Example 18. Let K = {a, b}∗a and L = {am(ba∗)nb | m > n ≥ 0} be two languages. Note that K is regular and L is
non-regular context-free. The languages are disjoint, since the words of K end with a and the words of L with b. For
any k ≥ 1, the words w2i+1 = a
k(ba)i ∈ K and w2(i+1) = a
k(ba)ib ∈ L, for i = 0, 1, . . . , k − 1, form a tower of prefixes
between K and L of height 2k. On the other hand, let w1,w2, . . . be a tower of prefixes between the languages K and
L. Without loss of generality, we may assume that w1 belongs to L. Then a
kb is a prefix of w1, for some k ≥ 1. It is
not hard to see that |wi|b < |wi+2|b holds for any wi ≤ wi+1 ≤ wi+2 with wi,wi+2 in L and wi+1 in K. As any word of L
with a prefix akb can have at most k occurrences of letter b, the tower cannot be infinite.
Given that the height of finite towers of prefixes for regular languages is bounded, we now investigate the bound.
We shall need the following auxiliary lemma.
Lemma 19. Let k1, ℓ1, k2, ℓ2 ≥ 0 be integers and k1 + k2 > 0 and ℓ1 + ℓ2 > 0. Then 2 ·min(k1k2, ℓ1ℓ2) ≤
(k1+ℓ1)(k2+ℓ2)
2
.
Moreover, if k1k2 , ℓ1ℓ2, then 2 ·min(k1k2, ℓ1ℓ2) + 1 ≤
(k1+ℓ1)(k2+ℓ2)
2
.
Proof. Suppose that k1 = 0. Then the first claim is obvious. The condition of the second one holds only if ℓ1, ℓ2 > 0.
Since also k2 > 0, we get the second claim. By symmetry, we shall further suppose that k1, ℓ1, k2, ℓ2 ≥ 1.
Let now k1 ≤ ℓ1 and k2 < ℓ2. Then 2min(k1k2, ℓ1ℓ2) + 1 = 2k1k2 + 1 ≤ 2k1k2 + k1 =
2k1(2k2+1)
2
≤
(k1+ℓ1)(k2+ℓ2)
2
.
By symmetry, it remains to consider the case k1 ≤ ℓ1 and ℓ2 ≤ k2. Set d1 = ℓ1 − k1 and d2 = k2 − ℓ2. By symmetry,
we may also suppose d1ℓ2 ≤ d2k1. Then
2min(k1k2, ℓ1ℓ2) = 2min(k1(ℓ2 + d2), (k1 + d1)ℓ2) = 2k1ℓ2 + 2d1ℓ2
≤ 2k1ℓ2 + d1ℓ2 + d2k1 +
d1d2
2
=
(2k1 + d1)(2ℓ2 + d2)
2
=
(k1 + ℓ1)(k2 + ℓ2)
2
.
If k1k2 = k1(ℓ2 + d2) , (k1 + d1)ℓ2 = ℓ1ℓ2, then d1ℓ2 < d2k1, that is, d1ℓ2 + 1 ≤ d2k1, and the obvious modification of
the last formula yields the second claim.
For DFAs we have the following bound.
Theorem 20. LetA and B be two nonempty DFAs with n1 and n2 states that have no infinite tower of prefixes. Then
the height of a tower of prefixes betweenA and B is at most n1n2
2
+ 1.
Proof. LetA = (QA,Σ, δA, qA, FA) andB = (QB,Σ, δB, qB, FB), and let X = FA×(QB \FB) and Y = (QA\FA)×FB.
Final states (pi, qi) = δ((qA, qB),wi) of any tower of prefixes (wi)
r
i=1
betweenA andB in the product automatonA×B
have to alternate between the states of X and Y, with the exception of wr: there may be no path labeled by wr in the
non-accepting automaton, and therefore also no path in the product automaton A×B (recall our convention not to
consider states that do not appear on an accepting path).
If (pi, qi) = (p j, q j) for some 1 ≤ i < j < r, then there is a path
(qA, qB)
wi
−→ (pi, qi)
u
−→ (pi+1, qi+1)
v
−→ (pi, qi) .
with wi+1 = wiu and w j = wiuv. Then there is an infinite tower of prefixes wi,wiu,wiuv,wiuvu, . . . , a contradiction.
Therefore, it remains to show that there may be at most n1n2
2
alternations without repeated states between X and Y.
If |X| = |Y |, then there are at most 2min(|X|, |Y |) such alternations. If |X| , |Y |, then there are at most 2min(|X|, |Y |)+
1 such alternations. In both cases, the proof is completed by Lemma 19 with k1 = |FA|, ℓ2 = |FB|, and ni = ki + ℓi,
i = 1, 2, noting that for k1 = 0 or ℓ2 = 0 the claim holds since then L(A) or L(B) is empty.
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Figure 12: DFAsAd and Be of Theorem 21 for d = e = 5
The following theorem allows to conclude that the above bound is tight.
Theorem 21. For every positive integer d and every odd positive integer e, there exists a binary DFA with 2d states
and a binary DFA with e + 1 states having a tower of prefixes of height d(e + 1) + 1 and no infinite tower.
Proof. We consider the proof of Theorem 3, but instead of taking the NFA Ad, we take its DFA equivalent, which
has 2d states and, for simplicity, we denote it Ad as well, cf. Figure 12. From Theorem 3, there is no infinite tower
between the languages, hence there is also no infinite tower of prefixes between the DFAs.
Consider the word w = (bea)d−1be+1. By the proof of Theorem 3,Ad accepts all prefixes of w ending with an even
number of b’s, including those ending with a, and Be accepts all prefixes of w ending with an odd number of b’s. The
sequence (wi)
|w|+1
i=1
, where wi is the prefix of w of length i − 1, for i = 1, 2, . . . , |w| + 1, is therefore a tower of prefixes
between Ad and Be of height |w| + 1 = (e + 1)(d − 1) + e + 1 + 1 = d(e + 1) + 1. (The last word of the tower in
Theorem 3 does not fit to a prefix tower.)
Corollary 22. For every even positive integers n1 and n2, there exist binary DFAs with n1 and n2 states having a tower
of prefixes of height n1n2
2
+ 1 and no infinite tower.
Proof. The proof follows from Theorem 21 by setting d = n1
2
and e = n2 − 1.
Comparing towers of subsequences and prefixes with respect to the number of states of DFAs, Theorem 12 shows
that there are towers of subsequences of exponential height, while Theorem 20 gives a quadratic bound on the height of
towers of prefixes. It shows an exponential gap between the height of towers of subsequences and prefixes for DFAs.
What is the situation for NFAs? An immediate consequence of the NFA-to-DFA transformation and Theorem 20 give
the following asymptotically tight bound.
Corollary 23. Given two NFAs with at most n1 and n2 states and with no infinite tower of prefixes, the height of a
tower of prefixes between them is at most 2n1+n2−1 − 2n1−1 − 2n2−1 + 1. Moreover, the lower bound is 2n1+n2−2 − 2n2−2 + 1
for any n1, n2 ≥ 2.
Proof. Let two NFAs with n1 and n2 states. Their corresponding minimal DFAs have at most 2
n1 − 1 and 2n2 − 1
nonempty states. By Theorem 20, the upper bound on the height of towers of prefixes is 1
2
(2n1 − 1)(2n2 − 1) + 1.
Taking the integer part, the height is at most
(2n1−1)(2n2−1)+1
2
= 2n1+n2−1 − 2n1−1 − 2n2−1 + 1.
The lower bound is obtained from Corollary 10 noting that the tower constructed in the proof of Theorem 9 is a
tower of prefixes.
A natural question is whether there are any requirements on the size of the alphabet in case of automata with
exponentially high towers of prefixes. The following corollary shows that the alphabet can be binary and the tower is
still more than polynomial in the number of states.
Corollary 24. For any n there are binary NFAs with at most n states with no infinite tower of prefixes and with a
tower of prefixes of a superpolynomial height with respect to n.
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Proof. The property of being a tower of prefixes is preserved if the alphabet is encoded in binary. The binary code
of each letter has length at most logm for an alphabet of cardinality m. Therefore, every transition under an original
letter can be replaced by a path with at most logm new states.
Consider the automata AmA,mB,(1,...,1) and BmA ,mB,(1,...,1) of Theorem 9. They have mA + 1 and mB + 2 states and
O((mA+mB)
2) transitions. Encoding every letter in binary results in automata with n1+n2 = O((mA+mB)
2 log(mA+mB))
states and a tower of height at least 2mA+mB ∈ 2
Ω
(√
n1+n2
log(n1+n2)
)
.
The following question is open.
Open Problem 25. Given two NFAs with n1 and n2 states over a fixed alphabet with m letters. Assume that there is
no infinite tower of prefixes between the automata. What is the tight bound on the height of towers of prefixes?
7. Conclusion
We investigated the height of finite towers between two regular languages as a function of the number of states of
the automata representing the languages. We also paid attention to three additional parameters: (non)determinism, the
size of the alphabet, and the structure of the tower (formed by subsequences or by prefixes). The connection between
the parameters is summarized as follows (for an overview of the results see Table 1).
The NFA vs. DFA representation does not play a crucial role since any tower between two NFAs can be “deter-
minized” to a tower between two DFAs with only a moderate increase of the number of states.
A difference between towers of subsequences and towers of prefixes is less clear. It is conspicuous that our best,
exponentially high towers are essentially towers of prefixes. Although this holds only for NFAs (for DFAs and towers
of prefixes we have achieved an exact quadratic bound), it is worth noting that the proper subsequence relation is used
exclusively in the determinization constructions. It leaves an intriguing open question whether, in the nondeterministic
case, there is any substantial difference between towers of subsequences and towers of prefixes. In other words, the
question is whether the subsequence relation can be simulated by the prefix relation using nondeterminism.
Unclear is also the real influence of the alphabet size. We have seen that the height of towers grows exponentially
with the alphabet size up to the point when the alphabet size is roughly the same as the number of states. The second
intriguing question is whether the towers can grow with the alphabet beyond this point. The unconditional upper
bound we have obtained is O
(
n|Σ|
)
, where the only limit on the size of Σ is the trivial bound 2n
2
on the number of
inequivalent letters (a letter a can be identified with the mapping δ( · , a) : Q → 2Q).
The two open questions are related. If, for NFAs, towers of prefixes are as high as towers of subsequences, then
Θ(2n1+n2) is the optimal bound (cf. Open Problem 2).
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