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Abstract—This paper presents a registration method for
images with global illumination variations. The method is based
on a joint iterative optimization (geometric and photometric) of
the L1 norm of the intensity error. Two strategies are compared
to directly find the appropriate intensity transformation within
each iteration: histogram specification and the solution obtained
by analyzing the necessary optimality conditions. Such strategies
reduce the search space of the joint optimization to that of the
geometric transformation between the images.
Keywords—image registration; illumination transformations;
first variation, histogram specification; aerial imaging.
I. INTRODUCTION
Image registration is the process of aligning two or more
images and it is used as a preprocessing step in many areas
such as medical imaging, augmented reality and remote sens-
ing. Despite being a classic problem, research on registration
under illumination variations due to acquisition with different
sensors or at different times of the day can be found in recent
literature [1].
There are two main approaches to estimate the geometric
registration parameters: feature-based and area-based. Feature-
based methods provide a layer of abstraction on top of the
image intensities and are widely used, but they rely on the
identification of enough distinctive features. When this is not
possible, area-based (i.e., “direct” or “dense”) methods that
work on pixel intensities are preferred. These methods are
usually based on the minimization of the L2 intensity error
norm, but this measure is not robust in presence of outliers [2].
Some of the approaches that take into account illumination
variations try to jointly optimize both geometric and photo-
metric parameters, thus increasing the size of the parameter
space [3]. In the context of aerial imaging, some solutions deal
with this problem by applying direct histogram specification
but with a feature-based approach [4].
In this paper, a registration technique to deal with global
illumination changes is presented. It is an area-based method
that also considers a photometric transformation between im-
ages and minimizes the L1 intensity error norm. To reduce the
number of parameters in the iterative minimization process,
two techniques that directly compute an intensity transforma-
tion are tested: histogram specification and a transformation
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Fig. 1. Our method (red curve) can recover the global intensity transformation
(blue curve) applied to the sensed image (for meaningful intensity levels in the
histogram of the sensed image). The histograms of the sensed and transformed
images are also displayed.
that satisfies the necessary optimality conditions. The tech-
nique is exemplified on aerial imagery, but it can also be
applied to other types of images.
II. PROPOSED METHOD
A. Joint optimization of geometric and photometric warpings
Let I1 be a target image and let I2 be a sensed image that
is to be registered with respect to I1. The proposed method is
based on the minimization of the energy functional
E(g, f) =
∥∥I1 − Iˆ1∥∥L1(Ω1), (1)
where ‖ · ‖L1(Ω1) is the L1 norm over the domain Ω1 of the
target image, and Iˆ1 is the predicted image, which is obtained
by applying a geometric transformation g (defined by a finite
number of parameters) and a global illumination change f to
the sensed image: Iˆ1 = f ◦ I2 ◦ g, by function composition.
To jointly optimize (1) with respect to g and f , we design
a nested strategy: an iterative quasi-Newton method is used
in a coarse-to-fine approach to evolve the parameters of the
geometric transformation g while, for each candidate g, a direct
solver provides the intensity transformation f . Derivatives in
the quasi-Newton method are approximated by finite differ-
ences. An initialization of the geometric parameters is required
to start the algorithm. Next, we comment on two direct solvers
for f .
B. Histogram specification
Histogram specification is a technique commonly used in
image enhancement [5]. It is a generalization of the histogram
equalization method but instead of producing an image with a
uniform histogram it seeks to produce an output image with
a specified histogram. We use this technique to compute the
intensity transformation f that gives the predicted image Iˆ1.
To do that, the sensed image is warped (I2 ◦ g) according to
the registration parameters and its histogram is transformed to
match that of the target image I1. This allows for a comparison
between intensity levels of the target and predicted images.
C. Intensity transformation satisfying the optimality condition
The histogram specification technique is not aware of the
pixel location in the image and is not obtained from (1). Our
goal is to find an appropriate f regarding these considera-
tions. Consequently, we analyze the first variation of (1) to
find a transformation f that satisfies the necessary optimality
condition (i.e., zero functional gradient: δE/δf = 0).
After some calculations in the Euler-Lagrange equations,
and considering the intensity level sets of the images, we obtain
the functional gradient of (1):
δE
δf
(µ) =
∫
Ω1
sgn
(
f(µ)− I1(x)
)
δ
(
µ− (I2 ◦ g)(x)
)
dx (2)
where sgn(·) is the sign function and δ(·) is the Dirac delta.
The optimality condition depends on the level sets of I2◦g.
Further analysis of setting (2) to zero reveals the direct solver:
for each intensity level µ we can find the corresponding f(µ)
by computing the median of the intensity values of the target
image for those x in the level sets of I2◦g, i.e., µ = (I2◦g)(x).
Fig. 1 shows the recovered f using this method, which does
not need to be monotonic and provides a good fit in the input
intensity levels with significant histogram mass.
III. EXPERIMENTS AND RESULTS
To evaluate the proposed method we have used multiple
pairs of aerial images containing critical situations (e.g., poor
textures or large illumination changes). All of them have been
acquired using the same procedure as in [6] to simulate an
Unmanned Aerial Vehicle (UAV) flying at altitudes between
6 and 10 km and using a downward-looking camera. For
simplification, to test both intensity transformation strategies
in II-B and II-C, the geometric warping applied to the images
is limited to a rotation. In the performed experiments we have
tested two types of illumination changes: (1) slight intensity
changes due to the use of different camera sensor parameters
(gain, shutter speed, etc.) and (2) natural illumination changes
(e.g., day or night). The former is simulated by applying an
arbitrary (e.g., linear) transformation and the latter is done by
changing the acquisition settings.
Fig. 2 illustrates some representative results comparing the
estimations obtained by the coarse-to-fine nested optimization
strategy in II-A using either histogram specification (method
in II-B) or the transformation that fits the necessary optimality
conditions (method in II-C). The first row (Fig. 2(a)) shows
the results of applying the registration method to an image of
an urban area that is rich in texture. It can be observed that
both methods provide an accurate registration in this situation.
Fig. 2(b) depicts two images of a desert area, poor in texture.
This example shows that the choice in II-C is more reliable
Fig. 2. Right column: sensed images. Left column: target images, with
color notation: red (exact registration), blue (registration with II-B), green
(registration with II-C).
than II-B in these situations because an accurate registration is
obtained whereas it is not with the later. Finally, in Fig. 2(c)
a scenario of two images with natural illumination changes is
shown. In this case, the method II-C is also the only one that
achieves an accurate registration.
IV. CONCLUSION
We have proposed an image registration method that can
also deal with global illumination changes. It is based on a
joint optimization of an energy functional on the L1 norm.
In our nested iterative approach, two strategies to recover
the illumination transformation for a given geometric warping
are presented. The results show a better performance of the
registration by means of the illumination transformation that
is based on the optimality condition analysis rather than that
of the histogram specification technique.
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