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CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION
GYULA LAKOS
Abstract. We review and provide simplified proofs related to the Magnus expansion
in the Banach algebra and Banach–Lie algebra settings, and improve convergence
estimates. Some observations and improvements concerning the Baker–Campbell–
Hausdorff expansion are also made.
Introduction
The Baker–Campbell–Hausdorff expansion and its continuous generalization, the Mag-
nus expansion, attract attention from time to time; this is probably partly due to their
aesthetically pleasing nature. There are many rediscoveries in this area. For example,
related to the Magnus expansion, see Magnus [22] and Chen [7]; Mielnik, Pleban´ski [21]
and Strichartz [32] and Vinokurov [36]; Goldberg [14] and Helmstetter [16].
Here we review and provide simplified proofs related to the basic properties of the
Magnus expansion in the Banach algebra and Banach–Lie algebra settings, and improve
various convergence estimates. We will not discuss the Magnus expansion for vector
fields or PDEs, where there is much to do yet. See Blanes, Casas, Oteo, Ros [3] for some
other aspects of Magnus expansion. Some observations and improvements concerning
the Baker–Campbell–Hausdorff expansion are also made.
We refer to Bourbaki [5], Reutenauer [30], and Bonfiglioli, Fulci [4] for general back-
ground in Lie theory, including the Baker–Campbell–Hausdorff expansion, the Poincare´–
Birkhoff–Witt theorem, the Dynkin–Specht–Wever lemma, and the Dynkin formula, for
which we do not make particular references. Especially, [4] can be useful: It discusses
the above mentioned topics in rather great detail, and it provides a guide to further
literature, but the detailed discussion ends about the same place where our discussion
begins. Dunford, Schwartz [12] still provides a reasonably good reference for functional
analysis. Furthermore, we cite Flajolet, Sedgewick [13] for generating function tech-
niques, including a discussion of the role of Pringsheim’s theorem, etc. We refer to
Coddington, Levinson [9], Hsieh, Sibuya [17], Teschl [33] for the theory of ordinary dif-
ferential equations, including existence and uniqueness theorems, and some standard
solution techniques.
Section 1 provides an introduction to the Magnus expansion in the setting of Ba-
nach algebras. The emphasis is on recovering some known results, organized efficiently.
Section 2 uses the resolvent technique to refine these results. Section 3 provides an
introduction the conformal range of operators on Hilbert spaces, something we use in
the next three sections. In Section 4 we give explicit growth estimates for the Magnus
expansion in setting of Hilbert space operators. In Section 5 we consider some care-
fully selected examples. These are used to test our earlier estimates but also help to
understand the 2 × 2 real case better. Section 6 develops an analysis of the 2 × 2 real
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case. As a main tool, we introduce some normal forms for 2 × 2 real matrices based
on time-ordered exponentials, which are not ordinary exponentials. Section 7 provides
a discussion of the Magnus expansion in the setting of Banach–Lie algebras. Section 8
discusses improvements of the standard convergence bound δ = 2.1737374 . . ..
Some remarks on the notation are as follows. On the complex plane, D(z0, r) denotes
the (possibly degenerate) closed disk with center z0 and radius r. D˚(z0, r) denotes the
corresponding open disk. However, sometimes C is identified with R2, so one should not
be surprised by the notation D((a, b), r). 1 denotes the Lebesgue measure. ΣS denotes
the permutations of the set S, Σn denotes the permutations of {1, . . . , n}. Several
definitions will be given in statements (or even in proofs), but this practice is perhaps
acceptable in the sense that later usage of these definitions requires the understanding
of these places in question. In general, our formalism is more on the algebraic side than
on the ODE side, but there are plenty of analytical considerations. When we consider
generating functions, we may understand them either as formal, real function theoretic,
or in analytic sense. For example, the series
∑∞
n=1
(2n)!
4nn!(n+1)!x
n can be understood as a
formal power series; or as a real function which is equal to 2
1+
√
1−x for 0 ≤ x ≤ 1 and
equal to +∞ for x > 2; or as the analytic 2
1+
√
1−x function defined at least on D˚(0, 1),
but rather on C\ [1,∞). We try to be clear in what sense we understand the generating
function at hand, but, of course, much of the power of generating functions comes from
change between various viewpoints.
Most original results were stated for matrices and/or in the (piecewise) continuous
setting, and then extended (and often simplified) by other authors to more general
cases. Sometimes the very same phenomenon is viewed in different formalisms. Thus,
proper attribution of results may be somewhat intricate but I try to list the significant
contributions. Apart from the general background material, we try to be quite self-
contained.
1. The Magnus expansion in the Banach algebra setting
Let A be a Banach algebra (real or complex). For X1, . . . ,Xk ∈ A, we define the
Magnus commutator by
(1) µk(X1, . . . ,Xk) =
∂k
∂t1 · . . . · ∂tk log(exp(t1X1) · . . . · exp(tkXk))
∣∣∣
t1=...=tk=0
;
where exp is defined as usual, and log can be defined either by power series around 1, or
with spectral calculus, the complex plane cut along the negative real axis. Algebraically,
in terms of formal power series,
(2) µk(X1, . . . ,Xk) = log(exp(X1) · . . . · exp(Xk))the variables X1...Xk has multiplicity 1,
i. e. the part of log(exp(X1) · . . . · exp(Xk)) where every variable Xi has multiplicity 1.
This implies that, in terms of formal power series,
(3) log(exp(X1) · . . . · exp(Xk)) =
∑
{i1,...,il}⊂{1,...,k}
i1<...<il
µl(Xi1 , . . . ,Xil) +H(X1, . . . ,Xk),
where H(X1, . . . ,Xk) collects the terms where some variable have multiplicity more
than one. Taking the exponential, and detecting the terms where every variable has
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multiplicity 1, this yields
(4) X1 · . . . ·Xk =
∑
I1∪˙...∪˙Is={1,...,k}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
1
s!
· µl1(Xi1,1 , . . . ,Xi1,l1 ) · . . . · µls(Xis,1 , . . . ,Xis,ls ),
where we sum over ordered partitions.
A continuous recast of the identities (4) is as follows. Suppose that I ⊂ R is an
interval, h is an A-valued, say, Lebesgue-Bochner integrable function on I. Let φ be
the measure which is h times the Lebesgue measure restricted to I. In what follows,
whenever we use A or g valued measures, we will consider measures like above.
Theorem 1.1 (Magnus [22], 1954). Let φ be a A valued measure as above. If
(5)
∞∑
k=1
∣∣∣∣∫
t1≤...≤tk∈I
µk(φ(t1), . . . , φ(tk))
∣∣∣∣ < +∞,
then
(6) 1 +
∞∑
k=1
∫
t1≤...≤tk∈I
φ(t1) · . . . · φ(tk) = exp
∞∑
k=1
∫
t1≤...≤tk∈I
µk(φ(t1), . . . , φ(tk)).
Proof. Take the exponential on the RHS, and contract the terms of order k according
to (4). 
More precisely, Magnus has the information of this amount, however he is more in-
terested in the commutator recursion for µk than starting with (1) directly.
In a more compact terminology, the right Magnus expansion of φ is
(7) µR(φ) =
∞∑
k=1
µR[k](φ),
where
µR[k](φ) =
∫
t1≤...≤tk∈I
µk(φ(t1), . . . , φ(tk));
and the theorem says that it exponentiates to the right time-ordered exponential
expR(φ) = 1 +
∞∑
k=1
∫
t1≤...≤tk∈I
φ(t1) · . . . · φ(tk)
of φ, as long as the Magnus expansion (7) is absolute convergent as a series.
One can, of course, formulate similar statements in terms of the left Magnus expansion
µL(φ) and left time-ordered exponential expL(φ) by reversing the ordering on I. The two
formalisms have the same capabilities (we just have to reverse the measures φ ↔ φ†),
but the ‘R’ formalism is better suited for purely algebraic manipulations, and the ‘L’
formalism is better suited to the analytic viewpoint of differential equations.
One has a direct expression for µk. In order to have it, let us introduce some terminol-
ogy. If σ = (σ(1), . . . , σ(k)) is a finite sequences of real numbers, let asc(σ) denote the
number of its ascents, i. e. the number of pairs such that σ(i) < σ(i+1); and let des(σ)
denote the number of its descents, i. e. the number of pairs such that σ(i) > σ(i + 1).
This naturally applies in the special case when σ is a permutation from the symmetric
group Σk. Then asc(σ) + des(σ) = k − 1.
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Theorem 1.2 (Mielnik, Pleban´ski [21], 1970).
(8) µk(X1, . . . ,Xk) =
∑
σ∈Σk
(−1)des(σ) des(σ)! asc(σ)!
k!
Xσ(1) · . . . ·Xσ(k).
Proof. (After Strichartz [32], 1987.) Considering (2), and the power series of log, one
can see that µk(X1, . . . ,Xk) is a sum of terms
(−1)j−1
j
Xσ(1) · . . . ·Xσ(l1) | Xσ(l1+1) · . . . . . . ·Xσ(lj−1) | Xσ(lj−1+1) · . . . ·Xσ(k),
where separators show the ascendingly indexed components which enter into power
series of log. Considering a given permutation σ, the placement of the separators is
either necessary (in case σ(i) > σ(i+1)), or optional (in case σ(i) < σ(i+1)). Summing
over the 2asc(σ) many optional possibilities, the coefficient of Xσ(1) · . . . ·Xσ(k) is
asc(σ)∑
p=0
(−1)des(σ)+p
des(σ) + 1 + p
(
asc(σ)
p
)
.
This simplifies according to the combinatorial identity
∑r
p=0
(−1)p
d+1+p
(r
p
)
= d!r!(d+1+r)! . (But
see the approach of Mielnik and Pleban´ski later.) 
Actually, the RHS of (8) appears already in Solomon [31], 1968, but not directly in
the context of Magnus expansion; however, see Theorem 7.3 later.
We can give an estimate for the convergence of the Magnus expansion as follows: Let
Θk be
1
k! times the sum of the absolute value of the coefficients in the RHS of (8) for a
fixed k. For x ≥ 0 we define the absolute Magnus characteristic Θ by
Θ(x) =
∞∑
k=1
Θkx
k,
i. e. it is the real function-theoretic exponential generating function associated to the
sum of the absolute value of the coefficients in the RHS of (8). Then∫
t1≤...≤tk∈I
|µk(φ(t1), . . . , φ(tk))| ≤ Θk ·
(∫
|µ|
)k
,
and, consequently,
(9)
∞∑
k=1
∫
t1≤...≤tk∈I
|µk(φ(t1), . . . , φ(tk))| ≤ Θ
(∫
|µ|
)
.
Thus, if we estimate Θ, then we get not only an estimate on the LHS of (5), the
convergence of the Magnus expansion as a series but an estimate on the LHS of (9), the
Magnus expansion as an integral on a time-ordered measure space.
The following is very classical, cf. Comtet [8], Graham, Knuth, Patashnik [15], or
Petersen [28]:
Theorem 1.3 (Euler, 1755). Let A(n,m) denote the number of permutations σ ∈ Σn
such that des(σ) = m. (These are the Eulerian numbers.) Consider the exponential
generating function
(10)
∞∑
0≤m<n
A(n,m)
n!
umvn−1−m.
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Then the following hold:
(a) The exponential generating function is analytically equal to, i. e. it has the same
Taylor expansion at (0, 0) as, the meromorphic function
G˜(u, v) =
{
eu−ev
uev−veu u 6= v,
1
1−u u = v.
This function is analytic around (0, 0), with poles in the real quadrant u, v > 0 at
u+ v =
{ u
v
+1
u
v
−1 log
u
v
u
v 6= 1,
2 uv = 1,
using the ‘rational polar’ coordinates u+ v, uv .
(b) Regarding absolute convergence, for u, v ≥ 0, the generating function gives the real
function G(u, v), which is finite and equal to G˜(u, v) if
u = 0 or v = 0 or u+ v <
{ u
v
+1
u
v
−1 log
u
v
u
v 6= 1,
2 uv = 1,
and G(u, v) = +∞ otherwise.
Sketch of proof. Based on the image of 1 in the permutations, one can develop a recur-
sion for the Eulerian numbers, which, in terms of the generating function, formally reads
as the radial differential equation
(11) u
∂
∂u
f(u, v) + v
∂
∂v
f(u, v) + f(u, v) = 1 + (u+ v)f(u, v) + uvf(u, v)2,
(12) f(0, 0) = 1.
(In fact, analiticity around (0, 0) and (11) implies (12).) The function given in the
statement solves this equation. The nature of the poles follows from elementary consid-
erations. The statement about absolute convergence follows from restricting in radial
directions and considering positive analiticity. (Originally, Euler computes 1+tG˜(t, tz) =
1−z
et(z−1)−z , but the idea is the same.) 
Strangely, Mielnik and Pleban´ski, who have the generating function, are not interested
in metric estimates, and miss to give the following estimate.
Theorem 1.4. The absolute Magnus characteristic is given by
Θ(x) =
∫ x
t=0
G(t, x− t) dt = x
∫ 1
t=0
G(tx, (1 − t)x) dt.
In particular, Θ(x) < +∞ if 0 ≤ x < 2; and Θ(x) = +∞ if 2 ≤ x.
Proof. According to (8),
Θ(x) =
∞∑
0≤m<n
A(n,m)
n!
· m!(n − 1−m)!
n!
xn.
Then the equality in the statement follows form the beta function identity
m!(n− 1−m)!
n!
xn =
∫ x
t=0
tm(x− t)n−1−m dt.
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Now, θ(x) < +∞ if 0 ≤ x < 2, because the integrand is finite and continuous (it is easy
to see that for the poles u + v ≥ 2). On the other hand, a simple function estimate
shows Θ(2) = +∞. 
Corollary 1.5 (Moan, Oteo [26] ). In the Banach algebra setting, the Magnus expansion
converges absolutely (even as a time-ordered integral, in the sense of (9)) if
∫ |φ| < 2. 
In fact, Moan and Oteo extend the work of Thompson [33] (see the special case of the
Goldberg presentation later), but using Mielnik, Pleban´ski [21]. Thus, they formulate
convergence on the unit interval, for L∞ norm < 2; but a reparametrization of the
measure implies the L1 norm < 2 convergence statement.
For later reference, we give here some terms:
(13) Θ(x) = x+
1
2
x2 +
2
9
x3 +
7
72
x4 +
13
300
x5 +O(x6).
A special case of the Magnus expansion is when φ = X1[0,1].Y 1[0,1], i. e. when we
take constant X function on one unit interval, take the constant Y function on another
one, and concatenate them. (We have the following convention to concatenation: If
φ1 and φ2 are measures on the intervals [a1, b1] and [a2, b2]; then φ1.φ2 is a measure
supported on the interval [a1 + a2, b1 + b2] such that
(φ1.φ2)(θ) =
{
φ1(θ − b1) if θ ≤ a2 + b1
φ2(θ − a2) if θ ≥ a2 + b1.
This convention has the advantage of being always well-defined and associative.)
Then the Magnus integral of order n immediately specifies to
(14) ∆n(X,Y ) =
n∑
j=0
1
j!(n − j)!µn(X, . . . ,X︸ ︷︷ ︸
j terms
, Y, . . . , Y︸ ︷︷ ︸
n−j terms
).
Thus, from the Magnus formula we obtain
exp(X) exp(Y ) = exp
( ∞∑
n=1
∆n(X,Y )
)
,
which is valid, as long as the sum in the RHS converges absolutely. This situation can
also be adapted to formal variables X,Y ; or, just take certain nilpotent elements in
truncated associative free algebras to see that
∞∑
n=1
∆n(X,Y ) = log(exp(X) exp(Y ))
in formal sense. ∆n(X,Y ) collects exactly the terms of degree n. From the explicit form
of Magnus expansion one can obtain
Theorem 1.6 (Goldberg [14], 1956). The coefficient of monomial
M = (X ∨ Y )k1 · . . . ·XkiY ki+1 · . . . · (X ∨ Y )kp
(X and Y alternating) in log(exp(X) exp(Y )) is
(15) cM =
∫ 1
t=0
(t− 1)des(M)tasc(M)Gk1(t− 1, t) · . . . ·Gkp(t− 1, t) dt
where des(M) is number of consecutive Y X pairs in M , asc(M) is number of consecutive
XY pairs in M , and Gn(u, v) is the n-summand in (10), i. e. an Eulerian polynomial
(in bivariate form) divided by n!.
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Proof. (After Helmstetter, [16].) Let degX(M) be sum of the exponents ki belonging to
X, and let degY (M) be sum of the exponents ki belonging to Y . Consider (8) in the case
when the the first degX(M) many variables are substituted by X, and the remaining
degX(M) many variables are substituted by Y . Examine those permutations which
lead to M , and compute the generating polynomial of their descents (u) and ascents
(v). M itself introduces ordered partitions of the variables. There are
degX(M)! degY (M)!
k1!·...·kp!
many possible partitions. Inside each partition coming from (X ∨ Y )ki , the generating
polynomial is ki!Gki(u, v); and there are u
des(M) and vasc(M) coming from the internal
boundaries. Thus the generating polynomial is
degX(M)! degY (M)!u
des(M)vasc(M)Gk1(u, v) · . . . ·Gkp(u, v).
We get the coefficient cM by replacing u
avb with (−1)a a!b!(a+1+b)! . According to the beta
function identity, this corresponds exactly to integration as in the statement. Yet,
according to (14), we have to divide by degX(M)! degY (M)!. 
For x, y ≥ 0, we can define the absolute Goldberg characteristic as
Γ(x, y) =
∑
M :X,Y -monomial
|cM |xdegX(M)ydegY (M),
the function-theoretic generating function associated to the sum of the absolute value of
coefficients of appropriate X,Y -degree in the formal expansion of log(exp(X) exp(Y )).
(Or, alternatively, it is obtained by turning the coefficients in the power series expansion
of log(exp(X) exp(Y )) nonnegative, and then turning the variables commutative.) The
specialization from the Magnus expansion yields
Γ(x, y) ≤ Θ(x+ y).
In particular, the formal expansion of log(exp(X) exp(Y )) converges absolutely in the
Banach algebra setting if |X| + |Y | < 2. Considering the explicit nature of (15), and
the fact that Goldberg [14] also computes the generating functions of the coefficients
(with fixed p), in theory, one could obtain much sharper estimates for Γ(x, y). But, in
practice, this is not so straightforward. However, in next section, we will show that the
bound 2 is not sharp in the BCH case.
2. The resolvent approach
We have seen, in the Banach algebraic setting, that the Magnus expansion can be
treated quite directly. In particular, the clever arguments of Mielnik, Pleban´ski [21],
and their very remarkable symbolic functional calculus for time-ordered products, are
not needed in their full power. However, their ideas come handy when we inquire about
finer analytical details.
In Banach algebras, we can define the logarithm of A ∈ A by
(16) logA =
∫ 1
λ=0
A− 1
λ+ (1− λ)A dλ =
∫ 0
s=−∞
A− 1
(1− s)(A− s) ds,
which is well-defined if and only if sp(A) is disjoint from the closed negative real axis.
For the sake of simplicity, we call A log-able, if it has this spectral property. It did not
really matter before, but here we clarify that we consider (16) as our official definition
of log. This definition also works perfectly well in the formal setting.
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Notice the resolvent expression
R(A,λ) := A− 1
λ+ (1− λ)A.
From the power series form (cf. Lemma 2.9 later), or directly, it is easy to see that
the resolvent expression satisfies the formal noncommutative differential rule
(17) R(A(1 + ε), λ)−R(A,λ) = (1 + λR(A,λ))ε(1 + (λ− 1)R(A,λ)) +O(ε)2.
Applying this to A = exp(X1) · . . . · exp(Xk−1) and ε = exp(Xk)− 1, we find
R (exp(X1) · . . . · exp(Xk), λ) =
=R(exp(X1) · . . . · exp(Xk−1), λ)
+Xk
+ λR(exp(X1) . . . · exp(Xk−1), λ)Xk
+ (λ− 1) ·XkR(exp(X1) · . . . · exp(Xk−1), λ)
+ λ(λ− 1)R(exp(X1) · . . . · exp(Xk−1), λ)XkR(exp(X1) · . . . · exp(Xk−1), λ)
+H(X1, . . . ,Xk),
where H(X1, . . . ,Xk) contains some terms where some variables Xi have multiplicity
more than 1.
Using this as an induction step, one can prove that, in terms of formal variables,
(18) R(exp(X1) · . . . · exp(Xk), λ) =
=
∑
i=(i1,...,il)∈{1,...,k}l
ia 6=ib, l≥1
λasc(i)(λ− 1)des(i)Xi1 · . . . ·Xil +H(X1, . . . ,Xk),
where H(X1, . . . ,Xk) collects the terms with multiplicities in the variables.
This is the starting point of the arguments of Mielnik, Pleban´ski [21]. If we integrate
(18) in λ ∈ [0, 1], then the beta function identity yields
log(exp(X1) · . . . · exp(Xk), λ) =
=
∑
i=(i1,...,il)∈{1,...,k}l
ia 6=ib, l≥1
(−1)des(i)asc(i)! des(i)!
l!
Xi1 · . . . ·Xil +H(X1, . . . ,Xk).
Comparing this to (3), gives a proof of (8).
Their approach also provides the generator function naturally. Let
R(λ)(X1, . . . ,Xn) =
∑
σ∈Σn
λasc(σ)(λ− 1)des(σ)Xσ(1) · . . . ·Xσ(n).
Simple inspection yields the recursions
(19) R(λ)(X1, . . . ,Xn) = R
(λ)(X1, . . . ,Xn−1)
+ λR(λ)(X1, . . . ,Xn−1) ·Xn + (λ− 1)Xn ·R(λ)(X1, . . . ,Xn−1)
+ λ(λ− 1)
∑
I1∪˙I2={1,...,n−1}
Ij={ij,1,...,ij,lj }6=∅
ij,1<...<ij,lj
R(λ)(Xi1,1 , . . . ,Xi1,l1 ) ·Xn ·R
(λ)(Xi2,1 , . . . ,Xi2,l2 ),
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and
(20) R(λ)(X1, . . . ,Xn) = R
(λ)(X2, . . . ,Xn)
+ (λ− 1)R(λ)(X2, . . . ,Xn) ·X1 + λX1 ·R(λ)(X2, . . . ,Xn)
+ λ(λ− 1)
∑
I1∪˙I2={2,...,n}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
R(λ)(Xi1,1 , . . . ,Xi1,l1 ) ·X1 ·R
(λ)(Xi2,1 , . . . ,Xi2,l2 );
but, for example, (19) can also be interpreted as the translation (17), etc.
One can compute the formal exponential generating function
(21) G(λ)(x, u, v) =
∞∑
0≤m<n
A(n,m)(λ − 1)mλn−1−mumvn−1−mx
n
n!
for the coefficient scheme of R(λ) by the differential equation
G(λ)′(x) = (1 + λvG(λ)(x, u, v))(1 + (λ− 1)uG(λ)(x, u, v))
G(λ)(0, u, v) = 0,
(cf. (17) / (19)). This gives
G(λ)(x, u, v) =
ex(vλ+u(1−λ)) − 1
vλ+ u(1− λ)ex(vλ+u(1−λ)) .
for vλ 6= u(1− λ). Substituting u(λ− 1) 7→ u, vλ 7→ v, x 7→ 1 formally yields
G(u, v) =
ev−u − 1
v − uev−u ,
in agreement to the previous formula. (In fact, G(λ)(x, u, v) = xG(x(λ − 1)u, xλv).)
This is very much the same as the proof of Theorem 1.3, but individual expressions has
interpretation with resolvents.
Theorem 2.1. (The resolvent formula of Mielnik, Pleban´ski [21], analytic version.)
Let φ be an A-valued measure. If
(22)
∞∑
k=1
∣∣∣∣∣
∫
t=(t1,...,tk)∈Ik
λasc(t)(λ− 1)des(t)φ(t1) . . . φ(tk)
∣∣∣∣∣ < +∞,
then
(23) R(expR(φ), λ) =
∞∑
k=1
∫
t=(t1,...,tk)∈Ik
λasc(t)(λ− 1)des(t)φ(t1) . . . φ(tk).
Proof. Indeed, (18) supplies sufficiently many identities to prove that (1−λ)+λ expR(φ)
times the RHS of (23) contracts to expR(φ)− 1. And this implies the statement. 
Theorem 2.2. (The logarithmic version of the Magnus formula.)
Let φ be an A-valued measure. If
(24)
∞∑
k=1
∣∣∣∣∣
∫
t=(t1,...,tk)∈Ik
λasc(t)(λ− 1)des(t)φ(t1) . . . φ(tk)
∣∣∣∣∣
is bounded on λ ∈ [0, 1], then ∑∞n=1 |µR[n](φ)| < +∞ holds, expR(φ) is log-able, and
(25) µR(φ) = log expR(φ).
10 GYULA LAKOS
Remark. The statement (25) looks innocent, but it tells something stronger about the
spectral properties of the objects in question. It implies sp(expR(φ)) ∩ (−∞, 0] = ∅ and
sp(µR(φ)) ⊂ {z ∈ C : | Im z| < π}.
Proof. Integrating (24) on λ ∈ [0, 1], and bringing this outer integral into | · | yields∑∞
n=1 |µR[n](φ)| < +∞ immediately. The requirements of the previous theorem hold,
and our statement follows from integrating (23) on λ ∈ [0, 1]. 
We say that the A-valued measure is spectrally short, if for any t ∈ D(0, 1), the
spectrum of expR(t ·φ) does not intersect the (−∞, 0]. (The algebra A can be complex,
or it can be real but then complexified.) With this terminology, we can state:
Theorem 2.3. If φ is an A-valued measure, and
∫ |φ| < 2, then φ is spectrally short.
Proof. (a) We can estimate (24) by
∞∑
k=1
∫
t=(t1,...,tk)∈Ik
λasc(t)(1− λ)des(t) |φ(t1)| · . . . · |φ(tk)| ,
which, in turn, can be estimated by
G
(
(1− λ)
∫
|φ|, λ
∫
|φ|
)∫
|φ|,
which will be finite. This and the previous theorem shows that expR(φ) is log-able. The
estimate remains valid if we multiply φ by t ∈ D(0, 1). 
In what follows, we use the notation
R
(λ)
R[k](φ) =
∫
t=(t1,...,tk)∈Ik
λasc(t)(λ− 1)des(t)φ(t1) . . . φ(tk),
analogously to the terms of the Magnus expansion. Then
µR[k](φ) =
∫ 1
λ=0
R
(λ)
R[k](φ) dλ.
Remark 2.4. We see that that in the critical case ∫ |φ| = 2, the divergence of the
Magnus expansion comes from around G(1, 1); corresponding to the Cayley transform
R(expR(φ), 12 ). if we manage to provide absolute convergence on that area, the (loga-
rithmic) Magnus formula will converge better.
The spectral shortness is a quite strong property. In the setting of the previous
theorem we already know that that the Magnus expansion is absolutely convergent
(even in time-ordered sense), but we can also derive the absolute convergence from the
spectral shortness itself:
Theorem 2.5 (Essentially, Mityagin [22], Moan, Niesen [25], Casas [6]). If φ is a
spectrally short A-valued measure, then log expR(tφ) is well-defined, and analytic for t
in a disk D˚(0, R), with R > 1. On such a such a disk D˚(0, R) (R can be infinite),
log(expR(tφ)) =
∞∑
k=1
µR[k](φ)t
k
holds. In particular, the convergence radius of the series is larger than 1, and the Magnus
expansion converges absolutely.
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Proof. The elements λ + (1 − λ) expR(tφ) are invertible for (λ, t) ∈ [0, 1] × D(0, 1),
and, due to continuity, even in a neighborhood of [0, 1] × D(0, 1). This proves that
f(t) = log expR(tφ) is well-defined, and analytic for t in a neighborhood of D(0, 1). We
know that the power series expansion of f(t) is given by fk = µR[k](φ) around 0. Then,
a standard application of the generalized Cauchy formula shows that the growth of the
coefficients is limited by the analytic radius; which we know to be larger than 1. 
For A ∈ A, we define its Magnus exponent as
M(A) := inf
{∫
|φ| : expR(φ) = A
}
.
Theorem 2.6. If M(A) < 2, then A is log-able, and
| logA| ≤ Θ(M(A)).
Proof. Whenever A = expR(φ),
∫ |φ| < 2, by Theorems 2.2 and 1.4, we know that
| logA| = |µR(φ)| ≤ Θ(
∫ |φ|) holds. 
The resolvent approach is also enlightening in the sense that it shows that the integrals
in Theorems 1.4 and 1.6 are due to no accidental trickery but come from the integral
presentation of the logarithm. Let us consider the sharpness of the bound 2. We can
consider the measures
Ξn = X1 1[0,1/2n]. . . . .X2n1[0,1/2n]︸ ︷︷ ︸
2n terms
,
where theXj are formal noncommutative variables with ℓ1 norm. If c ≥ 0, then ∫ |cΞn| =
c, and it is easy to show that limn→∞ |µ(cΞn)| = Θ(c). This shows that one cannot get
a better universal growth estimate than the one provided by Θ. This is, however, not
the same thing as convergence behaviour. Our estimates were based on the ’worst
case scenario’ for the measure φ. This worst case scenario, however, is not realized, as
Lebesgue-Bochner functions retain some remnants of continuity.
First, take another look to the time-ordered resolvent expression. Let Θ
(λ)
n be 1/n!
times the sum of the absolute value of the coefficients in R(λ)(X1, . . . ,Xn); and let
Θ(λ)(x) =
∑∞
n=1Θ
(λ)
n (x) be the associated generating function. Then, due to (17),
this can majorized by (in every Taylor term) by the solution G(λ)(x) of the differential
equation (IVP)
G(λ)′(x) = (1 + |λ|G(λ)(x))(1 + |1− λ|G(λ)(x)),
G(λ)(0) = 0.
From the discussion of the generating function earlier we find
Θ(λ)(x) = G(λ)(x) = xG(|1 − λ|x, |λ|x).
In particular, G(λ)(x) not only majorizes Θ(λ)(x), but they are equal.
Now, the recursive nature of R(λ)(X1, . . .) is also expressed by the phenomenon that
it allows a continuation form. Indeed, from the recursion formula (19), it is easy to show
that there are noncommutative polynomials R̂(λ)(E,Y1, . . . , Yn), without multiplicies in
the Yi such that
(26) R(λ)(X1, . . . ,Xk, Y1, . . . , Yn) =
∑
I1∪˙...∪˙Is={1,...,k}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
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. . . ·
E→︷ ︸︸ ︷
R
(λ)
l1
(Xi1,1 , . . . ,Xi1,l1 ) · . . . ·
E→︷ ︸︸ ︷
R
(λ)
lj
(Xij,1 , . . . ,Xij,lj ) · . . . ·
E→︷ ︸︸ ︷
R
(λ)
ls
(Xis,1 , . . . ,Xis,ls ) · . . .︸ ︷︷ ︸
the part of R̂(λ)(E,Y1, . . . , Yn) where the multiplicity of E is s; but the E’s are replaced as indicated.
Let Θ̂
(λ)
s,n be 1/n! times the sum of the coefficients in that part R̂(λ)(E,Y1, . . . , Yn),
where the multiplicity of E is s. Let Θ̂(λ)(x, y) =
∑∞
n=0
∑∞
s=0 Θ̂
(λ)
s,nxsyn. This Θ̂(λ)(x, y)
is majorized by the solution of the differential equation
∂
∂y
Ĝ(λ)(x, y) = (1 + |λ|Ĝ(λ)(x, y))(1 + |1− λ|Ĝ(λ)(x, y)),
Ĝ(λ)(x, 0) = x.
Due to the sharpness of Θ(λ)(x) = G(λ)(x), we actually know that the solution satiesfies
Θ̂(λ)(x, y) = Ĝ(λ)(x, y) = G(λ)
((
G(λ)
)−1
(x) + y
)
.
Similar statement holds if the roles of Xj and Yj are interchanged.
Theorem 2.7. Suppose that φ1, φ2, φ3 are A-valued measures. Then
∞∑
n=1
|RλR[n](φ1.φ2.φ3)| ≤ Ĝ(λ)
( ∞∑
n=1
|RλR[n](φ2)|,
∫
|φ1|+
∫
|φ3|
)
.
Proof. If φ1 is missing, then this is just (26) integrated. However, it can be augmented
in the other direction, using the same principle. 
Theorem 2.8. Suppose that φ is a A-valued measure, which, we remind, is a Lebesgue-
Bochner integrable function times the Lebesgue measure on an interval. Suppose that
∫ |φ| = 2. Then the boundedness of (24) holds, thus the (logarithmic) Magnus formula
holds. In particular, the Magnus series is absolute convergent.
Proof. Suppose that φ(t) = h(t)1I . Let ε > 0. Then h(t) can be approximated by
step-functions (in L1 norm) arbitrarily well. This implies that there is a nontrivial
subinterval I ′ ⊂ I and a nonzero element a ∈ A such that ∫I′ |h(t)− a| ≤ ε|a| · |I ′|. Let
k(t) = h(t)− a. Note that
R(λ)(X1,X2) = λX1X2 − (1− λ)X2X1.
Thus∣∣∣∫
t1≤t2∈I′
R(λ)(h(t1), h(t2)) dt1 dt2
∣∣∣ ≤
≤min(λ, 1− λ)
∫
t1,t2∈I′
|a| |k(t2)|+ |k(t1)| |a| + |k(t1)| |k(t2)|dt1 dt2
+
∣∣∣∣12 − λ
∣∣∣∣ ∫
t1,t2∈I′
|a|2 + |a| |k(t2)|+ |k(t1)| |a|+ |k(t1)| |k(t2)|dt1 dt2
≤1
2
|a|2|I ′|2
(
2
∣∣∣∣12 − λ
∣∣∣∣+ 2ε+ ε2) .
On the other hand, in the formal estimate we count at least∫
t1,t2∈I′
|a|2 − |a| |k(t2)| − |k(t1)| |a| − |k(t1)| |k(t2)|dt1 dt2 ≥ 1
2
|a|2|I ′|2 (1− 2ε− ε2) .
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Between the two estimates there is a gap
1
2
|a|2|I ′|2(1− 2ε− ε2)− 1
2
|a|2|I ′|2
(
2
∣∣∣∣12 − λ
∣∣∣∣+ 2ε+ ε2) .
If, say,
∣∣1
2 − λ
∣∣ ≤ 18 and ε = 18 , then this gap is at least 764 |a|2|I ′|2. Thus
∞∑
n=1
|RλR[n](φ|I′)| ≤ G(λ)(∫ |φ|I′ |)−
7
64
|a|2|I ′|2.
This fixed delay, however, according to Theorem 2.7, allows uniform absolute conver-
gence in a neighborhood of the Cayley transform, thus on the whole resolvent seg-
ment. 
Using the resolvent approach, we show how to improve the convergence estimate in
the Baker–Campbell–Hausdorff case.
Lemma 2.9. If X,Y are formal variables, then
R((expX)(exp Y ), λ) =
∞∑
k=0
(
(λ− 1)kλkR(expY, λ)(R(expX,λ)R(exp Y, λ))k
+(λ− 1)kλkR(expX,λ)(R(exp Y, λ)R(expX,λ))k
+(λ− 1)kλk+1(R(expX,λ)R(exp Y, λ))k+1
+(λ− 1)k+1λk(R(exp Y, λ)R(expX,λ))k+1
)
.
One can replace expX and expY by other formal perturbations of 1.
Proof. Let x = 1− (expX), y = 1− (exp−Y ). Then
R((expX)(exp Y ), λ) =
=
(expX)(exp Y )− 1
λ+ (1− λ)(expX)(exp Y )
= ((expX)(exp Y )− 1)(exp Y )−1(expY )(λ+ (1− λ)(expX)(exp Y ))−1
= ((expX)− (exp−Y ))(λ(exp−Y ) + (1− λ)(expX))−1
= (y − x)(1− (1− λ)x− λy)−1.
Using the formal expansion
1
1− x˜− y˜ = 1 +
∞∑
k=1
((
x˜
1− x˜
y˜
1− y˜
)k
+
(
y˜
1− y˜
x˜
1− x˜
)k
+
+
y˜
1− y˜
(
x˜
1− x˜
y˜
1− y˜
)k−1
+
x˜
1− x˜
(
y˜
1− y˜
x˜
1− x˜
)k−1)
,
we find
R((expX)(expY ), λ) =
= y
(
1 +
λy
1− λy
)(
1 +
(1− λ)x
1− (1− λ)x +
(1− λ)x
1− (1− λ)x
λy
1− λy + . . .
)
− x
(
1 +
(1− λ)x
1− (1− λ)x
)(
1 +
λy
1− λy +
λy
1− λy
(1− λ)x
1− (1− λ)x + . . .
)
14 GYULA LAKOS
=
y
1− λy
(
1 +
(1− λ)x
1− (1− λ)x +
(1− λ)x
1− (1− λ)x
λy
1− λy + . . .
)
− x
1− (1− λ)x
(
1 +
λy
1− λy +
λy
1− λy
(1− λ)x
1− (1− λ)x + . . .
)
.
Notice that
y
1− λy = R(expY, λ),
x
1− (1 − λ)x = −R(expX,λ);
yielding the equality in the statement.
The replaceability of the exponentials follows from simple change of variables. 
For λ ∈ [0, 1], let ρλ(x) be the power series expansion of R(expx, λ) around x = 0.
R(expx, λ) satisfies the recursion / IVP
y′λ(x) = 1 + (1− 2λ)yλ(x) + λ(1− λ)yλ(x)2,
y′λ(0) = 0.
Thus, we can estimate ρλ(x) by the solution of the IVP
g′λ(x) = 1 + |1− 2λ|gλ(x) + λ(1− λ)gλ(x)2,
g′λ(0) = 0.
The solution is given by
gλ(x) =

2
−|1− 2λ|+√−8λ2 + 8λ− 1 cot
(x
2
√−8λ2 + 8λ− 1
) if 8λ2 − 8λ+ 1 < 0,
4x
4−√2x if 8λ
2 − 8λ+ 1 = 0,
2
−|1− 2λ|+√8λ2 − 8λ+ 1 coth
(x
2
√
8λ2 − 8λ+ 1
) if 8λ2 − 8λ+ 1 > 0.
In fact, the coefficients of gλ majorize the coefficients of ρ˜λ, where the latter is ρλ(x) but
the coefficients are turned into nonnegative. We remark that this is exact at λ = 1/2,
(27) ρ˜1/2(x) = g1/2(x) = 2 tan
x
2
,
cf. (72) and (74) in Remark 7.2.
Take the power series expansion of R((expX)(exp Y ), λ), turn all coefficients nonneg-
ative, and change the variables to commutative. In this way we obtain Γ(λ)(x, y). The
coefficients in the resulted series are majorized by the coefficients in the power series
expansion of
gλ(x) + gλ(y) + gλ(x)gλ(y)
1− λ(1− λ)gλ(x)gλ(y) .
Absolute convergence is ensured as long as
λ(1− λ)gλ(|x|)gλ(|y|) < 1.
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Using standard calculus, one can check that gλ(x) is logarithmically convex on the
interval [0, h(λ)], where
h(λ) =

2 arctan
(√−8λ2 + 8λ− 1
|1− 2λ|
)
√−8λ2 + 8λ− 1 if 8λ
2 − 8λ+ 1 < 0,
2
√
2 if 8λ2 − 8λ+ 1 = 0,
2 artanh
(√
8λ2 − 8λ+ 1
|1− 2λ|
)
√
8λ2 − 8λ+ 1 if 8λ
2 − 8λ+ 1 > 0.
Thus, if x ∈ [0, h(λ)], then
λ(1− λ)gλ
( |x|+ |y|
2
)2
< 1
is sufficient for absolute convergence.
It can also be checked that, for x ∈ [0, h(λ)/2],
λ(1− λ)gλ (x)2 < 1.
This shows that absolute convergence for the resolvent expansion holds, as long as
|X|+ |Y | < C1,
where
C1 = min
x∈[0,1]
h(λ) = min
x∈[0,1/2]
h(λ).
Now,
C1 = 2.7014 . . . ,
which is a significant improvement compared to 2.
Theorem 2.10. Let φ = X1[0,1].Y 1[0,1], and λ ∈ [0, 1]. Then
∞∑
n=1
|RλR[n](φ)| ≤ Γ(λ)(|X|, |Y |)
≤ ρ˜λ(|X|) + ρ˜λ(|Y |) + ρ˜λ(|X|)ρ˜λ(|Y |)
1− λ(1− λ)ρ˜λ(|X|)ρ˜λ(|Y |)
≤ gλ(|X|) + gλ(|Y |) + gλ(|X|)gλ(|Y |)
1− λ(1− λ)gλ(|X|)gλ(|Y |)
which are well-defined and finite for |X|+ |Y | < C1.
Thus, if |X|+ |Y | < C1 holds, then the conditions of Theorem 2.2 are satiesfied, and
the (stronger) logarithmic version of Baker-Campbell-Hausdorff formula holds.
Proof. This a consequence of the previous discussion. 
Remark 2.11. In estimating ρ˜λ(x), one can also deal with coefficients of low order di-
rectly, and use estimates only for coefficients of higher order. Such a more computational
approach allows to push convergence to |X|+ |Y | < C2, with
C2 = 2.8984 . . . ,
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which may be quite close to the real convergence radius, as long as the logarithmic
case is considered. We do not give a proof here, as a careful description would be too
complicated.
What is strange about the values C1, C2 is that they do not come from critical
behaviour around λ = 1/2. In particular, the Cayley transform R((expX)(exp Y ), 1/2)
converges better. Formula (27) yields convergence for |X| + |Y | < π. It is not clear
that the ordinary (non-logarithmic) version of the BCH formula allows convergence like
that or not. However, one certainly cannot push the convergence bound beyond π, cf.
Example 5.2.
In the case of the BCH expansion, there is a single Banach algebra, the algebra of
noncommutative polynomials with two variables endowed with the ℓ1 norm, where the
convergence behaviour of some very specific expressions is the worst possible one. As,
we have seen, in the case of the Magnus expansion, the structure of Lebesgue-Bochner
integrable functions is more complicated. Although we have a best universal norm
estimate, it is not clear what critical convergence behaviour is like. This makes more
important to consider specific Banach algebras in the study of the Magnus expansion.
Regarding that, apart from the (quasi)nilpotent case, very little is known but one rather
important case, which is as follows.
Theorem 2.5 suggests a way to deal with the problem, using spectral arguments, but
controlling spectral behaviour is difficult in general. However, there is a line arguments
due to Mityagin [22], Moan [24], Moan, Niesen [25], Casas [6] that this can be done if
A = B(H), the algebra of bounded operators on a Hilbert space with the usual operator
sup-norm. Their argument is essentially geometric. We present a version augmented by
some spectral and norm estimates.
3. The conformal range
This section gives an introduction to the conformal range of Hilbert space operators.
For the general estimates we need very little from this section: essentially Lemma 3.1
and formula (31), and only in the complex case. For the analysis of 2× 2 matrices a bit
more information is needed, which provide here. In that we try to be fairly thorough.
Nevertheless, as we want to avoid the impression that the understanding of Bolyai–
Lobachevsky geometry is needed to the convergence estimates, we refrain from using its
terminology. The experienced reader will surely recognize it, anyway. (However, see [1]
for a standard account of geometry, if interested.)
In what follows, H will be a real or complex Hilbert space. In order to avoid confusion,
we denote the norm on H by | · |2, and the operator sup-norm by ‖·‖2. For x,y ∈ H\{0}
let ∢(x,y) be denote their angle. This can already be obtained from the underlying real
scalar product 〈·, ··〉real = Re 〈·, ··〉.
For x,y ∈ H, x 6= 0, let
y : x =
〈y,x〉real
|x|22
+ i
∣∣∣∣ y|x|2 − 〈y,x〉real|x|22 x|x|2
∣∣∣∣
2
.
(This is the metric information of the real orthogonal decomposition of y with respect
to x.) Note that
(28) |y : x| = |y|2 : |x|2.
For A ∈ B(H), we define the conformal range as
CR(A) = {Ax : x, (Ax : x) : x ∈ H \ {0}}.
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Lemma 3.1. (Conformal invariance.) Suppose that g(x) = ax+bcx+d is a real rational
function, ad− bc 6= 0. Assume A ∈ B(H) and that cA+ d Id is invertible.
(a) If x ∈ H \ 0 and y = (cA+ d Id)−1x, then
g(A)x : x = g(Ay : y)conjugated if ad−bc<0.
(b) In general,
CR(g(A)) = g(CR(A)).
Proof. (a) The elementary rules
αy : x = α · (y : x)conjugated if α<0 (α ∈ R),
(y + βx) : x = y : x+ β (β ∈ R),
γy : γx = y : x (γ ∈ R \ {0}),
y : x = (x : y)
−1
(y 6= 0)
are easy to check. If g is linear (c = 0), then the statement follows from from the first
three rules. If g is not linear (c 6= 0), then g(x) = ac − ad−bcc2
(
x+ dc
)−1
, and
g(A)x : x =
a
c
− ad− bc
c2
(
x :
(
A+
d
c
Id
)−1
x
)−1, conjugated if ad−bc<0
=
a
c
− ad− bc
c2
((
A+
d
c
Id
)
y : y
)−1, conjugated if ad−bc<0
=
(
a
c
− ad− bc
c2
(
(Ay : y) +
d
c
)−1) conjugated if ad−bc<0
= g (Ay : y) conjugated if ad−bc<0 .
(b) This follows from the previous part and the conjugational symmetry of CR(A). 
The following lemma is not needed for our estimates, but it tells much about the
nature of CR. Let z1, z2 ∈ C such that Im z1, Im z2 ≥ 0. We say that the h-segment
[z1, z2]h is the circular or straight segment connecting z1 and z2, whose circle or line is
perpendicular to the real axis, and lies in the upper half plane C
+
= {z ∈ C : Im z ≥ 0}.
Lemma 3.2. (h-Convexity.) Suppose that A ∈ B(H), and dimR 6= 2. Then CR(A)∩C+
is h-convex, i. e. z1, z2 ∈ CR(A) ∩ C+ implies [z1, z2]h ⊂ CR(A) ∩C+.
Proof. We can suppose that z1 6= z2. Applying linear conformal transformations to
A, we can assume that Re z1 = Re z2 = 0 (lineal case) or |z1| = |z2| = 1 (circular
case). Assume that Ax1 : x1 = z1, Ax2 : x2 = z2. Extend the span of {x1,x2} to a
3-dimensional space V ⊂ H. Consider the quadratic form defined by
q(x) =
{
〈Ax,x〉real (lineal case)
〈Ax, Ax〉real − 〈x,x〉real (circular case).
The nullset Vq of q on V is either V , a plane, or a double cone (cf. x1,x2 ∈ Vq). In any
case,
{(Ax : x) : x ∈ Vq \ {0}}
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is a connected set (cf. (Ax : x) = (A(−x) : (−x))), which is contained in
Lh =
{
{z ∈ C+ : Re z = 0} (lineal case)
{z ∈ C+ : |z| = 1} (circular case).
The connectedness implies [z1, z2]h ⊂ Lh. 
Lemma 3.3. (a) Suppose that A1 ∈ B(H1), A2 ∈ B(H2). Let us consider the direct sum
A1 ⊕A2 ∈ B(H1 ⊕ H2). Then
CR(A1 ⊕A2) ∩ C+ =
⋃
{[z1, z2]h : z1 ∈ CR(A1) ∩ C+, z2 ∈ CR(A2) ∩ C+}.
(b) If dimRH 6= 2, then complexification of A does not change CR(A).
Proof. (a) Suppose that x1 ∈ H1, x2 ∈ H2, Axi : xi = zi. Let b be a real number such
that Re z1+ b = Re z2+ b = 0 or |z1+ b| = |z2+ b|. Then (A+ b Id)xi : xi = zi+ b. Now,
it is simple geometry that (A + b Id)(
√
1− t2x1 + tx2) : (
√
1− t2x1 + tx2) runs along
[z1 + b, z2 + b]h for t ∈ [0, 1]. This implies that A(
√
1− t2x1 + tx2) : (
√
1− t2x1 + tx2)
runs along [z1, z2]h.
(b) CR(AC) ∩C+ = CR(A⊕A) ∩ C+, but CR(A) ∩ C+ is already h-convex. 
From (28), it is immediate that
(29) ‖A‖2 = sup{|ω| : ω ∈ CR(A)}.
If dimH <∞, then CR(A) is compact (as it is a continuous image of the compact unit
sphere), and sp(A) ∩ R = CR(A) ∩ R; but not in general (cf. Example 3.6).
Assume, for now, that H is complex. Then, for λ ∈ C,
(30) |(A− λ Id)x|2 ≥ dist(λ,CR(A))|x|2.
Thus, for λ ∈ C \CR(A), the operator A− λ Id is invertible on its (closed) range. This
range is H if kerA∗ − λ¯ Id = 0. Consequently, for the spectrum,
(31) sp(A) ⊂ CR(A) ∪ CR(A∗).
It, however, might be more practical to use
Lemma 3.4.
(32) sp(A) ⊂ sc(CR(A)),
where sc(CR(A)) denotes the simply connected closure of CR(A), i. e. the complement
of infinite component of C \ CR(A).
Proof. Indeed, indirectly, suppose that C is a polygonal chain from ∞ to ξ in the
complement C \ CR(A). It can be assumed that ξ is the first and (last) element of
C such that A − ξ Id is not invertible. According to (30), the inverse (A − λ Id)−1 is
bounded by dist(C,CR(A))−1 for λ ∈ C \ {ξ}. Hence, its derivative (A − λ Id)−2A is
bounded by dist((−∞, 0],CR(A))−2‖A‖2 for λ ∈ C \ {ξ}. This, however, implies that
the inverse extends to A− ξ Id; which is a contradiction. 
Remark 3.5. In fact,
(33) sp(A) ⊂ CR(A) ∪ CR(A∗) ⊂ sc(CR(A)) = sc(CR(A∗))
holds. This follows from the characterization
(34) sc(CR(A)) = {z ∈ C : |z − λ| ≤ ‖A− λ Id ‖2 for all λ ∈ R; and
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION 19
|z − λ| ≥ ‖(A − λ Id)−1‖−12 for all λ ∈ R \ ( the convex hull of R ∩ sp(A))}.
This, in turn, follows from the h-convexity of CR(A) ∩ C+.
Also,
(35) CR(A) = CR(A∗) if dimH <∞.
This follows from the characterization
(36) CR(A) = {z ∈ C : |z − λ| ≤ ‖A− λ Id ‖2 for all λ ∈ R; and
|z − λ| ≥ ‖(A− λ Id)−1‖−12 for all λ ∈ R \ sp(A))} if dimH <∞.
Example 3.6. (a) Let H = ℓ2(N;C), and let A be the unilateral shift Aen = en+1.
Then
CR(A) = ∂D(0, 1) \ {−1, 1},
CR(A∗) = D(0, 1) \ {−1, 1},
sp(A) = D(0, 1),
sc(CR(A)) = D(0, 1).
(b) If H = ℓ2(Z;C), and let T be the unilateral shift defined similarly. Then
CR(A) = ∂D(0, 1) \ {−1, 1},
CR(A∗) = ∂ D(0, 1) \ {−1, 1},
sp(A) = ∂D(0, 1),
sc(CR(A)) = D(0, 1).
The preceding discussions can also be applied in the real case after complexification.
If dimH 6= 2, then complexification does not change the conformal range (nor the
spectrum), all the formulas (30)–(36) remain valid. If dimH = 2, then CR(A) = CR(A∗)
should be replaced CR(AC) = CR((AC)∗), which is already closed. However, this case
is really easy to overview:
Lemma 3.7. Consider the real matrix
(37) A =
[
a b
c d
]
.
(a) For A acting on R2,
CR(AR) = ∂ D
(
a+d
2 +
c−b
2 i,
√(
a−d
2
)2
+
(
b+c
2
)2)∪∂D(a+d2 − c−b2 i,√(a−d2 )2 + ( b+c2 )2) .
(b) For A acting on C2,
CR(AC) =D
(
a+d
2 +
c−b
2 i,
√(
a−d
2
)2
+
(
b+c
2
)2) \ D˚(a+d2 − c−b2 i,√(a−d2 )2 + ( b+c2 )2)
∪D
(
a+d
2 − c−b2 i,
√(
a−d
2
)2
+
(
b+c
2
)2) \ D˚(a+d2 + c−b2 i,√(a−d2 )2 + ( b+c2 )2) .
This is CR(AR) but with the components of C \ CR(AR) disjoint from R filled in.
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Proof. (a) R2 can be identified C. One can check that for |w| = 1,
Aw
w
=
(
a+ d
2
+
c− b
2
i
)
+
1
w2
(
a− d
2
+
b+ c
2
i
)
.
The statement is an immediate consequence of this formula.
(b) This is a consequence of CR(AC) ∩ C+ = CR(AR ⊕AR) ∩ C+. 
We see, for R× R, that the information encoded in CR(A) is the same as the one in
the principal disk
PD(A) := D
a+ d
2
+
|c− b|
2
i,
√(
a− d
2
)2
+
(
b+ c
2
)2 .
The principal disk is a point if A has the effect of a complex multiplication. In gen-
eral, matrices A fall into three categories: elliptic, parabolic, hyperbolic; such that the
principal disk are disjoint, tangent or secant to the real axis, respectively.
This is refined by the chiral disk
CD(A) := D
a+ d
2
+
c− b
2
i,
√(
a− d
2
)2
+
(
b+ c
2
)2 .
The additional data in the chiral disk is the chirality, which is the sign of the twisted
trace, sgn(c − b) = sgn tr
[
1
−1
]
A. This chirality is, in fact, understood with respect
to a fixed orientation of R2. It does not change if we conjugate A by a rotation, but it
changes sign if we conjugate A by a reflection.
One can read off many data from the disks. For example, if PD(A) = D((a˜, b˜), r),
then detA = a˜2 + b˜2 − r2. In fact,
Lemma 3.8. CD makes a bijective correspondence between possibly degenerated disks
in C and the orbits of M2(R) with respect to conjugacy by special orthogonal matrices
(i. e. rotations).
PD makes a bijective correspondence between possibly degenerated disks with center
in C+ and the orbits of M2(R) with respect to conjugacy by orthogonal matrices.
Proof. One can write A ∈ M2(R) in skew-quaternionic form
A = a˜ Id+b˜I˜ + c˜J˜ + d˜K˜ ≡ a˜
[
1
1
]
+ b˜
[ −1
1
]
+ c˜
[
1
−1
]
+ d˜
[
1
1
]
.
The principal disk of this matrix is D(a˜+ b˜i,
√
c˜2 + d˜2), every possibly degenerated disk
occurs. On the other hand, conjugation by
[
cosα − sinα
sinα cosα
]
takes A into a˜ Id+b˜I˜ +
(c˜ cos 2α− d˜ sin 2α)J˜+(c˜ sin 2α+ d˜ cos 2α)K˜ . This shows that the orbit data is the same
as the principal disk data. Conjugation by
[
1
−1
]
takes A into a˜ Id−b˜I˜ + c˜J˜ − d˜K˜.
This shows the second part. 
The case of complex 2×2 matrices is treatable but much more complicated. Geomet-
rically, apart from A = 02, up to conformal and orthogonal equivalence, it is sufficient
to consider the cases
(38) Sβ =
[
0 cosβ
0 i sin β
]
β ∈
[
0,
π
2
]
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and
(39) Lα,t =
[
cosα+ i sinα t
− cosα+ i sinα
]
α ∈
[
0,
π
2
]
, t ≥ 0.
Here the zero matrix and β = 0 correspond to the real parabolic case, α = 0 to the
real hyperbolic case; α = π/2 to the real elliptic case. (Note that in the families above,
changing a single occurrence of i to −i still produces an orthogonally equivalent version.)
For example, in the first case, β = 0 gives a disk (real case), β = π/2 gives a segment
between 0 and i (direct sum case) for CR(Sβ) ∩ C+. They deform into each other as β
changes, but 0 and i are continually elements of the conformal range. In order to have
this kind of behaviour, h-cycles (i. e. lines and circles) are not sufficient anymore. See
Remark 3.10 for further information.
Lemma 3.9. (a) Let A =
[
a b
c d
]
be a real matrix. Then
(40) ‖A‖2 =
√
(a+ d)2 + (c− b)2 +√(a− d)2 + (b+ c)2
2
.
On the other hand,
(41)
∥∥A−1∥∥−1
2
=
∣∣∣∣∣
√
(a+ d)2 + (c− b)2 −√(a− d)2 + (b+ c)2
2
∣∣∣∣∣ ,
where the LHS is considered to be 0 for non-invertible matrices. It is true that
(42) sgn detA = sgn
√
(a+ d)2 + (c− b)2 −√(a− d)2 + (b+ c)2
2
.
(b) If A were a complex matrix, then
‖A‖2 =
√
tr(A∗A) + |detA|+√tr(A∗A)− |detA|
2
=
√|a|2 + |b|2 + |c|2 + |d|2 + 2|ad − bc|+√|a|2 + |b|2 + |c|2 + |d|2 − 2|ad− bc|
2
;
and ∥∥A−1∥∥−1
2
=
√
tr(A∗A) + |detA| −√tr(A∗A)− |detA|
2
=
√|a|2 + |b|2 + |c|2 + |d|2 + 2|ad − bc| −√|a|2 + |b|2 + |c|2 + |d|2 − 2|ad− bc|
2
.
(Similar 0-convention applies.)
Proof. (a) CR(AR) is constituted of circles. The farthest distance from the origin gives
the norm; and the closest distance from the origin gives the, say, co-norm. These
distances, however, can immediately be read off from the center and the radius. (But
they are also a corollaries of the complex case.) The sign formula is an easy exercise.
(b) This can be computed from ‖A‖22 = max sp(A∗A). 
Motivated by (41)–(42), for a real matrix A =
[
a b
c d
]
, we define its signed co-norm
by
(43) ⌊A⌋2 = sgn(detA)
∥∥A−1∥∥−1
2
=
√
(a+ d)2 + (c− b)2 −√(a− d)2 + (b+ c)2
2
.
22 GYULA LAKOS
Remark 3.10. In theory, we can determine the closure of the conformal range using
norms and co-norms. Let N(·) denote the square of the norm or the co-norm. Then
∂ CR(A) is the enveloping curve of the circles
(x− λ)2 + y2 = N(A+ λ Id).
This curve can be computed as
λ 7→
(
λ− 1
2
dN(A+ λ Id)
dλ
)
+ i
√
N(A+ λ Id)2 −
(
1
2
dN(A+ λ Id)
dλ
)2
.
The norm produces the upper part, the co-norm produces the lower part. (The joins
correspond to λ = ±∞.) The expression is defined almost everywhere, but large discon-
tinuities can occur, which should be supplemented by h-segments. Cf. A =
[
1
−1
]
:
Generally, in the real case, A = a˜ Id+b˜I˜ + c˜J˜ + d˜K˜ gives the norm branch
λ 7→ a˜+ b˜i +
√
c˜2 + d˜2√
(a˜− λ)2 + b˜2
(
(a˜− λ) + b˜i
)
possibly conjugated into C+.
We see that for a˜ = b˜ = d˜ = 0, c˜ = 1 this degenerates to λ 7→ − sgnλ; and almost the
whole conformal range comes from a discontinuity (the co-norm case is not different).
As we can also compute with the complex 2×2 norms, this method can be applied to
the complex case, and especially to the representative types (38) and (39). Nevertheless,
the curves resulted so are quite unwieldy. We can do much better, if we apply the map
CKB
PHP : (u1, u2) 7→
(
2u1
1 + u21 + u
2
2
,−1− u
2
1 − u22
1 + u21 + u
2
2
)
to CR(A) ∩ C+. (This is a conversion map from the Poincare´ half plane to the Cayley-
Klein-Beltrami disk.) In this way, Sβ yields ellipses with axes[
−
√
2
2
cos β,
√
2
2
cos β
]
×
{
−1
2
}
and {0} × [−1, 0];
and Lα,t yields ellipses with axes[
−
√
4(cosα)2 + t2√
4 + t2
,
√
4(cosα)2 + t2√
4 + t2
]
× {0} and {0} ×
[
− t√
4 + t2
,
t√
4 + t2
]
;
(the ellipses may be degenerate;) the zero matrix yields the point ellipse {(0,−1)}.
From this, one can conclude, in general, that CKBPHP (CR(A)∩C+) yields ellipses in the
unit disk but which do not contain the point (0, 1). Hence, they can be identified as
possibly degenerate h-ellipses. From the norm formula and the enveloping construction,
one can see that these ellipses depend on the ‘five data’ detA (complex), trA (complex),
tr(A∗A) (real), with some minor degeneracy. (These are ‘three data’ in the real case
without chirality.) Actually, due to this dependency, it is sufficient to compute with a
very few Taylor terms of the enveloping curves.
Later we compute much with logarithms of 2×2 matrices. According to the definition
(16), logA is well-defined if and only if the segment (1 − t) Id+tA (t ∈ [0, 1]) contains
only invertible operators; or, equivalently, if sp(A) ∩ (−∞, 0] = 0.
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Lemma 3.11. Let A be a log-able real 2× 2 matrix. Then detA > 0; trA
2
√
detA
> −1;
and
(44) logA =
log detA
2
Id+
AC
(
trA
2
√
detA
)
√
detA
(
A− trA
2
Id
)
,
where
AC(x) =

arccos x√
1− x2 if − 1 < x < 1
1 if x = 1
arcosh x√
x2 − 1 if 1 < x.
Proof. detA > 0 is easy, and left to the reader. Due to the nature of the other ex-
pressions, the determinant can be normalized to 1, through multiplication by a positive
number. In general, all expressions involved are also conjugation invariant. Hence,
apart from the identity, it is sufficient to check the statement for the orbit types[
cosα − sinα
sinα cosα
]
(α ∈ (0, π/2]),
[
1 1
1
]
,
[
eβ
e−β
]
(β > 0) of SL2(R); the not log-able
orbit types
[−1
−1
]
,
[−1 1
−1
]
,
[−eβ
−e−β
]
(β > 0) do not play role here. 
As the proof shows, we compute AC by arccos for elliptic matrices, by arcosh for
hyperbolic matrices, and as 1 for parabolic matrices. From the properties of the twisted
trace, it is also easy too see that log respects chirality.
Lemma 3.12. (a) The function AC extends to C\ (−∞,−1] analytically. AC is mono-
tone decreasing on (−1,∞) with range (0,∞). It also satisfies the functional equation
AC(x)′ =
1− xAC(x)
1− x2 .
(b) The function
AS(x) =
√
AC(x)2 − 1
1− x2
is analytic on (−1,∞). AS is also monotone decreasing on (−1,∞) with range (0,∞).
(c) The function
At(x) =
AC(x)− 1
AS(x)
is analytic on (−1,∞). The function x 7→ x+At(x) is monotone increasing, a bijection
from (−1, 1] to itself.
Proof. Analyticity of AC, and analytic extendibility on the indicated domain is guaran-
teed by the formula
AC(z) =
1
2
tr
([
1
−1
]
log
[
z z − 1
z + 1 z
])
.
Indeed, the eigenvalues of the matrix under the log are z ± √z2 − 1. The equation
z ± √z2 − 1 = r ≤ 0, however, solves to z = r+1/r2 < 0, excluded by assumption. The
rest is simple function calculus. 
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Lemma 3.13. Suppose that A is 2 × 2 complex matrix which is log-able. Let √detA
denote that value of the standard branch of the square root of the determinant on log-able
elements. (It can be realized as
√
detA = exp
1
2
∫ 1
t=0
tr
d((1− t) Id+tA)
(1− t) Id+tA ,
or as
√
ε1
√
ε2, where εi are the eigenvalues of A, and the square root is of C \ (−∞, 0].)
Then detA ∈ C \ (∞, 0], trA
2
√
detA
∈ C \ (∞,−1], and formula (44) holds.
Proof. Then εi = e
αi , with −π < Reαi < π. Hence, detA = e
α1+α2
2 , and
∣∣Re α1+α22 ∣∣ < π
is transparent. Indirectly,
trA
2
√
detA
=
e
α1−α2
2 + e−
α1−α2
2
2
= r ≤ −1
solves to
e±
α1−α2
2 = r ±
√
r2 − 1 ≤ 0.
But this contradicts
∣∣Re α1−α22 ∣∣ < π. The logarithm formula extends analytically. 
For finite matrices sp(A)∩R = CR(A)real∩R. Consequently, A is log-able if and only
if CR(A)real ∩ (∞, 0] = ∅. Or, in terms of the principal disk, if and only if PD(A)real ∩
(∞, 0] = ∅. For the sake of the next statements using a˜, b˜ instead of a, b would be more
appropriate, but it is probably better to keep the notation simple.
Lemma 3.14. Suppose that A is a log-able real 2× 2 matrix with principal disk
PD(A) = D(a+ ib, r).
In that case,
(45) ‖ logA‖2 = fCA(a, b, r) + fRD(a, b, r),
and
(46) ⌊logA⌋2 = fCA(a, b, r)− fRD(a, b, r),
where
fCA(a, b, r) =
√√√√√√√(log√a2 + b2 − r2)2 +
bAC
(
a√
a2 + b2 − r2
)
√
a2 + b2 − r2

2
and
fRD(a, b, r) =
rAC
(
a√
a2 + b2 − r2
)
√
a2 + b2 − r2 .
In particular, if detA = 1, then a2 + b2 − r2 = 1, and fCA(a, b, r) = AC(a)b,
fRD(a, b, r) = AC(a)r.
Proof. This is just the combination of (44) and (40)–(43), computed explicitly. 
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Theorem 3.15. Suppose that A1, A2 are log-able real 2× 2 matrices such that
PD(A1) ⊂ PD(A2).
Then
(47) ‖ logA1‖2 ≤ ‖ logA2‖2.
and
(48) ⌊logA1⌋2 ≥ ⌊logA2⌋2.
Remark. The monotonicity of ‖ · ‖2 is strict, except if PD(A1) and PD(A2) are centered
on the real line and sup{| log x| : x ∈ R ∩ PD(A1)} = sup{| log x| : x ∈ R ∩ PD(A2)}.
The monotonicity of ⌊·⌋2 is strict, except if PD(A1) and PD(A2) are centered on the
real line and inf{| log x| : x ∈ R ∩ PD(A1)} = inf{| log x| : x ∈ R ∩ PD(A2)}. 
Proof. Let f(a, b, r) denote the functional expression on the right side of (45). Then it
is a straightforward but long computation to check the identity
(49)
(
∂f(a, b, r)
∂r
)2
−
(
∂f(a, b, r)
∂a
)2
−
(
∂f(a, b, r)
∂b
)2
=
 f(a, b, r)fCA(a, b, r)
bAS
(
a√
a2 + b2 − r2
)
a2 + b2 − r2

2
.
This is valid, except if b = 0 and a =
√
1 + r2, the exceptional configurations. In
particular, if b > 0, then(
∂f(a, b, r)
∂r
)2
−
(
∂f(a, b, r)
∂a
)2
−
(
∂f(a, b, r)
∂b
)2
> 0.
The principal disks with b > 0 form a connected set, consequently
(50)
∂f(a, b, r)
∂r
>
√(
∂f(a, b, r)
∂a
)2
+
(
∂f(a, b, r)
∂b
)2
or
∂f(a, b, r)
∂r
< −
√(
∂f(a, b, r)
∂a
)2
+
(
∂f(a, b, r)
∂b
)2
should hold globally for b > 0. The question is: which one? It is sufficient to check the
sign ∂f(a,b,r)∂r at a single place. Now, it is not hard to check that
∂f(a, b, r)
∂r
∣∣∣
r=0
=
AC
(
a√
a2+b2
)
√
a2 + b2
(except if a = 1, b = 0), which shows that (50) holds. The meaning of (50) is that
expanding principal disks smoothly with non-real centers leads to growth in the norm
of the logarithm.
Let us return to principal disks Di = PD(Ai) in the statement. If b1, b2 > 0, then we
can expand the smaller one to the bigger one with non-real centers. (Indeed, magnify D2
from its lowest point, until the perimeters touch, and then magnify from the touching
point.) This proves the (47) for b1, b2 > 0. The general statement follows from the
continuity of the norm of the logarithm. Notice that the norm grows if we can expand
through b > 0.
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Regarding (48): Let fco(a, b, r) denote the functional expression on the right side of
(46). It satisfies the very same equation (49) but with f(a, b, r) replaced by fco(a, b, r)
throughout. However,
∂fco(a, b, r)
∂r
∣∣∣
r=0
= −
AC
(
a√
a2+b2
)
√
a2 + b2
.
The rest is analogous. 
Lemma 3.16. Suppose that A1, A2 are 2× 2 matrices. Then
PD(A1) ⊂ PD(A2)
holds if and only if
‖A1 + λ Id ‖2 ≤ ‖A2 + λ Id ‖2 for all λ ∈ R
and
⌊A1 + λ Id⌋2 ≥ ⌊A2 + λ Id⌋2 for all λ ∈ R.
Proof. The norms and co-norms can be read off from the principal disk immediately.
Hence the statement is simple geometry. 
Theorem 3.17. Suppose that A1, A2 are log-able 2× 2 matrices. If
PD(A1) ⊂ PD(A2),
then
PD(logA1) ⊂ PD(logA2).
The monotonicity is strict. Similar statement applies to CD.
Proof. In this case, the matrices eλAi will also be log-able. Moreover, PD(e
λA1) ⊂
PD(eλA2) holds. Now, log(e
λAi) = logAi + λ Id. By the previous theorem, ‖ logA1 +
λ Id ‖2 ≤ ‖ logA2 + λ Id ‖2 and ⌊A1 + λ Id⌋2 ≥ ⌊A2 + λ Id⌋2 holds for every λ ∈ R.
According to the previous lemma, this implies the main statement. The monotonicity
is transparent in this case, as both log and exp are compatible with conjugation by
orthogonal matrices, hence the orbit correspondence is one-to-one. log respects chirality,
hence the statement can also be transferred to chiral disks. 
4. The case of Hilbert space operators
Theorem 4.1. Suppose that z : [a, b]→ H is continuous. Then√(
log
|z(b)|2
|z(a)|2
)2
+ ∢(z(a), z(b))2 ≤
∫
t∈[a,b]
|dz(t)|2
|z(t)|2 .
Proof. (Bala´zs Csiko´s, [10].) The statement is non-vacuous only if the logarithmic vari-
ation
∫
t∈[a,b]
|dz(t)|2
|z(t)|2 is finite. This, however, implies that the (smaller) angular variation∫
t∈[a,b]
∣∣∣d z(t)|z(t)|2 ∣∣∣2 is finite. This allows to define a continuous map z˜ : [a, b]→ C˜ by
z˜(t) =
(
|z(t)|2,
∫
s∈[a,t]
∣∣∣∣d z(s)|z(s)|2
∣∣∣∣
2
)
polar
,
where C˜ is the universal covering space of C \ {0}. The intuitive idea is that one can
consider the cone over z, which is a developable surface, which we unfold to C˜. The
curves z and z˜ look quite different but their (log)variations are the same because the
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their (log)radial and angular variations are the same, and the (log)variations can be
assembled from them in the same manner. Then√(
log
|z(b)|2
|z(a)|2
)2
+ ∢(z(a), z(b))2 ≤ | log z˜(b)− log z˜(b)| =
∣∣∣∣∣
∫
t∈[a,b]
dz˜(t)
z˜(t)
∣∣∣∣∣
≤
∫
t∈[a,b]
|dz˜(t)|
|z˜(t)| =
∫
t∈[a,b]
|dz(t)|2
|z(t)|2
shows the statement. 
Theorem 4.2. If φ is B(H)-valued, then
(51) CR(expL φ) ⊂ expD(0,
∫ ‖φ‖2),
and
(52) sp(expL φ) ⊂ expD(0,
∫ ‖φ‖2).
In particular, if
∫ ‖φ‖2 < π, then log expL φ is well-defined, and for its spectral radius
(53) r(log expL φ) ≤
∫ ‖φ‖2.
Proof. Let x ∈ H, |x|2 = 1. Let us define z : [a, b]→ H by
z(t) = expL(φ|[a,t])x.
Apply Theorem 4.1. Due to z(a) = x, z(b) = expL(φ)x, and the estimate∫
t∈[a,b]
|dz(t)|2
|z(t)|2 ≤
∫
‖φ‖2,
we obtain (51) immediately. If we replace φ by (φ∗)†, i.e. adjoined and order-reversed,
then it yields CR((expL φ)
∗) ⊂ expD(0, ∫ ‖φ‖2). Then (31) implies (52). 
An immediate consequence is
Theorem 4.3. (Moan, Niesen [25], Casas [6].) If φ is a B(H)-valued measure, ∫ ‖φ‖2 <
π, then the Magnus expansion
∑∞
k=1 µL[k](φ) is absolute convergent.
Proof. This follows Theorem 2.5 and the spectral properties established above. 
Next, we give some growth estimates.
Theorem 4.4. If CR(A) ⊂ expD(0, p), 0 < p < π, then
(54) ‖(logA)‖2 ≤ H(p),
where
(55) H(p) = p− 2 log
(
2 cosh
p
2
− 2
p
sinh
p
2
)
+
∫ π
t=0
HH(p, t) dt
with
(56) HH(p, t) =
(sin(p sin t)− (p sin t) cos(p sin t))(ep cos t + e−p cos t − 2 cos(p sin t))
(sin(p sin t))(2 sin t+ ep cos t sin(−t+ p sin t)− e−p cos t sin(t+ p sin t)) .
H(p) and HH(p, t) are positive and finite for 0 < p < π.
The statement (trivially) extends to p = 0 with H(p) = 0.
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Remark. The expression of HH(p, t) looks complicated. However, it can be rewritten
as
(57)
HH(p, t) =
(p2 sin t)
(
1
p3 sin t
∫ p
q=0 q sin(q sin t) dq
)
·
(
1
p2
(cosh(p cos t)− cos(p sin t))
)
(
sin(p sin t)
p sin t
)(
1
p2 sin t
∫ p
q=0 cosh(q cos t) sin(q sin t) dq
) .
From the power series expansion, it is easy to see that the expressions in the big paren-
theses are actually entire functions of p and t. Moreover, one can see that these entire
functions are positive for (p, t) ∈ [0, π) × [0, π]. In fact, what prevents the smooth
extension to (p, t) ∈ [0, π]× [0, π] is only the singularity in sin(p sin t)p sin t .
Proof. Assume that |x|2 = 1. According to the Lemma 3.1,∣∣∣∣ A− IdA− λ Idx
∣∣∣∣
2
∈
{ |ω − 1|
|ω − λ| : ω ∈ CR(A)
}
.
So, we can estimate
∣∣∣ A−IdA−λ Idx∣∣∣2 as follows. Take the Apollonian circles relative to λ and
1, and take the closest one to λ but which still touches D(0, p). Then the characteristic
ratio of this Apollonian circle provides an upper estimate.
This leads to considering circles (and lines) which are tangent to the curve
γp(t) = e
p cos(t) cos(p sin t) + iep cos(t) sin(p sin t))
(t ∈ [0, π]), and their center is on the real axis (or in the infinity). If t ∈ (0, π), then the
normal line at γp(t) intersects the real axis at
Cp(t) =
ep cos t sin t
sin(t+ p sin t)
,
the center of the circle. This leads to radius
rp(t) =
ep cos t sin(p sin t)
sin(t+ p sin t)
.
(The sign counts the touching orientation to γp.) Taking the inverse of 1, relative to the
circle above, leads to the Apollonian pole
fp(t) = − sin t− e
p cos t sin(t− p sin t)
sin t− e−p cos t sin(t+ p sin t)
conjugate to 1. The functions Cp and rp are singular, but fp is not. This can be seen
from
sin t− ep cos t sin(t− p sin t) =
∫ p
q=0
eq cos t sin(q sin t) dq > 0,
sin t− e−p cos t sin(t+ p sin t) =
∫ p
q=0
e−q cos t sin(q sin t) dq > 0.
In fact, fp is strictly increasing. Indeed,
f ′p(t) =
(sin(p sin t)− (p sin t) cos(p sin t))(ep cos t + e−p cos t − 2 cos(p sin t))
(sin t− e−p cos t sin(t+ p sin t))2 =
=
(sin t)2
(∫ p
q=0 q sin(q sin t) dq
)
· 2(cosh(p cos t)− cos(p sin t))(∫ p
q=0 e
−q cos t sin(q sin t) dq
)2 > 0.
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It is easy to see that the range of fp is
(fp(0+), fp(π+)) =
(
− 1− e
p(1− p)
1− e−p(1 + p) ,−
1− e−p(1 + p)
1− ep(1− p)
)
.
The characteristic ratio belonging to the relevant Apollonian circle is
χp(t) =
|γp(1) − 1|
|γp(t)− fp(t)| =
sin t− e−p cos t sin(t+ p sin t)
sin(p sin t)
.
The values t = 0 and t = π exceptional, because tangent circles there always have their
centers on the real axis.
Let s ∈ (−∞, 0]. Consider the Apollonian circles between s and 1, and consider the
one closest to s but still touching γp. From geometrical considerations (the injectivity
of fp) we can devise that closest touching circle touches at
γp(0) if s ∈ (−∞, fp(0+)],
γp(t) if s = fp(t) ∈ (fp(0+), fp(π−)),
γp(π) if s ∈ [fp(π−), 0].
This provides the estimate
|(logA)x|2 ≤
∫ fp(0+)
s=−∞
|γp(0) − 1|
(1− s)|γp(0)− s| ds+
∫ π
t=0
χp(t)
1− fp(t) dfp(t)+
+
∫ 0
s=fp(π−)
|γp(π)− 1|
(1− s)|γp(π)− s| ds.
The first and third integrals expands as∫ fp(0+)
s=−∞
ep − 1
(1− s) (ep − s) ds =
[
log
(
ep − s
1− s
)]fp(0+)
s=−∞
= log
p
p− 1 + e−p(p+ 1) ,∫ 0
s=fp(π−)
1− e−p
(1− s) (e−p − s) ds =
[
log
(
1− s
e−p − s
)]0
s=fp(π−)
= log
p
p− 1 + e−p(p+ 1) .
Note that
log
p
p− 1 + e−p(p+ 1) =
p
2
− log e
p
2 (p− 1) + e− p2 (p + 1)
p
.
The integrand in the second integral expands as indicated in (55). 
The estimate (54) is certainly not sharp. For example, in the proof, we estimated
|A−1x|2 by ep, which belongs to A(A−1x) : A−1x = e−p, i. e. A−1x = epx. But then
|(logA)x|2 = | − px|2 = p < H(p) would hold. In general, there is a penalty or gain
(depending on the viewpoint) for approaching the real axis in CR(A), for which we have
not accounted. Formulating this numerically, we can obtain a stronger estimate than
H(p), but making the argument more technical.
Theorem 4.5. (a) As pց 0,
(58) H(p) = p+
1
4
p2 +
23
864
p4 +O(p6).
(b) As pր π
H(p) =
2π2√
π2 − p2 +Hπ + o(1) =
√
2π3/2√
π − p +Hπ + o(1) = p
√
π + p
π − p +Hπ + o(1),
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where
Hπ = π − 2 log
(
2 cosh
π
2
− 2
π
sinh
π
2
)
+
∫ π
t=0
(
HH(π, t)− 2
cos2 t
)
dt
(and the integrand is actually a smooth function of t). Numerically, Hπ = −2.513 . . .
(c) In general, the crude estimate
H(p) ≤ (1 + o(1)) p
√
π + p
π − p
holds, where o(1) is understood as pց 0 or pր π.
Remark. (1 + o(1)) can be replaced by 1, thus yielding an absolute estimate; but the
computation is tedious.
Proof. Consider (55). One finds
(59) p− 2 log
(
2 cosh
p
2
− 2
p
sinh
p
2
)
= p− 5
12
p2 +
49
1440
p4 +O
(
p6
)
.
Regarding HH(p, t), one can see that
1
p3 sin t
∫ p
q=0
q sin(q sin t) dq =
1
3
− sin
2 t
30
p2 +O(p4),
cosh(p cos t)− cos(p sin t)
p2
=
1
2
+
cos2 t− sin2 t
24
p2 +O(p4),
sin(p sin t)
p sin t
= 1− sin
2 t
6
p2 +O(p4),
1
p2 sin t
∫ p
q=0
cosh(q cos t) sin(q sin t) dq =
1
2
+
3 cos2 t− sin2 t
24
p2 +O(p4).
Consequently,
HH(p, t) =
sin t
3
p2 +
(2 sin2 t− 5 cos2 t) sin t
90
p4 +O(p6).
Integrating this for t ∈ [0, π], it gives
(60)
∫ π
t=0
HH(p, t) dt =
2
3
p2 − 1
135
p4 +O(p6).
Adding (59) and (60) yields (58).
(b) Notice that sinx
(π2−x2) is analytic function, which is positive on x ∈ [−π, π]. Conse-
quently, sin(p sin t)
(π2−p2 sin2 t)p sin t is an entire function of p, t such that it is positive for (p, t) ∈
[0, π]× [0, π]. Hence
HH(p, t) =
1
π2 − p2 sin2 tH˜H(p, t),
where H˜H(p, t) is smooth on (p, t) ∈ [0, π] × [0, π]. Due to symmetry for t ↔ π − t,
H˜H(p, t) − H˜H(p, π/2) not only vanishes at t = π/2 but cos2 t can be factored out.
Thus
ĤH(p, t) =
H˜H(p, t)− H˜H(p, π/2)
π2 cos2 t
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can also be considered as a smooth function on (p, t) ∈ [0, π] × [0, π]. Now we have
HH(p, t) =
1
π2 − p2 sin2 tH˜H(p, π/2) +
π2 cos2 t
π2 − p2 sin2 tĤH(p, t).
For a fixed p the first summand integrates to∫ π
t=0
1
π2 − p2 sin2 tH˜H(p, π/2) dt =
H˜H(p, π/2)√
π2 − p2 =
√
π2 − p2 sin p− p cos p
sin p
=
=
2π2√
π2 − p2 + o(1) =
√
2π3/2√
π − p +Hπ + o(1) = p
√
π + p
π − p +Hπ + o(1).
The function π
2 cos2 t
π2−p2 sin2 t =
π2−π2 sin2 t
π2−p2 sin2 t is uniformly bounded by 0 and 1, and, in fact
lim
pրπ
cos2 t
π2 − p2 sin2 t = 1 for t ∈ [0, π] \
{π
2
}
pointwise. Thus, by Lebesgue’s dominated convergence theorem, the integral of the
second summand is ∫ π
t=0
ĤH(π, t) dt+ o(1).
Notice that ĤH(π, t) is a smooth function. Taking limit with pր π we find that
ĤH(π, t) = HH(π, t)− 2
cos2 t
.
The numerical evaluation of Hπ can be realized by various methods.
(c) This immediately follows from the power series expansion
p
√
π + p
π − p = p+
1
π
p2 +O(p3)
as pց 0; and from the asymptotic behaviour as pր π, what we have seen. 
As a corollary, we obtain
Theorem 4.6. If φ is B(H)-valued, and ∫ ‖φ‖2 < π, then the following hold:
(a) Regarding the norm of the Magnus expansion,
‖µR(φ)‖2 ≡
∥∥∥∥∥
∞∑
k=1
∫
t1≤...≤tk∈I
φ(t1) · . . . · φ(tk)
∥∥∥∥∥
2
≤ H
(∫
‖φ‖2
)
.
(b) Regarding the kth term of the Magnus expansion,
‖µR[k](φ)‖2 ≡
∥∥∥∥∫
t1≤...≤tk∈I
µk(φ(t1), . . . , φ(tk))
∥∥∥∥
2
≤ (1 + o(1))π−k+12
√
ek
(∫
‖φ‖2
)k
;
where (1 + o(1)) is understood in absolute sense, it does not depend on φ.
Remark. (1 + o(1)) can be replaced by 1.
Proof. (a) This follows from Theorems 4.2 and 4.4. (b)
∫ ‖φ‖2 > 0 can be assumed.
Consider the operator valued function η given by
η(z) = log expR
(
z
∫ ‖φ‖2φ
)
.
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This is analytic in D(0, π), moreover,
‖η(z)‖2 ≤ H(|z|).
Applying the generalized Cauchy theorem with ∂ D
(
0, π − 12kπ
)
, we estimate the kth
power series coefficient ηk of η at z = 0, by
‖ηk‖2 ≤
(
π − 1
2k
π
)−k
H
(
π − 1
2k
)
≤
(
π − 1
2k
π
)−k
(1 + o(1))
(
π − 1
2k
π
)√
2π − 12kπ
1
2kπ
= (1 + o(1))π−k+1
(
1− 1
2k
)−k+1
2
√
k − 1
4
≤ (1 + o(1))π−k+12
√
ek.
On the other hand,
ηk =
(∫
‖φ‖2
)−k
µR[k](φ).
This proves the statement. 
Remark 4.7. Compared to the expansion (13) of Θ, the expansion (58) ofH is strikingly
different. It shows that the naive estimate algebraic expansion does not deal with
geometry very well.
5. Some examples from SL2(R)
Example 5.1. (Skew-loxodromic composition.) Consider the matrices
J˜ =
[
1
−1
]
, I˜ =
[
0 −1
1 0
]
.
For α, β ∈ C, let
Υα,β = αJ˜1.βI˜1.
Then ∫
‖Υα,β‖2 = |α| + |β|.
For |α| + |β| < π, we can consider
µL(Υα,β) = log(expL(Υα,β))
= log(exp(βI˜) exp(αJ˜))
= log
[
eα cos β −e−α sin β
eα sinβ e−α cos β
]
= AC(coshα cosβ)
[
sinhα cos β −e−α sin β
eα sin β − sinhα cos β
]
.
If α, β ≥ 0, then
‖µL(Υα,β)‖2 = AC(coshα cos β) · (sinhα+ coshα sin β).
Now, for p ∈ [0, π), let
α˜(p) = p− π + 3
√
π2(π − p),
β˜(p) = π − 3
√
π2(π − p).
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Then α˜(p), β˜(p) ≥ 0, and
α˜(p) + β˜(p) = p.
Thus, ∫
‖Υα˜(p),β˜(p)‖2 = p.
As pր π, we see that α˜(p)ց 0 (eventually) and β˜(p)ր π. Consequently
lim
p→π cosh α˜(p) cos β˜(p) = −1.
In that (elliptic) domain AC is computed by arccos. Now, elementary function calculus
shows that as pր π,
‖µL(Υα˜(p),β˜(p))‖2
→
=
arccos(cosh α˜(p) cos β˜(p))√
1− cosh2 α˜(p) cos2 β˜(p)
(sinh α˜(p) + cosh α˜(p) sin β˜(p))
=
√
12π8/3
π2 + 6
(π − p)−1/3 +O((π − p)1/3).
We see that in Baker–Campbell–Hausdorff setting we can produce the asymptotics
O((π − p)−1/3), although having exponent −1/3 instead of −1/2 is strange. It is inter-
esting to see that in the setting of the present example, one cannot do much better.
If we try to optimize ‖µL(Υα,β)‖2 for α+β (α, β ≥ 0) , then, after some computation,
it turns out that the best approach is along a well-defined ridge. This ridge starts
hyperbolic, but turns elliptic. Its elliptic part is part is parametrized by x ∈ (−1, 1],
and
αˆ(x) = arcosh
(
AC(x) +
√
AC(x)2 − 4x(1− xAS(x))AS(x)
2(1− xAS(x))
)
;
βˆ(x) = arccos
(
AC(x)−√AC(x)2 − 4x(1− xAS(x))AS(x)
2AS(x)
)
.
Then
cosh αˆ(x) cos βˆ(x) = x.
Actually, x = 1 gives a parabolic expL(Υαˆ(x),βˆ(x)), but for x ∈ (−1, 1) it is elliptic. Then
αˆ(x), βˆ(x) ≥ 0. As y ց −1, one can see that αց 0 (eventually) and β ր π; and, more
importantly,
αˆ(x) + βˆ(x)ր π.
Now, as xց −1,
arccos x√
1− x2 (sinh αˆ(x) + cosh αˆ(x) sin βˆ(x)) = π2
3/4(x+ 1)−1/4 +O((x+ 1)1/4),
and
π − αˆ(x)− βˆ(x) = 1
3
23/4(x+ 1)3/4 +O((x+ 1)5/4).
Hence, using the notation pˆ(x) = αˆ(x) + βˆ(x), we find
‖µL(Υαˆ(x),βˆ(x))‖2 = 2π3−1/3(π − pˆ(x))−1/3 +O((π − pˆ(x))1/3).
This 2π3−1/3 = 4.356 . . . is just slightly better than
√
12π8/3
π2+6
= 4.001 . . ..
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Example 5.2 (Skew-loxodromic divergence). Suppose that α > 0. Then∫
‖Υα,π‖2 = α+ π.
Now, we claim,
∞∑
n=1
µL[n](Υα,π) is divergent.
Indeed, consider expL(Υtα,tπ) for t ∈ C. For t = 1, expL(Υα,π) = −
[
coshα sinhα
sinhα coshα
]
,
which has two distinct real roots, −e±α. This implies that expL(Υtα,tπ) is not an ex-
ponential of a real 2 × 2 matrix for t ∈ (1 − ε, 1], with some ε > 0. Consequently, the
convergence radius of the germ of log expL(Υtα,tπ) around t = 0 is at most 1 − ε. But
this implies divergence at t = 1.
More quantitatively, consider the function
t 7→ log(expL(Υαt,πt)) = AC(coshαt cos πt)
[
sinhαt cos πt −e−αt sinπt
eαt sinπt − sinhαt cos πt
]
,
and try to extend it analytically from around t = 0 along [0,+∞). Then we see that it
develops a singularity corresponding to coshαt cos πt = −1 before t = 1.
Example 5.3. (Skew-elliptic composition.) Consider the matrices
P˜ =
[
0 −1
0
]
, I˜ =
[ −1
1
]
.
For α, β ∈ C, let
Υ˜α,β = αP˜1.βI˜1.
Then ∫
‖Υ˜α,β‖2 = |α| + |β|.
For |α| + |β| < π, we can consider
µL(Υ˜α,β) = log(expL(Υ˜α,β))
= log(exp(βI˜) exp(αP˜ ))
= log
[
cos β −α cos β − sin β
sinβ −α sin β + cos β
]
= AC
(
cos β − α
2
sin β
) [α
2 sin β α cos β − sin β
sin β −α2 sinβ
]
.
If α, β ≥ 0, then
‖µL(Υ˜α,β)‖2 = AC
(
cos β − α
2
sinβ
)
·
(
sin β +
α
2
cos β +
α
2
)
.
For optimal approach, consider x ∈ (−1, 1], and let
αˆ(x) =
2At(x)√
1− (x+At(x))2 ; βˆ(x) = arccos (x+At(x)) .
Then
cos βˆ(x)− αˆ(x)
2
sin β(x) = x.
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As xց −1, we have αց 0 (eventually) and β ր π; and, αˆ(x) + βˆ(x)ր π. Now, as
xց −1,
‖µL(Υ˜αˆ(x),βˆ(x))‖2 =
arccos x√
1− x2
(
sin βˆ(x) +
αˆ(x)
2
cos βˆ(x) +
αˆ(x)
2
)
= 21/4π(t+ 1)−1/4 +O((t+ 1)1/4),
and
π − αˆ(x)− βˆ(x) = 2
3
21/4(x+ 1)3/4 +O((x+ 1)5/4).
Hence, using the notation pˆ(x) = αˆ(x) + βˆ(x), we find
‖µL(Υ˜αˆ(x),βˆ(x))‖2 = π(4/3)1/3(π − pˆ(x))−1/3 +O((π − pˆ(x))1/3).
This leading coefficient π(4/3)1/3 = 1.100 . . . is worse than the previous ones.
A similar analysis of divergence can be carried out.
The previous two examples are usual subjects of convergence estimates of the Baker–
Campbell–Hausdorff formula. For example, the latter one already appears in Wei [37]
(without asymptotics). More sophisticated investigations start with Michel [20] (he uses
Frobenius norm). The following two examples (variants of each other), were already
used by Moan [24] in order obtain π as the upper bound for the convergence radius of
the Magnus expansion.
Lemma 5.4. The solution of the ordinary differential equation
dA(θ)
dt
A(θ)−1 = a
[− sin 2bθ cos 2bθ
cos 2bθ sin 2bθ
]
≡ exp(bθI˜)aK˜ exp(−bθI˜),
A(0) =
[
1
1
]
≡ Id2,
is given by
A(θ) =W (aθ, bθ);
where
W (p,w) =
[
cosw − sinw
sinw cosw
] [ 6 Cosh(p2 − w2) (p +w) 6 Sinh(p2 − w2)
(p− w) 6 Sinh(p2 − w2) 6 Cosh(p2 − w2)
]
≡ exp(wI˜)(6 Cosh(p2 − w2) Id+ 6 Sinh(p2 − w2)(−wI˜ + pK˜));
such that the functions 6 Cosh and 6 Sinh are given by
6 Cosh(x) =

cos
√−x if x < 0
1 if x = 0
cosh
√
x if x > 0,
6 Sinh(x) =

sin
√−x√−x if x < 0
1 if x = 0
sinh
√
x√
x
if x > 0,
on the real domain, but they are, in fact, entire functions on the complex plane.
Proof. This can be checked by direct computation. 
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Example 5.5. (Moan’s example / Magnus critical development.) On the interval [0, π],
consider the measure Φ, such that
Φ(θ) =
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,π].
Then, ∫
‖Φ‖2 = π.
For t ∈ D˚(0, π), we can consider
µL(t · Φ) = log expL(t · Φ).
We know that it is analytic on D˚(0, π), but it can also be computed explicitly.
expL(t · Φ) = expL
(
t
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,π]
)
=W (πt, π)
= −
 cos(π√1− t2) sin(π√1−t2)√1−t2 (t+ 1)
sin(π
√
1−t2)√
1−t2 (t− 1) cos(π
√
1− t2)
 .
So,
µL(t · Φ) = log expL(t · Φ)
=
AC(cos(−π√1− t2)) sin(π√1− t2)√
1− t2
[ −t− 1
−t+ 1
]
= π
(
1√
1− t2 − 1
)[ −t− 1
−t+ 1
]
.
Consequently, if t ∈ [0, 1], then
‖µL(t · Φ)‖2 = ‖ log expL(t · Φ)‖2
= π
(
1√
1− t2 − 1
)
(1 + t)
=
√
2π(t− 1)−1/2 − 2π −
√
2
4
π(t− 1)1/2 +O(t− 1),
as tր 1. Or using the notation p = πt, we find∫
‖p/π · Φ‖2 = p
and
(61) µL(p/π · Φ) =
√
2π3/2(π − p)−1/2 − 2π −
√
2
4
π1/2(π − p)1/2 +O(π − p),
as pր π. This is asymptotically the same as the general estimate in Theorems 4.5 and
4.6, which, henceforth, turn out to be not so bad after all.
In terms of the Magnus expansion, we see that
µL[n](Φ) =

0 if n = 1
(−1)⌊n/2⌋(−1/2⌊n/2⌋)πI˜ if n is even, n ≥ 2
(−1)⌊n/2⌋(−1/2⌊n/2⌋)π(−K˜) if n is odd, n ≥ 2
CONVERGENCE ESTIMATES FOR THE MAGNUS EXPANSION 37
Now, for any integer n,
(−1)n
(−1/2
n
)
=
(2n)!
22n(n!)2
;
and a simple application of Stirling’s formula shows that
‖µL[n](Φ)‖2 =
√
2π
n
+ o(1),
as n→∞. This is smaller by a linear factor than the crude estimate of Theorem 4.6.b,
but, considering essential monotonicity, we cannot expect better.
Nevertheless, in this case we explicitly see that
∑∞
n=1 µL[n](Φ) is divergent.
Example 5.6. (Moan’s example / Magnus parabolic development.) On the interval
[0, π], consider again the measure Φ, such that
Φ(θ) =
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,π].
Then, for p ∈ [0, π), ∫
‖Φ|[0,p]‖2 = p.
Here
expL(Φ|[0,p]) =W (p, p) =
[
cos p 2p cos p− sin p
sin p 2p sin p+ cos p
]
= (cos p Id+ sin pI˜)(Id2−pI˜ + pK˜).
Thus
µL(Φ|[0,p]) = log expL(Φ|[0,p]) = AC(cos p+ p sin p)
[−p sin p 2p cos p− sin p
sin p p sin p
]
.
Consequently,
‖µL(Φ|[0,p])‖2 = AC(cos p+ p sin p) · (sin p− p cos p+ p).
As pր π,
(62) ‖µL(Φ|[0,p])‖2 =
√
2π3/2(π − p)−1/2 − 2π +
√
2π(π2 − 1)
4
(π − p)1/2 +O(π − p).
This is not only better than (61), but it has the advantage that it can be interpreted in
terms of the solution of a differential equation blowing up.
Example 5.7. (Magnus elliptic development.) Let h ∈ [0, 1] be a parameter. On the
interval [0, π], consider the measure Ψ̂h such that
Ψ̂h = (1− h)
[ −1
1
]
+ h
[− sin 2θ cos 2θ
cos 2θ sin 2θ
]
dθ|[0,π].
Then, for p ∈ [0, π) ∫
‖Φ̂h|[0,p]‖2 = p.
It is easy to see that
expL(Φ̂h|[0,p]) = E(p, ph),
where
E(p,w) =
[
cos p 2w cos p− sin p
sin p 2w sin p+ cos p
]
= (cos p Id+ sin pI˜)(Id2−wI˜ + wK˜).
38 GYULA LAKOS
Here Φ̂1 = Φ. We find that
‖µL(Φ̂h|[0,p])‖ = ‖ log expL(Φ̂h|[0,p])‖ = AC(cos p+ hp sin p) · (sin p− hp cos p+ hp).
Thus, if h 6= 0, then
lim
pրπ
‖µL(Φ̂h|[0,p])‖2 = +∞.
It is notable that
CD(expL(Φ̂h|[0,p])) = D(eip − ieipph, ph),
which is CD(expL(Φ|[0,p])) contracted from the boundary point eip by factor h.
Example 5.8. (Magnus hyperbolic development.) More generally, let t be a real pa-
rameter. On the interval [0, π] consider the measure Φsin t, such that
Φsin t(θ) =
[− sin 2(θ sin t) cos 2(θ sin t)
cos 2(θ sin t) sin 2(θ sin t)
]
dθ|[0,π].
Then, for p ∈ [0, π) ∫
‖Φsin t|[0,p]‖2 = p.
Φ1 is the same as Φ, and Φ−1 = K˜ · Φ1 · K˜. If t ∈ (−π/2, π/2), then
expL(Φsin t|[0,p]) = expL
([− sin 2(θ sin t) cos 2(θ sin t)
cos 2(θ sin t) sin 2(θ sin t)
]
dθ|[0,p]
)
=W (p, p sin t)
= (cos(p sin t) Id+ sin(p sin t)I˜) ·
(
cosh(p cos t) Id2+
sinh(p cos t)
cos t
(
− sin tI˜ + K˜
))
.
Consequently,
‖µL(Φsin t|[0,p])‖2 = AC
(
cosh (p cos t) cos (p sin t) +
sinh (p cos t)
cos (t)
sin (p sin t) sin t
)
·
(∣∣∣∣cosh (p cos t) sin (p sin t)− sinh (p cos t)cos t cos (p sin t) sin t
∣∣∣∣+ sinh (p cos t)cos t
)
.
Now, in the special case p/π = sin t, we see that∫
‖Φp/π|[0,p]‖2 = p,
and
(63) ‖µL(Φp/π|[0,p])‖2 =
√
2π3/2(π− p)−1/2− 2π+
√
2π(4π2 − 3)
12
(π− p)1/2+O(π− p).
This shows that (62) is not optimal, either.
In what follows, whenever we use the terms ‘Magnus elliptic development’ and ‘Mag-
nus hyperbolic development’, we understand that they allow the case of the Magnus
parabolic development. If we want to exclude it, we say ‘strictly elliptic’ or ‘strictly
hyperbolic’ development.
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6. An analysis of the GL+2 (R) case
Theorem 6.1. Let p ∈ (0, π). Consider the family of disk parameterized by t ∈
[−π/2, π/2], such that the centers and radii are
Ωp(t) = e
ip sin t
(
cosh(p sin t)− i sinh(p cos t) sin t
cos t
)
,
ωp(t) =
sinh(p cos t)
cos t
,
for t 6= ±π/2; and
Ωp(±π/2) = (cos p+ p sin p)± i(sin p− p cos p),
ωp(±π/2) = p.
(a) The circle ∂ D(Ωp(t), ωp(t)) is tangent to ∂ expD(0, p) at
γp(t) = e
p cos t+ip sin t and γp(π − t mod 2π) = e−p cos t+ip sin t.
These points are inverses of each other relative to the unit circle. If the points are equal
(t = ±π/2), then the disk is the osculating disk at γp(t).
The disks themselves are orthogonal to the unit circle. The disks are distinct from
each other. Extending t ∈ [−π, π], we have Ωp(t) = Ωp(π − t mod 2π), ωp(t) = ωp(π − t
mod 2π).
(b)
CD(expL(Φsin t|[0,p]) = CD(W (p, p sin t)) = D(Ωp(t), ωp(t)).
(c) The disks D(Ωp(t), ωp(t)) are the maximal disks in expD(0, p). The maximal disk
D(Ωp(t), ωp(t)) touches ∂ expD(0, p) only at γp(t), γp(π − t mod 2π).
Proof. (a) The disks are distinct because, the centers are distinct: For t ∈ (−π/2, π/2),
argΩp(t)
dt
= Im
d log Ωp(t)
dt
=
(p sin(t) cosh(p sin t)− cosh(p cos t)) cosh(p sin t)
cosh(p sin t)2 − sin2 t > 0.
(Cf.
∫ x
0 y sinh ydy = x cosh x− sinhx.) The rest can easily be checked using the obser-
vation
Ωp(t) = e
p cos t+ip sin t − sinh(p cos t)
cos t
ei(t+p sin t) = e−p cos t+ip sin t +
sinh(p cos t)
cos t
ei(−t+p sin t).
(b) This is direct computation.
(c) In general, maximal disks touch the boundary curve γp, and any such touching
point determines the maximal disk. (But a maximal disk might belong to different
points.) Due to the double tangent / osculating property the given disks are surely
the maximal disks, once we prove that they are indeed contained in expD(0, p). How-
ever, CD(expL(Φsin t|[0,p]) = D(Ωp(t), ωp(t)) together with Theorem 4.2 implies that
D(Ωp(t), ωp(t)) ⊂ expD(0, p). The distinctness of the circles implies that they touch the
boundary only at the indicated points. 
Alternative proof for D(Ωp(t), ωp(t)) ⊂ expD(0, p). Here we give a purely differential
geometric argument.
One can see that the given disks D(Ωp(t), ωp(t)) are characterized by the following
properties:
(α) If γp(t) 6= γp(π − t mod 2π), then the disk is tangent to γp at the these points.
(β) If γp(t) 6= γp(π − t mod 2π), i. e. t = ±π, then the disk is the osculating disk at
γp(±π/2).
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Now, we prove that D(Ωp(t), ωp(t)) ⊂ expD(0, p). First, we show that D(Ωp(0), ωp(0)) ⊂
expD(0, p). Indeed,
D(Ωp(0), ωp(0)) = PD
([
ep
e−p
])
;
hence, by Theorem 4.2, the log of any element of D(Ωp(0), ωp(0)) is contained in
PD
(
log
[
ep
e−p
])
= PD
([
p
−p
])
= D(0, p).
Let L be the maximal real number such that D(Ωp(t), ωp(t)) ⊂ expD(0, p) for any
t ∈ [−L,L], and L < π/2. (Due to continuity, there is a maximum.) Indirectly, assume
that L < π/2. Then one of following should happen:
(i) Besides γp(L) and γp(π − L mod 2π) there is another pair (due to inversion sym-
metry) of distinct points γp(L˜) and γp(π − L˜ mod 2π), where D(Ωp(L), ωp(L)) touches
the boundary of expD(0, p).
(ii) D(Ωp(L), ωp(L)) touches the boundary at γp(π/2) or γp(−π/2).
(iii) D(Ωp(L), ωp(L)) is osculating at γp(L) or at γp(π − L mod 2π).
(Symmetry implies that t = ±L are equally bad.) Case (i) is impossible, because
the given circles are distinct and the characterising properties hold. Case (ii) is impos-
sible, because, due to ωp(L) > p, and the extremality of arg γp(±π/2), the situation
would imply that that D(Ωp(L), ωp(L)) strictly contains the osculating disk at γp(π/2)
or γp(−π/2), which is a contradiction to D(Ωp(L), ωp(L)) ⊂ expD(0, p). Case (iii) is
impossible, because for oriented plane curvature of γp,
κγp(t) =
1 + p cos t
pep cos t
<
1
ωp(t)
=
cos t
sinh(p cos t)
if cos t 6= 0. (In general, 1+xex < xsinhx for x 6= 0.) This implies L = π/2, proving the
statement. 
In what follows, we will not make much issue out of expressions like sinh pxx when
x = 0; we just assume that they are equal to p, in the spirit of continuity.
Theorem 6.2. Suppose that p ∈ (0, π). Suppose that D is a disk in expD(0, p), which
touches ∂ expD(0, p) at γp(t) = e
p cos t+ip sin t. Then for an appropriate nonnegative
decomposition p = p1 + p2,
D = CD
(
exp(p1(Id cos t+ I˜ sin t)) ·W (p2, p2 sin t)
)
.
The bigger the p2 is, the bigger the corresponding disk is. p2 = p corresponds to the
maximal disk, p2 = 0 corresponds to the point disk.
Proof. Let Wp1,p2,t denote the argument of CD. Then its first component is Magnus
exponentiable by norm p1, and its second component is Magnus exponentiable by norm
p2. Thus the principal disk must lie in expD(0, p). One can compute the center and the
radius of the chiral disk (cf. the Remark), and find that that γp(t) is on the boundary of
the disk. So, CD(Wp1,p2,t) must be the maximal CD(W0,p1+p2,t) contracted from γp(t).
One, in particular, finds that the radius of CD(Wp1,p2,t) is
ep1+p2 − ep1−p2
2 cos t
=
ep
cos t
(1− e−2p2).
This shows that bigger p2 leads to bigger disk. 
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Remark. It is easy to see that, for p = p1 + p2,
exp(p1(Id cos t+ I˜ sin t)) ·W (p2, p2 sin t) =
= ep1 cos t exp((p1 + p2) sin tI˜) ·
(
cosh(p2 cos t) Id2+
sinh(p2 cos t)
cos t
(
− sin tI˜ + K˜
))
= expL
(
p1
p
[
cos t − sin t
sin t cos t
]
+
p2
p
[− sin(2θ sin t) cos(2θ sin t)
cos(2θ sin t) sin(2θ sin t)
]
dθ|[0,p]
)
= expL
(
p1
[
cos t − sin t
sin t cos t
]
+ p2
[− sin(2pθ sin t) cos(2pθ sin t)
cos(2pθ sin t) sin(2pθ sin t)
]
dθ|[0,1]
)
.
This immediately implies the existence of a certain normal form. For the sake of
compact notation, let
K˜ := {− sin βJ˜ + cos βK˜ : β ∈ [0, 2π)},
which is the set conjugates of K˜ by orthogonal matrices.
Theorem 6.3. Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π). Assume
that p is the smallest real number such that CD(A) ⊂ expD(0, p), and CD(A) touches
exp ∂D(0, p) at ep(cos t+i sin t). Then there is an nonnegative decomposition p = p1 + p2,
and a matrix F˜ ∈ K˜, such that
A = ep1 cos t exp(p sin tI˜) ·
(
cosh(p2 cos t) Id2−sinh(p2 cos t)
cos t
sin tI˜
)
+
sinh(p2 cos t)
cos t
F˜
(64)
= expL
(
p1 exp(tI˜) + p2 exp(2pθ sin tI˜) · F˜ dθ|[−1/2,1/2]
)
(65)
= expL(exp(tI˜) dθ|[0,p1]) expL
(
exp((2θ − p1 − p2) sin tI˜)F˜ dθ|[0,p2]
)
(66)
= expL
(
exp((2θ + p1 − p2) sin tI˜)F˜ dθ|[0,p2]
)
expL(exp(tI˜) dθ|[0,p1]).(67)
The case p1 = p2 = 0 corresponds to A = Id2.
The case p1 > 0, p2 = 0 corresponds to point disk case, the expression does not depend
on F˜ .
The case p1 = 0, p2 > 0 corresponds to the maximal disk case, it has degeneracy
t↔ π − t mod 2π.
In the general case p1, p2 > 0, the presentation is unique in terms of p1, p2, t mod 2π, F˜ .
Proof. This is an immediate consequence of the previous statement and the observation
(cosα+ I˜ sinα)K˜(cosα+ I˜ sinα)−1 = (cos 2α+ I˜ sin 2α)K˜ = −J˜ sin 2α+ K˜ cos 2α. 
In what follows, we use the notation
N(p1, p2, t, F˜ )
to denote the arithmetic expression on the RHS of (64). The statement above offers
three ways to imagine the matrix in question as a left-exponential: (65) is sufficiently
nice and compact with norm density p on an interval of unit length. (66) and (67)
are concatenations of intervals of length p1 and p2 with norm density 1. One part is
essentially a complex exponential, relatively uninteresting; the other part is the Magnus
parabolic or hyperbolic development of Examples 5.6 and 5.8, but up to conjugation by
a special orthogonal matrix, which is the same to say as ‘up to phase’.
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Theorem 6.4. Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π). Then
M(A) = inf{λ ∈ [0, π) : CD(A) ⊂ expD(0, λ)}.
Or, in other words,
M(A) = sup{| log z| : z ∈ CD(A)}.
Proof. Assume that p is the smallest real number such that CD(A) ⊂ expD(0, p). By
Theorem 4.2,M(A) is at least p, while the left-exponentials of Theorem 6.3 does indeed
Magnus-exponentiate them with norm p. 
Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π), A 6= Id2, p = M(A). If
detA = 1, then A can be of the three kinds: Magnus elliptic, when CD(A) touches
exp ∂D(0, p) at eip or e−ip, but it is not an osculating disk; Magnus parabolic, when
CD(A) touches exp ∂D(0, p) at eip or e−ip, and it is an osculating disk; or Magnus
hyperbolic when CD(A) touches exp ∂D(0, p) at two distinct points. If detA 6= 1 then
CD(A) touches exp ∂ D(0, p) at a single point, asymmetrically; we can call these Magnus
loxodromic. We see that Examples 5.6, 5.7, and 5.8, cover all the Magnus parabolic,
hyperbolic and elliptic cases up to conjugation by an orthogonal matrix. In general, if
A is not Magnus hyperbolic, then it determines a unique Magnus direction cos t+ i sin t
(in the notation Theorem 6.3). It is the direction of the farthest point of {log z : z ∈
CD(A)} from the origin. If A is Magnus hyperbolic, then this direction is determined
only up to sign in the real part.
Lemma 6.5. Suppose A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π), A 6= Id2, detA = 1,
CD(A) = D((a, b), r). Then a2 + b2 = r2 + 1 and a+ 1 > 0.
We claim that A is Magnus hyperbolic or parabolic if and only if
2 arctan
r + |b|
a+ 1
≤ r.
If A is Magnus elliptic or parabolic, then
M(A) = 2 arctan r + |b|
a+ 1
.
Proof. ∂D((a, b), r) intersects the unit circle at
(cosϕ±, sinϕ±) :
(
a± br
a2 + b2
,
b∓ ar
a2 + b2
)
,
ϕ± ∈ (−π, π). In particular, a± br
a2 + b2
+1 > 0; multiplying them, we get a+1 > 0. Then
φ± = 2arctan r±ba+1 . If one them is equal to r, then it is a Magnus parabolic case; if
those are smaller than r, then it is Magnus hyperbolic case; if one of them is bigger than
r, this it must be a Magnus elliptic case. (Cf. the size of the chiral disk in Theorem
6.2.) 
We say that the measure φ is a minimal Magnus presentation for A, if expL(φ) = A
and
∫ ‖φ‖2 =M(A).
Lemma 6.6. Any element A ∈ GL+2 (R) has at least one minimal Magnus presentation.
Proof. GL+2 (R) is connected, which implies that any element A has at least one Magnus
presentation ψ. If
∫ ‖φ‖2 is small enough, then we can divide the supporting interval
of φ into ⌊M(A)/π⌋ many subintervals, such that the variation of φ on any of them is
less than π. Replace φ by a normal form on every such subinterval. By this we have
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managed to get a presentation of variation at most
∫ ‖φ‖2 by a data from ([0, π] ×
[0, π]× [0, 2π]×K)⌊M(A)/π⌋. Conversely, such a data always gives a presentation, whose
expL depends continuously on the data. Then the statement follows from a standard
compactness argument. 
Lemma 6.7. Suppose that Aλ → Id, such that Aλ is Magnus hyperbolic, but Aλ 6= Id
for any λ. Suppose that CD(Aλ) = D((1 + aλ, bλ), rλ).
Then, as the sequence converges,
M(Aλ)2 = 2aλ +O(itself2);
or more precisely,
M(Aλ)2 = 2aλ − 1
3
a2λ +
3
2
b2λ
aλ
+O(itself3).
Proof. We can assume that Aλ = W (pλ, pλ sin tλ). From the formula of W (p, p sin t)
one can see that CD(W (p, p sin t)) is an entire function of x = p cos t, y = p sin t. One
actually finds that the center is
(1 + aˆ(x, y), bˆ(x, y)) =
(
1 +
x2 + y2
2
+
(x2 − y2)(x2 + y2)
24
+
(x4 − 10x2y2 + 5y4)(x2 + y2)
720
+O(x, y)8,
y(x2 + y2)
3
+
y(x2 + y2)(x2 − y2)
30
+O(x, y)7
)
.
(One can check that in the expansion aˆ(x, y), every term is divisible by (x2+ y2); in the
expansion bˆ(x, y), every term is divisible by y(x2 + y2).) Eventually, one finds that
p2 = x2 + y2 = 2aˆ(x, y) +O(x, y)4
and
p2 = x2 + y2 = 2aˆ(x, y)− 1
3
aˆ(x, y)2 +
3
2
bˆ(x, y)2
aˆ(x, y)
+O(x, y)6.

The hyperbolic developments p 7→W (p, p sin t) are uniform motions in the sense that
the incrementsW ((p+ε), (p+ε) sin t)W (p, p sin t)−1 differ from each other by conjugation
by orthogonal matrices as p changes. In fact, they are locally characterized by the speed
sin t, and a phase, i. e. conjugation by rotations.
Lemma 6.8. Assume that 0 < p1, p2; p1+p2 < π; t1, t2 ∈ [−π/2, π/2]; ε ∈ (−π/2, π/2].
On the interval [−p1, p2], consider the measure φ given by
φ(θ) = η(θ) dθ|[−p1,p2],
where
η(θ) =

[
− sin 2(θ sin t2) cos 2(θ sin t2)
cos 2(θ sin t2) sin 2(θ sin t2)
]
if θ ≥ 0[
cos ε − sin ε
sin ε cos ε
][
− sin 2(θ sin t1) cos 2(θ sin t1)
cos 2(θ sin t1) sin 2(θ sin t1)
][
cos ε sin ε
− sin ε cos ε
]
if θ ≤ 0.
Then
M(expL(φ)) < p1 + p2
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unless ε = 0 and v1 = v2.
Proof. It is sufficient to prove this for a small subinterval around 0. So let us take the
choice p1 = p2 = p/2, pց 0. Then
expL(φ|[−p/2,p/2]) =W
(p
2
,
p
2
sin t2
)[cos ε − sin ε
sin ε cos ε
]
W
(
−p
2
,−p
2
sin t1
)−1 [ cos ε sin ε
− sin ε cos ε
]
.
Let
D((ap, bp), rp) = CD(expL(φ|[−p/2,p/2])).
(i) If ε ∈ (−π/2, 0) ∪ (0, π/2), then
2 arctan
rp ± bp
ap + 1
− rp = ∓1
4
sin(2ε)p2 +O(p3).
This shows that expL(φ|[−p/2,p/2]) gets Magnus elliptic. However,
M(expL(φ|[−p/2,p/2])) = 2 arctan
rp ± br
ap + 1
= p cos(ε) +O(p2)
shows Magnus non-minimality.
(ii) If ε = π/2, sin t1 + sin t2 6= 0, then
2 arctan
rp ± br
ap + 1
− rp = ∓ 1
12
(sin t1 + sin t2)p
3 +O(p4).
This also shows Magnus ellipticity, and
2 arctan
rp ± br
ap + 1
=
1
4
| sin t1 + sin t2|p2 +O(p3)
shows Magnus non-minimality.
(iii) If ε = π/2, sin t1 + sin t2 = 0, then expL(φ|[−p/2,p/2]) = Id2. Hence, full cancella-
tion occurs, this is not Magnus minimal.
(iv) If ε = 0, sin t1 6= sin t2, then sin t1 + sin t2 < 2, and
2 arctan
rp ± bp
ap + 1
− rp = 1
6
(±(sin t1 + sin t2)− 2)p3 +O(p4).
this shows that expL(φ|[−p/2,p/2]) gets Magnus hyperbolic.
Then assuming Magnus minimality and using the previous lemma, we get a contra-
diction by
M(expL(φ|[−p/2,p/2]))2 = p2 −
1
48
p4(sin t2 − sin t1)2 +O(itself3) < p2.
This proves the statement. 
Lemma 6.9. Assume that 0 < p1, p2; p1 + p2 < π; t1 ∈ [−π/2, π/2); . On the interval
[−p1, p2], consider the measure φ given by
φ(θ) = η(θ) dθ,
where
η(θ) =

I˜ =
[
−1
1
]
if θ ≥ 0[
− sin 2(θ sin t) cos 2(θ sin t)
cos 2(θ sin t) sin 2(θ sin t)
]
if θ ≤ 0.
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Then
M(expL(φ)) < p1 + p2.
Proof. Again, it is sufficient to show it for a small subinterval around 0.
(i) Suppose t ∈ (−π/2, π/2). As pց 0, restrict to the interval
Ip =
[
−p, sinh p cos t
cos t
− p
]
.
Then
expL(φ|Ip) = exp
(
I˜
(
sin
sinh p cos t
cos t
− p
))
W (−p,−p sin t)−1.
Let
D((ap, bp), rp) = CD(expL(φ|Ip)).
If we assume Magnus minimality, then
M(expL(φ|Ip)) =
sinh p cos t
cos t
= rp.
Thus, expL(φ|Ip) is Magnus parabolic. By direct computation, we find
2 arctan
rp + |bp|
ap + 1
= p+
1
3
p3max(cos2 t+ sin t− 1,−1− sin t) +O(p4),
in contradiction to
sinh p cos t
cos t
= p+
1
6
p3(cos2 t) +O(p4),
which is another way to express M(expL(φ|Ip)) from the density. (The coefficients of
p3 differ for t ∈ (−π/2, π/2).)
(ii) Consider now the case t = −π/2.
2 arctan
rp ± bp
ap + 1
= ±1
2
p+O(p2)
shows Magnus ellipticity, and
2 arctan
rp + |bp|
ap + 1
= p− 1
12
p3 +O(p4)
shows non-minimality. 
Now we deal with the unicity of the normal forms as left exponentials. In the context
of Theorem 6.3 we call ell(A) := p1(cos t+ I˜ sin t) the elliptic component of A, and we
call hyp(A) := p2 the hyperbolic length of A.
Theorem 6.10. Suppose that A ∈ M2(R) such that CD(A) ⊂ exp D˚(0, π), and φ is a
minimal Magnus presentation for A supported on [a, b].
Then, restricted to any subinterval I, the value ell(expL(φ|I)) is a multiple of ell(A)
by a nonnegative real number. Furthermore the interval functions
I 7→ M(expL(φ|I)) = ∫ ‖φ|I‖2,
I 7→ ell(expL(φ|I)),
I 7→ hyp(expL(φ|I))
are additive. In particular, if A is Magnus hyperbolic or parabolic, then ell(expL(φ|I))
is always 0.
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Proof. Divide supporting interval of φ into smaller intervals I1, . . . ,Is. On these inter-
vals replace φ|Ik by a left-complex normal form. Thus we obtain
φ′ = Φ(1)K1 .(cos t1 + I˜ sin t1)1J1. . . . .Φ
(s)
Ks.(cos ts + I˜ sin ts)1Js ,
where Jj are Kj are some intervals, and Φ(j)Kj are hyperbolic developments (up to conju-
gation). (They can be parabolic but for the sake simplicity let us call them hyperbolic.)
Further, rearrange this as
φ′′ = Φ′(1)K1 . . . . .Φ
′(s)
Ks .(cos t1 + I˜ sin t1)1J1. . . . .(cos ts + I˜ sin ts)1Js ,
where the hyperbolic developments suffer some special orthogonal conjugation but they
remain hyperbolic developments. Now, the elliptic parts
ell(expL(φ|Ij )) = |Jj|(cos tj + I˜ sin tj)
must be nonnegatively proportional to each other, otherwise cancelation would occur
when the elliptic parts are contracted, in contradiction to the minimality of the presen-
tation. By this, we have proved that in a minimal presentation elliptic parts of disjoint
intervals are nonnegatively proportional to each other.
Suppose that in a division |Jj| cos tj 6= 0 occurs. Contract the elliptic parts in φ′′ but
immediately divide them into two equal parts:
φ′′′ = Φ′(1)K1 . . . . .Φ
′(s)
Ks .(cos tj + I˜ sin tj)1J .(cos tj + I˜ sin tj)1J .
Now replace everything but the last term by a normal form
φ′′′′ = Φ′(0)K0 .(cos t0 + I˜ sin t0)1J0.(cos tj + I˜ sin tj)1J .
Taking the determinant of the various left-exponential term we find
e|J0| cos t0+|J | cos tj = e2|J | cos tj .
Thus |J0| cos t0 6= 0, hence, by minimality tj = t0 mod 2π, moreover |J0| = |J |.
However, the φ′′′ constitutes a normal form (prolonged in the elliptic part), which in
this form is unique, thus, eventually
(68) ell(expL(φ)) =
s∑
j=1
ell(expL(φ|Ij ))
must hold.
Suppose now that sin tk = 1 or sin tk = −1 occurs with |Jk| 6= 0. Consider φ′′. By
Magnus minimality and Lemma 6.8, the hyperbolic development must fit into single
hyperbolic development ΨK (without phase or speed change). Furthermore, by Lemma
6.9, ΨK must be parabolic fitting properly to the elliptic parts. Thus φ′′, in fact, yields
a normal form ΨK.(sin tk)1J . Then (68) holds.
The third possibility in φ′′ is that all the intervals Jj are of zero length. Then the
hyperbolic developments fit into a single development ΨK, but (68) also holds.
Thus (68) is proven. It implies nonnegative proportionality relative to the total
ell(expL(φ)). Now, subintervals of minimal presentations also yield minimal presen-
tations, therefore additivity holds in full generality. Regarding the interval functions,
the additivity of M is trivial, the additivity of ell is just demonstrated, and hyp is just
the M minus the absolute value (norm) of ell. 
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Remark 6.11. Suppose that φ : I → B(H) is a measure. Assume that I1 ⊂ I is a
subinterval such that ∫ ‖φ|I1‖2 < π. Let us replace φ|I1 by a Magnus minimal presenta-
tion of expL(φ|I1), in order to obtain an other measure φ1. Then we call φ1 a semilocal
contraction of φ.
We call φ semilocally Magnus minimal, if finitely many application of semilocal con-
tractions does not decrease ∫ ‖φ‖2. (In this case, the semilocal contractions will not
really be contractions, as they are reversible.) We call φ locally Magnus minimal, if any
application of a semilocal contraction does not decrease ∫ ‖φ‖2. It is easy to see that
(Magnus minimal) ⇒(semilocally Magnus minimal) ⇒(locally Magnus minimal).
The arrows do not hold in the other directions. For example, I˜1[0,2π] is semilocally
minimal, but not Magnus minimal. Also, (−1[0,1]).Ψ0.1[0,1] is locally Magnus minimal
but not semilocally Magnus minimal: Using semilocal contraction we can move (−1[0,1])
and 1[0,1] beside each other, and then there is a proper cancellation.
The proper local generalization of Magnus minimality is semilocal Magnus minimality.
If φ is locally Magnus minimal, the we can define ell(φ) and hyp(φ) by taking a finite
division of {Ij} of I to intervals of variation less than π, and simply adding ell(φj)
and hyp(φj). What semilocality is needed for is to show that ell(φI) is nonnegatively
proportional to ell(φ), and to a proper definition of the Magnus direction of φ.
Having that, semilocally Magnus minimal presentations up to semilocal contractions
behave like Magnus minimal presentations. They can also be classified as Magnus ellip-
tic, parabolic, hyperbolic, or loxodromic. (But they are not elements of GL+2 (R) anymore
but presentations.) In fact, semilocally Magnus minimal presentations up to semilocal
contractions have a very geometrical interpretation, cf. Remark 6.15. (Interpreted as
elements of G˜L+2 (R).)
As Theorem 6.3 suggests, hyperbolic developments are rather rigid, while in other
cases there is some wiggling of elliptic parts.
Theorem 6.12. Suppose that A 6= Id2, p =M(A) < π, and φ is a minimal presentation
to A supported on the interval [a, b].
(a) Suppose that A is Magnus hyperbolic or parabolic. Then there are unique elements
t ∈ [−π/2, π/2] and F˜ ∈ K˜ such that
expL(φ|[a,x]) =W
(
0,
∫
‖φ|[a,x]‖2, t, F˜
)
.
Thus, minimal presentations for Magnus hyperbolic and parabolic matrices are unique,
up to reparametrization of the measure.
(b) Suppose that CD(A) is point disk. Then there is a unique element t ∈ [0, 2π) such
that
expL(φ|[a,x]) = exp
(
(Id2 cos t+ I˜ sin t)
∫
‖φ|[a,x]‖2
)
.
Thus, minimal presentations for quasicomplex matrices are unique, up to reparametriza-
tion of the measure.
(c) Suppose that A is not of the cases above. Then there are unique elements t ∈
[0, 2π), p1, p2 > 0, F˜ ∈ K˜ and surjective monotone increasing function ̟i : [a, b] →
[0, pi] such that
̟1(x) +̟2(x) = x− a
48 GYULA LAKOS
and
expL(φ|[a,x]) =W
(
̟1
(∫
‖φ|[a,x]‖2
)
,̟2
(∫
‖φ|[a,x]‖2
)
, t, F˜
)
.
Thus, minimal presentations in the general case are unique, up to displacement of elliptic
parts.
Proof. Divide [a, b] to [a, x] and [x, b], and replace the minimal presentation by norma
parts. They must fit in accordance to minimality. 
Remark. The statement can easily be generalized to semilocally Magnus minimal pre-
sentations.
Theorem 6.12 says that certain minimal Magnus presentations are essentially unique.
Theorems 6.13 and 6.14 will give some explanation to the fact that it is not easy to give
examples for the Magnus expansion blowing up in the critical case ∫ ‖φ‖2 = π.
Theorem 6.13. Suppose that A 6= Id2, p =M(A) < π, and φ is a minimal presentation
to A supported on the interval [a, b]. If φ is of shape
expL(φ|[a,x]) = exp
(
S
∫
‖φ|[a,x]‖2
)
with some matrix S (i. e., it is essentially an exponential), then S is of shape Id2 cos t+
I˜ sin t, (i. e. it is the quasicomplex case, Theorem 6.12.b).
Proof. Due to homogeneity, ell(Φ|I) and hyp(Φ|I) must be proportional toM(Φ|I). But
it is easy to see that (up to parametrization) only the homogeneous normal densities
(65) have this property, and they are locally constant only if the Magnus non-elliptic
component vanishes. 
In particular, the Baker-Campbell-Hausdorff setting (for 2× 2 real matrices) is never
Magnus minimal except in the degenerate quasicomplex case.
Theorem 6.14. Suppose that φ is a measure,∫
‖φ‖2 = π,
but log expL(φ) does not exist. Then there are uniquely determined elements t ∈ {−π, π}
and F˜ ∈ K˜, a nonnegative decomposition π = p1 + p2, with p2 > 0, and surjective
monotone increasing functions ̟i : [a, b]→ [0, pi] such that
̟1(x) +̟2(x) = x− a
and
expL(φ|[a,x]) =W
(
̟1
(∫
‖φ|[a,x]‖2
)
,̟2
(∫
‖φ|[a,x]‖2
)
, t, F˜
)
.
Thus, critical cases with log blowing up are the Magnus elliptic and parabolic (but not
quasicomplex) developments up to reparametrization and rearrangement of elliptic parts.
Proof. The presentation must be Magnus minimal, otherwise the log would be OK.
Divide [a, b] to [a, x] and [x, b], and replace the minimal presentation by normal parts.
They must fit in accordance to minimality. It is easy to see that in the Magnus hyperbolic
/ loxodromic cases CD(expL(φ|[a,x])) has no chance to reach (−∞, 0]. The disks are the
largest in the Magnus hyperbolic cases, and the chiral disks CD(W (π, π sin t)) of Magnus
strictly hyperbolic developments do not reach the negative axis. So the Magnus elliptic
and parabolic cases remain but the quasicomplex is ruled out. 
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Thus even critical cases with
∫ ‖φ‖2 = π are scarce.
Remark 6.15. We started this section by investigating matrices A with CD(A) ⊂
D˚(0, π). It is a natural question to ask whether the treatment extends to matrices A
with, say, CD(A) ∩ (∞, 0] = ∅. The answer is affirmative. However, if we consider this
question, then it is advisable to take an even bolder step:
Extend the statements for A ∈ G˜L+2 (R), the universal cover of GL+2 (R). This of
course, implies that we have to use the covering exponential e˜xp : M2(R) → G˜L+2 (R),
and expL should also be replaced by e˜xpL. Now, the chiral disks of elements of G˜L
+
2 (R)
live in C˜, the universal cover of C \ {0}.
Mutatis mutandis, Theorems 6.1, 6.2, 6.3 extend in a straightforward manner. Re-
markably, Theorems 4.1 and 4.2 have versions in this case, however we do not really need
them that much, because chiral disks can be traced directly to prove a variant of Theo-
rem 6.4. Elements of G˜L+2 (R) also have minimal Magnus presentations. In our previous
terminology, they are semilocally Magnus minimal presentations. In fact, semilocally
Magnus minimal presentations up to semilocal contractions will correspond to elements
of G˜L+2 (R). They classification Magnus hyperbolic, elliptic, parabolic, loxodromic, qua-
sicomplex elements extends to G˜L+2 (R).
This picture of G˜L+2 (R) helps to understand GL
+
2 (R). Indeed, we see that every
element of GL+2 (R) have countably many semilocally Magnus minimal presentations up
to semilocal contractions, and among those one or two (conjugates) are minimal. The
Magnus exponent of an element of GL+2 (R) is the minimal Magnus exponent of its lifts
to G˜L+2 (R).
Example 6.16. Let z = 4.493 . . . be the solution of tan z = z on the interval [π, 2π].
Consider
Z =
[−√1 + z2 − z
−√1 + z2 + z
]
.
The determinant of the matrix is 1, we want to compute its Magnus exponent. The
optimistic suggestion is
√
π2 + log(z +
√
1 + z2)2 = 3.839 . . .. Indeed, in the complex
case, or in the doubled real case, this is realizable from
Z = exp
[
log(z +
√
1 + z2) + πi
− log(z +√1 + z2) + πi
]
.
However, in the real case, there is ‘not enough space’ to do this. The pessimistic sug-
gestion is π + | log(z +√1 + z2)| = 5.349 . . .. Indeed, we can change sign by an elliptic
exponential, and then continue by a hyperbolic exponential. This, we know, cannot be
optimal. In reality, the answer isM(Z) = z = 4.493 . . .. In fact, Z is Magnus parabolic,
one can check that Z ∼W (z,z). This is easy to from the chiral disk.
In this case there are two Magnus minimal representations, because of the conjuga-
tional symmetry.
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7. Magnus expansion in the Banach–Lie algebra setting
Still in the setting of Banach algebras, let adX denote the operator adX : A → A,
given by Y 7→ [X,Y ]. Consider the meromorphic function
β(x) =
x
ex − 1 =
∞∑
j=0
βjx
j.
The function has poles at 2πi(N\{0}), so the indicated power series expansion converges
on D(0, 2π). In particular, if |X| < π (or sp(X) ⊂ {z ∈ C : |Re z| < π}), then
‖ adX‖ < 2π (or sp(adX) ⊂ {z ∈ C : |Re z| < 2π}) and β(adX) : A→ A makes sense
as absolute convergent power series (or homomorphic function) of adX. In this setting
Schur’s formulae hold, i. e. for Y ∈ A
d
dt
log(exp(tY ) exp(X))
∣∣∣
t=0
= β(adX)Y
and
d
dt
log(exp(X) exp(tY ))
∣∣∣
t=0
= β(− adX)Y ;
with the usual log branch cut along the negative x-axis. These formulae also extends,
mutatis mutandis, for Banach–Lie groups. However, what we really need is not some-
thing more but something less; the consequences in the formal case: If X and Y are
formal noncommutative variables, then
log(exp(Y ) exp(X))the multiplicity of Y is 1 = β(adX)Y
and
log(exp(X) exp(Y ))the multiplicity of Y is 1 = β(− adX)Y ;
where β(adX) is understood in the sense of formal power series. An immediate conse-
quence is the Magnus recursion theorem.
Theorem 7.1 (Magnus,[22], 1954). µk satisfies the recursions
µk(X1, . . . ,Xk) =
=
∑
I1∪˙...∪˙Is={2,...,k}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
βs · (ad µl1(Xi1,1 , . . . ,Xi1,l1 )) . . . (adµls(Xis,1 , . . . ,Xis,ls ))X1
and
µk(X1, . . . ,Xk) =
=
∑
I1∪˙...∪˙Is={2,...,k−1}
Ij={ij,1,...,ij,lj }6=∅
ij,1<...<ij,lj
(−1)sβs · (ad µl1(Xi1,1 , . . . ,Xi1,l1 )) . . . (adµls(Xis,1 , . . . ,Xis,ls ))Xk.
In particular, we find that µk(X1, . . . ,Xk) is a commutator polynomial of its variables.
Proof. Consider the first equation. Let us apply the first formal Schur formula with
X = log(exp(X2) · . . . · · · exp(Xk)) and Y = X1, and select the terms where every
variable Xi has multiplicity 1. Considering (3) yields the formula immediately. The
second equation is an analogous. 
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More precisely, this is combinatorially equivalent to the original version formulated
in more ODE looking setting.
Remark 7.2. The coefficients βi are very well-known: Let us recollect some standard
information about Bernoulli numbers. The Bernoulli numbers are defined by the expan-
sion
β(x) = “
x
ex − 1” =
∞∑
j=0
Bj
j!
xj.
Then
(69) Bj =
j∑
k=0
(
j
k
)
Bk (j ≥ 2)
(70) Bj = −
(
j
k
) j−1∑
k=0
Bk
j + 1− k (j ≥ 2)
(71) B2j+1 = 0 (j ≥ 1)
(72) tanx =
∞∑
j=1
(−1)j+122j(22j − 1) B2j
(2j)!
x2j−1 (|x| < π)
(73) sgnB2j = (−1)j+1 (j ≥ 1)
(74) tanhx =
∞∑
j=1
22j(22j − 1) B2j
(2j)!
x2j−1 (|x| < π)
(75) B0 = 1, B1 = −1
2
, B2 =
1
6
, B4 = − 1
30
, B6 =
1
42
, B8 = − 1
30
, B10 =
5
66
(76) B2j = (−1)j+1(2j)!(2π)−2j2ζ(2j) = (−1)j+1(2j)!(2π)−2j2
∞∑
N=1
1
N2j
(j ≥ 1).
Properties (69–75) are relatively straightforward to prove using elementary analysis,
while (76) can be proven from Euler’s formula π cot πx = 1x +
∑∞
N=−∞
N 6=0
(
1
x−N +
1
N
)
.
In our terminology, it is βj =
Bj
j! .
As µk(X1, . . . ,Xk) is a commutator expression, we can associate a Lie-polynomial
µLiek (X1, . . . ,Xk). According to the Poincare´–Birkhoff–Witt theorem, the Lie-polynomial
itself is independent of which commutator expression is used.
More generally, if g is Lie-algebra over a field of characteristic k, then we have natural
maps
⊙g ι // ⊗g
̟
tt
U
// Ug .
Here ι(X1⊙. . .⊙Xn) = 1n!
∑
σ∈Σn Xσ(1)⊗. . .⊗Xσ(n), and U is the factorization generated
by X1 ⊗X2 −X2 ⊗X1 = [X1,X2]. According to the Poincare´–Birkhoff–Witt theorem,
U ◦ ι is a linear isomorphism, and we set ̟ = (ι ◦ U)−1 ◦ U . I. e. ι,̟ are the natural
splitting maps, and U is the natural factorization. Let ̟k denote the further projection
of ̟ to ⊙kg; this is the k-th canonical projection.
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Theorem 7.3 (Solomon [31], 1968). The first canonical projection is given by Magnus
commutators:
(U ◦ ι) ◦̟1(X1 ⊗ . . .⊗Xn) = µn(X1, . . . ,Xn) inUg,
and
̟1(X1 ⊗ . . .⊗Xn) = µLien (X1, . . . ,Xn).
Proof. (After Helmstetter [16], 1989.) Formula (4) decomposes any product to symmet-
ric products of commutator expressions. The part of symmetric degree 1 is exactly the
Magnus commutator. 
More accurately, Solomon [31] computes (U ◦ι)◦̟1 directly to the RHS of (8). Helm-
stetter [16] understands the connection to logΠ exp-structure, but does not care about
the Magnus expansion. Reutenauer [30] has the full picture algebraically. Equation (4)
also shows how to express the higher canonical projections with Magnus commutators.
From the viewpoint of the canonical projections, it is easy to prove
Corollary 7.4 (Generalized Magnus recursion). For 1 ≤ h1, h2 ≤ k, h1 + h2 ≤ k,
µk(X1, . . . ,Xk) =
∑
I1∪˙...∪˙Is={h1+1,...,k−h2}
Ij={ij,1,...,ij,lj}6=∅
ij,1<...<ij,lj
µs(X1, . . . ,Xh1 , µl1(Xi1,1 , . . . ,Xi1,l1 ), . . . , µls(Xis,1 , . . . ,Xis,ls ),Xk−h2+1, . . . ,Xk).
Proof. This follows from applying the first canonical projection to
(77) log(exp(X1) · . . . · exp(Xk)) = log(exp(X1) · . . . · exp(Xh1)·
exp(log(exp(Xh1+1) · . . . · exp(Xk−h1)) · exp(Xk−h2+1) · . . . · exp(Xk)).

One can obtain many other similar identities in this way. Corollary 7.4 specializes to
the classical Magnus recursion in the cases h1 + h2 = 1 according to
Lemma 7.5 (Generalized Schur identity).∑
σ∈Σ{2,...,n}
µ(X1,Xσ(2), . . . ,Xσ(n)) =
∑
σ∈Σ{2,...,n}
βn−1(adXσ(2)) . . . (adXσ(n))X1,
∑
σ∈Σ{1,...,n−1}
µ(Xσ(1), . . . ,Xσ(n−1),Xn) =
∑
σ∈Σ{1,...,n−1}
βn−1(adXσ(1)) . . . (adXσ(n−1))Xn.
Proof. The first identity follows from the canonical projection applied to the first Schur
identity of ddt log(exp(tX1) exp(X2+ . . . Xn)); but it is also a consequence of the Magnus
recursion formulas. The second one is similar. 
Using Theorem 7.1, one can compute µLiek effectively. Other possibility is to use the
Dynkin–Specht–Wever lemma in order to turn (8) into an explicit Lie-polynomial, as it
was already done in Mielnik, Pleban´ski, [21]. Unfortunately, this latter approach is not
as effective analytically as one would like.
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The convergence of Magnus expansion in the setting of Banach–Lie-algebras, is cus-
tomarily examined in terms of Banach–Lie norms. In what follows, let g be a Banach–
Lie-algebra, i. e. Banach space endowed with a norm-compatible Lie algebra structure
‖ · ‖ such that
‖[X,Y ]‖ ≤ ‖X‖ · ‖Y ‖
holds. This is not exactly compatible with the Banach-algebra settings. If A is a Banach
algebra with norm | · |, then it becomes a Banach–Lie algebra with the norm
‖A‖ = 2|A|.
(Indeed, in this case ‖[A,B]‖ = 2|[A,B]| ≤ 4|A| · |B| = ‖A‖ · ‖B‖.) Our objective is to
examine of the convergence of
∑∞
n=1 µ
Lie
n (φ) depending on
∫ ‖φ‖.
First of all, there is a case we already know, the linear case. This applies to the large
Lie algebra gl(H) (dimH ≥ 2) and the small sl2(R) alike: Using the notation ‖·‖ = 2‖·‖2,
we know that
∫ ‖φ‖ < 2π implies the convergence of the Magnus series; while Example
5.5 yields a case with
∫ ‖φ‖ = 2π such that the Magnus expansion is divergent.
One can proceed with the general case as follows.
Let ΓLiek be the set of all Lie-monomials of X1, . . . ,Xk, where every variable is with
multiplicity 1. Let
ΘLiek :=
1
k!
inf
 ∑
γ∈ΓLiek
|θγ | : µLiek (X1, . . . ,Xk) =
∑
γ∈ΓLiek
θγ · γ(X1, . . . ,Xk) , θγ ∈ R
 ,
that is 1/k! times the minimal sum of the absolute value of the coefficients of the
presentations of µLiek (X1, . . . ,Xk). We use the term ‘minimal presentation’ where this
sum is minimal. For practical reason, we will not consider two Lie-monomials different,
if they can be obtained from each other by switching the order of the brackets in them.
We prefer lexicographically minimal presentations in the order of variables. E. g., we
prefer −[[X1,X3],X2] to [X2, [X1,X3]]. For the sake of compactness, we will use notation
X[[1,3],2] ≡ [[X1,X3],X2], etc.
Computing ΘLiek can be posed as a straightforward problem in rational linear pro-
gramming, which, however, quickly grows intractable due to its size. We present some
examples, but we omit the details: standard methods apply.
Example 7.6.
ΘLie1 = 1, Θ
Lie
2 =
1
2!
· 1
2
, ΘLie3 =
1
3!
· 1
3
;
due to the unique minimal presentations
µLie1 (X1) = X1, µ
Lie
2 (X1,X2) =
1
2
X[1,2], µ
Lie
3 (X1,X2,X3) =
1
6
X[[1,2],3]+
1
6
X[1,[2,3]].
Example 7.7.
ΘLie4 =
1
4!
· 1
3
,
but the minimal presentation is not unique. The minimal presentations form a ∆4 = 4
dimensional simplex. They are of form
µLie4 (X1,X2,X3,X4,X5) =
1
12
(
−X[[[1,4],2],3]λ1 +X[1,[2,[3,4]]] (λ5 + λ1 + λ2)
+X[[1,[2,4]],3]λ2 +X[[1,[2,3]],4] (λ1 + λ2 + λ3)
+X[[1,3],[2,4]]λ3 +X[[1,2],[3,4]] (λ2 + λ3 + λ4)
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−X[[[1,3],4],2]λ4 +X[1,[[2,3],4]] (λ3 + λ4 + λ5)
−X[[[1,4],3],2]λ5 +X[[[1,2],3],4] (λ4 + λ5 + λ1)
)
,
where
λi ≥ 0, λ1 + λ2 + λ3 + λ4 + λ5 = 1.
The presentation which is most economical and symmetrical at the same time, belongs
to (λ1, λ2, λ3, λ4, λ5) = (0, 0, 1, 0, 0). It yields
µLie4 (X1,X2,X3,X4) =
1
12
(
X[[1,[2,3]],4] +X[[1,3],[2,4]] +X[[1,2],[3,4]] +X[1,[[2,3],4]]
)
.
Example 7.8.
ΘLie5 =
1
5!
· 2
5
.
The minimal presentations form a nontrivial ∆5 = 32 dimensional polytope. A sort of
most economical and symmetrical presentation is given by
µLie5 (X1,X2,X3,X4,X5) =
=
1
120
(
+ 4X[[1,2],[3,[4,5]]] + 4X[[[1,2],[3,4]],5] + 4X[[[1,2],3],[4,5]] + 4X[1,[[2,3],[4,5]]]
+ 4X[[1,[2,[3,5]]],4] − 4X[[[[1,3],4],5],2] + 4X[[1,[[2,3],4]],5] + 4X[1,[[2,[3,4]],5]]
+ 2X[[1,3],[[2,4],5]] + 2X[[1,4],[[2,5],3]] − 2X[[[1,4],3],[2,5]] + 2X[[1,[2,4]],[3,5]]
+ 2X[[[[1,5],4],3],2] − 2X[[[[1,5],2],3],4] + 2X[[[1,2],[3,5]],4] − 2X[[[1,3],[4,5]],2]
)
.
(This is shorter than the formula given in Prato, Lamberti [29].)
Example 7.9.
ΘLie6 =
1
6!
· 37
60
.
The minimal presentations form a nontrivial ∆5 = 370 dimensional polytope. A possible
presentation is
µLie6 (X1,X2,X3,X4,X5,X6) =
=
1
240
(
+ 4X[[1,[3,5]],[[2,4],6]] + 4X[[1,[4,5]],[[2,3],6]] − 4X[[[1,4],5],[2,[3,6]]] + 4X[[1,[2,3]],[[4,5],6]]
+ 4X[[[1,2],3],[4,[5,6]]] + 4X[[1,[2,4]],[[3,5],6]] + 4X[[1,[2,5]],[[3,4],6]] + 4X[[1,[3,4]],[[2,5],6]]
+ 4X[1,[[2,[3,[4,5]]],6]] + 4X[1,[[[2,[3,4]],5],6]] − 4X[1,[[[[2,5],3],4],6]] + 4X[[1,3],[[2,[4,5]],6]]
+ 4X[[1,[2,[[3,4],5]]],6] + 4X[[1,[[[2,3],4],5]],6] − 4X[[1,[[[2,5],4],3]],6] + 4X[[1,[[2,3],5]],[4,6]]
+ 4X[[1,4],[[2,[3,5]],6]] + 4X[[1,5],[[2,[3,4]],6]] + 4X[[1,[[2,4],5]],[3,6]] + 4X[[1,[[3,4],5]],[2,6]]
− 2X[[[[1,3],[4,5]],6],2] − 2X[[[[[1,3],4],5],6],2] + 2X[[[[[1,3],6],5],4],2] + 4X[[[[[1,4],5],6],3],2]
+ 2X[[[[[1,2],6],5],4],3] − 2X[[[[1,2],6],[4,5]],3] − 2X[[[[[1,2],4],5],6],3] − 4X[[[1,[4,[5,6]]],2],3]
+ 2X[[1,[2,[3,[5,6]]]],4] − 2X[[[[1,[5,6]],2],3],4] − 2X[[[1,[5,6]],[2,3]],4] − 4X[[[[[1,2],3],6],5],4]
+ 2X[[1,[2,[3,[4,6]]]],5] + 2X[[1,[[2,3],[4,6]]],5] − 2X[[[[1,[4,6]],2],3],5] + 4X[[[1,[2,[3,6]]],4],5]
+ 2X[[1,2],[[3,[4,6]],5]] + 2X[[1,2],[3,[[4,5],6]]] + 2X[[1,2],[[3,4],[5,6]]] + 4X[[1,2],[[3,[4,5]],6]]
+ 2X[[[1,2],[3,4]],[5,6]] + 2X[[[1,[2,3]],4],[5,6]] − 2X[[[[1,3],4],2],[5,6]] + 4X[[1,[[2,3],4]],[5,6]](78)
+ 2X[[1,3],[[[2,4],5],6]] − 2X[[1,3],[[[2,6],4],5]] + 2X[[1,[2,[3,5]]],[4,6]] − 2X[[[[1,5],3],2],[4,6]]
)
;
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but similar ones exist. (For example,
+2X[[1,[2,[3,4]]],[5,6]]+ 2X[[1,[[2,3],4]],[5,6]] − 2X[[[[1,4],2],3],[5,6]] + 4X[[[1,[2,3]],4],[5,6]]
can replace line (78), but many other possibilities exist.)
For x ≥ 0 we define the absolute Magnus characteristic Θ by
ΘLie(x) =
∞∑
k=1
ΘLiek x
k.
Then, in Banach–Lie algebras,∫
t1≤...≤tn∈I
∣∣µLiek (φ(t1), . . . , φ(tk))∣∣ ≤ ΘLiek · (∫ |µ|)k ,
and, consequently,
(79)
∞∑
k=1
∫
t1≤...≤tn∈I
∣∣µLiek (φ(t1), . . . , φ(tk))∣∣ ≤ ΘLie(∫ |µ|) .
Regarding the convergence radius of ΘLie, we immediately have the following esti-
mates. From the commutator expansion, it immediately follows that
Θn ≤ 2n−1ΘLien ,
hence
Θ(x/2)/2 ≤ ΘLie(x).
Consequently, the convergence radius of ΘLie is at most 4.
On the other hand, the Dynkin–Specht–Wever lemma implies
ΘLien ≤
1
n
Θn,
thus
ΘLie(x) ≤
∫ x
t=0
Θ(t)
t
dt =
∫ 1
t=0
Θ(xt)
t
dt.
Consequently, the convergence radius of ΘLie is at least 2.
This lower estimate however, can be improved to the Varadarajan–Me´rigot–Newman–
So–Thompson number
δ =
∫ 2π
x=0
dy
2 + x2 − x2 cot x2
≈ 2.1737374 . . . .
This bound was first established in the setting of Baker–Campbell–Hausdorff formula
due to the work of Varadarajan [35], Me´rigot [19], Michel [20], Newman, So, Thompson
[27], etc., and later it was extended to the Magnus expansion setting by Blanes, Casas,
Oteo, Ros [2], Moan [23]. It is the bound generally cited in the literature, thus we call it
as the ‘standard estimate’. It is, however, but the trivial estimate which can be obtained
from the Magnus recursion formulas. Furthermore, it is very easy to improve, even if
just by a little bit. We explain this in the next section. (In fact, some convergence
improvement can be realized already in the resolvent approach but making use of the
commutators is a bit cumbersome there.)
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It must be said, however, that the Dynkin–Specht–Wever lemma can be used well to
transpose Theorem 2.10 to the Banach–Lie setting. Indeed, ΓLie(x, y) can be defined
analogously to Γ(x, y), and a crude application of Dynkin–Specht–Wever lemma yields
ΓLie(x, y) ≤
∫ 1
t=0
Γ(xt, yt)
t
dt.
Theorem 7.10. . ΓLie(x, y) is absolute convergent and finite if |x|+ |y| < C1.
In particular, the Baker–Campbell–Hausdorff expansion of the pair X,Y is absolutely
convergent in the Banach–Lie setting if ‖X‖+ ‖Y ‖ < C1 = 2.7014 . . ..
Remark. C1 can be replaced by C2 = 2.8984 . . ..
Proof. Apply the Dynkin–Specht–Wever lemma using estimates of Theorem 2.10. 
What is missing in our discussion, up to now, is the Lie-Banach algebraic version of
the Magnus expansion formula, Theorem 1.1 itself. It is not completely obvious what it
should be. The most uncomplicated answer is
Theorem 7.11. Suppose that φ is a g-valued measure, Y ∈ g. If
(80)
∞∑
k=1
∥∥∥µLieL[k](φ)∥∥∥ < +∞,
then
(81) exp(µL(φ))Y = expL(adφ)Y.
Proof. This a corollary of the Theorem 1.1 applied to the adjoint representation. 
This can be adapted to the purpose of more general representations. It is, however,
but a poor algebraic substitute in the lack of Lie-theoretic exponentials.
Another viewpoint is in the opposite direction: We can use the Magnus expansion
formula to establish a local Lie group structure. This involves theorems like
Theorem 7.12. Suppose that φ1, φ2, φ3 are a g-valued measures. If
(82) ΘLie(∫ ‖φ1‖+ΘLie(∫ ‖φ2‖) + ∫ ‖φ3‖) < +∞,
then
(83) µR(φ1.φ2.φ2) = µR(φ1.µR(φ2)1[0,1].φ3).
Proof. This is Corollary 7.4 integrated and contracted. 
Similar statements can be devised for µR(φ1.µR(φ2)1[0,1].φ2.µR(φ4)1[0,1].φ5) , etc.
The third viewpoint involves a fully established local Lie group theory (at least),
and considering Lie-group theoretic time ordered exponentials. Then one can study
convergence in (local) Lie groups and invariance with respect to the Maurer-Cartan
equation, etc.
In any case, the subject of this paper, the discussion of the convergence of Magnus
series makes sense in itself, and probably should be part of any approach.
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8. The standard estimate and its improvements
The Magnus recursion formulas imply
k!ΘLiek =
∑
l1+...+ls=k−1
|βs| (k − 1)!
l1! · . . . · ls! (l1!Θ
Lie
l1 ) · . . . · (ls!ΘLiels );
which can be rewritten as
kΘLiek =
∑
l1+...+ls=k−1
|βs|ΘLiel1 · . . . ·ΘLiels .
This can be turned into an estimate as follows.
Let us define the numbers ψk (k ∈ N) by the recursion
ψ0 = 0
and
kψk =
∑
l1+...+ls=k−1
|βs|ψl1 · . . . · ψls .
We also consider the formal generating function
β˜(x) :=
∞∑
j=0
|βj |xj .
Then it is immediate that
ΘLiek ≤ ψk;
and the formal generator function
ψ(x) =
∞∑
k=0
ψkx
k
satisfies the formal IVP
(84) ψ(0) = 0
(85) ψ′(x) = β˜(ψ(x)).
Theorem 8.1. (a) Interpreted as an analytic function around 0,
β˜(x) = 2 +
x
2
− x
2
cot
x
2
;
and it is convergent in D˚(0, π).
(b) The analytic version of IVP (84)–(85) has a solution around 0 with convergence
radius
δ =
∫ 2π
y=0
dy
β˜(y)
≈ 2.1737374 . . . .
As xր δ, we have ψ(x) ր 2π and ψ′(x)ր +∞. (So, in real function theoretic sense,
ψ(δ) = 2π and ψ′(δ) = +∞.) Thus, δ is the convergence radius of ψ.
Proof. (a) It follows from β(ix)+β(−ix)2 =
x
2 cot
x
2 and the information on the signs of the
Bernoulli numbers Bj for j ≥ 2.
(b) By Pringsheim’s theorem it is sufficient to consider the development for x ≥ 0.
Then the standard method of separation of variables can be applied,
dψ
β˜(ψ)
= dx.
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Thus the ψ will be the inverse function of y 7→ χ(y) = ∫ yt=0 dtβ(t) , as long as β˜ is positive,
and develops a singularity when β˜ becomes infinite. (We know that the solution ψ is
convex.) This happens when t = 2π, which means that the range of the nonsingular
χ is
[
0,
∫ 2π
t=0
dt
β(t)
)
. Thus, so is the (nonnegative) domain of the nonsingular ψ, and the
behaviour around x ∼ δ follows from the inverse function picture. 
Corollary 8.2 (The standard estimate, see attributions from earlier, algebraic form).
In real function theoretic sense,
ΘLie(x) ≤ ψ(x),
showing, in particular, that the convergence radius of ΘLie(x) is at least δ. 
This algebraic version gives the standard estimate through (79).
Actually, in the context of the Baker–Campbell–Hausdorff formula, a somewhat finer
estimate is used, the (1/4)-commutative version, which we sketch. Let us define ΘLiek,l , as
the minimal possible sum of the absolute values of the coefficients of the Lie-presentations
of µk+l(X1, . . . ,Xk, Y1, . . . , Yl) but with the additional assumption that the variables Yi
commute with each other. Then ΘLiek,l ≤ ΘLiek+l. Consider the formal generating function
ΘLie(x, y) =
∑
k+l≥1
ΘLiek,l x
kyl.
Its coefficients can be estimated by the coefficients of the solution of the formal IVP
(86) ψ(0, y) = y
(87)
∂
∂x
ψ(x, y) = β˜(ψ(x, y)).
By similar arguments as before, ψ(x, y) will be finite in real analytical sense for x, y ≥ 0
if x = 0, or y ≤ 2π and
x ≤
∫ 2π
t=y
dt
β˜(t)
.
In fact, in the second case,
ψ(x, y) = ψ(x+ χ(y)).
Standard convergence estimates in the BCH setting are typically based on the estimates
above. See the already cited sources and Day, So, Thompson [11] for some consequences.
We see that the situation is more complicated than in the plain Magnus case, but the
same principles apply. In what follows we refrain from discussing the BCH case, but the
arguments can be adapted to it.
Also, one should notice the estimate of Theorem 7.10 is already quite good.
Let us return to the Magnus expansion. By the discussion above, in terms of the
convergence radius of ΘLie, we have a gap between δ and 4. Closing this gap likely
requires some deeper insight. However, an advantage of the algebraic formalism is that
it offers several ways to improve the standard estimate a bit. We show some methods.
We are less interested in numerical constants but that they show greater convergence
domains. The methods can be combined for stronger bounds.
Method 8.3 (Forced coefficients). One can observe that
ψ(x) = x+
1
4
x2 +
5
72
x3 +
11
576
x4 +
479
86400
x5 +
1769
1036800
x6 + . . .
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in contrast to
ΘLie(x) = x+
1
4
x2 +
1
18
x3 +
1
72
x4 +
1
300
x5 +
37
43200
x6 + . . . .
Now,
dΘLie(x)
dx
− β˜(ΘLie(x)) = − 1
24
x2 − 1
72
x3 − 53
8640
x4 − 11
4320
x5 + . . . .
Thus, when we solve the IVP
(88) ψˆ(0) = 0
(89) ψˆ′(x) = β˜(ψˆ(x))− 1
24
x2 − 1
72
x3 − 53
8640
x4 − 11
4320
x5︸ ︷︷ ︸
−∆6(x)
;
we find that ψˆ(x) has the same coefficients as ΘLie(x) up to order 6, but after that the
majorizing property relative to ΘLie(x) still holds; ΘLiek ≤ ψˆk ≤ ψk.
In order to demonstrate the larger convergence radius, let us compare ψˆ to ψ by a
crude estimate. For x ∈ [0, δ], we see that
ψˆ′(x)− ψ′(x) = β˜(ψˆ(x)) −∆6(x)− β˜(ψ(x)) ≤ −∆6(x).
Integrating in x, we find
ψˆ(x)− ψ(x) ≤ −
∫ x
t=0
∆6(t)dt.
Thus, in particular,
ψˆ(δ) ≤ ψ(δ)−
∫
δ
t=0
∆6(t)dt.
In particular, ψˆ(δ) is strictly smaller than ψ(δ). At this point, even if we continue with
the slower (85), that would give an extra length
Lˆ = δ − χ
(
ψ(δ)−
∫
δ
t=0
∆6(t)dt
)
for further development. (But we know that it gives even more.) So, we know that the
convergence radius of φˆ is bigger than δ + Lˆ. In fact, we have the estimate
ψˆ(x) ≤
{
ψ(x)− ∫ xt=0∆6(t)dt if x ∈ [0, δ]
ψ(x− Lˆ) if x ∈ [δ, δ + Lˆ].
Numerically Lˆ = 0.0074001 . . ., thus δ + Lˆ = 2.1811375 . . . is obtained for a larger
convergence radius.
Our estimates above were really simplistic, though; more precise numerical results
show that the convergence radius of ψˆ is around 2.2762 . . .
What hinders the previous method is that we use the same naive recursion mechanism
based on the Magnus recursion as originally. We can achieve better results if we use
recursion of higher order. The next discussion will be essentially based on the identity
k∑
j=1
P (X1, . . . ,Xj−1, [Xj , Y ], . . . ,Xj+1, . . . ,Xk) = [P (X1, . . . ,Xk), Y ],
where P is a Lie polynomial. This allows to reduce the size of some expressions.
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In order to compactify our formulas, let us introduce some notation. Instead of
explaining it in advance, we show how the Magnus recursion can be expressed in this
notation.
Expansion in the first variable (Z1):
µ = Z1 − 1
2
[µ,Z1] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1].
expansion in the last variable (Zn):
µ = Zn +
1
2
[µ,Zn] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn].
What happens is that we consider Lie polynomials in Z1, . . . , Zn, and terms in the
expressions are understood so that whenever we have µ’s with some unspecified vari-
ables, then the unnoted variables are distributed among them with no multiplicities,
and ascendingly in every µ. The higher commutators should be resolved as
[X1, . . . ,Xk−1,Xk] = (adX1) . . . (adXk−1)Xk.
Clearly, one should be careful with this notation, but it has the advantage of being short.
We also use the notation
˜˜β(x) = β˜(x)− 1− 1
2
x.
Method 8.4 (Magnus recursion of second order). In the standard approach it did not
matter if we used expansion by the first or last variable. Here we take expansion by two
variables, and, in order to gain a little additional improvement, we combine this with
symmetrization.
If we expand in Z1, and later in Zn, then we find
µ =Z1
+
1
2
[Z1, Zn] +
1
4
[Z1, [µ,Zn]] +
∞∑
k=1
β2k
1
2
[Z1, [µ, . . . , µ︸ ︷︷ ︸
2k
, Zn]]
+
∞∑
j=1
β2j [µ, . . . , Zn, . . . , µ︸ ︷︷ ︸
2j
, Z1]
+
1
2
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], Zn]− 1
2
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, [Z1, Zn]]
+
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn]]
−
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn].
If we expand in Zn, and later in Z1, then we find
µ =Zn
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+
1
2
[Z1, Zn] +
1
4
[[Z1, µ], Zn] +
∞∑
k=1
β2k
1
2
[[µ, . . . , µ︸ ︷︷ ︸
2k
, Z1], Zn]
+
∞∑
j=1
β2j [µ, . . . , Z1, . . . , µ︸ ︷︷ ︸
2j
, Zn]
+
1
2
∞∑
j=1
β2j [Z1, [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn]]− 1
2
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, [Z1, Zn]]
+
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Zn], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1]]
−
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1].
The averaged (symmetrized) expression is
µ =Z +
1
2
[Z1, Zn]
+
1
8
[Z1, [µ,Zn]] +
1
8
[[Z1, µ], Zn]
+
1
2
∞∑
j=2
β2j [µ, . . . , Zn, . . . , µ︸ ︷︷ ︸
2j−1
, µ︸︷︷︸
1
, Z1] +
1
2
∞∑
j=2
β2j [µ, . . . , Z1, . . . , µ︸ ︷︷ ︸
2j−1
, µ︸︷︷︸
1
, Zn]
+
1
2
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], Zn] +
∞∑
k=1
β2k
1
2
[Z1, [µ, . . . , µ︸ ︷︷ ︸
2k
, Zn]]
− 1
2
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, [Z1, Zn]]
+
1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn]]
+
1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [[µ, . . . , µ︸ ︷︷ ︸
2j
, Zn], [µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1]]
− 1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Zn]
− 1
2
∞∑
k=1
β2k
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Zn, µ, . . . , µ︸ ︷︷ ︸
2k−1
, Z1].
Using these we can develop a majorizing series ψ for ΘLie by the recursion (formal
IVP)
(90) ψˇ(0) = 0
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(91) ψˇ′(0) = 1
(92) ψˇ′′(x) = f(ψ(x)),
where
f(x) =
1
2
+
1
4
x+ ˜˜β(x)′ − 1
x
˜˜β(x) +
3
2
˜˜β(x) +
2
x
˜˜β(x)2
=2 +
x
2
+
1
x
− 2 cot
(x
2
)
− 3
4
x cot
(x
2
)
+
3
4
x
(
cot
(x
2
))2
.
The IVP (90)–(92) is one of the classically treatable ones, and its leads to convergence
radius
δ2 =
∫ 2π
u=0
du√
1 + 2
∫ u
t=0 f(t) dt
≈ 2.281 . . .
This improvement is still small, but better than in the case of the previous method.
In general, we are interested in the size of µ. However, in its estimation, the size of
β(adµ) played a role, which we estimated from the size of µ naively. Perhaps we can
do better keeping a separate check on the size of β(ad µ). More precisely, we will keep
a check on the size of
˜˜
β(ad µ).
Method 8.5 (A simplest compartmentalization.). Consider the equation
µ = Z1 − 1
2
[µ,Z1] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1]
and it consequence
∞∑
k=1
β2k[µ, . . . , µ︸ ︷︷ ︸
2k
,W ] =
∞∑
k=1
β2k[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k
,W ](93)
− 1
2
∞∑
k=1
β2k[[µ, . . . , µ︸ ︷︷ ︸
2k
,W ], Z1] +
1
2
∞∑
k=1
β2k[µ, . . . , µ︸ ︷︷ ︸
2k
, [W,Z1]].
This leads to the majorizing sytem (formal IVP)
(94) ψ(0) = 0, ˜˜ψ(0) = 0
(95) ψ′(x) = 1 +
1
2
ψ(x) +
˜˜
ψ(x),
(96)
˜˜
ψ′(x) = ˜˜β′(ψ(x))(1 + ˜˜ψ(x)) + ˜˜ψ(x).
In this present form, this differential equation blows up around x = 2.204 . . ., which
leads to a quite modest lower estimate for the convergence radius. However, compart-
mentalization schemes like that, in general, allow to separate various algebraic patterns
in the Magnus expansion. We do not pursue this direction in its full power now but we
slightly improve this example.
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The disadvantage of the previous method is that in the RHS of line (93) we still use
exponential estimates. The ideal thing would be keeping a check on the size (adµ)k for
every k, but this is just too complicated for us to do here. However, we will do this
partially. Let us use the notation
β(e)(x) =
x2
4π2 − x2 =
∞∑
j=1
( x
2π
)2j
β(o)(x) =
x3
2π(4π2 − x2) =
∞∑
j=1
( x
2π
)2j+1
β˚(x) =
∞∑
j=1
( x
2π
)2j
2
∞∑
N=2
1
N2j
Then
(97)
˜˜
β(x) = 2β(e)(x) + β˚(x).
Method 8.6 (A slightly more sophisticated compartmentalization.). Here we keep track
on the size of µ, β(e)(adµ), β(o)(ad µ), β˚(ad µ). The relevant equations are
µ = Z1 − 1
2
[µ,Z1] +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1]
∞∑
k=1
1
(2π)2k
[µ, . . . , µ︸ ︷︷ ︸
2k
,W ] =
∞∑
k=1
1
(2π)2k
[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k
,W ]
− 1
2
∞∑
k=1
1
(2π)2k
[[µ, . . . , µ︸ ︷︷ ︸
2k
,W ], Z1] +
1
2
∞∑
k=1
1
(2π)2k
[µ, . . . , µ︸ ︷︷ ︸
2k
, [W,Z1]],
∞∑
k=1
1
(2π)2k+1
[µ, . . . , µ︸ ︷︷ ︸
2k+1
,W ] =
∞∑
k=1
1
(2π)2k+1
[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k+1
,W ]
− 1
2
∞∑
k=1
1
(2π)2k+1
[[µ, . . . , µ︸ ︷︷ ︸
2k+1
,W ], Z1] +
1
2
∞∑
k=1
1
(2π)2k+1
[µ, . . . , µ︸ ︷︷ ︸
2k+1
, [W,Z1]],
∞∑
k=1
β˚2k[µ, . . . , µ︸ ︷︷ ︸
2k
,W ] =
∞∑
k=1
β˚2k[µ, . . . , Z1 +
∞∑
j=1
β2j [µ, . . . , µ︸ ︷︷ ︸
2j
, Z1], . . . µ
︸ ︷︷ ︸
2k
,W ]
− 1
2
∞∑
k=1
β˚2k[[µ, . . . , µ︸ ︷︷ ︸
2k
,W ], Z1] +
1
2
∞∑
k=1
β˚2k[µ, . . . , µ︸ ︷︷ ︸
2k
, [W,Z1]].
This leads to the IVP
(98) ψ(0) = 0, ψ(e)(0) = 0, ψ(o)(0) = 0, ψ˚(0) = 0,
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ψ′(x) = 1 +
1
2
ψ(x) + 2ψ(e)(x) + ψ˚(x),
ψ(e)′(x) =
1
2π
2
(
ψ(x)
2π
+ ψ(o)(x)
)
(1 + ψ(e)(x))(1 + 2ψ(e)(x) + ψ˚(x)) + ψ(e)(x),
ψ(o)′(x) =
1
2π
(
2ψ(e)(x) + ψ(e)(x)2 +
(
ψ(x)
2π
+ ψ(o)(x)
)2)
(1+2ψ(e)(x)+ψ˚(x))+ψ(o)(x),
ψ˚′(x) = β˚′(ψ(x))(1 + 2ψ(e)(x) + ψ˚(x)) + ψ˚(x).
Numerical results show that this IVP blows up at x = 2.297 . . . . This is our best lower
bound for the convergence radius up to now. (Making a slightly more complicated
version, it is x = 2.298 . . . . ) We will not make this result more precise; one can sim-
ply obtain slightly better ones, anyway. Somebody with a good knowledge in robust
algorithms can make the numerical bounds entirely precise.
Method 8.7 (A variant of the previous method). Let
β(ee)(x) =
∞∑
j=1
( x
2 · 2π
)2j
, β(oo)(x) =
∞∑
j=1
( x
2 · 2π
)2j+1
.
According to this we have the analogue
˜˜
β(x) = 2β(e)(x) + 2β(ee)(x) + β¨(x)
of (97). The sizes of the expressions µ, β(e)(adµ), . . . , β¨(adµ) are described by the series
ΘLie(x), Θ(e)(x), . . . , Θ¨(x). The appropriate recursion relations imply
Θ(0) = 0, Θ(e)(0) = 0, Θ(o)(0) = 0, Θ(ee)(0) = 0, Θ(oo)(0) = 0, Θ¨(0) = 0,
ΘLie ′(x) ≤ ∆Θ(x) + 1
2
ΘLie(x),
Θ(e)′(x) ≤ 1
2π
2
(
ΘLie(x)
2π
+Θ(o)(x)
)
(1 + Θ(e)(x))∆Θ(x) + Θ(e)(x),
Θ(o)′(x) ≤ 1
2π
(
2Θ(e)(x) + Θ(e)(x)2 +
(
ΘLie(x)
2π
+Θ(o)(x)
)2)
∆Θ(x) + Θ(o)(x),
Θ(ee)′(x) ≤ 1
2 · 2π2
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)
(1 + Θ(ee)(x))∆Θ(x) + Θ(ee)(x),
Θ(oo)′(x) ≤ 1
2 · 2π
(
2Θ(ee)(x) + Θ(ee)(x)2 +
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)2)
∆Θ(x) + Θ(oo)(x),
Θ¨′(x) ≤ β¨′(ΘLie(x))∆Θ(x) + Θ¨(x).
where
∆Θ(x) ≡ 1 + 2Θ(e)(x) + 2Θ(ee)(x) + Θ¨(x)
However, from the series expansion we also know that
Θ¨(x) ≤ 2 · 22
∞∑
N=3
1
N2
·Θ(ee)(x).
Thus we also have
(99) Θ(0) = 0, Θ(e)(0) = 0, Θ(o)(0) = 0, Θ(ee)(0) = 0, Θ(oo)(0) = 0,
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ΘLie ′(x) ≤ ∆Θ(x) + 1
2
ΘLie(x),
Θ(e)′(x) ≤ 1
2π
2
(
ΘLie(x)
2π
+Θ(o)(x)
)
(1 + Θ(e)(x))∆Θ(x) + Θ(e)(x),
Θ(o)′(x) ≤ 1
2π
(
2Θ(e)(x) + Θ(e)(x)2 +
(
ΘLie(x)
2π
+Θ(o)(x)
)2)
∆Θ(x) + Θ(o)(x),
Θ(ee)′(x) ≤ 1
2 · 2π2
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)
(1 + Θ(ee)(x))∆Θ(x) + Θ(ee)(x),
Θ(oo)′(x) ≤ 1
2 · 2π
(
2Θ(ee)(x) + Θ(ee)(x)2 +
(
ΘLie(x)
2 · 2π +Θ
(oo)(x)
)2)
∆Θ(x) + Θ(oo)(x),
where
∆Θ(x) ≡ 1 + 2Θ(e)(x) + 2
(
22
∞∑
N=2
1
N2
)
Θ(ee)(x).
We can draw a formal IVP for a majoring series upon these inequalities, too. It turns
out that this system blows up at x = 2.293 . . . which is not so good as in the case of
the previous method. Nevertheless, the system itself is polynomial, which offers some
technical advantages.
Now, various methods can be combined and refined. The interested reader is invited
to make his own lower bound for the convergence radius of the Magnus expansion.
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