Object-oriented SLAM using Quadrics and Symmetry Properties for Indoor
  Environments by Liao, Ziwei et al.
  
 
Figure 1.  Object reconstruction on a mobile robot. The 
image in the left shows the reconstruction result of 6 
objects represented by the quadric model built by fusing 
object detection and RGB-D data. The objects include TV, 
pot plant, bed, cabinet, and sofa as indoor common objects. 
The blue ellipsoids visualize the estimated quadric model, 
and the red lines show their circumscribed cuboids for 
better visualization of their shape and orientation. The 
green rectangles show the trajectory of the robot. See the 
Experiment part for detail. 
 
Abstract— Aiming at the application environment of indoor 
mobile robots, this paper proposes a sparse object-level SLAM 
algorithm based on an RGB-D camera. A quadric 
representation is used as a landmark to compactly model 
objects, including their position, orientation, and occupied space. 
The state-of-art quadric-based SLAM algorithm faces the 
observability problem caused by the limited perspective under 
the plane trajectory of the mobile robot. To solve the problem, 
the proposed algorithm fuses both object detection and point 
cloud data to estimate the quadric parameters. It finishes the 
quadric initialization based on a single frame of RGB-D data, 
which significantly reduces the requirements for perspective 
changes. As objects are often observed locally, the proposed 
algorithm uses the symmetrical properties of indoor artificial 
objects to estimate the occluded parts to obtain more accurate 
quadric parameters. Experiments have shown that compared 
with the state-of-art algorithm, especially on the forward 
trajectory of mobile robots, the proposed algorithm 
significantly improves the accuracy and convergence speed of 
quadric reconstruction. Finally, we made available an 
opensource implementation to replicate the experiments. 
I. INTRODUCTION 
Visual Simultaneous Localization and Mapping (SLAM) 
estimates the camera state and builds the environment map at 
the same time, which has gained rapid development and wide 
application in the past several decades [1]. However, the 
landmarks of traditional visual SLAM algorithms are usually 
based on points, lines, planes and other low-dimensional 
geometric features, which seldom involve semantic 
information and man-made structural regularities in indoor 
scenarios. Considering the working environment of an indoor 
mobile robot, the environmental structure is  usually 
characterized by regular geometry (various furniture and 
electrical appliances) distributed in the closed space (wall, 
ground, and ceiling). Using this feature to realize the indoor 
SLAM algorithm of a robot, we could simplify the map 
representation, and also improve its robustness to the 
environment change (such as the environmental light change). 
In addition, if the map contains the semantic and volume 
information of objects, it will be conducive to the realization 
of semantic navigation, object grasping and other advanced 
tasks of mobile robots. 
With the rise of deep learning in recent years, researchers 
began to introduce object landmarks into the SLAM algorithm. 
For example, Maskfusion [2] is an object-level SLAM system 
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using Mask-RCNN [23] as the front-end to realize the 
instance-level object detection and segmentation, and the 
Surfels model to store three-dimensional objects. Similarly, 
Fusion++ [3] uses the TSDF model, and MID-Fusion [4] uses 
the Octree-Voxel model to achieve the same function. 
However, those SLAM algorithms use dense object models, 
trying to reconstruct the fine texture information of the object 
surface, which leads to very high demand for computing and 
storage resources. The reconstruction of fine object surface 
may be more suitable for virtual reality applications. For most 
applications of indoor robots, such as robot navigation, 
grasping, etc., it is not necessary. 
In this regard, QuadricSLAM [5] proposed for the first 
time to introduce quadric representation into SLAM as a 
mathematical description of objects, and only relied on the 
bounding boxes generated by object detection algorithms to 
realize the estimation of quadric parameters. As a sparse 
object model, the quadric surface, such as ellipsoid, models 
the object position, orientation and occupied space. And the 
projection of the dual quadric surface has detailed 
mathematical theory support [14]. The following research also 
proves that the quadric surface can model the support 
relationship with spatial structure compactly [7], and it can 
introduce prior information such as object size [10], 
orientation [11] conveniently, which is an ideal mathematical 
representation for modeling environmental objects. 
QuadricSLAM is based on a monocular camera, and the 
initialization of the quadric surface needs to fuse the object 
detection results of images from at least three perspectives. 
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However, it is difficult to generate a variety of viewing angles 
under the plane trajectory of the mobile robot, making the 
initialization of the quadric surface difficult. Especially, 
lacking the change of the pitch angle of the object makes it is 
easy to generate the unobservable problem. In order to solve 
this problem, Ok et al. [10] proposed to further constrain the 
ellipsoid by estimating the texture plane on the surface of the 
object, but this method needs the prior information of the size 
of the object and requires that the surface of the object has 
obvious texture.  
In the previous work, the authors have studied the 
extraction of indoor environmental planar features and its 
application in visual SLAM [13]. This paper further focuses 
on the characteristics of indoor objects and proposes a sparse 
object-level SLAM algorithm using the quadric surface as the 
object model. In order to solve the observability problem 
under the plane trajectory of the mobile robot, this paper 
proposes to fuse data from commercial RGB-D camera 
commonly used by mobile robots. By integrating object 
detection results and depth data, the proposed algorithm uses 
single frame data to realize the initialization of quadric surface 
and adds it as an additional three-dimensional constraint into 
the graph optimization. Aiming at the problem of point cloud 
missing when the object is partially occluded by itself, the 
algorithm estimates the symmetry plane of the object based on 
the symmetry assumption of most indoor artificial objects. 
Then it completes the point cloud to obtain more accurate 
quadric surface parameters. We use the public TUM-RGB-D 
dataset and an indoor dataset of a real mobile robot to evaluate 
the effect of quadric reconstruction and prove the 
effectiveness of the above methods. The code is public 
available1. 
II. RELATED WORK 
A. Landmark representations in SLAM 
Traditional visual SLAM often uses point features [16-19]. 
In recent years, SLAM algorithms based on line features [21] 
and plane features [13] [15] [20] have been proposed to 
enhance the system robustness and further improve the 
accuracy. However, these slam algorithms based on the low 
dimensional geometric model lack semantic information in 
the map, which is not conducive to the semantic navigation 
and high-level human-computer interaction with the mobile 
robot and limits the scene understanding ability of the mobile 
robot. 
B. Quadric object models in SLAM 
Quadric surface model [14], such as ellipsoid, as a sparse 
object representation model, has a complete mathematical 
theory and compact form, which can model the position, 
occupying space and orientation of objects. Existing work [29] 
[30] [31] explored the reconstruction of quadric surface based 
on the bounding boxes of object detection, but it was limited to 
landmark reconstruction and did not estimate camera pose. 
QuadricSLAM [5] is the first attempt to introduce quadric 
representation as an object landmark into the graph 
optimization of SLAM, and build the object-level 
environment map while estimating the pose. Then many 
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works are proposed on this basis: Jablonsky et al. [11] 
proposed the use of gravity prior to constrain ellipsoid; Ok et 
al. [10] explored the object size prior; Hosseinzadeh et al. [7] 
realized a SLAM algorithm of point, plane, and ellipsoid, and 
put forward the constraint relationship between the supporting 
plane and ellipsoid; Gaudilliere et al. [28] introduced the 
re-localization based on quadric surface. 
Besides, it is worth mentioning that Yang et al. proposed 
CubeSLAM [6] to estimate the objects with the cube model. 
The cube model is recovered from the single monocular image 
by using the bounding boxes generated by the object detection 
algorithm, and the vanish points. However, the calculation of 
vanishing points needs the extraction of parallel lines from the 
object surface, which limits the applicable object categories.  
C. Object model estimation from RGB-D data 
In the field of robot's object grasping, the quadric surface 
model has been widely used in the analysis of grasping points. 
There are many research results of estimating the quadric 
surface based on RGB-D camera data. For example, a method 
of fitting quadric surface from a single RGB-D frame is 
proposed in [25], and a priori information of object size is 
introduced into the fitting process in [27]. Considering the 
common problem of point cloud missing when the object is 
partially occluded by itself, Schiebener et al. [24] proposed to 
integrate the supporting plane and symmetry of the object to 
complete the point cloud. Makhal et al. [26], based on the 
point cloud after the completion of symmetric surface 
estimation, obtain the quadric surface model by fitting for 
object grasping. The above work generally assumes that the 
point cloud segmentation has been completed, and the 
algorithm proposed in this paper will combine the object 
detection and supporting plane estimation to complete the 
point cloud segmentation. Also, the above work only uses 
single frame RGB-D data, and in this paper, the ellipsoid 
estimation results are integrated into the graph optimization 
framework of SLAM to achieve multiple frames fusion.   
III. MATHEMATICS OF QUADRIC MODEL 
There are many kinds of quadric surfaces: ellipsoid, 
hyperboloid, cylinder, etc. Considering the closed geometry of 
indoor artificial objects, the ellipsoid in quadric surface is used 
as the object model. In the existing work [29] [30] [31], the 
parametric model and projection geometry of the quadric 
surface are discussed in detail, and this part gives a brief 
overview. 
A. Quadric surface and its projection 
The quadric surface in 3D space can be described by 4x4 
symmetric matrix  . Any 3D point   on the surface of the 
quadric meets the condition: 
      = 0.  
To model the projection process conveniently, the dual form 
of the quadric surface is introduced. For point quadric surface 
 , there is a dual expression form  ∗, for any plane   tangent 
to the quadric surface, it satisfies the following equation: 
πTQ*π=0. The matrix  ∗ is the adjoint matrix of  . If   is  
 
  
 
Figure 2. System overview. The RGB image, depth image of an RGB-D camera and odometry data are system input. The 
depth image and the object detection result are fused to complete the single-frame ellipsoid estimation. Object detection 
result, estimated ellipsoids and odometry will be put into the back-end optimization together. In Optimization, the nodes 
are composed of robot state   and object   expressed by quadric representation. The edges are composed of camera 
observation   and odometry constraint  . More detail can be seen in part IV and V. The picture material is from [36].  
invertible, it can be expressed as:  
  ∗ = | |   .   
The dual quadric surface  ∗  is projected under the camera 
observation    to obtain the curve  ∗ . This process can be 
compactly expressed as: 
  ∗ =   ∗  ,  
where   =  [ | ],    is the internal parameter of the camera, 
and    and   are camera rotation and translation. In particular, 
when the quadric surface is an ellipsoid, the projection curve 
 ∗ is an ellipse. In the process of parameter optimization of 
ellipsoid described later, two-dimensional matching 
constraints will be constructed between the minimum 
enclosing rectangle of  ∗  and the rectangle obtained from 
object detection. 
B. Decomposition of quadric surface 
In order to obtain the position and size of the ellipsoid, the 
dual form parameter matrix  ∗ of the ellipsoid can be 
decomposed by eigen-decomposition:  
  ∗ =    ∗  .  
In the result on the right,  ∗ is the dual quadric surface 
with coordinates at the origin and no rotation;   ∈     (3) is 
a homogeneous transformation, including the spatial position 
and orientation of quadric surface. 
 
  =  
 ( )  
0 
  1
        ∗ =
⎝
⎛
  
  0
0   
 
0 0
0 0
0 0
0 0
  
  0
0 −1⎠
⎞  
Among them,   ,  ,   are the size of the semi-axis length 
of the ellipsoid principal axis. An ellipsoid in space contains 
nine free parameters: translation, rotation (described by Euler 
angles), and scale, which can express the position, orientation 
and three-dimensional occupied space of the object. This 
shows that the dual form can be used to express the ellipsoid 
conveniently, which is conducive to subsequent calculation 
and visualization. 
IV. SINGLE-FRAME ELLIPSOID ESTIMATION BASED ON AN 
RGB-D CAMERA 
This section will introduce the process of ellipsoid 
parameter estimation based on a single frame observation of 
an RGB-D camera. The whole system can be divided into 
several steps, such as point cloud segmentation, symmetry 
plane estimation, point cloud completion and ellipsoid fitting, 
as shown in Figure 2. 
A. Point cloud segmentation 
Considering that the objects in the indoor environment are 
generally supported on a large plane (such as the ground, 
desktop, etc.) and perpendicular to the supporting plane. The 
proposed algorithm combines object detection and the 
supporting plane to segment the object point cloud and gets 
the outer envelope point cloud. The initial camera orientation 
relative to the ground is assumed to be known, which is 
usually parallel to the ground for most mobile robots, so the 
rough gravity direction can be attained to help extract the 
supporting plane. The point cloud segmentation process of 
single-frame RGB-D data is as follows. 
First, use RANSAC to extract potential supporting plane 
in depth image based on the author's previous work on plane 
extraction [13]. Two criteria are set to filter invalid planes: 
angles between the normal vector and the gravity direction 
must be less than   ; the number of points in the plane must be 
larger than   . The remaining planes are marked in a set   =
{  };  
Then, detect a group of bounding boxes {  } from RGB 
images using the object detection algorithm (such as Yolo 
[34]), and execute 1) to 3) for each bounding box {  }: 
  
  
Figure 3. Plane reflection and dual plane reflection [9]. 
1) Extract the point cloud   
   in the bounding box 
region     from the depth image. Because of the 
viewing angle,   
   generally includes some points 
that belong to the supporting plane; 
2) Select the plane from   whose distance to the point 
cloud center is minimum as the supporting plane. To 
make sure the supporting plane is below the object, 
this paper also considers the direction of the distance. 
Let  ( , ) represent the distance between point   
and plane  . Assumed that positive symbol means 
the point lies above, then the supporting plane   
   
 
must meet the condition: 
  
   
= min
 
 (  , ),  ∈ {  |  (  , )> 0,  ∈  } 
3) Filter out those points that are close to or below the 
supporting plane   
   
 and obtain the point cloud   
  
that lies above the plane.  
  
  =         ,  
   
  <   ,  ∈   
   
Sometimes, there are still some outliers, e.g. the TV 
cabinet behind the chair in Figure 1. 
4) Apply Euclidean clustering for   
  and get a group of 
clusters. We choose the cluster that has minimum 
distance to the point generated from the center of the 
bounding box    in the depth image. Choose it as the 
corresponding envelope point cloud     if it has a 
larger number of points than threshold   . 
So far, for a given frame of RGB-D data, the bounding box 
of each object in the image and the corresponding envelope 
point cloud {  ,  } are obtained. Three threshold values are 
needed according to the resolution of the RGB-D camera. In 
the experiments, we set    =10deg,    =200,    =0.05m, 
  =100 for Kinect2 camera. 
B.  Point cloud completion using symmetry 
Due to occlusion and limited viewing angle, the point 
cloud    only contains a part of the object. To obtain more 
complete object point cloud and improve the accuracy of 
quadric surface fitting, this paper introduces the general 
symmetry property of artificial objects in the indoor 
environment. 
Based on the assumption of the ellipsoid model, there are 
two types of object symmetry: plane reflection and dual plane 
reflection, as shown in Figure 3. An algorithm for symmetry 
plane estimation has been proposed in previous work [9]. 
Firstly, samples are used to traverse the symmetry type and the 
corresponding symmetry searching domain, and then the local 
optimization is done to solve the fine symmetry parameters. 
For a given object point cloud  , a probability      is defined 
to every sampled symmetry plane   to describe the symmetry 
score in [9]. This paper follows the probabilistic model, and 
improved the traversal process to accelerate the operation 
speed and meet the real-time requirements of a SLAM 
algorithm. 
As shown in Table 1, the symmetrical forms of artificial 
objects such as TV, chairs, and laptops are already known and 
remain universal. By using the semantic labels of object 
detection, the searching domain of symmetry parameters is 
directly determined by finding the symmetry prior table.  
TABLE 1 SYMMETRY CATEGORIES OF COMMON OBJECTS IN INDOOR SCENES 
Symmetry Types Searching Domains Labels 
Plane Reflection    
Chair 
Laptop 
Cup 
Dual Plane 
Reflection 
  ,    
(   ⊥   ) 
Table 
TV 
Keyboards 
 
To quickly determine the initial symmetry plane, we propose 
to use the ellipsoid model assumption instead of performing 
equal spacing sampling in [9]: a) since the object is 
perpendicular to the support plane, according to the ellipsoid 
object model, the symmetry plane of the object must be 
perpendicular to the support plane; b) we use the principal 
component analysis (PCA) to point cloud     and obtain the 
main direction of the object in the support plane. Then we take 
it as the normal direction of the initial symmetry plane. c) we 
assume that the symmetry plane passes through the center of 
the point cloud   . In this way, the initial symmetry plane can 
be fully determined and then is sent to local fine optimization.  
After getting the symmetry plane π 
   
, all points in the 
point cloud are mirrored according to the plane to get the 
mirrored point cloud. The original point cloud and the 
mirrored point cloud together constitute the complement point 
cloud     , which will participate in the ellipsoid fitting process. 
The symmetry probability       corresponding to the 
symmetry plane π 
   
 will participate in the final ellipsoid 
probability calculation. 
C.  Ellipsoid fitting 
After the completion of point cloud     , the parameter   
  
of the ellipsoid under the observation of this frame is obtained 
by using the least square method. For any point   ∈     , the 
distance from the point x to the surface of ellipsoid   
  can be 
described by the following formula: 
  ( ,  
 )=     
    
To estimate an ellipsoid surface   
  containing all surface 
points as much as possible, the following least square problem 
can be defined: 
 
  
  = min
 
         ( (  , ) 
 
 
   
  
where        is the volume of the quadric surface, which is 
obtained by decomposition from   
  . The purpose of using 
volume as an adjustment parameter is to limit the volume of 
ellipsoid not to be too large. In practice, the least square 
  
problem is solved by the Levenberg Marquardt method or the 
Gauss-Newton method. We calculate a fitting probability 
     for the estimated ellipsoid defined by the residual: 
 
     = |2 |
 
 
  exp−
1
2
   
where the residual   = ∑
        ( (  ,  
 ) 
 
 
 
    . 
Using the obtained point form parameters of the ellipsoid, 
the dual form of   
 ∗ can be calculated by Equation (2). So far, 
the algorithm has obtained a set of objects data {  ,  
 ∗} from 
the incoming single-frame RGB-D data. Each object data 
contains the object detection bounding box     and the 
corresponding dual ellipsoid parameter   
 ∗ , which will 
participate in the graph optimization of SLAM as observation 
constraints. The detection probability       is given by the 
object detection algorithm. The probability    of the ellipsoid 
  
 ∗  is obtained by the combination of the detection 
probability      , the symmetry estimation probability      
and the ellipsoid fitting probability     , as follows: 
    =               
The probability will influence the weights of those 
observations in the following optimization process. 
V. SLAM BASED ON THE QUADRIC SURFACE OBJECT MODEL 
A.  Problem definition 
The complete object-level SLAM algorithm can be 
represented by the factor graph shown in Figure 2. Therefore, 
the SLAM problem expressed in this graph can be modeled as 
the following nonlinear optimization problem: 
   ,   = arg min
 , 
(   (  )+   (  ))  
Huber kernel is chosen to enhance the robustness towards 
outlier observations in  (·).    is the odometry constraint.    
is the camera-object observation constraint that consists of 
two parts: the three-dimensional constraint          based on 
the single-frame ellipsoid estimation and the two-dimensional 
constraint          based on object detection, as follows: 
   (  )=            +           
The parameter     is used to adjust the weight of 
two-dimensional and three-dimensional observation 
constraints. The experiments will give an evaluation of the 
effect of the parameter. 
B. 3D object observation constraints 
For one incoming frame of RGB-D data, through the 
single-frame ellipsoid estimation algorithm in IV, the dual 
form of the estimated ellipsoid in the local coordinate system 
can be obtained. The dual form can easily express the camera 
observation process. The expression of   
 ∗  in the world 
coordinate system can be obtained by transforming   
 ∗: 
   
 ∗ =      
 ∗   
    
where      is the transformation matrix from camera 
coordinate to world coordinate corresponding to the current 
frame position   . If the observed object has been initialized in 
the map, the corresponding ellipsoid   
 ∗  of ellipsoid   
 ∗ 
can be found in the map. The process of searching is a data 
association problem. Some existing work [33] proposed 
semantic data association algorithms to the problem. This 
paper will not go deep into it and assume the data association 
is solved, to focus on the performance of single-frame 
ellipsoid estimation. Therefore, the three-dimensional object 
observation constraint is the constraint between   
 ∗ and   
 ∗, 
which is defined as follows: 
        
 ∗,  
 ∗  =     (  
 ∗)−     
 ∗  
 
 
  
Among them,     represents the probability given by the 
single-frame ellipsoid estimation process, which is obtained 
by integrating object detection probability, symmetry 
probability, and ellipsoid fitting probability.  ( ∗) represents 
the vector expression of the dual form ellipsoid  ∗ , i.e. 
translation, rotation (Euler angle description), scales, obtained 
from 4x4 matrix 
  ( ∗)= [ , , ,    ,    ℎ,   ,  ,  ,  ]
   
C. 2D object observation constraints 
The two-dimensional object observation constraint is the 
constraint between the object detection bounding boxes and 
the projection of ellipsoid on the image plane, which is 
constructed in the pixel plane of the image. It is 
complementary with three-dimensional observation 
constraints to improve the robustness of the system. 
The two-dimensional object observation constraint in the 
system follows the description in QuadricSLAM [5], where it 
is considered that the four edges of the object detection 
rectangle are tangent to the ellipse projected by the ellipsoid 
onto the image plane. The projection matrix    of the camera 
can be obtained by knowing the current pose    . By the 
Equation (3), the ellipsoid in the map can be projected into the 
image plane of the current frame position     to obtain the 
elliptic curve  ∗, and then the circumscribed rectangle  ( ∗) 
can be generated according to the elliptic curve  ∗ . 
Considering a given object detection bounding box   , and the 
corresponding ellipsoid in the map, the constraint functions of 
two-dimensional objects can be defined as follows: 
    (  ,  ,  
 ∗)=     ‖   −  ( 
∗)‖ 
   
Among them,      is the object detection probability given 
by the object detection algorithm, and both the rectangle is 
described by the pixel coordinates of the upper left vertex and 
the lower right vertex. 
D. Odometry constraints 
The input of odometry constraint can be the wheel 
odometry of a mobile robot, or the output of visual odometry 
algorithm such as ORB-SLAM [16]. Define  ( , )  to 
calculate the result of pose x after motion u, then the odometry 
constraint can be formulated as: 
      ,  ,      =      ,   ⊖        
 
  
  
where Σ  is the covariance matrix of odometry in this frame. 
VI. EXPERIMENTS 
The experiment focused on the improvement of ellipsoid 
mapping accuracy and convergence speed after the 
introduction of three-dimensional observation constraints. 
The results are compared under the orbit and forward motion 
modes respectively. The ground-truth trajectory is used as the 
input to maximize the mapping effect.  
Experiments for orbit motion mode used the public 
TUM-RGB-D dataset, where a Kinect2 RGB-D camera was 
held in hand and moved around a desktop with objects lied on 
for one circle, which generated observations with large angle 
of view changes. The ground-truth trajectory is already given 
by the dataset. Experiments under the forward motion mode 
used a real mobile robot trajectory, where a turtlebot3 
traveled in an indoor home-like environment with a Kinect2. 
The ground-truth trajectory was obtained from the fusion of 
ORB-SLAM2 and wheel odometry data with several loop 
closures. To get the ground-truth object parameters, we used 
ElasticFusion [35] to build a high-precision dense point cloud, 
then manually annotated the poses and scales of the real 
objects. 
QuadricSLAM is selected as the baseline, which is a 
state-of-art object-level SLAM system using quadrics as the 
object landmark and is based on a monocular camera. 
Because the proposed algorithm introduces the supporting 
plane, to ensure the fairness, we use the related version of 
QuadricSLAM in [7], which also introduces the supporting 
plane constraint, to directly compare the effectiveness of the 
three-dimensional constraints introduced by the single-frame 
ellipsoid estimation. We used Yolo [34] as the object 
detection algorithm in the experiments. We manually 
annotated data association and filtered the bounding boxes  
TABLE 2 THE ELLIPSOID ESTIMATION RESULTS 
Sequences Items QuadricSLAM DO DwB 
Fr1_desk 
(3)a 
Shape 0.399557 0.27516 0.347189 
Trans (m) 0.056574 0.12403 0.05305 
Rot (deg) 26.2496 5.84448 4.64115 
Fr1_desk2 
(4) 
Shape 0.549205 0.46343 0.479532 
Trans 0.078322 0.199142 0.07743 
Rot (deg) 16.6234 12.1614 10.5497 
Fr2_desk 
(5) 
Shape 0.423198 0.384096 0.26592 
Trans (m) 0.08219 0.106938 0.08449 
Rot (deg) 10.6924 15.3503 13.8469 
TUM 
Average 
(12) 
Shape 0.45929 0.383305 0.35744 
Trans (m) 0.074495 0.141946 0.07428 
Rot (deg) 16.5587 11.91088 10.4464 
Real_robot 
(6) 
Shape 0.609898 0.41569 0.2766 
Trans(m) 0.54414 0.18893 0.18451 
Rot(deg) 21.3404 18.9657 19.5091 
a. The number of valid objects in the trajectory (Objects containing at least 5 keyframe 
observations with a probability of over 0.95.). 
 
lying on the image edges to find the limitation of our system 
performance. 
To fully evaluate the position, orientation and shape of the 
reconstructed objects, the evaluation benchmark in the 
experiments used Trans (m) to measure the average distance 
between the estimated object and the real object, and Rot (deg) 
to measure the average angular offsets of the main axis of the 
objects after projecting them on the supporting plane. The 
evaluation for shape used the Jaccard distance (1 - 
Intersection over Union) between the 3D axis-aligned 
bounding box of the estimated ellipsoid and the real bounding 
box after they are translated to the origin point. 
   
   
a) fr1_desk. b) fr2_desk. c) the real robot trajectory. 
Figure 4. The reconstruction process of DwB on the TUM-RGBD dataset and the real robot trajectory. The green rectangles show the camera trajectory, and the 
red one shows the current camera pose. The blue ellipsoids show the objects in the map. The green ellipsoids show the result of the single-frame ellipsoid 
estimation, and the red planes show the result of the symmetry plane estimation, both in the current frame.  On RGB images, blue rectangles show the YOLO 
object detection result, and red ones show the projection of the ellipsoids in the map. It is recommended to read in the color version. 
 
  
A. The TUM-RGB-D dataset 
This part of the experiments cover three trajectories from 
the TUM-RGB-D dataset: fr1_desk, fr1_desk2, and fr2_desk. 
To measure the accuracy limit, we selected the object 
detection bounding boxes from YOLO with a probability of 
more than 0.95 and selected the objects that could be 
effectively observed for at least 5 times as the valid objects. 
See Table 2 for the number of valid objects in each trajectory. 
We designed two types of algorithms for evaluation: The 
Depth with Bounding-boxes (DwB) algorithm, which 
combined both the three-dimensional constraints and the 
two-dimensional constraints; and The Depth Only (DO) 
algorithm, which activated the three-dimensional constraints 
only. The baseline QuadricSLAM only contained 
two-dimensional constraints. 
The results in Table 2 show that DwB achieved a better 
shape and rotation accuracy than QuadricSLAM in the 
experiments. Especially in trajectory fr1_desk and fr1_desk2, 
the shape and rotation accuracy was significantly improved, 
because the two trajectories contained large symmetrical 
objects such as computer monitors, keyboards and laptops, as 
shown in Figure 4.a. The successful estimation of the 
symmetry plane helped improve the rotation accuracy.  
Although the shape of the object was improved in the 
f2_desk dataset, the rotation shows negative growth, because 
the trajectory contained smaller objects such as a mouse, 
teacup that are difficult to estimate the symmetry, and also 
contained objects without symmetry such as pot plants, as in 
Figure 4.b. 
Considering the translation, it stays almost unchanged, and 
DO even shows negative growth, which demonstrates that the 
two-dimensional constraint with large perspective angle 
changes could achieve an accurate estimation of the object 
center. One single-frame RGB-D data can only see a part of 
the object, although there is a symmetry complement, it is still 
difficult to accurately estimate the center position of the 
object. DwB, which considered both 3D and 2D constraints, 
added their advantages together and successfully improved 
rotation and shape accuracy while maintaining translation 
accuracy. 
B. A real mobile robot trajectory in an indoor scene 
Mobile robots are difficult to generate orbit trajectories. 
They move forward most of the time, with limited changes of 
view angles towards objects. This experiment covered a 
trajectory recorded by a turtlebot3 robot mounting a Kinect2 
in an indoor environment. The environment contained a TV, 
sofa, bed and other common indoor furniture, as shown in 
Figure 1. In the trajectory, the observation angle of the object 
changed little, and the number of effective observations was 
very small, which was a huge challenge for QuadricSLAM as 
it only uses object detection as the information resource.  
From the results of real robot experiment in Table 2, we 
can see that under the forward trajectory, QuadricSLAM 
suffered a big loss on accuracy. The average shape error is 
0.61 and the translation error is 0.54 m. Due to the limited 
observation angle, the estimated ellipsoid is easy to be 
unobservable on some axes, leading to extreme big or small 
ellipsoid estimation, as shown in Figure 5.1. 
  
1)  QuadricSLAM.                                2) DwB. 
Figure 5. Results compared with ground-truth on a forward trajectory. Red 
shows estimated ellipsoids, and blue shows ground-truth ellipsoids. 
 
1)  QuadricSLAM.                                 2) DwB. 
Figure 6. With the increase of observation times, the curve tends to converge. 
QuadricSLAM becomes stable after about 25 frames. The initial error of 
DwB is already small, and then it converges slowly after 10 frames. The final 
result of DwB is also better. 
 
1)   Orbit trajectory.               2) Forward trajectory. 
Figure 7. Analysis of scale parameter    . Scale parameter     adjusts the 
proportion between 2D and 3D constraints in the optimization process. In the 
orbit trajectory, 2D observation is complete and accurate, and extremum 
tends to be obtained at a lower value of    , giving 2D constraints more 
proportion; in the forward case, 2D constraint only provides partial axis 
constraint for an ellipsoid, and extremum is obtained at a higher value of   , 
giving 3D constraints more proportion. The dash lines represent the result of 
QuadricSLAM. 
 
The performance of the single-frame ellipsoid estimation 
was still stable even under a small viewing angle. Compared 
with QuadricSLAM, the shape and translation accuracy was  
significantly improved, especially for DwB. Considering the 
rotation, large objects such as TV, sofa, bed, and cabinet that 
was successfully estimated the symmetry, achieved a high 
accuracy of rotation angle estimation, as shown in Figure 5.2. 
However, due to the confusion of the symmetry estimation of 
the small pot plant, the average accuracy of the rotation 
angles remain low. 
In addition, we further analyzed the convergence rate of 
QuadricSLAM and DwB after the introduction of 3D 
constraints. The convergence curves were drawn with the 
observation times of the objects as the horizontal axis and the 
  
average Trans, Rot, Shape errors as the vertical axis, as 
shown in Figure 6. As QuadricSLAM need at least three 
observations to initialize a new ellipsoid, ours was able to 
finish the initialization with only one observation relatively 
precisely. There was a violent oscillation in the early stage of 
QuadricSLAM. It gradually converged and became stable 
after about 25 frames of observations. Comparatively, as the 
initial estimation was accurate enough, DwB converged and 
became stable after about 10 frames, and the error difference 
between the convergence value and the initial value was small, 
which reflected the performance of rapid and accurate 
initialization of the algorithm.  
C. Parameter analysis 
When combining 3D and 2D constraints together into the 
optimization process, weight param     influences the 
proportion of 3D and 2D constraints. The relationship 
between the choice of param    and the average error of all 
objects after convergence was drawn in Figure 7. The result 
shows that better performance can be obtained under around 
103 under orbit trajectory. And it shows that under forward 
trajectory, better performance can be obtained under around 
105. The result shows that in the orbit trajectory where 2D 
constraints are relatively fully constrained, the proportion of 
2D constraints can be strengthened, otherwise, in the forward 
trajectory where 2D constraints involve observability 
problem, it will be better to give 3D constraints more weight. 
VII. CONCLUSION 
This paper proposes a sparse object-level SLAM algorithm 
based on an RGB-D camera for mobile robots in an indoor 
environment. By using the quadric representation as the 
object model, the position, orientation and occupied space of 
the object are expressed compactly. We propose an effective 
method to solve the observability problem under the planar 
motion trajectory of a mobile robot, by fusing the depth data 
with object detection to estimate the ellipsoid parameters.  
Considering the future work, more constraints can be 
explored at the object level, such as the semantic relationship 
between objects and spatial structures; the introduction of 
semantic data association [33] can make the system more 
robust; as the external cuboid of an ellipsoid can represent the 
model proposed in CubeSLAM [6], it will be interesting to 
explore the two system together in the future. 
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