Image segmentation is a fundamental problem in computational vision and medical imaging.
exists no "universal" segmentation algorithm. This said, the issue of effectively integrating user prior knowledge into a segmentation design is a driving principle behind existing state-of-the-art methods. These application-driven methodologies utilized prior models to aid in the segmentation process [1] . However, these methods remain automated and suffer from the same tacit issues for which they were designed to overcome. As a result, users directly participate in the segmentation loop in various image segmentation systems [2] , [3] .
Given such input, the research community has classified this area of research as interactive segmentation [4] , [5] , [6] , [7] , [8] . Typically, one starts by initializing a method and then iteratively modifies the intermediate results until the algorithm obtains a satisfactory result.
This process loop can be alternatively viewed as a feedback control process [9] , whereby the user's editing action is a controller, the visualization/monitoring is an observer, and the changes of the intermediate results drive the system dynamics. Once the segmentation is complete, the system converges to an expected result. In this manner, the user automatically fills the "information" gap between an imperfect model to that of a desired segmentation.
However, much of the work along this line of research does not explicitly model the user's role from the systems and control perspective. That is, user inputs are used passively without consideration to its contribution to the stability or convergence of the overall system. To the best of our knowledge, there are very few attempts to model segmentation from the perspective of feedback control.
Feedback principles have been used in the literature either based on empirical rules, such as boundary consistency [10] , connectivity of foreground pixels [11] , or by modeling user contribution as a weighted term in an objective function [12] , [13] to close the segmentation process. The important property of stability for a control system was not touched upon in these works. In our previous work [14] , we formulated an interactive image segmentation methodology as a form of feedback control of a given PDE system and then derived its stability conditions. The method was chosen to be the classical region-based active contours for single object segmentation. One major advantage of this formulation is that although the user does not know a perfect model/method for a segmentation task (which in fact rarely exists), one can start from a classic model and alter the segmentation in a principled manner. We can then quantitatively design and evaluate the performance a control-based segmentation system. DRAFT We should note and emphasize that the proposed controlled segmentation framework offers control theoretics to enhance existing methods as opposed to replacing the method itself. This paper is organized as follows. Section II reviews automated and interactive segmentation methods as well as basics from feedback control theory. Section III gives the formulation of an automated segmentation as a dynamical system for both region-and distance-based metrics. Section IV provides the control laws to stabilize the dynamical system for generic cases and shows specific examples on how to realize these control laws. Section V reports segmentation results followed by conclusion in Section VI.
II. Literature Review

1) (Semi-)Automatic Image Segmentation:
Variational image segmentation or active contour models are one class of algorithms commonly used in automated image segmentation. One underlying assumption employed in these algorithms is that the optimization of an energy functional defined over image features leads to an expected partition of the image [15] . Examples of commonly used image features are edges [16] , [17] , regional statistics [18] , [19] , and their combinations [20] , [21] . Multiobject segmentation has been addressed either by adding constraints to penalize violating areas [22] , [23] or by introducing competing components for adjacent regions [24] , [25] . The shortest-distance-based image segmentation methods have been proposed along this line [26] . Image classification/clustering can also be modeled by using variational framework [27] . Comprehensive introduction and review of variational segmentation methods can be found in [28] , [29] and references therein.
Alternative ways of representation, such as based on graph or clustering, have been widely used in image segmentation as well. See [30] and [31] and references therein for comprehensive reviews.
2) Interactive Image Segmentation:
Automatic segmentation is attractive, but user intervention is inevitable in some critical tasks, especially for medical images [32] . The limitations of automatic or semi-automatic segmentation methods are well known and have been extended to integrate user interactions.
Depending on the focus of these methods, the interactive segmentation methods are roughly summarized as follows:
DRAFT a) User interface: Some classic automatic segmentation methods have been combined with powerful visualization and user editing system to achieve interactive segmentation. This is popular in some medical image segmentation systems [2] , [3] , [33] , where classic methods like region growing, active contours, and graph cuts are adopted as core techniques. Common features shared by these methods are efficient user interaction, easiness of manipulation, especially for 3D volumes. b) Segmentation accuracy: Much of the research focus has placed emphasis on improving the segmentation accuracy per user input. Typically, image segmentation is associated with the optimization of an objective function. Thus, advances have been made either by improving classic objective functions such as active contours [13] , graph cuts [34] , and geodesic distance [35] , or by proposing new formulations to interpret user input such as conditional random field [36] and random walker [8] . One of notable advances in this direction is the reformulation of some variational algorithms, which are subject to local minima, into convex optimization framework with global optimal solutions [37] , [38] , [39] . c) User input modeling and accumulation: How to understand the meaning of user input to better equip a segmentation algorithm has recently received attention in the literature.
User input has been modeled as non-Euclidean kernels [40] , combined with shape constraint [41] , and categorized [42] to reduce user efforts in interaction. Since user interaction is not an isolated and passive action, learning-based methods have been proposed to model the temporal/historic knowledge of user input to increase efficiency [43] , [44] . d) System design: With regards to system design, recent work has illuminated the causality and overall performance of a system. User input is an integral part of the system, which is combined with the current and previous states to determine the next segmentation.
Most of these algorithms are rooted either in variational [14] , [45] , [46] or graph-based segmentations [4] , [5] , [6] , [7] , [47] .
In addition to these four categories of research, GPU computing has also been increasingly utilized to develop real-time interactive segmentation systems [12] , [38] , [39] .
3) Feedback Control Theory:
The principle of feedback is most often used in a control system. The basic idea is to use the difference between the signal to be controlled and a desired reference signal to determine system actions. We should note that feedback control ought not to be confused DRAFT with simply taking feedback in a controlled system -there is subtle but distinct difference to unambiguously indicate when the performance is guaranteed [9] , [48] . The second requirement can be considered as studying the stability of a system around a given state or an equilibrium point, referred to as stabilization of a system.
A common technique used in system stabilization is by analyzing the Lyapunov function of a system [49] , [50] , [51] . The basic idea is to check whether the Laypunov function is dissipative along all possible trajectories of a dynamical system around the equilibrium point, rather than solving the system equation directly. It has been applied to stabilize systems driven by single [52] as well as coupled [53] PDEs. Lyapunov analysis has been extended to derive the stability condition for time-delayed system [54] , discrete-time system [55] , networks [56] , and to synchronize two chaotic systems with impulsive signals [57] .
Impulsive control is a rather recent control development derived from the theory of impulsive differential equations [58] . It has been widely used in synchronizing dynamical systems due to its effectiveness and efficiency as it requires only small control efforts to stabilize dynamical systems [59] .
The existence of feedback has long been observed and utilized in modeling the human vision system [60] . However, only very few attempts have been made to employ the feedback principle to design an image processing system. Early research add feedback in image segmentation either based on empirical rules [10] , [11] or by adding user contribution as a weighted term [12] , [13] , without addressing the issue of stability for these closed-loop systems. In our previous work [14] , interactive image segmentation is formulated as controlling region-based active contours, where control law is derived rigorously by using the Laypunov stability theorem.
III. Automatic Segmentation As An Open-Loop System
A large class of segmentation algorithms can be considered as evolutionary processes.
Starting from some given regions, these algorithms evolve these regions (or their boundaries) based on certain quantifiable criteria. Examples include classical active contour models, and distance-based segmentation. Typically, the evolutionary process can be described by a dynamical system, driven by the optimization of certain energy functionals. As an example, the level set formulation of active contours has been extensively employed; see [61] , [62] DRAFT and the references therein. We note that level sets were proposed in [63] and subsequently developed and applied in many works.
Let I : Ω → R n be an image function defined on Ω ∈ R m , where m ≥ 2 and n ≥ 1.
Suppose at any given time t ∈ R + , the image can be partitioned into N regions Ω i (x, t) that fully cover the image without overlaps. Each region Ω i (x, t) is associated with a level set function φ i (x, t) and is evolving from an initial state φ i (x, 0) = φ 0 i (x). The Heaviside function
is used to indicate the exterior and interior regions and its derivative is denoted by the Dirac delta function δ(φ). In this paper, we take φ i ≥ 0 to indicate the inside of a region Ω i . The dynamical system describing the evolution is defined as follows,
where G i : R m ×R + → R is the intrinsic dynamics that describes evolution of region Ω i (x, t).
Without loss of generality, each G i (x, t) is decomposed into two competing components as
DRAFT where g i : R m × R + → R represents the contribution from Ω i (x, t) and g c i : R m × R + → R is that from all other Ω j (x, t) for j = i. A negative sign is used in front of equation (3) due to the definition of H for interior region. This way of decomposition has been used for modeling multiple active contours in different region-based algorithms [24] , [27] , [25] . On the other hand, segmentation algorithms that are based on clustering pixels according to their "distances" to given seed points naturally fit into this formulation, since image-based distance to given points can be implemented using the level set formulation [26] . Therefore, the presented framework works for: 1) region-based active contour models and 2) distancebased clustering.
A. Region-based Active Contour Models
The function g i (x, t) may be defined as the statistics for the region Ω i (x, t). A simple example is the first order statistics given as
where µ i (t) is the mean intensity of region Ω i at time t [18] , [19] ; and
Other region-based energies [21] , [25] , [64] may be employed in a similar way.
B. Distance-based Clustering
Let Ω x i be the set of seed points for a region Ω i . The distance between a point x ∈ Ω and the seed region is defined as
where θ(x, y) is the family of all paths connecting points x and y, and p ∈ [0, 1] is the parametrization of a specific path C : [0, 1] → R m weighted by an image-based function
, Ω x i ) may be computed using the level set formulation as well by interpreting it as a front propagation problem with an image-dependent distance measure 1/g γ , where g γ (I) = 1 + ∇I 2 2 [26] . After computing the distance from a point to each seed region, the point is assigned to the closest region.
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With a slight abuse of notation, let φ −1 i (x, t), φ −1 i c (x, t), and φ −1 min (x, t) be the distance between point x and region Ω i , the shortest distance between the point x and any regions other than Ω i (x, t), and the shortest distance between the point and all regions, respectively.
An example of natural dynamics acting on φ i is defined as
and
The equations (7) and (8) are used in the evolution of (2) (3). This formulation is essentially a clustering processing based on the shortest distance from a point to all regions. Figure 2 shows an example of automatic segmentation by using the models described in this section. With simple user initializations, either circular regions or scribbles, these two classical algorithms capture the majority of the objects, while missing some details. In particular, the region-based active contour has both evolution leakage and unreached regions, while the distance-base clustering fails to mark correct boundaries where seed regions were not properly specified. Though sophisticated methods [37] , [35] , [39] may achieve better segmentation results with the same initializations, our main focus is how to improve these classical methods by integrating user inputs from the perspective of feedback control.
IV. Interactive Segmentation As Feedback Control
Suppose the user has an ideal segmentation of the image domain into regions in mind:
Then, the goal is to design a feedback control system
such that lim
is the control law to be defined below.
A. Existence of A Regulatory Control
Define the pointwise and total labeling error as ξ i (x, t) and V (ξ, t), respectively,
If φ * i s are given and V (ξ, t) ∈ C 1 , the determination of F (·, ·) is straightforward by applying the Lyapunov's direct method for stabilization. The control signal F uses the bounds of the
Theorem IV.1. The control law
where
Furthermore, the control law exponentially stabilizes the system with a convergence rate of e −νt when ξ is large in the sense of
i = 1, · · · , N ,for given constants ν > 0, ρ > 0.
See Appendix-I for details of proof.
Remark 1. This theorem gives a sufficient condition for the existence of a control law that stabilizes the dynamical system to a given desired steady state value. Intuitively, the control law defines a localized input required to "break" the intrinsic dynamics.
B. Label Error Estimation
In practice, {φ * i } is not given or completely available beforehand. User input based on current segmentation is used to predict/estimate the ideal segmentation on the fly.
1) User Input Processing:
User interaction is modeled as a binary decision as to whether a given location is correctly labeled as inside or outside the expected segmentation. Let L = {1, · · · , N } be the set of labels corresponding to regions Ω i (x, t). User inputs are properly applied to the image to capture segmentation errors. Afterwards, the effect of user input is propagated.
models the kth input applied at time t k i for the ith label, Ω x k i and Ω c 2) Accumulation of User Input:
, · · · } be the set of functions representing all user input effect at time t. Let the function u i be the accumulated effect from all u k i (x, t) and u c i be the effect all u k j (x, t), j = i, j = 1, · · · , N and k = 1, 2, · · · . The total effect of user input for label i comes from the overall supports of u i (x, t) and
is a function for evaluating the strength of support from u i (x, t) and u c i (x, t).
3) Label-Error Estimation:
Let {φ * i } be an estimate of {φ * i } and define the error terms aŝ
The feedback in equation (9) will use the estimate {φ * i },
The estimator is an observer-like system driven by accumulated user input U i with error term e U i as
DRAFT Equations (17) and (18) form a coupled dynamical system. The total labeling error is defined as estimator vs. user input E(t) :
estimator vs. visualizationV (t) :
Assume that user input has stopped (U i remains constantly) and Theorem IV.1 is satisfied.
Then the sum V (t) := E(t) +V (t) has a negative semidefinite derivative:
See Appendix-II for details of proof.
A large number of evolutionary methods can be augmented to include user interactions using the proposed design principle. Two representative models of user input U i are discussed in the following section.
C. Examples Of Control-based Segmentation Methods
1) Controlled Region-based Active Contour Models:
The natural dynamics G i (x, t) described in Section III-A is used. A kernel-based method [40] is employed to model the user input for u k i as
where d(x, Ω x k i ) is the weighted distance from x to Ω x k i defined in (6) , and h 0 is a decreasing function with respect to this distance. In this paper, we use h 0 = (
where d, d max , d min are the distance and its corresponding extrema, respectively. The value of d max controls the maximal range the current input affects. In addition, the values of p, q in equation (15) are set as p = 1 and q = 0. The overall effect for label L = i is defined as
To propagate and smooth the effect of user input, a diffusion process is applied to u i (x, t)
as in [14] , where
The total user input effect is defined as
2) Controlled Distance-based Clustering:
In this example, we use the simple natural dynamics G i (x, t) as described in Section III-B.
More sophisticated schemes such as [35] may be used. The effect of user input is defined to have the same metric as the system equations,
with q = 0 and p = ∞, where θ(x, y) is the set of all paths connecting points x and y, and l is the parameterization of a particular path C weighted by function g γ .
The total user input effect at point x is computed as
D. Impulsive Control: For Efficient User Interactions
At a given time t, the regions of current and ideal segmentation for a given label i, denoted
by Ω i (t) and Ω * i (t) respectively, can be represented as
where Ω correct i (t) is the correct segmentation, Ω mclass i (t) is the region mis-classified as the label i, and Ω ureached i (t) is the region not reached by the label i. Note that, Ω mclass i (t) is also a unreached region of other labels. See Figure 3 for example, where Ω mclass
Therefore, user input can be focused on the unreached regions. Impulsive control may be Fig. 3 . An example of segmentation errors at time t.
used to apply the input immediately to the coupled dynamical system, rather than waiting for their effect to reach current fronts as in [14] .
Suppose one user input is applied at Ω x k i and t k i . Let P :
). Then, the impulse effect of this input to the coupled system (17), (18) is defined as
One simple example of P is P = sign(U i ).
Assumption 1. Assume that the size of each unreached region Ω nreached i (t) can be driven sufficiently small by a finite sequence of user input {Ω x k i (t k i )}, k = 1, · · · , K i , where K i is the number of user input for label i. Remark 2. The rationale of this assumption is based on the fact that since Ω nreached i (t) is compact, then it has a finite subcover, consisting of a finite set {ω k i } with ω k i = H(u k i (t)) from user input u k i defined in Equation (15) . A properly applied u k i may increase mis-classified region but it increases correct region as well. Thus, it is reasonable to assume the existence of a "finite" number of user inputs required for a desired segmentation. (22) still holds for t > t K , where t K is the last instant of impulse. What's more, the assumption 1 ensures to get an expected segmentation.
Remark 3. Applying user input immediately to the segmentation process has been empirically used in lots of interactive segmentation algorithms [6] , [7] , [35] . This corollary sheds light on the rationale of this commonly used strategy from the perspective of impulsive control of a feedback system.
E. Implementation
Efficiency is a key factor in determining the performance of an interactive system. Thus, it is required to add as less computational load and memory cost as possible to implement the feedback control signal. To this end, inputs to each object is grouped and evolved by using a single unit/array. That is, the state of u i (x, t) is recorded by using a single array to reduce memory cost.
In addition, efficient implementations were employed for the original automatic methods.
Specifically, for the region-based active contour model, a sparse-level set implementation [65] was used that keeps track of φ(x, t) = 0 without re-initialization. In the distance-based clustering formulation, since G is locally static (see equation (7)), the evolution reduces to solving a static Hamilton-Jacobi equation [62] . Thus, distance information can be computed locally in a monotonic way for which efficient numerical schemes such as those given in [66] , [67] may be applied. If no user input is employed, the algorithm has a similar structure as in image segmentation utilizing the Fast Marching Method as originally proposed in [66] and developed and extended in many other works; see [61] , [62] , [68] and the references therein. Introducing the control framework enables the algorithm to be non-static and as such, results in increased flexibility.
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V. Experimental Results
In this section, we first present examples of user effect for both region-based active contours
and distance-based clustering. Then, we demonstrate the advantages (and/or disadvantages) of the proposed control framework by comparing it to a popular interactive segmentation method in terms of user's effort and predictability. Next, we present results of applying the proposed framework for segmenting challenging medical images. Finally, we use examples to illustrate the relations between the control-based method and some existing algorithms.
In this section, the localized region-based active contour energy [21] was implemented for the region-based active contour model and a gradient-based distance measure [26] was used for the distance-based clustering methodology.
A. Examples of User Effects
An example of segmenting the dolphin flipper using the proposed region-based active contour method is shown in Figure 4 . An illustration of segmenting the dolphin flukes using the proposed distance-based clustering algorithm is given in Figure 5 . As can be seen from these simple examples, the proposed algorithm requires only a small amount of user interactions to correct the segmentations towards ideal boundaries. 
B. Effectiveness of The Proposed Control Framework 1) Selection of Data:
Two general images from [69] and two medical images were used to quantitatively compare the presented methods with the popular GrabCut algorithm [6] . The general images considered are given in the first row of Figure 6 . Specifically, these images where chosen as illustrate strong local contrast and at varying parts of the image (e.g., ambiguous boundaries at the bottom of the bird image). The medical images seen in the second row of Figure 6 present a different issue -the targeted object (epiphysis/physis) has an intensity profile that is comparable to surrounding objects within the background. In short, the example in Figure 6 is shown to illustrate and motivate the proposed framework.
DRAFT 2) Quantitative Comparison of User's Effort: A location through which the cursor was dragged is defined as an "actuated voxel"; and the total actuated voxels is a robust indicator of user effort to complete a segmentation.
In this test, the interactive user input via mouse click-and-drag was implemented and measured identically for each algorithm. And the extent around the cursor that mark seed regions in GrabCut were not counted towards the total actuated voxels.
Three experiments were conducted with different initialization for each image. The actuated pixels after initialization are shown in Figure 7 . tion, where the region-based approach has a tighter distribution along the fitting line because it is less sensitive to the poor-defined boundaries around the bird's tail. The advantages of using control-based algorithm are shown-up in the medical image segmentation. Two issues become apparent for the physis segmentation. First, the distribution of GrabCut data points is quite broad; Second, some of the GrabCut data points are below the dashed pink line, indicating a waste of user effort since there are more voxels actuated than reclassified. The dynamic response of GrabCut makes it hard for a user to predict how much change new mouse strokes will cause.
These comparisons do not mean that the proposed algorithm will have better performance than other segmentation algorithms in all cases. It is emphasized that, by forming a closedloop interactive segmentation framework, these classical algorithms can be revitalized and overcome their disadvantages when used as a single segmentation method in an open loop. 
C. Application to Medical Image Segmentation
The proposed method was tested on real CT volumes. In one experiment, four structures, left/right eye ball, brain stem, and mandible, involving in head-neck radiotherapy contouring were segmented from a CT image. The image size is 512 × 512 × 146 voxels. Due to the high similarity of target structures to surrounding tissues and the required precision for the final segmentation result, the proposed region-based method was chosen in this test based on its robustness to these factors. To show the difference of intra-user performance, three users, who were blind to a reference manual segmentation, were involved in this test. The details of this experiment are summarized in Table I . The difference is obvious when examining the times required to perform the segmentations. The speedup is roughly 2× according to Table I. It is also important to notice that the increase in speed becomes more noticeable for large structures that have intricate shapes. The users spent significantly more time outlining the mandible because of its complex boundaries. Additionally, less concentration from the user is required when guided by the interactive method, which further reduces the segmentation time. An example of segmentation is shown in Figure 9 . The largest error is at the mandible because of the scanning artifacts. However, the difference in segmentation accuracy is mainly due to the users understanding of these anatomical structures. The proposed distance-based method was tested on cardiac chambers segmentation. Three commonly studied chambers in cardiac diseases diagnosis, i.e., left/right ventricles and left atrium, were segmented from three cardiac CT images. The size of image slice along the axial DRAFT direction is all 512×512 with the number of slices ranging from 243 to 292. The performance was summarized in Table II . The proposed method has over 9× speedups on average while maintains close to 0.90 dice coefficient. The segmentation of the right ventricle is harder than the other two due the lack of contrast along the endocardium and the invisibility of the valves between the right ventricle and atrium. As can be seen from one example segmentation in Figure 10 , large errors are mostly at where chamber boundaries become ambiguous. Note that all the tests were conducted on desktops with regular CPUs. Indeed the proposed method has real-time performance for real 3D medical images, taking into account the factor that the total segmentation time is primarily how long the user takes to evaluate the current segmentation and apply more corrective input.
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D. Relation to Existing Interactive Algorithms
The proposed control framework is reflected implicitly in numerous of existing algorithms.
There are some algorithms that directly fit into the proposed framework. For example, the formulations in [12] , [13] can be rewritten as
where L(·) is a function modeling user clicks and λ is a global constant scalar that balances the user's influence to the segmentation. The value of λ is usually determined empirically, rather than automatically adjusted to image content as in the proposed framework. As an example, these two methods were applied to segment the epiphysis and physis images with different λ's, each with three experiments. As shown in Figure 11 , many more user inputs are required if λ is small, while large λ can also increase user's input as it has a similar effect of excessive input (see [14] ). Note that a large input was required in segmenting the physis using the method [13] , because user input is only applied after an automatic segmentation is finished; thus it can not prevent large errors from occurring. While it is by no means a definitive comparison, the different characteristics of these algorithms were observed by looking at the minimum average efforts used in segmenting these structures (152, 196 , and 120 pixels in epipysis and 169, 404, 140 in physis, respectively, for [12] , [13] and the proposed method).
Another feature of the control-based framework is the system's robustness to "noisy" user inputs; see Figure 12 for example. This is a property inherited from the feedback control design principle that allows admissible input variations [9] .
For some distance-based interactive segmentation algorithms such as [35] , the type of impulsive input described in Equation (30) was implicitly used to model user interactions.
There are other algorithms that can be formulated into the proposed framework. For instance, the algorithm presented in [7] can be reformulated as a minimal path problem thereby naturally fitting into the distance-based clustering case.
VI. Conclusion
This paper has presented a systematical way of applying control theory to analyze and design an interactive image segmentation algorithm. As an extension of [14] , the new formulation has wider applications and stronger stability conditions. In particular, the proposed 11 . Average user's effort of methods [12] and [13] with varying λ for the segmentation of epiphysis and physis. method supports both region-and distance-based metrics, handles multiple-object segmentation, and works for both scalar and vector images. The concept of impulsive control was adopted to model user interactions, which justifies the rationale of widely used empirical strategy from the perspective of feedback control. In addition, conditions for asymptotic and exponential stability are derived, covering different levels of stability requirement.
The experimental results show the effectiveness of adding the proposed control structure to two representative classical methods. Since user's role is seamlessly integrated into a feedback control system, large error can be prevented from developing and user's effort to corrections is guided by the stability condition. Though the examples used in this paper are based on level-sets formulation, the design principle is generalizable to other interactive segmentation systems that can be described by dynamical systems. It is extensible to discrete systems as well. The focus of this paper is on adopting control theory into image segmentation. There are other factors that determine the performance of an interactive segmentation system. One important topic is informative and efficient visualization to allow effective user interaction [70] . Simple user scribbles or predefined regions were used in proposed example algorithms.
It becomes vital to have more effective user interactions for large scale 3D image volumes.
i ∈ {1, · · · , N }, such that G i (x, t) < g M (x) for a point on the zero level set.
Proof: This is an implication of the condition that Ω i (x, t) ∩ Ω j (x, t) = ∅. Otherwise, we have G i (x, t) ≥ g M (x), ∀i = 1, · · · , N . This only holds when G i (x, t) = g M (x), ∀i = 1, · · · , N . Therefore, all natural dynamics G i (x, t) are equal and nonzero at a point, then zero level sets from different regions will "bleed" through each other. This contradicts the condition of no overlapping between any two regions.
The proof of the Theorem IV.1 is as follows.
Proof: It is straightforward to check that dV (ξ, t)/dt = 0 if ξ = 0.
Otherwise, take V (ξ, t) as the candidate Lyapunov function and differentiate it with
Note that δ(φ i ) = 0 if |φ i | > ǫ. So the integration (32) vanishes excepts inside a narrow band (with width ǫ) around the zero level set of φ i . Without the loss of generality, it is assumed that each φ i is a single-connected component. Thus, its narrow band can be reparameterize as a surface A i = {(s, t)|0 ≤ s ≤ 1, −ǫ ≤ t ≤ ǫ}, where s is the coordinate parallel to the zero level set and t is perpendicular to it. Since in this case H(φ i ) = 1 2 1+ φ i ǫ + 1 π sin πφ i ǫ and there are three cases for H(φ * i ) (see equ. (1)), A i can be decomposed into three parts, denoted by A 1 i , A 0 i , A ǫ i , corresponding to the cases of H(φ * i ). So does ξ i . Thus, we have
which is denoted by
Plugging into the definition of H(φ * i ) for each case, we have
The first-order terms of φ i inside the square brackets are symmetric and odd function in (s, t), so their integration vanishes.
Similarly, we have
Note that I A 0 i is a function of ξ i when the distance between the zero level sets of φ i and φ * i , denoted by d(φ i , φ * i ), are sufficiently close (d(φ i , φ * i ) < ǫ). This means that φ i has been locally stablized to φ * i up to the scale of ǫ, and thus ξ i is sufficiently small. If ignoring the contribution of I A 0 i , we have dV (ξ, t) dt
The the last inequality holds because of the Lemma 1. Therefore, dV (ξ, t)/dt is negative definite under the given condition.
Furthermore, if the condition (14) is satisfied, by applying the mean value theorem to (32) , we have dV (ξ, t) dt
where ν ∈ 0, max {x,i} 2 (g M (x)/ρ − 2α 2 i (x, t)) . Note that V (ξ, t) is in fact defined as 1 2 ξ 2 2 . Therefore, the system is exponentially stable with the convergence rate of ν.
II: Proof Of Theorem IV.2
Proof: Computing the time derivative V ′ (t) = E ′ (t) +V ′ (t),
Substituting for ∂φ i ∂t and ∂φ * i ∂t ,
Adding Equations (41) and (42) and combining the δ 2 (φ * i ) terms,
When α i satisfies Theorem IV.1, it follows that
