Analytical SVBRDF representations are widely used to represent spatially varying material appearance depending on view and light configurations. State-of-the-art industry-grade SVBRDF acquisition devices allow the acquisition within several minutes. For many materials with a surface reflectance behavior exhibiting complex effects of light exchange such as inter-reflections, self-occlusions or local subsurface scattering, SVBRDFs cannot accurately capture material appearance. We therefore propose a method to transform SVBRDF acquisition devices to full BTF acquisition devices. To this end, we use data-driven linear models obtained from a database of BTFs captured with a traditional BTF acquisition device in order to reconstruct high-resolution BTFs from the SVBRDF acquisition devices' sparse measurements. We deal with the high degree of sparsity using Tikhonov regularization. In our evaluation, we validate our approach on several materials and show that BTF-like material appearance can be generated from SVBRDF measurements in the range of several minutes.
INTRODUCTION
The accurate digitization of material appearance has been a challenging task for decades. Reproducing fine details of surface reflectance is crucial for a realistic depiction of virtual objects and is of great importance for many applications in entertainment, visual prototyping or product advertisement. Among the widely used reflectance models are analytical spatially varying bidirectional reflectance distribution functions (SVBRDFs) that model the surface reflectance behavior per surface point depending on the view and light configurations. While the acquisition of a sparse set of images taken under different viewlight configurations can be achieved within several minutes, the dense information is obtained by means of fitting analytical models to the reflectance samples captured per surface point. For instance, in the recent work by Nielsen et al. (Nielsen et al., 2015) , a Tikhonov regularized reconstruction is used to reconstruct isotropic BRDFs from a sparse set of measurements.
However, many materials such as leathers or fabrics show a more complex reflectance behavior including fine effects of light exchange such as interreflections, self-occlusions or local subsurface scattering. These effects are not captured by energyconserving analytical BRDFs. Capturing these effects requires the use of more complex reflectance representations such as bidirectional texture functions (BTFs) (Dana et al., 1997) . These are parameterized on an approximate surface geometry and store spatially varying reflectance behavior depending on the view and light conditions in a data-driven manner within non-energy-conserving apparent BRDFs (aBRDFs) (Wong et al., 1997) per surface point. While a dense sampling of the view and light conditions is required to accurately capture these effects, the acquisition becomes prohibitively costly with time requirements in the order of several hours (Schwartz et al., 2014) . To reduce the acquisition effort to only a few hours, den Brok et al. (den Brok et al., 2014) introduced a patch-wise sparse BTF reconstruction based on linear models obtained from a given BTF database.
In this paper, we extend the Tikhonov regularized sparse reconstruction framework for isotropic BRDFs proposed by Nielsen et al. (Nielsen et al., 2015) towards a more general reflectance reconstruction including the aforementioned complex effects of light transport. Similar to the work of den Brok et al. (den Brok et al., 2014) , we consider a prior in the form of a given BTF database to derive basis vectors that are used to represent materials in terms of a linear combination of these vectors. However, in contrast to the approach of den Brok et al. (den Brok et al., 2014) we do not perform a patch-wise reconstruction of aBRDFs, but use the more memory-efficient pointwise reconstruction of aBRDFs in combination with the more robust Tikhonov regularized reconstruction framework. This allows, in contrast to the approach presented by Nielsen et al. (Nielsen et al., 2015) , capturing complex effects of light exchange within the reflectance model.
In summary, the key contributions of our work are:
• the practical acquisition of BTFs using SVBRDF acquisition devices and
• a Tikhonov-regularized sparse BTF reconstruction framework based on data-driven linear models.
RELATED WORK
While detailed surveys on appearance acquisition and modeling are provided in the literature (Müller et al., 2004; Filip and Haindl, 2009; Haindl and Filip, 2013; Weinmann and Klein, 2015) , we focus on the acquisition and modeling of spatially varying reflectance under varying viewing and illumination conditions and only briefly review the corresponding developments.
Reflectance Modeling and Acquisition: In this context, Spatially Varying Bidirectional Reflectance Distribution Functions (SVBRDFs) (Nicodemus et al., 1977) and Bidirectional Texture Functions (BTFs) (Dana et al., 1997) have been widely applied in the literature. While SVBRDFs are parameterized over the surface of a material in terms of storing independent BRDFs at different locations, BTFs represent the reflectance behavior w.r.t. a surface that does not necessarily coincide with the exact surface. This is advantageous when considering materials such as fabrics or leather where the exact surface cannot accurately be reconstructed as their fine structures fall below the resolution of the acquisition device. As BTFs furthermore only rely on apparent BRDFs (Wong et al., 1997) where there is no requirement of energy conservation for the BRDFs stored on the surface, BTFs are capable of capturing mesoscopic effects of light exchange such as inter-reflections, self-occlusions or self-shadowing. During the acquisition process, images need to be taken from different views and under different illumination conditions which mostly has been realized based on simple camera-light source setups (Lensch et al., 2001) , gonioreflectometers (Dana et al., 1997; Matusik et al., 2002; Marschner et al., 2005; Holroyd et al., 2010; Filip et al., 2013) , arrays of cameras and light sources (Furukawa et al., 2002; Weyrich et al., 2006; Schwartz et al., 2011; Ruiters et al., 2012; Nöll et al., 2013; den Brok et al., 2014) , combinations of extended light sources and cameras (Aittala et al., 2013) or mobile devices (Aittala et al., 2015) .
Sparse Reflectance Acquisition: Instead of relying on a dense sampling of the view-light configurations that can be realized with the respective acquisition setups, several techniques focus on faster and less costly reflectance acquisition from only a suitable subset of these configurations. The non-captured information is interpolated based on certain models.
Such a sparse acquisition has e.g. been followed by Matusik et al. (Matusik et al., 2003a) , where a reflectance model based on linear combinations from a set of densely sampled BRDF measurements has been proposed. Similarly, another technique of Matusik et al. (Matusik et al., 2003b ) relies on a BRDF database that is used to compute a wavelet basis which allows the representation of isotropic materials from only about 5% of the original data.
Ruiters et al. (Ruiters et al., 2012 ) presented a compact data-driven BRDF representation where a set of separable functions is fitted to irregular angular measurements. The exploitation of spatial coherence of the reflectance function over the surface makes this technique even capable of reconstructing the appearance of specular materials from sparse measurements. However, the technique is tailored to isotropic materials and cannot be used for too coarse samplings where analytical models are better suited.
Aiming at the compression of BTFs, Koudelka et al. (Koudelka et al., 2003) used linear models computed from apparent BRDFs per material. More recent work by den Brok et al. (den Brok et al., 2014) demonstrated that a sparse BTF acquisition can be obtained for several materials from only about 6% of the view-light configurations taken into account by conventional setups. Alternatively, the sparse acquisition of anisotropic SVBRDFs based on manifold-bootstrapping has been proposed by Dong et al. (Dong et al., 2010) . Analytical BRDFs are fitted to the data acquired for certain surface positions and used for the construction of a manifold. Unfortunately, the dimensionality of the manifold of per-texel reflectance functions would be significantly higher for BTFs.
Further work focused on sparse reflectance acquisition based on logarithmic mappings of BRDFs of a database. Nielsen et al. (Nielsen et al., 2015) focus on BRDF reconstruction from an optimized set of viewlight-configurations by using a linear BRDF subspace based on a logarithmic mapping of the MERL BRDF database. This approach has been improved by using priors and by its application per point on the material .
Zhou et al. (Zhou et al., 2016) approach sparse SVBRDF acquisition by modeling reflectance in terms of a convex combination over a set of certain target-specific basis materials and sparse blend priors. Further sparse acquisition approaches include the technique by Vávra and Filip (Vávra and Filip, 2016) , that uses a database of isotropic slices, trained from anisotropic BRDFs, to complement sparse measurements of anisotropic BRDFs and the use of a dictionary-based SVBRDF representation (Hui and Sankaranarayanan, 2015) . Only involving a mobile device, Aittala at al. (Aittala et al., 2015) perform SVBRDF reconstruction based on pairs of flash and non-flash images. Their approach, however, heavily relies on the stationarity of the texture of the considered materials and the extreme sparse sampling results in non-accurate material depictions. Steinhausen et al. , as well as Aittala et al. (Aittala et al., 2016) , propose the use of guided texture synthesis on sparse reflectance data, the latter relying on deep convolutional neural network statistics.
In this work, we focus on the enhancement of the reflectance representation resulting from a commercially available state-of-the-art SVBRDF acquisition device by replacing the local fitting of analytical BRDF functions by a Tikhonov-regularized sparse reconstruction using data-driven linear models. This allows to consider non-local effects such as inter-reflections, self-occlusions and local subsurface scattering within the reflectance representation and, hence, can be seen as an approach for sparse BTF acquisition.
METHOD
Our approach for the digitization of material appearance relies on taking a sparse set of images depicting a material sample under different view/light configurations with a state-of-the-art industry-grade acquisition device, and the subsequent Tikhonov-regularized BTF reconstruction from these sparse measurements using data-driven linear models (see Figure 1) . Further details on the individual steps are provided in the following subsections.
Acquisition Setup
In this work, we used the recently released industrygrade acquisition device TAC7 (X-Rite, 2016) (see Figure 1 ) for the digitization of materials. This device is equipped with four monochromatic cameras mounted on a hemispherical gantry at zenith angles of 5.0 • , 22.5 • , 45.0 • and 67.5 • that observe the material sample which is placed on a turntable in the center of the gantry. Furthermore, 30 LED light sources are mounted on the gantry and an additional movable linear light source is included for the acquisition of specular reflectance of the sample. In addition, a projector is integrated in the setup so that the surface geometry can be acquired based on structured light techniques. While four colored LEDs in combination with spectral filter wheels allow the acquisition of spectral reflectance behavior, we do not exploit this feature in the scope of this paper.
The database D of densely sampled material BTFs from which the linear models are derived is captured with a traditional BTF acquisition device (Schwartz et al., 2013) . This device is equipped with a turntable, which allows a dense azimuthal sampling, and eleven cameras (resolution of 2048 × 2048 pixels) that are mounted along an arc on an hemispherical gantry with a diameter of about 2m, covering zenith angles between 0 • and 75 • with an angular increment of 7.5 • . Furthermore, the gantry is equipped with 198 uniformly distributed light sources.
Data Acquisition
To gather reflectance samples for each surface point with the TAC7, photos of the considered material sample are taken under different turntable rotations and illuminations for different exposure times. Involved parameters such as the rotation angles of the turntable, the use of the linear light source or the number of exposure steps used for high dynamic range (HDR) imaging can be specified by the user depending on the complexity of the surface geometry and the reflectance behavior of the material to be acquired. For instance, smaller rotation angles of the turntable can be used for complex surface geometry or anisotropic reflectance behavior. Furthermore, the linear light source can be moved in small angular increments to densely sample specular highlights of highly specular materials. After the generation of HDR images for different configurations of turntable and illumination, these are projected onto the surface geometry of the material sample. This allows to gather reflectance samples per surface point for different configurations of view and illumination.
For our experiments, we took images using all four cameras, the 28 monochrome LEDs for luminance and 4 colored LEDs for RGB image data. The sampling is depicted in Figure 2 Figure 1 : Overview of the proposed pipeline: Reflectance samples for a sparse set of view-light configurations are acquired using the X-Rite TAC7 device (bottom row). They serve as input to the proposed Tikhonov-regularized sparse BTF reconstruction using data-driven linear models. 
BTF Reconstruction from Sparse Samples
Instead of fitting an analytical Ward BRDF (Ward, 1992) to the sparse reflectance samples per surface point as performed by the TAC7 software (X-Rite, 2016), we fit the sparsely measured dataB to a densely sampled data-driven linear model U, obtained from a database D of material BTFs. For the purpose of fitting the sparse TAC7 measurements to the linear model, we represent the set of n s sparsely measured samplesB in terms of a matrix productB = SB, (1) where S denotes a binary sparse measurement matrix with S ∈ {0, 1} n s ×n lv and SS t = 1 which selects the TAC7 view-light configurations from the densely sampled measurement B to be reconstructed, where n s , n lv denote the number of view-light configurations of the TAC7 device and the DOME II device, respectively. To deal with the fact that the TAC7's camera and light source positions relative to the material sample do not coincide with those in the DOME II device, we perform a simple nearest neighbor search on the normalized positions of lights and cameras, mapping each point in the TAC7's coordinate space to the closest light or camera in the database coordinate space. This is encoded in the measurement matrix S. Note that even for the TAC7 on its own, there are different samplings for color and monochromatic images.
Assuming the existence of a suitable linear model U that represents B well, i.e. B ≈ UV for suitable parameters V, we determine parameters from the sparse measurement SB via
The Tikhonov regularization term RṼ 2 F is included to penalize implausible solutions. Similar to the work on BRDF recovery from a sparse sampling by Nielsen et al. (Nielsen et al., 2015) , we use R = λ1, where λ determines the weight of the regularization term. This results in a penalization of large deviations from the distribution of basis coefficients in the training data. However, in contrast to the approach of Nielsen et al. (Nielsen et al., 2015) that is designed for isotropic BRDFs, we focus on the recovery of spatially varying reflectance characteristics in terms of BTFs that include non-local effects of light exchange. Moreover, Nielsen et al.'s method deals with multi-channel images by considering a single BRDF's color channels as completely different BRDFs in both the training and the testing step. This does not apply to our scenario, where we have to consider monochromatic and color samples from different sample points simultaneously.
In the following, we provide more details on the computation of the employed basis and the BTF reconstruction.
Basis Computation. Given a database D of BTF measurements such as e.g. the materials introduced by Weinmann et al. , where each BTF is represented by a n lv × n x matrix and n lv and n x denote the number of view-light configurations and the number of texels, respectively, we extract a subset D class ⊂ D for the material class under consideration (e.g. leather, fabric, wool etc.). We concatenate the individual BTFs along the second dimension, i.e. we generate a matrix whose columns contain all of the individual aBRDFs stored within the different BTFs. In order to later be able to consider monochromatic and color samples at once, we first convert the RGB data to YUV color space and compute models for each channel separately; the rationale will become clear in the subsequent section on reconstruction. It is well established that some kind of reduction of dynamic range is necessary in order to avoid obtaining a model mostly concerned with modeling noise in the highlight regions (cf. (Matusik et al., 2003b; Nielsen et al., 2015) ). Like den Brok et al. (den Brok et al., 2014) , we therefore scale the U and V channels with the corresponding entries from the Y channel, and use the logarithm of the Y channel, such that a pixel tuple (y, u, v) becomes (log y, u /y, v /y).
As shown by den Brok et al. (den Brok et al., 2014) , a straight-forward approach for BTF basis computation is given by the use of matrix factorization techniques such as the (truncated) singular value decomposition (SVD).
In the following, for brevity we shall write U for UΣ. The basis obtained that way is known to generalize well up to some error measure ε for materials B not contained in the database:
Contrary to den Brok et al. (den Brok et al., 2014) , we use Tikhonov regularization instead of BTF patches for regularization, which makes our method more efficient in terms of computation time and memory consumption. The huge size of the data, however, still makes computing the exact truncated SVD on D class impossible. Among the many ways to obtain good approximations, we choose to follow den Brok et al. (den Brok et al., 2015) and compute truncated SVDs first for each training material, and subsequently merge the resulting models using eigenspace merging.
Reconstruction. Given a sparse TAC7 measurementB = SB, we first apply the same color space transformation as above to the RGB part of the data. The monochromatic images are assumed to be pure luminance data (Y-channel of a YUV-triple), and we only apply the logarithm. Because of the color space transformation, we can now deal with each channel separately, and therefore assume our measurement to be of the form S logY B logY and S {U,V } B {U,V } . We can then compute approximations B ≈ UV per channel via
As mentioned before, the matrix R = λ1 is the Tikhonov regularization term, where λ represents the regularization strength. Note that according to den Brok et al. (den Brok et al., 2015) , a typical BTF's U,V channels have a much lower rank than the luminance channel; we can thus hope that the very sparse RGB data from the TAC7 measurement will still suffice for obtaining suitable model parameters.
RESULTS
In our experiments, focus on the material class Leather, represented by 12 material samples as depicted in Figure 3 . For BTF reconstruction, we leave out the material to be reconstructed and compute the linear model on the remaining 11 data sets. For the presented samples, using 512 basis vectors per color channel proved to be sufficient. Reconstructions of size 256 × 256 texels were performed on a server equipped with an Intel(R) Xeon(R) E5-2650 CPU, operating at 2.00 GHz, with 128 GB of RAM. Generating a BTF for one material sample took up to ten minutes on this machine, which fits well to the time the TAC7 software takes for computing an SVBRDF for the same sample (≈ 12 -15 minutes) on a desktop computer equipped with an Intel Core i7-4930 processor operating at 3.4 GHz and 32 GB of RAM.
We tried two sampling strategies, involving sample rotations in steps of either 30 112 color images for 30 • . This corresponds to 2.14% respectively 3.00% of the 26 136 images of a typical BTF measurement with the DOME II device (Schwartz et al., 2011) . In Figure 4 , we provide renderings of the material sample Leather10 for both sampling strategies in comparison to a rectified, HDR combined input image taken using approximately the same viewpoint and lighting direction, as well as a rendering from an SVBDRF reconstruction, produced by the software pipeline accompanying the TAC7.
One can observe that the reconstruction result is quite sensitive to the choice of λ weighting the regularization term, especially for the luminance channel. Figure 4 demonstrates this effect by comparing results at λ = (500, 100) (luminance, color) and λ = (5000, 100). A weight of 5000 for the luminance component proved to be sufficient, as higher weights did not influence the resulting quality significantly. For the color component, results become stable already at λ ≥ 100.
The visible effect that the highlights in the reconstructions are less pronounced than e.g. in the SVBRDF with its fitted lobe are due to the resampling and compression which took place in preparation of the database.
CONCLUSIONS AND OUTLOOK
We have presented a method for turning industrial SVBRDF acquisition devices like the X-rite TAC7 to full BTF capturing devices by means of sparse reconstruction techniques, thereby combining the speed of SVBRDF acquisition with the meso-scale accuracy of BTFs. Compared to the measurement time required when using common devices like the DOME II, ranging around 20 hours, our approach using a ready-tobuy device allows to achieve a usable BTF within under two hours, including image acquisition (≤ 40 minutes), data processing (≤ 90 minutes) and fitting (≈ 10 minutes). Limitations are especially in the method's ability to model specular highlights which might be missed due to the coarse angular sampling. A logical next step would be to evaluate the applicability of our reconstruction technique to further material classes.
Another use of the TAC7's special capabilities could be BTF spectralization, using the different combinations of LEDs and filters to improve the accuracy in methods for spectral reflectance acquisition such as the method by Dong et al. .
Another possible enhancement, following Nielsen et al. (Nielsen et al., 2015) , as well as den Brok et al. (den Brok et al., 2014) would be to optimize the choice of TAC7 sampling directions depending on the material class.
