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Résumé
Les travaux développés dans cette thèse portent sur les décompositions multirésolution dans
un cadre de lifting scheme, appliquées à la compression d’images. Pour commencer, une struc-
ture de décomposition consistant en un “ lifting scheme généralisé” est proposée. Ce schéma
permet d’exploiter toute l’information disponible au décodage dans l’étape de prédiction.
Cela est rendu possible par l’ajout d’un filtre de prédiction supplémentaire par rapport à la
structure classique de lifting scheme. Le schéma proposé est ensuite associé à deux méthodes
d’adaptation. La première, appelée GAE, suppose une stationnarité globale de l’image, tan-
dis que la seconde, LAE ne suppose qu’une stationnarité locale de l’image. Dans ce dernier
cas, les filtres prédicteurs sont adaptatifs.
Trois applications de ces méthodes en compression d’images sont ensuite proposées. Dans
un premier temps, une comparaison des performances en compression sans perte sur des
images de textures, synthétiques, gaussiennes, à stationnarités locale et globale (vérifiant
les hypothèses plus haut), est réalisée. Sur ces signaux, les mesures d’entropie d’ordre 1 ont
montré que les méthodes proposées offrent en moyenne un gain en codage de 0,5 bpp (GAE)
et 0,8 bpp (LAE) par rapport à la décomposition en ondelette (9,7), de 0,8 bpp (GAE) et 1,11
bpp (LAE) par rapport à la (5,3) et de 0,41 bpp (GAE) et 0,65 bpp (LAE) par rapport à la
méthode de Gerek et Çetin. La deuxième application concerne le codage sans perte d’images
réelles de natures variées. Les gains par rapport à l’état de l’art se sont révélés plus faibles
que ceux obtenus pour les images synthétiques. Enfin, la dernière application traite les cas
du codage progressif et du codage avec perte. Pour la compression avec pertes, nous avons
modifié la méthode LAE pour palier aux problèmes de divergence dus à l’impossibilité au
niveau du décodeur de reconstruire les filtres prédicteurs à partir d’échantillons quantifiés.
Elle se révèle plus efficace que lorsque l’on utilise les filtres usuels de longueur fixe (9,7) et
(5,3).
Mots clés : Bancs de filtres adaptés, transformée en ondelettes, lifting scheme adapté, fil-
trage adaptatif, compression sans perte, codage progressif.
Abstract
This thesis is concerned with multiresolution decompositions in a lifting scheme framework
as well as its application to image compression. First, a decomposition structure consisting
of a "generalized lifting scheme" is proposed, using all information available in the decoding
stage for prediction. This new scheme relies on an additional predictive filter which does not
appear in classical lifting scheme structures. The proposed scheme is then associated to two
adaptation methods. The first one, called GAE, assumes a global stationnarity of the image,
while the second one, called LAE assumes only a local stationnarity. In the latter, adaptive
filters are used.
A study of the performance in lossless coding is done by using a set of Gaussien synthe-
tic images with local and global stationarities (satisfying the assumptions on the images).
Estimations of the first order entropy of the transformed image showed that the proposed
methods offer on average an improvement of 0.5 bpp (GAE) and 0.8 bpp (LAE) compared
to the (9,7) wavelet transform, 0.8 bpp (GAE) and 1.11 bpp (LAE) compared to the (5,3)
wavelet transform and 0.41 bpp (GAE) and 0.65 bpp (LAE) compared to the method of
Gerek & Çetin (a method using LMS-based adaptive filters). The second part is concerned
with the study of performance in lossless coding of still images with varied features. The
obtained gains in bit rate compared to the state of the art are lower than those obtained for
the synthetic images. Finally, in the last part, the application to progressive coding and lossy
coding is studied. In order to prevent the LAE-divergence phenomenon due to the quanti-
zation step in lossy compression, we modified it structure. Measurements of rate/distortion
showed the, for high bit rates, that the modified LAE outperforms the (9,7) and (5,3) wavelet
transforms.
Keywords : Wavelets and signal-adapted filter banks, signal-adapted lifting scheme, adap-
tive filtering, lossy/lossless image compression, progressive coding.
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GAEa : variante de la méthode GAE décrite au paragraphe 4.3 page 80.
GAP : Gradient-Adjusted Predictor, utilisé dans CALIC.
GSN : Gradient Stochastique Normalisé (algorithme).
IEC : International Electrotechnical Commission.
IRM : Imagerie par Résonance Magnétique.
ISO : International Organization for Standardization.
JASPER : implantation en langage C du standard JPEG 2000 pour la compression
avec et sans perte (voir la note 6 au bas de la page 51).
JPEG : Joint Photographic Expert Group, la norme JPEG établie par ISO et IEC.
vi Notations
JPEG 2000 : nouveau standard en codage d’image.
JPEG-LS : nouveau standard de compression sans perte de la norme JPEG, utilise
l’algorithme LOCO-I.
LAE : Locally Adapted Estimation, une des deux méthodes proposées, ayant une
adaptation locale.
LAR : Locally Adaptive Resolution, méthode de compression d’image introduite
dans [42].
LOCO-I : codeur sans perte (utilisé dans la norme JPEG-LS) introduit dans [120].
LOT : Lapped Orthogonal Transform, introduites par Malvar [71].
MA : Moyenne Ajustée, filtre MA.
MCA : Moindres Carrés Adaptatifs (algorithme).
MIMO : Multi-Input, Multi-Output, système à plusieurs entrées et plusieurs sorties.
MMSE : Minimum Mean Square Error, désigne un banc de filtres.
PC : Personal Computer.
PCP : Pulse Coded Modulation, type de codage.
PSNR : Peak Signal to Noise Ratio, Pic du Rapport Signal à Bruit exprimé en
anglais.
RIF : Réponse Impulsionnelle Finie (s’applique à un filtre).
RII : Réponse Impulsionnelle Infinie (s’applique à un filtre).
RLE : Run Length Encoding, type de codage.
S : La transformation S.
S+P : Transformation de Z dans Z introduite par Said et Pearlman [92].
SFQ : Space-Frequency Quantization, codeur entropique introduit dans [125].
SGAE : méthode GAE avec la transformation S.
SHD : Super Haute Résolution, s’applique à des images.
SISO : Sigle Input, Single Output, système à une entrée et une sortie.
SPA : transformation S+P avec le prédicteur A.
SPB : transformation S+P avec le prédicteur B.
SPC : transformation S+P avec le prédicteur C.
SPIHT : Set Partitioning In Hierarchical Trees, codeur entropique permettant du
codage progressif en qualité introduit par Said et Pearlman [91].
TFD : Transformée de Fourier Discrète.
WSS : Wide Sens Stationary, stationnaire au sens large (pour un signal).
TS : Transformation TS.
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Notations
– Les vecteurs (identifiés à la matrice colonne de leurs coordonnées) sont désignés
par des lettres soulignées (ex. v). Les matrices sont désignées par des lettres
majuscules en caractère gras (ex.A). Nous allons aussi rencontrer des fonctions
matricielles A(z). Ce sont des matrices dont les éléments sont des fractions
rationnelles en z ou z−1.
– AT signifie la matrice transposée de A.
– A† signifie la matrice transposée et conjuguée de A.
– δ(n) est le symbole de Kronecker, vérifiant δ(0) = 1 et δ(n) = 0 pour n 6= 0.
– L’exposant astérisque, ex. H∗(z), indique la conjugaison complexe de H(z),
tandis que l’indice astérisque H∗(z) indique la conjugaison des coefficients de
H(z) uniquement.
– Pour une fraction rationnelle H(z), la notation H˜(z) est définie comme suit :
conjuguer les coefficients et remplacer z par z−1. Autrement dit, H˜(z) =
H∗(z−1). Pour des matrices nous posons A˜(z) = AT∗ (z−1).
Grandeurs utilisées
Variance
La variance σ2I d’une image I de taille N ×M est définie par
σ2I =
1
NM
N∑
i=1
M∑
j=1
[
I(i, j)−
(
1
NM
N∑
k=1
M∑
l=1
I(k, l)
)]2
.
Erreur quadratique moyenne
L’erreur quadratique moyenne (EQM) est utilisée pour mesurer la distorsion entre
une image I de taille N ×M et son approximation Iˆ. Une petite valeur de l’EQM
correspond à une petite distorsion. Elle est définie par la relation
EQM = D(I, Iˆ) =
1
NM
N∑
i=1
M∑
j=1
[
I(i, j)− Iˆ(i, j)
]2
.
Pic du rapport signal sur bruit
Le pic du rapport signal sur bruit ou PSNR (Peak Signal to Noise Ratio), est une
autre mesure de distorsion exprimée en dB. Des petites distorsions correspondent à
des grandes valeurs du PSNR. Il est défini par
PSNR = 10 log10
P 2
EQM
où P est la valeur maximale d’un pixel. Par exemple, pour les images codées sur 8
bits, P = 255.
viii Notations
Entropie du premier ordre
L’entropie du premier ordre H(I) d’une image I de taille N ×M et prenant les
valeurs discrètes si est donnée par
H(I) = −
∑
i
P (si) log2 P (si),
où la probabilité P (si) est la proportion des pixels de I ayant la valeur si :
P (si) =
card {(n,m) | I(n,m) = si}
NM
.
Entropie du premier ordre moyenne
Après une décomposition multi-résolution réversible, les sous-bandes de l’image
transformée ont des statistiques différentes. L’entropie du premier ordre moyenne de
l’image décomposée est calculée comme la somme des entropies du premier ordre de
ces images de sous-bandes pondérées par leurs tailles relatives. Par exemple, l’image
transformée de la figure 1, a son entropie du premier ordre moyenne, ou plus briève-
ment son entropie moyenne, qui vaut
Hmoy(I) =
1
16
[H(I``) +H(I`h1) +H(Ih`1) +H(Ihh1)]+
1
4
[H(I`h) +H(Ih`) +H(Ihh)] .
Plus généralement, pour L niveaux de décomposition, l’entropie moyenne vaut
I`` Ih`1
I`h1 Ihh1
Ih`
I`h Ihh
Fig. 1 – Deux niveaux de décomposition.
Hmoy(I) =
H(I``)
4L
+
1
4
L−1∑
i=0
H(I`hi) +H(Ihhi) +H(Ih`i)
4i
,
où l’indice i dans la sous-image Ih`i (par exemple) indique le (i + 1)ème niveau de
décomposition.
Taille du flot de bits ou débit réel
L’entropie du premier ordre et l’entropie moyenne permettent d’évaluer les per-
formances de différentes transformations multi-résolutions réversibles sans avoir be-
soin de coder l’image transformée et indépendamment du codeur entropique. Pour
connaître le nombre exact de bits nécessaires au codage de l’image transformée, il
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faut associer à la transformation un codeur qui est généralement entropique. Un sys-
tème de compression complet (figure 2.1) est alors obtenu. Le débit réel est mesuré
à partir du nombre moyen de bits par pixel (bpp) de l’image codée, il est défini par
R =
taille du flot de bits (en bits)
nombre de pixels de l’image originale
,
et s’exprime en bits par pixel.
Dans le cas de la compression avec pertes, la distorsion varie avec le débit. Pour
évaluer les performances de la transformation en codage progressif, des courbes don-
nant la distorsion en fonction du débit, c’est-à-dire PSNR = f(R) sont tracées. Dans
le cas de la compression sans perte, la distorsion est nulle.
x Notations
Introduction générale
Les décompositions multi-résolutions par ondelettes et bancs de filtres ont mon-
tré leur efficacité en plusieurs domaines et en particulier en compressions d’images
dès le début des années 90 (voir l’article d’Antonini et al. [14]). Une nouvelle famille
de codeurs d’images à base d’ondelettes a émergé après la publication des travaux
de Shapiro en 1993 [98], où les codeurs par arbres de zéros, qui exploitent la re-
présentation bi-dimensionnelle de la transformée en ondelettes d’une image, ont été
introduits. Les codecs résultants, améliorés tout au long des années 90 ont montré
leur supériorité par rapport au standard JPEG. De plus, ils offraient une grande
souplesse aux utilisateurs, comme le codage progressif en résolution ou en qualité et
aujourd’hui le nouveau standard JPEG 2000 utilise des décompositions en ondelettes,
aussi bien en codage sans pertes qu’avec pertes.
Il faut noter que l’une des propriétés sur lesquelles les codeurs d’images à base
d’ondelettes sont basés n’est pas satisfaite. En effet, les images réelles sont fondamen-
talement non stationnaires et non régulières. Le plus basique des modèles d’images
doit inclure des régions, séparées par des contours. En général les régions sont consti-
tuées de textures irrégulières. En deux mots, les images naturelles (comme les signaux
de parole) n’ont pas cette régularité qui permet aux ondelettes d’être des bases de re-
présentation optimales. À partir de là, plusieurs chercheurs ont proposé des schémas
qui modifient la base d’ondelettes appliquée en fonction des caractéristiques locales
du signal. Plus généralement, des schémas de compression associés à des bancs de
filtres à reconstruction parfaite qui s’adaptent au signal à coder ont été étudiés. Ci-
tons par exemple le lifting scheme adaptatif de Gerek et Çetin [46] qui peut être
considéré comme du codage par prédiction linéaire multi-résolution appliqué aux
images.
Le codage par prédiction linéaire a montré son efficacité sur des signaux mono-
dimensionnels, par exemple en codage de signaux de parole des téléphones portables,
où il est appliqué à l’échelle industrielle. Appliqué aux images, il a été intégré par-
tiellement dans différents schémas, voir par exemple l’article de Egger et al. [44]
et sa bibliographie, puis (comme nous venons de le dire) plus récemment dans des
schémas de compression multi-résolutions, mais il n’a jamais été appliqué à l’échelle
industrielle (les normes JPEG et JPEG 2000 ne l’utilisent pas). Or, en étudiant les
schémas de compression multi-résolutions qui utilisent le codage par prédiction li-
néaire, il apparaît que toute l’information disponible au décodeur pour prédire la
valeur du pixel courant n’est pas exploitée et, par conséquent, que les performances
limites des codeurs par prédiction linéaire multi-résolutions ne sont pas connues et
qu’il est théoriquement possible d’améliorer celles obtenues aujourd’hui par de tels
systèmes.
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C’est l’objet de cette étude qui porte d’une part sur la synthèse de décompositions
multi-résolutions permettant une reconstruction parfaite basées sur l’estimation li-
néaire en moyenne quadratique et d’autre part sur l’application de ces structures en
codage d’images sans perte. Toute l’information disponible au niveau du décodeur
pour prédire la valeur du pixel courant est exploitée. Nous nous sommes focalisés sur
la compression sans perte d’images 2-D avec la possibilité d’une codage progressif en
résolution pour trois raisons principales. La première est qu’à l’époque du début de
ces travaux, il existait différents utilisateurs potentiels de ce type de codage (en ima-
gerie satellitaire ou médicale, par exemple). Aujourd’hui, même dans ces domaines
les utilisateurs s’orientent vers du codage avec pertes. La seconde est que le nou-
veau standard de compression d’images JPEG 2000, Part I, venait de sortir, figeant
les techniques de codage avec pertes pour plusieurs années, et enfin comme nous
le verrons dans ce rapport, l’ajout d’arrondis à l’entier le plus proche pour rendre
réversibles les décompositions que nous avons étudiées (et donc pour les appliquer en
codage sans perte) simplifie significativement le problème de l’instabilité éventuelle
du filtre de reconstruction.
Ce rapport se divise en deux parties principales plus les annexes. La première est
constituée des chapitres 1 et 2 et donne un aperçu de l’état de l’art d’une part sur les
décompositions par bancs de filtres à reconstruction parfaite optimales (sous certaines
conditions) en codage. Les différents critères qui interviennent dans l’adaptation sont
détaillés ainsi que les hypothèses nécessaires pour que cette dernière soit optimale en
codage. C’est l’objet du chapitre 1. D’autre part, le chapitre 2 rappelle les notions de
base en compression d’images, il trace un bref historique de l’évolution des systèmes
de compression et présente les principaux systèmes de compression sans perte.
La seconde partie, constituée des chapitres 3 et 4, présente notre contribution à
l’étude du codage par prédiction linéaire multi-résolution. Le chapitre 3 commence
par une justification du critère que nous avons retenu pour adapter les filtres, puis
introduit la nouvelle structure en lifting scheme généralisée, qui permet d’exploiter
toute l’information disponible au décodeur pour estimer la valeur du pixel courant,
associée à deux techniques d’adaptation. La première, appelée GAE (Globally Adap-
ted Estimation), est basée sur les moindres carrés et suppose une stationnarité globale
de l’image, tandis que la seconde, dite LAE (Locally Adapted Estimation), utilise les
moindres carrés adaptatifs et ne suppose qu’une stationnarité locale des images. Le
chapitre 3 termine par la comparaison des performances en compression sans perte
de cette nouvelle structure sur des images de textures synthétiques. Le début du
chapitre 4 est consacré à l’application de la structure introduite en codage sans perte
d’images réelles, avec la possibilité d’un codage progressif en résolution, quatre fa-
milles d’images sont testées (naturelles, satellitaires, IRM médicales, et des textures
et empreintes), les performances obtenus sont comparées à l’état de l’art. La fin du
chapitre est consacrée au codage avec pertes.
Les résultats présentés dans ce rapport ont fait l’objet de cinq publications, dont
quatre dans des conférences internationales avec comité de lecture :
1. H. Bekkouche et M. Barret, “Décomposition multi-résolution adaptative. Ap-
plication à la compression sans perte des images”, Actes de la Réunion des
Théoriciens des Circuits de Langue Française, Paris, 2001.
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2. Barret M. et Bekkouche H., “Adapted nonlinear multiresolution decomposition
with applications in progressive lossless image coding”, Proc. of Int. Symposium
on Signal and Image Processing and Analysis, pp. 609–612, Pula (Croatie) juin
2001.
3. Bekkouche H. et Barret M., “Adaptive multiresolution decomposition : applica-
tion to lossless image compression”, Proc. of IEEE ICASSP-02, pp. 3533–3536,
Orlando (USA), mai 2002.
4. Bekkouche H. et Barret M., “Comparison of lossless codecs for satellite and
MRI images”, Proc. of EUSIPCO-02, pp. 475–478, Toulouse (France), sept.
2002.
5. M. Barret, H. Bekkouche, J.-L. Collette et J. Oksman, “Adapted lifting schemes
for lossless image coding”, Workshop Transmitting, processing and watermar-
king multimedia contents, Bordeaux, pp. 49–54, avril 2003.
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CHAPITRE 1
Banc de filtres, ondelettes et lifting
scheme adaptés
1.1 Introduction
Aujourd’hui, les ondelettes et les bancs de filtres ont prouvé leur utilité dans de
nombreux domaines d’application du traitement du signal et des images (analyse,
débruitage, restauration, etc...) et notamment en codage d’images [68]. Dès la fin des
années 1980, début des années 1990, plusieurs codeurs basés sur des décompositions
en ondelettes ont été introduits. Citons les premiers travaux d’Antonini et al. [14] et
ceux de Mallat [69].
Il existe une grande variété d’ondelettes bi-orthogonales et très tôt s’est posée la
question du choix de l’ondelette la mieux adaptée à un signal pour une application
donnée. Or, en codage, il n’existe pas une ondelette qui soit optimale quel que soit
le signal à traiter. De plus, pour un signal donné, ses propriétés moyennes variant
dans le temps (ou dans l’espace), la décomposition en ondelettes optimale peut varier
localement [41]. C’est pourquoi, des schémas de codage utilisant une sélection adap-
tative de l’ondelette en fonction des statistiques du signal à coder, ou des schémas
à base de paquets d’ondelettes introduits par Coifman et al. [75] et dont l’ondelette
varie suivant le niveau de décomposition, ont été proposés et étudiés [85, 56, 86].
Par ailleurs, la recherche de nouvelles ondelettes et l’étude de leurs performances
dans diverses applications ont fait l’objet de recherches intensives pendant les an-
nées 90. En 1995, Sweldens a proposé le lifting scheme [103]. C’est une technique de
construction d’ondelettes ayant des moments nuls pour des ordres de plus en plus
élevés1. Le lifting scheme permet une implantation très simple des décompositions
en ondelettes et de leurs opérations inverses. Sweldens a publié, avec parfois d’autres
auteurs, plusieurs articles sur le sujet (par exemple [39] [28] [104]). En 1996, Cal-
derbank et al. [28] ont proposé une technique à base de lifting scheme pour rendre
réversibles, c’est-à-dire d’entiers en entiers, les décompositions en ondelettes dya-
1L’origine de l’expression lifting scheme est associée à un ascenseur permettant d’accéder à des
moments nuls d’ordres de plus en plus élevés.
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diques associées à des filtres RIF. Cette technique est utilisée aujourd’hui dans la
norme JPEG 2000 pour la compression sans perte des images. De la même façon que
précédemment, dans le cadre du codage sans perte, il n’existe pas de décomposition
en ondelettes réversible qui soit optimale quel que soit le signal à coder [9]. Et si les
performances des décompositions sont médiocres, l’emploi de codeurs entropiques
sophistiqués ne permet pas d’atteindre des gains de codages significatifs [90].
Nous nous intéressons aux bancs de filtres à reconstruction parfaite qui s’adaptent
au signal (en particulier à l’image) dans un système de compression sans perte et
dans ce cadre un certain nombre de travaux récents proposent des décompositions
multi-résolutions réversibles qui s’adaptent aux images. Par exemple dans [46], Gerek
et Çetin utilisent un lifting scheme avec des filtres de prédiction adaptatifs. Les co-
efficients des filtres sont mis à jour pour chaque pixel de l’image par l’algorithme du
gradient stochastique, dans le but de minimiser la variance de l’erreur de prédiction.
Dans [27], Boulgouris et al. expriment le prédicteur optimal d’une structure en lifting
scheme en fonction de la densité spectrale de puissance du signal multi-dimensionnel
d’entrée. Dans [34], Claypoole et al. utilisent une adaptation de l’ordre du filtre
prédicteur d’une structure en lifting scheme suivant la position du pixel courant, dis-
tinguant s’il est dans une zone de texture ou une zone de contour. A. Gouze et al. [51]
proposent, dans un cadre de compression avec pertes, un lifting scheme optimisé sous
contrainte.
Dans ce chapitre, nous commençons par présenter des éléments bien connus de
la théorie des bancs de filtres à reconstruction parfaite. Puis, nous rappelons sous
quelles hypothèses, en codage avec pertes, il est possible aujourd’hui de poser le
problème de la recherche du banc de filtres optimal pour un signal stationnaire au
sens large.
1.2 Banc de filtres à reconstruction parfaite
1.2.1 Sous- et sur-échantillonnage
L’opération de sous-échantillonnage d’un facteur M appliquée à un signal x(n)
consiste à en prélever un échantillon sur M . Elle est représentée par le schéma bloc
de la figure 1.1. Le signal y(n) est défini par l’égalité y(n) = x(Mn). Par transformée
↓Mx(n) y(n)
Fig. 1.1 – Opération de sous-échantillonnage.
de Fourier il vient
Y (ejω) =
1
M
M−1∑
k=0
X(ej(ω−2pik)/M ) (1.1)
Le sous-échantillonnage a une interprétation simple dans le domaine fréquentiel : le
spectre du signal sous-échantillonné est la superposition de M versions décalées et
étirées du spectre du signal d’entrée. D’après l’équation (1.1), l’opération de sous-
échantillonnage cause un repliement de spectre, par conséquent il est impossible de
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restituer le signal original à partir de sa version sous-échantillonnée, sauf dans le cas
particulier où le signal x(n) est à bande limitée |ω| < 2pi/M [113]. Ce repliement de
spectre est illustré par l’exemple de la figure 1.2 avec M = 2.
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Fig. 1.2 – Effet du sous-échantillonnage avec un facteurM = 2 dans le domaine fréquentiel.
(a) Spectre du signal d’entrée. (b) et (c) Deux versions étirées et décalées du spectre du signal
original. (d) Spectre du signal sous-échantillonné.
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Fig. 1.3 – Effet du sur-échantillonnage avec un facteur M = 2 dans le domain fréquentiel.
(a) Spectre du signal d’entrée. (b) Spectre du signal sur-échantillonné.
Le signal x(n) est sur-échantillonné d’un facteur M quand, entre deux échan-
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tillons consécutifs, sont insérés M − 1 zéros. Le signal obtenu y(n) est donc défini
par la relation
y(n) =
{
x(n/M) si n est multiple de M
0 sinon
et l’opération qui transforme x(n) en y(n) est dite de sur-échantillonnage. Elle est
représentée par le schéma bloc de la figure 1.4. La relation entre les transformées de
↑Mx(n) y(n)
Fig. 1.4 – Opération de sur-échantillonnage
Fourier de l’entrée et de la sortie d’un sur-échantillonneur est donnée par
Y (ejω) = X(ejMω). (1.2)
Puisque le spectre n’est pas altéré par le sur-échantillonnage : en effet, il ne su-
bit aucun repliement, le signal initial peut être restitué à partir de sa version sur-
échantillonnée. La figure 1.3 illustre les effets du sur-échantillonnage dans le domaine
fréquentiel quand M = 2.
Souvent un sous-échantillonneur ou un sur-échantillonneur est mis en série avec
un filtre. Ces associations apparaissent par exemple dans les bancs de filtres (cf. fi-
gure 1.6). Bien qu’en général, l’ordre des opérations de sous-échantillonnage (sur-
échantillonnage) et de filtrage ne puisse pas être inversé sans changer le comporte-
ment du système, il est parfois possible de trouver deux systèmes équivalents avec
l’ordre de ces opérations inversé. Formellement, cela n’est possible que sous certaines
conditions. qui sont représentées par les schémas blocs de la figure 1.5 et que l’on
appelle les identités nobles. En plus de leur utilité théorique, ces identités ont une
utilité pratique non négligeable : il est généralement préférable d’effectuer les opéra-
tions de filtrage du coté du sous-échantillonneur (sur-échantillonneur) correspondant
à la cadence la plus petite.
H(zM) ↓MH(z)↓M
F(z) ↑MF(zM)↑M
Fig. 1.5 – Les identités nobles.
1.2.2 Analyse et synthèse par bancs de filtres
Un banc de filtres est un ensemble de filtres, avec une entrée ou une sortie com-
mune. Ces deux cas sont représentés sur la figure 1.6. Le système de la figure 1.6(a)
est appelé banc de filtres d’analyse, et les filtres Hk(z) sont les filtres d’analyse. Ce
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banc décompose le signal x(n) en M signaux vi(n) appelés signaux de sous-bandes.
Le système de la figure 1.6(b) est appelé banc de filtres de synthèse et les filtres Fk(z)
sont les filtres de synthèse. Il combine les M signaux wk(n) en un seul signal y(n).
Les bancs de filtres d’analyse et de synthèse sont généralement associés, le premier
décompose un signal pour appliquer un traitement à chaque signal de sous-bande,
et le second re-combine les signaux de sous-bandes traités pour construire le signal
modifié. Un tel système d’analyse/synthèse est appelé banc de filtres à reconstruc-
H0(z)
H1(z)
HM-1(z)
↓M
↓M
↓M
↑M
↑M
↑M
F0(z)
F1(z)
FM-1(z)
x(n)
v0(n)
v1(n)
vM-1(n) y(n)
w0(n)
w1(n)
wM-1(n)
(a) (b)
Fig. 1.6 – Banc de filtres à M canaux (a) banc d’analyse (b) banc de synthèse.
tion parfaite quand en l’absence de tout traitement dans les sous-bandes, c’est-à-dire
quand wk(n) = vk(n), k = 0, . . . ,M − 1, le signal de sortie y(n) vaut x(n− τ), où τ
est un retard pur.
Pour obtenir des conditions nécessaires et suffisantes assurant la reconstruction
parfaite, commençons par donner l’expression du kème signal de sous-bande :
vk(n) =
∞∑
i=−∞
x(i)hk(nM − i) (1.3)
où hk(n) est la réponse impulsionnelle du kème filtre d’analyse. Le signal reconstruit
s’exprime en fonction des signaux de sous-bandes traités comme suit :
y(n) =
M−1∑
k=0
∞∑
i=−∞
wk(i)fk(n−Mi) (1.4)
où fk(n) est la réponse impulsionnelle du kème filtre de synthèse.
Lorsque les signaux de sous-bandes ne sont pas modifiés, wk(n) = vk(n) quel que
soit k, (1.3) peut être injectée dans (1.4), pour obtenir
y(n) =
∞∑
l=−∞
x(l)S(n, l), (1.5)
où le noyau S du système global est donné par
S(n, l) =
M−1∑
k=0
∞∑
i=−∞
fk(n−Mi)hk(Mi− l). (1.6)
Nous pouvons obtenir la reconstruction parfaite avec un retard τ (entier) si et seule-
ment si S(n, l) = δ(n− l − τ), c’est-à-dire si et seulement si
M−1∑
k=0
∞∑
i=−∞
fk(n−Mi)hk(Mi− l) = δ(n− l − τ), (∀l, n ∈ Z). (1.7)
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Pour la suite, nous supposons sans perte de généralité que τ = 0.
1.2.3 Représentation polyphase d’un banc de filtres
L’invention de la représentation polyphase d’un filtre par Bellanger et al. [24] a
permis la simplification de plusieurs résultats théoriques en traitement du signal et
a conduit à des implantations plus simples des bancs de filtres. Pour expliquer l’idée
de base, considérons un filtre de fonction de transfert2 H(z) =
∞∑
n=−∞
h(n)z−n. La
séparation des coefficients d’indices pairs de ceux d’indices impairs, donne
H(z) =
∞∑
n=−∞
h(2n)z−2n + z−1
∞∑
n=−∞
h(2n+ 1)z−2n. (1.8)
En définissant3
E0(z) =
∞∑
n=−∞
h(2n)z−n et E1(z) =
∞∑
n=−∞
h(2n+ 1)z−n (1.9)
nous pouvons écrire
H(z) = E0(z2) + z−1E1(z2). (1.10)
D’une manière plus générale, et pour un entier M donné, H(z) peut être décomposé
en
H(z) =
M−1∑
`=0
z−`E`(zM ) (1.11)
avec
E`(z) =
∞∑
n=−∞
e`(n)z−n (1.12)
et
e`(n) , h(Mn+ `) , 0 6 ` 6M − 1. (1.13)
Le membre de droite de l’égalité (1.11) est appelé la représentation polyphase de type
1 ou 2 [113] du filtre H(z) et les filtres E`(z) sont ses composantes polyphases.
Regardons maintenant comment utiliser les représentations polyphases pour dé-
crire un banc de filtres [117]. En utilisant l’équation (1.11), la représentation des
filtres d’analyse Hk(n) de la figure 1.6(a) en fonction de leurs composantes poly-
phases donne
Hk(z) =
M−1∑
`=0
z−`Ek`(zM ) (1.14)
2Nous supposons donc que la série de Laurent
+∞X
n=−∞
h(n)z−n
converge dans la couronne ouverte non vide C = {z ∈ C | 0 < r < |z| < R} ou dans un disque
ouvert.
3Remarquons que les séries de Laurent des relations (1.9) convergent sur la couronne (ou le
disque) non vide C′ = {z ∈ C |√r < |z| < √R}.
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ou sous forme matricielle H0(z)...
HM−1(z)
 =
 E00(z
M ) E01(zM ) · · · E0,M−1(zM )
...
...
. . .
...
EM−1,0(zM ) EM−1,1(zM ) · · · EM−1,M−1(zM )


1
z−1
...
z−(M−1)

et d’une manière plus compacte
h(z) = E(zM )e(z) (1.15)
avec
E(z) =
 E00(z) E01(z) · · · E0,M−1(z)... ... . . . ...
EM−1,0(z) EM−1,1(z) · · · EM−1,M−1(z)
 , (1.16)
h(z) =
[
H0(z) . . . HM−1(z)
]T
et e(z) =
[
1 z−1 . . . z−(M−1)
]T
. La matrice
E(z) est la matrice polyphase de type 1 du banc d’analyse.
D’une manière identique, en utilisant les représentations polyphases4 de type 3 [8],
Fk(z) =
M−1∑
`=0
z`R`k(zM ) (1.17)
le banc de filtres de synthèse admet une représentation matricielle. Nous avons
[
F0(z) . . . FM−1(z)
]
=
[
1 . . . zM−1
]

R00(zM ) · · · R0,M−1(zM )
R10(zM ) · · · R1,M−1(zM )
...
. . .
...
RM−1,0(zM ) · · · RM−1,M−1(zM )

ou encore
fT (z) = e˜(z)R(zM ) (1.18)
avec
R(z) =

R00(z) · · · R0,M−1(z)
R10(z) · · · R1,M−1(z)
...
. . .
...
RM−1,0(z) · · · RM−1,M−1(z)
 (1.19)
et f(z) = [F0(z),...,FM−1(z)]T . La matrice R(z) est appelée la matrice polyphase
du banc de synthèse. Les deux représentations polyphases décrites ci-dessus donnent
le schéma bloc de la figure 1.7 (a). Grâce aux nobles identités nous obtenons la
représentation polyphase (voir la figure 1.7 (b)) du banc de filtres à M sous-bandes
de la figure 1.6.
Les bancs de filtres à reconstruction parfaite sont également appelés bancs de
filtres bi-orthogonaux. Il sont étroitement liés à la théorie des ondelettes comme
nous allons le voir au paragraphe suivant.
4Pour un filtre F (z) =
P
n f(n)z
−n, sa représentation polyphase de type 3 ou 4 s’écrit F (z) =
M−1P`
=0
z`R`(z
M ) avec R`(z) =
P
u f(uM − `)z−u.
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E(z)
↓M
↓M
↓M
↑M
↑M
↑M
x(n) y(n)
R(z)
z-1
z-1
z-1
z
z
z
E(zM)
↓M
↓M
↓M
↑M
↑M
↑M
x(n) y(n)
R(zM)
z-1
z-1
z-1
z
z
z
(b)
(a)
Fig. 1.7 – (a) Représentation polyphase d’un banc de filtres à M sous-bandes. (b) Ré-
arrangement en utilisant les nobles identités.
1.3 Ondelettes et lifting scheme
Les ondelettes ont été introduites par Grossman et Morlet [70] et se définissent
comme une famille de fonction ψa,b de L2(R). Elle sont générées par dilatations et
translations d’une fonction de base d’énergie, finie (∈ L2(R)) : l’ondelette mère ψ.
ψa,b(x) = |a|−
1
2ψ
(
x− b
a
)
∀(a, b) ∈ R2, a 6= 0.
Les coefficients a et b désignent respectivement le facteur d’échelle pour la dilatation
de ψ et le coefficient de translation. Le coefficient d’ondelette d’une fonction f ∈
L2(R) au temps b et à l’échelle a est défini par le produit scalaire entre f et l’ondelette
ψa,b :
Wf(a, b) = 〈f, ψa,b〉 =
∫ +∞
−∞
f(x)|a|− 12ψ∗
(
x− b
a
)
dx (1.20)
Si l’ondelette mère ψ vérifie la condition d’admissibilité suivante
Cψ =
∫ +∞
−∞
|ψˆ(ω)|2
ω
dw < +∞ (1.21)
alors la transformée inverse est donnée par
f(x) =
1
Cψ
∫
a
∫
b
Wf(a, b)ψa,b(x)
dadb
a2
(1.22)
La fonction f peut aussi être représentée par une famille dénombrable de coefficients
d’ondelette. Le facteur d’échelle a et le coefficient de translation b prennent alors
un ensemble discret de valeurs. La discrétisation de a et b est réalisée en choisissant
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a0 > 1 et b0 > 0 et en posant a = am0 et b = nb0am0 avec m, n ∈ Z. Les bases
d’ondelettes sont alors définies par les fonctions [70]
ψm,n(x) = a
−m
2
0 ψ
(
a−m0 x− nb0
)
Par suite, la décomposition en ondelettes et la transformée inverse sont déterminées
par les équations suivantes :
Wf(m,n) = 〈f, ψm,n〉 =
∫
R
f(x)ψ∗m,n(x) dx (1.23)
f =
∑
(m,n)∈Z2
Wf(m,n)ψm,n convergence dans L2(R). (1.24)
Ainsi, la transformée en ondelette associe à la fonction f ∈ L2(R) un ensemble
discret de coefficients Wf(m,n). Yves Meyer [74] a construit une transformée en
ondelettes dyadique pour laquelle a0 = 2 et b0 = 1 et a montré que pour des fonctions
particulières ψ de L2(R), la famille
ψm,n(x) = 2−
m
2 ψ
(
2−mx− n) , ∀(m,n) ∈ Z2
constitue une base orthonormée de L2(R).
1.3.1 Analyse multi-résolution et ondelettes
Le concept d’analyse multi-résolution a été introduit par S. Mallat [68, 69, 70].
Il s’agit de construire l’approximation d’un signal f à diverses résolutions. Ces ap-
proximations sont obtenues au moyen de projections orthogonales sur une famille de
sous-espaces emboîtés {Vj}j∈Z vérifiant quelques conditions.
DÉFINITION 1 (Mallat). Une suite {Vj}j∈Z de sous-espaces fermés de L2(R) est
une approximation multi-résolution quand elle vérifie les cinq propriétés suivantes :
∀j ∈ Z, Vj+1 ⊂ Vj , (1.25)
∀j ∈ Z, f(t) ∈ Vj ⇔ f( t2) ∈ Vj+1 , (1.26)
lim
j→+∞
Vj =
+∞⋂
j=−∞
Vj = {0} , (1.27)
lim
j→−∞
Vj =
+∞⋃
j=−∞
Vj = L2(R) , (1.28)
∃ θ ∈ V0 tel que {θ(t− k)}k∈Z soit une base de Riesz de V0 (1.29)
Rappelons qu’une famille (ej)j de vecteurs est une base de Riesz d’un espace de
Hilbert H quand elle vérifie les deux conditions
– les combinaisons linéaires finies
∑
βiej sont denses dans H
– il existe deux constantes strictement positives C1, C2 telles que pour toute
suite finie :
C1
∑
j
|Bj |2
 ≤ ‖∑
j
Bjej‖2 ≤ C2
∑
j
|Bj |2
 .
14 Banc de filtres, ondelettes et lifting scheme adaptés
L’approximation de f à la résolution 2−j est définie par la projection orthogonale
PVjf de f sur Vj . Pour calculer cette projection, une base orthonormée (φj,n)n∈Z de
Vj est construite par translations et dilatations d’une seule fonction (déduite de la
fonction θ), la fonction échelle φ :
φj,n(x) = 2−j/2φ
(
2−jx− n) , ∀(j, n) ∈ Z2. (1.30)
La projection PVjf est alors donnée par :
PVjf =
∑
n∈Z
〈f, φj,n〉φj,n
Il résulte des propriétés (1.25) et (1.26) que 2−1/2φ(t/2) ∈ V0 et comme {φ(t−n)}n∈Z
est une base orthonormée de V0, il existe des scalaires hn tels que
1√
2
φ
(
t
2
)
=
+∞∑
n=−∞
hnφ(t− n), (1.31)
avec
hn =
〈
1√
2
φ
(
t
2
)
, φ(t− n)
〉
(1.32)
La suite (hn)n peut être considérée comme la réponse impulsionnelle d’un filtre nu-
mérique. La relation (1.31) associée au fait que (φ(t− k))k∈Z est une base de V0
entraîne des conditions sur ce filtre : sa réponse fréquentielle H(ejω) doit vérifier
|H(ejω)|2 + |H(ej(ω+pi)|2 = 2 (1.33)
Mallat donne une interprétation en termes d’analyse multi-résolution à la théorie des
ondelettes, il considère ces dernières comme des fonctions contenant les détails né-
cessaires pour passer d’une résolution grossière à une résolution plus fine. Rappelons
que les approximations de f aux résolutions 2−j et 2−j+1 sont données par les projec-
tions orthogonales respectives de f sur Vj et sur Vj−1. Avec la propriété d’inclusion
entre les sous-espaces d’approximation : Vj ⊂ Vj−1, le sous-espace supplémentaire
orthogonal de Vj dans Vj−1 est noté Wj :
Vj−1 = Vj
⊥⊕
Wj .
Les ondelettes (ψj,n)n∈Z appartiennent au sous-espaceWj , elles constituent une base
orthonormée de ce dernier et sont obtenues par dilatation de la fonction mère ψ :
ψj,n(x) = 2−j/2ψ
(
2−jx− n) , ∀(j, n) ∈ Z2. (1.34)
La projection orthogonale de f sur Vj−1 peut s’écrire comme la somme des projec-
tions orthogonales de f sur Vj et Wj . L’ondelette mère ψ associée à cette analyse
multi-résolution est déterminée par la suite (gn)n ∈ `2(Z) de ses coordonnées :
1√
2
ψ
(x
2
)
=
∑
n∈Z
gnφ(x− n). (1.35)
La relation
gn = (−1)nh∗−n+1 (1.36)
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permet de construire une ondelette mère [70]. Une transformée en ondelettes rapide
décompose successivement chaque approximation PVjf en une autre plus grossière
PVj+1f et en détails correspondant à PWj+1f . À la reconstruction, chaque projection
PVjf est calculée à partir de PVj+1f et PWj+1f .
Comme (φj,n)n∈Z et (ψj,n)n∈Z sont des bases orthonormées respectives de Vj et
Wj , la projection de f sur ces sous-espaces est caractérisée par les coefficients
aj(n) = 〈f, φj,n〉 et dj(n) = 〈f, ψj,n〉.
Le théorème de Mallat [70]-(Th. 7.7, p. 251) donne les relations de décomposition
aj+1(p) =
+∞∑
n=−∞
h(2p− n)aj(n), (1.37)
dj+1(p) =
+∞∑
n=−∞
g(2p− n)aj(n) (1.38)
avec, pour x(n) donné, x(n) = x∗(−n) et celle de reconstruction :
aj(p) =
+∞∑
n=−∞
h(p− 2n)aj+1(n) +
+∞∑
n=−∞
g(p− 2n)dj+1(n)
= aˇj+1 ? h(n) + dˇj+1 ? g(n) (1.39)
avec
xˇ(n) =
{
x(n/2) si n est pair
0 sinon.
Les coefficients aj+1 et dj+1 se calculent respectivement en prenant un échantillon
sur deux de la convolution de aj avec h et g, comme indiqué sur la figure 1.8 (a).
Le filtre h atténue les hautes fréquences du signal aj(n), n ∈ Z, alors que g est un
filtre passe-haut. La reconstruction (1.39) est une interpolation obtenue en insérant
des zéros dans les suites aj+1 et dj+1 pour doubler leur longueur puis en les filtrant
comme indiqué sur la figure 1.8 (b). Nous retrouvons les schémas d’un banc de filtres
d’analyse et d’un banc de filtres de synthèse.
Nous venons de voir que la théorie des ondelettes et l’analyse multi-résolution,
décrites ci-dessus pour des bases orthogonales d’ondelettes, donnent des bancs de
filtres à reconstruction parfaite pour lesquels les filtres d’analyse satisfont les rela-
tions (1.36) et (1.33). De tels bancs de filtres admettent alors une matrice polyphase,
dont la réponse fréquentielle est une matrice orthogonale ou, de façon équivalente,
dont la fonction de transfert est para-unitaire. Ces bancs de filtres sont dits ortho-
gonaux. Ainsi, à toute analyse multi-résolution correspond un banc de filtres ortho-
gonal, mais la réciproque est fausse : il existe des bancs de filtres orthogonaux qui
ne sont pas associés à des analyses multi-résolutions [35].
Imposer à un banc de filtres à reconstruction parfaite d’être orthogonal est très
restrictif. En particulier il est bien connu qu’il n’existe qu’une seule analyse multi-
résolution associée à des filtres RIF, c’est celle associée à l’ondelette de Haar. En
affaiblissant la condition (1.29) pour que la fonction θ ∈ V0 vérifie simplement
∀f ∈ V0 ∃(ak)k ∈ `2(Z) : f(x) =
∑
k∈Z
akθ(n− k) converge dans L2(R),
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g
↓2h
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↓2h
↓2
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dj+2
aj+2
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↑2 h
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⊕ aj+1
dj+1
↑2 h
↑2 g
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(a)
g
↓2h
↓2
aj+1
dj+1 g
↓2h
↓2
aj+2
dj+2
aj+2
dj+2
↑2 h
↑2 g
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aj+1
dj+1
↑2 h
↑2 g
aj
(b)
Fig. 1.8 – Utilisation d’un banc de filtre pour le calcul de la transformée en ondelette
orthogonale : (a) décomposition, (b) recomposition.
il est possible de construire des ondelettes, dites biorthogonales, et de leur associer
des bancs de filtres bi-orthogonaux. Dans la suite, nous appellerons indifféremment
ces bancs de filtres, bi-orthogonaux ou à reconstruction parfaite. Il existe des bancs
de filtres bi-orthogonaux constitués uniquement de filtres RIF [38]. Un exemple de
filtres de transformation en ondelettes biorthogonales est donné dans le tableau 1.1.
Ce sont respectivement les filtres d’analyse des ondelettes de Daubechies [28] (9,7) et
(5,3), qui sont utilisées dans le standard JPEG 2000, respectivement pour les modes
de compression avec et sans pertes.
Coefficients (9,7) Coefficients (5,3)
n h g h g
0 0,6029490182363579 1,115087052456994 6/8 1
±1 0,2668641184428723 −0,5912717631142470 2/8 −1/2
±2 −0,07822326652898785 −0,05754352622849957 −1/8
±3 −0,01686411844287495 −0,09127176311424948
±4 0,02674875741080976
Tab. 1.1 – Coefficients des filtres d’analyse des ondelettes de Daubechies (9,7) et (5,3)[32].
Nous allons voir maintenant la représentation en lifting scheme de bancs de filtres
bi-orthogonaux.
1.3.2 Lifting scheme
À l’origine, le but du lifting scheme, introduit par Sweldens [103], était de propo-
ser un procédé de construction d’ondelettes biorthogonales dont les moments s’an-
nulent pour des ordres de plus en plus élevés : “un ascenseur” (lift) vers de hauts
moments nuls. C’est une alternative intéressante au schéma de filtrage convolutif
classique de la transformée, car beaucoup moins complexe. En effet, le nombre d’opé-
rations est divisé par un rapport allant jusqu’à deux en comparaison avec un schéma
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classique. De plus, une implantation par lifting scheme est très économique en mé-
moire, qui ne dépend pas du nombre d’échantillons du signal à décomposer. Enfin,
Sweldens et Daubechies ont montré que toute décomposition en ondelettes biorthogo-
nale associée à des filtres RIF admet une représentation en lifting scheme [28]. Nous
verrons par la suite que cette dernière permet de nouvelles libertés d’adaptation pour
construire des transformations réversibles ou non.
Le lifting scheme consiste en plusieurs étapes (cf. fig. 1.9). En premier lieu, le
↓2
↓2
x(n)
P1
_
z-1
xe(n)
xo(n)
U1
…
…
PL
_
sL(n)
dL(n)
UL…
s1(n)
d1(n)
Fig. 1.9 – Lifting scheme.
signal d’entrée x est partitionné en plusieurs composantes par une décomposition
polyphase. Généralement cette dernière est dyadique et les échantillons d’indices
pairs xe et d’indices impairs xo sont séparés. Puis, un opérateur de prédiction est
appliqué aux échantillons pairs et le résultat est soustrait aux échantillons impairs.
Cette opération élémentaire, appelée étape de prédiction (predict) ou pas primal,
donne une erreur de prédiction :
d1 = xo − P1(xe). (1.40)
L’étape de mise à jour (update), ou pas dual, du lifting scheme, modifie les échan-
tillons pairs avec l’erreur de prédiction. Le signal mis à jour s’exprime ainsi :
s1 = xe + U1(d1). (1.41)
Dans le cas de filtres d’analyse à supports longs, plusieurs enchaînements de pas
primaux et duaux Pi et Ui sont nécessaires à leur représentation en lifting scheme.
Apparaissent alors des signaux intermédiaires di et si, i = 1, ..., L. Au final, et après
une éventuelle normalisation, un signal filtré passe-bas sL (smooth) et un signal filtré
passe-haut dL (detail) sont obtenus.
Un grand intérêt pratique de cette représentation réside dans le fait que l’inversion
de la transformée consiste simplement à changer les additions en soustractions et les
soustractions en additions sans effectuer le calcul d’opérateurs inverses P−1i ou U
−1
i :
xe = s1 − U1(d1) (1.42)
xo = d1 + P1(xe). (1.43)
Les éventuelles erreurs d’arrondis commises à l’analyse dans les opérations U1(d1)
et P1(xe) seront commises de la même manière à la synthèse. Toutefois, les erreurs
d’arrondis commises lors d’une somme ne sont pas systématiquement compensées lors
de la soustraction et vice versa, c’est pourquoi la représentation en lifting scheme de
la figure 1.9 n’est pas systématiquement réversible.
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Cette nouvelle méthode d’implantation d’une transformée en ondelettes trouve
de nombreuses applications en traitement d’images. En compression, elle permet
d’élaborer des bancs de filtres à reconstruction parfaite (linéaires ou non-linéaires)
qui s’adaptent au signal. Par exemple, ces transformées utilisent des ondelettes à
petit support autour des singularités et des ondelettes plus longues dans les régions
où le signal est régulier [105, 34].
Toutes les structures que nous venons de présenter se généralisent pour s’appli-
quer aux signaux bi-dimensionnels (2-D).
1.4 Banc de filtres optimal en codage avec pertes
Dans cette section, nous nous intéressons au problème du banc de filtres opti-
mal pour du codage par sous-bandes. Plus précisément, nous considérons un signal
(x(n))n∈Z qui est décomposé en M signaux de sous-bande (vi(m))m∈Z (0 ≤ i < M)
par un banc de filtres d’analyse comme sur la figure 1.6(a). Chacun de ces signaux
est quantifié avec un quantificateur scalaire optimal (nous distinguerons deux cas).
Les signaux quantifiés passent ensuite par un banc de filtres de synthèse (comme
sur la figure 1.6(b)) pour donner un signal y(n) = xˆ(n) qui est une approximation
de x(n). La distorsion entre le signal original et son approximation est mesurée par
l’erreur quadratique moyenne
D(x, xˆ) = E[|x(n)− xˆ(n)|2].
Dans la ième sous-bande (0 ≤ i < M), le signal quantifié est codé en moyenne avec bi
bits par échantillon. Quand le nombre moyen total de bits par échantillon b =
M−1∑
i=0
bi
est fixé, quel est le meilleur choix pour les filtres Hi (ou de façon équivalente pour
la représentation polyphase E(z) de la figure 1.7(b)), c’est-à-dire celui qui minimise
l’erreur quadratique moyenne E[|x(n)−xˆ(n)|2] ? C’est l’énoncé du problème qui nous
intéresse dans cette section et qui est le sujet de nombreux articles scientifiques. Nous
limitons l’état de l’art sur le sujet en imposant le cadre restrictif suivant.
– Nous ne considérons que des bancs de filtres uniformes, c’est-à-dire dont le
facteur M des sous-échantillonneurs est égal au nombre de canaux.
– Nous ne considérons que des bancs de filtres à reconstruction parfaite, c’est-à-
dire pour lesquels xˆ(n) = x(n) en absence de quantification.
– Nous ne considérons que des quantificateurs scalaires optimaux et indépen-
dants (un par sous-bande) sous l’hypothèse haute résolution (voir le §2.2.2.1
au chapitre suivant).
Il est alors possible d’obtenir explicitement l’expression de l’erreur de quantification
E[(v − vq)2] = D(v, vq) (où vq est le résultat de la quantification appliquée à v) en
fonction de la densité de probabilité fv(v) de v et de la résolutionR du quantificateur :
D(v, vq) ≈ cσ2v2−2R (1.44)
avec σ2v la variance de v, c =
1
12
(∫
R [fv˜(v)]
1/3 dv
)3
pour un quantificateur de Lloyd-
Max (ou c = 1122
2h(v˜) pour un quantificateur uniforme suivi d’un codeur entropique
d’ordre 1), v˜ désignant la variable centrée réduite associée à v : v˜ = v−E(v)σv , fv˜(v) la
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densité de probabilité de v˜ et h(v˜) = − ∫ fv˜(u) log2 [fv˜(u)] du son entropie différen-
tielle [48].
Le cas particulier où la représentation polyphase est sans mémoire, i.e. E(z) est
une matrice constante T pose le problème du codeur par transformée optimal, qui
a été étudié par Huang et Schultheiss en 1963 [58], puis plus en détails par Segal
en 1976 [96]. Les principaux résultats de ces papiers sont les formules d’allocation
optimale de bits (voir chapitre suivant) pour les quantificateurs des sous-bandes et
la démonstration que la transformée de Karhunen-Loève (TKL) est optimale sous
l’hypothèse que le signal d’entrée est gaussien et que les quantificateurs scalaires sont
optimaux, c’est-à-dire vérifient une relation du type (1.44).
Dans le cas du codeur par sous-bande, la représentation polyphase E(z) a de la
mémoire : E(z) =
∑
n∈ZEnz
−n car les filtres Hi(z) sont d’ordres quelconques. Il
existe alors différentes méthodes pratiques qui optimisent numériquement les coeffi-
cients des filtres pour minimiser la distorsion finale, Akansu et Liu [12], Delsarte et
Macq [41], Kiraç et Vaidyanathan [63], P. Moulin [78], Tuqan et Vaidyanathan [109].
Des résultats théoriques sur l’optimisation de bancs de filtres orthogonaux à deux
canaux ont été développés par Unser en 1993 [110], avec une idée voisine du banc de
filtres à composantes principales introduit par Tsatsami et Grannakis [108] en 1995
et Xuan et Bamberger [126] en 1996. Un ensemble général de conditions nécessaires
et suffisantes d’optimalité, pour des bancs de filtres orthogonaux quelconques (sans
contrainte sur les ordres des filtres), a été développé indépendamment par Vaidya-
nathan [114].
Le fait que les bancs de filtres bi-orthogonaux sont plus performants en pratique
que les bancs de filtres orthogonaux est connu depuis longtemps et a été constaté
dans de nombreux papiers (Antonini et. al. [14], Aase et Ramstad [6]). De même sous
l’angle théorique, le fait que le gain de codage de bancs de filtres bi-orthogonaux peut
dépasser celui des bancs de filtres orthogonaux est clair par exemple dans Djokovic
et Vaindyanathan [43] ou Vaindyanathan [114]. Un papier important sur la théorie
des bancs de filtres bi-orthogonaux, malgré des lacunes dans certaines preuves, est
celui de Aas et Muller [5] et ceux de Vaindyanathan, écrits seul ou avec d’autres
auteurs [114, 63, 115], ont largement inspiré cette section.
Indiquons pour terminer cette introduction, qu’imposer au banc de synthèse de
satisfaire les conditions d’une reconstruction parfaite en absence de quantification
n’est pas optimal, c’est-à-dire ne minimise pas la distorsion finale, quand le banc
d’analyse est donné [76]. Il est préférable alors de rechercher le banc de synthèse qui,
sous certaines contraintes de réalisabilité, minimise la distorsion [49]. Toutefois dans
la suite de cette section, nous resterons dans le cadre donné ci-dessus.
1.4.1 Le banc de filtres à optimiser
Le banc de filtres (codeur en sous-bandes) à M canaux, utilisé généralement en
codage avec pertes des signaux et des images, que l’on cherche à optimiser est repré-
senté sur la figure 1.10. Les quantificateurs sont scalaires et optimaux. La représen-
tation polyphase associée est montrée sur la figure 1.11. Dans chaque sous-bande, la
quantification est supposée à haute résolution. Cela entraîne que les bruits de quan-
tification sont blancs et deux à deux décorrélés, ils sont représentés par les sources
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qi(n). Comme indiqué plus haut, ce système est un banc de filtres bi-orthogonal
quand R(ejω)E(ejω) = I, pour tout ω, autrement dit, quand il est à reconstruction
parfaite, c’est-à-dire y(n) = x(n) en l’absence des quantificateurs. Ce banc de filtres
est orthogonal, ou paraunitaire, quand la matrice R(ejω) est unitaire pour tout ω.
Dans ce cas la biorthogonalité est vérifiée en posant R(ejω) = E†(ejω) ou d’une façon
équivalente Fi(ejω) = H∗i (e
jω).
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Fig. 1.10 – Schéma bloc d’un codeur en sous-bandes.
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Fig. 1.11 – Représentation polyphase d’un codeur en sous-bandes.
1.4.2 Le signal à coder
Le signal d’entrée x(n) est supposé stationnaire au sens large (WSS) avec une
densité spectrale de puissance Sxx(ejω) qui admet une factorisation forte [15]. Le
vecteur x(m) = [x(mM), x(mM − 1), ..., x(mM −M + 1)]T est donc WSS et nous
supposons enfin que sa matrice spectrale Sxx(ejω) est non singulière ∀ω ∈ R.
1.4.3 Les quantificateurs
Les bruits de quantification qi(n)|i=0,...,M−1 sont supposés blancs, deux à deux
décorrélés et centrés, avec des variances σ2qi ≈ ci2−2biσ2vi qui décroissent exponentiel-
lement avec les nombres de bits bi alloués aux quantificateurs. Cette hypothèse est
justifiée quand le débit total b =
∑M−1
i=0 bi/M est élevé (haut débit ou haute résolu-
tion). La constante ci dépend de la forme de la densité de probabilité des grandeurs à
quantifier. Nous supposons qu’elle est la même ci = c pour tous les signaux de sous-
bandes, c’est le cas par exemple quand x(n) est gaussien. Cette dernière hypothèse
1.4 Banc de filtres optimal en codage avec pertes 21
est largement utilisée dans la théorie du codage par transformée ou en sous-bandes.
Il est également supposé que les débits bi sont distribués entre les quantificateurs
avec une allocation optimale.
1.4.4 Position du problème d’optimisation
Si les signaux de sous-bandes sont quantifiés avec un budget total moyen b de
bits par échantillon fixé, quel est le meilleur choix pour les filtres d’analyse (ou
d’une manière équivalente, pour la matrice polyphase), c’est-à-dire celui qui minimise
l’erreur quadratique moyenne de reconstruction
εSBC ,
1
M
E[e†(n)e(n)] (1.45)
avec e(n) = x(n)− y(n) ?
1.4.5 Cas d’un banc de filtres biorthogonal
Dans le cas où le banc de filtres est biorthogonal, l’erreur quadratique moyenne
de reconstruction est donnée par [116] :
εSBC = c2−2bϕ1/M (1.46)
avec
ϕ ,
M−1∏
i=0
∫ 2pi
0
[
E(ejω)Sxx(ejω)E†(ejω)
]
ii
dω/2pi×
∫ 2pi
0
[
R†(ejω)R(ejω)
]
ii
dω/2pi (1.47)
où pour une matrice A, [A]i,j désigne l’élément situé à l’intersection de la (i+1)ème
ligne et de la (j + 1)ème colonne. L’optimisation consiste alors à choisir E(ejω) et
R(ejω), sous la contrainte de bi-orthogonalité E(ejω)R(ejω) = I, pour que la fonction
ϕ soit minimale.
Le gain de codage est, par définition, le rapport de l’erreur quadratique moyenne
de reconstruction εdirecte, lorsque le signal d’entrée est directement quantifié avec en
moyenne b bits par échantillon, sur l’erreur quadratique moyenne εSBC de recons-
truction, lorsque la quantification est appliquée sur les signaux de sous-bandes. Il
vaut [116]
GSBC ,
εdirecte
εSBC
=
σ2x
ϕ1/M
=
σ2x[∏M−1
i=0
∫ 2pi
0 Sxx(e
jω)|Hi(ejω)|2dω/2pi
∫ 2pi
0 |Fi(ejω)|2dω/2pi
]1/M (1.48)
Sous les hypothèses mentionnées aux paragraphes 1.4.2 et 1.4.3 de cette section,
P. Vaidyanathan et A. Kirac conjecturent que le banc de filtres bi-orthogonal optimal
associé à x(n) est celui de la figure 1.12, où P (z) est le filtre demi-blanchisseur de
x(n), c’est-à-dire le filtre causal tel que
∀ω ∈ R |P (ejω)|4 = Sxx(ejω)
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Fig. 1.12 – Cas particulier d’un banc de filtres bi-orthogonal optimal.
et dont le filtre inverse est également causal (son existence est assurée quand le
signal x(n) admet une factorisation forte). Enfin les filtres Hi(z) et Fi(z) sont ceux
du banc de filtres orthogonal optimal associé à w(n). Ils donnent une preuve de leur
conjecture dans des cas restrictifs [116].
Voyons maintenant comment caractériser le banc de filtre orthogonal optimal.
1.4.6 Cas d’un banc de filtres orthogonal
Comme mentionné plus haut, un banc de filtres orthogonal est un banc de filtres
bi-orthogonal avecR(ejω) = E†(ejω). En l’insérant dans la relation (1.47), la fonction
à minimiser devient :
ϕorth ,
M−1∏
i=0
∫ 2pi
0
[
E(ejω)Sxx(ejω)E†(ejω)
]
ii
dω/2pi =
M−1∏
i=0
σ2vi (1.49)
où σ2vi est la variance du signal vi de la (i+1)
ème sous-bande. Par conséquent, pour le
cas orthogonal, l’optimisation du banc de filtres est équivalente à la minimisation du
produit des variances des signaux de sous-bandes. Sous l’hypothèse haute résolution
et avec une allocation optimale entre les quantificateurs et pour un signal gaussien
(ou plus généralement satisfaisant les hypothèses du § 1.4.3), le gain de codage n’est
que le rapport entre les moyennes arithmétique et géométrique des variances des
signaux de sous-bandes :
GSBC ,
εdirecte
εSBC
=
σ2x(∏M−1
i=0 σ
2
vi
)1/M = 1M
∑
σ2vi(∏
σ2vi
)1/M (1.50)
Notons que la maximisation du gain de codage, la minimisation de l’erreur qua-
dratique moyenne de reconstruction et la minimisation de la fonction ϕorth sont
équivalentes.
En codage par transformée orthogonale c’est-à-dire quand la matriceE(z) est sans
mémoire et unitaire, la décorrélation entre les sous-bandes (E[vi(n)v∗j (n)] = 0, i 6= j)
est une condition nécessaire et suffisante pour l’optimalité [71]. Cet optimum est
atteind par la transformée de Karhunen-Loève. Pour les codeurs en sous-bandes
orthogonaux une condition plus forte est nécessaire, à savoir
E[vi(n)v∗j (m)] = 0 (1.51)
pour tous i 6= j et pour tous n, m ∈ Z. Cette condition correspond à la décorréla-
tion totale des signaux de sous-bandes. Elle n’est toutefois pas suffisante, dans [114]
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il a été montré qu’une condition appelée,majoration spectrale est aussi nécessaire.
Les signaux de sous-bandes vi(n) ont cette propriété quand leurs densités spectrales
de puissance {Svi(ejω)} vérifient :
Sv0(e
jω) > Sv1(ejω) > ... > SvM−1(ejω), pour toutω ∈ R (1.52)
où les sous-bandes sont numérotées pour que σ2vi > σ2vi+1 . Les propriétés de décorré-
lation totale et de majoration spectrale sont chacune nécessaire mais pas suffisante.
Toutefois, ensemble elles deviennent suffisantes [114], ce qui donne le théorème sui-
vant.
THÉORÈME 1. Dans le cas d’un banc de filtres orthogonal, les conditions de
décorrélation totale et de majoration spectrale sont nécessaires et suffisantes pour la
minimisation de ϕorth (c-à-d la minimisation de l’erreur de reconstruction (1.46)).
Dans [114], P. Vaidyanathan donne une méthode qui permet de construire le banc
de filtres orthogonal optimal associé au signal x(n). Les filtres d’analyse Hi(z) solu-
tions sont passe-bandes, leur gain vaut
√
M dans la bande passante et leurs réponses
fréquentielles ont des supports deux à deux disjoints (ce qui assure la décorrélation
totale des signaux de sous-bandes). Les supports ayant chacun pour longueur 2pi/M
sont choisis pour satisfaire à la condition de majoration spectrale.
Nous venons de voir qu’en codage en sous-bandes avec pertes, sous l’hypothèse
d’une quantification scalaire à haute résolution optimale, avec une allocation optimale
entre quantificateurs et quand tous les coefficients ci de l’approximation (1.44) sont
identiques (c’est le cas par exemple quand le signal à coder est gaussien), alors la
distorsion D s’exprime en fonction du débit b :
D(x, xˆ) = cM2−2bφ1/M (1.53)
avec
φ =
M−1∏
i=0
σv2i
M−1∏
i=0
wi
où
wi =
2pi∫
0
[
R†(ejω)R(ejω)
]
ii
dω
2pi
=
2pi∫
0
|Fi(ejω)|2dω2pi .
Les coefficients wi valent 1 quand le banc de filtres est orthogonal et dans ce cas, un
banc de filtres orthogonal sera d’autant plus efficace en codage avec pertes à haute
résolution que le produit
M−1∏
i=0
σ2vi des variances des signaux de sous-bandes sera petit.
Nous avons vu également que, pour un signal stationnaire au sens large (WSS),
le banc de filtres orthogonal optimal est constitué de filtres idéaux passe-bandes. Ces
derniers étant difficiles à réaliser en pratique, et pouvant nécessiter un grand nombre
de coefficients (en théorie ce sont des filtres RII qui ne coïncident pas exactement
avec des filtres ARMA), il peut être intéressant de renoncer au calcul de ces filtres
et de préférer imposer une structure de filtres (par exemple RIF d’ordres donnés)
pour laquelle le problème consiste à rechercher les filtres qui minimisent la distorsion
D(x, xˆ) pour un débit b donné et sous les hypothèses rappelées ci-dessus. Nous voyons
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alors que le critère qu’il faudra minimiser en codage avec pertes est le produit des
variances des signaux de sous-bandes. Dans le cas de bancs de filtres bi-orthogonaux,
le critère qu’il faudra minimiser est le produit des variances des signaux de sous-
bandes multiplié par le produit des facteurs wi qui dépendent des filtres Fi du banc
de synthèse.
Il est bien connu qu’en compression sans perte, le critère qu’il faut minimiser pour
optimiser le codage est encore le produit des variances des signaux de sous-bandes
et ceci même pour un banc de filtres à reconstruction parfaite non orthogonal [82].
Toutefois, n’ayant pas trouvé dans la littérature de démonstration de ce résultat,
nous en proposons une au début du chapitre 3 de ce rapport de thèse.
1.5 Banc de filtres, ondelettes et lifting scheme 2-D
Les signaux bi-dimensionnels que nous considérons sont des images numériques
à support fini. Nous pouvons représenter une image ayant N` lignes et Nc colonnes
par une matrice X rectangulaire de dimension N` × Nc. Introduisons également
l’opérateur vec qui, appliqué à une image X, met toutes ses colonnes les unes au-
dessous des autres (la première en haut et la dernière en bas) pour obtenir un vecteur
vec(X) de dimension N`Nc.
Les opérations de sous-échantillonnage, sur-échantillonnage, filtrage se généra-
lisent, comme cela est bien connu, pour s’appliquer à des signaux 2-D. Notons Y
l’image obtenue après une décomposition appliquée à X. Par linéarité, cette opéra-
tion s’écrit vec(Y) = A · vec(X), où A est une matrice. Quand la décomposition
consiste à appliquer une transformation A` sur les lignes et une transformation Ac
sur les colonnes de X, c’est-à-dire quand Y = AcXAT` (l’ordre d’application ne
modifie pas le résultat), elle est dite séparable.
En général dans les lifting schemes qui s’adaptent aux images les filtres prédic-
teurs ne sont pas séparables.
1.6 Lifting schemes adaptés en compression
L’adaptation du lifting scheme en fonction du signal d’entrée est principalement
utilisée dans un cadre de codage de signaux et principalement des images. Nous
recensons dans cette section les structures de ce type qui existent déjà. Certaines ont
été développées pour du codage avec pertes, mais il est facile de rendre les structures
réversibles (voir le §2.4.2.3 au chapitre suivant) pour les utiliser dans un cadre sans
perte.
1.6.1 Adaptation par sélection de l’ordre du prédicteur
La structure en lifting scheme proposée par Claypool et al. [34] utilise un pré-
dicteur basé sur les propriétés locales de l’image, de sorte que dans la fenêtre de
prédiction, les contours qui correspondent aux non stationnarités, soient “évités”.
Pour chaque fenêtre de prédiction, les données sont analysées. Si ces dernières pré-
sentent une certaine régularité, alors l’ordre du filtre prédicteur est grand. Dans le
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cas contraire, les pixels responsables de cette “irrégularité” sont déterminés et classi-
fiés comme étant des pixels appartenant à un contour. À proximité de ces contours,
l’ordre du filtre prédicteur est réduit, de sorte que le voisinage utilisé pour la prédic-
tion ne chevauche pas le contour. De cette manière, les grandes erreurs de prédiction
sont évitées à proximité des contours. La figure 1.13 illustre la procédure de sélection
de l’ordre du filtre prédicteur à proximité d’un contour.
X O X O X O X O X O X O X O 
7 7 7 7 5 3 1
X O X O X O X O X O X O X O 
1 3 5 7 7 7 7
xe(n)
xo(n)
Fig. 1.13 – Sélection de l’ordre du prédicteur. Les nombres indiquent l’ordre du prédicteur
utilisé. Il est plus petit à proximité du contour.
1.6.2 Adaptation sous contrainte
Les travaux menés par A. Gouze [50] portent sur la transformée en ondelettes
appliquée en compression d’images. L’objectif central était la factorisation d’un banc
de filtres bi-dimensionnels non séparables en lifting scheme. Ce dernier est par la suite
construit en fonction des propriétés statistiques de l’image, dans le but de fournir
un algorithme de compression approprié et efficace pour des images directement
échantillonnées en quinconce. La méthode proposée se base sur un lifting scheme à
deux pas.
Le processus d’optimisation définit en premier lieu un opérateur de prédiction.
L’auteur part du principe que le codage est plus performant sur un signal de faible
variance. Le critère retenu pour définir le pas de prédiction consiste, par conséquent,
en la minimisation de la variance de l’image de la sous-bande haute fréquence. Une
contrainte est imposée permettant de garder une moyenne nulle aux coefficients de la
sous-bande haute fréquence. Cela se traduit par une somme égale à 1 des coefficients
du filtre prédicteur. Le critère à minimiser sous contrainte s’exprime de la manière
suivante :
J(p, λ) = σ2d + λ
1− ∑
k∈S1
pk
 (1.54)
avec σ2d la variance de l’image de la sous-bande haute fréquence, pk les coefficients
du filtre prédicteur P regroupés dans le vecteur p et λ le poids de la contrainte
(multiplicateur de Lagrange). Le calcul des coefficients optimaux est fait en annulant
les dérivées partielles de ce critère par rapport à λ et pk.
L’opérateur de mise à jour U agit sur la composante basse résolution de l’image.
Il est efficace quand il retourne une image basse fréquence offrant une représenta-
tion fidèle de l’image source à une résolution inférieure. L’image haute fréquence est
destinée à subir des dégradations plus ou moins fortes, lorsque le schéma de décom-
position est associé à un quantificateur générant des pertes d’information. Il est donc
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primordial de pouvoir assurer une reconstruction de l’image la plus fiable possible à
partir de la seule image basse fréquence. La synthèse du filtre U détermine l’erreur
de reconstruction minimale, en fixant l’image de sous-bande haute fréquence à zéro.
Une contrainte supplémentaire est imposée, elle consiste en la conservation de la
moyenne dans la sous-bande basse fréquence. Cette contrainte est indispensable, lors
de l’implantation, pour éviter tout risque de dépassement de capacité (explosion des
coefficients) après l’application du lifting scheme sur les approximations successives
de l’image originale. Le critère est défini comme l’erreur quadratique moyenne de
reconstruction sous contraintes :
J(u, λ) = E[(x− xˆ)2] + λ
1
2
−
∑
k∈S2
uk
 (1.55)
où u représente le vecteur regroupant tous les coefficients de l’opérateur U , x l’image
originale et xˆ l’image reconstruite en fixant l’image de sous-bande haute fréquence
à zéro. Les coefficients du filtre de mise à jour sont calculés en annulant les dérivées
partielles par rapport à uk et λ.
Il faut noter que l’optimisation des filtres 2-D de décomposition en lifting scheme
avec un sous-échantillonnage en quinconce, présentée dans cette section et développée
par A. Gouze dans [50], s’applique à la compression avec pertes et les filtres calculés
sont des filtres 2-D non séparables (voir le § 1.6.4 à la fin de cette section).
1.6.3 Adaptation pour des signaux WSS avec post-traitement non-
linéaire
Dans le cas de la compression sans perte des images, une méthode de calcul des
filtres prédicteurs optimaux d’un lifting scheme est proposée par N.V. Boulgouris et
al. [27]. Plusieurs cas sont traités suivant le choix de la décomposition polyphase (en
quinconce ou non) de l’image à coder. Dans chaque cas, l’efficacité des prédicteurs
linéaires est améliorée en utilisant une non-linéarité. Un post-traitement directionnel
est employé dans le cas d’un sous-échantillonnage en quinconce. Dans le cas d’un
sous-échantillonnage séparable, le post-traitement consiste en une adaptation de la
longueur du filtres prédicteur.
Le schéma traité est un lifting scheme multidimensionnel généralisé montré à
la figure 1.14, cette forme spécifique a été présentée dans [27]. La matrice de sous-
échantillonnage est notéeM, avecM = detM le nombre de composantes polyphases.
Les filtres Pi sont les filtres multi-dimensionnels de prédiction et les filtres Ui sont
ceux de mise à jour (update), avec i = 1, ...,M − 1. Le signal d’entrée x est n-
dimensionnel, supposé stationnaire au sens large, avec une fonction d’autocorrelation
R(s) = E[x(m+ s)x(m)]
où s = [s1, ..., sn]T et m = [m1, ...,mn]T , et une densité spectrale de puissance
Φ(ejω) =
∑
s
R(s)e−js
Tω
où la somme ci-dessus est une somme multiple sur les (si)i et ω = [ω1, ..., ωn]T . Les
composantes polyphases xi, i = 0, ...,M − 1 du signal d’entrée x sont données par
xi(m) = x(Mm− ri),
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et les sorties des filtres prédicteurs sont les M signaux de sous-bandes
xˆi(m) =
∑
k
pi(Mk)x[M(m− k)], 0 6 i < M
avec pi la réponse impulsionnelle du filtre prédicteur Pi. Les filtres prédicteurs opti-
maux sont définis par les auteurs comme étant ceux qui minimisent les variances des
erreurs de prédiction ei dans les sous-bandes, avec
ei(m) = x(Mm− ri)−
∑
k
pi(Mk)x[M(m− k)].
Ils sont solutions du système d’équations
R(Mt− ri) =
∑
k
pi(Mk)R[M(t− k)].
Moyennant quelques développements (plus de détails dans [27]), une expression ana-
lytique permettant de déduire les filtres prédicteurs optimaux est obtenue :
P (ejω) = 1 +
M−1∑
i=1
ejr
T
i ωPi(ejM
Tω) =
Φ(ejω)
1
M
∑M−1
i=0 Φ(e
j(ω−2piM−T q
i
))
. (1.56)
D’où le théorème suivant
THÉORÈME 2. Les filtres prédicteurs de structure de décomposition en lifting
scheme de la figure 1.14 sont optimisés au sens de la minimisation des variances
des erreurs de prédictions dans les M sous-bandes si leurs fonctions de transferts
Pi(ejM
Tω) sont les composantes polyphases de la fonction P (ejω) donnée par l’équa-
tion (1.56).
Par conséquent, la connaissance de la densité spectrale de puissance du signal (ou
de façon équivalente sa fonction d’autocorrélation) suffit pour déterminer les filtres
prédicteurs optimaux.
Dans [27] et pour le cas des images, deux modèles de fonction d’autocorrélation
sont supposés (le sous-échantillonnage utilisé est en quinconce) pour la détermination
des filtres prédicteurs optimaux. Le premier est un modèle séparable
R(s1, s2) = Aλ
|s1|
1 λ
|s2|
2
et le second non séparable
Aλ
√
s1s2
1
avec A, λ1, λ2 et λ les paramètres des modèles. Pour permettre au prédicteur d’être
également efficace dans un environnement non stationnaire, un post-traitement est
appliqué. Il est directionnel dans le cas d’un sous-échantillonnage en quinconce. Dans
le cas d’un sous-échantillonnage séparable, le modèle de la fonction d’autocorrélation
adopté est unidimensionnel R(s) = Aλ|s| et la prédiction est améliorée par une non-
linéarité consistant à adapter la longueur des filtres.
L’étape de mise à jour (update) est fixe et correspond à celle d’une ondelette
classique, de telle sorte que l’image d’approximation est basse fréquence (lisse), ce
qui est souhaitable pour le codage.
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Fig. 1.14 – Lifting scheme multidimensionnel à M sous-bandes.
1.6.4 Adaptation basée sur l’algorithme du gradient stochastique
Une structure en lifting scheme adaptative basée sur l’algorithme du gradient
stochastique a été proposée par Gerek et Çetin [46, 47]. Les coefficients du filtre
prédicteur sont mis à jour au fur et à mesure du balayage des pixels de l’image. Le
prédicteur adaptatif utilisé pour générer le signal de détails xh(n) est représenté à la
figure 1.15. Il est RIF et obtenu en faisant une prédiction des valeurs du signal x2(n)
à partir d’échantillons du signal x1(n) :
xˆ2(n) =
p∑
k=−p
an,kx1(n− k). (1.57)
Les coefficients du filtre (an,k)k sont mis à jour avec l’algorithme du gradient sto-
chastique [15]
aˆ(n+ 1) = aˆ(n) + µ
x˜nxh(n)
‖x˜n‖2
(1.58)
où aˆ(n) = [an,−p, ..., an,p]T est le vecteur contenant les coefficients du filtre à l’instant
n et
x˜n = [x1(n− p), x1(n− p+ 1), ..., x1(n+ p− 1), x1(n+ p)]T
le vecteur observation à l’instant n. Le paramètre µ est le pas d’adaptation, il in-
fluence la vitesse de convergence de l’algorithme. Le signal de détails xh vaut alors
xh(n) = x2(n)−
p∑
k=−p
an,kx1(n− k) = x2(n)− aˆ(n)T x˜n (1.59)
Bien que les coefficients du filtre prédicteur soient variables en fonction de n, la
propriété de reconstruction parfaite reste assurée sans qu’il soit nécessaire de les
transmettre car ils seront calculés au décodeur avec le même algorithme d’adaptation.
1.7 Conclusion
Dans ce chapitre nous avons introduit des éléments de la théorie des signaux et
systèmes pour comprendre la synthèse des bancs de filtres appliqués au codage. La
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Fig. 1.15 – Structure des bancs de filtres d’analyse et de synthèse adaptatifs proposées par
Gerek et Çetin [47].
représentation en lifting scheme de bancs de filtres à reconstruction parfaite a per-
mis l’interprétation des signaux de sous-bandes en termes de résidus de prédiction.
Il était alors naturel d’associer à la théorie des bancs de filtres, les résultats de l’es-
timation linéaire en moyenne quadratique, comme cela a été fait par Gerek et Çetin
dans [46]. Toutefois, dans leur approche ces derniers n’exploitent pas toute l’informa-
tion disponible au décodeur, pour adapter leur filtre prédicteur. En effet, les pixels de
la sous-bande x2 précédant le pixel courant (suivant l’ordre de balayage de l’image)
sont disponibles pour estimer la valeur courante. L’objectif de notre étude a été
d’exploiter (par des outils linéaires) toute l’information disponible au décodeur pour
connaître la limite de performance du codage par prédiction linéaire associé à des
décompositions hiérarchiques pyramidales. Dans le chapitre suivant nous présentons
les éléments de la théorie du codage utiles à notre étude.
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CHAPITRE 2
Compression d’images
2.1 Introduction
La compression est l’opération qui consiste à réduire le nombre de bits utiles pour
représenter des signaux porteurs d’informations. Il existe deux types de compression :
sans perte et avec pertes. Dans ce chapitre nous rappelons les notions élémentaires
de la théorie du codage avec et sans pertes.
La section 2.2 présente la structure globale d’un système de compression avec
pertes : la transformation, les méthodes classiques de quantifications scalaire et vec-
torielle, le problème d’allocation optimale et le codage entropique, qui constitue la
dernière étape du codeur, sont décrits. Puis nous rappelons les notions de codage
progressif. Dans la section 2.4 nous présentons la compression sans perte d’images en
nous focalisant sur les transformations utilisant une étape de prédiction. Différents
types de prédiction sont détaillés. Enfin, la section 2.5 fait un rappel sur les trans-
formations apparaissant dans les principaux systèmes de compression sans perte.
2.2 Compression avec pertes
La structure d’un codeur d’images avec pertes telle qu’elle sera considérée dans
cette thèse est montrée à la figure 2.1. Elle se compose de trois parties étroitement
liées : la transformation, la quantification et le codage entropique. La compression
est accomplie par l’application d’une transformation à l’image pour réduire la re-
dondance entre pixels, suivie de l’étape de quantification des coefficients de l’image
transformée. Le fait d’utiliser un canal de transmission ou un support de stockage
limité en débit ou en taille nous oblige à contrôler le débit du codeur en ajustant
les pas de quantification. Cette allocation cherche à obtenir un meilleur compro-
mis débit-distorsion, c’est-à-dire une qualité de reconstruction maximale pour un
débit donné ou un débit minimal pour une qualité donnée. Elle sera étudiée dans
le paragraphe 2.2.3. En fin de chaîne vient l’étape du codage entropique des valeurs
quantifiées, elle est complètement réversible (en absence d’erreur de transmission).
Chacune de ces étapes va maintenant être développée séparément. Le décodage est
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Fig. 1.1 – Schéma de principe d’un codeur constitué d’une étape de transformation.
associant les représentants aux symboles. Enfin, une fois tous les coefficients décodés, on effectue
la transformation inverse de la transformation faite au codeur pour reconstruire le signal décodé.
Remarque D’une manière générale, la transformation inverse, encore appelée transformation
de synthèse, n’est pas nécessairement l’inverse mathématique de la transformation (directe) de
l’étape de codage. Dans [18], par exemple, l’auteur montre que dans un schéma de codage d’image
à base d’une transformée en cosinus discrète (TCD), la TCD inverse n’est pas optimal en présence
de bruit de quantification alors qu’elle l’est en l’absence de toute quantification. Il propose alors
une nouvelle transformée de synthèse plus performante que l’inverse mathématique de la TCD
pour améliorer les performances de son codeur.
Dans notre étude, nous nous placerons dans le cas particulier — très probablement sous-
optimal — où la transformation inverse correspond à l’inverse mathématique de la transformation
directe. C’est une contrainte que nous nous imposons, mais qui pourra être relâchée dans le cadre
d’une étude future.
1.2 L’étape de transformation
Pour comprimer un signal, il faut éliminer les redondances présentes dans ce dernier. Dans le
cas particulier de la compression des images, cas largement traité dans les chapitres suivants, il
existe trois types de redondances :
– La redondance spatiale, ou corrélation entre pixels voisins, exprime le fait que l’intensité
d’un pixel de l’image n’est généralement pas indépendante de l’intensité des pixels envi-
3
Fig. 2.1 – Schéma type d’un système de compression avec pertes d’images.
tout simplement le cheminement inverse de la compression.
2.2.1 Transfor tion
Une caractéristique commune à la plupart des images naturelles est la forte cor-
rélation entre les pixels voisins et donc de l’information redondante. Dans un schéma
de compression, la transformation permet de réduire ces corrélations, par prédiction
dans le cas d’un codage prédictif, par transformée dans le cas d’un codage par trans-
formée ou par banc de fil res dans le cas d’un cod ur en sous-bandes. Cette réduction
des corrélations augmente considérablement l’efficacité du codage entropique.
Lorsque la transformation est linéaire, cela revient à un changement de base
dans l’espace de l’image. Le but d’un codage par transformée est donc de trouver
une base dans laquelle, d’une part les échantillons du signal se trouvent naturellement
décorrélés, et d’autre part les informations pertinentes sont facilement identifiables
en vue d’un codage avec pertes. Parmi les principales transformées utilisées en codage
d’images, citons :
– la transformée de Karhu en-Loève, optimale sous c rtain conditions mais
peu usitée en raison de sa complexité1,
– la transformée en cosinus discrète (Discrete Cosine Transform, DCT), fruit de
la théorie de Fourier,
– la transformée en ondelettes discrète (Discrete Wavelet Transform, DWT) et
les décompositions par bancs de filtres.
Exemples : Transformée en cosinus discrète. L’état de l’art sur le codage
d’images ne peut pas se faire sans évoquer la DCT. Notons d’abord qu’elle est très
présente dans les standard et normes existants : tous, à l’exception de JPEG2000,
l’utilisent comme transformée. La DCT est une transformation orthogonale. Elle est
issue de la théorie de Fourier, elle est donc particulièrement adaptée pour décrire des
1La transformée de Karhunen-Loève consiste à rechercher les composantes principales du si-
gnal, en diagonalisant la matrice de sa fonction d’autocovariance en zéro. C’est une transformation
orthogonale. Elle correspond à l’analyse en composantes principales (ACP) des cours de statistiques.
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signaux stationnaires, ce qui n’est malheureusement pas le cas des images naturelles.
C’est la raison pour laquelle, en pratique, l’image est d’abord découpée en blocs
(traditionnellement de taille 8x8, mais aussi 4x4, 4x8 ou 8x4), avant de transformer
chaque bloc indépendamment.
Transformation en ondelettes (9,7) de Daubechies. Dans le cas de la com-
pression avec pertes où le PSNR et d’autres mesures subjectives de performance
sont utilisés, la transformation (9,7) est parmi celles qui donnent les meilleurs résul-
tats. Elle présente de modestes performances en compression sans perte. C’est une
transformation quasi-orthogonale dans le sens où les colonnes de la matrice asso-
ciée sont presque orthogonales deux à deux. Avec les notations du § 1.5 nous avons
AAT ≈ diag(AAT ) où diag(A) est la matrice diagonale constituée de la diagonale
de A
2.2.2 Quantification
Les coefficients à la sortie de la transformation (ou des filtres d’analyse dans
le cas d’un banc de filtres) prennent en général des valeurs réelles qui doivent être
quantifiées pour réaliser la compression. Une étude détaillée de la quantification est
réalisée dans [48]. La quantification dans sa forme la plus simple consiste à quantifier
chaque coefficient séparément, on parle alors de quantification scalaire. Une autre
méthode plus complexe consiste à quantifier plusieurs coefficients à la fois, c’est la
quantification vectorielle, qui sous différentes alternatives, fournit théoriquement la
performance optimale pour tout codeur [48].
2.2.2.1 La quantification scalaire
Avec une quantification scalaire, la dynamique d’entrée est divisée en une famille
finie d’intervalles Pi = [xi−1, xi[ et la valeur de sortie yi est typiquement choisie dans
l’intervalle Pi.
L’opération appelée “codage” consiste à trouver l’intervalle auquel appartient une
valeur d’entrée x(n) et à lui associer le numéro de cet intervalle i(n) ∈ 1, ..., L qui
sera transmis ou stocké. L’opération de “décodage” consiste à associer au numéro
i(n) la valeur yi(n) correspondante dans le dictionnaire :
xˆ(n) = yi(n).
Ainsi, la quantification est un processus à deux étapes :
x(n)
codage−−−−→ i(n) décodage−−−−−→ yi(n) = xˆ(n)
et l’erreur de quantification est exprimée par
q(n) = x(n)− xˆ(n)
où x(n) et xˆ(n) sont respectivement l’entrée et la sortie du quantificateur. La per-
formance d’un quantificateur est mesurée par la distorsion entre les valeurs d’entrée
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et de sortie au sens de l’erreur quadratique moyenne (EQM), qu’on cherche souvent
à minimiser, ou par le rapport signal sur bruit (SNR) qu’il s’agit de maximiser
D = E[|X(n)− xˆ(n)|2]
SNR =
E[X2(n)]
E[|X(n)− xˆ(n)|2]
Sous l’hypothèse haute résolution [48], c’est-à-dire quand
1. le nombre L de niveaux de quantification est élevé,
2. la densité de probabilité de X peut être considérée comme constante dans
chaque intervalle Pi, i = 1, ..., L,
3. les représentants sont pris aux milieux des intervalles de quantification.
La quantification scalaire uniforme Soit le signal à temps discret x(n) prenant
ses valeurs dans l’intervalle [a, b], nous le considérons comme la réalisation d’un pro-
cessus aléatoire X(n) centré. La résolution R est fonction du nombre L d’intervalles
divisant la dynamique d’entrée [a, b]. Pour définir un quantificateur scalaire uniforme,
il faut :
1. partitionner l’intervalle [a, b] en L = 2R intervalles distincts de même longueur
q = (b− a)/2R ;
2. associer un numéro à chaque intervalle “i” ;
3. définir un représentant par intervalle “yi”, par exemple le milieu de l’intervalle.
L’erreur de quantification s’écrit alors [48] :
σ2Q ≈
q2
12
=
(b− a)2
12
2−2R.
La variance du signal X(n) est proportionnelle à (b − a)2 et le rapport signal sur
bruit exprimé en dB vaut
SNR = 10 log10
E[X2(n)]
E[q2(n)]
= 6, 02R+ Cte
Le fait d’augmenter la résolution d’un bit revient donc à augmenter le rapport signal
à bruit d’environ 6 dB.
La quantification scalaire non-uniforme Soit fX(x) la densité de probabilité
du processus aléatoire X(n), la distorsion moyenne s’écrit
D = σ2Q =
L∑
i=1
∫
x∈Pi
d(x, yi)fX(x)dx (2.1)
où Pi est l’élément de la partition associé au numéro i, sachant qu’il y a L cellules
Pi, (i = 1, ..., L) distinctes.
Un quantificateur optimal est celui qui minimise D dans (2.1) pour un nombre
L donné de cellules. Pour définir ce quantificateur, il s’agit de trouver la partition
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{P1, ..., PL} et les symboles de sortie {y1, ..., yL} qui minimisent D. Cette minimisa-
tion conjointe n’admet pas de solution simple. Il existe deux conditions nécessaires
d’optimalité [48, 77]. Si les symboles de sortie {y1, ..., yL} sont connus, la meilleure
partition {P1, ..., PL} peut être calculée. Si la partition est donnée, les meilleurs
représentants peuvent être déduits. En d’autres termes, la partie “codage” du quan-
tificateur peut être optimisée étant donnée la partie “décodage” et réciproquement.
Les deux conditions nécessaires d’optimalité (lorsque l’erreur quadratique moyenne
est utilisée comme mesure de distorsion) sont :
– la règle du plus proche voisin,
– la condition du centroïde.
La règle du plus proche voisin. Étant donné un dictionnaire de symboles
{y1, ..., yL}, la meilleure partition est celle qui vérifie
Pi = {x : (x− yi)2 ≤ (x− yj)2 ∀j ∈ {1, ..., L}}
Et si l’on appelle xi la valeur définissant la frontière entre les partitions Pi et Pi+1,
la minimisation de D est obtenue pour
xi =
yi + yi+1
2
,
donc la meilleure partition est celle qui correspond aux points milieux entre deux
symboles de sortie adjacents.
La condition du centroïde. Étant donnée une partition {P1, ..., PL}, les meilleurs
symboles {y1, ..., yL} sont les centres de gravité de la densité de probabilité dans les
régions Pi
yi =
∫
x∈Pi xfX(x)dx∫
x∈Pi fX(x)dx
= E[X|X ∈ Pi]. (2.2)
Les deux conditions citées plus haut sont à la base de l’algorithme itératif de Lloyd-
Max [67] qui améliore à chaque itération le dictionnaire, ayant la fonction de densité
de probabilité et le nombre de symboles L. Avec l’initialisation du dictionnaire à
{y(0)i }i, l’algorithme comprend les deux étapes suivantes.
1. Ayant {y(0)i }i, trouver la meilleure partition (Pi)i, satisfaisant à la condition
du plus proche voisin.
2. Pour la partition (Pi)i (donnée ou celle trouvée à l’étape 1), calculer le meilleur
dictionnaire {y(n+1)i }i satisfaisant à la condition du centroïde.
L’algorithme converge quand la distorsion D reste quasiment constante. Il assure
généralement la décroissance de la distorsion moyenne mais ne tend pas toujours
vers le minimum global, il peut converger vers un minimum local.
Quand les hypothèses d’une quantification scalaire à haute résolution sont satis-
faites, on peut montrer [48] que la distorsion minimale vérifie :
D ≈ 1
12L2
(∫
R
[fX(u)]
1/3 du
)3
. (2.3)
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2.2.2.2 La quantification vectorielle
La quantification vectorielle n’est qu’une généralisation de la quantification sca-
laire à plusieurs dimensions [48]. Elle permet de prendre en compte directement la
corrélation entre échantillons voisins du signal, plutôt que de chercher d’abord à ré-
duire la redondance au moyen d’une transformation avant de quantifier, comme le
fait la quantification scalaire prédictive. La quantification vectorielle est appliquée
à chaque vecteur x(m) de dimension N constitué de N échantillons consécutifs du
signal. Les vecteurs
yˆi = [yˆi0, ..., yˆ
i
N−1]
T
représentent les vecteurs symboles à la sortie du quantificateur. L’ensemble des L
vecteurs yˆi, assimilable à une matrice est le dictionnaire. Ce dictionnaire C associé
à une partition (Pi)i de l’espace RN en L régions définit le quantificateur vectoriel
Q : RN → C par Q(x) = yˆi si et seulement si x ∈ Pi.
Un quantificateur vectoriel optimal au sens des moindres carrés satisfait aux
conditions décrites pour les quantificateurs scalaires, c-à-d la règle du plus proche
voisin et la condition du centroïde. Notons que ces deux conditions d’optimalité ne
signifient pas une optimalité globale, mais locale. La construction d’un dictionnaire
de quantification vectorielle est une technique très sophistiquée qui consiste en une
bonne initialisation suivie d’une procédure itérative comme l’algorithme de Lloyd-
Max détaillé dans [48].
L’inconvénient de la quantification vectorielle est sa complexité, qui limite la taille
des vecteurs yˆi utilisés. Pour contourner ce problème le dictionnaire est structuré de
façon à simplifier la recherche du représentant, étant donné le vecteur d’entrée. Ceci
est réalisable avec la quantification vectorielle arborescente. Une autre approche est
d’utiliser des tranformations linéaires (telle que la décomposition en sous-bandes et
les transformées en ondelettes) et d’appliquer la quantification vectorielle sur les co-
efficients. Moreau, dans [77], décrit d’une façon détaillée les différentes alternatives
pour la quantification vectorielle ainsi que leurs utilisations. Il reste à dire que nous
privilégions dans la suite l’utilisation des quantificateurs scalaires uniformes pour
leur simplicité de mise en œuvre. Employés conjointement avec une transformée per-
formante et un codage entropique ces quantificateurs sont presque aussi performants
que les quantificateurs vectoriels.
2.2.3 Allocation optimale
Nous considérons ici des décompositions multi-résolutions par bancs de filtres,
suivies de quantificateurs scalaires uniformes, avec un quantificateur scalaire par
sous-bande. Le problème de base de l’allocation optimale est le suivant : obtenir,
pour un débit donné, une erreur de reconstruction d’énergie minimale, ou inverse-
ment, minimiser le débit pour une distorsion donnée [77]. Avant d’aborder la méthode
d’allocation optimale nous présentons les formules asymptotiques du débit et de la
distorsion en fonction du pas de quantification sous l’hypothèse de quantifications à
hautes résolutions.
Distorsion asymptotique
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Dans ce cas, l’erreur quadratique moyenne Dsortie entre le signal d’origine et le signal
décodé est égale à la somme pondérée des erreurs quadratiques moyennes de quantifi-
cation calculées dans chaque sous-bande Dk (i.e., pour chaque quantificateur). Nous
avons alors [111, 48]
Dsortie ≈
Nsb∑
k=1
akwkDk (2.4)
où Nsb est le nombre de sous-bandes. Les paramètres ak apparaissent dans cette
relation en raison des tailles différentes des sous-bandes (ak est le rapport de la
taille de la sous-bande k sur la taille du signal, ainsi
∑Nsb
k=1 ak = 1) et les (wk)k
sont des coefficients de pondération qui dépendent de la transformation. Dans le cas
d’une décomposition orthogonale (ou quasi orthogonale comme la décomposition en
ondelettes (9,7) de Daubechies), la relation (2.4) est encore valable pour de faibles
débits. De plus, quand la décomposition est orthogonale, wk = 1 pour toutes les
sous-bandes [111, 112, 123].
Sous l’hypothèse haute résolution, un quantificateur scalaire uniforme de pas de
quantification q, admet une erreur quadratique moyenne D qui peut être approximée
par [48]
D ≈ q
2
12
. (2.5)
Débit asymptotique en fonction du pas de quantification
Pour un quantificateur scalaire appliqué à une source sans mémoire, le débit entro-
pique des valeurs quantifiées vaut :
R = −
∑
n
Pr(n) log2 Pr(n), (2.6)
où Pr(n) est la probabilité que la variable X soit dans l’intervalle de quantification
Pn. Sous l’hypothèse haute résolution, pour un quantificateur uniforme, l’entropie
d’ordre 1 du signal quantifié peut être approximée par la relation suivante [48] :
R ≈ h(X)− 1
2
log2 12D (2.7)
(connue sous le nom de formule de Bennett) où h(X) est l’entropie différentielle du
signal à quantifier. L’équation (2.7), s’écrit aussi :
D ≈ 1
12
22h(X)2−2R. (2.8)
ou encore, en introduisant la variance σ2 de X et l’entropie différentielle h(X˜) de la
variable réduite X˜ = X−E[X]σ :
D ≈ cσ22−2R (2.9)
avec c = 2
2h(X˜)
12 .
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2.2.3.1 Allocation de débit
Le débit moyen total, en bits par échantillon du signal, est égal à la somme
pondérée suivante :
Rsortie =
Nsb∑
k=1
akRk, (2.10)
où Rk représente le débit moyen en bits par coefficient de la sous-bande k.
Dans nos tests, nous étudierons le codage quasi sans perte, sous l’hypothèse de
quantification à haute résolution. Supposons que la relation (2.4) soit valide ainsi
que la relation (2.7) pour chaque quantificateur.
Le problème est de répartir les distorsions Dk sous la contrainte
D ≈
Nsb∑
k=1
akwkDk 6 Dmax
pour minimiser
R =
Nsb∑
k=1
akRk ≈
Nsb∑
k=1
ak
[
h(Xk)− 12 log2 12Dk
]
ou, de façon équivalente pour maximiser
∏Nsb
k=1D
ak
k . Or l’inégalité de la moyenne
permet d’écrire
Nsb∏
k=1
(wkDk)ak 6
Nsb∑
k=1
akwkDk
avec l’égalité si et seulement si tous les termes wkDk sont égaux entre eux2. Le débit
total sera donc minimal si et seulement si
∀ k Dk = Dmax
wk
. (2.11)
Sous l’hypothèse haute résolution, l’allocation optimale est assurée quand la rela-
tion (2.11) est satisfaite, de plus
Dk ≈ q
2
k
12
où qk est le pas de quantification dans la kème sous-bande.
Pour éviter de régler le pas de quantification dans chaque sous-bande, l’allocation
optimale peut être obtenue en multipliant les coefficients de la sous-bande k par le
facteur
√
wk avant de quantifier toutes les sous-bandes avec le même pas de quanti-
fication q =
√
12Dmax. Pour décoder, il suffit alors de diviser les valeurs quantifiées
de la sous-bande k par
√
wk avant d’appliquer la décomposition inverse.
Quand seule l’approximation (2.4) reste valide, les approximations (2.5) et (2.7)
ne l’étant plus, l’allocation optimale peut être réalisée par exemple avec l’algorithme
de Shoham et Gersho [99].
2En effet, d’après le concavité de la fonction logarithme log(
P
akXk) >
P
ak logXk quandP
ak = 1, avec égalité si et seulement si ∃X, ∀k Xk = X.
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2.2.4 Codage entropique
La dernière étape dans un schéma de compression est le codage entropique. C’est
une opération parfaitement réversible, c’est-à-dire qu’elle n’introduit aucune distor-
sion contrairement à la quantification. Il existe deux grandes classes de codeurs en-
tropiques. La première est constituée des codeurs qui n’exploitent pas la redondance
entre symboles consécutifs et qui donnent au mieux, comme longueur moyenne du
flot de bits, l’entropie d’ordre 1 des données à coder. La deuxième est constituée des
codeurs qui exploitent cette redondance pour donner une longueur moyenne qui tend
au mieux vers le débit entropique de la source. Nous commençons par présenter des
codeurs de la première classe. Après la quantification, les coefficients prennent des
valeurs dans un ensemble fini de symboles {y0, y1, ..., yL−1}. L’idée est de trouver une
bijection de l’ensemble {yi : 0 6 i < L} dans un nouvel ensemble {zi : 0 6 i < L} de
manière à minimiser le nombre moyen de bits par coefficient. Pour établir une telle
bijection, les paramètres sont les probabilités de présence p(yi) de chaque symbole yi
dans l’ensemble des coefficients. Cette bijection transforme les mots de code à lon-
gueur fixe en d’autres à longueur variable. Quand les probabilités p(yi) sont fixes, un
codage de Huffman ou arithmétique est utile. En revanche si les probabilités évoluent
avec le temps, des méthodes adaptatives, telles que le codage arithmétique adaptatif,
sont plus appropriées.
2.2.4.1 Le codage de Huffman
Comme nous l’avons déjà dit, le but du codage entropique est de trouver une
bijection zi = F (yi) qui minimise la longueur moyenne des mots de code l(zi) ayant
les probabilités d’occurrence p(yi), 0 6 i < L comme paramètres :
E[l(zi)] =
L−1∑
i=0
p(yi)l(zi). (2.12)
De plus, il est exigé que les mots de code {zi} soient uniquement décodables, c’est-
à-dire qu’aucun mot du code ne peut être le préfixe d’un autre mot. Rappelons que
l’entropie de l’ensemble {yi} est donnée par
H = −
L−1∑
i=0
p(yi) log2 p(yi), (2.13)
et qu’elle correspond, d’après le théorème de Shannon [97], à la limite inférieure de
la longueur moyenne des mots de code pour une source sans mémoire. La méthode
de construction des mots de code proposée par Huffman satisfait à la condition de
préfixe et fournit la longueur moyenne des mots de code la plus proche de l’entropie
(à condition que cette longueur moyenne soit supérieure à 1 bit par symbole) [37].
Bien que le codage de Huffman fournisse des mots de code dont la longueur
moyenne (2.12) est supérieure au plus d’un bit à l’entropie (2.13), le fait d’avoir
un bit de plus peut être inacceptable dans certaines applications, notamment en
compression avec pertes d’images où l’entropie n’est qu’une faible fraction de l’unité.
Pour contourner ce problème, plusieurs échantillons peuvent être regroupés pour
former un nouvel ensemble de symboles dont l’entropie est supérieure à 1 bit. Par
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exemple, dans les normes JPEG et MPEG le codage de Huffman est implanté de
cette façon avec un codage de type Run-Length (longueur de plage) qui le précède
pour regrouper des échantillons. Une autre solution consiste à utiliser un codeur
arithmétique [118].
2.2.4.2 Le codage arithmétique
Le codage arithmétique attribue un “mot de code” à chaque ensemble de données.
Ces “mots de code” correspondent à des intervalles semi-ouverts disjoints inclus dans
[0, 1[. Les “mots de code” sont construits en spécifiant suffisamment de bits pour
distinguer des autres intervalles celui correspondant à l’ensemble actuel de données.
Les codes les plus courts sont associés aux intervalles les plus larges, qui représentent
les ensembles de données les plus probables. Dans la pratique, l’intervalle est raffiné
successivement en utilisant les probabilités d’occurrence p(yi) des symboles.
Un codage entropique doit être accompagné, aux différents points de codage,
d’un modèle d’estimation de probabilité pour chaque symbole possible. Ce modèle
de probabilité n’a pas besoin de décrire le processus qui génère les données, il doit
tout simplement fournir une distribution de probabilité des données, qui n’est pas
nécessairement exacte. Toutefois, le débit sera d’autant plus faible que la distance
de Kullback-Leibler entre les distributions de probabilité (réelle et estimée) sera
faible [37]. Le modèle peut être adaptatif (estimation dynamique de la probabilité de
chaque symbole en fonction des événements qui précèdent), semi-adaptatif (en effec-
tuant un passage préliminaire dans le fichier à coder pour estimer les statistiques) ou
non-adaptatif (en utilisant des probabilités fixes pour tous les fichiers). Les modèles
non-adaptatifs sont arbitraires et souvent peu performants [122]. Le codage adapta-
tif est du type “un seul passage” mais a une plus grande complexité. En revanche
le codage semi-adaptatif exige un double passage et la transmission du modèle de
données comme information supplémentaire. Si la transmission du modèle est bien
optimisée il peut fournir une meilleure compression que le codage adaptatif. En géné-
ral, le coût de transmission du modèle semi-adaptatif est presque le même que celui
de l’apprentissage du modèle adaptatif notamment pour des données codées sur 8 à
10 bits [55].
2.2.4.3 Codage universel
Dans ses travaux, Rissanen [87] a introduit la notion de codage universel, qui
consiste en l’adaptation des modèles aux données à compresser, dans le but d’at-
teindre des taux de compression asymptotiquement optimaux. Asymptotique signifie
ici, s’approcher le plus possible du débit entropique. Le codage universel s’applique
dans des situations contraires à celles des systèmes de compression (par exemple
dans les communications numériques) où les propriétés statistiques de la source à
coder sont connus à l’avance et où le modèle est alors connu a priori par le codeur
et le décodeur. Il a également proposé un algorithme de compression asymptotique-
ment optimal appelé CONTEXT, qui vise à compresser une séquence de données par
construction adaptative d’un modèle d’arbre. Très complexe et donc non utilisable
en pratique, cet algorithme peut néanmoins servir de référence pour d’autres sys-
tèmes de compression privilégiant une complexité réduite au dépend de l’efficacité
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de codage. Ces méthodes de codage sont connues sous le nom de méthode de codage
universel.
Un autre exemple plus connu de codeur universel est l’algorithme LZW de Lempel-
Ziv [130, 131] qui exploite l’apparition de motifs répétitifs dans une séquence. Le
codage universel s’est avéré très efficace pour la compression de textes [23]. Malheu-
reusement, les méthodes de codage universel ne fonctionnent pas bien quand elle sont
appliquées aux images en niveaux de gris pour les raisons suivantes.
– Les images sont caractérisées par des zones de textures séparées par des contours.
Le prix à payer pour la modélisation de ces caractéristiques en utilisant un
schéma de codage universel s’avère très élevé [119].
– La majorité des schémas de codage universel traitent les données comme une
suite mono-dimensionnelle de symboles à coder, mais les images ont une struc-
ture intrinsèquement bi-dimensionnelle.
– La taille de l’alphabet dans le cas des images est très importante, typiquement
256 lettres ou plus. Par conséquent, la valeur d’un pixel sera conditionnée sur
un nombre très élevé de contexte et quand le nombre est grand par rapport à
la taille de l’image, il n’y a pas assez d’échantillons pour estimer correctement
les probabilités conditionnelles, conduisant ainsi à de mauvaises performances
de codage. Ce problème est connu sous le nom de context dilution [119] ou
sparse context [64]. Il a été abordé par Rissanen dans le cadre théorique de la
complexité stochastique en tant que “coût du modèle” [88]. D’une manière in-
tuitive, le “coût du modèle” consiste soit en la quantité d’information nécessaire
à la description du modèle quand celui-ci est envoyé entièrement au décodeur,
soit à la diminution d’efficacité de codage liée à la mise à jour du modèle au
fur et à mesure du codage (et du décodage) des symboles. Dans la littérature
relative à la théorie de l’information, ce principe porte le nom de modélisation
universelle de source [88]. Par exemple, le codeur d’images CALIC a été conçu
dans ce cadre théorique.
– Les images acquises par l’intermédiaire de capteurs sont généralement bruitées
et c’est pourquoi les schémas de codage universel qui exploitent la répétition
fréquente de motifs ne fonctionnent pas bien dans le cas des images.
2.3 Codage progressif
Une fonctionnalité importante en compression d’images est le codage progressif
(en qualité ou en résolution). Elle donne à l’utilisateur un contrôle total de la précision
avec laquelle l’image est représentée et permet la reconstruction d’une approximation
de l’image originale à partir d’une version tronquée du flot de bits. Au fur et à mesure
que les données sont disponibles, la qualité de l’image reconstruite, ou sa résolution,
s’améliore jusqu’à atteindre, éventuellement, celle de l’image originale.
En 1992, Antonini et al. [14] ont proposé un système de codage d’image fixe
basé sur la transformation en ondelettes et la quantification vectorielle qui permet
un codage progressif en résolution. Un an plus tard, Shapiro [98] a introduit le co-
dage progressif en qualité (embedded coding). Son schéma de codage, appelé Embed-
ded Zerotree Wavelet (EZW) coding est très rapidement devenu populaire pour ses
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multiples avantages, notamment parce qu’il a permis la construction des systèmes
unifiés de compression avec et sans pertes. En 1995, Zandi et al. [128] ont proposé le
système CREW (Compression with Reversible Embedded Wavelets) de compression
d’images, qui permet le codage progressif en qualité et qui n’est pas très différent du
EZW de Shapiro. Un an après, Said et Pearlman [91] ont proposé le système SPIHT
(Set Partitioning In Hierarchical Trees) similaire à EZW, mais plus performant. Les
décompositions multi-résolutions permettent les deux types de progressivité (en réso-
lution et en qualité), mais l’étape de codage qui vient après la décomposition dépend
du type de progressivité voulu : les approches par arbres de zéros n’offrent plus, gé-
néralement, la progressivité en résolution, du fait des relations inter-bandes qu’elles
exploitent. Le nouveau standard JPEG 2000 [93] emploie des techniques issues de
l’état de l’art en compression et basées sur les décompositions en ondelettes. Il offre
une grande souplesse à l’utilisation et permet en particulier le codage progressif en
qualité et en résolution.
2.3.1 Progressivité en résolution
L’objectif principal du codage progressif en résolution est de permettre au ré-
cepteur de reconnaître l’image rapidement et à bas coût. Pour cela les bits du train
binaire sont ordonnés pour qu’en premier apparaisse l’information des images des
sous-bandes de plus basses résolutions (cf. fig. 2.2). L’utilisateur décidera ensuite
Fig. 2.2 – Illustration de la progressivité en résolution.
d’arrêter la transmission, ou de recevoir des détails pour reconstruire l’image à une
plus grande résolution, pouvant aller jusqu’à celle de l’image originale. Pour une
image de taille N ×M , avec N et M divisibles par 2m, sa taille à la résolution −m
est définie par la relation
Nm =
N
2m
et Mm =
M
2m
. (2.14)
L’image originale correspond à la résolution m = 0.
2.3.2 Progressivité en qualité
Contrairement à la progressivité en résolution, l’image est toujours reconstruite à
plein résolution, c’est-à-dire à la résolution m = 0. C’est la qualité de l’image recons-
truite qui s’améliore au fur et à mesure que les données arrivent, jusqu’à atteindre
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une qualité suffisante. Ces techniques trouvent par exemple leur utilité dans la trans-
mission sur un réseau limité en bande passante (ou à bande passante variable) et dans
le contrôle du nombre de bits avec lequel l’image veut être stockée. Un exemple de
progressivité en qualité est illustré à la figure 2.3.
Fig. 2.3 – Illustration de la progressivité en qualité.
2.4 Compression sans perte
2.4.1 Schéma général
L’objectif de la compression sans perte d’une source est d’assigner un code binaire
à chaque séquence d’échantillons (constituant par exemple une image) de sorte que
le nombre de bits total nécessaire pour coder la séquence soit le plus petit possible.
Si la séquence est constituée de n symboles (x1, ..., xn) le théorème de Shannon
donne comme longueur de code moyenne minimale l’entropie jointe H(x1, ..., xn). Le
problème réside alors dans l’estimation de la probabilité jointe
p(x1, ..., xn) =
n−1∏
i=0
p(xi+1|xi, ..., x1) (2.15)
où p(xi+1|xi, ..., x1) est la probabilité conditionnelle de xi+1 sachant xi, xi−1, ..., x1
avec pour convention p(x1|x0) = p(x1). Dans le cas général, même pour une source
stationnaire, appliquer un estimateur non paramétrique de distribution de probabili-
tés jointes ou conditionnelles pour obtenir la distribution (2.15) donne de mauvaises
estimations à cause du manque de données. Pour contourner ce problème il existe
deux approches qui sont souvent couplées. Le première consiste à appliquer des esti-
mateurs paramétriques de distributions de probabilités jointes ou plus souvent condi-
tionnelles : l’ensemble des valeurs possibles du passé (xi, xi−1, ..., x1) est partitionné
en quelques sous-ensembles bien choisis (c’est la modélisation de contexte) réduisant
ainsi de façon drastique le nombre de cas possibles. La seconde cherche à réduire
les dépendances longues (c’est-à-dire celles existantes entre des pixels éloignés) de la
source au moyen d’une transformation. Il s’agit en général d’une prédiction de xi+1
en fonction du passé
xˆi+1 = P (xi, ..., x1)
et le codage porte sur la séquence (x˜1, x˜2, ..., x˜n) des résidus de prédiction x˜i+1 =
xi+1 − xˆi+1 pour laquelle les distributions de probabilités conditionnelles sont ap-
proximativement indépendantes du passé lointain :
p(x˜i+1|x˜i, ..., x˜1) ≈ p(x˜i+1|x˜i, ..., x˜i−j)
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avec j ¿ i et qui peuvent être estimées quand la source est stationnaire (ou locale-
ment stationnaire).
La plupart des systèmes de compression sans perte des images comportent trois
étapes : prédiction, modélisation de contexte et codage entropique [121, 73]. Un
schéma est donné à la figure 2.4. La prédiction tend à réduire la redondance entre
pixels voisins en exploitant la corrélation spatiale qui existe. Le coût que nécessite
le modèle du contexte est ainsi considérablement réduit. Comme la décorrélation
complète ne peut pas être atteinte par la prédiction seule, la modélisation de contexte
est introduite pour exploiter la redondance restante. Les étapes de prédiction et de
modélisation de contexte permettent ainsi une meilleure estimation des distributions
des probabilités conditionnelles apparaissant dans (2.15). Enfin, un codeur entropique
peut exploiter ces distributions de probabilités pour donner une longueur moyenne
de code approximativement égale au débit entropique ou à l’entropie d’ordre 2, 3 ou
plus de la source.
Signal 
d’entrée
Prédiction/
Transformation
Construction 
des contextes
Modélisation 
des contextes
Train
Binaire
Codage 
entropique
Probabilités
Conditionnelles
Fig. 2.4 – Schéma général d’un codeur sans perte.
Au paragraphe suivant nous recensons différents systèmes de prédiction rencon-
trés en compression sans perte. L’étape de prédiction peut être intégrée dans une
structure en lifting scheme, permettant ainsi un codage progressif en résolution (et
éventuellement en qualité allant jusqu’au sans perte), ou non, auquel cas le codeur
ne permet pas la progressivité en résolution.
Nous pouvons supposer sans perte de généralité que les symboles sont des nombres
entiers (∈ Z) et l’étape de prédiction se découpe en deux parties : la première est la
prédiction proprement dite à valeurs dans l’ensemble des nombres réels et la seconde
un arrondi à l’entier le plus proche.
2.4.2 Prédiction
L’étape de prédiction dépend du modèle appliqué au signal et donc des hypothèses
faites sur ce dernier.
Nous ne considérons que des signaux aléatoires. Leurs propriétés statistiques sont
complètement décrites par leurs lois temporelles. Nous distinguerons, comme cela
est fait classiquement, différentes stationnarités : au sens strict (SSS) ou une plus
faible, la stationnarité au sens large (Wide Sens Stationarity WSS ). Dans ce cas,
une connaissance a priori, ou après un processus d’apprentissage, des statistiques
du signal permet de fixer les paramètres du modèle ou du prédicteur, qui ne varient
pas au cours du temps. En revanche, quand le signal n’est pas stationnaire, mais
localement stationnaire ou aux propriétés statistiques lentement variables dans le
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temps, la prédiction doit être adaptative pour suivre les variations des statistiques
du signal.
Quand le prédicteur est linéaire, il suffit de connaître les moments d’ordre 1 et
2 du signal pour déterminer la prédiction affine qui minimise l’erreur quadratique
moyenne du résidu de prédiction et quand le signal est stationnaire au sens large, le
filtre optimal (c’est-à-dire celui qui minimise l’erreur quadratique moyenne du résidu
de prédiction) est celui de Wiener, il s’obtient en résolvant les équations de Yule-
Walker pour une prédiction à passé fini [15]. Quand le signal n’est pas stationnaire
au sens large, mais aux statistiques lentement variables, il existe de nombreuses mé-
thodes récursives dans le temps qui adaptent les paramètres d’un prédicteur linéaire
aux variations des statistiques du signal. Citons l’algorithme des moindres carrés
adaptatifs, le filtre de Kalman ou encore l’algorithme du gradient stochastique.
Les prédicteurs linéaires se rencontrent le plus souvent, car se sont les plus simples
à mettre en œuvre, les mieux connus et ils sont en général peu sensibles aux erreurs
d’arrondis inévitables quand ils sont implantés dans un ordinateur. Toutefois, ils
peuvent être peu efficaces dans certaines situations et il est alors préférable d’utiliser
des prédicteurs non linéaires comme ceux à base de réseaux de neurones.
Une autre famille de modèles repose sur un regroupement par blocs d’échan-
tillons consécutifs, donnant ainsi une représentation vectorielle du signal, qui est
modélisée par un mélange instantané, ou non, de sources indépendantes ou décorré-
lés. Des algorithmes basés sur la connaissance des moments d’ordre 1 et 2 (analyse
en composantes principales3) ou d’ordres supérieurs (analyse en composantes indé-
pendantes) [80, 36, 29] permettent de déterminer les paramètres de tels modèles qui
collent le mieux aux données. Ces modèles sont utilisés en codage : les “sources” esti-
mées ont moins de redondance entre elles que le signal initial et peuvent être codées
séparément.
Un autre facteur important est la rapidité avec laquelle le filtre peut suivre les
changements des statistiques des signaux non stationnaires. Comme le codage prédic-
tif dépend fortement de la précision, l’aptitude du prédicteur à suivre les changements
du signal est une propriété cruciale.
2.4.2.1 Prédiction linéaire
Filtre de Wiener Pour les signaux stationnaires au sens large dont les moments
d’ordre 1 et 2 sont connus, le filtre de Wiener est celui qui minimise l’erreur quadra-
tique moyenne du résidu de prédiction
e(n) = d(n)− (w ? x) (n),
où d(n) est la sortie désirée, w est la réponse impulsionnelle du filtre et x(n) le
signal observé. Le filtre optimal est solution des équations de Wiener-Hopf [15]. Nous
supposons sans perte de généralité que les signaux sont centrés. Quand on impose
au filtre d’être causal et RIF d’ordre N , on peut introduire le vecteur observation
x(n) = [x(n), x(n− 1), ..., x(n−N)]T et w = [w0, ..., wN ]T le vecteur des coefficients
du filtre, de sorte que
e(n) = d(n)− wTx(n)
3Appelée transformation Karhunen6Loève dans les cours de codage
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et le filtre optimal est solution des équations de Yule-Walker
Rxxw = rdx (2.16)
où rdx est le vecteur d’intercorrélation entre la valeur recherchée d(n) et le vecteur
observation x(n) et Rxx la matrice d’autocorrélation de ce dernier.
Méthodes récursives dans le temps Quand les moments d’ordre 2 des signaux
sont inconnus, la méthode des moindres carrés récursifs permet de les estimer et de
résoudre l’équation (2.16) (dans laquelle tous les termes dépendent de n maintenant)
sans inverser la matrice Rxx. Quand les signaux ne sont pas WSS, mais presque
stationaires (lentement variables) l’algorithme des moindres carrés adaptatifs permet
de résoudre l’équation (2.16) sans inverser de matrice et de suivre les variations lentes
des statistiques.
Algorithme du gradient stochastique Une alternative aux méthodes récursives
dans le temps est l’algorithme du gradient stochastique (Least Mean Square LMS ).
Les coefficients sont mis à jour suivant l’équation
w(n+ 1) = w(n) + µ
(
−∂[e
2(n)]
∂w(n)
)
= w(n) + µx(n)e(n) (2.17)
où µ est un pas d’adaptation. L’algorithme du gradient stochastique est largement
utilisé en raison de sa complexité réduite et de sa facilité d’implantation, car il ne
demande pas d’estimations de fonctions de corrélation. La vitesse de convergence est
généralement lente.
L’algorithme du gradient stochastique peut aussi être implanté récursivement,
bénéficiant des avantages des filtres à réponse impulsionnelle infinie (RII). Plus de
détails sur les filtres RII adaptatifs peuvent être trouvés dans [100]. En raison de la
présence de pôles dans la fonction de transfert du filtre, sa stabilité doit être testée. Il
faut également prendre en considération l’ordre du filtre, qui, judicieusement choisi,
permet l’élimination des minima locaux [101, 13].
L’algorithme du gradient stochastique a été appliqué au codage sans perte des
images dans une structure prédictive en pyramide [84]. Pour chaque résolution, des
blocs de données de la résolution précédente sont utilisés comme entrées du prédicteur
pour estimer les pixels de la résolution qui suit. Afin d’éviter les effets de blocs, ces
derniers se chevauchent dans la procédure de mise à jour. Les prédicteurs adaptatifs
ont donné des résultats de compression, mesurés par l’entropie du premier ordre,
supérieurs à ceux d’autres techniques pyramidales aux dépens du coût de calcul plus
élevé. Aussi, dans une structure de décomposition multi-résolution, l’algorithme du
gradient stochastique est utilisé par Oktem et al. dans [82].
La prédiction adaptative basée sur un filtrage récursif améliore les performances
de compression sans perte des images, cela peut s’observer en comparant le prédicteur
basé sur un modèle ARMA à celui basé sur un modèle MA [33, 81].
Collection de filtres Une autre méthode de prédiction adaptative consiste en la
sélection du prédicteur dans un ensemble de filtres préalablement défini. La méthode
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de sélection peut utiliser un modèle, c’est le cas de plusieurs systèmes de compression
sans perte tels que LOCO-I [120] et CALIC [124]. Le choix du prédicteur est fait en
fonction de la direction du contour dominant le plus proche du pixel à estimer. Nous
détaillerons plus loin ces deux systèmes. Une autre approche, simple, est décrite
dans [95], la sélection du prédicteur est faite en fonction de l’amplitude de l’erreur
de prédiction.
Prédiction linéaire basée sur des moments d’ordres supérieurs à 2 Les
cumulants d’ordres supérieurs peuvent être très utiles dans des applications impli-
quant des signaux non-gaussiens. Comme les images d’erreur de prédiction linéaire
sont généralement bien modélisées par une distribution laplacienne [59], les images
naturelles peuvent être considérées comme non gaussiennes [107]. La prédiction li-
néaire basée sur des cumulants a été décrite dans [102]. Des filtres de type ARMA
mono-dimensionnels, basés sur des statistiques d’ordres supérieurs, ont été intro-
duits dans [30] pour de la prédiction. Ils sont une extension des filtres MA proposés
dans [31]. Dans [52], les prédicteurs linéaires de type ARMA basés sur des cumu-
lants d’ordres 2 et 3 ont permis d’obtenir des images plus nettes à l’œil nu, grâce
à l’exploitation des statistiques d’ordre 3. Cependant, les auteurs ont remarqué que
ces filtres ne sont pas optimaux au sens de l’erreur quadratique moyenne. Une autre
illustration de cette sous-optimalité en compression de données peut être trouvée
dans [79].
Les prédicteurs linéaires sont parfois inadéquats, notamment quand le signal à
coder est non gaussien et lorsque la dépendance entre les échantillons est non linéaire.
Nous présentons maintenant des prédicteurs non linéaires.
2.4.2.2 Réseaux de neurones
Les réseaux de neurones se sont avérés très efficaces pour l’étape de prédiction en
compression sans perte. Dans [54], un perceptron multi-couche (PMC) utilisant l’ap-
prentissage stochastique (en-ligne) est comparé favorablement au prédicteur JPEG
sans perte. Dans [72], les auteurs utilisent un réseau de Volterra pour la prédiction
mono-dimensionnelle et bi-dimensionnelle des images. Il a été démontré que pour
l’étape de prédiction les réseaux de neurones offrent une satisfaction équivalente si-
non meilleure que les modèles prédictifs linéaires. Dans [62], les auteurs utilisent
encore des PMC pour la prédiction d’images multi-spectrales avec un taux d’appren-
tissage variable.
2.4.2.3 Lifting scheme réversible
Nous avons vu au chapitre précédent la structure en lifting scheme d’un banc
de filtres biorthogonal et nous avons rappelé le théorème de Sweldens et Daubechies
qui affirme que toute décomposition en ondelettes associée à des filtres RIF (pour
les filtres d’analyse et de synthèse) admet une représentation en lifting scheme.
Quand les données d’entrée prennent des valeurs entières (dans Z) il suffit d’ajou-
ter un arrondi à l’entier le plus proche dans les branches verticales de la structure
en lifting scheme, après chaque filtre prédicteur P ou de mise à jour U , pour que
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les données restent entières dans les branches horizontales de la structure et par
conséquent en sortie.
Ces dernières années, il y a eu un intérêt croissant pour des décompositions en
ondelettes réversibles, i.e. transformant des entiers en entiers, pour les applications
de codage d’images [9]. Elles approximent les décompositions en ondelettes linéaires,
tout en ayant la propriété d’être réversibles, permettant ainsi un codage progressif
en qualité pouvant aller jusqu’au sans perte. Elle sont, de ce fait, largement utilisées
dans les systèmes de compression. Parmi elles, la transformation (5,3) [28] est utilisée
en compression sans perte (ou progressive allant jusqu’au sans perte) du standard
JPEG 2000.
Les performances en compression avec et sans perte de plusieurs transformations
en ondelettes réversibles ont été comparées dans [7, 9]. Le contenu de l’image s’avère
un facteur important ayant une influence sur l’efficacité de la transformation.
Parmi toutes les transformations réversibles considérées, la (5,3) et la (2,6) (dont
les équations sont données en annexe) présentent les plus basses complexités. Tandis
que la (9,7), efficace en compression avec pertes, à une complexité significativement
plus grande que les autres transformations. Il faut noter également qu’aucune de
ces transformations ne présente de meilleures performances à la fois en compressions
avec et sans pertes. Ce qui nous conduit à la conclusion que le choix de la transfor-
mation la plus appropriée dépend des besoins de l’utilisateur. Par exemple, dans le
cas des applications exigeant la basse complexité algorithmique, la transformation
(5,3) est particulièrement intéressante. Elle est raisonnablement bien adaptée pour
les compressions avec et sans pertes.
La transformation S+P [92] décrite dans le prochain paragraphe a été présentée
comme une version améliorée des transformations en ondelettes réversibles.
La transformation S+P. Initialement proposée par Said et Pearlman [92], la
transformation S+P est une transformation d’entiers en entiers. C’est une améliora-
tion de la transformation S (voir annexe) où le signal de détail est ajusté par une
étape de prédiction en utilisant l’un des prédicteurs (A, B ou C) proposés par les
auteurs. La transformation directe d’un signal x(n) est donnée par
x
(1)
h (n) = x(2n+ 1)− x(2n) (2.18)
x`(n) = x(2n) +
⌊
x
(1)
h (n)
2
+
1
2
⌋
(2.19)
xh(n) = x
(1)
h (n) + bα−1 (x`(n− 2)− x`(n− 1)) + α0 (x`(n− 1)− x`(n))
+α1 (x`(n)− x`(n+ 1))− β1x(1)h (n+ 1)
⌋
. (2.20)
La transformation inverse se déduit immédiatement de la transformation directe par
x
(1)
h (n) = xh(n)− bα−1 (x`(n− 2)− x`(n− 1)) + α0 (x`(n− 1)− x`(n))
+α1 (x`(n)− x`(n+ 1))− β1x(1)h (n+ 1)
⌋
(2.21)
x(2n) = x`(n)−
⌊
x
(1)
h (n)
2
+
1
2
⌋
(2.22)
x(2n+ 1) = x(1)h (n) + x(2n). (2.23)
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Selon les valeurs de α−1, α0, α1 et β1, trois prédicteurs sont proposés.
Prédicteur/Coef. α−1 α0 α1 β1
A 0 1/4 1/4 0
B 0 1/4 3/8 1/4
C -1/16 4/16 8/16 6/16
La transformation S+P avec le prédicteur A est aussi appelée la transformation TS
([28]).
Depuis son introduction, la transformation S+P est devenue très populaire en
compression sans perte. Le prédicteur B est bien adapté aux images naturelles et le
prédicteur C aux images lisses telles que les images médicales IRM.
Said et Pearlman ont associé la transformation S+P à un codeur entropique,
qui applique un codage arithmétique (ou de Huffman) adaptatif aux valeurs des
coefficients de l’image décomposée en la balayant, sous-bande par sous-bande. Cela
donne un codeur sans perte progressif en résolution. Ils ont également associé la
transformation S+P au codeur entropique SPIHT pour donner un codeur sans perte
permettant un codage progressif en qualité.
2.5 Principaux systèmes de compression sans perte
Ces dernières années, plusieurs nouveaux schémas de compression sans perte ont
été proposés [57, 120, 124, 91, 92, 128, 93]. Cela montre, non seulement qu’il y a
beaucoup d’intérêt pour le développement et l’application des schémas de compres-
sion sans perte, mais aussi que des systèmes complètement satisfaisants n’ont pas
encore été trouvés. L’objet de la présente section est de donner une idée des diffé-
rentes stratégies de codage sans perte, en insistant sur la transformation (prédiction)
utilisée. Le pixel courant est noté P et sa prédiction Pˆ . La figure 2.5 précise les
notations des pixels proches de P situés dans un voisinage semi-causal.
NO N
O POO
NN
NE
NNE
Fig. 2.5 – Notations utilisées pour spécifier la position des voisins du pixel P (“nord”,
“ouest”,...).
2.5.1 LOCO-I
LOCO-I (Low Complexity, Context-Based, Lossless Image Compression Algo-
rithm) a été développé par Weinberger et al. [120]. Il est considéré par le comité
de l’ISO comme un remplacement du standard LJPEG (Lossless JPEG) [118], pour
les applications nécessitant une complexité minimale. Il est principalement basé sur
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la prédiction de chaque pixel de l’image à partir de son voisinage. La prédiction Pˆ
de P est donnée par
Si NO ≥ max(N,O)
Pˆ = min(N,O)
sinon Si NO ≤ min(N,O)
Pˆ = max(N,O)
sinon
Pˆ = N +O −NO
Fin
À partir des valeurs de cinq plus proches voisins du pixel courant, quatre gradients
locaux sont calculés et quantifiés en un nombre limité de contextes. La distribution
de probabilité de l’erreur de prédiction conditionnée par le contexte est approximée
par une distribution de Laplace, et un codeur de Golomb-Rice est utilisé.
2.5.2 CALIC
CALIC (Context-based Adaptive Lossless Image Codec) [124] est le plus efficace
et le plus complexe des systèmes de compression sans perte. Malgré la complexité de
l’algorithme, la quantité de mémoire utilisée correspond à la taille de deux lignes en
plus de 3,3 K-octets pour la modélisation.
Dans une première étape, un prédicteur, appelé GAP (Gradient-Adjusted Predic-
tor), est appliqué pour estimer la valeur de chaque pixel de l’image à partir de son
voisinage causal. Le fait que les erreurs de prédiction ne soient pas complètement dé-
corrélées conduit à une seconde étape de prédiction en fonction du contexte. De plus,
le codec peut basculer automatiquement vers un mode binaire, dédié aux régions où
les pixels ne prennent que deux valeurs possibles. Une description schématique du
système de codage est donnée à la figure 2.6
Mode
binaire?
Buffer
2 lignes
Génération et 
quantification 
du contexte
Prédicteur à
gradient ajusté
(GAP)
Modélisation 
de l'erreur
Estimation des
probabilités 
conditionnelles
Codage
entropique
Affinement de 
l'histogramme 
Pour le codage  
oui
non
_
Signal 
d’entrée
Train
Binaire
Codage
entropique
Fig. 2.6 – Description schématique du codeur CALIC.
En utilisant un voisinage du pixel à estimer (voir figure 2.5), les gradients dans les
directions horizontale, verticale et diagonale sont calculés. Ces derniers sont utilisés
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pour choisir un prédicteur non-linéaire. Soient dh et dv les gradients d’amplitude
dans les directions horizontale et verticale
dh = |O −OO|+ |N −NO|+ |N − E|
et
dv = |O −NO|+ |N −NN |+ |NE −NNE|.
Ces gradients détectent l’orientation et l’amplitude des contours et déterminent les
filtres prédicteurs selon la procédure suivante.
Si (dh − dv > 80) contour horizontal net
Pˆ = O
sinon Si (dh − dv < −80) contour vertical net
Pˆ = N
sinon
P1 = (N +O)/2 + (NE +NO)/4
Si (dh − dv > 32) contour horizontal
Pˆ = (P1 +O)/2
sinon Si (dh − dv > 8) contour horizontal peu prononcé
Pˆ = (3P1 +N)/2
sinon Si (dh − dv < −32) contour vertical
Pˆ = (P1 +N)/2
sinon Si (dh − dv < −8) contour vertical peu prononcé
Pˆ = (3P1 +N)/2
Fin
Fin
2.5.3 JPEG 2000
Le nouveau standard de compression d’images JPEG 20004 [93] couvre une large
gamme d’applications allant des appareils photographiques numériques portatifs jus-
qu’aux systèmes d’imagerie médicale. Il se compose de plusieurs parties dont les six
premières sont les suivantes.
– Partie 1. Le système de codage d’image (le noyau du standard), fixé depuis fin
2000 pour le codage avec perte et plus récemment pour le codage sans perte.
– Partie 2. Extensions (ajouts de fonctionnalités au noyau).
– Partie 3. Partie dédiée aux séquences d’images.
– Partie 4. Test de conformité.
– Partie 5. Logiciel de références (actuellement, une implantation Java (JJ20005)
et une autre en C (JASPER6) sont disponibles).
– Partie 6. Images composées (magazines, fax, . . . ).
4Plus de détails sont disponibles à l’adresse http://www.jpeg.org/JPEG2000.htm
5JJ2000, une implantation du standard JPEG 2000 en Java, par EPFL, ERICSSON et le centre
de recherche français de Canon, disponible à l’adresse http://jj2000.epfl.ch/
6JASPER, une implantation du standard JPEG 2000 en C, par le Laboratoire de traitement
d’images UBC (Vancouver), disponible à l’adresse http://www.ece.ubc.ca/~mdadams/jasper/
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Dans cette norme, la compression sans perte est introduite dans la partie 1 [32]. Elle
est basée sur la version réversible (lifting) de la transformation en ondelette (5,3).
Cette dernière a été considérée comme un bon compromis entre l’efficacité de codage
et la complexité [94]. Les équations décrivant cette transformation sont données en
annexe C.
2.5.4 Autres systèmes à base de lifting schemes adaptés
Nous avons vu à la fin du chapitre précédent différents lifting schemes adap-
tés, intégrés dans des codeurs d’images. Le codeur entropique utilisé est en général
arithmétique adaptatif avec parfois une modélisation de contexte.
2.6 Conclusion
Dans ce chapitre, nous avons présenté des éléments de la théorie du codage utiles
à la suite de notre présentation. Nous avons vu qu’une décomposition hiérarchique
pyramidale permet un codage progressif en résolution et peut donner lieu également
à un codage progressif en qualité.
Dans le chapitre suivant nous présentons la structure en lifting scheme généralisé
que nous avons étudiée, afin de connaître les limites de performance du codage par
prédiction linéaire associé à une décomposition hiérarchique pyramidale, quand toute
l’information disponible au décodeur est exploitée.
CHAPITRE 3
Synthèse de bancs filtres adaptés
proposée
3.1 Introduction
À la fin du chapitre 1, nous avons vu que la structure en lifting scheme adaptée
étudiée par Gerek et Çetin n’exploite pas toute l’information disponible pour prédire
la valeur du pixel courant. Dans notre démarche nous avons choisi d’utiliser toute
l’information disponible pour prédire la valeur du pixel courant, afin de connaître les
limites de performance du codage par prédiction linéaire associé à des décompositions
hiérarchiques pyramidales. Pour adapter les filtres nous avons choisi les méthodes des
moindres carrés (pour un signal stationnaire au sens large) ou des moindres carrés
adaptatifs (si la stationnarité n’est que locale). Pour cela nous avons introduit une
structure en lifting scheme généralisé qui permet un codage sans perte et progressif
en résolution.
Dans ce chapitre nous commençons par justifier le choix du critère d’adaptation
que nous avons retenu (minimisation de la variance) pour ajuster la structure au
signal à coder. Nous précisons en particulier les hypothèses faites sur le signal à
coder pour que le filtre prédicteur soit optimal en codage sans perte. Puis nous
décrivons la structure en lifting scheme généralisé que nous avons introduite. Nous
présentons deux variantes en fonction de la stationnarité du signal à coder : globale ou
locale. Enfin nous montrons les performances de ces variantes (en termes de variance
du résidu de prédiction et d’entropie d’ordre 1 des coefficients transformés) en les
comparant à celles des décompositions en ondelettes (5,3) et (9,7) de Daubechies et
à la décomposition adaptée de Gerek et Çetin.
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3.2 Justification du critère de minimisation de la va-
riance
Nous avons vu au chapitre 1 qu’en codage avec pertes, pour des décompositions
par banc de filtres orthogonales appliquées à des signaux gaussiens, le gain de codage
est maximum quand le produit des variances des signaux de sous-bandes est mini-
mal, et que l’optimalité n’est plus atteinte dès qu’une (au moins) de ces hypothèses
(orthogonalité/gaussianité) n’est pas satisfaite. De plus, nous avons vu qu’en codage
sans perte, plusieurs systèmes de compression utilisent comme critère d’adaptation
du filtre prédicteur la minimisation de la variance du résidu de prédiction. Dans cette
section nous proposons une justification de ce critère. Ce n’est pas une démonstration
mathématique. Elle est basée sur le principe qu’à haute résolution, une quantifica-
tion scalaire donne une valeur quantifiée XQ indépendante du bruit de quantification
X − XQ. Seule la décorrélation peut être démontrée : E[XQ(X − XQ)] = 0, mais
nous aurons besoin de l’indépendance. Nous commençons par montrer que les opé-
rations de quantification et de transformation peuvent commuter dans le sens où les
signaux obtenus ont la même loi temporelle (sous certaines conditions).
Considérons un vecteur aléatoireX, gaussien de moyennem et de matrice variance-
covariance Kx, que nous noterons N (m,Kx), quantifié à haute résolution avec un
quantificateur scalaire uniforme de pas de quantification q, identique pour toutes les
composantes. La version quantifiée résultante, notée XQ, est obtenue en utilisant le
modèle de bruit additif de l’opération de quantification :
XQ = X + qU (3.1)
où U = [U1, ..., UN ]T a ses composantes indépendantes et identiquement distribuées
(i.i.d.) et les variables aléatoires Ui, i = 1, ..., N sont uniformes sur l’intervalle
[−1/2, 1/2[ et indépendantes de XQ.
Nous étudions des matrices de transformations de forme triangulaire inférieure,
dont les éléments sur la diagonale principale sont égaux à 1 :
A =
a1
T
...
aN
T
 (3.2)
On note Z = AXQ, Y = AX = [Y1, ..., YN ]T et on pose
Zi = aTi X
Q = aTi X + qa
T
i U = Yi + qVi (3.3)
le terme Vi = aTi U est une somme pondérée des éléments du vecteur U . En supposant
N assez grand, Vi peut être considérée comme une variable aléatoire gaussienne1
Vi ≡ N (0, ‖ai‖
2
12
).
1La matrice A étant triangulaire inférieure, pour i petit, Vi n’est pas approximativement gaus-
sien, mais il est indépendant de Yi et sa variance qui vaut q2
‖ai‖2
12
est négligeable devant celle de
Yi, Y Qi suit approximativement la loi gaussienne N (aTi m,aTi Kxai).
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Les bruits de quantification U sont indépendants de XQ, donc Vi et Yi sont indépen-
dantes. De plus, les variables aléatoires Yi et Vi sont gaussiennes, ce que implique
que Zi est gaussienne2 :
Zi ≡ N (aTi m,aTi Kxai + q2
‖ai‖2
12
).
La quantification étant faite à haute résolution, le pas de quantification q est petit,
ce qui nous permet de négliger le terme q2 ‖ai‖
2
12 et par conséquent d’écrire
Zi ≡ N (aTi m,aTi Kxai).
Ainsi Zi suit la même loi que Yi, à l’ordre 1 (par rapport à q).
En tenant compte de la forme spéciale de la matrice de transformation A nous
avons
Zi = XQi +
i−1∑
j=1
aijXj + qWi (3.4)
avec
Wi =
i−1∑
j=1
aijUj .
La structure de la matrice de transformation A permet d’obtenir une version
réversible qui transforme des entiers en entiers
Y˜ Qi = X
Q
i + q
 i−1∑
j=1
aij
Xj
q
+Wi + 1/2
 = Zi + qBi (3.5)
avec
Bi =
 i−1∑
j=1
aij
Xj
q
+Wi + 1/2
−
 i−1∑
j=1
aij
Xj
q
+Wi
 .
L’équation (3.5) définit une transformation réversible Arev non linéaire :
Y˜
Q
= (Y˜ Q1 , ..., Y˜
Q
N )
T = Arev
[
XQ
]
En regardant la forme de Y˜ Qi dans la relation (3.5), on peut remarquer qu’on l’obtient
comme si on avait quantifié à haute résolution, avec un pas de quantification q, la
variable aléatoire
i−1∑
j=1
aijXj + qWi, et en déduire que le bruit de quantification Bi est
indépendant de Y˜ Qi et suit une loi uniforme sur [−1/2, 1/2[. Ainsi nous avons montré
qu’à l’ordre 1 par rapport à q, Zi suit la même loi que Yi, donc Y˜ Qi = Zi+qBi suit la
même loi que Y Qi , résultat d’une quantification scalaire uniforme de pas q appliquée
à Yi. Autrement dit, les signaux Y Q(n) et Y˜
Q
(n) ci-dessous sont statistiquement
équivalents au sens large (i.e., ils ont la même loi temporelle) et donc la même
entropie d’ordre 1.
2En effet, en notant φZ , φY et φV les fonctions caractéristiques respectives de Zi, Yi et Vi,
l’indépendance entre Zi et Vi entraîne
φY (u) = φZ(u)φV (−qu)
φY et φV étant les fonctions caractéristiques de variables aléatoires gaussiennes, cette dernière
relation implique que Z est gaussienne.
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A QX(n)
Y(n)
ArevX (n)
~
Y (n)Q Q Y (n)
QX (n)
Q
Schéma 1 Schéma 2
Fig. 3.1 – Les signaux Y Q(n) et Y˜ Q(n), sorties respectives des schémas 1 et 2 sont sta-
tistiquement équivalents au sens large, ils ont donc la même entropie d’ordre 1, sous les
hypothèses citées plus haut.
Nous avons également vérifié la validité de la conservation de l’entropie d’ordre 1
par des simulations en suivant une méthode de Monte Carlo et nous avons constaté,
de plus, que la conservation de l’entropie d’ordre 1 restait valable pour des signaux
non gaussiens.
La transformation réversible conserve l’entropie jointe
H(Y˜
Q
) = H(XQ)
et il est tout aussi difficile de construire un codeur entropique qui donne une longueur
moyenne du flot de bits égale à la valeur asymptotique H(XQ) à partir de l’image
initiale, qu’à partir des coefficients transformés Y˜
Q
. En revanche, quand on impose
au codeur entropique d’approcher l’entropie d’ordre 1 à la place du débit entropique,
la transformation A trouve son intérêt, car il n’y a pas conservation de la somme des
entropies marginales (en général)
N∑
i=1
H(XQi ) 6=
N∑
i=1
H(Y˜ Qi ).
Se pose alors le problème de trouver la transformation A dont la version réversible
suivie d’un codeur entropique d’ordre 1 minimise la taille moyenne du train de bits.
Autrement dit, chercher A telle que
N∑
i=1
H(Y˜ Qi ) soit minimale. Or d’après ce qui
précède, en introduisant l’information mutuelle I(Y1; ...;YN ) entre les composantes
de Y , h(Yi) l’entropie (différentielle) de la variable aléatoire continue Yi et h(Y )
l’entropie (différentielle) du vecteur Y , il vient
N∑
i=1
H(Y˜ Qi ) ≈
N∑
i=1
H(Y Qi ) ≈
N∑
i=1
h(Yi)−N log2 q (3.6)
≈ h(Y ) + I(Y1; ...;YN )−N log2 q ≈ h(X) + I(Y1; ...;YN )−N log2 q(3.7)
car H(Y Qi ) ≈ h(Yi) − log2 q (formule de Bennett valable sous l’hypothèse d’une
quantification à haute résolution) et h(Y ) = h(X)+ log2 | detA |= h(X) (la matrice
A est triangulaire avec des 1 sur la diagonale principale). Ainsi la transformation
A optimale est celle qui minimise l’information mutuelle I(Y1; ...;YN ) entre coeffi-
cients transformés (sans arrondi à l’entier le plus proche ni quantification) ou encore
celle qui minimise la somme des entropies différentielles marginales des coefficients
transformés.
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Dans le cas de données gaussiennes X, les coefficients transformés sont gaussiens,
de variance σ2Yi pour Yi, et la transformation A optimale est celle qui minimise le
produit des variances
N∏
i=1
σ2Yi .
En général les images issues de systèmes d’acquisition ne sont pas gaussiennes
et la transformation A optimale est celle qui minimise l’information mutuelle entre
coefficients transformés, toutefois comme nous l’avons vu aux chapitres précédents,
le critère à minimiser classiquement retenu en compression d’images est le produit
des variances des coefficients transformés.
En notant Y˜i = (Yi − E[Yi]) /σYi la variable réduite associée à Yi, de la relation
h(aX) = h(X) + 12 log2 |a| (pour a 6= 0) [37], résulte la suivante
N∑
i=1
h(Yi) =
N∑
i=1
h(Y˜i) +
1
2
log2
[
N∏
i=1
σ2Yi
]
. (3.8)
Il est alors clair que choisir comme critère la minimisation de
N∏
i=1
σ2Yi à la place de
celle de
N∑
i=1
h(Yi) est justifiée, si et seulement si pour toute matrice A (triangulaire
avec des 1 sur la diagonale principale), le vecteur Y = AX vérifie
N∑
i=1
h(Y˜i) = Cte =
N∑
i=1
h(X˜i) = Nh(X˜1), ou de façon équivalente h(Y˜i) = h(X˜1) pour 1 6 i 6 N .
Dans la suite nous utiliserons ce critère (minimisation de la variance) pour adapter
nos structures au signal à coder.
3.3 Structure en lifting scheme généralisé
Nous commençons par présenter la structure en lifting scheme généralisé dans le
cas 1D, puis nous développerons l’étude de la structure dans le cas 2D.
3.3.1 Schéma de principe pour des signaux 1D
Le schéma de principe est présenté à la figure 3.2. Les composantes polyphases du
signal d’entrée sont obtenues par une décomposition polyphase (lazy wavelet trans-
form) [104, 70]. L’une d’entre elles x2(n) est estimée en utilisant deux filtres A(z)
et B(z) et le signal de détails correspond à l’erreur d’estimation x2(n) − xˆ2(n). La
matrice polyphase du banc de filtres d’analyse vaut
E(z) =
[
1 0
−A(z) 1−B(z)
]
. (3.9)
C’est une version généralisée d’un lifting scheme classique : le filtre B(z) est ajouté
afin d’améliorer la prédiction. En utilisant cette transformation, le signal d’approxi-
mation x` n’est que la version sous-échantillonnée x1 du signal d’entrée x et le signal
de détails est l’erreur d’estimation. La reconstruction parfaite est assurée si B(z) 6= 1
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et la matrice polyphase du banc de synthèse vaut alors
E−1(z) =
1
1−B(z)
[
1−B(z) 0
A(z) 1
]
. (3.10)
Il faut aussi que le filtre B(z) soit causal, puisqu’à la reconstruction seuls les échan-
tillons passés de x2(n) sont disponibles pour reconstruire xˆ2(n). La composante po-
lyphase x1 étant disponible à la reconstruction, le filtre A(z) peut être causal ou
non. Une autre condition importante pour la reconstruction parfaite est la stabilité
du filtre 11−B(z) . En effet, des petites perturbations, dues au fait que les opérations
de filtrages sont effectuées avec une arithmétique à virgule flottante, pourraient en-
traîner la divergence de la procédure de reconstruction quand ce filtre est instable.
Par conséquent, un test de stabilité [25] devrait être nécessaire.
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Fig. 3.2 – Étape de prédiction d’une structures en lifting scheme généralisé. Un filtre pré-
dicteur supplémentaire B(z) est introduit par rapport au schéma classique. Les filtres A et
B sont adaptés au signal d’entrée.
Enfin, cette structure peut être munie d’une étape de mise à jour (Update) des
liftings schemes classiques. Nous utiliserons par la suite la S-Transform comme étape
de mise à jour avant celle de prédiction (entre la décomposition polyphase et l’étape
de prédiction).
3.3.2 Extension aux signaux 2D
L’extension aux signaux bi-dimensionnels de la structure en lifting scheme gé-
néralisé présentée au paragraphe précédent peut être faite de deux manières dif-
férentes suivant la décomposition polyphase adoptée. Dans les deux cas les filtres
A(z1, z2) et B(z1, z2) sont 2D et non séparables a priori. Nous considérons deux
sortes de décomposition polyphase en deux sous-bandes. L’une correspond au sous-
échantillonnage en quinconce représenté à la figure 3.3(b). Le signal x(m,n) subit une
rotation d’angle pi/4 avant un sous-échantillonnage séparable. L’autre correspond à
un sous-échantillonnage séparable sur l’image originale (voir la figure 3.3). Comme
dans le cas 1D, la causalité du filtre ou la semi-causalité de B(z1, z2) est nécessaire
à la reconstruction parfaite. Les deux filtres de la figure 3.4 sont donnés par leurs
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(a) (b)
Fig. 3.3 – Illustration de la décomposition polyphase d’une image, avec un sous-
échantillonnage (a) séparable et (b) en quiconce.
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Fig. 3.4 – Étape de prédiction d’une structures en lifting scheme généralisé pour les si-
gnaux 2D. Un filtre prédicteur supplémentaire, B(z1, z2) est introduit par rapport au schéma
classique. Les filtres A et B sont adaptés au signal d’entrée.
fonctions de transferts
A(z1, z2) =
∑
(i,j)∈∆1
aijz
−i
1 z
−j
2 (3.11)
B(z1, z2) =
∑
(i,j)∈∆2
bijz
−i
1 z
−j
2 (3.12)
où ∆1 est un sous-ensemble quelconque de Z2 (aucune condition de causalité n’est
imposée) et ∆2 un sous-ensemble inclus dans un demi-plan non symétrique de Z2
pour assurer la semi-causalité du filtre B(z1, z2).
La prédiction de x2(m,n) est donnée par
xˆ2(m,n) =
∑
(i,j)∈∆1
aijx1(m− i, n− j) +
∑
(i,j)∈∆2
bijx2(m− i, n− j) (3.13)
et le critère d’adaptation des coefficients des filtres est l’erreur quadratique moyenne
E
[|x2(m,n)− xˆ2(m,n)|2] minimale
où E est l’espérance mathématique. Pour un signal x(m,n) stationnaire au sens
large, la théorie de l’estimation linéaire en moyenne quadratique permet d’affirmer
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que l’erreur de prédiction
xh(m,n) = x2(m,n)− xˆ2(m,n) (3.14)
(c’est aussi l’image de détail après l’étape de prédiction) est décorrélée des observa-
tion x1(m− i, n− j)|(i,j)∈∆1 et x2(m− i, n− j)|(i,j)∈∆2 .
Décorrélation De plus, en étendant au cas 2D les résultats de la prédiction à
un pas et passé infini, si le signal x(m,n) est WSS, alors quand les supports ∆1
et ∆2 des filtres tendent vers l’infini (∆1 remplit alors tout le plan et ∆2 le demi-
plan non symétrique), le résidu xh(m,n) tend vers un bruit blanc. Cela explique
pourquoi, quand les supports ∆1 et ∆2 sont assez grands, les coefficients voisins de
xh(m,n) sont très légèrement corrélés entre eux et avec les coefficients de la sous-
bande x`. Ceci, même quand l’hypothèse de stationnarité au sens large n’est satisfaite
que localement. Voir le paragraphe 4.2.1.2 où nous comparons les coefficients de
corrélation entre coefficients transformés voisins inter- et intra-bandes.
Étape de mise à jour fixe Comme pour le cas 1D, la structure en lifting scheme
généralisé que nous proposons peut être munie d’une étape de mise à jour à coeffi-
cients fixes avant l’étape de prédiction et nous verrons au chapitre suivant l’intérêt,
à basse résolution, de cette étape (nous avons choisi la S-Transform comme étape de
mise à jour).
Traitement des bords (extension) Les images sont des signaux 2D à support
fini, il est donc nécessaire d’adopter une stratégie pour effectuer le filtrage aux bords
de l’image. Les stratégies souvent utilisées sont le prolongement par des zéros, la
périodisation du signal de période l’étendue du support, ou encore une extension sy-
métrique. Les deux premières (prolongation par des zéros, périodisation) génèrent des
discontinuités aux bords. Les variations brusques se traduisent par des pics de grande
énergie dans le signal de détail. Dans le cas d’une extension symétrique, le problème
disparaît puisque le signal est prolongé continûment par une version miroir de lui
même. Nous avons choisi une extension symétrique associée à un sous-échantillonnage
séparable et, pour des raisons de facilité d’implantation, un prolongement par des
zéros dans le cas d’un sous-échantillonnage en quinconce.
3.3.3 Réversibilité de la structure proposée
La réversibilité de la décomposition n’est pas assurée avec l’équation (3.14), car
les coefficients des filtres sont réels. Pour y remédier, il suffit d’appliquer un arrondi à
l’estimation avant de la retrancher à la valeur exacte pour générer le signal de détail,
qui deviendra dans ce cas
xh(m,n) = x2(m,n)−
 ∑
(i,j)∈∆1
ai,jx1(m− i, n− j) +
∑
(i,j)∈∆2
bi,jx2(m− i, n− j) + 12
 .
(3.15)
où b.c est l’arrondi à l’entier inférieur le plus proche.
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REMARQUE 1. Dans le cas où l’arrondi n’est pas introduit dans l’équation (3.15),
un test de stabilité de 11−B(z1,z2) est nécessaire à chaque décomposition, car quand ce
dernier est instable, les faibles erreurs dues à la précision limitée des calculs peuvent
conduire à la divergence lors de la reconstruction. En revanche, elles sont remises
à zéro si l’arrondi est utilisé. Ce qui rend inutile ce test de stabilité et réduit la
complexité.
3.3.4 Décomposition multi-résolution
Le schéma présenté au paragraphe précédent (cf. fig. 3.4) est à la base de la dé-
composition multi-résolution d’un signal 2D. Intéressons-nous tout d’abord au cas
d’un seul niveau de décomposition du signal en quatre sous-bandes. Le signal d’en-
trée x(m,n) est remplacé par les deux signaux de sous-bande x1 et x2 par simple
décomposition polyphase. Le signal de sous-bande d’approximation x` est égal à x1
et le signal de sous-bande de détails xh est obtenu par la relation (3.14) (par la
relation (3.15) si la contrainte de réversibilité est imposée). Le même procédé est
appliqué à x` pour générer les deux signaux de sous-bandes x`` et x`h. Contraire-
ment à ce qui se fait habituellement, notamment dans le cas des transformations
en ondelettes, une simple décomposition polyphase est appliquée au signal xh pour
générer les deux signaux de sous-bande xh` et xhh, comme indiqué sur la figure 3.5.
En effet, à l’issue de la décomposition du signal suivant le schéma de la figure 3.4,
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Fig. 3.5 – Un niveau de décomposition de l’image avec la structure adaptée.
la corrélation entre les échantillons du signal xh est presque éliminée (voir les pa-
ragraphes 3.3.2 et 4.2.1.2). Par conséquent, la réduction de la variance, obtenue en
appliquant un filtre prédicteur après la décomposition polyphase pour obtenir xhh,
est si faible ici, que nous avons choisi de ne pas appliquer de prédiction pour réduire
la complexité du codec.
Pour avoir une décomposition à plusieurs niveaux, le même procédé est appliqué
sur le signal de sous-bande d’approximation x``.
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3.3.5 Adaptation de la structure 2D proposée
Pour résoudre le problème d’estimation en moyenne quadratique 2D (3.13), nous
commençons par balayer les éléments des sous-ensembles ∆1 et ∆2 dans un ordre
prédéfini. Nous construisons ainsi, à partir des familles respectives x1(m − i, n −
j)|(i,j)∈∆1 et x2(m− i, n− j)|(i,j)∈∆2 de pixels, des vecteurs observations y1(m,n) et
y
2
(m,n) de dimensions respectives r1 et r2. Les balayages choisis pour décrire ∆1 et
∆2 imposent un ordonnancement des coefficients ai,j |(i,j)∈∆1 et bij |(i,j)∈∆2 des filtres
A(z1, z2) et B(z1, z2) pour construire les vecteurs respectifs a et b tels que
xˆ2(m,n) = [aT , bT ]
[
y
1
(m,n)
y
2
(m,n)
]
= cT y(m,n) (3.16)
avec c = [aT , bT ]T et y(m,n) = [y
1
(m,n)T , y
2
(m,n)T ]T .
En appliquant, par exemple le principe d’orthogonalité, on trouve que le vecteur
c est solution des équations normales
ΓY c = γyx (3.17)
avec ΓY = E
[
y(m,n)y(m,n)T
]
et γ
yx
= E
[
y(m,n)x2(m,n)
]
. Nous verrons par la
suite comment estimer ces espérances à partir des données. Nous distinguerons deux
cas, suivant l’hypothèse de stationnarité au sens large faite sur le signal x(m,n) :
globale (i.e., sur toute l’image) ou locale.
3.4 Méthode d’adaptation globale (GAE)
3.4.1 Choix du critère
Le signal d’entrée est supposé être une réalisation d’un processus aléatoire bi-
dimensionnel stationnaire au sens large. Le sous-ensemble ∆1 ⊂ Z2 est un rectangle
centré en (0, 0) :
∆1 =
{
(i, j) ∈ Z2 : |i| ≤ p et |j| ≤ q
}
(3.18)
et le sous-ensemble ∆2 ⊂ Z2 est un demi-plan non symétrique borné :
∆2 =
(i, j) ∈ Z2 :
(i = 0 et 1 ≤ j ≤ q)
ou
(1 ≤ i ≤ p et |j| ≤ q)
 . (3.19)
Les vecteurs,
y
1
(m,n) = [x1(m+ p, n+ q), . . . , x1(m+ p, n− q),
x1(m+ p− 1, n+ q), . . . , x1(m+ p− 1, n− q), . . .
. . . , x1(m− p+ 1, n+ q), . . . , x1(m− p+ 1, n− q),
x1(m− p, n+ q), . . . , x1(m− p, n− q)]T (3.20)
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de dimension r1 = (2p+ 1)(2q + 1) et
y
2
(m,n) = [x2(m,n− 1), . . . , x2(m,n− q),
x2(m− 1, n+ q), . . . , x2(m− 1, n− q), . . .
. . . , x2(m− p+ 1, n+ q), . . . , x2(m− p+ 1, n− q),
x2(m− p, n+ q), . . . , x2(m− p, n− q)]T (3.21)
de dimension r2 = p(2q + 1) + q, contiennent les valeurs des échantillons respectifs
x1(m− i, n− j)|(i,j)∈∆1 et x2(m− i, n− j)|(i,j)∈∆2 . Les vecteurs a et b valent
a = [a−p,−q, . . . , a−p,q, a−p+1,−q, . . . , a−p+1,q, . . . , ap,−q, . . . , ap,q]T (3.22)
et
b = [b0,1, . . . , b0,q, b1,−q, . . . , b1,q, . . . , bp,−q, . . . , bp,q]T . (3.23)
Le critère à minimiser vaut ici
J1 = E
[
xh(m,n)2
]
=
1
M2N2
M2∑
m=1
N2∑
n=1
xh(m,n)2 (3.24)
où (M2, N2) est la dimension de x2.
Regroupons les éléments xh(m,n)|16m6M2, 16n6N2 dans le vecteur X h en balayant
xh ligne par ligne :
X h = [xh(1, 1), · · · , xh(1, N2), · · · , xh(M2, 1), · · · , xh(M2, N2)]T (3.25)
nous avons alors l’écriture matricielle suivante :
X h = X 2 − Yc (3.26)
avec
X 2 = [x2(1, 1), · · · , x2(1, N2), · · · , x2(M2, 1), · · · , x2(M2, N2)]T (3.27)
et la matrice de dimension M2N2 × r, qui vaut
Y = [y(1, 1), · · · , y(1, N2), · · · , y(M2, 1), · · · , y(M2, N2)]T . (3.28)
Le critère à minimiser (3.24) s’écrit
M2N2J1 = ‖X h‖22 = ‖X 2 − Yc‖22 = [X 2 − Yc]T [X 2 − Yc] (3.29)
et les coefficients du vecteur cˆ sont solutions des équations de Yule-Walker
YTY cˆ = YTX 2. (3.30)
Si la matrice YTY n’est pas singulière, alors le vecteur optimal est donné par :
cˆ =
(YTY)−1 YTX 2. (3.31)
Étant donnés les ordres des filtres A(z1, z2) et B(z1, z2), les vecteurs y1(m,n) et
y
2
(m,n) ont des supports situés en dehors de l’horizon d’observation de x. Les trois
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types de fenêtrage des données décrits ci-dessous ont été implantés et testés.
Méthode pré-fenêtrée. Les signaux de sous-bandes x1(m,n) et x2(m,n) sont sup-
posés nuls pour m ≤ 0 ou n ≤ 0, et aucune hypothèse n’est faite sur leurs valeurs
pour m > M2 ou n > N2.
Méthode d’autocorrélation. Les signaux de sous-bande x1(m,n) et x2(m,n) sont
supposés nuls en dehors de l’horizon d’observation.
Méthode de covariance. Aucune hypothèse n’est faite sur les valeurs des signaux
x1 et x2 en dehors de l’horizon d’observation.
D’après les expérimentations que nous avons faites (sur des images), la méthode
d’autocorrélation donne assez souvent et en moyenne des entropies d’ordre 1 légère-
ment plus élevées que les deux autres méthodes. Dans la suite de nos simulations,
nous avons adopté la méthode pré-fenêtrée, qui offre souvent et en moyenne les mêmes
performances que la méthode de covariance, avec une complexité moindre.
3.4.2 Calcul rapide de la matrice du système
Dans ce paragraphe, nous noterons e(m,n) = x2(m,n) − xˆ2(m,n) à la place de
xh(m,n), pour disposer de la lettre h comme indice. L’étape de la méthode GAE
qui demande le plus d’opérations est le calcul des coefficients des équations de Yule-
Walker. Il est donc important de réduire sa complexité en tenant compte de la grande
redondance entre ces coefficients. Nous présentons dans ce paragraphe les détails de
la méthode proposée, c’est une extension de la méthode pré-fenêtrée [45] appliqués
au cas de la prédiction linéaire 2D.
Pour deux vecteurs u ∈ Rα et v ∈ Rβ , on notera T[u, v] la matrice de Toeplitz
de dimension α × β dont la première colonne (resp. ligne) est égale à u (resp. vT ).
Pour une matrice A de dimension m× n, l’élément situé à l’intersection de la ligne
(i+1) et de la colonne (j+1) (0 ≤ i < m et 0 ≤ j < n) sera noté [A]i,j . Introduisons
le vecteur b0 = (0, . . . , 0,−1, b0,1, b0,2, . . . , b0,q)T de dimension 2q + 1, les p vecteurs
bh = (bh,−q, bh,−q+1, . . . , bh,q)T (1 ≤ h ≤ p) de dimension 2q + 1, les 2p+ 1 vecteurs
ah = (ah,−q, ah,−q+1, . . . , ah,q)T (−p ≤ h ≤ p) de dimension 2q + 1 et les vecteurs
b = (bT0 , b
T
1 , . . . , b
T
p )
T et a = (aT−p, aT−p+1, . . . , aTp )T .
Après la décomposition polyphase appliquée à l’image x(m,n) de dimensionM×
N , les images de sous-bandes x1(m,n) et x2(m,n) ont pour dimensions respectives
M1 ×N1 et M2 ×N2.
À la (m+1)ème ligne du signal de sous-bande x2, associons les p+1 matrices de
Toeplitz (0 ≤ h ≤ p)
Xh(m) = T[(x2(m− h, q), . . . , x2(m− h,N2 − 1))T ,
(x2(m− h, q), . . . , x2(m− h, 0), 0, . . . , 0)T ] (3.32)
de dimension (N2 − q)× (2q + 1) et la matrice bloc
X(m) = [ X0(m) X1(m) · · · Xp(m) ] (3.33)
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de dimension (N2 − q) × (2q + 1)(p + 1). De même, à la (m + 1)ème ligne du signal
x1 associons les 2p+ 1 matrices de Toeplitz (−p ≤ h ≤ p)
Yh(m) = T[(x1(m− h, q), . . . , x1(m− h,N2 − 1))T ,
(x1(m− h, q), . . . , x1(m− h, 0), 0, . . . , 0)T ] (3.34)
de dimension (N2 − q)× (2q + 1) et la matrice bloc
Y(m) = [ Y−p(m) Y−p+1(m) · · · Yp(m) ]
de dimension (N2 − q)× (2p+ 1)(2q + 1). Avec ces notations, l’erreur d’estimation
e(m) = (x2(m, 0)− xˆ2(m, 0), . . . ,
x2(m,N2 − q − 1)− xˆ2(m,N2 − q − 1))T
associée à la (m + 1)ème ligne de x2 vérifie la relation −e(m) = X(m) b +Y(m) a.
De plus, il résulte des relations (3.32) et (3.34) que
Yk(m) = Yk−1(m− 1) = Y0(m− k),
Xk(m) = Yk(m) = 0 (si m < k) et que pour 0 < k ≤ p et 0 ≤ m < M2 − p− 1
Xk(m) = Xk−1(m− 1) = X0(m− k). (3.35)
Les équations d’estimation donnent alors
− (e(0)T , e(1)T , . . . , e(M2 − p− 1)T )T = X b+Y a, (3.36)
avec les matrices Toeplitz par bloc X et Y, dont les premières colonnes sont respecti-
vement (X0(0)T ,X0(1)T , . . . ,X0(M2−p−1)T )T et (Y0(p)T ,Y0(p+1)T , . . . ,Y0(M2−
1)T )T et dont les premières lignes sont respectivement (X0(0),0, . . . ,0) et (Y0(p),Y0(p−
1), . . . , Y0(0), 0, . . . ,0). Puisque chaque bloc X0(k) ou Y0(k) est de Toeplitz, nous
pouvons remarquer que les matrices X et Y sont à la fois de Toeplitz et Toeplitz
par bloc. Les coefficients optimaux du filtre sont solutions des équations de Yule-
Walker [53] que l’on peut écrire
(bT , aT )C = (0T ,−W, 0T ),
où
C =
[
X Y
]T [
X Y
]
=
[
XTX XTY
YTX YTY
]
(3.37)
est une matrice symétrique d’ordre ω′ = (2q + 1)(3p + 2) + 1. Puisque les p + 1
premières composantes de b sont connues, la dimension effective du système est
ω = 6pq+3p+3q+2. Toutefois, il est plus rapide de calculer d’abord l’entière matrice
C puis d’en extraire la matrice du système, que de calculer directement cette dernière.
La relation (3.36) diffère des équations bien connues rencontrées avec la méthode
préfenêtrée [45] [53] à cause des termes supplémentaires Ya. Par conséquent, le rang
de déplacement de la matrice C ne vaut pas 1 [45]. Mais les éléments de C ont encore
une grande redondance et le raisonnement présenté dans [61] peut s’adapter à cette
matrice.
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Pour être bref, seules les relations qui permettent de calculer le bloc XTX de C
sont données. Le même raisonnement pourra être effectué pour les autres blocs. Il
résulte des équations (3.36) et (3.33) que
XTX =
M2−p−1∑
m=0
X(m)TX(m) =
[
M2−p−1∑
m=0
Xk(m)TX`(m)
]
(pour 0 ≤ k, ` < p), où la dernière expression est une représentation par bloc de
XTX. Soit
Tk,` =
M2−p−1∑
m=0
Xk(m)TX`(m) (0 ≤ k, ` < p)
le bloc de dimension (2q + 1)× (2q + 1). On a TTk,` = T`,k. La relation (3.35) donne
Tk,` = Tk−1,`−1 −X0(M2 − p− k)TX0(M2 − p− `)
pour 1 ≤ k ≤ ` ≤ p. Il résulte directement de (3.32) que X0(m − k)TX0(m − `)
(0 ≤ k ≤ ` ≤ p et ` ≤ m < M2 − p) a un rang de déplacement de 2. Par conséquent,
pour 0 ≤ ` ≤ p, on a
[T0,`]i,j = [T0,`]i−1,j−1 +
M2−p−1X
m=`
x2(m, q − i)x2(m− `, q − j)
−
M2−p−1X
m=`
x2(m,N2 − i)x2(m− `,N2 − j).
En conclusion, le calcul d’un bloc nécessite (en additions et multiplications) :
– O(N2) opérations pour Tk,` avec 0 ≤ k ≤ ` ≤ p,
– 2(4q + 1)M2N2 + o(M2N2) opérations pour T0,` avec p ≥ ` ≥ 1,
– 2(2q + 1)M2N2 + o(M2N2) opérations pour T0,0,
et le calcul de XTX nécessite 2[(4q + 1)p+ 2q + 1]M2N2 + o(M2N2) opérations. De
même, le calcul de XTY nécessite 2(4q + 1)(3p + 1) + o(M2N2) opérations et celui
de YTY 2[(4q + 1)2p + 2q + 1]M2N2 + o(M2N2) opérations. Enfin, le calcul de C
coûte 2[2(4q + 1)(3p+ 1) + 1]M2N2 + o(M2N2) opérations.
3.5 Méthode d’adaptation locale (LAE)
3.5.1 Choix du critère
Le signal d’entrée est supposé être une réalisation d’un processus aléatoire bi-
dimensionnel aux statistiques d’ordres 1 et 2 localement stationnaires. Nous appli-
quons alors les moindres carrés adaptatifs. Pour cela, nous introduisons un facteur
d’oubli α, 0 < α ¿ 1, et le critère à minimiser (estimation locale de la variance du
résidu de prédiction) vaut
J2(m,n) =
m−1∑
i=1
N2∑
j=1
αN2(m−i)+n−jxh(i, j)2 +
n∑
i=1
αn−jxh(m, j)2 (3.38)
avec
xh(i, j) = x2(i, j)− cT (m,n)y(i, j). (3.39)
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Remarquons que, dans cette relation, nous avons utilisé l’indice (m,n) pour le vecteur
c et l’indice (i, j) pour les autres variables. C’est dû à la nature de notre optimisation :
pour chaque (m,n), c(m,n) dépend de y(i, j) et x2(i, j) pour 1 6 i 6 m et 1 6 j 6 n.
La manière avec laquelle est appliqué le facteur d’oubli est propre à la méthode de
balayage de l’image (de gauche à droite et de haut en bas).
Comme nous l’avons déjà dit, pour la méthode LAE des sous-ensembles de ∆1
et ∆2 sont utilisés. En général dans une image, les pixels qui contiennent le plus
d’information pour estimer le pixel courant sont ses plus proches voisins. Il est donc
naturel de réordonner les composantes des vecteurs y
1
(m,n) et y
2
(m,n), de telle
sorte que leur ordre d’apparition soit une fonction croissante de la distance au pixel
courant. Ainsi, seuls r1 coefficients de ∆1 sont retenus, ceux numérotés de 1 à r1 dans
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Fig. 3.6 – Ordre d’apparition des échantillons dans le vecteur observation pour p ≤ 3, à
gauche dans ∆1, à droite ∆2 (méthode LAE).
le schéma de gauche de la figure 3.6, et seuls r2 coefficients de ∆2 sont retenus, ceux
numérotés de 1 à r2 sur le schéma de droite de la figure 3.6. Cela permet de diminuer
l’ordre des filtres et par conséquent le temps de calcul sans réduire les performances.
En injectant (3.39) dans (3.38), le critère J2 peut s’écrire comme suit :
J2(m,n) = κ(m,n)− 2cT (m,n)Θ(m,n) + cT (m,n)Φ(m,n)cT (m,n) (3.40)
avec
κ(m,n) =
m−1∑
i=1
N2∑
j=1
αN2(m−i)+n−jx2(i, j)2 +
n∑
j=1
αn−jx2(m, j)2 (3.41)
Θ(m,n) =
m−1∑
i=1
N2∑
j=1
αN2(m−i)+n−jx2(i, j)y(i, j) +
n∑
j=1
αn−jx2(m, j)y(m, j) (3.42)
et
Φ(m,n) =
m−1∑
i=1
N2∑
j=1
αN2(m−i)+n−jy(i, j)y(i, j)T +
n∑
j=1
αn−jy(m, j)y(m, j)T . (3.43)
Le critère J2(m,n) peut maintenant être minimisé en annulant ses dérivées partielles
par rapport à c(m,n) :
∂J2(m,n)
∂c(m,n)
= −2Θ(m,n) + 2Φ(m,n)c(m,n). (3.44)
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Nous obtenons les équations de Yule-Walker :
Φ(m,n)c(m,n) = Θ(m,n) (3.45)
ayant pour solution
cˆ(m,n) = Φ(m,n)−1Θ(m,n) (3.46)
Des relations (3.42) et (3.43) nous déduisons les expressions récursives suivantes
Φ(m,n) = αΦ(m,n− 1) + y(m,n)yT (m,n) (3.47)
et
Θ(m,n) = αΘ(m,n− 1) + x2(m,n)yT (m,n). (3.48)
La méthode des moindres carrés adaptatifs donne une expression de Φ−1(m,n) en
fonction deΦ−1(m,n−1) de sorte que l’équation (3.45) soit résolue sans avoir recours
à l’inversion de la matrice Φ(m,n) à chaque étape (m,n). Pour cela, nous utilisons
le lemme d’inversion matricielle,(
S−1 +UVUT
)−1
= S− SU[V +UTSU]−1UTS,
pour
R = Φ(m,n), S−1 = αΦ−1(m,n− 1), U = Y (m,n), V−1 = 1
ce qui donne
Φ−1(m,n) = α−1Φ−1(m,n−1)−α
−1Φ−1(m,n− 1)Y (m,n)Y T (m,n)Φ−1(m,n− 1)
α+ Y T (m,n)Φ−1(m,n− 1)Y (m,n)
(3.49)
Cette relation nécessite une valeur initiale Φ(1, 1) afin de commencer la récursion.
La manière la plus simple est de la prendre égale à δI, où δ est une constante de
petite valeur. Soit le vecteur g(m,n) donné par
g(m,n) =
Φ−1(m,n− 1)Y (m,n)
α+ Y T (m,n)Φ−1(m,n− 1)Y (m,n) (3.50)
l’équation (3.49) devient
Φ−1(m,n) = α−1Φ−1(m,n− 1)− α−1g(m,n)Y T (m,n)Φ−1(m,n− 1) (3.51)
et l’équation (3.50) peut être réarrangée pour avoir
g(m,n) = Φ−1(m,n)Y (m,n) (3.52)
ce vecteur est appelé le gain d’adaptation car il apparaît comme gain appliqué à
l’erreur de prédiction dans l’équation de mise à jour de cˆ
cˆ(m,n) = cˆ(m,n− 1) + g(m,n) [x2(m,n)− cˆT (m,n− 1)y(m,n)] . (3.53)
Nous pouvons maintenant résumer la procédure de décomposition adaptative.
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3.5.2 Algorithme de décomposition
Décomposition polyphase du signal 2D d’entrée en deux signaux x1, x2
Initialisations
c = [1, 0, . . . , 0]T ∈ Rr1+r2
Φ−1 = δ−1I, 0 < δ ¿ 1.
α, facteur d’oubli
Pour m = 1, 2, . . .
Pour n = 1, 2, . . .
construire le vecteur y
1
(m,n).
construire le vecteur y
2
(m,n).
construire le vecteur observation y(m,n) = [yT
1
(m,n), yT
2
(m,n)]T
x`(m,n) = x1(m,n)
xh(m,n) = x2(m,n)− cT y(m,n)
Φ−1 = α−1Φ−1 − [α−1Φ−1y(m,n)y(m,n)TΦ−1] / [α+ y(m,n)TΦ−1y(m,n)]
g(m,n) = Φ−1y(m,n)
c = c+ g(m,n)xh(m,n)
fin boucle n
fin boucle m
La complexité3 de la méthode LAE est en O(M2N2(r1 + r2)2) [53] pour un niveau
de décomposition. Notons que cette procédure de décomposition utilise l’algorithme
des moindres carrés adaptatif unidimensionnel [15, 53]. La construction du vecteur
observation y(m,n) dans lequel est réarrangé le voisinage bi-dimensionnel de l’échan-
tillon x2(m,n) donne à cet algorithme un caractère 2D, c’est pour cette raison que
nous gardons les indices (m,n) dans la notation des vecteurs.
3.6 Application à des signaux synthétiques
3.6.1 Construction des signaux
Deux groupes de signaux 2-D synthétiques gaussiens, codés sur 8 bits, sont utilisés
dans les tests qui suivent. Le premier groupe est composé de 8 signaux AR-2D de
dimension 512 × 512 et globalement stationnaires. La moitié de ces signaux sont
générés selon un modèle AR-2D avec une causalité quart-plan et l’autre moitié avec
une causalité demi-plan non-symétrique. Il sont présentés figure 3.7.
Le second groupe est un ensemble de 8 images de dimension 512× 512, dont les
différentes zones qui les composent sont des motifs AR-2D simulant une stationnarité
locale (c’est-à-dire par zone). Les textures des différentes zones ont été générées
suivant des modèles AR-2D avec causalité quart-plan ou demi-plan non-symétrique
(choisie au hasard). Ils sont montrés à la figure 3.7.
3Nous n’avons pas implanté une version rapide (voir [66]) de l’algorithme des moindres carrés
adaptatifs.
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WSS_1 WSS_2 WSS_3 WSS_4
(810,59 ; 6,84) (886,15 ; 6,94) (767,72 ; 6,84) (790,09 ; 6,86)
WSS_5 WSS_6 WSS_7 WSS_8
(841,78 ; 6,90) (850,86 ; 6,91) (759,35 ; 6,82) (708,34 ; 6,78)
Loc_WSS_1 Loc_WSS_2 Loc_WSS_3 Loc_WSS_4
(867,85 ; 6,93) (948,81 ; 6,99) (889.59 ; 6,94) (811,18 ; 6.88)
Loc_WSS_5 Loc_WSS_6 Loc_WSS_7 Loc_WSS_8
(926,25 ; 6,97) (849,19 ; 6,91) (763,39 ; 6,83) (973,22 ; 7,01)
Fig. 3.7 – Signaux 2-D synthétiques, globalement stationnaires (deux lignes du haut) et
localement stationnaires (deux lignes du bas). Sur la première ligne la causalité du modèle
est demi-plan non symétrique et sur la seconde quart-plan. Sur les deux dernières lignes, la
causalité est quart-plan ou demi plan non symétrique par zone (ce choix est fait au hasard).
Les valeurs indiquées sous chaque image son respectivement sa variance et sont entropie
d’ordre 1.
3.6.2 Résultats
Dans ce paragraphe, nous comparons, pour chaque signal synthétique ci-dessus,
la variance et l’entropie d’ordre 1 de l’image de sous-bandes xh, issue de la version
réversible du schéma de la figure 3.4 (voir § 3.3.3), avec les méthodes GAE (p = 3,
q = 3, sous-échantillonnage séparable), LAE (r1 = 16, r2 = 8, α = 0, 9995, sous-
échantillonnage séparable), les décompositions en ondelette (9,7) et (5,3) de Daube-
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chies et la méthode de Gerek & Çetin [46, 47], décrite plus haut. Les tableaux 3.1 à
3.4 présentent les performances des différentes décompositions testées.
Pour ces deux types de signaux, les performances des décompositions GAE et
LAE sont bien supérieures à celles des autres décompositions et très proches entre
elles. En moyenne 0,5 bpp pour les signaux globalement WSS ou 0,7 bpp pour ceux lo-
calement WSS de moins que la meilleure des autres décompositions. Nous constatons
aussi, et c’est ce qui était attendu, que pour les signaux globalement stationnaires
la méthode GAE donne des résultats légèrement meilleurs que LAE et que pour les
signaux localement stationnaires c’est la méthode LAE qui devance légèrement GAE.
Nous constatons également que l’ajout du filtre B(z1, z2) améliore sensiblement
(de 0,6 bpp ou 0,7 bpp en moyenne) les performances du lifting scheme adapté, grâce
à la comparaison avec la méthode de Gerek & Çetin.
GAE LAE Gerek et al. (9,7) (5,3)
WSS_1 108,08 112,84 185,08 216,5 325,72
WSS_2 181,05 185,66 231,69 359,2 548,13
WSS_3 189,50 195,35 324,65 355,7 542,12
WSS_4 278,43 287,38 509,71 555,5 849,29
WSS_5 143,38 146,77 271,35 269,6 404,81
WSS_6 176,45 189,09 315,61 364,6 556,35
WSS_7 172,06 176,28 304,69 366,8 559,34
WSS_8 194,78 199,63 353,74 401,7 613,96
Tab. 3.1 – Variance du signal de sous-bande la xh pour différentes décompositions en lifting
scheme. Les signaux d’entrée WSS_1 à WSS_8 sont décrits au § 3.6.1.
GAE LAE Gerek et al. (9,7) (5,3)
WSS_1 5,42 5,44 5,81 5,93 6,22
WSS_2 5,80 5,81 6,21 6,29 6,59
WSS_3 5,83 5,85 6,20 6,28 6,58
WSS_4 6,11 6,13 6,54 6,60 6,91
WSS_5 5,63 5,64 6,08 6,08 6,38
WSS_6 5,78 5,80 6,19 6,30 6,61
WSS_7 5,76 5,78 6,17 6,31 6,61
WSS_8 5,85 5,87 6,27 6,37 6,68
moyenne 5,77 5,79 6,18 6,27 6,57
Tab. 3.2 – Entropie d’ordre 1 du signal de la sous-bande xh pour les différentes décompo-
sitions en lifting scheme. Les signaux d’entrée WSS_1 à WSS_8 sont décrits au § 3.6.1.
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GAE LAE Gerek et al. (9,7) (5,3)
Loc_WSS_1 129,02 127,36 337,76 418,8 639,98
Loc_WSS_2 123,97 117,76 344,49 409,9 631,33
Loc_WSS_3 141,42 141,58 356,79 471,3 719,10
Loc_WSS_4 108,58 103,03 291,49 351,1 537,72
Loc_WSS_5 79,43 77,56 236,31 248,1 380,69
Loc_WSS_6 115,54 116,45 310,67 369,7 565,62
Loc_WSS_7 112,46 110,14 303,58 357,1 546,03
Loc_WSS_8 105,94 104,10 263,10 379,5 581,45
Tab. 3.3 – Variance du signal de sous-bande xh pour différentes décompositions en lifting
scheme. Les signaux d’entrée Loc_WSS_1 à Loc_WSS_8 sont décrits au § 3.6.1.
GAE LAE Gerek et al. (9,7) (5,3)
Loc_WSS_1 5,55 5,54 6,23 6,40 6,70
Loc_WSS_2 5,51 5,46 6,22 6,36 6,68
Loc_WSS_3 5,61 5,60 6,27 6,47 6,77
Loc_WSS_4 5,42 5,38 6,13 6,26 6,56
Loc_WSS_5 5,14 5,12 5,89 5,97 6,28
Loc_WSS_6 5,46 5,44 6,17 6,29 6,60
Loc_WSS_7 5,44 5,43 6,15 6,27 6,58
Loc_WSS_8 5,41 5,39 6,06 6,32 6,63
moyenne 5,44 5,42 6,14 6,29 6,60
Tab. 3.4 – Entropie d’ordre 1 du signal de la sous-bande xh pour différentes décompositions
en lifting scheme. Les signaux d’entrée Loc_WSS_1 à Loc_WSS_8 sont décrits au § 3.6.1.
3.7 Conclusion
Dans ce chapitre, nous avons généralisé la structure de bancs de filtres en lifting
scheme, en introduisant un deuxième filtre prédicteur dans l’étape de prédiction,
pour exploiter toute l’information disponible au décodeur. Le critère retenu pour
ajuster les coefficients des filtres consiste à minimiser la variance de la sous-bande
haute fréquence. Nous avons justifié le choix de ce critère pour des signaux gaussiens
et le codage sans perte. Deux méthodes d’adaptation ont été proposées. La première
(GAE) suppose une stationnarité au sens large du signal d’entrée sur la totalité de son
horizon d’observation. La seconde (LAE) ne suppose qu’une stationnarité (au sens
large) locale. Dans ce dernier cas, les filtres prédicteurs sont adaptatifs. Nous avons
montré sur des signaux synthétiques gaussiens à stationnarités locale et globale, que
les nouvelles méthodes offrent en moyenne un gain de codage de 0,5 bpp (GAE) et
0,8 bpp (LAE) par rapport à la décomposition en ondelette (9,7), de 0,8 bpp (GAE)
et 1,11 bpp (LAE) par rapport à la (5,3) et de 0,41 bpp (GAE) et 0,65 bpp (LAE)
par rapport à la méthode de Gerek et Çetin [46].
Au chapitre suivant nous évaluons les performances des décompositions GAE et
3.7 Conclusion 73
LAE sur des images réelles.
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CHAPITRE 4
Application à la compression sans perte
des images réelles
4.1 Introduction
Dans ce chapitre, nous adoptons les notations de la figure 4.1 à la place de celles
de la figure 3.5. Cela revient à remplacer partout le symbole x par la lettre I (pour
image). De plus, la fonction de transfert du quadripole ayant pour entrées I1, I2 et
pour sorties I`, Ih est notée E1(z1, z2). Nous nous intéressons aux résultats de co-
dage sans perte obtenus par les méthodes GAE et LAE sur des images réelles. Nous
étudions quatre classes d’images, toutes codées sur 8 bits (256 niveaux de gris) :
naturelles, IRM médicales, satellitaires1, et enfin empreintes digitales et textures.
L’annexe B donne le descriptif de ces images. Nous commençons par décrire l’ajus-
tement des paramètres (ordres des filtres, facteur d’oubli,...) que nous avons choisi
par famille d’images.
4.2 Ajustement des paramètres par famille d’images
4.2.1 La méthode GAE
Les performances de la décomposition dépendent de paramètres, comme le type
de sous-échantillonnage utilisé et les ordres des filtres prédicteurs.
4.2.1.1 Choix du type de sous-échantillonnage
Nous avons implanté et testé les deux types de sous-échantillonnage pour la
décomposition polyphase, séparable et en quinconce. Le meilleur des deux dépend
1Parmi les images satellitaires les images Sanfransisco, Okland et Moissac sont à la base des
images en trois composantes RVB. Chacune des ces dernières est codée sur 8 bits. Les versions
niveaux de gris de ces images sont générées en calculant la moyenne des trois composantes. Les
images satellitaires ont été fournies gracieusement par le Centre National d’Études Spatiales (CNES)
et la société SPOT Image.
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Fig. 4.1 – Un niveau de décomposition d’un image avec le lifting scheme généralisé adapté.
de l’image. Nous avons donc gardé les deux types et aucun n’est significativement
plus performant que l’autre.
4.2.1.2 Choix des ordres des filtres
Le choix des ordres p et q des filtres A(z1, z2) et B(z1, z2) dépend de l’intercor-
rélation entre I1 et I2 d’une part, et de l’autocorrélation de I2 d’autre part. Pour
étudier le comportement de la méthode GAE, nous avons tracé les coefficients de
corrélation entre les différentes sous-bandes, pour chaque niveau de décomposition,
en faisant varier l’ordre du filtre.
La fonction d’intercorrélation (ou d’intercovariance)
γI1I2(u, v) = E[I1(m+ u, n+ v)I2(m,n)] (4.1)
est estimée avec l’estimateur biaisé
γˆI1I2(u, v) =
1
MN
N−|u|∑
m=1
M−|v|∑
n=1
I1(m+ |u|, n+ |v|)I2(m,n) (4.2)
où les images I1, I2 sont de taille M × N (si l’une d’elles est plus petite, elle sera
complétée par des zéros) et préalablement centrées. Il en est de même pour la fonc-
tion d’autocorrélation (où I1=I2). Les éléments de la matrice des coefficients de
corrélation estimés
ρˆI1I2(u, v) =
γˆI1I2(u, v)√
γˆI1I2(0, 0)γˆI1I2(0, 0)
(4.3)
sont tracés pour −20 6 u 6 20, et les 41 courbes obtenues quand −20 6 v 6 20
sont superposées dans un même graphe. Afin de faciliter l’analyse des courbes, nous
donnons dans le schéma suivant les notations pour chaque étape d’un niveau de
décomposition. Remarquons qu’ici, contrairement à la figure 4.1, une étape “predict”
est appliquée entre Ih1 et Ih2 pour obtenir Ihh et Ih`
I
decomp.poly.−−−−−−−−→ I1, I2 predict.−−−−−→ I`
decomp.poly.−−−−−−−−→ I`1, I`2 predict.−−−−−→ I``, I`h
Ih
decomp.poly.−−−−−−−−→ Ih1, Ih2 predict.−−−−−→ Ih`, Ihh
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En analysant les courbes obtenues, et comme attendu, nous constatons que l’étape
de prédiction décorrèle les composantes polyphases de l’image. Cela se voit sur la
première colonne de la figure 4.2 où sont tracées (du haut vers le bas) les coefficients
de corrélation entre I1 et I2, puis entre I` et Ih pour des filtres d’ordres croissants
(1, 1), (2, 2) et (3, 3). Lorsque l’ordre du filtre augmente la corrélation commence par
diminuer, puis se stabilise à partir d’un certain ordre, qui dépend de la résolution de I
(généralement (3, 3) pour une image I de dimension 512×512). Il est donc inutile de
choisir des ordres supérieurs à cette valeur. Il en est de même pour la corrélation entre
pixel de I2, qui devient Ih après l’étape de prédiction. Elle commence par diminuer
lorsque la prédiction est appliquée, et à partir d’une certaine valeur de l’ordre du
filtre, elle ne décroît plus, comme le montre la seconde colonne de la figure 4.2.
Lors de la décomposition de I` (I` → I`1, I`2 → I``, I`h), le même comporte-
ment est noté, à la différence près que l’ordre optimal est plus faible (généralement
(1, 1) pour une image I de dimension 512 × 512). Lorsque la sous-bande Ih est dé-
composée (Ih → Ih1, Ih2 → Ih`, Ihh), la diminution de corrélation due à l’étape de
prédiction n’est pas significative, comme le montre la figure 4.3. Et ceci, quelle que
soit la résolution de I. Cela est dû au fait qu’à l’issue de la première décomposition
(I → I1, I2 → I`, Ih) les pixels de l’images Ih sont déjà décorrélés. Par conséquent,
comme nous l’avons déjà dit, on peut s’affranchir de l’étape de prédiction dans la
décomposition de Ih et ne garder qu’un simple sous-échantillonnage.
Dans une décomposition multi-résolutions, au fur et à mesure que la taille de
l’image d’approximation diminue, les pixels voisins dans cette dernière sont de mois
en mois corrélés, car de plus en plus éloignés dans l’image d’origine. Cela se voit en
comparant les premières lignes des figures 4.2 et 4.4.
Lorsque la taille de l’image d’approximation devient petite, le prédicteur ne four-
nit pas une bonne estimation, car il n’y a pas assez d’échantillons pour estimer les
moments d’ordre deux. Dans ce cas il vaut mieux utiliser une autre technique comme,
par exemple, un prédicteur à coefficients fixes ou simplement la transformation S [92].
Nous verrons plus loin quelle stratégie adopter lorsque la taille de l’image d’approxi-
mation est petite. Pour des ordres de filtre supérieurs à (2, 2), la corrélation entre I`
et Ih reste presque inchangée (figure 4.4) sur l’image d’approximation de résolution
256×256. Enfin, pour les images d’approximation de résolutions inférieures ou égales
à 128× 128, un filtre d’ordre (1, 1) est suffisant comme le montre la figure 4.4. Pour
exploiter ce résultat, nous prendrons des ordres de filtres de plus en plus petits au
fur et à mesure que le niveau de la décomposition augmentera.
De plus, nous avons calculé l’entropie du premier ordre moyenne de l’image trans-
formée en fonction de l’ordre du filtre, et nous avons remarqué que celui qui donne la
plus petite entropie varie d’une image à l’autre. Mais pour une même classe d’images,
l’ordre optimal est généralement le même. Pour les images naturelles par exemple,
l’ordre (2, 2) est un bon compromis entre la performance et la complexité. Pour les
images IRM, qui sont lisses, l’ordre (1, 1) est le meilleur choix.
4.2.1.3 Nombre de niveaux de décomposition
Pour disposer de suffisamment d’échantillons pour estimer les moments d’ordre
deux dans les sous-bandes, nous imposons à celle de plus basse résolution d’être de
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Fig. 4.2 – De gauche à droite et de haut en bas : coefficients de corrélation entre I1 et
I2, coefficients de corrélation entre pixels de I2, coefficients de corrélation entre I` et Ih,
coefficients de corrélation entre pixels de Ih (la valeur 1 est omise) pour des filtres d’ordre
(1, 1), (2, 2), (3, 3) appliqués à l’image Lena 512× 512.
dimension 32× 32
4.2.1.4 Utilisation de la transformation S (décomposition SGAE)
L’opération de sous-échantillonnage seule (i.e., associée à aucun filtre passe-bas),
pour la construction de la sous-bande d’approximation, introduit des artefacts (dus
au recouvrement du spectre, les hypothèses du théorème d’échantillonnage de Shan-
non n’étant plus satisfaites), qui deviennent gênants quand la résolution de l’image
d’approximation descend en dessous d’une valeur (de l’ordre de 128×128 à 256×256
suivant la classe d’images). Pour permettre un codage progressif en résolution, nous
avons choisi d’utiliser le filtre passe bas à coefficients fixes de la transformation S
comme étape “Update” du lifting scheme généralisé (voir la figure 4.5).
La transformation S est simple et peut être calculée d’une manière très optimisée.
Elle est donnée par les équations suivantes [28]
I
(1)
h (i, j) = I2(i, j)− I1(i, j) (4.4)
I`(i, j) = I1 + bI(1)h (i, j)/2c. (4.5)
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(p, q) = (1, 1) (p, q) = (3, 3)
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Fig. 4.3 – De gauche à droite et de haut en bas : coefficients de corrélation entre Ih1 et
Ih2, coefficients de corrélation entre pixels de Ih2 (la valeur 1 est omise), coefficients de
corrélation entre Ih` et Ihh et coefficients de corrélation entre pixels de Ihh (on a enlevé la
valeur 1), pour Lena 512× 512 et (p, q) = (1, 1), (3, 3).
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Fig. 4.4 – De gauche à droite et de haut en bas : coefficients de corrélation entre I1 et
I2, coefficients de corrélation entre pixels de I2, coefficients de corrélation entre I` et Ih,
coefficients de corrélation entre pixels deIh (la valeur 1 est omise) pour des filtres d’ordre
(1, 1) et (2, 2) appliqués aux images de sous-bande d’approximation de résolution 256× 256
et 128× 128 de l’image Lena.
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Fig. 4.5 – Utilisation de la transformation S.
L’image de sous-bande Ih est alors donnée par
Ih(i, j) = I
(1)
h (i, j)−
 ∑
(h,k)∈∆1
ahkI`(i− h, j − k) +
∑
(h,k)∈∆2
bhkI
(1)
h (i− h, j − k) + 1/2

(4.6)
et celle d’approximation par l’équation (4.5). Cette décomposition sera appelée SGAE
dans la suite.
En analysant les résultats du tableau 4.1, nous constatons que la méthode SGAE
donne en général une entropie moyenne légèrement inférieure à celle de la méthode
GAE. Cela peut s’expliquer par le fait qu’il y a plus de corrélation entre les pixels de
l’image d’approximation pour la méthode SGAE. Cette corrélation rend plus efficace
l’étape de prédiction et par conséquent le codage.
4.2.1.5 La méthode GAE améliorée (GAEa)
Nous avons constaté sur les figures 4.2 et 4.4, que plus le niveau de décomposition
augmente, moins les pixels de l’image de la sous-bande basse résolution sont corrélés
entre eux et l’adaptation des coefficients des filtres A(z1, z2) et B(z1, z2) devient
moins efficace. C’est également ce que nous avons observé sur les estimations de
débit par l’entropie d’ordre 1 moyenne. Donc, pour améliorer la méthode GAE, nous
l’avons modifiée de la façon suivante : les ordres (p, q) des filtres A(z1, z2) et B(z1, z2)
sont adaptés à la résolution de la sous-bande et à la classe de l’image2. Pour les sous-
bandes d’approximation de petites dimensions (inférieures à 64 × 64), l’estimation
Iˆ2 de I2 est une approximation non-linéaire de I1(i, j), obtenue sans filtrage par un
procédé voisin3 de la méthode LAR (Locally Adaptive Resolution) introduite par
2Plus précisément, pour chaque classe d’images et pour chaque niveau de décomposition, les
valeurs des paramètres (ordres des filtres, type de sous-échantillonnage, application ou non de la
transformation S) sont optimisées en choisissant dans un dictionnaire (qui dépend de la classe et
du niveau de décomposition) celles qui minimisent la taille du flot de bits (obtenu avec le codeur
arithmétique adaptatif proposé par Said et Pearlman sur le site [1]).
3Ce procédé consiste, après la décomposition polyphase appliquée à I (attention, ici l’image I
décomposée est une sous-bande basse résolution de petite dimension de l’image à coder), à faire une
partition de la sous-bande I1 en zones homogènes. Cette partition permet de construire l’estimation
Iˆ2 en donnant pour valeur commune aux pixels d’une même zone homogène, la valeur moyenne des
pixels de I1 appartenant à la zone en question.
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Image/(p, q) (1,1) (2,2) (3,3)
GAE SGAE GAE SGAE GAE SGAE
Lena 4,37 4,34 4,36 4,33 4,37 4,33
Goldhill 4,85 4,84 4,83 4,82 4,82 4,81
Barbara 4,92 4,81 4,81 4,73 4,76 4,69
F16 4,19 4,18 4,19 4,18 4,20 4,18
Mandrill 6,15 6,09 6,13 6,07 6,13 6,07
Peppers 4,67 4,59 4,65 4,59 4,64 4,58
IRM1 2,73 3,23 2,93 3,16 3,03 3,23
IRM2 2,88 3,27 2,86 3,13 2,78 3,00
IRM3 5,04 5,01 4,97 4,94 4,91 4,88
IRM4 4,45 4,51 4,43 4,46 4,43 4,45
IRM5 4,29 4,30 4,40 4,35 4,40 4,35
IRM6 3,36 2,86 2,49 2,71 3,47 3,71
Pentagone 5,30 5,27 5,30 5,27 5,30 5,27
Sanfrancisco 4,89 4,86 4,88 4,85 4,88 4,85
Okland 4,38 4,36 4,37 4,36 4,37 4,35
Toul 5,09 5,10 5,05 5,06 5,05 5,06
Gênes 4,22 4,26 4,21 4,24 4,21 4,24
Airplane 4,47 4,49 4,46 4,48 4,46 4,48
Airport 5,24 5,25 5,23 5,22 5,22 5,21
Finger1 4,50 4,49 4,37 4,36 4,34 4,33
Finger2 4,00 3,99 3,93 3,91 3,91 3,89
Finger3 4,49 4,49 4,40 4,39 4,37 4,36
Tab. 4.1 – Comparaison des méthode GAE et SGAE : entropie du premier ordre moyenne
de l’image transformée en fonction de l’ordre (p, q) des filtres A et B, dans le cas d’un
sous-échantillonnage séparable.
Déforges et Ronsin [42]. Nous avons observé qu’en général, avec ce procédé, il est
intéressant d’augmenter le nombre de niveaux de décompositions jusqu’à des sous-
bandes de dimension 16×16 ou 32×32. Par ailleurs, ayant remarqué que l’application
de la transformation S n’améliore pas le codage quand la résolution de la sous-bande
est supérieure à 256×256, nous ne l’appliquons pas aux sous-bandes dont la dimension
dépasse 256 × 256. Dans la perspective d’un codage progressif en résolution, nous
avons observé également que les artefacts dus au repliement de spectre ne sont pas
gênants à l’œil, tant que la résolution de l’image d’approximation est supérieure
(voire égale) à 256×256. La version améliorée de la méthode GAE sera notée GAEa
dans la suite.
4.2.1.6 En-tête du flot de bits
Au niveau du décodeur, un certain nombre de paramètres, à savoir, les dimensions
N , M de l’image I, les ordres des filtres, leurs coefficients, la moyenne de l’image
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originale, le nombre de niveaux de décomposition, un booléen précisant le type de
sous-échantillonnage employé (séparable ou en quinconce) et un autre indiquant si la
transformation S a été utilisée ou non, doivent être connus4 pour reconstruire l’image.
Ces paramètres sont transmis comme en-tête dans le flot de bits. Pour réduire la
taille mémoire nécessaire au codage de l’en-tête, nous avons tronqué les coefficients
des filtres A(z1, z2) et B(z1, z2) (avant d’appliquer la décomposition) en ne gardant
que quelques digits après la virgule : un coefficient a est remplacé par
aˆ = ba ∗ 10S + 0, 5c/10S (4.7)
(dans nos expérimentations, S vaut 6). La taille de l’en-tête est négligeable par
rapport à la taille du flot de bits total.
4.2.2 La méthode LAE
Dans ce paragraphe, nous comparons les performances en codage de l’algorithmes
des moindres carrés adaptatifs à celles du gradient stochastique normalisé pour
l’adaptation des filtres. De plus, pour le traitement au bord de l’image, différents
prolongements sont étudiés, ainsi que l’influence de divers paramètres, comme les
ordres r1 et r2 des filtres.
4.2.3 Choix de l’algorithme d’adaptation
Pour du codage sans perte, nous comparons l’algorithme des moindres carrés
adaptatifs (MCA) à celui du gradient stochastique normalisé (GSN). Le facteur d’ou-
bli α de l’algorithme des moindres carrés adaptatifs est fixé à 0,9995 (nous justifierons
au § 4.2.3.4 le choix de cette valeur), et le paramètre µ de l’algorithme du gradient
normalisé est adaptatif, sa valeur variant en fonction de la différence entre les valeurs,
maximale et minimale, du vecteur observation [47]. La figure 4.6 montre la variation
de l’erreur quadratique moyenne courante, calculée suivant la relation
EQM(i, j) =
1
M2(i− 1) + j
(
i−1∑
k=1
M2∑
l=1
∣∣∣I2(k, l)− Iˆ2(k, l)∣∣∣2+ j∑
l=1
∣∣∣I2(i, l)− Iˆ2(i, l)∣∣∣2)
(4.8)
où M2 est le nombre de colonnes de I2. Autrement dit, en introduisant le nombre
d’itérations n =M2(i− 1) + j et le signal mono-dimensionnel x (resp. xˆ) obtenu en
parcourant l’image I2 (resp. Iˆ2) de gauche à droite et de haut en bas : pour tous k,
` tels que 1 ≤ k ≤ N2 et 1 ≤ ` ≤M2,
x [M2(k − 1) + `] = I2(k, `) (resp. xˆ [M2(k − 1) + `] = Iˆ2(k, `)), (4.9)
l’équation (4.8) devient
EQM(n) =
1
n
n∑
k=1
|x(k)− xˆ(k)|2, (4.10)
4Pour la version « améliorée » GAEa décrite ci-dessus, d’autres paramètres sont mis dans l’en-
tête, pour réduire la taille mémoire nécessaire à son codage, sachant que le décodeur dispose des
mêmes dictionnaires (voir la note de bas de page 2) que le codeur.
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et le graphe de la fonction EQM(n) est donné à la figure 4.6. Ce graphe montre d’une
part qu’en régime permanent MCA donne une EQM 60% (environ) plus petite que
GSN et d’autre part que MCA converge beaucoup plus vite que GSN. Cette dernière
propriété est importante, notamment quand il s’agit de signaux non stationnaires,
tels que les images. Cela se traduit par un nombre minimal d’échantillons de grande
énergie à proximité des contours, et donc par une réduction du coût de codage. En
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Fig. 4.6 – Erreur quadratique moyenne de prédiction, donnée à la relation (4.10) d’un signal
de 217 échantillons, pour l’algorithme (MCA) (λ = 0, 9995) et pour l’algorithme (GSN)(µ
est adaptatif). Les signaux tests sont issus de l’image Lena.
outre, les performances de codage dépendent de la variance de l’image d’erreur Ih.
La figure 4.7 montre la variance locale de l’erreur d’estimation, définie par la
relation
Var(n) =
1
15
7∑
k=−7
|x(n+ k)− xˆ(n+ k)|2, (4.11)
pour les algorithmes MCA (courbe rouge) et GSN (courbe bleue). Nous remarquons
que la variance locale est plus petite pour le premier algorithme et qu’autour des
variations brusques (contours), elle décroît plus rapidement avec l’algorithme MCA.
Dans le tableau 4.2 nous avons reporté la variance globale (définie page vii) et
l’entropie du premier ordre de l’image résiduelle Ih, pour six images naturelles. La
variance et l’entropie sont plus petites avec l’algorithme MCA avec un gain d’environ
0,3 bpp quelle que soit l’image.
Une comparaison qualitative est présentée à la figure 4.8, montrant l’image à
estimer I2 et l’image de détails Ih pour les deux algorithmes. Cette image correspond
au plan de bits de plus fort poids de Lena. La comparaison qualitative porte sur une
image binaire pour avoir des contours nets. En faisant un zoom, on peut voir qu’il
y a plus de coefficients non nuls autour des contours avec l’algorithme du gradient
normalisé.
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Fig. 4.7 – Haut : variance locale de l’erreur d’estimation pour l’algorithme MCA (en rouge)
et l’algorithme GSN (en bleu). La courbe en vert représente le signal à estimer. Bas : zoom
sur une partie de la courbe du haut, montrant le comportement des deux algorithmes autour
de variations brusques du signal à estimer.
Entropie Variance
image GSN MCA GSN MCA
Lena 4,45 4,17 34,42 21,79
Goldhill 4,90 4,57 61,88 36,67
Barbara 4,93 4,59 74,33 42,41
F16 4,23 3,91 37,53 21,12
Mandrill 6,02 5,78 305,69 202,34
Peppers 4,83 4,54 77,79 37,88
Library 6,37 6,14 578,11 547,45
Tab. 4.2 – Entropie du premier ordre (bpp) et variance de l’image résiduelle Ih en utilisant
l’algorithme GSN et l’algorithme MCA.
4.2.3.1 Traitement des bords
Comme nous l’avons déjà dit, trois type d’extension sont possibles : prolongement
par des zéros, par symétrie miroir ou par périodisation. Pour quatre des six images
testées (voir le tableau 4.3), la variance et l’entropie du premier ordre de l’image
résiduelle Ih sont plus petites quand on emploie un prolongement symétrique (la
différence avec les autres extensions est généralement légère). L’extension par des
zéros est celle qui donne les plus grandes variances et entropies du premier ordre.
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Image à estimer MCA GSN
Image à estimer MCA GSN
Fig. 4.8 – Gauche : image I2 à estimer. Milieu : image de détails Ih, en utilisant l’algorithme
MCA. Droite : même sous-bande Ih avec l’algorithme GSN. Ligne du bas : zoom
Variance Entropie
Extension Extension
Image sym. périod. zéros sym. périod. zéros
Lena 21,47 21,51 23,33 4,11 4,11 4,17
Goldhill 36,03 36,07 37,51 4,51 4,52 4,54
Barbara 41,13 41,17 42,62 4,56 4,56 4,59
F16 19,49 19,63 15,17 3,85 3,85 3,72
Mandrill 202,75 210,82 209,58 5,73 5,73 5,76
Peppers 38,22 38,23 33,45 4,49 4,50 4,42
Tab. 4.3 – Entropie du premier ordre et variance de l’image résiduelle Ih, avec l’algorithme
MCA, pour les trois types d’extension (symétrique, périodique et par des zéros).
4.2.3.2 Choix du type de sous-échantillonnage
Dans le tableau 4.4 nous avons donné l’entropie moyenne et la variance de
l’image transformée par la méthode LAE. Selon ces résultats, le sous-échantillonnage
séparable est toujours plus performant que le sous-échantillonnage en quinconce
avec parfois des gains supérieurs à 0,5 bpp. Nous avons donc opté pour un sous-
échantillonnage toujours séparable dans la méthode LAE.
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Variance Entropie moyenne
Sous-échantillonnage Sous-échantillonnage
Image sép. quinc. sép. quinc.
Lena 71,63 96,52 4,32 4,49
Goldhill 88,92 225,92 4,80 4,96
Barbara 128,77 178,23 4,71 4,85
F16 110,71 163,89 4,20 4,39
Mandrill 439,18 502,38 6,10 6,25
Peppers 104,81 304,56 4,66 4,75
IRM1 396,22 2626,96 3,05 3,51
IRM2 101,79 138,21 2,98 3,56
IRM3 143,68 189,29 5,05 5,08
IRM4 282,81 812,39 4,37 4,42
IRM5 356,18 1590,02 4,00 4,59
IRM6 186,91 525,43 2,35 2,65
Pentagone 126,53 160,98 5,26 5,39
Sanfrancisco 74,97 133,93 4,84 4,99
Okland 40,98 48,31 4,36 4,49
Toulouse 177,53 204,34 5,08 5,38
Genes 81,56 114,68 4,22 4,55
Airplane 37,11 38,80 4,49 4,52
Airport 174,49 168,22 5,29 5,41
Finger1 145,85 213,10 4,33 4,87
Finger2 91,57 129,51 3,89 4,28
Finger3 119,35 213,16 4,36 4,81
Tab. 4.4 – Entropie moyenne (en bpp) et variance de l’image décomposée (méthode LAE),
pour les deux types de sous-échantillonnage séparable (sep.) et quinconce (quinc.). Les pa-
ramètres de la décomposition sont α = 0, 9995 et (r1, r2) = (16, 8).
4.2.3.3 Choix de l’ordre des filtres prédicteurs
Nous commençons par étudier l’influence du 2ème filtre B dans l’étape de prédic-
tion, puis nous recherchons les ordres (r1, r2) optimaux. L’introduction du deuxième
filtre B(z1, z2) améliore les performances de la prédiction. La variance et l’entropie
du premier ordre de l’image résiduelle Ih, avec ou sans le filtre B(z1, z2) sont données
au tableau 4.5, pour quelques images tests. Voir également la figure 4.9 qui donne la
taille du flot de bits (en utilisant le codeur entropique5 de Said et Pearlman) pour
l’image Finger1 avec ou sans le filtre B(z1, z2).
Les valeurs optimales des ordres dépendent de l’intercorrélation entre le para-
mètre à estimer (I2(i, j)) et le vecteur observation (Y (i, j)). Plusieurs travaux ont
été effectués pour la sélection de l’ordre optimal du modèle d’estimation [10, 11, 65].
Les techniques utilisées sont très gourmandes en temps de calcul [13]. Dans [13], Ak-
5Il s’agit du codeur arithmétique adaptatif de Said et Pearlman, disponible sur le site [1].
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Variance Entropie
image/filtres A et B A A et B A
Lena 21,47 36,12 4,11 4,30
Goldhill 36,03 66,42 4,51 4,80
Barbara 41,13 173,17 4,56 5,40
F16 19,49 80,74 3,85 4,01
Mandrill 202,75 230,45 5,73 5,82
Peppers 38,22 81,69 4,49 4,48
Tab. 4.5 – Entropie du premier ordre (en bpp) et variance de l’image résiduelle Ih avec
l’algorithme MCA, dans les cas de l’introduction du 2ème filtre B(z1, z2) ou non dans la
prédiction.
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sasse et al. proposent une technique d’estimation de l’ordre d’un modèle AR-2D et
traitent le cas d’une erreur d’estimation gaussienne. Suite aux expérimentations que
nous avons faites sur des données réelles, nous avons constaté que l’ordre du filtre qui
minimise la variance de l’erreur d’estimation varie sensiblement d’une classe d’images
à l’autre, et légèrement entre les images d’une même classe. Nous avons mesuré la
variance (définie, page vii) et l’entropie du premier ordre de l’image résiduelle Ih en
faisant varier les ordres respectifs r1 et r2 des filtres A(z1, z2) et B(z1, z2). Les images
testées sont des images naturelles (voir l’annexe B pour la description des images)
et IRM médicales.
Les figures 4.10 et 4.11 montrent les graphes des grandeurs mesurées en fonction
de r1 et r2. Pour l’ensemble des images testées les comportements de la variance et
de l’entropie d’ordre 1 de Ih en fonction de (r1, r2) sont similaires. Ces grandeurs
décroissent lorsque r1 et r2 augmentent, jusqu’à atteindre des valeurs optimales, à
partir de lesquelles les variations de la variance et de l’entropie sont négligeables.
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Ces valeur sont (r1, r2) = (8, 4) pour les images naturelles et (r1, r2) = (6, 2) pour
les images IRM médicales.
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Fig. 4.10 – Variance et entropie d’ordre 1 de l’image résiduelle Ih en fonction des nombres
de coefficients r1 et r2 des filtres A et B pour des images naturelles. Le facteur d’oubli vaut
α = 0, 9995, l’extension est symétrique et le sous-échantillonnage séparable.
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Fig. 4.11 – Même légende que la figure 4.10, pour des images médicales IRM.
La figure 4.9 montre les variations de la taille du flot de bits, obtenu avec un
codeur arithmétique adaptatif, en fonction des ordres r1 et r2 pour l’image Finger1.
4.2.3.4 Choix du facteur d’oubli
L’introduction d’un facteur d’oubli α permet d’accorder un poids plus important
aux échantillons plus proches, et ainsi de faire face à la dynamique du signal. Les
tableaux 4.6 et 4.7 donnent l’entropie du premier ordre et la variance de l’image
résiduelle Ih pour différentes images tests. Pour toutes ces images, la valeur optimale
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du facteur d’oubli (celle qui donne la plus petite entropie du premier ordre de l’image
résiduelle Ih) se situe entre 0, 999 et 1. La figure 4.12 donne un exemple de variation
de la variance et de l’entropie d’ordre 1 de Ih en fonction de α pour l’image Lena. Dans
nos simulations nous utilisons la valeur de α = 0, 9995, qui est un bon compromis.
En posant α = 1− ε avec 0 < ε¿ 1, un développement limité à l’ordre 1 donne
αn = (1− ε)n ' 1− nε, (4.12)
on peut donc considérer qu’après n = 1/ε itérations, l’erreur de prédiction est com-
plètement oubliée. Pour α = 0, 9995, on trouve n = 2000, ce qui correspond à
quelques lignes (de 4 à 8) de l’image I2.
Par ailleurs, puisque les images sont généralement constituées de larges zones de
textures séparées par des contours, le nombre de pixels appartenant aux contours,
pour lesquels α doit avoir une faible valeur, est largement inférieur au nombre de
pixels appartenant aux zones de textures, pour lesquelles α doit être proche de 1. Par
exemple, dans l’image Lena, seulement 3, 15% des pixels appartiennent aux contours.
Il pourrait être intéressant d’adopter une stratégie d’adaptation du facteur d’oubli
en fonction du fait que le pixel à estimer est dans une zone de contour ou une zone de
texture. Il existe dans la littérature des travaux concernant l’utilisation d’un facteur
d’oubli adaptatif [129], mais nous avons choisi un facteur fixe α = 0, 9995.
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Fig. 4.12 – Entropie d’ordre 1 et de variance en fonction du facteur d’oubli α, pour l’image
Lena. La valeur optimale se situe autour de α = 0, 9995.
4.2.3.5 En-tête du flot de bits
Contrairement à la méthode GAE, dans la méthode LAE, les coefficients des
filtres A et B sont recalculés au niveau du décodeur et il n’est donc pas nécessaire
de les transmettre, via le flot de bits, du codeur vers le décodeur. Seuls la dimension
de l’image, sa valeur moyenne et le nombre de niveaux de décomposition sont écrits
dans l’en-tête.
4.2.4 Complexité
Le tableau 4.8 donne les temps de codage et de décodage des différents codeurs
pour une image de résolution 512× 512. On peut remarquer que les méthodes adap-
temps LOCO CALIC JASP S+P GAE LAE
codage 0,12 0,21 0,40 0,36 3,19 3,27
décodage 0,11 0,26 0,37 0,35 0,46 3,20
Tab. 4.8 – Temps moyen, exprimé en secondes, de codage et de décodage. Les calculs ont
été faits sur un PC PIII 700 MHz, ayant 256Mb RAM pour des images de dimension
512× 512× 8.
tatives ont un temps de codage significativement plus élevé que les autres méthodes
et que la méthode GAE a grosso modo le même temps de décodage que les autres
codecs.
4.3 Performances en compression sans perte
4.3.1 Avec mesure de débit par entropie d’ordre 1
Nous commençons par analyser les méthodes proposées LAE, GAE et SGAE
(variante de la méthode GAE, cf. §4.2.1.4) seules, c’est-à-dire sans appliquer de
codeur entropique. Pour cela nous prenons l’entropie du premier ordre moyenne
(définie page viii) comme mesure de débit et nous le comparons à celui obtenu avec
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d’autres transformations en ondelette d’entiers en entiers [28] : la transformation
S [92], la décomposition en ondelettes (2,2), les transformations SPA, SPB et SPC,
décrites dans [92] qui correspondent respectivement aux prédicteurs A, B et C de la
transformation S+P et les autres transformations apparaissant dans nos tests sont
décrites dans [28] et dans l’annexe C.
Nos évaluations portent sur quatre classes d’images : naturelles, médicales (IRM),
satellitaires et enfin empreintes digitales (désignées par Finger) et textures. Dans les
expérimentations, nous décomposons les images de dimension 512×512 ou 768×768
en 5 niveaux et les images de dimension 1024 × 1024 en 6 niveaux. Les dimensions
des images «Moissac» et «Montpellier» ont été changées en les complétant par des
zéros. Pour «Moissac» de 802×212 à 832×224 et pour «Montpellier» de 856×1336
à 896× 1408.
L’entropie du premier ordre moyenne est présentée au tableau 4.9. Nous remar-
quons que
– la transformation S donne généralement l’entropie moyenne la plus élevée (cela
est dû au fait qu’elle ne décorrèle que faiblement les signaux) ;
– pour les images relativement lisses (contenant de larges zones de texture) telles
que Lena, Peppers, F16, l’entropie moyenne de l’image transformée par la mé-
thode proposée n’est que légèrement inférieure à celle obtenue par la transfor-
mation S+P ;
– pour les images contenant plus de contours, comme Goldhill, Barbara, et les
images Finger1–3 (empreintes digitales), les méthodes proposées donnent la
plus petite entropie moyenne, l’amélioration étant d’environ 0,15 bpp.
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4.3.2 Avec débit réel
Analysons maintenant le système de compression complet en associant aux dé-
compositions GAEa et LAE un codeur arithmétique adaptatif. Le tableau 4.10 com-
pare la taille du flot de bits obtenu à d’autres systèmes de compression sans perte :
LOCO-I [4] (standard JPEG-LS), CALIC [2], S+P avec codage arithmétique [1] et
JASPER [3] (une implantation du standard JPEG2000-part1). Des valeurs moyennes
sont données par classes d’images. La ligne « Moyenne » associée aux images natu-
relles a été obtenue avec un jeu de 14 images de dimensions 512×512 et 1024×1024.
Celle associée aux images médicales IRM a été obtenue avec un jeu de 16 images,
toutes de dimension 512 × 512. Pour les images satellitaires, la moyenne a été cal-
culée à partir de 14 images rectangulaires de dimensions variées. Pour les images de
texture et d’empreintes digitales, la moyenne a été calculée à partir de 11 images de
dimensions 512× 512 et 768× 768.
Images
naturelles
Images
médicales
Images
satellitaires
Images
de textures
pas de codage progr. codage progressif possible
Image LOCO CALIC JASP S+P GAEa LAE
Lena 4,24 4,13 4,32 4,17 4,26 4,21
Goldhill 4,71 4,65 4,84 4,75 4,78 4,75
Barbara 4,74 4,51 4,66 4,53 4,65 4,59
Mandrill 6,04 5,90 6,11 5,93 5,99 5,98
Peppers 4,49 4,39 4,62 4,54 4,58 4,56
Airplane 4,61 4,47 4,62 4,50 4,45 4,46
Airport 5,32 5,22 5,48 5,32 5,27 5,24
Moyenne 4,82 4,70 4,91 4,78 4,78 4,77
IRM1 2,27 2,20 2,58 2,41 2,60 2,40
IRM2 2,54 2,34 1,69 2,59 2,31 2,13
IRM3 5,27 5,09 5,22 5,04 5,02 5,17
Moyenne 2,81 2,65 2,40 2,86 2,71 2,54
Genes 3,81 3,72 4,01 3,89 3,88 3,85
Mars 4,26 4,03 4,24 3,85 3,76 4,01
Okland3 4,41 4,28 4,44 4,31 4,26 4,28
Moyenne 4,70 4,53 4,85 4,69 4,67 4,61
Fing1 4,57 4,44 4,46 4,33 4,25 4,24
Text1 6,71 6,62 6,79 6,53 6,48 6,46
Text2 5,97 5,88 6,18 5,95 5,91 5,93
Moyenne 4,69 4,58 4,75 4,62 4,59 4,57
Tab. 4.10 – Taille du flot de bits (en bpp) pour les codeurs S+P, LOCO-I (JPEG sans
perte), CALIC, JASPER (JPEG 2000) et les méthodes proposées avec une adaptation globale
(GAEa) ou locale (LAE). Seuls les quatre codeurs GAEa, LAE, JASPER et S+P permettent
un codage progressif. La ligne “Moyenne” est calculée pour chaque classe d’images : médicales
IRM, naturelles, satellitaires et un lot d’empreintes digitales et de textures.
Pour les images naturelles, CALIC donne la plus petite taille du flot de bits, et
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parmi les codeurs qui permettent un codage progressif, la méthode LAE donne le
plus petit nombre de bits par pixel, légèrement inférieur à celui obtenu avec S+P
ou LOCO-I. Quand à JASPER, il est plus élevé d’environ 0,1 bpp que les autres
codeurs.
En revanche pour les images médicales IRM, il est significativement plus perfor-
mant que tous les autres codeurs. Cela est dû au fait que ces images sont lisses et
que la décomposition en ondelettes (5,3) reversible utilisée dans JASPER, ayant plus
de moments nuls, est bien adaptée aux images lisses [28]. L’efficacité de JASPER di-
minue avec des images contenant des contours raides. Pour la famille de textures et
d’empreintes digitales, le codeur CALIC et la méthode LAE sont similaires et plus
performants que les autres codeurs.
4.3.3 Codage progressif en résolution
Pour évaluer l’efficacité des méthodes GAE et LAE en codage progressif, nous
utilisons l’entropie du premier ordre moyenne aux différentes résolutions. Une com-
paraison des performances est donnée à la figure 4.13. Les méthodes LAE et GAE
donnent des taux de compression comparables pour les différentes résolutions. L’en-
tropie du premier ordre moyenne des images aux différentes résolutions est plus petite
que celles obtenues par les transformations S+P et 5/3.
4.3.4 Analyse des résultats
En conclusion, sur des images naturelles ou IRM médicales, les performances du
codage par prédiction linéaire associé à des décompositions hiérarchiques pyramidales
ne dépassent pas celles obtenues avec des décompositions à coefficients fixes. Cela
n’est pas en contradiction avec l’étude théorique du chapitre 3. En effet, l’hypothèse
de gaussianité qui permet de remplacer le “bon” critère en codage sans perte (par
transformée) par celui de minimisation du produit des variances (voir le dernier
paragraphe de la section 3.2) n’est pas satisfaite par les image naturelles ou IRM
médicales.
Pour les classes d’images satellitaires et de textures, les performances ultimes
(dans le sens où toute l’information disponible au décodeur est exploitée) du codage
par prédiction linéaire associé à des décompositions hiérarchiques donnent un gain
en codage faible (de l’ordre de 0,05 à 0,08 bpp) par rapport aux décompositions à
coefficients fixes. Ce gain est largement en dessous de ceux que nous avons obtenus
sur les signaux synthétiques à la fin du chapitre précédent.
Pour terminer ce chapitre, nous présentons des travaux réalisés pour adapter les
structures en lifting scheme généralisé à du codage avec pertes. Notre objectif, au
départ, était de réaliser un codage progressif en qualité.
4.4 Peux-on faire du codage progressif en qualité ?
4.4.1 Schéma LAE modifié
Dans la méthode LAE, pendant la reconstruction de l’image, la procédure de mise
à jour des coefficients des filtres doit être la réplique exacte de celle utilisée lors de
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Fig. 4.13 – Entropies moyennes des images d’approximation suivant leur résolution, pour
différentes décompositions (S+P, GAE, LAE et ondelette bi-orthogonale 5/3). Cela permet
de comparer les performances des décompositions pour du codage progressif en résolution.
la décomposition de l’image. C’est la condition sine qua none pour pouvoir recons-
truire l’image, même approximativement. Sans quoi une divergence de l’algorithme
de reconstruction est observée.
Pour être utilisée en codage avec pertes, la décomposition associée à la méthode
LAE doit être suivie d’une étape de quantification. Cette dernière entraîne une distor-
sion des coefficients transformés, et par conséquent l’impossibilité de la reconstruction
d’une image proche de l’image originale, à cause de la propagation de l’erreur de re-
construction qui s’amplifie d’un pixel à l’autre jusqu’à la divergence de l’algorithme
de reconstruction. La figure 4.14 illustre cette divergence. Le premier coefficient de
l’image décomposée a été modifié en ajoutant 1 à sa valeur réelle. Nous avons repré-
senté la première colonne de l’image originale ainsi que celle de l’image reconstruite
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où le phénomène de divergence apparaît clairement.
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Fig. 4.14 – Illustration du phénomène de divergence de l’algorithme de reconstruction dans
le cas où les coefficients transformés sont modifiés.
Deux sources de propagation d’erreur sont en cause. La première est intra-
résolution : l’erreur de reconstruction des pixels de l’image à une résolution donnée se
propage en s’amplifiant jusqu’à la divergence. La seconde est inter-résolution puisque
l’image reconstruite à la résolution Res donnée est utilisée pour la reconstruction de
l’image à la résolution Res + 1. Notons que ces erreurs sont dues à l’indisponibilité
au niveau du décodeur des informations utilisées pour mettre à jour les coefficients
des filtres du codeur. Pour y remédier, le schéma de base de la méthode LAE a été
modifié pour que la mise à jour des filtres du codeur utilise uniquement l’information
disponible au décodeur.
4.4.1.1 Un niveau de décomposition
Considérons d’abord le cas d’un seul niveau de décomposition. La solution au
problème de la propagation intra-résolution des erreurs est l’introduction du quan-
tificateur dans la boucle de prédiction, d’une manière similaire à une quantification
prédictive en boucle fermée [48, 77], comme le montre la figure 4.15.a. L’opération
inverse est obtenue en utilisant la structure de la figure 4.15.b. Remarquons que pour
la mise à jour des coefficients des filtres A(z1, z2) et B(z1, z2), les mêmes quantités
sont utilisées à la décomposition aussi bien qu’à la reconstruction, ce qui permet
d’éviter la propagation des erreurs intra-résolution pendant la reconstruction.
Il reste à traiter la cas des propagations inter-résolutions où les erreurs de quan-
tification se propagent des résolutions inférieures vers les résolutions supérieures.
4.4.1.2 Plusieurs niveaux de décompositions
Dans le cas où l’image est décomposée sur plusieurs niveaux, la propagation
des erreurs de quantification peut être inter-résolutions. Le schéma proposé pour
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Fig. 4.15 – Un niveau de décomposition et de reconstruction d’une image par la méthode
LAE modifiée.
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Fig. 4.16 – Schéma de décomposition proposé, pour plusieurs niveaux de décomposition.
y remédier est donné à la figure 4.16. Cette solution consiste à utiliser un sous-
échantillonnage non uniforme avec Nsb sous-bandes, représenté à la figure 4.17. Les
sous-bandes de détails sont par la suite générées en partant de la résolution la plus
petite, contrairement aux décompositions multi-résolutions classiques où on procède
en partant de la plus grande résolution vers la plus petite. Puisque pendant la recons-
truction une approximation Iˆ1 de l’image à la résolution courante I1 est disponible,
le schéma de décomposition proposé reproduit cette approximation Iˆ1 et fait la mise
à jour des filtres à partir de cette dernière (cf. Fig. 4.16).
4.4.2 Description du codec
Dans cette étude nous considérons un quantificateur scalaire uniforme suivi d’un
codeur entropique par sous-bande. Cette structure offre de bonnes performances [48]
et est simple à mettre en œuvre. Nous nous plaçons dans le cas d’une compression à
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Fig. 4.17 – Décomposition polyphase avec sous-échantillonnage non uniforme, pour plu-
sieurs niveaux de décomposition.
hauts débits et faisons l’hypothèse que l’approximation asymptotique d’une quantifi-
cation à haute résolution est valable dans chaque sous-bande de l’image transformée.
C’est-à-dire que les bruits de quantification sont blancs et décorrélés entre eux.
Nous avons vu au paragraphe 2.2.3 page 36 que la distorsion Dsortie entre l’image
originale et l’image reconstruite se met sous la forme
Dsortie ≈
Nsb∑
k=1
akwkDk (4.13)
où Dk = q
2
12 est la distorsion moyenne du quantificateur de la k
ème sous-bande, ak
la proportion des coefficients transformés appartenant à la kème sous-bande et les
facteurs de pondération wk dépendent du banc de filtres de synthèse utilisé pour
reconstruire l’image. Le débit moyen vaut
Rsortie =
Nsb∑
k=1
akRk, (4.14)
avec Rk l’entropie d’ordre 1 des coefficients quantifiés de la kème sous-bande.
Sous ces conditions, nous avons vu que l’allocation optimale entre quantificateurs
est assurée si et seulement si Dk = Dcible/wk pour la kème sous-bande. Ce qui donne
comme pas de quantification qk =
√
12Dcible/wk pour la kème sous-bande. Ainsi, un
coefficient transformé xk dans la kème sous-bande sera quantifié en
Q[xk] =
⌊
xk
√
wk√
12Dcible
+ 0, 5
⌋
. (4.15)
D’après cette relation, pour une distorsion cible Dcible donnée, quantifier les diffé-
rentes sous-bandes avec les pas de quantification qk optimaux est équivalent à :
– multiplier chaque sous-bande par la racine carrée du coefficient de pondération
wk correspondant,
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– quantifier par la suite toutes les sous-bandes avec un même pas de quantifica-
tion.
C’est de que nous faisons dans nos tests.
Les résultats sont présentés sous la forme de courbes débit/distorsion. La dis-
torsion est mesurée par le PSNR (en décibels) entre l’image originale et l’image
reconstruite, et le débit (en bits par pixel) est estimé par la moyenne pondérée des
entropies d’ordre 1 des différentes sous-bandes de coefficients.
4.4.3 Estimation des coefficients de pondération
En connaissant les valeurs des coefficients des filtres de la décomposition, les
coefficients de pondération peuvent être calculés d’une manière exacte. Dans [123],
Woods et Naven proposent une méthode de calcul des valeurs exactes de ces coeffi-
cients dans le cas de bancs de filtres de synthèses constitués de filtres RIF. Pour nos
transformations, une estimation de leurs valeurs est utilisée, en raison du fait que nos
filtres de synthèse sont de type ARMA. Les bruits de quantification dans les sous-
bandes sont supposés blancs décorrélés entre eux et de moyenne nulle. Supposons
que seule la sous-bande k soit quantifiée, nous avons donc
D` = 0, ∀` 6= k
et
D = akwkDk
où D est la puissance du bruit de quantification en sortie et Dk la puissance du bruit
de quantification dans la sous-bande k.
Soit bk le bruit de quantification dans la sous-bande k et Ibruitk le bruit de quan-
tification en sortie (après reconstruction de l’image) nous avons
1
NM
∑
(i,j)∈S
| Ibruitk (i, j) |2= wkak
1
NkMk
∑
(i,j)∈Sk
| bk(i, j) |2 (4.16)
où S = {(i, j) ∈ N2 : 1 6 i 6 N et 1 6 j 6 M} et Sk = {(i, j) ∈ N2 : 1 6 i 6
Nk et 1 6 j 6 Mk}. Sachant que ak = NkMk/NM , on déduit la relation donnant
un estimateur du facteur de pondération
wˆk =
∑
(i,j)∈S | Ibruitk (i, j) |2∑
(i,j)∈Sk | bk(i, j) |2
(4.17)
Maintenant, le facteur de pondération wk correspondant à la sous-bande k peut être
estimé en procédant comme suit :
– Faire coïncider cette dernière avec un bruit blanc de densité de probabilité
uniforme et de moyenne nulle en annulant le reste des sous-bandes.
– Reconstruire une image en appliquant la décomposition inverse.
– Appliquer la relation (4.17) pour estimer le facteur de pondération wk.
Quand la dimension de la sous-bande est petite, plusieurs estimations indépendantes
wˆk peuvent être réalisées et moyennées pour améliorer l’estimation de wk
Afin de valider cette méthode d’estimation des coefficients de pondération, nous
l’avons appliquée à la décomposition en ondelettes de Daubechies (unidimentionnelle)
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et comparé les valeurs estimées avec les valeurs exactes données par B. Usevitch
dans [111]. Comme le montre le tableau 4.11 les valeurs estimées sont suffisamment
proches des valeurs exactes calculées à partir des coefficients des filtres [123].
Poids Exacts Estimés
w1 0,98295 0,98299
w2 1,04043 1,04040
w3 1,03060 1,03066
w4 0,96721 0,96736
w5 1,05209 1,05214
w6 1,03963 1,03973
w7 1,05848 1,05839
w8 1,07512 1,07488
Tab. 4.11 – Tous les coefficients de pondération possibles pour 1, 2, 3 et 4 niveaux de dé-
composition de la décomposition (9,7) de Daubechies unidimentionnelle. Les valeurs exactes
sont données par B. Usevitch [111] et celles estimées par la méthode décrite plus haut. Pour
un niveau de décomposition les coefficients sont (w1, w2), (w1, w3, w4) pour deux niveaux...
Le tableau 4.12 donne les coefficients de pondération estimés pour quelques trans-
formations ainsi que la transformation GAE. Pour cette dernière, les facteurs de
pondération dépendent de l’image (Lena pour les coefficients donnés dans le ta-
bleau 4.12). Pour une image donnée, les coefficients des filtres A et B sont calculés
(avec la méthode GAE) pour chaque niveau de décomposition, les facteurs de pon-
dération sont ensuite estimés en utilisant ces coefficients.
Poids Haar 9/7 5/3 GAE
wˆ1 1,0000 1,1135 30,0179 24,1474
wˆ2 1,0000 1,0961 8,6025 11,2719
wˆ3 1,0000 1,0961 2,5536 11,2401
wˆ4 1,0000 1,1098 8,7347 14,8845
wˆ5 1,0000 0,9990 2,5695 3,5901
wˆ6 1,0000 0,9406 0,8649 3,5391
wˆ7 1,0000 1,0051 2,5739 4,5139
wˆ8 1,0000 1,0238 1,0823 1,8372
wˆ9 1,0000 1,0843 0,5151 1,8336
wˆ10 1,0000 1,0242 1,0847 1,7375
Tab. 4.12 – Estimation des poids des distorsions correspondants aux différentes sous-bandes
pour quelques décompositions avec trois niveaux de décomposition.
Dans le cas de la décomposition par la méthode LAE modifiée. Les facteurs de
pondération wk sont égaux à 1. Nous allons le vérifier dans le cas d’un niveau de
décomposition, le cas général s’en déduisant.
En appellant Q[.] l’opérateur de quantification, Q−1[.] son opérateur inverse et
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A[.], B[.] les opérateurs de filtrage avec les filtres A(z1, z2) et B(z1, z2). Au niveau
du banc de filtres d’analyse (voir figure 4.15.a) nous pouvons écrire
I˜12 = I12 − Ir12 (4.18)
et au niveau du banc de filtres de synthèse
Iˆ12 = Q−1[Q[I˜12]] + Ir12. (4.19)
En combinant ces deux équations nous trouvons
I12 − Iˆ12 = I˜12 −Q−1[Q[I˜12]]. (4.20)
À partir de cette relation, nous remarquons que la distorsion entre l’image originale
et celle reconstruite due à la quantification est égale à celle des images de sous-bandes
quantifiées : la formule (4.13) est valable pour des coefficients wk égaux à 1.
4.4.4 Évaluation des performances à hauts débits
4.4.4.1 La méthode GAEa
Nous avons comparé la décomposition de la méthode GAEa aux décompositions
en ondelettes (5,3) et (9,7) de Daubechies et observé les écarts de PSNR à hauts
débits (voir le tableau 4.13). Pour toutes les images, testées sauf les textures, la
méthode GAEa présente des performances inférieures à celles des ondelettes de Dau-
bechies. Remarquons que la méthode GAEa pourrait permettre un codage progressif
en qualité si ses performances en codage avec pertes étaient meilleures.
4.4.4.2 La méthode LAE modifiée
De même que pour la méthode GAEa, nous avons comparé la décomposition
de la méthode LAE modifiée aux décompositions en ondelettes de Daubechies et
observé des écarts de PSNR à hauts débits comme le montre le tableau 4.13). Pour
toutes les familles d’images testées, LAE modifiée présente des performances bien
supérieures à celles de la (9,7) et idem par rapport à la (5,3) (sauf pour les images
IRM). Les courbes expérimentales PSNR versus entropie moyenne sont présentées à
l’annexe A. Remarquons toutefois que la méthode LAE modifiée ne permet pas un
codage progressif en qualité car les filtres dépendent de la qualité visée.
4.5 Conclusion
Dans ce chapitre nous avons évalué les performances en codage d’images de la
structure en lifting scheme généralisé, que nous avons introduite au chapitre 3 pour
exploiter toute l’information disponible au décodeur en codage par prédiction linéaire
associé à des décompositions multi-résolutions.
Nous avons constaté que pour les images naturelles ou IRM médicales, les décom-
positions à coefficients fixes ont des performances très proches que celles que nous
avons introduites, parfois même meilleures. Cela montre que le critère que nous avons
retenu (produit des variances des sous-bandes) pour adapter les filtres prédicteurs
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∆ PSNR(dB) (GAEa,9/7) (GAEa,5/3) (LAEmodifiée,9/7) (LAEmodifiée,5/3)
Lena -3,03 -2,55 0,33 0,81
Goldhill -2,31 -2,24 0,96 1,04
Barbara -2,99 -1,89 1,42 2,52
F16 -2,77 -2,62 0,53 0,68
Mandrill -1,99 -1,67 0,60 0,92
Peppers -2,90 -2,54 0,21 0,57
Irm1 -2,00 -6,17 1,79 -2,38
Irm2 -2,30 -6,93 2,83 -1,81
Irm3 -1,78 -1,41 1,93 2,30
Irm4 -2,00 -6,17 1,79 -2,38
Texture1 0,29 0,97 0,13 0,81
Texture2 0,28 0,82 0,12 0,66
Texture3 0,59 1,22 0,15 0,79
Texture4 3,88 4,44 0,12 0,69
Texture5 1,12 1,81 0,13 0,82
Texture6 0,18 0,85 0,10 0,77
Finger1 -1,92 -1,02 2,74 3,64
Finger2 -2,29 -1,76 2,22 2,75
Finger3 -2,00 -1,36 2,45 3,08
Tab. 4.13 – Comparaison des méthodes à hauts débits.
ne convient pas pour ces classes d’images. En effet, il est bien connu que l’hypothèse
de gaussianité (nécessaire pour justifier le critère que nous avons utilisé) n’est pas
satisfaite pour ces images.
Toutefois, parmi les codeurs permettant un codage progressif en résolution, ceux
introduits dans cette thèse ont les meilleures performances (Comparées à JPEG 2000
et S+P) pour les images satellitaires et de texture.
Enfin, nous avons modifié la méthode LAE pour l’appliquer en compression avec
pertes et constaté qu’elle offrait des meilleures performances en codage à hauts débits
que la décomposition en ondelettes (9,7) de Daubechies.
Une suite possible de cette étude consiste en la modification du critère d’adapta-
tion des filtres : choisir le bon critère ; I(Y1, ..., YN ) ou de façon équivalente
N∑
i=1
h(Yi)
(avec les notations du paragraphe 3.2).
Conclusion générale
Dans ce rapport, nous avons vu, à l’issue de l’état de l’art sur les structures
en liftings schemes adaptatifs utilisées en compression sans perte des images, que
toute l’information disponible au décodeur pour estimer la valeur du pixel courant
n’était pas exploitée jusqu’à ce jour, et que par conséquent les performances limites
atteignables en codage par prédiction linéaire associé à des décompositions multi-
résolutions n’étaient pas connues.
Après avoir justifié le critère de minimisation de la variance pour coder sans
perte des signaux gaussiens, nous avons proposé une structure en lifting scheme
généralisé qui permet d’exploiter toute l’information disponible au décodeur pour
estimer la valeur du pixel courant. Les filtres prédicteurs apparaissant dans cette
structure sont adaptés suivant deux méthodes : les moindres carrés (l’image à coder
est alors supposée globalement stationnaire) et les moindres carrés adaptatifs (seule la
stationnarité locale est supposée ici). Nous avons appelé respectivement GAE et LAE
les décompositions et les méthodes associées. Nous avons comparé les performances
en compression sans perte de cette nouvelle structure à celle de Gerek et Çetin et aux
décompositions en ondelettes (5,3) et (9,7) de Daubechies, utilisées dans le standard
JPEG 2000, et montré sur des signaux de textures synthétiques gaussiens que le gain
moyen (sur l’entropie d’ordre 1 des coefficients transformés) de la structure en lifting
scheme généralisé est de 0,5 bpp par rapport à la meilleure des ondelettes (pour ces
textures, c’est la (9,7) réversible) et de 0,4 bpp par rapport à la structure adaptative
de Gerek et Çetin.
Nous avons ensuite réglé, pour quatre familles d’images réelles (naturelles, satelli-
taires, IRM médicales et enfin textures et empreintes), les paramètres de la structure
en lifting scheme généralisé pour optimiser les performances en codage sans perte,
avec la possibilité d’un codage progressif en résolution. En comparant les perfor-
mances obtenues avec les codecs les plus usités aujourd’hui (et les plus performants),
nous avons constaté que pour les images naturelles ou IRM médicales, les décompo-
sitions à coefficients fixes ont des performances très proches de celles que nous avons
introduites, parfois même meilleures. Cela montre que le critère que nous avons re-
tenu (produit des variances des sous-bandes) pour adapter les filtres prédicteurs ne
convient pas pour ces classes d’images. Et effectivement, il est bien connu que l’hypo-
thèse de gaussianité (nécessaire pour justifier le critère que nous avons utilisé) n’est
pas satisfaite pour ces images. Toutefois, parmi les codeurs permettant un codage
progressif en résolution, ceux introduits dans cette thèse ont les meilleures perfor-
mances (en comparaison à JPEG 2000 et S+P) pour les images satellitaires et de
texture. Nous avons également observé que, pour toutes les classes d’images étudiées,
l’ajout du deuxième filtre prédicteur dans le lifting scheme améliore significativement
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les performances en compression sans perte, autrement dit utiliser toute l’information
disponible au décodeur pour prédire la valeur du pixel courant améliore le codage.
Enfin, nous avons évalué les performances en codage avec pertes de la méthode
GAE, c’est la seule qui permet un codage progressif en qualité parmi les deux que
nous avons introduites. Pour cela, nous avons estimé les facteurs de pondération qui
doivent s’appliquer aux différentes sous-bandes pour assurer une allocation optimale
entre quantificateurs scalaires uniformes, et nous avons estimé le débit par l’entropie
d’ordre 1. Les performances obtenues sont significativement en-dessous de l’état de
l’art pour les images naturelles, IRM médicales et les empreintes digitales, seules
les textures sont mieux codées à haute résolution avec la méthode GAE. Ces faibles
performances sont dues, d’une part au fait que le critère retenu pour ajuster la struc-
ture n’est justifié qu’en compression sans perte, en codage avec pertes il faudrait tenir
compte de la distorsion. D’autre part, les filtres sont adaptés sans aucune contrainte
sur la dynamique des coefficients obtenus après filtrage, autrement dit le gain du
filtre à la fréquence de Nyquist n’est pas limité à 1, (voir les travaux de Gouze et
al. sur ce sujet). Nous avons également modifié la méthode LAE pour qu’elle puisse
être utilisée en compression avec pertes. Le codeur obtenu ne permet pas un codage
progressif en qualité, mais pour de hauts débits la méthode LAE modifiée a un gain
de codage toujours positif et parfois significatif par rapport à la décomposition en
ondelettes (9,7), ceci pour les quatre familles d’images testées.
En conclusion, nous avons montré que sur les images naturelles, IRM médicales
ou satellitaires, le codage par prédiction linéaire associé à des décompositions multi-
résolutions atteint des performances en compression sans perte qui ne sont pas signi-
ficativement meilleures que les décompositions à coefficients fixes. Une suite logique
à cette étude serait de remplacer le critère d’adaptation de la structure en lifting
scheme généralisé par la minimisation de l’information mutuelle entre x` et xh. Il
faudrait aussi tenir compte de la compression avec (de faibles) pertes et modifier le
critère en conséquence.
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ANNEXE A
Courbes débit/distorsion relatives à la
section 4.4.4
Dans cette annexe sont présentées les courbes expérimentales PSNR versus en-
tropie d’ordre 1 moyenne sont présentées de la méthode LAE avec r1 = 12, r2 = 11
et les transformations (9,7) et (5,3) des images de différents types. Les images sont
décomposées avec trois niveaux de décomposition.
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1 1.5 2 2.5 3 3.5 4 4.5
38
40
42
44
46
48
50
52
54
56
58
Lena (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
34
36
38
40
42
44
46
48
50
52
54
Goldhill (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4 4.5
36
38
40
42
44
46
48
50
52
54
56
Barbara (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
40
42
44
46
48
50
52
54
56
58
F16 (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4 4.5
28
30
32
34
36
38
40
42
44
46
Mandrill (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
36
38
40
42
44
46
48
50
52
54
56
Peppers (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4 4.5
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16
18
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22
24
26
28
30
32
34
texture1 (256x256)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
14
16
18
20
22
24
26
28
30
32
34
texture2 (256x256)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4 4.5
14
16
18
20
22
24
26
28
30
32
34
texture3 (256x256)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
15
20
25
30
35
texture4 (256x256)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4 4.5
14
16
18
20
22
24
26
28
30
32
34
texture5 (256x256)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
14
16
18
20
22
24
26
28
30
32
34
texture6 (256x256)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4
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50
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70
Irm1 (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4
45
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55
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Irm2 (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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Irm3 (512x512)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
35
40
45
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55
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Finger1 (768x768)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
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1 1.5 2 2.5 3 3.5 4 4.5
35
40
45
50
55
60
Finger2 (768x768)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
1 1.5 2 2.5 3 3.5 4 4.5
36
38
40
42
44
46
48
50
52
54
56
Finger3 (768x768)
Entropie moyenne (bpp)
PS
NR
 (d
B)
LAE, r1=12, r2=11
9/7, float
5/3, float
ANNEXE B
Images utilisées dans les tests
B.1 Les mages naturelles
Lena, 512× 512, 8 bpp Goldhill, 512× 512, 8 bpp
Barbara, 512× 512, 8 bpp F16, 512× 512, 8 bpp
126 Images utilisées dans les tests
Mandrill, 512× 512, 8 bpp Peppers, 512× 512, 8 bpp
Boat, 512× 512, 8 bpp Bridge, 512× 512, 8 bpp
Couple, 512× 512, 8 bpp Elaine, 512× 512, 8 bpp
B.1 Les mages naturelles 127
Man, 1024× 1024, 8 bpp Tank, 512× 512, 8 bpp
Truck, 512× 512, 8 bpp Zelda, 512× 512, 8 bpp
Truck, 352× 464, 8 bpp
128 Images utilisées dans les tests
B.2 Images médicales IRM
AH1, 512× 512, 8 bpp AH2, 512× 512, 8 bpp
AH3, 512× 512, 8 bpp AH4, 512× 512, 8 bpp
AH5, 512× 512, 8 bpp AH6, 512× 512, 8 bpp
B.2 Images médicales IRM 129
AH7 (IRM6), 512× 512, 8 bpp AH8, 512× 512, 8 bpp
AH9 (IRM1), 512× 512, 8 bpp AH10 (IRM5), 512× 512, 8 bpp
AH11 (IRM2), 512× 512, 8 bpp AH12, 512× 512, 8 bpp
130 Images utilisées dans les tests
AH13, 512× 512, 8 bpp AH14, 512× 512, 8 bpp
AH15, 512× 512, 8 bpp AH16 (IRM4), 512× 512, 8 bpp
AH17 (IRM3), 512× 512, 8 bpp
B.3 Images satellitaires 131
B.3 Images satellitaires
Pentagone, 1024× 1024, 8 bpp Sanfrancisco, 1024× 1024, 8 bpp
Okland, 1024× 1024, 8 bpp Washington, 512× 512, 8 bpp
Toulouse, 512× 512, 8 bpp Gênes, 512× 512, 8 bpp
132 Images utilisées dans les tests
Mars, 512× 512, 8 bpp Airplane, 1024× 1024, 8 bpp
Airport, 1024× 1024, 8 bpp
Moissac, 802× 212, 8 bpp Montpellier, 1336× 856, 8 bpp
B.4 Images de textures et empreintes digitales 133
B.4 Images de textures et empreintes digitales
Texture1, 512× 512, 8 bpp Texture2, 512× 512, 8 bpp
Texture3, 512× 512, 8 bpp Texture4, 512× 512, 8 bpp
Texture5, 512× 512, 8 bpp Texture6, 1024× 1024, 8 bpp
134 Images utilisées dans les tests
Texture7, 1024× 1024, 8 bpp Texture8, 512× 512, 8 bpp
Finger1, 768× 768, 8 bpp Finger2, 768× 768, 8 bpp
Finger3, 768× 768, 8 bpp
ANNEXE C
Transformations en ondelettes de Z
dans Z
Ces transformations sont appliquées sur un signal x(n) pour donner les deux si-
gnaux x`(n) et xh(n). Le premier est un signal d’approximation et le deuxième un
signal de détails. Les notations que nous avons adoptées pour désigner les trans-
formations en ondelettes sont celles données par Calderbank et al. dans [28]. Elles
diffèrent de celles utilisées par Adams et Kossentini dans [9].
C.1 La transformation S
Transformation directe
x`(n) =
⌊
x(2n) + x(2n+ 1)
2
⌋
(C.1a)
xh(n) = x(2n)− x(2n+ 1). (C.1b)
Transformation inverse
x(2n+ 1) = x`(n)−
⌊
xh(n)
2
⌋
(C.2a)
x(2n) = xh(n) + x(2n+ 1). (C.2b)
C.2 La transformation (2, 2) ou 5/3
Cette transformation est notée 5/3 dans [9]. Transformation directe
xh(n) = x(2n+ 1)−
⌊
x(2n) + x(2n+ 2) + 1
2
⌋
(C.3a)
x`(n) = x(2n) +
⌊
xh(n) + xh(n− 1) + 2
4
⌋
. (C.3b)
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Transformation inverse
x(2n) = x`(n)−
⌊
xh(n) + xh(n− 1) + 2
4
⌋
(C.4a)
x(2n+ 1) = xh(n) +
⌊
x(2n) + x(2n+ 2) + 1
2
⌋
. (C.4b)
C.3 La transformation (4, 2)
Transformation directe
xh(n) = x(2n+ 1)−
⌊
9
16
[x(2n) + x(2n+ 2)]
− 1
16
[x(2n− 2) + x(2n+ 4)] + 1
2
⌋
(C.5a)
x`(n) = x(2n) +
⌊
1
4
[xh(n− 1) + xh(n)] + 12
⌋
(C.5b)
Transformation inverse
x(2n) = x`(n)−
⌊
1
4
[xh(n− 1) + xh(n)] + 12
⌋
(C.6a)
x(2n+ 1) = xh(n) +
⌊
9
16
[x(2n) + x(2n+ 2)]
− 1
16
[x(2n− 2) + x(2n+ 4)] + 1
2
⌋
(C.6b)
C.4 La transformation (2,4)
Transformation directe
xh(n) = x(2n+ 1)−
⌊
1
2
[x(2n) + x(2n+ 2)] +
1
2
⌋
(C.7a)
x`(n) = x(2n) +
⌊
19
64
[xh(n− 1) + xh(n)]
− 3
64
[xh(n− 2) + xh(n+ 1)] + 12
⌋
(C.7b)
Transformation inverse
x(2n) = x`(n)−
⌊
19
64
[xh(n− 1) + xh(n)]
− 3
64
[xh(n− 2) + xh(n+ 1)] + 12
⌋
(C.8a)
x(2n+ 1) = xh(n) +
⌊
1
2
[x(2n) + x(2n+ 2)] +
1
2
⌋
(C.8b)
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C.5 La transformation (2+2,2)
Cette transformation est notée 5/11-C dans [9]. Transformation directe
x
(1)
h (n) = x(2n+ 1)−
⌊
1
2
(x(2n) + x(2n+ 2)) +
1
2
⌋
(C.9a)
x`(n) = x(2n) +
⌊
1
4
(
x
(1)
h (n− 1) + x(1)h (n)
)
+
1
2
⌋
(C.9b)
xh(n) = x
(1)
h (n)−
⌊
α
(
−1
2
x`(n− 1) + x`(n)− 12x`(n+ 1)
)
+ β
(
−1
2
x`(n) + x`(n+ 1)− 12x`(n+ 2)
)
+ γx(1)h (n) +
1
2
⌋
(C.9c)
avec α = 1/8, β = 1/8, γ = 0.
Transformation inverse
x
(1)
h (n) = xh(n) +
⌊
α
(
−1
2
x`(n− 1) + x`(n)− 12x`(n+ 1)
)
+ β
(
−1
2
x`(n) + x`(n+ 1)− 12x`(n+ 2)
)
+ γ (C.10a)
x(2n+ 1) = x(1)h (n) +
⌊
1
2
(x(2n) + x(2n+ 2)) +
1
2
⌋
(C.10b)
x(2n) = x`(n)−
⌊
1
4
(
x
(1)
h (n− 1) + x(1)h (n)
)
+
1
2
⌋
x
(1)
h (n) +
1
2
⌋
(C.10c)
avec α = 1/8, β = 1/8, γ = 0.
C.6 La transformation (4,4)
Cette transformation est notée 13/7-T dans [9]. Transformation directe
xh(n) = x(2n+ 1)−
⌊
9
16
[x(2n) + x(2n+ 2)]
− 1
16
[x(2n− 2) + x(2n+ 4)] + 1
2
⌋
(C.11a)
x`(n) = x(2n) +
⌊
9
32
[xh(n− 1) + xh(n)]
− 1
32
[xh(n− 2) + xh(n+ 1)] + 12
⌋
. (C.11b)
Transformation inverse
x(2n) = x`(n)−
⌊
9
32
[xh(n− 1) + xh(n)]
− 1
32
[xh(n− 2) + xh(n+ 1)] + 12
⌋
(C.12a)
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x(2n+ 1) = xh(n) +
⌊
9
16
[x(2n) + x(2n+ 2)]
− 1
16
[x(2n− 2) + x(2n+ 4)] + 1
2
⌋
(C.12b)
C.7 La transformation (6,2)
Transformation directe
xh(n) = x(2n+ 1)−
⌊
75
128
[x(2n) + x(2n+ 2)]− 25
256
[x(2n− 2) + x(2n+ 4)]
+
3
256
[x(2n− 4) + x(2n+ 6)] + 1
2
⌋
(C.13a)
x`(n) = x(2n) +
⌊
1
4
(xh(n− 1) + xh(n)) + 12
⌋
. (C.13b)
Transformation inverse
x(2n) = x`(n)−
⌊
1
4
(xh(n− 1) + xh(n)) + 12
⌋
(C.14a)
x(2n+ 1) = xh(n) +
⌊
75
128
[x(2n) + x(2n+ 2)]− 25
256
[x(2n− 2) + x(2n+ 4)]
+
3
256
[x(2n− 4) + x(2n+ 6)] + 1
2
⌋
. (C.14b)
C.8 La transformation 9− 7
Transformation directe
x
(1)
h (n) = x(2n+ 1) +
⌊
α[x(2n) + x(2n+ 2)] +
1
2
⌋
(C.15a)
x
(1)
` (n) = x(2n) +
⌊
β[x(1)h (n) + x
(1)
h (n− 1)] +
1
2
⌋
(C.15b)
x
(2)
h (n) = x
(1)
h (n) +
⌊
γ[x(1)` (n) + x
(1)
` (n+ 1)] +
1
2
⌋
(C.15c)
x
(2)
` (n) = x
(1)
` (n) +
⌊
δ[x(2)h (n) + x
(2)
h (n− 1)] +
1
2
⌋
(C.15d)
x
(3)
h (n) = x
(2)
` (n) + x
(2)
h (n) (C.15e)
x
(3)
` (n) = x
(2)
` (n) (C.15f)
x
(4)
h (n) = x
(3)
h (n) (C.15g)
x
(4)
` (n) = x
(3)
` (n) +
⌊
(K − 1)x(3)h (n) +
1
2
⌋
(C.15h)
x
(5)
h (n) = −
⌊
1
K
x
(4)
` (n) +
1
2
⌋
+ x(4)h (n) (C.15i)
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x
(5)
` (n) = x
(4)
` (n) (C.15j)
xh(n) = x
(5)
h (n) (C.15k)
x`(n) = x
(5)
` (n) +
⌊
[K −K2]x(5)h (n) +
1
2
⌋
(C.15l)
Transformation inverse
x
(5)
` (n) = x`(n)−
⌊
[K −K2]x(5)h (n) +
1
2
⌋
(C.16a)
x
(5)
h (n) = xh(n) (C.16b)
x
(4)
` (n) = x
(5)
` (n) (C.16c)
x
(4)
h (n) =
⌊
1
K
x
(4)
` (n) +
1
2
⌋
+ x(5)h (n) (C.16d)
x
(3)
` (n) = x
(4)
` (n)−
⌊
(K − 1)x(3)h (n) +
1
2
⌋
(C.16e)
x
(3)
h (n) = x
(4)
h (n) (C.16f)
x
(2)
` (n) = x
(3)
` (n) (C.16g)
x
(2)
h (n) = x
(3)
h (n)− x(2)` (n) (C.16h)
x
(1)
` (n) = x
(2)
` (n)−
⌊
δ[x(2)h (n) + x
(2)
h (n− 1)] +
1
2
⌋
(C.16i)
x
(1)
h (n) = x
(2)
h (n)−
⌊
γ[x(1)` (n) + x
(1)
` (n+ 1)] +
1
2
⌋
(C.16j)
x(2n) = x(1)` (n)−
⌊
β[x(1)h (n) + x
(1)
h (n− 1)] +
1
2
⌋
(C.16k)
x(2n+ 1) = x(1)h (n)−
⌊
α[x(2n) + x(2n+ 2)] +
1
2
⌋
(C.16l)
α = −1, 586134342
β = −0, 05298011854
γ = 0, 8829110762
δ = 0, 4435068522
K = 1, 149604398
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C.9 Les transformations S+P et TS
Transformation directe (avec un balayage croissant de n)
x
(1)
h (n) = x(2n+ 1)− x(2n) (C.17a)
x`(n) = x(2n) +
⌊
x
(1)
h (n)
2
+
1
2
⌋
(C.17b)
xh(n) = x
(1)
h (n) + bα−1 (x`(n− 2)− x`(n− 1)) + α0 (x`(n− 1)− x`(n))
+ α1 (x`(n)− x`(n+ 1))− β1x(1)h (n+ 1)
⌋
. (C.17c)
Transformation inverse (avec un balayage décroissant de n)
x
(1)
h (n) = xh(n)− bα−1 (x`(n− 2)− x`(n− 1)) + α0 (x`(n− 1)− x`(n))
+ α1 (x`(n)− x`(n+ 1))− β1x(1)h (n+ 1)
⌋
(C.18a)
x(2n) = x`(n)−
⌊
x
(1)
h (n)
2
+
1
2
⌋
(C.18b)
x(2n+ 1) = x(1)h (n) + x(2n) (C.18c)
Selon les valeurs de α−1, α0, α1 et β1, trois prédicteurs sont proposés :
Prédicteur/Coef. α−1 α0 α1 β1
A 0 1/4 1/4 0
B 0 1/4 3/8 1/4
C -1/16 4/16 8/16 6/16
La transformation S+P avec le prédicteur A est aussi appelée la transformation TS
([28]).

Synthèse de bancs de filtres adaptés, application à la compression des
images
Les travaux développés dans cette thèse portent sur les décompositions multiré-
solution dans un cadre de lifting scheme, appliquées à la compression d’images.
Pour commencer, une structure de décomposition consistant en un “ lifting scheme
généralisé” est proposée. Ce schéma permet d’exploiter toute l’information dispo-
nible au décodage dans l’étape de prédiction. Cela est rendu possible par l’ajout
d’un filtre de prédiction supplémentaire par rapport à la structure classique de lif-
ting scheme. Le schéma proposé est ensuite associé à deux méthodes d’adaptation.
La première, appelée GAE, suppose une stationnarité globale de l’image, tandis
que la seconde, LAE ne suppose qu’une stationnarité locale de l’image. Dans ce
dernier cas, les filtres prédicteurs sont adaptatifs.
Trois applications de ces méthodes en compression d’images sont ensuite propo-
sées. Dans un premier temps, une comparaison des performances en compression
sans perte sur des images de textures, synthétiques, gaussiennes, à stationnarités
locale et globale (vérifiant les hypothèses plus haut), est réalisée. Sur ces signaux,
les mesures d’entropie d’ordre 1 ont montré que les méthodes proposées offrent
en moyenne un gain en codage de 0,5 bpp (GAE) et 0,8 bpp (LAE) par rapport
à la décomposition en ondelette (9,7), de 0,8 bpp (GAE) et 1,11 bpp (LAE) par
rapport à la (5,3) et de 0,41 bpp (GAE) et 0,65 bpp (LAE) par rapport à la mé-
thode de Gerek et Çetin. La deuxième application concerne le codage sans perte
d’images réelles de natures variées. Les gains par rapport à l’état de l’art se sont
révélés plus faibles que ceux obtenus pour les images synthétiques. Enfin, la der-
nière application traite les cas du codage progressif et du codage avec perte. Pour
la compression avec pertes, nous avons modifié la méthode LAE pour palier aux
problèmes de divergence dus à l’impossibilité au niveau du décodeur de recons-
truire les filtres prédicteurs à partir d’échantillons quantifiés. Elle se révèle plus
efficace que lorsque l’on utilise les filtres usuels de longueur fixe (9,7) et (5,3).
Mots clés : Bancs de filtres adaptés, transformée en ondelettes, lifting scheme
adapté, filtrage adaptatif, compression sans perte, codage progressif.
Signal-adapted filter banks, application to image compression
This thesis is concerned with multiresolution decompositions in a lifting scheme
framework as well as its application to image compression. First, a decomposi-
tion structure consisting of a "generalized lifting scheme" is proposed, using all
information available in the decoding stage for prediction. This new scheme relies
on an additional predictive filter which does not appear in classical lifting scheme
structures. The proposed scheme is then associated to two adaptation methods.
The first one, called GAE, assumes a global stationnarity of the image, while the
second one, called LAE assumes only a local stationnarity. In the latter, adaptive
filters are used.
A study of the performance in lossless coding is done by using a set of Gaussien
synthetic images with local and global stationarities (satisfying the assumptions
on the images). Estimations of the first order entropy of the transformed image
showed that the proposed methods offer on average an improvement of 0.5 bpp
(GAE) and 0.8 bpp (LAE) compared to the (9,7) wavelet transform, 0.8 bpp
(GAE) and 1.11 bpp (LAE) compared to the (5,3) wavelet transform and 0.41
bpp (GAE) and 0.65 bpp (LAE) compared to the method of Gerek & Çetin (a
method using LMS-based adaptive filters). The second part is concerned with
the study of performance in lossless coding of still images with varied features.
The obtained gains in bit rate compared to the state of the art are lower than
those obtained for the synthetic images. Finally, in the last part, the application
to progressive coding and lossy coding is studied. In order to prevent the LAE-
divergence phenomenon due to the quantization step in lossy compression, we
modified it structure. Measurements of rate/distortion showed the, for high bit
rates, that the modified LAE outperforms the (9,7) and (5,3) wavelet transforms.
Keywords :Wavelets and signal-adapted filter banks, signal-adapted lifting scheme,
adaptive filtering, lossy/lossless image compression, progressive coding.
