Abstract
Introduction

15
A fundamental goal of community ecology is to understand how interactions between species 16 in a shared environment shape observed patterns of diversity over time. A key challenge in un-17 derstanding community turnover is to disentangle effects of environmental drivers of species co-18 occurrence from inter-species interactions, especially when the goal is to infer these mechanisms 19 from observational data [1, 2] . This challenge is also found in epidemiology, in which a major 20 goal is to understand the factors that allow pathogens to coexist [3] . As is the case with free-living 21 species, when determinants of environmental niches are shared among pathogen types, inferring 22 interactions is difficult [4] . Understanding the mechanisms of microbial community turnover 23 thus presents an ecological, statistical, and computational challenge, especially considering the 24 1 size of microbial and pathogen data sets [5, 6] . Ecological models of community turnover that 25 account for shared environmental drivers are thus important for understanding mechanisms that 26 underlie pathogen diversity.
27
For macroscopic organisms, null model analysis has historically been used to infer potential 28 species interactions from observational data sets, through the identification of statistically non-29 random aggregations of species across multiple habitats [7, 8, 1, 9] . Similar approaches have been 30 used to develop computationally efficient algorithms that make it possible to infer large corre-31 lation networks from microbial sequence data [5, 10] . Disentangling the simultaneous effects of 32 species interactions and environmental filters from survey data is nevertheless a challenge for 33 analyses of both macroscopic and microscopic communities [11, 2] . For example, highly mobile, 34 competing species should transiently aggregate in habitats with shared resources, even if com-35 petitive exclusion is expected at equilibrium. Snap-shot surveys of co-occurrence can therefore 36 lead to biased interpretations of species interactions, but time-series data can help overcome this 37 problem.
38
In the microbial ecology literature, network inference models have only rarely been adapted to 39 incorporate time-series data from multiple localities. Available methods include local similarity 40 analysis [12, 11, 13] and generalized Lotka-Volterra modeling [14, 15] . While local similarity anal-41 ysis can be used with incidence data, Lotka-Volterra modeling requires measures of abundance, 42 which are notoriously difficult to infer from sequence data, whereas relative abundances can 43 bias statistical analyses [16] . Local similarity analysis can infer microbial networks from observa-44 tions of time-delays and temporal correlations between microbes and environmental covariates, 45 but it relies on multiple, independent tests with p-value corrections, instead of an integrated 46 analysis [12, 13] . Joint species distribution models provide a more comprehensive method for 47 identifying putatively interacting species from static ecological survey data, while accounting 48 for shared environmental drivers [17, 18, 19, 20, 21, 22] . These models use logistic regression 49 to estimate how environmental covariates affect species occupancy probabilities across a hetero-50 geneous landscape. Species interactions are then inferred from residual correlations between 51 2 species occurrences. While joint-species models can generate hypotheses about static community 52 assemblages, most methods fail to capture important drivers of co-occurrence that emerge from 53 dynamic properties of the community dynamics [2] . For example, species co-occurrence may 54 be positively correlated across heterogeneous habitats, because of shared resources, but nega-55 tively correlated across time, because of negative species interactions within sites (i.e. Simpson's 56 paradox, fig. 1 ).
57
Here we extend the joint-species modeling framework to infer more complex, biologically 58 realistic dynamics in a way that is computationally tractable for large microbial data sets. We 59 develop a statistical model of a dynamic, multi-species metacommunity in which species are 60 affected by each other's persistence and colonization probabilities, and by shared environmental 61 drivers. This approach can be readily applied to pathogenic microbe populations, in which 62 distinct pathogen types represent species coexisting within a heterogeneous landscape of host 63 organisms. In our method, we model correlations in species occupancy across habitats and across 64 time, resolving Simpson's paradox and accounting for latent environmental covariates. We also 65 estimate pairwise species effects on rates of colonization and persistence. Using synthetic data, 66 we demonstrate the ability of our model to accurately and precisely infer dynamics consistent 67 with Simpson's paradox, even with sparse occurrences. We then apply our model to data on 68 human papillomavirus (HPV), a pathogen of significant public health concern.
69
Human papillomavirus (HPV) is the most common sexually transmitted infection and a ma-70 jor cause of cervical, genital, and oropharyngeal cancers, and it consists of over 200 types [23] . repeatedly through time. Specifically, the model structure is the same as considering a metacom-162 munity made up of I discrete habitats or sites, which harbor up to J species from the regional 163 species pool, and that are surveyed over a maximum of T time points.
164
We fit a multivariate probit regression model to the binary presence/absence data in Y, which has been used in other joint-species modeling approaches [21] . Probit regression relates a linear predictor to occupancy probabilities using a standard normal cumulative distribution function.
In this model, the probability that a binary random variable is equal to one (i.e. P(Y = 1)) is equal to the probability that the latent variable z is greater than zero. The linear predictor µ completely determines the latent variable z and can be a function of one or more covariates and their effects. As part of the probit definition, the residual variance of z is equal to one. In general then, we are interested in understanding how linear predictors influence the probability that an HPV type occurs in a given patient. A generalized probit model with a single covariate x is 7 formulated for the i th sample as:
(1) 
Here, α j is an adjustment to account for among-type variation in commonness. The presence by the product Y i,1: effects. Following the definition of the multivariate probit density, patient and visit are nested effects, such that the same patient is added to to all of that patient's visits, such that the variances of patient and visit must sum to one (i.e. z ∼ N(µ, 1)). These random effects are therefore structured as follows:
where Σ patient and Σ visit are J × J variance-covariance matrices, constrained so that the j th variance 184 parameters from the two matrices sum to one, for j = 1, ...J. Therefore, ρ patient p,q represents the 185 pairwise correlation between HPV types that is measured among patients, which is derived from 186 the variance-covariance matrix Σ patient . Then, ρ visit p,q represents the pairwise correlation between
187
HPV types that is measured between visits and within patients (i.e. longitudinally), which is 188 derived from the variance-covariance matrix Σ visit .
189
We also model fixed effects of the time between visits (TBV) on persistence and colonization, to allow for the variability in when patients visited the clinic. The median TBV was 6.0 months with variance = 0.7 months, which we centered and scaled for use in the model. We allowed for fixed effects of TBV on the HPV type-specific probability of persisting (β
) and the probability of colonizing (β
). We hypothesized that the probability that an HPV type colonizes a patient increases with TBV, due to a longer period of risk, while the probability that a HPV type persists in the patient decreases with TBV, due to a longer time in which clearance may occur. The structure of these fixed effects is:
In this formula, Z is an I × T matrix that holds the centered and scaled values of TBV for 190 each patient. This formula is added to µ ijt .
191
Model inference
192
We coded our Bayesian model in Using synthetic data, we tested the ability of our model to: (1) set this large, small changes in overall goodness-of-fit could lead to very large changes in the 231 likelihood when integrated across the many data points, and thus large differences in LOO-IC.
232
We therefore emphasize that we use this model selection procedure as a heuristic to guide our 233 understanding of community dynamics, rather than as a robust hypothesis test.
234
Results
235
Model validation with synthetic data
236
When we tested our model with synthetic data, it accurately and precisely inferred dynamics 237 consistent with Simpson's Paradox, even when the data were sparse (Fig. 2) . The model cor-238 rectly inferred the low baseline probabilities of species occurrence (Fig. 2 A) and all patient-level 239 correlations (Fig. 2 B) . It also accurately estimated the majority of negative correlations at the 240 observation level, although some inferred pairwise correlations were indistinguishable from zero 241 ( Fig. 2 C) . This latter effect was not surprising, because we assumed a weak negative correla- which we assumed were the same for all pathogen strains (Fig. S2 ).
248
Metacommunity dynamics of HPV and model comparisons 249
In our full model, there were only a few interactions between HPV types that were worthy of fu-250 ture investigation, including several weakly negative effects on colonization probability (Fig. 3 ).
251
Importantly, including these fixed effects and the random effects of patient-level and observation- and observation-level correlations, as our full model (Fig. S4) .
262
The best model captured important qualitative aspects of the HPV dynamics, as well. The 263 inferred baseline occurrence probability recovered the observed rank order of prevalence of the 264 ten HPV types (Fig. 3A) . The model confirmed that increasing values of TBV had positive effects the models these effects are in addition to the pairwise effects on persistence and colonization.
273
Negative observation-level correlations thus signal reduced affinity for co-transmission. 
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8
We identified 3,656 eligible participants from the 4,123 men enrolled in the HIM study as of
9
October 2014. For each of the 10 HPV types that we analyzed, we include in our data the binary 10 infection status of each man at each clinic visit. We also include the length of time between 11 consecutive clinic visits.
12
Type-specific HPV prevalence over follow-up
13
We calculated the prevalence of the 10 HPV types included in the analysis at each visit (Fig.   14   S1 ). Note that, because individuals varied in their visit dates, the prevalence at each visit is Figure S1: Observed visit-level prevalence of each of the 10 HPV types included in this analysis. we conducted several standard visual diagnostics to check MCMC chain performance [63, 53] .
Stan model details
27
All models converged after 5000 iterations, and no problems were observed in the MCMC chains.
28
Time between visits
29
Here we display the effects of time between visit (TBV) on persistence and colonization probabil-
30
ities for the synthetic data ( Fig. S2 ) and for the HIM dataset, using the full model that includes 31 both correlations and fixed, pairwise interactions (Fig. S3) . 
5
Results from "best" model, with no pairwise interaction effects
33
The figure below displays the results from the most preferred model, which includes the random 34 effects (i.e. patient-level and observation-level correlations among HPV types), but does not 35 include pairwise effects on persistence and colonization probabilities (Fig. S4) . Notably, this 36 model is nearly identical to the full model in terms of baseline probabilities of occurrence ( Fig.   37 S4 A), the random effects (Fig. S4 B,C) , and the effects of time between visit (TBV) (Fig. S4 D) . 
