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Part 1: Domain symmetries and the computation of matrix exponentials
SOME REFERENCES:
Group representation theory:
J. S. Lomont, ’Applications of ﬁnite groups’, Academic Press 1959.
J. P. Serre, ’Linear Representation of Finite Groups’, Springer, 1977.
Applications in PDEs:
E. L. Allgower, K. Georg, R. Miranda and J. Tausch (1998), ‘Numerical exploitation
of equivariance’, Zeitschrift f¨ ur Angewandte Mathematik und Mechanik.
A. Bossavit, ‘Symmetry, groups, and boundary value poblems. A progressive introduction to
noncommutative harmonic analysis of partial diﬀerential equations in domains with geometrical
symmetry’, (1986) Comput. Methods Appl. Mech. and Engrg., 56, 167–215.
C. C. Douglas and J. Mandel, ’Abstract thery for the domain reduction method’, Computing
(1992).
Applications to linear algebra and matrix exponential:
K. ˚ Ahlander and H. Munthe-Kaas, ‘On applications of GFTs in numerical linear algebra’,
(2004) Submitted, (Preprint at www.focm.net/gi).
A. Trønnes, ‘Symmetries and GFT applied to the computation of the matrix exponential’, (2005),
Master thesis, UiB.
Applications of GFT in statistical analysis:
P. Diaconis and D. N. Rockmore, ’Eﬃcient computation of the Fourier transform on ﬁnite
groups’, J. of the AMS, 1990.3/31
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Motivating example:
Consider a parabolic equation over a domain with a group of symmetries,
ut = Au + f, A linear diﬀerential operator
(for instance the A could be the ∇2 over an equilateral triangular domain) in tandem with, say,
Dirichlet boundary conditions. An equilateral triangle has a group of symmetries G generated by:
120o-degree rotation and ﬂip around one symmetry axis,
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(dihedral group) is the group of domain symmetries.
We introduce a discretization of the triangular domain which
is compatible with the symmetry group, i.e., one could use
• ﬁnite diﬀerences
• ﬁnite elements/boundary elements methods
• spectral/volume methods
under the condition that the mesh respects the symmetry.4/31
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After discretization, the linear operator A is represented by a matrix A = (Ai,j), deﬁned over a set
of indices I. Then, a domain symmetry g ∈ G corresponds to a permutation matrix P(g).
If the original operator commutes with the discretized domain, the property carries over to the
discretized operator: the matrix A is then equivariant, meaning that it commutes with all P(g), for
g ∈ G,
AP(g) = P(g)A,
and moreover we have that
P(gh) = P(g)P(h).
In other words, the group G deﬁnes an action on the index set I,
I × G → I, i 7→ ig,
which, in terms of the indices of the matrix, becomes
Aig,jg = Ai,j, ∀i,j ∈ I, g ∈ G,
The above formula is a generalization of the situation for circulant matrices, where the group G
is Zn.
We consider only the case of groups with a ﬁnite cardinality |G|.5/31
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There are three main situations, according to the classiﬁcation of the action, which depends essen-
tially on the discretized domain.
1. The action is free and transitive.
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It means that
• a single orbit
• only e ∈ G leaves points in I ﬁxed.
In that case we have that the index set is isomorphic to the
group, I ≡ G:
• Convolution operator
• Block structure, blocks of size di after GFT.
2. The action is free but not transitive.
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It means that
• m orbits, all of the same size
• only e ∈ G leaves points in I ﬁxed.
In that case, the index set is isomorphic to m copies of the
group, I ≡ G × {1,2,...,m}:
• Block convolution operator.
• Block structure, blocks of size mdi after GFT.6/31
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3. The action is neither free nor transitive.
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It means that
• m orbits, not all of them of the same size
• some points are ﬁxed points under (non-trivial) group
transformations.
In that case, the situation is signiﬁcantly more technical, and
characterization of certain projection operators (in terms of
double cosets) is important for numerical algorithms.
We will consider in more details the case of a free and transitive action. The theory for free but
not transitive actions can be reduced to that of the above one with minor modiﬁcations.7/31
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Free and transitive actions
Then, matrix-matrix and matrix-vector products become equivalent to convolutions.
Goal: Find a change of basis such that the matrix becomes block-diagonal.
Recall I ≡ G, therefore we could identify the discretization points with the group elements.
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Given an arbitrary g ∈ G, deﬁne a(g) = Ag,e the ﬁrst column
of the matrix A. We have
a ∈ C
|G|
where C|G| is the group algebra, the free vector space where
all the elements of the group are basis vectors.
e → (1,0,0,0,0,0)
>, β → (0,1,0,0,0,0)
>, α → (0,0,1,0,0,0)
>, ...
This space has a product (convolution), deﬁned in the following manner:
(a ∗ b)(g) =
X
h∈G
a(gh
−1)b(h), a,b ∈ C
|G|.8/31
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convolution: (a ∗ b)(g) =
X
h∈G
a(gh
−1)b(h), a,b ∈ C
|G|.
Matrix-vector products
Assume that A is G-equivariant and set a(g) = Ag,e. Then,
y = Ax = a ∗ x.
Matrix-matrix products
Assume that A,B are G-equivariant and set a(g) = Ag,e and b(g) = Bg,e. Then, also C = AB is
G-equivariant. Moreover, if c(g) = Cg,e, we have
c = a ∗ b
(convolution of ﬁrst columns).9/31
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Block-diagonalization of matrices
A map R : G → CdR×dR is said to be a group representation if
R(gh) = R(g) · R(h)
A representation R is said to be reducible if there exists an invertible dR ×dR matrix W such that
W
−1R(g)W =

  

R1
R2
...
Rk

  

, ∀g ∈ G.
In other words, a reducible representation is a representation which can be block-diagonalized.
A non-reducible representation is said to be irreducible.
N.B. In the block diagonalization above, the blocks R1,R2,···Rk are irreducible. In other words,
all the representations of a group are direct sums of irreducible representations.
Hence, the problem of ﬁnding group representations reduces to ﬁnding all the irreducible group-
representations.10/31
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Frobenius theorem (part 1)
Given a ﬁnite group G, there exists a complete list of non-equivalent irreducible representations R,
such that X
R∈R
d
2
R = |G|.
Example: Consider the dihedral group D3, with |D3| = 6. Then, a complete list of non-equivalent
representations is
R = {τ,σ,ρ}
where τ(g) = 1 is the trivial representation, σ is a one-dimensional representation given as σ(α) =
1,σ(β) = −1, and ρ is a two dimensional representation which can be chosen as
ρ(α) =

cosθ −sinθ
sinθ cosθ

, θ = 120
o. ρ(β) =

−1 0
0 1

.
Then, X
R∈R
d
2
R = 1 + 1 + 2
2 = 6 = |D3|.
Irreducible representions not unique (conjugation yields new irred. rep.), but their sizes are. Example:
For the icosahedron, |G| = 120, and the irreducible representations have dimension
1,1,3,3,3,3,4,4,5,5.11/31
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Given a representation R : G → CdR×dR and given a ∈ C|G|, deﬁne b a(R) ∈ CdR×dR as
b a(R) =
X
g∈G
a(g)R(g),
the generalized Fourier transform of a.
Lemma 1.1 If a,b,c ∈ C|G| and c = a ∗ b, then
b c(R) = b a(R) ·b b(R) ∀R,
where the product · is the usual matrix product.
The above lemma is essentially the block-diagonalization result. It says that, if c = a ∗ b, then its
GFT can be obtained by computing products of dR × dR blocks.
Example: For D3, the irriducible representations have dimension 1,1,2, which means that the
matrices b a(R),b b(R) have the block structure


s1 0 0
0 s2 0
0 0 S3

 ∈ C
1 ⊕ C
1 ⊕ C
2×2.
To compute b c(R), is suﬃcient to multiply the blocks, for a total of 13+13+23 = 10 multiplications
instead of 63 multiplications.12/31
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Example: For the icosahedron group, we have |G| = 120, so if we were to compute directly the
product of two matrices AB, we would have needed 1203 = 1728000 operations.
Using the GFT of c, b c = b a ·b b, we do the block products only, hence
1
3 + 1
3 + 3
3 + 3
3 + 3
3 + 3
3 + 4
3 + 4
3 + 5
3 + 5
3 = 488
which corresponds to factor ≈ 3500 reduction in the multiplication cost.
Example: If a symmetry group is the direct product of two or more groups, then the irreducible
transformations are the tensor product of the factors’ irreducible transformations. For instance, for
the cube, |C2×S4| = 48 and the irreducible transformations have dimension 1,1,1,1,2,2,3,3,3,3.
Frobenius theorem (part 2)
Given b a(R), then
a(g) =
1
|G|
X
R∈R
dRtr(R(g
−1)b a(R)),
which is the formula for getting back the ﬁrst column of the matrix (and hence the whole matrix).
These GFT and inverse GFT can be computed by fast transforms for a number of groups. For many
of our problems even ’slow’ GFT algorithms are eﬃcient.13/31
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Computation of the matrix exponential
• Discretize the diﬀerential operator to have an equivariant discrete operator
• Compute the Generalized Fourier Transform of the discrete operator
• Compute the exponential of the block matrices corresponding to the irreducible representations.
• Compute the inverse GFT.
The computational advantages of this approach are evident for discretizations whose discrete oper-
ator matrix is not sparse, for instance, spectral– and boundary element methods, but sparsity may
also be exploited in the computation of GFTs.14/31
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A numerical example: the heat equation on a sphere
Consider the heat equation
ut = ∇
2u,
on a sphere. We ﬁrst start discretizing the sphere by approximating it with an icosahedron.
The points on the sphere represent the discretization points
on the domain.
Note that in this case, the action is free but not transitive
(we have m orbits).
The ∇2 operator is discretized by using a 5-points formula.
For this example, we use a starting condition u0 corresponding to two heat sources of diﬀerent
intensity, which are not symmetrically located.
Algorithm:
1. u0 ← initial vector, a ← t∇2
2. b u0 ← gft(u0), b a ← gft(a)
3. for all representations R ∈ R compute b u(R) ← exp(b a(R)) · b u0(R)
4. u ← igft(b u).15/31
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Icosahedral symmetries with reﬂections: G = C2 × A5
PROOF:16/31
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The following pictures represent the solution at t = 0,2,5,10,25,100.17/31
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Application to nonlinear PDEs
A number of evolution PDEs can be put in the form
ut = Lu + Nu,
where L is a linear operator, possibly stiﬀ, while N is a nonstiﬀ nonlinear operator.
Several techiques are used to solve these problems. Among others, exponential integrators and Lie-
group methods. Both approaches require the computation of the matrix exponential or functions
related to the exponential.
In the case when L is also equivariant, the described methods based on GFT can be of great interest.
In more general cases one might consider splitting oﬀ the equivariant part of the operator.18/31
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Part II: Multivar. Chebyshev polynomials and approximation on triangles
Approximation theory on triangles:
J. Hesthaven, ’From Electrostatics to almost optimal nodal sets for polynomial interpolation in a simplex’, SIAM J.
Num. Anal., 1998.
M. A. Taylor, B. A. Wingate and R. E. Vincent, ’An algorithm for computing Fekete points in the Triangle, SIAM
J. Num. Anal., 2000.
F. X. Giraldo and T. Warburton, ’A nodal triangle-based spectral element method for shallow water equations on
the sphere’, J. Comp. Phys., 2005.
Multivariate Chebyshev polynomials:
T. H. Koornwinder (1974), ’Orthogonal polynomials in two variables which are eigenfunctions of two algebraically
independent partial diﬀerential operators I–IV’, Indiag. Math. 36.
R. Eier and R. Lidl (1982), ’A class of orthogonal polynomials in k variables, Math. Ann. 260.
M. E. Hoﬀman and W. D. Withers (1988), ’Generalized Chebyshev Polynomials Associated with Aﬃne Weyl Groups’,
Transactions of the AMS 308.
Fast transforms for Multivariate Chebyshev pol.:
H. Munthe-Kaas, ’Symmetric FFTs, a general approach’, in PhD thesis NTNU, 1989.
M. P¨ uschel and M. R¨ otteler, ’Cooley-Tukey FFT like algorithm for the discrete triangle transform, tech. rep. (2005).19/31
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Classical Chebyshev polynomials obtained by folding
• Consider periodic domain G = R/2πZ with Fourier basis
(k,θ) = exp(ikθ), for k ∈ b G = Z.
We say that (·,·): b G × G → C is a pairing between dual abelian groups, satisfying
(k,θ + θ
0) = (k,θ) · (k,θ
0), (k + k
0,θ) = (k,θ) · (k
0,θ).
• Let a ’mirror group’ W = {1,−1} act on G, and deﬁne symmetrized Fourier basis
(k,θ)s =
1
|W|
X
g∈W
(k,gθ) =
1
|W|
X
g∈W
(gk,θ) =
1
2
(exp(ikθ) + exp(−ikθ)) = cos(kθ).
• Deﬁne the change of variables
x(θ) = (1,θ)s = cos(θ).
This deﬁnes Chebyshev polynomials
Tk(x) = (k,θ)s for k = {0,1,...}.
Note: Tk are polynomials because of recursion:
T0(x) = 1
T1(x) = x
2T1(x)·Tk(x) = Tk+1(x) + Tk−1(x),
which follows from the properties of the dual pairing!20/31
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Root systems and Kaleidoscopes (or aﬃne Weyl groups)
How to deﬁne ﬁnite ’mirror groups’ on more general periodic domains?
A Root system is a subset Φ of a euclidean space E such that
1. Φ is ﬁnite, spans E and does not contain 0.
2. If α ∈ Φ then the only multiples of α in Φ are ±α.
3. If α ∈ Φ then the reﬂection σα = I − 2ααT
αTα leaves Φ invariant.
4. If α,β ∈ Φ then 2
αTβ
αTα ∈ Z.
The group generated by the reﬂections W = hσα|α ∈ Φi is called the Weyl group.
The set T = hθ 7→ θ + α | α ∈ Φi is called the Root lattice.
The aﬃne Weyl group W 0 = T oW is the group generated by all these reﬂections and translations.21/31
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Classiﬁcation of Root systems
( Cartan–Weyl–Coxeter–Dynkin)
Dynkin diagram:
• Nodes = generating mirrors.
• Edges indicate mirror-angles
no edge : 90o
– one edge : 60o
= two edges : 45o
≡ three edges : 30o
• Arrow separates long and short
roots.22/31
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The non-separable 2D cases: A2, B2 and G2
Rootsystem A2
• Blue dots: Roots.
• Blue arrows: Basis for root system.
• Red arrows: Fundamental dominant weights.
• Dotted lines: Mirrors in aﬃne Weyl group.
• Yellow triangle: Fundamental domain of aﬃne
Weyl group.
• Red circles: Weights lattice.
• Black dots: Downscaled root lattice.23/31
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Rootsystem B2
Rootsystem G224/31
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Multivariate Chebyshev polynomials
Let Φ be a d-dimensional root system, W be the Weyl group and T the root lattice.
Let G = Rd/T be the ’root-periodic’ domain, b G = Zd the dual group and (k,θ) = exp(ikTθ) be
the Fourier basis (dual pairing).
In complete analogy with the univariate case, we deﬁne multivariate Chebyshev polynomials Tk(x)
as follows:
(k,θ)s =
1
|W|
X
g∈W
(k,gθ) =
1
|W|
X
g∈W
(g
Tk,θ)
xk(θ) = (ek,θ)s ek = (0,...,1,...,0)
T
Tk(x) = (k,θ)s.
The ’Mother of all’ recurrence relations between Tk(x) is the following:
T0(x) = 1 (1.1)
Tej(x) = xj (1.2)
Tk(x)T`(x) =
X
m∈W\ b G
αk,`(m)|Wm|Tm(x), (1.3)
where α is given by a convolution
αk,`(m) =
1
|W|2
X X
g,h∈c W
δgk+h`,m. (1.4)25/31
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Important example: A2
Fundamental domain of aﬃne Weyl group. Domain of Tk(x) after variable change θ 7→ x.26/31
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Deltoide
The Deltoide, or 3-cusp Steiner hypocycloide, was ﬁrst introduced by L. Euler in 1745 in discussion
of caustic patterns in optics like this reﬂection in a bathroom mirror:27/31
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Spirograph
The deltoide can be constructed as a ’Spirograph’ curve obtained by drawing the perimeter of a
circle of radius 2/3 rolling inside a circle of radius 1. If the rolling is stopped at regular angles 2π/k,
we get lines that cross each other at 1-D Chebyshev–Gauss and Chebyshev–Gauss–Lobatto points.
-3 -2 -1 0 1 2 3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
The deltoid circumscribes the diameter of a rolling circle28/31
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Straightening the deltoid
We have constructed a coordinate map which straightens the deltoid to a triangle. The map has
analytically computable jacobian. It is well behaved away from the corners, but must have corner
singularities due to the cusps of the deltoide.
Deltoid. Straightened domain.29/31
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Embedding triangles in the deltoid
Any triangle can be embedded in a deltoide, so that each edge is tangent to the edge of the deltoid.
Thus overlapping domain decomposition is an attractive alternative to straighening the deltoid.30/31
JJ
II
J
I
Back
Close
Beautiful properties of multivariate Chebyshev polynomials
• Fast algorithms for interpolation, diﬀerentiation and integration, based on group theory (crys-
tallographic groups and duality).
• Continuous and discrete orthogonalities, both for Chebyshev–Gauss and Chebyshev–Gauss–
Lobatto points, thus high order integration rules.
• Lebesque constant for interpolation problem grows logartihmically, just like 1-D case. Thus
the discrete nodes are good interpolation points. For the straightened domain, I don’t know
yet.
• Optimal ∞-norm characterization of Tk generalize from 1D to 2D (and higher?)
• Recurrence relations.
• The root lattice of A1, A2, A3, D4, D5, E6, E7, E8 are densest lattice packings for these
dimensions. Thus optimal in terms of sampling theory. (Densest in primal space implies loosest
in dual space.)
But, the cusps might introduce some challenges!31/31
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Concluding remarks
• Group theory is a powerful tool for structuring the software and creating new algorithms/discretizations.
• Symmetries/ equivariance is providing signiﬁcant computational savings for linear algebra prob-
lems. (Perhaps also qualitatively better results?)
• The multivariate Chebyshev polynomials seems to be a very exciting tool for building solutions
of PDEs.
• But, as always,
THE PROOF OF THE PUDDING IS IN THE EATING,
and I have not ﬁnished cooking yet!