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Preface
This volume is dedicated to Gordon Plotkin on the occasion of his 60th birthday.
It is hard to think of an area of semantics of computation where Gordon Plotkin
has not made a fundamental contribution. Consider the following list:
lambda calculus countable nondeterminism
polymorphic lambda calculus structural operational semantics
logical relations probabilistic powerdomains
continuations topology and order
domain theory intuitionistic modal logic
recursive domain equations logical frameworks
powerdomains algebraic theories
full-abstraction type theory
concrete domains and sequentiality axiomatic domain theory
semantics of concurrency abstract syntax and variable binding
event structures and Petri nets security models
languages and models for biocomputation
All these areas bear the imprint of Gordon’s inﬂuence and the existence of many
can be traced to Gordon’s seminal work. Along with Dana Scott and ADJ, 1 he is
probably the person most responsible for the use of category theory in computer sci-
ence; the concept of full abstraction and the speciﬁc problem of the full abstraction
of PCF, along with the semantic analysis of sequentiality in his work with Kahn on
concrete domains, are at the roots of the ﬂourishing area of game semantics; the
highly accessible, and now ubiquitous, techniques of structural operational seman-
1 ADJ is the acronym adopted by the IBM Research Group that formulated the algebraic semantics of
datatypes using category theory. The group was led by Joseph Goguen, and its members included Jim
Thatcher, Eric Wagner and Jesse Wright.
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tics were ﬁrst comprehensively treated in his Aarhus lectures. He has laid much of
the foundations of semantics of computation. He has exposed fundamental research
issues where others have just passed by.
Gordon’s research career actually started in AI. After studying mathematics and
physics in Glasgow he moved to Edinburgh where he took the Diploma in AI. He
continued in Edinburgh as a PhD student of Rod Burstall. During this period he
made two major contributions to AI. For his PhD work he investigated the inverse
of uniﬁcation: forming the least generalisation of two ﬁrst-order terms. (Not an
instinctive programmer, Gordon was persuaded to program the generalisation algo-
rithms by his supervisor, Rod Burstall.) The importance of this work took a long
time to be realised, but has recently found a major application in machine learn-
ing, in inductive logic programming. Gordon also developed a uniﬁcation algorithm
that built in the associative law. In writing up Gordon realized he had enough
material without the theorem-proving part on uniﬁcation, which got dropped from
his thesis—though fortunately published later, if only partially, 2 thus founding the
now thriving ﬁeld of uniﬁcation theory. A similar pattern is recognizable today;
despite Gordon’s impressive publication list, it is really only the tip of the iceberg.
The diploma in Edinburgh led to a friendship with Robert Owen who went on
to study for a PhD in Warwick. The friendship opened an important channel to the
exciting and foundational work that Dana Scott and Christopher Strachey were car-
rying out in Oxford on denotational semantics and domain theory. Gordon started
to work on the lambda calculus and the semantics of programming languages. It is
quite remarkable and somewhat humbling to see how much he achieved in those early
years, till around the mid 1970’s while a postdoc of Rod Burstall and young lecturer:
omega-incompleteness of the lambda calculus; fundamental results on logical rela-
tions; call-by-name and call-by-value in the lambda calculus; new constructions of
universal domains; PCF and the concept of full abstraction; the category-theoretic
account of the solution of domain equations; concrete domains and sequentiality;
powerdomains. All this seminal work stems from that time. It was much inﬂu-
enced by a trip to the States, visiting Alan Robinson at Syracuse and meeting John
Reynolds, working for John McCarthy in Stanford, but also visiting Robin Milner,
from whose work the problem of powerdomains developed. There was also the inﬂu-
ence from French research a bit later. Gordon acknowledges the role Rod Burstall
played, directly and indirectly, for these connections. It was during this period,
primed by a lecture of Jose´ Meseguer, that Gordon became a convert to category
theory, mainly through his work on solving recursive domain equations. It is hard
now to imagine Gordon without his expertise in category theory.
The past eighteen months have seen the premature deaths of two of Gordon’s
scientiﬁc associates and friends: Claire Jones, a PhD student of Gordon—together
they developed the probabilistic powerdomain construction; and Gilles Kahn. De-
spite his illness and enormous responsibilities, Gilles was very keen to contribute
a short piece on his time in Edinburgh, a period when he and Gordon developed
the theory of concrete domains and their general deﬁnition of sequential function.
2 G. D. Plotkin, “Building-in equational theories,” Machine Intelligence, 7:73-90, 1972.
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Sadly this was not to be.
Generally, it was striking not only how many wanted to contribute to this
Festschrift, but also the spirit with which they did so. The idea that a Festschrift
consists of what authors had in their bottom drawer was belied in this case; all
wanted to acknowledge Gordon’s inﬂuence on their work by generating something
new related to Gordon’s research, something that Gordon would himself ﬁnd in-
teresting or surprising. His accessibility, openness, generosity with ideas, and
uncompromising—if occasionally disarming—honesty are widely admired. We, the
editors of this volume, were all privileged PhD students of the Edinburgh course on
theoretical computer science with Gordon Plotkin as supervisor: Winskel (1977-80);
Cardelli (1978-81); Fiore (1990-93). We are delighted to be part in the creation of
this volume in honour of our former supervisor.
Luca Cardelli
Marcelo Fiore
Glynn Winskel
The Editors 3
April, 2007
3 We would like to acknowledge and thank Mike Mislove for all his help and encouragement in the prepa-
ration of this volume.
Preface / Electronic Notes in Theoretical Computer Science 172 (2007) 1–4 3
Gordon Plotkin’s Graduated Research Students
Master of Philosophy
Timothy Radford, 1980, “A computational model of learning”
Doctor of Philosophy
Pavel Brazdil, 1981, “A model for error detection and correction”
Glynn Winskel, 1981, “Events in computation”
Luca Cardelli, 1982, “An algebraic approach to hardware description and veriﬁca-
tion”
Wei Li, 1983, “An operational approach to semantics and translation for program-
ming languages”
Flemming Nielson, 1984, “Abstract interpretation using domain theory”
Hanne Riis Nielson, 1984, “Hoare logic’s for run-time analysis of programs”
Allen Stoughton, 1987, “Fully abstract models of programming languages”
Eugenio Moggi, 1988, “The partial lambda calculus”
Claire Jones, 1989, “Probabilistic non-determinism”
Andreas Knobel, 1990, “Constructive lambda-models”
David Pym, 1990, “Proofs, search and computation in general logic”
Douglas Gurr, 1990, “Semantic frameworks for complexity”
Sun Yong, 1991, “A framework for binding operators”
Philippa Gardner, 1992, “Representing logics in type theory”
Marcelo Fiore, 1994, “Axiomatic domain theory in categories of partial maps”
Alex Simpson, 1994, “The proof theory and semantics of intuitionistic modal logic”
Pietro Cenciarelli, 1996, “Computational applications of calculi based on monads”
Andrew Barber, 1997, “Linear type theories, semantics and action calculi”
Ewen Denney, 1998, “A theory of program reﬁnement”
Peter Hancock, 2000, “Ordinals and interactive programs”
Marco Kick, 2004, “Coalgebraic modelling of timed processes”
Miki Tanaka, 2004, “Pseudo-distributive laws and a uniﬁed framework for variable
binding”
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