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Abstract—Densifying the network and deploying more anten-
nas at each access point are two principal ways to boost the
capacity of wireless networks. However, due to the complicated
distributions of random signal and interference channel gains,
largely induced by various space-time processing techniques, it is
highly challenging to quantitatively characterize the performance
of dense multi-antenna networks. In this paper, using tools
from stochastic geometry, a tractable framework is proposed for
the analytical evaluation of such networks. The major result
is an innovative representation of the coverage probability,
as an induced ℓ1-norm of a Toeplitz matrix. This compact
representation incorporates lots of existing analytical results on
single- and multi-antenna networks as special cases, and its
evaluation is almost as simple as the single-antenna case with
Rayleigh fading. To illustrate its effectiveness, we apply the
proposed framework to investigate two kinds of prevalent dense
wireless networks, i.e., physical layer security aware networks
and millimeter-wave networks. In both examples, in addition
to tractable analytical results of relevant performance metrics,
insightful design guidelines are also analytically obtained.
I. INTRODUCTION
To meet the ever-increasing mobile data traffic explosion,
there is a tremendous demand in boosting the capacity of
wireless networks. One promising way is to exploit the spatial
domain resources by deploying more antennas at transceivers,
especially at the base station (BS) side, e.g., via the recently
emerged “Massive MIMO” technique [1]. Another effective
way to increase the network capacity is via network densifi-
cation [2], which can significantly improve the area spectral
efficiency (ASE). However, to design and evaluate dense multi-
antenna networks is a highly challenging task, which may
hinder their wide deployment.
The main difficulty to analytically characterize the
network-level performance comes from the complicated signal
and interference distributions, which depend on the applied
multi-antenna transmission strategy, as well as the channel
model. Previous studies have revealed that the gamma distri-
bution is typically encountered when evaluating various multi-
antenna systems. For example, it was shown in [3], [4] that
with Rayleigh fading the channel gain for the information
signal is gamma distributed under different multi-antenna
transmission techniques, e.g., zero forcing (ZF) and maximal
ratio transmission (MRT) beamforming. For more general
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multi-antenna transmission strategies, gamma distribution was
shown to be an accurate approximation of the channel gain
[5]. Furthermore, Nakagami fading will generally lead to a
gamma distributed channel gain. While existing results are
mainly for the Rayleigh fading scenario, i.e., with exponen-
tially distributed channel gains, an analytical framework that
can effectively handle gamma distributed channel gains is
highly desirable for studying dense multi-antenna networks.
On the other hand, with network densification, the distribution
of the aggregated interference becomes intricate, which brings
additional challenges to the performance evaluation. A random
network model based on Poisson point processes (PPPs) has
been adopted extensively to model the dense BS deployments.
With the help of stochastic geometry, this model turns out
to be tractable and can effectively characterize the aggregated
interference [6].
There have been some attempts to analytically evaluate
multi-antenna wireless networks based on the random network
model [3], [7]–[9]. Taylor expansion was used in [3] for
approximating the interference power distribution in ad hoc
networks. Analytical expressions provided in [7], [8] were
in complicated forms via many special functions, e.g., Bell
polynomials and beta functions. A more recent work [9]
adopted an upper bound for the cumulative probability function
(cdf) to handle the gamma distributed channel gains, which
led to a closed-form expression for the coverage probability.
Unfortunately, the available results, typically with approxima-
tions, are all in complicated forms, which cannot yield further
insights for network design and optimization.
Recently, some promising results were produced in our
previous works [4], [10], [11], where closed-form expressions
were derived for various performance metrics in multi-antenna
heterogeneous networks. These results disclosed the poten-
tial of yielding a systematic way to analyze multi-antenna
networks, and provided design guidelines for some specific
network models and multi-antenna transmission techniques.
In this paper, we shall extend the analyses in [4], [6], [10],
[11] to a more general framework, which is applicable to
networks where the signal channel gain is assumed to be
gamma distributed while the interference channel gains are
with arbitrary distributions. In particular, the recursive rela-
tions between the n-th derivatives of the Laplace transform
are exploited, based on which a novel representation of the
coverage probability is derived, i.e., an induced ℓ1-norm of a
Toeplitz matrix representation. With the proposed framework,
the complexity of evaluating dense multi-antenna networks
becomes comparable to the single-antenna case. Moreover,
many analytical techniques developed for conventional single-
antenna networks can be easily transplanted to the general
multi-antenna setting.
To illustrate its effectiveness, the proposed framework is
then applied to two example networks, i.e., physical layer
security aware networks and millimeter-wave (mmWave) net-
works, for which fewer analytical results are available. With
the new analytical tool, we are able to derive a new set of
tractable results for these networks. With these results, we
also investigate two critical design problems, i.e., the trade-
off between the jamming and interference nulling in security
aware networks, as well as the impact of the array size in
mmWave networks.
II. A UNIFIED ANALYTICAL FRAMEWORK
A. Analytical Framework for Multi-Antenna Networks
Consider a dense multi-antenna wireless network, where
the spatial locations of transmitters are modeled as a homoge-
neous PPP, denoted as Φ in R2 with density λt. Each transmit-
ter communicates with multiple single-antenna receivers with
fixed transmit power. We focus on the performance analysis of
the typical receiver at the origin, and the signal-to-interference-
plus-noise ratio (SINR) is given by
SINR =
gx0r
−α
0
σ2n +
∑
x∈Φ′ gx‖x‖−α
, (1)
where r0 = ‖x0‖ is the distance from the typical receiver to
its associated transmitter located at x0, with the probability
density function (pdf) fr0(r). The noise power is normalized,
depending on the system setting, and is denoted as σ2n. The
channel gains for the information signal and interference
from the transmitter located at x are denoted as gx0 and gx,
respectively. The signal channel gain gx0 is gamma distributed,
i.e., gx0 ∼ Gamma(M, θ), whereM and θ are shape and scale
parameters of the gamma distribution. We assume (gx)x∈Φ′ is
a family of independent and non-negative random variables
with arbitrary distributions. The locations of the concerned
interfering transmitters are denoted as Φ′, which can be
composed of any PPP conditional on x0. In particular, Φ
′ can
be a union of several different types of interferers that are
distributed according to different PPPs Φ′j , and each type of
interferer has different densities λt,j and interference channel
gains gx,j .
We focus on the coverage probability, defined as
pc(γ) = P(SINR > γ), (2)
where γ denotes the SINR threshold. Many other typical
network performance metrics, e.g., ASE, average throughput,
and energy efficiency, can be analyzed based on the results for
the coverage probability [4], [10]–[12].
In this section, we will provide a unified analytical frame-
work for dense multi-antenna wireless networks. First, the
coverage probability defined in (2) can be written as
pc(γ) = P
[
gx0 > γr
α
0
(
σ2n + I
)]
, (3)
where I ,
∑
x∈Φ′ gx‖x‖−α. As mentioned before, one main
difficulty of the analysis comes from the gamma distributed
random variable gx0 . Different from previous works that
adopted approximations [3], [9], in this paper, we will derive
a compact and exact expression for this probability. According
to the cdf of gamma distribution, the coverage probability (3)
is firstly rewritten as
pc(γ) = Er0
{
M−1∑
n=0
(γrα0 /θ)
n
n!
EI
[
(σ2n + I)
ne−
γrα0
θ
(σ2n+I)
]}
= Er0
[
M−1∑
n=0
(−s)n
n!
L(n)(s)
]
, (4)
where s , γrα0 /θ, L(s) = e−sσ
2
nEI
[
e−sI
]
is the Laplace
transform of noise and interference. The notation L(n)(s)
stands for the n-th derivative of L(s). According to the
probability generating functional (PGFL) of PPP, the Laplace
transform L(s) can be expressed in a general exponential form
as
L(s) = exp
{
− sσ2n −
∑
j
λt,j×
∫
R2
(
1− Egx,j [exp(−sgx,j‖x‖−α)]
)
dx
}
= exp{η(s)},
(5)
where η(s) is the exponent of the Laplace transform L(s).
First, the recursive relations between n-th derivatives of the
Laplace transform are illustrated in the following lemma.
Lemma 1. Define xn =
(−s)n
n! L(n)(s), we have
xn =
n−1∑
i=0
n− i
n
qn−ixi, qk =
(−s)k
k!
η(k)(s). (6)
Proof: See Appendix A.
The calculation of the n-th derivatives commonly appears
in the performance analysis of multi-antenna systems. How-
ever, direct computation leads to messy expressions [8]. In
contrast, the recursive relations in Lemma 1 enable us to
express the n-th derivatives of L(s) in a delicate way, which
leads to a compact matrix form of the coverage probability, as
given in the following theorem.
Theorem 1. (ℓ1-Toeplitz Matrix Representation of the Cover-
age Probability) The coverage probability (3) is given by
pc(γ) =
∫ ∞
0
fr0(r) ‖exp {QM (r)}‖1 dr, (7)
where QM is an M ×M lower triangular Toeplitz matrix
QM =


q0
q1 q0
q2 q1 q0
...
. . .
qM−1 · · · q2 q1 q0

 . (8)
The nonzero entries of QM are determined by (6).
Proof: See Appendix A.
Compared to the complicated approximations in [3], [7]–
[9], the ℓ1-Toeplitz matrix representation in (7) provides a
TABLE I. KEY PARAMETERS FOR DIFFERENT NETWORK SETTINGS
Multi-antenna Signal channel Interference
Point process of the
transmission gain (gx0 ) channel gain (gx) interfering transmitters Φ′
technique distribution distribution
Single-Antenna
Gamma(1, 1) Exp(1) P(r0,∞) with density λtNetworks [6]
Throughput and Energy
MRT Gamma(Nt, 1) Exp(1) P(r0,∞) with density λt
Efficiency Analysis [4]
Interference
ZF beamforming
Gamma gx,1 ∼ Exp(1) Φ
′
1: P(r0, µr0) with density ελt
Coordination [10] (max(Nt −Kx0 , 1), 1) gx,2 ∼ Exp(1) Φ
′
2: P(µr0,∞) with density λt
K-tier Multiuser
SDMA Gamma(Mk − Uk + 1, 1) gx,j ∼ Gamma(Uj , 1) Φ
′
j : Pj(rj ,∞) with density λt,jMIMO HetNets [11]
Physical Layer Security Jamming &
Gamma(Nx0 , 1)
gx,1 ∼ Gamma(Nx, 1)
See Section III-A
Aware Networks ZF beamforming gx,2 ∼ Exp(1)
Millimeter-wave Analog
Gamma(M, 1/M) (19) See Section III-B
Networks beamforming
* P(a, b) denotes a PPP within a ring with inner diameter a and outer diameter b.
qk,i =
1
P δkB
δ
k
K∑
j=1
λjP
δ
j B
δ
j
Γ(Uj + i)
Γ(Uj)Γ(i + 1)
δ
i− δ
(
UkBk
UjBj
γ
)i
× 2F1
(
i− δ, Uj + i; i+ 1− δ;−UkBk
UjBj
γ
)
(11)
much more compact form for the coverage probability. More
importantly, it enables us to leverage various powerful tools
from linear algebra, especially some nice properties of the
lower triangular Toeplitz matrix, to provide insightful design
guidelines for further network optimization. Such properties in
the setting of small cell networks can be found in [4].
B. Single-Antenna vs. Multi-Antenna Networks
The proposed framework incorporates the single-antenna
network [6] as a simple special case. Assuming Rayleigh
fading, the signal channel gain is exponentially distributed in
the single-antenna case, i.e., M = θ = 1. Then, the expression
(7) in Theorem 1 can be simplified as
pc(γ) =
∫ ∞
0
fr0(r)L(s)dr, (9)
which is exactly the same as the classic result in [6, Equation
2]. Note that, for single-antenna networks, the main task to
derive the coverage probability is to manipulate the Laplace
transform L(s). It has been shown in [6] that, under various
assumptions for the interference channel gain g and different
point processes of concerned interfering transmitters Φ′, L(s)
(equivalently η(s)) can be derived into closed forms. This also
creates the possibility to express the coverage probability in a
closed form or a simple integral expression.
When it comes to multi-antenna networks, Theorem 1 is
compatible with any specific form of η(s) as long as the
Laplace transform can be expressed as L(s) = exp{η(s)}.
Furthermore, with the gamma distributed signal channel gain,
the only additional task compared to single-antenna networks
is to calculate M − 1 derivatives of η(s), which will not
introduce much computational complexity and thus maintains
the tractability. This means that many manipulation tricks and
steps developed for single-antenna networks can be trans-
planted to the multi-antenna case. The tractability and effec-
tiveness of the proposed framework will be firstly illustrated
in Section II-C with some existing results as special cases, and
then will be further demonstrated in Section III via developing
new analytical results.
C. Examples
When applying Theorem 1 to specific multi-antenna net-
works, the only parameters to be determined are the nonzero
entries {qi}M−1i=0 in the matrix QM . Thus, there are two main
steps when applying the proposed framework:
• First, we derive the Laplace transform L(s) for the
given distribution of g and the specific point process
for the interfering transmitters Φ′.
• Then, we calculate the n-th (1 ≤ n ≤M − 1) deriva-
tives of the exponent η(s) of the Laplace transform
to compose {qi}M−1i=0 in the matrix QM according to
(6).
Following is an example, which provides a closed-form ex-
pression for {qi}M−1i=0 (also for pc(γ)) in a general multiuser
MIMO HetNet.
Example 1. For a general K-tier multiuser MIMO HetNet
with SDMA, as considered in [11], the coverage probability
can be expressed in a closed form as
pc(γ) =
K∑
k=1
∥∥Q−1Mk−Uk+1∥∥1 . (10)
The corresponding {qk,i}Mk−Uki=1 are provided in (11), where
δ = 2
α
and 2F1 (a, b; c; z) is the Gauss hypergeometric function
[13].
Thanks to the proposed framework, this result is in a much
more compact form than existing ones, and thus is amenable
for further system analysis and optimization. Moreover, it is
applicable to general multiuser MIMO HetNets.
As mentioned before, Theorem 1 is a generalization of
our previous results in [4], [10], [11]. The corresponding
distributions of the channel gains and the point processes of
interfering transmitters are listed in Table I1. By calculating the
n-th derivatives of η(s) and substitute them into the Toeplitz
matrix, Theorem 1 specializes to the analytical results therein.
Such tractable expressions yield lots of system design insights,
as specified below.
• In [4], it was analytically shown that the network
throughput scales with the BS density first linearly,
then logarithmically, and finally converge to a con-
stant. The energy efficiency will first increase and then
decrease when increasing BS density/antenna size.
• In [10], a tractable coverage probability expression
was derived with the proposed user-centric intercell
interference nulling strategy, based on which the op-
timal intercell interference range was determined to
further improve the network performance.
• Trade-off between ASE and link reliability in mul-
tiuser MIMO HetNets was studied in [11]. Analytical
results for ASE and coverage probability were given,
which were incorporated in an efficient algorithm to
find the optimal BS density that achieves the maxi-
mum ASE while guaranteeing a certain link reliability.
III. APPLICATIONS OF THE PROPOSED FRAMEWORK
In this section, we will apply the proposed analytical
framework to two newly emerging paradigms of multi-antenna
networks. With more and more mobile devices connected
to the network, information security becomes one primary
concern in dense wireless networks. Meanwhile, the reduced
coverage requirement of dense networks makes is possible to
exploit abundant bandwidth at mmWave bands. In this section,
we will analytically investigate physical layer security aware
networks and mmWave networks, in both of which multi-
antenna transmissions play a critical role.
A. Physical Layer Security Aware Networks
While jamming is an effective way to enhance the network
secrecy performance [14], interference nulling is important to
suppress co-channel interference in dense networks [10], both
of which rely on multi-antenna transmissions. In this part, we
will analytically find the optimal balance between jamming
and interference nulling.
1) Network Model: We consider an ad hoc network con-
sisting of legitimate nodes and eavesdroppers. The legitimate
transmitters are modeled as a homogeneous PPP Φ with
density λt. Each transmitter is equipped with Nt antennas and
has an intended receiver at a fixed distance r0 in a random
direction. The passive eavesdroppers also form a homogeneous
PPP with density λe, which is independent to Φ.
2) Joint Jamming and Interference Nulling: We propose
a joint jamming and interference nulling scheme. To avoid
strong interference and possible strong jamming signals from
nearby transmitters, each legitimate receiver requests interfer-
ence nulling from the interfering transmitters within a distance
1The physical meanings of the notations can be found in corresponding
papers [4], [10], [11], and the parameters for two examples in the next section
are also provided.
d0, called the coordination range. Denote the number of
requests received by the transmitter located at x by Kx, which
is random due to the random node locations, and it is possible
that Kx ≥ Nt. Due to the limited spatial degrees of freedom,
each transmitter can handle at most Nt − 1 requests. If a
transmitter receives Kx ≥ Nt requests, we assume it will
randomly choose Nt − 1 receivers to suppress interference.
After each transmitter determines the interference nulling
targets, the transmitter will perform jamming aided beamform-
ing at the subspace which is orthogonal to its intended channel
and the channels to the min (Kx, Nt − 1) receivers. Therefore,
the jamming signal sent by the transmitter will not affect its
own receiver and the other min (Kx, Nt − 1) receivers. But it
will degrade the quality of service of the eavesdroppers and all
the other receivers. We denoteNx = Nt−min (Kx, Nt − 1) as
the total number of transmitted streams. Generally, increasing
the coordination range d0 will suppress more nearby interfer-
ence but less jamming signals will be transmitted, which leads
to a trade-off between the interference nulling and jamming.
3) Connection Outage Probability: Consider the typical
receiver at the origin, whose transmitter locates at x0 and
receives Kx0 requests of interference nulling. Then, based on
the proposed scheme, the SIR can be given similar to (3), and
the needed parameters in the framework are listed as follows.
• Signal channel gain: gx0 ∼ Gamma(Nx0 , 1);
• Point processes of the interfering transmitters and
corresponding interference channel gains:
Φ′out = P(d0,∞) with gx ∼ Gamma(Nx, 1);
Φ′in = P(0, d0) with gx ∼ Exp(1).
The connection outage probability pco [14], defined as the
probability that the SIR of a typical receiver is below a certain
threshold γl, is presented in the following proposition.
Proposition 1. The connection outage probability of the typ-
ical legitimate receiver is given by
pco = 1−
Nt∑
Nx0=1
pN (Nx0) pco (Nx0) , (12)
where
pN (n) =
{
(pid20λt)
Nt−n
(Nt−n)!
e−pid
2
0λt , n = 2, 3, · · · , Nt,
1−∑Nti=2 pN (i) , n = 1, (13)
pco (Nx0) = 1−
∥∥exp{−πλtd20 [QNx0 − INx0 ]}∥∥1 . (14)
The nonzero elements of QNx0 are given by (15).
Proof: The proof is omitted due to space limitation.
4) Secrecy Outage Probability: Consider the eavesdropper
located at z, the received SIR of this eavesdropper is given by
SIRe,z =
Pt
Nx0
g˜0 ‖x0 − z‖−α
Pt
Nx0
g˜x0 ‖x0 − z‖−α +
∑
x∈Φ\{x0}
Pt
Nx
g˜x ‖x− z‖−α
,
(16)
where the corresponding parameters in the framework are
given as follows.
• Signal channel gain: g˜0 ∼ Gamma (1, 1);
qk =
Nt∑
n=1
pN (n)
Γ (n+ k)
Γ (n) Γ (k + 1)
δ
δ − k
[(
r0
d0
)α
γl
Nx0
n
]k
× 2F1
(
k − δ, k + n; k + 1− δ;−
(
r0
d0
)α
γl
Nx0
n
)
(15)
qˆk =
2λΓ
(
k + 12
)
Γ(M + k)γk√
πd(k!)2(αk − 2)Γ(M)
[
yk (−γ)− (πλt)2R2−αk
∫ R2
0
e−piλtrr
αk
2 Jk
(
− γ
Rα
r
1
δ
)
dr
]
(23)
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Fig. 1. The secrecy transmission capacity with different d0, with λt = 10
−2
m−2, λe = 10
−3 m−2, r0 = 1 m, and α = 4. The connection outage
constraint is µ = 0.1 while the secrecy outage constraint is ǫ = 0.01.
• Point processes of the interfering transmitters and
corresponding interference channel gains:
Point x0 with g˜x0 ∼ Gamma (Nx0 − 1, 1);
Φ′ = P(0,∞)\{x0} with g˜x ∼ Gamma (Nx, 1).
Secrecy outage probability is defined as the probability
that the SIR of at least one eavesdropper is above a certain
threshold γe [14]. A tight upper bound of the secrecy outage
probability pso is presented in Proposition 2, as the exact
expression of pso is intractable. The proof is committed due
to space limitation.
Proposition 2. The secrecy outage probability pso is upper
bounded as
pso ≤ 1−
Nt∑
Nx0=1
pN (Nx0) e
−λe
λt
(1+γe)
1−Nx0 γ−δe N
−δ
x0
Γ(1−δ)
∑Nt
n=1
pN (n)
Γ(n+δ)
Γ(n)nδ . (17)
The secrecy transmission capacity is adopted as the main
performance metric, which is defined as the achievable rate of
confidential messages per unit area with given connection and
secrecy outage constraints. To obtain the secrecy transmission
capacity Cs for a fixed d0, we firstly find the SIR threshold
γthl satisfying the equation pco = µ using (12), and then find
the SIR threshold γthe satisfying the equation pso = ǫ using
(17). Thus, the secrecy transmission capacity can be written
as
Cs (d0) = (1− µ)λt
[
log2
(
1 + γthl
1 + γthe
)]+
. (18)
The design goal is to find the optimal d0 to maximize the
secrecy transmission capacity.
In Fig. 1, we show Cs (d0) as a function of d0 according
to the analytical results we derive. We find that there is an
optimal d0 for each curve. The reason that increasing d0
from 0 can increase Cs is that nearby interference is critical
for the legitimate receivers. Thus, setting a protecting zone
for each receiver could significantly improve the performance
of legitimate receivers. However, if d0 is too large, Cs will
decrease, as a too large d0 means each receiver requests many
transmitters for interference nulling. While the performance
improvement of the legitimate receiver is diminishing, the
degrees of freedom left for each transmitter to send jamming
noise will be small. Thus, the eavesdroppers will experience
a better received SIR. Based on the tractable expressions of
outage probabilities, we can easily find the optimal d0. As
d0 = 0 corresponds to the special case without interference
nulling, Fig. 1 also shows that with the optimal d0, the
proposed scheme achieves significant performance gains over
the scheme only based on jamming [14], which implies the
importance of interference management in jamming assisted
networks.
B. Millimeter Wave Cellular Networks
In mmWave networks, directional antenna arrays are used
both to combat huge path loss and to synthesize narrow beams,
which also differentiates mmWave networks from conventional
ones. However, how the directional arrays effect the network
performance has not been fully understood. In this subsection,
we adopt the proposed framework to investigate the role of
directional antenna arrays in mmWave cellular networks.
1) Network Model: We assume that mobile users are dis-
tributed as a homogeneous PPP, which is independent of Φ,
and each user is associated with the nearest BS. In mmWave
cellular networks, one unique characteristic is the blockage
effect. It has been pointed out in [9] that non-line-of-sight
(NLOS) signals and NLOS interference are negligible in dense
mmWave networks. Hence, we will focus on the analysis
where the typical user is associated with a LOS BS and
the interference stems from LOS BSs, which are distributed
according to the PPP P(r0, R) if we adopt the line-of-sight
(LOS) Ball blockage model [9], where R is the LOS radius.
2) Impact of Directional Arrays: With a uniformly random
single path (UR-SP) channel model and analog beamforming,
the SINR at the typical user can be expressed in the same form
as (3), with the required parameters listed as follows [15].
• Signal channel gain: gx0 = |ρ0|2 ∼ Gamma
(
M, 1
M
)
;
• Point process of the interfering transmitters Φ′ =
P(r0, R) and corresponding interference channel
gains:
gx = |ρx|2
sin2
(
d
λ
πϕx
)
N2t sin
2
(
d
λ
πϕx
) , |ρx|2Gact(ϕx), (19)
where ϕx are independent uniformly distributed random vari-
ables over [−1, 1]. The array gain function in (19) is referred
as the actual antenna pattern. The main difficulty in analyzing
the distribution of SINR is the complicated distribution of
gx. In oder to obtain a tractable analysis result, we adopt
an approximation for the array gain function Gact, which is
referred as the cosine antenna pattern
Gcos(x) =
{
cos2
(
piNt
2 x
) |x| ≤ 1
Nt
,
0 otherwise.
(20)
With the approximated cosine antenna pattern and Theorem 1,
a lower bound for the coverage probability can be provided to
present the impact of directional antenna arrays, as shown in
the following proposition.
Proposition 3. The coverage probability is tightly lower
bounded by
pcosc (t) ≥
(
1− e−piλtR2
)
eβ0t
(
1 +
M−1∑
n=1
βnt
n
)
, (21)
which is a non-decreasing concave function of the array size
Nt, and t =
1
Nt
,
βn =


qˆ0
1− e−piλtR2 n = 0,∥∥∥(QˆM − qˆ0IM)n∥∥∥
1
n!
(
1− e−piλtR2) n ≥ 1.
(22)
The nonzero entries in QˆM are determined by (23), and
yk(x) =Jk(x)
[
1− e−piλtR2 (1 + πλtR2)]
+ 1(k = 0)
(
πλtR
2 − 1 + e−piλtR2
)
.
(24)
where
Jk (x) = 3F2
(
k +
1
2
, k − δ, k +M ; k + 1, k + 1− δ;x
)
,
(25)
with 3F2(a1, a2, a3; b1, b2; z) denoting the generalized hyper-
geometric function [13] and 1(·) being the indicator function.
Proof: The proof is omitted due to space limitation.
From Proposition 3, we discover that increasing the direc-
tional antenna array size will definitely benefit the coverage
probability, and the concavity means that the benefits on
the coverage brought from leveraging more antennas will
gradually diminish with the increasing antenna size. Moreover,
we see that the lower bound is a product of an exponential
function and an M -degree polynomial function with respect
to the inverse of the array size t. For the special case that
M = 1, i.e., the Rayleigh fading channel, the lower bound
will reduce to an exponential one.
Fig. 2 demonstrates that the analytical result in Proposition
3 well matches the simulation result. The performance gain
with a larger array size is mainly because increasing the array
size will narrow the interference beam, which reduces the
probability that the interferers direct the main lobes towards
the typical user. In addition, as stated before, when M = 1,
the lower bound (21) will reduce to an exponential one, which
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Fig. 2. Impact of antenna arrays in mmWave cellular networks when R =
200 m, γ = 5 dB, Pt = 1 W, λt = 10
−3 m−2, β = −61.4 dB, and
α = 2.1.
is linear in the logarithm scale as shown in Fig. 2. When the
Nakagami parameter M increases, the polynomial term will
take effect to make the lower bound to be a concave one.
IV. CONCLUSIONS
This paper proposed a unified analytical framework based
on the ℓ1-Toeplitz matrix representation for coverage analysis
of dense multi-antenna networks. A tractable expression for
a general network model was firstly derived. Two examples,
i.e., the security aware wireless networks and mmWave net-
works, were then provided to demonstrate the generality and
effectiveness of the proposed framework. Overall, this paper
provided a powerful toolbox for the evaluation and design of
various dense multi-antenna wireless networks, which will find
ample applications.
APPENDIX A
PROOF OF LEMMA 1 AND THEOREM 1
Defining xn =
(−s)n
n! L(n)(s), the coverage probability (4)
can be expressed as
pc(γ) = Er0
[
M−1∑
n=0
xn
]
, (26)
where x0 = L(s) = exp{η(s)} is given in Lemma 1. Next, we
will express xn in a recursive form. It is obvious that L(1)(s) =
η(1)(s)L(s), and according to the formula of Leibniz for the
n-th derivative of the product of two functions, we have
L(n)(s) = d
n−1
ds
L(1)(s) =
n−1∑
i=0
(
n− 1
i
)
η(n−i)(s)L(i)(s),
(27)
followed by
(−s)n
n!
L(n)(s) =
n−1∑
i=0
n− i
n
(−s)(n−i)
(n− i)! η
(n−i)(s)
(−s)i
i!
L(i)(s).
(28)
Therefore, the recursive relationship of xn is
xn =
n−1∑
i=0
n− i
n
qn−ixi, (29)
where
qk =
(−s)k
k!
η(k)(s). (30)
This completes the proof of Lemma 1.
Then, we define two power series as follows to solve for
xn,
Q(z) ,
∞∑
n=0
qnz
n, X(z) ,
∞∑
n=0
xnz
n. (31)
Using the properties that Q(1)(z) =
∑∞
n=0 nqnz
n−1 and
Q(z)X(z) =
∑∞
n=0
∑n
i=0 qn−ixiz
n, from (29), we obtain the
differential equation
X(1)(z) = Q(1)(z)X(z), (32)
whose solution is
X(z) = exp {Q(z)} . (33)
Therefore, according to (26), (31), and (33), the coverage
probability is given by
pc(γ) = Er0
[
M−1∑
n=0
xn
]
= Er0
[
M−1∑
n=0
1
n!
X(n)(z)
∣∣∣
z=0
]
= Er0
[
M−1∑
n=0
1
n!
dn
dzn
eQ(z)
∣∣∣
z=0
]
.
(34)
From [16, Page 14], the first M coefficients of the power
series eQ(z) form the first column of the matrix exponential
exp{QM}, whose exponent is given in (8).
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