Abstract. We show that the dual of every infinite-dimensional Lipschitz-free Banach space contains an isometric copy of ∞ and that it is often the case that a Lipschitz-free Banach space contains a 1-complemented subspace isometric to 1 . Even though we do not know whether the latter is true for every infinite-dimensional Lipschitz-free Banach space, we show that the space is never rotund.
Introduction
Given a metric space M it is possible to construct a Banach space F(M ) in such a way that the metric structure of M corresponds to the linear structure of F(M ). This space F(M ) is usually called the Lipschitz-free space over M . The study of Lipschitz-free spaces is well-motivated: using this notion many interesting results have been proved, e.g. if a separable Banach space Y is isometric (not necessarily linearly) to a subset of a Banach space X, then Y is already linearly isometric to a subspace of X, [GK, Corollary 3.3] . We refer to [CDW, Section 1] and to the end of this section for some more details concerning the construction and basic properties of these spaces. Although Lipschitz-free spaces are easy to define, their structure even for separable metric spaces M is poorly understood to this day. The study of the linear structure of Lipschitz-free spaces over metric spaces has become an active field of study, see [CDW] and references therein.
The dual F(M ) * is linearly isometric to the space of Lipschitz functions Lip 0 (M ). Recently it was shown in [CDW, Theorem 1] that for every infinite metric space M the space ∞ is isomorphic to a subspace of Lip 0 (M ), which is by a classical result of Bessaga and Pełczyński equivalent to the fact that F(M ) contains a complemented subspace isomorphic to 1 . However, the authors of this result confessed that they do not know whether ∞ embeds isometrically into Lip 0 (M ), see [CDW, p. 2] . In this note we show that this is the case.
Let us recall that an ultrametric space is a metric space (M, ρ) such that ρ(x, y) ≤ max{ρ(x, z), ρ(z, y)} for every x, y, z ∈ M . Our main result is the following: Theorem 1. Let M be an infinite metric space. Then Lip 0 (M ) contains a subspace isometric to ∞ . If moreover the completion of M has an accumulation point or contains an infinite ultrametric space, then F(M ) contains a 1-complemented subspace isometric to 1 .
The first part of this result is contained in Theorem 5, the ultrametric case is contained in Proposition 9. The case of ultrametric spaces is interesting in connection with [CD, Theorem 2] and [DKP, Corollary 6] , where it is proved that for every separable ultrametric space M the space F(M ) is isomorphic to 1 but it is never isometric to 1 .
Our main result is not only a technical improvement of [CDW, Theorem 1] . There are some consequences for the structure of a general Lipschitz-free Banach space which could not be deduced from the isomorphic variant [CDW, Theorem 1], see Corollary 6. As mentioned above, it is a classical result that for any Banach space X its dual X * has a subspace isomorphic to ∞ if and only if 1 is isomorphic to a complemented subspace of X. In connection with Theorem 1 we are naturally interested in an isometric variant of this result and we surveyed the relation between "isometric embedding of ∞ into the dual" and "containing as good copy of 1 as possible" for a general Banach space. We collected several general results which are available at the last section of this note. Many implications and counterexamples are known; nevertheless, several implications are up to our knowledge unknown. For example, the following seems to be open: Question 1. Let X be a (separable) Banach space such that X * has a subspace isometric to ∞ . Does X contain a 1-complemented subspace isomorphic to 1 ?
It is not true in general that isometric embedding of ∞ into X * implies isometric embedding of 1 into X. Therefore, it is of some interest to find out whether 1 embeds isometrically into every Lipschitz-free Banach space over an infinite metric space. The case when M has an accumulation point is covered by Theorem 1.
Question 2. Let M be a uniformly discrete metric space. Does F(M ) contain a subspace isometric to 1 ?
In particular, for a few concrete metric spaces for which the answer is not known to us see Remark 10. Even though we do not know the answer to Question 2, we show that F(M ) is never rotund, which supports the conjecture that the answer to Question 2 is positive. Recall that a normed linear space X is rotund if x + y < 2 for any x, y ∈ S X , x = y. Proposition 2. Let M be a metric space of cardinality at least 3. Then F(M ) is not rotund.
This result is interesting also for finite metric spaces: No Lipschitz-free space over an ultrametric space is isometric to 1 (Γ), see [DKP, Corollary 6] . Hence e.g. if M is the ultrametric space {0, x, y} with metric defined by ρ(x, y) = ρ(x, 0) = ρ(y, 0) = 1, then F(M ) is not isometric to 2 1 , however, it is not rotund. As a consequence of Proposition 2 it follows that the free space norm is quite rare, as the non-rotund norms are of the first category in the metric space of all equivalent norms, provided that there is at least one equivalent rotund norm on the space; [FZZ] , see [DGZ, Theorem II.4 .1].
Let us recall some basic facts concerning the Lipschitz-free spaces (for the proofs we refer to [CDW, Section 1] ). Let (M, ρ, 0) be a pointed metric space, i.e. a metric space with a distinguished "base point" denoted by 0. Consider the space Lip 0 (M ) of all real-valued Lipschitz functions that map 0 ∈ M to 0 ∈ R. It has a vector space structure and the minimal Lipschitz constant of f ∈ Lip 0 (M ) given by f Lip = sup
; x, y ∈ M, x = y gives rise to a norm on Lip 0 (M ). The space Lip 0 (M ), · Lip is then a Banach space. For any x ∈ M we denote by δ x ∈ Lip 0 (M ) * the evaluation functional, i.e. δ x , f = f (x) for every f ∈ Lip 0 (M ). Let F(M ) be the closure of the linear span of {δ x ; x ∈ M } with the dual space norm denoted simply by · . It is easy to see that δ x − δ y = ρ(x, y) for any x, y ∈ M . This means that M can be considered as a metric subspace of F(M ) via the isometric embedding x → δ x . The space F(M ) is usually called the Lipschitz-free Banach space over M and it is uniquely characterised by the following universal property:
Let X be a Banach space and suppose that L : M → X is a Lipschitz mapping satisfying L(0) = 0. Then there exists a unique linear operator L :
Using this universal property of F(M ) for X = R it can be rather easily shown that F(M ) * is linearly isometric to Lip 0 (M ). It is immediate that the w * topology on bounded subsets of Lip 0 (M ) is the topology of pointwise convergence. Further, observe that it does not matter how the point 0 ∈ M is chosen: Let e ∈ M be another base point and denote N = (M, ρ, e). Then T : Lip 0 (M ) → Lip 0 (N ) defined by T (f ) = f − f (e) is a linear isometry onto that is also w * -w * continuous (by the Banach-Dieudonné theorem). Thus T is a dual operator to
, which is therefore a linear isometry onto.
Similarly, we may without loss of generality assume that M is complete: Denote by N the completion of M . Then T : Lip 0 (N ) → Lip 0 (M ) defined by T (f ) = f | M is a linear isometry onto that is also w * -w * continuous. So, as above, the spaces F(N ) and F(M ) are linearly isometric.
It is also easy to observe that if N is a subspace of a metric space M , then F(N ) is linearly isometric to a subspace of F(M ). Using this together with the universal property of F(M ) we can see that the metric structure of M corresponds to the linear structure of F(M ). For example, if N is bi-Lipschitz equivalent (resp. isometric) to a subset of M , then F(N ) is linearly isomorphic (resp. linearly isometric) to a subspace of F(M ).
The notation and terminology we use are relatively standard. If M is a metric space, x ∈ M and r ≥ 0, we denote by U (x, r) the open ball centred at x with radius r.
Isometric embedding of ∞ into Lip 0 (M )
In this section we prove Theorem 5 and mention some consequences for the structure of a general Lipschitz-free Banach space, see Corollary 6. Our main tool throughout is Lemma 4, which allows us to embed isometrically ∞ into Lip 0 (M ), resp. 1 into F(M ).
For a mapping f : X → Y , where X is a set and Y a vector space, we denote
Lemma 3. Let X, Y be normed linear spaces, Γ a set, and let
Proof. Note that the sum is pointwise finite and so the mapping f is well-defined. Pick x, y ∈ X. In case that
Lemma 4. Let (M, ρ) be a metric space such that there are sequences {x n } ⊂ M and {r n } ⊂ [0, +∞) satisfying ρ(x m , x n ) ≥ r m + r n for all m, n ∈ N, m = n, and
Proof. We may assume that 0 = x 1 . We consider M as a metric subspace of X = F(M ). Set g n (x) = max{r n − x − x n , 0} for x ∈ X, n ∈ N. The functions g n are clearly 1-Lipschitz, {supp o g n } n∈N = {U (x n , r n )} n∈N is a disjoint collection, and g n (0) = 0 for each n > 1. Further, let {n
Then g is (a k ) -Lipschitz by Lemma 3 and clearly the same holds for h = g| M . Hence h ∈ Lip 0 (M ) and h ≤ (a k ) . On the other hand,
The mapping (a k ) → h described above is therefore a linear isometry from ∞ into Lip 0 (M ).
For the moreover part it suffices to take only f n = g 2n − g 2n+1 . Further, we set e n = δx 2n −δx 2n+1 ρ(x2n,x2n+1) . It is easy to see that {(e n ; f n | M )} is a bi-normalised biorthogonal system. Let us verify that {e n } is 1-equivalent to the canonical basis of 1 . Pick any a 1 , . . . , a N ∈ R and consider x = N n=1 a n e n . Then clearly x ≤ N n=1 |a n |. On the other hand, put g = N n=1 sgn a n · f n | M . By the above we have g ∈ Lip 0 (M ) and g ≤ 1. Thus, x ≥ | g, x | = N n=1 a n g, e n = N n=1 |a n |. To finish the proof it remains to find a projection of norm 1 from X onto span{e n ; n ∈ N}. Define r : X → span{e n ; n ∈ N} by r(x) = ∞ n=1 f n (x)e n . Then r is a 1-Lipschitz mapping by Lemma 3. By the universal property of X = F(M ) there is a linear operator P : X → span{e n ; n ∈ N} such that P • δ = r| M and P ≤ 1. In order to see that P is a projection onto span{e n ; n ∈ N} observe that P (e n ) = e n for every n ∈ N:
Theorem 5. Let M be an infinite metric space. Then Lip 0 (M ) contains a subspace isometric to ∞ . If moreover the completion of M has an accumulation point, then F(M ) contains a 1-complemented subspace isometric to 1 .
Proof. Let ρ be the metric on M . Without loss of generality we may assume that M is complete. We distinguish three cases: M has an accumulation point, M contains a bounded uniformly separated sequence, and M is unbounded. This covers all the possibilities, since if M does not have an accumulation point, then it is not totally bounded. So suppose first that M has an accumulation point. Then there is a sequence {x n } ∞ n=2 ⊂ M of distinct points converging to some x 1 ∈ M . By passing to a subsequence we may assume that either ρ(x m , x n ) = ρ(x m , x 1 ) + ρ(x n , x 1 ) for all m, n > 1, m = n, or ρ(x 2n , x 2n+1 ) < ρ(x 2n , x 1 ) + ρ(x 2n+1 , x 1 ) for all n ∈ N. In the first case we can take r n = ρ(x n , x 1 ). In the second case we put δ n = 1 2 ρ(x 2n , x 1 ) + ρ(x 2n+1 , x 1 ) − ρ(x 2n , x 2n+1 ) > 0. By passing to a subsequence we may assume that ρ(x m , x 1 ) ≤ 1 2 δ n for all m, n ∈ N, m > 2n + 1. We set r 1 = 0, r 2n = ρ(x 2n , x 1 ) − δ n , and r 2n+1 = ρ(x 2n+1 , x 1 ) − δ n . It is easy to see that in both cases the assumptions of Lemma 4 are satisfied. Indeed, in the second case
for m > 2n + 1 and i ∈ {0, 1}.
Suppose now that M contains a bounded uniformly separated sequence {y n }. Using the boundedness we construct inductively increasing sequences {n 
Hence again the assumptions of Lemma 4 are satisfied.
Finally, assume that M is unbounded. We construct inductively sequences {x n } ⊂ M and {r n } ⊂ (0, +∞). Pick any x 1 ∈ M and r 1 > 0. In the induction step we find x n+1 ∈ M such that ρ(x n+1 , x n ) > n max{ρ(x n , x k ) + r k ; k = 1, . . . , n} and put r n+1 = ρ(x n+1 , x n ) − max{ρ(x n , x k ) + r k ; k = 1, . . . , n}. Then r m + r n = r m + ρ(x n , x n−1 ) − max{ρ(x n−1 , x k ) + r k ; 1 ≤ k < n} ≤ r m + ρ(x n , x n−1 ) − ρ(x n−1 , x m ) − r m ≤ ρ(x m , x n ) for n > m and
An application of Lemma 4 finishes the proof.
Theorem 5 has the following corollary.
Corollary 6. Let M be an infinite metric space. Then F(M ) does not have the fixed point property.
Proof. Theorem 5 implies that F(M ) * has a subspace isometric to ∞ . It follows that F(M ) has a subspace asymptotically isometric to 1 , see [DGH] or Section 3. Consequently, F(M ) does not have the fixed point property by [DLT, Theorem 2.3 ].
Isometric embedding of 1 into F(M )
In order to prove Theorem 1, thanks to Theorem 5 it remains to consider the ultrametric case (Proposition 9). We embed 1 using Lemma 4 again. Further, we show that Lipschitz-free space over a metric space of cardinality at least 3 is never rotund (Proposition 2). This follows from Lemma 11, where we compute aδ x + bδ y for every x, y ∈ M and a, b ∈ R in a general Lipschitz-free space.
First we turn our attention to the result concerning the ultrametric spaces. In the case that M is unbounded we will use the following lemma, whose idea is the same as in the case of convergent sequence in the proof of Theorem 5.
Lemma 7. Let (M, ρ) be a metric space such that there is a sequence {x n } ⊂ M with
Then F(M ) contains a 1-complemented subspace isometric to 1 .
Proof. Put δ n = 1 2 ρ(x 2n , x 1 ) + ρ(x 2n+1 , x 1 ) − ρ(x 2n , x 2n+1 ) for n ∈ N. By passing to a subsequence we may assume that δ m ≥ 2ρ(x n , x 1 ) for all m, n ∈ N, n < 2m. We set r 1 = 0, r 2n = ρ(x 2n , x 1 ) − δ n , and r 2n+1 = ρ(x 2n+1 , x 1 ) − δ n . Now it is easy to see that the assumptions of Lemma 4 are satisfied. Indeed,
for 2m > n and i ∈ {0, 1}.
Lemma 8. Let (M, ρ) be a metric space such that there is a bounded sequence {x n } ⊂ M of distinct points with the following properties: {ρ(x k , x n )} ∞ n=k+1 is non-decreasing for each k ∈ N, lim n→∞ ρ(x k , x n ) = d k , and {d k } is non-increasing. Then F(M ) contains a 1-complemented subspace isometric to 1 .
Proof. Let us denote d = lim k→∞ d k . By passing to a subsequence we may assume that one of the following three cases holds: a) {d k } is decreasing, or b) {d k } is constant and {ρ(x k , x n )} ∞ n=k+1 are increasing for every k ∈ N, or c)
In the case c) we set r n = d 2 and apply Lemma 4. Now consider the case b). By passing to a further subsequence we may assume that ρ(
2 ρ(x n−1 , x n ) for k < n + 1. We then set r 1 = 0 and r 2n = r 2n+1 = 1 2 ρ(x 2n , x 2n+1 ). Since
for all m > n and i, j ∈ {0, 1}, it is easy to see that the assumptions of Lemma 4 are satisfied. Finally, we consider the case a). By passing to a subsequence we may assume that for each n > k the following inequalities hold:
We set r 1 = 0, r 2n = ρ(x 2n , x 2n+1 )− 1 2 d 2n+1 , and
2 d for all m > n. Hence, using (1) again,
for all m > n and i ∈ {0, 1}. Also,
for m ∈ N. Thus the assumptions of Lemma 4 are satisfied.
We will use the following property of ultrametric spaces, which is easy to see: If x, y, z ∈ M and ρ(x, y) = ρ(y, z), then ρ(x, z) = max{ρ(x, y), ρ(y, z)}.
Proposition 9. Suppose that a metric space (M, ρ) contains an infinite ultrametric subspace. Then the space F(M ) contains a 1-complemented subspace isometric to 1 .
Proof. Let N ⊂ M be an infinite ultrametric space. If N is unbounded, then there is a sequence {x n } ⊂ N such that {ρ(x 1 , x n )} is increasing and ρ(x 1 , x n ) → ∞. Since N is ultrametric, ρ(x 2n , x 2n+1 ) = ρ(x 1 , x 2n+1 ) for every n ∈ N and so we can apply Lemma 7. If N is bounded, then it contains a bounded sequence {x n } of distinct points. By passing to a subsequence we may assume that either {ρ(x 1 , x n )} is increasing, or {ρ(x 1 , x n )} is decreasing, or {ρ(x k , x n )} ∞ n=k+1 is constant for each k ∈ N. We show that in each of these cases we can use Lemma 8.
If {ρ(x 1 , x n )} is increasing, then ρ(x k , x n ) = max{ρ(x 1 , x k ), ρ(x 1 , x n )} = ρ(x 1 , x n ) for every n > k ≥ 1. Consequently, lim n→∞ ρ(x k , x n ) = lim n→∞ ρ(x 1 , x n ) and we can apply Lemma 8. If {ρ(x 1 , x n )} is decreasing, then
Hence {d k } is non-increasing and an application of Lemma 8 finishes the proof.
Remark 10. We do not know whether 1 embeds isometrically into the Lipschitz-free space over a general infinite metric space. Below we show examples of metric spaces where it is impossible to find r n s needed in Lemma 4. Compare these examples with Lemma 7 and Lemma 8. In all of the examples M = {x n }. The metrics on M are defined for n > k by
Now we turn our attention to the proof of Proposition 2.
Lemma 11. Let (M, ρ, 0) be a pointed metric space and let · be the canonical norm on F(M ). Then for every x, y ∈ M and a, b ∈ R See Fig. 1 . This immediately implies Proposition 2. Indeed, it suffices to pick any x, y ∈ M , x = y, x = 0, y = 0, take u = δx ρ(x,0) and v = δy ρ(y,0) , and note that u = v since δ x and δ y are linearly independent. Proof. Let f ∈ Lip 0 (M ) be a function with f ≤ 1. Then |f (x)| ≤ ρ(x, 0), |f (y)| ≤ ρ(y, 0), and |f (x)−f (y)| ≤ ρ(x, y). On the other hand, given u, v ∈ R with |u| ≤ ρ(x, 0), |v| ≤ ρ(y, 0), and |u − v| ≤ ρ(x, y) there is f ∈ Lip 0 (M ) with f ≤ 1, f (x) = u, and f (y) = v. Hence, if we define g(u, v) = |au + bv| for u, v ∈ R, then
where
, the set A looks like in Fig. 2 . The function g is continuous and convex and the set A is convex and compact, and so by the Bauer maximum principle g attains its maximum on A at some extreme point of A. Therefore
The first case is ab ≥ 0. By the symmetry we can assume that a ≥ 0 and b ≥ 0. Since ρ(x, 0) − ρ(x, y) ≤ ρ(y, 0), we have aρ(x, 0) + b ρ(x, 0) − ρ(x, y) ≤ aρ(x, 0) + bρ(y, 0). On the other hand, 2aρ(x, 0) + b ρ(y, 0) + ρ(x, 0) − ρ(x, y) ≥ 0 and so −aρ(x, 0) − b ρ(x, 0) − ρ(x, y) ≤ aρ(x, 0) + bρ(y, 0). Consequently, aρ(x, 0) + b ρ(x, 0) − ρ(x, y) ≤ aρ(x, 0) + bρ(y, 0). Since this estimate holds for any x, y ∈ M and a, b ≥ 0, by interchanging x with y and a with b we obtain bρ(y, 0) + a ρ(y, 0) − ρ(x, y) ≤ aρ(x, 0) + bρ(y, 0). Therefore in this case aδ x + bδ y = aρ(x, 0) + bρ(y, 0). Now assume that ab ≤ 0. By the symmetry we can assume that a ≥ 0 and b ≤ 0. The second case is then −b ≤ a. We have aρ(
The lase case follows by interchanging x with y and a with b.
Embedding of 1 into Banach spaces
Here we gather some relations between various types of embedding of 1 into a general Banach space.
Definition 12. We say that a Banach space X is asymptotically isometric to 1 if there are a Schauder basis {x n } of X and a sequence {ε n } ⊂ (0, 1), ε n → 0 such that
for any (a n ) ∈ 1 .
Definition 13. We say that a subspace Y of a Banach space X is asymptotically 1-complemented in X if there are a Schauder basis {x n } of Y and a projection P of X onto Y such that (Id Y − P n ) • P → 1, where P n are the projections associated with {x n }.
The following picture shows relations between various types of embedding. The black arrows denote implications that hold, the red arrows denote implications that do not hold, the green arrows denote implications that are unknown to us. We remark that all the counterexamples for the red arrows are separable.
X has a subspace isometric to`1 5/ P P X has an asymptotically 1-complemented subspace isometric to`1
X has an asymptotically 1-complemented subspace asymptotically isometric to`1 G G 8" > 0 X has an asymptotically 1-complemented subspace .1 C "/-isomorphic to`1 G G X has an asymptotically 1-complemented subspace isomorphic to`1
X has a complemented subspace isometric to`1 G G
S S
X has a complemented subspace asymptotically isometric to`1 X has a complemented subspace isomorphic to`1 I I X has a subspace isometric to`1 G G 10/ P P X has a subspace asymptotically isometric to`1 G G 8" > 0 X has a subspace The implications without numbers should be trivial. For the numbered implications, the arguments follow: 1) James's distortion theorem, [LT, Proposition 2.e.3] 2) Bessaga, Pełczyński, [FHHMZ, Theorem 4.44] 3) [DRT, Theorem 5] 4) Let P be the projection of X onto Y ⊂ X of norm 1, and let {x n } be the basis of Y from Definition 12. Define T : Y → 1 by T ∞ n=1 a n x n = ∞ n=1 (1 − ε n )a n e n and put S = T • P . Then T ≤ 1 and hence also S ≤ 1. Further, S(x n ) − e n = (1 − ε n )e n − e n ) = ε n → 0. An application of [D, Theorem 1] finishes the proof. 5) By [D, Theorem 1] , X has a quotient X/Z isometric to 1 . Denote by q : X → X/Z the canonical quotient mapping. Let {e n } be the canonical basis of X/Z. Let {ε n } ⊂ (0, 1) be a decreasing sequence satisfying ε n → 0. For each n ∈ N we find x n ∈ X such that q(x n ) = e n and x n < 1 + ε n . Then (1 + ε n )|a n |.
Hence Y = span{x n } is asymptotically isometric to 1 . Further, define T : X/Z → Y by T ∞ n=1 a n e n = ∞ n=1 a n x n and put P = T • q. Then P is clearly a projection from X onto Y . Moreover, denoting by {f n } the functionals biorthogonal to {e n },
(1 + ε i )|f i (q(x))|
|f i (q(x))| = (1 + ε n ) q(x) ≤ (1 + ε n ) x .
6) X = 1 ⊕ 2 7) Let X = ( 1 , |||·|||), where |||x||| 2 = x We suspect that none of the green implications hold.
