Improvement of Initial Cluster Center of C-means using Teaching Learning based Optimization  by Naik, Anima et al.
 Procedia Technology  6 ( 2012 )  428 – 435 
2212-0173 © 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Department of Computer Science & 
Engineering, National Institute of Technology Rourkela
doi: 10.1016/j.protcy.2012.10.051 
 
 2nd International Conference on Communication, Computing & Security [ICCCS-2012]  
Improvement of initial cluster center of c-means 
using Teaching learning based optimization 
 
Anima Naika,  Suresh Chandra Satapathyb,  K.Parvathia,b,* 
 
aMITS, Rayagada, India 
bANITS, Vishakapatnam, India 
a,b,*CUTM, Paralakhemundi, India 
Abstract 
While clustering the data using fuzzy c-means (FCM) and hard c-means (HCM), the sensitivity to tune the initial clusters 
centers have captured the attention of the clustering communities for quite a long time. In this study, we have taken help of 
new evolutionary algorithm, Teaching learning based Optimization (TLBO), is proposed as a method to address this 
problem. The proposed approach consists of two stages. In the first stage, the TLBO explores the search space of given 
dataset to find out near-optimal cluster centers. The cluster centers found by TLBO are then evaluated using reformulated c-
mean objective function. In the second stage , the best cluster centers found are used as the initial cluster center for the c-
mean algorithms. Our experiments show that TLBO can minimize the difficulty of choosing an initialization for the c-
means clustering algorithms. For purposes of evaluation, standard benchmark data and artificial data are experimented 
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1. Introduction 
        Clustering is a typical unsupervised learning technique for grouping similar data points according to some 
measure of similarity. The main goal of such technique is to minimize the inter-cluster similarity and maximize 
the intra-cluster similarity [1]. One of the most popular clustering algorithms is the c-means  
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algorithm with its two types: fuzzy c-means (FCM) and hard c-means algorithm (HCM). However, selecting 
the initial cluster centers in these clustering algorithms is considered one of the main challenging problems. 
Generally, these types of clustering algorithms look for minimizing the objective function, though it is 
unfortunately guaranteed only to yield local minimum [2]. Uncorrected selection of the initial cluster centers 
will generally lead to undesirable clustering result which will be affected by these initial values. The main 
cause for the local optimal problem in these algorithms is that c-means algorithms actually work similar as a 
hill climbing algorithm [3]. The local search based algorithms move in one direction without performing a 
wider scan of the search space. Thus the same initial cluster centers in a dataset will always generate the same 
cluster results; better results might as well be obtained if the algorithm is run with different initial cluster 
centers. 
        To overcome the main cause of this problem, several population-based or local search-based metaheuristic 
algorithms have been proposed in the last several decades including Simulating Annealing [4],Tabu Search [5], 
Genetic Algorithm [6,7], Particle Swarms Optimization [8], Ant Colony Algorithm [3] and Differential 
Evolution [9]. The main advantages of these metaheuristic-based algorithms are their abilities to cope with 
local optima and effectively explore large solution spaces by maintaining, recombining and comparing several 
solutions simultaneously [10].Teaching learning based optimization (TLBO)[11] is a relatively new population-
based metaheuristic optimization algorithm. This method works on the effect of influence of a teacher on 
learners. Like other nature-inspired algorithms, TLBO is also a population-based method and uses a population 
of solutions to proceed to the global solution. It is able to attract many researchers to develop TLBO-based 
solutions for many optimization problems, see [12],[13],[16].The key advantage of TLBO is that, the algorithm 
is free from parameters. It lies in its ability to exploit the new suggested solution synchronizing with exploring 
the search space in a parallel optimization environment without parameter where other algorithm change in the 
algorithm parameters changes the effectiveness of the algorithm.  
        In this paper, a new variation of TLBO for solving initial centers selection problem for both HCM and 
FCM has been introduced. Our approach consists of two stages. In the first stage, the TLBO explores the search 
space of the given dataset to find out the near optimal cluster centers. In the second stage, the best cluster 
centers found are used as the initial cluster centers for the c-means algorithms to perform clustering. This paper 
is organized as follows: Section 2 reviews the standard c-means clustering algorithms (HCM/FCM), section 3 
discusses the TLBO algorithm, section 4 discusses the proposed TLBO-based algorithm. Experimental results 
are presented in Section 5, and Section 6 is presented a conclusion 
2.  Hard C Mean and Fuzzy C Mean 
             In this section we describe the Hard C Mean and Fuzzy C Mean algorithm. 
2.1. Hard C Mean clustering algorithm 
          In hard clustering, data is divided into crisp clusters, where each data point belongs to exactly one 
cluster.  In this clustering technique partial membership is not allowed. HCM is used to classify data in a crisp 
sense. By this we mean that each data point will be assigned to one and only one data cluster. In this sense, 
these clusters are also called as partitions that are partitions of the data. In case of hard c mean each data 
element can be a member of one and only one cluster at a time. In other words we can say that the sum of 
membership grades of each data point in all clusters is equal to one and in HCM membership grade of a 
specific data point in a specific cluster is one and in all the remaining clusters its membership grade is zero. 
number of data elements because if number of clusters is equal to one than all data elements will lie-in same 
cluster and if number of clusters is equal to number of data elements than each data elements will lie in its own 
separate cluster. That is each cluster is having only one data point in this special case. The steps of HCM 
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algorithm is given below. 
1.  fix c(2<=c<n) and initialize the U matrix 
  , hen for   
2.  Calculate the center vectors{ | with } 
3.  Update calculate the updated characteristic function (for a all i, k). 
         
4.   if ||  
STOP: otherwise set r = r+1 and return to step 2.In step 4 the notation || || is any matrix norm 
such as the Euclidean norm. 
 
2.2 Fuzzy C Mean algorithm 
 
Fuzzy C Mean (FCM) is a data clustering [14] [15] technique in which a data set is grouped into n clusters with 
every data point in the dataset belonging to every cluster will have a high degree of belonging or membership 
to that cluster and another data point that lies far away from the center of a cluster will have a low degree of 
belonging or membership to that cluster. The steps of FCM algorithm given below. 
1.  partition matrix U(0). Each 
 
2. Calculate the c center vector{  } for each step 
                                                                                                 (1) 
3.  Calculate the distance matrix   
                                                          (2) 
4.  Update the partition matrix for the rth  step ,  as follow: 
                                                                                (3)   
 ||  || <
location with in a dataset. 
3. Teaching learning-based optimization 
        This optimization method is based on the effect of the influence of a teacher on the output of learners in a 
class. Like other nature-inspired algorithms, TLBO [11] is also a population based method that uses a 
population of solutions to proceed to the global solution. A group of learners are considered as the population. 
In TLBO, different subjects offered to learners are considered as different design variables for the TLBO. The 
learning -based optimization techniques. 
The teacher is considered as the best solution obtained so far.  
        
 
 
3.1 Teacher phase 
        In our society the best learner is mimicked as a teacher. The teacher tries to disseminate knowledge among 
learners, which will in turn increase the knowledge level of the whole class and help learners to get good marks 
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or grades. So a teacher increases the mean learning value of the class according to his or her capability i.e. say  
the teacher  will try to move mean  towards their own level according to his or her capability, thereby 
. Teacher  will put maximum effort into teaching his or her 
students, but students will gain knowledge according to the quality of teaching delivered by a teacher and the 
quality of students present in the class. The quality of the students is judged from the mean value of the 
population. Teacher  puts effort in so as to increase the quality of the students from  to , at which stage 
the students require a new teacher, of superior quality than themselves, i.e. in this case the new teacher is .  
       Let  be the mean and  be the teacher at any iteration .  will try to move mean   towards its own 
level, so now the new mean will be  designated as . The solution is updated according to the difference 
between the existing and the new mean given by 
                           =                                                      (4) 
where  is a teaching factor that decides the value of mean to be changed, and  is a random number in the 
range [0, 1]. The value of  can be either 1 or 2, which is again a heuristic step and decided randomly with 
equal probability as 
                             =                                                   (5) 
                   This difference modifies the existing solution according to the following expression       
                                                                                   (6) 
 
3.2 Learner phase 
         Learners increase their knowledge by two different means: one through input from the teacher and the 
other through interaction between themselves. A learner interacts randomly with other learners with the help of 
group discussions, presentations, formal communications, etc. A learner learns something new if the other 
learner has more knowledge than him or her. Learner modification is expressed as  
               
                             Randomly select two learners and , where  
                                     = +  (   ) 
                    = +  (   ) 
       
               
Accept if it gives a better function value 
4. The Proposed Approach 
            
 Our proposed approach consists of two stages. In the first stage, TLBO algorithm explores the search space of 
the given dataset to find out the near-optimal cluster centers values. In the second stage, those cluster centers 
with the best objective function values (i.e. minimum) are used by FCM/HCM as initial cluster centers and then 
the final clustering is performed. A description of these two stages is given. 
 
4.1. Stage 1: Finding Near-Optimal Cluster Centers Using TLBO 
            In the following sections we describe a model of TLBO that represents the proposed algorithm. 
 
 4.1.1 TLBO algorithm for clustering 
          Using TLBO data vectors can be clustered as follows: 
1. Initialize each learner to contain , randomly selected cluster centroids. 
                        Each learner , is constructed as follows: 
 = (  .                                                     (7)  
where  refers to the j-th cluster centroid vector of the i-th learner in cluster . 
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2. For t = 1 to do 
(a) For each learner i do 
(b) For each data vector  
i.  Calculate the Euclidean distance d( , to all cluster centroids . 
ii.   Assign  to cluster . such that  
d( , = . 
iii. Calculate the fitness  
                                                The fitness of learner is easily measured as the quantization error, 
                                                   (8) 
where  is the number of data vectors belonging to cluster i.e. the 
frequency of that cluster,  data vector 
(c) Update the learner modification 
(d) Update the cluster centroids using equations (4) and (6). 
                    where , is the maximum number of iteration 
4.1.2. Check the stopping Criterion 
This process is repeated until the maximum number of iterations ( ) is reached. 
 
4.2 Stage 2: C-Means Clustering 
            Once the TLBO has met the stopping criterion, the solution vector from group of learners with best (i.e. 
minimum) objective function value is selected and considered as initial centers for FCM/HCM. Consequently, 
c-means algorithms perform data clustering in their iterative manner until the stopping criterion is met. Then 
we have calculated the validity index value using reformulated version of standard c-mean objective functions 
proposed in [17] can be seen in (9) for HCM and  (10) for FCM. 
 
(9) 
                                                           (10) 
where  is the Euclidean distance from data point  to the jth cluster center.  
5. Experimental Results and Discussion 
        This section compares the results of the TLBO initialization are marked as (TLBO/FCM), while the results 
from random initialization are marked as (RAN/FCM) on clustering of some data sets in experiment 1, 
similarly in experiment 2 TLBO initialization are marked as (TLBO/HCM), while the results from random 
initialization are marked as (RAN/HCM).  
         For all the results reported, averages over 30 simulations are given. In first stage the TLBO algorithm 
runs for 1000 function evaluations on using 10 learners and in the second stage FCM/HCM  algorithm runs for 
maximum 100 iterations. 
 
A. Experimental Setup 
 
         Here TLBO Clustering algorithm used 10 particles and run on K number of clusters of each data set. The 
dataset which are Iris, Glass, Wisconsin breast cancer, Wine, Vowel, Haberman's Survival Data, Pima Indian 
Diabates data set taken from UCI machine repository and two artificial dataset which are given below.  
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1) Artificial _1 data (n=50 d=1,K=5). This data set is generated from the output y of nonlinear equation 
This data set consists of 50 data vectors, 1 features and 5 
classes. This dataset have multiple extermum.This equation has been obtained from [21] 
2) Artificial _2 data (n=200 d=1,K=53). This data set is generated from the output z of two nonlinear 
equation This data set consists of 200 data vectors, 1 
features and 53 classes. This dataset have multiple extermum .This equation has been obtained from [18]. 
 
B. Population Initialization 
       For both the TLBO Clustering algorithm, we randomly initialize cluster centroid. The cluster centroids are 
also randomly fixed between  and , which denote the maximum and minimum numerical values of 
any feature of the data set under test, respectively. 
 
C. Simulation Strategy 
      The quality of the solution constructed is measured in terms of the objective function and the number of 
iterations needed to reach an optimal solution. The experiments are designed to test the performance of TLBO 
in finding appropriate initial cluster centers for C-Mean algorithm compared with a standard random 
initialization technique used to choose cluster centers. 
       In this paper, while comparing the performance of algorithms, we focus on computational time required to 
find the solution. For comparing the speed of the algorithms, we choose the number of generations or iterations. 
Since the algorithms are stochastic in nature, the results of two successive runs usually do not match. Hence, 
we have taken 30 independent runs (with different seeds of the random number generator) of each algorithm. 
The results have been stated in terms of the mean values and standard deviations over the 30 runs in each case.  
       Finally, we would like to point out that all the experiment codes are implemented in MATLAB. The 
experiments are conducted on a Pentium 4, 1GB memory desktop in Windows 7 environment.   
 
D.  Experimental Results 
Experiment 1:  FCM Experiment 
 
        The results from TLBO initialization are marked as (TLBO/FCM), while the results from random 
initialization are marked as (RAN/FCM). Table 1 summarizes these results, where the average results from 30 
trials are recorded along with standard deviation. 
         From the table 1 it is clear that except Artificial_2 data set, all are converging to the nearly same 
extremum that each of them has. This will take place for all initialization tried in these experiments, but the 
speed of reaching this extremum depends on the initialization centers that are used, this will reflect on the 
number of iteration that FCM needs to reach the extremum. The datasets Artificial_2 will converge to a 
different extrema depending on the initial centers used. This will lead to different clustering results. Table 1 
shows that the TLBO/FCM has equal or better results for all datasets with single or multiple extrema compared 
to the results obtained from RAN/FCM. It is also noticeable that the big improvement in the objective function 
results was obtained from TLBO/FCM in comparison with RAN/FCM when the datasets have multiple 
extrema. 
 
Table 1.  Results from TLBO/FCM and RAN/FCM  
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. 
Table 2. Results from TLBO/HCM and RAN/HCM 
 
Experiment 2:  HCM Experiments 
        The results from TLBO initialization are marked as (TLBO/HCM), while the results from random 
initialization are marked as (RAN/HCM). Table 2 summarizes these results, where the average results from 30 
trials are recorded along with standard deviation. 
          From table 2 it is clear that always TLBO/HCM give better than or equal to that from randomly 
initialized HCM. The improvement in the objective function results obtained from TLBO/HCM in comparison 
with RAN/HCM is also noticeable when the datasets have multiple extrema. Table 2 also shows that the 
number of iterations required by TLBO/HCM to reach the near optimal solution is less than or equal to those 
obtained by RAN/HCM. 
Dataset Name   TLBO/FCM( ) 
(Objective Value) 
RAN/FCM 
(Objective Value) 
TLBO/FCM( ) 
(# of iteration) 
RAN/FCM 
(# of iteration) 
Iris  Mean  61.7685 61.7751 7 14 std 0 0.0073 0 1.2867 
Glass  Mean  72.6045 72.6219 39 42 std 0 0.0253 1 5.5560 
W B C data Mean  2.1756e+03 2.1758e+03 5 9 std 0 0.0002e+03 0 2 
Wine  Mean  1.0538e+004 1.0575e+004 8 15 std 0 0.0001e+04 0 5.2500 
Vowel  Mean  5.9963e+004 5.9989e+04 13 28 std 0 0.0002e+04 0 3.9225 
H S Data Set Mean  1.7190e+003 1.7199e+03 6 10 std 0 0.0001e+03 0 1.0127 
PID Data set Mean  3.5712e+004 3.5749e+004 8 11.2096 std 0 0.0010e+004 0 2.4519 
Artificial_1 
data 
Mean  3.7603 3.7603 13 21 
std 0 0.5263 0 0.1532 
Artificial _2 
data 
Mean  0.0728 0.1076 36 82 
std 0 0.0125 0 5.1299 
Dataset Name   TLBO/HCM( ) 
(Objective Value) 
RAN/HCM 
(Objective Value) 
TLBO/HCM( ) 
(# of iteration) 
RAN/HCM 
(# of iteration) 
Iris  Mean  97.3259 97.4038 5 10.2000 std 0 0.1384 0 3.8239 
Glass  Mean  211.7820 219.2513 5 10 std 0 7.7919 0 2.5000 
W B C data Mean  3.0395e+03 3.0395e+03 11 11 std 0 0 0 0 
Wine  Mean  1.6557e+04 1.8437e+04 14 16 std 0 0 0 2 
Vowel  Mean  1.5008e+05 1.5170e+05 7 14 std 0 0.1251e+05 0 1.0125 
H S Data Set Mean  2.6264e+03 2.6264e+03 7 12 std 0 0 0 2 
PID Data set Mean  5.2072e+04 5.2072e+04 16 20 std 0 0 0 0 
Artificial_1 
data 
Mean  6.3341 6.7858 4 10 
std 0 0.0002 0 2.1195 
Artificial _2 
data 
Mean  0.0949 0.5976 28 56 
std 0 0.0029 0 3.9127 
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6. Conclusion and Future Work 
          In this paper we present the Teaching learning based optimization algorithm to overcome cluster centers 
initialization problem in clustering algorithms (FCM/HCM). This step is important in data clustering since the 
incorrect initialization of cluster centers will lead to a faulty clustering process. TLBO algorithm works 
globally and locally in the search space to find the appropriate cluster centers. The experiment evaluation 
shows that the algorithm can tackle this problem intelligently. 
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