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Abstract
In this note we see another circumstance where Chebyshev polynomials play a significant role. In
particular, we present some new extended Chebyshev spaces that arise in the asymptotic stability of the
zero solution of first order linear delay differential equations with m commensurate delays
y′(t)+
m∑
j=0
a j y(t − jτ) = 0
where a j , j = 0, . . . ,m, are constants and τ > 0 is constant.
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1. Introduction
In this note we establish the following theorem.
Theorem 1. The spaces
span
{
1, x, x2, . . . , xm−1, Tm(x)√
1− x2
}
(1.1)
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and
span
{
1, x, x2, . . . , xm−1, Tm(x)arccos x√
1− x2
}
(1.2)
are extended Chebyshev spaces over the open interval (−1, 1) where m is a positive integer and
Tm(x) is the mth degree Chebyshev polynomial of the first kind.
These spaces, and particularly, the fact that they are extended Chebyshev spaces have arisen
in the authors’ analysis [1] of asymptotic stability of the zero solution of first order linear delay
differential equations with m commensurate delays
y′(t)+
m∑
j=0
a j y(t − jτ) = 0 (1.3)
where a j , j = 0, . . . ,m, and τ > 0 are constants. See [3, p. 6,1966] for the definition of an
extended Chebyshev space. To see this connection we use the characteristic function of (1.3):
Ĥ(s) = s + ∑mj=0 a j e− jτ s . Multiplying by esmτ and letting s = zτ and A j = a jτ( j =
0, 1, . . . ,m) yield the function
H(z) = τemz Ĥ
( z
τ
)
= zemz +
m∑
j=0
A j e(m− j)z . (1.4)
Asymptotic stability of the zero solution of (1.3) is equivalent to all zeros of H(z) (and therefore
of Ĥ(s)) lying in the open left half plane. Pontryagin [4] provided a means of determining when
all zeros of the “quasi-polynomial” H(z) lie in the open left half plane (analogous to Routh’s
method) in terms of the real and imaginary parts of H restricted to the imaginary axis. That is,
we write
H(iy) = F(y)+ iG(y) (1.5)
where
G(y) = y cos my +
m−1∑
j=0
A j sin(m − j)y (1.6)
and
F(y) = −y sin my +
m∑
j=0
A j cos(m − j)y. (1.7)
From Pontryagin’s theory and reductions by the authors [1], necessary and sufficient for the
zero solution of (1.3) to be asymptotically stable is that 1 +∑m−1j=0 (m − j)A j > 0, F(0) =∑m
j=0 A j > 0, G has all real and distinct zeros, and F strongly alternates in sign at the zeros of
G. A major part of the stability analysis amounts to determining whether G has all real zeros. To
this end, G(y) has precisely 4mk + 1 zeros in the strip −2kpi < Rey < 2kpi for k sufficiently
large.This follows from Pontryagin’s analysis [4]. Since G is odd and no nonzero multiples of pi
are zeros of G, it follows then that G has all real and distinct zeros if and only if G has 2mk real
and distinct zeros in (0, 2kpi) for sufficiently large k. Connected to Theorem 1, we establish
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Theorem 2. The space
span {sin y, sin 2y, . . . , sin my, y cos my} (1.8)
is an extended Chebyshev space on (npi, (n + 1)pi) for all nonnegative integers n.
From Theorem 2, it now follows that G has all real and distinct zeros if and only if G has
precisely m distinct zeros in (npi, (n + 1)pi) for all n. This simplifies the zero counting process
considerably. Theorem 2 connects to Theorem 1 as follows. Let
y = npi + arccosx, n = 0, 1, 2, . . . . (1.9)
After dividing by sin y, the space (1.8) transforms to
span
{
±U0(x), . . . ,±Um−1(x),±Tm(x)(npi + arccos x)√
1− x2
}
= span
{
1, x, . . . , xm−1, Tm(x)(npi + arccos x)√
1− x2
}
(1.10)
where U j (x) is the j th degree Chebyshev polynomial of the second kind. Our concern is reduced
to whether the space (1.10) is an extended Chebyshev space on (−1, 1). To this end, we will argue
in Section 2 that
Dm
{
Tm(x)√
1− x2
}
> 0 (1.11)
and
Dm
{
Tm(x)(arccos x)√
1− x2
}
> 0 (1.12)
for −1 < x < 1 where Dm denotes the mth derivative operator. From this, Theorems 1 and 2
follow.
2. Proofs of Theorems 1 and 2
The challenge in proving (1.11) and (1.12) is that of discovering representations for the
mth derivatives in (1.11) and (1.12). In particular, we obtain such representations that resemble
“inverse Rodriguez formulas” (see [2, p. 365,1975]).
Lemma 2.1. For m = 1, 2, . . . ,
Dm
{
Tm(x)√
1− x2
}
= 1 · 3 · · · · (2m − 1)
(1− x2)m+ 12
, (2.1)
and for m = 0, 1, . . . ,
Dm
{
Tm(x)arccos x√
1− x2
}
= gm(x)
(1− x2)m+ 12
(2.2)
for −1 < x < 1 where
gm(x) = 2mm!
∫ 1
x
(1− t2)m− 12 dt. (2.3)
822 B. Cahlon, D. Schmidt / Journal of Approximation Theory 161 (2009) 819–824
Proof. The authors suspect that (2.1) is known but have not seen its print. We include a short
proof of it. Our proofs of (2.1) and (2.2) are by induction on m. We prove these separately;
the second is more involved than the first. Both of the induction steps involve some tedious
calculations that are left for the reader to complete.
For (2.1), we leave the cases for m = 1, 2 to the reader, and we assume that (2.1) holds for
degrees 1, 2, . . . ,m − 1 where m ≥ 3. The product rule for the mth derivative
Dm (xg(x)) = xg(m)(x)+ mg(m−1)(x), (2.4)
the recursion for Chebyshev polynomials
Tm(x)
(1− x2) 12
= 2x Tm−1(x)
(1− x2) 12
− Tm−2(x)
(1− x2) 12
, (2.5)
and the induction hypothesis yield
Dm
{
Tm(x)
(1− x2) 12
}
= 2x D
{
(1 · 3 · · · · (2m − 3))(1− x2)−m+ 12
}
+ 2m(1 · 3 · · · · (2m − 3))(1− x2)−m+ 12
− D2{(1 · 3 · · · · (2m − 5))(1− x2)−m+ 32 }. (2.6)
Calculating the derivatives in (2.6) and simplifying yield
Dm
{
Tm(x)
(1− x2) 12
}
= 1 · 3 · · · · (2m − 1)
(1− x2)m+ 12
(2.7)
which completes the proof of (2.1).
To prove (2.2) we define gm(x) by (2.2) and argue that gm(x) is given by (2.3). The case for
m = 0 is easy and is omitted. For m = 1, the product rule and some simplification yield
D1
{
T1(x)arccos x√
1− x2
}
= −x
√
1− x2 + arccos x
(1− x2) 32
= g1(x)
(1− x2) 32
. (2.8)
To show that g1(x) = −x
√
1− x2 + arccos x satisfies (2.3) observe that g′1(x) = −2 · 1!(1 −
x2)1− 12 and g1(1−) = 0. For the induction case, assume that (2.3) holds for all degrees less than
m where m ≥ 2. The recursion for Chebyshev polynomials,
Tm(x)arccos x
(1− x2) 12
= 2x Tm−1(x)arccos x
(1− x2) 12
− Tm−2(x)arccos x
(1− x2) 12
, (2.9)
and the product rule yield
gm(x)
(1− x2)m+ 12
= 2x D
{
gm−1(x)
(1− x2)m−1+ 12
}
+ 2m gm−1(x)
(1− x2)m−1+ 12
− D2
{
gm−2(x)
(1− x2)m−2+ 12
}
. (2.10)
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Denote
Im =
∫ 1
x
(1− t2)m− 12 dt. (2.11)
Splitting off 1 − t2 in the integrand of (2.11), distributing, and applying integration by parts,
we have
Im = Im−1 − 12m − 1 x(1− x
2)m−
1
2 − 1
2m − 1 Im, (2.12)
and thus
Im−1 = 2m2m − 1 Im +
1
2m − 1 x(1− x
2)m−
1
2 . (2.13)
Applying (2.13) twice, we have
Im−2 = 2(m − 1)2m
(2m − 3)(2m − 1) Im +
2(m − 1)
(2m − 3)(2m − 1) x(1− x
2)m−
1
2
+ 1
2m − 3 x(1− x
2)m−
3
2 . (2.14)
We shall apply the induction hypothesis and the reductions (2.13) and (2.14) to (2.10). We have
D(1− x2)−m+ 12 = (2m − 1)x(1− x2)−m− 12 , D(1− x2)−m+ 32 = (2m − 3)x(1− x2)−m+ 12 , and
D2(1− x2)−m+ 32 = (2m − 3)(1− x2)−m+ 12
+ (2m − 3)(2m − 1)x2(1− x2)−m− 12 . (2.15)
We also obtain,
gm−1(x) = 2m−1(m − 1)!Im−1 = 2
mm!
2m − 1 Im +
2m−1(m − 1)!
2m − 1 x(1− x
2)m−
1
2 , (2.16)
g′m−1(x) = −2m−1(m − 1)!(1− x2)m−1−
1
2 = −2m−1(m − 1)!(1− x2)m− 32 , (2.17)
gm−2(x) = 2m−2(m − 2)!Im−2
= 2
mm!
(2m − 3)(2m − 1) Im +
2m−1(m − 1)!
(2m − 3)(2m − 1) x(1− x
2)m−
1
2
+ 2
m−2(m − 2)!
2m − 3 x(1− x
2)m−
3
2 , (2.18)
and
g′m−2(x) = −2m−2(m − 2)!(1− x2)m−2−
1
2 = −2m−2(m − 2)!(1− x2)m− 52 , (2.19)
g′′m−2(x) = 2m−2(m − 2)!(2m − 5)x(1− x2)m−
7
2 . (2.20)
Using (2.16) and (2.7), we have
D
{
gm−1(x)(1− x2)−m+ 12
}
= −2m−1(m − 1)! + 2mm!Im x(1− x2)−m− 12 (2.21)
and
gm−1(x)(1− x2)−m+ 12 = 2
mm!
2m − 1 Im(1− x
2)−m+
1
2 + 2
m−1(m − 1)!
2m − 1 x . (2.22)
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Now (2.18)–(2.20) and some calculations yield
D2
{
gm−2(x)(1− x2)−m+ 32
}
= −2m−2(m − 2)!(2m − 1)x(1− x2)−2
+ 2
mm!
2m − 1 Im(1− x
2)−m+
1
2 + 2mm!Im x2(1− x2)−m− 12
+ 2
m−1(m − 1)!
2m − 1 x + 2
m−1(m − 1)!x3(1− x2)−1
+ 2m−2(m − 2)!x(1− x2)−1
+ 2m−2(m − 2)!(2m − 1)x3(1− x2)−2. (2.23)
Substituting (2.21), (2.22) and (2.20) into (2.10), we get
gm(x)
(1− x2)m+ 12
= −2 · 2m−1(m − 1)!x + 2 · 2mm!Im x2(1− x2)−m− 12
+ 2m
2m − 12
mm!Im(1− x2)−m+ 12 + 2m2m − 12
m−1(m − 1)!x
+ 2m−2(m − 2)!(2m − 1)x(1− x2)−2 − 1
2m − 12
mm!Im(1− x2)−m+ 12
− 2mm!Im x2(1− x2)−m− 12 − 12m − 12
m−1(m − 1)!x
− 2m−1(m − 1)!x3(1− x2)−1 − 2m−2(m − 2)!x(1− x2)−1
− 2m−2(m − 2)!(2m − 1)x3(1− x2)−2. (2.24)
In (2.24) the terms containing Im sum to 2mm!Im(1 − x2)−m− 12 . We also collect the terms that
do not contain Im , and they sum to zero. Thus from (2.24) we obtain
gm(x)
(1− x2)m+ 12
= 2mm!Im(1− x2)−m− 12 (2.25)
and
gm(x) = 2mm!Im = 2mm!
∫ 1
x
(1− t2)m− 12 dt, (2.26)
and hence the proof is complete. 
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