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Abstract: Monitoring urban growth and measuring urban sprawl is essential for improving urban
planning and development. In this paper, we introduce a supervised approach for the delineation of
urban areas using commonly available topographic data and commercial GIS software. The method
uses a supervised parameter optimization approach along with buffer-based quality measuring
method. The approach was developed, tested and evaluated in terms of possible usage in monitoring
built-up areas in spatial science at a very fine-grained level. Results show that built-up area boundaries
can be delineated automatically with higher quality compared to the settlement boundaries actually
used. The approach has been applied to 166 settlement bodies in Germany. The study shows a very
efficient way of extracting settlement boundaries from topographic data and maps and contributes
to the quantification and monitoring of urban sprawl. Moreover, the findings from this study can
potentially guide policy makers and urban planners from other countries.
Keywords: settlement boundary; land take monitoring; automation; GIS; spatial planning
1. Introduction
A sustainable handling of land is one of the guiding principles of spatial planning. Land is one
of the most important resources for recreation but also the production of food and feed as well as
bioenergy or biomass and a number of other ecosystem services. Nevertheless, suburbanization leads
to ongoing land take and associated urban sprawl. The negative side effects of urban sprawl are,
for example, loss of valuable soils, higher infrastructure costs and traffic proliferation.
Therefore, quantification, monitoring and evaluation of land-use changes including their impact
is important in order to develop policy goals [1] and evaluate the impact of planning instruments [2].
In European countries, different quantitative targets for reducing land consumption are
implemented [3]. For example, Germany aims to reduce daily land take to 30 hectares per day,
whereas Great Britain has set the target that 60% of new housing should be on brownfield land.
In order to quantify land take, the geometric boundaries of settlements are absolutely necessary.
However, the definition of a settlement boundary is often difficult. Especially in rural areas, the
boundaries between the built-up area and the open space are often fuzzy. The delineation of settlement
boundaries is therefore a common challenge in monitoring urban development and measuring urban
sprawl. The boundary defines the border between the built-up area (of urban and rural settlements) and
the open space. However, this geometry is also important for other applications such as visualization,
navigation, generalization, population mapping, etc.
Several groups of researchers have worked on a method for an automated delineation of
settlement boundaries. Zhou [4] gives an overview on different approaches with varying data used
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(e.g., census data, remote sensing data, settlement and building data, road network data or volunteered
geographic information). Approaches based on remote sensing imagery are very popular as
this technology offers an efficient way of mapping fast-growing urban agglomerations. Many
approaches are based on classification methods using spectral information from satellite data [5–7].
More recent approaches analyze nightlight data [8]. In contrast to the raster-based methods, there
are also approaches proposed that aim for aggregation of vector data. Walter [9] analyzes the density
and layout of road networks to define settlement boundaries. Zhou [4] evaluates density-based,
intersection-based and street block-based approaches for delineating built-up areas based on road
networks. Others aggregate buildings to groups or parts of settlement. Hangouët [10] focuses on
grouping of buildings along roads using thiessen polygons and structural data. Regnauld [11,12]
uses minimum spanning tree and proximity graphs for typification. He then analyzes their structure
in compliance with the criteria of gestalt theory by Wertheimer [13]. Wertheimer defines “principles of
grouping” like proximity, similarity, closure, continuity or common fate. Boffet and Serra [14] detect
clearances in settlements through the use of building buffers. Then, they use the algorithm developed
by Regnauld [11] to form groups of buildings and set them in relation to the detected free spaces.
Starting from the road axes, Christophe and Ruas [15] construct perpendicular lines through the centers
of building footprints. Following this, perceptual criteria such as proximity, shape, size and orientation
were used to derive the building alignments. Yan, Weibel and Yang use a multi-parameter approach
to group buildings [16]. Only scant research work has investigated the generalization of building
footprints to delineate entire settlement boundaries. Li et al. [17] also group buildings, but they merge
and generalize these groups in several steps until they are reduced to an outline of the settlement.
They also use thiessen polygons and the rules of gestalt theory. Chaudhry and Mackaness [18] create
settlement boundaries with a multi-stage approach directly from building footprints. They use an
urbanity index to determine the amount of buffering of a single building. The buildings, which now
overlap, are aggregated into a geometry and gaps depending on their size. Small aggregates are
eliminated. The resulting geometry is used to select building footprints from the input data set for
delineation of the settlements.
The delineation of a settlement may vary strongly in shape depending on the underlying
application. The proposed approach presented in this paper is carried out for the special purpose of
supporting monitoring of land take and urban sprawl in Germany.
2. Problem Definition
In 2002, the German federal government adopted its first sustainability strategy titled
“Perspectives for Germany” [19]. One of the strategic goals is to reduce the rate of conversion of
non-urban to urban land uses from 130 hectares per day in 2000 to 30 hectares per day in 2020.
In addition, the European Commission explicitly understands land and soils as a resource and sets
the aim to achieve zero land take by the year 2050 [20]. To achieve such a policy goal, strategies for
the targeted development of the inner zones of cities and towns have been elaborated. Developments
should take place in the inner zones (infill development) as a priority and not in the outer zone
(greenfield development) where provision of technical and local public infrastructure is not already
secured. Hence, the Federal Government [19] defined a ratio of 3:1 for infill development to greenfield
development. On the other hand, effective approaches to quantify land take and urban sprawl are
needed [21]. Settlement boundaries that are automatically generated from topographic data can
contribute to the challenge of measuring land take in high resolution
In contrast to § 35 of German Federal Building Code (BauGB), where the outer zone beyond the
boundaries of the city or own is defined, there is no clear definition of the inner zone. In § 34 BauGB,
there is a circumscription, in accordance to which it is allowed to develop new building projects
beyond legally binding land-use plans. This one is in general understood as inner zone or the build-up
area of a settlement with some specific constraints. Thus, for example, an area must display a pattern
of connected development and be recognizable as part of a community [22] (§ 34 Rn 2–6) or buildings
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have to be suitable as long-term living quarters for people [23] (§ 34 Rn 7) to be part of the inner zone.
It aims at the organic growth of settlements and at preventing urban sprawl.
However, the precise delineation is always an individual decision in planning practice.
In order to evaluate national and European policy targets objectively, a common definition of
the inner zones (built-up areas) is necessary. In Germany, there are no nation-wide data on
available inner zones. In several research projects, a settlement geometry called “Ortslage” which
might be translated as “settlement bodies” was taken from the Digital Landscape Model from the
Authorative Topographic-Cartographic Information System (ATKIS® Base DLM) [24] (p. 35), [25] (p. 9).
The geometry covers, beside residential areas, industrial and commercial areas, areas of mixed use,
and areas of particular functional characteristics, also the areas of traffic, water bodies, areas occupied
by buildings and other facilities for recreation, sports and leisure activities as well as vegetation
areas with a close spatial and functional connection [26]. With the very broad interpretation of the
settlements under “Ortslage”, however, this is only a very rough approximation for inner zones,
as discussed in Schiller et al. [27].
On the other hand, in recent years, several algorithms for an automatic delineation of built-up
areas have been developed in the context of cartographic generalization. The delineation of built-up
areas is primarily used in topographic maps where due to small scales the representation of single
buildings is no longer possible [18]. An example is the “Delineate Built-Up Areas” tool implemented
in ArcGIS for Desktop (Version 10.2 and higher) [28]. Its applicability, however, has not yet
been studied in the context of monitoring purposes. This leads to the question of whether such
standard generalization tools are able to automatically delineate inner zones with reasonable accuracy.
Therefore, this paper examines different aspects of parameterization, achievable accuracies and
associated errors. Furthermore, we try to clarify whether an automated settlement delineation using
commonly available topographic data is better than the often-used “Ortslage” geometry from the
ATKIS® Base DLM.
3. Method
The following section gives a short overview of the approach as well as detailed explanations of
the major parts.
3.1. Workflow
Figure 1 shows how the individual process sections are coupled to each other. In a first step,
cartographic partitions of the study area are created on basis of building footprints. These topographic
partitions help to reduce the data volume for the processing but are also used to divide reference
data into a training data set and a test data partitions for the later performed k-fold cross validation
(CV). In machine learning, cross validation is used to estimate the generalization error [29] (p. 486 ff).
In this case, the data are divided in k=10 partitions; nine of these are used for training and one for
testing. The training and testing is repeated 10 times so that every subsample is once used for testing.
The main component is the delineation process where different process variants of a delineation
algorithm are tested against each other. This step includes the parameter optimization using a
predefined quality measure. It requires the building footprints, reference data and, when applicable,
auxiliary data such as the road network data. The defined process variants vary in their complexity
and may include pre- and post-processing steps. A more detailed description of the variants tested in
this study can be found in Section 3.2.
The procedure to get the optimized settlement boundary for each process variant is as follows:
At first, the algorithm is applied to the each CV-partition of the training data set by varying their
model parameters. In this process, a best parameter combination is determined using the defined
quality measure. Further, the best obtained parameter combinations are tested against the test data
(CV-partitions) by computing the quality measure values. All of the calculated quality measures from
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the 10 test data partitions are stored in a database. Finally, the set of parameters with the highest
quality value is determined. The single processing steps are presented in detail below.ISPRS Int. J. Geo-Inf. 2016, 5, 137 4 of 20 
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3.1.1. Create Cartographic Partitions
The model is designed to delineate built-up areas for regions or entire states. Building footprints
data can easily contain millions of objects. For very complex and computationally intensive algorithms,
it may be necessary to divide the data into smaller parts. This is, in context with large data sets
and the associated computational effort, a common method. Furthermore, the resulting geometry
is later on used as input for the random sampling in the cross validation process. It is important to
ensure that the partitioning fits to the content to prevent secondary effects (e.g., inadequate splitting of
settlement bodies). Municipal boundaries are partially too coarse or the geometry may split larger
settlement bodies inappropriately (e.g., two connected villages along a road). Therefore, we create
own cartographic partitions based on building data.
In a first step, a density raster map is calculated analyzing the building footprints. In this process,
each resulting cell represents a density value. The density value d of a cell is calculated by the division
of the sum of lengths of all lines L within a circle (radius r) around the cell center and the area of this
circle (cf. Equation (1)). This density function is implemented in ArcGIS for Desktop by default [30].
The grid cell size must be determined according to the application. A grid spacing of 100 m and
a radius of 200 m has been proven to be useful for different kinds of settlements in our study area
(cf. Figure 2b).
d “
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Next, the raster map is converted into a point raster, where each point contains an
attribute with the corresponding density value of he cell. All points below a threshold value
(d nsity value <0.0009 m/m2) are deleted and only point clusters wit high density values will remain.
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cartographic partitions (dark blue lines).
The threshold was set by empirical testing. Subsequently, a triangulated irregular network (TIN)
and a Voronoi diagram is generated (cf. Figure 2a), which forms a regular pattern within the remaining
point clusters. Starting from the Voronoi diagram, all lines of equal length to the defined cell size of
the density map and all lines with a dead end are deleted. The remaining lines (dark blue lines in
Figure 2a) form meshes that are converted into polygons (cf. Figure 2b). In our experimental study,
only those partitions are relevant that overlap the reference data.
3.1.2. Parameter Optimization
Automatic parameter optimiz ti n and the defi ition of constraints are important for the
development of efficie t workflows in the aut matic generalization of geospatial data. C oosing
the right param ters of a delin atio alg rithm via “trial and error” will work to a limited extent only
and is time consuming. With an increasing size of the area under investigation, this approach reaches
its limits due to the vast heterogeneity of settlements in size and shape.
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Figure 3. Examples of different aggregation levels by using different parameter combinations
(P1 and P2). Automatic delineation (blue areas) in comparison to a reference geometry (black lines)
(Official building polygons, ATKIS® Base-DLM© Geobasis-DE/BKG (2011)): (a) P1 10/P2 10;
(b) P1 40/P2 40; and (c) P1 70/P2 100.
In this step, the parameters f any giv n delineation algorithm c n be optimized with the help of
refer nce data. Fi ure 3 shows for exampl how different parameter combinations of generalization
algorithm cause different deline tions from high fragmented and small polygons (Figure 3a)
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to highly aggregated and simplified polygons (Figure 3c). Machine learning helps to determine
the best parameter combination by using available reference data. A simple solution is to calculate all
combinations of parameters P1, P2, ... , Pn choosing the one that yields the best results in comparison
to a reference (cf. Figure 4).
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3.1.3. Definition of a Geometric Quality Measure
Quality measures in th context of automated generalization can fulfill the three tasks formulated
by Mackaness a d Ruas [31]: evaluation f r tuning, evaluation for controlling the generalization
process during generalization and evaluation for assessing the quality of generalized data after
generalization. We used them for all of these purposes.
For quality measurement, we use an adaptation of the buffer overlay statistics method (BOS)
introduced by Tveite and Langaas [32]. To avoid confusion, the adapted method used here is referred
to as Buffer Overlay Method (BOM). Basically, the BOM uses intersection of polygons generated by
buffering the boundaries. This works for boundary lines of the reference R and the outline D of the
generated built-up area as well as th s generated by buffering the resulting polygons (Area (RB),
Area (DB)) and int rs ctio (Area (RBXDB)). The quality value QBOM is calculated from the ratio of the
area that is created by buffering and overlaying the two boundaries (Area(RBXDB) and the area of the
buffered reference boundary (Area(RB)). Equation (2) shows the calculation of the quality value QBOM:
QBOM “ AreapRBXDBqAreapRBq (2)
The buff r width h s to be set according to the application and the used data. In our approach,
we use a buffer width of 15 m. For example, in this case, an average distance between the reference
and the delineation of 15 m is equal to a QBOM value of 0.5, due the overlap half of the buffered area
forms part of the reference area.
3.2. Processing Variants
In our study, we use various processing variants that all based on the “Delineate Built-Up Area”
out-of-the-box functionality available in Esri’s ArcGIS for Desktop (Version 10.4). This standard tool is
part of the generalization toolset and has been used to identify dense settlement arrangements in the
context of cartographic generalization [33]. Therefore, it is assumed that this tool is also suitable for
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the delineation of inner zones. Although the tool is a black box, according to the documentation [28],
the tool outlines densely clustered buildings and creates polygons representing built-up areas.
Dense arrangements of buildings are defined by the Grouping Distance parameter (GPR).
The outline of the resulting polygons can be snapped to other features like roads or railways. However,
only features within the grouping distance and in the same direction of the polygon are snapped.
The complexity of the resulting polygons is controlled with the Minimum Detail Size parameter (DET).
The relevant tool parameters are summarized in Table 1.
Table 1. Description of the parameters of the “Delineate Built-Up Area” tool (taken and revised from [28]).
Parameter Explanation
Input polygons As input polygons we use building footprints. Their density and arrangementare used to define appropriate built-up polygons as output.
Output polygons The output contains polygons of built-up area representingclusters of input buildings.
Grouping Distance (GRP)
Buildings that are closer together than the grouping distance are grouped
together. The grouping distance is measured from the edges of building polygons
to the center points of the buildings.
Minimum Detail Size (DET)
This value defines the relative degree of detail in the output polygons. This
roughly corresponds to the minimum allowable diameter of a cavity in the
output polygon. The actual size and shape of cavities within the polygon is
determined also by the arrangement of the input buildings, the grouping
distance, and the presence of auxiliary features, if they are applied.
Auxiliary data
This layer is used to define the edges of the output polygons. These snap to an
auxiliary feature if it is generally aligned with the trend of the polygon edge and
lies within the grouping distance.
Minimum building count (MCB) This is the minimum number of buildings that have tobe present to create an output polygon.
In this approach, only the parameters GRP and DET will be optimized during the training
process. The optimization for these parameters has to be carried out in increments with a defined
interval that fits the target accuracy. In case of an application scenario for the monitoring of land take,
the target scale is 1:10000 up to 1:25000. In regional planning scales of 1:50000 up to 1:100000 are typical.
Therefore, increments of 10 m for the parameters GRP and DET are chosen. Smaller increments are
possible, but would deliver only seemingly more information. A starting value of 5 is chosen and
gradually raised to a final value of 75. The third numerical parameter Minimum Count of Buildings
(MCB) was to set to a fixed value. With respect to the constraint of a minimum of 10 to 12 buildings to
form an inner zone [23] (§ 34 Rn 111) a value of 15 for MCB was chosen.
In the following, four different processing variations are specified in order to examine the effects
of using additional data, pre- and post-processing or data filtering.
3.2.1. Delineate Built-Up Area Using Building Polygons (DBA-B)
In this variant, the Delineate Built-Up Area tool is used as it is implemented in the ArcGIS toolbox.
Only building polygons are used as input data and no data manipulation (pre- or post-processing) is
carried out.
3.2.2. Delineate Built-Up Area Using Building Polygons and Road Network (DBA-BR)
In this processing variant, a road network dataset is added as auxiliary data since this is also
a common boundary to define built-up areas [22] (§ 34 Rn 6). Features of this dataset within the
grouping distance and in the same direction of the polygon are snapped. As a result, the shape of the
resulting polygon is adjusted by the layout of the roads. This is an option the tool provides by default.
All parameters were set as described above.
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3.2.3. Delineate Built-Up Area Using Building Polygons and Road Network with Additional
Pre- and Post-Processing (DBA-BRPP)
In this variant, additional pre- and post-processing steps were performed such as elimination,
buffering, simplification or removal of empty spaces. These are common operations in this context [34].
Buildings were removed that cannot be assigned to the inner zone by definition. These are
buildings that are not suitable as long-term living quarters for people [22] (§ 34 Rn 7). This concerns,
in particular, buildings for agriculture or warehouses, gardens and weekend houses, or sheds and
garages. The small and irrelevant buildings can be identified due to their small size. Hecht [35] (p. 156)
verified that detached buildings with a footprint size of 56 square meters and attached buildings with
a footprint size of 39 square meters have a probability of 99% that they are not residential buildings.
Therefore, all buildings with a footprint smaller than 39 square meters are omitted. The identification
of buildings for agriculture is much more difficult. A distinction between these and large commercial
buildings, based only on building footprint, is almost impossible.
Further, the remaining building footprints are transformed into minimum enclosing rectangles
and buffered depending on length of the smallest edge. If the length of the smallest edge of the
minimum enclosing rectangle is smaller than 35 m and greater than 6 m, the difference to 35 m is
calculated, and the geometry is buffered with this value. In all other cases, building footprints are
buffered with 1 m. This buffering ensures a minimum width of the resulting settlement boundary.
This step ensures a better delineation of linear structures such as for row housings.
Depending on the control parameters Grouping Distance and Minimum Detail Size, the delineated
polygons contain larger or smaller empty spaces (holes in polygons). The assumption is that empty
spaces smaller than one hectare in size are part of the settlement and are therefore closed. All other
larger empty spaces remain. Additionally, gaps between adjacent polygons within a distance of 50 m
are also closed.
3.2.4. Delineate Built-Up Area Using Building Polygons and Road Network with Additional
Pre- and Post-Processing and Urban Index (DBA-BRPPU)
This variant contains an additional filtering process to distinguish between agricultural buildings
and large commercial buildings. Here it is assumed that barns and stables are buildings located
mainly at the edge of or outside of settlements, usually stand alone and usually have a larger footprint
than a residential building in rural areas. For the identification, the urban index by Chaudhry and
Mackaness [18] was used for a characterization. The index Uj for the building j considers the nearest
n buildings (see Equation (3)). The variable a represents the area of the footprint and variable d
the shortest distance from the buildings to building i. In the model, only the building footprints
with a Uj value greater than 0.0003297 are used for further processing. The threshold was set with
the help of a curve resulting from a Receiver Operating Characteristic (ROC) analysis. In general,
such a ROC-analysis is a method to identify an optimal cut point in binary classification
problems. In GIS, ROC-analyses are widely used, for example, to predict land use/cover change,
species’ distribution, disease, and disaster risks [36].
Uj “
?aj
břn
i “ 1 aiřn
i “ 1 d2i
(3)
4. Results
In this section, the resulting delineations of each variant are investigated in detail. At first, the
data used in this study is explained. Then, the different processing variants are compared in terms of
the achieved accuracies by computing different quality measures such as the introduced QBOM value,
classification accuracy as well as precision and recall. Further, the processing variants are compared in
terms of the visual impression. Finally, different types of errors are introduced that might be relevant
from an application-oriented point of view.
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4.1. Data and Data Preparation
As described above, the availability of useful and up-to-date reference data is limited. As reference
boundaries, inner zone geometries from the Hannover region could be acquired. They were created in
the year 2005 under the Regional Planning Program 2005 (RROP) with the help of experts based on the
automatized land survey map (ALK) and orthophotos [37] as a complete inventory of all small towns
with fewer than 2000 inhabitants. Therefore, the reference covers only parts of the entire region.
The building footprints are one of the key input data for algorithms for the delineation
of settlements. Those can be obtained from different sources such as, topographic databases,
maps, remote sensing imagery, LiDAR, etc. In this study, we use the German-wide data product
Official Building Polygons (HU-DE) of Lower Saxony from 2011. The HU-DE contains geo-referenced
polygons representing building footprints derived from the German real estate cadaster. The polygons
do not contain any attributive information with the exception of an Official Municipality Key
(in German: Amtlicher Gemeindeschlüssel (AGS)). This dataset is updated every year.
As auxiliary data, street and road line data of the ATKIS® Base DLM from 2011 is used. The dataset
includes nationwide all streets, roads, including unpaved roads, if they are important connections
between settlements.
The reference dataset has been created for a different purpose. Therefore, adjustments are carried
out in a data preparation process. This includes the identification and removal of topology and
digitization errors (e.g., overlaps, partial coverages, etc.). After data preparation, the reference data
include 166 reference polygons with an average size of 28 hectares. An overview of the data used is
provided in Table 2.
Table 2. Overview of input data.
Topicality Distribution Agency Objects Reference Scale
ATKIS®—Ortslage 2011 NMAs 1 197 1:25,000
ATKIS®—Roads 2011 NMAs 1 32.788 1:10,000
Reference polygons 2005 KommunalverbandRegion Hannover 166 1:1000 to 1:2000
Official Building Polygons (HU-DE) 2011 ZSHH 2 92.080 1:1000
1 National mapping agencies; 2 Central Distribution Agency for House Coordinates, Building Polygons and
3D Building.
4.2. Comparison of Processing Variants
The optimized parameter sets are results of the testing. The best values are achieved for boundaries
with short edge lengths of 5 m and a grouping distance of 45 or 25 m (cf. Figure 5).
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During training and testing, the evaluation steps were always performed to the full extent of
the delineation. The quality value QBOM is then calculated for each true-positive single feature.
On the basis of this value, statistical characteristics (mean, median, maximum and minimum value,
range and standard deviation) are computed. The ATKIS®-Ortslage is included for reasons of
comparison. The results are shown below in Table 3.
Table 3. Results of the single feature evaluation (Best parameter set DET/GRP; arithmetic mean Ø,
median m, range as difference of Max and Min value and standard deviation σ of QBOM).
Para. DET/GRP Ø (QBOM) M (QBOM) R Max (QBOM) Min (QBOM) σ (QBOM)
ATKIS®-Ortslage - 0.615 0.617 0.560 0.885 0.325 0.114
DBA-B 5/45 0.620 0.626 0.416 0.817 0.401 0.069
DBA-BR 5/45 0.679 0.690 0.367 0.811 0.444 0.069
DBA-BRPP 5/25 0.710 0.714 0.417 0.856 0.439 0.068
DBA-BRPPU 5/25 0.705 0.717 0.465 0.850 0.385 0.077
The ATKIS®-Ortslage shows the lowest values overall. The average QBOM value is 0.615.
An exception is the Max (QBOM). This is found with a value of 0.885 at the ATKIS®-Ortslage.
The smallest range between best and worst delineation of a single settlement is found in variant
DBA-BR with 0.367. The best average quality is reached in variant DBA-BRPP with a QBOM of 0.710.
In variant DBA-BRPPU, the additional processing step has not improved the quality of the delineation.
Here, the QBOM value is 0.705. The numerical results are visualized again as boxplots in Figure 6.ISPRS Int. J. Geo-Inf. 2016, 5, 137 11 of 20 
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Whether the results differ significantly was also investigated. Significance is confirmed for a
p-value less than significance level α = 0.05. For the ATKIS®-Ortslage, it was not possible to detect a
normal distribution using the Shapiro–Wilk test. In addition, the variance differed greatly from the
other approaches. The variance is heterogeneous and ns are unequal. Therefore, the Mann-Whitney
test was used for comparisons with this approach and due to the different sample sizes, for the other
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samples the Welch test was used. The results of the tests are shown in Table 4 below. Accordingly,
the results of the variants ATKIS®-Ortslage and DBA-B as well as the variants DBA-BRPP and
DBA-BRPPU do not differ significantly from each other. For all others, significant differences
were confirmed.
Table 4. Results of testing significance (p-value).
DPA-B DPA-BR DBA-BRPP DBA-BRPPU
ATKIS®-Ortslage 0.650 1 0.000 1 0.000 1 0.000 1
DBA-B 0.000 2 0.000 2 0.000 2
DBA-BR 0.000 2 0.002 2
DBA-BRPP 0.567 2
1 Mann–Whitney test; 2 Welch test.
4.3. Precision and Recall
In Table 5, the classification results with a view to the whole settlement are shown. If a delineation
is generated by the algorithm at the location at which a reference boundary exists, this is counted as
a true-positive (TP) classification. Accordingly, a false-negative classification (FN) is then applicable
when a reference boundary exists and no delineation was created by the algorithm. A false-positive
classification (FP) results when a delineation has been created, but there is no corresponding reference
boundary. The classification accuracy can be illustrated by precision and recall. Precision is the fraction
of the true-positives (TP) and the sum of the TP and false-positives (FP), while recall means the fraction
of TP and the sum of TP and false-negatives (FN). Variant DBA-BRPP (0.96/0.97) and DBA-PRPPU
(0.97/0.96) have the highest values for precision and recall (cf. Table 5).
Table 5. Number of true positive (TP), false positives (FP) and false negative (FN) classified settlements.
NTP NFN NFP Precision Recall
ATKIS®-Ortslage 164 2 17 0.91 0.99
DBA-B 165 1 48 0.77 0.99
DBA-BR 165 1 47 0.78 0.99
DBA-BRPP 161 5 7 0.96 0.97
DBA-BRPPU 160 6 5 0.97 0.96
In Table 6, the classified areas are quantified. The area of the reference, the area of delineation,
true positive (TP), false positives (FP) and false negative (FN) classified area is calculated as well
as precision and recall. The ATKIS®-Ortslage has the highest TP-value with 4403 ha, but also
the highest classification error with 1570 ha (FN+FP). Variant DPA-BRPP is second on TP area
with 3823 ha. However, the overall classification error is the smallest with 867 ha (FN+FP).
Table 6. Area of reference, delineation, true positive (RP), false positives (FP) and false negative (FN)
classified area in hectare.
Area Ref. Area Deli. Area (TP) Area (FN) Area (FP) Precision Recall
ATKIS®-Ortslage 4683 5973 4403 141 1.429 0.75 0.97
DBA-B 4683 4016 2735 975 307 0.90 0.74
DBA-BR 4683 4468 3417 634 417 0.89 0.84
DBA-BRPP 4683 4690 3823 430 437 0.90 0.90
DBA-BRPPU 4683 4569 3682 501 386 0.91 0.88
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4.4. Visual Analysis of Variants
Figure 7 provides a visual impression of the ATKIS®-Ortslage as well as the four best delineations
of individual variants. Many large areas with false-positive classifications can be recognized in
the ATKIS®-Ortslage. These areas can assume significantly greater proportions when settlements
include areas for leisure and recreation (e.g., sports fields, and parks) or allotments. Sports facilities
and parks contain typically very few buildings. These areas disappear with the building-based
delineation approach. Therefore, in variant DBA-B, only a few false-positive classifications are visible,
but the delineation includes a plurality of empty spaces. These reflect the high false-negative values
from Table 6. The main difference between variant DBA-B and DBA-BR is that the layout of the streets
is taken into account. This cannot be seen in the illustration, since there are only adjustments to a
few meters. However, consideration of the sum (cf. Tables 3 and 6) reveals a significant increase of
accrual quality. In variants DBA-BRPP and DBA-BRPPU, the building footprints were pre-processed
as described in Section 3.2.3 and the delineations were reworked. Because of the elimination of
single buildings in settlement bodies with very few buildings, the minimum number of buildings is
not reached or the distance between the remaining buildings (MBC) is too large to form a polygon.
In Figure 7d,e, this is visible in the false-negative classification of settlement 1. The closing of empty
spaces and gaps decreases false-negative classifications. However, in the marginal region there are
still individual buildings, resulting in false-positive-classifications. Therefore, in variant DBA-BRPPU,
an additional filter is included, the urbanity index. However, a secondary effect of deleting more
buildings is that there are more false-negative classifications, as seen in Figure 7e in comparison to
Figure 7d as well in Table 6.
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4.5. Types of Error
After measuring geometric quality as well as classification accuracy, two questions remain to be
answered. What are the errors like? What are their frequency and their influence on the delineation
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accuracy (weighting)? This type of assessment depends on the content behind the specific boundary.
It will therefore only relate to the specific application, is subjective and only partially generalizable.
However, it will be briefly explained in the following for the sake of completeness and transparency as
well as to demonstrate the limits of automation in the context of delineating built-up areas.
During automated generalization, systemic and data-induced errors may occur. The systemic
errors are errors in the delineation that have their roots in the algorithm itself. False-negative
classifications are gaps on the edge (cf. Figure 8 a,f), empty spaces within a boundary (cf. Figure 7b,c),
edges that are not simplified (cf. Figure 8g) or line-like settlement structures that are not classified.
False-positive classifications occur where single buildings are included within the boundary that are
not formally assigned to the inner zone (cf. Figure 8 a,c,d,f,g). On the other hand, there are empty
spaces within a boundary that cannot be recognized by the algorithm.
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Data-induced errors are caused by errors in the input dataset. In this work, the use of data with
different ti slices (official building polygons from 2011 nd reference data from 2005) cause errors
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due the changes in settlement structure that have taken place in the meantime. These are shown in
Figure 8 e,h by arrows. The blue areas are examples of such settlement developments.
Another kind of data-introduced error comprises digitalization faults. For example, in Figure 8e,
a digitized ridge can be seen that cannot be explained as to content.
Table 7 gives an overview of the frequency and weighting of errors in variant DBA-BRPP.
The level of error has been evaluated on an ordinal scale from low to medium to high.
Table 7. Occurring errors and their qualitative assessment using the example of variant DBA-BRPP.
Frequency Weighting
Systemic errors:
False-negative classification
Gaps in the boundary high medium
Empty spaces within the boundary low medium
Delineation not simplified on the edge medium low
Line-like settlement structures not delineated medium high
False-positive classification
Areas included that formal
do not belong to inner zone medium medium
Missing empty spaces
within the settlement boundary low high
Data-induced errors:
Adaptability of the periods of the data used low high
Parts of the settlement not includes
in the reference low high
Buildings and areas included in the reference
that formal do not belong to inner zone low high
Errors with a combination of high or medium frequency and weighting have a high impact on the
overall quality of the delineation. In this case, gaps at the edge of the boundary, missing delineations of
line-like settlements and areas that do not formally belong to the inner zone are the problematic errors.
5. Discussion
In the following, the results are subjected to critical reflection against the backdrop of
an application within a nationwide monitoring and analysis of settlements. Firstly, the different
processing variants are discussed in terms of the accuracies achieved and in comparison to the
previously used ATKIS®-Ortslage. Secondly, the approach as a whole, using the best processing
variant, is discussed from a practical point of view.
5.1. Processing Variants
5.1.1. Variant DBA-B
The results based on variant DBA-B with simple application of the Delineate Built-Up Area are
not significantly better than the Ortslage from ATKIS® Base DLM in terms of the defined geometric
quality measure QBOM. The classification accuracy shows a high number of false-positive features by
count (cf. Table 5) but a look at the areas shows these features are mostly small settlement fragments
in the outer zone. The high value for false negatives by area (cf. Table 6) is mainly caused by empty
spaces resulting from undeveloped areas within the built-up area (e.g., parks, brownfields, and large
parking areas). This is a problem Chaudhry and Mackaness [34] are facing with their buffer-based
method as well as Chesnokova et al. [38] with the algorithm “Aggregate Polygons” from Esri’s ArcGIS.
Both solve this problem with additional post-processing steps, since from a practitioner’s point of view
these empty spaces should be closed and considered as built-up areas (inner zone).
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5.1.2. Variant DBA-BR
The quality of delineation can be significantly increased using variant DBA-BR, which considers
roads as edges within the delineation process. This is obvious because the roads are often the real
borders of a settlement and the introduction of these hard edges leads to a lower false-negative area,
while slightly increasing the false-positive area. The introduction of roads has almost no effect on the
precision and recall rate by count (cf. Table 5). Remarkable is the relatively high increase of QBOM
value to 0.679.
5.1.3. Variant DBA-BRPP
Applying variant DBA-BRPP, which includes additional pre- and post-processing, the quality
value QBOM increases again significantly compared to the variant DBA-BR. The false-negative area
could be reduced by eliminating and closing empty spaces and gaps in post-processing, but this
occasionally creates new false-positive areas (see Table 6). A decrease in false-negative classification,
204 hectares (4.36%), is opposed to a slight increase of 20 hectares of false-positives (0.43%) in
comparison to variant DBA-BR. In addition, the false positive features rate by number (cf. Table 5)
was drastically reduced, leading to a considerable improvement of the overall precision rate to 0.96.
This is due mainly to the additional pre-processing, particularly the elimination of irrelevant buildings
by filtering.
5.1.4. Variant DBA-BRPPU
In variant DBA-BRPPU, an additional urban index criterion is introduced with the aim of further
reducing the false-positive features (e.g., Buildings for agricultural use) through filtering buildings in
rural areas. The results show that the false-positives were in fact reduced by 51 hectares compared to
variant DBA-BRPP but that at the same time an increase of false-negatives by 71 hectares was observed.
It seems that the introduction of the urban index does not help adequately in discriminating the inner
and outer zones. Overall, there is no significant increase or decrease of the QBOM value in comparison
to the previous variant DBA-BRPP.
5.1.5. Comparison of Processing Variants
The variants DBA-BRPP and DBA-BRPPU provide the best results in terms of the geometric
quality represented by the QBOM value and the classification accuracy (precision/recall). We therefore
propose using variant DBA-BRPP, since the additional urban index calculation does not add value.
For many classification problems, balanced values of false-positive and false-negative error are
undesirable due to differences in the costs of error [39]. In our application case, underestimations are
just as harmful as overestimations. In this variant, they are nearly the same, which can be considered a
positive aspect.
In the application scenario of monitoring land take, the variant DBA-BRPP provides for better
delineation than the Ortslage from ATKIS® Base DLM. Using the geometry from ATKIS® leads to an
overestimation of the built-up area with a value of 27.5% compared to the reference, while applying
our approach using variant DBA-BRPP the overestimation is only 0.15%. However, for the evaluation
of the delineation, precision and recall rate are also relevant. The values for both precision and recall
are greater than 0.9.
When interpreting precision and recall by area (Table 6), it needs to be mentioned that only small
settlements are considered in this study. In this case, minor errors (false-positives or false-negatives)
have a larger impact on the precision and recall rates than those within larger and more compact
settlements. However, the introduced QBOM value, as a quality measure, is independent of scale.
The variants DBA-B and DBA-BR do not providing a usable delineation due the high number of
false-positive classifications.
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5.2. Discussion of the Approach as a Whole
The proposed partitioning algorithm presented in Section 3.1.1 has been proved useful within the
overall approach in two ways. Firstly, it allows the partitioning of the building data for more efficient
processing. Secondly, it is the basis for the partitioning of the data set into test and training data for the
10-fold cross-validation.
The introduced supervised learning approach was exemplary demonstrated using different
processing variants that are based on a delineation algorithm available in Esri’s ArcGIS for Desktop.
In order to achieve the best applicability we chose ArcGIS for Desktop as it is often used in many
planning offices and research institutes. Otherwise, a drawback of using commercial software products
is that the delineation algorithm is not very well documented. Therefore, other delineation algorithms
may be tested in future.
The algorithm for parameter optimization functions reliably and is easy to implement. However,
its limits may be reached when the delineation algorithm used becomes more complex and more
than two parameters need to be trained. For instance, using a brute-force method to search for the
best parameter combination in a 10-dimensional parameter space would here increase the required
number of computations dramatically. In the context of supervised machine learning, there exist
many algorithms that allow an optimization of computations [40]. Another disadvantage is that the
search is limited to a predefined number of parameter combinations due to the fact that the start point,
the end point and the interval are predefined.
The choice of evaluation algorithm plays a key role. First, to be able to evaluate the respective
delimitation results, it must consider both the geometric and the contextual aspects. The challenge
is that comparing n fragmented polygons with n fragmented polygons has to produce reliable
results. The vast majority of distance-based methods fail here [41]. Region-based methods, however,
such as symmetric difference or area of overlap, often have a scale problem of their own.
The BOM-algorithm can handle both problems. Second, the evaluation algorithm itself affects the
delineation result. This is a general problem of all types of evaluation algorithm used for controlling
evaluations. In this example, the small empty spaces in the variants are formed (minimization of
parameter DET) due to the evaluation procedures as presented. The outer boundaries of a delineation
are included in the assessment by using the buffer area of the reference (Area RB) for normalizing only.
Empty spaces within a delineation can be disregarded. This could be reduced by normalization with
the buffer area of delineation (Area DB). However, this also means that the grouping distance as well
as the length of the edges of a resultant polygon would increase. This in turn means that there would
be more false classifications. This study is designed to recreate the boundary of the inner area and
the closure of empty spaces that appear within a geometry based on characteristics such as size or
shape, which are much easier to rework than the outer delimitation based on constraints. For this
reason, normalization with the buffered reference is preferred. A further advantage in normalizing
against the reference is that the variants are comparable to each other, since the reference in contrast
to the delineation is constant. As a result of this conflict, we recommend for future research using
two different versions of the evaluation algorithm: one for training using Area DB for normalization
and one for validation using Area RB for normalization.
The selection of the training data is also important. Mustiere [42] identifies two major problems
associated with reference data: The “[..] potential examples are not available in a suitable form;
and they do not represent exact examples of what we intend to do”. He solves this problem by creating
the training data. However, this is not possible for many others working with supervised approaches,
since the data acquisition is often not feasible. Here the view is that working with incomplete data or
incorrect data is the rule rather than the exception and therefore attempts should be made to achieve
the best possible solution under the circumstances. This also contributes to better later applicability
and transferability. The error observed here in the training data lead to a devaluation of delineation
quality, but have very little influence on the determination of the optimum parametric combination.
Experiments with the urban index have shown that the use of geometric filters reaches its limits
when trying to derive semantic characteristics. A possible solution could be the introduction of a
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building classification approach [35,43]. A semantic enrichment of the data would help to eliminate
the right buildings.
The transferability has to be discussed in three levels: (a) the transferability of the gained
parameters by the reference data for another area in the same field of application; (b) the transferability
of the algorithm with the use of new reference data to same field of application; and (c) the
transferability of the entire approach to a different field of application.
At level (a), an imported precondition is that the settlement structure of the area in question
is similar to the training area. The main challenge here is the necessity to define which settlements
are similar. Recent research in the field of morphology of settlements could be helpful to solve this
problem. For settlements with a very different morphology, a new training is necessary. This is level (b),
where constraints are missing reference data. On level (c), the limitation is that, e.g., a different
aggregation algorithm or field of application implies a new parameterization of the whole algorithm
and not only a new training. Further research is planned in terms of the transferability to other
areas—spatially and thematically. First experiments are promising but not the subject matter of
this paper.
5.3. Potential Applications
The resulting geometry is mainly to be deployed for the automatic assessment of regional or
interregional in-fill development potentials. Thus, at first this geometry is an input data for further
calculations. For example, a delineation can be used to check whether the construction activities
take place primarily, in the inner zone and not beyond the city boundaries. It is also a key date
for calculation of connected indicators such as the ratio of inner/outer zone development [44].
The potential usage of inner zones in regional planning is diverse. In the Hessian regional plans,
e.g., land take is controlled and limited as well in quantitative terms by quotas for building land as in
qualitative terms by cartographic presentation [36,45]. For the calculation of the quotas as well as for
the maps inner zones are needed (level (a) to (b), cf. 5.2).
However, even in the context of the development and testing of new planning instruments,
like building certificates, the inner zone plays an important role [46,47]. In order to strengthen the
primacy of in-fill development over development on the urban fringes and to promote the development
of integrated urban areas, there is the initial necessity to define a geometry of the inner zone.
Within this geometry, all projects are exempt from the requirement of building certificate
(level (b) to (c)).
Finally, the approach is from a scientific point of view relevant because it provides an
opportunity to reconstruct efficient historical settlement developments. Approaches for automatic
building extraction [48] and building block extraction [49] based on topographic maps already exist.
With the automatic delineation of settlement boundaries urban dynamics such as densification,
growth and sprawl, or shrinkage can be examined on different scales and used as input data for
simulations (level (c)).
6. Conclusions
We presented a supervised approach for the automatic delineation of settlement boundaries
representing urban inner. The approach is set upon authoritative topographic data, particularly
commonly available building footprint and road network data. A central component of the approach
is the parameter optimization. Here, parameters of a defined delineation algorithm are trained
in a supervised learning process using a suitable quality measure. For training and testing, a set
of 166 official inner zone boundaries within the Hanover region in Germany is used. Experts
have mapped those boundaries manually. During the development of the delineation process, four
different process variants are tested and compared in terms of the achieved accuracies. All of them
make use of standard geoprocessing functions implemented in ArcGIS for Desktop. The results
of the variant DBA-B shows no significant increase of the value of QBOM, and, in variant DBA-BR,
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there are many false-negative classifications. Therefore both delineations could not be used for a
monitoring application.
The processing variant DBA-BRPP was identified as the best variant. This approach leads to a
balanced precision and recall rate of approximately 0.9 and a mean value of the QBOM quality measure
of 0.71. Compared to the previously used settlement boundaries of the ATKIS® DLM, the quality of
the delineation using the proposed approach is significantly higher.
Therefore the results of the proposed approach are promising and can support several land
use monitoring processes in the context of planning and policy making (e.g., monitoring, decision
support, land take management and evaluation of planning instruments). In particular, in the debates
about preserving valuable soils and achieving the policy goals (reduction of greenfield development,
and zero net land take in 2050 in the EU), approaches for quantification are needed. Automatically
delineated settlement boundaries from common topographic data can contribute to the challenge of
measuring the settlement development in high resolution.
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