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QUANTUM DRINFELD ORBIFOLD ALGEBRAS
PIYUSH SHROFF
Abstract. Quantum Drinfeld orbifold algebras are the generalizations of Drinfeld orbifold
algebras, which are obtained by replacing polynomial rings by quantum polynomial rings. In
[6], the authors give necessary and sufficient conditions on a defining parameters to obtain
Drinfeld orbifold algebras. In this article we generalize their result. It also simultaneously
generalizes the result of [5] about quantum Drinfeld Hecke algebras.
1. Introduction
Drinfeld orbifold algebras arise in different settings, for example, as Lusztig’s graded affine
Hecke algebras, symplectic reflection algebras, and rational Cherednik algebras. These alge-
bras are deformations of skew group algebra generated by a finite group G which acts on a
polynomial ring over some vector space V .
In [6], Shepler andWitherspoon considered the quotient of the skew group algebra T (V )#G
(defined below), where T (V ) is the tensor algebra and G is a finite group acting by linear
transformations on a finite dimensional vector space V over a field k. They defined the
resulting algebra to be a Drinfeld orbifold algebra if it satisfies the Poincare´-Birkhoff-Witt
(PBW) property (defined below). The quotient is a deformation of skew group algebra S#G
(defined below) where S is the symmetric algebra with the induced action of G by automor-
phisms. These kind of algebras where studied by Halbout, Oudom, and Tang [3], where a
finite group G acts faithfully on real vector space V . In this article we replace symmetric
algebra by quantum symmetric algebra and express the conditions on algebra parameters in
algebraic format to satisfy PBW property. For examples, we refer reader to [4], [5] and [6].
Let k be a field, and let V be a finite-dimensional vector space over k. Let v1, v2, . . . , vn
be a basis for V , and let q := (qij)1≤i,j≤n be a tuple of nonzero scalars for which qii = 1 and
qji = q
−1
ij for all i, j.
Let Sq(V ) denote the quantum symmetric algebra:
Sq(V ) := k〈v1, . . . , vn | vivj = qijvjvi for all 1 ≤ i, j ≤ n〉.
Let G be a finite group acting linearly on V , and that there is an induced action on
Sq(V ) by algebra automorphisms.Then we may form the skew group algebra Sq(V )#G:
Letting A = Sq(V ), additively A#G is the free left A-module with basis G. We write
A#G = ⊕g∈GAg, where Ag = {a#g | a ∈ A}, that is for each a ∈ A and g ∈ G we denote
a#g ∈ Ag the a-multiple of g. Multiplication on A#G is determined by
(a#g)(b#h) := a(gb)#gh
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for all a, b ∈ A and g, h ∈ G. Similarly we define T (V )#G where G acts by automorphisms
on the tensor algebra T (V ).
Let κ : V × V → (k⊕ V )⊗ kG be a bilinear map for which κ(vi, vj) = −qijκ(vj, vi) for all
1 ≤ i, j ≤ n, and {tg | g ∈ G} be a basis of the group algebra kG. Define
Hq,κ := T (V )#G/(vivj − qijvjvi − κ(vi, vj) | 1 ≤ i, j ≤ n),
the quotient of the skew group algebra T (V )#G by the ideal generated by all elements of the
form specified. Giving each vi degree 1 and each group element g degree 0, Hq,κ is a filtered
algebra. We say that Hq,κ satisfies the PBW condition if one of the following equivalent
conditions holds:
(1) The associated graded algebra ofHq,κ is isomorphic to Sq(V )#G, as graded algebras.
(2) The set {vm11 v
m2
2 · · · v
mn
n tg | mi ≥ 0, g ∈ G} is a k-basis for Hq,κ.
We will call Hq,κ a quantum Drinfeld orbifold algebra if it satisfies the PBW condi-
tion. In the case when all qij = 1, these are the Drinfeld orbifold algebras studied by [6].
2. Necessary and sufficient conditions
For each g ∈ G, let κg : V × V → k⊕ V be the function determined by the condition
κ(v, w) =
∑
g∈G
κg(v, w)tg for all v, w ∈ V.
Furthermore, let κCg : V × V → k and κ
L
g : V × V → V be the functions determined by the
condition
κg(v, w) = κ
C
g (v, w) + κ
L
g (v, w) for all v, w ∈ V
where κCg and κ
L
g are constant and linear parts of κg. The condition κ(vi, vj) = −qijκ(vj , vi)
implies that κCg (vi, vj) = −qijκ
C
g (vj , vi) and κ
L
g (vi, vj) = −qijκ
L
g (vj, vi) for each g ∈ G.
For each group element g ∈ G, let gji denote the scalar determined by the equation
gvj =
n∑
i=1
gji vi.
Define the quantum (i, j, k, l)-minor determinant of g as
detijkl(g) := g
j
l g
i
k − qjig
i
lg
j
k.
The following lemma will be used in the proof of the Theorem 2.2 below.
Lemma 2.1. Let g ∈ G. We have:
(i) qlk detijkl(g) = − detijlk(g) for all i, j, k, l.
(ii) For each i, j, if qij 6= 1, then g
i
kg
j
k = 0 for all k.
Proof. Refer Lemma 3.2 and Corollary 3.6 in [4]. 
In the proof of the following theorem, we will assume that the reader is familiar with
G. Bergman’s 1978 paper on the Diamond Lemma [1]. We can also approach the following
proof using techniques of Braverman and Gaitsgory [2].
Theorem 2.2. The algebra Hq,κ is a quantum Drinfeld orbifold algebra if and only if the
following conditions hold:
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(1) For all g, h ∈ G and 1 ≤ i < j ≤ n,
κCg (vj, vi) =
∑
k<l
detijkl(h)κ
C
hgh−1(vl, vk) and
h(
κLg (vj , vi)
)
=
∑
k<l
detijkl(h)κ
L
hgh−1(vl, vk).
For all distinct i, j, k and for all g ∈ G,
(2) qjiqkiviκ
L
g (vk, vj)− κ
L
g (vk, vj)
gvi − qkjvjκ
L
g (vk, vi)
+ qjiκ
L
g (vk, vi)
gvj + vkκ
L
g (vj, vi)− qkiqkjκ
L
g (vj, vi)
gvk = 0
(3)
∑
h∈G
{qijqikκ
L
gh−1(κ
L
h(vj, vk),
hvi)− κ
L
gh−1(vi, κ
L
h(vj , vk)) + qikqjkκ
L
gh−1(κ
L
h(vk, vi),
hvj)
− qijqikκ
L
gh−1(vj, κ
L
h(vk, vi)) + κ
L
gh−1(κ
L
h(vi, vj),
hvk)− qikqjkκ
L
gh−1(vk, κ
L
h(vi, vj))}
= 2{κCg (vj , vk)(vi−qijqik
gvi)+κ
C
g (vk, vi)(qijqikvj−qikqjk
gvj)+κ
C
g (vi, vj)(qikqjkvk−
gvk)}
(4)
∑
h∈G
{qijqikκ
C
gh−1(κ
L
h(vj, vk),
hvi)− κ
C
gh−1(vi, κ
L
h(vj , vk)) + qikqjkκ
C
gh−1(κ
L
h(vk, vi),
hvj)
−qijqikκ
C
gh−1(vj, κ
L
h(vk, vi))+κ
C
gh−1(κ
L
h (vi, vj),
hvk)−qikqjkκ
C
gh−1(vk, κ
L
h(vi, vj))} = 0
Proof. We begin by expressing the algebra Hq,κ as a quotient of a free associative k-algebra.
Let X = {v1, v2, . . . , vn} ∪ {tg | g ∈ G}, and let k〈X〉 be the free associative k-algebra
generated by X . Consider the reduction system
S = {(tgvi,
gvitg), (tgth, tgh), (vjvi, qjivivj + κ(vj , vi)) | g, h ∈ G, 1 ≤ i < j ≤ n}
for k〈X〉. Let I be the ideal of k〈X〉 generated by the following elements:
tgvi −
gvitg, tgth − tgh, vjvi − qjivivj − κ(vj, vi), g, h ∈ G, 1 ≤ i < j ≤ n.
In what follows, we will use the Diamond Lemma [2] to show that the set
{vm11 v
m2
2 · · · v
mn
n tg | mi ≥ 0, g ∈ G}
is a k-basis for k〈X〉/I if and only if the four conditions in the statement of the theorem
hold.
Define a partial order ≤ on the free semigroup 〈X〉 as follows: First, we declare that
v1 < v2 < · · · < vn < g for all g ∈ G, and then we set A < B if
(i) A is of smaller length than B, or
(ii) A and B have the same length but A is less than B relative to the lexicographic
order.
Then ≤ is a semigroup partial order on 〈X〉, compatible with the reduction system S, and
having the descending chain condition. Thus, the hypothesis of the Diamond Lemma holds.
Observe that the set 〈X〉irr of irreducible elements of 〈X〉 is precisely the alleged k-basis
for k〈X〉/I. That is,
〈X〉irr = {v
m1
1 v
m2
2 · · · v
mn
n tg | mi ≥ 0, g ∈ G}.
In what follows, we show that all ambiguities of S are resolvable. The theorem will then
follow by the Diamond Lemma. There are no inclusion ambiguities, but there do exist
overlap ambiguities, and these correspond to the monomials
tgthtk, tgthvi, thvjvi, vkvjvi, where 1 ≤ i < j < k ≤ n, g, h ∈ G.
Associativity of the multiplication in G implies that the ambiguity corresponding to the
monomial tgthtk is resolvable. The equality
ghvi =
g
(hvi) implies that the ambiguity cor-
responding to the monomial tgthvi is resolvable. Next, we show that the ambiguity corre-
sponding to the monomial thvjvi is resolvable if and only if condition (1) in the statement of
the theorem holds. Below, we use the symbol “−→” to indicate that a reduction has been
applied. We have
thvjvi −→ qjithvivj + thκ(vj , vi)
−→ qji
hvi
hvjth + thκ(vj , vi)
= qji
(
n∑
l=1
hilvl
)(
n∑
k=1
h
j
k
vk
)
th + thκ(vj , vi)
= qji
∑
l<k
hilh
j
k
vlvkth + qji
∑
k<l
hilh
j
k
vlvkth + qji
n∑
k=1
hikh
j
k
v2kth + thκ(vj , vi)
−→ qji
∑
l<k
hilh
j
k
vlvkth + qji
∑
k<l
hilh
j
k
qlkvkvlth + qji
∑
k<l
hilh
j
k
κ(vl, vk)th + qji
n∑
k=1
hikh
j
k
v2kth + thκ(vj , vi)
−→ qji
∑
k<l
(
hikh
j
l
+ qlkh
i
lh
j
k
)
vkvlth + qji
n∑
k=1
hikh
j
k
v2kth + qji
∑
g∈G

∑
k<l
hilh
j
k
κg(vl, vk)

 tgh + ∑
g∈G
thκg(vj , vi)tg
−→ qji
∑
k<l
(
hikh
j
l
+ qlkh
i
lh
j
k
)
vkvlth + qji
n∑
k=1
hikh
j
k
v2kth + qji
∑
g∈G

∑
k<l
hilh
j
k
κCg (vl, vk)

 tgh
+ qji
∑
g∈G

∑
k<l
hilh
j
k
κLg (vl, vk)

 tgh + ∑
g∈G
κCg (vj , vi)thg +
∑
g∈G
h(
κLg (vj , vi)
)
thg
= qji
∑
k<l
(
hikh
j
l
+ qlkh
i
lh
j
k
)
vkvlth + qji
n∑
k=1
hikh
j
k
v2kth +
∑
g∈G

qji∑
k<l
hilh
j
k
κC
hgh−1
(vl, vk) + κ
C
g (vj , vi)

 thg
+
∑
g∈G

qji∑
k<l
hilh
j
k
κL
hgh−1
(vl, vk) +
h(
κLg (vj , vi)
) thg
and
thvjvi −→
hvj
hvith
=
(
n∑
l=1
h
j
l
vl
)(
n∑
k=1
hikvk
)
th
=
∑
l<k
h
j
l
hikvlvkth +
∑
k<l
h
j
l
hikvlvkth +
n∑
k=1
h
j
k
hikv
2
kth
−→
∑
l<k
h
j
l
hikvlvkth +
∑
k<l
qlkh
j
l
hikvkvlth +
∑
k<l
h
j
l
hikκ(vl, vk)th +
n∑
k=1
h
j
k
hikv
2
kth
−→
∑
k<l
(
h
j
k
hil + qlkh
j
l
hik
)
vkvlth +
n∑
k=1
h
j
k
hikv
2
kth +
∑
g∈G

∑
k<l
h
j
l
hikκg(vl, vk)

 tgh
=
∑
k<l
(
h
j
k
hil + qlkh
j
l
hik
)
vkvlth +
n∑
k=1
h
j
k
hikv
2
kth +
∑
g∈G

∑
k<l
h
j
l
hikκ
C
hgh−1
(vl, vk)

 thg + ∑
g∈G

∑
k<l
h
j
l
hikκ
L
hgh−1
(vl, vk)

 thg .
The last expressions in the previous two computations are equal if and only if
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(a) qjih
i
kh
j
l + qjiqlkh
i
lh
j
k = h
j
kh
i
l + qlkh
j
lh
i
k for all k < l,
(b) qjih
i
kh
j
k = h
i
kh
j
k for all k, and
(c) for all g ∈ G, we have
qji
∑
k<l
hilh
j
kκ
C
hgh−1(vl, vk) + κ
C
g (vj, vi) =
∑
k<l
hjlh
i
kκ
C
hgh−1(vl, vk)
and
qji
∑
k<l
hilh
j
kκ
L
hgh−1(vl, vk) +
h(
κLg (vj , vi)
)
=
∑
k<l
hjlh
i
kκ
L
hgh−1(vl, vk).
That (a) and (b) hold follows from part (i) and part (ii) of Lemma 2.1, respectively. The
equations in (c) are equivalent to the equations in condition (1) in the statement of the
theorem.
Finally, we show that the ambiguity corresponding to the monomial vkvjvi is resolvable if
and only if conditions (2)-(4) in the statement of the theorem hold.
vkvjvi −→ qjivkvivj + vkκ(vj , vi)
= qjivkvivj +
∑
g∈G
(
vkκ
C
g (vj , vi)tg + vkκ
L
g (vj , vi)tg
)
−→ qji(qkivivkvj + κ(vk, vi)vj ) +
∑
g∈G
(
κCg (vj , vi)vktg + vkκ
L
g (vj , vi)tg
)
= qjiqkivivkvj + qji
∑
g∈G
(
κCg (vk, vi)tgvj + κ
L
g (vk , vi)tgvj
)
+
∑
g∈G
(
κCg (vj , vi)vktg + vkκ
L
g (vj , vi)tg
)
−→ qjiqkivivkvj + qji
∑
g∈G
(
κCg (vk, vi)
gvjtg + κ
L
g (vk , vi)
gvjtg
)
+
∑
g∈G
(
κCg (vj , vi)vktg + vkκ
L
g (vj , vi)tg
)
−→ qjiqki(qkjvivjvk + viκ(vk , vj)) + qji
∑
g∈G
(
κCg (vk , vi)
gvjtg + κ
L
g (vk , vi)
gvjtg
)
+
∑
g∈G
(
κCg (vj , vi)vktg + vkκ
L
g (vj , vi)tg
)
= qjiqkiqkjvivjvk + qjiqki
∑
g∈G
(
viκ
C
g (vk , vj)tg + viκ
L
g (vk , vj)tg
)
+ qji
∑
g∈G
(
κCg (vk , vi)
gvjtg + κ
L
g (vk , vi)
gvjtg
)
+
∑
g∈G
(
κCg (vj , vi)vktg + vkκ
L
g (vj , vi)tg
)
= qjiqkiqkjvivjvk + qjiqki
∑
g∈G
(
κCg (vk , vj)vitg + viκ
L
g (vk , vj)tg
)
+ qji
∑
g∈G
(
κCg (vk , vi)
gvjtg + κ
L
g (vk , vi)
gvjtg
)
+
∑
g∈G
(
κCg (vj , vi)vktg + vkκ
L
g (vj , vi)tg
)
and
vkvjvi −→ qkjvjvkvi + κ(vk , vj)vi
= qkjvjvkvi +
∑
g∈G
(
κCg (vk, vj)tgvi + κ
L
g (vk , vj)tgvi
)
−→ qkjvjvkvi +
∑
g∈G
(
κCg (vk, vj)
gvitg + κ
L
g (vk , vj)
gvitg
)
−→ qkj(qkivjvivk + vjκ(vk , vi)) +
∑
g∈G
(
κCg (vk , vj)
gvitg + κ
L
g (vk , vj)
gvitg
)
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vkvjvi = qkjqkivjvivk + qkj
∑
g∈G
(
vjκ
C
g (vk , vi)tg + vjκ
L
g (vk , vi)tg
)
+
∑
g∈G
(
κCg (vk , vj)
gvitg + κ
L
g (vk , vj)
gvitg
)
−→ qkjqki(qjivivjvk + κ(vj , vi)vk) + qkj
∑
g∈G
(
κCg (vk , vi)vjtg + vjκ
L
g (vk , vi)tg
)
+
∑
g∈G
(
κCg (vk , vj)
gvitg + κ
L
g (vk, vj)
gvitg
)
= qkjqkiqjivivjvk + qkjqki
∑
g∈G
(
κCg (vj , vi)tgvk + κ
L
g (vj , vi)tgvk
)
+ qkj
∑
g∈G
(
κCg (vk , vi)vjtg + vjκ
L
g (vk , vi)tg
)
+
∑
g∈G
(
κCg (vk , vj)
gvitg + κ
L
g (vk, vj)
gvitg
)
−→ qkjqkiqjivivjvk + qkjqki
∑
g∈G
(
κCg (vj , vi)
gvktg + κ
L
g (vj , vi)
gvktg
)
+ qkj
∑
g∈G
(
κCg (vk , vi)vj tg + vjκ
L
g (vk, vi)tg
)
+
∑
g∈G
(
κCg (vk , vj)
gvitg + κ
L
g (vk, vj)
gvitg
)
.
The last expressions in the previous two computations are equal if and only if
∑
g∈G
{κCg (vk, vj)(qjiqkivi −
gvi) + κ
C
g (vi, vk)(qkjqkivj − qjiqki
gvj) + κ
C
g (vj , vi)(vk − qkjqki
gvk) + qjiqkiviκ
L
g (vk , vj)
−κLg (vk, vj)
gvi + qkjqkivjκ
L
g (vi, vk)− qjiqkiκ
L
g (vi, vk)
gvj + vkκ
L
g (vj , vi)− qkjqkiκ
L
g (vj , vi)
gvk} = 0
Write gva =
∑
l
gal vl and κ
L
g (va, vb) =
∑
m
Cg,a,bm vm for some g
a
l and C
g,a,b
m in k. Now similar
calculations as in proof of Theorem 3.1 [6] using the Diamond lemma will lead us to conditions
(2)-(4) in the statement of the theorem.

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