Classification of the support functions may slightly differ from one organization to another organization and also across the ASM projects within the single organization [1] .
First level support function Incident has been defined as per IT Infrastructure Library(ITIL) "Any event which is not part of the standard operation of a service and which causes, or may cause, an interruption to, or a reduction in, the quality of that service" [2] . Many Organizations which are dealing with ASM projects adopt Service Desk for handling Incidents.
In the intention of maintaining security and confidentiality of data, authors are constrained not to disclose the company or client name or project name or exact named data in their research. In this context Company name "Excellent", Project name "Super" and client name "Ideal" refer some dummy names. Authors intended to use the past data of SEI CMMI Level 5 matured company "Excellent". It's Project "Super" which is executed earlier for similar type projects data for client "Ideal" is used to estimate and predicting turn around time for Incidents. Incidents are also treated as tickets in "Super" project.
We have used SEI CMMI Level 5 Multinational Company "Excellent" Company's data for our analysis Purpose.
Excellent Company is a worldwide provider of information technology services and business solutions. Excellent Company has adopted industry models for quality service deliveries.
Statement of the Problem : Estimating and Predicting of Turn around Time for Incidents in ASM Projects.
Literature Review : We have undertaken literature review to study work done till now by others with respect to the statement of the problem mentioned above. The literature on Maintenance Estimation is very sparse compared to development estimation. Indeed, any kind of literature on software maintenance is sparse compared to the equivalent literature on software development [1] .
Scope of this work : We have focused only on Estimating and Predicting Turn around Time for Incidents. Problems and Enhancements are not in the scope of this research work.
How this is useful to Software community? Software community can be benefited by using this approach in their ASM Project for improving agreed SLAs for incidents for Turn around Time and to get new enhancements and business.
II. METTHODLOGY OF THE WORK

A. Process Performance Model
Capability Maturity Model Integration(CMMI)V1.2 defines Quantitative Process Management(QPM) as one of its Process Areas. QPM serves in managing the project's defined process quantitatively to achieve the project's established quality and process-performance objectives [5] [6] . The purpose of the Quantitative Project Management process area is to quantitatively manage the project's defined process to achieve the project's established quality and process-performance objectives. We can predict process's behavior, if the process is stable, or under control. Statistical methods help in evaluating whether a process is under control or not. Control charts are used to calculate upper control limits (UCL) and lower control limits(LCL). If a process stays within limits we can assume that it is a controlled process. We can use its past performance to predict its future performance within these limits and can determine its capability relative to a customer specification [5] [6] .
A control chart is a statistical tool used to distinguish between variation in a process due to common causes and variation due to special causes. Main significance of using a using a Control Chart is to achieve and maintain process stability. Process stability is a state in which a process has displayed a certain degree of consistency in the past and is expected to continue to do in the future. This consistency is characterized by a stream of data falling within control limits based on plus or minus 3 standard deviations (3 sigma) of the centerline.
B. Individuals and Moving Range Chart-XmR
Statistical techniques are used as tools of Statistical Process Control(SPC) in QPM for measuring and analyzing the variation in processes [9] [10] [11] . Control charts are used as main tools in SPC which helps in deciding whether change in process has resulted in improved outcomes. "Individuals and Moving Range Chart"(XmR) is a six sigma tool depends on the consecutive differences in observed values. XmR chart works on one observation per time period and observations are independent of each other[3] [7] [8] .
Where n is Number of Observations At is Observation at time "t" At-1 is Observation at time "t-1" UCL(Upper Control limit) = Average of observations + E * Average of moving range LCL(Lower Control limi) = Average of observations -E * Average of moving range "E" is a correction constant which depends on Number of Time Periods [8] Control charts are helpful in analyzing the data to determine if variation is due to common causes or to special causes. Each process has a variation. Some variation may be the result of causes which are not normally present in the common process behavior. This could be special cause variation. Some variation is simply the result of numerous, ever-present differences in the process. This is common cause variation. Control Charts identifies difference between these two types of variation[3] [7] [8] .
Importance of using a Control Chart is to achieve and maintain process stability. Process stability is defined as a state in which a process has displayed certain degree of consistency in the past and is expected to behave similarly in future. This consistency is identified by a stream of data falling within control limits depending on plus or minus 3 standard deviations (3 sigma) of the center line.
III. RESEARCH WORK DONE
A. Service Level Agreements
"Super" ASM project is a long term engaged project with the customer which is having strict SLAs as shown in below Table1. The focus of this paper is arriving baseline values for Turn around Time for Severity 1 Incidents and to monitor statistically Turn around Time for a next period of time. This helps to know whether we are achieving improvement in agreed SLAs for Severity 1 Incidents. "Super" project may revise the SLAs with the customer once they improve the SLAs internally by setting the internal projects goals like to come out with baseline values for turn around time. In next sections of the paper wherever Incidents are discussed readers are requested to assume those are Severity 1 Incidents.
B. Arriving Baseline Values for Turn around Time
We have taken nine months data of Incidents from "Super" project for analysis purpose. Pls. refer Table A1 Table A1 under Appendix. Chart for Individual 'X" has been drawn by using the data from Table A1 as shown in below Fig. 1 .
By referring Fig. 1 we came to know that Incident ids 139,142,152,154,156 are outside of 3 sigma level. We have removed these points as shown in Table A2 to for arriving new set of baseline values for UCLs and LCLs.
By referring Fig. 1 we came to know that Incident ids 3, 129,131, 141,143, 209, 237 and 265 are outside of 3 sigma levels. We have removed these points to arrive new set of baseline values for UCLs and LCLs.
X bar value has been arrived to 45 Minutes compared to earlier value of 53 Minutes. Out of Control data points(Incident Ids 3, 129,131, 141,143, 209, 237 and 265) have been removed since this has been identified as a special cause. This is essential to achieve process stability. We can delete data points affected by special causes and use the remaining data to compute new control limits to arrive baseline values. Same has been shown in below Table 4 . We have analyzed the next set of Incidents data for the next subsequent Month M10 shown in Table A3 under Appendix .
Pls refer below Fig. 2 Chart for Individual X which uses the data from Table A3 for Month M10.
By referring Fig. 2 we came to know that during the Month M10, Incident IDs 269, 280 and 289 lies outside 3 sigma control limit. We have conducted root cause analysis for these incidents & came to know that this is due to the root cause "Understanding of Specifications". Corrective action has been taken to the team members by arranging training and proper domain specific Knowledge transfer. 
C. Quantitative Improvement Results
We have followed the QPM methodology for next set of Month M11,M12, M13,M14, M15 and M16 as shown in Tables Table A4, Table A5, Table A6, Table A7, Table  A8 and Table A9 . Table 5 shows month wise incidents details as mentioned below:
• Month Name • Total Number of Incidents resolved • Total turn around time • Average turn around time.
• Number Incidents outside 3 Sigma UCL 
D. Average Turn Around Time Validation
By observing Table 6 & Table 7 , we infer that for the Months M1 to M9 we have obtained Average turn around time as 53 Minutes and 8 incidents are out side 3 sigma control limits. We have arrived the baseline values for Average Turn around time as 45 Minutes by removing the out of control points, since those points are due to special causes by our root cause analysis. By implementing proposed methodology for next set of months M10 to M16, we have got 25 Mins, 24 Mins, 18 Mins , 16 Mins, 12 Mins, 9 Mins and 15 Mins respectively as shown in Table 6 . We have achieved the significant consistent improvement in average turn around time for Months M10 to M16 as shown in last row of Table 7 . This implies that we have achieved 50 to 60 percent less than the Average turn around with respect to Months M1 and M9. Also Out of control points are significantly reduced in Months M10 to M16 as shown in above Fig 4 by proposed methodology. IV. CONCLUSION Incidents are most vital since, in many cases it affects production operation environment. Estimating and prediction of Turn around time for incidents in ASM Projects help project managers to plan and allocate his team members to different project activities by seeing the trend of incidents in subsequent periods. From our research, it is found that up to 50 % (approx) reduction in average turn around time is possible. This also helps in improving of agreed Service Level Agreements (SLAs) Table A1 Incidents Data Sheet for XmR chart -M1 to M9 Table A2 Incidents data -After removing out-of -control points Table A 3 Incidents data for Month M10 
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