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RESUMO
AMBROSIO, Jefferson dos Santos. CLASSIFICAC¸A˜O DE PADRO˜ES DE ESCOAMENTO
BIFA´SICO LI´QUIDO-GA´S BASEADA EM SE´RIES TEMPORAIS DE FRAC¸A˜O DE VAZIO
E TE´CNICAS DE APRENDIZAGEM DE MA´QUINA. 71 f. Dissertac¸a˜o – Programa de Po´s-
Graduac¸a˜o em Engenharia Ele´trica e Informa´tica Industrial, Universidade Tecnolo´gica Federal
do Parana´. Curitiba, 2019.
O escoamento multifa´sico e´ um fenoˆmeno presente em va´rias aplicac¸o˜es industriais, como
reatores quı´micos, gerac¸a˜o de energia, e na explorac¸a˜o, produc¸a˜o e transporte de petro´leo e
ga´s natural. A classificac¸a˜o do padra˜o de escoamento e´ uma etapa fundamental nesse tipo
processo, pois, influencia diversas medidas e subprocessos como estimac¸a˜o de vaza˜o ma´ssica
e/ou volume´trica, ca´lculo de frac¸a˜o de vazio, tamanho de bolha, fator de escorregamento, etc.
Neste trabalho sa˜o propostas algumas abordagens de classificac¸a˜o de padro˜es para escoamento
vertical lı´quido-ga´s utilizando se´ries temporais de frac¸a˜o de vazio, te´cnicas de processamento
de sinais e aprendizado de ma´quina. Uma vez obtidas as se´ries temporais, sa˜o utilizadas duas
abordagens ine´ditas para o problema da classificac¸a˜o de padro˜es: a primeira e´ a utilizac¸a˜o de um
modelo de mistura de gaussianas e o segundo e´ a utilizac¸a˜o da transformada de Hilbrt-Huang
em se´ries temporais de frac¸a˜o de vazio. A u´ltima abordagem utilizada faz o ca´lculo dos quatro
primeiros momentos estatı´sticos para gerar paraˆmetros para um algoritmo de classificac¸a˜o,
muito utilizada em combinac¸a˜o com redes neurais para os problemas em identificac¸a˜o de
padro˜es em escoamento multifa´sico. Posteriormente, os dados gerados atrave´s das te´cnicas
descritas sa˜o utilizados como entrada nos algoritmos baseados em ma´quina de vetores suporte
(Support Vector Machine – SVM) e ana´lise de discriminante linear (Linear Discriminant
analysis – LDA) para enfim, efetuar a identificac¸a˜o do padra˜o.
Os resultados obtidos indicam um o´timo potencial para aplicac¸a˜o em sistemas reais e
experimentos in loco. Foram propostos doze me´todos de classificac¸a˜o de padro˜es combinando
as te´cnicas de processamento de sinais e os algoritmos de classificac¸a˜o. Em alguns dos casos, a
taxa de acerto foi superior a 90% no conjunto de dados referente ao escoamento a´gua-ar vertical
em tubos de 51,2mm.
Palavras-chave: Escoamento Bifa´sico, Aprendizagem de Ma´quina, Ma´quina de Vetores
Suporte, Ana´lise de Discriminante Linear, Se´ries Temporais.
ABSTRACT
AMBROSIO, Jefferson dos Santos. TWO-PHASE LIQUID-GAS FLOW PATTERN
CLASSIFICATION BASED ON VOID FRACTION TIME SERIES AND MACHINE
LEARNING TECHNIQUES. 71 f. Dissertac¸a˜o – Programa de Po´s-Graduac¸a˜o em Engenharia
Ele´trica e Informa´tica Industrial, Universidade Tecnolo´gica Federal do Parana´. Curitiba, 2019.
Multiphase flow is a phenomenon present in many industrial applications, such as chemical
reactors, power generation, and in the exploration, production and transportation of oil and
natural gas. The classification of the flow pattern is a fundamental step in this type of process,
as it influences several measures and subprocesses such as mass and / or volumetric flow
estimation, void fraction calculation, bubble size, slip factor and so on.
In this work, some pattern classification approaches for liquid-gas vertical flow using void
fraction time series, signal processing and machine learning techniques are proposed. Once
time series are obtained, two novel approaches to the pattern classification problem are used:
the first is the use of a Gaussian mixture model and the second is the use of the Hilbrt-Huang
transform in void fraction time series. The last approach used calculates the first four statistical
moments to generate parameters for a classification algorithm, widely used in combination with
neural networks for the problems in pattern identification in multiphase flow. Subsequently, the
data generated by the described techniques are used as input to the support vector machine
(SVM) algorithm and the linear discriminant analysis (LDA) to finally, do the identification of
the flow pattern.
The obtained results indicate a great potential for application in real systems and experiments in
loco. Twelve standard classification methods have been proposed combining signal processing
techniques and classification algorithms. In some cases, the accuracy was over 90% in the
dataset for 51.2mm vertical air-water flow.
Keywords: Two-Phase Flow, Machine Learning, Support Vector Machine, Linear Discriminant
Analysis, Time Series.
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1 INTRODUC¸A˜O
1.1 MOTIVAC¸A˜O E JUSTIFICATIVA
O escoamento multifa´sico e´ um fenoˆmeno que ocorre em diversas aplicac¸o˜es, como
nas indu´strias alimentı´cia, petroquı´mica, aerona´utica e gerac¸a˜o de energia. A observac¸a˜o e
monitoramento desse tipo de fenoˆmeno possibilita uma maior eficieˆncia e melhor controle
sobre os processos. Um dos exemplos de aplicac¸a˜o e´ o escoamento lı´quido-ga´s na indu´stria de
petro´leo. Nesse caso, existem va´rios paraˆmetros a serem monitorados e estimados, como vaza˜o
ma´ssica/volume´trica, tamanho de bolhas, velocidades instantaˆneas e velocidades superficiais,
onde as mesmas, dependem do padra˜o de escoamento.
Existem diversas te´cnicas de identificac¸a˜o do padra˜o de escoamento, uma delas e´
a observac¸a˜o direta. Pore´m, para isso e´ necessa´rio que um segmento da tubulac¸a˜o seja
transparente e, ainda assim, a ana´lise do padra˜o geralmente e´ feita de forma subjetiva. Para
contornar esse problema, algumas metodologias foram propostas, uma delas consiste em utilizar
as se´ries temporais de varia´veis como frac¸a˜o de vazio, condutaˆncia e impedaˆncia. Essas se´ries
sa˜o analisadas atrave´s de uma abordagem estatı´stica ou usadas para extrac¸a˜o de paraˆmetros a
serem utilizados em te´cnicas de aprendizado de ma´quina.
Na busca de um me´todo que fosse objetivo e que, idealmente, fosse independente de
paraˆmetros operacionais, como inclinac¸a˜o da tubulac¸a˜o, viscosidade do lı´quido, etc, foi feita
uma ana´lise a partir das se´ries temporais de frac¸a˜o de vazio geradas atrave´s de sensores Wire-
Mesh. Essa ana´lise foi separada em duas linhas. A primeira consiste em uma ana´lise estatı´stica
dessas se´ries temporais atrave´s de um modelo de mistura de gaussianas e ca´lculo de momentos
que, posteriormente, sa˜o utilizados em algoritmos de aprendizado de ma´quina. A segunda
linha consiste na ana´lise das se´ries temporais a partir de uma representac¸a˜o tempo-frequeˆncia
utilizando a transformada de Hilbert-Huang, que tambe´m gera paraˆmetros para algoritmos de
aprendizado de ma´quina.
A partir desses estudos e´ proposto um me´todo objetivo e que, a princı´pio, independe
dos paraˆmetros operacionais para a identificac¸a˜o do padra˜o, podendo assim ser utilizado como
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etapa em procedimentos ou ana´lises de caracterı´sticas do escoamento como medic¸a˜o de vaza˜o
e outros paraˆmetros.
1.2 OBJETIVOS
O objetivo desde trabalho e´ utilizar dados de frac¸a˜o de vazio de sensores Wire-Mesh
para identificar o padra˜o de escoamento atrave´s de uma metodologia objetiva e quantitativa.
Esse desenvolvimento foi feito nas seguintes etapas:
• Gerac¸a˜o das se´ries temporais e rotulac¸a˜o (labelling): primeiramente, os dados obtidos
dos sensores Wire-Mesh sa˜o pre´-processados para gerac¸a˜o das se´ries temporais. Em
seguida, cada uma dessas se´ries recebe um ro´tulo de acordo com o padra˜o de escoamento.
Esse ro´tulo e´ definido pelo mapa estabelecido em (TAITEL et al., 1980);
• Processamento e extrac¸a˜o de caracterı´sticas (features): apo´s geradas as se´ries
temporais, e´ necessa´rio um novo processamento para extrair os paraˆmetros que sera˜o
utilizados nos algoritmos de aprendizado de ma´quina. Dois tipos de ana´lise foram
utilizadas, a estatı´stica e a de tempo-frequeˆncia;
• Algoritmos de aprendizado de ma´quina: uma vez obtidos os paraˆmetros, e´ necessa´rio
definir que tipos de algoritmos sera˜o utilizados para a classificac¸a˜o do padra˜o. Nessa
etapa foram estudados dois classificadores: ma´quina de vetores de suporte (Support
Vector Machines - SVM) e ana´lise de discriminante linear (Linear Discriminant Analysis
- LDA);
• Testes dos algoritmos e ana´lise comparativa de resultados: nessa etapa sa˜o analisados
todos os modelos propostos atrave´s de combinac¸o˜es de te´cnicas de extrac¸a˜o de features
e algoritmos de aprendizado de ma´quina. Em seguida, e´ utilizada a te´cnica de validac¸a˜o-
cruzada para comparac¸a˜o de desempenho e escolha de algoritmo.
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2 FUNDAMENTAC¸A˜O TEO´RICA
2.1 ESCOAMENTO MULTIFA´SICO
Pode-se definir escoamento multifa´sico como o fluxo simultaˆneo entre diferentes
fluidos em diversos estados fı´sicos. Por exemplo, existe escoamento lı´quido-ga´s, lı´quido-
lı´quido, lı´quido-lı´quido-ga´s, etc. Esses escoamentos tambe´m podem ser de uma mesma
substaˆncia em diferentes estados fı´sicos, como e´ o caso no escoamento lı´quido-ga´s com a´gua
e vapor d’a´gua, que aparece em va´rias aplicac¸o˜es industriais. Outro exemplo e´ o escoamento
lı´quido-lı´quido-ga´s-so´lido (areia-o´leo-a´gua-ga´s natural) que e´ muito encontrado em extrac¸a˜o de
petro´leo (FALCONE et al., 2009). No decorrer do trabalho o foco sera´ o escoamento bifa´sico
lı´quido-ga´s em tubulac¸o˜es verticais.
2.1.1 ESCOAMENTO BIFA´SICO VERTICAL
Uma das questo˜es mais importantes no estudo de escoamentos bifa´sicos sa˜o os padro˜es
de escoamento. Esses padro˜es sa˜o as estruturas que se formam entre as interfaces que surgem
nos fluidos. Essas interfaces dependem de va´rios fatores como a frac¸a˜o e a velocidade de
cada fase, tensa˜o superficial, pressa˜o e temperatura de operac¸a˜o, diaˆmetro e inclinac¸a˜o do
tubo, ale´m de densidade, viscosidade e outras propriedades de cada fase. Como pode ser
visto, a classificac¸a˜o dos padro˜es dependem de diversas varia´veis, o que a torna uma questa˜o
muito difı´cil e as vezes um pouco subjetiva. A Figura 1 ilustra um dos modos de como essa
diferenciac¸a˜o e´ feita, baseada no trabalho realizado por Taitel et al. (1980). Uma breve descric¸a˜o
dos padro˜es e´ feita a seguir.
Bolhas: O padra˜o bolhas pode ser visto como pequenas bolhas distribuı´das
aleatoriamente no lı´quido pela tubulac¸a˜o, onde a fase lı´quida e´ a fase contı´nua e o ga´s e´ a
fase dispersa.
Golfadas: Com o aumento da vaza˜o de ga´s, algumas pequenas bolhas tendem a
coalescer, resultando na ocorreˆncia de bolhas alongadas denominadas bolhas de Taylor, que
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Figura 1: Padro˜es em escoamento bifa´sico vertical lı´quido ga´s.
Fonte: Adaptado de Silva (2008).
sa˜o seguidas por uma golfada de lı´quido que pode conter bolhas dispersas de ga´s.
Agitado: Com um novo aumento na vaza˜o de ga´s, as bolhas de Taylor colapsam dando
origem a um padra˜o mais insta´vel e cao´tico.
Anular: O padra˜o anular ocorre quando a vaza˜o de ga´s e´ ta˜o grande que acaba gerando
uma coluna central de ga´s com pequenas bolhas de lı´quido dispersas.
2.1.2 PARAˆMETROS DE ESCOAMENTO E CLASSIFICAC¸A˜O DE PADRO˜ES
Como na maioria das aplicac¸o˜es e´ impossı´vel visualizar diretamente o padra˜o de
escoamento que ocorre na tubulac¸a˜o, sa˜o necessa´rias abordagens onde seja possı´vel relacionar
o padra˜o e alguma caracterı´stica do mesmo. Uma das alternativas e´ utilizar a frac¸a˜o de vazio,
que indica a quantidade de ga´s no escoamento. Primeiramente, e´ necessa´rio definir alguns
conceitos.
Func¸a˜o indicadora de fase e frac¸a˜o de vazio:
A func¸a˜o indicadora Pk, como descrito no trabalho de Bertola (2014), e´ uma func¸a˜o
bina´ria que descreve a presenc¸a ou a auseˆncia da fase k em um determinado ponto x e instante
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t. Logo
Pk(x, t) =
1, se x ∈ phase k0, se x /∈ phase k (1)
onde k = G,L caso a fase seja gasosa ou lı´quida.
A partir desta definic¸a˜o, chega-se na frac¸a˜o de vazio me´dia na sec¸a˜o transversal α , a
partir da Equac¸a˜o 2.
α(t) =
1
A
∫
A
PG(x, t)da =
AG
A
, (2)
sendo PG(x, t) a func¸a˜o indicadora de fase gasosa, A a a´rea total sec¸a˜o transversal do tubo e
AG a a´rea ocupada pela fase gasosa. Realizando uma amostragem dessa medida de frac¸a˜o de
vazio me´dia em determinado intervalo de tempo, e´ gerada a se´rie temporal da frac¸a˜o de vazio
como podem ser visto nas Figuras 2 (a), 2 (c) e 2 (e).
Velocidade superficial: Em seguida, e´ necessa´rio definir um paraˆmetro indispensa´vel
denominado velocidade superficial. A mesma e´ calculada considerando que a fase escoa na
tubulac¸a˜o ocupando toda sua sec¸a˜o transversal, como mostra a Equac¸a˜o 3.
jk =
Qk
A
, (3)
sendo Qk a vaza˜o volume´trica da fase e A a sec¸a˜o transversal da tubulac¸a˜o.
Classificac¸a˜o de padro˜es:
A se´rie temporal esta´ diretamente ligada a distribuic¸a˜o e desenvolvimento das
interfaces no escoamento bifa´sico. Em trabalhos como Jones Jr e Zuber (1975) e Costigan e
Whalley (1997), os autores propo˜em uma metodologia onde a se´rie temporal e seu respectivo
histograma sa˜o utilizadas para a classificac¸a˜o do padra˜o de escoamento.
A partir de dados de sensores Wire-Mesh pode-se calcular a frac¸a˜o de vazio me´dia
na sec¸a˜o transversal do tubo, essa medida e´ amostrada a uma taxa de 2,5 kHz gerando as
se´ries temporais de frac¸a˜o de vazio. A Figura 2 compila imagens de se´ries temporais e seus
respectivos histogramas para treˆs pontos de operac¸a˜o em treˆs padro˜es de escoamento distintos.
Neste trabalho, cada ponto de operac¸a˜o e´ identificado por diferentes valores de velocidades
superficiais de lı´quido e ga´s. As Figuras 2 (a) e 2 (b) ilustram a se´rie temporal e o histograma
de um escoamento do padra˜o bolhas. Devido a` ocorreˆncia de pequenas bolhas, esse padra˜o
apresenta baixos valores de frac¸a˜o de vazio na sec¸a˜o transversal, isso pode ser observado na
se´rie temporal e atrave´s do pico para valores baixos no histograma.
As Figuras 2 (c) 2 (d) trazem informac¸o˜es do padra˜o golfadas. Na se´rie temporal, e´
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possı´vel identificar as bolhas de Taylor, nos picos de frac¸a˜o de vazio mais alto, e as golfadas
de lı´quido, onde a frac¸a˜o de vazio e´ menor. O mesmo pode ser observado no histograma, que
apresenta um comportamento bimodal devido a`s caracterı´sticas do escoamento.
Figura 2: Exemplos de se´ries temporais e histograma
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(a) Se´rie temporal de um ponto de operac¸a˜o no padra˜o bolhas;
(b) Histograma da se´rie temporal de um ponto de operac¸a˜o no padra˜o bolhas;
(c) Se´rie temporal de um ponto de operac¸a˜o no padra˜o golfadas;
(d) Histograma da se´rie temporal de um ponto de operac¸a˜o no padra˜o golfadas;
(e) Se´rie temporal de um ponto de operac¸a˜o no padra˜o agitado;
(f) Histograma da se´rie temporal de um ponto de operac¸a˜o no padra˜o agitado.
Fonte: Autoria pro´pria.
Para o padra˜o agitado, as Figuras 2 (e) e 2 (f) indicam a presenc¸a de um padra˜o onde a
frac¸a˜o de vazio e´ mais elevada, como pode ser visto na Figura 1.
Uma metodologia muito difundida na classificac¸a˜o e´ relacionar o padra˜o de
escoamento com as velocidades superficiais de cada fase, como mostrado na Figura 3, sendo
jg e jl as velocidades superficiais de ga´s e lı´quido, respectivamente. Em Taitel et al. (1980)
e´ elaborado um modelo que define as transic¸o˜es entre padro˜es levando em considerac¸a˜o as
velocidades superficiais, diaˆmetro do duto e propriedades dos fluidos.
2.1.3 SENSOR WIRE-MESH
O sensor Wire-Mesh e´ um dispositivo de imageamento de escoamento bifa´sico que
combina o princı´pio de eletrodos intrusivos e te´cnicas de tomografia. Proposto por Prasser et al.
(1998), seu funcionamento e´ baseado na medida da condutividade local de uma mistura bifa´sica.
O sensor e´ construı´do a partir de duas malhas paralelas de eletrodos igualmente espac¸ados, uma
das malhas e´ usada para transmissa˜o e outra para recepc¸a˜o. Este dispositivo tem alta resoluc¸a˜o
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Figura 3: Mapa de padro˜es em escoamento bifa´sico vertical lı´quido ga´s. Definido em Taitel et al.
(1980), relaciona os padro˜es de escoamento a`s velocidade superficiais de cada fase.
Fonte: Autoria pro´pria.
temporal e espacial e foi proposto como uma alternativa de baixo custo aos tomo´grafos baseados
em raio-X e raio gamma, que possuem alta resoluc¸a˜o espacial e, dependendo da configurac¸a˜o,
podem tambe´m alcanc¸ar altas resoluc¸o˜es temporais, entretanto, com um custo bastante elevado.
Figura 4: Sensor Wire-Mesh.
(a) Esquema´tico simplificado do sensor Wire-Mesh;
(b) Fotografia de um sensor Wire-Mesh desenvolvido no HZDR.
Fonte: Adaptado de Silva (2008).
A Figura 4 (a) mostra um diagrama simplificado de um sensor Wire-Mesh em uma
tubulac¸a˜o, ja´ a Figura 4 (b) mostra uma imagem do sensor desenvolvido no Centro Helmholtz-
Zentrum Dresden-Rossendorf (HZDR).
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Figura 5: Imagens da sec¸a˜o lateral e sec¸o˜es transversais geradas a partir do sensor Wire-Mesh.
Fonte: Adaptado de Prasser et al. (1998).
Na Figura 5 e´ mostrada a sec¸a˜o lateral que ilustra o desenvolvimento do escoamento
de acordo com o tempo. Tambe´m sa˜o mostradas algumas imagens da sec¸a˜o transversal em
determinados instantes. A partir da integrac¸a˜o e amostragens desses dados da sec¸a˜o transversal
e´ que sa˜o gerados os dados apresentados na Figura 2.
2.2 DISTRIBUIC¸O˜ES DE PROBABILIDADE E ESTATI´STICAS
Como discutido anteriormente, os dados utilizados neste trabalho sera˜o se´ries
temporais da frac¸a˜o de vazio. Uma vez obtidos, esses dados necessitam de uma ana´lise e
extrac¸a˜o de informac¸a˜o. Umas das formas de faze-los e´ atrave´s de uma ana´lise estatı´stica onde
e´ possı´vel quantificar va´rias caracterı´sticas sobre os formatos destas distribuic¸o˜es.
Considerando me´dia e moda, a Figura 6 ilustra func¸o˜es densidades de probabilidade
(probability density function - PDF) com uma, duas ou treˆs modas denominadas unimodal,
bimodal ou trimodal, respectivamente. E´ importante observar que no caso da PDF unimodal, a
me´dia da distribuic¸a˜o coincide com a moda. O mesmo na˜o acontece nos casos bi e trimodais,
como pode ser visto na Figura 6, onde os picos de cada PDF representam as modas da
distribuic¸a˜o e o ponto marcado em laranja representa a me´dia de conjunto, calculada conforme
a Equac¸a˜o 4
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Figura 6: PDFs multimodais
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(a) PDF unimodal e me´dia de conjunto;
(b) PDF bimodal e me´dia de conjunto;
(c) PDF trimodal e me´dia de conjunto.
Fonte: Autoria pro´pria.
µ =
1
N
N
∑
i=1
xi, (4)
sendo xi o valor de cada amostra e N a quantidade de amostras.
Analisando o desvio padra˜o, temos uma medida de como os pontos da distribuic¸a˜o se
afastam da me´dia, calculada conforme a Equac¸a˜o 5. Isso e´ representado pelo espalhamento da
distribuic¸a˜o, como mostrado na Figura 7. Sa˜o consideradas duas PDFs gaussianas com me´dia
µ igual a 50, pore´m, uma distribuic¸a˜o apresenta um desvio padra˜o σ= 5 e outra σ = 10.
σ =
√
1
N−1
N
∑
i=1
(xi−µ)2. (5)
Outra medida a ser considerada e´ a assimetria γ3, o momento central de terceira ordem
que fornece informac¸a˜o relativa aos desvios a direita ou a` esquerda da me´dia. Considerando
uma PDF unimodal, quando ha´ mais valores de x a` direita da me´dia, e´ dita que a assimetria
e´ positiva. Caso contra´rio, a assimetria e´ negativa. Esta abordagem pode ser considerada em
PDFs bi e trimodais, a diferenc¸a e´ que sa˜o considerados os desvios a partir da moda, ou pico, de
maior ocorreˆncia. Alguns exemplos PDFs com assimetria sa˜o mostrados na Figura 8. O ca´lculo
da assimetria e´ feito de acordo com a Equac¸a˜o 6.
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Figura 7: Duas PDFs gaussianas com me´dia 50, pore´m, uma com desvio padra˜o σ = 5 e outra com
σ = 10.
0 10 20 30 40 50 60 70 80 90 100
x
0
0.005
0.01
0.015
0.02
0.025
f(x
)
=50 e =10
=50 e =5
Fonte: Autoria pro´pria.
Figura 8: Assimetria em PDFs multimodais
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(a) PDF unimodal com assimetria positiva;
(b) PDF bimodal com assimetria positiva;
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Fonte: Autoria pro´pria.
γ3 =
1
N ∑
N
i=1 (xi−µ)3(√
1
N ∑
N
i=1(xi−µ)2
)3 . (6)
Tambe´m e´ possı´vel quantificar o quanto um pico e´ estreito, em relac¸a˜o ao resto da
distribuic¸a˜o, com a medida do momento central de quarta ordem γ4, denominado curtose e
calculado conforme descrito na Equac¸a˜o 7. E´ possı´vel ver na Figura 9 uma distribuic¸a˜o com
uma curtose de refereˆncia, γ4 = 3 (linha so´lida) e um valor de curtose mais elevado (linha
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tracejada). E´ importante tomar cuidado para na˜o confundir os diferentes espalhamentos que
ocorrem nas distribuic¸o˜es como mostrada nas Figuras 7 e 9.
Figura 9: Distribuic¸a˜o com curtose de refereˆncia (linha so´lida) e com curtose maior (linha
tracejada).
Fonte: (OGUNNAIKE, 2009).
γ4 =
1
N ∑
N
i=1(xi−µ)4( 1
N ∑
N
i=1(xi−µ)2
)2 . (7)
2.3 MODELO DE MISTURA DE GAUSSIANAS
Outra soluc¸a˜o para o problema de extrac¸a˜o de informac¸a˜o dos dados e´ utilizar um
modelo de mistura de gaussianas para extrair paraˆmetros, que posteriormente, podem aproximar
o histograma dos dados. Sendo p(x|µ,σ) uma PDF gaussiana
p(x|µ,σ) = 1√
2piσ
e−
(x−µ)2
2σ2 , (8)
onde µ e´ a me´dia da distribuic¸a˜o e σ o desvio padra˜o, podemos definir um modelo de mistura
de gaussianas como
g(x) =
K
∑
j=1
φ j p(x|µ j,σ j), (9)
onde K e´ o nu´mero de componentes do modelo e φ j um fator de proporc¸a˜o para cada
componente, tal que ∑Kj=1φ j = 1.
Com isso, o objetivo e´ encontrar um modelo de mistura definido por K componentes
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e que melhor represente os dados apresentados para enta˜o, gerar um vetor de paraˆmetros θ =
{φ j,µ j,σ j} para j = 1, ...,K. Logo, e´ necessa´rio definir um me´todo para o ca´lculo do vetor θ .
2.3.1 FUNC¸A˜O DE VEROSSIMILHANC¸A
Para definir o conceito de func¸a˜o de verossimilhanc¸a, primeiramente, e´ preciso
considerar alguns elementos, p(x|Θ) e´ uma func¸a˜o densidade regida pelo conjunto de
paraˆmetros Θ. Por exemplo, p(x|Θ) pode ser uma func¸a˜o densidade gaussiana e Θ um
vetor com me´dias e variaˆncias. A seguir, temos um conjunto de dados de tamanho N, tal
que, x = {x1, ...,xN}. Assumindo que o conjunto de dados seja independente e identicamente
distribuı´do (i.i.d) com distribuic¸a˜o p, podemos definir uma func¸a˜o densidade
L(Θ|x),
N
∏
i=1
p(xi|Θ), (10)
onde L(Θ|x) e´ a func¸a˜o de verossimilhanc¸a dos paraˆmetros em relac¸a˜o aos dados. A
probabilidade e´ analisada em func¸a˜o dos paraˆmetros e com um conjunto de dados fixos, e uma
das maneiras de interpretar e´ que a func¸a˜o de verossimilhanc¸a indica os paraˆmetros que melhor
explicam os dados observados em uma determinada distribuic¸a˜o p. Com isso, o objetivo e´
encontrar Θ∗, tal que
Θ∗ = argmax
Θ
L(Θ|x). (11)
Frequentemente, e´ feita a maximizac¸a˜o da func¸a˜o lnL(Θ|x), por ser analiticamente
mais simples, principalmente para densidades da famı´lia das exponenciais (BILMES, 1998).
A Equac¸a˜o 11 define o que e´ comumente chamado de estimador de ma´xima verossimilhanc¸a
(Maximum Likelihood Estimator – MLE), que consiste na estimac¸a˜o dos paraˆmetros que melhor
representam um conjunto de dados atrave´s da maximizac¸a˜o da func¸a˜o de verossimilhanc¸a. A
sec¸a˜o seguinte tratara´ de um dos possı´veis algoritmos de estimac¸a˜o por ma´xima verossimilhanc¸a
que sera´ utilizado na estimac¸a˜o de paraˆmetros para o modelo de mistura de gaussianas.
2.3.2 ALGORITMO EXPECTATION-MAXIMIZATION
Para a resoluc¸a˜o do problema abordado na sec¸a˜o anterior, sera´ usado um algoritmo
denominado Expectation-Maximization (EM) que e´ um me´todo geral de estimac¸a˜o de
paraˆmetros por ma´xima verossimilhanc¸a que alterna entre dois esta´gios ate´ a convergeˆncia.
A ideia do algoritmo e´ maximizar a func¸a˜o lnL(Θ|x) para estimar os paraˆmetros Θ.
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Existem duas principais aplicac¸o˜es para o algoritmo EM. A primeira ocorre quando os
dados realmente teˆm valores na˜o observados, devido a problemas ou limitac¸o˜es no processo
de observac¸a˜o. A segunda ocorre quando a otimizac¸a˜o da func¸a˜o de verossimilhanc¸a e´
analiticamente intrata´vel, mas pode ser simplificada assumindo a existeˆncia de valores ou
paraˆmetros adicionais, mas na˜o observados (BILMES, 1998). Logo, e´ introduzida um varia´vel
z tal que,
z = (x,y), (12)
p(z|Θ) = p(x,y|Θ) = p(y|x,Θ)p(x|Θ), (13)
sendo x o conjunto de dados incompletos, y o conjunto de dados na˜o observados e z o conjunto
de dados completos.
Ca´lculo do valor esperado (Expectation Step): primeiramente, e´ necessa´rio definir
um valor inicial para o vetor de paraˆmetros (Θ(0)). E a cada iterac¸a˜o esse valor sera´ atualizado.
Com isso, e´ definida uma func¸a˜o Q(Θ|Θ(k)) que leva em relac¸a˜o o valor inicial, ou da iterac¸a˜o
anterior, como pode ser visto na Equac¸a˜o 14. Essa func¸a˜o e´ obtida a partir do ca´lculo do
valor esperado da func¸a˜o de verosimilhanc¸a L(Θ|x,y) uma vez conhecidos o conjunto de dados
observados x e o valor anterior do vetor de paraˆmetros Θ(k).
Q(Θ|Θ(k)) = E{lnL(Θ|x,y)|x,Θ(k)} (14)
Etapa de maximizac¸a˜o (Maximization Step): apo´s definida, e´ necessa´rio encontrar o
vetor Θ(k+1) que maximize a func¸a˜o Q(Θ|Θ(k)), como mostrado na Equac¸a˜o 15.
Θ(k+1) = argmax
Θ
Q(Θ|Θ(k)) (15)
Esses dois procedimentos sa˜o executados alternadamente ate´ a convergeˆncia.
Resumindo: Define-se um valor inicial para o vetor de paraˆmetros, Θ(0). A partir daı´, na
etapa de ca´lculo do valor esperado, define-se uma func¸a˜o dependente de Θ que considera
os dados observados e o valor inicial definido para o vetor de paraˆmetros Q(Θ|Θ(0)). Em
seguida e´ realizada a etapa de maximizac¸a˜o, onde e´ encontrado um valor Θ(1) que maximiza
a func¸a˜o Q(Θ|Θ(0)). Esse processo e´ realizado k vezes ate´ a convergeˆncia, quando a
func¸a˜o de verossimilhanc¸a para de aumentar e o valor dos paraˆmetros estimados tende a um
comportamento assinto´tico. Quando isso acontece, o vetor Θ(k) e´ o vetor da estimativa final dos
paraˆmetros, como pode ser visto no fluxograma da Figura 10.
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Figura 10: Fluxograma do algoritmo Expectation-Maximization.
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Fonte: Autoria pro´pria.
2.4 TRANSFORMADA DE HILBERT-HUANG
A transformada de Hilbert-Huang (Hilbert-Huang Transform - HHT) e´ um me´todo
empı´rico de decomposic¸a˜o e ana´lise de sinais na˜o lineares e na˜o estaciona´rios, proposto em
Huang et al. (1998). E´ uma representac¸a˜o em tempo-frequeˆncia-energia que consiste em duas
etapas ba´sicas: modo de decomposic¸a˜o empı´rico (Empirical Mode Decomposition - EMD) e a
ana´lise do espectro de Hilbert (Hilbert Spectral Analysis - HSA).
O EMD e´ utilizado para decompor um sinal em va´rias func¸o˜es denominadas func¸o˜es
de modo intrı´nseco (Intrinsic Mode Function - IMF), que de maneira similar a transformada de
Fourier, decompo˜e o sinal inicial em func¸o˜es que representam componentes de frequeˆncia. A
diferenc¸a, e´ que na se´rie de Fourier, e´ usada uma base trigonometria e ortogonal, entretanto,
a HHT utiliza func¸o˜es obtidas atrave´s do pro´prio sinal para realizar a decomposic¸a˜o. Esse
processo pode ser equacionado como
x(t) =
n
∑
i=1
ci(t)+ rn(t) (16)
onde x(t) e´ o sinal decomposto, como mostrado na Figura 11. Ja´ ci(t) e rn(t) sa˜o as IMFs e
o resı´duo, respectivamente, como mostrados na Figura 12. Uma discussa˜o que sempre surge
e´ se essas IMFs tem significado fı´sico ou na˜o. Em Huang et al. (1998), os autores da˜o alguns
exemplos onde as frequeˆncias das IMFs esta˜o diretamente relacionadas aos fenoˆmenos fı´sicos
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analisados, pore´m, como a decomposic¸a˜o e´ feita de maneira empı´rica, ainda e´ necessa´ria uma
formalizac¸a˜o matema´tica mais robusta como foi feita com a transformada de Fourier e a teoria
de Wavelets.
Figura 11: Sinal gerado atrave´s de cossenoides para testar o me´todo de decomposic¸a˜o.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Tempo(s)
-4
-3
-2
-1
0
1
2
3
4
f(t)
Fonte: Autoria pro´pria.
Figura 12: IMFs e resı´duo gerados atrave´s do EMD.
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Apo´s a decomposic¸a˜o, e´ feita a transformada de Hilbert e o ca´lculo das frequeˆncias
instantaˆneas, que posteriormente, podem ser usadas como paraˆmetros em algoritmos de
classificac¸a˜o, modelos de regressa˜o, ana´lise espectral, etc.
Uma definic¸a˜o e discussa˜o mais aprofundada sobre o EMD, formalizac¸a˜o da HHT e
exemplos podem ser encontrados em Huang (2014).
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2.5 ALGORITMOS DE CLASSIFICAC¸A˜O
Uma vez definidas algumas abordagens de extrac¸a˜o de informac¸a˜o de se´ries temporais,
e´ necessa´rio definir alguma me´trica ou algoritmo para analisar e interpretar as informac¸o˜es
obtidas. Uma das possibilidades e´ utilizar algoritmos de classificac¸a˜o. A seguir, sera˜o discutidas
duas abordagens de aprendizado supervisionado que tem a func¸a˜o de utilizar os dados extraı´dos
das se´ries temporais para separar e classificar os padro˜es de escoamento.
2.5.1 ANA´LISE DE DISCRIMINANTE LINEAR
Uma das maneiras de trabalhar com classificac¸a˜o, e´ utilizar a probabilidade a posteriori
para cada classe. Por exemplo, a probabilidade de determinada classe G ser igual a k, tal que,
os dados observados sa˜o X = x, podemos escrever essa probabilidade como Pr(G = k|X = x).
Supondo que pk(x) e´ a densidade condicional de X para classe G= k e que pik e´ a probabilidade
a priori para a classe k, com ∑Kk=1pik = 1. A partir do teorema de Bayes, podemos escrever que
Pr(G = k|X = x) = pk(x)pik
∑Kl=1 pl(x)pil
. (17)
Va´rias te´cnicas utilizam essa abordagem com densidades de classes, uma delas
consiste em usar densidades Gaussianas multivaria´veis, como mostradas na Equac¸a˜o 18.
pk(x) =
1
(2pi)m/2|Σk|1/2
e−
1
2 (x−µk)TΣ−1k (x−µk), (18)
sendo µk a me´dia da distribuic¸a˜o que representa a classe k, Σk a matriz de covariaˆncia da
distribuic¸a˜o e m a dimensa˜o.
Ou seja, cada classe e´ representada por uma densidade gaussiana multivaria´vel. Esse
conceito pode ser melhor entendido observando a Figura 13. Quando as matrizes de covariaˆncia
sa˜o consideradas iguais para todas as classes, Σk = Σ ∀k, essa abordagem e´ denominada ana´lise
de discriminante linear (Linear Discriminant Analysis - LDA). A Figura 13 (a) mostra um
exemplo idealizado em que, cada uma das treˆs classes e´ representada por uma distribuic¸a˜o
gaussiana bivaria´vel e com matrizes de covariaˆncias iguais, como pode ser visto pelo formato
das elipses. A Figura 13 (b) ilustra 30 amostras geradas por cada distribuic¸a˜o e as fronteiras de
decisa˜o geradas pelo LDA.
Complementando, se compararmos duas classes k e l, e´ suficiente observar que o
logaritmo natural da raza˜o entre as duas probabilidades condicionais e´ uma equac¸a˜o linear em
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Figura 13: Exemplo de separac¸a˜o de classes no classificador LDA
(a) Separac¸a˜o de treˆs classes geradas atrave´s de treˆs distribuic¸o˜es gaussianas bidimensionais. A
parte interna a linha contı´nua indica a regia˜o de 95% de probabilidade;
(b) Dados gerados atrave´s de treˆs distribuic¸o˜es gaussianas bidimensionais.
Fonte: (HASTIE et al., 2009).
x, como pode ser visto na Equac¸a˜o 19.
ln
Pr(G = k|X = x)
Pr(G = l|X = x) = ln
pk(x)
pl(x)
+ ln
pik
pil
= ln
pik
pil
− 1
2
(µk +µl)TΣ−1(µk−µl)+ xTΣ−1(µk−µl) (19)
A partir disso, podemos isolar um elemento chamado func¸a˜o discriminante linear
(HASTIE et al., 2009)
δk(x) = xTΣ−1µk− 12µkΣ
−1µk + lnpik. (20)
Com isso, a classificac¸a˜o e´ feita de modo que, e´ definida uma func¸a˜o discriminante
para cada classe, onde os paraˆmetros de cada uma dessas func¸o˜es sa˜o calculados na etapa de
treinamento supervisionado. Em seguida, para cada amostra, sa˜o calculados os valores dessas
func¸o˜es para todas as K classes possı´veis. A amostra sera´ classificada na classe k que obtiver o
maior valor de func¸a˜o discriminante, como mostrado na Equac¸a˜o 21.
G(x) = argmax
k
δk(x) (21)
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2.5.2 MA´QUINA DE VETORES DE SUPORTE
Outra abordagem bastante utilizada em problemas de classificac¸a˜o e´ a ma´quina de
vetores de suporte (Support Vector Machine - SVM), que consiste em definir um hiperplano que
maximiza a distaˆncia entre as amostras de cada classe. Essa te´cnica pode ser utilizada em casos
onde ha´, ou na˜o sobreposic¸a˜o de classes, como pode ser visto na Figura 14. Esse hiperplano e´
definido atrave´s do processo de treinamento supervisionado, onde os dados sa˜o disponibilizados
em N pares (x1,y1),(x2,y2), ...,(xN ,yN). Tal que, xi ∈ Rp sa˜o os valores das amostras e yi ∈
{−1,1} as duas classes possı´veis. O hiperplano e´ definido pela Equac¸a˜o 22, onde β e´ um vetor
perpendicular ao hiperplano. A regra de classificac¸a˜o e´ definida pela Equac¸a˜o 23.
Figura 14: Classificador por vetores de suporte
(a) Classificac¸a˜o por vetores de suporte em classes separa´veis;
(b) Classificac¸a˜o por vetores de suporte onde ha´ sobreposic¸a˜o de classes.
Fonte: (HASTIE et al., 2009).
{x : f (x) = xTβ +β0 = 0}. (22)
G(x) = sign[xTβ +β0]. (23)
Uma vez definido o hiperplano, e´ necessa´rio maximizar a distaˆncia M ou minimizar
||β ||, tal que M = 1/||β ||. Quando as classes sa˜o separa´veis, e´ possı´vel definir uma func¸a˜o
f (x) = xTβ + β0 onde yi f (xi) > 0,∀i e com isso, definir um problema de minimizac¸a˜o com
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restric¸a˜o, como mostra a Equac¸a˜o 24.
min ||β ||
s.a. yi(xTi β +β0)≥ 1,para i = 1, ...,N (24)
No caso onde ocorre sobreposic¸a˜o de classes, como pode ser visto na Figura 14 (b), o objetivo e´
maximizar M, pore´m, permitindo que alguns pontos fiquem do lado errado do hiperplano. Isso
gera um novo problema de otimizac¸a˜o, como mostrado na Equac¸a˜o 25 (HASTIE et al., 2009).
min ||β ||
s.a. yi(xTi β +β0)≥ 1−ξi ∀i
ξi ≥ 0,
N
∑
i=1
ξi ≤ constante (25)
2.6 VALIDAC¸A˜O CRUZADA
A validac¸a˜o-cruzada e´ uma te´cnica para selec¸a˜o de modelo e selec¸a˜o de algoritmo que
e´ muito difundida na a´rea de aprendizado de ma´quina. Essa abordagem consiste em permutar
os dados aleatoriamente e em seguida dividir os mesmos em alguns subconjuntos. Duas das
principais te´cnicas sa˜o K-Fold e Leave-one-out. Primeiramente, pode-se definir os conjunto de
dados, tal que
D = {(x1,y1), ...,(xn,yn)}, (26)
T = {(x′1,y′1), ...,(x′m,y′m)}, (27)
onde x e´ o vetor de paraˆmetros usados para treinar o modelo, x′ e´ o vetor de paraˆmetro usado no
teste, y e´ a classe atribuı´da a cada amostra usada no treino do modelo e y′ e´ a classe atribuı´da a
cada amostra utilizada no teste. Ou seja, no processo de treinamento, e´ utilizado o conjunto de
dados D para treino do algoritmo e o conjunto de dados T para teste. Pore´m, e´ possı´vel utilizar
a te´cnica de validac¸a˜o simples, onde o conjunto de dados D e´ divido em dois subconjuntos:
treino e validac¸a˜o, que sera˜o denominados como D(t) e D(v) respectivamente, como pode ser
visto na Figura 15. Esse tipo de te´cnica e´ muito utilizada, pois, treinar um modelo e verificar
o desempenho no mesmo conjunto de dados leva a uma estimativa otimista do desempenho
(ARLOT et al., 2010). Logo, os dados disponı´veis para treinamento sa˜o particionados e o
conjunto D(t) e´ usado no treinamento do modelo e o conjunto D(v) e´ utilizado para verificar o
desempenho do modelo gerado.
Uma das maneiras de definir a validac¸a˜o cruzada e´ realizar uma me´dia de va´rios
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Figura 15: Diagrama da separac¸a˜o de dados no treinamento convencional e no treinamento com
Validac¸a˜o simples.
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Fonte: Autoria pro´pria.
processos de validac¸a˜o simples. O que diferencia cada abordagem e´ a maneira em que o
conjunto D e´ particionado. Na te´cnica denominada K-Fold, o conjunto de dados D e´ permutado
aleatoriamente e sem seguida, dividido em K subconjuntos, onde K − 1 sa˜o usados para
treinamento e o restante utilizado para validac¸a˜o. No fim, e´ feita uma me´dia para os K
treinamentos realizados. A Figura 16 ilustra um exemplo onde K = 5. Para cada um dos
treinamentos, um valor de erro EK e´ obtido e no fim, e´ calculada uma me´dia para representar o
desempenho do modelo. No caso de K = n, ou seja, uma amostra e´ usada para validac¸a˜o e o
restante para treino, a te´cnica e´ denominada leave-one-out. Uma discussa˜o mais aprofundada
sobre validac¸a˜o cruzada para selec¸a˜o de modelos e algoritmos e´ feita em Arlot et al. (2010).
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Figura 16: Um dos possı´veis tipos de validac¸a˜o cruzada.
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3 METODOLOGIA
Conforme mencionado anteriormente, o objetivo do trabalho e´ classificar o padra˜o
de escoamento a partir da se´rie temporal da frac¸a˜o de vazio. No desenvolvimento da pesquisa
foram utilizados dados de escoamento vertical a´gua-ar gerados em uma planta de teste vinculada
ao HZDR, utilizando sensores Wire-Mesh, como pode ser verificado no relato´rio te´cnico
Schu¨tz et al. (2007). Devido ao projeto ”Construction and execution of experiments at the
multi-purpose thermal hydraulic test facility TOPFLOW for generic investigations of two-
phase flows and the development and validation of CFD codes” financiado pelo ministe´rio
de economia e tecnologia da Alemanha com o intuito de estudar seguranc¸a em reatores, va´rios
experimentos em escoamento bifa´sicos vertical foram realizados com o objetivo de desenvolver
e validar co´digos de CFD aplicados a` seguranc¸a de reatores nucleares. Va´rios trabalhos foram
desenvolvidos utilizando os dados apresentados nessa pesquisa do HZDR, devido a` qualidade
das medic¸o˜es e toda a analise apresentada no relato´rio te´cnico, o que acabou tornando esse
banco de dados uma refereˆncia muito difundida e recorrente. Neste trabalho foram utilizados
dados de 67 pontos de operac¸a˜o de escoamento vertical acendente em tubos de duas polegadas
nos padro˜es bolhas, golfadas e agitado. Todas as informac¸o˜es de estrutura e metodologia das
medic¸o˜es, ale´m de um diagrama da planta de teste podem ser encontradas no relato´rio te´cnico
ja´ citado. O processamento dos dados e a implementac¸a˜o dos algoritmos foram feitas atrave´s
do software MATLAB R©.
A Figura 17 apresenta os dados utilizados de acordo com a classificac¸a˜o definida em
Taitel et al. (1980). Como dito anteriormente, sa˜o 67 dados em treˆs padro˜es de escoamento,
35 no padra˜o bolhas, 19 no padra˜o golfadas e 13 no padra˜o agitado. Sendo que, cada ponto de
operac¸a˜o e´ definido por um par de velocidades superficiais de lı´quido e ga´s, obtidos por sensores
de refereˆncia. As medic¸o˜es foram realizadas por sensores Wire-Mesh de 16x16 condutores e
diaˆmetro interno de 51,2mm. A frequeˆncia de amostragem utilizada e´ 2,5 kHz e o perı´odo de
amostragem e´ de 10 segundos.
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Figura 17: Dados do HZDR classificados de acordo com o mapa definido em Taitel et al. (1980).
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3.1 EXTRAC¸A˜O DE PARAˆMETROS ATRAVE´S DO MODELO DE MISTURA DE
GAUSSIANAS
Antes de definir um algoritmo de classificac¸a˜o, e´ necessa´rio determinar quais
paraˆmetros sera˜o utilizados no treinamento. Um dos me´todos extrai informac¸o˜es da se´rie
temporal da frac¸a˜o de vazio atrave´s de um modelo de mistura de gaussianas, que posteriormente,
podem ser utilizados para representar o histograma da mesma. Como pode ser visto na
Figura 18, que mostra alguns histogramas obtidos pelos dados do HZDR, os histogramas
apresentam um comportamento uni, bi ou trimodal. Por conseguinte, foi utilizado um
modelo de mistura de gaussianas com treˆs componentes, gerando um vetor de paraˆmetros
θi = (φ1i,φ2i,φ3i,µ1i,µ2i,µ3i,σ1i,σ2i,σ3i) para cada ponto de operac¸a˜o, tal que, i = 1, ...,67.
Figura 18: Conjunto de PDFs obtidas atrave´s dos dados do HZDR (SCHU¨TZ et al., 2007).
Fonte: Autoria pro´pria.
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A Figura 19 ilustra o exemplo de uma PDF que aproxima um histograma de um dos
pontos de operac¸a˜o pelo modelo de mistura. Ou seja, para cada um dos 67 pontos de operac¸a˜o e´
gerado um vetor θi atrave´s do algoritmo EM, que posteriormente, sera˜o divididos em conjunto
de treino e conjunto de teste nos algoritmos de classificac¸a˜o.
Figura 19: Histograma da frac¸a˜o de vazio e PDF gerada pelo modelo de mistura de gaussianas
atrave´s dos paraˆmetros obtidos pelo algoritmo EM. Neste caso, a ocorreˆncia de treˆs modas sugere
um padra˜o golfadas mais insta´vel. A primeira moda indica um pico no valor de frac¸a˜o de vazio
referente as golfadas de lı´quido com bolhas. Acredita-se que as duas modas conseguintes indicam
uma deformac¸a˜o nas bolhas de Taylor, gerando treˆs modas, diferente do que acontece no padra˜o
golfada mais estabilizado.
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Fonte: Autoria pro´pria.
A Tabela 2 no Apeˆndice A apresenta todos os paraˆmetros obtidos pelo algoritmo
EM para um modelo de mistura de gaussianas de treˆs componentes. Uma vez
computados, esses valores sa˜o utilizados no processo de treinamento supervisionado para
os classificadores LDA e SVM. Cada ponto de operac¸a˜o gera um vetor de paraˆmetros θ =
(φ1,φ2,φ3,µ1,µ2,µ3,σ1,σ2,σ3).
3.2 EXTRAC¸A˜O DE PARAˆMETROS ATRAVE´S DA TRANSFORMADA DE HILBERT-
HUANG
Ale´m do modelo de mistura, outra abordagem sera´ decompor a se´rie temporal em
IMFs atrave´s do modo de decomposic¸a˜o empı´rico (EMD). A Figura 20 mostra o resultado dessa
decomposic¸a˜o. Com isso, e´ possı´vel calcular valores me´dios, energia, e desvio padra˜o para cada
IMF, ale´m de outras caracterı´sticas que podem ser utilizadas para alimentar os algoritmos de
classificac¸a˜o.
Para ilustrar a consisteˆncia da decomposic¸a˜o, a Figura 21 mostra a diferenc¸a entre o
sinal original e o sinal reconstruı´do de acordo com a Equac¸a˜o 16. E´ possı´vel verificar que a
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Figura 20: Exemplo de IMFs geradas pela decomposic¸a˜o da se´rie temporal da frac¸a˜o de vazio pelo
processo do EMD.
Fonte: Autoria pro´pria.
diferenc¸a e´ da ordem de 10−16, o que indica a confiabilidade da reconstruc¸a˜o.
Figura 21: Diferenc¸a entre a se´rie temporal original e a reconstruc¸a˜o pela soma das IMFs e resı´duo.
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Fonte: Autoria pro´pria.
Portanto, cada se´rie temporal passa pelo processo EMD gerando, em me´dia, 12 IMFs.
Em seguida, essas IMFs sa˜o analisadas gerando alguns paraˆmetros de amplitude, fase e energia.
Esses paraˆmetros formam os vetores de informac¸a˜o que sera˜o utilizados nos algoritmos de
classificac¸a˜o nas etapas de treino e teste. Uma discussa˜o mais aprofundada sobre os paraˆmetros
utilizados e quantidades de IMFs analisadas sera´ apresentada no Capı´tulo 4.
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3.3 EXTRAC¸A˜O DE PARAˆMETROS ATRAVE´S DAS ESTATI´STICAS DA SE´RIE
TEMPORAL
Outra alternativa para extrac¸a˜o de paraˆmetros das se´ries temporais foi calcular os
valores de me´dia, desvio padra˜o, assimetria e curtose como discutidos na Sec¸a˜o 2.2. Em
seguida, como nas outras abordagens, esses valores sa˜o utilizados como paraˆmetros nos
algoritmos de classificac¸a˜o nas etapas de treino e teste.
3.4 ALGORITMOS DE CLASSIFICAC¸A˜O E ME´TRICAS DE DESEMPENHO
Uma vez definida uma abordagem de extrac¸a˜o de informac¸a˜o das se´ries temporais,
e´ necessa´rio avaliar quais paraˆmetros sera˜o utilizado e como isso interfere no desempenho dos
algoritmos de classificac¸a˜o. Va´rias combinac¸o˜es de paraˆmetros foram utilizados no treinamento
dos algoritmos de classificac¸a˜o, onde as te´cnicas de processamento de sinais abordadas neste
capı´tulo sa˜o combinadas aos algoritmos de classificac¸a˜o LDA e SVM. O conjunto de pontos
de operac¸a˜o foi dividido em dois subconjuntos: treino e teste. A Figura 22 mostra esses dois
subconjuntos, onde os dados de teste aparecem em preto e os dados de treino aparecem em
diferentes cores dependendo do padra˜o. Tambe´m foi utilizada a te´cnica de validac¸a˜o cruzada
”leave-one-out”, uma abordagem utiliza todos os pontos de operac¸a˜o no processo de validac¸a˜o
cruzada, como discutido na Sec¸a˜o 2.6.
Figura 22: Conjunto de dados de treino e teste. Os dados utilizados para treino aparecem em
magenta para o padra˜o bolhas, em azul para o padra˜o golfadas e em verde para o padra˜o agitado.
Os dados utilizados para teste aparecem em preto.
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Fonte: Autoria pro´pria.
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4 RESULTADOS E DISCUSSO˜ES
Neste capı´tulo sera˜o apresentados e discutidos os resultados obtidos atrave´s das
te´cnicas de processamento de sinais e extrac¸a˜o de paraˆmetros, combinados a utilizac¸a˜o de
algoritmos de aprendizado de ma´quina no desenvolvimento de um processo de classificac¸a˜o
de padro˜es de escoamento bifa´sico lı´quido-ga´s ascendente.
4.1 CLASSIFICAC¸A˜O DE PADRO˜ES E MODELO DE MISTURA DE GAUSSIANAS
O modelo de mistura de gaussianas gera um vetor de paraˆmetros θ =
(φ1,φ2,φ3,µ1,µ2,µ3,σ1,σ2,σ3) que, a princı´pio, seria usado diretamente no treinamento dos
algoritmos de classificac¸a˜o. Pore´m, uma etapa preliminar foi analisar a relac¸a˜o entre esses
paraˆmetros e os padro˜es de escoamento.
A Figura 23 descreve a relac¸a˜o entre φ1 e φ2, pode-se observar uma certa separabilidade
entre os dados em relac¸a˜o ao padra˜o de escoamento, mesmo ocorrendo um pouco de
sobreposic¸a˜o em algumas regio˜es do gra´fico. Tal comportamento tambe´m e´ observado nas
Figuras 24(a) e 24(b), que mesmo apresentando uma tendeˆncia um pouco diferentes, quando
analisamos φ3 x φ1 e φ3 x φ2, o mesmos apresentam uma separabilidade com um pouco de
sobreposic¸a˜o.
Expandindo a mesma analise para o paraˆmetro µ , e´ possı´vel verificar que a
separabilidade e´ ainda maior. Na Figura 25 pode-se ver a relac¸a˜o entre µ1 e µ2, onde a
separabilidade dos paraˆmetros de acordo com o padra˜o de escoamento e´ maior e a sobreposic¸a˜o
e´ menor, se compararmos ao paraˆmetro φ . O mesmo comportamento e´ encontrado observando
se as Figuras 26(a) e 26(b), que relacionam µ1 x µ3 e µ2 x µ3. Os mesmos apresentam uma
tendeˆncia muito similar com uma pequena variac¸a˜o na sobreposic¸a˜o.
Por fim, quando analisada a relac¸a˜o entre o paraˆmetro σ e os padro˜es de escoamento,
o comportamento apresentado pelos outros paraˆmetros na˜o se repete de maneira ta˜o evidente.
Na Figura 27 ainda e´ possı´vel ver a formac¸a˜o de dois agrupamentos para os padro˜es bolhas e
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Figura 23: Relac¸a˜o entre os valores de φ1 x φ2 e o padra˜o de escoamento. Padra˜o bolhas em azul,
golfadas em vermelho e agitado em preto.
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Fonte: Autoria pro´pria
Figura 24: Relac¸a˜o entre os valores de φ e o padra˜o de escoamento. Padra˜o bolhas em azul,
golfadas em vermelho e agitado em preto.
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Fonte: Autoria pro´pria.
golfadas, mas com o padra˜o agitado cobrindo todo o alcance de valores. Ja´ nas Figuras 28(a)
e 28(b), a sobreposic¸a˜o e´ ainda maior. Nesse caso, adicionar esses paraˆmetros (σ1,σ2,σ3)
pode acabar influenciando os classificadores de maneira negativa. Esse comportamento dos
paraˆmetros ocorre devido a` mudanc¸a de formato das PDFs a medida em que os padro˜es de
escoamento va˜o transicionando. As PDFs do padra˜o bolhas apresentam apenas uma moda e
tem picos estreitos em baixos valores de frac¸a˜o de vazio. A medida que a quantidade de ga´s
vai aumentando, tendendo ao padra˜o golfadas, as PDFs va˜o se tornando bimodais, com um
pico em baixas frac¸o˜es de vazio, referentes ao pista˜o de lı´quido, e um pico em altas frac¸o˜es de
vazio, referente a bolha de Taylor. E´ importante ressaltar, que a medida que essa transic¸a˜o entre
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Figura 25: Relac¸a˜o entre os valores de µ1 x µ2 e o padra˜o de escoamento. Padra˜o bolhas em azul,
golfadas em amarelo e agitado em laranja.
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Figura 26: Relac¸a˜o entre os valores de µ e o padra˜o de escoamento. Padra˜o bolhas em azul,
golfadas em amarelo e agitado em laranja.
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Fonte: Autoria pro´pria.
PDFs unimodais e bimodais ocorre, a variaˆncia de cada componente tambe´m vai se alterando.
Em seguida, aumentando-se ainda mais a quantidade de ga´s no sistema e transicionando do
padra˜o golfadas para o padra˜o agitado, ocorre uma nova mudanc¸a, onde as PDFs voltam a ser
unimodais, pore´m, com a moda em valores mais altos de frac¸a˜o de vazio. Ou seja, analisando
o fenoˆmeno a partir do modelo de mistura de gaussianas, existe uma mudanc¸a clara entre as
me´dias e proporc¸o˜es para cada componente. No padra˜o bolhas, a primeira componente tende a
ter uma maior contribuic¸a˜o no formato total da pdf. Quando a quantidade de ga´s e´ aumentada,
a segunda e terceira componente acabam tendo mais contribuic¸a˜o, pore´m, as variaˆncias das
componentes sofrem variac¸o˜es de aumento e diminuic¸a˜o durante todas as transic¸o˜es, levando
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ao comportamento mais espalhado mostrado nas Figuras 27 e 28.
Logo, um segundo vetor de paraˆmetros θˆ = (φ1,φ2,φ3,µ1,µ2,µ3) tambe´m sera´ testado
na etapa de treinamento.
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Figura 27: Relac¸a˜o entre os valores de σ1 x σ2 e o padra˜o de escoamento. Padra˜o bolhas em azul,
golfadas em amarelo e agitado em laranja.
Figura 28: Relac¸a˜o entre os valores de σ e o padra˜o de escoamento. Padra˜o bolhas em azul,
golfadas em amarelo e agitado em laranja.
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Fonte: Autoria pro´pria.
A Figura 29 apresenta os resultados obtidos pelos classificadores no mapa que
relaciona as velocidades superficiais de lı´quido e ga´s. Com isso e´ possı´vel verificar os pontos
que foram classificados errados e o qua˜o pro´ximos os mesmos esta˜o das regio˜es de transic¸a˜o de
padra˜o. Utilizando o LDA como classificador, o desempenho e´ o mesmo independentemente do
vetor de paraˆmetros utilizado, como pode ser visto nas Figuras 29 (a) e 29 (b). Dos 20 pontos
utilizados no teste, houveram dois erros, onde pontos de operac¸a˜o no padra˜o bolhas foram
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classificados como golfadas pelo classificador na regia˜o de transic¸a˜o entre o padra˜o bolhas e
golfadas. Os pontos em vermelho no gra´fico ira˜o indicar os pontos de operac¸a˜o que foram
classificados erroneamente de acordo com mapa proposto por Taitel et al. (1980). O marcador
em forma de losango e´ utilizado para o padra˜o bolhas, o marcador circular e´ usado para o
padra˜o agitado e o marcador em forma de triaˆngulo e´ utilizado para o padra˜o golfadas. Ou
seja, nos gra´ficos apresentados, os pontos do padra˜o bolha, que foram classificados de forma
erroˆnea como padra˜o golfadas, aparecem nos gra´ficos como um ponto vermelho e um marcador
triangular.
Ja´ para o classificador SVM houve uma melhora no desempenho, como pode ser visto
nas Figuras 29 (c) e 29 (d). Utilizando a informac¸a˜o do desvio padra˜o, o classificador SVM
apresentou um erro de classificac¸a˜o, tambe´m pro´ximo a` regia˜o de transic¸a˜o entre o padra˜o
bolhas e golfadas, ilustrado pelo ponto vermelho com marcador triangular. Quando usado o
vetor de paraˆmetros reduzido θˆ , todos os pontos de teste foram classificados com sucesso,
corroborando com a hipo´tese de que o paraˆmetro σ acabaria atrapalhando na classificac¸a˜o.
Figura 29: Comparac¸a˜o dos resultados obtidos pela classificac¸a˜o usando paraˆmetros do modelo de
mistura de gaussianas.
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(a) Classificador LDA com vetor de paraˆmetros θˆ ;
(b) Classificador LDA com vetor de paraˆmetros θ ;
(c) Classificador SVM com vetor de paraˆmetros θˆ ;
(d) Classificador SVM com vetor de paraˆmetros θ .
Fonte: Autoria pro´pria.
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4.2 CLASSIFICAC¸A˜O DE PADRO˜ES E A TRANSFORMADA DE HILBERT-HUANG
Como discutido anteriormente, e´ possı´vel decompor as se´ries temporais de cada ponto
de operac¸a˜o em diversas func¸o˜es denominadas IMFs. O principal problema dessa abordagem e´
definir que informac¸a˜o utilizar a partir da decomposic¸a˜o obtida. Nas sec¸o˜es a seguir algumas
alternativas sa˜o discutidas.
4.2.1 ANA´LISE DE 3 IMFS
Como comentado anteriormente, uma vez que as IMFs foram calculadas, e´ necessa´rio
extrair informac¸o˜es das mesmas para efetuar a classificac¸a˜o de padro˜es. Em Foroughi et al.
(2014), e´ discutida uma abordagem onde as 3 primeiras IMFs sa˜o utilizadas. Primeiramente, e´
necessa´rio definir um sinal z(t) tal que,
z(t) = c(t)+ icˆ(t) = a(t)eiθ(t), (28)
onde c(t) e´ a IMF de interesse e cˆ(t) e´ a transformada de Hilbert de c(t) definida como
cˆ(t) = H[c(t)] =
1
pi
∫ ∞
−∞
c(τ)
t− τ dτ, (29)
a(t) e´ a amplitude e θ(t) e´ a fase da representac¸a˜o complexa de z(t), tal que a(t) =[
c2(t)+ cˆ2(t)
]1/2 e θ(t) = tan−1 [cˆ(t)/c(t)]. Uma vez que a amplitude e a fase para cada IMF
sa˜o calculados, os respectivos desvios-padro˜es sa˜o usados como paraˆmetros nos classificadores.
Por fim, o u´ltimo paraˆmetro utilizado nos classificadores sera´ a energia percentual referente a
cada IMF utilizada definida como
Ei =
1
N
N
∑
n=1
a2(n), (30)
ETotal =
i
∑Ei, (31)
Ei(%) =
Ei
ETotal
. (32)
Na primeira ana´lise sera˜o consideradas treˆs IMFs. Ou seja, o vetor de paraˆmetros conte´m 9
elementos: desvio padra˜o das amplitudes, desvio padra˜o das fases e treˆs energias percentuais
tal que, θ = (σamp1 ,σamp2,σamp3,σph1,σph2 ,σph3,E1(%),E2(%),E3(%)).
A Figura 30 apresenta os resultados obtidos atrave´s da ana´lise das IMFs 6,7 e 8. Como
discutido anteriormente, as primeiras IMFs na˜o apresentam muita energia, isso se da´ ao fato
de que a frequeˆncia de amostragem e´ muito alta, gerando algumas IMFs onde a frequeˆncia
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instantaˆnea na˜o esta´ ligada diretamente a efeitos fı´sicos do escoamento. Em trabalhos como Bin
et al. (2006) e Ding et al. (2007) os sinais analisados apresentam uma frequeˆncia de amostragem
entre 200 e 250 Hz. Como a frequeˆncia de amostragem dos dados utilizados nesse trabalho sa˜o
de 2,5 kHz, alguns testes empı´ricos foram realizados e melhores resultados foram obtidos a
partir do uso da sexta IMF em diante.
Avaliando o desempenho dos classificadores, tanto o LDA quanto o SVM tiveram mais
erros em comparac¸a˜o a` abordagem que utilizava o modelo de mistura de gaussianas. Na Figura
30(a), que expo˜e o desempenho do classificador LDA no dado conjunto de teste, houveram
cinco erros de classificac¸a˜o. Dois pontos no padra˜o bolhas foram classificados como sendo
do padra˜o agitado, ilustrado na figura pelo marcadores circulares em vermelho. Esse tipo de
erro mostra uma grande ineficieˆncia do algoritmo, pois as regio˜es de transic¸a˜o entre os dois
padro˜es sa˜o muito distantes. Dois erros foram encontrados em pontos do padra˜o golfadas, um
classificado com bolhas e outro classificado com agitado, mostrados pelos pontos em vermelho
com marcadores em forma de losango e circulo, respectivamente. Por fim, o quinto ponto
classificado erroneamente foi um ponto do padra˜o agitado classificado como sendo do padra˜o
golfadas, como mostrado pelo ponto de vermelho com o marcador triangular. Na Figura 30(b),
que ilustra o desempenho do classificador SVM, tambe´m houveram cinco erros na classificac¸a˜o.
Nesse caso, um dos erros mais crı´ticos foi um ponto de operac¸a˜o no padra˜o agitado que foi
classificado como sendo do padra˜o bolhas. Tambe´m pode ser observado que dos cinco erros de
classificac¸a˜o apresentados pelo SVM, treˆs tambe´m sa˜o observados no classificador LDA.
Em resumo, ale´m de um aumento de erros em nu´meros absolutos, tambe´m houveram
erros longe da regia˜o de transic¸a˜o e pontos do padra˜o bolhas classificados como agitado, o
que indica uma classificac¸a˜o de qualidade bem inferior. Uma tabela contendo os elementos
utilizados no vetor de paraˆmetros para todos os pontos de operac¸a˜o gerados nessa ana´lise pode
ser encontrada no Apeˆndice B.
4.2.2 ANA´LISE DE 4 IMFS
Uma vez que o uso de treˆs IMFs se mostrou ineficiente para realizar a classificac¸a˜o
dos padro˜es de escoamento, uma ideia foi utilizar uma IMF a mais, inserindo mais
treˆs elementos no vetor de paraˆmetros e verificar se o aumento de informac¸a˜o iria
contribuir no desempenho dos classificadores. Com isso, e´ definido um novo vetor θ =
(σamp1,σamp2,σamp3,σamp4,σph1,σph2 ,σph3,σph4,E1(%),E2(%),E3(%)E4(%)) para cada ponto de
operac¸a˜o.
Na Figura 31 pode-se ver os resultados obtidos atrave´s da ana´lise de quatro IMFs, da
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Figura 30: Comparac¸a˜o dos resultados obtidos pela classificac¸a˜o usando paraˆmetros obtidos na
ana´lise de 3 IMFs.
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Fonte: Autoria pro´pria.
Figura 31: Comparac¸a˜o dos resultados obtidos pela classificac¸a˜o usando paraˆmetros obtidos na
ana´lise de 4 IMFs.
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sexta ate´ a nona. Comparando com a ana´lise de treˆs IMFs, e´ possı´vel verificar uma melhora
na classificac¸a˜o, pore´m, ainda apresenta um desempenho inferior aos obtidos pelo modelo
de mistura de gaussianas. Uma das diferenc¸as nesse caso, e´ que o classificador LDA obteve
menos erros de classificac¸a˜o do que o SVM, o que difere dos demais resultados verificados
ate´ agora. Tambe´m e´ possı´vel verificar que para o classificador SVM, pontos de operac¸a˜o no
padra˜o agitado foram classificados como bolhas e golfadas,e um ponto do padra˜o agitado foi
classificado com bolhas, o que indica uma classificac¸a˜o de qualidade inferior a` obtida pelo
modelo de mistura. Uma tabela contendo os elementos utilizados no vetor de paraˆmetros para
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todos os pontos de operac¸a˜o gerados nessa ana´lise pode ser encontrado no Apeˆndice C.
4.2.3 ANA´LISE DE 4 GRUPOS DE FREQUEˆNCIA INSTANTAˆNEA ME´DIA
Por fim, seguindo a discussa˜o feita em Ding et al. (2007), foram definidos alguns
intervalos de frequeˆncia instantaˆnea me´dia e verificadas as energias nesses intervalos.
Primeiramente, e´ necessa´rio definir a frequeˆncia instantaˆnea: a partir do sinal de fase θ(t),
definido na Sec¸a˜o 4.2.1, a frequeˆncia instantaˆnea e´ definida como
fi(t) =
1
2pi
dθ(t)
dt
. (33)
Uma vez obtida essa frequeˆncia instantaˆnea, e´ calculada uma me´dia que e´ atribuı´da
a cada IMF utilizada na ana´lise. Em seguida, sa˜o definidas faixas de frequeˆncia instantaˆnea
me´dia e o quanto de energia cada faixa apresenta. A energia para cada IMF e´ calculada como
mostrada na Equac¸a˜o 30. Apo´s alguns testes empı´ricos e revisa˜o da literatura, foram definidos
4 faixas de frequeˆncia:
0≤ H1 ≤ 3Hz; (34)
3 < H2 ≤ 50Hz; (35)
50 < H3 ≤ 100Hz; (36)
100 < H4 ≤ 600Hz. (37)
Os dados gerados atrave´s dessa ana´lise e que foram usados para alimentar os
algoritmos de classificac¸a˜o esta˜o disponibilizados na Tabela 5 no Apeˆndice D.
A Figura 32 apresenta os resultados obtidos nessa abordagem. E´ possı´vel verificar que
a quantidade de erros absolutos aumentou, chegando a oito com o classificador LDA e cinco
com o SVM, o que indica o pior desempenho ate´ o momento. Outra particularidade deste caso
e´ que todos os pontos de operac¸a˜o classificados erroneamente foram classificados como padra˜o
golfadas, o que indica um enviesamento dos classificadores para esse padra˜o.
Mesmo com os bons resultados obtidos por Bin et al. (2006) e Ding et al. (2007), que
utilizavam dados de flutuac¸a˜o dos sinais de pressa˜o, a abordagem de classificac¸a˜o de padro˜es de
escoamento utilizando a HHT na˜o foi muito eficiente sendo aplicada a partir de se´ries temporais
de frac¸a˜o de vazio. Alguns pontos podem ser ressaltados, existem diversos trabalhos focados
em uma otimizac¸a˜o do processo de decomposic¸a˜o (EMD), pois, o mesmo apresenta diversos
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Figura 32: Comparac¸a˜o dos resultados obtidos pela classificac¸a˜o usando paraˆmetros obtidos pela
separac¸a˜o das IMFs em 4 faixas de frequeˆncia.
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Fonte: Autoria pro´pria.
problemas no inı´cio e no fim do sinal. Ale´m disso, como as bases sa˜o definidas empiricamente,
e´ mais difı´cil comparar a relac¸a˜o entre diferentes pontos de operac¸a˜o, pois, as pro´prias bases
utilizadas sa˜o distintas. Talvez esses vieses sejam mitigados na utilizac¸a˜o de dados de variac¸a˜o
de pressa˜o, pore´m, ao utilizar dados de frac¸a˜o de vazio, verifica-se que essa metodologia e´
invia´vel, considerando os classificadores LDA e SVM.
4.3 CLASSIFICAC¸A˜O DE PADRO˜ES E AS ESTATI´STICAS DA SE´RIE TEMPORAL
Por fim, a u´ltima abordagem proposta e´ utilizar as estatı´sticas das se´ries temporais
como discutido na Sec¸a˜o 2.2. Para cada uma das se´ries temporais respectivas a cada ponto
de operac¸a˜o, sa˜o calculados a me´dia, desvio padra˜o, assimetria e curtose. Em seguida, esses
valores sa˜o utilizados para treinamento nos algoritmos LDA e SVM. Os dados obtidos esta˜o
disponı´veis na Tabela 6 no Apeˆndice E.
A Figura 33 mostra os resultados obtidos por essa abordagem. Veˆ-se que em erros
absolutos, a utilizac¸a˜o das estatı´sticas da se´rie temporal atingiu um desempenho bem pro´ximo
ao do modelo de mistura de gaussianas, com a vantagem de na˜o necessitar de um algoritmo
como o EM para o ca´lculo dos paraˆmetros utilizados no treinamento. Tambe´m e´ possı´vel
verificar que os erros acontecem pro´ximos a` regia˜o de transic¸a˜o entre os padro˜es bolhas e
golfadas. E, ale´m disso, sa˜o pontos no padra˜o bolhas classificados como golfadas, assim como
acontece na classificac¸a˜o usando o modelo de mistura.
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Figura 33: Comparac¸a˜o dos resultados obtidos pela classificac¸a˜o usando como paraˆmetros as
Estatı´sticas da Se´rie Temporal.
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Fonte: Autoria pro´pria.
4.4 COMPARAC¸A˜O DAS ABORDAGENS E VALIDAC¸A˜O-CRUZADA
Para um melhor entendimento dos resultados obtidos, o mesmo foram compilados na
Tabela 1. Ale´m de relacionar todos os erros obtidos no processo de treino, tambe´m foi usada
a validac¸a˜o-cruzada (VC) como me´todo de selec¸a˜o de algoritmo, como discutido na Sec¸a˜o 2.6.
Para o processo de treino, foram usados o mesmos conjuntos de treino e teste ja´ abordados
nas figuras de 29 ate´ 33. Ja´ para a validac¸a˜o cruzada, foi usada a te´cnica leave-one-out sem o
ca´lculo da me´dia. Ou seja, como o conjunto de dados conte´m 67 elementos, foram realizados
67 processos de treino onde 66 elementos eram usados para treinar o modelo e 1 era usado no
teste. A quantidade de erros obtidos nesse processo e´ mostrada na coluna ”Erros na VC”na
Tabela 1.
Pode-se verificar que mesmo com uma diferenc¸a de 1 erro no treino com um
conjunto pre´-definido, os algoritmos SVM alimentados com os dados do modelo de mistura
e dos momentos estatı´sticos obtiveram o mesmo desempenho quando a validac¸a˜o cruzada e´
utilizada. Tambe´m e´ possı´vel verificar que essas duas abordagens apresentam desempenho
muito proximo, tanto utilizando o classificador LDA quanto o SVM. Em seguida, pode-se
observar que os algoritmos baseados na decomposic¸a˜o por IMFs obtiveram um desempenho
inferior. Os trabalhos de Bin et al. (2006) e Ding et al. (2007) apresentam bons resultados
utilizando essa decomposic¸a˜o. Pore´m, tanto o conjunto de dados quanto os paraˆmetros
utilizados sa˜o diferentes. Logo, talvez uma mudanc¸a de metodologia ou um estudo mais
aprofundado sobre essa abordagem pudesse resultar em ganho de desempenho. Pore´m, os
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Tabela 1: Resultados finais
Algoritmo Erros de Treino Erros na VC
GMM sem sigma SVM 0 2
Momentos SVM 1 2
GMM com sigma SVM 1 3
GMM com sigma LDA 2 4
Momentos LDA 2 4
GMM sem sigma LDA 2 5
HHT 4 IMFs LDA 3 8
HHT 4 IMFs SVM 4 9
HHT 4 faixas de Freq. SVM 5 12
HHT 3 IMFs LDA 5 14
HHT 3 IMFs SVM 5 15
HHT 4 faixas de Freq. LDA 8 25
Fonte: Autoria pro´pria.
algoritmos classificadores combinados com o modelo de mistura e a ana´lise das estatı´sticas
das se´ries temporais ja´ apresentam um melhor desempenho utilizando me´todos mais simples.
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5 CONCLUSA˜O
Com o objetivo de desenvolver uma te´cnica de identificac¸a˜o de padro˜es objetiva,
este trabalho combinou te´cnicas de processamento de sinais e aprendizado de ma´quinas na
ana´lise de se´ries temporais de frac¸a˜o de vazio obtidas atrave´s de sensores Wire-Mesh. Os
algoritmos de classificac¸a˜o utilizados foram o SVM e o LDA. No processamento de sinais para
gerac¸a˜o de informac¸a˜o, atrave´s da extrac¸a˜o de caracterı´sticas (features) para os classificadores,
foram utilizadas duas abordagens: uma abordagem estatı´stica atrave´s do modelo de mistura
de gaussianas e ana´lise de momentos, a segunda abordagem foi uma representac¸a˜o tempo-
frequeˆncia denominada transformada de Hilbert-Huang.
No desenvolvimento do procedimento de classificac¸a˜o, as te´cnicas de processamento
de sinais foram combinadas a`s te´cnicas de aprendizado de ma´quina gerando 12 algoritmos,
como pode ser visto na Tabela 1. Apo´s a ana´lise de desempenho, feito atrave´s da validac¸a˜o-
cruzada e da medida em conjuntos de treino e testes pre´-definidos, foi verificado a eficieˆncia de
diversos dos algoritmos propostos.
Pelos resultados apresentados, pode-se verificar que, na maioria das vezes, a te´cnica
de processamento de sinais e extrac¸a˜o de features tem uma maior influeˆncia no desempenho
do sistema do que os algoritmos de classificac¸a˜o, com excec¸a˜o da ana´lise de faixas de energia
obtidas pela HHT. Inclusive, a classificac¸a˜o de padro˜es utilizando a HHT e se´ries temporais
de frac¸a˜o de vazio mostrou um desempenho inferior as demais abordagens apresentadas. Ja´
as abordagens com o modelo de mistura de gaussianas e a ana´lise dos momentos estatı´stico
obtiveram resultados muito pro´ximos, o que indica um bom potencial para a implementac¸a˜o em
um sistema real, visando um sistema embarcado ou uma aplicac¸a˜o in loco.
5.1 TRABALHOS FUTUROS
Ale´m de uma metodologia para escolha de algoritmo, alguns aspectos deste trabalho
ainda podem ser expandidos, como listados abaixo.
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• Ana´lise de complexidade: efetuar uma ana´lise de complexidade para cada algoritmo
pode ser executada a ponto de quantificar o custo-benefı´cio de cada implementac¸a˜o;
• Implementac¸a˜o em sistemas embarcados: tambe´m e´ possı´vel verificar a viabilidade de
implementac¸a˜o e o desempenho dos algoritmos utilizando sistemas embarcados e te´cnicas
de otimizac¸a˜o;
• Expansa˜o do conjunto de dados: um dos principais vieses de se trabalhar com
algoritmos de aprendizado de ma´quina e´ conseguir o banco de dados que sera´ utilizado no
treinamento. Uma das alternativas seria definir uma metodologia onde dados sinte´ticos
seriam gerados proporcionando o treinamento offline dos algoritmos.
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APEˆNDICE A -- TABELA DE PARAˆMETROS GERADOS PELO ALGORITMO
EXPECTATION-MAXIMIZATION
Tabela 2: Paraˆmetros gerados pelo algoritmo EM utilizados para a aproximac¸a˜o do histograma
pelo modelo de mistura de gaussianas.
P.O. φ1 φ2 φ3 µ1 µ2 µ3 σ1 σ2 σ3
1 1,0000 0,0000 0,0000 0,4242 0,0000 0,0000 0,7167 0,0000 0,0000
2 1,0000 0,0000 0,0000 0,2137 0,0000 0,0000 0,3269 0,0000 0,0000
3 1,0000 0,0000 0,0000 0,6715 0,0000 0,0000 0,9691 0,0000 0,0000
4 1,0000 0,0000 0,0000 0,3884 0,0000 0,0000 0,4503 0,0000 0,0000
5 1,0000 0,0000 0,0000 0,9904 0,0000 0,0000 1,2193 0,0000 0,0000
6 1,0000 0,0000 0,0000 0,6217 0,0000 0,0000 0,6079 0,0000 0,0000
7 0,4376 0,4896 0,0728 1,8250 4,3719 12,6369 0,9051 1,8221 6,7537
8 1,0000 0,0000 0,0000 2,7623 0,0000 0,0000 4,0179 0,0000 0,0000
9 0,3873 0,4827 0,1300 0,1923 1,3163 13,6192 0,1883 0,8127 13,3090
10 1,0000 0,0000 0,0000 1,7942 0,0000 0,0000 3,1701 0,0000 0,0000
11 1,0000 0,0000 0,0000 1,4127 0,0000 0,0000 1,4307 0,0000 0,0000
12 1,0000 0,0000 0,0000 1,1674 0,0000 0,0000 0,9543 0,0000 0,0000
13 1,0000 0,0000 0,0000 0,8116 0,0000 0,0000 0,7094 0,0000 0,0000
14 1,0000 0,0000 0,0000 0,4803 0,0000 0,0000 0,4683 0,0000 0,0000
15 1,0000 0,0000 0,0000 0,2571 0,0000 0,0000 0,3403 0,0000 0,0000
16 1,0000 0,0000 0,0000 0,1375 0,0000 0,0000 0,2355 0,0000 0,0000
17 1,0000 0,0000 0,0000 2,1783 0,0000 0,0000 1,9726 0,0000 0,0000
18 1,0000 0,0000 0,0000 1,3317 0,0000 0,0000 0,9850 0,0000 0,0000
19 0,5553 0,4446 0,0002 4,4953 1,9361 14,6150 2,1150 1,1594 0,0502
20 1,0000 0,0000 0,0000 2,0513 0,0000 0,0000 1,2534 0,0000 0,0000
21 0,5448 0,4551 0,0001 3,6383 6,9706 21,3300 1,7454 2,8071 0,0589
22 0,4573 0,5426 0,0001 4,2251 2,2157 12,3751 1,7421 1,1549 0,0650
23 0,7269 0,2729 0,0002 6,8009 10,7075 22,3697 2,5695 3,3244 0,1174
24 1,0000 0,0000 0,0000 4,4369 0,0000 0,0000 2,1969 0,0000 0,0000
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25 0,7959 0,1604 0,0437 11,3942 37,3880 68,4028 2,9804 15,0212 6,4876
26 0,6047 0,3940 0,0013 10,3608 14,7113 29,0102 2,7800 3,7827 0,7589
27 0,6086 0,3911 0,0004 5,0863 8,4230 18,2218 2,1779 3,0025 0,0525
28 0,7777 0,1232 0,0991 18,6078 44,6206 72,5838 3,6700 14,0363 7,1254
29 0,6653 0,2167 0,1180 9,0960 17,1734 49,9175 2,3198 5,7664 12,7190
30 0,6753 0,3246 0,0001 8,1723 12,6478 28,3651 2,7241 3,9299 0,0450
31 0,6340 0,2117 0,1543 29,3731 59,8799 90,4116 4,9300 16,9173 3,4395
32 0,6139 0,2769 0,1092 29,1729 60,5876 93,3190 4,4143 17,9730 2,5075
33 0,6391 0,2553 0,1056 27,4358 57,2111 88,7834 4,6908 16,3872 5,0675
34 0,6487 0,1827 0,1686 21,6954 48,3305 80,8022 4,1712 14,9327 8,9293
35 0,6679 0,1194 0,2128 15,6664 28,0188 74,1240 3,2069 8,0038 11,3161
36 0,7288 0,1048 0,1665 12,2577 21,6812 65,9646 2,9683 6,4707 13,4178
37 0,6888 0,1781 0,1331 8,9844 19,8575 62,1601 2,3874 7,4113 9,9005
38 0,7438 0,2019 0,0543 12,4348 18,2921 33,5143 2,9790 4,7461 10,6358
39 1,0000 0,0000 0,0000 10,2380 0,0000 0,0000 3,3422 0,0000 0,0000
40 0,6794 0,3205 0,0001 5,4932 7,1798 17,1350 1,2629 1,6654 0,0850
41 0,6638 0,3361 0,0001 4,6366 3,8331 9,6650 1,1606 0,8282 0,0050
42 0,5140 0,2922 0,1937 32,5363 61,8171 91,7045 4,3679 15,7658 3,4115
43 0,6490 0,1428 0,2082 19,3219 29,6335 72,0275 3,5972 7,5321 10,6955
44 0,6295 0,2107 0,1598 9,8065 20,4008 55,8532 2,4422 7,0501 11,2522
45 0,4412 0,3478 0,2110 34,4382 61,4671 93,5861 4,0255 15,7083 3,2437
46 0,5676 0,2461 0,1863 26,0747 53,1429 86,7707 3,9939 16,8821 5,7403
47 0,5398 0,2888 0,1715 13,9295 30,2267 67,4547 3,1526 10,0811 8,8227
48 0,3770 0,2451 0,3779 35,3000 71,8213 94,0316 5,9936 14,6821 2,7097
49 0,4408 0,2498 0,3094 34,1102 53,5782 89,1315 4,5035 12,8368 6,3494
50 0,4396 0,3829 0,1774 21,1621 42,7534 74,5100 4,2105 12,7597 7,4076
51 0,2674 0,4089 0,3237 33,2439 74,8091 93,8826 6,6476 11,9494 2,9531
52 0,3615 0,4298 0,2087 38,4008 73,0841 94,7223 6,4269 12,2806 1,8439
53 0,4311 0,3648 0,2041 29,5910 56,2316 78,7530 4,6552 10,4633 4,4558
54 0,2527 0,5554 0,1918 35,8443 72,7927 94,5346 5,9372 11,9274 2,1840
55 0,3591 0,4675 0,1734 37,3892 64,0819 80,0949 5,2121 9,3415 3,5734
56 0,0554 0,5392 0,4054 51,3786 72,1367 83,2767 7,9463 6,2172 6,9569
57 0,1091 0,1510 0,7399 43,3600 62,4686 73,9552 3,7744 8,9666 6,9360
58 0,2002 0,3710 0,4288 44,3114 64,7990 77,3570 3,5252 8,4826 4,8470
57
59 0,0001 0,1927 0,8072 42,1692 74,0735 82,1488 0,3915 7,7838 6,0052
60 0,0868 0,4876 0,4256 52,8531 75,5783 84,2391 6,1331 6,4579 4,2600
61 0,1778 0,4114 0,4108 53,5949 72,5614 83,0005 6,8640 6,5263 3,2206
62 0,0001 0,1563 0,8436 58,6800 81,9767 90,5909 0,0200 6,9827 4,1435
63 0,0912 0,3289 0,5799 70,3314 81,4635 90,5564 9,2399 5,8801 2,9979
64 0,0005 0,4631 0,5363 45,7445 74,0024 87,1937 0,5832 9,5299 3,6605
65 0,2628 0,4818 0,2554 91,0117 97,0237 98,5000 4,3232 0,9654 0,1761
66 0,3327 0,3289 0,3384 84,0775 93,3868 96,7438 6,6699 2,2422 1,1130
67 0,1605 0,3506 0,4889 73,5457 85,0272 92,3098 9,0613 4,6887 2,2264
Fonte: Autoria pro´pria.
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APEˆNDICE B -- TABELA DE PARAˆMETROS GERADOS PELA ANA´LISE DE 3 IMFS
Tabela 3: Paraˆmetros gerados atrave´s da ana´lise das IMFs de 6 a 8.
P.O. E1(%) E2(%) E3(%) σamp1 σamp2 σamp3 σph1 σph2 σph3
1 0,5913 0,1909 0,2178 0,0021 0,0015 0,0018 1,8423 1,8140 1,8162
2 0,5715 0,2598 0,1687 0,0009 0,0006 0,0006 1,8298 1,7995 1,8145
3 0,5704 0,2272 0,2023 0,0033 0,0020 0,0019 1,8009 1,8159 1,8243
4 0,4149 0,4039 0,1812 0,0011 0,0010 0,0006 1,8105 1,8100 1,8265
5 0,4571 0,3219 0,2210 0,0038 0,0030 0,0030 1,7993 1,8363 1,8078
6 0,5002 0,3453 0,1545 0,0014 0,0010 0,0008 1,7928 1,8344 1,7926
7 0,4503 0,2811 0,2685 0,0173 0,0114 0,0109 1,8396 1,8237 1,8303
8 0,3817 0,4564 0,1619 0,0186 0,0190 0,0102 1,8106 1,8149 1,7556
9 0,1841 0,4500 0,3659 0,0209 0,0324 0,0242 1,8200 1,8222 1,8320
10 0,3885 0,3040 0,3074 0,0128 0,0105 0,0084 1,7982 1,8084 1,8210
11 0,5043 0,3053 0,1905 0,0049 0,0037 0,0035 1,8237 1,8114 1,7957
12 0,5322 0,2240 0,2438 0,0025 0,0016 0,0015 1,8046 1,7740 1,8137
13 0,1287 0,1240 0,7473 0,0011 0,0014 0,0047 1,8032 1,8098 1,7339
14 0,5328 0,3428 0,1244 0,0010 0,0008 0,0004 1,8078 1,8363 1,7729
15 0,0940 0,0577 0,8484 0,0005 0,0004 0,0016 1,8161 1,7922 1,7571
16 0,0499 0,2208 0,7293 0,0003 0,0009 0,0017 1,7784 1,8311 1,7517
17 0,4208 0,2566 0,3225 0,0061 0,0035 0,0042 1,8229 1,7976 1,7894
18 0,4837 0,2703 0,2460 0,0019 0,0014 0,0017 1,8214 1,7896 1,8247
19 0,4327 0,2180 0,3493 0,0059 0,0045 0,0065 1,8041 1,8715 1,7826
20 0,5294 0,3434 0,1271 0,0024 0,0019 0,0012 1,8032 1,8364 1,7869
21 0,4910 0,2805 0,2286 0,0081 0,0065 0,0066 1,8267 1,7970 1,7424
22 0,4148 0,3137 0,2715 0,0032 0,0030 0,0021 1,7698 1,8267 1,8196
23 0,5056 0,2997 0,1947 0,0102 0,0083 0,0084 1,8105 1,8194 1,7641
24 0,3043 0,2557 0,4399 0,0048 0,0060 0,0091 1,8009 1,8398 1,8249
25 0,1676 0,2800 0,5524 0,0498 0,0556 0,0616 1,8292 1,7802 1,7485
26 0,5403 0,3522 0,1075 0,0144 0,0087 0,0064 1,8110 1,7962 1,8351
59
27 0,5460 0,2564 0,1977 0,0071 0,0054 0,0055 1,8356 1,8056 1,8370
28 0,0734 0,3863 0,5403 0,0425 0,0895 0,0912 1,8224 1,8175 1,7749
29 0,1145 0,4479 0,4376 0,0317 0,0582 0,0596 1,7857 1,8275 1,7552
30 0,4071 0,2582 0,3347 0,0121 0,0088 0,0149 1,8277 1,8304 1,8041
31 0,0436 0,1649 0,7915 0,0312 0,0605 0,1148 1,8115 1,8152 1,8225
32 0,0283 0,1158 0,8559 0,0333 0,0675 0,1571 1,8241 1,7914 1,8371
33 0,0393 0,0939 0,8668 0,0353 0,0523 0,1331 1,7784 1,7972 1,8433
34 0,0829 0,2788 0,6383 0,0532 0,0933 0,1018 1,8146 1,7586 1,7606
35 0,1267 0,2316 0,6417 0,0619 0,0645 0,1021 1,7831 1,7860 1,8434
36 0,1264 0,2660 0,6076 0,0634 0,0766 0,0978 1,7163 1,7879 1,8210
37 0,1611 0,3356 0,5032 0,0502 0,0621 0,0650 1,7876 1,8372 1,8437
38 0,3654 0,4232 0,2114 0,0274 0,0273 0,0166 1,8030 1,8129 1,8309
39 0,3902 0,3302 0,2796 0,0075 0,0074 0,0087 1,8027 1,8498 1,7743
40 0,4276 0,3268 0,2456 0,0029 0,0020 0,0020 1,8100 1,8112 1,8435
41 0,1537 0,1956 0,6507 0,0013 0,0020 0,0029 1,8191 1,7860 1,7928
42 0,0634 0,2627 0,6739 0,0306 0,0645 0,0649 1,8349 1,8635 1,8021
43 0,0943 0,4245 0,4811 0,0487 0,0944 0,0967 1,8121 1,7437 1,8173
44 0,1768 0,2988 0,5244 0,0517 0,0624 0,0767 1,8048 1,8644 1,8227
45 0,0499 0,1608 0,7893 0,0278 0,0462 0,1091 1,8239 1,7360 1,8447
46 0,1070 0,1694 0,7237 0,0377 0,0456 0,0842 1,8328 1,7776 1,7928
47 0,0746 0,3532 0,5723 0,0432 0,0832 0,0998 1,7927 1,8070 1,8350
48 0,0946 0,7084 0,1970 0,0403 0,0992 0,0350 1,7793 1,7094 1,7908
49 0,1007 0,2215 0,6777 0,0378 0,0544 0,0718 1,8101 1,8122 1,7311
50 0,0459 0,2392 0,7149 0,0331 0,0684 0,0943 1,7931 1,7643 1,7930
51 0,1145 0,2368 0,6487 0,0337 0,0469 0,0691 1,8137 1,8819 1,7993
52 0,0565 0,1016 0,8419 0,0355 0,0374 0,1287 1,7708 1,8434 1,7958
53 0,0902 0,1585 0,7513 0,0294 0,0351 0,0776 1,8081 1,7936 1,8036
54 0,0472 0,3285 0,6243 0,0284 0,0685 0,0907 1,8222 1,8271 1,8131
55 0,1124 0,3721 0,5155 0,0536 0,0772 0,0814 1,7929 1,8102 1,7924
56 0,1641 0,3598 0,4761 0,0291 0,0387 0,0400 1,7842 1,8193 1,8010
57 0,1210 0,3055 0,5735 0,0273 0,0455 0,0524 1,8093 1,8184 1,8060
58 0,0159 0,1685 0,8156 0,0135 0,0528 0,1028 1,8111 1,8154 1,7893
59 0,1911 0,4807 0,3282 0,0240 0,0363 0,0230 1,8374 1,7864 1,8261
60 0,1197 0,3486 0,5317 0,0311 0,0480 0,0410 1,7815 1,7571 1,7875
60
61 0,0311 0,2178 0,7511 0,0196 0,0439 0,0606 1,8148 1,8055 1,7559
62 0,0932 0,3153 0,5915 0,0134 0,0205 0,0294 1,8030 1,7823 1,7933
63 0,1299 0,3786 0,4916 0,0317 0,0455 0,0374 1,8031 1,7482 1,7845
64 0,0814 0,4235 0,4952 0,0295 0,0518 0,0398 1,7894 1,7607 1,8011
65 0,2759 0,2858 0,4383 0,0218 0,0191 0,0242 1,7564 1,7625 1,7711
66 0,1415 0,3485 0,5100 0,0215 0,0283 0,0279 1,7635 1,7552 1,8193
67 0,1304 0,3072 0,5624 0,0312 0,0354 0,0422 1,7714 1,7685 1,7552
Fonte: Autoria pro´pria.
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APEˆNDICE C -- TABELA DE PARAˆMETROS GERADOS PELA ANA´LISE DE 4 IMFS
Uma vez que quatro IMFs foram usadas nas ana´lises, as energias precisaram ser
recalculadas. Pore´m, os desvios padro˜es de amplitude e fase para as treˆs primeiras IMFs sa˜o os
mesmo dos apresentados anteriormente na Tabela 3 no Apeˆndice B.
Tabela 4: Paraˆmetros gerados atrave´s da ana´lise das IMFs de 6 a 9.
P.O. E1(%) E2(%) E3(%) E4(%) σamp4 σph4
1 0,4877 0,1574 0,1797 0,1752 0,0017 1,7988
2 0,0109 0,0050 0,0032 0,9809 0,0109 1,7842
3 0,5086 0,2026 0,1804 0,1083 0,0018 1,8275
4 0,3459 0,3368 0,1510 0,1663 0,0009 1,8482
5 0,3841 0,2706 0,1858 0,1595 0,0031 1,7542
6 0,2404 0,1659 0,0742 0,5194 0,0030 1,8200
7 0,3264 0,2037 0,1946 0,2753 0,0121 1,8373
8 0,2813 0,3363 0,1193 0,2631 0,0127 1,8242
9 0,1184 0,2893 0,2353 0,3570 0,0273 1,8001
10 0,2638 0,2065 0,2088 0,3209 0,0091 1,8517
11 0,4430 0,2682 0,1673 0,1214 0,0024 1,8900
12 0,4496 0,1892 0,2059 0,1553 0,0014 1,7930
13 0,0077 0,0075 0,0450 0,9398 0,0140 1,8439
14 0,2478 0,1594 0,0578 0,5350 0,0013 1,8846
15 0,0487 0,0299 0,4399 0,4814 0,0011 1,8696
16 0,0229 0,1014 0,3349 0,5408 0,0019 1,8044
17 0,1909 0,1164 0,1463 0,5464 0,0122 1,8855
18 0,2686 0,1501 0,1366 0,4448 0,0034 1,7051
19 0,2457 0,1237 0,1984 0,4322 0,0094 1,7338
20 0,4673 0,3032 0,1122 0,1173 0,0012 1,7737
21 0,4436 0,2534 0,2065 0,0965 0,0049 1,8411
22 0,3537 0,2675 0,2315 0,1474 0,0022 1,7866
62
23 0,2025 0,1200 0,0780 0,5995 0,0238 1,4241
24 0,1086 0,0913 0,1571 0,6430 0,0189 1,8191
25 0,1062 0,1774 0,3500 0,3664 0,0481 1,7834
26 0,2409 0,1571 0,0480 0,5540 0,0268 1,9725
27 0,3720 0,1747 0,1347 0,3186 0,0107 1,7342
28 0,0458 0,2410 0,3371 0,3761 0,0480 1,7748
29 0,0791 0,3093 0,3022 0,3094 0,0453 1,8464
30 0,1670 0,1059 0,1373 0,5897 0,0331 1,8279
31 0,0296 0,1120 0,5378 0,3206 0,0727 1,8537
32 0,0176 0,0720 0,5319 0,3785 0,0552 1,7706
33 0,0220 0,0525 0,4844 0,4412 0,0615 1,8136
34 0,0437 0,1468 0,3361 0,4734 0,0752 1,8311
35 0,0714 0,1305 0,3616 0,4364 0,1164 1,8453
36 0,0851 0,1792 0,4093 0,3263 0,0581 1,8084
37 0,1015 0,2115 0,3171 0,3698 0,0576 1,7801
38 0,3375 0,3910 0,1952 0,0763 0,0116 1,7709
39 0,3324 0,2813 0,2382 0,1481 0,0069 1,8248
40 0,1583 0,1210 0,0910 0,6297 0,0067 1,6807
41 0,0787 0,1002 0,3333 0,4878 0,0041 1,8016
42 0,0209 0,0867 0,2224 0,6699 0,1099 1,8201
43 0,0632 0,2846 0,3225 0,3297 0,0555 1,8356
44 0,1213 0,2050 0,3599 0,3138 0,0605 1,8334
45 0,0207 0,0667 0,3276 0,5850 0,1266 1,8171
46 0,0294 0,0465 0,1986 0,7256 0,1221 1,8494
47 0,0591 0,2800 0,4537 0,2072 0,0673 1,8013
48 0,0230 0,1726 0,0480 0,7564 0,1694 1,7703
49 0,0212 0,0467 0,1428 0,7894 0,1145 1,8585
50 0,0308 0,1605 0,4797 0,3290 0,0617 1,7766
51 0,0276 0,0571 0,1564 0,7589 0,1410 1,8077
52 0,0214 0,0385 0,3186 0,6215 0,1060 1,8725
53 0,0199 0,0350 0,1660 0,7791 0,1380 1,8432
54 0,0189 0,1312 0,2493 0,6007 0,1145 1,8118
55 0,0907 0,3003 0,4161 0,1930 0,0439 1,8214
56 0,1192 0,2614 0,3459 0,2734 0,0353 1,8477
63
57 0,0668 0,1685 0,3164 0,4483 0,0657 1,7449
58 0,0103 0,1094 0,5295 0,3509 0,0647 1,7471
59 0,1635 0,4112 0,2808 0,1444 0,0174 1,7701
60 0,0883 0,2571 0,3921 0,2624 0,0524 1,8792
61 0,0274 0,1923 0,6630 0,1173 0,0277 1,8313
62 0,0696 0,2355 0,4418 0,2531 0,0143 1,8405
63 0,0970 0,2828 0,3672 0,2529 0,0306 1,7653
64 0,0661 0,3438 0,4020 0,1881 0,0433 1,8380
65 0,2164 0,2242 0,3439 0,2155 0,0128 1,8174
66 0,0937 0,2308 0,3378 0,3377 0,0159 1,8174
67 0,1089 0,2564 0,4694 0,1654 0,0229 1,8405
Fonte: Autoria pro´pria.
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APEˆNDICE D -- TABELA DE PARAˆMETROS GERADOS PELA ANA´LISE DE
ENERGIA EM 4 FAIXAS DE FREQUEˆNCIA
Tabela 5: Paraˆmetros gerados atrave´s da ana´lise das IMFs de 6 a 9.
P.O. H1 H2 H3 H4
1 6,7490 13,9448 21,2251 79,3062
2 0,2477 0,1209 0,2095 99,6314
3 2,6654 11,0664 32,2241 86,2683
4 18,0496 9,1604 11,8750 72,7900
5 1,3326 4,9254 23,5920 93,7420
6 7,7729 3,7077 5,1637 88,5194
7 0,0897 0,9320 24,8064 98,9753
8 8,2354 0,8490 43,8867 90,9156
9 0,0799 0,7763 45,1934 99,1428
10 1,7242 0,0000 48,1871 98,2758
11 1,2139 15,2346 22,9049 83,5515
12 12,9644 9,6467 11,4206 77,3889
13 3,2999 1,3282 1,5886 95,3719
14 20,6798 6,0348 9,0113 73,2854
15 15,7257 2,9753 3,2224 81,2990
16 17,0249 4,1829 21,0421 78,7923
17 2,1668 3,0575 6,5739 94,7701
18 5,8981 2,3016 3,1363 91,6171
19 7,3101 9,2724 20,3165 83,3951
20 15,6679 5,9600 8,5023 78,3721
21 1,0207 4,8389 24,3093 94,1202
22 7,6175 3,6090 4,2871 88,7735
23 0,3502 2,1282 10,1166 97,5141
24 3,2908 1,8184 2,5698 94,8908
25 0,0962 0,0000 11,6282 99,9032
65
26 0,1852 0,8757 4,5428 98,9333
27 11,2073 0,0000 13,3587 88,7927
28 0,0965 0,0000 12,9747 99,9030
29 0,2716 1,1770 31,7662 98,5463
30 0,2975 0,1705 0,4893 99,5320
31 0,0282 0,0000 1,6789 99,9714
32 0,0392 0,0000 2,3599 99,9604
33 0,0094 0,0414 2,3341 99,9487
34 0,0380 0,0000 3,9071 99,9616
35 0,0293 0,1549 9,9893 99,8147
36 0,2925 0,7779 16,3763 98,9263
37 0,0373 0,1216 3,0762 99,8390
38 1,3168 1,0623 8,6202 97,5650
39 5,9920 2,6759 5,7973 91,3322
40 3,4063 0,8457 1,6238 93,6482
41 3,8114 0,4972 2,0314 93,0570
42 0,0642 0,0000 3,6647 99,9347
43 0,1870 0,5037 12,9654 99,3048
44 0,0419 0,1343 3,0809 99,8223
45 0,0455 0,0000 1,8885 99,9528
46 0,0390 0,0458 2,5738 99,9131
47 0,1295 0,3057 14,2145 99,5556
48 0,0263 0,0427 2,7322 99,9297
49 0,0569 0,0478 1,8648 99,8900
50 0,2778 0,2347 17,7456 99,4875
51 0,0348 0,0536 1,4879 99,9085
52 0,0450 0,0427 1,1773 99,9063
53 0,1699 0,0767 3,5259 99,7534
54 0,0294 0,0335 2,1130 99,9306
55 0,0472 0,0640 5,2727 99,8736
56 0,0187 0,0504 1,2641 99,9294
57 0,0247 0,0344 1,6568 99,9345
58 0,0335 0,0000 4,2068 99,9624
59 0,0100 0,0251 0,9075 99,9643
66
60 0,0131 0,0192 1,2167 99,9652
61 0,0290 0,0311 1,4301 99,9338
62 0,0036 0,0082 0,2301 99,9878
63 0,0094 0,0120 0,9272 99,9769
64 0,0208 0,0190 1,5790 99,9550
65 0,0012 0,0022 0,2671 99,9964
66 0,0047 0,0060 0,3832 99,9882
67 0,0108 0,0084 1,8891 99,9766
Fonte: Autoria pro´pria.
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APEˆNDICE E -- TABELA DE PARAˆMETROS GERADOS PELA ANA´LISE DAS
ESTATI´STICAS DAS SE´RIES TEMPORAIS
Tabela 6: Paraˆmetros gerados atrave´s da ana´lise das estatı´sticas das se´ries temporais.
P.O. Media Desvio Padra˜o Assimetria Curtose
1 0,4242 0,7167 2,1559 8,3540
2 0,2137 0,3269 2,0355 8,0219
3 0,6715 0,9691 1,9249 7,5288
4 0,3884 0,4503 1,4855 5,6572
5 0,9904 1,2193 1,9067 8,4261
6 0,6217 0,6079 1,2870 5,3111
7 3,8588 3,5847 3,4133 21,2004
8 2,7623 4,0179 4,0609 24,5968
9 2,4804 6,4941 5,1099 31,5828
10 1,7942 3,1701 3,6409 21,7691
11 1,4127 1,4307 1,5037 6,3042
12 1,1674 0,9543 1,0313 4,1795
13 0,8116 0,7094 1,0948 4,4342
14 0,4803 0,4683 1,3655 5,5012
15 0,2571 0,3403 1,9896 8,4438
16 0,1375 0,2355 2,5731 11,3349
17 2,1783 1,9726 1,5481 7,2640
18 1,3317 0,9850 0,9270 4,0320
19 3,3591 2,1723 0,8055 3,8848
20 2,0513 1,2534 0,6820 3,4232
21 5,1568 2,8338 0,7164 3,7106
22 3,1354 1,7665 0,6090 3,4207
23 7,8705 3,3002 0,5022 3,3211
24 4,4369 2,1969 0,5261 3,2054
25 18,0545 15,8478 2,2113 6,9745
68
26 12,0994 3,8992 0,5480 3,4929
27 6,3960 3,0190 0,5244 3,3137
28 27,1604 18,4036 1,7925 4,9082
29 15,6645 14,0562 2,3126 7,6163
30 9,6266 3,8005 0,6354 3,5344
31 45,2490 24,4471 0,9801 2,3759
32 44,8784 24,0453 1,0673 2,6052
33 41,5148 22,6024 1,1615 2,9394
34 36,5258 23,7505 1,1622 2,8753
35 29,5793 24,3629 1,3944 3,3292
36 22,1858 20,7778 1,8865 5,1884
37 17,9976 18,5171 1,9832 5,5913
38 14,7626 6,5529 2,5560 12,6903
39 10,2380 3,3422 0,5492 3,4311
40 6,0347 1,6130 0,4847 3,5840
41 4,3669 1,1274 0,2733 3,1504
42 52,5573 24,7535 0,6188 1,7589
43 31,7684 21,8856 1,4083 3,4633
44 19,3963 17,4623 1,7394 4,8025
45 56,3201 24,6724 0,4953 1,6523
46 44,0454 25,0827 0,8761 2,1471
47 27,8134 20,5733 1,2461 3,2492
48 66,4471 27,0103 -0,1963 1,2985
49 55,9971 24,7969 0,4638 1,5720
50 38,8947 21,1866 0,7385 2,2340
51 69,8693 25,0668 -0,5756 1,8096
52 65,0623 23,4244 -0,0745 1,5161
53 49,3452 20,3815 0,3083 1,6572
54 67,6262 22,3126 -0,3598 1,8321
55 57,2741 17,5136 -0,0437 1,6499
56 75,5018 10,3361 -0,5697 4,0217
57 68,8820 12,0680 -0,8967 3,2653
58 66,0812 13,7582 -0,5402 2,0336
59 80,5881 7,1485 -0,4557 3,4891
69
60 77,2906 10,2548 -1,2167 4,4333
61 73,4777 11,7496 -0,9106 2,9423
62 89,2417 5,6539 -1,0999 5,1444
63 85,7219 8,0921 -1,3885 5,1748
64 81,0629 9,6510 -1,0993 3,7721
65 95,8209 3,7386 -2,0612 7,2005
66 91,4252 6,7585 -1,4507 5,0578
67 86,7449 8,2127 -1,5136 5,4616
Fonte: Autoria pro´pria.
