The growth of avascular tumors has been studied by many authors. In this paper we study a special kind of cancer, ductal carcinoma in situ (DCIS) in order to investigate possible procedures to connect free boundary model of DCIS with clinical data. This paper is to present some results of our research on mathematical modeling, analysis, and numerical simulations of ductal carcinoma in situ. In particular, we formulate a number of inverse problems for the well-posed free boundary valued problem related to clinical diagnose of cancer.
Introduction
The growth of avascular tumors has been studied by many authors including Greenspan, [21] [22] [23] , Byrne, Chaplain and Please [4] [5] [6] [7] [8] [9] . In [30] , Ward and King assume that the tumour is radially symmetric, and consists of a continuum of live and dead cells. Local volume changes, due to cell growth and death, create cell movement which is described by a velocity field. Ward and King were able to capture the early growth and developing spatial composition of the tumor without making a priori assumptions about its structure. Franks and King [15] extended Ward and King's model, by considering a two-dimensional tumor slab growing into surrounding tissue. A constitutive law defining the material deformation was needed in order for the problem to be completely specified. The dependence of the stability of a planar tumor surface on the material properties of the tumor and surrounding tissue was examined. Alternative approaches to avascular tumor modeling involving different constitutive relations and inhibitor effects and free boundary problems are described in the papers by Friedman and his coworkers [13, 18, 14] , for mathematical analysis of the free boundary problem models of tumor growth.
However, there are few results so far devoted to validate these rather complicated partial differential equation models with medical clinical data. How can we connect these equations with tumors in situ? How can we relate coefficients of the model to the size, patterns and other medical features of tumor in situ? Is it possible to apply these models for clinical diagnose of cancer?
We have been studying a special kind of cancer, ductal carcinoma in situ (DCIS) in order to investigate possible procedures to connect free boundary model of DCIS with clinical data, [33] [34] [35] . This paper is to present some results of our research on mathematical modeling, analysis, and numerical simulations of ductal carcinoma in situ. The study focuses on a class of free boundary value problem models of DCIS and their comparisons with clinical data. In particular, we formulate a number of inverse problems for the well-posed free boundary valued problem related to clinical diagnose of cancer.
Mathematical model of DCIS
Breast cancer is the most common cancer in women, among whom it is the second leading cause of cancer death. Ductal carcinoma in situ (DCIS) refers to a specific diagnosis of cancer that is isolated within the breast duct, and has not spread to other parts of the breast. At this stage, the tumor is noninvasive, being confined by the basement membrane of the duct. However, if left untreated, it is thought to then invade the breast stromal tissue surrounding the ducts, and become life threatening. The duct is made up of a central region of lumen (extracellular fluid), lined by a thin layer of epithelial cells, a layer of myo-epithelial cells and an outer basement membrane (the duct wall) comprising a meshwork of proteins. Ducts in the healthy breast have an average diameter of 0.2 mm and are surrounded by stroma (connective tissue). DCIS occurs when there is a proliferation of epithelial cells that have undergone a malignant transformation (usually originating from a single mutant cell). DCIS is characterized according to the appearance of the tumor cells proliferating within the duct and the broadest classification subdivides them into two types: high (comedo) and low grade (non-comedo) DCIS [25] . Low grade DCIS is well differentiated (where the degree of differentiation refers to the loss of normal tissue organization) and appears homogeneous. The non-comedo type DCIS tends to be less aggressive than the comedo types of DCIS. The most common non-comedo types of DCIS are: (1) 
The nutrient concentration c satisfies a reaction-diffusion equation:
Following Ward and King [30, 31] , we modify the Michaelis-Menten kinetics which are often used to model cell kinetics (Lin, [26] , McElwain, [28] ) and cellular nutrient consumption in tumors (Casciari et al. [10] ; Hlatky et al., [24] ; Li, [27] ), to assume that 
The simplified equation for nutrient concentration c becomes
We assume that the tumor tissue is a porous medium so that, by Darcey's law,
We also assume that all cells are of the same volume and density and that the total density of cells is uniform throughout the tumor. Then p + q + n = B = constant. Adding Eqs. (2.1)-(2.3), we have
(2.13)
(2.14)
Initial and boundary conditions, as well as free boundary conditions will be imposed to model the growth of DCIS. These conditions are rather complicated. For the sake of simplifying discussion, we will only present them for some particular cases in the later parts of the paper.
The nonlinear system of PDE (2.1)-(2.14) with initial, boundary, and free-boundary conditions is a very complicated problem. Though some mathematical analysis has been done for similar problems by Friedman, Byrne and others (see, for examples, [2, 3, 11, 12, 16, 17, [20] [21] [22] [23] [4] [5] [6] [7] [8] [9] 30, 15, 13, 18, 14] and others), the problem is far from well understood. In particular, these is almost no result on relating clinical data to the model. It is our interest to formulate a number of inverse problems that are related to clinical diagnoses of cancer, and combine mathematical analysis, numerical computation and clinical data to validate the model, with the purpose of better understanding to the growth process and diagnoses procedures of DCIS.
Stationary solutions and their characteristic patterns
The distribution of nutrient concentration plays an important role in tumor growth. In fact, in earlier papers, Byrne and Chaplain [5] , (also see Friedman and Reitich [19] ), suggested to use a nutrient model to describe the growth of tumor.
In [32] , we developed a free boundary model to describe the tumor growth inside a cylinder, a model mimicking the growth of a ductal carcinoma in situ. Assuming that we know the coefficients of the model, we analyzed the growth tendency of DCIS. The analysis and computation of the problem show interesting results, that are similar to the patterns found in DCIS.
From (2.11), assuming v = 0, and λ(x) = −(δA
where
at each time t; the growing boundary of the tumor is given by z = s(r, θ, t), an unknown function of r, θ and t. Note that in this model λ(x) may not always be positive.
In the DCIS case, we assume that c(r, θ, z, t) satisfies following boundary conditions.
where 
The mass conservation consideration implies the relation [19] 
where p(c) denotes the cell proliferation rate within the tumor. For inhibitor-free model (Ref. [5, 19] ) we have
where µ andc are positive constants.
In [32, 33] we studied solutions of (3.1)-(3.8) for different choices of parameters. First we study the solid DCIS by considering an one-dimensional model; then we study the papillary DCIS (''baby-tree'' type) and cribiform DCIS (spread out with gaps) by considering a two dimensional model with special choices of parameters. The analysis of stationary solutions of the problem shows interesting results that resemble the patterns found in DCIS.
Following we present analysis of stationary solutions for some choices of parameters. Then we visualize the solutions and compare them with the DCIS patterns.
Assuming in ( We study the special case that
and assume that the free boundary is flat z = z s .
Eqs. (3.10)-(3.16) become where the free boundary z = z s is to be determined.
Θ(θ ) = Θ(θ + 2π ) follows η = n for some natural number n. R(r) and Z (z) satisfy boundary conditions:
where ξ is a parameter to be determined.
From (3.26) ,
That Z (z) is not identical to zero requires that
For given ξ , if z s is a solution of (3.31), then
and
where J n and Y n are first kind and second kind Bessel functions of order n, respectively. (3.27) and (3.28) imply that D = 0 and ξ satisfies the eigenvalue equation:
If ξ and z s satisfy (3.31) and (3.33), then
are the characteristic solutions of the stationary model. There may be a finite number or an infinite number of ξ and z s that satisfy (3.31) and (3.33).
The stationary solutions with flat free boundary have representation Following we look at a single term of (3.36). For each n, there are four different combinations of ξ and τ := −λ − ξ 2 .
Case 1: ξ 2 ≥ 0 and τ ≥ 0. Eq. (3.33) has a sequence of solutions ξ m such that
The case n = 0 corresponds to that cancer cells are symmetry about the axis r = 0, which has been studied in [32] . Here we show a pattern for n = 5.
Example 1.
To show the pattern of the solutions of free boundary problem, we choose the following parameters as an example.
We show patterns of the corresponding nutrient concentration in Fig. 1 . We make an assumption that if the nutrient concentration is lower than a certain level, there will be no tumor cell present.
This kind of patterns mimic the Cribiform DCIS (spread out evenly with gaps). Example 2. We choose the following parameters as an example (Fig. 2) .
This kind of pattern mimics a kind of tumor that moves along the duct but does not grow in size. It is probably not be noticed or not be considered as a kind of DCIS. 
Example 4.
We choose the following parameters as an example (Fig. 5) .
This solution mimics a kind of DCIS that is neither growing nor moving. This is a benign tumor and reasonably not included as a pattern of DCIS. Using these eigenfunctions of the stationary system, we can construct general stationary patterns of tumor growth. for some selections of coefficients, we plot the patterns in Fig. 6 , along with clinical images in Fig. 7 . Due to the completeness of the eigenfunctions, we can approximate different DCIS patterns by the linear combination of eigenfunctions.
From the analysis and numerical examples, we see that this model has characteristic solutions that mimic some typical patterns of DCIS, including cribiform DCIS, papillary DCIS, and micropapillary DCIS. The analysis also shows that there may be two other kinds of patterns that resemble the non-growing tumor. These interesting results show that the free boundary problem model of DCIS is worth to further study. In particular, the study of patterns of c given by (3.36) and the dynamic properties of the free boundary problem may lead to better understanding of the model.
Inverse problems related to cancer diagnose
In view of the interesting results in direct problem of the nutrient concentration DCIS model, we consider the related inverse problem: given data that may be obtainable from clinical procedure, determine the coefficients in the nutrient concentration model. These inverse problems are also motivated by cancer diagnose.
To simplify the discussion, we formulate the inverse problems for one-dimensional cases only. It is easy to see that the idea can be extended to three-dimensional cases.
Based on the ways we access the DCIS, we may pose different inverse problems for the free boundary model. In this paper we formulate four different inverse problems. We will study and give a solution to one of the inverse problems only. Other inverse problems will be discussed in other papers. Due to the complexity of the problem, we start on an one dimensional model, and focus on its mathematical aspect in this paper. The higher dimensional case and other inverse problems will be discussed in other papers.
Free boundary problem model of DCIS
One typical type of DCIS is that cancer cells completely fill the affected breast duct (solid type). We describe the solid type of DCIS by an one dimensional model. We assume the tumor to be within the interval [−s(t)/2, s(t)/2] at each time t; the growing boundary of the tumor is given by x = −s(t)/2 and x = s(t)/2, where x = s(t) is an unknown function. As tumor growth strongly depends upon the availability of nutrients, its diffusion through the growing material is introduced in the description of model. We model tumor growth, using dimensionless nutrient concentration c(x, t) which satisfies a reaction-diffusion equation. In the one-dimensional case, the model is simplified to (see discussions in [32] [33] [34] [35] :
Here λ(x)c(x, t) is the nutrient consumption rate at the location x at time t. (cf. [1, 21] .) µ, c 1 , s 0 andc are known constants. λ(x) ≥ 0 and c 0 (x), the initial data, are given. The free boundary problem is to determine (c(x, t), s(t)) for given λ(x), c 0 (x), µ, c 1 , and s 0 .
In view of the maximum principle and condition (4.5), we have
Proof. (4.6) is directly from the maximum principle. From (4.6) and (4.5) we obtain (4.7).
From (4.5) set x = s(t)ξ ,
It implies (4.8).
We change variable
From (4.5) we have
where s 0 = s(0) is known.
With the change of variables, the free boundary problem is converted to the initial-boundary problem of nonlinear parabolic equation (4.14)
An iteration algorithm has been developed in [34] , in a way inspired by [29] , for free boundary problem of diffusion equation with integral condition. The method can be applied to the problem discussed here. We consider the iterative scheme as follows: , 1) . Hence, the initial-boundary value problem (4.15)-(4.19) has a unique solution for each n. Moreover, {v n }, {s n } are bounded in the appropriate spaces. Using Sobolev embedding theorem we can conclude that they have unique limit {v, s} which is the solution of the free boundary problem. For details please see [34] .
Inverse problems related to cancer diagnose
There is a number of inverse problems motivated by cancer diagnosis.
(1) Clinical data is obtained by one incisional biopsy.
When noticing possible breast cancer, one opts to do an incisional biopsy to find out the DCIS pattern along with the changing rate at the moment. Since no information is available before, we can assume no initial data given, instead we assume that two conditions are given at terminal time t = T .
The problem is as follows:
(4.25) The condition (4.25) may be replaced by
where O is a parameter set. We assume that {ω(·, (Fig. 8) .
(2) Clinical data is obtained by a sequence of needle biopsy. When noticing a possible breast tumor, it may be benign, therefore one opts to do a sequence of needle biopsies over a time interval to find out the DCIS pattern change in the time interval. In this case we assume that we know initial data, and data at an internal point over time interval [0, T ].
The problem is as follows: find (c(x, t), λ(x), s(t)) such that
The problem (4.27)-(4.32) is denoted by IP2 (Fig. 9) .
(3) Clinical data is obtained by a sequence of tomograph.
When noticing a possible breast tumor, it may be benign, therefore one opts to do a sequence of tomographs over a time interval to find out the DCIS pattern change in the time interval. In this case we assume that we know initial data, and the tumor boundary over time interval [0, T ]. The problem is as follows: find (c(x, t) and λ(x)) such that
where s(t) for 0 < t < T is given.
The problem (4.33)-(4.37) is denoted by IP3 (Fig. 10 ).
(4) Clinical data is obtained by an initial and a follow-up tests.
When noticing a possible breast tumor, it may be benign, therefore one opts to do second check-up after a period of time.
In this case we assume that we know the initial data at t = 0 and the terminal data when t = T . The problem is as follows: find (c(x, t), λ(x), s(t)) such that The problem (4.38)-(4.43) is denoted by IP4 (Fig. 11 ).
Determine potential function from terminal data
Here we consider the case that clinical data is obtained by one incisional biopsy. That is, when noticing possible breast cancer, one opts to do an incisional biopsy to find out the DCIS pattern along with the changing rate at the moment. Since no information is available before, we can assume no initial data given, instead we assume that two conditions are given The problem IP 1(a) has been discussed in [36] . We discuss IP 1(b) in this paper.
In the case of IP 1(b), by the change of variables, the problem (4.20)-(4.24) and (4.26) is equivalent to finding λ(x) such 
Integrating the difference of φ multiplying (4.50) and v multiplying (4.53), we have 
, then we have the uniqueness λ 1 = λ 2 . Now we present an algorithm for construction of λ(x). Let ψ(x) be the solution of the eigenvalue problem
which has eigenvalues and eigenfunctions 1] , is equivalent to assuming that we can determine the rate of growth of the tumor cells at t = T . Since this may not be the case, we will have to use incomplete information to find out whatever we possible to find.
Assuming λ(x) is from a suitably chosen compact set, say, from {λ ∈ C [0, 1] : λ ≤ M} for some constant M, we will find a set of minimizers of J(λ), in which we may find the true λ.
From a mathematical aspect, we may assume that {ω(·, ξ ) : ξ ∈ O} is complete in L
2
[0, 1]. Then β(ξ ) = 0 in (4.62) implies λ = 0, a.e. [0, 1] . Therefore, the theory of Tikhonov regularization for Fredholm equations of the first kind may be applied, and the minimizers of the cost function (4.63) {λ } converge to the unique solution of the inverse problem λ, as → 0.
Conclusion
We presented a mathematical analysis for an inverse problem of using a free boundary problem model to diagnose the growth tendency of DCIS. The problem is formulated as an inverse problem of the free boundary problem of a partial differential equation. This problem has not been studied before. A better understanding of this problem may enable scientists to develop mathematical methods to support the diagnosing process of DCIS.
Our analysis shows that if we have information of the tumor pattern, and some information related to its growth rate with time, which may be obtained through an incisional biopsy, then we can use a regularized minimization method to determine the coefficient function of the free boundary problem model of DCIS, hence to estimate the growth tendency of the tumor.
Since this is a rather simple model that neglects accounting for some important factors such as tumor cell density, etc., further study is necessary. Nevertheless, this result shows a way to use mathematical model in the diagnostic process of the growth tendency of DCIS. Therefore, it is worth to further study.
In finishing the paper, we outline a way of using the inverse problem to study the full model of DCIS. From the clinical data obtained by one of the four methods, we solve the corresponding inverse problem, to obtain the potential λ(x). After λ(x) is known, we can solve the free boundary value problem to obtain the nutrient concentration c(x, t). Using the nutrient concentration c(x, t) estimated from the abovementioned inverse problem and free boundary problem, we obtain coefficients of the system of PDEs (2.1)-(2.5) by formulas (2.6)-(2.8). With known coefficients, the problem (2.1)-(2.5) is solvable.
