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widely developed in the context of software engineering and object-oriented programming [32] . However, their adoption in the context of reactive systems, i.e., systems that maintain an ongoing interaction with their environment, such as CPSs, has been advocated only recently [5, 35, 43] . We provide an overview of A/G contracts starting with a generic representation of a component. We associate with it a set of properties that the component satisfies, expressed with contracts. The contracts are used to verify the correctness of the composition and of the refinements.
Components. A component M = (V , P, B) is an element of a design, characterized by: (i) a set of variables V , including input, output, and internal variables (states); (ii) a set of ports P, including input and output ports; and (iii) a set of behaviors B over variables and ports. Components can be connected together by sharing certain ports under constraints on the values of certain variables. Behaviors are generic. For example, let R + be the set of non-negative real numbers and n S be the cardinality of the set S; then, a continuous behavior over the set of variables and ports V ∪ P is a continuous function s : R + → R n V ∪P , assigning at each time t ∈ R + a real value to the component variables and ports as a result from solving differential equations. Alternatively, a discrete behavior s = s 0 , s 1 , s 2 , . . . is a sequence of assignments to variables and ports recognized by an automaton, where s i ∈ R n V ∪P for all i ≥ 0. For simplicity, we use the same term "variables" to denote both component variables and ports. We also use [[M] ] to denote the set of behaviors of component M. We provide a generic definition of component to emphasize the generality of the associated contract framework. A formal definition of the stochastic systems discussed in this article is given in Section 3.
Contracts. A contract C for a component M is a triple (V , A, G)
, where V is the set of component variables, and A and G are sets of behaviors over V [4] . A represents the assumptions that M makes on its environment, and G represents the guarantees provided by M under the environment assumptions. A component M satisfies a contract C whenever M and C are defined over the same set of variables, and all the behaviors of M are contained in the guarantees of C once they are composed (i.e., intersected) with the assumptions, that is, when [[M] ] ∩ A ⊆ G. We denote this satisfaction relation by writing M |= C, and we say that M is a (legal) implementation of C. However, a component E can also be associated with a contract C as an environment. We say that E is a (legal) environment of C, and write E |= E C, whenever E and C have the same variables and [ 
[E]] ⊆ A.
A contract C = (V , A, G) is in saturated form if the union of its guarantees G and the complement of its assumptions A is coincident with G, i.e., G = G ∪ A, where A is the complement of A. Any contract C can be turned into a contract in saturated form C by taking A = A and G = G ∪ A. We observe that C and C possess identical sets of environments and implementations. In fact, for any component M, we obtain [ 
[M]] ∩ A ⊆ G if and only if [[M]]
⊆ G ∪ A. Such contracts C and C are then equivalent. Saturated forms are used to express the contract operations and relations, and in the formulation of some of the results in this article.
Contract Consistency, Compatibility, and Refinement. A contract is consistent when the set of implementations satisfying it is not empty, i.e., it is feasible to develop implementations for it. For a saturated contract, this amounts to verifying that G ∅, where ∅ denotes the empty set. Let M be any implementation; then C is compatible if there exists a legal environment E for M, i.e., if and only if A ∅. The intent is that a component satisfying contract C can only be used in the context of a compatible environment.
To reason about consistency between different abstraction layers in a design, contracts can be ordered by establishing a refinement relation. We say that C refines C , both in saturated form, written C C , if and only if A ⊇ A and G ⊆ G . Refinement amounts to relaxing assumptions and reinforcing guarantees. Clearly, if M |= C and C C , then M |= C . On the other hand, if E |= E C , then E |= E C. In other words, contract C refines C , if C admits less implementations than C but more environments than C . We can then replace C with C.
2:5
Contract Composition and Conjunction. Contracts can be combined according to different rules. Composition (⊗) of contracts can be used to express complex, system-level requirements by combining simpler component-level requirements. Given contracts C 1 and C 2 , we can then verify the compatibility and consistency of the composite contract C 1 ⊗ C 2 to assess whether there exist implementations of C 1 and C 2 such that their composition is valid. On the other hand, to combine multiple requirements on the same component that need to be satisfied simultaneously, the conjunction (∧) of contracts can also be defined so that if a component M satisfies the conjunction of C 1 and C 2 , i.e., M |= C 1 ∧ C 2 , then it also satisfies each of them independently, i.e., M |= C 1 and M |= C 2 . We refer the reader to the literature, i.e., Refs. [5] and [35] , for the formal definitions and mathematical expressions of contract composition and conjunction.
In the general theory, contract operations and relations are expressed using operations and relations between sets (e.g., intersection, union, complement, and containment). In Section 4, we express some of these operations and relations using operations on logic formulas.
Related Work
Delahaye et al. [13] have recently proposed a generic A/G probabilistic contract framework that can also capture reliability and availability properties using a declarative specification style. Our work differs from this effort in that it is not based on a probabilistic notion of contract satisfaction. In our approach, the notion of contract satisfaction is deterministic. Probabilistic constraints appear, instead, as predicates in the contract assumptions and guarantees. For the same reason, our approach is also different from the recent work by Farahani et al. [18] , which leverages mixed integer programming formulations to generate tractable MPC schemes that can enforce the probabilistic satisfaction of STL formulas.
We express assumptions and guarantees using StSTL, which is an extension of STL [31] . STL was proposed for the specification of properties of continuous-time real-valued signals and has been used in CPS design [35] . A few probabilistic extensions of temporal logics have been proposed over the years to express properties of stochastic systems. Among these, Probabilistic Computation Tree Logic (PCTL) was introduced to expresses properties over the realizations (paths) of finite-state Markov chains and Markov decision processes [22] by extending the Computation Tree Logic (CTL) [9] . While PCTL is interpreted over global system executions and can capture uncertainties about the times of occurrence of certain events, in some applications, we are instead required to capture the uncertainty on the value of a signal at a certain time. This is the case for some bounded reachability properties, e.g., aiming to guarantee that a system variable reaches a desired interval after k steps with a probability greater than p, or for properties capturing the uncertainty on the outcome of a noisy sensor or the predictions of a machine learning algorithm at a given time [42] . By using StSTL, we can express requirements where uncertainty is restricted to probabilistic predicates that do not involve temporal operators. While being expressive enough to cover the applications of interest, this restriction is also convenient, since it enables a straightforward mapping of probabilistic predicates to chance (probabilistic) constraints. Design and verification problems are then converted into chance-constrained optimization and feasibility problems that can be efficiently solved using state-of-the-art algorithms.
Stochastic differential dynamic logic was proposed as an expressive language for the specification and verification of stochastic hybrid systems, including support for stochastic differential equations and a compositional proof approach [38] . More recently, Probabilistic Signal Temporal Logic (PrSTL) [42] , which is closely related to StSTL, has been used to specify properties and design controllers for deterministic systems in uncertain environments, captured by Gaussian stochastic processes. Our work is different since it focuses on developing a comprehensive contract framework that supports both verification and control synthesis tasks. Our framework can reason about a broader class of systems, including linear systems with additive and control-dependent noise and Markovian jump linear systems. Moreover, it supports probabilistic constraints that cannot be captured in tractable closed analytic form by formulating sound and efficient approximations of synthesis and verification tasks.
STOCHASTIC SIGNAL TEMPORAL LOGIC (StSTL)
We use StSTL to formalize requirements for discrete-time stochastic systems and express both contract assumptions and guarantees. However, similarly to STL, StSTL also extends to continuoustime systems. A discrete-time system model can be obtained, for instance, by the discretization of a continuous-time model, for a fixed positive timestep Δt, as is usually done in the analysis of computer-controlled systems.
Stochastic System
We first recall basic notions from probability theory, which we use to define a stochastic system. A probability space is a triple (Ω, F , P), where Ω is a set of outcomes, F is a set of events, and P : F → [0, 1] is a function that assigns probabilities to events [16] . We assume that F is a σ -algebra, i.e., a (nonempty) collection of subsets of Ω such that: (i) if A ∈ F , then A ∈ F ; and (ii) if A i ∈ F is a countable sequence of sets, then ∪ i A i ∈ F [16] . Here, countable means finite or countably infinite.
Elements of a σ -algebra are called measurable sets. An ordered pair (T , T ), where T is a set and T is a σ -algebra over T , is called a measurable space. A function between two measurable spaces is called a measurable function if the pre-image of every measurable set is measurable [16] . Given a random variable (vector) v : Ω → R n v , the σ -algebra generated by v, denoted by F v , is the smallest σ -algebra on Ω that makes v measurable. We also say that v is F v -measurable and use E{v} to denote the expected value of v. Two random variables v and w are independent if for all V ,W ∈ R, P (v ∈ V , w ∈ W ) = P (v ∈ V )P (w ∈ W ), where R denotes the Borel sets, i.e., the smallest σ -algebra containing the open sets.
A random process w : Ω × N 0 → R n w on the probability space (Ω, F , P) endows the probability space with a filtration F = {F k } k ≥0 , i.e., an increasing sequence of σ -algebras. Each element F k of F, F k ⊆ F , denotes the σ -algebra generated by the sequence {w t } k t =0 , while we set F −1 = {∅, Ω} as being the trivial σ -algebra. In the following, we also use the notations {w k } k ≥0 or w 0 , w 1 , . . . to denote a random process. We then consider a discrete-time stochastic system in a classic closed-loop control configuration as shown in Figure 1 , characterized as follows.
Definition 3.1 (Stochastic System).
A stochastic system is a tuple S = (z,x 0 , w, f ), where: -z = (x, u, w ) is the set of system variables, partitioned into state variables x, control input variables u, and environment input variables w, with cardinality n x , n u , and n w , respectively; -x 0 ∈ R n x is the initial state, i.e., the value of the state variables at time 0; -w : Ω × N 0 → R n w is a random process on (Ω, F , P), describing the environment behavior, i.e., the evolution of the environment variables over time;
-f is an arbitrary measurable function; -the state process x : Ω × N 0 → R n x , the control input process u : Ω × N 0 → R n u , and the environment process w satisfy the system dynamics
where x k ∈ R n x is the system state, u k ∈ R n u is the (control) input, w k ∈ R n w is the environment input, all at time k, and u k is a function of the states {x t } k t =0 . Therefore, given the filtration F = {F k } k ≥0 associated with w, both x k and u k are F k−1 -measurable random vectors.
We denote by z = z 0 , z 1 , . . . a behavior of a stochastic system in the sense of Definition 3.1, where
T for all k ≥ 0, and by z H = z 0 , . . . , z H −1 its truncation over the horizon H . On the system behaviors, we state properties expressed by StSTL formulas, as detailed below.
StSTL Syntax and Semantics
StSTL formulas are defined over atomic predicates represented by chance constraints of the form
where μ is a real-valued measurable function, v is a random variable on the probability space (Ω, F , P), and p ∈ [0, 1]. The truth value of μ [p] is interpreted based on the satisfaction of the chance constraint, i.e., μ [p] is true (denoted with ) if and only if μ (v) ≤ 0 holds with probability greater than or equal to p. StSTL also supports deterministic predicates as a particular case. If μ (v) is deterministic, then μ [p] holds for any value of p if and only if μ (v) ≤ 0 holds. In this case, we can omit the superscript [p] . We define the syntax of an StSTL formula as follows:
where μ [p] is an atomic predicate, ψ and ϕ are StSTL formulas, t 1 , t 2 ∈ R + ∪ {+∞}, and U is the until temporal operator. Other operators, such as conjunction (∧), weak until (W), eventually (F), or globally (G) are also supported and can be expressed using the operators in Definition (3), e.g.,
While time intervals are generally defined over the real line, in this article, we use StSTL formulas to reason about discrete signals (sequences). Therefore, in the following, we assume that all the time values are integer numbers. Let z be a system behavior and ϕ be an StSTL formula. We say that ϕ holds at time k of z, written (z, k ) |= ϕ, if and only if ϕ holds for the remainder of the sequence starting at time k. We also say that z satisfies ϕ, written z |= ϕ, if (z, 0) |= ϕ. The semantics of an StSTL formula can be defined recursively as follows:
where, for clarity, we also list the definition for the globally operator. As an example, (z, k ) |= with the exception that the atomic predicate has the form μ (v) ≤ 0 rather than μ (v) > 0, as in STL. We highlight below basic differences between the semantics of StSTL and other probabilistic logics. PCTL [22] is interpreted over the behaviors of finite-state Markov chains, which is a special case of the stochastic system in Definition 3.1. In discrete Markov chains, a path from state x 0 is an infinite sequence of states x = x 0 , x 1 , . . . , i.e., a system behavior starting at x 0 . PCTL formulas are interpreted according to a probability measure P on paths; for example,x |= P ≥p (G ≤H μ) holds if and only if a path starting atx satisfies μ for all k less than or equal to H with probability at least p, i.e., P{x |x 0 =x ∧ (∀ i ∈ [0, H ] : x i |= μ)} ≥ p. Therefore, in PCTL, probabilistic predicates can only be expressed over path formulas; temporal operators appear only in path formulas and can only be used inside the scope of a probability operator P. On the other hand, StSTL admits only probabilistic predicates over the system states at a certain time, but allows specifying temporal formulas over these predicates; in StSTL, temporal operators can only be used outside of the scope of a probability operator. To show how these differences reflect on the semantics of the globally operator in our example, we observe that the following inequalities hold:
where the second inequality stems from the fact that the probability that a path (starting at x 0 ) satisfies μ for all times in [0, H ] is less than the probability that a path satisfies μ at a single time in
Finally, when compared to PrSTL [42] , StSTL also differs in the interpretation of the negation of an atomic predicate. In PrSTL, we write that (z, t ) |= λ ϵ t α t holds for an atomic predicate λ ϵ t α t if and only if P{λ α t (z t ) < 0} > 1 − ϵ t . However, the negation (¬) is interpreted in a probabilistic sense and refers to the probability of the complement event, i.e., (z, t ) |=¬λ ϵ t α t holds if and only if P{λ α t (z t ) > 0} > 1 − ϵ t . As a result,¬λ ϵ t α t and λ ϵ t α t can be true at the same time and the principle of excluded middle does not hold in PrSTL; StSTL retains, instead, the standard semantics of logic negation and the principle of excluded middle.
PROBLEM FORMULATION
We can concretely express the sets of behaviors A and G in a contract using temporal logic formulas [35] and, in particular, StSTL formulas. We then define an StSTL A/G contract as a triple (V , ϕ A , ϕ G ), where ϕ A and ϕ G are StSTL formulas over the set of variables V . The saturated form of (V , ϕ A , ϕ G ) can be achieved by setting ϕ G := ϕ A → ϕ G . The main contract operators can then be mapped into entailment of StSTL formulas. We define below the verification and synthesis problems addressed in this article.
Problem 1 (Contract Consistency and Compatibility Checking). Given a stochastic system S and a bounded StSTL contract
C = (z, ϕ A , ϕ G ) on the system variables z, determine whether C is consistent (compatible), that is, whether ϕ A → ϕ G (ϕ A ) is satisfiable.
Problem 2 (Contract Refinement Checking). Given a stochastic system S and bounded StSTL contracts
C 1 = (z, ϕ A1 , ϕ G1 ) and C 2 = (z, ϕ A2 , ϕ G2 ), on the system variables z, in saturated form, de- termine whether C 1 C 2 , that is, ϕ A2 → ϕ A1 and ϕ G1 → ϕ G2 are both valid.
Problem 3 (Synthesis from Contract). Given a stochastic system S, a bounded StSTL contract
C = (z, ϕ A , ϕ G ) on
the system variables z, and time horizon H , determine a control sequence
Example 4.1. We consider a stochastic system S 1 described by the following dynamics:
where
T follows a standard Gaussian distribution, i.e., w k ∼ N (0, I ) for all k ≥ 0, I being the identity matrix, and w 0 , w 1 , . . . are independent. We assume that the first state variable at time 0, [1, 0]x 0 , is in the interval [1, 2] and we require that, with probability smaller than 0.7, the first state variable at time 2 does not exceed 1. We can formalize this requirement with the following StSTL contract C 1 = (ϕ A1 , ϕ G1 ) in saturated form:
, (5) where we use the matrix multiplication notation [1, 0]x k to indicate the first state variable at time k and, for brevity, we drop the set of variables in the contract tuple. Assumptions and guarantees are expressed by logical combinations of arithmetic constraints over real numbers and chance constraints, all supported by StSTL. We intend to verify the consistency of C 1 . Given the assumption on the distribution of w k , it is possible to show that there exists a constant matrix Λ
F −1 is the inverse cumulative distribution of a standard normal random variable, and . 2 is the 2 -norm. Hence, the contract is consistent if and only if there exists (x 0 , u 0 , u 1 ) that satisfies
To solve this problem, we can translate Formula (7) into a mixed integer program by applying encoding techniques proposed in the literature [3, 40] . However, since one of the constraints in Formula (7) is non-convex, using a nonlinear solver may be inefficient and usually requires the knowledge of bounding boxes for all the decision variables. Moreover, tractable analytical expressions of chance constraints may not be even available in general [33] . Similar considerations hold for the problems of checking compatibility, refinement, and for the generation of MPC schemes.
Sections 5 and 6 address the issue highlighted in Example 4.1 by providing techniques for systematically computing mixed integer linear approximations of chance constraints and bounded StSTL formulas for three common classes of stochastic linear systems. To effectively perform the verification and synthesis tasks in Problems 1-3, we look for both under-and over-approximations of StSTL formulas. For example, if the under-approximation of Formula (7) is feasible, then we can conclude that C 1 is consistent. However, infeasibility of the under-approximation is not sufficient to conclude about contract inconsistency; for this purpose, we need to prove that the overapproximation of Formula (7) is infeasible. When tractable closed-form translations of chance constraints are available, the formula under-and over-approximations coincide and provide an equivalent encoding of the satisfiability problem. Otherwise, our framework provides under-and 1 Details on how to compute such a matrix Λ 1/2 1 and the deterministic constraint are provided in Section 5. over-approximations in the form of mixed integer linear constraints. We start by discussing the translation of atomic predicates.
MIXED INTEGER PROGRAM TRANSLATION OF CHANCE CONSTRAINTS
Our goal is to translate chance constraints into sets of deterministic constraints that can be efficiently solved and provide a sound formulation for our verification and synthesis tasks. Since approximation techniques depend on the structure of the function μ in the chance constraint and the distribution of z k at each time k, we detail solutions for three classes of dynamical systems and chance constraints that arise in various application domains. We denote by S (μ [p] ) ≤ 0 the under-approximation of the chance constraint, i.e., the set of mixed integer constraints whose feasibility is sufficient to guarantee the predicate satisfaction. Similarly, we denote by N (μ [p] ) ≤ 0 the chance constraint over-approximation, i.e., the set of constraints whose feasibility is necessary for the predicate satisfiability. For simplicity, we present approximations of a nonlinear constraint consisting of a linear constraint. Piecewise-affine approximations can also be used to arbitrarily improve the approximation accuracy [6] at higher computation costs.
Linear Systems with Additive and Control-Dependent Noise
We consider the class of stochastic linear systems governed by the following dynamics
where w 0 , w 1 , . . . are independent and
. . , N }, are constant matrices and vectors, respectively. The mean vectorw k is the expected value of w k , i.e.,w k = E{w k }, while the covariance matrix Θ k is a matrix whose element in the i, j position is the covariance between the i-th and j-th elements of w k , i.e.,
The resulting matrix B k and vector ζ k are stochastic and model, respectively, a multiplicative and additive noise term. This model has been used, for instance, to represent motion dynamics under corrupted control signals [23] or networked control systems affected by channel fading [17] . Requirements such as policy gains or bounds on the states for these systems are often expressed by the following chance constraint:
The next result provides an exact encoding of Constraint (9) . Let
T be the vector of the control inputs from u 0 to u k . We denote by Θ (l 1 l 2 ) k the l 1 -th row and l 2 -th column element of the covariance matrix Θ k , and by F −1 the inverse cumulative distribution function (ICDF) of a standard normal random variable. For p ∈ [0, 1], the ICDF of a random variable Y determines, where possible, a value y such that P{Y ≤ y} is equal to p. Intuitively, the ICDF is the value that is associated with an area under the probability density function of a random variable. For a normal random variable, F −1 exists and is unique if 0 < p < 1, which is the case considered in Theorem 1. If p is equal to 0, Constraint (9) is always true. If, instead, p is equal to 0, then we interpret Constraint (9) as the deterministic constraint μ (z k ) ≤ 0. Theorem 1. Let 0 < p < 1 in Constraint (9) on the behaviors of the system in Equation (8) ; then, Constraint (9) is equivalent to
where λ 1 is given by
and λ 2 is an 2 -norm of the system inputs
The scaling matrix Λ 1/2 k−1 is deterministic and can be computed as a square root matrix of Λ k−1 , obtained as follows:
Proof. The state x k of the stochastic system in Equation (8) is a linear function of the Gaussian sequence {w t } k−1 t =0 ; hence, it is known to follow a Gaussian distribution. This also applies to μ (z k ). In fact, by substituting Equation (8) into the expression for μ (z k ), we obtain
Therefore, μ (z k ) is linear in the random variables w t −1,l , t ∈ {1, . . . , k }, l ∈ {1, . . . , N }, and also follows a Gaussian distribution. Next, we derive the mean and the standard deviation of μ (z k ).
Since the random vector w t −1 follows the Gaussian distribution N (w t −1 , Θ t −1 ), the expectation of its l-th element w t −1,l isw t −1,l . Let λ 1 = E{μ (z k )} be the expectation of μ (z k ). Then, we obtain
which is Equation (11) . To derive the standard deviation of μ (z k ), we first rewriteμ k = μ (z k ) − E{μ (z k )} into a more compact form,
where B k−1 and Z k−1 are random matrices defined as follows
Then, we obtain
and, by renaming the positive semidefinite matrix
we can finally write
saying that λ 2 in Equation (12) corresponds to the standard deviation of μ (z k ). The full expression for Λ k−1 in Equation (15) can be obtained by computing the expectation and observing that, for all t ∈ {1, . . . , k }, E{w t,l } = 0 and
, which leads to Equation (13) . Finally, the chance Constraint (9) on the random variable μ (z k ) following the distribution
which corresponds to Constraint (10), as we wanted to prove.
In Inequality (10), λ 1 is a linear function of its variables, and λ 2 is an 2 -norm of the system inputs. While Constraint (10) is convex when p ≥ 0.5, this is no longer the case for p < 0.5. In both cases, we provide an efficient linear approximation by applying the following classical norm inequalities
to derive lower and upper bound functions λ u 2 and λ l 2 for the function λ 2 as follows:
where e T j is the j-th row of the identity matrix I and n u is the dimension of u k . Then, an underapproximation S (μ [p] ) ≤ 0 for Constraint (10) is given by
where we account for the fact that F −1 (p) is non-negative for p ≥ 0.5, and negative otherwise. Similarly, an over-approximation N (μ [p] ) ≤ 0 can be obtained as follows:
Markovian Jump Linear Systems
Markovian jump linear systems are frequently used to model discrete transitions, for instance, due to component failures, abrupt disturbances, or changes in the operating points of linearized models of nonlinear systems [12] . They are characterized by the following dynamics
where A k , B k , ζ k are all functions of w k , and the sequence {w k } k ≥0 is a discrete-time finite-state Markov chain. We assume that, for all k, w k takes a value w l k ∈ {w 0 , . . . ,w N }. (9) for on a Markovian jump linear system is given by the following result.
Theorem 2. Chance Constraint (9) on the behaviors of the system in Equation (18) is equivalent to the following MIL constraints 
Proof. For a given scenario w [l 0 ,l k −1 ] for the Markovian jump linear system in Equation (18), the system state x k is a deterministic function of
We can then express the constraint μ (z) = a T x k + b T u k + c ≤ 0 using the function λ, computed as in Equation (20) . The probability P{a T x k + b T u k + c ≤ 0} can be computed by considering all the possible scenarios for w [0,k−1] as follows:
Whether the constraint a T x k + b T u k + c ≤ 0 is satisfied or not for a given scenario w [l 0 ,l k −1 ] is a deterministic event; hence, the probability
≥ p reduces to the first constraint in System (19) , where the probability
} is given by the transition probability matrix of the Markov chain. The second set of constraints in System (19) directly descends from the definition of b (w [l 0 ,l k −1 ] ). Therefore, Constraints (19) and (20) provide an exact encoding of Constraint (9) for a Markovian jump linear system, which is what we wanted to prove. The implication in System (19) can be translated into MIL constraints using standard techniques [45] .
Deterministic Systems with Measurement Noise
A system characterized by deterministic dynamics that are not perfectly measurable can be used to represent uncertainties in perception, e.g., in the detection of environment obstacles to the trajectory of autonomous systems [42] . Specifically, we consider a system
subject to constraints of the form
where w k , for all k ≥ 0, are independently distributed according to the normal distribution N (w k , Θ k ). As for the system in Section 5.1, an exact translation of Constraint (22) [42] leads tō
which may result in a non-convex constraint. Again, by using norm inequalities to bound the 2 -norm in Constraint (23), we provide an under-approximation of Constraint (22) in the form
where e j is the j-th column of the identity matrix and n ξ is the dimension of ξ k , and an over-approximation in the form 
Constraint (24) Constraint (25) 
MIXED INTEGER PROGRAM ENCODING OF BOUNDED StSTL FORMULAS
We present algorithms for the translation of bounded StSTL formulas into mixed integer constraints on the variables of a stochastic system. An MIP under-approximation of an StSTL formula ψ is a set of mixed integer constraints C S (ψ ) whose feasibility is sufficient to ensure the satisfiability of ψ . An MIP over-approximation of ψ is a set of mixed integer constraints C N (ψ ), which must be feasible if ψ is satisfiable.
MIP Under-Approximation
We construct an MIP under-approximation C S k (ψ ) of a formula ψ by assigning a binary variable
We then traverse the parse tree ofψ and associate binary variables with all the sub-formulas inψ . Following the semantics in Section 3.2, the logical relation between ψ and its sub-formulas is then recursively captured using mixed integer constraints. The translation terminates when all the atomic predicates are translated.
Our encoding is different from the ones previously proposed for deterministic STL formulas [40] , in that the truth value of the Boolean variable b associated with each atomic predicate (μ ≤ 0) is not equivalent to the predicate satisfaction. Instead, b = 1 is only a sufficient condition for predicate satisfaction, as we are only able to associate b with an under-approximation S (μ [p] )(z k ) ≤ 0. Because b = 0 cannot encode the logical negation of the predicate, we deal with atomic predicates and their negations separately. Specifically, we convert any formula into its negation normal form and associate distinct Boolean variables, e.g., b andb, with each atomic predicate and its negation, respectively. We use both b andb to translate any Boolean and temporal operator involving the predicate or its negation in the formula. We illustrate this approach on some special cases below.
implies the feasibility of a sufficient condition for (z, k ) |= μ [p] by the following constraint
where M is a sufficiently large positive constant ("big-M" encoding technique) [45] , and 
Otherwise, we recall that
To bring this predicate into a standard form, we require that P (−μ (z k ) + ϵ ≤ 0) ≥ 1 − p + ϵ, where ϵ > 0 is a sufficiently small real constant. We can then use the encoding in Constraint (26) to obtain (ϕ) is then translated into mixed integer linear constraints using standard techniques [3, 40] . ψ = ¬G [t 1 ,t 2 ] ϕ: When globally is negated, we augment C S k (ψ ) with the mixed integer linear constraint b
showing how we push the negation of a formula to its sub-formulas in a recursive fashion until we reach the atomic predicates. For brevity, we omit the encoding of the other temporal operators, which directly follows from the semantics in Section 3.2 and the approach in Constraints (29) and (30) . If Constraints (26) and (28) Proof. We proceed by induction and first prove the theorem for the atomic predicates μ [p] and ¬μ [p] . We observe that C S k (μ [p] ) is equivalent to the conjunction of the constraint
is a sufficient condition for the satisfaction of the predicate, we conclude (z * , k ) |= μ [p] . Similarly, the feasibility of C S k (¬μ [p] ) implies (z * , k ) |= ¬μ [p] using Constraint (27) . We now consider a formula ψ such that Theorem 3 holds for all its sub-formulas. As an example, we discuss the case ψ := ϕ 1 U [t 1 ,t 2 ] ϕ 2 ; the same proof structure can be applied to other temporal or logical operators. In our case, C S k (ψ ) contains the conjunction of the following constraints
are feasible. Since Theorem 3 holds for ϕ 1 and ϕ 2 , we also have 2 , which is what we wanted to prove.
It is possible that both the C S k (ψ ) and C S k (¬ψ ) under-approximations are infeasible, in which case we cannot make any conclusion on whether ψ or ¬ψ are satisfiable. To conclude on the unsatisfiability of a formula, we resort to an MIP over-approximation.
MIP Over-Approximation
We generate an over-approximation of ψ by associating a binary variable b N k (ψ ) with ψ and by seeking for a set of mixed integer constraints
Creating an over-approximation only differs in the interpretation of the atomic propositions, since we now use deterministic mixed integer constraints that are necessary for the satisfaction of the chance constraints in the formula. As in Section 6.1, we deal with an atomic predicate and its negation separately, and provide necessary conditions for their satisfaction as follows.
) is false. We, therefore, add the following mixed integer constraint:
where M is a large enough positive constant [45] .
If an over-approximation N (¬μ [p] )(z k ) ≤ 0 is available, then we add a binary variable b N k (¬μ [p] ) and the mixed integer constraint
Otherwise, since
Other logic and temporal operators are encoded as in Section 6.1. By similar arguments, we obtain the result below. Proof. We prove that (z, k ) |= ψ is sufficient for the feasibility of C N k (ψ ) by induction. First, let ψ be the atomic proposition μ [p] . Since N (μ [p] )(z k ) ≤ 0 is a necessary condition for the satisfaction of μ [p] , we obtain
is satisfiable, the conjunction of Constraint (31) and b N k (μ [p] ) = 1 holds, which is equivalent to the feasibility of C N k (ψ ). A similar argument can be used for ¬μ [p] .
Whenψ is a generic formula, let Theorem 4 hold for the sub-formulas ofψ . Then, if a sub-formula is satisfiable, its over-approximation is feasible. For example, we consider ψ := ¬(ϕ 1 U [t 1 ,t 2 ] ϕ 2 ); the same proof structure can be applied to other temporal or logical operators.
j=0 (z, k + j) |= ¬ϕ 1 ) being true, meaning that for all i ∈ [t 1 , t 2 ], either (z, k + i) |= ¬ϕ 2 holds or there exists j ∈ [0, i − 1] such that (z, k + j) |= ¬ϕ 1 . Since both ¬ϕ 1 and ¬ϕ 2 are sub-formulas of ψ , (z, k + i) |= ¬ϕ 2 and (z, k + j) |= ¬ϕ 1 imply, respectively, that C N k+j (¬ϕ 1 ) and C N k+i (¬ϕ 2 ) are feasible. We deduce that for (34) , and b N k (ψ ) = 1.
CONTRACT-BASED VERIFICATION AND SYNTHESIS
We formulate verification and synthesis procedures that leverage under-and over-approximations of bounded StSTL contracts to solve Problems 1-3 for the classes of stochastic systems introduced in Section 5. Our first result provides sound procedures to check contract consistency and compatibility (Problem 1). 
is feasible, then ϕ A is satisfiable, which indicates that C is compatible. On the other hand, by Theorem 4, if C N 0 (ϕ A ) is infeasible, then ϕ A is unsatisfiable, hence, C is incompatible. The results on consistency can be obtained in the same way.
The following result addresses refinement checking (Problem 2). Theorem 6. Let S be a stochastic system belonging to one of the classes introduced in Section 5 (Table 1) 
, then the following hold:
The proof proceeds as in Theorem 5 by directly applying the definition of contract refinement. By Theorem 4, if C N 0 (¬ψ 1 ) and C N 0 (¬ψ 2 ) are infeasible, then ¬ψ 1 and ¬ψ 2 are unsatisfiable, hence ψ 1 and ψ 2 are valid. We therefore obtain that ϕ A2 → ϕ A1 and (ϕ A1 → ϕ G1 ) → (ϕ A2 → ϕ G2 ) are valid, hence C 1 C 2 by definition. Similarly, C S 0 (¬ψ 1 ) or C S 0 (¬ψ 2 ) being feasible implies that either ψ 1 or ψ 2 are not valid formulas by Theorem 3. We therefore conclude that C 1 C 2 holds.
The above decision procedures are not complete. For instance, it is possible that C S 0 (ϕ A ) is infeasible and C N 0 (ϕ A ) is feasible, in which case we are not able to conclude on the satisfiability of ϕ A . In this case, it is possible to replace a single linear under-or over-approximation of a chance constraint with piecewise-affine approximations that are made increasingly more accurate until either C S 0 (ϕ A ) becomes feasible or C N 0 (ϕ A ) turns to be infeasible. Finally, as an application of Theorem 5, we provide a framework for the design of stochastic MPC schemes using StSTL contracts. We show how a stochastic optimization problem can be generated by enforcing contract consistency on the system in Figure 1 to obtain a control sequence, which solves Problem 3.
Example 7.1 (Generation of Stochastic MPC Schemes).
In stochastic MPC, the controller measures the plant state x k at time k and derives a control input u k by solving a stochastic optimization problem. The plant state x k+1 is a function of u k and the random external signal w k according to the system dynamics. Given a stochastic system as in Definition 3.1, where the environment input (disturbance) w k at each time k follows a distribution D k and w 0 , w 1 , . . . are independent, let the bounded StSTL contract C = (Qx 0 − r ≤ 0, ϕ) capture the system requirement that ϕ be satisfied if the initial state x 0 is in the polyhedron represented by the set of linear inequalities Qx 0 − r ≤ 0 for a fixed matrix Q and vector r .
Control synthesis can then be formulated as the problem of finding a control sequence u that makes C consistent and optimizes a predefined cost, e.g., the overall control effort. For a finite horizon H , this translates into requiring that the guarantees of C are satisfiable in the context of its assumptions; hence, the conjunction of the following constraints
must be feasible, while optimizing a cost function J H (x 0 , u H ). J H can be, for instance, the ∞ -norm of the control signal over the horizon, which translates into a linear constraint. By calling ψ := (Qx 0 − r ≤ 0) → ϕ and using Theorem 5, we can finally solve this problem using the underapproximation C S 0 (ψ ) obtained as described in Section 6 over the horizon H , which provides the following stochastic optimization problem:
to be executed in a receding horizon fashion. It is then possible to extend previous results on the generation of MPC schemes for mixed logical dynamical systems subject to STL specifications [3, 40] to stochastic linear systems. The approach illustrated in this example is a special case of contract consistency checking, which can be applied to any stochastic system and contract that satisfy the assumptions of Theorem 5.
CASE STUDIES
We implemented the verification and synthesis procedures in Section 7 in the Matlab toolbox Stochastic Contract-based Analysis and Synthesis (SCAnS) [1] . As shown in Figure 2 (a), SCAnS receives as inputs a system description in one of the classes of Section 5, a set of bounded StSTL contracts, a time horizon H , and a set of verification or synthesis tasks. In the verification flow, SCAnS computes under-and over-approximations of contract assumptions and guarantees, and performs consistency, compatibility, and refinement checking of user-defined contracts using the results of Theorems 5 and 6. In the synthesis flow, SCAnS follows the procedure in Example 7.1 to generate a stochastic optimization problem from a user-defined contract, which can be executed in a receding horizon scheme. Because the underlying decision procedures are incomplete, SCAnS may also return UNKNOWN.
We illustrate the effectiveness of our approach on a number of examples. In Section 8.1, we utilize both under-and over-approximations of StSTL formulas to perform contract compatibility, consistency, and refinement checking. In Section 8.2 we use a formula under-approximation to synthesize an MPC controller for an aircraft power distribution network (Figure 2(b) ). SCAnS uses Yalmip [29] to formulate mixed integer programs, Gurobi [21] to solve mixed integer linear programs (MILPs), and bmibnb (in Yalmip) to solve mixed integer nonlinear programs. All experiments ran on a 3.2GHz Intel Core i5 processor with 4GB memory.
Contract-Based Verification
We first consider the system S 1 in Example 4.1 and check compatibility and consistency for the contract C 1 given by the formulas in Definition (5) . By applying Theorem 5 and the underapproximation in Section 6.1, we find that C S 0 (ϕ A1 ) is feasible and so is C S 0 (ϕ A1 → ϕ G1 ). Therefore, C 1 is both compatible and consistent. Since the system is in the class of Section 5.1, our encoding uses Constraints (16) and (17) . Given a contract C 2 defined as follows:
we can also check that C 2 C 1 by using the results in Theorem 6. We then consider a system obtained from S 1 in Equation (4) by redefining the dynamics as follows:
where A is a Jordan matrix constructed by extending the block of dimension 2 in Equation (4). We can then investigate the effectiveness of the proposed approximation as we increase the system dimension n x . Contract refinement checking on a system with 200 state variables took about 20ms using the proposed approximate encoding, which is a 20× reduction in execution time with respect to the exact encoding. A similar performance was observed for contract compatibility and consistency checking. Finally in this section, we consider a Markovian jump linear system S 2 with the following dynamics and transition matrix P:
where w k can evaluate to 0 or 1 with equal probability. For S 1 and S 2 , we investigate the scalability of our methods with longer horizon formulas and nested temporal operators. Specifically, by keeping the assumptions as in Definition (5), we consider the following three definitions for the guarantees of contract C 1 : (38) and, similarly, the corresponding three cases for the guarantees of C 2 :
(39) Table 2 reports the performance of our methods on three verification tasks. For S 1 , the number of constraints, variables, and the execution time obtained using the approximate encoding in Constraints (16) and (17) are compared against the ones obtained with the exact, nonlinear (19) . This formulation causes the number of possible system trajectories, hence the number of constraints and the solution time, to increase exponentially. However, problems with more than 200,000 constraints can still be solved in about 500s. While MILPs are NP-hard, and the worst-case computational complexity is exponential in the number of constraints and variables, our case studies can still benefit from the empirical performance advances of state-of-the-art MILP solvers [2] . The exact encoding for S 1 generates, instead, nonlinear problems, whose execution time is significantly affected by the heuristic strategies implemented by the solver, and often exceeds a timeout limit of 2,000s, to be contrasted with the tens of milliseconds achieved by the proposed under-and overapproximations.
Requirement Analysis and Control Synthesis for Aircraft Power Distribution
An aircraft power system distributes power from generators (engines) to loads by configuring a set of electronic control switches denoted as contactors [37] . As shown in the simplified diagram of Figure 2 (b), physical components of a power system include generators (GEN), AC and DC buses, Transformer and Rectifier Units (TRUs), contactors (C1-C11), loads, and batteries. The controller, which is also denoted as Load Management System (LMS) and is not shown in the figure, dynamically determines the configuration of the contactors to provide the required power to the loads, while being subject to a set of constraints, e.g., on the battery charge level. A hierarchical LMS structure was proposed for aircraft power systems; this structure adopts two controller levels and is based on a deterministic model of the system [30] . A high-level LMS (HL-LMS) operates at a lower frequency (e.g., 0.1Hz) and provides advice on the contactor configuration as obtained by solving an optimization problem. The control objective is to provide power to the highest number of loads at each time (minimize load shedding) and reduce the switching frequency of contactors, hence the wear-and-tear associated with switching. A low-level LMS (LL-LMS), working at a faster frequency (e.g., 1Hz) takes critical decisions to place the system in safety mode by shedding non-essential loads every time a generator fails. The LL-LMS accepts the suggestion of the HL-LMS only if it is safe. We refer the reader to the reference design [30] for a detailed discussion of the coordination between HL-LMS and LL-LMS. In this section, we focus on the design of the HL-LMS under probabilistic requirements. A controller based on stochastic MPC has been recently proposed for a similar power system model [44] . We show that SCAnS is able to automatically design a controller that follows the same approach but can handle a richer set of specifications.
We adopt the same model for the system architecture and the dynamics as in the reference design [30] . The system state is represented by the state of charge of the batteries, which are allowed to, respectively, discharge or charge when the generator power is insufficient or redundant with respect to the load power. The system contains a number of generators N s = 3 and a number of AC (DC) buses N b = 2, where each bus must be connected to a functional generator or TRU to receive power. Each DC bus has N sl = 10 sheddable loads, N nsl = 10 non-sheddable loads, which are shown as lumped components in Figure 2(b) , and a battery. The maximum power supplied by the three generators is 100kW (GEN1), 100kW (GEN2), and 85kW (GEN3), respectively. However, differently from the reference design [30] , the power demand of each load is now a Gaussian random variable. The average power demand assumes the values in Table II of our reference [30] , while the variance is set to be 10% of the average value, which is consistent with the modeling assumptions typically adopted in the literature on stochastic control of smart power grids (see, e.g., Ref. [41] ).
We use StSTL to express the control specification ψ for the HL-LMS, involving both deterministic constraints on the network connectivity [30] and stochastic constraints on the battery levels. Sample requirements in ψ , over a time horizon of 20 steps, are formalized as follows:
-The battery charge level B j shall not be less than 0.3 with probability greater than or equal to 0.95, i.e., G [1, 20] 
By calling ψ the conjunction of all the system requirement assertions, such as the ones above, the system-level contract is 
where the binary variable c j,l indicates the state of the contactor connecting bus j with the sheddable load l, namely, "open" (c j,l = 0) or "closed" (c j,l = 1). Loads and buses have different priority levels that should be taken into account when deciding which load should preferably be disconnected or which bus should preferably be powered among the available ones. We encode these priorities by using weighted sums with weights λ c j,l and λ δ m, j , with j ∈ {1, . . . , N b }, l ∈ {1, . . . , N sl }, and m ∈ {1, . . . , N s }. A higher λ c j,l discourages shedding load l from bus j, thus marking a higherpriority load; on the other hand, a higher λ δ m, j discourages connecting bus j to generator m, thus marking a lower-priority bus.
SCAnS was able to verify the consistency of C S using the result in Theorem 5 and generate a stochastic MPC scheme for the HL-LMS. We relied on the mixed integer linear under-approximation of ψ into the constraint set C S 0 (ψ ) because of the large number of variables (more than 400) in the optimization problems. When parsing ψ , deterministic constraints encoding the atomic propositions such as (0.3 − B j ) [0.95] were formulated using Constraints (16) . C S 0 (ψ ) and the control objective formed the optimization problem solved by the HL-LMS every 10s to provide suggestions to the LL-LMS, which can react at every second. We observe that Requirement (41), capturing more complex transient behaviors, was not present in previous formulations [44] , while it could be easily expressed in StSTL and automatically accounted for in our MPC scheme.
In every simulation run, GEN2 is shut down at time 34 to test the response of the LMS. The contactor signals indicating the connection of the three generators to the two AC buses are in Figure 3(a) . First, we observe that the LL-LMS connects GEN3 to bus 2 at time 34 to immediately replace the faulty generator GEN2, before the HL-LMS can respond to this event at time 40. Meanwhile, because the average total power consumption of either bus 1 or bus 2 exceeds 85kW (the maximum power supplied by GEN3), the LL-LMS sheds the loads at time 34 in Figure 3(b) . Conversely, the HL-LMS does not detect this shutdown until time 40. Once a new optimal configuration is computed, as shown in Figure 3(a) , the HL-LMS realizes that GEN2 must indeed be disconnected from bus 2 (Requirement (42)) and proposes a configuration that connects GEN1 and GEN3 alternatively to the two buses. This prevents load shedding (all loads are now powered again) and better resource utilization, since the battery can now be effectively charged when GEN1 is connected and then used to provide extra power when GEN3 is connected. While the switching activity increases in this new configuration, the switching frequency is always compatible with the requirements and minimized by the MPC scheme.
The trajectories of the battery charge level from 50 simulation runs are shown in Figure 4 . We see that the Requirement (40) above 0.4 before time 5, which is consistent with Requirement (41). Finally, the rate of satisfaction of the constraint B j ≥ 0.3, as estimated using 500 simulation runs, is larger than 0.95 at all times, which is consistent with Requirement (40) . One optimization run takes 0.05s on average and 0.24s in the worst case.
