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ABSTRACT
The work reported in this thesis describes the first part of 
a continuing programme of research and development of Nuclear 
Magnetic Resonance Imaging (' Zeugmatography') at the University 
of Surrey.
In recent years techniques have been developed for the localised 
detection of the magnetic resonance of spin I = \ nuclei in vivo. 
Research has shewn that the technique has considerable clinical 
potential, corrbining the attributes of sensitivity to soft tissue 
and some pathological lesions with the absence of 'dose' .
Zeugmatography also has the ability to define and locate one or 
more tomographic images with the flexibility which comes from the 
absence of moving parts within the scanner.
This thesis describes the design and construction of a prototype 
NMR scanner and presents a critical appraisal of the first images 
obtained, In addition a new and powerful method for the simultaneous 
acquisition of multiple tomographic planes is described and demons­
trated. Furthermore, analyses of the problems, of signal acquisition 
and reconstruction are given.
" The theory of NMR Imaging is hideously 
complicated,"
-‘Medicine New', BBC Radio 4 ( 8/9/81 ) 
during a review of medical imaging methods.
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CHAPTER 1
NUCLEAR MAGNETIC RESONANCE IN BIOLOGICAL SYSTEMS
NUCLEAR MAGNETIC RESONANCE IN BIOLOGICAL SYSTEMS
l(i). The Quantum Mechanical Model.
The phenomenon of nuclear magnetic resonance may be described 
using both quantum and classical mechanics. The former allows a 
simple introduction to resonance (for example, why energy is 
absorbed) whilst the latter is particularly useful when discussing 
dynamic or transient effects. I shall first consider the quantum 
mechanical description.
A nucleus may possess a nuclear magnetic dipole moment due to 
the spinning of the charge distribution within it. Such a nucleus 
interacts with an applied magnetic field with a resultant change 
in energy which is given by the Hamiltonian:
H - - A . 3  (11)>^<* <*># ^
where /a  is the magnetic dipole moment
and 6  is the applied magnetic field.
B is the proper symbol for magnetic induction or 'flux density' 
in SI units. Virtually all NMR literature continues to use H as 
well as other units from the CGS system in which B and H are 
numerically equal. However, H refers to the applied magnetic field 
or 'force', whilst B is the induced magnetism.
The magnetic dipole moment is shown as an operator which will 
yield the value of the moment if applied to the wave function of 
the nucleus. The angular momentum of the nucleus is related to its 
magnetic dipole by: A  . .
« y j
where ^ is a scalar called the gyrcmagnetic 
ratio, and is specific for the type 
of nucleus and its state.
The interaction of the magnetic moment with the field is quantised 
because the associated angular momentum can only assume discrete 
orientations in space. When the direction of B is nominally fixed, 
customarily in the z direction in the laboratory frame of reference, 
then the values of momentum in this direction can only be discrete.
A  A
Using then the maximum absolute value of may be
written as *.i , so that we may use the dimens ionless number I 
as a convenient label, the 'spin' of the nucleus. The allowed 
values that Jz may have between-'KI and-ffcT are tlm where 
m = I , 1-1  .... 0...., -I. The Hamiltonian may be written
A
with the new dimensionless operator I . This operator is 
conventionally used in NMR theory.
The interaction energy with the field Bq in the z direction 
is, then,
E = - V 1i.B. r«. (1-3)
and the energy difference between states is (Sfo8 .) . Thus a
nucleus gains or loses this amount of energy in a single transition 
between adjacent levels.
The simplest nucleus to examine, and of which the proton is an 
example, is one with I = \ . It is simple because there are only 
two possible energy states, corresponding to m = + \ , and 
therefore only one transition energy. The phenomenon of resonance 
occurs when photons of this energy are applied to the system.
The energy levels are shewn in Figure 1.1.
__
£1If£
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Figure 1.1. Separation of energy levels as an external field Bq is 
applied.
Transitions will be associated with photons of energy 
o .fcnepi.ar
E j h 8 0  . Thus, u) - - 280 is the*frequency of photons
which must be applied to the system. They are typically in the
radio frequency (rf) range. It is important to note two points:
(i) E  ©c 9 0 I Higher energy photons will be absorbed/emitted in a
higher field.
(ii) u) . Dissimilar nuclei will absorb / emit different
frequencies.
For a more detailed description of the absorbtion of energy
into a spin system ( a collection of spins) , consider an isolated
—  +system in which N and N spins exist in the upper and lower 
states respectively, for nuclei of I = k in a magnetic field Bq. 
The stationary state wave functions may be labelled by their 
values of m .
If an oscillating field , with a frequency co , is applied 
orthogonal to Bq , there is the following extra term in the 
Hamiltonian: (Reference (1) )
H = 2. Jtx. • %, oc*s(oo V) (1.4)
The theory predicting transition probability between the two 
states m and m , corresponding to absorbtion or emission 
of radiation, is well documented ( 2 ). The probability for a 
single transition frcm m to m+ is: ^ (1 .5 )
* y ^ S . '  K « t + I X  j » r > l  -co )
where the Dirac delta function is single valued at the transition 
frequency and is the matrix elonent of the operator
-A.
I . This equation shews that:
(i) The transition probability depends on the strength of .
(ii) The selection rule for transition (that m must change 
by + 1  is re-established, since the matrix element would 
otherwise vanish.
(iii) The absorbtion frequency is single-valued.
In practice, absorbtion lines are broadened by local weak 
fields, the nature of which will be discussed later. The delta 
function is replaced by a line shape function which describes 
the distribution of final states after transition g (u7 ). This 
is very often a Lorentzian shape.
The matrix elements may be evaluated (3 ) and
I ' C m ^  1 rn y  \ - ( < l m "  \ ~  4 -
Thus the transition probability is equal for absorbtion or
emission, and the probability for any spin is:
W  = ’/c,. £aB,a (1-6)
This fact alone will mean that any population difference between
the two states will disappear under the action of the applied 
A
perturbation H . (Spontaneous omissions do occur but much more
rarely). The rate of change of N+ is given by:
dN+/olt * W  ( NT - N+ )
Using N = N+ + N , (constant)
and n = N+ - N*”
then N+ = \ (N + n) and N = \ (N - n) , and this gives:
dn./oLt = —2. Wri­
the solution of which is:
a  - alo) e
-iWtr (1.7)
The initial population difference n(0) between states will 
therefore disappear. This means that, unless another mechanism 
exists for creating population differences, resonance ( a net 
absorbtion or emission of energy by the spin system) will 
disappear permanently. Given that the spins do return to an 
equilibrium state in which there is a population difference, 
another system must exist to accept the energy balance. This 
system is called the 'lattice'.
The tendency for nuclei to align with B and so give up energyo
is opposed by thermal motions and the resulting distribution is the 
usual compromise predicted by the Boltzmann equation:
Now that the system is no longer isolated, the probabilities 
of absorbtion and emission are no longer equal. The rate of
The spin system and lattice together allow energy to be conserved 
during single upward or downward transitions by performing 
reciprocal transitions (Figure 1.2).
(1.8)
d N V ^ t  * N ‘ C U i  ~  N *  C U t
and is zero in the equilibrium condition; ie. the number of 
upward transitions = the number of downward transitions. 
Therefore N "  ^ O j t
(1.9)
N b N|,
Figure 1.2. The two reciprocal transitions for a spin system
of I = % . The spin states are labelled m" and m+ .
The lattice states are a and b .
When the system is outside a polarizing field, N+ and N 
are equal. When the system is placed in the field, the Boltzmann 
distribution is not established immediately. Similarly, after
A
prolonged exposure to the perturbing Hamiltonian H ,the 
population equality relaxes with time. This non-radiative 
exchange of energy with the lattice is characterised by the 
decay constant , called the 1 spin-lattice relaxation time'.
The rate for transition pairs is given by: 
number per second = N- W^_ ' a+
where Wj^^ + is the probability of such a transition
under the condition that the nucleus is in state m and the 
lattice is in state b .
In the steady state, the rate of such transitions is equal
to the rate of the inverse transition:
- i*" „ ..•-» a+ a a+-* b-N Nh Wb_. t _. = . N N_ W_
Quantum theory requires that, for the whole system at equilibrium, 
^b— > a+ Wa+-> b-
so that
N_ = Na (1.10)
The nuclear levels have the same relative populations as do the 
lattice's, so that the spin system is in thermal equilibrium 
with the lattice. Also,
wt = Na Wa+^  ; W  V +  a+ , '
(1.11)
= Nb Wa+->b- 
so that Wt ^ W^ as predicted earlier.
Rewriting dN as d %(N + n)"r
dn = N(W*-Wf) - nCW^+Wt) 
dt
which can be rewritten as
dn = n - n ,
_  o (1.12)
at T
where nQ = N / W4- - Wf \ ; ■ 1 / ^  = . ( W| + W t  )
I w T T w t y
Since the solution is
n = n +_ A exp( -t/ ) (A is a constant) (1.13)
it is clear that nQ represents the equilibrium population difference 
and is the time constant introduced earlier.
a
Thus, under the influence of an applied perturbation H , 
the equalisation of the populations is being opposed by the 
spin-lattice relaxation. Using the earlier equations, it can be 
seen that may be increased so as to overcome the spin-lattice 
relaxation and 'saturate' the sample. However, NMR Imaging uses 
the method of applying in short, high intensity pulses, 
which are applied in order to produce the coherent precession of spins 
contained within an artificially shaped energy distribution.
In this method, resonance is synonymous with a ringing bell after 
being struck, rather than the beating of an applied frequency 
with a natural resonance. The motion of spins under a pulsed 
B^ is best described using well-developed Classical models, and 
by introducing the concept of the rotating frame of reference. I 
will discuss these in the next section.
1 (ii). The Classical Model.
Classically, the magnetic moment of a single nucleus in a 
static magnetic field B experiences a torque, julx8  / equal
<V VM
to the rate of change of angular momentum. This causes to 
precess about B with an angular frequency equal to - ^ 8  I
/V
(Figure 1.3) »
dh
(1.14)
Figure 1.3. Precession of 
moments in the laboratory
(1.15)
We may transform this equation into a reference frame rotating 
at angular frequency co :
- ft: * CtfB + s )
Hence by comparison with eqn. 1.14 we see that the transformation 
to an observer in the rotating frame has replaced the field J3 
by an effective field B ^ ^  , where
Q +
New if oj then B^^^ = 0 and the magnetic moment is
stationary in the rotating frame (equation 1.15 ). This value 
of angular frequency, uJ0 , is called the Larmor frequency and is 
equal to the frequency of precession of g  about B . When IB 
is a static field in the z direction B , we have u j q =-V 8 e • 
Cjjq corresponds exactly to the resonance frequency of the previous 
brief quantum mechanical description.
Resonant transitions are induced by the application of the 
oscillating field B^ perpendicular to Bq. The equation of 
motion then becomes:
° W i t  = < d - x v L B . +  e , u - > 3 (1.16)
If the frame of reference rotates about z with the same frequency 
that has then will be stationary and, for example, in the 
x direction. Thus:
' &  x *  w/g) k + B.t
At resonance tv = uj0f and
d * /ott = (i.i7)
This means that, in the rotating frame, the only field that ytA. 
experiences is about which it precesses with an angular
frequency equal to £o, (Figure 1.4). If m  is initially aligned
A '>*
along the z direction then it will precess about Bn in the 
y - z plane. If the field is applied for a limited time t 
such that the angle of rotation of $ = Y£?, fc-p , then we see that 
may be rotated through any angle by varying the pulse length.
Figure 1.4. A moment, initially 
stationary in the rotating frame 
( x 1 y 1 z) , precesses about .
FftAmC ffomriorv.
The link between Quantum and Classical mechanics is that the 
expectation value of the magnetic mcment follows an equation of 
similar form to equation (1.14) t ( Reference '{£)■)
d < M > /cllT = < m > X  C V S )  u . 18)
Hence for an assembly of identical non-interacting spins,
d-C/du- - v'ra* e
' * eEB £
is the total magnetic mcment of the system. Figure 
1 .5 shows the macroscopic precession of the magnetisation about .
Figure 1.5. All moments precess 
about , c
rotate in the plane.
Consider the magnetisation under the influence of Bq and .
In the classical picture, a pulse which tips the magnetisation 
into the x' y' plane is called a 90° pulse. This leaves the
A
system with no net magnets lation along z . This might be incorr­
ectly compared with saturation in the Quantum mechanical model, 
but in the latter the populations are not only equal but there 
is no net magnetisation in any direction. The difference between 
this and the pulse model is essentially to be found in the magnitude 
of the applied field B . The pulse is a very strong field applied 
for a short time, during which almost no relaxation can occur; the 
magnetisation precesses about it. The field pictured in the Quantum 
model is a weak one, to which the probability of transition is 
proportional; the magnetisation may be pictured as turning slowly 
to align along it, in the x' y' plane.
We How consider what happens to the magnetisation immediately 
after a 90° pulse. The magnetic moments composing M each have 
a slightly different precession frequency, and are therefore not 
completely; stationary in the rotating frame. The distribution of 
frequencies is described by the line shape function cj.Go). There 
is a resultant dephasing of the magnetic moments and a decay to 
zero of the net magnetisation in the x* y' plane. This is called 
the 'free induction decay' (FID). It is the Fourier transform 
of the absorbtion lineshape; if the lineshape is the simple 
Lorentzian shape mentioned earlier, then the FID is purely an
(O
UJ<*><COF^ratne * Freune
Figure 1.6. Decay .of the bulk magnetisation as a function of 
time in (a) a frame rotating at the resonance 
frequency and (b) a frame rotating at another 
frequency, (c) and (d) are the respective Fourier 
transforms
exponential. This is shown in Figure 1.6a . Figure 1.6b shows 
the magnetisation in a frame which rotates more quickly than 
any spin which contributes to the lineshape.
The width of the resonance line gives us a measure of the spread 
of magnitude of the local transverse interactions within the 
sample, assuming the inhcmogeneities in Bq to be negligible.
The time constant for the exponential decay is denoted by .
The decay or relaxation of the transverse (ie. in the x' y' plane) 
magnetisation is due to the exchange of energy between spins, 
and not between spins and the lattice. It is these interactions 
which cause there to be a range of resonant frequencies, but most of 
them are transient interactions and the frequencies lose coherence 
in a way that prevents the signal being rephased. T 2  processes are 
called 'spin-spin' relaxation processes, although both and T 2  
are influenced by interactions between spins.
For NMR Imaging applications, inhonogeneities in Bq daninate 
the shape of cjGjj), the local interactions causing canparitively 
small broadening. In this case, the time constant is denoted
■Jp
by T2  . The decay is not exponential, however, as the lineshape 
in this case is the distribution of the magnetisation throughout 
the sample. Analysis of the shape forms the basis of the Imaging 
technique.
Because there is a range of fields present, all spins dephase 
quickly in the rotating frame. In all cases, the condition for 
all spins to turn coherently during a pulse is that B,^ must 
be sufficiently powerful that it is the only significant field.
The condition on its magnitude is:
»  ‘/-T *  (119)^  *
The applied Bq inhonogeneities are usually static, so that 
the transverse magentisation can be rephased, provided that the 
T2  processes have not permanently dephased the spins. The 
precessions are reversed by the further application of a 180° 
pulse (5 ) and the rephasing magnetisation is called a 'spin 
echo'..
Bloch Equations.
The behaviour of the spin system after a pulse is described 
accurately in a Classical model proposed by Bloch ( 6 ), in a 
series of equations new called the Bloch Equations. They are modelled 
on the following assumptions based on the macroscopic observation 
of the behaviour of the magnetisation,
(!) cl Ml * x in the laboratory frame,
d F "  ~  ~  for uniform B 0  . cf.(1.18)
(2) In a static field B , following a 90° pulse or the .
introduction of unmagnetised samples, the component of
A
M in the z direction tends to an equilibrium value
fflo - , where QC ^  is the magnetic susceptibility and
is the magnetic permeability of the sample.
d S V c L M  - t
and, for instance, a long T indicates a slow return to
equilibrium. The relaxation has an exponential behaviour.
(3) The 'transverse' components of M most decay, exponentially,
v  *
to zero. The time constant is T^ or , whichever is
smaller (more detailed analysis shows that both constants 
in fact combine).
drrV/cii-= ~ rr'oc s~rx y ^ nrV c||. * ~ m »/T,.
Note that the transverse decay is said to exist even though 
this analysis assumes Bq to be uniform; in this sense, 
the equations are approximate, although / R i & t
worst in Imaging.
(4) It is assumed that the motion of spins around B and the'*■* o
relaxation motions may be superimposed.
Hence:
/ d t  = I  T  *  ^ § > 0)3 -
 ^ID * ^ ® * ) x —  C m i - f n . " ) / t ,
Since, however,
m x V S .  - tfc m u e . ,  -  n \ s a ) t/v  °
-+ V C  m . B , -  r n ,  B * ) j
■* % it
and, after the pulse, 6  = 6 * 0 . we have:■ . 3C ^
= m i k, 8 0  -  m *  / t x 
d m v /dh - - r n ^ v S o - ^ / T i  
/dv * - Cnv.-irO /t ,
The first two terms are often written for the magnetisation 
in the rotating frame. If the frame rotates at the frequency 
oj , then the precession in the rotating frame takes place 
at 0 do -cu =• A  to • The value of u > 0  varies between spins 
within the range VVr* • Conventionally, M is written as u,2 X
(1.20)
( 1 .21)
and Miy as v. Also, the rotational sense of the spins should 
be taken into account, since Cos — * 8 0  . Hence:O
*  - ' ' 'C & u O  -  ^ / T l.
m  - lAi-iV (1 .2 2 )
Because this is in the rotating frame, the spread of resonant 
frequencies is important and Acu here may only represent the 
precession of localised spins in the constant field Bq .
l(iii). Molecular Motion and Relaxation Mechanisms in Biological
Systems.
Although NMR is a well-established technique for the analysis
of many chemical compounds, it is the relatively new applications
in biology which are of interest here. Initial studies have
focused on the strong and abundant proton response, although
other I = h nuclei are present. Protons are found in biological
systems in all compounds, but those of interest for NMR Imaging
form part of small molecules, predominantly 1^0. The factors
which dictate the spin relaxation are linked to the degree of
motional freedom of the molecules. In this section, relaxation
mechanisms will be discussed which are applicable to protons
in biological systems, although it is acknowledged that (at least)
31one other nucleus, P (I - h ) is worth studying, and reference 
to this nucleus will be made where appropriate.
The speeds, directions and collisions of molecules in a fluid 
are entirely random. It is possible, however, to know the distri­
bution of times between collisions with other molecules, (ie. 
the most likely duration of a fixed state of motion) even though 
the range of times can be very great. The average time is called 
the 'correlation time1 ,TC .
The intensity of motional frequencies at both the resonant 
frequencyoja and at low frequencies are of great interest. For 
spin-lattice relaxation to occur, energy exchange and therefore 
transitions must be available with the frequency cj0  , and for 
line broadening there must also be steady local fields. In the 
rotating frame, this can be shown as follows.
If M is to be perturbed, it must have a torque acting on it 
due to the influence of a neighbouring nucleus. This torque must 
persist for a significant perturbation, so the perturbing field 
must be stationary in the rotating frame. It is assumed that the 
magnetisation is unrelaxed and has components in the x' , y' 
and z directions. M^ and M^ . are transverse components, and 
processes relaxing these are T2  processes. Mz is the longtitudinal 
component and it is increased (so as to align with Bq) by T^ 
processes.
Equation ( 1.18)stated that:
drTVcUr = rn x v g .
In the case of the microscopic perturbing fields, denoted by h ,
components h^ , h and hz all exist. The vector product is
calculated in full:
(1.23)
(r<\*k) - + j ^ ^ rin^'+ 1 inriy ktt\J
-^ oume^  “ ’» ( rr\x/ — j C —  K k/ (T)^  ^
•* £  ( K^/ r r y  -
This shows that and M interact with both transverse 
and longtitudinal fields, whereas Mz interacts with transverse 
fields only.
Clearly, any field that is stationary in the x' y 1 plane
must be oscillating at frequency cu0  in the laboratory frame,
and hence M is only affected by these high frequency local fields, z
and are also affected by these nuclei, and also by nuclei 
that are stationary in the z direction, ie. that are static or 
slow moving in the laboratory frame.
Generally, then, T^ processes are affected by high frequency 
moderns and T2  processes are affected by both high and low.
This shows inmediately why T 2  is never greater than , and is 
usually less than, T^,
The contribution of the motion of the water molecules to relaxation 
is thus indicated. The system will relax most rapidly when
^  -  ‘ / u > 0
Correlation function and spectral density.
The magnitude of the relaxation processes at any frequency
depends on the mechanism(s) by which the nuclei interact.
Although the frequencies of motion are known to lie within a 
finite range, it is not simply true that the distribution of freq" - 
uencies should have, for example, a Gaussian shape whereby lew 
frequencies occur more than high ones. It is therefore not
intuitively obvious that the frequency u>a should occur more often 
under one set of circumstances than under another. We have 
introduced, the ‘correlation time 1 as the time that randomly 
moving molecules spend between collisions. This term is usually 
defined as the decay constant for a function called the 'correlation 
function', ftC O , which defines the position of a molecule at a time 
^  relative to its position at an initial time h  * 0 . The 
equation
ft C't) * ft. Co) e (1.24)
describes the likelyhood that the position will be different 
(uncorrelated) after a time ; after a long time, it shows 
that the chances of the two positions being correlated (the same) 
is very small.
The range of motional frequencies that are present in the spin 
system may be found frcm the Fourier transform
JTcuj) -- J A X  K't) e " " 11 ti-25)
-«o
where X i s  called the 'spectral 
density function'. (Figure 1*7 )
XCw) r- jort kCo)e~v '**
- P  C ' Y c  /  ( I t  u ' V  ) 1
Note that
where the constant A takes a value 
depending on the nature of the motion, translational or rotational.
UJ
Figure 1.7. The Spectral Density function for various
correlation times . (From Slichter (7 ) )
Because the correlation function has a fixed value at X  ~ 0 
(which depends on the average instantaneous proximity of the spins) 
then the area under J itu ) is constant. J (ou) has been 
drawn for three different values of c ; long, medium and short.
These terms are relative to kA jq ; long means <-u0T c^>\, medium 
cu.Tc~l and short •« \. The latter is known as the 'extreme
narrowing limit', where motion is so fast that T^ = ; note that
under these conditions, J(0) = J(co0) , showing that the motional 
frequencies 0 and do , indeed, occur equally as often.
The most rapid relaxation of the system, however, occurs when 
(jj0 x/xc r because J (cu0) has the. highest intensity and so T^ 
is a minimum.
A value of was estimated for water by Pople et al ( 8  ) . 
Intra-molecular motion was assumed to be characterised by a 
rotational correlation time, and was estimated using the Debye 
model for the drag on a sphere rotating in a viscous medium:
where a. is the radius,
T-c ” Vtto, y  /  2h\ is the viscosity coeff. 
Inter-molecular motion was characterised by a translational 
correlation time, which was assumed to be the time for a molecule 
to diffuse across a relative distance r :
ts = -D
where D is the diffusion 
coefficient (introduced later).
This is then investigated for all values of r.
The value of X c estimated from the rotational model was 
0.35 x 10 1 1  s, verifying that, for water, the extreme narrowing 
condition is in operation. (1 /T^) was ^ourK^  to be 0.26 s
and (1/1^ ) jj^ t-gr was 0.15 s~.v The total value of T^ cs 2.5 s is 
in agreenent with experiments.
These figures also indicate that, at resonant frequencies encountered 
in NMR imaging (typically 10^ rad s * ) that relaxation 
of larger molecules will be faster, since the condition c*/9 cz l/ x c 
will be approached.
In general, because the transition probability between states 
is analagous with the relaxation mechanisms, we expect the rate 
of relaxation R to be
C ' t . )  ( 1 - 26>
where E represents the 
interaction strength and f is seme function of To .
Relaxation mechanisms.
The efficiency of relaxation depends on the interaction 
mechanisms acting on the nuclei. The relaxation rate is given, 
if several mechanisms are available, by
'/t v«. = t 1/ tt,*
-that is, the relaxation has a contribution from each mechanism.
(The subscript indicates that the equation is equally valid for 
both processes.) Possible mechanisms in biological systems are 
now discussed.
Dipole-dipole interaction.
The dominant mechanism for protons is the interaction between 
the dipole moments of the proton and surrounding nuclei, which 
may be in the same molecule (intramolecular) or another (inter- 
molecular) . The proton experiences a magnetic field perturbation 
which may fluctuate at any frequency described by the spectral 
density. Rapid fluctuations may lead to T^  relaxation, and slew- 
moving neighbours will contribute to T^ relaxation.
Intramolecular interactions involve rotational motion only.
A more detailed treatment of the relaxation processes (°1 ) shows 
that, for like spins, (1.28)
5><> L i J
(Wjr * </Tz = JClVXCXulfo't. t- 5-Xc 1- 2T:.
L i+io’- ' V  n - W ' t . '
and when cu/tt<M, and the motions are very free and rapid, as in a
liquid, R, , a Tic ■,
r 6
This is knewn as the 1 extreme narrowing limit1. At other times,
R^  , and dipole-dipole interactions broaden the resonance 
line above the minimum width dictated by T^ .
For intermolecular interactions, relative motions are mostly 
translational. The same reference gives, for like spins:
(.•Of*,,* 3/a V vV-IC31+0{ ■* (1-30)
Each nucles has its cwn spectral density. When unlike spins 'a'
and *b' are involved, the gyranagnetic ratio term becanes
• Paramagnetic impurities contain electrons for which 
e^kdrorv - 65*7 VPr„foa. (  ^) so that when these are present, spin-lattice 
relaxation is much increased. Oxygen , especially in its molecular 
form, can relax protons in this way.
Scalar coupling.
This is an indirect mechanism whereby spins, especially I>%, 
can relax protons. The electrons in a covalent bond between two nuclei 
are first coupled with the perturbing spin, and thenvia electron- 
electron coupling, transfer fluctuating fields to the proton.
In tissue, a good example of this occurs with the abundant 1 N^ 
( 1 = 1 )  which occurs in NH , NH^ or NH^+ groups.
The 14n nucleus may flip between any of its three states ( m =
- 1  , 0  or + 1  ) spontaneously and relax protons to which it is coupled.
*T* NIt is assumed that the nitrogen nucleus has a relaxation time I , 
for these transitions which is much shorter than that due to 
any other interactions. The local field that it produces fluctuates 
with a correlation time^-T, .The mechanism provides both T^  and 
T2  relaxation, and the rates are given by, for nuclei with spins 
I and S :
R.X = 2 G 3  e,(SfQ "ts (1.31)
' ~3~
R *  = SCS.+I 
3
where A is a constant which 
represents the spin-spin coupling and cux j U)s are the spin 
frequencies for the two different nuclei; these will be different 
as each nucleus has an individual value of V in co = -#B.
Relaxation due to the relaxation of another nucleus is known as 
'scalar relaxation of the second kind'. 'Scalar relaxation of 
the first kind' occurs when, due to chemical exchange, the bond 
between the two nuclei is broken and re-made. It is immaterial to 
the nucleus I whether or not the fluctuation in local field is 
due to the first or second process, so in the case of chemical 
exchange the above equations still hold, with^ 5  being replaced 
by , the exchange time.
________ 'X.s 1
L > + (•w x + UJs)’’"c sl J
Scalar coupling may occur in the small amino acid molecules, as 
well as in other proteins and the macranolecular cell walls.
Spin-rotation relaxation.
This is the interaction of the spin with the magnetic field 
generated at the nucleus by the rotation of the whole molecule, or 
a large part of it, and it arises from the electronic structure 
of the molecule. The effect is proportional to the rotational 
velocity, so that the smaller the molecule, the more important 
the interaction. For liquids undergoing isotropic molecular 
re-orientation the relaxation rate is (*?).: ■
a, = c2.ttX w r /  k-) cf* t .  (1.32)
where C ^ i s  the average 
component of the spin-rotation tensor and 'Tj is the angular 
momentum correlation time, which is a measure of the time a molecule 
spends in any given angular momentum state. It is known that Tj 
gets longer as the temperature increases. Hence it is generally 
more important at high temperatures or in gases.
In general, spin-rotation interactions are important with nuclei
that have a large range of chemical shifts (discussed below) ,
19for example, F (100% abundance, I = \ , but not found in tissue); 
1'^C ( I = \ , a rare isotope); ( I = \ , rare ) and (I = h,
100% abundance, found in tissue).
This mechanism is therefore not important in the study of
31tissue water, but may be for P compounds.
Chemical shift.
The chemical shift, which is the cornerstone of chemical 
application's of NMR, occurs because the electronic structure 
of a molecule can produce localised magnetic screening around a 
resonant nucleus so as to change the local value of the applied 
field and so alter, or 'shift1, its resonant frequency. Compounds 
may be analysed by noting the shifts, proportional to the main 
field, which different spins exhibit. Chemical shift in itself 
does not provide a mechanism for the exchange of energy between 
spins in different states, and shifted resonance peaks may be 
distinguished in the Fourier transform of the FID, Protons do not 
shift significantly, as previously mentioned.
However, because molecules randomly tumble in solution, the vector 
addition of Bq and local shielding fluctuates, and therefore 
provides a process. If the shielding is axially syninstric,
.then in the extreme narrowing limit,
(1-33)
where d ** ancl g x are components 
of the shielding tensor parallel and perpendicular to the axis of 
symmetry.
Again, proton resonance is not affected by this mechanism, but
31P compounds may be, especially if it is studied at high fields, 
because of the dependence on B 0 .
Electric quadrupole relaxation.
A common relaxation mechanism for nuclei with I> \ , and therefore 
possessing electric quadrupole moments, is the interaction of 
their electric fields. This mechanism is not applicable for either 
protons or phosphorus. It is discussed in any reference on chemical 
NMR (for example, (1) ).
Diffusion.
This is not strictly a relaxation mechanism for spins, but 
it does cause a loss of coherence in the transverse magnetic 
moments when instrumental factors cause spatial inhcmogeneities 
in the applied field Bq . Water molecules undergo translational 
diffusion due to their randan motion, both rotational and translat­
ional. Motion through the inhomogeneities causes non-reversible 
phase changes between spins. The effect is usually seen on the 
reduction in height of a spin echo. This is given by (10):
P h e c w * * )  o c - e * v L - C a ^ ) ' - V a  y ‘ G ' O t r ‘ 1
where is the pulse spacing;
^  is the diffusion 
coefficient; 
is the spatial field 
gradient.
(1.34)
The reduction is most significant for long 't .
1 (iv). The response of Healthy Tissue.
About 70% of the bodies of humans and animals is water. Of 
this, roughly 10% is in the blood plasma, 20% is between the tissues 
(extra-cellular) and 70% is in the cells (intra-cellular). The 
total tissue mass,(including cancerous tissue,) is 60 to 90% 
water. The rest of the mass is made up by proteins, cell membranes 
and the like.
Only snail molecules (including water) will be mobile enough 
for their resonance lines to be sufficiently narrow to be usefully 
detected in imaging applications. (This is because the bandwidth 
of resonance is kept low in order to exclude randan electronic 
noise.) The percentage of body weight made up fran all other 
small (molecular weight ^  100) organic molecules is between 0 and 
1% (1J).
The notable exception to the above is adipose tissue. This 
contains 80 to 85% lipids, 10% water and sane other macrcmolecules 
(IX) . Other tissues contain lipids, but in much smaller concen­
trations. Lipids have quite a low molecular weight (~750 ) 
and are long, flexible molecules which may be mobile enough to 
have a detectable, but broadened, line shape. Hazlewocd (13) 
studied the mammary tissue of mice and found that the lipids, 
comprising 20% of the tissue by weight, contributed to the proton 
signal . The mammary gland is therefore an interesting mixture 
of the types of responding tissue.
NMR relaxation times have been found for biological tissue 
(mostly in vitro) to range from 2 to 40% of those of pure water, 
in which the extreme narrowing limit applies and T^, T 2  are of 
the order of 2 to 3 seconds. The translational diffusion coefficient 
is approximately 50% of the value for pure water at rocm temperature.
Taylor and Bore (/f) compiled the results of many such studies. 
They show that the magnitude of a relaxation time relative to that 
for sane arbitary standard tissue (they chose the kidney) follows 
a pattern fran tissue to tissue which is effectively independant 
of resonance frequency and species (between rat and mouse). T 2
is consistently of the order of 10 times smaller than .
Singer and Crookes (15) demonstrated that of whole blood 
relates to values for plasma and cells in the following 
manner:
Cl-^) ( K , ) p|ai.no. (1.35)
Battacletti (16) noted that oxygen and haemoglobin are paramag­
netic, whereas in their combined state the molecule is not. It 
was found that for blood varies with the amount of oxygenation. 
This dependance for blood in tissues, especially the heart, and 
the fact that the blood is in motion (in vivo) causes a complex 
measuring problem for imaging. The heart is an ideal subject for 
31p NMR . In this application, research has so far concentrated 
on a chemical NMR study (discussed in section 3 (i) ) in which the 
chemical shifts are used to identify various phosphorus compounds 
in living muscle, and then their concentrations are analysed 
to measure the physical state of the muscle.
l(v). Models of Cell Water.
Water provides nearly all the NMR signal frcm tissue, and yet 
the structure and nature of intra-cellular water is not precisely 
known. The extent to which macranolecules and membranes influence 
the movement of the neighbouring molecules , and thus affect their 
relaxation times, has pranpted three tentative models:
1). In many fields of research, water is thought to be similar 
to bulk (pure) water (17), suffering insignificant 
perturbations by the presence of solute macranolecules.
This model cannot explain the magnitude of the reduction 
of T^  , T2  and D in all tissues when compared to pure 
water.
2) Cell water may be loosely 'structured' (J$), implying 
that molecule mobility is reduced. The structuring includes 
significant influences fran macranolecular surfaces which 
increase correlation times and so decrease relaxation times.
3) Cell water may exist in two fractions between which protons 
rapidly exchange O'?) with a lifetime between states of ~  10 11 
sec. Ling (20) provided evidence for the existence of
small amounts of bound water around macranolecules, and these 
form one fraction? the other molecules exist as free water 
and form the larger fraction. Protons in the 'bound' layers 
are restricted in motion and therefore have longer correlation 
times. Protons in rapid exchange possess an 'average' 
relaxation time of the two fractions.
The last model is the most satisfactory for explaining NMR 
phenomena, but in neither model *21 nor *3' is a model for the 
relaxation mechanism explicit; possibly sane of the mechanisms 
listed in the last section play sane part in the bound state, as 
well as the dipole-dipole interaction. It should be noted that 
the small concentration of paramagnetic ions in cells is 
insufficient to account for the reduced relaxation times ( H ).
Daskiewitcz et al (22)found that relaxation rates increased 
linearly with protein concentration in water for dilute solutions:
, )  « t k , lC (1-36).
f observed 9 \>vlk
where  ^ (bulk) is the
relaxation rate for bulk, or pure, water , c is the protein 
concentration and ^ 2  -*-s a constant. Writing p  = 1-c as the
water concentration, then:
C ^ « /*.)ob5«rvedl ~ ^ l' * 1 ~  P  (137)
This means that the proportionality is such that the relaxation rate
decreases with increasing water concentration.
Taylor and Bore (Ik) took the observed relaxation rate as a 
weighted average of two parts , with the weighting of the bound 
fraction being proportional to the amount of 'dry* cell material.
For well-hydrated cells, they verified Daskiewitcz's formula.
They also showed that, if the cells are not well-hydrated and 
the amount of 'dry' matter is significant, that the relaxation 
rate could be inversely proportional to the water content.
However, experimental results shew that, almost without exeption 
for biological tissue, T^ and T^ increase with water concentration.
Hazlewood (18) discussed many attempts to verify the two - 
phase model experimentally, but all proposed models to date 
fail to explain the reduction by a factor of 2 of the molecular 
translational diffusion coefficient in tissue. This fact has 
prompted the foUowing three explanations:
1) Structuring in the water (similar to the water model r2' ) 
Impedes long-range molecule movennt.
2) Intracellular membranes compartmentalise the intracellular 
water.
3) Intracellular macranolecules Obstruct' the motion of the 
water.
(Models *2' and '3' apply to the complicated structures in animal 
cells. In very simple plant cells, the obstructions may simply be 
the cell walls.)
Unfortunately, the last two models are not fully supported 
by detailed experiments, and the first model is unhelpful as any 
degree of structuring may be assumed to explain given results.
1 (vi). Water in Cancerous Tissue.
In 1971 Damadian (23) found evidence that the presence of both 
benign and malignant tumours elevated the relaxation times T^ 
and T2  in rat tissues. Other researchers have substantiated 
this observation for mouse tumours ((2k), (25) ). All mouse tumours 
showed longer relaxation times than any healthy tissue. Taylor 
and Bore (ty-) collected results fran these and other workers 
and demonstrated this graphically.
In an early study, Hazlewood (13) discovered that normal, 
pre- neoplastic and neoplastic mouse mammary tissue could be 
differentiated frcm one another by means of increasing relaxation 
time. Hollis (Th) observed the same trend for a growing Morris 
liver tumour which they considered to be a pre-cancerous state.
The possibility of early diagnosis of cancer can be seen.
Inch et al (27) observed an increase in the relaxation times 
of healthy tissues fran tumourous mice, and correlated this with 
a general increase in water content of the whole body. The diff­
erentiation of diseased and healthy tissue would be reduced by 
such an effect.
Only a little work has been done on human tissue, and that is 
in vitro. Scara et al (28) noted an elevation of T^ for malignant 
and benign tumours of the thyroid gland. McLachlan (27) showed 
that the T^ of blood plasma reduced . proportionately as patients 
responded to treatment for cancer and a tumour shrank. This is 
in agreement with other work, for example (30).
' Koivula et al showed that T^ in both blood and plasma are 
elevated in humans suffering with malignant blood disease (31).
It is difficult to compare results between workers because 
tissues are excised under variable laboratory conditions and 
may contain uncertain residual quantities of blood. In vivo 
measurements of tissues, under the exacting conditions of a
functioning metabolism, are thus required. However, all the results 
suggest that cancerous tissue has increased relaxation times when 
compared to healthy tissue. The relationship between water content 
and relaxation times has been discussed. It has been found (for 
example (32) ) that cancers have increased water content, and it 
seams probable that this is the cause of their elevated relaxation
times. The inference is that the NMR Imaging technique can be 
selectively receptive to cancerous material, and this is one of its 
major advantages. In their review, Taylor and Bore (/4 ) discussed 
the optimisation of the technique with respect to the differentiation 
of tissues with different relaxation times.
CHAPTER 2
THE NMR SIGNAL AND ITS MEASUREMENT
THE NMR SIGNAL AND ITS MEASUREMENT. 
2(i). The Nature of the NMR Signal.
So far, the behaviour of the net magnetisation of the spin 
system has been discussed without reference to the method of 
observing it. The perturbing field is generated in a coil
within which the sample is placed, and this, or a similar coil, 
is used to detect the perturbed spins as they precess in a 
plane which is perpendicular to the main field Bq . The receiver 
coil forms part of a circuit in parallel electrical resonance at 
the frequency w 0 , and the magnetic dipoles cut the areas of the 
coil turns and so induce an oscillating voltage across the coil 
ends. It is this voltage which is recorded as the observed NMR 
signal.
The emf generated by the changing magnetic flux through the area 
bounded by the coil turns is given by the Faraday Induction Law:
where B is the magnetic 
induction or flux density of the sample, and is the magnetic 
flux, through the coil bounding the surface S .
The induced emf is easily calculated, assuming a uniform 
magnetisation of the sample. The magnetic induction is replaced 
by the magnetisation of the sample, M , which is assumed to be 
a function of time, IM - «Tv ax&coh. Since it is uniform, the 
integration is simply equal to the total coil area crossed by the 
flux; ie. rxirr** . Differentiation with respect to time
is trivial. Therefore, the maximum voltage induced in the coil will 
be given by:
v * cu0 na A  (2 .2 )
( In a parallel tuned circuit , v will be Q times this value.)
Abragam (33 ) gives the maximum degree of coherent magnetisation 
that can be induced in a volume element containing N spins as:
(2.1)
^0= N 80/SkT; (2.3)
where Tg is the sample temperature 
and all other symbols have their conventional meanings.
However, NMR Imaging can discriminate spatially within an 
object because the magnetisation is a function of position , 
the proton density varying between tissues. Thus, it is important to 
demonstrate that all contributions to the net magnetism are 
detected with equal sensitivity throughout the coil (assuming 
an ideal coil). Hoult and Richards (3f) used the expression:
s  - - C 5/ s O  { § . • £ - }  (2-4)
to calculate the emf generated by a single dipole , and 
then calculated a result frcm a uniform magnetisation.
B, is the field that would be generated at the position of 
the dipole by the passage of unit current through the receiving 
coil. Intuitively, '(2.4-) is similar to the Faraday Law in that 
the dipole includes the units of area because the dipole 
moment is generated by a current circulating around a loop in 
its simplest representation. The area is perpendicular to M  .
In the laboratory frame of reference already introduced, the 
coil axis lies along the y axis so that (for a solenoid) 
is also in the y direction; precesses after a pulse in 
the x - y plane. Differentiation of the scalar product in< 
equation (2.4) therefore gives the (time-dependant) emf generated 
from the region of the dipole .
(There is no discrepancy between siting the coil axis on the y 
axis and yet supposing that the applied perturbation B.. (t) is 
in the x direction. The switching of direction along the y 
axis of the oscillating is pictured as being composed of the 
vector addition of two contra-rotating vectors with respective 
frequencies and -u>0 which move in the x - y plane. In the
rotating frame, one of these two vectors is stationary, and it 
is this which the dipoles are pictured as precessing about. The 
choice of the direction of the component as it is frozen in the 
x' - y 1 plane is arbitary.)
If B, and M  are known throughout the coil, the induced emf
<v
can be predicted :
The calculation of B^ is feasible for most shapes of coil. If
is hanogeneous throughout the sample volume, then the 
integration is simplified. The dipole manent is the same for every 
proton, but the value of the net magnetisation is a function 
of position. Furthermore, during the imaging experiment, the 
magnetisation will precess at a frequency that is a function of 
position, because (as has already been suggested) the main field 
Bq is deliberately made inhanogeneous to provide this condition.
This means that the signal fran one region will not be constantly 
in phase with that fran another. The magnetisation is therefore 
canplex, its motion being described by the Bloch Equations. The 
scalar resultant between B, and cannot be represented by a'V
single resultant and a time dependant angle. We have:
o W  iTl = m C Lu>0 + U>~'3‘'-Ji h ) (2-6)
is induced by the magnetisation which is rotating at a frequency
which is equal to that of the rotating frame (0Jo) plus an
extra term due to the spatially dependant inhanogeneity, (to*1'*'1).
So * —*
3/ah m  t Tou. + 3 e5tp Ci I + to*■'!»«* 1 v } m
Experimentally, one phase of 8 can be measured with a phase 
sensitive detector, using a reference signal at cjug . The output 
represents the induced onf at the frequency of precession in the 
rotating frame, that is at the frequencies caused by the inhcmogen- 
eities•
£„|. * ( S. [wo- ] 003 (c JI-) 035, Coj0V-) £>»
r l e . ^ ^ J d v  [ a ccii(cacu„t )
The frequencies *2jnj0±i£‘'i‘ are filtered out by the reciever. 
is always much greater than tu and so:
5* * co0/dv V )  ' C Q . " ' * ' '  ( 2 . 7 )
The behaviour of the integrated magnetism is therefore synonymous 
with the behaviour of the induced voltage. In this way, the f.i.d. 
shape represents the decay of the magnetisation coherence and it 
may be Fourier transformed to yield information about the spin 
distribution in the sample.
2(ii) , * Z eugmatography1 - The Adaptation of NMR to Take Images
In the early 1970's the resonance line of protons in water was 
localised within a phantom by deliberately introducing kncwn 
inhomogeneity into Bq . The resonance frequency was thus made 
specific to a desired location. In America, Damadian (35") 
patented a technique which he called 'PONAR' , in which the 
resonance was focused at a sensitive point in a warped Bq by 
applying a shaped B^ . In March 1973, Lauterbur (3&) published 
details of a more efficient technique whereby many different 
locations could be measured simultaneously. He called the 
technique 'Zeugmatography' frcm the Greek for ' That which is 
used for joining 1 , because two magnetic fields were used simul­
taneously to image details far smaller than the wavelength of the 
applied radiation.
The principle is as follows. The lineshape of water in a very 
hanogeneous field is a single Lorentzian line, half height width 
A Hz (Figure 2.1). If a second field is also applied whose 
strength varies linearly in one direction, then the resonance 
frequency varies linearly in that direction. In any orthogonal 
plane, the field is assumed to be effectively single-valued; the 
contribution to the new lineshape at the corresponding resonance 
frequency is the integration of the signal induced in the receiver 
coil by spins in that plane. The new lineshape, disregarding 
relaxation effects, is recognisable as the 'projected profile' of 
the water content (Figure 2.2).
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Figure 2.1. In an ideal homogeneous field B , the resonance line 
is broadened by processes.
It has a hhlf-height width A  Hz.
Figure 2.2. Resonance 
line broadened by a 
linear gradient in the 
strength of Bq .
•f" ^ g" aVzir
Whereas the f.i.d. decay is described initially by T2  , when 
a field variation or 'gradient* is applied the f.i.d. persists
•k
for a much shorter time, described by T£ , which is of the 
order of the reciprocal of the frequency width ( -f H — -P1 ).
Just how wide this is depends on the resolution of detail required 
on the image of the water distribution. ( The mathematical 
reconstruction of the plan of water distribution (image) frcm 
the projected profiles is described in detail later).
2(iii) Digitisation of the NMR Signal.
The detected NMR signal voltage is an analogue, continuous 
signal output frcm a phase sensitive detector. In order that 
the information that it carries may be stored and operated on in 
a computer, it must be measured at discrete points and stored as 
an array of points. The requirements for digitisation of an 
f.i.d. will be considered first. Problems of sampling a spin echo
Figure 2.-3./ Decay of 
the induced. NMR signal 
voltage (1f.i.d.1) .
We already have a picture of the f.i.d. as a smooth, decaying 
function which is detected after a 90° pulse of (Figure 2.3). 
However, thermal noise in the coil and pre-amplifier of the 
receiving system produce noise at all frequencies within the
will be dealt with later.
tuned receiver bandwidth. This noise can be thought of as 
band-limited Johnson or 'white' noise, and is derived frcm all 
stages of the receiver and, predominantly, fran the receiver coil. 
The RMS noise level is constant throughout the signal aquisition 
time and the RMS level of noise in the transformed frequency 
danain is constant throughout the spectrum in the absence of band- 
limiting. ( Figure 2.4)#
Figure 2.4. Background 
thermal noise voltage.
The low frequency output of the phase-sensitive detector is 
usually in the audio range and is therefore readily amplified 
and digitised. If a single reference frequency of fixed phase 
with respect to the rotating frame is used, then Bq must be 
increased or decreased so that all spin frequencies are greater, 
or less than, the reference frequency, because the direction of 
precession in the rotating frame cannot be distinguished. This 
is termed 'off-resonance'. The off-resonance f.i.d. always beats 
with the reference frequency (Figure 2.5).
Figure 2.5. An example 
of a typical off-resonance 
NMR signal voltage including 
noise. The signal can be 
seen to disappear into the 
noise baseline.
If two identical reference frequencies are used in phase 
quadrature, it is possible to allow frequencies either side of 
the reference to be distinguished fran each other, but in the following 
discussion only off-resonance detection will be considered.
The problens of discrete sampling are discussed by Brigham (37).
The relationship between a time signal and its frequency transform 
is governed by the following points:
(i) Discrete sampling of the time signal at intervals T
causes the continuous frequency transform to be periodic, 
with period 1/T .
(ii) Sampling the time signal for a finite time Tq causes
convolution of the frequency transform with the transform 
of the box function of length Tq which contains the sampled 
time signal. The convolution broadens each discrete frequency 
value with a sin (ref)/("rr f) function which has nodes at 
distances l/rQ frcm the convolved point.
(iii) The transform process assumes that the time signal must
be periodic with period TQ . This is because the frequency 
transform must be composed of discrete points for ccmputational 
purposes. The assumed periodicity is of course Tq and the 
spacing of points is 1/TQ •
The following consequences should be noted:
(i) Provided that the signal is allowed to be recorded for time 
Tq , the transform will be completely unaffected by the con­
volution .
(ii) Brigham points out that the consequence of this last point
is not valid if the time signal does not have a period =
Tq . This obviously cannot be possible for a system where 
no signal relaxation takes place. However, the f.i.d. is 
a signal with a finite duration and if it becomes insignificant 
(with respect to either the noise or the sensitivity of the 
receiver) by the time t = T , then this consequence holds.
2(iv). The f.i.d. Sampling Time.
The f.i.d. will be characterised by the decay constant T9 or,
* z
if the magnet inhemogeneity is dominant, by . In order that
the frequency points are spaced by the half-height width of the 
lineshape, the f.i.d. must be sampled for a length of time which
is found as follows. Neglecting magnet inhemogeneity, an exponentially 
decaying f.i.d. is described by:
Because the function is not symmetrical about t=0, the transform 
is complex. Brigham (33 ) shows that the real part , which is 
detected if the reference phase is chosen correctly, is:
£ 0 ) = 6, eacp ^Tj. ') C ^0 )
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The functions are sketched in Figure (2.6).
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Figure 2.6. (a) Free induction decay of an NMR signal voltage, 
(b) Frequency spectrum of (a) with half height width shown. 
(Real part only).
(Zirf T V r 7, - I; \e. -Ps R/2tt .The half-height width of the whole 
peak is twice this, -P- - R/rr= The f.i.d should be
sampled for TT" for this to be the resolution bewteen
frequency points.
So far, then, before field gradients are applied, the f.i.d. 
is not insignificantly small at the end of the sampling time 
T0 = T r * T 2  • This is not important, however, as the decay is
shortened when the field gradients are applied for imaging.
To estimate the reduction in length, suppose that the profile is
triangular (Figure (2.7)). The transform, shown alongside, shows
the shape of the f.i.d. envelope. If the profile covers n line-
widths, the modified f.i.d. will have its first node after
2/n x ttt~ seconds. After a time T , the f.i.d. will have 
2 O
about 0.005 of the amplitude that it had at t=0 , and will probably 
be below the noise level or receiver threshold.
The signal therefore satisfies the condition that it should decay 
effectively to zero within t=TQ . In fact, the signal could be 
sampled for less time, thus increasing the frequency point spacing 
if this is required. As increasing the gradient strength requires 
an increase in the receiver bandwidth, which allows more noise 
through, it is worth considering what is _the. minimum gradient 
strength that needs to be applied so that n points in the 
frequency profile are 1 independant1 frcm each other, and not 
blurred together because of natural line broadening.The result of 
such a calculation gives the frequency point spacing and hence sets
The half-height of the Lorentzian is , which occurs when
s « )  -  - B l £  -*■ ,  I f  K Z f 0 £ < U  =
**. -----
Figure 2.7. The transform pair discussed in the estimate of the 
shortening of the signal decay when a gradient produces a bounded 
profile shape.
the time for which the signal is sampled.
The sketch in Figure (2.6) shows that the natural linewidth will 
not have zero height at the position of the next discrete point 
f = '/rrT^ away. If any frequency point is not to be overlapped or 
influenced by its nearest neighbour in a discrete spectrum, then 
the contribution frcm this must be less than the change in 
amplitude of the point that is deaned significant. For instance, 
if the signal to noise ratio on a frequency point is 100:1, the 
amplitude of a contribution must be less than 1/100th of the 
point amplitude in the absence of any other criteria. The separation 
in linewidths of points, and the contributions that nearest neigh­
bours give by overlapping, are listed in Table 2.1 .
Table 2.1.
Separation in linewidths Contribution, 
fraction of amplitude
Overlap of 1 r / 5  th
neighbour­
ing points 2 1 / 17 th
Dy a
Lorentzian 3 1 / 37 th
lineshape, 
as a funct­ 4 1 / 65 th
ion of 
point 5 1 / 101 th
separation.
For a uniform object (eg.a human head) it is the high intensity 
points on the 'diameter' projections which will contribute most 
significantly to adjacent points. Whole body or head subjects
have'a notable degree of radial symmetry, and it is at the centre 
point that a projection value will vary most slowly; the projections
are much smoother in the centre than the simple example shown in 
Figure (2.7). It is therefore impossible for the profile to 
contain points small enough to be below the RMS noise level near 
the centre (although this could happen with phantoms, if these are 
discrete volumes of water surrounded by air, for instance ). This 
being the case, the criterion for separation can be relaxed. We 
can look at the difference in adjacent profile heights and 
suggest that points should not contribute more to the! difference than 
the noise does.
' Judged by this criterion, it is not possible to make a definitive 
statement about the separation between frequency points. Separation 
of one linewidth should be regarded as an absolute minimum which 
is forced by bandwidth considerations, but separations greater than 
this should be used where possible. For the remaining analysis a 
value of one linewidth, Tt* , will be assumed.
Having decided to digitise the signal for Tq = ^  ^ 2 • t*ie
is whether or not to assume that the f.i.d. is insignificant after
a point ^  Tq , and then to replace the digitised samples with
zeroes, thus reducing the total noise input to the Fourier transform.
This problem can be clarified by refering to the equivalent
*
problem in X-ray CT. Here, the transform of the profile is called 
the 'spatial frequency distribution'. The f.i.d. is simply a 
spectral density function for the spatial frequencies present in 
the image; higher spatial frequancies being equivalent to larger 
values of t . In CT , the higher spatial frequencies are suppressed 
by shaped filters if edge enhancement is not required; the decay 
of the spatial frequency function indicates that there are very few 
high frequencies (sharp boundaries) so the suppression of high 
frequency noise is used to smooth images.
For an f.i.d., the following should be noted. The time information
*************
* For an introduction to X-ray CT see , for example, (3? )
is collected for a time TQ , so the resolution on the profile is 
1/T . However, given a profile made fran discrete points of spacing
1/Tq , then the highest spatial frequency is clearly that which 
has a period of two spacings, or 2/Tq ; it is impossible to 
construct a sampled waveform unless it is sampled at least twice 
in one period. This means that the highest spatial frequency 
on the profile is Tq/2 . In other words, for an f.i.d. collected 
for a time Tq = ^ T2 ^or res°lution purposes, the second half 
of the sampled points should be replaced with zeroes.
NB. This is NOT equivalent to only having a signal input to the 
transform of duration Tq /2, as the zeroes are treated as data by 
the transform. Similarly, the convolution function in profile 
space is not broadened.
This is also NOT equivalent to the practice of adding extra 
zeroes to a signal to increase the period to 2TQ and thus artificially 
enhancing resolution (see, for example, (40) ).
The spin echo (discussed later at sane length) presents an
interesting problem. If the echo is sampled on both its rising and
falling sides, for a time Tq , then the resolution on the profile
is 1/T . However, the echo is a 'back-to-back' f.i.d., and as
such represents a spatial frequency distribution with values no
higher than T^2. The signal therefore should NOT be zeroed.
However, if the echo is folded about its maximum and the two halves
added together, thus signal averaging, the result has a duration
of T /2 . It should then be followed by zeroes to extend the o
signal length up to Tq .
The aim of further zeroing is to reduce noise without suppressing 
edge information in the image. To a certain extent, the answer 
to the problem is self-evident. If there is a lot of fine detail 
in an object, then the spatial frequency function (ie the f.i.d.) 
will have significant values at the corresponding points (if the 
receiving system is sensitive enough); that is, it will be signifi­
cant at large values of t . If, however, the number of sharp etjges 
is small, then these values will be below the noise level. As 
such, they will not be reconstructed in an image, and the edge 
frequency noise should be suppressed.
2(v) The f.i.d. Sampling Rate.
If a range of frequencies exists in a time signal, then it is 
well-kncwn that the signal must be sampled at a frequency of sampling 
that is at least twice as great as the highest frequency present 
(the Nyquist sampling rate) (37) • Failure to do this means that 
the frequency spectrum periodicity occurs with a spacing that is 
smaller than the range of frequencies, and the frequency aliases 
overlap with the observed spectrum, thus distorting it.
However, we know that there are noise frequencies present through­
out the receiver bandwidth (47 ). The profile spectrum should be 
detected by a receiver which introduces no significant phase shifts, 
but it is impossible to design a filter that can cut off sharply 
above the profile frequencies without introducing phase distortions 
and attenuation throughout its band pass. There will clearly be 
a large amount of noise which violates the Nyquist principle and 
therefore 'aliases' onto the profile, often several times, 
making the noise level rise in frequency space.
To avoid this, the time signal may be sampled much faster than 
the Nyquist rate. If TQ remains fixed, this will mean a larger 
number of points in the time and frequency domains. The profile 
will be described by the same number of points as before, and the 
noise is ' shared out' over the much larger range of frequencies 
across the transform bandwidth, thus reducing the noise on the 
actual profile. The ideal sampling rate is one which takes as 
many time samples in the period TQ as can be handled and transformed 
by the computer and the rate of sampling of the analogue-to- 
digital converting device. The latter device may be the limiting 
factor, as an ADC with both high resolution and a very fast sampling 
rate is very expensive.
2(vi). F.i.d. Filters.
This section will deal very briefly with some of the filters 
that may be applied to the f.i.d. Champeney (42) discusses some 
of thorn in detail.
(i) Rapid sampling. This has just been discussed. It is a 
very effective way of reducing profile noise.
(ii) Integrator. This is an RC electrical filter which is
applied to the audio output of the phase-sensitive detector. 
The device is very simple and passive, but only attenuates 
by 6dB per octave, and so is far frcm ideal as a band-pass 
filter.
(iii) Several standard functions exist with which the f.i.d. may 
be multiplied to acheive a weighting out of noise during 
the later parts of the signal where the noise is predominant. 
The essence of a good filter is that the shape of its 
transform, with which the frequency profile is convoluted, 
is known to give no great distortion to the profile. One 
such function is the first order Bessel Function.
(iv) A matched filter or a correlator filter cannot be used.
Both of these require a knowledge of the shape of the 
function which is expected beneath a layer of noise; since 
each f.i.d. is a unique record of the magnetisation throughout 
a sample, is cannot be predicted in advance.
2(vii). Additional problons.
(i) Receiver recovery. The tuned receiver coil and receiver 
pre-amplifier are hit by the excitation pulse and must 
therefore be protected. However, the pre-amplifier must 
necessarily be very sensitive . It is very difficult to build 
a protection circuit for the pre-amplifier input that can 
immediately dissipate the charge accumulated by the capacitance 
of the circuit during the pulse. More seriously, perhaps, 
the RC filter on the receiver may limit the slew rate of 
the receiver output. In either case, the receiver output 
should swing to the initial peak voltage of the f.i.d. 
in a time that is short copared to the ADC sampling rate. 
Normally it cannot, and the first one or two points are 
distorted. Since the phase of the profile is governed by 
the first point of the transform, this can lead to serious 
errors. To avoid the problem, many experimenters rephase the 
f.i.d. with a 180° pulse and record the spin echo.
(ii) Often the f.i.d. is recorded in the presence of a d.c. level,
which may be caused by the operation of the phase sesnsitive 
detector. This is usually of no consequence, as it is 
transformed to be the first (zero frequency) point on the 
profile. However, if the level is a significant fraction 
of the dynamic range of the ADC analogue input, then it will 
limit the range ronaining for the f.i.d. A large first 
profile point could also introduce spurious scaling of the 
profile amplitudes in the computer. D.c. levels should 
therefore be removed; measurement of the offset on the signal 
is quite easy.
(iii) Diffusion. In the presence of applied gradients, a spin- 
echo height may be reduced by translational diffusion 
(see section 1 (iii)). Because intracellular water is . 
effectively trapped within cells, it may be thought that the 
application of gradients across a whole tissue or body would 
be without effect, as the water cannot move appreciable 
distances as it can in a solution sample. However, the tech­
nique is very effective with studies of restricted diffusion.
Tanner (4-5 ) measured D in yeast cells and, using a 
modification of equation (1.34) , actually measured the 
dimensions of the barriers preventing motion, ie. the cell 
walls. Therefore it is worth calculating the magnitude of 
the effect on the spin echo in an imaging experiment.
Equation (1.34) requires several parameters. will be 
often set to the value for the shortest T~ present in
5the sample, say 30ms (see next section). D is about 1.2 x 10
2
cm /sec, half the value for water. - A machine operating at
5
4 z with a . homogeneity of (typically) 1 part in 10 ,. -
requiring 128 points to be distinguishable across a profile, 
would need a frequency spread of about 6 khz; across a 20an 
head, this would require a gradient of about 0.08 G cm
is 2.67 x 10^ rad s 1 G The resultant reduction in
-3echo height given by these parameters is about 10 , and is
not likely to be significant.
2(viii). Digitisation of the Spin Echo.
Figure (2.8)shows a simple on-resonance spin-echo.
In a 90° - X  - 180° - 1^-spin echo sequence, the echo should be 
sampled for If the total echo sampling time is Tq , then
the resolution in frequency space is 1/Tq , as before. However, 
the echo is now in the centre of the aquired signal, and it is 
treated as a time-shifted function. . It can be folded about its 
centre-point and 1 signal averaged1 by adding the two halves, but this 
requires that both halves are identical which may not be the case, 
especially if the phases of spins are manipulated in sophisticated 
measuements. A better way of handling it is to transform it 
directly, which yields the profile modulated by a cosine of period 
2/ Tq . This is, in fact, simply the profile with every other 
point inverted. It is a simple matter to invert every other 
point to recover the profile.
If the echo is misplaced in its digitisation, however, so that 
it is not quite symmetrical about Tq/2 , then it will no longer be 
modulated with the same period as it is demodulated by, and it 
will exhibit a slow oscillation across the frequency transform.
The effect is equivalent to the phase error that can occur by 
poor synchronisation between the ADC and the signal which results 
in early or late sampling of an f.i.d.
The optimum position for the echo is found as follows. If X  
is the spacing of the pulses, then the height of the echo is, 
after 2X The echo is acquired for a time 2*^ ,* O
so the resolvable frequency is '/x.'ir . If the signal is acquired
for less time, the resolvable frequency rises and the receiver 
bandwidth must be increased for the same number of points across 
a profile. In other words, the receiver bandwidth oC x/^ rc, in 
frequency space, the signal:noise ratio varies as 1/(bandwidth
per profile point spacing) . This is because the noise power, 
or RMS noise voltage, is constant throughout a receiver bandwidth 
if no attenuation is present, and if the profile bandwidth is 
doubled then the profile encompasses twice as much noise power.
and spin echo that are 
observed when a gradient—  _ k ^  O D a n u u
/ V  IL J\ \r^~ ~~ _______  is appiied- The dotted
T V  V  \ J  V  line shows the decay if
T^ is the only decay 
constant.
]<|0* p. f a o °  ^  small signal followsI I the 180°' pulse (see text)
7 ^  y e  "" The pulse timing isb “• ^  ^ *•
^ _________  s. only shown.
Therefore the signal:noise ratio oC
Also, the area under the profile is proportional to the echo 
height at t= so that if the number of profile points
is kept constant the profile height (maximum value) must be 
proportional to the echo height.
Using these two facts, the signal:noise ratio on the profile
•O1 'V J
u. ISC e a. # The maximum value of this function is found as
X
follows: d _ /2X  e- ^  \ - 7.e~WTt- t  e ' " /T
dtX ' J V T *-
= e -10:/r
“T*X
d/dr = 0  at maximum ,
The optimum position for the echo to occur is at t = T^ (If 
more than one value of T9 is present in a cortpound, then this 
refers to the shortest of them. )
Only an infinitely long solenoid has a uniform throughout its
length. The flux density in a real coil rolls off towards the coil
ends. This means that the pulse length is not constant throughout
the coil. Any sample which extends past the ends of the coil will
be irradiated in parts by the weaker pulses . In the spin echo
sequence, there will be a significant NMR signal following the
second '180°' pulse if it is shorter than this value. Clearly,
it is undesirable to sample this signal, and so the echo should
1be moved by increasing T  fractionally to t .The echo is then 
sampled for /t/ before the maximum and ‘'C afterwards, the first
number of points in the range (T-X) being subsequently 
disregarded. X* should still be of the order of T2  •
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3 (i). The Different NMR Imaging Methods.
The induced NMR signal is integrated throughout the whole of 
the receiver coil volume, and the need to reduce the information 
produced to one or two dimensions, as well as to convert it into 
a representation of spin density, has produced a variety of imaging 
methods. As a general rule, the more the response is localised then 
the simpler the mapping of the spins becomes. A simpler experiment 
disregards information, but takes longer to map the whole of the sample. 
The pursuit of a shorter scan time requires the more complicated 
methods. In between simplicity and complexity, a number of novel 
approaches have been adopted. All the techniques currently being 
tried will be outlined here. . . . . . .
A comprehensive bibliography covering the formative years of NMR 
Imaging was given by Lauterbur (4-5) . A  list of all published images 
was given by Bottcmley in 1979 (H).
Mallard (47) published a theoretical T^ map of the human 
body, using relaxation times taken from rabbits. Mansfield and 
Pykett (4?) produced a representation of the human body in cross- 
section using known water concentrations of tissue . The data 
gives a useful guide to the contrast between tissues, but not every 
method is capable of measuring the pure relaxation or density 
parameters.
a) Projection Reconstruction, (PR) 1 Zeugmatography1.
This method of reconstruction was proposed by Lauterbur (36).
Any method that produces a projection profile (eg. the f.i.d.
Fourier transform ) of the object can be used to collect the data, 
although strictly speaking the information should be collected 
from NMR signal under static planar field gradients to be called 
1Z eugmatogr aphy1.
The field gradient vector may be made to point in any direction 
by the vector addition of three orthogonal gradients G* , G^ and 
Gz . If the gradient is made to point in a ccmplete set of discrete 
directions in three dimensions then images in many plane slices 
may be reconstructed. Lauterbur (43,50 ) used this method to produce
slice images of a nectarine, a pigs heart, and a human heart and 
brain (excised) .
In two dimensions, that is in the image plane, the reconstruction 
of an image frcm projections may be described fairly simply, and 
this is dene in section 3 (iii). The profile P is a function 
. of both the vector angle in the plane; 0 J and the position along in 
integer multiples of the discrete point spacing , a . Thus the 
profile is written as P ( pa,0 ) where p is an integer.
In polar coordinates, the profile will be a function of r and 
0 . When the image is created in polar coordinates, positions on 
it are described by multiples of discrete polar coordinates rQ 
and $0 . The roost common' form of image reconstruction is called 
'Filtered Back Projection' (described in section 3 (iii) ) which is 
described by the following equation for the image of spin density M :
Vi
move)* raCjr6Jb(250') = 2P'(jr»W5CKA"'-£‘e^ Me)Ae (31)
t*s»
where P 1 is the profile, the prime indicating that the function 
has been modified or 'filtered' ; 
t is the projection number in the range 1 toN;
M is the total number of projections; 
rQ , 0O are the polar coordinate intervals; 
fab is the vector angular increment 'Tr/Vj ; 
j,k,t and’N. are integers.
Note that the vector is only swept around a total plane angle of 
if to prevent duplication of projection profiles.
PR was used by Doyle et al {SI; 51 ) and Young (53) to take 
images produced on an EMI built machine installed in the Hammersmith 
Hospital, London. An inversion recovery technique was used to 
make the images 'T^  dependant' . The simplest form of T^ dependance 
is seen in signals obtained using a 180° - ^  -90° - T  sequence
A
so that the magnetisation Mq is initially inverted along the z
axis at t = 0. Quantitively, the decay of M is given by thez
Bloch equations (equation 1.21) :
da\v  * — C x ~  ^ o') ^ (3 .2 )
Integration of this with Mz = -M at t = 0 gives
^  -z. *• i v \ 4 (  ' -  2. eaep C - 1- / r  i ") ^  (3 -3)
Thus Mz is a function of the local T^ . The problem with this
method is in the accuracy of finding M . If t is sufficiently
large ( t >  5T, ) then M CT m  . However, if M is snail,3 ^ 1 z o o
the uncertainty on its measurement, caused by electronic noise, 
causes the ratio Mz / M to be subject to very significant error, 
and so T^ can only be measured where Mq is large.
Doyle took cross-sectional images of the human head in vivo and 
presented these next to X-ray CT pictures taken with the same 
patient. The NMR picture quality is fair in canparison to the 
CT pictures, and contrast exists between sane tissues which are 
not discriminated by the X-ray method.
Work such as Doyle's is only concerned'with obtaining 2-D slice 
images, and often it is time consuming to obtain information for .
3-D reconstruction when it- is not required. Notwithstanding that 
there are efficient methods of obtaining 3-D information (for 
example the Polytanic method, which I developed and is described 
later at length) Zeugmatographic techniques often use a method 
for the elimination of signal from outside the plane of interest 
called 'selective excitation'. Since this forms the basis of a 
different imaging technique, discussion will be postponed until 
selective excitation imaging is described.
b) Fourier Imaging.
Kumar et al (54-) used transient gradients with controlled durations 
to frequency encode spins as a function of position, and then 
Fourier transformed the signals to obtain an image. This method differs 
frcm Zeugmatography in that static gradients are not used, so 
that'projections ' are not obtained; a three-dimensional Fourier 
transform obviates the need for back projection. The timing diagram 
is shown in Figure 3.1.
The observed signal is composed of the integrated response 
throughout the sample:
£ C O  e J f f  m O )  fCr ,t) clV (3.4)
where is the observed signal;
^Cr)is the spacial spin density function;
<*0
Figure 3.1. The timing diagram for the three gradients which are 
applied during the Fourier imaging method (5^). tx , 
t y  and t z are varied individually until a complete 
set of signals have been collected, before transforming.
f ( r,t ) dV is the contribution fran volume element 
dV at position r .
The three dimensional Fourier transform of the signal is:
s(u>) - JJJ* S ly") exp (-Itol-) dlr^ dlr^oltx (3.5)
The duration of the three gradients are thus varied until enough 
information is acquired to perform the transform.
Kumar shows that s(u>)= fl'U'V) where fTuOis a 'filtered' spin 
density function, in which ON (.*-) is convoluted with the lineshape 
function.
A similar method was proposed by Lai (-53“) which is properly called 
'Zeugmatography-1 because it uses static gradients, combined 
with a three-dimensional Fourier transform, this time in spherical 
coordinates. Denoting the coordinate systen in the laboratory 
frame by ( x,y,z) and that in the 3D transform space by (u,v,<o), 
then the 3D transform of W C t h e  spin density, is 
&C u>) • This is written as:
U)} ZOoJ)duclvJi^)
(3.6)
The inverse relation is:
(3.7)
In terms of spherical coordinates in uvo> space,
s' cp/ C<y p  ) ? s C v, uj')
and equation (3.6) becomes:
z fjj &'(f>,B<-,p)eocp(-’'?TrJ:> S^ yc?2-*^ . cbJ fiJf)
<*>2K-n
0 0 o
(3.8)
where oC and /S are the spherical angles , f is the distance
Using this in equation (3.8), the density of spins can be found 
from the 3D FT: --
In practice, the f.i.d. is multi, plied by a smoothing filter, 
and the integration is replaced by finite sunmation.
Lai has termed the method 'Fourier Reconstruction Zeugmatography1 
or 'FRZ'. Because it chooses the spherical coordinates to produce 
a constant increment in solid angle, which the FT requires, it uses 
less orientations than a 3D projection reconstruction( in which many 
angles beccme redundant when they are small), and so is more efficient.
c). Selective Excitation techniques.
In his first experiments, Mansfield (5^6) was concerned with 
removing information frcm the experiment so as to map the sample 
with a set of ID line measurements, thus reducing the experimental 
complexity. To this end he developed the selective excitation 
technique. The experiment went as follows:
A
(i) A field gradient is first applied in the z direction 
and a selective pulse is applied which irradiates only those spins
(3.9)
showing that and / the Zeugmatographic projection
at position R in the laboratory frame, are a ID FT pair* he
derives this result in three dimensions. He then finds a
value for $' by deriving for a simple time signal :
s /Cf„»',/g )  - 2-rrV/G- . K . ^ ( 2 -ttp S s 7 ( ? )  (3.10)
where G is the linear static field gradient strength and
(3.11)
which are outside the plane of interest (which is orthogonal to the 
gradient). The 90° pulse rotates the spins and equalises the 
spin populations. The pulse is made spatially selective by 
modulating ('tailoring1) its shape so that the spectral distribution 
of the pulse excites only those spins (outside the plane) that 
are required. The spectral shape is Fourier transformed and the 
resulting function is the pulse envelope. Negative amplitudes in 
this function are achieved with a 180° phase shift of the pulse.
For instance, if one requires a pulse which has a discrete rectan­
gular spectral distribution ( used in part (ii) of this method) 
then the time domain pulse is shaped according to:
B , ( t  ) = ZB ,  nr\ Acup stnc C AAjf nvlr  ^ • escpCtcol- )  (3.12)
where the 'sine' function is the FT of the square distribution, and
is of the form sin(o^t)/(ujt),of width 2 t y ( m  integer) 
centered at the frequency . A u p is the angular frequency per 
point.
(ii) The gradient is replaced by another one, G^, and 
a second selective pulse excites a line across the previously 
undisturbed layer of spins.
(iii) is replaced by G* , which frequency-encodes the
spins along the line. The f.i.d. frcm the line yields the, spin
distribution along the line. No reconstruction is necessary, as 
the whole plane can be mapped by covering the plane by a raster 
of sensitive lines in successive experiments. The process is 
drawn in Figures 3.2 and 3.3.
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Figure 3.2. Switching sequence in the sensitive line experiment, 
(a) Applied gradients; (b) r.f. pulse sequence; (c) NMR signal.
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Figure 3.3. The selective line is examined as follows:
(a) a slice is left undisturbed in the x-y plane;
(b) a line is excited using a selecive pulse;
(c) the line is frequency-encoded using a ’read gradient1 Gx
The combined effects of pulse tailoring and the appropriate 
field gradients is represented by a spatially selective operator 
( l-§ ). If the spin density distribution is M(x,y,z) then
S M(x,y,z) represents the undisturbed spins in stage (i) and 
( 1-S ) M(x,y,z) is the distribution which recieves the first
O /N
90 pulse. A second operator, S^ . , selects all the spins which 
are nutated by the second pulse in stage (ii). Mansfield solves 
the operator equations to show that the only non-vanishing signal 
following ty is:
V~ (2
thus formally showing that the model will work in practice.
Morris et al (57) used line scanning to image a human abdcmen 
in vivo, and also a cadevar thigh and excised breast. Hansen et 
al (58) used the technique to image rats in vivo, ancl saw high 
contrast and evidence of flow in vessels. In this case, the pulse 
sequence was fast enough to cause dependance in the signal, 
as each line was measured, with a series of repeated measurorients 
in order to signal average, and the repetition time was less than 
the spin systems required for complete spin-lattice relaxation. 
His equipment was designed by Crooks (S^ t).
Mansfield's next step was to saturate in one dimension only 
and image the whole plane simultaneously (60) with what was called
.13)
Planar Imaging. After the initial stage of plane selection, 
the spectral distribution of is calculated so as to excite 
a set of parallel discrete lines , instead of only one. In 
this experiment, the final 'read gradient1 is not orthogonal 
to the second gradient but is angled in the x-y plane by 
vector addition with . The angle is such that all the frequency 
distributions along the lines are projected onto a single ID 
spectrum where they can be formed into an array to represent the 
plane image (Figure 3.4). ^
Figure 3.4. A row of 
selectively excited 
lines read on a 
slanting gradient so 
that the spectrum of 
each line can be 
distinguished.
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Mansfield has pointed out that Planar Imaging can be extended
for simultaneous 3D imaging, but without developing this idea the
new Multiplanar Echo Imaging was introduced (6/) . In two dimensions
the discreteness in the y direction is not introduced in the
spectral density of but rather by causing c¥ to reverse in
direction periodically. This causes a discreteness to be imposed
on the profiles caused by G^ alone. The orthogonal gradient
G* is applied statically throughout, so that the whole plane
spectrum may be projected in ID , as before. In three dimensions, 
zG may also be switched simultaneously , but at such a rate as 
to cause discreteness in the Gz profiles that fall between the 
dicrete lineshapes caused by G^ . The poor signal:noise figures 
accompanying this very fast method have so far prevented any 
significant clinical images being published.
In both Multiplanar and Planar Imaging (the latter extended 
to three dimensions) , in the limit that the ranges A z  and ^ y  
become zero , the three spatial sampling operators yield a 
discrete lattice of points (disregarding T^ broadening):
In this limit, the f .i.d. signal becomes ;
€  = 7 fA .,_ ,O cS  t  C tAw,*. ■* «i A w  ■* rx A c o ,J A v umA
* (3.15)
where A/ is the volume of spins at a lattice point contributing 
to a signal, the lattice spacings being a , b and c , not 
necessarily equal. When M and N are the largest values of 
m and m ,  all points in the frequency danain are uniquely 
defined if:  ^. . . * ✓ a ✓' * r**
N  Awt 4  ^  &wx. / tA
The angular increments given by etc.
d) '.‘Steady-state Free Precession (SEP) Techniques.
Two methods for data collection and image formation were suggested 
by Hinshaw (62) which use the technique for inducing a signal which 
was proposed by Carr (63) called SEP. Hinshaw solved the Bloch 
equations for a string of pulses and showed that, for 90° pulses
and T^ = T^ , the magnetisation just after each pulse when 
a steady state has been reached , , is given by:
m t  = n n0    > -    (3. 17)
i I ■* (. \ - GCSyg
where ^3 is S caj , T is the inter-pulse interval and
& to is - oj . Ej is <9 oc.f> ) .
If the rf pulses are off resonance by an amount c Wrr/-p
where k is an odd integer, then , for closely spaced pulses 
and using the approximation = 1 - T / T^ , the equation 
3.17 becomes:
* Vi m, (3.18)
Thus half of the full equilibrium magnetisation is continuously 
in the x-y plane and induces a large continuous signal. The time 
required for the steady state to build up is of the order of
A requirement for the steady state to be achieved is that the 
field Bq should remain static. Hinshaw proposed that time-dependance 
of the field, using oscillating gradients, could limit the signal 
spatially. He showed that, for a homogeneous line-width that is 
much smaller than the modulation frequency, that if a gradient 
is sinusoidally modulated , the observed signal is proportional 
to:
Where J is the zeroeth order Bessel function which describes the
° A v
envelope of responding spins in the x direction when the GT
gradient is modulated, u j ^. is the modulation frequency.
Three orthogonal gradients define a 'Sensitive Point' . This 
yields a signal that is very easily reconstructed, as the signal 
intensity is simply recorded as a point height on an image array.
The point is scanned over the whole image array by gradient cuurent 
manipulations. Unfortunately, simplicity is matched by a long 
total scan time.
Two orthogonal gradients are oscillated and the third is static in 
the:, version known as 'Multiple Sensitive Point', imaging.
The repetition of the pulses causes discreteness in the profile 
that is formed along the static gradient. The image is reconstructed 
in the same way as the Mansfield line scan. The MSP technique was 
used with success by Hinshaw (6%) but it is not as efficient as 
techniques which image a whole plane. Hawkes et al (65")used SFP 
with one time dependant and one static gradient to obtain an MSP 
projection profile of an object which is reconstructed by projection 
reconstruction. A series of papers, of which one is referenced here, 
show the results of the clinical trials of the method, showing 
coronal, sagital and axial image slices of the human head in vivo.
The repetition rate of the pulses can be varied in the experiment 
to enhance contrast between tissues with different T^ : T^ ratios.
Because the steady-state response is independant frcm lineshape 
considerations (equation 3.18) and localisation is a function of 
applied gradients (equation 3.19) the SFP technique is most useful 
with magnets that have poor homogeneity, such as the large, 
whole body machines in medical research.
e) FONAR
FONAR was invented by Damadian (35) . A deliberately warped 
Bq , with a single 2D saddle point, is applied to a sample.
Only at the saddle point will the field be uniform enough for 
a strong, monochromatic signal to be obtained. A B^ is applied 
at the resonance frequency of the sensitive point. The point 
is scanned across an image plane by physically moving the magnet*
Sane in vivo human images have been presented of the thorax, but 
resolution appeared to be poor (66).
f) Rotating Frame Zeugmatography.
This novel technique was proposed by Hoult (67). A homogeneous 
field plus one field gradient are applied in the laboratory frame.
A field gradient is also applied in the rotating frame by applying 
a deliberately inhanogeneous , so that the precession angle 
is dependant on position in one laboratory frame coordinate.
The amplitude of the received signal depends on the pulse length 
t and on the laboratory position, say, in the x direction. 
Resolution in x is therefore obtained by varying t . Resolution 
in the other direction is frequency dependant in the static field.
Applied pulses are sufficiently long that the spins which experience 
the highest field flip between 90° and (2 tt n)+ 90° for the 
minimum and maximum values of t . The flip angle as a function 
of x can be seen in Figure 3.5.
 ^ . 'frtuAe )
Figure 3.5. The spins in the rotating
frame experiment . The precession
angle varies along the x ’ axis.
The ‘pitch’ of the ’screw’ changes
as t is altered.
P
Plane definition can be achieved using a second B^ gradient, 
but at the expense of complicated probe coils. It can also be 
accomplished by phase modulation (6t ).
The aim of the research is to image premature babies, but so far 
no results have been published.
g) Spin Warp Imaging.
This technique, introduced by Edelstein (67) uses phase encoding 
to produce resolution in one of the two directions in the image
plane. This is achieved by having a transient gradient pulse of 
controlled magnitude during the pulse sequence. Because the other 
gradient in the imaging plane is static during data collection, 
and does not rotate as in Zeugmatography, the BQ inhcmogeneities 
can be corrected, and the frequency point spacing requirements 
relaxed. Consequently, a lower Bq can be tolerated, which makes 
the experimental rf requirements more lenient. The image is 
reconstructed using one phase-decoding FT and one projection transform. 
The use of phase encoding is described in Chapter 4 as it is the 
basis for the Polytcmic Imaging method for plane definition, so it 
will not be desribed further here.
The Spin Warp method is unlike the Polytcmic method for several 
reasons, not least in that the phase-encoding takes place within the 
image plane. (Spin Warp planes are selected by selective excitation.) 
Another difference is that Spin Warp uses an inversion recovery 
technique ( preceeding the 90° pulse with a 180° inversion pulse) 
which is used when T^ information is required. Data is collected 
frcm a spin-echo which is caused by the inversion of the gradient 
which is subsequently held static in the imaging plane.
The T^ technique was fully described in the earlier work (70) 
in which images were reconstructed line by line. ( The short-ccmings 
of the simple T^ dependant methods was outlined earlier.) Spin 
Warp has produced pictures of the human chest, abdomen and legs.
h) Polytcmic Imaging.
This is the name given to the multiple plane imaging technique 
which I have develpoed and which is described in detail in Chapter 
4. ('Poly' - many; '-tonic' - tomographic images.) Each plane 
is reconstructed by the projection reconstruction technique, and 
the planes are differentiated from each other by transient gradient 
phase encoding in the direction orthogonal to the planes.
i) Other Related Work.
The work on Topical Magnetic Resonance (11) is not an imaging 
technique, yet it does produce a localised NMR response in vivo.
A warped field, similar to the FONAR field, is applied, although 
because of sensitivity problems, the saddle point is
quite broad, so as to encompass a large volume. The resulting
frequency spectrum is a high resolution experiment, so that the
various chemical compounds present may be identified, and their
concentrations measured so as to guage the metabolic state of the
31tissue. The work is concerned with P ccnpounds.
A novel approach to imaging was suggested by Johnson (72,) .
He demonstrated that signals, albeit weak, could be detected in 
a magnetic field using a receiver coil held against the subject, 
the coil not surrounding the object in the conventional way. The 
induced magnetic field is thought to have a return path outside 
the body, which is detected. The work suggests that the signal may 
be far too weak for clinical use.
3(ii). Relative Efficiency of the Imaging Techniques.
Most of the techniques discussed in the last chapter were compared 
in terms of sensitivity and performance time by Brunner and Ernst (7 3 ) - 
The theoretical signal:noise ratio was calculated for each method, 
and defined as a relative quantity between methods which reflects 
the accumulated signal energy per unit time. Because each technique 
will fail to reach its theoretical best performance, these figures 
are not an exact measure. However, measurements of minimum perfor­
mance (scan) time and of relative sensitivity highlight the two 
salient features of the methods by which they should be compared.
These are:
a) the number of dimensions discriminated in one measurement;
b) the number of spins that are measured in one measurement.
To demonstrate point (a) , the Echo Planar method simultaneously 
forms the complete 3D image per measurement, whereas the line scan 
and projection reconstruction methods only measure one dimension, 
and the sensitive point measures only a single point. In terms of 
minimum performance time, the greater the number of dimensions 
measured simultaneously, the faster the total scan will be.
Clearly, with relaxation times in the order of hundreds of milli­
seconds which must be allowed between measurements, it is only 
the 2D or 3D methods that will be able to compete with current 
X-ray CT scanners in minimum performance time.
Point (b) is demonstrated by comparing the line scan methods with 
projection reconstruction. Both measure information in ID only, 
and the line scan will require n lines for an image where the 
PR technique will need n angles; both therefore have the same scan 
time. Where they differ is that PR measures the spin signals from 
all over the plane, whereas the line scan measures spins in a single 
line after those spins outside the line have been ignored. The PR 
signal is of the order of n times larger, and it is therefore 
more sensitive.
Most techniques measure ID information, but with varying efficiencies. 
The selective excitation experiments (not including Echo Planar) 
restrict information to narrow bands across the image and hence 
miss information between the bands (see Figure 3.4). Fourier
Imaging measures the whole plane or sample, but the gradient 
manipulations before data collection restrict the sampling 
time and thus increase the noise contribution. Line scanning 
and sensitive point measurements are wasteful because they 
throw away data.
The most efficient techniques measure the whole sample simultaneously. 
These include Planar imaging (in 2D) and Echo Planar Imaging, and 
also projection reconstruction methods when selective excitation 
is not used to define planes. 3D Zeugmatography, FRZ and Polytcmic 
Imaging waste no signal energy, and the latter is particularly 
easy to implement and is flexible. The fastest technique is certainly 
the Echo Planar method, and it approaches what Brunner and Ernst 
call 'the optimum imaging technique1. It is , however, complicated 
to implement.
The poor sensitivity of NMR may well mean that the minimum 
performance times of the fastest methods (a 'single shot' experiment) 
can never be achieved, as signal averaging to improve signal:noise 
may be the rule. If a few minutes for a complete scan is tolerable, 
then there is no method more efficient than projection reconstruction.
Between techniques which are equivalent when judged by these 
criteria , one method may be more able to distinguish between 
dissimilar tissues than another because of a greater contrast 
between the individual signals. Taylor and Bore (Ih-) indicated 
that the complex dependance of the NMR signal on relaxation times 
may mean that the pulse repetition rate has an optimum value for 
contrast between particular tissues. In comparing the signal 
strengths following repeated 90° pulses with that obtained form the 
SFP technique using a higher pulse repetition rate, they also 
showed that the signal strengths per unit time may depart frcm the 
simple proportionality writh W7ater content as the pulse repetition 
rate inceases towards the SFP condition. In so doing, they have 
shown that the pulse sequence may necessarily have to be carefully 
chosen to suit a particular tissue contrast requirement.
3 (iii). The Mathematical Reconstruction of Images frcm Projections.
The problem in many forms of 2D scanning is to reconstruct a two- 
dimensional image form one dimensional projections of information 
about the object. Although sane NMR techniques do not produce 
projections, the subsequent work in this thesis is based upon 
Projection Reconstruction in cannon with many other medical imaging 
techniques, and it is this type of reconstruction that will be 
considered now.
The picture of a 2D slice is called a tomogram, and the art of 
obtaining it is 'tonography'. If the image is constructed using 
digital computation, the process is known as computed tonography 
or 'CT'. NMR Imaging is one of the many medical CT techniques.
The reconstruction of a picture frcm ID projections was first 
solved by Bracewell and Riddle (7V) in the field of astrophysics, 
based on early work by J. Radon. The local activity of the sun 
was to be measured using the integrated intensity frcm strips 
across its surface. The equivalent measurement in contemporary 
research is that of the total radioactive emission frcm a line 
through a subject, the total attenuation of an X-ray or the 
integrated induced proton signal along a line.
The ray-sum in X-ray CT is the height of a single projection 
profile point and it is inversely proportional to the total 
attenuation along the ray path . A complete set of ray-sums 
is called a 'projection', which is called in this thesis a 
'projection profile' or 'profile' to distinguish it from 
a ray-sum, which is sometimes confusingly also called a 'projection'. 
This is what the x-ray scanner measures. The NMR scanner, on the 
other hand, measures a time signal which is composed of a band 
of resonance frequencies, called the f.i.d.
The Fourier transform of the f.i.d. yields the ID spin frequency 
distribution which is the ID projection profile. This is equivalent 
to the spatial projection profile in X-ray CT. The FT of the X-ray 
CT profile yields the spatial frequency distribution of the profile. 
This is equivalent to the time signal f.i.d. Thus there is considerable
scope for misunderstandings when the existing CT reconstruction 
terminology is applied to the 'new' NMR experiment.
The available methods of reconstruction frcm projections may 
be classified as follows:
1) Back projection.
2) Iterative reconstruction.
3) Analytical reconstruction: - Filtered back projection;
“ 2D Fourier reconstruction.
1) Back projection is the simplest reconstruction method, but 
it does not produce good results. For each profile, the values of points 
on the image array are increased by the value on the profile that 
is normal to the point. Its shortcomings are illustrated in Figure 
3.6, where the profiles of a small object are back-projected.
The coincidence of back projections show the position of the 
original object, but information is added to the whole image 
array, and the backgroung intensity rises. Rirthermore, information 
frcm suurounding objects will be superimposed on the reconstruction. 
These shortcomings are overcome with 'filtered back projection1.
(b)
Figure 3.6. (a) shows the
projection profiles, or 
shadows, of an object, taken 
at three angles.
(b) shows the simple back- 
projection of profiles from a 
point source, showing the 'star- 
burst' artefact on the image.
2) The term 'iterative' refers to a method of successive 
approximations in which an arbitary starting image is chosen and 
corrections are applied to it to bring it into better agreement 
with the measured projections. . This is done by ccnparing the 
actual projections with calculated projections frcm the image array 
as it is at any particular stage in the reconstruction. There 
are three variations of iterative reconstruction currently used, 
and they differ in the sequence in which corrections are made during 
the iteration:
ILST (Iterative Least Squares Technique). In this simplest approach, 
all projections are calculated before any corrections are made. The 
simultaneous correction of all the image points according to the 
difference between measured and calculated projections causes over­
correction on the array, and this is reduced by the application of 
a damping factor to the corrections. The damping factor is often 
chosen to produce the best least squares fit after each iteration.
This correction was introduced by Goitein {IS).
ART (Algebraic Reconstruction Technique). In this method, the 
corrections are applied to each ray-sum path across the image 
sequentially. Thus, corrections for subsequent rays always embody 
the corrections that were made for previous ray-sums and whole 
profiles. The method was named by Gordon {76).
SIET (Simultaneous Iterative Reconstruction Technique). In this 
variation, each point on the image array is corrected for all the 
rays that pass through it, the array then being corrected point by 
point. Corrections to subsequent points onbody the corrections that 
were made on previous points. The method was introduced by Gilbert(77 ).
3) 2D Fourier reconstruction. The 2D Fourier reconstruction 
is intuitvely clear in the NMR experiment. The f.i.d. is the ID 
FT of the projection profiles, and a 2D ET using all the f.i.d.s 
will yield an image. FRZ ( section 3 (i) ) is a more complicated 
version of this, in which a 3D FT is performed in spherical 
coordinates, in which the angular intervals are chosen to obviate 
the need for interpolations in Fourier space which will be shown 
to be normally necessary.
Let M ( x,y ) be the two-dimensional spin distribution and 
P q (R) be the projection onto a line at an angle 0 in the image plane. 
The function M ( x,y ) can be found by 2D FT of its transform 
s( X,Y ) , which is in the same Fourier space as (R) :
(3-20)
Unfortunately, s( X,Y ) is only known on all points on lines 
through the origin; along-.these lines, at angle 9 , the values are 
given by P 0  (R). It is necessary to interpolate between the 
set of radial lines decribed by the set of Pg (R) to obtain the 
values of s at all X and Y points. Much discussion regarding 
the Fourier method of reconstruction concentrates on the choice of 
interpolation method. These will not be discussed further here.
Filtered Back Projection. If the object shown in Figure 3.6 
is infinitely thin, and the profiles are taken at all possible 
angles, the background appears to be a 1/r blurring function.
Any heterogeneous distribution of protons will have each point 
blurred by this function in the back-projection. The image is in 
fact the convolution of the spin distribution and the 1/r function :
/*.#k C r ' ; 0 )  (3.21)
■ * J  ' r *
where is the correct image ( The symbol /a» is used to indicate
a map of any parameter; if the image is purely one of 
spin density, then could be replaced by M ; however, 
yu. could be a complicated mixture of M and relaxation 
time information in a real experiment.) 
is the back-projection, convoluted image.
fcp
The filtering in the filtered back projection algorithm is 
meant to deconvolute the back projection image by modification 
of the profiles. (Convolution implies that each point is combined 
with every other profile point where the others have been weighted 
by the correcting function.)
The discrete filtered profiles are given by:
Pt' U a )  * £  Pfl <**<*} 0.22)
V - . O
where Pe (ga) is a projection profile composed of discrete points, 
a is the spacing between points and 
q is an integer.
The Fourier transform of the function f (qa) is a ramp function,
F(t) = t , t^|Tl; = 0,V>fr(. ( T= 1/a) . The discrete values
which it has in frequency (projection) space are:
# ( c | / 0  s 'A-<x C V O )
~  1 / X T ' C ( ^  odd) (3.23)
- 0  c c^ everv)
These are the values given by Ramachandran and takshminarayan 
(TS) except that a factor of 1/a has been emitted. This is because 
in deriving the above equation 3.22 from the case for a continuous 
profile, a factor of a is introduced as a constant. When the 
values are used in a computer algorithm, the spacing between points 
is unity. The substitution of the values thus obtained gives the 
following formula for computation:
p; c m  - p0 - ,/irl 2, fV^-O/^a (3,24)
%  oeU
n and q now represent the ID array positions in the computation.
The image is formed by the following surrmation of the filtered 
projection profiles, now included at alb N angles:
p . C r ) Q') - fxCjr, , P  l-A©) A0
fc-i (3.25)
where t is the protection number , in the range 1 to N;
is the angular increment between projections, = ^ /N ; 
f0, <$0 are the polar coordinate intervals;
j , &  , H / N  are integers.
Interpolation is necessary to find the values on a square array 
AMx,y).
An alternative approach is to multiply the profile transform 
(ie. the f.i.d.) with the ramp function F(t) . This is equivalent
to the convolution in profile space. In this instance, there is
a chance of reduced computational time. The convolution of two 
functions, each of N points, requires at least N multiplications
as each point on the filtered profile is combined with the weighted
values of all the other points. This is, however, equivalent to
the muliplication of two functions in the other Fourier domain.
For a profile produced by any CT system, this way of filtering
will use N multiplications in Fourier space plus two N -point
Fourier transforms, each of which requires Nlog^N multiplications
(7 7 ). To enter and leave the Fourier space and perform the
multiply will therefore take N + 2Nlog N multiplications. This 
2is less than N for large N . In NMR CT, where the f.i.d. is 
already available, the multiply and transform to profile space will 
take N + Nlog^ multiplications. As the transform is inevitable in 
NMR CT, this means that the savings are a factor of N if the 
convolution is done by multiplying the f.i.d.
If the time signal is multiplied, care must be taken in the 
selection of the details of the ramp function. The NMR time signal 
has a continuous noise baseline which buries the signal as it 
decays, and since the ramp will accentuate this noise, a cut-off 
frequency is desirable (discussed in section 2(iv) ). Hutchinson (?P) 
has used filtering of spin echoes in the time domain.
3 (iv) . Advantages and Limitations of NMR Imaging.
Advantages.
a) Signals are induced by the magnetic resonance of protons 
(or other suitable nuclei) in the tissue molecules. After the 
transient measurement, the nuclei relax to their initial energy 
states. There is no lasting damage ( as with ionisation due to 
Compton scattering in X-ray CT) or substitution of nuclei(as with 
radioactive labelling).
b) The energy, deposited in the tissue during irradiation by 
is very small. The physiological effect of energy deposition
_7
involves photon energies of the order of 10 eV , compared to 
an X-ray beam energy of around 70 keV . (The absorbtion of energy 
is discussed in section 3(v).)
c) Within the limits for for static magnetic field strength,
rate of change of field and r.f. exposure (discussed in section 3(v) ) 
there is no documented pathological effect at all, and no accumulated 
dose.
d) The restriction- of information to a single plane could be 
achieved at any angle to the receiver coil axis. The image is 
therefore not restricted to being a cross-section. Longtitudinal 
planes or any choice of coronal, sagital and axial planes may be 
chosen. Also, seme techniques allow the restricted investigation 
of volumes of interest within the subject, for example Sensitive 
Point imaging (62) and TMR (7/).
e) Restriction of the signal isotropy is achieved by the 
differential selection of current magnitudes passing through 
the gradient-producing coils (with the exception of FONAR (3.T) ) 
so that an NMR Imaging device needs no moving parts. This gives 
advantages in both reliability and ultimate performance time.
f) The protons which are detected occur mostly in intracellular 
water. The technique therefore measures parameters of 'soft' 
tissues, in contrast to X-ray experiments. NMR may therefore produce 
contrast between tissues (for instance in the brain) which is not 
available with other non-invasive methods C^ 5") •
g) The NMR signal is usually not only a function of spin density, 
but also of the relaxation times T^ and T . The range of water 
content in tissues is between 60 and 90%, but the range of relaxation 
times is much greater; Taylor and Bore (/^) show a range of T^ from 
about 300 msec for the liver up to about 900 msec for a mammary tumour. 
They also indicate how all the parameters may be combined together
to obtain high contrast between two types of tissue, for example, one 
healthy and one cancerous. Other techniques aim to obtain pure T^ 
images (£jf) which should exhibit a wide range of contrast.
h) There are other nuclei of spin I = \ that can be investigated. 
Whichever nucleus is chosen, the NMR signal is specific to it 
because of the unique values of V . However, against this versitility 
must be set the disadvantage of relative sensitivity, which depends 
on two things:
(1) All nuclei have y  <  vrjKi and sensitivity to 
detection has dependance. This is because S, the voltage 
induced in the reciever coil, is proportional to (H 0  , and
nr\ 0  ©C (section 2 (i) ).
(2) The natural abundance of other nuclei in tissue, 
and the natural abundance of the isotopes of these nuclei with
I = k , is much less than that of protons.
I have calculated the relative signal voltages induced in a coil 
by protons and other nuclei occuring in muscle and bone in a 
constant field Bq ( Table 3.1) , Note, however, that the other 
nuclei occur in large molecules and may therefore have very broad 
resonance lines. This may restrict their use to a chemical study 
in a small localised region of interest.
Only two other nuclei have been studied to data. One is 31p,
which has been studied in vivo using Topical Magnetic Resonance (7i).
19The other is F , which does not naturally appear in tissue.
However it has been used in the compound perfluorotributylamine to
perform seme imaging with phantoms (?2) . ¥  - 4.00, so it is a
very sensitive nucleus.) This fluorine compound can be used as a
1 0 0 % blood replacement in vivo, and laboratory animals have survived
19ventilation with oxygenated fluorocarbon liquid. F may be used 
in the future as a 'tracer' compound to investigate vascular functions.
Table 3.1. Receptivity of nuclei found in muscle and in bone 
tissue, as a % of the receptivity of .
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i) Blood flow through the image plane during a pulse sequence 
causes a reduction in the spin-echo amplitude because of the 
loss of excited protons from the plane (S3); it also prevents the 
steady-state build up of an SFP signal. In the spin-echo case, 
the rate of flew may be estimated from the observed diameter of the 
blood vessels and the signal reduction. I have participated in 
the production of NMR images of H^O flow through tubes (8^ ) in which 
velocity profiles through the tubes could be seen.
j) Many pathelogical lesions have different relaxation times 
to healthy tissue (Section l(vi) ) . The NMR Imaging method therefore 
has considerable diagnostic potential,
Disadvantages.
a) The most obvious drawback to NMR Imaging is its lack of
sensitivity. The distribution of nuclei between the upper and
lower states is described by the Boltzmann equation (1.8) and
the ration upper:lower is, at room temperature and in a typical
NMR Imaging field, about 1:1.0000006. The energy given up by
-27each spin as it relaxes is about 2.5 x 10 J . Consequently,
NMR is fairly insensitive.
The induced signal must therefore be detected in the presence 
of the minimum amount of electrical noise. Unavoidable noise 
arises from the thermal motion of the electrons in the receiver coil 
and the highly sensitive pre-amplifier. However, the receiver coil 
for medical imaging is very large and is a very effective aerial, 
picking up all available electrical noise in the vicinity from othre 
apparatus and services.
Libove and Singer (25) calculated the theoretical signal available 
from a volume which would generate the amplitude of an image pixel 
(an discrete image cell). They also estimated the electrical noise 
on an optimised apparatus. Their conclusions were in the form of 
graphs of spatial resolution vs. 1 system integration time1 , which is 
the reciprocal of the (optimised) bandwidth of the system per pixel 
of the image, whcih is the system aquisition time. Appendix (1) shews 
that, for an imaging system in which projection profiles are obtained, 
the NMR 'scanner1 in the optimised form would produce images of
a signal:noise quality, or contract, that could be comparable with
those empirically obtained from the latest EMI Whole Body scanner. 
Realistically, the NMR images are unlikely to achieve a similar 
'quality1 unless total scan times are raised to obtain signal 
averaged projection profiles. It may be, however,that the contrast 
between adjacent tissues will be greater, given suitable combinations 
of proton density and relaxation time, as discussed earlier.
Be. cause NMR acts differently to X-ray CT or a gairma camera, say, 
it necessarily measures different parameters. Many of the known 
parameters measured by other techniques have been proved to be 
diagnostically useful already, and so NMR may ultimately be only a 
complimentary technique to those already in use. Comparisons 
between head scans taken by NMR and by X-ray CT have already been 
referenced: Hawkes et al (55), Doyle (SijSX ) and Young (53).
It is possible that long scan times may be tolerable in the presence 
of heart and lung motion. Because the duration of a measurement is 
several milliseconds every second or so, the pulse sequence may be 
synchronised with, say, an electrocardiogram so as to capture 
the heart between contractions.
b) The possible attenuation and phase-shifting of the r.f. 
radiation was investigated by Bottomley and Andrew C?£) . Attenuation 
is greater at higher frequencies, used at higher fields. However, 
since attenuation necessarily means energy deposition, the limits
on ^raising' the strength of Bq to increase sensitivity are 
dependant on safety levels for power absorbtion as well as on 
image degradation. The results are discussed in section 3(v).
c) NMR Imaging is the newest technique to be applied to medical 
imaging, and has to prove its worth in the clinical environment.
In order to be acceptable, it must satisfy several conditions.
It must be safe, or reasonably so, and this must be shewn in 
the absence of long-term epidemiological studies. It must be 
beneficial enough diagnostically to warrant the expense of purchase.
It should also be aesthetically acceptable to patients, and not 
intimidating or impersonal.
3 (v). Safety.
There are three recognised hazards associated with NMR Imaging.
The effects of these and the 'exposure' limits for each are 
discussed here.
a) R.f. radiation. The absorbtion of energy from the rf radiation 
is due to conductive losses in the subject, associated with the 
magnetic component of the radiation. In terms of the amount of 
energy deposited, the absorbtion is only significant from the 
irradiating pulse, although both this and the induced field suffer 
attenuation.
The equation for an electromagnetic wave propagating in a homogen­
eous, isotropic, stationary medium is: is permeability;
V 1 H  -  <e.ju - O  ii (3.
cut- is conductivity;
The E  component has a similar equation. ^ permittivity.
3.26 can be solved for conducting and non-conducting media.In 
a non-conductor (dielectric) CT is zero, and the wave travels 
with very little attenuation. JE induces the displacement current, 
whereby the equivalent of a conduction current flows, charge 
being moved by the transient formation of electric dipoles in the 
medium. The formation of dipoles increases the electric field flux 
density, given by D = £ E . The only losses experienced by the 
wave are in the resistance of the dipoles to turn, and these are 
very small.
In a conductor, d  is significant. Conduction current density 
J = £ flows, and is attenuated by ohmic resistances. The
impedance of a conductor varies as k/oj C where C is its 
capacitance and ou is the wave frequency. The capacitance of 
the human body is such that at low frequencies it behaves as a 
dielectric, but at radio frequencies it behaves more as a 
conductor. As its conductivity rises, the attenuation of the rf 
pulse also rises. The consequence is that there is a finite 
'skin' depth for the radiation, which is the distance traversed by 
the wave after which both j§ and rt have been attenuated to (1/e) 
times their initial values upon entering the tissue. The skin depth 
for various human organs as a function of frequency was investigated
by Bottomley and Andrew (86) r and their results are shown in 
Figure 3.7 for a slab of tissue. Clearly an image based on this 
model would be distorted due to non-uniform excitation of deeply- 
situated tissues.
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Figure 3.7. Skin depth at 37°C as a function of resonance 
frequency.(Planar tissue model)
(From Bottomley and Andrew ( 2 b )  ).
Examples of signal amplitude at centre of human body 
at 4 MHz using this model (ie at a depth of 20 cm):
MUSCLE : 61% of maximum signal 
LUNG : 80% of maximum signal
A more realistic model was used by the same workers for the 
results in Figure 3.8. , this being a tissue cylinder. On this 
model, most tissues behave similarly at frequencies which are 
coimonly used (around 4 MHz ). The reduction in amplitude is 
offset by refraction of the wave in the medium which causes a 
degree of focussing towards the centre of the cylinder and thus
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Figure 3. 8 . Amplitude-phase (normalised amplitude x cosine 
of phase angle) as a function of frequency . 
(Cylindrical tissue model.)
(From Bottomley and Andrew (2&) ).
maintains the field. Although in the medium the wavelength and 
wave velocity are changed/ the frequency remains unchanged and the 
detection of proton position is therefore unaffected. However, 
the power deposition still occurs near the surface of the tissue 
more than it does toward the centre.
The ratio of the energies associated with the electric and magnetic 
components of the wave is given by Lorrain and Corson (ST) :
1/ g  , o = (displacement current\
- — ■------— v w V conduction current /
•/^a h * 0 + ' / Q O y*
X ^ 7 (3.27)
In dielectrics, Q -> «o and the energy is equally shared between
the components. In conductors, Q <^1 , and most of the energy 
is associated with the jH component. The human body is a conductor 
in this respect.
A cylindrical model can be used to calculate the power absorbtion 
associated with the magnetic component in a conductor . Fran Faraday's 
Induction law, the electromotance induced in a circuit around a 
changing magnetic field is (88) ;
^ £ • 4  -- - ^  0.28) 
u W  6 - A i d  .
The greatest electromotance is induced on the largest loop in 
the conductor, which for the human body is around its circumference.
The model therefore predicts the absorbtion of the majority of 
energy in the surface. Eddy currents which are induced to flow 
around the loop are dependant on the conductivity of the medium; 
the currents are responsible for Joule heating. The power 
dissipated is given by P = \ $  E . Figure 3.9 shows the absorbed 
pcwer at the surface of a cylinder of radius 20cm (representing 
the human body) for an experiment in which a ^ 0° pulse lasting 10 
is repeated every 10 ms (as it might be in an SFP experiment) 
giving an average rf pcwer of 0.1% of the pulse power. Techniques 
using f.i.d.s would produce an average power of about 0.1 times 
this much. The dotted line shews the equivalent of the power 
dissipated per unit mass by the body at rest (the basal metabolic 
rate) . This power is enough to raise the body temperature by 1 °C.
As the frequency increases, the skin depth reduces, and above 
10 MHz the flux through the cylinder starts to decrease; the absorbed 
power stops linearly increasing with frequency. Eventually, the 
body becomes opaque to rf and the flux is severely reduced. The
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Absorbed power at 
the surface of a 
20cm radius cylinder,
(Fixed strength)
From Bottomley & 
Andrew ( $ 6  )
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B - BRAIN 
C - KIDNEY 
D - MUSCLE
- - - is theNRPB limit
£ 1 W/kg , the basal 
metabolic rate.
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Absorbed power in 
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curves have a maximum, therefore, and this occurs at about 70MHz
for man; it is known as the body resonance (67) * The basal metabolic
heating of lW/kg . equals the heating rate for the human body at
2the 70MHz resonance when the incident rf exposure is 10 mW/cm .
This exposure has been adopted by the U.S. Occupational Health
and Safety Administration as the exposure limit for all rf frequencies,
below which the effects are considered reversible. The National
Radiological Protection Board in Britain has reiterated that the
heating, .should not exceed that due to the basal metabolic rate,
and put a limit on the averaged absorbed power for the whole
body of 70W ; this is lW/kg for an average person (70).
In conclusion, Figure 3.9 indicates that the power absorbtion will
_3
limit the rf frequency to 5 MHz for a pulse duty cycle of 10 ,
-4or to 15 MHz for a duty cycle of 10 . Independantly, Figure
3.8 indicates that picture distortion is likely to impose a limit 
of about 10MHz, unless detailed knowledge of tissue attenuation 
'coefficients' is used.
b) Time dependant Bq field. Most techniques employ switched or 
time-dependant gradients • The frequencies invol ved
are alw7ays audible. Since -^O t there is no longer a
problem with power dissipation. The effects are those of physio­
logical stress caused by induced currents. Table 3.2 lists seme 
of the effects of low current densities (from Budinger, (£7) ).
Table 3.2. Physiological effects of some current densities 
(from Budinger (#7 ) )
Blood/brain barrier permeability changes 5 mA/cm2
(Current density of naturally occuring 
membrane ion currents 1 mA/cm2
Minimum current needed to be passed 
through the eye for visual sensation 
(phosphenes) 17 yA/crc?
Phosphene threshold due to currents 
induced by external field 2.7jA/cm2
2Budinger took the limit for induced current density as 3 p>A/cm .
He showed that this current is induced by a change of 3T s ^ in 
a head, or 0.5 T s ^ in the body, the currents being induced around 
the subject perimeter. In contrast, the NRPB recommend a limit of 
20 T s in any part of the body. Both references agree that 
larger rates of change may be tolerated in pulses of very short 
duration, since the physiological effects do not appear over very 
short periods (< 0.1 ms).
As an example of magnitudes involved, consider the application of 
a single 'read' gradient after exciting a spin system in the absence 
of the gradient (eg. in a selective excitation experiment (60) or 
Fourier Imaging (5V*) , or if a gradient is only applied after a 
90° pulse in order to reduce the pulse bandwidth requirements).
5
For a magnet of typically 1 : 10 homogeneity operating at 4 MHz.
If 128 seperate points are to be distinguishable along the profile, 
the total gradient would need to produce a spread of about 6kHz; 
this corresponds to roughly a 1.5G, or 1.5 x 10~^ T. If this was 
switched on in the shortest time for a physiological effect, 0.1 ms, 
then the rate of change of field would be 1.5 T s~\ This rate of 
change would only be possible if an air core magnet with negligible 
hysteresis was used. Continually oscillating fields of the same order 
of magnitude would be used at much lower frequencies than this.
There are unlikely to be any effects, therefore, for any of the 
techniques being used at present.
c) Static fields. This problem was also reviewed by Budinger in 
the same paper.
Theoretically, the permeability ( refering here to the ease of 
passage of small molecules and ions) of membranes depends on the 
orientations of the molecules of which they are formed. Sufficiently 
high fields could re-orientate cellular or sub-cellular structures 
because of the positioning of unpaired electrons in the molecules; 
this would then change the permeability. Changes would require a 
field of 10,000G (IT) or more, corresponding to 42MHz for protons, 
and these fields are beyond the limit given by the other considerations.
Not enough consistent results have been reported of phjsiological
or behavioural changes in higher fields. One possible effect is 
that of the induction of a nerve impulse in one nerve due to an 
action potential, equivalent to a moving charge, being transmitted 
down an adjacent nerve. It is thought that this process could explain 
electrophysiological changes in the hearts of animals that have been 
reported. Budinger reported that this was unlikely belcw 3000G , 
or 12.5 MHz. Ihe NRPB reported that, above 25,000 G, there could 
be cardiac spasms due to the flow of ions in blood vessels causing 
additional motion. However, both of these effects occur outside 
the range of acceptable frequencies. Barthony et al (^ |) observed 
a drop din the leucocyte level in blood taken from mice that had 
been kept in a field of 4000G for several weeks. There are numerous 
tests of this nature that could be carried out on biological sub­
systems like this to attempt a more detailed study of the effects of 
fields.
One other significant hazard is the high voltage that is generated 
across the tuned coil on a whole body or head system. Whereas the 
impedance of the tuned circuit is of the order of 50 JI regardless 
of coil size, the larger systems require high power pulses in order 
to generate the high B^ fields over large volumes. Several hundred 
volts would typically be needed. This is a hazard which should be 
remembered during the construction and maintainance of imaging 
machines.
CHAPTER 4
POLYTOMIC (MULTIPLANAR) IMAGING
POLYTOMIC (MULTIPLANAR) IMAGING. 
4(i). Introduction.
For clinical applications, the inherent low sensitivity of NMR 
imaging makes it desirable to measure simultaneously as many 
individual locations as possible (73) . The method of projection 
reconstruction has therefore been adopted by many workers in preference 
to point or line measurements in which much of the sample is ignored, 
and to other planar techniques because of its technical simplicity. 
However, PR requires a means of removing the response from locations 
outside a plane (slice of finite thickness) of interest. I have 
developed a transient field gradient technique that allows the 
simultaneous measurement of a set of planes so that information 
wastage is minimised.
The technique is a simple yet powerful variant of the phase- 
encoding concept utilised by Edelstein (6°/) and Kumar (*54-) in their 
imaging methods. However, unlike the former it does not restrict 
data collection to a single slice, and unlike the latter it does 
not require the multiple rapid switching of gradients which inposes 
stringent conditions of the gradient instrumentation. The technique 
utilises the 90° - 't - 180° echo pulse sequence coupled with 
controlled phase shifts within the sequence produced by transient 
magnetic field gradients orthogonal to the planes. The spin-echo
data collection sequence gives superior signal discriminatipn 
over single 90° pulses in many situations (IV ) .
Projection reconstruction is used within each plane.
I will firstly derive the theory of the separate frequency and 
phase Fourier transforms which allow the three-dimensional location 
of spin density. The consequences of the use of a finite number 
of transient gradient strengths will then be discussed, with reference 
to the profile of the plane discrimination function and the minimum 
number of gradients required. The efficiency of the method will 
be discussed, followed by consideration of non-uniformity of the 
receiver coil sensitivity and of the transient gradient drivers.
Finally the derivation of the discrete terms in the phase transform will 
be considered.
4(ii). The Theory of the 3D Signal Discrimination.
The Bloch equations ( equations 1.22) describe the motion of 
the bulk magnetisation of the sample which interacts with the 
applied magnetic field to generate the detected signal. Consider 
the case in which the magnetically induced signal is detected 
with a single phase-sensitive detector whose reference signal is 
stationary in the rotating reference frame. Static and transient 
gradients are applied to the sample, and the bulk magnetisation 
is perturbed by the pulse sequence shown here:
1*0 R.f. pulses
Figure 4.1. The spin-echo 
pulse timing used in 
Polytomic imaging.
Transient
Signal voltage
o
The precession frequency in the rotating frame is composed of 
a static and a transient part> A  a ; / = A«o ■+• . The solution
of the Bloch equations, for a time 4 } T  / includes a phase term 
which results fran the accumulation of phase angle with respect to 
the frame. This must be treated separately before and after the 
180° pulse as this introduces a reversal of phase accumulation. This 
is shown as follows. Equation 1.22 gives us:
c*u'/cM- * - u /t^ - C ) \r
^ w/oUr • - * / T t +  CAcw + u/j.') u-
Substituting M = u + iv , the complex magnetisation,
elm/jjf. s "'u / t z *” ( A  to -*• uj )^ v  —  xs//x z *** ^ 1/0
-  ' - m C ,/ T JL4- » (A c u  +  u ^  }  (4 .1)
Integrating for the period 0 ^  t ^  X  r
m(n:) •* rr\CoO e*.p “ VV*. * iAco)V-J^  eocp £ ia^dl-J
After a 90° pulse, M(0) = Mq , the total magnetisation in the 
region of the sample volume with the single resonance frequency.
. mco:) = rAQ C“ jT J  (4.2)
At the time t = 't , a 180° pulse is applied. After this, the same 
proceedure yields:
<-'c) • * *  C t- V . A » ^ i « rt  «.=)
The precession of the magnetisation is reversed by the pulse and 
M ( rC ) has been converted into its complex conjugate. This value is 
taken as the magnetisation at time t = 6 in this equation. Substit-
■k
uting for M (/"£), the magnetisation as a function of time is given 
by:
on cv- j  = - m 0e x p£ iA toC v-- rt ^ - _ l ^ C \ r t rt ' )^J©ocp^JiojcW--Jicucll-J
rreceurecj
The same expression was derived by Allerhand (92) for the case
when t = HC , ie. at the expected position of a rephased spin-
echo in the absense of cu .y
(4.4)
In the proposed multiplanar imaging method, the following points 
are important:
a) The axis orthogonal to the planes, along which the transient 
gradient is applied, depends on the magnet used. In a whole body 
magnet, this axis is the same as that of Bq , that is the z axis. 
This analysis is performed with a conventional magnet in mind, in 
which planes are orthogonal to the receiver coil axis, which is 
itself orthogonal to . Figure 4.2 illustrates the orientation.
8.
Figure 4.2. The coordinate system 
used in the analysis. A single 
plane is showed shaded in.
b) A transient gradient is applied during the 90° - T “ 180° 
interval only. The applied field gt is held constant, with
a value , so that co
function of (P and is integrated over all y .
c) In an image plane defined by circular coordinates ( r ,0)
the magnetisation is also integrated throughout the plane. In the
PR method, a gradient is applied at an angle of 0 and with a strength
G*r'e per unit distance along r . (This strength is the same 
for all projection angles.) The static part of the precession 
frequency is:
1 where *2>r'9 ~ (yr,B r'- r
<v
and r .-r'+r,. where r ' is the radial co-ordinate
r is the coil radius, o
The addition of the constant rQ to r' represents the 
adjustment of the strength of the main magnetic field Bq s o  that 
all spins have positive resonant frequencies (ie. they are detected 
'off resonance'). This is always necessary if the signal is detected 
with a single reference phase. As will be shown, the phase decoding
of the spins along the coil axis does not require the use of two
reference phases in quadrature.
To simplify the analysis, transverse relaxation will be ignored.
This will later be shown to be valid. The pulse sequence will be re­
timed so that the echo occurs at t = 0 so that it is not time shifted. 
Also the reference phase is chosen to detect the positive cosine 
component of M(t) .
Thus, the magnetisation at angle 0 and with a transient gradient6^. is:
c/os r ^ ( G r<erl-
(4.5)
It is required to find the magnetisation at radial position r' 
and axial position y* by finding the Fourier transformed 
magnetisation s9(r', y') . ( ss is used to designate one or two 
dimensionally transformed magnetisation.)
vs The bulk magnetisation is a
The first complex transform is:
«f-> ) (4.6)
The analysis is clearer if a continuum of transient gradient 
strengths is assumed; the case for discrete values will be considered 
later. For the real part we have:
cwCVG’Y't)
ocsj^ V(G*r,erl- + G-^ Y^Jc^ CSftr^ ' x)
= Jc^ JclrJciG^  wJ<-r,^|oos(VG-r'VVOc£«(#(r*t£/£ ) -
C.^/Gr'dr 1- ) 3xnCVGr^'t ) 1 X CCG X )
=J d ^ iJ d r J d ( r * m  • Cr; £ 005 c S ttr ,'f r  V )  ^  oosCVGr *(.< £ *£ ' > X  )
. Immediately, al] the sine terms disappear as the functions are odd.
Isolation of the response from axial position y* begins as 
follows. Using:
s ^ c v G r' V 0 | y 2^ f r 3V 3 ,m  +
to provide Dirac delta functions, we are left, after
with:
Here, for example, (T\^ +  ^cr> is the magnetisation at angle 9 , 
axial position +y' , which is a function of r .
The imaginary part of this transform is performed similarly.
% n  [ V  cv-,y)] = ^  t*-,GT) s ^ C X G - ^ ' X  )
Y  ) £ ) 1(4.11)
So far, then, the signals from axial positions - y 1 have been 
isolated but they are mixed together. They separate when the 
second transform:
is even
(4 .12)
and I J s ' M  is odd, the function will be purely real.
s S C r ' ^ ' ) *
U
The first part of this is:
j a v  R e [ s e ^ / ^ , )Jw >S-C ^G rT'er 'V ' )
= J d y a r  C « S & G r' U ' ) [ C ‘ej,*'^> *  o
- j s j c ^ l m o ^ c r )  -t m09'-8'co'][^cosCSl'G ''r+r ')l-) + ‘4_cos(VG-r'<>C c-c0 l-) ]  V  
and again there were odd terms from the expansion which disappeared.
Again using equation 4.9 to evaluate fit- , we obtain:
UV parh J ^ £ ? V ' +* ( .r )  -t JY lc ^ 'c O '“J}/ ^ C r t r '  ) +
r \Jfj, T [T|o6/+'3/,+f * pQ e ''"£,'*vr'"| (there are no spins
° -* at -r1 ) U
2nd poA-'~j<b'^.°’ ^ cO  ~ rn0’J'Scr^J [“SCr+f') +  J
= l4  [ > < ^ +r' - m  •'■»'•'*r'|J (no spins at _r .) (i
The two parts add together as both are real, and the choice of 
position +y1 in the first transform has yielded the signal from 
the plane at position +y1. Experimentally, the magnetisation 
across the whole plane is simultaneously found by performing a 
fast Fourier transform (FFT) on the time signal, and similarly 
all planes of interest would be found using the first transform.
The sign in equation 4.13 is of interest here. The choice of 
sign in the sine transform is dictated only by convention, and 
affects only which of the two planes -y1 or +y' is detected 
for a given transform method. I have adopted the convention 
that the transformation from time to frequency space ,
F<u,) =
uses a negative exponent but I have chosen a positive exponent 
in the first transform so that the resulting magnetism is at the 
position +y'. The result is, then:
' ' (4
.13)
.14)
.15)
.16)
. 17)
The factor of h is due to the absence of the magnetism that 
is out of phase with the reference signal. The doubling of NMR 
signal energy that occurs when detecting with two reference phases 
in quadrature represents the recovery of this factor of 2 . The 
coordinate system would be repositioned so as to introduce spins to 
the position -r* as they would be distinguishable from spins at +r'.
4-(iii) The Effect of Transverse Relaxation.
This discussion pre-supposes that the final image will be independant 
of transverse relaxation after due consideration to signal bandwidth.
If is included, equation 4.5 becomes:
tr#g> ^G\ x ]
The first transform, which integrates over G and y leaves the 
relaxation term unchanged, and
e Jdl-JcLr ccrsC WGrCtQr  V — hV2^.) ^ cos
* **'<■'■'> ■+ '‘D o '*'CO -1 (4.18)
2 '2- -1
In rearranging the expression as before so as to evaluate JcAV , 
notice that:
Jd*“ jUr \ oa$(. +r') h - 0 )
-h Vl CG&C h ) )
Tx y
= JcH-fdr \  _ n / Ti )
+  ‘/ j ,  0o%( J - [ V G - r , , ,C r - r ' '>  -  1 / ^  J  (4 .1 9 )
The terms in the square parenthesis are both frequency terms 
and the transverse relaxation can be seen to represent the expected 
resonance shift or broadening. The term -2v Tl is a constant.
Using cos(A-B) = cosAcosB + sinAsinB , where B is in this case 
the constant, the integration is of the form:
(consVxdl-) V J dV OOsA ■* C OOTNfilsri' ) * Joft" iSrs A  .
The second part is odd and therefore zero. Thus, the expression 
for S e^r0^ ./) is changed only by the reduction in echo amplitude
due to T£ relaxation which is irreversible, and by the associated 
frequency broadening.
4(iv). The Effect of Discreteness in the Transforms.
In practice, bothJdGPandJdk are finite summations. The latter 
is the result of the discrete sampling of the time signal. The 
former, the transient gradient summation, represents the application 
of a set of equally spaced discrete strengths whose values are 
governed by the number and thickness of the image slices. Before 
considering what restraints these values have, the effect of 
integrating between finite limits will be examined.
Equation 4.9 becomes:
J dG* YG-^C £-*•£'^ _ 2 Go untY (fr-Wt ) (u. ?nl
0 C S' <■*■*$•)'* G-o )
The sihCrr^^.^appearance has been emphasised. This is the weighting 
factor which MQ (y) has in the integration .It is, therefore,
the axial profile of the magnetisation; the detected signal 
originates from locations that lie in the volume swept out around 
the coil axis by the sihCn'^ )/rn. function, which is centred on y = y 1.
Q
The function first becomes zero where:
and the thickness of a 
slice of Spins may be defined as the distance between nodes,
p =
V 2 . i t /
The effect of choosing discrete values of G*^ within a range is 
as follows. It is well known that sampling in one domain with 
-frequency f causes periodicity of the Fourier transform, each 
reproduction or 'alias' being spaced 1/f from its neighbour (37). 
The aliases of the function qxs(8Ct*VE)v or Oos C ^ T T f ), occur
/ V  A ^  \—l v ^
at intervals f J 'when the spacing between values of
G is b$r .
If the coil is sensitive over an axial distance y then:o
( S £ £ 3 ) ' '  »  j .
for no detectable aliases, ie:
A o  ^ 2t t/ c ^ v t : ) (a
If m planes are to be imaged (the central peaks will not 
overlap) then the plane thickness
P  ^ /rrv = ( VG-o'ty '
\ Z7T '
k. G 0 - ^  * 2 tT/ c * 0* t: ) W
Therefore, since the range of values for G* is — &0 ^  G * ^  +Cr0 
there must be at least (2m + 1) values of Or* t including zero.
The number of . values can be reduced to (m +1) if Cr is only 
given positive values. Gr^- Cr0 should be omitted to prevent 
duplication of the term for Q *  = 0 , and so only m values are 
in fact required.
_ us
However, for positive Cr only, the odd terms in equation 4.8 
do not disappear , and the analysis requires further examination.
Equation 4.20 is still applicable, with a modification to the 
limits of integration (assuming a continuum of values) :
dlG* oe*C VGr* C£+3/-)'t)
G-o ^
cv £ T c £ 7 j p T ^ O
So far, this result is the same except that the magnitude is 
reduced by a factor of 2. Odd terms do not disappear, and must be 
evaluated. For example:
J ^ d G *  suv C V G - ^ t y Y O
q &>( VCro f y a O 'V) - ) , (4
(4
(
Designating equation 4.23 as  ^and equation 4.24 as rnotCt^  ^
then equation 4.3.0 becomes:
R e t s 4 c ^ 0 >  V J c t cos(x&r' W ) [ m “'!^ V )  + m ; ,sl'9 (r)]
-  «/t J i r & ( V & r' V 0 [ < ' cf»°cr) f ('
The result of the second cosine transform on the second line of 
this gives the term ;
.21)
. 22 )
.23)
.24)
.25)
J c V j c l i - 005C ^ C r r ' d r ' )
which is zero if the surrmation J *  is continuous, since the 
product is an odd function. The end result is unchanged, therefore, 
if the change frcm a continuous integral to a discrete sum does 
not affect this step. In practice this is true because the signal 
is sampled a large number of times, and the resonance frequency 
broadening ensures that the echo is small towards the ends of the 
sampling period.
The sine transform can be similarly dealt with, so there are no 
problems caused by ignoring negative values for (3s".
It is interesting that equation 4.23 , and the above demonstration 
that the terms from equation 4.24 can be ignored, shew that the 
plane thickness remains unchanged even though the range of 
values is halved. Usually, the width of the function
is inversely dependant on the range of values in the other Fourier 
space. This unexpected result is due to the effect of the second 
transform.
•^ (v) Efficiency of the technique.
The efficiency of this technique of plane definition is defined as: 
(signal strength frcm plane of thickness y /m )
----------  2------  x 1 0 0 %
(' maximum signal strength frcm cylindrical 
volume, thickness yQ /m )
- both as a result of m measurements. 
(The measured signal voltage is proportional to the magnetism 
within the two volumes.)
The two values will be calculated separately.
(a) When G*= 0 , the whole magetisation has the same phase at 
position (r’j 0  ) and equation 4.5 becomes:
m ## C O  =Jdc[du (4.
$
If flft0C**)is the magnetisation per unit axial distance in an axially 
uniform sample, then the value of the magnetisation in a plane,
thickness yQ /m , which has been signal averaged m times, is:
Jdk" ocsCYG-'V 1-) XT\*lr) .
(b) When transient gradients are used within a finite range 
, equation 4.10 becomes:
3 - Jet*' oosCVG^rO* VaJci^JO/Cr^G-,,
x T s<^  c yGbCH.+frp'c) +  ^ y ) t }  3
C VCr'Cyy^  ) (v&o -1.
If we choose y 1 = 0 , the imaginary transform vanishes as 
sxr*CVG"*is zero.
If the first Fourier transform in fact involves discrete summation, 
with sampled values of Or* , then the magnitude of S 0 ( ^  ) j_s 
reduced, being scaled by a factor of * / AG- . We therefore have 
a factor of ffo/A<r , which is optimally equal to m. Therefore, 
again assuming axially uniform magnetisation,
Ss C t- o } * fctr oesCV G r'*r ^ )  rn f CO nx fcL. <4.29
' J  J 9 CyCrttx)
The integral fay,is not easily solved between arbitary limits.
Hcwever, a simple solution exists for the definite integral:
j Vur\ s CL .
° £
Strictly, the lower limit y = 0 is included and the result
J  ^  s n y  / posiKwc }
is not true; however, the function changes smoothly at y = 0.
Since the plane thickness
P = a
we may substitute
V'G.'t - 'r'2-Tr/ (J-o
s*c m »  - Jir w ^ ‘rv) m ;  c O  w  ^  ^
= Jclr cresCS'e-,‘,0P (-) . a<’/^  (4.30)
Comparing equations 4.27 and 4.30 , it is clear that the non-ideal 
plane profile induces a loss of signal, causing the efficiency, 
defined earlier, to be 50%. The choice of limits J is
not necessary even when considering non-uniform f([ as the
(4.27)
(4.28)
magnetisation is confined within the sample. It has been shown, 
by computation of the integral, that the 3 vnCnV)/^ function is
Q
well contained within the coil even for low values of m , the small 
positive and negative peaks outside being 'pairable' so that the 
efficiency is within 2% of the 50% figure derived by integration 
between infinite limits.
In conclusion, after m signals have been collected, all of the 
m planes may be reconstructed , and each yields a response that 
is about m/2 times as great as the 'single shot' response.
4 (vi) Single Plane Definition.
To obtain a profile from a desired plane by this method obviously 
requires a lot of computational time and storage space. There is 
one plane, however, that can be obtained without seme of these 
stages, this being the one around ’ y' = 0. The term cosCVG^/^) in 
the first transform is unity for every value of Cr , so the transform 
is just equivalent to adding the m signals together without 
modification. This may be done as part of the signal averaging of 
the signal at the projection angle 0 . (D^ G. Taylor and D.J. May, 
( W  ) ,
/ air \
Provided that the condition AG* is satisfied, there
is no reason why the <3*^  values should be accurately calculated 
by computer; in the early experiments with this technique, G *  was 
made to oscillate incoherently with the pulse sequence repetition 
rate, being driven by a simple signal generator. The incoherence 
ensured that any phase angle was as likely to occur as
any other, and provided a sufficient number of signals were added 
together, the criterion ACr ( ^ V X  ) was met* Because °f the 
reliance on the incoherency, however, the number of accumulated 
time signals was of the order of 3m for a plane thickness yQ /m
. 4(vii) Non-uniform Coil Sensitivity.
Although receiver coils are constructed so as to have uniform 
sensitivity across the image plane, it is diminished towards and 
beyond the coil ends. Normally one expects the axial integration
of magnetisation to be dominated by the central peak of the 
sinCn'y') /ttij, function. The modification of the plane signal by the 
inclusion of adjacent lower peaks and troughs is small, and if 
necessary the signal or final image may be improved by the addition 
of small fractions of the adjacent signals or images. However, 
end planes produce smaller signals which may contain too much 
detail from adjacent (more sensitive) locations to be meaningful. 
(Figure 4.3). Deconvolution of the coil response from the plane 
shape is not possible, since neither the continuous values of the 
axial magnetisation, nor the integrated complex magnetisation in 
the adjacent planes, are known; the latter because the period of the 
function halves outside the plane of interest.
Plane at coil end. Plane in coil centre.
A
Figure 4 3  . The plane profile modified by the coil response (dotted 
line). In (a), the plane around position A has been selected. However, 
contributions from positions B and C are relatively large.
A solution to this would be to confine the set of images within 
the most sensitive regions by increasing the strength of the gradient 
limit Cr0 . However, the increase of the interval AG- would cause 
aliasing of information into the planes from weaker parts of the 
coil. In other words, the information for the reconstruction of the 
end planes must be collected, even if these planes are never used, 
unless other measures are taken. These include:
a) Sane form of selective excitation, omitting regions near the 
ends of the coil. (The spin-echo sequence itself effectively does 
this, as will be shown later.)
b) Increasing the number of transient gradients. This can be 
used to compact the planes of interest without causing aliasing, 
although the end plane information is still collected. Alternatively, 
the set of signals may be weighted, for example, by a triangular
function so that the plane thickness is unchanged but the profile 
becomes a -sW"City? function, which falls away quickly
along the axis.
The plane profile shape may be observed at the position y f= 0 
by applying a single, static gradient on top of which the
\X*
set of transient gradients <3r may be applied. This (purely real) 
time transform of the signal, frcm a homogeneous sample, yields a 
projection profile where frequencies (axial positions) are modified 
in phase so that the plane profile is seen. This allows the gradient 
strength G 0 to be properly selected so that . This is
adjusted by changing the power output from the gradient driver.
The echo received after a G  ^  pulse is unchanged except that it 
exhibits a time shift. This is because the phase shift in
equation 4.5 linearly inceases as a function of frequency (axial 
position) with the result that, following the 180° pulse, all the 
spins rephase together > later than expected when C r  = 0. Because 
the time shift is proportional to (J-*, it is possible, by measuring 
the time shifts occuring due to the set of Cr / to verify that the 
transient gradient values are equally spaced. Non-linear computer 
DACs and/or gradient drivers, or magnet hysteresis, could impede 
the switching. If the values of G do not increase linearly, the 
values applied to the DACs can be modified.
One advantage of the spin echo technique is that the coil sensit­
ivity is contained reasonably well. If the pulse length is correct 
so as to give a flip angle of 90° at the coil centre , then as 
the strength of decreases towards the coil ends so the pulse 
angle decreases. Figure 4.% shows that the perturbed magnetisation 
after a flip angle of o( < 90° can be dealt with as a component 
Mq c o s  •< which has not moved, and a component Mq sin o< which 
precesses in the x'-y* plane.
After the second pulse u  , the magnetisation in the x'-y' 
plane flips and the amount remaining in the plane is Mq sin o(cos2<^ 
This becomes zero wheno( = 45° and for o< ^  45° the magnetisation, is 
not flipped far enough for its precession to reverse; consequently 
no signal is obtained from regions where the B^ is to weak to 
cause a 45° flip.
mm 0 cos
ffl© ct-
Figure 4.4. The precession of the magnetisation in the rotating 
frame when the pulse length ot is less than 90° . ( A small difference 
between the frequencies of the reference frame and the resonance is 
assumed.)
a) After a pulse a t  the magnetisation can be broken up into 
vector components. Mq sin<< lies in the x'-y' plane and is therefore 
detectable.
b) Following a second pulse 2^ which is supposed to induce a spin
echo, if <^45° then the direction of precession (shown arrowed) is
unchanged and the spins in the x ’y 1 plane continue to dephase.
c) Following a second pulse where 45° then the precession
direction (shown arrowed) is reversed and spins will rephase and 
cause a spin echo.
The fraction Mq c o s  << also flips after the second pulse. The 
amount Mq c o s *  sin2 ^  turns into the x'-y' plane. This produces 
a signal directly after the second pulse. The problem of sampling 
to ignore this signal was discussed in section 2 (viii).
4 (viii). Discrete Coefficients for the Transient Gradient Transform.
Experimentally, the first transform is performed by multiplying 
the signals by discrete values of <SXp(iW^ which can be
calculated and stored as a table. Just as equation 4.22 gives:
* G 0 T  = m  - 2 * / $ e
so equation 4.21 gives:
V  Qr*X. - n. . 2tr/t£0 cJiexe »x&Gr-Gr^j
a -e • ^ l -p 0  £  ^and we find values of
e^c-.ar » / ^  y ) '
If the plane thickness p = unit distance, then y* has m 
integer values (including 0 ) and yQ is numerically equal i 
m . The expression is tabulated in Table 4.1 for m = 8 .
COSfe-x-Jly')-'-
!)»
X  3\ 1 -3 -2 -1 0 1 2 3 4
o0 1 1 1 1 1 1 1 1
1/8 “M 2 0 M 2. 1 M 2 0 “M 2 -1
2/8 0 -1 0 1 0 -1 0 1
3/8 M? 0 -M? 1 0 -1
4/8 -1 1 --1 i -1 1 -1 1
5/8
lfl2
0 “Ms 1 "M? 0 M 2 -16/8 0 -1 0 1 0 -1 0 1
7/8 “Ms 0 Mz 1 MS 0 “Ms -1
Table 4.1.
Coefficients for the 
real and imaginary 
GY transforms ( 8 
planes ).
n is an integer;
m is the number of 
planes;
y* is the plane
position, unit
plane spacing.
(ie. y = 8 )J o
2°
V  U  -3
\
-2 -1 0 1 2 3 4
.
0 0 0 0 0 0 0 0 0
1/8 -1^ -1 ■m ?
0
M r
1
m *
0
2/8 1 0 -1 0 1 0 -1 0
3/8 _1/J2 1 ■m ? 0 M ? -1 M 2 0
4/8 0 0 0 0 0 0 0 0
5/8 -1 M r 0 “Mr.
1
“M r
0
6/8 -1 0 1 0 -1 0 1 0
7/8 M is 1 1'fe 0 “M 2 -1 “M 2 0
CHAPTER 5
EXPERIMENTAL RESULTS
EXPERIMENTAL RESULTS
The apparatus which was used is detailed in Chapter 6. Chapter 
5 describes the operation of the equipment and gives a critical 
evaluation of the results which were obtained.
5 (i) , Experimental settings.
All the research was carried out at a resonance frequency of 15 MHz
using a spin-echo technique to collect data. The transverse decay of
the signal was dominated by the inherent inhcmogeneity of the
*
magnet over the sample volume, which gave a value for T2 of
10 mS. The linewidth of 30 Hz gives the magnet homogeneity of 
2 parts in 10 ,
The very first step is to obtain the exact magnetic field strength which 
is required for resonance. It was arranged for the resonance frequencies 
to be above the reference frequency used by the phase sensitive 
detector. A short term flux stabiliser was then activated.
The single, dual purpose probe coil was tuned to a parallel 
resonance at 50X1 using two methods. Whilst the probe network was 
being built, a Hewlett Packard vector impedance meter was used 
which gave information on both phase angle and impedance. The probe 
was tunable for both resonance and resonance impedance, both of 
which had to be correct. When the probe was connected to its 
'T' network of coaxial cable and the (small) impedance loading of 
the vector impedance meter was removed, the resonance conditions 
changed slightly. In this instance, the probe was tuned by the 
observation of the pulse magnitude across the probe, a maximum 
indicating a parallel resonance. A pulse height equal to half that 
available on the unloaded transmitter output indicated an impedance 
match.
The correct pulse length for the 90° pulse was estimated by 
observing the maximum initial height of the f.i.d. whilst the 
pulse length was increased frcm zero. During this stage the repetition 
rate of the pulses was made greater than 5 T^ for the sample, 
as shorter pulses can produce a maximum value at more rapid repetition 
rates. The contribution frcm the sample in the region of the coil 
ends where the pulse length is reduced introduces no significant error 
at this stage. The pulse length was 15 s.
The second pulse in the spin-echo sequence was set to occur 
after' a time - equal to the transverse relaxation time where this was 
known in advance. The pulse length was then optimised for a 
180° pulse by observing the echo height as the pulse length was 
increased frcm zero. The contribution frcm the coil ends produces 
a significant signal after this pulse even when it produces a 
180° flip in the coil centre. Attempts to obtain a 180° pulse by 
minimising this signal will therefore cause an error.
For the optimisation of the 180° pulse length and for all subsequent 
signal observations, the pulse repetition rate was increased to be 
about equal to the sample T . When a water sample was used, this 
would be doped with CuSO^ whose paramagnetic ions reduced the T^ 
dramatically. T^ was often roughly estimated as being the spacing 
of 90° pulses when the f.i.d.s produced by a repetition of these 
pulses fell to CT\0 C I “ ‘/e ) .
To reduce the amount of noise in the audio-frequency signal
produced by the phase-sensitive detector, the output R-C filter
bandwidth was reduced until the spin-echo height was observed to
perceptibly reduce, thus indicating that the highest frequencies 
present were being reduced in amplitude or phase-shifted by the 
filter. The bandwidth was then increased until no reduction occured.
In order to exploit the full dynamic range of the Analogue to 
Digital Converter (ADC) which was + 5 v , the audio signal was 
amplified, to fill this range, regardless of the signal to noise 
ratio, ie. the signal strength. Care was needed to make allowances 
for any d.c. level on the signal so as not to overflow the ADC input.
The spin echo was observed during the correction of phase of the 
reference signal to the phase sensitive detector to obtain a 
signal consisting of purely real cosine frequencies. To this end 
the echo was balanced so as to appear even and symmetrical about its 
centre peak, with due regard to the assymetry which the T2 decay 
could cause.
The spin-echo was digitised using all the guidelines in Chapter 2. 
The sampling was made as fast as possible, and this, together with 
the sampling time available within the transverse relaxation, set 
the total number of points that could be aquired as 512. The maximum 
sampling rate was determined by the speed at which the computer could 
interogate the ADC , and therefore this was determined bv 
the execution time for the algorithms. The maximum sampling rate was 
found by measuring the width of the frequency spectrum of the 
digitised signal as a function of demanded signal digitisation 
rate; when the digitisation rate could no longer be increased, the 
spectral width reached its maximum. Signals were usually digitised 
at the rate of 1 point every 30 j*s , and thus sampling took 
approximately 15.4 ms . The spacing of points in the frequency 
domain was thus 65 Hz, or about twice the magnet linewidth.
65 points were used for each discrete profile. The profile thus had 
a width of 65 x 65Hz = 4.225 kHz. The frequency spectrum of the 
B-^ 180° pulse, lasting 29 /^-S , was considered to be flat
over this range. Only 65 of the 256 positive frequency points in 
the discrete spectrum were used for the profile , the other points 
containing only noise frequencies in the bandwidth of the audio 
signal for filtering purposes (section 2(v) ). (The negative points 
in the discrete spectrum are identical to the positive ones.)
The ADC, described in the next chapter, began sampling directly 
after the 180° pulse. The signal from the coil ends was therefore 
sampled, but was subsequently ignored, the data being extracted from 
the 512 sampled points immediately after this; about 100 points were 
usually ignored.
It is important that the spin echo should lie in the exact centre 
of the sampled signal. This was approximately achieved by tiining
the interval between the 90° and 180° pulses very accurately 
and comparing this with the ADC sampling rate. The echo was then 
positioned accurately by fine adjustment of the inter-pulse 
interval whilst observing the centre points of the digitised signal.
The orthogonal transverse gradients {ie. those in the image plane) 
were then optimised. The action of the two digital to analogue 
converters (DACs) that were used to control the magnitudes of the 
gradient coil currents was checked by the observation of a spot 
on an oscilloscope screen which represented the tip of the gradient 
vector. However, the gain of each gradient coil driver was set by 
measuring the spectral width of the projection profiles of a 
cylindrical sample. For this, the two coils were energised independant]y.
The shape of the profiles was also used as a check of gradient 
linearity, attenuation of the signal as a function of frequency 
(in the filter, for instance) and possible phase errors. At 65 Hz 
per point in the digitised frequency spectrum, the gradient strength ; 
required to form a profile across 65 points , using the receiver 
coil described in the next chapter, was 1.2 G cm .
The shape of the echo should remain unchanged when the DACs are 
instructed to provide no current, and periodically this was checked 
to make sure that there was no gradient driver zero offset.
If the experiment to be run was to use plane definition, the 
strength of the third gradient would be set at this stage by 
observation of the plane profile shape, as described in section 
4(vii).
All the images that were taken employed N- nm/4 projection 
angles, where n is the number of discrete points across a profile, 
usually 65, as recommended by Brooks and Di Chiro (MS') . The inside 
of the glass tube around which the receiver coil was wound had a 
diameter of 8.5 nxn , so in all cases the diameter of the objects 
shewn in the next section is slightly less than this. Other 
relevant experimental details are discussed with the results in 
the next section. The experiment was under overall computer control, 
and the sequence of steps through the various stages of the experiment 
is outlined in the descipticn of the computer programs, shown in
5 (ii). Images
Plate 1(a) shows an f.i.d. as seen on the oscilloscope used to 
monitor the received signal voltage after a 90° pulse. A static 
gradient has been applied. Without the gradient, the signal would 
decay, exponentially, across the full width of the photograph, 
so the dramatic shortening of the decay can be seen when a typical 
imaging gradient is applied. The initial maximum voltage is negative, 
which would cause the maximum of the rephased spin echo (when 
applied) to be positive. The profile of an object contains a 
complicated mixture of frequencies, and this is reflected in the 
complexity of the shape of this decay.
Plate 1(b) shews a spin echo, after digitisation by the ADC.
This signal is ready for a discrete Fourier transform. The phase 
is incorrectly set; this is clear by the absence of a single, 
positive central peak. The reference phase would have to be changed 
in this case.
Both plates have a very low level of baseline noise.
The photographs in Plate 2 show spin echo signals that were 
obtained before a Fourier transform routine had been implemented.
These were part of a set which were used to check that the gradient 
vector was rotating under computer control in the image plane.
Two capilliary tabes of water were placed side by side. When the 
gradient vector was parallel to the line joining the tabe centres, 
the resonance frequency distributions of the two tubes was identical, (a) 
As the gradient rotated, the resonance frequency distributions began 
to beat. Calculation of the beat frequencies showed the the gradients 
were rotating correctly (b) .
> Plate 3(a) shows the first NMR image taken with the apparatus.
The dark areas represent water between two concentric glass tubes.
The image was drawn on a dot-density plotter. The odd shape was
a consequence of non-optimisation of most of the equipment at that
time, and not least to the fact that the field B drifted during ' ~o
the experiment. Later pictures incor porated a routine to correct 
for this, described later in this chapter.
Plate 1(a) . F.i.d. signal voltage under an applied gradient.
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Plate 2(a) . Spin echo from two capillary tubes. Applied gradient 
is applied along a line through the tube centres.
j
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Plate 2(b) . Spin echo from two capillary tubes. Applied gradient 
is orthogonal to a line through the tube centres.
Plate 3.
(a) The first NMR 
image. Two concentric 
glass tubes. The dots 
represent water.
.■ . r-.
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(b) Cross sectional 
photograph of a 
daffodil stem.
(c) Cross sectional 
NMR image of a 
daffodil stem.
Dark areas represent 
water.
Plate 3(c) shows the cross-sectional image of a daffodil stem, 
without plane definition (ie. the plane thickness equals the sensitive 
length of the receiver coil). Plate 3 (b) is a photograph of a similar 
stem. At this stage of development the stem is hollow. The image 
array is 85 x 85 pixels. The outline is crisp, and this is aided 
by the windowing of the image which, in this case, allowed the full 
dynamic range” of the picture to represent between 60 and 90% of the 
maximum values on the image; this also revealed seme changes of 
intensity at different positions in the stem. This and other plant 
pictures shown here were taken with typically 16 signal averages 
per projection angle, with a pulse sequence repetition rate of the 
order of 1 repetition per second, which makes:allowance for the 
T^ of the plant cells. . Plate 3(b) was taken with 65 projection 
angles and therefore took 17% minutes to acquire. All the other 
images were taken with 50 projection angles, and a signal acquisition 
time of 13% minutes using these parameters.
Testing the resolving power of the apparatus involves the 
manufacture of phantoms which contain very small compartments 
of water. The simplest phantom, shown photographed in Plate 4(b) , 
consisted of a bunch of fine capillary tubes ( Imra outside diameter, 
0.5 mm bore) inside a 5 mm bore glass tube filled with doped water. 
The tubes fill by capillary action. The larger tube was positioned 
inside the 8.5 mm bore sample space within the probe. Plate 4(a) 
shows the NMR image, without plane definition, the light rings 
representing the capillary tube walls. In some places there appears 
to be no water between the outermost tubes and the surrounding tube; 
in some tubes the grey colour suggests that the tubes did not fill 
completely. Some tubes appear to be oval, which may be due to 
their being non-parallel with the reciever coil axis, or may be 
caused by field drift or other similar problems which are discussed
in section 5 (v) . This and other phantom pictures shown here 
were taken with typically 8 signal averages per projection angle, 
and , because water doped with copper sulphate was used, a pulse 
rate of the order of 3 repetitions per second was used. All images 
were taken with 50 projection angles, giving a total signal 
acquisition time of 2% minutes.
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Plate 4(a). NMR image of a bunch of fifteen capillary tubes
immersed in water within a larger tube. Dark areas 
represent water.
Plate 4(b). A photograph of the capillary tubes
Plate (5) shows some early images of a small leek, again taken 
without plane definition. 5(a) shows the cross-section of the 
bulb, clearly showing the characteristic division of the structure 
into two whorls, which lie either side of a central modified shoot.
The leaf structure is tightly packed in concentric rings which 
become green above the bulb. Plate 5 (b) is a section taken at this 
position. Plate 5(a) was windowed so that the lowest 25% of the 
image intensities were removed, so as to suppress background noise.
5(b) was similarly windowed, with the dynamic range of the picture 
representing between 15 and 50% of the maximum image values, in 
order to enhance the low intensity ring structure around the sample.
Plate 6 demonstrates the ability of the NMR imaging technique 
to investigate very small systems. The image is of a single grain
of wheat. In its dormant state the water content of the grain was 
too low to be detected by the apparatus, but after soaking overnight 
in water (representing wetting prior to germination) the grain had 
absorbed sufficient water to be detected. The general features of 
the structure are sketched beneath the image. Water has been 
absorbed preferentially in the 'embryo' of the seed, which is the 
tiny young plant consisting of a root, shoot and one or two leaves.
The rest of the seed is visible in outline, possibly owing to the 
absorbtion of some water on the outer surface. The charactersic 
crease along one side of the seed is marked by a line along the length 
of the grain ; this may be. due to surface water being trapped after 
soaking. The further study of seeds would be possible with a much srrralW
receiver coil volume in this experiment. To offset the lew signal 
strength, 50 signal averages were taken per projection angle, giving 
a total signal acquisition time, with pulses repeated every second, 
of 42 minutes.
Plate 7 demonstrates the versatility in the choice of image plane 
orientation. 7(a) is an image of the tail of a rat. The major 
details are sketched below it. 7 (b) is a longtitudinal section 
through the same point. Both pictures were taken in vitro, and 
without plane definition. Like many pictures taken at this stage 
of development of the apparatus, the plane definition of a-thin slice 
would have improved resolution of detail, but there would not have 
been sufficient signal available to produce a clear Image.
Plate 5(a). Cross section of a leek bulb
Plate 5(b). Cross section of the leaves just above the leek stem.
Plate 6. A single wheat seed after overnight soaking in water. The 
seed embryo is at the lower left hand end.
Sketch of the wheat seed components.
Plate 7(a). Cross section of a rat tail in vitro. Below is 
a sketch of the main features.
Connective tissue
Bone marrow 
Vertebra bone
Ligament
Skin and fur
Plate 7(b). Longtitudinal view of the tail at the same point 
(without plane definition).
The application of the plane definition technique developed by 
the author and described in Chapter 4 begins with the setting of 
the image plane thickness. To do this a static gradient is applied 
in the direction orthogonal to the image planes and the transient 
gradients are then applied on top of this. Plate 8(a) shows the 
frequency spectrum or profile of a water sample in this direction. 
Signals are collected during the application of a set of transient 
gradient strengths and the profile is displayed again, Plate 8 (b).
The width of the central peak of the sin (ir^ .)/(TTj) function in 8(b) 
is measured as a fraction of the profile width of 8(a) which is 
equal to the sensitive length of the coil. This length was measured 
to be 12mm for the apparatus used. A plane profile width of 1/8 th 
of the width of the coil sensitive length would therefore represent 
a plane 1.5 run thick. Where multiple planes are measured, the set 
of planes should be adjusted in thickness so that the sensitive length 
is just filled by planes.
Plate 9 (a) shows another image of a daffodil stem, this time 
imaged on a 65x65 pixel array which has been mathematically 
interpolated onto a 128x128 array in order to smooth the detail.
This stem was used to demonstrate single plane definition (section 
3(vi) in a simple experiment. One side of the stem was removed as 
a slot 4mm long . Plate 9(b) shows the cross-section of the cut 
stem without plane definition. Plate 10(a) shows the profile of 
the cut stem along the coil axis, and the cut is clearly seen.
Plate 10(b) shows the cross-sectional image with a thick plane 
defined through the region of the slot; the signal from the upper 
half of the stem is all but removed.
Plate 11 shows another pair of images that were used to demonstrate 
that the plane definition was possible. 11(a) is the cross-section, 
without plane definition, of a spirally formed glass tube, which 
is sketched alongside. The tube was positioned so that it spiralled 
through the axial position of the image plane. When plane definition 
was applied, the signal remained from one arc of the spiral only.
For this early experiment, the transient gradient strengths were 
obtained from a free-running oscillator, running asynchronously with 
the pulse sequence.
Plate 8(b). Axial profile of the image plane.
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Plate 9(a). Cross section of a daffodil stem before plane definition
Plate 9(b). The daffodil stem cross-section after a slot was 
cut. No plane definition.
Plate 10(a). The axial profile of the cut stem,
Plate 10(b). The plane-defined cross-section of the cut stem
Plate 11(a). Un-plane defined cross section of a spiral tube of 
water, sketched alongside.
Plate 11(b). Plane defined cross-section of the tube revealing a 
single arc.
For these early experiments, the usual number of signal 
averages was increased so that at least 30 signal averages 
were taken at each projection angle, so that the required set 
of transient gradient strengths was certain to be acquired, despite 
the method of obtaining these from a free-running oscillator running 
asynchronously with the pulse sequence. Later experiments placed 
the selection of gradient strength under computer control, so that 
the minimum number of signals needed to be collected (section 4(iv) ),
Plate 12 shows the results from an experiment in which only one 
transient gradient strength was applied at each projection angle.
This was meant to represent the limit of the case in which a complete 
set of gradient strengths was not obtained at each projection angle. 
One signal was measured per projection angle whilst the free-running 
oscillator provided random gradient strengths throughout the 
experiment. 12(a) shows the arc in a thick image plane, using the 
spiral tube, for a conventional experiment; 12(b) shows the same 
plane thickness after one signal per angle. Although the result is 
noisy, the plane.1 definition can be seen to have worked.
A further demonstration of plane definition is shown in Plate 13. 
Because the phantom used ( a bunch of capillary.tubes) has cylindrical 
symmetry, a longtitudinal slice has been chosen by superimposing the 
transient gradients on one of the two gradients in the image plane.
When the transient gradients are under computer control, it 
is possible to detect the set of signals and apply a second 
Fourier transform, as described in Chapter 4, so as to recover 
a set of image planes stacked on top of one another. The technique 
has been called 'Polytomic Imaging'. Plate 14 shows the first set 
of images taken with the method. A single glass tube was shaped so 
as to lie at an angle across a larger tube which was filled with 
doped water. The arrangement is sketched alongside the images.
Each image was then displayed in 'perspective' by staggering each 
line of pixels. They were further compressed by ignoring every other 
line. Thus staggered, the eight images were stacked on top of each 
other and displayed in a single picture on the television monitor.
Plate 12(a). A thick plane-defined cross section of the spiral tube.
Plate 12(b). The same image, taken with one transient gradient 
strength per projection angle.
Plate 13(a). Cross-sectional image of a phantom of seven capillary 
tubes .
Plate 13(b). Plane definition of 13(a) orthogonal to the image plane.
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Plate 14. Polytomic images of a single tube set at an angle within 
a second tube of water, sketched alongside.
Plate 15 (overleaf). Set of Polytomic images of numbers cut from
rubberised cork sheet and stacked within a tube of water.
8 planes were taken, which meant that the number of signal 
averages at each projection angle (initially eight averages were 
needed) were further multiplied by 8 . The signal acquisition time 
for the experiment was therefore increased by a factor of 8 ; 
comparing the time with the 2\ minutes needed for Plate 4 (a) , the 
time increased to 18 minutes.
The image planes were arranged to fill the whole of the sensitive 
volume of the receiver coil, so that the end planes were taken 
outside the coil which is only 8mm long but sensitive over 12mm.
All images were normalised to the same brightness, but those planes 
at the coil ends were very noisy, especially the top plane shown.
In the second and third planes from the top, a dark area appears 
to the left which was due to the presence of an air bubble.
The most attractive demonstration of the technique is shown on 
Plate 15. The numbers '1' to '8' were roughly cut from 1.5irm thick 
sheet rubberised cork and stacked on top of each other in a tube.
The tube was filled with doped water and the air bubbles shaken out 
in an ultrasonic cleaning bath. The numbers were thus surrounded 
by water and occupied the full 12mm of sensitive axial coil length. 
Each image plane was therefore an image of a number. In Plate 15 
the images are shown, the water represented as light areas and the 
cork as black . Again, the end planes are noisy, but all the numbers 
are recognisable. They number '1' to '4' down the left hand column 
and '5' to 181 down the right hand column. The set of images are 
shown stacked in Plate 16(a).
Plate 16(b) shows another set of images, this time of a solid 
plastic rod lying across the tube of doped water. In this case 
the end planes were too noisy and have not been reproduced here.
The lew signal to noise figures for the small sample size in 
the apparatus was a problem with all the images presented here, 
especially the multiplanar ones in which the volume contributing 
to each image is so small. In these, the range of contrast is so 
limited that it is only possible to decisively say whether water is 
present or not. Nevertheless, there is sufficient resolution 
to prove that the Polytomic method works.

Plate 16(a). (Right). The 
set of planes in Plate 15 
stacked on top of each 
other.
Plate 16(b). (Below). A 
set of planes of a plastic 
rod set at an angle within 
a tube of water.
5(iii) . Image Artefacts Specific to NMR Imaging by the Method 
of Projection Reconstruction.
An artefact is scmething that is not what it appears to be. As 
such , an image artefact is a misleading piece of information or 
detail, but more often than not the word is used in CT to describe 
a flaw. The latter description is implied here. There are 
sane such arte f'acts which may occur on an NMR image that are 
caused by processes unique to the NMR method. They may be classified 
as:
a) Distortion due to gradient imbalance.
b) Artefacts due to B drift.~o
c) Artefacts caused by poor gradient performance.
d) Artefacts caused by poor spectrometer performance.
These will be considered in turn. A discussion of statistical 
image noise is in the next section.
a) The gradient vector used to obtain projection profiles is 
rotated in the image plane by means of vector addition of two 
orthogonal components. If these are not balanced,that is if the 
gradient power amplifiers do not produce the correct current so 
that the gradient coils do not produce the same gradient magnitudes 
for the same input, then the entire image will be elliptical rather 
than circular. It will be correct in e\eryother respect, however.
Plate 17 shows four glass capillary tubes placed one within another 
and all within a fifth tube which was filled with doped water.
Gradient imbalance has caused the elliptical shape of each tube.
b) In order tor analyse subsequent problems of information mis-placement, 
reference should be made to Figure 5.1 . Ideally, information on 
a projection profile which is derived from a single point will always 
be back-projected through that point on the image array during 
reconstruction. Simple back-projection produces the reconstruction 
of the point convoluted with the 1/r 'star-burst' function. (The 
deconvolution process, carried out on the profiles before projecting 
back, removes the artefact.) This is shown in sketch A . However, 
a misplacement error that is a function of projection angle causes 
a smear of information along a line that is tangential to the back-
Plate 17 . Elliptical image of four glass tubes immersed in
doped water. The distortion is due to gradient imbalance.
Coordinate system.
Sense of rotation} 
in the experiment.!
*‘**^~ 1
Figure 5.1 . The coordinate system for gradient rotation in the
image plane and two reconstructions;
(A) Star-burst artefact on a single point.
(B) Smeared reconstruction from misplaced profiles.
projected rayr shown in sketch B.
Furthermore, the deconvolution of the image array is incorrect 
but in a very complicated way. Deconvolution on a profile takes the 
form of the weighted suppression of points adjacent to the object 
position. Thus, image array points adjacent to the back-projected 
rays in sketch A are made negative, whilst the points cut by the 
ray are positive. The back-projection of all filtered profiles onto 
the image array ideally produces the reconstructed point or object, 
surrounded by a 'flat' image plane. However, when the rays are 
mis-placed, the 'star-burst' loses its symmetry. This is shown 
in Figure 5.2. Areas on the image array around the point A where 
the rays are more dense (at the top) are oversuppressed and will 
have negative values; areas where the rays are less dense (at the 
bottcm) are undersuppressed and information will be present on the
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Figure 5.2. Reconstruction of the projection profiles of a single 
point which have been systematically mis-placed as 
a function of projection angle. Positions of under­
and over-correction of the deconvolution are labelled.
final array in the form of a streak down from the point.
The appearance of this kind of artefact is best demonstrated in 
the case in which BQ drifts throughout the experiment. The resonance 
frequency for any point in the object changes frcm its correct value 
by an amount which changes from projection angleoto projection angle. 
The reconstruction of the information frcm any point is smeared in 
the way described. Plate 18 shows two cross-sectional images of a 
lemon which demonstrate the appearance of the artefact for an extended 
sample. ' These images were taken with gamma-ray CT in which linear 
source tracking is misplaced with respect to the centre of object 
rotation on a turntable, a problem which is analogous with field
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Plate 18(a). Gairana-ray CT picture of a lemon (Foster, (^6) ) 
The misplacement streak artefacts can be seen.
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Plate 18(b). The same image as 18(a) after 'Centre of Mass' correction 
to the image, developed by the author to remove field 
drift artefacts from NMR images.
drift in NMR (16) • The appearance of the artefact is clearer on 
these pictures than on any available NMR picture.
Plate 18(a) shows that, on an extended sample, the artefact occurs 
as two streaks from the extreme ends of the object which appears 
broader in 'the lower half than in the upper. Plate 3 (a) has the 
same appearance, but the streaks have been suppressed by windowing the 
image levels. The artefact appears to be most noticeable for objects 
which are well-bounded and of high intensity, such as water and 
glass phantoms, and are uncommon in biological systems in which 
boundaries and intensity changes are less severe.
'Centre of Mass1 correction.
The Author has developed a simple computer routine to correct 
for this problem of the displacement of whole profiles which are 
otherwise undistorted. It is most easily visualised if the profiles 
are thought of as the 1-D projections of the mass of a 2-D flat 
object whose mass is heterogeneously distributed. We can then invoke
a simple rule in Statics which says that the 'centre of mass' of
the projection profiles is the projection of the 'centre of mass' 
of the image. The correction applied to each profile in turn first 
treats the profile as a 1-D non-uniform beam and finds its'centre 
of mass', using the formula:
i -  5 . 1
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where m^ are the masses along the beam
x^ are the positions of the
masses from the profile centre
and x is the position of the c.of m.
The profile is then moved so that x is zero. The 'centre of 
mass' will thus back-project through the image plane centre. If 
this is done, it does not matter where the profile had originally 
drifted to on the profile axis. As the centre of mass of the 
reconstructed object lies on the projected paths of all the centre 
of masses of the profiles, the object will always be correctly 
reconstructed in the centre of the image array, provided that the 
field drift is less than one linewidth during each profile accumulation.
The 'Centre of Mass' correction may also be used to remove 
translational motion artefacts when a sample is imaged ' in vivo'.
Plate 18(b) shows the image of 18(a) after correction by this method.
(c) . The artefacts which are caused by poor gradient performance 
may be split into those which cause image smearing, and those which 
cause individual image points to be correctly reconstructed but in 
the wrong place, thus causing an image fwarp!.
(i). Image smears will result if a gradient current driver is 
required to produce more than its maximum current or if it responds 
non-linearly to its input. A simple example is shown in Figure 5.3.
A point object lies at the position /x( 0 ,-z'). The gradient
should increase to a maximum at the projection angle of 90° , but 
the power amplifier is assumed to produce no more than the current 
required for an angle of 45° . After this, the current output is 
limiting. The result is a misplacement artefact.
Figure 5.3. Reconstruction of a point 
obiect at position 'A1 when the z 
gradient driver is limiting.
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The '“doc. gradient in this example is required to produce both 
positive and negative gradient directions. If the outputs are 
offset so that a zero input results in a finite output, then the 
vector sum of the^^az. and gradients will describe a circle
whose centre does not correspond with the centre of reconstruction of 
the image and data will be misplaced on the array.
The positive and negative gradients may be produced by separate 
current drivers and in this case it is important that both drivers 
have identical output magnitude for a given input. If this is not 
the case, the gradient vector will not describe a circle , although 
the centre of rotation will be correct, and information will again 
be misplaced.
(ii) . The best example of image warping has already been 
described and shown in Plate 17 . The imbalance of the and
the gradient driver gains causes the gradient vector to
describe an ellipse which is nevertheless centred on the centre of 
rotation of the reconstruction. A circle is just a special case of 
an ellipse and, as can be seen in Plate 17 , the reconstruction
is correct apart from an elliptical shape.
A less obvious case for image warping, which is an extension of 
gradient imbalance, is when the individual gradient coils cause 
gradient non-linearity. Figure 5.4 shows that a warped 
gradient misplaces a point reconstruction, but consistently so, 
the misplacement being proportional to the sine of the projection 
angle. Similarly,Figure 5. 5 shows this for a non-linear 
gradient from both positive andnegative directions. The result is 
a distorted image when all points are considered, but not one with 
smeared information.
(d) . Several potential faults which would be caused by the spectrometer 
could be identified by studying the profile shape from a standard 
phantom such as a tube of water.
A problem arises when the received signal is not completely in 
phase with the reference signal in the phase-sensitive detector.
The resulting frequency spectrum contains a mixture of the real, 
even cosine spectrum and the imaginary, odd sine spectrum. The
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Figure 5.4. The effect of a non-linearity in the z gradient.
Information is misplaced by successive back-projected 
rays by ammounts which are proportional to the 
projection angle.
Below, (i) shows the non-linear field, (ii) a simple 
homogeneous object and (iii) shows the profile which 
is distorted towards the higher frequency end because 
most of the object is in a high field.
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Figure 5.5. The non-linear x gradient (shown as a solid line;
the dashed line shows the linear gradient) has both 
positive and negative directions during the scan.
In addition, the gradient both adds to and subtracts 
from the main field Bq . A point object 'A' in the 
centre of the object has profiles which are shifted by. 
the warped gradient. The figure shows the back projections 
at the angles Oo and 1800 , both of which misplace the 
object but in a coherent fashion.
latter odd function is sketched in Figure 5.6. The problem can 
be corrected either by adjustment of the reference signal phase 
or by a suitable combination of the real and imaginary frequency 
spectra.
Figure 5.6. The sine spectrum of a resonance line, showing positive 
and negative parts with a central disconinuity.
Phase errors that are a function of frequency are more difficult 
to remove. These can be caused by the non-linear frequency response 
of the receiving equipment, or they may occur on signals collected 
from a simple 90° pulse in which receiver recovery following the pulse 
masks the correct signal value at the first points in time. The latter 
problem can be avoided by using a spin-echo. Mis-timing the 
collection of data can mean that the initial point at which all 
frequencies are in phase does not correspond with the first sampled 
value. The constant time-shift represents a phase-shift which is 
a function of frequency.
The pulse must contain all the required resonance frequencies 
and so must be sufficiently short (equation 1.19). If the r.f. 
power amplifier cannot provide such a pulse, whose length is a 
function of r.f. power, then high frequencies will not precess 
through a complete 90° arc and may also begin to align with the pulse, 
thus introducing phase errors which will have a very complicated 
frequency dependance.
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The effect on the image of any^phase error is likely to be an 
inversion of image information from positive to negative values 
within the boundary of an object.
The receiver is susceptible to picking up stray radiation in 
its vicinity because of its high sensitivity. A constant frequency 
spike in the profile spectrum will remain unmoved on the profiles
as a function of projection angle and the reconstruction artefact 
is a semicircular ring on the image array. Large frequency spikes 
occuring once during an experiment can appear as a single straight 
line across the image.
5(iv). Image noise.
In this section the ratio of signal-to-noise on an image pixel 
will be examined as a function of the signal-to-noise ratio on 
the f.i.d. time signal. The noise on the signal can- be assumed 
to be thermal noise caused by the randan notion of 'free' electrons 
in conductors in the receiving circuit. Libove and Singer (?5) 
derived the following equation which can be used, for a proposed', 
design of receiver coil and pre-amplifier, to evaluate the signal- 
to-noise ratio which will be produced. The signal originates fran 
the volume of spins within the coil, and the coil r.f. resistance 
is calculated frcm the coil dimensions:
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where is an inhomogeneity factor which depends on the sample
placement in the coil, and is approximately unity;
/*o is the permeability of free space; 
n, is the number of coil turns (solenoidal coil);
\/& is the sample volume at resonance;
fs| is the number of resonant spins per unit volume;
& is the nuclear gyromagnetic ratio;
1ft is Plancks constant / 2yt ;
X  is the spin;
co0 is the resonant frequency in radians s 
K is Boltzmanns constant;
T s is the sample temperature in degrees Kelvin; 
ja is the magnetic permeability of the coil;
P  is the resistivity of the coil at temperature T^ ;
P is the wire circumference;
Cfc- is the coil radius and ^  is half its length;
F is the noise amplification of the pre-amplifier, eg.
the factor equals 2 for a noise figure of 3dB;
Tc is the coil temperature;
I is the total length of wire in the coil;
8  is the receiver bandwidth.
This equation gave the correct order of magnitude for the solenoid 
used in this research .*  For an existing coil; the equation can 
be compared with measured figures, and a discrepancy could indicate
poor performance in the phase sensitive detector or the audio 
frequency amplifiers which follow.
A more usual problem is the calculation of the image noise level 
given the signal:noise ratio from a water sample in an existing 
coil. The Author has examined this problem in two stages; (a) the 
s:n ratio on the frequency spectrum as a function of that in time, 
and (b) the ratio on the image as a function of that on the frequency 
profiles. Both are initially investigated without plane definition.
(a) The voltage spectral density G(f) is defined as the mean 
square noise voltage with frequency f . Connor(?7) defines it as:
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G(f) .df is the average mean square voltage in the range df and 
\Zn* is the mean square noise voltage in time.
The power spectral density of white noise is independant of
13frequency up to about 10 Hz and is therefore constant over the 
range of NMR resonance frequencies. It is therefore called white 
noise, or 'Johnson noise1. The resistance of the conductor within 
which the power is generated is constant, and so G(f) is constant 
also. Therefore, over the finite bandwidth B ,
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or, in the case in which negative frequencies are indistinguishable 
from positive ones because only one phase sensitive detector is used, 
the limits of intrgation are and G(f) is twice as large:
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On the discrete frequency spectrum, points are spaced Af  apart.
The average mean square voltage in the range Af is G(f)xAf .
If the magnitude of the noise voltage at any discrete frequency point
is represented by , the standard deviation about the correct
* a.
value (in volts) ,then G(f) Af  is the variance at the point, or d? .
The subscript 'P' indicates that this quantity is measured on the
projection profile. Writing for j_n time, we have:
3
Now the signal voltage is considered without noise. The area 
under the frequency spectrum, or projection profile, equals the 
magnitude of the f.i.d. at the origin (¥t), say V volts. The 
area under a continuous rectangular profile of width B' Hz and 
constant height V is V B' . Discrete sampling in the frequencyp p
domain implies that the time signal, and hence the area under the 
frequency spectrum, is scaled by 1/Af (37). Hence:
V  - V*p
ie.,
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A rectangular profile is not a realistic case so we use the profile
of a circular object. The profile height is proportional to the 
area of an ellipse whose major axis is B ' and whose minor axis 
is V . The area of such an ellipse is given by x /2 .
The area under the frequency spectrum is, after frequency sampling:
V  — Tr . G / . V/» . \
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where B 1 is the width of the profile and is its maximum 
height.
We now have expressions for the maximum profile height and the 
standard deviation on the profile points. Note that neither 
derivation has involved the discrete sampling of the time signal, 
which results in scaling of the frequency spectrum; however, both 
signal and noise are subject to this scaling so that the ratio 
of signal:noise in frequency space is unaffected. Therefore:
ie.
Equation 5.9 relates the signal to noise on the profile, measured 
as the maximum profile height from a circular object over the 
R.M.S. noise level, to the signal to noise in time, measured as 
the maximum signal voltage (at the beginning of an f.i.d. or the centre 
of a spin-echo) over the R.M.S. noise level estimated from the 
signal baseline.
The analysis is simplified if a sample of water is considered 
that will have a bandwidth B' equal to the width of the frequency 
spectrum which is back-projected onto the image array. In this 
way, we can investigate the signal:noise ratio on every image 
point. We shall see that, although real objects will have smaller 
signals and profiles, the scaling of signal:noise in the reconstruction 
process is unchanged, so that the figure that we obtain for the 
largest sample gives the signal:noise ratio on the image that any 
individual image pixel will have if occupied by spins.
/
Equation 5.9 may be re-written, substituting CTt = ^ ie nurr^Der
of points over which the profile extends, as:
C  . ~ S'
Note that 8 (Connor, (4-/) ) so that, for a given sample
and value of m , Vp is independant of B .
(b) . The amplification of profile noise during image reconstruction 
can be thought of as having two separate processes. Part of the 
loss of signal integrity is due to 'algorithm noise1. This refers to 
computational errors, which can be grouped as:
(i). Loss of precision in arithmetic operations because of operation 
in integer arithmatic and/or short length words (eg. 8-bit) ;
(ii) . Errors in interpolation between points on the profile which
is necessary for the back-projection of profiles expressed in circular 
coordinates onto a cartesian array;
(iii). Errors due to partial mis-alignment with part- or whole 
pixels on the image array during the subsequent back-projection.
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As all these errors are dependant on the structure of the 
reconstruction program, their magnitudes cannot be estmated for 
a general case. Although they cannot be removed entirely, their 
contribution will be assumed to be negligible in the following 
analysis. An example of a reconstruction routine is given in 
Appendix 2.
The statistical propagation of noise in the reconstruction 
process cannot be ignored. It will be examined here for the 
filtered back projection method which was used by the Author.
We will first consider the reconstruction of an image from a profile 
which contains only noise with no signal.
Before back projection, the noise level on any profile point is 
compounded during the convolution or 'filtering* process. The 
discrete filtered profiles were given by equation 3.22:
v _o»
where Pg is a projection profile; 
arc integer,
and the spacing between points is unity. The discrete values for 
the filter function f(q) was given by equation 3.23:
To find the variance of a filtered projection point we use the 
general formula for the variance of a compound function (eg. Topping,
(3.22)
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Therefore:
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We have already seen that g < p q > >  has the same value at all
profile points and this obviously holds true for any projection angle
too. The value of at the centre of the profile where
n = 0 is: V — ©
<L  Q,  •
= '/ft +  +■ //*'••• ]
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The sum converges to this value very quickly, and on a profile 
with a finite number of points, it can be shown numerically that 
the sum converges to within 0.01% of this figure when |q)^7.
Therefore:
On a profile of finite width the variance on the filtered
profile varies slightly with position. However, because the above
sum converges so quickly, it is only at the edges of the profile
that q is not surrmed both positive and negative. Even here^i^
is only on the very first and last point that the sum indifferent
from the above result, and then only by the amount 1/96 . Hence
the filtered noise profile can be thought of as also having a
%
constant value, given by equation 5.13 . t = ^
-filtered
The back-projection of the constant variance of thq^profiles 
across every image pixel, from all projection angles, means that 
the image array pixels have a constant variance in the area where 
the circular object image is reconstructed. The variance is found 
using the equation 5.11 again. The back projection reconstruction 
was given by equation 3.25 (without any allowance for the interpolation 
which will be necessary to locate the array points exactly):
/^cr,6 ) =/u cjr„ k & )  « I  a ©  (3-25)
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where \r is the projection number, in the range 1 to N;
69 is the angular increment between projections, = j
r©> 9^o are the polar coordinate intervals;
M  are integers.
Therefore: N
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This verifies that the image variance is constant if is 
constant. We may substitute from equation 5.13 to give:
12 N
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We now consider the noiseless circular profile again. The height 
of the central point of the profile after convolution is found by 
numerical evaluation of equation 3.22. In this case, e&ch profile 
value has a different value and the sum must be evaluated up to 
sane finite number of points away from the central point. The number, 
q , is the number of profile points to the edge of the bandwidth 
of frequency points which are back-projected, where the 
bandwidth may be entirely filled by the circular profile, as in 
case A in Figure 5.7, or it may only be partly occupied by the profile 
of a smaller object, case C  . in either sum, the sum needs to be 
calculated as it does not converge. The convolution involves the 
weighted subtraction of values frcm each profile point, and 
since less profile points are subtracted in the case of a smaller
v
Figure 5.7. Similar filtered profile heights from different sizes of 
sample when q is constant. Convolution of A yields B ; the central 
profile height is reduced by many subtracted components. In contrast,
C yields D , in which only a few values are subtracted.
profile,the profile height is reduced by proportionally less.
Thus the filtered profile heights of both large and small circular 
objects are the same;this is because the addition of the values 
back onto the image array must result in image pixels which represent 
the presence of spins having the same value, irrespective of the 
size of the object within which they occur. This scaling can be 
proved numerically.
The consequence of this is that the signal height on an image in 
any pixel can be estimated frcm the profile height, and therefore 
frcm the f.i.d. magnitude, of a water phantcm which fills the receiver 
coil and image array, regardless of the size of the object which is 
studied.
It is most convenient to study the point in the centre of the 
circular profile. The reduction in height on the filtered profile 
is a function of the number q . If a profile is spread over 
more points then the reduction is greater. The values are listed 
in Table 5.1 for a central profile height before filtering of 3
on a profile that fills the back-projected bandwidth.
Popular image 
array size 
(pixels)
Nearest profile 
width (odd 
number) , ru
= (2*-l)
Multiplying 
factor, F
8 x 8 9 .0334
16 x 16 17 .0180
32 x 32 33 .0094
64 x 64 65 .0048
128 x 128 129 .0025
V---
Table 5.1. Evaluation of the equation:
V 130
This gives the multiplying factor which is applied to the central 
profile point(n = 0) in convolution. The first column gives the 
popular sizes of image arrays. The convolution and back-projection 
routines (equation 3.22 and Appendix 2) require an odd number of 
points on a projection profile, listed in column 2 . The multiplying 
factor is in column 3.
The filtered profile height is added N times to the array 
points within the boundary of the circular object as N projection 
angles are used. Therefore the signal height on the pixels can 
be written as a function of the maximum profile height:
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where is the image signal height;
is the profile signal maximum height as before; 
fsj is the number of projection angles;
P  is the factor frcm Table 5.1.
Combining this with equation 5.J 5 we have an expression for the 
signal to noise on the image as a function of that on the circular 
profile:
s F N \ ^  * n
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Brocks and Di Chiro (*?5) have suggested that the number of 
projection angles used should be at least 7C/4 times the number 
of discrete points across the image array. For the 65x65 pixel 
arrays catmonly reconstructed by the Author, 50 angles were used. 
These figures give F = 0.0048 and N = 50 , and equation 5.17 
gives:
^  j.q v p  
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so that in the absence of algorithm noise, there should be 
seme improvement in signal:noise as the image is reconstructed.
Finally, equation 5.17 can be used with equation 5.10 to give:
v k  = v  x f  /t2. b
d*jL 6
1 R / K  
' J w
5.18
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where m is the number of points across both the array, and the 
projection profile, whose bandwidth is B 1 .
Following on with the example of the 65x65 array, we have 
m = 65 and, if 'V/ was obtained with an ideal receiver where 8-6
V m . ^  M  X  4
nr J m g
oz 0-3 * v/
6
This, then, relates the signal to noise on any image point containing 
water to the signal to noise measured on an f .i.d. which is obtained 
using a pure water phantcm which would completely fill the width of 
the image array under identical conditions.
Throughout this proof the relaxation effects and non-uniform
density of water in a sample has been ignored, in as much as pixels 
have contained either 0 or 100% water.
Equation 5.10 predicts the correct noise level only in the presence 
of white noise, and also provided that the time signal has been 
sampled fast enough to measure all the frequencies in the receiver 
bandwidth. If the sampling is not sufficiently fast, high frequency 
noise will be folded back onto the low frequency spectrum including 
the profile bandwidth, thus increasing the noise level (see 
section 2(v) ).
Plane Definition.
The derevation of equation 5.18 has assumed that no plane definition 
has been employed. When a plane is defined, the following points 
should be remembered:
a) The signal voltage V which is the initial f .i.d. height will 
be shared amongst all the planes which are produced. Furthermore, 
it was shown in section 4 (v) that each plane yields only 50% of its 
potential signal because of the spatialresponse of the plane-defining 
function. Thus the signal to noise on each of m planes would 
be decreased by a factor of \ x 1/m . However, the technique requires 
that m signal Averages' are taken at each projection angle, so 
that after the experiment, the response from each plane is improved
p
by simple signal averaging by m 2 .
The signal to noise ratio would therefore be decreased by a 
factor of 0.5 / J~m .
b) Although the signal height has been referred to as being read 
from the f.i.d. , of course in a spin-echo experiment it is the 
maximum echo height which must be measured. If plane definition is 
used, the echo height changes as transient gradients are applied 
because the spins do not rephase coherently. The spin-echo should 
therefore be measured in the absence of any transient gradient.
In conclusion it must be said that the above calculations have 
assumed both a perfect receiver and a perfect reconstruction without 
algorithm ’noise' . The whole NMR Imaging experiment can be summed 
up as two distinct phases once a technique has been developed; 
firstly, the signal must be obtained without a loss of integrity 
caused by hardware; and secondly, the image must be reconstructed 
without a loss of integrity caused by software. It is because neither 
can be achieved in practise that the above calculations can only 
provide an estimate for a 'best case' image signal to noise figure.
5 (v) . Potential improvements.
In this section some of the factors which may be optimised to 
improve the image contrast and/or imaging time are discussed.
For an imaging experiment, it is important to use a method which 
does not discard any resonance signals, and a full 3-D experiment 
is often preferable unless information is required frcm a specific 
plane or point (section 3(ii) ). There are, however, times when 
these latter experiments would be more useful. For instance, it 
has been shown ( section 4(v) ) that the selection of a plane whose 
orthogonal profile is a sin (*%) / (v^,) function rather than a rectangle 
reduces the signal in that plane by 50%, If a single plane is required, 
then the selective excitation method may be used in which the spatially 
selective pulse is tailored to excite all spins in the plane equally, 
thus yielding a higher response, (Note that this method is not - 
efficient if more than- one plane is required.) Also, a sensitive 
point experiment may be useful if it yields the data for relaxation 
times from within an organ , as it is not only a rapid experiment but 
also the size of the sensitive point may be increased to fill the 
organ volume with the subsiquent increase in signal strength and 
accuracy. Both of these variations demand flexibility in the control 
of both pulses and gradient magnitudes, both of which would have to 
be under computer control.
Equation 5.2 suggests many ways of obtaining more signal to noise. 
These are:
a) The use of a higher Bq field strength, within the limits of 
r.f, safety (section 3(v) ) . This yields a improvement.
b) Reduce the volume of the receiver coil as far as possible 
within the restrictions of sample volume and B^ homogeneity.
c) The use of quadrature detection (using two reference phases
and phase sensitive detectors in phase quadrature) enables the profile 
to be centred on the zero frequency point and the receiver bandwidth 
to be halved, resulting in a /I improvement.
d) The coil may be cooled, possibly to superconducting temperatures.
However, Libove and Singer (85") indicate that the improvement in 
signal to noise, accomplished by reducing the series resistance of 
the coil, is limited by the finite conduction and resistance of the 
sample within the coil, and the maximum inprovement is likely to 
be only of the order of Jl . Thermal noise may also be reduced in 
the preamplifier by cooling, thus reducing the noise factor F .
Many other improvements may be made by optimising the specifications 
of the components of the imaging system, and these are outlined 
in the next chapter for each specific piece of apparatus. Such 
improvements include the removal of Bq fluctuations, the use of 
a filter which defines a sharp band-pass, and improved computer 
storage and arithmetic precision.
CHAPTER 6 
APPARATUS
APPARATUS.
In this chapter the component parts of the apparatus used by 
the Author are described. The descriptions are preceeded by a 
list of the requirements which each particular component should 
have for its successful inclusion in the overall design.
Where it'is appropriate, the specifications of the performance 
of pieces of equipment are given.
A block diagram of all the component parts and their interactions 
is shown in Figure 6.1.
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Figure 6.1. Block diagram of the apparatus.
6(i) . Crystal oscillator.
Requirements. The oscillator is the source of the r.f. resonance 
frequency of and should have stability that exceeds the requirements 
of the magnet homogeneity by several orders of magnitude. A square- 
wave output should be converted to a pure sine wave with the 
capacity to drive all the other spectrometer circuits.
Equipment. A Cathodean voltage controlled,temperature stabilised 
crystal oscillator, No. FS5953 Version 01, was used to produce a 
TTL - compatible 15MHz output.
A 15MHz tuned amplifier was used to obtain a sinusoidal signal.
The circuit is shown in Figure 6. 2 . The square wave forms the 
input to a 'long tailed pair' of transistors. The collector load 
of one of these is a tuned transfromer. The transformer output 
is fed back to the base of the transistor which acts as the high 
impedance tail resistor, thus tuning the gain of the pair, and also 
to the output transistor stage. All the transistors are located 
on a single CA 3046 integrated circuit which ensures close electrical 
and thermal matching.
The ouput of the tuned stage was split to feed the pulse gating 
circuits and the reference circuit for the phase sensitive detector.
Each signal was amplified by a seperate r.f. amplifier, the circuit 
for which are shown in the receiver section ( 6. (vii) ) .
Specification.
Crystal oscillator, Cathodean FS5953 Version 01.
Frequency 15 MHz , finely tuned by control voltage.
Frequency 0.1 ppm 0 °C to +60 °C
stability
Supplies
Output
5V ±10% , oscillator; 9V +10% , oven 
TTL compatible.
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6(ii). Phase shifters.
Requirements. The phase of the r.f. signal may be shifted 
on the reference signal, the signal supplied to the pulse gates, 
or on both of these, so as to shift the phase of the recieved 
agnal. Phase shifter(s) should be capable of covering the full 
360° of phase angles, and should not distort the signal shape 
or amplitude as a function of angle.
Equipment. Two phase shifters were used, each being built to 
the design shown in Figure 6.3 . The 733 differential output
amplifiers provide two r.f. outputs which are exactly opposite 
in phase. These are balanced by 100/1 preset potentiometers. In 
the first stage, one output is loaded by a small capacitance, and 
the other by a FET which acts as a voltage-controlled resistance.
The impedances of these two loads are always at right angles in 
phase. The equal and opposite output signals are loaded by this 
combined load whose complex impedance therefore isithe:locus of 
a semicircle. The signal which is fed to the second stage has a 
constant magnitude but a phase which is a function of the FET gate 
voltage. This is sketched in Figure 6.3 .
The two opposite phases produced by the second 733 are selected 
by a two way switch. The two stages together ensure that a full 
360° range of angles is available. It is of course desirable that 
the required phase is not at the end of the range of adjustment, 
and the use of two shifters ensures that this is need not be the case.
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6(iii). Gate pulse generator.
Requirements. The pulse generator produces the 90° and 180° 
pulse length TTL signals which open and close the r.f. gating 
circuitry. The pulse generator should therefore have two channels 
which have individual pulse length and delay adjustments. Each pulse 
cycle should be started by a trigger pulse which is available as a 
separate output to reset the ADC. The pulse lengths should be 
stable to within 1 or 2° ; the pulse delays should be stable to 
within the time spacing between ADC sampled points, ie .
l/(sampling frequency) . A 'single shot' facility is useful.
In order that the pulse separation be accurately reproduced, it 
should be monitored with a timer which has a very high order of 
accuracy.
Equipment. Initially, a simple timer was built using 8T22 
retriggerable monostable multivibrators to provide both pulse 
delays and lengths. However, in the interests of repeatability 
this was superseded by a Famell PG5222 pulse generator. This has 
double channel output with pulse period, delay and width continuously 
variable over 6 decades by means of switched ranges and fine 
potentiometer controls. The pulse output voltages and polarities 
are adjustable.
Accurate pulse separations were achieved by firstly setting the 
delay of the second (180°) pulse on a range of 10's of milliseconds, 
and then setting the delay of the first pulse on a 'fine tuning1 
range of 10's of microseconds. Although the separation thus depends 
on the precision of the potentiometer which controls the delay of 
the second pulse, in practise this was found to be very stable (see 
specifications).
Pulse separation was measured with a Gould Advance TC314 timer 
counter.
The monitored 90° gating pulse was lengthened with an 8T22 
monostable so that it could be detected from within a program loop.
Specifications.
Pulse Generator.
Famell
PG5222
Timer Counter. 
Gould TC314
Ranges, period & delay: 200nS to 200WS.
Range, width : lOOnS to lOOmS.
Output: 30mV to 20V into 50/L,either polarity. 
Protection : Against open or short circuits. 
Stability of pulse separation: About + 3 m s 
at a separation of 10 mS (empirical)
Trigger output: 2.5V to 20V adjustable.
Clock frequency: 10 MHz
7
Range: lOOnS to 10 S
Accuracy: + 1 count + timebase accuracy
+ trigger level error, 1st pulse 
trigger level error, 2nd pulse
( At 10 mS , 1 count represents .01 m s .
7
Timebase stability 2 parts in 10 .
Trigger error less than 1% at lV,lkHz, but 
Famell pulse rises in 10 nS so this is 
negligible.)
Input impedance: 1MQ..
6(iv) . Radio frequency gates.
Requirements. The radio frequency should be gated into pulses
so effectively that the leakage between pulses, when amplified by
the power amplifier, irradiates the coil with a signal that is much
smaller than the induced signal, otherwise the leakage will saturate
7
the receiver input. The pulse size may be 10 times larger than the 
NMR signal, and gate isolation should therefore exceed 140 dB.
Equipment. Three r.f. gates were developed in the quest for 
a high level of signal isolation. These are described in chronological 
order.
a) An MC1445G differential output amplifier was used initially.
This has a very wide bandwidth and can be gated to select either 
of its inputs by using external logic levels. When used as a 
gate, one input was connected to the r.f. and the other to ground. 
Unfortunately, although it is capable of 130 dB channel separation 
at low frequencies, this falls to about 40dB at 15MHz.
b) The second design employed SD210 FET Js, used in pairs,
to gate the signal. R.f. conduction across one FET was controlled 
by a second, whose gate was controlled by the input pulse voltage 
and whose drain was connected to the gate of the first. Furthermore, 
this arrangment was then repeated to obtain higher isolation. The 
output voltage waveform was then converted to a current drive for 
the power amplifier input by a Burr Brown 3553 wideband buffer 
amplifier with zero voltage gain.
This arrangement worked well, but there was still a significant 
leakage. Although too small to be observed directly, its presence 
was confirmed by the observation of the noise baseline of the
receiver output in the absence of an NMR signal . As the receiver 
reference phase was adjusted, the gain of the noise was seen to 
vary, and the d.c. shift to change. This indicated the presence 
of a large signal, at the same frequency as the reference signal.
c) The third design proved to have sufficient isolation. The 
circuit is shewn in Figure 6. 4 . The design was purchased, half
assembled, from Polaron Ltd., who had abruptly ceased production of 
the unit. It was completed and tested at the University of Surrey.
The circuit operates as follows. A pair of npn transistors have 
a coinnon collector output and are fed by two separate inputs.
One is the gate pulse, which is cleaned up by the Zener diode 
and then fed to one of the two bases. The other input is the r.f. 
signal. The output of this stage is the r.f. gated signal, raised 
on a 'pedestal' above the baseline of zero volts.
At subsequent stages, the transistors only conduct in the presence 
of the positively raised signal, and do not conduct when the baseline 
leaves then unbiased. Isolation thus increases stage by stage, and 
is helped by the individual stages being screened frcm one another.
The d.c. level is removed by the final output capacitor.
Isolation from this design is claimed to be 140dB. In practice, 
the isolation was further helped by series crossed diodes in the 
probe transmission line (section 6(vi) ) and no leakage was detectable.
5 « 0Or
o»Ol
U.
/V
cr
cnI O
J' v. CcU.
vO
"~i 9
Lu
5N
cr
<v
CM
co
e0)<u5-i
CJ
CO
<U
.3
4-)
M
cd
<3
4-1
3
(U
CO
Q)
5-i 
A< 
CD 
5-4
CO
0)
3•H
T3
aij
-u
o
o
co 
4)
4-)
cd 
toO
>> 
o 
3 <U 
3  5-t 
cr1 a)
<u e
5-i 5-1m  o
4-4 
O  CO
• H  3  
T 3  Cd 
cd 5-i 
P3 E-H
v O
cu
5-4
3
too
•HP4
Tl
 
is
 
5 
tu
rn
s 
of
 
50
A 
li
ne
 
on
 
a 
sm
al
l 
fe
rr
it
e 
ri
ng
.
6(v).Pcwer amplifier.
Requirements. The power amplifier should be powerful enough to 
produce the required strength in the tuned transmitter coil 
so that spins may be turned coherently. This requires as short 
a 90° pulse as possible. The output impedance of the amplifier 
should match the impedance of the probe network for the efficient 
transfer of pcwer to the coil. Distortion should be low, but there 
is sane roan for compromise as the load is a tuned circuit.
Equipment. A class AB broadband amplifier , described in a 
Mullard application note (T]) was built. Its specifications
are given below. To provide a flat frequency response with, at the 
same time, a reasonably constant input impedance, a frequency com­
pensating circuit is built into the base supplies of the BLX15 
pair. A temperature compensated base bias is provided. The circuit 
for this is shown in Figure 6.6 , The main amplifier is shown in 
Figure 6.5 .
The pcwer transistors were required to be attached to a heat sink.
An aluminium block was designed for this purpose. The cross- 
section was shaped like the letter 'H1 , with the transistors being 
bolted through the aims on one side. The other side was left free 
for the optional addition of a second, identical amplifier . Four 
water channels were machined through the block, each one close to 
the base of the arms of the 'H', with water looping outside the 
block and thus flowing through all four channels before being drained 
off. The operation of the sink was satisfactory.
Specifications.
Gain : 33dB max. into 50A, equivalent to a signal voltage increase 
of a factor of 45 (input and output impedances equal).
TFrequency range: 1.6 to 30 MHz.
Maximum power output: 300 W into 50 A. .
Empirical output voltage using r.f. gates described: 80V p.e.p.
Empirical 90° pulse length using coil described: 15 jjls .
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O-SV
U  turns 
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-s 5 x <3* I
2
2 x 0.7 mm en cu.
6 turns Cu foil 
10x O'075 m m
Figure 6.6 . The circuit for the temperature
compensated base bias circuit is shown above. 
Below, the transformer windings and unmarked 
inductances are illustrated.
All components other than these listed here 
are explicitly described in the original
referenceC^^)•
Tl: 3 turns, twisted pair 0.5mm en.cu.,wound 
on FX2249 Ferroxcube (illus.)
T2: 25iLto 5A.;4C6 Ferroxcube toroid, 23x14x7mm, 
Philips type 4322 020 91070 
T3: 5 turns, twisted pair 1mm en.cu.,wound 
on 4B1 Ferroxcube rod, 50x10mm, part of 
Philips type 3122 104 91250 
T4: 12.5H-to 50jO. ; 4C6 Ferroxcube toroid, 
36x23x15mm,Philips 4322 020 91090 
L2: 25 turns,0.35 en.cu.,closewound on 
FX1898 Ferroxcube core 
L7,8: 3B Ferroxcube 6 hole bead, Philips type 
4312 020 31500 
L9,10:As for L7,8.
6(vi). Probe.
Requirements. The probe network here includes the cables 
which transmit the excitation pulses and the induced signal.
The tuned coil and capacitor (s) which make up the NMR probe 
should be shielded from airbourne radiation. The unit should be 
impedance matched to the transmitter and receiver.
The probe coil (and here it is assumed that the same coil is used 
for both transmitting and receiving) should have a high Q factor 
in the tuned parallel resonance circuit, because this directly 
affects the signal to noise ratio for the experiment (100). The ideal 
design for a coil was investigated by Hoult and Lauterbur (101).
A solenoidal coil should be slightly shorter than it is wide, and 
turns should be spaced by 3/2 times the wire radius . The Q should 
not be so high that the circuit rings for an unacceptably long 
time after the pulse, or the bandwidth that it can excite is 
over-limited.
B-^  should be homogeneous. A method for checking this was given 
by Farrah and Becker (101).
The capacitors in the probe design should be capable of withstanding 
the peak pulse voltages without arcing across their dielectrics.
The whole of the probe assembly that is in the magnetic field 
should be non-paramagnetic.
Equipment. A probe coil was wound with a diameter of 10.5 irm, 
a length of 8nm and 7.5 turns of 20 swg copper wire. It was found 
to be impossible to obtain an impedance of Z = 50-fL using this coil 
in parallel resonance, as the inductance was too high for a physically 
realisable tuning capacitor to be used, as it would need to be very 
small. A variable capacitor was therefore placed in series with 
the coil and the pair tuned so as to be only slightly inductive. The 
circuit is drawn in Figure 6.7 .
At the resonance frequency of 15MHz, the absolute values of inductance 
and capacitance of any component in the unit were in doubt. The Q
Figure 6. 7 . Probe network with \ / k  transmission lines.
Note that the variable capacitors should be rated 
atcx-2 x 10 8 F for the coil described, but because 
of the physical size of the coil, the capacitor leads 
are long enough to have significant inductance at 15MHz
and the actual value of the capacitor can be much less
than its rating, so that larger capacitors may be 
necessary. Flat trimmer capacitors were used, with 
suitable fixed capacitors in parallel to increase the value
factor could therefore not be calculated from the usual equation,
Q « . Furthermore, the value of the resistance of the coil
at r.f. frequencies is very difficult to estimate (/03) . Most of 
the current flows in the surface of the conductor, and the cleanliness 
of the surface is therefore important. Furthermore, the surface 
resistance is still very small so that contact resistances at soldered
joints in the parallel circuit are significant. An empirical
estimate of Q is therefore probably the most reliable. After the 
B-^  pulse, the resonance decays with a time constant given by:
^a = 2’^ '/cu„ 6 . 1
t^ was about 1 /as for the coil described here, so that Q is of 
the order of 50. The signal to noise ratio obtained with the largest 
water sample possible was about 100:1 .
The 'T' network connecting the probe to the transmitter was 
based on a design by Low and Tarr (itft-) . The quarter wavelength 
cables have the same characteristic impedance as the (nominal) 
impedances of the transmitter, receiver and probe. The exact lengths 
are not critical, and may be calculated from the fact that the velocity 
of propagation of signals in the transmission lines is appuKimately 
2/3 rds that of light . The cables are' transparent' to signals
over half-wavelength sections, thus removing the chance of reflections 
if, for example, the probe does not exactly match the transmitter 
impedance. The transmission efficiency is given by:
7 - CiOD - 21.) % 6.2
where 1 is the length of line in wavelengths. The efficiency is 
therefore 99% on the recieved signals.
The cables act as transformers over quarter wavelength sections, 
and a short circuit at one end will present an open circuit at the 
other. The presence of the crossed diode pairs can thus be explained. 
They have two functions:
a) During a pulse, the diodes at B present a short circuit 
as they are conducting in either polarity. The quarter wavelength 
cable transforms this to an open circuit on the receiver side of 
the T branch, so that all the pulse power is directed to the 
probe and the sensitive preamplifier is protected. Similar diodes
may perform this function within the preamplifier circuit.
b) After the pulse, the diodes require a small voltage (as do 
all semiconductors) to conduct forwards. The induced signal is too 
small to go back to the'transmitter through the diode pair(s) at A , 
and is directed to the receiver. Also, these diodes do not allow any 
leakage from the r.f. gates to pass, and for this latter function, 
several pairs may be used in series.
The forv/ard impedance of the diodes at A may be significant, and 
to avoid reflections a large parallel resistance may be placed in 
front of them to retain the impedance of the line.
6(vii). Receiver.
Requirements. The signal should be detected by a very sensitive 
preamplifier which should have sane front end protection against 
the transmission pulse. It should recover fran the pulse in a 
time which is very much less than the ADC sampling interval if 
the f.i.d. is to be acquired. The input impedance should match 
that of the probe circuit. The whole receiver should be capable 
of operating at all the frequencies that the system may be required 
to produce, for the measurement of different nuclei or measurements 
over a range of field strengths.
There should be no phase shift as a function of frequency in the 
amplified signal caused by the receiver and/or filtering. There 
should be a negligible d.c. level on the audio output of the 
phase sensitive detector. Ideally, there should be a very effective 
filter for all frequencies outside the profile width.
The preamplifier should have a very low noise figure.
Equipment. Eecause of the stringent requirements above, a complete 
receiver was purchased from Polaron Ltd. at an early stage in the 
research. Its three main stages are described here and the circuit 
diagrams reproduced.
The preamplifier (Figure 6. 8 ) has crossed diode protection
at its input which shorts to ground any r.f. pulses; the low 
level NMR induced signal is not affected. Switch-selectable 
pairs of L and C provide a band-pass filter which is tuned by a 
small variable capacitor. 733 - series amplifiers provide linear 
gain , with emitter-follower outputs providing low impedance 
between stages. Each amplifier is positioned in a hole in an 
earthed sheet which reduces radiation between stages.
The main amplifier again uses 733 -series amplifiers. The 50-fi- 
r.f. output is supplemented by a demodulated output provided by 
a; CA3002 balanced differential amplifier. (Figure 6.9 ) .
The phase sensitive detector (Figure 6.10 ) has 50& inputs 
for both the signal and the reference. The reference signal is
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the input to a 'long-tailed pair* of transistors whose coirmon 
output is amplified by further stages. Diodes prevent the pair 
from producing opposing voltages at the common point. A third 
transistor acts as the 'tail resistor' . The gain of the pair 
is high if the 'tail resistor' is very large, that is when the 
current through the third transistor's collector is unaffected 
by the voltage across it. Because the current through the third 
transistor is a function of its base current (which in turn depends 
on the input voltage) it provides a high impedance in a pattern 
which matches the reference when the input signal is the same as 
the reference. Hence the output is high when the signal is in 
phase with,and of a similar frequency to, the reference.
The reference signal derived from the oscillator tuned cicuit 
required more amplification, although it was not important that it be 
perfect sinusoid. The amplifier which was used is shown in Figure 
6.11. Similarly, the receiver output of 1 volt peak to
peak was insufficient to fill the ±5v dynamic input range for the 
ADC so a second amplifier was built (Figure 6.11 ). This amplifier 
was not linear below 200 Hz and this meant that signals were 
moved slightly in frequency so as to avoid distortion.
The receiver output had a simple R-C filter to reduce noise.
This could have been replaced to advantage by an active filter 
with a more sharply-defined band pass.
Radio-frequency and audio frequency signals were observed with 
a Gould OS3300B oscilloscope which combines sensitivity with 
fast time-bases. External z modulation was used in early experiments 
to provide an image display system with grey scale.
Specifications.
Gain : 50dB 
Noise figure: 3dB
Recovery time from overload: 3-8 m s , 
depending on frequency.
Input & output impedances: 50-ft- .
Bandwidth : 4 - 60 MHz selectable.
Preamplifier:
Polaron 
RF-460-RPA-WB
Main Amplifier:
Polaron 
RF-460-RA WB
Gain : 60dB.
Recovery from overload: 2 fxs.
Input and output impedances: 50IL. 
Max. linear output swing: lv
I K .
82.0 s i
IK
7-Sv
Figure 6. 11. Receiver circuits.
Above: M.F. amplifier to increase the p.s.d. output voltage swing 
so as to fill the ADC dynamic range.
Below: R.F. amplifier between buned oscillator and p.s.d. reference i/p
33.n. RFC. 1
Q - 2 . K  : 
IhjOJL a a .O p F
/ V
X NJ B6>6>2.390
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6(viii). Analogue to digital converter (ADC).
Specifications. The ADC may have to sample the NMR signal at 
a sampling frequency that is much higher than the maximum resonance 
frequency after phase sensitive detection in order to prevent noise 
folding onto the projection profile (section 2.v) ). It should also 
have as many bits resolution as are necessary to fully digitise the 
signal to noise ratio which is expected in a single signal acquisistion. 
The ADC should be self-timed and self-supporting, requiring only 
timing pulses from the pulse generator and read requests from the 
host computer.
Equipment. The ADC which was used is shown in Figure 6.13 
complete with all other control circuitry. A Datel Systems Inc.
SHM2 sample and hold unit, a Hybrid Systems Corp. 592-8 8 bit 
ADC , and an 8-bit 7475 latch were used. The circuit operation 
is as follows. (Note that inputs marked @  are tied up to +5V.)
The polarities of the various control pulses are shown below:
Figure 6. 12. ADC control pulse polarities.
The period between sampled points' is set on five thumb-wheel 
switches (’T.W.S.1) which pre-set the start counts of the 74190 
up/down counters. A reset pulse via the master reset NAND gate 
and a NOR gate provides a high-to-low pulse which loads the 
period into the counters. The reset also causes the 74S74 flip-flop 
above the counters to set Q low, Q high. The 74S27 triple input 
NOR gate connected to the gate pulse inputs has three low inputs, 
thus forcing the flip-flop D input low, thus ensuring that Q stays
Gate pulse input, 90° or 180° pulse.
0
Master reset or stop pulse.
Read request flag from ADC to computer.
Read done acknowledgement from computer.
low. The two A inputs to the 74121 monostable are simultaneously
held high by Q , so that it is insensitive to its B input.
When a high-to-low input pulse is received on either of the gate 
pulse inputs, the triple input NOR produces a low output, so that the
flip-flop D input goes high. The Q output now stays high and the
Q low. Three things now happen:
a) The two A inputs to the 74121 monostable go low, thus making it 
receptive to its input.
b) The high Q biases the 2N3705 npn transistor, thus making it 
conduct, so that the monostable B input is dragged low.
c) The counter enable input of the first counter is made low, 
thus causing it to start counting.
Each counter, from left to right, counts under the 10MHz clock 
until it overflows. It then sends a maximunv/minimum count on the 
MM output, which is a high level, to the 74S182 look-ahead carry 
generator, which starts the next counter to the right. The max/min 
pulse is also sent to the pair of quad-input NAND gates below.
When the last counter is full, two things happen:
a) Both quad-input NANDS output a low pulse, thus causing the 
74S74 flip-flop below them to re-load the counters with their 
original inputs, thus reseting them;
b) The last counter sends a ripple clock (RC) output which is a 
negative pulse. This biases the 2N 5771 pnp transistor, thus making 
it conduct, which drags the monostable B input high. This causes
a low pulse from Q .
This pulse will strobe the ADC to accept the next input if its 
status is ready for this step. The ADC instructs the sample and 
hold to take a reading, and the latch is enabled to hold the binary 
conversion.
The latch enable pulse also clocks the flip-flop which controls 
the computer control lines. The read request flag is put high.
When a read done acknowledgement is received, a low pulse is applied 
to the clear input, which immediately forces the request flag down.
(R) = + 5 V ,
Analog
vp Sapipla/ Hold A4o D CoaV. --- - LATCR
SHM-2. ADC 592-Q 71**7 S
MODE STROBE STATUS
a
lines
[biNRA-V ]
OJt
/'v fi_»pf
C.LK
71* 74 Q71*71* Q
L A T C H  E N A f t L E
Hold off 7U-I2I
7VIS2
r > — 1> ° -
71*1 «L3 B90.RI N I T I A T E
71*12.8
f>o-
lOMHr.
OSC.C h 2. 7 1*S7I* Q  
C L R
* E N A B L E  C O U N T S *L O A D' f l i p  f l o p '71*182.
C L O C K
Yf,
71*190
H M  
LD
yP clk
71*19071*190 71*190
74-SI82Co ft> R Pz Pi
71*S2.0.
Co o n T E R  i n p u t s
7i*aoe
FLIP FLOHSD Q 
clk
7 l * S 7 l *  q
CLR
RESETHON O
71*STl* q  
C L R71*132..
M A S T E R  RESET.
71*132.
Figure 6.13. Analogue to digital converter with control circuitry.
6(ix). Gradient drivers and digital to analogue converters.
Specifications. The computer sets up binary represntations 
of the required gradient strengths and the DACs and drivers must 
accurately provide the required gradient current. The output current 
should therefore be linearly related to the input. The drivers must 
be able to drive low impedance coils with d.c. currents and in 
both polarities. The output should be balanced so that no current 
is produced when the input is zero. The DAC resolution should be
_great enough for a set of discrete gradient strengths to reproduce 
the required gradient vector angle accurately.
Equipment. An 8-bit ZN425E DAC was used to provide an analogue 
voltage signal (all positive voltages). A 741 operational amplifier 
acts as a buffer amplifier which removes the inherent offset voltage 
(with the 10k potentiometer) and sets the gain (with the 2.2k 
potentiometer). Two more 741's increase the voltage to required 
levels without inversion.
The NE540 is an audio line driver which is required to provide 
base currents for the pair of pcwer transistors which form a 
complementary symmetry emitter pair. Its input is offset so- as 
to cover a range of voltages, positive and negative.
Positive voltages cause the npri transistor to conduct whilst 
turning off the pnp transistor, which then acts as a high impedance 
emitter load. Negative voltages have the same effect, with the roles 
of the transistors reversed. Hence both positive and negative 
currents are available for the gradient coils. It is of course 
important that the two transistors have matched gains.
The circuit is shown in Figure 6.14 .
A different driver was used for the transient gradient . Due
to the development of a much larger imaging system within the 
NMR group at the University of Surrey, two 2-channel professional 
power amplifiers were obtained which were capable of driving high 
currents into larger gradient coil systems. They are ideally suited 
to the task of driving d.c. currents for this application. The spec­
ifications are given here for these drivers.
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Power amplifier/ 
gradient current
Maximum output power: 500W per channel
H&H S500-D
into 2.5JL . 
900W into 5£* , 
bridged mono.
Frequency response: + 0.2dB , d.c. to 20kHz 
Stability: Unconditionally stable, any
Noise: lOOdB below 180W into 811 above lOHz 
Sensitivity: 0.75V input gives 300W 
into 4iX .
Protection: Full protection against open 
and closed circuit loads.
impedance.
6(x). Image display system.
Requirements. The image display system should be linked with the 
main computer in such a way that images, once reconstructed, can 
be rapidly displayed. It should ideally be able to store a large 
number of pictures independently, and be able to process them (ie. 
window, interpolate etc.) without help from the computer. Data 
reception from the main computer should not interupt the display.
The method of display should be able to shew the full range of 
values of pixel intensity, and should produce a picture without 
visual distortion.
Equipment. Initially, images were displayed using a Gould OS3300B 
oscilloscope and a South West Technical Products M6800, later updated 
to M6809. Images were received from the computer via an RS232 serial 
interface operating at a high baud rate, the pixel intensities being 
encoded into 16 ASCII characters and sent serially, image rcw by image 
row. These were displayed using programmed I/O. Each image
point was sent to the display labelled with its vertical position 
and its intensity. These two parameters were sent to two DACs (as 
described in section 6 (ix)) whose analogue voltage outputs controlled 
the oscilloscope’s y and z (intensity) controls. The time base 
of the oscilloscope provided the scan across each image line as each 
row was transmitted. The whole picture was transmitted and continuously 
refreshed rapidly enough for serious flicker to be avoided.
Each image line on the display was broadened vertically by 
combining the scanning spot with a high frequency signal whose 
amplitude was chosen so that lines just touched those above and below. 
Examples of the display, which proved to be very clear and undistorted, 
are Plates 3(c), 4(a), 5 (a) & (b), 7(a) & (b), 11(a) & (b) and 
12 (a) & (b) , They can be identified by the graticule lines.
One advantage of this display is that, by expanding the y gain 
and selectively displaying a portion of the input signal (possible 
with the OS3300B) any portion of the image can be blcwn up to fill 
the whole screen.
The disadvantes of the system are the small screen size, and
the commissioning of an otherwise useful and valuable oscilloscope. 
Also, the M6809 is tied up in the display refresh routine and must 
turn the image off to receive an update.
The system was improved by the acquisistion of a Matrox RGB-256 
imaging system, which is integrated onto a single PC board. It's 
specifications are listed belcw. The board can hold and display 
a single picture without refreshment, thus freeing the M6809 for 
further reception or other work. A pair of 8" floppy disc drives 
( DMAF2) were added to give the system the ability to store images. 
Images were displayed on a Hitachi Denshi VM-910 video monitor which 
provided high contrast fmonochrome pictures and which could display 
large areas of white without distortion.
Specifications.
Resolution: 256x256 doti'picture possible
Grey scale: 16 shades for the above
array
DAC: Built-in high speed 8 bit DAC
and 8 bit color encoder 
TV standard: NTSC or PAL 
Intetface: Intel SBC
Image display card. 
Matrox RGB-256
6Cxi). Gradient coil system.
Requirements. The gradient coils should produce magnetic field 
gradients that are linear throughout the sensitive volume of the 
receiver coil. Gradients should be available in three orthogonal 
directions; two in the desired image plane and one to facilitate 
plane definition. Gradient coils and leads to the coils should be 
shielded if necessary from airborne radiation, so that stable gradients 
can be maintained. Total resistances should match the requirements of 
the gradient current drivers.
Equipment. The set of gradient coils which were built were 
based on a design by Parker et al (10$) . Each gradient is produced 
by an array of four current carrying wires placed next to the magnet 
pole faces. Expansion of the Biot-Savart law for the current flowing 
in each wire, plus that which flows in each of the images of the wires 
in the pole faces, yields the field produced by each current. Parker 
shows how the field strengths may be represented by a power series, 
in which the most significant, first order terms may be made dominant 
by the appropriate choice of wire separation as a function of pole 
gap. The required spacings and current directions are shown in 
figure 6. 15 .
The expansions are:
6.3
where is the permeability of free space, 
is the current,
Ol is half the pole gap separation
C,K are coefficients 
= g + iy
is the diplacement in the y direction.
For displacements where |  ^ r only the first and third
terms are significant. The coefficients for these are:
Figure 6.15 • Gradient coil design. Above: spacings and current 
directions for linear orthogonal gradients (Parker et al(IG6) ) ,
is produced using the design for rotated through
90° . Below , a sketch of the probe design, showing the gradient 
coils with return paths omitted. Tuned circuit is shown by dotted lines.
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The gradient has the same conditions as
It is formed by a similar wire array, rotated through 90 against 
the pole faces.
The gradient magnitudes, when these requirements are met, are:
5 A*0 -rr x  > g
•SBi = -tr X  x 5^
C2^ 6
Given the magnet linewidth, or T2 linespread (whichever is greater) 
the required gradient strength in terms of required frequency profile 
bandwidth can be estmated. Given that a field gradient of 1G across 
the sample will yield a spread of 4.2 kHz (this is calculated from 
the gyromagnetic ratio) the required gradient current can be estimated 
and the gradient wire size chosen accordingly. The wire should be 
as thin as possible so that, where the y coils cross the x and 
z coils (see Figure 6. 15) the wires are not forced an unnecessary 
amount away from contact with the pole faces. Laquered copper wire 
gives an insulated line with a minimum diameter.
The return paths which are necessary for the coils in which all
wires run in the arrays in the same direction must be far enough
away from the sample coil as to make no contribution to .
Gradients require return paths. All terms^ /
contributing to these in all powers contain the scaling factor 
1 /ccskz*< • For ©C = 4, ?^700. This occurs
when a ^ 3 g  . Return paths should run at least a = 3g away from 
the receiver coil therefore. Typical windings are shown in Figure 6.
fcETorm p r t h
Figure 6.16 . Complete gradient windings for o C
Return paths are shown drawn lightly, and are spaced apart by 
at least 3 times the pole gap spacing.
The gradient coils as described, wound frcm copper wire, will 
have a resistance .of about 0.1-ft . Load resistors were therefore 
required. It was found to be desirable to screen these resistors 
and all leads as induced a.c. signals, especially on the Cx**’ 
gradient coils whose field links the receiver coil, can induce 
signals in the coil.
Specifications.
(Values given are for the design used by the Author, using the 
magnet and probe described in this chapter.)
Gradient strengths: : 0.055 G mm ^ per amp
^  -10.030 G mm per amp
Profile bandwidth: From section 5(i), 4,225 kHz.
Required gradients: 1G across inside diameter of glass
receiver coil former)
Required currents: 2.1 a
; 3.9 a
Switching time: Hysteresis will oppose the change of image current
magnitudes and hence will cause a finite switching time for gradient 
strength changes. Parker suggests that this will be no more than 
5 mS for a complete removal of a large gradient.
Linearity: Provided that displacements >7) <z/4r*^  r
the gradients should be linear. In the sample space 8mm in diameter 
and 8 mm long, the maximum is and the condition is met.
However, the coil was known to be sensitive over a total length 
of 12mm , so that in the very extreme positions there may have been 
same non-linearity. There was not sufficient signal strength above 
noise to check if this was the case with the end-plane images taken 
with the multi-planar technique.
6 (xii) , Computer algorithms.
The procedures listed here outline the computer algorithms which 
were used to control and analyse the imaging experiments. No programs 
are listed, except for a simplified version of the filtered back- 
projection reconstruction, listed in Appendix 2. The algorithms 
are presented in three groups:
a) An imaging experiment without plane definition;
b) A detailed description of the signal digitisation;
c) Additional stages required for multiple plane imaging.
a). An imaging experiment using spin-echo signals.
At every projection angle:
Calculate the^^ and^S / ^  gradient components of the gradient 
vector; (Note 1)
Write the components to the gradient digital to analogue converters 
so as to set the gradient vector.
Run the signal acquisition subroutine. (Note 2)
Correct any d.c. shift on the digitised spin echo.(Note 3)
Compute the complex fast Fourier transform (Note 4) .
Demodulate the projection profile (Note 5).
Use ’centre of mass' correction on profile (Note 6).
Store the profile for subsequent reconstruction.
After all signals have been collected at all angles:
Reconstruct image (Section 3.iii and Appendix 2)
Window maximum and minimum image values if required (Note 7)
Store image on disk and/or transmit to image display.
Note 1. The magnitudes of the orthogonal magnetic field gradients 
at an angle should be A cos 0 , A sin0 . The 16-bit parallel
interface of the MP200 general purpose interface was split into 
upper and lower words, to supply 2 8-bit DACs.
Note 2. The signal acquisition subroutine was as follows:
Do this loop n times if n signals are to be averaged for each 
projection angle:
Disable all CPU interupts so that the CPU does not miss any 
calls from the ADC.
Look for the 90° gate pulse which indicates that the ADC is 
about to start sampling.
Do this loop m times where m is the number of discrete 
points to be collected:
Look for the ADC read request flag.
Read the ADC level.
Send back a read done flag.
Remove the leading points on the signal which follow the 180° 
pulse.
Return the digitised signal to the main program.
Note 3. The d.c. shift was calculated from the average offset from 
the baseline of the last 20 points measured. Every point on the 
digitised signal was then corrected.
Note 4. Early inages were taken using a 2.56 point EFT routine in 
16 bit precision which was obtained from E.O.Brigham (37) . This was 
written in FORTRAN and was slow (30 seconds per transform). A much 
faster routine, transforming 1024 points in about 2 seconds, was 
written in assembly language and based on a routine by Cooper (107) ,
Note 5. The spin echo appears in the centre of the acquired points 
and is therefore 'time shifted' signal (section 2(viii) ). Its 
transform is easily demodulated by inverting every other point.
Note 6. The 'centre of mass' correction (section 5(iii) ) is 
applied to all profiles to counteract long term field drift.
Note 7. Image windowing levels were set as percentages of the maximum 
image values. Pixel values below the minimum threshold were zeroed, 
including any negative values. Those above the maximum level were made 
equal to the maximum. Points with levels between the maximum and 
minimum were then rescaled. Windowing often improves the clarity 
of otherwise noisy images.
A modified version of the imaging algorithm was used prior to 
any experiment to set up gradient magnitudes, field strength, 
phase, pulse spacing and pulse widths, etc. Signals were acquired 
and Fourier transformed but not reconstructed. Instead, the 
digitised signals and projection profiles were alternately displayed 
on a 'storage' oscilloscope whilst either gradient could be 
selected to be fully on or off.
b) Acquisition of the spin echo for digital computation.
The actions of the computer during the signal acquisition have 
already been outlined. In order to communicate, the ADC and the 
computer had one control line each, on which they could set a logic 
level 'flag' . The ADC could tell the computer to read its digital 
output on its 8-bit parallel interface, whilst the computer could 
tell the ADC that it had been read. The ADC also had its analogue 
input, a control line from the pulse programmer by which it knew 
that a pulse sequence had begun and another control line reading 
the 180° gating pulse. The computer was also able to detect the 
90° gating pulse.
The computer, ADC and pulse programmer all ran with reference to 
their own internal clocks, so that synchronisation was essential.
The computer had to read the ADC, beginning at the correct number 
of points before the echo so that the echo was central on the 
aqcuired signal. Once the ADC had started to sample, it ran under 
its own very precise timing in order to sample the signal at 
regular intervals. The computer had to process the data within each 
sampling period, and finally tell the ADC to stop sampling after the 
correct number of points had been taken; it did this by ceasing to 
request data.
The ADC was reset every time a new pulse sequence started. It 
then began to sample data by taking its first point after the 180° 
pulse.' The computer read each point after detecting the 'read request' 
flag , and sent a 'read done'pulse after each point toI reset 
the flip-flop which holds the 'read request' flag. Clearly, if the 
computer began a program by looking for a read request, it would 
find one at any time between the 180° pulse and the next reset. It
was therefore desirable that the computer should always look 
for its first read request immediately after the 90° pulse and 
so this was always looked for first.
Since the computer sampled m points starting at t ='t where 
'Y was the pulse spacing, the sampling rate had to be such that 
m times the sampling rate = 2T . In practise this was done by 
monitoring the pulse separation and finely adjusting it whilst 
observing the digitised signal.
c) . Additional stages required for Polytomic imaging.
At the beginning of data collection at every projection angle 
the computer set up the static gradient vector and then waited 
to monitor the 90° pulse. Immediately after the pulse, the computer 
set the magnitude of the first of the set of discrete
values (usually zero) by placing the appropriate number on the 
parallel interface controlling the third gradient DAC. The 
computer then waited for the first read request flag from the ADC 
which comes immediately after the 180° pulse. was set to zero 
again before the first point was read.
To collect m planes, the computer used m transient gradient
values (signal averaging signals with each value if required) 
at each projection angle.
Limited RAM space in the computer required that the data was 
placed on disk after each projection angle. For processing at each 
angle after the complete scan, the following algorithm was used:
Read up array of discrete transform coefficients from disk (section 
4(viii) ).
For each projection angle:
Read up one point at a time from each of the m signal s. Then:
For each of the m planes;, eg. the i-^  .
Perform rm-point cosine transform for the i^1 plane;
Perform rm-point sine transform fOE the l^1 plane;
Store these m complex time signal .points.
Repeat for all other points to obtain m complete complex time 
signals.
Conventional fast Fourier transformation of the complex time 
signals asscociated with the 1th plane for all projection angles 
yields a set of profiles which will reconstruct the data on the 
plane.
6(xiii) . Computer.
Requirements. In order that high signal to noise ratio signals 
may be processed in integer form, a computer should have 16 or 32 bit 
precision or should have true double precision operation if it 
is an 8-bit machine. Similarly, round-off errors in the fast Fourier 
transform will be very significant if 8-bit operations are used (10% ).
Image arrays can occupy large amounts of RAM , especially if 
double precision means that 4 or more bytes are used to represent 
each pixel. A memory large enough to take a 128x128 image array 
plus programs and operating system should be used. A Winchester 
technology hard disk unit may be useful for the rapid saving and 
reading of data, especially with multiplane Imaging.
There should be the equivalent of three parallel interfaces 
for controlling gradient DACs. Data must be read from the ADC so 
either at least one parallel interface must be bi-directional or 
another must be used. Serial output to an image display system 
is necessary.
The clock frequencies of the CPU and peripheral devices in the 
laboratory should be different from the NMR resonance frequency.
The CPU clock, and its instruction set, should be able to perform 
the repetitive calculations very rapidly.
Equipment. The computer used was a Data General MP200 mini-computer 
which superceded an earlier Data General MicroNova, used in the 
earliest work presented here, because of its superior execution times.
Specifications.
Word length: 
RAM storage: 
Interfaces:
16 bit, capable of double precision arithmatic. 
32k words .
3 parallel I/O general purpose interfaces.
Serial RS232 compatible interface.
VDU interface.
Hard storage: Twin 8" floppy disks, single sided single density
holding 250 kbytes each.
Operating Data General DOS with assembler and FORTRAN IV
Sys ton. carpi ler.
Typical instruction times:
MCJL , 4.92/us ; ADD , 0.84 p s ; DIV , 6.60/^S.
VDU: Lear Siegler Inc. ADM3A was the only one of several 
tried whose clock did not interfere with 15MHz 
resonance. Also equipped with RG-512 graphics card.
6 (xiv) . Magnet.
Requirements.
For the spinr-echo technique, the minimum receiver bandwidth, and 
therefore minimum noise, is determined by the need for a number of 
linewidths to be detected side by side on the frequency spectrum.
There is little point in improving the homogeneity of Bq much beyond 
the point at which transverse relaxation times are longer than 
those caused by the processes in the samples. The shortest T£ - 
in tissue is likely to be about 20ms. The homogeneity should be 
better than this throughout the coil volume.
The B field should be free of short and long term fluctuations that o
are significant compared to the inhomogeneity.
The pole gap or sample volume should be large enough to take both 
sample with sanple coil and the surrounding gradient coils, which 
may not produce linear gradients unless they are spaced sane way 
away from the sample volume.
Equipment. A Varian V3601-1 magnet was used for all the imaging 
work presented in this thesis. This had 12" diameter pole faces and 
a 22mm pole gap. A field of 3600 G gave a proton resonance of
g
15MHz. Homogeneity was about 2 parts in 10 , which means a decay
constant of about 10 ms; this means that the transverse decay was 
dominated by the magnet rather than the sanple T^ processes.
Current was supplied by a V2608 regulated power supply, and the 
field was shimmed using electrical shims. Shori: term field drift 
was corrected by a Varian flux stabiliser. Long-term field drift 
was significant, because of malfunction of the water cooling 
regulator which meant that the coils were permanently being cooled 
and not regulated at the design temperarure of about 30°C .
The cooling problems, and the transplantation of the magnet from 
one laboratory to another with possible mechanical stress changes 
which were not shimmed out, meant that the magnet performance was
below specification. It was also operated for this work at well 
belcw its optimum field strength.
APPENDIX 1
Comparison of performances of current (1981) EMI CT5005 Whole Body 
X-ray Scanner and theorectical NMR scanner, producing images of the 
human brain.
a) EMI CT5005 Series 2.
Scan time 20 sec. Image array 160x160 pixels . Slice thickness 
13rrcn.
The EMI number of air is -500, and that for brain matter is between 
14 and 19 0D<0 . The uncertainty of the number for an area 3x3 ran on 
the image is estimated at + 1.8 units (J/0) . The 1 signal to noise' 
of the brain image pixel is thus about 250:1 above the background 
of the air measurement. (Note that this is not a measure of contrast 
between brain tissues.)
b) NMR scanner.
The relationship between signal to noise on the NMR image 
and the achievable resolution was investigated by Libove and Singer,
For a single pixel being detected, they derived the following 
expression for the length of the side of this volume (assumed cubic) 
which they termed the 'spatial resolution' (d y.
cl * 7-q cvV* /q ^  Y/fe (~ /3& ^
where is the signal:noise ratio required on the image for the
distance d to be resolved; 
cu0 is the resonant frequency;
iTsas-is the system integration time , = (1/ 2 xreceiver 
. bandwidth)
This equals the signal acquisition time when only one
pixel is detected.
(S u s W i s  the ratio of the coil Q for the empty coil to the
* Q for the coil with the conducting sample inside. (Q
decreases due to conductive losses in the induced currents
in the sample.)
expC8*/ )shows the reduction in signal due to r.f. attenuation.
x is the furthest distance that the signal must traverse,
in the worst case the radius of the head. £ is the 
skin depth of the r.f.
Libove and Singer plotted d against ^ ^  .
A decrease in imaging time is obtained by measuring many pixels
simultaneously , but the bandwidth must be inoeased and is no
longer matched to the acquisition time. The equation is altered
by a decrease in . For instance, if an image is to contain
128x128 pixels, then the bandwidth must be increased (at least) 128
1/6times; this means that d is increased by a factor of (128) ,
or 2.2. For a fixed signal:noise ratio, this means that the resolution 
is poorer.
The bandwidth per pixel on the Oxford Instruments Im bore
superconducting imaging magnet , operating at 4MHz with a
6homogeneity of 5 parts in 10 (II/) is 20 Hz. This corresponds
to a complete decay time of about 50 mS. The signal must be 
acquired for this time for the resolution on the profile to be 
20Hz. In addition, the resolvable d given for a single pixel 
must be inceased by 2.2.
The graphs show that a voxel of side 4.2 mm-could be imaged with the 
simultaneous collection of 128 profile points, with a signal:noise 
ratio of 10:1 at 4MHz. A voxel of side length 8.8ran may be:.imaged 
with a ratio of 100:1 . The volume of EMI CT voxel is sarwhat larger 
than the 10:1 voxel.
NOTES.
a) The signal for the NMR scanner has been defined as the induced 
voltage from a voxel containing 80% water. This water density has 
been the only NMR parameter considered.
b) The contrast between different tissues depends can be a 
function of proton density, T^ and , depending on the method used. 
The appearance of detail on images is a function of the difference 
in signal intensities referenced to the background noise level.
Contrast will occur between different tissues on an NMR image
that will not occur on the CT image, and vica-versa. Hcwever, the
NMR method has the capacity to change the signal dependance on the 
three parameters and therefore adjust the available contrast between 
adjacent tissues.
c) An NMR sacnner cannot achieve the minimum performance time 
of 20s to make it comparable to the CT scanner if it utilises a 
projection reconstruction method, because the signal acquisition 
time of 50 mS must be followed by a period of about T^ seconds for 
spin-lattice signal relaxation. The total scan time does, however 
vary between techniques and at least one method (Multiplanar Echo 
Imaging, (61) ) could take a complete image in one shot. Forced 
methods of relaxation also exist (//£).
These calcualtions have been based on a hypothetical NMR machine. 
Comparisons between head scans taken by NMR and X-ray CT are now 
available from clinical trials ( bSt 51,52,53 ) , and more images are 
now being produced all the time.
APPENDIX 2. Back projection algorithm with convolution filter.
(FORTRAN)
THERE ARE M PROJECTION ANGLES
THE FOLLOWING STEPS ARE DONE FOR EACH PROJECTION ANGLE.
THE PROFILE P HAS BEEN READ FORM THE PROJECTION STORE.
THE PROJECTION ANGLE IS fi , AND IS BETWEEN ; 0 AND *rf .
THE PROJECTION P AND THE FILTERED PROJECTION PSTAR ARE 65 POINTS LONG. 
THE IMAGE IS 65 X  65 PIXELS.
INFORMATION
For each profile point.
2.467201 = ~^ /4
Step every other J 
to avoid I=J
Weight P(J) and subtract. 
This is just scaling.
For each image line,
calculate first and 
last points on Jth line 
of circular image array.
Find 1st profile point.
For each point on image 
line,
step along profile and 
add it to the image.
If algorithm noise is to be reduced, then the position X 
on the profile PSTAR should be found by interpolation and the 
line 50 should be:
SINE = SIN (PHI)
COSINE = COS(PHI)
C CALCULATE THE FILTERED PROFILE:
DO 30 I = 1,65 
Q = P(I) * 2.467201 
JO = 1 + MOD (1,2)
DO 20 J = JO,65,2 
20 Q = Q - P(J)/(I-J)**2 
30 PSTAR(I) = Q/ M 
C BACK PROJECT ONTO THE IMAGE ARRAY F
  DO 50 J = 1,65
IMIN = J*65 - 32 -
INT(SQRT(1024.0 - (33-J)**2)) 
IMAX = (2*J - 1) - IMIN + 1
X = 33 + (33 - J) *SINE +
(IMIN - J*65 + 31)*COSINE
  DO 50 I = IMIN, IMAX
X = X + COSINE 
IX = X + 0.5 
 50 F(I) = F(I) + PSTAR (IX)
50 F (I) = F(I) + PSTAR(IX) + ((X-IX) * (PSTAR(IX+1) -PSTAR (IX)))
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24.09 MULTIPLANAR NMR IMAGING
D.G. Taylor, M.C. Jones, C.F. Bore, M.C. Bushel! and D. May
Department of Physics, University of Surrey, Guildford, Surrey, GU2 5XH England
For clinical applications, the inherent low sensiti­
vity of NMR imaging makes it desirable to measure 
simultaneously as many individual locations as possi­
ble (Brunner and Ernst 1979). The method of project­
ion (PR) has therefore been adopted by many workers 
in preference to point or line measurements in which 
much of the sample is ingored, and to other planar 
techniques due to its technical simplicity. However, 
limitations of computer storage and of uniform spatial 
sensitivity along the receiver coil often require that 
the information be restricted to a slice or set of 
slices through the object. In this compromise, the 
PR technique requires a means of removing the response 
from locations outside the 'plane' (slice of finite 
thickness) of interest. The possible techniques fall 
into two broad categories: selective excitation 
methods, and oscillating field gradient techniques.
In this abstract, we describe an oscillating field 
gradient technique that allows both variable plane 
thickness and shape, and, more importantly, the 
simultaneous measurement of a set of planes.
The technique is a simple yet powerful variant of the 
phase encoding concept utilised by Edelstein et al. 
(1980) and Kumar et al. (1975) in their imaging 
methods. However, unlike the previous applications of 
this concept, it does not require the rapid switch­
ing of large orthogonal magnet field gradients nor 
does it restrict data collection to a single slice.
The basic technique proposed utilises the 90°-x-180° 
echo pulse sequence for data collection coupled with 
controlled phase shifts within the sequence produced 
by weak time-varying magnetic field gradients. To 
obtain plane definition, spins in the direction 
perpendicular to the slice of interest are phase 
encoded by a time variant gradient. The resulting 
spatial response function can be qualitatively under­
stood as follows. Following the 90° pulse, a single 
spin experiencing a field perturbation will accumulate 
a phase angle. At the expected time of the echo (2r) 
the angle will be zero unless the perturbation was 
different between 0 < t < x and x < t < 2x. For an 
oscillating field, (3B„/9t) the phase angle t = 2x 
will depend on the history of the perturbation.
Along a line of spins in the direction of the time- 
varying gradient, (SB /ay)t say, the accumulated 
phases at t = 2x vary linearly with distance. The 
amplitude of the signal read with a phase-sensitive 
detector from consecutive points along the line will 
oscillate sinusoidally along the line. This spatial 
frequency may be anything from zero (when all the 
spins accumulate no net phase) up to a maximum which 
will depend on the gradient strength.
The signal averaging of responses modulated by diffe­
rent spatial frequencies can be thought of as the 
superposition of these frequencies, resulting in a 
modified response whose spatial form depends on the 
frequency distribution. The simple averaging of 
successive signals in fact discards useful informat­
ion. If, under computer control, known spatial 
frequencies are imposed on the sample, then by means 
of a discrete Fourier transform multiple image planes 
may be reconstructed from the same information 
collected for the. single plane technique.
The complex magnetisation at time 2x in the spin-echo 
sequence, including a time dependent magnetic field
perturbation, Bt is given by T
M(2x) = M exp(„2x/T2)exp Ii [ utdt - i [ uydt
l_ Jx •'o -
where
“t = yh'
The magnetisation at any t time in the spin-echo 
sequence, for static gradient G . applied at project­
ion angle $ and a transient gradient G applied for a 
time x is therefore
M<f,(Gy ,t) = | dr j  dy M 0<f>(r,y)exp(-t/T2)exp(iYGr>((|t) 
exp(iyGyy )
Taking a discrete Fourier transform over Gy :
Re|s(j)(t,y') | j .dr cos(YGr ^rt) jMj’y (r) + M*’"y '(r)J
= l\ dr si"(TGr y t ) | M j ’y '(r) - M j ’-y '(r)J
followed by a discrete transform over t:
S*(r\y ') = i | M j >y,’r ' + M j ’-y , ’r ' +Mj’y , ’r '
o
s*C-'.y') =7"t’y',r'7  " o
(terms in .- r' are not present with off-resonance 
detection).
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Letter to the Editor 
An efficient method of plane definition for nmr imaging by 
the method of reconstruction from projections
The Editor,
Sir,
For clinical applications, the inherent low sensitivity of n m r  imaging makes it desirable 
to measure simultaneously as many individual locations as possible (Brunner and Ernst 
1979). The method of projection reconstruction (p r ) has therefore been adopted by 
many workers in preference to point or line measurements in which much of the sample 
is ignored, and to other planar techniques due to its technical simplicity. However, 
limitations of computer storage and of uniform spatial sensitivity along the receiver coil 
often require that the information be restricted to a slice or set of slices through the 
object. In this compromise, the p r  technique requires a means of removing the 
response from locations outside the ‘plane’ (slice of finite thickness) of interest. The 
possible techniques fall into two broad categories: selective excitation methods, and 
oscillating field gradient techniques. In this letter, we describe an oscillating field 
gradient technique that allows both variable plane thickness and shape, and the 
simultaneous measurement of a set of planes.
The technique is a simple yet powerful variant of the phase encoding concept 
utilised by Edelstein et al  (1980) and Kumar et al  (1975) in their imaging methods. 
However, unlike the second of these techniques, it does not require the rapid switching 
of large orthogonal magnet field gradients nor does it restrict data collection to a single 
slice as in the first. The technique proposed utilises the 90°-r-180° echo pulse sequence 
for data collection coupled with controlled phase shifts within the sequence produced 
by weak time-varying magnetic field gradients. The spin-echo data collection  
sequence, we believe, gives superior tissue discrimination per unit time over single 90° 
pulses, comparable discrimination with the steady state free precession.technique (s f p ) 
on whole-body magnetic systems, and may surpass s f p  on high-homogeneity magnets 
such as our 17 cm bore superconducting magnet system (Taylor and Bore 1981).
To obtain plane definition, spins in the direction perpendicular to the slice of interest 
are phase encoded by a time variant gradient. The resulting spatial response function 
can be qualitatively understood as follows. Following the 90° pulse, a single spin 
experiencing a field perturbation will accumulate a phase angle. A t the expected time 
of the echo (2r) the angle will be zero unless the perturbation was different between  
0 < f < r  and t <  t <  2r. For an oscillating field, (dB0/dt),  the phase angle at t =  2r will 
depend on the history of the perturbation. A long a line of spins in the direction of the 
time-varying gradient, (dB0/ d y ) t say, the accumulated phases at t =  2 r  vary linearly 
with distance. The amplitude of the signal read with a phase-sensitive detector from  
consecutive points along the line will oscillate sinusoidally along the line. This spatial 
frequency may be anything from zero (when all the spins accumulate no net phase) up to 
a maximum which will depend on the gradient strength.
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The signal averaging of responses m odulated by different spatial frequencies can be 
thought of as the superposition of these frequencies, resulting in a modified response 
whose spatial form  depends on the frequency distribution. Just as the shape of the f i d  is 
the Fourier transform  of the distribution of spin frequencies, so the spatial response is 
the Fourier transform  of the envelope of spatial frequencies. For exam ple, a band of 
equally spaced frequencies has a rectangular envelope and thus the signal averaged 
response will be a sin(7rx)/77x function. The central peak of this function, occurring at 
the null position, indicates the response of the plane.
W hen discrete frequencies are used to describe the envelope shape, the continuous 
Fourier transform  has a periodicity in space. Aliases of the spatial function are 
produced with a spacing equal to the inverse of the discrete frequency separation. For a 
coil length L  cm, the first alias m ust be at least L cm from  the null plane. H ence the 
envelope m ust contain frequencies spaced not m ore than 1 /L  c m '1 apart. As an 
exam ple, if the central peak is required  to be L/8  cm across, the m aximum spatial 
frequency is known to be 8/L cm -1, and so the envelope betw een 0 and 8 /L  cm -1 must 
contain at least eight discrete frequencies, spaced 1 /L  cm 1 apart.
A ny plane shape is possible in theory, provided that the required  distribution of 
frequencies can be engineered. F ree running square or sine wave oscillators, asyn­
chronous with the spectrom eter, and with periods betw een 2 r  and 4r, can be used to 
create plane shapes of typically sin(7rx)/7rx or / 0(x). In this application, it is the 
difference in phase betw een the oscillator and the pulse sequence at the 90° pulse which 
determ ines the spatial frequency. W ith the gradient driven under com puter control, the 
frequencies may be chosen by switching a gradient of constant m agnitude at a known 
time during the pulse sequence, or by changing the m agnitude at a fixed time during the 
sequence. By this m eans the plane may be m ade m ore sharply defined than the shape of 
the sine or J0 peaks. F urther field gradient switching and hence induced currents are 
reduced substantially from  the free running case.
The spatial response shape is very easily m easured. If a static gradient is applied 
along the sam ple length with a superim posed, sm aller tim e-dependent gradient in the 
same direction, the response of such point along the sam ple length is described by a 
unique frequency. The variation in phase is seen as a m odulation of the profile thus 
obtained in the y-direction. The plane shape is simply the profile obtained from  a 
num ber of averaged signals (figure 1). A pplication of the technique is illustrated in
(a) (b)
Figure 1. (a )  T he longitud inal profile o f a tu be o f w ater w ith in th e RF coil. T he assym etry arises due to an 
in h o m o g en e ity  in the B 1 field  a lon g  th e coil. (b ) T he m od ification  o f the longitud inal profile resu lting from  
the averaging o f e ight random  spatial freq u en cies arising from  the tim e-varying com p on en t o f the lo n g i­
tudinal m agnetic field gradient. ( / 0 =  15 M H z, coil length  =  8 m m ).
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(a) (b)
Figure 2. (a ) A  cross-section a l im age o f a h exagonal arrangem ent o f glass capillary tu bes (1.5 m m  id) within  
a tube o f w ater. (b ) A s in (a ) w ith  a longitud inal slice se lec ted  by m eans o f a tim e-vary ing  co m p o n en t on  on e  
of the tw o orth ogon al m agn etic  field  gradient in the im age p lan e. ( / 0 =  15 M H z, inform ation  bandw idth  =  
2 .0  kH z, 6 4  x 64  p ixels in terp olated  to 128 x 128).
figure 2 using a phantom  consisting of a hexagonal arrangem ent of capillary tubes in a 
tube of w ater. As the phantom  has cylindrical sym m etry, a longitudinal slice has been 
selected.
The simple averaging of successive signals in fact discards useful inform ation. If, 
under com puter control, known spatial frequencies are im posed on the sam ple, then  by 
means of a discrete Fourier transform  m ultiple image planes m ay be reconstructed  from  
the same inform ation collected for the single plane technique. This obviously substan­
tially reduces the imaging tim e per plane. F urtherm ore if spatial frequencies are 
imposed in m ore than one direction then data collection may be restricted to a volum e 
of variable shape and size.
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Reviews of books
Atlas of Nuclear Medicine Imaging By S Baum, N R Vincent, K P Lyons, S-Y  Wu and S 
C Gurkin (New York: Appleton-Century-Crofts, 1981) [Pp ix +  453, many illus­
trations] £50.70
Most physicists who work in the field of Nuclear Medicine are not only competent regarding the technical 
aspects of the apparatus but also like to acquire an intelligent appreciation of the physiological behaviour of 
the radiopharmaceuticals used and the distribution of these materials in normal and diseased states. They are 
often concerned with the assessment of results and particularly in the mathematical analysis of data. Although 
this book is mainly intended to guide physicians in the medical interpretation of radionuclide images it will 
also be very useful to technical staff wishing to gain knowledge about the appearance of clinical images in 
healthy and ill patients. Most physicists and technicians in nuclear medicine will, therefore, find this book 
interesting and informative.
True to its title, the book is an atlas consisting of over 2800 illustrations in eleven chapters which cover all 
the main aspects of radionuclide imaging (though adrenal and pancreatic images are omitted). It presents the 
combined experience of five nuclear medicine specialists from different centres in the USA.
Each chapter deals with a particular body organ and commences with a concise description of the 
physiological behaviour of the radiopharmaceuticals used and brief general notes on the interpretation of 
resulting images. The large number of images which then follow have explanatory text which amplifies the 
initial information and interprets the findings in normal cases and in various pathological conditions. Each 
chapter concludes with an extensive bibliography and there is a useful 11-page index at the back of the book.
The images are chiefly from gamma cameras but some rectilinear scans are reproduced and for gallium 
imaging the rectilinear scanner is recommended. Some images are positives (white on a black background) 
whereas others are presented as negatives (black on white) but both are adequately clear. Sometimes the 
descriptive text follows a few pages after a series of sequential images and this entails continual page- 
turning— a minor annoyance in what is generally a very clearly written clinical interpretation of the images.
The examples given represent a wide coverage of routine imaging procedures though inevitably there are 
some gaps. The use of gallium in the differentiation of loose and infected orthopaedic prostheses is not 
included, nor is the aerosol technique for lung ventilation imaging. On the other hand the salivary glands 
occupy a short chapter and there is a good chapter on radionuclide cisternography. It becomes apparent that 
doses of radiopharmaceuticals given to patients in the U S A  are often much higher than the DHSS would 
authorise. This may be because the book emphasises the usefulness of blood flow studies at the time of 
injections in liver, brain, kidney and lung perfusion examinations. There is also a separate chapter on other 
blood flow studies.
It is perhaps a pity that the authors have confined themselves to images, with reference to computer- 
derived graphical and numerical results only in the renal chapter. There is no mention of Left Ventricular 
Volume curves in the chapter on nuclear cardiology, nor to the usual parameters derived from these curves, 
neither is there any form of functional imaging displayed (such as phase imaging or regional ejection fraction 
imaging). Perhaps it is too much to expect this in a book which is primarily concerned with the interpretation 
of routine images and in which it succeeds in no small measure.
This book will be a great asset to any physician who is seeking to increase his skill in the reporting of 
radionuclide images. It will also be of considerable interest to physicists and technicians who are closely 
associated with this work, and it sets a high standard to aim for in nuclear medicine imaging. It has an initial 
educational value and will also serve as a departmental reference book covering most of the current imaging 
techniques in routine use.
J L Birks
Living with Radiation 2nd edition (Harwell: NRPB, 1981) [Pp 48] 50p from HMSO
This is a revised and up-to-date version of a booklet first published in 1973. It is intended for a wide 
readership and provides brief information on the nature, origins and effects of ionising radiation. The various
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