We address the problem of estimating the time-of-flight (ToF) of a waveform that is disturbed heavily by additional reflections from nearby objects. These additional reflections cause interference patterns that are difficult to predict. The introduction of a model for the reflection in terms of a non-stationary auto-covariance function leads to a new estimator for the ToF of an acoustic tone burst. This estimator is a generalization of the well known matched filter. In many practical circumstances, for instance beacon-based position estimation in indoor situations, lack of knowledge of the additional reflections can lead to large estimation errors. Experiments show that the application of the new estimator can reduce these errors by a factor of about four. The cost of this improvement is an increase in computational complexity by a factor of about seven.
Introduction
Position measurement systems based on acoustic beacons use the time-of-flight (ToF) of a waveform [1] . The length of the acoustic path between a transmitter and receiver is proportional to the ToF, i.e. the time measured between the departure of the waveform from the transmitter and the arrival at the receiver. The position of an object is obtained, for instance, by measuring the distances from the object to a number of acoustic beacons.
Another application of ToF measurement is in sonar systems, where the goal is to obtain range-azimuth information [2] . Here, the transmitter and receiver are arranged close together and are regarded as a single sensor (often a single device combines both functions). The distance from an object to this sensor is obtained by measuring the ToF of a waveform broadcast by the transmitter, reflected by the object, and finally received as an echo.
The quality of a ToF-based distance measurement is, among other aspects, directly related to the quality of the ToF measurement. Electronic noise, acoustic noise, atmospheric turbulence and temperature variations are all factors that influence the quality of the ToF measurement [1] . This paper applies to the case of nuisance objects near the measurement set-up whose presence cause echoes that interfere with the nominal response. These unwanted echoes can cause difficultto-predict waveforms and thus make the measurement of the ToF a difficult task.
The transmitted waveform can take various forms. A continuous waveform (CW) with constant frequency manifests itself as a phase shift between the transmitted and received waveform. Such a shift can be measured very accurately [3, 4] . However, without precautions, the range of the measurement is limited to one wavelength. Moreover, the nearby objects give rise to an additional phase shift that is difficult to restore. A solution is to use an FM-modulated (or 'chirped') sine wave (CWFM) [5, 6] . Here, the ToF manifests itself as a frequency difference which can be recovered by a demodulation followed by a Fourier transform. Both the object and the nearby objects cause spikes in the Fourier spectrum at frequencies that are proportional to the associated ToFs. A variation of the CWFM method is to use a pseudo-noise sequence as the waveform. The disadvantages of these solutions are that they require complex circuitry and complex computations.
In addition, there is a trade-off between acquisition time and accuracy. Furthermore, the CWFM measurement method cannot operate well with narrow-band sensors, such as the piezoelectric transducers (which are popular because they are cheap and robust).
The alternative method is to use a pulse-like waveform and to measure directly the delay between sending and receiving. A pulse of short duration has the advantage that overlap of the various echoes is less likely. Unfortunately, the energy that can be brought into such a waveform is limited. Thus, the range of the measurement is small. Usually, the pulse is a burst, i.e. a number of periods of a sine wave. The actual number of periods is a compromise. If the number is small then the burst is like a pulse and the range of the measurement is small. If the number is large then overlap of the echoes of nearby objects becomes more likely.
Usually, the determination of the moment when the transmission begins is not difficult. Often, the generation of the burst is triggered under full control of the sensor system and, as such, that moment is fully known. If not, the trigger moment can be recovered easily because the transmitted signal has a large signal-to-noise ratio (SNR) and a short rise time. The measurement of the moment of arrival is much more involved. The SNR is often small and the amplitude of the wave is unknown. In addition, due to the dynamics of the two transducers, the received waveform starts slowly. The latter applies especially to the piezoelectric transducers because they can only operate in a narrow frequency band. The large rise time of the received waveform makes the moment of arrival indeterminate.
The most straightforward method for measuring the moment of arrival is to determine when the received waveform exceeds a specified threshold value [7, 8] . This threshold should be well above the noise level in order to avoid erroneous detection. Since the moment of threshold crossing depends both on the threshold and the intensity of the received waveform, a better method is to apply a threshold that is adapted to the intensity of the waveform (measured, for instance, by its peak value).
Another approach is to apply curve fitting [7, 11] . A functional form is used as a model for the observed waveform. The model is determined up to some parameters, which include the ToF. On the adoption of an error criterion between the observed waveform and the model, the problem boils down to finding the parameters that minimize the criterion. Useful criteria are the L 1 -and the L 2 -norms [9] .
The most advanced method is to set up the problem within the framework of estimation theory. In its simplest form, such an approach leads to cross correlation of the received signal with a template signal, i.e. matched filtering, and the determination of the moment of maximal correlation [3, 4, 7, 8, [10] [11] [12] .
All the techniques mentioned above are directly applicable to the observed waveform. However, sometimes better results are obtained when the techniques are applied to the envelope of the waveform.
The success of these techniques depends on whether the shape of the observed waveform is predictable or not. In open air or in a room with a lot of free space around the transmitter and receiver, the shape of the waveform depends mainly on the characteristics of the tone burst, of the transmitter, and of the receiver. Hence, under these conditions the shape of the observed waveform is predictable and the methods work fine. This paper addresses the problem where there are reflective objects near the transmitter and receiver, or near the path between them. The echoes from these objects may interfere with the desired response. As a result, the observed waveform will be difficult to predict in a deterministic sense.
As an example, consider the waveforms in figure 1 . The observed waveform on top is acquired with a transmitter and receiver separated by a distance of 3.0 m in the face-to-face direction. Reflective objects in the vicinity of the measurement set-up cause extra reflections that interfere with the direct response. The interference pattern is difficult to predict in a deterministic sense because of the many unknown factors. The result of the (supposed) optimal matched filter/correlator is shown in the middle. Due to the interference, the response achieves its maximum about 0.8 ms after the arrival of the direct response. In this example, the interference is severe and consequently the error of the correlator is very large. In fact, the ad hoc methods designed without any optimality criterion, e.g. the threshold crossing method, would perform better than the 'optimal' correlator. The reason for this apparent discrepancy is that the mathematical model underlying the correlator does not apply in this case. The correlator has been designed in ignorance of the possible interferences.
One might argue that the example shown here rarely occurs in practice. That might be the case, but our experiments show that less severe interference still introduces estimation errors. These errors are not so extreme, but still orders of magnitude larger than the period of the burst's carrier.
The purpose of this paper is to develop and evaluate a new estimator for ToF measurements that can cope with the interference problems. We assume a measurement set-up with two transducers separated by a distance that is to be measured. Hence, the observed waveform consists of a direct response whose ToF must be measured, together with unwanted echoes from nearby objects. As said before, such a situation occurs for ultra-sonic position measurements. Sonar systems do not comply with such a situation because they usually combine the transmitter and receiver in a single device. Nevertheless, the results of this paper are also useful in sonar systems, since a combined transmitter/receiver can be modelled by two distant, separate transducers, especially in rooms with many reflecting objects and walls [13] .
The development of the new estimator follows the same line of reasoning as the development of the correlator. However, we extend the framework by augmenting the underlying model to encompass the interference due to unwanted reflections. A statistical model for this is presented in the appendix. The organization of the paper is as follows. Section 2 formalizes the problem by introducing the mathematical framework. As such, it provides the model on which the estimator will be built. Section 3 presents the actual development of the estimator. Experiments conducted to analyse and evaluate the estimator are reported in section 4. The paper finishes with the conclusion in section 5.
Problem analysis

Statement of the problem
We assume a waveform:
where h(t) is the direct response of the acoustic measurement system to a tone burst but with a nominal energy (the definition of 'nominal' will follow). a is the amplitude of the observed direct response, τ the ToF, a r (t) the echoes due to reflections from nearby objects, and n(t) measurement noise. Underscored variables are random variables and thus unknown.
where is the sampling period, and K is the number of samples. Hence, K is the registration period.
The problem is to estimate the ToF τ based on the measurements z.
The conventional solution: matched filtering and correlation
The conventional solution to this problem is achieved by neglecting the reflections. In that case, the measurements are modelled as:
Assuming white Gaussian noise with variance σ 2 n , the vector z has a Gaussian conditional probability density with covariance matrix C = σ 2 n I. The elements of the conditional expectation
, the conditional probability density of z is:
Maximization of this expression yields the maximum likelihood estimate for τ . In order to do this, we need only to minimize the L 2 -norm of z − ah(τ ):
The term z T z does not depend on τ and can be ignored. The second term is the signal energy of the direct response. A change of τ only causes a shift of the direct response. But, if the registration period is long enough, the signal energy is not affected by such a shift. Thus, the second term can be ignored as well. The maximum likelihood estimate boils down to finding the τ that maximizes az T h(τ ). A further simplification occurs if the extent of h(t) is limited to, say, N with N k. In that case, az T h(τ ) is obtained by cross correlating z k by ah(k + τ ):
The value of τ which maximizes y(τ ) is the best estimate. The operator expressed by (6) is called a matched filter or a correlator. Note that, apart from its sign, the amplitude a does not affect the outcome of the estimate. Hence, the fact that a is usually unknown does not matter much.
Covariance model for the reflections
We return to the case of interfering reflections a r (t). In the appendix we propose a covariance model that provides a statistical description of the reflections. We assume for a moment that τ = 0. The model is that r (t) is a zeromean, Gaussian random process with a non-stationary autocovariance:
Here, σ r (t, p) is a function that modulates the standard deviation of the reflections, so as to describe the rise and fall of the echoes arriving at the receiver (see appendix). The vector p contains the parameters that describe this process. The numerical value of p is obtained by fitting σ r (t, p) to the standard deviation that is estimated from a number of observed waveforms. For arbitrary τ , the reflections are shifted accordingly. The sampled version of the reflections is r (k − τ ). With that, the elements of the covariance matrix C(τ ) of these terms, conditioned on τ , become:
If the registration period is sufficiently large, the determinant |C(τ )| does not depend on τ . This is so, because a change of τ merely causes a shift of elements in the matrix in the direction along the diagonal.
Probabilistic model of the full waveform
The observed waveform
involves two unknown factors: the amplitude a and the ToF τ . The prior probability density of the latter is not important, because the maximum likelihood estimator that we will apply does not require it. However, the first factor a is just a nuisance parameter. We deal with it by regarding a as a random variable with its own density p(a). The influence of a is integrated in the likelihood function by means of Bayes' theorem for conditional probabilities, i.e. p(z|τ ) = p(z|τ, a) p(a) da. Preferably, the density p(a) reflects the state of knowledge that we have about a, considering the properties of the acoustic system and the acoustic characteristics of the room. Unfortunately, this path is not very viable for two reasons. First, it would be difficult to assess this state of knowledge quantitatively. Second, the result will not be very tractable mathematically.
A more practical choice is to assume a zero-mean, Gaussian density for a. With that, all information in ah(t − τ ) about τ is integrated in a conditional covariance matrix B(τ ) with elements:
where σ 2 a is the variance of the amplitude a. The matrix B(τ ) can be written as:
At first sight it seems counter-intuitive to model a as a zeromean random variable since small and negative values of a are not very likely. However, we will show that such an assumption does not affect the behaviour of the estimator much. The advantage is that the dependence of τ to z is now captured in a concise model, i.e. a single covariance matrix D(τ ):
In the next section this matrix will be used to derive the estimator.
Maximum likelihood estimation of the time-of-flight
With the signal modelled as a zero-mean, Gaussian random vector with the covariance matrix given in (11), the likelihood function for τ becomes:
The maximization of this probability with respect to τ yields the maximum likelihood estimate of τ . Unfortunately, this solution as such is not practical because it involves the inversion of the matrix
where K is the number of samples of the registration (which can easily be of the order of 10 4 ). Thus, we must seek economical solutions. This will be the main topic of the following sections.
Principal components
If the registration period is sufficiently large, then the determinant |D(τ )| will not depend on τ . With that, we can safely ignore the factor |D(τ )| −0.5 . What remains is the maximization of the argument of the exponential:
The functional (τ ) is a sufficient statistic. It reduces the measurement vector z to a single variable while retaining all information about τ that is captured in z. For obvious reasons, (τ ) is called the 'log-likelihood function'. The first computational savings can be achieved if we apply a principal component analysis to D(τ ). The matrix can be decomposed as follows:
Here, λ k and v k are eigenvalues and eigenvectors of D, i.e.
The inverse matrix then takes the form:
Using equation (15), the expression (τ ) can be moulded into the following equivalent form:
(16) The computational savings are obtained by discarding all terms in (16) that do not capture much information about the true value of τ . We suppose that the λ k 's and v k 's are arranged according to their importance with respect to the estimation and that, above some value of k (say J ), the importance is negligible. With that, the number of terms in (16) reduces from K to J . In practice, K is of the order of 10 4 , where J might be of the order of 10. Hence, an acceleration by a factor 10 3 is then feasible.
The matched filter revisited
First we return to the case without reflections, as discussed in section 2.2. We show that the solution obtained with a zeromean, Gaussian amplitude a is equivalent to the matched filter obtained in section 2.2. Without echoes, the conditional covariance matrix (11) becomes:
One eigenvector of D(τ ) must be proportional to h(τ ). To see this, post-multiply D(τ ) with h(τ ) to yield:
where, by definition, h T (τ )h(τ ) = h(τ ) 2 = 1 (this is our definition of 'nominal' response; see section 2.1). With that, the first eigenvector and its associated eigenvalue are:
The remaining eigenvectors are all orthogonal to h(τ ) and can be chosen freely as long as they span the remaining space. The remaining eigenvalues are all σ 2 n . The log-likelihood function is:
Using the fact that { v 0 · · · v K −1 } is a set of orthonormal vectors forming a complete basis for z, we conclude that the sum:
does not depend on τ . We may write (20) in the following form:
The τ that maximizes (τ ) appears to be the same τ that maximizes (z T h(τ )) 2 . The result of section 2.2 was that the optimal τ maximizes z T h(τ ). Comparing these two results, the conclusion is that both estimators are identical and that these estimators are not very sensitive to changes of the actual density of a.
Selection of good components
The problem addressed in this section is how to order the eigenvectors in (16) such that the most useful components come first and will thus be selected. We are looking for the τ that maximizes (τ ). Generalizing the result from the previous section, we order the eigenvectors in descending order of their importance and select the first J eigenvectors. J should be such that λ k (τ ) ≈ σ 2 n for k J . Repeating the argument that was used to justify (21), we obtain:
The maximum likelihood estimate for τ appears to be equivalent to the one that maximizes:
The weight γ k (τ ) is a good criterion to measure the importance of an eigenvector. Hence, a plot of γ k versus k is helpful for finding a reasonable value of J . Hopefully, γ k is large for the first few k and then drops rapidly to zero. As shown in the previous section, in the case without echoes the weights already drop down to zero immediately after the first eigenvalue.
The computational structure of the estimator
When (23) is implemented a big practical problem arises. The expression must be evaluated for varying values of τ . For each value the eigenvectors must be calculated. Since the dimension of the v k 's is very large, this is not computationally feasible. The problem will be tackled as follows. First, we define a moving window for the measurements z k . The window starts at k = m and ends at k = m + N − 1. Thus, it comprises N samples. We stack these samples into a vector x(m) with elements x n (m) = z m+n . Each value of m corresponds to a hypothesized value τ = m . Thus, under this hypothesis, the vector x(m) contains the direct response with τ = 0, i.e. x n (m) = ah(n ) + r (n ) + n(n ). Instead of applying operation (23) for varying τ , we fix the value of τ to zero and replace z by the moving window x(m):
Ifm is the index that maximizes y(m), then the estimate for τ is found asm . The computational structure of the estimator is shown in figure 2 . It consists of a parallel bank of J filters/correlators, one for each eigenvector v k (0). The results of this are squared, multiplied by weight factors γ k , and then accumulated to yield the signal y(m).
The procedure for getting the eigenvectors and weight factors is as follows:
(1) Calculate the N × N matrix D(0), according to (11) using (7) and (8) . The dimension has been reduced from K to N , to reflect the fact that we have used the windowed data rather than the full registration. Ideally, the selection of J is such that γ k ≈ 0 for k > J .
Experiments
Experiments have been conducted to validate the proposed estimation method. We recorded 150 waveforms at different locations and under various conditions. These records have been used as a bench-mark to compare the performance of the new estimator with that of the matched filter. Section 4.1 describes the experimental set-up. Section 4.2 presents the results. Section 4.3 finishes with a discussion.
Experimental set-up
Using an acoustic measurement system, 150 data records have been acquired under various conditions. The acoustic system uses two air ultra-sonic ceramic transducers mounted on pedals in a face-to-face direction. A waveform generator applied a 40 kHz sinusoidal tone burst consisting of 20 cycles to a transmitter. The transmitted signal was detected by a receiver. The received waveform was acquired at a sampling period of 2 µs. The two transducers were piezoelectric sensors. The measurements were performed under different conditions: room, location, height above the floor, distance between transducers, etc.
In addition to the 150 records, a special record was also acquired in an anechoic room. This waveform is used as a reference waveform, from which the nominal response h(0) can be derived. Before the actual experiments took place, all records were manually processed in order to identify the true ToFs of each record.
The 150 records were also used to identify the parameter vector p that describes the covariance model given in equation (7) (see appendix A.4).
In addition to the 150 records of real data, we also used synthetic waveforms produced by a simulator that exactly matches the covariance model. Such a waveform is generated by first generating a Gaussian white noise sequence. By filtering this with an impulse response equal to h(k ), the resulting signal is Gaussian stationary noise with an autocovariance function n h((n + k) )h(n ). Next, the signal is multiplied by an envelope σ r (k , p) which gives it exactly the same non-stationary auto-covariance function as in our model. These synthetic reflections are shifted to a reference position k ref and combined there with the direct response and simulated sensor noise (i.e. Gaussian white noise). The synthetic waveform thus obtained is described by:
where w noise (k) and v noise (k) are two white noise sequences. The motivation for using these synthetic waveforms is that, by doing so, we are able to study the influence of modelling errors.
Results
From the observed direct response h(0), the estimated parameter vector p and the noise level σ n , we calculated the covariance matrix D(0) using equation (11) . The window size selected was N = 1000, whereas the number of samples in a record is between 5000 and 10 000 samples. From D(0), the eigenvalues λ k (0) and the eigenvectors v k (0) are obtained. Figure 3 shows the first 50 eigenvalues. Figure 4 shows the first seven eigenvectors. Hence, a large number of filters/correlators would be needed to obtain the best result. In order to validate this hypothesis, the performance of the estimator has been assessed for varying numbers of J . The performance involves two factors: the bias and the standard deviation. The two error measures can be combined in the RMS (root mean squared). This error measure is calculated on the basis of the 150 records. In addition, we estimated the RMS of the estimator applied to 5000 different realizations of the synthetic waveform. Figure 5 shows the result. Clearly, if the operator is applied to these synthetic waveforms (which are generated such that they fully comply with the reflection model), then the behaviour is fully in accordance with the expectation: the RMS is a non-increasing function of the number of filters. However, if it is applied to the real waveforms, a minimal RMS is reached when the number of filters is seven. Clearly, this unexpected behaviour must be accounted for by modelling errors.
In the subsequent experiments, we used seven filters. Another modification of the theoretically optimal estimator is that we applied a small increase in the weight of the first filter. Such an increase enlarges the influence of the first filter. We observed that-when applied to the real data-the performance increases if the weight of the first filter is forced up by 8% of its nominal value.
The application of the estimator to the 150 records and comparison of the estimated ToFs to their true value gives rise to measurement errors that are shown in figure 6 . The figure also shows the errors made by the conventional matched filter. A statistical analysis applied to these errors yields the following result: Standard Bias (ms) deviation (ms) RMS (ms)
Cov.-based −0.010 ± 0.002 0.027 ± 0.002 0.029 estimator Matched 0.007 ± 0.01 0.12 ± 0.01 0.12 filter Figure 6 shows that the matched filter produces two outliers. One of the two waveforms that gave rise to such an outlier is shown in figure 1 . The interaction between the direct response and the first echo is such that the maximum value of the second interfering peak is larger than that of the first peak. In this figure the true ToF is close to 13 ms. The matched filter has its maximum response near the second peak at 13.8 ms. The covariance-based filter produces a maximum near the first peak at 13.1 ms. Figure 7 shows how the covariance-based estimator builds up the log-likelihood function. In this example, the observed waveform z is given in figure 1 . The waveforms on the lefthand side are the outputs x(m)
T v k (0). The waveforms on the right-hand side are the squared and accumulated signals, i.e. 2 , with J running from 0 up to 6. Figure 4 indicates that the first eigenvector v 0 (0) is close to the direct response h(0). A calculation of the (normalized) autocorrelation confirms this: h(0) T v 0 (0) appears to be more than 0.999. This is also in line with figure 3, which shows that the first eigenvalue is dominant. Apparently, the first filter is equivalent to the matched filter, and our covariancebased estimator embeds the conventional matched filter. Since all eigenvectors are orthogonal, the contributions of the other filters are supplementary to the matched filter. The method is a generalization of the matched filter because we have proved that, in the absence of reflections, these contributions vanish.
Discussion
The statement that the information conveyed by the output of the other filters is supplementary is illustrated in figure 7 . Clearly, the matched filter (first row in figure 7) is misled seriously by the presence of the reflections. These reflections are caught by the other filters, thus correcting the output of the matched filter. In the example of figure 7 , the 3rd, 4th and 7th filters provide the correction. For other reflections, as present in other records, the other filters are useful. In a waveform without reflections, the contribution of these extra filters is zero because of the orthogonality of the filter responses.
The newly proposed estimator outperforms the matched filter by a factor of about four. Nevertheless, we have also observed that the optimal setting of one of the weights, and of the number of filters, was not fully in accordance with the theoretically optimal setting. Our experiments with the simulated data (generated such that it fully complies with the reflection model) do not show deviations of the optimal setting from the theoretical one. Hence, modelling errors must be responsible for the deficiency. Modelling errors can have different causes. First of all, the reflection model used here is an approximation that is based on a dense Poisson point process model. In reality, the echoes arriving at the receiver are not very dense. They arrive now and then. Secondly, the model is an overall model. It does not account for the individual conditions at which the various records are acquired. In fact, for each record we can establish a vector p that-in a statistical sense-characterizes the reflections for that particular record. We did not work out such an adaptive approach mainly because of its computational complexity.
The result of modelling errors is a deflection of the covariance matrix D(0). Such a deflection affects mainly the less dominant eigenvectors and eigenvalues. Eigenvectors with smaller eigenvalues are less accurate. Therefore, the number of useful eigenvectors is limited to a few with relatively large eigenvalues. This explains why the number of useful filters is less than expected theoretically.
Another aspect of the estimator is its computational complexity. A full expansion of the log-likelihood function based on equation (13) is out of the question. The quadratic form requires of the order of K 3 calculations (with K ranging from 5000 to 10 000). Application of the principal component analysis with seven components (equation (23)) reduces this to 7K
2 . Application of the windowing (equation (24)) reduces the number of calculations further to 7K N, where N is the window size (about 1000). This should be compared with the matched filter, whose complexity is of the order of K N.
Since our set of 150 waveforms has been used both for training (estimating the parameters) and for performance assessment, one could argue that our results might be overoptimistically biased because of over-fitting. This is not the case. In general, the problem of over-fitting is modest when estimating seven parameters (p, J , γ 0 and RMS) from 150 observations. Moreover, in our case we did not optimize p to minimize RMS. Only J and γ 0 were used for that. But, in order to be sure, we checked the possibility of over-fitting experimentally. For that, we divided the data-set randomly into 100 waveforms that were solely used for training and 50 waveforms that were entirely used for evaluation. The RMS values that we obtained were then in agreement with the previous results, except that the uncertainties are larger (because of the fewer samples in the evaluation set).
Conclusion
The introduction of a model for the reflection in terms of a non-stationary covariance function leads to a new estimator for the ToF of an acoustic tone burst. This estimator is a generalization of the well known matched filter since, in the absence of reflections, the new estimator and the matched filter are equivalent. In many practical circumstances, for instance indoor measurements, ignorance of reflections can lead to large estimation errors. Application of the new estimator can reduce these errors by about a factor of four. The cost of this improvement is an increase in computational complexity by about a factor of seven.
Theoretically, the performance of an estimator can be boosted to a much higher level. The experiments indicate that shortcomings of the statistical model for the reflections are responsible for the magnitude of errors of the new estimator. The current model is an 'overall' model that does not account for the large variations between the characteristics of individual records. Further improvements are expected when the statistical characterization is performed adaptively on-line. This is a topic for future research.
Appendix. A statistical model of reflections
This appendix introduces a model for the echoes that disturb a ToF measurement in an acoustic position measurement system. The model is applicable to a room whose acoustic properties are so complex that a deterministic model for all individual echoes is not feasible. Instead, a stochastic model will be established. The proposed model is a zero-mean, non-stationary stochastic process defined statistically by its auto-covariance function. The model comprises two random processes:
(1) a Poisson impulse process that describes the occurrence of the arrival of echoes per unit time and (2) a Gaussian process that characterizes the set of attenuation factors associated with the echoes.
A.1. Modelling the arrival of echoes as a Poisson process
We consider a set-up consisting of an acoustic transmitter and a receiver. The response of the receiver to a transmitted tone burst consists of multiple components. The part that travels along the direct path between the transducers is called the 'direct response'. In a complex environment, the transmitted waveform will interact with objects, e.g. a wall, the floor, etc. Due to (multiple) reflections, many more paths between transmitter and receiver may exist. Each path gives rise to an echo. Generally, the number of possible paths increases exponentially with their lengths. Thus, the number of arriving echoes increases exponentially with time. However, longer paths and multiple reflections also involve larger attenuations. Therefore, the intensities of the arriving echoes decrease with time. The arrival of echoes with varying attenuation is modelled as a non-uniform, generalized Poisson impulse process [14] . The term 'non-uniform' refers to the situation of having a time-variant density (= mean number of echoes per unit time). The term 'generalized' refers to having events (arrivals of echoes) with differently weighted intensities. Suppose that at time t = 0 a tone burst is input at the transmitter. The response at the output of the receiver is w(t) = a(h(t − τ ) + r (t − τ ))+n(t) (see equation (1)). Next, we consider the sequence τ k , with k = 1, 2, 3, . . . of time points for arrival of the first echo, the second echo, and so on. We regard this sequence as a Poisson impulse process with non-uniform density λ(t) (= expected number of points per unit time). Since no echo can occur before the direct response, λ(t) must be zero before the arrival of the direct response. After that, the mean number of echoes increases as time proceeds. Thus, λ(t) must be a monotonically increasing function of time after the arrival of the direct response. We assume that the acoustic system is linear and time invariant. The reflection is then given by:
The factor a applies to both the direct response and the reflection since we assume that, if the direct response is weak, the reflections will be weak too. The random sequence d k (τ k ) is the set of attenuation factors associated with the echoes. Since, as pointed out before, the echoes become weaker as time proceeds, we model their variances, σ 
A.2. The auto-covariance function of the Poisson process
Before proceeding with the development of the autocovariance function of r (t), we first remark that, since d k (τ k ) is assumed to be zero-mean, the stochastic process r (t) is also zero-mean. We derive the auto-covariance function of r (t) as follows (see also [12, 14, 15] ):
The approximation is only valid if h(t) has a short duration relative to σ 2
d (t)λ(t). The variance of r (t) is R rr (t, t).
Since, by definition, h 2 (u) du = 1, the approximation in (27) shows that R rr (t, t) ≈ σ 2 d (t)λ(t). Therefore, the standard deviation is approximately:
If the Poisson process is dense, then r (t) may be regarded as a non-stationary Gaussian noise process fully described by its auto-covariance functions. Figure A. 1 shows a view of this (approximate) model. White Gaussian noise passes a bandpass filter whose impulse response is h(t). The output of the filter is stationary noise with a power spectrum |H ( f )| 2 , where H ( f ) = FT {h(t)}. Next, this coloured noise is modulated by σ r (t) = σ d (t) √ λ(t). The auto-covariance function of the resulting waveform is:
This function takes the same form as the approximation in (27). The advantage of (29) over the approximation in (27) is that it preserves the necessary symmetry property R rr (t, u) = R rr (u, t), even if the requirement for the approximation is not fully met.
A.3. A parametric model
The next step is to transform the model for the auto-covariance function of the echoes into an empirical, parametric model. The function h(t) does not need much further development since it depends on the selected tone burst (frequency and duration) together with an appropriate model of the transfer 
