特徴量に基づく セルラーオートマトンの動作解析 by 多田 直樹
特徴量に基づく セルラーオートマトンの動作解析
著者 多田 直樹
出版者 法政大学大学院理工学・工学研究科
雑誌名 法政大学大学院紀要. 理工学・工学研究科編
巻 58
発行年 2017-03-31
URL http://hdl.handle.net/10114/13540
法政大学大学院理工学・工学研究科紀要　 Vol.58(2017年 3月) 法政大学
特徴量に基づく
セルラーオートマトンの動作解析
Feature quantity based dynamics analysis of cellular automata
多田　直樹
Naoki TADA
指導教員 斎藤利通
法政大学大学院理工学研究科電気電子工学専攻修士課程
This paper studies steady state dynamics of cellular automata (CA): digital dynamical systems in
which time, space and states are all discrete. Depending on the rule, the CA can exhibit a variety
of periodic patterns. In order to analyze the steady state dynamics, we visualize the dynamics on
the digital return map and introduce feature quantities of the steady state. Performing numerical
experiment for basic examples, typical phenomena are demonstrated and are considered.
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セルオートマトン (CA)[1]は時間, 状態, 空間が全て離散
的なダイナミカルシステムである. 簡素なルールと初期値に
よって状態が時間発展し, 多彩な時空パターンを生成するこ
とができる. CAのルールテーブルは次の時間の状態を決定
する遷移ルールの集合であり, 近傍セルの状態の組み合わせ
だけのルールからなる. 情報圧縮 [2], 画像処理 [3]等の工学
的応用も研究されている.
本論文では, 基本セルオートマトン (ECA) と混合ルー
ルセルオートマトン (MCA)[4][5]の 2つの CAの動作を解
析して比較, 考察する. ECA が 1 つのルールによって状態
発展するのに対し, MCAは複数のルールに従って状態が発
展していく. MCAは何通りものルールの組み合わせ方が存
在する為, ECAに比べて多彩な現象を呈することができる.
ルールの組み合わせ方は膨大であり, 全ての組み合わせを解
析することは不可能であるので, 本論文では ECAにおいて
特徴的な周期解を生成するルールにのみ的を絞って解析を行
う. そのルール群の中から 2つルールを組み合わせてMCA
を構成する.
ECA と MCA の動作解析のために, デジタルリターン
マップ (Dmap[6]) を導入する. Dmap は点の集合の上で定
義されるデジタル力学系の一種である. MCAのセル数が N
のとき, Dmapの点の総数は 2N となる. 点の総数が有限で
あるので, 定常状態は周期的なパターンとなる. Dmapの点
の配置はルールによって様々に変化する. Dmapを用いるこ
とで, 定常状態を視覚化することができる.
次に, 定常状態に関する簡素な 2つの特徴量を導入する.
1 つ目の特徴量 α は, 定常状態の豊富さを表し, 2 つ目の特
徴量 β は, 周期解の集中度を表す. 2つの特徴量を基に特徴
量平面を構成すると, 各ルールの性質を視覚化することがで
き, ルールを分類する指標となる.
典型的な例を用いて数値実験を行い, 特徴量平面を構成
して解析を行う. MCAは ECAでは生成できない特殊な周
期解を生成できることを確認する. また, あるルール同士を
組み合わせたMCAでは所望の周期解において安定性が強ま
ることを確認する. この研究の解析結果は, 様々なMCAの
現象を解析していくための手がかりになるかもしれない.
1. セルオートマトン
セルオートマトン (CA)は時間, 状態, 空間がすべて離散
的な力学系である. セルの位置を i, 時刻を tと定義すると,
N 個の格子点をリング上に結合して構成される空間上の離
散時刻 tでの状態 xti の動作は次式で定義される.
xt+1i = Fi(x
t
i−1, x
t
i, x
t
i+1) (1)
ただし, xti ∈ {0, 1} ≡ B は離散時刻 tでの 2値状態であり,
xt = (xt1, · · · , xtN )である. i ∈ {1, · · · , N}は位置であり, リ
ング型結合であるので, i+N = iとなる. 現在の時刻のセル
と, その両端のセルの状態によって次の時刻のセルの状態が
決定され, この場合を 3近傍 CAと呼ぶ. ルール番号は F に
よって割り当てられる. f0 = F (0, 0, 0),…, f7 = F (1, 1, 1)
とすると 2進数のR = (f0,…, f7)が得られる. これを 10進
数に変換した値をルール番号 (RN)と定義する. ルール数は
近傍数に依存し, 22
N
個である. 本論文ではセル数N=8に的
を絞って解析を行うため, ルール数は 256個存在する. MCA
は各々の空間 iで異なったルール番号が適用される. 1つの
ルールのみで時間発展する ECAでは, F は iに依存しない
(Fi = F ). 複数のルールを適用することのできる MCAは,
ECAでは生成することができない様々な周期解を生成する
ことができる. 例として図 1 にセル数 N=8 の ECA:RN85
の時空パターンを示す. この時空パターンは 4周期解を表し
ている.
2. デジタルリターンマップ
CA の動作を視覚化するために, デジタルリターンマッ
プ (Dmap)の定義をする. セル数をN とすると, MCAの動
作は N 次元 2値ベクトルの集合 BN からそれ自身への写像
FD によって記述される. BN の全ての要素を 2N 個の点と
対応づけ, 点をバイナリーコードを用いて表現する.
θt+1 = FD(θ
t), θ ∈ ID (2)
ID = {C1, C21 ,…, C2N }, Cj = j/2N
C20 ≡ (000…000)2, · · · , C2N ≡ (111…111)2
Dmap に対して, 基本的な定義を与える. LN ≡
{C1, · · · , C2N } の点 p は, fkD(p) = p, f lD(p) = p, 0 <
l < k であるとき, k 周期点 (PEP) と呼び, その系列
{fD(p), · · · , fkD(p)} を周期軌道 (PEO) と呼ぶ. LN の要
素は有限であるので, Dmapの定常状態は必ず PEOとなる.
図 2にセル数 N=8の 4つの ECAにおける Dmapを示す.
赤い点は PEP を表し, 赤い点を結ぶ青色の軌跡は PEO を
表している. 図 2(a)は RN85の Dmapである. RN85は 36
個の PEOを生成することができる. 図中の 4周期 PEOは
図 1の示す時空パターンの PEOと対応している. 図 2(b)は
RN240のDmapであり, 図 2(a)と同じ 4周期 PEOをもつ.
図 2(c)は RN30, 図 2(d)は RN45の Dmapである. それぞ
れ 8周期 PEO, 16周期 PEOを表していて, これらの PEO
はMCAを含めて他のルールでは再現することはできない.
3. 特徴量
CAの定常状態を解析するために, 2つの簡素な特徴量を
導入する. 1つ目の特徴量は定常状態の豊富さを表す特徴量
であり, 以下の式によって定義される.
α =
NP
2N
,
1
2N
≤ α ≤ 1 (3)
N はセル数, NP は PEPの総数とする. PEPの数が増える
と, αの値も大きくなる. 2つ目の特徴量を定義するために,
図 3(a)(b)(c)の Dmapの下部に示すヒストグラムの定義を
する. 縦軸の Pi は各 PEOを構成する PEPの比率を表して
いて, Pi = pi/Np で導出される. pi は i番目の PEOの周期
とする. 2つ目の特徴量は周期解の集中度を表す特徴量であ
り, 以下の式によって記述される.
β =
NO∑
i=1
P 2i ,
1
2N
≤ β ≤ 1 (4)
図 1 時空パターン:RN85
ただし, NOはPEOの総数である. βの値はヒストグラムの分
布が広いと小さくなり,偏りがあるほど大きくなる. 図 3(a)の
Dmapには 8つの不動点 (1周期 PEO)が存在していて, α =
8/8 = 1, β = (12+12+12+12+12+12+12+12)/82 = 1/8
となる. 図 3(b)のDmapは不動点 1つのみが存在していて,
他の点は過渡現象である. この場合, α = 1/8, β = 12/12 = 1
となる. 図 3(c)の Dmapは 3周期 PEOと不動点が 1つず
つ存在していて, α = 4/8 = 1/2, β = (32 + 12)/42 = 5/8
となる.
この二つの特徴量 αと β を用いて, 図 3(d)に示したような
特徴量平面を構成する. 特徴量平面上には 3つの特徴的な指
標が存在する. 全ての点が PEPとなり, Dmap が過渡現象
を持たない場合, 特徴量は稠密ライン α = 1の上にプロット
される. PEO が一つしか存在しない場合, 特徴量はユニー
クライン β = 1 の上にプロットされる. そして MCA が生
成する PEOが全て不動点である場合, 特徴量は不動点カー
ブの上にプロットされる. この時, αβ = 1/2N の値をとる.
図 4 にセル数 N=8 の ECA 全ルールの特徴量平面を示す.
図 4(a)-(d)の青点は, 図 2(a)-(d)のルールと対応していて,
RN85と 240は同じ箇所に値がプロットされている.
4. 数値実験
MCA の動作を解析するため, 簡素な値を使用して基本
的な数値実験を行う. ルールの組み合わせ方は膨大な数であ
るため, 本論文では, ECAにおいて過渡現象が生じないルー
ルにのみ着目する. それらのルールは図 4 の丸で囲まれて
いる箇所にプロットされる. そのようなルール番号の集合体
(RNS)を, 以下に示す.
RNS = {15, 51, 85, 105, 150, 170, 204, 240 } (5)
表 1に 8つのルールのプロット位置を示す. RNSの中から
2つのルールを選び, 様々な組み合わせ方でMCAを構成す
る. 図 5に全ての組み合わせの MCAの特徴量平面を示す.
稠密ライン上以外にも特徴量がプロットされていることが分
かる. これは MCA が過渡現象を持つことを意味している.
図 6 は図 2(a) の RN85 と図 2(b) の RN240 によって構成
された MCA の Dmap である. MCA の点の配置は組み合
わせた 2つのルールの点の配置に依存しているのが分かる.
RN85は図 2(a)で視覚化されている 4周期 PEOの他に 35
個の PEOを保有している. RN240も図 2(b)で視覚化され
ている 4周期 PEOの他に 35個の PEOを保有しており, 両
ルールとも α=1, β=0.01である. 図 6のMCAは, 図中の 4
周期 PEO のみを保有しており, 他の点は全てこの PEO に
落ち込む過渡現象となっている. α=0.02, β=1 である. こ
の 4周期 PEOは図 2(a), (b)の PEOと同じであるため, こ
の PEO にのみ着目すると安定性が向上していると言える.
ここで, 丸く囲まれている箇所に注目する. このMCAの特
徴量は α=1, β=0.98 であり 254 周期 PEO を 1 つ, 2 周期
PEOを 1つ持つことを示している. 254周期 PEOのような
長周期解は ECAで生成することはできない. この特徴量は
RN15&105, RN85&105, RN105&170, RN105&240による
MCA で確認されており, いずれの MCA も RN105 と組み
合わされている.
図 2 ECA の Dmap (a)RN85. α=1, β=0.01
(b)RN240. α=1, β=0.01 (c)RN30. α=0.2, β=0.6
(c)RN45. α=0.4, β=0.2
図 3 Dmapの典型例 (a)不動点:8 (b)不動点:1 (c)3周
期PEO:1, 不動点:1 (d)特徴量平面. ld:稠密ライン. lu:
ユニークライン. cf :不動点カーブ.
5. まとめ
本論文では, ECA と MCA の動作を視覚化するために,
Dmapを導入した. ECAとMCAの定常状態を解析の定常
状態を解析するために, 2つの簡素な特徴量を定義し, それに
よって特徴量平面を構成した. 数値実験を行った結果, ECA
のルールを組み合わせてMCAを構成すると, 多様な周期解
を生成できる場合があることを確認した. 周期解の安定性が
向上する場合のあることも確認した. 今後の課題として, 他
の特徴的なルールのMCAによる解析, 長周期解を生成する
MCAの構成法の解明とその工学的応用などがあげられる.
表 1 過渡現象を持たない ECAの特徴量
RN α β
204 1 0.001
51 1 0.002
105, 150 1 0.006
15, 85, 170, 240 1 0.01
図 4 N=8の ECA全ルールによる特徴量平面
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