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Abstract. In this article, a Hybrid Fuzzy Regression Model with Asymmetric Triangular
Fuzzy Coefficients and optimized h−value in Generalized Linear Models (GLM) framework
have been developed. The weighted functions of Fuzzy Numbers rather than the Expected
value of Fuzzy Number is used as a defuzzification procedure. We perform the new model on a
numerical data (Taylor and Ashe, 1983) to predict incremental payments in loss reserving. We
prove that the new Hybrid Model with the optimized h−value produce better results than the
classical GLM according to the Reserve Prediction Error and Reserve Standard Deviation.
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1 Introduction
An important role of a non-life actuary is the calculation of provisions, mainly IBNR reserve. Then,
finding the fair value of loss reserve is a relevant topic for non-life actuaries. Indeed, insurance
companies must simultaneously have enough reserves to meet their commitment to policyholders
and have enough funds for their investments. Therefore several methods have been proposed in
actuarial science literature to capture this fair value.
In one hand, we distinguish deterministic methods (Bornhuetter and Ferguson, 1972; Taylor,
1986; Linnemann, 1984). They provide crisp predictions for reserves. In the other hand, Taylor et
al. (2003); Wu¨thrich and Merz (2008); Mack (1991); England and Verrall (2002) present stochastic
methods. Those methods don’t give only a crisp value of the reserves but provide also their variability.
But even stochastic methods have weakness.
In Straub and Swiss (1988), there are some experiences where stochastic methods can give
unrealistic estimates. For example, when the claims are related to body injures, the future losses for
the company will depend on the growth of the wage index that help to determine the amount of
indemnity, and depends also on changes in court practices and public awareness of liability matters.
Then the information is vague. Therefore the use of Fuzzy Set Theory becomes very attractive when
the information is vague as in this case.
de Andre´s Sa´nchez (2006); de Andre´s-Sa´nchez (2007, 2012); de Andre´s Sa´nchez (2014)
present the interest of fuzzy regression models (FRM) in the calculus of loss reserves in insur-
ance using the concept of expected value of a Fuzzy Number (FN) (de Campos Iba´n˜ez and Mun˜oz,
1989). Asai (1982) is the first to develop a FRM where the coefficient are fuzzy numbers (Dubois
and Prade, 1988). In the case of loss reserving, FN are easy to handle arithmetically unlike in the
case of classical regression where the coefficients are random variables and are not easy to handle
arithmetically. Another difference between fuzzy regression and classical regression is in dealing with
errors as fuzzy variables in fuzzy regression modelling while errors are considered as random residu-
als in classical regression. But to integrate both fuzziness and randomness into a regression model,
one should think about hybrid regression models.
Apaydin and Baser (2010); Baser and Apaydin (2010) proposed a hybrid fuzzy least-squares
regression (HFLSR) (Chang, 2001; Apaydin and Baser, 2010; Baser and Apaydin, 2010) analysis in
claim reserving framework using a weighted function of fuzzy number (Yager and Filev, 1999).
However, the FRM developed in de Andre´s Sa´nchez (2006); de Andre´s-Sa´nchez (2007, 2012);
de Andre´s Sa´nchez (2014) and the HFLSR (Chang, 2001; Apaydin and Baser, 2010; Baser and
Apaydin, 2010) as well don’t select a proper value of h and is of the greatest importance. The
criteria for selecting an h value are ad hoc (Moskowitz and Kim, 1993).
In this paper, we propose a hybrid model with asymmetric triangular fuzzy coefficients
(ATFC) based on a GLM (log-Poisson regression) and optimized h value in loss reserving framework
using a weighted function of FN.
The structure of the paper is as follows. We present in the first section the preliminaries
on fuzzy sets and their properties. In the second section, we shall do a review of some models and
results on fuzzy regression. In the third section, the framework of estimation of loss reserve with
log-Poisson regression will be introduce. We shall propose a new hybrid regression for loss reserving
in the fourth section. Then we conclude the article.
2 Preliminaries on Fuzzy Sets and their Properties
In this section, we review some concepts related to our research. That is the concept of fuzzy set,
membership function, fuzzy number, fuzzy regression and weighted function of FN.
2.1 Review on some Definitions and Properties of Fuzzy Sets
Definition 1. (Zadeh, 1965)
Let Ω be a non empty set and ω ∈ Ω. In classical set theory, a subset A of Ω can be defined by its
characteristic function χA as a mapping from the elements of Ω to the elements of the set {0, 1} ,
χA : Ω −→ {0, 1} (1)
This mapping may be represented as a set of ordered pairs, with exactly one ordered pair present for
each element of Ω. The first element of the ordered pair is an element of the set Ω, and the second
element is an element of the set{0, 1} . The value zero is used to represent non-membership, and
the value one is used to represent membership. The truth or falsity of the statement ”ω is in A” is
determined by the ordered pair (ω, χA(ω)). The statement is true if the second element of the ordered
pair is 1, and the statement is false if it is 0.
Similarly, a fuzzy subset (also called fuzzy set) A˜ of a set Ω can be defined as a set of ordered
pairs, each with the first element from Ω, and the second element from the interval [0, 1], with exactly
one ordered pair present for each element of Ω. This defines a mapping called membership function.
Definition 2. (Zadeh, 1965)
The membership function of a fuzzy set A˜, denoted by µA˜ is defined by
µA˜ : Ω −→ [0, 1] (2)
where µA˜ is typically interpreted as the membership degree of element ω in the fuzzy set A˜.
The degree to which the statement ” ω is in A˜” is true is determined by finding the ordered
pair (ω, µA˜(ω)). The degree of truth of the statement is the second element of the ordered pair. A
fuzzy set (Zadeh, 1965) A˜ on Ω can also be defined as a set of tuples:
A˜ = {(ω, µA˜(ω)) | ω ∈ Ω}. (3)
and could be represented by a graphic.
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Definition 3. (Dubois and Prade, 1978)
Let Ω be the set of objects and A˜ ⊂ Ω. The α−cut A˜α of A˜ is the set defined by
A˜α = {ω ∈ Ω,µA˜(ω) > α}.
Definition 4. (Dubois and Prade, 1988)
1. A fuzzy number A˜ is a fuzzy set of a universe Ω (the real line R) such that :
a. all its α−cut are convex which is equivalent to A˜ is convex, that is ∀ω1, ω2 ∈ R and λ ∈
[0, 1], µA˜(λω1 + (1 − λ)ω2) > min(µA˜(ω1), µA˜(ω2));
b. A˜ is normalized, that is ∃ω0 ∈ Ω such that µA˜(ω0) = 1.
c. µA˜ is continued membership function of bounded support, where Ω = R and [0, 1] are equipped
with the natural topology.
2. A triangular fuzzy number (TFN) γ˜ is a fuzzy number denoted by γ˜ = (βL, αc, βR); βL, αc, βR ∈
R, such that µA˜(β
L) = µA˜(β
R) = 0 and µA˜(α
c) = 1 with αc the centre of γ˜, βL its left spread
and βR its right spread (Lai and Hwang, 1992).
A TFN γ˜ could be defined with its membership degree function µγ˜ or, with its h−level (α− cut
(h ∈ [0, 1]) γh (see Dubois and Prade (1988)), i.e
µγ˜(x) =


1−
αc − x
βL
if α− βL < x 6 α
1−
x− αc
βR
if α < x 6 α+ βR
0 if otherwise
(4)
or
γ˜h = [γLh , γRh ] =
[
αc − βL(1− h), αc + βR(1− h)
]
(5)
– If αc − βL = βR − αc, then γ˜ define a STFN
– Otherwise βL 6= βR, then γ˜ define an ATFN (see Figure 1).
Fig. 1. Asymmetric triangular fuzzy coefficients γ˜j = (β
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j , α
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j , β
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2.1.0.1 Notes and Comments. It is well know that if A˜ is a fuzzy number, then A˜h, the h level
(α−cut) of A˜ is a compact set of R, for all h ∈ [0, 1].
Property 1. (de Andre´s Sa`nchez, 2006) Let f(Γ˜ ) = f(γ˜1, γ˜2, . . . , γ˜k) be a k−vector of TFN such that
γ˜i = (β
L
i , α
c
i , β
R
i ) ∈ R
3, i = 1, . . . , k are triangular fuzzy numbers (TFN).
3
1. If f(Γ˜ ) is obtained from a linear combination of the TFN γ˜i, i = 1, . . . , k, then f(Γ˜ ) =
(fL(Γ ), f c(Γ ), fR(Γ )) is also a TFN; where
fL(Γ ) =
k∑
i=1
ri>0
βLi |ri|+
k∑
i=1
ri<0
βRi |ri| (6)
f c(Γ ) =
k∑
i=1
αciri (7)
fR(Γ ) =
k∑
i=1
ri>0
βRi |ri|+
N∑
i=1
ri<0
βLi |ri| (8)
From the extension principle Zadeh (975b,c,d), we can obtain the h− level of f(Γ˜ ), i.e
[f(Γ )]h = f(γ1h , γ2h , . . . , γkh) (9)
and
f(Γ˜ ) =
k∑
i=1
riγ˜i (10)
=
(
fL(Γ ), f c(Γ ), fR(Γ )
)
, with ri ∈ R (11)
2. If f(Γ˜ ) is evaluated by non-linear functions with TFN, i.e f(·) is increasing with respect to the
first n variables, where n 6 k, and decreasing with respect to k− n variables, the result will not
be a TFN. But (Dubois and Prade, 1988) has shown that f(Γ˜ ) can be approximate with a TFN
f ′(Γ˜ ) =
(
fL
′
(Γ ), f c
′
(Γ ), fR
′
(Γ )
)
. i.e
fL
′
(Γ ) =
n∑
i=1
∂f c(Γ )
∂αci
βLi −
k∑
i=n+1
∂f c(Γ )
∂αci
βRi (12)
f c
′
(Γ ) = f(αc1, α
c
2, . . . , α
c
k) = f
c(Γ ) (13)
fR
′
(Γ ) =
n∑
i=1
∂f c(Γ )
∂αci
βRi −
k∑
i=n+1
∂f c(Γ )
∂αci
βLi (14)
Definition 5. (weighted function of FN)
Let γ˜ = (βL, αc, βR), βL, αc, βR ∈ R be an asymmetric normal triangular FN and g be a regular
or nonregular function of γ˜ (Kauffman and Gupta, 1991). The weighted function of FN associated
with the valuation method of Yager and Filev (1999) is defined as :
g(γ˜) =
1
2
[ ∫ 1
0 f(γLh)hdh+
∫ 1
0 f(γRh)hdh
]
∫ 1
0
hdh
(15)
3 Review of some Models and Results on Fuzzy Regression
In this section we review the FRM proposed by Asai (1982) and the one proposed by Ishibuchi and
Nii (2001) and we present their properties. Those models will allow us to develop the new model in
loss reserving.
4
3.1 Ishibuchi’s FRM with asymmetric triangular fuzzy coefficients
Let us define the fuzzy linear regression (FLR) model proposed by Asai (1982).
Let (YN×1,XN×(m+1)) the given crisp data and let
Y˜N×1 = f(XN×(m+1)) = XN×(m+1) ⊗ Γ˜(m+1)×1 (16)

Y˜1
...
Y˜N

 =


x1
...
xN

⊗


γ˜0
...
γ˜m


=


x1
...
xN

⊗


(αc0, β0)
...
(αcm, βm)

 (17)
=


( m∑
j=0
αcjx1j ,
m∑
j=0
βjx1j
)
...( m∑
j=0
αcjxNj ,
m∑
j=0
βjxNj
)


(18)
be a FLR model with symmetric triangular fuzzy coefficients (STFC), where Y˜ is a fuzzy output from
f(XN×(m+1)) andXN×(m+1) is the matrix of the given crisp dataset, Γ˜(m+1)×1 =
[
(αc0, β0), (α
c
1, β1), . . . , (α
c
m, βm)
]T
is the fuzzy parameter of the model.
In model (16), γ˜j = (α
c
j , βj) ∈ R
2, j = 0, . . . ,m are fuzzy coefficients such that αcj are centres
of γ˜j , and βj are its spread. The disturbance term is not introduced as a random addend in the
linear relation, but incorporated into the coefficients γ˜j , j = 0, . . . ,m.
When the coefficients are symmetric triangular fuzzy number (STFN), the output Y˜ is also
a STFN.
Let us denote
f(Xi) = (f
αc(Xi), f
β(Xi)), i = 1, . . . , N (19)
f(XN×(m+1)) =
[
f(X1), . . . , f(XN)
]T
(20)
where
fα
c
(Xi) = α
c
0 +
m∑
j=1
αcj · xij (21)
fβ(Xi) = β0 +
m∑
j=1
βj · |xij |, i = 1, . . . , N (22)
and Xi = (xi1, xi2, . . . , xim).
Then f(Xi) is a STFN. Its h−level, i.e α−cut with α = h is calculated as follow for h ∈ [0, 1].
[f(Xi)]h =
[
fα
c
(Xi)− (1− h) · f
β(Xi), f
αc(Xi) + (1 − h) · f
β(Xi)
]
, i = 1, . . . , N (23)
From (23), Yi ∈ [f(Xi)]h, i = 1, . . . , N ⇒{
fα
c
(Xi)− (1− h) · f
β(Xi) 6 Yi
fα
c
(Xi) + (1 − h) · f
β(Xi) > Yi, i = 1, 2, . . . , N
(24)
To determine the parameters γ˜j = (α
c
j , βj) of the FRM (16), Asai (1982) propose to solve a lin-
ear programming problem with an objective function of minimizing the total spread of the fuzzy
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coefficient, i.e


min : z =
N∑
i=1
fβ(Xi) =
N∑
i=1
{
β0 + β1 · |xi1|+ . . .+ βm · |xim|
}
,
subject to


fα
c
(Xi)− (1− h) · f
β(Xi) 6 Yi
fα
c
(Xi) + (1− h) · f
β(Xi) > Yi,
βj > 0, i = 1, . . . , N ; j = 0, 1, . . . ,m
(25)
Ishibuchi and Nii (2001) have shown that the fuzzy regression (FR) method developed by
Asai (1982), when applied to different data sets can provide the same linear fuzzy model by solving
the linear programming problem in (25) for h = 0.5. Then they proposed the FRM with ATFC in
order to remedy this limitation.
Let us assume now that
γ˜j = (β
L
j , α
c
j , β
R
j ), j = 0, 1, . . . ,m (26)
be ATFC in the fuzzy model (16), where βLj is its left spread, α
c
j its centre and β
R
j its right spread
(see Figure 1).
When ∀j = 0, 1, . . . ,m, γ˜j are ATFC in model (16), then f(XN×(m+1)) is also calculated as an
ATFC (Ishibuchi and Nii, 2001). Hence, we denote
f(XN×(m+1)) =


f(X1)
...
f(XN )

 =


(
fβ
L
(X1), f
αc(X1), f
βR(X1)
)
...(
fβ
L
(XN ), f
αc(XN ), f
βR(XN )
)

 (27)
From Kaufmann and Gupta (1991), fβ
L
(Xi), f
αc(Xi) and f
βR(Xi), i = 1, . . . , N are compute as
following
fβ
L
(Xi) = β
L
0 +
m∑
j=1
xij>0
βLj · xij +
m∑
j=1
xij<0
βRj · xij (28)
fα
c
(Xi) = α
c
0 +
m∑
j=1
αcj · xij (29)
fβ
R
(Xi) = β
R
0 +
m∑
j=1
xij>0
βRj · xij +
m∑
j=1
xij<0
βLj · xij (30)
and the h−level of f(Xi) is as following
[
f(Xi)
]
h
=
[
h · fα
c
(Xi)− (1− h) · f
βL(Xi), h · f
αc(Xi) + (1− h) · f
βR(Xi)
]
i = 1, . . . , N (31)
The steps to determine the fuzzy coefficients in (26) are as following (Ishibuchi and Nii, 2001) :
• Determine fα
c
(Xi) i = 1, . . . , N by Ordinary Least Square (OLS) regression,
• Determine fβ
L
(Xi), f
βR(Xi) of f(Xi) for i = 1, . . . , N by solving the linear programming prob-
lem : 

min : z =
N∑
i=1
{
fβ
R
(Xi)− f
βL(Xi)
}
,
subject to


h · fα
c
(Xi)− (1− h) · f
βL(Xi) 6 Yi
h · fα
c
(Xi) + (1− h) · f
βR(Xi) > Yi, i = 1, 2, . . . , N
βLj ≤ α
c
j ≤ β
R
j , j = 0, 1, . . . ,m
(32)
6
(28)−(29)−(30)−(32)⇒


min : z =
N∑
i=1
{
m∑
j=0
xij>0
(βRj − β
L
j )xij +
m∑
j=1
xij<0
(βLj − β
R
j )xij
}
s/t


h ·
(
αc0 +
m∑
j=1
αcjxij
)
− (1− h)
(
βL0 +
m∑
j=1
xij>0
βLj · xij +
m∑
j=1
xij<0
βRj · xij
)
6 Yi
h ·
(
αc0 +
m∑
j=1
αcjxij
)
+ (1− h)
(
βR0 +
m∑
j=1
xij>0
βRj · xij +
m∑
j=1
xij<0
βLj · xij
)
> Yi,
i = 1, . . . , N
βLj 6 α
c
j 6 β
R
j , j = 0, 1, . . . ,m
(33)
3.2 Optimizing the h value for FLR with ATFC
Let us present in this sub section the optimising h value for ATFC developed by Chen et al. (2016)
that we shall use later.
3.2.1 Preliminaries and some Definitions Let us consider the model (16), but by considering
Γ˜(m+1)×1 =
[
γ˜0, γ˜1, . . . , γ˜m
]T
(34)
=
[
(βL0 , α
c
0, β
R
0 ), (β
L
1 , α
c
1, β
R
1 ), . . . , (β
L
m, α
c
m, β
R
m)
]T
. (35)
That is a FLR with ATFC.
The system fuzziness in this case (model (16) with (34)) is defined by
∇ =
N∑
i=1
∇Y˜i (36)
=
1
2
N∑
i=1
(
fβ
R
(xi)− f
βL(xi)
)
(37)
=
1
2
N∑
i=1
( m∑
j=1
xij>0
(
βLj + β
R
j
)
xij −
m∑
j=1
xij<0
(
βLj + β
R
j
)
xij +
(
βR0 − β
L
0
))
(38)
Then the area where Yi is predicted is exactly the fuzziness ∇Y˜i. That why the objective function
in (32) is to minimize the total fuzziness.
Definition 6. (Chen et al., 2016)
The credibility of Y˜i in representing Yi denoted by Cri is defined as
Cri =
µY˜i(Yi)
∇Y˜i
. (39)
and the system credibility in model (16)-(34), denoted by Cr is calculated as follow :
Cr =
N∑
i=1
Cri (40)
=
N∑
i=1
µY˜i(Yi)
∇Y˜i
. (41)
The higher the Cri (resp. Cr) is the better the performance of Y˜i (resp. FLR) will be.
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Definition 7. (Chen et al., 2016)
1. define Sh
l
i by
Sh
l
i =


Yˆ ci − Yi
(Y Li )
hl∗
=
m∑
j=0
αˆcjxij − Yi
(βL0 )
hl∗ +
m∑
j=1
xij>0
(βLj )
hl∗xij +
m∑
j=1
xij<0
(βRj )
hl∗xij
if Yi 6 Yˆ
c
i
Yi − Yˆ
c
i
(Y Ri )
hl∗
=
Yi −
m∑
j=0
αˆcjxij
(βR0 )
hl∗ +
m∑
j=1
xij>0
(βRj )
hl∗xij +
m∑
j=1
xij<0
(βLj )
hl∗xij
if Yi > Yˆ
c
i
i = 1, . . . , N ; l = 1, 2
(42)
2. Define Crh
l
i by
Crh
l
i =
(µY˜i(Yi))
hl∗
∇Y˜ h
l∗
i
(43)
=
2(1− Sh
l∗
i )
m∑
j=0
(
(βLj )
hl∗ + (βRj )
hl∗
)
|xij |
, i = 1, . . . , N ; l = 1, 2 (44)
3. Define ph
1
i by
ph
l
i =
Sh
l
i
∇Y˜ h
l∗
i
, i = 1, . . . , N ; l = 1, 2. (45)
4. Define ph
l
by
ph
l
=
N∑
i=1
ph
l
i , l = 1, 2.
3.2.2 Optimizing the h value
Theorem 1. Consider h1 = 0 and h2 = h. Then, the optimal value of h is given by
h∗ =


1
2
(
1−
Cr0
p0
)
if 0 6
Cr0
p0
6 1
0 if
Cr0
p0
> 1
(46)
Proof. (see Chen et al. (2016)).
4 Estimation of Loss Reserve with Log-Poisson Regression
In this section, we are interested in the estimation of loss reserve using a Generalized Linear Model
(GLM), especially the log-Poisson regression. We consider a non-life insurance company which sells
policies in a period of time (year). This year is referred to as underwriting year. The claims regarding
an underwriting year will not necessarily all be paid within this year. Due to legal issues, general
consideration of the claim, the delay from the claim’s occurrence time to the reporting time, . . . ,
some claims are reported and paid in the following years.
At some point in time there will however be no more payments regarding underwriting year
one; the year one is said to has run off. We use then the historical data of claims presented as a
8
run-off triangle (1), where Yij is the total loss regarding the underwriting period i which have been
paid with j periods delay. The loss amounts Yij with i + j = k have been paid in calendar year
k ∈ N. At period s ∈ R, we have observed the payments
Yij , (i, j) ∈ Ts (47)
where
Ts = {(i, j) ∈ N
∗ × N : 1 6 i+ j 6 s} (48)
Table 1 is usually called run-off triangle for example in s0 ∈ N periods because ∀j > s0, Yij = 0.
And then the reserve Ri for the underwriting period i is defined as the predictor of the not yet
observed amount Yi,k−1 + . . . , Yi,s0 . The total amount reserve R is defined as the prediction of∑
i,j
Yi,j , (i, j) ∈ Qk (49)
where
Qk = {(i, j) ∈ {1, . . . , k} × {0, 1, . . . , k} : i+ j > k + 1}. (50)
Here we assume that Yij follow a Poisson distribution with the underwriting period i which is
Development Year
0 1 . . . l . . . k − i . . . k − 1 k
A
c
c
id
e
n
t
Y
e
a
r
0 Y0,0 Y0,1 . . . Y0,l . . . Y0,k−i . . . Y0,k−1 Y0,k
1 Y1,0 Y1,1 . . . Y1,l . . . Y1,k−i . . . Y1,k−1
...
...
... . . .
... . . .
...
i Yi,0 Yi,1 . . . Yi,l . . . Yi,k−i
...
...
... . . .
...
k − l Yk−l,0 Yk−l,1 . . . Yi,k−i
...
...
...
k − 1 Yk−1,0 Yk−1,1
k Yk,0
Table 1. Triangle of observed incremental payments
reported with j period delay.
Assume that Yij , (i, j) ∈ Tk ∪ Qk are mutually independent (Renshaw and Verrall, 1998) and
Yij ∼ P(e
νij ), with V(Yij) = ψE(Yij) (51)
i.e lnE(Yij) = νij
where
νij = τ + αi + βj , (i, j) ∈ Tk ∪ Qk, α1 = β0 = 0, (52)
ψ is the dispersion parameter, τ means that we assume the portfolio to grow, or shrink, by a
fixed percentage each year, αi means that the proportion settled decreases by a fixed fraction with
each origin year and βj means that the proportion settled decreases by a fixed fraction with each
development year.
The parameter vector is given by
θk = (α1, . . . , αk, β0, . . . , βk−1, τ) ∈ R
2k−1 (53)
The estimator of Yij can be given using the following relationship
Yˆij = e
τˆ+αˆi+βˆj (54)
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where τˆ , αˆi, βˆj are the Maximum Likelihood Estimators (MLE) of τ, αi, βj respectively and could
be derive from a recursive algorithm (see (Mack, 1991)).
Let us consider the numerical example in Table 2 (Taylor and Ashe, 1983). This dataset is
used in many texts on loss reserving problems.
After performed the log-Poisson regression, we got the following Maximum Likelihood Estimations
Development Year
i/j 1 2 3 4 5 6 7 8 9 10
O
r
ig
in
Y
e
a
r
1 357848 766940 610542 482940 527326 574398 146342 139950 227229 67948
2 352118 884021 933894 1183289 445745 320996 527804 266172 425046
3 290507 1001799 926219 1016654 750816 146923 495992 280405
4 310608 1108250 776189 1562400 272482 352053 206286
5 443160 693190 991983 769488 504851 470639
6 396132 937085 847498 805037 705960
7 440832 847631 1131398 1063269
8 359480 1061648 1443370
9 376686 986608
10 344014
Table 2. Numerical example from Taylor and Ashe (1983)
of the parameters of the model and their confidence interval in Table 3.
With a threshold of 1%, we conclude that all the coefficients of the regression are significant. As an
(αˆi)26i610 (βˆj)26j610 CI99%(αi), 2 6 i 6 10 CI99%(βj), 2 6 j 6 10
0.331 0.912 [ 0.329, 0.333] [0.910,0.914]
0.321 0.958 [0.318,0.323] [0.956,0.961]
0.305 1.025 [0.303,0.308] [1.023,1.028]
0.219 0.435 [0.216,0.221] [0.432, 0.437]
0.270 0.080 [0.267,0.272] [0.077,0.083]
0.372 -0.006 [0.369,0.375] [-0.0098,-0.0029]
0.553 -0.394 [0.550,0.556] [-0.398,-0.390]
0.368 0.009 [0.365,0.372] [0.0048,0.0139]
0.242 -1.379 [0.236,0.248] [-1.393,-1.367]
τˆ = 12.506 CI99%(τ ) = [12.503, 12.508]
Table 3. MLE of parameters
example of interpretation of the results, the estimation of the payment of 2nd origin year could be
e0.331+0.912+12.506 = 936779.4925.
Now let us test if the model performed is adapted to a statistical perspective. Recall that
we assumed equi-dispersion in the dataset, i.e ψ = 1.
The dispersion test is displayed in Table 4.
With a threshold of 1%, we reject the null hypothesis, i.e a quasi-Poisson model, with the variance
Overdispersion test
H0 : ψ = 1
H1 : ψ > 1
Z = 4.3942
p− value = 5.558 × 10−6
Table 4. Overdispersion test
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proportional to the mean, should be more reasonable.
After performing a quasi-Poisson regression, we get the same estimate of parameters as in table 3,
but the overdispersion parameter is taken to be ψˆ = 52601.93.
Hence, we can predict the incremental claims payments as Yˆij (see 5).
Then, the total amount of reserves is the sum of Yˆij for calendar year beyond 10, i.e
Development Year
i/j 1 2 3 4 5 6 7 8 9 10
O
ri
g
in
Y
ea
r
1 270061.4 672616.7 704494.1 753437.8 417350.2 292570.6 268343.5 182034.7 272606.0 67948.00
2 376125.0 936779.4 981176.3 1049342.0 581259.8 407474.4 373732.4 253526.8 379669.0 94633.81
3 372325.3 927315.9 971264.3 1038741.3 575387.7 403358.0 369956.9 250965.6 375833.5 93677.80
4 366724.0 913365.1 956652.3 1023114.2 566731.5 397289.8 364391.2 247190.0 370179.3 92268.49
5 336287.3 837559.2 877253.8 938199.6 519694.9 364316.2 334148.1 226674.1 339455.9 84610.55
6 353798.1 881171.9 922933.4 987052.7 546756.0 383286.6 351547.5 238477.3 357131.7 89016.32
7 391841.7 975923.4 1022175.5 1093189.5 605548.1 424501.0 389349.1 264120.5 395533.7 98588.16
8 469647.5 1169707.2 1225143.3 1310258.2 725788.5 508791.9 466660.0 316565.5 474072.7 118164.27
9 390560.8 972733.2 1018834.1 1089616.0 603568.6 423113.4 388076.4 263257.2 394240.8 98265.88
10 344014.0 856803.5 897410.1 959756.3 531635.7 372687.0 341825.7 231882.4 347255.4 86554.62
Table 5. Prediction of Yij from table 2
Rˆ =
∑
i+j>10
Yˆij = 18, 680, 856. (55)
To compute the standard error, mean squared error and the Reserve Prediction Error (Kaas et al.,
2008), Bootstrapping based on residuals of quasi-Poisson regression is needed (see 6). Recall that
Reserve Prediction Error (EPRˆ) 2,882,413
Reserve Standard Deviation (σRˆ) 2,706,597
Mean squared error (MSERˆ) 2,945,661
Table 6. Variability of Rˆ
5 A Hybrid Log-Poisson Regression for Loss Reserving
In this section, we present a new model, which is the extension of the classical log-Poisson Regression
developed by Mack (1991) in loss reserving.
Mack (1991) assumes that incremental payments Yij are Poisson distributed, i.e,
Yij ∼ P(e
νij )⇒ E(Yij) = e
νij ∀(i, j) ∈ Tk. (56)
Denote
E(Yij) = λij , ∀(i, j) ∈ Tk. (57)
So the model becomes
ln(λij) = τ + αi + βj , ∀(i, j) ∈ Tk. (58)
In the model, we consider a hybrid log-Poisson regression with minimum fuzziness and Maximum
Likelihood (ML) criterion.
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We assume that uncertainty about incremental payments in the run-off triangle is due both
to fuzziness and randomness. Then the estimate λˆij of λij will be obtain by the use of weighted
function of the FN λ˜Estij ; where λ˜
Est
ij denote the estimate of the FN λ˜ij .
We suppose that Y˜ij is a fuzzy Poisson random variable (Buckley, 2006), i.e,
Y˜ij ∼ P˜(λij), ∀(i, j) ∈ Tk. (59)
According to (Buckley, 2006), the fuzzy expected value of Y˜ij is defined by its h−level, i.e,
[
EF (Y˜ij)
]
h
= {
+∞∑
x=0
xe−λij
(λij)
x
x!
| λij ∈ [Y˜ij ]h}
= {λij | λij ∈ [Y˜ij ]h}
= λ˜ij ,
where EF (·) is the fuzzy mean operator. So the fuzzy mean is just the fuzzification of the crisp mean.
Suppose that λ˜ij = (λ
L
ij , λ
c
ij , λ
R
ij). Denote ln(λ˜ij) = ν˜ij .
Then our hybrid model built from the log-Poisson regression can be defined as follows
ν˜ij = τ˜ + α˜i + β˜j , ∀(i, j) ∈ Tk, and α˜1 = β˜1 = 0R3 (60)
where
ν˜ij = (ν
L
ij , ν
c
ij , ν
R
ij) ∈ R
3
τ˜ = (τL, τc, τR) ∈ R3
α˜i = (α
L
i , α
c
i , α
R
i ) ∈ R
3
β˜j = (β
L
j , β
c
j , β
R
j ) ∈ R
3
are ATFN and


νLij = τ
L + αLi + β
L
j
νcij = τ
c + αci + β
c
j
νRij = τ
R + αRi + β
R
j
(61)
5.1 Modeling Methodology Setup
The steps for implementing the new model can be carried out as follows
1. Modeling of the centres of fuzzy parameters. We apply the log-Poisson Regression to the
incremental payments Yij of Table 1, i.e the Ordinary Least Squared (OLS) regression on νij
and the model is
νij = τ + αi + βj + ǫij (62)
where ǫij are zero mean errors terms and are assumed to be uncorrelated.
2. Estimation and optimization of fuzzy parameters of the model. We consider the param-
eters of the model (58) as FN and the model become as in (62). The centres of fuzzy coefficients
of the model (60) are estimated in step 1.
Let us assume that these estimates are τˆc, αˆci and βˆ
c
j .
Then
νˆcij = τˆ
c + αˆci + βˆ
c
j . (63)
To estimate the parameters τL, τR, αLi , α
R
i , β
L
j and β
R
j , i ∈ {2, 3, . . . , k}; j ∈ {2, 3, . . . , k − i}
in (60), we present the problem as a linear programming problem. This linear programming
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problem can be written as following :


min : z =
k∑
i=1
k−i∑
j=1
(νRij − ν
L
ij)
s/t


h∗ · νˆcij − (1 − h
∗) · νLij 6 ln(Yij)
h∗ · νˆcij + (1 − h
∗) · νRij > ln(Yij)
νLij , ν
R
ij ∈ R, i = 1, 2, . . . , k; j = 1, 2, . . . , k − i
(64)
where h∗ is the optimized value of h according to Chen et al. (2016) and αL1 = α
c
1 = α
R
1 = 0
and βL1 = β
c
1 = β
R
1 = 0.
3. Defuzzification of fuzzy parameters and Prediction of incremental payments. At this
step, we predict the incremental claims payments of the non fill part of the run-off triangle 1
using model (60) estimated at the step 2. DenoteY˜ Estij that predicted claim payment. Then we
have Y˜ Estij = e
ν˜ij for i = 1, . . . , k and j > k − i+ 1.
The h−level of ν˜ij is defined as following :
ν˜ij(h) =
[
h · νcij − (1− h) · ν
L
ij , hν
c
ij + (1 − h) · ν
R
ij
]
(65)
Y˜ Estij (h) =
[
eh·ν
c
ij−(1−h)·ν
L
ij , eh·ν
c
ij+(1−h)·ν
R
ij
]
. (66)
We use now the concept of of weighted function (Definition 2.1.0.1) applied on Y˜ Estij in order
to compute the crisp value Y Estij of Y˜
Est
ij rather than the expected value of FN (de Campos
Iba´n˜ez and Mun˜oz, 1989) used in de Andre´s Sa´nchez (2006) which have to take into account an
arbitrary parameter β ∈ [0, 1] which is the decision-maker risk aversion.
Y Estij =
1
2
[ ∫ 1
0 e
h·νcij−(1−h)·ν
L
ijhdh+
∫ 1
0 e
h·νcij+(1−h)·ν
R
ijhdh
]
∫ 1
0
hdh
(67)
But 2
∫ 1
0
hdh = [h2]10 = 1.
and
∫ 1
0
eh·ν
c
ij−(1−h)·ν
L
ijhdh =
[
h
νcij + ν
L
ij
e−ν
L
ij+h(ν
c
ij+ν
L
ij)
]1
0
−
1
νcij + ν
L
ij
∫ 1
0
e−ν
L
ij+h(ν
c
ij+ν
L
ij)dh; νcij + ν
L
ij 6= 0
(68)
=
eν
c
ij
νcij + ν
L
ij
−
[
e−ν
L
ij+h(ν
c
ij+ν
L
ij)
(νcij + ν
L
ij)
2
]1
0
; νLij + ν
c
ij 6= 0 (69)
=
eν
c
ij
νcij + ν
L
ij
−
(
eν
c
ij
(νcij + ν
L
ij)
2
−
e−ν
L
ij
(νcij + ν
L
ij)
2
)
; νcij + ν
L
ij 6= 0 (70)
=
(νcij + ν
L
ij)e
νcij − eν
c
ij + e−ν
L
ij
(νcij + ν
L
ij)
2
, νcij + ν
L
ij 6= 0. (71)
Likewise ∫ 1
0
ehν
c
ij+(1−h)ν
R
ijhdh =
eν
c
ij (νcij − ν
R
ij − 1) + e
νRij
(νcij − ν
R
ij)
2
, νcij − ν
R
ij 6= 0. (72)
Hence
Y Estij =
(νcij + ν
L
ij − 1)e
νcij + e−ν
L
ij
(νcij + ν
L
ij)
2
+
eν
c
ij (νcij − ν
R
ij − 1) + e
νRij
(νcij − ν
R
ij)
2
, νcij + ν
L
ij 6= 0 ν
c
ij − ν
R
ij 6= 0. (73)
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4. Estimation of the outstanding reserve. The loss reserve corresponding to the ith accident
year is
REsti =
k∑
j=k−i+1
Y Estij (74)
and the outstanding reserve is
REst =
k∑
i=1
k∑
j=k−i+1
Y Estij (75)
5.2 Implementation of the Method on Data
We apply our model (60) on the run-off triangle from Taylor and Ashe (1983) (see 2). We first fit
the log-Poisson regression on this data to estimate the centres (τc, αci , β
c
j ) of the fuzzy parameters
(τ˜ , α˜i, β˜j). The results is presented in Table 3. Now we use the linear programming problem in
(5.1) to estimate the left and right spreads (τL, αLi , β
L
j , τ
R, αRi , β
R
j ). Using Tables 2-3 and equation
(5.1), we estimate the fuzzy parameters of the new model with Matlab. After we use the concept of
weighted function to compute the crisp value Y Estij (equation (5.1)). The results displayed in Table
7 and 8.
From table 7, the parameter τ of the original model ((50)) is the most affected by the fuzziness.
(α˜Esti )26i610 (β˜
Est
j )26j610
(0.3310, 0.3312, 0.3313) (0.9125, 0.9125, 0.9125)
(0.3211, 0.3211, 0.3211) (0.9588, 0.9588, 0.9588)
(0.3059, 0.3059, 0.3060) (1.0259, 1.0259, 1.1864)
(0.2193, 0.2193, 0.2193) (0.4352, 0.4352, 0.4353)
(0.2700, 0.2700, 0.2701) (0.0800, 0.0800, 0.5243)
(0.3722, 0.3722, 0.3722) (−0.0063,−0.0063, 0.0656)
(0.5533, 0.5533, 0.5533) (−0.3945,−0.3944,−0.3944)
(0.3689, 0.3689, 0.3689) (0.0093, 0.0093, 0.0094)
(0.240, 0.240, 0.2420) (−1.3799,−1.3799,−0.0760)
τ˜Est = (12.506, 12.506, 12.8244); h⋆ = 0.115
Table 7. Estimation of parameters of our models
Development Year
i/j 1 2 3 4 5 6 7 8 9 10
O
ri
g
in
Y
ea
r
1 160879.889 398991.237 417815.351 471378.428 248094.604 202870.489 163724.560 108664.307 162380.941 65947.415
2 223697.783 554890.532 581075.012 655624.053 345000.220 282153.114 227661.516 151079.328 225785.445 91732.722
3 222198.647 549318.932 575240.344 649038.546 341537.092 279318.881 225376.552 149563.648 223519.632 90810.394
4 218135.115 541084.422 566617.042 639307.149 336418.736 275131.901 212603.384 147323.497 220170.827 89449.093
5 200115.161 496361.251 519782.296 586450.621 308619.792 252387.076 203658.495 135156.565 201982.590 82051.110
6 210478.713 522082.044 546717.470 616849.114 324607.333 265468.126 214206.815 142153.980 212442.923 86306.013
7 233007.431 577996.713 605272.178 682931.930 359362.252 293903.243 237137.054 157365.016 212419.327 95553.951
8 279034.306 692239.443 724909.289 817955.617 430369.905 352003.602 283985.052 188440.664 281638.791 114451.989
9 232243.357 576100.293 603286.215 680690.598 358183.506 292938.796 236359.356 156849.131 234410.827 95240.262
10 204415.080 507034.083 530959.088 599076.133 315253.479 257828.539 208036.859 138059.710 206322.671 83830.125
Table 8. Prediction of Yij(Y
Est
ij ) from our model
Some other parameters remains crisp, i.e after estimation of fuzzy parameters, those parameters are
not affected by fuzziness. In that case, the centre, left and right spreads are equal.
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Table 8 have been computed using the estimations of fuzzy parameters of our model and the weighted
function of FN.
Remark : The optimized values of fuzzy parameters of model (58) could be ATFN or
STFN. That why in the linear programming problem (5.1) we did not specified a restriction on the
fuzzy parameters.
From Table 8, we compute the outstanding reserve, i.e
REst =
10∑
i=1
10∑
j=10−i+1
Y Estij = 16, 735, 378.64 (76)
The Mean Square Error, the Standard Deviation and the Error reserve prediction of the outstanding
reserve could be computed using the bootstrap method, i.e
(a) We calculate the outcomes of the Pearson residuals from Yij of table 2 and Y
Est
ij of our model.
(b) We resample from the adjusted residuals, with replacement.
(c) We use this set of residuals and the estimated values Y Estij to create a new suitable pseudo-history.
(d) We compute the fitted values, and use the sum of the future part as an estimate of the reserve
to be held.
(e) At the end of the loop, store the simulated total payments and the estimated reserve to be held.
The results are displayed in table 9.
Reserve Prediction Error (EPREst) 2,808,982
Reserve Standard Deviation (σREst) 2,081,045.17969647
Mean squared error (MSEREst) 3,721,611
Table 9. Variability of REst
According to Reserve Prediction Error and Reserve Standard Deviation criteria (see table 9), our
hybrid model produce good results than the classical log-Poisson Regression since we get a Reserve
Prediction Error and a Reserve Standard Deviation smaller that those computed from the log-
Poisson Regression. But the Reserves Mean Squared error in our model is greater than the the one
in the classical log-Poisson Regression. That means, the estimator of Reserve in the Hybrid Model
is more biased that the one from the classical model.
6 Conclusion
This paper has considered the relevance of Hybrid Models in loss reserving framework, mainly when
we are in presence of vague information like in medical insurance (Straub and Swiss, 1988). Those
models could give best result compared to stochastic models. In this article, the Hybrid Model that
has been suggested is in GLM framework (eg Log-Poisson Regression). The optimize h− value (Chen
et al., 2016) has been taken into account in the linear programming problem. Bootstrap procedure
has been used to compute the Reserve Prediction Error, the Reserve Standard Deviation and the
Mean Square Error. From a numerical application, it has been shown that the model produce good
results of reserve than the classical log-Poisson regression according to Reserve Prediction Error and
Standard Deviation.
In brief, the Hybrid Model developed in this paper produce best results than the classical
log-Poisson regression according to Error prediction and Standard Deviation criteria but the mean
square error criterion is not satisfied. This is a weakness of our model. The hard computation aspect
of our hybrid model constitute another weakness compare to the simplest computation of a classical
log-Poisson regression.
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