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Introduction
Hashing has been used as a fast method to address membership queries. Given a set S of objects distinguished by some identity attribute (oid), a membership query asks whether object with oid k is in set S. Hashing can be applied either as a main memory scheme (all data fits in main-memory [DKM+88, FNSS92] ) or in database systems (where data is stored on disk [L80] ). Its latter form is called external hashing [EN94, R97] and a hashing function maps oids to buckets. For every object of S, the hashing function computes the bucket number where the object is stored. Each bucket has initially the size of a page. For this discussion we assume that a page can hold B objects.
Ideally, each distinct oid should be mapped to a separate bucket, however this is unrealistic as the universe of oids is usually much larger than the number of buckets allocated by the hashing scheme.
When more than B oids are mapped on the same bucket a (bucket) overflow occurs. Overflows are dealt in various ways, including rehashing (try to find another bucket using another hashing scheme) and/or chaining (create a chain of pages under the overflown bucket).
If no overflows are present, finding whether a given oid is in the hashed set is trivial: simply compute the hashing function for the queried oid and visit the appropriate bucket. If the object is in the set it should be in that bucket. Hence, if the hashing scheme is perfect, membership queries are answered in O(1) steps (just one I/O to access the page of the bucket). Overflows however complicate the situation. If data is not known in advance, the worst case query performance of hashing is large. It is linear to the size of set S since all oids could be mapped to the same bucket 2 if a bad hashing scheme is used. Nevertheless, practice has shown that in the absence of pathological data, good hashing schemes with few overflows and constant average case query performance (usually each bucket has size of one or two pages) exist. This is one of the major differences between hashing and index schemes. If a balanced tree (B+ tree [C79] ) is used instead, answering a membership query takes logarithmic (on the size of S) time in the worst case. For many applications (for example in join computations [SD90] ), a hashing scheme that provides expected constant query performance (one or two I/O's) is preferable to the worst case but logarithmic query performance (four or more I/O's if S is large) of balanced search trees.
Static hashing refers to schemes that use a predefined set of buckets. This is inefficient if the set S is allowed to change (by adding or deleting objects from the set). If the set is too small and the number of pre-allocated buckets too large, the scheme is using more space than needed. If the set becomes too large but a small number of buckets is used then overflows will become more often, deteriorating the scheme's performance. What is needed is a dynamic hashing scheme which has the property of allocating space proportional to the size of the hashed set S. Various external dynamic hashing schemes have been proposed, among which linear hashing [L80] (or a variation) appears to be commonly used.
Note that even if the set S evolves, traditional dynamic hashing is ephemeral, i.e., it answers membership queries on the most current state of set S. In this paper we address a more general problem. We assume that changes to the set S are timestamped by the time instant when they occurred and we are interested in answering membership queries for any state that set S possessed.
Let S(t) denote the state (collection of objects) set S had at time t. Then the membership query has a temporal predicate as in: "given oid k and time t find whether k was in S(t)". We term this problem as Temporal Hashing and the new query as temporal membership query.
Motivation for the temporal hashing problem stems from applications where current as well as past data is of interest. Examples include: accounting, billing, marketing, tax-related, social/ medical, and financial/stock-market applications. Such applications cannot be efficiently maintained by conventional databases which work in terms of a single (usually the most current) logical state. Instead, temporal databases were proposed [SA85] for time varying data. Two time dimensions have been used to model reality, namely valid-time and transaction-time [J+94] . Valid time denotes the time when a fact is valid in reality. Transaction time is the time when a fact is stored in the database. Transaction time is consistent with the serialization order of transactions (i.e., it is monotonically increasing) and can be implemented using the commit times of 3 transactions [S94] . In the rest, the terms time or temporal refer to transaction-time.
Assume that for every time t when S(t) changes (by adding/deleting objects) we could have a good ephemeral dynamic hashing scheme (say linear hashing) h(t) that maps efficiently (with few overflows) the oids in S(t) into a collection of buckets b(t). One straightforward solution to the temporal hashing problem would be to separately store each collection of buckets b(t) for each t.
To answer a temporal membership query for oid k and time t we only need to apply h(t) on k and access the appropriate bucket of b(t). This would provide an excellent query performance as it takes advantage of the good linear hashing scheme h(t) used for each t, but the space requirements are prohibitively large! If n denotes the number of changes in S's evolution, flashing each b(t) on the disk could easily create O(n 2 ) space.
Instead we propose a more efficient solution that has similar query performance as above but uses space linear to n. We term our solution partially persistent hashing as it reduces the original problem into a collection of partially persistent 1 sub-problems. We apply two approaches to solve these sub-problems. The first approach "sees" each sub-problem as an evolving subset of set S and is based on the Snapshot Index [TK95] . The second approach "sees" each sub-problem as an evolving sublist whose history is efficiently kept. In both cases, the partially persistent hashing scheme "observes" and stores the evolution of the ephemeral hashing in an efficient way that enables fast access to any h(t) and b(t). (We note that partial persistence fits nicely with a transaction-time database environment because of the always increasing characteristic of transaction-time.)
We compare partially persistent hashing with three other approaches. The first one uses a traditional dynamic hashing function to map all oids ever created during the evolution of S(t). This solution does not distinguish among the many copies of the same oid k that may have been created as time proceeds. A given oid k can be added and deleted from S many times, creating copies of k each associated with a different time interval. Because all such copies will be hashed on the same bucket, bucket reorganizations will not solve the problem (this was also observed in [AS86] ).
These overflows will eventually deteriorate performance especially as the number of copies increases. The second approach sees each oid-interval combination as a multidimensional object and uses an R-tree to store it. The third approach assumes that a B+ tree is used to index each S(t) and makes this B+ tree partially persistent [BGO+96, VV97, LS89] . Our experiments show that 1. A structure is called persistent if it can store and access its past states [DSST89] . It is called partially persistent if the structure evolves by applying changes to its "most current" state.
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the partially persistent hashing outperforms the other three competitors in membership query performance while having a minimal space overhead.
The partially persistent B+ tree [BGO+96, VV97, LS89] is technically the more interesting among the competitor approaches. It corresponds to extending an ephemeral B+ tree in a temporal environment. Like the ephemeral B+ tree, it supports worst case logarithmic query time but for temporal queries.
It was an open problem, whether such an efficient temporal extension existed for hashing schemes. The work presented here answers this question positively. As with a nontemporal environment, partially persistent hashing provides a faster than indexing, (expected) query performance for temporal membership queries. This result reasserts our conjecture [KTF98] that temporal problems that support transaction-time can be solved by taking an efficient solution for the corresponding non-temporal problem and making it partially persistent.
The rest of the paper is organized as follows: section 2 presents background and previous work as related to the temporal index methods that are of interest here; section 3 describes the basics of 
Background and Previous Work
Research in temporal databases has shown an immense growth in recent years [OS95] . Work on temporal access methods has concentrated on indexing. A worst case comparison of temporal indexes appears in [ST97] . To the best of our knowledge, no approach addresses the hashing problem in a temporal environment. Among existing temporal indexes, four are of special interest for this paper, namely: the Snapshot Index [TK95] , the Time-Split B-tree (TSB) [LS89] , the Multiversion B-Tree (MVBT) [BGO+96] and the Multiversion Access Structure (MVAS) [VV97] .
A simple model of temporal evolution follows. Assume that time is discrete described by the succession of non-negative integers. Consider for simplicity an initially empty set S. As time proceeds, objects can be added to or deleted from this set. When an object is added to S and until (if ever) is deleted from S, it is called "alive". This is represented by associating with each object a semi-closed interval, or lifespan, of the form: [start_time, end_time). While an object is alive it cannot be re-added in S, i.e. S contains no duplicates. Deletions can be applied to alive objects.
When an object is added at t, its start_time is t but its end_time is yet unknown. Thus its lifespan interval is initiated as [t, now) , where now is a variable representing the always increasing current 5 time. If this object is later deleted from S, its end_time is updated from now to the object's deletion time. Since an object can be added and deleted many times, objects with the same oid may exist but with non-intersecting lifespan intervals (i.e., such objects were alive at different times). The state of the set at a given time t, namely S(t), is the collection of all alive objects at time t.
Assume that this evolution is stored in a transaction-time database, in a way that when a change happens at time t, a transaction with the same timestamp t updates the database. There are various queries we may ask on such a temporal database. A common query, is the pure-snapshot problem (also denoted as "*//-/S" in the proposed notation of [TJS98] ): "given time t find S(t)". Another common query is the range-snapshot problem ("R//-/S"): "given time t and range of oids r, find all alive objects in S(t) with oids in range r".
[ST97] categorizes temporal indexes according to what queries they can answer efficiently and compares their performance using three costs: space, query time and update time (i.e., the time needed to update the index for a change that happened on set S). Clearly, an index that solves the range-snapshot query can also solve the pure-snapshot query (if no range is provided). However, as indicated in [TGH95] , a method designed to address primarily the pure-snapshot query does not need to order incoming changes according to oid. Note that in our evolution model, changes arrive in increasing time order but are unordered on oid. Hence such method could enjoy faster update time than a method designed for the range-snapshot query. The latter orders incoming changes on oid so as to provide fast response to range-snapshot queries. Indeed, the Snapshot Index solves the pure-snapshot query in I/O's, using O(n/B) space and only O(1) update time per change (in the expected amortized sense [CLR90] because a hashing scheme is employed). This is the I/O-optimal solution for the pure snapshot query. Here, a corresponds to the number of alive objects in the queried state S(t).
For the range-snapshot query three efficient methods exist, namely, the TSB tree, the MVBT tree and the MVAS structure. They all assume that there exists a B+ tree indexing each S(t); as time proceeds and set S evolves the corresponding B+ tree evolves, too. They differ on the algorithms provided to efficiently store and access the B+ tree evolution. Answering a range-snapshot query about time t implies accessing the B+ tree as it was at time t and search through its nodes to find the oids in the range of interest. Conceptually, these approaches take a B+ tree and make it partially persistent [DSST89] . The resulting structure has the form of a graph as it includes the whole history of the evolving B+ tree, but it is able to efficiently access any past state of this B+ tree.
Both the MVBT and MVAS solve the range-snapshot query in I/O's, using O(n/B) space and update per change (in the amortized sense [CLR90] ). This is the -optimal solution for the range-snapshot query. Here m denotes the number of "alive" objects when an update takes place and a denotes the answer size to the range-snapshot query, i.e., how many objects from the queried S(t) have oids in the query range r. The MVAS structure improves the merge/split policies of the MVBT thus resulting to a smaller constant in the space bound. The TSB tree is another efficient solution to the range-snapshot query. In practice it is more space efficient than the MVBT (and MVAS), but it can guarantee worst case query performance only when the set evolution is described by additions of new objects or updates on existing objects. Since for the purposes of this paper we assume that object deletions are frequent we use the MVBT instead of a TSB.
Basics of the Snapshot Index and Linear Hashing
For the purposes of partially persistent hashing we need the fundamentals from the Snapshot Index and ephemeral Linear Hashing, which are described next. For detailed descriptions we refer to [TK95] and [L80, S88, EN94, R97], respectively.
The Snapshot Index
This method [TK95] solves the pure-snapshot problem using three basic structures: a balanced tree (time-tree) that indexes data pages by time, a pointer structure (access-forest) among the data pages and a hashing scheme. The time-tree and the access-forest enable fast query response while the hashing scheme is used for update purposes.
We first discuss updates. Objects are stored sequentially in data pages in the same order as they are added to the set S. In particular, when a new object with oid k is added to the set at time t, a new record of the form <k, [t, now)> is created and is appended in a data page. When this data page becomes full, a new data page is used and so on. At any given instant there is only one data page that stores (accepts) records, the acceptor (data) page. The time when an acceptor page was created (along with the page address) is stored in the time tree. As acceptor pages are created sequentially the time-tree is easily maintained (amortized O(1) I/O to index each new acceptor page). For object additions, the sequence of all data pages resembles a regular log but with two main differences: (1) on the way deletion updates are managed and (2) on the use of additional links (pointers) among the data pages that create the access-forest.
deleted at some time , its record is first located and then updated from <k, [t, now)> to <k, [t, )>.
Object records are found using their oids through the hashing scheme. When an object is added in S, its oid and the address of the page that stores the object's record are inserted in the hashing scheme. If this object is deleted the hashing scheme is consulted, the object's record is located and its interval is updated. Then this object's oid is removed from the hashing function.
Storing only one record for each object suggests that for some time instant t the records of the objects in S(t) may be dispersed in various data pages. Accessing all pages with alive objects at t, would require too much I/O (if S(t) has a objects, we may access O(a) pages). Hence the records of alive objects must be clustered together (ideally in a/B pages). To achieve good clustering we introduce copying but in a "controlled" manner, i.e., in a way that the total space remains . To explain the copying procedure we need to introduce the concept of page usefulness.
Consider a page after it gets full of records (i.e., after it stops being the acceptor page) and the number of "alive" records it contains (records with intervals ending to now). For all time instants that this page contains uB alive records ( ) is called useful. This is because for these times t the page contains a good part of the answer for S(t). If for a pure-snapshot query about time t we are able to locate the useful pages at that time, each such page will contribute at least uB objects to the answer. The usefulness parameter u is a constant that tunes the behavior of the Snapshot Index.
Acceptor pages are special. While a page is the acceptor page it may contain fewer than uB alive records. By definition we also call a page useful for as long as it is the acceptor page. Such a page may not give enough answer to justify accessing it but we still have to access it! Nevertheless, for each time instant there exists exactly one acceptor page.
Let [u.start_time, u.end_time) denote a page's usefulness period; u.start_time is the time the page started being the acceptor page. When the page gets full it either continues to be useful (and for as long as the page has at least uB alive records) or it becomes non-useful (if at the time it became full the page had less than uB alive records). The next step is to cluster the alive records for each t among the useful pages at t. When a page becomes non-useful, an artificial copy occurs that copies the alive records of this page to the current acceptor page (as in a timesplit [E86, LS89]).
The non-useful page behaves as if all its objects are marked as deleted but copies of its alive records can still be found from the acceptor page. Copies of the same record contain subsequent nonoverlapping intervals of the object's lifespan. The copying procedure reduces the original problem
of finding the alive objects at t into finding the useful pages at t. The solution of the reduced problem is facilitated through the access-forest.
The access-forest is a pointer structure that creates a logical "forest of trees" among the data pages. Each new acceptor page is appended at the end of a doubly-linked list and remains in the list for as long as it is useful. When a data page d becomes non-useful: (a) it is removed from the list and (b) it becomes the next child page under the page c preceding it in the list (i.e., c was the left sibling of d in the list when d became non-useful). As time proceeds, this process will create trees of non-useful data pages rooted under the useful data pages of the list. The access-forest has a number of properties that enable fast searching for the useful pages at any time. [TK95] showed that starting from the acceptor page at t all useful pages at t can be found in at most twice as many I/O's (in practice much less I/O's are needed). To find the acceptor page at t the balanced time-tree is searched (which corresponds to the logarithmic part of the query time). In practice this search is very fast as the height of the balanced tree is small (it stores only one entry per acceptor page which is clearly O(n/B)). The main part of the query time is finding the useful pages. The performance of the Snapshot Index can be fine tuned by changing parameter u. Large u implies that acceptor pages become non-useful faster, thus more copies are created which increases the space but also clusters the answer into smaller number of pages, i.e., less query I/O.
Linear Hashing
Linear Hashing (LH) is a dynamic hashing scheme that adjusts gracefully to data inserts and deletes. The scheme uses a collection of buckets that grows or shrinks one bucket at a time.
Overflows are handled by creating a chain of pages under the overflown bucket. The hashing function changes dynamically and at any given instant there can be at most two hashing functions used by the scheme.
More specifically, let U be the universe of oids and h 0 : U -> {0,...,M-1} be the initial hashing function that is used to load set S into M buckets (for example: h 0 (oid) = oid modM). Insertions and deletions of oids are performed using h 0 until the first overflow happens. When this first overflow occurs (it can occur in any bucket), the first bucket in the LH file, bucket 0, is split (rehashed) into two buckets: the original bucket 0 and a new bucket M, which is attached at the end of the LH file.
The oids originally mapped into bucket 0 (using function h 0 ) are now distributed between buckets 0 and M using a new hashing function h 1 (oid). The next overflow will attach a new bucket M+1 and the contents of bucket 1 will be distributed using h 1 between buckets 1 and M+1. A crucial 9 property of h 1 is that any oids that were originally mapped by h 0 to bucket j should be remapped either to bucket j or to bucket j+M. This is a necessary property for linear hashing to
work. An example of such hashing function is:
Further overflows will cause additional buckets to split in a linear bucket-number order. A variable p indicates which is the bucket to be split next. Conceptually the value of p denotes which of the two hashing functions that may be enabled at any given time, applies to what buckets.
Initially p=0, which means that only one hashing function (h 0 ) is used and applies to all buckets in the LH file. After the first overflow in the above example, p=1 and h 1 is introduced. Suppose that an object with oid k is inserted after the second overflow (i.e., when p=2). 
At any given time, the linear hashing scheme is completely identified by the round number and variable p. Given round i and variable p, searching for oid k is performed using h i if ;
otherwise h i+1 is used. During round i the value of p is increased by one at each overflow; when p=2 i M the next round i+1 starts and p is reset to 0.
A split performed whenever an overflow occurs is an uncontrolled split. Let l denote the LH file's load factor, i.e., where is the current number of oids in the LH file (size of set S), B is the page size (in number of oids) and R the current number of buckets in the file. The load factor achieved by uncontrolled splits is usually between 50-70%, depending on the page size
and the oid distribution [L80] . In practice, to achieve a higher storage utilization a split is instead performed when an overflow occurs and the load factor is above some upper threshold g. This is a controlled split and can typically achieve 95% utilization. Deletions in set S will cause the LH file to shrink. Buckets that have been split can be recombined if the load factor falls below some lower threshold f . Then two buckets are merged together; this operation is the reverse of splitting and occurs in reverse linear order. Practical values for f and g are 0.7 and 0.9, respectively.
Partially Persistent Hashing
We first describe the evolving-set approach which is based on the Snapshot Index; the evolvinglist approach will follow.
The Evolving-Set Approach
Using partial persistence, the temporal hashing problem will be reduced into a number of subproblems for which efficient solutions are known. Assume that an ephemeral linear hashing scheme (as the one described in section 3) is used to map the objects of S
(t). As S(t) evolves with time the hashing scheme is a function of time, too. Let LH(t) denote the linear hashing file as it is at time t. There are two basic time-dependent parameters that identify LH(t) for each t, namely i(t) and p(t). Parameter i(t) is the round number at time t. The value of parameter p(t) identifies the next
bucket to be split.
An interesting property of linear hashing is that buckets are reused; when round i+1 starts it has double the number of buckets of round i but the first half of the bucket sequence is the same since new buckets are appended in the end of the file. Let b total denote the longest sequence of buckets ever used during the evolution of S(t) and assume that b total consists of buckets: 0,1,2,..., .
Let b(t) be the sequence of buckets used at time t. The above observation implies that for all t, b(t)
is a prefix of b total . In addition .
Consider bucket b j from the sequence b total and the observe the collection of objects that are stored in this bucket as time proceeds. The state of bucket b j at time t, namely b j (t), is the set of oids stored to this bucket at t. Let denote the number of oids in b j (t) . If all states b j (t) can somehow be reconstructed for each bucket b j , answering a temporal membership query for oid k at time t can be answered in two steps:
(1) find which bucket b j , oid k would have been mapped by the hashing scheme at t, and, (2) search through the contents of b j (t) until k is found.
The first step requires identifying which hashing scheme was used at time t. The evolution of the hashing scheme LH(t) is easily maintained if a record of the form < t, i(t), p(t) > is appended to an array H, for those instants t where the values of i(t) and/or p(t) change. Given any t, the hashing function used at t is identified by simply locating t inside the time-ordered H in a logarithmic search.
The second step implies accessing b j (t). The obvious way would be to store each b j (t), for those times that b j (t) changed. As explained earlier this would easily create quadratic space requirements.
The updating per change would also suffer since the I/O to store the current state of b j would be proportional to the bucket's current size, namely .
By observing the evolution of bucket b j we note that its state changes as an evolving set by 
We can thus conclude that given an evolving set S, partially persistent hashing answers a 
In practice, we expect that the n changes in S's evolution will be concentrated on the first few in the b total bucket sequence, simply because a prefix of this sequence is always used. If we assume that most of S's history is recorded in the first buckets (for some i), n j behaves as and therefore searching b j 's time-tree is rather fast.
A logarithmic overhead that is proportional to the number of changes n, is a common characteristic in query time of all temporal indexes that use partial persistence. The MVBT (or MVAS) tree will answer a temporal membership query about oid k on time t, in I/O's. We note that MVBT's logarithmic bound contains two searches. First, the appropriate B-tree that indexes S(t) is found. This is a fast search and is similar to identifying the hashing function and the bucket to search in persistent hashing. The second logarithmic search in MVBT is for finding k in the tree that indexes S(t) and is logarithmic on the size of S(t). Instead persistent hashing finds 
O(n/B).
Recall that n corresponds to the total number of real object additions/deletions in set S's evolution. However, the rehashing process moves objects among buckets. For the bucket histories, each such move is seen as a new change (deletion of an oid from the previous bucket and subsequent addition of this oid to the new bucket). It must thus be shown that the number of moves due to rehashing is still bounded by the number of real changes n. For this purpose we will use two lemmas.
Lemma 1:
For N overflows to occur at least NB+1 real object additions are needed. (3) It must be shown that the first (N+1) overflows can create at most (N+1)(B+1) oid copies. We will use contradiction. Hence let's assume that this is not true, i.e., the first (N+1) overflows can create more copies. Let (N+1)(B+1)+x be that number where . Consider the last N overflows in the sequence of overflows. From (2) it is implied that these overflows have already created at most N(B+1) oid copies. Hence there are at least B+1+x additional copies to be created by the first overflow. However this is a contradiction since from (1) the first overflow can only create at most B+1 oid copies. For the next round, variable p will again start from bucket 0 and will extend to bucket 2M-1.
When p reaches bucket 2M-1, there have been 2M new overflows. These new overflows imply that there must have been at least 2MB+1 new real oid additions and at most 2M(B+1) copies created from these additions. There are also the M(B+1) copy oids from the first round, which for the purposes of the second round are "seen" as regular oids. At most each such copy oid can be copied once more during the second round (the original oids from which these copies were created in the first round, cannot be copied again in the second round as they represent deleted records in their corresponding buckets). Hence the maximum number of copies after the second round is: 2M(B+1)
The total number of copies C total created after the i-th round (i = 0,1,2,...) is upper bounded by:
where each {} represents copies per round. Equivalently:
After the i-th round the total number of real oid additions A total is lower bounded by:
. Equivalently:
(ii).
From (i), (ii) it can be derived that there exists a positive constant const such that and since A total is bounded by the total number of changes n, we have that
To prove that partially persistent hashing has O(1) expected amortized updating per change, we note that when a real change occurs it is directed to the appropriate bucket where the structures of the Snapshot Index are updated in O(1) expected time. Rehashings have to be carefully examined. This is because a rehashing of a bucket is caused by a single real oid addition (the one that created the overflow) but it results into a "bunch" of copies made to a new bucket (at worse the whole current contents of the rehashed bucket are sent to the new bucket). However, using the space bound we can prove that any sequence of n real changes can at most create O(n) copies (extra work) or equivalently O(1) amortized effort per real change. , where and R(t) denote the size of the evolving set S and the number of buckets used at t (clearly ). A good ephemeral linear hashing scheme will try to equally distribute the oids among buckets for each t. Hence on average the size (in oids) of each bucket b j (t) will satisfy: .
One of the advantages of the Snapshot Index is the ability to tune its performance through usefulness parameter u. The index will distribute the oids of each b j (t) among a number of useful pages. Since each useful page (except the acceptor page) contains at least uB alive oids, the oids in b j (t) will be occupying at most pages, which is actually l/u. Ideally, we would like the answer to a snapshot query to be contained in a single page (plus probably one more for the acceptor page). Then a good optimization choice is to keep . Conceptually, the load l gives a measure of the size of a bucket ("alive" oids) at each time. These alive oids are stored into the data pages of the Snapshot Index. Recall that an artificial copy happens if the number of alive oids in a data page falls below uB. At that point the remaining uB-1 alive oids of this page are copied to a new page. By keeping l below u we expect that the alive oids of the split page will be copied in a single page which minimizes the number of I/O's needed to find them.
On the other hand, the usefulness parameter u affects the space used by the Snapshot Index and in return the overall space of the persistent hashing scheme. As mentioned in section 3, higher values of u imply frequent time splits, i.e., more page copies and thus more space. Hence it would be advantageous to keep u low but this implies an even lower l. In return, lower l would mean that the buckets of the ephemeral hashing are not fully utilized. This is because low l causes set S(t) to be distributed into more buckets not all of which may be fully occupied.
At first this requirement seems contradictory. However, for the purposes of partially persistent hashing, having low l is still acceptable. Recall that the low l applies to the ephemeral hashing scheme whose history the partially persistent hashing observes and accumulates. Even though at single time instants the b j (t)'s may not be fully utilized, over the whole time evolution many object oids are mapped to the same bucket. What counts for the partially persistent scheme is the total number of changes accumulated per bucket. Due to bucket reuse, a bucket will gather many changes creating a large history for the bucket and thus justifying its use in the partially persistent scheme. Our findings regarding optimization will be verified through the experimentation results that appear in the next section.
The Evolving-List Approach
The elements of bucket b j (t) can also be viewed as an evolving list lb j (t) of alive oids. Such an observation is consistent with the way buckets are searched in ephemeral hashing, i.e., linearly, as if a bucket's contents belong to a list. This is because in practice each bucket is expected to be about one or two pages long. Accessing the bucket state b j (t) is then reduced to reconstructing lb j (t).
Equivalently, the evolving list of oids should be made partially persistent.
When bucket b j is first created, an empty page is assigned to list lb j . A list page has two areas.
The first area is used to store oid records and its size is B r where B r < B. The second area (of size B -B r ) accommodates an extra structure (array NT) to be explained shortly. When the first oid k is added on bucket b j at time t, a record <k, [t, now)> is appended in the first list page. Additional oid insertions will create record insertions in the list and more pages are appended as needed. If oid k is deleted at from the bucket, its record in the list is found (by a serial search among the list pages) and its end_time is updated from now to (a logical deletion).
As with the Snapshot Index, we need a notion of page usefulness. A page is called useful as long as it contains at least V alive objects or while it is the last page in the list. Otherwise it is a non-useful page. For the following discussion we assume that . Except for the last page in the list, a useful page can become non-useful because of an oid deletion (which will bring the number of alive oids in this page below the threshold). The last page can turn from useful to non-useful when it gets full of records (an event caused by an oid insertion). At that time if the page's total number of alive oids is less than L the page becomes non-useful. Otherwise it continues to be a regular useful page. When the last page gets full, a new last page is added in the list.
Finding the state b j (t) is again equivalent to finding the useful pages in lb j (t).
We will use two extra structures. The first structure is an array FT j (t) which for any time t provides access to the first useful page in lb j (t). Entries in array FT j have the form <time, pid> where pid is a page address.
If the first useful page of the list changes at some t, a new entry with time = t and the pid of the new first useful page is appended in FT j . This array can be implemented as a multilevel, paginated index since entries are added to it in increasing time order.
To find the remaining useful pages of lb j (t), every useful page must know which is the next useful page after it in the list. This is achieved by the second structure which is implemented inside every list page. In particular, this structure has the form of an array stored in the page area of size B -B r . Let NT(A) be the array inside page A. This array is maintained for as long as the page is useful. Entries in NT(A) are also of the form <time, pid>, where pid corresponds to the address of the next useful page after useful page A.
If during the usefulness period of some page A, its next useful page changes many times, NT(A)
can become full. Assume this scenario happens at time t and let C be the useful page before page A. Page A is then artificially turned to non-useful (even if it still has more than V alive records) and is replaced by a copy of it, page . We call this process artificial, since it was not caused by an 
NT(E)
"artificial" entry
NT(A')
A' 20 insertion in this page. To achieve good answer clustering, the alive oids from such a page are merged with the alive oids of a sibling useful page (if such a sibling exists) to create one (or two, depending on the number of alive oids) new useful page(s). The new useful page(s) may not be full of record oids, i.e., future oid insertions can be accommodated there. As a result, when a new oid is inserted, the list of useful pages is serially searched and the new oid is added in the first useful page found that has space (in the B r area) to accommodate it. Details are described in the Appendix.
To answer a temporal membership query for oid k at time t the appropriate bucket b j , where oid k would have been mapped by the hashing scheme at t must be found. This part is the same with the evolving-set approach. Reconstructing the state of bucket b j (t) is performed in two further steps. First, using t the first useful page in lb j (t) is found by searching array FT j (which corresponds to searching the time-tree of each bucket in the evolving-set approach). This search is bounded by There are two differences between the evolving-list and the evolving-set approaches. First, updating using the Snapshot Index remains constant, while in the evolving list the whole current list may have to be searched for adding or deleting an oid. Second, the nature of reconstructing b j (t)
is different. In the evolving-list reconstruction starts from the top of the list pages while in the evolving-set reconstruction starts from the last page of the bucket. This may affect the search for a given oid depending whether it has been placed near the top or near the end of the bucket.
Performance Analysis
We compared Partially Persistent Hashing (PPH) against Linear Hashing (in particular Atemporal linear hashing, to be discussed later), the MVBT and the R*-tree. The implementation and the experimental setup are described in 5.1, the data workloads in 5.2 and our findings in 5.3.
Method Implementation -Experimental Setup.
We set the size of a page to hold 25 oid records (B=25). An oid record has the following form, <oid, start_time, end_time, ptr>, where the first field is the oid, the second is the starting time and the third the ending time of this oid's lifespan. The last field is a pointer to the actual object (which may have additional attributes).
We first discuss the Atemporal linear hashing (ALH). It should be clarified that ALH is not the ephemeral linear hashing whose evolution the partially persistent hashing observes and stores.
Rather, it is a linear hashing scheme that treats time as just another attribute. This scheme simply maps objects to buckets using the object oids. Consequently, it "sees" the different lifespans of the same oid as copies of the same oid. We implemented ALH using the scheme originally proposed Another approach for Atemporal hashing would be a scheme which uses a combination of oid and the start_time or end_time attributes. However this approach would still have the same problems as ALH for temporal membership queries. For example, hashing on start_time does not help for queries about time instants other than the start_times.
The Multiversion B-tree (MVBT) implementation is based on [BGO+96] . For fast updating the MVBT uses a buffer that stores the pages in the path to the last update (LRU buffer replacement policy is used). Buffering during updating can be very advantageous since updates are directed to the most current B-tree, which is a small part of the whole MVBT structure. In our experiments we set the buffer size to 10 pages. The original MVBT uses this buffer for queries, too. However, for a fair comparison with the other methods when measuring the query performance of the MVBT we invalidate the buffer content from previous queries. Thus the measured query performance is independent from the order in which queries are executed. Finally, in the original MVBT, the process of answering a query starts from a root* array. For every time t, this array identifies the root of the B-tree at that time (i.e., where the search for the query should start from). Even though the root* can increase with time is small enough to fit in main memory. Thus we do not count I/O accesses for searching root*.
As with the Snapshot Index, a page in the MVBT is "alive" as long as it has at least q alive records. If the number of alive records falls below q this page has to be merged with a sibling (this is called a weak version underflow). On the other extreme, if a page has already B records (alive or not) and a new record has to be added, the page splits (a page overflow). Both conditions need special handling. First, a time-split happens (which is like the copying procedure of the Snapshot Index). All alive records in the split page are copied to a new page. Then the resulting new page has to be incorporated in the structure. The MVBT requires that the number of alive records in the new page should be between q+e and B-e where e is a predetermined constant. Constant e works 22 as a buffer that guarantees that the new page can be split or merged only after at least e new changes. Not all values for q, e and B are possible as they must satisfy some constraints; for details we refer to [BGO+96] . In our implementation we set q = 5 and e = 4. The directory pages of the MVBT have the same format as the data pages.
For the Partially Persistent Hashing we implemented both the set-evolution (PPH-s) and the list-evolution (PPH-l) approaches. Both approaches observe an ephemeral linear hashing LH(t) whose load l(t) lies between f=0.1 and g=0.2. Array H which identifies the hashing scheme used at each time is kept in main-memory, so no I/O access is counted for using this structure. This is similar to keeping the root* array of the MVBT in main memory. In all our experiments the size of array H is never greater than 15 KB. Unless otherwise noted, PPH-s was implemented with u = 0.3 (various other values for usefulness parameter u were also examined). Since the entries in the time-tree associated with a bucket have half the oid record size, each time-tree page can hold up to 50 entries.
In the PPH-l implementation, the space for the oid records For the R*-tree method we used two implementations, one with intervals (Ri) in a twodimensional space, and another with points in a three-dimensional space (Rp). The Ri implementation assigns to each oid its lifespan interval; one dimension is used for the oids and one for the lifespan intervals. When a new oid k is added in set S at time t, a record <k, [t, now), ptr> is added in an R*-tree data page. If oid k is deleted at , the record is updated to <k, [t, ), ptr>.
Directory pages include one more attribute per record so as to represent an oid range. The R p implementation has similar format for data pages, but it assigns separate dimensions for the start_time and the end_time of the object's lifespan interval. Hence a directory page record has seven attributes (two for each of the oid, start_time, end_time and one for the pointer). During updating, both R*-tree implementations use a buffer (10 pages) to keep the pages in the path leading to the last update. As with the MVBT, this buffer is not used for the query phase.
Workloads.
Various workloads were used for the comparisons. Each workload contains an evolution of a dataset S and temporal membership queries on this evolution. More specifically, a workload is defined by triplet W=(U,E,Q), where U is the universe of the oids (the set of unique oids that appeared in the evolution of set S), E is the evolution of set S and Q = {Q 1 , .... , Q r } is a collection of queries, where r = |U| and Q k is the set of queries corresponds to oid k.
Each evolution starts at time 1 and finishes at time MAXTIME. Changes in a given evolution were first generated per object oid and then merged. First, for each object with oid k, the number n k of the different lifespans for this object in this evolution was chosen. The choice of n k was made using a specific random distribution function (namely Uniform, Exponential, Step or Normal)
whose details are described in the next section. The start_times of the lifespans of oid k were generated by randomly picking n k different starting points in the set {1,..., MAXTIME}. The end_time of each lifespan was chosen uniformly between the start_time of this lifespan and the start_time of the next lifespan of oid k (since the lifespans of each oid k have to be disjoint). Finally the whole evolution E for set S was created by merging the evolutions for every object.
For another "mix" of lifespans, we also created an evolution that picks the start_times and the length of the lifespans using Poisson distributions; we called it the Poisson evolution.
A temporal membership query in query set Q is specified by tuple (oid,t). The number of queries Q k for every object with oid k was chosen randomly between 10 and 20; thus on average, Q k~1 5. To form the (k,t) query tuples the corresponding time instants t were selected using a uniform distribution from the set {1, ... , MAXTIME}. The MAXTIME is set to 50000 for all workloads.
Each workload is described by the distribution used to generate the object lifespans, the number of different oids, the total number of changes in the evolution n (object additions and deletions), the total number of object additions NB, and the total number of queries.
Experiments.
First, the behavior of all implementations was tested using a basic Uniform workload. The number In summary, the PPH-s has the best overall performance. Similarly with the comparison between ephemeral hashing and B-trees, the MVBT tree behaves worse than temporal hashing (PPH-s) for temporal membership queries. The ALH is slightly better than PPH-s only in space requirements, even though not significantly. The R-tree based methods are much worse than PPHs in all three performance criteria.
To consider the effect of lifespan distribution all approaches were compared using four additional workloads (namely the exponential, step, normal and poisson). These workloads had the same number of distinct oids (|U| = 8000), number of queries (115878) and similar n (~0.5M) and NB (~30) parameters. The Exponential workload generated the n k lifespans per oid using an exponential distribution with probability density function and mean =30.
The total number of changes was n = 487774, the total number of object additions was NB = the Rp used consistently more query and update than Ri and similar space). The results resemble the previous uniform workload. As before, the PPH-s approach has the best overall performance using slightly more space than the "minimal" space of ALH. PPH-l has the same query performance and comparable space with PPH-s but uses much more updating. Note that in Figure   5 .a, the query performance of Ri has been truncated to fit the graph (on average, Ri used about 10, 13, 11 and 10 I/O's per query in the exponential, step, normal and poisson workloads respectively). The results appear in Figure 6 . The query performance of atemporal hashing deteriorates as NB increases since buckets become larger (Figure 6.a) . The PPH-s, PPH-l and MVBT methods have a query performance that is independent of NB (this is because in all three methods the NB lifespans of a given oid appear at different time instants and thus do not interfere with each other). The query performance of Ri was much higher and it is truncated from Fig. 6 .a. Interestingly, the Ri query performance decreases gradually as NB increases (from 12.6 I/O's to 9.4 I/O's). This is because Ri clustering improves as NB increases (there are more records with the same key).
PPH-s outperforms all methods in update performance (Figure 6 .b). As with querying, the updating of PPH-s, PPH-l and MVBT is basically independent of NB. Because of better clustering with increased NB, the updating of Ri gradually decreases. In contrast, because increased NB implies larger bucket sizes, the updating of ALH increases. The space of all methods increases with NB as there are more changes n per evolution (Table 1) . The ALH has the lower space, followed by the PPH-s; the MVBT has the steeper space increase (for NB values 80 and 100, MVBT used 68K and 84.5K pages).
The effect of the number of distinct oids used in an evolution was examined by considering three variations of the uniform workload. The number of distinct oids |U| was: 5000, 8000 and Table 2 . The results appear in figure 7 . The query performance of PPH-s and PPH-l is independent of |U|. In contrast, it increases for both MVBT and Ri (the Ri used about 10.4, 12 and 13 I/O's per query). The reason for this increase is that there are more oids stored in these tree structures thus increasing the structure's height (this is more evident in Ri as all oids appear in the same tree). In theory, ALH should also be independent of the universe size |U|; the slight increase for ALH in Figure 7 .a is due to the "controlled" splits policy that constrained ALH to a given space utilization. Similar observations hold for the update performance. Finally, the space of all methods increases because n increases (Table 2 ).
From the above experiments, the PPH-s method appears to have the most competitive performance among all solutions. As mentioned in section 4.1.2, the PPH-s performance can be further optimized through the setting of usefulness parameter u. hashing (PPH) was presented. For queries and updates, this scheme behaves as if a separate, ephemeral dynamic hashing scheme is available on every state assumed by set S over time.
Conclusions and Open Problems
However the method still uses linear space. By hashing oids to various buckets over time, PPH reduces the temporal hashing problem into reconstructing previous bucket states. Two flavors of partially persistent hashing were presented, one based on an evolving-set abstraction (PPH-s) and one on an evolving-list (PPH-l). They have similar query and comparable space performance but PPH-s uses much less updating. Both methods were compared against straightforward approaches namely, traditional (atemporal) linear hashing scheme, two R*-tree implementations and the Multiversion B-Tree. The experiments showed that PPH-s has the most robust performance among all approaches. Partially persistent hashing should be seen as an extension of traditional external dynamic hashing in a temporal environment. The methodology is independent from which ephemeral dynamic hashing scheme is used. While the paper considers linear hashing, it applies to other dynamic hashing schemes as well. There are various open and interesting problems. Traditionally hashing has been used to speed up join computations. We currently investigate the use of temporal hashing to speed up temporal joins [SSJ94] . Another problem is to extend temporal membership queries to time intervals (find whether oid k was in any of the states set S had over an interval T). The discussion in this paper assumes temporal membership queries over a linear transaction-time evolution. It is interesting to investigate hashing in branched transaction environments [LST95] . Update and Space Analysis. Updating in the evolving-list approach is since the whole current list has to be searched until a new oid is added or an existing oid is updated as deleted. Despite page copying, the space is O(n j /B), where n j is the total number of changes recorded in the evolution of bucket b j . Note that n j contains both the real oid additions/deletions and the changes recorded due to bucket overflows. However, Lemmas 1 and 2 still apply, i.e., n j is proportional to the number of real changes.
Copying occurs when a page turns from useful to non-useful. This can happen when a page's NT array becomes full. It can be easily verified that the extra space used by the backward updating technique 
