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Abstract
We say that a first order formula Φ defines a graph G if Φ is true on G
and false on every graph G′ non-isomorphic with G. Let D(G) be the minimal
quantifier rank of a such formula. We prove that, if G is a tree of bounded
degree or a Hamiltonian (equivalently, 2-connected) outerplanar graph, then
D(G) = O(log n), where n denotes the order of G. This bound is optimal up
to a constant factor. If h is a constant, for connected graphs with no minor
Kh and degree O(
√
n/ log n), we prove the bound D(G) = O(
√
n). This result
applies to planar graphs and, more generally, to graphs of bounded genus.
Our proof techniques are based on the characterization of the quantifier
rank as the length of the Ehrenfeucht game on non-isomorphic graphs. We
use the separator theorems to design a winning strategy for Spoiler in this
game.
1 Introduction
We treat a graph G as a structure with a single anti-reflexive and symmetric binary
predicate E for the adjacency relation of G. Every closed first order formula Φ
with predicate symbols E and = is either true or false on G. The quantifier rank
of Φ is the maximum number of nested quantifiers in this formula (see Section 2
for formal definitions). Given two non-isomorphic graphs G and G′, we say that Φ
distinguishes G from G′ if Φ is true on G but false on G′. Let D(G,G′) denote the
minimum quantifier rank of a such formula.
The definability issues, studied in finite model theory, are important for such
areas in computer science as databases, model checking, and descriptive complexity
theory. The number D(G,G′) should be considered the measure of indistinguisha-
bility of the graphs by means of first order logic. The larger D(G,G′) is, the harder
is to find a difference between G and G′ expressible by a first order statement. A
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characterization of D(G,G′) in terms of partial isomorphisms between G and G′
and extensions thereof is given by Fra¨ısse´ [6]. Equivalently in essence, Ehrenfeucht
[5] characterizes D(G,G′) as the length of a Spoiler-Duplicator game on G and G′,
which provides us with a nice and robust tool for estimation of D(G,G′).
One of the simplest examples of graphs whose distinguishion requires large quan-
tifier rank is given by complete graphs. The lower bound D(Kn, Kn+1) > n is ob-
vious from the Ehrenfeucht characterization and matches the simple general upper
bound D(G,G′) ≤ n + 1 for G of order n and G′ non-isomorphic with G. A bit
less obvious, rather popular in the literature, examples of the first order similarity
are given by paths and cycles. Two paths or two cycles of distinct length turn out
indistinguishable by formulas of logarithmic quantifier rank: if m > n, then
D(Pn, Pm) > log2(n− 1)− 2 (1)
(e.g. [18, Theorem 2.1.3]) and
D(Cn, Cm) > log2 n (2)
(e.g. [18, Proof of Theorem 2.4.2] and [4, Example 2.3.8]). These lower bounds are
well known to be tight up to an additive constant (e.g. [18, Theorem 2.1.2]).
We say that a first order formula Φ defines a graph G if Φ distinguishes G from
all non-isomorphic graphs. Let D(G) denote the minimum quantifier rank of a such
formula. Complementing (1) and (2), it is not hard to show that
D(Pn) < log2 n+ 3 and D(Cn) < log2 n + 3 (3)
(cf. Remark 4.2). We here generalize (3) both for paths and cycles by showing that
D(G) = O(logn) (4)
for G of order n being, respectively, a tree of bounded degree or a Hamiltonian
outerplanar graph.
If we put no restriction on the degree, D(G) for a tree may be much bigger. For
example, for stars we have
D(K1,n−1, K1,n) = n. (5)
The same example shows that the hamiltonicity is essential for the definability of
outerplanar graphs with small (logarithmic) quantifier rank. Note, however, that for
outerplanar graphs the hamiltonicity should not be considered a strong structural
restriction. It is well known that every 2-connected component of an outerplanar
graph is an outerplanar graph (see e.g. [10]) and it is easy to see that 2-connected
outerplanar graphs are precisely Hamiltonian outerplanar graphs.
It is worth noting that the defining formulas assumed by (4) have a restricted
logical structure. We say that a first order formula Φ is in negation normal form
if the connective ¬ occurs in Φ only in front of atomic subformulas. If Φ is such a
formula, its alternation number is the maximum number of alternations of ∃ and ∀
in a sequence of nested quantifiers of Φ. Our proof of (4) produces defining formulas
in negation normal form whose alternation number is at most 2.
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The proof of (4) is based on the analysis of the Ehrenfeucht game on non-
isomorphic graphs G and G′, where G is a tree of bounded degree or Hamiltonian
outerplanar. The analysis is uniform for both classes of graphs and uses only the ex-
istence of a small separator in G. A separator of G is a set of vertices whose removal
splits G into connected components each having at most ǫn vertices. Cai, Fu¨rer,
and Immerman [3] prove that, if G has separator of size O(nδ), 0 < δ < 1, then G
is definable by a formula with counting quantifiers that has O(nδ) variables. For an
integer m, a counting quantifier ∃≥mxΨ means that there are at least m vertices x
for which the statement Ψ holds. Note that we use separators in a more complicated
situation than they were used in [3], where the power of counting quantifiers was
essential.
To prove the logarithmic bound (4), it is essential that trees and outerplanar
graphs have separators of constant size. For some larger classes, as planar graphs,
graphs of bounded genus, and, most generally, graphs with an excluded minor, there
exist separators of size O(
√
n) [14, 7, 1]. We are able to adapt our techniques for
connected graphs in these classes and prove the bound D(G) = O(
√
n) under the
restriction of the maximum vertex degree of G to O(
√
n/ logn). The connectedness
is here essential: for example, D(Trivm,2m, T rivm−1,2m+2) = 2m, where Triva,b is a
graph with a isolated edges and b isolated vertices. The restriction of the maximum
vertex degree is essential by (5). Note that the bounded degree, on its own right,
does not bound D(G) so much. Cai, Fu¨rer, and Immerman [3] construct a sequence
of graphs G whose maximum degree is 4 but nevertheless D(G) = Ω(n).
Related work. In [17] we prove that, if G and G′ are non-isomorphic graphs
of the same order n, then D(G,G′) ≤ (n + 3)/2. Simple examples show that this
bound is best possible up to an additive constant of 1. Thus, trees of bounded degree
and Hamiltonian outerplanar graphs should be considered classes of graphs definable
with low quantifier rank. Another important characteristics is the minimum number
of variables used in a distinquishing or defining formula (different occurrences of
the same variable are not counted). Note that this number does not exceed the
minimum quantifier rank. Immerman and Kozen [12] prove that every tree of degree
d, represented by a child-parent relation between vertices, is definable with at most
d variables. Grohe [8, 9] shows that planar graphs and, more generally, graphs
of bounded genus are definable by formulas with counting quantifiers using only
constantly many variables.
The paper is organized as follows. Section 2 contains the relevant definitions
from graph theory and logic. We present our approach in Section 3 and apply it
to trees of bounded degree and Hamiltonian outerplanar graphs in Section 4. In
Section 5 we handle the classes of graphs of bounded degree with separators.
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2 Preliminaries
2.1 Graphs
Given a graph G, we denote its vertex set by V (G). Throughout the paper, unless
stated otherwise, n denotes the order of G, that is, n = |V (G)|. Sometimes the order
of G will be denoted by |G|. The neighborhood of a vertex v consists of all vertices
adjacent to v and is denoted by Γ(v). The neighborhood of a set X ⊆ V (G) is
defined by Γ(X) =
⋃
v∈X Γ(v)\X . The degree of a vertex v is the number of vertices
in Γ(v). The maximum vertex degree of G is denoted by ∆(G). We say that graphs
in a class C have bounded degree if ∆(G) = O(1) for G in C. The distance between
two vertices of a graph G, u and v, is equal to the shortest length of a path between
u and v and denoted by d(u, v). The distance from a vertex u ∈ V (G) to a set
X ⊆ V (G) is defined by d(u,X) = minv∈X d(u, v).
A Hamilton cycle in a graph G is an ordering v1, . . . , vn of V (G) such that vi
and vi+1 are adjacent for all i < n and adjacent are also vn and v1. A graph with a
Hamilton cycle is called Hamiltonian.
An outerplanar graph is a planar graph embeddable in plane so that all vertices
lie on the border of the same face.
If X ⊆ V (G), then G[X ] denotes the subgraph induced by G on X . The result of
removal of all vertices in X from G is denoted by G\X , that is, G\X = G[V (G)\X ].
Definition 2.1 [1] If X ⊆ V (G), we call a connected component of G \ X an
X-flap.
We write G ∼= G′ if graphs G and G′ are isomorphic. A one-to-one map φ : X →
X ′, where X ⊆ V (G) and X ′ ⊆ V (G′), is a partial isomorphism from G to G′ if φ
is an isomorphism from G[X ] to G′[X ′].
A colored graph is a structure that, in addition to the anti-reflexive and symmetric
binary relation, has countably many unary relations Ci, i ≥ 1. The truth of Ci(v)
for a vertex v is interpreted as coloration of v in color i. We consider finite colored
graphs, whose vertices can have only finitely many colors. Most graph-theoretic
notions carry over colored graphs literally. For example, a colored graph is connected
iff so is its underlying graph. Note only that an isomorphism of colored graphs
preserves the adjacency relation and, moreover, matches a vertex of one graph to
an equally colored vertex of the other graph. If C is a class of graphs, color(C) will
denote the class of colored graphs whose underlying graphs are in C.
2.2 Logic
First order formulas are assumed to be over the set of connectives {¬,∧,∨}.
Definition 2.2 A sequence of quantifiers is a finite word over the alphabet {∃, ∀}.
If S is a set of such sequences, then ∃S (resp. ∀S) means the set of concatenations
∃s (resp. ∀s) for all s ∈ S. If s is a sequence of quantifiers, then s¯ denotes the result
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of replacement of all occurrences of ∃ to ∀ and vice versa in s. The set S¯ consists of
all s¯ for s ∈ S.
Given a first order formula Φ, its set of sequences of nested quantifiers is denoted
by Nest(Φ) and defined by induction as follows:
(1) Nest(Φ) consists only of the empty word if Φ is atomic.
(2) Nest(¬Φ) = Nest(Φ).
(3) Nest(Φ ∧Ψ) = Nest(Φ ∨Ψ) = Nest(Φ) ∪ Nest(Ψ).
(4) Nest(∃xΦ) = ∃Nest(Φ) and Nest(∀xΦ) = ∀Nest(Φ).
Definition 2.3 The quantifier rank of a formula Φ is the maximum length of a
string in Nest(Φ).
We adopt the notion of the alternation number of a formula (cf. [15, Definition 2.8]).
Definition 2.4 Given a sequence of quantifiers s, let alt(s) denote the number of
occurrences of ∃∀ and ∀∃ in s. The alternation number of a first order formula Φ is
the maximum alt(s) over s ∈ Nest(Φ).
Definition 2.5 Given a graph G and a first order formula Φ over vocabulary
{E,=}, we say that Φ distinguishes G from G′ if Φ is true on G but false on G′.
By D(G,G′) (resp. Dk(G,G
′)) we denote the minimum quantifier rank of a formula
(with alternation number at most k resp.) distinguishing G from G′.
We say that Φ defines G (up to isomorphism) if Φ distinguishes G from any non-
isomorphic graph G′. By D(G) (resp. Dk(G)) we denote the minimum quantifier
rank of a formula defining G (with alternation number at most k resp.).
Note that D(G,G′) = mink≥0Dk(G,G
′) and D(G) = mink≥0Dk(G). The follow-
ing proposition is a simple consequence of the well-known fact that over a fixed finite
relational vocabulary there are only finitely many inequivalent first order formulas
of bounded quantifier rank.
Proposition 2.6 For every graph G it holds D(G) = max {D(G,G′) : G′ 6∼= G} and
Dk(G) = max {Dk(G,G′) : G′ 6∼= G}.
2.3 Games
The Ehrenfeucht game is played on a pair of structures of the same type. We give
a definition in the terminology of graphs.
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Definition 2.7 Let G and G′ be graphs with disjoint vertex sets. The r-round
Ehrenfeucht game on G and G′, denoted by Ehrr(G,G
′), is played by two players,
Spoiler and Duplicator, with using r pairwise distinct pebbles p1, . . . , pr, each given
in duplicate. Spoiler starts the game. A round consists of a move of Spoiler followed
by a move of Duplicator. In the s-th round Spoiler selects one of the graphs G or
G′ and places ps on a vertex of this graph. In response Duplicator should place the
other copy of ps on a vertex of the other graph. It is allowed to place more than one
pebble on the same vertex. We will use xs (resp. ys) to denote the vertex of G (resp.
G′) occupied by ps, irrespectively of who of the players places the pebble on this
vertex. The pair of sequences x¯ = (x1, . . . , xs) and y¯ = (y1, . . . , ys) is a configuration
of the game after the s-th round. If after every of r rounds it is true that
xi = xj iff yi = yj for all i, j ≤ s,
and the component-wise correspondence x¯ to y¯ is a partial isomorphism from G to
G′, this is a win for Duplicator; Otherwise the winner is Spoiler.
The k-alternation Ehrenfeucht game on G and G′ is a variant of the game in
which Spoiler is allowed to switch from one graph to another at most k times during
the game, i.e., in at most k rounds he can choose the graph other than that in the
preceding round.
The main technical tool we will use is given by the following statement.
Proposition 2.8 Let G and G′ be non-isomorphic graphs.
(1) D(G,G′) equals the minimum r such that Spoiler has a winning strategy in
Ehrr(G,G
′).
(2) Dk(G,G
′) equals the minimum r such that Spoiler has a winning strategy in
the k-alternation Ehrr(G,G
′).
We refer the reader to [4, Theorem 1.2.8], [11, Theorem 6.10], or [18, Theorem 2.3.1]
for the proof of the first claim and to [16] for the second claim.
2.4 Notation
Throughout the paper log n means the logarithm base 2. We will use [n] to denote
the set {1, . . . , n}. For a function f , by f (k) we will denote the k-fold composition
of f .
3 Spoiler’s winning strategy based on separators
Lemma 3.1 Let x¯, y¯ be a configuration after the s-th round of the Ehrenfeucht
game on colored graphs G, G′. Given I ⊂ [s], let XI = {xh : h ∈ I} and YI =
{yh : h ∈ I}. Assume that there are i, j ∈ [s] and I ⊂ [s] such that xi and xj are in
the same XI-flap F of G while yi and yj are in different YI-flaps of G
′. Then Spoiler
is able to win in at most ⌈log |F |⌉ moves, playing only in G.
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Proof. Let dF be the standard metric on F , i.e., dF (z1, z2) is the shortest length
of a path from z1 to z2 through vertices of F .
Spoiler sets u1 = xi, u2 = xj , v1 = yi, v2 = yj, and places a pebble on a vertex
u in F such that dF (u, um) ≤ ⌈dF (u1, u2)/2⌉ for both m = 1, 2. Let v ∈ V (G′) be
selected by Duplicator in response to u. For both m = 1, 2 there is a path of length
at most ⌈dF (u1, u2)/2⌉ from u to um through vertices of G \ XI . In contrast with
this, for m = 1 or m = 2 there is no path from v to vm through vertices of G
′ \ YI .
For this particular value of m, Spoiler resets u1 = u, u2 = um, v1 = v, v2 = vm
and applies the same strategy once again. Therewith Spoiler ensures that, in each
round, v1 and v2 are in different YI-flaps of G
′. Eventually, unless Duplicator loses
earlier, dF (u, um) = 1 for both m = 1, 2, that is, u1, u, u2 is a path in F . As there is
no path from v1 to v2 inside G
′ \ YI , the isomorphism is broken and Spoiler wins.
To estimate the number of moves made, notice that initially dF (u1, u2) ≤ |F |−1
and for each subsequent u1, u2 this distance becomes at most f(dF (u1, u2)), where
f(α) = (α + 1)/2. Therefore the number of moves does not exceed the minimum k
such that f (k)(|F | − 1) < 2. As (f (k))−1(β) = 2kβ − 2k + 1, the latter inequality is
equivalent to 2k > |F | − 2, which proves the bound. ✷
Remark 3.2 The bound ⌈log |F |⌉ in Lemma 3.1 is tight up to a small additive
constant. For example, let 2Cn be the disjoint union of two cycles of length n. It is
known (e.g. [4, Example 2.3.8]) that Duplicator can survive in the Ehrenfeucht game
on 2Cn and Cn during ⌊log(n− 1)⌋ rounds for any strategy of Spoiler, in particular,
when Spoiler’s first move is in one component of 2Cn and his second move is in the
other component of 2Cn (Cn and both components of 2Cn are considered ∅-flaps).
We now give a fairly rudimentary definition of a separator that abstracts away
some important features usually associated with this notion. These features will be
specified a bit later (cf. Definition 3.5).
Definition 3.3 Let C be a class of graphs. Let k be a function from N to R. A
separator of size k for C is a function sep defined on graphs in C such that, for every
G ∈ C, sep(G) ⊆ V (G) and | sep(G)| ≤ k(n). We call the separator hereditary if,
for every G ∈ C, all sep(G)-flaps are in C. We will extend sep over colored graphs
by setting sep(G˜) = sep(G) for an arbitrary coloration G˜ of a graph G.
Let C be a class of connected graphs with hereditary separator sep of size k(n).
For each i ≥ 0, we now describe a winning strategy Si for Spoiler applicable to the
Ehrenfeucht game on colored graphs G and G′ such that G ∈ color(C) and G′ is
arbitrary non-isomorphic with G. The strategy Si is designed so that Spoiler reduces
play on G to play on a sep(G)-flap F , where the index i means that this trick can
be used up to i times.
Strategy S0.
Spoiler selects all vertices of G. If this is still not a win (G is isomorphic to a proper
induced subgraph of G′), then Spoiler selects one more vertex u in G′. This is
Spoiler’s win for any choice of u. Nevertheless, we will need an additional condition:
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If possible (e.g., G′ is also connected), u must be adjacent to a vertex that was
selected in G′ by Duplicator.
Strategy Si, i ≥ 1.
As usually, we denote the order of G by n. If G′ is disconnected, Spoiler selects 2
vertices in different components of G′ and then applies the strategy of Lemma 3.1
(with I = ∅) winning in at most ⌈log n⌉ next moves. Assume that G′ is connected.
If k(n) ≥ n, then Spoiler applies the strategy S0. Assume that k(n) < n.
Let X = sep(G) and k = |X|. Spoiler first selects all k vertices of X . Let
(x1, . . . , xk), (y1, . . . , yk) be the configuration at this stage of the game. Note that
X = {x1, . . . , xk} and let X ′ = {y1, . . . , yk}. Assume that Duplicator still does not
lose.
We now modify coloring of each X-flap and each X ′-flap in the following way.
Let A1, . . . , Ak be colors that occur neither in G nor in G
′. If F is X-flap (resp. X ′-
flap), then, for every i ≤ k, the color Ai is assigned to all those vertices of F that are
adjacent to xi in G (resp. to yi in G
′). It should be stressed that we introduce new
colors solely for the sake of technical convenience and this puts no new constraint on
Duplicator: If Duplicator violates a new color, he therewith violates the adjacency
to a previously selected vertex. Our technical benefit is that now, if Spoiler and
Duplicator play on an X-flap F and X ′-flap F ′, we can forget about the rest of G
and G′ because Spoiler’s win in the game on F and F ′ will mean his win in the
game on G and G′ as well.
Given a colored graph H , let m(H) (resp. m′(H)) denote the number of X-flaps
(resp. X ′-flaps) isomorphic to H (the flaps are assumed with modified colorings).
Observe that the partial isomorphism φ : X → X ′ established by Duplicator extends
to an isomorphism from G to G′ iff m(H) = m′(H) for all H . As G 6∼= G′, there is
H with m(H) 6= m′(H).
Case 1: There is an H with m(H) > m′(H). Spoiler starts to select one vertex
in each X-flap isomorphic to H . At latest in the (m′(H) + 1)-th round Duplicator
either selects two vertices in the same X ′-flap isomorphic to H or selects a vertex in
an X ′-flap F ′ non-isomorphic to H . In the former case Spoiler applies the strategy
of Lemma 3.1 and wins in at most ⌈log |H|⌉ moves. In the latter case Spoiler applies
the strategy Si−1 on graphs F and F
′, where F is the X-flap, isomorphic to H , that
is visited by Spoiler in the same round when Duplicator visits F ′. Spoiler follows
Si−1 on F and F
′ as long as Duplicator plays inside F and F ′. If in any round
Spoiler selects a vertex in F but Duplicator replies with a vertex outside F ′, Spoiler
switches to the strategy of Lemma 3.1 and wins in at most ⌈log |F |⌉ moves. We do
not need to specify the strategy Si for the case when Spoiler selects a vertex in F
′
but Duplicator replies with a vertex outside F because this is a loss of Duplicator
(see Lemma 3.4 below). Note that we so far have not encountered the situation
when Spoiler switches from G to G′, except the strategy S0.
Case 2: m(H) ≤ m′(H) for all H. It follows that the number of X-flaps, that
will be denoted by f , is strictly less than the number of X ′-flaps. In the subsequent
f moves Spoiler selects one vertex in each X-flap. Then, in the next move Spoiler
selects a vertex u in an X ′-flap F ′ that was not visited by Duplicator so that u is
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adjacent to a vertex in X ′ (such a vertex exists in F ′ because G′ is connected and
there can be no path from F ′ to X ′ through other flaps). Duplicator is enforced to
select in response yet another, the second, vertex in one of X-flaps, say, in F . Then
Spoiler applies the strategy of Lemma 3.1 and wins in at most ⌈log |F |⌉ moves. This
completes the description of the strategy Si.
Lemma 3.4 Let C be a class of connected graphs with hereditary separator sep. Let
t ≥ 1. Consider the Ehrenfeucht game on colored graphs G ∈ color(C) and G′ 6∼= G in
which Spoiler follows St and Duplicator follows an arbitrary fixed strategy. Assume
that during the course of the game Spoiler invokes the strategy St−1 on X-flap F
and X ′-flap F ′. If afterwards Spoiler selects a vertex in F ′ but Duplicator responds
with a vertex outside F , this is an immediate loss for Duplicator.
Proof. We start with some notation. Let q, 0 ≤ q ≤ t − 1, be the smallest
number such that the strategy Sq is invoked during the course of the game. Set
Ft = G, F
′
t = G
′, and Xt+1 = X
′
t+1 = ∅. If q ≤ i ≤ t, let Xi = sep(Fi) and X ′i be the
subset of V (G′) that Duplicator takes into correspondence with Xi. Furthermore,
let Fi and F
′
i be respectively Xi+1- and X
′
i+1-flaps on which Spoiler applies the
strategy Si. In particular, X = Xt, X
′ = X ′t, F = Ft−1, and F
′ = F ′t−1. Note that
Xi ⊂ V (Fi) and V (Fi) ⊂ V (Fi+1).
Tracing trough the description of St, it is easy to see that, as St−1 is known to be
invoked, Spoiler can change G for G′ only when invoking Sl for some q ≤ l ≤ t− 1
and, moreover, if l > 0, there must be Case 2.
Assume that Spoiler selects a vertex u in F ′ and consider first the case that l > 0.
Thus, u is selected in the X ′l -flap F
′
l−1 so that d(u,X
′
l) = 1. Assume that Duplicator
responds with v ∈ V (G) and does not lose. Therefore d(v,Xl) = 1 too. Notice that
Γ(Xl) ⊆ V (Fl) ∪ ⋃ti=l+1Xi. Since all vertices in the Xi’s are already occupied, we
conclude that v ∈ V (Fl) ⊂ . . . ⊂ V (Ft−1) = V (F ).
Consider now the case that l = 0. Spoiler selects u in the last round of the play on
F0 and F
′
0 with the strategy S0. Recall that u is selected in F
′
0 so that u is adjacent
to a vertex y previously selected in F ′0 be Duplicator. Let x be a counterpart of
y in F0. Hence Duplicator is forced to select a v ∈ V (G) that is adjacent to x.
Since Γ(F0) ⊆ ⋃ti=1Xi consists of previously occupied vertices, Duplicator loses
anyway. ✷
Definition 3.5 Let m be an integer and ǫ ∈ (0, 1). A separator sep for a class of
graphs C is called an m-flap ǫ-separator if, for every G ∈ C, there are at most m
sep(G)-flaps and each of them has at most ǫn vertices.
We now estimate the length of the Ehrenfeucht game if Spoiler follows the strat-
egy St, where the choice of t is optimized for our purposes.
Lemma 3.6 Suppose that C is a class of connected graphs with hereditary m-flap
ǫ-separator sep of size k(n), where the function k is assumed to be defined over
reals and non-decreasing. For i ≥ 0, let the strategies Si be based on sep. If
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G and G′ are colored graphs such that G ∈ color(C) and G′ 6∼= G, let Li(G,G′)
denote the minimum r such that Spoiler wins Ehrr(G,G
′) following Si, regardless
of Duplicator’s strategy. Set t = ⌈log(n/m)/ log(ǫ−1)⌉. Then
Lt(G,G
′) <
t−1∑
i=0
k(ǫin) +m(t + 1) + log n+ 2.
Proof. Assume that H ∈ color(C) and H ′ is an arbitrary connected colored
graph. Fix the strategy Si for Spoiler and an arbitrary strategy D for Duplicator.
Consider the Ehrenfeucht game on H and H ′ in which the players follow these
strategies. Let li(H,H
′) denote the number of rounds till Spoiler wins or a position
as in Lemma 3.1 occurs. Note first that
l0(H,H
′) ≤ |H|+ 1. (6)
Let n = |H|. If n is such that k(n) ≥ n, we have
li(H,H
′) = l0(H,H
′) ≤ n + 1 ≤ k(n) + 1. (7)
Otherwise Spoiler selects all vertices of sep(H) and the further play depends on
which of Cases 1 or 2 takes place. In Case 2 we have
li(H,H
′) ≤ k(n) +m+ 1. (8)
In Case 1, suppose that the strategy Si−1 is invoked on subgraphs F and F
′. Then
it is easy to see that
li(H,H
′) ≤ k(n) +m+ li−1(F, F ′) (9)
and this bound exceeds the bounds (7) and (8). Notice that |F | ≤ ǫn.
Assume that G′ is connected and let n = |G|. By a simple inductive argument,
(9) and (6) imply that
lt(G,G
′) ≤
t−1∑
i=0
k(ǫin) +mt + ǫtn + 1 ≤
t−1∑
i=0
k(ǫin) +m(t+ 1) + 1,
where the latter inequality follows by the choice of t. Since Duplicator’s strategy D
was chosen arbitrary, by the description of Si and Lemma 3.1 we have
Lt(G,G
′) ≤ lt(G,G′) + ⌈log(ǫn)⌉ <
t−1∑
i=0
k(ǫin) +m(t + 1) + logn + 2.
In the case that G′ is disconnected, we easily have a better bound
Lt(G,G
′) ≤ ⌈log n⌉+ 2.
This completes the proof. ✷
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Lemma 3.7 Suppose that C is a class of connected graphs with hereditary m-flap
ǫ-separator of size k, where k is a constant and ǫm > 1. Then for every G ∈ C it
holds
D2(G) <
(
k +m
log(ǫ−1)
+ 1
)
log n+m+ 2.
Proof. By Proposition 2.6, we actually have to estimate D2(G,G
′) uniformly
for all G′ 6∼= G. We use the characterization of D2(G,G′) as the length of the
Ehrenfeucht game given by Proposition 2.8. We may consider G and G′ colored
graphs (whose vertices satisfy no color relation), because the length of the game will
obviously remain the same. As G ∈ C, Spoiler can apply the strategy St with t as
in Lemma 3.6. By this lemma, he wins in less than tk +m(t+ 1) + log n+ 2 moves
with
t <
log(n/m)
log(ǫ−1)
+ 1 <
log n
log(ǫ−1)
,
the latter inequality because ǫm > 1. This easily implies the bound claimed. It
remains to notice that, following St, Spoiler makes at most 2 alternations between
G and G′. The alternation from G to G′ happens when, under the invocation of
some Sl, l ≤ t, for the first time there occurs Case 2. Afterwards Spoiler goes
back to G and wins without further invocation of Sl−1 and hence without further
alternation. ✷
4 Application to trees and outerplanar graphs
Theorem 4.1 Let d ≥ 2 be a constant. If G is a tree of maximum vertex degree d,
then
D2(G) < cd logn + d+ 2, (10)
where cd = (d+ 1)/ log(3/2) + 1.
Proof. We use the well-known fact that every tree has 2
3
-separator of size 1 (see
e.g. [14] Let Cd consists of all trees of degree at most d. Any separator for Cd is
obviously hereditary, and it is easy to see that a 1-vertex separator splits a G ∈ Cd
in at most d flaps. Lemma 3.7 applies to Cd and implies (10). ✷
Remark 4.2 The constants cd in Theorem 4.1 are not the best possible. For ex-
ample, if d = 2, the optimal constant is 1 because D1(Pn) < log n + 3. Indeed, if G
is disconnected, then D1(Pn, G) < log n + 3 by Lemma 3.1. If G is connected with
∆(G) > 2, then clearly D0(Pn, G) ≤ 4. If G = Cm, then D1(Pn, G) ≤ 3. Finally, if
G = Pm is another path, then D1(Pn, G) < logn + 3 by [18, Theorem 2.1.2].
Theorem 4.3 If G is a Hamiltonian outerplanar graph, then
D2(G) < c logn + 9,
where c = 12/ log(3/2) + 1 < 22.
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The theorem directly follows from Lemma 3.7 and Lemma 4.5 below. It is well
known [13] that every outerplanar graph has 2
3
-separator of size 2. If a graph is in
addition Hamiltonian, then there are obviously only 2 flaps. However, for the class
of Hamiltonian outerplanar graphs such separator is not hereditary. Fortunately, we
are able to extend the class of Hamiltonian outerplanar graphs to a wider class with
hereditary constant-flap 2
3
-separator of constant size.
Definition 4.4 We will further on abbreviate the term Hamiltonian outerplanar
as HOP. An edge-deleted HOP graph (to be abbreviated as 1-e.d.HOP) is a graph
which is not HOP but becomes such after joining a pair of vertices by an edge. A
2-edge-deleted HOP graph (to be abbreviated as 2-e.d.HOP) is a connected graph
which is not 1-e.d.HOP but becomes such after joining a pair of vertices by an edge.
Let O be the class of HOP, 1-e.d.HOP, and 2-e.d.HOP graphs.
Lemma 4.5 The class O has hereditary 7-flap 2
3
-separator of size 5.
Proof. We will use the fact that outerplanar graphs have 2-vertex 2
3
-separators.
Assume that G ∈ O and show the existence of an appropriate separator in G.
Provided any separator X of G is specified, by 〈v1, . . . , vq〉 we will denote the X-flap
containing the vertices v1, . . . , vq (if such exists).
Case 1: G is HOP. Let {s1, s2} be a 23-separator of G and C be a Hamilton cycle
in G. For i = 1, 2, denote the neighbors of si in C by ai and bi as shown in Figure 1.
The separator splits G in two flaps 〈a1, a2〉 and 〈b1, b2〉. If a1 and a2 (resp. b1 and b2)
are adjacent, the flap 〈a1, a2〉 (resp. 〈b1, b2〉) is HOP, otherwise it is 1-e.d.HOP. For
the completeness notice the possibility that a1 = a2 or b1 = b2, which can happen
for graphs on at most 6 vertices.
Case 2: G is 1-e.d.HOP. Let {c1, c2} be the edge that G lacks to become a HOP
graph G¯. Let C be a Hamilton cycle of G¯. Given u, v ∈ V (G), by [u, v] we will
denote the set of vertices on the arc of C from u to v that does not contain {c1, c2}
(if such exists).
Let {s1, s2} be a 23 -separator of G¯. If {s1, s2} and {c1, c2} intersect, {s1, s2}-flaps
of G and G¯ are the same, and we essentially have Case 1. Assume that {s1, s2} and
{c1, c2} are disjoint and denote the neighbors of si in C by ai and bi as in Figure 1
(some of the vertices shown there may coincide).
Note that [a1, a2] can be connected neither to [b1, c1] nor to [b2, c2]. As easily
seen, the flap 〈a1, a2〉 is either HOP or 1-e.d.HOP, depending on if a1 and a2 are
adjacent. If [b1, c1] and [b2, c2] are connected by an edge, 〈b1, c1〉 = 〈b2, c2〉 is the
second {s1, s2}-flap which is 1-e.d.HOP or 2-e.d.HOP, depending on the adjacency of
b1 and b2; otherwise 〈b1, c1〉 and 〈b2, c2〉 are two flaps, HOP or 1-e.d.HOP depending
on the adjacency of b1, c1 and b2, c2 respectively.
Case 3: G is 2-e.d.HOP. Let {c1, c2} and {d1, d2} be the edges that G lacks
to be a HOP graph G¯. Let C be a Hamilton cycle of G¯. Given u, v ∈ V (G), by
[u, v] we now denote the set of vertices on the arc of C from u to v that does not
contain {c1, c2} and {d1, d2} (if such exists). Furthermore, [u, v) = [u, v] \ {v} and
(u, v] = [u, v] \ {u}.
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Figure 1: Proof of Lemma 4.5
Let {s1, s2} be a 23-separator of G¯. If {s1, s2} and {c1, c2, d1, d2} intersect, we
essentially have Case 2. Assume they do not. Denote the neighbors of si in C by
ai and bi. Two different subcases, depicted in Figure 1, are possible (some of the
vertices may coincide).
Subcase 3.1: s1 and s2 are separated in C by the missing edges {c1, c2} and
{d1, d2}. Note that neither [d1, a1] nor [d2, a2] can be connected to any of [b1, c1] and
[b2, c2]. If [d1, a1] is connected to [d2, a2], the flap 〈d1, a1〉 = 〈d2, a2〉 is 1-e.d.HOP or
2-e.d.HOP, depending on whether a1 and a2 are adjacent or not. Otherwise, 〈d1, a1〉
and 〈d2, a2〉 are two flaps, each HOP or 1-e.d.HOP. All the same is true for the pair
[b1, c1] and [b2, c2].
Subcase 3.2: s1 and s2 are in C not separated by {c1, c2} and {d1, d2}. Note that
[b1, a2] cannot be connected to any of [d1, a1], [b2, c1], and [d2, c2], and that 〈b1, a2〉 is
a HOP or 1-e.d.HOP flap. If one of [d1, a1], [b2, c1], and [d2, c2] is disconnected to the
other two, then the corresponding of the components 〈d1, a1〉, 〈b2, c1〉, and 〈d2, c2〉
is HOP or 1-e.d.HOP, and the other two are also HOP or 1-e.d.HOP (if there is no
edge between the corresponding arcs) or they are the same 1-e.d.HOP or 2-e.d.HOP
flap (if a such edge exists).
Consider now the case that one of [d1, a1], [b2, c1], and [d2, c2] is connected to the
other two, that is, 〈d1, a1〉 = 〈b2, c1〉 = 〈d2, c2〉. Without loss of generality, assume
that [d1, a1] is connected to [d2, c2]. Let e1 be the nearest to a1 vertex in [d1, a1] that
sends an edge to [d2, c2]. Let e2 be the nearest to c2 vertex in [d2, c2] that sends
an edge to [d1, a1]. It is not hard to see that e1 and e2 are adjacent. Assume that
[d1, a1] is connected by an edge to [b2, c1] and let f be the nearest to c1 vertex in
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[b2, c1] sending an edge to [d1, a1].
In addition to s1 and s2, remove from G also e1, e2, and f , thereby extending
the separator to {s1, s2, e1, e2, f}. Then an inner edge (i.e. an edge not in C) may
be only between [d1, e1) and [d2, e2), (e1, a1] and [b2, f), (f, c1] and (e2, c2]. It is easy
to see that, if [d1, e1) and [d2, e2) are connected by an edge, then 〈d1〉 = 〈d2〉 is a
2-e.d.HOP or 1-e.d.HOP flap; otherwise 〈d1〉 and 〈d2〉 are two flaps, each HOP or
1-e.d.HOP (one of them may disappear if d1 = e1 or d2 = e2). A completely similar
situation is with the pairs (e1, a1], [b2, f) and (f, c1], (e2, c2].
If [d1, a1] and [b2, c1] are not connected by an edge, we add to the separator only
e2 and, similarly to the above, deal with two pairs [d1, a1], [d2, e2) and (e2, c2], [b2, c1].
In the worst case, the separator we have constructed consists of 5 vertices and
has 7 flaps. ✷
5 Bounded degree graphs with separators
Definition 5.1 Let G be a graph and X ⊂ V (G). We call two X-flaps, F1 and
F2, similar if the identity map of X onto itself extends to an isomorphism from
G[X ∪ V (F1)] to G[X ∪ V (F2)]. We say that a separator sep for a class of graphs
C has at most s similar flaps if, for every G ∈ C, the maximum number of pairwise
similar sep(G)-flaps is bounded by s.
An m-flap separator obviously has at most m similar flaps, and we hence can
expect more classes to have separators with bounded number of similar flaps rather
than with bounded number of all flaps. We now modify the strategy Si so that it
will guarantee a fast Spoiler’s win on graphs possessing separators with bounded
number of similar flaps. The price will be an increase of the number of alternation
between the graphs during the game.
We denote the modified strategy by S∗i . Like Si, this is a strategy for Spoiler
in the Ehrenfeucht game on non-isomorphic colored graphs G and G′, where G
is a connected graph in color(C) and a class of graphs C has separator sep. The
only difference of S∗i from Si concerns Case 2. In this case Spoiler chooses a flap
H such that m(H) < m′(H) and during m(H) rounds selects one vertex in each
X-flap isomorphic to H . Recall that all flaps are considered with the modified
coloring. Note that two X-flaps with modified colorings can be isomorphic only if
their underlying graphs are similar in the sense of Definition 5.1. Thus, m(H) ≤ s,
where s is the maximum number of similar X-flaps.
In the next move Spoiler selects a vertex u in F ′, an X ′-flap isomorphic to H
that has not been visited by Duplicator, so that d(u,X ′) = 1. If Duplicator responds
with a vertex in an X-flap isomorphic to H , then, as this X-flap already contains
a selected vertex, Spoiler is able to apply the strategy of Lemma 3.1 and win in at
most ⌈log |H|⌉ subsequent moves. If Duplicator responds with a vertex in an X-flap
F non-isomorphic to H , then Spoiler restricts the game to F and F ′ and applies the
strategy S∗i−1. If in any round Spoiler selects a vertex in F but Duplicator replies
with a vertex outside F ′, Spoiler switches to the strategy of Lemma 3.1 and wins in
14
at most ⌈log |F |⌉ moves. If Spoiler selects a vertex in F ′ but Duplicator replies with
a vertex outside F , this is an immediate loss of Duplicator: Lemma 3.4 holds true
for S∗i with literally the same proof.
Lemma 5.2 Suppose that a class of connected graphs C has hereditary ǫ-separator
sep of size k(n) with at most s similar flaps, where the function k is assumed to
be defined over reals and non-decreasing. For i ≥ 0, let the strategies S∗i be based
on sep. If G and G′ are colored graphs such that G ∈ color(C) and G′ 6∼= G, let
Li(G,G
′) denote the minimum r such that Spoiler wins Ehrr(G,G
′) following Si,
regardless of Duplicator’s strategy. Set t = ⌈(log n
s+1
)/ log(ǫ−1)⌉. Then
Lt(G,G
′) <
t−1∑
i=0
k(ǫin) + (s+ 1)(t+ 1) + log n+ 2.
The proof is almost identical to the proof of Lemma 3.6.
Lemma 5.3 Let s ≥ 2, c > 0, ǫ, δ ∈ (0, 1) be constants such that ǫ(s + 1) > 1.
Suppose that C is a class of connected graphs with hereditary ǫ-separator having at
most s similar flaps and size k(n) = cnδ. Set a = 2 logn/ log(ǫ−1) + 1. Then, for all
G ∈ C, it holds
Da(G) <
c
1− ǫδn
δ +
(
s+ 1
log(ǫ−1)
+ 1
)
logn + s+ 3. (11)
Proof. It is easy to see that, following S∗i , Spoiler during the game makes at
most 2i + 1 alternations between G and G′. Similarly to the proof of Lemma 3.7,
we conclude from Lemma 5.2 that
D2t+1(G) <
t−1∑
i=0
k(ǫin) + (s+ 1)t+ log n+ s + 3,
where
t <
log n
s+1
log(ǫ−1)
+ 1 ≤ log n
log(ǫ−1)
(the latter inequality by the condition ǫ(s + 1) > 1). To obtain (11), it remains to
notice that 2t+ 1 < a and
∑t−1
i=0 k(ǫ
in) = cnδ(1− ǫδt)/(1− ǫδ). ✷
Seeking for applications of Lemma 5.3, we consider the following classes of graphs
for which ǫ-separators of size O(
√
n) are known.
Planar graphs. An efficient construction of 2
3
-separators of size 2
√
2
√
n is given
in [14]. The constant 2
√
2 is improved to 3
2
√
2 in [2].
Graphs of genus g (embeddable in a surface of genus g). An efficient construction
of 2
3
-separators of size O(
√
gn) is given in [7].
Graphs with no Kh minor. An efficient construction of
1
2
-separators of size
h3/2
√
n is given in [1].
To see inclusions between these classes, note that planar graphs are, in other
words, graphs of genus 0, and that a graph of genus g cannot have a Kh minor if
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g < (h−3)(h−4)/12. The Robertson-Seymour Graph Minor Theorem implies that
every proper class of graphs closed under minors is, for some h, contained in the
class of graphs with excluded Kh minor.
Unfortunately, for the above classes no bound o(n) for the number of similar
flaps is possible. We therefore need to put an additional restriction.
Lemma 5.4 Let sep be a separator for a class of graphs C. Let Cd denote the
restriction of C to connected graphs of degree at most d. Then sep is a separator
for Cd with at most d similar flaps.
Proof. Suppose that G ∈ Cd and X = sep(G). Since G is connected, all X-
flaps are connected by an edge to X . Pairwise similar X-flaps, by definition, are all
connected by an edge to the same vertex of X . The maximum number of such flaps
is therefore at most d. ✷
Theorem 5.5 Let H(G) denote the smallest h such that a graph G does not have
a minor Kh. Then, for every connected G,
D2 logn+1(G) < (2 +
√
2)H(G)3/2
√
n+ (∆(G) + 2)(log n+ 1) + 1. (12)
In particular, if H(G) = O(1) and ∆(G) = O(
√
n/ logn), then
D2 logn+1(G) = O(
√
n).
If G is connected planar, then
D2 logn/ log(3/2)+1(G) < (
9
2
√
2 + 3
√
3)
√
n+
(
∆(G) + 1
log(3/2)
+ 1
)
log n+∆(G) + 3. (13)
If G is connected and has genus g, then
D2 logn/ log(3/2)+1(G) < c
√
g
√
n+
(
∆(G) + 1
log(3/2)
+ 1
)
log n+∆(G) + 3, (14)
where c is a constant.
Proof. Let us prove the bound (12). Fix an arbitrary connected graph G
and denote h = H(G) and d = ∆(G). Let C(G) consists of all connected induced
subgraphs of G. Clearly, every graph in C(G) has degree at most d and no minor
Kh. By [1] and Lemma 5.4, graphs in C(G) have 12-separators of size h3/2
√
n with
at most d similar flaps. Since C(G) is closed under connected induced subgraphs,
the separator is hereditary. Thus, Lemma 5.3 applies and completes the proof. The
bounds (13) and (14) follow in the same way from the separator theorems of [2]
and [7]. ✷
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