A complementary technique to decision-diagram-based model checking is SAT-based bounded model checking (BMC), which reduces the model checking problem to a propositional satisfiability problem so that the corresponding formula is satisfiable iff a counterexample or witness exists. Due to the branching time nature of computation tree logic (CTL), BMC for the universal fragment of CTL (ACTL) considers a counterexample in a bounded model as a set of bounded paths. Since the existential fragment of CTL (ECTL) is dual to ACTL, and ACTL formulas are often negated to obtain ECTL ones in practice, we focus on BMC for ECTL and propose an improved translation that generates a possibly smaller propositional formula by reducing the number of bounded paths to be considered in a witness. Experimental results show that the formulas generated by our approach are often easier for a SAT solver to answer. In addition, we propose a simple modification to the translation so that it is also defined for models with deadlock states.
Introduction
SAT-based bounded model checking (BMC) is a complementary technique to decision-diagrambased model checking [5] . By exploiting the observation that many real-life models have "shallow" counterexamples or witnesses, BMC only considers finite prefixes of infinite paths. It translates the semantics of temporal logic, bounded by some integer k, into a propositional formula, and leverages a SAT solver to check for satisfiability. If the formula is determined to be satisfiable, a counterexample or witness can be generated from the truth assignment produced by the SAT solver. Otherwise, k is increased progressively until either a counterexample or witness is found, or some preset upper bound is reached. BMC was first proposed for linear temporal logic (LTL) [1, 2] and later applied to the universal fragment of computation tree logic (ACTL) [15] and ∀µ-calculus [14, 19] . Decision-diagram-based techniques inspired by the same idea were also proposed [18, 21] .
In computation tree logic (CTL), the existential fragment (ECTL) is dual to ACTL, i.e., the negation of an ACTL formula is an ECTL formula. Therefore, these two fragments of CTL can often be considered together. In this paper, we focus on SAT-based BMC for ECTL, which is different from applying BMC to LTL, since the general form of ECTL witnesses is tree-like [9] . In [6, 15, 22] , a counterexample or witness in a bounded model is represented as a set of bounded paths. Different encoding schemes based on proof system were proposed in [14, 19] , in the larger context of ∀µ-calculus. In this paper, we improve the translation to propositional formulas from [6, 15, 22] by reducing the number of bounded paths that must be considered. Our approach generates a smaller formula, which is often easier for a SAT solver to answer, or the same one as in the classic approach, in the worst case. In addition, we propose a simple modification to the translation so that it is also defined for models with deadlock states.
The remainder of this paper is organized as follows. Section 2 defines ECTL and its bounded semantics, and presents the translation of bounded semantics into a propositional formula. Section 3 proposes an improved translation to produce a possibly smaller propositional formula. Section 4 compares the classic approach and ours with respect to the minimum bound to find a witness, which determines the earliest possibility for BMC to provide an answer, and with respect to the complexity of propositional formulas, in terms of the number of symbolic states considered to form a witness. Section 5 modifies the translation to cope with models containing deadlock states. Section 6 describes our experimental design and presents the results, while Section 7 concludes our discussion and outlines future work.
Background
We denote sets by calligraphic letters (e.g., A), except for the natural numbers N = {0, 1, ...}.
Kripke Structures and ECTL
A model is represented as a Kripke structure M = (S, S init , N , A, L), where S is the state space, S init ⊆ S is the set of initial states, N ⊆ S × S is the total transition relation, A is a set of atomic propositions, and L : S → 2
A is a labeling function that gives the atomic propositions holding in each state (subject to true ∈ A holding in every state). Let P be the set of paths in M , i.e., infinite sequences (s 0 , s 1 , ...) of states, where (s i , s i+1 ) ∈ N for any i ∈ N.
We consider ECTL, the existential fragment of the temporal logic CTL [8] , where formulas have the following syntax (ϕ and ρ are ECTL formulas, a is an atomic proposition):
and the conditions for state s in model M to satisfy formula ϕ, written s |= ϕ (M is omitted for brevity), are as follows:
(formulas EFϕ and E(ϕRρ) can be expressed as E(trueUϕ) and EGρ ∨ E(ρU(ϕ ∧ ρ)), respectively, so we do not discuss them separately).
ACTL, the universal fragment of CTL, is the dual of ECTL. A counterexample to AXϕ, AGϕ, or A(ϕUρ) is a witness for EX(¬ϕ), EF(¬ϕ), or E(¬ρU(¬ϕ ∧ ¬ρ)) ∨ EG(¬ρ), respectively (where the negation ¬ can be recursively "pushed down" to atomic propositions), i.e., the negation of an ACTL formula is an ECTL formula.
Bounded Semantics of ECTL
Given a model M = (S, S init , N , A, L) and k ∈ N, a k-path, or a path of length k, is a finite sequence π = (s 0 , ..., s k ) of k + 1 states such that (s i , s i+1 ) ∈ N for any i ∈ {0, ..., k − 1}. Let π[i] denote s i , the i-th state in π. A k-path, though finite, can still represent an infinite path if the last state is the same as any of the previous states. We define a function loop(π) to determine if a k-path π is a loop:
In our definition, a loop is thus a k-path containing at least two states [12] . This is slightly different from the notation in [2, 15] , which explicitly requires a back loop from the last state to some state on the path: {i ∈ {0, ..., k} Figure 1 illustrates the two ways of thinking about, and defining, the same loop. We choose this notation because encoding state equivalence is often simpler and more compact than encoding a transition relation step. Our notation requires k ≥ 1, which we then assume in the rest of the paper. 
, where P k is the set of all the k-paths in M . The bounded semantics is defined over a k-model M k .
Definition 2.2 (Bounded semantics of ECTL)
. Let M k be the k-model of a model M , s a state of M , a an atomic proposition, and ϕ, ρ ECTL formulas. The conditions for s in M k to satisfy ϕ, written s |= k ϕ (M k is omitted for brevity), are defined as follows:
Theorem 2.1. Let M be a model, R the reachable states of M , s a state of M , and ϕ an ECTL formula. Then, s |= ϕ iff s |= k ϕ for some k ∈ {1, ..., |R|}.
Based on Theorem 2.2, an ECTL model checking problem is reduced to an ECTL BMC problem: the unbounded and bounded semantics are equivalent for a sufficiently large bound.
Translation into a Propositional Formula
SAT-based BMC for ACTL formulas was proposed in [15] , and later improved with a more efficient translation to propositional formulas [6, 22] . Since it begins with negating an ACTL formula, this approach actually checks an ECTL formula over a bounded model. Compared to the original BMC for LTL [2] , the main difference is that this approach represents a witness or counterexample as a set of symbolic k-paths, due to the branching time nature of CTL. For example, a witness for EG(EFa) contains a lasso-shaped loop of length k where EFa holds in every state, and, for each state on that loop, a path of length k showing that we can reach a state satisfying a from it. The bound k does not describe the size of a potential witness or counterexample, but the length of each individual path demonstrating satisfaction or violation of a subformula in a state.
The number of k-paths needed to check an ECTL formula is given by a function f k :
where f k (EGϕ) is slightly different from that in [6, 15, 22] because of our loop notation. For example, given a bound k, the maximum witness to show E(ϕUρ) consists of a k-path
Symbolically, a state is represented as a vector of boolean variables. Let π i denote the i-th symbolic k-path, which is a sequence of k + 1 symbolic states. Checking an ECTL formula ϕ over a bounded model M k is then reduced to checking the satisfiability of a propositional
• [M k ] ϕ is a propositional formula that enforces the f k (ϕ) state sequences to be valid k-paths and π 0 [0] to be an initial state:
where I(s) iff s ∈ S init and N (s, s ) iff (s, s ) ∈ N .
•
k is a propositional formula that assembles k-paths and enforces ϕ or subformulas of ϕ on each corresponding k-path; specifically, [ϕ, s] i k enforces ϕ on the i-th k-path, where the first state of that k-path must be equivalent to s (unless ϕ is a pure propositional formula):
k is slightly different from that in [6, 15, 22] .
For example, the interpretation of [E(ϕUρ), s]
i k is as follows: First, the first state of π i is equivalent to the given state s. Then, for each j ∈ {0, ..., k}, we start from π i+1 to search for a witness for ρ in
We refer to the translation above as the Classic approach.
Theorem 2.3. Let M be a model, and ϕ an ECTL formula.
In practice, it is often the case that, if M |= ϕ, there exists a small k such that M |= k ϕ, i.e., a "shallow" witness exists. This is the reason why BMC is often very efficient in error detection. The deeper the witness is, the less advantage BMC has.
Improved Translation of Bounded Semantics
We now give an example to explain how we improve on Classic. Given an ECTL formula, the goal of BMC is to find a witness demonstrating satisfaction. Figure 2 (a) can be viewed as a witness for EG(EFa) when k = 3, consisting of two k-paths, (1, 2, 3, 2) and (3, 4, 5, * ), where * can be any valid state, because we can extract Figure 2 (b) from it. By reusing paths, we can represent a witness in such a compact form. For example, the witness for EFa in state 2 is built by concatenating state 2 to the witness for EFa in state 3. BMC can benefit from this compact form, since the minimum k to find a witness is determined by the longest subpath (not counting * ) in it. We can find the witness in Figure 2 (a) when k = 3, since the longest subpath is (1, 2, 3, 2). Without reusing, we must have k = 4, since the longest subpath is now (1, 2, 3, 4, 5), the witness for EFa in state 1, and use five k-paths to find that witness (in a different form) as shown in Figure 2 Given two states s and s such that (s, s ) ∈ N , if E(ϕUρ) (or EGϕ) holds in s , and ϕ holds in s, then E(ϕUρ) (or EGϕ) also holds in s. This is due to the inductive definitions of CTL temporal operators, and can be exploited to improve the translation of bounded semantics. To enforce E(ϕUρ) to hold in every state along a finite path, we only need to enforce E(ϕUρ) to hold in the last state, and ϕ ∨ ρ in any previous state. Similarly, in the case of EGϕ, we only need to enforce EGϕ to hold in the last state, while ϕ is enough in any previous state. This potentially reduces the number of necessary k-paths, thus the size of the resulting propositional formula, to represent a witness in the bounded model. We then define an auxiliary function µ : ECT L → ECT L providing the sufficient predecessor formula to be enforced in "any previous state":
and ϕ an ECTL formula. If s |= ϕ and s |= µ(ϕ), then s |= ϕ.
Proof. We only need to prove correctness in the cases of conjunction, EU, and EG.
• If s |= E(ϕUρ) and s |= ϕ ∨ ρ, then s |= E(ϕUρ): If s |= ρ, it is trivial to see that s |= E(ϕUρ). If s |= ϕ, since s has a successor s |= E(ϕUρ), then s |= E(ϕUρ) by the definition of EU.
The proof for conjunction and EG is based on induction on the structure of the ECTL formula. The basis is that µ(a) = a, whose correctness is trivial.
Assume that, if s |= ϕ and s |= µ(ϕ) then s |= ϕ, and that, if s |= ρ and s |= µ(ρ) then s |= ρ. By these assumptions, we have s |= ϕ and s |= ρ, thus s |= ϕ ∧ ρ.
• If s |= EGϕ and s |= µ(ϕ), then s |= EGϕ: Assume that, if s |= ϕ and s |= µ(ϕ) then s |= ϕ. Since s |= EGϕ, we have s |= ϕ, thus s |= ϕ by assumption; since s has a successor s |= EGϕ, s |= EGϕ by the definition of EG.
It is worthwhile to emphasize that Theorem 3.1 does not hold if we define µ(ϕ ∨ ρ) as µ(ϕ) ∨ µ(ρ). Consider the simple example where ϕ = EGa and ρ = EGb, in Figure 3 . (EGa) ∨ (EGb) does not hold in s, because (s, s , s ), obtained through path reuse, is not a witness for (EGa) ∨ (EGb) in s, even though a ∨ b holds in s and (s , s ) witnesses (EGa) ∨ (EGb) in s . 
According to Theorem 3.1, given a finite path (s 0 , ..., s n ), to enforce an ECTL formula ϕ in s i for any i ∈ {0, ..., n}, we enforce s n |= ϕ but just s i |= µ(ϕ), for i ∈ {0, ..., n − 1}, which usually simplifies the formula to be enforced in s i .
We define function g k , as an improvement of f k , giving the potentially smaller number of k-paths needed to check an ECTL formula in a bounded model. g k differs from f k only in the case of EU and EG:
For example, given a bound k, the maximum witness to show E(ϕUρ), according to our approach, consists of a k-path (s 0 , ..., s k ), g k (ρ) k-paths to show s k |= ρ, g k (ϕ) paths to show s k−1 |= ϕ, and, for each i ∈ {0, ..., k − 2}, g k (µ(ϕ)) k-paths to show s i |= µ(ϕ), since s i |= ϕ can be inferred.
Then, we update the translation of conjunctive, EU, and EG formulas to propositional formulas (while we just replace f k with g k for the remaining formulas):
We refer to this new translation as the Reuse approach. The templates of ACTL and ECTL formulas guaranteeing that their instances have linear counterexamples and witnesses (if they exist) have been studied in [4, 20] . For formulas instantiated from linear ECTL templates, g k (ϕ) = f k (ϕ), i.e., Reuse generates exactly the same propositional formula as Classic. For some ECTL formulas whose general form of witnesses is not linear (e.g., EG(EXa), (EGa) ∨ (EGb)), the two approaches may also generate the same formulas. A complete template of ECTL formulas for which g k (ϕ) < f k (ϕ) is still unclear.
Comparison of the Two Translation Approaches
In this section, we compare Classic and Reuse with respect to the minimum bound needed to find a witness (Section 4.1) and the complexity of propositional formulas (Section 4.2).
Minimum Bound to Find a Witness
We Proof. To prove this theorem, it suffices to consider the ECTL formula ϕ = E(E(aUb)Uc) and the model shown in Figure 4 
Complexity of Propositional Formulas
We now compare the complexity of propositional formulas generated by Classic and Reuse in terms of the number of symbolic states needed to form a witness, N Classic (ϕ) = (k + 1) · f k (ϕ) and N Reuse (ϕ) = (k + 1) · g k (ϕ). Modern SAT solvers accept formulas in conjunctive normal form (CNF) as input. A common practice to transform a propositional formula into CNF is Tseitin transformation [16, 17] , which introduces additional boolean variables to avoid an exponential growth in the size of the CNF formula. Therefore, N Classic and N Reuse do not quantitatively depict the size of the search space a SAT solver explores or the hardness of the formula, but affect the efficiency of CNF transformation, and it seems plausible to compare and use them as a way to assess the hardness of the formula. We first consider the simple formula EG(EFa). Table 1 lists the values of N Classic (EG(EFa)) and N Reuse (EG(EFa)) w.r.t. k. It can be seen that N Classic (EG(EFa)) grows quadratically, while N Reuse (EG(EFa)) grows linearly, as k increases. The larger k is, the more significant the difference becomes. 
Then, let us investigate a family of more complex formulas. Let a i be an atomic proposition for i ∈ N and consider the family of ECTL formulas {ϕ 1 , ϕ 2 , ...}, where ϕ 1 = E(a 0 Ua 1 ) and ϕ i = E(ϕ i−1 Ua i ) for i ≥ 2. According to Def. 2.4, f k (ϕ 1 ) = 1 and, for i ∈ {2, ..., n},
, from which we can conclude that
Finally,
Now we compute N Reuse (ϕ i ). According to Def. 3.2, g k (ϕ 1 ) = 1, g k (ϕ 2 ) = 2, and, for i ∈ {3, ..., n},
We build two geometric series by rewriting the equation above as
Therefore, the two geometric series have ratio
, respectively. Following similar steps to those used to compute f k (ϕ i ), we obtain
Combining the two equations above, we have:
Note that i is a constant for a given formula in the family we are considering. Therefore, according to Equations 1 and 2,
2 ). To visualize the difference between the two, we plot N Classic (ϕ 3 ) and N Reuse (ϕ 3 ) in Figure 5 . It can be clearly observed that, as k increases, N Reuse (ϕ 3 ) grows significantly slower than N Classic (ϕ 3 ). 
Coping with Models Containing Deadlock States
Generally, CTL assumes that the model does not contain any deadlock state. Unfortunately, this assumption is not true for many real-life models. For models containing deadlock states, using either Classic or Reuse may fail to find a witness if deadlock states are part of every witness. Figure 6 shows a simple model containing a deadlock state 4. Suppose we are searching a witness for EF(a ∧ EFb), which consists of two k-paths. There is no such witness when k = 1, because we must take two steps from the initial state to reach a state where a holds. When k = 2, the corresponding propositional formula is also unsatisfiable, because we are not able to build a path of length 2 from state 3. A common practice to cope with models containing deadlock states is to add a self-loop to every deadlock state. When using a SAT solver, we propose another approach that adds additional variables to the propositional formula, so that the formula allows k-paths whose actual length is smaller than k. Each symbolic state π i [j] is associated with a boolean variable τ i,j , called transition flag, which is true if and only if
We modify the encoding of [M k ] as follows:
relaxes the assumption that π i [j] must have successors, by simply setting τ i,l to false for l ∈ {j + 1, ..., k} if π i [j] is a deadlock state. The constraint
can take an arbitrary state.
The translation of EX, EF, and EU formulas is also updated (we demonstrate the modification to Reuse; similar modification can also be applied to Classic):
Of course, if the model is known to be deadlock-free (using a priori knowledge, or some deadlock detection technique), the proposed modification should not be applied, as it increases the size of the resulting formulas.
Experiments
We describe our experimental design in Section 6.1 and present the results in Section 6.2.
Experimental Design
We implemented both Classic and Reuse in the model checker SMART [7] , making use of the SAT solver Nigma [10, 11] . Our benchmark suite is a subset of models and CTL formulas from the CTL cardinality examination of the Model Checking Contest (MCC) 2018 (https: //mcc.lip6.fr/). Models are described as Petri nets, most of which have one or more scaling parameters, affecting size and complexity. An experimental instance is a pair of a model instance and an ECTL formula. To select a set of instances eligible for our experiment, we apply the following filtering process:
1. Run SMART up to 1 hour to determine if the model instance is a safe Petri net (the maximum number of tokens at each place is 1). Discard unsafe Petri nets, so that the places in the remaining model instances can be represented as binary variables (while the places in bounded unsafe Petri nets can be represented using one-hot or binary encoding, we restrict ourselves to safe Petri nets for convenience). In practice, we used the results published in MCC 2018. This leaves 2,256 instances.
2. The formulas associated with the remaining model instances are first simplified if some subformulas can be determined to be true or false, using knowledge that the model instance is a safe Petri net. We remove constant true or false formulas and pure propositional formulas (leaving 1,288 instances). Then, the formulas are transformed into negation normal form (NNF) and ACTL formulas are negated to obtain ECTL ones. We remove non-ECTL formulas (leaving 845 instances), non-nested formulas (leaving 278 instances), and formulas that are instances of linear ECTL templates (leaving 110 instances). We also remove formulas containing summations, e.g., the total number of tokens in a set of places (leaving 89 instances). Therefore, the remaining experimental instances have non-trivial ECTL formulas that may have non-linear witnesses and do not contain summations. Finally, we have 89 instances, taken from 60 model instances from 22 different models. Among the 89 instances, the ECTL formulas hold in 50 instances, do not hold in 32 instances, while it is not known whether they hold in the remaining 7 instances, according to SMART.
To compare the performance of the two translation approaches, we run BMC up to k = 20. For each k, the SAT solver is given 10 minutes to work on the generated CNF formula. BMC terminates either if a witness is found for some k, or if, for every k up to 20, the SAT solver reports UNSAT or runs out of time. In the latter case, we cannot conclude satisfaction or violation of the corresponding ECTL formula, but we can tell that there is no witness up to the largest k for which the SAT solver reports UNSAT (no "simple" witness exists).
The model instances from MCC 2018 may contain deadlock states, thus we always apply the modification proposed in Section 5.
Experimental Results
First, we compare the time spent on transforming propositional formulas into CNF. Since Reuse never generates a larger propositional formula than Classic, it is expected to outperform Classic on this metric, and the results confirm our expectation. Figure 7 presents a logscale scatter plot comparing the total time (in seconds) spent on CNF transformation for each experimental instance. A data point above the diagonal means that CNF transformation completes faster using Reuse. From the plot, we can see that Reuse is often substantially better than Classic, and equal to it in the remaining cases, thus we conclude that CNF transformation always benefits from Reuse. Category 1 ( ) The ECTL formula holds, and at least one approach found a witness.
Category 2 ( ) The ECTL formula holds, but neither approach found a witness.
Category 3 ( ) The ECTL formula does not hold.
Category 4 (♦)
We do not know whether the ECTL formula holds or not. Figure 8 presents a logscale scatter plot comparing the total time (in seconds) spent on satisfiability checking. It also has a zoom-in view of the top-right corner in linear scale for clarity. A data point above the diagonal means that the SAT solver terminates (reporting SAT or UNSAT, or running out of time) in a shorter total time, working on the propositional formulas generated by Reuse. The pair of numbers i, j above a data point (omitted if 0, 0) report the number of timeouts for Reuse and Classic, respectively. For most instances, we can observe a better performance using Reuse.
Instances in Category 1 are those where we can take full advantage of BMC. For them, Reuse always found a witness faster. There is even one instance (the topmost in Figure 8 ) where Reuse found a witness but Classic did not. Beside the hardness of formulas, another reason why Reuse is more efficient is that it may find a witness using a smaller k, thus terminate earlier than Classic.
Most instances in Category 2 have relatively "deep" witnesses. BMC may find a witness running with a larger k, at the risk of working on a huge and complex propositional formula. The rightmost three 's below the diagonal are instances where the SAT solver struggled with the formulas generated by Reuse. We noticed more timeouts using Reuse in these instances, which provides more evidence of the well-known fact that there is no strict connection between the size and the hardness of formulas for satisfiability checking [13] .
In practice, BMC is not able to answer the instances in Category 3 and Category 4, since the upper bound of the maximal length of symbolic paths is the number of reachable states (see Theorem 2.2), often a huge number. In these cases, BMC can only tell us that no "simple" witness exists (up to the largest k for which the SAT solver reports UNSAT). We can see that most of the time, Reuse draws this conclusion faster than Classic.
Finally, we select an experiment instance from Category 1 for a detailed comparison for each value of k in Table 2 . The model instance is AutoFlight-PT-05a and the formula is the negation of A ((p33 ≤ p79)U AG(p89 ≤ p88)). BMC finds a witness for k = 17 using Classic and for k = 13 using Reuse. Vars, Clauses and Literals are the numbers of variables, clauses, and literals in the CNF formulas. We can see that the CNF formulas generated by Reuse grow slower and are significantly smaller than the ones generated by Classic. CNF and SAT are the time (in seconds) spent in CNF transformation and satisfiability checking, respectively. CNF transformation always benefits from Reuse, but satisfiability checking may not. With Reuse, the SAT solver spends more time reporting UNSAT for k = 8, 9, 10, 11, and 12, though this disadvantage is finally offset by reporting SAT and terminating for a smaller k. An explanation could be that for some model checking problems, a small CNF formula may also have a small unsatisfiable core, which can be deep and hard for a SAT solver to identify. For example, suppose that we are searching a k-path π where π[i] |= k EFa for any i ∈ {0, ..., k − 1}. For the formula generated by Classic, the SAT solver reports UNSAT as long as it finds an i such that π[i] |= k EFa. However, for the formula generated by Reuse, it reports UNSAT only when it proves that π[k − 1] |= k EFa.
In addition, the SAT solver reports SAT faster on a large formula (k = 17 for Classic; k = 13 for Reuse) than it reports UNSAT on a small formula (k = 16 for Classic; k = 12 for Reuse), which confirms that the hardness of satisfiable and unsatisfiable formulas should be evaluated using different criteria.
Conclusions and Future Work
We have presented an improved translation to propositional formulas for ECTL BMC, which generates smaller, or at worst the same formulas as the ones generated by Classic. Experimental results show that CNF transformation always benefits from our approach, and that satisfiability checking is more efficient most of the time. In addition, we proposed a simple modification to the translation so that it is also defined for models containing deadlock states.
BMC for ACTL formulas having linear counterexamples has been investigated in [20] . It seems promising to combine their work and ours, because our approach has advantages for formulas that are not instantiated from linear templates, thus the two approaches work on disjoint sets of ECTL and ACTL formulas and have no conflict in application.
In Def. 3.1, the sufficient predecessor formula of a disjunctive formula does not introduce any improvement: µ(ϕ∨ρ) = ϕ∨ρ. However, improvement is possible if we "push down" disjunction. For example, E(aUb)∨E(aUc) can be rewritten into E(aU(b∨c)), then µ(E(aU(b∨c))) = a∨b∨c. Therefore, simplifying and rewriting CTL formulas [3] may help path reuse achieve a broader applicability. 
