Abstract. We prove Weyl asymptotics N (r) = cr d +Oǫ(r d−κ+ǫ ), ∀ 0 < ǫ ≪ 1, for the counting function N (r) = ♯{λj ∈ C \ {0} : |λj| ≤ r 2 }, r > 1, of the interior transmission eigenvalues (ITE), λj. Here d denotes the space dimension and 0 < κ ≤ 1 is such that there are no (ITE) in the region {λ ∈ C : |Im λ| ≥ C(|Re λ| + 1) 1− κ 2 } for some C > 0.
Introduction and statement of results
Let Ω ⊂ R d , d ≥ 2, be a bounded, connected domain with a C ∞ smooth boundary Γ = ∂Ω. A complex number λ ∈ C, λ = 0, will be called interior transmission eigenvalue (ITE) if the following problem has a non-trivial solution:
     (∇c 1 (x)∇ + λn 1 (x)) u 1 = 0 in Ω, (∇c 2 (x)∇ + λn 2 (x)) u 2 = 0 in Ω,
where ν denotes the exterior Euclidean unit normal to Γ, c j , n j ∈ C ∞ (Ω), j = 1, 2 are strictly positive real-valued functions. The spectral problem for (ITE) is related to a non-selfadjoint operator A (see Section 3) and in the isotropic case c 1 (x) = c 2 (x) = 1 the boundary problem is not parameter-elliptic. For this reason many well known techniques developed for selfadjoint operators or for parameter-elliptic boundary problems are not applicable. The positive (ITE) are related to the inverse scattering problems and if λ = k 2 ∈ R is not a real (ITE), then the far-field operator F (λ) : L 2 (S d−1 ) −→ L 2 (S n−1 ) with kernel the scattering amplitude s(k, θ, ω) is injective and has a dense range. Thus we can determine these (ITE) from the far-field operator. Moreover, it is proved that in some cases the knowledge of all complex (ITE) determine the index of refraction of the scattering obstacle (see [1] , [3] ). For these reasons there is an increasing interest toward (ITE) and there have been recently a lot of papers concerning the existence and the spectral properties of (ITE) (see the survey [1] for a comprehensive review and more complete list of references).
In this paper we are interested in the distribution of all (ITE). Under some conditions the (ITE) form a discrete set in C \ {0} and they have as accumulation point only infinity (see for
The first author was partially supported by the ANR project NOVESOL. 1 instance [9] , [20] ). Introduce the counting function N (r) := ♯{λ j ∈ C \ {0} : |λ j | ≤ r 2 }, r > 1, where the eigenvalues are counted with their multiplicity (see Section 3 for the precise definition of the multiplicity). Recently, there have been many works concerning the Weyl asymptotics of N (r) in both isotropic (c 1 ≡ c 2 ≡ 1) and anisotropic cases (see [16] , [5] , [17] , [11] , [13] , [14] , [7] , [6] ). In [7] the case when Ω = {x ∈ R d : |x| ≤ 1} and c 1 ≡ c 2 ≡ 1, n 1 ≡ 1, n 2 = const = 1 has been investigated and for d = 1 a sharp asymptotics of N (r) with remainder O(1) has been established. In all other works only the leading term of N (r) was obtained. We should mention that in [11] the anisotropic case has been studied and the asymptotics of N (r) with a remainder is stated. However, the proof has a gap and only the asymptotics with leading term seems to be correct. The isotropic case is more difficult since the boundary problem is not parameter elliptic and the tools for elliptic boundary problems cannot be applied. In the isotropic case when n 1 (x) = 1, n 2 (x) > 1, ∀x ∈Ω, it has been recently established in [6] , [17] the asymptotics
where τ 1 and τ 2 are defined below. In [6] , [17] the analysis is based on the study of some trace class operators leading to an asymptotics
where p ∈ N is sufficiently large. Combining this asymptotics with the Tauberian theorem of Hardy and Littlewood, one obtains (1.2) and the remainder is given by the principal part divided by a logarithmic factor. To obtain a sharper remainder one could apply a more fine Tauberain theorem (see [15] ), but for this purpose it is necessary to establish asymptotics like (1.3) with sharper remainder for t lying on certain parabola in C. This seems to be a very difficult problem.
In the present work we follow another approach inspired by the paper [2] where asymptotics have been established for the number of the resonances associated to an exterior transmission boundary problem. The purpose is to study the asymptotic behavior of N (r) under the condition
(1.4)
Our main result is the following Theorem 1.1. Assume (1.4) fulfilled. Assume also either the condition
(1.6) Then, the (IT E) form a discrete set in C and we have the following asymptotics
for every 0 < ε ≪ 1, where Moreover, if in addition to (1.6) we assume either the condition 8) or the condition
then (1.7) holds with κ = 1 2 . To prove this theorem we use in an essential way the eigenvalue-free regions obtained in [23] . In fact, we show in the present paper a stronger result saying that if there are no interior transmission eigenvalues in a region of the form {λ ∈ C : |Im λ| ≥ C(|Re λ| + 1) 10) then the asymptotics (1.7) holds true. On the other hand, it is proved in [23] that under the assumptions of Theorem 1.1, we have indeed an eigenvalue-free region (1.10) with κ replaced by κ + ǫ, where κ is given by Theorem 1.1. Note that the parametrix construction of the Dirichletto-Neumann map in [18] , Section 11, suggests that for strictly convex domains there are reasons to believe that (1.10) is true with κ = 2 3 . Hence in this case our argument will imply immediately a better bound of the remainder in (1.7). It is also worth noticing that if we have an eigenvalue-free region of the form (1.10) with κ = 1, we get asymptotics with an almost optimal remainder term O ε (r d−1+ε ) in (1.7). However, the existence of such an eigenvalue-free region is a very difficult open problem.
Our proof is based on a trace formula (see Section 3 and (3.5)) which allows us to relate the number of the (ITE) with the number of the eigenvalues, ν j , of two self-adjoint operators for which the Weyl asymptotics is known to hold (see formula (3.6)). We apply this formula to obtain an asymptotics for N (r) − N (r/ √ 2), r → +∞, which is sufficient to prove (1.7). It is more convenient to work in the semi-classical setting, and we reduce our problem to a semiclassical one by introducing a small parameter h = √ 2 r , r ≫ 1. Thus we are going to count the number of points {h 2 λ j }, λ j being an (ITE), in a region of the form
provided we have an eigenvalue-free region (1.10) (see Proposition 3.7). Therefore, we have to make a change of variables λ = z/h 2 in (3.6). Next we construct a meromorphic function g h (z) with poles among the points {h 2 ν j } and such that if an (ITE), λ k , does not belong to the set {ν j }, then h 2 λ k is a zero of g h (z) and the multiplicities of the corresponding zeros of g h (z) and (ITE) agree. The main property of the function g h (z) is the estimate
provided the distance between z and the set {h 2 ν j } is greater than h M , ∀M > 0 (see Lemma 3.4) . This estimate plays a crucial role in the proof of (1.7). Finally, it should be mentioned that the construction of the function g h (z) is not trivial and it requires to build a semi-classical parametrix for the corresponding Dirichlet-to-Neumann map in the elliptic zone. This is carried out in Section 2 by using the parametrix construction in [23] .
2. Parametrix of the Dirichlet-to-Neumann map in the elliptic zone Let f ∈ H 1 (Γ) and consider the equation
where
1 2 < |Re z| < 3, |Im z| < 1}, c, n ∈ C ∞ (Ω) being strictly positive functions. The Dirichlet-to-Neumann map is defined by
where m ≥ 0, D ν = −ih∂ ν and γ denotes the restriction on Γ. Denote by G D the Dirichlet self-adjoint realization of the operator −n −1 ∇c∇ on the Hilbert space H = L 2 (Ω, n(x)dx). It is well-known that the spectrum of G D consists of a discrete set of positive eigenvalues which are also poles of the resolvent (λ
modulo an operator-valued function holomorphic at ν k , where Π k is a finite rank projection. The multiplicity of ν k is defined as being the rank of
The following properties of the Dirichlet-to-Neumann map are more or less well-known but we will give a proof for the sake of completeness.
modulo an operator-valued function holomorphic at h 2 ν k , where
where C > 0 is a constant which may depend on m.
Proof. Clearly, there exists an extension operator E m : H m+1 (Γ) → H m+3/2 (Ω) such that γE m f = f and E m f is supported near Γ. If f ∈ H m+1 (Γ) and z/h 2 does not belong to spec G D , it is easy to see that the solution u of (2.1) can be expressed by the formula
) is a meromorphic operator-valued function in z ∈ Z with poles among the poles of (h 2 G D − z) −1 and that (2.2) holds with
This implies rank Π k (h) ≤ rank Π k as desired. By (2.4) we also have
Clearly, we have
On the other hand, the coercive estimate
implies the bounds
Therefore, (2.3) follows from the above estimates and the proof is complete. ✷ Let (x ′ , ξ ′ ) be coordinates on T * Γ and denote by r 0 (x ′ , ξ ′ ) the principal symbol of the LaplaceBeltrami operator, −∆ Γ , on Γ equipped with the Riemannian metric induced by the Euclidean one in R d . It is well-known that r 0 is a polynomial function in ξ ′ , homogeneous of order 2, and
the functions ρ and ρ −1 are holomorphic in z ∈ Z and
with some constant C > 0. In what follows in this section we will construct a parametrix for the operator N (z, h)Op h (1 − χ), where Op h (1 − χ) denotes the h − ΨDO with symbol 1 − χ. In fact, this construction is carried out in [23] and here we will only recall the main points. First, notice that it suffices to make the construction locally and then to glue up all pieces by using a partition of the unity on Γ. Given an arbitrary point x 0 ∈ Γ, there exists a small neighborhood O(x 0 ) ⊂ Ω of x 0 and local coordinates (
, and in these coordinates the operator
Here we have set
matrix-valued function with smooth real-valued entries, q(x, ξ) = q(x), ξ , q(x) and q(x) being smooth functions. Moreover, we have r(0,
In [23] , it was constructed a parametrix, u ψ , of (2.1) satisfying the condition u ψ | x 1 =0 = Op h (1 − χ)ψf and having the form
where φ is as above and δ 1 > 0 is a small constant independent of x, ξ ′ , h, z. The phase ϕ is a complex-valued function such that
and the amplitude a satisfies a|
More generally, the functions ϕ and a are of the form
N ≫ 1 being an arbitrary integer. The phase ϕ satisfies the eikonal equation
and a satisfies the equation 6) where Ψ N , A N and B N are smooth functions. It was shown in Section 4 of
for all multi-indices α and β. Moreover, the functions a k,j , A N , B N are polynomials in ρ, ρ −1 and z, and therefore, they are holomorphic in z ∈ Z. As in [23] , it is easy to see that
is holomorphic in z and satisfies the bounds
with some ℓ independent of N and α. The parametrix,
Let {ψ j } J j=1 be a partition of the unity on Γ. Set
The operator
is an h − ΨDO on Γ with a principal symbol ρ(1 − χ), holomorphic in z ∈ Z. Let u ψ j be the solution of (2.1) with u ψ | Γ = Op h (1 − χ)ψf . Then u = J j=1 u ψ j is the solution of (2.1) with u| Γ = Op h (1 − χ)f . Moreover, it is easy to see that, if z/h 2 does not belong to spec G D , we have
which yields the identity
It follows from (2.7) and (2.9) that if N is taken large enough, the operator
is meromorphic with values in the trace class operators on L 2 (Γ). Let µ j (F ) be the characteristic values of F .
hj
where the constant C > 0 depends on m and N but is independent of z, h, j, and δ(z, h) is defined in Lemma 2.1.
Proof. We will use the well-known fact that the characteristic values of the Laplace-Beltrami operator on a compact Riemannian manifold without boundary (in our case Γ, dim
, ∀j (2.10) for every integer m ≥ 0. On the other hand, by using the trace theorem and Lemma 2.1, we obtain
Since the function χ is compactly supported, we have the bound
In view of (2.7) we also have
with some ℓ 1 independent of m and N , provided 0 ≤ m ≤ N/4 and N being large enough. By (2.11) and (2.12) we conclude
Clearly, (2.9) follows from (2.10) and (2.13) and the proof is complete. ✷
Analysis of the transmission eigenvalues
For λ ∈ C \ {0} define the operator R(λ)v = u, where u = (u 1 , u 2 ) and v = (v 1 , v 2 ) solve the problem
Denote by G (j) D , j = 1, 2, the Dirichlet self-adjoint realization of the operator −n
Differentiating this equation with respect to λ, one obtains easily the identity
Introduce the operator
Proposition 3.1. If T (λ) −1 is a meromorphic operator-valued function with residue of finite rank, the same is true for R(λ) and we have the formula
4)
Moreover, if γ 0 ⊂ C is a simple closed positively oriented curve which avoids the eigenvalues of G (j) D , j = 1, 2, as well as the poles of T (λ) −1 , then we have the identity
Proof. Clearly, if (u j , v j ) satisfies (3.1) and λ does not belong to spec G (1)
D , we have
where f = γu 1 = γu 2 . The boundary condition in (3.1) implies the identity
which clearly implies (3.4). Moreover, if T (λ) −1 is meromorphic, so are the operators R ij (λ), and by (3.4) the operator R(λ) is meromorphic, too. Using (3.3) and the cyclicity of the trace (see Lemma 2.2 of [19]), we get
which implies (3.5). ✷ If R(λ) is a meromorphic operator-valued function with residue of finite rank, we define the multiplicity of a pole λ k ∈ C of R(λ) by mult (λ k ) = rank (2πi)
Let the curve γ 0 be as in Proposition 3.1 and denote by M γ 0 and M (j) γ 0 , j = 1, 2, the number (counted with the multiplicity) of the poles of R(λ) and the eigenvalues of G (j) D , respectively, in the interior of γ 0 . Proposition 3.1 implies the following Corollary 3.2. We have the identity
Proof. It is easy to see that R(λ) = (A − λ) −1 , where the operator A is defined by
Hence the finite-rank operator
is in fact a projection (e.g. see [10] ), and therefore the rank coincides with the trace. Thus, (3.6) follows from (3.5) . ✷
Let z and h be as in the previous section and denote by N j , N j , F j , j = 1, 2, the operators defined by replacing in the definition of N , N , F introduced in Section 2 the pair (c, n) by (c j , n j ). Clearly, we have the relationship
In what follows H s h will denote the Sobolev space H s (Γ) equipped with the semi-classical norm.
Lemma 3.3. There exist an invertible, bounded operator E(z, h) :
, ∀s ∈ R, and trace class operators
where k = −1 if (1.5) holds, k = 1 if (1.6) holds. Moreover, the operators E, E −1 , L l , L r are holomorphic with respect to z for z ∈ Z. 
is homogeneous of order 1 in ξ ′ , independent of h,z, ρ j , c j and n j . Let χ 0 ∈ C ∞ (T * Γ) be a real-valued compactly supported function such that 0 ≤ χ 0 ≤ 1 and χ 0 = 1 on suppχ. It suffices to show that the operator Op h (χ 0 + b) is invertible. Indeed, this would imply (3.8) and (3.9) with E = (Op
E. An easy computation shows that
where c and c 0 are the restrictions on Γ of the functions
respectively. Let us see that
we have with some positive constants C, C 1 , C 2 ,
which yields the lower bound in (3.10). The upper bound is obvious. It follows from (3.10) that (χ 0 +b 0 ) −1 ∈ S −k . Moreover, in the case c 0 ≡ 0 it is easy to see that b 1 ∈ S −2 . Hence the operator Op h (χ 0 +b) is invertible with an inverse which is an h−ΨDO with a symbol belonging to the class S −k . In particular, we have (
Define the operator K as follows:
We obtain easily that
Clearly, the operator K is trace class and meromorphic in z ∈ Z with poles {w k }, w k /h 2 ∈ V 1 (h) ∪ V 2 (h), and residue of finite rank, so we can define the meromorphic function
Proof. It follows easily from Lemma 2.2 and the properties of the characteristic values that the characteristic values µ j (K) satisfy the bound (2.9) with a new constant C > 0 and δ replaced by δ ♯ . Therefore, we have
Now, given any 0 < ε ≪ 1, we can take m ∼ d−1 2ε and N ≥ 4m, and (3.11) follows from (3.12). ✷
The next lemma is an almost direct consequence of the results of [23] .
Lemma 3.5. Let κ be as in Theorem 1.1. Then, given any 0 < ǫ ≪ 1 the operator I + K(z, h) is invertible on L 2 (Γ) for z ∈ Z, |Im z| ≥ h κ−ǫ and its inverse satisfies in this region the bound
with some constants C, ℓ > 0. For these values of z we also have
Moreover, the function log g h (z) is holomorphic in z ∈ Z, |Im z| ≥ h κ−ǫ and satisfies the bound
It follows from the analysis in Section 5 of [23] that, under the assumptions of Theorem 1.1, the operator
Now (3.13) follows from these bounds and Lemma 3.3 because
The bound (3.14) can be obtained in precisely the same way as (3.11) using (3.13) and the formula 1
Note that the norm (I + K(z, h)) −1 will add a factor h
which for sufficiently large m yields a term O(h −ǫ ).
Clearly, it follows from the Fredholm theorem that, under the assumptions of Theorem 1.1, the operator-valued function (I + K(z, h))
is meromorphic in Z with finite rank residue and holomorphic with respect to z ∈ Z for |Im z| ≥ h κ−ǫ . Therefore the functions g h (z) and 1 g h (z) are holomorphic in z ∈ Z, |Im z| ≥ h κ−ǫ , and hence so is log g h (z). Fix an arbitrary w ∈ W . Then the function f (z) = log g h (z) g h (w) is holomorphic in z ∈ Z, |Im z| ≥ h κ−ǫ and f (w) = 0. It follows from the bounds (3.11) and (3.14) that Ref (z) ≤ O ǫ (h 1−d−2ǫ ) for z ∈ Z, |Im z| ≥ h κ−ǫ and, in particular, on the circle C w = {z ∈ C : |z − w| = |Im w| every z ∈ C w we have |Im z| ≥ |Im w| 2 . Applying the Caratheodory theorem (e.g. see 5.5 in [22] ), we get
for |z − w| ≤ |Im w| 3 .
This implies (3.15) because f ′ (z) = 
Proof. We apply (3.6) and use the identities
combined with the analyticity of E(z, h) in z and the following well-known formula
is a zero of g h (z) if and only if z 0 is a pole of R(z/h 2 ) (and hence z 0 /h 2 is an interior transmission eigenvalue) and the multiplicities coincide. Similarly, one can see that if z 0 is a pole of g h (z) with multiplicity m 0 , then z 0 ∈ spec(h 2 G D . In what follows we will use the formula (3.16) to prove the following Proposition 3.7. For every 0 < ǫ ≪ 1 and A > 0, independent of h, we have the asymptotics
Proof. We will consider only the case Re z k > 0, since the case Re z k < 0 is similar (and even simpler since the function g h (z) does not have poles in Re z < 0). Consider the points w
The following lemma will be proved later on. 
Now we apply Lemma 3.6 with a contour γ 0 = γ 1 ∪ γ 3 ∪ γ 2 ∪ γ 4 , where γ 3 ⊂ W is the segment [w 
Applying (3.15) once more, we have
On the other hand, since the counting function of the eigenvalues of G (j)
D satisfies the Weyl law, we deduce
and similarly
Taking together (3.16), (3.18), (3.19) , (3.20) and (3.21), we obtain
Thus, to establish (3.17) , it remains to show that the counting function I(h) satisfies 
