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Abstract
We consider the orthogonal polynomial pn(z) with respect to the planar measure supported on the
whole complex plane
e−N |z|
2
ν∏
j=1
|z − aj |2cj dA(z)
where dA is the Lebesgue measure of the plane, N is a positive constant, {c1, . . . , cν} are nonzero real
numbers greater than −1 and {a1, . . . , aν} ⊂ D \ {0} are distinct points inside the unit disk. In the
scaling limit when n/N = 1 and n → ∞ we obtain the strong asymptotics of the polynomial pn(z).
We show that the support of the roots converges to what we call the “multiple Szego˝ curve,” a certain
connected curve having ν+ 1 components in its complement. We apply the nonlinear steepest descent
method [7, 8] on the matrix Riemann-Hilbert problem of size (ν + 1)× (ν + 1) posed in [18].
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1 Introduction and Main Result
Let {c1, . . . , cν} be a set of nonzero real numbers greater than −1 and {a1, . . . , aν} be a set of distinct
points inside the unit disk. Let pn(z) be the monic polynomial of degree n satisfying the orthogonality
relation ∫
C
pn(z) pm(z) e
−N |z|2
ν∏
j=1
|z − aj |2cj dA(z) = hnδnm, n,m ≥ 0, (1)
where dA is the Lebesgue area measure on the complex plane, N is a positive constant, hn is the positive
norming constant and δnm = 1 when n = m and δnm = 0 when n 6= m.
Our interest is the asymptotic behavior of pn in the scaling limit where n and N both go to ∞ while
limn→∞ n/N = 1. As in [18] we will set N = n without losing generality since the orthogonality gives
the relation
pn,N (z; a1, . . . , aν) =
( n
N
)n/2
pn, n
(√
N
n
z;
√
N
n
a1, . . . ,
√
N
n
aν
)
,
where pn,N (z; a1, . . . , aν) stands for orthogonal polynomial of degree n with respect to the orthogonality
given by (1). Though we will mostly use N we will keep n in the place where it needs to be integer-valued
as coming from the degree of the polynomial.
When ν = 1 the full asymptotic behavior has been found [18]; the roots of the polynomial converge
towards the generalized Szego˝ curve that depends only on a1 but not on c1. The limiting support of the
roots is given by the simple closed curve (which is exactly the Szego˝ curve when a1 = 1)
Γ = {z ∈ D : log |z| − Re(a1z) = log |a1| − |a1|2},
where
D = {z : |z| < 1}.
The curve divides the plane into the exterior domain Ω0 and the interior domain Ω1 such that C =
Ω0 ∪ Ω1 ∪ Γ. The strong asymptotics of the polynomial pn is given by
pn(z) =

zn+c1
(z − a1)c1
(
1 +O
(
1
N∞
))
, z ∈ Ω0,
−a
1+N
1 (1− |a1|2)c1−1
N1−c1Γ(c1)
eN(a1z−|a1|2)
z − a1
(
1 +O
(
1
N
))
, z ∈ Ω1,
where O(1/N∞) stands for O(1/Nm) for an arbitrary m > 0.
When z is near Γ but away from a1 the strong asymptotics is given by the sum of the two asymptotic
expressions given above, hence creating zeros that line up with the inter-distance of order O(1/N).
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Figure 1: Zeros (dots) of eζ/ζc − fc(ζ) for c = −0.5, 1, 2 (from left).
When z is near a1 the strong asymptotics is given in terms of the local zooming coordinate
ζ(z) = −N(a1z − log z + log a1 − |a1|2)
as follows.
pn(z) =
zn+c1ζ(z)c1
(z − a1)c1eζ(z)
(
eζ(z)
ζ(z)c1
− fc1(ζ(z)) +O
(
1
N
))
, (2)
where
fc(ζ) =
−1
2pii
∫
L
es
sc(s− ζ)ds, ζ /∈ R− ∪ {0}.
The integration contour L is enclosing the negative real axis counterclockwise from −∞− i to −∞+ i
for an infinitesimal  > 0 such that ζ is on the other side of L from the negative real axis. When c is a
positive integer ζcfc(ζ) is exactly the first c terms in the Taylor expansion of exp(ζ).
Let us show that the leading part in the parenthesis of (2) is an entire function in ζ as follows.
eζ
ζc
− fc(ζ) = 1
2pii
∮
ζ
es
sc(s− ζ)ds+
1
2pii
∫
L
es
sc(s− ζ)ds
where the first integration contour is the small circle around ζ directed counterclockwise. The two
integration contours can be deformed into a single contour that encloses the negative real axis and ζ,
hence the resulting integral has the analytic continuation onto ζ ∈ R− ∪ {0}. Zeros of the above entire
functions are shown in Figure 1.
The goal of this paper is to generalize these results to the case of ν > 1. We obtain that the roots
of the polynomial converge towards what we call the multiple Szego˝ curve, a certain merger of ν number
of the generalized Szego˝ curves. The multiple Szego˝ curve, that we will denote by Γ, is determined in
terms of {a1, . . . , aν} ⊂ D and it divides the plane into ν + 1 domains, the unbounded domain Ω0, and
the ν number of bounded domains: Ω1, . . . ,Ων such that C = Γ∪Ω0 ∪Ω1 ∪ · · · ∪Ων . See Figure 2 for an
example when ν = 4.
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Figure 2: The multiple Szego˝ curve with ν = 4. Dotted line is the unit circle. The plane is divided into
five domains by the curve; the bounded region adjacent to a1 is Ω1, the bounded region adjacent to a3 is
Ω3, the region containing the origin is Ω4 and the last remaining bounded region is Ω2.
To define the multiple Szego˝ curve, let ΦL(z) be given by
ΦL(z) = max{log |z|,Re(a1z) + l1, . . . ,Re(aνz) + lν}, (3)
for a set of real numbers L = (l1, . . . , lν). We define the bounded domains
Ωj = Int{z ∈ D |ΦL(z) = Re(ajz) + lj}, j = 1, . . . , ν. (4)
For A ⊂ C, IntA stands for the interior of A, the largest open subset of A. We also define the unbounded
domain Ω0 by
Ω0 = D
c ∪ Int{z ∈ D|ΦL(z) = log |z|}. (5)
Theorem 1.1. There exists the unique set of real numbers, L = (l1, . . . , lν), such that
aj ∈ ∂Ωj for j = 1, . . . , ν.
Using the uniquely existing ΦL(z) (3) from the theorem, we define the multiple Szego˝ curve Γ by
Γ =
ν⋃
j=1
∂Ωj . (6)
In Section 2 we prove this theorem and explain how to find L – hence the multiple Szego˝ curve – explicitly
in terms of the given {aj}νj=1.
4
Figure 3: For n = 200 (first row) and n = 150 (second row), roots of pn(z) (blue dots) with the multiple
Szego˝ curves (orange lines). From the top left in clockwise order: (a1, a2) = (0.5 − 0.5i,−0.25 − 0.5i),
(a1, a2) = (0.5 − 0.5i,−0.25 − 0.25i), (a1, a2, a3) = (0.5 + 0.5i,−0.5 − 0.5i, 0.5 − 0.5i), (a1, a2, a3) =
(0.5− 0.5i, 0.25− 0.25i, 0.25i). For all cases, cj = 1 for all j. With the current resolution of the pictures,
the roots are observed right on top of the theoretical limiting curves.
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The theorem says that aj ∈ ∂Ωj . It means that aj is adjacent to another domain Ωk for some k 6= j.
We define the following useful notation:
j → k ⇐⇒ aj ∈ ∂Ωk and j 6= k. (7)
It turns out that, for each aj , there exists a unique chain of aj , by which we mean the ordered subset
(ks = j, ks−1, . . . , k1) ⊂ {1, . . . , ν} that satisfies
j = ks → ks−1 → · · · → k1 → 0. (8)
When j → k we define the complex number `j such that
|aj |2 + `j =
{
Re(akaj) + `k if k 6= 0,
log aj if k = 0.
These relations uniquely determine all the `j ’s inductively for a given chain; for example, (8) gives
`k1 = log ak1 − |ak1 |2 and `k2 = −|ak2 |2 + Re(ak1ak2) + `k1 and so on. Solving the relations inductively
for the chain (8) we get
`j = log ak1 − |ak1 |2 +
s∑
i=1
(
Re(aki−1aki)− |aki |2
)
.
One can also observe that Re `j = lj .
The shape of the multiple Szego˝ curve affects the strong asymptotics through the chain (8) as we
present below.
Theorem 1.2. Let {a1, . . . , aν} ⊂ D \ {0}. Let W (z) =
∏ν
i=1(z − ai)ci and the chain of aj be given as
in (8). As n→∞ such that n/N = 1 the polynomial pn satisfies
pn(z) =

zn+
∑
c
W (z)
(
1 +O
(
1
N∞
))
, z ∈ Ω0,
−exp
[
N(ajz + `j)
]
(z − aj)cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
, z ∈ Ωj .
(9)
We define the constant chain(j) in terms of the chain of aj (8) by
chain(j) =
a
1+
∑
i6=k1 ci
k1
N
∑s
i=1(cki−1)
Γ(ck1)(1− |ak1 |2)1−ck1
s−1∏
i=1
(aki+1 − aki)cki |aki − aki+1 |2(cki+1−1)
Γ(cki+1)(aki − aki+1)cki+1
. (10)
The error bound in (9) is uniform over a compact subset of the corresponding region. The error bound
O(1/N∞) stands for O(1/Nm) for all m > 0.
When z is near Γ but away from aj ’s the strong asymptotics is given by the sum of the two asymptotic
expressions of the adjacent domains.
In a neighborhood of aj ∈ ∂Ωk ∩ ∂Ωj , k 6= j, we define the local zooming coordinate ζ by
ζ(z) = −N(ajz − log z + log aj − |aj |2) when k = 0, (11)
ζ(z) = −N((aj − ak)z − (aj − ak)aj) when k 6= 0. (12)
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Theorem 1.3. In a generic case (see Remark 1.1 below), if aj ∈ ∂Ωj ∩ ∂Ωk, k 6= j, we have
pn(z) = Ak(z)ζ
cj
eζ
(
eζ
ζcj
− fcj (ζ) +O
(
1
N
))
, z ∈ Daj (13)
where Daj is a sufficiently small disk centered at aj with a fixed radius and Ak(z) is the leading asymptotics
in Ωk as written in Theorem 1.2, i.e.,
Ak(z) =

zn+
∑
c
W (z)
, k = 0,
−exp
[
N(akz + `k)
]
(z − ak)ck
Wk(z)
chain(k)
z − ak , k 6= 0.
(14)
We still need to define Wj(z) that appears in the theorems above. In fact there are more to clarify.
Whenever there are non-integer exponents {ci} one must be careful about the branch of the multivalued
function. For example, an expression like zc1 has infinitely many branches when c1 is irrational. The
precise definition of the branches of the multivalued functions are needed to make sense of the two
theorems above. All Such complication is gone if {ci}ν1 are all integer valued.
Below we give the delicate definitions of the branches of the multivalued functions. First we define
various branch cuts:
B̂ =
ν⋃
j=1
B̂j where B̂j = {ajt : 0 ≤ t ≤ 1}, (15)
B =
ν⋃
j=1
Bj where Bj = {ajt : t ≥ 1}, (16)
B[k] =
( ν⋃
j=1
j 6=k
Bjk
)
∪Bk where Bjk = {aj + (aj − ak)t : t ≥ 0}. (17)
In all these branch cuts, we define the orientation by the direction of increasing t.
For the sake of presentation we will assume that
Assumption: No three points from {0, a1, . . . , aν} are collinear, (18)
so that the branch cuts do not overlap each other over a segment. We remark that the assumption can
be disposed of with a perturbation argument.
We now define the exact branches of the multivalued functions that appear in this paper.
(i) (z− aj)cj has branch cut on Bj . One may choose any branch for this function but one should stick
to the choice throughout the paper.
(ii) For j 6= k we define [(z− aj)cj]B[k] to be the function “(z− aj)cj with the branch cut on Bjk”. We
require that [
(z − aj)cj
]
B[k]
= (z − aj)cj when z ∈ Bk ∪ B̂k and j 6= k. (19)
We also define
[
(z − aj)cj
]
B[j]
= (z − aj)cj .
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(iii) We define
W (z) =
ν∏
j=1
(z − aj)cj . (20)
(iv) We define
Wk(z) =
ν∏
j=1
[
(z − aj)cj
]
B[k]
. (21)
It follows that Wk(z) = W (z) when z is in a neighborhood of Bk ∪ B̂k. Note that Wk(z) has the
branch cut on B[k].
(v) zcj has the branch cut on Bj ∪ B̂j . We select the branch such that (z − aj)cj/zcj → 1 as z goes to
∞ along Bj .
(vi)
[
zcj
]
B[k]
has the branch cut on Bjk ∪ B̂j . We select the branch such that[
zcj
]
B[k]
= zcj when z ∈ Bk ∪ B̂k. (22)
(vii) We define z
∑
c =
∏ν
j=1 z
cj .
(viii) We define
[
z
∑
c
]
B[k]
=
∏ν
j=1
[
zcj
]
B[k]
.
These completely determine all the multivalued functions. For example, zn+
∑
c = zn · z
∑
c and (aki −
aki+1)
cki+1 that appears in chain[j] (10) is the evaluation of (z−aki+1)cki+1 at z = aki . One can also check
that the ambiguity in the choice at (i) does not affect the strong asymptotics in the theorems.
Remark 1.1. In this paper we consider only generic cases when the multiple Szego˝ curve is smooth at
every aj. This means that the point aj is on the boundary of exactly two domains among Ω0,Ω1, . . . ,Ων ,
on both sides of the curve. It is possible that aj belongs to the boundary of three or more domains, see
Figure 2. Though we omit such cases for brevity our method still applies to such non-generic cases and
it modifies only Theorem 1.3.
Remark 1.2. We do not consider the case when (some) aj’s are not in D. The reason is partly because
we have been motivated by the results of [21] and [6]. There the main question is the asymptotic behavior
of the partition function of the Coulomb gas ensemble as a function {aj}νj=1 ⊂ D and {cj}νj=1. This
problem will be studied in our future publication.
Remark 1.3. We did not pursue the case when one of the aj’s is at the origin. We believe that such
case yields the same results.
Remark 1.4. The asymptotic behavior of the orthogonal polynomials for the planar measure given by
exp(−NQ(z))dA(z) for a general external field Q : C → R has been an open problem in relation to the
normal matrix model, two dimensional Coulomb gas and Hele-Shaw problems [22, 23]. The asymptotic
behaviors are known only for special choices of Q [2–5, 10, 11, 14–18, 20]. For quite general class of Q
Hedenmalm and Wennman [12] have found the asymptotic behavior of the orthogonal polynomials outside
the “droplet”. This general result still does not identify the limiting support of the roots, because the roots
are mostly found — except a finite number of them — inside the droplet as their results have reassured.
Acknowledgement. We thank Tom Claeys, Alfredo Dean˜o, Arno Kuijlaars and Nick Simm for the
discussions and their interests in this project. The second author is supported by the Fonds de la
Recherche Scientifique-FNRS under EOS project O013018F.
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2 Multiple Szego˝ curve
In this section we define the multiple Szego˝ curve that depends on the set of points:
{a1, . . . , aν} ⊂ D, ν ≥ 2.
Let Λ be an ν-dimensional vector with real entries
Λ = (λ1, . . . , λν),
and ΦΛ be the continuous and piecewise smooth function given by
ΦΛ(z) = max{log |z|,Re(a1z) + λ1, . . . ,Re(aνz) + λν}. (23)
Then we define the regions,
KΛj = {z ∈ D|ΦΛ(z) = Re(ajz) + λj}, j = 1, . . . , ν,
KΛ0 = {z ∈ D|ΦΛ(z) = log |z|} ∪ Dc.
(24)
One can visualize the function ΦΛ as follows. The graphs of the ν + 1 functions inside the max function
in (23) give ν + 1 surfaces among which the ν of them are planes. The aerial view of these mutually
intersecting surfaces selects the maximal function in each corresponding region defined in (24). As one
increases or decreases λj the corresponding surface moves up or down respectively, and the regions K
Λ
j
expands or shrinks as well.
Theorem 2.1. There exists a maximal vector L = (l1, . . . , lν) such that
aj /∈ Int(KLj ) for all j = 1, . . . , ν. (25)
By maximal vector we mean that, for any other vector L′ > L, the property (25) does not hold for some
j. We say L′ > L if the the vector L′ − L is a nonzero vector without any negative entry.
The property (25) defines a closed set in the parameter space of Λ, i.e., the set
S = {Λ : aj /∈ Int(KΛj ) for all j = 1, . . . , ν} ⊂ Rν
is closed. The set S is also nonempty. When aj 6= 0 we can choose λj to be sufficiently small such that
log |aj | > |aj |2 +λj which leads to aj /∈ KΛj . Then λk for k 6= j can be chosen sufficiently small such that
Re(ajak) + λj > |ak|2 + λk hence ak /∈ KΛk . In this way, we can find Λ such that aj /∈ KLj for all j’s.
Lemma 2.2. If Λ ∈ S there exists some j such that ΦΛ(aj) = log |aj |.
The lemma gives the upper bound on S since, if Λ ∈ S, Re(akaj) + λk ≤ ΦΛ(aj) = log |aj | and,
therefore, λk ≤ log |aj | − Re(akaj) ≤ log |aj |+ |aj |.
To prove the existence of a maximal vector let l1 = supS λ1 = maxS λ1 where we use that S is closed.
Inductively we define
lj = sup{λj |Λ ∈ S, λ1 = l1, . . . , λj−1 = lj−1}.
Then L = (l1, . . . , lν) ∈ S and it is a maximal vector. Hence Theorem 2.1 is proven with the following
proof of Lemma 2.2.
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Proof. (Proof of Lemma 2.2) Assuming otherwise, for Λ ∈ S and for any j, there exists k 6= j such that
ΦΛ(aj) = Re(akaj) + λk.
Since the condition (25) means that |aj |2 + λj ≤ ΦΛ(aj) we get that
|aj |2 − Re(akaj) ≤ λk − λj for some k 6= j.
Let us use the notation j  k to represent the above inequality. Repeating the argument, there exists
some ` 6= k such that k  `. Since the index set is finite, the chain of arrows (i.e. the chain of inequalities),
j  k  ` . . . , must eventually repeat some entry and form a closed loop. Without losing generality
let the closed loop be 1 2 · · · s 1. Adding up the corresponding inequalities, we get(|a1|2 − Re(a2a1))+ (|a2|2 − Re(a3a2))+ · · ·+ (|as|2 − Re(a1as))
≤ (λ1 − λ2) + (λ2 − λ3) + . . . (λs − λ1) = 0.
(26)
The left hand side is the half the inner product, (A − Â) · (A − Â)∗ (with the complex conjugation
denoted by ∗), where the vectors A and Â are given by
A = (a1, . . . , as), Â = (a2, a3, . . . , as, a1).
This leads to a1 = a2 = · · · = as, a contradiction.
If L be maximal in the sense of Theorem 2.1 and if aj /∈ KLj for some j then one can increase lj
slightly without breaking the condition (25). This shows that the maximal L occurs only if every aj is
in ∂KLj . Then there are two possibilities.
ΦL(aj) = |aj |2 + lj = log |aj | if aj ∈ ∂KL0 , (27)
ΦL(aj) = |aj |2 + lj = Re(akaj) + lk if aj ∈ ∂KLk for some k 6= j. (28)
According to the notation defined in (7) we note that the former case corresponds to j → 0 and the latter
case corresponds to j → k.
Lemma 2.3. Given j 6= 0, the chain of arrows, j → k → ` → . . . , eventually leads to · · · → 0 without
repeating any entry.
Proof. Idea of the proof is similar to that of Lemma 2.2. Given successive relations, j → k → ` → . . . ,
it is enough to show that the chain of arrows never visits any nonzero number twice. To prove this
statement, assume that we have a loop j1 → j2 → · · · → js → j1 with all j’s being nonzero. We get(|aj1 |2 − Re(aj2aj1))+ (|aj2 |2 − Re(aj3aj2))+ · · ·+ (|ajs |2 − Re(aj1ajs))
= (l1 − l2) + (l2 − l3) + . . . (ls − l1) = 0.
By the argument after the equation (26), we obtain aj1 = aj2 = · · · = ajs , a contradiction.
Definition 2.4. From Lemma 2.3, for each aj, there exists chains j → · · · → 0. We define the level of
aj by the smallest number of arrows among all the chains that starts with j. For example, the level of aj
is one if j → 0. Lemma 2.3 says that the level of aj should be ≤ ν.
10
Figure 4: The nongeneric multiple Szego˝ curves with ν = 4 and (a1, a2, a3, a4) = (−0.5 + 0.5i,−0.5 −
0.5i, 0.25 + 0.25i, 1/6). In the figure, a4 = 1/6 is at the boundary of four regions.
Remark 2.1. For a generic choice of {a1, . . . , am} ⊂ D, an aj is adjacent to exactly two regions, i.e.,
aj ∈ KLj ∩KLk for exactly one k 6= j among 0 ≤ k ≤ m. It means that j → k. For a generic case there
exists a unique chain j → · · · → 0 for each aj. For a non-generic case aj can be at the boundary of
three or more regions. To avoid too much technicality we do not consider such case. See Figure 2 for a
non-generic case.
Proof. (Proof of Theorem 1.1) Since the existence part is proven in Theorem 2.1 we only prove the
uniqueness. We claim that the following iterative steps finds L = (l1, . . . , lν) in Theorem 1.1, hence L is
unique.
Algorithm to find L.
1. Set λj = log |aj | − |aj |2 for all j = 1, . . . , ν. (If aj = 0 then set λj = log |ak| − |ak|2 for some k 6= j.)
2. Define λ˜j = Φ
Λ(aj)− |aj |2 for all j. Note that λ˜j ≥ λj since ΦΛ(aj) ≥ |aj |2 + λj .
3. Redefine λj = λ˜j and, accordingly, Λ.
4. Repeat the above two steps ν times.
5. Set L = Λ.
If aj is of level one, i.e. j → 0, λj = lj is obtained by the step 1. Since, for all j, |aj |2 + lj = ΦL(aj) ≥
log |aj |, we get Λ ≤ L after the step 1, i.e. λj ≤ lj for all j. In the prospect of using induction, let
us assume that λj = lj for all the aj ’s up to the kth level while Λ ≤ L. Let aq be of level k + 1, i.e.
q → q′ → . . . 0 where aq′ is of level k. Since we already have λq′ = lq′ by the assumption, the step 2 gives
λ˜q = Φ
Λ(aq) − |aq|2 ≥ Re(aq′aq) + lq′ − |aq|2 = lq where the last equality is from q → q′. On the other
hand, we have, for all j, λ˜j = Φ
Λ(aj) − |aj |2 ≤ ΦL(aj) − |aj |2 = lj since Λ ≤ L. The last two sentences
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lead to λ˜q = lq and Λ˜ ≤ L. The step 3 will then give λq = lq and Λ ≤ L. This shows that the step 2 and
3 can be repeated inductively.
Since the largest level of aj is ≤ ν, the induction will give Λ = L after ν iterations.
This ends the proof of Theorem 1.1.
Let us repeat the definition of Γ in (6) using that Ωj = IntK
L
j as can be seen from (4).
Definition 2.5. (Multiple Szego˝ curve) Given {aj}νj=1 ⊂ D, we define the multiple Szego˝ curve
Γ =
ν⋃
j=1
∂KLj ,
where KLj are defined by (24) and L is the unique vector that is asserted in Theorem 1.1 and can be
obtained explicitly by the iterative algorithm. We define the oriented arc,
Γjk = K
L
j ∩KLk , j 6= k, {j, k} ⊂ {0, 1, . . . , ν}, (29)
whose orientation is such that KLj sits to the left with respect to the traveller who follows the orientation
along the arc, i.e., KLj is at the + side of Γjk.
From the definition, the contours, Γjk and Γkj , have the opposite orientations. Also, Γjk will be a
straight line segment only if both indices are nonzero.
Lemma 2.6. For {aj}νj=1 ⊂ D, the corresponding multiple Szego˝ curve Γ is in D, i.e. ∂K0 ⊂ D.
Proof. Let L be the unique vector in Theorem 1.1. We first show that
log |z| ≤ ΦL(z) ≤ 1
2
(|z|2 − 1). (30)
The first inequality is trivial from the definition of ΦL. Let us prove the latter inequality. Let 1→ 2→ 0
(7) be a chain. Since a2 ∈ K0 we have ΦL(a2) = log |a2| ≤ 12(|a2|2− 1), i.e. the inequality holds at a2. In
fact, the inequality holds for all z ∈ IntK2 because
1
2
(|z|2 − 1)− Re(a2z)− l2 = 1
2
(|z − a2|2 − |a2|2 − 1)− l2 (31)
has the global minimum at z = a2. Since Φ
L is continuous, the inequality holds at a1 ∈ ∂K2. By the
same argument the inequality holds for all z ∈ IntK1. By induction, the argument applies to any chain
and, therefore, the inequality holds for all Kj , j = 1, . . . , ν.
Now we assume that Kj intersects ∂D. Then there exists a point p ∈ Kj ∩ ∂D. By the squeezing
inequalities (30) we have ΦL(p) = 12(|p|2− 1) = 0. Since aj is the unique minimum of 12(|z|2− 1)−ΦL(z)
in Kj by (31) applied to aj , we have
1
2(|aj |2 − 1)− ΦL(aj) < 12(|p|2 − 1)− ΦL(p) = 0, a contradiction to
the established inequality (30).
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3 Dealing with non-integer c’s
We use Theorem 1.3 in [19] which states that the polynomial pn is a multiple orthogonal polynomial of
type II [1, 9, 13] as we recapture below. We note that, by Assumption (18), all the arguments of aj ’s are
different. Without losing generality we set
0 ≤ arg a1 < · · · < arg aν < 2pi
and let γ be a simple closed curve given by a1a2 ∪ a2a3 ∪ · · · ∪ aνa1 where AB stands for the line
segment connecting A and B. We assign the orientation to γ such that the curve encloses the origin in
counterclockwise direction. Let κ = bn/νc and set (n1, . . . , nν) by
nj =
{
κ+ 1 if j ≤ n− κν,
κ otherwise.
For a fixed 1 ≤ k ≤ ν the polynomial pn(z) satisfies the orthogonality,∫
γ
pn(z)z
iχ
(1)
j (z)dz = 0 for 0 ≤ i ≤ nj − 1 and 1 ≤ j ≤ ν, (32)
with respect to the ν multiple measures {χ(1)1 dz, . . . , χ(1)ν dz} given by
χ
(k)
j (z) = W (z)
∫ z×∞
ak
W (s)
ν∏
i=1
(s− ai)ni−δij e−Nzsds.
Above the integration contour starts at ak and extends to ∞ in the angular direction of arg z¯ while
avoiding
⋃
j{ajt : t ≥ 1}. We will use an alternative but equivalent expression
χ
(k)
j (z) = W (z)
(∫ z×∞
ak
W (s)
ν∏
i=1
(s− ai)ni−δij e−Nzsds
)∗
, (33)
where the superscript ∗ stands for the complex conjugation, and the integration contour starts from ak
and escapes to z ×∞, the infinity in the angular direction of arg z, while avoiding B (16). We also note
that the above definitions make sense only for z /∈ B.
The goal of the next four subsections is to define the ν×ν matrix function Ψ(z) that we will use for the
subsequent Riemann-Hilbert analysis. These sections are needed mostly to be able to handle non-integer
values of c’s. We first define Ψ˜ which has its branch cut on B. The method of Riemann-Hilbert analysis
is to construct, by a succession of transformation, the Riemann-Hilbert problem with a desirable jump
condition. The jump on B that is originated from the non-integer c’s turns out not desirable – it could
increase exponentially in N . The cure is to deform the jump contour so that the jump becomes close
to the identity. This is exactly done in Section 3.3 by defining the transformation matrix V to define
Ψ(z) = V(z)Ψ˜(z). Though the idea may sound simple the presentation that involves intertwined branch
cuts is unfortunately not as simple. When cj ’s are integer-valued one can simply use Ψ˜ in the place of Ψ.
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3.1 Construction of Ψ̂ and Ψ˜
Let us define a shorthand notation
ηj = e
−2piicj , j = 1, . . . , ν.
It will be convenient to define piecewise analytic row vectors for j = 1, . . . , ν by
ψ˜j(z) = W (z)
−1
[
χ
(j)
1 (z), . . . , χ
(j)
ν (z)
]
, z /∈ B ∪ B̂. (34)
Using the above definitions, let us define ν × ν matrix:
Ψ˜(z) =
ψ˜1(z)...
ψ˜ν(z)
 . (35)
Lemma 3.1. The matrix Ψ˜ satisfies a jump discontinuity,
Ψ˜+(z) = Jψ,jΨ˜−(z), z ∈ B̂j ∪Bj , (36)
where
Jψ,j =

Ij−1
η−1j − 1
...
η−1j − 1
0
0 η−1j 0
0
η−1j − 1
...
η−1j − 1
Iν−j

, for j = 1, . . . , ν. (37)
Let us remark about the notations that will be used throughout the paper. The subscript ± will be
used for the boundary values on the sides of the said contour. In (36) for example, Ψ˜+(z) refers to the
boundary value of Ψ˜(z) on the + side of B̂j ∪Bj , i.e., the left side from the point of view of the traveler
that walks along the oriented contour. Note that the orientation of Bj and B̂j are given below (16).
Here and below, we will express matrices in block form as in Jψ,j (37). We will use Ik for an identity
matrix (block) of size k × k, and 0 for zero matrix (block) of appropriate size that is determined by the
size of its neighboring blocks. For example the four 0’s in Jψ,j are of sizes (j − 1)× (ν − j), 1× (j − 1),
1× (ν − j), and (ν − j)× (j − 1), respectively.
Proof. From the jump conditions
W+(z) = ηjW−(z), z ∈ Bj , j = 1, . . . , ν,
we obtain [
ψ˜j(z)
]
+
= η−1j
[
ψ˜j(z)
]
−, z ∈ Bj ∪ B̂j .
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Using that ψ˜j(z)− ψ˜k(z) is analytic in the whole complex plane we get[
ψ˜k(z)
]
+
=
[
ψ˜k(z)− ψ˜j(z)
]
+
+
[
ψ˜j(z)
]
+
=
[
ψ˜k(z)− ψ˜j(z)
]
− + η
−1
j
[
ψ˜j(z)
]
−
=
[
ψ˜k(z)
]
− +
(
η−1j − 1
)[
ψ˜j(z)
]
−, z ∈ Bj ∪ B̂j .
This proves the lemma.
We also define ψ̂j such that
ψ̂j(z) = ψ˜j(z) when arg aj < arg z < arg aj+1, (38)
where we use aν+1 = a1 when j = ν, and by the analytic continuation when z is outside the above
sector. From the integral representation, the analytic continuation is not unique around the origin and,
therefore, ψ̂j should be defined with a branch cut running from the origin to ∞. For our presentation it
will be convenient to set
“the branch cut of ψ̂j” = {z | arg z = arg aj + pi}. (39)
Using the above definitions, let us define ν × ν matrix:
Ψ̂(z) =
ψ̂1(z)...
ψ̂ν(z)
 . (40)
Next we find the linear transform from Ψ̂(z) to Ψ˜(z). To describe the transform, we need notations
to handle the situation: given z ∈ C we want to refer to aj ’s by the order of arg(z/aj)’s, i.e., by the order
of the angular distances from z with respect to the origin.
Let
I = {1, . . . , ν}
and we define  : I × C→ {1,−1} such that
(k) = (k; z) =
{
1 if 0 < arg(z/ak) ≤ pi,
−1 otherwise.
We define
s = s(z) = #{k ∈ I : (k; z) = 1}.
We define r(k) = r(k; z) and l(k) = l(k; z) to be the renaming of the indices in I,
I = {r(1; z), . . . , r(s; z)} ∪ {l(1; z), . . . , l(ν − s; z)},
such that to satisfy
−pi < arg z
al(1)
< arg
z
al(2)
< · · · < arg z
al(ν−s)
< 0 < arg
z
ar(s)
< · · · < arg z
ar(2)
< arg
z
ar(1)
≤ pi.
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Above and below we sometimes write, for example, r(1) and l(2) instead of l(1, z) and l(2, z) when the
second argument z is clear from the context. The same will be true for s and , i.e. s instead of s(z) and
(3) instead of (3; z).
Note that (r(∗)) = (r(∗; z); z) = 1 and (l(∗)) = (l(∗; z); z) = −1 where ∗ stands for an arbitrary
argument that is same within an equation.
Lemma 3.2. Let l(∗) = l(∗; z), r(∗) = r(∗; z) and s = s(z) be defined as above. We have
ψ˜r(k)(z) = ψ̂r(k)(z) +
s∑
j=k+1
(1− ηr(j))ψ̂r(j)(z), k = 1, . . . , s,
ψ˜l(k)(z) = ηl(k)ψ̂l(k)(z) +
ν−s∑
j=k+1
(ηl(j) − 1)ψ̂l(j)(z), k = 1, . . . , ν − s,
for z /∈ B̂ ∪B and −z /∈ B̂ ∪B.
Proof. These expansions are obtained from the integral representations. For example, the integration
contour for ψ˜r(k)(z), which is from ar(k) to z ×∞, is the sum of the contours around Bj ’s as shown in
Figure 5 for r(k) = 1. The red dashed contour can be expressed into the sum of blue contours enclosing
{B1,B2, . . . ,B6}. The lemma follows since the contour enclosing Bj clockwise corresponds to (1−ηj)ψ̂j .
The placement of branch cut at (39) tells that ψ̂r(k) (resp., ψ̂l(k)) is analytic in the angular sector from
the argument of Br(k) (resp., Bl(k)) to arg z in the counterclockwise (resp., clockwise) direction.
Let us define the piecewise constant ν × ν matrix V˜(z)
V˜(z) =
s∑
k=1
(
er(k),r(k) +
s∑
j=k+1
(1− ηr(j))er(k),r(j)
)
+
ν−s∑
k=1
(
ηl(k)el(k),l(k) +
ν−s∑
j=k+1
(ηl(j) − 1)el(k),l(j)
)
(41)
=
s∑
j=1
(
er(j),r(j) + (1− ηr(j))
j−1∑
k=1
er(k),r(j)
)
+
ν−s∑
j=1
(
ηl(j)el(j),l(j) + (ηl(j) − 1)
j−1∑
k=1
el(k),l(j)
)
, (42)
where eij stands for the basis of ν × ν matrices whose only nonzero entry is 1 at (i, j)th entry.
Using the above matrix V˜(z) we have
Ψ˜(z) = V˜(z)Ψ̂(z). (43)
3.2 Construction of Ψ
We will define Ψ(z) by
Ψ(z) = V(z)Ψ˜(z), (44)
in terms of the piecewise constant ν × ν matrix V(z) that we define below.
For z /∈ B̂ ∪B and for i ∈ I consider the line segment aiz = {ai + t(z − ai) | 0 ≤ t ≤ 1}. We define
q = q(i) = q(i; z) = #{intersections of aiz with B \Bi}.
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0a1
a2
a3
a4
a5
a6
z B1
B2
B3
B4B5B6
Figure 5: The red dashed line is the integration contour of ψ˜ (34) and the blue dashed lines are the
integration contours of ψ̂’s (38). The red contour is equivalent to the sum of the blue contours.
If (i; z) = 1 then by simple geometry aiz can intersect only Br(∗) but not Bl(∗), and vice versa for
(i; z) = −1. For example, q(1; z) = 3 in Figure 6. And by versus for (i; z) = −1.
Let us consider the case i = r(k) for some k, then all the q number of intersections occur with Br(p) for
k < p ≤ s. Hence we can define p1(i; z), p2(i; z), . . . , pq(i; z) such that Br(p∗) intersects aiz and satisfies
k < p1 < p2 < · · · < pq ≤ s where i = r(k).
Similarly, for (i; z) = −1, we define p1(i; z), p2(i; z), . . . , pq(i; z) such that Bl(p∗) intersects aiz and satisfies
k < p1 < p2 < · · · < pq ≤ ν − s where i = l(k).
We note that p∗’s are determined by the two arguments, i and z. Therefore we will write p∗ = p∗(i; z)
or, if the second argument is identified from the context, simply p∗(i). Similarly we write q(i; z) or q(i).
Now we can define the ν × ν matrix V(z) for z /∈ B̂ ∪B.
V(z) = Iν+
s∑
k=1
q(r(k))∑
i=1
( i−1∏
j=1
ηr(pj)
)
(ηr(pi) − 1)er(k),r(pi) (where p∗ = p∗(r(k); z))
+
ν−s∑
k=1
q(l(k))∑
i=1
( i−1∏
j=1
η−1l(pj)
)(
η−1l(pi) − 1
)
el(k),l(pi) (where p∗ = p∗(l(k); z)).
(45)
One can see that V(z) is a block matrix with s× s block and (ν− s)× (ν− s) block. And each block has
triangular structure due to p∗ > k, which leads to det V(z) = 1.
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B61
Figure 6: The line segment a1z intersects with B3, B5 and B6. Therefore q(1; z) = 3 and p1(1; z) = 3,
p2(1; z) = 5, p3(1; z) = 6.
We also note that when z is near Bj∪B̂j the line segment ajz does not intersect B\{aj} and therefore
q(j; z) = 0. This implies that the the jth row of V(z) vanishes except [V(z)]jj = 1, where [M ]jk stands
for the (j, k)th entry of the matrix M . Then it follows that the jth row of V(z)−1 also vanishes except
[V(z)−1]jj = 1.
Let us recall (17)
B[j] =
⋃
i 6=j
Bij ∪Bj where Bij = {ai + (ai − aj)t | 0 ≤ t <∞}, 1 ≤ i, j ≤ ν,
with the orientation given by the direction of increasing t. We recall (21) that Wj(z) is the analytic
continuation of W (z) (20) such that Wj(z) = W (z) in a neighborhood of Bj and Wj(z) is analytic away
from B[j].
Lemma 3.3. Let ζ ∈ Bjk be sufficiently close to aj such that the line segment ajζ does not intersect
B \ {aj}. Let
r(∗) = r(∗; ζ) and l(∗) = l(∗; ζ),
and
q = q(k; ζ), pi = pi(k; ζ) for i = 1, . . . , q.
For (k; z) = 1 we have[
Wk(z)
Wj(z)
]
−
=
q∏
i=1
η−1r(pi) and
[
Wk(z)
Wj(z)
]
+
= ηj
q∏
i=1
η−1r(pi), z ∈ Bjk, (46)
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and for (k; z) = −1 we have[
Wk(z)
Wj(z)
]
+
=
q∏
i=1
ηl(pi) and
[
Wk(z)
Wj(z)
]
−
= η−1j
q∏
i=1
ηl(pi), z ∈ Bjk.
Proof. Let z ∈ Bjk be sufficiently close to aj such that the line segment ajz does not intersect B \ {aj}.
For such z we have
W (z)
Wj(z)
= 1
because Wj(z) = W (z) when z is near Bj .
For z /∈ B[k] the line segment akz does not intersect B[k]. If (k; z) = 1 the same line segment crosses
Br(pi;z) for i = 1, . . . , q where pi = pi(k; z) and q = q(k; z). We get
Wk(z)
W (z)
=
q∏
i=1
η−1r(pi).
If (k; z) = −1 the similar consideration gives
Wk(z)
W (z)
=
q∏
i=1
ηl(pi).
Now let z be very close to Bjk. For z in the + side of Bjk, we get r(pq) = j. And we get, for (k; z) = 1,
Wk,−(z)
W (z)
=
q∏
i=1
η−1r(pi) and
Wk,+(z)
W (z)
= ηj
q∏
i=1
η−1r(pi).
For (k; z) = −1, the same consideration gives
Wk,+(z)
W (z)
=
q∏
i=1
ηl(pi) and
Wk,−(z)
W (z)
= η−1j
q∏
i=1
ηl(pi).
This proves the lemma when z ∈ Bjk is near aj . Since Bjk is a branch cut of Wk and since it does not
intersect the branch cuts of Wj , [Wk(z)/Wj(z)]± is a constant function over the whole Bjk.
The jump condition of Ψ is given by the following proposition.
Proposition 3.4. Let Ψ(z) be defined in (44) and W(z) be defined by
W(z) = diag(W1(z), . . . ,Wν(z)), (47)
we have the following jump conditions of Ψ(z)
Ψ+(z) = (Iν − (ηj − 1)ηkj ekj) Ψ−(z), z ∈ Bjk,
[W(z)Ψ(z)]+ = [W(z)Ψ(z)]−, z ∈ Bj ,
[W(z)Ψ(z)]+ = Jψ,j [W(z)Ψ(z)]−, z ∈ B̂j .
(48)
We define the constant ηkj by
ηkj =
Wj(z)
Wk,+(z)
, z ∈ Bjk. (49)
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Proof. Let us find the jump at z ∈ Bjk.
We first assume (k; z) = 1. The line segment akz intersects the branch cuts {Br(pi)}qi=1, where
pi = pi(k; z) and q = q(k; z). Among them will be Bj and we will define 1 ≤ s ≤ q such that r(ps; z) = j.
From (46) it follows that
ηkj =
Wj(z)
Wk,+(z)
=
s−1∏
i=1
ηr(pi).
Let z+ be approaching z from the + the side of Bjk, and z− from the − side of Bjk. Then akz−
intersects all of {Br(pi)}qi=1 whereas akz+ intersects all but Br(ps) = Bj . One can also see that the line
segment ajz, which is a subset of akz, intersects exactly {Bpi}qi=s+1 away from aj .
From this observation we obtain the jth row and the kth row of the matrix V(z) (45).
V−(z) = Iν +
q∑
i=1
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)ekr(pi) +
q∑
i=s+1
( i−1∏
ξ=s+1
ηr(pξ)
)
(ηr(pi) − 1)ejr(pi) + . . . ,
V+(z) = Iν +
q∑
i=1
i 6=s
( i−1∏
ξ=1
ξ 6=s
ηr(pξ)
)
(ηr(pi) − 1)ekr(pi) +
q∑
i=s+1
( i−1∏
ξ=s+1
ηr(pξ)
)
(ηr(pi) − 1)ejr(pi) + . . . .
The other rows does not change across Bjk. We claim
V+(z) =
[
Iν −
( s−1∏
i=1
ηr(pi)
)
(ηj − 1)ekj
]
V−(z). (50)
It is enough to check the jump on kth row. First we check the (k, r(pi))th entry of (50) for i > s.
[
V−(z)
]
k,r(pi)
=
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)−
( s−1∏
i′=1
ηr(pi′ )
)
(ηj − 1)
( i−1∏
ξ=s+1
ηr(pξ)
)
(ηr(pi) − 1)
=
( i−1∏
ξ=1
ξ 6=s
ηr(pξ)
)
(ηr(pi) − 1) =
[
V+(z)
]
k,r(pi)
where we used ηj = ηr(ps). For i = s, the (k, r(ps)) = (k, j)th entry of (50) becomes
0 =
[
V+(z)
]
kj
=
[
V−(z)
]
kj
−
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1).
A similar and simpler calculation gives the identity for i < s.
From Lemma 3.3 the jump relation (50) gives the jump relation in this lemma.
Let us repeat the similar proof for (k; z) = −1. If z+ approaches z from the + side of Bjk, akz+
intersects the branch cuts {Bl(pi)}qi=1. Whereas approaching from the − side, akz− intersects {Bl(pi)}qi=1
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except Bl(ps) = Bj . And we obtain the jth row and the kth row of the matrix V(z) (45).
V+(z) = Iν +
q∑
i=1
( i−1∏
ξ=1
η−1l(pξ)
)
(η−1l(pi) − 1)ek,l(pi) +
q∑
i=s+1
( i−1∏
ξ=s+1
η−1l(pξ)
)
(η−1l(pi) − 1)ej,l(pi) + . . . ,
V−(z) = Iν +
q∑
i=1
i 6=s
( i−1∏
ξ=1
ξ 6=s
η−1l(pξ)
)
(η−1l(pi) − 1)ek,l(pi) +
q∑
i=s+1
( i−1∏
ξ=s+1
η−1l(pξ)
)
(η−1l(pi) − 1)ej,l(pi) + . . . .
This gives the jump relation by
V+(z) =
[
Iν +
( s−1∏
i=1
η−1l(pi)
)
(η−1j − 1)ekj
]
V−(z) =
[
Iν + ηkj(1− ηj)ekj
]
V−(z)
where the last equality is obtained by Lemma 3.3. This ends the proof of the jump on Bjk.
Now let us prove the jump on z ∈ Bj .
We claim the jump relation on Bj in Proposition 3.4 is equivalent to the following identity using
Lemma 3.3.
V+(z)Jψ,j =
Ij−1 η−1j
Iν−j
V−(z). (51)
It is clear that only the jth column of V(z) can have discontinuity on Bj . So it is enough to look at the
(∗, j)th entries of the above claim. Since the jth row of V(z) consists of zeros except 1 at (j, j)th entry,
the (j, j)th entry holds the identity.
For k 6= j we consider (k; z) = ±1 separately. For (k; z) = 1, akz+ intersects Bj while akz− does
not intersect Bj . Let q = q(k; z+) and pi = pi(k; z+) such that r(pq) = j. The kth row of V±(z) are
given by
V+(z) = ekk +
q∑
i=1
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)ek,r(pi),
V−(z) = ekk +
q−1∑
i=1
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)ek,r(pi).
The (k, j)th entry of the left hand side of (51) becomes
(η−1j − 1)
[
1 +
q∑
i=1
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)
]
+
( q−1∏
ξ=1
ηr(pξ)
)
(ηr(pq) − 1)
= (η−1j − 1)
[
1 +
q∑
i=1
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)−
( q∏
ξ=1
ηr(pξ)
)]
= 0
where the last equality is obtained by telescoping cancellation. This is exactly the (k, j)th entry of V−(z)
because akz− does not intersect Bj .
21
We repeat the same argument for (k; z) = −1. The line segment akz− intersects Bj while akz+ does
not intersect Bj . Let q = q(k; z−) and pi = pi(k; z−) such that l(pq) = j. We can write
V−(z) = ekk +
q∑
i=1
( i−1∏
ξ=1
η−1l(pξ)
)
(η−1l(pi) − 1)ek,l(pi),
V+(z) = ekk +
q−1∑
i=1
( i−1∏
ξ=1
η−1l(pξ)
)
(η−1l(pi) − 1)ek,l(pi).
The (k, j)th entry of the left hand side of (51) becomes
(η−1j − 1)
[
1 +
q−1∑
i=1
( i−1∏
ξ=1
η−1l(pξ)
)
(η−1l(pi) − 1)
]
= (η−1j − 1)
( q−1∏
ξ=1
η−1l(pξ)
)
which is exactly the (k, j)th entry of V−(z).
Since
W+(z)
−1W−(z) =
ν∑
i=1
Wj,−(z)
Wj,+(z)
eii =
Ij−1 η−1j
Iν−j
 ,
the identity (51) proves the jump relation on Bj .
Lastly, we claim the jump relation on B̂j in Proposition 3.4 is equivalent to the following identity
using Lemma 3.3.
V+(z)Jψ,jV−(z)−1 = W(z)−1Jψ,jW(z). (52)
We first evaluate the product of V(z) with a matrix with only jth column being nonzero as follows:
V(z)
( ν∑
i=1
eij
)
=
s∑
k=1
er(k),j
(
1 +
q(r(k);ζ)∑
i=1
( i−1∏
ξ=1
ηr(pξ)
)
(ηr(pi) − 1)
)
where p∗ = p∗(r(k); z)
+
ν−s∑
k=1
el(k),j
(
1 +
q(l(k);ζ)∑
i=1
( i−1∏
ξ=1
η−1l(pξ)
)
(η−1r(pi) − 1)
)
where p∗ = p∗(l(k); z)
=
s∑
k=1
er(k),j
( q(r(k))∏
ξ=1
ηr(pξ)
)
+
ν−s∑
k=1
el(k),j
( q(l(k))∏
ξ=1
η−1l(pξ)
)
with p∗ as above
=
ν∑
i=1
W (z)
Wi(z)
eij
From above we get
V(z)
( ν∑
i=1
eij
)
V(z)−1 =
ν∑
i=1
[
W (z)
Wj(z)
]
eij =
ν∑
i=1
Wj(z)
Wi(z)
eij , z ∈ B̂j .
The identity (52) is proved because Jψ,j = Iν + (η
−1
j − 1)
∑ν
i=1 eij .
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3.3 Large z behavior of Ψ(z)
We will identify the asymptotic behavior of Ψ(z) as z goes to ∞.
Lemma 3.5. Let Ψ(z) and Ψ˜(z) be defined in (44) and (43) respectively, we have
Ψ(z) = V(z)V˜(z)Ψ̂(z)
and
V(z)V˜(z) = Iν+
s∑
k=1
s∑
j=k+1
j /∈P(r(k);z)
( q(r(k);z)∏
i=1
pi<j
ηr(pi)
)
(1− ηr(j))er(k),r(j) where p∗ = p∗(r(k); z)
+
ν−s∑
k=1
ν−s∑
j=k+1
j /∈P(l(k);z)
( q(l(k);z)∏
i=1
pi<j
η−1l(pi)
)
(ηl(j) − 1)el(k),l(j) where p∗ = p∗(l(k); z),
(53)
where P(k; z) = {p1(k; z), . . . , pq(k; z)} and q = q(k; z).
Proof. By the definitions of V(z) and V˜(z) in (45) and (42), we get the (r(k), r(j))th entry of V(z)V˜(z)
by the following calculation[
V(z)V˜(z)
]
(r(k),r(j))
=
[
V(z)
]
r(k)th row
[
V˜(z)
]
r(j)th column
=
[(
er(k),r(k) +
q(r(k))∑
i=1
( i−1∏
j=1
ηr(pj)
)
(ηr(pi) − 1)er(k),r(pi)
)(
er(j),r(j) + (1− ηr(j))
j−1∑
k=1
er(k),r(j)
)]
(r(k),r(j))
=

(
1 +
q(r(k))∑
i=1
pi<j
( i−1∏
s=1
ηr(ps)
)
(ηr(pi) − 1)
)(
1− ηr(j)
)
+
( q(r(k))∏
i=1
pi<j
ηr(pi)
) (
ηr(j) − 1
)
if j ∈ P(r(k); z)
(
1 +
q(r(k))∑
i=1
pi<j
( i−1∏
s=1
ηr(ps)
)
(ηr(pi) − 1)
)(
1− ηr(j)
)
if j /∈ P(r(k); z)
=

0 if j ∈ P(r(k); z)( q(r(k))∏
i=1
pi<j
ηr(pi)
) (
1− ηr(j)
)
if j /∈ P(r(k); z) .
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Similarly, we obtain the (l(k), l(j))th entry of V(z)V˜(z)[
V(z)V˜(z)
]
(l(k),l(j))
=
[
V(z)
]
l(k)th row
[
V˜(z)
]
l(j)th column
=
[(
el(k),l(k) +
q(l(k))∑
i=1
( i−1∏
j=1
η−1l(pj)
)(
η−1l(pi) − 1
)
el(k),l(pi)
)(
ηl(j)el(j),l(j) + (ηl(j) − 1)
j−1∑
k=1
el(k),l(j)
)]
(l(k),l(j))
=

(
1 +
q(l(k))∑
i=1
pi<j
( i−1∏
s=1
η−1l(ps)
)
(η−1l(pi) − 1)
)(
ηl(j) − 1
)
+
( q(l(k))∏
i=1
pi<j
η−1l(pi)
)(
η−1l(j) − 1
)
if j ∈ P(l(k); z)
(
1 +
q(l(k))∑
i=1
pi<j
( i−1∏
s=1
η−1l(ps)
)
(η−1l(pi) − 1)
)(
ηl(j) − 1
)
if j /∈ P(l(k); z)
=

0 if j ∈ P(l(k); z)( q(l(k))∏
i=1
pi<j
η−1l(pi)
) (
ηl(j) − 1
)
if j /∈ P(l(k); z) .
Proposition 3.6. Let K > 0 be sufficiently large such that B ∪B[j] do not intersect in {z : |z| > K}.
For |z| > K, we define ψj(z) to be the row vector whose kth entry is given by
[ψj(z)]k =
(∫
γj
Wj(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
, (54)
where the integration contour γj = {aj + (z − aj)t, t ≥ 0} is oriented in the direction of increasing t.
Then we have
[Ψ(z)]jk = [ψj(z)]k,
where Ψ(z) is defined at (44).
Proof. For z as given in the proposition and 1 ≤ j < s(z), we will show that
[Ψ(z)]r(j)th row = ψr(j)(z). (55)
There exist P(r(j); z) = {p1(r(j); z), p2(r(j); z), . . . , pq(r(j); z)} and q = q(r(j); z) such that exactly
{Br(p1), Br(p2), . . . ,Br(pq)} among B \ {Br(j)} intersects the line segment ar(j)z. Then we have
[ψr(j)(z)]k = [ψ̂r(j)(z)]k +
s(z)∑
i>j
i/∈P(r(j);z)
(∮
Br(i),r(j)
Wr(j)(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
,
where the integration contour is enclosing Br(i),r(j) in the clockwise orientation. See Figure 7.
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a1
a2
a4
a6
z B1
z ×∞
B21
B41
B61
Figure 7: The red dashed line is the integration contour of ψ (54) and the blue dashed lines are the
integration contours of ψ̂’s (38).
Let us assume that {Br(i),r(j)}j<i≤s(z),i/∈P(r(j);z) and {Br(i)}j<i≤s(z),i/∈P(r(j);z) are connected to ∞ by
the same order in the following sense: when i < i′
0 < arg ar(i′) − arg ar(i) < pi, 0 < arg(ar(i′) − ar(j))− arg(ar(i) − ar(j)) < pi. (56)
In such case, {Br(i),r(j)}j<i≤s(z),i/∈P(r(j);z) can be smoothly deformed into {Br(i)}j<i≤s(z),i/∈P(r(j);z) without
changing the homotopy relation in the branch cuts of Wr(j)(z). Let Wr(j)(z) change into W˜r(j)(z) by this
deformation, then we have
[ψr(j)(z)]k = [ψ̂r(j)(z)]k +
s(z)∑
i>j
i/∈P(r(j);z)
(∮
Br(i)
W˜r(j)(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
.
For a given r(i) with i /∈ P(r(j); z), we claim(∮
Br(i)
W˜r(j)(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
=
( q(r(j))∏
ξ=1
pξ<i
ηr(pξ)
)(∮
Br(i)
W (s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
.
(57)
It follows from the fact that(
W˜r(j)(w)
)∗
=
( q(r(j);z)∏
ξ=1
pξ<i
ηr(pξ)
)(
W (w)
)∗
, when w is near ar(i).
This is proven because the line segment ar(j)ar(i) intersects exactly {Br(pξ)}q(r(j))ξ=1,pξ<i among the branch
cuts of W (z) and the same line segment does not intersect branch cuts of W˜r(j)(z). If there is r(i
′) with
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j < i′ < i and i′ /∈ P(r(j); z) such that Br(i′) intersects the line segment ar(j)ar(i), then we have
0 < arg ar(i) − arg ar(i′) < pi, 0 < arg(ar(i′) − ar(j))− arg(ar(i) − ar(j)) < pi,
which contradicts the assumption (56).
We also note that W˜r(j)(z) = W (z) when z is near Br(j). As a consequence of the claim in (57), we
have
[ψr(j)(z)]k = [ψ̂r(j)(z)]k +
s(z)∑
i>j
i/∈P(r(j);z)
(∮
Br(i),r(j)
Wr(j)(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
= [ψ̂r(j)(z)]k +
s(z)∑
i>j
i/∈P(r(j);z)
(∮
Br(i)
W˜r(j)(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
= [ψ̂r(j)(z)]k +
s(z)∑
i>j
i/∈P(r(j);z)
( q(r(j))∏
ξ=1
pξ<i
ηr(pξ)
)(∮
Br(i)
W (s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
= [ψ̂r(j)(z)]k +
s(z)∑
i>j
i/∈P(r(j);z)
( q(r(j))∏
ξ=1
pξ<i
ηr(pξ)
)
(1− ηr(i))[ψ̂r(i)(z)]k.
(58)
A similar calculation shows that
[Ψ(z)]l(j)th row = ψl(j)(z).
We observe that both r(j)th row of V(z) (45) and the matrix V˜(z) (42) do not change under changing
the locations of ar(i)’s as long as arg ar(i)’s are all preserved for the corresponding i’s and {Br(i)}’s do
not intersect ar(j)z. One can see that any given ar(i)’s can be deformed in this way into the distribution
described in (56). Under this deformation, both ψ̂’s (38) and ψ’s (54) can be analytically continued in
the space of parameters {ar(i)}i>j,i/∈P . Similar argument for al(∗) proves (58) for arbitrary a’s.
Proposition 3.7. For j and k are from {1, . . . , ν}, [ψj(z)]k is analytic away from B∪ B̂∪B[j] and the
strong asymptotic behavior of [ψj(z)]k is given by
[ψj(z)]k =
Cjk e
−Nzaj
(Nz)cj+nj+1−δkj
(
1 +O
(
1
z
))
, z →∞. (59)
where
Cjk = lim
ω→aj
Wj(ω)
(ω − aj)cj
ν∏
i 6=j
(aj − ai)ni−δikΓ (cj + nj + 1− δkj) .
Also zn+
∑
cψj(z) is bounded as z goes to the origin. Furthermore, Wj(z)ψj(z)−Wk(z)ψk(z) is bounded
near the origin for j, k ∈ {1, . . . , ν}.
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Proof. By Proposition 3.4, we have [ψj(z)]k is analytic away from B ∪ B̂ ∪B[j]. By Proposition 3.6, we
get
[ψj(z)]k =
(∫
γj
Wj(s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
,
where the integration contour γj is described in (54). Changing the integration variable such that
X = N(s− aj)(z − aj), or, equivalently, s = aj + XN(z−aj) , we obtain
[ψj(z)]k =
(∫ ∞
0
Wj
(
X
N(z − aj) + aj
) ν∏
i=1
(
X
N(z − aj) + aj − ai
)ni−δik e−Nz(aj+ XN(z−aj))dX
N(z − aj)
)∗
=
(∫ ∞
0
lim
ω→aj
Wj(ω)
(ω − aj)cj
ν∏
i 6=j
(aj − ai)ni−δik
(
X
Nz
)cj+nj−δkj e−Nzaj−XdX
Nz
)∗(
1 +O
(
1
z
))
.
We have (59) by
(
aj − ai + XN(z−aj)
)
∼ (aj − ai) and (z − aj) = z (1 +O (1/z)) as z →∞.
When z → 0, by the definition of [ψ˜j(z)]k in (33), we have
[ψ˜j(z)]k =
(∫ z×∞
aj
W (s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
=
(∫ 0
aj
W (s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
+
(∫ z×∞
0
W (s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
,
where the first term in the second equality is finite. For the second term, we will change the integration
variable such that X = Nsz, we obtain(∫ z×∞
0
W (s)
ν∏
i=1
(s− ai)ni−δik e−Nzsds
)∗
=
(∫ ∞
0
W
(
X
Nz
) ν∏
i=1
(
X
Nz
− ai
)ni−δik e−XdX
Nz¯
)∗
=
Γ (n+
∑
c) e−Nzaj
(Nz)n+
∑
c
(1 +O (z))
where we apply
(
X
Nz − ai
)
= XNz (1 +O (z)) , z → 0 to the last equality. Therefore, zn+
∑
c[ψ˜j(z)]k is
bounded as z goes to the origin. It follows by Ψ(z) = V(z)Ψ˜(z) in (44) and V(z) (45) is piecewise
constant function, zn+
∑
cψj(z) is also bounded as z goes to the origin.
To prove Wj(z)ψj(z) −Wk(z)ψk(z) is bounded near the origin for j, k ∈ {1, . . . , ν}, it is enough to
show that ψ˜j(z) − ψ˜k(z) is bounded as z goes to the origin for j, k ∈ {1, . . . , ν}. By the definition of
[ψ˜j(z)]i′ in (33), we have
[ψ˜j(z)− ψ˜k(z)]i′ =
(∫ ak
aj
W (s)
ν∏
i=1
(s− ai)ni−δii′ e−Nzsds
)∗
,
which is the integral of an entire function over a compact set, this shows that ψ˜j(z)− ψ˜k(z) is bounded
near the origin for j, k ∈ {1, . . . , ν}. Expanding Wr(j)(z)ψr(j)(z) in terms of W (z)ψ˜’s by (45) and (44),
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we observe that the sum of the linear coefficient of the expansion is independent of r(j) and given by
Wr(j)(z)
W (z)
q(r(j))∑
i=1
( i−1∏
j=1
ηr(pj)
)
(ηr(pi) − 1)
 = Wr(j)(z)
W (z)
q(r(j))∏
i=1
ηr(pi) = 1,
where we apply Lemma 3.3 to the last identity. Similarly, we expand Wl(j)(z)[ψl(j)(z)]i′ in terms of
W (z)ψ˜’s, we have
Wl(j)(z)
W (z)
q(l(k))∑
i=1
( i−1∏
j=1
η−1l(pj)
)(
η−1l(pi) − 1
) = Wl(j)(z)
W (z)
q(l(j))∏
i=1
η−1r(pi) = 1.
Consequently, if one expands [Wj(z)ψj(z)−Wk(z)ψk(z)]i′ in terms of W (z)ψ˜’s the sum of the linear
coefficient is zero and, therefore, [Wj(z)ψj(z)−Wk(z)ψk(z)]i′ can be expressed as the sum of pairwise
difference of W (z)ψ˜’s. Since the difference of a pair, [ψ˜j(z) − ψ˜k(z)], is entire for j, k ∈ {1, . . . , ν}, we
have that Wj(z)ψj(z)−Wk(z)ψk(z) is bounded near the origin for j, k ∈ {1, . . . , ν}.
Let us define the ν × ν matrix functions Ψ0(z) and Ψj(z) by,{
Ψ0(z) := C E(z)N0(z)Ψ(z),
Ψj(z) := W(z)
−1 C E(z)Nj(z)W(z) Ψ(z), j = 1, . . . , ν,
(60)
where
C = diag
(
N c1+n1
C11eN`1
, . . . ,
N cν+nν
CννeN`ν
)
, (61)
Cjj = lim
ω→aj
Wj(ω)
(ω − aj)cj
ν∏
i 6=j
(aj − ai)niΓ (cj + nj) , (62)
E(z) = diag(E1(z), . . . , Eν(z)) where Ej(z) = exp
[
N(ajz + `j)
]
, (63)
N0(z) = diag(z
c1+n1 , . . . , zcν+nν ), (64)
Nj(z) =

Ij−1
−1
...
−1
0
0 [zn+
∑
c]B[j] 0
0
−1
...
−1
Iν−j

. (65)
We remind that [zn+
∑
c]B[j] is j has the branch cut on B[j] ∪ B̂, see the definition in (22).
We also note that
z
∑
c
W (z)
=
[z
∑
c]B[j]
Wj(z)
. (66)
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Lemma 3.8. For z /∈ B ∪B[j] ∪ B̂, {Ψj(z)}, j ∈ {0, 1, . . . , ν} satisfy the following properties,
(i) Ψj(z) for j 6= 0 is bounded near the origin;
(ii) Ψ0(z) = Iν +O (1/z) , z →∞;
(iii) det Ψ0(z) = 1, | det Ψj(z)| = 1, j = 1, . . . , ν;
(iv) Ψj(z) is analytic away from B ∪B[j] ∪ B̂.
Proof. Analyticity of Ψj(z) follows from Proposition 3.4. Ψj(z), j 6= 0 is bounded near the origin is
because of the statements, zn+
∑
cψj(z) is bounded as z goes to the origin and Wj(z)ψj(z)−Wk(z)ψk(z)
is bounded near the origin for j, k ∈ {1, . . . , ν}, in Proposition 3.7. The strong asymptotics of Ψ0(z) is
due to (59) in Proposition 3.7.
Finally we prove (iii). Since
∂z[ψ˜j(z)]k =
(∫ z×∞
aj
(−Ns)
ν∏
i=1
(s− ai)ni+ci−δike−Nz¯sds
)∗
= −
(∫ z×∞
aj
ν∏
i=1
(s− ai)ni+cie−Nz¯sds
)∗
−Na¯k[ψ˜j(z)]k
= −
∑ν
i=1(ni + ci)[ψ˜j(z)]k
Nz
−Nak[ψ˜j(z)]k,
we have
∂zΨ˜(z) = −Ψ˜(z)
 1Nz

n1 + c1 . . . n1 + c1
...
. . .
...
nν + cν . . . nν + cν
+

Na1
. . .
Naν

 .
Therefore,
∂z det Ψ˜(z) = det Ψ˜(z)
−N ν∑
j=1
aj − n+
∑
c
Nz
 .
Solving the differential equation, we get
det Ψ˜(z) =
Const.e−N(
∑ν
j=1 aj)z
zn+
∑
c
,
where the constant term is a constant function in a connected region of C \ {B∪ B̂}. By the definition of
Ψ0(z) with det V(z) = 1 and the asymptotics of Ψ0 in (ii), we have det Ψ0(z) = 1. One compares Ψ0(z)
and Ψj(z), they must have the same determinant upto a phase factor. The phase factor is due to the
branch cuts chosen for zn+
∑
c.
4 Transformations of Riemann-Hilbert problem
In the previous section we have constructed a ν×ν matrix Ψ (44). Now we deal with the full (ν+1)×(ν+1)
matrices and we adopt the following notations. We will use the index from {0, 1, . . . , ν} to count the
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Figure 8: The jump contour of Y for ν = 4 (thick line in the middle figure). The dotted lines in the
middle figure are branch cuts B (16) and B̂ (15). The contour goes around the branch cuts B2 and B4.
entries of the matrices such that, for (ν+ 1)× (ν+ 1) matrix M , [M ]jk refers to the entry in the (j+ 1)th
row and the (k+ 1)th column. We prefer such numbering because our matrices are structured such that
the 1st row and the 1st column play a distinct role than the other rows and columns.
4.1 Y˜ transform
Let Y (z) be the (ν + 1) by (ν + 1) matrix function that is piecewise analytic with the following jumps
and boundary conditions:
Y+(z) = Y−(z)
[
1 W (z)ψ˜1(z)
0 Iν
]
, z ∈ ⋃j Γj0,
Y+(z) = Y−(z)
[
1 W (z)ψ˜1(z)
0 Iν
]−1
−
[
1 W (z)ψ˜1(z)
0 Iν
]
+
, z ∈ B ∩ (Ω0)c,
Y (z) =
(
Iν+1 +O
(
1
z
))
zn
z−n1
. . .
z−nν
 , z →∞,
(67)
Here ψ˜1 is defined at (34).
The above jump is obtained by placing the orthogonality contour γ of pn used in (32), such that the
resulting contour is along the boundary of the domain (clos Ω0)
c \ B. See Figure 8. When the contour
goes around the branch cut B (16) the jump matrix can be expressed as in the second equation by the
product of the jumps that come from either sides of the branch cut. The subscripts ± of the jump
matrices on B ∩ (Ω0)c stand for the boundary values evaluated from the ± sides of B respectively.
Lemma 4.1. Bkj does not intersect Ωj.
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Proof. Since ak ∈ clos Ωk we have Re(akz)+lk ≥ Re(ajz)+lj at z = ak. Since Re(akz)−Re(ajz) increases
as one moves from ak to ∞ along Bkj (17) we have that Re(akz) + lk ≥ Re(ajz) + lj for z ∈ Bkj .
By Proposition 3.4 the jth row of Ψ (44) has nontrivial jump only on B∗j , where ∗ stands for all
possible numbers from {1, . . . , ν}. Therefore Wjψj is analytic away from B∗j and B̂ (15). Since B∗j does
not intersect Ωj by the previous lemma Wjψj is analytic on Ωj \ B̂.
Then Wj(z)ψj(z)−W (z)ψ˜1(z) is analytic in Ωj \ (B ∪ B̂).
Let us define Y˜ (z) = Y (z) in Ω0 (5), and, for j = 1, . . . , ν,
Y˜ (z) = Y (z)
[
1 Wj(z)ψj(z)−W (z)ψ˜1(z)
0 Iν
]
, z ∈ Ωj \ (B ∪ B̂). (68)
The jump of Y˜ is given as follows.
Y˜+(z) = Y˜−(z)
[
1 Wk(z)ψk(z)
0 Iν
]
, z ∈ Γk0,
Y˜+(z) = Y˜−(z)
[
1 Wk(z)ψk(z)−Wj(z)ψj(z)
0 Iν
]
, z ∈ Γkj ,
Y˜+(z) = Y˜−(z)
 1 (Wj(z)ψj(z)−W (z)ψ˜1(z)) ∣∣∣+−
0 Iν
 , z ∈ B̂ ∩ Ωj ,
Y˜ (z) =
(
Iν+1 +O
(
1
z
))
zn
z−n1
. . .
z−nν
 , z →∞,
Y˜ (z) is holomorphic, otherwise.
(69)
Above we assume j 6= k and 1 ≤ j, k ≤ ν. One can check that the jump on B is absent because Wjψj is
analytic on B by Proposition 3.4.
Using the fact that ψ˜j(z)− ψ˜1(z) is analytic everywhere for any j, the jump on B̂∩Ωj can be written
by
Y˜+(z) = Y˜−(z)
[
1 Wj(z)
(
ψj,+(z)− ψj,−(z)
)−W (z)(ψ˜j,+(z)− ψ˜j,−(z))
0 Iν
]
, z ∈ B̂ ∩ Ωj . (70)
Let us define
Y˜0(z) =

Y˜ (z), z ∈ Ω0,
Y˜ (z)
[
1 −Wk(z)ψk(z)
0 Iν
]
, z ∈ Ωk for 1 ≤ k ≤ ν.
(71)
By the jump condition of Y˜ (69) the only jump of Y˜0 is at B̂.
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4.2 T transform
Let us define 
G0(z) = diag (z
−n, zn1 , . . . , znν ) ,
Gj(z) =

Ej(z)
−1
Ij−1
Ej(z)
Iν−j
 for j 6= 0. (72)
Define T (z) by
T (z) =
[
1 0
0 C−1
]
Y˜ (z)
[
1 0
0 Ψj(z)
−1
] [
1 0
0 C
]
Gj(z), z ∈ Ωj , (73)
for j = 0, 1, . . . , ν, where we use Ψ0 and Ψj in (60).
We note that G0 and Gj are made of the exponents of those functions that appeared in the definitions
of the multiple Szego¨ curve, which corresponds to the support of the limiting roots of pn. The transform
is to separate the leading exponential behavior of Y as n → ∞, and it corresponds to the so called
g-function transform.
The jump of T on Γj0 is given by
T−(z)−1T+(z) = G0(z)−1
[
1 0
0 C−1
] [
1 0
0 Ψ0(z)
] [
1 Wj(z)ψj(z)
0 Iν
] [
1 0
0 Ψj(z)
−1
] [
1 0
0 C
]
Gj(z). (74)
Using the fact that ψj(z)Ψ(z)
−1 is the ν dimensional row vector ej := (. . . , 0, 1, 0, . . . ) with only nonva-
nishing entry being at the jth entry, the above jump of T on Γj0 is given by
Mj0(z) =

zn
Ej(z)
0
Wj(z)
z
∑
c 0
0
zc1
. . .
zcj−1
E1(z)zc1Wj(z)
zn+
∑
cW1(z)
...
Ej−1(z)zcj−1Wj(z)
zn+
∑
cWj−1(z)
0
0 0
Ej(z)z
cj
zn+
∑
c 0
0 0
Ej+1(z)z
cj+1Wj(z)
zn+
∑
cWj+1(z)
...
Eν(z)zcνWj(z)
zn+
∑
cWν(z)
zcj+1
. . .
zcν

. (75)
The following decomposition will be useful.
Mj0(z) = M0(z)
−1Jj(z)Mj(z), j = 1, . . . , ν, (76)
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where
M0(z) =

1 0
− zc1W1(z)
E1(z)
zn
...
− zcνWν(z)
Eν(z)
zn
Iν

, Mj(z) =

1 0 0 0
−E1(z)
Ej(z)W1(z)
...
−Ej−1(z)
Ej(z)Wj−1(z)
Ij−1 0 0
zn+
∑
c
Ej(z)Wj(z)
0 1 0
−Ej+1(z)
Ej(z)Wj+1(z)
...
−Eν(z)
Ej(z)Wν(z)
0 0 Iν−j

and
Jj(z) =

0 0
Wj(z)
z
∑
cj
0
0
zc1
. . .
zcj−1
0 0
−zcj
Wj(z)
0 0 0
0 0 0
zcj+1
. . .
zcν

.
We set that zcj has the branch cut on Bj and the branch cut of z
∑
c comes from the factorization∏ν
j=1 z
cj . One can check that M0 has no branch cut on B.
Let us define T0(z) by
T0(z) =
[
1 0
0 C−1
]
Y˜0(z)
[
1 0
0 Ψ0(z)
−1
] [
1 0
0 C
]
G0(z). (77)
We have
T (z) = T0(z), z ∈ Ω0
and for j 6= 0 we have
T (z) = T0(z)Mj0(z), z ∈ Ωj (78)
by the similar calculation as in the jump of T on Γj0 (74).
Then the jump of T on Γjk is given in terms of the above definitions by
T−(z)−1T+(z) = Mk0(z)−1T0(z)−1T0(z)Mj0(z) = Mk(z)−1Jk(z)−1Jj(z)Mj(z). (79)
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The jump of T on Bjk ∩ Ω0 is given by
T−(z)−1T+(z) = G0(z)−1
[
1 0
0 C−1
] [
1 0
0 Ψ0(z)
]
−
[
1 0
0 Ψ0(z)
−1
]
+
[
1 0
0 C
]
G0(z)
= D(z) (Iν+1 + ηkj(ηj − 1)ekj) D(z)−1,
(80)
where
D(z) = G0(z)
−1E(z)N0(z) = diag
(
zn, E1(z)z
c1 , . . . , Eν(z)z
cν
)
.
Lemma 4.2. We have
M0,−(z)T−(z)−1T+(z)M0,+(z)−1 = T−(z)−1T+(z), z ∈ Bjk ∩ Ω0. (81)
Proof. On Bjk Wk(z) (21) has nontrivial jump and we get
D(z)−1M0,−(z)D(z) (Iν+1 + ηkj(ηj − 1)ekj) D(z)−1M0,+(z)−1D(z)
=

1 0
1
W1(z)
...
1
Wν(z)
Iν

−1
−
(Iν+1 + ηkj(ηj − 1)ekj)

1 0
1
W1(z)
...
1
Wν(z)
Iν

+
= Iν+1 + ηkj(ηj − 1)ekj +
(
ηj − 1
Wk,+(z)
+
1
Wk,+(z)
− 1
Wk,−(z)
)
ek0
= Iν+1 + ηkj(ηj − 1)ekj ,
(82)
where the last equality holds because of Wk,+(z) = Wk,−(z)ηj for z ∈ Bjk. Conjugating by D(z) and
using (80) the proof is complete.
Since T (z) = T0(z)Mi0(z) for z ∈ Ωi when i 6= 0 (78) the jump of T on Bjk ∩ Ωi is given by
T−(z)−1T+(z) = (T0(z)Mi0(z))−1− (T0(z)Mi0(z))+
=
[
M0(z)
−1Ji(z)Mi(z)
]−1
− T0,−(z)
−1T0,+(z)
[
M0(z)
−1Ji(z)Mi(z)
]
+
= Mi,−(z)−1Ji,−(z)−1T0,−(z)−1T0,+(z)Ji,+(z)Mi,+(z)
=
(
D(z)−1Ji(z)Mi(z)
)−1
− (Iν+1 + ηkj(ηj − 1)ekj)
(
D(z)−1Ji(z)Mi(z)
)
+
,
(83)
where we have applied Lemma 4.2 to the third equality.
The jump of T on Bj ∩ Ω0 is given by
T−(z)−1T+(z) = G0(z)−1
[
1 0
0 C−1
] [
1 0
0 Ψ0(z)
]
−
[
1 0
0 Ψ0(z)
−1
]
+
[
1 0
0 C
]
G0(z) = Iν+1. (84)
Here we used that Ψ0(z) (60) does not jump on B. It can be seen by Ψ−(z)Ψ+(z)−1 = W(z)−1− W(z)+
from Proposition 3.4 and that N0(z) (64) satisfies the same jump as W(z) (47) on B.
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Using again that Ψ0(z) does not jump on B one can also see that T0 (77) does not jump on B since
Y˜0 does not jump on B. The jump of T on Bj ∩ Ωk for k 6= 0 is given by
T−(z)−1T+(z) = (T0(z)Mk0(z))−1− (T0(z)Mk0(z))+
= Mk0,−(z)−1Mk0,+(z)
= Mk,−(z)−1Jk,−(z)−1M0,−(z)M0,+(z)−1Jk,+(z)Mk,+(z)
= Mk,−(z)−1Jk,−(z)−1Jk,+(z)Mk,+(z)
= Mk,−(z)−1 (Iν+1 + (ηj − 1)ejj)Mk,+(z).
(85)
We have used, at the fourth equality, that M0 has no jump on B.
Lemma 4.3. When z ∈ B̂j, we have
Nk,−(z) J−1ψ,j Nk,+(z)
−1 =
{
Iν , k = j,
Iν + (ηj − 1)[zn+
∑
c]−ekj , k 6= j.
Here [zn+
∑
c]− stands for the boundary value at the − side of B̂j.
By Lemma 4.3, the jump of T on B̂j ∩ Ωk for k 6= 0 is given by
T−(z)−1T+(z)
=Gk(z)
−1
[
1 0
0 C−1
] [
1 0
0 Ψk,−(z)
] [
1 0
0 Ψ−1k,+(z)
] [
1 0
0 C
]
Gk(z)
+Gk(z)
−1
[
1 0
0 W(z)−1E(z)Nk(z)
]
−
[
1 0
0 W(z)Ψ(z)
]
−
×
[
1 0
0 W(z)Ψ(z)
]−1
+
[
1 0
0 Nk(z)
−1E(z)−1W(z)
]
+
Gk(z)
=Gk(z)
−1
[
1 0
0 W(z)−1E(z)Nk(z)
]
−
[
1 0
0 Jψ,j
]−1 [
1 0
0 Nk(z)
−1E(z)−1W(z)
]
+
Gk(z)
=

Gk(z)
−1
[
1 0
0 W(z)−1E(z)
]
−
[
1 0
0 E(z)−1W(z)
]
+
Gk(z), k = j,
Gk(z)
−1
[
1 0
0 W(z)−1E(z)
]
−
(
Iν+1 + (ηj − 1)[zn+
∑
c]−ekj
) [1 0
0 E(z)−1W(z)
]
+
Gk(z), k 6= j,
=
Iν+1, k = j,Iν+1 + (ηj − 1)[zn+∑ c]− Wj(z)
Ej(z)Wk(z)
ekj , k 6= j.
(86)
In the first equality, we have used that Y˜ −1− Y˜+ (70) does not contribute to the jump because of the
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following computation. When z ∈ B̂j we have[
Wj(z)
(
ψj,+(z)− ψj,−(z)
)−W (z)(ψ˜j,+(z)− ψ˜j,−(z))]Ψ+(z)−1
=Wj(z)
[
Ψ−(z)Ψ+(z)−1 − Iν
]
jth row
−W (z)[V(z)−1Ψ−(z)Ψ+(z)−1 −V(z)−1]jth row
=Wj(z)
[
W(z)−1J−1ψ,j W(z)− Iν
]
jth row
−W (z)[V(z)−1W(z)−1J−1ψ,j W(z)−V(z)−1]jth row
=
[
J−1ψ,j W(z)− Iν
]
jth row
−W (z)[V(z)−1V(z)J−1ψ,j V(z)−1 −V(z)−1]jth row
=
[
J−1ψ,j W(z)−W(z)
]
jth row
−W (z)[(J−1ψ,j − Iν)V(z)−1]jth row, z ∈ B̂j .
Since the jth row of J−1ψ,j = ηjej where ej is the row basis vector whose only nonzero entry being 1 at
the jth entry, the above becomes
Wj(z)(ηj − 1)ej −W (z)(ηj − 1)[V(z)−1]jth row (87)
which vanishes because [V(z)−1]jth row = ej .
4.3 S transform: lens opening
Let us define S(z) by
S(z) =

T (z), when z ∈ Ω0 \ U,
T (z)M0(z)
−1, when z ∈ Ω0 ∩ U,
T (z)Mj(z)
−1, when z ∈ Ωj for j = 1, . . . , ν,
(88)
where U ⊂ D is a neighborhood of ⋃νj=1 Γj0.
By the definition of S in (88) the jump of S on ∂U ∩ Ω0 is given by
S−(z)−1S+(z) = M0(z)−1. (89)
By the jump of T on Γj0 in (75) we have the jump of S on Γj0 is given by
S−(z)−1S+(z) = M0(z)Mj0(z)Mj(z)−1 = Jj(z). (90)
By the jump of T on Γjk in (79) we have the jump of S on Γjk is given by
S−(z)−1S+(z) = Mk(z)Mk0(z)−1Mj0(z)Mj(z)−1 = Jk(z)−1Jj(z). (91)
By Lemma 4.2 the jump of S on Bjk ∩ Ω0 is given by
S−(z)−1S+(z) = M0(z)T−(z)−1T+(z)M0(z)−1 = T−(z)−1T+(z)
= D(z) (Iν+1 + ηkj(ηj − 1)ekj) D(z)−1
=
(
Iν+1 + ηkj(ηj − 1)Ek(z)z
ck
Ej(z)zcj
ekj
)
.
(92)
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By the jump of T on Bjk ∩ Ωi in (83) we have the jump of S on Bjk ∩ Ωi is given by
S−(z)−1S+(z) = Mi,−(z)T−(z)−1T+(z)Mi,+(z)−1
=
(
D(z)−1Ji(z)
)−1
− (Iν+1 + ηkj(ηj − 1)ekj)
(
D(z)−1Ji(z)
)
+
=

Iν+1 + ηkj(ηj − 1) Ek(z)
Ej(z)Wj(z)
ek0, i = j,
Iν+1 + ηkj(ηj − 1)Ek(z)
Ej(z)
ekj , i 6= j.
(93)
By the jump of T in Bj ∩ Ω0 in (84) the jump of S on Bj ∩ Ω0 is given by
S−(z)−1S+(z) = M0,−(z)T−(z)−1T+(z)M0,+(z)−1 = M0,−(z)M0,+(z)−1 = Iν+1. (94)
By the jump of T in Bj ∩ Ωk in (85) the jump of S on Bj ∩ Ωk is given by
S−(z)−1S+(z) = Mk,−(z)T−(z)−1T+(z)Mk,+(z)−1 = Iν+1 + (ηj − 1)ejj . (95)
By the jump of T in B̂j ∩ Ωk in (86) the jump of S on B̂j ∩ Ωk is given by
S−(z)−1S+(z) = Mk,−(z)T−(z)−1T+(z)Mk,+(z)−1
=
Mk,−(z)Mk,+(z)
−1, k = j,
Mk,−(z)
(
Iν+1 + (ηj − 1)[zn+
∑
c]−
Wj(z)
Ej(z)Wk(z)
ekj
)
Mk,+(z)
−1, k 6= j,
=

Iν+1 − (ηj − 1) [z
n+
∑
c]−
Ej(z)Wj(z)
ej0, k = j,
Iν+1 + (ηj − 1) Wj(z)
Wk(z)
[zn+
∑
c]−
Ej(z)
ekj , k 6= j.
(96)
Lemma 4.4. The matrix function S(z) is the unique solution to the Riemann-Hilbert problem given
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below. 
S+(z) = S−(z)Jj(z), z ∈ Γj0,
S+(z) = S−(z)Jk(z)−1Jj(z), z ∈ Γjk,
S+(z) = S−(z)M0(z)−1, z ∈ ∂U ∩ Ω0,
S+(z) = S−(z), z ∈ Bj ∩ Ω0, z ∈ Bj ∩ Ωj ,
S+(z) = S−(z) (Iν+1 + (ηj − 1)ejj) , z ∈ Bj ∩ Ωk,
S+(z) = S−(z)
(
Iν+1 − (ηj − 1) [z
n+
∑
c]−
Ej(z)Wj(z)
ej0
)
, z ∈ B̂j ∩ Ωj ,
S+(z) = S−(z)
(
Iν+1 + (ηj − 1) Wj(z)
Wk(z)
[zn+
∑
c]−
Ej(z)
ekj
)
, z ∈ B̂j ∩ Ωk,
S+(z) = S−(z)
(
Iν+1 + ηkj(ηj − 1)Ek(z)z
ck
Ej(z)zcj
ekj
)
, z ∈ Bjk ∩ Ω0,
S+(z) = S−(z)
(
Iν+1 − ηkj(ηj − 1) Ek(z)
Ej(z)Wj(z)
ek0
)
, z ∈ Bjk ∩ Ωj ,
S+(z) = S−(z)
(
Iν+1 + ηkj(ηj − 1)Ek(z)
Ej(z)
ekj
)
, z ∈ Bjk ∩ Ωi, i 6= j, k,
S(z) = Iν+1 +O (1/z) , z →∞,
S(z) is holomorphic, otherwise,
(97)
where j 6= k and 1 ≤ j, k ≤ ν.
We note that the jump conditions on B̂j and on Bjk are all exponentially small as N grows away
from the points {a1, . . . , aν} because zn/Ej(z) = exp(N(log z − aj − `j)) is exponentially small on B̂j
and Ek(z)/Ej(z) = exp(N((aj − aj)z + `j − `k)) is exponentially small on Bjk.
4.4 Global Parametrix
We set up the model Riemann-Hilbert problem of Φ(z) from that of S by ignoring the jump matrices
that are exponentially small as N →∞ when z is away from aj ’s.
Φ+(z) = Φ−(z)Jj(z), z ∈ Γj0,
Φ+(z) = Φ−(z)Jk(z)−1Jj(z), z ∈ Γjk,
Φ+(z) = Φ−(z) (Iν+1 + (ηj − 1)ejj) , z ∈ Bj ∩ Ωk, k 6= j,
Φ(z) = Iν+1 +O(1/z), z →∞,
Φ(z) is holomorphic, otherwise,
(98)
where 1 ≤ j, k ≤ ν.
38
A solution of the model Riemann-Hilbert problem is given by
Φ(z) =

diag
(
z
∑
c
W (z)
,
(
z − a1
z
)c1
, . . . ,
(
z − aν
z
)cν)
, z ∈ Ω0,
0 0 1 0
0
(z − a1)c1
. . .
(z − aj−1)cj−1
0 0
−(z−aj)cj
Wj(z)
0 0 0
0 0 0
(z − aj+1)cj+1
. . .
(z − aν)cν

, z ∈ Ωj ,
where j = 1, . . . , ν. We assign the branch cut of (z − aj)cj on Bj for each j = 1, . . . , ν. One can check
the jump on Γj0 by (66). We note that z
∑
c/W (z) is analytic away from B̂.
We obtain the following jump relations.
[S(z)Φ(z)−1]+ = [S(z)Φ(z)−1]−
(
Iν+1 +
(ηj − 1) [zn+
∑
c]−
Ej(z − aj)cj e0j
)
, z ∈ B̂j ∩ Ωj , (99)
[S(z)Φ(z)−1]+ = [S(z)Φ(z)−1]−
(
Iν+1 +
Wj(z)
Wk(z)
(ηj − 1) [zn+
∑
c]−
Ej(z)(z − aj)cj e0j
)
, z ∈ B̂j ∩ Ωk, (100)
[S(z)Φ(z)−1]+ = [S(z)Φ(z)−1]−
(
Iν+1 + ηkj(ηj − 1)Ek(z)(z − ak)
ck
Ej(z)(z − aj)cj ekj
)
, z ∈ Bjk, (101)
[S(z)Φ(z)−1]+ = [S(z)Φ(z)−1]−
(
Iν+1 +
ν∑
i=1
Ei(z)(z − ai)ci
zn+
∑
c
ei0
)
, z ∈ ∂U ∩ Ω0, (102)
where j 6= k.
5 Local Parametrices
Near aj ’s the jump matrices of Φ (98) do not converge to the jump matrices of S (97). We therefore need
the local parametrix around aj that approximates the jump condition of S. We construct the parametrix
separately when aj ∈ Γj0 and when aj ∈ Γjk for k 6= 0.
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5.1 aj ∈ Γj0
Let Daj be a disk neighborhood of aj with a fixed radius r such that the map ζ : Daj → C given below
is univalent.
ζ(z) = −N(ajz − log z + `j).
This is linearly approximated by
ζ(z) =
1− |aj |2
aj
N(z − aj)(1 +O(z − aj)), when z → aj . (103)
To construct the asymptotics S∞ of S it is convenient to write, in terms of W : Daj → C(ν+1)×(ν+1),
S∞(z) = Qj(z)W(z)Qj(z)−1Φ(z), z ∈ Daj ,
where
Qj(z) = Iν+1 +
(
ζcj/2z
∑ν
i=1 ci/2
(z − aj)cj/2
− 1
)
e00 +
(
(z − aj)cj/2
ζcj/2z
∑ν
i=1 ci/2
− 1
)
ejj . (104)
We require that S∞ has the jump matrix obtained by ignoring all the jump matrices except the jump
on B̂j . Using the identity z
n/Ej(z) = e
ζ from the definition of ζ, the jump of W is given by
W+(z) =W−(z)Qj(z)−1Φ−(z)
(
Iν+1 − (ηj − 1) [z
n+
∑
c]−
Ej(z)Wj(z)
ej0
)
Φ+(z)
−1Qj(z)
=W−(z)Qj(z)−1
(
Iν+1 +
(ηj − 1) [zn+
∑
c]−
Ej(z)(z − aj)cj e0j
)
Qj(z)
=W−(z)
(
Iν+1 + (ηj − 1) e
ζ(z)
[ζ(z)cj ]−
e0j
)
, z ∈ B̂j .
(105)
We remark that the diagonal matrix Qj was chosen by requiring that the jump of W is only in terms of
the local coordinate ζ and Qj is analytic and non vanishing at aj with detQj = 1. Note that ζ maps
Bj (16) into the positive real axis and B̂j (15) into the negative real axis. We choose the branch cut
of ζcj at the negative real axis such that Qj is analytic in Daj . In the last equality we have used that
[ζcjzcj ]− = [ζcjzcj ]+.
A solution to the jump condition (105) can be written, for any holomorphic matrix function H(z) in
Daj , by W(z) = H(z)Fj(ζ) where we define
Fj(ζ) = Iν+1 + fcj (ζ)e0j , (106)
where we defined
fc(ζ) =
−1
2pii
∫
L
es
sc(s− ζ)ds (107)
and the contour L begins at −∞ − i, circles the origin once in the counterclockwise orientation, and
returns to −∞+ i for any small positive . The similar analysis has been done in [18].
As |ζ| → ∞ we have the expansion
fc(ζ) =
∞∑
i=1
αi(c)
ζi
where αi(c) =
1
2pii
∫
L
si−1es
scj
ds =
sin(cpi)Γ(i− c)
pi(−1)i−1 .
We also note that α1(c) = 1/Γ(c).
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5.2 aj ∈ Γjk
Similar to the above subsection we define
ζ(z) = −N((aj − ak)z + `j − `k).
This is linearly approximated by
ζ(z) = N(ak − aj)(z − aj)(1 +O(z − aj)), when z → aj .
We construct the asymptotics S∞ of S by setting
S∞(z) = Qj(z)W(z)Qj(z)−1Φ(z), (108)
where
Qj(z) = Iν+1 +
(
[(z − aj)cj/2]B[k]
ζcj/2(z − ak)ck/2
− 1
)
ejj +
(
ζcj/2(z − ak)ck/2
[(z − aj)cj/2]B[k]
− 1
)
ekk. (109)
We require Qj being analytic in Daj therefore we set that ζ
cj/2 has the branch cut on the negative
real axis which results in (z − aj)cj/2 having the branch cut on Bjk. The subscript at [(z − aj)cj/2]B[k]
refers to this fact.
We require that S∞ has the jump matrix obtained by ignoring all the jump matrices except the jump
on Bjk. Using the identity Ek(z)/Ej(z) = e
ζ from the definition of ζ, the jump of W is given by
W+(z) =W−(z)Qj(z)−1Φ−(z)
(
Iν+1 − ηkj(ηj − 1) Ek(z)
Ej(z)Wj(z)
ek0
)
Φ+(z)
−1Qj(z)
=W−(z)Qj(z)−1
(
Iν+1 + ηkj(ηj − 1)Ek(z)(z − ak)
ck
Ej(z)(z − aj)cj ekj
)
Qj(z)
=W−(z)
(
Iν+1 + ηkj(ηj − 1) [(z − aj)
cj ]+
(z − aj)cj
eζ
[ζcj ]−
ekj
)
z ∈ Bjk.
(110)
In the last line [(z− aj)cj ]+ comes from the + side of [(z− aj)cj ]B[k]. We also note that the − side of ζcj
corresponds to the + side of Bjk (17), hence [ζ
cj ]− refers to the boundary value from the + side of Bjk.
We further can choose the branch of [(z − aj)cj ]B[k] such that
[(z − aj)cj ]B[k]
(z − aj)cj
Wj(z)
Wk(z)
= 1, z ∈ Daj . (111)
We remark that the diagonal matrix Qj was chosen by requiring that the jump of W is only in terms
of the local coordinate ζ and Qj is analytic and nonvanishing at aj with detQj = 1. Note that ζ maps
Γjk into the imaginary axis and Bjk into the negative real axis.
A solution to the above jump condition can be written by W(z) = H(z)Fj(ζ), for some holomorphic
matrix function H(z), where
Fj(ζ) = Iν+1 − fcj (ζ)ekj . (112)
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5.3 Construction of R and H
At this point one may propose the strong asymptotics of S by
“S∞(z)” =
{
Φ(z), z /∈ ∪νj=1Daj ,
Fj(ζ(z))Φ(z), z ∈ Daj , j = 1, · · · , ν,
such that S∞ satisfies the approximate jump condition of S.
It turns out that, as in the case of ν = 1, we need the following, more accurate, expression of S∞ to
obtain the strong asymptotics of the orthogonal polynomials.
S∞(z) :=
{
R(z)Φ(z), z /∈ ∪νj=1Daj ,
Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1Φ(z), z ∈ Daj , j = 1, . . . , ν.
(113)
This is a temporary definition. Later we will redefine S∞ at (130) to its final form we need.
We now construct the matrix functions R and Hj . The method is parallel to the case ν = 1 in [18].
Recall that Fj(ζ) satisfies the asymptotic expansion as ζ →∞ given by
Fj(ζ) =

Iν+1 +
∞∑
i=1
αi(cj)
ζi
e0j , if aj ∈ Γj0,
Iν+1 −
∞∑
i=1
αi(cj)
ζi
ekj , if aj ∈ Γjk.
(114)
Let F (m)j (ζ) be the truncated asymptotic expansion of Fj(ζ) given by
F (m)j (ζ) =

Iν+1 +
m∑
i=1
αi(cj)
ζi
e0j , if aj ∈ Γj0,
Iν+1 −
m∑
i=1
αi(cj)
ζi
ekj , if aj ∈ Γjk.
(115)
The following lemma is analogous to Lemma 13 in [18].
Lemma 5.1. Let Fj and F (m)j be given in (114) and (115). Then we have
F̂j(ζ) := Fj(ζ)
(
F (m)j (ζ)
)−1
= Iν+1 +O
(|ζ|−m−1) , as |ζ| → ∞.
For a function f with pole singularity at z = a let us define
[f(z)]sing(a) =
1
2pii
∮
a
f(s)
z − sds,
which represents the singular part of the Laurent expansion of f(z) at z = a. The integration contour
circles around a such that a is the only singularity of the integrand inside the circle; especially z must be
outside the circle.
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Lemma 5.2. Let R(z) be a rational matrix function of size ν + 1 by ν + 1 whose (p, q)th entry is given
by rp,q(z) and 0 ≤ p, q ≤ ν, where
r0,j(z) =
[
ζ(z)cjz
∑
c
(z − aj)cj
m∑
i=1
αi(cj)
ζ(z)i
]
sing(aj)
, aj ∈ Γj0,
rk,j(z) = −
[
ζ(z)cj (z − ak)ck
[(z − aj)cj ]B[k]
m∑
i=1
αi(cj)
ζ(z)i
]
sing(aj)
, aj ∈ Γjk.
(116)
For any j ∈ {1, . . . , ν}, if aj ∈ Γjk or equivalently j → k, we set r0,j by the (recursive) relation:
rp,j(z) = [rp,k(z)rk,j(z)]sing(aj), (117)
for any p 6= k that belongs to the chain of aj. For all other entries we set
rp,q(z) = δpq,
where δpq = 1 for p = q and δpq = 0 for p 6= q. With the above definitions the matrix function Hj(z)
given by
Hj(z) := Qj(z)
−1R(z)Qj(z)
(
F (m)j (ζ(z))
)−1
(118)
is holomorphic at aj. We note that rk,j(z) has pole only at aj and only for k that belongs to the chain of
aj.
Let j = ks → ks−1 → · · · → k1 → 0 be a chain of aj as defined in (8). We have the following
asymptotic behavior
r0,j(z) =
chain(j)
z − aj
(
1 +O
(
1
N
))
(119)
uniformly over a compact subset of C \Daj , where the constant chain(j) is defined by
chain(j) =
a
1+
∑
i6=k1 ci
k1
N
∑s
i=1(cki−1)
Γ(ck1)(1− |ak1 |2)1−ck1
s−1∏
i=1
(aki+1 − aki)cki |aki − aki+1 |2cki+1
Γ(cki+1)
[
(aki − aki+1)cki+1
]
B[ki]
|aki − aki+1 |2
. (120)
Note that s is the level of aj as defined in Definition 2.4 and, if s = 1, the product part is one.
Proof. When aj ∈ Γj0, F (m)j (z) is given in (115). We have
Hj(z) =
∑
q 6=j
[
Qj(z)
−1R(z)Qj(z)
]
pq
epq +
(
(z − aj)cjr0,j(z)
ζcjz
∑
c
−
m∑
i=1
αi(cj)
ζi
)
e0j
+
∑
p/∈{0,j}
(
(z − aj)cj/2rp,j(z)
ζcj/2z
∑
c/2
− ζ
cj/2z
∑
c/2rp,0(z)
(z − aj)cj/2
m∑
i=1
αi(cj)
ζi
)
epj
−
(
ζcjz
∑
crj,0(z)
(z − aj)cj
m∑
i=1
αi(cj)
ζi
)
ejj .
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Let us discuss each term. In the first summation, since q 6= j, rp,q(z) in the summation are all holomorphic
at aj and it follows that the summation is holomorphic at aj . The second term with e0j becomes
holomorphic exactly because of (116). The third term with the summation vanishes because rp,j =
rp,0 = 0 for the corresponding p’s. The last term also vanishes because rj,0 = 0 by definition.
When aj ∈ Γjk, we have
Hj(z) =
ν∑
q 6=j
[
Qj(z)
−1R(z)Qj(z)
]
pq
epq
+
ζcj/2(z − ak)ck/2
[(z − aj)cj/2]B[k]
(
[(z − aj)cj ]B[k]r0,j(z)
ζcj (z − ak)ck + r0,k(z)
m∑
i=1
αi(cj)
ζi
)
e0j
+
(
ζcj (z − ak)ck rj,k(z)
[(z − aj)cj ]B[k]
m∑
i=1
αi(cj)
ζi
)
ejj +
(
[(z − aj)cj ]B[k]rk,j(z)
ζcj (z − ak)ck +
m∑
i=1
αi(cj)
ζi
)
ekj
+
∑
p/∈{0,j,k}
(
[(z − aj)cj/2]B[k]rp,j(z)
ζcj/2(z − ak)ck/2
+
ζcj/2(z − ak)ck/2rp,k(z)
[(z − aj)cj/2]B[k]
m∑
i=1
αi(cj)
ζi
)
epj ,
(121)
The first term with the summation is holomorphic by the similar argument as above. The term with ejj
vanishes by the definition. The term with ekj is holomorphic at aj exactly by the definition (116). For
the term with e0j to be holomorphic one obtains the following (recursive) relation:
r0,j(z) = −
[
r0,k(z)
ζcj (z − ak)ck
[(z − aj)cj ]B[k]
m∑
i=1
αi(cj)
ζi
]
sing(aj)
when aj ∈ Γjk. (122)
In the last term with the summation in (121) to be holomorphic we obtain
rp,j(z) = −
[
rp,k(z)
ζcj (z − ak)ck
[(z − aj)cj ]B[k]
m∑
i=1
αi(cj)
ζi
]
sing(aj)
when j → k → p 6= 0.
The above two relations are combined to give (117).
Now let us prove the asymptotic behaviors. When z /∈ Daj using the linear approximation (103) we
may write
r0,j(z) =
[
ζ(z)cjz
∑
c
(z − aj)cj
α1(cj)
ζ(z)
]
sing(aj)
+
[
ζ(z)cjz
∑
c
(z − aj)cj
m∑
i=2
αi(cj)
ζ(z)i
]
sing(aj)
=
N cj−1a
1+
∑
i 6=j ci
j
Γ(cj)(1− |aj |2)1−cj
1
z − aj +
1
2pii
∮
aj
ζ(s)cjs
∑
c
(s− aj)cj
m∑
i=2
αi(cj)
ζ(s)i
ds
z − s (123)
=
N cj−1a
1+
∑
i 6=j ci
j
Γ(cj)(1− |aj |2)1−cj
1
z − aj
(
1 +O
(
1
N
))
. (124)
For the last term in (123) the second line with the integration we may choose the circular integration
contour centered at aj with half the radius of Daj such that |ζ(s)| > CN over the integration contour
for some positive constant C. Then this term is bounded by O(N cj−2) and we obtain the estimate.
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Note that the coefficient of 1/(z − aj) in (123) comes from the evaluation of ζ(z)cjz
∑
c/(z − aj)cj at
z = aj . We use that
ζ(z)cj = N cj (1− |aj |2)cj (z − aj)
cj
zcj
(1 +O(z − aj))
to determine the exact branch of the exponents.
By the similar consideration, we obtain
rk,j(z) =
−N cj−1
Γ(cj)
(aj − ak)ck |ak − aj |2cj
[(ak − aj)cj ]B[k](ak − aj)
1
z − aj
(
1 +O
(
1
N
))
, aj ∈ Γjk, k 6= 0,
where we used the following identity to evaluate the correct branch of the leading coefficient.
ζcj = N cj |ak − aj |2cj
[(z − aj)cj ]B[k]
[(ak − aj)cj ]B[k]
(1 +O(z − aj)).
Here [(ak − aj)cj ]B[k] means the evaluation of [(z − aj)cj ]B[k] at z = ak.
Finally we estimate the r0,j when j → k and k 6= 0 using the relation (122).
r0,j(z) = −
[
r0,k(z)
ζcj (z − ak)ck
[(z − aj)cj ]B[k]
α1(cj)
ζ
]
sing(aj)
−
[
r0,k(z)
ζcj (z − ak)ck
[(z − aj)cj ]B[k]
m∑
i=2
αi(cj)
ζi
]
sing(aj)
= −r0,k(aj)N
cj−1
Γ(cj)
(aj − ak)ck |ak − aj |2cj
[(ak − aj)cj ]B[k](ak − aj)
1
z − aj +O(‖r0,k‖∞N
cj−2),
where ‖r0,k‖∞ is the norm taken over Daj and the error bound is uniformly over a compact subset in
C \Daj . This allows us to define the constant chain(j) by
Nµj lim
N→∞
r0,j(z)
Nµj
=
chain(j)
z − aj , for all j = 1, . . . , ν,
where µj is fixed such that the limit is non-trivial. From the above two equations we obtain the recurrence
relation
µj = µk + cj − 1
and
chain(j) = −chain(k)
aj − ak
N cj−1(aj − ak)ck |ak − aj |2cj
Γ(cj)[(ak − aj)cj ]B[k](ak − aj)
.
For a given chain j = ks → ks−1 → · · · → k1 → 0 the above relation provides the recurrence relation that
can be solved with the initial condition given by (124) as below.
chain(j) =
a
1+
∑
i 6=k1 ci
k1
N
∑s
i=1(cki−1)
Γ(ck1)(1− |ak1 |2)1−ck1
s−1∏
i=1
(aki+1 − aki)cki |aki − aki+1 |2cki+1
Γ(cki+1)[(aki − aki+1)cki+1 ]B[ki]|aki − aki+1 |2
, (125)
For other rp,j(z)’s with p 6= 0 similar estimates can be made and shown to be bounded by O(NC) with
a finite C.
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From the proof of the above lemma it is simple to realize that
R(z) = Iν+1 +O
(
1
NC
)
, when z ∈ ∂Daj ,
for some finite C that is determined by {c1, . . . , cν}.
When z ∈ ∂Daj , by the definition of Hj(z) in (118) and the boundedness of R(z), we have
Hj(z) = Iν+1 +O
(
NC
′)
,
for some finite C ′.
6 Strong asymptotics
Defining the error matrix by
E(z) := S∞(z)S(z)−1. (126)
When z ∈ ∂Daj , we have
E+(z)E−(z)−1 = Qj(z)Hj(z)Fj(z)Qj(z)−1R(z)−1 = R(z)Qj(z)F̂(ζ)Qj(z)−1R(z)−1
= R(z) (Iν+1 +O (N cj−1−m))R(z)−1.
By Lemma 5.2, R(z) can be written as a upper triangular matrix by a permutation of {ai}νi=1 such that
the chain j → k always satisfies j > k, i.e., we order {ai}’s by their level. Then R(z)−Iν+1 is a nilpotent
matrix and we have
R(z)−1 = Iν+1 +
ν−1∑
i=1
(−1)i (R(z)− Iν+1)i = Iν+1 +O
(
NC
)
,
for some fixed finite C. It means that, by increasing m, we can make ‖E+(z)E−(z)−1 − Iν+1‖∞ on ∂Daj
as small as we want.
When z ∈ Ωi \Daj for i ∈ {0, . . . , ν} we have
E+(z)E−(z)−1 =
(
S∞(z)S(z)−1
)
+
(
S∞(z)S(z)−1
)−1
−
= R(z) (Φ(z)S(z)−1)
+
(
Φ(z)S(z)−1
)−1
− R(z)−1.
(127)
By the jump conditions of S Φ−1 in (99)(100)(101)(102), ‖ (ΦS−1)
+
(
ΦS−1
)−1
− − Iν+1‖∞ is exponentially
small as N grows on Ωi \Daj we have
E+(z)E−1− (z) = Iν+1 +O
(
e−CN
)
, z ∈ Ωi \Daj
for some C > 0.
In Daj the error matrix E still has jumps on various branch cuts emanating from aj . Below we will
further modify S∞ to handle those jumps.
Let Uaj ⊂ Daj be a disk neighborhood centered at aj with half the radius of Daj .
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The remaining jump conditions of S(z)Φ(z)−1 in (99)(100)(101), that is not satisfied by S∞(z)Φ(z)−1,
are satisfied by the following matrix function inside Uaj .
U(aj , z) :=

Iν+1 −
( ∑
i 6=0,j
Ei(z)(z − ai)ci
Ej(z)[(z − aj)cj ]B[i]
eij
)
, aj ∈ Γj0,
Iν+1 +
(
η′zn+
∑
c
Ej(z)(z − aj)cj e0j −
∑
i 6=0,j,k
Ei(z)(z − ai)ci
Ej(z)[(z − aj)cj ]B[i]
eij
)
, aj ∈ Γjk.
(128)
Above we define the constant η′ = 1 if B̂j (15) sits in Ωj (4), while η′ = Wj(z)/Wk(z)
∣∣
z∈Ωk∩Uaj
if B̂j sits
in Ωk.
One can check that, when z ∈ Bjk ∩ Uaj and aj ∈ Γj0, we have
U−(aj , z)−1U+(aj , z) = Iν+1 +
(
Ek(z)(z − ak)ck
Ej(z)[(z − aj)cj ]B[k]
ekj
) ∣∣∣∣−
+
= Iν+1 + (ηj − 1)ηkjEk(z)(z − ak)
ck
Ej(z)(z − aj)cj ekj ,
(129)
where we used (111) in the last equality. One can see that it agrees with the jump of SΦ−1 (101).
When z ∈ B̂j ∩ Uaj ∩ Ωj and aj ∈ Γjk we have
U−(aj , z)−1U+(aj , z) = Iν+1 + z
n+
∑
c
Ej(z)(z − aj)cj
∣∣∣∣+
−
e0j = Iν+1 +
(ηj − 1) [zn+
∑
c]−
Ej(z)(z − aj)cj e0j .
When z ∈ B̂j ∩ Uaj ∩ Ωk and aj ∈ Γjk we have
U−(aj , z)−1U+(aj , z) = Iν+1 + Wj(z)
Wk(z)
zn+
∑
c
Ej(z)(z − aj)cj
∣∣∣∣+
−
e0j = Iν+1 +
Wj(z)
Wk(z)
(ηj − 1) [zn+
∑
c]−
Ej(z)(z − aj)cj e0j .
When z ∈ B̂ji ∩ Uaj and aj ∈ Γjk the calculation is similar to that in (129).
Finally we replace the definition of S∞(z) in (113) by the following updated version:
S∞(z) :=

R(z)Φ(z), z /∈ ∪νj=1Daj ,
Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1Φ(z), z ∈ Daj \ Uaj , j = 1, . . . , ν,
Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z), z ∈ Uaj , j = 1, . . . , ν.
(130)
Since S(z)Φ(z)−1 and S∞(z)Φ(z)−1 have the same jump conditions in Uaj , E does not have any jump in
Uaj .
When z ∈ ∂Uaj we have
E+(z)E−(z)−1 = S∞+ (z)
(
S∞− (z)
)−1
= Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1U(aj , z)
(
Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1
)−1
= Qj(z)Hj(z)Qj(z)
−1U(aj , z)
(
Qj(z)Hj(z)Qj(z)
−1)−1 ,
(131)
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where the last equality is because FjQ−1j commutes with U . Since ‖U − Iν+1‖∞ is exponentially small
as N grow on ∂Uaj we have
E+(z)E−(z)−1 = Iν+1 +O
(
e−CN
)
, z ∈ ∂Uaj (132)
for some C > 0.
When z ∈ Daj \ Uaj we have
E+(z)E−1− (z) =
(
S∞(z)S(z)−1
)
+
(
S∞(z)S(z)−1
)−1
−
= Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1
(
Φ(z)S(z)−1
)
+
(
Φ(z)S(z)−1
)−1
−
(
Qj(z)Hj(z)Fj(ζ(z))Qj(z)−1
)−1
.
(133)
By the jump conditions of SΦ−1 in (99)(100)(101),
∥∥(ΦS−1)+(ΦS−1)−1− − Iν+1∥∥∞ is exponentially small
as N grows on Daj \ Uaj we have
E+(z)E−(z)−1 = Iν+1 +O
(
e−CN
)
, z ∈ Daj \ Uaj
for some C > 0.
Using (111), we observe that{[
Φ(z)M0(z)G
−1
0 (z)
]
i0
= 0, for i 6= 0, j when aj ∈ Γj0,[
Φ(z)M0(z)G
−1
0 (z)
]
i0
= 0, for i 6= j, k when aj ∈ Γjk.
(134)
We will apply (134) to the proofs of Lemma 6.1 and Theorem 6.6.
Lemma 6.1. For j ∈ {1, . . . , ν}, E(z) is bounded in Uaj hence analytic in Uaj .
Proof. Since Qj(z) (104) (109) and Hj(z) (118) are analytic in Uaj , by the definition of E(z) in (126), it
is enough to show that Qj(z)Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z)Mj(z) is analytic in Uaj ∩ Ωj for j = 1, . . . , ν.
When z ∈ Uaj ∩ Ωj and aj ∈ Γj0 we have
Qj(z)Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z)Mj(z) =
(
Iν+1 +
ζcjz
∑
c
(z − aj)cj fcj (ζ)e0j
)
U(aj , z)Φ(z)Mj(z)
= Φ(z) +
ζcjz
∑
c
Wj(z)
(
zn
Ej(z)ζcj
− fcj (ζ)
)
e00.
Since zn/(Ej(z)ζ
cj ) − fcj (ζ) is an entire function in ζ, the (0, 0)th entry is analytic. The analyticity of
the other entries follow from the analyticity of the corresponding entries in Φ(z).
When z ∈ Uaj ∩ Ωj and aj ∈ Γjk we have
Qj(z)Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z)Mj(z) =
(
Iν+1 − ζ
cj (z − ak)ck
[(z − aj)cj ]B[k]
fcj (ζ)ekj
)
U(aj , z)Φ(z)Mj(z)
= Φ(z) +
(
(z − aj)cjfcj (ζ)ζcj (z − ak)ck
Wj(z)[(z − aj)cj ]B[k]
− Ek(z)(z − ak)
ck
Ej(z)Wk(z)
)
ej0
= Φ(z) +
ζck(z − ak)ck
Wk(z)
(
fcj (ζ)−
Ek(z)
Ej(z)ζcj
)
ej0, (135)
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where, in (135), we used (111). Since fcj (ζ)−Ek(z)/(Ej(z)ζcj ) is an entire function in ζ, the (j, 0)th entry
is analytic. The analyticity of the other entries is inherited from the analyticity of the corresponding
entries in Φ(z). By a similar argument, we also have Qj(z)Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z)Mk(z) is analytic
for z ∈ Uaj ∩ Ωk and k 6= j. This ends the proof.
Since E+(z)E−(z)−1 = Iν+1+O (1/N∞) when z ∈ ∂Daj and j = 1, . . . , ν and the other jump conditions
of E in (127), (131),(132) and (133) are exponentially small in N away from ∂Daj , by the small norm
theorem, we obtain E(z) = Iν+1 +O (1/N∞) and, therefore, S∞(z)S(z)−1 = Iν+1 +O (1/N∞) .
Lemma 6.2. On z /∈ Daj we have[(
Iν+1 +O
(
1
N∞
))
R(z)
]
1st row
=
(
1 +O
(
1
N∞
))
[R(z)]1st row. (136)
Proof. Recall that O(1/N∞) stands for O(1/Nm) for an arbitrary m > 0. From Lemma 5.2 all the
entries of R(z) is growing at most polynomially in N and, therefore, we have (I +O(1/N∞))R(z) =
R(z) + O(1/N∞). Furthermore, by (119) in Lemma 5.2, all the entries in the 1st row of R(z) are
nonvanishing away from {aj}νj=1. This leads to [O(1/N∞)]1st row = (1 +O(1/N∞))[R(z)]1st row.
Corollary 6.3. On z ∈ Daj we have[(
Iν+1 +O
(
1
N∞
))
Qj(z)Hj(z)
]
1st row
=
(
1 +O
(
1
N∞
))
[Qj(z)Hj(z)]1st row. (137)
In the following proofs, we will use the facts[
Φ(z)Mj(z)Gj(z)
−1]
1st column
=

(
zn+
∑
c
W (z)
,−(z − a1)
c1E1(z)
W1(z)
, . . . ,−(z − aν)
cνEν(z)
Wν(z)
)T
, if j = 0,(
zn+
∑
c
Wj(z)
,−(z − a1)
c1E1(z)
W1(z)
, . . . ,−(z − aν)
cνEν(z)
Wν(z)
)T
, if j 6= 0.
(138)
Theorem 6.4. When z is away from every aj’s we get
pn(z) =

zn+
∑
c
W (z)
(
1 +O
(
1
N∞
))
, z ∈ Ω0,
−Ej(z)(z − aj)
cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
, z ∈ Ωj .
(139)
The error bound in (139) is uniform over a compact subset of the corresponding region.
Proof. Using (68), (73) and (113), when z ∈ Ω0, we have
Y (z) =
[
1 0
0 C
]
S(z)G0(z)
−1
[
1 0
0 C−1
] [
1 0
0 Ψ0(z)
]
=
[
1 0
0 C
](
Iν+1 +O
(
1
N∞
))
S∞(z)G0(z)−1
[
1 0
0 C−1
] [
1 0
0 Ψ0(z)
]
.
(140)
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Here the error bound is uniformly over a compact subset of Ω0 therefore one can always choose U , the
neighbourhood of
⋃
j Γj0, small enough such that the compact subset in question sits in Ω0 \ U .
For z ∈ Ω0 \Daj , we have
pn(z) = [Y (z)]11 =
[
(Iν+1 +O (1/N∞))S∞(z)G0(z)−1
]
11
=
[
(Iν+1 +O (1/N∞))R(z)Φ(z)G0(z)−1
]
11
= [Iν+1 +O (1/N∞)]1st row
[R(z)Φ(z)G0(z)−1]1st column
=
zn+
∑
c
W (z)
(
1 +O
(
1
N∞
))
.
Above we have used that R(z) has no off-diagonal entries along its 1st column, i.e. [R(z)]j0 = 0 for all
j 6= 0 by Lemma 5.2.
When z ∈ Ωj we have
Y (z) =
[
1 0
0 C
]
S(z)Mj(z)Gj(z)
−1
[
1 0
0 C−1
] [
1 0
0 Ψj(z)
] [
1 W (z)ψ˜1(z)−Wj(z)ψj(z)
0 Iν
]
. (141)
For z ∈ Ωj \Daj we have
pn(z) = [Y (z)]11 =
[
(Iν+1 +O (1/N∞))S∞(z)Mj(z)Gj(z)−1
]
11
= [(Iν+1 +O (1/N∞))R(z)]1st row
[
Φ(z)Mj(z)Gj(z)
−1]
1st column
= Ej(z)
(
zn+
∑
c
Wj(z)Ej(z)
−
ν∑
i=1
r0,i(z)(z − ai)ciEi(z)
Wi(z)Ej(z)
)(
1 +O
(
1
N∞
))
= −r0,j(z)Ej(z)(z − aj)
cj
Wj(z)
(
1 +O
(
1
N∞
))
= −Ej(z)(z − aj)
cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
,
where j = ks → ks−1 → · · · → k1 → 0. We used (138) at the third equality, we used Lemma 6.2 at the
fourth equality and we used (119) at the last equality.
Near the multiple Szego˝ curve we have the following asymptotics with competing leading terms from
the adjacent Ωj ’s.
Theorem 6.5. When z is away from all aj’s we get
pn(z) =

zn+
∑
c
W (z)
(
1 +O
(
1
N∞
))
− Ej(z)(z − aj)
cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
, when z near Γj0,
−Ej(z)(z − aj)
cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
− Ek(z)(z − ak)
ck
Wk(z)
chain(k)
z − ak
(
1 +O
(
1
N
))
,
when z near Γjk.
50
Proof. For z ∈ Ω0 ∩ U and near Γj0 we have
pn(z) = [Y (z)]11 =
[
(Iν+1 +O (1/N∞))S∞(z)M0(z)G0(z)−1
]
11
= [(Iν+1 +O (1/N∞))R(z)]1st row
[
Φ(z)M0(z)G0(z)
−1]
1st column
= zn
 z∑ c
W (z)
− (z − aj)
cjr0,j(z)
Wj(z)
Ej(z)
zn
−
∑
i 6=j
(z − ai)cir0,i(z)
Wi(z)
Ei(z)
zn
(1 +O( 1
N∞
))
=
zn+
∑
c
W (z)
(
1 +O
(
1
N∞
))
− Ej(z)(z − aj)
cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
.
Above we applied (138) to the third equality and we used Lemma 6.2 at the fourth equality.
For z ∈ Ωk and near Γjk we have
pn(z) = [Y (z)]11 =
[
(Iν+1 +O (1/N∞))S∞(z)Mk(z)Gk(z)−1
]
11
= [(Iν+1 +O (1/N∞))R(z)]1st row
[
Φ(z)Mk(z)Gk(z)
−1]
1st column
= Ek(z)
(
zn+
∑
c
Wk(z)Ek(z)
−
ν∑
i=1
r0,i(z)(z − ai)ciEi(z)
Wi(z)Ek(z)
)(
1 +O
(
1
N∞
))
= −r0,j(z)Ej(z)(z − aj)
cj
Wj(z)
(
1 +O
(
1
N∞
))
− r0,k(z)Ek(z)(z − ak)
ck
Wk(z)
(
1 +O
(
1
N∞
))
= −Ej(z)(z − aj)
cj
Wj(z)
chain(j)
z − aj
(
1 +O
(
1
N
))
− Ek(z)(z − ak)
ck
Wk(z)
chain(k)
z − ak
(
1 +O
(
1
N
))
.
Above the third equality is from (138) and the fourth equality comes from Lemma 6.2.
Theorem 6.6. When z ∈ Daj we get
pn(z) =

zn+
∑
c ζ
cj
Wj(z)eζ
(
eζ
ζcj
− fcj (ζ) +O
(
1
N
))
, if aj ∈ Γj0,
−Ek(z)(z − ak)
ckchain(k)
z − ak
ζcj
Wk(z)eζ
(
eζ
ζcj
− fcj (ζ) +O
(
1
N
))
, if aj ∈ Γjk,
Proof. For z ∈ Daj and aj ∈ Γj0 we have
pn(z) = [Y (z)]11 =
[
(Iν+1 +O (1/N∞))S∞(z)Mj(z)Gj(z)−1
]
11
=
[
(Iν+1 +O (1/N∞))Qj(z)Hj(z)
]
1st row
×
[
Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z)Mj(z)Gj(z)−1
]
1st column
=
(
zn+
∑
c
Wj(z)
− z
∑
cζcjEj(z)
Wj(z)
(
fcj (z) + hj(z)
))(
1 +O
(
1
N∞
))
=
zn+
∑
c
Wj(z)
(
1 +O
(
1
N∞
))
− z
n+
∑
cζcj
Wj(z)eζ
(
fcj (ζ) +O
(
1
N
))
,
= zn+
∑
c ζ
cj
Wj(z)eζ
(
eζ
ζcj
− fcj (ζ) +O
(
1
N
))
,
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where the third equality is from (138), the fourth equality follows from Corollary 6.3 and the fifth equality
comes from the following estimate.
hj(z) :=
(z − aj)cj
ζcjz
∑
c
r0,j(z)−
m∑
k=1
αk
ζk
=
(z − aj)cj
ζcjz
∑
c
N cj−1a
1+
∑
i 6=j ci
j
Γ(cj)(1− |aj |2)1−cj
1
z − aj
(
1 +O
(
1
N
))
−
m∑
k=1
αk
ζk
= O
(
1
N
)
, z ∈ ∂Daj ,
(142)
where we used (124) at the second equality. Since hj is holomorphic in Daj the above bound holds in
Daj .
For z ∈ Daj and aj ∈ Γjk we have
pn(z) = [Y (z)]11 =
[
(Iν+1 +O (1/N∞))S∞(z)Mj(z)Gj(z)−1
]
11
= [(Iν+1 +O (1/N∞))Qj(z)Hj(z)]1st row
× [Fj(ζ(z))Qj(z)−1U(aj , z)Φ(z)Mj(z)Gj(z)−1]1st column
= −
(
r0,k(z)Ek(z)(z − ak)ck
Wk(z)
)(
1 +O
(
1
N∞
))
−
(
r0,k(z)Ej(z)(z − aj)cj
(−fcj (ζ) + hj(z)) ζcj (z − ak)ck
Wj(z)[(z − aj)cj ]Bjk
)(
1 +O
(
1
N∞
))
= −Ek(z)r0,k(z)(z − ak)ck
(
1
Wk(z)
(
1 +O
(
1
N∞
))
− ζ
cj
(
fcj (ζ) +O (1/N)
)
Wk(z)eζ
)
= −Ek(z)(z − ak)
ckchain(k)
z − ak
ζcj
Wk(z)eζ
(
eζ
ζcj
− fcj (ζ) +O
(
1
N
))
,
where the third equality is from (138), the fourth equality follows from Corollary 6.3 and the fifth equality
comes from (111) and the following estimate.
hj(z) =
[(z − aj)cj ]B[k]
ζcj (z − ak)ck rk,j(z) +
m∑
k=1
αk
ζk
= O
(
1
N
)
, z ∈ ∂Daj ,
which is obtained by a similar argument in (142).
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