Prototypical Networks for Multi-Label Learning by Yang, Zhuo et al.
Prototypical Networks for Multi-Label Learning
Zhuo Yang1, Yufei Han2, Guoxian Yu3, Xiangliang Zhang1
1King Abdullah University of Science and Technology, Thuwal, Saudi Arabia
2Norton Research Group, Sophia Antipolis, France
3Southwest University, Chongqing, China
Abstract
We propose to address multi-label learning by jointly
estimating the distribution of positive and negative in-
stances for all labels. By a shared mapping function,
each label’s positive and negative instances are mapped
into a new space forming a mixture distribution of two
components (positive and negative). Due to the de-
pendency among labels, positive instances are mapped
close if they share common labels, while positive and
negative embeddings of the same label are pushed away.
The distribution is learned in the new space, and thus
well presents both the distance between instances in
their original feature space and their common member-
ship w.r.t. different categories. By measuring the den-
sity function values, new instances mapped to the new
space can easily identify their membership to possible
multiple categories. We use neural networks for learn-
ing the mapping function and use the expectations of
the positive and negative embedding as prototypes of
the positive and negative components for each label, re-
spectively. Therefore, we name our proposed method
PNML (prototypical networks for multi-label learning).
Extensive experiments verify that PNML significantly
outperforms the state-of-the-arts.
Introduction
Multi-label learning addresses the problem that one instance
can be associated with multiple labels simultaneously. For-
mally, the goal is to learn a function f , which maps an in-
stance x ∈ RD to a label vector y = [l1, l2, · · · , lK ] (li is
1 if x is associated with the i-th label, and li is 0 otherwise.
Many real-world applications drive the study of this prob-
lem, such as image object recognition (Yang et al. 2016;
Chen et al. 2019), text classification (Li, Ouyang, and
Zhou 2015; Rubin et al. 2012), and bioinformatic problems
(Diplaris et al. 2005; Yu et al. 2012).
It’s commonly known that exploiting label dependency is
the key in building a multi-label classifier. Let X ∈ RN×D
denote all training instances, and Y ∈ {0, 1}N×K be the
corresponding label matrix. The label dependency is mainly
studied by 1) exploiting the label matrix Y only (Huang et al.
2018; Hariharan et al. 2010; Feng, An, and He 2019; Huang
et al. 2016; Tai and Lin 2012; Zhang and Schneider 2011;
Zhang and Schneider 2012); and 2) jointly mapping X and Y
into a same low rank label space (Guo 2017; Yu et al. 2014;
Lin et al. 2014; Xu et al. 2014). Approaches using Y alone
to extract label dependency focus on only categories overlap
on which instances (who they are), without the consideration
of the instances features (what they are). We are therefore
motivated to exploit both X and Y for capturing the label
dependency, and break the following limits of existing ap-
proaches also working on X and Y at the same time. Mainly,
the low-rank assumptions in these approaches cannot hold
in most real world applications (Bhatia et al. 2015). Besides,
the label dependency captured by them is linear.
We address the multi-label learning from a novel angle
of distribution estimation. The intuition is that every label
has a mixture distribution of two components, one is posi-
tive while the other is negative. This distribution can be esti-
mated in a new embedding space that is a transformation of
the original feature space through learning a mapping shared
by all labels fφ : RD → RM . To match the mixture distribu-
tion of two components for each label, its positive instances
are mapped to be close, forming a compact cluster (posi-
tive component), while the negative instances are mapped to
form another cluster (negative component), which is pushed
away from the positive cluster. Due to the label dependency,
positive instances of one label can also be positive for other
labels. Negative instances of different labels also overlap.
The mapping function fφ is learned to push positive and
negative instances away for each label, and pull positive in-
stances close if they share common labels in the new embed-
ding space. The distribution of the new representations of
mapped instances (or called embedding) then well presents
both the distance between instances in their original feature
space (given in X, preserved by fφ) and their common mem-
bership w.r.t. different categories (given in Y, preserved by
forming positive/negative components for each label).
Inspired by the prototypical networks for multi-class few-
shot learning in (Snell, Swersky, and Zemel 2017), we de-
fine in the new space a positive prototype and a negative
prototype for each label, which respectively are the expecta-
tions of the positive and negative embedding in the mixture
distribution. The belongingness of one instance to a posi-
tive/negative component can then be simply measured as its
distance to the prototype. Since the distributions of (embed-
ding vectors belonging to) labels not only differ on the lo-
cation of prototypes, and they also have different variance.
Therefore, we learn a Mahalanobis distance metric for each
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label to complete the classification task.
We highlight the advantages of our proposed approach
and our contributions in this work as follows:
1. To the best of our knowledge, this approach is the first at-
tempt to address multi-label problem by estimating distri-
bution for each label as a mixture of positive and negative
components.
2. The components are represented by prototypes, which en-
code the nonlinear label dependency measured from both
X and Y.
3. We conduct extensive experiments including ablation
study on fourteen benchmark data sets to verify the effec-
tiveness of our approach. The results show that our PNML
method ranks the first in 63% evaluation cases, and ranks
the first or second in 80% cases. CAMEL (Feng, An, and
He 2019) is the most recent and most competitive base-
line. It ranks first in 28% cases only.
Related Work
There have been many designs of various types of multi-
label learning models. We concentrate on the discussion of
the most recent and relevant work regarding the ways of ex-
ploiting label dependency.
A group of approaches worked on label matrix Y to ex-
tract the label dependency. In (Huang et al. 2018; Huang et
al. 2016; Cai et al. 2013), a pair-wise label correlation ma-
trix C is calculated from Y and get involved into a term
of the object function to regularize the classifier weights.
Concretely, in (Huang et al. 2018; Huang et al. 2016), the
label correlation term wants to make the classifier weight
vectors of two labels have big inner product if the two la-
bels have high dependency, while in (Cai et al. 2013) the
term is used to make the classifier weight vectors have sim-
ilar sparsity pattern if they are highly dependent. Except for
the pair-wise label dependency, CAMEL (Feng, An, and He
2019) learns to represent any given label as a linear com-
bination of all labels from Y, which is used in the final
classification. Among these approaches, JFSC (Huang et al.
2018) and CAMEL achieved state-of-the-art performance.
There are also approaches that extract a low-rank matrix
from Y and then treat this low-rank matrix as the new la-
bel matrix (Tai and Lin 2012; Zhang and Schneider 2011;
Zhang and Schneider 2012). Concretely, these approaches
firstly project Y into a low-dimensional space and classifi-
cation is then done by learning the mapping from X to this
new label matrix. Notably, these two steps are conducted in-
dependently in these approaches. In other words, X was not
used for extracting the label dependency.
Inheriting the idea of low-rank label matrix, approaches
(Guo 2017; Yu et al. 2014; Lin et al. 2014; Xu et al. 2014)
have the intention to incorporate information from X into
label dependency exploiting. They achieve it by optimiz-
ing the mapping from feature space to low-rank label space
and the mapping from low-rank label space to original label
space jointly. Nevertheless, these approaches have a main
limitation of the low-rank assumption of label matrix, which
is mostly violated in practical cases (Bhatia et al. 2015). Be-
sides, the label dependency is often more complicated than
linear. The linear mapping learned in these approaches thus
cannot well capture the complex label dependency. From the
angle of instance distribution, our approach learns positive
and negative prototypes for each label by taking the expec-
tation of instance distribution in the embedding space. The
prototypes express the nonlinear label dependency captured
from both X and Y.
Another stream of multi-label models is based on metric
learning. The general idea is to learn a distance metric un-
der which the distance relation among the training data can
be preserved. For example, MT-LMNN (Parameswaran and
Weinberger 2010) treats the classification of each label as
an individual task and a distance metric is learned for this
label to keep an instance with this label stay closer to its
neighbors also with this label. Especially, the distance met-
ric in (Parameswaran and Weinberger 2010) has the form
of M0 + Mt, in which M0 is the part shared by all la-
bels and Mt is the part tuned upon labels. Different from
(Parameswaran and Weinberger 2010), LM-kNN (Liu and
Tsang 2015) learns a mapping function VTPT for instance
feature vectors and a mapping function VT for instance la-
bel vectors to embed them into the same space. And in this
new space, the Euclidean distance between VTPTxi and
VTyi should trend to zero and be smaller than the distance
between VTPTxi and any other VTy. Our approach can
be interpreted by also doing metric learning, where the dis-
tance metric is an ensemble of the mapping function and
the subsequently learned Mahalanobis distance metric. Un-
der this metric, instance with (without) label k stay closer to
k’s positive (negative) prototypes. Compared to MT-LMNN
and LM-kNN, our approach optimizes directly on the dis-
tance from instance to label representations (prototypes),
which matches the essence of classification better. Besides,
our metrics capture nonlinear pattern and thus are more ex-
pressive.
We used prototypes to represent the estimated distribu-
tion components, inspired by prototypical networks (Snell,
Swersky, and Zemel 2017). The prototypical networks
model is designed to solve a multi-class problem with few-
shot settings, with one prototype for each class. In our study,
to solve a multi-label problem, we have a positive and a neg-
ative prototype for each label. The prototypes in the multi-
class problem are independent. However, our prototypes in
multi-label learning are correlated. Our model should be de-
signed to make the correlation between prototypes be con-
sistent with the correlation between labels. To the best of our
knowledge, this is a new challenge. We are the first to adopt
prototypes in multi-label learning.
Methodology
Overview of the Proposed Model
Figure 1 shows the overview of our proposed model, which
consists of two modules. In the training stage, the embed-
ding module is to learn the non-linear mapping function fφ
that forms a mixture of two components for each label in
the new embedding space, one positive and one negative.
The expected value of embedding in each component is de-
fined as a prototype. The output of this module is thus 2×K
Figure 1: Overview of the proposed model PNML. For k=1, ...,K,Epos k (Eneg k) is the set of embedding of positive (negative)
instances for label k, i.e., Epos k = {fφ(xi),xi ∈ Xpos k}. Prototype Ppos k (Pneg k) is the mean of Epos k (Eneg k).
prototypes. The classification module is to conduct distance
metric learning for every label, based on the prototypes from
the embedding module. Once the whole model is trained, a
query xi is classified by going through the learned embed-
ding layer to first have an embedded query. Then the embed-
ded query vector is compared with every label’s two proto-
types by going through the learned distance metric layer. For
each label, softmax is used to determine if xi belongs to this
class or not. Next, we elaborate the two modules and the
overall objective function for training.
Embedding Module
The goal of this module is to learn fφ : RD → RM , which
maps label-wise training instances to two compact clusters
such that the distribution of each label in the new embedding
space can be modeled as a mixture of two components (one
positive and one negative). In Figure 1, fφ is the Embed-
ding Layer network, e.g., a one-layer fully connected neural
network with LeakyRelu (Maas, Hannun, and Ng 2013) as
activation function.
Let e = fφ(x) be the embedding vector of x in the new
space. In this space, embedding vectors belonging to each
label k follow a two-component mixture distribution:
p(e|Ω) = ∑
s∈{k+,k−}
pispψ(e|θs) (1)
where pψ(e|θ) is the distribution of one component with pa-
rameters θ and cumulant function ψ, and pi is the mixing co-
efficient. Parameter set Ω = {θk+, θk−, pik+, pik−} includes
the mixing coefficients for both positive and negative com-
ponent, as well as θ for positive and negative component.
Each component can be described by a regular exponen-
tial family distribution pψ(e|θ):
pψ(e|θ) = exp(eTθ − ψ(θ)− gψ(e)) (2)
where gψ(e) is the carrier measure. Then, p(e|Ω) becomes
p(e|Ω) = ∑
s∈{k+,k−}
pis exp(e
Tθs − ψ(θs)− gψ(e))
(3)
When Ω is known, like in the Gaussian mixture clustering
model, the probability of e belonging to component k+ is:
p(yˆ = k+|e) = pik+ exp(e
Tθk+ − ψ(θk+)− gψ(e))∑
s∈{k+,k−}
pis exp(eTθs − ψ(θs)− gψ(e))
(4)
According to the Theorem 4 in (Banerjee et al. 2005),
there is a unique Bregman divergence associated with ev-
ery member of the exponential family. For example, spher-
ical Gaussian distribution is associated with squared Eu-
clidean distance, and multinomial distribution is associated
with Kullback-Leibler divergence. Therefore, we can rewrite
the regular exponential family distribution given in Eq.(2) by
a regular Bregman divergence (Snell, Swersky, and Zemel
2017; Banerjee et al. 2005) as:
pψ(e|θ) = exp(eTθ − ψ(θ)− gψ(e))
= exp(−dϕ(e, µ(θ))− gϕ(e)) (5)
where ϕ and ψ are conjugate Legendre functions, and dϕ is
the Bregman divergence associated with ϕ. And µ(θ) is the
expectation:
µ(θ) = Epψ [e] =
∫
RM epψ(e|θ)de (6)
For our case of e ∈ RM , µ(θ) is the mean of e. Since we
have two components for each label, the µ(θk+) of the posi-
tive component will be the mean ofEpos k which denotes the
embedded instance set of positive component. The µ(θk−)
will then be the mean of Eneg k which denotes the embed-
ded instance set of negative component. We define the mean
as prototype of a component. Formally,
Ppos k = µ(θk+) =
1
|Xpos k|
∑
xi∈Xpos k
fφ(xi) (7)
Pneg k = µ(θk−) =
1
|Xneg k|
∑
xi∈Xneg k
fφ(xi) (8)
where Xpos k (Xneg k) is the set of positive (negative) in-
stance for label k. With the new defined prototypes and the
rewritten with Bregman divergence, the label prediction in
Eq. (4) can be updated as Eq. (9) by treating positive com-
ponent and negative component equally-weighted.
p(yˆi,k = 1|xi) = exp(−dϕ(fφ(xi),Ppos k))∑
S∈{pos,neg}
exp(−dϕ(fφ(xi),PS k))
(9)
Then our first part of the loss function is defined by cross-
entropy, accounting for minimizing the prediction error,
Le =
N∑
i=1
K∑
k=1
yi,k log p(yˆi,k = 1|xi)
+(1− yi,k) log(1− p(yˆi,k = 1|xi))
(10)
We next move to the second module of distance metric
learning for classification.
Label-Wise Distance Metric Learning
In (Banerjee et al. 2005), various distance functions dϕ(·, ·)
are presented for popular distribution functions in exponen-
tial families. For example, multivariate spherical Gaussian
distribution pψ(e|θ) is associated with squared Euclidean
distance ||e−µ(θ)||2. Although Euclidean distance is simple
and showed its effectiveness in (Snell, Swersky, and Zemel
2017), it is not appropriate to our multi-label learning, be-
cause components of our label distribution may not be spher-
ical Gaussian distribution.
The non-spherical distribution can be firstly caused by the
instances’ common membership among different categories.
One component may be pulled to get close to several differ-
ent components due to their common instances. Secondly,
for multi-label learning, features may play different roles
in different labels’ discriminant processes (Zhang 2011;
Huang et al. 2018), which implies that each label has its own
specific distribution pattern.
These facts encourage us to learn distance metric dϕ(·, ·)
specifically for each label, rather than using Euclidean dis-
tance for all labels. As a popular choice, Mahalanobis dis-
tance metric has been widely used in metric learning (Wein-
berger and Saul 2009; Parameswaran and Weinberger 2010).
Eq.(11) is the general form of Mahalanobis distance metric
with matrix Uk for label k.
dkm(e,µ) =
√
(e−µ)TUkTUk(e−µ) (11)
Eq.(11) can also be viewed that the feature vectors are firstly
linearly transformed by Uk and then the Euclidean distance
is calculated on the transformed vectors. In this paper, we
keep matrixUk as a square matrix with sizeM×M and ex-
pressed by a one-layer fully connected neural network with
linear activation function, as shown in Distance Layer in
Figure 1. Eq. (9) will use dkm(·, ·) for distance calculation,
which consequently plays also in the loss Le given in Eq.
(10). Moreover, we add regularizer Lm to the overall loss
function for preventing over-fitting:
Lm =
K∑
k=1
‖Uk‖2F (12)
Label Correlation Regularizer
In our approach, the prototypes can be viewed as labels’
representatives, especially the positive prototypes. In prac-
tice, the negative instances for a label are usually much more
than the corresponding positive instances. Then for many la-
bels, their negative instances are mostly in common. Conse-
quently the negative prototypes of labels may be similar, and
less interesting than positive prototypes.
We thus take the positive prototypes and enhance the cor-
relation between their embedding. The motivation is, if la-
bel j and label k are strongly correlated, their representative
positive prototypes should have large inner product, other-
wise, the inner product will be small. Then we have another
regularizer term to add to the loss function. It is defined as:
Lc =
1
2
K∑
j=1
K∑
k=1
(1− cjk)Ppos jTPpos k (13)
where cjk indicates the correlation between label j and k,
and is calculated by cosine similarity between j-th column
and k-th column of Y.
The overall loss function is
Lloss = Le + λ1Lm + λ2Lc (14)
where λ1 and λ2 are the tradeoff parameters with non-
negative values.
Training procedure
In the training process of our approach, for each label, we
need to load the feature matrix X for mapping and building
prototypes. The computational cost significantly increases
when data sets get larger. To mitigate this issue, we can
sample instances for each label to reduce the amount of
data involved for prototype computing. We denote rpos k
and rneg k as the sampling rate for positive and negative
instances, respectively. The influence of the rate on model
performance will be evaluated in next section.
The training procedure will be first sampling positive and
negative instances. Then update the network weights for em-
bedding fφ, and for distance metric dkm(·, ·). Adam (Kingma
and Ba 2015) is used as the optimizer.
Experiments
In this section, we organize the comparative study by in-
cluding the state-of-the-art multi-label learning approaches
evaluated on various benchmark data sets. Besides, we also
conduct ablation study to further demonstrate the effective-
ness of the proposed approach.
Table 1: Used benchmark multi-label datasets. |D| denotes
the number of instance in a data set and Card denotes the
average number of labels associated with each instance.
dataset |D| Diem Labels Card domain
emotions 593 72 6 1.869 music
scene 2407 294 5 1.074 image
image 2000 294 5 1.240 image
arts 5000 462 26 1.636 text(web)
science 5000 743 40 1.451 text(web)
education 5000 550 33 1.461 text(web)
enron 1702 1001 53 3.378 text
yeast 2417 103 14 4.237 biology
genbase 662 1186 27 1.252 biology
medical 978 1449 45 1.245 text
rcv1-s1 6000 944 101 2.880 text
rcv1-s3 6000 944 101 2.614 text
rcv1-s5 6000 944 101 2.642 text
bibtex 7395 1836 159 2.402 text
Experimental Setup
Datasets and Evaluation Metrics. Fourteen public bench-
mark datasets are used to evaluate all the involved ap-
proaches comprehensively. These datasets have different ap-
plication contexts, including text processing, biology, mu-
sic and image. They are widely used for benchmarking al-
gorithms of multi-label learning (Feng, An, and He 2019;
Huang et al. 2018; Zhang 2011). Table 1 summarizes the de-
tails of these data sets. We choose 5 popularly applied evalu-
ation metrics to measure the performances (Sorower 2010).
They are Accuracy, Macro-averaging F1, Micro-averaging
F1, Average precision and Ranking Loss.
Comparing Approaches. The proposed PNML is com-
pared to four state-of-the-art multi-label learning ap-
proaches, including BR (R.Boutell et al. 2004), ML-KNN
(Zhang and Zhou 2007), JFSC (Huang et al. 2018) and
CAMEL (Feng, An, and He 2019). BR is a first-order ap-
proach. ML-KNN derives from traditional KNN method and
adapted to multi-label problem. CAMEL and JFSC are the
most recent state-of-the-art approaches. Therefore, we select
them for comparison, without comparing to other baselines
that are inferior to CAMEL and JFSC.
BR and ML-KNN are implemented under the sk-mllearn
package (Szyman´ski and Kajdanowicz 2017) and a two-
layer multi-layer perceptron (MLP) is used as the base clas-
sifier for BR. The unit number of hidden layer of MLP is
determined by Eq.(15) in which D is the original feature di-
mension. Besides, the number of nearest neighbors of ML-
KNN is searched in {3, 5, · · · , 21}. Codes and suggested
parameters in the original papers are used for JFSC and
CAMEL.
In our approach, the embedding dimension M , slope of
LeakyRelu α and loss tradeoff parameters λ1, λ2 are hy-
perparameters to be determined. Empirically, α is set to 0.2
and M is determined by Eq.(15). As for λ1 and λ2, they are
searched in {10−7, 5× 10−6, 10−6, 5× 10−6, · · · , 10−2}.
Figure 2: Performance and run-time under different instance
sampling rates.
M =
{
32
64
128
D ≤ 100
100 < D ≤ 200
D > 200
(15)
Ablation Study. We tune the architecture of our proposed
approach to verify the effectiveness of different parts of the
algorithmic design.
• To confirm that our approach can learn well the label de-
pendency and perform an effective mapping fφ, we assign
different independently trained embedding layers to each
label. Therefore K single-label classifications are con-
ducted independently without interaction. We name this
variant of the proposed approach as PNML-I.
• To demonstrate the effectiveness of the distance metric
learning component, we build another variant of our ap-
proach in which Euclidean distance is used for each label
and we name it PNML-D.
Results
For each comparing approach, 5-fold cross-validation is per-
formed on the training data of each data set. Tables 2 and 3
report the average results (mean±std) of each comparing al-
gorithm over 14 data sets in terms of each evaluation metric.
The best performance among all the approaches is shown in
boldface. Based on these experimental results, the following
observations can be made.
• Our approach PNML outperforms baseline approaches in
most cases. Concretely, if we treat one evaluation met-
ric for one dataset as one case, there are 70 cases in to-
tal and PNML ranks the first in 63% (44/70) evaluation
cases, and ranks the first or second in 80% cases. CAMEL
(Feng, An, and He 2019) is the most recent and most com-
petitive baseline. It ranks only first in 28% cases. This ob-
servation verifies the effectiveness of our approach.
• PNML achieves statistically superior performance against
PNML-I and PNML-D in terms of nearly each evaluation
metric, which indicates that the learned embedding func-
tion fφ does transfer meaningful knowledge across labels
Table 2: Experimental results of evaluated algorithms on the first seven data sets on various evaluation metrics. ↑ (↓) indicates
the larger (smaller) the value, the better the performance. The best and second best results are in bold and with *, respectively.
Comparing Accuracy ↑
Algorithm emotions scene image arts science education enron
BR 0.478±0.030 0.672±0.031 0.530±0.001 0.341±0.010 0.350±0.008 0.365±0.007 0.419±0.008
ML-KNN 0.418±0.007 0.692±0.034 0.522±0.026 0.189±0.040 0.280±0.010 0.324±0.014 0.273±0.074
JFSC 0.255±0.019 0.603±0.017 0.451±0.026 0.377±0.008* 0.365±0.008* 0.346±0.012 0.418±0.011
CAMEL 0.505±0.030 0.702±0.018* 0.589±0.015 0.342±0.012 0.331±0.017 0.360±0.010 0.440±0.016*
PNML-I 0.489±0.022* 0.691±0.029 0.562±0.006 0.363±0.004 0.347±0.009 0.379±0.011 0.420±0.006
PNML-D 0.405±0.021 0.661±0.015 0.543±0.015 0.358±0.005 0.365±0.012* 0.386±0.011* 0.431±0.006
PNML 0.489±0.008* 0.708±0.025 0.583±0.005* 0.381±0.013 0.394±0.006 0.394±0.013 0.472±0.018
Comparing Micro− averaging F1 ↑
Algorithm emotions scene image arts science education enron
BR 0.609±0.012 0.735±0.027 0.615±0.002 0.400±0.006 0.410±0.013 0.442±0.006 0.540±0.014
ML-KNN 0.548±0.018 0.748±0.033* 0.592±0.017 0.250±0.032 0.348±0.010 0.403±0.009 0.425±0.055
JFSC 0.407±0.011 0.697±0.015 0.552±0.021 0.444±0.003 0.446±0.005* 0.445±0.012 0.542±0.009
CAMEL 0.636±0.026 0.770±0.011 0.659±0.015 0.409±0.008 0.421±0.016 0.450±0.006 0.564±0.014*
PNML-I 0.622±0.022 0.741±0.021 0.631±0.013 0.424±0.005 0.403±0.007 0.450±0.014 0.542±0.006
PNML-D 0.542±0.025 0.708±0.015 0.616±0.012 0.421±0.010 0.424±0.010 0.461±0.012* 0.556±0.002
PNML 0.630±0.016* 0.744±0.021 0.648±0.005* 0.440±0.009* 0.454±0.005 0.471±0.012 0.596±0.012
Comparing Macro− averaging F1 ↑
Algorithm emotions scene image arts science education enron
BR 0.578±0.019 0.746±0.023 0.612±0.003 0.245±0.013 0.241±0.019 0.221±0.020 0.231±0.015
ML-KNN 0.528±0.016 0.755±0.028 0.589±0.018 0.146±0.017 0.169±0.022 0.176±0.010 0.140±0.019
JFSC 0.352±0.019 0.701±0.016 0.546±0.023 0.235±0.006 0.222±0.011 0.144±0.008 0.196±0.028
CAMEL 0.619±0.028 0.779±0.012 0.662±0.016 0.232±0.014 0.206±0.009 0.198±0.022 0.212±0.014
PNML-I 0.632±0.023* 0.752±0.017 0.640±0.015 0.288±0.003 0.238±0.011 0.257±0.019 0.241±0.009
PNML-D 0.545±0.026 0.729±0.012 0.626±0.011 0.314±0.013* 0.281±0.008* 0.281±0.014* 0.249±0.018*
PNML 0.634±0.014 0.756±0.017* 0.655±0.005* 0.328±0.010 0.296±0.010 0.310±0.023 0.258±0.035
Comparing Average precision ↑
Algorithm emotions scene image arts science education enron
BR 0.604±0.033 0721±0.024 0.632±0.006 0.378±0.010 0.369±0.007 0.388±0.006 0.418±0.006
ML-KNN 0.652±0.035 0.824±0.023 0.682±0.013 0.380±0.012 0.410±0.005 0.453±0.002 0.521±0.037
JFSC 0.720±0.009 0.851±0.008 0.788±0.010 0.604±0.009* 0.592±0.008 0.626±0.012 0.641±0.011
CAMEL 0.793±0.020 0.893±0.004 0.825±0.006 0.596±0.006 0.604±0.010* 0.621±0.011 0.678±0.011*
PNML-I 0.766±0.030 0.866±0.020 0.808±0.009 0.601±0.006 0.574±0.003 0.614±0.009 0.630±0.005
PNML-D 0.682±0.028 0.858±0.012 0.803±0.013 0.594±0.004 0.599±0.006 0.629±0.008* 0.649±0.017
PNML 0.769±0.019* 0.867±0.014* 0.816±0.007* 0.609±0.006 0.608±0.008 0.635±0.007 0.682±0.014
Comparing Ranking loss ↓
Algorithm emotions scene image arts science education enron
BR 0.490±0.028 0.289±0.030 0.437±0.002 0.611±0.015 0.591±0.006 0.587±0.002 0.477±0.014
ML-KNN 0.308±0.026 0.101±0.011 0.257±0.005 0.192±0.002 0.135±0.002 0.104±0.004 0.111±0.005
JFSC 0.242±0.022 0.090±0.006 0.176±0.007 0.162±0.009 0.151±0.005 0.104±0.005 0.130±0.009
CAMEL 0.173±0.015 0.065±0.004 0.150±0.007 0.170±0.004 0.140±0.004 0.135±0.006 0.103±0.005
PNML-I 0.189±0.013* 0.077±0.010* 0.157±0.008 0.122±0.004* 0.119±0.000 0.081±0.005 0.109±0.005
PNML-D 0.292±0.026 0.080±0.008 0.161±0.007 0.123±0.005 0.102±0.004* 0.072±0.003 0.079±0.005
PNML 0.192±0.010 0.077±0.009* 0.150±0.006 0.118±0.005 0.101±0.004 0.072±0.003 0.079±0.004
and the learned label-specific distance metric achieves
better distance measurement than Euclidean.
• In terms of evaluation metric, PNML performs best on
Macro-averaging F1, which indicates PNML is more
friendly to rarely encountered labels comparing to other
approaches. This observation matches the results of
(Snell, Swersky, and Zemel 2017), in which prototypical
networks are used to solve few-shot learning problem.
• In terms of data type, PNML performs best on text dataset,
which is also the place where PNML is obviously superior
to PNML-I. This observation implies that the labels in text
dataset are more correlated than in other tasks. And the
way PNML employs to leverage information across labels
matches the relationship structure of these text labels.
Influence of Instance Sampling Rate. In our approach, to
reduce the computational cost, we sample instances at rate
rpos k and rneg k in the training process. Here, we show the
influence of sampling rates on model predictive performance
and efficiency. We choose dataset education for the experi-
mental study and record the change of Macro-averaging F1,
Micro-averaging F1 and run-time of five folds under dif-
ferent sampling rates in Figure 2. It can be observed that
the performance keeps nearly the same under different sam-
pling rates, while run-time drops down with the decreasing
of sampling rate. Therefore, a small sampling rate is accept-
able.
Table 3: Experimental results of evaluated algorithms on the last seven data sets on various evaluation metrics. ↑ (↓) indicates
the larger (smaller) the value, the better the performance. The best and second best results are in bold and with *, respectively.
Comparing Accuracy ↑
Algorithm yeast genbase medical rcv1-s1 rcv1-s3 rcv1-s5 bibtex
BR 0.487±0.008 0.988±0.003 0.701±0.039 0.324±0.005 0.378±0.011 0.381±0.006 0.321±0.005
ML-KNN 0.519±0.006* 0.973±0.006 0.612±0.034 0.338±0.005 0.342±0.011 0.349±0.006 0.313±0.004
JFSC 0.503±0.012 0.994±0.005 0.755±0.017 0.354±0.004 0.391±0.005* 0.397±0.006* 0.352±0.000*
CAMEL 0.524±0.014 0.992±0.005* 0.739±0.021* 0.300±0.006 0.354±0.012 0.358±0.011 0.312±0.006
PNML-I 0.477±0.015 0.986±0.005 0.658±0.015 0.352±0.005 0.383±0.006 0.394±0.007 0.352±0.004*
PNML-D 0.420±0.012 0.972±0.002 0.705±0.020 0.367±0.002* 0.384±0.003 0.389±0.005 0.305±0.002
PNML 0.451±0.012 0.987±0.006 0.731±0.018 0.395±0.005 0.422±0.006 0.428±0.005 0.387±0.004
Comparing Micro− averaging F1 ↑
Algorithm yeast genbase medical rcv1-s1 rcv1-s3 rcv1-s5 bibtex
BR 0.625±0.011 0.990±0.002 0.772±0.029 0.426±0.008 0.435±0.011 0.449±0.010 0.426±0.010
ML-KNN 0.646±0.006* 0.979±0.003 0.701±0.028 0.426±0.008 0.394±0.008 0.413±0.019 0.416±0.003
JFSC 0.635±0.011 0.994±0.004 0.814±0.015 0.495±0.005* 0.487±0.006* 0.497±0.006* 0.471±0.006*
CAMEL 0.655±0.011 0.993±0.004* 0.810±0.014* 0.403±0.010 0.413±0.012 0.431±0.016 0.421±0.004
PNML-I 0.613±0.015 0.985±0.006 0.732±0.007 0.470±0.005 0.452±0.008 0.472±0.015 0.453±0.010
PNML-D 0.547±0.014 0.973±0.001 0.772±0.022 0.495±0.007* 0.478±0.004 0.489±0.008 0.412±0.002
PNML 0.585±0.009 0.988±0.006 0.792±0.020 0.533±0.006 0.516±0.004 0.532±0.011 0.501±0.006
Comparing Macro− averaging F1 ↑
Algorithm yeast genbase medical rcv1-s1 rcv1-s3 rcv1-s5 bibtex
BR 0.448±0.020 0.747±0.051 0.353±0.054 0.271±0.011 0.244±0.008 0.244±0.015 0.311±0.012
ML-KNN 0.425±0.007 0.674±0.036 0.232±0.008 0.239±0.009 0.184±0.005 0.208±0.009 0.267±0.011
JFSC 0.336±0.007 0.746±0.024* 0.364±0.043 0.256±0.003 0.225±0.009 0.232±0.014 0.354±0.003
CAMEL 0.406±0.007 0.755±0.026 0.355±0.028 0.177±0.007 0.156±0.011 0.156±0.010 0.251±0.002
PNML-I 0.460±0.015* 0.742±0.046 0.329±0.039 0.319±0.017 0.276±0.015 0.292±0.008 0.348±0.007
PNML-D 0.461±0.012 0.722±0.043 0.369±0.035* 0.364±0.019* 0.343±0.008* 0.351±0.017* 0.378±0.006*
PNML 0.465±0.009 0.746±0.047* 0.377±0.035 0.378±0.014 0.365±0.010 0.372±0.014 0.418±0.006
Comparing Average precision ↑
Algorithm yeast genbase medical rcv1-s1 rcv1-s3 rcv1-s5 bibtex
BR 0.579±0.005 0.989±0.003 0.708±0.038 0.314±0.004 0.376±0.010 0.377±0.006 0.318±0.005
ML-KNN 0.718±0.003 0.982±0.007 0.734±0.011 0.537±0.003 0.541±0.005 0.558±0.004 0.348±0.009
JFSC 0.754±0.012* 0.997±0.003 0.903±0.010 0.600±0.005 0.619±0.002 0.630±0.007 0.594±0.010
CAMEL 0.772±0.011 0.997±0.002 0.903±0.012 0.604±0.010* 0.633±0.010 0.631±0.007* 0.606±0.007*
PNML-I 0.720±0.004 0.995±0.004 0.862±0.014 0.576±0.004 0.588±0.008 0.597±0.010 0.542±0.007
PNML-D 0.649±0.015 0.988±0.005 0.881±0.024 0.596±0.009 0.603±0.010 0.604±0.009 0.576±0.005
PNML 0.686±0.013 0.992±0.007 0.887±0.007 0.627±0.009 0.630±0.011* 0.640±0.015 0.608±0.005
Comparing Ranking loss ↓
Algorithm yeast genbase medical rcv1-s1 rcv1-s3 rcv1-s5 bibtex
BR 0.460±0.006 0.010±0.003 0.254±0.040 0.583±0.011 0.546±0.015 0.535±0.012 0.616±0.006
ML-KNN 0.207±0.002 0.012±0.005 0.056±0.003 0.067±0.001 0.067±0.001 0.061±0.004 0.160±0.005
JFSC 0.179±0.012* 0.002±0.002* 0.025±0.006 0.065±0.003 0.065±0.002 0.064±0.003 0.081±0.004
CAMEL 0.163±0.009 0.003±0.003 0.018±0.004* 0.073±0.004 0.069±0.002 0.063±0.002 0.095±0.003
PNML-I 0.196±0.005 0.001±0.001 0.020±0.004 0.057±0.001 0.066±0.002 0.059±0.004 0.096±0.007
PNML-D 0.268±0.013 0.004±0.002 0.021±0.001 0.041±0.003* 0.044±0.001* 0.042±0.004* 0.077±0.002*
PNML 0.223±0.006 0.002±0.001* 0.017±0.000 0.037±0.002 0.043±0.001 0.039±0.003 0.071±0.002
Conclusion and Future Work
In this paper, we propose PNML to cope with challenges in
multi-label learning. PNML addresses multi-label learning
by density estimation in a new embedding space. While as-
suming each label has a mixture distribution of two compo-
nents, a mapping function is learned to map label-wise train-
ing instances to two compact clusters, one for each com-
ponent. Then a positive and negative prototype is defined
for each label by taking the mean of embedding in posi-
tive and negative component, respectively. After that, label-
wise classification is performed based on the distance from
instances to positive and negative prototypes, measured by
label-specific distance metric learned by neural networks.
Extensive experiments including ablation study clearly ver-
ify the effectiveness of our approach. Our approach can be
extended to weak label problem and positive unlabeled prob-
lem in the future.
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