Abstract. In this paper wellposedness is proved for a diagonal quasilinear hyperbolic system containing integral quadratic and Lipschitz continuous terms which prevent from looking for classical solutions in Sobolev spaces. It is the hyperbolic part of the system introduced in [Selvaduray and Fujita Yashima on Atti dell'Accademia delle Scienze di Torino 2011] as a model for air motion in R 3 including water phase transitions. Unknown functions are: the densities ρ of dry air, π of water vapor, σ and ν of water in the liquid and solid state, dependent also on the mass m of the droplets or ice particles. Air velocity v and temperature T are assumed to be known. Solutions (ρ, π, σ, ν) 
Introduction
It would be of crucial importance, for mathematical modelling of atmospheric and meteorological phenomena, to have a description including water phase transitions-hence, possibly, water droplets and ice particles-of air motion. Nonetheless, the setting of the mathematical study of this problem has been scarcely developed until now. A mathematical model for air motion including phase transition between water liquid and gaseous phases was proposed in
) 2 , where Ω + = Ω×]0, +∞[, and τ * is sufficiently small, but σ and ν have bounded support; in this space we also prove the continuous dependence of solutions on initial data, velocities and temperature; our solutions have some regularity in time too, since they lie also in 2 , where q ∈ [1, ∞] depends on a time regularity of velocities and temperature. In our main result the velocities v of air, u of droplets and w of ice particles are supposed to be independent of each other, but in Sect. 7 we briefly discuss which relationships may be assumed to exist among them and how our main theorem can be applied. Our chief result is stated in Sect. 3 .
In order to prove our theorem, we first consider a linearization of the system, which is a linear hyperbolic diagonal one that we study in Sect. 5 and whose coefficients are Lipschitz continuous in x and m. This linearization is similar to the one adopted in [19] , and has the advantage that the inhomogeneous terms are non-negative; this allows us to prove that the densities ρ, π, σ and ν are non-negative. It is well known (see e.g. [8] ) that integration along characteristics gives solutions of linear Cauchy problems; nonetheless, our problem is considered on a bounded open set, and we also need estimates; we are thus led to prove more specific preliminary results in Sect. 4 ; the main proof we perform is based on L ∞ -estimates as limits of L p -estimates (Tadmor used this procedure-which could be useful also in dealing with non-diagonal systems-in a simple situation in [20] ), regularization of the coefficients and of the inhomogeneous terms, and converging subsequences. This way, we avoid a direct use of integration along characteristics. The use of L p -estimates could even prepare us for further results.
In order to find the solution of the quasi-linear problem for (π, σ, ν)-the equation in ρ being linear-we then apply the contraction theorem in a closed subset of
The contraction is with respect to the L ∞ -norm. We need, to this end, suitable majorizations of the L ∞ -norms of the solutions of the linearized problem and of their derivatives with respect to x and to m.
Last, we prove the locally Lipschitz continuous dependence of the solution of the quasilinear problem on initial data, temperature and velocities. The proof of our main result is given in Sect. 6 .
Notations have been chosen in such a way as to avoid any confusion in comparing with [19] .
The authors are very grateful to Professor Hisao Fujita Yashima for having introduced them into this topic, for his encouragement, and for the interest he has demonstrated for this research.
Description of the model
The quasilinear system for which we are going to study the Cauchy problem is given by equations (3.1)-(3.4) of [19] -where a detailed explanation of the model is given-in the unknown scalar functions ρ(t, x), π(t, x), σ(t, x, m) and 
where t ≥ 0, x ∈ Ω, and m > 0; 
where π l and π s are the densities of the saturated vapor relative to the liquid and solid states; they are supposed to depend on (t, x) through the temperature T ; we also suppose that π l depends on m (in [19] it did not), since transition from gaseous to liquid state is harder when m is very small,
regards the phase transition between gaseous and liquid states,
regards the phase transition between solid and liquid states: K ls and K sl depend on m, and, through the temperature T , on (t, x) (we suppose:
where T 0 is the temperature of phase transition between solid and liquid states, T 0 being a smooth function of m);
regards the probability of the appearance and disappearance of droplets around aerosol particles: N * (t, x) is the number of aerosol particles per unit volume centered at x at time t, whereas N (σ, ν)(t, x) is the number, per unit volume centered at x at time t, of aerosol particles which are already inside some droplets or ice particles: we suppose
here C l e C s are constants, whereas g a and g l are given functions of m, related to the probability of the appearance and disappearance of droplets;
is an integral quadratic term regarding encounters of droplets with each other or with ice particles:
where β l (m, m ) is related to the probability that droplets of mass m and m collide and merge, whereas Z ls (m, m ) regards the probability that a droplet of mass m joins an ice particle of mass m (with phase transition from the liquid to the solid state); further, (2.15 
regards the phase transition between gaseous and solid states, (2.17 
regards the phase transition between solid and liquid states,
regards the probability of disappearance of ice around aerosol particles, (2.19 
is an integral quadratic term regarding encounters of ice particles with each other or with droplets, where (see also (2.14)): 
where β s (m, m ) is related to the probability that ice particles of masses m and m collide and merge.
(2.23) In accordance with the physical model proposed in [19] , we assume that each of the functions
and π s (T ) are non-negative. We also assume that they, as well as ∂ m π l , s l and s s , are bounded and Lipschitz continuous.
As for g a (m), we suppose that
Since it does not make sense to consider too big droplets or ice particles, we also feel we can assume that, for some M > M a ,
The main result
We suppose now that the bounded open set Ω of R 3 has a strongly Lipschitz continuous boundary, and define Ω + = Ω×]0, +∞[ ; the first two equations of system (Q) hold on Q τ = ]0, τ[ × Ω, whereas the other ones hold on
, and let q be its conjugate exponent. We make the following assumptions on temperature and velocities:
For a brief discussion of the dependence of u and w on v see 7.1 below. We also assume that the velocities satisfy the boundary conditions (n is the exterior normal unit vector that is defined a. e. at the boundary of Ω):
As for initial conditions, we assume:
We can now present the main result of this work. 
(3.13) ρ, π, σ, ν take non-negative values, ρ satisfies the estimate
and further
Moreover, this weak solution is unique in the space
2 . Furthermore, for any sufficiently small t, the mapping
is a locally Lipschitz continuous function from the space
Preliminary results on linear transport and continuity equations
Let Ω be a bounded open set of R d , ∂Ω its boundary, which we assume to be strongly Lipschitz continuous, so that an exterior normal unit vector n is defined a.e. on it,
Let us consider the Cauchy problem for the linear transport equation 
Lemma 4.1.
is a weak solution if and only if it satisfies (4.1) and (4.2) almost everywhere in Q τ and in Ω respectively;
(ii) In the hypotheses of (i), let moreover z and z be weak solutions in
), the latter of the perturbed Cauchy problem with initial value
where b , c and f satisfy the same hypotheses as b, c and f in (i); then, for every t ∈ [0, τ], the following perturbation estimate holds:
Proof. (i-a) can be easily verified making use of integration by parts.
after multiplying equation (4.1) by |z| p−2 z one then gets
from which, by Hölder inequality, it follows
applying Gronwall's lemma, one gets
Lebesgue's theorem estimate (4.4) follows.
(i-c): the uniqueness of z follows from estimate (4.4), since it is equivalent to the fact that if f = 0 and z 0 = 0 then also z = 0.
(ii): z − z satisfies the equation
applying (i-b) to z − z yields (4.5). Proof. We can extend b, c, f , and respectively z 0 , to functions with compact support in R × R d , and respectively in
Lemma 4.2. Under the weaker hypotheses (with respect to Lemma
Insofar as we are not interested in the regularity of z, we may even choose b = 0, c = f = 0 and z 0 = 0 outside Ω.
Let then θ k (t) and ξ k (x) be regularizing sequences satisfying the usual properties, and endowed with a support of radius 1/k; and let
Let z k be the solution of the Cauchy problem in R × R d for the equation
by integrating along characteristics, so that, if f and z 0 are non-negative, also z k is, and it satisfies, by Lemma 4.1(i-b), the estimate
D. Ascoli and S. C. Selvaduray NoDEA from which it follows, by Young's inequality,
(one has indeed, for example,
Hence, there exists a subsequence z
or to Ω ); as a consequence, if f and z 0 , and hence every z k , are non-negative, also z is non-negative. Since moreover z k is a weak solution of the Cauchy
satisfy for almost every t 0 and t in ]0, τ[ with t 0 < t, and in particular for t 0 = 0, the estimate
Proof.
is such that the given estimate holds with t 0 = t 
with initial datum ∂ i z 0 and satisfying estimate (4.4) for almost every t (it exists by Lemma 4.2), which yields: and, applying Gronwall's lemma, one gets 
Passing to the limit in the definition of weak solution yields that the identity w i = ∂ i z holds.
(b): we have already shown that a solution z exists in 
and the following estimates hold:
where 
for some positive m 0 and M 0 > m 0 .
Let be given the following problem: 
hence z = 0.
The linearized system
In order to prove Theorem 3.1 we preliminarily study a suitable linearization of system (Q). To this end we introduce:
Our linearization of system (Q) is:
whereπ,σ andν are given functions. We have:
Lemma 5.1. Assume that the temperature and velocities satisfy
moreover, ifπ,σ andν are non negative, then also ρ, π, σ and ν are non negative, and ρ satisfies estimate (3.14).
Further, there exists a constant C 0 > 0, independent of T, v, u, w, such that the following estimates hold (q being the conjugate of q):
(5.5) ρ L ∞ (0,τ ;W 1,∞ (Ω)) ≤ ≤ e τ 1/q ( Dv L q (0,τ ;L ∞ (Ω)) + ∇·v L q (0,τ ;W 1,∞ (Ω)) ) ρ 0 W 1,∞ (Ω) , (5.6) π L ∞ (0,τ ;W 1,∞ (Ω)) ≤ e τ 1/q ( Dv L q (0,τ ;L ∞ (Ω)) + ∇ · v L q (0,τ ;W 1,∞ (Ω)) ) × ×e τC0( σ L ∞ (0,τ ;W 1,∞ (Ω + )) + ν L ∞ (0,τ ;W 1,∞ (Ω + )) ) π 0 W 1,∞ (Ω) + C 0 (τ + + τ 1/q ∇T L q (0,τ ;L ∞ (Ω)) )( σ L ∞ (0,τ ;W 1,∞ (Ω + )) + ν L ∞ (0,τ ;W 1,∞ (Ω + )) ) , (5.7) σ L ∞ (0,τ ;W 1,∞ (Ω + )) ≤ ≤ e τ 1/q ( Du L q (0,τ ;L ∞ (Ω + )) + ∇ · u L q (0,τ ;W 1,∞ (Ω + )) ) × ×e C0 τ ( π L ∞ (0,τ ;W 1,∞ (Ω)) + σ L ∞ (0,τ ;W 1,∞ (Ω + )) + ν L ∞ (0,τ ;W 1,∞ (Ω + ) + 1) × ×e C0τ 1/q ∇T L q (0,τ ;L ∞ (Ω)) σ 0 W 1,∞ (Ω + ) + C 0 (τ 1/q ∇T L q (0,τ ;L ∞ (Ω)) + + τ + τ π L ∞ (0,τ ;W 1,∞ (Ω)) + τ σ L ∞ (0,τ ;W 1,∞ (Ω + )) )× ×(1+ σ L ∞ (0,τ ;W 1,∞ (Ω + )) + ν L ∞ (0,τ ;W 1,∞ (Ω + )) ) , (5.8) ν L ∞ (0,τ ;W 1,∞ (Ω + )) ≤ ≤ e τ 1/q ( Dw L q (0,τ ;L ∞ (Ω + )) + ∇ · w L q (0,τ ;W 1,∞ (Ω + )) ) × ×e C0 τ ( π L ∞ (0,τ ;W 1,∞ (Ω)) + σ L ∞ (0,τ ;W 1,∞ (Ω + )) + ν L ∞ (0,τ ;W 1,∞ (Ω + ) + 1) × ×e C0τ 1/q ∇T L q (0,τ ;L ∞ (Ω)) ν 0 W 1,∞ (Ω + ) + C 0 (τ 1/q ∇T L q (0,τ ;L ∞ (Ω)) + + τ +τ ν L ∞ (0,τ ;W 1,∞ (Ω)) )( σ L ∞ (0,τ ;W 1,∞ (Ω + )) + ν L ∞ (0,τ ;W 1,∞ (Ω + )) ) .
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Finally, if we have
Proof. The linearized system (L) is made up of indipendent equations. We verify at a stroke that the hypotheses of Corollaries 4.6 (for ρ and for π) or 4.8 (for σ and for ν) are satisfied and that estimates (5.5)-(5.8) hold. Consider first equation in ρ with the initial condition ρ 0 . In order to apply Corollary 4.6 we take
by (4.14) and Hölder's inequality we obtain (5.5). Application of (ii) and (iii) of Corollary 4.6 yields estimate (3.14) .
Consider now the equation in π with the initial condition π 0 . In order to apply Corollary 4.6 we take
we have, by (2.4) and (2.5), that for some constant C F
by (2.3) and (2.23) it follows then that
hence, by Hölder's inequality, for some constant C 0
by (4.14) estimate (5.6) readily follows; (ii) of Corollary 4.6 also applies. Consider now the problem for the equation in σ with initial condition σ 0 . In order to apply Corollary 4.8, we assume
by (2.6)-(2.14) and by (2.23)-(2.25) we have then, for some C > 0,
and also, by (5.1),
therefore, making use of Hölder's inequality, by (4.14) estimate (5.7) immediately follows; (ii) of Corollary 4.6 also applies. Now, one can similarly proceed for the equation in ν: in this case we assume
recalling (2.14)-(2.23) and (2.25), one easily finds, for some C > 0,
and also, by (5.3), 
estimate (5.8) readily follows; (ii) of Corollary 4.6 also applies. Let us now prove the last assertion of the lemma: if we denote by f , as in (5.11), the right-hand side of the equation in σ, it is easily checked, by (5.9), by (2.6)-(2.14) and by (2.24)-(2.25), that
therefore, in order to obtain the first assertion of (5.10), it is sufficient to apply the last part of Corollary 4.8. By (2.14)-(2.23) and (2.25) one can similarly proceed for ν.
Corollary 5.2. There exists τ
are non negative and satisfy the hypotheses of Lemma 5.1, with
then the solution (ρ, π, σ, ν) (with non negative components) of system (L), with initial conditions as in (3.6)-(3.9), satisfies the conditions
Proof. It follows immediately from Lemma 5.1. 
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Consider, for any t in ]0, τ 1 ], the operator where (ρ, π, σ, ν) is the solution of system (L) with initial conditions as in (3.6)-(3.9).
By virtue of Corollary 5.2, the operator G t maps C t into itself. We are going to prove that there exists a τ * ∈ ]0, τ 1 ] such that G τ * is a contraction. In order to show this, we consider, given
Applying the perturbation estimate (4.5) to z = π 2 and z = π 1 , with
, one finds, recalling (3.2), (6.1), (2.1)-(2.5) and (2.23), that, for some constant C,
Applying the perturbation estimate (4.5) to z = σ 2 and z = σ 1 , with σ 1 ,ν 1 ) , one also finds, by virtue of (3.3), (5.1), (5.2), (6.1), (2.6)-(2.14) and (2.23)-(2.25), 
contraction. Let then (π, σ, ν) be the fixed point of G τ * ; by Lemma 5.1 it lies in the required space and (ρ, π, σ, ν) is the solution of problem (Q). Note that a common τ * may be chosen for initial data and divergences of velocities in a neighbourhood of
Continuous dependence on data, velocities and temperature
We assume that, for i = 1, 2, T = T i , v = v i , u = u i and w = w i satisfy respectively conditions (3.1), (3.2), (3.3) and (3.4) , and that also condition (3.5) is satisfied. We indicate with (ρ i , π i , σ i , ν i ) the corresponding solution of system (Q) which satisfies the initial condition (3.6)-(3.9) with (ρ 0 , π 0 , σ 0 , ν 0 ) = (ρ 0i , π 0i , σ 0i , ν 0i ). As we have shown, one has, for any sufficiently small t,
taking the differences between the equations in ρ 1 , π 1 , σ 1 , ν 1 and in ρ 2 , π 2 , σ 2 , ν 2 we obtain
We may now apply estimate (4.4) to the equations (6.2)-(6.5)-with Ω replaced by Ω + if the case may be-by taking in each equation c = 0, and respectively
whereas f will encompass all other terms of the right-hand side. After summing, majorizing by virtue of (2.23) and (6.1), and applying Gronwall's lemma, one gets that, for some C 2 > 0,
and this completes the proof. 
Concluding remarks

Relationships among velocities
We have supposed until now that the velocities v, u, w are independent of each other. We are now going to briefly discuss which relationships may be assumed to exist among them and how Theorem 3.1 can be applied (we still assume to be a good approximation that dry air and vapor have the same velocity v). Water droplets and ice particles are subject to the force of gravity and to friction with air. If u − v (resp. w − v) is small, the latter may be assumed to be proportional to ηm
where η is the air viscosity, which in turn depends on the temperature; for higher values of |u − v|, friction becomes proportional to ρ m 2/3 (u − v) 2 (we neglect here friction with vapor). As a result, the velocities of droplets or ice particles asymptotically approach-if η (or ρ) is constant-terminal velocities which depend only on their masses. 
η(T (t, x)), ρ(t, x))−∇Φ(x)
where ϕ l is friction with air and Φ is the geopotential. Taking into account the Coriolis and the buoyant forces does not substantially change the form of this system. A similar one regards w − v. In both cases one finds u and w as functions of (t, x, m, η(T (t, x)), ρ(t, x)) (in [19] , as well as in [4] , the dependence on ρ is neglected, and η is supposed to be constant), which we assume to be bounded with bounded derivatives with respect to T and to ρ, up to the second order.
Taking (c) Taking into account phase transitions or encounters between droplets or ice particles would lead at least to add integral terms to the right-hand side of (7.1). Some recent studies, moreover, claims that fragmentation of big drops may play-at least in some situation-an important role (see [3] for a discussion on this topic). Taking into account also this phenomenon would lead to a modified model, and this goes beyond the scope of the present investigation too.
Non-differentiable solutions
We show now by a consequentia mirabilis argument that, under suitable hypotheses, there are solutions of system (Q) that are Lipschitz continuous, but not differentiable in the space variable.
Assume q = ∞, that the temperature depends only on x and is so low that K sl (m, T (x)) = 0 and π s (T (x)) < π l (m, T (x)) ∀(t, x, m) ∈ S τ . We also make the hypotheses that in Ω 
