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Abstract
Around 1980 two generalizations of the theory of linearly ordered 2elds appeared in the
literature: Becker’s theory of orderings of higher level on 2elds (J. Reine Angew. Math. 307/308
(1979)8) and Holland’s theory of ∗-orderings on skew-2elds with involution (J. Algebra 101
(1) (1986) 16–46). The aim of this paper is to unify both theories.
In Section 1 we de2ne (higher level) ∗-signatures on domains with involution which corre-
spond to higher level preorderings in Becker’s theory. The subclasses of 2-cyclic and cyclic
∗-signatures correspond to complete preorderings and orderings respectively. We prove a neces-
sary and su<cient condition for extendability of ∗-signatures from Ore domains to skew-2elds
of fractions.
In Section 2 we de2ne the set of bounded elements of a ∗-signature on a skew 2eld with
involution. If the skew 2eld contains a central element i such that i2 = −1 and i∗ = −i and
the ∗-signature is 2-cyclic then the set of bounded elements is an invariant valuation ring. An
example shows that the assumption on i cannot be omitted.
In Section 3 we de2ne extended ∗-signatures and prove that every 2-cyclic ∗-signature on a
skew 2eld D with i∈ Z(D) is a restriction of some extended ∗-signature.
In Section 4 we de2ne extended ∗-preorderings as positive cones of extended ∗-signatures.
We show that every ∗-preordering which is a restriction of an extended ∗-preordering is equal
to the intersection of all ∗-orderings containing it. The assumption i∈ Z(D) is not required.
Section 5 presents auxilliary material for the proof of the weak isotropy principle for higher
level ∗-signatures which is given in Section 6.
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1. Introduction
Let (R; ∗) be a domain with involution (∗-domain for short) and S = Sym(R; ∗) its
set of symmetric elements. Let G be an abelian group (written multiplicatively) and
G0 the semigroup obtained from G by adjoining 0 ∈ G as zero element. A mapping
:S → G0 is a ∗-signature if there exists an integer m (a level of ) such that:
(S1) (−1) = 1,
(S2) (st + ts) = (s)(t) for every s; t ∈ S,
(S3) (rsr∗) = (s)(rr∗) for every s∈ S and r ∈R,
(S4) (rr∗)m = 1 for every nonzero r ∈R,
(S5) −1(1) is closed for addition.
Without loss of generality we may assume that the group G is generated by (S×)
where S×= S \ {0}. Axiom S4 then implies that G is a 2m-torsion group. We say that
 is cyclic if G is cyclic, it is 2-cyclic if the 2-torsion part of G is cyclic.
The set P=−1(1)∪{0} is the positive cone of . A subset T of R is a ∗-preordering
(with level m) if T is a positive cone of some signature (with level m). It is a ∗-ordering
(resp. complete ∗-preordering) if it is a positive cone of some cyclic (resp. 2-cyclic)
∗-signature.
Remark 1.1. The following properties follow easily from the axioms:
(R1) If (a) = (b) for some a; b∈ S, then (a+ b) = (a). In particular, (ks) = (s)
for every k ∈N and s∈ S.
(R2) (rr∗) = (r∗r) for every r ∈R.
(R3) (sk) = (s)k for every k ∈N and s∈ S.
Remark 1.2. If F is a 2eld, ∗= identity and 2m={∈C | 2m=1} then :F → 02m is
a ∗-signature if and only if |F× :F× → 2m is a nontrivial group homomorphism such
that −1(1) is closed for addition, i.e. |F× is a signature in the sense of [2, De2nition
2.1].
A standard example of a signature with level m is
:R(t1; : : : ; tn)× → 2m;
(f=g) = sign(lc(f)=lc(g))exp(2i(deg(f)− deg(g))=m)
where deg is the total degree and lc is the leading coe<cient with respect to the graded
lexicographic ordering.
Let F be a 2eld with trivial involution. Then a subset T of F is a ∗-preordering
with level m if and only if it is a preordering with level m in the sense of [1], i.e.
T ∩ −T = {0}, T · T ⊆ T , T + T ⊆ T and x2m ∈T for every x∈F .
Remark 1.3. A subset P of a ∗-domain R is an ∗-ordering with level 1 if and only
if P is a ∗-ordering in the sense of [11], i.e. 1∈P, P + P ⊆ P, rPr∗ ⊆ P for every
r ∈R, P ∪ −P = S, P ∩ −P = {0} and ab + ba∈P for every a; b∈P. The simplest
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example of a ∗-ordering on a noncommutative skew 2eld with involution is P = R+
on the quaternion 2eld R=H with the standard involution.
It can also be shown that every preordering on a ∗-2eld D (in the sense of
[5, De2nition 3.5]) is of the form P for some ∗-signature with level 1 on D. However,
we do not know whether the converse is true.
The 2rst nontrivial example is:
Example 1.4. Let F be the 2eld Q(
√
2) with involution (a+ b
√
2)∗= a− b√2. Since
((1+
√
2)(1+
√
2)∗)=−1 for every ∗-signature  on (F; ∗), (F; ∗) has no ∗-signature
with level 1. However (a) = sign(a) for every a∈Sym(F; ∗) =Q is a signature with
level 2.
The following examples are modi2cations of the examples from [12].
Example 1.5. The complex Weyl algebra A1(C) is generated by two elements x and
y which are subject to relation yx = xy + 1. Recall that A1(C) is a domain with
involution c∗= Nc, x∗=x, y∗=−y. Every element z ∈A1(C) can be expressed uniquely
as z=
∑r
k=0 fk(x)y
k . Let lr be the leading coe<cient of fr(x). If z is symmetric, then
lr = (−1)rlr , hence irlr ∈R. For every m∈N, the mapping
: Sym(A1(R); ∗)→ C
(z) = sign(irlr)exp(2ir=2m)
is a ∗-signature with level m.
Example 1.6. Let L be a 2nite dimensional complex Lie algebra with involution.
The involution can be extended uniquely to the enveloping algebra U (L). We can
choose symmetric elements x1; : : : ; xd ∈L which generate L as a vector space over C.
The standard 2ltration of U (L) corresponds to the total degree in x1; : : : ; xd, hence it
is ∗-invariant. The corresponding graded ring is isomorphic to the polynomial ring
C[t1; : : : ; td] and the induced involution is given the conjugation of all coe<cients.
Therefore, Sym(U (L); ∗) is “projected” onto R[t1; : : : ; tn], write a → Na for the projec-
tion. Let  be a signature with level m on R[t1; : : : ; td] which is compatible with the
total degree (e.g. take (f) = (f=1) for  from Remark 1.2). Then
′: Sym(U (L); ∗)→ C; ′(a) = ( Na)
is a signature with level m.
A domain is right (resp. left) Ore if any two nonzero elements have common
right (resp. left) multiple. A domain with involution is left Ore if and only if it is
right Ore.
Let R be a right Ore domain. On R × R× de2ne a relation (a; b) ∼ (a′; b′) if there
exist x; y∈R× such that ax = a′y and bx = b′y. This is an equivalence relation and
the equivalence class of (a; b) is denoted by ab−1. The factor set D=R×R×= ∼ with
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the operations
ab−1 + cd−1 = (au+ cv)(bu)−1 for any u; v∈R× such that bu= dv
ab−1 · cd−1 = (as)(dt)−1 for any s; t ∈R× such that bs= ct
is a skew 2eld and a → a1−1 is an embedding of R into D. An involution ∗ on R can
be extended to D by
(ab−1)∗ = pq−1 for any p; q∈R× such that b∗p= a∗q:
Theorem 1.7. Let R be a right Ore domain with involution, D its skew 6eld of frac-
tions and : Sym(R; ∗) → G0 a ∗-signature. The following assertions are
equivalent:
(1)  extends uniquely to a ∗-signature ˜: Sym(D; ∗)→ G0,
(2) (a∗c + c∗a) = (ac∗ + ca∗) for every a; c∈R such that ab; cb∈Sym(R; ∗) for
some nonzero b∈R.
Proof. We will prove 2rst that (2) implies (1). Take any x∈Sym(D; ∗) and pick
a nonzero r ∈R such that r∗xr ∈Sym(R; ∗). For every ∗-signature : Sym(D; ∗) →
G0 which extends , we have (x) = (r∗xr)(r∗r)−1, proving uniqueness. To prove
existence, de2ne ˜ by
˜(x) = (r∗xr)(r∗r)−1
for x and r as above. We claim that ˜ is a ∗-signature on (D; ∗) extending . We will
show now that ˜ is well de2ned. Suppose that x∈Sym(D; ∗) and that r∗1 xr1; r∗2 xr2 ∈
Sym(R; ∗) for nonzero r1; r2 ∈R. The Ore property gives nonzero u1; u2 ∈R such that
r1u1 = r2u2. By axiom S3, it follows that
(r∗1 xr1)(u
∗
1u1) = (u
∗
1r
∗
1 xr1u1) = (u
∗
2r
∗
2 xr2u2) = (r
∗
2 xr2)(u
∗
2u2)
and (r∗1 r1)(u
∗
1u1) = (r
∗
2 r2)(u
∗
2u2). Dividing, we get
(r∗1 xr1)(r
∗
1 r1)
−1 = (r∗2 xr2)(r
∗
2 r2)
−1:
Clearly ˜ extends , in particular ˜ satis2es axiom S1. To show that ˜ satis-
2es axiom S5, take any x; y∈Sym(D; ∗) such that ˜(x) = ˜(y) = 1. There exists a
nonzero element r ∈R such that r∗xr ∈Sym(R; ∗) and r∗yr ∈Sym(R; ∗). It follows that
(r∗xr)=(r∗yr)=(r∗r). By remark R1; (r∗(x+y)r)=(r∗r), so that ˜(x+y)=1.
We will show now that ˜ satis2es axioms S3 and S4. Suppose x∈Sym(D; ∗) and
d∈D. Pick nonzero r; u∈R such that dr ∈R and u∗r∗d∗xdru∈R. Since dru∈R, we
have
˜(d∗xd) = (u∗r∗d∗xdru)(u∗r∗ru)−1
= (u∗r∗d∗xdru)(u∗r∗d∗dru)−1(u∗r∗d∗dru)(u∗r∗ru)−1
= ˜(x)˜(dd∗):
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For x = 1, ˜(dd∗) = (u∗r∗d∗dru)(u∗r∗ru)−1, hence ˜(dd∗)m = 1 if (rr∗)m = 1
for every r ∈R.
We have not used assertion (2) so far. However, we need it in the proof of S2.
Take any x; y∈Sym(D; ∗) and pick u; v∈R× such that u∗xu; v∗yv∈Sym(R; ∗). By the
right Ore property, there exist p; q∈R× such that up= vq. Write r = up and note that
r∗xr; r∗yr ∈Sym(R; ∗). We have
˜(x)˜(y)(r∗r)2 = (r∗xr)(r∗yr)
= (r∗xrr∗yr + r∗yrr∗xr)
= (xrr∗y + yrr∗x)(r∗r):
Applying assertion (2) with a= r∗x, c = r∗y and b= r, we get
(xrr∗y + yrr∗x) = (r∗yxr + r∗xyr) = ˜(yx + xy)(r∗r):
It follows that ˜(yx + xy) = ˜(x)˜(y). Therefore, ˜ is a ∗-signature with level m.
The proof that assertion (1) implies assertion (2) depends on the following claim:
(usv + vsu) = (u)(s)(v) for any ∗-signature  on any ∗-domain A and for any
u; s; v∈Sym(A; ∗).
By axioms S2 and S3 we have
((sus)v+ v(sus)) = (v)(sus) = (v)(u)(s)2;
(svs)(u) = (u(svs) + (svs)u) = (v)(u)(s)2:
By remark R1, it follows that
((sus)v+ v(sus) + u(svs) + (svs)u) = (v)(u)(s)2:
On the other hand
((sus)v+ v(sus) + u(svs) + (svs)u)
=(s(usv+ vsu) + (usv+ vsu)s) = (usv+ vsu)(s):
Applying the Claim with (A; ∗) = (D; ∗),  any extension of , u = ab = b∗a∗,
s= (b∗b)−1 and v= cb= b∗c∗, we get
(ac∗ + ca∗) = (usv+ vsu) = (u)(s)(v) = (uv+ vu)(s)
= (b∗a∗cb+ b∗c∗ab)(b∗b)−1 = (a∗c + c∗a):
Remark 1.8. By [7], assertion (1) is always true for ∗-signatures with level 1. Clearly,
assertion (2) is true for R commutative.
Example 1.9. The algebra A1(C) from Example 1.5 is an Ore domain and the ∗-
signature  satis2es assertion (2).
Example 1.10. The algebra U (L) from Example 1.6 is an Ore domain and the ∗-
signature ′ satis2es assertion (2).
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2. Natural valuations of ∗-signatures
Let D be a skew-2eld with involution, S = Sym(D; ∗) and G an abelian group. For
every ∗-signature : S → G0 (with level m) write
A() = {d∈D | ∃r ∈Q+:(r ± dd∗) = 1};
I() = {d∈D | ∀r ∈Q+:(r ± dd∗) = 1}:
For m= 1, this extends the de2nition of the sets *;P from [8, Theorem 4.3]. For ∗=
identity, it is equivalent to the de2nition of the sets A(T ); I(T ) from [1, Satz 2.2]. The
equivalence will be proved in Proposition 2.4.
The aim of this section is to prove the following theorem:
Theorem 2.1. Let D be a skew 6eld with involution which contains an element i∈Z(D)
such that i2 =−1 and i∗=−i. Then for every 2-cyclic ∗-signature :D → G, A() is
a ∗-valuation subring of D with maximal ideal I().
The assumption that i∈Z(D) can be omitted if  has level 1 (cf. [8, Theorem 4.3])
or ∗= identity (cf. [1, Satz 2.2]). The following example shows that it cannot be
omitted in general, even in the commutative case.
Example 2.2. Consider a 2eld D =Q(X )(
√
2) with involution (p(X ) + q(X )
√
2)∗ =
p(X )−q(X )√2. Then, S=Q(X ). Every nonzero element q(X )∈Q(X ) can be written
as q(X )=r(X )(X 2−2)k , where r(√2) = 0. Write (q(X ))=sign(r(√2)) and (0)=0.
Note that :S → {−1; 0; 1} is a ∗-signature with level 2. Write a= X+
√
2
X−√2 and note that
aa∗ = 1 and (1 + a)(1 + a)∗ = 4X
2
X 2−2 . It follows that (2± aa∗) = 1 and that for every
r ∈Q+, (r + (1 + a)(1 + a)∗) = 1 and (r − (1 + a)(1 + a)∗) =−1. Hence a∈A()
and 1 + a ∈ A().
We will split the proof of Theorem 2.1 into several lemmas and propositions. Note
that the assumption that i∈Z(D) is used only in the proof that A() is closed for
addition.
For every nonzero d∈D write d−∗: = (d∗)−1 = (d−1)∗.
Proposition 2.3. Let  be a ∗-signature with level m on (D; ∗).
(1) (x) = (y−1xy + y∗xy−∗) for every x∈ S and y∈D×: = D \ {0}.
(2) If a∈A(), then a∗ ∈A() for every a∈D. If a∈ I(), then a∗ ∈ I().
(3) If a; b∈A(), then ab∈A() for every a; b∈D. If a∈A(), b∈I(), then ab∈I().
Proof. (1) Axioms S3 and S2 imply that
(y−1xy + y∗xy−∗)(yy∗)
=(y(y−1xy + y∗xy−∗)y∗)
=(xyy∗ + yy∗x) = (x)(yy∗):
Cancelling (yy∗) we get (y−1xy + y∗xy−∗) = (x).
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(2) Replacing x = r ± aa∗ and y = a in assertion (1), we get
(r ± aa∗) = (a−1(r ± aa∗)a+ a∗(r ± aa∗)a−∗) = (2(r ± a∗a)):
Since (r± aa∗)=1 if and only if (r± a∗a)=1, it follows that a∈A() if and only
if a∗ ∈A(). The proof for I() is similar.
(3) Let a; b∈D×. By assertion (2), a∗ ∈A(). Pick r1; r2 ∈Q+ such that (r1 ±
a∗a) = 1, (r2 ± bb∗) = 1. Write
s1 = (r1 ± a∗a)(r2 + bb∗) + (r2 + bb∗)(r1 ± a∗a);
s2 = (r1 ∓ a∗a)(r2 − bb∗) + (r2 − bb∗)(r1 ∓ a∗a):
By axiom S2, (s1) = (s2) = 1. Replacing x = r1r2 ± abb∗a∗ and y = a in assertion
(1), we get
(r1r2 ± abb∗a∗) = (a−1(r1r2 ± abb∗a∗)a+ a∗(r1r2 ± abb∗a∗)a−∗)
= (2r1r2 ± (bb∗a∗a+ a∗abb∗)) = ( 12 (s1 + s2))
= (s1 + s2) = 1:
For the last two equalities we used remark R1 and axiom S5. The proof for I() is
similar.
Proposition 2.4. Let D be a skew 6eld with involution and :D → G0 a 2-cyclic
∗-signature with level m. Then
(1) For every s∈ S,
A() ∩ S = {s∈ S | ∃r ∈Q+:(r ± s) = 1};
I() ∩ S = {s∈ S | ∀r ∈Q+:(r ± s) = 1}:
(2) The sets A() ∩ S and I() ∩ S are closed for addition.
(3) For every d∈D, we have that
d∈A() i: dd∗ ∈A() i: (dd∗)k ∈A() for some k ∈N;
d∈ I() i: dd∗ ∈ I() i: (dd∗)k ∈ I() for some k ∈N:
(4) For every d∈D \ A(), d−1 ∈ I().
Proof. Write
B() = {s∈ S | ∃r ∈Q+:(r ± s) = 1};
J () = {s∈ S | ∀r ∈Q+:(r ± s) = 1}:
By axioms S2 and S5, B() is a Jordan subalgebra of S and J () is a Jordan ideal
in B(). It is clear from the de2nition of A(); I() that for every d∈D, d∈A() iP
dd∗ ∈B() and d∈ I() iP dd∗ ∈ J ().
For every s∈ S, the restriction |Q(s) is a signature in the sense of Becker, hence by
[1, Satz 2.2]. B()∩Q(s)=B(|Q(s)) is a valuation subring of Q(s) and J ()∩Q(s)=
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J (|Q(s)) is its maximal ideal. It follows that for every k ∈N, s∈B() iP sk ∈B()
and s∈ J () iP sk ∈ J (). Moreover, if s∈ S \ B() then s−1 ∈ J ().
(1) For every s∈D, we have that s∈A() iP s2 ∈B() iP s∈B() and s∈ I() iP
s2 ∈ J () iP s∈ J (). Hence, A() ∩ S = B() and I() ∩ S = J ().
(2) Since B() and J () are closed for addition and subtraction, so are A() ∩ S
and I() ∩ S.
(3) If d∈D, then d∈A() iP dd∗ ∈B() = A() ∩ S iP (dd∗)k ∈B() = A() ∩ S
for some k. Similarly for I().
(4) If d∈D and d ∈ A(), then dd∗ ∈ B(). Hence, (d∗)−1d−1 = (dd∗)−1 ∈ J ().
It follows that (d∗)−1 ∈ I(). Since I() is closed for involution, it follows that
d−1 ∈ I().
Lemma 2.5. Let  be a ∗-signature on (D; ∗) and i∈Z(D) such that i2 = −1 and
i∗ =−i.
(1) If s; t ∈A() ∩ S, then st + ts; i(st − ts)∈A() ∩ S.
(2) If u; v∈D and u + u∗; i(u − u∗); v + v∗; i(v − v∗)∈A(), then uv + (uv)∗; i(uv −
(uv)∗)∈A().
Proof. (1) If s; t ∈A() ∩ S, then by assertion (1) of Proposition 2.4, there exist
r1; r2 ∈Q+ such that (r1 ± s) = 1 and (r2 ± t) = 1. Note that
2r1r2 ± (st + ts) = 12 (x1 + x2); where
x1 = (r1 + s)(r2 ± t) + (r2 ± t)(r1 + s);
x2 = (r1 − s)(r2 ∓ t) + (r2 ∓ t)(r1 + s):
By axiom S2, (x1)=1 and (x2)=1. By axiom S5, (x1+x2)=1. Hence, st+ts∈A().
Write z = i(st − ts). Since A() is multiplicative and s; t ∈A(), we have that
tst; stts; tsst ∈A(). By the previous paragraph, s; tst ∈A() ∩ S implies that s(tst) +
(tst)s∈A(). Now, assertion (2) of Proposition 2.4 and the fact that −stst − tsts; stts;
tsst ∈A()∩S imply that zz∗=−(stst+tsts)+stts+tsst ∈A(). It follows from assertion
(3) of Proposition 2.4, that z ∈A().
(2) We can write uv+(uv)∗= 14(s1−s2−s3−s4) and i(uv−(uv)∗)= 14 (s5+s6+s7−s8),
where
s1 = (u+ u∗)(v+ v∗) + (v+ v∗)(u+ u∗);
s2 = i(u− u∗)i(v− v∗) + i(v− v∗)i(u− u∗);
s3 = i((u+ u∗)i(v− v∗)− i(v− v∗)(u+ u∗));
s4 = i(i(u− u∗)(v+ v∗)− (v+ v∗)i(u− u∗));
s5 = (u+ u∗)i(v− v∗) + i(v− v∗)(u+ u∗);
s6 = i(u− u∗)(v+ v∗) + (v+ v∗)i(u− u∗);
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s7 = i((u+ u∗)(v+ v∗)− (v+ v∗)(u+ u∗));
s8 = i(i(u− u∗)i(v− v∗)− i(v− v∗)i(u− u∗)):
By (1) and the assumptions, s1; : : : ; s8 ∈A() ∩ S. Now (2) follows from assertion (2)
of Proposition 2.4.
Let k ∈N and x; y∈D. We say that y is a permuted product of (xx∗)k if y is a
product of k copies of x and k copies of x∗, not necessarily in this order.
Lemma 2.6. Let  be a ∗-signature on (D; ∗) and i∈Z(D) such that i2 = −1 and
i∗ = −i. If x∈A(), k ∈N and y is a permuted product of (xx∗)k , then y + y∗;
i(y − y∗)∈A().
Proof. By induction on k. If k = 1, then either y = xx∗ or y = x∗x. In both cases
y + y∗ = 2y∈A() and i(y − y∗) = 0∈A(). Suppose that the assertion is true for
1; : : : ; k − 1 and take any permuted product y of (xx∗)k . We distinguish four cases: If
y = xzx∗ (similarly, if y = x∗zx), then z is a permuted product of (xx∗)k−1. By the
induction hypothesis, z + z∗; i(z − z∗)∈A(). Since A() is multiplicative, it follows
that y + y∗ = x(z + z∗)x∗ ∈A() and i(y − y∗) = x(i(z − z∗))x∗ ∈A().
If y=xzx (similarly, if y=x∗zx∗), then y=uv where u and v are permuted products of
(xx∗)l and (xx∗)k−l respectively and 0¡l¡k. (If this is not true, then y=y1y2 · · ·y2k ,
where y1 = x and y2; : : : ; y2k ∈{x; x∗} and each of the words y1y2; y1y2y3y4; : : : ; y1 · · ·
y2k−2 has more than one half of the letters equal to x. It follows that y2k−1 =y2k = x∗,
contrary to the assumption that y2k = x.) By the induction hypothesis, we have that
u + u∗; i(u − u∗); v + v∗; i(v − v∗)∈A(). It follows from Lemma 2.5, that y + y∗ =
uv+ (uv)∗ ∈A() and that i(y − y∗) = i(uv− (uv)∗)∈A().
Write  for the set of all rational complex numbers of modulus 1.
Lemma 2.7. Let  be a ∗-signature on (D; ∗) with level m and i∈Z(D) such that
i2 =−1 and i∗ =−i. For every x∈A(), there exists numbers k ∈N, r1; : : : ; rk ∈Q+
and 11; : : : ; 1k ∈  such that 11 = 1 and
k∑
i=1
ri[(1 + 1ix)(1 + 1ix)∗]m ∈A():
Proof. Write hk(1)=1k + N1k and note that hk(31)+hk( N31)=hk(3)hk(1) for any k ∈N
and 3; 1∈C. For every j=1; : : : ; m pick any 3j ∈  such that hj(3j)¡ 0. Let g: → D
be a function de2ned by
g(1) = [(1 + 1x)(1 + 1x)∗]m = [(1 + 1x)(1 + 1−1x∗)]m =
m∑
j=−m
fj1 j:
The sequence of functions g1; : : : ; gm+1: → D de2ned by
g1(1) = g(1) + g( N1); gj+1(1) = gj(3j1) + gj( N3j1)− hj(3j)gj(1)
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has the following properties:
(1) For every j = 1; : : : ; m + 1, there exist elements fj;0 ∈A() and fj;j; : : : ; fj;m ∈D
such that gj(1) = fj;0 + fj;jhj(1) + · · ·+ fj;mhm(1).
(2) For every j= 1; : : : ; m+ 1, there exist rj; i ∈Q+ and 5j; i ∈  such that 5j;1 = 1 and
gj(1) =
∑
i rj; i[(1 + 5j; i1x)(1 + 5j; i1x)
∗]m.
The proof of (2) is a simple induction on j.
To prove (1) for j = 1, write
g1(1) = g(1) + g( N1) =
m∑
j=−m
fj(1 j + N1 j)
= 2f0 +
m∑
j=1
(fj + f−j)(1 j + N1 j) = f1;0 +
m∑
j=1
f1; jhj(1):
Element f1;0 = 2f0 =f0 +f∗0 is a sum of the elements of the form y+y
∗, where y is
a permuted product of (xx∗)k where k = 0; : : : ; m. Lemma 2.6 implies that f1;0 ∈A().
The induction step in (1) follows from
gj+1(1) = gj(3j1) + gj( N3j1)− hj(3j)gj(1)
=fj;0 + fj;j(hj(3j1) + hj( N3j1)) + · · ·+ fj;m(hm(3j1)
+hm( N3j1))− hj(3j)(fj;0 + fj;jhj(1) + · · ·+ fj;mhm(1))
=fj;0 + fj;jhj(3j)hj(1) + · · ·+ fj;mhm(3j)hm(1)
−(hj(3j)fj;0 + fj;jhj(3j)hj(1) + · · ·+ fj;mhj(3j)hm(1))
= (1− hj(3j))fj;0 + (hj+1(3j)− hj(3j))fj;j+1hj+1(1)
+ · · ·+ (hm(3j)− hj(3j))fj;mhm(1)
=fj+1;0 + fj+1; j+1hj+1(1) + · · ·+ fj+1;mhm(1):
Note that fj+1;0 ∈A().
Now, gm+1(1) =
∑k
i=1 ri[(1 + 1ix)(1 + 1ix)
∗]m =fm+1;0 ∈A() where ri = rm+1; i and
1i = 5m+1; i. Note that 11 = 1.
Proposition 2.8. Let  be as in Theorem 2.1. Then A() is closed for addition.
Proof. It is easy to prove that if a sum of positive elements belongs to A(), then
each of these positive elements belongs to A(). If x∈A(), then it follows from
Lemma 2.7 that [(1+ x)(1+ x)∗]m ∈A(). Assertion (3) of Proposition 2.7 we see that
1 + x∈A().
If a; b∈A(), then either ab−1 ∈A() or ba−1 ∈A(). In the 2rst case we have that
a+b=(1+ab−1)b∈A() and in the second case we have that a+b=(1+ba−1)a∈A().
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Propositions 2.4 and 2.8 prove that A() is a valuation ring for every 2-cyclic
∗-signature on a skew 2eld with i∈Z(D).
Proposition 2.9. Let  be a ∗-signature such that A() is a valuation ring. Then A()
is invariant.
Proof. Take any symmetric s∈A() and any y∈D×. There exists r ∈Q+, such that
(r ± s) = 1. Since
(y−∗(r ± s)y∗y(r ± s)y−1) = ((r ± s)y∗y(r ± s))(y−∗y−1)
=(y∗y)((r ± s)2)((yy∗)−1) = (yy∗)((r ± s)2)(yy∗)−1
=((r ± s)2) = (r ± s)2 = 1;
it follows that
(2r2 + 2y−∗sy∗ysy−1)
=((y−∗(r + s)y∗y(r + s)y−1 + y−∗(r − s)y∗y(r − s)y−1) = 1:
Since t: = (r − s)(r + s)−1 = (r + s)−1(r − s)∈ S and (t) = 1, also
(2r2 − 2y−∗sy∗ysy−1)
=(y−∗(r + s)y∗y(r − s)y−1 + y−∗(r − s)y∗y(r + s)y−1)
=((r + s)y∗y(r − s) + (r − s)y∗y(r + s))(y−∗y−1)
=((r + s)(y∗yt + ty∗y)(r + s))(y−∗y−1)
=(y∗yt + ty∗y)((r + s)2)(y−∗y−1)
=(y∗y)(t)((r + s)2)(y−∗y−1) = 1:
Therefore, ysy−1 ∈A().
Take any antisymmetric k ∈A() and any y∈D×. Since k2 ∈A() is symmetric, it
follows by the previous paragraph that (yky−1)2 = yk2y−1 ∈A(). If yky−1 ∈ A(),
then (yky−1)−1 ∈A() and we get yky−1 = (yky−1)2(yky−1)−1 ∈A().
Finally, take any x∈A() and y∈D×. Additivity of A() implies that s: = 12 (x +
x∗)∈A() and k:= 12 (x−x∗)∈A(). By the previous paragraphs, we have that ysy−1 ∈
A() and yky−1 ∈A(). It follows that yxy−1 = ysy−1 + yky−1 ∈A().
Corollary 2.10. Let  be a ∗-signature such that A() is a valuation ring. Then
a∗a−1 ∈A()× for every a∈D×.
Proof. If a∗a−1 ∈A() for some a∈D×, then (a∗a−1)−1∈A() and a−1a∗=(a∗a−1)−∗
∈A(). By Proposition 2.9, we have that a∗a−1 =a(a−1a∗)a−1 ∈A(). Hence, a∗a−1 ∈
A() for every a∈A(). Replacing a by a−1, we get a−∗a∈A(). By Proposition 2.9,
it follows that (a∗a−1)−1 = aa−∗ = a(a−∗a)a−1 ∈A() for every a∈A().
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Proposition 2.11. Let  be a ∗-signature such that A() is a valuation ring. Then
I() is closed for addition.
Proof. Suppose that there exist a; b∈ I() such that a + b ∈ I(). We know from
Proposition 2.8 that a+ b∈A(). If follows from assertion (4) of Proposition 2.4 that
(a+b)−1 ∈A(). Write c=a(a+b)−1 and note that 1−c=b(a+b)−1. Assertion (3) of
Proposition 2.3 implies that c; 1−c∈ I(). Assertion (3) of Proposition 2.4 implies that
(1 − c)(1 − c)∗; cc∗ ∈ I(). By Corollary 2.10, c∗c−1 ∈A(), hence 1 + c∗c−1 ∈A()
by Proposition 2.8. By assertion (3) of Proposition 2.3, c + c∗ = (1 + c∗c−1)c∈ I().
Since (1− c)(1− c)∗;−cc∗; c+ c∗ ∈ I(), it follows by assertion (2) of Proposition 2.4
that 1 = (1− c)(1− c)∗ − cc∗ + (c + c∗)∈ I(), a contradiction.
Propositions 2.4 and 2.11 prove that I() is a maximal ideal in A() for every
2-cyclic ∗-signature on a skew 2eld with i∈Z(D).
3. Extension Theorem for ∗-signatures
Let D be s skew-2eld with involution and G an abelian group. An ordered pair
(W; ) where W ⊆ D and :W → G0 is an extended ∗-signature if
(E1) S ⊆ W and |S is a ∗-signature,
(E2) if x∈W then x∗ ∈W and (x) = (x∗),
(E3) if x∈W and d∈D then dxd∗ ∈W and (dxd∗) = (x)(dd∗),
(E4) if x; y∈W then xy∈W and (xy) = (x)(y),
(E5) if x; y∈W , (x) = (y) = 1 then x + y∈W and (x + y) = 1.
In axiom E1, it is enough to require that |S satis2es axioms S1 and S4 (for some m)
of a ∗-signature.
The aim of this section is to prove the following.
Theorem 3.1. Let D;G;  be as in Theorem 2.1, v the valuation corresponding to A()
and
W = {s+ k | s∗ = s; k∗ =−k; v(k)¿v(s)} ∪ {0}; :W → G0;
(x) = (x + x∗):
Then the ordered pair (W; ) is an extended ∗-signature and |S = .
Theorem 3.1 has the following Corollary.
Corollary 3.2. For every ∗-ordering P with level m on a ∗-6eld D with i∈Z(D) there
exists an extended ∗-ordering Q with level m on D such that P = Q ∩ S.
For level 1, Theorem 3.1 has been proved before, see [4,10]. The original argument
has been simpli2ed and extended to ∗-domains in [11]. Our approach is based on [11].
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The proof of Theorem 3.1 will be given at the end of the section. We need a bunch
of auxilliary results 2rst.
Proposition 3.3. Let v be the valuation corresponding to A(). If x1; : : : ; xk ∈D and
(x∗1 x1)= · · ·=(x∗k xk)=(x∗i xj + x∗j xi) for every i; j=1; · · · ; k, then v(x1 + · · ·+ xk)=
min(v(x1); : : : ; v(xk)).
Proof. The inequality ¿ is clear. To prove the opposite inequality, take any j=1; : : : ; k
and note that
(1± (x∗1 + · · ·+ x∗k )−1x∗j xj(x1 + · · ·+ xk)−1)
=((x∗1 + · · ·+ x∗k )−1((x∗1 + · · ·+ x∗k )(x1 + · · ·+ xk)
−x∗j xj)(x1 + · · ·+ xk)−1)
=((x∗1 + · · ·+ x∗k )(x1 + · · ·+ xk)± x∗j xj)
×((x∗1 + · · ·+ x∗k )−1(x1 + · · ·+ xk)−1) = 1
because (x∗1 x1) = · · ·= (x∗k xk) = (x∗i xj + x∗j xi) implies that
((x∗1 + · · ·+ x∗k )(x1 + · · ·+ xk)± x∗j xj) = (x∗1 x1);
((x∗1 + · · ·+ x∗k )(x1 + · · ·+ xk)) = (x∗1 x1):
It follows that xj(x1 + · · · + xk)−1 ∈A(). Hence v(xj)¿ v(x1 + · · · + xk) for every
j = 1; : : : ; k.
Corollary 3.4. Let v be the valuation corresponding to A(). For every element x∈D
such that (xx∗) = (x2 + (x∗)2) we have that v(x + x∗) = v(x). In particular
(1) v((st)k + (ts)k) = v((st)k) for any symmetric s; t ∈D and every k ∈N,
(2) v(d−1sd+ d∗sd−∗) = v(s) for every symmetric s∈D and any nonzero d∈D.
Proof. Write x1 = x and x2 = x∗ and note that (x∗1 x1)=(x
∗
2 x2)=(x
∗
1 x2 + x
∗
2 x1) since
(x∗x) = (xx∗) = (x2 + (x∗)2). By Proposition 3.3, it follows that v(x + x∗) = v(x).
Writing x=(st)k we have that (x2 + (x∗)2)=((st)2k +(ts)2k)=(s)(t(st)2k−1)=
(s)(t2)(s)2 · · · (t)2(s) = (s)2k(t)2k = (x∗x). Therefore v((st)k + (ts)k) =
v(x + x∗) = v(x) = v((st)k) by the 2rst paragraph.
If x= d−1sd, then (x2 + (x∗)2) = (d−1s2d+ d∗s2d−∗) = (s2) = (s2)(d−∗d−1)
(d∗d)=(sd−∗d−1s)(d∗d)=(d∗sd−∗d−1sd)=(x∗x). Therefore, v(d−1sd+d∗sd−∗)
= v(x + x∗) = v(x) = v(d−1sd) = v(s) by the 2rst paragraph.
Corollary 3.5. Let v be the valuation corresponding to A().
(1) If s; t ∈D are symmetric and v(s)=v(t) and (s)=(t), then v(s+ t)=v(s)=v(t).
(2) If s; t ∈D are symmetric, then v(snt − tsn) = v(sn−1(st − ts)).
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Proof. To prove (1) write x1 = s and x2 = t and note that (x∗1 x1) = (s)
2, (x∗2 x2) =
(t)2 = (s)2 and (x∗1 x2 + x
∗
2 x1) = (st + ts) = (s)(t) = (s)
2. Hence v(s+ t) = v(s)
by Proposition 3.3.
To prove (2) write
snt − tsn =
n∑
i=1
xi; xi = sn−i−1(st − ts)si; i = 1; : : : ; n:
For every i; j = 1; : : : ; n such that i6 j we have that
(x∗i xj + x
∗
j xi)
=(si(st − ts)∗s2n−2−i−j(st − ts)s j
+s j(st − ts)∗s2n−2−i−j(st − ts)si)
=((st − ts)∗s2n−2−i−j(st − ts)s j−i
+s j−i(st − ts)∗s2n−2−i−j(st − ts))(si)2
=((st − ts)∗s2n−2−i−j(st − ts))(s j−i)(si)2
=((st − ts)∗(st − ts))(s2n−2−i−j)(s j−i)(si)2
=((st − ts)∗(st − ts))(s)2n−2:
Therefore, v(x1 + · · ·+ xn) = v(x1) by Proposition 3.3.
A subset M ⊆ S is a -module if
(SM1) 1∈M ,
(SM2) M +M ⊆ M ,
(SM3) −1((M)) =M ,
(SM4) M ∩ −M = {0}.
The smallest -module is P = −1(1)∪ {0}. A -module M is a -semiordering if it
satis2es
(SM5) M ∪ −M = S.
We need a version of the intersection theorem.
Lemma 3.6. The intersection of all -semiorderings is equal to P.
Proof. We claim that every -module which is not a -semiordering is an intersection
of two strictly larger -modules. It follows that for every z ∈ P, every maximal
-module which avoids z is a -semiordering.
If M is a -module which is not a -semiordering, then there exists an element
a∈ S \ (M ∪ −M). We claim that M ′: = M + −1((a)) and M ′′: = M − −1((a))
are -modules strictly larger than M and satisfying M ′ ∩M ′′ =M . The nontrivial part
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is to verify axiom SM3 of a -module. Pick any x∈ −1((M ′)). There exist m∈M
and b∈ −1((a)) such that (x) = (m+ b). Write s: =mb−1 + b−1m. Since |Q(s) is
a complete preordering of higher level in the sense of [1] and (s) = −1, it follows
that (1+ s)∈{1; (s)}. Therefore, (x)∈{(m); (b)}. Both cases imply that x∈M ′.
The same argument works for M ′′.
Write P=P and B={(a; p)∈ S×P× | ∃r ∈Q+:rp±a∈P}. For every -semiordering
M we de2ne a mapping :M :B → R by
:M (a; p) = inf{r ∈Q | rp− a∈M}:
As usually, we establish the following properties:
(1) :M (p;p) = 1,
(2) :M (−a; p) =−:M (a; p),
(3) :M (a+ b; p) = :M (a; p) + :M (b; p),
(4) :M (a; p) = :M (a; q):M (q; p),
(5) :M (ab+ ba; pq+ qp) = :M (a; p):M (b; q),
where a; b∈ S, p; q∈P× are such that arguments on the right hand side belong to B.
We have that :M (a; p)¿ 0 for every a∈M and p∈P×. If a ∈ M , then −a∈M .
Since :M (−a; p)¿ 0 and hence :M (a; p)6 0. In other words, if :M (a; p)¿ 0, then
a∈M . If :M (a; p)=0, then :M (rp±a; p)¿ 0 for every r ∈Q+. Therefore, rp±a∈M
for every r ∈Q+.
Proposition 3.7. Let v be the valuation corresponding to A(). For every nonzero
symmetric a; b∈D we have that v(ab− ba)¿v(ab).
Proof. Since v(ab− ba) = v(a(ba−1 − a−1b)a) = v(ba−1 − a−1b) + 2v(a) and v(ab)=
v(ba−1)+2v(a), we have that v(ab−ba)¿v(ab) if and only if v(ba−1−a−1b)¿v(ba−1).
Hence, we may assume that a; b∈A(). Since v(anb − ban) = v(an−1) + v(ab − ba)
by assertion (2) of Corollary 3.5, and since v(anb) = v(an−1) + v(ab), we have that
v(ab− ba)¿v(ab) if and only if v(anb− ban)¿v(anb). Hence, we may assume that
a; b∈P.
Take any nonzero a; b∈A() ∩ P and write
pk = 12((ab)
2k + (ba)2
k
); qk = 12i ((ab)
2k − (ba)2k ); k = 0; 1; : : : :
Clearly, (pk) = (a)(b(ab)2
k−1) = (a)(b)2(a)2 · · · (b)2(a) = 1 for every k =
0; 1; : : :. Since pk+1+iqk+1=(ab)2
k+1
=((ab)2
k
)2=(pk+iqk)2=(p2k−q2k)+i(pkqk+qkpk),
it follows that pk+1 = p2k − q2k and qk+1 = pkqk + qkpk . By assertion (1) of Corollary
3.4, we have that v(pk) = v((ab)2
k
) = v(p0)2
k
hence v(qk)¿ v((ab)2
k
) = v(p0)2
k
.
We want to show that v(q0)¿v(p0). If this is not true, then q0p−10 ∈A() \ I().
By Theorem 3.6, there exists a -semiordering M such that :M (q0; p0) = 0. Hence,
there exist r ¿ 0 and ; = m such that 1 = r cos(;) and :M (q0; p0) = r2 sin(;)2. We
claim that
:M (pk; p2
k
0 ) = r
2k cos(2k;); :M (qk ; p2
k
0 ) = r
2k sin(2k;):
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Clearly, the claim is true for k = 0. If the claim is true for k, then
:M (pk+1; p2
k+1
0 ) =:M (p
2
k − q2k ; p2
k+1
0 ) = :M (pk; p
2k
0 )
2 − :M (qk ; p2k0 )2
= r2
k+1
cos2(2k;)− r2k+1 sin2(2k;) = r2k+1 cos(2k+1;);
:M (qk+1; p2
k+1
0 ) =:M (pkqk + qkpk ; p
2k+1
0 ) = 2:M (qk ; p
2k
0 ):M (pk; p
2k
0 )
= 2r2
k
sin(2k;) · r2k cos(2k;) = r2k+1 sin(2k+1;):
Since ; = m, there exists an integer k¿ 0 such that cos(2k;)¡ 0. Since pk and
p0 are positive, this is a contradiction.
Finally, we give the proof of Theorem 3.1.
Proof. (E1) Since v(0) = ∞¿v(s) for every nonzero s and 0∈W , it follows that
S ⊆ W . Clearly, (s) = (2s) = (s) for every s∈ S.
(E2) If s+ k ∈W , then v(−k) = v(k)¿v(s), so that s− k ∈W . Clearly, (s+ k) =
(2s) = (s− k).
(E3) If s is symmetric, k antisymmetric and v(k)¿v(s), then for every nonzero
d∈D, dsd∗ is symmetric, dkd∗ is antisymmetric and v(dkd∗)¿v(dsd∗). Therefore,
dWd∗ ⊆ W for every d∈D. If x∈W and d∈D, then (dxd∗)=(dxd∗+(dxd∗)∗)=
(d(x + x∗)d∗) = (x + x∗)(dd∗) = (x)(dd∗).
(E4) If x1 = s1 + k1 ∈W and x2 = s2 + k2 ∈W , then
x1x2 = s+ k; where
s= 12(x1x2 + x
∗
2 x
∗
1 ) = s
′ + s′′; k = 12(x1x2 − x∗2 x∗1 ) = k ′ + k ′′;
s′ = 12(s1s2 + s2s1); s
′′ = 12(s1k2 − k2s1 + k1s2 − s2k1 + k1k2 + k2k1);
k ′ = 12(s1s2 − s2s1); k ′′ = 12(s1k2 + k2s1 + s2k1 + k1s2 + k1k2 − k2k1):
Clearly, v(s′′)¿v(s1s2) and v(k ′′)¿v(s1s2). By Corollary 3.4, v(s′) = v(s1s2) and
by Proposition 3.7, v(k ′)¿v(s1s2). It follows that v(s) = v(s′) = v(s1s2)¡min(v(k ′);
v(k ′′))6 v(k). Hence x1x2 ∈W and
(x1x2) = (s) = (s′) = (s1)(s2) = (x1)(x2):
(E5) If x1 = s1 + k1 ∈W and x2 = s2 + k2 ∈W , then
x1 + x2 = s+ k where s= s1 + s2; k = k1 + k2:
Since (s1) = (s2) = 1, it follows from Corollary 3.5 that
v(s) = min{v(s1); v(s2)}¡min{v(k1); v(k2)}6 v(k):
Therefore, x1 + x2 ∈W . Clearly, (x1 + x2) = (s1 + s2) = 1.
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4. Extended ∗-preorderings
Let D be s skew-2eld with involution, G an abelian group, W ⊆ D and :W → G0.
Recall that an ordered pair (W; ) is an extended ∗-signature if it satis2es axioms E1–
E5 from Section 3.
Remark 4.1. Let U be the set of all 2nite products of elements from S. Then U×: =
U \ {0} is a normal subgroup of D×. Moreover:
(1) If (W; ) is an extended ∗-signature on D, then W× is a normal subgroup of D×
containing U×.
(2) If (W; ) is an extended ∗-signature on D, then the mapping |U satis2es axioms
E1–E4 but need not satisfy E5.
The set P: = −1(1) ∪ {0} is called the positive cone of . A subset T of D is an
extended ∗-preordering if T = P for some extended ∗-signature (W; ).
Remark 4.2. A subset T of D is an extended ∗-preordering if and only if it satis2es
the following properties:
(EP1) −1 ∈ T ,
(EP2) T + T ⊆ T ,
(EP3) TT ⊆ T ,
(EP4) T ∗ ⊆ T ,
(EP5) dTd−1 ⊆ T for every d∈D×,
(EP6) dsd−1s−1 ∈T for every d∈D× and s∈ S×,
(EP7) (dd∗)m ⊆ T , for every d∈D.
Namely, if T satis2es EP1–EP7 then T× is a normal subgroup of D×, hence U×T× is
also a normal subgroup of D×. The factor group GT =U×T×=T× ∼= U×=U× ∩ T× is
abelian. Let WT ={0}∪U×T× and let T :WT → G0T be the mapping de2ned T (0)=0
and T |W×T = the canonical projection of U
×T× on GT . Then (WT ; T ) is an extended
∗-signature on D and T=PT . Therefore, T is an extended ∗-preordering. The converse
is clear from E1–E5.
An extended ∗-signature :W → G0 is cyclic (resp 2-cyclic) if G is a cyclic group
(resp. G is a torsion group and the 2-torsion part of G is cyclic). A subset T of D is
an extended ∗-ordering (resp. a complete extended ∗-preordering) if T = P for some
cyclic (resp. 2-cyclic) extended ∗-signature .
Remark 4.3. A subset T of D is a complete extended ∗-preordering if and only
if it satis2es axioms EP1–EP7 and for every a∈U such that a2 ∈T we have
a∈T ∪ −T .
A subset T of D is an extended ∗-ordering if and only if it satis2es axioms EP1–
EP7 and there exists a semigroup homomorphism ::U → C with kernel Q ∩ U .
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The aim of this section is to prove the following version of the Artin-Schreier
Theorem.
Theorem 4.4. Every ∗-preordering which is a restriction of an extended ∗-preordering
is equal to the intersection of all ∗-orderings that contain it.
Theorem 4.4 generalizes [1, Satz 2.2] (for ∗= identity) and [5, Corollary 3.14] (for
level 1). We will split the proof into several lemmas and propositions.
Lemma 4.5. Every extended ∗-preordering which is not complete is equal to the in-
tersection of two strictly larger extended ∗-preorderings.
Proof. If T is an extended ∗-preordering which is not complete then there exists an
element a∈U such that a2 ∈T and a ∈ T∪−T . Clearly, the sets T+aT and T−aT are
strictly larger than the set T . A long but straightforward veri2cation of axioms EP1–EP7
shows that they are extended ∗-preorderings. We claim that T =(T +aT )∩(T −aT ). If
x∈ (T+aT )∩(T−aT ), then there exist t1; t2; t3; t4 ∈T such that x= t1+at2= t3−at4. If
t2=0, then x= t1 ∈T . If t2 = 0, then t:= t−12 t4t2+1∈T× and xt= t1(t−12 t4t2)+ t3t2 ∈T ,
so that x∈T . The opposite inclusion is clear.
Proposition 4.6. Every extended ∗-preordering is equal to the intersection of all com-
plete extended ∗-preorderings that contain it.
Proof. Let T0 be an extended ∗-preordering and x ∈ T0. By Zorn’s Lemma, there exists
a maximal extended ∗-preordering T containing T0 and avoiding x. If T is not complete,
then it is equal to the intersection of two stricly larger extended ∗-preorderings T1
and T2. By the choice of T , we have x∈T1 and x∈T2, which imply a contradiction
x∈T1 ∩ T2 = T .
Lemma 4.7. Let D be a ∗-6eld, S the set of its symmetric elements and T a complete
extended ∗-preordering on D. Write
B(T ) = {s∈ S | ∃r ∈Q+:r ± s∈T};
J (T ) = {s∈ S | ∀r ∈Q+:r ± s∈T}:
(1) For every s∈ S we have either s∈B(T ) or s−1 ∈B(T ).
(2) B(T ) ⊆ T ∪ −T ∪ J (T ).
Proof. Pick any s∈ S and note that Q(s) is a commutative 2eld, T∩Q(s) is a complete
preordering on Q(s) in the sense of [1] and B(T )∩Q(s)=B(T ∩Q(s)). By the results
from [1], we have that either s∈B(T ∩Q(s)) or s−1 ∈B(T ∩Q(s)). This gives assertion
(1). Assertion (2) follows from the fact that
B(T ∩Q(s)) ⊆ (T ∩Q(s)) ∪ −(T ∩Q(s)) ∪ J (T ∩Q(s))
for every s∈ S.
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Recall the de2nition of the set U from Remark 4.1.
Lemma 4.8. If T is a complete extended ∗-preordering on a ∗-6eld D and O is a
subgroup of U× which contains T ∩U× and avoids −1, then the set O∩S is additive
and closed for Jordan multiplication.
Proof. If s; t ∈O ∩ S, then 1 + tst−1s−1 ∈T ∩ U× ⊆ O, so that (s; t): = st + ts= (1 +
tst−1s−1)st ∈O. Hence O ∩ S is closed for the Jordan product.
We want to prove that 2 + (O ∩ S) ⊆ O ∩ S. Pick any s∈O ∩ S. By Lemma
4.7, we have either s∈B(T ) ⊆ T ∪ −T ∪ J (T ) or s−1 ∈ J (T ). The case s∈ − T
is not possible, since it implies a contradiction −1∈O. If s∈T or s∈ J (T ) then
2 + s∈T ∩ S ⊆ O. If s−1 ∈ J (T ), then 2 + s−1 ∈T ∩ S× ⊆ O. It follows that, 2 + s=
s(1 + 2s−1)∈O.
If s; t ∈O ∩ S, then (s−1; t)∈O by the 2rst paragraph and the second paragraph
implies that 2 + (s−1; t)∈O. It follows that s−1(s+ t) + (s+ t)s−1 = 2 + (s−1; t)∈O.
Since 0 ∈ O, we have that s+ t = 0, so that x=1+ s−1(s+ t)s(s+ t)−1 is well de2ned.
We have that x∈T ∩U× ⊆ O. On the other hand, x(s+ t)= (2+ (s−1; t))s∈O, hence
s+ t ∈O as desired.
Write =O for the set additively generated by a set O.
Corollary 4.9. If T is a complete extended ∗-preordering on a ∗-6eld D and O is a
subgroup of U× such that −1 ∈ O and T ∩ U× ⊆ O then the set P = {0} ∪ =O is
an extended ∗-preordering such that U× ∩ P = O.
Proof. The inclusion O ⊆ U× ∩ =O is clear. The proof of the opposite inclusion
depends on the following claim: for every u∈U× we have u∈O if and only if u+ u∗
∈O. Pick any u∈U× ∩=O. There exist u1; : : : ; uk ∈O such that u= u1 + · · ·+ uk . The
claim implies u1 + u∗1 ∈O ∩ S; : : : ; uk + u∗k ∈O ∩ S. Lemma 4.8 says that the set O ∩ S
is additive. It follows that u + u∗ = u1 + u∗1 + · · · + uk + u∗k ∈O ∩ S. Finally, we get
u∈O by the claim.
We have −1 ∈ P, otherwise we get a contradiction −1∈U× ∩ P = O. Since T is
an extended ∗-ordering, it follows that P also satis2es other axioms of an extended
∗-ordering.
Proposition 4.10. For every extended ∗-preordering T, the set T ∩U× is equal to the
intersection of all extended ∗-orderings which contain it.
Proof. Take any element x∈U \ T =U× \ T×. The factor group A: =U×=T ∩U× is
abelian. Let B be a subgroup of A generated by Nx and −1. There exists a homomorphism
 :B → C× such that  (−1) =−1 and  ( Nx) = 1. Since C× is divisible we can extend
 from B to A. Let : =  ◦  where :U× → A is the canonical projection. Write
O: =:−1(1) and P: = {0} ∪=O. Since O is a subgroup of U× such that −1 ∈ O and
T ∩ U× ⊆ O, it follows by Corollary 4.9 that P is an extended ∗-ordering. Finally,
x∈U× \ O and P ∩ U× = O imply that x ∈ P.
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5. Extended ∗-semiorderings
Let T be an extended ∗-preordering on D. A subset M of D is a T -module if
(TM1) −1 ∈ M ,
(TM2) M +M ⊆ M ,
(TM3) 1∈M ,
(TM4) TM ⊆ M ,
(TM5) dMd−1 ⊆ M for every d∈D×.
Note that T is always a T -module. Properties TM3 and TM4 imply that T ⊆ M .
Properties TM4 and TM5 imply that MT ⊆ M . For every T -module M write
A(M) = {d∈D | ∃r ∈Q+:r ± dd∗ ∈M};
I(M) = {d∈D | ∀r ∈Q+:r ± dd∗ ∈M}:
Identity r − d∗d = d∗(r − dd∗)d−∗ and property TM5 imply that A(M)∗ ⊆ A(M)
and I(M)∗ ⊆ I(M). A T -module M is a T -semiordering if M ∪ −M ⊃ S, where
S = Sym(D; ∗).
For every element s∈ S and every level m= n2 of a preordering T , there exist elements
s+n ; s
−
n ∈T such that s= s+n − s−n . This follows from the standard identity
n!s=
n−1∑
h=0
(−1)n−1−h[(x + h)n − hn]:
Proposition 5.1. If M is a (Jordan) T-semiordering, then the set
B(M) = {s∈ S | ∃r ∈Q+:r ± s∈M}
is a Jordan subring of Sym(D; ∗) and the set
J (M) = {s∈ S | ∀r ∈Q+:r ± s∈M}
is its Jordan ideal. Moreover, for any symmetric s, we have s ∈ B(M) if and only if
s−1 ∈ J (M).
Proof. Clearly, B(M) and J (M) are closed for addition. We know from the commuta-
tive theory, [3], that for every s∈ S the set B(M)∩Q(s)=B(M ∩Q(s)) is a valuation
subring of Q(s) with maximal ideal J (M)∩Q(s)= J (M ∩Q(s)). This implies the last
assertion in the proposition. It also implies that every integer polynomial (in particu-
lar every power) of every element from B(M) belongs to B(M). If s; t ∈B(M), then
s2; t2; (s+ t)2 ∈B(M), so st + ts= 12((s+ t)2 − s2 − t2)∈B(M).
If s∈ J (M) and t ∈B(M)∩ T , then r1± s∈M for every r1 ∈Q+ and r2± t ∈M for
some r2 ∈Q+. It follows that 2r1r2 ± (st + ts) = ((r1 ± s)t + t(r1 ± s)) + (r1(r2 − t) +
(r2 − t)r1)∈M +M ⊆ M . If s∈ J (M) and t ∈B(M), then t+n ; t−n ∈B(M) ∩ T .
Hence, st+n + t
+
n s∈ J (M) and st−n + t−n s∈ J (M) implying that st + ts∈ J (M).
Note that B(M) = A(M) ∩ S and J (M) = I(M) ∩ S.
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Theorem 5.2. If D is a ∗-6eld with i∈Z(D), T a preordering on D and M a T-semi-
ordering, then A(M) is an invariant ∗-valuation subring of D with maximal ideal
I(M).
Proof. If s∈B(M) and t ∈B(M)∩T , then r1±s∈M and r2±t ∈M for some r1; r2 ∈Q+
hence r1r2±st=(r1±s)t+(r2−t)r1 ∈MT+MT ⊆ M . If s; t ∈B(M), then t+n ; t−n ∈B(M)∩
T , so 2r − st = r − st+n + r − st−n ∈M +M ⊆ M for a suitable r. If a; b∈A(M), then
a∗a; bb∗ ∈B(M), so r ± a∗abb∗ ∈M for some r. By property TM5 of T -modules we
have r ± ab(ab)∗ ∈M , so ab∈A(M). Similarly, we prove that I(M) is an ideal of
A(M).
If a ∈ A(M), then aa∗ ∈ B(M), so a−∗a−1 = (aa∗)−1 ∈B(M). By de2nition,
a−∗ ∈A(M). Since A(M)∗ ⊆ A(M), we have a−1 ∈A(M).
To prove that A(M) is closed for addition, replace the proof of Lemma 2.5(a) with
Proposition 5.1 and copy the proofs of Lemma 2.5 (assertion (2)), Lemma 2.6, Lemma
2.7 and Proposition 2.8.
It remains us to prove that A(M) is invariant. If t ∈T ∩ B(M) and d∈D×, then
there exists r ∈Q+ such that r − t ∈M . It follows that
s1 = d−1(r − t)dd∗(r + t)d−∗ ∈MT ⊆ M;
s2 = d−1(r + t)dd∗(r − t)d−∗ ∈TM ⊆ M;
r2 − d−1tdd∗td−∗ = 12(s1 + s2)∈M +M ⊆ M:
Obviously, r2 + d−1tdd∗td−∗ ∈T + T ⊆ T ⊆ M . Hence, d−1td∈A(M). It follows
that for any s∈B(M) and any d∈D× we have d−1sd= d−1s+n d− d−1s−n d∈A(M). It
follows that d−1kd∈A(M) for every antisymmetric k ∈A(M) and 2nally that d−1ad=
1
2(d
−1(a+ a∗)d+ d−1(a− a∗)d)∈A(M) for any a∈A(M).
We say that a T -semiordering M on a ∗-2eld D is archimedean if for every s∈ S,
there exists r ∈Q+ such that r± s∈M . Note that A(M)∩M is always an archimedean
T -semiordering as well as its projection NM to the residue 2eld k =A(M)=I(M). Recall
that U is the set of all 2nite products of elements from S.
Theorem 5.3. Let D be a ∗-6eld with i∈Z(D) and M an archimedean T-semiordering.
Then the set M ∩ U · T is closed for multiplication.
Proof. We claim that for any a; b∈ S such that 0¡a¡b we have that a2 ¡b2. As in
the commutative case, we can 2nd r ∈Q such that a¡r¡b and show that 0¡a¡r
implies 0¡a2 ¡r2 and 0¡r¡b implies 0¡r2 ¡b2. Therefore a2 ¡r2 ¡b2. If
x; y∈Q ∩ S, then 0¡ |x − y|¡x + y. The claim implies that |x − y|2 ¡ (x + y)2, so
xy + yx∈M .
If d; e∈M ∩ U · T , then d+ d∗; e + e∗ ∈M ∩ S. It follows that (d+ d∗)(e + e∗) +
(e + e∗)(d + d∗)∈M . It follows that (d + d∗)(e + e∗)∈M . This is obvious if either
d+d∗=0 or e+ e∗=0 and it follows from the fact that 1+(d+d∗)−1(e+ e∗)−1(d+
d∗)(e + e∗)∈T \ 0. Since (1 + d∗d−1)de(1 + e−1e∗) = (d + d∗)(e + e∗)∈M and
1 + d∗d−1; 1 + e−1e∗ ∈T \ 0, we have de∈M .
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Theorem 5.4. If Q is a T-semiordering and
Q′ =
∏
(A(Q)∗ ∩ Q) ∩ U · T;
then the set
T ∧ NQ = {
∑
tiui | ti ∈T; ui ∈Q′};
is a preordering containing T and Q ∩ S.
Proof. It is easy to verify axioms EP2–EP7 of an extended ∗-preordering. Let k =
A(Q)=I(Q) and −:A(Q) → k be the natural projection. By Theorem 5.3, NQ is an
archimedean NT -semiordering on k, hence Q′ ⊆ NQ is a multiplicative set. It follows that
Q′
−1 ⊆ NQ. If 0= t1u1 + · · ·+ tkuk , where v(t1)6 · · ·6 v(tk), then 0=1+ t−11 t2u2u−11 +
· · · + t−11 tkuku−11 , so − N1 = t−11 t2u2u1−1 + · · · + t−11 tkuku1−1 ∈ NS. So −1∈ S + I(S), a
contradiction with −1 ∈ S.
It follows immediately from Theorem 5.3, that for any a∈Q∩S such that v(a)∈ v(T ),
we have that a∈T ∧ NQ.
We say that a preordering T is compatible with valuation v if NT = (T ∩ Av)=Iv is a
preordering on the residue 2eld of v. In this case
Tv =
{∑
ti(1 + mi)
∣∣∣ ti ∈Ti; mi ∈ Iv; 1 + mi ∈U · T
}
is again a preordering containing T .
6. Weak isotropy
Let D be a ∗-2eld, S = Sym(D; ∗) and U the set of all 2nite products of elements
from S. Let T be an extended ∗-preordering on D and Q a T -semiordering. Let v be
a valuation corresponding to the valuation ring A(Q).
Lemma 6.1. If x∈T · U , then v(x) = v(x + x∗). In particular v(st + ts) = v(s) + v(t)
and v(s−1ts+ sts−1) = v(t) for any nonzero s; t ∈ S.
Proof. Write z = x−1x∗. Clearly, v(z) = v(1) = 0. If v(1 + z)¿ 0, then 1 + z ∈ I(Q),
so 12 − (1 + z)(1 + z∗)∈Q. Since z; z∗; zz∗∈T⊆Q, it follows that − 12=(12−(1 + z)
(1 + z∗)) + z + z∗ + zz∗ ∈Q, a contradiction. Now v(x + x∗) = v(x(1 + z)) = v(x) +
v(1+ z)= v(x). Take x= st in the 2rst special case and x= sts−1 in the second special
case.
Lemma 6.2. If a; b∈ S, a∈Q, v(a)¡v(b) and v(a)6 v(t)6 v(b) for some t ∈T ∩ S,
then a− b∈Q.
Proof. Since a∈Q, we have at−1 + t−1a∈Q. If the conclusion is false, then b−a
∈Q, so (b − a)t−1 + t−1(b − a)∈Q. Hence 0¡at−1 + t−1a¡bt−1 + t−1b.
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If v(bt−1+ t−1b)¿ 0, then bt−1+ t−1b∈Q is bounded by some positive rational. Then
at−1 + t−1a∈Q is bounded by the same positive rational, hence v(at−1 + t−1a)¿ 0.
Similarly, v(bt−1 + t−1b)¿ 0 implies that v(at−1 + t−1a)¿ 0. On the other hand
we have that either v(a)¡v(t)6 v(b) or v(a)6 v(t)¡v(b). The 2rst case implies
a contradiction v(at−1 + t−1a)¡ 06 v(bt−1 + t−1b) and the second case implies a
contradiction v(at−1 + t−1a)6 0¡v(bt−1 + t−1b).
Lemma 6.3. If q; x; u∈ S satisfy q∈Q, x∈ I(Q), u∈T and 06 v(q−1u)6 v(x), then
(1− x)q∈Q.
Proof. Write a = 2q, t = quq−1 + q−1uq and b = xq + qx. Since v(q)6 v(u)6 v(qx)
and v(a) = v(q), v(t) = v(u), v(b) = v(qx) by Lemma 6.1 and v(a)¡v(b), it follows
by Lemma 6.2 that (1 − x)q + q(1 − x)∈Q. Element 1 − x is invertible since x∈T
and 1 + (1− x)−1q−1(1− x)q∈T , so (1− x)q∈Q.
Lemma 6.4. Let ? be an ordered abelian group and n¿ 2 a natural number. Let @
be a subset of ? such that 0 ∈ @ and @+n? ⊂ @. Then the set =={∈?: ||¡ |@|}
is a convex subgroup of ?.
Proof. Clearly, = is a convex subset of ? and −= = =. If we prove that 0¡∈=
implies that 2∈=, then the additivity of = follows from the convexity of =. We will
actually prove that 0¡∈= implies that nn−1∈=.
If 0¡∈=, then ¡A for all 0¡A∈@. It follows that n− (n− 1)A¡ for all
0¡A∈@. We also have n− (n− 1)A= A+ n(− A)∈@+ n? ⊆ @ for all 0¡A∈@.
If n− (n−1)A¿ 0 for some 0¡A¡@, then  is bounded from below by a positive
element of @, a contradiction with 0¡∈=.
Proposition 6.5. For any q1; : : : ; qr ∈Q, there exists a valuation w (with valuation ring
Aw, maximal ideal Iw and value group ?w) such that:
(1) Aw ⊃ A(Q),
(2) (1− x)qi ∈Q for any x∈mw and any i = 1; : : : ; r.
(3) If v(qj) ∈ v(T ) for some j, then w(qk) ∈ w(T ) for some k.
Proof. For any i = 1; : : : ; r write @i = v(q−1i (T ∩ S)) and =i = {∈?: ||¡ |@i|}.
Renumerating indices if necessary, we can assume that =1 ⊆ · · · ⊆ =r . Let k be the
largest index such that 0 ∈ =k . By Lemma 6.4, @k is a convex subgroup of ?. Write
?w = ?==k and let w:D → ?w be the corresponding valuation. Since =k ∩ @k = ∅, we
have that 0 ∈ w(q−1k T ), so w(qk) ∈ w(T ). For any nonzero x∈ Iw, we have w(x)¿ 0,
so v(x) ∈ =k . Hence v(x) ∈ =i for any i=1; : : : ; k. It follows that v(x) is bounded from
below by some element of v(q−1i T ) for every i = 1; : : : ; k. By Lemma 6.3, it follows
that (1− x)qi ∈Q for every x∈ Iw ∩ S and every i = 1; : : : ; k.
Now the same argument as in [5, Theorem 5.2] implies the weak isotropy
principle:
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Theorem 6.6. Let T be an extended ∗-semiordering on a ∗-6eld D and a1; : : : ; an
nonzero symmetric elements of D. The following are equivalent:
(1) There exist elements t1; : : : ; tn ∈T not all equal to zero such that a1t1 + · · · +
antn = 0.
(2) The following are satis6ed:
(1) For every signature :S → C such that (T∩S)=1, the set {(a1); : : : ; (an)}
has more than one element.
(2) For every valuation v which is compatible by T and satis6es v(ai) ∼= v(aj)
mod v(T˙ ), there exist elements tv1; : : : ; t
v
n ∈Tv which are not all zero and satisfy
a1tv1 + · · ·+ antvn = 0.
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