On regularly branched maps  by Tuncali, H. Murat & Valov, Vesko
Topology and its Applications 150 (2005) 213–221
www.elsevier.com/locate/topol
On regularly branched maps
H. Murat Tuncali ∗,1, Vesko Valov 2
Department of Computer Science and Mathematics, Nipissing University,
100 College Drive, PO Box 5002, North Bay, ON P1B 8L7, Canada
Received 15 September 2004; accepted 19 November 2004
Dedicated to Professor S. Nedev for his 60th birthday
Abstract
Let f :X → Y be a perfect map between finite-dimensional metrizable spaces and p  1. It is
shown that the space C∗(X,Rp) of all bounded maps from X into Rp with the source limita-
tion topology contains a dense Gδ-subset consisting of f -regularly branched maps. Here, a map
g :X → Rp is f -regularly branched if, for every n 1, the dimension of the set {z ∈ Y ×Rp: |(f ×
g)−1(z)| n} is  n · (dimf + dimY ) − (n − 1) · (p + dimY ). This is a parametric version of the
Hurewicz theorem on regularly branched maps.
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1. Introduction
All spaces are assumed to be metrizable and all maps continuous. Moreover, the
function spaces in this paper, if not explicitely stated otherwise, are equipped with the
source limitation topology. The paper is devoted to a parametric version of the Hurewicz
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214 H.M. Tuncali, V. Valov / Topology and its Applications 150 (2005) 213–221theorem [8] on regularly branched maps. Recall that a map g :X → Z is called reg-
ularly branched (this term was introduced by Dranishnikov et al. [4]) if dimBn(g) 
n · dimX − (n− 1) · dimZ for any n 1, where Bn(g) = {z ∈ Z: |g−1(z)| n}.
Hurewicz’s Theorem. Let X be a finite-dimensional compactum and p  1. Then the
set of all regularly branched maps g :X → Rp contains a dense Gδ-subset of the space
C(X,Rp).
We say that a map g :X → Z is regularly branched with respect to a fixed map
f :X → Y (briefly, f -regularly branched) if
dimBn(f × g) n · (dimf + dimY)− (n− 1) · (dimZ + dimY)
for every n 1, where dimf = sup{dimf−1(y): y ∈ Y }. Obviously, when f is a constant
map, i.e., Y is a point, the notions of f -regularly branched and regularly branched maps
coincide. Next theorem is our main result.
Theorem 1.1. Let f :X → Y be a σ -perfect map between finite-dimensional spaces and
p  1. Then the space C∗(X,Rp) contains a dense Gδ-subsetH consisting of f -regularly
branched maps.
Here, C∗(X,Rp) is the set of all bounded maps from X into Rp and f is said to be
σ -perfect if X is the union of its closed subsets Xi, i = 1,2, . . . , such that f (Xi) ⊂ Y are
closed and each restriction f |Xi is perfect.
Corollary 1.2. Let the integers k, p, m and n satisfy the inequality k + m + 1  (p −
k)n. Then, for any σ -perfect map f :X → Y with dimf  k and dimY  m, the space
C∗(X,Rp) contains a dense Gδ-subset of maps g such that |(f × g)−1(z)| n for every
z ∈ Y × Rp .
Corollary 1.2 follows directly from Theorem 1.1. Indeed, under the hypotheses of this
corollary, if g ∈ C∗(X,Rp) is f -regularly branched, then dimBn+1(f × g)  (n + 1)×
(k+m)−n(p+m)−1. So, f ×g is  n-to-one for all f -regularly branched maps. Let
us also mention next corollary of Theorem 1.1 (it follows, actually, from Corollary 1.2)
established by the authors in [19] and providing positive solutions of two hypotheses of
Bogatyi et al. [2].
Corollary 1.3. Let f :X → Y be a σ -perfect map with dimf  k and dimY m. Then,
for any p  1, C∗(X,Rp+k) contains a dense Gδ-subset consisting of maps g such that
|(f × g)−1(z)|max{k +m− p + 2,1} for all z ∈ Y × Rp .
If p  2k + m + 1, then Corollary 1.2 (as well as, Corollary 1.3) yields the existence
of a dense and Gδ-subset G of C∗(X,Rp) such that f × g is one-to-one for every g ∈ G.
Hence, all f × g, g ∈ G, are embeddings provided f is a perfect map. So, we obtain a
parametric version of the Nöbeling–Pontryagin embedding theorem which was established
in [13,14,20].
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g) n · dimX− (n− 1) · (p+ dimY) for every n 1 was raised in the first version of this
paper. The reviewer and S. Bogatyi independently provided a negative answer. Here is the
example suggested by Bogatyi: Let T be a metrizable compactum not embeddable in R2m,
m 2, such that dimT m. Take the disjoint sum X = Im ⊕ T and the map f :X → Im,
f (x) = x if x ∈ Im and f (x) = x0 ∈ Im if x ∈ T . The existence of a map g :X → Rm+2
with the above property would imply that g embeds T into Rm+2 which is impossible
because m+ 2 2m.
Let us also note that, by [1, Corollary 11], for every m there exists a polyhedron X
with dimX = m such that every map g ∈ C(X,Rm+1) has a fiber containing at least m+ 1
points. Therefore, the inequality in the definition of a regularly branched map dimBn(f ×
g) n · (dimf + dimY)− (n− 1) · (dimZ + dimY) cannot be improved.
The original proof of Theorem 1.1 was quite complicated. Based on our previous results
from [17,19], the referee of this paper found very elegant proof of Theorem 1.1 and this
proof is presented here. Moreover, we provide a unified method for proving the results used
in the proof of Theorem 1.1. This method is extracted from our previous papers [17–20].
It is based on selection theorems established by the second author and Gutev in [6,7].
2. Some preliminary results
First, we provide some information about the source limitation topology. This topology
can be described as follows: If (M,d) is a metric space, then a set U ⊂ C(X,M) is open if
for every g ∈ U there exists a continuous function α :X → (0,∞) such that B(g,α) ⊂ U .
Here, B(g,α) denotes the set {h ∈ C(X,M): d(g(x),h(x)) α(x) for each x ∈ X}. The
source limitation topology does not depend on the metric d if X is paracompact [9]. More-
over, C(X,M) with this topology has the Baire property provided (M,d) is a complete
metric space [12]. Obviously, the source limitation topology coincides with the uniform
convergence topology generated by d in case X is compact. One can show that C∗(X,Rp)
is open in C(X,Rp) with respect to the source limitation topology when the Euclidean
metric on Rp is considered. Therefore, C∗(X,Rp) equipped with this topology also has
the Baire property.
We are going to establish a background of the general method discussed in the in-
troduction. Throughout this section K is a closed and convex subset of a given Banach
space E and f :X → Y a perfect surjective map between metrizable spaces. Suppose,
for every y ∈ Y , we are given a set C(y) ⊂ C∗(X,K) such that if h ∈ C∗(X,K) and
h|f−1(y) = g|f−1(y) for some g ∈ C(y), then h ∈ C(y). The last property means that
the set C(y) is determined by the restrictions g|f−1(y). That is why, sometimes, we con-
sider C(y) as a class of functions on f−1(y). Let C(H) =⋂y∈H C(y), where H ⊂ Y . We
also consider the set-valued map ψ :Y → C∗(X,K), defined by ψ(y) = C∗(X,K)\C(y).
Lemma 2.1. Suppose for every y ∈ Y and every g ∈ C(y) there exists a neighborhood Vy of
y in Y and δy > 0 such that h ∈ C(Vy) provided h|f−1(Vy) is δ-close to g|f−1(Vy). Then
C(Y ) is open in C∗(X,K). Moreover, ψ has a closed graph when C∗(X,K) is equipped
with the uniform convergence topology.
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C∗(X,K) possesses the uniform convergence topology and Gψ is the graph of ψ . Hence,
g0 /∈ ψ(y0), so g0 ∈ C(y0). Take Vy0 and δy0 > 0 satisfying the hypotheses of the lemma,
and let W denote the δy0 -neighborhood of g0 in C∗(X,K). Then Vy0 × W is a neighbor-
hood of (y0, g0) disjoint from Gψ . Thus, Gψ is closed.
To show that C(Y ) is open in C∗(X,K) with respect to the source limitation topol-
ogy, we fix g0 ∈ C(Y ). Since, for every y ∈ Y , g0 ∈ C(y), we choose neighborhoods Vy
and positive numbers δy  1 satisfying the conditions of the lemma. We can assume that
{Vy : y ∈ Y } is a locally finite cover of Y , and consider the set-valued map ϕ :Y → (0,1],
ϕ(y) = ⋃{(0, δz]: y ∈ Vz}. Then, by [15, Theorem 6.2], ϕ admits a continuous selec-
tion β :Y → (0,1], and let α = β ◦ f . It remains only to show that if g ∈ C∗(X,K) with
d(g0(x), g(x)) < α(x) for all x ∈ X, where d is the metric on E generated by its norm,
then g ∈ C(Y ). So, we take such a g and fix y ∈ Y . Then, there exists z ∈ Y with y ∈ Vz and
such that α(x) δz for all x ∈ f−1(y). Now, select a map h ∈ C∗(X,K) coinciding with
g on f−1(y) and satisfying the inequality d(h(x), g0(x)) δz for each x ∈ X. According
to the choice of Vz, h ∈ C(y). Hence, g ∈ C(y) because g|f−1(y) = h|f−1(y). Therefore,
C(Y ) is open in C∗(X,K). 
Recall that a closed subset F of the metrizable space M is said to be a Zm-set in M , if the
set C(Im,M\F) is dense in C(Im,M) with respect to the uniform convergence topology,
where Im is the m-dimensional cube. If F is a Zm-set in M for every m ∈ N, we say that
F is a Z-set in M .
Lemma 2.2. Let y ∈ Y and C(y), considered as a subset of C(f−1(y),K), satisfy the
following condition:
For every k ∈ N (respectively, k = m) the set of all maps h ∈ C(Ik × f−1(y),K) with
h|({z} × f−1(y)) ∈ C(y) for each z ∈ Ik , is dense in C(Ik × f−1(y),K) with respect to
the uniform convergence topology.
Then, for every α :X → (0,∞) and g ∈ C∗(X,K), ψ(y)∩B(g,α) is a Z-set (respectively,
Zm-set) in B(g,α) provided B(g,α) is considered as a subset of C∗(X,K) equipped with
the uniform convergence topology and ψ(y) ⊂ C∗(X,K) is closed.
Proof. See the proof of [17, Lemma 2.8]. 
Lemma 2.3. Let Y be a C-space (respectively, dimY  m) and the family {C(y)}y∈Y
satisfies the following conditions:
(a) the map ψ has a closed graph;
(b) ψ(y)∩B(g,α) is a Z-set (respectively, Zm-set) in B(g,α) for any continuous function
α :X → (0,∞), y ∈ Y and g ∈ C∗(X,K), where B(g,α) is considered as a subspace
of C∗(X,K) with the uniform convergence topology.
Then C(Y ) is dense in C∗(X,K) with respect to the source limitation topology.
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α :X → (0,∞), there exists g ∈ B(g0, α) ∩ C(Y ). We equip C∗(X,K) with the uniform
convergence topology and consider the constant convex-valued map φ :Y → C∗(X,K),
φ(y) = B(g0, α1), where α1(x) = min{α(x),1}. Because of the conditions (a) and (b), we
can apply the selection theorem [6, Theorem 1.1] (respectively, [7, Theorem 1.1]) to obtain
a continuous map h :Y → C∗(X,K) such that h(y) ∈ φ(y)\ψ(y) for every y ∈ Y . Ob-
serve that h is a map from Y into B(g0, α1) such that h(y) ∈ C(y) for every y ∈ Y . Then
g(x) = h(f (x))(x), x ∈ X, defines a bounded map g ∈ B(g0, α) such that g|f−1(y) =
h(y)|f−1(y), y ∈ Y . Therefore, g ∈ C(y) for all y ∈ Y , i.e., g ∈ B(g0, α)∩ C(Y ). 
3. Finite-to-one maps
In this section we provide a non-compact version, see Proposition 3.1 below, of the
Levin–Lewis result [10, Proposition 4.4]. Note that, for separable metrizable spaces,
Proposition 3.1 follows from [16, Lemma 2].
Proposition 3.1. Let f :X → Y be a perfect 0-dimensional map with dimY  m. Then
C∗(X) contains a dense Gδ-subset of maps g with each fiber of f × g containing at most
m+ 1 points.
Proof. We take a map θ :X → Q such that f × θ :X → Y × Q is an embedding (such
a θ exists by [14] or [20]) with Q being the Hilbert cube, a countable base {Wi}i∈N of
open sets in Q. Let A be the collection of the closures of θ−1(Wi) in X, i  1. There are
countably many families Γ = {A1,A2, . . . ,Am+2} consisting of m + 2 disjoint elements
of A. For any such Γ and y ∈ Y let CΓ (y) denote the set of all g ∈ C∗(X) such that each
g−1(z) ∩ (f−1(y), z ∈ R, meets at most m + 1 elements of Γ . Following Section 2, for
H ⊂ Y , let CΓ (H) =⋂{CΓ (y): y ∈ H }. Since the intersection of all CΓ (Y ) consists of
maps g such that each fiber of f × g contains at most m+ 1 points, it suffices to show that
any CΓ (Y ) is open and dense in C∗(X).
Lemma 3.2. Let Γ = {G1, . . . ,Gm+2} and y ∈ Y be fixed. Then, for every g ∈ CΓ (y) there
exists a neighborhood V of y in Y and δ > 0 such that h ∈ CΓ (V ) provided h|f−1(V ) is
δ-close to g|f−1(V ).
Proof. Assume this is not true for some g0 ∈ CΓ (y). Then, there exist neighborhoods Vi ,
i  1, of y in Y , functions gi ∈ C∗(X), points yi ∈ Vi and zi ∈ R such that gi |f−1(Vi)
is 1/i-close to g0|f−1(Vi) but g−1i (zi) ∩ f−1(yi) meets all  m + 2 elements of Γ .
Since f is closed, we can suppose that Ui = f−1(Vi) ⊂ g−10 (Wi) with Ui and Wi be-
ing 1/i neighborhoods of f−1(y) and g0(f−1(y)) in X and R, respectively, and zi ∈ Wi .
Passing to subsequences, we may also suppose that lim zi = z0 ∈ g0(f−1(y)). Then
g−10 (z0) ∩ f−1(y) intersects at most m + 1 elements of Γ , let say the first m + 1. Take
points ai ∈ g−1i (zi)∩f−1(yi) and bi ∈ f−1(y) such that ai ∈ Gm+2 and dist(ai, bi) 1/i
for all i. Again, we can assume that limbi = b0 for some b0 ∈ f−1(y). Then limai =
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contradicts the choice of the points ai .
Therefore, combining Lemmas 3.2 and 2.1, we may conclude that each CΓ (Y ) is open
in C∗(X) and the set-valued map ψΓ :Y → C∗(X), ψΓ (y) = C∗(X)\CΓ (y), has a closed
graph when C∗(X) carries the uniform convergence topology.
Lemma 3.3. For any Γ and y ∈ Y , the set of all functions g ∈ C(Im × f−1(y)) such that
g|({z} × f−1(y)) ∈ CΓ (y) for each z ∈ Im, is dense in C(Im × f−1(y)).
Proof. By the Levin–Lewis result [10, Proposition 4.4], every h ∈ C(Im ×f−1(y)) can be
approximated by functions g ∈ C(Im × f−1(y)) such that each g−1(t) ∩ ({z} × f−1(y)),
z ∈ Im and t ∈ R, contains at most m+1 points. This implies that g|({z}×f−1(y)) ∈ CΓ (y)
for each z ∈ Im, and we are done. 
Finally, the combination of Lemma 3.3 and Lemma 2.1–2.3, yields that every CΓ (Y ) is
dense in C∗(X). This completes the proof of Proposition 3.1. 
4. Proof of Theorem 1.1
One of the components of the proof of Theorem 1.1 is Theorem 4.1 below. It is a para-
metric version of the Hurewicz result [8] that every n-dimensional compactum admits a
0-dimensional map into In. For finite-dimensional compact spaces this version was proved
by Pasynkov [13] (announced in 1975). Torunczyk [16] also established such a theorem for
finite-dimensional separable spaces. In the present form, Theorem 4.1 was obtained by the
authors [17]. The proof presented here follows the general method from Sections 2 and 3.
Pasynkov’s theorem, mentioned above, is also used, but we provide an easy proof of that
theorem.
Theorem 4.1. Let f :X → Y be a σ -perfect n-dimensional map with Y being a C-space.
Then, for every 0  k  n, C∗(X,Rk) contains a dense Gδ-subset of maps g such that
f × g is (n− k)-dimensional.
Proof. It is easily seen that the proof is reduced to the case when f is perfect. Following
the general schem from Section 2, for every ε > 0 and y ∈ Y , let Cε(y) be the set of all maps
g ∈ C∗(X,Rk) satisfying the following condition: every set f−1(y)∩ g−1(z), z ∈ Rk , can
be covered by a finite family γ of open sets in X each of diameter  ε and any point of X
is contained in at most n− k + 1 elements of γ . We need to show that every Cε(Y ) is open
and dense in C∗(X,Rk). The proof of next lemma is similar to that one of Lemma 3.2.
Lemma 4.2. Let ε > 0 and y ∈ Y be fixed. Then, for every g ∈ Cε(y) there exists a
neighborhood V of y in Y and δ > 0 such that h ∈ Cε(V ) provided h|f−1(V ) is δ-close
to g|f−1(V ).
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map ψε :Y → C∗(X,Rk), ψε(y) = C∗(X,Rk)\Cε(y), has a closed graph when C∗(X,Rk)
is equipped with the uniform convergence topology.
The density of the sets Cε(Y ) in C∗(X,Rk) follows from the lemma below:
Lemma 4.3. For any ε > 0, m 1 and y ∈ Y , the set of all maps g ∈ C(Im × f−1(y),Rk)
such that g|({z} × f−1(y)) ∈ Cε(y) for each z ∈ Im, is dense in C(Im × f−1(y),Rk).
Proof. The proof of this lemma is the same as the proof of Lemma 3.3. The only difference
now is that, instead of the Levin–Lewis theorem, we use the Pasynkov result formulated in
Proposition 4.4 below. 
Combining all lemmas in Sections 2 and 3, we can complete the proof of Theorem 4.1.
Therefore, we need only to provide a proof of Proposition 4.4.
Proposition 4.4. Let K be a compactum of dimension  n and 0 k  n. Then, for every
m 1, the set of all maps g ∈ C(Im × K,Rk) such that π × g is (n − k)-dimensional, is
dense in C(Im ×K,Rk) (here π : Im ×K → Im denotes the projection).
Observe that the validity of the case k = n implies the validity of all other cases. Indeed,
if h ∈ C(Im ×K,Rk) and η > 0, we lift h to a map h1 : Im ×K → Rn such that h = p ◦h1,
where p :Rn → Rk is the canonical projection. Next, take g1 ∈ C(Im × K,Rn) η-close to
h1 and such that π × g1 is 0-dimensional. Then, g = p ◦ g1 is η-close to h and π × g is
(n− k)-dimensional. So, we can suppose that k = n.
Since dimK  n, by the Hurewicz theorem [8], there exists a 0-dimensional map
g :K → In. Then π×g, where g is the composition of the projection πK : Im×K → K and
g, is also 0-dimensional. According to [11, (ii) ⇔ (iii)], almost all maps g ∈ C(Im×K,Rn)
have the property dim(π × g)  0. This completes the proof of Proposition 4.4. Finally,
let us note that Levin’s result [11, (ii) ⇔ (iii)], which was used in this proof, has a very
short proof. As a result, we obtain a proof of Proposition 4.4 which is quite easier than the
original one from [13]. 
Proof of Theorem 1.1. Let show first that the proof of Theorem 1.1 can be reduced to
the case f is perfect. Suppose X is the union of an increasing sequence of its closed
sets Xi such that each restriction fi = f |Xi is perfect with Yi = f (Xi) ⊂ Y being
closed. Then, applying Theorem 1.1 for every map fi :Xi → Yi , and using that the maps
πi :C
∗(X,Rp) → C∗(Xi,Rp), πi(g) = g|Xi , are surjective and open, we conclude that
there exists a dense Gδ-set G ⊂ C∗(X,Rp) consisting of maps g such that gi = g|Xi is
fi -regularly branched for every i. Let g ∈ G and n  1. For any i the set Bn(fi × gi) is
Fσ in (fi × gi)(Xi) [5] and (fi × gi)(Xi) ⊂ Y × Rp is closed (recall that each Yi ⊂ Y is
closed and the map fi ×gi :Xi → Yi ×Rp is perfect). So, all of the sets Bn(fi ×gi) are Fσ
in Y × Rp . Moreover, dimBn(fi × gi) n · (dimfi + dimYi)− (n− 1) · (p + dimYi)
n ·(dimf +dimY)−(n−1) ·(p+dimY). Therefore, dim⋃∞i=1 Bn(fi ×gi) n ·(dimf +
dimY)− (n− 1) · (p + dimY). On the other hand, Bn(f × g) ⊂⋃∞i=1 Bn(fi × gi). Con-
sequently, dimBn(f × g) n · (dimf + dimY) − (n − 1) · (p + dimY) for every g ∈ G
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we may assume that f is perfect. Moreover, we can also assume that p > dimf be-
cause, according to the definition, every g ∈ C(X,Rp) is f -regularly branched provided
p  dimf .
The remaining part of the proof, presented below, was suggested by the referee of this
paper.
It is easily seen that, by Theorem 4.1, we can assume dimf = 0. So, everywhere below
f is a perfect 0-dimensional map, p  1 and dimY = m. Let l = l(m,p) = [m/p] + 1,
where [m/p] denotes the integer part of m/p.
We show by induction on p that f × g is at most l-to-1 for almost all maps g ∈
C∗(X,Rp). For p = 1, it follows from Proposition 3.1. Assume p > 1 and let m =
(l − 1)p + t , 0 t < p. Decompose Y = Y1 ∪ Y2 such that Y1 is an Fσ -subset of Y with
dimY1 m − l = (l − 1)(p − 1) + t − 1 and dimY2  l − 1. Let also g = g1 × g2 :X →
R
p−1 ×R. Since [(m− l)/(p − 1)] + 1 = l, according to the induction hypothesis, g1 can
be approximated by a map g∗1 :X → Rp−1 such that f × g∗1 is at most l-to-1 on f−1(Y1).
Denote by B the union of all fibers of f × g∗1 having more than l points. Then B is Fσ in
X and disjoint from f−1(Y1), so f (B) ⊂ Y2. Once again by induction hypothesis, g2 can
be approximated by a map g∗2 :X → R such that f × g∗2 is at most l-to-1 on f−1(f (B)).
Thus, g can be approximated by the map g∗ = g∗1 × g∗2 such that f × g∗ is at most l-to-1.
This implies that the maps g ∈ C∗(X,Rp) such that f × g is at most l-to-1 form a dense
subset of C∗(X,Rp). To complete the induction, we need to show that this set is also Gδ in
C∗(X,Rp). To this end, following the proof of Proposition 3.1, we take a map θ :X → Q
such that f × θ :X → Y ×Q is an embedding, and a countable base {Wi}i∈N of open sets
in Q. We also consider the collection A of all closures of θ−1(Wi) in X, i  1. There
are countably many families Γ = {A1,A2, . . . ,Al+1} consisting of l + 1 disjoint elements
of A and for any such Γ and y ∈ Y let CΓ (y) denote the set of all g ∈ C∗(X,Rp) such
that each g−1(z) ∩ f−1(y), z ∈ Rp , meets at most l elements of Γ . As in Section 3, we
can show that any set CΓ (Y ) =⋂{CΓ (y): y ∈ Y } is open in C∗(X,Rp). Therefore, the
maps g ∈ C∗(X,Rp) with f × g being at most l-to-1 form a Gδ-set in C∗(X,Rp) as the
intersection of all CΓ (Y ).
Now, we can finish the proof of Theorem 1.1. Let Yi ⊂ Y , 0 i m, be Fσ -subsets of
Y such that Y0 ⊂ Y1 ⊂ · · · ⊂ Ym, dimYi  i and dimY\Yi m− i−1. Then, from what we
proved above, it follows that C∗(X,Rp) contains a dense Gδ-subset G of maps g such that
f × g is at most l(i,p)-to-1 on f−1(Yi) for every 0  i  m. Moreover, in addition, we
may require by [18] that g(f−1(y)) is 0-dimensional for all y ∈ Y and all g ∈ G. It remains
only to show that every g ∈ G is f -regularly branched. So, we fix g ∈ G and n  1, and
let πY :Y × Rp → Y be the projection onto Y . Since Bn(f × g) is Fσ in (f × g)(X)
and πY |(f × g)(X) is a perfect map, πY (Bn(f × g)) is Fσ in Y . Moreover, since each
g(f−1(y)) is 0-dimensional, dimBn(f × g) is at most the dimension of πY (Bn(f × g)).
On the other hand, if (f × g)−1(y, z) contains  n points, then y /∈ Yp(n−1)−1. Hence,
πY (Bn(f × g)) is contained in Y\Yp(n−1)−1. Consequently, dimπY (Bn(f × g))  m −
(n− 1)p, so is dimBn(f × g). Since n(dimf + dimY)− (n− 1)(p+ dimY) = m− (n−
1)p, the last inequality shows that g is regularly f -branched. 
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