



















































speed  and  efficiency  in  two modified  azurin  constructs  that  include  a  rhenium(I)  sensitizer, 
Re(His)(CO)3(dmp)+, and one or two tryptophans (W1, W2). Experimental kinetics investigations 
showed  that  the  two closely spaced  (3‐4 Å)  intervening  tryptophans dramatically accelerated 
long‐range  electron  transfer  (ET)  from  CuI  to  the  photoexcited  sensitizer.  In  our  theoretical 
work,  we  found  that  TDDFT  QM/MM/MD  trajectories  of  low‐lying  triplet  excited  states  of 
ReI(His)(CO)3(dmp)+–W1(–W2)  exhibited  crossings  between  sensitizer‐localized  (*Re)  and 
charge‐transfer [ReI(His)(CO)3(dmp•–)/(W1•+ or W2•+)] (CS1 or CS2) states. Our analysis revealed 
that  the  distances,  angles,  and  mutual  orientations  of  ET‐active  cofactors  fluctuate  in  a 
relatively  narrow  range  in which  the  cofactors  are  strongly  coupled,  enabling  adiabatic  ET. 
Water‐dominated electrostatic field fluctuations bring *Re and CS1 states to a crossing where 
*Re(CO)3(dmp)+W1 ET occurs and CS1 becomes  the  lowest  triplet  state. ET  is promoted by 
solvation  dynamics  around  *Re(CO)3(dmp)+(W1);  and  CS1  is  stabilized  by  Re(dmp•–)/W1•+ 
electron/hole  interaction  and  enhanced  W1•+  solvation.  The  second  hop,  W1•+W2,  is 
facilitated  by  water  fluctuations  near  the W1/W2  unit,  taking  place  when  the  electrostatic 
potential at W2 drops well below that at W1•+. Insufficient solvation and reorganization around 











hole  hopping  through  tryptophans  in  rhenium‐modified  blue  copper  proteins  has  shed  new 
light  on  the  roles  of  electronic  coupling  and  adiabaticity,  as  well  as  electrostatic‐field 
fluctuations and solvation dynamics in driving charge transport rapidly over long distances. The 
take home message  is that attention should be paid to solvation of redox‐active molecules  in 






Electron  (hole)  transport  along  chains  of  tryptophan  (W)  and  tyrosine  (Y)  residues  in 
proteins  (1, 2) plays an essential  role  in delivering  reducing or oxidizing equivalents  to active 
sites  in  enzymes  (ribonucleotide  reductase  (3‐7),  photolyase  (PL)  (8‐15),  cytochrome  c 




bacterial  cytochromes  is  responsible  for  reduction of extracellular mineral acceptors  (28‐31), 
whereas chains of FeS clusters carry electrons,  for example,  in  the respiratory Complex  I  (32, 
33)  and  hydrogenases  (34).  Nearly  all  these  processes  are  thought  to  involve  nonadiabatic 
electron‐tunneling steps between W, Y, heme, or FeS‐cluster sites. 
To  investigate  the  factors  controlling multistep electron  tunneling  (hole hopping), we 
covalently attached a ReI(CO)3(dmp)+ photooxidant (abbreviated Re; dmp = 4,7‐dimethyl‐1,10‐
phenanthroline)  to  surface histidines H124 or H126  in  the blue copper protein Pseudomonas 











Scheme 1. Phototriggered electron transport  in Re124W (35, 37)   and Re126WW (36, 38)   CuI 
azurins. Optical excitation of the Re complex to the 1MLCT state is followed (39, 40) by ~150 fs 
ISC  to  hot  triplet  state(s)  #*Re  that  undergo  ps  relaxation  to  the  lowest  triplet  state  *Re  of 
mixed  charge  transfer  (Re(CO)3dmp)  /  intraligand  (*‐dmp)  character  (CT/IL).  Electron 
transfer  (ET)  from  the  proximal  tryptophan  results  in  the  charge‐separated  state  (CS1) 













through  two  or  three  intervening  tryptophans with  a  quantum  yield  of  about  0.2  (12). We 
would  like  to  know  whether  different  protein  and  tryptophan  solvation  dynamics  are 
responsible  for  the  lower  charge‐separation  efficiency  in Re126WW  compared  to  evolution‐
optimized natural photoenzymes.  In  addition, while ET  from  the proximal  tryptophan  to  the 









dynamics  of  protein  environment  and  water  molecules  are  simulated  classically.  The 







representation)  and  molecular  (MM,  cartoon)  mechanics.  The  QM  parts  consisted  of 





the  lowest CS1 state  in Re124W and Re126WW. This conversion corresponds  to  the excited‐
state ET process responsible for ca. 90 % of the photoinduced charge separation between the 






calculated  several  low‐lying  triplet excited  states  simultaneously, population of higher  states 
around  and  behind  the  crossing  region  in  BO  dynamics  was  prevented  by  neglecting  time 










Appendix,  Fig.  S2).  Classical  MM/MD  excited‐state  trajectories,  which  modeled  the  "slow" 
evolution of the reacting system due to protein and solvent motion, provided a set of starting 
geometries and velocities for subsequent QM/MM/MD;  
2)  in  the next  step, we  ran UKS QM/MM/MD  simulations of  the  lowest  triplet  state  starting 
from  six different points  at MM  trajectories of each *Re124W  and *Re126WW, denoted by 
capital letters in Fig. 2‐top. UKS/MM/MD trajectories characterized the reactive state *Re (Fig. 





For  Re124W, we  have  calculated  12  TDDFT/MM/MD  trajectories  that  all  exhibited  a 





hop,  i.e. W124•+W122  ET.  TDDFT  trajectories  were  then  analyzed  in  terms  of  electronic 
coupling between  the *Re and CS1  states, and accompanying  structural/solvational  changes. 
Emerging common patterns helped to unravel conditions promoting ET even in the absence of 
statistical  evaluation,  which  was  not  possible,  owing  to  computational‐time  demands  of 
TDDFT/MM/MD. 
 
Reactive  excited  state  (*Re).  The W122  indole  and  the  dmp  ligand  in  *Re124W  are  in  two 
nearly  stacked  orientations  with  average  angles  of  approximately  20  and  34.  In  each 
conformation, they slightly  fluctuate around their mean positions and an average closest C–C 
distance of 3.2 Å (Fig. 2‐top, SI Appendix, Fig. S3). In *Re126WW, the W124 indole and dmp are 
mainly  T‐oriented  (7312)  with  an  average  shortest  distance  of  3.45  Å.  Rotations  of 
Re(CO)3(dmp)+ around the Re–N(His126) bond at 27 and 31 ns reversibly switch the system to a 
short‐lived  conformation with dmp pointing  away  from  the W124  indole,  in which  it  spends 
5.75% of the MD simulation time. 
  In  agreement  with  previous  work  on  ReL(CO)3(polypyridyl)  complexes  (40,  46‐51), 
UKS/MM/MD trajectories showed that *Re arises from a combination of d(Re(CO)3)*(dmp) 
3CT  and  *(dmp)  3IL  (intraligand)  excitations,  roughly  described  as  ReII(His)(CO)3(dmp•–)+ 
and ReI(His)(CO)3(*dmp)+,  respectively. Relative  contributions of  the  3CT  and  3IL  components 





This  behavior was  demonstrated  by  anticorrelated  variations  of Mulliken  charge  and 
spin  (difference of ‐, ‐spin electron populations) on dmp and Re(CO)3 along UKS/MM/MD 
trajectories (Fig. 2 and SI Appendix, Figs. S4‐S6). In particular, the spin at dmp varies between 2 
(for  3IL) and ~1.2  [corresponding  to predominant  3CT character with a minor  3IL contribution 
(3CT/3IL)]; and the spin at Re(CO)3 varies between 0 and ~0.8. Charges vary simultaneously from 
about  +0.4  at  both  Re(CO)3  and  dmp  for  3IL  to  ca.  +0.8  and  –0.15,  respectively,  for  3CT/3IL. 






Fig.  2.  Time  evolution  of  the  *Re  state  of  Re124W  and  Re126WW.  Top:  classical  MM 




0  at Re  and 2  at dmp;  limiting CT  character by  spin 1  at both dmp  and Re(CO)3. Numbered 









B 1 2 3









































 W122   Re(CO)3
 W124   dmp
1











































































 Re-W122   dmp-W122
K L M N O P

















 Re-W124     dmp-W124




typical  3CT/3IL  and  3IL  structures  are displayed  in  SI Appendix,  Fig.  S4  and  all  calculated UKS 
trajectories in Figs. S5‐S6. 
 
*Re/CS1  crossing.  The  time  evolution  of  a manifold  of  low‐lying  triplet  excited  states were 
monitored by TDDFT/MM/MD; these states were characterized as *Re, CS1, or CS2 by Mulliken 
charges at the Re complex and the corresponding tryptophan  indole(s).  Individual trajectories 
differed by  the  starting  snapshot  taken  from previously  calculated UKS/MM/MD  trajectories. 
Typical energy trajectories (Fig. 3) revealed the presence of several *Re‐type states followed in 
energy by one or more CS1‐type states. With time, CS1 state(s) underwent multiple crossings 
with other higher‐lying  states while decreasing  in energy,  then occasionally  approached  and 
finally crossed the trajectory of the lowest *Re state, becoming the lowest triplet state.  
The *Re/CS1 crossing (i.e., the Re(His)(CO)3(dmp)+W ET event) was clearly manifested 
on TDDFT/MM/MD  trajectories  following  the charge distribution  in  the  lowest  triplet excited 
state (Fig. 4 and SI Appendix, Figs. S7‐S8, S10), which showed a unit rise of the Mulliken charge 
at  the  indole  and  a  concomitant  drop  at  Re(CO)3(dmp),  in  line  with  the  ReI(H124)(dmp•–
)(W122•+)  or  ReI(H126)(dmp•–)(W124•+)(W122)  formulation  of  the  CS1  state.  The  charge 
decrease on Re(CO)3(dmp) was mostly  localized at dmp  if the switchover occurred from a *Re 
state  of  predominantly  IL  character  (typically  K‐1,  K‐2,  M‐2,  N‐1,  N‐2,  B‐2,  C‐2,  C‐3)  or 
delocalized over both Re(CO)3 and dmp  if there was substantial CT character  in *Re (L‐1, M‐1, 
O‐1, O‐2, P‐1, P‐2, A‐1, A‐3, B‐3, D‐1).  Interestingly,  including 20 nearest water molecules  into 








"hop"  producing  CS2  in  Re126WW  is  slower  (36).  *Re/CS1  crossings  and  a  stable  CS1 were 
detected also on trajectories obtained with different computational protocols and/or using the 
CAM‐B3LYP functional (SI Appendix, section S6). 
Calculated *Re/CS1  crossing  times  varied between  trajectories but  they all  fell within 
the first 2.5 ps. Experimentally, *ReW ET  is a multiphase process whose kinetics were fitted 
with ca. 300 and 500 ps  time constants attributed  to reactions  from hot and  (nearly) relaxed 
*Re, respectively (Scheme 1) (35). The difference between calculated crossing and experimental 
ET  times  is  caused  by  TDDFT/MM/MD  simulations  starting  in  configurations  close  to  the 
transition  state.  The  simulated  system  contained  some  extra  energy  released  upon  the 
transition  from MM  to UKS  and  then  from UKS  to  TDDFT,  some  of which  could  have  been 
deposited  in ET‐enabling modes, above the *Re energy minimum. Given the  low height of the 












Fig. 3. TDDFT energy  trajectories of  the  six  lowest  triplet excited  states of Re124W  (L‐1) and 
Re126WW (A‐3) in the proximity of *Re/CS1 crossing. (Behavior over a longer 0.3 ps interval is 
shown  in  SI  Appendix,  Fig.  S9.)  Blue:  Re(imidazole)(CO)3(dmp)+  –  localized  *Re‐type  states 
defined by >0.5  total charge on  the Re complex; Red: states with predominant CS1 character 
defined  by  >0.5  total  charge  on  the  proximal  indole.  Green:  states  with  predominant  CS2 





























changing *Re electronic structure caused by varying  3IL and  3CT contributions. Vertical  jumps 




charge  jump.  X‐#  trajectory  notation:  X  =  MM  starting  point;  #  =  UKS  starting  point.  All 
calculated trajectories and couplings are displayed in SI Appendix, Figs. S7‐S8 and S13‐S14.  












































































Electronic  coupling.  Avoided  crossing  between  the  lowest  *Re  and  CS1  states  on  TDDFT 
trajectories demonstrated that dynamical fluctuations of solvated Re‐tryptophan‐azurins create 
situations where oxidation of the proximal tryptophan by an electronically excited Re complex 
is  energetically  feasible,  leading  to  a  localized  CS1  state.  Calculating  electronic  coupling Hab 
between their diabatic approximates  in the crossing region enabled us to assess whether the 




20  meV  (Re126WW)  at  the  tops  of  activation  barriers  (crossing  points  in  the  diabatic 
representation), with  a  large  spread  between  trajectories:  13.2  –  97.0  and  0.1  –  41.7 meV, 
respectively; the more strongly coupled ones occurred more frequently (SI Appendix, Tabs. S1, 
S2); and even larger values were occasionally calculated at earlier times before crossings. 
Coupling  variations  between  and  along  trajectories  result  from  a  combination  of 
electronic and steric effects. Larger  Hab values calculated for Re124W than Re126WW reflect 
different  indole/dmp  relative  positions:  stacked  (parallel‐displaced,  PD)  and  T‐oriented, 
respectively. For each species, coupling was  larger when *Re had more 3IL character (K‐1, K‐2, 
M‐2) as  compared  to  3CT/3IL  (O‐1, O‐2, P‐2). A  similar  trend was  seen  for Re126WW, where 
strongly coupled B‐2 and C‐2 had essentially 3IL character before the crossing, whereas the only 
two weakly  coupled  cases B‐1 and D‐3 exhibited  large  charge  fluctuations  toward  3CT  in  the 
crossing  region.  In  some  cases,  both  the  IL  contribution  to  the  reacting  *Re  state  and  Hab 
16 
 
increased  as  the  trajectory  approached  the  crossing  (L‐1,  P‐1, A‐1).  Pronounced  fluctuations 
increasing  3CT  character on C‐3 at ~0.31 and 0.615‐0.665 ps were accompanied by markedly 
lower Hab  values  compared  to  the  rest  of  the  trajectory, where  *Re was  predominantly  3IL. 
Changes in the excited‐state character alone cannot explain all coupling variations and must be 
considered  together with geometric  factors, namely,  the  indole–dmp distance, as well as  the 
angle between the aromatic planes (SI Appendix, Tables S1, S2, Figs. S15, S16, and discussion in 
section  S8).  In  general,  strong  coupling  in Re124W was  favored by  a 20–30  tilt  and by  the 
indole  benzene  ring  lying  above  dmp  C5–C6  or  C3–C4  bonds  (central  and  side  rings, 
respectively, SI Appendix, Fig. S15). The dependence on the closest distance was rather weak, 
observable  only  for  trajectories  with  the  same  *Re  character  (e.g.,  M‐2,  N‐2,  N‐1).  In 
Re126WW,  strong coupling occurred  in cases where  the  indole was positioned  sideways and 
nearly parallel  to  the C7–C8 bond of  the dmp side  ring  (SI Appendix, Fig. S16), and  the angle 
between  the  two  aromatic  planes  deviated  from  an  ideal  90  T‐configuration  to  ~75.  The 
coupling dependence on the dmp/indole geometry as well as on the *Re electronic structure 












0.8  eV,  *Re(CO)3(dmp)+W  ET  does  not meet  the  nonadiabaticity  condition  requiring  the 
Landau‐Zener  parameter  2  =  3/2<Hab2>/heff(kBT)  to  be  <<  1  (45,  60),  unless  eff  is 
unrealistically  large  [2 of 0.1 would  require eff = 3.41014 s–1  (11360 cm–1)  for Re124W or 





respectively.  Relaxation  times  indicated  by  electrostatic‐potential  trajectories  (200‐600  fs, 
discussed below) and time‐resolved spectroscopic experiments (pico/nanoseconds, (48, 62)  lie 
well  above  these  limits,  supporting  the  conclusion  of  *Re(CO)3(dmp)+W  ET  adiabaticity. 
(These adiabaticity arguments are valid over a broad range of  values, approximately for  < 




strengthened  along  TDDFT/MM/MD  trajectories  as  the  system  approached  the  *Re/CS1 















that  solvating  water  molecules  become  more  strongly  H‐bonded  to  the  indole  and  partly 
disconnected from the second solvation layer just before the crossing (this situation continues 
in  the  CS1  product).  Gradual  "tightening"  of  indole  solvation  on  approach  to  the  *Re/CS1 
crossing also  is manifested by g(r) calculated over subsequent 100 fs  intervals along averaged 
trajectories as well as single A‐1 trajectory (SI Appendix, Fig. S20). Solvation of the distal W122 
indole  in  *Re126WW  also  strengthens  upon  *Re/CS1  conversion  (Fig.  5‐bottom),  suggesting 















Top‐right: a  space‐filling model of *Re124W  shows Re(CO)3(dmp) and  the W122  indole half‐
buried  in  the  protein  and  indole NH  in  close  contact with O(A119)  indicated  by  the  yellow 
arrow. The indole plane faces dmp from one side. Bottom‐right: In *Re126WW, the dmp ligand 
is water‐exposed and W124‐indole protrudes into the solvent (green arrow). W122 indole NH is 











behavior  is attributable  to electrostatic  stabilization of  the positive  indole and negative dmp 
charges in CS1, in combination with *Re destabilization when (Re) at the positively charged Re 
complex  increased.  ‐variations  appeared  to  be  mainly  a  collective  effect  arising  from  a 
solvation shell shared between the Re complex and the close‐lying  indole. Upon crossing, CS1 
was  instantaneously  stabilized  electrostatically  by  short‐range  electron‐hole  interactions 












and  the proximal  indole before and after *Re/CS1 crossing  (marked by vertical dotted  lines). 
Bottom histogram: Correlation coefficients between time evolutions of E and tot, tot(Re), 
tot(W), H2O, H2O(Re), and H2O(W) calculated over  individual TDDFT  trajectories up  to  the 





(Re)x  – x(W)  (x  =  tot  or H2O)  and  between  the CS1  and  *Re  energies E  along  individual 
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trajectories are anticorrelated, compare red and black curves  in  the  left column of Fig. 6 and 




trajectory  was  shifted  by  1‐6  fs  behind  the  tot  trajectory  (i.e.,  tot  drives,  E  follows). 
Correlating tot(W)  instead of tot  gave  a  lower  coefficient of 0.5. tot  temporal evolution 
largely copied H2O whose fluctuations were slightly broader and encompassed more frequent 




               *Re/CS1  crossing was  accompanied  by  a  virtually  instantaneous  rise  of  tot(Re)  and 
nearly coincidental tot(dmp), and a concomitant drop of tot(W), owing to the emergence of a 
Re(dmp•–)W•+  interaction  (right columns of Figs. 6 and SI Appendix, Fig. S24). On  the other 
hand, H2O(W), H2O(Re) and nearly parallel H2O(CO) did not exhibit abrupt changes.  Instead, 
they slowly decreased and  increased, respectively, during 200‐600 fs after the crossing, owing 
to  solvent  re‐adjustment  to  the  new  charge  distribution.  H2O(W122)  in  Re126WW  also 










The  second hop  in Re126WW. This hop was observed only along  the B‐3  trajectory  (Fig. 4). 
Whereas strong coupling at  three snapshots  in  the CS1/CS2 crossing  region  (17, 35, 58 meV) 
favors  fast  and  possibly  adiabatic  W124•+W122  ET,  electrostatic‐potential  trajectories 
indicate  that  gradual  water  restructuring  around W122  in  CS1  in  the  direction  of  the  CS2 
product  is  needed  to  drive  the  CS1CS2  conversion  (a  rare  event  exhibited  by  only  one 
trajectory). Also, the experimentally established (36) CS1CS2 endergonicity was attributed to 




W122  than W124•+  (Fig.  5). W122  solvation  increases  upon  its  oxidation  to W122•+  in  CS2, 
owing to a water shift from the second solvation sphere and the W124 vicinity, but it remains 
low compared  to W124, as well as  to W124•+  in CS1  (SI Appendix, Fig. S30).  (In  the CS1/CS2 
region,  the W122•+  NH  group  interacts  directly  with  a  single  H2O molecule  and  the  A119 
oxygen, SI Appendix, Fig. S22.) 




could  decrease  the  CS2  energy,  allowing  the  system  to  reach  the  CS1/CS2  crossing  point. 
H2O(W122)  decreases  by  another  ca.  1  V  over  a  ~250  fs  period  after  the  crossing,  as  the 
solvation  responds  to  W122•+  formation,  stabilizing  the  CS2‐product.  On  the  contrary, 
coulombic forces in the QM space result in a net destabilization since Re(dmp•–)W124•+ in CS1 
is  replaced  by  a  weaker  Re(dmp•–)W122•+  interaction  in  CS2,  which  is  manifested  by  a 
decrease of tot(Re) and tot(dmp) at CS1/CS2 crossing (SI Appendix, Fig. S31‐right). 
  
*Re/CS2  crossing.  Several  TDDFT  trajectories  indicated  the  possibility  of  a  direct 




entirely  due  to  changes  in  H2O.  At  the  *Re/CS2  crossing,  tot(W122)  becomes  lower  than 
tot(W124) by 0.6 – 0.8 V, while g(r) indicates a small shift of solvating water from W124 to the 
W122  indole  on  going  from  *Re  to  CS2  (SI  Appendix,  Figs.  S32,  S33).  Although  *ReCS2 
conversion  occurs  along  several  trajectories,  it  is  uncompetitive  with  sequential  hopping 
because of weak *ReCS2 electronic coupling (0.3 meV). This drawback could, in principle, be 
overcome  by  flickering  resonance, whereby  *Re,  CS1,  and  CS2  states would  be  temporarily 
isoenergetic, enabling ballistic ET (67, 68). Alas, we did not find resonant behavior on A‐2 or C‐1 







simulations  accord  with  sequential  electron  transfer  between  localized  redox  sites  in 
Re126WW.  Importantly, our work suggests ET adiabaticity,  indicating  that  reactive states are 
driven  toward  crossings  by  collective  solvent  fluctuations  around  *Re(CO)3(dmp)W  and 
W124W122 moieties, while  solvation  and  coulombic  interactions between  the Re  complex 
and the indole(s) are major contributors to ET energetics.  
        The first ET step (*Re(CO)3(dmp)+W) is facilitated by fluctuations of the *Re excited‐state 
electronic  structure  from  predominantly  Re(CO)3dmp  3CT  to  *(dmp)  3IL.  Whereas  the 
excited electron  stays  localized on  the dmp  ligand,  the hole  fluctuates  from Re(CO)3  to dmp. 
*Re/CS1  crossings  feature  stronger electronic  coupling when *Re  acquires predominantly  3IL 
rather than mixed 3CT/3IL character. This behavior is qualitatively rationalized in Fig. 7, showing 
that 3IL matches the through‐space dmpindole pathway, where ET  is facilitated by a shorter 




(SI  appendix,  Tables  S1,  S2).  Similar  arguments  apply  to  guanine  oxidation  in  DNA  with 
intercalated 3IL‐excited Re(pyridine)(CO)3(dppz)+ (69) and, more generally, to any system where 






Fig. 7. W122*Re(H124)(CO)3(dmp)+ ET  in 3IL  (left) and 3CT  (right) states: top, MO diagrams; 





ET  (also W124•+W122 ET  in Re126WW) adiabatic, driven by  solvation dynamics  that bring 
*Re and CS1 (or CS1 and CS2) states to energetic degeneracy at the crossing points. Considering 
that  comparable  coupling  values were  calculated  for  interactions between  various aromatics 
and  their  radical anions or  cations  (71, 72), as well as between  some of  the  tryptophan and 
tyrosine  residues  in  enzyme  protective  pathways  (73),  it  is  possible  that  the more  efficient 
natural redox enzymes combine short‐range adiabatic ET steps with nonadiabatic tunneling at 
longer  distances  as  an  additional means  of  control,  depending  on  coupling magnitudes  and 
environmental  dynamics.  (Interestingly,  electrochemical  reduction  of  cyt  c  attached  to  gold 








15,  24).  Both  flavin  *  and  *Re(CO)3(dmp)+  excited  states  are  electronically  coupled with 
proximal  tryptophan  indoles  by  through‐space  ‐interactions  between  aromatic  rings.  An 
average  Hab of ~7 meV (fluctuating up to 80 meV) was estimated computationally for a plant 
CRY  (76)  and  14‐15  meV  experimentally  for  a  similar  flavodoxin  (41).  Charge  separation 
between  the  excited  chromophore  and  proximal  tryptophan  is  faster  in  PL/CRY  (0.4‐0.8  ps 
(*FAD) (10, 24) or 30‐45 ps (*FAD•−) (11, 12)) than in Re124W/ Re126WW (~500 ps, Scheme 1). 
This difference is attributable to a larger driving forces (–Go) in PL/CRY (–0.7 (*FAD) (10) and –
0.4  eV  (*FAD•−)  (12))  vs.  –0.03  eV  in  Re124W  (35)  that  translate  to  1300  and  210  larger 
Franck‐Condon  factors  for  *FAD  and  *FAD•–  redox  centers  in  PL/CRY  than  in 
Re124W/Re126WW  (assuming    =  0.8  eV).  Correcting  experimental  ET  rates  for  different 
barrier heights leads to comparable preexponential terms for *chromophoreW1 ET in PL/CRY 
and Re‐azurin systems, supporting the proposed adiabaticity. Hole hopping between indoles in 
PL/CRY  tryptophan  triads  is  a  picosecond  process  where  the  first  (W1•+W2)  and  second 
(W2•+W3) ET steps occur in 9 and 30‐50 ps, respectively (11, 12, 15, 24); these ET reactions 








from  solvating water, while  the  second and  third  tryptophans are progressively more water‐
exposed.  Increasing solvation stabilizes W+ compared to neutral W, creating a redox‐potential 
gradient  that  drives  the  positive  charge  (hole)  along  the  hopping  pathway  from  the  protein 
interior toward the surface in a series of exergonic ET steps (12, 77‐80). Such energy gradient is 
missing  in  Re126WW where  hopping  proceeds  at  a water‐exposed  protein  surface  and  the 
second tryptophan (W122) is less accessible to water than the first one (W124). Weaker W122•+ 
solvation  and  electron‐hole  interaction  with  Re(dmp•–)  in  CS2  makes  W124•+W122  ET 





The  solvation gradient along a hopping pathway  is  the principal  factor driving  charge 
separation downhill while increasing water exposure enhances site‐energy fluctuations, thereby 
increasing  the  probability  of  electronic‐state  crossings. Both  these  features  are optimized  in 
PL/CRY to achieve (ultra)fast high‐yield charge separation. On the other hand, restricted W122 
solvation  in  Re126WW  diminishes  its  performance  as  a  "CuI  photo‐oxidase.”  Increasing  the 




electrostatic potential  at W122. We  also expect enzyme protective pathways  (25, 27, 81)  to 
consist  of  progressively  more  solvated  tryptophans  and  tyrosines  that  are  more  strongly 
electronically coupled to each other  (73) than to the active site. This differential coupling will 
ensure  efficient  charge  transport  toward  the  enzyme  surface  without  affecting  enzymatic 
function. 
In  contrast  to  tryptophan  chains,  long‐range  hopping  in multiheme  proteins  (28,  29) 
appears  to  be  nonadiabatic,  controlled  by  a  delicate  balance  between  driving  forces  and 
electronic couplings  (30, 31). Cyt c cofactors are not directly water‐exposed and  their  formal 
potentials  appear  to be  controlled  by protonations  of propionate  side  chains  (82). Although 
there is no uniform downhill energy gradient along the cyt c sequences, endergonic ET steps are 
still  fast,  owing  to  increased  electronic  couplings.  Compared  to  Re‐azurins,  heme  units  are 
coupled more weakly, Hab < 8 meV, even when positioned at similar distances (30, 31).  
Our  simulations  suggest  that  environmental  effects  on  kinetics,  thermodynamics  and 
charge‐separation yields of hole hopping through tryptophan chains could differ in solutions or 
in  viscous  cell  interiors  or membranes. We  expect  that  hopping will  be  disfavored  in  slowly 
relaxing environments such as glycerol or trehalose solutions, provided that other factors stay 
constant.  Solvent  access  emerges  as  a  factor  to  consider  when  designing  protein‐based 
photocatalysts  or  bioelectronics.  In  the  very  interesting  cases  of  electronic  conductance  in 
solvent‐free  protein  films  (83‐87),  delocalized  electron  transport  (rather  than  hopping)  is  a 
possible mechanism. 
  Our  work  demonstrates  that  TDDFT‐based  multiscale  QM/MM  molecular  dynamics 
simulations  of  the  temporal  evolution  of  low‐lying  excited‐state manifolds  can  account  for 
30 
 








A  detailed  description  of  computational  procedures  is  provided  in  the  SI  Appendix, 
section  S13.   MD  simulations  of  a  series  of  low‐lying  triplet  excited  states  of  Re124W  and 
Re126WW were performed  at QM/MM  level  in  the  Terachem 1.9  (88, 89) – Amber 14  (90) 
framework.  The  QM  part  of MD  simulations  utilized  the  unrestricted  Kohn‐Sham  approach 
(UKS) to describe the  lowest triplet state and time‐dependent DFT (TDDFT) for triplet excited‐
state manifolds, using  the PBE0  functional  (91, 92) with a D3 dispersion correction  (93). Test 
calculations with a  long‐range‐corrected functional CAM‐B3LYP (94)  led to unrealistically  large 
CT‐CS energy separations at standard *Re geometries.   
In  calculating  TDDFT/MM/MD,  Born‐Oppenheimer  dynamics were  run  on  the  lowest 
adiabatic  triplet  state  and  energies  were  referenced  to  the  Re124W  or  Re126WW  singlet 
ground  state.  This  is  a  proper  reference  in  the  region  before  the  *Re/CS1  crossing  but  not 











the  Re  chromophore  in  a  solvated‐protein  environment,  based  on  atomic  charges  and 
equilibrium  bond  lengths  that  were  calculated  separately  (QM)  for  optimized  ground‐  and 
lowest‐triplet [ReI(im)(CO)3(dmp)]+ structures. Truhlar’s CM5 population analysis (96) was used 
to  determine  atomic  charges  instead  of  the  standard  RESP  procedure  (97)  that  led  to  an 
unrealistic  (overpolarized)  charge  distribution  at  the  Re  chromophore.  Snapshots  from  *Re 
excited‐state  MM/MD  trajectories  provided  initial  positions  and  velocities  for  subsequent 
UKS/MM/MD simulations that, in turn, provided initial positions and velocities to calculate final 
TDDFT/MM/MD trajectories. Essentially, going from MM to UKS enabled 3CT/3IL fluctuations of 
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