Abstract-The aim of angular super-resolution is to surpass the real-beam resolution. In this paper, a method for forward-looking scanning radar angular super-resolution imaging through a deconvolution method is proposed, which incorporates the prior information of the target's scattering characteristics. We first mathematically formulate the angular super-resolution problem of forward-looking scanning radar as a maximum a posteriori (MAP) estimation task based on the forward model, and convert it to an equivalent unconstrained optimization problem by applying the log-transforms to the posterior probability, which guarantees the solution converges to a global optimum of an associated MAP problem and it is easy to implement. We then implement the unconstrained optimization task in convex optimization framework using an iterative shrinkage method, and the computational complexity of the proposed algorithm is also discussed. Since the anti log-likelihood of the noise distribution and the prior knowledge of the scene are utilized, the proposed method is able to achieve angular super-resolution imaging in forward-looking scanning radar effectively. Numerical simulations and experimental results based on real data are presented to verify that the proposed deconvolution algorithm has better performance in preserving angular super-resolution accuracy and suppressing the noise amplification.
INTRODUCTION
With a non-coherent working mode, forward-looking scanning radar plays an important role in remote sensing and has been widely used in civilian and military fields. According to the principle of highresolution radar [1] , the upper limit of the radar real-beam angular resolution is determined by the wavelength and the antenna aperture. For an forward-looking scanning radar with fixed working frequency, to obtain a high angular resolution, a large antenna aperture is needed. However, there is a great challenge to accommodate the antenna with large size when the scanning radar is mounted on an airborne platform. Therefore, to improve the angular resolution of a real-beam scanning radar beyond the theoretically physical limit using deconvolution techniques is important. A number of papers on devonvolution algorithms such as image reconstruction [2] , receiver-function estimation [3] , sparse signal restoration [4] and super-resolution in radar [5] [6] [7] have been reported. However, less work on deconvolution algorithm for angular super-resolution imaging in scanning radar has been done. This paper aims at the deconvolution algorithm for angular super-resolution imaging in forward-looking scanning radar.
Under the Born hypothesis [8] , the radar echo signal after range compression and range cell migration can be modeled as the convolution of the transmitting signals and the reflectivity of the illuminated scene. Therefore, deconvolution methods can enhance the angular resolution of real beam in theory [9, 10] . Convolution corresponds to multiplication in the Fourier domain while deconvolution is essentially Fourier division. Deconvolution is an effective approach for forward-looking scanning radar
PROBLEM FORMULATION
In this section, we present the geometry model of the forward-looking scanning radar and its signal model.
Geometry Model
The geometry model of forward-looking scanning radar imaging is illustrated in Fig. 1(a) . Suppose that the radar works in forward-looking scan mode. The radar platform moves at a constant velocity V in the flight path along the axis X and the antenna beam scans with a constant angular velocity ω along the axis Y . In the Fig. 1 , X represents the range dimension and Y denotes the azimuth dimension. The antenna beam scans the scene and receives the echo reflected from the observed scene. The process of receiving echo data is shown in the upper part of Fig. 1 , which is termed forward model.
In the forward-looking scanning radar system, high range resolution can be obtained by maximum autocorrelation. However, it is impossible to achieve high azimuth or angular resolution in the front area of the scanning radar by maximum autocorrelation, because the direction of Doppler resolution and range resolution are the same. Therefore, an effective imaging algorithm for high angular resolution in the forward-looking area of radar is desired. Deconvolution provides a new thinking to develop forwardlooking scanning radar imaging techniques with high angular resolution, but little work on the use of deconvolution techniques for forward-looking scanning radar angular super-resolution imaging has been reported. Aiming to provide a deconvolution approach for forward-looking scanning radar imaging with angular super-resolution, the range compression and range cell migration are applied to the echo data beforehand. In radar angular super-resolution imaging applications, according to the Born hypothesis, the echo data after range compression and range cell migration can be modeled as the convolution of the antenna with the reflectivity of the observed scene.
Signal Model
The signal through range compression and range cell migration processing is denoted by g(τ, η), shown in Fig. 1(d) . Under the Born hypothesis, it can be assumed that the g(τ, η) after range compression and range cell migration can be modeled as the convolution of the antenna beam h(τ, η) with the reflectivity of the observed scene f (η). That is where τ represents the fast time, η the slow time and n(τ, η) the noise.
In the case of imaging a certain scene Ω, let g(τ i , η j ) be the i-th fast time sample at j-th observation of echo g(τ, η) and let f (x m , y n ) be the discrete backscattering coefficient at m-th position of the range dimension and n-th position along the azimuth dimension of the observation scene. Then, we can rewrite the (1) as
where M a denotes the number of discrete cells in angular direction; M r is number of the discrete cells of scene in range direction. After range compression and range cell migration applied to the echo data, the signal is denoted by g. Then, the data g can be represented as a vector g = [g 1 , g 2 , . . . g Nr·Na ] T (same for f and n) by stacking all the N r · N a the data into a vector in lexicographic order, where N r and N a denote the discrete point numbers along the fast and slow time dimensions, respectively. Then, we obtain the following forward model of airborne forward-looking scanning radar imaging
where f is the unknown true scene with the size of (M a · M r ) × 1, whose pixel values are corresponding to scattering center's amplitudes. n is the noise vector with the same size as g. The matrix H is of the size (
, which represents the response matrix. The role of matrix H can also be interpreted as a map from the discrete domain of the observed scene to the space of the recorded radar echo data. The lower right corner of Fig. 1 shows the echo data after range compression and range cell migration in forward-looking scanning radar, which is described by (3). In the Fig. 1 , the illuminated scene consists of three targets, of which two are closely spaced in range. The targets are of unequal heights. The beam of forward-looking scanning radar scans in azimuth across the target field. Range compression and range cell migration have been used to the echo data, and the resulting signal is shown in the lowerright of Fig. 1 , which is denoted as g. For an isolated target, the amplitude of the received signal at the receiver output is proportional to the antenna pattern and it is isolated from the other two targets. For two targets closely spaced in range, the response of these targets is proportional to two replicas of the antenna pattern, overlapped and added to get a composite response. In this case, the individual response is not resolved, but together form a single peak. The resulting low-resolution signal is illustrated in the lower right corner of Fig. 1 .
At this point, the goal of forward-looking scanning radar imaging with angular super-resolution is to infer f , as accurately as possible, from the samples g. This task is called inverse problem in this paper. It is the fact that the convolution corresponds to multiplication in the Fourier, while deconvolution refers to Fourier division. For radar system, we should note that data g recorded at the output of the system is a low-pass filtered version of the original scene f because of the band-limited character of antenna pattern in the angular frequency domain. The multipliers are often small for high frequencies, and direct division is unstable and plagued by noise existed in the input data. Therefore, the original scene f reconstructed from g via conventional inverse filters can not work because the conventional inverse filter magnifies the components that has low signal-to-noise ratios in an attempt to restore high frequencies, thus magnifies the noise much more. This phenomenon is defined as ill-posed.
To make use of the deconvolution algorithm for forward-looking scanning radar imaging with angular super-resolution, one must transform the original ill-posed problem to a 'nearby' wellconditioned problem whose solution approximates the required solution. To reach this aim, we convert the angular super-resolution problem into an equivalent MAP estimation task, which enables us to add some prior information to compensate the missing high frequencies data. Then, we solve the corresponding MAP estimation task within the framework of convex optimization. The lower part of Fig. 1 shows the process of the proposed deconvolution algorithm for forward-looking scanning radar imaging with angular super-resolution. The details on this approach to find the true scene are presented next.
INVERSE PROBLEM

Bayesian Inversion for Deconvolution Problem
In this subsection, we convert the angular super-resolution problem into an equivalent maximum a posteriori estimation task.
Due to the lack of the high frequencies information in spatial domain, solving f by inverting (3) is highly sensitive to the noise n. To overcome this difficulty, one must utilize some prior knowledge of the true scene f . To reach this aim, we convert the angular super-resolution problem into an equivalent maximum a posteriori estimation task by using Bayesian theory, which enables us to incorporate the statistic characteristics of the prior information about the f . Bayesian methods have many advantages over other approaches, one important superiority relies in that Bayesian methods can use the statistic characteristic of the observed scene, which is often ignored by the other methods. Moreover, the Bayesian methods are model-based, they can handle observation noise and missing data problems. In Bayesian modeling, all unknowns are treated as random variables with assigned probability distribution. The idea behind the Bayesian inversion for solving (3) is that all the information about the unknowns [f, γ] in an uncertain environment is contained in posterior law p(f, γ|g), where f is assigned to a prior distribution p(f, γ) with the mean equals to μ and scale equals to σ, which denotes the prior knowledge of the variable f . The observation data g is the echo data of conditional distribution p(g|f, γ) with the mean equals to μ n and scale equals to σ n , which models all the information coming from the echoes and their uncertainty [15] . The set of the parameters introduced above is given by γ
Starting from (3), the Bayesian approach for airborne forward-looking scanning radar imaging with angular super-resolution is to solve the forward model (3) by using the MAP formulation. The MAP estimation task consists of finding the solution that satisfies the following criterion:
The solution of (4) requires the statistical characteristic of noise term and the prior of the true scene. The law to describe the statistical characteristic of the noise depends on the application. On the basic idea of radar imaging, we assume that the noise obeys the Gaussian distribution. For this reason, the Gaussian distribution with zero mean and variance equals to σ 2 n has been introduced as a model for noise. Thus, the law for n i can be written as
By (4), the likelihood function f i can be expressed as
Then, the likelihood function for the data f is
where · 2 represents the Euclidean norm. Since the forward model of angular super-resolution includes the convolution operator, some prior information about the targets must be introduced to reduce the amplification of noise. The radar imagery demonstrates the distribution and amplitudes of the limited dominant centers of the targets, which usually represents strong sparsity [25] . Therefore, the large coefficients of scatters can capture most of the information of the scene while the weak scattering centers can be regarded as noise in radar imaging. This leads to that we focus on the sparse prior information of dominant scatterer targets in the forward-looking scanning radar imaging. The prior knowledge about the statistical characteristics of the dominant scatterers can be formulated by Laplace distribution function. The reason is that the Laplace distribution has heavy tails, which means that the probability of strong scatterers being large is not prohibitively small [25] . On the other hand, the assumption of Laplace is motivated by the fact that it follows from concrete distributional assumptions regarding the increments in the unknown image, which can be modified to better fit the specific situation [20] . Based on the mentioned above, we use Laplace distribution to represent the scattering characteristics of targets.
Therefore, the probability density function of f could be given by
where f i represents the i-th component of f and σ denotes the scale of f . Substituting (7) and (8) into (4) and taking the logarithms to the negative log-posteriority function, the objective function of the MAP estimator could be expressed as
where λ > 0 is the regularization parameter, which is used to balance measurement error and prior information of the observation scene. The first term in the objective function (9) represents how well the scattering model and the estimate of the object predict the physical scattering phenomena of the true object. The second term in (9) incorporates prior information regarding the nature features of the interested scene that measures how undesirable a candidate estimates f . The estimation criterion (9) can also be seen in a regularization perspective as a way to address the ill-posed problem of inferring f from g; in that case, f 1 is called the regularization function that captures the prior knowledge and λ is the regularization parameter [20] .
A possible solution to compute f MAP could be realized by means of classic optimization techniques whose core idea is gradient-based. However, such approaches might be ineffective when applied to solve (9) . The reason results in the non-differentiability of l 1 norm around the original. To solve this problem, in what follows, a new approach called iterative shrinkage-thresholding is presented.
An Iterative Shrinkage Algorithm
In this subsection, iterative shrinkage method will be employed to solve the problem (9) . We start with a review of the general framework of the iterative shrinkage algorithm.
The iterative shrinkage algorithm was initially proposed to realize the signal denoising problems in which H is identity matrix [23, 26] . In this case, the objective function (9) simplifies to
where shrink is the shrinkage operator defined by [24] . In this paper, we focus on φ(f ) = f 1 , and the shrinkage operator shrink λ (g) is given by
We can see that the problem (9) fits into the framework of shrinkage operator theory. So the solution of (9) can be written as:
The rationale behind the iterative shrinkage thresholding algorithm is that for any α > 0, the f MAP solves the (12) if and only if the following equivalent statement holds:
We should note that (13) can be rewritten as
Moving the first two terms in (14) to the left hand of equation, then (14) becomes
the solution of which is given by
where ∂φ(f ) represents the sub-gradient of φ(f ), I stands for a (N r · N a ) × 1 vector of ones. The equation (13) above naturally calls for the fixed point iterative scheme. From (16) , the solution of (12) can be written as the solution of the following linear system:
where k represents the iteration index. The convergence of the iterative shrinkage algorithm in (17) has been established. We now recall the theorem by J. Bioucas-Dias and M. Figueiredo [23] , in which convergence of the proposed deconvolution algorithm was shown. For convenience, we restate the results from [23] in the following: Let g be given by (3) , where f 1 is convex and H 2 2 < 2. Let F be the set of minimum of f , which is nonempty. Fix some f k and let the sequence {f k , k ∈ N } be produced by (17) . Then {f k , k ∈ N } converges to a point f ∈ F .
Selection of Regularization Parameter
In this paper, angular super-resolution is performed by minimizing the (9) composed of a data fidelity term and regularization term. Super-resolution quality in such case is governed by regularization parameter that controls the weight of the prior information about the observed scene. Unfortunately, most of the referenced methods need to manually select the regularizing parameter to control the weight of the prior to guarantee the best qualitative results. To overcome this problem, several methods have been proposed to select the parameter. One approach based on the discrepancy principle is given by W. C. Karl [27] . The use of L-curve method was introduced in [28] . This method can be computationally expensive and sensitive to curvature evaluation. A generalized cross-validation (GCV) method was proposed in [29, 30] . The advantage of GCV exists in no requirement for information of noise variance.
In (9), the regularization parameter λ is used to regulate the compromise of the two terms. Note that if parameter λ is larger, the sequence generated by (17) yields an estimate with less noise, but more signal distortion. Instead, smaller λ yields an estimate with more noise, which may slow down the speed of convergence to the extreme point. Therefore, the choice of regularization parameter affects the speed of convergence and the visual quality of super-resolution results. Equation (9) shows that the regularization parameter λ is proportional to the variance of noise and inversely proportional to the deviation of target in the illuminated scene. In practice, the accurate information about the noise σ n and targets σ are unknown, but the statistical characteristics of those parameters may be known. Inspired by [13] , we can obtain the regularization parameter λ by general statistical way. In this paper, estimation of both σ n and σ is achieved through a maximum likelihood method. Considering that the estimation performance can be enhanced by incorporating all the observation results, the final estimation can be obtained by the average of all estimates of the observation. Then the estimation results are expressed aŝ
Noted that the value ofσ 2 n is likely to be different under different conditions of SNR levels.
Computational Complexity
This subsection is to analyze the computational complexity of the proposed deconvolution algorithm for angular super-resolution in forward-looking scanning radar imaging. As one can see, our proposed deconvolution algorithm contains two steps, first the selection of regularization parameter and then the inner iteration. Since the update of the λ and α is fast, the computational loads of computation f k+1 depend on the shrink operator and the sums and the matrix-vector products by H and H T . In this paper, operator H represents the response matrix of radar system. Therefore, the corresponding product can be computed efficiently by using the fast Fourier transform. The overall computational complexity of an iteration algorithm will depend upon the number of iterations required until the algorithm is convergent. Therefore, we only consider the computational complexity of the proposed deconvolution algorithm required by one iteration. The computational complexity at each iteration of the proposed deconvolution algorithm involves 2 sums, 2 multiplications and 1 shrinkage operation. The cost of computing (2(N a N r − 1) )) cost. The shrinkage operation in (17) has a linear computational complexity O(M a M r ). The total number of floating-point operations required by one iteration is
Consistent with the previous notations, M a represents the number of discrete cells in azimuth direction, M r is the number of the discrete cells of the scene in range direction, while N a and N r denote the discrete point numbers along the fast and slow time dimension, respectively. Therefore, the computational complexity is of the order O(MN ), where M is the 1-D size of the true scene and N is the 1-D size of the echo data. It is worthy of noting that the computational complexity of the proposed method is associated with the size of echo data and the true scene. We can conclude that the computational complexity of the proposed deconvolution algorithm for forward-looking scanning radar imaging with angular super-resolution is determined by the dimensions of deconvolution problem.
EXPERIMENTAL RESULTS
In this section, we present experimental results with synthetic and real data to demonstrate the performance of the proposed deconvolution algorithm for angular super-resolution. Since our goal is to achieve angular super-resolution in forward-looking scanning radar imaging, we focus on the superresolution accuracy and the noise suppression. Here, the regularization parameter λ in (17) is chosen using (18) and (19) . The results are compared with those obtained by the Wiener filter.
The stopping criterion of the proposed deconvolution algorithm is that the difference between two consecutive iterates should satisfy the following inequality:
where we use ε = 10 −3 in this section.
To quantitatively compare the angular super-resolution performance of these two algorithms, Blurred signal to noise ratio (BSNR) [31] , signal-to-noise ratio (SNR), relative error (ReErr), and improved signal-to-noise ratio (ISNR) [32] are introduced. The ReErr provides a quantitative measure of the quality of the angular super-resolution result: a small ReErr value indicates that f MAP is an accurate approximation of f . They are defined as follows BSNR = 10 log 10 g 2 n 2 ; SNR = 10log
where g, n, f , and f MAP are the data after range compression and range cell migration, the noise vector added in the test, the original scene, and the super-resolution result, respectively. As for SNR, ReErr, and ISNR, the ideal values of those are +∞, 0, and +∞, respectively, and they require the existence of a true scene. Therefore, they can only be used in the simulated experiments.
We first compare the proposed deconvolution method with the Wiener filter method at different SNR levels. In all the experiments, we set the initial value to be the data after range compression and range cell migration. We also find their best regularization parameters by (18) and (19) for the smallest relative error of the super-resolution result among all the tested values.
One-dimensional Simulation Results
In this subsection, we show experimental results on synthetic data at different SNR levels to evaluate the performance of the proposed algorithm. In the first experiment, we use a synthetic scene composed of three point targets with different amplitudes that denotes scattering coefficient. The original scene is shown in Fig. 2 and the system parameters for the synthetic experiment are listed in Table 1 .
In advance, the range compression and range cell migration are applied to the echo data [33] . On this basis, the echo signal is added by Gaussian white noise with SNR = 20 dB, the profile of the contaminated signal is shown in Fig. 3(a) . In Fig. 3(a) , the response of two closely-spaced point targets is proportional to two replicas of the antenna pattern, overlapped and added to get a composite response. In this case, the individual response is not resolved, but blur together into a single peak. Figure 3(b) shows the angular super-resolution result of the Wiener filter. Fig. 3(c) shows the angular super-resolution result of the proposed deconvolution algorithm. In this case, the regularization parameter λ is set to be 3.2. It can be seen that these two results are nearly the same but the angular super-resolution result of the proposed method has less amplitude error than the Wiener filter. The reason is that minimum prior information about the targets is used in the Wiener filter. How ever, the Laplace distribution is used in the proposed deconvolution algorithm to represent the prior information about the statistic characteristics of the scattering coefficient of the targets.
Next, we characterize the angular super-resolution performance of the proposed deconvolution algorithm in the presence of strong noise. The same simulative scene is used as shown in Fig. 2 . The range compression and range cell migration are also applied to the echo data. And the data after range compression and range cell migration are corrupted by Gaussian noise with SNR = 10 dB in this simulation, which is shown in Fig. 4(a) . In this case, the regularization parameter λ is set to be 10.2. Figures 4(b) and 4(c) show the angular super-resolution result of the Wiener filter algorithm and the proposed deconvolution algorithm, respectively. It can be seen obviously that the results of angular super-resolution are rather different. The visual quality of the super-resolution result by using the proposed deconvolution method is quite competitive with the super-resolution result by using the Wiener deconvolution algorithm. From Fig. 4(c) , it can be found that the proposed deconvolution approach for angular super-resolution imaging is stable in the presence of strong noise. It is obvious that the proposed deconvolution algorithm for angular super-resolution imaging can jointly estimate the amplitude of the targets and suppress the noise. However, the angular super-resolution result using Wiener filter presents worse performance in terms of noise suppression. On the other hand, due to the existence of high noise, the angular super-resolution result by using the Wiener filter is distorted apparently and several spurious peaks are shown in Fig. 4(b) . Compared with the Wiener filter, the proposed deconvolution algorithm can endure noise impact in the received signal, and can keep performance of angular super-resolution at different SNR levels. Therefore, the angular super-resolution based on iterative shrinkage deconvolution has excellent stability and works well in the engineering field.
In order to quantitatively evaluate the performance of these two deconvolution algorithms for angular super-resolution. In Table 2 , we compare their angular super-resolution results in terms of ISNRs, SNRs, and ReErrs, respectively. It can be seen from the table that the results of ISNRs, SNRs, and ReErrs obtained by using the proposed method are better than those by using the Wiener filter. These results demonstrate the superiority of the proposed angular super-resolution method over the Wiener filter method. The reason comes from that the Gaussian likelihood function is used to formulate the statistic characteristics of noise in the proposed deconvolution algorithm. On the other hand, the prior information of the targets is used in our deconvolution algorithm, while there is no prior information of the targets used in the Wiener filter.
Results with Real Data
To evaluate the performances of the proposed method on angular super-resolution, experimental results on real data are presented. The real data are acquired by a forward-looking scanning radar system with the center frequency in X-band. Fig. 5 shows the experimental setup of the system. The transmitted antenna pattern is obtained through the measure result in the microwave anechoic chamber in the University of Electronic Science and Technology of China. However, due to the noise and energy degradation in actual situations, the antenna pattern used in deconvolution is not consistent with the transmitted pattern. To achieve nice results, we use a pretreatment for the antenna pattern which changes the length of the sidelobe while retaining the width of the main beam of the original pattern. The width of the sidelobe is changed step by step and is chosen by the best experiment result for random data in one scan. In our experiment for scene data processing, this method for choosing the appropriate antenna pattern is effective. Some related radar parameters are listed in Table 3 . Fig. 6(a) shows the interested scene composed a ship and some buildings. The echo from the three buildings is much stronger than that from the other areas so that the scene can be considered as the combination of three point targets. The range of the center scene is 594 m and the distance between each building is about 45 m. The echo from three high buildings and the ship is stronger than that from the other areas. In this case, three buildings and the ship can be considered as distribution in a sparse way in the interested scene and this scene can also be regarded as consisting of point targets. In the experiment, three buildings and the ship capture most of the information of the interested scene. We first apply the range compression and range cell migration [33] to the echo data. The result is shown in Fig. 6(b) . From Fig. 6(b) , we can see that the echo of adjacent buildings is overlapping and covering the building features. Figure 5 . System setup in the real experiment. Then we compare the proposed iterative shrinkage deconvolution algorithm with the conventional Wiener filter method. Fig. 6(c) shows the angular super-resolution imaging result of the Wiener filter. While Fig. 6(d) presents the angular super-resolution result of the proposed deconvolution algorithm. For the proposed deconvolution, we use the regularization parameter 2.85, and the iteration number is 36. It is obvious that the result of the proposed method has better visual effect and higher denoising quality. This results from that the prior information of the targets in the scene of interest is adopted in the proposed deconvolution algorithm, while the Wiener filter does not contain any a priori information of the targets. The result of the real experiment proves that the proposed deconvolution algorithm is stable and accurate in angular super-resolution imaging.
CONCLUSION
In this paper, we propose a deconvolution algorithm for angular super-resolution imaging in forwardlooking scanning radar. This approach firstly describes the angular super-resolution problem as a maximum a posteriori estimation task in the framework of Bayesian theory that is efficient in incorporating prior information of the targets. The algorithm transforms the maximum a posteriori estimation task to an equivalent unconstrained problem. It is demonstrated that the unconstrained problem can be easily solved by the iterative shrinkage method. The accuracy and the effect of our proposed deconvolution algorithm (compared with Wiener filter) in angular super-resolution imaging is verified by experiments with synthetic and real data.
As for lower SNR situations, however, the angular super-resolution performance of the proposed deconvolution algorithm is constrained, which may inhibit the usage of the proposed deconvolution algorithm in many applications. Therefore, the development of a deconvolution algorithm for angular super-resolution imaging in lower SNR situations will be our future work.
