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Abstract
We present a formal derivation of a drift-diffusion model for stationary electron trans-
port in graphene, in presence of sharp potential profiles, such as barriers and steps. As-
suming the electric potential to have steep variations within a strip of vanishing width on
a macroscopic scale, such strip is viewed as a quantum interface that couples the classical
regions at its left and right sides. In the two classical regions, where the potential is
assumed to be smooth, electron and hole transport is described in terms of semiclassical
kinetic equations. The diffusive limit of the kinetic model is derived by means of a Hilbert
expansion and a boundary layer analysis, and consists of drift-diffusion equations in the
classical regions, coupled by quantum diffusive transmission conditions through the inter-
face. The boundary layer analysis leads to the discussion of a four-fold Milne (half-space,
half-range) transport problem.
Keywords: transmission conditions: graphene: diffusion limit; boundary layer; Milne
problem.
1 Introduction
Theoretical prediction and experimental demonstration of striking quantum phenomena man-
ifested by electrons in graphene, such as Klein paradox [17, 25] and Veselago lensing [11, 18],
are among the most important achievements of solid-state physics in the last decade, and offer
interesting opportunities to nano-electronics and opto-electronics. All such phenomena are
intimately related to the chiral nature of electrons in graphene [10] and take place in presence
of electric potential steps or barriers, that can be realised by means of suitable electric gates
or doping profiles. On the other hand, such effects depend on the quantum coherence of the
electrons and their neat manifestation is only possible in idealised situations, or at least in
very controlled experimental settings, where the transport is essentially ballistic. Collisional
and diffusive transport, instead, is a more realistic regime in ordinary conditions [9, 10] but
tends to increase the decoherence, which results in blurred versions of the purely ballistic pic-
tures. It is therefore important to offer a mathematical instrument to describe and analyze
such more realistic situation.
We propose here a hybrid model where a thin “active” quantum region, containing to the
rapid potential variations, is viewed as a “quantum interface” that couples the surrounding
“classical” regions, where the transport regime is diffusive and incoherent. The coupling is
firstly described at the kinetic level, where the classical-quantum matching is more natural,
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and then the diffusive limit is performed by means of the Hilbert expansion method [12]. This
first, theoretical paper is devoted to the derivation of the model, which will be numerically
tested in a subsequent work. We remark that part of the contents of the present paper have
been anticipated in Ref. [5].
A hybrid kinetic-quantum model for standard particles (i.e. scalar particles with parabolic
energy-band, as opposed to chiral particles with conical energy-band, as electrons in graphene)
has been firstly considered by Ben Abdallah [7, 8]. The central idea in Ben Abdallah’s
construction is that a scattering problem is solved in the quantum region, that is a thin
strip around the steep potential variations, and the resulting scattering states (incident/re-
flected/transmitted waves) are identified with inflow/outflow particles in/from the classical
regions. This leads to a hybrid model where transmission conditions, of quantum nature, are
imposed to classical kinetic equations.
The diffusive limit of Ben Abdallah’s model is studied by Degond and El Ayyadi in Ref.
[13]. Here, the kinetic model of Ref. [7] is expanded in powers of the scaled collision time
(Hilbert expansion), which leads to classical Drift-Diffusion (D-D) equations in the classical
regions. The Hilbert expansion of the kinetic transmission condition yields purely classical
diffusive transmission conditions at leading order. However, a boundary-layer analysis shows
that there is a first-order quantum correction of the diffusive transmission conditions under
the form of an “extrapolation coefficient” (somehow analogous to the extrapolation length of
neutron transport theory [2]), which depends on the reflection and transmission coefficients
coming from the quantum scattering problem.
An intermediate (between kinetic and diffusive) hybrid classical-quantum model has been
studied in Ref. [14], where two SHE (Spherical Harmonic Expansion) models are coupled via
suitable interface conditions.
As explained above, our goal is to construct a diffusive model of the electron transport
in a graphene device where a small (compared to a macroscopic scale) region, containing
the steep potential variations, is the “active” zone where quantum coherence is exploited.
Although our construction is inspired by the quoted works [7, 13, 14], nevertheless we have
to deal here with a rather different situation. First of all, electrons in graphene have a
chirality, which is an additional, discrete degree of freedom, denoted by s; this implies that,
in each classical region, two populations of electrons (corresponding to s = 1 and s = −1)
have to be considered. The two populations, in absence of other coupling mechanisms in
the bulk, are coupled by the quantum interface. The second aspect is that electrons have a
conical dispersion relation (energy band), which requires the use of a semiclassical1 transport
equation and a non-standard Fermi-Dirac (F-D) distribution. Finally, electrons with negative
chirality have a negative energy cone which is unbounded from below; this fact forces us to
describe such electrons in terms of holes (electron vacancies). This is not a novelty, of course,
but the fact that positive-energy and negative-energy electrons are coupled by the quantum
interface makes the introduction of holes a delicate issue.
The content of the present paper is the following. After a brief review of the basic facts
about the quantum dynamics of electrons in graphene (Section 2), the construction of the
model begins, at the kinetic level, in Sec. 3. If (x, y) are the coordinates on the graphene
sheet, we assume that the electric potential is a sum V (x) + U(x, y), where V (x) has steep
variations within a tiny strip around x = 0 and tends to a constant potential difference δV
1According to the terminology adopted, e.g., in [1], we call “semiclassical” classical transport (or Boltzmann)
equation where elements of quantum nature are retained, e.g. a non-parabolic dispersion relation.
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outside. This is the potential which is responsible for the quantum effects and is treated by
means of the stationary Schro¨dinger equation. The second term, U is the smooth part of
the potential: it is treated semiclassically and produces the drift term of the D-D equations.
Assuming that the width of the quantum strip vanishes on a macroscopic scale, this picture
corresponds to a configuration where x = 0 is a quantum interface separating the classical
regions x < 0 and x > 0 (see Figure 3). In Sec. 3.1 we write down the stationary transport
equations in the classical regions and the kinetic transmission conditions (KTC) at x = 0.
The KTC express the fact that inflowing/outflowing classical particles correspond to the
incoming/outgoing plane waves described by by the scattering problem across the interface.
In Sec. 3.2, in view of the diffusive limit, we add to the transport equation a relaxation term
towards two local Fermi-Dirac distributions (one for each value of chirality). In Sec. 3.3, the
KTC are reformulated in terms of electrons and holes and are proven to conserve the total
charge flux across the interface.
Section 4 is devoted to the diffusive limit of the kinetic model and contains the main
results of the paper. In Sec. 4.1 we study the diffusion limit in the bulk, that is in the classical
regions. By means of a Hilbert expansion [12, 23] in powers of the typical collision time τ ,
we obtain semiclassical, stationary, D-D equations for electrons and holes. In Sec. 4.2 the we
expand the KTC. At leading-order we immediately obtain diffusive transmission conditions
(DTC) as a relation between the chemical potential at the two sides of the interface. Such
leading-order DTC couple electrons and holes but are not “quantum”, to the extent that
they are independent on the solution of the scattering problem. In Sec. 4.3 it is shown
that the introduction of a boundary-layer corrector in the Hilbert expansion is necessary
to obtain the first-order DTC. Such corrector is associated to a system of four Milne (half-
space, half-range) transport equation coupled by non-homogeneous KTC. The mathematical
properties of such four-fold Milne problem are stated in Theorem 4.4, which is the first of
the two main results of the paper. The layer analysis leads to the first-order correction to
the DTC (Theorem 4.5), which is the second main result of the paper. The correction is
expressed as a relation between left and right chemical potentials and involves the asymptotic
densities associated to the Milne problem. Such densities, which are a generalization of the
extrapolation coefficients of Ref. [13], depend on the scattering coefficients and, therefore,
the first-order DTC contain information coming from the quantum physics of the interface.
In Sec. 4.4 it is examined the special case where the F-D distribution is approximated by
the Maxwell-Boltzmann distribution. Finally, in Sec. 5, we summarize our results by writing
down a diffusive model with DTC for a prototypical graphene device.
2 Quantum and semiclassical dynamics of electrons in graphene
We briefly review here some basic facts about the dynamics of electrons in a graphene sheet.
For an exhaustive introduction to the subject we address the reader to Ref. [10].
Due to its remarkable mechanical, thermal, optical and electronic properties, graphene
has attracted a lot of scientific attention in the last years, and is thought to have several
possible technological applications, as for example in the design of electronic devices. It is
a two-dimensional crystal of carbon atoms, arranged in a honeycomb lattice. Since every
fundamental cell of the associated Bravais lattice contains two carbon atoms, the honeycomb
can be decomposed into two inequivalent sublattices. This property implies the existence
of two energy-bands having conical intersections at exactly two points (Dirac points) of the
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reciprocal fundamental cell [10, 24]. Assuming that the so-called inter-valley scattering is
negligible, one can consider just a single Dirac point and approximately conical energy bands
(Dirac cones) around that point. Graphene is therefore a zero-gap semi-conductor with linear,
rather than quadratic, dispersion relation.
As graphene is a 2-dimensional crystal, we shall use the 2-dimensional variable x = (x, y)
to identify the electron position. In the vicinity of a Dirac point the dynamics of the electron
envelope wave-function is determined by the Dirac-like Hamiltonian
H = cP · σ + V σ0 , (1)
where c ≈ 106 m/s is the Fermi velocity (often indicated by vF in literature), P = (Px, Py) =
−i~∇ is the pseudomomentum operator, V = V (x) is the potential energy,2 and σ0 as well
as the Pauli matrices σ = (σx, σy) are given by
σ0 =
(
1 0
0 1
)
, σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
.
The stationary Schro¨dinger equation associated to the Hamiltonian (1) is the following eigen-
value problem: (
V c (Px − iPy)
c (Px + iPy) V
)(
ψ1
ψ2
)
= E
(
ψ1
ψ2
)
, (2)
where E is the energy eigenvalue. Since the wave-function Ψ = (ψ1, ψ2)
t is a two-component
(bi-spinor) wave-function, we can associate to electrons (besides the usual 1/2-spin which
is neglected here) an additional discrete degree of freedom. This is the chirality, which is
analogous to photon helicity and is represented by the operator
S =
1
|P |
(
0 Px − iPy
Px + iPy 0
)
,
possessing the two eigenvalues s = 1 and s = −1. This quantity can be interpreted as the
projection of the pseudospin σ on the direction of the pseudomomentum. For constant V ,
it is readily seen that the solution to the stationary Schro¨dinger equation (2) exists for any
given E ∈ R and is given by plane-wave-like functions parametrised by p = (px, py) ∈ R2 and
s ∈ {+1,−1}, namely:
Ψp,s(x) =
(
1
s ei φ
)
e
i
~p·x, (3)
where
|p| = E − V
c
, s = sign(E − V ), φ = arg(px + ipy).
Note that:
1. Ψp,s(x) is a simultaneous (generalised) eigenvector of H, P and S and, therefore, it
corresponds to a state with defined energy, E, pseudomomentum p and chirality s;
2. the energy E has a degeneracy corresponding to rotations in the two-dimensional p-
space;
2We remark that we are using the potential energy V instead of the electric potential −V/q (where q > 0
is the elementary charge).
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3. the sign of E−V is equal to the chirality s, which can be interpreted as the pseudospin
being parallel (s = 1) or antiparallel (s = −1) to the wave direction p.
The energy dispersion relation, i.e. the energy as a function of p and s when V = 0, is,
therefore
Es(p) = sc|p|, (4)
which corresponds to the positive and negative Dirac cones. Using a slightly sloppy termi-
nology, we shall also refer to Es(p) as the “energy bands” of the electron.
In the semiclassical limit, the electron wave function collapses into states of defined pseu-
domomentum p = (px, py) ∈ R2 and chirality s = ±1, and the dynamics is described by the
Hamiltonian system {
x˙ = ∇pEs(p),
p˙ = −∇xV (x),
(5)
where the energy-band derivatives,
∇pEs(p) = scp|p| , (6)
are the associated semiclassical velocities. From a semiclassical point of view, it is apparent
that electrons in graphene behave as if they were massless charged particles. They move
with constant speed c and the direction of motion is either parallel to the pseudomomentum,
for electrons with positive chirality/energy, or anti-parallel, for electrons with negative chi-
rality/energy, and the changes of direction are determined by the electric force. Note that
positive and negative electrons are completely decoupled in the semiclassical picture, which
corresponds to the absence of quantum interference between the two chirality states (see also
Ref. [?]).
Remark 2.1 In the following, s = ±1 or s = ± will be used indifferently.
3 Hybrid kinetic-quantum model
In this section we introduce a hybrid kinetic-quantum model of electron transport on a
graphene sheet in presence of steep potentials. By this we mean that the behaviour of the elec-
trons in proximity of an abrupt potential variation is described by a fully-quantum scattering
problem, while, in the regions where the potential is smooth, it is described by a semiclassical
transport , or “kinetic” equation. Such description will be the starting point of the derivation
of a hybrid diffusive-quantum model, which will be carried out in Sec. 4.
For the sake of simplicity, we make the following assumptions on the electric potential
energy (see Figure 1).
H1. V = V (x) depends only on the variable x (which implies that it conserves py);
H2. V (x)→ 0 on the left and V (x)→ δV on the right of a “quantum strip”, around x = 0,
having vanishing width on a macroscopic length scale.
For a potential V (x) satisfying H1 and H2, the stationary Schro¨dinger equation (2) has the
character of a scattering problem. In particular, Eq. (2) is explicitly solvable outside the
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Figure 1: Example of an electric potential profile V (x) satisfying assumptions H1 and H2
above. The “quantum active region” lies between the two vertical lines, and V is asymptoti-
cally constant with values 0 and δV outside.
quantum-strip and the solutions are recognized to be superpositions of plane waves (3) with
pseudomementum p and chirality s. Imposing the continuity of the two-component wave
function inside the quantum strip with the outside plane-wave solutions, yields the scattering
(reflection and transmission) coefficients as functions of energy, which constitute the most
relevant information associated to the scattering problem. The fact that the plane-wave
exterior solutions have defined p and s allows, as explained below, to interpret such waves
as particles flowing in and out from the classical regions, which permits to match the two
classical regions via the reflection and transmission coefficients.
It is here important to remark that if the left wave (i.e. at x < 0) is characterized by
(p, s) and the right wave (i.e. at x > 0) is characterized by (p′, s′) (recall, however, that py is
conserved, meaning py = p
′
y), then the parameters px, s, p
′
x, s
′ are related by the conservation
of energy
sc|p| = s′c|p′|+ δV , (7)
as exemplified in Figure 2.
3.1 Kinetic transmission conditions (KTC)
Solving the eigenvalue problem (2) with the potential V satisfying conditions H1 and H2
above, provides us with the scattering data, i.e. the transmission and reflection coefficients.
For i = 1, 2, we denote by T is(p, s) and R
i
s(p, s) the transmission and reflection coefficients
from the left (i = 1) and from the right (i = 2). They satisfy the following properties:
P1. unitarity: T is(p) ≥ 0 and Ris(p) ≥ 0, with T is(p) +Ris(p) = 1;
P2. symmetry: T is(p) and R
i
s(p) are symmetric with respect to both px and py;
P3. reciprocity: T 1s (p) = T
2
s′(p
′), whenever (p, s) and (p′, s′) are related by the conservation
of energy (7).
If the potential V (x) is piecewise constant, as in some cases of importance for applications,
such as for the potential step [11] or the potential barrier [17, 19], then the solution to (2)
can be explicitly computed by gluing up, with continuity, solutions of the form (3), procedure
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Figure 2: Representation of the conservation of energy sc|p| = s′c|p′|+ δV , and y-momentum
py = p
′
y. We assume that an electron with energy E > 0 is scattered from the left to the right
of the quantum strip. The two circles in the p-space correspond, respectively, to the sections
c|p| = E and cs′|p′| + δV = E of the left and right cones, and the horizontal dashed line
represents conservation of py. Assuming δV > 0, the continuous arrow at the right represents
the scattered pseudomomentum p′ in the case E > δV (s = +1), while the dashed arrow
represents p′ in the case 0 < E < δV (s = −1). Recall, in fact, that negative chirality is
characterized by the pseudomeomentum being antiparallel to the direction of motion.
which allows to obtain explicit expressions of the scattering coefficients. For example, for a
potential step of height δV it is easy to check that the transmission coefficient for an electron
incident from the left with energy E = sc|p|, is given by
T 1s (p) =

2 cos(φ) cos(θ)
1 + cos(φ+ θ)
, if |E sin(φ)| < |E − δV |,
0, otherwise,
(8)
where φ ∈ (−pi2 , pi2 ) is the incidence angle and θ ∈ (−pi2 , pi2 ) is the transmission angle (both
measured from an axis perpendicular to the step, so that φ = 0 and θ = 0 correspond,
respectively, to perpendicular incidence and transmission). The two angles are constrained
by
E sin(φ) = (E − δV ) sin(θ). (9)
Note that (9) is a “signed Snell law”: when 0 < E < δV the angles φ and θ have opposite
signs and E − δV is like a negative refractive index, which produces the electronic equivalent
of the so-called Veselago lens [11].
We now come to the kinetic part of the model, the quantum part being fully represented
by the scattering reflection and transmission coefficients T is(p, s) and R
i
s(p, s). On the macro-
scopic scale, the quantum strip has a vanishing width and becomes a one-dimensional interface
between two classical regions. Let us assume that, in addition to the quantum active poten-
tial V (x) considered so far, there is a smooth potential U(x, y), which can be neglected at
the microscopic scale but becomes important in the classical regions (where, conversely, V
is constant). The kinetic description is expressed in terms of the phase-space distributions
ws(x,p) of electrons with positive (s = +) and negative (s = −) chirality/energy. They are
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assumed to satisfy a semiclassical, stationary transport equation of the form(
s
cp
|p| · ∇x −∇xU · ∇p
)
ws = Cs(ws), (10)
where the left-hand side corresponds to the Hamiltonian dynamics (5) (with V replaced by
U) and Cs(ws) is a suitable collisional term to be specified later on. The semiclassical kinetic
equation (10) is assumed to hold in the two classical regions, x > 0 and x < 0, for the two
populations of electrons with positive and negative chirality. It is worth to remark that Eq.
(10) has been introduced here in a heuristic way but it could be deduced as the semiclassical
limit of the von Neumann (quantum Liouville) equation via Wigner transform [3, 6].
Following Ref. [7], we introduce a kinetic-quantum coupling in terms of kinetic transmis-
sion conditions (KTC) between the two classical regions through the quantum interface x = 0.
The fundamental idea is that an incident/transmitted/reflected plane wave at the quantum
interface, characterized by (p, s), is identified with a corresponding particle in the classical
regions inflowing/outflowing at x = 0. More precisely, since the direction of motion of an
electron with pseudomomentum p and chirality s is sp/|p| (see Eqs. (5) and (6)), then such
an electron is entering the left region (or leaving the right region) if spx < 0, and is leaving
the left region (or entering the right region) if spx > 0.
With this in mind, in order to express the KTC, let us first of all introduce a suitable notation.
Definition 3.1 An upper index i = 1, 2 denotes the left/right limits at x = 0 of an x-
dependent quantity u(x):
u1 := lim
x→0−
u(x), u2 := lim
x→0+
u(x).
Then, according to what was discussed above, we write down the KTC as follows:w
1
s(px) = R
1
s(p)w
1
s(−px) + T 2s′(p′)w2s′(p′x), spx, s′p′x < 0,
w2s′(p
′
x) = R
2
s′(p)w
2
s′(−p′x) + T 1s (p)w1s(px), s′p′x, spx > 0,
(11)
where only the relevant variable px has been explicitly indicated, and we recall that (p, s)
and (p′, s′) are uniquely determined each other by (7) together with the indication of the
sign of px (this is enough, since py = p
′
y). In (11) we also used the fact that the reflection
and transmission coefficients depend on p and p′ only through |p| and |p′| (property 2 of the
scattering coefficients).
Recalling that the products spx and s
′p′x determine the outflow or the inflow direction, it
is easy to give the following interpretation of the conditions (11): at each side of the quantum
interface, the inflow into the classical region is given in part by the reflected outflow from the
same side and in part by the transmitted outflow from the opposite side.
3.2 Electrons and holes
The final goal of this work is to derive a diffusive limit of the hybrid kinetic model introduced
in the previous section. This still needs a further step in the kinetic description, namely the
specification of a suitable collision operator in Eq. (10), and the consequent introduction of
the hole population.
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To simplify the derivation of the diffusive equations we assume that the collisional term
Cs(ws) is of Bhatnagar-Gross-Krook (BGK) type, which expresses the relaxation of ws towards
a local Fermi-Dirac (F-D) distribution having the same density as ws. Thus, we assume
Cs(ws) = w
eq
s − ws
τ
, (12)
where
weqs =
1
es(βc|p|−As) + 1
. (13)
Here, τ is the relaxation time and β := 1/kBT , where kB is the Boltzmann constant and T
is the given temperature. Moreover, the sign of the chemical potentials As has been chosen
for later convenience.3
Now, the equilibrium weqs should be related to the unknown distribution ws by the require-
ment that they have the same density. However, since the lower energy cone is unbounded
from below (see Eq. (26)), weq− cannot have finite moments, and such requirement does not
make any sense for s = −1. In order to fix this, we have to describe negative-energy/chirality
electrons in term of electron vacancies (holes). Let us therefore introduce the distributions
f+ (electrons) and f− (holes) defined by
f+(x,p) = w+(x,p), f−(x,p) = 1− w−(x,−p). (14)
Note that the definition of f− contains a change in the sign of p, so that holes move parallel
to p.
By applying the transformation (14) to Eq. (10), with Cs given by (12), we obtain(
cp
|p| · ∇x − s∇xU · ∇p
)
fs =
f eqs − fs
τ
, (15)
where
f eqs =
1
eβc|p|−As + 1
, (16)
are now F-D distributions both with positive energies, so that they possess finite moments. In
particular, we can ask that f eqs and fs have the same densities, i.e. we impose the constraint
〈f eqs 〉 = 〈fs〉 := ns, (17)
where we have introduced the bracket notation for the normalized4 integrals
〈·〉 = 1
(2pi~)2
∫
R2
· dp. (18)
Equation (15) with the constraint (17), is the stationary, semiclassical transport equation
which shall be used for the description of electrons and holes transport in the semiclassical
regions.
3Note that here we are using non-dimensional chemical potentials, while the dimensional chemical potentials,
that have the dimensions of a energy, are given by β−1As.
4The normalization constant is required in order to get the the correct moments of a non-dimensional
Wigner function [3].
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By using polar coordinates it is not difficult to see that the constraint (17) fixes the
chemical potentials As as functions of the densities ns, via the following formula (see [3]):
φ2(As) =
ns
n0
, (19)
where
φk(z) :=
1
Γ(k)
∫ ∞
0
tk−1
et−z + 1
dt (20)
and
n0 :=
2pi
(2pi~cβ)2
=
(kBT )
2
2pi~2c2
. (21)
The function φk : R → (0,+∞) is the Fermi integral of order k > 0, and can be proved
to be strictly increasing. It will be convenient to denote by A(n) the chemical potential
corresponding to the density n, i.e.
A(n) = φ−12
(
n
n0
)
, (22)
and to introduce the notation
Fn(p) =
1
eβc|p|−A(n) + 1
, (23)
for the F-D distribution with density n. Then we shall rewrite the transport equation (15) as
τ (v · ∇x − s∇xU · ∇p) fs = F〈fs〉 − fs, (24)
which incorporates the constraint (17) and where we adopted the notation
v(p) :=
cp
|p| (25)
for the semiclassical velocity. Note that, at variance with negative-energy electrons, the
velocity of holes has the same direction as p.
3.3 Kinetic transmission conditions for electrons and holes
We now need to express the KTC (11) in terms of the distributions fs, i.e. in terms of electrons
and holes. Let us begin by introducing more handy notations. We define the “state variable”
z = (p, s) = (px, py, s) ∈ R2 × {−1,+1},
and express all the quantities that depend on p and s as functions of z, e.g. the Dirac cones,
E(z) = Es(p) = sc|p|, (26)
and the electron/hole densities
f(x, z) = fs(x,p). (27)
Moreover, for i = 1, 2 we define the following sets
Θ := R2 × {−1,+1},
Θiin := {z ∈ Θ | (−1)ipx > 0},
Θiout := {z ∈ Θ | (−1)ipx < 0}.
(28)
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Note that Θiin and Θ
i
out correspond, respectively, to the inflow and the outflow ranges of the
pseudomomentum at x = 0, pertaining to the left (i = 1) and right (i = 2) regions. The
integration with respect to z will stand for a sum with respect to s and an integration with
respect to p, for example: ∫
Θ
f(z) dz =
∑
s=±1
∫
R2
fs(p)dp.
Instead, recall that 〈·〉 (definition (18)) is just a normalized integration with respect to p and,
therefore, is a quantity that depends on x and s:
〈f〉(x, s) = 1
(2pi~)2
∫
R2
f(x, z)dp =
1
(2pi~)2
∫
R2
fs(x,p)dp. (29)
We also introduce the reflection transformation
∼z := (−px, py, s), (30)
for z = (p, s), which exchanges Θiin and Θ
i
out. Note that the properties P1–P3 of the
scattering coefficients imply the following identities:
1. T i(z) +Ri(z) = 1;
2. T i(∼z) = T i(z) and Ri(∼z) = Ri(z);
3. T i(z) = T j(z′), if E(z) = E(z′) + (−1)jδV , with j 6= i.
Now, by applying the transformation (14) to Eq. (11), and using the notation just in-
troduced, we can express the transmission conditions for the electron/hole distributions as
follows:
f i(z) = Ri(z)f i(∼z) + T j(z′) (ss′f j(z′) + ss′) , z ∈ Θiin, z′ ∈ Θjout, (31)
where j 6= i, and z′ is constrained to z by the conservation of the energy and of the y-
component of the pseudomomentum, namely
E(z) = E(z′) + (−1)jδV , py = p′y, (32)
for z = (p, s) and for z′ = (p′, s′). The symbol ss′ is defined as
ss′ =
{
0, if s = s′,
1, if s 6= s′. (33)
The KTC in the form (31) express very clearly the fact that the inflow at z ∈ Θiin is partly due
to the reflected outflow ∼z ∈ Θiout from the same side i, and partly given by the transmitted
outflow z′ ∈ Θjout from the opposite side j. The inhomogeneous term ss′ comes from the
inhomogeneous relation (14) between fs and ws. Moreover, Eqs. (31) and (32), together with
the reciprocity property of the scattering coefficients, make the symmetry of the transmission
conditions evident: the equation for the i-side is is transformed in the equation for the j-side
by changing the sign of δV . In particular, when δV = 0, the two equations are identical and
(since in this case z = z′) take the simple form
f i(z) = Ri(z)f i(∼z) + T j(z)f j(z), z ∈ Θiin. (34)
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Proposition 3.2 (Flux conservation) For all δV ∈ R the KTC (31) conserve the total
charge flux across the quantum interface x = 0, i.e.
J1+,x − J1−,x = J2+,x − J2−,x, (35)
where, recalling definitions (18) and (25), Js = (Js,x, Js,y) is the current, defined by
Js := 〈vfs〉. (36)
If δV = 0, then the conservation of the flux is valid separately for each population
J1+,x = J
2
+,x, J
1
−,x = J
2
−,x, (37)
which means that there is no particle exchange between the upper and lower cone.
Proof. In order to incorporate more explicitly in the transmission conditions the conservation
properties (32), let us rewrite (31) as follows:
f i(z) = Ri(z)f i(∼z)
+
∫
Θjout
T j(z′)
(
ss′f j(z′) + ss′
)
kj(z, z′)|µ(z′)|dz′, z ∈ Θiin, (38)
where j 6= i and where we defined
kj(z, z′) = δ
(
E(z)− E(z′)− (−1)jδV ) δ(py − p′y), (39)
µ(z) = vx(p) =
cpx
|p| . (40)
Note that |µ(z)| is the Jacobian determinant of the transformation
z 7→ (E(z), py),
which is bijective from Θiin (or Θ
i
out) to {(E, py) ∈ R2 | |E| ≥ c|py|}. By using Ri = 1 − T i,
we can also rewrite (38) in the following form:
f i(z)− f i(∼z) = −T i(z)f i(∼z)
+
∫
Θjout
T j(z′)
(
ss′f j(z′) + ss′
)
kj(z, z′)|µ(z′)|dz′, z ∈ Θiin. (41)
Let us multiply both sides by sµ(z) and integrate over z ∈ Θiin. At the left-hand side we
obtain ∫
Θiin
s
[
f i(z)− f i(∼z)]µ(z) dz = ∫
Θiin
sf i(z)µ(z) dz +
∫
Θiout
sf i(z)µ(z) dz
=
∫
Θ
sf i(z)µ(z) dz =
∫
R2
f i+(p)
cpx
|p| dp−
∫
R2
f i−(p)
cpx
|p| dp,
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which is equal to J i+,x− J i−,x upon multiplying by (2pi~)−2. At the right-hand side we obtain
−
∫
Θiin
T i(z)sf i(∼z)µ(z)dz
+
∫
Θiin
∫
Θjout
T j(z′)
(
s′f j(z′) + sss′
)
kj(z, z′)|µ(z′)|µ(z)dz′dz
=
∫
Θiout
T i(z)sf i(z)µ(z)dz +
∫
Θjout
T j(z′)s′f j(z′)µ(z′)dz′ + Cj , (42)
where we used the fact that |µ(z′)|µ(z) = µ(z′)|µ(z)| for if z ∈ Θiin and z′ ∈ Θjout, and the
identity ∫
Θiin
kj(z, z′)|µ(z)|dz = 1. (43)
The constant Cj is
5
Cj =
∫
Θiin
∫
Θjout
T j(z′)sss′kj(z, z′)|µ(z′)|µ(z)dz′dz
=
∫
Θiout
∫
Θjin
T i(z)s′s′s ki(z′, z)µ(z′)|µ(z)|dz′dz = Ci ,
where we used the properties
kj(z, z′) = ki(z′, z), sss′ = −s′s′s
and made the change of variables z 7→ ∼z, z′ 7→ ∼z′. Hence, we see that the right-hand side
expression (42) is identical for (i, j) = (1, 2) and (i, j) = (2, 1), which proves Eq. (35).
In the particular case δV = 0, the KTC reduce to the form (34) and, by rewriting them as
f i(z)− f i(∼z) = −T i(z)f i(∼z) + T j(z)f j(z),
the verification of (37) is immediate. 
Proposition 3.3 (KTC for Fermi-Dirac distributions) Let n+ and n− be two assigned
functions of x. Then, the KTC (31) (or their equivalent formulation (38)) are satisfied for
the F-D distributions
f(x, z) = fs(x,p) = Fns(x)(p), s = ±,
if and only if
sA(n1s) = s
′A(n2s′) + βδV , (44)
for all “admissible” couples (s, s′), i.e. such that
sc|p| = s′c|p′|+ δV , (45)
for some p 6= 0 and p′ 6= 0 with T 1(p) 6= 0.
5Note that the constant Ci is finite because conservation of energy holds with different signs of s and s
′
only in a finite energy interval, which corresponds to a bounded region in p-space.
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Proof. We recall that (31) are the KTC (11) after the transformation (14). If fs(x,p) =
Fns(x)(p), then the corresponding ws’s are given by
ws(x,p) =
1
esβc|p|−sA(ns(x)) + 1
.
Substituting these F-D distributions in Eq. (11) with i = 1, using R1(z) = 1 − T 1(z) and
T 1(z) = T 2(z′), and the fact that ws(x,p) = ws(x,−p) (for such particular ws’s), we obtain
the condition
T 1s (p)
[
w1s(p)− w2s′(p′)
]
= 0
(note that for i = 2 one would obtain to the same condition). Hence, we find that the equality
1
esβc|p|−sA(n1s) + 1
=
1
es
′βc|p′|−s′A(n2
s′ ) + 1
must hold for all (p, s) and (p′, s′) that satisfy (45) with T 1s (p) 6= 0. This defines the admissible
couples (s, s′), provided that p 6= 0 and p′ 6= 0 (otherwise s or s′ are undefined). Substituting
s′c|p′| = −sc|p|+ δV , we get the equality
1
esβc|p|−sA(n1s) + 1
=
1
esβc|p|−βδV−s
′A(n2
s′ ) + 1
,
which implies Eq. (44). 
Remark 3.4 It is readily seen that, apart from degenerate situations, the admissible couples
(s, s′) are (+,+), (+,−), (−,−) if δV > 0; (+,+), (−,−) if δV = 0; (+,+), (−,+), (−,−), if
δV < 0.
4 Diffusion limit
In this section we study the diffusion limit of the hybrid kinetic-quantum model (24), (31), by
assuming τ  1. We divide the derivation, which is based on the Hilbert expansion method,
into the “bulk” part (i.e. the semiclassical regions) and the “interface” part (i.e., close to the
quantum interface).
4.1 Diffusion limit in the semiclassical regions
Let us consider the Hilbert expansion (HE) of the unknown f(x, z) = fs(x,p) in (24), in
powers of the relaxation time τ , to be considered as a small parameter:
f = f (0) + τf (1) + τ2f (2) + · · · (46)
When substituting this expansion into the transport equation (24) we have to be aware of the
fact that the BGK operator is nonlinear, due to the use of F-D statistics F〈f〉. A linearization
of the collision operator is thus necessary, which requires to expand the F-D distribution
around the equilibrium density, i.e.
Fn(0)+τn(1)+τ2n(2)+O(τ3) =
Fn(0) + τF
′
n(0)
n(1) + τ2
[
F ′
n(0)
n(2) +
1
2
F ′′
n(0)
(n(1))2
]
+O(τ3), (47)
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where the primes denote the derivatives of Fn with respect to n. By using (22) and the
property φ′k = φk−1, we obtain
F ′n(p) =
Fn(p)
2eβc|p|−A(n)
n0φ1(A(n))
, (48)
while the explicit form of F ′′n is not important. Moreover, note that
〈F ′n〉 =
d
dn
〈Fn〉 = d
dn
n = 1 (49)
and, for the same reason, one has
〈F ′′n 〉 = 0. (50)
The linearisation of our BGK collision operator
Q(f) := F〈f〉 − f , (51)
around the equilibrium f (0) is hence defined as
L〈f (0)〉(g) := F ′〈f (0)〉〈g〉 − g. (52)
In order to be able to find some information about the distribution functions f (0), f (1), . . .,
we shall need to study in more details this linear collision operator. Note that L〈f (0)〉 is an
operator acting on functions of p, and the (x, s)-dependence is just parametric, through the
real parameter n = 〈f (0)〉(x, s). The properties of Ln are summarised in the following Lemma,
whose proof is rather standard and can be easily adapted from [23].
Lemma 4.1 (Properties of the linearised collision operator Ln) Let n ≥ 0 be a fixed
real number, and let Ln : H → H be the operator defined by Ln(g) := F ′n〈g〉 − g and acting
on the Hilbert space H := L2 (R2, (F ′n)−1(p) dp), with Hermitian product
(f, g)H :=
∫
R2
f(p)g(p) (F ′n)
−1(p) dp.
(i) Ln is a well-defined, linear, bounded, symmetric and non-negative operator with kernel
given by
kerLn :=
{
g ∈ H | g = F ′n〈g〉
}
.
(ii) The orthogonal of the kernel is nothing else than the range of Ln and is given by
(kerLn)⊥ = imagLn = {g ∈ H | 〈g〉 = 0} .
(iii) Coercivity: for any f ∈ imagLn,
−
∫
R2
Ln(f) f (F ′n)−1 dp ≥ ‖f‖2H .
(iv) Invertibility: the operator Ln is a one-to-one mapping, if defined as
Ln : (kerLn)⊥ → (kerLn)⊥ ,
such that the equation Ln(f) = g has a unique solution f ∈ (kerLn)⊥ if and only if g ∈
(kerLn)⊥.
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Plugging now the HE (46) into Eq. (24), one obtains, at second order in τ ,
τ (v · ∇x − s∇xU · ∇p)
(
f (0) + τf (1)
)
= Q(f (0)) + τL〈f (0)〉(f (1))
+ τ2L〈f (0)〉(f (2)) +
τ2
2
F ′′〈f (0)〉〈f (1)〉
2
+O(τ3) (53)
(we recall that f (k) and 〈f (k)〉 are s-dependent quantities). Comparing the terms of the same
power in τ permits to get step by step some information on f (0), f (1),. . . , and finally to obtain
the Drift-Diffusion model in the limit τ → 0.
Step 1: order τ0. At order τ0 we obtain the condition Q(f (0)s ) = 0 meaning F〈f (0)s 〉 = f
(0)
s ,
which implies that the equilibrium is a F-D distribution function
f (0)(x, z) = f (0)s (x,p) = Fns(x)(p), (54)
with n+(x) and n−(x) still to be determined.
Step 2: Order τ1. At order τ1 we obtain the equation
L〈f (0)〉(f (1)) = (v · ∇x − s∇xU · ∇p) f (0).
By indicating the s-dependence explicitly and using (48) and (54), this equation can be
rewritten as
Lns(f (1)s ) = F ′nsv · (∇ns + sβn0 φ1(As)∇U) =: −`s · js, (55)
where, for later convenience, we have denoted
`s = (`s,x , `s,y) :=
2
c2
F ′nsv (56)
and
js = (js,x , js,y) := −
c2
2
(∇ns + sβn0 φ1(As)∇U) . (57)
Owing to the properties of the linearised BGK operator (see Lemma 4.1), Eq. (55) has the
general solution
f (1)s = `s · js + σsF ′ns , (58)
for any σs constant with respect to p. Without loss of generality we can take σs = 0, meaning
that f
(1)
s ∈ (kerLns)⊥, because the addition of σsF ′ns does not affect the subsequent steps.
By using the the identity
〈v ⊗ vFn〉 = c
2n
2
I ,
where I is the 2× 2 identity matrix (see e.g. Ref. [3]), one obtains
〈v ⊗ vF ′n〉 =
d
dn
〈v ⊗ vFn〉 = c
2
2
I ,
leading to
〈v ⊗ `s〉 = I. (59)
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Equation (59), together with the obvious identities 〈vFns〉 = 〈vF ′ns〉 = 0, has the important
implication that the current Js = 〈v fs〉 is given by τjs up to higher orders, namely
Js = τjs +O(τ2). (60)
Step 3: Order τ2. Going on with the HE (53), at order τ2 we get the equation
L〈f (0)〉(f (2)) = F ′〈f (0)〉〈f (2)〉 − f (2) = (v · ∇x − s∇xU · ∇p) f (1) −
1
2
F ′′〈f (0)〉〈f (1)〉
2
.
The solvability condition of this equation with respect to f (2) is
〈(v · ∇x − s∇xU · ∇p) f (1) − 1
2
F ′′〈f (0)〉〈f (1)〉
2〉 =
〈(v · ∇x − s∇xU · ∇p) f (1)〉 = 〈v · ∇xf (1)〉 = 0,
where the first equality comes from (50). This solvability condition is nothing else than the
stationary Drift-Diffusion equation for graphene [3, 20], whose explicit form, thanks to (59),
is readily found to be
div [∇ns + sβn0 φ1(As)∇U ] = 0. (61)
Note that n0 φ1(As) is a nonlinear function of the density ns, which reduces to ns in the
Maxwell-Boltzmann approximation (see Sec. 4.4).
The results of this section are summarised in the following Proposition.
Proposition 4.2 Supposing the solution f(x, z) = fs(x,p) of the transport equation (24) to
admit a Hilbert expansion of the form
f = F + τG+O(τ2), (62)
then the highest order terms are given by
F (x, z) = Fns(x)(p) and G(x, z) = `s(x,p) · js(x), (63)
where the functions Fns(x)(p), `s(x,p) and js(x) are given, respectively, by (23), (56) and
(57). Moreover, up to terms of order τ2, the density ns(x) satisfies the Drift-Diffusion equa-
tion (61) in the semiclassical regions x > 0 and x < 0.
4.2 Diffusion limit at the quantum interface: leading order
We have now to deal with the diffusion limit of the transmission conditions. This means that
we have to perform the Hilbert expansion of the left and right boundary values of f(x, z),
i.e. of f1(z) and f2(z).
To this aim, let us introduce a concise notation for the Transmission Conditions (38). We put
f iin = f
i
|Θiin , f
i
out = f
i
|Θiout (64)
(see definition (28)), and rewrite the KTC (38) in a short form as
f iin = Bi(f iout, f jout), (65)
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where the boundary operator Bi is defined as
Bi(f iout, f jout)(z) = Ri(z)f iout(∼z) + T j(z′)
(
ss′f jout(z
′) + ss′
)
, z ∈ Θiin, (66)
with z′ ∈ Θjout defined by (32) and with the usual convention that j 6= i. It is important to
remark that Bi is not a linear but rather an affine transformation, so that
Bi
(
(f + g)iout, (f + g)
j
out
)
= Bi(f iout, f jout) +Ki(giout, gjout), (67)
the linear part Ki being, of course,
Ki(f iout, f jout)(z) = Ri(z)f iout(∼z) + T j(z′)f jout(z′). (68)
We recall that the first two terms of the Hilbert Expansion f = F + τG+ o(τ), far from the
interface, are given in Proposition 4.2. Therefore, the KTC at leading order are
F iin = Bi
(
F iout, F
j
out
)
,
where F (x, z) is the Fermi-Dirac distribution Fns(x)(p). But, then, Proposition 3.3 applies,
and leads to the following result.
Proposition 4.3 (Diffusive transmission conditions (DTC) at leading order) Up to
terms of order τ , the left and right densities at the interface x = 0, n1s and n
2
s, are constrained
by the condition
sA(n1s) = s
′A(n2s′) + βδV , (69)
that must hold for all admissible couples (s, s′).
The leading-order DTC (69) are not “quantum”, to the extent that they do not depend on
the scattering coefficients. In the next section we shall see that the first-order correction
introduces such dependence.
4.3 Diffusion limit at the quantum interface: first order
In order to search for a quantum correction, we require that the kinetic transmission conditions
are satisfied by f = F + τG+ o(τ) also at the first order in τ and, therefore, we impose the
condition
F iin + τG
i
in = Bi
(
F iout + τG
i
out, F
j
out + τG
j
out
)
. (70)
However here we step into a difficulty, since, while F iin = Bi
(
F iout, F
j
out
)
can be satisfied with
the suitable choice (69) of the chemical potentials, in general no chemical potentials exists
such that Eq. (70) is also satisfied. This means that the HE ansatz is incorrect at order τ in
the proximity of the interface. This difficulty is not new and similar situations are considered
in literature. In general, one can overcome this burden by introducing a suitable boundary
layer corrector [13, 14], which will lead to the well-known Milne-problems, permitting finally
to couple the two Drift-Diffusion models on both sides of the interface.
Let us present in more details how to obtain these Milne problems. Instead of using the
Hilbert expansion (46), we shall slightly modify it by inserting a layer corrector at the order
τ , in the following manner
f(x, y, z) = F (x, y,z) + τ
[
G(x, y, z)−H
(x
τ
, y, z
)]
+ τ2f (2)(x, y,z) + · · · , (71)
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where F (x, z) and G(x, z) are still given by Eq. (63), and H(ξ, y,z) is the corrector term,
which is a function of the boundary-layer variable by ξ = x/τ . The corrector is to be chosen
in such a manner to satisfy the following two requirements:
R1. the corrector should not affect the HE in the bulk, i.e. F + τG− τH, should be still a
solution to the transport equation (24) up to O(τ2) far from the interface;
R2. at the interface, the corrector has to be constructed such that the transmission condi-
tions at first-order are satisfied for a suitable choice of chemical potentials.
Substituting now the modified Hilbert-Ansatz (71) into Eq. (24) and denoting, for simplicity
reasons, the transport term by T := v · ∇x − s∇xU · ∇p, yields
τT (F + τG)− τµ ∂H
∂ξ
= Q(F ) + τL〈F 〉(G)− τL〈F 〉(H) +O(τ2) , (72)
where µ, Q and L are defined in (40), (51) and (52), respectively. Using now the identities
satisfied by F and G, i.e. Q(F ) = 0 and T F = L〈F 〉(G), one remains, up to O(τ2), with the
equation
µ
∂H
∂ξ
= F ′〈F 〉〈H〉 −H.
Recalling that
〈F 〉(x, s) = ns(x, y) = ns(τξ, y),
we expect to introduce just an error of order τ2 in (72), if we substitute ns(x, y) with its
boundary values nis(y), where we recall that n
i
s(y) denotes the limit of ns(x, y) as x tends to
0 from the i-th side (Definition 3.1). Thus, we expect that requirement R1 is fulfilled if H
satisfies the equation
µ
∂H
∂ξ
= F ′nis〈H〉 −H (73)
on the i-th side of the interface (this is nothing else than a half-space, stationary transport
equation). We shall see below that a corrector satisfying (73) and such that also requirement
R2 is satisfied, can be constructed by means of four auxiliary functions
θi(ξ, y, z) = θis(ξ, y,p), (−1)iξ > 0, y ∈ R, z = (p, s) ∈ Θ, i = 1, 2,
that satisfy (73) associated with the linear non-homogeneous KTC
θiin −Giin = Ki
(
θiout −Giout, θjout −Gjout
)
,
(recall (67) and (68)). Hence, let us consider the problem
µ
∂θi
∂ξ
= F ′nis〈θ
i〉 − θi, (−1)iξ > 0,
θiin −Ki
(
θiout, θ
j
out
)
= Giin −Ki
(
Giout, G
j
out
)
, ξ = 0,
(74)
Note that in nis, the upper index i refers to the interface limit of ns, but in θ
i it is used to
label the side where the problem is posed (and not the limit). Note also that the coordinate
y is just an overall parameter in the problem.
Equation (74) is a system of four half-space, half-range Milne problems [15], for the func-
tions θ1+, θ
1−, θ2+, θ2−, coupled via non-homogenous transmission conditions. The following
theorem, whose proof is deferred to Appendix A, is fundamental for the construction of the
layer corrector.
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Theorem 4.4 (Solution to the coupled Milne problems) Problem (74) admits a solu-
tion (θ1, θ2) with
θis ∈ L∞
(
(−1)i[0,+∞)×Θ, (F ′nis)
−1dξdp
)
, i = 1, 2, s = ±,
if and only if the flux conservation condition holds:j
1
+,x − j1−,x = j2+,x − j2−,x, if δV 6= 0,
j1s,x = j
2
s,x, s = ±1, if δV = 0.
(75)
Such solution is unique up to the addition of any solution of the homogeneous problem (i.e.,
problem (74) with G = 0). Moreover, four constants n1,∞+ , n
1,∞
− , n
2,∞
+ , n
2,∞
− (depending on
the parameter y) exist such that
θi(ξ, y,z)→ θi,∞(y,z) := ni,∞s (y)F ′nis(p), as ξ → (−1)
i∞, (76)
and the convergence is exponentially fast; in particular,
|〈θis〉 − ni,∞s | ≤ Ce−α|ξ|, (77)
for some constants C > 0 and α > 0 (possibly depending on the parameter y).
Thanks to Theorem 4.4 we can now construct the corrector H, which we define as follows:
H(ξ, y,z) =
{
θ1 (ξ, y, z)− θ1,∞(y,z), if ξ < 0,
θ2 (ξ, y,z)− θ2,∞(y, z), if ξ > 0,
(78)
where the functions θi, are the solution to the coupled Milne problem (74) and θi,∞ are their
asymptotic distributions (76). As we shall see below, although the solution to (74) is only
determined up to the addition of an arbitrary solution of the homogeneous problem, such
addition does not affect the final result, namely Theorem 4.5.
Let us now verify that the corrector function H given by (78) satisfies the two requirements
R1 and R2.
First of all, from Theorem 4.4 it follows immediately that H vanishes exponentially fast away
from the interface, with
|〈H〉| ≤ Ce−α|x|/τ . (79)
Moreover, H satisfies Eq. (73), since both θis and n
i,∞
s F ′nis do. Then, we already know that
F +τ(G−H) satisfies the transport equation up to terms of order τ2 if the error that is made
by substituting in (72) F ′ns〈H〉 with the boundary limit F ′nis〈H〉 is of order τ . But, indeed,
from the Taylor expansion of ns (assumed regular enough) and from inequality (79), we have
that
|(F ′nis − F
′
ns)〈H〉| ≤M |x|e−α|x|/τ ≤
Mτ
α
e−α|x|/τ ,
for some constant M > 0. This proves R1.
Coming to requirement R2, when evaluating the transmission conditions on the modified
HE (71), Eq. (70) is replaced by
F iin + τ(G−H)iin = Bi
(
F iout + τ(G−H)iout, F jout + τ(G−H)jout
)
= Bi(F iout, F jout)+ τKi ((G−H)iout, (G−H)jout) , (80)
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where we used (67). But
(G−H)iin −Ki
(
(G−H)iout, (G−H)jout
)
= θi,∞in −Ki(θi,∞out , θj,∞out ),
because of the definition of H (78) and the boundary conditions in (74). Then, (80) becomes
F iin + τθ
i,∞
in = Bi
(
F iout + τθ
i,∞
out , F
j
out + τθ
j,∞
out
)
. (81)
Now, we recall that F is = Fnis , θ
i,∞
s = n
i,∞
s F ′nis , and, from (47),
Fnis + τn
i,∞
s F
′
nsi
= F
nis+τn
i,∞
s
+O(τ2).
Hence, Eq. (81) is, up to O(τ2), a KTC condition for Fermi-Dirac distributions with densities
nis + τn
i,∞
s and Proposition 3.3 immediately leads to our principal result.
Theorem 4.5 (Diffusive transmission conditions at first order) Assume that the cur-
rent conservation (75) holds. Then, up to errors of order τ2, the left and right densities at
the interface x = 0, n1s and n
2
s, are constrained by the condition
sA(n1s + τn
1,∞
s ) = s
′A(n2s′ + τn
2,∞
s′ ) + βδV , (82)
that must hold for all admissible couples (s, s′), where ni,∞s are the asymptotic densities6 of
the solution θis to the Milne problem (74) (see (76)).
Equation (82) gives the DTC at first order for the electron/hole densities ns across the
interface. They are a first order correction to the leading order conditions (69) and can be
considered as a “quantum correction” since they depend upon the scattering data T is through
the asymptotic densities ni,∞s associated to the solutions of the Milne problem (74).
Remark 4.6 The solutions θis and, consequently, the asymptotic densities n
i,∞
s are unique
only up to the addition of a solution to the homogeneous Milne problem. However, since the
addition of such a solution does not change Eq. (81) (by definition), then Eq. (82) is not
affected by the particular choice of the solutions θis.
4.4 Maxwell-Boltzmann approximation
For large energies, the F-D distribution (23) is asymptotically approximated by the Maxwell-
Boltzmann (M-B) distribution nM(p), where
M(p) =
e−βc|p|
n0
(83)
is the normalised Maxwellian and the constant n0 is given by (21). Correspondingly, the
Fermi integrals (20) are asymptotically approximated by
φk(A) ∼ eA
6Since we are using dimensionless phase-space distributions, the physical dimensions of ni,∞s are actually
those of a frequency.
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(independently on k > 0) and, in particular, Eq. (22) is approximated by
eA(n) ∼ n
n0
.
Then, it is readily seen that the M-B approximation of the Drift-Diffusion equation (61) is
given by
div [∇ns + sβns∇U ] = 0, (84)
and the M-B approximation of the first-order DTC (82) writes
(n1s + τn1,∞s
n0
)s
=
(n2s′ + τn2,∞s′
n0
)s′
eβδV , (85)
for all admissible couples (s, s′). Moreover, the asymptotic densities ni,∞s are calculated, as
functions of jis, from the Milne problem (74) with
F ′nis ∼M, `
i
s ∼
2
c2
Mv. (86)
Note that in the M-B approximation the dependence of F ′n (and, consequently, `) on n
disappears and then the approximated quantities become independent on the indices s and i.
It is instructive to write down (85) more explicitly for δV > 0. In this case, the admissible
couples (s, s′) are (+,+), (+,−), (−,−) and we obtain therefore:
n1+ − eβδV n2+ = τ
(
eβδV n2,∞+ − n1,∞+
)
,(
n1+ + τn
1,∞
+
)(
n2− + τn
2,∞
−
)
= eβδV (n0)
2,
n1− − e−βδV n2− = τ
(
e−βδV n2,∞− − n1,∞−
)
.
(87)
We note that the first equations is identical (in form) to the first-order DTC found in Refs.
[13, 14] for the case of a single, parabolic energy band, and the third one is its hole version (the
potential changes sign). The second equation is a quantum correction to the semiconductor
mass-action law n1+n
2− = eβδV (n0)2. Clearly, it can be approximated at order τ as follows:
n1+n
2
− − eβδV (n0)2 = −τ
(
n1+n
2,∞
− + n
2
−n
1,∞
+
)
. (88)
5 Hybrid Drift-Diffusion-quantum model
We now summarize the results obtained in the present work, by writing down the hybrid
diffusive-quantum model describing the electron transport in a graphene device.
Let our hypothetic graphene device be represented by the rectangle (x, y) ∈ (−L,L) ×
(−l, l) (see Fig. 3), where the steep potential variations are concentrated in x = 0 (on a
macroscopic scale), and the two classical regions are
Ω1 = (−L, 0)× (−l, l), and Ω2 = (0, L)× (−l, l).
For the sake of simplicity, we shall work in the M-B approximation (see Sec. 4.4). Then, in
Ω1 and Ω2 the stationary drift-diffusion equation (84) is assumed to hold. At the external
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Figure 3: Geometry of a prototypical graphene device: the central strip represents the quan-
tum active region, where the DTC are imposed. On the remaining boundaries, classical
Dirichlet and Robin conditions can be imposed.
boundary of the device standard conditions can be imposed, e.g. non homogeneous Dirichlet
conditions at x = −L and x = L (representing ohmic contacts) and homogeneous Robin
conditions at y = −l and y = l (representing an insulating boundary). At the quantum-
classical interface, x = 0, the DTC (85) are imposed.
If δV > 0, the DTC are explicitly given by (87), where the second equation can be
substituted by (88). This is a rank-3 condition and we still need a further condition, which
is given by the total flux conservation (75) across the interface. We stress the fact that the
flux conservation is also required to ensure existence of ni,∞s , according to Theorem 4.4.
The resulting hybrid diffusive-quantum model reads as follows:
• in the semiclassical regions Ω1 ∪ Ω2:{
div js = 0,
js = −
(∇ns + sβns∇U), (89a)
• at the Ohmic boundary x = ±L:
ns = n
±L
s , (89b)
• at the insulating boundary y = ±l:
js,y = 0, (89c)
• across the quantum interface x = 0:
n1+ − eβδV n2+ = τ
(
eβδV n2,∞+ − n1,∞+
)
,
n1+n
2
− + τ
(
n1+n
2,∞
− + n
2
−n
1,∞
+
)
= eβδV (n0)
2,
n1− − e−βδV n2− = τ
(
e−βδV n2,∞− − n1,∞−
)
,
j1+,x − j1−,x = j2+,x − j2−,x = 0.
(89d)
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In Eq. (89b), n±Ls denote the given densities of electrons and holes at the contacts.
The quantities ni,∞s are the asymptotic densities associated to the system of Milne equa-
tions 
µ
∂θis
∂ξ
= M〈θis〉 − θis, (−1)iξ > 0,
θiin −Ki
(
θiout, θ
j
out
)
= Giin −Ki
(
Giout, G
j
out
)
, ξ = 0.
(90)
where
Gis = Mv · jis. (91)
Note that the functions ni,∞s (y) depend on js and, therefore, the interface conditions (89d)
couple the four (left/right, electrons/holes) drift-diffusion equations (89a). We also remark
that the ni,∞s ’s embody the quantum part of the model, represented by the scattering problem
(2).
Remark 5.1 As it can be seen by comparing (91) with (86) and (63), here j has been con-
veniently redefined as the drift-diffusion current divided by c2/2.
If δV = 0, then the second DTC equations (87) disappears and we are left with a rank-2
condition. On the other hand, in this case, the current conservation holds separately for
electrons and holes (see Eq. (75)) and we gain one more condition on the current. If δV = 0,
therefore, the diffusion model is still given by (89) but the interface conditions (89d) must be
substituted by 
n1+ − n2+ = τ
(
n2,∞+ − n1,∞+
)
,
n1− − n2− = τ
(
n2,∞− − n1,∞−
)
,
j1+,x = j
2
+,x,
j1−,x = j
2
−,x,
(92)
We note that, in this case, also the asymptotic densities ni,∞s are decoupled with respect to s.
This is an immediate consequence of the fact that, when δV = 0, the KTC for electrons and
holes are decoupled and, consequently, electrons and holes are also decoupled in the Milne
problem (74), or (90) in the M-B case. Hence, if no additional coupling mechanisms are
introduced, if δV = 0 electrons and holes are completely independent, both in the kinetic and
in the diffusive models.
Of course, solving numerically the coupled Milne equations (74) or (90) is in general a
hard task, and the advantage of the diffusive-quantum model (89), with respect to the kinetic-
quantum one, is far from being evident. It is therefore necessary to reduce the complexity
of problem (74). This can be done by assuming that the outflow distribution θiout is an
equilibrium distribution (e.g. a Maxwellian, for problem (90)), so that the only unknowns of
the albedo problems are four albedo densities (see Ref. [13] for the case of standard particles).
Another possibility is the application of the iterative procedure proposed by Golse and Klar
in Ref. [16]. This will be the subject of a subsequent work, devoted to numerics for real
applications.
We finally remark that, in the present formulation, the quantum part of the problem
is independent of the semiclassical one, to the extent that the scattering problem (2) is
solved, self-consistently and once for all, in order to get the scattering data. However, a more
complicate nonlinear coupling can be introduced by assuming that the quantum potential V
depends in part on the densities ns through a Poisson equation [7, 13].
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A Proof of Theorem 4.4
In order to streamline the notation, let us put
Li(z) = Lis(p) := F
′
nis
(p), (93)
and rewrite the Milne problem (74) accordingly:
µ
∂θi
∂ξ
= Li〈θi〉 − θi, (−1)iξ > 0,
θiin −Ki
(
θiout, θ
j
out
)
= Giin −Ki
(
Giout, G
j
out
)
, ξ = 0.
(94)
We recall that in problem (94) the y-variable is just a parameter, which shall be omitted
throughout the proof.
The proof is inspired by the ideas of Ref. [14] and is divided into three steps for the reader’s
convenience.
Step 1: reduction to a |p|-averaged problem. Let us consider the uncoupled version of (94),
with assigned inflows gi:
µ
∂θi
∂ξ
(ξ, z) = Li(z)〈θi〉 − θi(ξ, z), (−1)iξ > 0, z ∈ Θ,
θiin(z) = g
i(z), ξ = 0, z ∈ Θiin
(95)
(recall definitions (93), (29) and (64)). We introduce the |p|-average
θ˜i(ξ, ϕ, s) :=
1
2pi~2
∫ +∞
0
θi(ξ, |p| cosϕ, |p| sinϕ, s) |p| d|p|, (96)
where the normalisation constant is chosen so that
〈θi〉(ξ, s) = 1
2pi
∫ 2pi
0
θ˜i(ξ, ϕ, s) dϕ and L˜is = 1,
where 〈θi〉 is defined in (18). We introduce the analogous of the sets (28) for the averaged
quantities:
Θ˜ := [0, 2pi)× {−1,+1}, Θ˜iin/out := {(ϕ, s) ∈ Θ | (−1)i cosϕ ≷ 0} (97)
and extend, in the obvious way, to θ˜i the notations θ˜iin and θ˜
i
out. Taking the |p|-average of
(95), we obtain that θ˜is satisfies
µ
∂θ˜i
∂ξ
(ξ, ϕ, s) =
1
2pi
∫ 2pi
0
θ˜i(ξ, ϕ, s) dϕ− θ˜i(ξ, ϕ, s), (−1)iξ > 0, (ϕ, s) ∈ Θ˜,
θ˜iin(ϕ, s) = g˜
i(ϕ, s), ξ = 0, (ϕ, s) ∈ Θ˜iin,
(98)
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where we recall that
µ =
cpx
|p| = c cosϕ.
Conversely, it is easy to check that, if θ˜i is a solution of (98), then
θi := Liθ˜i +
{
e−ξ/µ
(
gi − Lig˜i) , (−1)iµ > 0,
0, (−1)iµ < 0, (99)
is solution of (95). The equations (98) are four (s = ±1, i = 1, 2) independent Milne problems
having the form of a Milne problem for neutron transport, to the extent that the kernel of
the collision operator coincides with the functions that are constant with respect to ϕ [2, 15].
About such problem the following facts are known [2, 14, 23]:
(i) If g˜i ∈ L∞(Θ˜iin), the solution θ˜i to problem (98) exists and is unique in L∞
(
(−1)i[0,+∞)×
Θ˜
)
. Moreover, one has the positivity, i.e. θ˜i ≥ 0 if g˜i ≥ 0.
(ii) A constant ni,∞s (depending on g˜i) exists such that θ˜i(ξ, ϕ, s)→ ni,∞s , as ξ → (−1)i∞,
and the convergence is exponentially fast; in particular∣∣∣ ∫ 2pi
0
θ˜i(ξ, ϕ, s) dϕ− ni,∞s
∣∣∣ ≤ Ce−α|ξ|,
for some constants C > 0 and α > 0. Moreover, ni,∞ ≥ 0 if g˜i ≥ 0.
(iii) The Albedo operator, that associates the inflow to the outflow, i.e. θ˜iin ≡ g˜i 7→ θ˜iout, is a
compact linear operator from L∞(Θ˜iin) to L
∞(Θ˜iout).
Step 2: formulation as a Fredholm problem. Thanks to the explicit formula (99), it is easy to
extend the above results to the |p|-dependent problem (95). Let us define the weighted spaces
Xi := L∞
(
Θ, (Li)−1dp
)
, Xiin := L
∞(Θiin, (Li)−1dp), Xiout := L∞(Θiout, (Li)−1dp).
Note that g ∈ Xi implies that g ∈ Lp(Θ) for all p ∈ [0,∞]. Then, from the results of Step 1,
we have the following facts about problem (95):
(i) If gi ∈ Xiin, the solution θi to problem (95) exists and is unique in the space L∞
(
(−1)i[0,+∞), Xi).
Moreover, θi ≥ 0 if gi ≥ 0.
(ii) A constant ni,∞s (depending on gi) exists such that θi(ξ, z) → ni,∞s Lis(p), as ξ →
(−1)i∞, and the convergence is exponentially fast; in particular∣∣∣〈θis〉(ξ)− ni,∞s ∣∣∣ ≤ Ce−α|ξ|,
for some constants C > 0 and α > 0. Moreover, ni,∞ ≥ 0 if gi ≥ 0.
(iii) The Albedo operator, associating the inflow θiin ≡ gi to the outflow θiout,
Ai : Xiin → Xiout, Aiθiin := θiout,
is a compact linear operator.
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We now come to the coupled Milne problem (94). Thanks to the Albedo operator just
introduced, we can reformulate (94) as a Fredholm problem in X1in × X2in for the unknown
inflow data (θ1in, θ
2
in), namely: (
θ1in
θ2in
)
−K
(
A1θ1in
A2θ2in
)
=
(
Γ1
Γ2
)
(100)
where, recalling definition (68),
K
(
θ1out
θ2out
)
=
(
K1(θ1out, θ2out)
K2(θ2out, θ1out)
)
,
and the components of the non-homogeneous term are
Γi = Giin −Ki
(
Giout, G
j
out
)
. (101)
Let us now show that K : X1out ×X2out → X1in ×X2in is a linear, continuous operator. In fact,
for z ∈ Θiin we can write
θiin(z)
Li(z)
=
Ki(θiout, θjout)(z)
Li(z)
= Ri(z)
θiout(∼z)
Li(z)
+ T j(z′)
ss′θjout(z′)
Li(z)
,
where z′ ∈ Θjout is constrained to z by the conservation laws (32). Recalling definitions (48)
and (93), and using (69) and the identity
eh
(eh + 1)2
=
e−h
(e−h + 1)2
,
it is not difficult to show that the following relation holds
φ1(A(n
i
s))L
i
s(p) = φ1(A(n
j
s′))L
j
s′(p
′), (102)
for all z = (p, s) and z′ = (p′, s′) related as above. Then, the previous equality can be
rewritten as
θiin(z)
Li(z)
= Ri(z)
θiout(∼z)
Li(z)
+ T j(z′)
ss′cisθ
j
out(z
′)
cjs′L
j(z′)
,
where
ci(z) = cis := φ1(A(n
i
s)) (103)
are positive constants that only depend on s (and not on p). Using Jensen inequality we can
write ∣∣∣θiin(z)
Li(z)
∣∣∣2 ≤ Ri(z)∣∣∣θiout(∼z)
Li(z)
∣∣∣2 + T j(z′)∣∣∣ cis
cjs′
∣∣∣2∣∣∣θjout(z′)
Lj(z′)
∣∣∣2,
(we adopt the redundant notation |·|2 for the square, just to improve readability), which
shows the continuity of K, since the scattering coefficients are bounded by 1.
Hence, the composition of K, which is continuous, with the Ai’s, which are compact, is
a compact operator on X1in ×X2in and, therefore, (100) is a Fredholm equation with compact
operator. The proof of Theorem 4.4 is thus reduced to a Fredholm alternative, which will be
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discussed in the next two steps.
Step 3: the homogeneous problem. We now consider the homogeneous version of the Milne
problem (94), corresponding to G = 0:
µ
∂θi
∂ξ
= Li〈θi〉 − θi, (−1)iξ > 0,
θiin −Ki
(
θiout, θ
j
out
)
= 0, ξ = 0.
(104)
Let (θ1, θ2) be a solution of such a problem in the space X1×X2. It is convenient to introduce
the functions (ψ1, ψ2) as follows:
θi(ξ, z) =
√
Li(z)ψi(ξ, z), i = 1, 2,
so that ψi/
√
Li is bounded and ψi satisfies the equation
µ
∂ψi
∂ξ
=
√
Li 〈
√
Li ψi〉 − ψi. (105)
It is immediate to verify that∫
R2
(√
Lis
〈√
Lis ψ
i
s
〉
− ψis
)
ψi dp ≤ 0, (106)
and that the equality holds if and only if ψis is in the kernel of the collision operator, i.e.
ψis =
√
Lis γs, for some γs constant with respect to p. By multiplying by ψ
i both sides of
(105), integrating over p ∈ R2 we obtain
1
2
∂
∂ξ
∫
R2
|ψis(ξ,p)|2µ(p) dp =
∫
R2
(√
Lis
〈√
Lis ψ
i
s
〉
− ψis
)
ψis dp ≤ 0. (107)
From (ii) of Step 2 we know that ψis(ξ,p), as ξ → (−1)i∞, tends to a function of the form√
Lis(p) γ
i
s(ξ) and, therefore, by integrating the previous inequality over ξ ∈ (−1)i[0,+∞)
and recalling that µ is an odd function of p, we obtain∫
R2
|ψ1s(0,p)|2µ(p) dp ≤ 0 ≤
∫
R2
|ψ2s(0,p)|2µ(p) dp. (108)
On the other hand, (θ1, θ2) satisfy the homogeneous KTC
θi(0, z) = Ri(z)θi(0,∼z) + T j(z′)ss′θj(0, z′)
and, correspondingly, (ψ1, ψ2) satisfy√
Li(z)ψi(0, z) = Ri(z)
√
Li(z)ψi(0,∼z) + T j(z′)ss′
√
Lj(z′)ψj(0, z′),
where z ∈ Θiin and z′ ∈ Θjout are constrained by the conservation of energy (32). By using
(102) and (103), we obtain√
ci(z)ψi(0, z) = Ri(z)
√
ci(z)ψi(0,∼z) + T j(z′)ss′
√
cj(z′)ψj(0, z′), (109)
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and then, using Jensen inequality,
ci(z)|ψi(0, z)|2 ≤ Ri(z)ci(z)|ψi(0,∼z)|2 + T j(z′)cj(z′)|ψj(0, z′)|2
or, equivalently,
ci(z)
(
|ψi(0, z)|2 − |ψi(0,∼z)|2
)
≤ −T i(z)ci(z)|ψi(0,∼z)|2 + T j(z′)cj(z′)|ψj(0, z′)|2.
We now multiply both sides by µ(z), z ∈ Θiin, which is negative (or zero) for i = 1 and
positive (or zero) for i = 2, so that
c1(z)
(
|ψ1(0, z)|2 − |ψ1(0,∼z)|2
)
µ(z) ≥ −T 1(z)c1(z)|ψ1(0,∼z)|2µ(z)
+ T 2(z′)c2(z′)|ψ2(0, z′)|2µ(z),
c2(z)
(
|ψ2(0, z)|2 − |ψ2(0,∼z)|2
)
µ(z) ≤ −T 2(z)c2(z)|ψ2(0,∼z)|2µ(z)
+ T 1(z′)c1(z′)|ψ1(0, z′)|2µ(z).
If we now integrate the first inequality over z ∈ Θ1in, and the second one over z ∈ Θ2in, by
following the same passages as in the proof of Proposition 3.2 we arrive at∫
Θ
c1(z)|ψ1(0, z)|2µ(z)dz ≥
∫
Θ1out
T 1(z)c1(z)|ψ1(0, z)|2µ(z) dz
+
∫
Θ2out
T 2(z′)c2(z′)|ψ2(0, z′)|2µ(z′) dz′
∫
Θ
c2(z)|ψ2(0, z)|2µ(z)dz ≤
∫
Θ2out
T 2(z′)c2(z′)|ψ2(0, z′)|2µ(z′) dz′
+
∫
Θ1out
T 1(z)c1(z)|θ1(0, z)|2µ(z) dz
(where in the last integral of both inequalities, z and z′ are constrained by E(z) = E(z′)+δV ),
which immediately leads to∫
Θ
c1(z)|ψ1(0, z)|2µ(z)dz ≥
∫
Θ
c2(z)|ψ2(0, z)|2µ(z)dz. (110)
If we now come back to (108), multiply the right and the left sides by the positive constants
c1(z) = c1s and c
2(z) = c2s, respectively, and sum up with respect to s, we obtain∫
Θ
c1(z)|ψ1(0, z)|2µ(z)dz ≤ 0 ≤
∫
Θ
c2(z)|ψ2(0, z)|2µ(z)dz. (111)
By comparing (110) with (111) we see that, necessarily,∫
Θ
c1(z)|ψi(0, z)|2µ(z)dz = 0, i = 1, 2.
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Multiplying (107) by ci(z) = cis, summing up with respect to s and integrating with respect
to ξ yields, therefore, ∫ (−1)i∞
0
∫
Θ
ci
(√
Li
〈√
Li ψi
〉
− ψi
)
ψi dz dξ = 0.
Since ci are positive constants that only depend on s, and the integrals with respect to p are
definite in sign (see (106)), this implies that∫
R2
(√
Lis
〈√
Lis ψ
i
s
〉
− ψis
)
ψis dp = 0
for all ξ ∈ (−1)i[0,+∞). This equality can only hold when ψi(ξ, ·) is in the kernel of the
collision operator, which implies that θi(ξ,p) is necessarily of the form
θi(ξ, z) = θis(ξ,p) = L
i
s(p)γ
i
s(ξ).
Finally, the substitution of this expression in the first of equations (104) immediately yields
that γis is constant, so that
θis(ξ,p) = L
i
s(p)γ
i
s. (112)
Substituting (112) in the second of equations (104) and using (102) leads to the following
necessary and sufficient condition for (112) to be solution of the homogeneous Milne problem
(104):
cjs′γ
i
s = c
i
sγ
j
s′ (113)
where cis is defined by (103), and i, j and s, s
′ are related as usual. Recalling that the
conservation of energy is satisfied by three couples (s, s′) if δV 6= 0 and just by two couples
in the case if δV = 0 (see Remark 3.4), we notice that (113) is a rank-3 condition if δV 6= 0
and a rank-2 condition if δV = 0.
Step 4: the inhomogeneous problem. Let us finally return to the complete, inhomogeneous
problem (94). Let (θ1, θ2) be a bounded solution of (94). The integration in p of the first
equation in (94) yields
d
dξ
〈µθis〉 = 0,
and the integration in p after multiplication by µ yields
d
dξ
〈µ2θis〉 = −〈µθis〉.
Hence, 〈µθis〉 is a constant, and this constant must be zero, otherwise |〈µ2θis〉| would grow
linearly with ξ, in contradiction with the boundedness assumption. So we have∫
R2
θis(ξ,p)µ(p) dp = 0, (114)
for all ξ ∈ (−1)i[0,+∞), i = 1, 2 and s = ±1. If we now rewrite the boundary conditions as
θiin −Giin −Ki
(
θiout −Giout, θjout −Gjout
)
= 0,
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then, from Proposition 3.2 (that applies also to the linear KTC), we have that the conservation
of charge flux holds:∫
Θ
s(θ1(0, z)−G1(z))µ(z) dz =
∫
Θ
s(θ2(0, z)−G2(z))µ(z) dz.
But then, since (114) implies that the charge flux associated to θi vanishes, we obtain that
the flux conservation for Gi must hold:∫
Θ
sG1(z)µ(z) dz =
∫
Θ
sG2(z)µ(z) dz. (115)
Equation (115) is therefore a necessary condition for the existence of a bounded solution to
the Milne problem (94) or, equivalently, to the Fredholm problem (100) when Γi has the form
(101). Using (59), it is immediate to verify that the Gi’s, given by (63), satisfy this condition
if and only if (75) holds.
Now, from Step 3 we know that the kernel of the Fredholm operator at the left-hand side
of (100) is spanned by the functions of the form Lis(p)γ
i
s, with γ
i
s satisfying (113), and is
therefore a subspace of X1in,×X2in of dimension d, where d = 1 if δV 6= 0, and d = 2 if δV = 0.
Hence, the range of the Fredholm operator is a closed subspace of codimension d. But (115)
also defines a subspace of codimension d, and then it describes the condition of existence
of the solution to the Fredholm equation when Γi is of the form (101). We conclude that
(75) is a necessary and sufficient condition for the existence of a solution to the Fredholm
equation (100) (and, therefore, of the Milne problem (94)), up to a solution of the associated
homogeneous problem. This proves the first part of Theorem 4.4.
The second part of the theorem, that is the existence of the asymptotic densities ni,∞s and
the exponential estimate (77), follows from (ii) of Step 2. In fact, once the coupled Milne
problem is solved, the inflow of each component θis is determined (up to the addition of a
term of the form (112)–(113)), and point (ii) of Step 2 applies.7
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