Abstract-In this paper a fast method based on laser triangulation for the estimation of the pose of a mobile robot is presented. The system is made of a camera and a laser source, placed on the front side of a robot, the Smoov ASRV, which is an autonomous vehicle able to carry, store and retrieve pallets in a smart warehouse constituted by metallic shelves. Therefore, the movements of the robot are constrained into allowed paths made of rails, arranged with several apertures that allow the robot change of direction. The processing of the acquired images is directly done on board by means of a low-cost single-board computer, namely the Raspberry Pi. This last is able to extract the information about the distance and the heading of the robot with respect to the rail boundary by analyzing the laser line lying in the camera plane; then, the extracted information expressed in the 3D reference system are sent via User Datagram Protocol to the control system of the vehicle. Results show how the information given by the proposed vision system are provided in a more efficient way with respect to the inductive sensors and the classic odometry, which fail when the robot crosses the structural rail apertures or its wheels suffer from unavoidable slippage.
INTRODUCTION
Nowadays Robotics and Automation play a very important role inside warehouses and industries. The increasing need of speed up operations and of smart management of resources in the available space, has led to develop new methods and new technologies in order to reach this scope. In this context, logistics has received an increasing interests in the management of smart warehouses, where autonomous mobile robots are used for the quick carriage, retrieval and storage of pallets from a position to another. In this context, the accurate and fast localization of mobile robots with respect to the surrounding environments is a key point for their efficient and effective application.
Many works have been proposed in the last years to solve the problem of robot self-localization. This issue is usually solved by means of data fusion techniques which provide absolute and relative position measurements [1] . Odometry is mainly used to detect the robot position, through the read out of information given by sensors (encoders) that transduce wheel rounds in countable electric impulses. However, this technique is heavily influenced by the drift errors due to wheel slippage or abrupt accelerations. For this reason, the information obtained using the odometry are usually integrated with other methods. For instance, gyroscopes and accelerometers can be used to obtain relative position measurements. Unfortunately, the returned information is not enough accurate since they suffer from integration drift. In support of this, results published by Barshan and Durrant-Whyte [2, 3] have proven that this approach is not advantageous.
However in the last years, the spread and develop of computer vision have opened new scenarios in the field of metrology for the accurate robot localization [4] . The use of one or more cameras mounted on the autonomous robot allows to determine its position and heading by analyzing the image streams [5] . The processing of images is aimed to the extraction of distinctive features in both two and three dimensions which are then combined in order to get a unique representation of the scene in a single reference system [6] . Other techniques make use of easily recognizable active beacons and artificial landmarks, avoiding the need of recognizing distinctive scene points and thus allowing the fast computation of the robot pose [7] . Although these enabling properties, such techniques require widely opened fields of view to the sensing device which always has to perceive few landmarks.
In this paper a vision system for the fast relative localization of a mobile robot into a smart warehouse is presented. The designed vision system is made of an on-chip camera and a laser source, mounted on the front side of the robot. The prototype exploits the principle of the laser triangulation to derive information about the distance and the heading of the vehicle with respect to the rail border. The image processing is directly made on the robot by means of the low-cost single-board Raspberry Pi unit, and results are sent to the internal Programmable Logic Controller (PLC) via User Datagram Protocol (UDP). Results are derived by applying controlled movements to a target and comparing the estimated distances and headings with the nominal superimposed values. Then the setup is shifted on the robot in order to show the advantages introduced with reference to the current sensors.
The presented manuscript concerns the continuation of a previously work [8] about the implementation and the validation of a triangulation system prototype devised for estimating the pose of the considered mobile robot.
The paper is organized as follows: Section 2 further describes the driving problem and places it in the actual industrial context. In Section 3, the description of the triangulation system is reported together with the explanation of the meaningful equations with the description of the used components; the phase of image processing is reported in the same section. Section 4 is devoted to the analysis of the graphs and results whereas, final conclusion and remarks are reported in Section 5.
II. PROBLEM DESCRIPTION
As states previously, this system is developed in an actual industrial context that imposes constrains on the system design. The presented prototype has to operate in cooperation with the Smoov ASRV [9] , which is the cornerstone of the proposed autonomous storage system. The robot is constrained into a structured environment made of metallic rails, that constitute the allowed paths where pallets can be moved. This vehicle can only follow straight directions and change its trajectory within appropriate orthogonal bends. As a consequence rails are structured by several apertures that constitute the intersection between orthogonal allowed paths (see Fig. 1 ).
In this specific case, the analysis of classical approaches led to the conclusion that they are not appropriate. Concrete problems regard the power absorption of devices, the computation time required and the space occupancy within the mobile platform. As a consequence, accurate but complex methods, such as the Simultaneous Localization and Mapping (SLAM) algorithms [10] , need huge computational resources, which are not available on board. Laser Range Finder (LRF) [11] can provide high accuracy when implemented in many situations. In the present case, such sensors cannot be used as the metal rails introduce second-order reflections that inhibit the correct measurement. Given the problem constrains, including the limited field of view available to the robot, laser triangulation is the best candidate to achieve this goal.
The principal advantage brought by this prototype is the reduction of the "cycle times" needed to perform operations in the warehouse. Currently, the vehicle pose is estimated by the processing of information given by four inductive sensors. These are mounted close to the wheels and provide distance measurements with reference to the rail, when it exists, i.e. when aperture are not crossed. When the vehicle has to change its direction, it has to detect the beginning edge of the hole, proceed beyond the aperture till the ending edge, and finally go back in the middle of aperture. On the contrary, the active vision system based on laser profilometry can predict the relative position of the aperture midpoint by looking simultaneously the two edges, returning also the robot pose when the inductive sensor fails.
III. METHODOLOGY
In this paper a system for the fast evaluation of the pose of the presented mobile robot is discussed. The following subsections report the description of the acquisition system and its components together with a brief explanation of the algorithm which allows the effective localization; finally, some results for the validation of the proposed vision system are reported.
A. Acquisition system
The proposed system is made of an on-chip camera, a laser source and a single-board computer. The camera and the laser have been mounted over a metal support fastened on the front side of the ASRV robot. Fig. 2 reports a top view of the setup. Here the camera is the UI-1241LE-M-GL by IDS [12] , which has a resolution of 1280×1024 pixels with a pixel size of 5.3 µm. The camera is aided by a S-mount lens by Lensagon, namely the BM5518S12ND model [13] . The laser source is the Lasiris mini 701 L by Coherent [14] , which produces an output beam with a power of about 200 mW. The laser is assisted by a cylindrical lens which broadens the laser beam with a fan angle of 120°.
The camera can capture the laser line impinging on the rail boundary. At the same time, a single-board computer, i.e. the Raspberry Pi [15] , is used for the real time processing of the acquired images. The camera is connected to the Raspberry by means of a USB 2.0 cable, whereas the elaborated information are sent to the unit control of the robot from the Raspberry via Ethernet cable, exploiting the User Datagram Protocol (UDP).
The presented devices have been chosen in order to achieve the best performances in terms of transversal depth resolution (0.1 mm) and longitudinal x-resolution (0.1 mm), keeping the fundamental specification of fast processing. Further details will be provided in the next sections. Figure 1 . Example of a structured environment used to perform the movement tests. On the left of the picture, the projected laser on the rail border and the hole are observable; whereas a pallet is showed on the right. very well 2D image, this method gives the 3D information variation o displace the displacement by investigation. a laser be plane.
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In fact y the distortion effects due to the using the Camera ] and exploiting the well , the calibration param and introduced in the next step of the The image plane has been downsized can vary its position only within Raspberry g, the image binning. As a consequence, the camera frame rate can be speed up to sends information of control unit, which operates at It has been stated that for each laser dot it is possible to o using the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the 8]. For instance, laser ted starting from the physical knowledge of profile, which can be widthwise approximate In fact, a generic image the curvature of the using the Camera ] and exploiting the well , the calibration param and introduced in the next step of the The image plane has been downsized to a can vary its position only within Raspberry , the image . As a consequence, the camera frame rate can be speed up to 125 fps sends information , which operates at It has been stated that for each laser dot it is possible to o using the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the ]. For instance, laser ted starting from the physical knowledge of approximate ) are the fundamental formulas that the estimation of the distance and the hea with respect to the processing is performed vehicle. However, before starting , the image is prior handled in order to , a generic image curvature of the using the Camera ] and exploiting the well , the calibration param and introduced in the next step of the to a resolution of can vary its position only within Raspberry do , the image . As a consequence, 125 fps sends information , which operates at It has been stated that for each laser dot it is possible to o using the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the ]. For instance, laser ted starting from the physical knowledge of approximate ) are the fundamental formulas that the estimation of the distance and the heading of the with respect to the processing is performed vehicle. However, before starting , the image is prior handled in order to , a generic image curvature of the using the Camera ] and exploiting the well , the calibration param and introduced in the next step of the resolution of can vary its position only within does not , the image resolution . As a consequence, 125 fps, without sends information , which operates at It has been stated that for each laser dot it is possible to o using the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the ]. For instance, laser ted starting from the physical knowledge of approximate ) are the fundamental formulas that ding of the with respect to the processing is performed vehicle. However, before starting , the image is prior handled in order to , a generic image curvature of the using the Camera ] and exploiting the well-known , the calibration param and introduced in the next step of the resolution of can vary its position only within not resolution . As a consequence, , without sends information every 8 , which operates at It has been stated that for each laser dot it is possible to o using the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the ]. For instance, laser ted starting from the physical knowledge of approximated by (6) are prior mu ) are the fundamental formulas that ding of the with respect to the processing is performed by vehicle. However, before starting with , the image is prior handled in order to get a , a generic image curvature of the using the Camera Cal known , the calibration parameand introduced in the next step of the resolution of can vary its position only within offer resolution . As a consequence, , without every 8 , which operates at It has been stated that for each laser dot it is possible to obusing the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the ]. For instance, laser ted starting from the physical knowledge of d by (6) are prior mul-) are the fundamental formulas that ding of the with respect to the by with get a , a generic image curvature of the Caliknown , the calibration parameand introduced in the next step of the resolution of can vary its position only within offer resolution . As a consequence, , without every 8 , which operates at busing the equations previously extraction of the laser In literature, many algorithms able to determine the peak position of the maximum of the ]. For instance, laser ted starting from the physical knowledge of a Gaussian function. However, the huge amount of data has to be treated as fast as possible. For this reason, the image is scanned along columns, and the peak is extracted when the slope of the laser intensity changes its sign.
Once that all the significant peaks of the laser have been stored, a linear regression is performed; therefore, the straight line that best approximates the samples in the image plane is calculated. In this way, the information about the distance of the robot with respect to the rail border is obtained considering only the point lying on the straight line, having the x-coordinate equal to zero. At the same time, the robot heading is computed taking two points of the straight line model and deriving the world coordinates of these points applying Eqns. (5) and (6) . The slope of the transformed straight line defines the heading of the robot with respect to the rail. This method guarantees the best timing performances since each column is not completely scanned, but until the first peak is detected. Possible problems related to false detections are then compensated by the linear regression performed on the whole set of laser samples. Moreover, only those pixels with intensity values higher than a fixed threshold are included in the peak detection, thus limiting the effects of noise contributions. Finally, it is worth observing that all the secondary reflections are further filtered out, since these are geometrically always below the laser line. As the plane scanning is performed in ascending order, from the first to the last line of the image, the significant peak is labeled before reaching the regions affected by the second-order reflections.
As state previously, the vision system also provides the position of the detected corners, when the robot is in proximity of a crossing hole, thus referring its position to infrastructure landmarks, overcoming the common problems tied to the odometry.
In Fig. 4 are shown the three working states. In the case (a) the laser line is continuous and none aperture is detected on the rail border. Then, the case (b) occurs when the mobile robot is near a crossing hole, since the laser line has a length lower than its expected value. Finally, when two lines are detected, see the case (c), the robot is experiencing an aperture. Consequently the presence of edges can be easily evaluated taking into account of the nominal length of the line when no holes are framed in the image. If the line length, expressed in pixels, is smaller than a threshold, corners are expected in the image.
Once the pixel coordinates of the edges are extracted, these are transformed into the world reference system, relative to the vehicle, using Eqns. (5) and (6) . Moreover, knowing the exact position of the corners with respect to the vehicle, can allow the correct positioning of the mobile robot within the hole, thus enabling the fast change of trajectory.
D. Setup validation
The presented vision system has been validated through the controlled inspection of a sample rail, before its actual use. The system has been fastened on a metal support and the sample rail has been placed in front of it on a set of micrometric translational and rotational stages, in order to control shifts and rotations for the determination of a ground truth. Fig. 5 reports the relative errors in the estimation of distances and rotations of the rail border with respect to the vision system. Fig. 5(a) shows the relative errors in the distance estimation moving the rail far from the vision system of known distances, but keeping the rail tilt unchanged. It is possible to observe that the relative errors are always below 2%. At the same time, Fig. 5(b) underlines the relative errors in tilt estimation, running controlled rotations, but keeping the same distance between the rail and the vision system. In this case, the relative errors is always below 7%. This value is higher than the one obtained for the distance since it is determined indirectly from the computation of two measurements that allow the extraction of the slope of the fitting line in the world metric coordinates. As a consequence, the error propagates increasing It is important to underline that the vision system and the inductive sensor are differently positioned on the platform. Therefore, measurements are comparable uniquely when the robot is placed parallel with the rail border, where both systems can sense the same distance, apart from constant offset that can be easily compensated. In fact, seeing Fig. 6 , which reports the distance outcomes, the initial measurements are perfectly equals as effect of the offset compensation. On the other hand, the following outcomes differ since the heading of the robot is no longer null.
Moreover, it is worth noting that the vision system always provides the information about the instant distance with respect to rail border unlike the inductive sensors, which do not provide distance measurements when the robot experiences a crossing hole. In this case it provides the saturation value of 10 mm, higher than the maximum value of distance of about 8 mm, which corresponds to the maximum oscillation that the robot can undergo into the allowed path. This aspect involves also the estimation of distances, since also this outcome is derived knowing the estimated vehicle heading. More comparable results can be thus obtained by compensating the distance measurement derived by the vision system of the heading difference in Fig. 7 . In this way the distance is computed with reference to the center of the vehicle itself, under the conditions that produce the results derived by the inductive sensors. In other words, the distance values of the vision sensor are projected on the reading axis of the inductive system to derive the new projected distances, knowing the heading values computed by the four inductive sensors.
By the analysis of results in Fig. 8 , which shows the effect of this compensation of distances. it is possible to observe that the projected distances are very close to the ones returned by the inductive sensor, proving once more that the proposed vision system can be considered as a valid alternative for the pose control of the robot, without problems due to the presence of apertures in the metal rails. V. CONCLUSIONS In this paper a fast system for robot pose estimation has been presented. The vehicle is constrained into a structured environment, namely a smart warehouse, and is able to carry pallets from a position to another one. In this specific context, given the fundamental specifications of fast and light on-board processing of data, classical systems are no longer available. The devised system is made of a laser source and a camera with high resolution placed on the front side of the robot. Exploiting the triangulation principles, more significant information can be obtained with respect to those derived from inductive sensors and classical odometry. A single board computer has been used to directly process images on-board and send information via UDP to the control system. Resulting graphs have shown that the system is always able to provide the distance and heading information, also when the robot is close to a crossing hole. In this way, the control of the robot is time-continuous, enabling the correction of the robot pose with respect to the rail boundaries. Furthermore, apertures can be foreseen by the active system, enabling the exact location of the robot without the drift errors that typically affects odometry.
