A price-maker company extracts an exhaustible commodity from a reservoir, and sells it instantaneously in the spot market. In absence of any actions of the company, the commodity's spot price evolves either as a drifted Brownian motion or as an Ornstein-Uhlenbeck process. While extracting, the company affects the market price of the commodity, and its actions have an impact on the dynamics of the commodity's spot price. The company aims at maximizing the total expected profits from selling the commodity, net of the total expected proportional costs of extraction. We model this problem as a two-dimensional degenerate singular stochastic control problem with finite fuel. To determine its solution, we construct an explicit solution to the associated Hamilton-Jacobi-Bellman equation, and then verify its actual optimality through a verification theorem. On the one hand, when the (uncontrolled) price is a drifted Brownian motion, it is optimal to extract whenever the current price level is larger or equal than an endogenously determined constant threshold. On the other hand, when the (uncontrolled) price evolves as an Ornstein-Uhlenbeck process, we show that the optimal extraction rule is triggered by a curve depending on the current level of the reservoir. Such a curve is a strictly decreasing C ∞ -function for which we are able to provide an explicit expression. Finally, our study is complemented by a theoretical and numerical analysis of the dependency of the optimal extraction strategy and value function on the model's parameters.
Introduction
The problem of a company that aims at determining the extraction rule of an exhaustible commodity, while maximizing net profits, has been widely studied in the literature. To the best of our knowledge, the first model on this topic is the seminal paper [16] , in which a deterministic model of optimal extraction has been proposed. Since then, many authors have generalized the setting of [16] by allowing for stochastic commodity prices and for different specifications of the admissible extraction rules (see, e.g., [1] , [7] , [13] , [14] , [25] , [26] and [27] among a huge literature in Economics and applied Mathematics).
In this paper, we consider an optimal extraction problem for an infinitely-lived profit maximizing company. The company extracts an exhaustible commodity from a reservoir with a finite capacity incurring constant proportional costs, and then immediately sells the commodity in the spot market. The admissible extraction rules must not be rates, also lump sum extractions are allowed. Moreover, we assume that the company is a large player in the market, and therefore its extraction strategies affect the market price of the commodity. This happens in such a way that whenever the company extracts the commodity and sells it in the Date: December 5, 2018. 1 market, the commodity's price is instantaneously decreased proportionally to the extracted amount.
Our mathematical formulation of the previous problem leads to a two-dimensional degenerate finite-fuel singular stochastic control problem (see [8] , [20] , [21] and [23] as early contributions, and [4] and [15] for recent applications to optimal liquidation problems). The underlying state variable is a two-dimensional process (X, Y ) whose components are the commodity's price and the level of the reservoir (i.e. the amount of commodity still available). The price process is a linearly controlled Itô-diffusion, while the dynamics of the level of the reservoir are purely controlled and do not have any diffusive component. In particular, we assume that, in absence of any interventions, the commodity's price evolves either as a drifted Brownian motion or as an Ornstein-Uhlenbeck process, and we solve explicitly the optimal extraction problem by following a guess-and-verify approach. This relies on the construction of a classical solution to the associated Hamilton-Jacobi-Bellman (HJB) equation, which, in our problem, takes the form of a variational inequality with state-dependent gradient constraint. To the best of our knowledge, this is the first paper that provides the explicit solution to an optimal extraction problem under uncertainty for a price-maker company facing a diffusive commodity's spot price with additive and mean-reverting dynamics.
In the simpler case of a drifted Brownian dynamics for the commodity's price, we find that the optimal extraction rule prescribes at any time to extract just the minimal amount needed to keep the commodity's price below an endogenously determined constant critical level x ⋆ , the so-called free boundary. A lump sum extraction (and therefore a jump in the optimal control) may be observed only at initial time if the initial commodity's price exceeds the level x ⋆ . In such a case, depending on the initial level of the reservoir, it might be optimal either to deplete the reservoir or to extract a block of commodity so that the price is reduced to the desired level x ⋆ .
If the commodity's price has additionally a mean-reverting behavior and evolves as an Ornstein-Uhlenbeck process, the analysis is much more involved and technical than in the Brownian case. This is due to the unhandy and not explicit form of the fundamental solutions to the second-order ordinary differential equation involving the infinitesimal generator of the Ornstein-Uhlenbeck process. The properties of the increasing fundamental solution are indeed needed when constructing an explicit solution to the HJB equation. The optimal extraction rule is triggered by a critical price level that -differently to the Brownian case -is not anymore constant, but it is depending on the current level of the reservoir y. This critical price levelthat we call F −1 (y) in Section 4.2 -is the inverse of a positive, strictly decreasing, C ∞ -function F that we determine explicitly. It is optimal to extract in such a way that the joint process (X, Y ) is kept within the region {(x, y) : x ≤ F −1 (y)}, and a suitable lump sum extraction should be made only if the initial data lie outside the previous region. The free boundary F has an asymptote at a point x ∞ and it is zero at the point x 0 . These two points have a clear interpretation, as they correspond to the critical price levels triggering the optimal extraction rule in a model with infinite fuel and with no market impact, respectively.
In both the Brownian and the Ornstein-Uhlenbeck case, the optimal extraction rule is mathematically given through the solution to a Skorokhod reflection problem with oblique reflection at the free boundary in the direction (−α, −1). Here α > 0 is the marginal market impact of the company's actions on the commodity's price. Indeed, if the company extracts an amount, say dξ t , at time t, then the price is linearly reduced by αdξ t and the level of the reservoir by dξ t . Moreover, we prove that the value function is a classical C 2,1 -solution to the associated HJB equation.
When the price follows an Ornstein-Uhlenbeck dynamics, our proof of the optimality of the constructed candidate value function partly employs arguments developed in the study of an optimal liquidation problem tackled in the recent [4] , which shares mathematical similarities with our problem. Indeed, in the case of a "small" marginal cost of extraction, due to the unhandy and implicit form of the increasing eigenfunction of the infinitesimal generator of the Ornstein-Uhlenbeck process, we have not been able to prove via direct means an inequality that the candidate value function needed to satisfy in order to solve the HJB equation. For this reason, in such a case, we adopted ideas from [4] where an interesting reformulation of the original singular control problem as a calculus of variations approach has been developed. However, it is also worth noticing that when the marginal cost of extraction is "large enough", the approach of [4] is not directly applicable since a fundamental assumption in [4] (cf. Assumption 2.2-(C5) therein) is not satisfied. Instead, a direct study of the variational inequality leads to the desired result. This fact suggests that a combined use of the calculus of variations method and of the standard guess-and-verify approach could be successful in intricate problems where neither of the two methods leads to prove optimality of a candidate value function for any choice of the model's parameters. We refer to the proof of Proposition 4.11 and to Remark 4.12 for details.
As a byproduct of our results, we find that the directional derivative (in the direction (−α, −1)) of the optimal extraction problem's value function coincides with the value function of an optimal stopping problem (see Section 4.2.1 and Remark 4.16 below). This fact, which is consistent with the findings of [20] and [21] , also allows us to explain quantitatively why, in the case of a drifted Brownian dynamics for the commodity's price, the level x ⋆ triggering the optimal extraction rule is independent of the current level of the reservoir y. Indeed, in such a case, the value function of the optimal stopping problem is independent of y and, therefore, so is also its free boundary x ⋆ .
Thanks to the explicit nature of our results, we can provide in Section 5 a detailed comparative statics analysis. We obtain theoretical results on the dependency of the value function and of the critical price levels x ⋆ , x ∞ , and x 0 with respect to some of the model's parameters. In the case of an Ornstein-Uhlenbeck commodity's price, numerical results are also derived to show the dependency of the free boundary curve F with respect to the volatility, the mean reversion level, and the mean-reversion speed.
The rest of the paper is organized as follows. In Section 2 we introduce the setting and formulate the problem. In Section 3 we provide preliminary results and a Verification Theorem. The explicit solution to the optimal extraction problem is then constructed in Sections 4.1 and 4.2 when the commodity's price is a drifted Brownian motion and an Ornstein-Uhlenbeck process, respectively. A connection to an optimal stopping problem is derived in Section 4.2.1. A sensitivity analysis is presented in Section 5. The appendices contain the proofs of some results needed in Sections 4.2 and 5.2, and an auxiliary lemma.
Setting and Problem Formulation
Let (Ω, F, F := (F t ) t≥0 , P) be a filtered probability space, with filtration F generated by a standard one-dimensional Brownian motion (W t ) t≥0 , and as usual augmented by P-null sets.
We consider a company extracting a commodity from a reservoir with a finite capacity y ≥ 0, and selling it instantaneously in the spot market. We assume that, in absence of any interventions of the company, the (fundamental) commodity's price (X x t ) t≥0 evolves stochastically according to the dynamics
for some constants a ∈ R, b ≥ 0 and σ > 0. In the following, we identify the fundamental price when b = 0 with a drifted Brownian motion with drift a. On the other hand, when b > 0 the price is of Ornstein-Uhlenbeck type, thus having a mean-reverting behavior typically observed in the commodity market (see, e.g., Chapter 2 of [24] ). In this latter case, the parameter a b represents the mean-reversion level, and b is the mean-reversion speed. In our model we do not restrict our attention to positive fundamental prices, since certain commodities have been traded also at negative prices. For example, that happened in Alberta (Canada) in October 2017 and May 2018 where the producers of natural gas faced the tradeoff between paying customers to take gas, or shutting down the wells 1 .
The reserve level can be decreased at a constant proportional cost c > 0. The extraction does not need to be performed at a rate, and we identify the cumulative amount of commodity that has been extracted up to time t ≥ 0, ξ t , as the company's control variable. It is an Fadapted, nonnegative, and increasing càdlàg (right-continuous with left-limits) process (ξ t ) t≥0 such that ξ t ≤ y a.s. for all t ≥ 0 and ξ 0− = 0 a.s. The constraint ξ t ≤ y for all t ≥ 0 has the clear interpretation that at any time it cannot be extracted more than the initial amount of commodity available in the reservoir. For any given y ≥ 0, the set of admissible extraction strategies is therefore defined as
with ξ 0− = 0 and ξ t ≤ y a.s.}.
The level of the reservoir at time t, Y t , then evolves as
where we have written Y y,ξ in order to stress the dependency of the reservoir's level on the initial amount of commodity y and on the extraction strategy ξ. While extracting, the company affects the market price of the commodity. In particular, when following an extraction strategy ξ ∈ A(y), the market price at time t, X t , is instantaneously reduced by αdξ t , for some α > 0, and the spot price thus evolves as
We notice that for any ξ ∈ A(y) there exists a unique strong solution to (2.2) by Theorem 6 in Chapter V of [28] , and we denote it by X x,ξ in order to keep track of its initial value x ∈ R, and of the adopted extraction strategy ξ ∈ A(y). Remark 2.1. Notice that when b = 0, the impact of the company's extraction on the price is permanent. On the other hand, it is transient (or temporary) in the mean-reverting case b > 0 because, in the absence of any interventions from the company, the impact decreases since X reverts back to its mean-reversion level.
The company aims at maximizing the total expected profits, net of the total expected costs of extraction. That is, for any initial price x ∈ R and any initial value of the reserve y ≥ 0, the company aims at determining ξ ⋆ ∈ A(y) that attains
for any ξ ∈ A(y), and for a given discount factor ρ > 0. Here, and also in the following, ∆ξ t := ξ t − ξ t− , t ≥ 0, and ξ c denotes the continuous part of ξ ∈ A(y). 1 See, e.g., the article on the Financial Post or the news on the website of the U.S. Energy Information Administration Remark 2.2. In (2.4) the integral term in the expectation is intended as a standard Lebesgue-Stieltjes integral with respect to the continuous part ξ c of ξ. The sum takes instead care of the lump sum extractions, and its form might be informally justified by interpreting any lump sum extraction of size ∆ξ t at a given time t as a sequence of infinitely many infinitesimal extractions made at the same time t. In this way, setting ǫ t := ∆ξt N , the net profit accrued at time t by extracting a large amount ∆ξ t of the commodity is
This heuristic argument -also discussed at pp. 329-330 of [2] in the context of one-dimensional monotone follower problems -can be rigorously justified, and technical details on the convergence can be found in the recent [5] . We also refer to [17] and [29] as other papers on singular stochastic control problems employing such a definition for the integral with respect to the control process.
Preliminary Results and a Verification Theorem
In this section we derive the HJB equation associated to V and we provide a verification theorem. We start by proving the following preliminary properties of the value function V .
In particular, V (x, 0) = 0. Moreover, V is increasing with respect to x and y.
Proof. The proof is organized in two steps. We first prove that (3.1) holds true, and then we show the monotonicity properties of V .
Step 1. The nonnegativity of V follows by taking the admissible (no-)extraction rule ξ ≡ 0 such that J (x, y, 0) = 0 for all (x, y) ∈ R × [0, ∞). The fact that V (x, 0) = 0 clearly follows by noticing that A(0) = {ξ ≡ 0} and J (x, y, 0) = 0.
To determine the upper bound in (3.1), let (x, y) ∈ R × (0, ∞) be given and fixed, and for any ξ ∈ A(y) we have
where we have used that c ∞ 0 e −ρt dξ t = c ∞ 0 ρe −ρt ξ t dt ≤ cy to obtain the term cy in righthand side above.
We now aim at estimating the two expectations appearing in right-hand side of (3.2). To accomplish that, denote by X x,0 the solution to (2.2) associated to ξ ≡ 0 (i.e. the solution to (2.1)). Then, if b = 0 one easily finds X x,ξ
s. for all t ≥ 0 and ξ t ≤ y a.s., one has
t | − αy. Moreover, one clearly has X x,ξ By an application of Itô's formula we find for b = 0 that
We now move on by deriving the dynamic programming equation that we expect that V should satisfy. In the rest of this paper, we will often denote by f x , f xx , f y , f xy etc. the partial derivatives with respect to its arguments x and y of a given smooth function f of several variables. Moreover, we will denote (unless otherwise stated) by f ′ , f ′′ etc. the derivatives with respect to its argument of a smooth function f of a single variable.
At initial time the company is faced with two possible actions: extract or wait. On the one hand, suppose that at time zero the company does not extract for a short time period ∆t, and then it continues by following the optimal extraction rule (if one exists). Since this action is not necessarily optimal, it is associated to the inequality
Then supposing V is C 2,1 (R × [0, ∞)), we can apply Itô's formula, divide by ∆t, invoke the mean value theorem, let ∆t → 0, and obtain
Here L is given by the second order differential operator
On the other hand, suppose that the company immediately extracts an amount ε > 0 of the commodity, sells it in the market, and then follows the optimal extraction rule (provided that one exists). With reference to (2.4) , this action is associated to the inequality
which, adding and substracting V (x − αε, y), dividing by ε, and letting ε → 0, yields
Since only one of those two actions can be optimal, and given the Markovian nature of our setting, the previous inequalities suggest that V should identify with an appropriate solution w to the Hamilton-Jacobi-Bellman (HJB) equation
with boundary condition w(x, 0) = 0 (cf. Proposition 3.1), and satisfying the growth condition in (3.1). Equation (3.10) takes the form of a variational inequality with state-dependent gradient constraint.
With reference to (3.10) we introduce the waiting region in which we expect that it is not optimal to extract the commodity, and the selling region where it should be profitable to extract and sell the commodity. In the following, we will denote by W the topological closure of W. The next theorem shows that a suitable solution to HJB equation (3.10) identifies with the value function, whenever there exists an admissible extraction rule that keeps (with minimal effort) the state process (X, Y ) inside W. 
, solves HJB equation (3.10) with boundary condition w(x, 0) = 0, is increasing in y, and satisfies the growth condition
Moreover, suppose that for all initial values (x, y) ∈ R × (0, ∞), there exists a process ξ ⋆ ∈ A(y) such that
Proof. The proof is organized in two steps. Since by assumption w(x, 0) = 0 = V (x, 0), x ∈ R, in the following argument we can assume that y > 0.
Step 1. Let (x, y) ∈ R × (0, ∞) be given and fixed. Here, we show that V (x, y) ≤ w(x, y). Let ξ ∈ A(y), and for N ∈ N set τ R,N := inf{s ≥ 0 :
which used into (3.16) gives the equivalence
Since w satisfies (3.10) and w ≥ 0, by taking expectations on both sides of the latter equation, and using that E[M τ R,N ] = 0, we have
We now want to take limits as N ↑ ∞ and R ↑ ∞ on the right-hand side of the equation above. To this end notice that one has a.s. 18) and the right-hand side of (3.18) is integrable by (3.7) and (3.8) . Hence, we can invoke the dominated convergence theorem in order to take limits as R ↑ ∞ and then as N ↑ ∞, so as to get
Step 2. Here, we prove that V (x, y) ≥ w(x, y) for any (x, y) ∈ R × (0, ∞). Let ξ ⋆ ∈ A(y) satisfying (3.14) and (3.15) , and let τ ⋆ R,N :
Then, by employing the same arguments as in Step 1, all the inequalities become equalities and we obtain
where ξ ⋆,c denotes the continuous part of ξ ⋆ . If now
then we can take limits as R ↑ ∞ and N ↑ ∞, and by (3.18) 
To complete the proof it thus only remains to prove (3.21), and we accomplish that in the following. Since y → w(x, y) is increasing by assumption, we have by (3.13) and (3.3) that
Taking expectations and employing Hölder's inequality
To take care of the third expectation on right hand side of (3.22), observe that by Itô's formula we have (in both cases b = 0 and b > 0)
, for some constant C 1 > 0, and therefore an application of the Burkholder-Davis-Gundy's inequality (see, e.g., Theorem 3.28 in [22] ) gives
for a suitable C 2 > 0. Then taking expectations in (3.23), employing (3.24), we easily obtain that there exists a constant C 3 > 0 such that
Hence, when taking limits as R ↑ ∞ and N ↑ ∞ in (3.22), the right-hand side of (3.22) converges to zero, thus proving (3.21) and completing the proof.
Constructing the Optimal Solution
We make the guess that the company extracts and sells the commodity only when the current price is sufficiently large. We therefore expect that for any y > 0 there exists a critical price level G(y) (to be endogenously determined) separating the waiting region W and the selling region S (cf. (3.11) and (3.12)). In particular, we suppose that
According to such a guess, and with reference to (3.10), the candidate value function w should satisfy
It is well known that (4.3) admits two fundamental strictly positive solutions ϕ(x) and ψ(x), with the former one being strictly decreasing and the latter one being strictly increasing. Therefore, any solution to (4.3) can be written as
for some functions A(y) and B(y) to be found. In both cases b = 0 and b > 0 (cf. (2.2)), the function ϕ increases exponentially to +∞ as x ↓ −∞ (see, e.g., Appendix 1 in [6] ). In light of the growth conditions of V proved in Proposition 3.1, we therefore guess B(y) = 0 so that
For all (x, y) ∈ S, w should instead satisfy
To find G(y) and A(y), y > 0, we impose that w ∈ C 2,1 , and therefore by (4.4), (4.5), and (4.6) we obtain for all (x, y) ∈ W ∩ S, i.e. x = G(y), that
From (4.7) and (4.8) one can easily derive that A(y) and G(y), y > 0, satisfy
In the following we continue our analysis by studying separately the cases b = 0 and b > 0, corresponding to a fundamental price of the commodity that is a drifted Brownian motion and an Ornstein-Uhlenbeck process, respectively. We will see that the form of the optimal extraction rule substantially differs among these two cases, and we will also provide a quantitative explanation of this by identifying an optimal stopping problem related to our optimal extraction problem (see Section 4.2.1 and Remark 4.16 below).
b = 0:
The Case of a Drifted Brownian Motion Fundamental Price. We start with the simpler case b = 0, and we therefore study the company's extraction problem (2.3) when the fundamental commodity's price is a drifted Brownian motion.
, and consequently (4.3) reads as
The increasing fundamental solution ψ to the latter equation is given by
For future use, we notice that n solves B(n) = 0 with
Upon observing that ψ ′ (x) 2 − ψ(x)ψ ′′ (x) = 0 for all x ∈ R, we see that any explicit dependency on y disappears in (4.9), and we therefore obtain that the critical price G(y) identifies for any y > 0 with the constant value
which uniquely solves the equation (x ⋆ − c)n − 1 = 0 (cf. (4.9) and (4.11)).
Moreover, by using either (4.7) or (4.8), and by imposing A(0) = 0 (since we must have V (x, 0) = 0 for all x ∈ R; cf. Theorem 3.2), the function A in (4.4) is given by A(y) := 1 αn 2 e −cn−1 1 − e −αny , y ≥ 0. In light of the previous findings, the candidate waiting region W is given by
and we expect that the selling region S is such that S = S 1 ∪ S 2 , where
In S 1 , we believe that it is optimal to deplete immediately the reservoir. In S 2 the company should make a lump sum extraction of size (x − x ⋆ )/α, and then sell the commodity continuously and in such a way that the joint process (X, Y ) is kept inside W, until there is nothing left in the reservoir. These considerations suggest to introduce the candidate value function
(4.14)
Notice that the first term in the second line of (4.14) is the continuation value starting from the new state (x ⋆ , y − x−x ⋆ α ), and that w above is continuous by construction. From now on, we will refer to the critical price level x ⋆ as to the free boundary.
The next proposition shows that w actually identifies with the value function V .
for a suitable constant K > 0. Moreover, it identifies with the value function V from (2.3), and the admissible control .13), is an optimal extraction strategy.
Proof. The proof is organized in steps.
Step 1. We start proving that w ∈ C 2,1 (R × [0, ∞)). One can easily check that w(x, 0) = 0 for any x ∈ R, and that w is continuous on R × [0, ∞) (recall also the comment after (4.14)). For all (x, y) ∈ W we derive from (4.14)
Also, for all (x, y) ∈ S 2 we find from (4.14) by direct calculations that
Finally, for (x, y) ∈ S 1 we have
From the previous expressions it is now straightforward to check that w ∈ C 2,1 (R × [0, ∞)) upon recalling x ⋆ = c + 1 n (cf. (4.13)).
Step 2. Here we prove that w solves HJB equation (3.10). By construction we have −αw x (x, y) − w y (x, y) + x − c = 0 for (x, y) ∈ S, and Lw(x, y) − ρw(x, y) = 0 for (x, y) ∈ W. Hence it remains to prove that −αw x (x, y) − w y (x, y) + x − c ≤ 0 for (x, y) ∈ W and Lw(x, y) − ρw(x, y) ≤ 0 for (x, y) ∈ S. This is accomplished in the following.
On the one hand, letting (x, y) ∈ W we obtain from the first equation in (4.17) and (4.18) that
where the last inequality is due to e (x−c)n−1 ≥ (x − c)n, which derives from the well-known property of the exponential function e q ≥ q + 1 for all q ∈ R.
On the other hand, for (x, y) ∈ S 1 we find from the third line of (4.14) and (4.21) that
We now want to prove that
In order to study the sign of ∂H 1 ∂y , we need to distinguish two cases. If a ≤ 0, then it follows immediately ∂H 1 ∂y (x, y) ≤ 0. If a > 0, then recall B from (4.12) and notice that because
To obtain the first equality in the equation above we have used the second line of (4.14), (4.19) , and that n solves B(n) = 0 with B as in (4.12) . Notice that
but the latter inequality holds for any x ≥ x ⋆ since we have proved above that for a > 0 we have ρ a ≥ n, and therefore,
Hence, in any case, H ′ 2 (x) ≤ 0 for all x ≥ x ⋆ , and then Lw − ρw ≤ 0 in S 2 . Combining all the previous findings we have that w is a C 2,1 (R × [0, ∞)) solution to the HJB equation (3.10).
Step 3. Here we verify that w satisfies all the requirements needed to apply Theorem 3.2. The fact that y → w(x, y) is increasing in W and S 2 easily follows from (4.18) and (4.20), respectively. The monotonicity of w(x, ·) in S 1 is instead due to (4.21) and to the fact that
In order to show the upper bound in (4.15), notice that
where we have used that y > (x − x ⋆ )/α for all (x, y) ∈ S 2 . Finally, for all (x, y) ∈ S 1 it is clear that
Hence, from (4.22)-(4.24) we see that w satisfies the required growth condition.
We now show the nonnegativity of w. For all (x, y) ∈ W one clearly has w(x, y) ≥ 0, and one also finds that for all (x, y) ∈ S 2
Step 4. The control ξ ⋆ given by (4.16) is admissible, and satisfies (3.14) and (3.15 ). Since by Step 1 and Step 2 w is a C 2,1 -solution to the HJB equation (3.10), and by Step 3 satisfies all the requirements of Theorem 3.2, we conclude that
by Theorem 3.2.
Remark 4.2. Notice that, as α ↓ 0, the optimal extraction rule ξ ⋆ of (4.16) converges to the extraction rule ξ that prescribes to instantaneously deplete the reservoir as soon as the price reaches x ⋆ ; i.e., defining, for any given and fixed (x, y) ∈ R × [0, ∞), τ (x, y) := inf{t ≥ 0 :
x + at + σW t ≥ x ⋆ }, one has ξ t = 0 for all t < τ (x, y) and ξ t = y for all t ≥ τ (x, y). The latter control can be easily checked to be optimal for the extraction problem in which the company does not have market impact (i.e. α = 0).
b > 0:
The Case of a Mean-Reverting Fundamental Price. In this section we assume b > 0, and we study the optimal extraction problem (2.3) when the commodity's price evolves as a linearly controlled Ornstein-Uhlenbeck process
. Before proceeding with the construction of a candidate optimal solution for (2.3), in the next lemma we recall some important properties of the (uncontrolled) Ornstein-Uhlenbeck process that will be needed in our subsequent analysis. Their proof can be found in Appendix A. 3.9) ). Then the following hold true.
(1) The strictly increasing fundamental solution to the ordinary differential equation Lu − ρu = 0 is given by where
is the Cylinder function of order β and Γ( · ) is the Euler's Gamma function (see, e.g., Chapter VIII in [3] ). Moreover, ψ is strictly convex.
(2) Denoting by ψ (k) the k-th derivative of ψ, k ∈ N, one has that ψ (k) is strictly convex and it is (up to a constant) the positive strictly increasing fundamental solution to
For any y > 0, from (4.9) we find a representation of A(y) in terms of G(y); that is,
. For our subsequent analysis it is convenient to look at G as a function of the state variable y ∈ (0, ∞), and, in particular, we conjecture that it is the inverse of an injective nonnegative function F to be endogenously determined together with its domain and its behavior. This is what we are going to do in the following. From now on we set G ≡ F −1 .
Since we have V (x, 0) = 0 (cf. Theorem 3.2) for any x ∈ R, we impose A(0) = 0. Then, from (4.27) we obtain the boundary condition (4.28)
x
In fact, existence and uniqueness of such x 0 is given by the following (more general) result. Its proof can be found in Appendix A. From (4.7) and (4.8) we have (4.29) and the denominator of A ′ (y) is nonzero due to Lemma 4.3-(3). Now, we define the functions M : R → R and N :
and, by differentiating M and rearranging terms, we obtain
However, by noticing that M (x) = A(F (x)) (cf. (4.27) and (4.30)), the chain rule yields The following useful corollary immediately follows from the proof of Lemma 4.4.
Corollary 4.6. One has
By integrating (4.31) in the interval [x, x 0 ], for x ∈ (x ∞ , x 0 ], and using the fact that F (x 0 ) = 0 (cf. (4.28)), we obtain
which is well defined, but possibly infinite for x = x ∞ . In the following we will refer to F as to the free boundary. We now prove properties of F that have been only conjectured so far.
Proposition 4.7. The free boundary F defined in (4.32) is strictly decreasing for all x ∈ (x ∞ , x 0 ) and belongs to C ∞ ((x ∞ , x 0 ]). Moreover, Proof.
Step 1. We start by proving the claimed monotonicity. Notice that by (4.32) one has F ′ (z) = −Θ(z), where the function Θ : (x ∞ , ∞] → R is given by Corollary 4.6 . Therefore the denominator of Θ is strictly negative for any z ∈ (x ∞ , x 0 ). Again, an application of Corollary 4.6 implies that the numerator of Θ is strictly negative for any z ∈ (x ∞ , x 0 ), and therefore Θ > 0 and F ′ < 0. Thus, we conclude that F is strictly decreasing.
Step 2. To prove (4.33), recall that from
which is continuous and nonnegative by Step 1. Notice that h/Φ = Θ, with Θ as in Step 1. By de l'Hopital's rule,
Thus, for any ε > 0, we let δ ε be as above, and we take x ∈ (x ∞ , x ∞ + δ ε ). Then, recalling (4.32), we see that there exists a constant C > 0 (possibly depending on x ∞ and x 0 , but not on x) such that
Finally, since the integrand in (4.32) is a C ∞ -function on (x ∞ , x 0 ], it follows that F is so as well.
Remark 4.8. The critical price levels x 0 and x ∞ have a clear interpretation. x 0 is the free boundary arising in the optimal extraction problem when we set α = 0, so that the company's actions have no market impact. x ∞ is the free boundary of the optimal extraction problem when there is an infinite amount of commodity available in the reservoir, i.e. y = ∞.
Given F as above, we now introduce the sets S 1 and S 2 that partition the (candidate) selling region S: We now make a guess on the structure of the optimal strategy in terms of the sets W and S 1 and S 2 . If the current price x is sufficiently low, and in particular it is such that x < F −1 (y) (i.e. (x, y) ∈ W), we conjecture that the company does not extract, and the payoff accrued is just the continuation value A(y)ψ(x). Whenever the price attempts to cross the critical level F −1 (y), then the company makes infinitesimal extractions that keep the state process (X, Y ) inside the region {(x, y) ∈ R × (0, ∞) : x ≤ F −1 (y)}. If the current price x is sufficiently high (i.e. x > F −1 (y)) and the current level of the reservoir is sufficiently large (i.e. lies in S 2 ), then the company makes an instantaneous lump sum extraction of suitable amplitude z, and pushes the joint process (X, Y ) to the locus of points {(x, y) ∈ R × (0, ∞) : y = F (x)}, and then continues extracting as before. The associated payoff is then the sum of the continuation value starting from the new state (x − αz, y − z), and the profits accrued from selling z units of the commodity, that is (x − c)z − 1 2 αz 2 . If the current capacity level is not large enough (i.e. y ≤ x−x 0 α , so that (x, y) ∈ S 1 ), then the company immediately depletes the reservoir. This action is associated to the net profit (x − c)y − 1 2 αy 2 . In light of the previous conjecture we therefore define our candidate value function as
where, for any (x, y) ∈ S 2 , we denote by z := z(x, y) the unique solution to
In fact, its existence and uniqueness is guaranteed by the next lemma, whose proof is in Appendix A. Next, we verify that w is a classical solution to the HJB equation (3.10) . This is accomplished in the next two results. Proof. Continuity is clear by construction. We therefore need to eveluate the derivatives of w.
Denoting by Int(·) the interior of a set, we have by (4.34) that for all (x, y) ∈ Int(W) (4.38) and that for all (x, y) ∈ Int(S 1 )
The previous equations easily give the continuity of the derivatives in Int(W), Int(S 1 ) and in R × {0}.
To evaluate w x , w xx and w y for (x, y) ∈ Int(S 2 ), we need some more work. From (4.35), we calculate the derivatives of z = z(x, y) with respect to x and y by the help of the implicit function theorem, and we obtain for any (x, y) ∈ Int(S 2 ). Moreover, recalling that we have set G ≡ F −1 , and taking y = F (x − αz), we find from (4.7)
and from (4.8)
By differentiating w with respect to x strictly inside S 2 (cf. the second line of (4.34)), and using (4.40) and (4.42), we obtain Equations (4.44)-(4.46) hold for any (x, y) ∈ Int(S 2 ), and give that w ∈ C 1,2 (Int(S 2 )). Now, let (x n , y n ) n ⊆ Int(S 2 ) be any sequence converging to (x, F (x)), x ∈ (x ∞ , x 0 ]. Since lim n→∞ z(x n , y n ) = 0 by continuity of z, and because A, ψ, ψ ′ and ψ ′′ are also continuous, we conclude from (4.38) and (4.44)-(4.46) that w ∈ C 2,1 (W ∩ S 2 ), where W and S 2 denote the closures of W and S 2 .
In order to prove that w ∈ C 2,1 (S 1 ∩ S 2 ), consider a sequence (x n , y n ) n ⊆ S 2 converging to (x, x−x 0 α ), x ≥ x 0 . Again by the continuity of F and exploiting that F (x 0 ) = 0 we get lim n→∞ z(x n , y n ) = 1 α (x − x 0 ). Therefore, we have w ∈ C 2,1 (S 1 ∩ S 2 ) by (4.39) and (4.44)-(4.46), and upon employing A(F (0)) = 0 and ψ(x 0 )A ′ (F (0)) = ψ(x 0 ) ψ ′ (x 0 ) = x 0 − c by (4.43). Collecting all the previous results, the claim follows. Proof. The claimed regularity follows from Lemma 4.10, whereas we see from (4.34) that w(x, 0) = 0 since A(0) = 0. Hence, we assume in the following that y > 0. Moreover, it is important to recall that in (4.7) and (4.8) we have set G ≡ F −1 .
By construction Lw(x, y) − ρw(x, y) = 0 for all (x, y) ∈ W. Moreover, −αw x (x, y) − w y (x, y) + (x − c) = 0 for all (x, y) ∈ S 1 . Also, −αw x (x, y) − w y (x, y) + (x − c) = 0 for all (x, y) ∈ S 2 by employing (4.44) and (4.46), and observing that from (4.7) one has
Lw(x, y) − ρw(x, y) ≤ 0, ∀(x, y) ∈ S = S 1 ∪ S 2 (4.48)
In Step 1 below we prove that (4.47) holds, whereas the proof of (4.48) is separately performed for S 1 and S 2 in Step 2 and Step 3 respectively.
Step 1. Here we prove that (4.47) holds for any (x, y) ∈ W. Notice that (4.7) gives
Then, by using the first and the third equation of (4.38), and (4.49), we rewrite the left-hand side of (4.47) (after rearranging terms) as
for any (x, y) ∈ W. Here, we have defined
Since Q(q, q) = 0, in order to have (4.47) it suffices to show that one has (recall that (x ∞ , x 0 ] is the domain of F )
We prove this in the following. Differentiating Q with respect to x, and using (4.27), gives
ψ ′′ (x∞) . Then, after some simple algebra, we have
where the last inequality is due to the fact that x → ψ ′′ (x) is strictly increasing. Moreover, we find
ψ(x 0 ) < 0 is strictly decreasing. By differentiating Q x of (4.51) with respect to q one obtains
where we have introduced the function
By Corollary 4.6 we have that
for all q ∈ [x ∞ , x 0 ]. Hence, the term multiplying Φ in the right-hand side of (4.53) is negative.
In light of (4.55), we know that Φ(x, q) is increasing in q for q ≥ x. We now have three possible cases.
(a) If Φ is such that Φ(x, q) < 0 for all q ∈ [x ∞ , x 0 ], then by (4.56) (and noticing that the function in (4.56) in fact appears in the numerator of Q xq ) we must have Q xq (x, q) ≥ 0 for all q ∈ [x ∞ , x 0 ], so that
From (4.57)-(4.59), we then conclude that (4.47) holds for any (x, y) ∈ W such that x ≤ x ∞ . Now, take x ∈ (x ∞ , x 0 ] and let q ∈ [x, x 0 ]. For q = x we find from (4.51) that
Then, proceeding as above, from (4.52) and (4.60), we obtain that Q x (x, q) ≥ 0 for all
Hence, in conclusion, Q x (x, F −1 (y)) ≥ 0 for all x ≤ F −1 (y) and y > 0, and (4.47) is then established.
Step 2. Here, we show that (4.48) holds in S 1 . Settinḡ Clearly Q(x, 0) = 0. Also, since (x, y) ∈ S 1 is such that y ≤ 1 α (x − x 0 ) and x ≥ x 0 , we have
where the last inequality is due to x 0 ≥x. Hence Lw(x, y) − ρw(x, y) ≤ 0 on S 1 .
Step 3. Here we provide the proof of (4.48) in S 2 , separately for the two cases: (i) a−bc ≤ 0 and (ii) a − bc > 0, and different approaches are followed in these two cases (see also Remark 4.12 below).
(i) Assume a − bc ≤ 0. Let (x, y) ∈ S 2 be given and fixed, and recall that x ≥ F −1 (y) and y > 1 α (x − x 0 ) for all (x, y) ∈ S 2 . By employing (4.44) and (4.45), and observing that from (4.3) one has
z=z(x,y) = 0, (4.61)
we get
z=z(x,y)
. .
Observe that Q(F −1 (y), y) = 0 since z(F −1 (y), y) = 0 (cf. (4.36) ). Hence, it suffices to show that Q x (x, y) < 0 for all (x, y) ∈ S 2 . Differentiating Q with respect to x gives
Since z x > 0 and αz x < 1 (cf. (4.40) and recall that F ′ < 0), and x ≥ F −1 (y) ≥ x ∞ , we find This shows that Q < 0 on S 2 , and therefore that w solves (4.48) in S 2 if a − bc ≤ 0.
(ii) Assume that a − bc > 0. In this case, as discussed in Remark 4.12, we did not succeed proving (4.48) by studying the sign of Lw − ρw as done in (i) above. Therefore, we follow a different approach which is based on that developed in the proof of Lemma 6.7 in [4] . Here we just provide the main ideas, since most of the arguments follow from [4] .
Let (x, y) ∈ W ∩ S 2 be given and fixed, and consider an arbitrary z o > 0. From (4.35) we find z(x + αz o , y + z o ) = z o , and employing the latter we have from (4.34), (4.44) and (4.45) that
Notice that U (0) = 0, hence to show negativity of U it suffices to prove that
after rearranging terms, and adding and substracting the term b(x − c) to obtain the second equality above. Now, define the function
and notice that
for the first equality, and Lemma 4.3-(2) with k = 1 for the second equality. Moreover, To prove that the right-derivative U ′ (0+) is negative, we now explain how to employ in our setting the arguments of the proof of Lemma 6.7 in [4] . First of all, we discuss the standing Assumption 2.2 in [4] . Conditions C2 and C3 are satisfied for f (x) ≡ x − c. If a − bc > 0, then Condition C5 in Assumption 2.2 of [4] is satisfied for f (x) ≡ x − c,σ ≡ σ, β + δ ≡ ρ, σρσ ≡ a, and β ≡ b. Moreover, all the other requirements in Assumption 2.2 of [4] are not needed in our case. Indeed, Condition C6 guarantees the existence and uniqueness of (in our terminology) x 0 and x ∞ , that we already have by Lemma 4.4; Condition C4 only ensures a growth condition on the value function that we have from Proposition 3.1, whereas, in our setting, Condition C1 of [4] just means that the discount factor must be strictly positive.
Then, after reformulating our singular stochastic control problem as a calculus of variations problem where one seeks for a decreasing C 1 function triggering a strategy of reflecting type (see Section 4 in [4] ), proceeding as in Section 5 of [4] (see in particular Theorem 5.6 therein), one can prove that our free boundary F −1 is a (one-sided) local maximizer of our performance criterion (2.4) . Hence, a contradiction argument as that in the proof of Lemma 6.7 in [4] also applies in our case and yields that U ′ (0+) ≤ 0. This completes the proof. (1) As we have seen, the proof of (4.48) in S 2 when a−bc > 0 requires a different analysis, and here we try to explain why a more direct approach seems not to lead to the desired result. Assuming a − bc > 0, if one aims at proving (4.48) by studying the sign of Lw − ρw in S 2 , given that z := z(x, y) ≥ 0 for all (x, y) ∈ S 2 , one could try to prove that (cf. (4.62))
is negative for any (x, y) ∈ S 2 . Calculations, employing (4.7) and the definition of A ′ (cf. (4.29) ), reveal that for any y > 0 one has L(F −1 (y), y) = χ(F −1 (y)), where, for any u ∈ (x ∞ , x 0 ], we have set 4.44) ), one has that L rewrites as L(x, y) = a − bx − ρ(x − c) + 1 2 ραz + bαz − bαw x (x, y), and because αz x < 1 by (4.40) and w xx ≥ 0 by (4.45), it is easy to see that L x < 0 on S 2 .
Hence, to prove that L < 0 on S 2 it would suffice to show that χ < 0 on (x ∞ , x 0 ]. However, we have not been able to prove this property due to the unhandy implicit expression of the function ψ, even if a numerical investigation seems to confirm negativity of χ. For this technical reason in Step 3-(ii) of the proof of Theorem 4.11 we have hinged on arguments as those originally developed in [4] to address the case a − bc > 0.
(2) It is also worth noticing that the calculus of variations approach of [4] would have not been directly applicable for any choice of the parameters. Indeed, when a − bc < 0, the function κ of (4.65) is increasing and therefore has not the monotonicity required in Condition C5 of Assumption 2.2 of [4] . However, under such a parameters' restriction, direct calculations as those developed in Step 3-(i) of the proof of Proposition 4.11 lead to the desired result. This fact suggests that a combined use of the calculus of variations method and of the more standard direct study of the HJB equation could be successful in complex situations where neither of the two methods seem to leed to the proof of optimality of a candidate value function for any choice of the model's parameters.
We conclude by showing that w of (4.34) identifies with the value function V . As a byproduct we also provide an optimal extraction rule. We first need the following technical result. Its proof follows by suitably adopting the classical result in [10] , upon considering the following joint process (X, ζ) as a (degenerate) diffusion in R 2 with oblique reflection in the direction (−α, −1) at the C ∞ -free boundary F (see also [4] , Remark 4.2). Lemma 4.13. Let (x, y) ∈ R × (0, ∞), F be given as in (4.32), z := z(x, y) solving (4.35), and let ∆ := ∆(x, y) = y1 {(x,y)∈S 1 } + z1 {(x,y)∈S 2 } . Then there exists a (pathwise) unique F-adapted continuous (X, ζ), with ζ increasing, such that
for any 0 ≤ t ≤ τ ζ , τ ζ := inf{t ≥ 0 : ζ t ≥ y − ∆}, and starting point (X 0 , ζ 0 ) = (x − α∆, 0). Theorem 4.14. Recall the functions F and w from (4.32) and (4.34), respectively. The function w identifies with the value function V from (2.3), and the optimal extraction strategy, denoted by ξ ⋆ , is given by
with ξ ⋆ 0− = 0, and with ∆, ζ, and τ ζ as in Lemma 4.13. Proof. We aim at applying Theorem 3.2. We already know that w ∈ C 2,1 (R × [0, ∞)) is a solution to the HJB equation (3.10) by Lemma 4.10 and Proposition 4.11, and that satisfies w(x, 0) = 0 for all x ∈ R. Moreover, the function w is increasing with respect to y. To see that, notice that one has from (4.29) that A ′ (y) > 0, for y > 0 (since the denominator of (4.29) is positive by Lemma 4.3-(3) and the numerator is positive as well due to F −1 (y) ≥ x ∞ ), and this gives w y > 0 on W and on S 2 (cf. (4.38) and (4.46)). Also, one can easily check from (4.39) that w y ≥ 0 on S 1 because y ≤ (x − x 0 )/α and x 0 > c.
To prove the upper bound in (3.13) , recall that (cf. (4.27))
, y ≥ 0.
Since x 0 ≥ F −1 (y) ≥ x ∞ for any y ≥ 0, by using that ψ, ψ ′ and ψ ′′ are continuous we have that there exists a constant K > 0 such that A(y) ≤ K for all y ≥ 0. Hence, by (4.34) we have w(x, y) ≤ Kψ(F −1 (y)) ≤ Kψ(x 0 ) for all (x, y) ∈ W. Moreover, 0 ≤ z(x, y) ≤ y for all (x, y) ∈ S 2 and thus (x − c)z − 1 2 αz ≤ (x − c)z ≤ (x − c)y. Since the upper bound in (3.13) is clearly satisfied in S 1 , we conclude that there exists a constant K > 0 such that w(x, y) ≤ Ky(1 + y)(1 + |x|) for all (x, y) ∈ R × (0, ∞).
As for the nonnegativity of w, notice that for all (x, y) ∈ S 1 we have
Moreover, the nonnegativity of ψ and A imply w(x, y) ≥ 0, for all (x, y) ∈ W, and also, given (x, y) ∈ S 2 , we have
α and x ∞ > c. Therefore w ≥ 0 on R × [0, ∞). Now, since ξ ⋆ satisfies (3.14) and (3.15) , by Theorem 3.2 we therefore conclude that w identifies with V , and that ξ ⋆ is an optimal extraction strategy. 
4.2.1.
A Related Optimal Stopping Problem. In this section we show that the directional derivative u := αV x + V y identifies with the value function of an optimal stopping problem. Such a result is consistent with that obtained -for a different model with Brownian dynamics -in [21] , where connections between finite-fuel singular stochastic control problems and questions of optimal stopping have been studied. where the optimization is taken over the set of F-stopping times. Moreover, for F as in (4.32), we have that the stopping time
, is optimal in (4.67).
Proof. For the rest of this proof, y ∈ [0, ∞) will be given and fixed. Notice that u(·, y) ∈ C 1 (R) by construction (cf. (4.7) and (4.8)). Moreover, direct calculations on (4.34) show that u xx (·, y) ∈ L ∞ loc (R). We now show that u(·, y) solves the HJB equation
Recall the selling region S and the waiting region W. Let x ∈ R be such that (x, y) ∈ W, and notice that by (4.34) we have
Then, since u = αV x + V y ,
upon using that ψ (k) satisfies Lemma 4.3-(2) with k = 0, 1. Now, let x ∈ R be such that (x, y) ∈ S, so that u(x, y) = x − c (recall (4.5)). If (x, y) ∈ S 1 then x ≥ x 0 , and using that αbA(y)ψ ′ (x) > 0 we obtain The previous inequalities show that u(·, y) identifies with a W 2,∞ loc (R)-solution to (4.68). Then, a standard verification theorem based on an application of (a generalized version of) Itô's formula, implies that u(·, y) admits representation (4.67) and that the stopping time τ ⋆ (x; y) = inf{t ≥ 0 : X x t ≥ F −1 (y)} attains the supremum. Remark 4. 16 . A few comments are worth being done.
1. With regard to the connection between problems of singular stochastic control and questions of optimal stopping (see, e.g., [11] , [12] , [19] , and [21] as early contributions, and the introduction of the recent [9] for a richer literature review), we can interpret the stopping time τ ⋆ (x; y) as the optimal time at which an additional unit of the commodity should be extracted. Indeed, the underlying process at that time is such that, in economic terms, equality between the marginal expected optimal profit (i.e. αV x + V y ) and the marginal instantaneous net profit from extraction (i.e. x − c) holds. 2. If we do not consider price impact in our model (i.e. we take α = 0), it can be easily seen that the value function of the resulting optimal extraction problem V is such that
a result that is clearly consistent with (4.67). The integral term − τ 0 e −ρs αbA(y)ψ ′ (X x s )ds appearing in (4.67) can then be seen as a running cost/penalty whose effect increases with increasing price impact α. 3. It can be checked that the arguments of the proof of Proposition 4.15 carry over also to the case of a fundamental price given by a drifted Brownian motion, i.e. when b = 0 (cf. Section 4.1). As one would expect by setting b = 0 in the right-hand side of (4.67), in such a case it holds
so that the stopping problem related to the optimal extraction problem does not depend on the current level of the reservoir y. This explains why, in in the drifted Brownian motion case studied in Section 4.1, the free boundary x ⋆ triggering the optimal extraction rule is y-independent.
Comparative Statics Analysis
In this section, we study the sensitivity of the solution to the extraction problem separately for the case of a fundamental price given by a drifted Brownian motion (Section 5.1) and by an Ornstein-Uhlenbeck process (Section 5.2). In particular, in Section 5.1 we analytically determine the dependency of the free boundary x ⋆ of (4.13) and of the value function (4.14) on the parameters a and σ. In Section 5.2 we study analytically how the value function (4.34) and the critical price levels x 0 and x ∞ from Lemma 4.5 depend on a and σ, and, numerically, the sensitivity of the free boundary F with respect to a, σ and b.
Sensitivity Analysis in the Case of a Drifted Brownian Motion Fundamental
Price. Here we assume b = 0 in (2.2). Thanks to the explicit formula (4.13), studying the sensitivity of the free boundary x ⋆ with respect to the parameters a and σ is a simple exercise of differentiation.
Proposition 5.1. The free boundary x ⋆ of (4.13) is increasing with respect to both a and σ.
Proof. We look at the parameter n of (4.11) as a function of a and σ; that is, we set n(a, σ) := − a σ 2 + a σ 2
Then, it is not hard to find by direct calculations that
Clearly, if a ≤ 0 one has n a ≤ 0 and n σ ≤ 0. Then, suppose a > 0 and notice that
where the second inequality above follows by an application of the binomial formula. By using the first inequality of (5.3) in (5.1), and the second inequality of (5.3) in (5.2), one easily finds that n a (a, σ) ≤ 0, as well as n σ (a, σ) ≤ 0. Finally, the claim follows since x ⋆ is decreasing with respect to n (cf. (4.11)).
Proposition 5.2. The value function V defined in (2.3) is increasing with respect to a and σ.
Proof. Letâ > a andσ > σ. We show the monotonicity with respect to a and σ separately in two steps.
Step 1. Let (x, y) ∈ R × (0, ∞) be given and fixed. For any ξ ∈ A(y), we denote by X x,ξ t the solution to (2.2) when b = 0 and the drift isâ. One clearly has X x,ξ t ≥ X x,ξ t P-a.s. for any t ≥ 0. Therefore J (x, y, ξ) ≥ J (x, y, ξ) for any ξ ∈ A(y), whereĴ is given by (2.4) with underlying state ( X x,ξ , Y y,ξ ). Hence, we conclude
where V (x, y) := sup ξ∈A(y)Ĵ (x, y, ξ).
Step 2. To prove the monotonicity of V with respect to σ we adapt to our setting ideas from Theorem 4 in [2] . Let V be the value function when the volatility coefficient in (2.2) iŝ σ. Recall L as in (3.9) , and let L be as in (3.9) but with volatility coefficient σ. Then, for all (x, y) ∈ R × (0, ∞) we have
since V (·, y) is convex by the second equations in (4.17) and (4.19) , and the second equation of (4.21). Furthermore, since V is the value function of the optimal extraction problem when in (2.2) the volatility isσ, V must satisfy
for all (x, y) ∈ R × (0, ∞), and V (x, 0) = 0 for all x ∈ R. Now, arguing as in the first step of the proof of Theorem 3.2, by using (5.4) and (5.5), we obtain V ≥ V , and thus the claimed monotonicity.
Propositions 5.1 and 5.2 show that the higher the level of the drift a is, and hence the higher the expected prices are, the later the company starts extracting in order to obtain larger profits. Moreover, higher uncertainty, and hence larger price's fluctuations, are exploited by the company that then sells the commodity at higher prices and increases the resulting profits.
5.2.
Sensitivity Analysis in the Case of an Ornstein-Uhlenbeck Fundamental Price. We start by studying the sensitivity of x 0 and x ∞ (cf. Lemma 4.5) on the model parameters a and σ. In the following, when needed, we write g(·; a, σ) in order to emphasize the dependency of a given real-valued function g with respect to a and σ.
Recall that the fundamental increasing solution to the equation (L − ρ)u = 0 is given by (4.25) (see also (4.26) ). In the following, when needed, we denote by ψ (k) (x; a, σ) the k−th derivative with respect to x of ψ. By an application of the dominated convergence theorem one obtains the relation
Analogously, one finds The proof of the next result can be found in Appendix A. It employs (5.7).
Lemma 5.4. One has that ∂(ψ (k) (x; a, σ)/ψ (k+1) (x; a, σ)) ∂σ
The previous results on the dependency of ψ/ψ x with respect to a and σ (i.e. (5.8) and (5.9)) allow us to determine the dependency of x 0 and x ∞ on a and σ as well. One may intuitively expect that the company exploits a higher mean reversion level, and thus sells the commodity at higher prices. As an indication of this, we indeed find that x 0 , x ∞ , and the value function V increase as a increases.
In the following we denote by x 0 , x ∞ the unique solutions on (c, ∞) to (x − c)ψ x (x; a, σ) − ψ(x; a, σ) = 0 and (x − c)ψ xx (x; a, σ) − ψ x (x; a, σ) = 0, respectively. Also, V (x, y) denotes the value function when in (2.2) the mean-reversion level is a/b and the volatility is σ. Furthermore, we denote by V (x, y), (x, y) ∈ R × [0, ∞), the value function when in (2.2) the mean-reversion level isâ/b and the volatility is σ. We havê
Proof. For any given q ∈ R and σ > 0, set H(x; q, σ) := (x − c)ψ x (x; q, σ) − ψ(x; q, σ), x ∈ R. We have H x (x; q, σ) > 0 for all x > c. Moreover,
where we have used that H(x 0 ;â, σ) = 0 for the first equality, and Lemma 5.3 with k = 0 for the inequality. Thus, by monotonicity of H(·; q, σ) on (c, ∞), we havex 0 > x 0 . Analogously, we can prove thatx ∞ > x ∞ by employing Lemma 5.3 with k = 1.
In order to prove (5.10), we can proceed in the same way as in Step 1 of the proof of Proposition 5.2.
The next proposition shows that the critical price levels x 0 and x ∞ increase as the price's fluctuations become larger. where the inequality is due to Lemma 5.4 with k = 0. Since H(·; a, q) is increasing for all x > c we havex 0 > x 0 . Analogously, we can prove thatx ∞ > x ∞ by Lemma 5.4 with k = 1.
To prove (5.11) we can use the arguments employed in Step 2 of the proof of Proposition 5.2, upon noticing that V (·, y) is convex by the second equations in (4.38) and (4.39), and (4.45) (recall that A is positive and ψ is convex).
The semi-explicit nature of our results allows us to easily study numerically the dependency of the free boundary F with respect to a. This is shown in Figure 3 . We see that F increases as a increases: the higher the level of mean reversion is, the later the company starts extracting in order to obtain larger profits. Figure 4 shows the dependency of the curve x → F (x) with respect to σ. We see that the whole curve F increases as σ increases. We thus conclude that higher uncertainty, and hence higher fluctuations around the mean-reversion level, are exploited by the company which then sells the commodity at higher prices and increases its profits.
In Figure 5 , we can observe the sensitivity of the free boundary F with respect to b. Differently to what it is happening when increasing σ and a, now the whole curve F increases as b decreases, and in fact, as b ↓ 0, it converges to x ⋆ , which is the free boundary in the case b = 0 (i.e. related to the drifted Brownian motion case). This fact might be interpreted by saying that, if a > 0, a lower value of b leads the company to wait more since it expects to be able to sell the commodity at higher prices in the future.
k ∈ N, the function ψ (k) is strictly convex and identifies with the positive strictly increasing fundamental solution to (L − (ρ + kb))u = 0. By direct calculations, we find
that, by the help of Hölder's inequality (which is strict as f (k) (·, x) is not a multiple of f (k+2) (·, x)), gives
The latter is in fact equivalent to
Proof of Lemma 4.4.
Let k ∈ N ∪ {0} be given and fixed, and define Λ(x) := (x − c)ψ (k+1) (x) − ψ (k) (x), x ∈ R. We then have the following. We argue by contradiction, and we suppose x ∞ ≥ x 0 . Then by definition of x 0 and x ∞ we have
Since by Lemma 4.3
we have by (A-1) that
again due to Lemma 4.3. But this contradicts x ∞ ≥ x 0 .
Proof of Lemma 4.9.
First of all notice that for the existence of a solution z to (4.35) it is necessary that y −z ≥ 0 since F ≥ 0, and that x − αz ∈ (x ∞ , x 0 ] since the domain of F is (x ∞ , The first equality in (5.9) follows from (5.7). In order to prove the last inequality in (5.9), we find by Lemma 4.3-(2) that We now aim at establishing that the last term on the right-hand side of the latter equation is positive. With regard to (5.9) , this would clearly imply that ∂(ψ (k) (x;a,σ)/ψ (k+1) (x;a,σ)) ∂σ > 0. From (A-2) we have (ρ + (k + 1)b)ψ (k+1) (x; a, σ) = σ 2 2 ψ (k+3) (x; a, σ) + (a − bx)ψ (k+2) (x; a, σ), which then yields ψ (k) (x; a, σ) ψ (k+1) (x; a, σ) (ρ + (k + 1)b)ψ (k+1) (x; a, σ) 2 − (ρ + kb)ψ (k) (x; a, σ)ψ (k+2) (x; a, σ) = ψ (k) (x; σ) ψ (k+1) (x; a, σ) σ 2 2 ψ (k+3) (x; a, σ)ψ (k+1) (x; a, σ) + ψ (k+2) (x; a, σ) (a − bx)ψ (k+1) (x; a, σ) − (ρ + kb)ψ (k) (x; a, σ) = σ 2 2 ψ (k) (x; σ) ψ (k+1) (x; a, σ) ψ (k+3) (x; a, σ)ψ (k+1) (x; a, σ) − ψ (k+2) (x; a, σ) 2 > 0, where the last equality follows again by an application of (A-2), and the last inequality by 
