Imagine driving your car at night while its headlights display an annoying blinking behavior, switching on and off randomly. To add to the nuisance, the blinking has no definite time scale. In fact, although in most of your nightly journeys your headlights display quite rapid blinking, rendering at least some visibility, occasionally they remain off for almost the entire journey.
Ridiculous and impractical as that behavior may seem, such is the situation commonly encountered by nanoscientists: A wide variety of natural and artificial nanoscopic light emitters, from fluorescent proteins to semiconductor nanostructures, display a blinking behavior like that described above. The emission (on) and no-emission (off) periods have a duration that varies from less than a millisecond to several minutes and more. The probability of occurrence of the on and off times is characterized by a power law, which is a typical sign of high complexity and is fundamentally different from what is expected from the quantum jump mechanism of fluorescence blinking predicted at the dawn of quantum mechanics.
So what is the origin of the power-law blinking? Since it is a nearly universal behavior of single emitters, we tend to think there must be a fundamental answer. Remarkably, even a decade after the behavior was discovered, a satisfactory explanation of the power-law blinking has managed to evade all the experimental and theoretical efforts. That enigmatic luminescence blinking and its peculiar statistical consequences are the focus of this article.
Quantum jumps and fluorescence blinking
Almost a century ago, Niels Bohr proposed his now famous model in which electrons occupy discrete energy levels, or orbits, within the atom. That energy discretization led Bohr to the "quantum jump" prediction: Since electrons cannot be between states, they must undertake instantaneous leaps from one state to another. Direct experimental observation of quantum jumps had to wait until the mid-1980s, when individual ions could be trapped and addressed optically. The jumps were detected as interruptions in the fluorescence emission of single ions when a second electronic transition from a common ground or excited state was pumped in parallel (see box 1 on page 35). Later, in the early 1990s, experiments on single fluorescent molecules again revealed the occurrence of quantum jumps as interruptions of the fluorescence signal, this time due to weak transitions from the excited state to a long-lived triplet state (see box 1). Such fluorescence blinking has since become a hallmark of single quantum emitters.
The breakthrough of single-molecule detection brought unprecedented detail into many areas of physics and led to the discovery of numerous surprising effects. Individual nanoscale emitters can be used as fluorescent markers for a number of physical and chemical processes. By attaching them to large biomolecules, for instance, one can directly observe conformational changes and molecular function. Furthermore, one may follow trajectories of individual molecules and thereby track dynamics in a biological cell, for example. The great potential of single-molecule measurements is often restricted by two phenomena. The first one is obviously the blinking: If it occurs on a time scale relevant to the experiment, it complicates the retrieval of information. Second, measurements are limited by photobleaching: Excited molecules may use their excess energy to undergo irreversible chemical reactions that render them nonfluorescent.
Power-law blinking
Studies of the long time scales of blinking events had to await the construction of bleaching-resistant emitters. Those nanoscopic light sources, enabling virtually infinite measurement times, were semiconductor nanocrystals, commonly referred to as colloidal quantum dots. Described in box 2 on page 36, QDs are one of the most prominent examples of nano technology due to their fascinating size-dependent electronic and optical properties. 1 Fluorescence blinking of individual QDs was first observed in 1996 by a collaboration between the groups of Moungi Bawendi at MIT and Louis Brus, then at Bell Laboratories. 2 Actually, it was surprising to find QD blinking at all because no mechanism known at the time would affect a dot's emission. Adding to the surprise, the researchers immediately realized that the sojourn times-the times spent in the on and off states-were not exponentially distributed, a result that implied the presence of complex processes behind the new blinking phenomenon. Later, Masaru Kuno, David Nesbitt, and coworkers at JILA found that the probabilities of the on and off times follow a power law (see figure 1 ) of the form
where t is the length of the on or off sojourn time and the exponent α lies between 1 and 2 (typically close to 1.5). 3 The emission of single colloidal QDs can be monitored for hours, and the on and off times have a power-law distribution over several decades in time. Further experimentation showed that all colloidal QDs display the same kind of behavior, regardless of their size, composition, and structurewhether the QD consisted of a bare semiconductor core or of a core surrounded by an inorganic shell. Although an accurate determination of α is not trivial, some studies indicate that the on-and off-state exponents are identical and that they are independent of temperature and of the intensity of the exciting light source. Yet when the intensity is strong enough, exponential cutoffs of the distributions of the sojourn times are observed, usually leading to shorter maximum on times than off times. 4 In recent years different routes to circumvent photobleaching in other systems led to the discovery that powerlaw blinking is not exclusive to QDs. 5 The same power-law blinking has been uncovered in almost any type of single quantum emitter embedded in a disordered medium, including semiconductor nanorods and longer nanowires, organic molecules, fluorescent proteins, and conjugated polymers.
Statistical effects
The main property of power laws is their scale invariance. It can be seen from equation 1 that scaling the times by a constant factor c causes only proportional scaling of the whole function: P(ct) ϰ P(t). Variables with a power-law distribution have been observed in a wide variety of situations and are usually indicative of highly complex processes. Examples include the Gutenberg-Richter law for the distribution of earthquake sizes, scaling laws in biological systems (see the article by Geoffrey West and Jim Brown in PHYSICS TODAY, September 2004, page 36), the degree of links in social and
The first observations of quantum jumps were made in the mid-1980s when trapping and optical spectroscopy of individual ions became feasible. Those initial observations used a single ion (Ba + or Hg + ) that can undergo two distinct electronic transitions from one common state: a strong, highly probable transition and a weak, much less frequent one. When the ion was illuminated with light resonant with both transitions, the strong transition dominated and the ion performed many cycles of excitation and de-excitation, emitting a continuous stream of fluorescence photons. Eventually, the much less probable weak transition took place, with a de-excitation time orders of magnitude longer. Thus quantum jumps to the weak level were easily detected because they momentarily interrupted the strong fluorescence emission. In other words, the quantum jumps were evidenced by the fluorescence blinking.
As in the case of the ions, a molecule under appropriate illumination undergoes excitation and de-excitation cycles between singlet states, which leads to a stream of fluorescence photons (the fluorescence is "on"). Eventually, the excited molecule can undergo a transition to the lower-lying triplet state. Transitions between singlet and triplet states are forbidden by symmetry. In practice, they arise with small probability due to spin-orbit coupling. The decay from the triplet state to the singlet ground state therefore takes a relatively long time. The fluorescence emission is interrupted ("off") during the residence time in the triplet state, so here, too, a blinking fluorescence signal is observed. Such blinking is evident in the time trace. The times spent in the on state (above the horizontal intensity threshold) and in the off state (below the threshold) are exponentially distributed, as shown in the histogram, in perfect agreement with the predictions of the quantum jump theory. It is evident from equation 1 that ∫ 0 ∞ t P(t)dt = ∞. Thus the average on and off times diverge! That makes for a rather uncomfortable situation in physics, since it is a common practice to try to identify the inherent scale of a problem. However, systems described by power laws don't have a characteristic scale. Interestingly, unlike previous examples of scale-free processes, blinking single emitters exhibit that behavior at the singleparticle level, which leads to what is called weak ergodicity breaking. 6 In practice, ergodicity means that time averages are equal to ensemble averages. Ergodicity is the foundation on which statistical mechanics is built, and it is often assumed to be valid when the time traces of signals are analyzed.
Imagine an experiment in which we collect the light emitted by an ideal QD under continuous excitation. For simplicity, assume the sojourn times in the on and off states are identically distributed with a probability given by equation 1. When the dot is in the on state, the intensity I of emitted light is I 0 , and when it is in the off state, the intensity is zero. Imagine now that we take many such dots and measure the emission intensity. Clearly, due to the assumed symmetry between on and off states, the ensemble average intensity ∀I¬ = I 0 /2. Now consider the time-averaged intensity Ī emitted by one individual dot in a period of length T:
If an average sojourn time exists, as it does when the distribution of sojourn times is exponential, and we make the measurement time T long enough, we would find the usual ergodic result that Ī = ∀I¬. However, if the time scale of the problem is infinite, as is the case with the power law of equation 1, we can never time-average long enough to obtain ergodicity. Instead, in some cases the dot is found in the on state (or the off state) for periods that are of the order of the measurement time, in which case the time-averaged intensity will be close to I 0 (or to zero). In other words, repeated measurements of time-averaged intensity on the same QD, under the same physical conditions, do not yield a reproducible result! Such randomness is, in fact, inherent. Stochasticity, of course, is not new, but in the situation we are addressing here, the long time average itself is a random variable. In the case of power laws, the ergodicity breaking is called weak because the QDs do explore their state space-each individual dot will jump many times between the two states, on and off. 
Box 2. Colloidal quantum dots
Colloidal quantum dots (QDs), like the cadmium selenide dot in the transmission electron micrograph below, are isolated, individual semiconductor nanocrystals that are chemically prepared with sizes between 2 and 6 nm. For sizes within that range, a number of properties undergo a transition between molecular and bulk values. As the size of the nanocrystals decreases, the motion of charge carriers is more and more restricted, an effect called quantum confinement. As a result, the smaller QDs have a larger bandgap and discrete energy levels. When illuminated with energies above the bandgap, QDs absorb light and generate an electron-hole pair, called an exciton, which may decay via the emission of a photon. By varying the dot's size and composition one can tune optical absorption thresholds and emission wavelengths across the visible region of the spectrum, as shown in the photograph of beakers with cadmium telluride QDs under UV illumination and in the plot of emission spectra. The dots in the photo range in size from 2.5 nm on the left to 5 nm on the right. From left to right in the plot, the CdTe dot sizes are 2-6 nm, the CdHgTe dots 3-6 nm, and the HgTe dots 2. Strong ergodicity breaking would mean that some of the dots remain always in the on state, while others are always in the off state. For more on the ergodicity breaking of QD blinking, see box 3 on page 38.
Physical mechanisms
What could be the physical process behind the fluorescence intermittency? Most of the proposed blinking mechanisms are inspired by work done in the late 1980s by Alexander Ekimov, Alexander Efros, and coworkers at the Ioffe Institute in Saint Petersburg, who examined cadmium sulfide nanocrystals embedded in glass matrices. 7 Those nanocrystals were the first that showed size-dependent quantum effects. In that system, Ekimov and colleagues found that electrons from excited QDs could escape from the dot into long-lived trap states in the glass. Furthermore, they observed that the luminescence of an ensemble of CdS QDs decreased with time under constant illumination. That "photodarkening" was explained by a mechanism called photoassisted Auger ionization, which accounted for all experimental observations: A doubly excited QD could expel an electron out of the dot by using the recombination energy of one of the excitons. The lone hole left in the dot rapidly takes up the energy of subsequently generated excitons and thus provides a fast, nonradiative relaxation pathway and reduced luminescence.
Soon after the observation of luminescence blinking of single QDs, Efros and Mervine Rosen at the US Naval Research Laboratory suggested the first possible explanation based on the above picture: the direct manifestation of the dynamics of photoassisted Auger ionization. 8 An off period starts when an electron is expelled from the QD, and it ends once the electron returns via a tunneling or thermally activated process (figure 2a). Within that picture, the blinking sequence on O off O on . . . corresponds to neutral dot O charged dot O neutral dot . . . . Although that model would explain why blinking occurs in QDs, it does not predict the power-law distributions of on and off times. Further, the requirement of a doubly excited QD suggests a quadratic dependence on the excitation intensity for the switching-off process, but such a dependence is not observed in the experiments. Still, the physical picture is intuitive and sensible, and different mechanisms for the ionization and neutralization of QDs have been investigated theoretically in efforts to account for the experimental observations. 9 Probably the simplest possibility is to consider that once the electron leaves the QD (such as by the photoassisted Auger process), it may diffuse in the vicinity of the QD before it returns (figure 2b). But if the electron can diffuse freely, it has a finite probability of escaping to infinity. That is related to a well-known theorem of George Pólya: The probability is one for a random walker to return to the origin in one or two dimensions, but it is less than one in three or more dimensions. Therefore, after some on-off cycles, the QD would remain off forever, simply because the electron escaped to infinity. However, when the electron is ejected to the surrounding matrix, the dot remains positively charged. Due to the Coulomb attraction, the electron cannot diffuse freely. Indeed, at room temperature the thermal energy is smaller than the Coulomb interaction energy within a distance of roughly 7 nm, which is larger than the typical dot size. Therefore, the escape probability is significantly reduced. In a model in which the electron is allowed to both diffuse and hop back to the dot from the matrix, either by tunneling or thermal activation, the probability of escape is zero and the power-law exponent α, though dependent on parameters of the model, varies around α = 3 ⁄ 2. The deviations can be small when diffusion is the main contributor to the electron's return to the dot.
Instead of diffusion in space, we may consider a "diffusion" of energy levels as suggested by Bawendi and coworkers at MIT. The idea is that electrons may escape from the dot and return to it via resonant tunneling between an excited state in the QD and a trap state, located outside the QD or at the surface (figure 2c). Then, switching between the on and the off states occurs only when the energy levels of the QD and the trap match. If we let an energy level diffuse, it may stay close to the resonant energy and perform many crosses (providing many chances to switch on or off), but it also may drift very far and take a long time to return to resonance. If the energy levels fluctuate randomly, one can use simple onedimensional random-walk theory to calculate the probability density function, which naturally leads to a power-law probability of on and off times with α = 3 ⁄ 2. An alternative tunneling mechanism to explain the power-law blinking was suggested by Kuno and coworkers at JILA and by Michel Orrit's group at the University of Leiden. Here again, an excited electron in the QD may tunnel to a trap site, presumably located on the surface of the capping shell or in the disordered matrix in the vicinity of the dot (figure 2d ). The off time is then determined by the recovery time of the electron, which for a tunneling mechanism is given by τ = τ 0 e r/ξ 0 , where 1/τ 0 is an attempt frequency, r is the distance between the QD and the trap, and ξ 0 is a length scale that can be obtained using the Wentzel-Kramers-Brillouin (WKB) theory. The off-time expression reflects that the further the trap is from the dot, the longer the recovery time. More importantly, τ depends exponentially on r, which means that small changes in r may induce large changes in τ. In the vicinity of the dot there are many traps, and each time an electron is ejected from the dot it will randomly choose one of those traps. If the traps are randomly located with an exponential distribution f(r) = 1/ξ 1 e −r/ξ 1 , one finds by change of variables that the probability density function of the off times is given by a power law with exponent α = 1 + ξ 0 /ξ 1 . Thus α is related to the two exponential length scales of the problem: ξ 1 describes the disorder of the relevant traps and ξ 0 gives the scale for exponential sensitivity of τ on r. It is reasonable to assume that the scales and hence α are not sensitive to temperature and, unlike the diffusion models, α is not necessarily fixed to 3 ⁄ 2. The main lesson to learn from this approach, sometimes called the exponential conspiracy, is that a simple transformation of standard random variables, with well-defined averages, may lead to power-law kinetics.
More puzzles
Each of the above theoretical frameworks has succeeded in explaining some of the characteristics of power-law blinking, but never all of them. For instance, a considerable number of research groups have reported exponents deviating from the α = 3 ⁄ 2 predicted by the diffusion models. The different exponents, which in some cases are found to depend on the environment, could be accounted for by the electron-tunneling model with a distribution of trap states, which also naturally accounts for the insensitivity of power-law blinking kinetics to temperature. However, that model fails to explain the power-law distribution of on times, which follows rather straightforwardly from the energy-level diffusion model. In addition, some observations can't be explained satisfactorily by any of the models in their present form. For example, a memory effect has recently been uncovered in the distributions of both the on and the off times: A long on time is followed with higher probability by another long on time. 10 The same happens with successive off times, but curiously, it does not happen for consecutive on and off times, which hints that the two processes might be independent.
All in all, some experiments have raised more questions than they answered, and conclusive experiments still have to To get a sense of how the breakdown of ergodicity comes about in power-law quantum dot (QD) blinking, first consider a situation of two gamblers, Paul and Ken, tossing a coin. Every time the coin shows heads (H), Ken gives a dollar to Paul, and when it shows tails (T), Paul gives Ken a dollar. From Paul's perspective, he is a winner (W) whenever he has more money than Ken, and he is a loser (L) or even (E) otherwise. The sequence HHHTHTTT thus yields WWWWWWWE. If the players play long enough, our naïve expectation would be that Paul will be the winner for half of the time, Ken the other half, and the even situation will rarely occur. However, that is not what happens. In fact, either Paul or Ken will stay on the winning side for nearly all the time.
The time t it takes Paul to return to the E state is called firstpassage time of a one-dimensional random walker and is distributed as P(t) ϰ t Box 3. Ergodicity breaking in power-law blinking shape of the distribution reflects the fact that a QD spends most of the time either off or on, making it impossible to obtain a time-averaged intensity and thus leading to ergodicity breaking. Another method to observe ergodicity breaking in the lab is to consider the photon statistics. The number of photons emitted in time t from a single emitter is n = ∫ 0 t I(t)dt = Īt. So if Ī is a random variable, with large fluctuations, so will be the fluctuations of the photon counts. A measure of photon statistics is Mandel's parameter Q = (∀n 2 ¬ − ∀n¬ 2 )/∀n¬ − 1, where ∀ ¬ denotes ensemble averaging. In quantum optics, Q is used to quantify fluctuations of light sources. There are two main regimes in the limit of long measurement time. The sub-Poissonian case Q < 0 is found when antibunching effects are important, as in the process of single photon emission. The super-Poissonian Q > 0 bunching regime is also common, found, for example, in the molecular blinking discussed in box 1. In all usual cases, Q is a constant when the measurement time is long. The power-law blinking of single emitters exhibits an unprecedented behavior: Q depends on the measurement time even in the long time limit. Since there is no underlying time scale to the problem, the Q parameter does not saturate after a finite time; rather, it increases with time.
be done. For example, the dependencies of the blinking on the wavelength and intensity of the pump light source, and the effects of external electric and magnetic fields, still need to be thoroughly explored. Given the generally high complexity of which a power-law distribution is reminiscent, it might well be that a combination of various mechanisms is at play. Additionally, theoretical approaches that do not consider QD charging have been hypothesized, 11 but it remains to be seen whether such alternatives will lead to increased insight.
Despite our lack of understanding of how the powerlaw behavior actually arises, two approaches to influence the blinking have recently been developed. First, in attempts to functionalize QDs for different applications, various ligand molecules have been used to modify the QD surface, and they turn out to have a strong influence on the photophysical behavior. 12 For example, electron-donating ligands lead to a drastic reduction in the length and frequency of the off times. However, the blinking kinetics do not necessarily change concomitantly; although off times occur less frequently, they still follow a power-law distribution. Thus, while an important step for practical applications has been made in reducing the frequency of unwanted blinking events, it remains to be seen what that approach can bring to our understanding of how the power-law behavior arises.
In a second approach, blinking has been suppressed by synthesizing QDs with a core of CdSe QDs surrounded by thick (5-15 nm) shells of highly crystalline CdS. 13 Such findings add to the notion that the power-law blinking is related to a disordered environment and does not arise in a crystalline medium. In fact, it was already known that so-called self-assembled QDs, which under certain conditions spontaneously form during epitaxial growth of high-quality crystals and have a nearly perfect lattice match with the embedding material, do not show fluorescence blinking.
A nonblinking nanoscopic light emitter will be an important breakthrough for practical applications. That the blinking behavior can be influenced by surface modifications makes us think the first steps to achieve that goal have been made. However, that's not certain. The origin of power-law blinking remains unknown, and as we have seen here, taking random steps can make us spend very long times on the wrong side of where we want to be. Some things are clear: Both the QD structure and its immediate nano-environment play crucial roles. And from the viewpoint of a physicist, it is fascinating to find such rich behavior in a system as small as a nano-sized single emitter and to be challenged to unravel its mechanism.
