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Abstract—This letter proposes frequency transformation for
two-dimensional (2-D) digital filters in terms of the state-space
equations. In order to derive the 2-D state-space formulation
of the frequency transformation, we extend Mullis and Roberts’
state-space formulation of one-dimensional frequency transforma-
tion to 2-D case. The proposed frequency transformation is very
suitable for state-space analysis of the transformed filters since
the resultant formulation consists of simple algebraic operations
such as matrix addition, multiplication, inverse and so on. It can
be easily implemented in MATLAB without any complicated
algorithm.
Index Terms—2-D digital filter, frequency transformation, state-
space equation.
I. INTRODUCTION
FREQUENCY transformation is a very useful and straight-forward technique for design of digital filters both in the
one-dimensional (1-D) and two-dimensional (2-D) case [1], [2].
Given a prototype filter, which is generally low-pass, we can
transform it into other transfer functions of various amplitude re-
sponses including low-pass of different cutoff, high-pass, band-
pass, and bandstop. This theory is also used in signal processing
applications such as variable digital filters [3], [4], which can
control the frequency characteristic of a digital filter during its
operation.
Though the frequency transformation is represented in terms
of the transfer functions, there exists another representation of
frequency transformation in the 1-D case [5], which is based
on the state-space equations. By using this state-space formu-
lation of 1-D frequency transformation, Mullis and Roberts re-
vealed an important property that the minimum attainable value
of roundoff noise in 1-D digital filters is constant under any fre-
quency transformation. Therefore, the state-space formulation
of the frequency transformation plays a crucial role in the anal-
ysis for the family of filters generated through the frequency
transformation. However, there has been no research on 2-D
state-space formulation of frequency transformation, except for
the discussion restricted to the 2-D digital filters of separable
denominator [6].
Though we can obtain a 2-D state-space model of a trans-
formed filter without the state-space formulation of the
frequency transformation, the resultant model has unneces-
sarily larger dimension than the order of the transfer function
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[7], which causes inconvenience to state-space analysis for
the family of filters related by the frequency transformation.
In order to overcome this problem, it is necessary to formu-
late frequency transformation of 2-D filters in terms of the
state-space equations. Of course, the state-space formulation
of frequency transformation for 2-D filters in itself will be an
effective strategy for the analysis of state-space digital filters.
In this letter, we extend Mullis and Roberts’ approach [5] to
the general 2-D case and propose the state-space formulation of
frequency transformation for 2-D nonseparable denominator
digital filters. The resultant formulation consists of simple
algebraic operations such as matrix addition, multiplication,
inverse and so on. Therefore, the formulation is very suitable
for state-space analysis of the 2-D filters obtained by frequency
transformation. In addition, the proposed formulation can be
easily implemented in MATLAB without any complicated
algorithm.
II. 2-D STATE-SPACE DIGITAL FILTERS
Consider the transfer function
(1)
of a stable 2-D digital filter of order in and in .
The input-output relation of the filter is represented by the fol-
lowing Roesser’s state-space equations [8]:
(2)
(3)
where and are the scalar input and output
of the filter, and and are the 1 hor-
izontal state vector and the 1 vertical state vector, respec-
tively. This means that the state-space model has the dimension
of . Matrices , , , , , , , , and are
real coefficient matrices with appropriate size. The block dia-
gram of the 2-D digital filter is given in Fig. 1. The transfer
function of the 2-D digital filter is given in terms of
the coefficient matrices as
(4)
where and are the and identity
matrices, respectively.
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Fig. 1. Block diagram of a 2-D state-space digital filter.
III. CONVENTIONAL FREQUENCY TRANSFORMATION AND
ITS DRAWBACKS
Let be a prototype 2-D transfer function, which has
low-pass characteristic, in general. The frequency transforma-
tion in 2-D case is given by [2]
(5)
where is a desired 2-D digital filter obtained by the
frequency transformations and .
and are th order and th order 1-D all-pass
filters, respectively. Although there exists another type of fre-
quency transformation which uses the 2-D all-pass transforma-
tions and , this type of
frequency transformation is not suitable for 2-D filter design
because designing and to effect a desired
frequency transformation is a difficult problem [2], [9]. Hence,
in this letter we restrict ourselves to the transformation based on
1-D all-pass filters.
Through the transformation (5), we can easily design dig-
ital filters which have different characteristics from those of
. However, the transformation (5) has some draw-
backs when we analyze the filters by the state-space
equations (2) and (3). Suppose we have an th-order
prototype 2-D digital filter of which coefficient ma-
trices are . Let the size of
and be and , respectively. That is, the
state-space model of has the dimension of ,
which is equal to the order of . In order to obtain the
state-space model of , we must take the following
steps.
1) Compute from the coefficient
matrices by using (4).
2) Obtain through the frequency
transformation (5).
3) Obtain a state-space representation of
.
Needless to say, taking these steps is very tedious and
troublesome. Moreover, the coefficient matrices of
have unnecessarily large size: has the order of
Fig. 2. Frequency transformation in a 2-D state-space digital filter.
, but the state-space model obtained through
the step 3 has the dimension of either or
[7]. This is quite unacceptable in state-space
analysis of . Therefore, another algebraic formu-
lation of the frequency transformation is necessary for the
state-space analysis of the transformed filters. Of course, the
algebraic formulation in itself will be an effective strategy for
the analysis of state-space digital filters.
IV. STATE-SPACE FORMULATION OF FREQUENCY
TRANSFORMATION FOR 2-D DIGITAL FILTERS
Here we will derive the state-space equations for the 2-D
digital filter ; that is, we will obtain the coefficient
matrices satisfying
(6)
Note that has
the dimension of , which is equal
to the order of . Our goal is to describe
in terms of the coefficient
matrices of the prototype filter and the 1-D all-pass
filters and . To this end, we let
be coefficient matrices of and be
coefficient matrices of ; that is
(7)
As shown in Fig. 2, frequency transformation in (5) can be in-
terpreted as substitution of the all-pass filters and
into the delays of and , respectively. Replacing each
horizontal delay element of the prototype filter with the
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all-pass filter , we have the following equations with re-
spect to the new horizontal state vector and the old
state vectors :
(8)
(9)
where is the matrix and the superscript
“ ” denotes the matrix transpose. Similarly, we can represent
the vertical frequency transformation in terms
of the following equations:
(10)
(11)
where is the new vertical state vector, which has the
size of . However, the transformed filters described in
this way have delay-free loops. In order to avoid this problem,
we remove the old state vectors and from
(3) and (8)–(11) and derive new state equations for the trans-
formed filters. After a number of matrix manipulations, we ob-
tain the following set of equations:
(12)
(13)
(14)
where we let
(15)
Equations (12)–(14) are the state-space equations for the trans-
formed filters , but their states and are given
in and matrix forms, respectively. In order
to rearrange the states and in vector forms, we use the
column string expansion for a matrix , which is the vec-
tors formed by stacking the columns of and has the following
property [10]:
where is the Kronecker product for matrices. Let-
ting and
in (12)–(14), we have the final state-equations
(16)
(17)
where are given as
(18)
Equation (18) denotes the coefficient matrices of .
Though (18) looks complicated, it is very suitable for the
analysis of on the state-space equations because
(18) is described as the closed form and consists of simple
algebraic operations such as matrix addition, subtraction, mul-
tiplication, inverse, and Kronecker product. This is also suitable
for implementation in MATLAB because the necessary task is
only to write (18) in MATLAB language without any elaborate
algorithm.
V. A NUMERICAL EXAMPLE
This section gives a numerical example to demonstrate
our proposed formulation of the frequency transformation.
Consider the following state-space system
of a (1, 1)-order 2-D digital filter
(19)
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From (4), the transfer function of this filter is obtained as
(20)
For this filter, we apply the following frequency transformation,
for example:
(21)
Employing this transformation by (5), we have the following
transfer function of the transformed system:
(22)
From this transfer function, we obtain the state-space model as
(23)
This state-space model has larger dimension than the order of
, which is quite unacceptable in state-space analysis
of the system.
We can avoid this problem by using our proposed for-
mulation of the frequency transformation (18). From (21),
and in (18) are given by
(24)
and thus, applying our frequency transformation to (19) yields
(25)
Calculating the transfer function from this state-space model,
we obtain
(26)
which corresponds with (22). Therefore, it is confirmed that our
proposed formulation is valid as the frequency transformation
of 2-D digital filters.
We emphasize that the state-space model (25), which is
obtained through our proposed formulation, has the same
dimension as the order of . Hence this model is
more suitable for the state-space analysis of than
the state-space model represented by (23).
VI. CONCLUSION
This letter has proposed the frequency transformation in
terms of the 2-D state-space equations. The proposed frequency
transformation enables us not only to obtain the state-space
representation of transformed filters easily, but also to analyze
the transformed filters by the state-space equations effectively.
In this letter, we have restricted ourselves to 1-D all-pass
transformations, as we stated in Section III. Since the gener-
alized discussion is very important from a theoretical point of
view, the state-space formulation of 2-D all-pass transforma-
tions is a task of our future work.
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