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確率的勾配降下法 [1, 2, 7, 8, 16, 21, 22] がRobbins と Monro によって提案され、それを礎とした
Momentum 法 [20] やNesterov の加速法 [17] 、AdaGrad [4] 、RMSProp [23] などの確率的勾配に
基づいた反復アルゴリズムが提案されている。Kingma と Ba [13] AdaGrad と RMSProp の利点を



















本稿において、 \mathbb{R} を実数全体の集合、  \mathbb{R}^{+} を正の実数全体の集合、  \mathbb{N} を (  0 を含まない) 自然数全体
の集合とする。  \mathbb{R}^{N} を  N 次元ユークリッド空間とし、  \Vert\cdot\Vert :  \mathbb{R}^{N}arrow[0, \infty ) をノルムとする。  \mathbb{E}[X] を
確率変数 X から計算される期待値とし、  f :  \mathbb{R}^{N}arrow \mathbb{R} を不要な情報 (ノイズ) を有する  \mathbb{R}^{N} 上で微
分可能な確率的目的関数 (以下、確率的ノイズあり目的関数と呼ぶ) [16] とする.  \xi を集合三  \subset \mathbb{R} に
サポートされた確率分布  P に従う乱数し、乱数  \xi の独立同分布 (iid) に従う実現値を生成すること





Minimize   \sum_{t=1}^{T}f_{t}(\theta) subject to  \theta\in \mathbb{R}^{N} . (1)
問題1を解くための手法として、以下のような確率的勾配を用いたアルゴリズムが提案されてい
る。ただし、時刻  t\in\{1, T\} に対して  g_{t}=[g_{t,1}, g_{t,N}]^{T}:=\nabla f_{\xi_{t}}(\theta③を確率的勾配とし、











ただし、  \epsilon:=10^{-8},  h_{0}:=\epsilon,  \alpha_{0}\in(0,1) とする。
RMSProp [23]:
 h_{t+1}:=\beta h_{t}+(1-\beta)\tilde{g}_{t},




ただし、  h_{0}:=0,  \beta\in[0,1 ),  \alpha_{0}\in(0,1),  \epsilon:=10^{-2} とする。
Adam [13]:
 m_{t+1}:=\beta_{1}m_{t}+  ( 1 —  \beta_{1})g_{t},  v_{t+1}:=\beta_{1}v_{t}+(1 - \beta_{1})\tilde{g}_{t},
  \hat{m}_{t+1}:=\frac{1}{1-\beta_{1}^{t}}m_{t+1},\hat{v}_{t+1}:=\frac{1}{1-
\beta_{2}^{t}}v_{t+1},
  d_{t+1}:=[\frac{\hat{m}_{t+1,1}}{\sqrt{\hat{v}_{t+1,N}}+\epsilon}\cdots, \frac
{\hat{m}_{t+1,1}}{\sqrt{\hat{v}_{t+1,1}}+\epsilon}]^{T} , (5)
 \theta_{t+1}:=\theta_{t}-\alpha_{t}d_{t+1},
ただし、  \alpha_{t}:=\alpha\in(0,1)(t=1, \ldots, T) ,  \beta_{1}\in[0,1 ),  \beta_{2}\in[0,1 ),  \epsilon:=10^{-8},  m_{0}  :=0,  v_{0}:=0 と
する。
2.3 無制約非線形最適化問題と非線形共役勾配法
問題2 (無制約非線形最適化問題)  f :  \mathbb{R}^{N}arrow \mathbb{R} を連続的微分可能な下に有界な関数とするとき
Minimize  f(\theta) subject to  \theta\in \mathbb{R}^{N} . (6)
問題2を解くための手法として、任意の初期点  \theta_{0} から開始して、次の式 (7) で点列を更新する非
線形共役勾配法 [10] がよく知られている。ただし、  \alpha_{t}>0 はステップ幅、  g_{t}:=\nabla f(\theta_{t}) は勾配、  \gamma_{t}
は共役勾配パラメータである。
 d_{0}:=-g_{0}, d_{t+1}:=-g_{t+1}+\gamma_{t}d_{t} (7) \theta_{t+1}:=\theta_{t}+\alpha_{t}d_{t},
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共役勾配パラメータとして、Hestenes‐Stiefel(HS) [11], Fletcher‐Reeves(FR) [6], Polak‐Ribière‐
Polyak (PRP) [18, 19], Conjugate‐Descent(CD) [5], Liu‐Storey(LS) [14], Dai‐Yuan (DY) [3]  f_{\grave{A}}
どがよく知られており、以下に示す。
  \gamma_{t}^{HS}:=\frac{g_{t+1}^{T}y_{t}}{d_{t}^{T}y_{t}}, \gamma_{t}^{FR}:=
\frac{\Vert g_{t+1}\Vert^{2}}{\Vert g_{t}||^{2}}, \gamma_{t}^{PRP}:=\frac{g_{t+
1}^{T}y_{t}}{||g_{t}||^{2}}, (8)  \gamma_{t}^{CD} .=\frac{||g_{t+1}\Vert^{2}}{-d_{t}^{T}g_{t}}, \gamma_{t}^{LS}:
=\frac{g_{t+1}^{T}y_{t}}{-d_{t}^{T}g_{t}}, \^{i}_{t}^{DY}\cdot=\frac{\Vert g_{t+
1}\Vert^{2}}{d_{t}^{T}y_{t}},




ただし、  \lambda>1/4 かつ  d_{t}^{T}y_{t}\neq 0 とする。これを




定義1 (Wolfe 条件)  \xi_{1},  \xi_{2} が  0<\xi_{1}<\xi_{2}<1 を満たす定数であるとき
 f(\theta_{t}+\alpha_{t}d_{t})\leq f(\theta_{t})+\xi_{1}\alpha_{t}g_{t}^{T}d_{t} , (11)
 \xi_{2}g_{t}^{T}d_{t}\leq g(\theta_{t}+\alpha_{t}d_{t})^{T}d_{t} . (12)
3 提案アルゴリズム
問題1に対するアルゴリズムとして、Algorithm 1を与える。既存手法である Adam のステップ
10から12において確率的勾配  g_{t}  :=\nabla_{\theta_{t}}f_{t+1}(\theta_{t}) を用いて計算していた部分をステップ4から8
で計算した共役勾配方向  d_{t} を用いたものに置き換えたものである。
4 数値実験
本稿で示す数値実験は、[12] を参考にして、Penn Treebank (PTB) [15] データセットを用いた
再帰的ニューラルネットワークによる言語モデル生成を既存手法と提案手法それぞれでパラメー
タを更新することで行った。実験に用いた計算機は Intel Core i5 (1.8 GHz) CPU. 8 GB 1600
MHz DDR3 メモリ、MacOS Mojave 10.14.1を有し、プログラムのライブラリは Python 3.6.6
、NumPy 1.15.0. を用いた。また、評価指標としては言語モデルの性能を示すパープレキシティを
用いた。パープレキシティは損失 (目的) 関数値  L に対して  \exp L で表され、パープレキシティが
小さいほど適切な単語の予測ができる優れたモデルということを表している。図1は学習時の各工
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Algorithm 1  CoBA : Conjugate‐gradient‐Based Adam
Require:  \alpha_{1},  \alpha_{T}\in \mathbb{R}^{+},  \beta_{1},  \beta_{2}\in[0,1 ),  \epsilon  :=10^{-8},  f_{1},  f_{T}:\mathbb{R}^{N}arrow \mathbb{R},  \theta_{0}\in \mathbb{R}^{N}
Ensure:  \theta_{t}
1:  tarrow 0,  m_{0}:=0,  v_{0}:=0
2: while  \theta_{t} not converged do
3:  g_{t+1}:=\nabla_{\theta_{t}}f_{t+1}(\theta_{t})
4: if  t=0 then
5:  d_{t+1}:=g_{t+1}
6: else
7:  \gamma_{t+1} : computed by the conjugate gradient parameter’s rules.
8:  d_{t+1}:=g_{t+1}-\gamma_{t+1}d_{t}
9: end if







 16 :  \theta_{t+1}:=\theta_{t}-a_{t+1}\hat{d_{t+1}}
17:  tarrow t+1
 1S : end while
ポックに対するパープレキシティの値を示している。ただし、CoBA(HZ), CoBA(HS), CoBA(FR),
CoBA(PRP),  CoBA(CD),CoBA(LS) , CoBA(DY) はそれぞれ共役勾配パラメータッ  HZ,HS,FR\gamma\gamma,
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