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1 引 言
海底底质类型特征对许多领域,包括海洋地质、
海洋工程、海洋环境科学、海道测量及海洋渔业等,
都是一个必不可少的信息。获得海底底质类型分布
的传统方法是依靠地质表层取样和地质钻孔取样。
近几十年来,利用声学遥感手段进行海底底质分类
的方法开始受到重视,与传统的地质取样方法相比,
声学底质分类方法具有高效、快速的特点。
多波束测深系统在工作中,不仅可以获得高精度
的水深地形数据,还可以同时获得高质量的海底底质
反向散射强度数据。利用多波束测深系统获取的反向
散射强度数据对海底底质进行分类的方法很多,如光
谱分析法[1]、纹理分析方法[2,3]、统计分类方法[4,5]、神经
网络方法[5-7]以及分形、小波分解和傅里叶变换等方
法。本文主要研究SOM神经网络分类方法。
2 研究区域及底质特征的选取
2.1 区域的选择
摘要:研究利用多波束测深系统获取的反向散射强度数据,应用自组织(SelfOrganizingMap,简称 SOM)神经网
络分类方法实现了对海底泥、砂、砾石和基岩等底质类型的快速、有效识别。通过实验示例,将SOM神经网络的分类
结果与传统海底地质取样获取的真实底质类型进行分析比较,表明该方法是可行和有效的。
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Abstract: Multibeamsonarsystemscanprovidehydrographicqualitydepthdataaswelashigh-resolution
seafloorsonarimages.Usingtheseafloor-backscatereddatafrom eachbeam andwithautomaticclassifi-
cation,seabedsedimentsdistributionmapscanbeobtaineddirectly.Inthispaper,theself-organizingmap
(SOM)neuralnetworkisusedinacousticseafloorclassificationfrom multibeam sonardata.Thismethod
canrapidlyidentifyalkindsofseafloortypessuchasmud, sand, gravelandrockintheexperimental
surveyingareas. Comparedwiththetraditionalgeologicgrabmethod, theexperimentindicatesthatthe
SOM methodisfeasibleandvalid.
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图2 研究区域海底声像图
Fig.2 Seafloorsonarimagesofthestudyarea
为了研究问题的明确性,选择“863”项目“海底
底质分类的多参数识别技术”在青岛胶州湾应用挪
威 SimradEM3000多波束测深系统进行多波束测
量的部分试验数据作为研究对象(图 1中小方框线
所围区域)。
多波束测深系统采集到的反向散射强度数据量
非常庞大,本文所做的研究工作都是基于微机版的
Linux和Windows2000系统下,考虑数据处理系统
本身的限制和研究问题的明确性,仅选择“863”试验
海区的小方框内的四条多波束测线数据作为本次多
波束底质分类研究的数据源。研究区域位于图1试
验海区的正中间,经度120°18′25″~120°19′34″,纬度
36°00′30″~36°02′20″范围内,长约4860m,宽约300m
的条带状测量区域(如图2);其中,根据已有实测资
料及现场地质取样资料分析(图 1中圆点为取样点
站位),研究区域的海底底质类型有砂、砾石和基岩
三种类型。
2.2 特征选择及提取
多波束的反向散射强度可以理解为海底介质回
波反射和散射的反应,它依赖于声波入射角、海底粗
糙程度、沉积物的声学参数(如密度、声速、衰减、散
射等)以及声波在水体中的传播。提取出每个波束
的反向散射强度值,通过数据预处理,获得纯粹反映
海底底质特征的反向散射强度值,就可以用于海底
沉积物分类[8]。EM3000多波束测深系统的反向散
射强度变化范围为-126dB~128dB。将反向散射强
度同描述图像的灰度量级对应起来,形成海底声像
图(图2)。图像中的每个像素可用两组量确定,即像
素的位置(i,j)以及与之对应的灰度 f(i,j),灰度值
的水平范围为0~255色。
海底底质统计特征量可以从少量Pings和有限
的波束中获得,这些特征量所代表的像元可应用在
区块分类中。反向散射强度平均值是指声像图中所
有像元灰度值或所有波束反向散射强度的平均值,
反映了影像中地物的平均散射强度。本次研究中,
选取常用的反向散射强度(灰度)平均值作为输入特
征量,通过独立使用这种特征量,获取了高精度海底
底质类型的分类。
3 分类方法研究
分类是神经网络最活跃的一个研究和应用领
域。近十多年来,神经网络已经成为复杂信号处理和
分类的最重要工具。神经网络是数据驱动、非线性、
非参数模型。有两类神经网络模型被用于声纳信号
的海底分类,即需要真实底质取样数据训练的多层
感知器(MultilayerPerceptrons,简称 MLP)网络[5]
和不要求监督学习的SOM神经网络[9]。在这里主要
研究基于SOM神经网络的底质分类方法。
3.1 分类原理
与多层感知器不同,SOM神经网络作为一个聚
类系统无需监督学习。它的网络结构只有两层,即
输入层和竞争层(输出层)。竞争层上的节点间通过
一定的权重连接,权重根据最小(或最大)距离准则
来调整(如图3)。
当外界输入不同的样本到 SOM神经网络中,
一开始时输入样本引起输出兴奋的位置各不相同,
图1 研究区域底质类型示意图
Fig.1 Schematicdepictionofsedimentsdistribution
inthestudyarea
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但通过网络的竞争学习后会形成一些输出群,它们
分别代表了输入样本的分布 (用概率密度函数pdf
表示),反映了输入样本的图形分布特征,所以SOM
神经网络常常被称为特性图(FeatureMap)。
SOM神经网络使输入样本通过竞争学习后,功
能相同的输入靠得比较近,功能不同的则分得比较
开,以此将一些无规则的输入自动排开,在连接权的
调整过程中,使得权的分布与输入样本的概率密度
分布相似。SOM神经网络的权向量收敛到所代表的
输入向量的平均值,它反映了输入数据的统计特性,
能够表现出输入向量在线上或平面上的分布特征,
海底底质自动分类识别正是根据这一特性进行的。
3.2 分类过程
美国 MathWorks公司开发的 MATLAB软件,
在需要大量数据运算的科学研究和工程应用中具有
很大的优越性,它的强大功能在于它的开放式可扩
展环境以及诸多的面向不同应用领域的工具箱。在
本次研究中,利用其中的图像处理工具箱和神经网
络工具箱,编写相应的程序,实现了SOM神经网络
分类识别(如图4)。
3.2.1 网络结构的选择
多波束反向散射强度值的不同,反映了不同的
底质类型特征,根据问题的需要,决定采用一维
SOM神经网络结构进行分类研究。
选取 1416组处理过的反向散射强度平均值作
为训练样本输入数据,网络的输入向量为 P=(P1,
P2,⋯,P1416)。竞争层的神经元数S代表输入向量可
能被划为的种类数,其值若选得过少,则会出现有些
向量无法被分类的不良结果;但若被选得太大,竞争
后可能有许多节点都被空闲,而且在网络竞争过程
中还占有了大量的设计量和时间,在一定程度上造
成了浪费,所以可根据输入向量的维数及其估计适
当地加于确定。根据已有的现场地质取样数据资料
(图 1),将输入数据划分为 3类,分别为砂、砾石和
基岩,选取竞争层的神经元数S=3。
另外还要事先确定的数有:学习速率 lr(0<lr>
1)和最大循环数 max_epoch,选取学习速率为 lr=
0.02,max_epoch=15000,30000。
3.2.2 网络初始化
将输入样本向量数据P进行归一化处理,数据
值归算到[0,1]之间,建立一维 SOM神经网络,获
取网络初始化权值 !ij(0≤!ij≤1)。
3.2.3 网络训练竞争
①SOM神经网络在训练过程中,对连接权向量
!ij进行归一化处理,计算 !ij与P之间的欧氏距离
dj:
dj=
N
i=1
"(Pi-!ij)2 (1)
②找出最小距离dg,确定获胜神经元g。
dg=min[dj] (2)
③经过竞争求得获胜结点后,则对与获胜结点
相连的权值进行调整,调整权值的目的是为了使权
值与输入向量之间的差别越来越小,从而使训练后
的竞争网络的权值能够代表对应输入向量的特征,
把相似的输入向量分成了同一类,并由输出来指示
所代表的类别。SOM神经网络修正权值的公式为:
"!ij=lr(Pi-!ij) (3)
式中,lr为学习速率,且0<lr>1,一般的取值范围为
0.01~0.3;Pi为经过归一化处理后的输入。
④重复第①至③步,经过多次训练修正后,!ij
图4 SOM神经网络分类流程图
Fig.4 ProcessforclassificationofSOM neuralnetwork
图3 SOM神经网络
Fig.3 SchematicdepictionofSOM neuralnetwork
Pi
!ij
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表1 循环15000次后SOM神经网络分类测试结果
Table1 ClassificationresultsofSOM Neural
networkafter15000Cycles
图5 循环15000次后SOM神经网络分类精度示意图
Fig.5 SchematicdepictionofSOM neuralnetwork
classificationprecisionafter15000cycles
所得的结果为几个相同类型输入模式的平均值,而
当一个不同类型的模式输入,将使网络竞争层中的
其它节点获胜而得到新的权矩阵。如此重复,直到
达到最大训练循环次数max_epoch,则可以将所有
的不同类型的模式都聚集到不同的权矩阵下,每个
权矩阵代表一种类型。
3.2.4 网络测试及使用
网络训练好以后,其权值就固定下来了。以后
对于每一个输入值,网络就会输出相应的分类值,可
以利用这一点来进行网络的测试。
根据已有的研究区域现场地质取样数据,选取
测试数据702组,其中砂 197组,砾石 212组,基岩
293组。通过 MATLAB自组织神经网络仿真函数
sim()对其进行分类识别:
a=sim(net,P) (4)
式中,net为训练好的一维 SOM神经网络,P为测
试样本数据向量,a为分类结果。
通过网络测试,输入的全部测试数据都有和它
们相对应的底质类型,数据被分为砂、砾石和基岩三
种类型,分类测试结果见饼状图 5、表 1所示。图 5
中1代表砂,2代表砾石,3代表基岩,百分数为相应
分类精度。
当网络的循环次数增大到30000次,得到的竞
争层神经元的权重向量与循环15000次的相同(小
数点后七位都相同),神经元的权重值没有发生太大
变化,应用702组测试数据对其进行测试验证,网络
能较好的识别砂、砾石和基岩3种类型,分类精度与
循环15000次的相同(如图5,表1)。
训练、测试好的网络,将需要分类的数据向量,
输入到网络中,网络就可以对其分类。
3.3 分类结果及分类方法适用性验证
将需要分类的数据向量输入到网络中,得到分
类结果数据矩阵,在Matlab中应用图像处理工具将
数据矩阵转换为对应的栅格图像格式,如图6(a)所
示。图中不同的灰度分别代表表砂、砾石、基岩三种
底质类型。比较图6(a)与图 1(图中小方框线所围
区域)的海底底质类型,可以看出,利用 SOM神经
网络进行海底底质类型分类识别,能较好的区分出
砂(分类精度88%)、砾石(分类精度71%)和基岩(分
类精度79%)等3种海底底质类型,分类界线基本同
已有实测资料吻合,分类效果较好。
为了检验非监督分类的 SOM神经网络方法的
普遍适用性,另外选取海南东方多波束测量区域作
海底底质类型识别研究。首先,选取 1362组(包括
循环
次数
15000次
测试样本
类型
砂
砾石
基岩
测试数目
(组)
197
212
293
砂
砾石
基岩
砂
砾石
基岩
砂
砾石
基岩
173
20
4
12
151
49
3
59
231
分类
精度
88%
71%
79%
测试结果
(组)
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训练样本数据908组,测试样本数据454组)处理过
的反向散射强度平均值作底质分类研究,应用SOM
神经网络方法对这一区域海底底质类型进行预测,
结果显示,该区域包含4种不同海底底质类型(如图
6(b)所示);最后,通过与现场地质取样数据(包括
泥、砂、砾石及基岩4种不同底质类型)进行对比,得
到泥的分类精度82%,砂的分类精度85%、砾石的分
类精度74%和基岩的分类精度81%。
通过对不同区域的多波束反向散射强度数据
的分类识别验证,可以得出非监督的 SOM神经网
络分类方法具有普遍适用性,在底质类型未知或
地质取样数据较少时,可以用这种方法进行分类
识别。
4 小 结
研究多波束测深系统数据后处理方法,特别是
研究利用多波束反向散射强度数据进行海底底质分
类识别,是一个研究性和实用性都比较强的新课题,
可借以跟踪应用声学遥感方法和技术对海底进行遥
测的热点问题。
本文利用多波束测深系统的反向散射强度数
据,应用SOM神经网络分类方法实现了对海底泥、
砂、砾石和基岩等底质类型的快速、有效识别。通过
实验示例,将SOM神经网络的分类结果与传统海
底地质取样获取的真实海底底质类型进行比较,得
出利用神经网络分类方法适合于底质类型未知或取
样数据较少的海区,能够较好的区分出海底泥、砂、
砾石和基岩等不同底质类型。
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