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Abstract
Several new criteria for the oscillation of the functional differential equations of the form
d
dt
([
1
an−1(t)
d
dt
1
an−2(t)
d
dt
· · · 1
a1(t)
d
dt
x(t)
]α )
± q(t)f (x[g(t)])= 0
are established in this paper.
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1. Introduction
Consider the functional differential equation
Lnx(t)+ δq(t)f
(
x
[
g(t)
])= 0, (1.1; δ)
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
L0x(t)= x(t),
Lkx(t)= 1ak(t) ddt (Lk−1x(t)), k = 1,2, . . . , n− 1,
Lnx(t)= ddt ([Ln−1x(t)])α.
(1.2)
In what follows we shall assume that
(i) ai(t) ∈ C([t0,∞),R+ = (0,∞)),
∞∫
ai(s) ds =∞, i = 1,2, . . . , n− 1, (1.3)
(ii) q(t) ∈C([t0,∞),R+),
(iii) g(t) ∈ C([t0,∞),R= (−∞,∞)), g′(t) 0 for t  t0 and limt→∞ g(t)=∞,
(iv) f ∈C(R,R), xf (x) > 0 and f ′(x) 0 for x = 0,
(v) α is a quotient of positive odd integers.
The domain D(Ln) of Ln is defined to be the set of all functions x : [Tx,∞)→R such
that Ljx(t), j = 0,1, . . . , n, exist and are continuous on [Tx,∞), Tx  t0. Our attention is
restricted to these solutions x ∈D(Ln) of Eq. (1.1; δ) which satisfy sup{|x(t)|: t  T }> 0
for every T  Tx. We make the standing hypothesis that Eq. (1.1; δ) does possess such
solutions. A solution of Eq. (1.1; δ) is called oscillatory if it has arbitrarily large zeros;
otherwise, it is called nonoscillatory. Equation (1.1; δ) is said to be oscillatory if all its
solutions are oscillatory.
Recently, the present authors [1–3,5–7] and others in [9] have established many interest-
ing oscillation criteria for some special cases of Eq. (1.1; δ). The obtained results extend
and improve many well-known oscillation results which have appeared in the literature.
The purpose of this paper is to proceed further in this direction and establish some new
criteria for the oscillation of Eq. (1.1; δ).
2. Preliminaries
To formulate our results we shall use the following notation: For pi(t) ∈ C([t0,∞),R),
i = 1,2, . . . , we define I0 = 1,
Ii (t, s;pi,pi−1, . . . , p1)=
t∫
s
pi(u)Ii−1(u, s;pi−1, . . . , p1) du, i = 1,2, . . . .
It is easy to verify from the definition of Ii that
Ii(t, s;p1, . . . , pi)= (−1)iIi (s, t;pi, . . . ,p1)
and
Ii(t, s;p1, . . . , pi)=
t∫
pi(u)Ii−1(t, u;p1, . . . , pi−1) du.s
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Lemma 2.1. If x ∈D(L¯n), where L¯n is Ln defined by (1.2) with α = 1, then the following
formulas hold for 0 i  k  n− 1 and t, s ∈ [t0,∞):
Lix(t)=
k−1∑
j=i
Ij−i (t, s;ai+1, . . . , aj )Ljx(s)
+
t∫
s
Ik−i−1(t, u;ai+1, . . . , ak−1)ak(u)Lkx(u) du (2.1)
and
Lix(t)=
k−1∑
j=i
(−1)j−iIj−i (s, t;aj , . . . , ai+1)Lj x(s)
+ (−1)k−i
s∫
t
Ik−i−1(u, t;ak−1, . . . , ai+1)ak(u)Lkx(u) du. (2.2)
This lemma is a generalization of Taylor’s formula with remainder encountered in cal-
culus. The proof is immediate.
Lemma 2.2. Suppose condition (1.3) holds. If x ∈D(L¯n), where L¯n is as in Lemma 2.1 is
eventually of one sign, then there exist tx  t0  0 and an integer , 0  n, with n+ 
even for x(t)L¯nx(t) nonnegative, or n+  odd for x(t)L¯nx(t) nonpositive and such that
for every t  tx ,{
 > 0 implies x(t)L¯kx(t) > 0, k = 0,1, . . . , ,
 n− 1 implies (−1)−kx(t)L¯kx(t) > 0, k = , + 1, . . . , n.
(2.3)
This lemma generalizes a well-known lemma of Kiguradze and can be proved similarly.
For a function g ∈ C([t0,∞),R) we put
σ(t)= min{g(t), t},
Ag =
{
t ∈ [t0,∞): g(t) > t
}
, Rg =
{
t ∈ [t0,∞): g(t) < t
}
.
For simplicity, we put
Jk(t, s)= Ik(t, s;a1, . . . , ak), Kk(t, s)= an−1(t)Ik(t, s;an−2, . . . , an−k),
k = 1,2, . . . , n− 2 and t, s ∈ [T ,∞) for some T  t0  0.
3. Main results
In this section, we shall study the conditions under which the setN of all nonoscillatory
solutions of Eq. (1.1; δ) become empty. By Lemma 2.2 and because of conditions (i)–(v),
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shall consider the following three cases:
(1) 1  n− 1,
(2) = 0,
(3) = n.
3.1. The case 1  n− 1
We denoteN the subset of N consisting of all x satisfying (2.3). We shall provide the
conditions under which N = ∅, 1  n− 1. We shall assume that
−f (−xy) f (xy) f (x)f (y) for xy > 0. (3.1)
Theorem 3.1. Let conditions (i)–(v) and (3.1) hold and let 1  n−1, (−1)n−δ =−1.
If, for every T  t0 and σ(t) T ,
∞∫
Kn−−2(t, T )
( ∞∫
t
q(u) du
)1/α
f 1/α
(
J−1
(
σ(t), T
))
dt =∞,
= 1,2, . . . , n− 2, (3.2; )
∞∫
q(t)f
(
Jn−2
(
σ(t), T
))
dt =∞, (3.2;n− 1)
then N = ∅.
Proof. Assume thatN has an element x. We may suppose that x(t) is eventually positive.
Since Lnx(t) is eventually of one sign and because of (v) one can easily see that Ljx(t)
(0 j  n) are eventually of one sign. By Lemma 2.2, there exists t1  t0 such that
Lix(t) > 0 (0 i  ) and (−1)i−Lix(t) > 0 ( i  n)
on [t1,∞). (3.3)
Assume first that  < n − 1. From (2.2) with i , k and t replaced by , n − 1 and t1,
respectively, we obtain in view of (3.3),
Lx(t1)=
n−2∑
j=
(−1)j−Ij−(s, t1;aj , . . . , a+1)Lj x(s)
+ (−1)n−−1
s∫
t1
In−−2(u, t1;an−2, . . . , a+1)an−1(u)Ln−1x(u) du
 (−1)n−−1
s∫
Kn−−2(u, t1)Ln−1x(u) du. (3.4)t1
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δLn−1x(u)
( ∞∫
u
q(τ ) dτ
)1/α
f 1/α
(
x
[
g(u)
])

( ∞∫
u
q(τ ) dτ
)1/α
f 1/α
(
x
[
σ(u)
])
for t1  u s. (3.5)
Using (3.5) in (3.4) and letting s →∞, we have
∞>Lx(t1)
s∫
t1
Kn−−2(u, t1)
( ∞∫
u
q(τ ) dτ
)1/α
f 1/α
(
x
[
σ(u)
])
du. (3.6)
On the other hand, by integrating Lx(t) > 0 (t  t1)  times, we have
x
[
σ(t)
]
 cJ−1
(
σ(t), t1
)
for t  t2 for some t2  t1, (3.7)
where c is a positive constant. Combining (3.6) with (3.7) and using condition (3.1), we
obtain
∞∫
t2
Kn−−2(u, t1)
( ∞∫
u
q(τ ) dτ
)1/α
f 1/α
(
J−1
(
σ(u), t1
))
du <∞,
which contradicts condition (3.2; ).
Next, suppose  = n − 1. Integrating Eq. (1.1; δ) from t1 to u and letting u→∞ we
have
∞> δLαn−1x(t1)
∞∫
t1
q(u)f
(
x
[
σ(u)
])
du. (3.8)
From (3.8) and (3.7) with = n− 1, and by using (3.1), we get
∞∫
t2
q(u)f
(
Jn−2
(
σ(u), t1
))
du <∞,
which again contradicts condition (3.2;n− 1). This completes the proof. ✷
We note that a nontrivial solution x(t) of Eq. (1.1; δ) is said to be strongly decreasing
if it satisfies
(−1)j x(t)Ljx(t) > 0 eventually for 0 j  n− 1,
i.e., x ∈N0.
Also, a nontrivial solution x(t) of Eq. (1.1;1) is said to be strongly increasing if it
satisfies
x(t)Lj x(t) > 0 eventually for 0 j  n− 1,
i.e., x ∈Nn.
The following corollary is immediate.
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(a1) for δ = 1, n is even and  ∈ {1,3, . . . , n− 1}, Eq. (1.1;1) is oscillatory,
(a2) for δ = 1, n is odd and  ∈ {2,4, . . . , n − 1}, every nonoscillatory solution of
Eq. (1.1;1) is strongly decreasing,
(a3) for δ = −1, n is odd and  ∈ {1,3, . . . , n − 2}, every nonoscillatory solution of
Eq. (1.1;−1) is strongly increasing,
(a4) for δ = −1, n is even and  ∈ {2,4, . . . , n − 2}, every nonoscillatory solution of
Eq. (1.1;−1) is either strongly decreasing, or strongly increasing.
In the following result, we require the following notations. For t  T  t0, we put
Qj(t)= aj+1(t)
∞∫
t
In−j−3(u, t;an−2, . . . , aj+1)an−1(u)
× f 1/α(Ij−1(g(u), σ (t);a1, . . . , aj−1))
( ∞∫
u
q(τ ) dτ
)1/α
du,
1 j  n− 3, (3.9; j )
Qn−2(t)= q(t)f
(
In−2
(
σ(t), T , a1, . . . , an−2
))
, σ (t) T , (3.9;n− 2)
Qn−1(t)= q(t)f
(
In−2
(
g(t), η(t);a1, . . . , an−2
)) (3.9;n− 1)
for every g(t) η(t) ∈ C([t0,∞),R) and
Q∗n−1(t)= q(t)f
(
In−1
(
σ(t), T , a1, . . . , an−1
))
, σ (t) T . (3.9∗;n− 1)
Theorem 3.2. Let conditions (i)–(v) and (3.1) hold and let 1    n − 1 with
(−1)n−δ =−1. If 1  n− 3 assume all the second order differential equations(
1
a(t)
y ′(t)
)′
+Q(t)f 1/α
(
y
[
σ(t)
])= 0, 1  n− 3, (3.10; )
with σ(t) T  t0 are oscillatory. If = n− 2 assume all bounded solutions of the equa-
tion ((
1
an−1(t)
z′(t)
)α )′
−Qn−2(t)f
(
z
[
σ(t)
])= 0 (3.10;n− 2)
are oscillatory. If = n− 1 assume either (a) there exists η(t) ∈ C([t0,∞),R) such that
η(t) σ(t) for t  t0, limt→∞ η(t)=∞ and the equation((
1
an−1(t)
w′(t)
)α )′
+Qn−1(t)f
(
w
[
η(t)
])= 0 (3.10;n− 1)
is oscillatory, or (b) the first order equation
u′(t)+Q∗n−1(t)f
(
u1/α
[
σ(t)
])= 0 (3.10∗;n− 1)
is oscillatory. Then, N = ∅.
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tive. Since Lnx(t) is eventually of one sign, we see that Ljx(t) (0 j  n− 1) are also
eventually of constant sign. Moreover,
Lnx(t)= d
dt
(
Ln−1x(t)
)α = αLα−1n−1x(t)L¯nx(t), (3.11)
where L¯n is defined as in Lemma 2.1, we see that the sign of Ln and L¯n are the same. As
in the proof of Theorem 3.1, we obtain (3.3).
Let  n− 3. Putting i = + 1, k = n− 1, s  t  t1 in (2.2) we have
L+1x(t)=
n−2∑
j=+1
(−1)j−−1Ij−−1(s, t;aj , . . . , a+2)Lj x(s)
+ (−1)n−−2
s∫
t
In−−3(u, t;an−2, . . . , a+2)an−1(u)Ln−1x(u) du.
(3.12)
Using (3.3) and letting s →∞ in (3.12), we obtain
−L+1x(t) (−1)n−−1
∞∫
t
In−−3(u, t;an−2, . . . , a+2)an−1(u)Ln−1x(u) du.
(3.13)
Integrating Eq. (1.1; δ) for u t  t1 to s, we find
−δLαn−1x(s)+ δLαn−1x(u)=
s∫
u
q(τ )f
(
x
[
g(τ)
])
dτ.
Letting s →∞, we have
δLn−1x(u)
( ∞∫
u
q(τ )f
(
x
[
g(τ)
])
dτ
)1/α
. (3.14)
Substituting (3.14) in (3.13), we get
−L+1x(t)
∞∫
t
In−−3(u, t;an−2, . . . , a+2)an−1(u)
×
( ∞∫
u
q(τ )f
(
x
[
g(τ)
])
dτ
)1/α
du.
Since x(t) and g(t) are nondecreasing for t  t1, we have
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∞∫
t
In−−3(u, t;an−2, . . . , a+2)an−1(u)
×
( ∞∫
u
q(τ ) dτ
)1/α
f 1/α
(
x
[
g(u)
])
du. (3.15)
On the other hand, using (2.1) with i , k, t and s replaced by 0, −1, u and t1, respectively,
and (3.3), we get
x(u)
u∫
t1
I−2(u, v;a1, . . . , a−2)a−1(v)L−1x(v) dv

( u∫
t
I−2(u, v;a1, . . . , a−2)a−1(v) dv
)
L−1x(t)
= I−1(u, t;a1, . . . , a−1)L−1x(t) for u t  t1.
There exists t2  t1 such that
x
[
g(t)
]
 I−1
(
g(u), σ (t);a1, . . . , a−1
)
L−1x
[
σ(t)
]
, t  t2. (3.16)
Substituting (3.16) in (3.15) and using (3.1) we get
−L+1x(t)
[ ∞∫
t
In−−3(u, t;an−2, . . . , a+2)an−1(u)
( ∞∫
u
q(τ ) dτ
)1/α
× f 1/α(I−1(g(u), σ (t);a1, . . . , a−1))du
]
f 1/α
(
L−1x
[
σ(t)
])
,
or
− d
dt
(
Lx(t)
)
Q(t)f 1/α
(
L−1x
[
σ(t)
])
for t  t2.
Let y(t) be given by y(t) = L−1x(t). Then y(t) > 0 on [t2,∞) and y(t) satisfies the
differential inequality(
1
a(t)
y ′(t)
)′
+Q(t)f 1/α
(
y
[
σ(t)
])
 0 for t  t2.
Theorem 2 in [10] now implies that the equation(
1
a(t)
z′(t)
)′
+Q(t)f 1/α
(
z
[
σ(t)
])= 0
has an eventually positive solution. But this contradicts our assumptions.
Let = n− 2. This occurs when δ =−1. From (2.1) with i , k, t and s replaced by 0,
n− 2, t and t1  t0, respectively, we have
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n−2∑
j=0
Ij (t, t1;a1, . . . , aj )Ljx(t1)
+
t∫
t1
In−3(t, u;a1, . . . , an−3)an−2(u)Ln−2x(u) du

t∫
t1
In−3(t, u;a1, . . . , an−3)an−2(u)Ln−2x(u) du. (3.17)
Using the fact that Ln−2x(t) is decreasing on [t1,∞) there exists t2  t1 such that
x
[
g(t)
]
 x
[
σ(t)
]
 In−2
(
σ(t), t1;a1, . . . , an−2
)
Ln−2x
[
σ(t)
]
for t  t2. (3.18)
Using (3.18) in Eq. (1,1;−1) and condition (3.1) we get
Lnx(t)= q(t)f
(
x
[
g(t)
])
 q(t)f
(
In−2
(
σ(t), t1;a1, . . . , an−2
))
f
(
Ln−2x
[
σ(t)
])
,
t  t2.
Let y(t) be given by y(t) = Ln−2x(t). Then, y(t) > 0 on [t2,∞) and is bounded and
satisfies the inequality((
1
an−1(t)
y ′(t)
)α )′
 q(t)f
(
In−2
(
σ(t), t1;a1, . . . , an−2
))
f
(
y
[
σ(t)
])
.
By applying a similar argument given in [11] (see also [4]), one can easily see that the
equation((
1
an−1(t)
w′(t)
)α )′
= q(t)f (In−2(g(t), t1;a1, . . . , an−2))f (w[σ(t)])
has a positive bounded solution, which contradicts the hypothesis of the theorem.
Finally, let = n− 1. This is the case when δ = 1. Assume (a) in Theorem 3.2 occurs.
From (3.17), there exist t2  t1 such that
x
[
g(t)
]
 In−2
(
g(t), η(t);a1, . . . , an−2
)
Ln−2x
[
η(t)
]
for t  t2. (3.19)
Using (3.19) in Eq. (1.1;1) and condition (3.1) we obtain
−Lnx(t)= q(t)f
(
x
[
g(t)
])
 q(t)f
(
In−2
(
g(t), η(t);a1, . . . , an−2
))
f
(
Ln−2x
[
η(t)
])
for t  t2.
Let y(t) be given by y(t)= Ln−2x(t). Then y(t) > 0 on [t2,∞) and satisfies the inequality((
1
an−1(t)
y ′(t)
)α )′
+ q(t)f (In−2(g(t), η(t);a1, . . . , an−2))f (y[η(t)]) 0.
Once again Theorem 2 in [10] implies that the equation((
1
u′(t)
)α )′
+ q(t)f (g(t), η(t);a1, . . . , an−1)f (u[η(t)])= 0
an−1(t)
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Also, for the case = n− 1, if (b) in Theorem 3.2 occurs, we can proceed as follows:
From (2.1) and (3.3) we see that there exists t2  t1 such that
x
[
g(t)
]
 x
[
σ(t)
]
 In−1
(
σ(t), t1;a1, . . . , an−1
)
Ln−1x
[
σ(t)
]
for t  t2. (3.20)
Using (3.20) in Eq. (1.1;1) and condition (3.1) we have
− d
dt
(
Ln−1x(t)
)α  q(t)f (In−1(σ(t), t1;a1, . . . , an−1))f (Ln−1x[σ(t)]).
Let y(t) be given by y(t)= Lαn−1x(t). Then, y(t) > 0 on [t2,∞) and satisfies the inequal-
ity
y ′(t)+Q∗n−1(t)f
(
y1/α
[
σ(t)
])
 0 for t  t2.
By a result in [11] we find that the equation
v′(t)+Q∗n−1(t)f
(
v1/α
[
σ(t)
])= 0
has an eventually positive solution. This again contradicts our assumptions and completes
the proof. ✷
Remark 3.1. In the case when g(t) > σ(t) for t  t0, Eq. (3.10;n− 1) can be replaced by((
1
an−1(t)
w′(t)
)α )′
+Qn−1(t)f
(
w
[
σ(t)
])= 0.
The following corollary is immediate.
Corollary 3.2. Let Theorem 3.1 in Corollary 3.1 be replaced by Theorem 3.2. Then the
conclusion of Corollary 3.1 holds.
We introduce the notation
τ (t)= max{min{s, g(s)}: 0 s  t} and ρ(t)= min{max{s, g(s)}: s  t}.
Note that the following inequalities hold:
g(s) τ (t) for τ (t) < s < t and g(s) ρ(t) for t < s < ρ(t).
In Theorem 3.2 for the case = n− 1 one can replace Eq. (3.10∗;n− 1) is oscillatory
by the first order advanced equation
v′(t)−Q∗∗n−1(t)f 1/α
(
v
[
ρ(t)
])= 0 (3.21)
is oscillatory, where
Q∗∗n−1(t)= an−1(t)
[ ρ(t)∫
t
q(s)f
(
In−2
(
g(s), ρ(t);a1, . . . , an−2
))
ds
]1/α
.
To show this, we proceed as in Theorem 3.2, case = n− 1, and obtain (3.17),
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[
g(s)
]
 In−2
(
g(s), ρ(t);a1, . . . , an−2
)
Ln−2x
[
ρ(t)
]
for g(s) ρ(t) t1. (3.22)
Substituting (3.22) in Eq. (1.1;1), we have
−Lnx(s)= q(s)f
(
x
[
g(s)
])
 q(s)f
(
In−2
(
g(s), ρ(t);a1, . . . , an−2
))
f
(
Ln−2x
[
ρ(t)
])
.
Integrating this inequality from t to ρ(t) we have(
Ln−1x(t)
)α − (Ln−1x[ρ(t)])α

ρ(t)∫
t
q(s)f
(
In−2
(
g(s), ρ(t);a1, . . . , an−2
))
ds f
(
Ln−2x
[
ρ(t)
])
.
Thus,
Ln−1x(t)
[ ρ(t)∫
t
q(s)f
(
In−2
(
g(s), ρ(s);a1, . . . , an−2
))
ds
]1/α
f 1/α
(
Ln−2x
[
ρ(t)
])
.
Let y(t)= Ln−2x(t). Then y(t) > 0 for t  t1 and satisfies the inequality
y ′(t)Q∗∗n−1(t)f 1/α
(
y
[
ρ(t)
])
for t  t1.
By a similar result in [11], we see that the equation
z′(t)−Q∗∗(t)f 1/α(z[ρ(t)])= 0
has an eventually positive solution, a contradiction.
3.2. The case = 0
Here we present some sufficient conditions which ensure thatN0 = ∅. It is easy to check
that the case when = 0 occurs for Eq. (1.1;1) with n odd and Eq. (1.1;−1) with n even.
Now, we present the following results.
Theorem 3.3. Let (−1)nδ =−1 and
f (x) xβ for x = 0, (3.23)
where β is a quotient of positive odd integers. If
lim sup
t→∞
t∫
τ (t)
q(s)Iαn−1
(
τ (t), g(s);an−1, . . . , a1
)
ds > 1 if α = β, (3.24)
lim sup
t→∞
t∫
τ (t)
q(s)I
β
n−1
(
τ (t), g(s);an−1, . . . , a1
)
ds > 0 if α > β, (3.25)
then N0 = ∅.
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such that inf{g(t): t  t1}> t0 and
(−1)iLix(t) > 0 (0 i  n) on [t1,∞). (3.26)
Replacing i , k, t and s by 0, n− 1, σ and τ , respectively, in (2.2), we get
x(σ)=
n−2∑
j=0
(−1)j Ij (τ, σ ;aj , . . . , a1)Lj x(τ )
+ (−1)n−1
τ∫
σ
In−2(u,σ ;an−2, . . . , a1)an−1(u)Ln−1x(u) du.
Using (3.26) and the fact that (−1)n−1Ln−1x(t) is decreasing on [t1,∞), we obtain
x(σ) (−1)n−1
τ∫
σ
In−2(u,σ ;an−2, . . . , a1)an−1(u) duLn−1x(τ)
= In−1(τ, σ ;an−1, . . . , a1)
(
(−1)n−1Ln−1x(τ)
)
, τ  σ  t1. (3.27)
Substituting g(s) and τ (t) for σ and τ, respectively, in (3.27), we have
x
[
g(s)
]
 In−1
(
τ (t), g(s);an−1, . . . , a1
)(
(−1)n−1Ln−1x
[
τ (t)
])
for τ (t) < s < t. (3.28)
Using (3.23) and (3.28) in Eq. (1.1; δ), for t  s  t1, we get
− d
ds
(
(−1)n−1Ln−1x(s)
)α = q(s)f (x[g(s)]) q(s)xβ[g(s)]
 q(s)Iβn−1
(
τ (t), g(s);an−1, . . . , a1
)(
(−1)n−1Ln−1x
[
τ (t)
])β
. (3.29)
Integrating both sides of inequality (3.29) from τ (t) to t, we obtain
−((−1)n−1Ln−1x(t))α + ((−1)n−1Ln−1x[τ (t)])α

(
(−1)n−1Ln−1x
[
τ (t)
])β t∫
τ (t)
q(s)I
β
n−1
(
τ (t), g(s);an−1, . . . , a1
)
ds. (3.30)
Now, we consider two cases.
Case 1: α = β. In this case (3.30) is reduced to
(
(−1)n−1Ln−1x
[
τ (t)
])α[ t∫
τ (t)
q(s)Iαn−1
(
τ (t), g(s);an−1, . . . , a1
)
ds − 1
]
 0
for t  t1.
But this is inconsistent with (3.24).
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(
(−1)n−1Ln−1x
[
τ (t)
])α−β 
t∫
τ (t)
q(s)I
β
n−1
(
τ (t), g(s);an−1, . . . , a1
)
ds. (3.31)
Taking lim sup of both sides of (3.31) as t →∞, we see that the left-hand side approaches
zero, which contradicts (3.25). This completes the proof. ✷
The following corollary is immediate.
Corollary 3.3. Let g(t) < t for t  t0, (−1)nδ =−1 and condition (3.23) hold. If
lim sup
t→∞
t∫
g(t)
q(s)Iαn−1
(
g(t), g(s);an−1, . . . , a1
)
ds > 1 when α = β, (3.32)
lim sup
t→∞
t∫
g(t)
q(s)I
β
n−1
(
g(t), g(s);an−1, . . . , a1
)
ds > 0 when α > β, (3.33)
then N0 = ∅.
Theorem 3.4. Let (−1)nδ =−1, condition (3.1) hold and∫
−0
du
f (u1/α)
<∞ and
∫
+0
du
f (u1/α)
<∞. (3.34)
If ∫
Rg
q(s)f
(
In−1
(
s, g(s);an−1, . . . , a1
))
ds =∞, (3.35)
then N0 = ∅.
Proof. Let x ∈N0 and assume that x(t) > 0 for t  t0. Then there exists t1  t0 such that
(3.26) holds for t  t1. Choose T1 so large that T1  t1 and inf{g(t): t  T1} > t1. As in
the proof of Theorem 3.3, we obtain (3.27) for τ  σ  T1. Substituting g(t) and t for σ
and τ , respectively, in inequality (3.27) we get
x
[
g(t)
]
 In−1
(
t, g(t);an−1, . . . , a1
)(
(−1)n−1Ln−1x(t)
)
for t ∈Rg ∩ [T1,∞). (3.36)
Using (3.1) and (3.36) in Eq. (1.1; δ) and letting y(t)= ((−1)n−1Ln−1x(t))α > 0 onRg ∩
[T1,∞), we have
−y ′(t) q(t)f (In−1(t, g(t);an−1, . . . , a1))f (y1/α(t)), t ∈Rg ∩ [T1,∞).
Choose T2 ( T1) arbitrarily. Dividing both sides of the above inequality by f (y1/α(t))
and integrating the result on Rg ∩ [T1, T2], we find
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∫
Rg∩[T1,T2]
q(s)f
(
In−1
(
s, g(s);an−1, . . . , a1
))
ds

T1∫
T2
y ′(s)
f (y1/α(s))
ds =
y(T1)∫
y(T2)
du
f (u1/α)
.
Letting T2 →∞, we conclude that
∫
Rg∩[T1,∞)
q(s)f
(
In−1
(
s, g(s);an−1, . . . , a1
))
ds 
y(T1)∫
0
du
f (u1/α)
<∞,
which contradicts condition (3.35). This completes the proof. ✷
Remark 3.2. It is easy to see that the conclusion ‘N0 = ∅’ can be replaced by ‘all bounded
solutions of Eq. (1.1; δ) are oscillatory.’
3.3. The case = n
Here, we shall present some sufficient conditions which ensure that Nn = ∅. It is easy
to check that the case when = n occurs for Eq. (1,1;−1). Now, we present the following
results.
Theorem 3.5. Let δ =−1 and condition (3.23) hold. If
lim sup
t→∞
ρ(t)∫
t
q(s)Iαn−1
(
g(s), ρ(t);a1, . . . , an−1
)
ds > 1 when α = β, (3.37)
lim sup
t→∞
ρ(t)∫
t
q(s)I
β
n−1
(
g(s), ρ(t);a1, . . . , an−1
)
ds > 0 when α < β, (3.38)
then Nn = ∅.
Proof. Assume that x ∈Nn and assume that x(t) > 0 for t  t0. Then there exists t1  t0
such that
Lix(t) > 0 (0 i  n) on [t1,∞). (3.39)
From (2.1) with i , k, t and s replaced by 0, n− 1, g(s) and ρ(t), respectively,
x
[
g(s)
]= n−2∑
j=0
Ij
(
g(s), ρ(t);a1, . . . , aj
)
Ljx
[
ρ(t)
]
+
g(s)∫
In−2
(
g(s), u;a1, . . . , an−2
)
an−1(u)Ln−1x(u) du.ρ(t)
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x
[
g(s)
]
 In−1
(
g(s), ρ(t);a1, . . . , an−1
)
Ln−1x
[
ρ(t)
]
for t < s < ρ(t). (3.40)
Using (3.40) and (3.23) in Eq. (1.1;−1), we have for t1  t < s < ρ(t),
d
ds
(
Lαn−1x(s)
)= q(s)f (x[g(s)]) q(s)xβ[g(s)]
 q(s)Iβn−1
(
g(s), ρ(t);a1, . . . , an−1
)
L
β
n−1x
[
ρ(t)
]
. (3.41)
Integrating both sides of inequality (3.41) from t to ρ(t) we obtain
Lαn−1x
[
ρ(t)
]−Lαn−1x(t)

ρ(t)∫
t
q(s)I
β
n−1
(
g(s), ρ(t);a1, . . . , an−1
)
ds L
β
n−1x
[
ρ(t)
]
. (3.42)
Now, we consider two cases.
Case 1: α = β. In this case (3.42) becomes
Lαn−1x
[
ρ(t)
][ ρ(t)∫
t
q(s)Iαn−1
(
g(s), ρ(t);a1, . . . , an−1
)
ds − 1
]
 0.
But this is inconsistent with (3.37).
Case 2: α < β. It follows from (3.42) that
L
α−β
n−1 x
[
ρ(t)
]

ρ(t)∫
t
q(s)I
β
n−1
(
g(s), ρ(t);a1, . . . , an−1
)
ds. (3.43)
Taking lim sup of both sides of inequality (3.43) as t →∞, one can easily see that the
left-hand side approaches zero, which contradicts (3.38). This completes the proof. ✷
The following corollary is immediate.
Corollary 3.4. Let g(t) > t for t  t0, δ =−1 and condition (3.23) hold. If
lim sup
t→∞
g(t)∫
t
q(s)Iαn−1
(
g(s), g(t);a1, . . . , an−1
)
ds > 1 when α = β, (3.44)
lim sup
t→∞
g(t)∫
t
q(s)I
β
n−1
(
g(s), g(t);a1, . . . , an−1
)
ds > 0 when α < β, (3.45)
then Nn = ∅.
Theorem 3.6. Let δ =−1, condition (3.1) hold and
−∞∫
du
1/α <∞ and
+∞∫
du
1/α <∞. (3.46)f (u ) f (u )
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q(s)f
(
In−1
(
g(s), s;a1, . . . , an
))
ds =∞, (3.47)
then Nn = ∅.
Proof. Let x ∈ Nn and assume that x(t) > 0 for t  t0. Then there exists t1  t0 such
that (3.39) holds for t  t1. Replacing i , k, t and s in (2.1) by 0, n− 1, g(t) and t , respec-
tively, we get
x
[
g(t)
]= n−2∑
j=0
Ij
(
g(t), t;a1, . . . , aj
)
Ljx(t)
+
g(t)∫
t
In−2
(
g(t), u;a1, . . . , an−2
)
an−1(u)Ln−1x(u) du

g(t)∫
t
In−2
(
g(t), u;a1, . . . , an−2
)
an−1(u)Ln−1x(u) du
for t ∈Ag ∩ [t1,∞) which in view of the increasing nature of Ln−1x implies
x
[
g(t)
]
 In−1
(
g(t), t;a1, . . . , an−1
)
Ln−1x(t), t ∈Ag ∩ [t1,∞).
Set u(t)= Lαn−1x(t). Then u(t) satisfies
du
dt
= Lnx(t)= q(t)f
(
x
[
g(t)
])
 q(t)f
(
In−1
(
g(t), t;a1, . . . , an−1
))
f
(
u1/α(t)
)
for t ∈A ∩ [t1,∞).
Dividing the above inequality by f (u1/α) and integrating onAg ∩[t1, T1], where T1 ( t1)
is arbitrary, we obtain∫
Ag∩[t1,T1]
q(s)f
(
In−1
(
g(s), s;a1, . . . , an−1
))
ds

T1∫
t1
u′(s)
f (u1/α(s))
ds =
u(T1)∫
u(t1)
du
f (u1/α)
<∞.
This contradicts (3.47). This completes the proof. ✷
Theorem 3.7. Let g(t) > t for t  t0, δ =−1 and (3.23) hold. If
lim sup
t→∞
g(t)∫
t
In−2
(
g(t), u;a1, . . . , an−2
)
an−1(u)
( u∫
t
q(s) ds
)1/α
du > 1
when α = β, (3.48)
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t→∞
g(t)∫
t
In−2
(
g(t), u;a1, . . . , an−2
)
an−1(u)
( u∫
t
q(s) ds
)1/α
du > 0
when α < β, (3.49)
then Nn = ∅.
Proof. Assume that x ∈ Nn, say x(t) > 0 for t  t0. Then there exists t1  t0 such
that (3.39) holds on [t1,∞). Let T1 > t1 be such that inf{g(t): t  T1}  t1. As in the
proof of Theorem 3.5, one can easily find
x
[
g(t)
]

g(t)∫
t
In−2
(
g(t), u;a1, . . . , an−2
)
an−1(u)Ln−1x(u) du, t  T1. (3.50)
Integrating Eq. (1.1; δ) from t to u, we have
Lαn−1x(u)−Lαn−1x(t)=
u∫
t
q(s)f
(
x
[
g(s)
])
ds, u t  T1,
or
Ln−1x(u)
( u∫
t
q(s)f
(
x
[
g(s)
])
ds
)1/α
for u t  T1. (3.51)
Substituting (3.51) in (3.50), we get
x
[
g(t)
]

g(t)∫
t
In−2
(
g(t), u;a1, . . . , an−2
)
an−1(u)
( u∫
t
q(s) ds
)1/α
× f 1/α(x[g(t)])du.
The rest of the proof is similar to that of Theorem 3.5 and hence omitted. ✷
3.4. Oscillation criteria
In this subsection, we combine the results of Sections 3.1–3.3 and obtain the following
interesting criteria for the oscillation of Eq. (1.1; δ).
Theorem 3.8. Let δ = 1 and n be even.
(i) Assume that conditions (i)–(v) and (3.1) hold. If for all large T with σ(t) T condi-
tion (3.2; ) (= 1,3, . . . , n−3) and (3.2;n−1) hold, then Eq. (1.1;1) is oscillatory.
(ii) Assume that conditions (i)–(v) and (3.1) hold. For all large t, suppose the second
order equations (3.10; ) ( = 1,3, . . . , n − 3) are oscillatory and either (a) there
exists η(t) ∈ C([t0,∞),R) such that η(t)  σ(t) for t  t0, limt∈∞ η(t) =∞ such
that the second order equation (3.10;n− 1) is oscillatory, or (b) the first order delay
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is oscillatory. Then Eq. (1.1;1) is oscillatory.
Remark 3.3. We note that Theorem 3.8 is applicable to equations of type (1.1; δ) with
f (x)= xβ, say, where β is the quotient of positive odd integers, β > α, β = α and β < α
and with general deviating argument.
Theorem 3.9. Let δ = 1 and n be odd.
(i) Assume that conditions (i)–(v) and (3.1) hold. If for all large T  t0 and σ(t)  T ,
condition (3.2; ) (= 2,4, . . . , n− 3), (3.2;n− 1), (3.34) and (3.35) are satisfied,
then Eq. (1.1;1) is oscillatory.
(ii) Assume that conditions (i)–(v) and (3.1) hold. For all large t, suppose the second
order equations (3.10; ) ( = 2,4, . . . , n − 3) are oscillatory and either (a) there
exists η(t) ∈ C([t0,∞),R) such that η(t)  σ(t) for t  t0, limt→∞ η(t) =∞ such
that the second order equation (3.10;n− 1) is oscillatory, or (b) the first order delay
equation (3.10∗;n − 1) is oscillatory and conditions (3.34) and (3.35) hold. Then
Eq. (1.1;1) is oscillatory.
Corollary 3.5. Let δ = 1 and n be odd.
(i) Assume that conditions (i)–(v) and (3.23) hold. If, for all large T  t0 with σ(t) T ,
∞∫
Kn−−2(t, T )
( ∞∫
t
q(u) du
)1/α
J
β/α
−1 (σ (t), T ) dt =∞,
 ∈ {2,4, . . . , n− 3}, (3.52; )
∞∫
q(t)J
β
n−2
(
σ(t), T
)
dt =∞, (3.52;n− 1)
and either condition (3.24) when α = β, or condition (3.25) when α > β is satisfied,
then Eq. (1.1;1) is oscillatory.
(ii) Assume that conditions (i)–(v) and (3.23) hold. For all large t, suppose the second
order equations(
1
a(t)
y ′(t)
)′
+Q(t)yβ/α
[
σ(t)
]= 0,  ∈ {2,4, . . . , n− 3}, (3.53; )
are oscillatory and either (a) there exists η(t) ∈ C([t0,∞),R) such that η(t) σ(t)
for t  t0 and limt→∞ η(t)=∞ and the equation((
1
an−1(t)
w′(t)
)α )′
+Qn−1(t)wβ
[
η(t)
]= 0 (3.53;n− 1)
is oscillatory, or (b) the first order delay equation
u′(t)+Q∗n−1(t)uβ/α
[
σ(t)
]= 0 (3.53∗;n− 1)
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holds. Then Eq. (1.1;1) is oscillatory.
Remark 3.4. We note that Theorem 3.9 and Corollary 3.5 are applicable to odd order
equations of type (1.1;1) with retarded as well as general deviating arguments.
Theorem 3.10. Let δ =−1 and n be odd.
(i) Assume that conditions (i)–(v) and (3.1) hold. If for all large T  t0 with σ(t)  T
conditions (3.2; ) (= 1,3, . . . , n− 2), (3.46) and (3.47) hold, then Eq. (1.1;−1) is
oscillatory.
(ii) Assume that conditions (i)–(v) and (3.1) hold. If for all large t the second or-
der equations (3.10; ) ( = 1,3, . . . , n − 4) are oscillatory, all bounded solutions
of Eq. (3.10;n − 2) are oscillatory and conditions (3.46) and (3.47) hold, then
Eq. (1.1;−1) is oscillatory.
Corollary 3.6. Let δ = 1 and n be odd.
(i) Assume that conditions (i)–(v) and (3.23) hold. If for all large T  t0 with σ(t) T
conditions (3.52; ) (= 1,3, . . . , n− 2) and either condition (3.37) when α = β, or
condition (3.38) when α < β are satisfied, then Eq. (1.1;−1) is oscillatory.
(ii) Assume that conditions (i)–(v) and (3.23) hold. If for all large t the second order
equations (3.53; ) (= 1,3, . . . , n− 3) are oscillatory, all bounded solutions of the
equation((
1
an−1(t)
z′(t)
)α )′
−Qn−2(t)zβ
[
σ(t)
]= 0 (3.53;n− 2)
are oscillatory and either condition (3.37) when α = β or condition (3.38) when
α < β is satisfied, then Eq. (1.1;−1) is oscillatory.
Theorem 3.11. Let δ =−1 and n be even.
(i) Assume that conditions (i)–(v) and (3.1) hold. If for all large T  t0 with σ(t) T
conditions (3.2; ) (= 2,4, . . . , n− 2),
±∞∫
±0
du
f 1/α(u)
<∞, (3.54)
and conditions (3.35) and (3.47) hold, then Eq. (1.1;−1) is oscillatory.
(ii) Assume that conditions (i)–(v) and (3.1) hold. If for all large t Eqs. (3.10; ) ( =
2,4, . . . , n− 4) are oscillatory, all bounded solutions of Eq. (3.10;n− 2) are oscilla-
tory and conditions (3.54), (3.35) and (3.47) hold, then Eq. (1.1;−1) is oscillatory.
Corollary 3.7. Let δ =−1 and n be even.
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with σ(t) T conditions (3.52; ) (= 2,4, . . . , n− 2), (3.24) and (3.37) hold, then
Eq. (1.1;−1) is oscillatory.
(ii) Assume that conditions (i)–(v) and (3.23) with α = β hold. Assume for all large t
Eqs. (3.53; ) (= 2,4, . . . , n−4) are oscillatory. Also assume for large t all bounded
solutions of Eq. (3.53;n− 2) are oscillatory, and conditions (3.24) and (3.37) hold,
then Eq. (1.1;−1) is oscillatory.
Remark 3.5. We note that the results for the case when δ = −1 and n is odd may be
applied to equations of type (1.1;−1) with g(t) is either advanced or of mixed type argu-
ment, while for the case when δ =−1 and n is even, the obtained results can be applied
to equations of type (1.1;−1) with g(t) is a general argument (i.e., of mixed type, e.g.,
g(t)= t + sin t).
3.5. Oscillation of equation (1.1; δ) with α = 1
We shall consider Eq. (1.1; δ) with α = 1, i.e.,
Lnx(t)+ δq(t)f
(
x
[
g(t)
])= 0, (3.55; δ)
where
L0x(t)= x(t), Lnx(t)= 1
ak(t)
d
dt
(
Lk−1x(t)
)
, k = 1,2, . . . , n,
and an(t)= 1, n 3, δ =±1 and conditions (i)–(iv) hold.
Here, we shall present some criteria for the nonoscillation of Eq. (3.55; ) which are
different then those obtained from our earlier results by setting α = 1.
Theorem 3.12. Let conditions (i)–(iv) and (3.1) hold and let 1  n with (−1)n−δ =
−1. If for all large T  t0 and σ(t) T ,
∞∫
Kn−−1(t, T )q(t)f
(
J−1
(
σ(t), T
))
dt =∞, (3.56; )
then N = ∅.
Proof. Let x ∈N and assume that x(t) > 0 for t  t0. There exists t1  t0 such that (3.3)
holds for t  t1. Suppose  n− 1. From formula (2.2) with i = , k = n− 1, t = t1 and
s  t1, it follows that
Lx(t1)=
n−1∑
j=
(−1)j−Ij−(s, t1;aj , . . . , a+1)Lj x(s)
+ (−1)n−
s∫
In−−1(u, t1;an−1, . . . , a+1)Lnx(u) du. (3.57)t1
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Lx(t1)
s∫
t1
In−−1(u, t1;an−1, . . . , a+1)q(u)f
(
x
[
g(u)
])
du,
which gives in the limit as s →∞,
∞∫
t1
Kn−−1(t, t1)q(t)f
(
x
[
g(t)
])
dt <∞. (3.58)
As in the proof of Theorem 3.1, we have (3.7) for t  t2  t1. Combining (3.58) with (3.7)
and using condition (3.1), we obtain
∞∫
t2
Kn−−1(t, t1)q(t)f
(
J−1
(
σ(t), t1
))
dt <∞,
which contradicts (3.56; ).
Next, suppose = n− 1. The proof of this case is similar to that of Theorem 3.1 and
hence omitted. ✷
For simplicity, we let for all large t,
Qj (t)= aj+1(t)
∞∫
t
Kn−j−2(u, t)q(u)f
(
Jj−1
(
g(u), σ (t)
))
du,
j = 1,2, . . . , n− 2,
and
Qn−1(t)= q(t)f
(
Jn−2
(
g(t), σ (t)
))
.
Theorem 3.13. Let conditions (i)–(iv) and (3.1) hold and let 1    n − 1 with
(−1)n−δ = −1. If for all large T  t0 with g(t) > σ(t)  T all of the second order
equations(
1
a(t)
y ′(t)
)′
+Q(t)f
(
y
[
σ(t)
])= 0 (3.59; )
are oscillatory, then N = ∅.
Proof. Let x ∈N and suppose that x(t) > 0 for t  t0. There exists t1  t0 such that (3.3)
holds for t  t1. Let  < n− 1. Putting i = + 1, k = n− 1, s  t  t1 in (2.2), we have
L+1x(t)=
n−1∑
j=+1
(−1)j−−1Ij−−1(s, t;aj , . . . , a+2)Lj x(s)
+ (−1)n−−1
s∫
In−−2(u, t;an−1, . . . , a+2)Lnx(u) du.t
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−L+1x(t)
∞∫
t
In−−2(u, t;an−1, . . . , a+2)q(u)f
(
x
[
g(u)
])
du
for t  t1. (3.60)
As in the proof of Theorem 3.2, we obtain (3.16) for t  t2  t1. Combining (3.60)
with (3.16) and using condition (3.1), we have
−L+1x(t) f
(
L−1x
[
σ(t)
]) ∞∫
t
In−−2(u, t;an−1, . . . , a+2)q(u)
× f (I−1(g(u), σ (t);a1, . . . , a−1))du.
The rest of the proof is similar to that of Theorem 3.2 and hence omitted.
Let = n− 1. An integration of Eq. (3.55; δ) yields
Ln−1x(t)
∞∫
t
q(u)f
(
x
[
g(u)
])
du for t  t1. (3.61)
Setting i = 0, k = n− 3, t  s  t1 in (2.1), we have
x(t)=
n−3∑
j=0
Ij (t, t1;a1, . . . , aj )Ljx(t1)
+
t∫
t1
In−3(t, u;a1, . . . , an−3)an−2(u)Ln−2x(u) du.
From this we easily see that
x(t)
t∫
t1
In−3(t, u;a1, . . . , an−3)an−2(u)Ln−2x(u) du for t  t1.
There exists t2  t1 such that
x
[
g(t)
]

g(t)∫
σ(t)
In−3
(
g(t), u;a1, . . . , an−3
)
an−2(u) duLn−2x
[
σ(t)
]
= In−2
(
g(t), σ (t);a1, . . . , an−2
)
Ln−2x
[
σ(t)
]
for t  t2. (3.62)
Combining (3.62) with (3.61) and using (3.1), we have
Ln−1x(t)
∞∫
t
q(u)f
(
In−2
(
g(u), σ (t);a1, . . . , an−2
))
f
(
Ln−2x
[
σ(u)
])
du
for t  t2.
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w(t)w(t2)+
t∫
t2
an−1(s)
∞∫
s
Qn−1(u)f
(
w
[
σ(u)
])
duds for t  t2. (3.63)
Denoting the right-hand side of (3.63) by z(t), it is easy to see that(
z′(t)
an−1(t)
)′
+Qn−1(t)f
(
z
[
σ(t)
])
 0 for t  t2.
The rest of the proof is similar to that of Theorem 3.2 and hence omitted. This completes
the proof. ✷
Remark 3.6. In Eq. (3.55; δ) if f (x) = x and g(t)  t for t  t0, then Q(t) in
Eq. (3.59; ) takes the form
Q¯(t)= a+1(t)
∞∫
t
Kn−−2(u, t)q(u)J−1
(
g(u), σ (t)
)
du, j = 1,2, . . . , n− 2,
and
Q¯n−1(t)= an−2(t)
∞∫
σ(t)
Jn−3
(
g(u), t
)
q(u) du.
Now, we have the following immediate result.
Corollary 3.8. Consider Eq. (3.55; δ) with f (x)= x. Let conditions (i)–(iii) hold, g(t) t
for t  t0, and let 1  n− 1 with (−1)n−δ =−1. If for all large t, the equations(
1
a(t)
y ′(t)
)′
+ Q¯(t)y
[
σ(t)
]= 0 (3.64; )
are oscillatory, then N = ∅.
Remark 3.7. We note that we can obtain many oscillation criteria which are similar to
those given in Section 3.4 for Eq. (3.55; δ). The formulations of these results are left to the
reader. As an example, we give the following oscillation criterion for Eq. (3.55;1) when n
is odd.
Corollary 3.9. Let δ = 1, n be odd, conditions (i)–(iii) hold, g(t)  t for t  t0 and
f (x)= x. If for all large t, Eqs. (3.64; ) (= 2,4, . . . , n− 1) are oscillatory and condi-
tion (3.23) holds with α = 1, then Eq. (3.55;1) is oscillatory.
Remark 3.8. In the case when condition (3.1) fails to apply to some functions f, we may
employ (as an alternative) the following condition on the function f (x):
inf
{
f (ηx)
: η = 0
}
> 0 for any x > 0.f (η)
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w[f ](x)=
{
sgnx inf
{ f (η|x|)
f (η)
: ηx > 0
}
if x = 0,
0 if x = 0.
It is easy to check that w[f ] has the following properties: w[f ] is nondecreasing on R and
xw[f ](x) > 0 for x = 0;∣∣f (η|x|)∣∣ ∣∣f (η)∣∣∣∣w[f ](x)∣∣ for ηx > 0.
For more details of the function w[f ], see [8].
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