Wireless local area network (WLAN) brings us a low cost and high bandwidth experience and thus plays a critically important role in current/future networks to support high-rate transmissions. To better provide quality-of-service (QoS) for WLAN users, we in this paper propose an improved scheme called "A-EDCA" (adaptive EDCA), based on enhanced distributed channel access (EDCA) of IEEE 802.11e under the infrastructure mode. Our proposed scheme aims at efficiently adapting the transmission over WLAN to the time-varying network conditions and mitigating the competition ability unfairness between access point (AP) and non-AP stations (STAs). Specifically, all non-AP STAs adaptively modify the contention window based on the network condition. Moreover, AP skips the backoff phase by setting its backoff counter as zero when non-AP STA completes transmission successfully to relieve the unfairness. At last, simulation results demonstrate the effectiveness of the proposed approach.
Introduction
Due to the characteristics of the high bandwidth, low cost and easy deployment, WLAN has surrounded us everywhere. WLAN has two kinds of modes, one with AP and the other without AP. The former mode is adopted in the most practical deployments. Hence, we consider the mode with AP (also called infrastructure mode). Traditional IEEE 802.11 protocol offers us two access policies, namely, DCF (distributed coordination function) and PCF (point coordination function) [1] . DCF is a policy based on competition and PCF is based on polling. Both DCF and PCF cannot provide QoS guarantees. To accommodate QoS, IEEE 802.11e is proposed including EDCA (enhanced distributed channel access) mode and HCCA (HCF controlled channel access) mode [2] . Most network devices are based on EDCA due to its easy realization and good expansibility.
Therefore, we only discuss EDCA policy in this paper. In EDCA, some important parameters including AC (access category), AIFS (arbitrary inter-frame space) and TXOPlimit (transmission opportunity limit) are adopted. Different services have different parameters for QoS support. However, there are still some problems when using EDCA. Specifically, stations may suffer from performance degradations and radio resources are not fully utilized due to the fixed parameter settings. When the number of stations increases, the probability of collisions increases leading to frequent retransmissions and a decrease of the overall throughput [3] . In addition, there exists unfairness of channel access competition ability between AP and non-AP stations (STAs) which is because that AP almost has the same channel access competition ability with one non-AP STA while the number of non-AP STAs is far larger than that of AP. This causes that AP cannot handle the data in time.
For providing better QoS, many analytical approaches are proposed. Bianchi [4] developed a simple DTMC (discrete time Markov chain) and the saturation throughput was obtained by applying regenerative analysis to a generic slot time. In [5] , authors represented an analytical model to analyze the performance of EDCA. Cali et al. [6] employed renewal theory to analyze a p-persistent variant of DCF with persistence factor p derived from the C.W. Tay et al. [7] instead used an average value mathematical method to model the DCF backoff procedure * and to calculate the average number of interruptions that the backoff timer experienced. The throughput and delay for EDCA were derived based on Markov Chain [8, 9] . In order to realize QoS guarantees, researchers have proposed many approaches. A large proportion of these approaches are based on EDCA [10] [11] [12] [13] [14] [15] .
In this paper, we propose an improved scheme "A-EDCA" based on EDCA with a low computation complexity. Firstly, we adjust the contention window (CW) adaptively according to the current network load condition so as to make full use of the wireless channel resource. Secondly, we adjust channel access policy of AP.
The remainder of this paper is organized as follows: in Section 2, we present the system model and the brief summary of EDCA policy. The design and detailed procedures of our proposed scheme are given in Section 3. The performance analysis is given in Section 4. We show and analyze the simulation results in Section 5. Finally, we conclude our work in Section 6.
System Model

We consider the infrastructure mode of WLAN. There are N non-AP STAs distributed randomly and one AP in WLAN. Each non-AP STA transmits/receives packets through AP and there are no packet transmissions between non-AP STAs. We assume that the channel is ideal and that all STAs (including AP and non-AP STAs) are still for simplicity. The scenario is depicted in Figure 1 . Without loss of generality, we consider two kinds of traffics: voice traffic and background traffic. As we know, voice traffic is delay-sensitive and has higher priority than background traffic. Because some problems exist when E D-CA policy is used directly, we propose an improved channel access scheme called "A-EDCA".
Enhanced Distributed Channel Access
This subsection brie fly summarizes the operations of IEEE 802.11e EDCA. For detailed description, readers may refer to [1, 2] . EDCA is an enhanced policy of DCF. There are some important notions, as depicted by Table  1 . The packets from upper layer are classified into four ACs. Each AC is corresponding to one queue. Each STA has four queues and each queue has a backoff counter. The mapping from upper layer to medium access control (MAC) layer is shown as Figure 2 (refer to [2] ). In EDCA, the channel access process is described as following. STA which has packets to send senses the channel. If the channel is idle for AIFS period, the STA transmits packets immediately. If the channel is busy, the backoff counter is initialized and set as a value based on the backoff mechanism. The STA enters the backoff phase after it senses the channel idle for AIFS period. In the backoff phase, the backoff counter decreases by one if the channel is idle for one time slot (TS) consecutively. If the channel becomes busy, the backoff counter is suspended. The counter resumes when the STA senses the channel idle for AIFS period again. The STA transmits packets if the backoff counter decreases to zero. The node can transmit multiple packets during TXOP. When the STA successfully transmits data, its CW is set as CW min and its backoff counter is set as a value from [0, CW − 1] randomly. The channel access process is illustrated as Figure 3 (refer to [2] ).
There exist two kinds of collisions in EDCA, namely, virtual collisions and inter-STA collisions. The former occurs when more than two queues (including two queues) in a STA simultaneously attempt to transmit packets. The queue with the highest priority wins and attempts to transmit data while the others do not send data but update their CWs according to the backoff mechanism depicted in Equations (1)- (2) and continue to sense the channel.
(1)
The latter collision happens when there are more than two STAs (including two STAs) simultaneously transmit data. The STAs participating in the collision all update their CWs according to the backoff mechanism depicted in Equations (1)- (2), and increase retry number (denoted by retry num ) by one. Then all stations sense the channel for the next attempt again.
A-EDCA Channel Access Policy
In this section, we present A-EDCA channel access policy. To begin with, we present the general idea of A-EDCA. Then the detailed description is given.
Proposed A-EDCA Channel Access Policy
There exist problems when EDCA policy is used directly. It cannot indicate how crowded the channel becomes that a certain station either succeeds to transmit packets or collides with others. In order to adapt to the network load condition, we have to find a metric that can reflect what the current load condition is like. From the backoff mechanism we know that the more crowded the WLAN is, the bigger the retry num becomes. Therefore, we adopt the average value of retry num (denoted by E[retry num ]) as the metric. In order to provide AP with the bigger channel access opportunity to relieve the unfairness, we adjust the channel access policy of AP. After a certain non-AP STA transmits packets successfully we set the backoff counter of AP as zero so as to make AP skip the backoff phase and attempt to transmit data in the next time. . We compare E[retry num ] with the threshold (denoted by ) and update CW according to Equation (4) . (4) When collision occurs, we compute E[retry num ] using Equation (3) and update the CW of the stations participating in the collision using Equations (1) (2) and (5). (5) 
Detailed Description of
Channel Access Policy Adjustment for AP
When a non-AP STA succeeds to transmit packets, AP sets its backoff counter as zero which makes AP skip the backoff phase. Then AP can attempt to transmit data after AIFS period during which the channel is continuously idle. This adjustment relieves the unfairness between the channel access competition ability of non-AP STAs and that of AP, depicted in Figure 4 . We emphasize that the policy that we set backoff counter of AP as zero is adopted only when non-AP STA completes transmission successfully, which is for the sake of avoiding AP occupying the channel all the time.
The algorithm is presented in pseudo-code in Table 2 .
Performance Analysis
The section is based on [8] . For simplicity, we only consider two ACs without loss of generality, namely, AC 0 which presents background traffic and AC 3 which presents voice traffic. We assume that each station only includes one AC. In order to obtain the expressions of performance metrics, some equations are given as follows. The probability that a station of AC i transmits data in a slot is shown by 
where r is retry lim , p is the collision probability that a frame encounters, 0,0,0 β and 0,0 α are steady probabilities referred to [8] , and P I is the probability that the channel is idle in a time slot, given by P I = q 1 /(1+q 1 − q 2 ). Here, q 1 and q 2 is the probability that there are no transmissions in a slot during an AIFS period and during other period respectively, depicted as follows: 
where n i is the number of stations of AC i . The probability P B that a slot is busy is given by P B = 1 − P I . The probability P si that a station of AC i succeeds to transmit data in a slot time is shown by (1 ) (1 ) 0,
The probability P C that collisions happen in a slot time is given by 1 C I S P P P =− − . According to [8] , throughput (denoted by S) is presented as follows:
where P S is the probability that a successful transmission occurs in a slot time depicted by 
where H is the size including both MAC head and PHY head, E[P] is the size of frame. From (9) we know that S is a decreasing function of collision probability p.
The mean access delay (denoted by E[D]
) is shown as follows:
We can derive that E [D] is an increasing function of collision probability p.
By using A-EDCA policy without considering AP policy the collision probability can be decreased efficiently especially when the number of stations becomes large. From (9) (11) we can know that the throughput is improved and that delay is decreased by using A-EDCA policy. Taking AP policy adjustment into account, we can know that the downlink throughput can be improved and that the unfairness can be relieved.
Simulation Results
We adopt throughput, mean end-to-end delay and fairness of throughput to compare the performance between A-EDCA policy and EDCA policy. The fairness of throughput (denoted by I) is defined as the ratio of the difference between uplink throughput and downlink throughput to the throughput of uplink, depicted as Equation (12) .
where T up and T down denote uplink throughput and downlink throughput, respectively. We make some assumptions in our simulation. The channel is ideal and packet loss ratio (PLR) is only introduced by the event that the retransmission time is up to retry lim . Only two kinds of traffic are considered which are voice traffic (denoted by AC 3 ) and background traffic (denoted by AC 0 ). TXOP is set as zero for all nodes, which means that the node occupying the channel successfully can only transmit one packet. We adopt the basic access mode. Simulation parameters are listed in Table 3 .
Due to the dynamic adjustment of CW and AP channel access policy adjustment, the probability of collisions can be decreased and AP can get more opportunity to access the shared channel, which improves the performance of throughput, end-to-end delay and relieves the unfairness between AP and non-AP STAs. Figure 5 shows the performance comparison between A-EDCA and EDCA when the number of stations changes. Figure 5 (a) illustrates that throughput under A-EDCA is larger than that under EDCA. Figure 5(b) shows that mean end-to-end delay becomes smaller under A-EDCA. From Figures 6(a) and (b) we can see that our A-EDCA brings performance improvements when the packet arrival rate changes. The cumulative distribution function of mean end-to-end delay is shown in Figure 7(a) . We can see that about 90 percent of delay is under 400 ms under A-EDCA policy while it is 500 ms under EDCA policy. Figure 7(b) shows us that the unfairness is relieved under A-EDCA especially when the number of stations is large.
Conclusion
This paper has considered the problem of IEEE 802.11e EDCA policy which includes not adapting to the timevarying network condition due to the fixed parameter settings and the channel competition ability unfairness between AP and non-AP STAs. In order to solve the problem, we proposed an improved scheme "A-EDCA". In the scheme CW of the node is adjusted dynamically for the sake of adapting to the current network condition, and AP skips the backoff phase by setting its backoff counter as zero when non-AP STA completes transmission successfully to relieve the unfairness between channel access competition ability of AP and that of non-AP STAs. Through the simulations, we verify the effectiveness of our approach. The performances of both throughput and mean end-to-end delay are improved effectively. The unfairness is relieved to a large extent. Future research will focus on how to satisfy hard QoS requirements and how different kinds of access networks such as WLAN, LTE-A provide better services for users together. 
