This paper proposes some improved exponential type estimators of finite population mean under simple random sampling and double sampling. Expressions for biases and mean squared errors of the proposed estimators are derived up to the first order of approximation. Theoretical and numerical comparisons are made to investigate the performances of the estimators. The proposed estimators always perform better than the difference estimator of the population mean. They also perform better than the estimators suggested by Gupta and Shabbir 2000 AMS Classification: 62D05, 62G05.
Introduction
The auxiliary information is frequently used to increase precision of the population estimates by taking advantage of the correlation between the study variable and the auxiliary variable. Several authors including Kadilar and Cingi [4] , Kadilar and Cingi [5] , Kadilar and Cingi [6] , Kadilar and Cingi [7] and Gupta and Shabbir [3] have proposed different estimators by utilizing information on the auxiliary variable for estimation of the population mean.
In this paper, we propose some improved exponential type estimators for estimating finite population mean using complete and partial auxiliary information. Explicit expressions for biases and mean squared errors (MSE s) of the proposed estimators are derived up to the first order of approximation. An empirical study is conducted to assess the performance of the proposed estimators. It is observed that the proposed estimators are more precise than the existing estimators of the finite population mean.
Consider a finite population comprises of N units. We draw a sample of size n from this population by using simple random sampling without replacement (SRSWOR). Let y and x be the study and the auxiliary variables of the characteristics yi and xi, respectively, for the ith unit. Letȳ = The rest of the paper is organized as follows: Section 2 includes the estimators adopted by several authors when using complete auxiliary information. In Section 3, the proposed estimators based on complete information are discussed in detail. Theoretical comparisons of the proposed estimators with the existing estimators are given in Section 4. Section 5 contains some suggested estimators when partial auxiliary information is available. The work on the proposed estimators is extended to two-phase sampling in Section 6. Section 7 contains theoretical comparisons of the suggested estimators and existing estimators. For numerical comparisons of estimators, we consider three real data sets in Section 8, and concluding remarks are given in Section 9.
Estimators based on complete auxiliary information
In the following subsequent sections, we discuss the properties of the difference, difference-ratio-type and exponential-type estimators of finite population mean suggested by several authors.
2.1. Usual difference estimator of population mean. The unbiased difference estimator of population mean is
where k is an unknown constant. The minimum variance ofŶD, at optimum value of k, i.e., k (opt) =Ȳ ρCȳ XCx , is given by [3] family of estimators. Gupta and Shabbir [3] introduced the following family of estimators for estimating finite population mean:
Gupta and Shabbir
where s1 and s2 are two unknown constants. Here a and b are the known population parameters which may be coefficient of skewness (β1x), coefficient of kurtosis (β2x), coefficient of variation (CV ) and correlation coefficient (ρ).
Expressions for Bias and MSE ofŶGS, to first order of approximation, are given by
and
The optimum values of s1 and s2, obtained by minimizing the MSE ofŶGS, are given by
The minimum MSE ofŶGS, at optimum values of s1 and s2, is given by
Gupta and Shabbir [3] estimatorŶGS will perform better than the difference estimator YD, ifȲ [2] estimator. Grover and Kaur [2] proposed the following estimator of finite population mean:
Grover and Kaur
where t1 and t2 are two unknown constants, whose values are to be determined later on. Expressions for Bias and MSE ofŶGK , to first order of approximation, are given by
The optimum values of t1 and t2, obtained by minimizing the MSE ofŶGK , are given by
The minimum MSE ofŶGK , at optimum values of t1 and t2, is given by
Grover and Kaur [2] estimatorŶGK will perform better than the difference estimatorŶD, ifȲ
Gupta and Shabbir [3] estimatorŶGS will perform better than the Grover and Kaur [2] estimatorŶGK , if
Proposed estimators
In this section, we propose some improved exponential type estimators for estimating finite population mean when complete auxiliary information is available.
3.1. First proposed estimator. On the lines of Singh and Espejo [8] , the average ratio-product estimator is given by
By replacingŶSE in place ofȳ in (2.7), the proposed estimator becomes
where u1 and u2 are two unknown constants, whose values are determined for optimality. Expressions for Bias and MSE ofŶP 1, to first order of approximation, are given by
The optimum values of u1 and u2, obtained by minimizing the MSE ofŶP 1, are given by
The minimum MSE ofŶP 1, at optimum values of u1 and u2, is given by
Second proposed estimator.
On the line of Bahl and Tuteja [1] , we can define the average exponential ratio-product type estimator, given by
By replacingŶBT W in place ofȳ in (2.7), the proposed estimator becomes
where v1 and v2 are two unknown constants. Expressions for Bias and MSE ofŶP 2, to first order of approximation, are given by
The optimum values of v1 and v2, obtained by minimizing the MSE ofŶP 2, are given by
The minimum MSE ofŶP 2, at optimum values of v1 and v2, is given by
3.3. Third proposed estimator. ReplacingŶSE from (3.1) in place ofȳ given in (3.6), the estimator becomes
Also replacingŶBT SEW in place ofȳ in (2.7), the proposed estimator turns out to be
where w1 and w2 are two unknown constants. Expressions for Bias and MSE ofŶP 3, to first order of approximation, are given by
The optimum values of w1 and w2, obtained by minimizing the MSE ofŶP 3, are given by
The minimum MSE ofŶP 3, at optimum values of w1 and w2, is given by
Remarks: Expressions given in (3.5), (3.10) and (3.15) contain unknown population parameters, which can be estimated either from the sample values or through repeated survey or by experience gathered in due course of time.
Efficiency comparisons under simple random sampling
In this section, we compare the proposed estimators with the existing estimators.
(a) Comparison with difference type estimator
(ii) From (2.2) and (3.10), M SEmin 
(viii) From (2.10) and (3.10), M SEmin
(ix) From (2.10) and (3.15), M SEmin 
(xi) From (3.5) and (3.15), M SEmin
(xii) From (3.10) and (3.15), M SEmin
Note: Conditions (xi) and (xii) are always true.
Estimators under two-phase sampling (partial information)
When the population mean of the auxiliary variable, x, is unknown, it is customary to apply the two-phase sampling procedure. The two-phase sampling scheme is explained as follows (i) In first-phase, a sample of size (n1 < N ) is selected from the population using SRSWOR to estimateX. (ii) In second-phase, a sample of size (n < n1) is selected to observe both y and x. Letx1 be the sample mean based on first-phase sample of size n1, and letȳ andx be the sample means based on second-phase sample of size n. Let (x1,x) andȳ are the unbiased estimators ofX andȲ , respectively. Now we discuss different estimators of finite population mean based on two-phase sampling. is given by
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[3] family of estimators. Under two-phase sampling, Gupta and Shabbir [3] family of estimators for estimating finite population mean, is given by
where s * 1 and s * 2 are two unknown constants. The expressions for Bias and MSE ofŶ * GS , to first order of approximation, are given by
where τ is defined earlier.
The optimum values of s * 1 and s * 2 , obtained by minimizing the MSE ofŶ * GS , are given by
The minimum MSE ofŶ * GS , at optimum values of s * 1 and s * 2 , is given by
Gupta and Shabbir [3] estimatorŶ * GS will perform better than the difference estimator
Grover and Kaur [2]
estimator. Grover and Kaur [2] estimator under double sampling for estimation of the population mean is given by
where t * 1 and t * 2 are two unknown constants. The expressions for Bias and MSE ofŶ * GK , to first order of approximation, are given by (5.8)
The optimum values of t * 1 and t * 2 , obtained by minimizing the MSE ofŶ * 
Grover and Kaur [2] estimatorŶ * GK will perform better than the difference estimatorŶ *
Gupta and Shabbir [3] estimatorŶ * GS will perform better than the Grover and Kaur [2] 
Proposed estimators under two-phase sampling
In this section, we derive the mathematical expressions of the biases and MSEs of the proposed estimators of finite population mean when partial auxiliary information is available.
6.1. First proposed estimator. Similar to (3.2), the proposed estimator under double sampling is given by
where u * 1 and u * 2 are two unknown constants. The expressions for Bias and MSE ofŶ * P 1 , to first order of approximation, are given by (6.2)
The optimum values of u * 1 and u * 2 , obtained by minimizing the MSE ofŶ * P 1 , are given by u *
The minimum MSE ofŶ * P 1 , at optimum values of u * 1 and u * 2 , is given by
Second proposed estimator.
On the line of (3.7), the second proposed estimator under double sampling is given by
where v * 1 and v * 2 are two unknown constants. The expressions for Bias and MSE ofŶ * P 2 , to first order of approximation, are given by
The optimum values of v * 1 and v * 2 , obtained by minimizing the MSE ofŶ * P 2 , are given by
The minimum MSE ofŶ * P 2 , at optimum values of v * 1 and v * 2 , is given by
6.3. Third proposed estimator. On the line of (3.12), the third proposed estimator of the population mean under double sampling is given by (6.9)Ŷ *
where w * 1 and w * 2 are two unknown constants. The expressions for Bias and MSE ofŶ * P 3 , to first order of approximation, are given by (6.10)
The optimum values of w * 1 and w * 2 , obtained by minimizing the MSE ofŶ * P 3 , are given by w *
The minimum MSE ofŶ * P 3 , at optimum values of w * 1 and w * 2 , is given by
Remarks: Expressions given in (6.4), (6.8) and (6.12) contain the unknown population parameters, which can be estimated either from the sample values or through repeated survey or by experience gathered in due course of time.
Efficiency comparisons under two-phase sampling
In this section, we compare the proposed estimators with the existing estimators of population mean based on double sampling scheme. 
(ii) From (5.2) and (
(iii) From (5.2) and (6.12), M SEmin Ŷ * P 3 < V armin Ŷ * D , if 
(v) From (5.6) and (6.8), M SEmin Ŷ * P 2 < M SEmin Ŷ * GS , if
(vi) From (5.6) and (6.12), M SEmin 
when above condition is satisfied, the estimatorŶ * P 1 is more efficient than Y * GK . (viii) From (5.10) and (6.8) 
when above condition is satisfied, the estimatorŶ * P 2 is more efficient than Y * GK . (ix) From (5.10) and (6.12), M SEmin Ŷ * P 3 < M SEmin Ŷ * GK , if 
when above condition is satisfied, the estimatorŶ * P 2 is more efficient than Y * P 1 . (xi) From (6.4) and (6.12), M SEmin Ŷ * P 3 < M SEmin Ŷ * P 1 , if
when above condition is satisfied, the estimatorŶ * P 3 is more efficient than when above condition is satisfied, the estimatorŶ * P 3 is more efficient than Y * P 2 .
Empirical Study
The empirical study is based on three populations under: (i) complete information case and (ii) incomplete information case.
Complete auxiliary information.
In this section, we compare the estimators numerically by using different real life data sets. The values of minimum MSEs of the estimators are given in Tables 1-3 Under complete information case, the minimum MSE values of the proposed and existing estimators are given in Table 1 . ForŶ GS(1) with (a = 1, b = ρ),Ŷ GS(2) with (a = 1, b = Cx),Ŷ GS(3) with (a = 1, β2x), Table 1 . Minimum MSE values of different estimators (complete information).
Conclusion
In this paper, we proposed some improved exponential type estimators of finite population mean when complete and partial auxiliary information is available. The proposed estimators perform better than all other competitor estimators considered here. It is to be noted the suggested estimators although biased but are always better than the unbiased difference type estimator of the finite population mean. Based on both theoretical and numerical comparisons, the proposed estimators are more precise than their counterparts. The work can easily be extended to improve the estimation of finite population mean using information on auxiliary attributes, stratified random sampling and other sampling designs. Finally, we recommend the use ofŶP 3 andŶ * P 3 for efficient estimation of the population mean under simple and two-phase sampling schemes, respectively.
