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Uvod
Statistika je grana primijenjene matematike koja se bavi prikupljanjem i analizom podataka
te interpretacijom rezultata analize uz uporabu dobro definiranih metoda. Na diplomskom
studiju Matematicˇke statistike, osim teorije, naglasak je bio na metodama analize i nje-
zinim primjenama. Jedna od cˇestih i popularnih metoda je Analiza varijance (skrac´eno
ANOVA) koju c´emo u ovome radu obraditi te staviti naglasak na njezinu generalizaciju,
Analizu varijance ponovljenih mjerenja. Metodu (ANOVU), kao odredeni matematicˇki
model i prakticˇnu tehniku za istrazˇivanje nekih biolosˇkih fenomena, prvi je razvio i dao joj
ime (eng. analysis of variance) poznati engleski statisticˇar R. A. Fisher (1890-1962)[2].
ANOVA je specijalni slucˇaj linaerne regresije, koja je opet specijalni slucˇaj generaliziranih
linearnih modela kojima je zajednicˇko da minimiziraju gresˇku modela.
U prvom poglavlju c´emo obraditi Studentov t test koji nam je potreban zbog boljeg ra-
zumijevanja ANOVE te uvesti osnove statisticˇke definicije i pojmove koji c´e nam trebati u
daljnjem radu. Proc´i c´emo pretpostavke za t test; postavljanje hipoteza; t test za dva uzorka
i njegovu interpretaciju. U drugom poglavlju c´emo preko gore spomenutih generaliziranih
linearnih modela doc´i do modela ANOVE. Osim uvodenja osnovnih pojmova za shvac´anje
analize varijance tu c´e biti govora o jednofaktorskome i dvofaktorskome modelu; postav-
ljanju hipoteza i njihovu testiranju te testiranju hipoteza o adekvatnosti modela. U trec´em
poglavlju nadogradit c´emo model ANOVE dodajuc´i ponovljena mjerenja kao faktor ko-
ristec´i prethodno stecˇena znanja. Time c´emo obraditi nasˇ glavni model i temu ovoga rada,
analizu varijance ponovljenih mjerenja.
Svako poglavlje zapocˇet c´emo problemom, odnosno pitanjem koje c´e nam posluzˇiti
kao daljnja motivacija. Na kraju poglavlja metodu c´emo ilustrirati kroz konkretan primjer
rijesˇen u programskome sustavu SAS. Ispis iz SAS-a c´emo povezati s pojmovima iz po-
glavlja, a rezultate interpretirati.
Cilj statistike je bolje razumijevanje svijeta, odnosno trazˇenje odgovora na razlike (va-
rijabilitet) medu prikupljenim podacima. Da bi iz podataka mogli ucˇiti potrebno ih je
pravilno cˇitati. U danasˇnjem svijetu da bi mogli pravilno cˇitati podatke potrebni su nam
brzi i kvalitetni programski sustavi zbog velike kolicˇine podataka. Zbog toga koristimo
programski sustav SAS kojeg c´emo kroz primjere bolje upoznati.
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Poglavlje 1
Testiranje hipoteza o jednakosti sredina
1.1 Uvod
Motivacija
Pretpostavimo da nas zanima jesu li musˇkarci u Hrvatskoj prosjecˇno visˇi od musˇkaraca
u Kini. U tom slucˇaju imamo dvije populacije, prva populacija su musˇkarci u Hrvatskoj,
a druga musˇkarci u Kini. Kada bismo mogli izmjeriti sve musˇkarce u Hrvatskoj i sve
musˇkarce u Kini u vrlo kratkom periodu, statisticˇki testovi nam tada ne bi bili potrebni.
Jednostavno bismo usporedili prosjeke jedne i druge populacije i zakljucˇili gdje su visˇi
musˇkarci. Kako nam je nemoguc´e izmjeriti sve musˇkarce u Hrvatskoj i Kini, moramo
smisliti nesˇto drugo. Izabrat c´emo uzorak iz jedne i iz druge populacije koji c´e populaciju
dobro predstavljati. I tu dolazi na red statistika. Mi se nec´emo baviti izborom uzorka
nego c´emo pretpostaviti da imamo dva velika uzorka iz jedne i druge populacije. Sada ih
moramo usporediti. Iako nam prosjek uzoraka mozˇe sugerirati tko je visˇi nepravilno je
na temelju njega zakljucˇiti da su musˇkarci u jednoj zemlji visˇi. Zasˇto je tomu tako? Jer
uzorak mozˇe biti losˇ, odnosno nereprezentativan. Tu nam treba statisticˇki test da potvrdi je
li razlika koja postoji izmedu prosjeka dvaju uzoraka znacˇajna ili ne.
Definicije i osnovni pojmovi
Neka je Ω skup elementarnih dogadaja.
Definicija 1.1.1. Uredena trojka (Ω, (F), P), gdje jeF σ-algebra na ω i P vjerojatnost na
F , zove se vjerojatnosni prostor.
Vjerojatnosni prostor osnovni je objekt u teoriji vjerojatnosti. Vjerojatnosni prostor
mozˇe biti diskretni vjerojatnosni prostor kod kojega je Ω konacˇan ili prebrojiv skup ili opc´i
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vjerojatnosni prostor gdje slucˇajna varijabla odnosno velicˇina koja se mjeri u vezi s nekim
slucˇajnim pokusom, mozˇe primiti sve realne vrijednosti ili sve realne vrijednosti iz nekog
intervala. Definirat c´emo slucˇajnu varijablu na opc´em vjerojatnosnom prostoru.
Neka je R skup realnih brojeva. Sa B oznacˇimo σ-algebru generiranu familijom svih
otvorenih skupova na R. B zovemo σ-algebra Borelovih skupova na R, a elemente σ-
algebreB zovemo Borelovi skupovi. Iz definicije slijedi (vidi N. Sarapa, poglavlje 8 [3])
da je svaki otvoreni, zatvoreni, poluotvoreni, poluzatvoreni interval Borelov skup. Takoder
neogranicˇeni intervali, jednocˇlani skupovi, prebrojivi podskupovi, skup svih racionalnih,
iracionalnih brojeva su Borelovi skupovi. Ipak mozˇe se dokazati da postoje skupovi na R
koji nisu Borelovi. Dakle,B ,P(R).
Definicija 1.1.2. Neka je (Ω, (F), P) vjerojatnosni prostor. Funkcija X : Ω −→ R jest
slucˇajna varijabla (na Ω) ako je X−1(B) ∈ F za proizvoljno B ∈ B, tj. X−1(B ⊂ F ).
Jedan od osnovnih pojmova u teoriji vjerojatnosti jest pojam funkcije distribucije slucˇajne
varijable.
Definicija 1.1.3. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije od X jest funk-
cija Fx : R −→ [0, 1] definirana sa
Fx(x) = P{ω ∈ Ω : X(ω) 6 x} = P(X 6 x), x ∈ R. (1.1)
Koristit c´emo oznaku Fx = F, ako je jasno o kojoj se slucˇajnoj varijabli radi. Usko uz
pojam funkcije distribucije vezan je i pojam funkcije gustoc´e.
Definicija 1.1.4. Neka je X slucˇajna varijabla na (Ω, (F), P) i neka je Fx njezina funkcija
distribucije. Kazˇemo da je X apsolutno neprekidna, ili, krac´e, neprekidna slucˇajna vari-
jabla ako postoji nenegativna realna Borelova funkcija f na R ( f : R −→ R+) takva da
je
Fx(x) =
∫ x
−∞
f (t) dλ(t), x ∈ R. (1.2)
Integral u (1.2) je Lebesgueov integral funkcije f u odnosnu na Lebesgueovu mjeru
λ. Za funkciju distribucije Fx neprekidne slucˇajne varijable X, dakle za funkciju u (1.2)
kazˇemo da je apsolutno neprekidna funkcija distribucije.
Ako je X neprekidna slucˇajna varijabla, tada se funkcija f iz (1.2) zove funkcija gustoc´e
vjerojatnosti od X, tj. od njezine funkcije distribucije Fx ili, krac´e, gustoc´a od X.
Iz (1.2) i poglavlja 9.2. iz [3] slijedi da ako znamo gustoc´u neprekidne slucˇajne va-
rijable X, znamo vjerojatnosti svih dogadaja koji su u vezi s tom slucˇajnom varijablom.
Takoder slijedi da je funkcija distribucije neprekidne slucˇajne varijable X u potpunosti
odredena njezinom gustoc´om.
Sada c´emo definirati distribucije koje c´emo kasnije koristiti.
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Normalna distribucija
Neka su µ, σ ∈ R, σ > 0. Neprekidna slucˇajna varijabla X ima normalnu distribuciju s
parametrima µ i σ2 ako joj je gustoc´a dana sa
f (x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 , x ∈ R. (1.3)
To c´emo oznacˇavati X ∼ N(µ, σ2).
X ima jedinicˇnu normlnu distribuciju ako je X ∼ N(0, 1), dakle
f (x) =
1√
2pi
e−
x2
2 , x ∈ R. (1.4)
Studentova distribucija
Neka je n ∈ N. Neprekidna slucˇajna varijabla X ima Studentovu t-distribuciju sa n stup-
njeva slobode ako joj je gustoc´a f dana sa
f (x) =
1√
npi
Γ
(
n+1
2
)
Γ
(
n
2
) (1 + x2
n
)− n+12
, x ∈ R. (1.5)
gdje je Γ gama funkcija. Danu distribucija oznacˇavamo X ∼ t(n).
Dalje uvodimo pojam ocˇekivanja i varijance za neprekidnu slucˇajnu varijablu X u oz-
naci EX i VarX.
Neka je X neprekidna slucˇajna varijabla s gustoc´om fx. Tada je s
EX =
∫ ∞
−∞
x fx(x) dλ(x). (1.6)
dana formula za racˇunanje ocˇekivanja slucˇajne varijable X, a s
VarX =
∫ ∞
−∞
(x − EX)2 fx(x) dλ(x). (1.7)
je dana formaula za racˇunanje varijance slucˇajne varijable X.
Pozitivan drugi korijen iz varijance zovemo standardna devijacija od X i oznacˇujemo σx.
Definirat c´emo slucˇajan uzorak te osnovne statistike uzorka.
Definicija 1.1.5. Neka je (Ω, (F), P) vjerojatnosni prostor i neka je X slucˇajna varijabla
na Ω s funkcijom distribucije F. Kazˇemo da X1, X2, . . . , Xn cˇine slucˇajan uzorak duljine n
iz populacije s funkcijom distribucije F ako su X1, X2, . . . , Xn nezavisne i jednako distribu-
irane slucˇajne varijable sa zajednicˇkom funkcijom distribucije F.
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Ako funkcija F ima gustoc´u f , tj. ako je X neprekidna ili diskretna slucˇajna varijabla
s gustoc´om f , kazˇemo da je uzorak uzet iz gustoc´e f . Intuitivno slucˇajan uzorak duljine n
odgovara nizu od n nezavisnih mjerenja slucˇajnog svojstva nekog statisticˇkog skupa (po-
pulacije), i to slucˇajnog svojstva koje se opisuje slucˇajnom varijablom X.
Definicija 1.1.6. Neka je X = (X1, . . . , Xn) slucˇajan uzorak iz funkcije distribucije F i
g : Rn −→ R Borelova funkcija. Slucˇajnu varijablu T = g(X) zovemo statistika.
U primjenama se najcˇesˇc´e promatraju sljedec´e dvije statistike:
X = Xn =
1
n
n∑
i=1
Xi, (1.8)
koju zovemo aritmeticˇka sredina ili ocˇekivanje uzorka i
S 2 = S 2n =
1
n − 1
n∑
i=1
(Xi − X)2 (1.9)
koju zovemo varijanca uzorka.
Definicija uzorka (Def. 1.1.5.) i Propozicija 11.4 iz N. Sarapa poglavlje 11.3 [3] suge-
riraju da ocˇekivanje uzorka mozˇe posluzˇiti kao ”dobra” procjena za ocˇekivanje populacije,
ako je to ocˇekivanje nepoznato.
Testiranje hipoteza
Statisticˇka hipoteza je tvrdnja o velicˇini parametra µ ili o obliku distribucije osnovnog
skupa cˇija se vjerodostojnost ispituje pomoc´u slucˇajnog uzorka. Postupak ili pravilo kojim
se donosi odluka o prihvac´anju ili neprihvac´anju tvrdnje na temelju podataka iz slucˇajnog
uzorka naziva se testiranjem statisticˇkih hipoteza[5]. Statisticˇki testovi dijele se na parame-
tarske i neparametarske. Pri provodenju parametarskih testova polazi se od danog oblika i
karakteristika distribucije numericˇke varijable u osnovnom skupu. T test je parametarski
test.
Svaki postupak testiranja polazi od nulte hipoteze i alternativne hipoteze. Sadrzˇaj alter-
nativne hipoteze uvijek proturijecˇi sadrzˇaju nulte hipoteze. Sadrzˇaj hipoteza odredujemo
mi sami. Sud koji izvire iz odluke o prihvac´anju ili neprihvac´anju nulte hipoteze nije ka-
tegoricˇan jer se odluka donosi na temelju vrijednosti iz slucˇajnog uzorka, odnosno dijela
podataka. Stoga se u postupku odluke mogu pojaviti dvije vrste pogresˇaka. Pogresˇka tipa
I. i pogresˇka tipa II. Pogresˇka tipa I. je kada se odbaci istinita nulta hipoteza. Pogresˇka tipa
II. je kada se prihvati nulta hipoteza iako je lazˇna. Tablicˇni prikaz je u tablici 1.1.
Pogresˇka tipa I. predocˇuje se vjerojatnosˇc´u odbacijavanja nulte hipoteze α. Josˇ se na-
ziva razinom znacˇajnosti. S β oznacˇujemo vjerojatnost da se prihvati lazˇna nulta hipoteza,
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odnosno da se ucˇini gresˇka tipa II. Vjerojatnost odbacivanja lazˇne nulte hipoteze naziva se
snagom statisticˇkog testa. Ta je vjerojatnost jednaka (1 − β).
Odluka H0 je istinita H0 je lazˇna
Prihvatiti nultu hipotezu odlika ispravna pogresˇka tipa II.
Odbaciti nultu hipotezu pogresˇka tipa I. odluka ispravna
Tablica 1.1: Vrste gresˇaka
Hiptezu H0 c´emo odbaciti ukoliko nam je testna statistika upala u kriticˇno podrucˇje
odnosno ukoliko nam je p vrijednost (vjerojatnost odbacijavanja istinite nulte hipoteze)
manja od razine znacˇajnosti α koju c´emo u primjerima standardno uzimati da bude 0.05.
1.2 Studentov t test za dva uzorka
Povijest t-testa
T distribuciju otkrio je je 1908. godine William Sealy Gosset, kemicˇar sa Oxforda radec´i u
Guinness-ovoj pivovari u Dublinu. Otkrio ju je trazˇec´i jeftin nacˇin za kontrolu proizvodnje
piva. Kako je politika Guinnessa bila da zaposlenici ne smiju objavljivati svoja otkric´a,
Gosset je objavio svoje otkric´e pod pseudonimom ”Student”. Iz toga razloga se ta distri-
bucija danas zove Studentova distribucija, odnosno pripadni test, Studentov t-test. Rad je
objavljen u matematicˇkom cˇasopsisu Biometrika cˇiji je urednik bio poznati matematicˇar
Karl Pearson.
Pretpostavke i testna statistika
Neka su iz dvije populacije sa sredinama µ1 i µ2, i nepoznatim varijancamaσ21 iσ
2
2 izvucˇena
dva slucˇajna uzorka velicˇine n1 < 30 i n2 < 30 respektivno. Na uzorcima je izmjerena
zavisna varijabla Y uz pretpostavke da su
Yi ∼ N(µi, σ2i ) i σ21 = σ22 gdje je i = 1, 2.
Hipoteze koje hoc´emo testirati su sljedec´e:
H0 : µ1 = µ2
H1 : µ1 , µ2
Iz dva izvucˇena uzorka racˇunaju se sredine y1, y2 i varijance s21, s
2
2 koje su nam procjene
za µi, σ2i . Oznacˇimo sa d razliku sredina uzoraka d = y1−y2. Tada je sampling distribucija1
1distribucija dobivena iz uzorka
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za d uz istinitu H0, gdje su uzorci nezavisni normalna sa sredinom nula i varijancom σ2 ∗
( 1n1 +
1
n2
). Testna statistika je tada oblika s pripadnom distribucijom:
t =
y1 − y2
s
√
1
n1
+ 1n2
H0∼ tn1+n2−2 (1.10)
gdje je s2 procjenitelj za σ2 oblika
s2 =
(n1 − 1)s21 + (n2 − 1)s22
n1 + n2 − 2 (1.11)
Ova test statistika se naziva pooled t statistika.
U dvosmjernom testu H0 se odbacuje za t < t α2 , t > t1− α2 gdje su t α2 i t1− α2 granice
kriticˇnog podrucˇja.
Odstupanje od gore navedenih klasicˇnih pretpostavki zahtijeva prilagodbe ovisno o
tome od koje se pretpostavke odstupa. Ukoliko nemamo normalnost mozˇemo probati na-
praviti transformaciju na podacima, za odstupanje od jednakosti varijance koristimo drugu
test statistiku (satterthwaite t statistika), za zavisnost izmedu uzoraka koristimo t test za
zavisne uzorke (koristimo drugu test statistiku).
1.3 Primjer
Programski sustav SAS
Programski sustav SAS je modularni, integrirani aplikacijski sustav koji na jednostavan i
fleksibilan nacˇin omoguc´uje kako elementarnu, tako i sofisticiranu analizu podataka upo-
rabom ”point and click” tehnike rada preko graficˇkih korisnicˇkih sucˇelja (Grafical User
Interface -GUI), gotovih programa - SAS procedura, ili programiranjem.
Glavna podrucˇja primjene programskog sustava SAS: rukovanje, deskriptivna i graficˇka
analiza podataka; statisticˇka analiza i podrsˇka u odlucˇivanju, prezentacija rezultata i razvoj
aplikacija.
Prednost SAS-a je da ima jednaku sintaksu i sucˇelje na mirkoracˇunalima, mini racˇunalima
i velikim racˇunalima te se SAS programi mogu izvoditi bez ikakve promjene koda pro-
grama interaktivno ili u batch2 modu.
Programski sustav SAS je nastao 1966. godine u SAD-u za potrebe poljoprivrednih
istrazˇivanja na sveucˇilisˇtu North Carolina. Tvorci sustava su Jim Goodnight i John Sall.
2u pozadini omoguc´avajuc´i neki drugi rad na racˇanalu
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Zadatak
Imamo trideset i jednog ispitanika u dobi od 35 do 54 godine kojima je mjereno vrijeme
da pretrcˇe jednu i pol milju (2,41 kilometar)3. Ispitanike c´emo podijeliti u dvije grupe.
Jedna grupa c´e sadrzˇavati ispitanike koji imaju izmedu 35 i 44 godine, a druga ispitanike
koji imaju izmedu 45 i 54 godine. Zanima nas postoji li razlika u sredinama izmedu grupa
odnosno kome treba manje da pretrcˇi jednu i pol milju. Uzorci su nezavisni. Vrijeme je
izrazˇeno u minutama. Dio podataka je dan na slici 1.1. U prvom redu su oznacˇene vari-
jable i broj opservacije (Obs). Varijabla age nam oznacˇava broj godina, runtime potrebno
vrijeme da se pretrcˇi jedna milja, a varijabla AgeGr nam je grupna varijabla koja oznacˇava
kojoj dobnoj grupi opspervacija pripada.
Slika 1.1: Dio podataka - Ispis iz SAS-a
3Podaci preuzeti s tecˇaja STAT3 u Srcu ak. godine 2013/14, voditelj tecˇaja: mr. sc. Vesna Hljuz Dobric´
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Kod
proc univariate data=fit normal;
var runtime;
class AgeGr;
run;
proc ttest data=fit plots=all;
var runtime;
class AgeGr;
run;
Ispis
Slika 1.2: Deskriptivna statistika za obje grupe - Ispis iz SAS-a
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Slika 1.3: Rezultati t testa - Ispis iz SAS-a
Interpretacija
Prvo smo provjeravali normalnost uzoraka sa procedurom univariate koja nam daje testove
za normalnost koji nam svi redom ne odbacuju H0 za obje grupe. Osim testova normalnosti
procedura univariate nam daje i deskriptivnu statistiku za obje grupe u tablicama na slici
1.2. Sredina odnosno srednje vrijeme za prvu grupu nam je 10,21 minuta sa standardnom
devijacijom 1,60, a za drugu grupu 10,76 minuta sa standardnom devijacijom 1,28. Vec´ iz
samih sredina vidimo da c´emo tesˇko odbaciti nultu hipotezu.
Procedura ttest cˇiji su rezultati prikazani u tablici na slici 1.3 nam testira jednakost sre-
dina. Osim toga automatski nam testira i pretpostavku o jednakosti varijanci sa metodom
Foolded F koja nam daje p vrijednost od 0,38 pa prihvac´amo nultu hipotezu da su vari-
jance grupa jednake. Opcijom plots=all specificiramo da hoc´emo sve grafove koje nam
daje procedura ttest. Kako su nam varijance jednake gledamo Pooled metodu kod koje je
testna statistika -1,04, a p vrijednost 0,3081 sˇto je vec´e od α (0,05), pa prema tome pri-
hvac´amo nultu hipotezu u t testu odnosno prosjecˇna vremena potrebna za pretrcˇati jednu i
pol milju kod mlade i starije grupe ispitanika znacˇajno se ne razlikuju.

Poglavlje 2
Univarijatna analiza varijance
2.1 Uvod u problematiku
Pretpostavimo da tri razlicˇite tvornice automobila A, B i C proizvode, medu ostalim, i tip
automobila priblizˇno iste snage motora, pa se zˇeli provjeriti hipoteza da potrosˇnja goriva
ne ovisi o marki (tvornici) automobila.1 Kako organizirati eksperiment koji c´e omoguc´iti
donosˇenje odluke o prihvac´anju, odnosno odbacivanju postavljene hipoteze?
Odmah se namec´e ideja da se uzme nekoliko automobila svake marke, proveze odredeni
broj kilometara sa svakim od njih, te izmjeri potrosˇnja goriva. No, svaki vozacˇ zna da po-
trosˇnja goriva ovisi i o mnogim drugim faktorima (vrsta ceste, vozacˇko iskustvo, godisˇnje
doba i sl.). Da bi se eliminirao utjecaj ceste, mogu se svi automobili voziti po istoj cesti.
Zˇeli li se eliminirati i utjecaj vozacˇa, cˇini se razumnim slucˇajno izabrati vozacˇe, tako da
se dobivene vrijednosti potrosˇnje goriva mogu smatrati vrijednostima slucˇajnog uzorka. U
svakom slucˇaju cilj nam je utvrditi utjecaj samo jednog faktora, faktora proizvodacˇa, na
potrosˇnju goriva.
Buduc´i da je marka automobila nenumericˇko obiljezˇje izmjerene brojcˇane vrijednosti
(litara/100 km) se mogu shvatiti kao vrijednosti izlazne varijable, uzrokovane odgova-
rajuc´im vrijednostima (A,B,C) nenumericˇkog faktora - marke automobila. To nam poka-
zuje da c´e matematicˇki model za opisivanje promatranog fenomena imati odredene slicˇnosti
sa regresijskim modelima, u smislu da se izlazna numericˇka vrijednost shvac´a kao poslje-
dica djelovanja nenumericˇke vrijednosti (razine, tretmana, grupe) ulazne varijable (dje-
lujuc´eg faktora), u ovom slucˇaju marke automobila, koja odreduje srednju vrijednost iz-
lazne varijable (potrosˇnje goriva) i kojoj se dodaje slucˇajna gresˇka.
Cˇini se prilicˇno logicˇnim da se na pocˇetku postavljeno pitanje o postojanju ili nepos-
tojanju znacˇajne razlike u potrosˇnji goriva formulirana kao problem testiranja nul hipoteze
H0 : µa = µb = µc, prema alternativnoj hipotezi da se bar dvije sredine razlikuju.
1Motivacijski primjer i nacˇin obrade preuzeti iz [2]
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To je tipicˇni problem analize varijance i cijela teorija analize varijance se uglavnom
sastoji od objasˇnjenja postupka za njegovo rjesˇavanje. Buduc´i da se ta teorija uglavnom
bavi analizom rasipanja (varijabilnosti) izlaznih podataka, teorija je i dobila naziv analiza
varijance.
Ocˇigledno je da rasipanje aritmeticˇkih sredina mozˇe posluzˇiti kao indikator valjanosti
hipoteze H0. Da smo, recimo, dobili sve tri aritmeticˇke sredine medusobno jednake, onda
bi njihova varijanca bila nula i u tom slucˇaju ne bismo odbacili nultu hipotezu. Osim
rasipanja aritmeticˇkih sredina medu grupama mozˇemo racˇunati i varijabilnost unutar svake
grupe te dobiti ponderiranu sredinu tih varijanci. Pokazuje se da je omjer te dvije varijance
(u brojniku je ponderirana varijanca medu grupama, u nazivniku ponderirana varijanca
unutar grupa) prikladan indikator za donosˇenje odluke o hipotezi H0, jer ocˇigledno da je
prevelika vrijednost tog omjera (veliko rasipanje aritmeticˇkih sredina medu grupama i malo
rasipanje unutar grupa) upuc´uje na odbacivanje nulte hipoteze.
2.2 Jednofaktorski model analize varijance
Univarijatnu analizu varijance karakterizira jedna kriterijska - zavisna varijabla i jedna ili
visˇe eksperimentalnih - nezavisnih varijabli - faktora. Obzirom na broj faktora u modelu u
univarijatnoj analizi varijance razlikuju se jednofaktorska i visˇefaktorska ANOVA. Obzi-
rom na izbor nivoa faktora model mozˇe biti model s fiksnim efektima i model sa slucˇajnim
efektima. Visˇefaktorski eksperiment mozˇe sadrzˇavati glavne efekte i ukrsˇtene (interakcij-
ske) efekte.
Jednofaktorski, potpuno slucˇajni dizajn (CRD) najjednostavniji je eksperimentalni di-
zajn s jednom zavisnom varijablom kontinuiranog tipa i jednom faktorskom varijabom dis-
kretnog tipa s konacˇnim brojem nivoa. Razlikujemo istrazˇivacˇke - sampling studije (gdje
faktor s m nivoa definira m populacija i iz svake populacije i se izabire po jedan repre-
zentativni uzorak s ni opservacija - ukupno dakle m uzoraka ili grupa) i eksperimentalna
studija (m nivoa faktora definira m tretmana i iz jedne populacije slucˇajno se izabire je-
dan uzorak te se jedinicama analize slucˇajno pridruzˇi jedan od m tretmana, sˇto definira m
poduzoraka). Na osnovu sredina po uzorcima ili poduzorcima treba donijeti zakljucˇak o
ocˇekivanjima populacija i zakljucˇak o efikasnosti tretmana. Hipoteze koje se testiraju su
H0 : ocˇekivanja populacija / efekti tretmana su jednaki i H1 : postoje barem dvije popula-
cije cˇija su ocˇekivanja razlicˇita / postoje barem dva efekta koja razlicˇito utjecˇu na sredine.
Klasicˇne pretpostavke za valjano testiranje hipoteza su:
• uzorci su nezavisni i slucˇajni (randomizacija) - opservacije u uzorcima nezavisne
• m populacijskih varijanci su medusobno jednake - varijance zavisne varijable po
uzorcima homogene
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• svaka od m populacija ima normalnu distribuciju - zavisna varijabla po uzorcima
aproksimativno normalna
Ako se H0 odbaci, mozˇemo koristiti post hoc testove da utvrdimo koje se sredine uzo-
raka razlikuju.
U gornjem primjeru i pripadnom tekstu istaknuli smo bitne momente, koji c´e nam
olaksˇati shvac´anje opc´ih apstraktnih pojmova koje c´emo sada definirati.
Pretpostavlja se da je dano m (m > 3) nizova podataka
y11, y12, . . . , y1n1
y21, y22, . . . , y2n2
. . . , . . . , . . . , . . . ,
ym1, ym2, . . . , ymnm
, n1, . . . , nm ∈ N, (2.1)
i da je i-ti (i = 1, . . . ,m) niz dobiven mjerenjem slucˇajnce varijable Yi ∼ N(µi, σ2), te da
su Y1, . . . ,Ym nezavisne slucˇajne varijable. To znacˇi da se yi j (i = 1, . . . ,m, j = 1, . . . , ni)
mozˇe interpretirati kao vrijednost slucˇajne varijable
Yi j = µi + i j, (2.2)
gdje su i j ∼ N(0, σ2) nezavisne slucˇajne varijable.
Mozˇemo, dakle, rec´i da je Yi j izlazna slucˇajna varijabla, cˇije vrijednosti yi j nastaju
djelovanjem i-te razine (µi) odredenog faktora, uz dodatak slucˇajne gresˇke (i j). Djelujuc´i
faktor (ulazna varijabla) najcˇesˇc´e ima nenumericˇko obiljezˇje i u tome je glavna razlika u
odnosu na model jednodimenzionalne (jednofaktorske) regresije.
U primjeru na pocˇetku poglavlja djelujuc´i je faktor marka automobila i imamo tri (m =
3) razine A, B i C toga faktora. Potrosˇnja goriva je izlana varijabla yi j i za svaki i imamo
ni vrijednosti izlazne varijable. Ukupno se raspolazˇe sa n = n1 + n2 + n3 podataka.
Opc´enito se stavlja
n =
m∑
i=1
ni, (2.3)
pri cˇemu n oznacˇuje ukupni broj podataka.
Sada mozˇemo opc´enito definirati i glavni problem jednofaktorske analize varijance,
koji se sastoji u odredivanju postupka za testiranje nul hipoteze
H0 : µ1 = µ2 = . . . = µm, (2.4)
prema alternativnoj hipotezi da u (2.4) postoje i i j takvi da µi , µ j. Drugim rijecˇima,
problem se sastoji u odredivanju kriticˇnog podrucˇja, zadane razine znacˇajnosti, pri testira-
nju hipoteze o jednakosti ocˇekivanja m nezavisnih slucˇajnih varijabli normalnih razdioba
zajednicˇke nepoznate varijance σ2, na temelju m nizova podataka (2.1).
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U prakticˇnim situacijama hipoteza H0 obicˇno se iskazuje kao hipoteza da razlicˇite ra-
zine djelujuc´eg faktora ne utjecˇu na promatranu izlaznu velicˇinu, odnosno da tretman nema
utjecaj na promatranu velicˇinu.
Stavimo
µ =
1
n
m∑
i=1
niµi, δi = µi − µ, i = 1, . . . ,m. (2.5)
Uobicˇajeno je µ zvati opc´a srednja vrijednost dok se δi zove efekt i-te razine djelujuc´eg
faktora. U tom svjetlu jednadzˇba (2.2) mozˇe zapisati u obliku
Yi j = µ + δi + i j, i = 1, . . . ,m, j = 1, . . . , ni. (2.6)
a hipoteza H0 iz (2.4)
H0 = δ1 = δ2 = . . . = δm = 0 (2.7)
Jednadzˇba (2.6) se mozˇe protumacˇiti tako da se izlazna vrijednost yi j shvati kao zbroj opc´e
vrijednosti µ, efekta δi i-te razine djelujuc´eg faktora i vrijednosti i j slucˇajne gresˇke Ei j.
Hipotezom H0, zapisanom u obliku (2.7), postavlja se teza da su efekti beznacˇajni.
Da bi se definirala prikladna test statistika, pomoc´u koje c´e se odrediti kriticˇno podrucˇje
i pripadajuc´a p vrijednost zadane razine znacˇajnosti α, uvest c´emo sljedec´e oznake
Yi =
1
ni
ni∑
j=1
Yi j, i = 1, . . . ,m, (2.8)
Y =
1
n
m∑
i=1
ni∑
j=1
Yi j =
1
n
m∑
i=1
niYi (2.9)
gdje je Yi aritmeticˇka sredina i-te grupe (niza podataka), a Y aritmeticˇka sredina svih
podataka.
Nadalje oznacˇimo sa S S T sumu kvadrata zbog tretmana (kvadriranu razliku sredine
pojedine grupe od opc´e srednje vrijednosti) i S S E sumu kvadrata pogresˇaka (kvadriranu
razliku pojedine opservacije od svoje sredine)
S S T =
m∑
i=1
ni(Yi − Y)2 (2.10)
S S E =
m∑
i=1
ni∑
j=1
(Yi j − Yi)2. (2.11)
Zbrojimo li S S T i S S E dobivamo S S odnosno kvadratnu sumu svih odstupanja od
sredine
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S S =
m∑
i=1
ni∑
j=1
(Yi j − Y)2. (2.12)
Podijelimo li svaki od zadnja tri izraza sa pripadajuc´im brojem nezavisnih podataka/grupa
dobivamo sljedec´e
MS T =
S S T
m − 1 (2.13)
MS E =
S S E
n − m (2.14)
MS S =
S S
n − 1 (2.15)
gdje je MS T srednjekvadratno odstupanje zbog razlika medu grupama, MS E srednjekva-
dratno odstupanje razlika unutar grupa, a MS S srednjekvadratno ukupno odstupanje.
Pod pretpostavkom istinitosti H0 vrijedi sljedec´e:
Yi j ∼ N(µ, σ2), i = 1, . . . ,m, j = 1, . . . , ni. (2.16)
Yi ∼ N(µ, σ
2
ni
), i = 1, . . . ,m, (2.17)
Y ∼ N(µ, σ
2
n
) (2.18)
pa na temelju Zˇ.Pausˇe IV.4. [2] i nezavisnosti od S S T i S S E vrijedi
1
σ2
S S T =
m − 1
σ2
MS T ∼ χ(m − 1), (2.19)
1
σ2
S S R =
n − m
σ2
MS E ∼ χ(n − m), (2.20)
Primjeni li se Zˇ. Pausˇe V.6. [2] dobiva se
F =
MS T
MS E
H0∼ F(m − 1, n − m), (2.21)
sˇto c´e nam biti test statistika za nasˇu analizu. Da je ta vrijednost prikladna za donosˇenje
odluke o prihvac´anju ili odbacivanju H0 mozˇe se zakljucˇiti iz cˇinjenice da je
E[MS T ] = σ2 +
1
m − 1
m∑
i=1
niδ2i , E[MS E] = σ
2, (2.22)
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bez obzira na H0. Ako je hipoteza H0 istinit, onda je prvo ocˇekivanje jednako nula zbog
(2.7), pa se mozˇe ocˇekivati da c´e vrijednost test statistike F biti oko jedan, a ako hipoteza
H0 nije istinita, onda se mozˇe ocˇekivati povec´anje MS E, pa stoga i test statistike. S vec´om
test statistikom smanjuje se vjerojatnost odbacivanja hipoteze H0.
Kriticˇno podrucˇje je oblika [ fα(m− 1, n−m),+∞], gdje je fα kvantil pripadne F distri-
bucije uz zadanu razinu znacˇajnosti α, a pripadna P-vrijednost p = P(F > f |H0) odnosno
vjerojatnost da je testna statistika upala u kriticˇno podrucˇje uz istinitost hipoteze H0. Ra-
zina znacˇajnosti α i p vrijednost se mogu interpretirati kao povrsˇine ispod grafa funkcije
gustoc´e za pripadne vrijednosti na osi x. Tako, ako je p < α znacˇi da je testna statistika
desno od fα tj. upala je u kriticˇno podrucˇje.
Zbog boljeg pregleda i vec´e jasnoc´e problema i njegovih rezultata, uobicˇajeno je da se
sve navedene statistike prikazuju u obliku ANOVA tablice. U tablici 2.2 prikazan je opc´i
oblik ANOVA tablice za jednofaktorski model analize varijance.
Izvor
varija-
bilnosti
Sume kvadrata Stupnjevi
slobode
Varijanca Test sta-
tistika
F
p vrijed-
nost
Izmedu
grupa
S S T =
m∑
i=1
ni(Yi − Y)2 m − 1 MS T = S S Tm−1 F = MS TMS E p = P(F >
f |H0)
Unutar
grupa
S S E =
m∑
i=1
ni∑
j=1
(Yi j − Yi)2 n − m MS E = S S En−m
Ukupno S S =
m∑
i=1
ni∑
j=1
(Yi j − Y)2 n − 1
Tablica 2.1: ANOVA tablica - jednofaktorski model
2.3 Dvofaktorski model analize varijance
Na pocˇetku poglavlja smo imali primjer u kojem smo htjeli provjeriti hipotezu da potrosˇnja
goriva ne ovisi o marki odnosno tvornici automobila. U obzir smo uzeli samo jedan fak-
tor, i to marku automobila. Prirodno bi se bilo pitati utjecˇe li josˇ neki faktor na potrosˇnju
goriva. Odgovor je da ih utjecˇe puno, mi c´emo na primjer uzeti josˇ jedan faktor i to faktor
iskustva koji takoder ima visˇe razina. Sada se namec´e pitanje o postojanju ili neposto-
janju znacˇajnog utjecaja na potrosˇnju goriva jednog i drugog faktora, te o eventualnom
postojanju medusobne interakcije izmedu ta dva faktora. 2
2Motivacijski primjer i nacˇin obrade preuzeti iz [2]
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Kategorizirajmo vozacˇe u 5 grupa:
1. grupa - pocˇetnici s vozacˇkim iskustvom manjim od 2 godine
2. grupa - vozacˇi s iskustvom od 2 do 5 godina
3. grupa - vozacˇi s iskustvom od 5 do 10 godina
4. grupa - vozacˇi s iskustvom od 10 do 20 godina
5. grupa - vozacˇi s iskustvom vec´im od 20 godina
Sada iz svake grupe vozacˇa slucˇajno biramo po devet vozacˇa i trojica voze automobil
marke A, trojica marke B i trojica marke C pri cˇemu se mjeri odgovarajuc´a potrosˇnja goriva
(broj litara na 100 kilometara). Dakle ovaj model karakteriziraju dvije nezavisne varijable
(faktori) diskretnog tipa: prvi faktor sa m1 razina, drugi faktor sa m2 razina. Nivoi faktora
definiraju tretmane, kombinacije nivoa faktora definiraju m1m2 tretmana; te jedna zavisna
varijabla Y kontinuiranog tipa.
Pretpostavimo opc´enito da prvi faktor kao gore ima m1 > 2, a drugi faktor ima m2 > 2
razina dok je svaki uzorak duljine l. Ukupno imamo m1m2l podataka yi jk sˇto mozˇemo
zapisati u obliku Yi jk = µi j+Ei jk, gdje je µi j neslucˇajna velicˇina koja karakterizira djelovanje
i-te razine I. faktora i j-te razine II. faktora, dok je Ei jk slucˇajna varijabla koja karakterizira
gresˇku k-tog mjerenja. Matematicˇki opis dvofaktorskog modela analize varijance opc´enito
je izrazˇen jednadzˇbom
Yi jk = µi j + Ei jk, i = 1, . . . ,m1 j = 1, . . . ,m2, k = 1, . . . , l, (2.23)
gdje su Ei jk nezavisne slucˇajne varijable sa zajednicˇkom normalnom razdiobom N(0, σ2).
Smatra se da je yi jk rezultat djelovanja i-te razine I. faktora, j-te razine II. faktora, medusobne
interakcije obaju faktora i slucˇajne gresˇke.
Uvedimo oznake
µ =
1
m1m2
m1∑
i=1
m2∑
j=1
µi j (2.24)
µ
′
i =
1
m2
m2∑
j=1
µi j, δ
′
i = µ
′
i − µ, i = 1, . . . ,m1, (2.25)
µ
′′
i =
1
m1
m1∑
i=1
µi j, δ
′′
j = µ
′′
j − µ, j = 1, . . . ,m2, (2.26)
gdje je µ opc´a srednja vrijednost svih opservacija, µ
′
i srednja vrijednost za fiksiranu i-tu
razinu I. faktora, a µ
′′
j srednja vrijednost za fiksiranu j-tu razinu II. faktora. Zato se δ
′
i zove
glavni efekt i-te razine I. faktora, a δ
′′
j glavni efekt j-te razine II. faktora.
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Uvede li se zapis
µi j = µ + δ
′
i + δ
′′
j + δi j (2.27)
mozˇe se rec´i da je ocˇekivana vrijednost rastavljena na zbroj opc´e srednje vrijednosti, dva
glavna efekta, dok je δi j doprinos medusobne interakcije i-te razine I. faktora i j-te razine
II. faktora odnosno interakcijski efekt. Stoga se kao nul hipoteze prirodno namec´u sljedec´e
tri hipoteze
H01 : δ
′
1 = δ
′
2 = . . . = δ
′
m1 = 0, (2.28)
H02 : δ
′′
1 = δ
′′
2 = . . . = δ
′′
m2 = 0, (2.29)
H12 : δi j = 0, za i = 1, . . . ,m1, j = 1, . . . ,m2, (2.30)
pri cˇemu se za svaku od njih, kao alternativna hipoteza, uzima da bar na jednom mjestu ne
vrijedi znak jednakosti.
Prve dvije hipoteze odgovaraju na pitanje je li I. faktor znacˇajan odnosno je li II. faktor
znacˇajan, dok se testiranje zadnje hipoteze zˇeli dobiti odgovor na pitanje postoji li interak-
cija izmedu I. i II. faktora, koja uzrokuje znacˇajne promjene na izlaznim podacima.
Glavni je problem i u ovome modelu da se definiraju prikladne test statistike za testi-
ranje hipoteza (2.28), (2.29) i (2.30). Kao i u jednofaktorskome modelu ukupno rasipanje
podataka (varijabilitet) c´emo razdvojiti na visˇe komponenti. U tu svrhu uvodimo sljedec´e
statistike
Y =
1
n
m1∑
i=1
m2∑
j=1
l∑
k=1
Yi jk ∼ N
(
µ,
σ2
n
)
, n = m1m2l, (2.31)
Y ′i =
1
m2l
m2∑
j=1
l∑
k=1
Yi jk ∼ N
(
µ + δ
′
i,
σ2
m2l
)
, i = 1, . . . ,m1, (2.32)
Y ′′j =
1
m1l
m1∑
i=1
l∑
k=1
Yi jk ∼ N
(
µ + δ
′′
j ,
σ2
m1l
)
, j = 1, . . . ,m2, (2.33)
Y i j =
1
l
l∑
k=1
∼ N
(
µ + δ
′
i + δ
′′
j + δi j,
σ2
l
)
, i = 1, . . . ,m1, j = 1, . . . ,m2 (2.34)
S S T1 = m2l
m1∑
i=1
(Y
′
i − Y)2, (2.35)
2.3. DVOFAKTORSKI MODEL ANALIZE VARIJANCE 21
S S T2 = m1l
m2∑
j=1
(Y
′′
j − Y)2, (2.36)
S S T12 = l
m1∑
i=1
m2∑
j=1
(Y i j − Y
′
i − Y
′′
j + Y)
2, (2.37)
S S E =
m1∑
i=1
m2∑
j=1
l∑
k=1
(Yi jk − Y i j)2, (2.38)
S S =
m1∑
i=1
m2∑
j=1
l∑
k=1
(Yi jk − Y)2. (2.39)
Navedene statistike imaju sljedec´u interpretaciju:
Y - aritmeticˇka sredina svih mjerenja
Y
′
i - aritmeticˇka sredina svih mjerenja i-tog retka I. faktora
Y
′′
j - aritmeticˇka sredina svih mjerenja j-tog stupca II. faktora
Y i j - aritmeticˇka sredina svih mjerenja iz (i, j)-tog polja
S S T1 - suma kvadrata odstupanja sredina redaka od zajednicˇke sredine
S S T2 - suma kvadrata odstupanja sredina stupaca od zajednicˇke sredine
S S T12 - interakcijska suma kvadrata
S S E - suma kvadrata odstupanja mjerenja od odgovarajuc´ih sredina u polju
S S - suma kvadrata odstupanja svih mjerenja od njihove aritmeticˇke sredine
Sada vidimo da smo ukupan izvor varijabilnosti rastavili na sljedec´i nacˇin:
S S = S S T1 + S S T2 + S S T12 + S S E (2.40)
slicˇno kao i u jednofaktorskome modelu samo sada imamo visˇe izvora varijabilnosti. Takoder
pokazuje se prema [2] da su
MS T1 =
1
m1 − 1S S T1 (2.41)
MS T2 =
1
m2
S S T2 (2.42)
MS T12 =
1
(m1 − 1)(m2 − 1)S S T12 (2.43)
nepristrani procjenitelji za nepoznati parametar σ2 samo ako su redom hipoteze (2.28),
(2.29) i (2.30) istinite. Dok je
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MS E =
1
m1m2(l − 1)S S E (2.44)
nepristrani procjenitelj za nepoznati parametar σ2 bez obzira na gore navedene hipoteze.
Ako su hipoteze (2.28), (2.29) i (2.30) doista neistinite, onda se mogu ocˇekivati vec´e
vrijednosti statistika S S T1, S S T2 i S S T12 nego u slucˇaju stvarne istinitosti navedenih hi-
poteza. Stoga je kao i u jednofaktorskome modelu analize varijance kao test statistiku uzeti
omjer odgovarajuc´ih varijanci odnosno F test sa odgovarajuc´im stupnjevima slobode.
Za hipotezu da utjecaj I. faktora nije znacˇajan, H01 test statistika je
F1 =
MS T1
MS E
∼ F(m1 − 1,m1m2(l − 1)). (2.45)
Za hipotezu da utjecaj II. faktora nije znacˇajan, H02 test statistika je
F2 =
MS T2
MS E
∼ F(m2 − 1,m1m2(l − 1)). (2.46)
Za hipotezu da utjecaj interakcije nije znacˇajan, H12 test statistika je
F12 =
MS T12
MS E
∼ F((m1 − 1)(m2 − 1),m1m2(l − 1)), (2.47)
Dobije li se vrijednost navedenih test statistika mnogo vec´a od jedinice, to c´e nas upu-
titi na odbacivanje nultih hipoteza. Slicˇno kao i u jednofaktorskome modelu navedene
statistike se prikazuju u ANOVA tablici za dvofaktorski model.
Izvor vari-
jabilnosti
Suma kvadrata Stupnjevi slobode Varijanca Test statistika F
I. faktor S S T1 m1 − 1 MS T1 F1 = MS T1MS E
II. faktor S S T2 m2 − 1 MS T2 F2 = MS T2MS E
Interakcija S S T12 (m1 − 1)(m2 − 1) MS T12 F12 = MS T12MS E
Gresˇka S S E m1m2(l − 1) MS E
Ukupno S S m1m2l − 1
Tablica 2.2: ANOVA tablica - dvofaktorski model
U tablici 2.3 nismo stavili pripadne p vrijednosti za svaku od hipoteza koje se do-
biju analogno kao u jednofaktorskome modelu kao vjerojatnost da test statistika upadne u
kriticˇno podrucˇje uz istinitost nulte hipoteze.
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Ukupna znacˇajnost modela
Osim testiranja hipoteza koje smo gore obradili ostaje nam pitanje znacˇajnosti cjelokupnog
modela odnosno sljedec´e hipoteze:
H00 = µ11 = µ12 = . . . = µ1m2 = µ21 = . . . = µ2m2 = . . . = µm11 = . . . = µm1m2 , (2.48)
kojom testiramo da su sve sredine po svakom faktoru jednake. Kada malo razmislimo
to je i ono sˇto nas najvisˇe zanima. Prema gornjem primjeru sa markama automobila i
duljinom iskustva zanima nas je li srednja potrosˇnja goriva jednaka bez obzira koju marku
automobila vozimo i koliko imamo iskustva. Upravo to testira gornja hipoteza. Ukoliko se
ona pokazˇe da nije znacˇajna odnosno da razlika medu sredinama nije znacˇajna tada niti ne
trebamo testirati druge hipoteze. Ukoliko je znacˇajna testiramo kako bismo vidjeli gdje je
ta varijabilnost odnosno koji faktor cˇini tu razliku znacˇajnom. Suma kvadrata je jednaka
S S M = S S T1 + S S T2 + S S T12 (2.49)
odnosno zbroju sume kvadrata faktora I., II. i njihove interakcije. Korigirana varijanca je
jednaka
MS M =
1
m1m22 − 1S S M. (2.50)
Tada je test statistika kao i prije jednaka omjeru odgovarajuc´ih varijanci te uz istinitost
H00 ima distribuciju
Fm =
MS M
MS E
∼ F(m1m2 − 1,m1m2l − 1). (2.51)
Ovime smo obradili univarijantnu jednofaktorsku i dvofaktorsku analizu varijance sa
fiksnim efektima te c´emo sada obraditi na primjeru s dva faktora.
2.4 Primjer - dvofaktorska analiza varijance
Zadatak
Mjeren je rast pet vrsta trave tijekom cˇetiri tjedna pod utjecajem tri metoda klijanja sje-
mena3. Za svaku kombinaciju trave i vrste zasadeno je sˇest lonaca. Lonci su slucˇajno
rasporedeni u prostoriji za rast. Nakon cˇetiri tjedna trava je osˇisˇana i za svaki je lonac iz-
mjerena i zapisana kolicˇina dobivene trave. Pitanje je postoji li razlika u kolicˇini dobivene
3Podaci preuzeti s tecˇaja STAT3 u Srcu ak. godine 2013/14, voditelj tecˇaja: mr. sc. Vesna Hljuz Dobric´
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trave u odnosu na metodu i vrstu trave? Dodatna pitanja su nam: je li promjena prinosa
trave po vrsti trave razlicˇita za razne metode klijanja i je li promjena prinosa trave po me-
todama klijanja razlicˇita za razne vrste trave? Dakle imamo 2 faktora - vrstu trave i metodu
klijanja. Za svaku kombinaciju imamo sˇest lonaca pa je to ukupno devedeset podataka.
Dio podataka je dan u tablici na slici 2.1, a deskriptiva na slici 2.2. Podatke c´emo pri-
premiti za analizu te c´emo koristiti proceduru Anova. Varijabla metoda oznacˇava metodu
klijanja a vrsta vrstu trave. Varijable t1 do t6 oznacˇavaju lonce trave za svaku metodu i
vrstu. Metoda∗vrsta oznacˇava interakciju.
Slika 2.1: Tablica djela nepripremljenih podataka - Ispis iz SAS-a
Kod
PROC ANOVA data=trava plots=all;
class metoda vrsta;
model trava = metoda vrsta metoda*vrsta;
means metoda vrsta metoda*vrsta;
run;
quit;
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Slika 2.2: Deskriptivna statistika - Ispis iz SAS-a
Interpretacija
Sˇto se ticˇe koda proceduru koju smo koristili je anova sˇto mozˇemo jer imamo balansirani
dizajn. Sa data definiramo data set na kojem radimo analizu a sa plots=all specificiramo da
hoc´emo sve grafove koje daje procedura. Naredbom class kazˇemo da imamo dva faktora a
model kako nam izgleda model koji testiramo. Naredba means je dodatna koja nam ispisuje
aritmeticˇke sredine za svaki faktor te interakciju sˇto je u tablicama na slici 2.2.
Prva tablica na slici 2.3 nam testira sveukupnu znacˇajnost modela te kako nam je p
vrijednost manja od 0,0001 zakljucˇujemo kako nam je model znacˇajan. Sljedec´e tablica
nam daje deskriptivne statistike (R kvadrat, koeficjent varijacije, standardnu devijaciju i
aritmeticˇku sredinu svih izmjerenih vrijednosti). Zadnja tablica nam je nasˇa Anova tablica
(2.3) s time da je gresˇka modela i S S dan u prvoj tablici. Iz tablice zakljucˇujemo sljedec´e:
Postoji znacˇajna razlika u prinosu trave po metodama klijanja za razne vrste trave (p vri-
jednost manja od 0,0001), ne postoji znacˇajna razlika u prinosu trave po vrstama trave za
razne metode (p vrijednost je 0,96) i postoji znacˇajna razlika u kolicˇini dobivene trave u
odnosu na metodu i vrstu trave (p vrijednost je 0.024) sˇto znacˇi da se vrsta trave ne ponasˇa
priblizˇno isto po metodama.
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Ispis
Slika 2.3: Tablice rezultata - Ispis iz SAS-a
Poglavlje 3
Analiza varijance ponovljenih mjerenja
3.1 Uvod
Dizajni analize varijance koje c´emo razmatrati u ovome poglavlju specijalni su slucˇajevi
slucˇajnih potpunih blok dizajna (eng. randomized complete-block[4]) u kojima se svaki
subjekt smatra blokom na koji su primjenjeni svi tretmani. Kada konstruiramo blokove,
gresˇka (varijabilnost) se smanjuje kada su subjekti visˇe homogeni. Kako radimo ponov-
ljena mjerenja na istim subjektima ne mozˇemo imati visˇe homogeniji blok. Ovakav di-
zajn ima tri velike prednosti: imamo visˇe podataka o svakom subjektu, gresˇku mozˇemo
dalje objasniti te trebamo manje subjekata za istu snagu testa i ovaj dizajn pokazuje se
ekonomicˇan kada je tesˇko doc´i do subjekta jer na svakom subjektu treba primjeniti sve
tretmane. Najcˇesˇc´e primjene ovakvih dizajna su u psihologiji, farmaceutskoj industriji i
agronomiji.
Motivacija
Prije nego neki lijek izade na trzˇisˇte odnosno dobije odobrenje da se mozˇe prodavati mora
proc´i nekoliko faza. Jedna od tih faza je i testiranje lijeka na ljudima. Recimo da se radi
o lijeku za povec´avanje apetita te zˇelimo vidjeti koliko je i je li uopc´e efikasan. Iz nama
zanimljive populacije izabrali bi na slucˇajan nacˇin n ljudi koji su nam voljni pomoc´i u
eksperimentu. Nema smisla da im damo samo jedanput lijek i onda za tjedana dana izmje-
rimo njihovu tjelesnu masu jer tjedan dana je premali vremenski period, a postoje i mnogi
drugi faktori koji mogu utjecati na povec´anje/smanjenje tjelesne mase. Ocˇito moraju uzi-
mati lijek jedan duzˇi vremenski period te im moramo redovito mjeriti njihovu tjelesnu
masu. Sama graficˇka usporedba tezˇine na pocˇetku eksperimetna i na kraju eksperimenta
nam mozˇe ukazati hoc´emo li rec´i da je lijek efikasan ili ne. Za malo precizniji odgovor
potrebna nam je analiza varijance ponovljenih mjerenja (eng. whitin-subject design. U
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ovome primjeru zavisna varijabla nam je vrijeme. Osim vremena imamo i nezavisne vari-
jable koje nam mogu biti razlicˇiti tretmani koje opet primjenjujemo nad istim subjektima.
Npr. zanima nas utjecaj razlicˇitih lijekova za smirenje na obavljanje odredenih fizicˇkih
radnji. Svakom subjektu (cˇovjeku) c´emo dati sve tretmane (lijekove) te c´emo nakon toga
mjeriti koliko mu treba vremena da obavi zadane radnje. Zavisna varijabla nam je u ovom
slucˇaju razlicˇiti nivoi tretmana odnosno razlicˇiti lijekovi.
Zavisnost
U modelima koje smo obradili u 2. poglavlju koristili smo pretpostavku nezavisnosti unutar
svake grupe i izmedu grupa. Nezavisnost unutar svake grupe, bilo da imamo jedan ili visˇe
faktora nam kazˇe da vrijednost jedne opservacije nema utjecaja na vrijednost druge opser-
vacije unutar te iste grupe. U ponovljenim mjerenjim takoder imamo pretpostavku nezavis-
nosti unutar jednog ponavljanja, te pretpostavku nezavisnosti izmedu ljudi dok je ocˇito da
c´e postojati korelacija unutar bloka odnosno da c´e razlicˇita mjerenja nad istim subjektom
biti povezana. Kako pretpostavljamo da je distribucija multivarijatna normalna korelira-
nost nam je isto sˇto i zavisnost. Prema tome opservacije unutar svakog bloka (cˇovjeka) c´e
biti zavisne pa c´emo tu varijabilnost moc´i bolje objasniti.
3.2 Jednofaktorski model
Aditivni model
Pretpostavimo da imamo k tretmana i n osoba. U tablici 3.2 imamo sljedec´i zapis odnosno
notaciju. Y11 nam predstavlja mjerenja nad prvom osobom pod tretmanom jedan, Y12 mje-
renje za prvu osobu pod tretmanom dva, Y1 j mjerenje za prvu osobu pod tretmanom j.
Generalno prvi indeks oznacˇuje osobu, dok drugi indeks oznacˇuje tretman (ili vrijeme)
pod kojim je mjerenje izvrsˇeno. 1
Simbol P1 reprezentira zbroj svih tretmana nad osobom jedan, P2 zbroj svih tretmana
nad osobom 2, Pi zbroj svih tretmana nad osobom i tj.
Pi =
k∑
j=1
Yi j. (3.1)
Stoga je aritmeticˇka sredina svih opservacija na osobi i dana sa
Pi =
Pi
k
. (3.2)
1notacija djelomicˇno preuzeta iz [4]
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Analogno po recima mozˇemo gledati zbroj i aritmeticˇku sredinu po stupcima. Sa T1
oznacˇit c´emo zbroj svih n opservacija pod prvim tretmanom, sa T2 zbroj svih n opservacija
pod drugim tretmanom, sa T j zbroj svih n opservacija pod tretmanom j tj.
T j =
n∑
i=1
Yi j. (3.3)
Stoga je aritmeticˇka sredina svih opservacija u tretmanu j dana sa
T j =
T j
n
. (3.4)
Osoba \Tretman 1 2 . . . j . . . k Zbroj Sredina
1 Y11 Y12 Y1 j Y1k P1 P1
2 Y21 Y22 Y2 j Y2k P2 P2
...
...
...
...
...
...
...
i Yi1 Yi2 Yi j Yik Pi Pi
...
...
...
...
...
...
...
n Yn1 Yn2 Yn j Ynk Pn Pn
Zbroj T1 T2 . . . T j . . . Tk G
Sredina T 1 T 2 . . . T j . . . T k G
Tablica 3.1: Notacija
Zbroj svih opservacija c´emo oznacˇiti sa G i on je jednak
G =
n∑
i=1
Pi =
k∑
j=1
T j =
n∑
i=1
k∑
j=1
Yi j, (3.5)
dok c´emo sa G oznacˇiti aritmeticˇku sredinu svih opservacija
G =
G
kn
=
n∑
i=1
Pi
n
=
k∑
j=1
T j
k
. (3.6)
Ukupna varijabilnost u dizajnu je suma kvadrata odstupanja svih opservacija od arit-
meticˇke sredine G
S S =
n∑
i=1
k∑
j=1
(Yi j −G)2. (3.7)
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Stupnjevi slobode za S S su kn− 1. Sada tu varijabilnost kao i u Poglavlju 2 idemo ras-
taviti na izvore varijabilnosti. Postoje dva izvora varijabilnosti. Jedan izvor vrijabilnosti je
varijabilnost izmedu ljudi odnosno varijabilnost izmedu subjekata (eng. between-subject).
Da povucˇemo paralelu sa Poglavljem 2 u tablici 2.2 jednofaktorskog modela to je S S T .
Ovdje c´emo tu varijabilnost oznacˇiti sa S S B te ona glasi:
S S B = k
n∑
i=1
(Pi −G)2. (3.8)
Ovaj izvor varijabilnosti dolazi od toga da su ljudi odnosno promatrani subjekti razlicˇiti.
Kako imamo n aritmeticˇkih sredina, ovaj izvor varijabilnosti ima n − 1 stupnjeva slobode.
Drugi izvor varijabilnosti jest varijabilnost unutar subjekta odnosno ljudi (eng. within-
subject) i definira se na sljedec´i nacˇin: za svaki subjekt i mozˇemo izracˇunati njegovu kva-
dratnu udaljenost od njegove aritmeticˇke sredine Pi. Suma svih odstupanja za sve subjekte
jest nasˇa preostala varijabilnost. U 2.2 to nam je S S E. Ovdje c´emo to oznacˇiti sa S S W.
Zapisano formulom to je
S S W =
n∑
i=1
k∑
j=1
(Yi j − Pi)2. (3.9)
Stupnjevi slobode za varijabilnost unutar pojedinog subjekata su k − 1 pa su stupnjevi
slobode za zbroj varijabilnosti unutar subjekta (S S W) n(k − 1). Sada smo ukupnu varija-
bilnost rastavili na 2 dijela (S S = S S B + S S W) sa pripadnim stupnjevima slobode koji
takoder odgovaraju (kn−1 = n−1+n(k−1)). Kao sˇto vidimo nasˇ S S W nam je jednak S S E
u modelu univarijatne analize varijance s jednim faktorom. Razlika u odnosu na taj model
je sˇto S S W mozˇemo dalje rastavljati. Josˇ nismo iskoristili varijabilnost zbog razlicˇitog tret-
mana na istim subjektima odnosno efekt ponavljanja. Oznacˇimo tu varijabilnost sa S S Tb
te je ona dana formulom
S S Tb = n
k∑
j=1
(T j −G)2, (3.10)
sa k − 1 stupnjem slobode. Oznacˇimo sada sa S S Eb preostalu, neobjasˇnjenu varijabil-
nost te je ona dana sa formulom
S S Eb = S S W − S S Tb =
n∑
i=1
k∑
j=1
((Yi j −G) − (Pi −G) − (T j −G))2. (3.11)
Broj stupnjeva slobode za S S Eb se dobije kada od broja stupnjeva slobode za S S W
oduzmemo stupnjeve slobode za S S Tb. Odnosno n(k− 1)− (k− 1) = (k− 1)(n− 1). Prema
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tome stupnjevi slobode za neobjasˇnjenu varijabilnost su (k − 1)(n − 1). Sada smo dakle
rastavili ukupno varijabilnost na tri dijela. Dakle S S = S S B+S S W = S S B+S S Tb+S S E.
Kao i u poglavlju 2. varijance dobijemo kada sume kvadrata podijelimo sa pripadajuc´im
stupnjevima slobode. Nulta hipoteza koju u ovom modelu testiramo je da razlika medu
tretmanima (ili vremenu) nije znacˇajna nasuprot alternativnoj hipotezi da se barem dvije
sredine znacˇajno razlikuju. Priklada statistika za tu hipotezu nam je kao i u poglavlju 2, F
statistika koja u brojniku ima varijancu MS Tb, a u nazivniku varijancu MS E.
Sve gore navedeno mozˇemo prikazati u tablici 3.2.
Izvor vari-
jabilnosti
Suma kvadrata Stupnjevi slobode Varijanca Test statistika F
Izmedu
subjekata
S S B n − 1 MS B = S S Bn−1 F = MS BMS E
Unutar su-
bjekata
S S W n(k − 1) MS W = S S Wn(k−1)
Efekt tret-
mana
S S Tb k − 1 MS Tb = S S Tbk−1 F = MS TbMS E
Gresˇka S S Eb (n − 1)(k − 1) MS E
Ukupno S S nk − 1
Tablica 3.2: ANOVA tablica - jednofaktorski model s ponavljanim mjerenjima
Model i pretpostavke
Matematicˇki model iz prethodnog poglavlja mozˇemo zapisati kao i u jednofaktorskome
modelu analize varijance bez ponavljanja (2.6) na sljedec´i nacˇin:
Xi j = µ + pii + δ j + i j. (3.12)
Kao i u (2.6) µ je ukupna aritmeticˇka sredina, δ j efekt j-tog tretmana, a i j gresˇka koja
je normalno distribuirana te nezavisna. Jedino sˇto je novo je pii koja je vezana uz osobu i i
koja je po pretpostavci normalno distribuirana. Tu dodatnu varijablu dobijemo jer imamo
visˇe mjerenja nad istim subjektom.
Pretpostavke koje testiramo su sljedec´e: da razlike u tretmanima nisu znacˇajne, da
razlike izmedu subjekata nisu znacˇajne i sveukupnu znacˇajnost modela. Sve F statistike se
dobiju anologno kao u Poglavlju 2.
Neke smo pretpostavke vec´ spomenuli u uvodu te kroz obradu modela a sada c´emo ih
nabrojati te neke objasniti.
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Univarijatne pretpostavke
• Normalnost - opservacije unutar svakog nivoa tretmana su normalno distribuirane
• Sfericˇnost (eng. sphericity) - jednakost varijanci
• Nezavisnost - opservacije po subjektima su nezavisne jedan od druge, subjekti su
slucˇajni
Multivarijatne pretpostavke
• Normalnost - Nivoi tretmana su imaju multivarijatnu normalnu distribuciju
• Nezavisnost - razlike medu sredinama po nivoima tretmana su nezavisne jedna od
druge
Sfericˇnost
Neka je Σy kovarijacijska matrica modela. Uvjet cirkularnosti za Σy glasi:
σ j j − σ j′ j′ − 2σ j j′ = 2λ, za sve j , j′ (3.13)
za neki λ > 0.
Huynh and Feldt (1970)[1] su pokazali da ukoliko vrijedi sljedec´i uvjet
σ2Y j−Y j′ = 2λ, za sve j , j
′
, (3.14)
tada je opravdano koristiti uobicˇajenu analizu varijance ponovljenih mjerenja. Ovaj
uvjet se josˇ zove Huynh-Feldtov uvjet. Zapravo nam kazˇe da je razlika varijanca izmedu
svaka dva Y-a konstantna.
Uvjet cirkularnosti povlacˇi sfericˇnost matrice Σx, koju definiramo kao
Σx = M∗ΣyM∗
′
, (3.15)
gdje je su varijable X normirane ortogonalne transformacije originalnih varijabli Y .
Marica M∗ je ortonormirana matrica reda (k − 1) × k cˇiji su redovi normirani i medusobno
ortogonalni.
Dakle da bismo provjerili uvjet (3.13) moramo provjeriti uvjet sfericˇnosti. U SAS-u ko-
ristimo Mauchly-jev (1940)[1] test za sfericˇnost. Kada Huynh-Feldtov uvjet nije zadovo-
ljen uzimamo prilagodenu p vrijednost tako da odgovarajuc´e stupnjeve slobode mnozˇimo
sa skalarom , koji je funkcija elemenata u kovarijacijskoj matrici ponovljenih mjerenja.
Nacˇine izracˇuna -a dali su Huynh i Feldt (1976) te Greenhouse i Geisser (1959). Huynh-
feldt-ova prilagodba stupnjeva slobode je malo konzervativnija nego Greenhouse-ova i
Geisser-ova.
3.3. PRIMJER - JEDNOFAKTORSKI MODEL 33
3.3 Primjer - jednofaktorski model
Zadatak
Imamo 5 subjekata koji su u ovom slucˇaju ljudi. Svakome subjektu su dana 4 razlicˇita
lijeka u odgovarajuc´im vremenskim razmacima. Nakon sˇto im je dan lijek mjereno je
koliko je vremena potrebno da se obavi niz standardiziranih fizicˇkih radnji koje su im
prije objasˇnjene. Podaci se mogu vidjeti na slici 3.1. Varijabla Osoba oznacˇava osobu,
a varijabla lijek koji je lijek primila. U varijabli Time je vrijeme potrebno da se izvede
zadana fizicˇka radnja. Tako npr. deseta opservacija nam kazˇe da je osobi 3 kada je dobila
lijek 2 trebalo 20 sekundi da izvrsˇi zadano. Imamo 5 osoba i 4 lijeka. Ukupno 20 podataka.
Dizajn je balansiran.
Kod
DATA anova_1;
Osoba+1;
DO Lijek =1 to 4;
INPUT Time @;
OUTPUT;
END;
DATALINES;
30 28 16 34
14 18 10 22
24 20 18 30
38 34 20 44
26 28 14 30
;
proc print data=anova_1;
run;
proc glm data=anova_1;
class osoba lijek;
model Time=osoba lijek;
means lijek;
run;
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Slika 3.1: Tablica podataka - Ispis iz SAS-a
Ispis
Prvi dio koda nam ucˇitava podatake odnosno priprema ih za analizu. Sa procedurom
print dobijemo ispis nasˇih podataka odnosno podatke na slici 3.1. Procedurom glm, sˇto
je skrac´eno od General linear models, radimo analizu. Specificiramo data set na kojem
vrsˇimo analizu, grupne varijable su nam osoba i lijek te u naredbi model definiramo nasˇ
model. Naredba means lijek je dodatna naredba koja nam daje deskriptivnu analizu zavisne
varijable Time po lijekovima koja je u tablici na slici 3.2. Ispis na slici 3.3 sadrzˇi izvore
varijabilnosti, stupnjeve slobode, sume kvadrata, varijance i vrijednosti testnih statistika i
pripadajuc´ih p vrijednosti.
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Slika 3.2: Deskriptivna statistika - Ispis iz SAS-a
Slika 3.3: Rezultati - Ispis iz SAS-a
Interpretacija
U prvoj tablici na slici 3.3 testiramo sveukupno znacˇajnost modela. Pod Model nam je
objasˇnjena varijabilnost (S S B + S S Tb) a pod Error neobjasˇnjena varijabilnost (S S Eb)
sa pripadnim stupnjevima slobode te sumama kvadrata. F statistiku dobijemo kao omjer
dvaju varijanci (197 u brojniku i 9,4 u nazivniku), te iznosi 20,96 s pripadnom p vrije-
dosti koja je manja od 0,0001, pa prema tome odbacujemo nultu hipotezu odnosno model
nam je znacˇajan sˇto znacˇi da smo modelom uspjeli objasniti visˇe varijabilnosti nego sˇto je
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ostalo neobjasˇnjeno. Corrected Total predstavlja ukupnu sumu kvadrata odnosno ukupnu
varijabilnost.
U drugoj tablici su nam dane standardne statistike koje procedura ispisuje poput R kva-
drata koji nam govori koliko smo postotak varijabilnosti objasnili te koeficjent varijacije,
standardnu devijaciju i sredinu svih vremena. U nasˇem slucˇaju R2 nam je preko 92% sˇto je
jako dobro.
Sljedec´e dvije tablice su skoro pa identicˇne osim sˇto se razlikuju u nacˇinu izracˇuna
sume kvadrata sˇto u ovom slucˇaju nije vazˇno jer na oba nacˇina dobivamo iste sume. U
tim tablicama Osoba predstavlja varijabilnost izmedu subjekata (S S B), a Lijek varijabil-
nost efekta tretmana (S S Tb). Obje nulte hipoteze koje tu testiramo odbacujemo na ra-
zini znacˇajnosti od 5% jer su nam pripadne p vrijednosti manje od 0,0001. Dakle postoji
znacˇajna razlika medu sredinama subjekata i razlika medu tretmanima. Usporedba se mozˇe
napraviti sa tablicom 3.2.
3.4 Dvofaktorski model analize varijance ponovljenih
mjerenja
Kao sˇto i sam naziv kazˇe, u dvofaktorskom modelu imamo dva faktora. Modelska jednadzˇa
nam je ista dvofaktorskome modelu analize varijance bez ponovljenih mjerenja ((2.23)
i (2.27)) samo c´e nam rastav suma kvadrata biti razlicˇit. Dakle izlazna vrijednost nam je
rezultat ocˇekivane vrijednosti i gresˇke koja je normalno distribuirana. Ocˇekivana vrijednost
nam je suma ocˇekivanih vrijednosti I. faktora (grupe), II. faktora (ponavljanja) i njihove
medusobne interakcije. Navedeno ima sljedec´i matematicˇki zapis:
Yi j = µ + pii + δ j + piδi j + i j. (3.16)
Pretpostavimo da imamo n ispitanika na kojima testiramo novi lijek za snizˇavanje krv-
nog tlaka te ih podijelimo u 3 skupine ovisno o dobi. Na one koji imaju manje od 25
godina, one koji imaju izmedu 25 i 45 godina, te one koji imaju preko 45 godina. Na
svakome ispitaniku mjerimo tlak k puta. Tada model dan formulom (3.16) mozˇemo inter-
pretirati na sljedec´i nacˇin. δ j je efekt j-tog ponavljanja, a pii efekt i-te grupe (mladi, srednja
dob, stari), dok se njihova interakcija piδi j interpretira kao ”ponasˇaju li se grupe tijekom
vremena jednako”? Podaci su dani u tablici 3.4, dok tablica 3.4 predstavlja standardnu
Anova tablicu sa sumama kvadrata, stupnjevima slobode, varijancama i F statistikama.
U tablici (3.4) je prikazan slucˇaj sa dvije grupe odnosno tretmana. Opc´enito, neka
je t broj grupa odnosno tretmana, neka je k broj ponovljenih mjerenja i neka u svakoj
grupi imamo l subjekata. Prema tome u svakome ponovljenom mjerenju za pojedinu grupu
imamo l podataka. Yi jm predstavlja m-to mjerenje za i-tu osobu pod tretmanom j-ot. Tada
ukupnu varijabilnost S S (ukupno kvadratno odstupanje od aritmeticˇke sredine) mozˇemo
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Grupa Osoba \Ponavljanje 1 2 . . . j . . . k
A 1 Y111 Y112 Y11 j Y11k
A 2 Y211 Y212 Y21 j Y21k
...
...
...
...
...
...
A l Yl11 Yl12 Yl1 j Yl1k
B 1 Y121 Y122 Y12 j Y12k
...
...
...
...
...
...
B l Yl21 Yl22 Yl2 j Yl2k
Tablica 3.3: Notacija
podijeliti na dvije sume kvadrata: sumu kvadrata izmedu subjekata (S S B) i sumu kvadrata
unutar subjekata (S S W) koje definiramo na isti nacˇin kao i u jednofaktorskome modelu
analize varijance ponovljenih mjerenja ((3.8) i (3.9) redom). Broj stupnjeva slobode za
S S B je ukupan broj subjekata minus jedan, a za S S W broj subjekata sˇto mnozˇi broj pona-
valjanja minus jedan procijenjeni parametar za svaki subjekt. I jednu i drugu sumu kvadrata
mozˇemo dalje podijeliti na sljedec´i nacˇin:
S S B = S S T1 + S S E1 (3.17)
i
S S W = S S T2 + S S T12 + S S E2. (3.18)
U (3.18) varijabilnost izmedu subjekata mozˇemo djelomicˇno objasniti zbog razlicˇitih
tretmana (S S T1). Ono sˇto nismo uspjeli objasniti jest prirodna varijabilnost zbog razlicˇitih
tretmana (S S E1). U (3.19) varijabilnost unutar subjekata djelomicˇno mozˇemo objasniti po-
novljenim mjerenjima (S S T1), djelomicˇno interakcijom tretmana i vremena (S S T12), dok
je neobjasˇnjena varijabilnost (S S E2) uzrokovana razlicˇitim tretmanima i ponovljnim mje-
renjima. Usporedujuc´i s jednofaktorskim modelom ponovljenih mjerenja vidimo da smo
dodajuc´i josˇ jedan faktor podijelili varijabilnost izmedu subjekata na dvije sume kvadrata
te varijabilnost unutar umjesto na dvije podijlili na tri sume kvadrata (tablica 3.2). Uko-
liko usporedimo ovaj model s dvofaktorskim modelom bez ponovljenim mjerenja (tablica
2.3) mozˇemo primjetiti da smo ”samo” podijelili gresˇku odnosno neobjasˇnjenu varijabil-
nost (S S E) na dvije neobjasˇnjene varijabilnosti (S S E1 i S S E2) koje proizlaze iz toga da
su mjerenja zavisna. Gresˇka S S E1 pripada varijabilnosti izmedu, a S S E2 varijabilnosti
unutar subjekata. Prema tome S S T1, S S T2 i S S T12 se definiraju anologno (uz zamjenu
m1 = t i m2 = k) kao u Poglavlju 2 gdje smo obradili dvofaktorski model bez ponavljanja
((2.35), (2.36) i (2.37) redom). Neobjasˇnjene varijance mozˇemo protumacˇiti na sljedec´i
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nacˇin: S S E1 je gresˇka subjekata unutar tretmana, dok je S S E2 gresˇka efekta ponavljanja i
subjekata unutar tretmana.
Izvor varijabil-
nosti
Suma
kvadrata
Stupnjevi
slobode
Korigirana
varijanca
Test statis-
tika F
Izmedu subjekata S S B tl − 1
Efekt tretmana S S T1 t − 1 MS T1 F1 = MS T1MS E1
Gresˇka tretmana S S E1 t(l − 1) MS E1
Unutar subjekata S S W tl(k − 1)
Efekt ponavljanja S S T2 k − 1 MS T2 F2 = MS T2MS E2
Interakcija S S T12 (t − 1)(k − 1) MS T12 F3 = MS T12MS E2
Gresˇka ponavlja-
nja i tretmana
S S E2 t(l−1)(k−1) MS E2
Ukupno S S tkl − 1
Tablica 3.4: ANOVA tablica - dvofaktorski model s ponovljenim mjerenjima
Hipoteze i ukupna znacˇajnost modela
Mozˇemo testirati tri hipoteze. Hipotezu da je efekt grupe (tretmana) beznacˇajan, efekt
ponavljanja beznacˇajan i interakcija beznacˇajna. Prva nulta hipoteza jest da su sredine
grupa jednake nasuprot alternativnoj hipotezi da se barem dvije razlikuju. Testa statistika
nam je sljedec´a:
F1 =
MS T1
MS E1
∼ F(t − 1, t(l − 1)). (3.19)
Druga nulta hipoteza je da su sredine u svakom ponavljanju jednake nasuprot alterna-
tivnoj da se barem dvije razlikuju. Testna statistika je
F2 =
MS T2
MS E2
∼ F(k − 1, t(l − 1)(k − 1)). (3.20)
Trec´a nulta hipoteza je da su sredine svakog tretmana u svakom ponavljanju jednake
nasuprot alternativnoj da se barem dvije znacˇajno razlikuju. Test statistika je
F3 =
MS T12
MS E2
∼ F((t − 1)(k − 1), t(l − 1)(k − 1)). (3.21)
Testirat c´emo i sveukupnu znacˇajnost modela gdje nam je testna statistika sljedec´a:
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F =
MS T1 + MS T2 + MS T12
MS E1 + MS E2
∼ F(tk − 1, tk(l − 1)). (3.22)
Kao i u prijasˇnjim poglavljima velik brojnik i mali nazivnik sugerirat c´e odbacivanje
nultih hipoteza.
3.5 Primjer - dvofaktorski model
Zadatak
Podatke sam preuzeo iz [1]. Bez obzira na to sˇto su podaci djelomicˇni analiza se mozˇe
napraviti. Ukupan broj subjekata je trideset koji su podijeljeni u tri grupe. Subjekti su
krave iz Australije. U originalnome eksperimentu imamo sedamdeset i dvije krave. Grupe
su vrste dijeta. Imamo sljedec´e dijete kojima su podvrgnute krave: Barkley, Mixed, Lupins.
Mixed dijeta je mjesˇavina Barkley i Lupins dijeta. Svakoj dijeti je podvrgnuto deset krava
pa prema tome imamo balansirani dizajn. Svrha eksperimenta je bila da vidimo kako
pojedina dijeta djeluje na kolicˇinu proteina u mlijeku. Razina proteina je mjerena tjedno iz
uzorka mlijeka za svaku kravu. Podaci u tablici na slici 3.4 prikazuju dio podataka. Imamo
jednu nezavisnu varijablu dijeta koja ima 3 razine, i pet zavisnih varijabli: week1, week2,
week3, week4 i week5.
Kod
proc glm data=krave;
class dijeta;
model week1-week5=dijeta;
repeated time 5 polynomial / summary printe;
means dijeta;
run;
Kao i prije koristimo proceduru glm. Naredbom class kazˇemo da nam je varijabla
dijeta grupna varijabla. Naredbom model definiramo model na kojem c´emo raditi analizu.
S lijeve strane su nam zavisne varijable, s desne nezavisne. Naredbom repeated kazˇemo
SAS-u da imamo ponovljena mjerenja. Iza te naredbe moramo dati ime zavisnoj varijabli
koje je time. Broj 5 oznacˇava koliko imamo ponovljenih mjerenja. Nakon toga smo dodali
opciju polynomial te iza kose crte summary i printe. Opcija polynomial kreira cˇetiri nove
varijable iz pet zavisnih varijabli. Prva je linearni efekt vremena, druga kvadratni, trec´a
kubicˇni... Opcijom summary dobivamo rezultate za cˇetiri transformirane varijable, dok
opcijom printe ispisujemo matrice kojima provjeravamo pretpostavke.
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Slika 3.4: Tablica djela podataka - Ispis iz SAS-a
Ispis i interpretacija
Prvo sˇto nam SAS daje jest jest univarijatnu analizu varijance za svaku zavisnu varijablu
week po grupnoj varijabli dijeta s pripadnim box-plotovima. Taj ispis mozˇemo sprijecˇiti
dodajuc´i opciju nouni iza kose crte u naredbi model. Sljedec´i dio ispisa jest zbog naredbe
repeated i objasnit c´emo sada dio po dio.
Slika 3.5: Opc´eniti podaci - Ispis iz SAS-a
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Slika 3.6: Tablica nivoa zavisne varijable - Ispis iz SAS-a
Slika 3.7: Deskriptivne statistike - Ispis iz SAS-a
U tablici na slici 3.5 dani su nam opc´i podaci o broju opservaciju i grupnoj varijabli, na
3.6 dani su nam nivoi zavisne varijable. Vidimo da nam je zavisna varijabla time i da ima
pet mjerenja. Vrlo je vazˇna ova tablica da vidimo jesmo li postavili dobro model. Nakon
opc´ih podataka slijede deskriptivne statistike na u tablici na slici 3.7. Sljedec´i dio ispisa
je dan u matrici na slici 3.8. To je korelacijska matrica koja odgovara na pitanje: Ako
kontroliramo efekt dijete, do koje mjere tada razina proteina u jednom trenutku predvida
razinu proteina u drugom trenutku? Ispod korelacija je p vrijednost za par vremena. Vec´ina
ovih korelacija bi trebala biti znacˇajna. Vidimo da u nasˇem slucˇaju samo week1 i week4
nisu znacˇajna (p vrijednost=0,2207).
Sljedec´i dio ispisa daje korelacijsku matricu za transformirane varijable i Manova tes-
tove i njih mozˇemo zanemariti. Nakon toga testiramo pretpostavku sfericˇnosti u tablici
na slici 3.9 za transformirane podatke i na ortogonalnim komponentama to jest nekorelira-
nim. Vazˇno je da uvijek pogledamo test za ortogonalne komponente. Ukoliko nije znacˇajan
znacˇi da je uvjet sfericˇnosti zadovoljen. U nasˇam slucˇaju p vrijednost je 0,2701 sˇto je vec´e
od 0,05 pa je uvjet sfericˇnosti zadovoljen.
Sada dolazimo do glavnih testova i statistika koje smo obradili u poglavlju. Tablica
na slici 3.10 testira razlike izmedu subjekata (eng. Beetween Subjects Effects). Njome
testiramo da dijeta nema efekt na razinu proteina u mlijeku krave. Izvore varijabilnosti
mozˇemo usporediti sa tablicom 3.4. Oznaka za sumu kvadrata za izvor varijabilnosti grupe
nam je S S T1 (1,0054) sa pripadnim stupnjevima slobode (t − 1 = 3 − 1 = 2), a za neo-
bjasˇnjenu varijabilnost S S E1 (8,6243) sa stupnjevima slobode (t(l − 1) = 3(10 − 1) = 27).
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Slika 3.8: Korelacijska matrica - Ispis iz SAS-a
Slika 3.9: Test sfericˇnosti - Ispis iz SAS-a
Vrijednost F1 statistike je 1,57, a p vrijednosti 0,2257 pa prema tome ne odbacujemo nultu
hipotezu. Odnosno zakljucˇujemo da razlike medu sredinama grupa nisu znacˇajne. Druga
vazˇna tablica je na slici 3.11 (eng. Within Subjects Efects). U njoj testiramo druge dvije
hipoteze koje smo obradili. Prvi izvor varijabilnosti nam je time a njegovu sumu kvadrata
u tablici 3.4 smo oznacˇili sa S S T2 (6,2699) sa 4 stupnja slobode (k − 1 = 5 − 1 = 4).
Sljedec´i izvor varijabilnosti nam je interakcija S S T12 (0,3464) time∗dijeta sa 8 stupnjeva
slobode ((t − 1)(k − 1) = (3 − 1)(5 − 1) = 8). Na kraju je neobjasˇnjena varijabilnost
S S E2 (6,3974) koja ima 108 stupnjeva slobode (t(l − 1)(k − 1) = 3(10 − 1)(5 − 1) = 108).
Vrijednost F2 statistike nam je 26,46 a pripadna p vrijednost nam je manja od 0,0001 pa
nam je vrijeme znacˇajno. Vrijednost F3 statistike nam je 0,73 a pripadne p vrijednosti
0,6637 pa nam interakcija nije znacˇajna. Dva zadnja redu u tablici su nam prilagodene
p vrijednosti koje gledamo kada pretpostavka sfericˇnosti nije zadovoljena. G-G oznacˇava
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Greenhouse-Geisserovu prilagodbu, a H-F-L Huynh-Feldt-Lecoutrovu prilagodbu p vri-
jednosti. Bez obzira sˇto ih ne gledamo mozˇemo komentirati da obje prilagodbe ne bih
radile razliku u zakljucˇivanju. U donjoj tablici su na slici 3.11 su Greenhouse-Geisserov i
Huynh-Feldt-Lecoutrovu epsiloni koji se koriste za prilagodbu stupnjeva slobode koji onda
produciraju spomenute prilagodene p vijednosti. Iz ovoga primjera zakljucˇujemo sljedec´e:
razlicˇita vrsta dijete znacˇajno utjecˇe na razinu proteina u kravinu mlijeku, vrijeme takoder
znacˇajno utjecˇe na razinu proteina u krvi dok interakcija vremena i dijete nije znacˇajna, to
jest razlicˇite dijete se tijekom vremena ponasˇaju slicˇno.
Slika 3.10: Tablica izmedu subjekata - Ispis iz SAS-a
Slika 3.11: Tablica unutar subjekata - Ispis iz SAS-a
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Sazˇetak
U ovome radu koji je podijeljen u tri poglavlja glavna tema nam je bila analiza varijance
ponovljenih mjerenja. Analiza varijance ponovljenih mjerenja je statisticˇka metoda kojom
testiramo jednakost sredina na podacima cˇija mjerenja se ponavljaju. U prvom poglav-
lju, tako rec´i uvodnome, djelomicˇno je obraden t test. Tocˇnije obraden je t test za dva
uzorka kao primjer testiranja jednakosti sredina. U drugom poglavlju prosˇirili smo to tes-
tiranje na visˇe uzoraka. Obradena je univarijatna analiza varijance s jednim i s dva faktora.
Objasˇnjena je varijabilnost rastavom na razlicˇite sume kvadrata, dan je matematicˇki mo-
del, a sve statistike sa sumama kvadrata i pripadnim stupnjevima slobode su onda sazˇete
u standardnim Anova tablicama. Nakon sˇto je dobro pripremljen teren, obradena je i ana-
liza varijance ponovljenih mjerenja s jednim faktorom i sa dva faktora. Nadogradujuc´i vec´
obradene modele bilo je laksˇe objasniti i razumjeti daljnje rastavljenje definiranih suma
kvadrata. Kao glavni razlog dodatnih suma kvadrata pokazala su se dodatna mjerenja na
istim subjektima, kojim homogeniziramo uzorak i smanjujemo neobjasˇnjenu varijabilnost.
Recˇeno je koje su prednosti, dan je model, navedene su i obradene pretpostavke te su opet
sve statistike dane u Anova tablicama. Na dva zanimljiva i stvarna primjera su numericˇki
obradena oba modela.
Kroz primjere, kojih ima cˇetiri: t test za 2 uzorka, dvofaktorski model analize varijance,
jednofaktorski model analize varijance ponovljenih mjerenja i dvofaktorski model analize
varijance ponovljenih mjerenja, pokazali smo konkretnu primjenu obradenih metoda. Time
smo diplomski rad ucˇinili ne samo teoretskim nego i primjenjenim. Takoder smo se kroz
primjere bolje upoznali sa programskim sustavom SAS, jednim od najpopularnijih alata za
analizu podataka kako u akademskim krugovima tako i u poslovnom svijetu.
Iako se analiza varijance vec´ duzˇe vrijeme primjenjuje za razne statisticˇke probleme
nije zastarjela. Sˇtovisˇe, jedna je od najkorisˇtenijih i najaktualnijih statisticˇkih metoda koja
se i dalje aktivno razvija.

Summary
In this thesis which is divided in three chapters the main theme was analysis of variance of
repeated measures. Analysis of variance of repeated measures is a statistical method which
tests the equality of means having repeated measurments on same subjects. In chapter one,
which I would call introduction, partly was elaborated t test. To be correct it was elaborated
t test for two samples as na example of testing the equality of means. In chapter two we
expanded testing on more samples. It was elaborated univariate analysis of variance with
one and two factors. The variability was explained by dividing on various sum of squares, it
was given the mathematical model and all statistics with sum of squares and coresponding
degrees of freedom are given in standard Anova tables. After good elaboration of analysis
of varinace was made, it was elaborated analysis of variance of repeated measures with
one and two facotrs. Already elaborated models were upgraded and easier to explain and
understand further dividing defined sum of squares. It was shown that a main cause of extra
sum of squares were additional or more measurments on same subjects, which caused less
unexplained variability as a result of more homogenized sample. The adventages were
discussed, mathematical model was given, assumptions were named and elaborated and
again all relevant statistics were given in standard Anova tables. On two interesting and
real examples numericlly were discussed both models.
Throughtout examples, which we had four: t test for two samples, two factor analysis
of variance, one factor and two factor analysis of variance of repeated measures, concrete
examples of elaborated models were shown. By that, this final thesis is not just theoretical
but applied as well. Also, throughtout examples program system SAS was introduced,
which is one of the most popular tools for data analysis in academic and business world.
Although analysis of variance is used for already longer period of time for diverse
statistical problems it hasn’t become old fashioned. On contrary, it is one of the most used
and up to date statistical method which is still activlly developing.
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