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ABSTRACr We develop a quasi-harmonic description of protein dynamics and apply this description to the anomalous
Mossbauer, infrared, x-ray diffraction, and EXAFS (extended x-ray absorption fine structure spectroscopy) data that
are available for myoglobin (Mb) and its interactions with carbon monoxide (CO). In the quasi-harmonic approxima-
tion the dynamical parameters derived from these spectroscopic data are relevant in the calculation of reaction rates,
and we give a quantitative description of the nonexponential kinetics of Mb-CO binding observed at low temperatures.
All these data have previously been interpreted in terms of the more complex conformational substates model for protein
dynamics. We point out several problems with this model and propose experiments that can provide detailed tests of the
quasi-harmonic theory proposed here.
INTRODUCTION
A large number of experiments and computer simulations
have made it clear that proteins are dynamic systems
whose structures fluctuate over a wide range of time and
amplitude scales (1-4). What is not clear is how these
structural fluctuations are related to the biological func-
tion of proteins, particularly with regard to the determina-
tion and control of chemical reaction rates (5-9). Indeed it
is not clear that structural fluctuations on a picosecond
time scale have any relevance at all to biochemical phe-
nomena on a millisecond time scale, except perhaps for
their entropic contribution to the thermodynamics of pro-
teins and protein/ligand interactions (10-12).
In this paper we formulate a theoretical approach that
links dynamics and function. In particular we show how
the parameters of protein dynamics derived from spectro-
scopic experiments can be used more or less directly in
calculations of biochemical reaction rates. This approach is
illustrated by an analysis of Mossbauer, infrared, x-ray
diffraction, and EXAFS data on myoglobin (Mb) and its
interaction with carbon monoxide (CO), and we find that
the parameters derived from this analysis allow a quantita-
tive interpretation of the nonexponential kinetics of
Mb-CO binding at low temperatures (5).
Our approach is a "quasi-harmonic" theory of protein
dynamics (13) and leans heavily on theoretical methods
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used in describing the dynamics of solids and other inter-
acting many-body systems (14-18). An essential aspect of
this many-body method is not so much its calculational
power, but rather a demonstration that complicated inter-
actions among a large number of atoms can be described
by a simple physical picture. This picture, which we
contrast with other views of protein dynamics, such as the
conformational substates model derived from previous
analyses of the myoglobin data (4), leads us to a number of
quantitative predictions regarding myoglobin dynamics
that can be tested by high resolution spectroscopy.
BASIC FEATURES OF A QUASI-HARMONIC
THEORY
Even a relatively small protein has a very large number of
degrees of freedom, and the first step in any theory of
protein dynamics is to separate these degrees of freedom
into manageable subsets; the first such separation is
between electronic and vibrational coordinates. Our
approach to the electronic/vibrational separation is purely
phenomenological (19, 20): we call the electronic states
those states whose population one actually measures, for
example in a kinetic experiment.' Reactants and products
'In formal quantum mechanical terms this means that we choose the
electronic states as the eigenstates of the measurement operator in the
kinetic experiment, and call all the remaining degrees of freedom that
commute with the measurement operator (and which are required to form
a complete set of observables) "vibrational." This strict application of
quantum measurement theory (21) becomes a bit more phenomenological
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in a chemical reaction are identified with two electronic
states, and methods that have been developed for com-
puting electronic transition rates can be applied to the
calculation of reaction rates.
Within a single electronic state the vibrational degrees
of freedom may be described by a set of atomic coordinates
{q,}, associated momenta {PaJ, and masses ma. The energy
of the system (Hamiltonian) is
H= EP + V({q), (1)
a 2ma
where the function V({qa}) defines the multi-dimensional
"potential surface" on which the protein moves. Possible
cross-sections through this surface are shown in Fig. 1.
The simplest possibility is that the surface is parabolic,
as in Fig. 1 a, which corresponds to the harmonic approxi-
mation. If this is true then there exists a set of normal
coordinates Qa = 1,A4q,3, associated with vibrational
frequencies Wa, and the Hamiltonian becomes
H = E [(dQa/dt)2 + Wf Qa]. (2)
2 a
In terms of these coordinates the dynamics of the system is
simple and straightforward, both in classical mechanics
and in quantum mechanics (22, 23).
The harmonic approximation cannot, however, be exact.
Empirically the potential surfaces that describe protein
dynamics are not parabolic (2). A number of experiments,
particularly on myoglobin, seem inconsistent with the
predictions of the harmonic approximation, and this has
led to the development of alternative theories (4), such as
the conformational substates model schematized in Fig.
1 b. If we take Eq. 2 seriously as the definition of the
harmonic approximation then there is an even more serious
problem, since this Hamiltonian predicts that energy
placed in one normal mode lives forever, never being
transferred to other modes or dissipated to the solvent that
surrounds the protein.
In spite of these difficulties the harmonic approximation
remains attractive, not least because of its calculational
simplicity. Recent molecular dynamics simulations
(24, 25) demonstrate that if one simply assumes the poten-
tial surface to be parabolic, with a curvature equal to that
at the minimum, one can reproduce with reasonable accu-
racy the root-mean-square fluctuations in atomic positions
as calculated from a full anharmonic potential surface.
It is convenient to think about the harmonic approxima-
tion in quantum mechanical terms. The energy levels of
mode a are then hWa(cn + 1/2), with n an integer, and the
nth level may be described as a state in which n phonons
(vibrational quanta) are present. When we use the har-
monic approximation we are assuming that if many pho-
nons are excited in the protein then these phonons will not
interact with one another, and the success of harmonic
calculations in reproducing molecular dynamics simula-
tions suggests that the neglect of phonon-phonon interac-
tions is not as serious as one might have expected.
There are in fact several examples in many-body physics
where a collection of anharmonically interacting particles
can be described by a nearly noninteracting "gas" of
quanta termed quasi-particles. A case in point are the
electrons in a heavy atom: one can describe these atoms by
a simple shell structure, making use of one-electron orbi-
tals and the Pauli principle, this being true in spite of the
fairly strong Coulomb interactions among the electrons.
Similar comments could be made regarding the electrons
in a solid, the shell model of the nucleus, and the quantum
fluids 3He and 4He at low temperatures (for review see
references 14-18). It should be emphasized that calcula-
tions of the ground or equilibrium state for these systems
may involve the complexity of the full anharmonic interac-
tions, but for excitations above the equilibrium state that
determine the system dynamics a quasi-particle gas forms
a good approximation.
These results in many-body theory suggest a quasi-
harmonic approximation for protein dynamics in which
there exist weakly interacting phonons, although these
phonons might not be the normal modes calculated in the
harmonic approximation. Intuitively, these quasi-har-
monic phonons can be constructed as normal modes in the
average potential that the protein experiences during its
time evolution. On the real potential surface the local
curvature is a function of the protein coordinates and hence
fluctuates as these coordinates fluctuate; we would like to
choose normal modes that are defined by the average value
of this curvature. In fact this must be done self-
consistently, since the fluctuations in coordinates are them-
selves determined by the normal mode structure, and it is
necessary to include corrections to this simple "self-
consistent field." This procedure is formalized in Appendix
A, where we collect the basic formulae used in the calcula-
tions below.
A simple example is provided by the potential surface of
Fig. 1 c; potentials of this qualitative form arise from many
different microscopic interactions (van der Waals, hydro-
gen bonding, etc.). Applying the quasi-harmonic approxi-
mation one finds that the quasi-normal modes have an
equilibrium position that shifts toward the "soft" direction
at higher temperatures, which is essentially a description of
thermal expansion, and that the normal mode frequency
decreases with increasing temperature, corresponding to
the fact that the molecule samples regions of smaller
curvature at higher energies (temperatures). Thermal
expansion and mode softening are not artifacts of the
quasi-harmonic approximation; rather they are features of
the exact dynamics of the system on the fully anharmonic
potential surface. The important point is that these phe-
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when we realize that most spectroscopic probes of proteins are sensitive to
both electronic and vibrational degrees of freedom ifwe define these using
a more conventional separation method.
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FIGURE 1. Three models of protein dynamics, as described in the text: (a) the harmonic approximation; (b) conformational substates after
reference 4; and (c) the quasi-harmonic theory advocated here.
nomena, which occur only in anharmonic systems, can be
described within the quasi-harmonic approximation.
Indeed one way of defining the quasi-harmonic approxima-
tion is just to demand that it correctly describe these two
features of the anharmonic dynamics, as may be seen from
Appendix A.
Whereas a classical harmonic coordinate undergoes a
mean-square displacement that grows linearly with tem-
perature, in the quasi-harmonic approximation to the
system schematized in Fig. 1 c the mean-square displace-
ment grows more rapidly. The opposite situation-mean-
square displacement grows less than linearly with T-can
result in the quasi-harmonic approximation either from
quantum effects or from potential surfaces with "hard
walls." Thus while the observation of nonlinear tempera-
ture dependences for the mean-square atomic displace-
ments in a protein would invalidate the classical harmonic
approximation, it is perfectly consistent with the quasi-
harmonic theory advocated here.
While the dynamics of a protein are fairly simple when
described in terms of the quasi-normal modes, they are not
simple if we follow a small group of atoms. The motion of
any single atom consists of a superposition of many modes
and hence need not have any simple temporal structure;
this point is important in attempts to define the effective
viscosity of the protein interior using molecular dynamics
simulations (1-4), as discussed below. Again we appeal to
analogies with other many-body systems: if we follow
individual electrons in a metal we find quite a complex
picture, but by transforming to the quasi-particle represen-
tation this picture simplifies enormously (14-18).
The quasi-normal modes have a large range of frequen-
cies and "wavelengths," from high frequency, localized
vibrations of neighboring atoms to low frequency breathing
motions that can involve a large fraction of the atoms in the
protein. Motions of different modes are independent, but
motions of individual atoms are not; in particular, it is
possible to have modes that give rise to correlated motions
of widely separated atoms, and in this way motions in the
interior of the protein can be affected by solvent interac-
tions at the protein surface.2
The quasi-harmonic approximation is easily generalized
to describe the interactions between the protein and the
surrounding solvent, as formalized in Appendix B. For
2The long wavelength, low-frequency vibrational modes thus provide a
natural language for discussing long-range interactions in proteins, such
as those involved in allostery.
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each instantaneous configuration of the solvent we define a
full quasi-harmonic dynamics of the protein; as the solvent
configuration fluctuates the parameters of this dy-
namics-the equilibrium positions, mode frequencies, and
mode structures-will fluctuate. If the fluctuations are on
time scales comparable to the mode frequencies wa then the
protein can transfer energy to the solvent and exhibit
vibrational relaxation at a rate ya; in this sense the solvent
provides a "heat bath" that interacts with the protein and
allows it to come to thermal equilibrium. If the solvent
fluctuations are on a much slower time scale one can
observe them directly, for example as inhomogeneous
broadening of the vibrational spectra (26).
One important class of solvent molecules forms a shell
bound to the protein surface; in myoglobin and other
medium-size proteins there are approximately 100 "bound
waters" (27, 28). At room temperature these waters
exchange among the available sites (and presumably with
the bulk solvent) on a nanosecond time scale (29). This
time is long compared to the vibrational frequencies and
relaxation times, so that in infrared or Raman spectros-
copy the solvent shell contributes to (and in some systems
dominates) the inhomogeneous broadening. If a large
number of solvent molecules contribute to the inhomoge-
neous broadening then by the central limit theorem the
resulting frequency distribution will be Gaussian, and this
is the case even in fairly simple molecular liquids (26).
The time scale for solvent shell exchange is, however,
much shorter than typical chemical reaction times, so the
biochemical behavior of a protein at room temperature
reflects an average over the different solvent shell configu-
rations and hence over the distribution of vibrational
frequencies, etc. This ceases to be true in frozen solution,
where the time for exchange among solvation sites becomes
very long and the protein cannot average over its inhomo-
geneous vibrational frequency distribution. Each protein
molecule is essentially stuck with a particular set of
vibrational frequencies chosen randomly from the inhomo-
geneous distributions.
MOSSBAUER SPECTRA
The Mossbauer spectrum of the iron atom in myoglobin is
sensitive to the motion of this single atom and is indepen-
dent of correlations between the motion of the iron atom
and its neighbors. This single-atom sensitivity is unique to
the M6ssbauer effect as a spectroscopic probe of protein
dynamics. The Mossbauer spectrum of a simple nucleus,
centered at energy Eo and having natural linewidth F, is
given by (30)
1(E) -2h f+drei(E-EO)T/hk-riti/2 (eik-x(T)e ik.x(O) (3)
where k is the wavevector of the Mossbauer radiation,
(. * *) denotes an average over the ensemble of atoms in
the sample, and x(-r) is the (vector) position of the nucleus;
the spectrum is normalized so that if there is no motion of
the nucleus then ft+ dEI(E) = 1.
In the quasi-harmonic approximation the position of the
iron atom may be written as
N
x(X) = E Aa(Fe)Qa(r),
a-I
where the Q are the quasi-normal coordinates, the Aa(Fe)
are a set of transformation coefficients, and we have
assumed that N modes make significant contributions. As
discussed in Appendix A, the essential mathematical fea-
ture of the quasi-harmonic approximation is that each
Q a(t) is an independent Gaussian random variable. Corre-
lation functions involving iron atom position, as in Eq. 3,
can therefore be written in terms of the elementary correla-
tion functions ( Qa(T)Q a(0) ) for each mode. To obtain the
correct low temperature behavior we must treat the quasi-
normal coordinates quantum mechanically, but the same
principles apply (see Appendix A and reference 20): the
Mossbauer spectrum of the iron atom can be written in
terms of elementary correlation functions for the quasi-
normal modes, and these are uniquely determined by the
frequencies wca, and damping constants ^ya* We find
I(E) = fdE'ffdQ1 dQ2 ... fdQN
x 6(E - Et- hQ1-hQ2 - * hQN)
x l(E'; x = 0) F, (Ql) F2(Q2) ... FN(ON), (4)
where I(E; x = 0) is the spectrum in the absence of atomic
motion,
I(E; -0) hr___
= r (E- E0)2 + (hr)2
and the spectral function of each mode is given by
Fa(Q2)= dre+'r (eiS1/2Q1) e-iSa2Q(O)
1
-L.Sn+m(-Q + I) n imS--S(2n + 1) Z a na na
n-o m-o n!m!
,ya(n + m)
[Q - (n -M)oal2 +
-y.a(n + m)2
(5)
(6)
where
Sa h-[k - Aa(Fe)]22Wa
is a dimensionless coupling constant describing the contri-
bution of mode a to the spectrum and -n = (ehw,/1kBT -1
is the average number of phonons in mode a at absolute
temperature T.
Eq. 6 allows us to classify contributions from different
types of modes. For any individual mode that makes a
small contribution to the iron atom motion, corresponding
to a small Aa(Fe) 1, the double sum in Eq. 6 collapses to
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those terms with n = m = 0. These terms are proportional
to delta functions of the frequency and thus cannot change
the structure of the spectrum although they contribute a
constant attenuation. In particular, the contribution of any
single acoustic mode (sound wave) in the myoglobin crystal
is Aa N- /2, where N is the number of unit cells in the
whole crystal. The effect of the acoustic modes is therefore
only to attenuate the M6ssbauer spectrum but not to
change its shape; this attenuation is discussed in Appen-
dix C.
A second class of modes whose contribution can be
simplified are the high frequency, localized vibrations of
the iron atom relative to its near neighbors. These modes
have -n , 0, and thus only terms with m = 0 can contribute
to the sum in Eq. 6. Terms with m = 0 and n # 0, however,
are shifted by nwc. away from the center frequency of the
spectrum, and unless one has low frequency modes that
contribute -1 A to the root-mean-square motion of the
iron atom at absolute zero this shift cannot be compen-
sated. In the true recoilless Mossbauer spectrum (that part
of the spectrum in a small neighborhood about EO) high
frequency modes therefore contribute only through the
m = n = 0 terms in Eq. 6. As with the acoustic modes this
contribution provides only a constant attenuation; in the
case of the high frequency modes this attenuation is
temperature-independent. We thus see that in the quasi-
harmonic approximation dynamical effects on the struc-
ture of the Mossbauer spectrum are significant only for
low frequency modes that are strongly coupled to the iron
atom displacement, and it is important to note that
inhomogeneous broadening of these modes has no effect on
the structure of the spectrum.
The structure of the myoglobin molecule is suggestive of
a very important class of low frequency modes, the breath-
ing modes of the F alpha helix. The iron atom is attached to
the protein through a histidine group at the end of this L -
1.2 nm alpha-helical segment. One of the lowest frequency
modes of the helix is the uniform stretching mode, whose
properties may be understood (31) by taking the alpha
helix to be a uniform elastic rod of area A = 5 x 10-19 m2,
density p = 1.3 x 103 kg/m3, and Young's modulus Y =
2 x 10'0 N/M2. The stretching motion is resisted by a
stiffness K = Y A/L = 8.3 N/m and involves a mass m =
pAL = 7.8 x 10-25 kg, determining a mode frequency w =
(K/M) 12 = 27r (5.1 x 1011 s-); hw = 17 cm-'. The normal
coordinate associated with this mode3 is Q= m"/25L, where
3L denotes the deviation of the helix length from its
equilibrium value. Light scattering experiments on alpha-
helical polymers (32) have shown that these low frequency
3In making these simple identifications we are really using the strict
harmonic, rather than the quasi-harmonic approximation. We therefore
expect that our parameter estimates will not be exact, but they should be
approximately correct. Note also that in the passage from harmonic to
quasi-harmonic approximations some of these parameters can acquire a
temperature dependence, as described above.
modes have rather small vibrational relaxation rates, y -
109 s-'; hy - 0.005 cm-', even at room temperature.4
The stiffness of the iron-histidine bond, as determined
from the Fe-His vibrational frequency (33), is much
greater than the stiffness of the F helix calculated above.
As the helix changes its length by 5L the iron atom will
thus also undergo a displacement of approximately 6L; the
magnitude of the coefficient Aa(Fe) is therefore IAI =
m-l2 for this mode, and the coupling constant is
h 4ir2h
Sa =- [k - A.(Fe)]2 = cos2O = (0.13)cos2O,2oa 2mwX
where X = 8.6 x 10- m is the wavelength of the
Mossbauer radiation and 0 is the angle between the
propagation of the radiation and the axis of the iron atom
motion in this mode.
Consider the simplest analysis, including just this one
low-frequency mode of the helix. The M6ssbauer spectrum
becomes
I(E) = d(cos 0)A(0,T) exp[-0.13(21n + I)cos20]
[(0.1 3)2ii(n + 12)cos2 mmy
m-0 (M!)2 (E -EO)2 + (r + 2my)2'
where with w from above we find in = [e-(25K)/T - 1] and
we have averaged over the orientation of the wavevector to
simulate the random powder spectrum appropriate to the
polycrystalline samples used in the myoglobin experiments
(34-37). A(0, T) collects the temperature- and possibly
orientation-dependent attenuation factors that arise from
the acoustic and high-frequency modes. Because of the
orientational averaging it is impossible to predict the
details of the spectrum;5 most of the data have been
collected on myoglobin and myoglobin derivatives that
have nontrivial magnetic states, leading to further compli-
cations in the spectrum. Nonetheless, some features of the
theory are clear:
(a) The spectrum consists of a single Lorentzian term at
temperatures such that (0.1 3)2n(in + 1) << 1, which is T <<
4Since this rather small relaxation rate is found in a model system, some
justification is required in applying it to Mb. The experiments, done on
both dry and hydrated material, indicate that the dominant contribution
to the phonon lifetime is from decay processes internal to the helix,
presumably the breakup of one phonon into two. Because the helix is
effectively one-dimensional, the frequency and temperature dependence
of these processes is much less than that in ordinary three-dimensional
crystals and the slowness of the relaxation rate is not the result of complex
selection rules that would be broken in the protein environment. This
breakup process is quenched if we consider the lowest frequency modes of
the helix, as done here. The only remaining decay processes are then
anharmonic interactions among the different structural domains and
dissipation through the small helix/solvent contact region. We see no
reason to doubt that the long phonon lifetimes observed in alpha-helical
polymers could be relevant to the dynamics of globular proteins.
5In fact this problem plagues any interpretation of the spectrum that
does not assume either isotropic or uniaxial motion.
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200 K. This term arises from the conventional Mossbauer
process in which the nucleus absorbs the incident radiation
without the absorption or emission of any phonons.
(b) At temperatures above 200 K the spectrum will
break into multiple Lorentzians, with the first anomalous
component having a width 2y - 109 s-'. This term arises
from a modified Mossbauer process in which the absorp-
tion of radiation is accompanied by the absorption and
re-emission of a single phonon; there is no net change in the
number of phonons, and hence no recoil, but the absorption
line is broadened by the finite phonon lifetime.
(c) With further increases in the temperature still
broader lines corresponding to larger indices m in Eq. 7
become significant, and this signals the onset of multi-
phonon absorption and re-emission similar to the single
phonon effects in b. In practice these may not be resolva-
ble, and what one will see is an apparent broadening of a
single anomalous component. This broadening will be
approximately linear with temperature, even when y is
assumed to be temperature independent; additional broad-
ening will occur as y increases with T.
We emphasize that these predictions involve no parame-
ters other than those taken from independent experiments
and simulations as quoted above, and that all these predic-
tions are in good agreement with the available data
(34-37). Some further analysis of the Mossbauer spectrum
is included in Appendix C.
If our analysis of the Mossbauer data in terms of a
quasi-harmonic model is correct then careful measurement
of the recoil-free fractionf(T) in the neighborhood of T =
hw/2kB 20 K should detect a small change in slope of ln
fvs. T as the breathing mode begins to be excited above its
quantum mechanical ground state. The parameters of this
slope change should be quantitatively related to the
appearance of broad-line components at much higher
temperatures, as may be calculated from Eq. 7.
INFRARED AND RAMAN LINESHAPES
Infrared absorption and Raman scattering give a mode-
by-mode, rather than atom-by-atom, decomposition of
protein dynamics. The lineshapes observed in these spec-
troscopies are governed in part by the dynamics of vibra-
tional relaxation, and in this section we examine some
simple quasi-harmonic models for the relaxation of local-
ized vibrations in the protein interior.
In order for localized internal motions to dissipate their
energy to the surrounding solvent they must first transfer
this energy to the lower frequency modes of the protein; the
long wavelength of the low frequency modes effectively
allows for a long-range interaction between the high
frequency mode and the solvent. Because of the large
difference in frequency between, for example, the carbon
monoxide stretching vibration (hw - 2,000 cm-' [38]) and
the breathing modes of the protein, a single phonon
excitation of the localized vibrational mode cannot decay
into a one-phonon state of the low frequency mode. There
must be multi-phonon decay pathways, and this is possible
only if there are anharmonic terms in the effective Hamil-
tonian.
In Appendix D we present some formal results on the
anharmonic interactions between high frequency local
modes and low frequency breathing modes using a poten-
tial surface directly derived from a Morse potential (39)
description of the relevant covalent bonds (e.g., Fe-C and
C-O in the Mb-CO active site). The essential ideas,
however, can be understood from a simple phenomenologi-
cal analysis. We treat two modes, one at a high frequency Q
and one at a low frequency w. Neglecting the anharmonic
terms the Hamiltonian is
H(-)= - (P2 + Q2Q2) + I (p2 + w2q22 2
while the lowest order anharmonic terms are
Hanharmonic = aq3 + bq2Q + cqQ2 + dQ3 + * * .
(8)
(9)
The first term provides a correction to the properties of the
low frequency mode and can be largely taken into account
in our definition of w and the associated relaxation rate y.
Similarly, the last term can be removed by considering the
energy levels of the high frequency mode in an anharmonic
potential that is still isolated from the rest of the molecule
and therefore does not exhibit relaxation. The second and
third terms are thus the essential terms for understanding
the relaxation process, and both are included in the rigor-
ous analysis of Appendix D. Important qualitative predic-
tions, however, can be obtained by keeping only the term
cqQ2, in which case the Hamiltonian can be rewritten as
H - (p2 + wo2q2) +-(p2 + (Q2 + 2cq)Q2), (10)2 2
which corresponds to a modulation of the vibrational
frequency Q as the protein breathes.
At the classical level, if the frequency modulation rate
(w) is larger than the relaxation rate of the high frequency
vibration6 then the spectrum of the high frequency mode
will split from one line at Q to a set of lines at Q ± nw, with
n = 0, 1, 2, .... This simple pattern of equal spacings
survives in a first-order quantum-mechanical analysis of
the problem, but is broken by higher-order effects asso-
ciated with the term b. The relative intensities of the
sidebands can be calculated reliably only in a quantum-
mechanical treatment, and they depend in detail on the
anharmonic coupling constants as well as anharmonic
coupling to other high-frequency modes (for example,
coupling of the C-0 stretch to the Fe-C stretch). Some
qualitative predictions, however, are independent of the
(unknown) details of the potential surface.
6If this inequality is not satisfied then the simple picture of the high
frequency mode relaxing by irreversible energy transfer to the breathing
mode breaks down entirely.
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There exists a parameter regime in which the spectrum
of the high frequency mode is split into a collection of lines
which are spaced approximately by the breathing mode
frequency w. The sidebands are approximately Gaussian as
a result of the solvent-induced inhomogeneous broadening
of the breathing mode (see above), and their intensities are
asymmetric around the dominant band; the dominant band
need not be at the bare frequency D. As applied to
vibrational modes in the active site of myoglobin, our
estimate of helix breathing mode properties from above
predicts a spectral splitting of -17 cm-', which is in good
agreement with the observed (38) infra-red spectrum of
the C-O stretching mode in MbCO.7
In other parameter regimes the splitting of the high
frequency mode will not be resolvable, and one will observe
instead an asymmetric broadening of the vibrational spec-
trum, as has been detected by Raman scattering for the
Fe-His mode (40). If a large number of breathing modes
couple to the active site then the splittings of the vibra-
tional spectra are never resolvable and the broadening of
the spectral lines becomes symmetric.
The predictions for the C-O stretching spectrum can be
tested in greater detail by high-resolution experiments.
Each band of the spectrum has a frequency that is
determined both by the bare frequency Q and by correc-
tions related to the breathing frequency w. Isotopic substi-
tution of the C or 0 shifts Q by a simple factor but has no
effect (in lowest order) on w. Rather than having each
band center frequency be multiplied by the same isotope-
dependent factor, which results in a change of spacing
among the bands, we thus predict that the collection of
bands will move nearly rigidly (fixed spacing) when the C
and 0 atoms are substituted. The data of Alben et al. (38)
are suggestive of such anomalous isotope effects, but the
errors quoted in these experiments must be reduced by
about one order of magnitude to provide a rigorous test of
the theory. At this improved resolution it should also be
possible to see an iron isotope effect on c through its effect
on the spacing of the sidebands.8
X-RAY DIFFRACTION AND EXAFS
The Debye-Waller factors derived from x-ray diffraction
and EXAFS experiments can, in principle, give an atom-
by-atom picture of the motions in a protein. Unfortunately,
the standard analyses of the diffraction data assume that
position of each atom in the protein fluctuates according to
7In fact we should observe this splitting in both the ligand bound state
and the state reached by flash photolysis, which we term (Mb ...
CO)S 2 below. The reason is that the CO motion remains strongly
coupled to the protein in this "dissociated" state, as judged by the fact
that the Fe-C bond length fluctuations measured in EXAFS (60) do not
increase significantly upon photodissociation.
8We can calculate the magnitude of this shift in perturbation theory
using the Aa(Fe) from the Mossbauer analysis to relate the added mass on
the iron to an effective added mass on the breathing mode (see below).
The predicted shifts are -0.1 cm-'.
an independent Gaussian distribution (41). The distribu-
tion of atomic positions Iq,I is given (in the classical limit)
by the Boltzmann distribution
P(Iqiq) = Z` exp [-V({qi})/kBT].
For the rippled potential surfaces assumed in the confor-
mational substates model of Fig. 1 b this cannot be a
Gaussian distribution. In particular, the use of an anhar-
monic potential surface to intepret the temperature depen-
dence of the Debye-Waller factors (42) is simply inconsis-
tent, since anharmonicity spoils the Gaussian character of
the distribution.
Within the quasi-harmonic approximation the distribu-
tion of atomic positions is Gaussian but individual atoms do
not move independently, thus spoiling the other key
assumption of current Debye-Waller analyses. There are,
however, some qualitative questions regarding the magni-
tude and temperature dependence of the atomic motions
that we can study in the quasi-harmonic theory. The
displacement of atom it can be written (as for iron above)
N
x;,= EAj3u)Qa
a - I
so that the total mean-square displacement is
N h(I xi&12) = |Aa(A)12 [2nii(T) + 1].
a 2wa(T) a
High frequency, localized modes with hWa(T) >> kBT
contribute a term
(Ilx 12) hlE iAa(A)
hw,.3kBT 2wa(T)
which may be estimated from frequency shifts Awa induced
by isotopic mass changes in the ,uth atom, Am, using the
following argument. When m,, mA + AmA the change in
the Hamiltonian is
1 dx, 2AH=-Am2 "dt
1A [Aa(g) A,0(4) dQa(t) dQ6(t)2
a 0 t d
To lowest order only terms with a = contribute, and these
correspond to frequency shifts:
a=
- Am, Aa(A) 12,
Wa 2
(11)
so that
(I| 12 ) E h Aw
Pw(is-kBT a m,M
(12)
Three modes (at 220 cm-' [43], 304 cm-' [43], and 501
cm-' [44]) in free myoglobin have been observed by
Raman spectroscopy to change frequency on isotopic sub-
stitution of the iron atom by -1 cm-L/a.m.u.; together
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these three local modes determine a root-mean-square
displacement of 6xFe- 0.003 nm, which is extremely small
in comparison with the estimates obtained from the
Debye-Waller factors (45). On the other hand, the low-
frequency breathing mode discussed in connection with the
Mossbauer data contributes 5xFe- 0.03 nm at 300 K.
Taking the iron atom as an example, high-frequency
local modes contribute only a very small amount to the
random motions of atoms in the interior of the protein. The
bulk of the random motion is governed by the low-
frequency breathing modes, in agreement with molecular
dynamics simulations (2), and these modes must also carry
nearly all of the temperature dependence that the motion
exhibits. Atoms with large motions have these large
motions by virtue of strong coupling to the low frequency
modes.
A second qualitative prediction is that the large motions
of atoms in the interior of the protein would appear to be
much smaller (approximately by an order of magnitude in
the case of the Fe atom) and less strongly temperature
dependent if we look only at the local vibrations of each
atom relative to its near neighbors. It is precisely this sort
of motion which determines the Debye-Waller factors in
EXAFS experiments, and indeed the EXAFS spectrum of
the iron atom in heme proteins (46) exhibits small, nearly
temperature-independent Debye-Waller factors.9 This dif-
ference between local and collective motions does not have
a natural interpretation in terms of the conformational
substates model of Fig. 1 b. More quantitative tests of the
quasi-harmonic model could be made by comparing the
EXAFS measurement of atomic motion to the frequency
shifts observed in the vibrational spectrum of Mb upon
combined isotopic substitution of the iron atom and its near
neighbors, using a generalization of Eq. 12 above.
REACTION RATES IN A QUASI-HARMONIC
PROTEIN
The rebinding of CO to myoglobin following flash photoly-
sis occurs by a sequence of reactions, of which only one is
observed at temperatures below 160 K (5). This last
transition is accompanied by a change in spin state of the
heme iron (47, 48), and hence involves at least two elec-
tronic states. We refer to the liganded low spin state as
(Mb- CO)s_0 and to the dissociated high spin state
reached by flash photolysis as (Mb. . . CO)S*2. In each of
these electronic states we can construct a quasi-harmonic
description of the molecule parameterized by the quasi-
normal mode frequencies, transformation coefficients from
quasi-normal coordinates to atomic coordinates, and the
equilibrium positions of each quasi-normal coordinate. In
addition there is an overall energy difference e between the
two electronic states (binding energy) and a matrix ele-
ment V that connects the two states; we approximate this
matrix element as a coordinate-independent constant (the
Condon approximation). The calculation of transition rates
in such coupled electron-phonon systems has been dis-
cussed by several groups (20, 49-53); we follow reference
20 and as a first approximation neglect vibrational fre-
quency shifts between the two electronic states, concentrat-
ing instead on the structural changes that accompany the
reaction.
Within the approximations of reference 20, which are
justified for the myoglobin problem in Appendix E, the
reaction rate for (Mb . . . CO)s*2 (Mb * CO)s_o may
be written as
k = V2fdQfdQ2 ... f dQNb(E/h - Q1
Q2- -.--.QN)G1(QI)G2(Q2) . . . GN(Q), (1 3)
where the spectral function of each mode GCa(Q) is of the
same form as F,(Q) in Eq. 10, albeit with different
coupling constants Sa. As for the Mossbauer spectra, high
frequency modes need not be treated explicitly but can be
absorbed into a redefinition of the parameters (54); for the
present problem the situation is even simpler since the
relevant high frequency modes are apparently weakly
coupled, as described in Appendix E. Finally, as in all of
the analysis above, we concentrate on a single low-
frequency vibrational mode, tentatively identified with
stretching or bending of the F alpha helix.
The single mode model is sketched in Fig. 2. From this
picture we can think of the reaction as occurring in two
(Mb--CO)5S=2
(Mb CO)S=O
w
z
wL
9The problems in the interpretation of Debye-Waller factors are much
less severe for EXAFS than they are for x-ray diffraction, since in
diffraction experiments one is sensitive to all possible correlations among
motions of different atoms, while in EXAFS the only relevant correlations
are among the relative motions of a few atoms in the first coordination
shells. These motions are often nearly orthogonal, so that their correla-
tions cannot contribute to the observed absorption intensities.
ATOMIC COORDINATE
FIGURE 2. Simple model of CO binding to myoglobin. Two electronic
states are identified as reactants and products, and the structural changes
upon ligand binding are summarized by displacement along a single
quasi-normal coordinate. Interactions with the solvent damp the vibra-
tional motion of this coordinate and lead to a distribution of its vibrational
frequency.
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stages. First, a molecule in the nth vibrational state of the
dissociated species, state n; (Mb . . . CO)S 2), makes a
transition to the n' vibrational state of the ligand-bound
species, n'; (Mb * CO)s_o). Second, the molecule vibra-
tionally relaxes to states n"; (Mb . CO)s50) with n" < n'.
The first transition is a coherent process which conserves
energy and is driven by the electronic matrix element V;
energy dissipation and irreversibility arise only in the
second stage of the transition (for discussion see reference
54).
In this two-stage picture it is clear that the reaction rate
will depend on the overlap of the n and n' vibrational levels
in the two electronic states (Franck-Condon factors). This
leads to an approximately Gaussian variation of the reac-
tion rate with changes in binding energy, and this is the
energy gap law (55). Since the vibrational overlap depends
on the vibrational frequency, there is a frequency depen-
dence of the reaction rate and this is also approximately
Gaussian. In the regime where a low-frequency vibrational
mode is strongly coupled to the reaction this effect results
in a very strong variation of the reaction rate with small
changes in vibrational frequency.
In addition to the energy gap law, energy conservation in
the first stage of the transition requires that the states n;
(Mb. . . CO)S* 2) and n'; (Mb * CO)s-0) be nearly equal
in energy. This is only possible if the binding energy e is
nearly an integer multiple of the vibrational quantum hw.
We emphasize that this resonance condition is a purely
quantum mechanical effect-it has no content in the limit
h - 0-but that it can be significant even at temperatures
such that kBT > hw. The resonance condition is significant
whenever the linewidths of the vibrational states are small,
that is whenever the vibrational relaxation y is slow. The
quantum resonances result in a very sensitive dependence
of the reaction rate on the vibrational frequency w,
although this is significant only in small ranges of
frequency surrounding the resonant peaks.
The prediction of large variations in reaction rate with
small changes in protein vibrational frequency-whether
these arise from the energy gap law or from quantum
resonances-provides a clear and nontrivial example of
how picosecond (2lr/w 1.5 x 10-12 S) molecular dy-
namics can influence the functional behavior of a protein
on the biochemical time scale. Further, since protein
molecules in solution have a distribution of vibrational
frequencies (see above), the sensitive dependence of reac-
tion rate on frequency will generate a broad distribution of
reaction rates even if the distribution of frequencies is
fairly narrow. Specifically, in frozen solution each mole-
cule is stuck with a particular frequency w and hence a
particular reaction rate k(w), so we will observe an overall
reaction time course
N(t) = fdwP(w)e-k(w)' (14)
where P(w) is the probability of having frequency w. This
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time course is clearly nonexponential and thus may provide
an explanation for the observed (5) nonexponential kinetics
ofCO rebinding to myoglobin. The critical point is that the
quasi-harmonic approximation provides a framework for
explicitly calculating k(w), and this allows us to relate our
description of the kinetics to the analysis of spectroscopic
data given above.
To calculate the time course of the reaction we need
values for six parameters. The first two are the vibrational
frequency and relaxation time, which have been discussed
in detail. Next is the binding energy E, which is known from
kinetic experiments (5). The fourth parameter is the
electronic matrix element V, which sets an overall time
scale for the reaction but does not contribute to either the
temperature dependence or the nonexponential structure
of the reaction time course.
The fifth parameter is the structural change upon ligand
binding, measured by the dimensionless coupling constant
S. With the other parameters held fixed, the reaction rate
and particularly its temp-rature dependence are extremely
sensitive to S, and available data on the structure of
reactants and products do not lead to an estimate that is
sufficiently precise to overcome this sensitivity. Qualita-
tively, however, a coupling S corresponds to a motion of the
F helix by Ax 2(hS/2mw)'12 where m is the helix mass
calculated above. Very large coupling constants, S - 50,
are therefore consistent with the rather small Ax 0.05 nm
motions of the F helix observed crystallographically upon
ligand binding (27). Even larger effective coupling con-
stants may be relevant since we have approximated the
total structural change upon ligand binding by motion
along a single quasi-normal coordinate.'0
Finally, in order to calculate the reaction time course
from Eq. 14 we must have an expression for the inhomo-
geneous lineshape P(w). As discussed above, this lineshape
is typically Gaussian, with standard deviation Aw, and can
in principle be measured in Raman or infrared spectra. We
expect that Aw will be small in comparison with w, and
Aw 1 cm-' is reasonable.
With these parameter estimates we are ready to com-
pare the data of reference 5 to the theoretical predictions
from Eq. 14. The numerical details of the computations are
given in Appendix E, and the results are shown in Fig. 3
with final parameter values in the legend. The agreement
between theory and experiment is quite good. We empha-
size that the vibrational frequency and relaxation rate were
taken as known from the analyses above, as was the
binding energy, so that the only important free parameters
'"Finally, our use of the Condon approximation means that we ignore the
possibility of electron-phonon coupling in the matrix element itself; this
adds further uncertainty to our interpretation of the one remaining
electron-phonon coupling constant S. We conclude that S is, at the
present level of description, a phenomenological parameter that may be
qualitatively but not quantitatively estimated by comparison with the
available structural data.
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FIGURE 3. Time course of CO rebinding to myoglobin, calculated as described in the text (solid lines) and compared with the data of
reference 5 at several temperatures. Parameters are the binding energy = 0.9 eV, the vibrational frequency hw = 20 cm-', the vibrational
linewidth h-y = 0.01 cm-', the dimensionless coupling constant S = 170, the inhomogeneous vibrational linewidth hAw = 1.6 cm-', and the
electronic matrix element V = 1.1 cm-'. As discussed in the text, most of these parameters were determined from independent analyses of
spectroscopic data, and only two are actually required for fitting of the temperature dependent nonexponential decays shown here.
were S and Aw; even for these quantities our rough
estimates are very close to the final results.
DISCUSSION
The arguments given here demonstrate that the quasi-
harmonic approximation provides a framework within
which a large body of data can be understood at least
semi-quantitatively. Most remarkably, the essential obser-
vations on ligand binding in myoglobin-the anomalous
low-temperature kinetics, the broad-line components of the
Mossbauer spectrum, the magnitude and temperature
dependence of atomic motions detected by x-ray diffrac-
tion and EXAFS, and the splitting of the CO stretching
spectrum-can all be understood in terms of the simplest
possible quasi-harmonic theory, in which we explicitly
include only one low frequency narrow linewidth breathing
mode of the protein.
All of the data discussed here have previously been
interpreted in terms of the conformational substates model
of protein dynamics (4), which envisions the potential
surface of the protein to be as in Fig. 1 b. Specifically, the
non-exponential rebinding kinetics have been attributed
(5) to each molecule being trapped (at low temperature) in
a different substate, with different substates being
assigned different reaction rates; the broad-line Mossbauer
spectrum has been associated with hopping among sub-
states (34), which may approximate over-damped motion
on a smooth potential surface (36, 37); and the splitting of
the CO stretch is explained by assigning different substates
different vibrational frequencies (38).
Although both the substates and the quasi-harmonic
models account for the same experiments, they convey
radically different pictures of protein dynamics: protein
motion in the substates picture consists of over-damped,
diffusive 'hopping' among conformations whereas in the
quasi-harmonic theory we envision smooth vibrational
motion that can store kinetic energy over time scales as
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long as a nanosecond. Perhaps surprisingly, none of the
existing data on myoglobin directly determines whether
the functionally important protein motions are under-
damped or over-damped. This is clearest for the
M6ssbauer experiment: ifthe motion is over-damped then
the width of the broad line determines the diffusion
constant for hopping among conformations, while if the
motion is under-damped this width is simply the vibra-
tional linewidth.
We emphasize that our analysis of myoglobin dynamics
in terms of a quasi-harmonic theory does not preclude the
existence of some conformational substates, such as those
associated with tyrosine ring flips and rotation of surface
residues. Indeed one might identify the different solvent
shell configurations that we discuss with the conforma-
tional substates originally proposed by Austin et al. (5) to
account for nonexponential kinetics at low temperatures.
The critical point, however, is that in the quasi-harmonic
theory transitions among these "solvent substates" do not
contribute to the functionally interesting dynamics of the
molecule, the dynamics that controls chemical reaction
rates. Further, transitions among substates are not identi-
fied with any of the unusual spectroscopic results that are
found for myoglobin since we claim that these spectrosco-
pies probe dynamical degrees of freedom which are rele-
vant to the determination of reaction rates. In effect the
substates that do exist in our description provide only a
background against which the functionally important
dynamics proceed, and it is these dynamics that we
describe by a quasi-harmonic model.
It has been suggested (2-4) that molecular dynamics
simulations provide evidence for liquid-like behavior in the
interior of a protein, with the result that motions are
over-damped and diffusive as postulated in the substates
model. In practice, the results of molecular dynamics
simulations are summarized as correlation functions for
local fluctuations, for example in bond angle. In the
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quasi-harmonic model these local quantities are superposi-
tions of many quasi-normal coordinates with, in general,
widely varying frequencies. As time proceeds the oscilla-
tions in different modes run out of phase with one another,
resulting in an apparent loss of correlations long before any
single mode has lost any energy. The correlation times for
local motions therefore have nothing to do with the vibra-
tional linewidth and the question of over-damped vs.
under-damped motion is not addressed. Indeed if one looks
at a simple perfect crystal, the correlation time for local
motions will typically be the inverse of the Debye fre-
quency (30), on the order of 10-'3 s, while obviously some
sound waves in the crystal propagate unattenuated over
macroscopic distances.
The question of under-damped vs. over-damped motion
can only be decided by direct experiment, and we have seen
that experiments on model systems support both the quali-
tative idea of under-damped motion and the quantitative
value of the vibrational lifetime required to account for the
myoglobin data in a quasi-harmonic theory. Ideally the
predictions of the quasi-harmonic theory should be tested
by analogous experiments on myoglobin itself, but these
will be quite difficult. Our estimate of phonon lifetimes in
the nanosecond range implies, however, that it should be
possible to observe unrelaxed fluorescence, fluorescence in
which the emission spectrum depends on excitation wave-
length and on the time since excitation;" this may already
have been observed (56).
In comparing the quasi-harmonic and substates
approaches it should be pointed out that the latter model
fails in several instances to give a consistent quantitative
account of the data. First, as discussed elsewhere (57), the
estimates of barrier heights and structural changes
between substates may be difficult to reconcile with the
known properties of molecular potential energy surfaces
without having tunneling among the substates at rates too
large to be consistent with the interpretation of the kinetic
data in terms of a stationary distribution over substates at
low temperatures. This difficulty may be resolved in the
more complex hierarchical version of the substates model
(58), but this approach needs to be better developed before
it can give quantitative predictions.
Second, analysis of the low-temperature kinetics in
terms of the substates model led to the prediction (59) that
the Fe-C bond length should change by AxFc - 0.05 nm
upon ligand binding, and that this bond length change
should have a broad distribution, Ax 0.01 nm, reflecting
rebinding from different substates. Since molecules with
different Fe-C bond lengths react at different rates, one
"We recall that typical fluorescence lifetimes are in the range of several
nanoseconds, which is usually sufficient for the molecule to vibrationally
relax into an equilibrium distribution within the electronic excited state
reached by photon absorption. This situation leads to relaxed fluores-
cence, which has no memory of the excitation, in contrast to the unrelaxed
fluorescence predicted here.
would expect to see a gradual shift in the bond length
distribution during the rebinding reaction. While some of
the predictions might change in more complex versions of
the substates model, none of them have been confirmed by
EXAFS measurements of the Fe-C bond length in the
photolyzed state (60), although to be fair the last (dy-
namic) prediction is not tested by the available data.
In particular, the observed bond length changes are an
order of magnitude smaller than the substates predictions
(which has enormous consequences for the reaction rate,
where the magnitude of the structural change enters
exponentially!) and the variance in bond lengths has the
small value expected from the quasi-harmonic analysis
(see above) rather than the large value predicted by the
substates model. In view of these small displacements, the
existing interpretation of the kinetic isotope effects (59)
also fails, and alternative interpretations in terms of the
quasi-harmonic theory are discussed in Appendix F.
Clearly it is of great importance to repeat the EXAFS
experiment,'2 perhaps on isolated ,B hemoglobin chains in
which the rebinding reaction proceeds with a reasonable
rate even at very low temperatures (5).
In addition to experiments that discriminate between the
substates and quasi-harmonic theories, there are many
experiments which can provide detailed tests of the quasi-
harmonic predictions; several of these have been discussed
where appropriate in the main text and in the Appendices.
Perhaps the most direct test would be to observe the strong
dependence of reaction rate on vibrational frequency which
is predicted by the theory. In the infrared spectrum of the
C-O stretch, for example, we predict that the splitting
among lines is related to the frequency of the F helix
breathing mode, so that molecules with slightly different
splittings are reacting at different rates. The average
splitting of the bands should therefore be time dependent
during the recombination reaction, and preliminary calcu-
lations suggest that the changes in splitting are on the order
of 1 cm-'.
The fact that the quasi-harmonic theory leads to definite
quantitative predictions reinforces the conclusion that it
provides an attractive framework within which to think
about protein dynamics. The fact that we can account for
such a large body of data with a small number of parame-
ters, each of which can be directly compared with more
than one piece of data, certainly indicates that our picture
is simpler and more tightly constrained than the substates
model. Finally, in more detailed versions of the quasi-
harmonic theory there is the hope that with sufficient
spectroscopic data it will actually be possible to do a
parameter-free calculation of the reaction rate, its temper-
ature dependence, and the inhomogeneity which leads to
nonexponential decays.
'2While we cannot make a precise prediction for AFo-c from our analysis
of the kinetic data, the simple arguments of Appendix E suggest
AxFoC - 0.004 nm.
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APPENDIX A
Foundations of the Quasi-Harmonic
Approximation
We begin by collecting the basic formulae and notation used in our
calculations. We have a set of quasi-normal coordinates Qa associated
with phonon frequencies w.(T), where we explicitly indicate that the
mode frequencies can depend on temperature. To describe the modes
quantum-mechanically we introduce operators Qa and P. corresponding
to the coordinate Qa and its conjugate momentum Pa, respectively. The
effective Hamiltonian (see below and Appendix B) is of the form
H=522[P+t2 Q2
+ anharmonic corrections + damping, (Al)
where "anharmonic corrections" represent the terms responsible for pho-
non-phonon interactions and "damping" represents those terms responsi-
ble for coupling the coordinates Qa to a heat bath and generating the
vibrational relaxation rates ya. In the absence of these extra terms, the
dynamics of the system are completely described by the correlation
functions
h(Qa(0,6(0)= baf 2w.(T) [2-Iia(T) + 1]
cos[w,(t- t')] + ib5 2a(T) sin[wa(t -t')], (A2)
where the average number of phonons
na(T) ehea(T)IkBT - 1i (A3)
and all higher order correlation functions (averages of products of three or
more operators) can be factored into these elementary correlations
(14-18). We may describe damping by rigorous solution of models such
as that discussed in Appendix B (61, 62), but for all the quantities of
interest here it is a good approximation simply to replace the factor
expt±ika(t - t')l in the correlation functions by expt±i±a(t - t') -
Ya It'-tl. Anharmonic corrections will be discussed as needed.
The validity of the quasi-harmonic approximation can only be assessed
by comparison with real experiments or carefully constructed computer
simulations. Nonetheless it is important to understand how one could
construct the quasi-harmonic approximation from a real potential sur-
face, both for a good physical picture of the quasi-normal modes and so
that if desired these modes could be found by explicit computation.
We describe the molecule in terms of classical mechanics; a quantum
version of these arguments is straightforward. Each coordinate of the
molecule obeys the equation of motion
d2q,,(t) adV(lq.(t)1) (4
dt2 ~~aqjt) M
We are interested in correlation functions such as (qa(t)q'(t')), which
then obeys
d2( q.(t)qO(t') ) /1aV({qa(0I t
dt2 q\8q(t)
where ( * *) denotes an average over either a long time period or many
samples of a short time period. The spirit of the quasi-harmonic approxi-
mation is to replace these exact averages by averages over a distribution of
coordinates that is of the same form as that obtained from a harmonic
system, i.e. the probability of the system having the set of coordinates
{q,(t)} is a Gaussian function of the q,. Because of this Gaussian property
averages of very complicated polynomial functions of qa, can be broken up
into sums of products of the elementary averages, and the relevant
elementary averages are just (qa(t)q,g(t')). Note that this Gaussian
distribution has as parameters the N equilibrium positions of each
coordinate and the N2 "spring constants" that determine the correlation
matrix for the total fluctuations (qqa(t)qO(t)).
Carrying out the averaging for the right hand side of Eq. A5, we
decompose the full average into elementary averages, as noted above. The
first such term is one in which averaging over all factors of qa, in the
potential are independent of the extra q, required to determine the
correlation function; this first term is then
(A6)
q(t) q(t') / -tOqa(t) /
This term can be eliminated if we choose the distribution so that
(cIV({qa})/18qa) = 0, which corresponds to an ensemble in which there is
no average force on any atom. This constraint gives us Nconditions on the
distribution function, and essentially these conditions determine the
equilibrium positions of all the atoms.
At the next level of approximation we consider terms in which qp(t') of
Eq. A5 is paired with one factor of q,(t) pulled out of the potential V, and
successive approximations are obtained by iteration. The result, making
use of the constraint (OV({qj)/Oiqa) = 0, is
d2( q.(t)q,6(t') )2 E V(fq.(t)l)\
dt 2 \q.(t)jdq,(t)/
x (q(t)q6(t')) + ..., (A7)
where the average is over the approximate quasi-harmonic probability
distribution function. Eq. A7 approximates the equations of motion for
the correlation functions of a harmonic system with potential surface
VH({q.}) = ZE qa ( q#)2 0 aq.,aq, /q (A8)
To be self-consistent, we must have chosen our quasi-harmonic distribu-
tion as the equilibrium distribution on this potential surface, and this
determines the N2 "spring constants."
In fact we can systematically improve on this self-consistent version of
the quasi-harmonic approximation. By keeping further terms in the
expansion of Eq. A7 we can show that the self-consistent quasi-normal
modes interact through an effective anharmonic potential surface of the
form
V`({q.}) ~E OaqOy q.q,6qyveff 1>) I K(dV(|q,|) (0)
+ E \dqdq- qaqfiqy,qa ± (A9)4! pys (d1qa1q#aq.Ycq6
where we explicitly indicate that all averages are carried out with the
zero-order self-consistent distribution. These anharmonic terms can be
used, in perturbation theory, to compute corrections to the self-consistent
quasi-normal vibrational frequencies and mode structures. In addition
they contribute to vibrational relaxation processes in which energy in one
mode becomes shared among many. These perturbative calculations are
discussed in standard texts (14-18).
To summarize, the classical quasi-harmonic approximation consists of
a Gaussian approximation to the distribution of atomic positions. The
average positions are determined by the requirement that there be no
average force on each atom, while the fluctuations in position are
determined by the average spring constants defined in the potential VH.
The validity of the harmonic approximation requires that the spring
constants determined near the minimum of the potential surface are good
approximations to the curvature of the potential surface at any time
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during its evolution. Clearly the quasi-harmonic approximation rests on a
much less stringent assumption, namely that the curvature of the
potential surface at each instant of time is close to the average curvature
experienced during the whole evolution. Even if the spring constants
determined near the position of minimum potential energy are very
different from the average spring constants, the self-consistent Gaussian
distribution may thus still provide an excellent approximation to the exact
distribution of atomic positions, and it is for this reason that the
quasi-harmonic approximation can be effective even when the harmonic
approximation is not.
APPENDIX B
From Solvent to Heat Bath
We consider a protein molecule, with internal coordinates qa moving on a
potential surface V({qa}), to be sitting in an essentially infinite bath of
solvent. Imagine that we hold the internal coordinates fixed, but allow the
solvent to evolve dynamically; for the present we consider this evolution to
be classical (Newton's equations), but the generalization to quantum
dynamics is straightforward. As the solvent evolves it will apply forces
Fa(t) to each internal coordinate of the protein. This force will have some
time-average value
(F.) = lim T(dF() (B1)
and it will also exhibit fluctuations 6Fa(t). If the force on any one
coordinate results, directly or indirectly, from a large number of solvent
molecules (and there is strong evidence of this even in simple systems
[26]), then by the central limit theorem 6Fa(t) is a Gaussian stochastic
process, completely described by the set of correlation functions
Ca,(t - t') = (t Fa(t)6Fj(t') ), or equivalently by the spectral densities
Sa,(Q) = f dre+'0t ( bFa(t)b5F,(t - r)). (B2)
To be general we must allow these forces to depend on the protein
coordinates, so we write (Fa({qal)) and S.#(U; qjI).
The evolution of the solvent that we have been considering is presum-
ably taking place in equilibrium at some temperature T. Because of the
fluctuation-dissipation theorem (63) we know that any two systems that
give the same fluctuations in thermal equilibrium must also exhibit the
same dynamics. Thus if we make a model of the solvent that has the
appropriate force spectra S(1(Q; {qj) then this model will mimic all
features of solvent dynamics that are relevant for its interaction with the
protein. This is a nontrivial conclusion, since it implies that all the
dynamics of protein-solvent interactions can be derived from independent
simulations of protein and solvent evolution.
Following the Caldeira-Leggett (61) analysis of models for heat baths
we consider the Hamiltonian
H=- E2P + V({qa}) + Vs({qal)
a 2ma,
+ 2 E {p? + j,-'( {qa})]2, (B3)
where Pa is the momentum and ma is the mass associated with coordinate
q<, the {Prz, x,j are a set of heat bath coordinates and momenta, and
V,({qa}) is the change in the potential surface of the protein atoms alone
upon solvation. Corresponding to the situation described above, we
consider the dynamics of the {x,,} with the {qj fixed. Newton's equations
become
d2x1. aH
=- - Ox1 = _w2[x1- - Ok14{q.l)], (B4)
which is just the equation for a simple harmonic oscillator of unit mass,
frequency wi, and equilibrium position oj ({qa}). At temperature T such a
system exhibits Gaussian fluctuations in xi,, with a correlation function
( bxiy(t)bxi,(t')=) 2 Cos [wi(t -t')].
wi
On the other hand, the force acting on coordinate q,, is given by
F = _=- OqaV.( + ZE ,2 "9kk1[0iy({qJa}) - xiy]O)qa l,, 1 Olqa
(B5)
(B6)
With the identification of the x, as harmonic oscillator coordinates the
average force becomes
(B7)(F.({q.l)) = dV,(I{q})aqam
and the spectral functions are
1 2k ~Sa#(Q; {qal) = kBT E ziaWX ' '90" 27r6(1QI - coi). (B8)
If we imagine that the heat bath is infinitely large then we can replace all
sums over discrete variables xi, by integrations over a continuous set of
variables x,(z), where z is a continuous parameter that we may choose
(without loss of generality) to be the frequency of the mode. Then 'i,({q.1) - 4z(w; {qj}) and
S,#(Q; {q.1) - I kBTQ2 z: aO(IQj; {q.j) O/(IQI; {q,})2 -r q. 9q,6 (B9)
In effect the correlation matrix SO is just proportional to the square of the
"coupling matrix" g,, = &k,/oqa, and since S0 is positive'3 it is always
possible to find some g, which will simulate the fluctuating forces applied
by the solvent.'4 This completes the proof that the Caldeira-Leggett
Hamiltonian can be made equivalent to the protein/solvent interaction
problem for appropriate choices of parameters. In fact the message of the
Caldeira-Leggett (61) analysis is that any reasonable model of a heat
bath can be mapped to the harmonic oscillator Hamiltonian, so we have
really shown that the dynamics of protein/solvent interactions are
equivalent to protein/heat bath interactions, as promised.
If the functions 4, are linear in the coordinates {q,J then the Hamilton-
ian of Eq. B3 describes linear, possibly frequency dependent damping of
the protein motion by the solvent. The frequency dependent damping
constants can be written in terms of the spectral densities Se,, and only
these spectral densities; there are no hidden arbitrary parameters. Qua-
dratic terms in the dependence of 4, on {qal give rise to dephasing of the
vibrations and, if they involve coupling to very low-frequency (ci-0)
solvent modes, inhomogeneous broadening of the protein vibrations.
APPENDIX C
Acoustic Modes and the Recoiless Fraction
As a first appr6ximation we describe the acoustic modes of a myoglobin
crystal by the isotropic Debye model, for which the attenuation of the
"3Also, in a classical system such as we have been discussing, the spectral
density is an even function of frequency, so there is no difficulty
associated with the absolute value signs in these equations. The quantum
case requires a bit more care, but there is still no real difficulty with
positive vs. negative frequencies.
'4Indeed it is clear that there may be many such models, all of which will
generate equivalent dynamics.
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Mossbauer spectrum is calculated in standard texts (30):
A (@ T) ~1 k'h vc (kBT)2AD,byx(O, T) = expdxj eoth(],C
x JI dxxcothxj, (CI)
where s is the speed of sound in the crystal, v, is the volume of a unit cell,
and M is the molecular mass contained in this unit cell; these parameters
determine the Debye temperature 0 = (hs/kB)(6r2/vC)'/3. The parame-
ters M and vc are known from the crystal structure of myoglobin (45) and
since the crystal is largely water we take s - 103 m/s. The result is a very
low Debye temperature, 0 = 7.4 K, and for temperatures T >> 0 we find
ADebye(O, T) - exp T4K (C2)(-140K)
or, defining an effective mean-square displacement of the iron atom
through ln A (T) = -(I/6)9((6xxFj2),
bXFe) 2 )Debye .(0.04 nm)2 (30TK)* (C3)
Comparing with the experimental values of ((6xFj2) (34, 35; our
definition of the variance differs from these references by a factor of 3)
one sees that acoustic phonons could very well be the dominant factor in
determining the magnitude of the recoiless fraction.
In regard to the temperature dependence of the acoustic phonon
contribution, it should be remembered that the protein-and presumably
the protein crystal-melts at Tc - 350 K. Simple theories of crystal
melting (64) predict that the mean-square displacement acquires an extra
temperature dependence - (1 - T/Tj)-', so that at 300 K we expect
( (6xF.)2) to be a factor of seven larger than would be estimated by linear
extrapolation from low temperatures. This is in good agreement with
experiment (34, 35, 37). Similar melting considerations apply to the
protein breathing mode discussed in the text, and this is important for a
quantitative description of the temperature-dependent relative intensities
of narrow and broad line components in the spectrum.
Previous discussions of motion in protein crystals have assumed that
contributions from the lattice as a whole are dominated by static
translational disorder, while the estimates given here demonstrate that
dynamic disorder contributed by acoustic phonons is probably significant.
Such a contribution, which is necessarily temperature dependent, implies
that corrections for lattice disorder may be misleading; in particular
acoustic modes contribute to apparent motion in both Mossbauer and
crystallographic experiments, so attempts to separate lattice effects by
comparison of the two techniques are not valid.
More quantitative discussions could be given if the sound velocity in
myoglobin crystals were measured directly, ideally along all the crystal
axes, or if the acoustic modes could be detected by inelastic neutron
scattering. The Debye temperature is measurable in low temperature
specific heat experiments, although these should be done on
(Mb . CO)s_O to avoid the complications of spin degrees of freedom.
APPENDIX D
Rigorous Results for
Vibrational Lineshapes
Consider a small molecule AB imbedded in a protein. We will think of
atom A as a part of the protein and of atom B being as being covalently
bonded to A through a Morse potential (39); obviously this distinction is
somewhat arbitrary, and we are neglecting the interaction of B with other
protein atoms, but this simplest model illustrates many of the essential
properties of vibrational lineshapes. Treating the protein as quasi-
harmonic we write the Hamiltonian of the system as
H = 2M + VM QB Z AaQa)
2MB a
+ 2 E [(dQa/dt)2 + I2Q] + damping, (DI)2ac
where PB and QB are the momentum and position of atom B, respectively,
and the {Aa} are coefficients that relate the position of atom A to the
quasi-normal coordinates {Qa. If we make a canonical transformation
such that the coordinate QB is measured relative to 2aAUQa, which is
accomplished with the operator U = exp {i[2:aAaQaJPB/hi, then the
dynamics of the protein and of the AB bond length decouple except for an
interaction Hamiltonian
Hin= (z Aa) PB (EAa dt P (D2)
If we neglect this interaction then we are making a Born-Oppenheimer, or
adiabatic approximation in which the high-frequency mode is assumed to
adjust its dynamics instantaneously on the time scale of protein breathing
motions. Eq. D2 thus has the same form as the operator that measures the
breakdown of the Born-Oppenheimmer approximation (for reviews see
references 19 and 61).
Since we are primarily interested in the lineshape for infrared absorp-
tion from the ground to first excited state of the AB bond length
vibrational mode we introduce the energy levels In) of the Morse
potential, with energies E. and fermion operators Ct and C. which
(respectively) create and annihilate molecules in the state In). In terms of
these operators the interaction Hamiltonian can be written as
H = Znt'kCnCm
nm
(D3)
where
1 )3 ' nP,m)5 ,,dQa,(t)nm(t)=2 nIPsIm)ZA2 ( nPsIm) ZAa dt (D4)a a
The interactions of Eq. D3 can be separated into three sets. The first
involves only the ground and first excited states, and it is clear that these
must be kept in our analysis. The second set of terms couples the ground
and excited states to the higher energy levels of the AB bond vibration,
and these will be treated in perturbation theory. Finally there are terms
that involve only the higher energy levels, and these are ignored as a first
approximation; more precisely we include only those effects that can be
described by renormalization of the Morse potential parameters.
The effective Hamiltonian which operates on the ground and first
excited states is thus obtained by finding the first set of terms and adding
to them the results of a perturbative calculation with terms from the
second set. We use an operator form of conventional second-order
perturbation theory"5 and find
(D5)Hienft(t) = E Oeff(t)cn(t)c (t)
fmnm}O,l
"This version of perturbation theory is discussed by Kittel (p. 148,
reference 30).
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where the effective fields are (with h = 1)
onm(t) = Onm(t)
d-T [e5(ElEt) ,,j(t)4ii(t - T)2 o *0o,
-e+ (' nXl(t - T)4)m(t)]. (D6)
Since the energy differences (A - el are of order the AB bond vibrational
frequency, while the time scale for variation of X,,(t) is given by the much
lower protein breathing frequency, the integral may be evaluated approxi-
mately as
<tomff^(t) = [M((t) + )/ 1 [ni(t)0im(t). (D7)
1*0,1 (,El- 'E)(l - Em)
This defines an effective Hamiltonian for the two-level system in which
the protein vibrational modes change both their average momentum and
their frequencies when the local AB mode moves from the ground to the
first excited state. In addition there is a matrix element between the two
states that depends quadratically on the protein momenta. Since the
momentum and position of a quasi-harmonic mode are approximately
interchangeable, we can map this effective Hamiltonian into the same
form as the phenomenological model discussed in the text provided that
we restrict that model to the ground and first excited states of the high
frequency mode. Specifically, the term - b in Eq. 9 gives rise to a matrix
element between the two states of the high-frequency mode, and this
matrix element depends quadratically on the coordinate (which is equiva-
lent to the momentum) of the low-frequency mode. The term - c in Eq. 9
gives rise to a shift in equilibrium position of the low-frequency mode
when the high-frequency mode is excited, which is comparable to the
momentum shift found here. Of course the Hamiltonian of Eq. D7
includes some extra features, such as the shift of breathing-mode
frequency upon excitation of the high frequency mode, but the rough
equivalence of the two models should be clear.
To solve this model we can make use of its equivalence to models for the
electronic excitation of an impurity site imbedded in a solid (52, 53). Thus
in the absence of a matrix element between the two states of the high
frequency mode we will see an absorption spectrum that reflects transi-
tions from the state 1o, n ) to l1, m ), where 0, 1 label the high-frequency
mode states, as before, and n,m label the number of phonons in the
breathing mode. These different transitions have energies differing by
hzw, and hence they correspond to a collection of equally spaced lines as
calculated classically in the text. When we introduce the matrix element
between the states of the high-frequency mode (which is itself dependent
on the coordinates of the low-frequency mode), state 1, m ) is mixed with
state lo, m - [/lw] ), where [... ] denotes the integer nearest * -.. This
mixing of states shifts the energies of the individual 10, n) |1 Il, m)
transitions by different amounts and thus spoils the equal spacing of the
spectral lines. The simple pattern of equally spaced lines is further
perturbed by the dependence of breathing mode frequency on the state of
the high frequency mode, as noted above. More detailed calculational
methods are given in reference 54.
APPENDIX E
Details of the Reaction Rate Calculation
We begin by estimating the coupling constants for the high-frequency
modes associated with the iron atom and its near neighbors. A displace-
ment Ax along a normal mode corresponds to a coupling constant S =
2mw(Ax)2/h, where m and w are, respectively, the mass and frequency
associated with the mode; our estimates of Ax for high-frequency
localized modes are taken from the EXAFS data of reference 60, while
our estimate ofS for the low-frequency breathing mode is discussed in the
text.
(a) The Fe-C stretching mode, with AXxFC.c < 0.005 nm and hw = 512
cm-' (65). The relevant mass is presumably the reduced mass of the Fe
and CO, which determines S < 0.4 and a coupling energy Shw < 200
cm'.
(b) The Fe-His stretching mode, with AXF,Hi = 0.004 ± 0.002 nm and
(43) hw - 220 cm-'. The relevant mass is nearly that of the iron atom,
and the uncertainty in Ax is so large that we can only determine 0.3 < S <
2.6.
(c) The C-O stretching mode, where no Ax data is available, and ho -
2,000 cm-'. A coupling S - 1 would require a C-O bond length change of
0.004 nm, which would be quite large considering the observed change in
stretching frequency (38).
All of the data are consistent with S < 1, or weak coupling, for the
localized modes, and so as a first approximation we shall neglect these
modes in comparison with the strongly coupled low-frequency breathing
mode. This approximation will have to be modified to deal with the kinetic
isotope effect, as discussed in Appendix F.
The calculational methods of reference 20 are subject to two approxi-
mations. The first is slowness of the reaction compared to vibrational
relaxation. Specifically, for kBT > > hzw we require k(cw) (e/kBT) (Ea/
kBT) <<y, where Ea is the activation energy and the other quantities are
as defined in the text. The closest we come to violating this inequality is at
160 K, where the first few percent of the molecules to react may have
rates too fast to be consistently calculated by our method. This does not
seem to be serious, although it suggests that some care must be taken if
data at higher temperatures are to be interpreted. The second require-
ment is the validity of perturbation theory, which is equivalent (20) to
demanding that the electronic matrix element (divided by ht to define a
frequency) be larger than the rate constant. This inequality is always
satisfied by many orders of magnitude.
The result of reference 20 for the reaction rate in a single-mode model
is:
4V2 S(2+1) C [Sni]' [S (i + 1)]
h , -0o0,.vo
2,y (jA + v) (l
[,/h - (V- _s)W]2 + Y2 (V + IA)2 (El)
We expect that the dominant terms in this sum will come from ,u and v
such thatM- E/hw, but at large coupling (S) this expression leads to
the unphysical prediction that terms far off this resonance will dominate.
This is a reflection of the long tail in the Lorentzian spectrum assumed for
the vibrational modes, which corresponds to the assumption that the heat
bath is equally efficient at damping arbitrarily high frequencies.
It is well known that such dissipation without cutoff does not lead to a
sensible quantum theory of a damped system (61, 62) and that it is
necessary to introduce some cutoff at high frequencies, or equivalently at
short times in the correlation functions. We impliment this cutoff simply
by multiplying the Lorentzians in Eq. El by Gaussians at the same
central position with some width corresponding to a very short correlation
time of the heat bath.
With the cutoff in place, the unphysical off-resonance terms are
eliminated so long as the correlation time rr> 3 x 10-14 s, while if r, <
10-10 s it does not affect the value of the on-resonance terms. In this
regime we found that the sum in Eq. El could be evaluated accurately by
including only terms within three neighboring resonances, i.e.,
[,/hw]- 3 < v - jAc [[c/hw] + 3,
where [...] denotes the integer nearest ....
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APPENDIX F
Kinetic Isotope Effects
The kinetic isotope effects in ligand binding to myoglobin might be
associated with tunneling of the ligand toward the iron atom, as suggested
in the initial analysis of the experiments (59). At absolute zero tunneling
along the quasi-normal coordinate a inhibits the reaction rate by a factor
e S, while the coupling constant S,, scales as the inverse one-half power of
the mass associated with this coordinate. We have seen, however (Appen-
dix E), that the coupling to localized, high-frequency vibrations of the
iron atom and ligand is weak, S. < 1. Isotopic substitution of the C and 0
atoms leads, at best, to 10% changes in the effective mass and hence 5%
changes in S,. The reaction rate would then change by a factor KIE <
eoos , which is <5%. With the more accurate estimates of Sa given above
one finds the maximum isotope effects to be <1%, which is far too small to
be consistent with experiment (59). In addition, these localized modes
have hwa/kB >> 160 K, so they contribute no temperature dependence in
the range of interest. The isotope effect, on the other hand, exhibits a
sizable temperature dependence above -50 K (59).
These difficulties could, in principle, be resolved by postulating some
low-frequency motions of the Fe-CO complex, perhaps associated with
ligand rocking in the heme pocket. To quantitatively predict the magni-
tude and cross-over temperature of the isotope effects, however, the
frequencies would have to be so low that the zero-point motion of the
ligand would correspond to essentially free tumbling and rattling in the
pocket. This prediction is certainly inconsistent with the observation of
well developed structure in the EXAFS spectrum of the iron atom (60)
and with the sharp features of the C-O stretching vibration.
As an alternative to the tunneling picture we can try to interpret the
isotope effect in terms of quantum resonances. Changes in the energy gap
eby hcw - 20 cm-' are sufficient to take the system from one quantum
resonance to the next, with large and nonmonotonic changes in the
reaction rate. But the C-O stretching vibration, for example, changes
frequency by -200 cm-l in the reaction, and this contributes -100 cm-'
to the energy gap E. Isotopic substitution changes the frequency by -5%,
which is enough to move from on-resonance to off-resonance, with a large
decrease in reaction rate, while multiple substitutions would allow the
system to climb the next peak. We thus predict a large and nonmonotonic
dependence of the reaction rates on the mass of the C and 0 atoms, as
observed (59). The resonances broaden at temperatures above h&/kB -
30 K, so we expect the isotope effect to decrease above this temperature,
also as observed.
The difficulty with the quantum resonance interpretation is that most
of the molecules are in the relatively shallow troughs between resonances
rather than on the resonant peaks themselves; in these troughs the effects
associated with motion of the resonances are quite small. This suggests
that resonance effects are significant only for the few percent of the
molecules which have the fastest rate constants, and it is interesting that
this is where the anomalous isotope effects are actually observed (59).
There is also, however, a more robust interpretation of the isotope effect in
terms of the energy gap law. When CO is dissociated from Fe, some bonds
involving these atoms are weakened while presumably at least one
(binding of the oxygen to some point in the heme pocket) is strengthened.
Each of these bonds contributes to the energy gap through its change in
zero-point energy during the reaction, and the contributions have
different signs for the different modes. Isotopic substitution changes all of
these terms, some leading to an increase of the energy gap with increasing
isotopic mass, others the reverse.
The energy gap law determines an overall smooth variation of the
reaction rate with energy gap and hence with isotopic masses; with the
parameters of Fig. 3 this variation is certainly sufficient to account for the
magnitude of the kinetic isotope effects. The nonmonotonicity is then
ascribed to the competing effects of the different modes, while the
temperature dependence arises because the strength of the energy gap law
variations in reaction rate decreases above hw/kB (19, 20).
Both of these effects may contribute to the observed kinetic isotope
effects, and both effects predict that the isotope effect is not the same for
all molecules in the ensemble. The isotope effect should therefore be
time-dependent during the rebinding reaction, and observation of this
time-dependence would be an important test of the theory. More detailed
calculations of the isotope effect are in progress.
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