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P R E F A C E 
The development of efficient algorithms for the 
problems of Mathematical Programming has been a field of 
primary concern of the Operations Researchers for last four 
decades. This thesis considers the solution to some Convex 
and Non-convex Programming Problems arising in various 
complex and realistic situations in diverse fields such as 
Engineering and Management Science. 
The situation where one has to minimise a convex 
function and where the solution space is non-convex, present 
big challenge to researchers in the field . A technique 
named as Modif'ed Ellipsoid Method has been explained in 
this thesis, which has been seen robust in handling the 
above non-convex situation. 
This thesis consists of five chapters. 
Chapter 1 presents an introduction to Optimization 
theory and the developrent of the Methods for solving Non-
linear Programming Problems. 
Chapter 2 presents detailed study of an Ellipsoid 
Method for Linear and Convex Programming Problems. 
Modifications have been made so that the technique also 
converges for some Non-convex Programming Problems. The 
examples of minimization of a concave function on a convex 
set and on a non-convex set both have been cnsidered. 
In Chapter 3, we give a computational study of 
different optimization techniques, and a comparison with the 
Modified Ellipsoid Method has been made. 
In the forth chapter, we formulate several practical 
situations as non-linear integer programming problems. A 
branch and bound method has been developed for their 
solution. 
In chapter five, we have shown the versatility of the 
Modified Ellipsoid Method developed in Chapter 2 by 
implementing it in several Advanced Programming Problems 
along with suitable examples. 
A computer code in C language for the developed 
algorithms and the alphabetically arranged list of 
References have been included at the end. 
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CHAPTER I 
I N T R O D U C T I O N 
1.1 Optimization 
The fundamental problem of optimization is to arrive at 
the best possible decision in any given set of 
circumstances. Of course, many situations arise where the 
best is unattainable for one reason or another; some times 
what is best for one person is worst for another; more often 
we are not at all sure what is meant by best. The first 
step, therefore, in mathematical optimization is to choose 
some quantity, typically a function of several variables, to 
be maximized or minimized, subject possibly to one or more 
constraints. The commonest type of constraints are 
equalities and inequalities which must be satisfied by the 
variables of the problem, but many other types of 
constraints are possible; for example a solution in 
integers may be required. The next step is to choose a 
mathematical method to solve the optimization problems; such 
methods are usually called optimization techniques or 
algorithms. 
The theory and practice of optimization has developed 
rapidly since the advent of electronic computers in 1945. 
It came of age as a subject in the mathematical curriculum 
in the 1950's, when the well established methods of the 
differential calculus and the calculus of variations were 
combined with the highly successful new techniques of 
mathematical programming which were being developed at that 
time. 
The optimization problems that have been posed and 
solved in recent years have tended to become more and more 
elaborate, not to say abstract. Perhaps the most 
outstanding example of the rapid development of optimization 
techniques occurred with the introduction of Dynamic 
programming by Bellman in 1957 and of the maximum principle 
by Pontryagin in 1958. The techniques were designed to 
solve the problems of the optimal control of dynamical 
systems. 
The simply stated problem of maximizing or minimizing a 
given function of several variables attracted the attention 
of many mathematicians over the past forty five years or so 
for developing the solution techniques under Mathematical 
Programming. 
Optimization techniques can thus be mainly classified 
into two: 
(i) Classical Optimization Methods. 
(ii) Mathematical Programming. 
The classical techniques can be generalized to handle 
the general programming problems in which the variables are 
required to be non-negative and the constraints may be in-
equalities. But these generalizations are primarily of 
theoretical value and do not usually constitute 
computational procedures. In one particular case, that of 
quadratic programing, they indirectly provide : i.e. they 
provide another problem whose solution yields an optimal 
solution to the quadratic programming problem. 
Mathematical programming techniques consist in finding 
the maximum of a function of several variables under a 
prescribed set of constraints by systematic planning of 
various productive activities. 
1.2 Nonlinear Programming 
Nonlinear programming means to optimize an objective 
function in the presence of equality and/or in-equality 
constraints. If all the functions involved are linear, we 
obviously have a linear program. Otherwise the problem is 
called a non linear program. The development of the simplex 
method for linear programming and the advent of high-speed 
computers have made linear programming an important tool for 
solving problems in diverse fields. However, many realistic 
problems can not be adequately represented as a linear 
program owing to the non linearity of the objective function 
and/or the non linearity of any of the constraints. Efforts 
to solve the nonlinear problems efficiently have made rapid 
progress during the past three decades. 
No general algorithm exists for handling all the non 
linear models mainly because of the irregular behavior of 
the nonlinear functions. A number of optimization methods 
have been developed for solving the problem with different 
types of non-linearities. In the beginning, classical 
Optimization theory provided solutions to NLPP. This theory 
develops the use of. differential calculus to determine the 
points of maxima and minima(extrema) for unconstrained and 
constrained problems, it produced necessary and sufficient 
conditions for determining unconstrained extrema the 
Jacobian and Lagrangean methods for problems with equality 
constraints and the Kun-Tucker conditions for problems with 
inequality constraints. A necessary condition for XQ to be 
a stationary point of f(x) is that 
f(x^)=0 i.e. the gradient vector must be null. 
A sufficient condition for a stationary point XQ to be 
extremum is that the Hessian matrix evaluated at XQ is 
(i) Positive definite, when XQ is a minimum point, 
(ii) Negative definite, when XQ is a maximum point. 
A draw back of using the necessary condition f(x)=0 to 
determine stationary points is the difficulty of solving the 
resulting simultaneous equations numerically. The Newton-
Raphson method is an iterative procedure for solving 
simultaneous nonlinear equations. This method actually is a 
part of the gradient methods. 
The basic idea of Jacobian method is to determine the 
gradient of objective function at every point satisfying the 
equality constraints. This method may be considered as a 
generalization of the simplex method for linear programming. 
Lagrangean method seems to be closely related to and indeed 
may be developed logically from the Jacobian method. The 
development of Kuhn-Tucker [1951] conditions provide the 
basic theory for nonlinear programming . These conditions 
provide necessary conditions for identifying stationary 
points of a nonlinear constraint problem subject to 
inequality constraints. 
The Kuhn-Tucker conditions are also sufficient as long 
as the solution space of the problem is convex and the 
objective function is concave in the case of maximization 
and convex in the case of minimization. 
1.3 Unconstrained Optimization Techniques 
An unconstrained minimization problem is one where a value 
of the vector, y = {Y-^ lY-yi - - - • lY ) is sought that minimizes 
an objective functions g(y). This problem is a special case 
of the general (constrained) nonlinear programming problem. 
The special characteristic of the problem is that the 
solution vector Y need not satisfy any constraint. 
From the classical results of calculus, we know that, a 
point y* will be a relative minimum of g(y) if the necessary 
conditions 
(y=y ) =0, 1=1,2...n 
3y. 
(1.1) 
are satisfied. The point Y is guaranteed to be a 
relative minimum if the Hessian matrix is positive definite. 
ie. if J = 
y 
a^g * 
(y ) 
sy^syj 
is positive definite .(1.2) 
Equations (1.1) and (1.2) can be used to identify the 
optimum point during numerical computation. 
Several methods are available for solving an 
unconstrained minimization problem. These methods can be 
broadly classified into two categories as direct search 
methods and descent methods. 
The direct search methods require only objective 
function evaluations and do not use the partial derivatives 
of the function in finding the minimum and hence are often 
called the non gradient methods. These methods are most 
suitable for simple problems involving a relatively small 
number of variables. These methods are in general, less 
efficient than the descent methods. The descent techniques 
require, in addition to function evaluation, the evaluation 
of first and possibly higher order derivatives of the 
objective function. Since more information about the 
function being minimized is used (through the use of 
derivatives), the descent methods are generally more 
efficient compared to direct search techniques. The descent 
techniques are also known as gradient methods. 
Among the gradient free methods, the method of Rosen 
Brock[1960] and the method of Zangwill[1967] are generally 
considered quite efficient. 
There are yet other derivative free methods for 
unconstrained minimization. A procedure that is 
distinctively different, called the sequential simplex 
search method is also available. The method was proposed by 
Spendley, Hext and Himsworth[1962] and modified by Nelden 
and Mead[1965]. The method essentially looks at the 
functional values at the extreme points of a simplex. The 
worst extreme point is rejected and replaced by a new point 
along the line joining this point and the centroid of the 
remaining points. The process is repeated until a suitable 
termination criterion is satisfied. Parkinson and 
Hintchinson[1972] have presented a detailed analysis on the 
efficiency of sequential simplex search method and its 
variants. This method seems to be less effective as the 
dimensionality of the problem increases. The method of 
steepest descent proposed by Cauchy in the middle of 
nineteenth century continues to be the basis of several 
gradient based solution procedures. The method of steepest 
descent uses first order approximation of the function being 
minimized and usually performs poorly as the optimum is 
reached. On the other hand, Newton's method uses second-
order approximation and usually performs well at points 
close to the optimal. In general, however, convergence is 
guaranteed only if the starting point is close to the 
solution point. 
Among the unconstrained optimization techniques, 
methods using conjugate direction are considered efficient. 
For a quadratic function, these methods, give the optimal 
in, atmost, n steps. Among the derivative-free methods of 
this type are the method of Zangwill, the method of Powell, 
and the PARTAN method credited to Shah, Benhler, and 
Kempthorne[1964]. Sorenson[1969] has shown that for 
quadratic functions, PARTAN is far less efficient than the 
conjugate gradient method. 
In yet another class, the direction of movement d is 
taken to be -DVf(x), where D is a positive definite matrix 
that approximates the inverse of the Hessian matrix. This 
class is usually refered to as Quasi-Newton methods. One of 
the early methods of minimizing a non linear function using 
the approach is that of Davidon[1959] , which was simplified 
and reformulated by Fletcher and Powell[1963] and is referd 
to as variable metric method. 
1.4 Constrained Optimization Techniques: 
1.5 Convex Programming Methods. 
The convex programming problem is an important class of 
nonlinear programming problems, where the objective function 
and constraining functions both posses convexity properties. 
These assumptions greatly simplify the problem. The 
convexity of the constrainting functions ensures that the 
set of feasible solutions is a convex set. This property 
and the convexity of the objective function imply that any 
local minimum is also a global minimum i.e. any minimum 
solution over the feasible solutions in its immediate 
neighborhood also minimizes the objective function over the 
entire set of feasible solutions. 
Therefore, rather than having to find and compare a 
large (possible infinite) number of local minima, it is 
necessary only to find one local and therefore global 
minimum. 
In mathematical terms, the problem of convex 
programming is 
Minimize f(x) 
s . t . x e S (1-3) 
where S = | ^\<3iM ^ o, i=l,2,...m | e R" 
and f(x) and g.(x) are convex functions of x. 
There are a number of good procedures for solving (1.3). 
The convergence of all these procedures is guaranteed due to 
the fact that each local minimum of a convex program is a 
global minimum and the set of all optimal solutions to a 
convex program is convex. 
The Convex Programming methods can be classified into 
two broad categories, namely, the direct methods and the 
indirect methods. 
In the direct methods, the constraints are handled in 
an explicit manner where as in most of the indirect methods, 
the constrained problem is solved as a sequence of 
unconstrained minimization problems. 
The three categories of direct methods are (i) Heuristic 
Search methods (ii) Constraint approximation Methods (iii) 
Methods of Feasible directions. 
10 
The Heuristic Search Methods are mostly intuitive and 
do not have much theoretical support. The method is 
similar to the simplex method. The basic idea of simplex 
method is to compare the values of the objective function at 
the n+1 vertices of a general simplex and move this simplex 
gradually towards the optimum point during the iterative 
process. This method was originally given by Spendley, Hext 
and Himsworth[1962] and later developed by Nelder and 
Mead[1965]. 
In the constraint approximation Methods, the non linear 
objective function and the constraints are linearized about 
some point and the approximating linear programming problem 
is solved by using linear programming techniques. 
The resulting optimum solution is then used to construct a 
new linear approximation which will again be solved by using 
L.P. Techniques. This procedure is continued until the 
specified convergence criteria are satisfied. 
The method of feasible directions is a general concept 
that is exploited by primal algorithms that proceed from one 
feasible solution to another. Each iteration of this method 
consists of two important steps. The first step consists of 
finding a usable feasible direction, a special point and the 
second step consists of determining a proper step length 
along the usable feasible direction found in the first step. 
The Zoutendijk's method and Rosen's gradient projection 
11 
method cdn be considered as particular cases of general 
methods of feasible directions. 
It is well known that the algorithmic map used in 
Zontendljk's method is not closed. Further more, an example 
credited to Wolf[1972] shows that the procedure does not 
generally converge to a Kuhn-Tucker point. To overcome this 
difficulty, based on the work of Zontendijk[1961], 
Zangwill[1969] presented a convergent algorithm based on the 
use of the concept of near-binding constraints. Another 
approach of Topkis and Veinott[1967] uses all the 
constraints, both active and inactive and thereby avoids a 
sudden change in direction as a new constraint becomes 
active. 
The methods of Unconstrained optimization could be 
effectively combined with the method of feasible directions. 
In this case, the unconstrained optimization method is used 
at interior points, where as feasible directions are 
generated at boundary points by any one of the feasible 
directions method. An alternative approach is to place 
additional conditions to some of the previously generated 
directions. The details of these methods have been 
discussed in Kunzi, Krelle and Oettli [1965], Zangwill 
[1967] and Zoutendijk [1961]. Zangwill [1967] developed a 
procedure for solving quadratic programming problems in a 
finite number of steps using the convex simplex method in 
12 
conjunction with conjugate directions. 
Rosen[1960] developed the gradient projection method 
for linear constraints and later in 1961 generalized it for 
non linear constraints. 
The method of reduced gradient was developed by Wolfe 
[1963]. He provided an example to show that the method does 
not converge to a Kuhn-Tucker point. The method of reduced 
gradient was later generalized to non linear constraints by 
Abadie and Carpentier [1969] who gave several approaches. 
Computational experience with the reduced gradient method 
and its generalization is reported in Abadie and Carpentier 
[1967], Abadie and Gulgon[1970] and Fawa and Huard [1965]. 
The convex simplex method of Zangwill for solving non linear 
programming problems with linear constraints could be viewed 
as reduced gradient method where only one non basic variable 
is changed at a time. A comparison of the convex simplex 
method with the reduced gradient method is given by Hans 
and Zangwill [1972]. 
The indirect optimization methods are broadly 
classified into two: 
(i) Transformation of variables 
(ii) penalty function method. 
Some of the constrained optimization problems have 
their constraints expressed as simple and explicit functions 
of the decision variables. In such cases it may be possible 
n 
to make a change of variables such that the constraints are 
automatically satisfied. In some other cases, it may be 
possible to know,in advance, which constraints will be 
active at the optimum solution. In these cases, we can use 
the particular constraint equation g.(y) = 0 to eliminate 
some of the variables from the problem. 
Penalty function methods transform the basic 
optimization problem into alternative formulation such that 
numerical solutions are sought by solving a sequence of 
unconstrained minimization problems. Hence these methods 
are also known as sequential unconstrained Minimization 
Techniques [SUMT]. 
In the Penalty Function methods, there exist two major 
methods - the interior Penalty function method and the 
exterior penalty function method. In the Interior penalty 
function method, the sequence of unconstrained minima lies 
in the feasible region and thus converges to the constrained 
minimum from the interior of the feasible region. 
In the exterior penalty method, the sequence of 
unconstrained minima lies in the infeasible region and 
converges to the desired solution from the exterior of the 
feasible region. 
Paviam and Himmelblau [1969] first used a penalty 
function to handle constrained problems. The basic approach 
is to define a Tolerance criterion at iteration k, and a 
14 
penalty function P(x), so that the constraints can be 
replaced by P(x). In the implementation of the Nelder and 
Mead[1965] method, a point is accepted only if it satisfies 
this criterion, and is decreased at each iteration. 
Computational results using this approach is given by 
Himmelblau [1972]. 
1.6 Computational Complexity 
The theory of computational complexity was developed to 
classify algorithms in terms of their computational 
efficiency. Algorithms are generally classified as 
polynomial algorithms or exponential algorithms. An 
algorithm is classified as a polynomial time algorithm if 
the number of computational steps required by the algorithm 
to solve a problem is bounded above by a polynomial in terms 
of size of the problem. In this context, the problem size 
generally refers to the number of bits, L, required to 
represent the problem in the computer. Thus, a polynomial 
time algorithm's running time is never greater than some 
fixed power of L, regardless of the problem that is solved. 
For example a polynomial algorithm may be one whose worst-
case performance is proportional to L^. In contrast, the 
worst-case performance of an exponential algorithm grows 
atleast as fast as an exponential function of the problem 
size. An example of an exponential function would be 2^. 
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Polynomial algorithms are generally considered to be "good" 
algorithms, where as algorithms that experience exponential 
growth are not. 
Given a positive scalar quantity «, the number of 
binary bits required to store this value is given by 
[log(l+o<], where the log is base 2, and the notation [/3] 
represents the rounded up integer value of (B. 
In general, we would need an additional bit to record 
the sign of an arbitrary real number. Thus, the number of 
bits required to store the linear programming problem: 
Max Cx 
s.t. A £ b 
X 
X iO 
is given by 
l+riog(l+m)"| L= + 1+ [log(l+m)] 
m n 
i=lj=l 
1+ log(l+|a.. 
m 
i=l 
log(l+|b.|) 
n 
J-1 
log(1+1 C.I (1.4) 
Klee and Minty (1972) have constructed pathological 
examples that clearly demonstrate that the simplex algorithm 
is not a polynomial time algorithm. That is, in the worst-
case, the computational time required can grow exponentially 
with the problem size, L. If we, consider a polynomial 
algorithm whose computational performance is proportional 
16 
to L and an exponential algorithm whose worst-case 
performance is 2 , it can be noted from table (1.1) below 
that as the problem size increases, the difference in the 
worst-case performance of the two algorithms widens 
dramatically 
L3 
10 
100 
1.00x10" 
20 8.00x10" 
1.00x10 
1.02x10" 
1.05x10 
50 1.25x10^ LIBXIO""-^ 
200 1.25x10 8 
1.27x10 30 
1.61x10 
Table (1.1): Comparison of polynomial and exponential 
functions 
N.Z. Shore [1977], developed a simple method for 
solving convex programming problems. A similar approach was 
also discussed by ludin and Nimirovskii [1977] in studying 
the complexity of convex extremal problems. The method 
suggested by these authors have since become known as the 
Ellipsoid Algorithm, and recently it received considerable 
attention; see the bibliography by Wolfe[1980]. Much of the 
interest in the Ellipsoid Algorithm was stimulated by a 
17 
paper of L.G. Khachian[1979] who used the method to provide 
a significant theoretical breakthrough by showing that there 
is a polynomial-time algorithm for Linear Programming. 
1,7 Non Convex Programming 
The problem of minimizing a concave function over a 
polyhedron has been subject of a great deal of research 
during the past 25 years. There are several reasons for 
this intense interest. First, since the problem may posses 
locally optimal solutions, special methods are required to 
solve it. Second, there are several other mathematical 
programming models that can each be formulated as a 
minimization of a concave function over a polyhedron. These 
models include the zero-one integer linear programming 
problem, the linear fixed-charge problem and the bilinear 
programming problem. In many practical situations. Concave 
functions are of particular interest for capacity planning 
in manufacturing, computer networks where capacity costs 
often exhibit economies of scale and problems involving 
strategic weapons planning etc. 
The algorithms that have been developed for minimizing 
a concave function over a polyhedron each are based mainly 
upon either cutting planes, extreme point ranking, 
relaxation, branch & bound searches or combinations of these 
approaches. 
18 
Consider the following Nonconvex programming problem. 
Min g^iV) 
y e S (1.5) 
where S = |y|gi(y)^0' i = l,...m| 
g (y) being concave function of Y. The functions g^(Y), 
i=l,...m are convex, so that S is convex. 
The methods developed by Hog Tui [1964], Ritter 
(1964,65,66), Hoffman (1981), Kalantari and Rosen (1987), 
Bolintineanu (1993) are well known in this area. 
As stated earlier, this problem possesses large number 
of local minima. A local minimum may not necessarily be a 
global one. The interest lies in finding the global 
minimum. Tui(1964) developed a cutting plane method for 
minimizing a concave function with linear constraints. The 
cutting plane cuts off a portion of the feasible region 
using the amount of information readily available. However, 
the introduction of the cuts may increase the number of 
extreme points of the feasible region. The method, 
therefore may not be finite. Later many authors continued 
their efforts and after many manipulations eventually 
derived inter section cuts for integer programming. 
The method is concerned with problems of the form : 
Minimize f(x) 
Subject to x 6 D = JXIAX ^ bf' (1-6) 
19 
where the function f(x) is concave, x is an n-column vector, 
b is an m column vector, and A is an mxn matrix. 
The algorithm involves the solution of a set of 
auxiliary problems at each step. Given u^,U2....u^ 
(linearly independend-column vectors), the auxiliary problem 
denoted by B(u ,...,u ), is 
Minimize (1,...,1)U x 
such that Ax :£ b (l-^) 
where U is the nxn matrix whose columns are u ,u ,...,u^. 
There is an intuitive relation between (1.6) & (1.7). 
Let C(u,,...,u ) denote the cone of all linear combinations 1 n 
of u , . . .u with nonnegative coefficients. Let C( u . . -u ) 
denote the simplex that is formed when C(u , ...,u ) is cut 
off by hyperplane through (u . ..u ..) • Notice that 
(l....l)U x=l is the equation of hyperplane. 
Now DnC(u^....u^)cDnC(u^...u^) if solution to (1.7) has 
objective value s i . if this is the case, then because 
f(x)is concave, f(x) ^ min [f(u^),...,f(u ), f(o)] for 
x e D n C (u^...u^), Tui's method involves covering the 
feasible set D with such cones. 
Ritter[1964] considered the problem of maximizing an 
arbitrary quadratic function subject to linear constraints. 
The feasible region is reduced by a sequence of cutting 
planes. 
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The problem he considered is of the form 
Maximize Q(x) = c'x - 1/2 x'Cx 
subject to AX i b 
Here C is a symmetric (n,n) metric, A is an (m,n) 
matrix, c is an n-column vector, and b is an n-column 
vector. 
The method consists of three steps: 
Step 1 This step is quite same as that of the simplex method 
for LP. Here we are to determine an extreme point x of 
A'^X £ b^. (Note A° = A, b° = b) . If there is no feasible 
points then stop. 
Step 2 Here an extreme point is used as starting point for 
this phase which determines either a local minimum or gives 
an indication that the objective function is bounded below 
on the constraint set. 
k i.e. use x to find a local optimum x to 
Maximize Q(x) = c'x - 1/2 x'Cx 
k k 
subject to A X i b 
If unboundedness is encountered, then stop. 
Step 3 This step is of constructing a cutting plane, that 
excludes the previously located local minimum without 
excluding the global minimum if it has not yet been found. 
A cut cc^_^^x £ (3^^^ is added to the constraint set to get 
,k+l , k+1 A , b 
The iterative steps, finally yield the global solution. 
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The method of Tui (1964) and Ritter [1966] were shown 
to be cycling by Zwart (1973). Further improvements in the 
procedure for solving the above situation, were made by 
Victor Cobot [1974] and Zwart [1974]. Horst [1976] 
developed a technique for concave minimization over convex 
sets. This procedure requires that a convex programming 
problem be solved at each step of an infinite iterative 
procedure. 
In 1981, Hoffman presented a method which incorporates 
many of the ideas of Falk and Soland[1969] and Soland [1971] 
methods while requiring only linear programming pivots and 
univariate searches to be performed at each iteration. The 
method does not require separability or factorability of the 
objective function or of the constraints, and is guaranteed 
to converge to a global solution. 
The method is an extension of Fold-Hoffman [1965] 
algorithm for minimizing a concave function over a convex 
polyhedral set. Both algorithms enclose the feasible region 
in a polyhedron and generate lower bound for the objective 
function by performing minimizations over that polyhedron. 
The lower bound is then refined by "lightening" the 
containing polyhedron. This process continues until the 
region enclosing the polyhedron is sufficiently close to the 
feasible region to exhibit a global solution to the original 
problem. '^he method has infinite convergence although it 
2 2 
requires only linear programming pivots and univariate 
searches are needed at each iteration. 
Harald P.Banson in 1985 developed a Branch and Bound 
algorithm for solving concave minimization problem of the 
type: 
Minimize f(x) 
subject to X 6 X 
Where X is a compact polyhedral set in R and f is 
concave. 
The algorithm finds a globally optimal extreme point 
solution for the above problem in a finite number of steps. 
One of the major advantages of the algorithm is that the 
linear programming sub problems solved during the branch and 
bound search, each have the same feasible region X. These 
sub problems differ only in their objective function 
coefficients. Thus an optimal solution to one sub problem 
can be used as a feasible starting solution for solving the 
next sub problem. This method is in certain respect similar 
to the branch and bound algorithm of Horst [1976]. 
Kalantari and Rosen[1987] developed a method for solving 
special case problems of the form 
Min (x) = c'x - - x'Dx 
2 
where x, c, e R , D is a symmetric positive matrix and 
n^ =j xJAx < b, x^oi with b € R'" and an mxn matrix. 
Where n^ is assumed to be bounded and non empty. 
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Bolintineanu [1993] considered the difficult problem of 
minimizing a non convex function (specially a quasi concave 
one) over an efficient set given by a multi objective linear 
program. The method obtained an approximate (global) 
solution in a finite number of steps. 
The problem is of the form 
Minimize f(x) 
subject to x e E 
Where f is continuous and quasi-concave, E is the efficient 
set of the linear vector minimization problems. 
A deep cutting plane method for minimizing a concave 
function over a Convex polyhedron was also developed by Khan 
et al [1986] 
They consider the problem of the following type: 
Maximize f(x) 
X e S 
where f(x) = p'x + x'Q x (1.8) 
with Q an n X n positive semidefinite matrix. 
and S = j x|By:£b,x2:o|-cR" 
with B an m X n matrix and b an m vector. 
The cut developed by Tui [1964] for the problems of the 
above type excludes the known local solution from the 
feasible set. But the introduction of this cut may increase 
the number of extreme points of the feasible region. The 
method, therefore, may not be finite. Zwart [1975] was able 
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to show an example of such non-convergence of Tui's method. 
He also established the cycling of Hitter's method [1966] 
for the general quadratic programming problems. 
The cut developed by Khan et al [1986] gives a rapid 
convergence for small sized problems, as it, besides cutting 
off a portion of the feasible region, decreases the number 
of extreme points to the current local solution. The cut 
developed is based on the second adjacent extreme points to 
the current local solution, which are directly available 
from the simplex table of a linear program simply through 
pivot operations. 
Let YQ be a local solution to the problem (1.8). Denote 
by Y ,....,Y , the n adjacent feasible vertices to Y . 
* * Each of the points Y ,...,Y also has some feasible 
1 n 
vertices adjacent to it. Note that there may be some 
vertices adjacent to Y. which are again, from the set 
•k 
Y .The second adjacent extreme points to Y are defined as 
those vertices which are adjacent to and different from Y., 
j=l,.,. , n -
Let the distinct second adjacent extreme points to Y 
** ** be Y, , . . . ,Y 1 ' n 
As Y^ is a local solution, it is to be noted that none 
•if jf 
of the points Y^ , . . . Y^ is a candidate for another local 
solution to the problem. Therefore, a cutting plane is 
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constructed which will exclude Y along with all its 
adjacent extreme points from S. 
In 1995, Kurt M.Bretthamer and Bala Shatty developed a 
branch and bound algorithm for solving a concave 
minimization problem with one constraint. 
The problem 
n 
Min I f^  
i=l 
such that 
n 
l^i 
i=l 
1 . i X. : 
1 1 
X . int 
is of 
(Xi) 
(x^) 
£ U . 
1 
eger 
= 
the 
b 
form 
i=l, 
i=l, 
n 
n, 
where f.(x.) and a.(x.), i=l,...,n are differentiable non 
convex functions and b is a constant and 1. and n. 
1 1 
(1. < u.), i=l.,.n are lower and upper bond of the integer 
variables. 
The algorithm solves a continuous sub problem of at 
each node of the search tree via manipulations of Kuhn-
Tucker conditions. 
In the forthcoming chapters, we first present the 
Ellipsoid Method for solving Convex Programming Problems. 
Then a modification in this method has been made for 
handling the concave minimization problems and for handling 
certain types of nonconvexities in the feasible sets. 
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Suitable numerical problems are also solved; which show the 
robustness of the modified method. 
In chapter 3, we give a computational study of 
different Nonlinear Programming techniques and compare these 
with the modified Ellipsoid Method developed in chapter 2. 
In the forth chapter, we formulate several practical 
situations as Nonlinear Integer Programming Problems. The 
use of Modified Ellipsoid Method with suitable starting 
points at the various terminals of a Branch and Bound 
technique has been given. A numerical example has been 
solved. 
In the last chapter we show the versatility of the 
Modified Ellipsoid Method developed in chapter 2 by 
implementing it in the solution of various Advanced 
Programming Problems along with suitable numerical examples. 
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CHAPTER II 
AN ELLIPSOID METHOD FOR SOLVING SOME CONVEX AND 
NON-CONVEX PROGRAMMING PROBLEMS 
2.1 Introduction 
We are interested in solving the problems of the 
following form: 
Min g^Cy) 
y 6 S (2.1) 
with s = -ylg-(y) ^ o , i=i,2,...n 
where g (y) is a concave function and g-(y), i=l,2,...,n 
are any differentiable convex or concave functions. We 
also assume that S is not void. When g (y) and all the g,(y) 
are convex functions, (2.1) represents a convex programming 
problem. A large number of good algorithms are available for 
solving convex programming problems such as Rosen's gradient 
projection method[1960], the method of reduced gradient 
[1963], the method of feasible directions[1962] and 
Ellipsoid Method[l977]. If any of the functions g (y),g.(y), 
i=l,2,...,n does not posses proper convexity conditions, the 
above methods fail to converge. We present in this chapter a 
modification in the Ellipsoid method which makes it converge 
to the optimal solution even when one or several of the 
functions involved are concave. The method is also shown to 
work in chapter 5 when the feasible set is non-convex due to 
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the presence of strict equality sign in only one of the n 
constraints. 
2.2 Background of The Ellipsoid Algorithm 
Ellipsoid Algorithm, is in fact, a fairly natural out 
growth of a substantial literature mainly concerned with sub 
gradient methods for non linear programming. These methods 
grew out of the relaxation method for linear inequalities 
introduced by Agmon [1954], Motzkin and Schoenber [1954]. 
Agmon demonstrated linear convergence of his method by 
showing that each iterate came closer by some fixed ratio to 
the set of feasible solutions. (for details, see, 
Agmon[1954], Goffine[1979] , Todd[1979]. Sub gradient method 
for minimizing a convex function was first introduced by 
Shor [1964] with important refinements by Ermotev [1966] and 
Polyak [1967]. (A good selection of references to this area 
appears in the bibliographies of Blinski and Wolfe [1975], 
and of the Proceedings containing Polyak [1978]). Later 
Shor[19 79] observed that improvements could be made by 
working in a transformed space. The idea is exactly that 
which leads from the steepest descent algorithm (with linear 
convergence rate, the ratio depending algorithm on the 
function) and quasi-Newton algorithms (with super linear 
convergence for smooth functions). Shor [1970] describes 
precisely the difficulty with the linear convergence of his 
earlier method (see discussion of essentially gully 
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functions in Shor[1970]. He provided a modified algorithm 
based on shrinking ellipsoids whose convergence rate depends 
on a ratio of two numbers M and N. These numbers do depend 
on the function involved, but they are invariant with 
respect to linear transformations. If the function is 
quadratic and strictly convex, then M and N can be taken as 
2 and Shor's method [1970] in its limit becomes a method of 
conjugate gradients. See Shor[1970]. Yudin and Nimirovskii 
[1976], considering from a theoretical view point the 
computational complexity of convex optimization considered 
the method of centered cross-section proposed by Levin 
[1955] and independently by Newman [1965]; since this method 
is computationally intractable, they introduced in Yudin and 
Nimirovskii [1977] the modified method of centered cross 
section, which is essentially the ellipsoid method, and 
noted that it was a special case of Shor's methods in 
[1970a, 1970b]. Finally, Shor [1977] described the 
ellipsoid method giving the explicit formula missing from 
Yudin and Nimirovskii [1977]. The Soviet research is 
surveyed in Polyak [1978]. Khachian [1979] proved that when 
the method is applied to linear programming problems with 
integer coefficients, an exact solution can be obtained in 
polynomial time. 
30 
2.3 The theory of the Ellipsoid Method 
The basic ideas of the Ellipsoid Method are clear by 
first considering its convergence for Linear Prograitflning. 
Consider a Linear Programming Problem 
Max c'x (2.2) 
Subject to Ax £ b ; X a 0 
From duality theory it is known that the LP(2.2) has a 
feasible solution and a finite maximum solution if and only 
if the system of inequalities 
c'x = b'v 
A x i b , x i O (2.3) 
A'Y i c ,v i 0 
is solvable. Moreover if (x,v) is a solution to (2,3), then 
X is an optimal solution to (2.2). The Ellipsoid Method is 
indeed applied to solve a system of strict inequalities. 
However, the system of weak inequalities of (2.3) can be 
converted to strict inequality form through parturbation by 
a very small number say e = 2 and hence Ellipsoid Method 
can be applied to system (2.3) due to the result that 
"If the system Ax < b + e has a solution, then hx ^ b 
has a solution." 
Let us now consider a system of n variables in m 
(strict)linear inequalities, i.e., 
n 
I ^ijYj < b^ i=l,2 m (2.4) 
j = l 
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The Ellipsoid Method for linear programining can be 
geometrically described as follows: Given a nonnegative 
number r and a point z e R , a spheroids (sphere) centered 
at z with radius r, in the n-dimensional Euclidean space is 
defined by, 
s(z,r) = -
n 
2 ^ 2 
y e R I 2^  (^i'^i) - ^  
i=l 
•{ y e R"|(y-z)^(y-z)sr^ ' (2.5) 
The volume of s(z,r) is denoted by vol (s(z,r)). Given an 
nxn nonsingular matrix D and a point c e R , an affine 
transformation T(D,c) maps every point y e R to a new point 
D(y-c)eR", An ellipsoid is the image of the unit sphere 
S(0,1) under some affine transformation. Therefore an 
ellipsoid can be represented by 
E = Iy e R"|(y-c)'D'D (y-c) £ IT (2.6) 
The point c is defined to be the centre of E, and the volume 
of E is then given by 
vol (E) = det(D~-^) X vol (s(0,l)) (2.7) 
where det (D ) is the determinant of the inverse matrix of 
1 
D. A half-ellipsoid -E, is the intersection of E with a 
2 
half-space whose bounding hyperplane h= - y g R'^ |a'y=/3r (f°^ 
,n some vector a e R , and any scalar /3) passes through the 
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centre of E. ' In other words, it can be defined as 
- E = |y 6 E|a'y2:a'c| (2.8) 
Now let us move the hyperplane H parallel to itself 
until it becomes a tangent to the ellipsoid E' at a point P 
(see figure 2.1). Many ellipsoids of different volume can 
be constructed through the intersection of H and E, and the 
point P. Shore [1977] constructed a new ellipsoid E', whose 
1 
centre moves from the origin to the point ( ,...,0,0,0), 
n+1 
n 
shrinks in the y, direction by the factor 
1 n+i 
and expands in 
all the other orthogonal direction by n 
J ^ 
fig 2.1 
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Suppose that K of such iterations have been performed. 
Then K+lst new ellipsoid's centre, y^"'""'" and the positive 
definite matrix Dj^^^ used in defining the new ellipsoid E, 
is obtained through the following formulae. 
, k+1 k ^ d 
y = y + 
n+1 
D 
n 2add 
(Di. - — ) k+1 2 '"^ k n+1 (n-1)'' " -^  
.(2.9) 
(2.10) 
where d = -D, a./ k !/• a . D, a . 1 k 1 
There are two interesting consequences of the facts 
mentioned above. First, the affine transformation preserves 
ratio of volumes and every ellipsoid can be mapped to the 
unit sphere by an appropriate affine transformation. It can 
be proved that 
r 1 
n 
n + 1 
<-
2 
n 
n ^ - i 
L J 
(n-l)/2 
^ ^-1/2 (n+1) 
^ e 
for any integer n > 1 
1 
Hence the result:"Every half ellipsoid -E is contained 
2 
in an ellipsoid E". 
Second, for a convex polyhedral set P contained in an 
ellipsoid E, if the center of E' lay outside P, then P 
1 
would be contained in some half ellipsoid —E and 
2 
consequently in a smaller ellipsoid E . 
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Hence the result: "The smallest ellipsoid E containing 
a convex polyhedral set P has its centre in P." 
Several simple modifications to the basic algorithm 
have been made so as to improve the rate of convergence. 
Since the number of iterations depends upon the volume ratio 
of E, to E, ^  research has been conducted to generate 
smaller ellipsoids at each iteration by considering deep 
cuts, surrogate cuts, and parallel cuts. Researchers have 
also replaced the role of ellipsoids in the basic method by 
certain polyhedra called simplices. 
2.4 Theory for the Convex Programming Problems 
Consider the following Convex Programming Problems. 
Min go(y) 
y e S (2.11) 
r 
with S = •y|g.(y)< 0 ,i=l,2,...,n 
where 
g (y) & g.(y) i=l,2,...n are differentiable convex 
functions. We also assume that S is not void. 
It is possible to specify an n-dimensional ellipsoid. 
EQ = - yl(y-yo)'D^ (y-yo^ - ^ ' 
* . 7 
such that the optimal point y of the problem defined m 
(2.11) belong to E 
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The method generate a sequence of successively smaller 
ellipsoids E, , k=l,2,...n each containing Y . As the 
iterations of the algorithm progress, the optimal point is 
localized within the region of diminishing volumes and the 
k * th 
ellipsoid canters, Y approach y . Suppose that at the K 
iteration, we have the ellipsoid 
\ = |yl(y-y,^)'Dk"'(y-yk) 
The next ellipsoid E. is generated in the following 
way: 
I k k A hyperplane H,=- yl-Vg.(y )' (y-y )=0-
X 1 
V. J 
is constructed and is moved in the direction 
d = -Dj^h^/Jh^'Dj^h^ wher, h ^= \7g |y } / Vg^(y^) 
i being index of the violated constraint, until it becomes a 
tangent to E, at some point say P. The new ellipsoid is 
constructed through the intersection of the ellipsoid E, 
with H, and the point P. Many Ellipsoids of different 
volumes can be constructed through the intersection of H, , 
E, and the point P. Shor[1977] constructs a new ellipsoid 
E, ^  which has minimum volume and passes through the 
intersection of Hj^, E, and P. In each iteration, the center 
y and the matrix D, o] 
from the following formulae, 
k+1 
^ of the new ellipsoid are obtained 
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k+1 k^ , y = y + ad 
°k+i = ^  D, -2add' 
1 2 
1 n where a = and b = 
n+1 (n-1)(n+1) 
2.5 Modifications for the non-convex case 
Consider the problem: 
Min g^Cy) 
y e s (2.12) 
with s = •ylg.(y) ^ o , i=l,2,...n 
where g (y) is a concave function and g.(y), i=l,2,...,n 
are any differentiable convex or concave functions. We 
also assume that S is not void. 
The method of Shor[1967] described above may converge to 
a non optimal point when the violated constraint is of 
concave nature. In this situation, the direction 
d= -D, h./Jh. 'D, h. (where i is the index of the violated 
constraint) moves towards the opposite side of the feasible 
regions S. Thus if at some iteration, when the violated 
constraint is concave ,then we define the modified direction 
as d = D, h./Jh.'D,h. instead of d. (see fig (2.2)). 
Further, if the current point y is feasible and the 
objective function g (y) to be minimized is concave,then the 
direction d is defined as 
d = D, h /, , 
^ °^Jh 'D^h '. 
^ o k o 
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9^0 : 
' • 
9^0 -; 
'• 
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'""-V 
0^-0 , - ~'f. 
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Hn>0 
O j = n \ f. 
\ ^ ^-.f 
y^ jo 
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9-x>0 
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9-:)!;n 
rifi,cibi 
f i g u r e ( 2 . 2 ) 
(a)The direction when (b)The modified direction 
the violated constraint when the violated constraint 
is convex. is concave. 
Thus we define the modified direction for the problem 
defined in (2.12) as 
d = \ 
"Vi/J^i'^k^i ; ^ ^ '^ j^Cy ) is convex 
i=0,....,n 
Jh.'D, h. ; if g.(y^) is concave 
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k+1 
The equation of the new Ellipsoid center y and the 
positive definite matrix D , is obtained as 
k+1 k ^ T y = y + ad 
\ + l = "^ D, -2ad d k 
where a = 
n+1 
& b = n 
(n-1)(n+1) 
2.6 Modified Ellipsoid Algorithm for Nonconvex Programming 
Problems 
Below we give an algorithm for solving non-convex 
programming Problems of the following type: 
Min gQ(y) 
y e S 
with S = • ylgi(y) ^ o , i=i,2,...n (2.13) 
where, g (y) is a concave function and g . (y) , i=l, 2 , . . . n 
are any differentiable convex or concave functions. We also 
assume that S is not void. 
Step 0 Initialize 
n= number of variables. 
y =starting ellipsoid center, 
D ^starting ellipsoid matrix, 
T =convergence Tolerance. 
Set K=0 
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step 1 Check whether y is feasible. 
If y^ e S, i=0 
if y e S, i=index of the violated constraint, 
Step 1 Find the unit normal vector to cutting 
hyperplane. 
h^ = Vg^(y^)/ vgi(y^) i=0,1,2,.•..,n 
Step 2 Find the direction 
d = 
I ' k 
"Vi/J'^i'Vi ; ^^ '^i^^ ^  ^^ convex 
Jh.'D.h. ; if g.(y^) is concave 
Step 4. Update y and D, 
k+1 k, -y =y +ad 
Dk+1=^ D, -2ad d k 
where a n b = -
n+1 (n-1)(n+1) 
Step 5 Check for convergence 
if I I ly^"*"-"- - y^ I I < T, STOP. 
k+1 . ., y is the minimum. 
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step 6 Repeat 
increase k by 1 
GO TO Step 1. 
2.7 Average Convergence 
The average convergence of the ellipsoid algorithm is 
linear, so that over the long run, the error in the solution 
decreases as if it were multiplied by a constant factor at 
each iteration. this is because the volume of the 
ellipsoids decrease in geometric progression. The ratio of 
the volumes of any two successive ellipsoids is a constant 
q(n) depending only on the number of variables n, and is 
given by the following formula 
q(n) 
Volume (Ej^ ^^ ) 
Volume (E, ) 
n - 1 
" n+1 
n 
J 2 ; 
-1 n - 1 
(2.14) 
The ratio of q(n) approaches to 1 as n increases, so the 
convergence of the algorithm is slower for larger values of 
n, 
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2.8 Finding the initial solution: 
The speed of convergence is increased by using an initial 
ellipsoid with less volume which envelops the entire 
feasible region. Suppose that given the bounds on the 
components of y as Y. ^y-^y.^. The initial ellipsoid with 
comparatively small volume is obtained by taking 
Do= 
0 . . . . (y " _ y 1) 
-^'n -^ n ' 
(2.15) 
and y o y^+Y'' 
2.9 Computer Program 
A computer program has been written in C Language for 
the Modified Ellipsoid method which can be run in any DOS or 
Unix based computer. The complete listing program code has 
been included in the Appendix A. 
2.10 Solution of Some Nonconvex Problems. 
Consider the following nonconvex unconstrained minimization 
problem : 
Min g(y)= 65y^+7ly^-322y'*-40ly"^ + l000 
3(v; 
1000 
500 
-500 
-1000 -
-1500 L J L J L 
-2.4 -1.6 -0.8 0.0 0.8 1.6 ^ y 
Fig(2.3): Graph of the function g(y)=65y^+71y^-322y'*-401y"^+1000 
The following table gives the details of the various extreme 
points of the Problem. 
Point 
a 
b 
c 
d 
y 
-1.79267 
-0.94275 
0.0 
1.82517 
Classification 
Local minimum 
Local Maximum 
Inflection point 
Global Minimum 
Table (2.1): The values of various extreme points of the 
function g(y) 
The problem has been solved by the Modified Ellipsoid 
Method by taking the initial points close to the above local 
maximum, minimum and point of inflection . It is observed 
that on the average after about 10 iterations, the method 
converges towards the optimal solution. The following tables 
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give the iterations for various starting points, 
Iterat 
0 
1 
2 
11 
12 
18 
21 
:ion g(y) 
-3.00000 15877.00000 
4,54247 534674.6680 
-0.48584 1026.97885 
1.87210 -1155.35205 
1.78490 -1160.40680 
1.83203 -1170.16483 
1.82579 -1170.47082 
Table (2.2): Values of g(y) when the starting point y = -3.00 
11 :eration 
0 
1 
2 
12 
13 
22 
23 
g{y) 
•1.60000 878.26687 
•9.14247 31480111.1 
-4.11416 168193.025 
1.80326 -1167.42955 
1.86139 -1161.57376 
1.82497 -1170.47306 
1.82597 -1170.46911 
Table (2.3): Values of g(y) when the starting point y =-1.60 
Iteration y g(y) 
0 0.00000 1000.00000 
1 3.00000 28729.0000 
2 1.00000 413.00000 
12 1.85549 -1164.27869 
13 1.83237 -1170.13302 
22 1.82491 -1170.47290 
23 1.82531 -1170.47320 
Table (2.4): Values of g(y) when the starting point y = 0.0 
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Iteration y g(y) 
0 9.00000 36332173.00000 
1 1.45753 -604.62135 
2 6.48584 4975179.85594 
12 1.75787 -1143.23080 
32 1.82519 -1170.47333 
33 1.82517 -1170.47333 
34 1.82516 -1170.47333 
Table (2.5): Values of g(y) when the starting point y = 9.0 
Iterat 
0 
1 
2 
13 
14 
20 
30 
ion g(y) 
3.00000 28729.00000 
-4.54247 335214.6742 
0.48584 938,84955 
1.88278 -1147.40410 
1.84403 -1168.10908 
1.82300 -1170.44506 
1.82518 -1170.47333 
Table (2.6): Values of g(y) when the starting point y - 3.00 
Result: y = 1.8251 , Min g(y) = -1170.473 
The Method clearly converges to the global minimumin in a 
reasonable number of iterations. 
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2.11 Non-Convex Constrained Optimization. 
Numerical Example 1. 
Min g(y) : (y^-20)'' + (y^-lO)'' 
Such that 
-y^+12 i 0 
-y +18 ^ 0 
6(y^-12) + 25y2- 600 ^  0 
'2' (y^-14)^ - (y -13.5)^+36 5 0 
Here the objective function is convex but the feasible 
region is non-convex due to the fourth constraint. 
2 4 -
2 2 -
2 0 -
18 
mol Solution 
10 12 14 16 ia 20 
Figure(2.2): the points reached at various iterations when 
the problem is solved by Modified Ellipsoid Method. 
The points reached at the various iterations by using the 
Modified Elliosoid algorithm are given in Table 2.7. 
Iteration 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
22 
23 
24 
^1 
18.000 
15.318 
14.576 
13.039 
15.182 
14.595 
16.312 
17 .140 
14.248 
14.334 
14.464 
16.735 
14.629 
15.155 
16.315 
16.437 
16.973 
16.558 
Table 2.7 
^2 
21.000 
19.057 
23.683 
22.022 
18.750 
20.888 
19.365 
18.321 
18.211 
19.027 
19.567 
19.262 
19.184 
19.554 
19.228 
18.945 
18.992 
19.004 
Feasible 
No 
No 
No 
Yes 
No 
Yes 
Yes 
No 
No 
No 
Yes 
No 
No 
Yes 
Yes 
No 
No 
Yes 
g(y) 
1.466xl0'^ 
7.209x10^ 
3.592x10^ 
2.310x10^ 
2.310x10^ 
1.491xl04 
7.877x10^ 
4.861x10^ 
5.640x10^ 
7.670xl03 
9.317xl03 
7.413x10^ 
7.883xl03 
8.883xl03 
7.626x10^ 
6.563x10^ 
6.622xl03 
6.713x10^ 
50 16.607 18.906 Yes 6.424x10^ 
The method converges to the 
y*=[i6.607,i8.906] after 50 iterations. 
feasible point 
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Numerical Example 2. 
Consider the problem: 
Min g(y) : (y^-20)'^ + (72-10)'^ 
s.t. 
6(y -12) + 25y - 600 s 0 
(y^-14)^ + (y^- -2-)^-36 ^ 0 
4y -5y +10 ^ 0 
Here also the objective function is convex but the 
feasible region is non-convex due to the second constraint, 
see figure (2.3) 
ot^hmsl solution 
figure (2.3):Feasible set, contours of egual height of 
g(y) and the optimal solution of example 2 
U7 C^i 
The values of y , y and g(y) obtained by the Modified 
Ellipsoid Method are given below. The last column of the 
table shows whether the point is feasible(F) or not (NF) 
Iteration 
1 
2 
3 
4 
5 
12 
15 
19 
24 
25 
30 
31 
40 
41 
43 
49 
77 
78 
87 
95 
98 
^1 
0.00000 
7.43131 
12.60466 
13.67477 
14.07892 
18.73026 
19.93700 
19,42550 
19.37363 
19.2.'.862 
19.42077 
19.36433 
19.40334 
19.39650 
19.39948 
19.39919 
19.39523 
19.39505 
19.39520 
19.39519 
19.39519 
^2 
0.00000 
-1.29016 
0.35719 
9.99022 
3.17917 
6.96307 
10.99114 
9.58967 
10.44933 
11.17107 
10.51104 
10.84744 
10.80061 
10.87217 
10.81974 
10.84174 
10.87420 
10.87505 
10.87466 
10.87465 
10,87465 
g(y) sta 
441250.00000 
165691.11856 
69579,14760 
17080.72372 
33750.32552 
5738.19702 
915.37571 
1822.49279 
1430.94971 
12 93.97338 
1374.99447 
1306.09071 
1292.09307 
1276.23947 
1289.17670 
1283,00583 
1276.56113 
1276.44811 
1276.45642 
1276.46410 
1276,46244 
itus 
NF 
NF 
F 
NF 
F 
F 
NF 
F 
F 
NF 
F 
NF 
F 
NF 
F 
F 
F 
NF 
F 
F 
F 
Table (2.9): Values of y and y obtained in the example 2. 
The method starts converging towards the optimal point 
y*=[19.39519,10.87465] after about 30 iterations. 
-' Ct>) 
Numerical Example 3. 
Consider the problem: 
Max g(y) - (yj-8)^+ (y2-10)^ 
Subject to 
-(y^-14)^-(y2-14)^+36 s 0 
y^ > 8 
Here the objective function is convex; which is to be 
maximised and the feasible region is non-convex. See figure 
(2.4) given below. 
Opt> •-'r 1 Sc \ohcn \ ^ \ 
1 (3 12 14 16 18 2 0 
figure(2.4):Feasible set, contours of equal height of 
g(y) and the optimal solution of example ^ 
47 (c) 
The points obtained at various iterations are given in 
table ( 2.9) given below. 
Iteration 
1 
2 
3 
4 
15 
16 
17 
18 
34 
35 
38 
41 
45 
50 
53 
^1 
1.00000 
4.00000 
6.00000 
7.33333 
8.16657 
8.05828 
7.93280 
8.14119 
8.00968 
8.00274 
8.0C280 
8.00233 
8.00010 
8.00001 
8.00008 
^2 
1.00000 
1.00000 
1.00000 
1.00000 
1.24824 
2.11291 
1.03634 
1.32574 
0.55215 
0.34864 
0.27563 
0.22266 
0.08642 
0.07525 
0.04424 
g(y) 
130.00000 
97.00000 
85.00000 
81.44444 
76.62107 
62.20954 
80.35177 
75.26274 
89.26199 
93.14884 
94.56335 
95.59631 
98.27915 
98.50065 
99.11714 
Status 
NF 
NF 
NF 
NF 
NF 
F 
NF 
F 
F 
F 
F 
F 
F 
F 
F 
Table (2.10): Values of y and y_ obtained in the example 
2.The method starts converging towards the optimal point 
y*=[8.0000, 0.04424] after about 20 iterations. 
4/f <^  
CHAPTER I I I 
COMPUTATIONAL COMPARISON OF VARIOUS NONLINEAR PROGRAMMING 
METHODS 
3.1 Introduction 
Several methods have been developed in the last 3 
decades for solving constrained and unconstrained 
optimization problems. A computational comparison of some of 
these methods with the Modified ellipsoid Method has been 
made in this chapter. 
Generally, the factors considered for comparing various 
methods of solution are: 
(i) The type of the problem which can be solved (such 
as convex programming, Non convex programming, geometric 
programming problem etc.) 
(ii) The calendar time required for the development of 
its computer program. 
(iii) The necessity of derivatives of the functions. 
(iv) The available knowledge about the efficiency of 
the method. 
(v) The accuracy of the solution desired. 
(vi) The generality of the program for solving other 
problems. 
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3.2 Comparison of Unconstrained Convex minimization methods 
In an unconstrained minimization problem, if the first 
and second derivatives of the objective function can be 
evaluated easily (either in closed form or by a finite 
difference scheme), and if the number of design variables is 
not large (n s 50), one of the quasi-Newton methods is being 
used effectively. For n greater than about 50, the storage 
and inversion of the Hessian matrix on computer at each 
stage becomes quite tedious and the variable matrix method 
is considered more useful. As the problem size increases 
(beyond n=100 or so), the conjugate gradient method is found 
more powerful. 
In many practical problems, the first derivatives of 
the function can be computed more accurately than the second 
derivatives. In such cases, the variable metric method 
becomes an obvious choice of minimization up to a value of 
n=100. If the evaluation of the derivatives of the function 
is extremely difficult or if the function does not possess 
continuous derivatives, the Powell's method is used to solve 
the problem efficiently. 
The Ellipsoid method requires only the first derivative 
of the functions involved. Further with regard to the time 
required for developing the computer program and to the 
accuracy of the solution, the Ellipsoid method is found to 
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be the robust one. The Ellipsoid method however, being able 
to handle many of the smooth non-convexities, it converge to 
the solution for larger set of problems. 
3.3 Numerical Example: 
We consider the minimization of the following function for 
comparing the relative efficiencies of the various 
unconstrained methods. 
Min g(y) = 100 (yj^2_y^) 2 + (i-y^)^ 
The points reached at various iterations by different 
methods and the respective values of the function are listed 
in the following tables. 
(i) Steepest Descent Method. 
Iteration 
0 
1 
2 
3 
4 
5 
70 
80 
90 
100 
^1 
-0.100 
-0.995 
-0.995 
-0.990 
. -0.990 
-0.984 
-0.742 
-0.698 
-0.650 
-0.594 
^2 
1.000 
1.000 
0.990 
0.990 
0.979 
0.979 
0.550 
0.487 
0.422 
0.352 
g(y) 
4.00 
3.99 
3.98 
3.97 
3.96 
3.95 
3.03 
2 .88 
2.72 
2.54 
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(ii) Fletcher-Reeves Conjugate Gradient Method. 
Iteration g(y) 
1 
2 
3 
4 
5 
1.000 
0.983 
0.472 
0.451 
0.358 
1.000 
0.988 
0.248 
0.294 
0.100 
70 
71 
72 
73 
1.0870 
1.0070 
1.0040 
1.0040 
1.173 
1.012 
1.009 
1.009 
4.00 
3.99 
3.98 
2.23 
2. 11 
1.02 
1.01 
0.00 
0.00 
(iii) Newton's Method. 
Iteration g(y) 
0 
1 
2 
3 
-1.000 
1. 000 
1.000 
1.000 
1.000 
-3.000 
0.999 
1.000 
4.00 
1599.00 
0.00 
0.00 
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(iv) David -Fletcher-Powell Variable Metric Method. 
Iteration Yi Y^ g(y) 
4.00 
4.00 
3.99 
3.31 
0 
1 
2 
4 
- 1 . 0 0 0 
- 0 . 9 9 5 
- 0 . 7 7 5 
- 0 . 2 5 4 
1 . 0 0 0 
1 . 0 0 0 
0 . 5 6 2 
0 . 0 2 9 
17 0.961 0.927 0.01 
19 1.000 1.000 0.00 
(V) Modified Ellipsoid Method 
Iteration Vi ^2 g(y) 
0 -1.000 1.000 4.000 
1 0.000 1.000 101.000 
2 0.004 -0.154 3.380 
3 0.009 0.615 38.810 
4 0 . 0 5 7 0 . 1 0 3 1 . 8 8 0 
0 . 8 8 2 
0 . 9 9 3 
1 . 0 0 0 
0 . 7 8 4 
0 . 8 5 3 
1 . 0 0 0 
25   0.017 
26   0.047 
27   0.000 
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In the above numerical example it was found that the 
convergence of the Steepest Descent Method was very slow 
and after 100 iterations, it reached a point where the 
Fletcher-Reeves conjugate gradient method reached in only 4 
iterations. The convergence of the Newton method is seen to 
be extremely rapid although the function value increased in 
the first iteration. The Ellipsoid Method started converging 
towards the optimal solution after 5 iterations. 
3.4 Constrained Optimization (Convex case) 
In convex programming problems involving explicit (non 
linear expression for objective function, constraints with 
small or moderate number of variables the penalty function 
methods have been expected to work most efficiently. Out of 
these, the interior penalty function method is less 
efficient since even a feasible starting point leads to an 
infeasible point at the end of the minimization procedure. 
As the sequence of optimal points Y , y ... lies in the 
feasible region, and approaches the optimum point and 
feasibility simultaneously, this method is useful only when 
a starting feasible point cannot be found. If all 
constraints of the Optimization problem are linear, the 
gradient projection methods has been used as the best one. 
If the problem involves objective function and constraints 
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that are implicitly dependent on the design vector (i.e. an 
analysis is to be needed to evaluate g.(y), i=0,...n), the 
derivatives of the functions g.(y) cannot be obtained in 
closed form. When these derivatives can be obtained by 
finite-difference formulae, the Zoutendijk's method of 
feasible direction has been used and is more efficient than 
the penalty function methods. However, if one intends to 
use approximation in evaluating g-(y) itself, the penalty 
function methods appear to be more promising. If the 
evaluation of g.(y) is extremely difficult and if one is 
interested in finding only a near-optimal solution, the 
interior penalty function method was the obvious choice. 
We Consider the following example to have an idea about 
the cmparative efficiencies of the above methods. 
Minimize g^(y) = -15y^-27y2-36y2-18y^-12y^ 
+3 0y^^+39y2^+10y2^+39y^^+3 0y^^ 
+40y^y2-62y2y4+64y2y5-12y3y4-20y3y^-40y^y^ 
+4y^3+8y^3+10y^3+6y 3+2y 3 
Subject to 
16y^-2y2-y^ < 40 
2y2-0.4y^-2y5 < 2 
7 1 
2 1 3 4 
9y2+2y3-y^+2.8y3 : 
-2y^+4y3 ^ 1 
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y^+2y2+3y^42y^tyg ^ 60 
-y^-2Y^-3Y^-4y^-5Y^ ^ -5 
-^1-^2-^3-^4-^5 ^ -^ 
-y . i 0, i=l,...,5. 
Different solution methods of Convex Programming have 
been implemented to solve the above problem and the results 
obtained have been shown in the tables given below. For all 
the methods the starting point is taken as [0,0,0,0,1] with 
g(y)=20. 
(i) Zoutendijk's Method of Feasible Direction 
Iterat 
2 
5 
10 
20 
45 
100 
ion g(y) 
-19.184 
-23.916 
-31.604 
-31.779 
-32.285 
-32,3486 
^1 
0.1337 
0.3001 
0,2568 
0.2738 
0.2983 
0.3000 
^2 
0.0224 
0,3328 
0,3220 
0,2474 
0.3234 
0.3327 
^3 
0.3169 
0.4000 
0.4892 
0.2870 
0.4002 
0.4000 
^4 
0.5422 
0.6725 
0.4892 
0.5143 
0.4521 
0.4268 
^^ 5 
0.3403 
0.0286 
0.2978 
0.2191 
0.2645 
0.2255 
(ii) Rosen's Gradient Projection Method. 
Iteration 
7 
10 
15 
20 
26 
31 
45 
g(y) 
11.215 
-24.363 
-24.825 
-31.582 
-32.043 
-32.329 
-32 . 348 
^1 
0.0302 
0.2534 
0.2534 
0.3000 
0. 3000 
0. 3000 
0. 3000 
^2 
0.000 
0.000 
0,000 
0.2735 
0.3556 
0.3403 
0. 3341 
^3 
0.0485 
0.3767 
0.3866 
0.3932 
0.4000 
0,4000 
0.4000 
^4 
0.0500 
0.4062 
0.4063 
0.3887 
0.4924 
0.4449 
0.4299 
^5 
0.9526 
0.6159 
0.6160 
0.4024 
0.1719 
0.2081 
0.2226 
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(iii) Interior Penalty Function Method 
value of g (y ) y y y y y 
panal ty a. ^ -^ 
p a r a m e t e r 
1 -26.25 0.1762 0.2575 0.2868 0.5698 0.4272 
2X10~^ -31.23 0.2684 0.3208 0.3743 0.4675 0.2673 
4X10~^ -32.19 0.2954 0.3311 0.3961 0.4952 0.2327 
8X10~^ -32.34 0.2993 0.3332 0.3994 0.4292 0.2254 
(iv) Modified Ellipsoid method 
Iteration 
4 
5 
6 
9 
47 
65 
g(y) 
-10.540 
19.987 
10.840 
-14.340 
-26.976 
-32.266 
^1 
-0.302 
0.309 
0.164 
0.008 
0.239 
0.248 
^2 
1.000 
-0.139 
-0.146 
0.326 
0.295 
0.394 
^3 
1.740 
0.354 
0.490 
0.060 
0.313 
0.393 
^4 
1.000 
1.239 
1.302 
0.442 
0.570 
0.572 
^5 
1.000 
0.955 
0.905 
0.441 
0.590 
0.143 
The Zoutendijk's method converged after 100 iterations with 20 
evaluations of Vq^ and 20 evaluations of the constraint set 
whereas Rosen's method converged after 4 5 iterations with 7 0 
evaluations of y^ and Vg^. The Interior penalty function 
method took 315 evaluations of g.(y) and 18 evaluations of 
second partial derivatives. The Ellipsoid Method started 
converging after 9 iterations and give the result in 65 
iterations. 
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3.5 Constrained Optimization (Non-Convex case) 
In this section we mainly consider two situations: 
(i) The case of minimizing a concave objective function in 
a convex feasible solution space; and 
(ii)The case of minimizing a concave objective function in a 
non-convex feasible set. 
The methods of Tui [1964], Ritter [1964], Hoffman 
[1981], Benson [1986] and Khan et al [1986] etc. come in 
the first situation. Tui [1964] developed a method which 
introduces a cut and reduces the feasible region. But the 
introduction of a cut always increased the number of extreme 
points of the feasible region. Later many modifications 
for improvement in the algorithm were made by Ritter[1964], 
Hoffman[1981] and Benson[1986] etc.Zwart[1973] demonstrated, 
the cycling of the method of Tui[1964] and Ritter[1964]. 
Khan[1986] developed a cutting plane method which decreased 
the number of extreme points since the cut passes through 
the second adjacent extreme points of the current solution. 
Below we solve a numerical example using some of the 
above methods and then by the modified Ellipsoid Method. 
Here the objective function is concave and the constraint 
set is convex. 
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Nume rical Example: 
Minimize g(y)= 
Subject to 
yi-fy2-i 
i.5y^+y2^i.4 
-y^so 
-y2-io 
-2y,2-y^y2-2y, 
(1) Ritier's Method 
Iterations 
2 
3 
4 
5 
^1 
0 
0 
0 
0 
^1 
-1/2 
1 
1/2 
1 
g(y) 
-1 
-2 
-1 
-2 
(11) Adjacent points Cutting Plane Method 
Iterations g(y) 
1 
2 
0 
7.6 
11 
•10 
-2 
-19.52 
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(iii) Modified Ellipsoid Method 
Iterations y y- g(y) 
0 
1 
3 
0.000 
0.000 
-0.431 
0.000 
7.542 
2.658 
0.0 
-15.08 
-04.54 
50 
52 
55 
58 
60 
7.590 
7.589 
7.594 
7.596 
9.603 
-09.995 
-09.986 
-09.992 
-09.995 
-10.006 
-19.36 
-19.44 
-19.47 
-19.49 
-19.52 
In the solution of the above numerical example it was 
found that in the Ritter's Method, the solution procedure 
becomes interminable, as long as we choose the next extreme 
point. The adjacent points cutting plane method converged 
in two steps. The Ellipsoid Method took about 60 iterations 
to converge the optimal solution. 
As far as the situation of minimizing a concave 
objective function in a non-convex solution space is 
concerned, no method has got successful convergence other 
than Modified Ellipsoid Method. The Ellipsoid Method 
converged in a finite number of iterations in the problems 
with concave functions in the constrained set. 
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CHAPTER IV 
SOLUTION TO A CLASS OF NONLINEAR INTEGER MODELS 
4.1 Statement of the Problem. 
In this chapter, we consider a class of non linear 
integer programming problems, where both the objective 
function and the constrainting functions are either convex 
or concave. 
The problem under consideration is as follows: 
Problem A 
n 
Minimize Z = Y g. (y.) 
i=l 
n 
subject to Y g.,(y.)<b. j=l,...m (4.1) 
i=l 
•"•i ~ ^i ~ "i ' ^ i' i"teger, i=l,...n. 
n n 
where ^^gio^^i) ^"^ I "^ ij ^^i^ ' ^^-^' "' "^-'-' 
i=l i=l 
,m 
are differential convex or concave functions on R; b. are 
3 
constants, and 1. and u. (1. < u.) i=l,...n are lower and 
1 1 ^ 1 i' ' 
upper bounds on the integer variables. We assume that the 
feasible region of the problem A is nonempty and bounded. 
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4.2 Applications of the Model 
The above non linear integer programming model finds a 
variety of applications in diverse fields. When Z is convex 
and m=l, i.e. one constraint case, A represents the 
problems such as capital budgeting, Production Planning, 
capacity Planning in manufacturing networks. The examples 
with Z concave are fixed charge problem and plant location 
problem. We present some important formulations in the 
following: 
Manufacturing Capacity Planning 
The manufacturing capacity planning problem (MCP) 
involves minimum cost selection of service rate (or 
capacity) at each work station subject to an upper limit on 
the total money value of work in process in the system. 
Consider a manufacturing system modeled as an open network 
of queues where time between arrivals to each work station 
follows a general distribution and service time at each 
single server station also follows a general distribution. 
Bitran and Tirupati [1989a,b] propose a convex function and 
show that the single work-in-process constraint is a convex 
function. MCP is formulated as 
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Problem MCP 
n 
Minimize V ^i(YA) 
i=l 
n 
Subject to ^9^(7^) - ^ (4-2) 
i=l 
1. < y. £ u. ; i=l,...n & y^ integer 
Where 
n = the number of station in the network; 
y, = the service rate at station i 
(decision variable, i=l,....n) 
q. (V.) = the cost of obtaining capacity y. at station 
i (a convex function); 
g.(y.) = b.L.(y.) = the average money work-in-process 
value at station i; 
b. = the average money work-in-process value per job at 
station i (b. > o for all i) 
L. (y.) = the mean number of jobs at station i as a 
function of y. (discussed further below) 
b = an upper limit on total work-in-process allowed in 
the network. 
Let us denote 
V. = the arrival rate at station i (V. > o for all i) 
1 ^ 1 ' 
ca. = the squared coefficient of variation (variance of 
a random variable divided by the square of its mean) of the 
inter arrival times at station i ; 
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Problem PP 
n 
Minimize ^ (c^+ cl^ x^  + e.^/x^) 
i=l 
n 
subject to y b..x. s h. j = 1,2. (4.3) 
£1 ij 1 J 
1=1 
1. £ X . :^  u . i=l, . . . n 
1 1 1 
X. integer. 
where n denotes the number of items, the objective 
function can include such costs as holding, production, 
purchase, setup, and ordering, and can be easily seen to be 
a convex function, bl and b2 represent respectively the 
total amount of the limited resource available and the total 
machine capacity, and b.. are the consumption of the limited 
resource or capacity per unit. Thus problem PP is thus also 
a convex programming problem. 
Optimal Allocation in Stratified Sampling 
Consider the problem of estimating a population mean 
M. The population is divided into n strata and the samples 
are selected from each stratum. Determining the number of 
units to sample from each stratum can be modeled as a non 
linear resource allocation problem where the integer 
decision variables represent the stratum sample sizes. 
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cs. = the squared coefficient of variation of service 
times at station i. 
Britain and Tirupati[1989a] use the following 
approximation for L.(y.) and show that it is a convex 
function of y.. 
L. (y.) = v./ + r(cai+cs.)lVi2/r2y. (y.-y.) 
• h(V^, y^^ , ca^, cs^) , 
where 
h(V^, y^, ca^, cs^) 
exp(-2(l-ca^).(y^-v^)/3v^(ca^+cs^)) 
if ca.^1 
1 if ca.>l 
1 
MCP is thus a convex programming problem with a single 
constraint besides the lower and upper bounds on the 
decision variables. 
Production Planning Problem 
The problem of multi item production and inventory 
management includes a resource restriction such as limited 
machine capacity and a restriction on inventory investment 
(Ziegler [1982], Ventura and Klein [1988], Maloney and Klein 
[1993], Brethaner, et al [1994]). The decision variables 
can represent production batch sizes, the number of 
production runs, or order quantities for each item. The 
resource constrained production and inventory management 
model is formulated as a non linear integer programming 
problem as follows: 
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The problem can be formulated in a variety of ways. 
For example, one approach is to minimize the variance of 
the estimate y subject to a budget constraint on sampling 
costs. Another approach is to look at the "dual problem" of 
minimizing the sampling costs subject to a constraint that 
imposes an upper limit on the variance of the estimate. 
The formulation that minimizes the variance subject to a 
linear sampling budget constraint is to 
Minimize V(y) 
n 
s.t ^ b.x. s h (4.4) 
i=l 
1. s X. :^  u. X. integer i=l,...n. 
I l l 1 ^ ' 
Where 
n is the number of strata and x. is the sample size for 
stratum i, i=l,...n. 
b is the sampling budget available and 
b.is the cost of surveying one unit in stratum i. 
As discussed by Cochran 1962, an unbiased estimator y 
of M can be calculated as the weighted average of the 
n 
sample means for all strata, i.e. y = Y N.y./jg . The 
i=l 
variance of the estimate is given by 
n 
V(y) =(1/N2) ^ N^^(Ti2(N^ - x^)/(N^x^) . 
i=l 
where N. is the number of sampling units in the i'^ h 
stratum. 
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n 
2 v^  
Letting d. = (N.o-j^ / ) and D = ) d./ , the allocation 
problem can be written as 
i=l 
Problem SAMP 
n 
Minimize Y d./ - D 
i-1 1 
n 
subject to y b.x. ^b (4.5) 
i=l 
1 . :£ X. r< X. 
I l l 
The above formulation of the Qptimum allocation problem 
is for a single character under study and for a given 
sampling procedure ; But such a simple formulation is not 
available when several characters are under study, because 
there is no single optimality criterion by which we can 
attack this problem. Several optimality criteria are found 
in literature, (see Dalenious [1953,1957], Chakravrti [1955] 
and Ghosh [1958]. Kokan [1963] discusses this problem and 
proposes a solution using nonlinear programming. 
Dalenius [1957], briefly indicates the geometrical 
solution where the number of strata is two. Kokan and Khan 
[1965] provided an analytical solution to this problem for 
several strata and P characters and indicate the use of this 
procedure in other sampling designs, such as multi stage 
sampling and double sampling. The formulation of the problem 
given by them is as follows. 
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L 
Minimize K(X) = V {C./X.), 
i=l 
L L 
subject to Y ^ij ^i - ^j + I (^ijAi) = Kj(say) 
i=l i=l .... (4.6) 
and l/N. s X. :^ 1 , i=l,....,L and 
1/Xj^  integer, i=l,2,...,L 
This is a convex integer programming problem. 
Quadratic Knapsack Problem 
When the objective function in Problem A is quadratic 
and there is a single linear constraint, it reduces to the 
integer quadratic knapsack problem (Helzason, Kennington and 
More [1987], Paradalos and Kovoor [1990], Shetty and 
MuthuKrishan [1990], Neilsen and Zenois [1990]). Mathur, 
Salkin and Morito [1983] developed a branch and bound method 
in which the quadratic objective function is replaced by a 
piece wise linear function and the resulting 0-1 knapsack 
problem is solved. 
An important application of the quadratic knapsack 
problem is in capital budgeting (Mathur, Salkin and Morito 
[1983]). Other applications include hydrological studies, 
determining, if a graph possesses a clique of order k and 
location problems involving the maximization of traffic 
subject to a budget constraint (Gello, Hanmer and 
Simone[1980]). The continuous version of the problem arises 
in algorithm for multi commodity network flow problems. 
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(Helagoason, Kennington and Lall [1980]) and stochastic 
programs with network resource (Neilson and Zenios [1993]) 
Hochba and Hong [1992] present a strongly polynomial 
algorithm for a guadratic Knapsack problem with a single 
linear constraint and integer variables. Brettahaner, 
shetty and Syam [1995] combine branch and bound 
reoptimization procedures and heuristics to solve the 
guadratic Knapsack problem. 
The formulation of the problem is as follows: 
Problem QKP 
n 
. . . V- 1 2 Minimize > (— d.x. -a.x.) 
L ^2 ^ ^ 1 i' 
i=l 
n 
subject t o Y b . x . ^ b (4.7) 
i=l 
1. s X. ^ u. i=l/...n 
1 1 1 ' 
X., integer. 
where d. > 0 and b. ^ 0 for i=l,...n and b is a real 
constant. 
It is thus concluded that a large number of practical 
situations can be formulated as problems with maximization 
or minimization of a concave objective function under 
certain nonlinear constraints of the type (4.1). (see Host 
and Tui [1990]). 
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4.3 Solution Methods 
Different methods for solving the problems described 
above have been developed. Most of the techniques in non 
linear integer programming problems use dynamic programming 
(Cooper [1980], Morin and Marsten [1976b]), Branch and bound 
(Gupta and Ravindran [1985]) or a combination of the two 
(Marsten and Morin [1978], Morin and Marsten [1976]) 
In this chapter, we develop a procedure, where 
Nonlinear Integer programming problems consisting of convex 
and concave functions can be solved by using branch and 
bound technique and the the Modified ellipsoid Method. 
4.4 Branch and Bound Method for the Integer Programming Problem 
The method used for solving the general integer problem 
A is a branch and bound Algorithm. It solves the continuous 
subproblems of the form B defined below at the various nodes 
of the search tree by taking suitable starting points for 
the Modified Ellipsoid Method. 
Let us define the continuous relaxation of A by 
Problem B 
Minimize g. (y.) 
n 
subject to ^ ^ij^^i) - ^ j ' J=l' "^-^i - ^i - "i 
i=l 
i=l, . . .n. (4.8) 
where y: e R g^^iY^) and g^j(Y^) i=l,-..n, 
j=l,...n are differentiable convex or concave function 
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on R; b. are constants, and 1. and u. (1. < u.) i=l..,n are 
lower and upper bounds on the variables. We assume that the 
feasible region of the problem A and hence of the problem B 
is non empty and bounded. 
Algorithm for Solving the Problem B 
Step 0 Initialize 
n = number of variables, 
y = starting ellipsoid center 
D = starting ellipsoid matrix. 
T = convergence Tolerance. 
Step 1 Check whether Y is feasible 
If Y'^  G S, i=0 
Y ^ S, i=index of the violated constraint, 
Step 2 Find the unit normal vector to cutting 
hyperplane 
vg^jCy ) h^ - Vg^.(y ) / 
Step 3 find the direction 
d = 
-D, h . / h .' D, h . if g . . (y ) is convex 
I '' ' k 
D, h./ h. D, h. if g. . (y ) is concave, 
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step 4 Update y and D 
k+1 k ^ -y = y + ad 
k 
^k = ^ D, - 2 add k 
Step 5 Check for convergence 
If y^"^-*- - y'^  < T STOP 
k+i . . . y IS the minimum 
Step 6 Repeat 
Increase k by 1 
Go to Step 1. 
The Branch and Bound Algorithm for the integer variable 
Problem 
Step 0_ Initialize 
Solve the non linear continuous problem B using the 
ellipsoid Algorithm. If the solution satisfies the 
integer constraints, STOP. (The solution is optimal for 
the integer program). 
Find an upper bound Z on the optimal objective value, 
equal to the objective value at some point that is 
feasible for the integer program or +« if no such 
feasible point is known. 
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step 1 Branch 
Select a remaining subset of feasible solution. Select a 
non integer component of the solution to the 
corresponding subproblem, and partition the subsets into 
two smaller subsets by adding constraints to exclude the 
non integer value of the chosen component. 
The new ^left branch sub problem' is constructed by 
k k 
adding y :£ (y ) to parent sub problem and the new ^right 
k k branch subproblem' by adding y 2: (y )+l to the parent 
subproblem. 
While solving the subproblems of the type B at the 
various forthcoming nodes by the Modified Ellipsoid 
Method, the initial points (ie. y and D ) should be 
taken a,s the final solution of the preceding branch. 
Step 2 Bound 
For each new subset, obtain a lower bound Z, on the 
objective value over that subset. 
Step 3 Fathom 
Examine every subset that might still contain the optimal 
point, and exclude a subset from further consideration if 
(a) Zi i Zu 
or (b) the subset has no feasible points 
or (c) Zi is attained at an integer feasible point in 
the subset and Z, < Z . 
In case (c) 
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Solution:-
First we solve the above problem without the integer 
restrictions using the Modified Ellipsoid Method. The non-
integer solution is y =15.530 and y =15.975. At the first 
iteration we make two unfathomed nodes y.:^  15 and y ^16. Let 
us select the left node and thus add the constraint y-^15 in 
to the constraint set of problem (4.9) to begin the second 
iteration. The initial point for solving the subproblem by 
the Modified Ellipsoid Method is taken to be 
[15.530,15.975]. The solution obtained at this node after 60 
iteration is y =15 and y =15.16; so we must choose y as the 
variable to be branched. To exclude the non-integer value, 
we introduce additional constraints y_^15 and y„2:i6 to form 
respectively, the left and the right subproblems (see figure 
4.2). The right most node is fathomed because the variables 
in the subproblem are integers (y.=15, y_=16 with Z^ = 
881) . Next we make further branching of the left most node 
and add new constraints. One of the two nodes becomes 
fathomed since one of the subproblems is infeasible and the 
other has a non-integer solution with Z2=1311.7, which is 
greater than the optimal feasible solution Z =881. the value 
of the objective function goes on increasing if we make 
further branching from this node. 
Likewise, we branch the second node of the first 
iteration until two fathomed nodes are obtained. 
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Call the integer feasible point the incumbent solution. 
let Z = Z, 
u 1 
Go To step3 to see if other subsets can now be 
fathomed. 
Step4 Test 
If no subsets remain unfathomed, STOP (the incumbent 
solution is optimal for IP) otherwise, GoTo 1. 
4.6 Numerical Example 1. 
Consider the following convex minimization problem in ar. 
integer solution space: 
. . . 4 4 
Minimize (y - 20) + (y- - 10) 
Subject to 
3^(y^-12)/9 . + 4 ^ 0 
6(y^ -12) + 25y2 - 600 s 0 
-y^ +12 i 0 
y-, y- ^ 0 and integers. 
optimal solution 
(4.9) 
Fig(4.1): Optimal integer point for the problem (4.9; 
?'•)' 
The optimum feasible integer solution is obtained as 
y =15 and y_=16 , giving an objective function value equal 
t o 8 8 1 
' ^ 
I 
START 
V, =15.530 
v> = l5.G75 
g-€14,2l2 
: ' / ^ ' 5 : _ - - — " -^__ y,//«fc 
Min 51yl 
y, = 1 5 
yi=15.165 
g=7Z!5,33Z 
y = 1 6 
y,^ =t 6.477 
g=6S7.73B 
^ a 4 ) ? , . -
'(TfT-gly) 
v^^'«^^ 
y2 = 1 5 
9-775j6«« 
. . . Mir,-g(>') "Tfirr-q(\ \ 
y i 5 ^ ^ y;> '7 
! ' : - 1 6 
a = £-81 
MIri 01^) 
>- = 13,P9 
g=1311.7 
f a f h o m c d 
Infeoelble 
fathcrn*ci 'OtnL'i'nt'U 
Inf-Daible 
^1 - iC .3^ , 
>», = 17 
Infeaslble 
yT^TT—I 
>4,= 17.9A3 
5 = 1326.^ 
f j*!"icrr, i-d fathomed 
Fig(4.2):Branch and bound tree of the Numerical example 1 
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4.7 Numerical Example 2. 
Consider the following non-convex programming problem. 
Minimize z = (y - 20) + (y - 10)"^  
Subject to 
4y - 5y + 10 ^ 0 
(ii) 6(y^ -12) + 25y2 - 600 ^  0 
2 
:4.10) 
(ill) -(y^-14 (y^  - 13.5) + 36 :£ 0 
y , y^ 2: 0 and integers. 
Here the objecive function is convex; but the feasible 
region has non-convexity due to the fact that constraint 
(iii) is concave and an integer solution is required. 
Implementing the Branch and Bound method, we get the 
integer solution as y =19 and y-, = 10 giving the minimum 
z=1921. The following figure gives the details of the 
solution. 
Optimal solution 
Fig(4.3): Optimal integer point for the problem(4.10) 
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START 
Mln y(.0 
J^^ _? 
r <^i = 1 9 . 3 9 5 
<. - 1 0 . Q 7 d t -
•^=12 7 6 . 4 5 0 
7 - O 
'^1 -' 'J^- / i • ?0 
M - I f ) 
2^ = 1 0 1 a : 
5=16:54,234 
< in 1 1 
^ 2 = 2201J_79 
' Q 
"5= 
= 1 g 1 
•1921 j 
f o i l o o oie<i. 
I n f i(» >Ti -91 b I <s" 
I ' J I r I i j r I I w . i 
1 =20.1 S4« 
I n f ^ a * I b l * » 
y, - 20 y -^^  -Jii 
f ' ^ t h c r T T * ; 
fothctn'*d y, 4 " .0 
> , ^ - ' 
>^ ' 
2 1 . 1 2 8 
— '1 . ' : ; 
I „ 1 ^ t . H G f : 
rr 22 
i 11 f *»> -.1 ':^  1 L')«" 
( •'.1111 o n 1 'III d 
1 , -" 
• o 
"•'06 
f C( * H <-- fTrn 1^  <-i 
Fig(4.4) : Branch and bound tree of the Numerical example {2, 
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CHAPTER V 
SOLUTION TO SOME ADVANCED PROGRAMMING PROBLEMS 
Much of the recent research in mathematical 
Programming has largely been concentrated on some 
programming problems such as Separable Programming, 
Fractional Programing, Geometric Programing and Stochastic 
Programming Problem etc. Different methods of solution for 
such problems have been developed during the last four 
decades. In this chapter we demonstrate through numerical 
examples, how the Modified Ellipsoid Algorithm could be used 
to solved all such advanced programming problems. 
5.1 Separable Programming 
Separable Programming is a class of Mathematical 
Programming problems in which the function g(y) can be 
expressed as the sum of n single functions g (y ) , 
....,g (y ). 
n 
i.e. q(Y^, '^n^" I ^i^^i^ ^^'•'•^  
i=l 
A function g{y-,/'-.»/y ) that can be decomposed 
additively in terms of single variable functions g-(y-) 
satisfying equation (5.1) is said to be separable. Some 
times, functions that are not immediately separable can be 
made so by transformation of variables. 
RO 
The Separable Programming Problems may be stated as 
follows: 
n 
Minimize ^ ^10(^1) 
i=l 
n 
Subject to ^ gj^. (Yj^ ) i bj (j=l, . . .n) (5.2) 
i=l 
Where g. . (Y•) are linear or nonlinear. 
Different methods have been developed for solving 
Separable Programming Problems. One of the important 
methods among them is the Simplex Methods with restricted 
basis entry. For Nonlinear Programming Problem an 
approximate solution can be obtained by piece wise linear 
approximation and the Simplex Method. This approach is 
found in the works of Charnes and Cooper [1957], Dantzig, 
Johnson and White [1958] and Markowitz and Manne [1957]. 
For further discussion on this approach, see Miller [1963] 
and Wolfe [1963]. In the non convex case, the optimality 
cannot be claimed with the restricted basis entry route. In 
this case, choosing a small grid, one can obtain a solution 
sufficiently close to the global optimal solution. For grid 
generation scheme see Wolfe [1963]. 
Here we use the Modified Ellipsoid Method for solving 
a non-convex separable program . 
Numerical Example 
. . . 9 2 1 Minimize -x^'^+6x^-x^ +8x^+—x^ 
1 1 2 2 2 3 
Subject to x +x +x 5 5 (5.3) 
^l'-^2 ' ' 
^1' ^2' ^ 3 ~ °* 
The objective function is concave and thus will have 
a large number of local minima. The constraint set is 
convex. The various iterations of the method are given in 
the following table, the last column of the table gives the 
status of the point as to it being feasible (F) ot Non-
feasible (NF) . 
Iterat 
1 
4 
43 
46 
66 
89 
91 
92 
93 
ion X2 
1.00000 
0.49042 
0.12803 
0.00765 
0.00462 
0.00672 
0.00141 
-0.00328 
0.00483 
^2 
1.00000 
-0.16609 
0.06775 
-0.02720 
0.02372 
0.00119 
0.00556 
0.00398 
0.00201 
^3 
1.00000 
0.77626 
0.55309 
0.94196 
-0.10665 
0.04771 
-0.03725 
0.06911 
0.03452 
z status 
12.50000 
1.48396 
1.45414 
0.29087 
0.15895 
0.06700 
0.03289 
0.04996 
0.05747 
F 
NF 
F 
NF 
NF 
F 
NF 
NF 
F 
Table 5.1: Solution of the problem by Modified Ellipsoid 
Method. 
The method converges to the global minimum 
an objective function value 0.05747 
0.00483 
0.00201 
0.03452 
with 
5.2 Fractional Programming 
We consider a problem in which the objective function 
is the ratio of two linear functions and the constraints are 
linear. Such problems are called linear Fractional 
Programming Problems and are much of interest in Management. 
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The problem may be stated as follows: 
p'y+a 
Min g (y) =— ~ (5.4) 
o q y+P 
Subject to A y = b 
y 2: b 
Where p, q are n vectors, b is an m vector, A is an mxn 
matrix, and a and /3 are scalars. We know that if an optimal 
solution for a Linear Fractional Program exists, then an 
extreme point optimum exists. Further more, every local 
minimum is a global minimum. Some important properties of a 
linear fractional objective are contained in the following 
well known result 
Let g (y) = (P'y+«)/(q'y+/3) and let S be a convex set 
such that q'y+|3*0 over S, Then g (y) is both pseudo convex 
and pseudo concave over S. 
From the fundamental theorems of pseudo & quasi 
convex(concave) functions and several implications of the 
above result for linear programming problem, it may be noted 
that : 
If the objective function is both pseudo convex and 
pseudo concave over S, then it is also a quasi convex, quasi 
concave, strictly quasi convex and strictly quasi concave. 
Further, 
1. k point satisfying K-T conditions for a maximization 
problem is also a global maximum over the feasible region. 
2. Any local minimum(maximum) is also a global minimum(maximum) 
over the feasible region. 
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3.If the feasible region is bounded, then the objective 
function has a minimum at an extreme point of the feasible 
region and also has a maximum at an extreme point of the 
feasible region. 
The above facts about the linear fractional objective 
function give useful results that are being used to develop 
suitable computational procedures for solving he fractional 
programming problems. In particular, One searches among the 
extreme points of the polyhedral set {y:A =b, x^O} until a 
K-T point is reached. 
Charnes and Cooper [1962] and Gilmore and Gomory 
[1963] developed different methods for solving a linear 
fractional programming problem. The first approach makes a 
transformation of variables and solves an equivalent linear 
program. The second approach is an adaptation of the convex 
simplex method. Abadie and William [1968], Bitran and Novaes 
[1973] and Martos [1964, 1975], Dorn [1962], and 
Kantiswaroop [1967] also developed different solution 
techniques for solving linear Fractional Programming 
Problems. Here we use the Modified Ellipsoid Method for 
solving the linear Fractional Programming problem. The 
method converges to the optimal feasible points in a finite 
no of iterations. 
Also there are some situations when the Numerator or 
denominator or both ^  of the objective function may be 
Nonlinear. Dinkelbach [1967] has developed a solution 
technique for solving such problems. 
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The solution.obtained by the Modified Ellipsoid method is 
with a maximum value of z = 1.28568 , which is the 
optimum solution. 
0.00002 
2.99953 
Numerical Example 2. 
Consider the following fractional programming problem with 
a nonlinear denominator. 
Min Z = 
2x +2x +1 
x^2+x^2+3 
Subject to 
x^+x^ - 3 
x^, x^ ^ 0 
We get the solution shown in the following table 
Iteration 
1 
2 
4 
5 
18 
20 
22 
23 
24 
40 
42 
44 
45 
48 
1 
1 
2 
1 
2 
2 
2 
2 
1 
2 
2 
2 
2 
2 
^1 
1.00000 
-1.12132 
1.11082 
0.97786 
0.07251 
0.07378 
-0.16629 
0.05877 
-0.00339 
0.00460 
0.01033 
-0.00662 
0.00681 
0.00491 
X2 
1.00000 
-1.12132 
0.44589 
-1.47826 
0.38902 
0.10615 
0.15534 
0.05979 
-0.08659 
0.02290 
0.00291 
0.00916 
0.00198 
0.00130 
Z Status 
0.83333 
-1.72991 
0.75887 
-0.00011 
0.58339 
0.43050 
0.36340 
0.39637 
0.27328 
0.35053 
0.33982 
0,33650 
0.33766 
0.33637 
NF 
NF 
F 
NF 
F 
F 
F 
F 
NF 
F 
F 
F 
F 
F 
The solution obtained by the Modified ellipsoid Method is 
fo.00491 
0.00130 with a minimum value of Z==0.33637, which is the 
optimum solution. 
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5.3 GEOMETRIC PROGRAMMING 
Geometric Programming is a method for solving a class 
of nonlinear programming problems where one minimizes 
functions which are in the form of posynomials subject to 
constraints of the same type. 
A function h(x) is called a Posynomial if h can be 
expressed as the sum of power terms each of the form 
C V 1 J- V 1 ^  X 'in 
n 
Where c. and a. . are constants with o o and x.>0. 
1 ID I D 
Thus a posynomial can be expressed as 
h(x)=cixi^llx2^12 xn^m + + CiXi^Nlx/N2...Xn^Nn. 
A Geometric Programming Problem is one in which the 
objective function and constraints are expressed as 
posynomials in x. Thus the problem can be defined as 
follows: 
Find X which minimizes 
No 
f(X) = I c. 
i=l 
n 
, o o , X .>o 
' 1 ' D 
Subject to 
Nj 
gj(x) = I a.j 
i=l 
n 
n \'"' 
k=l 
i 0 , aij>0 
(5.6) 
j= 1,2, ,m, 
Where NQ and Nj denote the number of posynomial terms 
in the objective and j^^ constraint functions, respectively. 
In an Unconstrained Geometric Optimization problem, 
the Arithmetic mean-Geometric mean inequality conditions 
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have been used to yield a solution. For a constrained 
Geometric Optimization, different methods are in use. Passy-
Wilde Method [1967] determines the pseudo minimum of a 
Geometric Program. Ecker and Zoracki [197 6] developed a 
primal solution method for a prototype Geometric Programming 
Problem. Avriel and Williams [1976] extended the method of 
Geometric Program to include any rational function of 
posynomial terms and called the method as complementary 
Geometric Programming Method. 
Numerical example 
Minimize z = 20x^X3 + 40x2X3 + 80x^X2 
Subject to 
8Xi~lx2~lx3"l £ 1 
X1X2X3 > 0 
The values obtained after the implementation of the 
Modified Ellipsoid Method are given in the following table. 
(5.7) 
Iteration 
1 
2 
18 
19 
20 
59 
61 
74 
75 
99 
100 
107 
110 
>^ 1 
1.00000 
2.29904 
0.72467 
2.44565 
1.94778 
1.94339 
1.91193 
1.95839 
1.91338 
1.97121 
2.01823 
2.01295 
2.00042 
^2 
1.00000 
2.29904 
1.00517 
0.78620 
1.40022 
1.04576 
0,99328 
1.03843 
1.03149 
1.00915 
1.00565 
0.99776 
1.00385 
>^ 3 
1.00000 
2.29904 
6.06636 
4.04637 
3,41449 
3.94534 
4.20065 
3.93206 
4.05700 
4,02065 
3,94071 
3,98298 
3.98383 
z status 
140.00000 
739.98067 
390,10451 
478.99151 
542.44230 
480.96698 
479.44817 
480.02895 
480.53324 
479.94692 
479.95545 
479.98849 
480,00214 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
Table 5.2: Solution of the Geometric Programming 
Problem by the Modified Ellipsoid Method, 
The solution obtained is 
2.00042 
1.00385 
3.98383 
with a minimum value of z 
= 480.002, which is the optimum feasible point. 
5.5 STOCHASTIC PROGRAMMING 
• Stochastic programming deals with situations where 
some or all the parameters of the problem are described by 
random variables. Such cases seem typical of real-life 
problems, where it is found difficult to determine the 
values of the parameters exactly. We know that in the case 
of linear programming, sensitivity analysis can be used to 
study the effect of changes in problem's parameters on 
optimal solution. This, however, represents only a partial 
answer to the problem especially when the parameters are 
actually random variables. The objective of stochastic 
programming is to consider these random effects explicitly 
in the solution of the model. 
The basic idea of all stochastic programming models is 
to convert the probabilistic nature of the problem into an 
equivalent deterministic situation. Several models have 
been developed to handle special cases of the general 
problem. In this section, the idea of employing 
deterministic equivalence is illustrated with the 
introduction of the interesting technique of chance 
constrained programming. Once it is converted, the 
problem can be easily solved by the Modified Ellipsoid 
Method, 
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A chance constrained model is defined generally as 
n 
Maximize Z 
S.t. 
= 1^ : X . J 
j = l 
n 
y a. . x . £ b . 
j = l 
i=l,...m 
x.^0 tor all j 
3 
•i 1-a (5.8) 
The name "Chance-constrained" follows from each constraint 
n 
y a. .X . £ b. 
j = l 
being realized with a minimum probability of l-a^ , 0<ai<l 
In the general case, it is assumed that cj, a^. and b^ ^ 
are all random variables. The fact that Cj is a random 
variable can always be treated by replacing it by its 
expected value. Here we consider three cases. The first two 
correspond to the separate considerations of a. . and h^ as 
random variables. The third case combines the random effects 
of a^. and b^ ^ _ In all the cases, it is assumed that the 
parameters are normally distributed with known means and 
variances. 
Case I : m this case each a^^ is normally distributed with 
mean E{aij} and variance Var{aij}. Also, the covariance of 
aij and a^j 'is given by cov{aij,aij'}. 
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Consider the i^^ constraint 
n 
J aijXjibi > > 1 - tti 
j = l 
n 
and define hi = 2, ^ ij^j 
j=l 
Then h^ is normally distributed with 
n 
E{hi}= ^ E{aij}xj and Var{bi}=x'DiX 
j = l 
where, X=(X]^, X2 , • • • •/^n) 
Q^=itncovariance matrix 
Var{ai 1} Cov{aii, a^^^} 
Cov{ain ,aii}....Var{ain} 
Now, 
h i _ E { h i } b i - E { h i } 
Pfh i^b i ) = p- - , 
>- J N v a r { h i } 4Var{hi} 
i 1 
'{hi^bi^ = 0 
where, (h-[-E{h-[}) / JvarThjJis standard normal with mean zero 
and variance one. this means that 
'bi-E{hi}' 
Var{hi} 
J 
where (p represents the CDF of the standard normal 
distribution. 
Let K3.be the standard normal value such that 1 
0 (Ka^) = 1 - ai 
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Then tho statement P{hiibi} ^ 1- a^ is realized if and 
only if 
bi-E{hi} 
i K, 
I ' ^ 
Jvar{hi} 
This yields the following nonlinear constraint 
n 
^ E{aij}Xj + KaiJx'DiX s b^ 
j = l 
which is equivalent to the original stochastic constraint. 
The problem (5.8) now reduces to the Non linear Programming 
problem 
n 
Maximize Z = V C.x. 
j=l 
S.t. 
n 
^ E{aij}Xj + KaiJx'DiX < b^ 
j = l 
i=l,...m 
x.>0 for all j 
(5.9) 
For the special case where the normal distributions are 
independent, 
Cov{aij,aij,ai'aj'} = 0 
and the last constraint reduces to 
n 
I E{aij}xj + Ka^ 
j = l 
n 
^ Var{aij}xj2 < bj 
j=l 
02 
This constraint can now be put in the Separable 
Programming form using substitution 
y i = 
n 
y Var{aij}xj2 ^ for all i 
Thus the original constraint is equivalent to 
n 
Y E{aij}Xj + Ka^Yi < b^ 
J-1 
n 
and Y Var {^i} ^ j ^ " Y^' 
j = l 
where y.2:0 -
Case II 
In this case only b.is normal with mean E{bi} and 
variance Var{bj^}. The analysis in this case is very similar 
to that of case 1. Consider the stochastic constraint 
n 
^i - I ^ij f - «i 
j=l 
a
As in case 1, 
n 
I aijXj -E{bi} 
bi-E{bi} J=l y a a 
Jvar{bi}' Jvar{bi}' 
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This cc.:: hold if only if 
n 
I aijXj _ E{bi} 
j = l 
Jvar{bi} 
^ K; 
Thus the stochastic constraint is equivalent to the 
deterministic linear constraint 
n 
Y aijXj s E{bi} + Kajvar{bi} 
j = l 
Thus, in case 2, the chance constrained model can be 
converted in to the following equivalent linear 
programming problem. 
n 
Maximize Z = Y C.x. 
^ J J 
j = l 
n 
S.t. ^ aij s E{bi} + Kajvar{bi} (5.10) 
j = l 
i=l,...m & x.^ 0 for all j 
Case III 
In this case all aij and bi are normal random 
variables. Consider the constraint 
n 
I ^ijxj ^  bi 
j=l 
This may be written 
n 
I aijXj - bi 5 0 
j=l 
9A 
since all a^j and b-^  are normal, it follows from the 
n 
theory of statistics that 2^  ^ ij^j ~ ^i is also normal. 
j = l 
This shows that chance constraint reduces in this case 
also to an equivalent Nonlinear Programming probTem. 
Numerical Example: 
Consider the chance constrained problem 
Maximize z = 5Xi + 6x2 + 3x3 
Subject to 
P{^11^1 + ^12^2 "•" ^ 13^3 - 8} i .95 ....(5.11) 
P{5xi + X2 + 6x3 ^ b2} ^ .10 
with all Xj 2: 0. Suppose that the a^j's are independent 
normally distributed random variables with the following 
means and variances. 
E{aii}=l , E{ai2}=3 , E{ai3}=9 
Var{ai-L}=-25 , Var{ai2} = 16 , Var{ai3}=4 
The parameter b2 is normally distributed with mean 7 and 
variance 9. 
From the standard normal tables, 
Kai=Ko.o5 = 1.645, K^^ = KQ.QI = 1.285 
For the first constraint, the equivalent deterministic 
constant is given by 
Xi + 3X2 + 9x3 + 1.645j25xi2 + 16X2^ + 4x3^ ^ 8. 
and for the second constraint, } / 
5Xi + X2 + 6x3 ^ 7 + 1,285(3) = 10.855 
If we let X4 = 25x^2 + 16X2^ + 4x3^ 
the complete problem becomes 
Maximize z = bx^ + 6x2 + 3x3 
Subject to Xi + 3X2 + ^^3 "•" 1-645X4 - ^  
25Xi^ + 16X2^ + 4X3^ -X4^ = 0 ...(5.12) 
5x3^  + X2 + 6X3 i 10.855 
^l'>^2' ^3' X4 ^ 0 
This is a problem with non-convexity occurring in the 
feasible set due to equality sign in the non-linear 
constraint. The problem may be solved by considering an 
inequality sign in the non-linear constraint. If at the 
final solution, the non-linear constraint is active, then 
this obviously is the optimal solution. Otherwise we 
reverse the inequality sign of the non-linear constraint. 
For implementing the Modified Ellipsoid Method to the 
above problem, first we try to solve the following 
problem. 
Maximize z = Sx^ + 6x2 + 3x3 
Subject to Xi + 3X2 + 9^ 3 + 1.645x4 - ^ 
25xi^ + 16X2^ + 4x3^ -X4^ i 0 ...(5.13) 
5Xi + X2 + 6X3 i 10.855 
^l'X2' ^3^ ^4 - 0 
It is found that the constraint set is not feasible. 
Then we reverse the inequality to get the following 
problem. 
Q7 
Maximize z = 5xi + 6X2 + 3x3 
Subject to xi + 3x2 + 9x3 + 1.645x4 - 8 
25xi^ + 16X2^ + 4x3^ -X4^ i 0 (5.14) 
5^1 + ^2 + 6X3 i 10.855 
Xi,X2, X3, X4 i 0 
The following table gives the various iterations. The 
method finally converges to a solution where the second 
constraint is active. This solution, therefore will also 
represent the final solution of the problem.(5.12) 
Iteration 
1 
2 
30 
31 
32 
64 
66 
67 
68 
115 
116 
117 
119 
169 
170 
173 
174 
209 
1 
0 
0 
0 
-0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0. 
^1 
00000 
53250 
29654 
24616 
05148 
39263 
49511 
40414 
28603 
33349 
30742 
51235 
53304 
50149 
42337 
40113 
48949 
44344 
1 
-0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
^2 
00000 
40250 
56545 
49468 
17578 
15390 
47319 
46738 
26052 
64826 
66600 
49219 
48826 
58752 
65240 
67234 
59845 
64570 
1 
-3 
-0 
0 
-0 
0 
-0 
-0 
0 
0 
0 
0 
0 
0. 
0 
0 
0 
0. 
>^3 
00000 
20750 
44278 
29812 
03432 
08289 
16380 
30021 
26700 
06853 
04563 
02191 
07793 
00614 
00257 
00864 
00584 
00073 
1 
0 
-4 
-6 
-2 
3 
2 
4 
2 
3 
3 
3 
3 
3 
3 
3 
3 
3 
X4 
.00000 
.23096 
.73189 
.20622 
.34427 
.21153 
.55742 
2^543 
63357 
19288 
00523 
39851 
23817 
42309 
38175 
31086 
41506 
40677 
14 
9 
9 
5 
0 
3 
4 
3 
3 
5 
5 
5 
5 
6. 
6 
6 
6 
6. 
z st 
.00000 
.37498 
54707 
09324 
69436 
13524 
82329 
92435 
79432 
76259 
67000 
58061 
82858 
05100 
03895 
06563 
05565 
09361 
atus 
NF 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
F 
Table 5.2: Solution of the Stochastic Programming 
Problem by the Modified Ellipsoid Method, 
The final solution solution obtained is given by 
^1 
^2 
X3 
X4 
0.44344 
0.64570 
0.00073 
3.40677 
with maximum z = 6.0936, 
9P. 
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Arrc-iNuiA 
COMPUTER PROGRAM FOR THE MODIFIED ELLIPSOID METHOD 
# define SIZE 2 
# define EQN 6 
# define VARSUSED 2 
#include <stdio.h> 
#include <math.h> 
#include <conio.h> 
void TransposeMatrix(A,B,row,col) 
double A[] [SIZE] ,B[] [SIZE] ; 
int row,col; 
{ 
i n t l , m ; 
f o r ( l = 0 ; l < r o w ; l + + ) 
for(m=0;m<col;m++) 
B [ l ] Lin]=0.0; 
B[m] [1]=A[1] [m] ; 
} 
r e t u r n ; 
} 
v o i d M u l t i m a t r i x ( A , B , C , r o w , c o l ) 
doub le A[] [SIZE] ,B[] [SIZE] ,C[ ] [SIZE] ; 
i n t r o w , c o l ; 
{ 
i n t l , m , n ; 
f o r (1=0 ; l< row;1++) 
f o r (m=0 ;Tn<col ;m+ + ) 
{ 
C [ l ] [m]=0.0; 
f o r ( n = 0 ; n < r o w ; n + + ) 
C [ l ] [m]=C[l] [m]+A[l] [n] *B [n] [m] ; } 
r e t u r n ; 
} 
void MultiMatrixConstant(A,constant,B,row,col) 
doub le A[] [SIZE] ,B[] [SIZE] ; 
i n t r o w , c o l ; 
doub le c o n s t a n t ; 
{ 
i n t i , j ; 
f o r ( i = 0 ; i < r o w ; i + + ) 
f o r ( j = 0 ; j < c o l ; j + + ) 
B[ i ] [ j ] = 0 . 0 ; 
B [ i ] [ j ] = A [ i ] [ j ] * c o n s t a n t ; 
r e t u r n ; 
} 
v o i d Addmatr ix{A,B, C, row, c o l ) 
doub le A[] [SIZE] ,B[] [SIZE] ,C[ ] [SIZE] ; 
i n t r o w , c o l ; 
{ 
i n t i , j ; 
f o r ( i = 0 ; i < r o w ; i + + ) 
f o r ( j = 0 ; j < c o l ; j + + ) 
C [ i ] [ j ] = 0 . 0 ; 
C [ i ] [ j ] = A [ i ] t j ] + B [ i ] [ j ] ; 
} 
eturn; 
'oid Substractmatrix(A,B,C,row,col) 
louble A[][SIZE],B[][SIZE],C[][SIZE]; 
nt row,col; 
int i,j; 
for'i=0;i<row;i++) 
for(j=0;j<col;j++) 
{ 
C[i][j].=0.0; 
C[i][j]=A[i][j]-B[i][j]; 
} 
[. return; 
} 
void Transferinatrix(A,B,row,col) 
double A[][SIZE],B[][SIZE]; 
•int row,col; 
{ 
int i,j; 
for(i=0;i<row;i++) 
for(j=0;j<col;j++) 
{ 
B[i][j]=0.0; 
B[i][j]=A[i][j]; 
} 
return; 
} 
void InitMatrix(A,row,col) 
double A[][SIZE]; 
int row,col; 
int i,j; 
for(i=0;i<row;i++) 
for(j=0;j<col;j++) 
{ 
A[i][j]=0.0; 
} 
return; 
} 
main() 
{ 
double Qinsiginatransd[SIZE] [SIZE]; 
double siginadtransd[SIZE] [SIZE] , Ql [SIZE] [SIZE] ; 
int i,j,iteration,VC,PrevVC=0; 
double X[SIZE][SIZE],Q[SIZE][SIZE],FUN[EQN][VARSUSED+1]; 
double 
deltafun[SIZE][SIZE],g[SIZE][SIZE],Qg[SIZE][SIZE],tg[SIZE][SIZE],tgQg[SIZE]| 
]; 
double inQg[SIZE][SIZE],d[SIZE][SIZE],tord[SIZE][SIZE] , xplustord[SIZE][SIZE]; 
double transd[SIZE] [SIZE] ,dtransd[SIZE] [SIZE] ,t,sigina,delta,constant; 
float value; 
FILE* fp; 
InitMatrix( X,SIZE,SIZE); 
fp = fopen("meml.res","w"); 
for(i=0;i<SIZE;i++) 
{ 
printf("X(%d) = ",i+l); 
scanf("%f",&value); 
X[i][0]=value; 
} 
for(i=0;i<SIZE;i++) 
for(j=0;j<SIZE;j++) 
{ 
printf("Q[%d][%d] = ",i+l,j+l); 
scanf("%f",&value); 
Q[i][j]=value; 
} 
printf("Enter the number of iterations to be performed 
scanf{"%d",&iteration); 
/*X[0][0]=18;X[1][0]=21; 
Q[0][0]=81;Q[0][1]=Q[1][0]=0;Q[1][1]=169; 
iteration=2 5;*/ 
fprintf(fp,"\n k phase [xi]' 
fprintf(fp,"\n 
for(i=0;i<iteration;i++) 
= " ) ; 
fO"); 
. . . ) . 
InitMatrix(Qmsigmatransd,SIZE,SIZE); 
InitMatrix(sigmadtransd,SIZE, SIZE) ; 
/*InitMatrix(Qmsigmadtransd,SIZE,SIZE);*/ 
InitMatrix( Ql,SIZE,SIZE); 
deltafun,SIZE,SIZE); 
g,SIZE,SIZE); 
Qg,SIZE,SIZE); 
tg,SIZE,SIZE); 
tgQg,SIZE,SIZE); 
mQg,SIZE,SIZE); 
d,SIZE,SIZE); 
tord,SIZE,SIZE); 
xplustord,SIZE,SIZE); 
transd,SIZE,SIZE); 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( 
InitMatrix( dtransd,SIZE,SIZE) 
VC=0; /* violated constraint */ 
/* Enter eqations f0,f1,f2,•.., here, 
FUN[0] 
FUN[1] 
FUN[2] 
FUN[3] 
FUN[4] 
FUN[5] 
/*Enter first partial derivatives of 
FUN[0] 
FUN[0] 
FUN[1] 
FUN[1] 
FUN[2] 
FUN[2] 
FUN t 3] 
FUN[3] 
X[0] ==> XI, */ 
0]=1.0*pow((XtO][0]-25.0),4)+1.0*pow((X[l][0]-15),4); 
0]=6.0*pow((XtO][0]-12),2)+25.0*X[l][0]-600.0; 
0]=-1.0*pow((X[0][0]-14),2)-1.0*pow((X[l][0]-13.5),2)+36; 
0]=-1.0*X[0][Oi+12; 
0]=-1.0*X[0][0]; 
0]=-1.0*X[l][0]; 
l]=4.0*(pow((X[0][0]-25 
2]=4.0*(pow((X[l][0]-15 
1]=12.0*(X[0][0]-12); 
2]=25.0; 
1]=-2*(X[0][0]-14); 
2]=-2*(X[l][03-13.5); 
1]=-1.0; 
2]=0.0; 
equations with respect to XI,XI, 
0),3)); 
0),3)); 
c^  
FUN[4][2]=0.0; 
FUN[5][1]=0.0; 
FUN[5][2]=-1.0; 
t=1.0/(SIZE+1); 
sigina=2 . 0/ (SIZE+1) ; 
delta=(1.0*SIZE*SIZE)/(SIZE*SIZE-l) 
for(j=l;j<EQN;j++) 
{ 
if(FUN[j][0]>0) 
VC=j; /* violated consrtaint */ 
break; 
} 
constant=0.0; 
for(j=0;j<VARSUSED ;j++) 
{ 
deltafun[j][0]=FUN[VC][j+1]; 
constant^constant+deltafun[j][0]*deltafun[j][0]; 
constant=l.0/sqrt(constant); 
MultiMatrixConstant(deltafun,constant,g,SIZE,1); 
Multiinatrix(Q,g,Qg,SIZE,SIZE) ; 
TransposeMatrix(g,tg,SIZE,SIZE); 
Multimatrix(tg,Qg,tgQg,SIZE,SIZE); 
MultiMatrixConstant(Qg,-1.0,inQg,SIZE, 1) ; 
constant=tgQg[0][0]; 
constant=l.0/sqrt(constant); 
MultiMatrixConstant(mQg,constant,d,SIZE,1); 
TransposeMatrix(d,transd,SIZE,SIZE); 
MultiMatrixConstant(d,t,tord,SIZE,1); 
Addinatrix(X,tord,xplustord,SIZE, 1) ; 
Multiinatrix(d,transd,dtransd, SIZE, SIZE) ; 
MultiMatrixConstant(dtransd,sigma,sigmadtransd,SIZE,SIZE) ; 
Substractmatrix(Q,sigmadtransd,Qmsigmatransd,SIZE,SIZE); 
MultiMatrixConstant(Qmsigmatransd,delta,Ql,SIZE,SIZE); 
/*if( i == 0 ) 
{ 
}*/ 
printf("\n%2d %d ",i,l); 
for(j=0;j<SIZE;j++) 
printf("%10.5f "/X[j][0]); 
printf("%10.5f", FUN[0][0]); 
Transferinatrix(xplustord,X, SIZE, 1) ; 
Transfer matrix(Q1,Q,SIZE,SIZE); 
FUN[0][0]=pow((X[0][0]-20.0) ,4)+pow((X[1][0]-12.0),4) ; 
fprintf(fp,"\n%2d %d ",i+l,( PrevVC > 0 ) ? 2 : 1 ); 
for(j=0;j<SIZE;j++) 
fprintf(fp,"%10.5f ",X[j][0]); 
fprintf(fp,"%io.5f-> %d", FUN[0][0],VC); 
PrevVC = VC; 
Transferinatrix(xplustord,X,SIZE, 1) ; 
Transferinatrix(Ql,Q,SIZE,SIZE) ; 
close(fp); 
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