






Resumen.  Las   métricas   de   producto   de   software   pueden   aportar   información
relevante para la gestión de proyectos de software. La determinación de umbrales
para   esas  métricas   permitiría  disponer   de   información   rápida  que   advierta   sobre
potenciales problemas en los productos bajo análisis. Sin embargo, no existe amplio


















asociadas  habitualmente a la mantenibilidad (el   índice de mantenibilidad, distintas
medidas de tamaño y cohesión) son inconsistentes entre sí. Fowler [3] considera que
ninguna combinación de métricas puede rivalizar con la intuición humana informada;




















metodología   utilizada   en   la   investigación;   posteriormente   se   analizan   los   datos
obtenidos y se proponen umbrales para algunas métricas; a continuación, se comparan
estos  valores  con   los   sugeridos  en  otros   trabajos.  Finalmente,  en   la   sección  5  se
exponen las conclusiones y los trabajos futuros.
2 Trabajos Relacionados








Chidamber  y  Kemerer  [13],  y  Brito  e  Abreu  y  Carapuça  [14]  entre  otras  de  uso
común.
2.1 Estudio de Umbrales en Base a Correlaciones Estadísticas
Los   trabajos  que  se   resumen  a  continuación  apuntan  a  determinar  valores  de   las
métricas   que   pudieran   advertir   sobre   debilidades   en   un  módulo   o   una   clase   en
concreto. 
Benlarbi y otros  [5] plantearon la determinación de umbrales para los valores de
las  métricas  orientadas   a  objetos.  En  el   estudio   consideran  a   los  umbrales   como







Shatnawi   realizó   diversos   estudios   buscando   determinar   umbrales   a   partir   de
diferentes   análisis   estadísticos.   En   uno   de   ellos  [6],   emplea   la   curva  ROC  para
proponer umbrales de un conjunto de métricas CK y de Lorentz. Ese método permite
evaluar la pertinencia de un umbral para clasificar en dos categorías (en este caso, en
defectuoso  y no defectuoso).  En  un   trabajo  posterior,   el  mismo autor  [7]  empleó
regresión   logística   (como   hiciera   anteriormente   Benlarbi)   para   estudiar   valores
aceptables  para  un conjunto de  métricas;   los   resultados  por  fuera  de esos valores
indicarían un mayor riesgo de presencia  de defectos.  Este autor analizó  diferentes
versiones del popular IDE Eclipse, realizando posteriormente una comparación con
otros  dos productos  (Rhino y Mozilla);  concluye que no pueden generalizarse   las
cifras postuladas en el primer caso. 
El   autor   también   compara   los   umbrales   calculados   con   los   propuestos   por




regresión   logística,   estimando   posibles   umbrales   en   base   al  Nivel  Aceptable   de
Riesgo   (Value   for   Acceptable   Risk   Level,   VAR)   de   acuerdo   a   la   metodología
elaborada   por   Bender  [16]  para   analizar   posibles   “efectos   de   umbral”.  De   este






de  Chidamber  y  Kemerer  [13]  sobre   la   calidad  del   software.  Los  valores  de   los
umbrales se basan en el análisis de los histogramas, aunque no se analiza la posible
relación  entre  esos  valores  y  la  probabilidad  de  que módulos  presenten  errores  o
deban modificarse.
Erni y Lewerentz  [10] analizaron la distribución de métricas orientadas a objetos
postulando   como  potenciales   umbrales   a   la  media  ± la  desviación  estándar.  Los
autores plantean la adopción de uno de esos valores en función de los problemas que
plantearía en cada caso cifras demasiado altas o demasiado bajas. Por ejemplo, si para
una métrica se considera  que un número  alto es  perjudicial,  se  adopta  μ+σ como
umbral (siendo μ la media y σ la desviación estándar). 
Chidamber y otros  [11] consideraron las distribuciones empíricas de las métricas
sugiriendo que el tope para definir un valor como “alto” sería el 80º percentil  (es
decir, el 80% de las muestras alcanzarían valores por debajo del umbral señalado).
Lanza  y  Marinescu  [4] también  propusieron  umbrales  para  métricas  comunes
partiendo de la distribución de los valores en un grupo de 45 aplicaciones escritas en
Java. Clasificaron las medidas según sus frecuencias en bajo, medio, alto y muy alto. 
Ferreira y otros [12] estudiaron las distribuciones de las métricas COF (Factor de
Acoplamiento),   cantidad   de   métodos   públicos,   cantidad   de   campos   (atributos)
públicos, LCOM (Falta de Cohesión en los métodos) y DIT (Profundidad del árbol de
herencia)­ Analizaron 40 aplicaciones escritas en Java, computando las métricas con
la   herramienta   Connecta,   y   las   distribuciones   de   frecuencia   se   ajustaron   a
distribuciones teóricas con la herramienta EasyFit. Los autores dividieron la muestra
según diferentes dominios, planteando umbrales distintos para cada uno de ellos.
Recientemente  Filó  y  otros  [17] presentaron  un estudio  de  diversas  métricas  a
partir de distribuciones de frecuencia encontradas en una muestra de 111 aplicaciones
escritas  en  Java.  A partir  de  ese  análisis  proponen  umbrales  para  17  métricas
diferentes. El trabajo muestra  similitudes con el que se expone aquí dado que se basa
en  una  muestra  públicamente  accesible  y  emplea  el  análisis  de  distribución  de
frecuencia como metodología para detectar posibles umbrales; no obstante, el objetivo
de  ese  estudio  es  proponer  valores  referidos  a  debilidades  de  clases  o  paquetes





















































Proporción   de   los   métodos   que   invocan   a   cada








En este   trabajo  se  computan   las  métricas  mencionadas  para  560 versiones  de  28
proyectos  diferentes  escritos  en Java.    Si  bien  iPlasma no extrae  WMC (métodos
ponderados por clase) [13], se puede obtener a partir de la Complejidad Intrínseca, la




















0,1727 0,2076 0,2053 9,2236 0,041 0,13 0,87
Estructuración
de Operaciones
7,973 10,27 10,86 14,310 4,277 0,41 0,89
Estructuración
de Clases
9,581 10,91 11,74 13,33 3,453 0,29 0,93
Estructuración
de Alto Nivel
7,503 9,98 12,55 17,81 6,965 0,7 1,41
Intensidad   de
Acoplamiento
0,556 0,588 0,585 0.616 0,168 0,29 17,63
Dispersión   de
acoplamiento
2,534 2,992 3,024 3,399 0,82 0,27 0,13
Las distribuciones de estas proporciones muestran que la Complejidad Intrínseca, la
Intensidad   de   Acoplamiento,   la   Estructuración   de   Clases,     y   la   Dispersión   de
acoplamiento   exhiben  menor   dispersión.  De   ellas,   la   Intensidad   de   acoplamiento
presenta una distribución de frecuencias con una asimetría más marcada.











de  Acoplamiento  muestran  claramente  una  zona  modal  a  partir   de   las  cuales   las
frecuencias   decrecen   en   ambos   sentidos.  Analizando   la   variación   de   los   deciles
podemos  proponer  umbrales   superiores  buscando  cambios  pronunciados   entre   los
valores   sucesivos   de   los  mismos,   lo   que   implicaría   un   descenso   rápido   de   las
frecuencias.  La   tabla  4  resume  los  deciles  para   las  distribuciones  de   las  métricas
consideradas.
Tabla  4.    Valores   que   correspoden   a   los   diferentes   deciles   para   las
distribucionesobservadas en las proporciones analizadas.
Decil C.I. E.C. E.O. D.A. I.A. WMC
"0%" 0,121 3,375 3,832 0,234 0,406 7,346
"10%" 0,148 7,721 5,707 1,968 0,468 9,774
"20%" 0,166 9,001 6,876 2,372 0,544 16,233
"30%" 0,191 9,950 8,218 2,603 0,567 18,103
"40%" 0,196 10,458 9,425 2,750 0,575 20,463
"50%" 0,208 10,905 10,272 2,992 0,588 22,000
"60%" 0,216 11,730 11,301 3,172 0,594 23,772
"70%" 0,221 12,639 13,622 3,337 0,607 26,589
"80%" 0,233 14,092 14,820 3,665 0,625 36,062
"90%" 0,251 16,936 15,830 4,270 0,668 45,683



































En  concreto,  una   aplicación  que  presente  más  de  14  métodos  por   clase,   o  un
promedio de WMC por encima de 46, muestra una estructuración muy poco común,
con clases con demasiados métodos; de esto no se concluye que tal o cual clase se






Teniendo   en   cuenta   estos   aspectos,   sería   conveniente   adoptar   la   métrica
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