labeled on average with 15 fluorophores per protein molecule while BSA was labeled on average with 5 fluorophores per molecule, as specified by the manufacturer. Phosphatebuffered saline (PBS) at pH 7.2 was purchased from Gibco (Carlsbad, CA). To achieve low surface densities required for single-molecule experiments, protein solutions at concentrations of 10 -14 and 10 -12 M were prepared for use in experiments involving TMS and FS surfaces, respectively.
Surface Preparation and Characterization
Fused silica (FS) wafers, purchased from Mark Optics, Inc (Santa Ana, CA), were cleaned with cationic detergent (Micro 90, International Product Corp., Burlington, NJ) and thoroughly rinsed with water purified to 18.2 MΩ•cm (Millipore Milli-Q UV+). Wafers were then immersed in warm piranha solution (70% sulfuric acid, 30% hydrogen peroxide) for 1h and UV-ozone treated (Jelight UVO cleaner, Irvine, CA) for 1h. These surfaces were either used without further treatment or were coated with monolayers of trimethyl-silane (TMS) by exposing clean wafers to hexamethyldixilazine (Sigma-Aldrich St. Louis, MO) vapors for 18h at room temperature.
Static contact angles of deionized water on functionalized surfaces were measured with a custom-built contact-angle goniometer. A 1 μL drop of water was deposited on the surface and contact angle measured after relaxing. At least six drops on three independent surfaces were averaged for reported values. No contact angle could be measured on bare fused silica indicating essentially complete wetting. A contact angle of 95° ± 3° was measured for the TMS functionalized surface, consistent with a hydrophobic surface and with previous reports of TMS contact angles (1).
Data Acquisition
The total internal reflection fluorescence microscope has been described previously (2) and consists of a custom-built prism-based illumination system, flow cell, Nikon TE-2000 microscope with 60x objective, and a 491 nm DPSS LASER. A temperature-controlled flow cell was used to maintain a specified temperature to within 0.2°C. Protein solution was slowly injected into the flow cell and the flow was stopped prior to imaging. Several movies were acquired of each sample using acquisition times for individual frames of 200 ms. Other single-molecule TIRFM considerations were described previously (3).
The evanescent field created by total internal reflection decays exponentially with distance from the interface with a decay length of less than 100 nm, exciting only objects near the solid-liquid interface. While fluorescent objects in solution within the penetration depth may be excited, they are typically not resolved as discrete objects. Since objects diffusing in solution exhibit diffusion coefficients that are 2-3 orders of magnitude higher than that of objects adsorbed to the interface, the residence time of objects in solution was negligible within a given camera pixel compared to that from a surface-adsorbed object. Therefore, while objects in solution contribute to background fluorescence levels they were not identified as actual objects by our tracking
algorithm.
An object-recognition algorithm involving disk matrix convolution followed by thresholding was used to identify diffraction-limited objects (described previously (4)). The centroid of intensity was used to determine the position of an object. Object tracking between movie frames was accomplished by identifying the closest objects within a 4 pixel (908 nm) distance in sequential frames. Surface residence times were calculated by multiplying the number of frames in which an object was identified by the exposure time of each frame. For each frame, the intensity of an object was calculated by integrating all pixels assigned by disk convolution and thresholding while subtracting the local background intensity just beyond the perimeter of the object.
Data Analysis

Residence Times
Experimental residence time distributions were constructed by calculating the cumulative probability of objects remaining on the surface for a time t or greater. The corrected experimental cumulative residence time distribution was then given by
where n t is the number of objects observed to have a given residence time t and c(t) is a correction factor due to the finite movie length and thus fewer opportunities to observe both adsorption and desorption of objects with longer residence times. The correction factor c(t) is given by 1 where T is the length of the movie and H is the Heaviside step function.
Objects with a residence time of only a single frame were ignored in this analysis due to the sensitivity of object identification for a single frame to noise. The error shown for each data point represents 68% confidence intervals for a Poisson distribution, assuming that the number of objects with a given residence time follows Poisson statistics.
Our data analysis methods have been described previously in detail (3). Briefly, desorption kinetics were assumed to be first-order processes. The integrated or cumulative residence time distribution could be described by the sum over all populations
where p(t) is the probability that a given object has a residence time greater than or equal to time t and is the relative fraction of all objects represented by population i. Each population had a characteristic surface residence time of , which is the inverse of that population's effective first-order desorption rate constant (
Synergistic fitting using the distributed maximum entropy method (MEM) and discrete maximum likelihood (ML) algorithm was performed using MemExp (5) (described in citations within). This fitting method independently confirmed the number of exponentials used to fit cumulative residence time distributions.
Diffusion
Experimental cumulative squared-displacement distributions were calculated by sorting the displacement data in ascending order and ranking each data point such that C(R k 2 ,Δt) is given by:
where k is the rank of the sorted object and N is the total number of sorted data points (2) . The error for each data point represents 68% confidence intervals for a Poisson distribution with mean of (N + 1 -k).
By default, the interfacial diffusion of a particle was expected to follow a two-dimensional random walk with Gaussian statistics. Because diffusing molecules were capable of multiple observations. More specifically, σ is the standard deviation of an assumed Gaussian probability distribution for localizing an object at its true position.
These considerations led to the use of Eq. 2 in which positional uncertainty was explicitly accounted for and was determined experimentally through the use of methods discussed in reference (6) .
Data Fitting
Eq. 1 and Eq. 2 were used to fit experimental cumulative distributions of residence time and squared-displacement data, respectively, by minimizing the variance weighted by the data point (e.g. residence time or squared-displacement) divided by the squared error for the data point.
The distributions were fit to an increasing number of exponentials until an order of magnitude reduction of squared errors, based on the chi-squared value (χ 2 ), was no longer achieved. The reported diffusion coefficients (D j ) and characteristic residence time constants ( ) were averaged between multiple movies with a relative weight of the number of objects observed in each movie. The reported uncertainties correspond to the standard error in determining for each movie, propagated through the weighted average.
In order to determine the apparent activation energy (E a ), Arrhenius plots were constructed for each corresponding population or mode. Arrhenius plots were linearly fit and E a was determined using the Arrhenius relationship:
where k is the desorption rate constant (k des ) or diffusion coefficient (k diff ) for a given population, R is the universal gas constant, and A is the (variable) pre-exponential factor. Errors in fitted activation energies correspond to the standard error associated with fitted coefficients.
Results and Discussion
Characteristic Desorption and Diffusion Fit Parameters for Each Protein/Surface Combination
Cumulative residence time distributions and cumulative squared-displacement distributions were fit as described in the Materials and Methods for each protein-surface combination and temperature. In the Results it was shown that fit parameters vary with temperature following
Arrhenius trends. Table S1 shows representative fit parameters -characteristic residence There is a greater difference in fit parameters between BSA and Fg on TMS than on FS (which have fit parameters that are very similar). For Fg on TMS the fraction of fast trajectories is 3-4 times larger than this fraction for any other protein-surface combination. Table S1 : Representative parameters determined from fits to cumulative residence time distribution (of multiple movie) with error representing error between movie fits.
BSA FS 0.807 (6) 
Data Fitting Using the Method of Maximum Entropy
The maximum entropy method (MEM) was previously described (5). This method was used to qualitatively confirm the number of populations used to fit cumulative residence time distribution 
Cumulative Distributions for Oligomer Intensity Binned Objects
Previous work in our lab has observed that objects with longer surface residence time systematically corresponded to objects with greater median intensities (3, 4) . Further, Kastantin and coworkers went on to show that discrete intensities, corresponding to different oligomeric states, can be identified by examining the probability distribution of fluorescence intensity as a function of minimum surface residence time (3, 4) . In this work, intensity bins (for a given protein-surface temperature movie) were selected that captured characteristic objects of the 
