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Abstract
Let (A,S) be an Artin group and X a subset of S; denote by AX the subgroup of A generated
by X. When A is of spherical type, we prove that the normalizer and the commensurator of AX in
A are equal and are the product of AX by the quasi-centralizer of AX in A. Looking the associated
monoids A+ and A+
X
, we described the quasi-centralizer of A+
X
in A+ thanks to results in Coxeter
groups. These two results generalize earlier results of Paris [J. Algebra 196 (1997) 369–399]. Finally,
we compare, in the spherical case, the normalizer of a parabolic subgroup in the Artin group and in
the Coxeter group.
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Introduction
Soit S un ensemble fini et M = (ms,t )s,t∈S une matrice symétrique avec ms,s = 1 pour
s ∈ S et ms,t ∈ N ∪ {∞}− {0,1} pour s 	= t dans S. Le système d’Artin–Tits associé à M
est la paire (A,S) où A est le groupe défini par la présentation de groupe suivante :
A= 〈S | sts . . .︸ ︷︷ ︸
ms,t termes
= tst . . .︸ ︷︷ ︸
ms,t termes
; ∀s, t ∈ S, s 	= t et ms,t 	=∞
〉
.
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sts . . .︸ ︷︷ ︸
ms,t termes
= tst . . .︸ ︷︷ ︸
ms,t termes
sont appelées les « relations de tresses ».
Par exemple, si S = {s1, . . . , sn} avec msi,sj = 3 pour |i − j | = 1 et msi,sj = 2 sinon,
alors le groupe d’Artin associé est le groupe des tresses à n+ 1 brins.
Si l’on ajoute les relations s2 = 1 à la présentation de A on obtient le groupe de Coxeter
W associé à A
W = 〈S | ∀s ∈ S, s2 = 1 ; ∀s, t ∈ S, s 	= t et ms,t 	=∞, sts . . .︸ ︷︷ ︸
ms,t termes
= tst . . .︸ ︷︷ ︸
ms,t termes
〉
.
On dit que A, ou que S, est de type sphérique si W est fini.
Un sous-groupe AX de A engendré par une partie X de S est appelé un sous-groupe
parabolique standard ; un sous-groupe conjugué à un tel sous-groupe est appelé un sous-
groupe parabolique. Van Der Lek a montré dans [14] que (AX,X) est canoniquement
isomorphe au système d’Artin–Tits associé à la matrice (ms,t )s,t∈X. Pour une telle partie
X de S, on appelle centralisateur, quasi-centralisateur, normalisateur et commensurateur
de AX dans A les sous-groupes de A respectifs ZA(AX) = {g ∈ A | ∀s ∈ X, gs = sg},
QZA(AX) = {g ∈ A | gX = Xg}, NA(AX) = {g ∈ A | gX ⊂ AXg}, et ComA(AX) =
{g ∈A | gAXg−1 ∩AX est d’indice fini dans AX et dans gAXg−1}.
Les principaux résultats relatifs aux normalisateurs sont les suivants :
Théorème 0.1. Soit (A,S) un système d’Artin–Tits de type sphérique et X⊂ S. On choisit
ε ∈ {1,2} minimal tel que ∆εX est central dans AX (cf. Lemme 1.2(iii)). Alors
ZA
(
∆εX
)= ComA(AX)=NA(AX)=AX ·QZA(AX).
Ce théorème a été démontré par Paris [11, Théorème 6.1] avec l’hypothèse supplémen-
taire que X est indécomposable (voir ci-dessous).
Théorème 0.2. Soit (A,S) un système d’Artin–Tits de type sphérique, soit G= gAXg−1
un sous-groupe parabolique de A et Y ⊂ S. Si G ⊂ AY alors G est un sous-groupe
parabolique de AY :
gAXg
−1 ⊂AY ⇒ ∃R ⊂ Y, ∃y ∈AY tels que gAXg−1 = yARy−1.
Ce théorème sera une conséquence immédiate de la Proposition 2.1.
Théorème 0.3. Soit (A,S) un système d’Artin–Tits de type sphérique et X une partie de S,
alors
NA(AX)
/(
ZA(AX) ·AX
)NW(WX)/(ZW(WX) ·WX).
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est décomposable s’il existe une partition non triviale de S = S1 ∪ S2 telle que A est
canoniquement isomorphe au produit direct AS1 ×AS2 ; c’est à dire que ∀s ∈ S1, ∀t ∈ S2,
ms,t = 2. Si S n’est pas décomposable, on dit qu’il est indécomposable. Les composantes
indécomposables de S sont les sous-ensembles indécomposables maximaux de S.
Soit A+ le monoïde engendré par S dans A. Alors (cf. [2,12]) A+ possède la
présentation de monoïde suivante :
A+ = 〈S | sts . . .︸ ︷︷ ︸
ms,t termes
= tst . . .︸ ︷︷ ︸
ms,t termes
; ∀s, t ∈ S, s 	= t et ms,t 	=∞
〉+
.
Si X,Y ⊂ S, on appelle conjugateur de X en Y et conjugateur positif de X en Y les
ensembles respectifs Conj(Y,X) = {g ∈ A | gX = Yg} et Conj+(Y,X) = {g ∈ A+ |
gX = Yg}. En particulier, Conj(X,X)=QZA(AX).
Définition 0.4. SoitX ⊂ S et t ∈ S tels que la composante indécomposableX(t) deX∪{t}
contenant t est de type sphérique. Si t /∈ X, on pose dX,t = ∆X(t)∆−1X(t)−{t} ; sinon, on
pose dX,t = ∆X(t). Dans les deux cas, il existe une unique partie Y de X ∪ {t} telle que
YdX,t = dX,tX. On dira alors que dX,t est un Y -ruban-X élémentaire positif.
Si X,Y ⊂ S, on dira que g ∈A+ est un Y -ruban-X positif si g = gn . . .g1 où gi est un
Xi -ruban-Xi−1 positif élémentaire, X0 =X et Xn = Y .
On la résultat suivant :
Théorème 0.5. Soit (A,S) un système d’Artin–Tits et X,Y ⊂ S, alors
Conj+(Y,X)= {Y -ruban-X positifs}.
Ce résultat a été prouvé par Paris dans [11, Théorème 5.1] pour les groupes d’Artin de
type sphérique.
Dans la première partie nous rappelons les résultats relatifs aux groupes d’Artin dont
nous aurons besoin, dans la seconde partie, nous prouvons les Théorèmes 0.1 et 0.2 grâce à
la Proposition clef 2.1. Dans la troisième partie, on établit le Théorème 0.5 après un détour
par les groupes de Coxeter. Enfin nous terminons en prouvant le Théorème 0.3 dans la
dernière partie.
1. Généralités
Soit (A,S) un système d’Artin–Tits et A+ le monoïde engendré par S dans A. Alors
(cf. [2,12]) A+ possède la présentation de monoïde suivante :
A+ = 〈S | sts . . .︸ ︷︷ ︸ = tst . . .︸ ︷︷ ︸ ; ∀s, t ∈ S, s 	= t et ms,t 	=∞
〉+
.ms,t termes ms,t termes
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unique morphisme de monoïdes, appelé longueur et noté  :A+ → N, vérifiant (s) = 1
pour s ∈ S.
On désignera par ≺ et  respectivement la division à droite et la division à gauche
dans A+. On note a ∧≺ b et a ∨≺ b (respectivement a ∧ b et a ∨ b) les pgcd et ppcm
pour ≺ (respectivement) de a et b dans A+ lorsque ceux-ci existent.
Lemme 1.1 ([2], [10, Propositions 2.4 et 2.6]). Soit (A,S) un système d’Artin–Tits.
(i) A+ est simplifiable.
(ii) Toute partie finie de A+ possède un pgcd pour ≺ (et pour ).
(iii) Une partie finie de A+ possède un ppcm pour ≺ (respectivement pour ) si et
seulement si elle possède un multiple commun pour ≺ (respectivement pour ).
Si X,Y ⊂ S, on dira que g ∈ A+ est X-réduit (respectivement réduit-Y ) s’il n’est
divisible pour≺ (respectivement) par aucun élément de X (respectivement Y ). Enfin, on
dira que g est X-réduit-Y s’il est à la fois X-réduit et réduit-Y .
Lorsque S est de type sphérique, le monoïde A+ est un monoïde de Garside [5]. En
particulier, l’ensemble S possède alors un ppcm que l’on note ∆ ; on a également :
Lemme 1.2. Soit A un groupe d’Artin de type sphérique.
(i) [6, paragraphe 4] Tout élément g de A s’écrit g = g1∆n avec g1 ∈A+, et n dans Z.
(ii) ([3, Théorème 2.6] et [4, Lemme 4.4]) Si g ∈A alors il existe a et b dans A+ uniques
tels que g = ab−1 et a ∧ b = 1. De plus si c ∈A+ est tel que gc ∈A+ alors b ≺ c.
(iii) [2, Lemme 5.2] La conjugaison par ∆ est un automorphisme de A d’ordre 1 ou 2 qui
stabilise S, en particulier il induit un automorphisme de A+.
Nous appellerons la décomposition g = ab−1 l’écriture normale à droite de g, on peut
de même définir l’écriture normale à gauche. On notera que si S est de type sphérique et
X ⊂ S alors X est aussi de type sphérique ; dans ce cas si g ∈AX et g = ab−1 est l’écriture
normale à droite de g dans A alors par l’unicité d’une telle écriture c’est aussi son écriture
normale à droite dans AX (en particulier a, b ∈A+X).
Remarque 1.3. Une réécriture très utile du Lemme 1.2(ii) est la suivante : sous les
hypothèses de ce lemme, si g = ab−1 = uv−1 avec a, b,u, v ∈ A+ et a ∧ b = 1 alors
il existe α ∈A+ tel que u= aα et v = bα.
Soit A un groupe d’Artin. On note p+ :A+ →W la surjection canonique. On définit
la longueur (z) d’un élément z ∈W comme le minimum des longueurs des éléments de
(p+)−1(z) ; on a donc (g) (p+(g)) pour tout g ∈A+.
Il est connu (cf. [10, Section 1]) que p donne lieu – grâce au lemme d’échange dans les
groupes de Coxeter – à une section σ dont l’image, notée Ared, est formée des éléments
de A+ qui ont même longueur que leur image dans W par p. Cet ensemble est en
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dit « réduits ».
Lemme 1.4 [2, Lemme 3.4]. Soit (A,S) un système d’Artin–Tits, soit x ∈ Ared et s ∈ S ;
si sx /∈Ared alors s ≺ x .
Lemme 1.5 ([13], [10, Propositions 1.7 et 2.1]). Il existe une unique application α :A+→
Ared qui est l’identité sur Ared, vérifie α(gh) = α(gα(h)) pour g,h ∈ A+ et α(ab)= ac
pour a, b ∈ Ared avec c le plus grand élément de l’ensemble {d ∈ Ared | d ≺ b et ad ∈
Ared}. De plus α(g) est le plus grand élément de l’ensemble {c ∈Ared | c ≺ g} où≺ désigne
la division à gauche.
Proposition 1.6. Soit A+ un monoïde d’Artin et g ∈A+ − {1} ; il existe une unique suite
finie (g1, . . . , gn) d’éléments de Ared − {1} telle que g = g1g2 . . . gn et gi = α(gi . . . gn)
pour tout i ∈ {1, . . . , n}.
On dira que cette suite est la décomposition normale d’Adyan (cf. [1]) de g (à gauche).
Dans la dernière partie nous aurons besoin de la notion de chaîne (à gauche) :
Définition 1.7. Soit A+ un monoïde d’Artin. Soit s, t ∈ S distincts et u ∈ {s, t}. Soit
C ∈A+.
(i) On dit que C est une s-chaîne-u simple, si C = 1 et s = u ou bien si
C = tst . . .︸ ︷︷ ︸
k termes
avec k <ms,t et Cu= tst . . .︸ ︷︷ ︸
k+1 termes
.
(ii) On dit que C est une s-chaîne-t s’il existe une suite s0 = s, s1, . . . , sk = t d’éléments
de S tels que C = C1 . . .Ck où Ci une si−1-chaîne-si simple pour i ∈ {1, . . . , k}. Dans
ce cas, on dit que s est l’origine de C et t son but.
On parle parfois simplement de s-chaîne ou de chaîne-t pour parler d’une s-chaîne-t
dont on ne précise pas l’une des extrémités.
Proposition 1.8 [2, Lemmes 3.1 et 3.2]. Soit A+ un monoïde d’Artin. Soit s ∈ S et
g,h ∈A+ ; alors
(i) si g est une s-chaîne-t et s ≺ gh alors t ≺ h.
(ii) s ne divise pas h à gauche si et seulement si h= gk où g est une s-chaîne-t pour un
certain t ∈ S et avec ou bien k = 1 ou bien k = rk1 avec r ∈ S et k1 ∈ A+ tels que
r ∨≺ t n’existe pas.
Par symétrie des relations, on peut énoncé un résultat similaire pour .
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Les démonstrations des Théorèmes 0.1 et 0.2 reposent essentiellement sur la proposition
suivante :
Proposition 2.1 (proposition clef). Soit (A,S) un système d’Artin–Tits de type sphérique
et X,Y ⊂ S. Soit k ∈ Z− {0} et g ∈A. Les assertions suivantes sont équivalentes :
(1) gAXg−1 ⊂AY ;
(2) g∆kXg−1 ∈AY ;
(3) g = yx avec y ∈AY , x ∈ Conj(R,X) pour une partie R ⊂ Y .
On pourra noter la similarité de cet énoncé avec celui du Théorème 5.2 de [11] ; il peut
être vu comme une généralisation de ce dernier et répond en particulier à la question qui y
faisait suite.
Il est clair que l’implication (1)⇒ (3) de cette proposition entraîne le Théorème 0.2.
Afin d’établir la Proposition 2.1, nous commençons par prouver le lemme suivant.
Lemme 2.2. Soit (A,S) un groupe d’Artin ; soit X,Y ⊂ S de type sphérique et g ∈ A+
réduit-X. Alors :
∃k ∈N∗ tel que g∆kXg−1 ∈A+Y ⇒ g ∈ Conj+(R,X) pour un R ⊂ Y.
Ce lemme est un raffinement du Lemme 5.6 de [11] ; la preuve est essentiellement la
même que celle pour ce dernier et se déduit aisément de la lecture de celle-ci.
Comme nous allons le voir dans le paragraphe suivant, les éléments de la forme dX,t
sont en fait « les briques élémentaires » pour construire les rubans qui servent à décrire
Conj+(Y,X).
Preuve de la Proposition 2.1. Il est clair que (3)⇒ (1)⇒ (2). Nous devons donc juste
prouver que (2)⇒ (3). Soit g ∈A tel que g∆kXg−1 ∈AY ; on peut sans restriction supposer
que k ∈N∗ puis que k est pair. Par le Lemme 1.2(i), il existe n ∈N tel que g = h∆−2n avec
h ∈ A+ (quitte à remplacer dans ce lemme g1 par g1∆, on peut toujours supposer que la
puissance de ∆ est paire). Puisque ∆2 ∈ZA(AX) (Lemme 1.2(iii)), on a h∆kXh−1 ∈AY et
si on écrit h = abc avec c ∈ A+X, a ∈ A+Y et où b est Y -réduit-X (cette écriture n’est pas
unique, mais il nous suffit d’en choisir une). Puisque k est pair, on a aussi b∆kXb−1 ∈AY .
Par conséquent, l’écriture normale de b∆kXb−1 dans A est de la forme uv−1 avec u,v dans
A+Y et u∧ v = 1. En appliquant le Lemme 1.2(ii) à l’égalité b∆kXb−1 = uv−1, on trouve
que b = vα avec α dans A+. Mais b est Y -réduit, donc v = 1 et b∆kXb−1 ∈ A+Y . Par le
Lemme 2.2, cela implique que b ∈ Conj+(R,X) ⊂ Conj(R,X) pour R ⊂ Y . Finalement
on trouve g = yx avec y = abcb−1 ∈AY et x = b∆−2n ∈ Conj(R,X) pour un R ⊂ Y . On
notera que bcb−1 est dans AR ⊂AY car c ∈AX et b est un R-ruban-X positif. ✷
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que AX ·QZA(AX)⊂ZA(∆εX). Il suffit donc de montrer ComA(AX)⊂AX ·QZA(AX) et
ZA(∆
ε
X)⊂AX ·QA(AX). Par la Proposition 2.1, on a l’inclusion
{
g ∈A ∣∣ ∃k ∈N∗ tel que g∆kXg−1 ∈X
}⊂AX ·QZA(AX).
On a alors immédiatement queZA(∆εX)⊂AX ·QZA(AX). D’autre part si g ∈ ComA(AX),
alors pour tout z ∈ AX, il existe k ∈ N∗ tel que gzkg−1 ∈ AX. Il suffit de choisir z =∆X
pour terminer la preuve. ✷
3. Conjugateur dans le monoïde
Commençons par regarder le cas des groupes de Coxeter. Soit (W,S) un système
de Coxeter. On appelle base de racines de W un triplet (E ; (. , .) ;Π) où E est un
espace vectoriel de dimension |S|, où (. , .) est une forme bilinéaire symétrique sur E et
Π = {es | s ∈ S} est une base de E telle que (es, et ) = − cos(π/ms,t) si ms,t est fini et
(es, et )−1 si ms,t =∞. W agit fidèlement sur E par
s.v = v − 2(v, es)es pour s ∈ S et v ∈E.
L’ensemble Φ = {w · es | s ∈ S et w ∈W } est le système de racines de W dans E et les
éléments de Π s’appellent les racines simples. Une racine est dite positive (respectivement
négative) si elle s’écrit ∑s∈S λses avec λs  0 (respectivement λs  0). L’ensemble
des racines positives (respectivement négatives) est noté Φ+ (respectivement Φ−). On
a Φ =Φ+ ∪Φ− et −Φ+ =Φ−. Pour chaque α ∈Φ , il existe une réflexion sα de W , c’est
à dire le conjugué sα = wsw−1 d’un élément de S, tel que sα.v = v − 2(v,α)α pour tout
v ∈ E ; de plus, α =w · es . Soit Θ ⊂Φ et notons WΘ le sous-groupe de W engendré par
{sθ | θ ∈Θ} et ΦΘ = {w · θ | θ ∈Θ et w ∈WΘ }. Alors WΘ est un groupe de Coxeter dont
ΦΘ est un système de racines [7].
Soit X une partie de S. On pose ΠX = {es | s ∈ X} et on note ωX l’élément de plus
grande longueur de WX lorsqu’il existe ; on a p+(∆X) = ωX où p+ :A+ → W est la
surjection canonique ; rappelons que l’on a introduit la section σ de p+ dans la partie 1.
Notons le fait utile suivant : si w ∈ W et σ(w) = g (∈ Ared), alors pour toute partie
X,Y ⊂ S, on a wΠX =ΠY si et seulement si g est réduit-X et gX = Yg.
Rappelons que si X ⊂ S et s ∈ S, on désigne par X(s) la composante indécomposable
de X ∪ {s} qui contient s. Lorsque s ∈ S − X est tel que X(s) est de type sphérique, on
pose ν(s,X)= ωX(s)ωX(s)−{s}. En particulier, on a σ(ν(s,X))= dX,s .
Proposition 3.1 ([7, Proposition 5.5] ; voir aussi [8, Lemme 5]). Soit (W,S) un système de
Coxeter. Soit X,Y ⊂ S et w ∈W tels que wΠX =ΠY . Alors il existe une suite s0, . . . , sn
d’éléments de S et une suite X0 = X,X1, . . . ,Xn−1,Xn = Y de parties de S telles que
w = ν(sn−1,Xn−1) . . . ν(s0,X0) où pour i ∈ {0, . . . , n−1}, ν(si ,Xi)ΠXi =ΠXi+1 et telles
que l(w)=∑n−1 (ν(si ,Xi)).i=0
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si g ∈Ared est réduit-X et gXg−1 = Y alors g est un Y -ruban-X.
Proposition 3.2 [9, Proposition 3.1.9]. Soit (W,S) un système de Coxeter et X une partie
de S. Alors on a NW(WX)=GX WX où GX est le groupe {w |wΠX =ΠX}.
La proposition suivante est l’argument essentiel permettant de prouver le Théorème 0.5.
Proposition 3.3. Soit A un groupe d’Artin. Soit s, t ∈ S, soit g un élément de A+ et
g = g1 . . . gn sa décomposition normale d’Adyan. Si gs = tg, alors il existe une suite
s0 = t , s1, . . . , sn = s de S telle que pour i ∈ {1, . . . , n}, on a gisi = si−1gi .
Preuve. On fait une récurrence sur n. Si n = 1, il n’y a rien à montrer ; supposons donc
n 2 (en particulier g 	= 1). L’ensembleAred(t, g)= {h ∈Ared | h≺ g et ∃v ∈ S, th= hv}
n’est pas vide : si u ∈ S avec u≺ g alors mt,u 	=∞ car u et t ont un multiple commun et
utu . . .︸ ︷︷ ︸
mt,u−1 termes
∈ Conjred(t, g).
Soit z1 ∈ Conjred(t, g) de longueur maximale ; puisque z1 est réduit, on a par le Lemme 1.5
que g1 = z1z2 avec z2 réduit. Supposons z2 	= 1 ; par définition, tz1 = z1s1 pour un certain
s1 ∈ S, et par simplifiabilité dans l’égalité tg = gs, on obtient s1z2g2 . . . gn = z2g2 . . . gns.
Soit u ∈ S avec u ≺ z2 et notons z2 = uz′2 avec z′2 ∈ A+. De l’égalité s1z2g2 . . . gn =
z2g2 . . . gns on déduit que s1 et u ont un multiple commun ; donc ms1,u est fini et par
simplifiabilité,
us1u . . .︸ ︷︷ ︸
mu,s1−1
≺ z2g2 . . . gn.
Par maximalité de la longueur de z1 dans Conjred(t, g), l’élément z1
mu,s1−1︷ ︸︸ ︷
us1u . . . ne peut être
réduit puisqu’il divise g et vérifie
tz1 us1u . . .︸ ︷︷ ︸
mu,s1−1
= z1 us1u . . .︸ ︷︷ ︸
mu,s1−1
v
pour un certain v ∈ S. Considérons alors z1
k︷ ︸︸ ︷
us1u . . . réduit et avec k maximal. Par ce qui
précède, on a k mu,s1 − 2 et comme d’autre part z1u≺ z1z2 = g1 on a k  1. Puisque
z1 us1u . . .︸ ︷︷ ︸
k+1
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donc par
u∨ s1 = us1u . . .︸ ︷︷ ︸
mu,s1
.
Puisque k  mu,s1 − 2, on obtient par simplifiabilité que z1  us1. Notons z′1 ∈ A+ tel
que z1 = z′1us1. De l’égalité tz1 = z1s1 on obtient après simplification tz′1u= z′1us1 = z1 ;
ce qui implique z1  u. Ceci contredit le fait que g1 = z1uz2 est réduit. Donc z2 = 1 et
tg1 = g1s1 ; on conclut maintenant en appliquant l’hypothèse de récurrence à g2 . . . gn et
s1g2 . . . gn = g2 . . . gns. ✷
Lemme 3.4. Soit (A,S) un système d’Artin–Tits et X ⊂ S indécomposable ; soit t ∈X et
g un Y -ruban-X positif pour un certain Y ⊂ S. Si g  t alors X est de type sphérique et
g ∆X.
Preuve. Si g  t et s ∈ S tel que ms,t 	= 2, une preuve analogue à celle du Lemme 3.3 de
[10] montre que g  s : en effet g s’écrit g1t avec g1 dans A+ et il existe s′, t ′ dans Y
tels que s′g = gs et t ′g = gt . On a alors s′g1t = g1ts et par simplification, comme dans la
preuve ci-dessus, on obtient
g1 = g2 . . . sts︸ ︷︷ ︸
ms,t−2
; d’où gt = g2 . . . tst︸ ︷︷ ︸
ms,t−1
t = t ′g2 . . . tst︸ ︷︷ ︸
ms,t−1
.
Par simplification on trouve
g = g2 . . . tst︸ ︷︷ ︸
mtst−1
= t ′g2 . . . sts︸ ︷︷ ︸
ms,t−2
.
Puisque ms,t > 2, s divise g à droite. On en déduit comme dans [10] que tout les éléments
de X divisent g ; donc, d’une part X est de type sphérique, et d’autre part g ∆X . ✷
Preuve du Théorème 0.5. Il est clair que {Y -ruban-X} ⊂ Conj+(Y,X) ; montrons l’autre
inclusion. Soit g ∈ Conj+(Y,X) ; montrons que c’est un Y -ruban-X positif. Notons
X1, . . . ,Xk les composantes indécomposable de X. Par la Proposition 3.3 nous pouvons
nous ramener au cas où g est dans Ared. Par le Lemme 3.4, on peux alors écrire g =
g1
∏k
i=1 ∆
ji
Xi
avec g1 réduit-X et les ji dans N. On alors que g1 est un Y -ruban-X (car
g l’est et
∏k
i=1 ∆
ji
Xi
est un X-ruban-X) qui est réduit-X. On conclus alors grâce à la
Proposition 3.1 (ou plus exactement sa traduction au niveau des monoïdes). ✷
4. Preuve du Théorème 0.3
Commençons par quelques lemmes techniques.
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g = g1g−12 son écriture normale à droite ; alors les assertions suivantes sont équivalentes :
(a) gt = sg ;
(b) tg2 = g2u et sg1 = g1u, pour un certain u ∈ S.
Preuve. Il est clair que (b) ⇒ (a). Soit g ∈A et g = g1g−12 son écriture normale à droite.
Supposons que sg = gt . On a alors (sg1)(tg2)−1 = sg1g−12 t−1 = g = g1g−12 et par le
Lemme 1.2(ii), il existe u ∈ A+ tel que sg1 = g1u et tg2 = g2u. On a alors en particulier
(u)= (s)= 1 et donc u ∈ S. ✷
Lemme 4.2. Soit (A,S) un système d’Artin–Tits et X,Y,Z ⊂ S. Soit g est un Y -ruban-X
positif de A+.
(i) g est réduit-X si et seulement si pour tout s ∈X, g est une chaîne-s. De plus dans ce
cas, g est une t-chaîne-s avec t ∈ Y et est aussi Y -réduit.
(ii) Si g est réduit-X et si h est un Z-ruban-Y positif réduit-Y alors hg est un Z-ruban-X
positif réduit-X.
Preuve. (i) Par définition d’un ruban, dire que g est réduit-X est équivalent au fait que g
est pour tout s ∈X une t-chaîne-s avec t ∈ Y . D’autre part, si g n’est pas Y -réduit, il existe
s ∈ Y et g1 ∈ A+ tel que g = sg1. Puisqu’il existe t ∈ X tel que sg = gt , on obtient par
simplification que g = sg1 = g1t ; ce qui contredit le fait que g est réduit-X. Donc g est
Y -réduit.
(ii) Il en est de même pour h et hg car il est clair que hg est un Z-ruban-X positif.
On conclut en remarquant que le produit d’une u-chaîne-t par une t-chaîne-s est une
u-chaîne-s. ✷
Proposition 4.3. Soit (A,S) un système d’Artin–Tits de type sphérique et X une partie
de S. On pose HX = {g = g1g−12 ∈ A | g1 et g2 sont deux X-rubans-X positifs et X-
réduits}. Alors HX est un sous-groupe de A.
Preuve. On a 1 ∈HX ; si g ∈HX, alors g−1 est aussi dans HX. Soit g, z deux éléments de
HX. Ils s’écrivent g = g1g−12 et z= z1z−12 avec g1, g2, z1, z2 quatre X-rubans-X positifs
et X-réduits. On a gz= g1g−12 z1z−12 . De plus g−12 z1 = v1v−12 avec v1 ∧ v2 = 1. D’après
le Lemme 4.1, v1 et v2 sont deux X-rubans-X′ positifs pour X′ une partie de S. En outre,
v1 et v2 sont X-réduits : supposons que v1 ne soit pas X-réduit ; alors il n’est pas non
plus réduit-X′. Soit s ∈ X′ tel que v1  s. puisque g2v1 = z1v2 on a aussi z1v2  s.
Comme v1 ∧ v2 = 1, s ne divise pas v2 à droite et v2 est une t-chaîne-s avec t ∈ X
par le Lemme 4.2(i) ; de plus z1 est réduit-X, donc c’est une chaîne-t par le même lemme.
Ceci implique que z1v2 est une chaîne-s, ce qui est contradictoire avec le fait qu’il est
divisible à droite par s (cf. Proposition 1.8). Donc v1 est X-réduit et par symétrie, v2 aussi.
Finalement gz = (g1v1)(z2v2)−1 avec g1v1 et z2v2 deux X-rubans-X′ positifs qui sont
X-réduits et gz = R1R−1 avec R1 = g1v1g1v1 et R2 = z2v2g1v1 où g → g désigne2
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le Lemme 4.2(ii). ✷
Proposition 4.4. Soit (A,S) un système d’Artin–Tits de type sphérique et X une partie
de S. Alors NA(AX)=HX AX .
Preuve. Rappelons que si G est un groupe (de neutre 1) et H , Γ sont deux sous-groupes
de G alors on a G=H  Γ si et seulement si
(a) G=H · Γ ,
(b) H ∩ Γ = {1} et
(c) Γ est un sous-groupe normal de G.
Ici AX est normal dans NA(AX) par définition de ce dernier et il est clair que
AX ∩ HX = {1} par définition de HX et l’unicité de la forme normale dans A. De plus,
A est de type sphérique donc NA(AX) = AX · QZA(AX) (cf. Théorème 0.1) ; d’autre
part, tout élément g de QZA(AX) s’écrit g = g1g−12 avec g1 et g2 deux X-rubans-X′
positifs premiers entre eux pour . Mais par le Lemme 3.4 on peut écrire g1 = ∆nXg′1 et
g2 = ∆mXg′2 avec n,m ∈ N et g′1, g′2 deux X-rubans-X′ positifs qui sont X-réduits. D’où
g =∆n−mX g′1g′−12 et g′1g′−12 ∈HX. Donc QZA(AX)⊂ AX ·HX et NA(AX)= AX ·HX =
HX ·AX. ✷
Lemme 4.5. Soit (A,S) un système d’Artin–Tits de type sphérique et X une partie de S.
On note p :A→ W le morphisme canonique. On a p(HX) = GX où GX = {w ∈ W |
wΠX =ΠX}.
Preuve. Par la traduction de la Proposition 3.1 dans A+ on a σ(GX) ⊂ HX et donc
GX ⊂ p(HX). Soit g ∈ Conj+(X,X) réduit-X. Par le Théorème 0.5, on a g = gn−1 . . . g0
où gi = dXi,si est un Xi+1-ruban-Xi positif élémentaire et X0 = X = Xn. Comme g est
réduit-X, les gi sont réduit-Xi ; mais ils sont aussi dans Ared ; en particulier p(gi) =
ν(si ,Xi) et ν(si ,Xi)Πi = Πi+1. Donc p(g)ΠX = ν(sn−1,Xn−1) . . .ν(s0X0)ΠX = ΠX
et p(g) ∈GX par définition de GX. Ceci implique que p(HX)⊂GX. ✷
Preuve du Théorème 0.3. Par la Proposition 4.4 on a l’isomorphisme
NA(AX)
/(
ZA(AX) ·AX
)HX/(ZA(AX)∩HX),
et par la Proposition 3.2, on a aussi
NW(WX)
/(
ZW(WX) ·WX
)GX/(ZW(WX)∩GX).
Par le Lemme 4.5, p(HX)=GX donc le morphisme
p˜ :HX
/(
ZA(AX)∩HX
)→GX/(ZW(WX)∩GX)
274 E. Godelle / Journal of Algebra 269 (2003) 263–274induit par p est aussi surjectif. Reste à voir qu’il est injectif. Mais, si g ∈HX on a pour s, t
dans X l’équivalence suivante :
sg = gt ⇔ sp(g)= p(g)t (1)
le sens ⇐ vient du fait que pour g dans HX et s dans X, on a par définition sg = gt ′
pour un certain t ′ de X ; par projection dans W , on trouve sp(g)= p(g)t ′ = p(g)t et donc
t ′ = t . Ainsi, si p(g) centralise WX alors g centralise AX . D’où l’injectivité de p˜. ✷
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