--------------------------------------------------------ABSTRACT---------------------------------------------------------------
INTRODUCTION
The estimation of parameters in a regression model has got importance in many fields of studies used for realizing practical relationships between variables. The regression model theories and applications are studied by many authors. This method is basically grounded on statistical model wherein the error terms are assumed to be independent and identically distributed Gaussian random variables with zero mean vector and positive covariance matrix (Srivastava, MS, 2002) . Recently, there have been an enormous kind of studies on the influences of non-Gaussian in several linear regression analyses. Bell-shaped or roughly bell-shaped distributions are encountered with a big form of applications and, through the Central Limit Theorem, provide the underpinning for the characteristics of sampling distributions upon which statistical inference is primarily based. Regardless of this application, the range of a normally distributed variate  to  . But in data sets where the varaite is having finite range may not fit well to regression models with Gaussian error. This problem has stimulated to consider truncated distributions. The parameter estimates of a singly truncated normal distribution formulae have developed by Pearson and Lee (1908) . They used the method of moments. Different papers on this subject include encompassing Cohen (1950) , in which cases of doubly truncated and censored samples have been considered. The moment generating function of the lower truncated multivariate normal distribution had in Tallis (1961) and, in principle; it could be used to compute all the product moments for the lower truncated multivariate normal. Tallis (1961) provides explicit expressions of some lower order moments for the 2  n and 3  n cases. Cohen (1949 Cohen ( , 1950a Cohen ( , 1950b ) has studied the problem of estimating the mean and variance of normal populations from singly truncated samples. Moreover Cohen (1961) found the tables for maximum likelihood estimators of singly truncated and singly censored samples. J.J. Sharples and J.C.V.Pezzey (2007) stated results of multivariate normal distributions which consider truncation by means of a hyperplane. They presented results by calculating the expected values of the features used in environmental modeling, when the underlying distribution is taken to be multivariate normal. They illustrated the concept of truncated multivariate normal distributions may be employed within the environmental sciences through an example of the economics of climate change control. Karlsson M. et al. (2009) derived an estimator from a moment condition. The studied estimators are for semi-parametric linear regression models with left truncated and right censored dependent variables. The truncated mean and the truncated variance in multivariate normal distribution of arbitrary rectangular double truncation is derived by Manjunath B.G. and Stefan Wilhelm (2012). For most comprehensive account of the theory and applications of the truncated distributions, on can refer the books by N. Balakrishnan and A. Clifford Cohen (1990) 
where i y is an observed response variable of the regression, ik x are observed independent variables,
are unknown regression coefficients to be estimated, and i u are independently and identically distributed error terms. It is assumed that the error term follows a two parameter doubly truncated new symmetric distribution. The rest of the paper is organized as follows: In Section 2, the distributional properties of a two-parameter doubly truncated new symmetric distribution are derived. The maximum likelihood estimation of the model parameters is studied in Section 3. In Section 4, simulation studies are performed and the results are discussed. Least square estimation of the model parameters are studied in Section 5. In Section 6, comparison of maximum likelihood estimators and OLS estimators is given. In Section 7, comparison of the suggested model with that of New Symmetric distributed errors and Gaussian model errors are presented. Section 8, the conclusions are given.
II. PROPORTIES OF DOUBLY TRUNCATED NEW SYMMETRIC DISTRIBUTION
The doubly truncated new symmetric distribution was defined by equation (2) specifying its probability density function. There are many properties of doubly truncated new symmetric distribution. Some of the most important properties are: A random variable Y follows a MDTNS distribution if its probability density function is The distribution function of the random variable Y is:
The Mean of the variable is: 
The moment generating function is:
The cumulant generating function is:
The first two cumulants are 
III. MAXIMUM LIKELIHOOD ESTIMATION OF THE MODEL PARAMETERS
In this section, we consider the regression model   
The log-likelihood function is 
Here we begin with some starting value, ) 0 (  say, and improve it by finding some better approximation ) 1 (  to the required root. This procedure can be iterated to go from a current approximation
IV. SIMULATION AND RESULTS
The proposed model was evaluated through Monte Carlo experiments in which the data is generated from model (1) using Wolfram Mathematica 10.4. To facilitate exposition of the method of estimation, a several data set with two explanatory variables and one dependent variable are simulated from a model with prespecified parameters for various sample sizes , 5000 , 3000 , 1000 , 100  n and 10000 . The dependent variable Y is simulated using doubly truncated new symmetric distribution with mean 2 and variance 1 using the following procedures:
Step 1: Generates the uniform random numbers 
The solution for a random variable i y , n i ,..., 2 , 1  , will have the standard DTNS distribution.
Step 3: We then generate the 2 predictors 1 X and 2 X variables respectively using the simulation protocol and use as explanatory variablesfor the regression model. MDTNS error regressions were applied to the simulated datasets and the estimated parameters were compared to the true parameters. This process was repeated for sample sizes of , 5000 , 3000 , 1000 , 100  n and 10000 . In the first Monte Carlo experiment we generate the datasets 1 X and 2 X from (14) and Y from the model defined in (1) 
The error terms generated from a doubly truncated new symmetric distribution, that is Table 1 results suggest that as the size of the sample increases, the estimates of the parameters become more precise. Increasing the sample sizes from 100 to 1000, and then to 10, 000 observations, the estimators all move closer to the true parameter values, and the dispersion of the estimator distributions notably decreases. The fitted linear regression model with MDTNS error terms to the simulated data, based on 000 , 10  n is, 2 
The resulting OLS estimator of β is:
Provided that the inversed   Table 2 presents the properties of OLS estimations using the data simulated in Section4. 
VI. COMPARSION OF MAXIMUM LIKELIHOOD AND OLS ESTIMATORS
For fitting the multiple linear regression model with two parameter doubly truncated new symmetric error terms comparison of MLEs and LSEs were done. For every estimation methods bias and mean square error (MSE) are computed for 000 , 10  n where
The computational result is presented in Table 3 . 
VII. COMPARSION OF THE MDTNS-LM WITH THE N-LM
In this paper, the performance of linear regression model with doubly truncated new symmetric distributed error terms with that of normal error terms were examined using simulated data. To choose the best model the Akaike's information criteria (AIC) and the Bayesian information criteria (BIC) with model diagnostics root mean square error (RMSE) were computed. The output of simulation studies using various sample sizes presented in Table 4 . The model with the smallest AIC or BIC amongst all competing models is deemed to be good model where it can be seen that the MDTNS distribution provides the better fit to the data. That is, both the information criteria techniques (AIC and BIC) and the model diagnostics (RMSE) indicate that linear model with doubly truncated new symmetrically distributed error terms consistently performed better across all the sample sizes of the simulation. This can also be consistently noticed from Figure 2 through Figure 4 . 
VIII. SUMMARY AND CONCLUSIONS
In this paper, we introduced the multiple regression model with doubly truncated new symmetric distributed errors. The doubly truncated new symmetric distribution serves as an alternative to the new symmetric distribution. The maximum likelihood estimators of the model parameters are derived. Via simulation studies, the properties of these estimators are studied. OLS estimation is carried out in parallel and the results are compared. The simulated results reveal that the ML estimators are more efficient than the OLS. A comparative study of the developed regression model, doubly truncated new symmetric linear regression model, with the Gaussian model showed that this model gives good fit to some data sets. The properties of the maximum likelihood estimators are studied. This regression model is much more useful for analyzing data sets raising that reliability, lifetime data analysis, engineering, survival analysis, and a wide range of other practical problems. This paper can be further extended to the case of non-linear regression with doubly truncated new symmetric distributed errors which will be taken elsewhere.
