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Introduction
Hilbert’s Tenth Problem is one of the 23 mathematical problems that Hilbert drew
up in 1900. Some of them he presented in his famous address at the Paris con-
ference of the International Congress of Mathematics in 1900. He intended his
problems to be studied in the upcoming century. The complete list of 23 problems
was published later, for example in [Hil00]. The original statement of Hilbert’s
Tenth Problem reads as follows.
Entscheidung der Lösbarkeit einer Diophantischen Gleichung. Eine Diophan-
tische Gleichung mit irgend welchen Unbekannten und mit ganzen rationalen
ZahlencoeXcienten sei vorgelegt: man soll ein Verfahren angeben, nach welchem
sich mittelst einer endlichen Anzahl von Operationen entscheiden läßt, ob die
Gleichung in ganzen rationalen Zahlen lösbar ist.
Or translated.
Determination of the solvability of a diophantine equation. Given a diophan-
tine equation with any number of unknown quantities and with rational integral
numerical coeXcients: to devise a process according to which it can be determined
by a Vnite number of operations whether the equation is solvable in rational in-
tegers.
In modern terminology, we would say that Hilbert’s Tenth Problem asks for an
algorithm with input a polynomial over Z in any number of variables, and output
“yes" if the given polynomial has an integer solution and “no" if the polynomial
has no integer solution. In 1970, Matiyasevich proved the following theorem,
building on earlier work of Davis, Putnam and Robinson.
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Theorem (DPRM-theorem). A set A ⊆ Zk is recursively enumerable if and only
if A is diophantine over Z.
We call this the DPRM-theorem, from this theorem follows the negative answer
to Hilbert’s Tenth problem, so there exists no algorithm that decides whether
diophantine equations over Z have a solution.
Hilbert’s Tenth Problem, as well as the stronger DPRM-theorem can be formu-
lated for other rings and Velds (see Section 2.1 and 5.1). In this thesis we present
such results: we prove the negative answer to Hilbert’s Tenth Problem for rational
function Velds in one variable over a p-adic Veld (i.e. a Vnite extension of some
Qp). Concerning the DPRM-theorem, we prove that recursively enumerable sets
that are recursively enumerable for every recursive presentation, are diophantine
for the polynomial ring in one variable over certain algebraic extensions of Q.
A good overview of known results and open problems concerning Hilbert’s Tenth
Problem can be found in the survey articles [Phe94] and [PZ00]. Also interesting
surveys that explore relations with other questions in arithmetic and algebraic
geometry are [Maz94] and [Shl00]. There are also two good introductory texts on
Hilbert’s Tenth Problem by Poonen, namely [Poo03] and [Poo08].
The results known so far of undecidability of diophantine equations for a domain
R, all reduce to the undecidability result for Z. To do this reduction, one tries to
Vnd a diophantine model of the integers in R. For rational function Velds K(t)
over a Veld K, it suXces to give a diophantine deVnition of the valuation ring of
3∞. With this deVnition, one uses elliptic curves to build such a diophantine model
of the integers. This method was Vrst used by Denef ([Den78a]) in characteristic
zero, in general the result can be stated as follows.
Theorem ([PZ00, Theorem 2.3]). Let K be a Veld and let K0 denote the prime
subVeld of K. Let t be a transcendental element over K. Suppose that there exists
a diophantine deVnition ψ(x) such that the following hold:
1. for every x ∈ K0(t) such that 3∞(x) ≥ 0, ψ(x) holds;
2. for every x ∈ K(t) such that ψ(x) holds, we have 3∞(x) ≥ 0.
Then diophantine equations over K(t) are undecidable.
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Denef used this to prove diophantine undecidability for K(t), with K a real Veld.
In [KR95], Kim and Roush proved undecidability for K(t), with K a subVeld of a
p-adic Veld, with odd residue characteristic. We improved their result in [DD12],
and gave a proof of diophantine undecidability for K(t), with K a p-adic Veld
that is possibly dyadic. We used this to prove undecidability for K(t), with K
an algebraic subVeld of a p-adic Veld, also without assumptions on the residue
characteristic. For positive characteristic p, diophantine undecidability for K(t),
K a Vnite Veld of characteristic p, was proved by Pheidas in [Phe91] (p odd),
and Videla in [Vid94] (p = 2). Kim and Roush proved in [KR92] diophantine
undecidability for C(t1, t2). It is an open problem whether diophantine equations
over C(t) are undecidable.
Now let R[t] be the polynomial ring in one variable over a domain R of charac-
teristic 0. In [Den78a], Denef proved that Hilbert’s Tenth Problem for R[t] with
coeXcients in Z[t] is undecidable. Later, he also proved the result for a domain
of positive characteristic p in [Den79] (with the coeXcients of the diophantine
equations in (Z/pZ)[t]).
If R is a recursive ring, one can consider the stronger result that recursively enu-
merable sets are diophantine. Much less is known about this. First, there is the
result of Denef that recursively enumerable sets are diophantine for the polyno-
mial ring Z[t] (see [Den78b]). This method has been generalized by Zahidi, who
proved the equivalence in [Zah99] for OK[t1, . . . , tn] with OK the ring of integers
in a totally real number Veld K, and by Demeyer in [Dem10] for R[t] with R
a recursive subring of a number Veld. In characteristic p, Demeyer proved for
K[t], with K a recursive algebraic extension of a Vnite Veld, that sets that are
recursively enumerable for every recursive presentation are diophantine, using
his result in [Dem07b] that r.e. sets are diophantine for Fq[t]. We proved that
recursively enumerable sets that are recursively enumerable for every recursive
presentation, are diophantine for L[t], with L/Q an automorphism-recursive al-
gebraic extension, that can be embedded in a real Veld or in a p-adic Veld.
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Overview of the thesis
Part I: Hilbert’s Tenth Problem for rational function
Velds
In part I we prove diophantine undecidability for the rational function Veld K(t)
over a p-adic Veld K (i.e. a Vnite extension of some Qp) and also over an alge-
braic subVeld K of a p-adic Veld. This generalizes a result of Kim and Roush,
who proved in [KR95] diophantine undecidability for rational function Velds over
subVelds of a p-adic Veld with odd residue characteristic. In this thesis, we adapt
their methods by working more in the context of the theory of quadratic forms,
and we give a uniVed proof that handles both residue characteristic p odd and
p = 2.
Part I starts with two preliminary chapters. In the Vrst, we recall the deVnition of
a valuation and some basic properties. The valuations that we work with mostly
in this thesis, are the p-adic valuations and the valuations on a rational function
Veld K(t) that are trivial on K (although certain valuations extending the p-adic
valuation to K(t), which we consider in Section 1.3, come implicitly into the proof
of our Main Theorem). We also introduce Newton polygons, a geometric object
that gives the valuations of the roots of a polynomial. In the second chapter, we
give an introduction to Hilbert’s Tenth Problem, hereby concentrating on rational
function Velds. We give Denef’s proof that reduces diophantine undecidability
for K(t) to giving a diophantine deVnition of the valuation ring of 3∞ in K(t),
for charK = 0. In this way, we present in this thesis a completely self-contained
proof of our result of diophantine undecidability for K(t), with K a p-adic Veld. To
13
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conclude, we compare the known results on undecidability for rational function
Velds.
In our diophantine deVnition of the valuation ring of 3∞ in K(t), quadratic forms
play an important role. Namely, we need to be able to prove whether a certain
class of 7-dimensional quadratic forms, whose coeXcients depend on a given ra-
tional function, is isotropic. Therefore, Chapter 3 concentrates solely on quadratic
forms, Vrst giving some introduction, and then the build-up to our Main Theo-
rem 3.3.1, which says that if g ∈ K[t] has a particular Newton polygon then a
certain 7-dimensional quadratic form q involving g is isotropic over K(t). Our
proof follows some of the structure of the proof by Kim and Roush, but they
prove a lot of the theorems in their article about quadratic forms by reducing to
the residue Veld. Since this is a rational function Veld over a Vnite Veld of odd
characteristic, this allows them to use quadratic reciprocity, and then lift the result
back, using Hensel’s Lemma. Since we wanted a proof that also works in residue
characteristic 2, we could not use this technique. But actually, it is more natu-
ral to look at the polynomials over the p-adic Veld K, instead of at the reduction
over the residue Veld. So, in Section 3.2, we deVne a type of quadratic reciprocity
symbol for polynomials over K, and we verify a quadratic reciprocity law for this
symbol.
In [KR95], Kim and Roush also prove that the quadratic form q is isotropic over
rational function Velds over algebraic subVelds of nondyadic p-adic Velds. In their
proof, they go to a Vnite extension of K, in which they get rid of the dyadic primes.
So they only give a diophantine deVnition of the valuation ring of 3∞ for subVelds
of nondyadic p-adic Velds that satisfy certain conditions. Since they also prove
that every subVeld of a nondyadic p-adic Veld has such a Vnite extension with
extra conditions, this is enough to prove Hilbert’s Tenth Problem for K(t), with K
a subVeld of a nondyadic p-adic Veld. Using our previous result for p-adic Velds,
we also simplify and generalize this proof so that it holds for all primes p. In our
proof, going to a Vnite extension is no longer necessary, so we are able to give a
diophantine deVnition of the valuation ring of 3∞ for all rational function Velds in
one variable over an algebraic subVeld of a p-adic Veld. This is done in Chapter
4, where we use our result on the isotropy of q to give a diophantine deVnition
of the predicate “3∞(x) is even” for x ∈ K(t). This can then be reformulated to a
diophantine deVnition of “3∞(x) ≥ 0”, which is implicitly done in Theorem 4.1.5.
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Our result on diophantine undecidability for K(t), with K a p-adic Veld, was
published in [DD12].
Part II: Diophantine sets over polynomial rings
Our starting point in this part is the work that Demeyer did in his PhD thesis
(see [Dem07a]) for polynomial rings over OL, with L a totally real algebraic ex-
tension of Q. We will examine when recursively enumerable sets are diophantine
for the polynomial ring L[t], with L/Q a recursive, algebraic extension. First
of all, whether a set S ⊆ L[t] is recursively enumerable (r.e.) could depend on
the chosen recursive presentation of L[t]. However, diophantine sets are r.e. for
every recursive presentation. Furthermore, a diophantine set is invariant under
Aut(L/F), with F/Q the Vnite extension generated by the deVning equation of
the diophantine set. So only recursively enumerable sets S ⊆ L[t] that are recur-
sively enumerable for every recursive presentation of L[t] and that are invariant
under the automorphism group of some Vnite extension of Q, can be diophan-
tine. In Section 6.3, we show that these two conditions that r.e. sets would have
to satisfy, are actually equivalent. Namely, a recursively enumerable set S is re-
cursively enumerable for every recursive presentation if and only if there exists a
Vnite extension F/Q such that S is invariant as a set under Aut(L/F).
To prove the main result of this part, namely that recursively enumerable sets
that are r.e. for every recursive presentation are diophantine for L[t], with L/Q
a recursive, algebraic extension, we needed an extra condition on the automor-
phisms of L. This led us to the deVnition of an automorphism-recursive Veld.
In an automorphism-recursive Veld L, given an element α ∈ L, we can com-
pute the number of roots in L of the minimal polynomial of α over F, and we
know how many of these roots are Aut(L/F)-conjugate to α. Examples of an
automorphism-recursive Veld include Galois extensions L/Q and the real closure
of Q. We proved some essential properties that an automorphism-recursive Veld
has, for example, given an element α ∈ L, we do not only know the number of
Aut(L/F)-conjugates to α, but it is also possible to compute this set. To get some
more intuition for the concept of an automorphism-recursive Veld, we also con-
structed Velds that have one of these properties but that are not automorphism-
recursive. Another important property that an automorphism-recursive Veld has,
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is that we can eUectively compute a pair of polynomials over a number Veld F
in L that characterizes the Aut(L/F)-conjugates of an element α ∈ L. We then
used these polynomials to encode the elements of the recursively enumerable set
S with Aut(L/F)(S) = S in a diophantine way. Another thing that we needed to
prove that our deVnition of S is diophantine, is that Z[t] is diophantine over L[t].
In Theorem 7.2.4 we prove the main result of this part. If L/Q is automorphism-
recursive and Z[t] is diophantine over L[t], then recursively enumerable sets in
L[t] that are recursively enumerable for every recursive presentation, are dio-
phantine.
From [Dem10] follows that Z[t] is diophantine over L[t] if the predicate “deg a ≤
deg b” for a, b ∈ L[t] \ {0} is diophantine. In Chapter 7.1, we give a diophantine
deVnition of the degree in the case that L can be embedded in R and in the case
that L can be embedded in a p-adic Veld.
We prepared a paper on this work together with Jeroen Demeyer.
Part I
Hilbert’s Tenth Problem for rational
function Velds
17

Chapter 1
Valuations
In this chapter we highlight the valuations that we need in this thesis, namely
valuations on a rational function Veld in one variable and p-adic valuations. With
a polynomial g in one variable over a Veld K with a discrete valuation, we can
associate a geometric object, the Newton polygon of g. The slopes of the edges
of this polygon are related to the valuations of the roots of the polynomial g. For
each possible slope we can also deVne a certain “sloped polynomial” ring R and
a prime ideal P. The localization of this ring R at P then turns out to be the
valuation ring of a valuation on K(t), that restricts to the valuation on K.
1.1 Valuations
We assume the reader is familiar with valuations, for more theory, we refer to
[EP05].
DeVnition 1.1.1. A (non-archimedean) rank 1 valuation 3 on a Veld K is a map
3 : K → R ∪ {∞} such that for all a, b ∈ K:
1. 3(a) = ∞ ⇔ a = 0,
2. 3(ab) = 3(a) + 3(b),
19
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3. 3(a + b) ≥ min{3(a), 3(b)}.
A valuation 3 is nontrivial if there exists an a ∈ K∗ such that 3(a) , 0. A valuation
3 is discrete if the value group 3(K∗) is isomorphic to Z.
Unless stated otherwise, the word “valuation" will always mean a nontrivial non-
archimedean rank 1 discrete valuation.
From the deVnition easily follows that if 3(a) , 3(b) then 3(a+b) = min{3(a), 3(b)}.
We denote with O3 the valuation ring
O3 = {a ∈ K | 3(a) ≥ 0},
with unique maximal ideal
M3 = {a ∈ K | 3(a) > 0},
and residue Veld K = O3/M3. Since 3 is discrete, O3 is a principal ideal domain.
We call an element pi ∈ O3 a uniformizer for 3, if pi is a generator of the maximal
idealM3. We call two valuations 3 and 4 on a Veld K equivalent if they have the
same valuation ring.
Since a valuation deVnes a metric on K (by deVning the distance d(a, b) between
points a, b ∈ K as d(a, b) = e−3(a−b)), we can consider the completion Kˆ of K
with respect to this metric. The valuation 3 extends canonically to Kˆ, we denote
this extension also with 3. For the valuation ring Oˆ3 of the completion and its
maximal ideal Mˆ3, we have that Oˆ3/Mˆ3  O3/M3. If K is complete with respect
to a valuation 3, then Hensel’s Lemma holds.
Theorem 1.1.2 (Hensel’s Lemma, [EP05, Theorem 4.1.3]). For all f ∈ O3[x] and
a ∈ O3 such that 3( f (a)) > 23( f ′(a)), there exists a b ∈ O3 such that f (b) = 0 and
3(b − a) > 3( f ′(a)).
More generally, we call a valued Veld (K, 3) henselian if Hensel’s Lemma holds.
DeVnition 1.1.3. Let L/K be a Veld extension, and 4 a valuation on L that ex-
tends the valuation 3 on K. Then e(4/3) = [4(L∗) : 3(K∗)] is called the ramiVca-
tion degree, and f (4/3) = [L : K] the residue degree.
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On the Veld of the rational numbersQ, we deVne for every prime number p the p-
adic valuation 3p. This valuation is deVned for every q ∈ Q∗ by writing q = pn αβ ,
with n, α, β ∈ Z, α, β coprime to p, and letting
3p(q) = n.
The completion of Q at 3p is known as the Veld of the p-adic numbers Qp.
Let K be a number Veld. Then every equivalence class of valuations of K (also
called a prime p of K), determines a prime ideal in the ring of integersOK (and vice
versa). These are also called the Vnite primes of K. Since equivalent valuations
give rise to the same topology on K, the completion of K at a prime p is well-
deVned, and we denote it with Kp. If p is the prime below p (this means that p∩Z
is the prime ideal generated by p, we also denote this with p | (p)), then Kp is a
Vnite extension of Qp. Its residue Veld is the Vnite Veld Fp f , with f the residue
degree of p over p.
There are also inVnite primes on K, given by the embeddings ϕ : K → C. These
split into two classes, namely the real primes, given by embeddings ϕ : K → R
(so the completion is isomorphic to R), and the complex primes, induced by pairs
of complex conjugated non-real embeddings K → C (in this case the completion
is isomorphic to C).
1.2 Newton polygons
Let K be a Veld with a discrete henselian valuation 3. Let O denote the valuation
ring.
DeVnition 1.2.1. Let f (t) = a0 + a1t + . . . + adtd be a polynomial over K with
a0ad , 0. TheNewton polygon of f is the lower convex hull of the points (i, 3(ai))
in R2. A vertex of the Newton polygon is a point (i, 3(ai)) where two edges of a
diUerent slope meet. We call i the degree of the vertex (i, 3(ai)).
Example 1.2.2. Consider the polynomial f (t) = p + (−1 + p3)t + p4t3 + (−1 −
p3)t4 + p2t5 − pt6 = ∑6i=0 aiti, with p a prime number. The following Vgure shows
the points (i, 3p(ai)), i ∈ {0, . . . , 6} and the Newton polygon of f for the p-adic
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valuation. Remark that f = (−p)(t − p)(t3 + p2t + 1)(t2 + 1p ).
1 2 3 4 5 6
1
2
3
4
The Newton polygon of a polynomial consists of a sequence of edges with strictly
increasing slopes, for which the following holds.
Theorem 1.2.3 ([Neu92, Chapter II, Theorem 6.3 and 6.4]). Let K be a Veld with
a discrete henselian valuation 3. Let f (t) = a0 + a1t + . . . + adtd be a polynomial
over K with a0ad , 0. Denote the unique extension of 3 on the splitting Veld of
f also by 3. If (r, 3(ar)) – (s, 3(as)) is an edge of the Newton polygon of f with
slope m, then f has exactly s − r roots α1, . . . , αs−r with valuation 3(α1) = · · · =
3(αs−r) = −m. If the slopes of the Newton polygon of f are m1 < . . . < mk then
f (t) = ad
k∏
j=1
f j(t), (1.1)
with f j(t) =
∏
3(αi)=−m j(t − αi) ∈ K[t].
DeVnition 1.2.4. We deVne the factorization of f according to the slopes to be
the expression ad
∏k
j=1 f j(t) in (1.1). Note that the polynomials f j(t) are not nec-
essarily irreducible over K. The Newton polygon of each f j(t) has exactly one
edge of slope m j.
Lemma 1.2.5. Let f (t) =
∑d
k=0 akt
k be a polynomial with a0ad , 0, whose Newton
polygon has only one edge. Let m := 3(ad)−3(a0)d be the slope. Let α ∈ K. Then
3
(
akαk
) ≥ k(m + 3(α)) + 3(a0),
with k = 0, . . . , d.
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Proof. Since the Newton polygon of f has only one edge, we have that 3(ak)−3(a0)k ≥
m, for all k = 0, . . . , d, from which the Lemma follows. 
The following Proposition will be very useful in the proof of our Main Theo-
rem 3.3.1.
Proposition 1.2.6. Let K be a Veld with a discrete henselian valuation 3 and let
α ∈ K. Let f be a polynomial over K of even degree with f (0) , 0. Assume
that the Newton polygon of f has only one edge, let m be the slope. Assume that
m , −3(α) and let N ∈ N be such that
N >
3(4)
|m + 3(α)| . (1.2)
Assume that f is of the form
f = a(t) + g(t)tN + z(t)t2N+deg g−deg z,
where a, g and z are polynomials over K. Assume that deg(g) and deg(z) are even
and that deg(a) ≤ deg(g) + N and deg(z) ≤ deg(g) + N.
If m < −3(α), then f (α) = z(α) in K∗/K∗2. If m > −3(α), then f (α) = a(α) in
K∗/K∗2.
Remark that we can always take N = 1 in (1.2) if the residue characteristic is
diUerent from 2.
The following Vgure shows the Newton polygon of an example of such an f .
a(t)
g(t)
z(t)
N N + deg(g) 2N + deg(g)
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Proof. Let d = 2N + deg(g) be the degree of f . Suppose Vrst that the slope
m of f is strictly smaller than −3(α). Let c := z(α)α2N+deg g−deg z. The leading
term of c is the monomial of strictly lowest valuation in f (α). Note that 3(c) =
d(m + 3(α)) + 3( f (0)). We then have that
c−1 f (α) = c−1a(α) + c−1g(α)αN + 1.
Using Lemma 1.2.5 and deg(a) ≤ deg(g) + N, the inequality (1.2) implies
3(a(α) + g(α)αN) ≥ (deg g + N)(m + 3(α)) + 3( f (0)) = (−N)(m + 3(α)) + 3(c)
= N|m + 3(α)| + 3(c) > 3(4) + 3(c).
Therefore,
3(c−1 f (α) − 1) > 3(4).
By Hensel’s Lemma (see Theorem 1.1.2) applied to the polynomial x2 − (c−1 f (α)),
we Vnd that c−1 f (α) is a square. Since α2N+deg g−deg z is a square, it follows that
z(α) is in the same square class as c, hence in the same square class as f (α).
If the slope m of f is strictly bigger than −3(α), we let c := a(α). The constant
term of c is the monomial of strictly lowest valuation in f (α). We then have that
c−1 f (α) = 1 + c−1g(α)αN + c−1z(α)αd−deg z.
Using Lemma 1.2.5 and deg(z) ≤ deg(g) + N, the inequality (1.2) implies
3(g(α)αN + z(α)αd−deg z) ≥ N(m + 3(α)) + 3( f (0))
= N|m + 3(α)| + 3(c) > 3(4) + 3(c).
Therefore,
3(c−1 f (α) − 1) > 3(4).
As before, we Vnd that c−1 f (α) is a square; hence f (α) is in the same square class
as c = a(α). 
1.3 Valuations on K(t)
Let K(t) be the rational function Veld in one variable over a Veld K. With every
irreducible polynomial p(t) ∈ K[t], we can associate a valuation 3p as follows.
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Every f ∈ K(t) can be written as f = pa f1f2 with a ∈ Z, f1, f2 ∈ K[t], and f1, f2
coprime to p, and then we deVne
3p( f ) = a.
There is also a valuation associated to the degree, namely
3∞
(
f1
f2
)
= deg f2 − deg f1.
These are all the valuations on K(t) that are trivial on K.
Let K be a p-adic Veld, that is, a Vnite extension of Qp for some prime p. We
denote the valuation with 3 and the valuation ring with O, we Vx a uniformizer pi
(a generator of the maximal idealM in O). Denote the residue Veld with k, this is
a Vnite Veld of characteristic p. We work in a Vxed algebraic closure K¯ of K and
we normalize the valuation on K and all its Vnite extensions such that 3(pi) = 1.
This means that for β ∈ N \ {0}, 3( β√pi) = 1
β
in K( β
√
pi). Remark that from [EP05,
Theorem 4.1.3] follows that 3 extends uniquely to K¯.
Let m ∈ Q. We can deVne a valuation on K(t) that is not the trivial valuation on
K, as follows. For f = a0 + a1t + · · · + antn ∈ K[t] \ {0}, deVne
3m( f ) = min
i
{3(ai) + im}. (1.3)
For f , g ∈ K[t] \ {0}, let 3m( f /g) = 3m( f ) − 3m(g). From [EP05, Theorem 2.2.1]
follows that 3m is a valuation on K(t) that extends 3.
If m = 0, this valuation is also known as the Gauss valuation and denoted with
3G. From [EP05, Corollary 2.2.2] follows that for the reduction at 3G, t is transcen-
dental over k, and for the residue Veld we have that K(t) = k(t). Similarly, one
can prove the following.
Lemma 1.3.1. Let K be a Veld, with a discrete valuation 3 : K → Z ∪ {∞} and
uniformizer pi, let m ∈ Q. Let d be the denominator of m. Then there is exactly
one extension 4 of 3 to K(pim)(t) such that 4(t) = m and pi−mt is transcendental
over k. For this 4, the residue Veld is k(pi−mt) and the value group is 1dZ.
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We actually want to consider 3m on K(t), instead of going to the extension K(pim)(t).
So deVne for m ∈ Q
Rm :=
∑
{(α,β)∈Z2 |β≥0 ∧ α≥mβ}
(piαtβ)O.
Clearly, Rm is an O-module in K[t], but one can check that it is actually a subring.
Consider the ideal
Pm =
∑
{(α,β)∈Z2 |β≥0 ∧ α>mβ}
(piαtβ)O
in Rm. Let d be the denominator of m and u := pimdtd. From now on, a line over
an element of Rm denotes reduction modulo Pm. The quotient ring Rm/Pm is k[u]
(the variable u is precisely the reduction of the element u = pimdtd), so Pm is a
prime ideal in Rm.
In the following Vgure we visualize the ring Rm and its prime ideal Pm for m =
2/3. We let a monomial piαtβ correspond to the point (β, α). The points drawn
correspond to the monomials in Rm, the points that lie strictly above the line
correspond to the monomials in Pm.
1 2 3 4 5 6
1
2
3
4
5
Lemma 1.3.2. Let m ∈ Q, let d be the denominator of m and u = pimdtd. Let
f (t) = a0 + a1t + . . . + antn be a polynomial over K with a0an , 0. Assume that
the Newton polygon of f has only one edge and let µ be the slope.
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(i) If µ > m, then pi−3(a0) f ∈ Rm and pi−3(a0) f = pi−3(a0)a0 , 0.
(ii) If µ < m, then, for every B ∈ dZ such that B ≥ n, pi−3(an)+BmtB−n f ∈ Rm.
With B = db, we have that pi−3(an)+BmtB−n f = pi−3(an)anu
b.
(iii) If µ = m, then pi−3(a0) f ∈ Rm and pi−3(a0) f = pi−3(a0)a0 + · · · + pi−3(a0)anun/d is
a polynomial with constant term nonzero and of degree n/d in u.
Proof. Since the Newton polygon of f has only one slope, it follows that 3(ai) ≥
iµ + 3(a0) for all i = 0, . . . , n and 3(an) = nµ + 3(a0).
(i) Let µ > m. We then have that 3−m( f ) = mini{3(ai) − im} = 3(a0). For k > 0,
we have that
3(pi−3(a0)ak) ≥ −3(a0) + (kµ + 3(a0)) > km.
So pi−3(a0) f ∈ Rm, and pi−3(a0) f = pi−3(a0)a0 , 0.
(ii) Let µ < m. We then have that 3−m( f ) = 3(an) − nm. Let B ∈ dZ such that
B ≥ n. We have that pi−3(an)+BmtB−n f ∈ Rm, because for k < n we have that
3(pi−3(an)+Bmak) = −3(an) + Bm + 3(ak)
≥ −nµ − 3(a0) + Bm + kµ + 3(a0) = µ(k − n) + Bm
> (B − n + k)m
and 3(pi−3(an)+Bman) = Bm.
Let B = bd then pi−3(an)+BmtB−n f = pi−3(an)anpidmbtB = pi−3(an)an(pidmtd)b.
(iii) Let µ = m. Then 3−m( f ) = 3(an) − nm = 3(a0). It follows that d divides n,
let n = n′d with n′ ∈ Z, so 3(an) − 3(a0) = n′md. Write an = a′npi3(an) with
a′n ∈ O×. For k > 0, we have that
3(pi−3(a0)ak) ≥ kµ = km.
So pi−3(a0) f ∈ Rm, and pi−3(a0) f has constant term pi−3(a0)a0 , 0 and leading
term pin′mda′ntn
′d = a′n(pidmtd)
n′ .

28 Chapter 1. Valuations
Proposition 1.3.3. The valuation ring O3−m of 3−m is the localization of Rm at the
prime ideal Pm.
Proof. It is clear that for polynomials f ∈ K[t], we have 3−m( f ) ≥ 0 if and only if
f ∈ Rm, and 3−m( f ) > 0 if and only if f ∈ Pm. From this immediately follows that
the localization of Rm at the prime ideal Pm is in the valuation ring O3−m of 3−m.
Now let f , g ∈ K[t] \ {0} such that 3−m( f /g) ≥ 0. Let g = γ∏ki=1 gi be the
factorization according to the slopes of the Newton polygon of g, with γ ∈ K∗.
Then Lemma 1.3.2 shows that there exist ai ∈ K∗ and bi ∈ N such that g′i =
aitbigi ∈ Rm \ Pm, so 3−m(g′i) = 0. Then we have that
f
g
=
γ−1(
∏
i aitbi) f∏
i g′i
with 3−m(γ−1(
∏
i aitbi) f ) ≥ 0, so γ−1(∏i aitbi) f ∈ Rm and it follows that f /g is in
the localization of Rm at Pm. 
Chapter 2
Hilbert’s Tenth Problem
In this chapter we give an introduction to Hilbert’s Tenth Problem. We start by
stating Hilbert’s Tenth Problem for a ring R, and give the deVnition of a diophan-
tine set, together with some basic properties and examples. Then we brieWy in-
troduce the formulation of Hilbert’s Tenth Problem and diophantine sets in terms
of a language. After that, we turn our attention to Hilbert’s Tenth Problem for
rational function Velds in one variable over a Veld K. To prove undecidability of
diophantine equations over K(t), Denef proved that it is enough to give a dio-
phantine deVnition of the valuation ring of 3∞. This proof uses elliptic curves
to build a model of the integers in K(t), so we will recall some theory of elliptic
curves and then give Denef’s proof of this reduction theorem. We will also give
the diophantine deVnition of the valuation ring that Denef gave for rational func-
tion Velds in one variable over a real Veld K. To conclude, we compare Denef’s
deVnition of the valuation ring of 3∞ with other undecidability proofs for rational
function Velds.
2.1 Hilbert’s Tenth Problem
We can formulate Hilbert’s Tenth Problem for an arbitrary ring Rwith coeXcients
in R0 (R0 a subring of R) as follows.
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Hilbert’s Tenth Problem: Let R be a ring, R0 a subring of R. Does there exist an
algorithm with
input: f ∈ R0[t1, . . . , tn] for some n ∈ N,
output: “yes" if there exists a1, . . . , an ∈ R such that f (a1, . . . , an) = 0 and “no"
otherwise.
The reason that the ring R0 appears in our formulation is that we have to be
able to input the coeXcients of our diophantine equations in a computer. So
we ask that the elements of the ring R0 can be encoded with natural numbers,
such that they can be used as input, and also in a way that an algorithm can
do computations with them. This concept will be formalized in part II with the
deVnition of a recursive ring. As an example, take the Veld of p-adic numbers
Qp for some prime p. Since this Veld is uncountable, the p-adic numbers can not
be used as input. In [Ner63], Nerode proved that diophantine equations over Qp
with coeXcients in Z are decidable.
Whether diophantine equations are undecidable, also depends on the ring R0. For
example, let R be a domain of characteristic 0, it is easy to see that diophantine
equations for R[t] with coeXcients in Z are decidable if and only if diophantine
equations for R with coeXcients in Z are decidable. However, in [Den78a], Denef
proved that diophantine equations for R[t] with coeXcients in Z[t] are undecid-
able. Continuing on our example of Qp, it follows that diophantine equations for
Qp[t] with coeXcients in Z are decidable, but diophantine equations with coeX-
cients in Z[t] are undecidable.
When Hilbert formulated his Tenth Problem, a precise notion of an algorithm
had not yet been developed. This changed in the 1930s, with the work of Gödel,
Herbrand, Kleene, Church, Post and Turing. The formal models of computation
they proposed, were all shown to be equivalent: µ-recursive functions, λ-calculus,
Turing machines, ... This supports the Church-Turing thesis that states that if
some method exists to carry out a calculation, then the same calculation can also
be done by a Turing machine.
We will not give an exact deVnition of an algorithm in this thesis. Intuitively, an
algorithm is a program of Vnite length, that takes natural numbers as input, runs
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according to its Vnite list of instructions, and either halts and produces an output,
or does not stop computing. We can think of a program that we can run on a
computer, except that this computer has unlimited time and memory.
DeVnition 2.1.1. Let R be an integral domain. A subset A ⊆ Rk is diophantine
over R if and only if there exists an n ∈ N and a polynomial f (a1, . . . , ak, x1, . . . , xn)
with coeXcients in R such that
A = {(a1, . . . , ak) | ∃x1, . . . , xn ∈ R such that f (a1, . . . , ak, x1, . . . , xn) = 0}.
We can write this also as
(a1, . . . , ak) ∈ A⇔ (∃x1, . . . , xn) f (a1, . . . , ak, x1, . . . , xn) = 0
and we call this a diophantine deVnition of A over R.
A relation δ on Rk is called diophantine over R if the set {a ∈ Rk | δ(a)} is
diophantine over R.
The following proposition and its proof about unions and intersections of dio-
phantine sets are well known.
Proposition 2.1.2. Let R be a domain. The union of two diophantine sets is a
diophantine set. Suppose the fraction Veld of R is not algebraically closed. Then
the intersection of two diophantine sets is a diophantine set.
Proof. Let A, B ⊆ Rk be diophantine sets with deVning equations respectively
f (a1, . . . , ak, x1, . . . , xn) = 0 and g(a1, . . . , ak, y1, . . . , ym) = 0.
Using the vector notation ~a = (a1, . . . , ak), we have that
~a ∈ A ∪ B⇔ (∃~x, ~y) f (~a, ~x)g(~a, ~y) = 0.
Since the fraction Veld F of R is not algebraically closed, there exists a polynomial
h = b0 + b1t + · · · + brtr ∈ R[t], r ≥ 1, with no roots in F. Let H(u, v) =
b0vr +b1uvr−1 + · · ·+brur ∈ R[u, v] be the homogenization of h. Since H(u, v) = 0
if and only if u = 0 and v = 0, we have that
~a ∈ A ∩ B⇔ (∃~x, ~y) H( f (~a, ~x), g(~a, ~y)) = 0,
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which completes the proof. 
The condition that the fraction Veld of R is not algebraically closed will hold for
all the domains R over which we consider undecidability problems in this thesis.
Examples 2.1.3. We now give some examples of diophantine sets.
1. The set N of natural numbers is diophantine in Z, since
a ∈ N⇔ (∃x1, . . . , x4 ∈ Z) x21 + x22 + x23 + x24 = a.
2. In a polynomial ring K[t] over a Veld K, the set of constants is diophantine
since the elements of K∗ are the invertible elements in K[t]:
a ∈ K ⇔ (∃x ∈ K[t]) a = 0 ∨ ax = 1.
3. An important subset of a ring R is the subset R\{0} of nonzero elements. Of
course, if R is a Veld then the nonzero elements are exactly the invertible
elements, and so R∗ is diophantine. It is also well known that Z \ {0} is
diophantine, since every nonzero integer can be written as a product of an
integer coprime to 2 and an integer coprime to 3:
a ∈ Z \ {0} ⇔ (∃b, c, r, s, u, v ∈ Z) a = bc ∧ br + 2s = 1 ∧ cu + 3v = 1.
This method can also be extended to prove that K[t] \ {0} is diophantine
in K[t], with K a Veld. In [MB07, Theorem 3.1], Moret-Bailly proves for a
large class of rings R, that R \ {0} is diophantine.
2.2 Diophantine models
In the previous section we remarked that whether diophantine equations for R are
undecidable also depends on the ring R0 in which the coeXcients live. In terms
of logic, we can formulate this with a language. A language L is a set of symbols
of three sorts: constants, function symbols and relation symbols. For example,
the language of rings, LR has two constants, 0 and 1, and two function symbols
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for addition and multiplication, so LR = {0, 1,+, ·}. We can also enlarge L with
symbols for extra elements of the ring. For example, in Z[t] we can work with
the language {0, 1,+, ·, t}. Any language that contains LR is called a ring lan-
guage. An L-diophantine equation is then an equation that can be written using
variables, symbols from L and equality. For example, using the ring language
LR = {0, 1,+, ·}, we can write all diophantine equations with coeXcients in Z.
So now we can consider a ring R and a language L, and we say that Hilbert’s
Tenth Problem for R in the language L has a negative answer, if there does not
exist an algorithm that decides whetherL-diophantine equations have a zero over
R. Similarly, we can deVne an L-diophantine set as in DeVnition 2.1.1, where f
now has to be an L-diophantine equation.
The results known so far of undecidability of diophantine equations for a certain
ring R in a language L, do not adapt the proof for Z that recursively enumerable
sets are diophantine, instead they reduce to the undecidability result for Z. This
can be done by proving that Z is an L-diophantine set over R, or more gener-
ally, by Vnding a diophantine model of the integers inside R (some undecidability
proofs use a diophantine interpretation, which is a more general concept than a
diophantine model, but we will not need it in this thesis).
DeVnition 2.2.1. Let R be a domain, L a ring language. A subset Z ⊆ Rk is
an L-diophantine model of Z if Z is L-diophantine over R and if there exists a
bijection ϕ : Z→ Z : n 7→ zn such that the sets
Z+ = {(zn, zm, zn+m) | n,m ∈ Z}
Z× = {(zn, zm, znm) | n,m ∈ Z}
are L-diophantine.
Proposition 2.2.2. Let R be a domain, L a ring language. If Z is a an L-
diophantine model of Z in R, then L-diophantine equations over R are unde-
cidable.
The idea of this proposition is that if Z is a diophantine model of Z, then we
can transfer every diophantine equation over Z to a diophantine equation over R.
Intuitively, this can be done as follows. In a given diophantine equation over Z,
we introduce for every occurrence of a sum a + b a new variable c and replace
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a + b by (∃c ∈ Z)(a, b, c) ∈ Z+ (and analogously, we replace every product ab
by (∃d ∈ Z)(a, b, d) ∈ Z×). Since Z, Z+ and Z× are diophantine, this gives a
diophantine equation over R. Suppose that diophantine equations over R were
decidable, then we could decide whether the transferred equation has solutions in
Z, and this would imply decidability for Z, a contradiction.
2.3 Diophantine undecidability for K(t)
2.3.1 Elliptic curves
Let K be a Veld of characteristic 0. An elliptic curve E over K is a projective
curve, deVned by an aXne equation of the form
y2 = x3 + ax + b,
with a, b ∈ K and such that x3 + ax + b has no multiple roots (this implies that
the curve has no singular points). The set of K-rational points E(K) = {(x, y) ∈
K2 | y2 = x3 + ax + b} ∪ {o}, with o the point at inVnity on E, is an abelian group
with identity element o. The aXne coordinates of the sum of two points P and Q
are rational functions over K in the aXne coordinates of P and Q. So for every
n ∈ Z, the map
en : E(K)→ E(K) : P 7→ n · P := P + · · · + P︸       ︷︷       ︸
n
,
(where addition is meant on E), is an endomorphism of E (that is, a morphism
given by rational functions in the coordinates, and that preserves the group law).
If End(E)  Z, we say that the elliptic curve E has no complex multiplication.
Now Vx an elliptic curve E over K with equation y2 = x3 + ax + b. We deVne the
elliptic curve E over K(t) by the equation
(t3 + at + b)y2 = x3 + ax + b.
It is clear that the point P1 = (t, 1) lies on E. For any n ∈ Z \ {0}, we denote the
aXne coordinates of n · P1 with (xn, yn).
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Each K(t)-rational point (u, v) on E induces a morphism of E (a morphism of E
as a curve, so that does not have to preserve the group structure on E):
(u, v) : E(K)→ E(K) : (x, y) 7→ (u(x), yv(x)).
The point (t, 1) gives the identity morphism on E, the points (xn, yn) correspond
to en. In [Den78a, Lemma 3.1] Denef proved that
E(K(t))  EndK(E) ⊕ E[2](K)
with EndK(E) the endomorphisms of E deVned over K and E[2](K) the elements
of order 2 in E(K) (where a point of E(K) acts on E as the constant map that
sends E(K) to this point).
2.3.2 Denef’s method
For rational function Velds K(t), to prove diophantine undecidability, it suXces
to give a diophantine deVnition of the valuation ring of 3∞. With this deVnition,
one uses elliptic curves to build a diophantine model of the integers inside K(t).
This method was Vrst used by Denef ([Den78a]) in characteristic zero, to prove
undecidability for K(t), with K a real Veld. Later on, we will use the following
statement of the result.
Theorem 2.3.1 ([PZ00, Theorem 2.3]). Let K be a Veld and let K0 denote the prime
subVeld of K. Let t be a transcendental element over K. Let Lt = {0, 1,+, ·, t}.
Suppose that there exists an Lt-diophantine deVnition ψ(x) such that the follow-
ing hold:
1. for every x ∈ K0(t) such that 3∞(x) > 0, ψ(x) holds;
2. for every x ∈ K(t) such that ψ(x) holds, we have 3∞(x) > 0.
Then Lt-diophantine equations over K(t) are undecidable.
We now give Denef’s proof of this theorem for a Veld K of characteristic 0.
36 Chapter 2. Hilbert’s Tenth Problem
Proof. Let E be an elliptic curve over Q deVned by the aXne equation y2 =
x3 + ax + b, with a, b ∈ Q, without complex multiplication, so End(E)  Z.
As before, we deVne the elliptic curve E over Q(t) by the equation
(t3 + at + b)y2 = x3 + ax + b.
Denote the aXne coordinates of n(t, 1) with (xn, yn) for n ∈ Z \ {0}, then xn, yn ∈
Q(t). Let zn = xntyn for n ∈ Z \ {0} and deVne z0 := 0. We want to prove thatZ = {z2n | n ∈ Z} is a diophantine model of Z. Since End(E)  Z, we have that
2 · E(K(t))  2 · Z, so for every point (u, v) on E(K(t)) there exists an n ∈ Z \ {0}
such that 2(u, v) = 2(xn, yn) = (x2n, y2n). Hence
z ∈ Z ⇔ (∃x, y, u, v ∈ K(t)) z = 0 ∨ ((u, v) ∈ E(K(t)) ∧ 2(u, v) = (x, y) ∧ tyz = x)
is an Lt-diophantine deVnition ofZ in K(t).
Consider the coordinate maps X : (x, y) 7→ x and Y : (x, y) 7→ y on E. Then for
all n ∈ Z \ {0}, we have that
zn =
xn
tyn
=
X(n · P1)
X(P1)
Y(P1)
Y(n · P1)
=
X/Y ◦ en
X/Y
(P1),
with P1 = (t, 1). We have that 3∞((X/Y◦enX/Y )(P1) − n) > 0 by [Lan73, Appendix 1,
Paragraph 3], therefore 3∞(zn − n) > 0 for all n ∈ Z \ {0}. By deVnition, we also
have that 3∞(z0) > 0.
So for all n,m, k ∈ Z we have that
3∞(z2n − 2n + z2m − 2m − z2k + 2k) > 0. (2.1)
From this follows that if (z2n, z2m, z2k) ∈ Z+, then n+m = k and 3∞(z2n+z2m−z2k) >
0. On the other hand, suppose that 3∞(z2n + z2m − z2k) > 0, then it follows from
(2.1) that 3∞(2n + 2m − 2k) > 0, so 2n + 2m = 2k or (z2n, z2m, z2k) ∈ Z+. Since
z2n + z2m − z2k ∈ Q(t), 3∞(z2n + z2m − z2k) > 0 is by assumption equivalent with
ψ(z2n + z2m − z2k). Hence we showed that
(z2n, z2m, z2k) ∈ Z+ ⇔ ψ(z2n + z2m − z2k)
is anLt-diophantine deVnition forZ+. Completely analogous, one can prove that
(z2n, z2m, z2k) ∈ Z× ⇔ ψ(z2nz2m − 2z2k)
is an Lt-diophantine deVnition forZ×. 
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2.3.3 Diophantine deVnition of the valuation ring
Let K be a real Veld, this means that −1 is not a sum of squares in K. We now
discuss the diophantine deVnition of the valuation ring of 3∞ that Denef gave in
[Den78a].
First of all, we deVne a diophantine set of constants C as follows.
y ∈ C ⇔ (∃x ∈ K(t)) y2 = x3 − 4.
As we saw before, the equation y2 = x3 − 4 deVnes an elliptic curve. From
Hurwitz’ Theorem [Har77, Chapter IV, Corollary 2.4] follows that elliptic curves
do not admit rational parametrization, so C ⊂ K. Furthermore, for every q ∈ Q,
there exists a y ∈ Q such that y ∈ C and y > q ([Den78a, Lemma 3.4.(iii)]).
Denef then gave the following diophantine deVnition of the valuation:
ψ(x)⇔ (∃a1, . . . , a5, y ∈ K(t)) y ∈ C ∧ (y − t)x2 + 1 = a21 + a22 + a23 + a24 + a25.
Suppose x ∈ K(t) such that ψ(x) holds and 3∞(x) ≤ 0. Therefore, 3∞((y−t)x2+1) =
23∞(x) − 1 is negative and odd. Without loss of generality, we may suppose that
3∞(a21) = mini=1,...,5{3∞(a2i )}. But then 3∞(a21 + · · ·+ a25) is even, because otherwise
we would have that 3∞(1 +
a22
a21
+ · · · + a25a21 ) > 0, and so 1 + (
a2
a1
)
2
+ · · · + ( a5a1 )
2
= 0, a
contradiction since K is a real Veld.
Now suppose x ∈ Q(t) and 3∞(x) > 0, then 3∞(tx2) = 23∞(x) − 1 > 0. So there
exists a natural number N ∈ N, such that
|(tx2)(r)| ≤ 1
2
for all r ∈ R, |r| > N.
Let y ∈ Q such that y ∈ C and y > N ≥ 0. Then for |r| > N, we have that
((y − t)x2 + 1)(r) ≥ −rx(r)2 + 1 ≥ 1
2
> 0,
and for |r| ≤ N,
((y − t)x2 + 1)(r) = (y − r)x(r)2 + 1 ≥ 1 > 0.
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So (y− t)x2 + 1 is a positive-deVnite function on R, hence it is a sum of squares in
Q(t). By a theorem of Pourchet in [Pou71], it follows that every sum of squares
in Q(t), can be written as the sum of 5 squares in Q[t].
When we look at this diophantine deVnition that Denef gave of the valuation,
we see that, apart from the deVnition of the set C, the set of x ∈ K(t) such that
3∞(x) > 0 is deVned by the isotropy of a quadratic form1 q over K(t), whose
coeXcients depend on x. This idea plays a great role in the proof of Kim and
Roush for the undecidability of K(t), where K is a subVeld of a nondyadic p-adic
Veld (a Vnite extension of Qp with p odd). Actually, they prove that the set of
x ∈ K(t) with algebraic coeXcients such that 3t(x) is odd, is diophantine, where
K is a subVeld of a p-adic Veld that also satisVes a certain hypothesis H . They
then adapt the method of Denef to prove diophantine undecidability for K(t),
with K a subVeld of a p-adic Veld that satisVesH . Not every subVeld of a p-adic
Veld satisVes this hypothesis, but they prove that every subVeld of a p-adic Veld
has a Vnite extension that satisVes H . Since it is enough to prove diophantine
undecidability for a Vnite extension, this then gives diophantine undecidability
for K(t), with K any subVeld of a nondyadic p-adic Veld.
Below, we give their hypothesisH , followed by their diophantine deVnition.
DeVnition 2.3.2. Let K be a subVeld of a nondyadic p-adic Veld, let 3p be a dis-
crete valuation on K that extends the p-adic valuation on Q. We say that K
satisVes hypothesis H if there exists a, b ∈ K such that the following conditions
hold
1. a is a root of unity,
2. b is algebraic over Q and 3p(b) is odd,
3. K contains a square root of −1,
4. the quadratic form 〈1, b〉〈1,−a〉 is anisotropic over the completion Kp at 3p,
5. the quadratic form 〈1, b〉〈1,−a〉 is isotropic at all 2-adic completions of
Q(
√−1, a, b).
1For the deVnitions and notations concerning quadratic forms, we refer to Section 3.1.
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Proposition 2.3.3. Let K be a subVeld of a nondyadic p-adic Veld and suppose
that K satisVes H for elements a, b ∈ K. Let U ⊆ K(t) a diophantine set such
that U ∩ Q is dense in Qp1 × · · · × Qpr for every Vnite set {p1, . . . , pr} of prime
numbers. Let g ∈ K(t) such that 3t(g) = 0 or 3t(g) = 1 and 3∞(g) = −2. Suppose
that the coeXcients of g are algebraic over Q. Then 3t(g) = 1 if and only if there
exist c3, c5 ∈ U such that, with
f = (1 + t)3g(t) + c3t3 + c5t5,
both the following quadratic forms are isotropic over K(t):
〈1, b〉〈t,−at,−1,− f 〉
〈1, b〉〈t,−at,−1,−a f 〉.
The reader can compare this to our diophantine deVnition that follows from The-
orem 4.1.4 and Theorem 4.1.5. We use the rational function f (t) = g(t) + ct2
if 3t(g) = 0, with only one parameter c ∈ K, the quadratic forms are multiplied
with a factor 〈t〉, and we work with 7-dimensional forms instead of 8-dimensional
forms.
In part I of this thesis, we follow the line of their ideas, to prove that the val-
uation ring at 3∞ is diophantine for K(t), with K a p-adic Veld (not necessarily
nondyadic) or K an algebraic subVeld of a p-adic Veld. The latter is also inter-
esting in its own right, since we do not need to go to a Vnite extension that
satisVes a certain hypothesis, to prove that the valuation ring is diophantine.
Also, using our method in Section 3.4 with the 7-dimensional quadratic form
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈 f 〉, we can formulate our diophantine deVnition of the valu-
ation ring in the way that Denef did, namely: 3∞(x) ≥ 0 if and only if a certain
rational function f that depends on x is represented by a certain quadratic form
over K(t).
Kim and Roush proved in [KR92] diophantine undecidability for C(t1, t2) in the
ring language {0, 1,+, ·, t1, t2}. In this article, they adapt Denef’s method to work
with two elliptic curves, so they use a Z × Z-structure to prove undecidability.
In the proof that a certain divisibility relation on Z × Z is diophantine, they use
three-dimensional quadratic forms over a function Veld of a curve over C.
In positive characteristic p, Pheidas gave in [Phe91] a diophantine deVnition of
the valuation ring at t for Fq(t) (p odd), that does not use quadratic forms, but
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rather techniques from Vnite Velds. Videla adapted this method to characteristic
2 and so also proved undecidability for Fq(t) (p = 2) in [Vid94].
Chapter 3
Quadratic forms
In our diophantine deVnition of the valuation ring of 3∞ in K(t), quadratic forms
play a very important part. In this chapter we prove our main result concerning
the isotropy of certain quadratic forms over K(t), where K is a p-adic Veld or an
algebraic subVeld of a p-adic Veld. Namely, if g ∈ K[t] has a particular Newton
polygon, then certain quadratic forms over K(t) involving g and an unknown
function s ∈ K(t) can be made isotropic.
We start with an introductory section on quadratic forms, in which we recall some
deVnitions and well-known theorems. After that, we use the speciVc structure of
the Witt ring (namely Springer’s Theorem for complete discrete valuation Velds
and Milnor’s exact sequence for the Witt ring of K(t)) to deVne a quadratic reci-
procity symbol for polynomials over a p-adic Veld, and prove the usual properties
that one expects of a quadratic reciprocity symbol. In the next section, we prove
our main result on the isotropy of quadratic forms over a rational function Veld
over a p-adic Veld. Then we consider certain rotations of isotropic vectors of the
quadratic form to construct an isotropic vector with certain properties that do not
depend on the prime p. And in the last section, we use these local isotropic vectors
to construct an isotropic vector over the rational function Veld over an algebraic
subVeld of a p-adic Veld.
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3.1 Introduction
In this section, we recall some basic deVnitions and properties of quadratic forms.
For more theory of quadratic forms, in particular the Witt ring, we refer the reader
to [Lam05] or [Sch85].
Let K be a Veld with charK , 2. Let V be a Vnite-dimensional vector space over
K and f : V × V → K a symmetric bilinear form on V . We associate with the
pair (V, f ) a quadratic form q : V → K , given by q(v) := f (v, v) for v ∈ V . Since
charK , 2, f and q determine each other, and we call the pair (V, q) a quadratic
space. Choosing a basis e1, . . . , en for V , we have that
q(v) = q(v1, . . . , vn) =
∑
i, j
f (ei, e j)viv j
with v =
∑n
i=1 viei. The matrix M f = ( f (ei, e j)) is called the matrix of the
quadratic form. In what follows, we only consider regular quadratic forms, this
means that the matrix M f is nonsingular.
DeVnition 3.1.1. Let (V, q) be a quadratic space. We say that q is isotropic if there
exists a nonzero vector v ∈ V such that q(v) = 0, and v is called an isotropic vector
of q. If q(v) , 0 for all nonzero vectors v ∈ V , q is called anisotropic.
DeVnition 3.1.2. Let (V1, q1) and (V2, q2) be quadratic spaces, we say that q1 and
q2 are isometric, and denote this with q1  q2, if there exists a linear isomorphism
ϕ : V1 → V2 such that q2(ϕ(v)) = q1(v) for all v ∈ V1.
If (V, q) is any quadratic space over K, there exist a1, . . . , an ∈ K such that q is
isometric to the quadratic form 〈a1, . . . , an〉(v1, . . . , vn) := a1v21 + · · ·+anv2n. Given
two quadratic forms q1 and q2, one can deVne their (orthogonal) sum q1 ⊥ q2
and product q1 ⊗ q2. Given a diagonal representation q1  〈a1, . . . , an〉 and q2 
〈b1, . . . , bm〉, we have that
q1 ⊥ q2  〈a1, . . . , an, b1, . . . , bm〉
q1 ⊗ q2  〈a1b1, . . . , a1bm, a2b1, . . . , anbm〉.
The isometry class of the quadratic form 〈1,−1〉 is called the hyperbolic plane, an
orthogonal sum of hyperbolic planes is called a hyperbolic space. Two quadratic
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forms q1 and q2 are called Witt equivalent, if the orthogonal sum of q1 and a
hyperbolic space is isometric to the orthogonal sum of q2 and a hyperbolic space.
One can then form theWitt ringW(K) of K as the ring of Witt equivalence classes
of isometry classes of regular quadratic forms over K, with the given addition and
multiplication. We denote the fundamental ideal in W(K), consisting of the Witt
classes of even dimension, with I(K), and its powers (I(K))n := In(K). Mostly,
we will denote the Witt equivalence class [q] of a quadratic form q also with q,
it will be clear from the context whether we mean isometry of quadratic forms or
equality as equivalence classes in the Witt ring.
An important class of quadratic forms are PVster forms.
DeVnition 3.1.3. Let a1, . . . , an ∈ K∗, the quadratic form
〈1, a1〉 ⊗ · · · ⊗ 〈1, an〉
is called an n-fold PVster form.
Theorem 3.1.4 ([Lam05, Chapter X, Theorem 1.7]). Let ϕ be a PVster form over
K. If ϕ is isotropic, then ϕ = 0 in the Witt ring W(K).
Nowwe look at a Veld K with a discrete valuation 3. We denote the valuation ring
with O, and let pi be a generator of the maximal idealM in O. Any 1-dimensional
quadratic form over K can be written as 〈u〉 or 〈piu〉, with u ∈ O×. Therefore, any
quadratic form q of dimension n over K can be written as q1 ⊥ 〈pi〉q2 with q1 =
〈u1, . . . , ur〉 and q2 = 〈ur+1, . . . , un〉 where ui ∈ O×. Denote the reduction of an
element a ∈ O moduloM with a. Then q1 = 〈u1, . . . , ur〉 and q2 = 〈ur+1, . . . , un〉
are called the Vrst and second residue forms of q. We then have the residue class
maps
δi : W(K)→ W(O/M) : q 7→ qi, i = 1, 2.
The Vrst residue form q1 does not depend on the choice of the uniformizer pi. The
choice of another uniformizer pi′ = upi, u ∈ O×, changes the second residue form
q2 up to multiplying with the unit u−1, but this does not aUect the (an)isotropy
of q2. Therefore, the residue maps δi are well-deVned group morphisms W(K)→
W(O/M).
In the following, we will often use the following theorem by Springer to prove
anisotropy of quadratic forms over a valued Veld.
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Theorem 3.1.5 ([Sch85, Chapter 6, Corollary 2.6]). Let K be a Veld with a discrete
henselian valuation with residue class Veld k and char(k) , 2. Then the following
assertions hold:
1. A quadratic form q is isotropic if and only if one of the two residue class
forms is isotropic.
2. There exists a group isomorphism (δ1, δ2) : W(K)→ W(k) ⊕W(k).
3. Let n ∈ N, n ≥ 2. If every n-dimensional quadratic form is isotropic over k,
then every (2n − 1)-dimensional quadratic form is isotropic over K.
In Chapter 1, we showed how every monic irreducible polynomial p(t) over K de-
termines a valuation on K(t) that is trivial on K. Instead of the notation with δ2
from before, we now denote the second residue class map with respect to this val-
uation with δp. We will use Milnor’s exact sequence to prove isotropy of certain
quadratic forms over K(t).
Theorem 3.1.6 (Milnor exact sequence, [Lam05, Chapter IX, Theorem 3.1]). Let
i be the functorial map W(K) → W(K(t)). Let δ = ⊕ δp where the direct sum
extends over all monic irreducible polynomials p(t) ∈ K[t]. Then the following
sequence of abelian groups is split exact
0→ W(K) i→ W(K(t)) δ→
⊕
p
W(K[t]/(p))→ 0.
Wewill also need the well-known Hasse-Minkowski principle for quadratic forms
over number Velds.
Theorem 3.1.7 (Hasse-Minkowski Principle, [Lam05, Chapter VI, Theorem 3.1]).
Let F be a number Veld, q a quadratic form over F. Then q is isotropic over F if
and only if for every prime p of F, q is isotropic over the completion Fp.
3.2 A quadratic reciprocity symbol
From now on, let K be a p-adic Veld, that is a Vnite extension of some Qp, where
p is an odd prime or p = 2. Fix a uniformizer pi of K. We work in a Vxed algebraic
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closure K¯ of K, and we normalize the valuation on K and all its Vnite extensions
such that 3(pi) = 1.
The structure of the Witt ring of p-adic Velds is well known, in particular we
know that I2(K)  Z/2Z and that I3(K) = 0 (see [Lam05, Chapter VI, Corollary
2.15]). In this section, we will deVne a kind of Legendre symbol for the function
Veld K(t). This symbol can be seen as the second residue map of a certain 3-fold
PVster form over K(t), and takes two values in µ2 = {−1, 1} according to the
isotropy of this quadratic form. Since the second residue map of a quadratic form
over K(t) is a quadratic form over some Vnite extension of K, we brieWy recall
some theory on the behavior of quadratic forms under Veld extensions.
Let L/K be a Veld extension. Let q be a quadratic form over K. We can consider
q also as a quadratic form over L, we denote this with qL. This induces a ring
morphism i : W(K)→ W(L). The following theorem by Springer is well known.
Theorem 3.2.1 ([Lam05, Chapter VII, Theorem 2.7]). Let L/K be a Vnite extension
of odd degree. If q is an anisotropic quadratic form over K, then qL is anisotropic
over L.
Now let L/K be a Vnite extension, and s : L→ K a nonzero K-linear map on the
K-vector space L. If q is a (regular) quadratic form over L, then s ◦q is a (regular)
quadratic form over K. The quadratic form s ◦ q is called the transfer of q, and
is also denoted by s∗(q). We have that s induces a morphism of additive groups
s∗ : W(L) → W(K). We recall some elementary properties of the transfer map.
For more information, we refer the reader to [Sch85, Chapter 2, Section 5].
Theorem 3.2.2 ([Sch85, Chapter II, Theorem 5.6]). Let L/K be a Vnite extension.
If s : L→ K is a nonzero K-linear map, then
s∗ ◦ i : W(K)→ W(L)→ W(K) : q 7→ q ⊗ s∗〈1〉.
Lemma 3.2.3 ([Sch85, Chapter II, Theorem 5.8]). Let L = K(α)/K be a Vnite
extension of degree n. Let s : L → K be deVned by s(1) = 1, s(α) = · · · =
s(αn−1) = 0. In W(K) we have that
s∗(〈1〉) =
〈1,−NL/K(α)〉 if n is even,〈1〉 if n is odd.
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Now we can deVne our quadratic reciprocity symbol.
DeVnition 3.2.4. Let q(t) be a monic irreducible polynomial over K of degree
n and let α ∈ K¯ be a root of q. Let s : K(α) → K be deVned by s(1) = 1,
s(α) = · · · = s(αn−1) = 0. For p(t) ∈ K[t], coprime to q(t), we deVne a Legendre
type symbol (
p
q
)
= s∗
(
δq (〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉)
)
= s∗ (〈1, pi〉〈1,−p(α)〉) ∈ I2(K)  µ2.
The second equality is justiVed because 〈−1〉ϕ = ϕ for ϕ ∈ I2(K(α)). We denote
this symbol multiplicatively with values in µ2 = {−1, 1}, despite the fact that
the operation corresponds to addition of quadratic forms in the Witt ring. This
symbol is well deVned for the class of p(t) ∈ (K[t]/q(t))∗.
From [Sch85, Chapter 6, Theorem 4.4] follows that s∗(〈1, pi〉〈1,−p(α)〉) is zero in
W(K) if and only if 〈1, pi〉〈1,−p(α)〉 is zero inW(K(α)), as stated in the following
Proposition. This means that
(
p
q
)
= 1 if and only if 〈1, pi〉〈1,−p(α)〉 is isotropic
over K(α). From this also follows that the value of our symbol does not depend
on the choice of the map s in the deVnition.
Proposition 3.2.5. Let K be a p-adic Veld and L a Vnite extension of K. Let
s : L → K be a nonzero K-linear map, s∗ : W(L) → W(K) the corresponding
transfer map. Then s∗ induces an isomorphism I2(L) →˜ I2(K).
Proof. Let ϕ be a 4-dimensional anisotropic PVster form over L, this means that
ϕ , 0 in I2(L). From [Sch85, Chapter 6, Theorem 4.4], it follows that s∗(ϕ) is
Witt-equivalent to the unique anisotropic 4-dimensional quadratic form over K,
so s∗(ϕ) , 0 in W(K) (Theorem 3.1.4). Since I2(L) and I2(K) have 2 elements, it
follows that s∗ : I2(L) →˜ I2(K) is an isomorphism. 
Since pi〈1, pi〉  〈1, pi〉, we have
(
p
q
)
=
(
pinp
q
)
for every n ∈ Z. Note that the symbol
clearly depends on the choice of uniformizer pi. To be consistent, we will work all
the time with one Vxed uniformizer.
Next, we prove multiplicativity of the symbol.
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Proposition 3.2.6. Let q(t) be a monic irreducible polynomial over K. Let p(t)
and r(t) be polynomials over K, coprime to q(t). Then(
pr
q
)
=
(
p
q
) (
r
q
)
. (3.1)
Proof. Let α be a root of q. The statement (3.1) is equivalent to
s∗(〈1, pi〉〈1,−p(α)r(α)〉) = s∗(〈1, pi〉〈1,−p(α)〉) ⊥ s∗(〈1, pi〉〈1,−r(α)〉)
or, because of Proposition 3.2.5,
〈1, pi〉〈1,−p(α)〉 ⊥ 〈1, pi〉〈1,−r(α)〉 ⊥ −〈1, pi〉〈1,−p(α)r(α)〉 = 0.
We can simplify this to
〈1, pi〉〈1, 1,−1,−p(α),−r(α), p(α)r(α)〉 = 0
〈1, pi〉〈1,−1〉 ⊥ 〈1, pi〉〈1,−p(α),−r(α), p(α)r(α)〉 = 0
〈1, pi〉〈1,−p(α)〉〈1,−r(α)〉 = 0.
Since 3-fold PVster forms are hyperbolic over K(α), the last equality is always
true. 
In the following Proposition we give the relation between the symbol
(
c
q
)
and
(
c
t
)
for c ∈ K∗. Remark that
(
c
t
)
= 1 if and only if 〈1, pi〉〈1,−c〉 is isotropic over K. So
from Springer’s Theorem 3.2.1 it is immediately clear that
(
c
q
)
=
(
c
t
)
if q has odd
degree.
Proposition 3.2.7. Let c ∈ K∗ and q ∈ K[t] be a monic irreducible polynomial.
Then (
c
q
)
=
(c
t
)deg q
.
Proof. Let α be a root of q. Let ϕ = 〈1, pi〉〈1,−c〉 considered in W(K(α)). Let
s : K(α)  K be deVned by s(1) = 1, s(α) = · · · = s(αdeg(q)−1) = 0. By Theorem
3.2.2 we have (
c
q
)
= s∗(ϕ) = 〈1, pi〉〈1,−c〉s∗(〈1〉K(α)).
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Since 3-fold PVster forms are hyperbolic over K, by Lemma 3.2.3 we have(
c
q
)
=
{ 〈1, pi〉〈1,−c〉 if deg q is odd
0 if deg q is even
in W(K). This proves the proposition. 
Next, we want to Vnd a quadratic reciprocity law, i.e. a relation between
(
p
q
)
and(
q
p
)
. For p a monic irreducible polynomial of degree n we deVne the K-linear map
sp : K[t]/(p)→ K
by sp(1) = sp(t) = . . . = sp(tn−2) = 0, sp(tn−1) = 1. This map gives us the transfer
homomorphism
(sp)∗ : W(K[t]/(p))→ W(K).
For the prime at inVnity, let (s∞)∗ = −id. Then
Theorem 3.2.8 ([Sch85, Chapter 6, Theorem 3.5]). Let K be a Veld of characteristic
, 2. Let δp : W(K(t)) → W(K[t]/(p)) be the second residue class map with
respect to the irreducible polynomial p or t−1 in case p = ∞ and let (sp)∗ be
the transfer homomorphism given above. For δ =
⊕
δp and s∗ =
∑
(sp)∗ the
following sequence is exact:
W(K(t))
δ→
⊕
p,∞
W(K[t]/(p))
s∗→ W(K)→ 0.
In particular, ∑
p,∞
(sp)∗δp(ϕ) = 0 (in W(K))
for every form ϕ ∈ K(t).
Using this theorem, we can prove a reciprocity law for our symbol. In view of
the deVnition of our symbol as the transfer of the second residue map of the
form 〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉, we expect the term δ∞(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉)
to appear in the reciprocity law.
Theorem 3.2.9. Let p(t) and q(t) be monic irreducible polynomials over K. Then(
p
q
)
=
(−1
t
)deg p deg q (q
p
)
. (3.2)
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Proof. Let β be a root of p and α a root of q. Consider the quadratic form
〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉. The second residue class map applied to this form is
trivial, except possibly at p, q and∞. In those cases we have that
δp(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉) = −〈1, pi〉〈1,−q(β)〉,
and
δq(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉) = −〈1, pi〉〈1,−p(α)〉.
We claim that
δ∞
(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉) = 〈1, pi〉〈−1, (−1)deg p deg q〉.
Indeed, we Vnd
δ∞
(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉) = 0 = 〈1, pi〉〈−1, 1〉 (deg p even, deg q even),
δ∞
(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉) = 〈1, pi〉〈−1, 1〉 (deg p odd, deg q even),
δ∞
(〈1, pi〉〈1,−p(t)〉〈1,−q(t)〉) = 〈1, pi〉〈−1,−1〉 (deg p odd, deg q odd).
From Theorem 3.2.8, it follows that
(sp)∗(〈1, pi〉〈1,−q(β)〉) + (sq)∗(〈1, pi〉〈1,−p(α)〉) − 〈1, pi〉〈−1, (−1)deg p deg q〉 = 0.
By deVnition and multiplicativity of the symbol, we have that
〈1, pi〉〈1,−(−1)deg p deg q〉 =
(−1
t
)deg p deg q
.
So it follows that (
p
q
)
=
(−1
t
)deg p deg q (q
p
)
.

3.3 Isotropy over p-adic rational function Velds
As before, K denotes a p-adic Veld with Vxed uniformizer pi. Let O denote the
valuation ring of K. In this section, we prove our main theorem regarding isotropy
of quadratic forms.
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Main Theorem 3.3.1. Let γ ∈ K∗. Let g ∈ K[t] with g(0) , 0. If all the vertices
of the Newton polygon of g have even degree, then there exists an s ∈ K[t] such
that both quadratic forms
〈1, pi〉〈1,−γ〉〈1,−s〉, (3.3)
〈1, pi〉〈1, tg〉〈1,−ts〉. (3.4)
are isotropic over K(t).
We will prove this theorem in two steps: we start with a given polynomial s that
satisVes certain conditions, and we prove isotropy of the two forms (3.3) and (3.4),
then we show that we can Vnd a polynomial s ∈ K[t] such that the previously
given conditions hold.
Proposition 3.3.2. Let f , g, h ∈ K[t]\{0}. The quadratic form ϕ = 〈1, f 〉〈1, g〉〈1, h〉
is isotropic over K(t) if for every monic irreducible polynomial p ∈ K[t], the sec-
ond residue form δp(ϕ) is isotropic.
Proof. Suppose all the second residue maps of ϕ are isotropic. Since δp(ϕ) is a
PVster form, it follows that δp(ϕ) = 0 inW(K[t]/(p)). By Theorem 3.1.6, we have
that ϕ is in the image i(W(K)) of the functorial map i : W(K)→ W(K(t)). There-
fore, ϕ is Witt equivalent to an anisotropic form ψ over K. Since the dimension of
ψ is at most 4, it follows that ϕ is isotropic. 
In the following Corollary, we apply this Proposition to 3-fold PVster forms of the
form ϕ = 〈1, pi〉〈1, a〉〈1, b〉, with a(t), b(t) ∈ K[t]. Remark that we can always
write ϕ = 〈1, pi〉〈1, f h〉〈1, gh〉, with h = gcd(a, b), a = f h and b = gh, such
that f , g and h are pairwise coprime. We translate the condition that the second
residue forms of ϕ are isotropic in terms of our quadratic reciprocity symbol, since
we will apply it this way in our proof of Theorem 3.3.5.
Corollary 3.3.3. Let f , g, h ∈ K[t] \ {0} be squarefree polynomials that are pair-
wise coprime. The quadratic form ϕ = 〈1, pi〉〈1, f h〉〈1, gh〉 is isotropic if and only
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if (−gh
p
)
= 1 for every irreducible factor p of f ,(− f h
q
)
= 1 for every irreducible factor q of g,(− f g
r
)
= 1 for every irreducible factor r of h.
Proof. From Proposition 3.3.2 follows that the quadratic form ϕ is isotropic if and
only if all its second residue forms at prime polynomials are zero. The second
residue map of the form is trivially zero, except at the irreducible factors of f , g
and h. Let p be an irreducible factor of f , let f ′ = f /p. Then
δp(〈1, pi〉〈1, f h〉〈1, gh〉) = 〈( f ′h)(α)〉〈1, pi〉〈1, g(α)h(α)〉
with α a root of p. By Proposition 3.2.5, this quadratic form is isotropic if and
only if (−gh
p
)
= 1.
Let q be an irreducible factor of g. Then we Vnd analogously that the second
residue form δq(〈1, pi〉〈1, f h〉〈1, gh〉) is isotropic if and only if
(− f h
q
)
= 1.
Next, let r be an irreducible factor of h and h′ = h/r. Then
δp(〈1, pi〉〈1, f h〉〈1, gh〉) = 〈h′(ζ)〉〈1, pi〉〈 f (ζ), g(ζ)〉
with ζ a root of r. By Proposition 3.2.5, this quadratic form is isotropic if and only
if (− f g
r
)
= 1.

Theorem 3.3.4. Let γ ∈ K∗. Let s ∈ K[t] with s(0) , 0 and suppose that all
irreducible factors of s have even degree. Then
〈1, pi〉〈1,−γ〉〈1,−s〉
is isotropic over K(t).
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Proof. Since each p has even degree, Proposition 3.2.7 implies that
(
γ
p
)
= 1 for
each irreducible factor p of s. By Corollary 3.3.3 follows that 〈1, pi〉〈1,−γ〉〈1,−s〉
is isotropic over K(t). 
In the following theorem, we give suXcient conditions on the factorization of
s ∈ K[t], such that the quadratic form 〈1, pi〉〈1, tg〉〈1,−ts〉, with a given g ∈ K[t],
is isotropic over K(t). Remark that the Newton polygon of s will have the same
number of edges and the same slopes as the Newton polygon of g.
Theorem 3.3.5. Let γ ∈ K∗. Let g, s ∈ K[t] with g(0) , 0 and s(0) , 0. Suppose
that g and s have even degree and that g and s are squarefree. Let g = ε
∏n
i=1 gi
be the factorization according to the slopes of g, let mi be the slope of the Newton
polygon of gi, and gi =
∏ri
j=1 gi j, with the gi j monic and irreducible. Let s =
ε
∏n
i=1 si. For each i, we let si =
∏ei
j=1 si j, and suppose that the si j satisfy the
following properties:
(i) si j is monic irreducible with slope mi.
(ii) si j has even degree.
(iii) si j is coprime to tg.
(iv) For all i, κ, λ with i , κ, the following equality holds:(
si
gκλ
)
=
(
gi
gκλ
)
. (3.5)
(v) For all i, j, we have that: (
si
gi j
)
=
(
tg/gi
gi j
)
. (3.6)
(vi) For all i, j, we have that: ( si j
t
)
=
∏
κ,λ
(
si j
gκλ
)
. (3.7)
Then the quadratic form
〈1, pi〉〈1, tg〉〈1,−ts〉
is isotropic over K(t).
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Proof. From Corollary 3.3.3 follows that 〈1, pi〉〈1, tg〉〈1,−ts〉 is isotropic over K(t)
if and only if the following three conditions hold:
( sg
t
)
= 1, (3.8)(
ts
gi j
)
= 1 for all i, j, (3.9)(−tg
si j
)
= 1 for all i, j. (3.10)
We start with checking condition (3.9). Using multiplicativity and property (3.5),
we Vnd (
ts
gi j
)
=
(
εt
gi j
)∏
µ
(
sµ
gi j
)
=
(
εt
gi j
) (
si
gi j
)∏
µ,i
(
gµ
gi j
)
=
(
si
gi j
) (
tg/gi
gi j
)
= 1,
because of assumption (3.6).
Using the reciprocity law of our symbol in Theorem 3.2, condition (3.10) becomes
(−tg
si j
)
=
(
t
si j
) (−ε
si j
)∏
κ,λ
(
gκλ
si j
)
=
(−1
t
)deg si j ( si j
t
) (−ε
si j
)∏
κ,λ
(−1
t
)deg si j deg gκλ ( si j
gκλ
)
.
Since the degree of each si j is even, we have
(−tg
si j
)
=
( si j
t
)∏
κ,λ
(
si j
gκλ
)
= 1,
because of assumption (3.7).
Now that conditions (3.9) and (3.10) are fulVlled, (3.8) follows automatically (be-
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cause the leading coeXcient of s and g is equal):( sg
t
)
=
(
ε
t
)∏
i, j
( si j
t
) (
ε
t
)∏
i, j
(gi j
t
)
=
∏
i, j
(−1
t
)deg si j ( t
si j
)∏
i, j
(−1
t
)deg gi j ( t
gi j
)
=
(−1
t
)deg s (−1
t
)deg g ∏
i, j
(−g
si j
)∏
i, j
(
s
gi j
)
=
∏
i, j
(−εsi j
)∏
µ,ν
(
gµν
si j
)∏
i, j
( εgi j
)∏
κ,λ
(
sκλ
gi j
)
=
∏
i, j
(−εt
)deg si j ∏
µ,ν
(−1
t
)deg gµν deg si j ( si j
gµν
)∏
i, j
(εt
)deg gi j ∏
κ,λ
(
sκλ
gi j
) = 1
since the degree of s and of g is even. 
Now we still need to Vnd the polynomial s with the properties given in Theorem
3.3.5. To do this, we will start from a polynomial in the reduction k[t], where k is
the residue Veld of K, which we will Vnd using the following density theorem.
Theorem 3.3.6 ([BMS67, Theorem A.10 with S0 = ∅]). Let F be a global Veld, S∞
a Vnite non-empty set of primes of F, containing all archimedean primes when
F is a number Veld. Let
A = {x ∈ F : 3p(x) ≥ 0 for all p < S∞}.
Suppose we are given a, b ∈ A such that aA + bA = A and for each p ∈ S∞ an
open subgroup Vp ⊂ F∗p and an xp ∈ F∗p. Suppose also that Vp has Vnite index in
F∗p for at least one p ∈ S∞.
Then there exist inVnitely many primes p0 < S∞ such that there is a c ∈ A
satisfying
c ≡ a mod b
c ∈ xpVp for all p ∈ S∞
cA = p0.
Remark that the Dirichlet density theorem on primes in arithmetic progressions
follows from this Theorem by taking F = Q, S∞ = {q} with q = | · | the usual
absolute value, A = Z, Vq = {r ∈ R | r > 0} and xq = 1.
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In the proof of our Main Theorem, we will also use the following Lemma.
Lemma 3.3.7. Let R be a commutative ring and x, y ∈ R such that (x, y) = (1).
Let ρ ∈ R∗ and N ∈ N. Then (x + ρyN , xyN) = (1).
Proof. Cubing the relation (x, y) = (1), we get (x3, x2y, xy2, y3) = (1). Clearly,
(x3, x2y, xy2, y3) ⊆ (x2, y2); therefore, (x2, y2) = (1). We can continue this process
by induction to get (x2
n
, y2
n
) = (1) for all n, so also (x2, y2N) = (1). Let I :=
(x + ρyN , xyN). One can easily check that x2 = x(x + ρyN) − ρxyN ∈ I and
y2N = ρ−1yN(x + ρyN) − ρ−1xyN ∈ I. It follows that (1) = (x2, y2N) ⊆ I, hence
I = (1). 
We now give the proof of our Main Theorem 3.3.1.
Proof of Main Theorem. Without loss of generality, we may assume that g is a
squarefree polynomial (we can divide out squared factors, this does not change
the fact that all the vertices of the Newton polygon of g have even degree and this
also does not change the isotropy of (3.4)). Because of the factor 〈1, pi〉 appearing
in (3.4), multiplying g with some power of pi does not change the isotropy of that
quadratic form. Therefore, we may assume that the leading coeXcient ε of g has
valuation zero.
Let g = ε
∏n
i=1 gi be the factorization according to the slopes of g. Write gi =∏ri
j=1 gi j, where the gi j are monic and irreducible. Let ni denote the degree of gi,
let mi = −3(gi(0))/ni denote the slope of gi and di the denominator of mi ∈ Q.
Then the degree of every gi j must be a multiple of di.
Let N be an odd integer which is a multiple of all odd di and large enough such
that
N > 3(4)/min
i, j
|mi − m j|.
From Theorem 3.3.4 and Theorem 3.3.5 follows that we have to Vnd s ∈ K[t],
such that for the factorization of s according to the slopes we have that s =
ε
∏n
i=1
∏
j si j with si :=
∏ei
j=1 si j, such that the si j satisfy properties (i)–(vi).
Now we will construct the si j with the desired properties. For this, we will have to
distinguish two cases, according to the parity of di, the denominator of the slope
mi. We then deVne s := ε
∏n
i=1
∏
j si j.
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Case 1: di is odd.
In this case, we let ei = 1, so we will construct one irreducible factor si = si1
with slope mi. We want to construct si using the ring Rmi (see Section 1.3). For
the sake of convenience, we let R := Rmi and P := Pmi . It is not hard to see that
the usual Euclidean division for polynomials works in R, provided we divide by a
polynomial whose leading term is not in P.
Let u = pimiditdi and k = O/(pi). Recall that R/P = k[u]. For a polynomial
f (u) ∈ k[u], we deVne deg† f := di deg f . This is chosen such that deg† f = deg f
for all f ∈ R with leading term not in P.
DeVne hi := piminigi. Since gi is monic of degree ni and slope mi, it follows that
hi ∈ R. By Lemma 1.3.2, we see that there exist A, B ∈ Z with B even such that
piAtBg/gi = εpiAtB
∏
µ,i gµ ∈ R \ P. The reduction modulo P of piAtBg/gi is of the
form ρuG with ρ ∈ k∗ and G ≥ 0.
Since the conditions (3.6) and (3.7) do not change if we multiply si with a multiple
of pi, in reality we will construct c := pimi deg si si ∈ R. We deVne
a := hi + pimiN+AtN+Bg/gi ∈ R
b := hiuN/di+G = pimi(N+diG)tN+diGhi ∈ R.
We will construct c of the form c = a + qb for some q ∈ R. Using the fact that(
t
gi j
)
=
(
tN+B
gi j
)
and gi j | hi, it is clear that si := pi−mi deg cc = pi−mi deg c(a+ qb) satisVes
(3.6) and ( si
t
)
=
(gi
t
)
. (3.11)
At the same time, we will make sure that c is also of the form r+pimietehi for some
e ∈ 2diZ and r ∈ R with deg r ≤ deg hi + e − N. We claim that for such c, the
following holds: (
c
gκλ
)
=
(
hi
gκλ
)
for all κ, λ with i , κ. (3.12)
Indeed, let α be a root of gκλ. If mi < mκ = −3(α), then by Proposition 1.2.6,
the square class of c(α) in K(α) is the same as pimiehi(α). This implies (3.12).
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If mi > mκ, then the square class of c(α) in K(α) is the same as a(α). Since
(g/gi)(α) = 0, this also implies (3.12). Using
(
si
gκλ
)
=
(
c
gκλ
)
and hi = piminigi, it is
clear that (3.12) implies (3.5).
Using (3.5) and (3.6), we can rewrite the right hand side of condition (3.7) as∏
κ,λ
(
si
gκλ
)
=
∏
κ,i,λ
(
si
gκλ
)∏
j
(
si
gi j
)
=
∏
κ,i,λ, j
(
gi j
gκλ
)∏
j
(
tg/gi
gi j
)
=
∏
κ,i,λ, j
(−1
t
)deg gκλ deg gi j (gκλ
gi j
)∏
j
(
tg/gi
gi j
)
=
∏
κ,i
(−1
t
)deg gκ deg gi ∏
j
(
ε−1g/gi
gi j
)∏
j
(
tg/gi
gi j
)
=
∏
j
(
ε−1t
gi j
)
=
∏
j
(
ε−1
t
)deg gi j (−1
t
)deg gi j (gi j
t
)
=
(gi
t
)
.
Because of (3.11), condition (3.7) will also be satisVed now that we construct si in
the required form.
The ideal P + (u) in R contains all piαtβ ∈ R, except for pi0t0. The constant term of
hi has valuation zero, therefore (hi) + P + (u) = (1). Note that a = hi + ρu
N/di+G
and b = hiu
N/di+G. Since (hi, u) = (1) in R/P, Lemma 3.3.7 implies (a, b) = (1).
Let N′ := N/di. We apply Theorem 3.3.6 to k = R/(P+ (u)), F = k(u), S∞ = {p∞},
then A = k[u]. Take
V∞ = {ue′ + ce′−N′ue′−N′ + ce′−N′−1ue′−N′−1 + · · · + c0 + c−1u−1 + · · · | e′ ∈ 2Z}
⊆ k((u−1)) = k∞
and x∞ = hi. Because of Theorem 3.3.6, there exist inVnitely many q1 ∈ k[u] such
that c := a + q1b ∈ k[u] is irreducible and in hiV∞. There are inVnitely many, so
we may assume that deg† c ≥ N + deg b.
Since c ∈ hiV∞, we can write c = hi(ue′ + r0), with r0 ∈ k((u−1)) such that
deg r0 ≤ e′−N′. Let r1 = hir0 = c−hiue′ ∈ k[u], then deg† r1 ≤ ni +e−N. Choose
a lift r1 ∈ R of r1 such that deg r1 = deg† r1. Now let c˜ = r1 + pimietehi ∈ R, then c˜
is a lift of c.
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Let q1 ∈ R be a lift of q1. Lifting the equality c = a+q1b to R yields an error term
which is in P, so there exists an f ∈ P such that
c˜ + f = a + q1b. (3.13)
Since the leading term of b is not in P, we can do Euclidean division of f by b:
let f = q2b + r2 with deg r2 < deg b. Plugging this into (3.13) gives c˜ + r2 =
a + (q1 − q2)b.
Reducing the equality f = q2b + r2 modulo P gives 0 = q2b + r2. The leading
term of b does not vanish modulo P, so deg† r2 ≤ deg r2 < deg b = deg† b. Since
r2 is a multiple of b, it follows that r2 = 0.
DeVne c := c˜ + r2, q := q1 − q2 and r := r1 + r2. Then
c = a + qb = r + pimietehi,
which is of the required form. It remains to check that c is irreducible. Suppose c
is reducible in K[t], so c = c1c2 with c1, c2 ∈ K[t]. Without loss of generality we
can assume that c1(0) = 1. Since c2(0) = c(0) = hi(0) is a unit and c1 and c2 have
slope mi, it follows that c1, c2 ∈ R. Therefore, we can reduce modulo P to Vnd
c = c1 c2. Now the irreducibility of c together with deg† c = deg c implies that c
is irreducible.
Case 2: di is even.
In this case, every gi j has even degree. The previous method will not work because
every odd degree monomial in Rmi becomes zero in Rmi/Pmi . Instead we will
construct for each monic irreducible factor gi j of gi an irreducible si j. We let
si j := gi j + pi j
with pi j ∈ Rmi , such that pi j ≡ piAtg/gi j (mod gi j) with deg pi j < deg gi j for an
A ∈ N. By [Ser80, Chapter II, Section 2, Exercise 2], si j will be irreducible if the
valuation of the coeXcients of pi j is suXciently large (depending on gi j). This can
be done by choosing A large enough.
Next, we want to check that(
gi j + pi j
gµν
)
=
(
gi j
gµν
)
for all (µ, ν) , (i, j). (3.14)
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Since gi j(α) , 0 for each root α of gµν with (µ, ν) , (i, j) and for α = 0, we can
make sure that 3(pi j(α)) > 3(gi j(α))+3(4) for each root α of gµν with (µ, ν) , (i, j)
and for α = 0 by taking the coeXcients of pi j to have large enough valuation. Let
f (x) = x2 − (1 + gi j(α)−1pi j(α)), then
3( f (1)) = 3(pi j(α)) − 3(gi j(α)) > 3(4) = 23( f ′(1)).
From Hensel’s Lemma 1.1.2 follows that 1 + gi j(α)−1pi j(α) is a square, so gi j(α)
and (gi j + pi j)(α) are in the same square class. Therefore (3.14) is satisVed, which
clearly implies (3.5), and we also have that( si j
t
)
=
(gi j
t
)
. (3.15)
Using (3.14), we rewrite condition (3.6):∏
ν
(
siν
gi j
)
=
(
tg/gi
gi j
)
(
si j
gi j
)∏
ν, j
(
giν
gi j
)
=
(
tg/gi
gi j
)
(
pi j
gi j
)
=
(
tg/gi j
gi j
)
This condition is satisVed since we chose pi j such that pi j ≡ piAtg/gi j (mod gi j).
Using the fact that gi j has even degree, the right hand side of (3.7) becomes∏
κ,λ
(
si j
gκλ
)
=
(
si j
gi j
) ∏
(κ,λ),(i, j)
(
gi j
gκλ
)
=
(
pi j
gi j
) ∏
(κ,λ),(i, j)
(
gκλ
gi j
)
=
(
tg/gi j
gi j
) (
ε−1g/gi j
gi j
)
=
(
ε−1
gi j
) (
t
gi j
)
=
(gi j
t
)
.
and because of (3.15), this implies that condition (3.7) is satisVed. 
Our Main Theorem easily implies the following corollary. If the residue charac-
teristic of K is odd, the corollary corresponds to [KR95, Theorem 17].
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Corollary 3.3.8. Let K be a p-adic Veld with uniformizer pi and let γ ∈ K∗. Let
g ∈ K[t] with g(0) , 0. If all the vertices of the Newton polygon of g have even
degree, then the quadratic form
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉
is isotropic over K(t).
Proof. It follows from Theorem 3.3.1 that there exists an s ∈ K[t] such that the
quadratic forms (3.3) and (3.4) are isotropic. By Theorem 3.1.4, these forms are
zero in the Witt ring.
Therefore, in W(K(t)) we also have
0 = 〈1, pi〉〈1,−γ〉〈1,−s〉 ⊥ 〈−t〉〈1, pi〉〈1, tg〉〈1,−ts〉
0 = 〈1, pi〉〈1,−γ,−s, γs,−t,−g, s,−tgs〉
0 = (〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉) ⊥ (〈s〉〈1, pi〉〈−1, γ, 1,−tg〉 ⊥ 〈−pig〉) .
This implies
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉 = −〈s〉〈1, pi〉〈γ,−tg〉 ⊥ 〈pig〉 in W(K(t)).
Since the right hand side has dimension 5 and the left hand side dimension 7, it
follows that the left hand side is isotropic. 
3.4 Rotations
In Corollary 3.3.8, we proved isotropy over K(t) (with K a p-adic Veld) of the form
q = 〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉
under the condition that all the vertices of the Newton polygon of g have even
degree, but we need to know more about the isotropic vectors of q. In this section,
we prove in Theorem 3.4.5 that we can Vnd an isotropic vector of q that satisVes
certain properties independent of pi. To do this, we transform an isotropic vector
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of q in K[t], using certain isometries of q, namely rotations. This was also done
by Kim and Roush in [KR95], but in their article it is not always clear which
rotation they perform and that the properties the isotropic vector already satisVes,
are preserved under rotation, all of which is now explicitly done in our proof.
One of the other diUerences is that we work with the 7-dimensional quadratic
form q = 〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉, instead of their 8-dimensional quadratic form
q′ = 〈1, pi〉〈1,−γ,−t,−g〉.
Let 〈c1, . . . , cn〉 be a quadratic form of dimension n over K(t) (K a Veld of char-
acteristic 0). Without loss of generality, we can assume that ci ∈ K[t] for all
i = 1, . . . , n. In the following, we consider isometries of 〈c1, . . . , cn〉 with deter-
minant 1, on a 2-dimensional subspace (also called rotations). For the subspace
〈ci, c j〉, one can prove that the matrix of such a rotation is of the form

1 − cic ja2
1 + cic ja2
2ac j
1 + cic ja2
−2aci
1 + cic ja2
1 − cic ja2
1 + cic ja2

,
with a ∈ K(t). We then have that such a rotation, followed by a rescaling with
(1 + cic ja2), transforms a vector (x1, . . . , xn) into the vector (y1, . . . , yn) with
yi = (1 − cic ja2)xi + 2ac jx j (3.16)
y j = −2acixi + (1 − cic ja2)x j (3.17)
yk = (1 + cic ja2)xk for all k , i, j. (3.18)
In the following, we will call this rotation on a 2-dimensional subspace, followed
by a rescaling, simply the rotation ρi, j, where a is interpreted as a polynomial
variable.
Remark 3.4.1. Let R be a UFD, f , g ∈ R[a] nonzero polynomials. We denote
the resultant of f and g with Resa( f , g) and the discriminant of f with ∆a( f ).
If deg f = n and fn is the leading coeXcient of f , we have that Resa( f , f ′) =
(−1)n(n−1)/2 fn∆a( f ) (with f ′ the formal derivative of f ).
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Let R be a UFD. Although the gcd of elements a, b ∈ R \ {0} is only determined
up to a unit, we will denote any gcd of a and b with gcd(a, b). With the notation
“gcd(a, b) = gcd(a′, b′)”, we mean that gcd(a, b) and gcd(a′, b′) are associated.
Remark 3.4.2. Let R be a UFD, f ∈ R[a] a nonzero polynomial. We denote the
content of f , that is, the gcd of the coeXcients of f , with conta( f ) ∈ R.
Lemma 3.4.3. Let R be a UFD with charR = 0, q = 〈c1, . . . , cn〉 a quadratic form
over the fraction Veld of R with c1, . . . , cn ∈ R \ {0}. Let x1, . . . , xn ∈ R.
1. Suppose xi , 0 or x j , 0. After the rotation ρi, j, yi , 0 and y j , 0 in R[a].
2. Let k, l ∈ {1, . . . , n}, k , l. Let p ∈ R be an irreducible element, suppose
that p - xi. After the rotation ρk,l, p - yi ∈ R[a].
3. Let i, j ∈ {1, . . . , n}, i , j be such that cix2i + c jx2j , 0. After the rotation
ρi, j,
gcdR[a](y1, . . . , yn) = gcdR(x1, . . . , xn).
Proof.
1. From the equations (3.16) and (3.17) follows that if xi and x j are not both
zero, then yi , 0 and y j , 0 in R[a].
2. Suppose p - xi and perform the rotation ρk,l. From the equations (3.16),
(3.17) and (3.18), we see that the coeXcient of the constant term of yi ∈ R[a]
is xi, hence p - yi.
3. With the equations (3.16) and (3.17), one can compute
Resa(yi, y j) = −4cic j(cix2i + c jx2j)2.
Since this is nonzero by assumption, gcdR[a](yi, y j) ∈ R \ {0}. Let d :=
gcdR[a](yi, y j). We have that d divides the content of yi and y j (as polynomi-
als in a), so d | gcdR(xi, x j). On the other hand, from equations (3.16) and
(3.17) follows that gcdR(xi, x j) divides yi and y j, so
gcdR(xi, x j) = gcdR[a](yi, y j). (3.19)
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From equation (3.18) follows that
gcdR[a]({yk | k , i, j}) = gcdR({(1 + cic ja2)xk | k , i, j})
= (1 + cic ja2) gcdR({xk | k , i, j}). (3.20)
Since xi , 0 or x j , 0, we have that gcdR(xi, x j) ∈ R \ {0}. Furthermore, we
have that (1+ cic ja2) - gcdR(xi, x j), so it follows from (3.19) and (3.20) that
gcdR[a](y1, . . . , yn) = gcdR(x1, . . . , xn).

Lemma 3.4.4. Let R be a UFD with charR = 0, s ∈ R[a] a nonzero polynomial.
Suppose that ∆a(s) , 0. Then for all r ∈ R[a] such that r2 | s, we have that
r2 | conta(s).
Proof. Let r ∈ R[a] such that r2 | s, then r | gcd(s, s′). Since ∆a(s) , 0, we
have that Resa(s, s′) , 0, hence gcd(s, s′) ∈ R \ {0}. Therefore, r ∈ R \ {0} so
r2 | conta(s). 
In the following Theorem, we carry out the rotations on isotropic vectors of the
quadratic form 〈1, pi〉〈1,−γ,−t〉⊥〈−g〉 to get an isotropic vector with certain prop-
erties. This corresponds to [KR95, Proposition 19] when the residue characteristic
is odd.
Theorem 3.4.5. Let K be a p-adic Veld with uniformizer pi and let γ ∈ K∗ such
that the form 〈1, pi〉〈1,−γ〉 is anisotropic over K. Let g ∈ K[t] be a squarefree
nonconstant polynomial with g(0) , 0 and all the vertices of the Newton polygon
of g have even degree. Let (x1, . . . , x7), xi ∈ K[t], be an isotropic vector of q =
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉 and s := x21 + pix22 − γx23 − piγx24. Then for every M ∈ N
such that 2M ≥ deg s + 20, q has an isotropic vector (y1, . . . , y7) with yi ∈ K[t]
such that the following hold:
1. S := y21 + piy
2
2 − γy23 − piγy24 is squarefree,
2. deg S = 2M.
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Proof. We divide out all common factors occurring in the vector (x1, . . . , x7), so
that gcdK[t](x1, . . . , x7) = 1. We will perform r rotations on this isotropic vec-
tor with parameter ai, and get a resulting isotropic vector with components in
K[t, a1, . . . , ar]. After the `-th rotation, we will denote the resulting isotropic
vector with ((x`)1, . . . , (x`)7) and s` = (x`)21 + pi(x`)
2
2 − γ(x`)23 − piγ(x`)24 with-
out explicitly writing the extra variable ai, to keep notations from becoming too
heavy. We also use the notation Ri := K[a1, . . . , ai] for i = 1, . . . , r. For practi-
cal reasons, we will sometimes write q = 〈c1, . . . , c7〉, with c1 = 1, c2 = pi, c3 =
−γ, c4 = −γpi, c5 = −t, c6 = −pit and c7 = −g.
Since 〈1, pi〉〈1,−γ〉 is anisotropic over K, we have that 〈1, pi〉〈1,−γ〉 is anisotropic
over K(t). Suppose that xi = 0 for all i ∈ {1, 2, 3, 4}. Since for at least one k ∈
{1, . . . , 7} we have that xk , 0, (x5, x6, x7) is an isotropic vector of the quadratic
form 〈t, pit, g〉. However, by taking residue maps at t, from Theorem 3.1.5 follows
that 〈t, pit, g〉 is anisotropic over K(t). So for at least one j ∈ {1, 2, 3, 4}, we
have that x j , 0. Furthermore deg s = max(deg(x21), . . . , deg(x
2
4)), again since〈1, pi〉〈1,−γ〉 is anisotropic over K.
In the following, we Vx j0 ∈ {1, 2, 3, 4} such that x j0 , 0. By taking residue
maps at t, from Theorem 3.1.5 follows that the quadratic form 〈1, pi〉〈1,−γ,−t〉 is
anisotropic over K(t). So x7 , 0, and c j0 x
2
j0 + ckx
2
k , 0 for every k ∈ {1, . . . , 6},
k , j0.
From Lemma 3.4.3.1 follows that with the 5 rotations ρ j0,k, with k , j0, k , 7,
we can make an isotropic vector ((x5)1, . . . , (x5)7), such that (x5)i , 0 for every
i ∈ {1, . . . , 7}. Since c j0(x`)2j0 + ck(x`)2k , 0 for every k ∈ {1, . . . , 6}, k , j0
and every ` ∈ {0, . . . , 4}, we have from Lemma 3.4.3.3 that after these rotations,
gcdR5[t]((x5)1, . . . , (x5)7) = 1 (R5 := K[a1, . . . , a5]). Looking at the equations
(3.16), (3.17), (3.18), we see that degt s5 = degt s+ 4, since the degree only goes up
with the rotations ρ j0,5 and ρ j0,6. Furthermore, after each of the rotations that will
follow in the rest of the proof, from Lemma 3.4.3.1 follows that we will still have
(x`)i , 0 for all i = 1, . . . , 7, ` = 5, . . . , r.
The next step is to make sr squarefree. To do this, we will perform the 8 rotations
ρi, j with i ∈ {1, 2, 3, 4} and j ∈ {5, 6}. Let ` ∈ {5, . . . , 12}. After the (` + 1)-th
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rotation we have that
s`+1 =
(
s` − ci(x`)2i
)
(1 + cic ja2`+1)
2 + ci
(
(x`)i(1 − cic ja2`+1) + 2a`+1c j(x`) j
)2
(3.21)
= c2i c
2
j s`a
4
`+1 − 4c2i c2j(x`)i(x`) ja3`+1 + cic j
(
−4ci(x`)2i + 4c j(x`)2j + 2s`
)
a2`+1
+ 4cic j(x`)i(x`) ja`+1 + s`. (3.22)
Next we show that ∆a`+1(s`+1) , 0. One can check that
∆a`+1(s`+1) = 4096c
6
i c
6
j(s` − ci(x`)2i )2(s` + c j(x`)2j)2(ci(x`)2i + c j(x`)2j)2.
It is clear that ci , 0 and c j , 0. Furthermore, since all variables are diUerent
from zero and the quadratic forms 〈1, pi〉〈1,−γ〉 and 〈t, pit, g〉 are anisotropic over
K(t), we have that s` − ci(x`)2i , 0 and s` + c j(x`)2j , 0. By consideration of the
degrees in t, we also have that ci(x`)2i + c j(x`)
2
j , 0.
Suppose that s13 is not squarefree. Let p ∈ R13[t] be an irreducible element such
that p2 | s13. Since ∆a13(s13) , 0, from Lemma 3.4.4 follows that p2 | conta13(s13).
Since conta`+1(s`+1) | s`, it follows that p2 | s12. Continuing this way, we have
that p2 | conta`+1(s`+1) for all ` ∈ {5, . . . , 12}, so p2 | s` for all ` ∈ {5, . . . , 13}.
We have that p , t, since 〈1, pi〉〈1,−γ〉 is anisotropic over K.
Since gcdR5[t]((x5)1, . . . , (x5)7) = 1, it is clear that there exists a k ∈ {1, . . . , 7} such
that p - (x5)k. Suppose that p - (x5)7 and p | (x5)1, . . . , (x5)6. From ∑7i=1 ci(x5)2i =
0 follows that p2 | c7(x5)27, and since c7 = g is squarefree, we have that p | (x5)7, a
contradiction. So there exists i ∈ {1, 2, 3, 4} and j ∈ {5, 6} (depending on p) such
that p - (x5)i or p - (x5) j. From Lemma 3.4.3.2 follows that
p - (x`)i or p - (x`) j, (3.23)
for every ` ∈ {5, . . . , 13}. Since ci ∈ K and c j | t, we also know that
p - ci and p - c j. (3.24)
We have that ρi, j is the (` + 1)-th rotation for some ` ∈ {5, . . . , 12}. Since p2 |
conta`+1(s`+1), by considering the coeXcients of a
0
`+1, a
1
`+1 and a
2
`+1 in (3.22) follows
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that
p2 | s`,
p2 | (x`)i(x`) j,
p2 | −ci(x`)2i + c j(x`)2j . (3.25)
Since p2 | (x`)i(x`) j, we can assume without loss of generality that p | (x`)i. By
(3.25) follows that also p | (x`) j. This is a contradiction with (3.23), so s13 is
squarefree.
We have executed all 8 rotations ρi, j with i ∈ {1, 2, 3, 4} and j ∈ {5, 6}. From
the equations (3.16), (3.17), (3.18) follows that the degree of s` in t increases after
every rotation with 2 deg c j. So after these 8 rotations, we have that deg s13 =
deg s5 + 16 = deg s + 20.
Now, take M ∈ N such that 2M ≥ degt s13, we have to Vnd an isotropic vector
such that degt sr = 2M. We will now show that we can increase the degree of
s13 in t with 2N = 2M − degt s13. Perform N rotations ρ1,5, from equation (3.22)
follows that every rotation increases the degree of s13 in t with 2. By the same
reasoning as before, we Vnd an isotropic vector ((x13+N)1, . . . , (x13+N)7) such that
gcdR13+N [t]((x13+N)1, . . . , (x13+N)7) = 1 and s13+N ∈ R13+N[t] is squarefree.
Let r = 13 + N. After the r rotations that we executed above, we have an
isotropic vector with components (xr)i ∈ K[t, a1, . . . , ar] \ {0} such that sr ∈
K[t, a1, . . . , ar] is squarefree and degt sr = 2M. Hence ∆t(sr) , 0 in K[a1, . . . , ar].
So there exist a¯1, . . . , a¯r ∈ K such that (xr)i(t, a¯1, . . . , a¯r) , 0 for all i ∈ {1, . . . , 7},
deg sr(t, a¯1, . . . , a¯r) = 2M and ∆t(sr(t, a¯1, . . . , a¯r)) , 0. So we have that the
vector ((xr)1(t, a¯1, . . . , a¯r), . . . , (xr)7(t, a¯1, . . . , a¯r)) is an isotropic vector of q over
K[t], such that deg sr = 2M and sr(t, a¯1, . . . , a¯r) is squarefree. 
3.5 Isotropy over rational function Velds over alge-
braic subVelds of p-adic Velds
Let K be a p-adic Veld with uniformizer pi and γ ∈ K∗. Let g ∈ K[t]with g(0) , 0.
From Corollary 3.3.8 we know that if all the vertices of the Newton polygon of g
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have even degree, then the quadratic form
q = 〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉
is isotropic over K(t).
Our goal is to prove the analogous result for K a subVeld of a p-adic Veld that
is algebraic over Q. The reason why we restrict ourselves to subVelds of a p-
adic Veld, is that we want to Vnd pi, γ ∈ K∗ such that 〈1, pi〉〈1,−γ〉 is anisotropic
over K. In Lemma 3.5.5 we prove that we can Vnd such pi and γ, with also some
extra conditions. Then we want to Vnd an isotropic vector of q over K[t] by
approximating an isotropic vector over Kp[t], where Kp is a completion of K at
a valuation 3p such that 3p(pi) odd. To be able to approximate simultaneously
isotropic vectors over diUerent completions, we use the isotropic vector over Kp[t]
that we found in Theorem 3.4.5. These local isotropic vectors are then used to
construct a global isotropic vector in Theorem 3.5.6.
DeVnition 3.5.1. Let K be a Veld, K¯ a Vxed algebraic closure of K. A polynomial
f ∈ K[t] is called separable if all its roots in K¯ are distinct.
Lemma 3.5.2 (Krasner’s Lemma). Let K be Veld, complete with respect to a valu-
ation 3. Let α ∈ K¯, separable over K, and let α1 := α, α2, . . . , αn be the conjugates
of α over K. Denote the unique extension of 3 to K¯ also with 3. Suppose that for
β ∈ K¯ the following holds:
3(β − α) > 3(α − αi) for all i ≥ 2.
Then K(α) ⊆ K(β).
Proof. See [NSW00, Chapter VIII, Lemma 8.1.6]. 
Proposition 3.5.3. Let K be Veld, complete with respect to a valuation 3. Let
f = a0 + a1t + · · · + adtd ∈ K[t] be a separable polynomial. Then there exists an
integer M f such that for all g = b0 + b1t + · · · + bdtd ∈ K[t] with
3( f − g) := min
j
(3(a j − b j)) > M f ,
holds that g is also separable and that there exists a bijection αi 7→ β j(i) between
the roots αi of f in K¯ and the roots β j of g in K¯ such that K(αi) = K(β j(i)).
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Proof. This follows from the proof for [NSW00, Chapter XII, Lemma 12.1.1].
Let α ∈ K¯ be a root of f . If g is close to f , then 3(g(α)) = 3(( f − g)(α)) ≥
min{3(ad − bd) + d3(α), . . . , 3(a0 − b0)} is large. Writing g = bd ∏dj=1(t − β j), then
3(g(α)) = 3(bd) +
∑
j 3(α − β j), and we have that 3(α − β) is large for some root
β of g. In particular, for g such that 3( f − g) is suXciently large, we can choose
a root β of g such that 3(β − α) > 3(α − αi) for all other roots αi , α of f . From
Lemma 3.5.2 follows that K(α) ⊆ K(β). We can repeat the reasoning above to
Vnd for each root αi of f , a root β j(i) of g, such that 3(β j(i) −αi) > 3(αl −αi) for all
l , i. For all i, k with i , k we have that
3(αi − αk) ≥ min{3(αi − β j(i)), 3(β j(i) − β j(k)), 3(β j(k) − αk)}.
Since 3(αi − β j(i)) > 3(αi − αk) and 3(β j(k) − αk) > 3(αi − αk), we have that
3(αi − αk) ≥ 3(β j(i) − β j(k)). Since αi − αk , 0, it follows that β j(i) , β j(k), so g
is separable. So for g such that 3( f − g) is suXciently large, we have a bijection
αi 7→ β j(i) between the roots αi of f and the roots β j of g, such that
3(β j(i) − αi) > 3(αi − αk) ≥ 3(β j(i) − β j(k))
for all i , k. Applying again Lemma 3.5.2, we Vnd that K(β j(i)) ⊆ K(αi). 
DeVnition 3.5.4. Let K be an algebraic extension of Q. An element α ∈ K∗ is
said to be totally negative if ϕ(α) < 0 for every embedding ϕ : K ↪→ R. (Remark
that if K is not a real Veld, this condition is vacuously satisVed.)
From now on, let K be a subVeld of a p-adic Veld L and suppose K/Q is algebraic.
The restriction of the p-adic valuation on L is a valuation 3p on K that extends
the p-adic valuation 3p on Q. Let Kp be the completion of K at 3p. The embedding
of K in L extends to an embedding of Kp in L. We also have that Kp = ∪Fp is the
union of the completions Fp at 3p of all Vnite subextensions F/Q of K.
Lemma 3.5.5. Let K be a subVeld of a p-adic Veld, K/Q algebraic. There exist
pi, γ ∈ K∗ such that the following hold
1. 〈1, pi〉〈1,−γ〉 is anisotropic over K,
2. pi is totally negative,
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3. let E ⊂ K be a subVeld such that E/Q is Vnite and pi, γ ∈ E. Let B be a
Vnite prime of E such that 〈1, pi〉〈1,−γ〉 is anisotropic over EB. Then 3B(pi)
is odd.
Proof. Let γ˜ ∈ O×Kp such that Kp(
√
γ˜) is unramiVed. There exist a Vnite subexten-
sion F/Q of K, such that γ˜ ∈ Fp. Choose γ ∈ F∗ such that 3p(γ − γ˜) is very large,
from Lemma 3.5.3 follows that Kp(
√
γ)  Kp(
√
γ˜). Let p˜i ∈ K∗ be a uniformizer
for 3p, and M = Q(γ, p˜i). With weak approximation [EP05, Theorem 1.1.3] we
Vnd pi ∈ M∗ such that 3p(pi) = 1, pi is totally negative, and 3q(pi) is odd for all
primes q of M such that 3q(2) , 0 or 3q(γ) , 0. Since pi is also a uniformizer for
3p and Kp(
√
γ) is unramiVed, 〈1, pi〉〈1,−γ〉 is anisotropic over Kp, so 〈1, pi〉〈1,−γ〉
is anisotropic over K.
Now consider Q(pi, γ). From the way we chose pi, it follows that for every Vnite
prime q of Q(pi, γ) such that 3q(2) , 0 or 3q(γ) , 0, we have that 3q(pi) is odd. Let
E ⊂ K be a subVeld that is Vnite over Q, and such that Q(pi, γ) ⊆ E. Let Q be a
Vnite prime of E such that 〈1, pi〉〈1,−γ〉 is anisotropic over EQ. Let q be the prime
of Q(pi, γ) such that Q | q. Suppose that 3q(pi) is even, then by our choice of pi, it
follows that 3q(γ) = 0 and 3q(2) = 0. Therefore the form 〈1, pi〉〈1,−γ〉 is isotropic
at q, a contradiction. So 3q(pi) is odd. We now claim that then also follows that
3Q(pi) is odd. Otherwise it would mean that q ramiVes in E with even ramiVcation
degree, so [EQ : Q(pi, γ)q] is even, hence from [Rei03, Chapter 7, Corollary 31.10]
follows that 〈1, pi〉〈1,−γ〉 is isotropic over EQ, a contradiction. 
Let F be a number Veld. For a Vnite prime p of F, the Newton polygon of g at p,
is the Newton polygon of g considered as a polynomial over Fp.
Theorem 3.5.6. Let K be a a subVeld of a p-adic Veld, K/Q algebraic. Let pi, γ ∈
K∗ as in Lemma 3.5.5. Let g ∈ K[t] with g(0) , 0. Suppose that for all the
valuations 3 on K such that 3(pi) is odd, the vertices of the Newton polygon of g at
3 have even degree, then the quadratic form
q = 〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉
is isotropic over K(t).
Proof. We can assume that g is a squarefree polynomial (dividing out squared
factors does neither change the isotropy of q, nor the condition that the vertices
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of the Newton polygon have even degree). Let F be the number Veld generated
by pi, γ and the coeXcients of g.
Suppose that g ∈ K. Then 〈1, pi〉〈1,−γ,−g〉 is isotropic over FP, for every V-
nite prime P of F. Since pi is totally negative, 〈1, pi〉〈1,−γ,−g〉 is also isotropic
over every FP  R. From the Hasse-Minkowski principle 3.1.7 follows that
〈1, pi〉〈1,−γ,−g〉 is isotropic over F. Hence q is isotropic over F(t).
Now suppose that deg g ≥ 1. We only need to consider the set of primes of F
P = {P | 〈1, pi〉〈1,−γ〉 is anisotropic over FP}.
Since 〈1, pi〉〈1,−γ〉 is isotropic over FP for all primes P such that 3P(pi) = 0,
3P(γ) = 0 and 3P(2) = 0, and for all real primes, P is a Vnite set of Vnite primes.
From Lemma 3.5.5 follows that for every P ∈ P, we have that 3P(pi) is odd, and
that the vertices of the Newton polygon of g have even degree, so from Corollary
3.3.8 follows that the quadratic form q = 〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉 is isotropic over
FP(t). Let (x
P
1 , . . . , x
P
7 ) be an isotropic vector of q with all xi ∈ FP[t]. Now
let m = maxP(maxi=1,...,4 deg x
P
i ). Take M ∈ N, 2M ≥ 2m + 20. Then from
Theorem 3.4.5 follows that there exists an isotropic vector (yP1 , . . . , y
P
7 ) of q with
yPi ∈ FP[t] such that sP := (yP1 )2 + pi(yP2 )2 − γ(yP3 )2 − piγ(yP4 )2 , 0 is squarefree
and deg sP = 2M. Now let x5, x6, x7 ∈ F[t] such that 3P(xi− xPi ) is large for every
P ∈ P.
Let s := tx25+pitx
2
6+gx
2
7, then by construction of s, the quadratic form 〈t, pit, g,−s〉
is isotropic over F(t). This is a subform of the quadratic form 〈1, pi〉〈t, g〉〈1,−ts〉,
therefore we have that
〈1, pi〉〈1, tg〉〈1,−ts〉
is isotropic over F(t).
Now consider the quadratic form
ϕ = 〈1, pi〉〈1,−γ〉〈1,−s〉.
By a similar reasoning as in Proposition 3.3.2, it suXces to prove that δp(ϕ) is
hyperbolic for monic irreducible polynomials p in F[t] to prove global isotropy.
Namely, if all the second residue maps of ϕ are zero, then ϕ is Witt equivalent to
an anisotropic form ψ over F. Now, suppose for the sake of contradiction that ϕ
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is anisotropic over F(t), then ψ  ϕ over F(t). From this follows that dimψ = 8,
so ψ is isotropic over all Fp, with p a Vnite prime. Since ψ is anisotropic over F,
it follows from the Hasse-Minkowski principle 3.1.7 that there exists a real prime
σ such that ψ is anisotropic over Fσ  R, hence ψ is anisotropic over Fσ(t). But
since pi is totally negative, ϕ is isotropic over Fσ(t), so ψ would be isometric to a
form of lower dimension, a contradiction.
Since the second residue map of ϕ is trivially zero, except at the irreducible fac-
tors of s, we have to verify that 〈1, pi〉〈1,−γ〉 is isotropic over F[t]/(a(t)) for
each monic irreducible factor a(t) of s(t). Let L = F[t]/(a(t)), then by the
Hasse-Minkowski principle 3.1.7, 〈1, pi〉〈1,−γ〉 is isotropic over L if and only if
〈1, pi〉〈1,−γ〉 is isotropic over Lρ, for each prime ρ. First, let ρ be a prime such that
ρ | P, with P ∈ P. We have that Lρ  FP[t]/(α(t)) for a monic irreducible factor
α(t) ∈ FP[t] of s(t). Since s is close to sP and sP is squarefree, it follows from
Proposition 3.5.3 that there exists a factor αP of sP such that Lρ  FP[t]/(α) =
FP[t]/(αP). Since sP ≡ (yP1 )2 + pi(yP2 )2 − γ(yP3 )2 − piγ(yP4 )2 ≡ 0 mod aP and sP
is squarefree, it follows that 〈1, pi〉〈1,−γ〉 is isotropic over FP[t]/(αP)  Lρ. Now
let ρ be a prime that does not lie above a prime in P, 〈1, pi〉〈1,−γ〉 is isotropic over
Lρ by deVnition of P.
Analogous to the proof of Corollary 3.3.8, the isotropy of the quadratic forms
〈1, pi〉〈1,−γ〉〈1,−s〉 and 〈1, pi〉〈1, tg〉〈1,−ts〉, implies the isotropy of
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−g〉
over F(t), hence also over K(t). 
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Chapter 4
Diophantine deVnition of the
valuation ring
In this chapter, we prove one of our main results, namely undecidability for dio-
phantine equations over K(t), for K a p-adic Veld or for K an algebraic subVeld
of a p-adic Veld (see Corollary 4.1.7). For a rational function Veld K(t), proving
that Hilbert’s Tenth Problem has a negative answer, can be reduced to giving
a diophantine deVnition of the valuation ring of 3∞. We give such a diophantine
deVnition in this chapter, using the results on the isotropy of our class of quadratic
forms from the previous chapters.
An important subset of a rational function Veld K(t) is the set of constants. When
K is a p-adic Veld, we can use elliptic curves to prove that this set is diophantine
over K(t).
Proposition 4.1.1. Let K be a p-adic Veld, then K is diophantine in K(t).
Proof. Let E be the elliptic curve over K given by the equation y2 = x3 − x. Let
b ∈ K with 3(b) > 0. We claim that there is an a ∈ K such that (a, b) lies on
E(K). Let f (x) = x3 − x − b2 ∈ O[x]. Since 3( f (0)) = 23(b) > 0 = 23( f ′(0)), it
follows from Theorem 1.1.2 that there exists an a ∈ O such that f (a) = 0. So
K =
{
b1/b2 | (∃a1, a2 ∈ K)((a1, b1) ∈ E(K) ∧ (a2, b2) ∈ E(K) ∧ b2 , 0)} .
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By Hurwitz’ Theorem [Har77, Chapter IV, Corollary 2.4], the curve y2 = x3 − x
admits no rational parametrization, so E(K(t)) = E(K). This means
K =
{
b1/b2 | (∃a1, a2 ∈ K(t))((a1, b1) ∈ E(K(t)) ∧ (a2, b2) ∈ E(K(t)) ∧ b2 , 0)}
hence K is diophantine in K(t). 
Remark 4.1.2. We now Vx notations for a set of prime numbers V and a certain
set U ⊆ K, in the cases that K is an algebraic subVeld of a p-adic Veld and that
K is a p-adic Veld. We also Vx notations for elements pi, γ ∈ K∗ such that the
quadratic form 〈1, pi〉〈1,−γ〉 is anisotropic over K.
1. Let K be an algebraic subVeld of a p-adic Veld. By Lemma 3.5.5, there
exists pi, γ ∈ K∗ such that 〈1, pi〉〈1,−γ〉 is anisotropic over K. Furthermore,
pi is totally negative and for all subVelds E ⊂ K such that E/Q is Vnite,
if p is a Vnite prime of E such that 〈1, pi〉〈1,−γ〉 is anisotropic over Ep, it
follows that 3p(pi) is odd. Let V = {pi | i = 1, . . . , r}, with pi the prime
numbers such that 3(pi) , 0 for some valuation 3 on K that extends 3pi .
From [KR95, Proposition 3] follows that there exists a set U ⊆ K such
that U is diophantine in K(t) and such that U ∩ Q is dense in Qp1 × · · · ×
Qpr . This was also proved by Eisenträger in greater generality in [Eis07,
Theorem 5.5].
2. Let K be a p-adic Veld. Let pi be a Vxed uniformizer. By [Lam05, Chapter VI,
Corollary 2.15], there exists a γ ∈ K∗, such that 〈1, pi〉〈1,−γ〉 is anisotropic
over K. Let V := {p}, where p is a prime number such that K is a Vnite
extension of Qp. We let U := K. The set U is diophantine in K(t) by
Proposition 4.1.1.
Throughout this section, we work with the following system of two quadratic
forms over K(t):
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈− f 〉 (4.1)
〈1, pi〉〈1,−γ,−t〉 ⊥ 〈−γ f 〉. (4.2)
with f ∈ K(t). First, we prove a theoremwhich is analogous to [KR95, Proposition
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7]. The quadratic forms above are analogous1 to the quadratic forms appearing in
the cited Proposition.
Theorem 4.1.3. Let f ∈ K(t). If 3∞( f ) is odd, then one of the quadratic forms
(4.1) or (4.2) is anisotropic over K(t).
Proof. Let f = f1f2 with f1, f2 ∈ K[t], f2 , 0. By assumption, deg f2 − deg f1 is
odd. Denote the leading coeXcient of fi with ci ∈ K∗, let c := c1/c2. The Vrst and
second residue class forms of (4.1) of 3∞ are 〈1, pi〉〈1,−γ〉 and ϕ1 := −〈1, pi〉⊥〈−c〉.
The residue forms of (4.2) at 3∞ are 〈1, pi〉〈1,−γ〉 and ϕ2 := −〈1, pi〉 ⊥ 〈−γc〉.
By assumption 〈1, pi〉〈1,−γ〉 , 0 in W(K). Let ψ1 = 〈1, pi〉〈−1,−c〉 and ψ2 =
〈1, pi〉〈−1,−γc〉. Since
ψ2 − ψ1 = 〈1, pi〉〈−1,−γc, 1, c〉
= 〈c〉〈1, pi〉〈1,−γ〉 , 0 in W(K),
it follows that ψ1 , 0 or ψ2 , 0. Suppose that ψ1 , 0 (the argument for ψ2 , 0
is completely analogous). Since ψ1 is a PVster form, it follows from Theorem 3.1.4
that ψ1 is anisotropic. Therefore ϕ1 is anisotropic, so both residue forms of (4.1)
are anisotropic, hence (4.1) is anisotropic. 
We prove a consequence of Theorem 3.3.8 (for p-adic Velds) and Theorem 3.5.6
(for algebraic subVelds of p-adic Velds). Roughly speaking, we start from a given
rational function h ∈ K(t) and we construct a polynomial such that the vertices
of its Newton polygon at the valuations 3 with 3 ∈ V , have even degree.
Theorem 4.1.4. Let h ∈ K(t) be such that 3∞(h) ≥ −2 and 3t(h) = 0. Let U be as
before in Remark 4.1.2. Then there exists c ∈ U such that, if we let
f := h + ct2, (4.3)
both quadratic forms (4.1) and (4.2) are isotropic over K(t).
Proof. Since 3∞(h) ≥ −2 and 3t(h) = 0, we can write h(t) = hN (t)hD(t) with hN and
hD polynomials such that hN(0)hD(0) , 0 and deg hN ≤ deg hD + 2. Multiplying
1The letter b from Kim and Roush corresponds to our pi; a corresponds to our γ; f corresponds
to t · g, the forms are multiplied with a factor 〈t〉 and we work with 7-dimensional instead of
8-dimensional forms.
76 Chapter 4. Diophantine deVnition of the valuation ring
f with h2D does not change the isotropy of (4.1) and (4.2). We want to apply
Corollary 3.3.8 (in the case that K is a p-adic Veld) or Theorem 3.5.6 (in the case
that K is an algebraic subVeld of a p-adic Veld) with g = f h2D, so
g = hNhD + ct2h2D.
It is clear that g(0) , 0 and deg g = 2 + 2 deg hD.
Let V be as before in Remark 4.1.2. We will choose c ∈ K such that 3(c) is very low
for all valuations 3 that extend 3p for all p ∈ V (depending on the coeXcients of hN
and hD). We choose 3p(c) so low that the Vrst edge of the Newton polygon of g at
3 has vertices of degree 0 and degree 2. Choosing 3(c) low enough, the remaining
vertices of the Newton polygon of g at 3 are the vertices of the Newton polygon
of ct2h2D , and those also have even degree. To do this, we choose c ∈ Q ∩U such
that 3p(c) is very low for every p ∈ V , since U ∩ Q is dense in Qp1 × · · · × Qpr ,
with pi ∈ V . So g satisVes the conditions of Corollary 3.3.8 or Theorem 3.5.6, and
because multiplying g with γ ∈ K∗ does not change the degree of the vertices of
g, the isotropy of (4.1) and (4.2) follows. 
We prove the next theorem similar to [Dem10, Proposition 4.7], in which we relate
the valuation 3∞ to the isotropy of our system of quadratic forms.
Theorem 4.1.5. Let x ∈ K(t). Then 3∞(x) ≥ 0 if and only if there exists a c ∈ U
such that the quadratic forms (4.1) and (4.2) are isotropic with
f :=
t4 + t3x5 + x5
t4 + x5
+ ct2.
Proof. DeVne hN := t4 + t3x5 + x5, hD := t4 + x5 and h := hN/hD.
Assume Vrst that 3∞(x) ≥ 0. Then 3∞(hN) = −4 and 3∞(hD) = −4 such that
3∞(h) = 0. If 3t(x) ≥ 1, then 3t(hN) = 4 and 3t(hD) = 4 such that 3t(h) = 0. If
3t(x) ≤ 0, then 3t(hN) = 53t(x) and 3t(hD) = 53t(x) such that 3t(h) = 0. In short, if
3∞(x) ≥ 0, then 3∞(h) = 0 and 3t(h) = 0. Theorem 4.1.4 gives us that there exists
a c ∈ U such that (4.1) and (4.2) are isotropic.
Conversely, assume that 3∞(x) ≤ −1. Then 3∞(hN) = −3 + 53∞(x) and 3∞(hD) =
53∞(x) such that 3∞(h) = −3. It follows that 3∞( f ) = −3. By Theorem 4.1.3, for
every c ∈ U , one of the quadratic forms (4.1) and (4.2) is anisotropic. 
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Corollary 4.1.6. In K(t), the relation 3∞(x) ≥ 0 is diophantine.
Proof. Since quadratic forms being isotropic is a diophantine condition and U is
diophantine in K(t), the result follows immediately from Theorem 4.1.5. 
Corollary 4.1.7. Let K be a p-adic Veld or an algebraic subVeld of a p-adic Veld.
Then diophantine equations over K(t) are undecidable.
Proof. This follows immediately from Theorem 2.3.1 and Corollary 4.1.6. 
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Part II
Diophantine sets over polynomial
rings
79

Chapter 5
Recursively enumerable sets
In this chapter, we give the necessary deVnitions concerning recursive and recur-
sively enumerable sets (r.e.) in the natural numbers, and we show how the nega-
tive answer to Hilbert’s Tenth Problem for the integers follows from the DPRM-
theorem (namely, that r.e. sets are diophantine). Since we want to examine the
equivalence between r.e. sets and diophantine sets in other rings, we also show
how one can deVne the notion of an r.e. set in a recursive ring.
In the literature, one also encounters the terms listable or computably enumerable
set for recursively enumerable set, and computable set for recursive set. Other
terms that are used for recursive ring are computable ring, recursively presentable
ring, constructive ring and explicit ring.
5.1 Recursively enumerable sets and Hilbert’s Tenth
Problem
DeVnition 5.1.1. A set A ⊆ Nk is recursively enumerable (or short r.e.) if there
exists an algorithm that prints the elements of A. Each element of A is hereby
printed at least once, and no elements that are not in A are printed. The algorithm
can run inVnitely long and can use an unbounded amount of memory.
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DeVnition 5.1.2. Let k be a natural number. A set A ⊆ Nk is recursive if there
exists an algorithm that, on input a ∈ Nk, decides whether a ∈ A.
So recursively enumerable sets and recursive sets are deVned for subsets of the
natural numbers, but it makes little diUerence if we also use the notion for subsets
of the integers.
It is clear that diophantine sets are recursively enumerable. Indeed, let A ⊂ Zk
be a diophantine set, given by the equation f (a1, . . . , ak, x1, . . . , xn) = 0. The
following algorithm prints the elements of A: loop over all possible elements
(a1, . . . , ak, x1, . . . , xn) ∈ Zk+n, test whether f (a1, . . . , ak, x1, . . . , xn) = 0, and print
(a1, . . . , ak) if the answer is yes.
Every recursive set A is also recursively enumerable, since we can consider the
algorithm that runs over the natural numbers n ∈ N, decides whether n ∈ A, and
when the outcome of that decision algorithm is positive, prints n. However, the
converse is not true.
Theorem 5.1.3. There exists a set S ⊂ N that is r.e. but the complement N \ S is
not r.e.
This fact, together with the DPRM-theorem that says that every recursively enu-
merable set A ⊆ Zk is diophantine, proves the negative answer to Hilbert’s Tenth
Problem.
Theorem 5.1.4 (DPRM-theorem). A subset A ⊆ Zk is recursively enumerable if
and only if A is diophantine over Z.
Corollary 5.1.5. Diophantine equations over Z are undecidable.
Proof. Let S be an r.e. set in Z, with Z \ S not r.e. . From DPRM follows that S
is diophantine, so there exists n ∈ N and f ∈ Z[a, x1, . . . , xn] such that S = {a ∈
Z | (∃x1, . . . , xn ∈ Z) f (a, x1, . . . , xn) = 0}. Suppose diophantine equations over Z
were decidable, then we could decide whether a is in S . So S would be recursive,
a contradiction. 
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5.2 Recursive rings
To prove that r.e. sets are diophantine for other rings than Z, we have to transfer
the notion of recursively enumerable sets to a countable ring R. This will only
work if it is possible to eUectively compute in R, i.e. if R is a recursive ring. The
idea of a recursive ring is that each element a ∈ R has a code σ(a) ∈ N. Given the
codes σ(a) and σ(b) of a, b ∈ R, a computer has to be able to compute the codes
σ(a + b) and σ(ab).
DeVnition 5.2.1. We call R a recursive ring if R is a ring with a bijection σ :
R →˜ N such that the sets
Rσ+ = {(σ(a), σ(b), σ(a + b)) | a, b ∈ R} ⊆ N3
Rσ× = {(σ(a), σ(b), σ(ab)) | a, b ∈ R} ⊆ N3
are recursive subsets of N3. Then σ is called a recursive presentation of R.
Examples 5.2.2. We give some examples of recursive rings.
1. The Veld Q of rationals is recursive, as well as any Vnite extension of Q.
2. The real closure and algebraic closure of Q are recursive.
3. Let S ⊆ N be a subset of the prime numbers and let L = Q({ √p | p ∈ S}).
Then L is a recursive Veld if and only if S is recursively enumerable.
Proof. Suppose there exists a recursive presentation σ : L →˜ N. The
set of primes is recursive, so we can list the codes of the prime numbers
σ(p0), σ(p1), . . . . Now we loop over all pairs (e, pn) with e ∈ L, and we
check whether (σ(e), σ(e), σ(pn)) ∈ Lσ× . If we Vnd such a pair, we print pn.
Since we print those pn such that there exists an e ∈ L with e2 = pn, S is
recursively enumerable.
Let S be recursively enumerable and L = Q({ √p | p ∈ S}). If S is Vnite,
then L/Q is a Vnite extension and hence recursive. Now suppose that S
is an inVnite set. We will give an algorithm that constructs L as a chain
of Vnite extensions L0 := Q ⊂ L1 ⊂ L2 ⊂ . . . such that L = ∪iLi. This
works since we construct in each step a Vnite extension Li/Q. Then later,
if we wish to compute the sum or product of two elements a, b ∈ L for
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this recursive presentation, we let the algorithm run until it deVnes Li such
that a, b ∈ Li, and then we computed the desired sum or product in Li.
The algorithm that builds L now goes as follows: let the algorithm run
that prints the elements of S. Whenever a new element p is printed, let
Li = Li−1(
√
p). 
4. If R is a recursive ring, then the polynomial ring R[t] is recursive ([FS56,
Theorem 3.1]). Moreover, let ι be the natural embedding R ↪→ R[t]. Given
a recursive presentation σ : R →˜ N, there exists a recursive presentation
τ : R[t] →˜ N such that τ ◦ ι ◦ σ−1 is recursive and such that ι(R) ⊂ R[t]
is a recursive set w.r.t. τ. Intuitively, this means that we can freely mix
computations in R and R[t].
We follow [SHT99, DeVnition 2.2.4] for the deVnition of a recursively stable ring.
DeVnition 5.2.3. A recursive ring R is called recursively stable if for any two
recursive presentations σ : R →˜ N and τ : R →˜ N, the set {(σ(r), τ(r)) ∈ N2 | r ∈
R} is recursive.
Equivalently, “recursively stable” means that, given any two recursive presenta-
tions σ and τ, there exists a recursive permutation pi : N →˜ N such that τ = pi◦σ.
Examples 5.2.4. We give some examples of recursively stable rings.
1. The Veld Q of rationals is recursively stable, as well as any Vnite extension
of Q.
2. Let σ : R →˜ N be a recursive presentation of a ring R and ϕ ∈ Aut(R).
Then σ ◦ ϕ is again a recursive presentation (with the same sets Rσ+ and
Rσ×). If R is recursively stable, then σ ◦ ϕ ◦σ−1 : N →˜ N must be recursive.
Since there exist only countably many recursive functions, any ring with
uncountably many automorphisms (such as Q¯) cannot be recursively stable.
3. If R is recursively stable, then the polynomial ring R[t] is also recursively
stable.
Using a recursive presentation, we can now deVne recursively enumerable subsets
of a ring R.
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DeVnition 5.2.5. Let R be a recursive ring with recursive presentationσ : R →˜ N.
A set A ⊆ Rk is deVned to be recursively enumerable if the set
{(σ(a1), . . . , σ(ak)) ∈ Nk | (a1, . . . , ak) ∈ A}
is an r.e. subset of Nk.
A priori, this deVnition may depend on the chosen recursive presentation. How-
ever, if R is recursively stable, it does not depend on the recursive presentation.
For rings which are not recursively stable, we can still consider the sets that are
r.e. for every recursive presentation. This is what we will do in the next Chap-
ters, where we will consider r.e. sets in the polynomial ring L[t], with L/Q an
algebraic extension. Since L[t] is not necessarily recursively stable, whether a set
is r.e. might depend on the recursive presentation. However, diophantine subsets
are r.e. for every recursive presentation. Therefore, if we want to prove that r.e.
sets are diophantine for L[t], we have to restrict ourselves to sets that are r.e. for
every recursive presentation.
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Chapter 6
Automorphism-recursive Velds
In this chapter, we consider recursive algebraic extensions L of Q, and recursively
enumerable sets in L[t] that are r.e. for every recursive presentation. In Section
6.3, we characterize these sets algebraically, using automorphisms of L. To do
this, we need to know more about these automorphisms in an algorithmic sense.
Therefore, we introduce in Section 6.2 the concept of an automorphism-recursive
Veld. In an automorphism-recursive Veld, we can compute, given an element α ∈
L, the set {ϕ(α) | ϕ ∈ Aut(L)}. However, the notion of automorphism-recursive is
stronger than this, as we will show in Section 6.4.
6.1 ReVning minimal polynomials
Let F be a Veld and L a separable algebraic extension of F. In this short section,
we Vrst prove a proposition concerning the extension of Veld embeddings. Let F¯
be a Vxed algebraic closure of F. The Aut(F¯/F)-conjugates of an element α of F¯
can be distinguished from the elements of F¯ that are not conjugate to α, by means
of the minimal polynomial of α. We show in this section how the Aut(L/F)-
conjugates of an element α of L can be distinguished using a couple ( f , g) of
polynomials in F[t]. We do not know a reference for these results, although the
techniques used are standard in the theory of Veld extensions.
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DeVnition 6.1.1. Let K be a Veld, Aut(K) its automorphism group. If F is a
subVeld of K, then Aut(K/F) denotes those automorphisms of K which Vx all
elements of F.
We say that two elements α, β ∈ K are Aut(K)-conjugates, if there exists a ϕ ∈
Aut(K), such that ϕ(α) = β. We will also denote this with β ∈ Aut(K)(α),
meaning that β is in the orbit of α under the action of Aut(K) on K.
Proposition 6.1.2. Let F be a Veld, L a separable algebraic extension of F. Let M
be a Veld and let ψ : F ↪→ M be an embedding of F in M. Suppose that for each
Vnite extension K of F in L, there exists an embedding χ : K ↪→ M, such that
χ|F = ψ. Then there exists an embedding ϕ : L ↪→ M such that ϕ|F = ψ.
Proof. This is a variation of [Lan84, Chapter VII, Theorem 2.8]. One needs to
apply Zorn’s Lemma to the partially ordered set
F = {(K, χ) | F ⊆ K ⊆ L, χ : K ↪→ M, χ|F = ψ,
χ extends to all Vnite extensions of K in L},
with the partial ordering (K1, χ1) ≤ (K2, χ2) if K1 ⊆ K2 and χ2|K1 = χ1. By as-
sumption, we have that F ∈ F , so F is not empty.
Let {(Ki, χi) | i ∈ I} be a non-empty chain (a totally ordered subset) in F . Let
K = ∪Ki and deVne χ on K to be equal to χi on each Ki. Because of the ordering
on F , χ is well deVned. To prove that (K, χ) is in F , let E/K be a Vnite extension,
E ⊆ L. Let α ∈ L such that E = K(α), and f (t) the minimal polynomial of α over
K. Then there exists a Ki such that f (t) ∈ Ki[t]. Let Ei = Ki(α). Since χi extends
to Ei, χi( f ) = χ( f ) has a zero β in M. This means that χ extends to E, by sending
α to β.
By Zorn’s lemma, we Vnd a maximal element (P, ρ) in F . Suppose P , L, then
there exists a Vnite extension N/P in L such that ρ extends to N and all Vnite
extensions of N (because those are Vnite extensions of P), contradicting the max-
imality of (P, ρ). This proves there exists an extension of ψ to L. 
Theorem 6.1.3. Let F be a Veld, L a separable algebraic extension of F and α ∈ L.
There exist polynomials f (t), g(t) ∈ F[t] with g irreducible, such that the system{
f (t) = β
g(t) = 0
(6.1)
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(with a parameter β ∈ L) has a solution t ∈ L if and only if β = ϕ(α) for some
ϕ ∈ Aut(L/F).
Proof. In this proof, we consider F as base Veld. All Velds we mention are
extensions of F and all morphisms are the identity on F.
Let K = F(α). This is a Vnite extension, so K has Vnitely many embeddings ϕ1,
. . . , ϕn into L. For each of these embeddings, we deVne a Vnite extension Ni ⊆ L
of K: if ϕi extends to an automorphism of L, then Ni := K. If it does not extend,
it follows from Proposition 6.1.2 that there exists a Vnite extension Ni/K such
that ϕi does not extend to an embedding of Ni into L. Let N be a Vnite extension
of F inside L containing all Ni. By the construction of N, we have that if an
embedding ϕi : K ↪→ L extends to an embedding ψi : N ↪→ L, then ϕi extends to
an automorphism ϕ˜i of L (remark that ϕ˜i does not need to be equal to ψi on N).
Now choose any γ ∈ N such that N = F(γ). Let g(t) be the minimal polynomial
(over F) of γ and let f (t) be such that α = f (γ). By construction, (6.1) has a
solution t = γ for β = α. Since the system is Aut(L/F)-invariant, it will have a
solution for all β ∈ Aut(L/F)(α).
Conversely, assume ξ ∈ L satisVes (6.1) for a parameter β ∈ L. Since γ and ξ
have the same minimal polynomial (namely g(t)) over F, there is an embedding
ψ : N ↪→ L mapping γ to ξ. Let ϕ be the restriction of ψ to K = F(α). Then
ϕ(α) = ϕ( f (γ)) = f (ψ(γ)) = f (ξ) = β.
The embedding ϕ : K ↪→ L obviously extends to the embedding ψ of N into L.
Because of the construction of N, this implies that ϕ extends to an automorphism
ϕ˜ of L. We conclude that ϕ˜(α) = β, where ϕ˜ ∈ Aut(L/F). 
Remark 6.1.4. If L/F is a Galois extension, then we can take f (t) = t and g the
minimal polynomial of α in Theorem 6.1.3. In this sense, one can say that the cou-
ple ( f , g) reVnes the minimal polynomial because it can be used to characterize the
Aut(L/F)-conjugates of elements of L. However, there is no notion of uniqueness
or minimality (this is because there is no unique choice for the extensions Ni/K
in the proof of Theorem 6.1.3).
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6.2 Automorphism-recursive Velds
Let L be a recursive algebraic extension of Q. In this section, we introduce
automorphism-recursive Velds. Such Velds have the property that, given α ∈ L,
we can compute the set Aut(L/F)(α), with F a number Veld in L. To do this, we
will use the polynomials f and g appearing in Theorem 6.1.3.
Suppose we have a given α ∈ L. For every β in the algebraic closure L¯ with the
same minimal polynomial as α overQ (this means α and β areAut(L¯)-conjugates),
there are three possible cases:
1. β ∈ L and β = ϕ(α) for some ϕ ∈ Aut(L);
2. β ∈ L but β , ϕ(α) for all ϕ ∈ Aut(L);
3. β < L.
Let L be an algebraic extension of Q, with recursive presentation σ : L →˜ N.
For α ∈ L, let pα ∈ Q[t] denote the minimal polynomial of α. Given σ(α) ∈ N,
we can compute pα. More precisely, we can compute the codes (under σ) of the
coeXcients of pα. To do this, we try all monic irreducible polynomials in Q[t],
until we Vnd an f (t) for which f (α) = 0. Checking whether a polynomial over Q
is irreducible can be done algorithmically, see for instance [Coh93, Section 3.5].
DeVnition 6.2.1. Let L be an algebraic extension of Q. We call L automorphism-
recursive if for every recursive presentation σ : L →˜ N, there exists an algorithm
with input n ∈ N, and with output the natural numbers n1 and n2, such that if
σ(α) = n for α ∈ L, then n1 is the number of roots in L of the minimal polynomial
pα, and n2 the number of diUerent Aut(L)-conjugates of α.
Saying that L is automorphism-recursive is equivalent to saying that we can count
the number of elements β in the three cases mentioned above.
Examples 6.2.2. We give some examples of automorphism-recursive Velds.
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1. Let L be the real closure of Q, then L is automorphism-recursive. Since
Aut(L/Q) = 1, we have n2 = 1. To compute n1, there exist real-root
counting algorithms, for example using Sturm sequences (see [Coh93, Al-
gorithm 4.1.11]).
2. Let L be the p-adic closure of Q for some prime p, that is the Veld of el-
ements of Qp that are algebraic over Q. Since Aut(L/Q) = 1 (see [Lan84,
Chapter XII, Exercise 3]), we have that n2 = 1. To compute n1, we can
use repeatedly Nerode’s algorithm in [Ner63] that decides whether a given
polynomial has a zero in Qp.
3. Let L/Q be Galois and suppose that L is a recursive Veld. Then L is
automorphism-recursive, because then n1 = n2 = deg pα.
4. If L/Q is a Vnite extension, then L is automorphism-recursive because we
can simply compute the Vnitely many automorphisms of L as linear maps
of the Vnite dimensional Q-vector space L.
Recall that Theorem 6.1.3 with F = Q stated that there exist polynomials f (t), g(t) ∈
Q[t] such that the system f (t) = β, g(t) = 0 has a solution if and only if β ∈
Aut(L)(α). These polynomials can be eUectively computed.
Proposition 6.2.3. Let L be an automorphism-recursive algebraic extension of Q
and Vx a recursive presentation σ : L →˜ N. Then we can compute, given σ(α) for
some α ∈ L, polynomials f (t), g(t) ∈ Q[t] satisfying Theorem 6.1.3 with F = Q.
Proof. We loop over all triples ( f (t), g(t), γ) ∈ Q[t] × Q[t] × L and look for those
such that f (γ) = α, g(γ) = 0 and g is irreducible. If we Vnd such a triple, we
compute all roots ξ1, . . . , ξn in L of g. These can be enumerated since we know the
number of roots of g = pγ by our hypothesis that L is automorphism-recursive.
Let βi := f (ξi) and count the number of diUerent βi’s (it is possible that βi = β j
even if ξi , ξ j). Clearly, the Aut(L)-conjugates of α appear amongst the βi’s. If
the number of diUerent βi’s equals this number of conjugates (which we know
again by hypothesis), we are done and output ( f (t), g(t)).
This algorithm always Vnishes because Theorem 6.1.3 guarantees the existence of
such polynomials. 
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This has as a corollary than we can compute all Aut(L/F)-conjugates of α ∈ L,
with F a number Veld in L, even using diUerent recursive presentations.
Theorem 6.2.4. Let L be an automorphism-recursive algebraic extension of Q.
Consider two recursive presentations σ, τ : L →˜ N. There exists an algorithm
which takes as input σ(α), σ(ζ) and τ(ζ) for some α, ζ ∈ L and outputs the set
{τ(β) ∈ N | β ∈ Aut(L/Q(ζ))(α)}.
Proof. Let F := Q(ζ) and N := Q(ζ, α) ⊆ L. We Vrst Vnd an ε ∈ N such that
N = Q(ε). This can be done for example by enumerating the triples (k, z(t), a(t)) ∈
Q×Q[t]×Q[t] until ζ = z(ζ + kα) and α = a(ζ + kα) and then letting ε = ζ + kα.
Since Q(ζ, α) has only Vnitely many subVelds, [Lan84, Chapter VII, Theorem 6.1]
guarantees that this will work. We use the recursive presentation σ for this com-
putation.
Using Proposition 6.2.3, we compute f (t), g(t) ∈ Q[t] for ε. Now, we loop over all
ξ ∈ L (using the recursive presentation τ) to Vnd all zeros of g(t). For each ξ such
that g(ξ) = 0, compute η = f (ξ). Then η = ϕ(ε) for some ϕ ∈ Aut(L) and we will
Vnd all elements of Aut(L)(ε) this way. Since z(ε) = ζ, it follows that ϕ is the
identity on F if and only if z(η) = ζ. If indeed z(η) = ζ, then a(η) = ϕ(α) with
ϕ ∈ Aut(L/F) and we output τ(a(η)). 
We can now generalize Proposition 6.2.3 to the relative situation, over a base
number Veld F.
Theorem 6.2.5. Let L be an automorphism-recursive algebraic extension of Q
and Vx a recursive presentation σ : L →˜ N. Then we can compute, given σ(α)
and σ(ζ) for some α, ζ ∈ L, polynomials f (t), g(t) ∈ F[t] satisfying Theorem 6.1.3
with F = Q(ζ).
Proof. Start by applying Theorem 6.2.4 to compute the set Aut(L/F)(α). Now
loop over all 4-tuples ( f (t), g(t), g0(t), γ) ∈ F[t] × F[t] × Q[t] × L and look for
those such that f (γ) = α, g(γ) = 0, g | g0 and g is irreducible. If we Vnd such
a tuple, we compute all roots ξ1, . . . , ξn in L of g0. Consider only those roots ξi
which are also roots of g. If f (ξi) ∈ Aut(L/F)(α) for all those roots, then we
output ( f (t), g(t)) and we are done. 
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The next proposition is a generalization of Theorem 6.2.4 to the polynomial ring
L[t]. As mentioned in Examples 5.2.2, the polynomial ring L[t] is recursive (given
that L is recursive). And the recursive presentation of L[t] can be chosen such that
we can go back and forth between L and L[t] in a recursive way. We extend the
action of Aut(L) to the elements of L[t] by acting on the coeXcients: we deVne
ϕ(t) = t for ϕ ∈ Aut(L).
Theorem 6.2.6. Let L be an automorphism-recursive, algebraic extension of Q.
Suppose σ : L[t] →˜ N and τ : L[t] →˜ N are recursive presentations of the poly-
nomial ring L[t]. There exists an algorithm which takes as input σ(a), σ(ζ) and
τ(ζ) for some a(t) ∈ L[t] and ζ ∈ L and outputs the set
{τ(b) ∈ N | b(t) = ϕ(a(t)) for some ϕ ∈ Aut(L/Q(ζ))}.
Proof. Suppose a(t) = αntn + · · · + α1t + α0 and let K = Q(α0, . . . , αn) be the
number Veld generated by the coeXcients of a. Let ε ∈ L such that K = Q(ε).
This implies that a(t) ∈ Q(ε)[t], so there exists a polynomial h(t, u) ∈ Q[t, u]
such that a(t) = h(t, ε). We can Vnd such an h and ε simply by enumerating
the elements of Q[t, u] × L. We use the recursive presentation σ for this, so we
actually get σ(ε).
We have that ϕ(a(t)) = h(t, ϕ(ε)) for ϕ ∈ Aut(L/Q(ζ)). By Theorem 6.2.4, given
σ(ε), σ(ζ) and τ(ζ), we can enumerate all τ(ϕ(ε)) for ϕ ∈ Aut(L/Q(ζ)). We then
output the set of all τ(h(t, ϕ(ε))). 
6.3 Sets that are recursively enumerable for every
recursive presentation
In this section, L is an automorphism-recursive, algebraic extension of Q. We
will give an algebraic characterization of the sets S ⊆ L that are r.e. for every
recursive presentation of L. Namely, we will prove in Theorem 6.3.2 that they are
the r.e. sets S ⊆ L for which there exists a Vnite extension F/Q such that S is
invariant as a set under Aut(L/F). This theorem is formulated for r.e. subsets of
L, but also holds for the polynomial ring L[t].
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One can easily see that this characterization holds for diophantine sets: suppose
S ⊆ L is a diophantine set with deVning polynomial f (a, x1, . . . , xn). If F/Q is
the number Veld generated by the coeXcients of f , then S is invariant as a set
under Aut(L/F).
Lemma 6.3.1. Let L/Q be an algebraic extension. Then there exists a chain Q =
E0 ⊆ E1 ⊆ E2 ⊆ . . . of Vnite extensions Ei/Q, such that L = ∪i≥0Ei and such
that for every i, ψ(Ei) = Ei for each ψ ∈ Aut(L).
Proof. There exists a bijection σ : L →˜ N. Let L0 = Q and for i ≥ 1 we let
Li = Q(σ−1(1), . . . , σ−1(i)). Then clearly L0 ⊆ L1 ⊆ . . . is an ascending chain of
Vnite extensions Li/Q such that L = ∪i≥0Li. Now let αi ∈ L such that Li = Q(αi),
and let Ei = Q({ϕ(αi) | ϕ ∈ Aut(L)}). Then E0 ⊆ E1 ⊆ . . . satisVes the thesis of
the lemma. 
Theorem 6.3.2. Let L be an automorphism-recursive, algebraic extension of Q.
Let S ⊆ L, such that S is r.e. for some recursive presentation σ : L →˜ N. Then
S is r.e. for every recursive presentation τ : L →˜ N if and only if there exists a
Vnite extension F/Q such that S is invariant (as a set) under Aut(L/F).
Proof. Suppose there is a Vnite extension F/Q such that S is invariant under
Aut(L/F). After enlarging F with itsAut(L)-conjugates, we may assume without
loss of generality that ψ(F) = F for all ψ ∈ Aut(L). Let F = Q(ζ).
Let σ and τ be given recursive presentations of L. We consider σ, τ and F as part
of the input data, so the algorithm will depend on these. This implies we know
σ(ζ) and τ(ζ).
We give an algorithm which runs over all elements of σ(S) and outputs all ele-
ments of τ(S). This goes as follows: for every a ∈ σ(S), let α = σ−1(a) ∈ L and
use Theorem 6.2.4 to output the set τ(Aut(L/F)(α)). Since Aut(L/F)(α) ⊆ S, we
will eventually output the set τ(S) this way.
Now suppose that S is r.e. for every recursive presentation but that for every V-
nite extension F/Q, S is not invariant under Aut(L/F). Take such a recursive
presentation τ. For every automorphism ϕ of L, τ ◦ ϕ is also a recursive presenta-
tion of L. The idea is that we will construct a set A ⊆ Aut(L) of cardinality 2ℵ0 ,
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such that ϕ(S) , ψ(S) for diUerent elements ϕ , ψ of A. When τ runs over the
ϕ(S ) with ϕ ∈ A, we will Vnd uncountably many r.e. sets in N, a contradiction.
From Lemma 6.3.1, it follows that there exist E0 ⊆ E1 ⊆ E2 ⊆ . . . , Vnite exten-
sions Ei/Q, such that L = ∪i≥0Ei and such that for every i, ψ(Ei) = Ei for each
ψ ∈ Aut(L). By assumption, for every i,Aut(L/Ei)(S) , S. So let ϕi ∈ Aut(L/Ei),
such that ϕi(S) , S. From this follows that there exists a Vnite extension K/Ei,
such that ϕi(S∩K) , S∩K. Since there exists a j > i, such that K ⊆ E j, we have
that ϕi(S ∩ E j) , S ∩ E j. We now delete the intermediate Velds Ei+1, . . . , E j−1
from our chain. In the resulting chain, E j from the old chain becomes the new
Ei+1. Summarizing, we have a chain E0 ⊆ E1 ⊆ E2 ⊆ . . . of Vnite extensions
Ei/Q, such that L = ∪i≥0Ei such that for every i, ψ(Ei) = Ei for each ψ ∈ Aut(L),
and we have a ϕi ∈ Aut(L/Ei) such that ϕi(S) , S and ϕi(S ∩ Ei+1) , S ∩ Ei+1.
We are now ready to deVne the set A ⊆ Aut(L/Q). Let I be a subset of N, then
we deVne ϕI ∈ Aut(L) as the composition of all ϕi with i ∈ I, and the order is
such that ϕN = · · · ◦ ϕ2 ◦ ϕ1 ◦ ϕ0. So ϕI is an inVnite product, but this is well
deVned since at each Vnite level Ek/Q, there are only Vnitely many ϕi that act
nontrivially, namely those with i < k (by construction of the Ei). We now set
A = {ϕI ∈ Aut(L) | I ⊆ N}.
Take diUerent subsets I, J of N. We have to prove that ϕI(S) , ϕJ(S). Let i be
the minimal natural number in which I and J diUer, without loss of generality,
we can assume that i ∈ I \ J. Consider ϕI ◦ ϕ−1J , on S ∩ Ei+1 this works as ϕi.
From this follows that ϕI(S ∩ Ei+1) , ϕJ(S ∩ Ei+1), so ϕI(S) , ϕJ(S). 
This last theorem was stated for the Veld L, but the same statement also holds
for L[t] (recall that ϕ(t) = t for ϕ ∈ Aut(L)). The proof is essentially the same,
instead of Theorem 6.2.4, we would use Theorem 6.2.6.
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6.4 Some examples of non automorphism-recursive
Velds
In section 6.2, we proved that in an automorphism-recursive Veld L, given two
recursive presentations σ, τ : L →˜ N, and given σ(α) for some α ∈ L, we can
compute the set {τ(ϕ(α)) | ϕ ∈ Aut(L)}. On the other hand, if for every el-
ement α ∈ L, we can compute {τ(ϕ(α)) | ϕ ∈ Aut(L)} and we can compute
the number of roots of its minimal polynomial pα in L, it follows that L is
automorphism-recursive. One can also ask if it is enough to be able to com-
pute {τ(ϕ(α)) | ϕ ∈ Aut(L)}, to conclude that L is automorphism-recursive. The
answer to this is no, as we will show in our Vrst construction, where we will con-
struct a Veld H where for every α ∈ H, we can compute {τ(ϕ(α)) | ϕ ∈ Aut(H)},
but H is not automorphism-recursive. In our second construction, we will make a
Veld M, that is also not automorphism-recursive, and we give recursive presenta-
tions σ, τ : M →˜ N, such that given σ(α), with α ∈ M, we can not even compute
the set {τ(ϕ(α)) | ϕ ∈ Aut(M)}.
6.4.1 Discriminants
We will make our examples of Velds that are not automorphism-recursive as a
compositum of number Velds Ki, i ∈ N. Since we need to be able to determine the
automorphisms of this compositum, we want the number Velds Ki to be linearly
disjoint over Q. To do this, we use discriminants of number Velds, a concept that
we recall in this section. We also prove a preparatory Proposition 6.4.7 on linearly
disjointness, to pave the way for the construction of our examples. For more
background on discriminants and the related ramiVcation behaviour, we refer to
[Neu92, Chapter III, Section 2].
DeVnition 6.4.1. Let K be a Veld, K¯ a Vxed algebraic closure. Let f ∈ K[t] be
a monic polynomial with roots α1, . . . , αn ∈ K¯. We denote the discriminant of f
with ∆( f ) :=
∏
i< j(αi − α j)2.
DeVnition 6.4.2. Let K/F be a Vnite separable extension with [K : F] = n.
We deVne the discriminant of elements α1, . . . , αn ∈ K to be ∆(α1, . . . , αn) =
det(ϕi(α j))2, where ϕi, i = 1, . . . , n are the F-embeddings of K in K¯.
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One easily sees that ∆(α1, . . . , αn) = det(T(αiα j)), with T : K → F the trace of
the extension K/F.
DeVnition 6.4.3. Let K be a number Veld, and α1, . . . , αn a basis for OK as a
Z-module. Then the discriminant of K is ∆(K) = ∆(α1, . . . , αn).
The discriminant of K does not depend on the choice of Z-basis. It is also well
known that |∆(K)| > 1 for every number Veld K , Q (see [Neu92, Chapter III,
Minkowski’s Theorem 2.17]).
DeVnition 6.4.4. Let K/F be a number Veld extension with [K : F] = n. The
(relative) discriminant ∆(K/F) is the ideal in OF generated by ∆(α1, . . . , αn) as
(α1, . . . , αn) varies over all n-tuples in OK .
When F = Q, then ∆(K/Q) = (∆(K)) (the principal ideal in Z generated by the
absolute discriminant ∆(K)).
Lemma 6.4.5. Let K be a number Veld. Let f (t) ∈ OK[t] be a monic irreducible
polynomial of degree d and L = K[t]/( f (t)). Then ∆( f ) ∈ ∆(L/K).
Proof. Let x ∈ OL be a zero of f , then {1, x, x2, . . . , xd−1} is a basis for L/K with
elements in OL. By deVnition, ∆(1, x, . . . , xd−1) ∈ ∆(L/K). Let ϕi, i ∈ {1, . . . , d}
be the K-embeddings L→ K¯. Then
∆(1, x, . . . , xd−1) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
xϕ1 xϕ2 . . . xϕd
...
...
. . .
...
(xd−1)ϕ1 (xd−1)ϕ2 . . . (xd−1)ϕd
∣∣∣∣∣∣∣∣∣∣∣∣ =
∏
i< j
(xϕi − xϕ j)2 = ∆( f ),
so ∆( f ) ∈ ∆(L/K). 
Lemma 6.4.6. Let F be a number Veld. Let f (t) ∈ OF[t] be a monic irreducible
polynomial and let L be the splitting Veld of f over F. If p is a prime of F such
that p | ∆(L/F), then p | (∆( f )).
Proof. We proceed by induction on the degree d of f . If d = 1, the assertion
is trivial. Now suppose the statement is true for polynomials of degree strictly
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smaller than d. Let K = F[t]/( f (t)). If K is the splitting Veld of f over F,
then it follows immediately from Lemma 6.4.5 that if p is a prime of F such that
p | ∆(K/F), then p | (∆( f )). So suppose now that g(t) ∈ OK[t] is a monic
irreducible factor of f over K with deg g > 1. From [Neu92, Chapter III, Corollary
2.10] follows that
∆(L/F) = ∆(K/F)[L:K]NK/F(∆(L/K)).
By the induction hypothesis, we have that if B is a prime such that B | ∆(L/K),
then B | ∆(g)OK . Since ∆( f )OK ⊆ ∆(g)OK , we have that B | ∆( f )OK . Since
the primes in NK/F(∆(L/K)) lie below the primes of ∆(L/K), and from Lemma
6.4.5 we have that ∆( f ) ∈ ∆(K/F), it follows that the only primes in ∆(L/F) are
primes that occur in ∆( f )OF . 
Proposition 6.4.7. Let E/Q be a Vnite extension. Let α ∈ OE . Let a, b ∈ R with
a < b. Then there exist inVnitely many r ∈ Q such that
1. α − r is not a square in E,
2. a < r < b,
and the quadratic extensions E(
√
α − r) are all diUerent.
Let F/Q be a Vnite Galois extension with (∆(F),∆(E)) = 1. Then we can Vnd
r ∈ Q such that also:
3. F and E(
√
α − r) are linearly disjoint over Q.
Proof. Since there are inVnitely many primes that split completely in E ([Neu92,
Chapter VII, Corollary 13.6]), there are inVnitely many prime numbers pi such
that
(i) pi splits completely in E,
(ii) pi , 2,
(iii) piOE + αOE = OE .
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We show that for every prime pi, i ∈ N, that satisVes conditions (i)–(iii), we can
Vnd ri ∈ Q such that α − ri is not a square in E, a < ri < b, and the extensions
E(
√
α − ri) are all diUerent. We do this inductively, so ri depends on all primes
p1, p2, . . . , pi.
Suppose that piOE = p1 . . . pn. For the remainder of the proof, we Vx a prime
p | pi. We have that OE/p  Fpi . Because of condition (iii), α ∈ F∗pi . Let εi ∈ F∗pi
such that α − εi is not a square in F∗pi . For all j ∈ N, j < i, let δ j ∈ F∗p j such that
α − δ j is a square in F∗p j .
By weak approximation [EP05, Theorem 1.1.3] follows that there exists an ri ∈ Q
such that a < ri < b andri ≡ εi mod piri ≡ δ j mod p j for all j = 1, . . . , i − 1.
So α − ri = α − εi is not a square in F∗pi , therefore α − ri is not a square in E.
Suppose that E(
√
α − r j) = E(√α − ri) with j < i. Then α − r j and α − ri are in
the same square class of E, and so for the prime p | p j, α − r j and α − ri are in
the same square class in OE/p  Fp j . This is a contradiction, since α − r j is not a
square in F∗p j , but α − ri is a square in F∗p j . Therefore, the extensions E(
√
α − ri)
are all diUerent.
Let K = F ∩ E. From [Neu92, Chapter III, Corollary 2.10] follows that ∆(F/Q) ⊆
∆(K/Q) and∆(E/Q) ⊆ ∆(K/Q). Since (∆(F),∆(E)) = 1, it follows that∆(K/Q) =
1, so K = Q.
Suppose that Q $ F ∩ E(√α − ri). Let β ∈ F ∩ E(√α − ri) such that F ∩
E(
√
α − ri) = Q(β). Then β < E, so E(β) = E(√α − ri) or equivalently
(F ∩ E(√α − ri))E = E(√α − ri).
Since F has only Vnitely many subVelds, this gives only Vnitely many diUerent
extensions E(
√
α − ri). Therefore, there exists an r` such that F∩E(√α − r`) = Q.
Since F/Q is Galois, it follows from [Lan84, Chapter VIII, Theorem 1.12] that F
and E(
√
α − r`) are linearly disjoint over Q. 
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6.4.2 Construction of the examples
Let n ∈ N and pn(t) = t3 + 3t2 − nt − 4, then the discriminant of pn is ∆(pn) =
n(4n2+9n+216). So if n > 0, then pn(t) has three diUerent real roots xn, yn, zn ∈ R.
Without loss of generalization, we may suppose that xn < yn < zn.
From now on, we only consider n ∈ N \ {0, 2, 5, 8, 27}, so pn(t) is irreducible over
Q.
We computed that the only rational point on the elliptic curve E : y2 = n(4n2 +
9n + 216) is the point (0, 0), so for all n ∈ Q∗, ∆(pn) is not a square. Therefore
Q(zn)/Q is not Galois.
For the construction of our examples, it suXces that for n ∈ N suXciently large,
∆(pn) is not a square. So if one does not want to rely on a computation, one
could also use Siegel’s Theorem ([Sil86, Chapter IX, Corollary 3.2.1]), from which
follows that the set of integral points on E is Vnite.
We have that ∆(p1) = 229 and ∆(p3) = 837. Using the Chinese Remainder
Theorem, one can prove the following lemma.
Lemma 6.4.8. Given N ∈ N, with N > 0, there exists an x ∈ N \ {0, 2, 5, 8, 27},
such that gcd(N,∆(px)) = 1.
Proof. Consider the following congruences:x ≡ 1 mod p for all primes p such that p | N, p , 229x ≡ 3 mod 229.
From the Chinese Remainder Theorem follows there exists a solution x ∈ N \
{0, 2, 5, 8, 27}. Let p be a prime, p | N and p , 229. Then ∆(px) ≡ ∆(p1) ≡
229 . 0 mod p, hence p - ∆(px). Furthermore ∆(px) ≡ ∆(p3) ≡ 837 mod 229,
so 229 - ∆(px). This gives gcd(N,∆(px)) = 1. 
Let En := Q(xn, yn, zn). From Proposition 6.4.7 follows that there exists an r1 ∈ Q
such that y1 < r1 < z1 and z1 − r1 is not a square in E1 = Q(x1, y1, z1). Again
applying this Proposition 6.4.7, gives q1 ∈ Q such that x1 < q1 < y1 and y1 − q1
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is not a square in E1(
√
z1 − r1). Let L1 := Q(x1, y1, z1,√z1 − r1,√y1 − q1), and
N1/Q the Galois closure of L1. Let a1 := 1. We now describe how we construct
inductively the Veld Lak for every k ∈ N, k ≥ 2.
Let Nak−1/Q be the Galois closure of La1La2 . . . Lak−1 . From Lemma 6.4.8 follows
that there exists an ak ∈ N \ {0, 2, 5, 8, 27}, such that (∆(Nak−1),∆(pak)) = 1. From
Lemma 6.4.6 follows that that (∆(Nak−1),∆(Eak)) = 1. Applying Lemma 6.4.7
twice, we Vnd rak , qak ∈ Q such that xak < qak < yak < rak < zak , zak − rak is not a
square in Eak , yak − qak is not a square in Eak(√zak − rak), and such that Nak−1 and
Lak are linearly disjoint over Q, with Lak := Eak(
√
zak − rak ,√yak − qak). Therefore
La1 . . . Lak−1 and Lak are linearly disjoint over Q.
Let A = {ak | k ∈ N}. Since there is a recursive bijection of A to N, there exists a
subset S ⊆ A that is recursively enumerable but not recursive.
Construction 1
We keep the notation from before, so Q¯ is a Vxed algebraic closure of Q,
En = Q(xn, yn, zn) and Ln = En(
√
zn − rn,√yn − qn),
and S ⊂ A is r.e. but its complement is not r.e. Let
Fn =
{
Q(zn,
√
zn − rn) if n ∈ A \ S
Ln if n ∈ S .
Construct the Veld extension H/Q as the compositum of all Fn where n runs
through A.
Proposition 6.4.9. The Veld H is recursive.
Proof. We give an algorithm that constructs H as a chain of Velds H1 := Q ⊂
H2 ⊂ H3 ⊂ . . . such that H = ∪iHi. Let a background algorithm A run, that
prints the elements of S . Now we describe our algorithm step by step. In step 1,
we let H1 = Q. In step 2n, we let H2n := H2n−1Q(zn,
√
zn − rn) for n ∈ A, and
H2n := H2n−1 if n ∈ N \ A. We keep a list of the Q(zn,√zn − rn) that we add. In
step 2n + 1 of our algorithm, if k ∈ S is printed in step n of algorithm A, we let
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H2n+1 := H2nLk. Otherwise, set H2n+1 := H2n. From [FS56, Theorem 6.12] follows
that this gives a recursive presentation σ : H →˜ N. 
Proposition 6.4.10. Let ϕ ∈ Aut(H). If n ∈ S , then ϕ|En = id|En , ϕ(
√
zn − rn) =
±√zn − rn and ϕ(√yn − qn) = ±√yn − qn.
Proof. Let ϕ ∈ Aut(H). Suppose that ϕ(zn) = yn. Then ϕ(√zn − rn) ∈ H is a root
of t2 − (yn − rn). Since H is a subVeld of R and yn − rn < 0, this is a contradiction.
Suppose that ϕ(zn) = xn, then again ϕ(
√
zn − rn) ∈ H is a root of t2 − (xn − rn),
this also gives a contradiction. So ϕ(zn) = zn, and ϕ(
√
zn − rn) = ±√zn − rn.
Suppose that ϕ(yn) = xn. Then ϕ(
√
yn − qn) is a root of t2 − (xn − qn). Since
xn − qn < 0, this gives again a contradiction. So ϕ(yn) = yn, ϕ(xn) = xn and
ϕ(
√
yn − qn) = ±√yn − qn. 
From this Proposition 6.4.10 follows that if n ∈ S , the two Aut(Q¯)-conjugates
of zn are in H, but they are not Aut(H)-conjugate to zn. So for zn, the number of
Aut(H)-conjugates is always 1, but the number of roots of its minimal polynomial
pn in H is 3 if and only if n ∈ S . So if H would be automorphism-recursive,
then we would have an algorithm that gives the number of roots of pn in H for
every n ∈ A, so that decides whether n ∈ S . Therefore, H is not automorphism-
recursive.
However, let σ, τ be two recursive presentations of H. Given σ(a), we show that
we can compute the set {τ(ϕ(a)) | ϕ ∈ Aut(H)}.
We illustrate this Vrst in the case that a has minimal polynomial pn, for some
n ∈ A. Then given σ(a), we have to show that we can compute τ(a). This can be
done as follows. Let pn(t) = (t− a)qn(t) and consider the algorithm that runs over
all b ∈ H and checks two things: whether b is a root of t2 − (a − rn) and whether
b is a root of qn. Since a is a root of pn, either a = zn, and then we must Vnd a
root of t2 − (a − rn), or a , zn, and then we must Vnd a root of qn, so eventually
the algorithm halts. Suppose we Vnd a root of t2 − (a − rn), then we know a = zn,
and we output τ(zn). Suppose we Vnd a root of qn, then we know the three roots
a, b, c of pn are in H. Then we go on and search for a root of t2 − (a− rn), t2 − (a−
qn), t2 − (b− rn), t2 − (b− qn), t2 − (c− rn) or t2 − (a− qn) for both representations
σ and τ. Eventually, we will be able to determine σ(xn), σ(yn), σ(zn) and also
τ(xn), τ(yn), τ(zn). Given that a ∈ {xn, yn, zn}, this suXces to determine τ(a) from
σ(a).
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Now we treat the general case for α ∈ H, with minimal polynomial pα not one of
the pn. Then there exists a Vnite set B ⊂ A such that
α ∈ Q({xn, yn, zn,√zn − rn,√yn − qn | n ∈ B}) = F.
So α can be written as a polynomial in the generators of the Vnite extension F/Q,
let α = f ({xn, yn, zn,√zn − rn,√yn − qn | n ∈ B}), with the coeXcients of f in
Q. We already gave an algorithm to compute τ(xn), τ(yn) and τ(zn). To compute
τ(±√zn − rn) and τ(±√yn − qn), we just compute the roots in H of t2 − (zn − rn)
and t2 − (yn − qn) for τ. Because of the linear disjointness property, the Aut(H)-
conjugates of α are all the possible f ({xn, yn, zn,±√zn − rn,±√yn − qn | n ∈ B}).
Construction 2
We keep the same notations as in the Vrst construction. We construct the Veld
extension M/Q as the compositum of Q(zn) if n ∈ A \ S , and Ln if n ∈ S . A
similar proof as in Proposition 6.4.9, gives a recursive presentation σ : M →˜ N.
Just as in Proposition 6.4.10, we see that for every ϕ ∈ Aut(M), ϕ(zn) = zn for
every n ∈ A, and that for n ∈ S , ϕ(yn) = yn, ϕ(xn) = xn, ϕ(√zn − rn) = ±√zn − rn
and ϕ(
√
yn − qn) = ±√yn − qn.
In the same way, we construct the Veld extension M′/Q as the compositum of
Q(yn) if n ∈ A \S , and Ln if n ∈ S . Similarly as in Proposition 6.4.9, one can prove
that this is also a recursive Veld. Let τ : M′ →˜ N be a recursive presentation. We
deVne an isomorphism ψ : M → M′, by letting ψ(zn) = yn if n ∈ A \ S , and
ψ(zn) = zn if n ∈ S . If Ln ⊂ M, then we let ψ|Ln = id|Ln .
Now consider the recursive presentations σ : M →˜ N and τ ◦ ψ : M →˜ N,
and suppose that for every m ∈ M, given σ(m), we could compute the set
{(τ ◦ ψ)(ϕ(m)) | ϕ ∈ Aut(M)}. Consider the algorithm that takes as input a natu-
ral number n ∈ A, and then computes σ(zn), which can be done since the function
A → N : n 7→ σ(zn) is recursive. The algorithm then computes (τ ◦ ψ)(zn)
(this is possible by assumption). Since the function A → N : n 7→ τ(yn) is also
recursive, the algorithm can then determine whether τ(ψ(zn)) = τ(yn). Since
τ(ψ(zn)) = τ(yn) if and only if n ∈ A \ S , this is a contradiction.
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Chapter 7
Recursively enumerable sets are
diophantine
With the preparatory work in the previous chapter, we can now Vnish the proof
that recursively enumerable sets in L[t] that are r.e. for every recursive presen-
tation, are diophantine. This proof follows some of the structure of the proof in
[Dem07a] that recursively enumerable sets inOL[t] (with L a totally real algebraic
extension ofQ), that are r.e. for every recursive presentation, are diophantine. Our
proof is based on Section 6.3, Lemma 6.10 and Section 6.6 of [Dem07a]. However,
we will also need that Z[t] is diophantine in L[t]. From [Dem10, Theorem 3.1]
follows that this is the case if the predicate “deg a(t) ≤ deg b(t)” is diophantine.
We give a diophantine deVnition of the degree for two classes of Velds, namely
real Velds and subVelds of p-adic Velds.
7.1 Diophantine deVnition of degree
As before, L is an algebraic extension of Q, and L[t] the polynomial ring in one
variable over L. In this section, we give a diophantine deVnition of the predicate
“deg a(t) ≤ deg b(t)” with a(t), b(t) ∈ L[t], a , 0 and b , 0, for two classes of
Velds L. We handle the case that L can be embedded in R and the case that L can
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be embedded in a Vnite extension of Qp.
7.1.1 For algebraic subVelds of the reals
We recall some deVnitions concerning real Velds.
DeVnition 7.1.1. A Veld K is called a (formally) real Veld if −1 is not a sum of
squares in K.
A Veld K is real if and only if K is an ordered Veld, this means there exists a
subset P (the positive elements) of K such that if α, β ∈ P then α + β ∈ P and
αβ ∈ P, P ∩ (−P) = {0} and P ∪ (−P) = K. A real Veld can have more than one
ordering P.
In this section, L is a real, algebraic extension of Q. The orderings P on L cor-
respond exactly to the embeddings ϕ : L ↪→ R. Namely, if ϕ : L ↪→ R is an
embedding, then P = {α ∈ L | ϕ(α) ≥ 0} is an ordering on L. And converse, if P
is an ordering on L, then there exists an embedding of L into the real closure of
Q, hence an embedding L ↪→ R.
DeVnition 7.1.2. A rational function a(t) ∈ L(t) is called positive-deVnite on L if
ϕ(a(ξ)) ≥ 0 for all ξ ∈ L on which a is deVned, and for all embeddings ϕ : L ↪→ R.
We denote this with a ≥ 0, the notation a ≥ b is equivalent with a − b ≥ 0.
Proposition 7.1.3. The set of positive-deVnite polynomials in L[t] is diophantine.
Proof. Let a(t) ∈ L[t] be a positive-deVnite polynomial. Let P˜ be an ordering on
L(t). The restriction P := P˜|L corresponds to an embedding ϕ : L ↪→ R. Then
ϕ(a(ξ)) ≥ 0 for all ξ ∈ L. Since L is dense its real closure, this is equivalent with
ϕ(a(ξ)) ≥ 0 for all ξ in the real closure of L. From the Artin-Schreier theorem
(see for instance [PV95, Chapter 6, Theorem 2.3]) follows that there exist Vnitely
many pii ∈ L such that ϕ(pii) ≥ 0 and fi ∈ L(t) such that
a =
∑
i
pii f 2i .
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It follows that a ∈ P˜. This holds for every ordering P˜ of L(t). Therefore, a is a
sum of squares in L(t) ([PV95, Chapter 6, Corollary 1.8]).
Now, let F be the number Veld generated by the coeXcients of a(t). From a
theorem of Pourchet (see [Pou71]) follows that a(t) is a sum of at most 5 squares
in F(t). So we have
a(t) ∈ L[t] is positive-deVnite⇔ (∃a1, . . . , a5, b ∈ L[t])(b , 0∧b2a = a21+· · ·+a25).
Since the nonzero elements in L[t] are diophantine in L(t) (Section 2.1, Example
3), this deVnition of the positive-deVnite polynomials is diophantine. 
Theorem 7.1.4. Let L be a real, algebraic extension of Q. Let a(t), b(t) ∈ L[t],
a , 0 and b , 0. Then
deg a(t) ≤ deg b(t)⇔ (∃ ρ, pi ∈ L) a2 ≤ ρ + pib2.
Proof. Let deg a(t) = n, deg b(t) = m, a(t) = αntn + · · · + α0 and b(t) = βmtm +
· · · + β0. Let F be a number Veld containing all the coeXcients αi and βi.
Suppose Vrst that n ≤ m. Then we need to prove that ϕ(a(ξ)2) ≤ ϕ(ρ + pib(ξ)2)
for every ξ ∈ L and every embedding ϕ : L ↪→ R. If n = m, we choose pi ∈ Q
such that ϕ(α2n) < piϕ(β
2
n) for every real embedding ϕ. This is possible, since there
are only Vnitely many embeddings of F in R. If n < m, we set pi = 1. In both
cases, the polynomial ϕ(a2 − pib2) has even degree with a negative leading term.
Therefore, ϕ(a2−pib2) reaches a maximum mϕ ∈ R. We now take ρ ∈ Q such that
ρ ≥ mϕ for every embedding ϕ : F ↪→ R. As before, this is possible since there
are only Vnitely many such embeddings. It follows that ϕ(a2 − pib2) ≤ ρ.
For the converse, we choose one particular real embedding of L. Suppose that
there exist ρ, pi ∈ L such that ϕ(a2) ≤ ϕ(ρ + pib2). Since the left hand side is a
positive deVnite polynomial of degree 2n, dominated by a polynomial of degree
at most 2m, it follows that n ≤ m. 
7.1.2 For algebraic subVelds of p-adic Velds
In this section, we let L be an algebraic subVeld of a p-adic Veld. Let a(t), b(t) ∈
L[t], a , 0 and b , 0. Then deg a ≤ deg b is equivalent with 3∞(a/b) ≥ 0.
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Since we proved in Corollary 4.1.6 that “3∞ ≥ 0” is diophantine, this gives us
a diophantine deVnition of the degree. This idea appeared before in Demeyer’s
article [Dem10], where he proves that recursively enumerable sets over K[t], with
K a number Veld, are diophantine. Since every number Veld can be embedded in
a nondyadic p-adic Veld, he uses Kim and Roush’s diophantine deVnition of the
valuation ring in K(t), with K a subVeld of a nondyadic p-adic Veld in [KR95], to
give a diophantine deVnition of the degree.
Theorem 7.1.5. Let L be a subVeld of a p-adic Veld that is algebraic over Q.
The relation “deg a(t) ≤ deg b(t)” with a(t), b(t) ∈ L[t], a , 0 and b , 0 is
diophantine in L[t].
Proof. Let a(t), b(t) ∈ L[t] \ {0}, we have that deg b − deg a = 3∞(a/b). From
Corollary 4.1.6 follows that in L(t), the relation 3∞(a/b) ≥ 0 is diophantine. Since
the nonzero elements in L[t] are diophantine in L(t) (Section 2.1, Example 3), it
follows that “deg a(t) ≤ deg b(t)” is diophantine in L[t]. 
7.2 Recursively enumerable sets are diophantine
As before, L is an algebraic extension of Q, and L[t] the polynomial ring in one
variable over L. We work in a Vxed algebraic closure L¯ of L.
Lemma 7.2.1. Let F be a number Veld and L an algebraic Veld extension of F.
Suppose that Z[t] is diophantine over L[t]. Then F[t] is diophantine over L[t].
Proof. Let α ∈ L such that F = Q(α), and let d = [F : Q]. Then a(t) ∈ F[t] if
and only if there exist b ∈ Z \ {0} and a0(t), . . . , ad−1(t) ∈ Z[t] such that
ba(t) = a0(t) + a1(t)α + · · · + ad−1(t)αd−1.
Since Z\{0} is diophantine in Z[t] (it is r.e.), and Z[t] is by assumption diophantine
over L[t], it follows that F[t] is diophantine over L[t]. 
DeVnition 7.2.2. A bounding predicate for L[t] is a relation δ(a, n) with a(t) ∈
L[t] and n ∈ N such that:
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1. For any Vxed n ∈ N, there are only Vnitely many a ∈ L[t] that satisfy
δ(a, n).
2. If B is a Vnite subset of L[t], then there exists an n ∈ N such that δ(b, n)
holds for every b ∈ B.
We call a bounding predicate eUective if the following also holds:
3. There exists an algorithm, with input n ∈ N, that produces a Vnite set
Bn ⊂ L¯[t], such that Bn ∩ L[t] is exactly the set of the b ∈ L[t] that satisfy
δ(b, n).
To make sense of this last condition, we use the known fact that L¯ is a recursive
Veld with a recursive embedding of L into L¯, see [Rab60, Theorem 7]. More
precisely, if ι denotes the embedding L ↪→ L¯ andσ is a recursive presentation of L,
then there exists a recursive presentation τ : L¯ →˜ N such that τ◦ ι◦σ−1 : N→ N
is a recursive function. However, in general, the image ι(L) of this function (as a
subset of L¯) is not recursive. In other words, given an element of L¯, we cannot
decide whether it belongs to L.
We now give a diophantine eUective bounding predicate for L[t].
Lemma 7.2.3. Let L be an algebraic extension of Q, and suppose that Z[t] is
diophantine over L[t]. Let σ : Z[t] →˜ N be a recursive presentation, and let
pn(t) = σ−1(n) if σ−1(n) is nonzero and pσ(0)(t) = 1. Let δ(a, n) be the relation
“a(t)t + 1 | pn(t)”. Then δ is an eUective bounding predicate for L[t] that is
diophantine over L[t].
Proof. Fix n ∈ N and consider pn(t), which is a nonzero polynomial. As a
polynomial in L[t], it has only Vnitely many divisors, up to units. If we force
the constant coeXcient of such a divisor to be 1, there are only Vnitely many
possibilities, so only Vnitely many values for a(t).
Given Vnitely many polynomials a1(t), . . . , am(t) ∈ L[t], we deVne
q(t) =
∏
i
(ai(t)t + 1).
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Let K denote the number Veld generated by the coeXcients of q, then r(t) =
NK/Q(q(t)) is an element of Q[t]. Finally, we multiply r(t) with a nonzero integer
to clear all denominators to get a nonzero polynomial s(t) = d · r(t) ∈ Z[t]. Let
n = σ(s). We conclude that ai(t)t + 1 | q(t) | r(t) | s(t) = pn(t) for all i.
The bounding predicate is eUective because we can easily factor pn(t) in L¯[t]
(search for all the zeros by trying every element of L¯). Then we can compute all
divisors of pn(t) and normalize them such that the constant coeXcient becomes 1,
skipping those divisors with constant coeXcient 0. For each divisor a(t)t + 1, we
output a(t).
Finally, we show that it is diophantine. Consider the set S = {(pn(t), n) ∈
Z[t] × N} as subset of Z[t] × Z[t]. By deVnition, this set is r.e. if and only if
{(σ(pn(t)), σ(n)) ∈ N × N} is r.e. If we ignore n = σ(0) and n = σ(1) for sim-
plicity, this set is equal to {(n, σ(n)) ∈ N × N}. Since we can easily compute σ(n)
for any n (it suXces to know σ(1)), it follows that S is a recursively enumerable
(even recursive) subset of Z[t]×Z[t]. By [Den78b], this is also a diophantine sub-
set of Z[t] × Z[t]. Using the assumption that Z[t] is diophantine over L[t] gives
us that S is diophantine over L[t]. Since divisibility is obviously diophantine, this
shows that the predicate δ(a, n): a(t)t + 1 | pn(t) is diophantine. 
We will now Vnish the proof of the main theorem.
Theorem 7.2.4. Let L be an automorphism-recursive, algebraic extension of Q.
Suppose that Z[t] is diophantine over L[t]. Let S ⊆ L[t] be r.e. for every recursive
presentation of L[t]. Then S is diophantine over L[t].
Proof. Since L is automorphism-recursive and S is r.e. for every recursive presen-
tation of L[t], by Theorem 6.3.2 we have that Aut(L/F)(S) = S for some Vnite
extension F of Q in L.
We give an algorithm that codes the elements of S into a triple (n, ω, α) ∈ N×F×
L. We call the set of these triples R1. Given a(t) ∈ S, let n be the smallest natural
number for which δ(a, n) holds, with δ the bounding predicate from Lemma 7.2.3.
Since by assumption Z[t] is diophantine over L[t], from Lemma 7.2.3 follows that
δ is eUective. So we can Vnd n algorithmically by computing Bn ⊆ L¯[t] for
increasing values of n until a(t) ∈ Bn.
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Next, let d(t) =
∏
b∈Bn\{a}(a(t) − b(t)), which is an element of L¯[t]. Since d is
not the zero polynomial, there exists an ω ∈ Q such that a(ω) , b(ω) for all
b ∈ Bn \ {a}. We know that ω exists, so we can try every ω ∈ Q until we Vnd one
that works, and we let α = a(ω).
Nowwe do a second encoding of the elements ofR1 into a quadruple (n, ω, f (t), g(t)) ∈
N × F × F[t] × F[t]. Given (n, ω, α) ∈ R1, we Vnd f (t), g(t) ∈ F[t] (see Theo-
rem 6.2.5) such that the system {
f (t) = α
g(t) = 0
has a zero in L, but for every β ∈ L with β < Aut(L/F)(α) the system{
f (t) = β
g(t) = 0
does not have a zero in L. The set of these quadruples (n, ω, f (t), g(t)) will be
called R.
Since both these encodings are recursive procedures, the sets R1 and R are r.e. For
the ring F[t], we know that r.e. sets are diophantine (see [Dem10, Theorem 5.1]).
So R is diophantine over F[t]. Since Z[t] is diophantine over L[t], from Lemma
7.2.1 follows that F[t] is diophantine in L[t]. Therefore R is diophantine over L[t].
The Vnal step is to give a diophantine deVnition of S, given that R is diophantine.
For this, we need to undo the two encodings using diophantine formulas.
We claim that:
a ∈ S (7.1)
m
(∃ n ∈ N)(∃ω ∈ F)(∃ f (t), g(t) ∈ F[t])(∃α, γ ∈ L)
(n, ω, f (t), g(t)) ∈ R (7.2)
∧ f (γ) = α ∧ g(γ) = 0 (7.3)
∧ δ(a, n) ∧ a(ω) = α. (7.4)
First we prove that the deVnition is indeed diophantine. We have that L is dio-
phantine in L[t], since the constants in L[t] are the invertible elements and 0. By
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construction, the set R is diophantine over L[t]. From Lemma 7.2.1, it follows that
F[t] is diophantine over L[t], and therefore F is also diophantine over L[t].
If a ∈ S, we take the corresponding (n, ω, α) ∈ R1 and (n, ω, f (t), g(t)) ∈ R. Then
(7.2) is true and (7.3) and (7.4) follow from the construction of R1 and R.
Conversely, assume (7.2), (7.3) and (7.4). Consider (n, ω, f (t), g(t)) ∈ R. This must
come from some (n, ω, β) ∈ R1, which in turn comes from some b ∈ S. Since the
system f (t) = α and g(t) = 0 has a solution γ ∈ L, we must have α = ϕ(β) for
some ϕ ∈ Aut(L/F).
The construction of R1 implies that δ(b, n) holds, that b(ω) = β and that b(ω) ,
q(ω) for all q , b for which δ(q, n) holds. Applying ϕ−1 on (7.4) and considering
ω ∈ F, we get ϕ−1(a)(ω) = β = b(ω). Since δ(a, n) holds and δ is invariant under
Aut(L/Q), also δ(ϕ−1(a), n) holds.
All this implies that b = ϕ−1(a). Since Aut(L/F)(S) = S and b ∈ S, we conclude
that a ∈ S. 
Corollary 7.2.5. Let L be an automorphism-recursive, algebraic extension of Q
and assume either that L is real, or that L can be embedded in a Vnite extension
of Qp. Let S ⊆ L[t] be r.e. for every recursive presentation of L[t]. Then S is
diophantine over L[t].
Proof. Using the hypotheses on the Veld L, we proved in Section 7.1 that “deg a(t) ≤
deg b(t)” is diophantine, so from [Dem10, Theorem 3.1] follows that Z[t] is dio-
phantine over L[t]. The result now follows from Theorem 7.2.4. 
Samenvatting
Inleiding
Het tiende probleem van Hilbert is één van de 23 wiskundige problemen die Hil-
bert opstelde in 1900. Een aantal van die problemen stelde hij voor in zijn be-
faamde toespraak op de conferentie in Parijs van het International Congress of
Mathematics in 1900. Zijn bedoeling was dat deze problemen in de komende
eeuw onderzocht zouden worden. De volledige lijst van 23 problemen werd later
gepubliceerd, onder andere in [Hil00]. De originele formulering van het tiende
probleem van Hilbert is als volgt.
Entscheidung der Lösbarkeit einer Diophantischen Gleichung. Eine Diophan-
tische Gleichung mit irgend welchen Unbekannten und mit ganzen rationalen
ZahlencoeXcienten sei vorgelegt: man soll ein Verfahren angeben, nach wel-
chem sich mittelst einer endlichen Anzahl von Operationen entscheiden läßt, ob
die Gleichung in ganzen rationalen Zahlen lösbar ist.
Of in het Nederlands.
Bepalen of een diophantische vergelijking een oplossing heeft. Gegeven een
diophantische vergelijking in een willekeurig aantal variabelen en met gehele co-
ëXciënten: stel een procedure op zodat, na een eindig aantal operaties, beslist
kan worden of de vergelijking een oplossing heeft over de gehele getallen.
In hedendaagse terminologie zouden we zeggen dat het tiende probleem van Hil-
bert vraagt om een algoritme met als input een veelterm over Z in een willekeurig
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aantal variabelen, en met output “ja” als de gegeven veelterm een oplossing in de
gehele getallen heeft en “nee” als de veelterm geen gehele oplossing heeft. In 1970
bewees Matiyasevich de volgende stelling, verder bouwend op eerder werk van
Davis, Putnam en Robinson.
Stelling (DPRM-stelling). Een verzameling A ⊆ Zk is recursief opsombaar als en
slechts als A diophantisch is over Z.
We noemen deze stelling de DPRM-stelling, uit deze stelling volgt het negatieve
antwoord op het tiende probleem van Hilbert, dus er bestaat geen algoritme dat
beslist of diophantische vergelijkingen over Z een oplossing hebben.
Hilberts tiende probleem, en ook de sterkere DPRM-stelling kunnen voor andere
ringen en velden geformuleerd worden (zie Sectie 2.1 en 5.1). In deze thesis geven
we dergelijke resultaten: we bewijzen het negatieve antwoord op Hilberts tiende
probleem voor rationale functievelden in één variabele over een p-adisch veld (dit
is een eindige uitbreiding van een Qp). Wat betreft de DPRM-stelling, bewijzen
we dat recursief opsombare verzamelingen die recursief opsombaar zijn voor elke
recursieve presentatie, diophantisch zijn voor de veeltermring in één variabele
over bepaalde algebraïsche uitbreidingen van Q.
Een goed overzicht van de gekende resultaten en open problemen rond Hilberts
tiende probleem kan gevonden worden in de overzichtsartikels [Phe94] en [PZ00].
Nog interessante overzichtsartikels die de relaties met andere problemen in getal-
theorie en algebraïsche meetkunde verkennen zijn [Maz94] en [Shl00]. Er zijn
ook twee goede inleidende teksten over Hilberts tiende probleem van Poonen,
namelijk [Poo03] en [Poo08].
De resultaten over onbeslisbaarheid van diophantische vergelijkingen die tot hier-
toe gekend zijn voor een domein R, reduceren allemaal tot het onbeslisbaarheids-
resultaat voor Z. Om deze reductie uit te voeren, probeert men een diophantisch
model van de gehele getallen in R te vinden. Voor rationale functievelden K(t)
over een veld K volstaat het een diophantische deVnitie van de valuatiering van
3∞ te geven. Men gebruikt dan elliptische krommen om met deze deVnitie zo’n
diophantisch model van de gehele getallen te construeren. Deze methode werd
voor het eerst gebruikt door Denef ([Den78a]) in karakteristiek 0, algemeen kan
het resultaat als volgt geformuleerd worden.
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Stelling ([PZ00, Theorem 2.3]). Zij K een veld en zij K0 het priemveld van K. Zij
t een transcendent element over K. Onderstel dat er een diophantische deVnitie
ψ(x) bestaat, zodat het volgende geldt:
1. voor alle x ∈ K0(t) zodat 3∞(x) ≥ 0, hebben we dat ψ(x) geldt;
2. voor alle x ∈ K(t) zodat ψ(x) geldt, hebben we dat 3∞(x) ≥ 0.
Dan zijn diophantische vergelijkingen over K(t) onbeslisbaar.
Denef gebruikte deze methode om diophantische onbeslisbaarheid te bewijzen
voor K(t), met K een reëel veld. In [KR95] bewezen Kim en Roush onbeslisbaar-
heid voor K(t), met K een deelveld van een p-adisch veld met oneven restklassen-
karakteristiek. Wij verbeterden hun resultaat in [DD12], en gaven een bewijs van
diophantische onbeslisbaarheid voor K(t), met K een p-adisch veld dat ook dya-
disch mag zijn. We pasten dit toe om diophantische onbeslisbaarheid te bewijzen
voor K(t), met K een algebraïsch deelveld van een p-adisch veld, eveneens zonder
veronderstellingen over de karakteristiek van het restklassenveld. In positieve ka-
rakteristiek p, werd diophantische onbeslisbaarheid voor K(t), met K een eindig
veld van karakteristiek p, bewezen door Pheidas in [Phe91] (p oneven), en door
Videla in [Vid94] (p = 2). Kim en Roush bewezen diophantische onbeslisbaarheid
voor C(t1, t2) in [KR92]. Het is een open probleem of diophantische vergelijkingen
over C(t) onbeslisbaar zijn.
Zij nu R[t] de veeltermring in één variabele over een domein R van karakteris-
tiek 0. In [Den78a], bewees Denef dat Hilbert’s tiende probleem voor R[t] met
coëXciënten in Z[t] onbeslisbaar is. Later bewees hij het resultaat ook voor een
domein van positieve karakteristiek p in [Den79] (met de coëXciënten van de
diophantische vergelijkingen in (Z/pZ)[t]).
Als R een recursieve ring is, dan kunnen we het sterkere resultaat dat recursief
opsombare verzamelingen diophantisch zijn beschouwen. Hierover is er veel min-
der geweten. In de eerste plaats is er het resultaat van Denef dat recursief opsom-
bare verzamelingen diophantisch zijn voor de veeltermring Z[t] (zie [Den78b]).
Deze methode werd veralgemeend door Zahidi, die de equivalentie aantoonde in
[Zah99] voor OK[t1, . . . , tn] met OK de ring van gehelen in een totaal reëel getal-
lenveld K, en door Demeyer in [Dem10] voor R[t], met R een recursieve deelring
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van een getallenveld. In karakteristiek p bewees Demeyer voor K[t], met K een
recursieve algebraïsche uitbreiding van een eindig veld, dat verzamelingen die re-
cursief opsombaar zijn voor elke recursieve presentatie, diophantisch zijn, gebruik
makend van zijn resultaat in [Dem07b] dat recursief opsombare verzamelingen di-
ophantisch zijn voor Fq[t]. Wij bewezen dat recursief opsombare verzamelingen
die recursief opsombaar zijn voor elke recursieve presentatie, diophantisch zijn
voor L[t], met L/Q een automorVsme-recursieve algebraïsche uitbreiding, die kan
ingebed worden in een reëel veld of in een p-adisch veld.
Overzicht
Deel I: Hilberts tiende probleem voor rationale functievelden
In deel I bewijzen we diophantische onbeslisbaarheid voor het rationale functie-
veld K(t) over een p-adisch veld K (i.e. een eindige uitbreiding van een Qp) en
ook over een algebraïsch deelveld K van een p-adisch veld. Dit veralgemeent een
resultaat van Kim en Roush, die in [KR95] diophantische onbeslisbaarheid bewe-
zen voor rationale functievelden over deelvelden van een p-adisch veld waarvan
het restklassenveld oneven karakteristiek heeft. In deze thesis passen we hun me-
thoden aan door meer in de context van de theorie van de kwadratische vormen te
werken, en we geven een gezamenlijk bewijs voor zowel restklassenkarakteristiek
p oneven als p = 2.
Deel I gaat van start met twee voorbereidende hoofdstukken. In het eerste hoofd-
stuk herhalen we de deVnitie van een valuatie en enkele basiseigenschappen. De
valuaties waarmee we vooral werken in deze thesis zijn de p-adische valuaties en
de valuaties op een rationaal functieveld K(t) die triviaal zijn op K (desondanks
zijn er bepaalde valuaties die de p-adische valuatie naar K(t) uitbreiden (zie Sec-
tie 1.3), die impliciet voorkomen in het bewijs van onze Hoofdstelling 3.3.1). We
introduceren ook de Newton veelhoek, een meetkundig object dat de valuaties
van de wortels van een veelterm geeft. In het tweede hoofdstuk geven we een
inleiding op het tiende probleem van Hilbert, waarbij we ons concentreren op
rationale functievelden. We geven het bewijs van Denef dat diophantische onbe-
slisbaarheid voor K(t) reduceert tot het geven van een diophantische deVnitie van
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de valuatiering van 3∞ in K(t), voor charK = 0. Op deze manier presenteren we
in deze thesis een volledig zelf-omvattend bewijs van ons resultaat van diophan-
tische onbeslisbaarheid voor K(t), met K een p-adisch veld. Tenslotte vergelijken
we de gekende resultaten over onbeslisbaarheid voor rationale functievelden.
In onze diophantische deVnitie van de valuatiering van 3∞ in K(t) spelen kwadra-
tische vormen een belangrijke rol. We moeten namelijk kunnen bewijzen of een
bepaalde klasse van 7-dimensionale kwadratische vormen, waarvan de coëXci-
enten afhangen van een gegeven rationale functie, isotroop is. Daarom concen-
treert Hoofdstuk 3 zich volledig op kwadratische vormen, met eerst wat inleiding,
en daarna de opbouw tot onze Hoofdstelling 3.3.1, die zegt dat als g ∈ K[t] een
bepaalde Newton veelhoek heeft dat dan een bepaalde 7-dimensionale vorm q,
die afhangt van g, isotroop is over K(t). Ons bewijs volgt wat van de structuur
van het bewijs van Kim en Roush, maar zij bewijzen veel stellingen in hun artikel
over kwadratische vormen door te reduceren naar het restklassenveld. Aangezien
dit een rationaal functieveld is over een eindig veld van oneven karakteristiek,
kunnen ze kwadratische wederkerigheid gebruiken, en het resultaat terug liften
met Hensels Lemma. Omdat we een bewijs wilden dat ook werkt in restklassen-
karakteristiek 2, konden we deze techniek niet gebruiken. Maar eigenlijk is het
natuurlijker om de veeltermen over het p-adisch veld K te beschouwen, in plaats
van de reductie ervan in het restklassenveld. Bijgevolg deVniëren we in Sectie 3.2
een soort van kwadratisch wederkerigheidssymbool voor veeltermen over K, en
we veriVëren een kwadratische wederkerigheidswet voor dit symbool.
In [KR95] bewijzen Kim en Roush ook dat de kwadratische vorm q isotroop is
over rationale functievelden over algebraïsche deelvelden van niet-dyadische p-
adische velden. In hun bewijs gaan ze naar een eindige uitbreiding van K, waar
ze zich ontdoen van de dyadische priemen. Ze geven dus enkel een diophantische
deVnitie van de valuatiering van 3∞ voor deelvelden van niet-dyadische p-adische
velden, die aan bepaalde voorwaarden voldoen. Aangezien ze ook bewijzen dat
elke deelveld van een niet-dyadisch p-adisch veld zo’n eindige uitbreiding met
extra voorwaarden bezit, volstaat dit om Hilberts tiende probleem voor K(t) te
bewijzen, met K een deelveld van een niet-dyadisch p-adisch veld. Door ons
vorig resultaat voor p-adische velden aan te wenden, vereenvoudigen en veral-
gemenen we dit bewijs ook zodat het voor alle priemen p geldt. In ons bewijs
is het ook niet meer nodig om over te gaan op een eindige uitbreiding. We kun-
nen dus een diophantische deVnitie geven van de valuatiering van 3∞ voor alle
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rationale functievelden in één variabele over een algebraïsch deelveld van een
p-adisch veld. Dit wordt gedaan in Hoofdstuk 4, waar we ons resultaat over de
isotropie van q gebruiken om een diophantische deVnitie te geven van het predi-
caat “3∞(x) is even” voor x ∈ K(t). Dit kan dan geherformuleerd worden tot een
diophantische deVnitie van “3∞(x) ≥ 0”, wat impliciet gedaan wordt in Stelling
4.1.5.
Ons resultaat over diophantische onbeslisbaarheid voor K(t), met K een p-adisch
veld, werd gepubliceerd in [DD12].
Deel II: Diophantische verzamelingen over veeltermringen
Ons startpunt in dit deel is het werk van Demeyer in zijn doctoraatsthesis (zie
[Dem07a]) voor veeltermringen over OL, met L een totaal reële algebraïsche uit-
breiding van Q. We onderzoeken wanneer recursief opsombare verzamelingen
diophantisch zijn voor de veeltermring L[t], met L/Q een recursieve, algebraï-
sche uitbreiding. Of een verzameling S ⊆ L[t] recursief opsombaar (r.o.) is, zou
kunnen afhangen van de gekozen recursieve presentatie van L[t]. Daarentegen
zijn diophantische verzamelingen r.o. voor elke recursieve presentatie. Verder is
een diophantische verzameling invariant onder Aut(L/F), met F/Q de eindige
uitbreiding voortgebracht door de deVniërende vergelijking van de diophantische
verzameling. Dus enkel recursief opsombare verzamelingen S ⊆ L[t] die recur-
sief opsombaar zijn voor elke recursieve presentatie van L[t] en die invariant zijn
onder de automorVsmes van een eindige uitbreiding van Q, kunnen diophantisch
zijn. In sectie 6.3 tonen we aan dat deze twee voorwaarden waaraan r.o. verzame-
lingen zouden moeten voldoen, eigenlijk equivalent zijn. Namelijk, een recursief
opsombare verzameling S is recursief opsombaar voor elke recursieve presentatie
als en slechts als er een eindige uitbreiding F/Q bestaat zodat S invariant is als
verzameling onder Aut(L/F).
Om het hoofdresultaat van dit deel te bewijzen, namelijk dat recursief opsom-
bare verzamelingen die r.o. zijn voor elke recursieve presentatie diophantisch zijn
voor L[t], met L/Q een recursieve algebraïsche uitbreiding, hadden we een extra
voorwaarde nodig over de automorVsmen van L. Dit bracht ons tot de deVni-
tie van een automorVsme-recursief veld. In een automorVsme-recursief veld L
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kunnen we, gegeven een element α ∈ L, het aantal wortels in L van de mini-
maalveelterm van α over F berekenen, en we weten hoeveel van deze wortels
Aut(L/F)-toegevoegd zijn aan α. We bewezen een aantal essentiële eigenschap-
pen die een automorVsme-recursief veld heeft, bijvoorbeeld, gegeven een element
α ∈ L, weten we niet alleen het aantal Aut(L/F)-toegevoegden van α, maar we
kunnen deze ook berekenen. Om wat meer intuïtie te ontwikkelen voor het con-
cept automorVsme-recursief veld, construeerden we ook velden die één van deze
eigenschappen bezitten, maar die niet automorVsme-recursief zijn. Een andere
belangrijke eigenschap die een automorVsme-recursief veld heeft, is dat we een
koppel veeltermen over een getallenveld F in L dat de Aut(L/F)-toegevoegden
van een element α ∈ L karakteriseert, kunnen berekenen. Daarna gebruikten we
deze veeltermen om de elementen van de recursief opsombare verzameling S met
Aut(L/F)(S) = S op een diophantische manier te coderen. Om te bewijzen dat
onze deVnitie van S diophantisch is, hadden we ook nodig dat Z[t] diophantisch
is over L[t].
In Stelling 7.2.4 bewijzen we het hoofdresultaat van dit deel, namelijk zij L/Q een
automorVsme-recursief veld en veronderstel dat Z[t] diophantisch is over L[t],
dan zijn recursief opsombare verzamelingen in L[t] die recursief opsombaar zijn
voor elke recursieve presentatie, diophantisch.
Uit [Dem10] volgt dat dit zo is als het predicaat “deg a ≤ deg b” voor a, b ∈
L[t] \ {0} diophantisch is. In Hoofdstuk 7.1 geven we een diophantische deVnitie
van de graad in het geval dat L ingebed kan worden in R en in het geval dat L
ingebed kan worden in een p-adisch veld.
Samen met Jeroen Demeyer bereidden we een artikel over dit werk voor.
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