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Abstract 
The implicit particle code with complicated 
coupled field-particle equations is shown to be 
successfully parallelized. The computational 
speed for the particle-related calculations in-
creases in proportion to the number of assigned 
processors. The speed for the electromagnetic 
field is also improved which, however, is highly 
affected by the rapidness of inter-processor com-
munications. 
§1. Particle /Field Parallelizations 
It has been established that the massively paral-
lel processors greatly enhances a computational 
speed of the "explicit" particle simulations [1]. 
However, this work states the speed of only the 
particle pushing part which includes an integ-
ration of the Newton equations of motion, col-
lection of the charge and current densities onto 
the space grid points and finding the electromag-
netic field at each particle position. This part 
almost consists of the gather /scatter operations 
with indirect memory accesses. 
On the other hand,. the present study has 
shown for the first time that the implicit-particle 
simulation algorithm that takes finite amount 
of the CPU time for solving the implicit field 
equations with the bi-CGS iterative method is. 
also successfully parallelizable [2]. The macro-
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particle code used in this study is one of the 
implicit particle codes which is suited to study 
the low-frequency kinetic plasmas in both the 
linear and strongly nonlinear phases of plasmas 
[3]. 
§2. Numerical Test 
The dependence of the computation time (wall 
clock time) on the number of the assigned pro-
cessors is shown in Fig.1. In panel (a), the 
computation time for the total and the particle-
related parts are shown with the open and filled 
circles, respectively. The particle-related time is 
seen to be reduced in proportion to the number 
of assigned processors. 
The computation times of the field-related 
part are shown in Fig.1(b) for the total 
(EM+ES) and EM parts with open and filled 
squares, respectively. This part involving the 
solution of the complicated implicit equations 
is also found to be improved with the number 
of the assigned processors. The slower improve-
ment of the field-related part is attributed tore-
dundancy arising from the inter-processor com-
munications. 
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