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Introduction 26
To reach a goal, search for food, or avoid a predator, navigation in space is essential. To do so 27 accurately, animals rely on sensory landmarks in the environment to monitor and adapt their path 28 and body orientation in space. Sensory cortices elaborate information they receive from the 29 sensory organs, and they interact with widespread thalamo-cortico-hippocampal networks that 30 contain internal representations of space and body orientation to guide navigation (Hinman et al., 31 2018; Vélez-Fort et al., 2018). In the interest of survival in a constantly changing world, salient 32 environmental cues have to be integrated rapidly with spatial signals so that navigational 33 strategies can be adapted prior to full cortical elaboration. Accordingly, important integrative steps 34 enabling sensory guided spatial navigation may be engaged at subcortical levels (Hinman et al., 35 2018; Knudsen, 2018) . A major site for subcortical gating of external sensory stimuli is the 36 inhibitory thalamic reticular nucleus (TRN) that shows a unique anatomical positioning at the 37 interface between sensory thalamic nuclei and cortex (Crabtree, 2018; Pinault, 2004; Scheibel 38 and Scheibel, 1966) . Activity in TRN controls the gain of sensory inputs (Le Masson et al., 2002) , 39
sharpens receptive fields in thalamic sensory nuclei (Lee et al., 1994; Soto-Sánchez et al., 2017) , 40 underlies sensory selection in divided attentional tasks (Ahrens et al., 2015; Wimmer et al., 2015) , 41 and is involved in sensory induced flight responses (Dong et al., 2019) . 42
To date, the TRN has not been implied in the gating of spatial information. Lesion studies, 43 however, suggest that TRN contributes to covertly directing a rat's self-orientation to the target 44 stimulus, such that orienting movements can be rapidly executed (Weese et al., 1999) . Moreover, 45
anterior thalamic nuclei (ATN) are part of the brain's navigational system (Dumont and Taube, 46 2015) , and there is anatomical evidence in rodent that anterodorsal TRN innervates ATN 47 (Gonzalo-Ruiz and Lieberman, 1995a, b; Lozsádi, 1995; Pinault and Deschênes, 1998; Scheibel 48 and Scheibel, 1966) , although this has been questioned in cat (Paré et al., 1987) . The 49 anterodorsal (AD) thalamic nucleus, part of the ATN, contains a large proportion of HD cells tuned 50 to the direction of the rodent's head in space (Taube, 1995) . The HD signal is generated within 51 dorsal tegmental and lateral mammillary nuclei based primarily on vestibular signals and is then 52 to the canonical sensory TRN-thalamocortical circuits thus remain speculative. Here, we 56 hypothesized that if the TRN is to mediate subcortical sensory gating effectively, it should serve 57
as an entry point for information flow to ATN to control the processing of HD signals. 58
The PreS/RSC establishes functional excitatory synapses onto TRN 112
To quantify these anatomical observations in terms of possible functional synapses, we used 113 whole-cell patch-clamp recordings in acute coronal slices from brains of mice injected with AAV1-114
CaMKIIa-ChR2-EYFP into PreS/RSC 3 -5 weeks earlier ( Fig. 2A ). Cells patched within 115 anterodorsal TRN showed rebound burst behavior, as recognizable by repetitive high-frequency 116 bursts of action potentials after brief hyperpolarization, similar to posterior sensory TRN cells (Fig. 117 2B) (Fernandez et al., 2018) . Electrical properties were also comparable to those of their posterior 118 counterparts that are innervated by the primary somatosensory cortex S1 (Fernandez et al., 2018; 119 Vantomme et al., 2019), but cells produced less repetitive bursts (Fig. 2C ). Cells in AD, AV and 120 LD showed properties typical for dorsal thalamocortical neurons, notably the presence of only a 121 single rebound burst discharge (Huguenard, 1996) the different thalamic nuclei was evident while guiding the patch pipette to the target region and 143 was confirmed in a subgroup of cells through perfusion with neurobiotin and post-hoc recovery (n 144 = 33/106) ( Fig. 2D1 ). Rapid synaptic inward currents were elicited in > 80 % of all recorded cells 145 for all areas (Fig. 2D2,D3) . Synaptic currents were time-locked to the stimulus, with a fixed and 146 short latency to response onset and sub-millisecond jitter (Fig. 2D4,D5 ). Response latency was 147 inversely proportional to light intensity (Suppl. Fig. 2 ), which is consistent with an action potential-148 dependent mode of synaptic transmission (Gjoni et al., 2018) . There is thus a direct, 149 monosynaptic connection from PreS/RSC to anterodorsal TRN and to AD, AV and LD. 150
Light-evoked postsynaptic currents (EPSCs) were mediated by glutamatergic synaptic receptors, 151 as verified in a subset of 5 TRN and 5 neurons of AD, AV or LD (jointly referred to here as ATN+) 152 ( Fig. 2E1 ). Thus, the AMPA receptor antagonist 6,7-Dinitroquinoxaline-2,3(1H,4H)-dione (DNQX, 153 40 μM, bath-application) reduced responses by > 90 % at -60 mV ( Fig. 2E1,E2 ). The small 154 remaining current component was abolished by the NMDA receptor antagonist DL-2-Amino-5-155 phosphonovaleric acid (APV, 100 µM, bath-application), as measured at +40 mV ( Fig. 2E1, E2 ). 156 NMDA/AMPA ratios were comparable to previous studies on corticoreticular and corticothalamic 157 synapses in the sensory sectors of TRN (Fernandez et al., 2017) . Moreover, the TRN-EPSCs had 158 a twice-shorter half-width than ATN+-EPSCs ( and, for comparison, S1-connected TRN neurons (grey, n = 11). Data from S1-connected TRN 168 neurons re-used from a previous study (Fernandez et al., 2018 and-whisker plot of EPSC half-widths for TRN (n = 7), AD (n = 8), AV (n = 14) and LD (n = 5). PreS/RSC EPSCs of TRN cells were 4-to 5-fold larger than the ones established onto AD and 201 AV cells ( Fig. 3B2 ). Dividing the maximally evoked EPSC amplitude by the unitary one, we 202 calculated ranges of 1 -9 fibers for TRN, 2 -32 fibers for AD and 8 -86 fibers for AV. Therefore, 203 although variable, TRN cells are, on average, targeted by a comparatively small number of fibers, 204 but each with greater unitary strength. A large unitary response size has also been described for 205 cortical projections onto sensory TRN (Cruikshank et al., 2010; Gentet and Ulrich, 2004; Golshani 206 et al., 2001) . To determine how many of these fibers were necessary to bring TRN cells to 207 threshold for action potential firing, we performed cell-attached patch-clamp recording to preserve 208 cellular integrity during PreS/RSC synaptic stimulation ( Fig. 3C1 ). Action current numbers showed 209 a steep sigmoidal light dependence with half-maximal values reached at 0.8 mW ( Fig. 3C2,C3) . 210
Single spikes could be detected at a light intensity corresponding to the one used for minimal 211 stimulation (0.28±0.05 mW). Subsequent whole-cell mode recording in 5 out of 6 cells confirmed 212 that these were bursts of action potentials riding on a low-threshold calcium spike, which showed 213 similar light dependence (half-maximal number of action potentials at 1.1 mW) ( Fig. 3C1,C3 ). 214 At depolarized potentials (-50 mV), where tonic discharge is prevalent, PreS/RSC afferents 257 reliably sustained TRN discharge during stimulation trains ( Fig. 3E1 ). Furthermore, initially subthreshold responses could become suprathreshold in the course of a train ( Fig. 3E2 ), most 259 likely due to temporal summation that gave rise to a persistent depolarization on top of the phasic 260 events ( Fig. 3E3 ). Similar results were found at PreS/RSC-ATN+ synapses (Suppl. Fig. 3 for Pres/RSC-triggered feedforward inhibition onto ATN+ ( Fig. 4A ). ATN+ cells were held at 266 voltages to separately monitor EPSC and IPSC components (-60 mV and +15 mV) (see Methods 267 for further details). Out of 22 ATN+ neurons innervated by PreS/RSC, 19 (9 AD, 5 AV, 5 LD) 268
presented with a strong outward current at +15 mV, consistent with an evoked inhibitory 269 postsynaptic current (IPSC) (Fig. 4B ). The IPSC latency was higher than the EPSC latency ( Fig.  270 4C), consistent with a disynaptic feedforward inhibition. IPSCs were mediated through GABAA 271 receptors ( Fig. 4D1,D2 ). To demonstrate that these IPSCs were indeed mediated by anterodorsal 272 TRN, we combined opto-and chemogenetics in VGAT-Ires-Cre mice expressing the inhibitory 273 were elicited by activation of both PV-and Sst-expressing TRN cells in all thalamic nuclei ( Fig.  283 4G1,G2), suggesting a contribution of both subnetworks to ATN+ inhibition. 284
Anterodorsal TRN is implied in the tuning of HD cells and contributes to PreS/RSC-induced 285 action potential discharge dynamics in ATN+ 286
To study the consequences of PreS/RSC inputs on unit activity of ATN+, we performed in vivo 287 single unit recordings in freely behaving mice while optogenetically activating PreS/RSC ( Fig. 5A -288 E). We recorded a total of 77 units in ATN+ (n = 7 mice), out of which 18 were HD units ( 4). A first major class (n = 26) showed a mixed response composed of an early increase in firing 294 rate that was followed by a decrease and, occasionally, a late increase in firing, reminiscent of a 295 rebound response ( Fig. 5A,B ). The three other classes showed one of these three response 296 components in isolation (Suppl. Fig. 4 ). A second small class (n = 3) showed the initial rapid 297 increase in firing rate only. A third large class (n = 18) primarily showed a decrease in firing rate, 298
whereas a fourth class (n = 7) showed only a late increase in firing rate. Time-wise, early increases 299 in firing rate showed an onset latency (relative to the start of the light pulse applied through the 300 optic fibers implanted over PreS/RSC) that was markedly shorter than the decreases and the late 301 increases in firing rate ( Fig. 5E ). Importantly, HD units responded with similar discharge patterns 302
to PreS/RSC stimulation ( Chemogenetic silencing of anterodorsal TRN was used to directly evaluate the role of TRN 309 inhibition for HD units specifically and for ATN+ firing dynamics more generally. 310
First, we recorded HD units with silicone probes targeted stereotaxically to the AD, the site of HD 311 cells (5 mice, Fig. 5F ) (Taube, 1995) . We compared the tuning, tuning width, preferred direction 312 and firing rate at the preferred direction of the HD units during a baseline session and 40 min after 313 i.p. injection of CNO (1 -2 mg/kg) (n = 24) or NaCl (n = 18) ( Fig. 5G ,H, Suppl. Fig. 5 ), thereby 314 ensuring that unit properties remained unaltered (see Methods). Overall, we found a decrease in 315 tuning and an increase in the tuning width after CNO injection compared to baseline, whereas 316 preferred direction and maximal firing rate remained unaltered. NaCl injection did not induce 317 changes in any of these four parameters. Therefore, the baseline tuning curve of HD cells in AD 318 in freely moving conditions deteriorates upon a decrease in TRN activity. 319 Wilcoxon signed rank-test for width of tuning curve and firing rate at preferred direction (I, J) Same 372
as A, for a unit before (I) and after CNO (J). (K) Mean z-scores for early increases (red bar) and 373 decreases (blue bar) in firing rates prior to and after CNO injection. Paired Student's t tests. (L) 374
Latencies from photostimulation for the same units as in (K), Mann-Whitney U tests. 375
Anterodorsal TRN inhibition biases navigational search strategies in the Morris water maze 376
To probe the role of anterodorsal TRN in spatial navigation, we chose the hidden platform version 377 of the Morris water maze (MWM). In this maze, both ATN-dependent and visual cue-dependent 378 allocentric navigational strategies were reported (Garthe and Kempermann, 2013; Stackman et 379 al., 2012). Mice were trained over 10 days to learn the hidden platform in a maze surrounded by 380 visual landmarks, followed by a 10-day reversal learning during which the platform was located in 381 the opposite quadrant (Suppl. Fig. 6A ). We hypothesized that chemogenetic suppression of 382 anterodorsal TRN activity, and reduction of PreS/RSC-mediated ATN+ inhibition, would alter 383 navigational behavior once the animal had to rely on HD-dependent strategies. We also asked 384 whether there was a bias in search strategies already in the course of spatial learning. 385
We used two groups of mice: "control" VGAT-Ires-Cre and "hM4D" VGAT-Ires-Cre mice that 386 expressed non-hM4D related proteins or the hM4D specifically in the anterodorsal TRN, 387 respectively ( Fig. 6A, Suppl. Fig. 7 ). In each of the four daily test sessions, entry points into the 388 maze were randomized across the quadrants to enforce the use of allocentric strategies. Both 389 groups became faster swimmers in the course of the task and showed no significant difference in 390 their mean swimming velocity during the 60-s probe sessions (with platform removed), although 391 there was a light trend for control mice to be faster ( Fig. 6B ). We thus analyzed the proximity to 392 the platform instead of the latency to platform to account for possible effects of differences in swim 393 Averaged proportion of egocentric, allocentric and unclassified strategies used during the early 418
(E, days 1 and 2) and late (L, days 9 and 10) learning phase. Wilcoxon signed rank-tests, p = 419 0.02 for allocentric strategies in control mice, p = 0.008 and p = 0.03 for allocentric and 420
unclassified strategies in hM4D mice, respectively. (J) Proportion of overall strategies at day 2, 3 421
and 4 for control (C) and hM4D (D) mice. Chi-squared tests for 'Scanning' and for 'Random 422
Search' at day 3, p < 0.001 for both. Chi-square tests for 'Direct Swimming' and for 'Thigmotaxis' show an overall comparable, if not slightly better performance of hM4D mice, but they do not 429 provide information about the navigational strategies used. We hence classified swim trajectories 430 on a trial-by-trial basis for all test sessions according to previously described criteria for allo-and 431 egocentric strategies (Suppl. Fig. 6B-D) (Garthe and Kempermann, 2013; Rogers et al., 2017) . 432 Figure 6E shows that mice use a mix of trajectories reflecting the use of both ego-and allocentric 433 strategies ( Fig. 6E,I,K) . Focusing first on early phases of reversal learning (day 11), hM4D mice 434 showed perseverance around the previous platform location, while control animals reverted to 435 trajectories consistent with egocentric strategies (Fig. 6F ). If perseverance was indeed reflecting 436 a decreased ability to change navigational strategy once the correct platform location was 437 learned, signs of perseverance should also be seen in the course of learning. Indeed, when 438 inspecting time-binned occupancy plots during probe sessions, hM4D mice persevered searching 439 at the platform position for the whole 60 s-probe session, whereas control mice shifted to a dispersed search pattern of other regions of the pool during the last 20 s of the session. This was 441 particularly the case during the last 2 probe sessions of the learning (beginning of day 9 and 11) 442 ( Fig. 6 G,H) . 443
Inspired by the finding on the hM4D mice's possibly compromised ability to deploy egocentric 444 strategies during reversal learning, we asked whether evidence for biased strategy selection could 445 also be found during initial platform learning. As is characteristic for the MWM, there was an 446 increase in the proportion of allocentric strategies from day 1-2 to day 9-10 in both control and 447 hM4D mice ( Fig. 6 I,J) (Garthe and Kempermann, 2013) . However, hM4D mice did so in temporal 448 anticipation, showing significantly more scanning and less random search on day 3, and more 449 direct swimming and less thigmotaxis on day 4 ( Fig. 6J ). hM4D mice also used an overall greater 450 proportion of allocentric strategies across both learning and reversal learning than control mice 451 ( Fig. 6K ). Together, suppression of anterodorsal TRN activity 1) alters navigational behavior at 452 reversal learning and 2) biases the search patterns towards allocentric strategies during initial 453 learning. 454 455
Discussion

456
Anatomical and physiological identification of synaptic inputs to TRN has repeatedly opened a 457 novel point of view for the TRN's active role in gating sensory information flow to and from the 458 cortex (for review, see (Crabtree, 2018) ). We uncover here a previously undescribed excitatory 459 input to TRN from the parahippocampal dPreS and the multisensory-associative RSC. This 460 dPreS/RSC input recruits feedforward TRN inhibition to ATN and to HD-tuned neurons in AD. We 461 thus identify a novel corticothalamic loop that expands the TRN's gating function to the domain of 462 head-orientation signals. Our behavioral experiment indicates that this pathway offers a possible 463 synaptic mechanism contributing to the flexible selection of navigational strategies during spatial 464 navigation. More generally, we favor a view of the TRN as a multi-modal saliency selector that 465 interfaces between acute cognitive demands, such as attentional switching or spatial re-466 orientation, and the recruitment of the appropriate sensory and HD signals. 467
Retrograde tracing from the anterodorsal portion of the TRN labeled several prefrontal cortical 468 afferents that were described previously (Cornwall et al., 1990; Dong et al., 2019; Lozsádi, 1994) . 469
Our novel observation is a continuous band of TRN afferents along the presubicular-retrosplenial 470 axis that starts at the border from subiculum to the PreS, thus at the transition from the three-471 unitary amplitude, NMDA/AMPA ratio and EPSC waveform, there is a prominent lack of PPF at 503 dPreS/RSC afferents and a moderate entrainment of firing during repeated stimulation. Rather than being modulators, the PreS/RSC inputs thus share a short-term plasticity profile reminiscent 505 of the driver inputs that count as the principal information-bearing synapses. Top-down driver 506 input is so far known for corticothalamic layer 5 projections to higher-order thalamic nuclei that 507
show a number of morphological hallmarks (Usrey and Sherman, 2019) . A driver profile, as we 508 suggest here for the first time for a TRN afferent, implies that anterodorsal TRN conveys direct 509 system-relevant information that is faithfully transmitted to its projection targets. We cannot However, in strong support of a recruitment of TRN, we show that decreases in firing rate in ATN+ 524 and HD units are attenuated once anterodorsal TRN is silenced while all increases in firing rate 525 are preserved. Moreover, the latencies of the initial firing increases and decreases were short and 526 showed little variability from unit to unit, which fits better with a monosynaptic feedforward 527 inhibitory circuit, such as the one recruited by direct TRN activation through PreS/RSC, rather 528 than a polysynaptic one. 529
What could be the functional consequences of PreS/RSC-mediated feedforward inhibition? The 530 precision tuning of the thalamic HD cells is essential for the cortico-hippocampal representation 531 of space (for review, see ). It is distinctly sharper than in the upstream 532 lateral mammillary body (Blair et al., 1998 ), suggesting that active inhibition is at work at thalamic 533 levels to suppress firing at angles outside the preferred direction. TRN is a likely candidate for 534 this inhibition, because, as we show, the HD tuning of AD cells degrades with a silenced TRN. As 535 the effect size we measure is comparable to the one observed after PreS lesion (Goodridge and 536
Taube, 1997), PreS-dependent TRN regulation could act in a circuit analogous to that of descending corticothalamic control of thalamic sensory receptive fields (Temereanca and 538 Simons, 2004) . Sharpening could also arise via recurrent synaptic activity between TRN and AD 539 to coordinate activity in similarly tuned HD neurons (Peyrache et al., 2015) . Once important visual 540 landmark information has to processed by the HD system, PreS/RSC could act through TRN to 541 enforce AD discharge in response to novel cues, thereby helping to reset the tuning via generating 542 inhibition-rebound firing. Consistent with this disynaptic circuit, it has been shown that updating 543 of HD tuning occurs rapidly (< 100 ms), which requires short synaptic delays (Zugaro et al., 2003) . Experimental effort typically targets egocentric strategies, for example by moving the MWM 554 relative to landmarks between trials (Stackman et al., 2012) , by studying navigation in darkness 555 (Yoder et al., 2019) or by putting rats upside down (Calton and Taube, 2005) . In contrast, the idea 556 that spatial navigation requires an on-going switching between a range of possible strategies has 557 not been much pursued, although it is known for human studies (Miniaci and De Leonibus, 2018) . 558
For example, a recent study using a hippocampus-specific synaptic knockout animal interpreted 559 perseverant behavior at the platform location as a lack of forgetting (Awasthi et al., 2019) , but the 560 question of possible bias in navigational strategies was not addressed. Trajectory analysis in the 561 MWM thus offers itself as an interesting approach to follow on the evolution of navigational 562 behavior under well-controlled landmark conditions while simultaneously allowing egocentric 563 strategies (Dolleman-van der Weel et al., 2009; Garthe and Kempermann, 2013). We found a 564 preferential use of allocentric strategies when anterodorsal TRN was suppressed, suggesting that 565 egocentric navigation was less efficient. This is reminiscent of an ATN lesion study (Stackman et 566 al., 2012) and goes along with preserved visual and motor behaviors of the swimming animals. 567
Therefore, it is also unlikely that TRN-dependent inhibitory effects on nuclei other than ATN, such 568 as on intralaminar nuclei to attenuate escape responses, (Dong et al., 2019) , are primary causes 569 for the change in search strategies. Anterodorsal TRN activity seems to be critically required at 570 moments when there is a mismatch between allocentric cues and new platform location, such that novel relations between external landmarks and navigational strategies, which depend on 572 HD cells, have to be built. Interestingly, the RSC has been proposed as an area involved in 573 allocentric navigation and memory formation, but also in the switching between allo-and 574 egocentric strategies to optimize navigational goals (Mitchell et al., 2018) . In particular, its strong 575 connections to limbic thalamus have been implied in the solving of spatial problems (Clark et al., 576 2018) . Similar more complex roles in spatial navigation have recently been proposed for dPreS 577 (Yoder et al., 2019) , which has been primarily analyzed as part of the hierarchy of the egocentric 578 coding system (Dumont and Taube, 2015; Peyrache et al., 2017; Taube et al., 1990) . Our work 579 does not currently disentangle between the distinct roles of these two brain areas. However, it 580 has managed to pinpoint to the existence of a possibly fine switching mechanism at the interface 581 between major brain areas that, when perturbed, preserved overt navigational performance but 582 compromised it at challenging moments that could pose existential threats. 583
This work integrates TRN function into the brain's control of sensory-guided spatial navigation. 584
The anterodorsal sector of TRN, located at the limbus, the 'edge' of the TRN, is a site of complex 585 integration where navigational, attentional, motor and emotional information may be combined for 586 precise control of anterior thalamus-dependent navigational systems. As a perspective arising 587 from this work, we suggest that neuropsychological screening for deficits in navigational flexibility 588 may be useful in the diagnosis of disorders linked to TRN dysfunction, such as in 589 neurodevelopmental disorders linked to attentional deficits (Krol et al., 2018) and in schizophrenia 590 C57Bl/6J;129P2_Pvalbtm1(cre)Arbr/J mice, referred to here as PV-Cre mice, and male B6N.Cg-620
Sst<tm2.1(cre)Zjh>/J mice, referred to here as Sst-Cre mice. These three transgenic lines 621 express the Cre-recombinase either in VGAT-, PV-or Sst-positive neurons, respectively. All 622 animals were housed in a temperature and humidity-controlled animal house with a 12/12 h light-623 dark cycle (lights on at 9 a.m.) and water and food available ad libitum. The VGAT-Ires-Cre line 624 was originally generated on a mixed C57BL/6;FVB;129S6 genetic background and backcrossed 625 to C57BL6 ever since. PV-Cre and Sst-Cre lines were maintained on a C57BL6 background. 626
VGAT-Ires-Cre and PV-Cre were used as homozygous, whereas the Sst-Cre mice were 627 heterozygous. For anatomical tracing (retrograde and anterograde), mice (n = 24) were 628 transferred into a housing room with similar conditions on the day prior to injection. They remained 629 there for 7 days after injection before perfusion and tissue processing. For viral injections, mice 630 were transferred into a P2 safety level housing with similar conditions on the day prior to the 631 injection. They remained there 3 -5 weeks before being used for in vitro electrophysiology (n = 632 57), 2 -3 weeks before surgical implantation for in vivo electrophysiology (n = 9), and 2 -3 weeks 633 before behavioral experiments (n = 24, only males). All experimental procedures complied with
Viral injections 698
Mice 3-5-week-old were anesthetized using Ketamine-Xylazine (83 and 3.5 mg/kg, respectively) 699 and placed on a heating blanket to maintain the body temperature at 37°C. An initial dose of 700 analgesic was administrated i.p. at the beginning of the surgery (Carprofen 5 mg/kg). The animal 701 was head-fixed on a stereotactic apparatus equipped with an ear and mouth adaptor for young 702 animals (Stoelting 51925, Wood Dale, IL). The bone was exposed at the desired injection site 703 through a small skin incision. Viruses were injected with a thin glass pipette (5-000-1001-X, 704
Drummond Scientific, Broomall, PA) pulled on a vertical puller (Narishige PP-830, Tokyo, Japan). Acute 300-μm-thick coronal brain slices were prepared in ice-cold oxygenated sucrose solution 723
(which contained in mM: 66 NaCl, 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 105 D(+)-saccharose, 27 724 D(+)-glucose, 1.7 L(+)-ascorbic acid, 0.5 CaCl2 and 7 MgCl2), using a sliding vibratome (Histocom, 725
Zug, Switzerland). Slices were kept for 30 min in a recovery solution at 35°C (in mM: 131 NaCl, 726 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 20 D(+)-glucose, 1.7 L(+)-ascorbic acid, 2 CaCl2, 1.2 MgCl2, 3 myo-inositol, 2 pyruvate) before being transferred to room temperature for at least 30 min before 728 starting the recording. Slices were placed in the recording chamber of an upright microscope 729 (Olympus BX50WI, Volketswil, Switzerland) and continuously perfused at room temperature with 730 oxygenated ACSF containing (in mM): 131 NaCl, 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 20 D(+)-731 glucose, 1.7 L(+)-ascorbic acid, 2 CaCl2 and 1.2 MgCl2. This solution was supplemented in all 732 experiments with 0.1 picrotoxin, 0.01 glycine, with picrotoxin removed for the recordings testing 733 for feedforward inhibition (see Fig. 4 ). Borders of anterior TRN and ATN+ were visually identified 734 in transillumination using a 10x water-immersion objective. Within a selected nucleus, cells were 735 visualized through differential interference contrast optics a 40x water-immersion objective. 736
Infrared images were acquired with an iXon Camera X2481 (Andor, Belfast, Northern Ireland). was used for comparative measurements of the passive cellular properties (Fig. 2B,2C) , for the 743 cell-attached recordings (Fig. 3C ) and for all current-clamp recordings (Fig. 3E) . A Cs + -based 744 intracellular solution containing (in mM) 127 CsGluconate, 10 Hepes, 2 CsBAPTA, 6 MgCl2, 10 745 phosphocreatine, 2 Mg-ATP, 0.4 Na-GTP, 2 QX314-Cl, supplemented with ~2 mg/ml of 746 neurobiotin, pH 7.3, 290-305 mOsm) was used with all the other voltage-clamp protocols. For 747 these solutions, a liquid junction potential of -10 mV was taken into account for the current-clamp 748 data. Signals were amplified using a Multiclamp 700B amplifier, digitized via a Digidata1322A and 749 sampled at 10 kHz with Clampex10.2 (Molecular Devices, San José, CA). 750
Recording protocols, optogenetic stimulation and analysis.
751
Immediately after gaining whole-cell access, cell resistance (Rm) and cell capacitance (Cm) were 752 measured in voltage-clamp at -60 mV through applying 500 ms-long, 10-20 mV hyperpolarizing 753 steps (5 steps/cell). Then the recording was switched to current-clamp to measure the resting 754 membrane potential (RMP). Squared somatic current injections (-50 to -300 pA for 500 ms, 4 755 injections/cell) hyperpolarized neurons below -100 mV from membrane potentials between -50 to 756 -60 mV and induced repetitive burst discharge in TRN neurons and single burst discharge in 757 thalamic neurons (Fig. 2B, 2C) . Squared current injections of increasing amplitude (step size, 50 758 pA, 500 ms) were used to depolarize the neurons and generate tonic firing. Action potential 759
properties were measured at the rheobase. 760 P a g e | 29
Whole-field blue LED (Cairn Res, Faversham, UK) stimulation (455 nm, duration: 0.1 to 1 ms, 761 maximal light intensity 3.5 mW, 0.16 mW/mm 2 ) in voltage-clamp (-60 mV) was used to assess the 762 connectivity of TRN and ATN+ neurons through fibers arising from the PreS/RSC. EPSCs were 763 elicited through single light pulses every 20 s, with a 5 mV hyperpolarizing step to control for the 764 access resistance. After a stable baseline of > 2 min, drugs were applied in the bath (40 μM 765 DNQX, 100 μM D,L-APV). To measure NMDA-components, the holding membrane potential was 766 slowly brought to +40 mV where NMDAR-mediated currents were recorded for 2 min before bath-767 application of D,L-APV. Single light pulses were used in protocols to measure EPSC kinetics and 768 pharmacological properties (Fig. 2D, 2E ). The latency from LED onset, EPSC half-width and 769 The light intensity potentiometer allowing a limited graduation of light intensities, we could include 777 only a few cells (n = 12/50) in which this condition was achieved at 0.28±0.05 mW. In the case of 778 LD neurons, which showed very high amplitude EPSCs with frequent escape currents, none of 779 them reached the criterion to be included. Minimal stimulation was observed for light intensities 780 averaging 0.28±0.05 mW, less than 10 % of the maximum. In a subset of cells (n = 8), we slightly 781 increased light intensity to 0.40±0.08 mW to verify whether failure rate decreased but the 782 amplitude of successful responses was maintained. This was achieved in 5 cells in which failure 783 rate decreased to 0 % but the amplitude of successes was 109±4 % of that found during minimal 784 stimulation, whereas it increased to > 140 % in the remaining 3 cases. All successful EPSCs at 785 minimal light stimulation were visually identified and measured in Clampfit10.
786
Cell-attached recordings of TRN cells (Fig. 3C) . 796
Paired light stimulations at 1, 2, 5, 10 and 20 Hz were used to assess the short-term plasticity of 797 PreS/RSC-TRN and PreS/RSC-ATN+ synapses. The paired pulse ration (PPR) was expressed 798 as the ratio between the second and the first EPSC amplitude (Fig. 3D) . Four responses were 799 elicited for each frequency, with an interval of 20 s between each protocol. The amplitude of 800
EPSCs was measured on the average trace in Clampfit10.2, and traces were not included if 801 spontaneous currents appeared in between the paired stimuli. 802
For train stimulation, PreS-RSC afferents to TRN and ATN+ neurons were stimulated with 10 light 803 pulses delivered 1/30 s at 2, 5, 8 and 10 Hz while cells were held at -50 to -60 mV in current-804 clamp (Fig. 3E ). Per stimulation frequency and cell, 5 responses were recorded and averaged. 805
Responses were subdivided into sustained ( To record feedforward inhibitory currents, using the Cs-based intracellular solution defined above, 817
we studied single light-evoked EPSCs recorded in ATN+ cells at -60 mV (uncorrected for a 10 818 mV junction potential). Then the membrane potential of the cell was slowly brought to +15 mV 819 (uncorrected for a 10 mV junction potential). In 6 ATN+ cells, IPSCs were recorded for 4 min (12 820 protocols, once every 20 s) for a baseline, then 10 μM gabazine were bath-applied. The amplitude 821 of the IPSCs in gabazine was measured at the steady state. A similar protocol was applied for 10 822 ATN+ cells recorded in VGAT-Ires-Cre mice expressing the hM4D in TRN cells. Instead of 823 gabazine, 10 μM CNO were bath-applied after the baseline recording of IPSCs. Measures of charge transfer were used to take into account the variable waveform of the IPSCs that were 825 composed of multiple superimposed burst-like synaptic events. 826
To determine the connectivity of PV-and Sst-expressing TRN cells, brain slices were prepared 827 from PV-Cre and Sst-Cre lines previously injected with ChR2-expressing virus (see above). Using 828 identical recording and light stimulation conditions, evoked IPSCs were quantified in neurons 829 recorded in the different thalamic nuclei AD, AV and LD. 830
In vivo single-unit recordings and head-direction monitoring 831 Electrode and fiber preparation. glued to the skull. Optic fibers were lowered vertically or in diagonal above the PreS at similar 869 rates. For the multi-wire electrodes, the ground silver wire was implanted at the surface of the 870 lateral cerebellum. For silicone probes, the external reference and ground wires were twisted 871 together and implanted at the surface of the lateral cerebellum. Carprofen (5 mg/kg, i.p.) and 872 paracetamol (2 mg/mL, drinking water) were provided during the peri-operative period. The mice 873 were left in their home cage for a week to recover from the surgery and their weight, behavior and 874 all aspects were monitored in score sheets established with the veterinary protocols. During this 875 period, mice were also habituated to the handling and the recording cables. 876
Unit recordings and HD monitoring. Spike sorting.
904
The Offline Sorter software (Plexon), Neuroexplorer (Nex Technologies) and MATLAB 905 (MathWorks) were used to sort and analyze single-unit spikes. The waveforms were manually 906 delineated in the two-dimensional space of principal components using their voltage features. 907
Single units were defined as discrete clusters of waveforms in the principal component space, 908
and did not contain spikes with a refractory period less than 1 ms. The quantification of the clusters 909 separation was further measured with multivariate ANOVA and J3 statistics. Cross-correlation 910 analyses were used to control that a single unit was not recorded on multiple channels. Target 911 units that had a peak of spike discharge when the reference unit fired were considered as 912 duplicates and only one of the copy was used for analysis (Adapted from (Rozeske et al., 2018) ). 913
To compare the recordings during baseline and after injection of CNO or NaCl, units were sorted 914 with two different methods. At first, both recording sessions were manually sorted as described 915 above while the experimenter was blind to the baseline and CNO/NaCl condition. In a second 916 step, the baseline sorting template was used for the CNO/NaCl recording. Both methods gave 917 similar results and only the manual sorted data are shown. Some units were stable across 918 sessions over several days or weeks, as evident by their identical firing rate, preferred direction and their detection on the same recording channel. In such cases with duplicates, only the first 920 recording session was kept. Results did not change when analysis of later sessions were used. 921 Unit analysis.
922
The discharge pattern of well-defined single units in the ATN+ was aligned to the optogenetic 923 stimulation using peri-event raster plots and cumulative histogram (5 ms bins, starting 50 ms 924 before LED onset and lasting 200 ms after LED onset, Neuroexplorer). The firing rate 50 ms 925 before the LED onset was used as a baseline to calculate the z-score of each bin as follows: = 926 − . Z-scores were considered significant when > 1.96 and < -1.96. 927
Significant changes in the firing rate fell into 4 distinct classes depending on the direction of the 928 change (increase or decrease firing) and the timing of the change. The latencies were measured 929 from LED onset to the first bin showing a significant z-score value. In Fig. 5K , the averaged z-930 score was measured from the first significant bin to the last significant bin. This range included 931 sometimes bins that were below significance and were sparsely distributed within the evoked 932 event. The range of bins included to quantify decrease or early increase in firing rate was identical 933 for the baseline and the CNO recordings and based on the earliest and last significant bin 934 regardless of the condition. 935
Using a custom-made Matlab routine, the discharge patterns of ATN+ units were binned to the 936 HD of the mice. The angles of direction were binned in 6°. The firing rate was averaged for each 937 of the 60 portions of the circle. The length of the Rayleigh vector (r) was calculated and units were 938 considered as HD if r ≥ 0.4, as head-modulated if 0.2 ≤ r < 0.4 and as not tuned if r < 0.2 (Yoder 939 and Taube, 2009 ). The maximal firing rate, the width and the preferred direction were calculated 940 for HD units. The width of the tuning curve was measured as the span of the angle between the 941 two directions for which the firing rate was equal to 50 % of the maximal firing rate at the preferred 942 direction (Blair and Sharp, 1995) . 943 944 Behavioral experiment 945 Recording.
946
One week before the beginning of the behavioral task, VGAT-Ires-Cre mice expressing either an 947 hM4D or a non-hM4D -related (control mice) construct into the anterodorsal TRN were habituated 948 to the handling and i.p. injection. Naïve VGAT-Ires-Cre male mice were trained to find a 12 cm 949 wide circular platform submerged 0.5 -0.8 cm below the surface in a 150 cm diameter circular
