Attempts at supporting decision-making in ill-structured problem situations have focused on the development of decision support systems (DSS). In our research we investigate whether these systems in fact improve decision-making. A different way of supporting the decision-maker is structuring his problem, by giving him a so-called decision strategy: a sequence of steps to take in the decision-making process. This paper reports the results of an experiment investigating the impact of a DSS and a decision strategy on the quality of decision-making. This study deals with the question: How effective are a DSS and a decision strategy?
INTRODUCTION
As a guide to the reader, we give a brief s u m r y of the contents and organization of this paper. Section 2 details the research questions, the hypotheses and discusses their rationale. Sections 3,4 and 5 contains the details of the research approach we followed in this study. First we describe the game, the DSS, and the decision strategy.
50
In the sections 6 through 8 we go into the technicalities of the experiment: the experimental design, the treatments, the subject population and the procedures.
In section 9 the independent and dependent variables in the experiment are defined. In section 10 we look into the results of the series o f experiments and we apply statistical analysis to test the hypotheses formulated. Finally, section 11 contains the implications, limitations and significance of the research outcomes.
PROBLEM STATEMENT
This study deals with the question of how decision-making in organizations can be supported in order to obtain better decisions. We investigate both the effectiveness of a DSS and a decision strategy. A management game was used to provide a laboratory environment in which 90 experienced finance managers acted as decision-makers. This experiment was aimed at comparing the quality of decisions, made either with or without a DSS and either with or without a decision strategy.
A number of empirical studies into the effectiveness of DSSs have been described in the literature. Some of these studies found that decision-makers using a DSS or a decision support tool get better results than those doing without, see Benbasat and Schroeder [1977, p. 431 . However, an overwhelming majority of researchers did not find statistically significant differences in performance of users and non-users o f DSSs, see Joyner and Tunstall [1970] , Lucas and Nielsen [1980] , CatsBaril [1982] . Furthermore, our earlier research has suggested that the use of DSSs does not lead to an improvement in decision quality, see Van Schaik [1984] , Van Schaik [1986] . Van Schaik and Sol [1986] . Van Schaik [1987] and Sol [1987] . So, the research question here is: Does a DSS increase decision quality?
The literature described in Van Schaik [1988b] (such as Einhorn and Hogart [1981] , Beach and Mitchell [1978] and Bosman [1986] ), suggests that structuring a decisionmaking process may lead to improved decisions. This leads us to investigate whether decisions become better when they follow a well laid-out decision strategy. We compare the performance of decision-makers following a strategy which is regarded by an expert to be optimal, with the performance of decision-makers without such a strategy. Decision-makers working along the lines of this strategy might be doing better than decision-makers working in a less structured way. So, the research question here is: Does a decision strategy increase decision quality?
Next we describe in detail the hypotheses that are tested. These hypotheses concern both the use of a DSS and the use of a decision strategy. All hypotheses are stated in the null-form, as is classical in statistics. The first hypothesis concerns the experimental variable DSS:
Deiision-makers using a DSS show a performance that does not exceed that of decision-makers working without a DSS. (Both types of decisionmakers include those using a prescribed decision strategy, as well as those not using a prescribed decision strategy. )
The second hypothesis concerns the experimental variable decision strategy: we compare the performance of decision-makers exposed to a prescribed decision strategy with the performance of decision-makers doing without the strategy designed by the expert.
Hypothesis 2
Decision-makers exposed to a prescribed decision strategy designed by an expert show a performance that does not exceed that of decision-makers without such exposure. (Both types of decisionmakers include those using a DSS as well as those not using a DSS.)
Results on the first hypothesis might be different for the decision-makers following a prescribed decision strategy and for those lacking a prescribed decision strategy. Therefore we also test hypothesis 1 separately for only those using a decision strategy and those not using a decision strategy and hypothesis 2 separately for those using a DSS and those not using a DSS.
A GAME
After an extensive search o f available management games, we chose the VUMAS management game, see Van Schaik [1986] . VUMAS is described in detail in VUMAS Users Manual [1987] . Therefore, we give only a concise description of the game in this section. The VUMAS management game was selected for this study because it is complex enough to make the subjects feel as if they are in a semi-structured environment: it provides a realistic environment and it is widely used and readily available, thus providing other researchers an easily accessible means of rep1 icating and extending this study.
In VUMAS, a chemical company produces and markets up to 5 products. These are bulk products that are manufactured in two production-stages. In the first stage raw materials are processed into half products, which are consequently processed into finished products in the second production stage. Products that are made in one period can be sold in the next period. The decisions to be made during every period (quarter of a year) are listed in exhibit 1.
- Performance wi 11 be measured by prof it and by a conpos ite perform" score which will be described in section 9. VUMAS is a management game that has been played widely for many years without a DSS. Participants of the VUMAS management game developed a specific DSS in an effort to improve the quality of their decision-making. During an eight-week course in DSSs, they were required to submit one period's decisions for VUMAS every week. Objective of the exercise was the development of a system to support the decision-making in VUMAS in order to use it for preparation of their decisions. The DSS is tailor-made for the VUMAS-game. Javelin, a financial planning and analysis program (see Javel in [ 19871) . was used as a DSS generator. Over a time period of 1 1/2 years the specific DSS was amply tested and gradually inproved. The VUMAS management game with decision support from a prototype system was played at several institutes. Improvements were made continually, prompted by the experiences gained by players.
It is an integration of a number of DSS-tools
Exhibit 2. A decision strategy.
A DECISION STRATEGY with DSS
A decision strategy is a way to structure a problem. The decision strategy used in the experiment is designed by an expert in the field and has been checked by another expert. Both experts have a longstanding experience in academia and business. The decision strategy is presented in exhibit 2. We will briefly describe the steps in the decision strategy.
without DSS
The first step is the purchase of market research information (in the form of reports) and the subsequent analysis of it. Next comes the marketing planning, which includes considering to enter new product markets and to withdraw from current product markets, changes in pricing policy, and determination of advertising expenditures for more effective penetration of the company's market. After setting the marketing plan, the next step is the production planning, i.e. determining the production quantities needed to realize the marketing plan. Next the production facilities planning, directed toward adjustment of the production capacity and consideration of actions taken to utilize excess capacity where available. The production plan leads to the personnel plan and the purchase plan. The above types of planning deliver input to the financial plan. It consists of the projection o f sales by product, gross prof it (sales minus manufacturing costs) by product, sales and general and administrative expenses, net profit by product, work i ng capita 1 needs, return on investment by product, and comparable financial analyses and ratios. The financial planning might lead to negotiations with the bank. The bank can either grant the loan or decide that the capital requirements are too large. In the latter case a complete overhaul of the marketing plan may be necessary, subsequently leading to an overhaul of the other plans. At several points in this strategy there are feedback loops.
with strategy without strategy This strategy i s normative. It is a prescription for the sequence of steps in the decision-making process. However, it is not a formula on how to make the best decisions in VUMAS. For example, it does not suggest to expand production capacity with a specific amount or set the prices at a particular level. It prescribes which steps a decision-maker should take. It gives the sequence of the decisions. A decision-maker can follow the decision strategy, whether he uses a DSS or not.
EXPERIMENTAL DESIGN AND TREATMENTS
We randomly assign 90 subjects to 23 teams (consisting of three or four mehers), and randomly assign teams to treatments. Teams of three and four members were spread as evenly as possible over the treatments. In this way, the different subjects have the same probability at the beginning of the experiment of being assigned to any one of the treatment levels. The hypotheses of section 2 indicate which treatments we should administer to the teams.
Hypothesis 1 concerns the factor use o f a DSS. To test this hypothesis, teams should be assigned to either one of two treatments. These two treatments are:
-use of a DSS,
-use of paper, pencil and pocket calculator only.
Hypothesis 2 concerns the factor decision strategy consisting of a prescribed order of making decisions as described in section 5. To test this hypothesis teams should be assigned to either one o f the following two treatments :
-use of the decision strategy, -no use of the decision strategy Exhibit 3. Number of groups under the 2 x 2 treatments.
Our experimental design is a so-called f a c t o r i a l design, i.e. the experiment includes every possible combination of the levels of the independent variables. Exhibit 3 is the so-called factorial matrix. Each level of the factor "use of DSS" is combined with each level o f the factor "use of decision strategy." In other words, the independent variables are completely crossed. Experimental designs in which subjects receive more than one treatment are called designs with repeated measures. Winer [I9711 gives a discussion of the statistical aspects of this design. In these terms, we have a 2 x 2 x 7 two-factor repeated measures experimental design. The same teams participating in a number of rounds of play leads to a design with repeated measures instead of a full factorial design with independent replications; the latter design is described by Klei jnen [1987 Klei jnen [ , p. 2611 
SUBJECT POPULATION
In the overwhelming majority of management game studies, the subjects participating in the experiments are university students playing the role of managers o f a company: see Rems and Kottemann [1987] , Volonino et al. [1987] , Dos Santos and Bariff [1988] . Some use graduate students, see Lucas and Nielsen [1980] and Benbasat and Schroeder [1977] ; some even use undergraduate students, see Lusk and Kersnick [1979] and Rems [1984] . However, students are only surrogates for the 'real' DSS user population. Therefore, we recruited a total of 90 managers with substantial experience in business. They are middle-level managers from a variety of companies, with job titles such as controller and head of financial deparbnent. All mnagers were enrolled in a two-year parttine post-experience course in the financial accounting field. Because of the admission requiremnts for the course and the near conpletion of the course at the time the management game was played. all the subjects had the theoretical and practical background needed to perform the experimental task. The management game is an integral component of the one but last semester of the course. Small monetary prizes were awarded to the top performing teams.
8 PROCEDURES Game descriptions were mailed to the participants two weeks before an introductory session was held. This introductory session lasted for two hours and was attended by all participants. The decision strategy was presented during a separate session, attended only by the subjects assigned to the decision strategy treatment. They were instructed not to disclose the decision strategy to the other participants o f the experinmt. Two test periods were played to acquaint the participants with the task environment, i.e. the management gam, and with DSS. This helped to r m v e some learning from the experimental session by giving the subjects familiarity with the report formats and input/output procedures. The game administrator and his staff then entered all decisions into the computer, the game program simulated the quarterly performance, and results were presented to each team at the start of the next session. Sessions were held were given 1 112 hours to make their decisions. This fixed duration of the game periods reduces experimental noise. One modification was made to the game for the purposes of the experiment. The original game was designed to be played by conpeting teams, who collectively formed an industry. However, in that case the performance of a team is a function of the other teams, making tight experimental control inpossible. Accordingly, the concept of phantom conpanies was developed. Each real team in the experiment was placed in a separate 'industry', independent of the other real players. Four phantom companies were created for each industry. All decisions (during 7 periods) for these phantom conpanies was preset by the experimenter. Thus, each team in the experiment faced the same set of four phantom conpanies in the industry, enabling control to be maintained over the experimental environment. This approach was followed before, for exanple, by Lucas and Nielsen [1980] . During every period of play the output data from the game are written on a diskette and handed over to the teams, who load them into their Javelin program on their PC. Thus, the teams get an updated history of their conpany after each round of play. This diskette contains the same data that are given to all teams on paper. So the teams not using a OSS, get output only on paper, and teams using a DSS get output both on paper and on floppy disk.
INDEPENDENT AND DEPENDENT VARIABLES

Independent variables
There are two independent variables. One independent variable is the DSS. The treatment is at two levels: available or not available. A DSS as described in section 4, is given to the 'available' treatment group. The control group has no DSS available; teams in this group prepare their decisions using paper, pencil, and pocket calculator only. The second independent variable in our research is the decision strategy. This strategy is described in section 5.
Dependent variables
The dependent variables are measures that indicate the contribution the independent variables (DSS and decision strategy) offer to the quality of the decision-making. This way the DSS and the decision strategy can be evaluated. In our study the measures of success consist of the total profit made during all periods, the average profit per period and a composite conpany performance score. These three measures are automatically computed for each company by the game program.
Total cmpany profit serves as a measure of overall success during all periods of the experiment. Profit per period indicates whether there is any developmnt in the quality of decisions. For example, decisions may be good for a decision-maker in the early rounds of play and gradually deteriorate over time.
The conposite conpany performnce score is a weighted average based on profit, utilization degree of the production capacity, price setting behavior, finance, personnel, dividends and information policy. The score for the information policy is determined by the number and the relevance of the information items bought by the conpany.
ANALYSIS OF THE EXPERIMENTAL FINDINGS
This section presents an analysis of the results of the experiment. First, the results of DSS use, are presented. Second, the effects of the use of a decision strategy designed by an expert, are presented. Third, the effects of the independent variables are presented. Fourth, an overview of the results is given.
We report the results of the usual method of hypothesis testing based on a level of significance of 0.10. We also report the p-level, that is the a-value at which the result would have becorne insignificant. This method allows each reader to judge the strength of the results according to his own standards. The relationship is stronger as the p-value gets smaller. Some of the teams failed to turn in their decisions during the last one, two or three periods of play, as is shown in exhibit 4. This was mainly due to the participants' lack of time to continue participation in the experiment. Thus, their team decisions are missing for these time periods, and it resulted in a smaller sample size for those periods: missing data problem.
We evaluate the difference in performance of the teams during each quarter separately. The results are illustrated in the graph shown in exhibit 5. In nearly all periods conpany profit averaged over the teams is negative, reflecting one of the basic traits of the game, described in section 3: players are required to reverse the results of a failing conpany.
From this graph we can conclude that in the early periods the non-users o u t p e r f o d the DSS users. while in the later periods (6 and 7) the DSS users outperformed the non-users.
In exhibit 6 we illustrate the effect of the use of the decision strategy on company profit. We applied a number of statistical techniques, which all led to similar conclusions. The most appropriate of them is the analysis of variance (ANOVA). The standard ANOVA procedure cannot handle missing data. As shown in exhibit 4, some of the teams did not submit their decisions for the last one, two or three periods. We can decide to either drop the observations on those teams altogether, or to cut off some periods for dl1 teams, or to make a combination of these two. All possibilities gave a similar pattern of results. Here we present the results for the first five periods with 22 out of 23 teams included in the analysis. We also excluded from the analysis the one team that did not turn in decisions of period 5.
Our experiment is a 2 x 2 x 5 factorial experiment with 'repeated measures' on the last factor. The first factor represents DSS use: the second factor indicates availability of a prescribed strategy; the third factor refers to the period of play; the criterion is profit per period. The experimental error terms are considered to be normally and independently distributed with zero mean and equal variances.
The statistical formulae for the repeated measures ANOVA are given by Winer C1971, p. 5591 and modified for unequal group size, see Winer [1971, p. 5991 .
The analysis of variance is given in exhibit 7. The significant main effect of the factor 'decision strategy' (p < 0.04) indicates that the use of the decision strategy has significant influence on the profits of the teams, as we have already seen.
The F-test of the repeated measures analysis of variance in exhibit 7 turns out to be insignificant for the DSStreatment. Also, the interaction between DSS and decision strategy is not significant.
The results presented in exhibit 7 statistically support the contention that DSS users do not outperform the nonusers, but that decision-makers following the expert strategy do indeed outperform decision-makers who do not know the expert decision strategy. There is significant interaction between decision strategy and period, which agrees with exhibit 7. 12 CONCLUSIONS REFERENCES The findings of this study are interesting from both an academician's and a practitioner's perspective. For a practitioner it is interesting to note that heavy investments in DSSs may very well be ill-conceived. Efforts to get control over the process followed to reach decisions may pay off much better. for an academician it is important to know that a DSS does not necessarily lead to any better decisions. The research into strategies followed by decision-makers looks more promising. This study emphasizes the importance of a better understanding of the decision-making process followed by decisionmakers. The most widely cited criticism of the laboratory approach is that of external v a l i d i t y . Conclusions based on laboratory results may not be generalizable to realworld settings since the laboratory environment is artificial. We tried to mitigate this problem in a number o f ways, notably by engaging experienced businessmen as participants.
Test s t a t i s t i c s
A similar limitation is that a DSS was tested in the experiment: maybe the results do not hold for other DSSs. However, out of a number of DSSs initially built, the most appropriate for this particular problem situation was chosen. A lack of effectiveness of DSSs was also found in other experiments. Both our earlier research and work done by other researchers suggest that DSSs do not improve the qual i ty of decision-mak ing .
finally, we evaluated effectiveness only from the viewpoint o f the decision-maker. Actually, the DSS should also be evaluated from the point of view of the staffassistant who uses the DSS generator to develop a specific DSS. The effectiveness of a DSS could then be assessed from different angles.
Results of this research provide an excellent basis for further research in several directions. One direction would be a follow-up study focusing more specifically on the integration between the use of a DSS and a decision strategy. In our study the decision strategy was presented in the form of a printed flow chart. By embedding a decision strategy into a DSS the decision-maker could be guided by the system in the way he structures his decision-making process. Such a computer-based method facilitating the adherence to a decision strategy, could then be compared to the non-computerized form, used in this study. By widening the concept of a DSS, it could then even encompass a decision strategy.
Future research might also concentrate on the area of evaluating the relative effectiveness o f different decision strategies. Results of the present study revealed a positive relationship between the use of a decision strategy and decision quality, measured by company profits and the composite company performance score described in section 9.
In another follow-up study, causal relations could be explored between the use of a decision strategy and decision quality. By focusing especially on scores based on decision-making process variables and decision-qual ity variables, the black box of the decision-making process would be opened up even further. The major outcome of such a study would be insights helpful in further improving decision strategies .
