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a b s t r a c t
This paper is concerned with second-order nonlinear delay differential equations with
impulses of the form
(r(t)x′(t))′ + p(t)x′(t)+ f (t, x(t − δ)) = 0, t 6= tk,
x′(t+k ) = Ik(x′(tk)), x(t+k ) = Jk(x(tk)), t = tk, k = 1, 2, . . . , t ≥ t0.
By impulsive differential inequality and Riccati transformation, sufficient conditions of
asymptotic behavior of all solutions of second-order nonlinear delay differential equations
with impulses are obtained. Some examples are also inserted to illustrate the impulsive
effect.
© 2009 Published by Elsevier B.V.
1. Introduction
The theory of impulsive differential equations is now being recognized to be not only richer than the corresponding
theory of differential equations without impulses, but also represents a more natural framework for the mathematical
modeling of many real-world phenomena [1]. It is meaningful to investigate the behavior of all solutions of impulsive
differential equations. There are many papers devoted to the oscillation criteria of second-order differential equations with
impulses [2–6] and without impulses [7–10], and to asymptotic behavior of all solutions of differential equation without
impulses [11]. Recently, in [12], for the problem with impulses
(r(t)x′(t))′ + p(t)x′(t)+ f (t, x(t)) = 0, t 6= tk, (1.1)
x′(t+k ) = Ik(x′(tk)), x(t+k ) = Jk(x(tk)), t = tk, k = 1, 2, . . . , t ≥ t0, (1.2)
sufficient conditions of the asymptotic behavior of solutions of (1.1), (1.2) are derived by impulsive differential inequality
and Riccati transformation.
Motivated by [12], by impulsive differential inequality and Riccati transformation, we are devoted to studying the
asymptotic behavior of all solutions of second-order nonlinear delay differential equations with impulses of the form
(r(t)x′(t))′ + p(t)x′(t)+ f (t, x(t − δ)) = 0, t 6= tk, (1.3)
x′(t+k ) = Ik(x′(tk)), x(t+k ) = Jk(x(tk)), t = tk, k = 1, 2, . . . , t ≥ t0 (1.4)
with Eqs. (1.3) and (1.4), one associates an initial condition of the form
x(t) = φ(t), x(t+0 ) = x0, x′(t) = φ′(t), x′(t+0 ) = x′0, t ∈ [t0 − δ, t0] (1.5)
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where for ∀ t0 ≥ 0, φ ∈ PCt0 = {φ : [t0 − δ, t0] → +∞ | φ is continuous everywhere except at the finite number of points
t and φ(t−) and φ(t +) = limt→t + φ(t) exist with φ(t +) = φ(t)}.
Obviously, it is worth mentioning that the magnitude of delay and impulses may greatly alter the state variable causing
asymptotic behavior of all solutions of second-order nonlinear ordinary differential equations with impulses only.
A function x(t) is said to be a solution of Eqs. (1.3) and (1.4) satisfying the initial value condition (1.5) if
(i) x : [t0 − δ,+∞)→ R satisfies (1.5) for t0 − δ ≤ t ≤ t0;
(ii) x(t), x′(t) are continuously differentiable for t > t0, t 6= tk, t 6= tk + δ (k = 1, 2, . . .) and satisfies (1.3);
(iii) for t ≥ t0, x(t+k ), x′(t+k ), x(t−k ) and x′(t−k ) exist with x(t+k ) = x(tk), x′(t+k ) = x′(tk) and satisfy (1.4).
As is customary, a solution of (1.3), (1.4) is said to be nonoscillatory if it is eventually positive or eventually negative.
Otherwise, it will be called oscillatory.
The remaining parts of this paper are organized as follows. In Section 2 introduces some lemmas used in the paper. In
Section 3, we present new sufficient conditions of asymptotic behavior of all solutions of (1.3), (1.4) with the initial value
condition (1.5) by Riccati transformation. In Section 4, some illustrative examples are given to show the effectiveness of the
proposed theory and method. Section 5 concludes the paper.
2. Preliminary results
In this section, we first introduce some conditions and lemmas, which will be used in our proof.
In this paper, we always assume that the following conditions hold:
(H1) f (t, x) is continuous in [t0,+∞), xf (t, x) > 0(x(t) 6= 0), and f (t,x)g(x) ≥ q(t)(x(t) 6= 0), where g(γ x) ≥ γ g(x)(γ > 0),
x′g ′(x) > 0, and q(t) is continuous in [t0,+∞), and q(t) ≥ 0, r(t) > 0, r(t) is bounded on [t0,+∞).
(H2) p(t), Ik(t), Jk(t) are continuous in R and there exist positive numbers a∗k , ak, b
∗
k , bk such that a
∗
k ≤ Ik(x)x ≤ ak,
b∗k ≤ Jk(x)x ≤ bk.
(H3) limt→∞
∫ t
tj
∏
s<tk<t
a∗k
bk
exp(− ∫ ts r ′(σ )+p(σ )r(σ ) dσ)ds = +∞.
(H4)
∑n−1
m=1
∏n−1
k=m
∏m−1
l=0 akb
∗
l
∫ tm
tm−1 exp(−
∫ u
t0
r ′(s)+p(s)
r(s) ds)du+
∏n−1
k=0 bk exp(−
∫ tn
tn−1
r ′(s)+p(s)
r(s) ds)du = +∞.
(H5) limt→∞
∫ t
t0
∏
t0<tk<s
b∗k
ak
exp(− ∫ st0 p(σ )r(σ )dσ)q(s)ds = +∞.
In the following, we also always assume that the solutions of (1.3) exist on [t0,+∞).
Lemma 2.1 (See [5, Lemma 2.2, p. 23]). Let the function m ∈ PC1(R+, R) satisfies the inequalities
m′(t) ≤ p(t)m(t)+ q(t), t 6= tk, (2.1)
m(t+k ) ≤ dkm(tk)+ bk, t = tk, k = 1, 2, . . . , (2.2)
where p, q ∈ PC(R+, R) and dk ≥ 0, bk are constants, then for t > 0,
m(t) ≤ m(t0)
∏
t0≤tk≤t
dk exp
(∫ t
t0
p(s)ds
)
+
∑
t0≤tk≤t
( ∏
t0≤tj≤t
dj exp
(∫ t
tk
p(s)ds
))
bk
+
∫ t
t0
∏
s<tk<t
dk exp
(∫ t
s
p(σ )dσ
)
q(s)ds, t ≥ t0.
Lemma 2.2. Let x(t) be a solution of (1.3). Suppose that there exist some T ≥ t0 such that x(t) > 0, t ≥ T . If (H1)–(H3) are
satisfied, then x′(tk) > 0 and x′(t) > 0 for t ∈ (tk, tk+1], where tk ≥ T , k = 1, 2, . . ..
Proof. Firstly, for x(t) > 0, t ≥ T , we will prove that x′(tk) > 0, for any tk ≥ T , T ≥ t0. If not, there must exist some j such
that x′(tj) < 0, tj ≥ T and x′(t+j ) = Ij(x′(tj)) ≤ a∗j x′(tj) i.e., x′(t+j ) ≤ a∗j x′(tj) < 0. Then, let
x′(tj) exp
(∫ tj
t0
r ′(s)+ p(s)
r(s)
ds
)
= β < 0.
From (1.3), it is clear that(
x′(t) exp
(∫ t
t0
r ′(s)+ p(s)
r(s)
ds
))′
= − f (t, x(t − δ))
r(t)
exp
(∫ t
t0
r ′(s)+ p(s)
r(s)
ds
)
< 0. (2.3)
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Hence, the function x′(t) exp(
∫ t
t0
r ′(s)+p(s)
r(s) ds) is decreasing on (tj, tj+1],
x′(tj+1) exp
(∫ tj+1
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ x′(t+j ) exp
(∫ t+j
t0
r ′(s)+ p(s)
r(s)
ds
)
,
i.e.,
x′(tj+1) exp
(∫ tj+1
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ a∗j x′(tj) exp
(∫ tj
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ a∗j β
and
x′(tj+2) exp
(∫ tj+2
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ x′(t+j+1) exp
(∫ t+j+1
t0
r ′(s)+ p(s)
r(s)
ds
)
,
i.e.,
x′(tj+2) exp
(∫ tj+2
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ a∗j+1β.
By induction, we obtain
x′(tj+n) exp
(∫ tj+n
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ a∗j+nβ
while for (tj+n, tj+n+1], we derive
x′(t) exp
(∫ t
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ x′(t+j+n) exp
(∫ tj+n
t0
r ′(s)+ p(s)
r(s)
ds
)
≤
∏
tj<tk<t
a∗kβ.
Then, we obtain
x′(t) ≤
∏
tj<tk<t
a∗kβ exp
(
−
∫ t
t0
r ′(s)+ p(s)
r(s)
ds
)
. (2.4)
From the condition x(t+n ) = J(x(tn)) ≤ bnx(tn), we have the following impulsive differential inequality:
x′(t) ≤
∏
tj<tk<t
a∗kβ exp
(
−
∫ t
t0
r ′(s)+ p(s)
r(s)
ds
)
, t 6= tk, k = j+ 1, j+ 2, . . . , (2.5)
x(t+k ) ≤ bkx(tk) t 6= tk, t ≥ tj. (2.6)
Applying Lemma 2.1, we have
x(t) ≤ x(t+j )
∏
tj<tk<t
bk + β
∫ t
tj
∏
s<tk<t
bk
∏
tj<ti<s
a∗i exp
(
−
∫ s
tj
r ′(σ )+ p(σ )
r(σ )
dσ
)
ds. (2.7)
In view of the fact that∏
tj<tk<t
bk =
∏
tj<ti<i
bi
∏
s<tl<t
bl,
so we derive
x(t) ≤
∏
tj<tk<t
bk
{
x(t+j )+ β
∫ t
tj
∑
tj<ti<t
a∗i
bi
exp
(
−
∫ s
tj
r ′(σ )+ p(σ )
r(σ )
dσ
)
ds
}
.  (2.8)
Since x(tk) > 0(tk ≥ T ), one can find that (2.7) contradicts condition (H3) as t →+∞, therefore
x′(tk) ≥ 0 (t ≥ T ).
By condition (H2), we have x′(t+k ) ≥ a∗kx′(tk) for any tk ≥ T . Because x′(t) exp(
∫ t
t0
r ′(s)+p(s)
r(s) ds) is decreasing on (tj+i−1, tj+i],
we may get x′(t) exp(
∫ t
t0
r ′(s)+p(s)
r(s) ds) for any t ∈ (tj+i−1, tj+i], which implies x′(t) ≥ 0 (t ≥ T ). This completes Lemma 2.2.
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Lemma 2.3. Let x(t) be a solution of (1.3). Suppose that there exist some T ≥ t0 such that x(t) > 0, t ≥ T . If (H1), (H2), (H4)
are satisfied, then x′(tk) > 0 and x′(t) > 0 for t ∈ (tk, tk+1], where tk ≥ T , k = 1, 2, . . . .
Proof. Firstly, for x(t) > 0, t ≥ T , we will prove that x′(tk) > 0, for any tk ≥ T , T ≥ t0. If not, there must exist some j such
that x′(tj) < 0, tj ≥ T and x′(t+j ) = Ij(x′(tj)) ≤ a∗j x′(tj) i.e., x′(t+j ) ≤ a∗j x′(tj) < 0. From (1.3), it is clear that(
x′(t) exp
(∫ t
t0
r ′(s)+ p(s)
r(s)
ds
))′
= − f (t, x(t − δ))
r(t)
exp
(∫ t
t0
r ′(s)+ p(s)
r(s)
ds
)
< 0. (2.9)
Hence, the function x′(t) exp(
∫ t
t0
r ′(s)+p(s)
r(s) ds) is decreasing on (tj, tj+1].
x′(tj+1) exp
(∫ tj+1
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ x′(t+j ) exp
(∫ tj
t0
r ′(s)+ p(s)
r(s)
ds
)
≤ a∗j x′(tj) exp
(∫ tj
t0
r ′(s)+ p(s)
r(s)
ds
)
,
i.e.,
x′(tj+1) ≤ a∗j x′(tj) exp
(
−
∫ tj+1
tj
r ′(s)+ p(s)
r(s)
ds
)
and on (tj+1, tj+2],
x′(tj+2) ≤ a∗j+1x′(tj+1) exp
(
−
∫ tj+2
tj
r ′(s)+ p(s)
r(s)
ds
)
≤ a∗j+1a∗j x′(tj) exp
(
−
∫ tj+2
tj
r ′(s)+ p(s)
r(s)
ds
)
.
By induction, we obtain
x′(tj+n) ≤
n−1∏
k=0
a∗j+kx
′(tj) exp
(
−
∫ tj+n
tj
r ′(s)+ p(s)
r(s)
ds
)
, for any n ≥ 2.
Because the function x′(t) exp(
∫ t
t0
r ′(s)+p(s)
r(s) ds) is decreasing on (tj, tj+1], we have
x′(t) ≤ a∗j x′(tj) exp
(
−
∫ t
tj
r ′(s)+ p(s)
r(s)
ds
)
, for t ∈ (tj, tj+1]. (2.10)
Integrating (2.10) fromm to t , we have
x(t) ≤ x(m)+ a∗j x′(tj)
∫ t
m
exp
(
−
∫ u
tj
r ′(s)+ p(s)
r(s)
ds
)
du, for tj < m < t < tj+1.
Let t → tj+1,m→ t+j , we have
x(tj+1) ≤ x(t+j )+ a∗j x′(tj)
∫ tj+1
tj
exp
(
−
∫ u
tj
r ′(s)+ p(s)
r(s)
ds
)
du
≤ b∗j x(tj)+ a∗j x′(tj)
∫ tj+1
tj
exp
(
−
∫ u
tj
r ′(s)+ p(s)
r(s)
ds
)
du,
x(tj+2) ≤ b∗j b∗j+1x(tj)+ a∗j+1b∗j+1x′(tj)
∫ tj+1
tj
exp
(
−
∫ u
tj
r ′(s)+ p(s)
r(s)
ds
)
du
+ a∗j+2a∗j+1x′(tj)
∫ tj+2
tj+1
exp
(
−
∫ u
tj
r ′(s)+ p(s)
r(s)
ds
)
du.
By induction, we obtain
x(tj+n) ≤
n−1∏
k=0
b∗j+kx(tj)+ x′(tj)
n−1∑
m=1
n−1∏
k=m
m−1∏
l=0
akb∗l
∫ tm
tm−1
exp
(
−
∫ u
t0
r ′(s)+ p(s)
r(s)
ds
)
du
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+ x′(tj)
n−1∏
k=0
bk exp
(
−
∫ tn
tn−1
r ′(s)+ p(s)
r(s)
ds
)
du. (2.11)
Since x(tk) > 0(tk ≥ T ), one can find that (2.11) contradicts condition (H4), therefore
x′(tk) ≥ 0 (t ≥ T ).
Because x′(t) exp(
∫ t
t0
r ′(s)+p(s)
r(s) ds) is decreasing on (tj, tj+1], we may get
x′(t) exp
(∫ t
t0
r ′(s)+ p(s)
r(s)
ds
)
≥ x′(tj+1) exp
(∫ tj+1
t0
r ′(s)+ p(s)
r(s)
ds
)
≥ 0,
which implies x′(t) ≥ 0(t ≥ T ). This completes Lemma 2.3. 
3. Main results
In this section, by Riccati transformation, we firstly transform (1.3) into a Riccati equation. Then we investigate the
asymptotic behavior of all solutions of second-order nonlinear delay differential equation with impulses by impulsive
differential inequality, and obtain the following two theorems.
Theorem 3.1. If the conditions (H1)–(H3) and (H5) are satisfied, then every solution x(t) of (1.3), (1.4) with the initial value
condition (1.5) satisfies lim inft→∞ | x(t) |= 0.
Proof. Let x(t) be a solution of (1.3), (1.4) with the initial value condition (1.5) and suppose by contradiction that
lim inf
t→∞ | x(t) |> 0.
So x(t) is nonoscillatory. Without loss of generality, we may assume that x(t) > 0 on (T0,+∞) for some large T0 ≥ t0. By
Lemma 2.2, x′(t) > 0 for all t ≥ T0. We employ a Riccati transformation [7] as the following form:
V (t) = r(t)x
′(t)
g(x(t − δ)) . (3.1)
Differentiating V (t), we obtain
V ′(t) = (r(t)x
′(t))′g(x(t − δ))− r(t)x′(t)x′(t − δ)g ′(x(t − δ))
g2(x(t − δ))
= −p(t)x
′(t)− f (t, x(t − δ))
g(x(t − δ)) −
x′(t − δ)g ′(x(t − δ))
r(t)x′(t)
V 2(t)
≤ −p(t)
r(t)
V (t)− q(t). (3.2)
From (3.1) and (H1), (H2), it is clear that
V (t+k ) =
r(t+k )x′(t
+
k )
g(x(t+k − δ))
≤ ak
b∗k
V (x(tk)). (3.3)
Integrating (3.2) with (3.3), we derive
V ′(t) ≤ −p(t)
r(t)
V (t)− q(t), t 6= tk (3.4)
V (t+k ) ≤
ak
b∗k
V (x(tk)), t 6= tk, k = 1, 2, . . . . (3.5)
Applying Lemma 2.2, we can have
V (t) ≤ V (t0)
∏
t0<tk<t
ak
b∗k
exp
(
−
∫ t
t0
p(s)
r(s)
ds
)
− lim
t→∞
∫ t
t0
∏
s<tk<t
b∗k
ak
exp
(
−
∫ t
s
p(σ )
r(σ )
dσ
)
q(s)ds,
i.e.,
V (t) ≤
∏
t0<tk<t
ak
b∗k
exp
(
−
∫ t
t0
p(s)
r(s)
ds
)[
V (t0)− lim
t→∞
∫ t
t0
∏
t0<tk<s
b∗k
ak
exp
(
−
∫ s
t0
p(σ )
r(σ )
dσ
)
q(s)ds
]
.
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By the condition (H5), the above inequality is impossible. This contradiction establishes the result. This completes
Theorem 3.1. 
Remark. The case of x(t) < 0 can also be discussed as same as in Theorem 3.1, and on the application of Riccati
transformation, We refer the reader to [4,7–10].
Theorem 3.2. If the conditions (H1), (H2), (H4) and (H5) are satisfied, then every solution x(t) of (1.3), (1.4) with the initial
value condition (1.5) satisfies lim inft→∞ | x(t) |= 0.
Proof. Let x(t) be a solution of (1.3), (1.4) with the initial value condition (1.5) and suppose by contradiction that
lim inf
t→∞ | x(t) |> 0.
So x(t) is nonoscillatory.Without loss of generality, we may assume that x(t) > 0 on (T0,+∞) for some large T0 ≥ t0. By
Lemma 2.3, x′(t) > 0 for all t ≥ T0. Then, the following proof can be same as Theorem 3.1. This completes Theorem 3.2. 
4. Some examples
In this section, in order to illustrate our result, we consider the following examples.
Example 4.1. Consider the following delay differential equation with impulses
x′′(t)+ 1
3t2
x
(
t − 1
3
)
= 0, t 6= tk, t ≥ 12 , (4.1)
x′(k+) = k
k+ 1x
′(k), x(k+) = x(k), k = 1, 2, . . . . (4.2)
x(t) = φ(t), t ∈
[
1
6
,
1
2
]
(4.3)
where r(t) = 1, p(t) = 0, q(t) = 1
3t2
, δ = 13 , t0 = 12 , tk = k, tk+1 − tk > 13 and ak = a∗k = kk+1 , bk = b∗k = 1. Obviously
(H1), (H2) are satisfied, and
lim
t→∞
∫ t
tj
∏
s<tk<t
a∗k
bk
exp
(
−
∫ t
s
r ′(σ )+ p(σ )
r(σ )
dσ
)
ds = lim
t→∞
∫ t
tj
ds = +∞,∫ t
t0
∏
t0<tk<s
b∗k
ak
exp
(
−
∫ s
t0
p(σ )
r(σ )
dσ
)
q(s)ds >
1
3tj
∫ t
tj
1
s
ds = 1
3tj
(ln t − ln tj)→+∞, (t →+∞).
So (H3), (H5) are satisfied. By Theorem 3.1, it is clear that every solution of (4.1), (4.2) with the initial value condition (4.3)
satisfies lim inft→∞ | x(t) |= 0.
Example 4.2. Consider the following delay differential equation with impulses
x′′(t)+ 1
4t
4
3
x3
(
t − 1
4
)
= 0, t 6= k, t ≥ 1
2
, (4.4)
x′(k+) = k
k+ 1x
′(k), x(k+) = x(k), k = 1, 2, . . . , (4.5)
x(t) = φ(t), t ∈
[
1
6
,
1
2
]
(4.6)
where r(t) = 1, p(t) = 0, q(t) = 1
4t
4
3
, δ = 14 , t0 = 12 , tk = k, tk+1 − tk > 14 and ak = a∗k = kk+1 , bk = b∗k = 1. Obviously
(H1), (H2) are satisfied, and
lim
t→∞
∫ t
tj
∏
s<tk<t
a∗k
bk
exp
(
−
∫ t
s
r ′(σ )+ p(σ )
r(σ )
dσ
)
ds = lim
t→∞
∫ t
tj
ds = +∞,∫ t
t0
∏
t0<tk<s
b∗k
ak
exp
(
−
∫ s
t0
p(σ )
r(σ )
dσ
)
q(s)ds >
1
4tj
∫ t
tj
1
s
1
3
ds = 3
8tj
(
t
2
3 − t
2
3
j
)
→+∞, (t →+∞).
So (H3), (H5) are satisfied. By Theorem 3.1, it is clear that every solution of (4.4), (4.5) with the initial value condition (4.6)
satisfies lim inft→∞ | x(t) |= 0.
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Example 4.3. Consider the following delay differential equation with impulses
x′′(t)+ 1
5t2
x
(
t − 1
5
)(
1+ x2
(
t − 1
5
))
= 0, t 6= k, t ≥ 1
2
, (4.7)
x′(k+) = k
k+ 1x
′(k), x(k+) = x(k), k = 1, 2, . . . , (4.8)
x(t) = φ(t), t ∈
[
1
6
,
1
2
]
(4.9)
where r(t) = 1, p(t) = 0, q(t) = 1
5t2
, δ = 15 , t0 = 12 , tk = k, tk+1 − tk > 15 and ak = a∗k = kk+1 , bk = b∗k = 1. Obviously
(H1), (H2) are satisfied, and
lim
t→∞
∫ t
tj
∏
s<tk<t
a∗k
bk
exp
(
−
∫ t
s
r ′(σ )+ p(σ )
r(σ )
dσ
)
ds = lim
t→∞
∫ t
tj
ds = +∞,∫ t
t0
∏
t0<tk<s
b∗k
ak
exp
(
−
∫ s
t0
p(σ )
r(σ )
dσ
)
q(s)ds >
1
5tj
∫ t
tj
1
s
ds = 1
5tj
(ln t − ln tj)→+∞, (t →+∞).
So (H3), (H5) are satisfied. By Theorem 3.1, it is clear that every solution of (4.7), (4.8) with the initial value condition (4.9)
satisfies lim inft→∞ | x(t) |= 0.
5. Conclusion
In this paper, second-order nonlinear delay differential equations with impulses have been studied. New sufficient
conditions of asymptotic behavior of all solutions of second-order nonlinear delay differential equations with impulses
are obtained by impulsive differential inequality and Riccati transformation, which complement previously known results.
Moreover, some examples are given to illustrate the effectiveness of our results.
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