This article presents a new method to calculate eigenvalues of right triangle billiards. Its efficiency is comparable to the boundary integral method and more recently developed variants. Its advantage is its simplicity and explicitness, which allow new insight into the statistical properties of the spectrum. It is shown how the genus of the invariant surface of the classical billiard flow, determines the spectral statistics of the corresponding quantum system. In the argument, localization plays an important role. Even though, the class of right triangle billiards is quite small, it contains examples for integrable, pseudo integrable, and non integrable (ergodic, mixing) dynamics, so that the results might be relevant in a more general context.
Introduction
Polygon billiards have been studied both classically and quantum mechanically for roughly twenty years now [1] . These systems are situated right on the borderline between integrable and chaotic systems. Rational polygon billiards on the one hand (all vertex angles of the polygon are rational multiples of π) have two contradictory properties: (i) There exist two constants of motion, so that one would expect integrability. (ii) The invariant surface of the Hamiltonian flow is typically of genus g > 1, which produces usually a very complicated classical dynamics (see: [2, 3, 4] and references therein). These system are called pseudo integrable [1] . Irrational polygon billiards on the other hand (where at least one vertex angle is an irrational multiple of π) have no second constant of motion, but still zero Kolmogorov-Sinai entropy [5] . They are typically ergodic and probably weakly mixing [6, 7] .
Quantum and semi classical calculations have been done from the very beginning [1, 8, 9, 10] , but only recently [11, 12] it became possible to calculate sufficiently large level sequences at sufficiently high energies, allowing * email: gorin@cicc.unam.mx to analyze correlation properties directly. Based on results for triangles and right triangles it was proposed, that pseudo integrability implies so called "intermediate statistics" [11] for the quantum spectrum. In the case of the level spacing distribution, this means: linear increase for small spacings and exponential fall-off at large spacings. A simple analytical example is the so called "semi-Poisson" distribution [11] :
Intermediate statistics has been found also in the context of disordered systems at the metal-insulator transition point [13, 14] . We will return to that point later on.
In section 2 we derive a secular equation for the eigenvalues of right triangle billiards, which is then used to calculate level spectra. In section 3 the level spacing distribution is analyzed for several right triangles. The results are discussed and compared to similar ones, obtained at lower energies. In section 4 we put forward an argument which connects the genus of the invariant surface of the classical billiard flow with the correlation properties of the quantum spectrum. Finally the conclusions are presented in section 5.
Secular equation
The starting point of the method is the observation, that any right triangle can be obtained from cutting an appropriate rectangle along its diagonal. This is used to derive a secular equation of drastically reduced dimension for the eigenvalues of the right triangle billiard. Let H 0 be the Hamiltonian for the rectangle billiard with sides a and b. Fixing the length scale by the requirement: a 2 + b 2 = π 2 , the angle α : tan α = b/a suffices to characterize the system completely.
Choosing the lower, left corner as the origin of a Cartesian coordinate system, the eigenvalues and the corre-sponding eigenfunctions are:
Consider the total Hamiltonian H, defined as the sum of H 0 and the potential ηW , which cuts the rectangle along its diagonal.
As η increases from 0 to ∞, the rectangle is cut into two congruent right triangles. The spectrum of H changes smoothly from the spectrum of the rectangle billiard (2) to the doubly degenerated spectrum of the two independent right triangles. For any η, the Hamiltonian H is invariant under point reflection. As the eigenstates (3) of H 0 are eigenstates of this symmetry also, the matrix representation of H in the eigenbasis of H 0 is block diagonal. One block is spanned by the odd basis states {Φ nm | n + m : odd} and the other block by the even states {Φ nm | n + m : even}. Both blocks can be diagonalised independently, leading to the same sequence of eigenvalues, which causes the degeneracy mentioned before.
In what follows we will work in the odd basis only. Let q = n + m and p = n − m, and order the states (3) with increasing q, and for equal q, with increasing p. The subset of states with fixed q and p = −q + 2, . . . , q − 2 is referred to as one q-block. Truncating the basis at a maximal value for q: q ≤ q max , the basis consists of k = (q max − 1)/2 qblocks with q − 1 states in each block. The total number of basis states is N = (q 2 max − 1)/4. One can then show, that for given q max the truncated matrix W (N ) has the rank k. All eigenvectors corresponding to non-zero eigenvalues can be calculated explicitly (see appendix A). They have all the same eigenvalue k +1, so that the truncated total Hamiltonian may be written in the following form:
Here, the columns of V are the normalized eigenvectors of W (N ) . Dividing the Schrödinger equation E − H = 0 by E − H 0 , and after a few more algebraic manipulations, one arrives at the desired secular equation:
The zeros of this determinant give the eigenvalues of the Hamiltonian (5). Taking the limit η → ∞ we can neglect the unit matrix in (6), which gives:
The advantage of this equation, is the reduced dimension dimK = k, k(k + 1) = N .
As the matrix elements of V are known (appendix A), the matrix elements ofK(E) can in principle be calcualted:
However, with an appropriate similarity transformation
, the sums in (8) partially cancel, and the limit q max → ∞ gives simple closed expressions for all matrix elements of K(E).
To summarize, the right triangle spectrum is calculated using the secular equation (7), where the matrixK(E) is replaced by K(E), which is constructed as follows:
The matrix elements of K F are given by:
where, the scaled energy e = E/(2 sin 2 2α) is used, and q = 2a + 1, and p = 2b − 1. The matrix K D is tridiagonal:
with the coefficients D b , given by
where ω = sin 2α 2e − p 2 . Note, that for large values of p, ω may become imaginary. In that case the sine and cosine of πω convert into sinh and cosh, but the coefficient D b remains real. Actually the sinh and cosh will increase exponentially with p, so that D b ∼ iπ/(2ω).
Taking the limit q max → ∞ the truncation of the qpbasis was undone. As a result we got a secular equation with an (in principle) infinite matrix K(E), which corresponds exactly to the Schrödinger equation (4) without truncation. For numerical purposes however, K(E) has to be truncated again: dim K(E) = k < ∞. For meaningful numerical results, k must be at least so large, that p 2 max > 2e, p max = 2k − 1. For accurate results (error less then 1% of the mean level spacing), one should increase the size of the matrix further by approximately 10%.
The zeros of det(K) are identified, calculating the smallest eigenvalue in magnitude as a function of E. Using a standard root bracketing algorithm [15] we find those points at which the smallest eigenvalue of K(E) passes the zero axis. The eigenvalues of K(E) are strictly decreasing functions of E, which facilitates the root finding considerably. Moreover it allows for rather large steps (of the order of the mean level distance), while it is still possible to keep track of the number of roots within each step.
Level spacing distributions
Only recently it had become possible to calculate quantum spectra of polygon billiards with sufficiently high efficiency, in order to allow a detailed statistical analysis [11, 12] . There are fundamental open questions: (i) Do the correlations in the spectra of polygon billiards become stationary at sufficiently high energies? (ii) Are there spectral properties, shared by many systems (universality classes)? (iii) Can one relate the spectral properties to any classical quantities?
Recently there has been some evidence, that triangles with (partially) irrational angles show GOE statistics [12] at very high energies, whereas rational (non-integrable) triangles show intermediate statistics [11] .
In this article we concentrate on question (iii). In section 4, we will develop an argument which connects the genus g [1, 2] of the invariant surface of the classical billiard flow with the correlation properties of the quantum spectrum. This argument is a qualitative one. It says: the larger the value of g, the stronger the level repulsion in the respective quantum spectrum. Here, no stationarity of the spectral statistics is needed. In what follows, we will analyze the correlation properties of some examples of (mainly rational) right triangles, and compare to recent results obtained by Bogomolny et al.
In [11] rational right triangles are studied, with the smallest angle α = π/q 1 , q 1 = 5, 7, 8, . . . , 30. Numerically it is found that in the considered energy region (up to level number 20000), P (s) is close to semi-Poisson (1) for q 1 = 5, 8, 10, 12 and somewhere between semi-Poisson and GOE in the other cases. The deviations from P SP (s) are significant and apparently depending on a parameter g a , introduced in this reference as the "arithmetical genus", defined as g a = g for odd q 1 , and g a = φ(q 1 ) for even q 1 , where φ(q 1 ) is the Euler function (the number of relatively prime integers m ≤ q 1 ) [16] (see table 1 ). With increasing g a the P (s) separates from P SP (s) and moves into the direction of the GOE expectation [17] . Let us discuss, whether the introduction of g a (instead of g) is really justified. A rational right triangle has the three vertex angles π/2, α, β, α/π = p 1 /q 1 , β/π = p 2 /q 2 , where we require (for uniqueness reasons) that p 1 , q 1 and p 2 , q 2 are relatively prime to each other. Then, the geometrical genus g is given by [1, 2] :
where N is the least common multiple of {2, q 1 , q 2 }. Aside of g we define the parameter γ as the least integer multiplier such that 2γα or 2γβ are integer multiples of π (in appendix C it is shown, that both conditions are equivalent). Moreover it is shown, that g = Int(γ/2), demonstrating that γ is essentially equivalent to the geometrical genus g.
In table 1, the right triangles with smallest angle α = π/q 1 are ordered according to γ. On the left side (a), we compare this ordering to the ordering according to the arithmetical genus g a . For small values of γ ≤ 7 both orderings agree, whereas for larger values, one finds differences. Note however, that in those cases, q 1 is even and particularly large. It is therefore likely, that the quantum system has not yet fully "recognized" the rationality of α. This problem occurs systematically. For any given g, one always has two triangles with even q 1 and one with odd q 1 . For the former, α is approximately two times narrower then for the latter, and just in those cases g a is defined differently. On the right side (b), we compare the ordering according to γ and the geometrical genus g, which agree of course.
In what follows we analyze all rational right triangles with g ≤ 3, one case with g = 4 and one with g = ∞ (α/π In both viewgraphs the GOE expectation (N → ∞ limit) is plotted also. irrational). Using the method described in section 2, we calculate sequences of 10000 levels starting at the respective level number 10
5 . As this analysis is done at higher energies, the comparison with the results from [11] , allows to check the stationarity of the spectral statistics.
In figure 1 we compare the numerical level spacing distribution to the semi-Poisson distribution (1) 
and the quantity plotted is:
The theoretical curve shows the GOE expectation, for which P Num (s) in equation (14) was replaced by the exact N → ∞ limit distribution for the GOE case [18] . In figure 1(a) , the data has been smoothed using a "natural smoothing spline" [19] in order to allow an easy identification of the cases shown. The curve ∆I (s) for a level sequence with strong level repulsion will be close to the GOE result. The weaker the level repulsion, the more ∆I (s) will deviate and approach the semi-Poisson result, i.e. the zero axis. If the level repulsion decreases further, ∆I (s) will depart from the zero axis also and approach the Poisson result (shown in figure 3 ).
On the first sight, our numerical results (figure 1) are quite similar to the ones obtained in [11] . The larger the values for γ, g, or g a , the stronger deviates ∆I (s) from semi-Poisson and the more it approaches the GOE result; in other words: the level repulsion increases. As expected also, the level repulsion is strongest for α/π irrational, though the ∆I (s) curve is still quite far away from the GOE result.
Interestingly, we find as in [11] that the cases for 4 ≤ γ ≤ 6 are the ones closest to semi-Poisson. Between them and the ones with γ > 6 seems to be a gap. However, in comparison to [11] this gap has decreased considerably (as we analyze the spectrum at much higher energies). In particular the ∆I (s) curve for the case q 1 = 7 moved considerably towards the semi-Poisson curve.
The cases α/π = 1/10, and 3/14 are included in order to check the relationship between γ and the level repulsion. Comparing the cases with equal γ: α/π = 1/5, and 1/10 or α/π = 1/7, and 3/14, we find, that in the energy range considered, the ∆I (s) curves may show rather large differences. Hence, the relation between γ and the level repulsion is apparently not very strict.
We also calculated the number variance Σ 2 (l) [20] . In general, it gives the same result as the level spacing distribution. However, the difference to the semi-Poisson statis- tics is more pronounced, in particular for the cases with γ ≤ 6. However, we still find the gap mentioned above.
In [12] calculations are performed, at still higher energies. In particular for the case α = π/5, at level numbers ≈ 5×10
6 , it is shown that, (i) the level spacing distribution is still not stationary.
Localization
In section 3 we found that for small γ or g, the level spacing distribution of pseudo integrable right triangles is close to semi-Poisson, and with increasing γ or g, the level repulsion increases also. In the present section we explain these features qualitatively. The line of reasoning is based on the particular structure of the matrix K(E); see figure 2 and equations (9-12):
1 The correlation properties of the triangle spectrum at a given energy E are closely related to the correlation properties of the eigenvalues of K(E) in the vicinity of zero.
2 At sufficiently high energy, the tridiagonal matrix K D (9) can be considered as a random matrix with eigenstates which are typically localized.
3 The full matrix K F (9) has such a form, that multiplying an initially localized state repeatedly with K(E), produces an increasing number of copies at different places. These positions are given by a sim- In what follows we will analyze each of the above statements in more detail.
Correlation properties of the eigenvalues of the matrix K(E)
According to the secular equation (7) the triangle eigenvalues are given by those energies, at which at least one eigenvalue of K(E) becomes zero. Therefore it seems plausible, that the correlation properties of the eigenvalues of K(E) close to zero and the triangle eigenvalues are related.
In order to verify this we calculate the distribution of the spacings between the two smallest (in magnitude) eigenvalues (without unfolding). The distribution is obtained, taking the spacings at different energies: 10000 spacings at equidistant points, where the step size is approximately equal to the mean level distance of the corresponding triangle spectrum.
In figure 3 we compare the results. In both cases α = π/8 (a) and α/π = (3 − √ 5)/4 (b), the ∆I(s) curves for the eigenvalues of K(E) and for the triangle spectra differ remarkably, though in the irrational case, figure 3(b) , the agreement is somewhat better. However, qualitatively, the results are as expected: In the rational case, figure 3(a) , there are much weaker correlations and the eigenvalue statistics for K(E) even exaggerate the trend towards the Poisson behavior, whereas in the irrational case, figure 3(b) , it tends towards the GOE result.
Localization of the eigenstates of K D
The matrix K D is constructed in a simple manner from the coefficients D b [see equations (11) and (12)]. Those oscillate as functions of b, the index of the basis of K(E), more and more rapidly while p 2 approaches 2e. From a statistical point of view, at least there, it is permissible to replace the sin and cos arguments by appropriate random variables. Even though the statistical properties of the matrix elements are very complicated, one may expect localized states, due to Anderson localization [21] .
In figure 4 we show a typical series of eigenstates of the matrix K(E) ordered according to their corresponding eigenvalue. We selected those with eigenvalues close to zero. Many eigenstates are apparently localized. However, in particular those with the eigenvalue closest to zero are often quite broad, spreading over the whole available set of basis states. In addition, those states fluctuate only weakly and slowly. There role is still unclear, and will be subject to future studies.
The elliptic map
In figure 2 the matrix K(E) is portrayed for a typical case, where the gray-scale corresponds to the absolute value of the matrix elements. It can be seen, that most of the matrix elements have a vanishing small absolute value. Large absolute values can be found only along the diagonal, these stem from K D [see equation (9)], and on a moon-like structure which is due to K F :
As can be seen from (9,10) the matrix elements [K F ] ab become large, whenever the pair of integers (a, b) is close to a zero of one of the two functions
where x, y are real, and positive, and e is the scaled energy as defined in (10) . At high energy and therefore large dimensions, the action of K(E) on a localized state may be approximated (roughly) by the following, double valued, implicit, symmetric map. An initial state y 0 localized at a given value a 0 is mapped to y 1 = K(E) y 0 localized at {a −1 , a 1 }, the two solutions of the implicit equation f ± (a, x) = 0, for x > 0. In short: {a −1 , a 1 } = M a 0 . Due to f (x, y) = f (y, x), a 0 ∈ M a −1 and a 0 ∈ M a 1 . Consequently, an orbit of such a map may be viewed as a doubly connected chain:
The n-fold image y n = K(E) n y 0 is therefore localized at the values {a −n , . . . , a 0 , . . . , a n }.
Surprisingly, M is isomorphic to the following, extremely simple map:
which has the same structure (16) as M itself. This can be seen, using the following parametrisation of the curve f ± (x, y) = 0:
with ϕ ∈ [−π/2, π/2]. Replacing y by the initial value a 0 for the map M one gets two corresponding angles: cos(±ϕ 0 ) = a 0 . Replacing x by a 0 one finds that ±ϕ 0 is mapped to ±ϕ 0 − 2α (in order to avoid problems with multiples of π, let ϕ n ∈ R/ πZ ). It follows, that
Foliation of the Hilbert space
For rational α = πp 1 /q 1 , with p 1 , q 1 relatively prime, the map (17) is periodic with period γ, the smallest multiplier, which makes 2γ α/π an integer (see table 1 ). Acting repeatedly with K(E) on an initially localized state, the first γ − 1 images will spread and localize at the points {a −γ , . . . , a γ }, as discussed above. But then, due to the periodicity of the elliptic map, subsequent images spread only slowly away from those points. In the ideal case (no further spreading at all) we would have found an invariant subspace. An initial state localized away from the previous series of points, would lead in the same way to another invariant subspace, and so on. In this the whole Hilbert space would be decomposable into invariant subspaces. In the real system, such a foliation of the Hilbert space occurs only approximately, and the subspaces are weakly coupled to one another. Nevertheless one may expect a considerable suppression of the correlations between the eigenvalues of K(E) and consequently in the triangle spectrum also. For irrational α, where the elliptic map is ergodic, an initially localized state will spread out (by repeated multiplication with K(E)) into the whole Hilbert space. No foliation of the Hilbert space occurs, and the the triangle eigenvalues may show level repulsion of similar strength as in the GOE case.
Conclusions
In the first place, we presented a new, efficient method to calculate spectra for right triangles. It is very easy to implement using the equations (9-12), a standard diagonalisation routine, and a root finding algorithm.
We performed calculations in the medium energy region, i.e. at level numbers 10 5 , where we partially confirm the results of [11] : (i) The spectra of the right triangles with 4 ≤ γ ≤ 6 are indeed quite close to semi-Poisson.
(ii) With increasing γ, the level spacing distributions tend away from semi-Poisson, moving into the direction of the GOE result. However, in the currently available energy region, the level statistics of the rational right triangles are apparently not stationary.
The method proved to be very useful to study the relationsship between the genus g of the invariant surface of the classical billiard flow on one hand, and the level repulsion in the triangle spectrum on the other hand. We found, that the matrix K(E) can be understood as a combination of an Anderson like tight binding Hamiltonian [21] and a one dimensional map acting on the localized states of the first. Then the connection between the genus g and the the correlation properties of the spectrum follows quite naturally.
It is very interesting, that intermediate statistics has been found also for disordered systems at the metalinsulator transition point. Hence, it might be possible to learn more about the general properties of disordered systems at this critical point, from the study of rational right triangles. The occurence of localization for the eigenstates of the tridiagonal part K D of the matrix K(E), that bot kinds of systems are possibly not so far apart, as it might seem at first sight.
The author thanks T. Prosen for providing numerical triangle spectra, G. Casati and T. Prosen for making available their work [12] prior to publication, and F. Leyvraz and T. Prosen for valuable discussions.
A Diagonalisation of W
The basis we are working in, is spanned by the states (3) Φ nm , n + m :odd. Using the indices q = n + m, p = n − m as introduced in the paragraph before equation (5), we get for the truncated matrix W (N ) :
This matrix has only two distinct eigenvalues 0 and k + 1. The eigenspace of the latter has dimension k, which is the number of q-blocks in the rearranged basis, introduced together with the indices q and p. We put the normalized eigenvectors which span this subspace as columns into the rectangular matrix V :
where q = 2n q + 1, p = 2n p − 1.
B Similarity transformation L
ConsiderK defined in (6) together with the matrix elements of V given in (21). As we are only interested in whether or notK(E) becomes singular (the corresponding energies are the eigenvalues of the triangle billiard), we may apply any (symmetric) similarity transformatioñ 
The transformed matrix K(E) is then given by the equations (9), (10), and (11), with the coefficients D b given by: D b = k a=0 d ab . We will now consider the limit N → ∞ explicitly. Only the coefficients D b are affected, due to k → ∞. In this case, the sum in the equation above, may be expressed by a combination of cotangent functions [16] , which further simplify to the formula (12) .
As a result, all matrix elements of K(E) are given by simple rational/trigonometrical functions.
C
Genus of the invariant surface for the classical billiard flow
Proposition: Let γ 1 and γ 2 be the smallest integer multipliers, such that 2γ 1 p 1 /q 1 ∈ N and 2γ 2 p 2 /q 2 ∈ N respectively. Then it holds:
(i) γ 1 = γ 2 , which we then call simply γ.
(ii) g = Int(γ/2).
Proof: (i)
Consider the first line of (23). As 2p 1 < q 1 it follows 0 < γ 1 − l 1 ∈ N. As in addition γ 2 is the smallest integer multiplier such that 2γ 2 p 2 /q 2 becomes integer, we get γ 2 ≤ γ 1 . In the same way, the second line of (23) implies, that γ 1 ≤ γ 2 . Therefore: γ 1 = γ 2 = γ.
(ii) We have shown already, that γ is the unique least integer multiplier, such that 2γ p 1 /q 1 , 2γ p 2 /q 2 ∈ N. This implies: γ = q 1 : q 1 odd q 1 /2 : q 1 even = q 2 : q 2 odd q 2 /2 : q 2 even .
Consider separately the three possible cases a) q 1 , q 2 odd, b) q 1 odd, q 2 even (or vice versa), and c) q 1 , q 2 even. a) q 1 = q 2 = γ :
This is a contradiction, as p 1 , p 2 are integers and γ is odd. It shows, that the case a) cannot occur. For case b) let without loss of generality q 1 be odd and q 2 be even. Using equation (13) for the genus g, we get:
where "lcm" stands for "least common multiplier". For case c), we get:
which completes the proof.
