Abstract. Signed 3D distance fields are used a in a variety of domains. From shape modelling to surface registration. They are typically computed based on sampled point sets. If the input point set contains holes, the behaviour of the zero-level surface of the distance field is not well defined. In this paper, a novel regularisation approach is described. It is based on an energy formulation, where both local smoothness and data fidelity are included. The minimisation of the global energy is shown to be the solution of a large set of linear equations. The solution to the linear system is found by sparse Cholesky factorisation. It is demonstrated that the zero-level surface will act as a membrane after the proposed regularisation. This effectively closes holes in a predictable way. Finally, the performance of the method is tested with a set of synthetic point clouds of increasing complexity.
Introduction
A signed 3D distance field is a powerful and versatile implicit representation of 2D surfaces embedded in 3D space. It can be used for a variety of purposes as for example shape analysis [15] , shape modelling [2] , registration [9] , and surface reconstruction [13] . A signed distance field consists of distances to a surface that is therefore implicitly defined as the zero-level of the distance field. The distance is defined to be negative inside the surface and positive outside. The inside-outside definition is normally only valid for closed and non-intersecting surfaces. However, as will be shown, the applied regularisation can to a certain degree remove the problems with non-closed surfaces. Commonly, the distance field is computed from a sampled point set with normals using one of several methods [14, 1] . However, a distance field computed from a point set is often not well regularised and contains discontinuities. Especially, the behaviour of the distance field can be unpredictable in areas with sparse sampling or no points at all. It is desirable to regularise the distance field so the behaviour of the field is well defined even in areas with no underlying data. In this paper, regularisation is done by applying a constrained smoothing operator to the distance field. In the following, it is described how that can be achieved.
over the point set. There exist several methods for computing consistent normals over unorganised point sets [12] .
Methods
The signed distance field is represented as a uniform voxel volume. In theory, it is possible to use a multilevel tree-like structure, as for example octrees. However, this complicates matters and is beyond the scope of this work. Initially, the signed distance to the point set is computed using a method similar to the method described in [13] . For each voxel, the five closest (to the voxel centre) input points are found using the standard Euclidean metric. Secondly, the distance to the five points are computed as the projected distance from the voxel centre to the line spanned by the point and its associated normal as seen in Fig. 1 . Finally, the distance is chosen as the average of the five distances. The zero-level iso-surface can now be extracted using a standard iso-surface extractor as marching cubes [16] or Bloomenthals algorithm [4] . However, this surface will neither be smooth nor behave predictable in areas with no input points. This is mostly critical if the input points do not represent shapes that are topologically equivalent to spheres. In the following, marching cubes is used when more than two distinct iso-surfaces exist and the Bloomenthal polygoniser is used if only one surface needs to be extracted.
In order to define the behaviour of the surface, we define an energy function. In this work, we choose a simple energy function based on the difference of neighbouring voxels. This classical energy has been widely used in for example Markov Random Fields [3] :
here d i is the voxel value at position i and i ∼ j is the neighbours of the voxel at position i. For simplicity a one dimensional indexing system is used instead of the cumbersome (x, y, z) system. In this paper, a 6-neighbourhood system is used, so the number of neighbours are n = 6, except at the edge of the volume. From statistical physics and using the Gibbs measure it is known that this energy terms induces a Gaussian prior on the voxel values. A global energy for the entire field can now be defined as:
Minimising this energy is trivial. It is equal to diffusion and it can therefore be done by convolving the volume using Gaussian kernels. However, the result would be a voxel volume with the same value (the average) in all voxels. This is obviously not very interesting. In order to preserve the information stored in the point set, the energy term in Eq. (1) is changed to:
Here d o i is the original distance estimate in voxel i, α i is a local confidence measure, and β is a global parameter that controls overall smoothing. Obviously, α should be one where there is complete confidence in the estimated distance and zero where maximum regularisation is needed. In this work, we use a simple distance based estimation of α. It is based on the Euclidean distance from the voxel centre to the nearest input point d
and standard deviation σ l of the closest point neighbours distances are estimated from the input point set. The distance is calculated by for each point locating the closest point and computing the Euclidean distance between the two. In this work a value of d E max = 3μ l was found to be suitable. A discussion of other confidence measures used for data captured using range scanners can be found in [8] . The global regularisation parameter β is set to 0.5. It is mostly useful in case of Gaussian-like noise in the input data.
A global energy can now be defined using the local energy from Eq. (3):
The minimisation of this energy is not as trivial as the minimisation of Eq. (2). Initially, it can be observed that the local energy in Eq. (3) is minimised by:
This can be rearranged into:
If N is the number of voxel in the volume, we now have N linear equations, each with up to six unknowns (six except for the border voxels). It can therefore be cast into to the linear system Ax = b:
. . .
, where x i = d i and A is a sparse tridiagonal matrix with fringes [17] having dimensions N xN . The number of neighbours of a voxel determines the number of −1 in each row in A (normally six). The column indexes of the −1 depend on the ordering of the voxel volume. In our case the index is computed as i = x t + y t · N x + z t · N x · N y , where (x t , y t , z t ) are the voxel displacement compared to the current voxel and (N x , N y , N z ) is the volume dimensions. Some special care is needed for edge and corner voxels that do not have six neighbours. Furthermore, A is symmetric and positive definite. Several approaches to the solution of these types of problems exist. An option is to use the iterative conjugate gradients [11] , but due to its O(n 2 ) complexity, it is not suitable for large volumes [6] . Multigrid solvers are normally very fast, but require problemdependent design decisions [7] . An alternative is to use sparse direct Cholesky solvers [5] . A sparse Cholesky solver initially factors the matrix A, such that the solution is found by back-substitution. This is especially efficient in dynamic system where the right hand side changes and the solution can be found extremely efficient by using the pre-factored matrix to do the back substitution. However, this is not the case in our problem, but the sparse Cholesky approach still proved efficient. A standard sparse Cholesky solver (CHOLMOD) is used to solve the system [10] . With this approach, the estimation and regularisation of the distance field is done in less than two minutes for a final voxel volume of approximately (100, 100, 100) on a standard dual core, 2.4 GHz, 2GB RAM PC.
Results
The described approach has been applied to different synthetically defined shapes. In Figure 2 , a sphere that has been cut by one, two and three planes Fig. 2 . The zero level iso-surface extracted when the input cloud is a sphere that has one, two, or three cuts Fig. 3 . The zero level iso-surface extracted when the input cloud is two cylinders that are moved away from each other can be seen. The input points are seen together with the extracted zero-level iso-surface of the regularised distance field.
It can be seen that the zero-level exhibits a membrane-like behaviour. This is not surprising since it can be proved that Eq. (1) is a discretisation of the membrane energy. Furthermore, it can be seen that the zero-level follow the input points. This is due to the local confidence estimates α.
In Figure 3 , the input consists of the sampled points on two cylinders. It is visualised how the zero-level of the regularised distance field behaves when the two cylinders are moved away from each other. When they are close, the iso-surface connects the two cylinders and when they are far away from each other, the iso-surface encapsulates each cylinder separately. Interestingly, there is a topology change in the iso-surface when comparing the situation with the close cylinders and the far cylinders. This adds an extra flexibility to the method, when seen as a surface fairing approach. Other surface fairing techniques uses an already computed mesh [18] and topology changes are therefore difficult to handle.
Finally, the method has been applied to some more complex shapes as seen in Figure 4 . 
Conclusion
In this paper, a regularisation scheme is presented together with a mathematical framework for fast and efficient estimation of a solution. The approach described can be used for pre-processing distance field before further processing. An obvious use for the approach is surface reconstruction of unorganised point clouds. It should noted, however, that the result of the regularisation in a strict sense is not a distance field, since it will not have global unit gradient length. If a distance field with unit gradient is needed, it can be computed based on the regularised zero-level using one of several update strategies as described in [14] .
