This paper focus on the asymptotical input and the asymptotical properties of the MLE of the drift parameter in the Autoregressive of order 1 (AR(1)) driven by an regular stationary noises (with dependence). The Laplace Transform computations will be the main tool for our analysis.
Introduction

Historical survey
The experiment design has been given great deal of interest over the last decades in the engineering literature (see e.g. [1, 2, 7, 8, 9, 10] ) and also in the statistical literature [11] . The classical approach for experiment design consist on a two-step procedure: Maximise the Fisher information under energy constraint of the input and find an adaptive estimation procedure: such as the sequential design and Bayesian design [1, 10] . Also these works not only considered the identification of directly observed dynamic systems [9] but also the partially observed systems [10] .
For the autoregressive cases, the precious works always focused on the system driven by the white noises, [8] , the independence is a very good property for the estimation procedure. As far as we know, there have not been the contribution to the problem of experiment design of the autoregressive process with the dependent noises. But there have been the work about the dependent case such as the optimal filtering [4] and the Maximum Likelihood Estimation for the AR(p) (see [5] ).
In this work, we focus on the asymptotical input and the asymptotical properties of the MLE of the drift parameter in the Autoregressive of order 1 (AR(1)) driven by an regular stationary noises. The Laplace Transform computations will be the main tool for our analysis. With This paper falls into three parts, In the next part of the introduction, we will state the problems and give the main results. Section 2 and Section 3 is devoted to some Preliminaries and the proofs of the main results.
Statement of the problems and Main results
We consider the model
Where ξ = (ξ n , n ∈ Z) is the centred regular stationary noise with the autoregressive with
where f ξ (λ) is the spectral density of ξ. We suppose that the covariance c = c(m, n), m, n ≥ 1 is
is positive defined. In fact, the condition (2) can be changed to the condition of the covariance function ρ: ρ ∼ cn −α , α > 0. Suppose that the parameter ϑ is unknown and is to be estimated with the observation data (X n , n = 1, · · · , N ). We suppose that L(ϑ, X (N ) ) be the likelihood function for ϑ, then the Fisher information stands for
Let us consider the space for the function u(n)
where the function k(n, m) and σ n will be defined in (4) and (5). Denote
Our main goal is to find estimatorθ N of the parameter ϑ which is asymptotically efficient in the sense that, for any compact K ∈ (0, 1) = {ϑ|0 < ϑ < 1},
as N → ∞. We have the following results:
More over,
where
Remark 1. For the case of −1 < ϑ < 0, the optimal input will be u opt (n) = (−1)
In fact, the proof of this case is the same of ϑ > 0. Now, the optimal input does not depend on the unknown parameter ϑ, we can considerθ as the Maximum Likelihood Estimatorθ N as the maximum of the likelihood function and from the following theorem we know it will reaches efficiency (3). Theorem 1.2. For 0 < ϑ <, the MLEθ N is asymptotically normal at the usual convergent rate
where I(ϑ) is defined in Theorem 1.1.
Preliminaries
Stationary Gaussian sequences
We define
where ǫ n ∼ N (0, 1), n ≥ 1 are independent. It follows from the Theorem of Normal Correlation ( [6] , Theorem 13.1) that there exists a deterministic kernel denoted by k(n, m), n ≥ m, n ≥ 1 such that
For n ≥ 1, we denote by β n−1 the partial correlation coefficient
then following from [12] , we have
On the other hand, there exists an inverse deterministic kernel
For the relationship of k(n, m) and K(n, m) can refer to [5] . Here it is worth mentioning that the condition (2) implies n≥1 β 2 n < ∞, that is to say β n → 0.
Model Transformation
Let us define un process Z = (Z n , n ≥ 1) such that
where k(n, m) is the kernel defined in (5) . As in (8), we also have
then the process Z has the same filtration of X. In the following parts, we take our observation be (Z 1 , Z 2 , · · · , Z N ). Actually, it wa shown in [5] the the process Z can be considered as the first component of a 2-dimensional AR(1) process ζ = ζ n , n ≥ 1 which is defined by:
It is not hard to know that ζ n is a 2-dimensional Markov process which satisfies the following equation:
and ǫ n ∼ N (0, 1) are independent noises. Here the function v(n) will be in the space of
Fisher Information
As we have interpreted, the observation will be the first component of the process ζ = (ζ n , n ≥ 1). Now from the equation (10), it is easy to write the Likelihood function L(ϑ, X (N ) ) which depends on the function v(n):
then the Fisher Information I N (ϑ, v) will be:
Where a n = 1 β n .
Proofs
Proof of Theorem 1.1
To prove the theorem 1.1, we divide the Fisher Information (13) into two parts:
On one hand, it is obvious that I 1,N (ϑ) does not depend on the control v(n). Let us denote P ϑ n = ξ n − E ϑ ξ n , then P ϑ n satisfies the following equation:
As presented in [5] ,
To compute I 2,N (ϑ), let s(n) = E ϑ ζn σn+1 , then s(n) satisfies the following equation:
σn+1 . Note that β n → ∞ and σn σn+1 → 1. Without difference, we suppose that for n = 1, 2, · · · , σn σn+1 ≤ (1+ε) and β n ≤ ε for the sufficiently small positive constant ε and (1+ε)ϑ < 1, then Lemma 3.1. We define the 2-dimension equation Y = (Y n , n ≥ 1) satisfying the following equation:
Proof. We define another 2-dimensional equation Y = (Y ′ n , n ≥ 1) satisfying the equation:
we have three comparison, first of all we compare b
because f (n) is bounded and
At last, as β n → 0 and the component of s(n) is bounded, the difference a * n s(n) − b * s(n) → 0 which achieves the proof.
Now to prove theorem 1.1, we only need the following lemma:
Proof. First of all, taking f (n) = 1, we get the lower bound
To get the lower bound, notice that
we can rewrite
In fact, F N (i, j) is a compact symmetric operator for fixed N . We should estimate the spectral gap (the first eigenvalue ν 1 (N )) of the operator. The estimation of the spectral gap is based on the Laplace transform computation. Let us compute, for sufficiently small negative a < 0, then Laplace transform of
On one hand, for a > − 
there exists two real eigenvalues λ 2 ≥ 1, λ 1 ≤ 1 of the matrix
which achieves the proof.
3.2 Proof of theorem 1.2
We denote v opt (n) = σ n+1 and ζ o = (ζ o n , n ≥ 1) be the process ζ with the function v opt(n) , then
To estimate the parameter ϑ, we will observe ζ 1 , ζ 2 , · · · , ζ N , from equation (12) the maximum likelihood estimatorθ N of ϑ will bê
even moreθ
are martingale and its bracket process. The theorem 1.2 is crucially based on the asymptotical study for N → ∞ of the Laplace transform
for every real number µ. We have the following lemma:
To prove this lemma, we rewrite L ϑ N µ N with the following formula:
a n a n * , in the Appendix, we will prove that: Lemma 3.4. For any N , the following equality holds:
is the unique solution of the equation
the function (γ(n, n, n ≥ 1)) is the solution of the Ricatti equation:
Here (z n , 1 ≤ n ≤ N ) is the unique solution of the equation where m n = Eζ o n . Now we will return to the proof of lemma 3.3. In [5] we have presented
we know that the component of γ(n, n) is bounded. then 
Combining (23) and (24) and (25), the Lemma 3.3 achieves. It is immediately from this conclusion which immediately imply the conclusion of the theorem 1.2
