We study the growth effects of currency undervaluation when countries employ active exchange rate management policies or impose capital controls, using a panel dataset of 185 countries. Applying two-stage regressions, we find that changes in undervaluation driven by exchange rate management and capital control policies have no significant impact on economic growth. Undervaluation that leads to higher growth mainly stems from policies that lower government consumption, reduce inflation and increase domestic savings. However, these policies are good for growth by themselves, with only limited additional growth effects through increased currency undervaluation. In sum, we find no evidence that battling in the currency depreciation war significantly increases a country's growth rate. 
"China's decision to push the value of its currency lower has opened a new front of worry for global investors: a potential wave of currency devaluations among the so-called Asian tigers -South Korea, Singapore and Taiwan ... Echoing these fears, the finance minister of Mexico warned on Thursday that the Chinese currency actions could lead to a new round of competitive devaluations."
(New York Times, January 8, 2016)
Introduction
A strong currency is out of fashion. Nowadays, countries prefer their currencies to be cheap, in order to stimulate exports and thus economic growth. In an attempt to keep the domestic currency undervalued, policymakers often rely on direct FX interventions, key policy rate cuts and regulation of capital flows. However, in the literature there is no consensus on the positive link between currency undervaluation and economic growth, let alone the effects of these undervaluation policies on the economy. In this paper we study the growth effects of currency undervaluation when countries employ active exchange rate management policies and capital controls. Given the trend of competitive devaluations, or currency wars (see Eichengreen, 2013) , this research question needs to be addressed. Levy-Yeyati, Sturzenegger and Gluzmann (2013) document the prevalence of a fear of appreciation, that is, countries intervene in the FX market to limit appreciation and maintain a cheap currency. Reserve accumulation, especially in emerging market countries, is beyond the level explained by precautionary motives.
1 Citing concerns about currency overvaluation, some central banks decided to cut their key policy rates in response to large speculative inflows or other central banks' interest rate policies. 2 Fratzscher (2012) , furthermore, points out that the presence and introduction of capital controls is not only associated with avoiding overvaluation of the domestic currency, but rather linked to a significant undervaluation of the currency. 3 He also shows that countries are more likely to raise capital controls when neighboring countries have imposed the controls. The latter evidence raises concerns about escalating currency wars.
According to the literature, the link between currency undervaluation and growth is not at all clear cut. On the positive side, Eichengreen (2008) states that a stable and competitive real exchange rate is a facilitating condition for growth. A competitive exchange rate allows a country to utilize its potential for growth and development, that is, to take advantage of a large labor force, ample savings, or its position as an attractive destination for foreign 3 investment (Eichengreen, 2008) , as in the case of China. Rodrik (2008) also explains that the equilibrium exchange rate can result in lower growth than would a more depreciated exchange rate when institutional weakness and market failures, often found in developing countries, make the tradable sector too small. A number of empirical studies also support this positive relation between currency undervaluation and growth. 4 On the other side, Edwards (1988) argues that real exchange rate misalignments are associated with relative price distortions in the tradable and non-tradable goods sectors and as a consequence, a non-optimal allocation of resources among sectors, which harms economic growth. The Washington Consensus (WC) view also holds that either side of real exchange rate misalignment implies macroeconomic imbalances and its correction can damage growth. 5 In response to global imbalances, Frankel (2004) warned about potential inflationary pressure and economic overheating in China incurred by a too competitive value of the Renminbi, which can be harmful for long-run growth. Engel (2011) theoretically shows that currency misalignments are inefficient and lower world welfare. Berg and Miao (2010) test the two contradicting views above and cannot find support for the WC view. Aguirre and Calderón (2006) , however, document a nonlinear association between real exchange rate misalignment and economic growth: while small to moderate undervaluations enhance growth, large undervaluations hurt growth. 6 Couharde and Sallenave (2013) show that there are thresholds for currency undervaluation above which the undervaluation can have adverse impacts on economic growth. 7 Rodrik (2008) , on the other hand, finds evidence of linearity in the relation between real exchange rate and economic growth, but the relationship disappears as countries get richer.
8 Williamson (2009) argues that permanent and temporary changes in the real exchange rate may have different effects on growth. Eichengreen (2008) examines the growth impacts of two episodes of real depreciation of the Korean won during the 1957-59 and 1962-64, and finds that only the permanent one in 1962-64 affected exports and growth. Levy-Yeyati, et. al (2013) find no response to undervaluation in exports and imports. Instead, they discover positive effects of undervaluation on savings, investments, employment and economic growth. They explain that depreciations that erode real labor income represent a transfer from low-income to high-income households that have a higher propensity to save. As a result, it enhances the economy's investment capacity and thus economic growth. 4 These studies include Razin and Collins (1999) , Aguirre and Calderón (2006) , Gala and Lucinda (2006) , Rodrik (2008) , Béreau, López Villavicencio and Mignon (2012) , Vieira and MacDonald (2012) and LevyYeyati, Sturzenegger and Gluzmann (2013) . Johnson, Ostry and Subramanian (2007) , however, say that undervaluation does not matter for growth. 5 While overvaluations result in external imbalance, undervaluations imply internal imbalance. 6 A cross-country study by Razin and Collins (1999) also finds a nonlinear relationship. 7 Using a threshold panel analysis, Béreau, López Villavicencio and Mignon (2012) yet find that an undervalued currency supports growth. Mejia-Reyes et al. (2010) study six Latin American countries and show that recessions are associated with currency overvaluation, while the growth effect of undervaluation varies across countries. 8 Evidence in Vieira and MacDonald (2012) also supports these findings in Rodrik (2008) .
In sum, there has been a rise in studies that examine the effect of currency undervaluation on economic growth, but to our knowledge few have provided strong support for the use of the exchange rate to boost growth. At the international level, operations to keep the domestic currency undervalued are considered a beggar-thy-neighbor policy. Nevertheless, a wellknown development strategy recommended is to maintain a competitive exchange rate, as attractive relative prices of exports help shift resources into production and may lead to higher economic growth. 9 To stimulate depressed economies, following from the [2008] [2009] world economic crisis, countries deliberately turned to foreign exchange policies. Our aim is then to answer the important question of whether economic growth really increases when countries employ active exchange rate management policies or impose capital controls.
To answer this question we estimate two-stage panel regressions with country fixed effects.
In the first stage, we identify changes in currency misalignment that result from changes in exchange rate management policies and capital controls. In the second stage, we examine if changes in currency misalignment stemming from these policies are associated with higher economic growth. The Balassa-Samuelson model is used to identify the long-run equilibrium exchange rate and to measure the degree of currency undervaluation, while a parsimonious model from Rodrik (2008) is applied to measure the relation between output growth and currency undervaluation. We use a panel dataset of 185 countries for the post Bretton Woods period of 1975-2009 to estimate these models.
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To capture how actively countries manage their exchange rates, we use three measures: a "regime choice" index constructed from the exchange rate regime classification of Ilzetzki, Reinhart and Rogoff (2008) , the "exchange rate flexibility" index proposed by Calvo and Reinhart (2002) , and an "intervention" index following from Levy-Yeyati, Sturzenegger and Gluzmann (2013) . For capital controls, we rely on the KAOPEN index, a de jure measure developed by Chinn and Ito (2006) . To uncover the intentions of policy makers regarding regulatory restrictions on external accounts, we prefer de jure measures to de facto ones. 11 As a robustness check we also use foreign direct investment relative to GDP as an alternative.
In line with the literature, we find that governments have a variety of instruments to increase currency undervaluation. Actively managed exchange rate regimes create more undervalued currencies than fixed or freely floating regimes. More controls on capital also increase currency undervaluation. Apart from that, countries can also stimulate currency undervaluation by lowering government expenditures and inflation, as well as increasing 9 This development strategy is from the literature on export-led growth, which initiated from the successful growth experiences in East Asian countries, like Japan, Singapore, South Korea, Taiwan and more recently China. Although the real exchange rate has no obvious role in the neoclassical long-run growth theory (except in some works such as in Polterovich and Popove, 2004) , the growth experience in these countries and empirical evidence demonstrate the successfulness of using the real exchange rate policy as a development strategy, at least in the medium run. 10 The empirical results are subjected to several robustness checks, as discussed in Section 5. 11 For more details about various measures of capital controls, see Quinn, Schindler and Toyoda (2011). domestic savings. In turn, undervaluation has a significant positive effect on 5-year GDP growth, with the growth effect especially strong in developing countries. Our contribution to the literature is then to apply two-stage panel regressions and a mediation analysis to examine whether policies that induce undervaluation are linked to growth, to investigate who gains in the currency wars.
From the two-stage regressions, we find that changes in undervaluation resulting from exchange rate management and capital controls have no significant impact on growth. Undervaluation that leads to higher growth, in fact, stems mainly from policies that lower government consumption, reduce inflation and increase domestic savings. These two sets of policies are markedly different. Exchange rate management and capital controls are meant to influence the nominal exchange rate, which is a main driver of the real exchange rate when price flexibility is limited. The second set of policies, however, influences the price of nontradable goods relative to tradable goods and the real exchange rate, through demand and supply. We expect the latter set of policies to have a more sustained impact on the real exchange rate and thus on growth, as our results demonstrate.
While the two-stage method helps us establish a causal chain from changes in the policy variables to changes in undervaluation and then changes in growth, a necessary condition is that the policy variables should not directly impact growth, beyond their indirect effect through undervaluation. Otherwise, the estimates can be biased. Although the sets of policy variables used in our study mostly satisfy this condition, we need to be careful when examining macroeconomic relations. Therefore, in addition to the two-stage regression we apply the mediation method to estimate the direct and indirect (via undervaluation) links between growth and the policy variables. Interestingly, the results show that policies to keep the currency undervalued, like exchange rate management and capital controls, have negative direct effects on growth that dwarf any positive indirect effects gained through undervaluation.
In sum, no one gains from currency wars, at least not in terms of economic growth, and this is also true for developing countries. Our evidence supports the notion that active exchange rate management and capital control policies can cause currency undervaluation, but the undervaluation stemming from these policies has no significant impact on growth. From the mediation analysis, we further learn that these policies have adverse direct effects on growth. Alternatively, governments can use fiscal policy, income policy or saving policy to achieve higher savings relative to investment, or lower expenditure relative to income (Rodrik, 2008 ). Yet, those policies are good for growth by themselves, directly, while having only a limited growth effect through currency undervaluation.
Main Measures
To investigate the growth effects of participating in currency wars, i.e. when countries actively manage their exchange rates or impose capital controls to undervalue their currencies, there are three crucial elements which need to be measured. Those are the degrees of currency undervaluation, active exchange rate management and capital controls.
Currency Undervaluation
A crucial question when studying the association between economic growth and currency undervaluation is how to identify undervalued currencies. While judgments about currencies being over-or undervalued are commonly expressed, there is no rigorous assessment of such claims. A currency is simply said to be undervalued when its actual value is lower than the normative value. To identify and measure currency undervaluation, one needs to specify the "normative exchange rate". In the literature on currency misalignment and growth, the degree of currency misalignment is typically measured as the extent to which the actual real exchange rate deviates from its equilibrium level based on the Balassa-Samuelson model, the Fundamental Equilibrium Exchange Rate (FEER) and the Behavioral Equilibrium Exchange Rate (BEER) approaches.
12
In this paper we measure the deviation of the real exchange rate from its long-run equilibrium value based on the Balassa-Samuelson model, while we employ the FEER approach for a robustness check. 13 Using data from the Penn World Tables version 7.0, the real exchange rate (RER) is defined as
where XRAT is a nominal exchange rate and PPP is a purchasing power parity conversion factor. 14 Both are expressed as national currency units per US dollar. 15 An increase (decrease)
in RER denotes a real depreciation (appreciation) of the domestic currency. If the value of RER is larger (smaller) than 1, the domestic currency is cheaper (more expensive) than indicated by purchasing power parity. The subscript i denotes an index for countries, while t is an index for time periods. Following the growth literature, all observations used in the paper are five-year averages of annual observations over non-overlapping blocks, unless stated otherwise.
The real exchange rate is then adjusted for the Balassa-Samuelson effect to estimate the longrun equilibrium exchange rate, i.e.
12 For details on the Balassa-Samuelson model, see for example Mark (2001) , while Clark and MacDonald (1998) and Driver and Westaway (2004) explain and compare the differences between the latter two equilibrium approaches. 13 The FEER is the relative price of tradable and non-tradable goods that achieves external and internal equilibrium. See Section 5, Robustness checks, for more details. 14 PPP is the number of domestic currency units needed to purchase goods equivalent to what can be purchased with one unit of the base currency. 15 With the aim of maximizing both time as well as country coverage, we prefer the bilateral real exchange rate to the effective real exchange rate. It allows us to cover more emerging or developing countries where there is a lack of information to compute the trade weighted exchange rates. Bénassy-Quéré, Béreau and Mignon (2009) furthermore show that the choice of the numeraire has limited impact on estimated misalignments.
where GDP is real per-capita income used as a proxy for technological progress, f is a timefixed effect and the residual u is a measure for currency misalignment. 16 Briefly, according to the Balassa-Samuelson model technological progress that leads to higher productivity in the tradable sector will lower the price of tradable goods relative to non-tradable goods and cause the domestic currency to appreciate in real terms. The sign of 1 is thus expected to be negative.
We use a dataset of 185 countries for the period of 1975-2009 to estimate Equation (1) using a single panel with time dummies as in Rodrik (2008) . The panel procedure helps increase the span of the data by incorporating information from many countries. It allows us to see how equilibrium real exchange rates evolve as countries become more advanced. 17 Using 5-year averages of the real exchange rate and growth, as is common in the growth literature, the estimated coefficient 1 is -0.12 with a t statistic of -12.9 and an adjusted R 2 of 0.18. This estimate value indicates that as a country's incomes increases by 10% the real exchange rate tends to decline by 1.2% on average, in the post-Bretton-Woods period. We have also estimated the model with annual data, which gives exactly the same estimate: 1 = -0.12.
As our main measure of currency undervaluation we take the difference between the actual real exchange rate and the real exchange rate adjusted for the Balassa-Samuelson effect, that is, the residual in (1). A currency is said to be undervalued (overvalued) when the residual is positive (negative). The Balassa-Samuelson measure in (1) is based on price comparisons and has the advantage that it is comparable across countries and through time (Rodrik, 2008) .
Active Exchange Rate Management Measures
To capture how extensive countries manage their currencies, we use three measures: the exchange rate "regime choice" classification of Ilzetzki, Reinhart and Rogoff (2008) , the "exchange rate flexibility" index proposed by Calvo and Reinhart (2002) , and an "intervention" index inspired by Levy-Yeyati, Sturzenegger and Gluzmann (2013) .
A set of "regime choice" indicators is constructed from the exchange rate regimes classified in Ilzetzki, Reinhart and Rogoff (2008) , extended from Reinhart and Rogoff (2004) . These works classify the exchange rate regimes of 179 countries in our dataset during the period 1940-2010, both monthly and annually, into 13 fine categories and 6 coarse categories. For our research we use the coarse categories: 1 = peg, 2 = limited flexibility, 3 = managed floating, 4 = freely floating, 5 = freely falling and 6 = dual market with parallel market data missing.
In the annual dataset we indicate these regimes with the following dummy variables: DFixed, DLimflex, DManFl, DFloat, DFall and DDualna, respectively. Further, as we focus on actively managed exchange rates, we combine the intermediate regimes of limited flexibility and managed floating into one group, indicated by the dummy DManag. For the 5-year windows used in the growth regressions, we average the annual dummies to represent the fraction of the 5-year block spent in each regime: PFixed, PManag, PFloat, PFall and PDualna.
Our second measure is the "exchange rate flexibility" (ERF) index proposed by Calvo and Reinhart (2002) , defined as
where ∆ and ∆ denote the percent change in the exchange rate and international reserves, respectively, while ∆ denotes the change in the domestic nominal interest rate. The index captures the ratio of exchange rate variability relative to the variability of the instruments often used to stabilize the exchange rate. While many countries directly intervene in the FX market by trading international reserves, some deliberately use the short-term interest rate. A higher index values imply a more flexible exchange rate arrangement and thus, less currency manipulation. To construct the index, in each 5-year non-overlapping window we compute the variance of the monthly changes in the exchange rate, international reserves and the domestic nominal interest rate.
Inspired by Levy-Yeyati, Sturzenegger and Gluzmann (2013) , for the third measure we compute an "intervention" (INR) index to specify the direction of FX interventions. The INR index is the five-year average of the annual log-change in the ratio of international reserves to private credit, both measured as a percentage of GDP. We use the ratio of international reserves to private credit as a proxy for the country's financial depth, to take into account precautionary motives for holding reserves (e.g., as a buffer for capital flight). The index helps distinguish between interventions to depreciate the domestic currency (INR > 0) and interventions to defend the domestic currency from depreciation (INR < 0). For example, a positive value of the index implies intervention to depress the domestic currency, as it implies an increase in international reserves beyond precautionary motives.
In the study we first analyze the results using the set of "regime choice" indicators, which allows us to examine the growth effects of intermediate exchange rate regimes. Under these intermediate regimes, as opposed to the bi-polar ones (fixed and freely floating), exchange rate movements can be directly influenced by the policy makers' decisions. Then, as robustness checks we consider the last two measures that take into account the instruments often used to manage the exchange rate, namely international reserves and short-term interest rates.
Capital Controls
According to a study by Fratzscher (2012) , capital controls are not purely a defensive means to prevent currency appreciation, but rather used to maintain undervaluation of the currency. Furthermore, the literature also shows that countries are more likely to raise capital controls when neighboring countries have imposed them, provoking currency wars. To understand the growth effects of currency undervaluation when countries impose capital controls, we use the financial openness variable (KAOPEN) developed by Chinn and Ito (2006) , and a series of net flows of foreign direct investment as a percentage of GDP (FDI) from the World Development Indicators. Fratzscher (2012) shows that declines in the KAOPEN index and decisions to raise existing controls are associated with currency undervaluation, and the empirical results are qualitatively very similar when using the Schindler (2009) measures.
Although we prefer de jure measures, we use net foreign direct investment inflows relative to GDP (FDI) as an alternative proxy for capital account openness. The advantage of FDI is that this de facto measure reflects actual flows which are desirable for growth, but may adversely attribute to the appreciation of domestic currency. We hypothesize that the degree of capital controls is negatively correlated to this type of flows. The disadvantage is that FDI may also depend on several other factors that are not related to capital account openness. For the latter reason, we treat the growth-misalignment analysis with FDI as a robustness check, and not a main result.
18 Details on how to calculate KAOPEN and a review of related measures are in Ito and Chinn (2007) . For comparison with other measures of capital controls, the reader is referred to Edwards (2001) , Edison, Klein, Ricci and Sløk (2002) , Eichengreen (2002) and Quinn, Schindler and Toyoda (2011) . Table 1 shows summary statistics of the main variables for this research, using annual data. Table A1 in the Online Appendix shows summary statistics of the 5-year averages of annual observations (non-overlapping), that we use in the growth regressions. 
Summary Statistics

Explaining Misalignment
To see under which set of policies and conditions countries tend to have an undervalued (or overvalued) exchange rate, we now estimate the following model from Rodrik (2008):
where the undervaluation measure is equal to the residual u it in equation (1 The results in Column (1) of Table 2 show that actively managed regimes ( ) -crawling pegs, crawling bands or managed floats -create more undervalued currencies than a fixed exchange rate regime, by 10%. Further, a one standard deviation decrease in capital account openness increases undervaluation by 3.8% (= -0.025 x -1.52). Importantly, as Model (2) is estimated with fixed country effects, we have controlled for any omitted time-invariant factors that can influence undervaluation between countries. The estimated coefficients are identified from changes through time in foreign exchange policies, such as and . Hence, we can say that a change from a fixed exchange rate regime to an actively managed one is associated with a 10% increase in currency undervaluation.
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19 Throughout the paper we eliminate 11 extreme outliers. We exclude observations when the 5-year average real GDP growth rates exceeds 15%, or when the absolute misalignment is more than 150%, respectively. 20 Out of the original 185 countries, 13 have data missing on KAOPEN or the exchange rate regime choice index. 21 The result is similar to evidence in Rodrik (2008) showing that managed floating exchange rate regimes produces larger undervaluation than do fixed and freely floating exchange rate regimes. Coudert and Couharde (2009) also find that pegged currencies are more overvalued than floating ones. Table 2 is that freely falling exchange rates ( ) are associated with large increases in undervaluation, up to 24%. Ilzetzki, Reinhart and Rogoff (2008) classify the exchange rate regime as freely falling when inflation exceeds 40%, or in the 6 months following an exchange rate crisis. 22 We now add a number of control variables that can also influence undervaluation, following Rodrik (2008) . In Column (2) of Table 2 we add government consumption as a percentage of GDP (
Another notable effect in
) and domestic savings as a share of GDP ( ). Countries can also stimulate currency undervaluation by lowering expenditures relative to income, or by increasing savings relative to investment. Governments can achieve this through fiscal policy, or by promoting saving. The results in Column (2) show that a one standard deviation decrease in government consumption is associated with an increase of 4.9% in undervaluation (= -0.69 x 0.07). The coefficient of domestic savings has the expected positive sign, but is insignificant.
Finally, in Columns (3) and (4) of Table 2 we add inflation ( ) and terms of trade ( ), which are significant at the 10% level, with a negative sign as expected. In Column (4) the coefficient of domestic savings is also significant, with a one standard deviation increase in savings associated with a 4.5% increase undervaluation (= -0.28 x 0.16). We note that the number of observations for terms of trade is relatively low, as the data for is available from 1980 onwards for a group of only 72 countries. This explain why the estimated coefficients in Column (4) are substantially different for several variables, including and .
We have also estimated an adjusted version of Model (2) with a freely floating exchange rate regime as the base category. We find that changing from a freely floating to a managed floating regime is associated with an increase in undervaluation ranging from 2.7% to 12.3%, depending on the set of control variables included in the model. Overall, our evidence supports that actively managed exchange rate regimes and policies that restrict capital flows can stimulate undervaluation. Further, the evidence also suggests that reduced government expenditures, for example through a tighter fiscal policy, can also increase currency undervaluation. In the next section we will investigate if changes in misalignment driven by these policies are also associated with higher economic growth.
Explaining Growth
To see whether on average, and under which conditions, countries gain from keeping their currencies undervalued, we apply a parsimonious baseline growth model from Rodrik (2008) :
22 More precisely, Ilzetzki et al. (2008) define the regime as freely falling when at least one of the following two conditions holds. First, the annual inflation rate is above 40%, but excluding the months during which the exchange rate still follows an official pre-announced arrangement (crawl or band). Second, the six months immediately follow a currency crisis, but only for the cases where the crisis marks a transition from a fixed (or quasi-fixed) regime to a managed or freely floating regime.
where ℎ is the 5-year average of the logarithmic rates of change in annual real GDP per capita (GDP), −1 is the initial (annual) income per capita, is a country dummy and is a time dummy. 23 The undervaluation measure is equal to the residual u it in Equation (1), estimated using 5-year averages of annual observations. As is customary in the growth literature, ℎ and all other variables are averages of annual observations over five-year periods. In our dataset we have seven 5-year periods post Bretton Woods, starting from 1975-1979 through 2005-2009. 24 In Equation (3) we control for economic instability by including the variable " ", the fraction of years within the five-year period that the country experienced a currency crisis or excessive inflation, based on the classification of Ilzetzki et al. (2008) . We expect economic growth to be substantially lower during economic instability.
25 Furthermore, we expect that any movements in the real exchange rate, and as a result currency misalignment, in such crisis circumstances are not intended by policymakers.
According to Rodrik (2008) , using a full set of country and time dummies in Model (3) helps to identify the growth effect of currency undervaluation from changes within countries, not from differences in levels across countries. The time dummies control for international conditions that alter through time and affect the growth of all countries in our sample, while the country dummies account for unobserved country-specific factors that drive growth and are perhaps correlated with omitted explanatory variables. The initial income per capita is included as a standard convergence term in the neoclassical growth model to show that initial conditions matter for economic growth. Table 3 shows the estimated relation between currency undervaluation and economic growth. The main finding is that undervaluation has a significant positive effect on growth. In column (1) of Table ( 3), a 100% increase in undervaluation is associated with an increase of GDP growth by 1.5 percentage point per year. The evidence coincides with Rodrik (2008) . We also find that in countries experiencing currency crisis or high inflation ( ) growth is sharply lower, by 3.3 percentage points per year.
In Column (2)-(5) of Table 3 we add explanatory variables for the exchange rate regime, capital account openness and controls for macroeconomic conditions. We find that the exchange rate regime choice ( , , ) does not have a significant direct effect on growth at the 5% level, beyond its potential effect through misalignment. Capital 23 Berg and Miao (2010) state that over five-year periods the deviations of the actual real exchange rate from its equilibrium rate can be significant and matter for growth. In the long run, by definition real exchange rate deviations are not likely to be sustainable. 24 In Rodrik (2008) the observations are from 1950-1954 to 2000-2004. 25 This is inspired by empirical results in Aghion, Bacchetta, Rancière and Rogoff (2009). account openness ( ) does have a positive direct effect on growth in two out of four model specifications. In Column (3) and (4), a one standard deviation increase in capital account openness is associated with 0.4 percentage points higher average GDP growth.
Overall, Table 3 confirms that currency undervaluation has a positive effect on growth. Undervaluation and the initial level of development are the only variables that are significant in all growth regressions, regardless of the control variables included in the model.
Two-Stage Regressions
We now address our main research question: do changes in currency misalignment stemming from active exchange rate management and capital control policies lead to higher growth? For this purpose we will estimate a two-stage regression model, shown in (4a) and (4b).
In the first stage, (4a), we regress undervaluation on the exchange rate regime choice variables ( , , ) and capital account openness (KAOPEN) as instruments. In the second stage, we explain growth with the predicted values of undervaluation (̂) from the first stage. Both panel regressions include country and time fixed effects.
The two-stage IV regression method is effectively isolating the changes in undervaluation that are driven by exchange rate regimes and capital controls ( , , , KAOPEN) in the first stage, and testing whether these changes lead to more growth in the second stage. Hence, we focus on only those changes in undervaluation that can be attributed to active exchange rate management and capital control policies. (1b) show that changes in undervaluation resulting from these policy variables have no significant impact on growth. The coefficient of undervaluation in the second stage is actually negative.
We note that the F-statistic for the first-stage instruments is relatively small in Column (1a) of Table 4 (F = 6.4), indicating a potential weak instruments problem. In our context this implies that the set of policy variables explains relatively little of the variation in misalignment. In Column (2a) we address this issue by excluding the variables and , which are usually insignificant, keeping only and KAOPEN as instruments. The F-statistic for the first stage regression in Column (2a) is substantially better, at F = 10.9. However, in the second stage (Column 2b), variations in undervaluationidentified from changes in the policy variables and KAOPEN-still have no impact on growth.
Apart from active exchange rate management policies and capital controls, governments can also try to make the currency more undervalued through policies that increase domestic savings, reduce government spending or reduce inflation, as witnessed in Section 3. In Column (3a) of Table 4 we use these variables together with terms of trade as instruments for changes in misalignment: , , and . We find that increases in currency undervaluation stemming from these variables do lead to higher growth in the second stage regression in Column (3b). The estimated coefficient is 0.089, and significant at the 5% level.
In sum, the evidence in Table 4 implies that changes in misalignment driven by active exchange rate management and capital control policies do not lead to higher growth. Rather, policies that reduce government expenditures and inflation, as well as policies that increase domestic savings, seem to be more effective in creating currency undervaluation that leads to higher economic growth.
One caveat is that the results in Table 4 are valid if the instruments only predict growth through their impact on misalignment, and not directly. Especially for variables such as government spending and terms of trade this assumption is in doubt. We test this assumption with an over-identifying restrictions test, displayed as "Hansen J (over-id.)" in Table 4 . The active exchange rate management and capital control policies pass this test easily ( , , , KAOPEN), but for the set of macroeconomic variables ( , , and ) the test is marginally significant (p-value = 0.085). This implies that some of the macroeconomic variables directly impact growth, beyond their indirect effect through misalignment, and this may bias the estimated second stage coefficient of undervaluation in Column (3b). In the next sub-section we use a method known as "mediation analysis" to better distinguish the direct and indirect growth effects of these variables.
Mediation Method
We will now apply the mediation method of Baron and Kenny (1986) , which is a standard approach used in psychology for decomposing the effect of an independent variable. Suppose we would like to split the total growth effect of an independent variable into a direct effect on growth, and an indirect effect through currency undervaluation. We start by estimating Equation (5) below, giving the total effect of on growth:
.
Next, in Equation (6) we add undervaluation to the growth model to measure the direct effect of on growth, , while keeping constant:
The indirect effect of on growth can now be calculated as the reduction in the effect of on growth after including in the regression: = − .
Alternatively, the indirect effect can also be estimated by multiplying the coefficient 1 in Equation (7) below (capturing the effect of on ) with 1 in Equation (6) (the effect of on ℎ):
The two methods are equivalent: Figure 1 illustrates this decomposition of the growth effects of . To test for the significance of the indirect effect, a simple approach is to jointly estimate (6) and (7) with seemingly unrelated regressions (SUR), and then to test the nonlinear restriction:
How does a joint estimation of the system of equations (6) and (7) compare to the two-stage method in the previous section? In the two-stage IV regression we first isolate only those variations in that are driven (or caused) by the instrument , saving the predicted values: ̂. We then test whether changes in ̂ in turn can explain growth. A necessary condition for the two-stage method to work is that cannot directly predict growth, only indirectly through misalignment: = 0. If this condition is met, we can establish a causal chain from changes in to changes in undervaluation, to changes in growth.
An advantage of the mediation method is that is allowed to directly predict growth ( ≠ 0), without biasing the results. Another difference compared to the two-stage method is that the indirect growth effect of through misalignment is measured by the simple product of 1 (effect of on ) and 1 (effect of on ℎ). Note that 1 is estimated by regressing all changes in on ℎ, and not only those changes in attributed to as in the two-stage IV method.
A drawback of the mediation method is that the estimate of 1 will be biased if some part of happens to be correlated with the error term in the growth equation, leading to endogeneity problems. We test for endogeneity in Table 4 and we find that the exogeneity of undervaluation cannot be rejected at the 5% level in Column (2b) and Column (3b). Regardless, we need to be careful when interpreting the direction of causality of relationships estimated with ordinary regression analysis, as the mediation method does. Table 5 displays the results of the mediation analysis, showing the indirect, direct and total growth effects of exchange rate management, capital controls and other independent variables shown in the first column. The coefficients in the table show the impact of a one standard deviation change in (variable in the first column) on GDP growth, measured in percentage points. The growth effects are absolute: if the estimate is 1.2%, it means that annual GDP growth will be 1.2 percentage points higher on average over a 5-year period. For the exchange rate regime variable , we show the impact of a change from 0 to 1: switching from a fixed exchange rate to an actively managed currency regime. Table 5 shows that switching from a fixed to an actively managed exchange rate regime has an indirect positive growth effect of 0.24% per year on average, through increased currency undervaluation. However, a switch to a managed float also has a direct negative effect on growth of -0.77%, while keeping undervaluation constant. Overall, the growth effect of switching to a managed float is -0.53% and not statistically significant.
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The second row of the table shows the impact of a one standard deviation increase in capital account openness. Such a move is associated with more overvaluation and thus lower growth: the indirect growth effect is -0.06%. At the same time, an increase in capital account openness has a direct positive effect on growth of 0.35%. Overall, the total effect of a one standard deviation increase in KAOPEN is a growth increase of 0.30% per year, but this small effect is not significant.
For macroeconomic variables such as government expenditures and domestic savings we also find that the direct growth effects (keeping undervaluation constant) are much bigger than the indirect effects through changes in misalignment. For example, a one standard deviation increase in government expenditures (GOV, as % of GDP) on average reduces growth by 0.64%, while the indirect negative effect through increased overvaluation is only 0.09%.
We conclude that the exchange rate management and capital control variables considered in Table 5 have only a small impact on growth through their effect on currency undervaluation. Further, these small indirect effects are dominated by the variables' direct effects on growth, having opposite signs. For the macroeconomic variables that can influence currency misalignment, such as domestic savings and government expenditures, their direct effect on growth tends to be several times larger than the small indirect effect through undervaluation.
Robustness Checks
In the section we will perform several robustness checks, such as considering different misalignment measures and alternative proxies for exchange rate management and capital controls. 27 Tests for indirect effects are more powerful than tests for direct effects and total effects (Kenny and Judd, 2014 ). Therefore, it is possible that the indirect effect of a variable is significant, while its total effect is not.
Alternative Measures of Exchange Rate Management and Capital Controls
The set of "regime choice" indicators, that we used so far to examine the growth effects of currency management policies, are solely based on the volatility of market-determined exchange rates. To characterize exchange rate policy, we now consider two alternative measures that take into account the instruments often used to manage the exchange rate, namely international reserves and short-term interest rates.
First, we use the "exchange rate flexibility" (ERF) index proposed by Calvo and Reinhart (2002) as an alternative measure of exchange rate management. The index is equal to the ratio of exchange rate variability relative to the sum of the variance of international reserves and the variance of the domestic nominal interest rate. While many countries directly intervene in the FX market by trading international reserves, some deliberately use the interest rate. Higher index values imply a more flexible exchange rate arrangement and thus, less currency manipulation. We have estimated a model explaining currency undervaluation with this variable, as in Equation (2), but it shows no significant relation between changes in ERF and undervaluation.
Second, to more precisely measure the direction of FX interventions we use an "intervention" (INR) index inspired by Levy-Yeyati, Sturzenegger and Gluzmann (2013) . The INR measures changes in international reserves beyond precautionary motives for holding reserves. The index distinguishes between interventions to depreciate (INR > 0) and to defend the domestic currency from depreciation (INR < 0). We have estimated Equation (2) and find that in the annual dataset increases in the ratio of international reserves to financial depth (INR) are associated with significant increases in undervaluation. However, in the 5-year dataset the effect of INR on currency undervaluation is not significant. Hence, FX interventions through international reserves seem to have only a short-run effect on the exchange rate.
When using INR in a two-stage regression to explain its effect on growth through misalignment, we find a negative but insignificant relation, similar to the main results. For completeness, Table 5 shows that the indirect effects of ERF and INR on growth through misalignment are negligible, ranging between -0.02% to +0.02% per year on average. Hence, use of these alternative measures confirms the main conclusion that active exchange rate management has a small, or insignificant, effect on growth through currency misalignment. Interestingly, a one standard deviation increase in the international reserve ratio (INR) has direct negative effect on growth of -0.37% per year, opposite to the currency undervaluation story.
As a robustness check we also use net foreign direct investment inflows relative to GDP as an alternative proxy for capital account openness. The advantage of FDI as a proxy is that it reflects actual flows in and out of the country, but a disadvantage is that FDI may also depend on several other factors not related to capital account openness. We find that FDI is not significantly related to currency misalignment when estimating Equation (2). The last row in Table 5 shows that a one standard deviation increase in FDI has a positive direct effect on GDP growth of 0.l8%, but a negative indirect effect of only -0.02% through increased overvaluation. Hence, our two proxies for capital controls (KAOPEN and FDI) yield similar results.
FEER Misalignment Measure
All results reported so far use the currency misalignment measure based on the long-run equilibrium exchange rate from the Balassa-Samuelson model. We now consider a currency misalignment measure based on the Fundamental Equilibrium Exchange Rate (FEER) concept, which is the relative price of tradable and non-tradable goods that achieves external and internal equilibrium. Specifically, following Aguirre and Calderón (2006) , we estimate Equation (8), that defines the equilibrium real exchange rate as a function of net foreign assets, the ratio of tradable to non-tradable goods productivity at home versus abroad (proxied by the ratio of GDP), the terms of trade, and the ratio of government consumption to GDP at home relative to abroad.
The ratio of net foreign assets to GDP is computed using annual data of net foreign assets from the IFS and annual GDP at purchaser's prices from the World Bank national accounts data. 28 The terms of trade is the ratio of export to import prices. We use the ratio of general government consumption to GDP as a proxy for government spending, following Aguirre and Calderón (2006) . The data are from the World Bank's World Development Indicators (WDI). A star denotes variables from the US.
According to Aguirre and Calderón (2006) , all coefficients in Equation (8) are expected to be negative. An equilibrium real appreciation of the domestic currency is driven by: 1) an increase in net foreign assets (or a decline in net foreign debt), 2) a faster rise in tradable goods productivity relative to non-tradable goods productivity at home than abroad (the Balassa-Samuelson effect), 3) an improvement in terms of trade and 4) a surge in government consumption at home relative to abroad.
Using annual observations from 43 countries with complete data in 1980-2009 on all variables, we estimate Equation (8) with panel dynamic OLS. 29 Table A3 in the Online Appendix shows the estimation results. In line with theory, all coefficients of the 28 The IMF defines net foreign assets as "the sum of foreign assets held by monetary authorities and deposit money banks, less their foreign liabilities" (all in current local currency). The World Bank defines GDP at purchaser's prices as "the sum of gross value added by all resident producers in the economy plus any product taxes and minus any subsidies not included in the value of the products" (all in current US dollars). The official exchange rate, which is an annual average based on monthly averages (local currency units relative to the US dollar), from the IFS is used as a conversion factor. 29 The size of the dataset is reduced due to the low number of terms of trade observations available in the World Bank WDI 2012 database, with data starting from 1980 onwards for a relatively small number of countries.
fundamentals are negative and significant at the 5% level, except for the home-abroad GDP ratio. The magnitude of the coefficient estimates is similar to Aguirre and Calderón (2006) . Further, Vieira and MacDonald (2012) also find that the GDP ratio is not significant in a similar exchange rate model with fixed effects. In sum, the results are in line with the literature.
Following Aguirre and Calderón (2006) , we construct the fundamental equilibrium exchange rate by inserting permanent values of the fundamentals into the estimated equation. Permanent values of the fundamentals are from the band-pass filter with two leads and lags, and a cycle length from 2 to 8 years. The FEER-based currency misalignment measure is the residual after subtracting the FEER equilibrium rate from the annual real exchange rate. Table A3 in the Online Appendix shows descriptive statistics of the FEER-based misalignment measure, compared to the misalignment measure based on the BalassaSamuelson model. The two misalignment measures are similar, with a correlation of 0.91.
When estimating misalignment Model (2) for the FEER-measure, using a fixed regime as the base category, we find that only a freely falling exchange rate regime is associated with significantly higher undervaluation. See Table A4 in the Online Appendix. A change from a fixed to a managed floating regime does not lead to significantly higher undervaluation based on the FEER measure. Similarly, capital account openness is not significantly associated with FEER undervaluation in Table A4 . In further robustness checks we also found that ERF, INR and FDI have no significant effect on FEER misalignment. In sum, when using the FEER measure, there is no evidence that exchange rate management and capital control policies are associated with undervaluation. Table A5 in the Online Appendix shows the baseline growth model results for the FEER misalignment measure. We find that the effect of currency misalignment on growth is positive and significant, comparable to the effect of the Balassa-Samuelson measure in Table  3 . The effect of a 100% increase in FEER undervaluation on growth ranges from 1.5 percentage points to 2.4 percentage points per year. Hence, the positive growth effect of undervaluation is robust, independent of the misalignment measure used.
Finally, in Table A6 we estimate two-stage IV regressions to see if changes in exchange rate regime and capital account openness lead to higher growth through undervaluation, using the FEER measure. The results are similar to Table 4 : only changes in the macroeconomic variables ( , , and ) are associated with higher growth through their effect on undervaluation. The first-stage F-statistics are rather low, indicating that little of the variation in the FEER misalignment measure can be explained by the variables used as instruments. In Table A7 we split up the growth effect into direct and indirect effects, with the indirect effect via the FEER undervaluation measure. In the smaller sample of countries with FEER data we find that none of the exchange rate management and capital account policy variables has a significant growth effect through undervaluation.
Nonlinear Growth Effects of Misalignment
We have tested whether currency misalignments of different sizes and directions have different effects on growth. First, we added an interaction term between the original currency undervaluation variable and an indicator that equals one when the currency is overvalued (i.e., < 0) to the growth regression. Second, we also split up the variable into four parts (quartiles): low undervaluation, high undervaluation, low overvaluation and high overvaluation. Statistical tests show no significant differences in the coefficients of these components of undervaluation (results available upon request). Hence, we find no evidence in our dataset that the effect of currency undervaluation on growth depends nonlinearly on the magnitude of the undervaluation. This is in line with Rodrik (2008) and Vieira and MacDonald (2012) , who also find a linear relation between undervaluation and growth.
Developing Countries
A common finding in the literature is that the growth effect of misalignment is stronger in developing counties (see Rodrik, 2008) , while in developed countries undervaluation often has no significant impact on growth. A potential explanation is that the tradable goods sector in developing countries is too small due to institutional weaknesses and a poor contracting environment. Undervaluation can then help to stimulate the tradable sector, and thus growth, while the country develops. We have repeated all the main analyses of this paper exclusively for developing countries. Following the literature (Rodrik, 2008; Aguirre and Calderón, 2006) , we define a country as developing when real GDP per capita is less than $6,000. Table A8 in the Online Appendix shows how currency misalignment in developing countries is explained by the policy and macroeconomic variables, while Table A9 shows the growth regressions. The results show that the undervaluation-growth relation is indeed stronger in developing countries than in the full sample, as the coefficient of is 2.7% in Column (1) of Table A9 (developing), compared to 1.5% in Column (1) of Table 3 (full sample).
The two-stage IV regression in developing countries, displayed in Table A10 , reveals no significant link from active exchange rate management and capital account policies to growth through misalignment. The coefficients of misalignment are positive in Column (1b) and (2b) of Table A10 , but insignificant. The first-stage regressions explaining misalignment have rather low F-statistic values for the instruments, implying that changes in exchange rate regime and capital account openness explain little of the variation in undervaluation. On the other hand, the macroeconomic variables , , and , are associated with higher growth through misalignment. The mediation analysis in Table A11 further confirms that exchange rate management and capital account policies have no significant indirect effect on growth through undervaluation. In sum, the main conclusions are the same for developing countries.
Conclusions
In the aftermath of the 2008-2009 world economic crisis, some countries deliberately turned to foreign exchange policies to depreciate their currency, with the aim to stimulate the economy. At the international level, such beggar-thy-neighbor policies can eventually result in currency wars. This paper aims to address the policy-relevant question of whether and under which conditions countries actually gain from combating in the currency war. To do so, we estimate two-stage panel regressions to examine whether increases in currency undervaluation, induced by active exchange rate management and capital controls, lead to higher economic growth. Furthermore, we apply a mediation method to see the direct and indirect growth effects of these policy variables. For our analysis we use a dataset of 185 countries in the period 1975-2009.
The evidence supports that actively managed exchange rate regimes (i.e., crawling pegs, crawling bands or managed floats) create more undervalued currencies than a fixed or freely floating exchange rate regime. A decline in capital account openness also increases currency undervaluation. Moreover, countries can also stimulate currency undervaluation by lowering government expenditures and inflation, as well as increasing domestic savings. In addition, we find that undervaluation has a significant positive effect on growth, and this growth effect tends to be stronger in developing countries. These results are in line with the literature.
Our contribution to the literature comes from two-stage panel regressions and a new mediation analysis, designed to test if changes in currency undervaluation stemming from these policies lead to higher growth. We first separate the factors that can potentially cause currency undervaluation into two sets. The first set contains the policy variables of our interest, namely exchange rate management and capital controls. The second set consists of government expenditures, inflation, domestic saving and the terms of trade, some of which are also directly or indirectly influenced by government policy. Two-stage panel regressions show that changes in undervaluation resulting from changes in exchange rate management and capital control policies have no significant impact on growth. On the other hand, changes in undervaluation stemming from the second set of variables do lead to higher growth.
A key distinction among these two sets of policy variables is that exchange rate management and capital controls mainly influence the nominal exchange rate, which in turn is a determinant of the real exchange rate, at least in the short and medium run when price flexibility is limited. The second set of policies, on the other hand, directly affect the price of non-tradable goods relative to tradable goods, and thus the real exchange rate, through demand and supply. We expect the latter set of policies to have a more sustained impact on the real exchange rate and thus on growth in the long-run, and this is supported by our empirical results.
One drawback of the two-stage regression method is that the results are potentially biased if the policy variables have a direct effect on growth, beyond their effect through currency misalignment. Though tests of this assumption do not raise big concerns, we apply a mediation method as an alternative approach. The mediation method decomposes the total effect of a variable on growth into a direct component, and an indirect component that works through the variable's effect on currency misalignment.
Interestingly, all exchange rate management and capital controls policies considered here tend to have only small positive effects on growth through increased currency undervaluation, while also having direct negative effects on growth that are substantially larger. For the second set of variables, the direct and indirect growth effects tend to work in the same direction, but again the direct growth effects dominate. Thus policies like increasing domestic savings, lowering government spending or reducing inflation, have positive direct effects on growth. However, these policies' indirect effects on growth through currency undervaluation are negligible. Thus, by and large, no one gains from currency wars in terms of economic growth; neither by exchange rate management nor capital controls. This also holds true for developing countries.
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