We propose new bounds on the error of learning algorithms in terms of a data-dependent notion of complexity. The estimates we establish give optimal rates and are based on a local and empirical version of Rademacher averages, in the sense that the Rademacher averages are computed from the data, on a subset of functions with small empirical error. We present some applications to prediction with bounded loss, and to regression with a convex loss function and a convex function class.
Introduction
Sharp error bounds for learning algorithms are useful for understanding what factors determine the performance of a learning algorithm and for designing algorithms that choose the model complexity more appropriately. Error bounds typically have the following form: with high probability, the error is bounded by an empirical estimate of error plus a penalty term depending on the complexity of the class of functions that can be chosen by the algorithm.
The goal is thus to obtain the sharpest possible estimates on the complexity of function classes. A problem arises since the notion of complexity might depend on the (unknown) underlying probability measure according to which the data is produced. Distribution-free notions of the complexity, such as the Vapnik-Chervonenkis dimension [20] or the metric entropy [18] , typically give conservative estimates. Distribution-dependent estimates are not practical (since the underlying measure is not known) and thus it is desirable to obtain data-dependent estimates.
One of the most interesting data-dependent complexity estimates is the so-called Rademacher averages associated with the class [9, 1] . Unfortunately, one of the shortcomings of the Rademacher averages is that they provide global estimates on the complexity of the function class, that is, they do not reflect the fact that the algorithm will likely pick functions that have a small error, and in particular, only a small subset of the function class will be used. As a result, the best error rate that can be obtained via the global Rademacher averages is at least of the order of 1/ √ n, which is suboptimal in some situations. Rather than considering the Rademacher averages of the entire class as the complexity measure, it is possible to consider the Rademacher averages of a small subset of the class, usually, the intersection of the class with a ball centered at a function of interest. These local Rademacher averages can serve as a complexity measure; clearly, they are always smaller than the corresponding global averages.
Several authors have considered the use of local estimates of the complexity of the function class to obtain better bounds. Koltchinskii and Panchenko [10] considered the case of prediction with absolute loss when some function in the class has zero loss. They introduced an iterative method involving local Rademacher averages for the class of loss functions. Massart [14] considered prediction with quadratic loss, and gave error bounds with a complexity penalty term involving a modulus of continuity of a certain centred empirical process. He considered examples where the complexity penalty term could be bounded using a priori global information about the function class. Lugosi and Wegkamp [13] considered pattern classification when some classifier in the class has small loss. Their error bounds involve local Rademacher averages, plus some global information, in the form of the shatter coefficients of the function class.
In this paper, we further investigate these local Rademacher averages. In Section 2, we present a concentration result for a class consisting of functions with small variance. We then establish two error bounds using the local Rademacher averages. In the first error bound, the local Rademacher averages are defined using the set of functions in the class with small expectation, P f . In the second, we consider the set of functions in the class for which P f 2 is small. In both cases the dominating term in the error bound is given as a solution to a certain inequality involving the local averages, which balances the growth of the averages and a constraint on the size of the subset which indexes the Rademacher process. This solution can be estimated either via "global information" (e.g. estimates of the metric entropy or of the combinatorial parameters of the indexing class), in which case the optimal estimates can be recovered, or by a data-dependent iterative procedure, described in Section 4. In Section 5, we apply our results to loss classes. We give estimates that generalize the results of Koltchinskii and Panchenko and of Lugosi and Wegkamp, by eliminating the requirement that some function in the class have zero loss, and by eliminating the need to estimate global shatter coefficients of the class. We show that the problem of estimating these local Rademacher averages of loss classes reduces to weighted empirical risk minimization. Section 6 investigates the problem of regression with a uniformly convex loss functions, and gives error estimates analogous to Massart's, but with a complexity penalty term involving empirical local averages, rather than his modulus of continuity of the centred empirical process. In Section 6.1, we show that the local averages for kernel classes can be sharply bounded in terms of the eigenvalues of the Gram matrix.
Notation and Preliminary Results
Let (X , P ) be a probability space. Denote by F a class of measurable functions from X to R, and set X 1 , . . . , X n to be independent random variables distributed according to P . Let σ 1 , . . . , σ n be n independent Rademacher random variables, that is, independent random variables for which Pr(σ i = 1) = Pr(σ i = −1) = 1/2.
For a function f : X → R, define
and
For a class F, set
Define E σ to be the expectation with respect to the random variables σ 1 , . . . , σ n , conditioned on all of the other random variables. The Rademacher average of F is ER n F, and the empirical Rademacher averages of F are
The following theorem is the main result of this section. It shows that if the functions in a class have small variance, the maximal deviation between empirical means and true means is controlled by the Rademacher averages of F . In particular, the bound improves as the largest variance of a class member decreases. Theorem 2.1 Let F be a class of functions that map X into [a, b]. Assume that there is some r > 0 such that for every f ∈ F, Var [f (X i )] ≤ r and set
For every x > 0 and any α > 0, with probability at least 1 − 2e −x ,
and with probability at least 1 − 3e −x ,
The remainder of this section gives the proof of this theorem and states some other preliminary results that will be useful later.
Recall the following improvement of Rio's [19] version of Talagrand's concentration inequality, which is due to Bousquet [4] .
Theorem 2.2 Let c > 0 and X i be independent random variables distributed according to P and set F to be a countable set of functions from X to R. Assume that all the functions in F are P -measurable, and satisfy Ef = 0 and that f ∞ ≤ c.
Let σ be a positive real number such that
Then, for any x ≥ 0,
The assertion of this theorem is stated for a countable class of functions to avoid measurability problems. Since only mild assumptions are needed to resolve this issue (see [7] for more details), we ignore it.
In a similar way, one can obtain a concentration result for the Rademacher averages of a class (see e.g. [3]) 1 .
then for all x ≥ 0,
A standard fact is that the expected deviation of the empirical means from the actual ones can be controlled by the Rademacher averages of the class:
1 In order to obtain the appropriate constants, notice that
Proof : Let X ′ 1 , . . . , X ′ n be an independent copy of X 1 , . . . , X n , and set P ′ n to be the empirical measure supported on X ′ 1 , . . . , X ′ n . By the convexity of the supremum and by symmetry,
By an identical argument, the same holds for P n f − P f .
The proof of Theorem 2.1 requires two additional preliminary results. The first is easy to verify.
and for any α > 0,
Lemma 2.6 Fix 0 < α < 1 and x > 0, and let F be a class of functions with ranges in [a, b]. Then,
Proof : The second inequality of Theorem 2.3 and Lemma 2.5 imply that with probability at least 1 − e −x ,
and the first claim of the theorem follows. The proof of the second claim is similar, but using the first inequality of Theorem 2.3.
Proof : (of Theorem 2.1) We introduce the random variables 
Thus, by Lemma 2.5, with probability at least 1 − e −x ,
Using a similar argument, the same holds for V − , and thus, by Lemma 2.4 and the fact that V ≤ max(V + , V − ) we obtain the first assertion of Theorem 2.1. The second part of the theorem follows by combining the first one and Lemma 2.6.
We require the following consequence of Theorem 2.1, which shows that if the local Rademacher averages are small, then balls in L 2 (P ) are probably contained in the corresponding empirical balls (that is, in L 2 (P n )) that have a slightly larger radius. Corollary 2.7 Let F be a class of functions that map X into [−1, 1]. For every x > 0 and r that satisfy
then with probability at least 1 − 2e −x ,
Proof : Since the range of any function in the set F r = f 2 : f ∈ F, P f 2 ≤ r is contained in [0, 1], then Var f 2 (X i ) ≤ P f 4 ≤ P f 2 ≤ r. Thus, by the first part of Theorem 2.1 (with α = 1/4), with probability at least 1 − 2e −x , every f ∈ F r satisfies that
where the second inequality follows from Lemma 2.5.
Finally, let us recall the contraction inequality, which is due to Ledoux and Talagrand [11] . 
The interested reader may find some additional useful properties of the Rademacher averages in [2, 15] .
Error Bounds with Local Complexity
In this section we show that the Rademacher averages associated with a small subset of the class may be considered as a complexity term in an error bound. Since these local Rademacher averages are always smaller than the corresponding global averages, they lead to sharper bounds.
We present a general error bound involving local complexities that is applicable to classes of bounded functions where the variance is bounded by a fixed linear function of the expectation. In this case, the local Rademacher averages are defined as ER n {f ∈ F : P f 2 ≤ r}. As a corollary, this implies an error bound for any class of bounded non-negative functions where the local Rademacher averages are defined as ER n {f ∈ F : P f ≤ r}.
There is a trade-off between the size of the subset we consider in these local averages and its complexity; we shall see that the optimal choice is given by a fixed point of an upper bound on the local Rademacher averages. The functions we use as upper bounds are sub-root functions; among other useful properties, sub-root functions have a unique fixed point.
We only consider nontrivial sub-root functions, that is sub-root functions that are not the constant function ψ ≡ 0. Proof : To prove the continuity of ψ, let x > y > 0, and note that since ψ is nondecreasing, |ψ(x)−ψ(y)| = ψ(x)−ψ(y). From the fact that ψ(r)/ √ r is non-increasing it follows that ψ(x)/ √ y ≤ √ xψ(y)/y, and thus,
Letting x tend to y, |ψ(x) − ψ(y)| tends to 0, and ψ is left-continuous at y. A similar argument shows the right-sided continuity of ψ.
As for the second part of the claim, note that ψ(x)/x is nonnegative and continuous on (0, ∞), and since 1/ √ x is strictly decreasing on (0, ∞), then ψ(x)/x is also strictly decreasing.
Observe that if ψ(x)/x is always larger than 1 on (0, ∞), then lim
the assumption that ψ is nontrivial. Thus, the equation ψ(r)/r = 1 has a positive solution and this solution is unique by monotonicity. Finally, if for some r > 0, r ≥ ψ(r), then ψ(t)/t ≤ 1 for all t ≥ r (since ψ(x)/x is non-increasing) and thus r * ≤ r. The other direction follows in a similar manner and concludes the proof.
In view of the preceding lemma, we will simply refer to the quantity r * as 'the unique positive solution of ψ(r) = r', or as the fixed-point of ψ.
Error Bounds
We first state and prove the main result of this section. Theorem 3.3 Let F be a class of functions with ranges in [a, b] and assume that there is some functional T : F → R + and some constant B such that for every f ∈ F, P f 2 ≤ T (f ) ≤ BP f . Let ψ be a sub-root function for which, for all r ≥ 0,
and let r * be the fixed point of ψ. Then, for any K > 1 and every x > 0, with probability at least 1 − e −x , every f ∈ F satisfies that
Our analysis is connected to the idea of peeling and was inspired by the work of Massart [14] . Before presenting the proof, let us first introduce some additional notation. Given a class F and
We have the following lemma.
Lemma 3.4 With the above notation, assume that there is a constant B > 0 such that for every f ∈ F, T (f ) ≤ BP f . For every K > 1 that satisfies that V r ≤ r/(λBK), and any f ∈ F,
Proof : Notice that for all g ∈ G r , P g ≤ P n g + V r . Fix f ∈ F and define g = rf /w(f ).
When T (f ) ≤ r, w(f ) = r so that g = f and so P g
Rearranging it is evident that
Proof : (of Theorem 3.3) For G r defined as above, fix any r > 0 and note that functions in G r satisfy P g 2 ≤ r. Indeed, if T (f ) ≤ r then g = f , and thus P g 2 = P f 2 ≤ r. Otherwise, when
Let F(x, y) := {f ∈ F : x ≤ T (f ) ≤ y} and define k to be the smallest integer such that rλ k+1 ≥ Bb. Then,
By our assumption it follows that for β ≥ 1
and taking λ = 4, the right-hand side is upper bounded by 5ψ(r). Moreover, for r ≥ r * , ψ(r) ≤ r/r * ψ(r * ) = √ rr * , and thus
Setting α = 1/10 and using Lemma 2.5 to show that 2xr * /n ≤ x/(5n) + 5r * /2 completes the proof.
As a consequence of the above theorem, we obtain an error bound when F consists of bounded nonnegative functions. Notice that in this case, the variance is trivially bounded by a constant times the expectation.
Corollary 3.5 Let F be a class of functions with ranges in [0, 1]. Let ψ be a sub-root function, such that for all r ≥ 0,
and let r * be the fixed point of ψ. Then, for any K > 1 and every x > 0, with probability at least
Proof : When f ∈ [0, 1], we have P f 2 ≤ P f so that the result follows from applying Theorem 3.
Let us remark that by applying Theorem 3.3 one can obtain a converse of Corollary 2.7, namely, that with high probability, the intersection of F with an empirical ball of a fixed radius is contained in the intersection of F with an L 2 (P ) ball with a slightly larger radius.
Proof : Since for f ∈ F, f 2 maps to [0, 1], we can apply the reasoning in the proof of Theorem 3.3 to show that, with probability at least 1 − e −x , every f ∈ F satisfies
As a result, taking α = 1/4, if P n f 2 ≤ r, then
where we used Lemma 2.5. Thus, by the hypothesis, P f 2 ≤ 2r, which concludes the proof.
Star-Shaped Hulls
When we normalize by P f 2 , our results involve a fixed point of a function ψ, upper bounding the Rademacher averages. We have assumed that this upper bound is sub-root. The following lemma shows that if the class is star-shaped around 0, this assumption comes for free. Notice that making a class star-shaped around 0 (that is, if f ∈ F then for every 0 ≤ t ≤ 1, tf ∈ F ) only increases it, so that ER n {f ∈ star(F, 0) :
Lemma 3.7 If the class F is star-shaped around 0, then the (random) function ψ defined for r ≥ 0 by ψ(r) = E σ R n {f ∈ F : P f 2 ≤ r} is sub-root and r → Eψ(r) is also sub-root.
Proof : Observe that ψ is nonnegative, since, by Jensen's inequality,
It remain to show that for any 0 < r 1 ≤ r 2 , ψ(r 1 ) ≥ r 1 /r 2 · ψ(r 2 ). To that end, fix any sample and any realization of the Rademacher random variables, and set f to be a function for which
is attained (if the supremum is not attained only a slight modification is required). Since P f 2 ≤ r 2 , then P ( r 1 /r 2 · f ) 2 ≤ r 1 . Furthermore, since F is star-shaped, the function r 1 /r 2 f belongs to F and satisfies that P (
and the result follows by taking expectations with respect to the Rademacher random variables.
Estimating r * from Global Information
The error bounds involve fixed points of functions that define upper bounds on the local Rademacher averages. In some cases, these fixed points can be estimated from global information on the function class. We present a complete analysis only in a simple case, where F is a class of Boolean functions with a finite VC dimension. 
The proof uses the following result of Dudley [7] , which relates the empirical Rademacher averages to the empirical L 2 entropy of the class. The covering number N (ǫ, F, L 2 (P n )) is the cardinality of the smallest subsetF of L 2 (P n ) for which every element of F is within ǫ of some element ofF . Theorem 3.9 [7] There exists an absolute constant C such that for every class F and every X 1 , . . . , X n ∈ X ,
Proof : (of Corollary 3.8) Define the sub-root function ψ(r) = 5ER n f ∈ star(F, 0) : P f 2 ≤ r + 11 log n n .
If r ≥ ψ(r), then Corollary 2.7 implies that, with probability at least 1 − 2/n,
which implies
It follows that r * = ψ(r * ) satisfies r * ≤ 5ER n f ∈ star(F, 0) : P n f 2 ≤ 2r + 2 + 11 log n n .
(3.1)
But Theorem 3.9 shows that
It is easy to see that we can construct an ǫ-cover for star(F, 0) using an ǫ/2-cover for F and an ǫ/2-cover for the interval [0, 1], which implies log N (ε, star(F, 0),
Now, for any probability distribution P and any class F with VC dimension d < ∞, we have [8] log N ε 2 , F, L 2 (P ) ≤ cd log 1 ǫ .
Combining shows that
where c represents an absolute constant whose value may change from line to line. Substituting into (3.1) and solving for r * shows that, provided n ≥ d, r * ≤ cd log(n/d) n .
Applying Theorem 3.3 gives the result.
This line of reasoning was used in [17, 15] . Clearly, it extends to any class of real-valued functions for which we have estimates for the entropy integral, such as classes with finite pseudodimension or fat-shattering dimension that grows more slowly than quadratically. See [17, 15] for more details.
Data-Dependent Error Bounds
The results presented thus far use a priori "global" knowledge about the class at hand. In this section, we present an iterative procedure which gives error bounds that can be computed from the data, without a priori information about the complexity of the class.
The Iterative Procedure
Let ψ : [0, ∞) → [0, ∞) be an upper bound on the Rademacher averages, and assume that it is a nontrivial sub-root function. In many cases, computing ψ requires knowledge of the probability distribution. For example, if the class is star-shaped around zero, a suitable ψ is given by
but computing values of ψ involves an optimization over the set of functions with P f 2 ≤ r. Since the distribution P is unknown, so is the class indexing the Rademacher process.
To avoid this difficulty, we shall use an estimate ψ n of the function ψ. The function ψ n is defined using the data. We assume that, at any value r, with high probability ψ n (r) is an upper bound on ψ(r). In the next section, we shall see how to define a suitable estimate ψ n .
To estimate r * , we use the following iterative procedure.
1. Define r 0 = 1.
2. For k ≥ 0, set r k+1 = ψ n (r k ) ∧ 1, (where a ∧ b is the minimum of a and b).
This procedure starts with the full class (r = 1), and, as long as ψ n (r) < r, decreases the radius r.
Our results show that this process converges rapidly to the fixed point of ψ n , and that this fixed point bounds from above the fixed point of ψ.
Results
We now present the main results of this section, which relate the fixed point of the sub-root function ψ to that of a sample-based estimate ψ n .
Theorem 4.1 Let ψ, ψ n be sub-root functions. Let r * (resp.r * ) be the fixed point of ψ (resp. ψ n ). Fix δ > 0, and suppose that any r ≥ ψ(r) satisfies that
Pr ψ(r) ≤ ψ n (r) ≥ 1 − δ.
Define r 0 = 1, and for all k ≥ 0, r k+1 = ψ n (r k ) ∧ 1.
1. If r * < 1, then with probability at least 1 − N δ, r * ≤ r N .
2. If 1/n ≤ r * ,r * < 1 and if γ > 0, then with probability at least
we have r * ≤ (1 + γ)r * . In particular, with probability at least 1 − 2δ log 2 n, r * ≤r * + 1/n .
The second theorem shows conditions that ensure the estimates of the previous theorem are within a constant factor of the solution r * . Then with probability at least 1 − 2δ log 2 log 2 n,
Proofs
The proofs of the theorems use the following lemma, which gives some useful properties of the iteration; the iteration converges rapidly to a unique fixed point, and small contractions of the range and domain do not decrease this fixed point by much. 1. If r 0 ≥ r * and for all k > 0 we define r k+1 = ψ(r k ), then r k+1 ≤ r k and for all N > 0,
In particular, for any ε > 0, if N satisfies that N ≥ log 2 ln(r 0 /r * ) ln(1 + ε) , then r N ≤ (1 + ε)r * .
2. For 0 < α, β ≤ 1, if αψ(βr) ≤ r ≤ r * /β then r ≥ α 2 βr * .
Proof : For Part 1, notice that if r k ≥ r * then r k+1 = ψ(r k ) ≥ ψ(r * ) = r * . Also,
and so r k+1 ≤ r k and r k+1 /r * ≤ (r k /r * ) 1/2 . An easy induction shows that r N /r * ≤ (r 0 /r * ) 2 −N . Turning to Part 2, observe that the function φ(r) = αψ(βr) is a nontrivial sub-root function. Thus, by Part 1 there is a unique r ′ satisfying φ(r ′ ) = r ′ , and the function φ(r)/r is strictly decreasing. By Lemma 3.2 r ≥ φ(r) if and only if r ≥ φ(r ′ ) = r ′ , and so
where the last inequality follows from the fact that ψ(r)/ √ r is a non-increasing function, and since r ′ ≤ r ≤ r * /β.
Proof of Theorem 4.1
Proof : The proof of the first part is inductive. Recall that if r ≥ ψ(r) then r > r * . By Lemma 4.3, Part 1, r k is a non-increasing sequence. Since r * < 1 then r 0 ≥ ψ(r 0 ). Suppose that Pr(r k ≥ ψ(r k )) ≥ 1 − kδ for some k ≥ 0. If r k ≥ ψ(r k ), then with probability at least 1 − δ,
Hence, Pr(r k+1 ≥ ψ(r k+1 )) ≥ 1 − (k + 1)δ, which proves the claim. As for part 2, we use two iterations. Set r 0 =r 0 = 1 and, for k ≥ 0, define r k+1 = ψ(r k ) andr k+1 = ψ n (r k ). We will show that both r k andr k are non-increasing sequences. Since r * < 1, thenr 0 ≥ ψ(r 0 ) and r 0 ≤r 0 . Let E k be the event thatr k ≥ ψ(r k ) and r k ≤r k . Suppose that Pr(E k ) ≥ 1 − kδ for some k ≥ 0. Then, conditioned on E k , with probability at least 1 − δ,
In this case,r k+1 ≥ ψ(r k ) ≥ ψ(r k ) = r k+1 , and it follows that Pr(E k+1 ) ≥ 1 − (k + 1)δ. By induction,
Pr(E N ) = Pr (r N ≥ ψ(r N ) and r N ≤r N ) ≥ 1 − N δ.
Now, Lemma 4.3, Part 1 implies thatr
In the event E N ∩ {r * ≤ r N }, which by the first part of the claim occurs with probability at least 1 − 2N δ,
and this is no more than (1 + γ)r * provided that N ≥ log 2 ln(1/r * ) ln(1 + γ) .
Sincer * ≥ 1/n, it suffices to choose
which proves the second part of the theorem. Finally, if γ = 1/n then 1/ ln(1 + γ) ≤ n/ ln 2, and noticing thatr * /n < 1/n completes the proof.
Proof of Theorem 4.2
Proof : We proceed as in the proof of Theorem 4.1, using two iterations. Set r 0 =r 0 = 1 and, for k ≥ 0, define r k+1 = ψ(r k ) andr k+1 = ψ n (r k ). Set φ(r) = α ψ n (βr), and notice that the fixed point r ′ of φ satisfies that r ′ ≤r * . Since r ′ , r * < 1, then r 0 ≥ φ(r 0 ),r 0 ≥ ψ(r 0 ), and r 0 ≤r 0 . Let E k be the event that r k ≥ φ(r k ),r k ≥ ψ(r k ), and r k ≤r k . Suppose that Pr(E k ) ≥ 1 − 2kδ for some k ≥ 0. Then, conditioned on E k , with probability at least 1 − 2δ we have both
andr k+1 = ψ n (r k ) ≥ ψ(r k ) ≥ ψ(r k+1 ). In this case,r k+1 ≥ ψ(r k ) ≥ ψ(r k ) = r k+1 , and it follows that Pr(E k+1 ) ≥ 1 − 2(k + 1)δ. By induction, Sincer * ≥ 1/n then N ≥ log log 2 n implies that N ≥ log 2 log 2 (1/r * ), and the left-hand side of (4.1) is smaller than 2r * .
Also, in the event E N ,
and if N ≥ log 2 log 2 n, this is no more than 2r * . In that case, we have α ψ n (βr N ) ≤ r N ≤ 2r * .
By Lemma 4.3, Part 2,r * ≤ r N /(α 2 β) and by the first part of Lemma 4.3,
Hence,
which is at least α 2 βr * /2 when N ≥ log 2 log 2 n.
To summarize, if we set N = log 2 log 2 n then in the event E N , α 2 βr * /2 ≤ r * ≤ 2r * . This occurs with probability at least 1 − 2N δ = 1 − 2δ log 2 log 2 n.
Prediction with Bounded Loss
In this section we will discuss the application of our results to prediction problems, such as classification and regression. We have an input space X and an output space Y and the product X × Y is endowed with an unknown probability measure P . For example, classification corresponds to the case where Y is discrete, typically Y = {−1, 1} and regression corresponds to the continuous case, typically Y = [−1, 1].
We are given a training sample (X 1 , Y 1 ), . . . , (X n , Y n ) of n independent and identically distributed (i.i.d.) pairs sampled according to P . A loss function ℓ : Y × Y → [0, 1] is defined and the goal is to find a function f : X → Y that minimizes the expected loss
We consider functions f from some restricted class F. Since the probability distribution P is unknown, we cannot directly minimize the expected loss over F.
In order to apply the results of previous sections, we will consider a class of functions called the loss class associated with F as follows
Notice that ℓ F is a class of non-negative functions. with c 1 ≥ 10 and c 2 ≥ 11. Then for r ≥ ψ(r), with probability at least 1 − 3e −x , ψ(r) ≤ ψ n (r). Hence, for n ≥ 4, with probability at least 1 − e −x , every f ∈ F satisfies
wherer * is the fixed point of ψ n . Moreover, if we also have c 1 ≥ 50, then for r ≥ ψ(r), with probability at least 1 − 2e −x , ψ(r) ≥ ψ n (r/2)/(3 √ 2) so that with probability at least 1 − 6e −x δ log 2 log 2 n we havê
where r * is the fixed point of ψ.
Proof : The map α → α 2 is Lipschitz with constant 2 when α is restricted to [0, 1]. Applying the contraction inequality, we have
Applying Corollary 2.7, since c 1 /2 ≥ 5 and c 2 ≥ 11, when r ≥ ψ(r) we have that with probability
Using this, together with the first inequality of Lemma 2.6 (with α = 1/2) shows that if r ≥ ψ(r), with probability at least 1 − 3e −x , we have
Also, we have ψ(r) ≥ ER n ℓ f : f ∈ F, P ℓ 2 f ≤ r , and so from Theorem 3.3 if r ≥ ψ(r), with probability at least 1 − e −x , every f ∈ F satisfies
where r * is the fixed point of ψ. Combining this with Theorem 4.1 (with γ = 1) shows that with probability at least 1 − 3e −x log 2 log 2 n − e −x ,
Solving e −x ′ = 4e −x log 2 log 2 n for x gives the second part of the result. For the last part, with c 1 /2 ≥ 25, we can apply Lemma 3.6 to show that if r ≥ ψ(r) then with probability at least 1 − e −x ,
Using this, together with the second inequality of Lemma 2.6 (with α = 1/2) shows that if r ≥ ψ(r), with probability at least 1 − 2e −x , we have
The second last inequality uses the fact that the local Rademacher averages are sub-root.
A natural approach is to minimize the empirical loss over the class F. The following result shows that this approach leads to an estimate with expected loss near minimal. How close it is to the minimal expected loss depends on the value of the minimum, as well as on the local Rademacher averages of the class. Hence, if n ≥ 4, with probability at least 1 − e −x , P ℓf ≤ L * + c L * r * + log log 2 log 2 n n + r * + log log 2 log 2 n n .
Proof : Let f * = arg min f ∈F P ℓ f . (For simplicity, we assume that the minimum exists; if it does not, we may easily extend the proof by considering the limit of a sequence of functions with expected loss approaching the infimum.) Then, by definition off , P n ℓf ≤ P n ℓ f * . Since the variance of ℓ f * (X i , Y i ) is no more than some constant times L * , we can apply Bernstein's inequality (see, for example, [6, Theorem 8.2] ) to show that with probability at least 1 − e −x ,
Thus, Theorem 3.3 shows that with probability at least 1 − e −x ,
Setting K − 1 = max (L * , x/n) r * , noting that r * ≥ x/n, and simplifying gives the first inequality. An argument similar to that used to prove the second part of Theorem 5.1 shows that this implies the second inequality.
Local Rademacher Complexities for Classification Loss Classes
Consider the case where Y = {−1, 1} and the loss is the discrete loss, ℓ(y, y ′ ) = 1 [y = y ′ ]. Notice that ℓ 2 = ℓ. Thus, we can write
where the last equality follows from the fact that P n ℓ f ≤ 1 for all f . Substituting into Theorem 5.1 gives the following result. Then for all K > 1 and n ≥ 4, with probability at least 1 − e −x , for all f ∈ F,
wherer * is the fixed point of ψ n .
In order to compute the local empirical Rademacher complexity, ψ n (r), one could use the following equality (adapted from [1] ).
Proof : Notice that for y, y ′ ∈ {±1}, ℓ(y, y ′ ) = 1 [y = y ′ ] = |y − y ′ |/2 = 1 − |y − (1 − y ′ )|/2. We can thus write
Now, because of the symmetry of σ i , for fixed X i the vector (−Y i σ i ) has the same distribution as (σ i ). Thus when we take the expectation, we can replace −Y i σ i by σ i . Moreover, we have
which proves the claim.
The following lemma shows that upper bounds on ψ n (r) can by computed with an algorithm for weighted empirical risk minimization. 
where
Substituting gives the result.
Prediction with Convex Loss using a Convex Class
In this section, we consider a loss function ℓ and function class F that satisfy the following conditions.
1. For every probability distribution P there is an f * ∈ F satisfying P ℓ f * = inf f ∈F P ℓ f .
2. There is a constant L such that ℓ is L-Lipschitz in its first argument: for all y,ŷ 1 ,ŷ 2 ,
3. There is a constant B ≥ 1 such that for every probability distribution and every f ∈ F,
The first inequality implies that, for all f ∈ F,
The second inequality follows from a uniform convexity condition on ℓ. An important example is the quadratic loss, ℓ(y, y ′ ) = (y − y ′ ) 2 , when the function class F is convex and uniformly bounded. In particular, if |f (x) − y| ∈ [0, 1] for all f ∈ F, x ∈ X and y ∈ Y, then the conditions are satisfied with L = 2 and B = 1 (see [12] ). Other examples are described in [17] . where c 1 ≥ max(10, L), c 2 ≥ 11, and c 3 ≥ 109B + 1418B 2 .
There is a c (depending only on B, L) such that for all n ≥ 4, if r ≥ ψ n (r), with probability at least 1 − e −x ,
x + log log 2 log 2 n n .
The proof uses two lemmas. Define the function ψ as
The first lemma we use gives a bound on the loss in terms of the function ψ. Proof : By the contraction inequality (Theorem 2.8),
For c 1 ≥ L, we can use the fact that
, and apply Theorem 3.3 to show that, with probability at least 1 − e −x ,
where the second inequality follows becausef minimizes P n ℓ f .
The second lemma relates a L 2 (P ) ball around f * to the corresponding empirical ball . Lemma 6.3 When r ≥ ψ(r), α ≥ r, c 1 ≥ 10, and c 2 ≥ 1, we have, with probability at least
Proof : Again, by the contraction inequality and the uniform bound on functions in F,
and α ≥ r ≥ ψ(r) implies α ≥ ψ(α) (because ψ is sub-root). Thus, we can apply Corollary 2.7.
We are now in a position to prove the theorem. Proof : (of Theorem 6.1)
For r ≥ ψ(r), Lemma 6.2 and Condition 3 on the loss function imply that, with probability at least 1 − e −x ,
Together with Lemma 6.3, this implies that, with probability at least 1 − 3e −x ,
where the second inequality follows from r ≥ ψ(r) ≥ c 2 x/n. Define c = 2(705B 2 + (11+ 27B)B/c 2 ). Then, by the triangle inequality in L 2 (P n ), if (6.4) occurs then any f ∈ F has
Appealing again to Lemma 6.3, if r ≥ ψ(r) then with probability at least 1 − 5e −x ,
Combining this with Lemma 2.6 shows that, with probability at least 1 − 6e −x ,
Thus, we have the desired relationship between ψ and ψ n .
Furthermore, (6.3) shows that
Combining with Theorem 4.1 gives the result.
Local Rademacher Complexities for Kernel Classes
One case in which the functions ψ and ψ n can be computed explicitly is when F is a kernel class, that is, the unit ball in the reproducing kernel Hilbert space associated with a continuous kernel k.
Observe that in this case F is a convex and symmetric set. Let P be a probability measure on X and let T k : L 2 (P ) → L 2 (P ) be the integral operator associated with k and P , that is, T k f = k(x, y)f (y)dP (y). It is possible to show that T k is a positive semi-definite compact operator. Let (λ i ) ∞ i=1 be its eigenvalues, arranged in a non-increasing order.
The following result was proved in [16] . To compute ψ n , one needs to identify the image of F in L 2 (P n ), where P n is the empirical measure supported on the sample s n = {x 1 , ..., x n }. Let F/s n denote the image of the class in L 2 (P n ). Lemma 6.6 For every sample s n = {x 1 , ..., x n },
f (x i )e i : f ∈ F is an ellipsoid whose principle axes are
, where θ i are the eigenvalues of the Gram matrix K = (k(x i , x j )) n i,j=1 . Proof : Let ℓ 2 be the reproducing kernel Hilbert space. Let Φ : X → ℓ 2 denote the kernel feature map, that is, for x 1 , x 2 ∈ X , k(x 1 , x 2 ) = Φ(x 1 ), Φ(x 2 ) . For every s n = {x 1 , ..., x n }, let E be the subspace of ℓ 2 spanned by {Φ(x 1 ), ..., Φ(x n )}. Thus,
Every f ∈ F ∩ E is given by n i=1 α i Φ(x i ) for (α i ) n i=1 ∈ A = α : α T Kα ≤ 1 . We can write K = O T DO, where D = diag (θ 1 (s n ), ...θ n (s n )) and O is an orthogonal matrix, so that α T Kα = D 1/2 Oα 2 , and hence A = O T D −1/2 B n 2 , where B n 2 is the unit ball. It follows that every v ∈ F/s n is given by v = n −1/2 n i=1 v i e i , where v = Kα and α ∈ A. Therefore,
as claimed.
The next step is to compute the Rademacher averages of the intersection of the projected class F/s n with an L 2 (P n ) ball of radius √ r. Theorem 6.7 There are constants c and C, such that for every sample s n = {x 1 , ..., x n } and every r > 0,
where (θ i ) n i=1 are the eigenvalues of the Gram matrix K = (k(x i , x j )) n i,j=1 . Since the proof of this theorem is very similar to the proof of Theorem 6.4, we omit some of the details.
Proof : By the previous lemma, we are interested in the intersection of an ellipsoid F/s n with principle axes (θ i /n) 1/2 and the ball B n ( √ r) of radius √ r. Let E be the ellipsoid with the same principle directions as F/s n and axes of length (min{θ i /n, r}) 1/2 . It is easy to see that E ⊂ F/s n ∩ B n ( √ r) ⊂ √ 2E. Hence, one can replace the original set F/s n ∩ B n ( √ r) with E, losing a factor of √ 2 at most. Now, the claim follows by the same argument used in the proof of Theorem 6.4, which is based on two facts; firstly, by the Kahane-Khintchine inequality, one can replace the L 1 norm of sup f ∈F :P f 2 ≤r | n i=1 σ i f (X i )| with the L 2 norm, and secondly, the L 2 norm is relatively easy to compute because the indexing class is an ellipsoid. Corollary 6.8 There are absolute constants c 1 , c 2 and c 3 , such that for the kernel class F, the function ψ n defined by (6.1) satisfies ψ n (r) ≤ c 1 1 n n i=1 min θ i n , c 2 r 1/2 + c 3 x n .
