Abstract Chen et al. (2010) report that for 'commodity currencies', the exchange rate predicts the country's commodity index but not vice versa. The commodity currency hypothesis is consistent with the Engel andWest (2005) exchange rate model if the fundamental is chosen to be the country's key export prices and if the latter are exogenous to the exchange rate dynamics. In our view, however, commodity prices are essentially financial asset prices that are set in a forward-looking way, exactly like exchange rates. If both the exchange rate and the commodity prices are based on discounted future expectations, one should mostly observe contemporaneous correlations, not one-directional cross-predictability from one variable toward the other. Using three different data sets and various econometric techniques, we do find the contemporaneous correlations as predicted by the financial asset view of commodity prices. Cross-predictability, in contrast, seems to be only minor at best, not robust to plausible variations in the test design, and bi-directional rather than one-directional. The difference between Chen et al's empirical findings and ours is to a large extent traceable to the presence of time-averaged prices in the commodity index data that they use. Price averaging induces spurious autocorrelation and predictability that disappears if one uses e.g. month's-end prices. Some slip-ups in their test design seem to play an additional role too. (2010) report that for 'commodity currencies', the exchange rate predicts the country's commodity index but not vice versa. The commodity currency hypothesis is consistent with the Engel and West (2005) exchange rate model if the fundamental is chosen to be the country's key export prices and if the latter are exogenous to the exchange rate dynamics. In our view, however, commodity prices are essentially financial asset prices that are set in a forward-looking way, exactly like exchange rates. If both the exchange rate and the commodity prices are based on discounted future expectations, one should mostly observe contemporaneous correlations, not one-directional cross-predictability from one variable toward the other.
Introduction
In a recent article, Chen et al. (2010) (henceforth CRR) investigate the relation between the exchange rates of Australia, Canada, Chile, New Zealand and South Africa, and the price of the commodity bundles produced by these countries. These exchange rates, CRR point out, are commodity currencies;
i.e. floating currencies that co-move with the world prices of primary commodity products, due to these countries' heavy dependency on commodity exports (p. 1149). CRR's Commodity Currency Hypothesis (CCH) states that these exchange rates should predict the prices of the commodities exported by these countries but not vice versa. From their empirical work they conclude that the hypothesis is upheld.
The CCH refers to the work of Engel and West (2005) who, based on Campbell and Shiller (1987) , take the view that exchange rates can be modeled as any other asset price in the sense that their present value corresponds to the discounted value of their expected future fundamentals. This modelling approach is not only fully consistent with some familiar monetary models developed earlier, e.g. Frenkel (1976) , Mussa (1976) and Bilson (1978) , but it also implies that exchange rates embed information about the expected value of future fundamentals. As a consequence, exchange rates should help predicting their fundamentals. Fundamentals, in contrast, should remain uninformative about future exchange rate values. As noted by CRR, a reverse predictability can arise only indirectly, notably if movements in commodity prices have the ability to predict their own future values which, in turn, are a future exchange rate fundamental.
While the CCH is an appealing hypothesis, it runs counter to a long literature that regards commodities as, essentially, assets whose prices are set efficiently by financial markets. Below, we refer to this paradigm as the financial-asset hypothesis (FAH) of commodity prices. The FAH starts from the observation that spot prices move in close tandem with futures prices -e.g. Fama and French (1988) , Chinn and Coibion (2013) -and commodity futures in turn are undoubtedly financial contracts. The time series of futures prices for a given delivery date should be almost unpredictable, and the same holds if many series of consecutive returns per contract are stacked into one longer vector. 1 Any predictability in commodity prices should be in the day's term structure of futures prices for different expiry dates, not in the longitudinal changes of the prices per contract. Spot prices, moving in an almost exact one-to-one fashion with nearby futures, should then display an almost unpredictable behavior as well.
This does not mean that the exchange rate and commodity prices should be fully disconnected. If spot commodity prices anticipate future scarcities or gluts, any news about the distribution of future availabilities is immediately translated into spot commodity prices. In this logic, the current spot-price change becomes an excellent reflection of the update in the expectations and risks about future spot prices that, in the commodity-currency logic, should also drive the exchange rate. For that reason the Engel-West model would predict mostly contemporaneous correlations. The one-directional forecasting power would be expected only if the fundamental (commodity prices) were not a financial price.
In this article we accordingly re-assess the empirical validity of the CCH. We do find contemporaneous correlation, but no clear evidence of one-sided predictive ability between exchange rates and commodity prices. The divergence between our and CRR's empirical findings is largely due to a problem with some of the commodity price indices they use. CRR's findings rely on indices that are based on time-averaged spot prices, like the month's mean price, instead of end-of-period observations. For the purpose of displaying broad trends about a country's export package this practice is fine, but in the context of testing the CCH it seems less appropriate, for it induces a spurious autoregressive pattern that should be (and actually is) absent in end-of-period data.
In the remainder of this introduction we expound our thoughts regarding the CCH itself and then about the way in which CRR test it. We close with a review of the additional tests we provide.
CCH versus FAH
Consider the theory, first. Being a speculative price, the exchange rate must be based on probability distributions of future values. These in turn must be mapped from distributions of the underlying fundamentals. Nominal exchange rates, then, must reflect conditional distributions of the fundamentals.
To simplify the argument, CRR assume that the exchange rate fundamental (the price of commodities) behaves like a random walk to the untrained eye, but is nevertheless perfectly predictable to the market participants. This allows CRR to collapse the entire distribution of the fundamental to just a single point at each future date: the realized value. Thus, the exchange rate can be traced to subsequent realizations in the fundamentals, and in that sense it 'predicts' its fundamentals. In contrast, past changes in fundamentals can at best predict the future spot rate in an indirect way only, notably if they have the ability to predict their own future values. This possibility is assumed away by CRR however, for the sequence behaves like a random walk.
If the above holds, there must be something that stops these agents from trading on their insights in the commodity markets themselves. For instance, there are no futures markets; or spot markets are disconnected from futures markets because the good is completely non-storable so that intertemporal arbitrage in spot makers is impossible. There is a factual issue here: in reality, commodity prices themselves have financial-asset-like characteristics too. As soon as the good is storable, even at a cost, it can be kept out of the market by a producer, or acquired by an individual not just for immediate use but also for storage, see Kaldor (1939) . In other cases, inventories can be reduced. For nonagricultural goods, one can increase or decrease the rate of extraction. So markets for commodity prices are definitely not sequences of separate 'sessions', each having an exogenously determined supply and demand. Since both buyers and sellers can carry over goods to later or earlier periods, pricing becomes an intertemporal equilibrium issue, just like in pure financial markets.
In the tradition of the 'theory of storage' (Kaldor (1939) , Working (1948 Working ( , 1949 , Brennan (1958) ), the future income flow that underpins the good's spot value is the net convenience yield, the premium in spot prices relative to futures after correcting for cost of carry and time value. 2 As predicted by this theory, a large body of evidence indeed uncovers a negative relationship between inventory levels and the convenience yield; see e.g. Working (1948 Working ( , 1949 , Brennan (1958) , Telser (1958) , Thompson (1986) , Fama and French (1987) , Yoon and Brorsen (2002) , Carter and Giha (2007) , Gorton et al. (2013) , Carbonez et al. (2012) . The convenience yield in turn is the variable that underpins spot prices: Pindyck (1993) and Carbonez et al. (2012) , show that a commodity's spot price corresponds to the present value of all future expected convenience yields, in the same way as a share price reflects the discounted value of the future expected dividends. 3 Being a present value of future pay-offs, the spot price should immediately reflect any information that changes the conditional distribution of future scarcity. Thus, commodity prices should themselves be priced in a forward-looking way, very much in the same way as stock prices and exchange rates. This means that past data cannot be very useful to predict future nominal commodity spot price changes because these are the result of future changes in expectations, and the latter are in principle unpredictable.
If the FAH of commodity prices holds, the CCH as formulated before is likely to be wide off 2 If demand for raw materials at time T is temporarily high relative to inventories, one observes a spike in the time-T spot price relative to futures prices (which, in turn, reflect expected subsequent spot prices adjusted for risk). Specifically, there is a premium when the cash price, augmented with the costs of storage and financing, exceeds the futures price. That premium for cash goods (called the net convenience yield at T ) reflects a gain that the holder of a cash position can reap and that is not available to the holder of a futures position, like being able to continue business activities that would be costly to suspend. See Kaldor (1939) and Working (1948 Working ( , 1949 . the mark. For example, imagine that a large importing country announces that, next summer, it will start building a substantial strategic reserve of pig iron. If it were impossible to increase or deplete inventories or to postpone or speed-up production, such an announcement would entail a rise in next summer's spot price as well as in the current futures prices for delivery next summer, but without affecting spot prices today. Realistically though, producers, speculators and users are perfectly able to store iron, and miners and smelters can and will delay production. As a consequence, spot commodity prices today will immediately react to such an announcement. In the end, the expected return between the moment right after the announcement and the next summer would not be much affected, as the price adjustment took place right at the time of the announcement. Most of the ex post realized subsequent price change, between today and the next summer, must therefore reflect unexpected news that became available during that very same period; and these, almost tautologically, are unpredictable, otherwise that information would not be news.
All this implies that if commodity markets are efficient and the FAH holds, then i) most of the impact from commodity prices on exchange rates should be contemporaneous; and ii) any predictability that one might find must be based on something else than just the updating of expectations about commodity prices, as implied by the CCH. Future changes in spot prices could be partly predictable, as long as their link with expectations involves a risk premium, pure time value, and the convenience yield. All three factors could be partially non-random, but all in all one does not expect the resulting predictability to amount to much. Below, we review the arguments.
The variable that should behave randomly in an efficient market is the sequence of changes in the expectation about a future spot price for a given date. But expectations are not observable; all we have is sequences of forward or futures prices per contract, which are certainty equivalents for the future spot price. The difference between the expectation and a futures price for a given delivery date is the risk premium. The empirical evidence regarding the existence of commodity price risk premiums is mixed, but if they do exist they seem to be neither constants nor martingales, see Fama and French (1987, 1988) , Moosa and Al-Loughani (1994) , Chernenko et al. (2004) , Wu and McCallum (2005) , Pagano and Pisani (2009) , Alquist and Kilian (2010) , Hamilton and Wu (2014) . So mean-reverting risk premiums may induce a modicum of predictability in changes of futures prices for a given date, just like in stock markets.
If we then go from futures to spot prices, two more variables intervene: the net convenience yield and pure time value. Each of them could again be partly predictable. For instance, if current inventories are extremely low and production cannot rise fast, an expected gradual increase in supply in the future cannot trigger an anticipatory liquidation of 'speculative' inventories right now. So instead there would be predictability in convenience yields, which would be expected to slowly fall until the scarcity is resolved. Also stock prices should be weakly predictable, for essentially the same reasons: risk premiums, risk-free rates, and dividend yields are neither constants nor martingales. In practice, though, there is not much of a pattern to be seen in stock returns. CRR implicitly take a different view in their article: either commodities are not assets, or they are priced in a relatively inefficient way, or they have pronounced patterns in risk and convenience that are captured by currency markets. As a result of this, in CRR' view: i) currency data can be used to predict commodity prices and ii) the predictability is empirically and economically significant.
Reviewing and complementing CRR's tests of the CCH
Let us now review CRR's approach to test the CCH. CRR use data from various sources, including the IMF (IFS), the Reserve Bank of Australia, the Bank of Canada and others. These sources tend to publish commodity price data that is time-averaged rather than sampled at the end of each period. 4 As a result, some of the return series used by CRR is highly autocorrelated and, as the authors note themselves, self-predictability in commodity price changes causes problems with the interpretation of the Granger causality (GC) test in the context of the CCH. This problem is then compounded by some unfortunate slip-ups in their implementation of the Granger and Clark-McCracken tests (see Tables (3) and (4) and Table ( 28), respectively).
In order to re-assess the validity of the CCH, we compile a dataset of 18 commodity prices and 6 exchange rates sampled at the end of every month. Because our data is considerably less autocorrelated than CRR's data, our results do not suffer from that particular problem. When testing the CCH, we essentially use data that are similar to CRR's, namely commodity prices of country export baskets, and we apply the same testing methodology. Our results indicate a generalized lack of support of the CCH. One possible explanation for this finding could be a lack of power, and maybe other ways to arrange the data could work better. The estimated coefficient in a regression model in which the dependent variable is a basket composed of N commodities, corresponds to the weighted average of the coefficient estimates of the N regression models where the dependent variable are the individual commodity prices. 5 As a result, if the CCH holds for baskets it must also hold for the component goods. Of course a price index is less noisy than the underlying variables, which in itself boosts the power of the test. But if the weights are pre-set on the basis of export patterns -that is, considerations that are not related to fit -the basket variable will probably not be the most informative one. As a first alternative way of arranging the data we extract the first principal component for each country's main export goods, and we let the exchange rate of the corresponding country predict this common factor. Familiarly, the weights in a first component are set so as to pick up most of the variability in the underlying data. While this approach still is not explicitly maximizing power, it looks for a maximally informative portfolio. We still obtain no clear support for the CCH, though.
As a second alternative, we use the individual commodity data. Each such individual regression is more noisy and, therefore, less powerful than a basket-based test, but the upside is that we can rely on many more series than just one. The evidence in favor of the CCH however remains as scant as before.
Finally, we perform a forecast combination exercise in order to uncover any potential predictability of commodity prices. We produce a large number of individual forecasting models and we combine them using a Bayesian Information Criterion in order to produce a weighted forecast, with continuous updating of the weights. This approach is more robust to structural breaks in predictors than standard univariate models, and is often found to offer good empirical performance over individual model forecasts. Again our conclusions remain unchanged.
The remaining sections of the paper are organized as follows. Section (1) describes the CRR paper in detail. In section (2) we perform a new set of GC tests using end-of-period data only. In section (3) we analyze the ability of exchange rates to predict commodity prices, and vice versa, again using only end-of-period data and as a robustness comparison, also monthly averaged data. Section (4) shows the results of the forecast combination exercise. Finally, section (5) concludes.
The Commodity Currency Hypothesis revisited
In this section we critically review the main ingredients of the commodity currency hypothesis, both theoretical and empirical.
An Engel-West Model when fundamentals are speculative prices
Underlying the CCH is the Engel-West present value equation,
In the above equation s t is the nominal exchange rate, E t [f t+i ] is the expected value of the fundamental based on information available up to time t. The parameters γ and ψ are derived from the corresponding structural model. Writing equation (1) in first differences and specifying the fundamental f t to be the commodity prices cp t , CRR obtain their test equation
where z t+1 are additional exchange rate determinants that are assumed to be independent of commodity prices.
Since expectations about commodity prices (and fundamentals in general) are non-observable, CRR replace them by realized figures. A radically different approach becomes available when one starts from the FAH-based presumption that commodity prices anticipate future scarcity or abundance. To formally flesh out the argument, note that almost tautologically the expectation of the future spot price can be written as the current price plus the expected subsequent change, like
and similarly for its update one period later. So we can write the change in the expectations for a particular horizon i as
That is, for any horizon of i months, the change in the expectation over a month can be decomposed into, first, the concurrent change in the spot price (the first square-bracketed term, above), and second, changes in the further price adjustments anticipated over the subsequent i months. If the fundamental were a really exogenous variable, say sunspot activity, the above decomposition would be pointless.
But if we have in mind a financial price, then standard finance-theory insights can be invoked for the last two terms, which relate to expected returns. Specifically, imagine for a moment that risk-free rates, risks, and convenience yields are all constant. Then any three-month expected future return would be a constant too, which means that the last two square-bracketed terms in Equation (3) Motivated by the misgivings voiced thus far, in the next sections we proceed sequentially in order to test the CCH. In a first stage, we use the same data as CRR as well as an alternative dataset to deal with the following two questions: i) do commodity prices have the ability to predict their own future? and ii) do exchange rates Granger cause commodity prices while a GC relationship in opposite direction is rejected? 7 In later sections of the paper we produce a series of out-of-sample forecasts of commodity prices using exchange rate data and we evaluate these forecasts against those obtained from standard benchmark models. 6 To be more precise, (i) the current nearest month will have disappeared from the forecasting horizon, (ii) a new month will be added at the far end, and (iii) there are updates for all in-between months. For the latter part there can be no predictability, because this is an update in expectations. So the predictable part, if any, is from the difference between the nearest month that will disappear and the one that will be added. For example, in an inverted term structure the current first month is high-yield but we may expect that the new 1-month forward rate in 12 months added will be lower-yield. Engel and West (2005) and others. It worth noting that of the three exchange rates with ρs of about 0.13, at least two were dirty floaters during at least part of the period. 9
8 We thank the Yu-chin Chen for providing us their data set and also for providing us additional information about the way in which their data set was constructed.
9 One of the requirements for the CCH to hold is that the exchange rate in question is freely floating. This condition might not entirely apply to the cases of Chile and South Africa. Between August 1984 and September 1999 Chile had a managed floating exchange rate regime that in practice was applied through a crawling band. Officially, Chile begun with a pure floating regime in September of 1999 after it unified its dual rate system. Reinhart and Rogoff (2004) indicate however that it was only in 2001 that the country effectively let its exchange rate float. See also Morandé and Tapia (2002) , De Gregorio and Tokman (2004) , Frankel and Rapetti (2010) . During that period, the exchange rate was allowed to freely float within a band set by the central bank. Whenever the exchange rate came 'too' close to the band the central bank intervened in the FOREX market so as to keep the parity of the CLP with respect to the USD. Foreign exchange interventions occurred all along this period.
In the second half of the 1990s, South-Africa still restricted the number of transactions that residents could take, and practiced 'active intervention', e.g. van der Merwe (2003) . Mtonga (2011) describes the regime until January 2000 as a managed float, part of it two-tier.
One factor that can help explain the autocorrelation pattern that we report in Table (1) is the aggregation process applied by the data sources themselves. In their paper, CRR use commodity price data from the following sources: the Reserve Bank of Australia, the Bank of Canada, the ANZ Bank, the IMF and the Global Financial Database. Several of these sources publish data that corresponds to monthly averages instead of end-of-period observations. 10 To see why price averaging induces spurious autocorrelation in the first differences, it suffices to consider the simplest possible variant of the current set-up, one in which the price average is computed just over two prices -for instance, a daily price is computed as the average of the noon and close prices, P n t and P c t . When the change in the average price is calculated, the weight of the day's afternoon price change has been halved, while half of yesterday's afternoon price move now appears instead:
A first implication is that the two returns that enter into an autocovariance will share a common term, related to yesterday afternoon's price change, (P c t−1 − P n t−1 )/2. So the autocovariance will equal var(P c − P n )/4 even if the process is a pure martingale. Second, if a one-day-lagged covariate X c t−1 −X c t−2 is tried out which in reality is just contemporaneously related to the price changes, then the covariance will pick up the yesterday-afternoon contemporaneous covariance, which will be mistaken for a lagged reaction. Thus, averaging induces a spurious autocorrelation and predictability. 11 When testing for GC in the context of the CCH, one should therefore work with end-of-period observations. When we do that, there are no economically meaningful autocorrelations as can be seen from Table   ( 2): the average autocorrelation is 0.006 for instance, in monthly data, and 0.0175 in quarterly data instead of the 0.10-0.40 figures we saw for the average-price-based indices used by CRR. Notice also from the table that the autoregressive coefficients of the commodity price data appear to be lower than the autocorrelation coefficients of the exchange rate data -the opposite of what appears to be the case with CRR's data. 
The columns labeled AR1 report the OLS estimates of the autoregressive coefficient while the columns labeled AR1 JK report the estimates obtained when the jackknife method is applied to the original OLS estimates; see Chambers (2013) . The reported p-values are based on the Newey and West (1987) procedure with bandwidth T 1/3 , which produces heteroscedasticity and serial correlation consistent estimates of the parameters' covariance matrix. All the sample periods end in September 2013.
The above analysis means that in order to test the null of no Granger causality one should use end-of-period observations instead of data that has been time-averaged. Because time-averaged data are autocorrelated by construction, such data violates the condition necessary to render the Granger causality tests meaningful in the context of the CCH; namely, that commodity prices (the fundamental variable) must not have the capacity to predict their own future. 
Single Jointβ 1.3 Do exchange rates Granger cause commodity prices while a Granger causality in opposite direction is rejected? Table ( 3) reports the results of the GC test obtained when we use exactly the same data set as CRR over the full sample period. For each country we report the individual parameter estimates of the regression model ∆y t+1 = β 0 + β 1 ∆y t + β 2 ∆x t , and their corresponding p-values. The t-test on β 2 , whose p-value is shown in the table below the parameter estimate, finds evidence of GC just once (Chile), and the Wald test on β 2 , shown in the column 'Single', tells us the same. The support of the asymmetric predictability hypothesis is weak, in short; self-prediction by commodity prices actually does a better job, with two significant β 1 estimates. CRR proceed differently: their GC test is for the joint hypothesis thatβ 0 =β 2 = 0. But GC has nothing to do with the intercept, so including β 0 into the test hypothesis may, and apparently does, invalidate the conclusions.
CRR correctly argue that the lack of support of the asymmetric predictability hypothesis could be in part explained by the presence of structural breaks. For this reason they test for GC applying the Rossi (2005) test, which is note robust to parameter instabilities. But also here they test the hypothesis that both the intercept and the slope are jointly equal to 0 instead of testing the single hypothesis that only the slope is equal to 0. This is shown in Table ( 4), which has been again produced using their dataset. Notice that the regression model is now adjusted to allow the parameters to change over time, in exactly the same way as in CRR, in order to account for the potential existence of structural breaks:
∆y t+1 = β 0,t +β 1,t ∆y t +β 2,t ∆x t . We again report the 'Single' hypothesis test that β 2,t = β 2 = 0 next to CRR's 'Joint' one (β 2,t = β 2 = 0 = β 0,t = β 0 ). The Joint test suggests eight significant outcomes;
four cases from the exchange rate towards commodity prices and four cases from commodity prices towards exchange rates. To the contrary, the Single test finds just one case in which GC runs from the exchange rate towards commodity prices and in addition, two instances where the GC runs in the opposite direction. This suggests that the support for the CCH is weak.
But as pointed out earlier, for the GC test to be meaningful it is necessary that the exchange rate fundamental does not have the ability to predict its own future. The evidence presented in Table (1) casts doubts about how suitable these data are to test the validity of the CCH.
Additional Granger Causality Tests
In this section we use an extended data set to test whether exchange rates data Granger cause commodity prices while a GC relationship in opposite direction is rejected. In order to avoid working with data that has been time-averaged, we download Datastream's month's-end prices for the five countries' main export goods of the CRR paper, and we add Norway for completeness. Our dataset differs from CRRs in two ways. First, we now work with monthly data. 12 This way the number of observations is considerably larger than with CRR's quarterly observations, which should lead to higher power.
Second, our data set is less comprehensive than the one reported by CRR in the sense that not all goods comprised in their indices are available individually on Datastream. Also, some of the noise diversified away in indices remains present in individual series. On the upside, though, we can now test the CCH in 42 different cases rather than five, and from those data we can (and do) also compute alternative, and potentially more powerful, price indices.
Specifically, besides using predetermined export-based weights in order to construct a CRR-like basket of commodities, we also construct an alternative basket using principal components. Because we have an unbalanced panel of commodities we apply the EM algorithm to solve the optimization problem required to obtain the principal components iteratively. 13 Given the size of our cross section we extract only the first principal component from commodity prices and use it in exactly the same way as a commodity basket. Table ( 10) in the Appendix I displays the correlation coefficient between the five commodity price baskets (computed using the same export-based weights as CRR do) and the corresponding factors, with all series expressed in units of USD. Both series co-move strongly. 14 Table ( 11) in the same appendix reports the variance decomposition of the factor and commodity price basket for each country. 15 The table shows that in each country the factor explains a higher proportion of the variation in individual commodity prices than the commodity baskets. This is not surprising given that the method of principal components is designed to achieve this specific goal, even though, unlike the basket, the principal component is constructed using no economic information. ket and the first principal component respectively. The table also displays the corresponding p-values.
Two important conclusions can be drown from the results. First, there is strong evidence of contemporaneous correlation between the nominal exchange rate and the common component of the commodities exported by these countries. This is the well documented commodity currency phenomenon, which says that currencies from commodity exporting countries strongly co-move with the price of the commodities exported by them. Second, the contemporaneous correlation is always stronger with the factor than with the commodity price basket. 16 This indicates that the factor captures the common component of commodity price fluctuations better than the basket does. Moreover, the exchange rate appears to be more strongly related to this common component than to other measures of commodity price fluctuations. Unreported results indicate indeed that the correlation coefficient between the exchange rate and the individual changes in commodity prices is always lower than the correlation with the factor.
We now proceed with the GC tests of cross-correlation rather than contemporaneous correlation. estimates. The GC tests are performed in the standard way: given the regression model ∆cp t+1 = β 0 + β 1 ∆s t + β 2 ∆cp t we test the null hypothesis that the estimated coefficientβ 1 is equal to 0, not the null that bothβ 0 andβ 1 are jointly equal to 0.
The evidence is not much more in favor of the asymmetric predictability hypothesis than what we Newey and West (1987) procedure with bandwidth T 1/3 , which produces heteroscedasticity and serial correlation consistent estimates of the covariance matrix. All samples end in 2013M9. For Australia, the beginning of the sample period is 1984M3 (aluminium, copper, gold, lead, sugar, wheat, zinc, basket and factor), 1985M8 (wool), 1986M2 (cotton) and 19993M8 (nickel). For Canada, the beginning of the sample period is 1980M3 (aluminium, copper, corn, gold, hogs, lumber, silver, wheat, zinc, basket and factor), 1983M2, (crude oil), 1993M8 (nickel) and 1997M2 (natural gas). Chile's sample starts in 1991M3, New Zealand's in 1987M2, for Norway's in 2001M4, and South Africa's in 1994M3.
obtained earlier from the indices. The exchange rate appears to help predicting individual goods in six out of 32 cases, two of which are Australian. For the baskets, there is a significant cross correlation in two out of five cases (Australia and New Zealand), and for the first principal components there is just one case (Australia). Again, Australia comes up as the most convincing example of a commodity currency. This is odd in the sense that Australia's index seemed particularly hard to predict when we were using the CRR data, and the same holds when the Rossi (2005) GC test is applied to the same data as here (see below, section 4 and especially Table 18 ). Robustness is not impressive, in short. The Rossi (2005) version of the Granger causality test, which is robust to parameter instabilities. The test is applied excluding the intercept from the null, i.e. we test that β 1t = β 1 = 0 in the model y t = β 0,t +β 1,t x t +β 2,t y t−1 +e t . All samples end in 2013M9. For Australia, the beginning of the sample period is 1984M3 (aluminium, copper, gold, lead, sugar, wheat, zinc, basket and factor), 1985M8 (wool), 1986M2 (cotton) and 19993M8 (nickel). For Canada, the beginning of the sample period is 1980M3 (aluminium, copper, corn, gold, hogs, lumber, silver, wheat, zinc, basket and factor), 1983M2, (crude oil), 1993M8 (nickel) and 1997M2 (natural gas). Chile's sample starts in 1991M3, New Zealand's in 1987M2, for Norway's in 2001M4, and South Africa's in 1994M3.
only bright spot, from the CCH point of view, is that in these data the evidence of reverse predictability is even weaker.
The lack of evidence in favor of GC just presented could of course be the result of structural breaks altering the relationship between commodity prices and the exchange rate data, as CRR correctly point out. For this reason we also perform the Rossi (2005) test, which allows testing for GC in the presence of structural breaks. The results are shown in Table (7) . The number of CCH successes is now five out of 32, down from six, and Australia is no longer a star example. New Zealand appears to do better, with significant CCH-like results for both the index and the factor. Notice also that in the case Chile the evidence of GC disappears when the Rossi (2005) test is applied, as is the case of Canada with aluminium and Australia with the basket and the factor.
The fact that the static and the updated Rossi (2005) sets of GC results do not strongly differ suggest that structural breaks are not the main source behind the scant evidence of GC when full sample estimates are considered. Overall, our results indicate again a general lack of robust and systematic evidence in favor of a GC relationship in either direction. This is particularly striking for Australia, Canada and Norway, where we were able to collect a relatively rich cross-section of spot commodity prices.
To summarize our findings thus far, the evidence does not seem to consistently and robustly favor the CCH. In some cases it even flatly contradicts it. For the CCH to stand we would have expected to observe a clear pattern of GC running from the exchange rate towards commodity prices. Such evidence seems just not to be present in the data, regardless of the testing approach that we use. Instead, these results are the ones that one would expect to obtain if the FAH holds. According to the FAH, past exchange rate data should not be of much help to predict future commodity prices, in the same way that past commodity prices should be of not much help to predict future exchange rates. Moreover, the fact that we sometimes find weak evidence of GC in both directions simultaneously suggests also that there are common factors jointly driving spot nominal exchange rates and spot commodity prices. This again, is a prediction that stands in contradiction with the CCH, not so with the FAH.
Do exchange rates really help forecasting commodity prices out of sample?
In this section we analyze the out-of-sample forecasting power of the exchange rate over commodities prices and vice versa, using two different data sets. The first data set consists of the same end-of-period monthly observations that we used in the preceding section. The second dataset consists of monthly observations published by the IMF, the World Bank and Statistics Canada. 17 In the preceding section 17 The IMF data is compiled by the Commodities Team of the Research Department. The World Bank is obtained from the Pink Sheet and the data of Statistics Canada corresponds to the CANSIM table 330-0007. All data is monthly and in the cases of the IMF as well as the World Bank the data published correspond to period averages. As in the previous GC analysis, also here we perform the entire analysis using end-of-quarter data. Our results differ again only marginally with respect to the results obtained using end-of-month data, which we report here. The results using end-of-quarter information are available upon request from the authors.
we performed the analysis exclusively using end-of-period data. Remember that the results presented in Table ( 2) indicate that these data do not appear to have the ability to predict their own future, which is crucial for the interpretability of the results of the GC results. The alternative time series are admittedly autocorrelated, but this enables us to collect a wider range of commodity prices, so that we can analyze whether our unpromising out of sample findings can be attributed to the lack of data.
End of period data
We follow CRR by splitting our sample of T observations into two and using a rolling regression approach to produce a series of one-period-ahead forecasts for the periods T /2 + 1 until T and comparing their accuracy against the true realizations over the same period. This is perhaps the simplest way to take into account the presence of potential structural breaks in the relationship between commodity prices and the exchange rate, as it allows the estimated parameters to adjust over time. 18 Tables (12) - (17) shown in the Appendix II report the results of the out-of-sample exercise with month's-end data. Table ( 8) provides a summary of the key findings.
In Table (8) we provide a summary of the relative forecasting performance of the CRR model against two benchmark models; the AR(1) and RW model respectively. Specifically, for the N = 32 individual commodities or the combined N = 10 baskets and factors, we report the number of times that the mean squared forecasting errors of the CRR model relative to the particular benchmark model is less than unity in the column RSFE < 1. The statistical significance of RSFE < 1 is based on the one-sided Clark and West (2007) test of equal predictive power in nested models, and in the column CW we report the number of times that RSFE < 1 is significant at 10%. We also compute a Relative Success Ratio (RSR), that is, the success ratio (SR) of a benchmark model divided by that of CRR, where a SR is the proportion of times that a particular model predicted the correct sign of change of the dependent variable. Like for the RFSE metric, an RSR number less than unity implies that the CRR model does well; here, it predicts the correct sign more often than the corresponding benchmark model. We report how often RSR is below or above unity, and in the column sig we compute the number of times that the RSR is significantly different from unity at a 10% significance level. 19 18 We have also produced an equivalent set of results enlarging the estimation window by one observation after every iteration, instead of keeping the length of the estimation window constant. We do not report the results here, as they are qualitatively equivalent to the ones shown in the tables. These additional results are available upon request from the authors. 19 While the Pesaran and Timmerman (1992) test of directional accuracy is useful in comparing a forecast model to a zerodrift random walk model, this test is, however, not very useful for other benchmarks, such as the AR(1) model or a random walk with drift. Consequently, to assess the statistical difference between the success ratios of two competing models, we Note: In the top half of the table, the CCH forecasting model that predicts cp using s is being compared to either an AR(1) or a RW model, for either 32 individual commodity/country pairs or ten country baskets or factors. In the lower half, the two variables switch roles. The statistics we consider are: (i) the relative sum of squared forecasting errors (RSFE) of the CRR model against the corresponding benchmark model (AR (1) The tables indicate that in most cases the exchange rate helps predict neither the spot price of the individual commodities, nor the basket, nor the first principal component. More often than not, the CCH model does worse than its benchmark forecast in terms of RSFE, and the number of significant successes (5 out of 32, using the Clark and West test) is hardly above what one expects on the basis of pure chance (3.2 out of 32). The success ratio is likewise typically well below one-half, and among the significant SRs more have the wrong sign than the right sign. All this suggests a model of no outof-sample forecasting ability -worse than a toss of a coin, in fact. Lastly, as shown in the Appendix II, the same message is conveyed by the correlations between the forecasting errors obtained form the CRR and the benchmark models: in light of values that usually exceed 0.98, one must conclude that the two models do an equally poor job at predicting commodity prices. Furthermore, some evidence directly contradicts the CCH. In particular, the reverse model, where exchange rates are predicted using propose a simple Newey-West t-test. Specifically, denote by im,t the indicator variable taking the value 1 for each demeaned prediction of model m that has the correct sign. When we compare the CRR model to an AR(1) benchmark model (m = AR1 and m = CRR), we compute the t-statistic (α − α0)/s.e.(α) from the regression iAR1,t − iCRR,t = α + εt. Asα estimates the difference of the two probabilities of success, we test the null hypothesis of α0 = 0. When the comparison is made against the RW model (m = RW and m = CRR), the population benchmark SR is known to be 0.5 and needs no estimation; so in this case we regress iCRR = α + εt and compute the t-statistic with α0 = 0.5. All standard errors are based on the Newey and West (1987) procedure.
commodity price data, does about as well: the RSFEs are somewhat worse, but the SRs are less dismal.
Looking at the tables in the Appendix II, we observe once more that the correlations between the forecasting errors are almost unity, that is, the errors are essentially the same.
That last observation is illustrated more visually in the Appendix III, where we plot the forecasting errors of the CRR model (AR1(X) and X) and the benchmark model (AR(1) and RW) for the cases of aluminium and the commodity price basket when the AUD is used as predictor. The figures reveal that the forecasting errors not only co-move in a one-to-one fashion, but also that they overlap nearly perfectly over the entire forecasting period. That is, even in the periods in which the CRR model delivers smaller forecasting errors than the corresponding benchmark model (indicated by the grey areas) the distance between the two forecasting errors is barely distinguishable. This suggests that even if the two series of forecasting errors are significantly different from one another -as suggested by the Clark and West test -from an economic viewpoint the relevance of such difference seems minor, at best. In short, out-of-sample, there is no evidence whatsoever of predictability.
Monthly average data
In this subsection we perform the same analysis as in the preceding one, but instead we use commodity price data published by the IMF, the World Bank and Statistics Canada by way of robustness check.
Notice that because the first difference of the commodity price data has now a significant degree of spurious autocorrelation, the benchmark model should be an AR(1) model rather than the RW model.
So if would report that with time-averaged commodity price data, the exchange rate beats the RW forecasts more often than the AR(1) one, that would tell us nothing valid.
The results provide almost the same picture as it was the case with the end-of-period data. That is, only in a small number of cases does the exchange rate appear to improve upon the forecasts obtained with the benchmark model. Australia is again the case in which the evidence most favors the CCH.
This time however, the SRs indicate that the AUD is good at predicting prices in fewer instances than the inverse, i.e. the AUD being predicted by the prices. This is exactly the opposite of what should happen under CRR's CCH. This last finding repeats itself in the cases of Canada, New Zealand and Norway. Lastly, also when we use time-average data, the correlation between the forecasting errors obtained with the CRR model and the AR(1) remains extremely high. This suggests again that even in the cases in which the exchange rate seems to improve the forecasts of the benchmark model, its contribution as a predictor is negligible from an economic point of view.
4 Out-of-sample Forecasting performance using forecast combinations
Many commodities are produced in multiple locations, so their price should act as a fundamental for more than one currency. Of course, that price is just one of the many fundamentals underlying a related currency, and this may create a power issue: in a finite sample, the impact from the anticipated future evolution of, say, the aluminium market on currency k may be hard to detect. Creating country price indices, as CRR do, is one sensible way out: by grouping many commodities that share relevance to country k into a country-specific index, the combined link may be easier to detect. In this section we seek extra power by going in the other direction. If aluminium is relevant for many currencies, then maybe these currencies can be grouped into a currency basket whose link with that commodity is relatively stronger than each of the links with the separate currencies. Regressing ∆cp t on a set of past ∆s k,t−1 for various currencies k is one way to achieve that aim: the squared correlation with the total fitted value (i.e. the total R 2 ) should be better than the squared pairwise correlations.
But one can do more than just one multiple regression. If the good is produced by, say, three countries, then one might consider seven conceivable models: three that use one currency as regressor, three more models that rely on two regressors, and finally one model with three currencies on the right hand side. That is, there would be seven possible models i = 1, · · · , 7 instead of the the single three-regressor model considered in a straightforward regression. If there are already many possible combinations of regressors rather than just one regressor alone, one can additionally also try different lag lengths of the regressors. If the maximum number of lags being considered is equal to three, for instance, then one could still choose models with 1, 2, or 3 lagged observations per currency. We can also include lagged observations of the commodity price changes, which would then further increase the number of possible combinations of regressors.
To generalize, let there be m competing regressor combinations for the forecast horizon h. We distill a single forecast out of these, in three steps. First, for every combination i and horizon h we estimate all m models with different lag lengths. Specifically, each i th model takes the form
where the (exogenous) predictors in x t are a subset of all exogenous regressors collected in
is a lag polynomial of order
At each time t, the optimum lag structure of equation (5) 
where h is the forecast horizon, m is the total number of individual forecasts,ω i,t+h|t is the time-t weight assigned to forecast i andŷ i,t+h|t is the forecast obtained from model i. See Bates and Granger (1969) for an early contribution and Timmermann (2006) for a recent review.
Regarding the weights, we consider three popular weighting schemes; see e.g. Stock and Watson (1998) and Timmermann (2006) . The first one is based on the Schwartz information criterion (SIC), which can also be viewed as Bayesian model averaging. The second scheme is based on the past mean square forecasting error (MSFE) performance, and the third one is based on past discounted MSFE performance. The three weighting schemes can be summarized as:
where ∆SIC i,t|t−h refers to the difference between the SIC criterion for the i th model at time t minus the time-t best model according to the SIC. The variable MSFE i,t|t−h is in turn calculated over a window of the preceding v periods:
while DMSFE i,t|t−h refers to a 'discounted' MSFE that works with exponentially falling weights 0.9 τ .
In the last two weighting schemes, if the MSFE of a given model has been high during the past v periods, the forecast of that model receives a relatively low weight and vice versa.
In our application,ŷ i,t+h|t is either equal to ∆cp i,t+h|t or to ∆s i,t+h|t depending on whether we use exchange rates as predictors of commodity prices or vice versa. Given that we are testing the empirical 20 Specifically, we choose the lowest SIC value from a (py + 1) × px matrix, where the columns represent an increasing number of lags of xt, i.e. {xt} , {xt, Lxt} , ..., {xt, .., L px xt} . Note that xt always enters. In addition, we allow the lagged dependent variable, yt, to be absent, such that the rows of the matrix are {∅} , {yt} , {yt, yt−1} , ..., {yt, yt−1, ..., L py yt} , where ∅ denotes the absense of yt. In order to limit the computational time, we allow the dimension of xt to be at most 4 while px and py is at most 1 and 2, respectively. Table 9 : Forecasting performance of CCH model, end-of-month data: summary Out-of-sample predictions using the forecast combination approach: Significant RSFEs Out-of-sample predictions using the forecast combination approach: Significant RSRs
Note: We predict the 18 end-of-period and 27 monthly-averaged commodity prices, as well as six exchange rates using a forecast combination approach. We compare these forecasts to the ones obtained by an AR(L) benchmark model, where L is determined by the SIC criterion. Only currencies of countries that produce the particular commodity are included as regressors in the forecast combination, e.g. for aluminium we include AUD, CAD, NZD, CLP, NOK and ZAR and combinations of these variables. As in CRR, each forecast from the i-th candidate model,ŷi,t+h|t, is based on a rolling estimation window. This implies that the weightωi,t+h|t is zero if, at time t, the sample is of insufficient length. The same principle applies when we use exchange rates data to predict commodity prices. Each cell in the upper panel of the table shows the number of times in which the RSFE was statistically larger/smaller than one, according to the Diebold-Mariano test statistic. The lower panel displays the number of times in which the RSR was statistically smaller/larger than 1 according to the Pesaran and Timmerman (1992) test statistic.
validity of the CCH we ensure that at least one of the exchange rates related to that good enters the i th commodity price forecasting model.
Any prediction of the forecast combination is then compared to those from a benchmark model, which is an AR(L) reset at every t on the basis of the SIC. As before, we compare the competing models in terms of the mean square forecast error and the success ratio.
In Tables (24) to (27) in Appendix V we provide more details on the performance of the forecast combinations using end-of-period and monthly averaged data, respectively. In the main text we discuss the summary provided in Table (9) , where for each of forecast horizon h and data type we show the number of series in which the predictions from the forecast combinations typically beat, or are beaten by, the benchmark model.
To summarize the discussion that follows, we are in general not able to uncover any noteworthy commodity price predictability nor any exchange rate predictability using forecast combinations. Let us focus first on the commodity price predictability taking the end-of-period and monthly averaged data together. Based on the RSFE, in only one case out of 180 do we find that the exchange rate is a significantly useful predictor; actually this predictor does significantly worse in five cases. Based on the relative success ratios (RSR), we find 18 cases out of 180 where the exchange rate predicts the correct sign of the commodity price change relatively better than the benchmark model, but also 12 cases where it does significantly worse than the benchmark model. Furthermore, this very modest performance relative to the benchmark model is mainly driven by longer horizon predictions, i.e. for h = 12. Overall, this suggests again that the contribution of the exchange rate as a predictor is only marginal, at best.
For the reverse tests, where commodity data are used to produce predictions on currency movements, we do not expect the choice of month-end versus monthly-average prices to be very decisive. 21
In fact, there is little difference across data types in the forecasting performances of the two models. To sum up, we cannot uncover any consistent pattern of commodity price or exchange rate predictability evaluated by means of the RSFE and RSR.
Conclusion
We question the validity of the Commodity Currency Hypothesis (CCH), at least in the version that says that exchange rates help predicting commodity markets. On the theoretical flank we have argued that both exchange rates and commodity prices can be viewed as asset prices, implying they both should be priced in a forward-looking way. This is not a critique to the Engel-West model as a whole, or the more general class of models that applies the present-value approach to exchange rates. Those theories retain their strong economic appeal. What we question is whether spot exchange-rate changes should always be able to consistently and robustly predict future movements in the fundamental. Specifically, when the fundamental in question is a price set in forward-looking markets, most of the shifts in expectations about its future level are immediately reflected in the current price. This should then lead to mostly contemporaneous relations between exchange rate and fundamentals, leaving as little room for crosspredictability between the two-series as for autocorrelation within each series.
Our results confirm indeed the familiar lack of exchange rate predictability, which is consistent with the asset price view of exchange rates. But in our view the asset price paradigm should apply to commodity prices as well. There is a long literature in commodity price forecasting sustaining this view, which we labeled the Financial Asset Hypothesis (FAH) of commodity prices. The FAH predicts that past exchange rates should not be very informative predictors of commodity prices; instead, the FAH largely confines the links to contemporaneous co-movements between commodity prices and the exchange rates of commodity producing countries.
The empirical evidence seems to be in line with our hunch. First, we perform two different versions of the Granger Causality (GC) test, one based on full-sample constant-parameter estimates and the second one based on the Rossi (2005) test, which continuously updates the model to attenuate any structural breaks. Overall, our results provide only scant evidence that exchange rates Granger cause commodity prices. These results hold when we perform the GC tests using the same dataset as CRR and also when we use an alternative dataset, which consists of end-of-period monthly observations; in fact, the rare cases of prima-facie forecasting ability are non-robust to changes in the data or methodology.
Second, we have evaluated the ability of exchange rates to predict future commodity prices out-ofsample, again using two different data sets (end-of-period observations and monthly time-averaged observations) and now also using model averaging with many variables and lags next to the simple one-lag, one-regressor models. Our forecasting exercises are fully in line with our GC-test findings:
exchange rates are as poor predictors of future commodity prices as commodity prices are for exchange rates. Note: The columns Factor and Basket display the % of the variance explained by the factor and the commodity basket respectively. The column WCRR display the weights applied to construct the commodity baskets. These are the same weights reported used by CRR.
Appendix I Factor analysis
Appendix II Out-of-sample forecasting performance using end-of-period data
The tables in this section report the relative sum of squared forecasting errors (RSFE) of the CRR model (AR1X or X) against the corresponding benchmark (AR1 or RW). The column p-CW displays the p-value of the Clark and West (2007) 1984M3 (aluminium, copper, gold, lead, sugar, wheat, zinc, basket and factor), 1985M8 (wool), 1986M2 (cotton) and 19993M8 (nickel) . All samples end in 2013M9. 1980M3 (aluminium, copper, corn, gold, hogs, lumber, silver, wheat, zinc, basket and factor), 1983M2, (crude oil), 1993M8 (nickel) and 1997M2 (natural gas). All samples end in 2013M9. Appendix IV Out-of-sample forecasting performance using monthly averaged data
The tables in this section report the relative sum of squared forecasting errors (RSFE) of the CRR model (AR1X or X) against the corresponding benchmark (AR1 or RW Appendix V Out-of-sample forecasting performance using forecast combinations Notes: This table reports the ratio of mean squared forecast errors (RSFE) and relative success ratios (RSR) for forecast horizons h = 1, 3, 6, 12. In the second column "FC/AR(SIC)" denotes a comparison of forecast combination with SIC weights against an autoregressive model with the number of lags determined by the SIC information criteria. We predict the individual commodities listed in the first column as well as average measures (mean of all, IMF). Only currencies of countries that produce the particular currency are included as regressors in the forecast combination, so for e.g. aluminium we include AUD, CAD, NZD and NOK and combinations of these. As in CRR, each forecast from the i th candidate model,ŷ i,t+h|t , is based on a similar rolling estimation window. This implies that the weightω i,t+h|t is zero if, at time t, the sample is of insufficient length to satisfy this rolling window approach. Accordingly, with aluminium and with CAD having the longest sample, CAD enters with a weight of one for the first h = 1 forecast of aluminium in 1996:12 until 1998:12 where AUD enters. In 2000:05 NZD and any combination with NZD attains a positive weight and so do NOK in 2007:07. Bold numbers represent significance at the 10% level. The p-value corresponding to the non-nested Diebold-Mariano test statistic is used to assess the significance of RSFE. Notes: This table reports the ratio of mean squared forecast errors (RSFE) and relative success ratios (RSR) for forecast horizons h = 1, 3, 6, 12. In the second column "FC/AR(SIC)" denotes a comparison of forecast combination with SIC weights against an autoregressive model with the number of lags determined by the SIC information criteria. For each currency, we only include commodities that are exported by that particular country as regressors in the forecast combination, so for e.g. AUD we include combinations of the commodities that Australia exports. As in CRR, each forecast from the i th candidate model,ŷ i,t+h|t , is based on a similar rolling estimation window. This implies that the weightω i,t+h|t is zero if, at time t, the sample is of insufficient length to satisfy this rolling window approach. Bold numbers represent significance at the 10% level. The pvalue corresponding to the non-nested Diebold-Mariano test statistic is used to assess the significance of RSFE. Notes: This table reports the ratio of mean squared forecast errors (RSFE) and relative success ratios (RSR) for forecast horizons h = 1, 3, 6, 12. In the second column "FC/AR(SIC)" denotes a comparison of forecast combination with SIC weights against an autoregressive model with the number of lags determined by the SIC information criteria. We predict the individual currencies listed in the first column as well as average measures (mean of all). For each currency, we only include commodities that are exported by that particular country as regressors in the forecast combination, so for e.g. AUD we include combinations of the commodities that Australia exports. As in CRR, each forecast from the i th candidate model,ŷ i,t+h|t , is based on a similar rolling estimation window. This implies that the weightω i,t+h|t is zero if, at time t, the sample is of insufficient length to satisfy this rolling window approach. Bold numbers represent significance at the 10% level. The p-value corresponding to the non-nested Diebold-Mariano test statistic is used to assess the significance of RSFE. (Table IV: Tests for out-of-sample forecasting ability). We have identified a programing slip-up in the Clark-McCracken matlab routine of CRR. This slip-up leads to an overstatement in the significance levels of the their forecasting results. When we adjust their routine the resulting p-values of the Clark-McCracken test are in line with the findings in our paper and with the p-values obtained using the Clark-West test. Namely, exchange rates appear to be only poor predictors of commodity prices. The column DSFE reports the Different in Mean Squared Forecasting Errors between the CRR and the corresponding benchmark model, while the column RSFE reports the Relative Mean Squared Forecasting Errors (a negative DSFE corresponds to a RSFE smaller than 1). The column p-DM reports the p-values of the Diebold and Mariano (1995) test, while the column p-CW reports the p-values1 of the Clark and West (2007) test. The columns p-CMCk CRR and p-CMCk Corrected report the p-values of the Clark and McCracken (2001) test as computed by CRR, including taking squares twice where once is the correct way, and the corrected version of it. When computing the p-values we have followed the same procedure as CRR. That is, a p-value of 0.1 indicates the the p-values actually is smaller than 0.1 but larger than 0.05
