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МІШАНІ ЕКСПОНЕНЦІАЛЬНІ СТАТИСТИЧНІ СТРУКТУРИ
Ю.І. волков
Мьі вводим и изучаем обобщенньїе семейства смешанньїх зкспоненциальньїх 
распределений и соответствующие им линейньїе положительньїе оператори, 
которьіе включают некоторьіе известньїе оператори как частньїе случаи.
\¥е  іпїгосіисе апсі зїисіу іЬе §епега1І2есІ Гашіїу оГ шіхесі ехропепііаі сіізІгіЬиІіопз апсі 
согге8ропсііп§ Іо їЬеіп Ііпеаг розіїіує орегаїогз шИісИ іпсіисіез зоше кпо\у орегаїогз аз 
зресіаі сазез.
Спочатку в п.1 і п.2 визначимо дві допоміжні статистичні структури В  і 
Н , за допомогою яких в п.З дамо означення основного об’єкта статті: 
структури типу Філліпса.
1. С татистичні структури В
Будемо позначати через Ьпк(х ) , к  = 0,1,2,... цілочисельну статистичну
структуру, яка залежить від параметрів х  є  X ,  п є  N , і таку, що
К Х)^~Ь (х) = ( к - п х ) Ь  (х),  (1)
ах
де Ь(х) невід’ємна функція, яку називатимемо коваріаційною 
характеристикою  структури. Цю структуру називатимемо структурою В.
Примітка. Не всяка невід’ємна функція Ь(х) може бути коваріаційною 
характеристикою структури В , наприклад, функції Ь(х) = 1, Ь(х) = х 2 не 
можуть ними бути.
11
_ В и л у с = = ^ М==Ш===Ш=
Структуру В  можна побудувати так. Візьмемо степеневий ряд
то
0  (У) = І  а ку к із невід’ємними коефіцієнтами, ак>0, 0<у<К, (^-радіус
к=0
збіжності ряду). Розглянемо випадкову величину £,, яка може приймати 
невід’ємні цілі значення з ймовірностями
УкР { ї  = к}:= Ь^ — ^—— , к=0, 1, 2, ..., (2)
(о (  у  »
де Ьк коефіцієнти розкладу в степеневий ряд функції ( о (у))п, п є  N .
Послідовність (1) визначає статистичну структуру з параметрами у  і п,
при цьому М% = пу °  ( у ) , а = п у ^ ^  . Позначимо через у(х) функцію,
о  (у) ау
обернену до функції ( існує, бо Б  % > 0 )
х = у °  X у ) /  о  (У) ,  (3)
і / ч у(х) • Л '  га через Ь(х) : =— , тоді математичне сподівання М д  = п х , а дисперсія
у '( х)
= пЬ( х ). В результаті отримаємо сім’ю розподілів, яка залежатиме від 
параметра х :
Ь (х):=  Ь (у (х » 1 
"’к( ): к ( о (у(х)))" .
Доведемо, що функції Ьпк(х) задовольняють співвідношення (1). 
Маємо:
іод ЬпЛ (х) = іод Ьк + к  іод у( х) -  п іод о  (у  (х ) ) .
Тому
Ьп,к(х) = к у '(х) п у ( х ) о '(у (х)) = к п у ( х )  у (х) о '(у (х))---------— к -------- п ------------------ —--------------------------------  п -,
Ьп,к(х) у ( х) о  (у ( х)) Ь( х) у ( х) о  (у ( х))
1 з врахуванням (3) звідси отримаємо (1).
Л ема 1. Нехай І(х) інформація за Фішером структури В. Тоді
I  (х) = — .
Ь(х )
Справді,
» ґ а  1° § Ьп,к(х)^2 чч- 2 ,2* , ч п
1 (х) = І  ----- ^--------  Ьп,к(х) = (Ь(х)) І (к -  пх) Ьп,к(х) = 7 Т Т .к=01 ах і к=0 Ь(х)
Л ема 2. Нехай Рт (х) центральні моменти розподілу. Тоді має місце
така рекурентність:
ґ  ЛП ґ„\ \
Д ,+1 (х) = Ь(х) + птРт-1 (х) , Д  (х) = 1, Д ( х) = 0 . (4)
ах
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Справді, Р т (х ) = І  Ьп ,к (х )(к -  п х ) т . Тоді
к=0
аРт (х ) ^  аЬпк ( х ) П \ т V  А ^ V / Чт-1
— т— = і — ^— (к _ п х ) _ і  т пЬпк(х)(к _ п х ) =ах к=0 ах к=0
то то
І  (Ь (х»  1 Ьпк (х)( к _  пх ) т + 1 _  І  т пЬпк (х )( к _ пх ) т^
к=0 к=0
а звідси випливає (4).
Н аслідок.
стп г (Ь(х)) + 0 ( п г-1), уеиї т = 2г
стп г (Ь(х))Ь'(х) + 0 ( п г-1), уеиї т = 2г +1 
(2г - 1)!! , уеиї т  = 2г
Рт(х)
де с =^ т 1 /о мі- ^ —1(2/ + 1)!! ..ЛЛЛ ^ 1—(2г)!!І  А--------—, уеиї т  = 2г +1
2 =0 (2г)!!
П риклад 1. Функція о  (у) = 1 + у  породжує структуру 
Ьпк (х) = С кпх к (1 -  х )п - к , 0 < х < 1, Ь( х) = х(1 -  х ) , тобто біноміальний
розподіл з параметрами п і х.
П риклад 2. Функція о (у ) = єу породжує структуру
(пх )к
Ьп к  (х ) = е~п х  -— — , 0 < х <то, Ь (х ) = х , тобто розподіл Пуассона з 
, к!
параметром пх.
П риклад 3. Функція о  (у ) = —1— породжує структуру
1 -  у
Ьпк(х) = С кп+кх к(1 + х)-п-к, 0 < х <то, Ь(х) = х(1 + х ), тобто від’ємний
біноміальний розподіл з параметрами п і х.
. 1 - V 1 -  4 у
П риклад 4. Функція о  (у) = ----  ---------- породжує структуру
2 у
п
Ьп,к  ( х )  =  ^ -С 2 к +п х  ( 1  +  х ) п +  ( 1  +  2 х ) - п — ,  0  <  х  < т о ,  Ь ( х )  =  х ( 1  +  х ) ( 1  +  2 x ) ,2к +  п
тобто розподіл Каталана з параметрами п і х (див.[5], стор.31).
Багато прикладів таких структур отримано в [6].
2. С татистичні структури Н
Розглянемо ще одну допоміжну статистичну структуру, яка визначається 
сім’єю щільностей кп к (і), к  = 0,1,2,_, з параметрами к  є  N , п є  N , і таку, що
(і) = (к  -  п ф „ к (і) , (5)
аі
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де Н(і) невід’ємна функція, яку називатимемо коваріаційною 
характеристикою  структури. Цю структуру називатимемо структурою Н.
Структуру Н  можна побудувати наступним чином. Візьмемо міру 
ц (і)й і (абсолютно неперервну відносно міри Лебега) для якої існує
и ' (у)
перетворення Лапласа и(у) = Іе~уТц (г ) і їг . Нехай і = -----—  і позначимо через
Я и (у)
у (і) функцію, обернену до функції і=і(у), а через Т(і) := ---- — . Тоді
у (і)
Тпк (і) =  спке у(і)к (и (у(і)) п де сп к  =  І е у ( і)к  (и ( у( і ) )  п Ж (якщо інтеграл
А \
- у ( і )к  ( , , , (  с < ґ ї \ \ - п
V Я
-1
збіжний).
Доведемо, що функції Ипк(х) задовольняють співвідношення (1). 
Маємо:
І0§ т п , к (і) = І08 сп ,к  -к у (і)  — п І08 и (у(і» .  Тому = -к у '(і) — пу'(і) и /(Л/(і» ,
тп,к(і) и (у(і»
а звідси отримаємо (5).
Л ема 3. Структура Н  існує, якщо Н(і) = а і2 + Ьі + с , а вектор (а,Ь,с) 
може набувати таких значень: (-1,1,0), (1,1,0), (0,1,0), (1,0,0), (0,0,1), (1,0,1).
Доведення. Ми просто вказуємо ці структури, для яких співвідношення
(5) перевіряється безпосередньо.
С туктура (-1,1,0):
ИпЛ (і) = (п + 1)Спкі к (1 -  і) к , к = 0,1,2,..., 0 < і < 1, Н(і) = і (1 -  і).
С туктура (1,1,0):
Тпк (і) = (п -  1)Скп+кік(1 + і )-п-к, к  = 0 ,1 ,2 ,.,  0 < і < то, Т(і) = і (1 + і ), п > 2. 
С туктура (0,1,0):
- п і к +1 - кНпЛ(і) =  е~піп к+1і к / к!, к  =  0 ,1 ,2 ,.,  0 <  і < т о ,Т(і) =  і . 
С туктура (1,0,0):
к п-1і - п
Тпк(і) = -е п, к = 0,1,2, . ,  0 < і <то, Т(і) = і ,п > 2 .
, Г(п -1 )
С туктура (0,0,1):
^ (к -  п і)2^
, к = 0,1,2, . ,  — то < і < то, Т(і) = 1.
С туктура (1,0,1):
Тпк(і) = спк ехр(кагсіді)(1 + і 2)_п/2, к  = 0,1,2, . ,  п > 2 ,
-  то < і < то, Т(і) = 1 + і 
де
2
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, л—1 2 зЬ( к л /2 )(2 т  — 2)!
(с и) = —  -----------^ ------ —— -----  --------- —, якщо п=2т,
п,к (к 2 + 4)( к 2 +16) —(к 2 + (2т — 2 )2)
, ч — 1 2 СД( КТС / 2)( 2 т  )! _
(сп,к ) = п  2 1Л/ | 2 т  /;2----^ ЯКЩ0 п=2 т -
2 еЬ( к л  / 2)(2т !
(к 2 + 1)( к 2 + 9) — (к 2 + (2 т  — 1)2)
Примітка. Якщо аргумент і щільності Нпк( і) ,к  = 0 ,1 ,2 ,... вказується
на проміжку відмінному від всієї числової осі, то вважається, що поза цим 
проміжком щільність дорівнює нулю.
Далі використовуватимо структури з квадратичною коваріаційною 
характеристикою.
Л ема 4. Якщо позначити через о 1 початковий момент розподілу Н,
к + Ь
то о, = ---------.
п — 2а
Доведення. Перепишемо співвідношення (5) так: 
піИп к (і) = кИп к (і) — (а і2 + Ьі + с)Н'к і (і) і проінтегруємо. Отримаємо
то
п о 1 = к — І  (а і2 + Ьі + ф 'к1 (і )Ж
к —
ґ  тото
к,іЧ*7 І—то  ^1^ )ірп,к
V —то у
((аі2 + Ьі + с)Нк і (і) |-то — |  (2аі + Ь)Нп к (і )йі = к + 2 а о 1 + Ь.
Звідси випливає твердження леми.
Л ема 5. Якщо позначити через у т (х) центральні моменти розподілу Н, 
то має місце такарекурентність:
1 2
Ут (к) = -------;-----( ( т (201 + Ь) — (п 0 1 — к ))у т—1 + ( т  — 1)(а 0 1 + Ь 01 + с)Гт—2 ,п — а(т +1) . (6)
Го = 1, У1 = °.
Доведення. Перепишемо співвідношення (5) так:
(п о 1 — к)Ипк (і) + п(і — о 1)Ипк (і) = —(а і2 + Ьі + ф 'к{ (і) = —(а о 12 + Ь о1 + с +
+ (2 а о 1 + Ь)(і — о 1) + а(і — о 1)2 Н'к ,і (і).
Помножимо обидві частини цєї рівності на (і — о 1)т—1 і проінтегруємо, 
отримаємо
(п 0 1 — к )Гт—1 + п Г т = (аі 2 + Ьі + с)К  ,і (і )|тото + (т — 1)( а 0 12 + Ь 0 1 + с)Гт—2 +
+ а (т + 1)гт .
Звідси випливає (6).
Зокрема, якщо т= 2 , то 
(к + Ь)(ак + Ьп — аЬ) с
Г2 = -------------------------------------V
(п — 2а) (п — 3а) п — 3а
—то
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3. С труктури типу Ф ілліпса 
О значення. Статистичною структурою типу Філліпса
називатимемо сім ’ю щільностей р п (х ,і) = Ек=0 Ьп к (х)Нп к (і) , яка залежить від
параметра X, X Є X , де X  образ проміжка [0,Я) при відображенні х=х(у) 
(див.(3)).
Нехай функція /  визначена й інтегровна на всій числовій осі. 
Позначимо через Рп (/ , х) математичне сподівання випадкової величини /  (ц ), 
де розподіл випадкової величини п задано щільністю р п (х, і) ,  тобто
рп(/ , х) = ЕГ=с Ьп,к(х )П  /  (і Ж  ,к(і № .
(7)
Корисно дивитись на Рп (/ , х) як на оператор, він є лінійним додатним.
Функцію Ьп к (х) називатимемо дискретним ядром оператора, а функцію
Жпк (і) неперервним ядром.
Так, якщо /(і)=і, то отримаємо математичне сподівання п, і у випадку 
щільностей , які наведені вище, М  п= а(х)=(пх+Ь)/(п-2а), п>2а, справді,
а (х ) = Е = 0 Ьп,к (х)П  іЖп,к ( і = Е = 0 Ьп,к (х )а 1 = Е = 0 Ьп,к (х ) =п 2а
^то , . ч (к -  пх) + (пх + Ь) „то , . ч (к -  пх)
2 к.0 К к (х )  ---------Ч ; -------   = £ « ,  К л (х ) ' ----- ;т ^  +п -  2а п -  2а
„то , , ч (пх + Ь) л пх + Ь , пх + Ь
/  , пЬ к(х )---------   = 0 + ---------------------1 = -.к=0 п,к п 2а п 2а п 2а
Якщо / і ) = ( і -  М  п)т, то Рп ( / ,  х) = /лт (х ) -  центральні моменти т -го  
порядку випадкової величини п .
В роботі досліджується статистичні структури типу Філліпса і оператор
Рп ( / ,  х ).
Теорема 1. Нехай коваріаційна характеристика структури Н  
многочлен степеня г. Тоді для центральних моментів випадкової величини п 
має місце таке рекурентне співвідношення
Ь ( х ) ( Ц ' т  ( х )  +  т а ' ( х ) М т - 1 ( х »  =  п М т + 1 ( х )  +
г т  +  і
п ( а ( х )  -  х ) ^ т  ( х )  -  Е  ~ ^ ~ И 0 ) ( а ( х » ^ т + і - 1 ( х ) .
і=0 і !
Доведення. Спочатку встановимо таке допоміжне твердження:
Нехай функція /(і) многочлен г-го степеня, а функція р(і) неперервно 
диференційовна на проміжку [а, Ь] і /(а)р(а)=/(Ь)р(Ь)=0.
Тоді
Ь г /0 )( х) Ь
І  /  (і) р '( і )(і -  х) тйі = - Е  (т + іу  | ; |  р (і  )(і -  х) т+г-хйі.
і=0
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г / (і)( Х)Справді, за формулою Тейлора /  ( і) = 2 - — — (і — х)г. Тому
і=о і!
Ь Ь Г /  (і)( х) г / (і)( х) Ь
/  /  (і) р '(і )(і — х) "аі = / І  / - ^ р ' ( і  )(і — х) “ а  = 2  р '(і )(і — х) “ Оі =
а а і=0 І! і=0 І! а
г /  0)( х) А Ь
І  / - р  Р(і)(і — х ) і а  —( т  + і)ІР (і)(і — х ) " - 1 а
і=0
/ (і)(х ) гІ  ;  ’ р(Ь)(Ь — х )т+і — р (а )(а  — х)т+і — ( т  + і) /р (і)( і — х)т+і—1 аі 
1=0 і! V а
г /  0)( х /(Ь — х )т р(Ь)/ (Ь) — (Ь — х )т р ( Ь ) / (Ь) — ( т  + і ) / р (і)(і — х)"+м аі
і=0 і!
/ (і)( х) (  Ь ^
2 — ( т  + і)/ р ( і)(і — х)т+і—1 аі
і=0 і!
Через те, що центральні моменти т - г о  порядку знаходяться за 
формулою
Iйт(х) = І то=0 Ьп,к(х)/—1 (і — о ( х )У К ,к(і )а і, то звідси отримаємо
Ь< Ж  (х) = 1 то=0 Ьпк (х)(к  — пх)/—1 (і — 0 (х ))Ч *  (і)а і — т Ь (х)о(х)^т—1(х) , 
а звідси
Ь( х)< х  (х ) + " ь (  х )о ( х )^ т —1( х ) )= І то=0 Ьп,к(х)Гто ( к —пі ) ( і—о (  х)) тк ,к (і )а і + 
І то=0 Ьп,к(х)Гто (п ( і—о (  х ) )+ п (о( х ) —х )) ( і—о (  х)) тк ,к (і )а і =
!Г = 0Ьп,к (х)/_тото к(і)(і — 0 (х))"ІЇп,к (і)а і + пМт+1(х) + п (0(х) — х )Мт (х).
Залишилося скористуватись допоміжним твердженням. Отримаємо
П к(і ) ( і—о ( х)) "ип ,к(і ) а і = —І  (і) (о ( х)) Ь Рп,к(і ) ( і—о ( х)) т+і—1аі.
і=0 і! а
А звідси випливає твердження теореми.
Наслідок. Якщо Н(і) = а і 2 + Ьі + с , то для центральних моментів 
структури Філліпса матимемо таке рекурентне співвідношення
(п — а(т  + 2))^ т+1 (х) = Ь( х)у!т (х) + ц т (х )((т  + 1)(2ао( х) + Ь) — п (о( х) — х)) +
/лт—1(т (а(о(  х))2 + Ь о( х) + с) + тЬ( х )о '(  х)).
Зокрема, якщо т= 1 , то звідси отримаємо
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Мі( х ) =
1
п -  3а
(а (а ( х))2 + Ьа( х) + с + Ь( х )а '(х ))  =
1
п -  3а
пх + Ь 2
а
п -  2а
пх + Ь п
+ Ь----------+ Ь( х)
п -  2а
П риклад 5. Нехай щільність Жпк (і) = е -пі
п -  2а
-.ушк+1 к+1п і
к!
, п > За.
. Тоді центральні
моменти Мт (х ) випадкової величини п задовольняють рекурентне
співвідношення
Мт+1 (х) = 1  { Ь(х) (х) + т^т (х) + тМт-1 (х)(Ь(х) + х + 1  ^ ^, ^ 0 = 1, ^ 1 = 0 .
п V ах V п ) )
Звідси Л ( х) = х + Ь( х) + 1
п п 2 •
П риклад 6. Нехай щільність Жпк (і) = (п -  1)Ск''п+к+1
(1 + і)
п+к Тоді
центральні моменти /лт (х) випадкової величини п задовольняють рекурентне 
співвідношення
^ т +1( х) =
1
п -  т -  2
( иґ , а ^ т (х) п т ( 2х + 1)
Ь(х) ™   ^ „ ’ Цт (х) +
V ах
п - 2
пх +1 п 7 , ч 
+ --------+ -------- Ь( х)
п - 2  п - 2
ґ
п - 2
\
тМт-1( х)
)
, п > т + 2, ^ 0 = 1, ц 1 = 0.
Звідси ц г( х)
1
п -  З
ґ  1 \2' пх + 1 '
Vп -  2
)
ппх +1 п , , ч
+ ----- г  + ----- г  Ь( х)п - 2  п - 2
4. А проксимаційні властивості 
Теорема 2. Нехай /  є  Н ° . Тоді для п>3а
\Рп (У, х) _ / ( х )  <
со(1 /4 п ) 1 +
п
п -  За п -  2а
, пх + Ь , , ч п 
+ Ь---------- + Ь( х)
п -  2а п -  2а
лл ( 2ах + Ь л
+ °
) ) V п -  2а )
Доведення.
\Рп (У, х) -  У(х) <| Рп (/ , х) -  / (а (х ) 1 + 1 / (а(х )) -  / (х) |<
ЕГ=0 Ьп,к (х) 1-і1 / ( і ) -  / (а(х )) 1 Жп,к (і)аі + ° (| а (х )  -  х |) <
ЕГ=0 Ьп,к(х) І- ^ | ° ( | і -  а (х )  |)Жп,к(і)сН + ° ( | а (х )  -  х |) <
° (5 )ЕГ=0 Ьп,к (х)І-1 (1 + 1 і -  а (х )  |])Жп,к (і)аі + ° (| а (х )  -  х |) <
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(8)(1 + /  [ О і — « (х ) |Е =0 Ьп,к(х) К,к(і )аі + а ( | а (х )  — х |) <
і:[8-1|і—а( х )|]>1
а(8)(1  + І Г =0 Ьп,к(х )8 “2 /—1 (і — а (  х))2 К,к(і )аі + а ( | а (  х) — х |) =
а ( 8)(1 + 8~2^ 2(х)) + а ( | а ( х ) — х |).
Якщо тепер взяти 8 = 1 /л /й , то отримаємо твердження теореми. 
Зауваж ення.
пк+1і к+1
1. Якщо Ьп к (х) = е ~пх (пх)к / к!, а Ипк (і) = е ~пі---------- , то оператор
, , к!
Рп ( / ,  х) перетворюється в дещо модифікований оператор Філліпса [1], який 
використовувався ним для отримання однієї із формул обернення 
трансформації Лапласа. Цим фактом пояснюється назва досліджуваної 
статистичної структури й відповідного оператора.
Для таких операторів з теореми 2 випливає нерівність
\Рп(/ ,х) — / (х)| < со (\/4п )(1 + х + х 2),х > 0.
2. Є цілий ряд досліджень апроксимаційних властивостей операторів 
типу Рп  (/ , х ), де в якості функцій Ьпк (х) і Нпк (і) беруться конкретні функції,
породжені такими розподілами як біноміальний, від’ємний біноміальний, 
гама, бета розподіли. Наприклад, якщо в якості дискретного ядра взяти
ЬпЛ (х) = С кпх к (1 — х)п—к, 0 < х < 1, 
а в якості неперервного ядра взяти
ИпЛ (і) = (п + 1)Спкі к (1 — і)к, 0 < І < 1, 
то отримаємо многочлени Бернштейна-Дюррмайєра (див.[2]).
Для цих многочленів з теореми 2 випливає нерівність
\Рп (/ ,х) — / (х)| < 1  (д (\/4 п ) + ю(1/п), 0 < х < 1.
Якщо
— п х  (пх) (\ ^  і />\ / Л \ ґ ~ < к +к ґл . ,\— п—к
Ьп,к (х ) = е~пх^ ~ , 0 < х < то, Ипк (і) = (п — 1 )С к ік (1 + і )—п—к, 0 < і <то, 
к !
то отримаємо оператори Саса-Баскакова ([3]), для таких операторів з теореми
2 випливає нерівність
п х  + 2п х  — 2пх + п — 2
1 + -----------------2-----------------п
(п — 2)2(п — 3)
(  2 х +1 ^
+ а
—п
х > 0,п > 3.\Рп ( / ,  х) — / ( х )  < ®(1/^ )
Якщо
Ьпк (х) = С кп+кх к (1 + х)—п—к, 0 < х < то, Ипк (і) = (п — 1)Ск+кік (1 + і )—п—к, 0 < і < то, 
то отримаємо оператори Дюррмайєра-бета ([4]), для таких операторів з 
теореми 2 випливає нерівність
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со(1 і 4 п ) 1 +
п п
+
пх2 + 2 пх +1
п
+ со
2х  +1
п
,х > 0,п >3.
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