The estimation of the quantum state of a mode of light through the method of Quantum Homodyne Tomography is described as a statistical inverse problem. The purpose is to estimate the Wigner function representing the quantum state of the light. We observe i.i.d. random variables whose distribution is the Radom transform of the Wigner function. We obtain optimal minimax rates of convergence for classes of smooth Wigner functions using a kernel estimator with an appropriate bandwidth.
Introduction
The statistical problem we study in this paper belongs to the family of so called Inverse problems. During the last decades, inverse problems have been subject of research from deterministic as well as statistical points of view. They have appeared in different areas of applied science were the object to be study could just be observed in indirect maners due to impossibility or need of non intrusive techniques. This corresponds to family of observations generated from integral projections of the object of interest. In particular our observations come from a distribution which is a Radom transform of the unknown function. Applications areas range from Geology, Oceanology, Radar, Medical Imaging and now, Quantum Optics. The problem we study here is a close relative of Positron Emission Tomography (PET), which is a medical imaging technique where a body section is reconstructed from indirect measurements, counting of random positron emissions. Tomography problems have been study by statisticians, where in some cases, ex. X-Ray tomography, the purpose is to recover the unknown infinite dimensional parameter from noisy observations, see [14] and [5] ; in others the purpose is to estimate an underlying probability density function, see [13] , [12] and [4] . The purpose of Quantum homodyne tomography (QHT), is to determine and visualize the most fundamental object in quantum mechanics, the wave function or quantum state. It took almost a century from its discovery till it was possible to determine and visualize it. Even though the theoretical framework for the experiment was set up in 1987, it was not till 1993 [17] , that it became feasible to implement the corresponding measurements in a laboratory. The quantum system to be measured is a beam of light with a fixed frequency. The word homodyne refers to a comparison between the light being measured with a reference light beam at the same frequency. The experimental setup consists of an additional laser of a so called local oscillator (LO) of high intensity |z| ≫ 1 and phase φ, which is combined with the light beam of unknown state through a fifty-fifty beam splitter, and two photon detectors each one measuring one of the emerging beams. A simple quantum optics computation (see [15] ) shows that in the limit of big LO intensity the difference of the measurement results (countings) of the two detectors re-scaled by the LO intensity X = I 1 −I 2 |z| has the probability distribution corresponding to the measurement of the quadrature X φ . Before any measurement is performed, the angle φ is generated uniformly distributed in [0, π] , then the oscillator is positioned and the quadrature X φ is measured. We have thus a pair (x, φ). Our data will be a set of i.i.d pairs of observations all obtained under the same preparation of the experiment, i.e. the same quantum state of light. Here, the quantum state, that we shall denote ρ, can be represented in different equivalent ways. Here we are just concerned with the estimation of the Wigner function representation W ρ . This is a real function defined in the real plane z = (q, p), where q and p represent position and momentum of the electromagnetic field. In the next section we shall study this function more in details. For the moment let us just mention that the observed pairs distribute with probability
where R[W ρ ] is the Radom transform of W ρ . In PET, the model is the same, but the place of the Wigner function is occupied by the density in the body section. This function is positive and being normalized to have mass one is a probability density. In the experiment the body is surrounded by a ring of censors, and the observation (x, φ) corresponds to the detection of a simultaneous arrival of two positrons to a pair of censors, called tube, which is characterized by such a pair. This study was motivated by [4] . Although the Wigner function shares many properties with probability densities in the plane, it has some negative patches, thus our problem will need further study. We shall consider a family of kernel estimators where the bandwidth is chosen according to the parameters of the class. In order to prove rates of convergence for our estimator we assume the Wigner functions belong to a class of smooth functions where restrictions are imposed throughout conditions of exponential decay of its Fourier transform. See details in section 3. In section 2 we present an introduction to the quantum state representations, both the density matrix and the Wigner function. The relation between them will play a fundamental role in proving lower bound results. In section 3 we introduce the statistical setup and in section 4 we state and prove main results supported on technical lemmas which appear on section 5.
The Wigner function
This section introduces some basic concepts of quantum mechanics which are needed in order to introduce the Wigner function and the necessary tools that will be used along this paper. For a more complete background material we refer to the papers [1] which has a different perspective at the problem, [3] which consider the same problem with noisy observations -a more difficult problem -, the review paper on quantum statistical inference [2] and the classic textbooks [9] and [10] .
Our problem can be briefly described as to estimate the properties of the statistical ensamble of quantum systems based on the observations made up by the measurements results.
Such properties are completely encoded by the state of the quantum system which prescribes the probability distributions of the results of any measurement performed on the system. Mathematically, the state is described by a density matrix, which is a compact operator ρ on a complex Hilbert space H having the following properties:
1. Selfadjoint: ρ = ρ * , where ρ * is the adjoint of ρ. Positivity implies that the eigenvalues of ρ are all nonegative and by the last property, they sum up to one. Notice that the above requirements parallel those of defining probability densities.
We have the following diagonal form
where ρ i is the projection onto the one dimensional space generated by the eigenvector e i ∈ H of ρ corresponding to the eigenvalue λ i , i.e., ρe i = λ i e i . With respect to a fixed orthonormal basis {ψ i } i≥1 in H, the operator ρ can be represented as a matrix with elements ρ i,j = ψ i , ρψ j . The states for which all eigenvalues are zero except for one are called pure or vector states as they are the extremal points of the convex set of states on H and they are uniquely specified by a unit vector in H. Any state is a convex combination, or statistical mixture, of pure states.
Let us consider now the following problem. We are given a quantum system prepared in a unknown state ρ and we would like to determine ρ. In order to obtain information about the system we have to measure its properties. The laws of quantum mechanics say that for any measurement with space of outcomes given by the measure space (X , Σ), the result of the measurement performed on a system prepared in state ρ is random and has probability distribution P ρ over (X , Σ) such that the map
is affine, i.e. it maps convex combinations of states into the corresponding convex combination of probability distributions. This has a natural interpretation: a system can be prepared in a mixture λρ 1 + (1 − λ)ρ 2 of states by randomly choosing the preparation procedure according to the individual state ρ 1 with probability λ and ρ 2 with probability 1 − λ. The distribution of the results will then reflect this randomized preparation as well.
The most common measurement is that of an observable such as energy, position, spin, etc. Any given observables is described by some selfadjoint operator X on the Hilbert space H and we suppose for simplicity that it has a discrete spectrum, that is, it can be written in the diagonal form
with x a ∈ R and P a one dimensional projections onto the eigenvectors of X. The result X of the measurement of the observable X for a preparation given by the state ρ, is a random element of the set X = {x 1 , x 2 , . . . } of eigenvalues of X and has the distribution
It turns out that no individual measurement will determine the state completely but only give us statistical information about P ρ and thus indirectly about ρ. The problem of state estimation should be then considered in the context of measurements on a big number of systems which are identically prepared in the state ρ. We consider here the simplest situation when we perform identical and independent measurements on all the n systems separately. The results are i.i.d. random variables X 1 , . . . , X n with distribution P ρ which we use to estimate ρ.
Quantum homodyne tomography and the Wigner function
An important example of quantum system is the monochromatic light in a cavity, described by density matrices on the Hilbert space of complex valued square integrable functions on the line L 2 (R). A distinguished orthonormal basis is
where H k are the Hermite polynomials normalized such that ψ k (x) is a unit vector representing the pure state of k photons inside the cavity. We will denote the matrix elements of ρ with respect to this basis by ρ i,j . Notice that the diagonal of the density matrix is a probability distribution over the nonnegative numbers p k = ρ k,k . This is the distribution of results when mesuring the number of photons in the cavity prepared in state ρ. Clearly this distribution does not contain information about the off-diagonal elements of ρ thus it is not sufficient for identifying the state of the system. This is a typical situation in state estimation and one has to devise experiments in which the systems are looked at subsequently from "different directions", a broadly described methodology which in the physics literature goes by the name of quantum tomography.
In this article we will focus on the statistical analysis of the results of a specific measurement technique from quantum optics called quantum homodyne tomography (QHT) whose set-up is described in detail in [1] .
We observe (
Because ρ is positive definite and has trace 1, this is a probability density: real, nonnegative, integrates to 1. The data (X ℓ , Φ ℓ ), ℓ = 1, . . . , n, come from independent QHD measurements on identically prepared pulses of light escaping from the cavity, whose state is completely encoded in the matrix ρ.
In quantum optics one frequently considers an alternative representation of the quantum state as a function rather than a matrix. The Wigner function W ρ : R 2 → R is is much like a joint probability density for the electric and magnetic field of the light beam. However in quantum mechanics these two quantities cannot be measured simultaneously, thus we cannot speak of their joint probability distribution. To illustrate this we note that the Wigner function need not be positive, indeed it might contain patches of "negative probability". On the other hand, the marginals of W ρ along different directions φ ∈ [0, π] in the plane are bona-fide probability densities given by the
We will see now that R[W ρ ] coincides with the density of the results from QHT measurements, p ρ . This means that the estimation of the state in its Wigner function disguise is similar to a classical computer tomography problem, namely Positron Emission Tomography (PET), [19] . In PET one estimates a probability density f on R 2 related to the tissue distribution in a cross-section of the human body, from i.i.d. observations (X 1 , Φ 1 ), . . . , (X n , Φ n ), with probability density equal to the Radon transform of f . The observations are obtained by recording events whereby pairs of positrons emitted by an injected radioactive substance hit detectors placed in a ring around the body after flying in opposite directions along an axis determined by an angle φ ∈ [0, π]. In quantum homodyne tomography the role of the unknown distribution is played by the Wigner function. The important difference between the two is the nature of the space to which the unknown function belongs.
From equation (2.6) it can be deduced that for any fixed φ the density p ρ (x, φ) corresponds to measuring the observable X φ = cos φQ + sin φP called quadrature, where Q and P stand for the electric and respectively the magnetic fields defined as follows
Quantum homodyne tomography is thus a technique for measuring the quadratures, for any fixed φ. The Wigner function of the state ρ is defined by demanding that its Fourier transform F 2 with respect to both variables has the following property
By changing to the polar coordinates (u, v) = (t cos φ, t sin φ) and considering the fact that p ρ (·, φ) is the density for measuring X φ we have
where the Fourier transform F 1 in the last term is with respect to the first variable, keeping φ fixed. Equations (2.7) and (2.8) are well known in the theory of Radon transform adding quantum homodyne tomography to a number of applications ranging from computerized tomography to astronomy and geophysics, [6] .
Some properties of Wigner functions
The Wigner function plays an important role in quantum optics as an alternative way of representing quantum states and calculating an observable's expectation: for any observable X there exists a function W X from R 2 to R such that
Besides, physicists are interested in estimating the Wigner function for the purpose of identifying features which can be easier visualized than read off from the density matrix, for example a "non-classic" state may be recognized by its patches of negative Wigner function, while "squeezing" is manifest through the oval shape of the support of the Wigner function, see Table 1 and Figure 7 , [1] . As described in Subsection 2.1 the Wigner function should be seen formally as a joint density of the observables Q and P which may take non-negative values, reflecting the fact that the two observables cannot be measured simultaneously. However the Wigner function shares some common properties with probability densities, in particular the marginals in any direction are nothing else than the densities p ρ (x|φ). On the other hand there exist probability densities which are not Wigner functions and vice-versa, for example the latter cannot be too "peaked":
Another important property is the fact that the linear span of the Wigner functions is dense in L 2 (R 2 ), and there is an isometry (up to a constant) between the space of Wigner functions and that of density matrices with respect to the L 2 -distances
Some examples of quantum states which can be created in laboratory are given in Table 1 of [1] . Typically, the corresponding Wigner functions have a Gaussian tail but need not be positive. For example the state of one-photon in the cavity is described by the density matrix with ρ 1,1 = 1 and all other elements zero which is equal to the orthogonal projection onto the vector ψ 1 . The corresponding Wigner function is
As a consequence of (2.10) not all two dimensional Gaussian distributions are Wigner functions but only those for which the determinant of the covariance matrix is bigger or equal than 
This is related to the celebrated Heisenberg's uncertainty relations which say that noncommuting observables such as P and Q cannot have probability distributions such that the product of their variances is smaller than 
Statistical setup
Our problem is that of estimating the Wigner function W ρ (z), defined on the plane z = (q, p). In order to prove rates of convergence some restrictions are necessary to be imposed to the class. We consider the class W(β, L) of Wigner functions which are continuous and whose Fourier transform satisfy
for β and L positive constants. This class appeared in the statistical literature since [11] . It has been studied in the context of probability distribution estimation, density estimation, functional estimation, regression problems and tomography. Rates of convergence and exact constants have been proved in different context, for fixed class as well as in an adaptive setup. In the context of tomography it was studied in [4] . This conditions restricts the level of smoothness of the function to be estimated. We shall use a kernel estimator where the function
plays the role of kernel for the estimator. Its Fourier transform is
where I δn is the indicator function of {t : |t| ≤ 1/δ n }. The estimator we use is
represents the integrals of W over all lines passing through the point x. Note that in general R # R[W ](z) ≥ 0 for all Wigner functions W and all z ∈ R 2 , and the number states ψ k with k odd have the property that R # R[W ](0) = 0. In [4] it is assumed that the probability distributions f to be estimated are strictly positive which implies that
Main results
Upper bound Theorem 4.1 For any W ∈ W(β, L) and any fixed z ∈ R 2 such that R # R[W ](z) > 0 we have as n → ∞,
where C * = 3π(4πβ) −3 .
Proof of Theorem 4.1. We will provide only the main steps of the proofs pointing out where the assumption on the class of Wigner function plays a role. For a more detailed proof of the bounds for the class of probablity densities in A(β, L) we refer to [4] . As usual, the L 2 risk can be decomposed in two parts, the bias and the stochastic part
On one hand, using property (3.3) of the kernel and the inverse Fourier transform, the bias can be written as
By using Cauchy-Schwarz and the fact that W ∈ W(β, L) we get
as δ n → 0. With the choice 1/δ n = log n/(2β) the bias upper bound becomes
On the other hand, the variance is equal to
where (X, Φ) is a random variable with probability density p ρ (x, φ) = 1 π R[W ρ ](x, φ). The second term can be bounded as follows 9) and let G δ (u) = (1/δ)G(u/δ). We have
(4.10)
Proof See [4] , Lemma 4 which uses the property shown in Lemma 5.2. With this the second term of the variance can be written as
> 0 then we obtain the claimed constant. Notice that if R # R[W ](z) = 0 then we obtain a rate which is o( log 3 n n ).
Lower bound
For the lower bound we consider the sightly modified class of Wigner functions [4] 
for a sequence α n such that lim n→∞ α n = 0 and lim n→∞ (α n (log n) 1/3 ) = ∞. Let us denote
Theorem 4.3 For a fixed z ∈ R 2 , we have
where inf c Wn denotes the infimum over all estimators of W (z).
Proof of Theorem 4.3 Notice first that the parametric family of probability densities used in [4] is not suitable for our problem as they are not always Wigner functions corresponding to some family of density matrices. Indeed the density f 0 defined in equation (29) has Radon transform
Suppose that φ) for some density matrix ρ, then by equation (2.6) the matrix ρ must be diagonal, which in its turn implies
Considering that |ψ k | ≤ 1, [7] , ρ k,k ≥ 0 and ρ k,k = 1, we find that p ρ (x, φ) ≤ 1 π , condition which is violated in this case for β ≤ π −1 .
We will thus define a hardest parametric subfamily of W(β, L) which is a suitable modification of the family considered in [4] in order to cope with this problem. Let
where a = a n = n η with 0 < η < 1. Its Fourier transform is H a (t) = 1 4π 15) and its Fourier transform
Let W α be the Wigner function defined in equation (5.15) for α > 0 a parameter to be fixed later. Consider the family
where the real parameter c satisfies 18) with q > 0 sufficiently small. By translating with z in R 2 we obtain our hardest family for pointwise estimation at the point z
We will check now that W z c belongs to the class W(γ, L) for an appropriate choice of α in W α , which means that W z c is a continous Wigner function and 1
can be satisfied for W α ∈ W(β, L/4) for all |c| ≤ C a , by Lemma 5.7 and choosing a small enough α > 0. This is sufficient for having (4.20). Furthermore, W z c has to be a Wigner function. As translations in the plane transform one Wigner function into another Wigner function, we need only show this for W c . This means that there exist a family of density matrices ρ c such that their corresponding Wigner functions are W c . The invariance of W c under rotations in the plane translates into the fact that ρ c has all off-diagonal elements equal to zero, and thus we only need to show that all its diagonal elements are positive and add up to one. Let us remind that the elements ρ c k,k are given by the integral
By linearity we have ρ
and
Corroborating the result shown in Lemma 5.4
as a, k → ∞, with that of Lemma 5.6
we conclude that if α < 1/4, then ρ c k,k ≥ 0 for all k ≥ 0 and |c| ≤ C a for a sufficiently large. Now we can use the fact that for the family of translated functions, as defined in eq.
Now, from definition of R # and previous result 0) for any z. Given in our case W a and g a are invariant under rotations they do not depend on φ, then, for the first term
which is equal to 2 1+2α 2 F 1 (1/2, 1, 3/2+α, −1) where 2 F 1 is the hipergeometric function. For the second term, using eq. (4.13), Lemma 5 in [4] , and definition of C a
We conclude that R c = R 0 (1 + o(1)) ≥ α n , for n → ∞ and thus, for a large enough, W z c ∈ W(γ, L, α n ). Moreover, from (4.12), r(W z c , z) = r(W α , 0)(1 + o(1)). The rest of the proof is based on the Van Trees inequality and follows as in [4] (1)), and replacing I(c) as in Lemma 5.8 and using arguments discussed above we get the desired lower bound
as we make η going to 1.
Technical Lemmas
Lemma 5.1 Let W ∈ W(β, L). Then the following inequalities hold
where Q is a constant depending only on β and L.
Proof As W = W ρ for some density matrix ρ we use the definition of W ρ to obtain
where we have used the normalization of the density matrix ρ and the fact that U = 1 for any unitary operator U . The second inequality is a direct consequence of the definition of W(β, L) and the Cauchy-Schwarz inequality. Now using (2.8) and the previous inequalities we get
with Q the constant depending on β and L defined in Lemma 5.1.
Proof By (2.8) and Lemma 5.1 we have
where we have used that e itx − e ity ≤ 2|t||x − y|.
Lemma 5.3
The function H a (for a = 1/2) decreases as 1/x 2 .
Proof
For a = 1/2 we get
Formula 3.981.1 from [8] gives
Formula 8.36.4 from [8] gives
Neglecting the contribution of the tanh which is exponential decreasing we remain with
Lemma 5.4 Let τ a be the diagonal matrix with elements
Proof
We analyze first the dependance on a for a fixed k. The functions {L k (u)e −u/2 } k≥0 form a orthonormal basis of L 2 (R). By using Cauchy-Schwarz followed by Lemma 5 from [4] we get
Let now a be fixed and look at the asymptotic behavior of τ a k,k as k → ∞. We use the differential equation of the Laguerre polynomials, [8] 8.979:
Using integration by parts we obtain the formula 1 4π
where the function f is given by
with P i (t) polynomials with degree at most four, whose coefficients do not depend on a.
We split the integral into 
Obs. From computations with Mathematica it seems that the corresponding matrix has values τ k,k decaying like k −3/2 .
Consider the Mehler formula, (see [7] , 10.13.22)
Integrating both terms with f α (z) = α(1 − z) α we get
The Fourier transform of p α is
Notice that the normalization condition p α = 1 is equivalent to W α (0) = 1 which is satisfied for the chosen functions f α , thus p α is a probability density corresponding to a diagonal density matrix ρ α with elements Moreover there exist constants C 1 and C 2 such that the first two derivatives of p α satisfy |p for some C 1 and |x| > 1. For the second derivative the procedure is the same.
Behavior of matrix elements When α = 1 the matrix ρ 1 has elements ρ 1 n,n = By using Stirling's formula log n! ≈ (n + 1/2) log n − n + log √ 2π, (5.20) we get that ρ 1/2 n,n decreases as √ πn −3/2 for n → ∞. Proof By using Minkowski inequality we get 
