Introduction
Cloud computing and cloud storage systems have gained popularity as the most convenient way of transferring information and providing functional tools on the Internet. Some cloud services offer a wide range of services and functions to individual consumers (online shopping and online multimedia technologies, social networks, environment for e-commerce and protect critical digital documents), and the other commercial structures, that support the work of small and medium-sized businesses, large corporations, government and other institutions [1] .
Some cloud services provide consumers with space for the storage and use of data for free, others charge a particular fee for services provided by subscription. There are also private clouds, owned and operated by organizations. In fact, this secure network is used for storing and sharing critical data and relevant programs [1] . For example, hospitals can use the sharing services for archiving electronic medical records and images of patients or create your own backup storage network. Moreover, it is possible to combine budgets and resources of several hospitals and provide them with a separate private cloud, which the participants of the group will enjoy together [2] . To create a private cloud requires hardware, software, and other tools from different vendors. Management of physical servers at the same time can be both external and internal. Hybrid clouds, as is clear from the title, pool resources of different public and private clouds into a single service or a decision [3] . The basis of all cloud services, products and solutions are software tools that functionality can be divided into three types, means for processing data and running applications (server computing) to move data (network) and for storage (NAS).
The problem of Cloud use for computation stands aside both due to the large overheads in parallel libraries in the Cloud and what is more important serious limitations due to file systems peculiarities in virtual cluster architectures. Thus the way of transferring the data to virtual processes is of a vital importance for large scale computations optimization.
Cloud Computing on the base of Consolidation Technology
The idea of "cloud computing" is to combine multiple computers and servers into a single environment designed to solve certain kinds of problems, such as scientific problems or complex calculations. Over time, this structure collects a lot of data, distributed computing and storage nodes. Typically, applications, running in a distributed computing environment, address only one of the data sources [4] . However, when the need arises to access simultaneously multiple sources, difficulties arise because these sources may contain different data and tools of heterogeneous access and also are distributed at a distance from each other. In addition, for users performing an analysis of historical data, it is convenient to apply to a single source of information, forming a query and get results in the same format.
Thus, the main problem of the approach to the storage of information in distributed computing systems is the diversity and remote data sources. The solution is to create a centralized point of access, providing a single interface access to all data sources for cloud computing in real time. It is necessary to choose the most appropriate approach and the corresponding platform that provides a consolidation. 
Data consolidation Technology
All existing approaches to consolidate distributed data sources can be divided into two types:
 The centralized approach : Data from all external sources are transferred to the central repository and are updated periodically. All users work directly with the central repository.  The federated approach : Data is stored directly in the sources; the central link provides transparent redirection of user requests and the formation of the results. In this case, all users can also refer to the central node only, which translates requests to other data sources. Each of these approaches has its advantages, it is necessary to consider each and identify the most suitable for data consolidation in the cloud computing.
Architecture centralized databases
Centralized approach to consolidate distributed data sources is duplicating data from all sources in the central database. Such a database called a data store. Typically, the data warehouse using relational databases with advanced tools for integration with external sources. The availability of data combined in a single source, speeds up user access to data and simplifies the normalization and other similar processes compared with data scattered in different systems. However, the integration of information in a centralized source requires that data, which are often in different formats, were brought to a common format, and this process can lead to errors. Also for storage can be difficult to work with new data sources in unfamiliar formats. Moreover, the cost of treatment is often increased because of the need to duplicate the data processing and two sets of data [5] .
3.2.

Architecture of federated databases
Federated databases access mechanism and management of heterogeneous data hides the features of the reference to a specific data source, but instead provides a single interface, similar to the classical relational databases [5] .
Most applicable approach to creating a platform for the federated database approach is to develop the existing relational database management system and to ensure its interaction with external data sources. This database becomes central to a federal database that stores all the information about data sources, and redirects requests to it [5] .
System database directory of the central node must contain all the necessary information about data sources in general and about each object in particular. Such information shall be used by the optimizer SQL-queries to build the most efficient query execution plan.
3.3.
Comparison of federal and centralized approaches
A feature of the federal database is a logical integration of data when the user has a single point of access to all the data, but the data itself physically remain in the original source. This feature is a key differentiator from the centralized federal approach that uses physical integration when data from disparate sources are duplicated at the general assembly that is accessed by all users. Federated approach involves storing data sources themselves, when the central node performs broadcasting requests, taking into account features of a particular source [5] .
In the case of cloud computing, the federated database is a better choice for the following reasons:  Federated technology less prone to errors with the distortions and integrity because the data will remain in their original locations.  In a federated architecture easier to add new sources, this is especially important in dynamic systems.  The federated approach, as opposed to a centralized, always guarantees a real-time data from the original source, whereas the centralized approach transferring the data to a central site can become outdated. It is worth noting that in complex cases that require large amounts of data intersection from different sources, federated database should provide the ability to store the information centrally, providing thus a hybrid approach [6] .
Distributed Databases Are Working With Data On The Remote Server
Database management system (DBMS) has become universally recognized tool for creating application in software systems. These tools are constantly being improved, and the company database developers are closely monitoring the progress of their competitors, trying quickly to include in their packages the new features implemented in the competition. True internal architecture of the database is not always let to do this successfully. Distributed databases are implemented in a local or global computer network [7] . In this case, one of the logical database is located in different nodes of the network, possibly on different types of computers with different operating systems. Distributed DBMS provides users with access to information, regardless of what equipment and how the application software used in the network nodes. Members are not compelled to know where the data is physically located and how to perform physical access to them [8] . Distributed DBMS allows horizontal and vertical "splitting" of the tables and put the data in one table in different network nodes. Requests to the distributed database are formulated in the local database. Transaction processing operations and backup / restore distributed database integrity is ensured throughout the database. We have been installing our database system on the server of linux platform in St.Petersburg State University GRID technoligies laboratory. The system includs a DB2 client and DB2 Administration Client, which implements the graphical tools that enable you to select the appropriate performance access to remote servers, to manage all servers from one location, to develop powerful applications and process requests. If the network is working properly, and protocols will function correctly on the workstation, the interaction of the "LAN -Local Area Network" between Database servers and clients require no additional software. As long as there is a connection between the local networks of any network client can access any server. Transactions provide access and update data in the databases of both servers while maintaining the integrity of data on both servers. Typically, such a mode of operation is called two-phase (two-phase commit) or access within a distributed unit of work. The first debit account and for the account of the second loan is very important that their update was carried out as a single transaction [8] .
We can consider this solution as the DB2 database used for the consolidation of computing components and data storage in a virtual site. DB2 UDB is a completely parallel and support parallelized execution of most operations, including queries, insert, update, and delete data, create indexes, load and export data. Moreover, due to functionality of DB2, the transition of a standard, non-parallel execution environment to a parallel one is not limited by increasing efficiency [2] . DB2 UDB has been specifically designed to work successfully in a number of parallel media systems including MPP, SMP and MPP clusters of SMP nodes. DB2 provides computer data storage solutions for the target problem.
We choose DB2 UDB for our database system. We have installed IBM DB2 in the VMware Infrastructure environment. Then we installed VMware Tools in the guest operating system and created eight identical singleprocessor virtual machines. We have included only the virtual machines that are used in the particular test and made sure all unused virtual machines on the host ESX Server, were closed [8] . Results show, that one VCPU virtual machines advantages of working with IBM DB2 on a VMware ESX Server to become apparent when we run the test with multiple virtual machines.
We were modeling the virtual processor used in the test run with different load. In other words, the same number of concurrent virtual machines used, we have doubled the number of simulated users within two VCPU SMP virtual machines compared to one VCPU virtual machine. The results verify that the virtual environments can achieve the scale of SMP similar to that seen in the native environment.
Conclusion
Consolidation of data in distributed heterogeneous systems is an important and challenging task. Out of existing approaches to solving this problem, the most appropriate approach is that of federal databases. Creating and managing such a structure requires the use of specialized software, which in turn must meet a number of requirements for transparency, heterogeneity, security, performance, etc. On market integration software there are a number of solutions from major manufacturers, build on industrial relational database, based on which you can organize a federal structure data access. To select a specific solution, the detailed examination for compliance with the requirements for systems of this type must be made. Based on our performance results, we believe that the Cloud Database vision can be made a reality, and we look forward to demonstrating an integrated prototype of next Big Data Solution. Whether we come to assembling, managing or developing of a cloud computing platform the need a cloud-compatible database is a challenge. 
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