Dimensionality reduction methods for visualization map the original high-dimensional data typically into two dimensions. Mapping preserves the important information of the data, and in order to be useful, fulfils the needs of a human observer.
INTRODUCTION
Visualizing high-dimensional data in its original feature space is not possible. Dimensionality reduction methods for visualization map the original data typically into two dimensions, in order to display the data on a screen. This mapping, in order to be useful, needs to serve a human observer by preserving some important structure of the original data in the mapping. For example, the differences of data point distances in the original and the low-dimensional space might be minimized.
The best mapping method is not self-evident, but depends on a distribution and nature of the original data, and on the usage of the resulting configuration. For us, the main usage is classification. The procedure used is the following:
Firstly, the training data is projected into two dimensions. Then, the user sets class boundaries based on visualization of the data. In the classification, the unknown data is projected by using the same mapping, and its position in relation to the user-set boundaries defines the obtained class. The intuitive user interface makes it possible to easily set and tune the class boundaries, for example, to adapt to changing conditions or material. In training, the solution does not require labeled data, but the mapping is learnt in an unsupervised manner. Thus, the problems caused by laborious, inconsistent, and error-prone labeling of individual training samples are avoided.
So far, we have used the method with self-organizing maps (SOM)1 for visual surface inspection2. Fig. 1 is an example of defect detection in wood inspection. A board was divided into small blocks, which were then mapped into a SOM. In a two-dimensional SOM, one original image clustered to each node is shown. All regions that fall on the defective side of the boundary are considered as potential defects and are subjected to further processing.
Closely related possible usage for such projection is to utilize a projection to label and collect the training material to be used with some other, possibly supervised, classifier. Labeling a bunch of similar data together is much easier than collecting and labeling the data one by one. In addition, projection provides a synthetic view of the data and this view can be used for exploratory data analysis. Well-performed projection can help us understand and give important information about the structure of the data, and for example, provides the means to manually reveal outliers.
Extensive comparisons of some visualization methods can be found in for example. In this paper, the projection methods PCA, MDS (Sammon mapping), LLE, ISOMAP, SOM, and GTM are shortly presented. Their principal differences and suitability to kind of classification task presented are discussed and quantitatively evaluated with a few different sets of material and types of features.
METHODS FOR DIMENSIONALITY REDUCTION
In visual inspection, the very original data is the image taken of the target. While image data might be directly subjected to dimensionality reduction in some applications, this is not the approach we have used here. Instead, the set of features is first calculated for each image and projection is then made for the feature vectors obtained. Thus, the dimensionality reduction is actually made twice: first from image space into suitable number of features and then from feature space into two dimensions. Even though extracting characteristic features is very important in inspection, here we concentrate only on the latter part and refer to it with the term dimensionality reduction. However, it should be noted that different sets of features obviously behave differently forming different kinds of manifolds in the feature space and are particularly suitable for mapping with different methods.
PCA
Principal component analysis (PCA) is probably the most widely used dimensionality reduction technique, and is thus also included here. It makes a linear projection of the data into a direction that preserves the maximum variance (or equivalently, minimizes the squared reconstruction error) of the original data. If the data lies on a two-dimensional plane embedded in a space, PCA is able to preserve the whole data. However, linear mapping-where the projection is obtained by 2xN matrix multiplication-is not always enough to "explain" the data.
MDS AND SAMMON MAPPING
The term multidimensional scaling (MDS) usually means a set of mathematical techniques aimed at representing some dissimilarity data in a low-dimensional space. The actual Euclidean distance can be used as a measure of dissimilarity, i.e. each point is presented in a low-dimensional space, so that the distances between the points in a low-dimensional space match as well as possible their distances in the feature space. An exact match is not possible if the true dimensionality of the data is more than two, but many forms of MDS propose suitable criteria for minimizing.
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Classical MDS is a linear method, and would be one-to-one to PCA in this kind of usage. We have experimented with least-square scaling algorithms, with Sammon mapping5 being used in this paper. It minimizes the so-called stress function of equation (1),
i<j ii where is the distance between the points i and j in the original space, and d1 is their distance in a lower-dimensional space after projection Y.
To minimize the Stress function, we. used the gradient descent technique. However, it is prone to getting stuck in the local minima, and an optimal configuration is not likely to be found this way. In experiments, the combination of the minimum stress obtained from a few random initial conditions was chosen.
ISOMAP
In the previous methods, the distances between points were measured as direct Euclidean distances (the length of the straight line segment joining the points). However, this distance ignores the data manifold. The geodetic distance between two points is defined as the minimum of the length of a path in the manifold joining the points. As an analogy, the distance one needs to travel from the North Pole to the South Pole is obviously longer than the diameter of the Earth, since one needs to go along the perimeter of the globe. One method using geodetic distance is ISOMAP6. In our experiments, we used the variation7 of ISOMAP, where each data point is linked with its k nearest neighboring data points, the distance is measured along this graph, and the problem is then solved using classical MDS.
2.4LLE
One method with a different approach, but quite a similar objective to ISOMAP, is called locally linear embedding (LLE)8. It uses linear mapping to capture local neighborhood relations, which represent the local geometry of the data manifold. These local relations are then preserved as well as possible in the final mapping.
The LLE algorithm consists of three phases. First, some number of nearest neighbors for each point is collected. Secondly, each point is expressed as a linear combination of its neighbors, and the weights used in this are chosen to minimize the error between the original and reconstructed data. The third part is embedding. Each high-dimensional vector is mapped to a lower dimension. The positions of the data points in a projected space are chosen to minimize the error when each point is again expressed by using the same linear combination of their original neighbors' coordinates in a projected space.
While in the second phase the weights were computed, the same weights were fixed in the final phase. For any particular point, the weights are invariant to the rotations, rescaling, and translations of that data point and its neighbors. LLE and ISOMAP can "unfold" the latent structures hidden in a high-dimensional space. Despite the similar objective, the approaches differ. As ISOMAP tends to preserve global geodetic distances, LLE tries to preserve local topology of the original data.
SOM
Self-Organizing Map (SOM)1 is similar to the previous methods in the sense that it preserves the local topography of the data. The approach is, however, quite different. SOM forms a lattice of nodes in a low-dimensional space. The nodes represent the training data in a vector quantization way. The difference compared to normal learning vector quantization is that the learning is unsupervised and the topology of the neighboring nodes is preserved. This is achieved by a training method where, for each training vector, also a neighborhood of the best matching unit in a map is tuned into the direction of the training vector.
GTM
Generative topographic mapping (GTM)9 has been developed as a principled alternative-derived from probability theory and statistics-to SOM. It is a non-linear latent variable model, where a fixed number of latent variables in a two-dimensional latent space are fitted into the high-dimensional training data. The parameters that define the mapping are estimated by a maximization of the log likelihood through an Expectation-Maximization (EM) procedure.
GTM provides a probabilistic model for mapping, has a clear objective function, and its convergence has been proven. The outcome of the mapping, in terms of visualization, is however very similar to that of SOM's.
EVALUATION CRITERIA
The suitability of different mapping methods depends clearly on the distribution and nature of the original data, but also on the usage of the resulting configuration. We are mainly interested in classifier training and classification and, thus, the classification capability of the projection. We use a kNN classifier to calculate the percentage of correct classifications in the original data space and in a two-dimensional map. From these, the classification rate reduction R caused by the projection is then calculated, as given by equation (2).
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As humans are used in detecting and drawing the borders between patterns, their clear separation and the robustness of the boundary determining are also of importance. However, different people probably prefer different kinds of configurations. Furthermore, an operator will most likely to get used to the type of visualization used and will learn to detect suitable class boundaries in some time. Although tests corresponding to real usage would be 'the correct choice', they are difficult to arrange and use to obtain objective results. In this paper, no large-scale subjective evaluation of configurations is carried out by humans, but a clear numerical measure is made to evaluate the separation of clusters. Only a quick subjective verification of the results obtained is made at the end.
In the best case, the patterns form tight clusters clearly separated from each other. In the worse, the clusters are widely spread and overlapping. In10, scatter matrixes are used to assign the data to clusters. We use them in a slightly different way, to evaluate how well data with already assigned labels form separate clusters. The scatter matrix for the th class is defined by all data points labeled as i, as given in equation (3) .
The positions for the vectors x are measured in a projected low-dimensional space, and m, is a mean vector indicating the center of these points belonging to class i. A within-cluster matrix is a sum of the scatter matrixes for all classes (4).
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A between-cluster scatter matrix is obtained from the mean of all the data and from the mean of the class centers as defined in (5) .
The within-cluster scatter matrix is related to the scattering of data within the clusters, and the between-cluster scatter matrix is related to the separation of different cluster centers. The determinant of the scatter matrix is proportional to the product of the variances in the directions of the principal axes. Roughly speaking, it measures the square of the scattering volume. The eigenvalues A 2d of sj)SB are invariant under nonsingular linear transformations of the data, and we can thus use them in (6) to evaluate the ratio of scattering within and between classes.
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The criteria (2) together with (6) seem to correspond in most cases to a human judgment of good clustering, where a boundary can be drawn quite robustly between classes. However, there are cases where (6) gives totally misleading values and it cannot be blindly used as a criterion for suitable clustering. It can be disturbed by, for example, one cluster being proportionally very far from the others (with LLE and ISOMAP the data can consist of independent clusters). A few configurations giving quite good numerical estimates seemed to require a lot of zooming to reveal the true clusters hidden in the data.
Even though the projections are made in an unsupervised manner, these performance criteria utilize the labels assigned to the data. Human-given labels, in the case of wood material, are quite inconsistent, but can be used to compare the performance between different methods. In real usage, no labels are used, but a human detects class boundaries based on data structure and visualization of the original images.
TEST MATERIAL
We have three kinds of data in our tests: artificial clusters, texture images, and wood images. Artificial clusters are used to test clearly clustered data with known parameters of distributions and accurate labels. Simple forms of distributions also helped to verify the meters used. For each test set, 1 5 clusters are generated. Each cluster is randomly generated, with a normally distributed cluster containing 20 points in a 6-dimensional space. The centers of the clusters are also randomized from normal distribution. Test set "random clusters 1" has variance of the deviation of the cluster centers equal to variance of the points within the clusters. "Random clusters 2" has variance between the cluster centers twice the variances of the clusters. Finally, "random clusters 3" has variance three times larger for the cluster centers than for the points within the clusters, generating quite distinctive clusters.
The second group of test material contains basic textures from an Outex database11, which are described by sets of features. The tme labels for the data are known also for this group, but now the distributions are not so regular as with the first group, but come from real world images. Testing with different sets of features is advisable, since they obviously behave differently and form different kinds of manifolds in a feature space. The texture test sets contain 24 different textures classes, 20 images of each class. In the test set "texture 1", Laws' masks12 are used to obtain 9 features to describe each texture. The test set "texture 2" contains 256 LBP'3 values for each.
The third group, wood images, corresponds to difficult real world data to be inspected. This data does not form clear clusters nor two-dimensional manifold, but rather a cloud in a feature space. In the test set "wood 1", the images of boards are divided into small non-overlapping square regions. They are used for defect detection, and each is characterized by 28 color channel centile14 together with 32 LBP13 features. The labels for these regions are assigned automatically based on vague tips for whole defects by experts. The test set "wood 2" contains true detections that are larger areas of wood surface suspected to be defects, for which 14 color channel centile features have been calculated. The labels for them are set automatically to match the ground truth given by experts. The test data is summarized in Table 1 . 
TEST RESULTS
Projections obtained for "wood 1" with PCA, Sammon mapping, ISOMAP, LLE, SOM, and GTM are shown in Fig. 2  a) , b), c), d), e), and f), respectively. In figure, only symbols of labels assigned to the data are shown. In full screen visualization corresponding to real usage, where original images were shown in the places they are mapped, the similarity of nearby data would be clearly visible for all methods.
The value of k (the number of neighbors) affects considerably the results obtained with LLE and ISOMAP. Especially clustered and inhomogeneous data might be poorly represented using too small k,but too large k loses the locality. For LLE and ISOMAP in Table 2 , the best results of several alternative kvalues with each data set are shown. The size used for SOM and GTM is quite large, i.e. 30*20 nodes for each. The main points to be noted from the results are the following: SOM and GTM clearly outperform the others in classification performance. They are not, however, as suitable according to the clustering measure. The performances of SOM and GTM differ only slightly, and differences in the results might arise equally well from the parameters used as the differences between these methods. The best method for cluster separation seems to be ISOMAP, but also LLE works well for some of the data sets used. PCA performs quire well in showing wood data, but is unsuitable for clustered data.
To make the clustering performance comparable between the different data sets, a normalized clustering measure is calculated by dividing the clustering values with the mean value of the data set. The classification rate reduction in 14 OOOQOOOQQOOOOOOOOOQO 000*0 OQOOOO 00 QO0000 1 Ooøo OOOOOOQö 00 OOG000 0 00 0000000 '4 VY000000000 øoøøø••øø vv0Q000OQ 0000000000 a 40V0c00y000:0. 0 0000 *• 00000v000o0000 0 *00o00v00,00 .** 0•o0 0 yy0*000*0** 4 0*0* £Q00V 00 00* * a4*00*A00y y00**** .. projection R and the normalized clustering measure C are shown in Fig. 3 a) for wood data sets and in Fig. 3 
DISCUSSION
Topographic maps, SOM and GTM, approximate the probability density of training data. Interpoint distances, however, are not directly preserved in mapping with these methods, which is the case, for example, with Sammon mapping. This means that the bigger the proportion of some pattern in the training data, the more nodes from the map for pattern will be got. Dense training data conquers a larger area in the map than sparse training data, even if their distribution volumes are equal in a data space. This property can, and often should, be used to weight some interesting data when the map is trained. The situation is common in defect detection, where most of the image data to be inspected belong to a sound background.
Weighting the rare cases with distance preserving mapping is not cmcial, but it cannot be exploited either. Rather, one needs to solve the problems how to visualize mapping effectively. Shapes of SOM and GTM in lower-dimensions are determined in advance, and these (usually rectangular grids) are fit to the training data. This gives rather a direct means of visualizing the data, compared to arbitrarily formed low-dimensional spaces of distance preserving methods.
One drawback in the classification using SOM or GTM is that there is not necessarily a clear, empty border between the clusters in a map, even if there was one in a data space. This may cause difficulties for a human to separate clusters. The situation is illustrated in Fig. 4 , where the same texture data has been clustered with ISOMAP and with SOM. Images of the detected wood regions are projected with Sammon mapping and are shown in Fig. 5 . The distance-preserving methods help us to notice, for example, the outlier right in Fig. 5 . In this case, the outlier is a piece of background that fell by mistake into a data set, but it could equally well be a sign of some critical rare condition.
The speed of mapping methods is naturally often of interest, and the time complexity of the different methods is dependent on different parameters. Memory requirements can be a limitation in some methods with large data sets requiring computation of huge matrixes. On the other hand, the proposed kind of classifier utilizes previously learnt mapping. Thus, time taken to build mapping is not crucial in our application, while time used to map new points relatively to existing mapping may become important, and clearly depends on implementation of the method.
Time available for an operator depends on the task he is canying out. Usually, he does not have to draw a class boundary separately for each object, such as board, to be inspected. For example, previously used boundaries can be automatically used until changed by an operator, or an operator may choose a suitable boundary among the few suggested alternatives by observing the visualization of the projection. Even if the class boundaries were not straight lines, the time to draw them is minimal compared to the time required to individually label the training samples.
Building the mapping from feature space to visualization space has many other aspects of interest, in addition to the weighting requirements discussed above. For example, robustness and ease of use are important also in a building phase. Such methods as SOM and GTM are equipped with a number of parameters that can be tuned and affect more or less the resulting mapping. LLE requires only one parameter, the number of neighbors, to be selected, but it turns out that, at least in our data sets, this notably affects the result. Sammon mapping does not need any parameters, but is dependent on the initial positions of the projected data points. Iterative methods, such as Sammon mapping, do not necessarily find the global minimum, but end up in local attractions, while methods such as LLE and ISOMAP find the real minima.
It should also be borne in mind that no method can classify data with good accuracy if the features used do not give the desired separation. For example, the fact that the features are selected to separate certain classes does not guarantee that rare outliers were detected. They might look very different to a human, but be too similar in their features. Direct use of images or histograms as features might help to separate defects not included in feature selection, but easily require more calculation and possibly result in a loss of the good separation between the required characteristics.
CONCLUSIONS
In visualization for purposes of interactive classification, SOM and GTM are preferred for all test material used in experiments. They are not so well suited to data mining kind of applications. If distances ought to be measured along a manifold, ISOMAP is preferred. LLE is also a good candidate if the data is smooth enough and the data set contains enough points to represent the manifold. If direct Euclidean distances are the correct ones, Sammon mapping might be used.
