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Resumo
Álgebras de Nichols são ferramentas importantes para a classificação
de álgebras de Hopf pontuadas (veja [3]). Uma álgebra de Nichols é,
em suma, uma álgebra de Hopf trançada e graduada. Ao considerar-
mos a categoria dos módulos de Yetter-Drinfeld sobre uma álgebra de
Hopf com antípoda bijetora, cria-se o ambiente para definir álgebras de
Hopf trançadas nessa categoria (o que pode ser feito em uma categoria
trançada qualquer). Esse trabalho desenvolve esse problema, isto é,
dada uma álgebra de Hopf H com antípoda bijetora sobre um corpo k,
nossos principais objetivos são estudar álgebras de Hopf trançadas na
categoria dos módulos de Yetter-Drinfeld sobreH e mostrar a existência
e a unicidade da álgebra de Nichols de um módulo de Yetter-Drinfeld
sobre H.
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Abstract
Nichols algebras play an important role to classify pointed Hopf
algebras. If we consider the category of modules of Yetter-Drinfeld over
a Hopf algebra H with bijective antipode, we get a braided category
and so it is possible to define a braided Hopf algebra there. In this
work, we consider this kind of problem, i. e., given a Hopf algebra
H with bijective antipode (over a field k), we consider the category of
modules of Yetter-Drinfeld over it. We study braided Hopf algebras
in this category and also we prove the existence and uniqueness of the
Nichols algebra of a Yetter-Drinfeld module.
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Introdução
A classificação e o estudo de álgebras de Hopf têm sido objetos de
investigação importantes. Um dos poucos resultados gerais de classifi-
cação de álgebras de Hopf é devido a Milnor, Moore, Cartier e Kostant
(1963) e diz que qualquer álgebra de Hopf cocomutativa sobre o corpo
dos números complexos é um produto semidireto da álgebra envolvente
universal de uma álgebra de Lie e de uma álgebra de grupo.
Segundo a terminologia de Sweedler (veja [16]), álgebras de Hopf
cocomutativas sobre um corpo algebricamente fechado são exemplos
de álgebras de Hopf pontuadas, isto é, todas as suas subcoálgebras
simples são unidimensionais. Exatamente para esse caso, existe uma
consolidada e promissora linha de pesquisa que possui muitos problemas
importantes sobre classificação em aberto.
Nessa dissertação, o objetivo inicial era estudar o artigo Pointed
Hopf Algebras (veja [3]). O referido trabalho trata exatamente de pro-
gressos na classificação de álgebras de Hopf pontuadas, onde é proposto
o método de levantamento para essa classificação. Andruskiewitsch-
Schneider descrevem os passos para se obter tal classificação, assim
como resultados cruciais relacionados. Esse método tem como um dos
objetivos achar, para todo grupo finito G, todas as álgebras de Hopf
pontuadas H de dimensão finita tal que o grupo dos elementos group
like, G(H), seja isomorfo a G. São exemplos de álgebras de Hopf pon-
tuadas, as álgebras de grupo e as álgebras envolventes universais de
álgebras de Lie.
No caso em que H é uma álgebra de Hopf pontuada, a filtração
coradical é uma filtração álgebra de Hopf, tendo uma correspondente
álgebra de Hopf graduada associada gr(H). Além disso, o coradical
H0 = kG com G = G(H). Uma breve descrição dos passos para se
fazer essa classificação é dada abaixo.
Em primeiro lugar, é considerado um módulo de Yetter-Drinfeld V
sobre kG para o qual se determina a álgebra de Nichols B(V ) (que é
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uma álgebra de Hopf trançada graduada na categoria dos módulos de
Yetter-Drinfeld sobre kG) associada a tal V (se dimensão de B(V ) é
finita). Nesse passo, efetivamente o que se faz é estudar as álgebras de
Hopf trançadas B(V ) para cada V dado.
Num segundo passo, é determinado todas as “deformações"(levanta-
mentos) de gr(H) = B(V )#kG (bosonização de B(V ) por kG). Aqui
é passada a informação para a álgebra de Hopf graduada, uma vez que
no passo anterior, foi estudada a Hopf trançada B(V ).
Finalmente, se H é uma álgebra de Hopf pontuada, de dimensão
finita tal que G(H) ∼= G, é preciso decidir se a mesma é gerada por
G(H) e por elementos quase primitivos.
Para o caso em que G é abeliano, já se conhece muitos resultados
e os problemas que restaram, segundo Andruskiewitsch, são problemas
muito difíceis. Já o caso em que G não é abeliano, existem duas linhas
de pesquisa tratando do assunto.
O artigo é bastante interessante, porém muito extenso e oferece
um grau de dificuldade considerável. Dessa forma, decidimos estudar
minuciosamente alguns fatos (iniciais) envolvendo categorias, impres-
cindíveis para darmos andamento aos estudos e, como os mesmos não
nos eram muito familiares, gastamos um tempo aprendendo a respeito.
Devido a prazos, acabamos nos atendo ao estudo de álgebras de Hopf
trançadas para que fosse possível apresentar a construção da álgebra
de Nichols de um módulo de Yetter-Drinfeld. O trabalho está dividido
em cinco capítulos, cujos assuntos abordados são descritos abaixo. São
considerados como pré-requisitos as teorias de anéis, grupos e módulos.
No Capítulo 1, apresentamos alguns pré-requisitos que são utiliza-
dos ao longo do trabalho. Entre eles, estão os conceitos e algumas
propriedades de coálgebras, comódulos, álgebras de Hopf e temas rela-
cionados como ações e coações. Ainda nesse capítulo, estudamos es-
paços graduados, produto wedge e filtração coradical, assuntos essenci-
ais para o desenvolvimento do Capítulo 5.
No Capítulo 2, fazemos um estudo acerca de categorias. Primeira-
mente falamos de categorias num contexto geral, mas depois focamos
as definições e exemplos para o que realmente gostaríamos de explorar:
categorias tensoriais e trançadas. Uma categoria tensorial é, em suma,
uma categoria munida de um funtor chamado produto tensorial que as-
socia um par de objetos U, V a um novo objeto na categoria, denotado
por U ⊗ V , juntamente com os axiomas que garantem a boa definição
do produto tensorial de um número finito qualquer de objetos. Uma ca-
tegoria trançada é uma categoria tensorial em que cada par de objetos
U, V admite um isomorfismo cU,V : U⊗V → V ⊗U satisfazendo alguns
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axiomas, tal isomorfismo é chamado trança. Uma categoria simétrica
é uma categoria trançada em que, para quaisquer objetos U, V , tem-se
cU,V ◦ cV,U = IV⊗U .
No Capítulo 3, estudamos uma categoria particular, a categoria dos
módulos de Yetter-Drinfeld sobre uma álgebra de Hopf H (sobre um
corpo k), denotada por HHYD. Mostramos, entre outros resultados, que
a categoria HHYD é uma categoria tensorial e que, no caso da antípoda de
H ser bijetora, HHYD é uma categoria trançada. Além disso, mostramos
que HHYD é uma categoria simétrica unicamente no caso em que H é
a álgebra de Hopf trivial, sendo esse, um resultado de Pareigis (veja
[12]). Apresentamos ainda, a definição e alguns exemplos de espaços
vetoriais trançados.
No Capítulo 4, definimos e apresentamos exemplos de álgebras de
Hopf trançadas na categoria HHYD. Aqui, H é uma álgebra de Hopf
com antípoda bijetora e então, HHYD é uma categoria trançada. Com a
existência e as propriedades da trança conseguimos dar uma estrutura
de álgebra para o produto tensorial de duas álgebras em HHYD. Assim,
definimos uma biálgebra R em HHYD como uma álgebra e uma coálge-
bra em HHYD tal que ∆ : R → R ⊗ R e ε : R → k sejam morfismos
de álgebras, considerando em R⊗R a estrutura de álgebra construída
através da trança. Além disso, apresentamos a construção da bosoniza-
ção ou biproduto R#H, em que R é uma álgebra de Hopf trançada em
H
HYD, instrumento fundamental para a classificação de álgebras de Hopf
pontuadas (veja [3]).
No Capítulo 5, finalmente com todas as ferramentas em mãos, apre-
sentamos a existência e a unicidade da álgebra de Nichols de um módulo
de Yetter-Drinfeld.
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Capítulo 1
Pré-requisitos
Desenvolvemos esse capítulo usando [5], [11] e [13]. Por ser um
capítulo de pré-requisitos não provamos todos os resultados, mas procu-
ramos sempre referenciá-los para que o leitor possa olhar suas respecti-
vas provas, se necessário, e para que o texto fique o mais auto-contido
possível. Em todo o capítulo k é um corpo.
1.1 Coálgebras
As primeiras definições e resultados sobre coálgebras que desen-
volvemos aqui são de extrema importância pois álgebras de Hopf, nossa
principal ferramenta, possuem estrutura de coálgebras. Os exemplos
apresentados são propositalmente escolhidos de maneira a serem usa-
dos em outros capítulos do trabalho.
Definição 1.1 Uma k-álgebra é uma tripla (A,m, µ), em que A é um
k-espaço vetorial, m : A ⊗ A → A e u : k → A são morfismos de
k-espaços vetoriais tais que os diagramas abaixo comutam
A⊗A⊗A
m⊗IA

IA⊗m // A⊗A
m

A⊗A m // A
A⊗A
m

k ⊗A
µ⊗IA
::
A∼=
oo ∼=
// A⊗ k.
IA⊗µ
ee
Essa definição é equivalente à clássica, em que uma k-álgebra A é
um anel que possui uma estrutura de k-espaço vetorial tal que α(ab) =
(αa)b = a(αb), para quaisquer α ∈ k, a, b ∈ A.
5
Mediante a definição de uma álgebra via diagramas, é possível obter-
mos a definição dual da mesma invertendo o sentido das flechas dos
diagramas acima, isto é, dualizando tais diagramas.
Definição 1.2 Uma k-coálgebra é uma tripla (C,∆, ε), em que C é
um k-espaço vetorial, ∆ : C → C ⊗ C e ε : C → k são morfismos de
k-espaços vetoriais tais que os diagramas abaixo são comutativos
C
∆ //
∆

C ⊗ C
IC⊗∆

C ⊗ C
∆⊗IC
// C ⊗ C ⊗ C
k ⊗ C ∼= // C
∆

C ⊗ k∼=oo
C ⊗ C.
ε⊗IC
ee
IC⊗ε
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As aplicações ∆ e ε são chamadas comultiplicação e counidade da
coálgebra C, respectivamente.
Ao longo desse trabalho, desde que o corpo k esteja fixado, vamos
omití-lo e escrever apenas álgebras e coálgebras para k-álgebras e k-
coálgebras. Além disso, vamos omitir os isomorfismos existentes entre
V ⊗ k, k e k ⊗ V , para todo k-espaço vetorial V .
Exemplo 1.1 Sejam X um conjunto não-vazio e kX o k-espaço veto-
rial com base X. Então kX é uma coálgebra com comultiplicação ∆ e
counidade ε dadas por ∆(x) = x⊗ x e ε(x) = 1, para qualquer x ∈ X
e estendidas por linearidade.
Exemplo 1.2 O anel de polinômios k[X] é uma coálgebra com comul-
tiplicação e counidade dadas por
∆(Xn) = (X ⊗ 1 + 1⊗X)n, ε(Xn) = 0 para n ≥ 1
∆(1) = 1⊗ 1 e ε(1) = 1.
Agora, apresentamos a notação de Sweedler (veja [5], pp. 4-8), a
qual é muito eficaz para cálculo de longas composições envolvendo a
comultiplicação ∆.
A definição recursiva da sequência de aplicações (∆n)n≥1 é definida
como ∆1 = ∆ e, para n ≥ 2, ∆n : C → C⊗· · ·⊗C (n+ 1 vezes) temos
que ∆n = (∆⊗ In−1)∆n−1.
A notação de Sweedler para ∆ se escreve como ∆(c) = c1 ⊗ c2
(omitimos o somatório), para qualquer c ∈ C, evitando assim a escrita
∆(c) =
∑
i,j
ci ⊗ cj . Indutivamente, ∆n(c) = c1 ⊗ · · · ⊗ cn+1, ∀n ≥ 2.
Para n = 2, temos que
∆2(c) = c11 ⊗ c12 ⊗ c2 = c1 ⊗ c21 ⊗ c22 = c1 ⊗ c2 ⊗ c3 e
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c = ε(c1)c2 = c1ε(c2).
As igualdades acima são exatamente as comutatividades do primeiro
e segundo diagramas da definição de uma coálgebra.
Definição 1.3 Uma álgebra (A,m, µ) é dita comutativa se o diagrama
A⊗A τ //
m
""
A⊗A
m
||
A
é comutativo, em que τ : A ⊗ A → A ⊗ A é função twist dada por
τ(a⊗ b) = b⊗ a.
Definição 1.4 Uma coálgebra (C,∆, ε) é dita cocomutativa se o dia-
grama
C
∆
{{
∆
##
C ⊗ C
τ
// C ⊗ C
é comutativo. Isto significa que, para todo c ∈ C, c1 ⊗ c2 = c2 ⊗ c1.
Exemplo 1.3 (Coálgebra co-oposta) Seja (C,∆, ε) uma coálgebra. De-
finimos Ccop , como sendo exatamente o conjunto C, mas com comul-
tiplicação definida por τ ◦∆ : C → C⊗C, em que τ é a função twist já
comentada. Denotamos a tripla como (C,∆cop, ε). Seja c ∈ C. Então
(∆cop⊗IC)∆cop(c) = (∆cop⊗IC)(c2⊗c1) = c22⊗c21⊗c1 = c3⊗c2⊗c1.
(IC⊗∆cop)∆cop(c) = (IC⊗∆cop)(c2⊗c1) = c2⊗c12⊗c11 = c3⊗c2⊗c1.
A comutatividade do segundo diagrama não é difícil de ser verifi-
cada. Portanto, Ccop é de fato uma coálgebra.
Definição 1.5 Sejam (A,mA, µA) e (B,mB , µB) álgebras. Uma função
k-linear f : A→ B é um morfismo de álgebras se os diagramas abaixo
são comutativos
A⊗A f⊗f //
mA

B ⊗B
mB

A
f
// B
A
f // B
k.
µA
__
µB
>>
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Definição 1.6 Sejam (C,∆C , εC) e (D,∆D, εD) coálgebras. Uma função
k-linear f : C → D é um morfismo de coálgebras se os diagramas
C
∆C

f // D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
f //
εC

D
εD

k
são comutativos.
A comutatividade do primeiro diagrama nos diz que
f(c)1 ⊗ f(c)2 = f(c1)⊗ f(c2),∀c ∈ C.
Definição 1.7 Seja (C,∆, ε) uma coálgebra. Um k-subespaço vetorial
D de C é dito uma subcoálgebra de C se ∆(D) ⊆ D ⊗D.
Claramente, (D,∆D, εD) é uma coálgebra, com ∆D = ∆|D e εD =
ε|D.
Definição 1.8 Sejam (C,∆, ε) uma coálgebra e I um k-subespaço ve-
torial de C. Então I é dito
(i) um coideal à esquerda (à direita) se ∆(I) ⊆ C ⊗ I (∆(I) ⊆ I ⊗C).
(ii) um coideal se ∆(I) ⊆ I ⊗ C + C ⊗ I e ε(I) = 0.
Proposição 1.1 Seja f : C → D um morfismo de coálgebras. Então
(i) Im(f) é uma subcoálgebra de D.
(ii) ker(f) é um coideal de C.
Teorema 1.1 Sejam C uma coálgebra, I um coideal e pi : C → C
I
a
projeção canônica. Então
(i) Existe uma única estrutura de coálgebra em
C
I
tal que pi é um mor-
fismo de coálgebras, dada por ∆(c) = c1 ⊗ c2 e ε(c) = ε(c), ∀c ∈ C.
(ii) Se f : C → D é um morfismo de coálgebras com I ⊆ ker(f) então
existe um único morfismo de coálgebras f¯ :
C
I
→ D tal que f = f¯ ◦ pi.
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Teorema 1.2 (Teorema do isomorfismo para coálgebras) Seja f : C →
D um morfismo de coálgebras. Então f¯ :
C
kerf
→ Imf é um isomor-
fismo de coálgebras.
Proposição 1.2 Sejam (C,∆C , εC) e (D,∆D, εD) coálgebras. Então
(C ⊗D,∆, ε) é uma coálgebra com as estruturas dadas por ∆(c⊗ d) =
c1 ⊗ d1 ⊗ c2 ⊗ d2 e ε(c⊗ d) = εC(c)εD(d).
Proposição 1.3 Seja (C,∆, ε) uma coálgebra. Então C∗ = Hom(C, k)
é uma álgebra com a multiplicação e a unidade dadas por (f ∗ g)(c) =
f(c1)g(c2) para quaisquer f, g ∈ C∗, c ∈ C e 1C∗ = ε. Reciprocamente,
se A é uma álgebra de dimensão finita, então A∗ é uma coálgebra com
comultiplicação ∆(f) = f1 ⊗ f2 tal que f(ab) = f1(a)f2(b), para quais-
quer a, b ∈ A, f ∈ A∗ e counidade ε(f) = f(1), para todo f ∈ A∗.
Amultiplicação acima é chamada produto de convolução. A próxima
definição e os próximos resultados são usados principalmente na Seção
1.6, que é de grande importância para o desenvolvimento do Capítulo
5.
Definição 1.9 Seja V um k-espaço vetorial. Se S é um subconjunto
de V ∗ = Hom(V, k) definimos
S⊥ = {v ∈ V : f(v) = 0,∀f ∈ S}.
Se S é um subconjunto de V definimos
S⊥ = {f ∈ V ∗ : f(S) = 0}.
Proposição 1.4 Seja V um k-espaço vetorial. Se S ⊆ V então (S⊥)⊥ =
S. Se V possui dimensão finita e S ⊆ V ∗ então (S⊥)⊥ = S.
Proposição 1.5 Seja C uma coálgebra. Se D é uma subcoálgebra de
C então D⊥ é um ideal de C∗. Reciprocamente, se I é um ideal de C∗
então I⊥ é uma subcoálgebra de C.
Teorema 1.3 (Teorema fundamental das coálgebras) Todo elemento
de uma coálgebra C está contido em uma subcoálgebra de dimensão
finita de C.
Lembramos que uma coálgebra C é simples se C 6= 0 e as únicas
subcoálgebras de C são 0 e C.
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Corolário 1.1 Toda subcoálgebra simples de uma coálgebra C possui
dimensão finita.
Demonstração: Seja S uma subcoálgebra simples de C. Então, por
definição, S 6= {0}. Seja s ∈ S, s 6= 0. Pelo teorema acima existe
uma subcoálgebra de dimensão finita de S, digamos D, tal que s ∈ D.
Assim, D ⊆ S e D 6= 0. Como S é simples segue que D = S. Portanto,
S possui dimensão finita.
As definições abaixo são de extrema importância para o desenvolvi-
mento do Capítulo 5.
Definição 1.10 Seja C uma coálgebra. Um elemento c ∈ C é dito
grouplike se c é não-nulo e ∆(c) = c⊗ c.
O conjunto dos elementos grouplike da coálgebra C é denotado por
G(C). Segue da propriedade da counidade que ε(c) = 1, para todo
c ∈ G(C).
Definição 1.11 Sejam C uma coálgebra e g, h ∈ G(C). Um elemento
x ∈ C tal que ∆(x) = x⊗ g + h⊗ x é chamado (g, h)-primitivo.
O conjunto de todos os elementos (g, h)-primitivos de C é denotado
por Pg,h(C).
Definição 1.12 Seja C uma coálgebra.
(i) O coradical C0 de C é a soma de todas as subcoálgebras simples de C.
(ii) Dizemos que C é pontuada se toda subcoálgebra simples de C possui
dimensão 1.
(iii) Dizemos que C é conexa se C0 possui dimensão 1.
Observação 1.1 Se uma coálgebra C é conexa então C0 = k1, em que
1 é apenas uma notação para um elemento de G(C). De fato, como
a dimensão de C0 é igual a 1, qualquer elemento não-nulo c ∈ C0 é
uma base para C0 como k-espaço vetorial e portanto, {c ⊗ c} é uma
base de C0⊗C0 . Além disso, sendo C0 uma subcoálgebra de C, existe
α ∈ k tal que ∆(c) = α(c ⊗ c) = αc ⊗ c. Consideremos 1 = αc e daí,
∆(1) = α∆(c) = αc⊗ αc = 1⊗ 1.
Nesse caso, denotamos P1,1(C) por P (C).
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1.2 Comódulos
Um importante capítulo desse trabalho estuda módulos de Yetter-
Drinfeld. Um módulo de Yetter-Drinfeld possui uma estrutura comó-
dulo. Faz-se necessária uma seção sobre comódulos.
Da mesma forma que definimos álgebras via diagramas para obter-
mos a noção dual de coálgebra, é possível darmos uma definição via
diagramas de um A-módulo para obtermos a noção dual de um C-
comódulo, em que (A,m, µ) é uma álgebra e (C,∆, ε) é uma coálgebra.
Definição 1.13 Seja (A,m, µ) uma álgebra. Um A-módulo à esquerda
é um par (M,λ), em que M é um k-espaço vetorial e λ : A ⊗M →
M é um morfismo de k-espaços vetorias tais que os diagramas abaixo
comutam
A⊗A⊗M IA⊗λ //
m⊗IM

A⊗M
λ

A⊗M
λ
// M
k ⊗M µ⊗IM // A⊗M
λ{{
M.
∼=
cc
Definição 1.14 Um C-comódulo à esquerda é um par (M,ρ), em que
M é um k-espaço vetorial e ρ : M → C ⊗M é um morfismo k-linear
tais que os diagramas abaixo comutam
M
ρ //
ρ

C ⊗M
∆⊗IM

C ⊗M
IC⊗ρ
// C ⊗ C ⊗M
C ⊗M ε⊗IM // k ⊗M
∼={{
M.
ρ
dd
De maneira similar, podemos definir um C-comódulo à direita. Ao
longo desse trabalho, para qualquer comódulo usamos a mesma notação
ρ para designar sua estrutura.
A notação de Sweedler é usada também para comódulos. Seja M
um C-comódulo à esquerda com a estrutura dada por ρ : M → C⊗M .
Então, para qualquer m ∈M , denotamos
ρ(m) = m(−1) ⊗m(0)
em que os elementos m′(0)s ∈M e os m′(−1)s ∈ C.
A comutatividade dos diagramas da definição de um comódulo à
esquerda pode ser escrita, em notação de Sweedler, como
m(−1) ⊗ (m(0))(−1) ⊗ (m(0))(0) = (m(−1))1 ⊗ (m(−1))2 ⊗m(0)
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= m(−2) ⊗m(−1) ⊗m(0) e ε(m(−1))m(0) = m.
Exemplo 1.4 Toda coálgebra C é um C-comódulo à direita e à es-
querda. A função que lhe dá a estrutura de C-comódulo (à direita e à
esquerda) é a comultiplicação ∆ : C → C ⊗ C.
Definição 1.15 (i) Sejam A uma álgebra e (X,λX),(Y, λY ) dois A-
módulos à esquerda. Uma função k-linear f : X → Y é dita um mor-
fismo de A-módulos se o seguinte diagrama comuta
A⊗X IA⊗f //
λX

A⊗ Y
λY

X
f
// Y.
(ii) Sejam C uma coálgebra e (M,ρ), (N,λ) dois C-comódulos à es-
querda. Uma função k-linear g : M → N é dita um morfismo de
C-comódulos se o seguinte diagrama comuta
M
g //
ρ

N
λ

C ⊗M
IC⊗g
// C ⊗M.
A comutatividade desse último diagrama nos diz que
g(m)(−1) ⊗ g(m)(0) = m(−1) ⊗ g(m(0)).
Definição 1.16 Seja M um C-comódulo à esquerda. Um k-subespaço
vetorial N de M é chamado um C-subcomódulo à esquerda se ρ(N) ⊆
C ⊗N .
Claramente, sendo N um C-subcomódulo à esquerda de M , N é
um C-comódulo à esquerda, cuja estrutura é a restrição de ρ a N .
A observação abaixo é necessária para a prova do teorema mais
importante do Capítulo 5.
Observação 1.2 Notemos que se f : M → N é um morfismo de C-
comódulos e N ′ é um subcomódulo de N então f−1(N ′) é um subcomó-
dulo de M .
Usamos a próxima definição na Seção 1.6.
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Definição 1.17 Sejam M um C-comódulo à esquerda e N um C-
subcomódulo à esquerda de M . Dizemos que N é essencial em M se
para todo C-subcomódulo não-nulo X de M tem-se que X ∩N 6= 0.
Teorema 1.4 Sejam M um C-comódulo à esquerda e N um C-subco-
módulo de M . Então existe uma única estrutura de C-comódulo à
esquerda em
M
N
tal que pi : M → M
N
é um morfismo de comódulos.
Tal estrutura é dada por ρ(m) = m(−1) ⊗m(0), para todo m ∈M .
Proposição 1.6 Sejam M e N dois C-comódulos à esquerda e
f : M → N um morfismo de comódulos. Então Im(f) é um C-
subcomódulo de N e ker(f) é um C-subcomódulo de M .
Teorema 1.5 (Teorema do isomorfismo para comódulos) Sejam
f : M → N um morfismo de C-comódulos à esquerda. Então M
ker(f)
∼=
Im(f) como C-comódulos à esquerda.
1.3 Álgebras de Hopf
Embora a seção esteja resumida, a mesma é essencial para cálculos
futuros, principalmente nos Capítulos 3 e 4.
Definição 1.18 Um k-espaço vetorial H que possua estruturas de ál-
gebra (H,m, µ) e de coálgebra (H,∆, ε) tais que ∆ e ε sejam morfismos
de álgebras é dito uma biálgebra.
Observação 1.3 Dizemos que uma biálgebraH possui uma proprieda-
de P, se sua estrutura de álgebra ou de coálgebra tiver a propriedade P.
Assim, por exemplo, podemos falar de biálgebras comutativas (se sua
estrutura de álgebra for comutativa) ou cocomutativas (se sua estrutura
de coálgebra for cocomutativa).
Exemplo 1.5 Sejam G um grupo e kG a álgebra de grupo. Então kG
possui uma estrutura de coálgebra dada por
∆ : kG → kG⊗ kG
g 7→ g ⊗ g e
ε : kG → k
g 7→ 1.
Verifiquemos que ∆ e ε são morfismos de álgebras. Sejam g, h ∈ kG
elementos da base. Então ∆(gh) = gh⊗gh = (g⊗g)(h⊗h) = ∆(g)∆(h)
e ε(gh) = 1 = ε(g)ε(h). Portanto, kG é uma biálgebra.
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Exemplo 1.6 Seja H uma biálgebra. Então Hop, Hcop e Hop,cop são
biálgebras, em que Hop possui a estrutura de álgebra oposta e mantém
a estrutura de coálgebra de H, Hcop possui a estrutura de coálgebra
co-oposta e mantém a estrutura de álgebra de H e Hop,cop possui a
estrutura de coálgebra co-oposta e álgebra oposta de H.
Proposição 1.7 Seja H uma biálgebra de dimensão finita. Então H∗
com a estrutura de álgebra dual da coálgebra H e com a estrutura de
coálgebra dual da álgebra H é uma biálgebra, chamada biálgebra dual
de H.
Exemplo 1.7 SejaG um grupo de ordem finita com elemento neutro 1.
Então kG é uma biálgebra de dimensão finita. Assim, pela proposição
acima, (kG)∗ possui uma estrutura de biálgebra. Tal estrutura é dada
por
∆(pg) =
∑
h∈G
pgh−1 ⊗ ph e ε(pg) = δ1,g,
em que {pg : g ∈ G} é a base dual para (kG)∗.
Definição 1.19 Sejam H e L duas biálgebras. Uma função k-linear
f : H → L é dita um morfismo de biálgebras se f é um morfismo
de álgebras e um morfismo de coálgebras com respeito às estruturas de
álgebra e de coálgebra de H e L, respectivamente.
Na Definição 1.11 quando C = H é uma biálgebra e g = h = 1,
então denotamos P (H) = P1,1(H) = {x ∈ H : ∆(x) = x ⊗ 1 + 1 ⊗ x}
e agora 1 é a unidade de H. Os elementos de P (H) são chamados
primitivos.
Sejam (C,∆, ε) uma coálgebra e (A,m, µ) uma álgebra. Então
Hom(C,A) possui uma estrutura de álgebra dada por
(f ∗ g)(c) = f(c1)g(c2),
para quaisquer f, g ∈ Hom(C,A), c ∈ C. A unidade dessa álgebra é
µ ◦ ε.
Consideremos um caso particular da álgebra acima. Seja H uma
biálgebra, denotamos Hc a estrutura de coálgebra de H e Ha a estru-
tura de álgebra de H. Nessas condições, temos uma estrutura de álge-
bra em Hom(Hc, Ha). Notemos que a função identidade I : H → H
pertence à álgebra Hom(Hc, Ha).
Definição 1.20 Seja H uma biálgebra. Uma função k-linear S : H →
H é chamada antípoda de H se S for a inversa da função identi-
dade IH : H → H com respeito ao produto de convolução da álgebra
Hom(Hc, Ha).
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Observação 1.4 O fato de S ser antípoda deH implica que S(h1)h2 =
h1S(h2) = ε(h)1H , para todo h ∈ H.
Definição 1.21 Uma biálgebra H é dita uma álgebra de Hopf se H
possui uma antípoda.
Exemplo 1.8 O anel de polinômios k[X], com estrutura de coálgebra
já vista, é uma álgebra de Hopf com antípoda dada por S(X) = −X.
Exemplo 1.9 Seja G um grupo. Então a álgebra de grupo kG é uma
álgebra de Hopf com antípoda dada por S(g) = g−1,∀g ∈ G.
Exemplo 1.10 Seja G um grupo de ordem finita. Então (kG)∗ é uma
álgebra de Hopf com antípoda dada por S(pg) = pg−1 ,∀g ∈ G.
Definição 1.22 Sejam H e T duas álgebras de Hopf. Uma função
f : H → T é dita um morfismo de álgebras de Hopf se for um morfismo
de biálgebras.
Proposição 1.8 Sejam H e T duas álgebras de Hopf com antípodas
SH e ST . Se f : H → T é um morfismo de biálgebras, então ST ◦ f =
f ◦ SH .
Proposição 1.9 Seja H uma álgebra de Hopf com antípoda S. Então
são verdadeiras as afirmações.
(i) S(hg) = S(g)S(h), para quaisquer g, h ∈ H.
(ii) S(1H) = 1H .
(iii) ∆(S(h)) = S(h2)⊗ S(h1), para qualquer h ∈ H.
(v) ε(S(h)) = ε(h), para todo h ∈ H.
As propriedades (i) e (ii) significam que S é um antimorfismo de
álgebras e (iii) e (iv) significam que S é um antimorfismo de coálgebras.
Observação 1.5 Seja H uma álgebra de Hopf com antípoda S. Então
a biálgebraHop,cop é uma álgebra de Hopf com antípoda S. Além disso,
se S é bijetora, então as biálgebras Hop e Hcop são álgebras de Hopf
com antípoda S−1.
Esse último fato acima é bastante usado em cálculos nos Capítulos
3 e 4.
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Definição 1.23 Seja H uma álgebra de Hopf com antípoda S. Um k-
subespaço vetorial W de H é chamado uma subálgebra de Hopf de H se
W é uma subálgebra e uma subcoálgebra de H e se S(W ) ⊆W .
Observamos que se W é uma subálgebra de Hopf então W é uma
álgebra de Hopf com a estrutura induzida de H.
1.4 Ações e coações de biálgebras
Essa seção é fundamental, principalmente, para alguns exemplos
do Capítulo 2 e também para cálculos no Capítulo 4. Para maiores
detalhes, o leitor pode consultar [5], [13] e [14]. Para o desenvolvi-
mento dessa seção, pedimos que H seja uma biálgebra. Em capítulos
posteriores, porém, há interesse em que H seja uma álgebra de Hopf.
Definição 1.24 Seja A uma álgebra.
(i) Dizemos que A é um H-módulo álgebra à esquerda se A é um H-
módulo à esquerda tal que
h · (ab) = (h1 · a)(h2 · b) e h · 1A = ε(h)1A,
para quaisquer h ∈ H, a, b ∈ A.
(ii) Dizemos que A é um H-comódulo álgebra à esquerda se A é um
H-comódulo à esquerda tal que
(ab)(−1) ⊗ (ab)(0) = a(−1)b(−1) ⊗ a(0)b(0) e ρ(1A) = 1H ⊗ 1A,
para quaisquer a, b ∈ A.
Definição 1.25 Seja C uma coálgebra.
(i) Dizemos que C é um H-módulo coálgebra à esquerda se C é um
H-módulo à esquerda tal que
(h · c)1 ⊗ (h · c)2 = h1 · c1 ⊗ h2 · c2 e ε(h · c) = ε(h)ε(c),
para quaisquer h ∈ H, c ∈ C.
(ii) Dizemos que C é um H-comódulo coálgebra à esquerda se C é um
H-comódulo à esquerda tal que
(c1)(−1)(c2)(−1) ⊗ (c1)(0) ⊗ (c2)(0) = c(−1) ⊗ (c(0))1 ⊗ (c(0))2
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e c(−1)ε(c(0)) = ε(c)1H ,
para todo c ∈ C.
As definições acima podem ser feitas à direita. Nesse trabalho,
consideramos tais estruturas sempre à esquerda.
Seja A um H-módulo álgebra. Definimos A#H := A ⊗ H como
k-espaço vetorial e a seguinte multiplicação
(a#h)(b#l) = a(h1 · b)#h2l, ∀h, l ∈ H,∀a, b ∈ A.
Proposição 1.10 ([5], Proposition 6.1.7) A#H é uma álgebra com a
multiplicação definida acima e com unidade 1A#1H , chamada produto
smash de A e H.
Agora, seja C um H-comódulo coálgebra. Definimos C#H := C ⊗
H como k-espaço vetorial e
∆(c#h) = c1#(c2)(−1)h1 ⊗ (c2)(0)#h2 e ε(c#h) = εC(c)εH(h),
para quaisquer c ∈ C, h ∈ H.
Proposição 1.11 C#H é uma coálgebra com a comultiplicação e a
counidade definidas acima, chamada coproduto smash.
Demonstração: Mostremos que ∆ é coassociativa. Sejam c ∈ C e
h ∈ H. Então
(I ⊗∆)∆(c#h) = (I ⊗∆)(c1#(c2)(−1)h1 ⊗ (c2)(0)#h2)
= c1#(c2)(−1)h1 ⊗∆((c2)(0)#h2)
= c1#(c2)(−1)h1 ⊗ ((c2)(0))1#(((c2)(0))2)(−1)h21 ⊗ (((c2)(0))2)(0)h22
= c1#(c21)(−1)(c22)(−1)h1 ⊗ (c21)(0)#((c22)(0))(−1)h2 ⊗ ((c22)(0))(0)h3
= c1#(c2)(−1)(c3)(−1)h1 ⊗ (c2)(0)#((c3)(0))(−1)h2 ⊗ ((c3)(0))(0)h3
= c1#(c2)(−1)((c3)(−1)h1)1 ⊗ (c2)(0)#((c3)(−1)h1)2 ⊗ (c3)(0)h2
= ∆(c1#(c2)(−1)h1)⊗ (c2)(0)h2 = (∆⊗ I)∆(c#h).
Mostremos que ε é counidade. Sejam c ∈ C e h ∈ H. Então
(ε⊗ I)∆(c#h) = (ε⊗ I)(c1#(c2)(−1)h1 ⊗ (c2)(0)#h2)
= εC(c1)εH((c2)(−1)h1)(c2)(0)#h2
= εC(c1)εH((c2)(−1))(c2)(0)#εH(h1)h2
= εC(c1)c2#h = c#h
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e
(I ⊗ ε)∆(c#h) = (I ⊗ ε)(c1#(c2)(−1)h1 ⊗ (c2)(0)#h2)
= c1#(c2)(−1)h1εC((c2)(0))εH(h2)
= c1#(c2)(−1)εC((c2)(0))h1εH(h2)
= c1#εC(c2)1Hh = c#h.
1.5 Espaços graduados
Essa seção é de grande utilidade para o desenvolvimento do Capí-
tulo 5, já que a álgebra de Nichols é uma álgebra graduada. Para o
desenvolvimento da seção, nos baseamos principalmente em [13].
Definição 1.26 Seja G um conjunto não vazio. Dizemos que um k-
espaço vetorial V é G-graduado se V = ⊕g∈GV (g), em que V (g) é
um k-subespaço vetorial de V , para cada g ∈ G. Dizemos que um
k-subespaço vetorial W ⊆ V é um k-subespaço G-graduado de V se
W = ⊕g∈G(W ∩ V (g)).
Quando G = N, omitimos o G e dizemos apenas que V é um k-
espaço vetorial graduado. Pensamos que é o que vai ocorrer na maioria
das vezes.
Proposição 1.12 Sejam V = ⊕n≥0V (n) um k-espaço vetorial gradu-
ado e {Wi}i∈I uma família de k-subespaços vetoriais graduados de V .
Então W =
∑
i∈IWi é um k-subespaço vetorial graduado de V .
Demonstração: É claro que W é um k-subespaço vetorial de V .
Mostremos que W = ⊕n≥0(W ∩V (n)). Para isso, mostremos primeira-
mente que, fixado m ≥ 0,
W ∩ V (m) =
∑
i∈I
(Wi ∩ V (m)).
Seja x ∈ ∑i∈I(Wi ∩ V (m)). Então x = xi1 + · · · + xik , com xij ∈
Wij ∩ V (m) e ij ∈ I, para todo j ∈ {1, · · · , k}. Como V (m) é k-
subespaço vetorial, segue que x ∈ V (m). Logo, x ∈W ∩ V (m).
Seja x ∈ W ∩ V (m). Então x = xi1 + · · · + xik , com xij ∈ Wij ,
ij ∈ I, para todo j ∈ {1, · · · , k}, e x ∈ V (m). Como cada Wij é um k-
subespaço graduado de V , segue que Wij = ⊕n≥0(Wij ∩V (n)). Assim,
podemos escrever xij =
∑
n≥0 y
j
n, com yjn ∈Wij ∩ V (n). Daí,
x =
∑
n≥0
y1n + · · ·+
∑
n≥0
ykn =
∑
n≥0
(y1n + · · ·+ ykn).
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Como x ∈ V (m), segue que x = y1m + · · ·+ ykm ∈
∑
i∈I(Wi ∩V (m)).
Logo,
W =
∑
i∈I
Wi =
∑
i∈I
(⊕n≥0(Wi ∩ V (n))) =
⊕n≥0
(∑
i∈I
(Wi ∩ V (n))
)
= ⊕n≥0(W ∩ V (n)).
Portanto, W é um k-subespaço vetorial graduado de V .
Definição 1.27 Sejam V = ⊕g∈GV (g) eW = ⊕g∈GW (g) k-subespaços
vetoriais G-graduados. Dizemos que um morfismo k-linear f : V →W
é um morfismo G-graduado se f(V (g)) ⊆W (g) para todo g ∈ G.
Definição 1.28 Seja A uma álgebra. Dizemos que A é uma álge-
bra graduada se A = ⊕n≥0A(n) é um k-espaço vetorial graduado,
A(n)A(m) ⊆ A(n+m) para quaisquer n,m ≥ 0 e 1 ∈ A(0).
Definição 1.29 Seja C uma coálgebra. Dizemos que C é uma coál-
gebra graduada se C = ⊕n≥0C(n) é um k-espaço vetorial graduado,
∆(C(n)) ⊆∑ni=0 C(n− i)⊗C(i), para todo n ≥ 0, e ε(C(n)) = 0, para
todo n 6= 0.
Um morfismo de álgebras graduadas (respectivamente coálgebras
graduadas) é um morfismo de álgebras (respectivamente coálgebras)
que é também um morfismo graduado.
Além disso, ideais à esquerda (respectivamente ideais à direita,
ideais) graduados de uma álgebra graduada são k-subespaços vetori-
ais graduados com suas respectivas estruturas.
Também, coideais à esquerda (respectivamente coideais à direita,
coideais, subcoálgebras) graduados de uma coálgebra graduada são k-
subespaços vetoriais graduados com suas respectivas estruturas.
Uma biálgebra (respectivamente álgebra de Hopf ) graduada é um k-
espaço vetorial graduado cuja graduação o torna uma álgebra graduada
e uma coálgebra graduada.
Proposição 1.13 Sejam A = ⊕n≥0A(n) uma álgebra graduada e V
um k-subespaço vetorial graduado de A. Então I = < V >, o ideal
gerado por V , é um ideal graduado de A.
Demonstração: Mostremos que I = ⊕n≥0(I ∩ A(n)). É claro que
⊕n≥0(I ∩ A(n)) ⊆ I. Seja x ∈ I. Então x =
∑m
i=1 aivibi para algum
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m ≥ 0, em que ai, bi ∈ A e vi ∈ V para todo i ∈ {0, · · · ,m}. Como A
e V são graduados, podemos escrever para cada i
ai =
∑
n≥0
ani , bi =
∑
n≥0
bni e vi =
∑
n≥0
vni ,
com ani , bni ∈ A(n) e vni ∈ V ∩A(n). Assim,
x =
m∑
i=1
aivibi =
m∑
i=1
∑
n≥0
ani
∑
n≥0
vni
∑
n≥0
bni ∈ ⊕n≥0(I ∩A(n)).
Proposição 1.14 Sejam V = ⊕n≥0V (n) um k-espaço vetorial grad-
uado e I um k-subespaço vetorial graduado de V . Então
V
I
é um
k-espaço vetorial graduado, em que
V
I
(n) = V (n) + I é isomorfo
a
V (n)
V (n) ∩ I como k-espaço vetorial, para todo n ≥ 0, e a projeção
canônica pi : V → V
I
é um morfismo graduado. Além disso, se V é
uma álgebra (respectivamente uma coálgebra) graduada e I é um ideal
(respectivamente um coideal) graduado, então
V
I
é uma álgebra (res-
pectivamente uma coálgebra) graduada.
Demonstração: Definimos f ′ : V → ⊕n≥0
(
V (n)
V (n) ∩ I
)
por
f ′
∑
n≥0
vn
 = ∑
n≥0
vn =
∑
n≥0
(vn + V (n) ∩ I),
que é claramente k-linear e sobrejetora. Mostremos que ker(f ′) = I.
Temos que
∑
n≥0
vn ∈ ker(f ′)⇔ f ′
∑
n≥0
vn
 = 0⇔∑
n≥0
(vn + V (n) ∩ I) = 0⇔
(vn + V (n) ∩ I) = 0,∀n ≥ 0⇔ vn ∈ V (n) ∩ I, ∀n ≥ 0⇔
∑
n≥0
vn ∈ I.
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Portanto, f :
V
I
→ ⊕n≥0
(
V (n)
V (n) ∩ I
)
, dada por
f
∑
n≥0
vn + I
 = ∑
n≥0
(vn + V (n) ∩ I)
é um isomorfismo k-linear. Assim,
V
I
= f−1
(
⊕n≥0
(
V (n)
V (n) ∩ I
))
= ⊕n≥0f−1
(
V (n)
V (n) ∩ I
)
.
Logo,
V
I
é graduado.
Agora, para cada m ≥ 0, vejamos que
f−1
(
V (m)
V (m) ∩ I
)
= V (m) + I,
em que V (m) + I = {vm + I : vm ∈ V (m)} é um subconjunto de V
I
.
Seja x ∈ f−1
(
V (m)
V (m) ∩ I
)
. Então f(x) ∈ V (m)
V (m) ∩ I . Escrevemos
x =
∑
n≥0 xn + I. Assim,
∑
n≥0
xn + V (n) ∩ I = f
∑
n≥0
xn + I
 = f(x) ∈ V (m)
V (m) ∩ I .
Logo, f(x) = xm + I ∩ V (m) = f(xm + I), donde x = xm + I ∈
V (m) + I.
Por outro lado, se x = xm + I ∈ V (m) + I então f(x) = xm +
V (m) ∩ I ∈ V (m)
V (m) ∩ I . Logo, x ∈ f
−1
(
V (m)
V (m) ∩ I
)
.
Dado vn ∈ V (n), é claro que pi(vn) = vn + I ∈ V
I
(n). Portanto pi é
um morfismo graduado.
Suponhamos que V seja uma álgebra graduada. Sejam v ∈ V
I
(n)
e w ∈ V
I
(m). Então v = vn + I e w = wm + I, com vn ∈ V (n) e
wm ∈ V (m). Por ser V uma álgebra graduada, vnwm ∈ V (n + m).
Assim,
vw = (vn + I)(wm + I) = vnwm + I ∈ V (n+m) + I = V
I
(n+m).
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Também, 1V
I
= 1V + I ∈ V (0) + I = V
I
(0). Portanto,
V
I
é álgebra
graduada.
Suponhamos agora que V seja uma coálgebra graduada. Seja v ∈
V
I
(n). Então v = vn + I, com vn ∈ V (n). Assim,
∆(v) = ∆(vn+I) ∈
n∑
i=1
(V (n−i)+I)⊗(V (i)+I) =
n∑
i=1
V
I
(n−i)⊗ V
I
(i),
pois ∆(vn) ∈
∑n
i=1 V (n − i) ⊗ V (i). Também, ε(v) = ε(vn) = 0, se
n 6= 0. Portanto, V
I
é uma coálgebra graduada.
Proposição 1.15 Sejam V = ⊕n≥0V (n), W = ⊕n≥0W (n) k-espaços
vetoriais graduados e f : V →W um morfismo graduado. Então ker(f)
é um k-subespaço vetorial graduado de V e Im(f) é um k-subespaço
vetorial graduado de W . Além disso,
V
ker(f)
∼= Im(f) como k-espaços
vetoriais graduados.
Demonstração: Mostremos que ker(f) = ⊕n≥0(ker(f)∩V (n)). Seja
v ∈ ker(f). Então f(v) = 0. Podemos escrever v = v0 + v1 + · · ·+ vk,
com vi ∈ V (i), para todo i ∈ {0, · · · , k}.
Assim, 0 = f(v) = f(v0) + · · ·+ f(vk) e isso implica em f(vi) = 0,
para todo i ∈ {0, · · · , k}, pois f(vi) ∈ W (i) e W é graduado. Logo,
x ∈ ⊕n≥0(ker(f) ∩ V (n)).
É claro que Im(f) = ⊕n≥0(Im(f)∩W (n)), pois dado f(v) ∈ Im(f),
podemos escrever v = v0 + v1 + · · · + vk com vi ∈ V (i), para todo
i ∈ {0, · · · , k}. Como f é morfismo graduado, f(vi) ∈ Wi e portanto,
f(v) = f(v0) + · · ·+ f(vk) ∈ ⊕n≥0(Im(f)∩W (n)). A outra inclusão é
óbvia.
Consideremos o isomorfismo k-linear f :
V
ker(f)
→ Im(f) e mostremos
que f é um morfismo graduado. Seja v ∈ V
ker(f)
(n). Então v =
vn + ker(f) com vn ∈ V (n). Daí, f(vn + ker(f)) = f(vn) ∈ Im(f)(n),
pois f é um morfismo graduado.
Proposição 1.16 Seja R = ⊕n≥0R(n) uma biálgebra graduada com
R(0) = k1. Então R(1) ⊆ P (R).
Demonstração: Seja r ∈ R(1). Então ∆(r) ∈ R(1) ⊗ R(0) + R(0) ⊗
R(1). Assim, podemos escrever ∆(r) =
∑m
j=1 dj ⊗ 1 +
∑n
i=1 1⊗ ci com
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ci, dj ∈ R(1), para quaisquer i ∈ {1, · · · , n} e j ∈ {1, · · · ,m}. Daí,
r = (I ⊗ ε)∆(r) =
m∑
j=1
djε(1) +
n∑
i=1
1ε(ci) =
m∑
j=1
dj
e
r = (ε⊗ I)∆(r) =
m∑
j=1
ε(dj)1 +
n∑
i=1
ε(1)ci =
n∑
i=1
ci.
Logo, r⊗ 1 + 1⊗ r = ∑mj=1 dj ⊗ 1 + 1⊗∑ni=1 ci = ∆(r). Portanto,
r ∈ P (R).
1.6 Produto wedge e filtração coradical
Essa seção é feita basicamente para provarmos os Teoremas 1.6 e
1.7, que são fundamentais para o desenvolvimento do Capítulo 5. Para
fazê-la nos baseamos principalmente em [4], [5], [11] e [13].
Definição 1.30 Seja C uma coálgebra. Sejam U e V k-subespaços
vetoriais de C. Definimos o produto wedge de U por V como
U ∧ V = ∆−1(U ⊗ C + C ⊗ V ).
Sendo U e V k-subespaços vetoriais de C existem piU : C → C
U
e
piV : C → C
V
as projeções canônicas cujos núcleos são U e V , respecti-
vamente. Consideremos piU,V a composição abaixo
C
∆
//
piU,V
++
C ⊗ C
piU⊗piV
// C
U
⊗ C
V
.
Para provarmos algumas propriedades do produto wedge precisamos
dos dois resultados abaixo, que enunciamos como lemas, os mesmos
podem ser encontrados em ([5], pp. 24 e 25).
Lema 1.1 Sejam V e W espaços vetoriais, X ⊆ V e Y ⊆ W k-
subespaços vetoriais. Então (X ⊗ Y ) = (V ⊗ Y ) ∩ (X ⊗W ).
Lema 1.2 Sejam f : V1 → V2 e g : W1 → W2 funções k-lineares.
Então ker(f ⊗ g) = ker(f)⊗W1 + V1 ⊗ ker(g).
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Proposição 1.17 Sejam C uma coálgebra, U, V e W k-subespaços ve-
toriais de C. São verdadeiras as afirmações abaixo.
(i) U ∧ V = ker(piU,V ), em que piU,V é a composição acima.
(ii) (U ∧ V ) ∧W = U ∧ (V ∧W ).
(iii) U ∧ V = (U⊥V ⊥)⊥.
(iv) Se U é uma subcoálgebra de C então U ⊆ U ∧ V e U ⊆ V ∧ U .
(v) Se U e V são subcoálgebras de C então U ∧ V é uma subcoálgebra
de C que contém U e V .
Demonstração: (i) Seja c ∈ U ∧ V . Então podemos escrever ∆(c) =∑
i ui⊗ci+
∑
j dj⊗vj com ui ∈ U e vj ∈ V . Daí, piU,V (c) =
∑
i piU (ui)⊗
piV (ci) +
∑
j piU (dj) ⊗ piV (vj) = 0. Logo c ∈ ker(piU,V ). Portanto,
U ∧ V ⊆ ker(piU,V ).
Agora seja c ∈ ker(piU,V ). Então 0 = piU,V (c) = (piU ⊗ piV )∆(c).
Assim, ∆(c) ∈ ker(piU ⊗ piV ). Mas, pelo Lema 1.2, ker(piU ⊗ piV ) =
ker(piU )⊗C+C⊗ker(piV ). Como ker(piU ) = U e ker(piV ) = V , segue
que ∆(c) ∈ U⊗C+C⊗V . Logo, c ∈ U∧V . Portanto ker(piU,V ) ⊆ U∧V .
(ii) Como U ∧ V = ker(piU,V ), a função k-linear φU,V : C
U ∧ V →
C
U
⊗ C
V
dada por φU,V (c + U ∧ V ) = piU,V (c) está bem definida e é
injetora. Sendo φU,V injetora, segue que ker(piU∧V,W ) = ker((φU,V ⊗
I C
W
)piU∧V,W ). Além disso, (φU,V ⊗ I C
W
)piU∧V,W = (piU ⊗ piV ⊗ piW )∆2.
De fato, seja c ∈ C. Então
(φU,V ⊗ I C
W
)piU∧V,W (c) = (φU,V ⊗ I C
W
)((c1 + U ∧ V )⊗ (c2 +W ))
= piU,V (c1)⊗ (c2 +W )
= (c1 + U)⊗ (c2 + V )⊗ (c3 +W )
= (piU ⊗ piV ⊗ piW )∆2(c).
Assim, (U ∧ V ) ∧W = ker(piU∧V,W ) = ker((piU ⊗ piV ⊗ piW )∆2).
Similarmente mostra-se que U ∧ (V ∧W ) = ker((piU ⊗ piV ⊗ piW )∆2).
Portanto, (U ∧ V ) ∧W = U ∧ (V ∧W ).
(iii) Seja c ∈ U ∧ V . Então podemos escrever ∆(c) = ∑i ui ⊗ ci +∑
j dj⊗vj com ui ∈ U e vj ∈ V . Mostremos que c ∈ (U⊥V ⊥)⊥. Sejam
f ∈ U⊥ e g ∈ V ⊥. Então (f ∗ g)(c) = ∑i f(ui)g(ci) +∑j f(dj)g(vj) =
0. Portanto U ∧ V ⊆ (U⊥V ⊥)⊥.
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Agora seja c ∈ (U⊥V ⊥)⊥. Podemos escrever ∆(c) = ∑i ui ⊗ ci +∑
j dj⊗yj , em que {ui}∪{dj} é um conjunto linearmente independente,
ui ∈ U e dj pertence ao complemento de U como k-subespaço vetorial
de C.
Fixemos j0. Mostremos que yj0 ∈ V . Consideremos f ∈ C∗ tal que
f(U) = 0, f(dj0) = 1 e f(dj) = 0 para j 6= j0. Seja g ∈ V ⊥. Como
f ∈ U⊥, (f ∗ g)(c) = 0.
Por outro lado, (f ∗g)(c) = ∑i f(ui)g(ci)+∑j f(dj)g(yj) = g(yj0).
Assim, g(yj0) = 0, donde yj0 ∈ (V ⊥)⊥ = V . Logo, ∆(c) ∈ U ⊗C+C⊗
V . Portanto, (U⊥V ⊥)⊥ ⊆ U ∧ V .
(iv) Pelo Lema 1.1, sabemos que U ⊗ U = (C ⊗ U) ∩ (U ⊗ C).
Assim, se c ∈ U então ∆(c) ∈ U ⊗ U = (C ⊗ U) ∩ (U ⊗ C) ⊆ U ⊗ C ⊆
U ⊗C+C⊗V . Logo, c ∈ U ∧V . Portanto U ⊆ U ∧V . Analogamente,
mostra-se que U ⊆ V ∧ U .
(v) Sendo U e V subcoálgebras de C, segue que U⊥ e V ⊥ são ideais
de C∗. Assim, U⊥V ⊥ é ideal de C∗, donde (U⊥V ⊥)⊥ é uma sub-
coálgebra de C. Mas, por (iii), U ∧ V = (U⊥V ⊥)⊥. Logo, U ∧ V
é subcoálgebra de C. Além disso, pelo item anterior, U ⊆ U ∧ V e
V ⊆ U ∧ V .
Da proposição acima concluímos que o produto wedge é associa-
tivo. Assim, podemos definir para quaisquer n > 1 e U1, · · · , Un k-
subespaços de uma coálgebra C
U1 ∧ U2 ∧ · · · ∧ Un := (U1 ∧ U2 ∧ · · · ∧ Un−1) ∧ Un.
Além disso, fixado um k-subespaço U , podemos definir também
∧0U = {0}, ∧1U = U e ∧nU = (∧n−1U) ∧ U , para n > 1.
Se D é uma subcoálgebra de C e U, V ⊆ D são k-subespaços veto-
riais, denotamos U ∧D V = ∆−1(U ⊗D +D ⊗ V ).
Lema 1.3 ([13], Exercise 2.4.1) SejamW,W ′ k-espaços vetoriais, U, V
k-subespaços de W e U ′, V ′ k-subespaços de W ′. Então
(U ⊗W ′ +W ⊗ U ′) ∩ (V ⊗ V ′) = (U ∩ V )⊗ V ′ + V ⊗ (U ′ ∩ V ′).
Proposição 1.18 Sejam C uma coálgebra, U e V k-subespaços veto-
riais de C. São verdadeiras as afirmações abaixo.
(i) (U ∧V )∩D = (U ∩D)∧D (V ∩D), para toda subcoálgebra D de C.
(ii) Se U e V são subcoálgebras de C e S é uma subcoálgebra simples
de C tal que S ⊆ U ∧ V , então S ⊆ U ou S ⊆ V .
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Demonstração: (i) Seja D uma subcoálgebra de C. Então D =
∆−1(D ⊗ D). De fato, se c ∈ C é tal que ∆(c) ∈ D ⊗ D, então
c = ε(c1)c2 ∈ D.
Daí, usando o Lema 1.3, temos que
(U ∧ V ) ∩D = ∆−1(U ⊗ C + C ⊗ V ) ∩∆−1(D ⊗D)
= ∆−1((U ⊗ C + C ⊗ V ) ∩ (D ⊗D))
= ∆−1((U ∩D)⊗D +D ⊗ (V ∩D))
= (U ∩D) ∧D (V ∩D).
(ii) Como S ⊆ U ∧V , então S = S∩ (U ∧V ). Por (i), S∩ (U ∧V ) =
(S ∩ U) ∧ (S ∩ V ). Assim, (S ∩ U) ∧ (S ∩ V ) = S 6= 0. Daí, S ∩ U 6= 0
ou S ∩ V 6= 0, pois se ambos fossem zero teríamos 0 ∧ 0 = S, o que é
um absurdo pois S 6= 0 e 0 ∧ 0 = ∆−1(0 ⊗ C + C ⊗ 0) = ∆−1(0) = 0
(∆ é injetora).
Se S ∩U 6= 0, como S ∩U ⊆ S e S é simples, segue que S ∩U = S,
donde S ⊆ U . Analogamente, se S ∩ V 6= 0 então S ⊆ V .
Definição 1.31 Seja C uma coálgebra. Uma família de k-subespaços
vetoriais {Vi}∞i=0 de C que satisfaz C =
⋃∞
i=0 Vi, Vn ⊆ Vn+1 e ∆(Vn) ⊆∑n
l=0 Vn−l ⊗ Vl, para todo n ≥ 0, é dita uma filtração de C.
Observamos que cada termo Vn de uma filtração {Vi}∞i=0 de C é
uma subcoálgebra de C, pois
∆(Vn) ⊆
n∑
l=0
Vn−l ⊗ Vl ⊆ Vn ⊗ Vn.
Lema 1.4 Sejam C uma coálgebra e {Vi}∞i=0 uma filtração de C. En-
tão, para todo n ≥ 1, Vn ⊆ Vn−1 ∧ V0.
Demonstração: Seja v ∈ Vn. Então
∆(v) ⊆
n∑
l=0
Vn−l ⊗ Vl =
n∑
l=1
Vn−l ⊗ Vl + Vn ⊗ V0 ⊆ Vn−1 ⊗C +C ⊗ V0.
Logo, v ∈ Vn−1 ∧ V0. Portanto, Vn ⊆ Vn−1 ∧ V0.
Proposição 1.19 Sejam C uma coálgebra e {Vi}∞i=0 uma filtração de
C. Então toda subcoálgebra simples de C está contida em V0 (e por-
tanto, C0 ⊆ V0).
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Demonstração: Seja S uma subcoálgebra simples de C. Então, pelo
Corolário 1.1, S possui dimensão finita. Assim, existe n ≥ 0 tal que
S ⊆ Vn. Mostremos que n = 0.
Suponhamos que n ≥ 1. Então, pelo lema acima, Vn ⊆ Vn−1 ∧ V0.
Como S ⊆ Vn, segue que S ⊆ Vn−1 ∧ V0. Daí, pelo item (ii) da
Proposição 1.18, S ⊆ Vn−1 ou S ⊆ V0. Mas supomos que n ≥ 1,
assim S ⊆ Vn−1. Repetindo esse processo n vezes, concluímos que
S ⊆ V0.
Corolário 1.2 Seja C = ⊕n≥0C(n) uma coálgebra graduada. Então
toda subcoálgebra simples de C está contida em C(0) (e portanto, C0 ⊆
C(0)).
Demonstração: Para cada n ≥ 0, seja Vn = C(0) ⊕ · · · ⊕ C(n).
Mostremos que {Vn}∞n=0 é uma filtração de C. De fato, não é difícil ver
que Vn ⊆ Vn+1 para todo n ≥ 0 e que
⋃∞
n=1 Vn = C.
Mostremos por indução sobre n que ∆(Vn) ⊆
∑n
l=0 Vn−l⊗Vl. Temos
que ∆(V0) ⊆ V0 ⊗ V0, pois V0 = C(0) e C é uma coálgebra graduada.
Suponhamos que vale para n e provemos que vale para n+ 1. Temos
∆(Vn+1) = ∆(Vn ⊕ C(n+ 1)) ⊆ ∆(Vn) + ∆(C(n+ 1))
⊆
n∑
l=0
Vn−l ⊗ Vl +
n∑
j=0
C(n+ 1− j)⊗ C(j)
⊆
n∑
l=0
Vn−l+1 ⊗ Vl +
n∑
j=0
Vn+1−j ⊗ Vj
⊆
n∑
l=0
Vn+1−l ⊗ Vl.
Assim, se S é uma subcoálgebra simples de C então S ⊆ V0 = C(0),
pela proposição acima.
Vimos no Lema 1.4 que se {Vi}∞i=0 é uma filtração de uma coálgebra
C então Vn ⊆ Vn−1 ∧ V0, para todo n ≥ 1. Isso nos sugere a seguinte
construção.
Sejam C uma coálgebra e D uma subcoálgebra de C. Definimos
D(0) = D, D(n) = D(n−1) ∧ D para n ≥ 1 e D(∞) = ⋃∞n=0D(n). Na
proposição abaixo vemos, entre outras coisas, que D(∞) é uma subcoál-
gebra de C. Para isso precisamos do lema abaixo (veja [13], Exercise
4.1.1).
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Lema 1.5 Sejam V um espaço vetorial e V0, · · · , Vn, n ≥ 1, k-subespaços
vetoriais de V que satisfazem V0 ⊆ V1 ⊆ · · · ⊆ Vn = V . Então⋂n−1
l=0 (Vn−1−l ⊗ V + V ⊗ Vl) =
∑n
l=0 Vn−l ⊗ Vl.
Proposição 1.20 Nas condições acima, {D(n)}∞n=0 é uma filtração
para a coálgebra D(∞).
Demonstração: Primeiramente mostremos por indução sobre n que
D(n) ⊆ D(n+1), para todo n ≥ 0. Para n = 0, segue do item (iv)
Proposição 1.17, pois D(0) = D ⊆ D ∧ D = D(0) ∧ D = D(1), já que
D é uma subcoálgebra. Suponhamos que D(n−1) ⊆ D(n) e mostremos
que D(n) ⊆ D(n+1). De fato, D(n) = D(n−1)∧D ⊆ D(n)∧D = D(n+1).
Logo, D(∞) é um k-subespaço vetorial de D. Não é difícil ver que
cada D(n) é uma subcoálgebra usando a Proposição 1.17 (v).
Vejamos que D(∞) é uma subcoálgebra de C. Seja c ∈ D(∞). Então
c ∈ D(i) para algum i ≥ 0 e como D(i) é uma subcoálgebra, ∆(c) ∈
D(i) ⊗D(i) ⊆ D(∞) ⊗D(∞). Logo, D(∞) é uma subcoálgebra de C.
Finalmente, mostremos que ∆(D(n)) ⊆ ∑nl=0D(n−l) ⊗ D(l), para
todo n ≥ 0. Fixemos n ≥ 0. Notemos que podemos escrever D(n) =
D(n−l−1) ∧D(l), para cada l ∈ {0, · · · , n− 1}. Assim,
∆(D(n)) = ∆(D(n−l−1) ∧D(l)) = ∆(∆−1(D(n−l−1) ⊗ C + C ⊗D(l)))
⊆ D(n−l−1) ⊗ C + C ⊗D(l).
Como isso ocorre para todo l ∈ {0, · · · , n−1}, temos que ∆(D(n)) ⊆⋂n−1
l=0 D
(n−l−1)⊗C +C ⊗D(l). Além disso, como D(n) é uma subcoál-
gebra, temos
∆(D(n)) ⊆
(⋂n−1
l=0 D
(n−l−1) ⊗ C + C ⊗D(l)
)
∩ (D(n) ⊗D(n))
=
⋂n−1
l=0 (D
(n−l−1) ⊗ C + C ⊗D(l)) ∩ (D(n) ⊗D(n)).
Pelo Lema 1.3, segue que
∆(D(n)) ⊆ ⋂n−1l=0 ((D(n−l−1) ∩D(n))⊗D(n) +D(n) ⊗ (D(l) ∩D(n)))
=
⋂n−1
l=0 (D
(n−l−1) ⊗D(n) +D(n) ⊗D(l)).
Agora, usando o Lema 1.5, concluímos que
∆(D(n)) ⊆
n∑
l=0
D(n−l) ⊗D(l).
Portanto {D(n)}∞n=0 é uma filtração de D(∞).
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Nosso objetivo agora é considerar na construção da filtração acima
a subcoálgebra D = C0 da coálgebra C. Mostramos que, nesse caso,
D(∞) = C. Daí, a filtração {D(n)}∞n=0 será uma filtração da coálgebra
C. Para isso, precisamos da próxima proposição.
Lembremos que dado um anel R com unidade 1, o radical de Ja-
cobson de R, que denotamos por J(R), é a interseção dos anuladores
de todos os R-módulos à esquerda simples. Também, um elemento y
em R pertence a J(R) se, e somente se, 1− xy é invertível à esquerda,
para todo x em R. Além disso, se R é um anel artiniano, então J(R) é
nilpotente. Mais detalhes sobre o radical de Jacobson de um anel, bem
como a demonstração desses resultados, podem ser encontrados em [9].
Lembremos também que, fixada uma coálgebra C e um C-comódulo
à esquerda M , podemos definir o conjunto CendC(M) de todos os
morfismos de C-comódulos f : M → M . Tal conjunto possui uma
estrutura de álgebra com a composição.
Proposição 1.21 Sejam C uma coálgebra e A = CendC(C). As afir-
mações abaixo são verdadeiras.
(i) A função φ : A → C∗ dada por φ(f) = ε ◦ f é um isomorfismo de
álgebras.
(ii) J(C∗) = C⊥0 .
Demonstração: (i) Seja g ∈ A. Como g é morfismo de C-comódulos
à esquerda temos, para todo c ∈ C, que g(c)1 ⊗ g(c)2 = c1 ⊗ g(c2).
Aplicando (I ⊗ ε) à igualdade anterior, temos que
g(c) = g(c)1 ⊗ ε(g(c)2) = c1ε(g(c2)) = c1(ε ◦ g)(c2). (?)
Sejam f, g ∈ A e c ∈ C. Então
(φ(f)φ(g))(c) = φ(f)(c1)φ(g)(c2) = (ε ◦ f)(c1)(ε ◦ g)(c2)
= (ε ◦ f)(c1(ε ◦ g)(c2)) (?)= (ε ◦ f)(g(c))
= (ε ◦ (f ◦ g))(c) = φ(f ◦ g)(c).
Além disso, é fácil ver que φ(IA) = ε = 1C∗ . Portanto, φ é um
morfismo de álgebras.
Definimos ψ : C∗ → A por ψ(u)(c) = u ⇀ c = u(c2)c1, para
quaisquer u ∈ C∗, c ∈ C. Mostremos que ψ está bem definida, ou seja,
que dado u ∈ C∗, ψ(u) ∈ A.
29
Para mostrarmos que ψ(u) é um morfismo de C-comódulos à es-
querda é suficiente mostrar que ψ(u) é morfismo de C∗-módulos à di-
reita com ação c ↼ c∗ = c∗(c1)c2 (veja [5], p. 79). Seja c ∈ C∗.
Então
ψ(u)(c ↼ c∗) = u ⇀ (c ↼ c∗)
(∗)
= (u ⇀ c) ↼ c∗ = ψ(u)(c) ↼ c∗,
a igualdade (∗) segue do fato de que C com essas ações à esquerda e à
direita é um (C∗, C∗)-bimódulo.
Agora mostremos que ψ é inversa de φ. Sejam u ∈ C∗ e c ∈ C.
Então
((φ ◦ ψ)(u))(c) = φ(ψ(u))(c) = (ε ◦ ψ(u))(c) = ε(ψ(u)(c))
= ε(u ⇀ c) = ε(u(c2)c1) = u(c2ε(c1)) = u(c).
Logo, (φ ◦ ψ)(u) = u, para todo u ∈ C∗ e portanto, φ ◦ ψ = IC∗ .
Sejam f ∈ A e c ∈ C. Então
(ψ ◦ φ)(f)(c) = ψ(φ(f))(c) = φ(f) ⇀ c = φ(f)(c2)c1
= (ε ◦ f)(c2)c1 = c1(ε ◦ f)(c2) (?)= f(c).
Logo, (ψ◦φ)(f) = f , para todo f ∈ A. Então ψ◦φ = IA. Portanto,
φ é isomorfismo de álgebras.
(ii) Como C0 é uma subcoálgebra, segue que C0 é um coideal à
esquerda de C e daí, (C0)⊥ = AnnC∗(C0) com respeito à ação c∗ ⇀
c = c∗(c2)c1, para quaisquer c∗ ∈ C∗ e c ∈ C (veja [5], Proposition
2.5.3).
Temos que J(C∗) é a interseção dos anuladores de todos os C∗-
módulos à esquerda simples e C0 = Soc(CC) (veja [5], Proposition
3.1.4), ou seja, C0 é a soma de todos os C-subcomódulos à direita
simples de C que equivale a dizermos que é a soma de todos os C∗-
submódulos à esquerda simples de C.
Assim, se f ∈ J(C∗) então f · M = 0, para todo C∗-módulo à
esquerda simples M . Dado c ∈ C0, podemos escrever c =
∑
i ci, com
ci ∈ Si, onde cada Si é um C∗-submódulo à esquerda simples de C.
Daí, f ⇀ c =
∑
i f ⇀ ci = 0. Logo, f ∈ AnnC∗(C0) = C0⊥. Portanto,
J(C∗) ⊆ C0⊥.
Seja u ∈ C0⊥. Denotamos f = φ−1(u) ∈ A. Assim, u = φ(f) = ε◦f
e então ε(f(C0)) = u(C0) = 0, pois u ∈ C0⊥. Seja c ∈ C0. Então
f(c)
(?)
= c1ε(f(c2)) = c1u(c2) = 0, pois c2 ∈ C0, ou seja, f(c) = 0, para
todo c ∈ C0.
Mostremos que f ∈ J(A). Seja h ∈ A. Chamemos g = IC − hf e
provemos que g é invertível à esquerda em A, ou seja, que g é injetora.
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Seja c ∈ ker(g) ∩ C0. Então 0 = g(c) = (IC − hf)(c) = c − h(f(c)) =
c − h(0) = c, pois f(C0) = 0. Logo, ker(g) ∩ C0 = 0 e como C0
é essencial em C (veja [5], Corollary 2.4.12), segue que ker(g) = 0.
Portanto, g é injetora. Assim, IC − hf é invertível à esquerda para
todo h ∈ A e então f ∈ J(A).
Como φ : A → C∗ é um isomorfismo de álgebras segue que u =
φ(f) ∈ J(C∗). Portanto, C0⊥ ⊆ J(C∗).
Proposição 1.22 Sejam C uma coálgebra e Cn = Cn−1∧C0, para todo
n ≥ 1. Então {Cn}∞n=0 é uma filtração de C. Tal filtração é chamada
filtração coradical de C.
Demonstração: Pela Proposição 1.20, resta verificarmos que C =⋃∞
n=0 Cn. Pelo Teorema fundamental das coálgebras, temos que C é a
soma de suas subcoálgebras de dimensão finita. Seja D uma subcoál-
gebra de C de dimensão finita. É suficiente mostrarmos que D ⊆ Cm,
para algum m ≥ 0.
Pela proposição acima, temos que J(D∗) = D0⊥. Sendo D de
dimensão finita, D∗ também o é. Portanto, D∗ é artiniano. Logo,
J(D∗) é nilpotente e assim, existe m ≥ 1 tal que J(D∗)m = 0, ou seja,
(D0
⊥)m = 0.
Mostremos por indução que ∧nDD0 = ((D0⊥)n)⊥,∀n ≥ 1. Para
n = 1 é claro, pois ∧1DD0 = D0 = (D⊥0 )⊥ = ((D0⊥)1)⊥. Supo-
nhamos que vale para n e mostremos que vale para n + 1. Temos
∧n+1D D0 = ∧nDD0 ∧DD0 = ((∧nDD0)⊥D⊥0 )⊥ = ((((D0⊥)n)⊥)⊥D⊥0 )⊥
(∗)
=
((D0
⊥)nD⊥0 )
⊥ = ((D0⊥)n+1)⊥, a igualdade (∗) é devida ao fato de que
D0 possui dimensão finita.
Em particular, ∧mDD0 = ((D0⊥)m)⊥ = 0⊥ = D. Além disso, como
D ⊆ C e D0 ⊆ C0, segue que D = ∧mDD0 ⊆ ∧mC0 = Cm−1.
Teorema 1.6 Sejam C uma coálgebra e A uma álgebra. Então f ∈
Hom(C,A) é invertível segundo o produto de convolução se, e somente
se, f |C0 é invertível em Hom(C0, A).
Demonstração: (⇒) De fato, se (f ∗g)(c) = µε(c) = (g∗f)(c),∀c ∈ C
então (f ∗ g)(c) = µε(c) = (g ∗ f)(c),∀c ∈ C0.
(⇐) Seja g ∈ Hom(C0, A) o inverso de f |C0 . Como C0 é um k-
subespaço vetorial de C, existe um k-subespaço vetorial D ⊆ C tal
que C = C0 ⊕ D. Seja g′ ∈ Hom(C,A) tal que g′|C0 = g e g′|D = 0.
Consideremos γ = µε− g′ ∗ f . Então, se c ∈ C0, temos
γ(c) = µε(c)− (g′ ∗ f)(c) = µε(c)− (g ∗ f)(c) = 0.
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Assim, γ|C0 = 0. Mostremos por indução que γn+1|Cn = 0. Supo-
nhamos que γn|Cn−1 = 0 e provemos que γn+1|Cn = 0. Seja c ∈ Cn =
Cn−1∧C0. Então ∆(c) ∈ Cn−1⊗C+C⊗C0. Assim, podemos escrever
∆(c) =
∑
i ai ⊗ ci +
∑
i c
′
i ⊗ bi, com ci, c′i ∈ C, ai ∈ Cn−1 e bi ∈ C0.
Daí,
γn+1(c) = (γn ∗ γ)(c) =
∑
i
γn(ai)γ(ci) +
∑
i
γn(c′i)γ(bi) = 0,
pois γ|C0 = 0 = γn|Cn−1 .
Com isso, podemos definir ϕ =
∑
n≥0 γ
n ∈ Hom(C,A). De fato,
dado c ∈ C, como C = ⋃∞n=0 Cn, existe m ≥ 0 tal que c ∈ Cm. Daí,
γm+k(c) = 0, para todo k ≥ 1, pois γm+1|Cm = 0. Assim, para cada
c ∈ C existe m ≥ 0 (que depende de c) tal que ϕ(c) = ∑mn=0 γn(c).
Mostremos que ϕ ∗ g′ é um inverso à esquerda de f com respeito
ao produto de convolução em Hom(C,A). Seja c ∈ C. Então c ∈
Cm = Cm−1 ∧C0 para algum m ≥ 0. Assim, podemos escrever ∆(c) =∑
i ai ⊗ ci +
∑
i c
′
i ⊗ bi, com ci, c′i ∈ C, ai ∈ Cm−1 e bi ∈ C0. Daí,
((ϕ ∗ g′) ∗ f)(c) = (ϕ ∗ (g′ ∗ f))(c) = (ϕ ∗ (µε− γ))(c)
= (ϕ ∗ µε− ϕ ∗ γ)(c) = ϕ(c)− (ϕ ∗ γ)(c)
=
m∑
n=0
γn(c)−
∑
i
ϕ(ai)γ(ci)−
∑
i
ϕ(c′i)γ(bi)
=
m∑
n=0
γn(c)−
∑
i
m−1∑
k=0
γk(ai)γ(ci)
=
m∑
n=0
γn(c)−
m−1∑
k=0
∑
i
γk(ai)γ(ci)
(∗)
=
m∑
n=0
γn(c)−
m−1∑
k=0
γk+1(c) = γ0(c) = µε(c).
Para a igualdade (∗) notemos que, para cada k ∈ {0, · · · ,m − 1},
temos
γk+1(c) = (γk∗γ)(c) =
∑
i
γk(ai)γ(ci)+
∑
i
γk(c′i)γ(bi) =
∑
i
γk(ai)γ(ci).
Analogamente, usando que β = µε−f ∗g′, a função ψ = ∑n≥0 βn ∈
Hom(C,A) está bem definida . Assim, mostra-se que g′∗ψ é um inverso
à direita de f . Portanto, f é invertível em Hom(C,A).
Lema 1.6 Seja C uma coálgebra conexa com G(C) = {1}. Então,
para cada n ≥ 1 e cada c ∈ Cn, temos que ∆(c) = c ⊗ 1 + 1 ⊗ c + y,
com y ∈ Cn−1 ⊗ Cn−1. Além disso, C1 = k1⊕ P (C).
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Demonstração: Sejam n ≥ 1 e c ∈ Cn. Então
∆(c) ∈
n∑
i=0
Cn−i ⊗ Ci ⊆ C0 ⊗ Cn + Cn ⊗ C0 + Cn−1 ⊗ Cn−1.
Assim, como C0 = k1, existem a, b ∈ Cn tais que ∆(c) = a ⊗ 1 +
1⊗ b+ z, com z ∈ Cn−1 ⊗ Cn−1. Logo,
c = (I ⊗ ε)∆(c) = aε(1) + 1ε(b) + (I ⊗ ε)(z) ∈ a+ Cn−1,
ou seja, existe c′ ∈ Cn−1 tal que c′ = a− c.
Analogamente, usando (ε⊗ I), existe c′′ ∈ Cn−1 tal que c′′ = b− c.
Consideremos y = c′ ⊗ 1 + 1⊗ c′′ + z. Claramente, y ∈ Cn−1 ⊗Cn−1 e
c⊗ 1 + 1⊗ c+ y = a⊗ 1 + 1⊗ b+ z = ∆(c).
Mostremos que C1 ⊆ k1⊕P (C). Seja c ∈ C1. Então, c = ε(c)1+c−
ε(c)1. É claro que ε(c)1 ∈ k1, falta mostrarmos que c− ε(c)1 ∈ P (C).
Pelo feito acima, como c ∈ C1, então ∆(c) = c⊗ 1 + 1⊗ c + α(1⊗ 1),
com α ∈ k. Daí, c = (ε ⊗ I)∆(c) = ε(c)1 + c + α1, donde α = −ε(c).
Logo,
∆(c− ε(c)1) = c⊗ 1 + 1⊗ c− ε(c)1⊗ 1− ε(c)1⊗ 1
= (c− ε(c)1)⊗ 1 + 1⊗ (c− ε(c)1).
Portanto, c ∈ k1 + P (C). Mostremos que k1 + P (C) ⊆ C1. Seja
x ∈ k1 + P (C). Então x = λ1 + v com λ ∈ k e v ∈ P (C). Assim,
∆(x) = λ(1⊗ 1) + v ⊗ 1 + 1⊗ v ∈ C0 ⊗ C + C ⊗ C0.
Logo, x ∈ C0 ∧ C0 = C1. Portanto, C1 = k1 + P (C).
Vejamos agora que tal soma é direta. Seja x ∈ k1 ∩ P (C). Então
x = β1, para algum β ∈ k e β(1 ⊗ 1) = ∆(x) = x ⊗ 1 + 1 ⊗ x =
β(1⊗ 1) + β(1⊗ 1), donde β = 0, ou seja x = 0.
Teorema 1.7 Sejam C e D coálgebras, C conexa com G(C) = {1} e
f : C → D um morfismo de coálgebras tal que f |P (C) é injetora. Então
f é injetora.
Demonstração: Como 1 ∈ G(C) e f é um morfismo de coálge-
bras, segue que εD(f(1)) = εC(1) = 1. Logo, f(1) 6= 0. Tam-
bém, εD(f(P (C))) = εC(P (C)). Mas, εC(P (C)) = 0, pois dado
x ∈ P (C) temos que x = (ε ⊗ I)∆(x) = ε(x)1 + x e isso nos diz
que ε(x) = 0,∀x ∈ P (C). Assim, εD(f(P (C))) = 0.
Além disso, f(k1) ∩ f(P (C)) = 0, pois se x ∈ f(k1) ∩ f(P (C)) = 0
então x = f(β1), para algum β ∈ k. Assim, εD(x) = 0, pois x ∈
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f(P (C)). Por outro lado, ε(x) = ε(f(β1)) = βε(f(1)) = β1 = β,
donde β = 0.
Mostremos que f é injetora em C1. Seja c ∈ C1. Pelo lema acima,
c = α1 + v com α ∈ k e v ∈ P (C). Suponhamos que f(c) = 0, então
0 = f(c) = f(α1) + f(v). Daí, f(α1) = −f(v) ∈ f(1k) ∩ f(P (C)) = 0,
donde αf(1) = 0. Logo, α = 0 (f(1) 6= 0) e então c = v ∈ P (C). Por
hipótese, f |P (C) é injetora e portanto, como c ∈ P (C) e f(c) = 0, segue
que c = 0. Logo, f |C1 é injetora.
Agora provemos por indução que f |Cn é injetora. Assumimos que
f |Cn é injetora, para um n fixo. Seja x ∈ Cn+1 tal que f(x) = 0. Pelo
lema anterior, ∆(x) = x⊗ 1 + 1⊗x+ y, para algum y ∈ Cn⊗Cn. Daí,
0 = ∆(f(x)) = (f ⊗ f)∆(x) = (f ⊗ f)(y).
Assim, como f |Cn é injetora, f |Cn ⊗ f |Cn também o é, e então
y = 0. Logo, x ∈ P (C) e como f |P (C) é injetora isto implica que x = 0.
Portanto, f |Cn+1 é injetora.
Como C =
⋃∞
n=0 Cn, segue que f é injetora em C.
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Capítulo 2
Categorias
Nesse capítulo apresentamos os conceitos de categoria tensorial, ca-
tegoria trançada, categoria rígida e categoria simétrica, juntamente com
exemplos e alguns resultados principais para o desenvolvimento desse
trabalho. A princípio, para nossos objetivos não seria necessário o
desenvolvimento de todos os resultados que aparecem aqui. Porém, os
mesmos surgiram como respostas às perguntas que nos fizemos ao longo
do caminho e achamos por bem incluí-los no trabalho.
Esse capítulo foi desenvolvido com base em [6], [7], [8] e [15].
2.1 Definições e exemplos
Definição 2.1 Uma categoria C é definida como uma classe de objetos
e uma classe de conjuntos de morfismos que satisfazem os seguintes
axiomas:
(i) Para todo par (U, V ) de objetos em C existe um conjunto HomC(U, V )
de morfismos de U para V tais que HomC(U, V ) ∩HomC(W,X) = ∅,
se (U, V ) 6= (W,X), para (W,X) par de objetos em C. Um morfismo
f ∈ HomC(U, V ) é denotado por f : U → V ou U f // V ;
(ii) Para quaisquer U, V e X objetos em C existe uma função
HomC(U, V )×HomC(V,X) → HomC(U,X)
(f, g) 7→ g ◦ f
chamada composição de morfismos, que é associativa;
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(iii) Para cada objeto U em C existe um morfismo IU ∈ HomC(U,U)
tal que f ◦ IU = f e IU ◦ g = g, para quaisquer f ∈ HomC(U, V ) e
g ∈ HomC(V,U), sendo V um objeto qualquer em C. Tal morfismo é
chamado morfismo identidade de U .
Exemplo 2.1 A classe dos conjuntos juntamente com a classe das
funções é uma categoria, categoria dos conjuntos.
Exemplo 2.2 A classe dos anéis juntamente com a classe dos morfis-
mos de anéis é uma categoria, categoria dos anéis.
Exemplo 2.3 Seja R um anel. A classe dos R-módulos à esquerda
juntamente com a classe dos R-morfismos à esquerda é uma categoria,
denotada por RM, chamada categoria dos R-módulos à esquerda.
Exemplo 2.4 Seja C uma coálgebra. A classe dos C-comódulos à
esquerda juntamente com a classe dos morfismos de C-comódulos à
esquerda é uma categoria, denotada por CM, dita categoria dos C-
comódulos à esquerda.
Exemplo 2.5 Sejam C e D categorias. O produto C×D, cujos objetos
são todos os pares (U, V ) tais que U e V são objetos em C e D, respec-
tivamente, e os morfismos são da forma (f, g) : (U, V ) → (W,X), com
f ∈ HomC(U,W ) e g ∈ HomD(V,X), é uma nova categoria, chamada
categoria produto. A composição (quando possível) e a identidade são
dadas por (f ′, g′) ◦ (f, g) = (f ′ ◦ f, g′ ◦ g) e I(U,V ) = (IU , IV ).
Definição 2.2 Sejam C e D categorias. Um funtor covariante (ou
simplesmente um funtor) F de C para D, denotado por F : C → D, é
um par de funções (ambas denotadas por F ), uma função objeto que
associa cada objeto U em C a um objeto F (U) em D e uma função
morfismo que associa cada morfismo f : U → V em C a um morfismo
F (f) : F (U)→ F (V ) em D tal que
(i) F (IU ) = IF (U), para todo morfismo identidade IU em C;
(ii) F (g ◦ f) = F (g) ◦ F (f), para quaisquer dois morfismos f e g em C
cuja composição g ◦ f está definida.
Lembramos que a palavra função que aparece na definição acima
relacionando duas categorias significa apenas uma regra e não uma
função no sentido usual da teoria dos conjuntos.
Exemplo 2.6 O funtor identidade Id : C→ C que associa cada objeto
e cada morfismo em C a si mesmos.
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Exemplo 2.7 Sejam k um anel comutativo com unidade, kM a catego-
ria dos k-módulos e ⊗ := ⊗k. Definimos Id⊗k : kM→ kM que associa
cada k-módulo M ao k-módulo M ⊗k e cada morfismo f : M → N em
kM ao morfismo f ⊗ Ik : M ⊗ k → N ⊗ k. Mostremos que Id⊗ k é um
funtor. De fato,
(Id⊗ k)(IM ) = IM ⊗ Ik = IM⊗k = I(Id⊗k)(M)
e
(Id⊗ k)(f ◦ g) = (f ◦ g)⊗ Ik = (f ◦ g)⊗ (Ik ◦ Ik)
= (f ⊗ Ik) ◦ (g ⊗ Ik) = (Id⊗ k)(f) ◦ (Id⊗ k)(g).
Exemplo 2.8 Sejam C e D categorias. Então τ : C×D→ D× C que
associa cada objeto (U, V ) em C×D ao objeto (V,U) em D×C e cada
morfismo (f, g) em C × D ao morfismo (g, f) em D × C é um funtor.
De fato,
τ(I(U,V )) = τ(IU , IV ) = (IV , IU ) = I(V,U) = Iτ(U,V )
e
τ((f ′, g′) ◦ (f, g)) = τ(f ′ ◦ f, g′ ◦ g) = (g′ ◦ g, f ′ ◦ f)
= (g′, f ′) ◦ (g, f) = τ(f ′, g′) ◦ τ(f, g).
Definição 2.3 Sejam C, D categorias e F : C → D, G : C → D
funtores. Uma transformação natural entre F e G é uma função α :
F → G que associa cada objeto U em C a um morfismo αU : F (U) →
G(U) em D tal que, para cada morfismo f : U → V em C, o diagrama
abaixo comuta
F (U)
αU //
F (f)

G(U)
G(f)

F (V )
αV
// G(V ).
Observação 2.1 (i) Sejam U e V objetos em uma categoria C. Um
morfismo f : U → V em C é dito um isomorfismo se existe um morfismo
f−1 : V → U em C tal que f ◦ f−1 = IV e f−1 ◦ f = IU . Tal morfismo
é chamado morfismo inverso de f .
(ii) Se, para cada objeto U em C, o morfismo αU da definição acima for
um isomorfismo em D, então α é dito um isomorfismo natural. Além
disso, α−1 : G → F que associa cada objeto U em C ao morfismo
α−1U : G(U)→ F (U) em D é também uma transformação natural.
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Exemplo 2.9 Seja k um anel comutativo com unidade. Consideremos
o funtor Id⊗k do Exemplo 2.7 e Id : kM→ kM. Definimos α : Id⊗k →
Id de maneira que, para cada M em kM,
αM : M ⊗ k → M
m⊗ x 7→ mx.
É claro que αM é morfismo em kM. Mostremos que α é uma trans-
formação natural. Seja f : M → N um morfismo em kM. Provemos
que Id(f) ◦ αM = αN ◦ (Id ⊗ k)(f), ou seja, f ◦ αM = αN ◦ (f ⊗ Ik).
Sejam m ∈M e x ∈ k. Então
(f ◦ αM )(m⊗ x) = f(αM (m⊗ x)) = f(mx) = f(m)x
= αN (f(m)⊗ x) = αN ((f ⊗ Ik)(m⊗ x))
= (αN ◦ (f ⊗ Ik))(m⊗ x).
Além disso, como αM é isomorfismo em kM, segue que α é um
isomorfismo natural.
2.2 Categorias tensoriais
Agora que estamos familiarizados com os conceitos de categoria,
categoria produto, funtor e transformação natural, temos todas as fer-
ramentas necessárias para definir categoria tensorial. Tal conceito é
de muita importância, pois mais à frente, definimos uma categoria
trançada (que é uma categoria tensorial), um dos principais temas desse
trabalho.
Definição 2.4 Uma categoria tensorial é uma coleção (C,⊗, I, a, l, r),
em que C é uma categoria, ⊗ : C×C→ C é um funtor, chamado produto
tensorial e I é um objeto em C, chamado objeto unidade.
Além disso, a é um isomorfismo natural entre os funtores (−⊗(−⊗
−)) e ((−⊗−)⊗−) de C× C× C para C, l é um isomorfismo natural
entre os funtores Id e Id⊗ I de C para C e r é um isomorfismo natural
entre os funtores Id e I⊗Id de C para C tais que, para quaisquer objetos
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U, V,W,X em C, os seguintes diagramas
(U ⊗ V )⊗ (W ⊗X)
aU⊗V,W,X
))
U ⊗ (V ⊗ (W ⊗X))
aU,V,W⊗X
55
IU⊗aV,W,X

((U ⊗ V )⊗W )⊗X
U ⊗ ((V ⊗W )⊗X)
aU,V⊗W,X
// (U ⊗ (V ⊗W ))⊗X
aU,V,W⊗IX
OO
U ⊗ (I⊗ V ) aU,I,V // (U ⊗ I)⊗ V
U ⊗ V
IU⊗rV
ff
lU⊗IV
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são comutativos.
Na definição acima, o fato de que o primeiro diagrama comuta é
chamado axioma do pentágono e o fato do segundo diagrama comutar
é chamado axioma do triângulo. Esses axiomas expressam, essencial-
mente, que o produto tensorial de um número finito de objetos está
bem definido, independentemente da posição dos parênteses e que I é
uma unidade para o produto tensorial.
Com o objetivo de evitarmos qualquer dúvida, esclarecemos que o
funtor ⊗ associa cada objeto (U, V ) em C × C ao objeto U ⊗ V em C.
Assim como, associa cada morfismo (f, g) em C× C ao morfismo f ⊗ g
em C. Também, o funtor I⊗ Id associa cada objeto U em C ao objeto
I ⊗ U em C e cada morfismo f em C ao morfismo II ⊗ f . Valem as
mesmas considerações para o funtor Id⊗ I.
De agora em diante, omitimos o símbolo ◦ da composição de mor-
fismos, denotando f ◦ g por fg.
Exemplo 2.10 Consideremos C a categoria dos conjuntos, ⊗ := ×,
o produto cartesiano de conjuntos, e I = {y}, um conjunto unitário
qualquer. Para quaisquer U, V,W conjuntos em C, definimos
aU,V,W : U × (V ×W ) → (U × V )×W
(u, (v, w)) 7→ ((u, v), w)
rU : U → {y} × U lU : U → U × {y}
u 7→ (y, u) u 7→ (u, y).
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Mostremos que (C,×, {y}, a, l, r) é uma categoria tensorial. Fixados
objetos U, V,W em C, é claro que aU,V,W , rU e lU são isomorfismos
em C (bijeções). Logo, basta verificarmos a condição da definição de
transformação natural. Sejam U, V,W,U ′, V ′,W ′ conjuntos em C, f :
U → U ′, g : V → V ′ e h : W →W ′ funções em C. Verifiquemos que os
diagramas abaixo comutam
U × (V ×W ) aU,V,W //
f×(g×h)

(U × V )×W
(f×g)×h

U ′ × (V ′ ×W ′)
aU′,V ′,W ′
// (U ′ × V ′)×W ′
U
lU //
f

U × {y}
f×I{y}

U ′
lU′
// U ′ × {y}
U
rU //
f

{y} × U
I{y}×f

U ′
rU′
// {y} × U ′.
Sejam u ∈ U, v ∈ V e w ∈W . Então
((f × g)× h)aU,V,W (u, (v, w)) = ((f × g)× h)((u, v), w)
= ((f × g)(u, v), h(w))
= ((f(u), g(v)), h(w))
= aU ′,V ′,W ′(f(u), (g(v), h(w)))
= aU ′,V ′,W ′(f × (g × h))(u, (v, w)),
((f × I{y})lU )(u) = (f × I{y})(u, y) = (f(u), y) = lU ′(f(u)) = (lU ′f)(u)
e
((I{y}×f)rU )(u) = (I{y}×f)(y, u) = (y, f(u)) = rU ′(f(u)) = (rU ′f)(u).
Logo, a, l e r são isomorfismos naturais. Mostremos agora que valem
os axiomas do pentágono e do triângulo. Sejam U, V,W,X conjuntos
em C, u ∈ U, v ∈ V,w ∈W e x ∈ X. Temos
aU×V,W,XaU,V,W×X(u, (v, (w, x))) = aU×V,W,X((u, v), (w, x))
= (((u, v), w), x)
= (aU,V,W × IX)((u, (v, w)), x)
= (aU,V,W × IX)(aU,V×W,X(u, ((v, w), x)))
= (aU,V,W × IX)aU,V×W,X(IU × aV,W,X)(u, (v, (w, x)))
e
aU,I,V (IU × rV )(u, v) = aU,I,V (u, (y, v)) = ((u, y), v) = (lU × IV )(u, v).
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Portanto, (C,×, {y}, a, l, r) é uma categoria tensorial.
Exemplo 2.11 Seja R um anel comutativo com unidade. Conside-
remos RM a categoria dos R-módulos, ⊗ := ⊗R, o produto tensorial
usual sobre R e I = R. Lembremos que, se U e V são R-módulos, então
U ⊗ V também o é, cuja ação é dada por
r · (u⊗ v) = r · u⊗ v,∀r ∈ R,∀u ∈ U,∀v ∈ V.
Além disso, se f : U → U ′ e g : V → V ′ são morfismos em RM,
então f ⊗ g também o é, basta definirmos
(f ⊗ g)(u⊗ v) = f(u)⊗ g(v),∀u ∈ U,∀v ∈ V.
De fato, sejam u ∈ U, v ∈ V e r ∈ R. Então
(f ⊗ g)(r · (u⊗ v)) = (f ⊗ g)(r · u⊗ v) = f(r · u)⊗ g(v)
= r · f(u)⊗ g(v) = r · ((f ⊗ g)(u⊗ v)).
Assim, o funtor ⊗ está bem definido. Para quaisquer U, V e W
R-módulos, definimos
aU,V,W : U ⊗ (V ⊗W ) → (U ⊗ V )⊗W
u⊗ (v ⊗ w) 7→ (u⊗ v)⊗ w
rU : U → R⊗ U lU : U → U ⊗R
u 7→ 1⊗ u u 7→ u⊗ 1.
Mostremos que (RM,⊗, R, a, l, r) é uma categoria tensorial. Sabe-
mos que aU,V,W , lU e rU são R-isomorfismos. Sejam U, V,W,U ′, V ′,W ′
R-módulos, f : U → U ′, g : V → V ′ e h : W → W ′ R-morfismos.
Notemos que os diagramas abaixo comutam
U ⊗ (V ⊗W ) aU,V,W //
f⊗(g⊗h)

(U ⊗ V )⊗W
(f⊗g)⊗h

U ′ ⊗ (V ′ ⊗W ′)
aU′,V ′,W ′
// (U ′ ⊗ V ′)⊗W ′
U
lU //
f

U ⊗R
f⊗IR

U ′
lU′
// U ′ ⊗R
U
rU //
f

R⊗ U
IR⊗f

U ′
rU′
// R⊗ U ′.
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A comutatividade do primeiro diagrama é análoga à do exemplo
anterior. Façamos a comutatividade do segundo. Seja u ∈ U . Então
(f ⊗ IR)lU (u) = (f ⊗ IR)(u⊗ 1) = f(u)⊗ 1 = lU ′(f(u)) = (lU ′f)(u).
Analogamente, mostra-se a comutatividade do terceiro diagrama.
Assim, a, l e r são isomorfismos naturais.
A verificação do axioma do pentágono é análoga à do exemplo an-
terior. Verifiquemos o axioma do triângulo. Sejam U, V R-módulos,
u ∈ U e v ∈ V . Então
aU,R,V (IU ⊗ rV )(u⊗ v) = aU,R,V (u⊗ (1⊗ v)) = ((u⊗ 1)⊗ v)
= (lU ⊗ IV )(u⊗ v).
Portanto, (RM,⊗, R, a, l, r) é uma categoria tensorial. Ainda nesse
exemplo, notemos que se R = k é um corpo, ⊗ = ⊗k, a, l e r definidas
da mesma maneira, a categoria dos k-espaços vetoriais é uma categoria
tensorial.
Antes de apresentarmos os dois próximos exemplos de categoria
tensorial, gostaríamos de lembrar ao leitor que, ao considerarmos um
módulo sobre uma álgebra A (um comódulo sobre uma coálgebra C),
os mesmos são, por definição, k-espaços vetoriais (veja Definições 1.13 e
1.14) aos quais está agregada a estrutura deA-módulo (de C-comódulo).
O mesmo ocorrendo para os morfismos deA-módulos (de C-comódulos),
o leitor pode consultar a Definição 1.15 (i) e (ii).
Seja H uma biálgebra sobre um corpo k. Ao considerarmos a cate-
goria HM dos H-módulos à esquerda cujos objetos são os H-módulos
à esquerda e os morfismos são, exatamente, de H-módulos à esquerda,
devemos sempre ter em mente o que acabamos de mencionar acima.
Também, ao considerarmos a categoria HM dos H-comódulos à
esquerda, cujos objetos são os H-comódulos à esquerda e os morfismos
são de H-comódulos à esquerda, também devemos lembrar do que foi
dito acima.
Deixamos claro que, ao longo do trabalho, a expressão “à esquerda”
pode ser omitida por estar claro no contexto.
Exemplo 2.12 Sejam k um corpo e (H,∆, ε,m, µ) uma biálgebra so-
bre k. Consideremos a categoria HM, ⊗ := ⊗k, o produto tenso-
rial usual sobre k, I = k, a, l e r definidas como no exemplo acima.
Mostremos que (HM,⊗, k, a, l, r) é uma categoria tensorial.
Primeiramente notemos que se M e N são H-módulos à esquerda,
então M ⊗N também o é, com ação dada por
h · (m⊗ n) = h1 ·m⊗ h2 · n,∀h ∈ H,∀m ∈M,∀n ∈ N.
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Da mesma forma, se f : M → M ′ e g : N → N ′ são morfismos em
HM, então f ⊗g também o é, basta definirmos f ⊗g como no Exemplo
2.11. De fato, sejam h ∈ H, m ∈M e n ∈ N . Então
(f ⊗ g)(h · (m⊗ n)) = f(h1 ·m)⊗ g(h2 · n) = h1 · f(m)⊗ h2 · g(n)
= h · (f(m)⊗ g(n)) = h · ((f ⊗ g)(m⊗ n)).
Assim, o funtor ⊗ está bem definido. Além disso, k é um H-módulo
com a ação
h · α = ε(h)α,∀h ∈ H,∀α ∈ k.
Sejam M,N,P H-módulos à esquerda, m ∈ M,n ∈ N e p ∈ P .
Então
aM,N,P (h · (m⊗ (n⊗ p))) = aM,N,P (h1 ·m⊗ h2 · (n⊗ p))
= aM,N,P (h1 ·m⊗ (h21 · n⊗ h22 · p))
= aM,N,P (h1 ·m⊗ (h2 · n⊗ h3 · p))
= (h1 ·m⊗ h2 · n)⊗ h3 · p
= h1 · (m⊗ n)⊗ h2 · p
= h · ((m⊗ n)⊗ p)
= h · (aM,N,P (m⊗ (n⊗ p)),
lM (h ·m) = (h ·m)⊗ 1 = (h1ε(h2) ·m)⊗ 1 = h1 ·m⊗ ε(h2)1
= h1 ·m⊗ h2 · 1 = h · (m⊗ 1) = h · (lM (m))
e analogamente, mostra-se que rM (h · m) = h · rM (m). Portanto,
aM,N,P , lM e rM são H-morfismos e claramente são bijetores. As-
sim, os mesmos são H-isomorfismos. A verificação de que a, l e r são
isomorfismos naturais, assim como a validade dos axiomas do pentá-
gono e do triângulo são feitas de maneira análoga aos dois exemplos
imediatamente anteriores. Portanto, (HM,⊗, k, a, l, r) é uma categoria
tensorial.
Aqui, alertamos o leitor para o fato de que usamos sempre a mesma
notação para a função identidade, a saber I, omitindo o conjunto para
o qual a mesma é a identidade. Aproveitando a ocasião, informamos
que as unidades das álgebras envolvidas são denotadas por 1. Ambas
notações são usadas em todo o trabalho, salvo nos casos em que possa
ocorrer alguma confusão.
Exemplo 2.13 Sejam k um corpo e (H,∆, ε,m, µ) uma biálgebra so-
bre k. Consideremos a categoria HM, ⊗ := ⊗k, o produto tenso-
rial usual sobre k, I = k, a, l e r definidas como no Exemplo 2.11.
Mostremos que (HM,⊗, k, a, l, r) é uma categoria tensorial.
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Primeiramente notemos que seM e N são H-comódulos à esquerda,
então M ⊗N é também um H-comódulo à esquerda via ρ : M ⊗N →
H ⊗M ⊗N dada por
ρ(m⊗ n) = m(−1)n(−1) ⊗m(0) ⊗ n(0).
Igualmente, se f : M → M ′ e g : N → N ′ são morfismos em HM
então f ⊗ g é também um morfismo de H-comódulos, definindo f ⊗ g
como no Exemplo 2.11. Façamos a prova desse fato. Sejam m ∈ M e
n ∈ N . Então
(ρ(f ⊗ g))(m⊗ n) = ρ(f(m)⊗ g(n))
= f(m)(−1)g(n)(−1) ⊗ f(m)(0) ⊗ g(n)(0)
(∗)
= m(−1)n(−1) ⊗ f(m(0))⊗ g(n(0))
= (I ⊗ (f ⊗ g))(m(−1)n(−1) ⊗m(0) ⊗ n(0))
= (I ⊗ (f ⊗ g))ρ(m⊗ n),
a igualdade (∗) segue do fato de que f e g são morfismos de H-
comódulos. Assim, o funtor ⊗ está bem definido. Além disso, k é
também um H-comódulo à esquerda via ρ : k → H ⊗ k definida por
ρ(1) = 1⊗ 1.
Sejam M,N e P H-comódulos à esquerda. Mostremos que aM,N,P
é morfismo de H-comódulos. Sejam m ∈M,n ∈ N e p ∈ P . Então
ρaM,N,P (m⊗ (n⊗ p)) = ρ((m⊗ n)⊗ p)
= (m⊗ n)(−1)p(−1) ⊗ (m⊗ n)(0) ⊗ p(0)
= (m(−1)n(−1))p(−1) ⊗ (m(0) ⊗ n(0))⊗ p(0)
= m(−1)(n(−1)p(−1))⊗ (m(0) ⊗ n(0))⊗ p(0)
= (I ⊗ aM,N,P )(m(−1)(n(−1)p(−1))⊗m(0) ⊗ (n(0) ⊗ p(0)))
= (I ⊗ aM,N,P )(m(−1)(n⊗ p)(−1) ⊗m(0) ⊗ (n⊗ p)(0))
= (I ⊗ aM,N,P )ρ(m⊗ (n⊗ p)).
Também
ρlM (m) = ρ(m⊗ 1) = m(−1)1(−1) ⊗m(0) ⊗ 1(0)
(∗)
= m(−1) ⊗m(0) ⊗ 1 = (I ⊗ lM )(m(−1) ⊗m(0)) = (I ⊗ lM )ρ(m),
a igualdade (∗) segue de que ρ(1) = 1⊗ 1.
Logo, lM é morfismo e analogamente, mostra-se que rM também
o é. Sendo tais funções bijetoras e morfismos em HM, segue que são
isomorfismos em HM.
As naturalidades de a, l e r, assim como os axiomas do pentágono e
do triângulo seguem analogamente dos Exemplos 2.10 e 2.11. Portanto,
(HM,⊗, k, a, l, r) é uma categoria tensorial.
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O próximo resultado fornece uma propriedade que será útil na prova
da Proposição 2.2, mais adiante.
Proposição 2.1 Sejam V e W objetos de uma categoria tensorial C
com objeto unidade I. Então os seguintes diagramas
I⊗ (V ⊗W ) aI,V,W // (I⊗ V )⊗W
V ⊗W
rV⊗W
gg
rV ⊗I
88
V ⊗ (W ⊗ I) aV,W,I // (V ⊗W )⊗ I
V ⊗W
I⊗lW
gg
lV⊗W
88
são comutativos.
Demonstração: Seja U um objeto qualquer na categoria. Considere-
mos o seguinte diagrama:
U ⊗ (I⊗ (V ⊗W ))
aU,I,V⊗W
uu
I⊗aI,V,W
))
(U ⊗ I)⊗ (V ⊗W )
aU⊗I,V,W

U ⊗ (V ⊗W )
lU⊗I
oo
I⊗rV⊗W
OO
I⊗(rV ⊗I)
//
aU,V,W

U ⊗ ((I⊗ V )⊗W )
aU,I⊗V,W

((U ⊗ I)⊗ V )⊗W (U ⊗ V )⊗W
(lU⊗I)⊗I
oo
(I⊗rV )⊗I
// (U ⊗ (I⊗ V ))⊗W
(U ⊗ (I⊗ V ))⊗W.
aU,I,V ⊗I
ii
Provemos que o triângulo superior direito comuta, ou seja,
(I ⊗ aI,V,W )(I ⊗ rV⊗W ) = I ⊗ (rV ⊗ I). (?)
Temos que o hexágono (parte externa do diagrama) comuta pelo
axioma do pentágono. Assim,
I ⊗ aI,V,W = a−1U,I⊗V,W (a−1U,I,V ⊗ I)aU⊗I,V,WaU,I,V⊗W .
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Lembrando que I = IV⊗W = IV ⊗ IW (Exemplo 2.5 e Definição 2.2
(i)), os quadrados comutam pela naturalidade de a. Logo,
aU⊗I,V,W (lU ⊗ I) = ((lU ⊗ I)⊗ I)aU,V,W
e
I ⊗ (rV ⊗ I) = a−1U,I⊗V,W ((I ⊗ rV )⊗ I)aU,V,W .
Observemos que pelo axioma do triângulo vale
aU,I,V (I ⊗ rV ) = lU ⊗ I.
No entanto, novamente pelo Exemplo 2.5, para morfismos em C×C
temos
(aU,I,V , I) ◦ (I ⊗ rV , I) = (aU,I,V (I ⊗ rV ), I) = (lU ⊗ I, I),
ou seja, em C temos exatamente (aU,I,V ⊗ I)((I ⊗ rV ) ⊗ I) = (lU ⊗
I)⊗ I e isso é equivalente a dizermos que o triângulo inferior comuta.
A comutatividade do triângulo superior esquerdo segue claramente do
axioma do triângulo. Daí,
I⊗rV⊗W = a−1U,I,V⊗W (lU⊗I) e (lU⊗I)⊗I = (aU,I,V ⊗I)((I⊗rV )⊗I).
Usando as igualdades acima, temos
(I ⊗ aI,V,W )(I ⊗ rV⊗W ) =
= a−1U,I⊗V,W (a
−1
U,I,V ⊗ I)aU⊗I,V,WaU,I,V⊗Wa−1U,I,V⊗W (lU ⊗ I)
= a−1U,I⊗V,W (a
−1
U,I,V ⊗ I)aU⊗I,V,W (lU ⊗ I)
= a−1U,I⊗V,W (a
−1
U,I,V ⊗ I)((lU ⊗ I)⊗ I)aU,V,W
= a−1U,I⊗V,W (a
−1
U,I,V ⊗ I)(aU,I,V ⊗ I)((I ⊗ rV )⊗ I)aU,V,W
= a−1U,I⊗V,W ((I ⊗ rV )⊗ I)aU,V,W = I ⊗ (rV ⊗ I).
Fica provada a igualdade (?). Além disso, como r é transformação
natural, vale a comutatividade dos diagramas
V ⊗W rV⊗W //
aI,V,W rV⊗W

I⊗ (V ⊗W )
I⊗aI,V,W rV⊗W

(I⊗ V )⊗W
r(I⊗V )⊗W
// I⊗ ((I⊗ V )⊗W )
V ⊗W rV⊗W //
rV ⊗I

I⊗ (V ⊗W )
I⊗(rV ⊗I)

(I⊗ V )⊗W
r(I⊗V )⊗W
// I⊗ ((I⊗ V )⊗W ).
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Logo,
(I ⊗ (aI,V,W rV⊗W ))rV⊗W = r(I⊗V )⊗WaI,V,W rV⊗W
e
(I ⊗ (rV ⊗ I))rV⊗W = r(I⊗V )⊗W (rV ⊗ I).
Usando essas igualdades e a igualdade (?) para U = I , temos
aI,V,W rV⊗W = r−1(I⊗V )⊗W r(I⊗V )⊗WaI,V,W rV⊗W
= r−1(I⊗V )⊗W (I ⊗ (aI,V,W rV⊗W ))rV⊗W
= r−1(I⊗V )⊗W (I ⊗ aI,V,W )(I ⊗ rV⊗W )rV⊗W
= r−1(I⊗V )⊗W (I ⊗ (rV ⊗ I))rV⊗W por (?)
= r−1(I⊗V )⊗W r(I⊗V )⊗W (rV ⊗ I) = rV ⊗ I.
Portanto, comuta o primeiro triângulo do enunciado. Para mostrar
a comutatividade do segundo triângulo, usamos o diagrama abaixo
((V ⊗W )⊗ I)⊗ U
(V ⊗W )⊗ (I⊗ U)
aV⊗W,I,U
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(V ⊗W )⊗ UI⊗rUoo
lV⊗W⊗I
OO
(I⊗lW )⊗I
// (V ⊗ (W ⊗ I))⊗ U
aV,W,I⊗I
ii
V ⊗ (W ⊗ (I⊗ U))
aV,W,I⊗U
OO
I⊗aW,I,U ))
V ⊗ (W ⊗ U)I⊗(I⊗rU )oo
aV,W,U
OO
I⊗(lW⊗I)// V ⊗ ((W ⊗ I)⊗ U)
aV,W⊗I,U
OO
V ⊗ ((W ⊗ I)⊗ U)
para o qual aplicamos argumentos semelhantes ao caso anterior.
2.3 Álgebras e coálgebras em categorias ten-
soriais
Definimos agora uma generalização dos conceitos de álgebra e de
coálgebra em uma categoria tensorial qualquer. Tais conceitos têm
fundamental importância nos próximos capítulos.
Os exemplos são propositalmente colocados aqui, uma vez que os
mesmos terão utilidade em capítulos posteriores, onde há interesse em
que H seja uma álgebra de Hopf.
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Definição 2.5 Seja C uma categoria tensorial. Dizemos que (A,m, µ)
é uma álgebra em C se A é um objeto em C, m : A⊗A→ A e µ : I→ A
são morfismos em C tais que os diagramas
A⊗ (A⊗A) aA,A,A //
I⊗m

(A⊗A)⊗A m⊗I // A⊗A
m

A⊗A
m
// A
A⊗A
m

I⊗A
µ⊗I
::
A
rA
oo
lA
// A⊗ I
I⊗µ
dd
são comutativos.
Dualmente, temos a próxima definição.
Definição 2.6 Dada uma categoria tensorial C, dizemos que (C,∆, ε)
é uma coálgebra em C se C é um objeto em C, ∆ : C → C ⊗ C e
ε : C → I são morfismos em C tais que os diagramas abaixo
C
∆ //
∆

C ⊗ C
∆⊗I

C ⊗ C
I⊗∆
// C ⊗ (C ⊗ C)
aC,C,C
// (C ⊗ C)⊗ C
C
∆

rC
zz
lC
$$
I⊗ C C ⊗ C
ε⊗I
oo
I⊗ε
// C ⊗ I
comutam.
Exemplo 2.14 Uma álgebra (respectivamente coálgebra) sobre um
corpo k é uma álgebra (respectivamente coálgebra) na categoria dos
k-espaços vetoriais.
Para os quatro exemplos seguintes, H é uma biálgebra. Nossa prin-
cipal referência para maiores detalhes é [14].
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Exemplo 2.15 A é uma álgebra em HM se, e somente se, A é um
H-módulo álgebra.
De fato, para quaisquer a, b ∈ A e h ∈ H, podemos escrever as
igualdades que seguem
m(h · (a⊗ b)) = m(h1 · a⊗ h2 · b) = (h1 · a)(h2 · b),
h · (m(a⊗ b)) = h · (ab),
µ(h · 1) = µ(ε(h)1) = ε(h)µ(1) = ε(h)1
e
h · µ(1) = h · 1.
Dessas igualdades, temos a equivalência acima.
Exemplo 2.16 A é uma álgebra em HM se, e somente se, A é um
H-comódulo álgebra.
Temos, para quaisquer a, b ∈ A, que
ρ(m(a⊗ b)) = ρ(ab) = (ab)(−1) ⊗ (ab)(0),
(I⊗m)ρ(a⊗b) = (I⊗m)(a(−1)b(−1)⊗a(0)⊗b(0)) = a(−1)b(−1)⊗a(0)b(0),
ρ(µ(1)) = ρ(1A) e (I ⊗ µ)ρ(1) = (I ⊗ µ)(1H ⊗ 1) = 1H ⊗ 1A.
A equivalência segue claramente das igualdades acima.
Exemplo 2.17 C é uma coálgebra em HM se, e somente se, C é um
H-módulo coálgebra.
De fato, sejam h ∈ H e c ∈ C. Então
∆(h · c) = (h · c)1 ⊗ (h · c)2,
h ·∆(c) = h · (c1 ⊗ c2) = h1 · c1 ⊗ h2 · c2
e
ε(h · c) = h · ε(c) = ε(h)ε(c).
Novamente, dessas igualdades segue a equivalência.
Exemplo 2.18 C é uma coálgebra em HM se, e somente se, C é um
H-comódulo coálgebra.
De fato, seja c ∈ C. Então
ρ(∆(c)) = ρ(c1 ⊗ c2) = (c1)(−1)(c2)(−1) ⊗ (c1)(0) ⊗ (c2)(0),
(I ⊗∆)ρ(c) = (I ⊗∆)(c(−1) ⊗ c(0)) = c(−1) ⊗ c(0)1 ⊗ c(0)2,
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ρ(ε(c)) = 1⊗ ε(c) = ε(c)1⊗ 1
e
(I ⊗ ε)ρ(c) = (I ⊗ ε)(c(−1) ⊗ c(0)) = c(−1) ⊗ ε(c(0)) = c(−1)ε(c(0))⊗ 1.
Donde segue o resultado.
2.4 Categorias trançadas
Uma categoria trançada é um tipo especial de categoria tensorial,
em que há mais um isomorfismo natural, chamado trança. Com a
existência e as propriedades da trança conseguimos dar uma estrutura
de álgebra para o produto tensorial de duas álgebras na tal categoria.
Isso nos permite definir álgebras de Hopf trançadas, um dos principais
temas desse trabalho.
Definição 2.7 Uma categoria (tensorial) trançada é uma coleção
(C,⊗, I, a, l, r, c), em que (C,⊗, I, a, l, r) é uma categoria tensorial e c é
um isomorfismo natural entre os funtores ⊗ e ⊗τ tais que, para quais-
quer U, V,W objetos em C, os diagramas abaixo
(U ⊗ V )⊗W
cU⊗V,W
// W ⊗ (U ⊗ V )
aW,U,V
''
H1
U ⊗ (V ⊗W )
aU,V,W
77
I⊗cV,W ''
(W ⊗ U)⊗ V
U ⊗ (W ⊗ V )
aU,W,V
// (U ⊗W )⊗ V
cU,W⊗I
77
U ⊗ (V ⊗W )
cU,V⊗W
// (V ⊗W )⊗ U
a−1V,W,U
''
H2
(U ⊗ V )⊗W
a−1U,V,W
77
cU,V ⊗I ''
V ⊗ (W ⊗ U)
(V ⊗ U)⊗W
a−1V,U,W
// V ⊗ (U ⊗W )
I⊗cU,W
77
comutam.
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Na definição acima, o funtor ⊗τ : C × C → C associa cada objeto
(U, V ) em C × C ao objeto V ⊗ U em C. Assim como, cada morfismo
(f, g) em C×C ao morfismo g⊗f em C. Além disso, o fato dos diagramas
comutarem é chamado axiomas do hexágono.
Se c é um isomorfismo natural que satisfaz os axiomas do hexágono,
dizemos que c é uma trança. Observemos que o segundo hexágono pode
ser obtido do primeiro hexágono substituindo o isomorfismo c por c−1.
Exemplo 2.19 Seja C a categoria dos conjuntos. Já vimos no Exemplo
2.10 que (C,×, {y}, a, l, r) é uma categoria tensorial. Para quaisquer
conjuntos U, V em C, definimos
cU,V : U × V → V × U
(u, v) 7→ (v, u).
É claro que cU,V é isomorfismo em C (bijeção). Além disso, dados
U,U ′, V, V ′ conjuntos em C, f : U → U ′ e g : V → V ′ funções, é fácil
ver que o diagrama
U × V cU,V //
f×g

V × U
g×f

U ′ × V ′
cU′,V ′
// V ′ × U ′
comuta. Portanto, c é um isomorfismo natural. Mostremos que c satis-
faz os axiomas do hexágono. Sejam U, V e W conjuntos, u ∈ U, v ∈ V
e w ∈W . Então
aW,U,V cU×V,WaU,V,W (u, (v, w)) = aW,U,V (cU×V,W ((u, v), w))
= aW,U,V (w, (u, v))
= ((w, u), v)
= (cU,W × I)((u,w), v)
= (cU,W × I)(aU,W,V (u, (w, v)))
= (cU,W × I)aU,W,V (I × cV,W )(u, (v, w))
e
a−1V,W,UcU,V×Wa
−1
U,V,W ((u, v), w) = a
−1
V,W,U (cU,V×W (u, (v, w)))
= a−1V,W,U ((v, w), u)
= (v, (w, u))
= (I × cU,W )(v, (u,w))
= (I × cU,W )(a−1V,U,W ((v, u), w))
= (I × cU,W )a−1V,U,W (cU,V × I)((u, v), w).
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Portanto, (C,×, {y}, a, l, r, c) é uma categoria trançada.
Exemplo 2.20 Seja R um anel comutativo com unidade. Já vimos no
Exemplo 2.11 que (RM,⊗, R, a, l, r) é uma categoria tensorial. Para
quaisquer U, V R-módulos, definimos
cU,V : U ⊗ V → V ⊗ U
u⊗ v 7→ v ⊗ u.
É claro que cU,V é isomorfismo em RM. A comutatividade do dia-
grama da definição de transformação natural e os axiomas do hexágono
são verificados exatamente como no exemplo anterior, a menos de no-
tação. Portanto, (RM,⊗, R, a, l, r, c) é uma categoria trançada. Nesse
exemplo, em particular, se R = k é um corpo e ⊗ = ⊗k, concluímos
que a categoria dos k-espaços vetoriais é trançada.
Exemplo 2.21 Sejam k um corpo e H uma biálgebra cocomutativa.
Vimos no Exemplo 2.12 que (HM,⊗, k, a, l, r) é uma categoria tensorial.
Consideremos c definida como no exemplo anterior.
Sejam M,N H-módulos. É claro que cM,N é um isomorfismo de
k-espaços vetoriais. Mostremos que cM,N é um H-morfismo, ou seja,
cM,N (h ·(m⊗n)) = h ·cM,N (m⊗n),∀h ∈ H,∀m ∈ m e ∀n ∈ N . Temos,
lembrando que H é cocomutativa, que
cM,N (h · (m⊗ n)) = cM,N (h1 ·m⊗ h2 · n) = h2 · n⊗ h1 ·m
= h1 · n⊗ h2 ·m = h · (n⊗m)
= h · (cM,N (m⊗ n)).
A comutatividade do diagrama da definição de transformação na-
tural e os axiomas do hexágono são obtidos como feito no exemplo
anterior. Portanto, (HM,⊗, k, a, l, r, c) é uma categoria trançada.
Exemplo 2.22 Sejam k um corpo e H uma biálgebra comutativa. En-
tão (HM,⊗, k, a, l, r) é uma categoria tensorial, pelo Exemplo 2.13.
Mostremos que (HM,⊗, k, a, l, r, c) é uma categoria trançada, em que
c é definida como no Exemplo 2.20.
Sejam M,N H-comódulos. Como anteriormente, cM,N é um iso-
morfismo de k-espaços vetoriais. Mostremos que cM,N é um morfismo
de H-comódulos, ou seja, ρcM,N (m⊗n) = (I⊗cM,N )ρ(m⊗n),∀m ∈M
e ∀n ∈ N . De fato,
ρcM,N (m⊗ n) = ρ(n⊗m) = n(−1)m(−1) ⊗ n(0) ⊗m(0)
= m(−1)n(−1) ⊗ cM,N (m(0) ⊗ n(0)) (H é comutativa)
= (I ⊗ cM,N )ρ(m⊗ n).
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Com respeito à comutatividade do diagrama da definição de trans-
formação natural e os axiomas do hexágono, consideramos o que foi
dito no Exemplo 2.20.
Por falta de ferramentas nesse ponto do trabalho, apresentamos um
exemplo de categoria trançada cuja trança não é a trivial no Capítulo
3. Agora um exemplo de uma categoria tensorial que não é trançada.
Exemplo 2.23 Seja G um grupo não abeliano de ordem finita. Como
(kG)∗ é uma biálgebra segue, pelo Exemplo 2.12, que a categoria dos
(kG)∗-módulos à esquerda é uma categoria tensorial.
Mostremos que tal categoria não é trançada. Para isso, construímos
V e W dois (kG)∗-módulos tais que V ⊗W e W ⊗V não são isomorfos
como (kG)∗-módulos.
Como G não é abeliano, existem g, h ∈ G tais que gh 6= hg. Con-
sideremos V = kpg e W = kph, em que pg e ph são elementos da base
dual para (kG)∗ tais que pg ∗ ph = pgδg,h. Temos que
pgh · (V ⊗W ) 6= 0, pois
pgh · (pg ⊗ ph) =
∑
x∈G
(p(gh)x−1 ∗ pg)⊗ (px ∗ ph) = pg ⊗ ph
e
pgh · (W ⊗ V ) = 0, pois
pgh · (ph ⊗ pg) =
∑
x∈G
(p(gh)x−1 ∗ ph)⊗ (px ∗ pg) (∗)= 0.
Esclarecendo a igualdade (∗). Se supusermos que pgh · (ph⊗pg) 6= 0
teríamos que ter, necessariamente, x = g. Mas isso nos daria então
que ghg−1 = h, ou seja, gh = hg, o que é um absurdo, pois g e h não
comutam. Assim, para tais V eW em (kG)∗M, não é possível definirmos
um isomorfismo cV,W : V ⊗W → W ⊗ V . Logo, (kG)∗M não é uma
categoria trançada.
Uma consequência importante dos axiomas de categoria trançada
dada no teorema abaixo, é que, para quaisquer U, V e W objetos na
categoria, omitindo o isomorfismo natural a, vale a igualdade
(cV,W ⊗ I)(I ⊗ cU,W )(cU,V ⊗ I) = (I ⊗ cU,V )(cU,W ⊗ I)(I ⊗ cV,W ).
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Teorema 2.1 ([8], Theorem 4.7) Sejam U, V e W objetos em uma
categoria trançada. Então o seguinte diagrama comuta e é chamado
dodecágono
U ⊗ (V ⊗W )
I⊗cV,W
))
aU,V,W
uu
(U ⊗ V )⊗W
cU,V ⊗I 
U ⊗ (W ⊗ V )
aU,W,V

(V ⊗ U)⊗W
a−1V,U,W 
(U ⊗W )⊗ V
cU,W⊗I
V ⊗ (U ⊗W )
I⊗cU,W 
(W ⊗ U)⊗ V
a−1W,U,V
V ⊗ (W ⊗ U)
aV,W,U

W ⊗ (U ⊗ V )
I⊗cU,V
(V ⊗W )⊗ U
cV,W⊗I ))
W ⊗ (V ⊗ U)
aW,V,Uuu
(W ⊗ V )⊗ U.
Demonstração: Para demonstrarmos tal comutatividade, “cortamos”
o dodecágono em dois hexágonos e um quadrado, como na figura a
seguir.
U ⊗ (V ⊗W )
I⊗cV,W
))
aU,V,W
uu
cU,V⊗W

(U ⊗ V )⊗W
cU,V ⊗I 
U ⊗ (W ⊗ V )
aU,W,V

cU,W⊗V

(V ⊗ U)⊗W
a−1V,U,W 
(U ⊗W )⊗ V
cU,W⊗I
V ⊗ (U ⊗W )
I⊗cU,W 
(W ⊗ U)⊗ V
a−1W,U,V
V ⊗ (W ⊗ U)
aV,W,U

W ⊗ (U ⊗ V )
I⊗cU,V
(V ⊗W )⊗ U
cV,W⊗I ))
W ⊗ (V ⊗ U)
aW,V,Uuu
(W ⊗ V )⊗ U
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Temos que a parte do diagrama acima do quadrado é exatamente
um hexágono do tipo H2 e como a categoria em questão é trançada,
segue que
cU,V⊗W = aV,W,U (I ⊗ cU,W )a−1V,U,W (cU,V ⊗ I)aU,V,W .
Da mesma forma, a parte do diagrama abaixo do quadrado é tam-
bém um hexágono do tipo H2, donde concluímos que
cU,W⊗V = aW,V,U (I ⊗ cU,V )a−1W,U,V (cU,W ⊗ I)aU,W,V .
Além disso, como c é uma transformação natural entre os funtores
⊗ e ⊗τ , o quadrado comuta, ou seja,
cU,W⊗V (I ⊗ cV,W ) = (cV,W ⊗ I)cU,V⊗W .
Usando as igualdades acima, temos que
(cV,W ⊗ I)aV,W,U (I ⊗ cU,W )a−1V,U,W (cU,V ⊗ I)aU,V,W =
= (cV,W ⊗ I)cU,V⊗W
= cU,W⊗V (I ⊗ cV,W )
= aW,V,U (I ⊗ cU,V )a−1W,U,V (cU,W ⊗ I)aU,W,V (I ⊗ cV,W ).
Portanto, o dodecágono comuta.
Essa parte do trabalho está sendo desenvolvida para mostrarmos
que numa categoria trançada se um objeto possui dual à esquerda,
então o mesmo possui dual à direita, e isso é o que diz o Teorema 2.2.
Esse fato nos permite entender por que para uma categoria trançada
ser rígida é pedido apenas que todo objeto possua dual à esquerda (veja
[8], Ch.XIX, Definição 2.1).
Proposição 2.2 Para qualquer objeto W em uma categoria trançada
com unidade I, os diagramas abaixo
I⊗W cI,W // W ⊗ I
W
rW
cc
lW
;; W ⊗ I
cW,I // I⊗W
W
lW
cc
rW
;;
são comutativos.
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Demonstração: Sejam V e W objetos quaisquer na categoria. Con-
sideremos o diagrama
V ⊗ (I⊗W ) aV,I,W//
I⊗cI,W

(V ⊗ I)⊗W cV⊗I,W// W ⊗ (V ⊗ I)
aW,V,I
''
V ⊗W
I⊗rW
gg
I⊗lW
ww
lV ⊗I
OO
lV⊗W

cV,W // W ⊗ V
I⊗lV
OO
lW⊗V

(W ⊗ V )⊗ I.
V ⊗ (W ⊗ I)
aV,W,I
// (V ⊗W )⊗ I
cV,W⊗I
// (W ⊗ V )⊗ I
Mostremos que o triângulo maior à esquerda comuta, ou seja,
I ⊗ lW = (I ⊗ cI,W )(I ⊗ rW ). (?)
Temos que o hexágono (parte externa do diagrama) é do tipo H1 e
assim,
I ⊗ cI,W = a−1V,W,I(c−1V,W ⊗ I)aW,V,IcV⊗I,WaV,I,W .
Os quadrados acima e abaixo (no diagrama) comutam pela natu-
ralidade de c e l, respectivamente. Donde,
cV⊗I,W (lV ⊗ I) = (I ⊗ lV )cV,W e lW⊗V cV,W = (cV,W ⊗ I)lV⊗W .
O triângulo menor acima (no diagrama) comuta pelo axioma do
triângulo. Daí,
lV ⊗ I = aV,I,W (I ⊗ rW ).
O triângulo menor abaixo (no diagrama) e o triângulo maior à di-
reita comutam pela Proposição 2.1, ou seja,
I ⊗ lW = a−1V,W,IlV⊗W e aW,V,I(I ⊗ lV ) = lW⊗V .
Usando as igualdades acima, temos
(I ⊗ cI,W )(I ⊗ rW ) = a−1V,W,I(c−1V,W ⊗ I)aW,V,IcV⊗I,WaV,I,W (I ⊗ rW )
= a−1V,W,I(c
−1
V,W ⊗ I)aW,V,IcV⊗I,W (lV ⊗ I)
= a−1V,W,I(c
−1
V,W ⊗ I)aW,V,I(I ⊗ lV )cV,W
= a−1V,W,I(c
−1
V,W ⊗ I)lW⊗V cV,W
= a−1V,W,I(c
−1
V,W ⊗ I)(cV,W ⊗ I)lV⊗W
= a−1V,W,IlV⊗W
= I ⊗ lW .
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Daí, fica provada a igualdade (?). Além disso, pela naturalidade de
r os seguintes diagramas comutam
W
rW //
lW

I⊗W
I⊗lW

W ⊗ I
rW⊗I
// I⊗ (W ⊗ I)
W
rW //
cI,W rW

I⊗W
I⊗cI,W rW

W ⊗ I
rW⊗I
// I⊗ (W ⊗ I).
Logo, r−1W⊗I(I ⊗ lW )rW = lW e (I ⊗ cI,W rW )rW = rW⊗IcI,W rW .
Usando essas igualdades e a igualdade (?) para V = I, temos
lW = r
−1
W⊗I(I ⊗ lW )rW = r−1W⊗I(I ⊗ cI,W )(I ⊗ rW )rW
= r−1W⊗I(I ⊗ cI,W rW )rW = r−1W⊗IrW⊗IcI,W rW = cI,W rW .
Portanto, o primeiro triângulo do enunciado comuta. Para mostrar
que o segundo triângulo comuta, usamos argumentos semelhantes apli-
cados ao diagrama
(V ⊗ I)⊗W
a−1V,I,W//
cV,I⊗I

V ⊗ (I⊗W )cV,I⊗W// (I⊗W )⊗ V
a−1I,W,V
''
V ⊗W
lV ⊗I
gg
rV ⊗Iww
I⊗rW
OO
rV⊗W

cV,W // W ⊗ V
rW⊗I
OO
rW⊗V

I⊗ (W ⊗ V ).
(I⊗ V )⊗W
a−1I,V,W
// I⊗ (V ⊗W )
I⊗cV,W
// I⊗ (W ⊗ V )
Definição 2.8 Seja V um objeto em uma categoria tensorial C. Um
dual à esquerda de V é uma tripla (V ∗, eV , bV ) em que V ∗ é um objeto
em C, eV : V ∗ ⊗ V → I e bV : I → V ⊗ V ∗ são morfismos em C tais
que as composições abaixo
V
rV // I⊗ V bV ⊗I// (V ⊗ V ∗)⊗ V
a−1
V,V ∗,V // V ⊗ (V ∗ ⊗ V )I⊗eV// V ⊗ I l
−1
V // V
V ∗
lV ∗// V ∗ ⊗ II⊗bV// V ∗ ⊗ (V ⊗ V ∗)aV ∗,V,V ∗// (V ∗ ⊗ V )⊗ V ∗eV ⊗I// I⊗ V ∗r
−1
V ∗ // V ∗
são IV e IV ∗ , respectivamente.
Um dual à direita de V é uma tripla (∗V, e′V , b
′
V ), em que
∗V é um
objeto em C, e′V : V ⊗ ∗V → I e b′V : I→ ∗V ⊗ V são morfismos em C
tais que as composições abaixo
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V
lV // V ⊗ II⊗b
′
V// V ⊗ (∗V ⊗ V ) aV,∗V,V // (V ⊗ ∗V )⊗ V e
′
V ⊗I// I⊗ V r
−1
V // V
∗V
r∗V// I⊗ ∗Vb
′
V ⊗I// (∗V ⊗ V )⊗ ∗V
a−1∗V,V,∗V// ∗V ⊗ (V ⊗ ∗V )I⊗e
′
V// ∗V ⊗ I l
−1
∗V // ∗V
são IV e I∗V , respectivamente.
Exemplo 2.24 Sejam k um corpo e V um k-espaço vetorial de dimen-
são finita. Então V admite dual à esquerda na categoria dos k-espaços
vetoriais de dimensão finita, kV.
De fato, definimos V ∗ = Hom
kV(V, k) que é um k-espaço vetorial de
dimensão finita. Sejam {v(1), · · · , v(n)} uma base de V e {f (1), · · · , f (n)}
a base dual para V ∗. Lembramos que são válidas, para quaisquer v ∈ V
e f ∈ V ∗, as igualdades
v =
n∑
i=1
f (i)(v)v(i) e f =
n∑
i=1
f(v(i))f (i).
Vamos usar essas igualdades, por exemplo, na prova do Teorema
3.5. Consideremos eV : V ∗ ⊗ V → k e bV : k → V ⊗ V ∗ definidos por
eV (f ⊗ v) = f(v) e bV (1) =
n∑
k=1
v(k) ⊗ f (k). É claro que eV e bV são
funções k-lineares.
Assim, para mostrarmos que (V ∗, eV , bV ) é um dual à esquerda de
V basta verificarmos as composições. Sejam v ∈ V e f ∈ V ∗. Então
l−1V (I ⊗ eV )a−1V,V ∗,V (bV ⊗ I)rV (v) =
= l−1V (I ⊗ eV )a−1V,V ∗,V (bV ⊗ I)(1⊗ v)
= l−1V (I ⊗ eV )a−1V,V ∗,V ((
n∑
k=1
v(k) ⊗ f (k))⊗ v)
=
n∑
k=1
l−1V (I ⊗ eV )(v(k) ⊗ (f (k) ⊗ v))
=
n∑
k=1
l−1V (v
(k) ⊗ f (k)(v))
=
n∑
k=1
v(k)f (k)(v) = v.
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r−1V ∗(eV ⊗ I)aV ∗,V,V ∗(I ⊗ bV )lV ∗(f) =
= r−1V ∗(eV ⊗ I)aV ∗,V,V ∗(I ⊗ bV )(f ⊗ 1)
= r−1V ∗(eV ⊗ I)aV ∗,V,V ∗(f ⊗ (
n∑
k=1
v(k) ⊗ f (k)))
=
n∑
k=1
r−1V ∗(eV ⊗ I)((f ⊗ v(k))⊗ f (k))
=
n∑
k=1
r−1V ∗(f(v
(k))⊗ f (k))
=
n∑
k=1
f(v(k))f (k) = f.
Definição 2.9 Seja C uma categoria tensorial. Dizemos que C é uma
categoria rígida se todo objeto em C admite dual à esquerda e dual à
direita.
O próximo teorema nos diz que para uma categoria trançada ser
rígida basta que todo objeto na categoria admita dual à esquerda.
Teorema 2.2 ([15], Proposition 2.105) Sejam C uma categoria trançada
e V um objeto em C. Se V admite dual à esquerda, então V admite
dual à direita.
Demonstração: Seja (V ∗, eV , bV ) um dual à esquerda de V . Con-
sideremos ∗V := V ∗. Como C é trançada, existem os isomorfismos
cV,V ∗ : V ⊗ V ∗ → V ∗ ⊗ V e c−1V ∗,V : V ⊗ V ∗ → V ∗ ⊗ V . Definimos e′V e
b′V como as composições
V ⊗ V ∗
cV,V ∗
//
e′V
))V ∗ ⊗ V
eV
// I I
bV
//
b′V
++
V ⊗ V ∗
c−1
V ∗,V
// V ∗ ⊗ V .
Assim, e′V = eV cV,V ∗ e b
′
V = c
−1
V ∗,V bV são morfismos em C. Vamos
mostrar que (V ∗, e′V , b
′
V ) é um dual à direita de V .
Primeiramente, como vale a comutatividade do dodecágono
(Teorema 2.1) para quaisquer objetos de C, em particular, vale para
os objetos V, V ∗ e V . Logo,
a−1V ∗,V,V (cV,V ∗ ⊗ I)aV,V ∗,V (I ⊗ c−1V ∗,V ) =
(I⊗c−1V,V )a−1V ∗,V,V (c−1V ∗,V ⊗I)aV,V ∗,V (I⊗cV,V ∗)a−1V,V,V ∗(cV,V ⊗I)aV,V,V ∗ .
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Além disso, por H1, usando os objetos V ∗, V e V e por H2, usando
os objetos V, V e V ∗, seguem as respectivas igualdades
aV ∗,V,V (I ⊗ c−1V,V )a−1V ∗,V,V (c−1V ∗,V ⊗ I)aV,V ∗,V = c−1V ∗⊗V,V
e
aV,V ∗,V (I ⊗ cV,V ∗)a−1V,V,V ∗(cV,V ⊗ I)aV,V,V ∗ = cV,V⊗V ∗ .
Portanto,
(cV,V ∗ ⊗ I)aV,V ∗,V (I ⊗ c−1V ∗,V ) =
= c−1V ∗⊗V,V (I ⊗ cV,V ∗)a−1V,V,V ∗(cV,V ⊗ I)aV,V,V ∗
= c−1V ∗⊗V,V a
−1
V,V ∗,V aV,V ∗,V (I ⊗ cV,V ∗)a−1V,V,V ∗(cV,V ⊗ I)aV,V,V ∗
= c−1V ∗⊗V,V a
−1
V,V ∗,V cV,V⊗V ∗ .
Chamemos a igualdade
(cV,V ∗ ⊗ I)aV,V ∗,V (I ⊗ c−1V ∗,V ) = c−1V ∗⊗V,V a−1V,V ∗,V cV,V⊗V ∗ de (?).
Pela naturalidade de c e de c−1, respectivamente, os diagramas co-
mutam
V ⊗ I cV,I //
I⊗bV

I⊗ V
bV ⊗I

V ⊗ (V ⊗ V ∗)
cV,V⊗V ∗
// (V ⊗ V ∗)⊗ V
V ⊗ (V ∗ ⊗ V )
c−1
V ∗⊗V,V//
I⊗eV

(V ∗ ⊗ V )⊗ V
eV ⊗I

V ⊗ I
c−1I,V
// I⊗ V.
Logo,
cV,V⊗V ∗(I ⊗ bV ) (1)= (bV ⊗ I)cV,I e (eV ⊗ I)c−1V ∗⊗V,V
(2)
= c−1I,V (I ⊗ eV ).
Usando as definições de e′V e de b
′
V , a igualdade (?), as igualdades
(1) e (2) acima, a Proposição 2.2 e o fato de (V ∗, eV , bV ) ser dual à
esquerda, temos que
r−1V (e
′
V ⊗ I)aV,V ∗,V (I ⊗ b′V )lV =
= r−1V (eV cV,V ∗ ⊗ I)aV,V ∗,V (I ⊗ c−1V ∗,V bV )lV
= r−1V (eV ⊗ I)(cV,V ∗ ⊗ I)aV,V ∗,V (I ⊗ c−1V ∗,V )(I ⊗ bV )lV
= r−1V (eV ⊗ I)c−1V ∗⊗V,V a−1V,V ∗,V cV,V⊗V ∗(I ⊗ bV )lV
= r−1V c
−1
I,V (I ⊗ eV )a−1V,V ∗,V (bV ⊗ I)cV,IlV
= l−1V (I ⊗ eV )a−1V,V ∗,V (bV ⊗ I)rV = IV .
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Com isso, fica provado que a primeira composição da definição de
dual à direita é igual a IV . Com argumentos análogos mostra-se que a
segunda composição é igual a IV ∗ .
Exemplo 2.25 Seja k um corpo. A categoria dos k-espaços vetoriais
de dimensão finita é uma categoria rígida. De fato, já vimos que todo
objeto V nesta categoria admite dual à esquerda. Daí, sendo a categoria
dos k-espaços vetoriais de dimensão finita trançada, segue que V admite
dual à esquerda e à direita. Portanto, tal categoria é rígida.
Definição 2.10 Uma categoria simétrica é uma categoria trançada
(C,⊗, I, a, l, r, c), em que cU,V cV,U = IV⊗U , para quaisquer objetos U e
V em C.
Exemplo 2.26 Seja C a categoria dos conjuntos. Vimos no Exemplo
2.19 que (C,×, {y}, a, l, r, c) é uma categoria trançada, com a trança
dada por
cU,V : U × V → V × U
(u, v) 7→ (v, u)
para quaisquer conjuntos U e V em C. Sejam u ∈ U e v ∈ V . Então
(cU,V cV,U )(v, u) = cU,V (u, v) = (v, u).
Logo, cU,V cV,U = IV×U , ou seja, C é uma categoria simétrica.
Exemplo 2.27 Sejam R um anel comutativo com unidade e RM a ca-
tegoria dosR-módulos. Vimos no Exemplo 2.20 que (RM,⊗, R, a, l, r, c)
é uma categoria trançada, com trança a dada por
cU,V : U ⊗ V → V ⊗ U
u⊗ v 7→ v ⊗ u.
É fácil ver que tal categoria é simétrica.
Exemplo 2.28 Dada uma biálgebra cocomutativa H, vimos no Ex-
emplo 2.21 que (HM,⊗, k, a, l, r, c) é trançada. Tal categoria é também
simétrica.
Exemplo 2.29 Seja H uma biálgebra comutativa. Do Exemplo 2.22,
segue que (HM,⊗, k, a, l, r, c) é trançada e também simétrica.
No próximo capítulo estudamos a categoria dos módulos de Yetter-
Drinfeld, que é um exemplo de categoria trançada que não é simétrica.
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Capítulo 3
Módulos de
Yetter-Drinfeld
Nesse capítulo, apresentamos e estudamos a categoria dos módulos
de Yetter-Drinfeld sobre uma álgebra de Hopf H, que é uma categoria
trançada quando a antípoda de H for bijetora.
Nosso principal interesse em estudá-la é exatamente pelo fato de
querermos definir álgebras de Hopf trançadas, o que é feito no Capítulo
4. Assim, considerandoH com antípoda bijetora, faz sentido a definição
de uma álgebra de Hopf trançada na categoria dos módulos de Yetter-
Drinfeld sobre H.
Baseamos nosso estudo aqui principalmente em [4], [12] e [13].
3.1 Definição e exemplos
Definição 3.1 Seja H uma álgebra de Hopf sobre um corpo k. Um k-
espaço vetorial M é um módulo de Yetter-Drinfeld à esquerda sobre H
se M é simultaneamente um H-módulo à esquerda e um H-comódulo
à esquerda tal que a seguinte relação de compatibilidade é satisfeita
(h ·m)(−1) ⊗ (h ·m)(0) = ρ(h ·m) = h1m(−1)S(h3)⊗ h2 ·m(0),
para quaisquer h ∈ H e m ∈M .
Exemplo 3.1 Todo k-espaço vetorial é um módulo de Yetter-Drinfeld.
De fato, se V é um k-espaço vetorial, não é difícil ver que V é um
H-módulo e um H-comódulo à esquerda via
h · v = ε(h)v e ρ(v) = 1⊗ v,∀h ∈ H,∀v ∈ V.
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Mostremos que vale a relação de compatibilidade. Sejam h ∈ H e
v ∈ V . Então
h1v(−1)S(h3)⊗ h2 · v(0) = h11S(h3)⊗ h2 · v = h1S(h3)⊗ ε(h2)v
= h1S(h3ε(h2))⊗ v = h1S(h2)⊗ v
= 1ε(h)⊗ v = 1⊗ ε(h)v
= 1⊗ h · v = ρ(h · v).
Os próximos dois exemplos são usados na demonstração de um im-
portante teorema desse capítulo, onde mostramos que a categoria dos
módulos de Yetter-Drinfeld só é simétrica no caso em que H é a álge-
bra de Hopf trivial (isto é, H = k), esse é um resultado devido à Bodo
Pareigis (veja [12]).
Exemplo 3.2 Seja H uma álgebra de Hopf. Consideremos H com as
estruturas de H-módulo e de H-comódulo dadas, respectivamente, por
h · x = h1xS(h2) e ρ(x) = x1 ⊗ x2, para quaisquer h, x ∈ H.
Mostremos que H com tais estruturas é um módulo de Yetter-
Drinfeld. De fato, · definido dessa forma dá a H uma estrutura de
H-módulo. Sejam h, g, x ∈ H. Então
h · (g · x) = h · (g1xS(g2)) = h1g1xS(g2)S(h2)
= h1g1xS(h2g2) = (hg)1xS((hg)2) = (hg) · x
e
1 · x = 1x1 = x, pois ∆(1) = 1⊗ 1.
Claramente H é um H-comódulo, pois ρ = ∆, que é a estrutura de
coálgebra de H.
Verifiquemos a relação de compatibilidade. Sejam h, x ∈ H. Então
ρ(h · x) = ρ(h1xS(h2)) = (h1xS(h2))1 ⊗ (h1xS(h2))2
= h11x1S(h2)1 ⊗ h12x2S(h2)2 = h11x1S(h22)⊗ h12x2S(h21)
= h1x1S(h4)⊗ h2x2S(h3) = h1x1S(h3)⊗ h21x2S(h22)
= h1x1S(h3)⊗ h2 · x2 = h1x(−1)S(h3)⊗ h2 · x(0).
A ação acima é conhecida como ação adjunta à esquerda de H sobre
si mesma.
Exemplo 3.3 Seja H uma álgebra de Hopf. Consideremos em H a
ação trivial que é dada por h · x = hx e a estrutura de H-comódulo
dada por ρ(x) = x1S(x3) ⊗ x2, para quaisquer h, x ∈ H. Mostremos
que H com tais estruturas é um módulo de Yetter-Drinfeld.
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Verifiquemos que ρ dá a H uma estrutura de H-comódulo à es-
querda. Seja x ∈ H. Então
(∆⊗ I)ρ(x) = (∆⊗ I)(x1S(x3)⊗ x2)
= (x1S(x3))1 ⊗ (x1S(x3))2 ⊗ x2
= x11S(x3)1 ⊗ x12S(x3)2 ⊗ x2
= x11S(x32)⊗ x12S(x31)⊗ x2
= x1S(x5)⊗ x2S(x4)⊗ x3
= x1S(x3)⊗ x21S(x23)⊗ x22
= x1S(x3)⊗ ρ(x2) = (I ⊗ ρ)(x1S(x3)⊗ x2)
= (I ⊗ ρ)ρ(x)
e
(ε⊗ I)ρ(x) = (ε⊗ I)(x1S(x3)⊗ x2) = ε(x1S(x3))x2
= ε(x1)ε(S(x3))x2 = ε(x1)ε(x3)x2 = ε(x1)ε(x3)x2 = x.
Verifiquemos a relação de compatibilidade. Sejam h, x ∈ H. Então
ρ(h · x) = ρ(hx) = (hx)1S((hx)3)⊗ (hx)2 = h1x1S(h3x3)⊗ h2x2
= h1x1S(x3)S(h3)⊗ h2x2 = h1x(−1)S(h3)⊗ h2 · x(0).
A coação acima é conhecida como coação coadjunta à esquerda de
H em si mesma.
3.2 A categoria HHYD
Denotamos por HHYD a categoria dos módulos de Yetter-Drinfeld à
esquerda sobre H, em que os objetos são módulos de Yetter-Drinfeld
e os morfismos são aqueles que, simultaneamente, são morfismos de
H-módulos e de H-comódulos.
Teorema 3.1 Seja H uma álgebra de Hopf. Então HHYD é uma cate-
goria tensorial.
Demonstração: Consideremos ⊗ = ⊗k o produto tensorial usual so-
bre k. Para que o funtor ⊗ : HHYD×HHYD→ HHYD esteja bem definido,
precisamos mostrar que o produto tensorial de dois objetos e de dois
morfismos em HHYD também são objeto e morfismo em
H
HYD, respecti-
vamente.
Sejam M e N em HHYD. Mostremos que M ⊗ N é um módulo
de Yetter-Drinfeld à esquerda sobre H. Sabemos que M ⊗ N é um
H-módulo à esquerda com a ação
h · (m⊗ n) = h1 ·m⊗ h2 · n, ∀h ∈ H,∀m ∈M e ∀n ∈ N.
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Também, M ⊗ N é um H-comódulo à esquerda via ρ : M ⊗ N →
H ⊗M ⊗N dada por
ρ(m⊗ n) = m(−1)n(−1) ⊗m(0) ⊗ n(0).
Verifiquemos a relação de compatibilidade, isto é,
ρ(h · (m⊗ n)) = h1(m⊗ n)(−1)S(h3)⊗ h2 · (m⊗ n)(0).
Como M e N são módulos de Yetter-Drinfeld, temos que
ρ(h1 ·m) = h11m(−1)S(h13)⊗ h12 ·m(0)
e
ρ(h2 · n) = h21n(−1)S(h23)⊗ h22 · n(0).
Assim,
ρ(h · (m⊗ n)) = ρ(h1 ·m⊗ h2 · n)
= (h1 ·m)(−1)(h2 · n)(−1) ⊗ (h1 ·m)(0) ⊗ (h2 · n)(0)
= h11m(−1)S(h13)h21n(−1)S(h23)⊗ h12 ·m(0) ⊗ h22 · n(0)
= h1m(−1)S(h3)h4n(−1)S(h6)⊗ h2 ·m(0) ⊗ h5 · n(0)
= h1m(−1)ε(h3)1n(−1)S(h5)⊗ h2 ·m(0) ⊗ h4 · n(0)
= h1m(−1)n(−1)S(h5)⊗ ε(h3)h2 ·m(0) ⊗ h4 · n(0)
= h1m(−1)n(−1)S(h4)⊗ h2 ·m(0) ⊗ h3 · n(0)
= h1m(−1)n(−1)S(h3)⊗ h21 ·m(0) ⊗ h22 · n(0)
= h1m(−1)n(−1)S(h3)⊗ h2 · (m(0) ⊗ n(0))
= h1(m⊗ n)(−1)S(h3)⊗ h2 · (m⊗ n)(0).
Logo, M ⊗N é um módulo de Yetter-Drinfeld à esquerda sobre H.
Agora, dados f e g morfismos em HHYD sabemos dos Exemplos 2.12
e 2.13 que f⊗g é morfismo de H-módulos e de H-comódulos. Portanto,
f ⊗ g é um morfismo em HHYD.
Como o corpo k é um k-espaço vetorial segue, do Exemplo 3.1, que
k é um objeto em HHYD. Definimos I := k.
Para quaisquer M,N,P em HHYD, consideremos
aM,N,P : M ⊗ (N ⊗ P )→ (M ⊗N)⊗ P,
lM : M →M ⊗ k e rM : M → k ⊗M,
dadas, respectivamente, por aM,N,P (m⊗(n⊗p)) = (m⊗n)⊗p, lM (m) =
m⊗1 e rM (m) = 1⊗m. Novamente, pelos Exemplos 2.12 e 2.13, segue
que aM,N,P , lM e rM são morfismos em HHYD, assim como satisfazem
os axiomas do pentágono e do triângulo.
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Lembramos que, se f é um morfismo de módulos (respectivamente
de comódulos) e f é bijetor, então f−1 é também morfismo de módulos
(respectivamente de comódulos). Como aM,N,P , lM e rM são bijetoras
(pois são isomorfismos de k-módulos) segue que tais morfismos são
isomorfismos em HHYD.
As naturalidades de a, l e r também foram provadas no Capítulo
2, isto é, para quaisquer M,N,P,M ′, N ′, P ′ em HHYD, f : M → M ′,
g : N → N ′ e h : P → P ′ morfismos em HHYD, os diagramas abaixo
M ⊗ (N ⊗ P ) aM,N,P //
f⊗(g⊗h)

(M ⊗N)⊗ P
(f⊗g)⊗h

M ′ ⊗ (N ′ ⊗ P ′)
aM′,N′,P ′
// (M ′ ⊗N ′)⊗ P ′
M
lM //
f

M ⊗ k
f⊗I

M ′
lM′
// M ′ ⊗ k
M
rM //
f

k ⊗M
I⊗f

M ′
rM′
// k ⊗M ′
comutam. Portanto, (HHYD,⊗, k, a, l, r) é uma categoria tensorial.
O corolário e a proposição abaixo são fundamentais na construção
da álgebra de Nichols de um módulo de Yetter-Drinfeld, feita no último
capítulo desse trabalho. O corolário nos dá uma ação e uma coação para
que o produto tensorial de uma quantidade finita de módulos de Yetter-
Drinfeld seja um módulo de Yetter-Drinfeld. A proposição nos diz que
a soma direta qualquer de módulos de Yetter-Drinfeld é também um
módulo de Yetter-Drinfeld.
Corolário 3.1 Sejam M1, · · · ,Mr objetos em HHYD. Então M1⊗· · ·⊗
Mr é um objeto em HHYD com ação e coação dadas por
h · (m1 ⊗ · · · ⊗mr) = h1 ·m1 ⊗ · · · ⊗ hr ·mr e
ρ(m1 ⊗ · · · ⊗mr) = (m1)(−1) · · · (mr)(−1) ⊗ (m1)(0) ⊗ · · · ⊗ (mr)(0),
para quaisquer h ∈ H,mi ∈Mi, i ∈ {1, · · · , r}.
Demonstração: Pelo teorema acima, sabemos que o resultado é válido
para r = 2. Suponhamos que vale para um r fixado (r ≥ 2) e mostremos
que vale para r+1. Por hipótese de induçãoM1⊗· · ·⊗Mr é um objeto
em HHYD e como Mr+1 também o é, novamente pelo teorema acima,
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temos que (M1⊗· · ·⊗Mr)⊗Mr+1 é um módulo de Yetter-Drinfeld via
h · ((m1 ⊗ · · · ⊗mr)⊗mr+1) = (h1 · (m1 ⊗ · · · ⊗mr))⊗ (h2 ·mr+1)
= (h1 ·m1)⊗ · · · ⊗ (hr ·mr)⊗ (hr+1 ·mr+1)
e
ρ((m1 ⊗ · · · ⊗mr)⊗mr+1) =
= (m1 ⊗ · · · ⊗mr)(−1)(mr+1)(−1) ⊗ (m1 ⊗ · · · ⊗mr)(0) ⊗ (mr+1)(0)
= (m1)(−1) · · · (mr)(−1)(mr+1)(−1)⊗(m1)(0)⊗· · ·⊗(mr)(0)⊗(mr+1)(0).
Verifiquemos agora a relação de compatibilidade. Seja h ∈ H. En-
tão
ρ(h · ((m1⊗· · ·⊗mr)⊗mr+1)) = ρ((h1 · (m1⊗· · ·⊗mr))⊗ (h2 ·mr+1))
= (h1 · (m1⊗ · · ·⊗mr))(−1)(h2 ·mr+1)(−1)⊗ (h1 · (m1⊗ · · ·⊗mr))(0)⊗
(h2 ·mr+1)(0)
= h1(m1 ⊗ · · · ⊗ mr)(−1)S(h3)h4(mr+1)(−1)S(h6) ⊗ h2 · (m1 ⊗ · · · ⊗
mr)(0) ⊗ h5 · (mr+1)(0)
= h1(m1⊗· · ·⊗mr)(−1)ε(h3)1(mr+1)(−1)S(h5)⊗h2 ·(m1⊗· · ·⊗mr)(0)⊗
h4 · (mr+1)(0)
= h1(m1 ⊗ · · · ⊗mr)(−1)(mr+1)(−1)S(h4) ⊗ h2 · (m1 ⊗ · · · ⊗mr)(0) ⊗
h3 · (mr+1)(0)
= h1(m1 ⊗ · · · ⊗mr)(−1)(mr+1)(−1)S(h3)⊗ h2 · ((m1 ⊗ · · · ⊗mr)(0) ⊗
(mr+1)(0))
= h1(m1⊗· · ·⊗mr⊗mr+1)(−1)S(h3)⊗h2 · (m1⊗· · ·⊗mr⊗mr+1)(0).
Portanto, M1 ⊗ · · · ⊗Mr+1 é um módulo de Yetter-Drinfeld.
Proposição 3.1 Seja {Mi}i∈I uma família de objetos em HHYD. Então
M = ⊕i∈IMi é um objeto em HHYD.
Demonstração: Como {Mi}i∈I é uma família de objetos em HHYD,
em particular, {Mi}i∈I é uma família de H-módulos à esquerda e uma
família de H-comódulos à esquerda.
Assim, M possui uma estrutura de H-módulo à esquerda dada por
h · (∑i∈I mi) = ∑i∈I h · mi, para quaisquer h ∈ H e ∑i∈I mi ∈ M
(aqui, por abuso, estamos escrevendo um elemento qualquer da soma
direta como sendo
∑
i∈I mi, com mi ∈ Mi, mas é óbvio que a soma é
finita, pela definição de soma direta).
Além disso, M possui uma estrutura de H-comódulo à esquerda
ρ : M → H ⊗M tal que ριj = (I ⊗ ιj)ρj para todo j ∈ I, em que
ιj : Mj → M é a inclusão canônica e ρj : Mj → H ⊗Mj é a estrutura
de H-comódulo à esquerda de Mj (veja [5], Proposition 2.1.18).
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Mostremos que vale a relação de compatibilidade. Fixemos j ∈ I e
sejam mj ∈Mj e h ∈ H. Então
ρ(h ·mj) = ρ(h · ιj(mj)) = ρ(ιj(h ·mj)) = (I ⊗ ιj)ρj(h ·mj)
= (I ⊗ ιj)(h1(mj)(−1)S(h3)⊗ h2 · (mj)(0))
= h1(mj)(−1)S(h3)⊗ ιj(h2 · (mj)(0))
= h1(mj)(−1)S(h3)⊗ h2 · ιj((mj)(0))
= h1(mj)(−1)S(h3)⊗ h2 · (mj)(0).
Portanto, M é um objeto em HHYD.
Definição 3.2 Seja M um módulo de Yetter-Drinfeld sobre uma ál-
gebra de Hopf H. Dizemos que N ⊆ M é um submódulo de Yetter-
Drinfeld de M se N é um H-submódulo e um H-subcomódulo de M .
A próxima definição é usada somente no Capítulo 5. Decidimos
apresentá-la desde já por termos os pré-requisitos para entendê-la e
por ser esse o capítulo sobre módulos de Yetter-Drinfeld.
Definição 3.3 Seja V um módulo de Yetter-Drinfeld sobre uma ál-
gebra de Hopf H. Dizemos que V é um módulo de Yetter-Drinfeld
graduado se V = ⊕n≥0V (n) é um espaço vetorial graduado e V (n) é
submódulo de Yetter-Drinfeld de V , para todo n ≥ 0.
Proposição 3.2 Sejam M um módulo de Yetter-Drinfeld sobre uma
álgebra de Hopf H e N um submódulo de Yetter-Drinfeld de M . Então,
M
N
é um módulo de Yetter-Drinfeld e a projeção canônica pi : M → M
N
é um morfismo em HHYD.
Demonstração: Como N é um H-submódulo e um H-subcomódulo
deM , sabemos que
M
N
possui estruturas deH-módulo e deH-comódulo
dadas, respectivamente, por h ·m = h ·m e ρ(m) = m(−1)⊗m(0), para
quaisquer h ∈ H e m ∈ M . A projeção canônica pi é um morfismo de
H-módulos e de H-comódulos e portanto, um morfismo em HHYD.
Basta mostrarmos a relação de compatibilidade. Sejam h ∈ H e
m ∈M . Então
ρ(h ·m) = ρ(h ·m) = (h ·m)(−1) ⊗ (h ·m)(0)
= h1m(−1)S(h3)⊗ h2 ·m(0)
= h1m(−1)S(h3)⊗ h2 ·m(0)
= h1m(−1)S(h3)⊗ h2 ·m(0).
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Portanto,
M
N
é um objeto em HHYD.
O próximo teorema segue diretamente dos teoremas do isomorfismo
para módulos e para comódulos.
Teorema 3.2 Sejam M,N objetos em HHYD e f : M → N um mor-
fismo em HHYD. Então ker(f) e f(M) são submódulos de Yetter-
Drinfeld de M e N , respectivamente. Além disso,
M
ker(f)
∼= f(M),
isto é, são isomorfos como módulos de Yetter-Drinfeld.
O Teorema 3.1 nos diz que a categoria dos módulos de Yetter-
Drinfeld sobre uma álgebra de Hopf qualquer H é uma categoria tenso-
rial. Ao colocarmos hipóteses sobre a álgebra de Hopf, são obtidas pro-
priedades para a categoria. O teorema abaixo retrata o que acabamos
de dizer. Ao exigirmos que a antípoda de H seja bijetora, a categoria
H
HYD torna-se trançada.
Teorema 3.3 Seja H uma álgebra de Hopf com antípoda bijetora. En-
tão (HHYD,⊗, k, a, l, r) é uma categoria tensorial trançada.
Demonstração: Definimos, para quaisquerM e N em HHYD, a função
cM,N : M ⊗N → N ⊗M por cM,N (m⊗ n) = m(−1) · n⊗m(0). Sejam
h ∈ H, m ∈M e n ∈ N . Então
cM,N (h · (m⊗ n)) = cM,N (h1 ·m⊗ h2 · n)
= (h1 ·m)(−1) · (h2 · n)⊗ (h1 ·m)(0)
= (h11m(−1)S(h13)) · (h2 · n)⊗ h12 ·m(0)
= (h1m(−1)S(h3)h4) · n⊗ h2 ·m(0)
= (h1m(−1)ε(h3)1) · n⊗ h2 ·m(0)
= (h1m(−1)) · n⊗ (ε(h3)h2) ·m(0)
= h1 · (m(−1) · n)⊗ h2 ·m(0)
= h · (m(−1) · n⊗m(0))
= h · cM,N (m⊗ n).
Logo, cM,N é um morfismo de H-módulos. Além disso,
ρcM,N (m⊗ n) = ρ(m(−1) · n⊗m(0))
= (m(−1) · n)(−1)(m(0))(−1) ⊗ (m(−1) · n)(0) ⊗ (m(0))(0)
= (m(−1))1n(−1)S((m(−1))3)(m(0))(−1) ⊗ (m(−1))2 · n(0) ⊗ (m(0))(0)
= m(−4)n(−1)S(m(−2))m(−1) ⊗m(−3) · n(0) ⊗m(0)
= m(−3)n(−1)S((m(−1))1)(m(−1))2 ⊗m(−2) · n(0) ⊗m(0)
= m(−3)n(−1)ε(m(−1))1⊗m(−2) · n(0) ⊗m(0)
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= m(−3)n(−1) ⊗ ε(m(−1))m(−2) · n(0) ⊗m(0)
= m(−2)n(−1) ⊗m(−1) · n(0) ⊗m(0)
(∗)
= m(−1)n(−1) ⊗ (m(0))(−1) · n(0) ⊗ (m(0))(0)
= (I ⊗ cM,N )(m(−1)n(−1) ⊗m(0) ⊗ n(0))
= (I ⊗ cM,N )ρ(m⊗ n),
na igualdade (∗), usamos que M é um H-comódulo.
Logo, cM,N é um morfismo de H-comódulos e portanto, cM,N é um
morfismo em HHYD.
Agora verifiquemos que c é uma transformação natural entre os
funtores ⊗ e ⊗τ . Sejam M,N,M ′, N ′ em HHYD, f : M → M ′ e g :
N → N ′ morfismos em HHYD, então o diagrama abaixo
M ⊗N cM,N //
f⊗g

N ⊗M
g⊗f

M ′ ⊗N ′
cM′,N′
// N ′ ⊗M ′
comuta. Sejam m ∈M e n ∈ N . Então
cM ′,N ′(f ⊗ g)(m⊗ n) = cM ′,N ′(f(m)⊗ g(n))
= f(m)(−1) · g(n)⊗ f(m)(0)
(†)
= m(−1) · g(n)⊗ f(m(0))
= g(m(−1) · n)⊗ f(m(0))
= (g ⊗ f)(m(−1) · n⊗m(0))
= (g ⊗ f)cM,N (m⊗ n),
na igualdade (†) usamos que f é morfismo de H-comódulos.
Mostremos que c é um isomorfismo natural. Para quaisquer M,N
em HHYD, definimos c
−1
M,N : N ⊗M →M ⊗N por
c−1M,N (n⊗m) = m(0) ⊗ S−1(m(−1)) · n.
Temos que c−1M,NcM,N = IM⊗N e cM,Nc
−1
M,N = IN⊗M . De fato,
sejam m ∈M e n ∈ N . Então
c−1M,NcM,N (m⊗ n) = c−1M,N (m(−1) · n⊗m(0))
= (m(0))(0) ⊗ S−1((m(0))(−1)) · (m(−1) · n)
= m(0) ⊗ (S−1(m(−1))m(−2)) · n
= m(0) ⊗ (S−1((m(−1))2)(m(−1))1) · n
(?)
= m(0) ⊗ ε(m(−1))1 · n
= m(0)ε(m(−1))⊗ n = m⊗ n,
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a igualdade (?) usa o fato de que S−1 é antípoda para Hcop, e
cM,Nc
−1
M,N (n⊗m) = cM,N (m(0) ⊗ S−1(m(−1)) · n)
= (m(0))(−1) · (S−1(m(−1)) · n)⊗ (m(0))(0)
= (m(−1)S−1(m(−2))) · n⊗m(0)
= ε(m(−1))1 · n⊗m(0)
= n⊗ ε(m(−1))m(0) = n⊗m.
Assim, c−1M,N é a inversa de cM,N e como essa é um morfismo em
H
HYD, segue que c
−1
M,N também o é. Portanto c é um isomorfismo natu-
ral.
Agora basta mostrarmos que c satisfaz os axiomas do hexágono.
Sejam M,N,P objetos em HHYD, m ∈M , n ∈ N e p ∈ P . Então
(cM,P ⊗ I)aM,P,N (I ⊗ cN,P )(m⊗ (n⊗ p)) =
= (cM,P ⊗ I)aM,P,N (m⊗ (n(−1) · p⊗ n(0)))
= (cM,P ⊗ I)((m⊗ n(−1) · p)⊗ n(0))
= (m(−1) · (n(−1) · p)⊗m(0))⊗ n(0)
= ((m(−1)n(−1)) · p⊗m(0))⊗ n(0)
= aP,M,N ((m(−1)n(−1)) · p⊗ (m(0) ⊗ n(0)))
= aP,M,N ((m⊗ n)(−1) · p⊗ (m⊗ n)(0))
= aP,M,N (cM⊗N,P ((m⊗ n)⊗ p))
= aP,M,NcM⊗N,PaM,N,P (m⊗ (n⊗ p))
e
(I ⊗ cM,P )a−1N,M,P (cM,N ⊗ I)((m⊗ n)⊗ p) =
= (I ⊗ cM,P )a−1N,M,P ((m(−1) · n⊗m(0))⊗ p)
= (I ⊗ cM,P )(m(−1) · n⊗ (m(0) ⊗ p))
= m(−1) · n⊗ ((m(0))(−1) · p⊗ (m(0))(0))
= m(−2) · n⊗ (m(−1) · p⊗m(0))
= a−1N,P,M ((m(−2) · n⊗m(−1) · p)⊗m(0))
= a−1N,P,M (((m(−1))1 · n⊗ (m(−1))2 · p)⊗m(0))
= a−1N,P,M (m(−1) · (n⊗ p)⊗m(0))
= a−1N,P,M (cM,N⊗P (m⊗ (n⊗ p)))
= a−1N,P,McM,N⊗Pa
−1
M,N,P ((m⊗ n)⊗ p).
Portanto, (HHYD,⊗, k, a, l, r, c) é uma categoria trançada.
O próximo teorema nos diz que se a álgebra de Hopf não for tri-
vial, então a categoria dos módulos de Yetter-Drinfeld não é simétrica.
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Assim, produzimos exemplos de categorias que são trançadas, mas não
são simétricas.
Teorema 3.4 Seja H uma álgebra de Hopf com antípoda bijetora tal
que HHYD seja uma categoria simétrica. Então H ∼= k.
Demonstração: SejamM := H com h·x = h1xS(h2) e ρ(x) = x1⊗x2
eN := H com h·x = hx e ρ(x) = x1S(x3)⊗x2, para quaisquer h, x ∈ H.
Vimos nos Exemplos 3.2 e 3.3 que M e N são objetos em HHYD.
Seja x ∈ H. Consideremos 1⊗x ∈ N ⊗M . Como HHYD é simétrica,
temos que (cM,NcN,M )(1⊗ x) = 1⊗ x. Por outro lado,
cM,NcN,M (1⊗ x) = cM,N (1(−1) · x⊗ 1(0)) = cM,N (1S(1) · x⊗ 1)
= cM,N (1 · x⊗ 1) = cM,N (x⊗ 1) = x(−1) · 1⊗ x(0)
= x1 · 1⊗ x2 = x11⊗ x2 = x1 ⊗ x2.
Assim, 1⊗x = x1⊗x2. Aplicando I⊗ε a essa igualdade, segue que
1⊗ ε(x) = x1 ⊗ ε(x2) = x1ε(x2)⊗ 1 = x⊗ 1
e isso implica que x = x1 = 1ε(x) ∈ 1k. Portanto, H = 1k ∼= k.
Teorema 3.5 Seja H uma álgebra de Hopf com antípoda bijetora. En-
tão, a categoria dos módulos de Yetter-Drinfeld de dimensão finita é
uma categoria rígida.
Demonstração: Pelo Teorema 3.3, sabemos que tal categoria é trançada.
Logo, para que seja rígida basta mostrarmos que cada objeto admite
dual à esquerda.
Seja M um módulo de Yetter-Drinfeld com dimensão finita n. De-
finimos M∗ := Hom
kV(M,k). Consideremos {m(1),m(2), · · · ,m(n)}
uma base de M e {f (1), f (2), · · · , f (n)} a base dual para M∗ tal que
f (i)(m(j)) = δi,j . Temos que M∗ é um H-módulo à esquerda via
(h · f)(m) = f(S(h) ·m),∀m ∈M,∀f ∈M∗,∀h ∈ H.
De fato, dados h, g ∈ H, f ∈M∗ e m ∈M , temos
((hg) · f)(m) = f(S(hg) ·m) = f(S(g) · (S(h) ·m))
= (g · f)(S(h) ·m) = (h · (g · f))(m)
e
(1 · f)(m) = f(S(1) ·m) = f(1 ·m) = f(m).
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Logo, (hg) · f = h · (g · f) e 1 · f = f . Além disso, consideremos
ρ(f) = f(−1) ⊗ f(0) =
n∑
i=1
S−1(m(i)(−1))⊗ f(m(i)(0))f (i),∀f ∈M∗.
Primeiramente, notemos que ρ definida acima é unicamente deter-
minada pela condição
f(−1)f(0)(m) = S−1(m(−1))f(m(0)),∀m ∈M. (?)
De fato, seja m ∈ M . Então podemos escrever m = ∑nj=1 ajm(j)
com aj ∈ k e claramente ρ(m) =
∑n
j=1 ajm
(j)
(−1)⊗m(j)(0). De acordo com
a definição de ρ, temos que
f(−1)f(0)(m) =
n∑
i=1
S−1(m(i)(−1))f(m
(i)
(0))f
(i)(m)
=
n∑
i=1
S−1(m(i)(−1))f(m
(i)
(0))f
(i)(
n∑
j=1
ajm
(j))
=
n∑
i,j=1
S−1(m(i)(−1))f(m
(i)
(0))ajf
(i)(m(j))
=
n∑
i=1
S−1(aim
(i)
(−1))f(m
(i)
(0))
= S−1(m(−1))f(m(0)).
Por outro lado, se
∑n
k=1 x(k) ⊗ y(k) é um elemento de H ⊗M∗ que
satisfaz
∑n
k=1 x(k)y(k)(m) = S
−1(m(−1))f(m(0)) para todo m ∈ M ,
então
∑n
k=1 x(k) ⊗ y(k) = f(−1) ⊗ f(0). De fato,
f(−1) ⊗ f(0) =
n∑
i=1
S−1(m(i)(−1))⊗ f(m(i)(0))f (i)
=
n∑
i=1
S−1(m(i)(−1))f(m
(i)
(0))⊗ f (i)
=
n∑
i,k=1
x(k)y(k)(m
(i))⊗ f (i)
=
n∑
k=1
x(k) ⊗ (
n∑
i=1
y(k)(m
(i))f (i))
=
n∑
k=1
x(k) ⊗ y(k).
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Mostremos queM∗ possui uma estrutura deH-comódulo à esquerda
via ρ. Sejam f ∈M∗ e m ∈M . Então
(∆⊗ I)ρ(f) = (∆⊗ I)(
n∑
i=1
S−1(m(i)(−1))⊗ f(m(i)(0))f (i))
=
n∑
i=1
f(m
(i)
(0))∆(S
−1(m(i)(−1)))⊗ f (i)
=
n∑
i=1
f(m
(i)
(0))S
−1((m(i)(−1))2)⊗ S−1((m(i)(−1))1)⊗ f (i)
=
n∑
i=1
f((m
(i)
(0))(0))S
−1((m(i)(0))(−1))⊗ S−1(m(i)(−1))⊗ f (i)
=
n∑
i=1
f(−1)f(0)(m
(i)
(0))⊗ S−1(m(i)(−1))⊗ f (i)
= f(−1) ⊗ (
n∑
i=1
S−1(m(i)(−1))⊗ f(0)(m(i)(0))f (i))
= f(−1) ⊗ ρ(f(0))
= (I ⊗ ρ)ρ(f)
e
ε(f(−1))f(0)(m) = ε(f(−1)f(0)(m)) = ε(S−1(m(−1))f(m(0)))
= f(m(0))ε(S
−1(m(−1))) = f(m(0))ε(m(−1))
= f(m(0)ε(m(−1))) = f(m).
Agora, vamos mostrar que M∗ com ação e coação acima definidas
satisfaz a relação de compatibilidade. Para isso, como ρ é unicamente
determinada pela condição (?), basta mostrarmos que
h1f(−1)S(h3)(h2 · f(0))(m) = S−1(m(−1))(h · f)(m(0)).
Sejam h ∈ H, f ∈M∗ e m ∈M . Então
h1f(−1)S(h3)(h2 · f(0))(m) = h1f(−1)S(h3)f(0)(S(h2) ·m)
= h1f(−1)f(0)(S(h2) ·m)S(h3)
= h1S
−1((S(h2) ·m)(−1))f((S(h2) ·m)(0))S(h3)
= h1S
−1(S(h2)1m(−1)S(S(h2)3))f(S(h2)2 ·m(0))S(h3)
= h1S
−1(S(h23)m(−1)S(S(h21)))f(S(h22) ·m(0))S(h3)
= h1S
−1(S(h4)m(−1)S(S(h2)))f(S(h3) ·m(0))S(h5)
= h1S(h2)S
−1(m(−1))h4S(h5)f(S(h3) ·m(0))
= 1ε(h1)S
−1(m(−1))1ε(h3)f(S(h2) ·m(0))
= S−1(m(−1))f(S(h) ·m(0))
= S−1(m(−1))(h · f)(m(0)).
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Com isso, temos que M∗ é um objeto na categoria HHYD. Conside-
remos eM e bM definidas como no Exemplo 2.24, ou seja,
eM (f ⊗m) = f(m),∀f ∈M∗,∀m ∈M e bM (1) =
n∑
k=1
m(k) ⊗ f (k).
No exemplo citado, vimos que tais funções satisfazem as composições
da definição de dual à esquerda. Assim, para mostrarmos que (M∗, eM , bM )
é um dual à esquerda de M , basta mostrarmos que eM e bM são mor-
fismos em HHYD. Sejam h ∈ H,m ∈M e f ∈M∗. Então
eM (h · (f ⊗m)) = eM (h1 · f ⊗ h2 ·m) = (h1 · f)(h2 ·m)
= f(S(h1) · (h2 ·m)) = f((S(h1)h2) ·m))
= f(ε(h)1 ·m) = ε(h)f(m) = h · f(m)
= h · eM (f ⊗m)
e
(I ⊗ eM )ρ(f ⊗m) = (I ⊗ eM )(f(−1)m(−1) ⊗ f(0) ⊗m(0))
= f(−1)m(−1) ⊗ f(0)(m(0))
= f(−1)f(0)(m(0))m(−1) ⊗ 1
= S−1((m(0))(−1))f((m(0))(0))m(−1) ⊗ 1
= S−1(m(−1))m(−2) ⊗ f(m(0))
= 1ε(m(−1))⊗ f(m(0)) = 1⊗ f(ε(m(−1))m(0))
= 1⊗ f(m) = ρ(f(m)) = ρ(eM (f ⊗m)).
Também,
h · (bM (1)) = h · (
n∑
k=1
m(k) ⊗ f (k)) =
n∑
k=1
h1 ·m(k) ⊗ h2 · f (k)
=
n∑
k=1
h1 ·m(k) ⊗ (
n∑
j=1
(h2 · f (k))(m(j))f (j))
=
n∑
k,j=1
h1 ·m(k) ⊗ f (k)(S(h2) ·m(j))f (j)
=
n∑
k,j=1
h1 · (f (k)(S(h2) ·m(j))m(k))⊗ f (j)
=
n∑
j=1
h1 · (
n∑
k=1
f (k)(S(h2) ·m(j))m(k))⊗ f (j)
=
n∑
j=1
h1 · (S(h2) ·m(j))⊗ f (j)
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=n∑
j=1
(h1S(h2)) ·m(j) ⊗ f (j)
= ε(h)
n∑
j=1
1m(j) ⊗ f (j) = ε(h)bM (1)
= bM (ε(h)1) = bM (h · 1)
e
ρ(bM (1)) = ρ(
n∑
k=1
m(k) ⊗ f (k)) =
n∑
k=1
m
(k)
(−1)f
(k)
(−1) ⊗m(k)(0) ⊗ f (k)(0)
=
n∑
k=1
m
(k)
(−1)f
(k)
(−1) ⊗m(k)(0) ⊗ (
n∑
j=1
f
(k)
(0) (m
(j))f (j))
=
n∑
j,k=1
m
(k)
(−1)f
(k)
(−1)f
(k)
(0) (m
(j))⊗m(k)(0) ⊗ f (j)
=
n∑
j,k=1
m
(k)
(−1)S
−1(m(j)(−1))f
(k)(m
(j)
(0))⊗m(k)(0) ⊗ f (j)
=
n∑
j,k=1
f (k)(m
(j)
(0))m
(k)
(−1)S
−1(m(j)(−1))⊗m(k)(0) ⊗ f (j) = ~.
Notemos que, para cada j ∈ {1, 2, · · · , n}, podemos escrever m(j)(0) =∑n
k=1 f
(k)(m
(j)
(0))m
(k) e lembrando queM é um H-comódulo, temos que
m
(j)
(−2) ⊗m(j)(−1) ⊗m(j)(0) = (I ⊗ ρ)ρ(m(j)) = (I ⊗ ρ)(m(j)(−1) ⊗m(j)(0))
= (I ⊗ ρ)(m(j)(−1) ⊗
n∑
k=1
f (k)(m
(j)
(0))m
(k))
= m
(j)
(−1) ⊗
n∑
k=1
f (k)(m
(j)
(0))ρ(m
(k))
= m
(j)
(−1) ⊗
n∑
k=1
f (k)(m
(j)
(0))(m
(k)
(−1) ⊗m(k)(0))
= m
(j)
(−1) ⊗
n∑
k=1
f (k)(m
(j)
(0))m
(k)
(−1) ⊗m(k)(0)
=
n∑
k=1
m
(j)
(−1) ⊗ f (k)(m(j)(0))m(k)(−1) ⊗m(k)(0) ,
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ou seja,
n∑
k=1
m
(j)
(−1) ⊗ f (k)(m(j)(0))m(k)(−1) ⊗m(k)(0) = m(j)(−2) ⊗m(j)(−1) ⊗m(j)(0).
Agora, voltemos em ~
~ =
n∑
j=1
m
(j)
(−1)S
−1(m(j)(−2))⊗m(j)(0) ⊗ f (j)
=
n∑
j=1
ε(m
(j)
(−1))1⊗m(j)(0) ⊗ f (j) =
n∑
j=1
1⊗ ε(m(j)(−1))m(j)(0) ⊗ f (j)
= 1⊗ (
n∑
j=1
m(j) ⊗ f (j)) = (I ⊗ bM )(1⊗ 1) = (I ⊗ bM )ρ(1).
Portanto, (M∗, eM , bM ) é um dual à esquerda para M . Como a
categoria é trançada, segue queM admite também dual à direita. Logo,
a categoria é rígida.
Proposição 3.3 Sejam H uma álgebra de Hopf com antípoda bijetora,
M e N módulos de Yetter-Drinfeld de dimensão finita e f : M → N um
morfismo entre os mesmos. Então f∗ : N∗ →M∗ dada por f∗(g) = gf
é também um morfismo em HHYD.
Demonstração: Sejam h ∈ H,n∗ ∈ N∗ e m ∈M . Então
(f∗(h · n∗))(m) = ((h · n∗)f)(m) = (h · n∗)(f(m))
= n∗(S(h) · f(m)) = n∗(f(S(h) ·m))
= (n∗f)(S(h) ·m) = f∗(n∗)(S(h) ·m)
= (h · (f∗(n∗)))(m).
Logo, f∗(h · n∗) = h · (f∗(n∗)). Também,
(I ⊗ f∗)ρ(n∗) = (I ⊗ f∗)(n∗(−1) ⊗ n∗(0)) = n∗(−1) ⊗ f∗(n∗(0))
= n∗(−1) ⊗ (n∗(0)f).
Para mostrarmos que n∗(−1)⊗ (n∗(0)f) = ρ(f∗(n∗)), precisamos veri-
ficar a condição (?) dada no teorema anterior. Para isso, seja m ∈ M .
Então
n∗(−1)(n
∗
(0)f)(m) = n
∗
(−1)n
∗
(0)(f(m))
(4)
= S−1(f(m)(−1))n∗(f(m)(0))
= S−1(m(−1))n∗(f(m(0)))
= S−1(m(−1))f∗(n∗)(m(0)),
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a igualdade (4) se deve ao fato de que M∗ é um H-comódulo e por-
tanto, a condição (?) é satisfeita.
Portanto, f∗ é um morfismo em HHYD.
3.3 Espaços vetoriais trançados
Nessa seção falamos sobre espaços vetorias trançados. Tais objetos
não são usados nos próximos capítulos, mas decidimos apresentar o
conceito no trabalho. Um fato interessante é que, pela comutatividade
do dodecágono, todo módulo de Yetter-Drinfeld é um espaço vetorial
trançado. Além disso, todo espaço vetorial trançado é um módulo de
Yetter-Drinfeld sobre alguma álgebra de Hopf, salvo condições técnicas
na trança (veja [17]). Um caso particular pode ser visto no item (iii)
da Proposição 3.4.
Essa seção foi baseada principalmente em [4].
Definição 3.4 Sejam V um espaço vetorial e c : V ⊗ V → V ⊗ V um
isomorfismo linear. Dizemos que (V, c) é um espaço vetorial trançado
se c é uma solução da equação da trança, ou seja, se
(c⊗ I)(I ⊗ c)(c⊗ I) = (I ⊗ c)(c⊗ I)(I ⊗ c).
Exemplo 3.4 Sejam V um k-espaço vetorial com base {xi}i∈I e
{qi,j}i,j∈I uma família de escalares não-nulos. Definimos c : V ⊗ V →
V ⊗ V por c(xi ⊗ xj) = qi,jxj ⊗ xi. Então (V, c) é um espaço vetorial
trançado. De fato,
(c⊗ I)(I ⊗ c)(c⊗ I)(xi ⊗ xj ⊗ xk) =
= (c⊗ I)(I ⊗ c)(qi,jxj ⊗ xi ⊗ xk)
= qi,j(c⊗ I)(xj ⊗ qi,kxk ⊗ xi)
= qi,jqi,kqj,kxk ⊗ xj ⊗ xi
= qi,kqj,kxk ⊗ qi,jxj ⊗ xi
= qi,kqj,k(I ⊗ c)(xk ⊗ xi ⊗ xj)
= qj,k(I ⊗ c)(qi,kxk ⊗ xi ⊗ xj)
= (I ⊗ c)(c⊗ I)(xi ⊗ qj,kxk ⊗ xj)
= (I ⊗ c)(c⊗ I)(I ⊗ c)(xi ⊗ xj ⊗ xk).
Exemplo 3.5 Seja H uma álgebra de Hopf com antípoda bijetora.
Então todo módulo de Yetter-Drinfeld sobre H é um espaço vetorial
trançado.
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De fato, seja M um módulo de Yetter-Drinfeld. Como a categoria
H
HYD é trançada, existe o isomofismo cM,M : M ⊗M →M ⊗M e, pela
comutatividade do dodecágono, temos que
(cM,M ⊗ I)(I ⊗ cM,M )(cM,M ⊗ I) = (I ⊗ cM,M )(cM,M ⊗ I)(I ⊗ cM,M ).
Lema 3.1 Sejam G um grupo e H = kG. Então V é um H-comódulo
se, e somente se, V é um espaço vetorial G-graduado.
Demonstração: (⇒) Suponhamos que V seja um H-comódulo à es-
querda com estrutura dada por ρ : V → H ⊗ V .
Definimos, para cada g ∈ G, o conjunto Vg := {v ∈ V : ρ(v) =
g ⊗ v}. Notemos que cada Vg é não-vazio, pois 0 ∈ Vg e é fácil ver que
cada Vg é um k-subespaço vetorial de V . Mostremos que V = ⊕g∈GVg.
Seja v ∈ V . Escrevemos ρ(v) = ∑g∈G g ⊗ vg. Para facilitar a escrita,
denotamos
∑
g∈G por
∑
.
Como V é comódulo, temos que
v = ε(v(−1))v(0) =
∑
ε(g)vg =
∑
vg.
Também,
(I ⊗ ρ)ρ(v) = (I ⊗ ρ)(
∑
g ⊗ vg) =
∑
g ⊗ h⊗ (vg)h
e
(∆⊗ I)ρ(v) = (∆⊗ I)(
∑
g ⊗ vg) =
∑
g ⊗ g ⊗ vg.
Logo,
∑
g⊗ h⊗ (vg)h =
∑
g⊗ g⊗ vg. Fixados g0, h0 ∈ G, conside-
remos fg0 , fh0 ∈ (kG)∗ tais que fg0(g) = δg0,g e fh0(g) = δh0,g, ∀g ∈ G.
Omitindo o isomorfismo k-linear existente entre k⊗k⊗V e V e usando
a igualdade acima, segue que
(fg0 ⊗ fh0 ⊗ I)(
∑
g ⊗ h⊗ (vg)h) = (fg0 ⊗ fh0 ⊗ I)(
∑
g ⊗ g ⊗ vg),
ou seja, ∑
fg0(g)⊗ fh0(h)⊗ (vg)h = (vg0)h0
e ∑
fg0(g)⊗ fh0(g)⊗ vg = vg0δg0,h0 .
Logo, para qualquer g ∈ G, vale que (vg)h = vgδg,h. Com isso,
ρ(vg) =
∑
h⊗(vg)h = g⊗vg, isto é, vg ∈ Vg. Assim, v =
∑
vg ∈
∑
Vg.
Agora mostremos que a soma é direta. Seja x ∈ Vg ∩
∑
g 6=h Vh.
Então podemos escrever x = vg e x =
∑
g 6=h vh com vg ∈ Vg e vh ∈ Vh.
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Consideremos fg ∈ (kG)∗ tal que fg(l) = δg,l. Assim,
(fg ⊗ I)ρ(vg) = (fg ⊗ I)(g ⊗ vg) = vg
e
(fg ⊗ I)ρ(
∑
g 6=h
vh) = (fg ⊗ I)(
∑
g 6=h
h⊗ vh) = 0.
Logo, x = vg = 0. Portanto, V = ⊕g∈GVg.
(⇐) Suponhamos que V = ⊕g∈GVg. Definimos ρ : V → H ⊗ V por
ρ(vg) = g ⊗ vg. É fácil ver que ρ é k-linear. Seja vg ∈ Vg. Então
(∆⊗I)ρ(vg) = (∆⊗I)(g⊗vg) = g⊗g⊗vg = (I⊗ρ)(g⊗vg) = (I⊗ρ)ρ(vg)
e
ε((vg)(−1))(vg)(0) = ε(g)vg = vg.
Portanto, V é um H-comódulo à esquerda.
Proposição 3.4 Sejam G um grupo e V um kG-módulo à esquerda e
um kG-comódulo à esquerda com graduação V = ⊕g∈GVg. Definimos
o isomorfismo linear c : V ⊗ V → V ⊗ V por c(x⊗ y) = g · y ⊗ x, ∀x ∈
Vg,∀y ∈ V . Então são verdadeiras as afirmações.
(i) V é um objeto em kGkGYD se, e somente se, g ·Vh ⊆ Vghg−1 ,∀g, h ∈ G.
(ii) Se V é um objeto em kGkGYD então (V, c) é um espaço vetorial
trançado.
(iii) Reciprocamente, se V é um kG-módulo fiel e (V, c) é um espaço
vetorial trançado, então V é um objeto em kGkGYD.
Demonstração: (i) (⇒) Suponhamos que V é um objeto em kGkGYD.
Sejam g, h ∈ G e vh ∈ Vh. Então
ρ(g · vh) = g1(vh)(−1)S(g3)⊗ g2 · (vh)(0) = ghg−1 ⊗ g · vh.
Logo, pela definição de Vg dada na demonstração do lema anterior,
segue que g · vh ∈ Vghg−1 .
(⇐) Suponhamos agora que g·Vh ⊆ Vghg−1 ,∀g, h ∈ G. Por hipótese,
V é um kG-módulo à esquerda e um kG-comódulo à esquerda. As-
sim, para mostrarmos que V é um módulo de Yetter-Drinfeld, basta
verificarmos a relação de compatibilidade. Seja v ∈ V . Escrevemos
v =
∑
vh. Daí,
ρ(g · v) = ρ(g ·∑ vh) = ρ(∑(g · vh)) = ∑ ρ(g · vh)
=
∑
ghg−1 ⊗ g · vh = g1v(−1)S(g3)⊗ g2 · v(0),
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pois ρ(v) =
∑
h⊗ vh.
(ii) Sejam g, h ∈ G, x ∈ Vg, y ∈ Vh e z ∈ V . Então
(c⊗ I)(I ⊗ c)(c⊗ I)(x⊗ y ⊗ z) = (c⊗ I)(I ⊗ c)(g · y ⊗ x⊗ z)
= (c⊗ I)(g · y ⊗ g · z ⊗ x)
= c(g · y ⊗ g · z)⊗ x
(?)
= (ghg−1) · (g · z)⊗ g · y ⊗ x
= (gh) · z ⊗ g · y ⊗ x
= (I ⊗ c)(g · (h · z)⊗ x⊗ y)
= (I ⊗ c)(c⊗ I)(x⊗ h · z ⊗ y)
= (I ⊗ c)(c⊗ I)(I ⊗ c)(x⊗ y ⊗ z).
Por hipótese, V é um módulo de Yetter-Drinfeld e assim, por (i),
g · Vh ⊆ Vghg−1 e como y ∈ Vh, segue a igualdade (?). Portanto, (V, c)
é um espaço vetorial trançado.
(iii) Sejam g, h ∈ G. Mostremos que g ·Vh ⊆ Vghg−1 e por (i), segue
que V é um módulo de Yetter-Drinfeld.
Sejam x ∈ Vg, y ∈ Vh e z ∈ V . Como (V, c) é um espaço vetorial
trançado, com os mesmos cálculos feitos em (ii), segue que c(g · y ⊗ g ·
z) ⊗ x = (gh) · z ⊗ g · y ⊗ x. Sendo k um corpo, tal igualdade implica
em c(g · y ⊗ g · z) = (gh) · z ⊗ g · y. Como g · y ∈ V , podemos escrever
g · y = ∑ ya, em que ya ∈ Va e a ∈ G. Daí,∑
(ag) · z ⊗ ya =
∑
a · (g · z)⊗ ya =
∑
c(ya ⊗ g · z)
= c(
∑
(ya ⊗ g · z)) = c(
∑
ya ⊗ g · z)
= c(g · y ⊗ g · z) = (gh) · z ⊗ g · y
= (gh) · z ⊗ (∑ ya) = ∑(gh) · z ⊗ ya.
Para cada b ∈ G tal que yb 6= 0, podemos considerar fb ∈ V ∗ de
modo que fb(ya) = δa,b,∀a ∈ G. Assim, pela igualdade acima, temos
(I ⊗ fb)(
∑
(gh) · z ⊗ ya) = (I ⊗ fb)(
∑
(ag) · z ⊗ ya),
donde (gh) · z = (bg) · z. Logo, z = (h−1g−1bg) · z e, sendo V um
kG-módulo fiel, segue que b = ghg−1.
Daí, g · y = ∑ ya = yghg−1 ∈ Vghg−1 e portanto, g · Vh ⊆ Vghg−1 .
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Capítulo 4
Álgebras de Hopf
trançadas e bosonização
Esse capítulo foi a motivação inicial para o desenvolvimento dessa
dissertação. Nosso “sonho de consumo” era entender o porquê de clas-
sificar álgebras de Hopf pontuadas ser um ramo de investigação tão
promissor e cobiçado. Para isso, nos apoiamos principalmente no tra-
balho de Andruskiewitsch-Schneider (veja [3]) e já na página 2 do
mesmo nos deparamos com as “álgebras de Nichols”, que são álgebras
de Hopf trançadas na categoria dos módulos de Yetter-Drinfeld. Sendo
assim, nosso primeiro passo é entender o que é uma álgebra de Nichols
(assunto desenvolvido no próximo capítulo).
Em busca desse objetivo, embora seja possível definir álgebras de
Hopf trançadas em qualquer categoria trançada, fazemos tal definição
na categoria dos módulos de Yetter-Drinfeld sobre uma álgebra de Hopf
H com antípoda bijetora, o que torna a categoria HHYD trançada.
4.1 Álgebras de Hopf trançadas em HHYD
SejaH uma álgebra de Hopf com antípoda bijetora. Sejam (R,mR, µR)
e (S,mS , µS) álgebras em HHYD. A trança cS,R fornece ao módulo de
Yetter-Drinfeld R⊗ S uma estrutura de álgebra via
mR⊗S := (mR ⊗mS)(I ⊗ cS,R ⊗ I) e µR⊗S := (µR ⊗ µS)lk
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R⊗ S ⊗R⊗ S
I⊗cS,R⊗I

mR⊗S // R⊗ S
R⊗R⊗ S ⊗ S
mR⊗mS
// R⊗ S
k
lk

µR⊗S // R⊗ S
k ⊗ k
µR⊗µS
// R⊗ S.
Chamando mR(r ⊗ r′) = rr′,∀r, r′ ∈ R, µR(1) = 1R, mS(s⊗ s′) =
ss′,∀s, s′ ∈ S e µS(1) = 1S , temos que
mR⊗S(r ⊗ s⊗ r′ ⊗ s′) = (mR ⊗mS)(I ⊗ cS,R ⊗ I)(r ⊗ s⊗ r′ ⊗ s′)
= (mR ⊗mS)(r ⊗ s(−1) · r′ ⊗ s(0) ⊗ s′)
= r(s(−1) · r′)⊗ s(0)s′
e
µR⊗S(1) = (µR ⊗ µS)lk(1) = (µR ⊗ µS)(1⊗ 1) = 1R ⊗ 1S .
Lembramos que o fato de R e S serem álgebras em HHYD nos diz
que R e S são objetos em HHYD e que mR, µR,mS e µS são morfismos
em HHYD. Podemos notar que R e S são simultaneamente H-módulo
álgebra e H-comódulo álgebra. Para os cálculos desse capítulo, seria
interessante ter em mente os quatro últimos exemplos da Seção 2.3.
Proposição 4.1 Com a notação acima, (R ⊗ S,mR⊗S , µR⊗S) é uma
álgebra em HHYD.
Demonstração: Por construção, mR⊗S e µR⊗S são morfismos em
H
HYD, pois são composições de morfismos em
H
HYD. Basta verificarmos
a comutatividade dos diagramas. Sejam r, r′, r′′ ∈ R e s, s′, s′′ ∈ S.
Então
mR⊗S(mR⊗S ⊗ I)(r ⊗ s⊗ r′ ⊗ s′ ⊗ r′′ ⊗ s′′) =
= mR⊗S(r(s(−1) · r′)⊗ s(0)s′ ⊗ r′′ ⊗ s′′)
= r(s(−1) · r′)((s(0)s′)(−1) · r′′)⊗ (s(0)s′)(0)s′′
= r(s(−1) · r′)(((s(0))(−1)s′(−1)) · r′′)⊗ ((s(0))(0)s′(0))s′′
= r(s(−2) · r′)((s(−1)s′(−1)) · r′′)⊗ (s(0)s′(0))s′′
= r(s(−1)1 · r′)(s(−1)2 · (s′(−1) · r′′))⊗ (s(0)s′(0))s′′
= r(s(−1) · (r′(s′(−1) · r′′)))⊗ s(0)(s′(0)s′′)
= mR⊗S(r ⊗ s⊗ r′(s′(−1) · r′′)⊗ s′(0)s′′)
= mR⊗S(I ⊗mR⊗S)(r ⊗ s⊗ r′ ⊗ s′ ⊗ r′′ ⊗ s′′),
mR⊗S(µR⊗S ⊗ I)rR⊗S(r ⊗ s) = mR⊗S(µR⊗S ⊗ I)(1⊗ r ⊗ s)
= mR⊗S(1R ⊗ 1S ⊗ r ⊗ s)
= 1R((1S)(−1) · r)⊗ (1S)(0)s
= 1R(1H · r)⊗ 1Ss
= r ⊗ s
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emR⊗S(I ⊗ µR⊗S)lR⊗S(r ⊗ s) = mR⊗S(I ⊗ µR⊗S)(r ⊗ s⊗ 1)
= mR⊗S(r ⊗ s⊗ 1R ⊗ 1S)
= r(s(−1) · 1R)⊗ s(0)1S
= r(s(−1) · µR(1))⊗ s(0)
= rµR(s(−1) · 1)⊗ s(0)
= rµR(ε(s(−1))1)⊗ s(0)
= r1R ⊗ ε(s(−1))s(0)
= r ⊗ s.
Portanto, (R⊗ S,mR⊗S , µR⊗S) é uma álgebra em HHYD.
A álgebra acima é denotada por R⊗S e 1R⊗S = 1R ⊗ 1S .
Definição 4.1 Uma biálgebra trançada em HHYD é uma coleção
(R,m, µ,∆, ε) em que (R,m, µ) é uma álgebra em HHYD, (R,∆, ε) é
uma coálgebra em HHYD, ∆ : R→ R⊗R e ε : R→ k são morfismos de
álgebras.
A título de notação, se (R,m, µ) é uma álgebra em HHYD e r, r
′ ∈ R,
denotamosm(r⊗r′) por rr′ e µ(1) por 1R. Se (R,∆, ε) é uma coálgebra
em HHYD denotamos ∆(r) por r1 ⊗ r2, para qualquer r ∈ R.
O fato de ∆ : R→ R⊗R ser morfismo de álgebras nos diz que, para
quaisquer r, r′ ∈ R,
(rr′)1 ⊗ (rr′)2 = r1((r2)(−1) · r′1)⊗ (r2)(0)r′2.
Notemos que uma biálgebra trançada em HHYD é, simultaneamente,
um H-módulo álgebra, um H-comódulo álgebra, um H-módulo coál-
gebra e um H-comódulo coálgebra.
Definição 4.2 Seja R uma biálgebra trançada em HHYD. Dizemos que
R é uma álgebra de Hopf trançada em HHYD se existe um morfismo
k-linear S : R → R que é o inverso do morfismo identidade, segundo
o produto de convolução, na álgebra Hom(R,R). Tal morfismo S é
chamado antípoda.
O fato de S ser antípoda de R nos diz que S(r1)r2 = r1S(r2) =
ε(r)1R, para todo r ∈ R.
Exemplo 4.1 Se H = k, a categoria HHYD é a categoria dos k-espaços
vetoriais. Uma álgebra de Hopf nessa categoria é uma álgebra de Hopf
sobre k.
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Proposição 4.2 Seja R uma álgebra de Hopf trançada em HHYD. En-
tão a antípoda S é um morfismo em HHYD.
Demonstração: Primeiramente mostremos que S é morfismo de H-
módulos. Para isso, definimos g, f, p : H⊗R→ R por g(h⊗r) = h·S(r),
f(h⊗ r) = h · r e p(h⊗ r) = S(h · r), para quaisquer h ∈ H e r ∈ R.
Mostremos que g é um inverso à esquerda para f e que p é um
inverso à direita para f , ambos, com respeito ao produto de convolução
da álgebra Hom(H ⊗R,R). De fato, dados h ∈ H e r ∈ R, temos que
(g ∗ f)(h⊗ r) = g(h1 ⊗ r1)f(h2 ⊗ r2) = (h1 · S(r1))(h2 · r2)
= h · (S(r1)r2) = h · (εR(r)1R) = εR(r)εH(h)1R
= µRεH⊗R(h⊗ r)
e
(f ∗ p)(h⊗ r) = f(h1 ⊗ r1)p(h2 ⊗ r2) = (h1 · r1)S(h1 · r2)
= ((h · r)1)S((h · r)2) = εR(h · r)1R = h · εR(r)
= εH(h)εR(r)1R = µRεH⊗R(h⊗ r).
Portanto, p = g, ou seja, h · S(r) = S(h · r), para quaisquer h ∈ H
e r ∈ R.
Agora, mostremos que S é morfismo de H-comódulos. Definimos
L,F : R→ H⊗R por L(r) = r(−1)⊗S(r(0)) e F (r) = S(r)(−1)⊗S(r)(0),
para todo r ∈ R. Mostremos que L é um inverso à esquerda para ρ e
que F é um inverso à direita para ρ, ambos, com respeito ao produto
de convolução da álgebra Hom(R,H ⊗R). Seja r ∈ R. Então
(L ∗ ρ)(r) = L(r1)ρ(r2) = ((r1)(−1) ⊗ S((r1)(0)))((r2)(−1) ⊗ (r2)(0))
= (r1)(−1)(r2)(−1) ⊗ S((r1)(0))(r2)(0)
= r(−1) ⊗ S((r(0))1)(r(0))2 = r(−1) ⊗ εR(r(0))1R
= εR(r)(1H ⊗ 1R) = µH⊗RεR(r)
e
(ρ ∗ F )(r) = ρ(r1)F (r2) = ((r1)(−1) ⊗ (r1)(0))(S(r2)(−1) ⊗ S(r2)(0))
= (r1)(−1)S(r2)(−1) ⊗ (r1)(0)S(r2)(0)
= (r1S(r2))(−1) ⊗ (r1S(r2))(0)
= (εR(r)1R)(−1) ⊗ (εR(r)1R)(0)
= εR(r)1H ⊗ 1R = µH⊗RεR(r).
Logo, L ∗ ρ = µH⊗RεR = ρ ∗ F , ou seja, L = F . Portanto, S é
morfismo de H-comódulos.
A proposição abaixo é usada no Capítulo 5. Optamos por colocá-la
aqui por já termos as ferramentas necessárias para tal.
85
Proposição 4.3 Seja R uma biálgebra trançada em HHYD. Então P (R)
é um submódulo de Yetter-Drinfeld de R.
Demonstração: É claro que P (R) é um k-subespaço vetorial de R.
Mostremos que é um H-submódulo e um H-subcomódulo de R. Sejam
h ∈ H e r ∈ P (R). Então
∆(h · r) = h · (∆(r)) = h · (r ⊗ 1 + 1⊗ r)
= (h1 · r)⊗ (h2 · 1) + (h1 · 1)⊗ (h2 · r)
= (h1 · r)⊗ ε(h2)1 + ε(h1)1⊗ (h2 · r)
= (h · r)⊗ 1 + 1⊗ (h · r).
Logo, h · r ∈ P (R). Também,
r(−1) ⊗∆(r(0)) = (I ⊗∆)ρ(r) = ρ(∆(r)) = ρ(r ⊗ 1 + 1⊗ r)
= r(−1)1(−1) ⊗ r(0) ⊗ 1(0) + 1(−1)r(−1) ⊗ 1(0) ⊗ r(0)
= r(−1) ⊗ r(0) ⊗ 1 + r(−1) ⊗ 1⊗ r(0)
= r(−1) ⊗ (r(0) ⊗ 1 + 1⊗ r(0)).
Logo, ρ(r) ∈ H ⊗ P (C).
Nosso próximo passo é mostrarmos que se R é uma álgebra de Hopf
trançada em HHYD de dimensão finita, então R
∗ também o é. Para isso,
desenvolvemos os dois lemas seguintes.
Lema 4.1 Sejam V,W módulos de Yetter-Drinfeld de dimensão finita.
Então W ∗ ⊗ V ∗ é isomorfo a (V ⊗ W )∗ como módulos de Yetter-
Drinfeld.
Demonstração: Definimos
Φ : W ∗ ⊗ V ∗ → (V ⊗W )∗
ϕ⊗ ψ 7→ Φ(ϕ⊗ ψ) : V ⊗W → k
v ⊗ w 7→ ψ(v)ϕ(w).
Temos que Φ é um isomorfismo de k-espaços vetoriais (veja [5],
Lemma 1.3.2). Assim, basta mostrarmos que Φ é um morfismo em
H
HYD. Sejam h ∈ H,ϕ ∈W ∗, ψ ∈ V ∗, v ∈ V e w ∈W . Então
(h · Φ(ϕ⊗ ψ))(v ⊗ w) = Φ(ϕ⊗ ψ)(S(h) · (v ⊗ w))
= Φ(ϕ⊗ ψ)(S(h2) · v ⊗ S(h1) · w)
= ψ(S(h2) · v)ϕ(S(h1) · w)
= (h2 · ψ)(v)(h1 · ϕ)(w)
= Φ(h1 · ϕ⊗ h2 · ψ)(v ⊗ w)
= Φ(h · (ϕ⊗ ψ))(v ⊗ w).
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Logo, h · Φ(ϕ ⊗ ψ) = Φ(h · (ϕ ⊗ ψ)) e portanto, Φ é um morfismo
de H-módulos.
Para mostrarmos que Φ é um morfismo de H-comódulos, conside-
remos {v(i) : i ∈ {1, · · · , n}} uma base de V e {w(j) : j ∈ {1, · · · ,m}}
uma base de W . Assim, {v(i) ⊗ w(j) : i ∈ {1, · · · , n}, j ∈ {1, · · · ,m}}
é uma base de V ⊗W e seja {f (i,j) : i ∈ {1, · · · , n}, j ∈ {1, · · · ,m}} a
base dual para (V ⊗W )∗. Sejam ϕ ∈W ∗ e ψ ∈ V ∗. Então
(I ⊗ Φ)ρ(ϕ⊗ ψ) = (I ⊗ Φ)(ϕ(−1)ψ(−1) ⊗ ϕ(0) ⊗ ψ(0))
= ϕ(−1)ψ(−1) ⊗ Φ(ϕ(0) ⊗ ψ(0))
= ϕ(−1)ψ(−1) ⊗ (
∑
i,j
Φ(ϕ(0) ⊗ ψ(0))(v(i) ⊗ w(j))f (i,j))
=
∑
i,j
ϕ(−1)ψ(−1) ⊗ ψ(0)(v(i))ϕ(0)(w(j))f (i,j)
=
∑
i,j
ϕ(−1)ϕ(0)(w(j))ψ(−1)ψ(0)(v(i))⊗ f (i,j)
=
∑
i,j
S−1(w(j)(−1))ϕ(w
(j)
(0))S
−1(v(i)(−1))ψ(v
(i)
(0))⊗ f (i,j)
=
∑
i,j
S−1(v(i)(−1)w
(j)
(−1))⊗ ψ(v(i)(0))ϕ(w(j)(0))f (i,j)
=
∑
i,j
S−1(v(i)(−1)w
(j)
(−1))⊗ Φ(ϕ⊗ ψ)(v(i)(0) ⊗ w(j)(0))f (i,j)
=
∑
i,j
S−1((v(i) ⊗ w(j))(−1))⊗ Φ(ϕ⊗ ψ)((v(i) ⊗ w(j))(0))f (i,j)
= ρ(Φ(ϕ⊗ ψ)).
Portanto, Φ é um morfismo de H-comódulos.
Lema 4.2 As funções ξ : k → k∗ e η : k∗ → k dadas por ξ(α)(x) =
αx,∀α, x ∈ k e η(f) = f(1),∀f ∈ k∗ são isomorfismos de módulos de
Yetter-Drinfeld.
Demonstração: Não é difícil ver que tais funções são isomorfismos
de k-espaços vetoriais. Mostremos que ambas são morfismos em HHYD.
Sejam α, x ∈ k e h ∈ H. Então
(h · ξ(α))(x) = ξ(α)(S(h) · x) = ξ(α)(ε(S(h))x) = ξ(α)(ε(h)x)
= αε(h)x = (h · α)x = (ξ(h · α))(x).
Logo, h · ξ(α) = ξ(h · α). Além disso, temos que
(I ⊗ ξ)ρ(α) = (I ⊗ ξ)(1⊗ α) = 1⊗ ξ(α).
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Para mostrarmos que 1⊗ξ(α) = ρ(ξ(α)), precisamos ver que 1⊗ξ(α)
satisfaz a condição (?) do Teorema 3.5 para a estrutura de comódulo
de k∗. Para todo x ∈ k,
1ξ(α)(x) = S−1(1)ξ(α)(x) = S−1(x(−1))ξ(α)(x(0)).
Portanto, ξ é um morfismo de H-comódulos. Sejam h ∈ H e f ∈ k∗.
Então
η(h · f) = (h · f)(1) = f(S(h) · 1) = f(ε(S(h))1)
= f(ε(h)) = ε(h)f(1) = h · η(f)
e
(I ⊗ η)ρ(f) = (I ⊗ η)(f(−1) ⊗ f(0)) = f(−1) ⊗ η(f(0))
= f(−1) ⊗ f(0)(1) = f(−1)f(0)(1)⊗ 1
(∗)
= S−1(1)f(1)⊗ 1 = 1⊗ f(1)
= ρ(f(1)) = ρ(η(f)).
A igualdade (∗) segue da condição (?) do Teorema 3.5 para a estru-
tura de comódulo de k∗.
Teorema 4.1 Seja R uma álgebra de Hopf trançada em HHYD de di-
mensão finita. Então R∗ é uma álgebra de Hopf trançada em HHYD.
Demonstração: Sabemos, pelo Teorema 3.5, que R∗ é um objeto em
H
HYD. Seja ∆R a comultiplicação de R. Definimos a multiplicação de
R∗ como a composição
R∗ ⊗R∗ Φ //
mR∗
44(R⊗R)∗ ∆
∗
R // R∗.
Pelo Lema 4.1, Φ é um morfismo em HHYD e, pela Proposição 3.3,
∆∗R também o é. Logo, mR∗ = ∆
∗
RΦ é um morfismo em
H
HYD.
Para quaisquer f, g ∈ R∗ e r ∈ R, temos que
(fg)(r) = (mR∗(f ⊗ g))(r) = ((∆∗RΦ)(f ⊗ g))(r)
= (∆∗R(Φ(f ⊗ g)))(r) = (Φ(f ⊗ g)∆R)(r)
= Φ(f ⊗ g)(r1 ⊗ r2) = g(r1)f(r2).
Mostremos que mR∗ é associativa. Sejam f, g, l ∈ R∗ e r ∈ R.
Então
((fg)l)(r) = l(r1)(fg)(r2) = l(r1)g(r2)f(r3)
= (gl)(r1)f(r2) = (f(gl))(r).
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Seja εR a counidade de R. Definimos o morfismo unidade de R∗
como sendo a composição abaixo
k
ξ //
µR∗
66k
∗ ε
∗
R // R∗,
em que ξ é o morfismo do Lema 4.2. É claro que µR∗ = ε∗Rξ é um
morfismo em HHYD, pois é uma composição de morfismos em
H
HYD.
Mostremos que µR∗(1) = εR. Seja r ∈ R. Então
µR∗(1)(r) = (ε
∗
Rξ)(1)(r) = ε
∗
R(ξ(1))(r) = (ξ(1)εR)(r)
= ξ(1)(εR(r)) = εR(r).
Agora mostremos que εR é a unidade para R∗. Sejam f ∈ R∗ e
r ∈ R. Então
(εRf)(r) = f(r1)εR(r2) = f(r1εR(r2)) = f(r).
Logo, εRf = f . Analogamente, mostra-se que fεR = f . Logo,
1R∗ = εR. Portanto, (R∗,mR∗ , µR∗) é uma álgebra em HHYD.
Seja mR a multiplicação de R. Definimos a comultiplicação de R∗
como sendo a composição abaixo
R∗
m∗R //
∆R∗
33(R⊗R)∗
Φ−1 // R∗ ⊗R∗,
em que Φ é o isomorfismo do Lema 4.1. É claro que ∆R∗ = Φ−1m∗R é
morfismo em HHYD. Além disso, para quaisquer r, s ∈ R, temos
f1(r)f2(s) = Φ(f1 ⊗ f2)(s⊗ r) = (Φ∆R∗(f))(s⊗ r)
= m∗R(f)(s⊗ r) = (fmR)(s⊗ r) = f(sr).
Mostremos que ∆R∗ é coassociativa. Para isso, notemos que a
função abaixo é injetora (veja [5], Corollary 1.3.5)
θ : R∗ ⊗R∗ ⊗R∗ → (R⊗R⊗R)∗
f ⊗ g ⊗ l 7→ θ(f ⊗ g ⊗ l) : R⊗R⊗R → k
r ⊗ s⊗ t 7→ f(r)g(s)l(t).
Assim, dada f ∈ R∗, para mostrarmos que (∆R∗⊗I)∆R∗(f) = (I⊗
∆R∗)∆R∗(f), basta que θ((∆R∗ ⊗ I)∆R∗(f)) = θ((I ⊗ ∆R∗)∆R∗(f)).
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Sejam r, s, t ∈ R. Então
θ((∆R∗ ⊗ I)∆R∗(f))(r ⊗ s⊗ t) = θ((∆R∗ ⊗ I)(f1 ⊗ f2))(r ⊗ s⊗ t)
= θ(f11 ⊗ f12 ⊗ f2)(r ⊗ s⊗ t)
= f11(r)f12(s)f2(t) = f1(sr)f2(t)
= f(t(sr)) = f((ts)r) = f1(r)f2(ts)
= f1(r)f21(s)f22(t)
= θ(f1 ⊗ f21 ⊗ f22)(r ⊗ s⊗ t)
= θ((I ⊗∆R∗)∆R∗(f))(r ⊗ s⊗ t).
Portanto, (∆R∗ ⊗ I)∆R∗ = (I ⊗ ∆R∗)∆R∗ . Seja µR o morfismo
unidade de R. Definimos a counidade de R∗ como sendo a composição
abaixo
R∗
µ∗R //
εR∗
66k∗
η // k,
em que η é o morfismo do Lema 4.2. É claro que εR∗ = ηµ∗R é um
morfismo em HHYD. Para cada f ∈ R∗, temos que
εR∗(f) = ηµ
∗
R(f) = η(fµR) = (fµR)(1) = f(1R).
Assim, dado r ∈ R, (εR∗(f1)f2)(r) = f1(1R)f2(r) = f(r1R) = f(r).
Logo, εR∗(f1)f2 = f . Analogamente, mostra-se que f1εR∗(f2) = f .
Portanto, (R∗,∆R∗ , εR∗) é uma coálgebra em HHYD.
Agora, mostremos que ∆R∗ : R∗ → R∗⊗R∗ é um morfismo de
álgebras. Sejam f, g ∈ R∗. Basta mostrarmos que Φ(∆R∗(fg)) =
Φ(∆R∗(f)∆R∗(g)), pois Φ é injetora. Sejam r, s ∈ R. Então
Φ(∆R∗(f)∆R∗(g))(r ⊗ s) = Φ((f1 ⊗ f2)(g1 ⊗ g2))(r ⊗ s)
= Φ(f1((f2)(−1) · g1)⊗ (f2)(0)g2)(r ⊗ s)
= (f1((f2)(−1) · g1))(s)((f2)(0)g2)(r)
= f1(s2)((f2)(−1) · g1)(s1)(f2)(0)(r2)g2(r1)
= f1(s2)(((f2)(−1)(f2)(0)(r2)) · g1)(s1)g2(r1)
= f1(s2)((S
−1((r2)(−1))f2((r2)(0))) · g1)(s1)g2(r1)
= f1(s2)f2((r2)(0))(S
−1((r2)(−1)) · g1)(s1)g2(r1)
= f1(s2)f2((r2)(0))g1(S(S
−1((r2)(−1))) · s1)g2(r1)
= f1(s2)f2((r2)(0))g1((r2)(−1) · s1)g2(r1)
= f((r2)(0)s2)g(r1((r2)(−1) · s1))
(?)
= f((rs)2)g((rs)1)
= (fg)(rs)
= ((fg)mR)(r ⊗ s)
= Φ(Φ−1m∗R(fg))(r ⊗ s)
= Φ(∆R∗(fg))(r ⊗ s).
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A igualdade (?) segue do fato de que R é uma biálgebra trançada,
o que implica (rs)1 ⊗ (rs)2 = r1((r2)(−1) · s1)⊗ (r2)(0)s2.
Logo, ∆R∗(fg) = ∆R∗(f)∆R∗(g). Lembramos que 1R∗ = εR. Se-
jam r, s ∈ R. Então
Φ(∆R∗(εR))(r ⊗ s) = m∗R(εR)(r ⊗ s) = (εRmR)(r ⊗ s)
= εR(rs) = εR(r)εR(s)
= Φ(εR ⊗ εR)(r ⊗ s).
Logo, ∆R∗(εR) = εR ⊗ εR = 1R∗⊗R∗ . Agora, mostremos que εR∗ é
morfismo de álgebras. Sejam f, g ∈ R∗. Então
εR∗(fg) = (fg)(1R) = f((1R)2)g((1R)1)
(∗)
= f(1R)g(1R) = εR∗(f)εR∗(g)
e
εR∗(εR) = εR(1R)
(∗∗)
= 1,
as igualdades (∗) e (∗∗) seguem do fato de que R é uma biálgebra
trançada (∆R e εR são morfismos de álgebras).
Portanto, (R∗,mR∗ , µR∗ ,∆R∗ , εR∗) é uma biálgebra trançada em
H
HYD.
Seja S : R→ R a antípoda de R. Definimos a antípoda de R∗ como
sendo S∗ : R∗ → R∗. Pela Proposição 3.3, S∗ é um morfismo em HHYD.
Sejam f ∈ R∗ e r ∈ R. Então
(S∗(f1)f2)(r) = S∗(f1)(r2)f2(r1) = (f1S)(r2)f2(r1)
= f1(S(r2))f2(r1) = f(r1S(r2)) = f(εR(r)1R)
= εR(r)f(1R) = εR∗(f)εR(r).
Logo, S∗(f1)f2 = εR∗(f)εR e de maneira análoga, mostra-se que
f1S
∗(f2) = εR∗(f)εR. Portanto, R∗ é uma álgebra de Hopf trançada
em HHYD.
4.2 Bosonização ou biproduto
Nessa seção, mostramos que uma álgebra de Hopf trançada R em
H
HYD determina uma álgebra de Hopf R#H sobre k, chamada bosoniza-
ção ou biproduto de R por H, cujas estruturas de álgebra e de coálge-
bra são o produto smash e o coproduto smash, respectivamente, ambos
definidos na Seção 1.4. Para isso, precisamos de início que HHYD seja
uma categoria trançada, assim pedimos que H seja uma álgebra de
Hopf com antípoda bijetora.
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Mostramos também que se uma álgebra de Hopf A admite mor-
fismos de álgebras de Hopf ι : H → A e pi : A → H satisfazendo
piι = IH então A é isomorfa a uma bosonização R#H, em que R é uma
subálgebra de A.
Sejam A e H álgebras de Hopf, pi : A→ H e ι : H → A morfismos
de álgebras de Hopf tais que piι = IH . Consideremos
R := Acopi = {a ∈ A : (I ⊗ pi)∆(a) = a⊗ 1H}.
Vamos usar a mesma notação para as estruturas de álgebra e de
coálgebra de A e de H, salvo nos casos em que possa ocorrer alguma
confusão.
Teorema 4.2 R é uma álgebra de Hopf trançada em HHYD.
Demonstração: Primeiramente vamos mostrar que R é um módulo
de Yetter-Drinfeld. Claramente R é um k-espaço vetorial. Definimos a
ação de H em R por
h · r = ι(h1)rι(S(h2)),∀h ∈ H,∀r ∈ R.
Sejam h ∈ H e r ∈ R. Então
(I ⊗ pi)∆(h · r) = (I ⊗ pi)∆(ι(h1)rι(S(h2)))
= (I ⊗ pi)(ι(h1)1r1ι(S(h2))1 ⊗ ι(h1)2r2ι(S(h2))2)
= (I ⊗ pi)(ι(h1)r1ι(S(h4))⊗ ι(h2)r2ι(S(h3)))
= ι(h1)r1ι(S(h4))⊗ pi(ι(h2)r2ι(S(h3)))
= ι(h1)r1ι(S(h4))⊗ h2pi(r2)S(h3)
(?)
= ι(h1)rι(S(h4))⊗ h21HS(h3)
= ι(h1)rι(S(h3))⊗ ε(h2)1H
= ι(h1)rι(S(h2))⊗ 1H
= h · r ⊗ 1H .
Como r ∈ R, temos que r1 ⊗ pi(r2) = r ⊗ 1H , o que implica a
igualdade (?). Logo, h · r ∈ R.
Além disso, para quaisquer r ∈ R e g, h ∈ H, temos
1H · r = ι(1H)rι(S(1H)) = r
e
(gh) · r = ι((gh)1)rι(S((gh)2)) = ι(g1)ι(h1)rι(S(h2))ι(S(g2))
= ι(g1)(h · r)ι(S(g2)) = g · (h · r).
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Portanto, R é um H-módulo à esquerda.
Definimos ρ : R → H ⊗ R por ρ = (pi ⊗ I)∆. Assim, para cada
r ∈ R, temos ρ(r) = pi(r1) ⊗ r2. Mostremos que ρ está bem definida,
isto é, que ρ(r) ∈ H ⊗R. É claro que ρ(r) ∈ H ⊗A. Além disso,
(IH ⊗ (I ⊗ pi)∆)ρ(r) = (IH ⊗ (I ⊗ pi)∆)(pi(r1)⊗ r2)
= pi(r1)⊗ ((I ⊗ pi)(r2 ⊗ r3))
= pi(r1)⊗ r2 ⊗ pi(r3) (?)= pi(r1)⊗ r2 ⊗ 1.
Como r ∈ R, r1⊗pi(r2) = r⊗1H e aplicando (pi⊗IA⊗IH)(∆⊗IH)
a essa igualdade, temos pi(r1)⊗ r2 ⊗ pi(r3) = pi(r1)⊗ r2 ⊗ 1H e segue a
validade de (?). Portanto, ρ(r) = pi(r1)⊗ r2 ∈ H ⊗R.
Mostremos que R possui uma estrutura de H-comódulo à esquerda
via ρ. Seja r ∈ R. Então
(∆⊗ I)ρ(r) = (∆⊗ I)(pi(r1)⊗ r2) = pi(r1)⊗ pi(r2)⊗ r3
= (I ⊗ ρ)(pi(r1)⊗ r2) = (I ⊗ ρ)ρ(r)
e
(εH ⊗ I)ρ(r) = (εH ⊗ I)(pi(r1)⊗ r2) = εH(pi(r1))r2 (∗)= εA(r1)r2 = r.
Na igualdade (∗) usamos que pi é um morfismo de coálgebras, isto
é, εHpi = εA.
Finalmente, mostremos a relação de compatibilidade. Sejam h ∈ H
e r ∈ R. Então
ρ(h · r) = ρ(ι(h1)rι(S(h2)))
= pi((ι(h1)rι(S(h2)))1)⊗ (ι(h1)rι(S(h2)))2
= pi(ι(h1)r1ι(S(h4)))⊗ ι(h2)r2ι(S(h3))
= h1pi(r1)S(h4)⊗ ι(h2)r2ι(S(h3))
= h1pi(r1)S(h3)⊗ h2 · r2 = h1r(−1)S(h3)⊗ h2 · r(0).
Portanto, R é um módulo de Yetter-Drinfeld. Notemos que R é uma
subálgebra de A. De fato, µ(1) = 1A ∈ R e assim µ(α) ∈ R,∀α ∈ k.
Para quaisquer r, s ∈ R
(I ⊗ pi)(∆(rs)) = (I ⊗ pi)(∆(r)∆(s)) = (I ⊗ pi)(r1s1 ⊗ r2s2)
= r1s1 ⊗ pi(r2)pi(s2) = (r1 ⊗ pi(r2))(s1 ⊗ pi(s2))
= (r ⊗ 1H)(s⊗ 1H) = rs⊗ 1H ,
donde rs ∈ R. Portanto, consideremos m a multiplicação de A, restrita
à R e a unidade de R como sendo µ(1) = 1A = 1R. Mostremos que tais
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funções são mosfismos em HHYD. Sejam h ∈ H e r, s ∈ R. Então
m(h · (r ⊗ s)) = m(h1 · r ⊗ h2 · s) = ι(h1)rι(S(h2))ι(h3)sι(S(h4))
= ι(h1)rι(1Hε(h2))sι(S(h3)) = ι(h1)rsι(S(ε(h2)h3))
= ι(h1)rsι(S(h2)) = h · (rs) = h ·m(r ⊗ s),
(I ⊗m)ρ(r ⊗ s) = (I ⊗m)(r(−1)s(−1) ⊗ r(0) ⊗ s(0))
= (I ⊗m)(pi(r1)pi(s1)⊗ r2 ⊗ s2)
= pi(r1s1)⊗ r2s2 = pi((rs)1)⊗ (rs)2
= ρ(rs) = ρ(m(r ⊗ s)),
h · (µ(1)) = h · 1R = ι(h1)1Rι(S(h2)) = ε(h)1R = µ(ε(h)1) = µ(h · 1)
e
(I⊗µ)ρ(1) = (I⊗µ)(1H⊗1) = 1H⊗1R = pi(1R)⊗1R = ρ(1R) = ρ(µ(1)).
Assim, R é uma álgebra em HHYD.
Definimos ∆R : R→ R⊗R por ∆R(r) = r1ιpi(S(r2))⊗r3. Primeira-
mente notemos que ∆R(r) ∈ R⊗R. De fato, temos que
(I ⊗ pi)∆(r1ιpi(S(r2))) = (I ⊗ pi)(r11(ιpi(S(r2)))1 ⊗ r12(ιpi(S(r2)))2)
= (I ⊗ pi)(r1ιpi(S(r4))⊗ r2ιpi(S(r3)))
= r1ιpi(S(r4))⊗ pi(r2S(r3))
= r1ιpi(S(r3))⊗ pi(ε(r2)1R)
= r1ιpi(S(r2))⊗ 1H .
Logo, r1ιpi(S(r2)) ∈ R. Além disso,
(I ⊗ (I ⊗ pi)∆)(r1ιpi(S(r2))⊗ r3) = r1ιpi(S(r2))⊗ ((I ⊗ pi)(r31 ⊗ r32))
= r1ιpi(S(r2))⊗ ((I ⊗ pi)(r3 ⊗ r4))
= r1ιpi(S(r2))⊗ r3 ⊗ pi(r4)
(z)
= r1ιpi(S(r2))⊗ r3 ⊗ 1H ,
Como r ∈ R, temos que r1 ⊗ pi(r2) = r ⊗ 1H . Daí, aplicando
(∆ ⊗ IA ⊗ IH)(∆ ⊗ IH) nessa igualdade, segue que r1 ⊗ r2 ⊗ r3 ⊗
pi(r4) = r1 ⊗ r2 ⊗ r3 ⊗ 1H e portanto, a igualdade (z). Logo, ∆R(r) =
r1ιpi(S(r2))⊗ r3 ∈ R⊗R.
Mostremos que ∆R é um morfismo em HHYD. Sejam h ∈ H e r ∈ R.
Então
∆R(h · r) = ∆R(ι(h1)rι(S(h2)))
= (ι(h1)rι(S(h2)))1ιpi(S((ι(h1)rι(S(h2)))2)⊗ (ι(h1)rι(S(h2)))3
= ι(h1)r1ι(S(h6))ιpi(S(ι(h2)r2ι(S(h5))))⊗ ι(h3)r3ι(S(h4))
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= ι(h1)r1ι(S(h6)pi(S(ι(h2)r2ι(S(h5)))))⊗ ι(h3)r3ι(S(h4))
(∗)
= ι(h1)r1ι(S(h6)S(pi(ι(h2)r2ι(S(h5)))))⊗ ι(h3)r3ι(S(h4))
= ι(h1)r1ι(S(h6)S(h2pi(r2)S(h5)))⊗ ι(h3)r3ι(S(h4))
= ι(h1)r1ι(S(h2pi(r2)S(h5)h6))⊗ ι(h3)r3ι(S(h4))
= ι(h1)r1ι(S(h2pi(r2)ε(h5)1H))⊗ ι(h3)r3ι(S(h4))
= ι(h1)r1ι(S(h2pi(r2)))⊗ ι(h3)r3ι(S(h4ε(h5)))
= ι(h1)r1ι(S(h2pi(r2)))⊗ ι(h3)r3ι(S(h4))
= ι(h1)r1ι(S(pi(r2)))ι(S(h2))⊗ ι(h3)r3ι(S(h4))
(∗∗)
= h1 · (r1ιpi(S(r2)))⊗ h2 · r3 = h ·∆R(r)
e
ρ(∆R(r)) = ρ(r1ιpi(S(r2))⊗ r3)
= (r1ιpi(S(r2)))(−1)(r3)(−1) ⊗ (r1ιpi(S(r2)))(0) ⊗ (r3)(0)
= pi((r1ιpi(S(r2)))1)pi(r31)⊗ (r1ιpi(S(r2)))2 ⊗ r32
= pi(r1ιpi(S(r4)))pi(r5)⊗ r2ιpi(S(r3))⊗ r6
= pi(r1S(r4)r5)⊗ r2ιpi(S(r3))⊗ r6
= pi(r1ε(r4)1R)⊗ r2ιpi(S(r3))⊗ r5
= pi(r1)⊗ r2ιpi(S(r3))⊗ r4
= (I ⊗∆R)(pi(r1)⊗ r2) = (I ⊗∆R)ρ(r).
As igualdades (∗) e (∗∗) acima são devidas à Proposição 1.8 do
Capítulo 1. Com certeza tal proposição é usada mais vezes no texto,
porém não vamos mencioná-la mais. Pedimos cautela, pois estamos
usando S para denotar ambas as antípodas de A e de H. Acreditamos
que, olhando a Proposição 1.8, fiquem claros os passos dados.
Agora, mostremos que ∆R é coassociativa. Seja r ∈ R. Então
(∆R⊗I)∆R(r) = (∆R⊗I)(r1ιpi(S(r2))⊗r3) = ∆R(r1ιpi(S(r2)))⊗r3 =
= (r1ιpi(S(r2)))1ιpi(S((r1ιpi(S(r2)))2))⊗ (r1ιpi(S(r2)))3 ⊗ r3
= r1ιpi(S(r6))ιpi(S(r2ιpi(S(r5))))⊗ r3ιpi(S(r4))⊗ r7
= r1ιpi(S(r6))ιpi(S(ιpi(S(r5)))S(r2))⊗ r3ιpi(S(r4))⊗ r7
= r1ιpi(S(r6)S(S(r5))S(r2))⊗ r3ιpi(S(r4))⊗ r7
= r1ιpi(S(ε(r5)1R)S(r2))⊗ r3ιpi(S(r4))⊗ r6
= r1ιpi(S(r2))⊗ r3ιpi(S(r4))⊗ r5
= r1ιpi(S(r2))⊗∆R(r3) = (I ⊗∆R)∆R(r).
Definimos agora εR : R→ k como sendo a restrição de ε a R. Assim,
εR(r) = ε(r), para todo r ∈ R. Mostremos que εR é um morfismo em
H
HYD. Sejam h ∈ H e r ∈ R. Então
εR(h · r) = ε(ι(h1)rι(S(h2))) = ε(ι(h1))ε(r)ε(ι(S(h2)))
= εH(h1)ε(r)εH(h2) = εH(h)ε(r) = h · ε(r) = h · εR(r)
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e(ρεR)(r) = 1⊗ ε(r) = (I ⊗ ε)(1⊗ r) (∗)= (I ⊗ ε)(pi(r2)⊗ r1)
= pi(r2)⊗ ε(r1) = pi(r2ε(r1))⊗ 1 = pi(r1ε(r2))⊗ 1
= (I ⊗ ε)(pi(r1)⊗ r2) = (I ⊗ εR)ρ(r).
A igualdade (∗) segue do fato de que r ∈ R, ou seja, r1 ⊗ pi(r2) =
r ⊗ 1H .
Verifiquemos que εR é counidade. Seja r ∈ R. Então
(I ⊗ εR)∆R(r) = (I ⊗ εR)(r1ιpi(S(r2))⊗ r3) = r1ιpi(S(r2))ε(r3)
= r1ιpi(S(r2)) = r1ι(S(pi(r2))) = rι(S(1)) = r
e
(εR ⊗ I)∆R(r) = (εR ⊗ I)(r1ιpi(S(r2))⊗ r3) = ε(r1ιpi(S(r2)))r3
= ε(r1)ε(ιpi(S(r2)))r3 = ε(r1)ε(S(r2))r3
= ε(r1)ε(r2)r3 = r,
na antepenúltima igualdade, usamos que ιpi : A → A é um morfismo
de coálgebras. Com isso, R é uma coálgebra em HHYD.
Vamos mostrar que ∆R : R → R⊗R é um morfismo de álgebras.
Sejam r, s ∈ R. Então
∆R(r)∆R(s) = (r1ιpi(S(r2))⊗ r3)(s1ιpi(S(s2))⊗ s3)
= r1ιpi(S(r2))((r3)(−1) · (s1ιpi(S(s2))))⊗ (r3)(0)s3
= r1ιpi(S(r2))(pi(r3) · (s1ιpi(S(s2))))⊗ r4s3
= r1ιpi(S(r2))ι(pi(r3))s1ιpi(S(s2))ι(S(pi(r4)))⊗ r5s3
= r1ιpi(S(r2)r3)s1ιpi(S(s2)S(r4))⊗ r5s3
= r1ιpi(ε(r2)1R)s1ιpi(S(r3s2))⊗ r4s3
= r1s1ιpi(S(r2s2))⊗ r3s3 = ∆R(rs)
e
∆R(1) = 1ιpi(S(1))⊗ 1 = 1⊗ 1 = 1R⊗R.
Além disso, εR é morfismo de álgebras, pois ε o é. Portanto, R é
uma biálgebra trançada em HHYD.
Definimos SR : R → R por SR(r) = ιpi(r1)S(r2), para todo r ∈ R.
Mostremos que SR está bem definida, ou seja, que SR(R) ⊆ R. De
fato, seja r ∈ R. Então
(I ⊗ pi)∆(SR(r)) = (I ⊗ pi)∆(ιpi(r1)S(r2))
= (I ⊗ pi)(ιpi(r1)S(r4)⊗ ιpi(r2)S(r3))
= ιpi(r1)S(r4)⊗ pi(ιpi(r2)S(r3))
= ιpi(r1)S(r4)⊗ pi(r2S(r3))
= ιpi(r1)S(r3)⊗ pi(ε(r2)1R)
= ιpi(r1)S(r3ε(r2))⊗ pi(1R)
= ιpi(r1)S(r2)⊗ 1H = SR(r)⊗ 1H .
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Vejamos que SR é um morfismo em HHYD. Sejam h ∈ H e r ∈ R.
Então
SR(h · r) = SR(ι(h1)rι(S(h2)))
= ιpi((ι(h1)rι(S(h2)))1)S((ι(h1)rι(S(h2)))2)
= ιpi(ι(h1)r1ι(S(h4)))S(ι(h2)r2ι(S(h3)))
= ι(h1)ιpi(r1)ι(S(h4))S(ι(S(h3)))S(r2)S(ι(h2))
= ι(h1)ιpi(r1)ι(S(S(h3)h4))S(r2)S(ι(h2))
= ι(h1)ιpi(r1)ι(S(ε(h3)1))S(r2)S(ι(h2))
= ι(h1)ιpi(r1)S(r2)S(ι(h2))
= ι(h1)ιpi(r1)S(r2)ι(S(h2)) = h · SR(r)
e
ρSR(r) = ρ(ιpi(r1)S(r2)) = pi((ιpi(r1)S(r2))1)⊗ (ιpi(r1)S(r2))2
= pi(r1)pi(S(r4))⊗ ιpi(r2)S(r3)
= pi(r1)S(pi(r4))⊗ ιpi(r2)S(r3) (?)= pi(r1)S(1H)⊗ ιpi(r2)S(r3)
= (I ⊗ SR)(pi(r1)⊗ r2) = (I ⊗ SR)ρ(r).
A justificativa para a igualdade (?) é a mesma usada para a igual-
dade (z).
Finalmente, mostremos que SR é a antípoda. Seja r ∈ R. Então
m(I ⊗ SR)∆R(r) = m(I ⊗ SR)(r1ιpi(S(r2))⊗ r3)
= r1ιpi(S(r2))SR(r3) = r1ιpi(S(r2))ιpi(r3)S(r4)
= r1ιpi(S(r2)r3)S(r4) = r1ιpi(ε(r2)1R)S(r3)
= r1S(r2) = ε(r)1R = εR(r)1R
e
m(SR ⊗ I)∆R(r) = m(SR ⊗ I)(r1ιpi(S(r2))⊗ r3)
= SR(r1ιpi(S(r2)))r3
= ιpi((r1ιpi(S(r2)))1)S((r1ιpi(S(r2)))2)r3
= ιpi(r1ιpi(S(r4)))S(r2ιpi(S(r3)))r5
= ιpi(r1S(r4))S(ιpi(S(r3)))S(r2)r5
= ιpi(r1S(r4)S(S(r3)))S(r2)r5
= ιpi(r1S(S(r3)r4))S(r2)r5
= ιpi(r1S(εR(r3)1R))S(r2)r4 = ιpi(r1)S(r2)r3
= ιpi(r1)εR(r2)1R = ι(r(−1))εR(r(0))
= ι(r(−1)εR(r(0)))
(∗)
= ι(1HεR(r)) = εR(r)1R.
A igualdade (∗) segue do fato de que R é um H-comódulo coálge-
bra. Portanto, R é uma álgebra de Hopf trançada em HHYD.
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Para os resultados que seguem, consideremos H uma álgebra de
Hopf e R uma álgebra de Hopf trançada em HHYD. Em particular, R
é uma álgebra na categoria dos H-módulos e uma coálgebra na ca-
tegoria dos H-comódulos, ou seja, R é um H-módulo álgebra e um
H-comódulo coálgebra. Assim, pelas Proposições 1.10 e 1.11, R#H
possui estruturas de álgebra e de coálgebra dadas por
(r#h)(s#l) = r(h1 · s)#h2l, 1R#H = 1R#1H ,
∆(r#h) = r1#(r2)(−1)h1 ⊗ (r2)(0)#h2 e ε(r#h) = εR(r)εH(h).
Não esqueçamos que R é também um H-comódulo álgebra e um
H-módulo coálgebra.
Teorema 4.3 Com a notação acima, R#H é uma álgebra de Hopf
sobre k.
Demonstração: Primeiramente mostremos que ∆ e ε são morfismos
de álgebras. Sejam r, s ∈ R e h, l ∈ H. Então
∆((r#h)(s#l)) = ∆(r(h1 · s)#h2l) =
= (r(h1 · s))1#((r(h1 · s))2)(−1)(h2l)1 ⊗ ((r(h1 · s))2)(0)#(h2l)2
(?)
= r1((r2)(−1)·(h1·s1))#((r2)(0)(h2·s2))(−1)h3l1⊗((r2)(0)(h2·s2))(0)#h4l2
= r1(((r2)(−1)h1) · s1)#((r2)(0))(−1)(h2 · s2)(−1)h3l1 ⊗ ((r2)(0))(0)(h2 ·
s2)(0)#h4l2
(??)
= r1(((r2)(−2)h1)·s1)#(r2)(−1)h2(s2)(−1)S(h4)h5l1⊗(r2)(0)(h3·(s2)(0))#h6l2
= r1(((r2)(−2)h1)·s1)#(r2)(−1)h2(s2)(−1)ε(h4)1H l1⊗(r2)(0)(h3·(s2)(0))#h5l2
= r1(((r2)(−1)1h1)·s1)#(r2)(−1)2h2(s2)(−1)l1⊗(r2)(0)(h3 ·(s2)(0))#h4l2
= r1(((r2)(−1)h1)1·s1)#((r2)(−1)h1)2(s2)(−1)l1⊗(r2)(0)(h2·(s2)(0))#h3l2
= ((r1#(r2)(−1)h1)(s1#(s2)(−1)l1))⊗ (((r2)(0)#h2)((s2)(0)#l2))
(???)
= (r1#(r2)(−1)h1 ⊗ (r2)(0)#h2)(s1#(s2)(−1)l1 ⊗ (s2)(0)#l2)
= ∆(r#h)∆(s#l).
A igualdade (?) é válida, pois R é uma biálgebra trançada e ∆R é
um morfismo de H-módulos. De fato, temos
(r(h1 · s))1 ⊗ (r(h1 · s))2 = ∆R(r(h1 · s)) = ∆R(r)∆R(h1 · s)
= (r1 ⊗ r2)(h1 ·∆R(s))
= (r1 ⊗ r2)(h1 · s1 ⊗ h2 · s2)
= r1((r2)(−1) · (h1 · s1))⊗ (r2)(0)(h2 · s2).
A igualdade (??) é a compatibilidade, poisR é ummódulo de Yetter-
Drinfeld. A igualdade (? ? ?) é a multiplicação componente a compo-
nente da álgebra (R#H)⊗ (R#H).
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Também,
∆(1R#1H) = 1R#1(−1)1H ⊗ 1(0)#1H = 1R#1H ⊗ 1R#1H ,
pois a unidade de R é um morfismo de H-comódulos. Além disso,
ε((r#h)(s#l)) = ε(r(h1 · s)#h2l) = εR(r(h1 · s))εH(h2l)
= εR(r)(h1 · εR(s))εH(h2)εH(l)
= εR(r)εH(h1)εR(s)εH(h2)εH(l)
= εR(r)εH(h)εR(s)εH(l)
= ε(r#h)ε(s#l)
e
ε(1R#1H) = εR(1R)εH(1H) = 1.
Portanto, R#H é uma biálgebra. Finalmente, definimos
S : R#H → R#H por (r#h) = (1R#SH(r(−1)h))(SR(r(0))#1H).
Mostremos que S é a antípoda. Sejam r ∈ R e h ∈ H. Então
m(S ⊗ I)∆(r#h) = m(S ⊗ I)(r1#(r2)(−1)h1 ⊗ (r2)(0)#h2)
= S(r1#(r2)(−1)h1)((r2)(0)#h2)
= (1R#SH((r1)(−1)(r2)(−1)h1))(SR((r1)(0))#1H)((r2)(0)#h2)
= (1R#SH((r1)(−1)(r2)(−1)h1))(SR((r1)(0))(r2)(0)#h2)
= (1R#SH(r(−1)h1))(SR(r(0)1)r(0)2#h2)
= (1R#SH(r(−1)h1))(εR(r(0))1R#h2)
= εR(r(0))((SH(r(−1)h1))1 · 1R#(SH(r(−1)h1))2h2)
= εR(r(0))(ε((SH(r(−1)h1))1)1R#(SH(r(−1)h1))2h2)
= εR(r(0))(1R#SH(r(−1)h1)h2) = 1R#SH(h1)SH(r(−1)εR(r(0)))h2
= 1R#SH(h1)SH(εR(r)1H)h2 = εR(r)(1R#SH(h1)h2)
= εR(r)(1R#εH(h)1H) = ε(r#h)1R#H
e
m(I ⊗ S)∆(r#h) = m(I ⊗ S)(r1#(r2)(−1)h1 ⊗ (r2)(0)#h2)
= (r1#(r2)(−1)h1)S((r2)(0)#h2)
= (r1#(r2)(−1)h1)(1R#SH(((r2)(0))(−1)h2))(SR(((r2)(0))(0))#1H)
= (r1(((r2)(−1)h1)1 · 1R)#((r2)(−1)h1)2SH(((r2)(0))(−1)h2))
(SR(((r2)(0))(0))#1H)
= (r1εH(((r2)(−1)h1)1)1R#((r2)(−1)h1)2SH(((r2)(0))(−1)h2))
(SR(((r2)(0))(0))#1H)
= (r1#(r2)(−1)h1SH(((r2)(0))(−1)h2))(SR(((r2)(0))(0))#1H)
= (r1#(r2)(−1)h1SH(h2)SH(((r2)(0))(−1)))(SR(((r2)(0))(0))#1H)
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= (r1#(r2)(−1)εH(h)1HSH(((r2)(0))(−1)))(SR(((r2)(0))(0))#1H)
= εH(h)(r1#(r2)(−1)1SH((r2)(−1)2))(SR((r2)(0))#1H)
= εH(h)(r1#εH((r2)(−1))1H)(SR((r2)(0))#1H)
= εH(h)(r1#1H)(SR(εH((r2)(−1))(r2)(0))#1H)
= εH(h)(r1#1H)(SR(r2)#1R) = εH(h)(r1SR(r2)#1H)
= εH(h)εR(r)(1R#1H) = ε(r#h)1R#H .
Portanto, R#H é uma álgebra de Hopf.
Definição 4.3 Sejam H uma álgebra de Hopf e R uma álgebra de Hopf
trançada em HHYD. A bosonização ou biproduto de R por H é a álgebra
de Hopf R#H construída acima.
Proposição 4.4 As aplicações pi : R#H → H e ι : H → R#H dadas
por pi(r#h) = εR(r)h e ι(h) = 1R#h são morfismos de álgebras de
Hopf tais que piι = IH . Além disso, R#1H = (R#H)copi.
Demonstração: Primeiramente mostremos que pi é um morfismo de
álgebras de Hopf. Sejam r, s ∈ R e h, l ∈ H. Então
pi((r#h)(s#l)) = pi(r(h1 · s)#h2l) = εR(r(h1 · s))h2l
= εR(r)(h1 · εR(s))h2l = εR(r)εH(h1)εR(s)h2l
= εR(r)hεR(s)l = pi(r#h)pi(s#l),
pi(1R#1H) = εR(1R)1H = 1H ,
(pi ⊗ pi)∆(r#h) = (pi ⊗ pi)(r1#(r2)(−1)h1 ⊗ (r2)(0)#h2)
= εR(r1)(r2)(−1)h1 ⊗ εR((r2)(0))h2
= εR(r1)εR(r2)h1 ⊗ h2 = εR(r)∆(h)
= ∆(εR(r)h) = ∆(pi(r#h))
e
εH(pi(r#h)) = εH(εR(r)h) = εR(r)εH(h) = ε(r#h).
Agora, mostremos que ι é um morfismo de álgebras de Hopf. Sejam
h, l ∈ H. Então
ι(h)ι(l) = (1R#h)(1R#l) = (h1 · 1R)#h2l
= εH(h1)1R#h2l = 1R#hl = ι(hl),
ι(1R) = 1R#1H = 1R#H ,
∆(ι(h)) = ∆(1R#h) = 1R#h1 ⊗ 1R#h2 = ι(h1)⊗ ι(h2) = (ι⊗ ι)∆(h)
e
ε(ι(h)) = ε(1R#h) = εR(1R)εH(h) = εH(h).
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Além disso, para todo h ∈ H, temos que
piι(h) = pi(1R#h) = εR(1R)h = h.
Logo, piι = IH . Para mostrarmos que
R#1H = (R#H)
copi = {y ∈ R#H : (I ⊗ pi)∆(y) = y ⊗ 1H},
primeiramente notemos que, para quaisquer r ∈ R e h ∈ H,
(I ⊗ pi)∆(r#h) = (I ⊗ pi)(r1#(r2)(−1)h1 ⊗ (r2)(0)#h2)
= r1#(r2)(−1)h1 ⊗ εR((r2)(0))h2
= r1#εR(r2)h1 ⊗ h2
= r#h1 ⊗ h2.
É claro que R#1H ⊆ (R#H)copi, pois (I ⊗ pi)∆(r#1H) = r#1H ⊗
1H . Reciprocamente, se r#h ∈ (R#H)copi então r#h1⊗h2 = r#h⊗1H ,
donde h1 ⊗ h2 = h ⊗ 1H . Daí, aplicando εH ⊗ I, temos que h =
εH(h1)h2 = εH(h)1H . Logo, r#h = r#εH(h)1H = rεH(h)#1H ∈
R#1H . Portanto, R#1H = (R#H)copi.
Teorema 4.4 Sejam A e H álgebras de Hopf, pi : A→ H e ι : H → A
morfismos de álgebras de Hopf tais que piι = IH e R = Acopi. Então
A ∼= R#H, isto é, são álgebras de Hopf isomorfas.
Demonstração: Definimos φ : R#H → A e ψ : A → R#H por
φ(r#h) = rι(h) e ψ(a) = a1ιpi(S(a2))#pi(a3).
Notemos que ψ(a) ∈ R#H, pois (I⊗pi)∆(a1ιpi(S(a2))) = a1ιpi(S(a2))⊗
1H , como visto na demonstração do Teorema 4.2. Provemos que φ é um
morfismo de álgebras de Hopf e que ψ é a inversa de φ, isto é suficiente
para mostrar que A ∼= R#H. Sejam r, s ∈ R e h, l ∈ H. Então
φ((r#h)(s#l)) = φ(r(h1 · s)#h2l) = r(h1 · s)ι(h2l)
= rι(h1)sι(S(h2))ι(h3l) = rι(h1)sι(S(h2)h3l)
= rι(h1)sι(εH(h2)1H l) = rι(h)sι(l) = φ(r#h)φ(s#l)
e
φ(1R#1H) = 1Rι(1H) = 1R.
Para o que segue, lembremos que a comultiplicação da álgebra de
Hopf R#H depende da comultiplicação de R, que é dada por ∆R(r) =
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r1ιpi(S(r2))⊗ r3. Assim,
(φ⊗ φ)∆(r#h) = (φ⊗ φ)(r1ιpi(S(r2))#(r3)(−1)h1 ⊗ (r3)(0)#h2)
= (φ⊗ φ)(r1ιpi(S(r2))#pi(r3)h1 ⊗ r4#h2)
= r1ιpi(S(r2))ι(pi(r3)h1)⊗ r4ι(h2)
= r1ιpi(S(r2)r3)ι(h1)⊗ r4ι(h2)
= r1ιpi(εR(r2)1R)ι(h1)⊗ r3ι(h2)
= r1ι(h1)⊗ r2ι(h2) = (rι(h))1 ⊗ (rι(h))2
= ∆(rι(h)) = ∆φ(r#h)
e
εA(φ(r#h)) = εA(rι(h)) = εA(r)εA(ι(h)) = εR(r)εH(h) = ε(r#h).
Logo, φ é um morfismo de álgebras de Hopf. Agora, sejam r ∈ R e
h ∈ H. Então
ψ(φ(r#h)) = ψ(rι(h)) = (rι(h))1ιpi(S((rι(h))2))#pi((rι(h))3)
= r1ι(h1)ιpi(S(r2ι(h2)))#pi(r3ι(h3))
= r1ι(h1)ιpi(S(ι(h2)))ιpi(S(r2))#pi(r3)h3
= r1ι(h1)ιpi(ι(S(h2)))ιpi(S(r2))#pi(r3)h3
= r1ι(h1S(h2))ιpi(S(r2))#pi(r3)h3
= r1ι(εH(h1)1H)ι(S(pi(r2)))#pi(r3)h2
= r1ι(S(pi(r2)))#pi(r3)h
(?)
= r1ι(S(pi(r2)))#1Hh
= rι(S(1H))#h = r#h.
Como r ∈ R, temos que r1⊗r2⊗pi(r3) = r1⊗r2⊗1H e isso implica
a igualdade (?). Assim, ψφ = IR#H . Seja a ∈ A. Então
φ(ψ(a)) = φ(a1ιpi(S(a2))#pi(a3)) = a1ιpi(S(a2))ι(pi(a3))
= a1ιpi(S(a2)a3) = a1ιpi(ε(a2)1) = a.
Logo, φψ = IA. Portanto, R#H ∼= A como álgebras de Hopf.
Apresentamos agora um exemplo de álgebra de Hopf trançada através
de uma aplicação do Teorema 4.2.
Exemplo 4.2 ([3], Example 1.4.1) Sejam k um corpo, N um número
natural, ξ uma raiz N -ésima primitiva da unidade de k. Consideremos
A = Tξ,N a álgebra de Taft, isto é, A é gerada como k-espaço vetorial
por elementos {gixj}N−1i,j=0 satisfazendo as relações gN = 1, xN = 0 e
xg = ξgx.
A comultiplicação, a counidade e a antípoda são dadas por
∆(g) = g ⊗ g, ∆(x) = g ⊗ x+ x⊗ 1,
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ε(g) = 1, ε(x) = 0, S(g) = g−1 e S(x) = −g−1x.
Observamos que como gN = 1 então g−1 = gN−1. Consideremos G
o grupo cíclico de ordem N (o(G) = N) e denotamos por y, o gerador
de G. Seja H = kG. Lembramos que a comultiplicação, a counidade e
a antípoda de H são dadas por
∆(l) = l ⊗ l, ε(l) = 1 e S(l) = l−1,∀l ∈ G.
Definimos pi : A → H por pi(gixj) = yiδ0,j e ι : H → A por
ι(yi) = gi. Mostremos que pi e ι são morfismos de álgebras de Hopf tais
que piι = IH .
Sejam gixj , glxm ∈ A com i, j, l,m ∈ {1, · · · , N − 1}. Então, como
xg = ξgx, existe α ∈ N tal que gixjglxm = ξαgi+lxj+m. Logo,
pi(gixjglxm) = pi(ξαgi+lxj+m) = ξαyi+lδ0,j+m.
Além disso, pi(gixj)pi(glxm) = yiδ0,jylδ0,m. Assim, se j + m 6= 0
então j 6= 0 ou m 6= 0. Daí, pi(gixjglxm) = 0 = pi(gixj)pi(glxm).
Se j+m = 0 então j = m = 0. Daí, pi(gix0glx0) = pi(gi+l) = yi+l =
yiyl = pi(gix0)pi(glx0). Além disso, pi(1) = pi(g0x0) = y0δ0,0 = 1. Logo,
pi é um morfismo de álgebras.
Para vermos que pi é um morfismo de coálgebras, notemos que
∆(gixj) = (∆(g))i(∆(x))j = (g ⊗ g)i(g ⊗ x+ x⊗ 1)j
= (gi ⊗ gi)
(
j∑
k=0
(
j
k
)
(g ⊗ x)j−k(x⊗ 1)k
)
=
j∑
k=0
(
j
k
)
(gi ⊗ gi)(gj−k ⊗ xj−k)(xk ⊗ 1)
=
j∑
k=0
(
j
k
)
gi+j−kxk ⊗ gixj−k.
Daí,
(pi ⊗ pi)∆(gixj) = (pi ⊗ pi)
(
j∑
k=0
(
j
k
)
gi+j−kxk ⊗ gixj−k
)
=
j∑
k=0
(
j
k
)
yi+j−kδ0,k ⊗ yiδ0,j−k
= yi ⊗ yiδ0,j = ∆(yiδ0,j) = ∆(pi(gixj)).
Também,
ε(pi(gixj)) = ε(yiδ0,j) = δ0,j = 1
i0j = ε(g)iε(x)j = ε(gixj).
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Portanto, pi é um morfismo de álgebras de Hopf. Sejam yi, yj ∈ H.
Então
ι(yiyj) = ι(yi+j) = gi+j = gigj = ι(yi)ι(yj), ι(1) = ι(y0) = g0 = 1
∆(ι(yi)) = ∆(gi) = gi ⊗ gi = (ι⊗ ι)(yi ⊗ yi) = (ι⊗ ι)∆(yi) e
ε(ι(yi)) = ε(gi) = 1 = ε(yi).
Portanto, ι é ummorfismo de álgebras de Hopf. Além disso, piι(yi) =
pi(gi) = yiδ0,0 = y
i, para todo yi em H. Logo, piι = IH .
Assim, pelo Teorema 4.2, R = Acopi é uma álgebra de Hopf trançada
em HHYD. Mostremos que R e
k[X]
< XN >
são isomorfas como álgebras.
Para isso, definimos f : k[X]→ R por f(X) = x. Note que f está bem
definida, pois (I⊗pi)∆(x) = (I⊗pi)(g⊗x+x⊗1) = g⊗1δ0,1+x⊗1δ0,0 =
x ⊗ 1. Logo, x ∈ R. Além disso, f é definida de forma a ser morfismo
de álgebras.
Para provarmos que f é sobrejetora, primeiramente calculemos (I⊗
pi)∆(gixj) em gixj ∈ A
(I ⊗ pi)∆(gixj) = (I ⊗ pi)
(
j∑
k=0
(
j
k
)
gi+j−kxk ⊗ gixj−k
)
=
j∑
k=0
(
j
k
)
gi+j−kxk ⊗ yiδ0,j−k
= gixj ⊗ yi.
Agora seja r = gixj ∈ R. Então gixj ⊗ yi = gixj ⊗ 1. Daí, yi = 1 e
portanto, i = 0, pois o(G) = N | i e i ∈ {0, · · · , N − 1}. Assim, r = xj .
Consideremos Xj ∈ k[X], então f(Xj) = f(X)j = xj = r. Portanto,
f é sobrejetora.
Vejamos que ker(f) = < XN >. Seja p(X) =
∑m
j=0 αjX
j ∈
ker(f). Como xj = 0 para j ≥ N , temos
0 = f
 m∑
j=0
αjX
j
 = m∑
j=0
αjf(X)
j =
N−1∑
j=0
αjx
j .
Daí, αj = 0 para todo j ∈ {0, · · · , N − 1}. Assim,
p(X) =
m∑
j=N
αjX
j = XN
 m∑
j=N
αjX
j−N
 ∈ < XN > .
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Seja p(x) ∈ < XN >, então p(X) = XNq(X), para algum q(X) ∈
k[X]. Daí, f(p(X)) = f(XNq(X)) = f(X)Nf(q(X)) = xNf(q(X)) =
0. Logo, p(X) ∈ ker(f).
Portanto, pelo teorema do isomorfismo para álgebras segue que R ∼=
k[X]
< XN >
.
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Capítulo 5
A álgebra de Nichols de
um módulo de
Yetter-Drinfeld
Nesse capítulo apresentamos a definição, a existência e a unicidade
da álgebra de Nichols de um módulo de Yetter-Drinfeld.
Esse capítulo é desenvolvido tendo em mente os pré-requisitos de-
senvolvidos nas Seções 1.5 e 1.6 desse trabalho já que uma álgebra de
Nichols é uma álgebra graduada. Além disso, para o que segue H é
uma álgebra de Hopf com antípoda bijetora.
As principais referências para esse capítulo são [3] e [4].
Definição 5.1 Seja V um módulo de Yetter-Drinfeld sobre uma álge-
bra de Hopf H. Uma álgebra de Hopf trançada graduada R = ⊕n≥0R(n)
em HHYD é dita uma álgebra de Nichols de V se k ∼= R(0) e V ∼= R(1)
em HHYD, P (R) = R(1) e R é gerada como álgebra por R(1).
Precisamos recordar alguns fatos para prosseguirmos. Seja V um
k-espaço vetorial. Uma álgebra tensorial de V é um par (A, ι), em que
A é uma álgebra e ι é um morfismo de k-espaços vetoriais, que satisfaz
a propriedade universal: para qualquer álgebra A e qualquer morfismo
k-linear f : V → A, existe um único morfismo de álgebras F : A → A
tal que Fι = f.
Lembramos que a algebra tensorial de V existe e é única. Uma breve
construção é dada. Denotando T 0(V ) = k, T 1(V ) = V e Tn(V ) =
V ⊗ V ⊗ · · · ⊗ V (n vezes), n ≥ 2, consideremos T (V ) = ⊕n≥0Tn(V ) e
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ι : V → T (V ) a inclusão canônica. Então (T (V ), ι) é uma álgebra com
as estruturas m : T (V )⊗T (V )→ T (V ) e µ : k → T (V ) definidas como
segue. Sejam x = x1 ⊗ · · · ⊗ xn ∈ Tn(V ) e y = y1 ⊗ · · · ⊗ ym ∈ Tm(V ).
Então
xy = m(x⊗ y) = x1 ⊗ · · · ⊗ xn ⊗ y1 ⊗ · · · ⊗ ym ∈ Tn+m(V )
e
µ(1) = 1 ∈ T 0(V ) = k.
A multiplicação de dois elementos quaisquer de T (V ) é obtida es-
tendendo a fórmula acima por linearidade.
A próxima proposição estende a propriedade universal da álgebra
tensorial para o contexto de módulos de Yetter-Drinfeld. Para isso,
ainda fazemos algumas considerações. Sejam H uma álgebra de Hopf
e V um objeto em HHYD. Pelo Corolário 3.1, para cada n ≥ 2, Tn(V ) é
um objeto em HHYD. Também, já vimos que T
0(V ) = k é um objeto em
H
HYD. Daí, pela Proposição 3.1, a álgebra tensorial T (V ) = ⊕n≥0Tn(V )
é também um objeto em HHYD.
Nosso objetivo agora é mostrar que T (V ) é uma álgebra de Hopf
trançada graduada em HHYD. Para isso são necessários alguns resulta-
dos.
Teorema 5.1 Sejam H uma álgebra de Hopf e V um objeto em HHYD.
Então o par (T (V ), ι) satisfaz as propriedades abaixo.
(i) T (V ) é uma álgebra em HHYD e ι : V → T (V ) é um morfismo em
H
HYD.
(ii) Se A é uma álgebra em HHYD e f : V → A é um morfismo em HHYD,
então existe um único morfismo de álgebras F : T (V ) → A em HHYD
tal que Fι = f .
Demonstração: (i) Vejamos que m e µ citadas acima são morfismos
em HHYD. Sejam h ∈ H, x = x1⊗· · ·⊗xn ∈ Tn(V ) e y = y1⊗· · ·⊗ym ∈
Tm(V ). Então
h ·m(x⊗ y) = h · (x1 ⊗ · · · ⊗ xn ⊗ y1 ⊗ · · · ⊗ ym)
= h1 · x1 ⊗ · · · ⊗ hn · xn ⊗ hn+1 · y1 ⊗ · · · ⊗ hn+m · ym
= m((h1 · x1 ⊗ · · · ⊗ hn · xn)⊗ (hn+1 · y1 ⊗ · · · ⊗ hn+m · ym))
= m(h1 · (x1 ⊗ · · · ⊗ xn)⊗ h2 · (y1 ⊗ · · · ⊗ ym))
= m(h · (x⊗ y)),
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(I ⊗m)ρ(x⊗ y) = (I ⊗m)((x1)(−1) · · · (xn)(−1)(y1)(−1) · · · (ym)(−1)⊗
((x1)(0) ⊗ · · · ⊗ (xn)(0))⊗ ((y1)(0) ⊗ · · · ⊗ (ym)(0)))
= (x1)(−1) · · · (xn)(−1)(y1)(−1) · · · (ym)(−1) ⊗ (x1)(0)⊗
· · · ⊗ (xn)(0) ⊗ (y1)(0) ⊗ · · · ⊗ (ym)(0)
= ρ(x1 ⊗ · · · ⊗ xn ⊗ y1 ⊗ · · · ⊗ ym)
= ρ(m(x⊗ y)),
µ(h · 1) = µ(ε(h)1) = ε(h)µ(1) = h · µ(1)
e
(I ⊗ µ)ρ(1) = (I ⊗ µ)(1⊗ 1) = 1⊗ µ(1) = ρ(µ(1)).
Portanto, T (V ) é uma álgebra em HHYD. É claro que ι é um mor-
fismo em HHYD.
(ii) Pela propriedade universal da álgebra tensorial, existe um único
morfismo de álgebras F : T (V ) → A tal que Fι = f . Mostremos que
F é um morfismo em HHYD.
Sejam h ∈ H e x = x1 ⊗ · · · ⊗ xn ∈ Tn(V ). Então
F (h · x) = F (h1 · x1 ⊗ · · · ⊗ hn · xn) = F ((h1 · x1) · · · (hn · xn))
(∗)
= F (h1 · x1) · · ·F (hn · xn) = F (ι(h1 · x1)) · · ·F (ι(hn · xn))
= f(h1 · x1) · · · f(hn · xn) (∗∗)= (h1 · f(x1)) · · · (hn · f(xn))
(∗∗∗)
= h · (f(x1) · · · f(xn)) = h · (Fι(x1) · · ·Fι(xn))
= h · F (x1 · · ·xn) = h · F (x1 ⊗ · · · ⊗ xn) = h · F (x)
e
(I ⊗ F )ρ(x) = (x1)(−1) · · · (xn)(−1) ⊗ F ((x1)(0) ⊗ · · · ⊗ (xn)(0))
= (x1)(−1) · · · (xn)(−1) ⊗ F ((x1)(0) · · · (xn)(0))
(∗)
= (x1)(−1) · · · (xn)(−1) ⊗ F ((x1)(0)) · · ·F ((xn)(0))
= (x1)(−1) · · · (xn)(−1) ⊗ Fι((x1)(0)) · · ·Fι((xn)(0))
= (x1)(−1) · · · (xn)(−1) ⊗ f((x1)(0)) · · · f((xn)(0))
(∗∗)
= (f(x1))(−1) · · · (f(xn))(−1) ⊗ (f(x1))(0) · · · (f(xn))(0)
(∗∗∗)
= (f(x1) · · · f(xn))(−1) ⊗ (f(x1) · · · f(xn))(0)
= (F (x1 · · ·xn))(−1) ⊗ (F (x1 · · ·xn))(0)
= (F (x1 ⊗ · · · ⊗ xn))(−1) ⊗ (F (x1 ⊗ · · · ⊗ xn))(0)
= (ρF )(x1 ⊗ · · · ⊗ xn) = (ρF )(x),
em ambas as igualdades (∗) usamos que F é um morfismo de álgebras,
em (∗∗) usamos que f é um morfismo em HHYD e em (∗ ∗ ∗) que A é
uma álgebra em HHYD (veja Exemplos 2.15 e 2.16). Portanto, F é um
morfismo em HHYD.
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Corolário 5.1 Com a notação do teorema, T (V ) é uma biálgebra tran-
çada em HHYD.
Demonstração: Consideremos f : V → T (V )⊗T (V ) definida por
f(v) = v ⊗ 1 + 1⊗ v. Sabemos, pela Proposição 4.1, que T (V )⊗T (V )
é uma álgebra em HHYD. Além disso, f é um morfismo em
H
HYD, pois
dados h ∈ H e v ∈ V , temos
h · f(v) = h · (v ⊗ 1 + 1⊗ v) = h1 · v ⊗ h2 · 1 + h1 · 1⊗ h2 · v
= h1 · v ⊗ ε(h2)1 + ε(h1)1⊗ h2 · v = h · v ⊗ 1 + 1⊗ h · v
= f(h · v)
e
ρ(f(v)) = ρ(v ⊗ 1 + 1⊗ v) = v(−1) ⊗ v(0) ⊗ 1 + v(−1) ⊗ 1⊗ v(0)
= v(−1) ⊗ (v(0) ⊗ 1 + 1⊗ v(0)) = v(−1) ⊗ f(v(0))
= (I ⊗ f)(v(−1) ⊗ v(0)) = (I ⊗ f)ρ(v).
Assim, pelo teorema acima, existe um morfismo de álgebras ∆ :
T (V ) → T (V )⊗T (V ) em HHYD tal que ∆ι = f . Agora, consideremos
0 : V → k a função nula, que é um morfismo em HHYD. Novamente,
pelo teorema acima, existe um morfismo de álgebras ε : T (V )→ k em
H
HYD tal que ει = 0.
Para concluirmos que (T (V ),∆, ε) é uma coálgebra em HHYD, obser-
vamos que T (V ) é gerada como álgebra por V , ou seja, cada elemento
de T (V ) pode ser escrito como uma soma de produtos de elementos de
V . Logo, é suficiente verificarmos a coassociatividade e a counidade em
V . Seja v ∈ V . Então
(∆⊗ I)∆(v) = (∆⊗ I)(v ⊗ 1 + 1⊗ v)
= (v ⊗ 1 + 1⊗ v)⊗ 1 + 1⊗ 1⊗ v
= v ⊗ 1⊗ 1 + 1⊗ v ⊗ 1 + 1⊗ 1⊗ v
= v ⊗ 1⊗ 1 + 1⊗ (v ⊗ 1 + 1⊗ v)
= (I ⊗∆)(v ⊗ 1 + 1⊗ v) = (I ⊗∆)∆(v)
e
(ε⊗ I)∆(v) = ε(v)1 + ε(1)v = v = vε(1) + 1ε(v) = (I ⊗ ε)∆(v).
Portanto, T (V ) é uma biálgebra trançada em HHYD.
Agora, vejamos que T (V ) é uma biálgebra graduada em HHYD.
Corolário 5.2 T (V ) é uma biálgebra trançada graduada em HHYD.
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Demonstração: Pelo corolário acima, T (V ) é uma biálgebra trançada
em HHYD. Sabemos que T (V ) = ⊕n≥0Tn(V ) e que Tn(V ) é submódulo
de Yetter-Drinfeld, para todo n ≥ 0.
Pelas definições da multiplicação e da unidade de T (V ) fica claro
que T (V ) é uma álgebra graduada. Falta mostrarmos que T (V ) é uma
coálgebra graduada. Pela definição de ε, fica claro que ε(Tn(V )) = 0,
para todo n ≥ 1, pois V gera T (V ) como álgebra. Mostremos, por
indução sobre n, que ∆(Tn(V )) ⊆∑nl=0 Tn−l(V )⊗ T l(V ).
Como T 0(V ) = k e ∆ é ummorfismo de álgebras, segue que ∆(T 0(V ))
⊆ T 0(V )⊗ T 0(V ). Assim, é válido para n = 0.
Suponhamos que valha para n ≥ 0, por hipótese de indução. Mostremos
que vale para n+ 1. Seja x = x1 ⊗ · · · ⊗ xn ⊗ xn+1 ∈ Tn+1(V ). Então
∆(x) = ∆(x1 ⊗ · · · ⊗ xn ⊗ xn+1) = ∆(x1 · · ·xn)∆(xn+1)
⊆ (
n∑
l=0
Tn−l(V )⊗ T l(V ))(V ⊗ k + k ⊗ V )
⊆
n∑
l=0
(Tn−l(V )V ⊗ T l(V )k + Tn−l(V )k ⊗ T l(V )V )
⊆
n∑
l=0
(Tn−l+1(V )⊗ T l(V ) + Tn−l(V )⊗ T l+1(V ))
⊆
n+1∑
l=0
Tn+1−l(V )⊗ T l(V ).
Na primeira inclusão, usamos a hipótese de indução e o fato de que
∆(v) = v⊗1+1⊗v, para todo v ∈ V . Portanto, T (V ) é uma biálgebra
graduada em HHYD.
Corolário 5.3 T (V ) é uma álgebra de Hopf trançada graduada em
H
HYD.
Demonstração: Sendo T (V ) uma coálgebra graduada temos, pelo
Corolário 1.2, que T (V )0 ⊆ T 0(V ) = k. Logo, T (V )0 = k. Con-
sideremos I : T (V ) → T (V ) ∈ Hom(T (V ), T (V )). Notemos que
g : k → T (V ) dada por g(1) = 1 é a inversa de I|k segundo o pro-
duto de convolução em Hom(k, T (V )). De fato,
(I|k ∗ g)(1) = I|k(1)g(1) = 1 = µε(1).
Assim, pelo Teorema 1.6, I é invertível emHom(T (V ), T (V )). Logo,
existe S : T (V ) → T (V ), a antípoda de T (V ). Portanto, T (V ) é uma
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álgebra de Hopf trançada graduada em HHYD.
Consideremos S o conjunto de todos os ideais I ⊆ T (V ) tais que
(i) I é um ideal graduado e I ∩ V = 0.
(ii) I é um coideal, isto é, ∆(I) ⊆ I ⊗ T (V ) + T (V )⊗ I e ε(I) = 0.
Seja S˜ o conjunto dos I ∈ S que são submódulos de Yetter-Drinfeld
de T (V ).
Os ideais I(V ) =
∑
I∈S I e I˜(V ) =
∑
J∈S˜ J são os elementos máx-
imos em S e em S˜, respectivamente. De fato, sabemos que a soma
de ideais é um ideal, a soma de coideais é um coideal e a soma de
k-subespaços graduados é ainda graduado. Relembrando a prova da
Proposição 1.12, temos que I(V )∩V =
∑
I∈S
(I ∩V ) = 0. Analogamente
para I˜(V ).
Pela Proposição 1.14, para cada I ∈ S, R = T (V )
I
é uma álgebra
graduada e uma coálgebra graduada. Além disso, R(0) ∼= k e V ∼= R(1),
pois k ∩ I e V ∩ I = 0, respectivamente.
Se I ∈ S˜ então I ∈ S e, pelo acima, R = ⊕n≥0R(n) é uma álgebra
graduada e uma coálgebra graduada. Além disso, I é um submódulo
de Yetter-Drinfeld de T (V ) e daí, pela Proposição 3.2, R é um módulo
de Yetter-Drinfeld e a projeção canônica pi : T (V )→ R é um morfismo
em HHYD.
As aplicações estruturais de álgebra e de coálgebra quocientes são
morfismos em HHYD, pois são composições das aplicações estruturais de
álgebra e de coálgebra de T (V ) com a projeção canônica pi.
Além disso, as aplicações estruturais de coálgebra de T (V ) assim
como pi são morfismos de álgebras e isso implica que ∆R : R→ R⊗R e
εR : R→ k sejam também morfismos de álgebras.
A construção da antípoda de R é análoga à de T (V ), uma vez que
R0 = R(0) ∼= k.
Por tudo que dissemos acima, R torna-se uma álgebra de Hopf
trançada graduada em HHYD.
O teorema abaixo nos garante a existência e a unicidade da álgebra
de Nichols de um módulo de Yetter-Drinfeld.
Teorema 5.2 Sejam B(V ) :=
T (V )
I˜(V )
e piV : T (V ) → B(V ) a projeção
canônica. Então
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(i) V = P (B(V )) e portanto, B(V ) é uma álgebra de Nichols de V .
(ii) I(V ) = I˜(V ).
(iii) Seja R = ⊕n≥0R(n) uma álgebra de Hopf graduada em HHYD tal
que R(0) = k1 e R é gerada como álgebra por V := R(1). Então existe
um morfismo sobrejetor de álgebras de Hopf graduadas f : R → B(V )
tal que f |R(1) é isomorfismo de módulos de Yetter-Drinfeld.
(iv) Seja R = ⊕n≥0R(n) uma álgebra de Nichols de V . Então R ∼=
B(V ) como álgebras de Hopf trançadas em HHYD.
(v) Seja R = ⊕n≥0R(n) uma álgebra de Hopf trançada graduada em
H
HYD com R(0) = k1 e V ∼= R(1) = P (R). Então B(V ) é isomorfo à
uma subálgebra de R gerada por V .
Demonstração: (i) Escrevemos B(V ) = ⊕n≥0B(V )(n) e essa é uma
álgebra de Hopf trançada graduada em HHYD com B(V )(0) ∼= k e
B(V )(1) ∼= V . Por definição, V ⊆ P (B(V )). Mostremos que P (B(V )) ⊆
V . Temos que P (B(V )) = ⊕n≥0(P (B(V ))∩B(V )(n)) (veja [13], Exer-
cise 4.4.11).
Fixemos n ≥ 2 e mostremos que P (B(V )) ∩ B(V )(n) = 0. Seja
X = pi−1V (P (B(V )) ∩ B(V )(n)). Então X é um k-subespaço graduado
de T (V ), pois X = pi−1V (P (B(V ))) ∩ Tn(V ) e
⊕m≥0((pi−1V (P (B(V ))) ∩ Tn(V )) ∩ Tm(V )) = pi−1V (P (B(V ))) ∩ Tn(V ).
Além disso, como P (B(V )) é submódulo de Yetter-Drinfeld de B(V )
(Proposição 4.3) e piV é morfismo em HHYD, segue que pi
−1
V (P (B(V ))) é
um submódulo de Yetter-Drinfeld de T (V ). Logo, X é um submódulo
de Yetter-Drinfeld graduado de T (V ).
Seja x ∈ X. Então piV (x) ∈ P (B(V )). Daí,
∆(piV (x)) = piV (x)⊗ 1 + 1⊗ piV (x) = (piV ⊗ piV )(x⊗ 1 + 1⊗ x).
Como piV é um morfismo de coálgebras,
∆(piV (x)) = (piV ⊗ piV )∆(x).
Assim,
∆(x)− (x⊗ 1 + 1⊗ x) ∈ ker(piV ⊗ piV )
= I˜(V )⊗ T (V ) + T (V )⊗ I˜(V ),
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pelo Lema 1.2. Logo, ∆(x) ∈ x⊗1+1⊗x+ I˜(V )⊗T (V )+T (V )⊗ I˜(V ),
ou seja, ∆(X) ⊆ X ⊗T (V ) +T (V )⊗X + I˜(V )⊗T (V ) +T (V )⊗ I˜(V ).
Consideremos I =< X > +I˜(V ) ⊆ T (V ), em que < X > é o ideal
gerado por X. Notemos que I ⊆ ⊕n≥2Tn(V ) e assim, I ∩V = 0. Além
disso, pela Proposição 1.13, < X > é um ideal graduado de T (V ) e I˜(V )
também o é. Logo, I é um ideal graduado de T (V ), pela Proposição
1.12.
Mostremos que I é um coideal de T (V ). É claro que ε(I) = 0, pois
I ⊆ ⊕n≥2Tn(V ). Seja y =
∑
axb + z ∈ I, em que a, b ∈ T (V ), x ∈ X
e z ∈ I˜(V ). Então
∆(y) =
∑
∆(axb) + ∆(z) =
∑
∆(a)∆(x)∆(b) + ∆(z)
⊆ ∑(T (V )⊗ T (V ))(X ⊗ T (V ) + T (V )⊗X + I˜(V )⊗ T (V )+
T (V )⊗ I˜(V ))(T (V )⊗ T (V )) + I˜(V )⊗ T (V ) + T (V )⊗ I˜(V )
⊆ (< X > +I˜(V ))⊗ T (V ) + T (V )⊗ (< X > +I˜(V ))
= I ⊗ T (V ) + T (V )⊗ I.
Como X é um submódulo de Yetter-Drinfeld de T (V ), segue que
< X > também o é, assim como I˜(V ). Logo, I é um submódulo de
Yetter-Drinfeld de T (V ). Assim, I ∈ S˜ e, pela maximalidade de I˜(V ),
segue que I ⊆ I˜(V ).
Logo, piV (X) ⊆ piV (I) = 0. Daí, P (B(V ))∩B(V )(n) = piV (X) = 0.
Assim, P (B(V )) = P (B(V ))∩k⊕P (B(V ))∩V = P (B(V ))∩V , donde
P (B(V )) ⊆ V .
É claro que B(V ) é gerada como álgebra por V , pois T (V ) o é.
Portanto, B(V ) é uma álgebra de Nichols de V .
(ii) Como I˜(V ) ⊆ I(V ), podemos definir pi : B(V ) → T (V )
I(V )
por
pi(x + I˜(V )) = x + I(V ), para todo x ∈ T (V ). Não é difícil ver que pi
que é um morfismo sobrejetor de coálgebras.
Além disso, pi|V é injetora, pois dado x ∈ V tal que pi(x+ I˜(V )) = 0,
temos que x+I(V ) = 0. Assim, x ∈ I(V )∩V = 0. Pelo item (i), temos
que V = P (B(V )). Usando o Teorema 1.7 (B(V ) é conexa), concluímos
que pi é injetora.
Logo, dado x ∈ I(V ), 0 = x + I(V ) = pi(x + I˜(V )) e como pi é
injetora, isso implica que x + I˜(V ) = 0, ou seja, x ∈ I˜(V ). Portanto,
I(V ) = I˜(V ).
(iii) Definimos α : T (V ) → R por α(v) = v, para todo v ∈ V ,
que estendende-se de forma a ser um morfismo de álgebras. Como R é
gerado como álgebra por V , segue que α é sobrejetora.
Além disso, α é um morfismo de coálgebras pois, pela Proposição
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1.16, V = R(1) ⊆ P (R) e assim, dado v ∈ V ,
(α⊗α)∆(v) = (α⊗α)(v⊗ 1 + 1⊗ v) = α(v)⊗ 1 + 1⊗α(v) = ∆(α(v)).
Também, se v = v1 · · · vn ∈ Tn(V ), em que vi ∈ V para todo
i ∈ {1, · · · , n}, então α(v) = α(v1) · · ·α(vn) ∈ R(n), pois α(vi) ∈ V =
R(1) e R é uma álgebra graduada. Isso nos diz que α é um morfismo
graduado. Portanto, α é um morfismo de álgebras de Hopf graduadas,
e então,
T (V )
ker(α)
∼= R.
Notemos que ker(α) ∈ S, pois é um ideal graduado (Proposição
1.15), um coideal e ker(α) ∩ V = 0. Logo, ker(α) ⊆ I(V ) = I˜(V ).
Assim, está bem definida f : R ∼= T (V )
ker(α)
→ B(V ), que é um mor-
fismo sobrejetor de álgebras de Hopf graduadas. Além disso, f |R(1) é
isomorfismo de módulos de Yetter-Drinfeld, pois R(1) = V e f(V ) =
V + I˜(V ) = B(V )(1) ∼= V .
(iv) Do item (iii) temos f : R → B(V ) um morfismo sobrejetor de
álgebras de Hopf graduadas. Como R é gerado como álgebra por V ,
a multiplicação de R é um morfismo em HHYD, f |V é um morfismo em
H
HYD e com contas análogas às feitas na prova do item (ii) do Teorema
5.1, concluímos que f é um morfismo em HHYD.
Portanto, f : R → B(V ) é um morfismo sobrejetor de álgebras de
Hopf graduadas em HHYD.
Por hipótese, P (R) = R(1) e vimos que f |R(1) é injetora. Logo, pelo
Teorema 1.7 (R é conexa), segue que f é injetora. Portanto, R ∼= B(V ).
(v) Temos que k < V > é uma álgebra em HHYD. Mostremos que
∆(k < V >) ⊆ k < V > ⊗ k < V >. Seja ∑ v1 · · · vn ∈ < V >.
Então, como V = P (R),
∆(
∑
v1 · · · vn) =
∑
∆(v1) · · ·∆(vn)
=
∑
(v1 ⊗ 1 + 1⊗ v1) · · · (vn ⊗ 1 + 1⊗ vn)
∈ k < V > ⊗ k < V > .
Logo, k < V > é uma coálgebra em HHYD. Mais ainda, k < V > é
uma biálgebra trançada em HHYD, pois as aplicações estruturais de coál-
gebra de k < V > são restrições das aplicações estruturais de coálgebra
de R, que são morfismos de álgebras.
Para cada v ∈ V , como ∆(v) = v⊗1+1⊗v, temos que 0 = ε(v)1 =
S(v)1 + S(1)v, ou seja, S(v) = −v. Assim, S(k < V >) ⊆ k < V >.
Portanto, k < V > é uma álgebra de Hopf trançada em HHYD.
Não é dificil ver que
k < V >= ⊕n≥0(k < V >) ∩R(n).
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Assim, k < V > é uma álgebra de Hopf trançada graduada em
H
HYD, com graduação dada acima. Além disso,
k < V > (0) = k < V > ∩R(0) = k1,
k < V > (1) = k < V > ∩R(1) = V
e
P (k < V >) = V.
Logo, k < V > é uma álgebra de Nichols de V e, pelo item anterior,
k < V >∼= B(V ).
Com esse teorema, finalmente começamos a entender o que é uma
álgebra Nichols. Assim, podemos realizar o primeiro passo no método
de classificação de álgebras de Hopf pontuadas proposto em [3]. Tal
passo consiste em estudar as álgebras de Nichols de um módulo de
Yetter-Drinfeld sobre kG, em que G é o grupo dos elementos grouplike
da álgebra de Hopf pontuada.
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