Abstract: Rise in inlet air temperature increases the corresponding outlet air temperature from the server. As an added effect of rise in inlet air temperature, some active servers may start exhaling intensely hot air to form a hotspot. Increase in hot air temperature and occasional hotspots are an added burden on the cooling mechanism and result in energy wastage in data centers. The increase in inlet air temperature may also result in failure of server hardware. Identifying and comparing the thermal sensitivity to inlet air temperature for various servers helps in the thermal-aware arrangement and location switching of servers to minimize the cooling energy wastage. The peak outlet temperature among the relocated servers can be lowered and even be homogenized to reduce the cooling load and chances of hotspots. Based upon mutual comparison of inlet temperature sensitivity of heterogeneous servers, this paper presents a proactive approach for thermal-aware relocation of data center servers. The experimental results show that each relocation operation has a cooling energy saving of as much as 2.1 kW·h and lowers the chances of hotspots by over 77%. Thus, the thermal-aware relocation of servers helps in the establishment of green data centers.
Introduction
Data centers around the world consume an enormous amount of electric power each year. An average data center consumes the equivalent amount of electricity as 25 000 homes in USA (ABB, 2013) . The cost of electricity expenditure exceeds the total capital expenditure over the working life of servers. Apart from computing, a major amount of electricity is also consumed in cooling the servers. This is because a data center has a closed environment and the electrical power consumed by information technology (IT) equipment is converted into heat (LD Didactic Gmbh) and an equal amount of power is needed to remove that heat and to maintain a proper working environment via cooling. Data centers must apply energy saving techniques to go green as a large part of the electricity is generated by burning fossil fuels. Considering the hot/cold aisle rack arrangement over raised floor design of a data center (U.S. Environmental Protection Agency, 2007) , the cooling cost can be as much as the computing cost in terms of electricity used.
Power usage efficiency (PUE) is the ratio of total electricity usage by the data center to the electricity used for computing. If the cooling infrastructure consists of mechanical chillers only (Liu et al., 2012) , the PUE value may be equal to 2.0 unless power saving practices are adopted. Recent studies have shown a slight decrease in data center PUE worldwide to 1.93 (Koomey, 2011) . The traditional approach of server consolidation to save computing power may result in utilization of few servers to their limits. However, the electricity consumption and the resulting heat dissipation from these servers reach maximum in a small area of the data center. Rise in inlet air temperature can further increase the outlet temperature to such a limit that a hotspot is formed. A hotspot may trigger an otherwise idle cooling mechanism to start cooling or it may prolong the cooling process for an already active cooling mechanism. In both cases, the cooling is boosted for a larger area than that of the hotspot and more power is spent for cooling than consumed by the computing tasks inside that hotspot. By avoiding the chances of hotspots, the extra burden on cooling infrastructure can be avoided and power can be saved.
There are multiple factors which may combine to provide suitable condition for a hotspot. Among these factors is the physical phenomenon of cold air getting warmer as it reaches the inlet of the servers mounted near the top of racks. Furthermore, some systems such as the legacy servers are less power efficient and thus dissipate more heat. The processor is the most power consuming and thus the most heat dissipating hardware equipment on the motherboard (U.S. Environmental Protection Agency, 2007) . Legacy processor architecture lacks the adaptive power usage capability and consumes more power compared to modern processors (Huck, 2011) and therefore dissipates more heat (Masiero, 2012) . Servers which consume more power when idle are more prone to give rise to hotspots than others. A server is considered power efficient if it consumes less power when idle and provides more computing power per watt in terms of MHz per watt when active.
The chances of hotspot can be foreseen by analyzing the heat dissipation of different servers at various locations inside a data center with respect to inlet air temperature. This is due to the fact that some servers may dissipate more heat at higher inlet temperature while some servers may not be that sensitive, owing to the hardware architecture. Based upon this fact, if the physical location of each server is determined according to the inlet temperature sensitivity, the peak outlet temperature of the servers and the chances of hotspots can be reduced. For the servers that are already mounted in racks, inlet temperature sensitivity analysis can help rearrange the locations of a set of servers. Hotspot avoidance based relocation of data center servers can be a part of capacity planning or it can be done in parallel with traditional cooling mechanism optimization based techniques . The server relocation technique proposed in this paper is a novel approach for minimizing the chances of hotspots and greening the data centers.
Related work
A power profiling based thermal map prediction and equipment relocation technique was reported by Jonas et al. (2010) . Thermal map prediction was based on power profiles of the server chassis. On the basis of the fact that every chassis makes a contribution to the heat recirculation of all the chassises in the data center, an equipment relocation algorithm was proposed. However, it is practically complex to access the heat recirculation contribution coefficient for each of the hundreds of chassises in a data center. The complexity of server relocation can be reduced by focusing on the servers inside hotspot regions. If the servers with high electricity consumption or those having high utilization rate are placed at top of the racks where the inlet temperature is high, then this will increase, rather than decrease, the maximum outlet temperature.
If a power saving technique such as diskless booting (Tu et al., 2010) is used, the servers will dissipate even less heat if they are located in a way that the inlet temperature has minimum effect on increasing the outlet temperatures of the servers. If the power consumption profiles of servers are created so that the least power is used to execute a given computing load and to ensure performance and profit (Kusic et al., 2009) , the scheduling algorithm can save more power if hotspots are avoided.
Instead of using a neural network to predict the outlet temperature, the thermal profiles can be used to predict the thermal map and chance of hotspots (Jonas et al., 2007; . Inlet temperature variation may lead to hotspot and cause an additional burden to the cooling mechanism. Data center energy efficiency and power consumption based scheduling techniques can perform better if the computational workload is distributed among servers on the basis of comparatively low inlet temperature preference (Tang et al., 2007; Mukherjee et al., 2009; Ahuja, 2012) . Similarly, the reduction in recirculation of heat is more effective if the servers are arranged according to their sensitivities to inlet temperature hike (Tang et al., 2007) .
The research aiming to increase the thermostat setting (Banerjee et al., 2010; for cold air in a data center or to model the thermal map (Tang et al., 2006; Ahuja et al., 2011) should consider the optimization of server locations as a prerequisite to implementation. This is also applicable to recent ASHRAE standards (ASHRAE, 2011) for enhanced inlet temperatures. The coefficients of heat recirculation and extraction for the data center servers (Tang et al., 2006) are sensitive to the inlet temperature increment, and the values of coefficients should not be affected by this phenomenon. If servers are maximally used through backfilling (Wang et al., 2009a; 2009b) , the chances of hotspots are increased with the increase in inlet temperature. Therefore, the inlet temperature should be considered before backfilling or the servers should be relocated accordingly and then backfilled to avoid hotspots. Similarly, the server consolidation techniques for minimizing the number of active servers should choose only those servers that will not cause hotspots. This is because the consolidated servers will be at their peak utilization all the time (Corradi et al., 2011) .
Task-temperature profiles used for thermalaware workload scheduling should consider the effect of inlet temperature sensitivity of the physical servers upon the scheduling outcome in terms of the thermal map to be unexpected (Wang et al., 2012) . The thermal profiling based techniques introduced by Rodero et al. (2010; cannot estimate or create the generic profiles of all the homogeneous servers which are located at different inlet air temperatures across a data center. Hence, there is a gap in research related to the thermal-aware arrangement of data center servers. This paper presents a thermalaware server location evaluation and relocation of virtualized data center servers to optimum locations. The proposed approach results in prevention of possible hotspots and cooling energy saving, as well as increased effectiveness of thermal-aware scheduling techniques for those centers.
Cooling-aware workload placement with performance constraints was proposed by Sansottera and Cremonesi (2011) , in which the rise in inlet temperature is due to heat recirculation. The heat recirculation was considered to be due to the air flow. The temperature of hot air from each server was declared to be due to power consumption according to computational workload on that server. Various test case scenarios were analyzed by computational fluid dynamics (CFD) simulations with different power consumption levels for the servers in order to profile each server for heat recirculation. This approach is based upon the prior work of Tang et al. (2006) . These profiles were used to evaluate the highest possible thermostat setting and the lowest possible heat recirculation, and maximize the performance. This approach leads to the utilization of each server according to the thermal profile. The simulated scenario of the data center has two computer room air conditioning (CRAC) units at two opposite boundaries of the data center hall. One of these CRAC units was turned off so that hot air would be removed less efficiently from that region and heat recirculation may occur. In such a case, the servers that have a high heat recirculation impact are always underutilized. The servers consume up to 60% of peak power in the idle state as shown by our experiments. Therefore, it is not energy efficient to keep some servers idle or underutilized. Instead, we propose to identify the servers that are affected by heat recirculation and identify the outlet temperature at various utilization levels. Then such servers can be relocated at other locations inside the data center, so that these servers can be maximally used with comparatively low outlet temperature at the new location.
Among pioneer work, Tang et al. (2006) created the heat recirculation profiles and heat-exit profiles of the data center servers by using various power consumption levels in CFD simulations. These profiles can be used to predict the thermal map of the data center, given a power distribution vector and a heat recirculation coefficient matrix. This is a fast method for thermal prediction. However, the CFD simulations are time consuming (usually costing dozens of hours). Also, heterogeneous servers do not necessarily consume the same amount of power at the same level of CPU utilization and therefore do not have the same outlet temperatures despite the same inlet temperature. This makes the CFD-based profiling approach prone to hardware related limitations that can be verified only through experiments upon real hardware as we show in this paper.
Data center energy modeling preliminaries
By the law of energy conservation, the number of watts of electrical power consumed is converted into an equivalent number of joules of thermal energy (LD Didactic Gmbh). From now on the words 'power', 'electricity', and 'energy' are used interchangeably (energy is consumed per unit of time). If E i computing is the electricity consumed by data center server i, this energy is converted to E i joules as
(1)
As explained in Moore et al. (2005) , power consumed by water-chilled CRAC units at HP labs is calculated with reference to the cold air set temperature and is called the coefficient of performance (COP). The COP is the ratio of the heat (Q) to the amount of work done (w):
The COP has a numerical value which increases with the increase in supplied cold air temperature. The electrical energy E i cooling consumed to remove the heat dissipated by server i by supplying the cold air at a set temperature T i received can be written as
Eq. (3), however, differs from Moore et al. (2005) as it considers the inlet air temperature that each server is receiving.
Due to heat recirculation, the cold air gets hot when it travels towards servers from the perforated tiles of a hollow floor. The hike in inlet air temperature has a direct impact on outlet air temperature for each server. The servers near the top of each rack are the victims of this phenomenon. These servers will dissipate more heat because the inlet air temperature increases despite the fact that they might not be fully used. So, the servers at the top of the racks put more burden on the cooling system than the servers near the floor, because of the rise in inlet air temperature. The COP curve (Moore et al., 2005) fails to give a solution to this. Therefore, the total electricity consumption E i Total for running server i can be written as
Using Eq. (3),
or using Eq. (1),
The total energy consumption of a data center can then be written as
The total electrical energy consumed by a data center (Eq. (7)) contains the electrical energy consumed by physical servers and the cooling system. Thus, with the knowledge of electricity consumption of the servers, the data center's cooling energy and therefore the total energy consumption can be calculated. This paper proposes to calculate the cooling energy consumption for each server based upon the inlet air temperature at that server. This means that the COP value should not be taken at the set inlet air temperature (T set ) of CRAC. A useful fact is that the COP value increases with the increase in inlet air temperature. So, a server that is receiving the cold air at a higher temperature will be responsible for a smaller share in total cooling energy consumption according to Eq. (7). On the other hand, the servers having high temperature of inlet air (T i received ) will have a corresponding increase in the outlet air temperature as
where ΔT i is the increase in inlet temperature of server i and causes the equivalent increase in outlet temperature of the server (T i outlet(increased) ). The original outlet temperature can be given by
The increased outlet temperature of a server due to the increase in inlet temperature not only puts extra burden on the cooling mechanism but also may form hotspots. The former effect is independent of workload on the server while the latter occurs when the server is executing the workload. The servers with an inlet air temperature higher than the set value (T i received >T set ) means that the cooling energy being wasted for any server i is
where E i T_set is the cooling energy used to supply the cold air to server i at temperature T set , and E i T_received shows the energy used to supply air at temperature T i received . This is because T i received >T set and therefore
T_inlet is the energy wasted for server i. As a result, the outlet temperature rises by ΔT i (Eq. (8)). This causes an equivalent energy to be wasted to cool the outlet air of server i that is extra hot by ΔT i . Therefore, the total cooling energy wasted is the sum of cooling energy wasted and the extra cooling energy spent for all servers, and can be given by
The value of ΔE i T_inlet will be equal to or more than zero depending upon the position of the server with respect to the floor. In this paper, we propose to minimize the energy wastage on cooling as given by Eq. (11). The maximum allowed inlet temperature can be represented by T max beyond which either the hotspot can occur or the server hardware may fail.
We define a problem statement for equipment relocation as Problem If there exists server i such that
The energy wasted in cooling (Eq. (10)) can be minimized by equipment relocation. Since this energy wastage is curable and therefore should not be included in calculating the total energy consumption, Eq. (7) can be generalized to
Using Eqs. (6) and (11), the value of E cooling_wasted can be obtained. The increase in cooling energy wastage results in a rise in data center PUE. E cooling_wasted can be calculated through the thermodynamics model given by Tang et al. (2006) , which requires the blow rate of the server fans. The servers used for demonstration (Table 1) in this study have dynamic fan rates and thus the calculation of E cooling_wasted becomes complicated. Instead, the cooling cost was calculated indirectly through the approach proposed by Moore et al. (2005) . Thus, the cooling cost is calculated with reference to the COP of the set temperature of the CRAC unit. We have extended this model for the calculation of E cooling_wasted before applying the relocation algorithm. The energy wasted is calculated as the difference between the cooling energy for the supplied air temperature and the temperature of the cold air received by the servers, demonstrated as follows:
This paper proposes to lower the cooling energy wastage by adjusting the location of the servers. While it may not be possible to totally eliminate E cooling_wasted , there is a possibility of normalizing the cooling energy wastage due to the increase in inlet temperature by lowering the average outlet temperature of the affected server(s) through relocation.
Consider that the same volume of air at temperature T 1 is heated to T 2 . Then the heat at temperature T 2 is greater than that at T 1 (BBC, 2014) . Applying the same concept on server outlets, if the temperature of the server outlet is lowered, this would signify the lowering of heat. As seen from Eq. (9), if the server is relocated to a location with comparatively low inlet temperature, the amount of heat dissipated is lower because the temperature of the outlet is lower at the new location. Thus, the cooling load is lowered. For the server which is relocated to the region of high inlet temperature as a location exchange, if the outlet temperature is lower than that of the previous server at the same location, the overall cooling load of both servers is decreased. The more homogeneous and the lower the outlet temperatures of the servers after relocation, the lower the cooling load.
From Eq. (9), it can be inferred that the outlet temperature depends upon the inlet temperature and server utilization level. If the server utilization remains the same, a change in inlet temperature has a direct impact upon outlet temperature. This allows prediction of the outlet temperature of server i at current inlet temperature (T i received ) with respect to the inlet temperature of server j. Thus,
The predicted outlet temperature of servers i and j can be used to evaluate the current location of each server for the possibility of hotspots. In this study, Eq. (14) is used to predict an array of outlet temperature values for any server.
Server relocation algorithm
This section presents the server relocation algorithm based upon the analysis and comparison of various variables related to performance, power, and temperature. Identical experiments were run on all servers. The experimental results of a server can be applied over homogeneous servers as well. The relocation algorithm (Algorithm 1) can be applied on two servers at a time. Therefore, for simplicity, two heterogeneous servers (type A and type B) are considered in the algorithm (Table 1) . One member from each type of servers is chosen for the implementation.
The proposed algorithm requires the idle state inlet temperatures and other parameters of two servers at each run. The idle state inlet temperatures are required to identify the difference in inlet temperatures and to check that the inlet temperature is less than the vendor specified maximum temperature (line 1). It is supposed that T max is the same for all servers. . The algorithm continues if type A server is located at the region with comparatively low inlet temperature than type B server. Lines 4 and 5 are performed to confirm that the differences in inlet and outlet temperatures of the two servers are available and that the outlet temperature difference is larger than inlet temperature difference. This provides an opportunity for predicting the outlet temperatures in lines 6 and 7. If the predicted temperature of type A server after relocation is lower than the outlet temperature of type B server before relocation and the predicted temperature of type B server after relocation is lower than the outlet temperature before relocation, the algorithm suggests switching locations of the servers.
Experimental setup
The proposed approach was tested over a set of heterogeneous servers, running a VMware ESXi 5.0 (VMware Inc., 2009) hypervisor. We used virtualized servers (hosts) as the hypervisor can give the detailed performance data and the frequency of the server processor can be manipulated at runtime. This helps in simulation for various processor frequencies to simulate the routine at which servers are actually used in the data center. Data are from three sources, thermal sensors, smart power meters, and the virtualized hosts, and are aggregated per host and per minute to match the time and hosts.
Servers were grouped according to their processor models (Table 1 ). The members of each server group are homogeneous. For implementation, two servers, one of type A and one of type B, were used.
To monitor the inlet and outlet air temperatures, external USB thermal sensors were used. The power consumption of each host was measured by USB smart power meters. Each server has up to eight virtual machines (VMs). Microsoft C# script was used as the workload booster to manipulate the VM operations. Each VM was running a CPU intensive benchmark Prime95 (Mersenne Research, Inc., 2012) and was kept in a suspended state. Each VM has a single virtual CPU. Two servers (one of type A and one of type B) were kept idle for about 10 h to prove the correlation between inlet and outlet temperatures. Fig. 1 shows that the close correlation occurs between the inlet and outlet temperatures of the prototype servers in idle state. Experimental results presented in the next section will show that this relationship holds when the servers are active and this is a basic matrix of evaluating the post relocation outlet temperatures from the set of servers involved. We performed three sets of experiments involving one server from group A and another from group B at various CPU frequencies for server groups A and B (Table 2) . Each experiment set contained at least two servers. Since the servers were heterogeneous and the difference between the processor frequencies was 0.8 GHz, dynamic frequency scaling was used to vary the maximum flips of the servers according to Table 2 . Experiment sets 2 and 3 had the servers running at the same processor frequency and could approximately represent the scenarios when the servers were running underutilized, while in experiment set 1 both servers underwent maximum utilization.
All the experiment sets took 3 min idle time to start, next used the virtualized hosts (according to the frequency limit of experiment sets) for 30 min, and then brought the host to idle state to cool down to idle state temperature for 20 min. Altogether, each The initial locations of the servers satisfy that type A server was placed in a colder area and type B server located in a hotter area. Table 3 shows the idle state of the servers. On average, type A server used less power when in idle state than type B server and this causes the average outlet temperature to be higher than that of the type A server in idle state (Table 3) . However, type A server was receiving the inlet temperature at T set , which was lower than the inlet temperature of type B server. This can be another reason of comparatively low outlet temperature of type A server. The COP for type A server was also lower than that of type B server according to the inlet temperature receieved.
Thus, on the basis of the above observations, a hypothesis can be formed that the maximum temperature from hot air outlet of type A server will be lower than the maximum temperature from hot air outlet of type B server if the maximum power consumed by type A server is equal to the maximum power consumed by type B server, provided that type A server has a lower inlet temperature than type B server.
Consider two heterogeneous servers consuming equal amounts of electricity while executing similar workload. If the outlet temperatures of these two servers are not similar, the reason can be dissimilar inlet air temperatures. If type B server has a less powerful processor than type A server, then it will be giving less processing per unit of power consumption than type A server. If the processor of type A server has a higher maximum frequency and consumes less power in idle state and equal power at any level of processor utilization as compared to type B server (indicated by the outlet air temperature), then it will be worth predicting the outlet temperature of both servers after relocation on the basis of inlet temperature difference.
In idle state of servers, suppose that vectors T Table 2 , the next step will lead to an algorithm for equipment relocation.
Experimental results and discussion
In this section, the experimental results are presented and discussed with respect to the server relocation algorithm presented in the previous section. The input variables in Algorithm 1 are referred to Figs. 2 and 3, in which the servers undergo the experiment of maximum workload and CPU utilization. For Figs. 2-4 , line 1 of Algorithm 1 is true for both hosts as the idle state inlet temperature and the maximum outlet temperature of type A server are always less compared with type B server. This indicates that if the difference in outlet temperature is dependent upon the difference in inlet temperatures, after switching places, when the same experiment is performed, type A server will have lower outlet temperature than type B server at the same location. Thus, the locations of type A and type B servers can be exchanged.
To verify that the inlet temperature and the outlet temperatures of both servers throughout the experiment remained such that type B server always Type B server uses more electricity in the idle state had the higher inlet and outlet temperatures than type A server, the operations of lines 2 and 3 were performed. If the difference between the inlet temperatures (ΔT inlet ) remains above zero (line 3), it means that the outlet temperatures of both servers will satisfy that the type A server will have lower outlet temperature than the type B server. The outlet temperature difference (ΔT outlet ) remains around 2 °C (Fig. 5) .
The difference between ΔT outlet and ΔT inlet shows how much more heat is being dissipated from type B server than the heat difference between the inlet temperatures. This difference is quite significant in Fig. 14, when both servers ran experiment sets 2 and 3. Combined results of experiment sets 2 and 3 are presented in Figs. 11-16. According to Eq.
(1), all the electricity is to be converted into heat. Therefore, unless type A server consumes more electricity than type B server, the outlet temperature of type A server will remain lower than that of type B server and the logical comparison (line 4) will be true. The power consumptions of both servers (Figs. 2 and 3) show that the maximum power consumption of type A server is always less than or equal to that of type B server throughout the experiment. Hence, the hypothesis presented earlier is proved (Fig. 5) . The big hump of ΔT outlet (Fig. 5) is the sudden rise in the outlet temperature of type B server, while type A server took a while to get heated. This may be due to the fact that type B server consumes more energy in idle state than type A server and when the experiment set is conducted over type B server, the rate of rise in electriciy consumption of type B server increases more sharply than type A server during a short interval. CPU utilization and effective time frequency of both servers are shown in Figs. 6 and 7, respectively. Both servers underwent maximum utilization of CPU, although they differed in the maximum time frequency. Before making decisions to switch locations of these two servers, the temperature predicion should be made. This is to foresee the effect of relocation (lines 6 and 7, Figs. 8-10 ). The inlet temperature difference (ΔT inlet ) was added to the outlet temperature of type A server to raise it and subtracted from type B server outlet temperature to lower it.
As shown in Fig. 10 , the predicted temperature of type A server (T have a lower outlet temperature (compared to its previous location), but also type A server will dissipate less heat at the new location than type B server at the old location.
The logical comparisons (line 8) are the post relocation conditions that were presented earlier in the problem statement and they guarantee that the relocation operation will result in hotspot avoidance and overall reduction in cooling load with homogeneous outlet temperatures of both servers. A significant difference between ΔT inlet and ΔT outlet (Fig. 14) shows a major imbalance in heat dissipation when the servers are underutilized. Type A server is underutilized in experiment sets 2 and 3, while type B server is fully utilized in experiment set 2 and underutilized in experiment set 3. However, type B server always consumes more energy than type A server and provides less processing potential per unit of electricity consumed than type A server. Type B server dissipates more heat even when both servers run at almost identical CPU frequencies in experiment sets 2 and 3. Now we move onto the verification of post relocation considerations mentioned earlier in problem statement. server shows a reduction in outlet temperature, whereas type A server outlet temperature is increased as compared to Figs. 2 and 3 with the increase in inlet temperature. However, the power consumptions of both servers follow the same trend as that before relocation (Figs. 2 and 3) when experiment sets 1-3 were repeated, so did the inlet air temperatures (Figs. 4, 20, and 25) . The hump of Fig. 5 for ΔT outlet is flattened in Fig. 19 , showing a positive change in difference between outlet temperatures. This shows that although the power consumption of type B server shoots up in the start of the experiment set just as in Fig. 3 , the rise in outlet temperature of type B server in Fig. 18 is balanced by the higher rate of rise in outlet temperature of type A server in Fig. 17 . This hump was responsible for an error in the prediction of Fig. 9 for a short interval of 4 min.
Figs. 19 and 26 show that the predicted ΔT outlet follows closely that of actual run. As shown in Figs . Since the predicted outlet air temperature of type A server was less than that of type B server, the locations of these two servers were switched. Fig. 21 The results of experiment sets 2 and 3 in Figs. 27 and 28 prove the post relocation scenario. The significant difference between ΔT outlet (Fig. 14) and that of experiment set 3 (Fig. 26) is due to the fact that type B server dissipates more heat at low CPU utilization than type A server even when T A inlet ≥T B inlet . The averaged results of the experiments before and after relocation are summarized in Tables 4-6. The power consumptions of these two servers are the same before and after relocation. However, the change in outlet temperatures is notable. The calculation for E cooling_wasted according to Eq. (13) shows that type B server is wasting energy at a rate of 22-24 W/min while type A server is not wasting any energy due to having a proper inlet The power consumption is the same as that before relocation, but the outlet temperature is higher after relocation Table 5 , after relocation, type A server has a smaller increase in outlet temperature as compared to inlet temperature.
Therefore, type A server compensated for increase in inlet temperature and therefore E cooling_wasted was reduced to half for type A server by as much as 11 W. Type B server had no E cooling_wasted due to lower inlet temperature.
Therefore the saving in E cooling_wasted for type B server is from 22 to 24 W (Table 4) . Overall the relocation process saves over 5% of the cooling energy for the relocated servers, which is over 2.1 kW·h each for the working life of the servers. The relocation of servers brings homogeneity in outlet temperatures, which reduces the chance of hotspots by up to 77.0% (Table 6 ).
This can also be regarded as an improvement in cooling energy wastage. The proactive approach proposed in this paper saves the cooling energy that otherwise would be wasted on cooling a hotspot region. If the relocation algorithm is performed on the server sets after relocation, it will not predict favorable outlet temperatures from the servers. Hence, the algorithm performs well in reducing the outlet temperature and the chance of hotspots once implemented.
The total energy consumed after relocation is calculated and compared (Table 7) . Since there is no major change in computing energy consumed before The power consumption is the same as that before relocation, but the outlet temperature is lower after relocation and after relocation, the cooling energy calculation on the basis of COP (Moore et al., 2005) will not show the lowering of cooling burden due to relocation and/or decrease in outlet temperature of the servers. This is not only a limitation of COP based calculation but also cannot be easily proved through thermodynamics laws (Moore et al., 2005; Tang et al., 2006) . This is because the thermodynamics laws are applied on the difference between the outlet and inlet temperatures for heat calculation, instead of the intensity of the temperature. Deriving new thermal laws or thermal engineering equations for heat calculation is out of the scope of this paper. Therefore, the cooling energy savings given in Table 5 are subtracted from the total energy consumed after relocation to mark the benefits of comparatively low outlet temperature of the relocated server and the homogeneity of the outlet temperatures of the relocated servers. This is demonstrated in Table 7 .
Recommendations for server relocation: Based upon the experiments and results, we present the best practices for server relocation inside data centers.
The following recommendations will help the data center manager to identify, analyze, predict, and perform a relocation to save energy and to minimize cooling energy wastage:
1. The chances of legitimate relocation requirement are higher between a set of servers where a subset of the servers has higher inlet and outlet temperatures than another subset when all servers are idle.
2. If the server subsets have heterogeneous processors, then check if the servers with hotter outlets in idle state are also consuming larger energy than the servers in other subset(s). This will add the chance of relocation as the higher outlet temperature in idle state may give rise to hotspots when servers are used.
3. As a next step, the server subsets should be marked and put to experimental test load. The test load boosts the server's utilization to various levels. This step can be skipped if the daily usage of server CPU is available covering a reasonable time. However, this step is necessary if the servers are to be mounted for the first time. Data centers seldom keep the per minute performance records of thousands of The outlet temperatures of both servers are more homogeneous after relocation. The fall in experiment set 3 is due to type B server dissipating more heat than type A server even after relocation The actual maximum temperatures of the servers are within the predicted temperature ranges servers and keep the aggregated records instead. Therefore, it is better to perform the experiment sets when there is an indication of inlet/outlet temperature variance.
4. If there is more than one server in each subset, the relocation algorithm should be applied between all the combinations of paired servers by taking one server from each subset. The relocation algorithm gives the predicted temperatures of the pair of servers. This can reduce the complexity of comparing servers.
5. Each server should be identified with the highest predicted change in inlet and outlet temperatures. To make server pairs, a good indicator is that these two servers use the same amount of maximum electricity.
6. Relocation is favorable if a small change in inlet temperature can bring more change in outlet temperature. The ratio of CPU time frequency to power consumed is a supporting value for the predicted temperatures. A server having a low value of CPU (MHz/W) will dissipate more heat than a server with higher CPU (MHz/W) if the maximum power usages of both servers are equal to each other.
7. Note that at higher inlet temperature, the outlet temperatures rise at a higher rate than at lower inlet temperature for the same server. The outlet temperatures of the relocated pair of servers should be more homogeneous and the post relocation conditions defined earlier in the problem statement should be satisfied.
Conclusions
In this paper we present an energy model to represent the cooling energy wastage by inlet temperature variations. The rise in inlet temperature can lead to hotspot causing increased outlet temperature of the data center servers. This increases the PUE of the data center due to energy wastage in cooling. This is highlighted through the data center energy modeling presented in this paper. The server relocation algorithm can successfully optimize the location of each server to lower the extra burden on the cooling mechanism. The proposed approach can lower the chance of hotspots and improve the cooling energy wastage by over 77%, lower the cooling load through thermal-aware server relocation, leading to a energy saving of 2.1 kW·h throughout the service time span of relocated servers. In short, the particular contributions of this paper are:
1. An energy model is presented to explain the effect of rise in inlet temperature of each server and the effect of this upon the total power consumption of the data center.
2. A proactive algorithm for server relocation is proposed to (1) avoid hotspots, (2) lower the peak temperature of hot air from the outlets of the relocated server set, and (3) homogenize the outlet temperatures of the set of relocated servers. These will result in lower cooling load, avoidance of hotspots, ensuring equipment safety, and help maintain green data centers.
3. Recommendations or best practices for server relocation are presented which will help the data center manager to identify, analyze, and perform a relocation to save power and to minimize cooling power wastage. 
