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ｑｕａｋｅｓ ｐｒｏｄｕｃｅ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｗａｖｅｓ ａｓ ｔｈｅｙ ｄｅｖｅｌ￣
ｏｐꎬ ｐｒｉｏｒ ｔｏ ａｎ ｅｖｅｎｔ?”. Ｃｏｎｓｉｄｅｒａｂｌｅ ａｍｏｕｎｔ ｏｆ
ｐｈｙｓｉｃ ｓｉｍｕｌａｔｉｏｎ ｗｏｒｋ ｈａｓ ｂｅｅｎ ｃｏｎｄｕｃｔｅｄ ｉｎ Ｌｉｔｅｒ￣
ａｔｕｒｅ [ ７ ]ꎬ ｒｅｖｅａｌｉｎｇ ｗｈｅｎ ｈｉｇｈ ｔｅｍｐｅｒａｔｕｒｅ ａｎｄ
ｐｒｅｓｓｕｒｅ ｗｅｒｅ ｇｒａｄｕａｌｌｙ ｐｕｓｈｅｄ ｏｎ ａ ｒｏｃｋꎬ ｔｈｅ ｒｏｃｋ
ｓｔａｒｔｅｄ ｔｏ ｆｒａｃｔｕｒｅꎬ ｍｅａｎｗｈｉｌｅ ｔｈｅ ｆｒｅｑｕｅｎｃｙ
ｓｐｅｃｔｒｕｍ ｏｆ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｒａｄｉａｔｉｏｎ ｃｏｕｌｄ ｂｅ ｏｂ￣
ｓｅｒｖｅｄ ｉｎ ｂａｎｄｓ ｏｆ Ｈｚ ｔｏ ＭＨｚ. Ｍｏｒｅ ｆｉｎｄｉｎｇｓ ｗｅｒｅ
ｆｕｒｔｈｅｒ ｆｏｕｎｄ ｔｈａｔ ｔｈｅ ｐｒｏｃｅｓｓ ｏｆ ｒｏｃｋ ｆｒａｃｔｕｒｉｎｇ ａｎｄ
ｆｒｅｑｕｅｎｃｙ ｓｐｅｃｔｒｕｍ ｉｓ ｄｅｐｅｎｄｅｎｔ ｏｎ ｔｈｅ ｔｙｐｅ ｏｆ
ｒｏｃｋｓ. Ａｌｔｈｏｕｇｈ ｅａｒｔｈｑｕａｋｅｓ ｄｏ ｎｏｔ ｏｃｃｕｒ ｉｎ ａ ｓｃｉｅｎ￣
ｔｉｆｉｃａｌｌｙ ｃｏｎｔｒｏｌｌｅｄ ｅｎｖｉｒｏｎｍｅｎｔꎬ ｔｈｅｓｅ ｓｉｍｕｌａｔｅｄ ｅｘ￣
ｐｅｒｉｍｅｎｔｓ ｔｏｏｋ ｉｎｔｏ ａｃｃｏｕｎｔ ｔｈｅ ｔｙｐｅ ｏｆ ｒｏｃｋ ａｎｄ ｔｅｃ￣
ｔｏｎｉｃ ｃｈａｒａｃｔｅｒｉｓｔｉｃｓ ｏｆ ｅａｒｔｈｑｕａｋｅ ｐｒｏｎｅ ｒｅｇｉｏｎｓ ｔｏ ａ
ｄｅｇｒｅｅꎬ ｔｈｅｒｅｂｙ ｓｉｍｕｌａｔｉｎｇ ｔｈｅ ｐｒｅｐａｒａｔｉｏｎ ｂｅｈａｖｉｏｒ
ｏｆ ｅａｒｔｈｑｕａｋｅｓ ｔｏ ｓｏｍｅ ｅｘｔｅｎｔ. Ｔｈｅｒｅ ｍｉｇｈｔ ｓｔｉｌｌ ｂｅ ａ
ｌｏｎｇ ｗａｙ ｔｏ ｇｏ ｔｏ ｅｓｔａｂｌｉｓｈ ａ ｍｏｒｅ ｓｅｃｕｒｅ ｐｒｏｏｆ ｏｆ
ｆｒａｃｔｕｒｉｎｇ ｐｒｏｃｅｓｓ ｕｎｄｅｒ ｔｈｅ ｇｒｏｕｎｄꎬ ｂｕｔ ａｔ ｌｅａｓｔ
ｔｈｅｓｅ ｅｘｐｅｒｉｍｅｎｔｓ ｒｅｖｅａｌｅｄ ｔｈｅ ｅｘｉｓｔｅｎｃｅ ｏｆ ｅｌｅｃｔｒｏ￣
ｍａｇｎｅｔｉｃ ｒａｄｉａｔｉｏｎ ｗｈｅｎ ｒｏｃｋｓ ｆｒａｃｔｕｒｅｄ ｕｎｄｅｒ ｌａｂｏ￣
ｒａｔｏｒｙ ｃｏｎｄｉｔｉｏｎｓ.
Ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｒａｄｉａｔｉｏｎꎬ ｒｅｓｕｌｔｉｎｇ ｆｒｏｍ
ｇｒｏｕｎｄ ｒｕｐｔｕｒｅꎬ ｃｏｕｌｄ ｐｏｔｅｎｔｉａｌｌｙ ｂｅ ｏｂｓｅｒｖｅｄ ｆｒｏｍ
ｔｈｅ ｇｒｏｕｎｄ ａｎｄ ｓｐａｃｅꎬ ｂｕｔ ｂｙ ｃｏｎｔｒａｓｔꎬ ｔｈｅ ｏｂｓｅｒｖｅｄ
ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｖａｒｉａｔｉｏｎｓ ｍａｙ ｎｏｔ ｎｅｃｅｓｓａｒｉｌｙ ｃｏｍｅ
ｆｒｏｍ ｔｈｅ ｔｒｅｍｏｒｓ ｉｎ ｔｈｅ ｇｒｏｕｎｄ. Ｔｈｅ ｓｔｕｄｙ ｏｆ ｉｏｎｏ￣
ｓｐｈｅｒｉｃ ｐｅｒｔｕｒｂａｔｉｏｎ ｕｓｉｎｇ ｔｈｅ ＤＥＭＥＴＥＲ ｓａｔｅｌｌｉｔｅ
ｄａｔａ ｄｅｍｏｎｓｔｒａｔｅｄ ｔｈａｔ ｓｏｌａｒ ａｃｔｉｖｉｔｙ ｃｏｕｌｄ ｉｎｄｕｃｅ
ｇｅｏｍａｇｎｅｔｉｃ ｓｔｏｒｍｓ ｔｈａｔ ｃａｕｓｅ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｃｈａｎ￣
ｇｅｓ. Ｔｈｕｓꎬ ｔｏ ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ ａｎｏｍａｌｉｅｓꎬ ｉｔ ｉｓ ａ
ｐｒｅｃｏｎｄｉｔｉｏｎ ｔｏ ｅｘｃｌｕｄｅ ｄｉｓｔｕｒｂａｎｃｅ ｆｒｏｍ ｏｔｈｅｒ ｐｏ￣
ｔｅｎｔｉａｌ ｓｏｕｒｃｅｓ ｏｆ ａｎｏｍａｌｉｅｓ. Ｍａｇｎｅｔｉｃ ａｃｔｉｖｉｔｙ
ｉｎｄｉｃｅｓ ｃａｎ ｂｅ ｕｓｅｄ ｔｏ ｍｅａｓｕｒｅ ｓｏｌａｒ ａｃｔｉｖｉｔｙꎬ ｉｎｃｌｕ￣
ｄｉｎｇ ｔｈｅ ｉｎｔｅｒａｃｔｉｏｎ ｏｆ ｔｈｅ ｓｏｌａｒ ｗｉｎｄ ｗｉｔｈ ｔｈｅ ｍａｇ￣
ｎｅｔｏｓｐｈｅｒｅꎬ ｔｈｅ ｉｏｎｏｓｐｈｅｒｅ ｏｒ ｔｈｅ ｉｎｔｅｒａｃｔｉｏｎ ｂｅｔｗｅｅｎ
ｔｈｅｍ. Ｔｗｏ ｏｆ ｔｈｅ ｃｏｍｍｏｎｌｙ ｕｓｅｄ ｍａｇｎｅｔｉｃ ｉｎｄｉｃｅｓ ａｒｅ
ｔｈｅ Ｄｓｔ ( ｄｉｓｔｕｒｂａｎｃｅ ｓｔｏｒｍ ｔｉｍｅ ) ａｎｄ Ｋｐ
(Ｐｌａｎｅｔａｒｉｓｃｈｅ Ｋｅｎｎｚｉｆｆｅｒ). Ｔｈｅ Ｄｓｔ ｉｎｄｅｘ ｐｒｏｖｉｄｅｓ ｉｎ￣
ｆｏｒｍａｔｉｏｎ ａｂｏｕｔ ｔｈｅ ｓｏｌａｒ ａｃｔｉｖｉｔｙ ｂｙ ｇｉｖｉｎｇ ｉｎｆｏｒｍａｔｉｏｎ
ａｂｏｕｔ ｔｈｅ ｓｔｒｅｎｇｔｈ ｏｆ ｔｈｅ ｅａｒｔｈ’ｓ ｒｉｎｇ ｃｕｒｒｅｎｔ[８] . Ｔｈｅ
Ｋｐ ｉｎｄｅｘ ｍｅａｓｕｒｅｓ ｔｈｅ ｄａｉｌｙ ｖａｒｉａｔｉｏｎｓ ｉｎ ｔｈｅ ｅａｒｔｈ’ｓ
ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｆｉｅｌｄ ｃａｕｓｅｄ ｂｙ ｓｏｌａｒ ｒａｄｉａｔｉｏｎ ａｎｄ ｉｔｓ
ｉｎｔｅｒａｃｔｉｏｎ ｗｉｔｈ ｔｈｅ ｍａｇｎｅｔｏｓｐｈｅｒｅꎬ ｗｈｅｒｅｕｐｏｎ ｈｉｇｈｅｒ
ｓｏｌａｒ ａｃｔｉｖｉｔｙ ｃａｕｓｅｓ ｈｉｇｈｅｒ ｖａｒｉａｔｉｏｎｓ[９] .
Ａ ｖａｓｔ ａｍｏｕｎｔ ｏｆ ｄａｔａ ｆｒｏｍ ｓａｔｅｌｌｉｔｅｓ ｆｏｒ ｍｏｎｉｔｏ￣
ｒｉｎｇ ｅａｒｔｈｑｕａｋｅｓ ｉｓ ａｖａｉｌａｂｌｅ ａｎｄ ｉｔ ｉｓ ｃｏｎｔｉｎｕａｌｌｙ
ｇｒｏｗｉｎｇ. Ｄｅｔｅｃｔｉｎｇ ａｎｏｍａｌｉｅｓ ｆｒｏｍ ｔｈｅ ａｃｑｕｉｒｅｄ
ｍｅａｓｕｒｅｍｅｎｔｓ ｒｅｑｕｉｒｅｓ ａ ｐｒａｇｍａｔｉｃ ａｐｐｒｏａｃｈ ｔｏ ｉｎ￣
ｃｏｒｐｏｒａｔｉｎｇ ｃｕｔ￣ｅｄｇｅ ｄａｔａ ａｎａｌｙｔｉｃｓ ｔｅｃｈｎｏｌｏｇｙ ｔｏ ｅｆ￣
ｆｉｃｉｅｎｔｌｙ ｐｒｏｃｅｓｓｉｎｇ ａｎｄ ｕｎｄｅｒｓｔａｎｄｉｎｇ ｔｈｅ ｃｏｌｌｅｃｔｅｄ
ｄａｔａ ａｎｄ ｍａｋｉｎｇ ｔｈｅ ｔｅｃｈｎｏｌｏｇｙ ｏｆ ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ
ａｎｏｍａｌｉｅｓ ｖｉａｂｌｅ[１０￣１３] . Ａ ｌａｒｇｅ ｂｏｄｙ ｏｆ ｅａｒｔｈｑｕａｋｅ
ｐｒｅｄｉｃｔｉｏｎ ｗｏｒｋ ｈａｓ ｂｅｅｎ ｐｕｂｌｉｓｈｅｄ ｉｎ ｔｈｅ ｌｉｔｅｒａｔｕｒｅꎬ
ｂｙ ｃｏｍｐａｒｉｓｏｎꎬ ｒｅｌａｔｉｖｅｌｙ ｌｉｔｔｌｅ ｉｓ ｋｎｏｗｎ ａｂｏｕｔ ａｎｙ
ａｕｔｏｍａｔｅｄ ａｎａｌｙｔｉｃｓ ｓｙｓｔｅｍｓ ｉｎ ｐｌａｃｅ ｔｏ ｐｒｏｖｉｄｅ ｄａｉｌｙ
ｓｅｒｖｉｃｅｓ ｔｏ ａｌｌｏｗ ｓｃｉｅｎｔｉｓｔｓ ｔｏ ｈａｖｅ ｉｍｍｉｎｅｎｔ ａｎａｌｙｓｉｓ
ｒｅｓｕｌｔｓ ｆｒｏｍ ｔｈｅ ｓｐａｃｅ ａｎｄ ｇｒｏｕｎｄ￣ｂａｓｅｄ ｏｂｓｅｒｖａｔｉｏｎｓ
ｏｔｈｅｒ ｔｈａｎ ｔａｋｉｎｇ ｉｎｔｏ ａｃｃｏｕｎｔ ｈｉｓｔｏｒｉｃａｌ ｏｂｓｅｒｖｅｄ
ｄａｔａ ｆｒｏｍ ｇｒｏｕｎｄ￣ｂａｓｅｄ ｎｅｔｗｏｒｋｓ. Ｔｈｉｓ ｗｏｒｋ ｉｓ ａｎ
ｅｆｆｏｒｔ ｔｏｗａｒｄｓ ｔｈｉｓ ｇｏａｌꎬ ｉｎｃｏｒｐｏｒａｔｉｎｇ ａｄｖａｎｃｅｄ ｄａｔａ
ａｎａｌｙｔｉｃｓ ｕｎｄｅｒｐｉｎｎｅｄ ｗｉｔｈ ｍａｃｈｉｎｅ ｌｅａｒｎｉｎｇ ａｎｄ ａｒｔｉ￣
ｆｉｃｉａｌ ｉｎｔｅｌｌｉｇｅｎｃｅ ｔｏ ｄｅｖｅｌｏｐ ａ ｄａｔａ ａｎａｌｙｔｉｃｓ ｓｙｓｔｅｍꎬ
ｗｈｉｃｈ ｃａｎ ｂｅ ｕｓｅｄ ｔｏ ａｕｔｏｍａｔｉｃａｌｌｙ ｄｅｔｅｃｔ ａｂｎｏｒｍａｌ
ｃｈａｎｇｅｓ ｒｅｃｏｒｄｅｄ ｉｎ ｔｈｅ Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅ ｄａｔａ. Ｔｈｅ
ａｎａｌｙｓｉｓ ｍｅｔｈｏｄｓ ｗｉｌｌ ｂｅ ｃａｐａｂｌｅ ｏｆ ｌｅａｒｎｉｎｇ ａｎｏｍａｌｙ
ｐａｔｔｅｒｎｓ ａｎｄ ａｖｏｉｄ ｉｎｓｔｉｎｃｔ ｓｅｎｓｅ ｗｈｅｎ ａｎａｌｙｚｉｎｇ ｄａｔａ
ａｎｄ ｒｅｃｏｇｎｉｚｅ ａｎｏｍａｌｉｅｓꎬ ａｃｈｉｅｖｉｎｇ ｍｏｒｅ ｏｂｊｅｃｔｉｖｅ
ｒｅｓｕｌｔｓ.
Ｔｈｉｓ ｓｙｓｔｅｍ ｉｓ ａｂｌｅ ｔｏ ｇｒａｄｕａｌｌｙ ｃｏｌｌｅｃｔ ｖａｒｉｏｕｓ
ａｎｏｍａｌｏｕｓ ｃａｓｅｓ ｆｒｏｍ ｔｈｅ Ｓｗａｒｍ ｄａｔａ ｔｈａｔ ｗｉｌｌ ｂｅ
ｃｏｍｐｌｅｍｅｎｔｅｄ ｗｉｔｈ ＣＳＥＬＦ ( Ｃｏｎｔｒｏｌ Ｓｏｕｒｃｅ
Ｅｘｔｒｅｍｅｌｙ Ｌｏｗ Ｆｒｅｑｕｅｎｃｙ ) ａｎｄ ＣＳＥＳ ( Ｃｈｉｎｅｓｅ
Ｓｅｉｓｍｏ￣Ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ Ｓａｔｅｌｌｉｔｅ) ｄａｔａꎬ ｌｏｏｋｉｎｇ ａｔ
ｔｈｅ ｄｅｔａｉｌｓ ｏｆ ｅａｃｈ ａｎｏｍａｌｙ ｉｎ ｏｒｄｅｒ ｔｏ ｅｓｔａｂｌｉｓｈ ｎｏｒ￣
ｍａｌ ａｎｄ ａｂｎｏｒｍａｌ ｍｏｄｅｌｓ ｆｏｒ ｅａｒｔｈｑｕａｋｅ ｓｔｕｄｙ.
Ｔｈｒｏｕｇｈ ｓｔｕｄｙｉｎｇ ａ ｌａｒｇｅ ｎｕｍｂｅｒ ｏｆ ｅａｒｔｈｑｕａｋｅ ｃａｓｅｓ
ａｎｄ ａｓｓｏｃｉａｔｅｄ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｍｅａｓｕｒｅｍｅｎｔｓ
ｄｉｓｔｉｌｌｅｄ ｆｒｏｍ ｔｈｅ ｓａｔｅｌｌｉｔｅ ｄａｔａꎬ ｔｈｅ ｓｙｓｔｅｍ ｗｉｌｌ ｉｎ￣
ｃｏｒｐｏｒａｔｅ ｍｏｒｅ ｄａｔａ ｔｏ ｔｈｅ ｅｘｉｓｔｉｎｇ ｈｉｓｔｏｒｉｃａｌ ｏｂｓｅｒｖａ￣
ｔｉｏｎｓ ｂｙ ｇｒｏｕｎｄ ｓｅｎｓｏｒｓ ｔｏ ｌｅａｒｎꎬ ａｎｄ ｔｈｅｎ ａｄａｐｔ
５９
Ｊｏｕｒｎａｌ ｏｆ Ｇｅｏｄｅｓｙ ａｎｄ Ｇｅｏｉｎｆｏｒｍａｔｉｏｎ Ｓｃｉｅｎｃｅ ２０２１ Ｖｏｌ.４ Ｎｏ.１　 　 ｈｔｔｔｐ:∥ｊｇｇｓ.ｓｉｎｏｍａｐｓ.ｃｏｍ
ｉｔｓｅｌｆ ｔｏ ｆｏｒｍ ｓｙｎｅｒｇｉｓｔｉｃ ｍｏｄｅｌｓ ｆｏｒ ｄｉｓｃｏｖｅｒｉｎｇ
ｓｅｉｓｍｉｃ ｐｒｅｃｕｒｓｏｒｓ. Ａｓ ａ ｒｅｓｕｌｔꎬ ｔｈｅ ｓｙｓｔｅｍ ｗｏｕｌｄ ｂｅ
ａｂｌｅ ｔｏ ｏｖｅｒｃｏｍｅ ｆａｌｓｅ ｐｏｓｉｔｉｖｅ ｅｒｒｏｒｓ ｔｏ ｔｈｅ ｍｏｓｔ ｅｘ￣
ｔｅｎｔꎬ ｅｓｔａｂｌｉｓｈｉｎｇ ａ ｃｏｒｒｅｌａｔｉｏｎ ｂｅｔｗｅｅｎ ｔｈｅ
ａｎｏｍａｌｉｅｓ ａｎｄ ｔｈｅ ｅａｒｔｈｑｕａｋｅｓ.
１　 Ｒｅｌａｔｅｄ Ｗｏｒｋ
Ｔｈｅ ｄｅｖｅｌｏｐｍｅｎｔ ｏｆ ａｄｖａｎｃｅｄ ｄａｔａ ａｎａｌｙｔｉｃｓ ｆｏｒ ｓｅｉｓ￣
ｍｉｃ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ｓｔａｒｔｓ ｗｉｔｈ ｕｎｄｅｒｓｔａｎｄｉｎｇ ｈｏｗ
ａｎｏｍａｌｏｕｓ ｐｈｅｎｏｍｅｎａ ｈａｖｅ ｂｅｅｎ ｃａｐｔｕｒｅｄ ａｎｄ ｐｒｏ￣
ｃｅｓｓｅｄ ｉｎ ｔｈｅ ｓｅｉｓｍｏｌｏｇｙ ｄｏｍａｉｎꎬ ｐａｒｔｉｃｕｌａｒｌｙ ｕｎｄｅｒ￣
ｓｔａｎｄｉｎｇ ｔｈｅ ｐｒｏｃｅｓｓ ｏｆ ｍａｎｕａｌ ｉｎｓｐｅｃｔｉｏｎ ｏｆ ａｎｏｍａ￣
ｌｏｕｓ ｐｈｅｎｏｍｅｎａ ｉｎ ｔｈｅ ｄｅｖｅｌｏｐｍｅｎｔ ｃｙｃｌｅ ｏｆ ｅａｒｔｈ￣
ｑｕａｋｅｓ. Ａｎ ａｐｐｒｏｐｒｉａｔｅ ｕｎｄｅｒｓｔａｎｄｉｎｇ ｗｉｌｌ ｆｏｒｍ ａ
ｂａｓｅ ｏｆ ｔｒａｎｓｆｏｒｍｉｎｇ ｔｈｅ ｍａｎｕａｌ ａｎａｌｙｓｉｓ ａｂｉｌｉｔｙ ｉｎｔｏ
ａｎ ａｕｔｏｍａｔｉｃ ｐｒｏｃｅｓｓ ａｎｄ ｔｈｅｎ ａｌｌｏｗ ｔｈｅ ｄｅｖｅｌｏｐｍｅｎｔ
ｏｆ ｖｉａｂｌｅ ｄａｔａ ａｎａｌｙｔｉｃｓ ｆｏｒ ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ ａｎｏｍａｌｉｅｓ.
Ｔｈｅ ｓｅｃｔｉｏｎ ｒｅｖｉｅｗｓ ｔｈｅ ｅｘｉｓｔｉｎｇ ｓｔｕｄｉｅｓ ｆｒｏｍ ｔｗｏ ｐｅｒ￣
ｓｐｅｃｔｉｖｅｓꎻ ｍｅｔｈｏｄｓ ｆｏｒ ｃａｐｔｕｒｉｎｇ ａｂｎｏｒｍａｌ ｃｈａｎｇｅｓ ｂｅ￣
ｆｏｒｅ ａｎｄ ａｆｔｅｒ ｅａｒｔｈｑｕａｋｅｓ ａｎｄ ａｐｐｌｉｃａｔｉｏｎｓ ｏｆ ａｄｖａｎｃｅｄ
ｄａｔａ ａｎａｌｙｓｉｓ ｔｅｃｈｎｏｌｏｇｙ ｔｏ ａｓｃｅｒｔａｉｎｉｎｇ ｃｏｎｎｅｃｔｉｏｎｓ ｂｅ￣
ｔｗｅｅｎ ａｎｏｍａｌｉｅｓ ａｎｄ ｅａｒｔｈｑｕａｋｅｓ.
Ｉｎ Ｌｉｔｅｒａｔｕｒｅ [３] ｔｈｅ ａｕｔｈｏｒｓ ｃｏｌｌｅｃｔｅｄ ａｌｌ ｔｈｅ
６.５ ｙｅａｒ’ｓ ｗｏｒｔｈ ｏｆ ｄａｙｔｉｍｅ ａｎｄ ｎｉｇｈｔ￣ｔｉｍｅ ｄａｔａ ｆｒｏｍ
ｔｈｅ ＤＥＭＥＴＥＲ ｓａｔｅｌｌｉｔｅ ａｎｄ ｃｏｎｄｕｃｔｅｄ ａｎａｌｙｓｉｓ ｏｎ
ｉｏｎｏｓｐｈｅｒｉｃ ｐｅｒｔｕｒｂａｔｉｏｎｓ. Ｔｈｅｙ ｆｏｕｎｄ ｔｈｅｒｅ ｗａｓ ｎｏ
ｓｉｇｎｉｆｉｃａｎｔ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｖａｒｉａｔｉｏｎ ｉｎ ｔｈｅ ｄａｙｔｉｍｅ
ｄａｔａꎬ ｔｈｅ ａｕｔｈｏｒｓ ｃｌａｉｍｅｄ ｂｅｃａｕｓｅ ｏｆ ｔｈｅ ｅｘｉｓｔｅｎｃｅ ｏｆ
ｍｏｒｅ ｄｉｓｔｕｒｂａｎｃｅ ｉｎ ｔｈｅ ｉｏｎｏｓｐｈｅｒｅꎬ ｉｔ ｉｓ ｍｏｒｅ ｄｉｆｆｉ￣
ｃｕｌｔ ｔｏ ｄｅｔｅｃｔ ｓｍａｌｌ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｖａｒｉａｔｉｏｎｓ. Ａｓ
ｏｐｐｏｓｅｄ ｔｏ ｔｈｉｓꎬ ｔｈｅ ｄａｙｔｉｍｅ ｄａｔａ ｒｅｖｅａｌｅｄ ｔｈｅ ｅｌｅｃ￣
ｔｒｏｍａｇｎｅｔｉｃ ｉｎｔｅｎｓｉｔｙ ｄｅｃｒｅａｓｉｎｇ ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈ￣
ｑｕａｋｅｓ. Ｔｈｅ ｓｔｕｄｙ ｗａｓ ｕｎｄｅｒｔａｋｅｎ ｆｕｒｔｈｅｒ ｏｎ ｔｈｅ
ｌｅｎｇｔｈ ｏｆ ｏｂｓｅｒｖｅｄ ｄａｔａꎬ ｔｈｅｙ ｃｏｎｃｌｕｄｅｄ ｔｈａｔ ｔｈｅ ｄｅ￣
ｃｒｅａｓｅ ｗａｓ ｏｎｌｙ ｏｂｓｅｒｖａｂｌｅ ｏｖｅｒ ａ ｌｏｎｇ ｐｅｒｉｏｄ ｏｆ ｔｉｍｅꎬ
ｗｈｉｃｈ ｍｅａｎｓ ｄａｙｔｉｍｅ ｍｅａｓｕｒｅｍｅｎｔｓ ｗｅｒｅ ｎｏｔ ｓｕｉｔａｂｌｅ
ｆｏｒ ｓｔｕｄｙｉｎｇ ｓｈｏｒｔ￣ｔｉｍｅ ｅａｒｔｈｑｕａｋｅ ｐｒｅｄｉｃｔｉｏｎ.
Ｓｔｕｄｙｉｎｇ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｖａｒｉａｔｉｏｎｓ ｕｓｉｎｇ ｄａｔａ
ａｃｑｕｉｒｅｄ ｆｒｏｍ ｇｒｏｕｎｄ ａｎｄ ｔｈｅ ＤＥＭＥＴＥＲ ｓａｔｅｌｌｉｔｅ
ｗａｓ ｃａｒｒｉｅｄ ｏｕｔ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[１４]ꎬ ｔｈｅｉｒ ｒｅｓｕｌｔｓ ｉｎｄｉ￣
ｃａｔｅｄ ｔｈａｔ ａｎｏｍａｌｉｅｓ ｗｅｒｅ ｆｏｕｎｄ ｆｒｏｍ １ ｔｏ ５ ｄａｙｓ
ｐｒｉｏｒ ｔｏ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｈａｐｐｅｎｉｎｇ. Ｉｎ Ｌｉｔｅｒａｔｕｒｅ
[１５]ꎬ ｔｈｅ ａｕｔｈｏｒｓ ｃｏｎｄｕｃｔｅｄ ａｎ ｉｎｖｅｓｔｉｇａｔｉｏｎ ｏｎ ｔｈｅ
ｅｆｆｅｃｔ ｏｆ Ｉｏｎ ｄｅｎｓｉｔｙ ｉｎ ｉｏｎｏｓｐｈｅｒｅꎬ ｔｈｅｙ ｃｏｌｌｅｃｔｅｄ
ｄａｔａ ｆｒｏｍ ｏｖｅｒ ２０ꎬ０００ ｅａｒｔｈｑｕａｋｅｓꎬ ｉｎ ｗｈｉｃｈ ｔｈｅ
ｄｉｓｔａｎｃｅ ｏｆ ｔｈｅ ＤＥＭＥＴＥＲ ｓａｔｅｌｌｉｔｅ ｆｏｏｔｐｒｉｎｔ ｆｒｏｍ
ｔｈｅｓｅ ｅｐｉｃｅｎｔｅｒｓ ｉｓ ｉｎ ｔｈｅ ｒａｎｇｅ ｆｒｏｍ ７５０ ｔｏ ２０００ ｋｍꎬ
ｔｈｅｉｒ ｒｅｓｕｌｔｓ ｒｅｖｅａｌｅｄ ｔｈａｔ ｔｈｅ ａｎｏｍａｌｉｅｓ ａｐｐｅａｒｅｄ
ｆｒｏｍ ３ ｔｏ １０ ｄａｙｓ ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈｑｕａｋｅｓ. Ｕｓｉｎｇ ｄａｔａ
ｆｒｏｍ ｔｈｅ ｓａｍｅ ｓａｔｅｌｌｉｔｅ ｔｈａｔ ｗａｓ ａｒｏｕｎｄ １５００ ｋｍ ａｎｄ
ｌｅｓｓ ｆａｒ ｆｒｏｍ ｔｈｅｓｅ ｅｐｉｃｅｎｔｅｒｓ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[１６]ꎬ ｔｈｅ
ａｕｔｈｏｒｓ ｄｉｓｃｏｖｅｒｅｄ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ａｎｏｍａｌｉｅｓ ａｐｐｅａ￣
ｒｉｎｇ ｆｒｏｍ ５ ｔｏ ８ ｄａｙｓ ａｈｅａｄ ｏｆ ｔｈｅ ｅａｒｔｈｑｕａｋｅｓ. Ｔｈｅ
ｗｏｒｋ ｐｕｂｌｉｓｈｅｄ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[１７] ａｆｆｉｒｍｅｄ ｔｈｅ ｃｏｒｒｅ￣
ｌａｔｉｏｎ ｂｅｔｗｅｅｎ ｅａｒｔｈｑｕａｋｅｓ ａｎｄ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ
ａｎｏｍａｌｉｅｓꎬ ｔｈｅ ａｕｔｈｏｒｓ ｎｏｔｅｄ ｇｅｏｍａｇｎｅｔｉｃ ｄｉｓｔｕｒｂａｎｃｅｓ
ｃｏｕｌｄ ｂｅ ｏｂｓｅｒｖｅｄ ｅｖｅｎ ｆｒｏｍ ａ ｄｉｓｔａｎｃｅ ｏｆ ２０００ ｔｏ
４０００ ｋｍ ｆａｒ ａｗａｙ ｔｏ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｅｐｉｃｅｎｔｅｒｓ.
Ｕｓｉｎｇ ｔｈｅ ｉｎｔｅｒｑｕａｒｔｉｌｅ ( ＩＱＲ) ｔｏ ｅｘａｍｉｎｅ ｔｈｅ
ｒｅｌａｔｉｏｎ ｂｅｔｗｅｅｎ ｓｅｉｓｍｉｃ ｐｒｅｃｕｒｓｏｒｓ ａｎｄ ｔｈｅｒｍａｌ
ｅｌｅｃｔｒｏｎ ｃｏｎｔｅｎｔ (ＴＥＣ) ｍｅａｓｕｒｅｍｅｎｔｓ ｈａｓ ｂｅｅｎ ｃａｒ￣
ｒｉｅｄ ｏｕｔ ｉｎ Ｌｉｔｅｒａｔｕｒｅ [１３]ꎬ ｔｈｅ ａｕｔｈｏｒｓ ｓｅｌｅｃｔｅｄ ａ
ｍｅｄｉａｎ ｒａｎｇｅ ａｓ ａ ｔｈｒｅｓｈｏｌｄ ａｎｄ ｆｏｕｎｄ ｔｈａｔ ｔｈｅｒｅ ｉｓ ａ
ｃｏｒｒｅｌａｔｉｏｎ ｉｎ １６ ｏｕｔ ｏｆ ２０ ｅａｒｔｈｑｕａｋｅｓ ｏｆ ＴＥＣ ａｎｏｍ￣
ａｌｉｅｓ ａｐｐｅａｒｉｎｇ ｗｉｔｈｉｎ ５ ｄａｙｓ ｐｒｉｏｒ ｔｏ ｔｈｅ
ｅａｒｔｈｑｕａｋｅｓ. Ａ ｓｉｍｉｌａｒ ｍｅｔｈｏｄ ｗａｓ ａｌｓｏ ｕｓｅｄ ｉｎ ａ ｒｅ￣
ｃｅｎｔ ｓｔｕｄｙ ｒｅｐｏｒｔｅｄ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[１８]ꎬ ｔｈｅ ａｕｔｈｏｒｓ
ｃｌａｉｍｅｄ ｔｏ ｄｉｓｃｏｖｅｒ ａｎｏｍａｌｉｅｓ ｅｖｅｎ １３０ ｄａｙｓ ｐｒｉｏｒ ｔｏ
ａｎ ｅａｒｔｈｑｕａｋｅ ｉｎ Ｍｅｘｉｃｏ ｗｉｔｈ (Ｍｓ ８.２).
Ａ ｓｔａｔｉｓｔｉｃａｌ ａｎａｌｙｓｉｓ ｏｆ ６５０ ｅａｒｔｈｑｕａｋｅｓ
ｃｏｖｅｒｅｄ ｂｙ ｔｈｅ ＤＥＭＥＴＥＲ ｓａｔｅｌｌｉｔｅ’ ｓ ｄａｔａ ｗａｓ ｒｅ￣
ｐｏｒｔｅｄ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[１９]ꎬ ｔｈｅ ａｎａｌｙｓｉｓ ｗａｓ ｆｏｃｕｓｅｄ ｏｎ
ｉｎｔｅｒｐｒｅｔｉｎｇ ａ ３￣ｙｅａｒ ｄｉｓｔｒｉｂｕｔｉｏｎ ｏｆ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ
ｗａｖｅｓ ｉｎ ｔｈｅ ｖｉｃｉｎｉｔｙ ｏｆ ｔｈｅｓｅ ｅｖｅｎｔｓ. Ｔｈｅ ａｕｔｈｏｒｓ
ａｌｓｏ ｇａｔｈｅｒｅｄ ａｎｏｔｈｅｒ ｓｅｒｉｅｓ ｏｆ ｎｏｒｍａｌ ｄａｔａ ａｃｑｕｉｒｅｄ
ｆｒｏｍ ｔｈｅ ＤＥＭＥＴＥＲ ｓａｔｅｌｌｉｔｅ’ ｓ ｍｅａｓｕｒｅｍｅｎｔｓ ｉｎ ａ
ｐｅｒｉｏｄ ｏｆ ｎｏｎ￣ｓｅｉｓｍｉｃ ａｃｔｉｖｉｔｙ. Ａｆｔｅｒ ｃｏｍｐａｒｉｎｇ ｂｏｔｈ
ｄａｔａｓｅｔｓꎬ ｔｈｅ ｓｔｕｄｙ ｓｈｏｗｓ ｔｈａｔ ｔｈｅｒｅ ｉｓ ａ ｓｔａｔｉｓｔｉｃａｌｌｙ
ｓｉｇｎｉｆｉｃａｎｔ ｖａｒｉａｔｉｏｎ ｉｎ ｎｉｇｈｔ ｔｉｍｅ ｉｎｔｅｎｓｉｔｙ ｏｆ ４~６ ｄＢ
ａｔ ａｂｏｕｔ ４ ｈｏｕｒｓ ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈｑｕａｋｅｓ.
Ｉｎ ｔｈｅ ｌａｓｔ ｆｅｗ ｙｅａｒｓꎬ ｔｈｅｒｅ ｈａｓ ｂｅｅｎ ａ ｂｉｇ ｉｎ￣
ｃｒｅａｓｅ ｉｎ ｔｈｅ ｕｓｅ ｏｆ ｒｅｃｏｎｓｔｒｕｃｔｉｏｎ ｂａｓｅｄ ｔｅｃｈｎｉｑｕｅｓ
ｆｏｒ ｂｉｇ ｄａｔａ ａｎａｌｙｓｉｓ[１１] . Ｐｏｓｉｔｉｖｅ ｇａｉｎｓ ｉｎｃｌｕｄｅ ｔｈｅ
ｑｕｉｃｋ ｐｒｏｃｅｓｓｉｎｇ ｏｆ ｌａｒｇｅ ａｍｏｕｎｔｓ ｏｆ ｄａｔａꎬ ｎｏ ｐａｒａｍ￣
ｅｔｅｒ ｔｕｎｉｎｇ ａｎｄ ｔｈｅ ａｂｉｌｉｔｙ ｔｏ ａｕｔｏｍａｔｉｃａｌｌｙ ｍｏｄｅｌ
ｎｏｎ￣ｌｉｎｅａｒ ｐｒｏｃｅｓｓｅｓ. Ａｎｏｔｈｅｒ ａｄｖａｎｔａｇｅ ｏｆ ｔｈｉｓ ａｐ￣
ｐｒｏａｃｈ ｉｓ ｔｈａｔ ｔｈｅｙ ａｒｅ ａｂｌｅ ｔｏ ｌｅａｒｎ ａｎｄ ａｌｓｏ ａｄａｐｔ ｔｏ
ａｎｙ ｃｈａｎｇｅｓ ｉｎ ｔｈｅ ｕｎｄｅｒｌｙｉｎｇ ｄｉｓｔｒｉｂｕｔｉｏｎ ｏｆ ｔｈｅ
６９
Ｙａｘｉｎ ＢＩ ｅｔ ａｌ.:Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅｔｅｃｔｉｏｎ ｆｏｒ Ｓｗａｒｍ Ｏｂｓｅｒｖａｔｉｏｎｓ
ｄａｔａ. Ｗｈｅｎ ｔｅｓｔ ｄａｔａ ａｒｅ ｐｒｅｓｅｎｔｅｄ ｔｏ ｔｈｏｓｅ
ａｌｇｏｒｉｔｈｍｓ ｉｔ ｉｓ ｖｉａｂｌｅ ｔｏ ｉｎｆｅｒ ｃｏｍｐｌｅｘ ｃｏｎｎｅｃｔｉｏｎｓ
ａｎｄ ａｄｊｕｓｔ ｉｔｓ ｒｅｃｏｎｓｔｒｕｃｔｉｏｎ ｅｒｒｏｒ ｔｏ ｍｉｎｉｍｉｚｅ ｔｈｅ
ｄｉｓｔａｎｃｅ ｂｅｔｗｅｅｎ ｔｈｅ ｔｅｓｔ ａｎｄ ｔｈｅ ｅｘｐｅｃｔｅｄ ｒｅｓｕｌｔｓ.
Ｈｏｗｅｖｅｒꎬ ｔｈｅｉｒ ａｐｐｌｉｃａｔｉｏｎｓ ｈａｖｅ ｎｏｔ ｂｅｅｎ ｓｏ ｗｉｄｅ￣
ｓｐｒｅａｄ ｂｅｃａｕｓｅ ｔｈｅｙ ａｄｄ ａｎ ａｄｄｉｔｉｏｎａｌ ｌａｙｅｒ ｏｆ ｃｏｍ￣
ｐｌｅｘｉｔｙ ｔｏ ａｎ ａｌｒｅａｄｙ ｃｏｍｐｌｉｃａｔｅｄ ｐｒｏｂｌｅｍｓꎬ ｗｈｅｎ
ｉｄｅａｌｌｙ ｗｅ ｗａｎｔ ｔｏ ｕｎｄｅｒｓｔａｎｄ ｔｈｅ ｕｎｄｅｒｌｙｉｎｇ ｍｅｃｈａ￣
ｎｉｓｍ ａｎｄ ｔｈｅ ｒｅａｓｏｎｓ ｔｈａｔ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ａｎｏｍａｌｉｅｓ
ｍｉｇｈｔ ａｃｔ ａｓ ｓｅｉｓｍｉｃ ｐｒｅｃｕｒｓｏｒｓ.
Ｍｏｓｔ ｏｆ ｔｈｅ ａｂｏｖｅ ｓｔｕｄｉｅｓ ｔｒｅａｔｅｄ ｔｈｅ ｄａｔａ ａｎａｌ￣
ｙｓｉｓ ａｓ ａ ｌｉｎｅａｒ ａｎｄ ｐａｒａｍｅｔｒｉｃ ｐｒｏｂｌｅｍ. Ｆｕｒｔｈｅｒ
ａｎａｌｙｓｉｓ ｏｆ ｔｈｅ ｇｅｎｅｒａｔｉｖｅ ｐｒｏｃｅｓｓ ｗａｓ ｃａｒｒｉｅｄ ｏｕｔ ｉｎ
Ｌｉｔｅｒａｔｕｒｅ [ ２０ ]. Ｔｈｅ ａｕｔｈｏｒｓ ｅｘｐｅｒｉｍｅｎｔｅｄ ｗｉｔｈ
ｓｔａｔｅ￣ｏｆ￣ｔｈｅ￣ａｒｔ ａｌｇｏｒｉｔｈｍｓ ｉｎｃｌｕｄｉｎｇ Ｄｅｃｉｓｉｏｎ Ｔｒｅｅｓꎬ
Ｂａｇｇｉｎｇꎬ Ｒａｎｄｏｍ Ｆｏｒｅｓｔｓ ａｎｄ ｏｔｈｅｒ ｎｏｎ￣ｐａｒａｍｅｔｒｉｃ
ｍｅｔｈｏｄｓꎬ ｄｅｍｏｎｓｔｒａｔｉｎｇ ｔｈｅｉｒ ｅｆｆｅｃｔｉｖｅｎｅｓｓ ｉｎ
ｄｅｔｅｃｔｉｎｇ ｐｒｅｃｕｒｓｏｒｙ ｐｈｅｎｏｍｅｎａ ｔｈａｔ ａｐｐｅａｒｅｄ ｆｒｏｍ
ｔｗｏ ｗｅｅｋｓ ( ｔｈｅ ｅａｒｌｉｅｓｔ) ｔｏ ｆｏｕｒ ｗｅｅｋｓ ｂｅｆｏｒｅ ｔｈｅ
ｍａｉｎ ｓｅｉｓｍｉｃ ｅｖｅｎｔ[２１] . Ａ ｆｕｚｚｙ ｌｏｇｉｃ ｓｙｓｔｅｍ ｔｈａｔ
ｕｓｅｓ ｔｈｅ ｖａｒｉａｎｃｅ ｏｆ ｓｉｇｎａｌｓ ｏｂｔａｉｎｅｄ ｂｙ ｔｈｅ ａｐｐｌｉｃａ￣
ｔｉｏｎ ｏｆ ａｎ Ｅｍｐｉｒｉｃａｌ Ｗａｖｅｌｅｔ Ｔｒａｎｓｆｏｒｍ ｏｎ Ｕｌｔｒａ Ｌｏｗ
Ｆｒｅｑｕｅｎｃｙ ｍｅａｓｕｒｅｍｅｎｔｓ ｗａｓ ｕｓｅｄ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[２２]
ａｓ ｔｈｅ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ｍｅｔｈｏｄ. Ｔｈｅ ａｕｔｈｏｒｓ ｎｏｔｅｄ
ｔｈａｔ ｔｈｅ ｐｅｒｔｕｒｂａｔｉｏｎ ｏｆ ｇｅｏｍａｇｎｅｔｉｃ ｆｉｅｌｄ ｃａｎ ｂｅ ｄｅ￣
ｔｅｃｔｅｄ ａｔ ａ ｄｉｓｔａｎｃｅ ｏｆ ５６３ ｋｍ ｔｏ １４７３ ｋｍ ｆｒｏｍ ｔｈｅ
ｅｐｉｃｅｎｔｅｒ.
Ｒｅｖｉｅｗｉｎｇ ｔｈｅ ｅｘｉｓｔｉｎｇ ｓｔｕｄｉｅｓ ｉｌｌｕｓｔｒａｔｅ ｔｈａｔ ｔｈｅ
ｐｒｏｃｅｓｓ ｏｆ ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ａｎｏｍａｌｉｅｓ
ｂｅｆｏｒｅ ｅａｒｔｈｑｕａｋｅｓ ｉｎｖｏｌｖｅｓ ａ ｈｉｇｈ ｄｅｇｒｅｅ ｏｆ ｓｅｌｅｃｔｉｖｉｔｙ
ａｎｄ ｐａｒａｍｅｔｒｉｚａｔｉｏｎ[２３￣２４]ꎬ ｓｉｘ ｐａｒａｍｅｔｅｒｓ ｐｌａｙ ａ ｖａｒｉｅｄ
ｒｏｌｅ ｉｎ ｄｅｔｅｃｔｉｎｇ ａｎｏｍａｌｉｅｓ ｆｒｏｍ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｔｉｍｅ
ｓｅｒｉｅｓ ｄａｔａ: ① ｍａｇｎｉｔｕｄｅꎻ ②ｔｉｍｅ ｗｉｎｄｏｗꎻ ③ｓｐａｔｉａｌ
ｗｉｎｄｏｗꎻ ④ｃｏｎｆｉｄｅｎｃｅ ｏｒ ａｃｃｕｒａｃｙ ｏｆ ｔｈｅ ｐｒｅｄｉｃｔｉｏｎꎻ
⑤ ｐｒｏｂａｂｉｌｉｔｙ ｏｆ ａ ｓｅｉｓｍｉｃ ｅｖｅｎｔꎻ ⑥ ｅａｒｔｈｑｕａｋｅ
ｐｒｏｎｅ ａｒｅａꎬ ａｎ ａｎｏｍａｌｙ ａｎｄ ｄｉｓｔａｎｃｅ ｏｆ ｗｈｉｃｈ ｔｈｅ
ｏｂｓｅｒｖａｔｉｏｎ ｗａｓ ｍａｄｅ. Ｔｈｅｓｅ ａｒｅ ｓｏｍｅ ｏｆ ｔｈｅ ｓｐａｔｉａｌ
ａｎｄ ｔｉｍｅ ｃｏｍｐｏｎｅｎｔｓ ｔｈａｔ ｍａｙ ｈｉｎｄｅｒ ｔｈｅ ｅｆｆｅｃｔ ｏｆ
ｓｅｉｓｍｉｃ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ａｎｄ ｈａｖｅ ｔｏ ｂｅ ｃｏｎｓｉｄｅｒｅｄ
ｉｎ ｔｈｅ ｉｎｔｅｒｐｒｅｔａｔｉｏｎ ｏｆ ｒｅｓｕｌｔｓ.
２　 Ｄｅｓｉｇｎ ｏｆ ａｎ Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅ￣
ｔｅｃｔｉｏｎ Ｓｙｓｔｅｍ
Ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ ａｎｏｍａｌｉｅｓ ｂｙ ｏｕｒ ｓｙｓｔｅｍ ｉｎｖｏｌｖｅｓ
ｄａｔａ ｐｒｅｐａｒａｔｉｏｎ ａｎｄ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ｉｎ ｔｗｏ ｍａｊｏｒ
ｓｔａｇｅｓ. Ｇｉｖｅｎ ａｎ ｅａｒｔｈｑｕａｋｅ ｐｒｏｎｅ ａｒｅａ ｕｎｄｅｒ ｉｎｖｅｓ￣
ｔｉｇａｔｉｏｎꎬ ｔｈｅ ｏｒｂｉｔ ｃｏｖｅｒａｇｅ ｏｆ ｔｈｅ ｓａｔｅｌｌｉｔｅｓ ｉｓ ｎｏｔ ａｌ￣
ｗａｙｓ ａｂｌｅ ｔｏ ｐｒｏｖｉｄｅ ｓｕｆｆｉｃｉｅｎｔ ｄａｔａ ｆｏｒ ｔｈｅ ａｒｅａ ｄｕｅ
ｔｏ ｄｉｓｔａｎｃｅｓ ｂｅｔｗｅｅｎ ｔｗｏ ｓａｔｅｌｌｉｔｅ ｏｒｂｉｔｓ ａｎｄ ｔｈｅ
ｌｅｎｇｔｈ ｏｆ ｒｅｖｉｓｉｔ ｄａｙｓ ｏｆ ｓａｔｅｌｌｉｔｅｓ. Ｔｈｅｓｅ ｆａｃｔｏｒｓꎬ
ｔｈｅｒｅｆｏｒｅꎬ ｃａｕｓｅ ｔｈｅ ｃｏｖｅｒａｇｅ ｏｆ ｔｈｅ ｓａｔｅｌｌｉｔｅ ｄａｔａ
ｏｖｅｒ ｔｈｅ ａｒｅａ ｎｏｔ ｅｖｅｎ ｏｒ ｉｍｂａｌａｎｃｅｄ. Ｔｈｅ ｃｏｎｓｅ￣
ｑｕｅｎｃｅ ｉｓ ｔｈａｔ ｓｏｍｅ ｐａｒｔ ｏｆ ｔｈｅ ａｒｅａ ｍｉｇｈｔ ｈａｖｅ ｍｏｒｅ
ｄａｔａꎬ ｗｈｅｒｅａｓ ｏｔｈｅｒｓ ｈａｖｅ ｌｅｓｓꎬ ｏｒ ｅｖｅｎ ｈａｖｅ ｎｏ ｄａｔａ
ａｖａｉｌａｂｌｅ ａｔ ａｌｌ. Ｔｈｅｓｅ ｆａｃｔｏｒｓ ｒｅｓｕｌｔ ｉｎ ｔｈｅ ｓｐａｒｓｉｔｙ ｏｆ
ｓａｔｅｌｌｉｔｅ ｄａｔａ ａｎｄ ａｒｔｉｆｉｃｉａｌ ａｎｏｍａｌｉｅｓ ｗｈｉｌｅ
ｇｅｎｅｒａｔｉｎｇ ｃｏｎｔｉｎｕｏｕｓ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｆｏｒ ａ ｓｔｕｄｙ ａｒ￣
ｅａꎬ ｗｈｉｃｈ ｈａｖｅ ｔｏ ｂｅ ｏｖｅｒｃｏｍｅ. Ｔｈｉｓ ｓｙｓｔｅｍ ｃｏｍｐｒｉ￣
ｓｅｓ ｔｈｅ ｆｏｕｒ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｍｅｔｈｏｄｓ ｄｅｖｅｌｏｐｅｄ ｔｏ ａｌ￣
ｌｅｖｉａｔｅ ｔｈｅ ｉｓｓｕｅ ｏｆ ｄａｔａ ｓｐａｒｓｉｔｙ ａｎｄ ｍｉｎｉｍｉｚｅ ａｒｔｉｆｉ￣
ｃｉａｌ ａｎｏｍａｌｉｅｓ ｔｏ ｔｈｅ ｍａｘｉｍｕｍ ｅｘｔｅｎｔ.
２.１　 Ｆｏｕｒ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｍｅｔｈｏｄｓ
Ｔｈｅ ｄａｔａ ａｎａｌｙｓｉｓ ｏｎ ａｎ ａｒｅａ ｕｎｄｅｒ ｉｎｖｅｓｔｉｇａｔｉｏｎ ｉｓ
ｃｏｎｄｕｃｔｅｄ ｏｎ ａ ｓｅｔ ｏｆ ｇｒｉｄｓꎬ ｉｎｔｏ ｗｈｉｃｈ ｔｈｅ ａｒｅａ ｉｓ
ｅｖｅｎｌｙ ｄｉｖｉｄｅｄ. Ｇｉｖｅｎ ａ ｐｒｅｄｅｆｉｎｅｄ ｐｅｒｉｏｄ ｏｆ ｔｉｍｅꎬ
ｅａｃｈ ｇｒｉｄ ｉｓ ｕｓｅｄ ｔｏ ｇｅｎｅｒａｔｅ ａ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａｓｅｔ
ｂａｓｅｄ ｏｎ ｔｈｅ ｔｉｍｅ ｔｈａｔ ｔｈｅ ｓａｔｅｌｌｉｔｅｓ ｆｌｙ ｏｖｅｒ ｔｈｅ ｇｒｉｄ.
Ｈｏｗｅｖｅｒ ｔｈｅ ｏｒｂｉｔｓ ｏｆ ｔｈｅ ｓａｔｅｌｌｉｔｅｓ ｃｏｕｌｄ ｎｏｔ ｆａｌｌ ｉｎ
ｔｈｅ ｇｒｉｄꎬ ｔｈｕｓ ｔｈｅ ｇｒｉｄ ｃｏｕｌｄ ｎｏｔ ｈａｖｅ ｓａｔｅｌｌｉｔｅ ｄａｔａꎬ
ｗｈｉｃｈ ｗｉｌｌ ｒｅｓｕｌｔ ｉｎ ｍｉｓｓｉｎｇ ｄａｔａ ｂｅｔｗｅｅｎ ｔｈｅ ｒｅｖｉｓｉｔ
ｃｙｃｌｅｓ ｏｆ ｔｈｅ ｓａｔｅｌｌｉｔｅｓ. Ｉｎ ｔｈｉｓ ｓｔｕｄｙꎬ ｗｅ ｈａｖｅ ｄｅｖｅｌ￣
ｏｐｅｄ ｆｏｕｒ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｍｅｔｈｏｄｓ ｔｏ ｅｎｓｕｒｅ ｔｈｅ
ｑｕａｌｉｔｙ ｏｆ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａｓｅｔｓ ｏｎ ｅａｃｈ ｇｒｉｄ.
Ｍｅａｎ ｖａｌｕｅｓ: Ｔｈｉｓ ｍｅｔｈｏｄ ｇａｔｈｅｒｓ ａｌｌ ｄａｔａ
ｐｏｉｎｔｓ ｗｉｔｈｉｎ ａ ｇｒｉｄ ａｎｄ ｔａｋｅｓ ａ ｍｅａｎ ｖａｌｕｅ ｆｏｒ ｅａｃｈ
ｄａｔｅ ｏｖｅｒ ａｌｌ ｍｅａｓｕｒｅｍｅｎｔｓ.
Ｍｉｎｉｍｕｍ ｖａｌｕｅｓ ( Ｆｉｒｓｔ ｐｏｉｎｔ ): Ｔｈｉｓ ｍｅｔｈｏｄ
ｃａｎ ｂｅ ｔｈｏｕｇｈｔ ａｓ ａ ｌｏｃａｌ ｍｅａｎ ｗｉｔｈｉｎ ｅａｃｈ ｇｒｉｄ. Ｉｔ
ｆｉｒｓｔ ｃａｌｃｕｌａｔｅｓ ｗｈａｔ ｉｓ ｔｈｅ ｓｍａｌｌｅｓｔ ｎｕｍｂｅｒ ｏｆ
ｒｅａｄｉｎｇｓ ｐｅｒ ｇｒｉｄꎬ ｔｈａｔ ｉｓ ｔｈｅ ｄａｙ ｗｉｔｈ ｔｈｅ ｓｍａｌｌｅｓｔ
ｏｖｅｒｐａｓｓ. Ｉｔ ｔｈｅｎ ｃａｌｃｕｌａｔｅｓ ｔｈｅ ｍｅａｎ ｕｓｉｎｇ ｔｈｅ ｍｉｎｉ￣
ｍｕｍ ｎｕｍｂｅｒꎬ ｗｈｉｃｈ ｍｉｇｈｔ ｂｅ ｄｉｆｆｅｒｅｎｔ ｆｏｒ ｅａｃｈ
ｇｒｉｄꎬ ｓｅｐａｒａｔｅｌｙ.
Ｍｅｄｉａｎ ｖａｌｕｅｓ (Ｍｏｄｅ): Ｔｈｉｓ ｆｕｎｃｔｉｏｎ ｔａｋｅｓ ｔｈｅ
ｍｅｄｉａｎ ｆｏｒ ｅａｃｈ ｄａｔｅ ｗｉｔｈ ｏｂｓｅｒｖａｔｉｏｎｓ. Ｂｅｃａｕｓｅ ｉｎ
ｍｏｓｔ ｃａｓｅｓ ｔｈｅｒｅ ａｒｅ ５２ ｔｏ ５３ ｒｅａｄｉｎｇｓ ｆｏｒ ａ ｆｕｌｌ ｏｖｅｒ￣
ｐａｓｓ ｔｈｅ ｍｅｄｉａｎ ａｎｄ ｔｈｅ ｍｅａｎ ｈａｖｅ ｓｉｍｉｌａｒ ｒｅｓｕｌｔｓ.
Ｕｓｅｒ ｄｅｆｉｎｅｄ ｍｅａｎ ｖａｌｕｅｓ: Ｔｈｉｓ ｆｕｎｃｔｉｏｎ ｇｉｖｅｓ
７９
Ｊｏｕｒｎａｌ ｏｆ Ｇｅｏｄｅｓｙ ａｎｄ Ｇｅｏｉｎｆｏｒｍａｔｉｏｎ Ｓｃｉｅｎｃｅ ２０２１ Ｖｏｌ.４ Ｎｏ.１　 　 ｈｔｔｔｐ:∥ｊｇｇｓ.ｓｉｎｏｍａｐｓ.ｃｏｍ
ｔｈｅ ｕｓｅｒ ｔｈｅ ａｂｉｌｉｔｙ ｔｏ ｓｅｌｅｃｔ ｈｏｗ ｍａｎｙ ｄａｔａ ｐｏｉｎｔｓ
ｔｈｅｙ ｗａｎｔ ｔｏ ａｇｇｒｅｇａｔｅ ｐｅｒ ｄａｙ ａｎｄ ｅｖａｌｕａｔｅ ａｒｔｉｆｉｃｉａｌ
ａｎｏｍａｌｉｅｓ ｏｖｅｒ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｖｉｓｕａｌｌｙ. Ｉｔ ｉｓ ａ ｆｏｒｍ
ｏｆ ｇｌｏｂａｌ ｍｅａｎ ｔｈａｔ ａｐｐｌｉｅｓ ｔｏ ｅｖｅｒｙ ｇｒｉｄ. Ｈｏｗｅｖｅｒꎬ
ｉｆ ｔｈｉｓ ｍｅａｎ ｉｓ ｈｉｇｈｅｒ ｔｈａｎ ｔｈｅ ａｖａｉｌａｂｌｅ
ｍｅａｓｕｒｅｍｅｎｔｓ ｗｉｔｈｉｎ ａ ｇｒｉｄ’ ｓ ｄａｔｅ ｔｈｅｎ ｔｈｉｓ ｓｍａｌｌｅｒ
ｎｕｍｂｅｒꎬ ｗｈｉｃｈ ｒｅｐｒｅｓｅｎｔｓ ｔｈｅ ｓｍａｌｌｅｓｔ ａｍｏｕｎｔ ｏｆ
ｒｅａｄｉｎｇｓ ａｖａｉｌａｂｌｅ ｉｎ ｔｈａｔ ｄａｔｅꎬ ｉｓ ｓｅｌｅｃｔｅｄ ｉｎｓｔｅａｄ ｏｆ
ｔｈｅ ｕｓｅｒ ｓｅｌｅｃｔｅｄ ｍｅａｎ. Ｔｈｅ ｄｅｆａｕｌｔ ｖａｌｕｅ ｉｓ ｔｈｅ ｆｉｖｅ
ｆｉｒｓｔ ｓａｍｐｌｅｓ.
２.２　 Ｄｅｔｅｃｔｉｏｎ ａｌｇｏｒｉｔｈｍｓ
Ｔｈｅ ｏｕｔｃｏｍｅ ｏｆ ｅａｃｈ ｏｆ ｔｈｅ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓ
ｗｉｌｌ ｂｅ ｎｉｎｅ ｓｅｔｓ ｏｆ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ. Ｔｈｅｓｅ ｄａｔａｓｅｔｓ
ａｒｅ ｆｅｄ ｉｎｔｏ ｔｈｅ ｄｅｔｅｃｔｉｏｎ ａｌｇｏｒｉｔｈｍｓ ｉｍｐｌｅｍｅｎｔｅｄ ｂｙ
ｔｈｅ ｓｙｓｔｅｍꎬ ｃｏｍｐｏｓｉｎｇ ｏｆ ｆｏｕｒ ｄｅｔｅｃｔｉｏｎ ａｌｇｏｒｉｔｈｍｓꎬ
ｗｈｉｃｈ ａｒｅ ｄｅｔａｉｌｅｄ ｂｅｌｏｗ.
Ｔｈｅ ａｌｇｏｒｉｔｈｍ ＣＥ ｉｓ ａ ｐａｒａｍｅｔｒｉｃ ｓｔａｔｉｓｔｉｃｓ￣
ｂａｓｅｄ ｍｅｔｈｏｄꎬ ｗｈｉｃｈ ｉｎｖｏｌｖｅｓ ｔｈｅ ｃｏｍｂｉｎａｔｉｏｎ ｏｆ ｔｈｅ
Ｃｕｍｕｌａｔｉｖｅ Ｓｕｍ ( ＣＵＳＵＭ ) ａｎｄ Ｅｘｐｏｎｅｎｔｉａｌｌｙ
Ｗｅｉｇｈｔｅｄ Ｍｏｖｉｎｇ Ａｖｅｒａｇｅ (ＥＷＭＡ) [２５] .
ＣＵＳＵＭ ｆｏｒｍｕｌａｔｅｓ ａ ｓｅｑｕｅｎｃｅ ｏｆ ｐａｒｔｉａｌ ｓｕｍｓ
ｆｏｒ ａ ｇｉｖｅｎ ｐｒｏｃｅｓｓ ａｎｄ ｍｏｎｉｔｏｒｓ ｃｈａｎｇｅｓ ｉｎ ｔｈｅ ｍｅａｎ
ｏｆ ａ ｐｒｏｃｅｓｓ. Ｂｙ ｃｏｎｔｒａｓｔ ｔｈｅ ＥＷＭＡ ｔａｋｅｓ ｐｒｅｓｅｎｔ
ａｎｄ ｐａｓｔ ｏｂｓｅｒｖａｔｉｏｎｓ ｉｎｔｏ ａｃｃｏｕｎｔ ｂｙ ａ ｍｅｍｏｒｙ ｅｌｅ￣
ｍｅｎｔꎬ ｒｅｎｄｅｒｉｎｇ ｔｈａｔ ｌａｒｇｅｒ ｖａｌｕｅｓ ｏｆ ｔｈｅ ｍｅｍｏｒｙ ｅｌ￣
ｅｍｅｎｔ ｍｅａｎ ｔｈａｔ ｐａｓｔ ｖａｌｕｅｓ ｃｏｕｎｔ ｆｏｒ ｌｅｓｓꎬ ｗｈｉｌｅ
ｓｍａｌｌｅｒ ｖａｌｕｅｓ ｍｅａｎ ｔｈａｔ ｔｈｅｙ ｃｏｕｎｔ ｆｏｒ ｍｏｒｅ. Ａｓ ｂｅ￣
ｉｎｇ ａ ｇｅｏｍｅｔｒｉｃ ｍｏｖｉｎｇ ａｖｅｒａｇｅꎬ ｔｈｉｓ ｍｏｔｉｖａｔｅｓ ｔｏ
ｕｓｅ ＥＷＭＡ ｔｏ ｒｅｐｌａｃｅ ｔｈｅ ｍｅａｎ ｏｆ ａ ｐｒｏｃｅｓｓ ｆｏｒｍｕ￣
ｌａｔｅｄ ｂｙ ＣＵＳＵＭꎬ ｔｈｅｒｅｂｙ ｒｅｓｏｌｖｉｎｇ ｆａｌｓｅ ｐｏｓｉｔｉｖｅｓ
ｐｒｏｄｕｃｅｄ ｂｙ ＣＵＳＵＭ ａｎｄ ＥＷＭＡꎬ ｒｅｓｐｅｃｔｉｖｅｌｙꎬ ｉｎ
ｄｅｔｅｃｔｉｎｇ ｃｏｍｐｌｉｃａｔｅｄ ａｎｏｍａｌｉｅｓ. Ｔｈｅ ａｌｇｏｒｉｔｈｍ ｈａｓ
ｂｅｅｎ ｅｖａｌｕａｔｅｄ ｏｎ ｂｅｎｃｈｍａｒｋ ｄａｔａｓｅｔｓꎬ ｔｈｅ Ｆ￣Ｓｃｏｒｅ
ｒｅｓｕｌｔｓ ｄｅｍｏｎｓｔｒａｔｅ ｉｔｓ ｐｒｏｍｉｓｉｎｇ ｐｅｒｆｏｒｍａｎｃｅ ｉｎ ｄｅ￣
ｔｅｃｔｉｎｇ ａｎｏｍａｌｉｅｓ ｆｒｏｍ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ.
Ｔｈｅ ｆｕｚｚｙ ｉｎｓｐｉｒｅｄ ａｌｇｏｒｉｔｈｍ ｃｏｎｓｉｓｔｓ ｏｆ
ｆｕｎｃｔｉｏｎａｌ ｃｏｍｐｏｎｅｎｔｓ ｔｈａｔ ａｒｅ ａｇｇｒｅｇａｔｅｄ ｉｎ ａ ｓｅｒｉ￣
ａｌｉｚｅｄ ｆａｓｈｉｏｎ ｔｏ ａｃｈｉｅｖｅ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ｉｎ ｅｌｅｃ￣
ｔｒｏｍａｇｎｅｔｉｃ ｓｅｑｕｅｎｔｉａｌ ｄａｔａｓｅｔｓ[１２] . Ｅａｃｈ ｏｆ ｔｈｅ ｃｏｍ￣
ｐｏｎｅｎｔ ｍｅｔｈｏｄｓ ａｄｄｓ ａｎ ｅｌｅｍｅｎｔ ｔｏｗａｒｄｓ ａｎｏｍａｌｙ
ｄｅｔｅｃｔｉｏｎꎬ ｉ. ｅ.ꎬ ａ ｓｍｏｏｔｈｉｎｇ ｆｉｌｔｅｒ ｒｅｍｏｖｅｓ ａｎｙ ｕｎ￣
ｗａｎｔｅｄ ｎｏｉｓｅꎬ ａｎ ａｕｔｏｍａｔｅｄ ｐｅａｋ ｆｉｎｄｉｎｇ ｗｉｔｈ Ｆａｓｔ
Ｆｏｕｒｉｅｒ Ｔｒａｎｓｆｏｒｍａｔｉｏｎ ａｎｄ ｃｏｒｒｅｌａｔｉｏｎ ｒｅｄｕｃｅｓ ｔｈｅ
ｄｉｍｅｎｓｉｏｎａｌｉｔｙ ｏｆ ｔｈｅ ｓｉｇｎａｌꎬ ａｓ ｗｅｌｌ ａｓ ａ ｆｕｚｚｙ ｉｎｆｅｒ￣
ｅｎｃｅ ｓｙｓｔｅｍ ｅｎｃｏｄｅｓ ｔｈｅ ｓｉｇｎａｌ ｂｅｆｏｒｅ ｔｈｅ ｆｉｎａｌ ｃｏｍ￣
ｐａｒｉｓｏｎ ａｎｄ ｉｔｓ ｒｅｓｐｅｃｔｉｖｅ ｏｕｔｐｕｔ. Ｉｎ ｐｒａｃｔｉｃｅꎬ ｔｈｅ
ｐｅａｋ ｄｉｓｔａｎｃｅ ｈａｓ ｔｏ ｂｅ ｓｅｌｅｃｔｅｄ ｉｎ ｄｉｒｅｃｔ ｐｒｏｐｏｒｔｉｏｎ
ｔｏ ｔｈｅ ｓｉｚｅ ｏｆ ｔｈｅ ｉｎｐｕｔ ｄａｔａｓｅｔ. Ｔｈｅ ｐｅａｋ ｄｉｓｔａｎｃｅ
ｐａｒａｍｅｔｅｒ ａｆｆｅｃｔｓ ｔｈｅ ｓｅｌｅｃｔｉｖｉｔｙ ａｎｄ ｔｈｅ ｆｉｎａｌ ｎｕｍｂｅｒ
ｏｆ ｐｅａｋｓ ａｆｔｅｒ ｔｈｅ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｓｉｇｎａｌ. Ｔｈｅ ｅｖａｌｕａ￣
ｔｉｏｎ ｒｅｓｕｌｔｓ ｏｎ ｂｅｎｃｈｍａｒｋ ｄａｔａ ａｎｄ ＳＷＡＲＭ ｓａｔｅｌｌｉｔｅ
ｄａｔａ ｄｅｍｏｎｓｔｒａｔｅ ｉｔｓ ｅｆｆｅｃｔｉｖｅｎｅｓｓ ｆｏｒ ｔｈｅ ｄｅｔｅｃｔｉｏｎ ｏｆ
ａｎｏｍａｌｉｅｓ ｉｎ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａｓｅｔｓ.
Ｔｈｅ ＳＡＸ ａｌｇｏｒｉｔｈｍ ｗａｓ ｄｅｖｅｌｏｐｅｄ ｏｎ ｔｈｅ ｂａｓｉｓ
ｏｆ Ｓｙｍｂｏｌｉｃ Ａｇｇｒｅｇａｔｅ ａｐｐｒｏＸｉｍａｔｉｏｎ ( ＳＡＸ) [２５] .
ＳＡＸ ａｌｌｏｗｓ ａ ｔｉｍｅ ｓｅｒｉｅｓ ｏｆ ａｒｂｉｔｒａｒｙ ｌｅｎｇｔｈ ｔｏ ｂｅ ｒｅ￣
ｄｕｃｅｄ ｔｏ ａ ｓｔｒｉｎｇ ｗｉｔｈ ｖａｒｉａｂｌｅ ｌｅｎｇｔｈꎬ ａｎｄ ｕｓｅｓ ａｎ
ｉｎｔｅｒｍｅｄｉａｔｅ ｒｅｐｒｅｓｅｎｔａｔｉｏｎ ｂｅｔｗｅｅｎ ｔｈｅ ｒａｗ ｔｉｍｅ ｓｅ￣
ｒｉｅｓ ａｎｄ ｔｈｅ ｓｙｍｂｏｌｉｃ ｓｔｒｉｎｇｓ. Ｔｈｅ ｕｎｄｅｒｌｙｉｎｇ ｉｄｅａ ｏｆ
ｔｈｅ ａｌｇｏｒｉｔｈｍ ｉｓ ｔｏ ｔｒａｎｓｆｏｒｍ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｉｎｔｏ ｔｈｅ
Ｐｉｅｃｅｗｉｓｅ Ａｇｇｒｅｇａｔｅ Ａｐｐｒｏｘｉｍａｔｉｏｎ ( ＰＡＡ) ｒｅｐｒｅ￣
ｓｅｎｔａｔｉｏｎ ａｎｄ ｔｈｅｎ ｓｙｍｂｏｌｉｚｅｓ ｔｈｅ ＰＡＡ
ｒｅｐｒｅｓｅｎｔａｔｉｏｎ ｉｎｔｏ ａ ｄｉｓｃｒｅｔｅ ｓｔｒｉｎｇ. Ｔｈｅ ｔｒａｎｓｆｏｒｍｅｄ
ｄａｔａ ａｌｌｏｗｓ ｄｉｓｔａｎｃｅ ｍｅａｓｕｒｅｓ ｔｏ ｂｅ ｄｅｆｉｎｅｄꎬ ｉｎ
ｗｈｉｃｈ ｔｈｅ ｌｏｗｅｒ ｂｏｕｎｄ ｃｏｒｒｅｓｐｏｎｄｓ ｔｏ ａ ｄｉｓｔａｎｃｅ
ｍｅａｓｕｒｅ ｄｅｆｉｎｅｄ ｏｎ ｔｈｅ ｏｒｉｇｉｎａｌ ｓｅｒｉｅｓ. Ｔｈｅ ｌａｔｔｅｒ
ｆｅａｔｕｒｅ ｉｓ ｐａｒｔｉｃｕｌａｒｌｙ ｅｆｆｅｃｔｉｖｅ ｂｅｃａｕｓｅ ｉｔ ａｌｌｏｗｓ ｃｅｒ￣
ｔａｉｎ ｄａｔａ ａｎａｌｙｔｉｃｓ ａｌｇｏｒｉｔｈｍｓ ｔｏ ｅｆｆｉｃｉｅｎｔｌｙ
ｍａｎｉｐｕｌａｔｅ ｔｈｅ ｓｙｍｂｏｌｉｃ ｒｅｐｒｅｓｅｎｔａｔｉｏｎꎬ ａｎｄ ｐｒｏｄｕｃｅ
ｉｄｅｎｔｉｃａｌ ｒｅｓｕｌｔｓ ａｓ ｏｐｅｒａｔｉｎｇ ｏｎ ｔｈｅ ｏｒｉｇｉｎａｌ ｄａｔａ.
Ｔｈｅ ｆｕｎｄａｍｅｎｔａｌ ｐａｒｔ ｏｆ ｔｈｅ ＳＡＸ ａｌｇｏｒｉｔｈｍ ｉｓ ｔｏ
ｕｓｅ ｔｈｅ ａｖｅｒａｇｅ ｖａｌｕｅ ｏｆ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｆｏｒ ｅａｃｈ ｓｅｇ￣
ｍｅｎｔꎬ ｒｅｇａｒｄｌｅｓｓ ｏｆ ｔｈｅ ｓｉｔｕａｔｉｏｎ ｗｈｅｒｅ ｔｗｏ ｓｅｇｍｅｎｔｓ
ｈａｖｅ ｖｅｒｙ ｃｌｏｓｅ ａｖｅｒａｇｅｓ ｂｕｔ ｂｅｈａｖｅ ｄｉｆｆｅｒｅｎｔｌｙ. Ｆｏｒ
ｓｕｃｈ ａ ｓｉｔｕａｔｉｏｎꎬ ｉｎｓｔｅａｄ ｏｆ ｇｅｎｅｒａｔｉｎｇ ｔｗｏ ａｖｅｒａｇｅｓ
ｆｏｒ ｔｗｏ ｓｅｇｍｅｎｔｓꎬ ｔｈｅ ｔｗｏ ｓｅｇｍｅｎｔｓ ｓｈｏｕｌｄ ｂｅ ｑｕａｎ￣
ｔｉｚｅｄ ｉｎｔｏ ｔｈｅ ｓａｍｅ ｓｙｍｂｏｌ. Ｓｐｅｃｉｆｉｃａｌｌｙꎬ ａ ｓｅｇｍｅｎｔ
ｗｉｔｈ ａｎ ｉｎｃｒｅａｓｉｎｇ ｔｒｅｎｄ ｃａｎ ｂｅ ｍａｐｐｅｄ ｉｎｔｏ ｔｈｅ ｓａｍｅ
ｂｉｎ ａｓ ａｎｏｔｈｅｒ ｓｅｇｍｅｎｔ ｗｉｔｈ ａ ｄｅｃｒｅａｓｉｎｇ ｔｒｅｎｄ ｉｆ ｔｈｅｉｒ
ｒｅｓｐｅｃｔｉｖｅ ｍｅａｎｓ ａｒｅ ｃｌｏｓｅ. Ｂａｓｅｄ ｏｎ ｔｈｉｓ ｉｄｅａ[２６]ꎬ ｔｈｅ
ａｕｔｈｏｒｓ ｄｅｖｅｌｏｐｅｄ ａ ｎｅｗ ｒｅｐｒｅｓｅｎｔａｔｉｏｎꎬ ｃａｌｌｅｄ １Ｄ￣
ＳＡＸꎬ ｗｈｉｃｈ ｉｎｃｏｒｐｏｒａｔｅｓ ｔｈｅ ＳＡＸ ｒｅｐｒｅｓｅｎｔａｔｉｏｎ
ｗｉｔｈ ｔｈｅ ｔｒｅｎｄ ｏｆ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｏｎ ｅａｃｈ ｓｅｇｍｅｎｔ.
Ｔｈｅ １Ｄ￣ＳＡＸ ｃｏｎｓｉｓｔｓ ｏｆ ｔｈｒｅｅ ｍａｉｎ ｓｔｅｐｓ: Ｄｉｖｉｄｉｎｇ ａ
ｔｉｍｅ ｓｅｒｉｅｓ ｉｎｔｏ ｓｅｇｍｅｎｔｓ ｗｉｔｈ ａ ｄｅｆｉｎｅｄ ｌｅｎｇｔｈꎻ
Ｃｏｍｐｕｔｉｎｇ ｔｈｅ ｌｉｎｅａｒ ｒｅｇｒｅｓｓｉｏｎ ｏｆ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｏｎ
ｅａｃｈ ｓｅｇｍｅｎｔꎻ Ａｎｄ ｑｕａｎｔｉｚｉｎｇ ｔｈｅｓｅ ｒｅｇｒｅｓｓｉｏｎｓ ｉｎｔｏ
ａ ｓｙｍｂｏｌ ｆｒｏｍ ａｎ ａｌｐｈａｂｅｔ ｏｆ ｓｉｚｅ. Ｉｎ ｐｒａｃｔｉｃｅꎬ ｔｈｅ
８９
Ｙａｘｉｎ ＢＩ ｅｔ ａｌ.:Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅｔｅｃｔｉｏｎ ｆｏｒ Ｓｗａｒｍ Ｏｂｓｅｒｖａｔｉｏｎｓ
ＰＡＡ ａｎｄ ｔｈｅ ｓｌｏｐｅ ｉｎ １Ｄ￣ＳＡＸ ｈａｖｅ ｔｏ ｂｅ ｂａｓｅｄ ｏｎ
ｖａｌｕｅｓ ｏｆ ｔｈｅ ｐｏｗｅｒ ｏｆ ｔｗｏꎬ ａｎｄ ｔｈｅ ＰＡＡ ｈａｓ ｔｏ ｂｅ
ｌａｒｇｅｒ ｔｈａｎ ｔｈｅ ｓｌｏｐｅ.
２.３　 Ｇｒａｐｈｉｃ Ｕｓｅｒ Ｉｎｔｅｒｆａｃｅ (ＧＵＩ) ｏｆ ｔｈｅ ｓｙｓｔｅｍ
Ｆｉｇ. １ ｐｒｅｓｅｎｔｓ ｔｈｅ ＧＵＩ ｆｏｒ ｔｈｅ ｓｙｓｔｅｍ ｃｏｎｓｉｓｔｓ ｏｆ
ｔｈｒｅｅ ｓｅｃｔｉｏｎｓ. Ｓｅｃｔｉｏｎ １ ｉｓ ｕｓｅｄ ｔｏ ｄｅｆｉｎｅ ａｒｅａｓ
ｕｎｄｅｒ ｉｎｖｅｓｔｉｇａｔｉｏｎ. Ｓｅｃｔｉｏｎ ２ ｉｎｔｅｇｒａｔｅｓ ｔｈｅ ｆｕｎｃｔｉｏｎｓ
ｏｆ ｔｈｅ ｆｏｕｒ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ａｎｄ ｈｅａｔｍａｐꎬ ｗｈｉｃｈ ｗｉｌｌ
ｂｅ ｕｓｅｄ ｔｏ ｇｅｎｅｒａｔｅ ｃｏｎｔｉｎｕｏｕｓ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ａｎｄ
ｖｉｓｕａｌｉｚｅ ｔｈｅ ｉｎｔｅｎｓｉｔｙ ｄｉｓｔｒｉｂｕｔｉｏｎ ｏｆ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ
ｗａｖｅｓ ｏｖｅｒ ａｎ ａｒｅａ ｄｅｆｉｎｅｄ ｉｎ Ｓｅｃｔｉｏｎ １. Ｓｅｃｔｉｏｎ ３ ｉｓ
ｃｏｍｐｏｓｅｄ ｏｆ ｔｈｅ ｆｏｕｒ ａｌｇｏｒｉｔｈｍｓ ｄｅｓｃｒｉｂｅｄ ａｂｏｖｅ ｗｉｔｈ
ｐａｒａｍｅｔｅｒ ｉｎｐｕｔ.
Ｆｉｇ.１　 Ｔｈｅ ｇｒａｐｈｉｃａｌ ｕｓｅｒ ｉｎｔｅｒｆａｃｅ ｏｆ ｔｈｅ ｓｙｓｔｅｍ
Ｔｈｅ ｄｅｔｅｃｔｉｏｎ ｐｒｏｃｅｓｓ ｓｔａｒｔｓ ｗｉｔｈ ｂｒｏｗｓｉｎｇ ｔｈｅ
ｌｏｃａｌ ｄｒｉｖｅ ｔｏ ｕｐｌｏａｄ ａ ｓａｔｅｌｌｉｔｅ ｄａｔａ ｆｉｌｅꎬ ｅｎｔｅｒｓ ｔｈｅ
ｌａｔｉｔｕｄｅ ａｎｄ ｌｏｎｇｉｔｕｄｅ ｏｆ ｔｈｅ ｅｐｉｃｅｎｔｅｒ ｏｆ ａｎ ｅａｒｔｈ￣
ｑｕａｋｅꎬ ｔｈｅ ｄａｔｅ ｗｈｅｎ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｅｄ ａｎｄ
ｔｈｅ ｌｅｎｇｔｈ ｏｆ ｒａｄｉｕｓ ｆｏｒ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｐｒｏｎｅ ｒｅｇｉｏｎꎬ
ｔｈｅ ｓｙｓｔｅｍ ｗｉｌｌ ｔｈｅｎ ｅｘｔｒａｃｔ ｔｈｅ ｓａｔｅｌｌｉｔｅ ｄａｔａ ｆｒｏｍ
ｔｈｅ ｆｉｌｅ ｉｎ ａｃｃｏｒｄａｎｃｅ ｗｉｔｈ ｔｈｅ ｅｎｔｅｒｅｄ ｖａｌｕｅｓ. Ａｓ ｔｈｅ
ｄｅｆａｕｌｔ ｓｅｔｔｉｎｇꎬ ｔｈｅ ｓｔｕｄｙ ａｒｅａ ｉｓ ｅｖｅｎｌｙ ｄｉｖｉｄｅｄ ｉｎｔｏ
ａ ｓｅｔ ｏｆ ９ ｇｒｉｄｓ ｗｈｅｎ “ Ｃｒｅａｔｅ Ｇｒｉｄ ” ｂｕｔｔｏｎ ｉｓ
ｃｌｉｃｋｅｄꎬ ｔｈｕｓ ９ ｒｅｓｐｅｃｔｉｖｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａｓｅｔｓ ｃａｎ
ｂｅ ｓｉｍｕｌｔａｎｅｏｕｓｌｙ ｇｅｎｅｒａｔｅｄ ｕｓｉｎｇ ｔｈｅ ｆｏｕｒ ｐｒｅ￣ｐｒｏ￣
ｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓꎬ ｃｏｒｒｅｓｐｏｎｄｉｎｇ ｔｏ ｔｈｅ ｎｉｎｅ ｅｖｅｎ
ｇｒｉｄｓ ｄｅｆｉｎｅｄ ｗｉｔｈ ｒｅｓｐｅｃｔ ｔｏ ｔｈｅ ｒａｄｉｕｓ.
Ｏｎｃｅ ｏｎｅ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎ ｉｓ ｃｈｏｓｅｎ ａｎｄ
ｒｕｎꎬ ９ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａｓｅｔｓ ｗｉｌｌ ｂｅ ｇｅｎｅｒａｔｅｄ ａｎｄ ｄｉｓ￣
ｐｌａｙｅｄ ｏｖｅｒ ｅａｃｈ ｏｆ ｔｈｅ ｇｒｉｄｓ ｏｆ ｔｈｅ ａｒｅａ. Ａｄｄｉｔｉｏｎａｌ￣
ｌｙꎬ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｏｖｅｒ ｔｈｅ ｇｒｉｄｓ ｃａｎ ｂｅ
ｒｅｎｄｅｒｅｄ ｂｙ ｔｈｅ ＨｅａｔＭａｐꎬ ｓｈｏｗｉｎｇ ｔｈｅ ｄｉｓｔｒｉｂｕｔｉｏｎ
ｏｆ ｔｈｅ ａｖｅｒａｇｅｄ ｉｎｔｅｎｓｉｔｉｅｓ ｏｆ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ
ｅｍｉｓｓｉｏｎ ｏｖｅｒ ｔｈｅ ａｒｅａ ｏｆ ｉｎｔｅｒｅｓｔ. Ｔｈｅｓｅ ｆｕｎｃｔｉｏｎｓ
ｐｒｏｖｉｄｅ ｕｓｅｒｓ ｗｉｔｈ ｔｈｅ ｄｅｓｃｒｉｐｔｉｖｅ ｓｕｍｍａｒｙ ｏｆ ｔｈｅ
ｏｂｓｅｒｖｅｄ ｄａｔａ ｂｙ ｔｈｅ Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅｓ ａｎｄ ａｌｌｏｗ ｕｓｅｒｓ
ｔｏ ｈａｖｅ ａ ｐｅｒｃｅｐｔｉｏｎ ｏｆ ｔｈｅ ｅｍｉｓｓｉｏｎ ａｎｄ ｐｏｓｓｉｂｌｅ
ｖａｒｉａｔｉｏｎｓ ｂｅｆｏｒｅ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ｏｖｅｒ ｔｈｅｍ ｂｅｉｎｇ
ｃｏｎｄｕｃｔｅｄ.
Ｉｎ Ｓｅｃｔｉｏｎ ３ ｏｆ Ｆｉｇ.１ꎬ ｅａｃｈ ａｌｇｏｒｉｔｈｍ ｈａｓ ｔｗｏ ｏｒ
ｔｈｒｅｅ ｉｎｐｕｔ ｆｉｅｌｄｓꎬ ａｌｌｏｗｉｎｇ ｕｓｅｒｓ ｔｏ ｉｎｐｕｔ ｐａｒａｍｅｔｅｒ
ｖａｌｕｅｓ ｂａｓｅｄ ｏｎ ｔｈｅ ｉｎｄｉｖｉｄｕａｌ ｒｅｑｕｉｒｅｍｅｎｔｓ.
Ｄｉｆｆｅｒｅｎｔ ｖａｌｕｅｓ ｃｈｏｓｅｎ ｃｏｕｌｄ ｈａｖｅ ｄｉｒｅｃｔ ｉｍｐａｃｔｓ ｏｎ
ｔｈｅ ｐｅｒｆｏｒｍａｎｃｅ ｏｆ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ. Ｔｈｅ ｆｏｌｌｏｗｉｎｇ
ｂｒｉｅｆｌｙ ｉｎｔｅｒｐｒｅｔｓ ｗｈａｔ ｒｏｌｅ ｔｈｅ ｐａｒａｍｅｔｅｒｓ ｐｌａｙ ｉｎ
ｅａｃｈ ｏｆ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ:
① Ｆｏｒ ＣＥ ｔｈｅ ｒａｎｇｅ ｏｆ λ ｖａｌｕｅｓ ｈａｓ ａ ｄｉｒｅｃｔ ｒｅ￣
ｌａｔｉｏｎ ｔｏ ｓｉｚｅｓ ｏｆ ｉｎｐｕｔ ｄａｔａｓｅｔｓ ｂｅｃａｕｓｅ ｉｔ ｄｅｎｏｔｅｓ ｔｈｅ
ａｍｏｕｎｔｓ ｏｆ ｈｉｓｔｏｒｉｃａｌ ｖａｌｕｅｓ ｔｈａｔ ｔｈｅ ａｌｇｏｒｉｔｈｍ ｉｓ
ｇｏｉｎｇ ｔｏ ｔａｋｅ ｉｎｔｏ ａｃｃｏｕｎｔ.
② Ｆｏｒ ｔｈｅ Ｆｕｚｚｙ Ｓｈａｐｅ￣ｂａｓｅｄ ｍｅｔｈｏｄꎬ ｔｈｅ
ｐｅａｋ ｄｉｓｔａｎｃｅ ｈａｓ ｔｏ ｂｅ ｓｅｌｅｃｔｅｄ ｉｎ ｄｉｒｅｃｔ ｐｒｏｐｏｒｔｉｏｎ
ｔｏ ｔｈｅ ｓｉｚｅｓ ｏｆ ｉｎｐｕｔ ｄａｔａｓｅｔｓ. Ｔｈｅ ｐｅａｋ ｄｉｓｔａｎｃｅ ｐａ￣
ｒａｍｅｔｅｒ ａｆｆｅｃｔｓ ｔｈｅ ｓｅｌｅｃｔｉｖｉｔｙ ａｎｄ ｔｈｅ ｆｉｎａｌ ｎｕｍｂｅｒ ｏｆ
ｐｅａｋｓꎬ ｗｈｉｃｈ ｄｅｓｃｒｉｂｅ ｔｈｅ ｒｅｄｕｃｅｄꎬ ａｆｔｅｒ ｔｈｅ ｐｒｅ￣
ｐｒｏｃｅｓｓｉｎｇ ｓｉｇｎａｌ.
③ Ｆｏｒ ＳＡＸꎬ ａｌｌ ｐａｒａｍｅｔｅｒｓ ｈａｖｅ ｔｏ ｂｅ ｓｅｌｅｃｔｅｄ
ｉｎ ｐｒｏｐｏｒｔｉｏｎ ｔｏ ｔｈｅ ｓｉｚｅｓ ｏｆ ｉｎｐｕｔ ｄａｔａｓｅｔｓ ｂｕｔ ｔｈｅｒｅ
ｉｓ ｎｏ ｏｔｈｅｒ ｒｅｑｕｉｒｅｍｅｎｔ.
④ １Ｄ￣ＳＡＸ ｃａｎ ａｃｃｅｐｔ ｏｎｌｙ ｐａｒａｍｅｔｅｒｓ ｏｎ ｔｈｅ
ｐｏｗｅｒ ｏｆ ｔｗｏ. Ｔｈｅ ｃｏｎｖｅｒｓｉｏｎ ｓｔａｇｅ ｔｏ ｓｙｍｂｏｌｓ ｉｓ
ｂａｓｅｄ ｏｎ ａ ｂｉｎａｒｙ ｃｏｎｖｅｒｓｉｏｎ. Ｔｈｅ ＰＡＡ ｈａｓ ｔｏ ｂｅ ｏｆ
ａ ｌａｒｇｅｒ ｖａｌｕｅ ｔｈａｎ ｔｈｅ ｓｌｏｐｅ.
Ｐａｒａｍｅｔｅｒｓ ｈａｖｅ ｔｏ ｂｅ ｔｕｎｅｄ ｔｈｒｏｕｇｈ ｅｘｐｅｒｉｍｅｎｔｓ
ｉｎ ｏｒｄｅｒ ｔｏ ｏｂｔａｉｎ ａｎ ｏｐｔｉｍａｌ ｏｎｅ. Ｔｈａｔ ｍｅａｎｓ ｓｅｌｅｃ￣
ｔｉｎｇ ｐａｒａｍｅｔｅｒ ｖａｌｕｅｓ ｉｓ ｄｅｐｅｎｄｅｎｔ ｏｎ ｉｎｄｉｖｉｄｕａｌ ａｐ￣
ｐｌｉｃａｔｉｏｎｓꎬ ｏｎｅ ｓｅｔ ｏｆ ｐａｒａｍｅｔｅｒ ｖａｌｕｅｓ ｏｎｌｙ ｃａｎ ｂｅ
ｒｅｇａｒｄｅｄ ａｓ ａ ｒｅｆｅｒｅｎｃｅꎬ ｗｈｉｃｈ ｍａｙ ｎｏｔ ｂｅ ｄｉｒｅｃｔｌｙ
ｕｓｅｄ ｔｏ ｏｔｈｅｒ ａｐｐｌｉｃａｔｉｏｎｓ. Ｔａｂ.１ ｐｒｅｓｅｎｔｓ ａ ｒａｎｇｅ ｏｆ
ｐｏｓｓｉｂｌｅ ｖａｌｕｅｓ ｆｏｒ ｔｈｅ ｐａｒａｍｅｔｅｒ ｔａｋｉｎｇ ｏｎꎬ ｗｈｉｃｈ
ａｒｅ ｏｂｔａｉｎｅｄ ｔｈｒｏｕｇｈ ｔｈｅ ｅｘｐｅｒｉｍｅｎｔｓ ｏｎ ２０ ｂｅｎｃｈ￣
ｍａｒｋ ｄａｔａｓｅｔｓ ａｎｄ ｐｒｅｌｉｍｉｎａｒｙ ｅｘｐｅｒｉｍｅｎｔｓ ｏｎ ｔｈｅ
Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅ ｄａｔａ. Ｔｈｅｓｅ ｓｕｇｇｅｓｔｅｄ ｖａｌｕｅｓ ｈａｖｅ
ｂｅｅｎ ｕｓｅｄ ｆｏｒ ａ ｒａｎｇｅ ｏｆ ａｎａｌｙｓｅｓ ｉｎ ｄｅｔｅｃｔｉｎｇ
９９
Ｊｏｕｒｎａｌ ｏｆ Ｇｅｏｄｅｓｙ ａｎｄ Ｇｅｏｉｎｆｏｒｍａｔｉｏｎ Ｓｃｉｅｎｃｅ ２０２１ Ｖｏｌ.４ Ｎｏ.１　 　 ｈｔｔｔｐ:∥ｊｇｇｓ.ｓｉｎｏｍａｐｓ.ｃｏｍ
ｓｅｉｓｍｉｃ ａｎｏｍａｌｙ ｅｘｅｒｃｉｓｅ ｂｙ ｔｈｅ ａｌｇｏｒｉｔｈｍｓꎬ
ｒｅｃｅｉｖｉｎｇ ａｃｃｅｐｔａｂｌｅ ｐｅｒｆｏｒｍａｎｃｅ.
Ｔａｂ.１　 Ｒａｎｇｅｓ ｏｆ ｐａｒａｍｅｔｅｒｓ ｆｏｒ ｔｈｅ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ
ａｌｇｏｒｉｔｈｍｓ
ＣＥ
(Ｋꎬ λ)
Ｆｕｚｚｙ
(Ｐꎬ ｗ)
ＳＡＸ
(Ｐꎬ ｗ)
１Ｄ￣ＳＡＸ
(ｐꎬ ｓꎬ ｗ)
Ｒａｎｇｅ
０.１~１０.０ꎬ
１~Ｎ
１~１０ꎬ
１~１０
１~１０ꎬ
１~１０
２~８ꎬ２~８ꎬ
２~８
　 　 Ｇｉｖｅｎ ａ ｓｅｔ ｏｆ ｏｐｔｉｍａｌ ｐａｒａｍｅｔｅｒ ｖａｌｕｅｓꎬ ａ ｆｕｒ￣
ｔｈｅｒ ｏｐｔｉｍｉｚａｔｉｏｎ ｓｈｏｕｌｄ ｂｅ ｃｏｎｄｕｃｔｅｄ ａｓ ａｐｐｌｙｉｎｇ
ｆｏｕｒ ｄｅｔｅｃｔｉｏｎ ａｌｇｏｒｉｔｈｍｓ ｏｎｔｏ ｆｏｕｒ ｓｅｔｓ ｏｆ ｔｉｍｅ ｓｅｒｉｅｓ
ｄａｔａ ｇｅｎｅｒａｔｅｄ ｆｒｏｍ ｔｈｅ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓ ｗｉｌｌ
ｐｒｏｄｕｃｅ ４×４ ａｎａｌｙｓｉｓ ｒｅｓｕｌｔｓ. Ａｔ ｔｈｅ ｃｕｒｒｅｎｔ ｓｔａｇｅꎬ
ｔｈｅ ｏｐｔｉｍｉｚａｔｉｏｎ ｏｆ ｓｅｌｅｃｔｉｎｇ ｏｎｅ ａｌｇｏｒｉｔｈｍ ｉｓ ｍａｎｕａｌ
ｗｏｒｋꎬ ａｎ ａｕｔｏｍａｔｉｃ ａｎｄ ｖｉａｂｌｅ ｍｅｔｈｏｄ ｆｏｒ ｔｈｉｓ ｉｓ ｕｎ￣
ｄｅｒ ｄｅｖｅｌｏｐｍｅｎｔ.
３　 Ａ Ｃａｓｅ Ｓｔｕｄｙ
Ｔｈｅ ｃａｓｅ ｓｔｕｄｙ ｄｅｍｏｎｓｔｒａｔｅｓ ｈｏｗ ｔｈｅ ｓｙｓｔｅｍ ｗｉｌｌ ｂｅ
ｕｓｅｄ ｔｏ ｄｅｔｅｃｔ ａｎｏｍａｌｉｅｓ ｏｖｅｒ ｔｈｅ ａｒｅａ ｕｎｄｅｒ ｉｎｖｅｓｔｉ￣
ｇａｔｉｏｎ. Ａｓ ｉｌｌｕｓｔｒａｔｅｄ ｉｎ Ｆｉｇ.１ꎬ ｔｈｅ ｄｅｔｅｃｔｉｏｎ ｐｒｏｃｅｓｓ
ｗｉｌｌ ｇｏ ｔｈｒｏｕｇｈ ｔｈｒｅｅ ｓｅｃｔｉｏｎｓ. Ｆｏｒ ｔｈｉｓ ｃａｓｅ ｓｔｕｄｙꎬ
ｗｅ ｓｅｌｅｃｔ ａｎ ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｅｄ ｉｎ Ｐｅｒｕ ｗｉｔｈ ６.８
ｍａｇｎｉｔｕｄｅｓ. Ｔｈｅ ｏｃｃｕｒｒｅｎｃｅ ｏｆ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｗａｓ
ｏｎ ２４ Ａｕｇｕｓｔ ２０１４ ａｎｄ ｉｔｓ ｅｐｉｃｅｎｔｅｒ ｉｓ ｌｏｃａｔｅｄ ａｔ
１４.５９８°Ｓ ｌａｔｉｔｕｄｅ ａｎｄ ７３. ５７１°Ｗ ｌｏｎｇｉｔｕｄｅ. Ｂｅｆｏｒｅ
ｅｎｔｅｒｉｎｇ ｔｈｉｓ ｉｎｆｏｒｍａｔｉｏｎ ｏｎｔｏ ｔｈｅ ｉｎｐｕｔ ｆｉｅｌｄｓ ｉｎ ｔｈｅ
ＧＵＩꎬ ｗｅ ｎｅｅｄ ｔｏ ａｃｑｕｉｒｅ ａｂｏｕｔ ｏｎｅ ｙｅａｒ ｓａｔｅｌｌｉｔｅ
ｄａｔａ ｉｎｔｏ ｔｈｒｅｅ ｆｉｌｅｓꎬ ｎａｍｅｌｙ Ｓｗａｒｍ Ａꎬ Ｂ ａｎｄ Ｃꎬ
ａｎｄ ｔｈｅｎ ｕｐｌｏａｄ ｏｎｅ ｉｎｔｏ ｔｈｅ ｓｙｓｔｅｍ ｅａｃｈ ｔｉｍｅ. Ｗｅ
ａｌｓｏ ｕｓｅ ｔｈｅ ｅｐｉｃｅｎｔｅｒ ａｎｄ ５００ ｋｉｌｏｍｅｔｅｒｓ ａｓ ｔｈｅ ｃｅｎ￣
ｔｅｒ ａｎｄ ｒａｄｉｕｓꎬ ｒｅｓｐｅｃｔｉｖｅｌｙꎬ ｔｏ ｄｒａｗ ａ ｓｑｕａｒｅ ａｓ ｔｈｅ
ａｒｅａ ｕｎｄｅｒ ｉｎｖｅｓｔｉｇａｔｉｏｎꎬ ｉｔ ｉｓ ｅｖｅｎｌｙ ｄｉｖｉｄｅｄ ｉｎｔｏ ａ
ｓｅｔ ｏｆ ９ ｇｒｉｄｓ.
Ｏｎ ｔｈｅ ｂａｓｉｓ ｏｆ ｔｈｅ ｅｎｔｅｒｅｄ ｐａｒａｍｅｔｅｒｓ ｉｎ
Ｓｅｃｔｉｏｎ １ ｏｆ ｔｈｅ ＧＵＩꎬ ｗｅ ｃａｎ ｓｅｌｅｃｔ ａ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ
ｆｕｎｃｔｉｏｎ ｉｎ Ｓｅｃｔｉｏｎ ２ꎬ ｓｕｃｈ ａｓ “Ｍｅａｎ”ꎬ ｔｈｅｎ ９ ｔｉｍｅ
ｓｅｒｉｅｓ ｄａｔａｓｅｔｓ ａｒｅ ｇｅｎｅｒａｔｅｄ ａｎｄ ｒｅｎｄｅｒｅｄ ｉｎ Ｆｉｇ.２.
Ｆｉｇ.２　 Ｍｅａｎ ｖｉｓｕａｌｉｚａｔｉｏｎ
　 　 Ｗｈｉｃｈ ｒｅｐｒｅｓｅｎｔｓ ｔｈｅ ｍｅａｎ ｖａｌｕｅｓ ｏｆ ｅｖｅｒｙ ｆｉｖｅ
ｄａｙｓ ｉｎ ｅａｃｈ ｇｒｉｄ ｆｏｒ １０ ｍｏｎｔｈｓ. Ｔｈｅ ｒｅｄ ｄａｓｈ ｌｉｎｅ ｉｎ
ｅａｃｈ ｏｆ ｔｈｅ ｇｒｉｄｓ ｍａｒｋｓ ｔｈｅ ｄａｔｅ ｗｈｅｎ ｔｈｅ
ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｅｄ. Ｂｙ ａ ｖｉｓｕａｌ ｉｎｓｐｅｃｔｉｏｎꎬ ｗｅ ｓｅｅ
００１
Ｙａｘｉｎ ＢＩ ｅｔ ａｌ.:Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅｔｅｃｔｉｏｎ ｆｏｒ Ｓｗａｒｍ Ｏｂｓｅｒｖａｔｉｏｎｓ
ｍｏｒｅ ｖａｒｉａｔｉｏｎｓ ｏｆ ｉｎｔｅｎｓｉｔｉｅｓ ｉｎ ｔｈｅ ｓｅｃｏｎｄ ａｎｄ ｔｈｉｒｄ
ｃｏｌｕｍｎｓ ｃｏｍｐａｒｅｄ ｗｉｔｈ ｔｈｅ ｆｉｒｓｔ ｃｏｌｕｍｎꎬ ｉｎ ｗｈｉｃｈ
ａｎｏｍａｌｉｅｓ ｃｏｕｌｄ ｂｅ ｔｈｏｕｇｈｔ ａｎｄ ｌｉｋｅｌｙ ｄｅｔｅｃｔｅｄ. Ｔｈｅ
ｉｎｔｅｎｓｉｔｉｅｓ ｏｆ ｅｌｅｃｔｒｏｍａｇｎｅｔｉｃ ｒａｄｉａｔｉｏｎ ｏｖｅｒ ｔｈｅ ｇｒｉｄｓ
ｃａｎ ｂｅ ｖｉｓｕａｌｉｚｅｄ ｂｙ ｔｈｅ ｈｅａｔｍａｐ ａｓ ｓｈｏｗｎ ｉｎ Ｆｉｇ.３.
Ｔｈｅ ｖａｌｕｅｓ ｒｅｎｄｅｒｅｄ ｉｎ ｔｈｅ ｈｅａｔｍａｐ ｒｅｐｒｅｓｅｎｔ ｔｈｅ ａｖ￣
ｅｒａｇｅ ｏｆ ｔｈｅ ｎｕｍｂｅｒ ｏｆ ｄａｙｓꎬ ａ ｖａｌｕｅ ５ ｅｎｔｅｒｅｄ ｉｎ ｉｎ￣
ｐｕｔ ｆｉｅｌｄｓ ｍｅａｎｓꎬ ｆｏｒ ｉｎｓｔａｎｃｅꎬ ｔｈｅ ｍｅａｎ ｏｆ ５ ｄａｙｓ.
Ｆｉｇ.３　 Ｔｈｅ ｉｎｔｅｎｓｉｔｙ ｈｅａｔｍａｐ ｏｆ ｔｈｅ ａｒｅａ ｏｆ ｔｈｅ Ｐｅｒｕ ｅａｒｔｈ￣
ｑｕａｋｅ
　 　 Ｏｎｃｅ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｇｅｎｅｒａｔｅｄꎬ ｉｔ ｉｓ ｒｅａｄｙ
ｔｏ ｃｏｎｄｕｃｔ ａｎｏｍａｌｙ ｄｅｔｅｃｔｉｏｎ ｏｎ ｔｈｅ ｄａｔａ ｇｉｖｅｎ ｉｎ
Ｆｉｇ.２ ｕｓｉｎｇ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ ｓｈｏｗｎ ｉｎ Ｆｉｇ.１. Ａ ｓｅｔ ｏｆ
ｓｅｌｅｃｔｅｄ ｐａｒａｍｅｔｅｒｓ ｆｏｒ ｔｈｅｓｅ ａｌｇｏｒｉｔｈｍｓ ａｒｅ ｇｉｖｅｎ ｉｎ
Ｔａｂ.２ ｂｅｌｏｗ.
Ｔａｂ.２　 Ｐａｒａｍｅｔｅｒ ｖａｌｕｅｓ ｆｏｒ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ
ＣＥ
(Ｋꎬ λ)
Ｆｕｚｚｙ
(Ｐꎬ ｗ)
ＳＡＸ
(Ｐꎬ ｗ)
１Ｄ￣ＳＡＸ
(ｐꎬ ｓꎬ ｗ)
Ｖａｌｕｅ (１ꎬ ６) (４ꎬ ２) (６ꎬ ４) (８ꎬ４ꎬ２)
Ｓｅｌｅｃｔｉｎｇ ｔｈｅ ａｌｇｏｒｉｔｈｍ ＣＵＳＵＭ￣ＥＷＭＡ (ＣＥ)
ｗｉｔｈ ｔｈｅ ｉｎｐｕｔ ｐａｒａｍｅｔｅｒｓ ｔｏ ａｎａｌｙｚｅ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ
ｄａｔａꎬ Ｆｉｇ. ４ ｐｒｅｓｅｎｔｓ ｔｈｅ ｄｅｔｅｃｔｉｎｇ ｒｅｓｕｌｔｓ ｔｈａｔ ａｒｅ
ｏｖｅｒｌａｉｄ ｏｎ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｉｎ ｅａｃｈ ｇｒｉｄ ａｎｄ
ｍａｒｋｅｄ ｗｉｔｈ ｒｅｄ ｌｉｎｅｓ ｔｈａｔ ｉｎｄｉｃａｔｅ ｔｈｅ ａｎｏｍａｌｉｅｓ ｄｅ￣
ｔｅｃｔｅｄ ｂｙ ｔｈｅ ａｌｇｏｒｉｔｈｍ. Ｌｏｏｋｉｎｇ ａｔ ｔｈｅｓｅ ｄａｔａ ｉｎ ｔｈｅ
９ ｇｒｉｄｓ ｏｎｌｙꎬ ｗｅ ｃａｎ ｎｏｔｅ ｓｏｍｅ ｖａｒｉａｔｉｏｎｓ ｏｆ ｉｎｔｅｎｓｉ￣
ｔｉｅｓꎬ ｐａｒｔｉｃｕｌａｒｌｙ ｉｎ ｔｈｅ ｓｅｃｏｎｄ ａｎｄ ｔｈｉｒｄ ｃｏｌｕｍｎｓꎬ
ｂｕｔ ｉｔ ｉｓ ｎｏｔ ｓｔｒａｉｇｈｔｆｏｒｗａｒｄ ｔｏ ｒｅｃｏｇｎｉｚｅ ｗｈｅｒｅ ｔｈｅｒｅ
ａｒｅ ａｂｎｏｒｍａｌ ｃｈａｎｇｅｓ ｂｅｆｏｒｅ ａｎｄ ａｆｔｅｒ ｔｈｅ ｅａｒｔｈ￣
ｑｕａｋｅ.
Ｆｉｇ.４　 Ｍｅａｎ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｗｉｔｈ Ａｌｇｏｒｉｔｈｍ ＣＥ
１０１
Ｊｏｕｒｎａｌ ｏｆ Ｇｅｏｄｅｓｙ ａｎｄ Ｇｅｏｉｎｆｏｒｍａｔｉｏｎ Ｓｃｉｅｎｃｅ ２０２１ Ｖｏｌ.４ Ｎｏ.１　 　 ｈｔｔｔｐ:∥ｊｇｇｓ.ｓｉｎｏｍａｐｓ.ｃｏｍ
　 　 Ａｓ ｓｅｅｎ ｔｈｅ ｒｅｄ ｌｉｎｅｓ ａｐｐｅａｒ ｉｎ ｅａｃｈ ｇｒｉｄꎬ ｂｕｔ
ｉｎ ｇｒｉｄｓ １ꎬ ２ꎬ ３ꎬ ５ ａｎｄ ６ꎬ ｔｈｅｙ ａｒｅ ｆｏｕｎｄ ａｆｔｅｒ ｔｈｅ
ｏｃｃｕｒｒｅｎｃｅ ｏｆ ｔｈｅ ｅａｒｔｈｑｕａｋｅꎬ ｗｈｅｒｅａｓ ｔｈｅ ｒｅｄ ｌｉｎｅｓ
ｉｎ ｇｒｉｄｓ ７ꎬ ８ ａｎｄ ９ ａｒｅ ｆｏｕｎｄ ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈｑｕａｋｅ.
Ｅｘｃｅｐｔｉｏｎａｌｌｙ ｉｎ ｇｒｉｄ ４ꎬ ｔｈｅ ａｎｏｍａｌｉｅｓ ａｐｐｅａｒ ｂｏｔｈ
ｂｅｆｏｒｅ ａｎｄ ａｆｔｅｒ ｔｈｅ ｅａｒｔｈｑｕａｋｅ. Ｌｉｎｋｉｎｇ ｔｈｅｓｅ ａｎｏｍ￣
ａｌｉｅｓ ｔｏ ｔｈｅ ｔｉｍｅ ｏｆ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｉｎｇꎬ ｔｈｅｙ
ａｐｐｅａｒ ｉｎ ｇｒｉｄｓ ４ꎬ ７ ａｎｄ ８ ａｂｏｕｔ ４ ｍｏｎｔｈｓ ａｈｅａｄ ｏｆ
ｔｈｅ ｅａｒｔｈｑｕａｋｅꎬ ａｎｄ ａｂｏｕｔ １ ｍｏｎｔｈ ｉｎ ｇｒｉｄ ９. Ａｓ ｏｐ￣
ｐｏｓｅｄ ｔｏ ｔｈｉｓꎬ ｔｈｅ ａｎｏｍａｌｙ ａｐｐｅａｒｓ ｉｎ ｇｒｉｄ １ ｉｓ ａｂｏｕｔ
３ ｍｏｎｔｈｓ ｌａｔｅｒ ｔｈａｎ ｔｈｅ ｅａｒｔｈｑｕａｋｅꎬ ｂｕｔ ｆｏｒ ｔｈｅ ｏｔｈ￣
ｅｒｓꎬ ｔｈｅｙ ａｐｐｅａｒ ａｂｏｕｔ ４ ｍｏｎｔｈｓ ｏｒ ｅｖｅｎ ｍｏｒｅ ａｆｔｅｒ
ｔｈｅ ｅａｒｔｈｑｕａｋｅ.
Ｃｏｍｐａｒｅｄ ｗｉｔｈ ｔｈｅ ａｎｏｍａｌｉｅｓ ｄｅｔｅｃｔｅｄ ｏｎ ｔｈｅ
ｓａｍｅ ｄａｔａ ｕｓｉｎｇ ｔｈｅ ａｌｇｏｒｉｔｈｍꎬ ｔｈｅｙ ａｒｅ ｎｏｔ
ｃｏｎｓｉｓｔｅｎｔ ｗｉｔｈ ｗｈａｔ ｉｓ ｉｎｓｐｅｃｔｅｄ ｂｙ ａ ｖｉｓｕａｌ ｉｎｓｐｅｃ￣
ｔｉｏｎ ａｐｐｒｏａｃｈ. Ｔｈｅ ｖｉｓｕａｌ ｉｎｓｐｅｃｔｉｏｎ ｍａｉｎｌｙ ｓｅｅｋｓ
ｓｈａｒｐ ｆｌｕｃｔｕａｔｉｏｎｓ ａｌｏｎｇ ｗｉｔｈ ｔｈｅ ｍｅａｎ ｏｆ ａ ｐｒｏｃｅｓｓꎬ
ｔｈａｔ ｉｓ ｗｈｅｒｅ ｔｈｅ ｓｔｒｏｎｇ ｖａｒｉａｔｉｏｎｓ ｏｆ ｉｎｔｅｎｓｉｔｉｅｓ
ｏｃｃｕｒꎬ ａｎｄ ｔｈｅｎ ｐｅｒｃｅｉｖｅｓ ｔｈｅｍ ｐａｒｔ ａｓ ａｎｏｍａｌｉｅｓ.
Ｈｏｗｅｖｅｒꎬ ｗｈｅｎ ｔｈｅ ＣＥ ａｌｇｏｒｉｔｈｍ ｄｅｔｅｃｔｉｎｇ
ａｎｏｍａｌｉｅｓꎬ ｉｔ ａｓｓｕｍｅｓ ｔｈａｔ ｔｈｅ ｇｅｎｅｒａｔｉｖｅ ｐｒｏｃｅｓｓ ｏｆ
ｍｅａｎｓ ｏｂｅｙｓ ａ Ｇａｕｓｓｉａｎ ｄｉｓｔｒｉｂｕｔｉｏｎ. Ｔｈｒｏｕｇｈ ａｄｊｕｓ￣
ｔｉｎｇ ａ ｐａｉｒ ｐａｒａｍｅｔｅｒｓ (Ｋꎬ λ)ꎬ ｔｈｅ ａｌｇｏｒｉｔｈｍ ｃａｌｃｕ￣
ｌａｔｅｓ ｔｈｅ ＣＵＳＵＭ ａｎｄ ＥＷＭＡ ｓｔａｔｉｓｔｉｃｓ ｉｎ ａｄｄｉｔｉｏｎ ｔｏ
ｔｈｅ ｎｕｍｂｅｒ ｏｆ ｐａｓｔ ｖａｌｕｅｓ ｉｎ ｔｈｅ ｐｒｏｃｅｓｓꎬ ｆｉｎａｌｌｙ ａｓ￣
ｃｅｒｔａｉｎｓ ｗｈｅｔｈｅｒ ｔｈｅｒｅ ａｒｅ ａｎｏｍａｌｉｅｓ ｗｉｔｈｉｎ ｔｈｅ
ｐｒｏｃｅｓｓ. Ａｐｐａｒｅｎｔｌｙ ｔｈｅ ｌａｔｔｅｒ ｉｓ ｂｅ ｍｕｃｈ ｍｏｒｅ
ｒｏｂｕｓｔ ｔｈａｎ ｔｈｅ ｆｏｒｍｅｒꎬ ａｎｄ ｔｈｅ ｐｒｏｃｅｓｓ ｏｆ
ｄｅｔｅｒｍｉｎｉｎｇ ａｎｏｍａｌｉｅｓ ｉｓ ｔｒａｃｅａｂｌｅ ａｎｄ ｅｘｐｌａｉｎａｂｌｅꎬ
ｈｏｗｅｖｅｒꎬ ａ ｎｕｍｂｅｒ ｏｆ ａｎｏｍａｌｉｅｓ ｄｅｔｅｃｔｅｄ ｃｏｕｌｄ ｎｏｔ
ｂｅ ｐｅｒｃｅｉｖｅｄ ａｓ ａｎｏｍａｌｉｅｓ ｍａｎｕａｌｌｙ.
Ｆｏｌｌｏｗｉｎｇ ｔｈｅ ｓａｍｅ ｐｒｏｃｅｓｓ ｏｎ ｔｈｅ ｓａｍｅ ｄａｔａ
ａｂｏｖｅ ａｌｏｎｇ ｗｉｔｈ ｔｈｅ ｐａｒａｍｅｔｅｒｓ ｇｉｖｅｎ ｉｎ Ｔａｂ.２ꎬ ｔｈｅ
ａｎａｌｙｓｅｓ ｈａｖｅ ｂｅｅｎ ｃｏｎｄｕｃｔｅｄ ｕｓｉｎｇ ｔｈｅ Ａｌｇｏｒｉｔｈｍｓ
ｏｆ Ｆｕｚｚｙꎬ ＳＡＸ ａｎｄ １Ｄ￣ＳＡＸꎬ ｒｅｓｐｅｃｔｉｖｅｌｙ. Ｔｈｅ ａｎａ￣
ｌｙｚｉｎｇ ｒｅｓｕｌｔｓ ａｒｅ ｏｖｅｒｌａｉｄ ｏｎ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ａｓ
ｐｒｅｓｅｎｔｅｄ ｉｎ Ｆｉｇｓ ５ꎬ ６ ａｎｄ ７ꎬ ｒｅｓｐｅｃｔｉｖｅｌｙꎬ ｉｎ ｗｈｉｃｈ
ｔｈｅ ｄｅｔｅｃｔｅｄ ａｎｏｍａｌｉｅｓ ａｒｅ ｍａｒｋｅｄ ｗｉｔｈ ｂｌａｃｋꎬ ｇｒｅｅｎ
ａｎｄ ｂｌｕｅ ｌｉｎｅｓ. Ｉｔ ｉｓ ｗｏｒｔｈ ｎｏｔｉｎｇ ｔｈａｔ ｔｈｅ ａｎｏｍａｌｉｅｓ
ｄｅｔｅｃｔｅｄ ｂｙ Ｆｕｚｚｙ ａｎｄ １Ｄ￣ＳＡＸ ｉｎ Ｆｉｇｓ.５ ａｎｄ ７ ａｌｌ
ａｐｐｅａｒ ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈｑｕａｋｅꎬ ａｎｄ ｍｏｒｅ ｔｈａｎ ｏｎｅ
ａｎｏｍａｌｙ ｗｅｒｅ ｄｅｔｅｃｔｅｄ ｉｎ ｅａｃｈ ｇｒｉｄ. Ｔｈｅ ｔｉｍｅｓ ｏｆ
ａｎｏｍａｌｙ ａｐｐｅａｒｉｎｇ ａｇａｉｎｓｔ ｔｈｅ ｏｃｃｕｒｒｅｎｃｅ ｏｆ ｔｈｅ
ｅａｒｔｈｑｕａｋｅ ａｒｅ ｖａｒｉｅｄꎬ ｔｈｅｙ ａｒｅ ｆｒｏｍ １ ｔｏ ４ ｍｏｎｔｈｓ
ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｉｎｇ.
Ｆｉｇ.５　 Ｍｅａｎ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｗｉｔｈ Ｆｕｚｚｙ Ｉｎｓｐｉｒｅｄ Ａｌｇｏｒｉｔｈｍ
２０１
Ｙａｘｉｎ ＢＩ ｅｔ ａｌ.:Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅｔｅｃｔｉｏｎ ｆｏｒ Ｓｗａｒｍ Ｏｂｓｅｒｖａｔｉｏｎｓ
Ｆｉｇ.６　 Ｍｅａｎ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｗｉｔｈ Ａｌｇｏｒｉｔｈｍ ＳＡＸ
Ｆｉｇ.７　 Ｍｅａｎ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｗｉｔｈ Ａｌｇｏｒｉｔｈｍ １Ｄ￣ＳＡＸ
３０１
Ｊｏｕｒｎａｌ ｏｆ Ｇｅｏｄｅｓｙ ａｎｄ Ｇｅｏｉｎｆｏｒｍａｔｉｏｎ Ｓｃｉｅｎｃｅ ２０２１ Ｖｏｌ.４ Ｎｏ.１　 　 ｈｔｔｔｐ:∥ｊｇｇｓ.ｓｉｎｏｍａｐｓ.ｃｏｍ
　 　 Ｅｘａｍｉｎｉｎｇ ｔｈｅ ｔｉｍｅｓ ｏｆ ｔｈｅ ａｎｏｍａｌｙ ａｐｐｅａｒｉｎｇ
ｉｎ ｄｅｔａｉｌꎬ ｔｈｅ ａｎｏｍａｌｉｅｓ ｄｉｓｃｏｖｅｒｅｄ ｂｙ ｔｈｅ ａｌｇｏｒｉｔｈｍ
１Ｄ￣ＳＡＸ ａｒｅ ｍｏｒｅ ｃｌｏｓｅｒ ｔｏ ｗｈｅｎ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｏｃ￣
ｃｕｒｒｅｄ. Ｆｏｒ ｉｎｓｔａｎｃｅꎬ ｉｎ ｇｒｉｄ ５ ｏｆ Ｆｉｇ.７ꎬ ｔｈｅ ａｎｏｍａｌｙ
ｄｅｔｅｃｔｅｄ ｉｎ Ｊｕｌｙ ｉｓ ａｂｏｕｔ ｏｎｅ ｍｏｎｔｈ ａｗａｙ ｆｒｏｍ ｔｈｅ
ｔｉｍｅ ｏｆ ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｉｎｇ. Ｏｎ ｔｈｅ ｏｔｈｅｒ ｈａｎｄꎬ
ｔｈｅ ｄｉｓｔｒｉｂｕｔｉｏｎ ｏｆ ｔｈｅ ａｎｏｍａｌｉｅｓ ａｃｒｏｓｓ ｔｈｅｓｅ ｇｒｉｄｓ ｉｎ
Ｆｉｇ.５ ａｎｄ ７ ａｒｅ ｎｏｔ ｅｖｅｎꎬ ｎｏ ｒｅｇｕｌａｒ ｐａｔｔｅｒｎ ｃａｎ ｂｅ
ｆｏｕｎｄ. Ａｓ ｏｐｐｏｓｅｄ ｔｏ Ｆｉｇ.５ ａｎｄ ７ꎬ ｔｈｅｒｅ ａｒｅ ｏｎｅ ｏｒ
ｔｗｏ ａｎｏｍａｌｉｅｓ ｆｏｕｎｄ ｉｎ ｔｈｅ ｇｒｉｄｓꎬ ｅｘｃｅｐｔ ｇｒｉｄｓ ４ ａｎｄ
７ ｉｎ Ｆｉｇ.６ꎬ ａｌｌ ａｎｏｍａｌｉｅｓ ａｒｅ ｆｏｕｎｄ ｂｅｆｏｒｅ ｔｈｅ ｅａｒｔｈ￣
ｑｕａｋｅꎬ ａｂｏｕｔ ４ ｍｏｎｔｈｓ ａｈｅａｄ ｏｆ ｔｈｅ ｅａｒｔｈｑｕａｋｅ.
Ｔｈｅ ｐｒｅｃｅｄｉｎｇ ｆｉｇｕｒｅｓ ｄｅｍｏｎｓｔｒａｔｅ ｔｈｅ ｐｒｏｃｅｓｓ
ｏｆ ａｐｐｌｙｉｎｇ ｔｈｅ ｆｏｕｒ ａｌｇｏｒｉｔｈｍｓ ｔｏ ｄｅｔｅｃｔ ａｎｏｍａｌｉｅｓ
ｏｎ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｐｒｏｄｕｃｅｄ ｂｙ ｔｈｅ Ｍｅａｎ ｐｒｅ￣
ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎꎬ ａｓ ｗｅｌｌ ａｓ ｔｈｅ ｉｎｓｉｇｈｔｓ ｉｎｔｏ ｔｈｅ
ｄｅｔｅｃｔｅｄ ｒｅｓｕｌｔｓꎬ ｔｈｅ ｒｅｍａｉｎｉｎｇ ｓｔｅｐ ｉｓ ｔｏ ｅｘａｍｉｎｅ
ｈｏｗ ａ ｓｉｎｇｌｅ ａｌｇｏｒｉｔｈｍ ｂｅｈａｖｅ ｏｖｅｒ ｔｈｅ ｄａｔａｓｅｔｓ ｇｅｎ￣
ｅｒａｔｅｄ ｂｙ ｆｏｕｒ ｄｉｆｆｅｒｅｎｔ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓ.
Ｆｉｇ.８ ｐｕｔｓ ｔｏｇｅｔｈｅｒ ｔｈｅ ｆｏｕｒ ｄｅｔｅｃｔｉｎｇ ｒｅｓｕｌｔｓ ｂｙ
ｔｈｅ ＣＥ ａｌｇｏｒｉｔｈｍ ｏｎ ｔｈｅ ｆｏｕｒ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｐｒｏ￣
ｄｕｃｅｄ ｂｙ ｔｈｅ “Ｍｅａｎ”ꎬ “Ｆｉｒｓｔ ｐｏｉｎｔ”ꎬ “Ｍｏｄｅ” ａｎｄ
“Ｕｓｅｒ ｓｅｌｅｃｔｅｄ” ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓꎬ ｒｅｓｐｅｃ￣
ｔｉｖｅｌｙ. Ｉｔ ｃａｎ ｂｅ ｏｂｓｅｒｖｅｄ ｔｈｅ ｒｅｓｕｌｔｉｎｇ ａｎｏｍａｌｉｅｓ ａｐ￣
ｐｅａｒ ａｔ ｄｉｆｆｅｒｅｎｔ ｔｉｍｅｓꎬ ｂｅｆｏｒｅ ａｎｄ ａｆｔｅｒ ｔｈｅ ｄａｔｅ ｏｆ
ｔｈｅ ｅａｒｔｈｑｕａｋｅ ｏｃｃｕｒｒｉｎｇ. Ｔｈｅｒｅ ａｒｅ ｍｏｒｅ ａｎｏｍａｌｉｅｓ
ｄｅｔｅｃｔｅｄ ｏｎ ｔｈｅ ｄａｔａ ｄｅｒｉｖｅｄ ｂｙ “Ｍｏｄｅ” ａｎｄ “Ｕｓｅｒ
ｓｅｌｅｃｔｅｄ” ｃｏｍｐａｒｅｄ ｗｉｔｈ ｔｈｏｓｅ “Ｍｅａｎ” ａｎｄ “Ｆｉｒｓｔ
ｐｏｉｎｔ”ꎬ ｂｕｔ ｔｈｅｙ ｂｅｈａｖｅ ｑｕｉｔｅ ｄｉｆｆｅｒｅｎｔｌｙꎬ ａｎｄ ａｌｓｏ ｉｔ
ｉｓ ｎｏｔ ｓｔｒａｉｇｈｔｆｏｒｗａｒｄ ｔｏ ｉｄｅｎｔｉｆｙ ｒｅｇｕｌａｒ ｐａｔｔｅｒｎｓ ｆｒｏｍ
ｔｈｅ ｆｉｇｕｒｅ. Ｔｈｅ ｓｉｍｉｌａｒ ｒｅｓｕｌｔｓ ｈａｖｅ ｂｅｅｎ ｏｂｔａｉｎｅｄ ｂｙ
ｔｈｅ ａｌｇｏｒｉｔｈｍｓ ｏｆ Ｆｕｚｚｙꎬ ＳＡＸ ａｎｄ １Ｄ￣ＳＡＸ ｏｖｅｒ ｔｈｅ
ｓａｍｅ ｄａｔａ ｇｅｎｅｒａｔｅｄ ｂｙ ｔｈｅ ｆｏｕｒ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃ￣
ｔｉｏｎｓ.
４　 Ｄｉｓｃｕｓｓｉｏｎｓ
Ｆｉｇｓ.４ꎬ ５ꎬ ６ ａｎｄ ７ ｐｒｅｓｅｎｔ ｔｈｅ ａｎａｌｙｓｉｓ ｅｆｆｅｃｔｉｖｅｎｅｓｓ
ｏｆ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ ｄｅｖｅｌｏｐｅｄ ｂｙ ｏｕｒｓｅｌｖｅｓ ａｎｄ ｔｈｅ
ｃｏｍｐａｒａｔｉｖｅ ｐｅｒｆｏｒｍａｎｃｅ ｏｆ ｔｗｏ ｓｉｍｉｌａｒ ａｌｇｏｒｉｔｈｍｓ
ＳＡＸ ａｎｄ １Ｄ￣ＳＡＸ. Ｆｒｏｍ ｔｈｅｓｅ ｆｉｇｕｒｅｓꎬ ｉｔ ｉｓ ｅｖｉｄｅｎｔ
ｔｈａｔ ｔｈｅｓｅ ａｌｇｏｒｉｔｈｍｓ ｈａｖｅ ｄｉｆｆｅｒｅｎｔ ａｂｉｌｉｔｉｅｓ ｔｏ ｄｅｔｅｃｔ
ａｎｏｍａｌｉｅｓꎬ ｉ.ｅ.ꎬ Ｆｕｚｚｙ ａｎｄ １Ｄ￣ＳＡＸ ｄｅｔｅｃｔｉｎｇ ｍｏｒｅ
ａｎｏｍａｌｉｅｓꎬ ｗｈｅｒｅａｓ ＣＥ ａｎｄ ＳＡＸ ｄｅｔｅｃｔｉｎｇ ｌｅｓｓꎬ
ｗｈｉｃｈ ａｒｅ ｍｏｒｅ ｃａｕｔｉｏｕｓ. Ｔｈｅ ｄｉｆｆｅｒｅｎｃｅｓ ｂｅｔｗｅｅｎ
ｔｈｅｍ ｃｏｕｌｄ ｃｏｍｅ ｆｒｏｍ ｄｉｆｆｅｒｅｎｔ ｃｈａｒａｃｔｅｒｉｓｔｉｃｓ ｏｆ
ｔｈｅｓｅ ａｌｇｏｒｉｔｈｍｓ. Ｔｈｅ ｆｉｒｓｔ ｉｓ ｔｈａｔ ｔｈｅｓｅ ａｌｇｏｒｉｔｈｍｓ
ｈａｖｅ ｄｉｆｆｅｒｅｎｔ ｒｅｐｒｅｓｅｎｔａｔｉｏｎｓ ｏｆ ｉｎｐｕｔ ｔｉｍｅ ｓｅｒｉｅｓ
ｄａｔａ. Ｔｈｅ ＣＵＳＵＭ￣ＥＷＭＡ (ＣＥ) ｄｏｅｓ ｎｏｔ ｈａｖｅ ａｎｙ
ｃｏｎｓｔｒａｉｎｔｓ ｏｎ ｔｈｅ ｒｅｐｒｅｓｅｎｔａｔｉｏｎ ｏｆ ｉｎｐｕｔ ｄａｔａꎬ ｂｕｔ ｉｔ
ｔｒｅａｔｓ ｉｎｐｕｔ ｄａｔａ ｉｎ ｔｈｅ ｆｏｒｍ ｏｆ ａ ｇｅｎｅｒａｔｉｖｅ ｐｒｏｃｅｓｓ
ｔｈａｔ ｆｏｌｌｏｗｓ ｔｈｅ Ｇａｕｓｓｉａｎ ｄｉｓｔｒｉｂｕｔｉｏｎ. Ｔｈｅ Ｆｕｚｚｙ￣Ｉｎ￣
ｓｐｉｒｅｄ ｍｅｔｈｏｄ ｔｒａｎｓｆｏｒｍｓ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ｂｙ ａ ｆｕｚｚｙ
ｆｕｎｃｔｉｏｎ ｄｅｆｉｎｅｄ ｏｎ ｔｈｅ ｂａｓｉｓ ｏｆ ｔｈｅ ｓｈａｐｅ ｏｆ ｔｈｅ
ｄａｔａ. ＳＡＸ ａｎｄ １Ｄ￣ＳＡＸ ｒｅｑｕｉｒｅ ａ ｓｙｍｂｏｌｉｃ ａｐｐｒｏｘｉ￣
ｍａｔｉｏｎ ｏｎ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ａｎｄ ｂｏｔｈ ａｒｅ ｃｏｎｓｉｄｅｒｅｄ
ｓｔａｔｅ￣ｏｆ￣ｔｈｅ￣ａｒｔ ａｌｇｏｒｉｔｈｍｓ.
Ｔｈｅ ｓｅｃｏｎｄ ｉｓ ｔｈａｔ ｔｈｅｓｅ ａｌｇｏｒｉｔｈｍｓ ｒｅｑｕｉｒｅ ｄｉｆ￣
ｆｅｒｅｎｔ ｐａｒａｍｅｔｅｒｓ. Ｔａｂ.１ ｓｈｏｗｓ ｔｈｅ ｒａｎｇｅ ｖａｌｕｅｓ ｏｆ ｔｈｅ
ｐａｒａｍｅｔｅｒｓ ｕｓｅｄ. Ｔｈｅ ｒａｎｇｅ ｖａｌｕｅｓ ｐｒｏｖｉｄｅｄ ｆｏｒ ｔｈｅ
ａｌｇｏｒｉｔｈｍｓ ａｒｅ ｂａｓｅｄ ｏｎ ａｎ ｅｘｔｅｎｓｉｖｅ ｅｘｐｅｒｉｍｅｎｔａｌ
ｓｔｕｄｙ ｏｎ ｒｅａｌ ａｎｄ ｂｅｎｃｈｍａｒｋ ｄａｔａ[１２ꎬ ２５] . Ｔｈｅ Ｆｕｚｚｙ
ａｎｄ ＳＡＸ ａｌｇｏｒｉｔｈｍｓ ｃｏｉｎｃｉｄｅｎｔａｌｌｙ ｈａｖｅ ａ ｓｉｍｉｌａｒ
ｆｕｎｃｔｉｏｎ ｒａｎｇｅꎬ ｔｈａｔ ｄｏｅｓ ｎｏｔ ｍｅａｎ ｔｈｅｙ ｈｅｎｃｅ ｈａｖｅ
ｔｈｅ ｓａｍｅ ｐａｒａｍｅｔｅｒ ｔｕｎｉｎｇ ｐｒｏｃｅｄｕｒｅ. Ａｃｃｏｒｄｉｎｇ ｔｏ
Ｌｉｔｅｒａｔｕｒｅ[２６]ꎬ ｔｈｅ ｂｅｓｔ ｐａｒａｍｅｔｅｒｓ ｆｏｒ １Ｄ￣ＳＡＸ ａｒｅ
ｆｏｒ ｓｌｏｐｅ ４ ａｎｄ ＰＡＡ ２. Ｔｈｅ ｗｏｒｄ ｌｅｎｇｔｈ ｗａｓ ｉｎ￣ｌｉｎｅ
ｔｏ ｔｈｅ ｐｒｅｖｉｏｕｓ ｓｙｍｂｏｌｉｃ ｒｅｐｒｅｓｅｎｔａｔｉｏｎａｌ ｍｅｔｈｏｄｓ ａｔ
４. Ｉｎ ｔｈｅ ａｌｇｏｒｉｔｈｍꎬ ｔｈｅ ａｌｐｈａｂｅｔ ｉｓ ｈａｒｄ￣ｃｏｄｅｄ ｔｏ
ｔｈｅ ｖａｌｕｅ ｏｆ ３ ｂａｓｅｄ ｏｎ ｔｈｅ ｂｅｓｔ ｅｘｐｅｒｉｍｅｎｔａｌ ｒｅｓｕｌｔｓ
ｓｕｇｇｅｓｔｅｄ ｉｎ Ｌｉｔｅｒａｔｕｒｅ[２５]ꎬ ａｌｌ ｏｆ ｗｈｉｃｈ ｈａｖｅ ｂｅｅｎ
ｃｏｎｓｉｄｅｒｅｄ ｉｎ ｔｈｉｓ ｃａｓｅ ｓｔｕｄｙ.
Ｔｈｅ ｓｕｉｔａｂｉｌｉｔｙ ｏｆ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ ｔｏ ｔｈｅ ｄａｔａ ｉｓ ａ
ｐｒｅｓｓｉｎｇ ｍａｔｔｅｒ. Ａｓ ｔｈｅ Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅｓ ｆｌｙ ａｌｏｎｇ
ｗｉｔｈ ｏｂｉｔｓꎬ ｄｕｅ ｔｏ ｔｈｅ ｌａｔｉｔｕｄｉｎａｌ ｄｉｆｆｅｒｅｎｃｅ ｏｎ ｔｈｅ
ｏｒｂｉｔｓꎬ ｔｈｉｓ ｒｅｓｕｌｔｓ ｉｎ ｔｈｅ ｐｅｒｉｏｄｉｃ ｏｓｃｉｌｌａｔｉｏｎ ｉｎ ｏｂ￣
ｓｅｒｖａｔｉｏｎｓ. Ｓｐｅｃｉｆｉｃａｌｌｙꎬ ｗｈｅｎ ｔｈｅ ｓａｔｅｌｌｉｔｅｓ ａｐｐｒｏａｃｈ
ｔｈｅ ｅｑｕａｔｏｒꎬ ｉ. ｅ.ꎬ ｔｈｅ ｌａｔｉｔｕｄｅ ｉｓ ｃｌｏｓｅ ｔｏ ｚｅｒｏ
ｄｅｇｒｅｅꎬ ｔｈｅ ｍａｇｎｅｔｉｃ ｆｉｅｌｄ ｉｓ ｇｅｔｔｉｎｇ ｔｈｅ ｗｅａｋｅｓｔꎬ
ｗｈｅｒｅａｓ ａｐｐｒｏａｃｈｉｎｇ ｔｈｅ ｐｏｌｅｓꎬ ｉ.ｅ.ꎬ ｔｈｅ ｌａｔｉｔｕｄｅ ｉｓ
ｃｌｏｓｅ ｔｏ ± ９０ ｄｅｇｒｅｅｓꎬ ｔｈｅ ｍａｇｎｅｔｉｃ ｆｉｅｌｄ ｉｓ ｇｅｔｔｉｎｇ
ｔｈｅ ｓｔｒｏｎｇｅｓｔ. Ｈｏｗｅｖｅｒꎬ ｉｔｓ ｆｏｏｔｐｒｉｎｔ ｈａｓ ａ ｖａｒｙｉｎｇ
ｌｅｎｇｔｈ ｏｆ ｇａｐｓ ｂｅｔｗｅｅｎ ｏｂｓｅｒｖａｔｉｏｎｓ ｏｎ ｔｗｏ ｃｏｎｓｅｃｕ￣
ｔｉｖｅ ｏｂｉｔｓ ａｎｄ ｔｈｅ ｗａｙ ｏｆ ｇｅｎｅｒａｔｉｎｇ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ
ｄｏｅｓ ｎｏｔ ｔａｋｅ ａ ｐｅｒｉｏｄｉｃ ｆｅａｔｕｒｅ ｉｎｔｏ ｃｏｎｓｉｄｅｒａｔｉｏｎ.
Ｆｒｏｍ ｔｈｉｓ ｐｅｒｓｐｅｃｔｉｖｅ ｔｈｅ Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅ ｄａｔａ ｉｓ ｒｅ￣
ｇａｒｄｅｄ ａｓ ｎｏｎ￣ｐｅｒｉｏｄｉｃ. Ｉｎ ｔｈｅ ｌｉｔｅｒａｔｕｒｅꎬ ｍｏｓｔ ａｌｇｏ￣
ｒｉｔｈｍｓ ｃｏｎｓｉｄｅｒ ｄａｔａ ａｓ ａ ｐｅｒｉｏｄｉｃ ｏｎｅꎬ ｗｈｉｃｈ ｉｓ
ｓｏｍｅｔｈｉｎｇ ｔｈａｔ ｉｓ ｅａｓｙ ｔｏ ａｄｄｒｅｓｓ ｗｉｔｈ ａ ｐｒｅｄｅｆｉｎｅｄ
４０１
Ｙａｘｉｎ ＢＩ ｅｔ ａｌ.:Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅｔｅｃｔｉｏｎ ｆｏｒ Ｓｗａｒｍ Ｏｂｓｅｒｖａｔｉｏｎｓ
ｗｉｎｄｏｗ ｆｏｒ ｔｈｅ ｓｙｍｂｏｌｉｃ ａｐｐｒｏｘｉｍａｔｉｏｎ. Ｈｏｗｅｖｅｒꎬ
ｏｕｒ ｓｙｓｔｅｍ ｈａｓ ｔｈｅ ａｂｉｌｉｔｙ ｔｏ ｈａｎｄｌｅ ｂｏｔｈ ｐｅｒｉｏｄｉｃ
ａｎｄ ｎｏｎｐｅｒｉｏｄｉｃ ｓｉｔｕａｔｉｏｎｓꎬ ｔｈａｔ ｉｓ ＣＥꎬ ＦＳＢ ａｎｄ １Ｄ￣
ＳＡＸ ａｒｅ ａｂｌｅ ｔｏ ｄｅａｌ ｗｉｔｈ ｂｏｔｈ ｐｅｒｉｏｄｉｃ ａｎｄ ｎｏｎ￣ｐｅ￣
ｒｉｏｄｉｃ ｄａｔａ ｗｈｉｌｅ ＳＡＸ ａｄｄｒｅｓｓｅｓ ｏｎｌｙ ｐｅｒｉｏｄｉｃ ｄａｔａ.
５０１
Ｊｏｕｒｎａｌ ｏｆ Ｇｅｏｄｅｓｙ ａｎｄ Ｇｅｏｉｎｆｏｒｍａｔｉｏｎ Ｓｃｉｅｎｃｅ ２０２１ Ｖｏｌ.４ Ｎｏ.１　 　 ｈｔｔｔｐ:∥ｊｇｇｓ.ｓｉｎｏｍａｐｓ.ｃｏｍ
Ｆｉｇ.８　 Ａｌｇｏｒｉｔｈｍ ＣＥ ｗｏｒｋｉｎｇ ｏｎ Ｍｅａｎꎬ Ｆｉｒｓｔ Ｐｏｉｎｔꎬ Ｍｏｄｅ ａｎｄ Ｕｓｅｒ ｓｅｌｅｃｔｅｄ ｐｏｉｎｔ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓ
　 　 Ｔｈｅ ａｂｏｖｅ ａｓｐｅｃｔｓ ａｒｅ ｐｏｓｓｉｂｌｅ ｆａｃｔｏｒｓ ｔｈａｔ
ｍｉｇｈｔ ｍａｋｅ ｔｈｅｓｅ ａｌｇｏｒｉｔｈｍｓ ｐｅｒｆｏｒｍ ｄｉｆｆｅｒｅｎｔｌｙ ｉｎ
ｄｅｔｅｃｔｉｎｇ ａｎｏｍａｌｉｅｓ ｆｒｏｍ ｔｈｅ Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅ ｄａｔａ.
Ｔｈｅ ｐｅｒｆｏｒｍａｎｃｅ ｏｆ ｔｈｅ ａｌｇｏｒｉｔｈｍｓ ｈａｓ ｂｅｅｎ
ｅｖａｌｕａｔｅｄ ａｇａｉｎｓｔ ｂｅｎｃｈｍａｒｋ ｄａｔａ ａｎｄ ｍｅａｓｕｒｅｄ ｂｙ ａ
ｎｏｖｅｌ ｍｅｔｒｉｃꎬ ｄｅｎｏｔｅｄ ｂｙ Ｒꎬ ｗｈｉｃｈ ｗａｓ ｄｅｔａｉｌｅｄ ｉｎ
６０１
Ｙａｘｉｎ ＢＩ ｅｔ ａｌ.:Ａｕｔｏｍａｔｉｃ Ａｎｏｍａｌｙ Ｄｅｔｅｃｔｉｏｎ ｆｏｒ Ｓｗａｒｍ Ｏｂｓｅｒｖａｔｉｏｎｓ
Ｌｉｔｅｒａｔｕｒｅ[２７]. Ｔｈｅ ｄｉｓｔｉｎｇｕｉｓｈｉｎｇ ｆｅａｔｕｒｅ ｏｆ ｍｅｔｒｉｃ
Ｒ ｉｓ ｔｏ ｔａｋｅ ｉｎｔｏ ａｃｃｏｕｎｔ ｔｈｅ ｓｕｂｓｅｑｕｅｎｃｅ ｌｅｎｇｔｈ ｉｎ
ａｄｄｉｔｉｏｎ ｔｏ ｔｈｅ ａｎｏｍａｌｏｕｓ ｌｏｃａｔｉｏｎ ｐｒｅｄｉｃｔｅｄ ｂｙ ｔｈｅ
ａｌｇｏｒｉｔｈｍｓ ａｎｄ ｔｈｅ ｔｒｕｅ ｏｎｅ.
Ｔｈｅ ｃｒｏｓｓ￣ｃｏｍｐａｒｉｓｏｎ ｏｎ ｔｈｅ ｆｏｕｒ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇ
ｆｕｎｃｔｉｏｎｓ ｂｙ ｔｈｅ ａｌｇｏｒｉｔｈｍ ｏｆ ＣＥ ｉｓ ｐｒｅｓｅｎｔｅｄ ｉｎ Ｆｉｇ.
８. Ａｓ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ ａｒｅ ｉｄｅｎｔｉｃａｌ ｆｏｒ ｔｈｏｓｅ ａｌ￣
ｇｏｒｉｔｈｍｓꎬ ｗｅ ｃｏｎｆｉｎｅ ｔｈｅ ａｔｔｅｎｔｉｏｎ ｔｏ Ｆｉｇ.８ ｏｎｌｙꎬ ｅｘ￣
ａｍｉｎｉｎｇ ｔｈｅ ｅｆｆｅｃｔｉｖｅｎｅｓｓ ａｎｄ ｔｈｅ ｒｅｌａｔｉｏｎ ｏｆ ｐｒｅ￣ｐｒｏ￣
ｃｅｓｓｉｎｇ ｆｕｎｃｔｉｏｎｓ. Ａｔ ｆｉｒｓｔ ｇｌａｎｃｅꎬ ｔｈｅ ｄａｔａ ｇｅｎｅｒａｔｅｄ
ｂｙ “Ｍｅａｎ” ｉｓ ｓｉｍｉｌａｒ ｔｏ ｏｎｅ ｂｙ “Ｆｉｒｓｔ ｐｏｉｎｔ”ꎬ ｗｈｅｒｅ
ｅｘｃｅｐｔ ｇｒｉｄｓ ２ ａｎｄ ５ꎬ ｏｔｈｅｒ ｇｒｉｄｓ ａｃｒｏｓｓ ｔｗｏ ｍｅｔｈｏｄｓ
ｃｏｒｒｅｓｐｏｎｄｉｎｇｌｙ ｈａｖｅ ａ ｖｅｒｙ ｓｉｍｉｌａｒ ｓｈａｐｅ. Ｍｏｒｅｏｖｅｒꎬ
ｔｈｅ ｄａｔａ ｐｒｏｄｕｃｅｄ ｂｙ “Ｍｏｄｅ” ｉｓ ａｌｓｏ ｓｉｍｉｌａｒ ｔｏ ｏｎｅ
ｂｙ “Ｕｓｅｒ ｓｅｌｅｃｔｅｄ” ｆｕｎｃｔｉｏｎ ｉｎ ｓｏｍｅ ａｓｐｅｃｔｓꎬ ｆｏｒ ｉｎ￣
ｓｔａｎｃｅꎬ ｂｏｔｈ ｄａｔａ ｃｏｎｔａｉｎｓ ｐｅｒｉｏｄｉｃ ｏｓｃｉｌｌａｔｉｏｎ ｉｎ ａｄ￣
ｄｉｔｉｏｎ ｔｏ ｇｒｉｄｓ １ꎬ ４ꎬ ５ ａｎｄ ８ ａｃｒｏｓｓ ｔｗｏ ｍｅｔｈｏｄｓ.
Ｏｎ ｔｈｅ ｏｔｈｅｒ ｈａｎｄꎬ ｗｈｅｎ ｅｘａｍｉｎｉｎｇ ｔｈｅ ａｎｏｍａ￣
ｌｉｅｓ ｄｅｔｅｃｔｅｄ ｏｖｅｒ ｔｈｅｓｅ ｇｒｉｄｓꎬ ｉｔ ｃａｎ ｂｅ ｐｏｓｔｕｌａｔｅｄ
ｔｈａｔ ｔｈｅ ｆｏｒｍｅｒ ｔｗｏ ｇｒｏｕｐｓ ｏｆ ｔｈｅ ｔｉｍｅ ｓｅｒｉｅｓ ｄａｔａ
ｃｏｎｔａｉｎ ｆｅｗｅｒ ｃｈａｎｇｅｓ ｔｈａｎ ｔｈｅ ｌａｔｔｅｒ ｔｗｏ ｇｒｏｕｐｓ ｏｆ
ｔｈｅ ｄａｔａꎬ ｗｈｉｃｈ ｉｓ ｅａｓｉｅｒ ｔｏ ｂｅ ｐｅｒｃｅｉｖｅｄ ｂｙ ｖｉｓｕａｌ
ｉｎｓｐｅｃｔｉｏｎ. Ｆｏｒ ｅｘａｍｐｌｅꎬ ｔｈｅ ｍａｘｉｍｕｍ ｎｕｍｂｅｒ ｏｆ
ａｎｏｍａｌｉｅｓ ｄｅｔｅｃｔｅｄ ｉｎ ｔｈｅ ｆｏｒｍｅｒ ｇｒｏｕｐｓ ｏｆ ｔｈｅ ｄａｔａ
ｉｓ ２ꎬ ｂｙ ｃｏｎｔｒａｓｔꎬ ｔｈｅ ｍａｘｉｍｕｍ ｎｕｍｂｅｒ ｉｓ ７ ｉｎ ｔｈｅ
ｏｔｈｅｒ ｔｗｏ ｇｒｏｕｐｓ ｏｆ ｔｈｅ ｄａｔａ. Ｈｏｗｅｖｅｒꎬ ｔｈｉｓ ｐｏｓｔｕｌａ￣
ｔｉｏｎ ｃｏｕｌｄ ｎｏｔ ｂｅ ｓｕｐｐｏｒｔｅｄ ｗｉｔｈ ｔｈｅ ｒｅｓｕｌｔｓ ｐｒｏｄｕｃｅｄ
ｂｙ ｔｈｅ ｏｔｈｅｒ ｔｈｒｅｅ ａｌｇｏｒｉｔｈｍｓ.
５　 Ｃｏｎｃｌｕｓｉｏｎ
Ａｔ ｔｈｅ ｈｅａｒｔ ｏｆ ｔｈｉｓ ｐａｐｅｒ ｉｓ ａｎ ｉｌｌｕｓｔｒａｔｉｏｎ ｏｆ ｔｈｅ ｓｙｓ￣
ｔｅｍ ｄｅｖｅｌｏｐｅｄ ｆｏｒ ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ ａｎｏｍａｌｉｅｓ ｉｎ
ｄａｔａ ｏｂｓｅｒｖｅｄ ｂｙ ｔｈｅ Ｓｗａｒｍ ｓａｔｅｌｌｉｔｅｓ ｆｏｒ ａ ｐａｒｔｉｃｕｌａｒ
ａｒｅａ ｕｎｄｅｒ ｉｎｖｅｓｔｉｇａｔｉｏｎ. Ｆｒｏｍ ｔｈｉｓ ｉｌｌｕｓｔｒａｔｉｏｎ ｗｅ
ｄｅｓｃｒｉｂｅ ｔｈｅ ｆｕｎｃｔｉｏｎａｌ ｃｏｍｐｏｎｅｎｔｓ ａｎｄ ｄｅｍｏｎｓｔｒａｔｅ
ａｎ ａｕｔｏｍａｔｉｃ ｐｒｏｃｅｓｓ ｏｆ ｄｅｔｅｃｔｉｎｇ ａｂｎｏｒｍａｌ ｃｈａｎｇｅｓ
ｗｉｔｈｉｎ ｔｈｅ ｄａｔａꎬ ｆｒｏｍ ｐｒｅ￣ｐｒｏｃｅｓｓｉｎｇꎬ ｓｙｍｂｏｌｉｃ ｒｅｐ￣
ｒｅｓｅｎｔａｔｉｏｎ ｏｆ ｄａｔａ ｔｏ ｆｉｎａｌｌｙ ｄｅｔｅｃｔｉｎｇ ｓｅｉｓｍｉｃ ａｎｏｍ￣
ａｌｉｅｓꎬ ｗｈｉｃｈ ｉｓ ｅｎｔｉｒｅｌｙ ｉｎｓｐｉｒｅｄ ａｎｄ ｇｕｉｄｅｄ ｂｙ ｔｈｅ
ｐｒｉｎｃｉｐｌｅ ｏｆ ｂｉｇ ｄａｔａ ａｎａｌｙｔｉｃｓ. Ｅａｃｈ ｐａｒｔ ｉｎｖｏｌｖｅｓ ａ
ｃｏｎｓｉｄｅｒａｂｌｅ ａｍｏｕｎｔ ｏｆ ｓｔｕｄｉｅｓꎬ ｄｅａｌｉｎｇ ｗｉｔｈ ｔｈｅ
ｃｈａｌｌｅｎｇｅｓ ｆａｃｅｄ ｂｙ ｔｈｅ ｓｔａｔｅ￣ｏｆ￣ｔｈｅ￣ａｒｔ ｓｔｕｄｉｅｓ ｉｎ ｔｈｅ
ｒｅｌａｔｅｄ ｍｕｌｔｉ￣ｄｉｓｃｉｐｌｉｎｅｓ ａｎｄ ｏｐｔｉｍｉｚａｔｉｏｎ ｏｆ
ｉｎｔｅｇｒａｔｉｎｇ ｔｈｅｍ ｔｏｇｅｔｈｅｒ ｉｎ ｏｒｄｅｒ ｔｏ ａｃｈｉｅｖｅ ｂｅｔｔｅｒ
ｄｅｔｅｃｔｉｎｇ ｐｅｒｆｏｒｍａｎｃｅ ｏｆ ｔｈｅ ｓｙｓｔｅｍ.
Ｔｈｒｏｕｇｈ ｒｕｎｎｉｎｇ ａ ｃａｓｅ ｓｔｕｄｙꎬ ｗｅ ｐｒｅｓｅｎｔ ａｎａｌ￣
ｙｓｉｓ ｒｅｓｕｌｔｓ ａｎｄ ｃｏｍｐａｒｉｓｏｎｓ ｆｏｒ ｂｏｔｈꎬ ａｃｒｏｓｓ ｔｈｅ ｆｏｕｒ
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