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We consider a problem of partial reconstruction of the source term, together with the
solution, in a linear parabolic Cauchy problem in Rm+n . The supplementary information,
which is necessary to solve it, is given by the knowledge of
∫
Rn
u(t, x, y)dμ(y) for
every (t, x), where u is the solution of the parabolic problem, and μ is a complex valued
Borel measure in Rn .
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1. Introduction
The aim of this paper is the study of the following inverse problem of reconstruction of the source term:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Dtu(t, x, y) = A(t, x, Dx)u(t, x, y) + B(t, y, Dy)u(t, x, y) + g(t, x) f (t, x, y),
(t, x, y) ∈ [0, T ] × Rm × Rn,
u(0, x, y) = u0(x, y), (x, y) ∈ Rm × Rn,∫
Rn
u(t, x, y)dμ(y) = φ(t, x), (t, x) ∈ [0, T ] × Rm,
(1.1)
with u and g unknown, f , u0, φ data of the problem. Roughly speaking (we shall see in the following the precise as-
sumptions) A(t, x, Dx) + B(t, y, Dy) is a strongly elliptic operator in Rm+n , μ is a Borel measure in Rn . The fact that the
function g in the source term is unknown should be compensated by the last condition in (1.1), representing supplementary
information concerning the unknown solution u.
This kind of problem is motivated by the partial knowledge, which may occur in practise, of what is usually assumed
to be a datum of the problem. Here we are considering the incomplete knowledge of the source term. Alternatively, we
may also think of g as a sort of “regulator” that we have at our disposal, in order to obtain a certain “output” φ from
the solution u. For example, considering the case of heat diffusion, taking μ = δ0 in (1.1), we prescribe the value of the
temperature u(t, x,0) for every (t, x) in [0, T ] × Rm and ask for the existence of an appropriate “regulator” g , depending
only on t and x.
Many problems connected with (1.1) are considered in the monograph [7]. In essence, the authors treat the cases when
the unknown part of the source is, either a function of the time variable, or a function of all the space variables and not of
the time variable. Instead, in (1.1) the unknown part g of the source is a function of time and a part of the space variables
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[1, Chapter 3], where the author treats the case that the coeﬃcients of A are independent of t , n = 1, the coeﬃcient of B
is a function of t only and μ = δ0. Moreover, only second order operators are treated. In the book [7] some abstract results
of reconstruction of the source term are given. However, they do not seem to be applicable to (1.1). Finally, we mention [7],
where the authors solve an abstract problem of reconstruction of a source term in a parabolic system, in the case when
the unknown part of the source depends on all the space variables, while the known part is a function of time only. The
abstract “elliptic part” of the system is given by the inﬁnitesimal generator A of an analytic semigroup, and is, therefore,
independent of t . In this paper, one can ﬁnd also an explicit representation of the solution.
Before illustrating more in detail the content of the paper, we specify some notations that we shall use in the following.
If μ is a complex valued Borel measure in Rn , we shall indicate with |μ| its total variation. We recall that complex valued
measures have always bounded variation (see [8]). If X and Y are Banach spaces, we shall indicate with L(X, Y ) the
Banach space of linear bounded operators from X to Y . If Y = X , we shall write L(X) in alternative to L(X, X) and X ′ if
Y = C. If X0, X1 are compatible Banach spaces and α ∈ (0,1), we shall indicate with (X0, X1)α,∞ the corresponding real
interpolation space. If J ⊆ Rn and X is a Banach space, we shall indicate with B( J ; X) the class of X-valued bounded
functions with domain J . C( J ; X) will indicate the subspace of B( J ; X) of bounded and uniformly continuous functions.
In case J = Rn , we shall employ the notation C0(Rn; X) to indicate the subclass of continuous functions converging to 0
as |y| → ∞. If θ ∈ (0,1), we indicate with Cθ ( J ; X) the class of elements of C( J ; X) which are Hölder-continuous of
exponent θ . Assume, moreover, that J is an open subset of Rn . If m ∈ N, we indicate with Cm( J ; X) the set of elements
of C( J ; X) whose derivatives of order less or equal to m belong to C( J ; X). We observe that the elements of Cm( J ; X) are
continuously extensible to J , together with their derivatives of order less or equal to m. If m ∈ N and θ ∈ (0,1), we indicate
with Cm+θ ( J ; X) the subset of Cm( J ; X) whose derivatives of order m belong to Cθ ( J ; X). If Z is any of these spaces, we
shall indicate with ‖ · ‖Z a natural norm in it. If A is a closed operator with domain D(A) ⊆ X , and x ∈ D(A), we set
‖x‖D(A) := ‖x‖X + ‖Ax‖X . We indicate with ρ(A) the resolvent set of A.
The following characterization of certain interpolation spaces will be important:
Theorem 1.1. Let A be a linear operator in the Banach space X. Assume that R+ ⊆ ρ(A) and there exists M ∈ R+ , such that∥∥(λ − A)−1∥∥L(X)  Mλ−1, ∀λ ∈ R+.
Then, ∀α ∈ (0,1),(
X, D(A)
)
α,∞ =
{
x ∈ X: sup
t>0
tα
∥∥A(t − A)−1x∥∥X < +∞}. (1.2)
Moreover,
x → ‖x‖X + sup
t>0
tα
∥∥A(t − A)−1x∥∥X := ‖x‖Dα(A) (1.3)
is an equivalent norm in DA(α) := (X, D(A))α,∞ (see [3]). More precisely, there exist C0 , C1 positive and depending only on M, such
that, ∀x ∈ (X, D(A))α,∞ ,
C0‖x‖Dα(A)  ‖x‖(X,D(A))α,∞  C1‖x‖Dα(A). (1.4)
We deﬁne also, for α ∈ (0,1), DA(1+ α) := {x ∈ D(A): Ax ∈ DA(α)}, equipped with a natural norm.
It will be important for us also the notion of sectorial operator. More generally,
Deﬁnition 1.1. Let X be a complex Banach space, P a linear operator in X with domain D(P ), φ ∈ [0,π [. We shall say that P
veriﬁes the hypothesis H(φ) if
(I) {λ ∈ C \ {0}: |Argλ| < π − φ} ⊆ ρ(P );
(II) there exists a function C : [0,π − φ[ → R+ , which is bounded on the compact subintervals of [0,π − φ[, such that, if
λ ∈ C \ {0} and |Arg(λ)| θ < π − φ, then ‖(λ − P )−1‖L(X)  C(θ)|λ|−1. If φ ∈]0,π/2[, we shall say that P is sectorial.
We recall that sectorial operators give rise to analytic semigroups, possibly not strongly continuous in t = 0 (see [6]).
Finally, we shall indicate with C(α,β, . . .) positive constants depending only on α,β, . . . .
After these preliminaries, we pass to consider problem (1.1). Assume that a solution u belonging to the class
C1([0, T ];C(Rm+n))∩ C([0, T ];C2p(Rm+n)) exists. Supposing that the data are suﬃciently smooth, integrating both terms in
the ﬁrst equation of (1.1), exchanging the order of derivation and integration and using the last equation, we obtain⎧⎪⎨
⎪⎩
Dtφ(t, x) = A(t, x, Dx)φ(t, x) +
∫
Rn
B(t, y, Dy)u(t, x, y)dμ(y) + g(t, x)
∫
Rn
f (t, x, y)dμ(y),
(t, x) ∈ [0,+∞) × Rm,
(1.5)
so that, if
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∫
Rn
f (t, x, y)dμ(y) 
= 0, ∀(t, x) ∈ [0,+∞) × Rn,
we have
g(t, x) = −I(t, x)−1
∫
Rn
B(t, y, Dy)u(t, x, y)dμ(y) + F1(t, x), (1.6)
with
F1(t, x) = I(t, x)−1
[
Dtφ(t, x) − A(t, x, Dx)φ(t, x)
]
. (1.7)
Replacing (1.6) in (1.1), we are reduced to the system⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Dtu(t, x, y) = A(t, x, Dx)u(t, x, y) + B(t, y, Dy)u(t, x, y) + c(t, x, y)
∫
Rn
B(t, z, Dz)u(t, x, z)dμ(z) + F (t, x, y),
(t, x, y) ∈ [0, T ] × Rm × Rn,
u(0, x, y) = u0(x, y), (x, y) ∈ Rm × Rn,
(1.8)
with
c(t, x, y) := −I(t, x)−1 f (t, x, y), (1.9)
F (t, x, y) := I(t, x)−1[Dtφ(t, x) − A(t, x, Dx)φ(t, x)] f (t, x, y). (1.10)
So we are reduced to study system (1.8). This will be done in three steps, corresponding to Sections 2–4. In Section 2, we
study operators v → B(·, Dy)v + (
∫
Rn
B(z, Dz)v(z)dμ(z))c in the space C(Rn), with B(·, Dy) strongly elliptic, μ complex
valued Borel measure, c ∈ Cθ (Rn) (0 < θ < 1). We show that they give rise to sectorial operators in Cθ ′ (Rn), if 0 < θ ′  θ . In
Section 3, we study operators of the form
v → A(x, Dx)v + B(y, Dy)v +
( ∫
Rn
B(z, Dz)v(x, z)dμ(z)
)
c(x, y) (1.11)
in the space C(Rm+n), with A(x, Dx) and B(y, Dy) strongly elliptic, respectively in Rm and Rn , c ∈ Cθ (Rm+n) (0 < θ < 1)
and, again, we show that they give rise to sectorial operators in Cθ
′
(Rm+n), if 0 θ ′  θ . This is done considering ﬁrst the
case that c depends only on y, in such a way that the operator (1.11) can be seen as the sum of two commuting operators,
which can be proved to be sectorial as a consequence of the results of Section 2. Here we use as a basic tool Da Prato-
Grisvard’s theory on the sum of operators (see [2]). The general case is treated employing a variation of Levi’s parametric
method. In Section 4 we treat the general system (1.8) and apply the results obtained to the inverse problem (1.1) in
Section 5, directed to prove the following Theorem 1.2, which is the main result of the paper:
Theorem 1.2. Assume that the following assumptions (H1)–(H8) are satisﬁed:
(H1) m,n ∈ N, T ∈ R+ .
(H2) p ∈ N; A(t, x, Dx) =∑|α|2p aα(t, x)Dαx , with aα ∈ C([0, T ] × Rm), t → aα(t, ·) ∈ B([0, T ];Cθ (Rm)), with θ ∈ (0,1); there
exists ν ∈ R+ , such that, ∀(t, x) ∈ [0, T ] × Rm, ∀ξ ∈ Rm,
(−1)pRe
( ∑
|α|=2p
aα(t, x)ξ
α
)
−ν|ξ |2p . (1.12)
(H3) B(t, y, Dy) =∑|β|2p bβ(t, y)Dβy , with bβ ∈ C([0, T ]×Rn), t → bβ(t, ·) ∈ B([0, T ];Cθ (Rn)); ∀(t, y) ∈ [0, T ]×Rn, ∀η ∈ Rn,
(−1)pRe
( ∑
|β|=2p
bβ(t, y)η
β
)
−ν|η|2p . (1.13)
(H4) μ is a complex valued Borel measure in Rn.
(H5) f ∈ C([0, T ] × Rm × Rn), t → f (t, ·,·) ∈ B([0, T ];Cθ (Rm × Rn)),∣∣∣∣
∫
Rn
f (t, x, y)dμ(y)
∣∣∣∣ ν, ∀(t, x) ∈ [0, T ] × Rm. (1.14)
(H6) u0 ∈ C2p+θ (Rm × Rn).
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B([0, T ];C2p+θ (Rm)).
(H8)
∫
Rn
u0(x, y)dμ(y) = φ(0, x), ∀x ∈ Rm.
Then (1.1) has a unique solution (u, g), such that
u ∈ C1([0, T ];C(Rm+n))∩ B([0, T ];C2p+θ (Rm+n)), Dtu ∈ B([0, T ];Cθ (Rm+n)), (1.15)
g ∈ C([0, T ];C(Rm))∩ B([0, T ];Cθ (Rm)). (1.16)
2. An auxiliary problem
In this section we study the problem
λv(y) − B(y, Dy)v(y) − c(y)
∫
Rn
B(z, Dz)v(z)dμ(z) = f (y), y ∈ Rn, (2.1)
with the following assumptions:
(I1) B(y, Dy) =∑|β|2p bβ(y)Dβy , with bβ ∈ Cθ (Rn) (θ ∈ (0,1)), p ∈ N; there exists ν ∈ R+ , such that, ∀y ∈ Rn , ∀η ∈ Rn ,
(−1)pRe
( ∑
|β|=2p
bβ(y)η
β
)
−ν|η|2p . (2.2)
(I2) c ∈ Cθ (Rn), ‖c‖Cθ (Rn)  N , with N ∈ R+ .
(I3) μ is a complex valued Borel measure in Rn .
We observe that (I1) implies that there exists φ0 ∈ [0,π/2), such that ∀φ1 ∈ [0,π − φ0), there exists ν(φ1) ∈ R+ , such
that, ∀r ∈ R+ , ∀φ ∈ [−φ1, φ1], ∀ξ ∈ Rn ,∣∣∣∣r2peiφ − (−1)p ∑
|β|=2p
bβ(y)η
β
∣∣∣∣ ν(φ1)(r2p + |η|2p). (2.3)
We introduce the following operator B0:⎧⎪⎨
⎪⎩
D(B0) :=
{
u ∈
⋂
1q<∞
W 2p,qloc
(
R
n)∩ C(Rn): B(·, Dy)u ∈ C(Rn)
}
,
B0u(y) := B(y, Dy)u(y), y ∈ Rn.
(2.4)
The following fact holds (see [6, Chapter 3]):
Theorem 2.1. Assume that (I1) holds. Then:
(I) D(B0) ⊆ Cσ (Rn), ∀σ ∈ [0,2p), ∀φ1 ∈ [0,π − φ0) there exist R(φ1), C(φ1) in R+ , such that{
λ ∈ C \ {0}: |λ| R(φ1),
∣∣Arg(λ)∣∣ φ1}⊆ ρ(B0).
(II)
∥∥(λ − B0)−1∥∥L(C(Rn))  C(φ1)|λ|−1.
In particular, B0 is the inﬁnitesimal generator of an analytic semigroup in C(Rn).
(III) If f ∈ Cσ (Rn), with 0 < σ  θ and λ ∈ ρ(B0), then (λ − B0)−1 f ∈ C2p+σ (Rn).
(IV) ∀α ∈ (0,1), if 2pα /∈ N,(
C
(
R
n), D(B0))α,∞ = C2pα(Rn), (2.5)
with equivalent norms.
Now we introduce the following operator Bc :{
D(Bc) := D(B0),
Bcu(y) := B0u(y) + I(B0u)c(y), y ∈ Rn,
(2.6)
with
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∫
Rn
v(z)dμ(z). (2.7)
The following result holds:
Theorem 2.2. Assume that (I1)–(I3) hold. Then:
(I) D(B0) ⊆ Cσ (Rn), ∀σ ∈ [0,2p). ∀φ1 ∈ [0,π − φ0) there exist R(φ1,N), C(φ1,N) in R+ , depending only on φ1 and A, such that{
λ ∈ C \ {0}: |λ| R(φ1,N),
∣∣Arg(λ)∣∣ φ1}⊆ ρ(Bc), (2.8)∥∥(λ − Bc)−1∥∥L(C(Rn))  C(φ1,N)|λ|−1, (2.9)∥∥B0(λ − Bc)−1∥∥L(C(Rn))  C(φ1,N). (2.10)
(II) If f ∈ Cσ (Rn), with 0 < σ  θ , and λ ∈ ρ(Bc), then (λ − Bc)−1 f ∈ C2p+σ (Rn).
Proof. Let λ ∈ ρ(B0). We consider the equation
λu − Bcu = f , (2.11)
with f ∈ C(Rn). Eq. (2.11) is equivalent to
u = (λ − B0)−1 f + I(B0u)(λ − B0)−1c, u ∈ D(B0). (2.12)
Eq. (2.12) implies
I(B0u) = I
(
B0(λ − B0)−1 f
)+ I(B0u)I(B0(λ − B0)−1c). (2.13)
Assume that λ 
= 0, |Arg(λ)| φ < π −φ0, |λ| R(φ). Then, by (1.2) and Theorem 2.1, there exists C1(φ) ∈ R+ , independent
of λ and c, such that∥∥B0(λ − B0)−1c∥∥C(Rn)  C1(φ)|λ|−θ/(2p)‖c‖Cθ (Rn). (2.14)
We deduce that there exists R1(φ) (independent of c satisfying (I2)), such that, if |λ| R1(φ),∥∥B0(λ − B0)−1c∥∥C(Rn)  1/2, (2.15)
and
I(B0u) = I(B0(λ − B0)
−1 f )
1− I(B0(λ − B0)−1c) , (2.16)
implying
u = (λ − B0)−1 f + I(B0(λ − B0)
−1 f )
1− I(B0(λ − B0)−1c) (λ − B0)
−1c. (2.17)
It is easily seen that the element u deﬁned in (2.17) is a solution of (2.11). We have also
|λ|‖u‖C(Rn)  C(φ,N)
(‖ f ‖C(Rn) + 2∥∥B0(λ − B0)−1 f ∥∥C(Rn)) C1(φ,N)‖ f ‖C(Rn). (2.18)
Concerning (2.10), we have
B0(λ − Bc)−1 f = B0(λ − B0)−1 f + I(B0(λ − B0)
−1 f )
1− I(B0(λ − B0)−1c) B0(λ − B0)
−1c,
which implies (I), using again (2.15).
Concerning (II), it follows from (2.12) (with u = (λ − Bc)−1 f ) and Theorem 2.1(III) if λ ∈ ρ(Bc) ∩ ρ(B0). The general case
follows from the resolvent identity and the inclusion D(B0) ⊆ Cσ (Rn). 
Now we ﬁx λ0 in [R(0),+∞) (see the statement of Theorem 2.2), in such a way that [0,+∞) ⊆ Bc − λ0. λ0 can be
chosen as depending only on N . We set
B ′c := Bc − λ0. (2.19)
In the following lemma we shall think of the function c as varying, with B and μ ﬁxed. We shall stress the fact that
certain quantities can be estimated with constants depending only on N and not on the speciﬁc c.
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(I) let α ∈ (0,1) be such that 2pα /∈ N. Then there exist C0 , C1 in R+ , depending only on N and α, such that, ∀ f ∈ C2pα(Rn),
‖ f ‖C2pα(Rn)  C0
(
‖ f ‖C(Rn) + sup
t>0
tα
∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn)) C1‖ f ‖C2pα(Rn);
(II) there exist C0,C1 in R+ , depending only on N, such that, ∀ f ∈ D(B0),
‖ f ‖D(B0)  C0‖ f ‖D(Bc)  C1‖ f ‖D(B0);
(III) there exist C0,C1 in R+ , depending only on A, such that, ∀ f ∈ C2p+θ (Rn),
‖ f ‖C2p+θ (Rn)  C0
(∥∥B ′c f ∥∥C(Rn) + sup
t>0
tθ/(2p)
∥∥B ′c(t − B ′c)−1B ′c f ∥∥C(Rn)) C1‖ f ‖C2p+θ (Rn).
Proof. (I) By (2.5) and (1.2), it suﬃces to show the following: that there exist C0 and C1 depending only on N , such that
‖ f ‖C(Rn) + sup
t>0
tα
∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn)  C0(‖ f ‖C(Rn) + sup
t>0
tα
∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn))
 C1
(
‖ f ‖C(Rn) + sup
t>0
tα
∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn)). (2.20)
We observe that, by (2.17), ∀t ∈ R+ , ∀ f ∈ C(Rn),(
t − B ′c
)−1
f = (t − B ′0)−1 f + St,c( f )(t − B ′0)−1c, (2.21)
with
St,c( f ) := I(B0(t − B
′
0)
−1 f )
1− I(B0(t − B ′0)−1c)
. (2.22)
By (2.15),∣∣St,c( f )∣∣ 2|μ|∥∥B0(t − B ′0)−1 f ∥∥C(Rn)  2|μ|(∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn) + λ0(λ0 + t)−1C(0)‖ f ‖C(Rn))
 M
(∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn) + (1+ t)−1‖ f ‖C(Rn)), (2.23)
with M independent of t, c, f . So, from
B ′c
(
t − B ′c
)−1
f = B ′0
(
t − B ′0
)−1
f + I(B ′0(t − B ′0)−1 f )c + λ0 I((t − B ′0)−1 f )c
+ Stc( f )
{
B ′0
(
t − B ′0
)−1
c + I(B0(t − B ′0)−1c)c} (2.24)
we deduce∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn)  M1(∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn) + (1+ t)−1‖ f ‖C(Rn)), (2.25)
with M1 independent of t , c, f , which implies the second inequality in (2.20).
On the other hand, we have
B ′0
(
t − B ′0
)−1
f = t(t − B ′0)−1B ′0(t − B ′c)−1 f − B ′0(t − B ′0)−1B ′c(t − B ′c)−1 f , (2.26)
implying∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn)  M(∥∥B ′0(t − B ′c)−1 f ∥∥C(Rn) + ∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn)), (2.27)
with M independent of t, f , c. From (2.9)–(2.10), we have also∥∥B ′0(t − B ′c)−1 f ∥∥C(Rn)  ∥∥B ′0B ′−1c ∥∥L(C(Rn))∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn)  C(0)∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn),
so that∥∥B ′0(t − B ′0)−1 f ∥∥C(Rn)  M ′∥∥B ′c(t − B ′c)−1 f ∥∥C(Rn),
which implies (I).
We show (II). Let u ∈ D(B0). Then
‖Bcu‖C(Rn)  ‖B0u‖C(Rn)
(
1+ |μ|‖c‖C(Rn)
)

(
1+ N|μ|)‖B0u‖C(Rn).
802 D. Guidetti / J. Math. Anal. Appl. 355 (2009) 796–810On the other hand, by (2.10),
‖B0u‖C(Rn) =
∥∥B0B ′−1c B ′cu∥∥C(Rn)  C(0)(λ0‖u‖C(Rn) + ‖Bcu‖C(Rn)).
We prove (III). Let f ∈ C2p+θ (Rn). Then, by (I), there exists C2, independent of c, such that
∥∥B ′c f ∥∥C(Rn) + sup
t>0
tθ/(2p)
∥∥B ′c(t − B ′c)−1B ′c f ∥∥C(Rn)  C2∥∥B ′c f ∥∥Cθ (Rn).
Clearly,
∥∥B ′c f ∥∥Cθ (Rn)  C3‖ f ‖C2p+θ (Rn),
with C3 depending only on N . On the other hand, owing to (III) Theorem 2.1, for a certain C0 ∈ R+ ,
‖ f ‖C2p+θ (Rn)  C0
∥∥B ′0 f ∥∥Cθ (Rn)  C0(∥∥B ′c f ∥∥Cθ (Rn) + N|μ|‖B0 f ‖C(Rn)).
By (I), there exists C1 > 0, independent of c, such that
∥∥B ′c f ∥∥Cθ (Rn)  C1(∥∥B ′c f ∥∥C (Rn) + sup
t>0
tθ/(2p)
∥∥B ′c(t − B ′c)−1B ′c f ∥∥C (Rn)).
By (II),
‖B0 f ‖C(Rn)  C2
(‖ f ‖C(Rn) + ‖Bc f ‖C(Rn)) C2((1+ λ0)‖ f ‖C(Rn) + ∥∥B ′c f ∥∥C(Rn))
 C2
(
(1+ λ0)
∥∥B ′−1c ∥∥L(C(Rn)) + 1)∥∥B ′c f ∥∥C(Rn),
so that the conclusion follows from (2.10). 
Lemma 2.2. Assume that (I1)–(I2) hold. Let λ ∈ ρ(Bc), y0 ∈ Rn. Then there exists a unique complex valued regular Borel measure
μλ,y0 in R
n, such that, ∀ f ∈ C(Rn),
[
(λ − Bc)−1 f
](
y0
)= ∫
Rn
f (y)dμλ,y0 .
Proof. By Riesz representation theorem (see [8, 6.19]), there exists a unique complex valued regular Borel measure μλ,y0
in Rn , such that, ∀ f ∈ C0(Rn),
[
(λ − Bc)−1 f
](
y0
)= ∫
Rn
f (y)dμλ,y0 . (2.28)
We want to show that the same formula holds for every f ∈ C(Rn). As Cθ (Rn) is dense in C(Rn) and f → ∫
Rn
f (y)dμλ,y0
is a bounded linear functional in C(Rn), it suﬃces to show that (2.28) holds for every f in Cθ (Rn). To this aim, we ﬁx
a sequence (φk)k∈N in C∞c (Rn), such that, ∀y ∈ Rn , φk(y) = 1 if |y|  k, φk(y) = 0 if |y|  k + 1 and (φk)k∈N is bounded
in Cr(Rn), ∀r ∈ N. Then, obviously, the sequence (φk f )k∈N is bounded in Cθ (Rn). We set uk := (λ − Bc)−1(φk f ). Then,
by Theorem 2.2(II), (uk)k∈N is bounded in C2p+θ (Rn). By Ascoli–Arzelà theorem, possibly passing to a subsequence, we
may assume that (uk)k∈N converges to an element u belonging to C2p(Rn) in C2p(B(0, s)) for every s ∈ R+ . Owing to the
dominated convergence theorem, ∀x ∈ Rn ,
φk(x) f (x) =
[
(λ − Bc)uk
]
(x) → [(λ − Bc)u](x) (k → ∞).
We deduce that u = (λ − Bc)−1 f . So
[
(λ − Bc)−1 f
](
y0
)= lim
k→∞
[
(λ − Bc)−1(φk f )
](
y0
)= lim
k→∞
∫
Rn
f (y)φk(y)dμλ,y0 =
∫
Rn
f (y)dμλ,y0 ,
again by the dominated convergence theorem. 
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In this section we consider the following problem depending on the complex parameter λ:⎧⎪⎨
⎪⎩
λu(x, y) − A(x, Dx)u(x, y) − B(y, Dy)u(x, y) − c(x, y)
∫
Rn
B(z, Dz)u(x, z)dμ(z) = f (x, y),
x ∈ Rm, y ∈ Rn,
(3.1)
with the following assumptions:
(J1) A(x, Dx) =∑|α|2p aα(x)Dαx , with aα ∈ Cθ (Rm) (θ ∈ (0,1)); there exists ν ∈ R+ , such that, ∀x ∈ Rm , ∀ξ ∈ Rm ,
(−1)pRe
( ∑
|α|=2p
aα(x)ξ
α
)
−ν|ξ |2p . (3.2)
(J2) B(y, Dy) =∑|β|2p bβ(y)Dβy , with bβ ∈ Cθ (Rn), such that, ∀y ∈ Rn , ∀η ∈ Rn ,
(−1)pRe
( ∑
|β|=2p
bβ(y)η
β
)
−ν|η|2p . (3.3)
(J3) c ∈ Cθ (Rm+n), ‖c‖Cθ (Rm+n)  N , with N ∈ R+ .
(J4) μ is a complex valued Borel measure in Rn .
We start by considering the simpler case that c depends only on y. More precisely, we shall consider the problem⎧⎪⎨
⎪⎩
λu(x, y) − A(x, Dx)u(x, y) − B(y, Dy)u(x, y) − c(y)
∫
Rn
B(z, Dz)u(x, z)dμ(z) = f (x, y),
x ∈ Rm, y ∈ Rn,
(3.4)
with the assumptions (J1)–(J2), (J4), together with
(J3′) c ∈ Cθ (Rn), ‖c‖Cθ (Rn)  N , with N ∈ R+ .
We shall employ the following result, which is an elaboration of ideas by Da Prato and Grisvard (see [2,5]):
Theorem 3.1. Let A˜ and B˜ be linear operators in the Banach space X satisfying conditions H(φ A˜) and H(φB˜) (see Deﬁnition 1.1),
respectively, with φ A˜ + φB˜ < π , with commuting resolvents. Then:
(I) A˜ + B˜ (with domain D( A˜) ∩ D(B˜)) is closable;
(II) there exists a linear operator P in X, which is an extension of A˜ + B˜ , satisfying the condition H(φ A˜ ∨ ΦB˜);
(III) if y ∈ D A˜(β) (DB˜(β)) for some β ∈ ]0,1[, λ ∈ C \ {0} and |Arg(λ)| < π − φ A˜ ∨ φB˜ , then (λ − P )−1 y ∈ D( A˜) ∩ D(B˜), and
A˜(λ − P )−1 y and B˜(λ − P )−1 y belong to D A˜(β) (DB˜(β), respectively);
(IV) for any β ∈ ]0,1[ and for any φ ∈ [0,π − max{φ A˜, φB˜}[ there exists a positive constant C , depending only on β and φ and the
functions C A˜ and C B˜ related to A˜ and B˜ in Deﬁnition 1.1, such that
|λ|∥∥(λ − P )−1 y∥∥D A˜(β) +
∥∥ A˜(λ − P )−1 y∥∥D A˜(β) +
∥∥B˜(λ − P )−1 y∥∥D A˜(β)  C‖y‖D A˜(β), (3.5)
for any λ ∈ C, with |λ| 1 and Arg(λ) = φ , and any y ∈ D A˜(β). An analogous estimate holds replacing D A˜(β) with D B˜(β).
Now we introduce the following operators A, Bc , A, Bc . We set:⎧⎪⎨
⎪⎩
D(A) :=
{
v ∈
⋂
1q<∞
W 2p,qloc
(
R
m)∩ C(Rm): A(·, Dx)v ∈ C(Rm)
}
,
Av(x) := A(x, Dx)v(x), x ∈ Rm,
(3.6)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
D(Bc) = D(B0) :=
{
v ∈
⋂
1q<∞
W 2p,qloc
(
R
n)∩ C(Rn): B(·, Dy)v ∈ C(Rn)
}
,
Bc v(y) := B(y, Dy)v(y) + c(y)
∫
n
B(z, Dz)v(z)dz, y ∈ Rn,
(3.7)R
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D(A) := {u ∈ C(Rm+n): ∀y ∈ Rn, u(·, y) ∈ D(A), (x, y) → [Au(·, y)](x) ∈ C(Rm+n)},
Au(x, y) := [Au(·, y)](x), x ∈ Rm, y ∈ Rn, (3.8)
{
D(Bc) :=
{
u ∈ C(Rm+n): ∀x ∈ Rm, u(x, ·) ∈ D(B0), (x, y) → [B0u(·, y)](x) ∈ C(Rm+n)},
Bcu(x, y) :=
[Bcu(x, ·)](y), x ∈ Rm, y ∈ Rn. (3.9)
It is easy to verify that ρ(A) ⊆ ρ(A) and, ∀λ ∈ ρ(A), x ∈ Rm , y ∈ Rn ,[
(λ − A)−1 f ](x, y) = [(λ − A)−1 f (·, y)](x). (3.10)
In the same way, we have that ρ(Bc) ⊆ ρ(Bc) and, ∀λ ∈ ρ(Bc), x ∈ Rm , y ∈ Rn ,[
(λ − Bc)−1 f
]
(x, y) = [(λ − Bc)−1 f (x, ·)](y). (3.11)
We set also A′ := A − λ0 and B ′c := Bc − λ0, with λ0 as in (2.19). From Theorem 1.1 and Lemma 2.1 we obtain that(
C
(
R
m+n), D(B ′c))α,∞ = { f ∈ C(Rm+n): ∀x ∈ Rm, f (x, ·) ∈ C2pα(Rn), sup
x∈Rm
∥∥ f (x, ·)∥∥C2pα(Rn) < +∞}, (3.12)
there exist C0, C1 in R+ , depending only on α and N , such that,
C0‖ f ‖Dα(A′)  sup
y∈Rn
∥∥ f (·, y)∥∥C2pα(Rm)  C1‖ f ‖Dα(A′), (3.13)
C0‖ f ‖Dα(B ′c)  sup
x∈Rn
∥∥ f (x, ·)∥∥C2pα(Rn)  C1‖ f ‖Dα(B ′c), (3.14)
and, if α ∈ (0, θ/(2p)],
C0‖ f ‖D1+α(A′)  sup
y∈Rn
∥∥ f (·, y)∥∥C2p(1+α)(Rm)  C1‖ f ‖D1+α(A′),
C0‖ f ‖D1+α(B ′c)  sup
x∈Rm
∥∥ f (x, ·)∥∥C2p(1+α)(Rn)  C1‖ f ‖D1+α(B ′c). (3.15)
We shall need also the results of the following
Theorem 3.2.
(I) Let X0 , X1 be two Banach spaces with X1 being continuously embedded into X0 , let I be an interval in R and let m ∈ N, α ∈ [0,1[,
k ∈ N, k < m + α. Then, u(k) ∈ B(I; (X0, X1)1− km+α ,∞) for any u ∈ C
m+α(I; X0) ∩ B(I; X1). Moreover, there exists a constant
c > 0 depending only on I , m, α and k such that∥∥u(k)∥∥B(I;(X0,X1)1− km+α ,∞)  cmax
{‖u‖Cm+αb (I;X0),‖u‖B(I;X1)}. (3.16)
(II) Let α0,α1 ∈ R, with 0 α0 < α1 . Let β ∈ (0,1). Then, if (1− β)α0 + βα1 /∈ Z,(
Cα0
(
R
n),Cα1(Rn))
β,∞ = C (1−β)α0+βα1
(
R
n),
with equivalent norms. In any case, there exists C ∈ R+ , such that, ∀ f ∈ Cα1 (Rn),
‖ f ‖C (1−β)α0+βα1 (Rn)  C‖ f ‖1−βCα0 (Rn)‖ f ‖βCα1 (Rn). (3.17)
Proof. For (I), see [5, Theorem 2.2]. For (II), see [6, Proposition 1.1.3(i) and Corollary 1.2.18]. 
Lemma 3.1. Assume that the assumptions (J1), (J2), (J4), (J3′) hold, 0 φ < π − φ0 , 0 < θ ′  θ . Consider the equation
(λ − A − Bc)u = f , (3.18)
with λ ∈ C, f ∈ Cθ ′ (Rm+n). Then, there exist R(φ) > 0, M(φ) > 0, independent of c satisfying (J3′), such that, if |λ|  R(φ),
|Arg(λ)|  φ , (3.18) has a unique solution u belonging to D(A) ∩ D(Bc). u belongs in fact to C2p+θ ′ (Rm+n). Moreover, it satisﬁes
the estimate
|λ|‖u‖Cθ ′ (Rm+n) + ‖u‖C2p+θ ′ (Rm+n)  M(φ)‖ f ‖Cθ ′ (Rm+n),
with M(φ) independent of c, λ, f .
D. Guidetti / J. Math. Anal. Appl. 355 (2009) 796–810 805Proof. Owing to the previous considerations concerning A′ and B ′c , we may apply Theorem 3.1 (with A˜ = A′ and B˜ = B ′),
if we are able to show that, in case λ ∈ ρ(A), μ ∈ ρ(Bc), (λ − A)−1(μ − Bc)−1 = (μ − Bc)−1(λ − A)−1. To this aim, we
employ Lemma 2.2. Let x0 ∈ Rm , y0 ∈ Rn . Then there exist regular complex Borel measures νλ,x0 and πμ,y0 , respectively in
R
m and Rn , such that, ∀g ∈ C(Rm), ∀h ∈ C(Rn),
[
(λ − A)−1g](x0)= ∫
Rm
g(x)dνλ,x0 (x),
[
(μ − Bc)−1h
](
y0
)= ∫
Rn
h(y)dπμ,y0 (y).
So, from (3.10)–(3.11), employing Fubini’s theorem, we have, ∀ f ∈ C(Rm+n),
[
(λ − A)−1(μ − Bc)−1 f
](
x0, y0
)= ∫
Rm
[
(μ − Bc)−1 f
](
x, y0
)
dνλ,x0 (x) =
∫
Rm
( ∫
Rn
f (x, y)dπμ,y0 (y)
)
dνλ,x0 (x)
=
∫
Rn
( ∫
Rm
f (x, y)dνλ,x0 (x)
)
dπμ,y0 (y) =
[
(μ − Bc)−1(λ − A)−1 f
](
x0, y0
)
.
From Theorem 3.1, (3.13), (3.14), we deduce the following estimates (with M(φ) independent of λ, c, f ):
|λ| sup
y∈Rn
∥∥u(·, y)∥∥Cθ ′ (Rm) + sup
y∈Rn
∥∥Au(·, y)∥∥Cθ ′ (Rm) + sup
y∈Rn
∥∥Bcu(·, y)∥∥Cθ ′ (Rm)  M(φ) sup
y∈Rn
∥∥ f (·, y)∥∥Cθ ′ (Rm),
|λ| sup
x∈Rm
∥∥u(x, ·)∥∥Cθ ′ (Rn) + sup
x∈Rm
∥∥Au(x, ·)∥∥Cθ ′ (Rn) + sup
x∈Rm
∥∥Bcu(x, ·)∥∥Cθ ′ (Rn)  M(φ) sup
x∈Rm
∥∥ f (x, ·)∥∥Cθ ′ (Rn).
Now we want to show that the solution u of (3.18) belongs, in fact, to C2p+θ ′ (Rm+n). u is an element of C2p+θ ′ (Rm;C(Rn))∩
B(Rm;C2p+θ ′ (Rn)). Employing several times Theorem 3.2, we can verify that, if β ∈ Nm0 and |β|  2p, Dβx u is bounded
with values in (C(Rn),C2p+θ ′ (Rn))1− |β|
2p+θ ′
= C2p−|β|+θ ′ (Rn). Reversing the roles of the variables x and y, we obtain the
conclusion. 
Now we consider the more general equation (3.1).
Lemma 3.2. Assume that the assumptions (J1), (J2), (J4), (J3′) hold. Let d ∈ Cθ (Rm+n). Consider the equation⎧⎪⎨
⎪⎩
λu(x, y) − A(x, Dx)u(x, y) − B(y, Dy)u(x, y) −
[
c(y) + d(x, y)] ∫
Rn
B(z, Dz)u(x, z)dμ(z) = f (x, y),
x ∈ Rm, y ∈ Rn,
(3.19)
with λ ∈ C, f ∈ Cθ ′ (Rm+n) (0 < θ ′  θ) and
‖d‖C(Rm+n)  δ, ‖d‖Cθ (Rm+n)  N. (3.20)
Let φ ∈ [0,π −φ0). Then, if δ  δ(φ), there exist R and M positive, depending only on θ ′ , φ , N, such that, if |λ| R and |Arg(λ)| φ ,
(3.19) has a unique solution u in C2p+θ ′ (Rm+n). Moreover, the following estimate holds:
|λ|‖u‖Cθ ′ (Rm+n) + ‖u‖C2p+θ ′ (Rm+n)  M‖ f ‖Cθ ′ (Rm+n). (3.21)
Proof. In order to apply the continuation method (replacing c(y)+d(x, y) with c(y)+ td(x, y), with t ∈ [0,1]), it suﬃces to
exhibit an a priori-estimate for a solution u of (3.19), which is independent of d satisfying (3.20). So, let u be a solution of
(3.19) belonging to C2p+θ ′ (Rm+n). Then, applying Lemma 3.1 and Theorem 3.2, we have that, if |λ| R(φ),
|λ| θ
′
2p ‖u‖C2p(Rm+n) + ‖u‖C2p+θ ′ (Rm+n)  M(φ)
(
‖ f ‖Cθ ′ (Rm+n) +
∥∥∥∥d
∫
Rn
Bu(·, z, Dz)u(·, z)dμ(z)
∥∥∥∥
Cθ ′ (Rm+n)
)
 M1(φ)
(‖ f ‖Cθ ′ (Rm+n) + A‖u‖C2p(Rm+n) + δ‖u‖C2p+θ ′ (Rm+n)), (3.22)
applying the elementary inequality ‖ab‖Cθ ′  ‖a‖C‖b‖Cθ ′ + ‖b‖C‖a‖Cθ ′ . So, if M1(φ)δ  1/2 and |λ|  (2M1(φ)N)
2p
θ ′ ,
from (3.22) we obtain
|λ| θ
′
2p ‖u‖C2p(Rm+n) + ‖u‖C2p+θ ′ (Rm+n)  2M1(φ)‖ f ‖Cθ ′ (Rm+n), (3.23)
which implies the conclusion. 
Let η ∈ R+ , χ0 ∈ D(Rm) with support in [−η,η]m , χ0(x) 0 ∀x ∈ Rm , χ0(x) = 1 if x ∈ [−η/2, η/2]m . If j ∈ Zm , let
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∑
j∈Zm
χ j(x), ψ j(x) := χ j(x)/χ(x). (3.24)
It is easily seen that, ∀x ∈ Rm , we have ∑ j∈Zm ψ j(x) = 1. Moreover, there exists R belonging to N, such that ∀x ∈ Rm , there
is some neighbourhood U (x) of x such that ψ j does not identically vanish in U (x) only for, at most, R values of j. It follows
easily that ∀ξ ∈ [0,+∞) there exist C0(ξ),C1(ξ) ∈ R+ , such that, ∀ f ∈ Cξ (Rm+n),
C0(ξ)‖ f ‖Cξ (Rm+n)  sup
j∈Zm
‖ψ j f ‖Cξ (Rm+n)  C1(ξ)‖ f ‖Cξ (Rm+n). (3.25)
Now we are able to prove the main result of this section:
Theorem 3.3. Assume that the assumptions (J1)–(J4) hold, 0  φ < π − φ0 . Consider Eq. (3.1), with λ ∈ C, f ∈ Cθ ′ (Rm+n), with
0 < θ ′  θ . Then, there exist R(φ, θ ′) > 0, M(φ, θ ′) > 0, such that, if |λ| R(φ), |Arg(λ)| φ , (3.1) has a unique solution u belonging
to C2p+θ ′ (Rm+n). Moreover,
|λ|‖u‖Cθ ′ (Rm+n) + ‖u‖C2p+θ ′ (Rm+n)  M(φ, θ ′)‖ f ‖Cθ ′ (Rm+n). (3.26)
Proof. We ﬁx φ ∈ [0,π − φ0). Employing again the continuation method, it suﬃces to show an a priori estimate of the
form (3.26), with M(φ, θ ′) independent of c satisfying the assumption ( J3). To this aim, we ﬁx η ∈ R+ , in such a way that,
∀x ∈ Rm , if h ∈ Rm and max1im |hi| η, then∣∣c(x+ h, y) − c(x, y)∣∣ δ(φ), ∀y ∈ Rn,
with δ(φ) as in the statement of Lemma 3.2. Next, for j ∈ Zm , we set
c j(y) := c(η j/2, y), y ∈ Rn,
d j(x, y) = c(P jx, y) − c j(y), (x, y) ∈ Rm+n, (3.27)
with P jx indicating the element of {ξ ∈ Rm: max1im |ξi − η ji/2|  η} which is the closest to x. We observe that
c j(y) + d j(x, y) = c(x, y) if max1im |xi − η ji/2|  η, ‖d j‖C(Rm+n)  δ(φ) ∀ j ∈ Zm , and, recalling that P j is nonexpan-
sive, ‖d j‖Cθ (Rm+n)  2N ∀ j ∈ Zm . So, in force of Lemma 3.2, we may say that, ∀φ ∈ [0,π − φ0), there exist R(φ) and M(φ)
positive, independent of j ∈ Zm , such that, if λ ∈ C, |λ| R(φ), |Arg(λ)| φ, the problem⎧⎪⎨
⎪⎩
λu(x, y) − A(x, Dx)u(x, y) − B(y, Dy)u(x, y) −
[
c j(y) + d j(x, y)
] ∫
Rn
B(z, Dz)u(x, z)dμ(z) = f (x, y),
x ∈ Rm, y ∈ Rn,
(3.28)
with f ∈ Cθ ′ (Rm+n), has a unique solution u in C2p+θ ′ (Rm+n). Moreover, an estimate of the form (3.26) holds. Let now
u ∈ C2p+θ ′ (Rm+n) be a solution of (3.1), with |λ| R , R as in the statement of Lemma 3.2, and f ∈ Cθ ′ (Rm+n). ∀ j ∈ Zm , we
deﬁne
u j(x, y) := ψ j(x)u(x, y), (3.29)
with ψ j deﬁned in (3.24). Then u j satisﬁes the equation
λu j(x, y) − A(x, Dx)u j(x, y) − B(y, Dy)u j(x, y) −
[
c j(y) + d j(x, y)
] ∫
Rn
B(z, Dz)u j(x, z)dμ(z) = f j(x, y), (3.30)
with
f j(x, y) := ψ j(x) f (x, y) +
∑
|α|2p
∑
β<α
(
α
β
)
aα(x)D
α−β
x ψ j(x)D
β
x u(x, y). (3.31)
From (3.21) and Theorem 3.2, we deduce that, ∀s ∈ [θ ′,2p + θ ′], the following estimates hold:
|λ|1− s−θ
′
2p ‖u‖Cs(Rm+n)  C0(s) sup
j∈Zm
|λ|1− s−θ
′
2p ‖u j‖Cs(Rm+n)  M0(φ, θ ′, s) sup
j∈Zm
‖ f j‖Cθ ′ (Rm+n)
 M1(φ, θ ′, s)
(
sup
j∈Zm
‖ψ j f ‖Cθ ′ (Rm+n) + ‖u‖C2p+θ ′−1(Rm+n)
)
 M2(φ, θ ′, s)
(‖ f ‖Cθ ′ (Rm+n) + ‖u‖C2p+θ ′−1(Rm+n)). (3.32)
Taking s = 2p + θ ′ − 1, we obtain
|λ| 12p ‖u‖C2p+θ ′−1(Rm+n)  2M2(φ, θ ′,2p + θ ′ − 1)‖ f ‖Cθ ′ (Rm+n), (3.33)
if |λ| 12p  2M2(φ, θ ′,2p + θ ′ − 1). Replacing (3.33) in (3.32), we get the desired estimate. 
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⎪⎪⎩
D(Pθ ′ ) := C2p+θ ′
(
R
m+n),
Pθ ′u(x, y) = A(x, Dx)u(x, y) + B(y, Dy)u(x, y) + c(x, y)
∫
Rn
B(z, Dz)u(x, z)dμ(z).
(3.34)
Then there exists λ0 ∈ R, such that Pθ ′ − λ0 is a sectorial operator in the space Cθ ′ (Rm+n).
4. The parabolic problem
Aim of this section is the study of the following “parabolic” system:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Dtu(t, x, y) = A(t, x, Dx)u(t, x, y) + B(t, y, Dy)u(t, x, y) + c(t, x, y)
∫
Rn
B(t, z, Dz)u(t, x, z)dμ(z) + F (t, x, y),
(t, x, y) ∈ [0, T ] × Rm × Rn,
u(0, x, y) = u0(x, y), (x, y) ∈ Rm × Rn,
(4.1)
with the following assumptions (K1)–(K4):
(K1) the assumptions (H1)–(H4) hold;
(K2) c ∈ C([0, T ] × Rm+n), ∀t ∈ [0, T ], c(t, ·) ∈ Cθ (Rm+n) and t → c(t, ·) ∈ B([0, T ];Cθ (Rm+n));
(K3) F ∈ C([0, T ] × Rm+n), ∀t ∈ [0, T ], F (t, ·) ∈ Cθ ′ (Rm+n) and t → F (t, ·) ∈ B([0, T ];Cθ ′ (Rm+n)), for some θ ′ ∈ (0, θ];
(K4) u0 ∈ C2p+θ ′ (Rm+n).
We start by consider the case that the coeﬃcients of A and B and the function c do not depend on t .
Proposition 4.1. Assume that the assumptions (J1)–(J4) are satisﬁed. Consider the problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Dtu(t, x, y) = A(x, Dx)u(t, x, y) + B(y, Dy)u(t, x, y) + c(x, y)
∫
Rn
B(z, Dz)u(t, x, z)dμ(z) + F (t, x, y),
(t, x, y) ∈ [0, T ] × Rm × Rn,
u(0, x, y) = u0(x, y), (x, y) ∈ Rm × Rn,
(4.2)
with F as in (K3) and u0 ∈ C2p+θ ′ (Rm+n).
Then:
(I) (4.2) has a unique solution u belonging to C1([0, T ];C(Rm+n))∩ C([0, T ];C2p(Rm+n))∩ B([0, T ];C2p+θ ′ (Rm+n)), with Dtu ∈
B([0, T ];Cθ ′ (Rm+n));
(II) if T  T0
‖Dtu‖B([0,T ];Cθ ′ (Rm+n)) + ‖u‖B([0,T ];C2p+θ ′ (Rm+n))  C(T0)
(‖ f ‖B([0,T ];Cθ ′ (Rm+n)) + ‖u0‖C2p+θ ′ (Rm+n)); (4.3)
(III) ∀ι ∈ [θ ′,2p + θ ′], there exists C(ι) ∈ R+ , such that, ∀δ ∈ [0, T ], ∀F satisfying (K3), ∀u0 ∈ C2p+θ ′ (Rm+n),
‖u‖B([0,δ];C ι(Rm+n))  ‖u0‖C ι(Rm+n) + C(ι)δ1−
ι−θ ′
2p
(‖F‖B([0,δ];Cθ ′ (Rm+n)) + ‖u0‖C2p+θ ′ (Rm+n)). (4.4)
Proof. We ﬁx θ ′′ ∈ (0, θ ′) and set X = Cθ ′′ (Rm+n), P = Pθ ′′ , α = (θ ′ − θ ′′)/(2p). Then, keeping into account that D(Pθ ′′ ) =
C2p+θ ′′ (Rm+n) with equivalent norms, we have, applying Theorem 3.2, that (X, D(P ))α,∞ = Cθ (Rm+n), with equivalent
norms. We observe also that, by (3.17), if F satisﬁes (K3), it belongs to C([0, T ]; X). We deduce from Corollary 4.3.9 in
[6] that (4.2) has a unique solution u belonging to C1([0, T ];Cθ ′′ (Rm+n)) ∩ C([0, T ];C2p+θ ′′ (Rm+n)), with Dtu and Pu be-
longing to B([0, T ];Cθ ′ (Rm+n)). By Theorem 3.3, this implies that u ∈ B([0, T ];C2p+θ (Rm+n)).
We prove the estimate (4.3). We extend F to an element F˜ belonging to C([0, T0];C(Rm+n)) ∩ B([0, T0];Cθ ′ (Rm+n))
simply setting
F˜ (t, x, y) := F (T , x, y)
in case T  t  T0. If u˜ is the solution in [0, T0] × Rm+n with data F˜ and u0, we have that u˜ is an extension of u. So,
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 C(T0)
(‖ f˜ ‖B([0,T0];Cθ ′ (Rm+n)) + ‖u0‖C2p+θ ′ (Rm+n))
= C(T0)
(‖ f ‖B([0,T ];Cθ ′ (Rm+n)) + ‖u0‖C2p+θ ′ (Rm+n)).
In order to prove (III), we consider ﬁrst the case u0 = 0. We can modify F in such a way that F (t, ·) = F (δ, ·) if t  δ
without changing u in [0, δ] × Rm+n . Then, by Lemma 2.2 in [4], we have
‖u‖B([0,δ];Cθ ′ (Rm+n))  δ‖Dtu‖B([0,δ];Cθ ′ (Rm+n))  C(T )δ‖F‖B([0,δ];Cθ ′ (Rm+n)).
Applying now (3.17) and (4.3), we obtain (4.4) in case u0 = 0. The general case follows from the foregoing, writing u(t) =
u0 + (u(t) − u0), and estimating u − u0 using the fact that
Dt(u − u0) = Pθ ′ (u − u0) + Pθ ′u0 + F ,
so that
‖Pθ ′u0 + F‖B([0,δ];Cθ ′ (Rm+n))  C‖u0‖C2p+θ ′ (Rm+n) + ‖F‖B([0,δ];Cθ ′ (Rm+n)). 
Now we are ready to prove the main result of this section:
Theorem 4.1. Consider the problem (4.1), with the assumptions (K1)–(K4). Then it admits a unique solution u belonging to
C1([0, T ];C(Rm+n)) ∩ C([0, T ];C2p(Rm+n)) ∩ B([0, T ];C2p+θ ′ (Rm+n)), with Dtu ∈ B([0, T ];Cθ ′ (Rm+n)).
Proof. We ﬁx s0 in [0, T ], and consider ﬁrst the problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Dt v(t, x, y) = A(s + t, x, Dx)v(t, x, y) + B(s + t, y, Dy)v(t, x, y)
+ c(s + t, x, y)
∫
Rn
B(s + t, z, Dz)v(t, x, z)dμ(z) + G(t, x, y), (t, x, y) ∈ [0, δ] × Rm × Rn,
v(0, x, y) = v0(x, y), (x, y) ∈ Rm × Rn,
(4.5)
with s ∈ [0, T ] ∩ (s0 − δ0, s0 + δ0). For simplicity, with stipulate the convention that A(s + t, x, Dx) = A(T , x, Dx),
B(s + t, y, Dy) = B(T , y, Dy) and c(s + t, x, y) = c(T , x, y) if s + t > T . We start by showing that
(γ ) there exist δ0(s0), δ1(s0) in R+ , such that (4.5) has a unique solution v belonging to C1([0, δ];C(Rm+n)) ∩
C([0, δ];C2p(Rm+n)) ∩ B([0, δ];C2p+θ ′ (Rm+n)), with Dtu ∈ B([0, δ];Cθ ′ (Rm+n)) if |s − s0| < δ0(s0) and 0 < δ  δ1(s0),
∀G ∈ C([0, δ] × Rm+n) ∩ B([0, δ];Cθ ′ (Rm+n)), ∀v0 ∈ C2p+θ ′ (Rm+n).
We observe that
A(s + t, x, Dx)v(t, x, y) + B(s + t, y, Dy)v(t, x, y) + c(s + t, x, y)
∫
Rn
B(s + t, z, Dz)v(t, x, z)dμ(z)
= A(s0, x, Dx)v(t, x, y) + B(s0, y, Dy)v(t, x, y) + c(s0, x, y)
∫
Rn
B(s0, z, Dz)v(t, x, z)dμ(z) + Lv(t, x, y),
with
Lv(t, x, y) := [A(s + t, x, Dx) − A(s0, x, Dx)]v(t, x, y) + [B(s + t, y, Dy) − B(s0, y, Dy)]v(t, x, y)
+
[
c(s + t, x, y)
∫
Rn
B(s + t, z, Dz)v(t, x, z)dμ(z) − c(s0, x, y)
∫
Rn
B(s0, z, Dz)v(t, x, z)dμ(z)
]
. (4.6)
Let  ∈ R+ . Then, if δ0 and δ are suﬃciently small, the estimate
‖Lv‖B([0,δ];Cθ ′ (Rm+n))  ‖v‖B([0,δ];C2p+θ ′ (Rm+n)) + M‖v‖B([0,δ];C2p (Rm+n)) (4.7)
holds for every v ∈ B([0, δ];C2p+θ ′ (Rm+n)), with M independent of δ0 and δ. In order to complete this ﬁrst step, it suﬃces
(as usual) an a priori estimate of a solution v of (4.5). So, owing to (4.3), if v is a solution of (4.5), assuming that δ  T ,
‖Dt v‖B([0,δ];Cθ ′ (Rm+n)) + ‖v‖B([0,δ];C2p+θ ′ (Rm+n))
 C(s0, T )
(‖G‖B([0,δ];Cθ ′ (Rm+n)) + ‖v0‖C2p+θ ′ (Rm+n) + ‖Lv‖B([0,δ];Cθ ′ (Rm+n)))
 C(s0, T )
(‖G‖ θ ′ m+n + ‖v0‖ 2p+θ ′ m+n + ‖v‖ 2p+θ ′ m+n + M‖v‖B([0,δ];C2p (Rm+n))). (4.8)B([0,δ];C (R )) C (R ) B([0,δ];C (R ))
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‖Dt v‖B([0,δ];Cθ ′ (Rm+n)) + ‖v‖B([0,δ];C2p+θ ′ (Rm+n))
 2C(s0, T )
(‖G‖B([0,δ];Cθ ′ (Rm+n)) + ‖v0‖C2p+θ ′ (Rm+n) + M‖v‖B([0,δ];C2p (Rm+n))). (4.9)
Next, from (4.4),
‖v‖B([0,δ];C2p (Rm+n))  ‖v0‖C2p(Rm+n) + C(2p, s0)δ
θ ′
2p
(‖G‖B([0,δ];Cθ ′ (Rm+n)) + ‖v0‖C2p+θ ′ (Rm+n) + ‖Lv‖B([0,δ];Cθ ′ (Rm+n)))
 ‖v0‖C2p(Rm+n) + C(2p, s0)δ
θ ′
2p
(‖G‖B([0,δ];Cθ ′ (Rm+n)) + ‖v0‖C2p+θ ′ (Rm+n)
+ ‖v‖B([0,δ];C2p+θ ′ (Rm+n)) + M‖v‖B([0,δ];C2p (Rm+n))
)
, (4.10)
so that, if C(2p, s0)δ
θ ′
2p M  1/2, employing (4.9),
‖v‖B([0,δ];C2p (Rm+n))  2
[‖v0‖C2p(Rm+n) + C(2p, s0)δ θ ′2p (‖G‖B([0,δ];Cθ ′ (Rm+n))
+ ‖v0‖C2p+θ ′ (Rm+n) + ‖v‖B([0,δ];C2p+θ ′ (Rm+n))
)]
 2‖v0‖C2p(Rm+n) + C(2p, s0, T )δ
θ ′
2p
[
(1+ )(‖G‖B([0,δ];Cθ ′ (Rm+n)) + ‖v0‖C2p+θ ′ (Rm+n))
+ M‖v‖B([0,δ];C2p (Rm+n))
]
. (4.11)
We assume that C(2p, s0, T )δ
θ ′
2p M  1/2. We deduce
‖v‖B([0,δ];C2p (Rm+n))  4‖v0‖C2p(Rm+n) + 4C(2p, s0, T )δ
θ ′
2p (1+ )(‖G‖B([0,δ];Cθ ′ (Rm+n)) + ‖v0‖C2p+θ ′ (Rm+n)). (4.12)
Replacing (4.12) in (4.9), we obtain (γ ). Of course, problem (4.5) in [0, δ] is equivalent to a problem of the form⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Dtu(t, x, y) = A(t, x, Dx)u(t, x, y) + B(t, y, Dy)u(t, x, y) + c(t, x, y)
∫
Rn
B(t, z, Dz)u(t, x, z)dμ(z) + F (t, x, y),
(t, x, y) ∈ [s, s + δ1(s0)]× Rm × Rn,
u(s, x, y) = u1(x, y), (x, y) ∈ Rm × Rn.
(4.13)
Using the compactness of [0, T ], we conclude that there exists a ﬁnite number of intervals [s j−1, s j] ( j = 1, . . . , r), whose
union is [0, T ], and such that the problem (4.13), with s j−1 replacing s, can be uniquely solved in [s j−1, s j]. This implies
immediately the conclusion, as it allows to solve globally (4.1) in a ﬁnite number of steps. 
5. The inverse problem
Now we are able to discuss the inverse problem (1.1).
Proof of Theorem 1.2. We start by showing the uniqueness. Let (u, g) be a solution with the desired properties. Then, u
satisﬁes problem (1.8), with c and F deﬁned in (1.9)–(1.10). Clearly, c and F fulﬁll the conditions (K2)–(K3). So, in force of
Theorem 4.1, u is uniquely determined as solution of (1.8). g can be obtained from (1.6).
Now we show the existence. By Theorem 4.1, (1.8) has a unique solution u satisfying (1.15). We deﬁne g as in (1.6)–(1.7).
Clearly, g satisﬁes the regularity conditions in (1.16). (1.6)–(1.10) immediately imply that the two ﬁrst equations in (1.1) are
satisﬁed. It remains to show that∫
Rn
u(t, x, y)dμ(y) = φ(t, x)
∀(t, x) ∈ [0, T ]×Rm . Clearly, (1.5) is a consequence of (1.6). On the other hand, from the ﬁrst equation in (1.1), we have that,
if we set
ψ(t, x) :=
∫
Rn
u(t, x, z)dμ(z),
we obtain, differentiating under the integral sign,
Dtψ(t, x) = A(t, x, Dx)ψ(t, x) +
∫
Rn
B(t, y, Dy)u(t, x, y)dμ(y) + g(t, x)
∫
Rn
f (t, x, y)dμ(y),
(t, x) ∈ [0, T ] × Rm.
810 D. Guidetti / J. Math. Anal. Appl. 355 (2009) 796–810Then the conclusion follows from ψ(0, x) = ∫
Rn
u0(x, y)dμ(y), (H8) and the uniqueness of the solution of the parabolic
Cauchy problem in Rm . 
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