* --A robust method for determining the boundaries of cells and the associated reliability of the RF coverage within these boundaries is presented. The procedure accurately determines the effective cell radius using a linear regression of RF signal strength samples. The accuracy of this estimate is quantified both as a radius uncertainty (e.g., ± 100 meters) and as a coverage (i.e., area/edge) reliability error through 1) simulation, 2) analysis of real data, and 3) theoretical analysis. It is shown that if the estimate of the cell radius meets the desired accuracy, then the corresponding estimates of coverage reliability (both area and edge) are more than sufficiently accurate. Through a sensitivity analysis, it is discovered that estimating the cell radius is a much more critical step in determining the quality of RF coverage than the more common practice of simply estimating the area reliability. In addition, a formula for estimating area reliability is given and shown to be more accurate than can be obtained by current approaches. The verification method presented here is particularly useful in wireless planning since it effectively determines the geographic extent of reliable RF coverage. It is recommended that radio survey analyses select cell radius estimation as the preferred method of coverage verification.
I. INTRODUCTION
THE TWO MOST COMMONLY used measures of the reliability of RF coverage are 1) cell edge reliability and 2) cell area reliability. Cell edge reliability refers to the probability that the RF signal strength measured on a circular contour at the cell edge will meet or exceed a desired quality threshold (e.g., -90 dBm). Whereas, cell area reliability is the probability that RF signal will meet or exceed the quality threshold after integrating the contour probability over the entire area of the cell (i.e., across all of the contours of the cell, including the cell edge). D.O. Reudink showed that, for a given propagation environment, cell edge reliability and cell area reliability are deterministically related [2] (see also section IV and the Appendix of this paper). Because of this relationship, estimating the distance to the cell edge can be shown to be theoretically equivalent to determining the reliability of the signal strength within the cell (e.g., see equation (5) and equation (a7) in the Appendix). In this study we describe a new measure of RF reliability that has previously not been reported in other wireless investigations. We call this coverage criterion "cell radius inaccuracy," ∆R. We have found this criterion to be very useful in answering the following two (related) questions: 1) How many signal strength measurements are needed to accurately estimate the spatial extent of reliable coverage? 2) How do we best estimate the coverage reliability of isolated cells with a finite number of signal strength measurements?
In answering the first question, the equivalent circular contour (i.e., the effective radius, R) of the cell is estimated, as shown in Figure 1 . The relationship between the inaccuracy (∆R) of this radius estimate and the amount of lognormal fading, σ, in each cell is empirically derived as a function of the number of independent signal strength measurements, N (see equation (14)).
Regarding the second question, perhaps the most important finding of this study is that it is the accuracy of the cell radius estimate (i.e., ∆R ), not the accuracy of the area reliability estimate that is the limiting factor in determining the quality of RF coverage. The relationship between cell radius inaccuracy and area reliability is also discussed.
Typically, cell radius estimation and area reliability analyses are not considered together in propagation optimization. It is found that these two problems cannot be considered independently, and the consequence of doing so can lead to inaccurate estimates of RF coverage.
Many vendors of RF predictive tools already use regression to determine the best linear approximation to the median path loss for the purpose of tuning RF prediction models. In this paper we investigate the advantages of also measuring the lognormal fading within each cell to more precisely determine the radius of reliable cellular coverage. These measurements are used to compute a fade margin for each cell, which is then incorporated in the estimation of the cell's radius. Thus, the cell radius is defined explicitly in terms of the desired quality of coverage.
It is recommended that, in addition to area reliability, future wireless verifications also consider cell radius inaccuracy.
II. OVERALL APPROACH The measurement approach computes the best circular approximation to the equal power contour. The effective radius, R, of the cell is measured and the accuracy quantified in terms of a radius inaccuracy ring, ±∆R. The average signal strength on the circular contour is equal to the signal strength of the equal power contour.
surface, the path loss is fit with a cone via linear regression. The cell edge is approximated as the radius of the base of the best-fitting cone.
The proposed method estimates the best circular boundary that matches the cell edge at the desired area reliability, as illustrated in Figure 1 (b). It should be emphasized that this approach does not in any way require that the true cell edge be circular. Rather, even the most irregular cell edge can be fitted with a circle such that the average power along the circumference is equal to the power of the true cell edge. This circle encloses the area over which the RF signal meets or exceeds the desired area reliability (e.g., over 90% of the area, the signal power is above -90 dBm). It is the radius of this fitted circle that is estimated. Thus, this radius can be considered the "effective radius" of the cell and is well defined for any cell, circular or otherwise.
The accuracy of the cell radius estimate is quantified in terms of a radius inaccuracy ring, ±∆R, also shown in Figure 1(b) , where the dimension of ∆R is expressed in units of distance. The width of this ring depends mostly on the number of signal strength samples in the regression, and also upon the amount of lognormal fading in the cell.
Two methods for determining area reliability from drive test data are compared. The first method is the standard approach of estimating the proportion of signal strengths that are above a desired reliability threshold [3] .
The second technique is the preferred method, which is used throughout this study. This method involves determining the propagation parameters of individual cells and using this information in conjunction with Reudink's analysis (see equation (a7) in the Appendix) to estimate the area reliability. The propagation path is approximated with a two-parameter model similar to Hata [1] . A fade margin based on the actual signal variation within each cell is calculated to ensure the desired cell edge reliability. It is shown that this technique provides area reliability estimates that are much more accurate than those obtained from the first method.
The proposed approach can be used to quickly determine the validity of drive test data. Given enough measurements, simulations show that this technique can be made almost arbitrarily exact. It is recommended that this method be included as part of the pre-build verification procedure for any wireless technology (TDMA, AMPS, CDMA, etc.).
III. APPROACH FOR ESTIMATING THE CELL RADIUS
We seek to characterize the propagation effects of the environment (terrain and clutter), not of the antenna. Thus, the signal strength measurements are first inverse filtered to remove the anisotropic weighting introduced by the horizontal antenna pattern. The proposed approach for estimating the cell radius is graphically summarized in Figure 2 . The measurement method is based on a two-parameter propagation model similar to the prediction formulas of Hata
where P r is the received power (dBm), P t is the transmitted power (EIRP) of the base station plus the receiver gain (e.g., P t =50 dBm EIRP+G r ), P L is the path loss (dB), r is the range (km) from the base station, and A and B are the unknown constants to be estimated from the RF data via linear regression [1] . A fade margin based on the actual signal variation within each cell is calculated to ensure the desired cell edge reliability.
Because of the similarity to Hata's model, it is important to clarify that the method does not incorporate Hata's coefficients. Instead, the salient propagation parameters are estimated from the data since the major goal in this study is RF verification, not RF prediction.
The interior of each cell is divided into approximately 5000 bins which are uniformly sampled both in range and azimuth (i.e., uniform area sampling). The signal strength measurements in each bin are averaged to produce a single (average power) value per bin [4] . The range is then computed from the base station to the center of all of the bins that contain measurements. Thus, each bin represents an average power measurement at a certain range from the base station. The range axis is then mapped to a logarithmic (common log) scale, the transmit power is combined with the parameter, A, and the two parameters of the following equivalent model are estimated via linear regression
where r r L = log 10 and ′ = − A P A t .
Once the constants A' and B have been estimated, the mean trend of the propagation data is subtracted from the signal strength measurements and the standard deviation, σ, of the remaining zero-mean process is estimated. The value of σ represents the composite variation due to two primary factors: lognormal fading and measurement error. Both of these factors tend to introduce uncorrelated variations around the the mean since the regression is computed for range measurements across all azimuth angles which greatly reduces most spatial correlation effects.
A fade margin, FM σ , that ensures the desired cell edge reliability, F(z), can then be approximated (see equation ( It is now straightforward to derive the distance to the cell edge, R , at any desired signal strength threshold, P THRESH , and service reliability, F(z). From equations (1), (2), (3), and (4)
Any additional static (nonfading) margin, such as building penetration losses, can also be easily incorporated into the P THRESH term. Thus, A',B and, σ are all that is needed to determine the range from the base station to the cell edge. . Thus, exact knowledge of the propagation parameters A', B, and σ is equivalent to the exact knowledge of R. The remainder of this paper deals with the details of how to estimate the parameters A', B, and σ from drive test data that has been corrupted with measurement error and the precision that results from doing so. . Note, increasing cell edge reliability is equivalent to decreasing the radius of coverage.
IV. AREA RELIABILITY ESTIMATION APPROACH
The relationship between the reliability of coverage over a circular area and the reliability of coverage on the perimeter of the circle was first established by D.O. Reudink (circa 1974) [2] . The main finding of this study was that cell area reliability and cell edge reliability obey the simple relationship illustrated in Figure 3 . As long as the propagation path follows a power law this relationship is completely determined by the ratio of σ/B, where σ is the standard deviation of the lognormal fading within the cell and B is the path loss exponent (e.g., typical values are σ=8dB and B=35.2). As shown in Table 1 , given exact knowledge of σ and B, the cell area reliability (and cell edge reliability) can be exactly computed (see also equation (a7) in the Appendix). Note that although 75% cell edge reliability approximately corresponds to 90% cell area reliability, and 90% cell edge reliability approximately corresponds to 97% cell area reliability, their exact values depend on the propagation parameters of each cell (i.e., σ and B) The relationship in Figure 3 is apparently independent of the absolute cell radius, as well as being independent of the transmit and receive power, which only serve to scale the radius. This seems to uncouple the problem of determining the coverage reliability from the problem estimating the size of a cell. However, the relationship in Figure 3 does not mean that the cell radius has no effect on coverage reliability. On the contrary, for the same two-way gain and transmit power, making the cell radius larger reduces the coverage reliability and decreasing the cell radius increases the coverage reliability. The dependency on cell radius is implicit through the desired edge reliability and equation (5) . Table 2 demonstrates some of the relationships between cell radius, cell area reliability, and cell edge reliability for two cells designed with the same transmit power. In this table, the cell radius is computed from equation (5) and the area reliability is computed from equation (a7). For example 1, the cell radius at 75% edge reliability (90.72% area) is 1 km, the radius at 73.5% edge reliability (90% area) is 1.021 km. The results are similar for example 2. Observe that changing the cell radius can have a significant effect on the reliability of RF coverage. In Reudink's original derivation of area reliability, the explicit dependence of coverage on cell radius was purposely eliminated. Since the cell radius is one of the estimated quantities of interest in this paper, it is reintroduced into Reudink's expression in the Appendix in equation (a7). This is the formula (i.e., ! F u ) that is used throughout this paper to estimate the reliability of RF coverage over a circular area.
Thus, the approach for measuring area reliability in this study is as follows: 3) use the radius and the propagation parameters to estimate the reliability of coverage, ! F u , over the cell area using Reudink's expression (see equation (a7)). In the following section, this method of estimating coverage reliability is shown to be much more accurate than current approaches [3] .
V. ESTIMATE OF PROPORTIONS COMPARED TO REUDINK'S APPROACH
In this section, the following two area reliability estimators are compared:
1) Reudink's approach with linear regression. We will refer to this technique as Reudink's method, even though his original study did not address the use of linear regression, or the significance of his results to verification [2] .
2) Estimate of Proportions [3] .
It is worthwhile to compare the path loss models that underlie both of these estimators. To facilitate this comparison, it is assumed that the measurements are independent and uniformly distributed throughout the area of the cell, both in range and in azimuth. Figure 4 shows the distribution of outages for Reudink's method, which assumes a linear path loss. The cell is divided into four equal area regions and outage probabilities for each region are generated, using equation (a7), for a typical 90% cell area reliability design. In Reudink's technique the median path loss is adaptively computed via linear regression within each cell. Observe that, as the cell edge is approached, the outage probability increases.
In contrast, the underlying assumption of the Estimate of Proportions technique is that outages are equally distributed throughout each cell, as also shown in this figure. The implicit assumption of the Estimate of Proportions approach is that there is no path loss. Specifically, outages at the cell edge and outages under the base station are equally likely events. Reudink's path loss model is clearly a more appropriate choice and this is the major reason that Reudink's area reliability estimates are always more precise.
The basic approach of the Estimate of Proportions method is illustrated in Figure 5 (a). The cell radius is determined iteratively by reducing the radius until the desired area reliability (equation (6)) is reached. The precision of this method is compared with Reudink's technique in the analysis that follows.
Consider the following estimate of area reliability made by calculating the proportion of signal strength values that are above a quality threshold
where N is the total number of signal strength measurements within 
where F u is the true area reliability (this equation may be found in reference [3] ). The error, ∆F N , (one sided 95% confidence interval) of this coverage estimate is
The application of this expression to cellular verification is somewhat anomalous since this equation is completely independent of the amount of lognormal fading, σ, in the cell. This suggests that coverage estimation needs no more measurements in hilly terrain than for flat terrain, which is inconsistent with reality. ( )
where it is also assumed that Reudink's method is not using any signal strength samples outside of the cell (i.e., N = N 1 + N 2 , Figure 5(c) ). Given the above assumptions, Equation (9) can be shown to be a completely general expression, provided 6 10 ≤ ≤ σ , F u ≥ 90% and N ≥ 100 . Equation (9) is independent of the number of signal strength samples, N, and dependent only on the area reliability and the lognormal fading within the cell, σ. The exact value of σ is unimportant to the point of this comparison; assume that σ=8 dB. Both area reliability estimators can be directly compared for the following two values of reliability F u =90% and F u =97%: Reudink's method can also be used to predict coverage of sparsely driven areas. Often, during the drive data collection phase, the intended coverage area is not exactly known. The best solution to the scenario in Figure 5 (d) is to retest the cell. However, this is not always possible and for these cases a tuned prediction of the coverage may be desired. Reudink's approach is ideal for this application.
In summary, it was shown that Reudink's area reliability estimator is more than four times the precision of approaches that are based on the Estimate of Proportion method. Equivalently, Reudink's technique requires an order of magnitude fewer measurements to achieve the same accuracy as the Estimate of Proportions method.
VI. RF PROPAGATION SIMULATION RESULTS
To test the validity of the radius estimation and area reliability estimation approaches, an RF propagation simulation was written, as shown in Figure 6 . To reduce the computation, we use a single radial component that is uniformly sampled along its length. It is assumed that the simulated measurements result from a uniform azimuthal sampling of the cell. Hence, the samples along this single radial represent the composite path loss fluctuations of radials in all azimuth directions. The single radial of this model is thus considered to be a linear superposition of multiple radials that are uniformly spaced in azimuth (i.e., two-dimensional uniform area sampling). The simulation could explicitly calculate this superposition, but this is computationally inefficient and would have no effect on the results.
For a fixed azimuth angle, the fading is correlated along the radial from the base station. However, we assume that the distance between the measurements on a radial is large enough to neglect correlation effects. In addition, the fading between radial components at equally spaced azimuth angles is nearly uncorrelated. Since the regression is actually evaluated across all azimuth angles simultaneously, an uncorrelated Gaussian fading model is chosen. The standard deviation, σ, (typically 5-10 dB) is input into a Gaussian random number generator which produces uncorrelated normal random variables with zero mean and variance σ 2 .
The mean path loss is computed for each range value as the product of the logarithm of range and the path loss coefficient, B, to which is added the intercept value A'. The variation due to fading is then added to the mean path loss (MPL) also shown in Figure 6 . This concludes the RF signal generation portion of the simulation. The remainder of the simulation is concerned with estimating A', B, and σ. Both ! ' A and ! B are computed via linear regression. The estimated mean path loss is then subtracted from the simulated signal strength values and an estimate of the standard deviation, ! σ , is made from the resulting zero-mean process. Two major criteria are used to evaluate the performance of the estimation procedure in the simulation:
1) the correlation coefficient, ρ, between the simulated data and the best fit line (EMPL). The closer ρ is to unity, the more linear the data. This measure is also used to characterize the reliability of the field data.
2) the mean square error (MSE) per sample between the best fit line (EMPL) and the true path loss in the simulation (MPL). This measure cannot be used in the field, since the true path loss is unknown. Typical results from the simulation are shown in Figure 7 . The following parameters were the inputs used to generate the 515 data points in this figure: A= 140 P t = 50 dBm (EIRP) 
RF Propagation Simulation
The above four values can be made as close to zero as desired by increasing the number of simulated data points, N. Since these errors depend on the number of data samples used to compute the regression, a natural question is "How many data samples are necessary to achieve a given precision?" The accuracy of the measurement approach is examined in more detail in the next section.
VII. MEASUREMENT ACCURACY VERSUS THE NUMBER OF SAMPLES
This section deals with determining the measurement error of the overall estimation process. The simulation is used to determine the probability densities of the following two random variables: R is the true cell radius computed from equation (5) ! R is the cell radius estimate computed from equation (5) The transformations specified by equation (10) allow a direct comparison of the cell radius estimate with the area reliability estimate, which would otherwise be difficult due to the differences in the dimensions of these two estimators (i.e., R is in kilometers and F u is a percentage). Typical probability densities for e Fu and e R are shown in Figure 8 . Observe that the error of the cell radius estimate, e R , is comparable in Figures 8(a) and 8(b) (Note the scale change between the ordinates of these two figures). However, e Fu is almost a factor of two smaller for the 90% cell edge reliability design. The evidence in Figure 8 and all of the histograms processed in this study demonstrate that both e R and e Fu are well modeled as zero-mean Normal random variables, and thus, only their respective variances are needed to characterize the precision of the estimates ! R and ! F u . These are determined empirically via Monte Carlo simulation.
We are interested in determining the inaccuracy, ∆ ∆ ∆ ∆R, of the estimate of the cell radius at a 95% confidence level. The inaccuracy is measured from empirical histograms by simulating e R and determining ∆ ∆ ∆ ∆R such that
The inaccuracy of the radius estimate, ∆ ∆ ∆ ∆R, is determined by the following two-sided test where the z c variable in equation (11) Each point in the plots in Figure 9 represents the precision (at 95% confidence) that is obtained after simulating and processing five million signal strength values.
Close inspection of Figure 9 reveals that for a given number of signal strength samples, N, the area reliability is much more precise (by one to two orders of magnitude) than the estimate of the cell radius (compare Figure 9 (a) with Figure 9(c) ). For example, 1000 samples in the regression are needed for about a ±3% inaccuracy in the cell radius estimate. However, even with 500 samples in the regression, the area availability estimate is very precise. The inaccuracy of the area availability estimate is less than 0.5% for cells designed with 75% cell edge reliability and within 0.2% for cells designed with 90% cell edge reliability.
The inaccuracies of both of the estimates ! R and ! F u can be approximated by the following expressions which were determined empirically (via least-squares) from the data in Figure 9 (14)
where N is the number of independent samples in the regression ! σ is the estimated standard deviation of the lognormal fading in the cell ! F u is the estimated area reliability computed from equation
From equation (10), it is easy to show that equations (14) and (15) are completely general expressions, provided 6 10 ≤ ≤ σ , F u ≥ 90% and N ≥ 100 . Observe that the area reliability inaccuracy in equation (15), ∆F u , is inversely proportional to N . It is interesting to compare the magnitudes of the inaccuracies of the above area reliability measurements with those computed by estimating a proportion of signal strength measurements that are above a desired threshold. From equation (8), for 500 samples and 90% cell edge reliability, the inaccuracy is about 2.2%. Thus, the area availability estimate, ! F u , shown in Figure 9 (d) is about ten times the precision of estimates that are based on proportions of signal strengths (i.e., equation (6)).
The radius inaccuracy in equation (14), δ R , is inversely proportional to the number of samples in the regression, N, and directly proportional to the amount of lognormal fading, σ, in the cell. Interestingly, radio survey engineers have long recognized the negative effects that widely varying terrain and clutter environments have on RF coverage tests. They usually compensate for these effects by taking many more measurements in these areas. Equation (14) is simply the mathematical expression of this practice, specifying the relationship between the desired coverage inaccuracy, δ R , the number of independent signal strength measurements, N, and the terrain fading factor within the cell, σ. It should be noted that for real data, the radius inaccuracy will actually be less than specified by equation (14), since signal strength samples of adjacent bins are not completely independent. The fact that adjacent samples are correlated actually reduces the error of the cell radius estimate making equation (14) an upper bound.
The most important finding of this analysis is that it is the precision of the estimate of the cell radius (i.e., equation (14)) that is the limiting factor in determining the quality of RF coverage, not the precision of the area reliability estimate.
VIII. DISCUSSION
Given the abundance of other quality metrics such as adjacent channel interference, cochannel interference, dropped calls, hand-off failures, call access failures, bit error rate, frame error rate, etc., the experienced cellular engineer might question our focus on coverage. We justify our approach by arguing that, at least from a design perspective, degradations in these other performance metrics are simply a result of either not enough carrier power or too much interference power. Furthermore, we submit that all extraneous same-system interference is simply uncontrolled other-cell coverage which would not exist if the geographic extent of reliable coverage in each cell was properly designed in the first place. Hence, coverage estimation fundamentally remains the most critical step of the design of any network. An accurate method of determining the radius ( ! R ) of individual cells was presented. This led to an even more precise technique for estimating the reliability of coverage over the area of the cell ( ! F u ). For the same precision in area reliability, the Estimate of Proportions technique requires more than twenty times as many measurements than Reudink's method ( ! F u ). Thus, Reudink's area reliability estimator has some computational advantages in verification postprocessing.
It was shown that it is possible to obtain an excellent estimate of the area reliability even if the number of samples is insufficient for estimating the cell radius. This raises an interesting question concerning the determination of service reliability: "What is the best metric to use in classifying the quality of RF coverage?" This study indicates that area reliability alone is insufficient. A major finding of this study is that the area reliability (F u , equation (a7)) and the cell radius (R, equation (5)) are an equation pair. In RF verification, it is not possible to determine an area reliability without simultaneously computing a cell radius, and vice versa.
The results of this paper indicate that estimating the effective radius of a cell is the limiting factor in determining the RF coverage reliability. Specifically, it takes about fifty times as many signal strength samples to estimate the cell radius, R, than to estimate the area reliability, F u . For a given propagation environment, computing the distance to the cell edge is deterministic (i.e., apply equation (5)). For real drive test data, the true cell radius is unknown and must be statistically estimated. It was shown that as long as the radius estimate is sufficiently precise, so is the area reliability estimate ( ! F u ). If cell edge reliability is the desired coverage criterion, an accurate estimate of the cell radius is all that is needed since the cell edge reliability is ensured by the fade margin used to measure the radius.
However, if area reliability is the desired coverage criterion, then a minor adjustment to the cell edge reliability (and cell radius) must be made in each cell to compensate for the variation in the specific values of the propagation constants A', B, and σ. This is easily done by first computing the propagation constants via linear regression and then computing the area reliability from equation (a7) at fine range increments (e.g., steps of ∆ ∆ ∆ ∆R/2). The desired radius can then be found by inverse interpolation.
The proposed technique is best suited for macrocells. However, it can be modified to work equally well in microcells by eliminating measurements that have line-of-sight to the base station. In many cells, the path loss is better described by a composite of two line segments that intersect at some breakpoint distance near the base station. For these cases, this distance is approximated and measurements before this point are eliminated since virtually no outages occur over this region. The best linear fit to the path loss in the outer regions of the cell is extrapolated all the way to the base station. For most propagation scenarios, the error in the area reliability estimate due to this approximation is less than 0.5% (see Figure 4 ) and less than 1.5% for the radius estimate. Thus, the proposed method needs no additional parameters or modifications to accommodate dual-power law propagation environments. However, if these errors are not tolerable, they can easily be eliminated by incorporating breakpoint distance into Reudink's expression (equation (a7)).
Although the precision in this study was determined via simulation, we have processed signal strength measurements from hundreds of cell sites and have found that the results are completely consistent with those of our simulation.
We have also found cell radius inaccuracy to be very useful in determining the sampling requirements of cellular drive tests [5] [6] [7] . This verification approach is particularly useful to anyone involved with cell planning since this equates the problem of determining the reliability of RF coverage with that of determining the effective size of the cell. The latter concept is clearly more useful to the cellular network planner.
IX. CONCLUSIONS
Cell radius inaccuracy has been proposed as a new method for measuring RF cellular coverage. The technique measures the average distance from the base station to the cell edge (equation (5)) and quantifies the precision by also specifying the uncertainty of the radius estimate. In addition, the approach provides an estimate of the area reliability (equation(a7)) which was shown to be much more accurate than current methods that estimate the coverage from a proportion of signal strength measurements [3] . Empirical formulas are given that approximate the precision of both of these estimates (equations (14) and (15)).
The results of this paper show that area reliability is more useful in specifying a desired quality of RF coverage than in verifying that this quality is actually achieved.
The recommended verification technique, cell radius inaccuracy, uses linear regression to estimate the minimum mean square path loss within each cell, and is thus very tolerant to estimation errors due to terrain fluctuations (e.g., lognormal fading). The approach provides the best circular approximation to any equal power contour, at any desired reliability. Thus, this method is ideal for cell site planning with any wireless technology. For example, using standard CW drive test measurements, this technique can help verify that the RF design meets the proper amount of overlap in coverage needed to support the soft handoff regions of CDMA.
The conclusion of this study is that cell radius estimation and area reliability estimation should not be treated separately, and that cell radius inaccuracy is the more critical verification measure.
APPENDIX AREA RELIABILITY AS A FUNCTION OF CELL RADIUS
This derivation is similar to D.O. Reudink's original analysis, which showed that the relationship between cell edge reliability and cell area reliability was theoretically independent of the absolute cell radius [2] . However, since cell radius is one of the estimated quantities of interest in this study, this dependency is purposely reintroduced.
Let the received power, P r , at the edge of a cell, R, be given by
where X is a normal zero mean random variable with variance σ 2 .
Similarly, the received power at a distance, r, is
where it will be assumed that r<R. The outage probability, P out (r), at a particular range, r, from the base station is given by 
where P THRESH is the desired threshold and 
