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EXTREMAL METRICS FOR THE Q′-CURVATURE IN THREE
DIMENSIONS
JEFFREY S. CASE, CHIN-YU HSIAO, AND PAUL YANG
Abstract. We construct contact forms with constant Q′-curvature on com-
pact three-dimensional CR manifolds which admit a pseudo-Einstein contact
form and satisfy some natural positivity conditions. These contact forms are
obtained by minimizing the CR analogue of the II-functional from conformal
geometry. Two crucial steps are to show that the P ′-operator can be regarded
as an elliptic pseudodifferential operator and to compute the leading order
terms of the asymptotic expansion of the Green’s function for
√
P ′.
1. Introduction
The geometry of CR manifolds is studied via a choice of contact form and the
induced Levi form. A natural question is whether there are preferred choices of
contact form. One such choice is a CR Yamabe contact form, which has the property
that the pseudohermitian scalar curvature is constant. Such contact forms exist on
all compact CR manifolds [10, 13, 14, 24, 26]. Another such choice is a pseudo-
Einstein contact form with constant Q′-curvature [6, 18]. The primary goal of this
article is to show that the latter class of contact forms always exist in dimension
three under natural positivity assumptions.
The idea of the Q′-curvature arose in the work of Branson, Fontana and Mor-
purgo [4] on Moser–Trudinger and Beckner–Onofri inequalities on the CR spheres.
On any even-dimensional Riemannian manifold (Mn, g), the critical GJMS opera-
tor Pn is a conformally covariant differential operator Pn with leading order term
(−∆)n/2 which controls the behavior of the critical Q-curvatureQn within a confor-
mal class (cf. [3]). Specializing to the case of the standard n-sphere (Sn, g0) in even
dimensions, Beckner [1] and, via different techniques, Chang and the third-named
author [8], used these objects to establish the Beckner–Onofri inequality:
(1.1)
ˆ
Sn
wPnw + 2
ˆ
Sn
Qnw − 2
n
(ˆ
Sn
Qn
)
log
 
Sn
enw ≥ 0
for all w ∈Wn/2,2 and forQn an explicit (nonzero) dimensional constant. Moreover,
equality holds in (1.1) if and only if e2wg0 is Einstein, or equivalently, if and only
if e2wg0 = Φ
∗g0 for Φ an element of the conformal transformation group of Sn.
Branson, Fontana and Morpurgo investigated to what extent the above discus-
sion holds on the standard CR spheres (S2n+1, T 1,0S2n+1, θ0). While it has long
been known that there is a CR covariant operator Pn with leading order term
(−∆b)n+1, this operator has an infinite-dimensional kernel, namely the space P of
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CR pluriharmonic functions [15]. For this reason one does not expect Pn to give rise
to a CR analogue of the sharp Beckner–Onofri inequality (1.1). Instead, Branson,
Fontana and Morpurgo [4] observed that there is another operator P ′n, defined only
on P , with all of the desired properties. That is, P ′n has leading term (−∆b)n+1, is
CR covariant, and there is a (nonzero) dimensional constant Q′n such that
(1.2)
ˆ
S2n+1
wP ′nw + 2
ˆ
S2n+1
Q′nw −
2
n+ 1
(ˆ
S2n+1
Q′n
)
log
 
S2n+1
e(n+1)w ≥ 0
for all w ∈ Wn+1,2 ∩ P . Moreover, equality holds in (1.2) if and only if e2wθ0 is
pseudo-Einstein and torsion-free, or equivalently, if and only if e2wθ0 = Φ
∗θ0 for Φ
a CR automorphism of (S2n+1, T 1,0S2n+1).
In light of (1.1), it is natural to seek metrics of constant Q-curvature within a
given conformal class on an even-dimensional Riemannian manifold. This question
has been intensively studied in four dimensions. In particular, Chang and the third-
named author [8] showed that on any compact Riemannian four-manifold (M4, g)
for which the Paneitz operator P4 is nonnegative with trivial kernel and for which´
Q4 < 16π
2, one can construct a metric gˆ := e2wg for which Qˆ4 is constant by
minimizing the functional
II(w) :=
ˆ
M
wP4w + 2
ˆ
M
Q4w − 1
2
(ˆ
M
Q4
)
log
 
M
e4w.
This construction, and various modifications of it, have played an important role
in studying the geometry of four-manifolds; see [7] for further discussion.
The purpose of this article is to show that one can similarly construct contact
forms with constant Q′-curvature on a compact three-dimensional CR manifold
under natural positivity assumptions. To explain this, let us first recall the es-
sential features of the Q′-curvature [6]. On any pseudohermitian three-manifold
(M3, T 1,0M, θ), there is a differential operator P ′4 : P → C∞(M) defined on the
space P of CR pluriharmonic functions with the properties that P ′4 has leading
term ∆2b , is symmetric in the sense that the pairing (u, v) 7→
´
uP ′4v is symmetric
on P , and satisfies the transformation formula
(1.3) e2wPˆ ′4(u) = P
′
4(u) mod P⊥
for all u ∈ P , where w ∈ C∞(M) and Pˆ ′4 is defined in terms of θˆ = ewθ. The analytic
properties of the P ′-operator are improved by projecting onto P . As we will see, if
τ : C∞(M)→ P is the orthogonal projection, then the operator P ′4 := τP ′4 : P → P
is a formally self-adjoint elliptic pseudodifferential operator.
In general, one cannot associate an analogue of the Q-curvature to P ′4. However,
one can do so when restricting to pseudo-Einstein contact forms. A contact form θ
on (M3, T 1,0M) is pseudo-Einstein if its scalar curvature R and torsion A11 satisfy
the relation ∇1R = i∇1A11. This is equivalent to requiring that θ is locally volume-
normalized with respect to a nonvanishing closed (2, 0)-form [17]; such contact forms
always exist on boundaries of domains in C2 [11]. For pseudo-Einstein contact
forms, one can define a scalar invariant Q′4 which satisfies a simple transformation
rule in terms of P ′4 and the CR Paneitz operator P4 upon changing the choice of
pseudo-Einstein contact forms. In particular,
´
Q′4 is an invariant of the class of
pseudo-Einstein contact forms. For boundaries of domains, it is a biholomorphic
invariant; indeed, it is the Burns–Epstein invariant [5, 6].
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Suppose that θ is a pseudo-Einstein contact form on (M3, T 1,0M). Then θˆ = ewθ
is pseudo-Einstein if and only if w is a CR pluriharmonic function [17]. In particular,
it makes sense to consider the transformation formula for the Q′-curvature, and one
obtains
(1.4) e2wQˆ′4 = Q
′
4 + P
′
4(w) mod P⊥
(see [6]). It is thus natural to consider the scalar quantity Q
′
4 := τQ
′
4. In partic-
ular, on the standard CR three-sphere, P
′
4 is precisely the operator considered by
Branson, Fontana and Morpurgo [4] and Q
′
4 is precisely the constant in (1.2).
We construct contact forms for which Q
′
4 is constant by constructing minimizers
of the II-functional II : P → R given by
(1.5) II(w) =
ˆ
M
wP
′
4w + 2
ˆ
M
Q
′
4w −
(ˆ
M
Q
′
4
)
log
 
M
e2w
on a pseudo-Einstein three-manifold (M3, T 1,0M, θ). Note that, since II is only
defined on P , the projections in (1.5) can be removed; i.e. we can equivalently
define the II-functional in terms of P ′4 and Q
′
4. In general the II-functional is not
bounded below. However, under natural positivity conditions it is bounded below
and coercive, in which case we can construct the desired minimizers.
Theorem 1.1. Let (M3, T 1,0M, θ) be a compact, embeddable pseudo-Einstein three-
manifold such that the P ′-operator P
′
4 is nonnegative and kerP
′
4 = R. Suppose
additionally that
(1.6)
ˆ
M
Q
′
4 θ ∧ dθ < 16π2.
Then there exists a function w ∈ P which minimizes the II-functional (1.5). More-
over, the contact form θˆ := ewθ is such that Qˆ
′
4 is constant.
The assumptions of Theorem 1.1 can be replaced by the assumptions that the
CR Paneitz operator is nonnegative and there exists a pseudo-Einstein contact
form with scalar curvature nonnegative but not identically zero. Note that this
last assumption implies that the CR Yamabe constant is positive; it would be
interesting to know if these conditions are equivalent. Chanillo, Chiu and the
third-named author proved [9] that these assumptions imply that (M3, T 1,0M) is
embeddable. The first- and third-named authors proved [6] that these assumptions
imply both that P
′
4 ≥ 0 with kerP
′
4 = R and that
´
Q
′
4 ≤ 16π2 with equality if and
only if (M3, T 1,0M) is CR equivalent to the standard CR three-sphere. Branson,
Fontana and Morpurgo proved [4] Theorem 1.1 on the standard CR three-sphere.
In summary, Theorem 1.1 implies the following result.
Corollary 1.2. Let (M3, T 1,0M, θ) be a compact pseudo-Einstein manifold with
nonnegative CR Paneitz operator which admits a pseudo-Einstein contact form with
positive scalar curvature. Then there exists a function w ∈ P which minimizes
the II-functional (1.5). Moreover, the contact form θˆ := ewθ is such that Qˆ
′
4 is
constant.
Note that the assumptions of Theorem 1.1 are all CR invariant; in particular, if
(M3, T 1,0M) is the boundary of a domain in C2, the assumptions are biholomorphic
invariants. Note also that the conclusion that Qˆ
′
4 is constant cannot be strengthened
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to the conclusion that Qˆ′4 is constant: In Section 5, we classify the contact forms
on S1×S2 with its flat CR structure which have Q′4 constant, and observe that Q′4
is nonconstant for all of them.
The proof of Theorem 1.1 is analogous to the corresponding result in four-
dimensional conformal geometry [8], though there are many new difficulties we
must overcome. Since we are minimizing within P , there is a Lagrange multiplier
in the Euler equation for the II-functional which lives in the orthogonal comple-
ment P⊥ to P . This is avoided by working with P ′4. The greater difficulty is to
show that minimizers for the II-functional exist in W 2,2 ∩P under the hypotheses
of Theorem 1.1. This is achieved by showing that P
′
4 satisfies a Moser–Trudinger-
type inequality with the same constant as on the standard CR three-sphere under
the positive assumption on P
′
4 and (1.6).
To prove that P
′
4 satisfies the above Moser–Trudinger-type inequality, we study
the asymptotics of the Green’s function of
(
P
′
4
)1/2
in enough detail to apply the
general results of Fontana and Morpurgo [12]. To make this precise, we require
some more notation. Fix ζ ∈ M and let (z, t) be CR normal coordinates in a
neighborhood of ζ such that (z(ζ), t(ζ)) = (0, 0). Define ρ4(z, t) = |z|4 + t2. For
m ∈ R, let
E(ρm) = {g ∈ C∞(M \ {ζ}) : |∂pz∂qz∂rt g(z, t)| ≤ ρ(z, t)m−p−q−2r near ζ} .
The asymptotics of the Green’s function of
(
P
′
4
)1/2
are as follows.
Theorem 1.3. Let (M3, T 1,0M, θ) be a compact embeddable pseudohermitian man-
ifold such that P ′4 is nonnegative. Fix ζ ∈M and let Gζ be the Green’s function for(
P
′
4
)1/2
with pole at ζ. Then there is a function Bζ ∈ C∞(M \ {ζ}) such that
Bζ − ρ−2 ∈ E
(
ρ−1−ε
)
for all 0 < ε < 1 and
Gζ = τBζτ.
We now outline the main argument used in the proof of Theorem 1.3. Fix a
point ζ ∈M , the Green’s function of (P ′4)1/2 at ζ is given by
(1.7) Gζ =
(
P
′
4
)− 1
2 τδζτ.
Using standard argument in spectral theory, we observe that
(1.8)
(
P
′
4
)− 1
2 = c
ˆ ∞
0
t−
1
2
(
P
′
4 + t+ π
)−1
dt
on (kerP
′
4)
⊥ ∩ Pˆ, where Pˆ is the space of L2 CR pluriharmonic functions, π : Pˆ →
KerP
′
4 is the orthogonal projection, and c
−1 =
´∞
0 t
− 1
2 (1 + t)−1dt. Theorem 1.3
then follows from asymptotic expansions for t−
1
2
(
P
′
4 + t+ π
)−1
. By using Boutet
de Monvel–Sjo¨strand’s classical theorem for the Szego˝ kernel [2], we first show that
P
′
4 = τE2 for E2 a classical elliptic pseudodifferential operator on M of order 2.
This allows us to apply classical theory of pseudodifferential operators to find a
pseudodifferential operator Gt of order −2 depending continuously on t such that
(E2 + t)Gt = I + Ft, where Ft is a smoothing operator depending continuously
on t and |Ft(x, y)|Cm(M×M) . 11+t for all m ∈ N. Roughly speaking, τGtτ is the
leading term of the operator
(
P
′
4 + t + π
)−1
. By carefully studying the principal
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symbol and t-behavior of Gt, we can show that G := c
´∞
0
t−
1
2 τGtτ is a smoothing
operator of order 2 with Gτδζτ = ρ
−2 mod E (ρ−1−ε), for every ε > 0.
This article is organized as follows. In Section 2 we review some basic concepts
from pseudohermitian geometry and the definitions of the P ′-operator and the Q′-
curvature. In Section 3 we use Theorem 1.3 to show that
(
P
′
4
)1/2
satisfies a sharp
Moser–Trudinger-type inequality. In Section 4 we prove Theorem 1.1. In Section 5
we show that there is no pseudo-Einstein contact form on S1 × S2 for which Q′4
is constant. The remaining sections are devoted to the proof of Theorem 1.3. In
Section 6 we review some basic concepts about pseudodifferential operators and
Fourier integral operators. In Section 7 we recall some properties of the orthogonal
projection τ established in [21]. In Section 8 we establish some properties of the
principal symbol of τ∆bτ . In Section 9 we prove Theorem 1.3.
Acknowledgements. The authors thank Po-Lam Yung for his careful reading of
an early version of this article. They also thank the Academia Sinica in Taipei and
Princeton University for warm hospitality and generous support while this work
was being completed.
2. Some pseudohermitian geometry
In this section we summarize some important concepts in pseudohermitian ge-
ometry as are needed to study the P ′-operator and the Q′-curvature in dimension
three.
LetM3 be a smooth, oriented (real) three-dimensional manifold. A CR structure
on M is a one-dimensional complex subbundle T 1,0 ⊂ TCM := TM ⊗ C such that
T 1,0 ∩ T 0,1 = {0} for T 0,1 := T 1,0. Let H = ReT 1,0 and let J : H → H be the
almost complex structure defined by J(V + V¯ ) = i(V − V¯ ).
Let θ be a contact form for (M3, T 1,0M); i.e. θ is a nonvanishing real one-form
such that ker θ = H . Since M is oriented, a contact form always exists, and is
determined up to multiplication by a positive real-valued smooth function. We say
that (M3, T 1,0M) is strictly pseudoconvex if the Levi form dθ(·, J ·) on H ⊗ H is
positive definite for some, and hence any, choice of contact form θ. We shall always
assume that our CR manifolds are strictly pseudoconvex.
A pseudohermitian manifold is a triple (M3, T 1,0M, θ) consisting of a CR man-
ifold and a contact form. The Reeb vector field T is the vector field such that
θ(T ) = 1 and dθ(T, ·) = 0. A (1, 0)-form is a section of T ∗
C
M which annihilates
T 0,1. An admissible coframe is a nonvanishing (1, 0)-form θ1 in an open set U ⊂M
such that θ1(T ) = 0. Let θ1¯ := θ1 be its conjugate. Then dθ = ih11¯θ
1 ∧ θ1¯ for some
positive function h11¯. The function h11¯ is equivalent to the Levi form.
The connection form ω1
1 and the torsion form τ1 = A11θ
1 determined by an
admissible coframe θ1 are uniquely determined by
dθ1 = θ1 ∧ ω11 + θ ∧ τ1,
ω11¯ + ω1¯1 = dh11¯,
where we use h11¯ to raise and lower indices as normal; e.g. τ
1 = h11¯τ1¯ for h
11¯ =
(h11¯)
−1
. The connection forms determine the pseudohermitian connection ∇ by
∇Z1 := ω11 ⊗ Z1
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for {Z1, Z1¯, T } the dual basis to {θ1, θ1¯, θ}. The scalar curvature R of θ is given
by the expression
dω1
1 = Rθ1 ∧ θ1¯ mod θ.
A (real-valued) function w ∈ C∞(M) is CR pluriharmonic if locally w = Re f for
some (complex-valued) function f ∈ C∞(M,C) satisfying Z1¯f = 0. Equivalently,
w is a CR pluriharmonic function if
∇1∇1∇1w + iA11∇1w = 0
for ∇1 := ∇Z1 (cf. [27]). We denote by P the space of all CR pluriharmonic
functions.
Take θ ∧ dθ to be the volume form on M . This induces a natural inner product
(·, ·) on C∞(M). Let L2(M) and Pˆ denote the completions of C∞(M) and P ,
respectively, with respect to this inner product.
The Paneitz operator P4 is the differential operator
P4(w) := 4∇1
(∇1∇1∇1w + iA11∇1w)
= ∆2bw + T
2 − 4 Im∇1 (A11∇1f)
for ∆b := ∇1∇1 +∇1¯∇1¯ the sublaplacian. Note in particular that P ⊂ kerP4. A
key property of the Paneitz operator is that it is CR covariant; if θˆ = ewθ, then
e2wPˆ4 = P4 (cf. [17]).
Definition 2.1. Let (M3, T 1,0M, θ) be a pseudohermitian manifold. The P ′-
operator P ′ : P → C∞(M) is defined by
P ′4f = 4∆
2
bf − 8 Im
(∇α(Aαβ∇βf))− 4Re (∇α(R∇αf))
+
8
3
ReWα∇αf − 4
3
f∇αWα
(2.1)
for f ∈ P , where Wα := ∇αR− i∇βAαβ .
In particular,
P ′4f = 4∆
2
bf +R∆bf +∆bRf + (L1L2 + L1L2)f + (L3 + L3)f + rf,
L1, L2, L3 ∈ C∞(M,T 1,0M), r ∈ C∞(M), f ∈ P .
(2.2)
A key property of the P ′-operator is its conformal covariance: Let (M3, T 1,0M, θ)
be a pseudohermitian manifold, let w ∈ C∞(M), and set θˆ = ewθ. Then
(2.3) e2wPˆ ′4(u) = P
′
4(u) + P4 (uw)
for all u ∈ P . In particular, since P4 is self-adjoint and annihilates CR plurihar-
monic functions, (2.3) implies that the P ′-operator is conformally covariant, mod
P⊥.
A pseudohermitian manifold (M3, T 1,0M, θ) is pseudo-Einstein if Wα = 0 for
Wα as in Definition 2.1.
Definition 2.2. Let (M3, T 1,0M, θ) be a pseudo-Einstein manifold. The Q′-
curvature is
(2.4) Q′4 = 2∆bR− 4|A|2 +R2.
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A key property of theQ′-curvature is its conformal covariance: Let (M3, T 1,0M, θ)
be a pseudo-Einstein manifold, let w ∈ P , and set θˆ = ewθ. Hence θˆ is pseudo-
Einstein [17]. Then
(2.5) e2wQˆ′4 = Q
′
4 + P
′
4(w) +
1
2
P4
(
w2
)
.
In particular, Q′4 behaves as the Q-curvature for P
′
4, mod P⊥.
3. The Moser–Trudinger inequality for the P ′-operator
A key step in our proof of Theorem 1.1 is to show that the P ′-operator sat-
isfies the same sharp Moser–Trudinger-type inequality as its counterpart on the
sphere. This follows from the asymptotic expansion for the Green’s function of(
P
′
4
)1/2
given in Theorem 1.3 and the general Adams-type theorem of Fontana and
Morpurgo [12].
Given k ∈ N and q > 0, let W k,q denote the non-isotropic Sobolev space,
given by the set of all functions u such that Z1Z2 · · ·Zju ∈ Lq(M) for all Zj ∈
C∞(M,T 1,0M ⊕ T 0,1M)), j = 0, 1, 2, . . . , k,
Theorem 3.1. Let (M3, T 1,0M, θ) be a compact pseudo-Einstein three-manifold
for which the P ′-operator is nonnegative with trivial kernel. Then there exists a
constant C such that
(3.1) log
 
M
e2(w−w0) ≤ C + 1
16π2
ˆ
M
wP
′
4w
for all w ∈W 2,2 ∩ P.
Proof. From Theorem 1.3 we see that the leading order term of the Green’s function
for P
′
4 is independent of (M
3, T 1,0M, θ); in particular, it has exactly the same
leading order term as the Green’s function for the P ′-operator on the standard
CR three-sphere. Furthermore, the next term in the asymptotic expansion of the
Green’s function involves a definite loss of power in the asymptotic coordination ρ.
Thus, by arguing analogously to the proof of [4, Theorem 2.1], we may apply the
main result [12, Theorem 1] to conclude that there is a constant C > 0 such that
(3.2)
ˆ
M
exp
(
16π2
(w − w0)2´
wP
′
4w
)
θ ∧ dθ ≤ C
for all f ∈ W 2,2 ∩ P . The desired inequality (3.1) is an immediate consequence
of (3.2) and the elementary estimate
0 ≤ 16π2 (w − w0)
2
´
wP
′
4w
− 2 (w − w0) + 1
16π2
ˆ
M
wP
′
4w. 
Remark 3.2. A few comments are in order to explain the above constants. The
convention used in [4] is that the sublaplacian is given by −Re∇γ∇γ , which shows
that our definition is −2 times theirs. With this in mind, their formula [4, (1.30)] for
the P ′-operator shows that our definition is 4 times theirs. Finally, they integrate
with respect to the Riemannian volume element on S3, regarded as the unit ball in
R4, while we integrate with respect to θ ∧ dθ for θ = Im ∂ (|z|2 − 1); in particular,
our volume form is 2 times theirs. Together, these normalizations account for the
apparent difference between our constant in (3.2) and the constant appearing in [4,
(2.11)]. Note that θ has scalar curvature R = 2, and hence Q
′
4 = 4.
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4. Minimizing the functional II
Assuming the results of Section 9, we prove that smooth minimizers of the II-
functional exist under natural positivity assumptions. We first construct weak
minimizers.
Theorem 4.1. Let (M3, T 1,0M, θ) be a compact pseudo-Einstein three-manifold
such that
´
Q
′
4 < 16π
2. Suppose additionally that the P ′4-operator is nonnegative
with kerP
′
4 = R. Then
inf
w∈W 2,2∩P
II[w]
is obtained by some function w ∈ W 2,2 ∩ P.
Proof. Denote k =
´
Q
′
4. Recall that
II[w] = (P
′
4w,w) + 2
ˆ
M
Q
′
4(w − w0)− k log
 
M
e2(w−w0)
for w0 =
ffl
w the average value of M . If k ≤ 0, it follows immediately that
II[w] ≥
(
P
′
4w,w
)
+ 2
ˆ
M
Q
′
4(w − w0),
while if k > 0, Theorem 3.1 implies that
II[w] ≥
(
1− k
16π2
)(
P
′
4w,w
)
+ 2
ˆ
M
Q
′
4(w − w0)− kC.
Together, these estimates imply that
(4.1) II(w) ≥
(
1− k
+
16π2
)(
P
′
4w,w
)
+ 2
ˆ
M
Q
′
4(w − w0)− C
for k+ = max{0, k} and C a positive constant depending only on (M3, T 1,0M, θ).
Denote by λ1 = λ1(P
′
4) the first nonzero eigenvalue
λ1(P
′
4) = inf
{
(P ′4w,w)
‖w‖22
: w ∈W 2,2 ∩ P ,
ˆ
M
w = 0
}
of P
′
4. By assumption, λ1 > 0. Together with (4.1), this shows that there are
positive constants c1, c2 depending only on (M
3, T 1,0M, θ) such that
(4.2) II[w] ≥ c1‖w − w0‖22 − c2.
In particular, II is bounded below.
Let {wk} ⊂ P be a minimizing sequence of II, normalized so that ‖wk‖2 = 1
for all k ∈ N. Using (4.1) and the local formula (2.1) for P ′4, it is easily seen that
there is a positive constant c3 depending only on (M
3, T 1,0M, θ) such that(
1− k
+
16π2
) ˆ
M
(∆bwk)
2 ≤ c3
∣∣∣∣ˆ
M
R|∇bwk|2
∣∣∣∣+ c3 ∣∣∣∣ˆ
M
ImAαβ∇αwk∇βwk
∣∣∣∣
+ 2
∣∣∣∣ˆ
M
Q′4 (wk − (wk)0)
∣∣∣∣+ c3.(4.3)
On the other hand, given any ε > 0, it holds thatˆ
M
|∇bwk|2 = −
ˆ
M
wk∆bwk ≤ ε
ˆ
M
(∆bwk)
2 +
1
4ε
‖wk − (wk)0‖22.
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We may thus combine (4.2) and (4.3) to conclude that {wk} is uniformly bounded
inW 2,2∩P . Thus, by choosing a subsequence if necessary, we see that wk converges
weakly in W 2,2 ∩ P to a minimizer w ∈ W 2,2 ∩ P of II. 
We next show that weak critical points of the II-functional are smooth.
Theorem 4.2. Let (M3, T 1,0M, θ) be a compact three-dimensional pseudo-Einstein
manifold. Suppose that w ∈W 2,2 ∩P is a critical point of the II-functional. Then
w is smooth, and moreover, the contact form θˆ := ewθ is such that Qˆ
′
4 is constant.
Proof. It is readily seen that w is a critical point of the II-functional if and only if
w is a weak solution to
(4.4) P ′4w +Q
′
4 = λe
2w mod P⊥.
In particular, if w is smooth, then (2.5) implies that Qˆ
′
4 is constant. Now, we
prove that w is smooth. Fix ℓ ∈ N sufficiently large and let Bℓ and Cℓ be as in
Theorem 9.17. From (4.4), we have
(4.5) τBℓτ(λe
2w) = τBℓP
′
4w + τBℓτQ
′
4 = w + τCℓw + τBℓτQ
′
4.
Note that
(4.6) τCℓw + τBℓτQ
′
4 ∈ Cℓ(M).
Since w ∈ W 2,2, we have ∆bw ∈ L2(M). From Theorem 9.18, we conclude that
ec|w|
2 ∈ L1(M), c > 0,
and hence
(4.7) λe2w ∈ Lq(M), ∀q > 1.
Since τBℓτ is a smoothing operator of order 4 − ε for all 0 < ε < 1, it holds that
(see [23, Proposition 2.7])
(4.8) τBℓτ :W
k,q →W k+1,q, for all q > 1 and all k ∈ N0.
From (4.5), (4.7) and (4.8), we obtain that
(4.9) w ∈W 1,q, for all q > 1.
From (4.7) and (4.9) it is easy to see that λe2w ∈ W 1,q for all q > 1. From this, (4.5)
and (4.8) we conclude that w+ τCℓw+ τBℓτQ
′
4 ∈ W 2,q for all q > 1. Continuing in
this way, we deduce that w + τCℓw + τBℓτQ
′
4 ∈ W k,q for all q > 1 and all k ∈ N0
with k ≤ ℓ. Thus, w ∈ W ℓ,q, for all q > 1. Since ℓ is arbitrary, we deduce that w
is smooth. 
Proof of Theorem 1.1. By Theorem 4.1, there is a minimizer w ∈ W 2,2 ∩ P of the
II-functional. By Theorem 4.2, w is smooth and the contact form θˆ := ewθ is such
that Qˆ
′
4 is constant, as desired. 
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5. An example
Here we provide an example to show that minimizers of the II-functional, while
they have Q
′
4 constant, need not have Q
′
4-constant. More precisely, we will prove
the following theorem.
Theorem 5.1. Let Γ be a nontrivial dilation of the Heisenberg group H1 which fixes
the origin 0 ∈ H1. Then S1 × S2 = (H1 \ {0})/Γ with its standard CR structure is
such that the minimizer of the II-functional is unique up to an additive constant,
and moreover, the corresponding contact form θˆ has Qˆ
′
4 ≡ 0 but Qˆ′4 6≡ 0.
Proof. Let ρ(z, t) =
(|z|4 + t2)1/4 be the usual pseudo-distance onH1. It is straight-
forward to check that the contact form θ1 = ρ
−4θ0 onH1\{0} is such that θ1 = Φ∗θ0
for Φ(z, t) the CR inversion through the pseudo-sphere ρ−1(1). In particular, θ1 is
flat, and hence log ρ ∈ P . From (2.5) it follows that
(5.1) P ′4 log ρ
−4 +
1
2
P4 log
2 ρ−4 = 0.
Consider now the contact form θ := ρ−2θ0. It is clear that θ is invariant under
the action of Γ, and hence θ descends to a well-defined contact form on S1 × S2.
Since log ρ ∈ P , we know that θ is pseudo-Einstein. From (2.5) we see that the
Q′-curvature Q′4 of θ is
(5.2) ρ−4Q′4 = P
′
4 log ρ
−2 +
1
2
P4 log
2 ρ−2 = −1
2
P4 log
2 ρ−2,
where the second equality uses (5.1). Since the Paneitz operator P4 is self-adjoint
and P ⊂ KerP4, it follows that Q′4 is orthogonal, with respect to θ ∧ dθ, to the
CR pluriharmonic functions. In particular, Q
′
4 ≡ 0. Furthermore, one can compute
directly from (5.2) that
Q′4 = 8
|z|4 − t2
|z|4 + t2 ,
which is clearly not identically zero.
Finally, using Lee’s formula for the change of the scalar curvature under a confor-
mal change of contact form [27, Lemma 2.4], we compute that the scalar curvature
R of θ is
R = 2
|z|2
ρ2
.
Since this is nonnegative and θ is pseudo-Einstein, P
′
4 is nonnegative with trivial
kernel [6, Proposition 4.9]. Now, if θˆ = euθ is a pseudo-Einstein contact form on
S1 × S2 for which Qˆ
′
4 ≡ 0, the transformation formula (2.5) implies that P
′
4u ≡ 0,
whence u is constant, as desired. 
6. Preliminaries for pseudodifferential operators
We shall use the following notations: R is the set of real numbers, R+ :=
{x ∈ R; x > 0}, R+ := {x ∈ R; x ≥ 0}, N = {1, 2, . . .}, and N0 = N ∪ {0}. An ele-
ment α = (α1, . . . , αn) of N
n
0 is a multi-index, the size of α is |α| = α1+· · ·+αn, and
the length of α is l(α) = n. For m ∈ N, we write α ∈ {1, . . . ,m}n if αj ∈ {1, . . . ,m}
for all j = 1, . . . , n. We say that α is strictly increasing if α1 < α2 < · · · < αn.
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Given a multi-index α, we write xα = xα11 · · ·xαnn for x = (x1, . . . , xn); we write
∂αx = ∂
α1
x1 · · ·∂αnxn for ∂xj = ∂∂xj and ∂αx = ∂
|α|
∂xα ; we write D
α
x = D
α1
x1 · · ·Dαnxn for
Dx =
1
i ∂x and Dxj =
1
i ∂xj .
Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of Cn.
Given a multi-index α, we write zα = zα11 · · · zαnn and zα = zα11 · · · zαnn ; we write
∂|α|
∂zα = ∂
α
z = ∂
α1
z1 · · ·∂αnzn , where ∂zj = ∂∂zj = 12 ( ∂∂x2j−1 − i ∂∂x2j ) for all j = 1, . . . , n;
similarly, we write ∂
|α|
∂zα = ∂
α
z = ∂
α1
z1
· · · ∂αnzn , where ∂zj = ∂∂zj = 12 ( ∂∂x2j−1 + i ∂∂x2j )
for all j = 1, . . . , n.
LetM be a smooth manifold. We denote by 〈 · , · 〉 the pointwise duality between
TM and T ∗M . We extend 〈 · , · 〉 bilinearly to TCM ×T ∗CM . Let E be a C∞ vector
bundle over M . The fiber of E at x ∈ M are denoted by Ex. Let Y ⊂ M be an
open set. The spaces of smooth sections of E over Y and distributional sections of
E over Y are denoted by C∞(Y,E) and D ′(Y,E), respectively. Let E ′(Y,E) be the
subspace of D ′(Y,E) whose elements have compact support in Y . For m ∈ R, let
Hm(Y,E) denote the Sobolev space of order m of sections of E over Y . Put
Hmloc (Y,E) =
{
u ∈ D ′(Y,E) : ϕu ∈ Hm(Y,E) for all ϕ ∈ C∞0 (Y )
}
,
Hmcomp (Y,E) = H
m
loc(Y,E) ∩ E ′(Y,E) .
Fix a smooth density of integration on M . If A : C∞0 (M,E) → D ′(M,F ) is
continuous, we write A(x, y) to denote the distributional kernel of A. The following
two statements are equivalent:
(a) A is continuous as a mapping from E ′(M,E) to C∞(M,F ).
(b) A(x, y) ∈ C∞(M ×M,Ey ⊠ Fx).
If A satisfies (a) or (b), we say that A is smoothing. Let B : C∞0 (M,E)→ D ′(M,F )
be a continuous operator. We write A ≡ B if A− B is a smoothing operator.
Let H(x, y) ∈ D ′(M ×M,Ey ⊠ Fx). We also denote by h the unique contin-
uous operator H : C∞0 (M,E) → D ′(M,F ) with distribution kernel H(x, y). We
henceforth identify H with H(x, y).
Recall the Ho¨rmander symbol spaces:
Definition 6.1. Let M ⊂ RN be an open set and let m ∈ R. Sm1,0(M ×RN1) is the
space of all a ∈ C∞(M × RN1) such that for all compact K ⋐ M and all α ∈ NN0 ,
β ∈ NN10 , there is a constant C > 0 such that∣∣∣∂αx ∂βθ a(x, θ)∣∣∣ ≤ C(1 + |θ|)m−|β| for all (x, θ) ∈ K × RN1 .
Denote
S−∞(M × RN1) :=
⋂
m∈R
Sm1,0(M × RN1).
Let aj ∈ Smj1,0 (M × RN1) for j ∈ N0 with mj → −∞ as j → ∞. Then there
exists a ∈ Sm01,0 (M × RN1), unique modulo S−∞(M × RN1), such that a−
k−1∑
j=0
aj ∈
Smk1,0 (M × RN1) for all k ∈ {0, 1, 2, . . .}.
If a and aj have the properties above, we write a ∼
∑∞
j=0 aj in S
m0
1,0 (M ×RN1).
Let Smcl (M × RN1) be the space of all symbols a(x, θ) ∈ Sm1,0(M × RN1) with
a(x, θ) ∼
∞∑
j=0
am−j(x, θ) in Sm1,0(M × RN1),
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with ak(x, θ) ∈ C∞(M × RN1) positively homogeneous of degree k in θ; that is,
ak(x, λθ) = λ
kak(x, θ) for all λ ≥ 1 and all |θ| ≥ 1.
By using partition of unity, we extend the definitions above to the cases when
M is a smooth manifold and when we replace M × RN1 by T ∗M .
Let Ω ⊂M3 be an open coordinate patch. Let a(x, ξ) ∈ Sk1,0(T ∗Ω). We define
A(x, y) =
1
(2π)3
ˆ
ei<x−y,ξ>a(x, ξ)dξ
as an oscillatory integral. One can show that
A : C∞0 (Ω)→ C∞(Ω)
is continuous and has a unique continuous extension A : E ′(Ω)→ D ′(Ω).
Definition 6.2. Let k ∈ R. A classical pseudodifferential operator of order k
on M is a continuous linear map A : C∞(M) → D ′(M) such that on every open
coordinate patch Ω, if we consider A as a continuous operator
A : C∞0 (Ω)→ C∞(Ω),
then the distributional kernel of A is
A(x, y) =
1
(2π)3
ˆ
ei<x−y,ξ>a(x, ξ)dξ
with a ∈ Skcl (T ∗Ω). We call a(x, ξ) the symbol of A. We write Lkcl (M) to denote
the space of classical pseudodifferential operators of order k on M .
7. The distributional kernel of τ
In this section, we review some results in [21] about the orthogonal projection
τ : L2 → L2 ∩ P which are needed in the proof of our main result.
Let 〈 · | · 〉 be the Hermitian inner product on TCM given by
〈Z1|Z2〉 = − 1
2i
〈 dθ , Z1 ∧ Z2 〉 for all Z1, Z2 ∈ T 1,0M.
The Hermitian metric 〈 · | · 〉 on TCM induces a Hermitian metric 〈 · | · 〉 on T ∗CM .
Take θ ∧ dθ to be the volume form on M , we then get natural inner product on
Ω0,1(M) := C∞(M,T ∗0,1M) induced by θ∧dθ and 〈 · | · 〉, where T ∗0,1M denotes the
bundle of (0, 1) forms of M . We denote this inner product by ( · , · ) and denote the
corresponding norm by ‖·‖. Let L2(0,1)(M) denote the completion of Ω0,1(M) with
respect to ( · , · ). Let ∂b : C∞(M) → Ω0,1(M) be the tangential Cauchy-Riemann
operator. We extend ∂b to L
2 by ∂b : Dom ∂b → L2(0,1)(M), where
Dom ∂b :=
{
u ∈ L2(M) : ∂bu ∈ L2(0,1)(M)
}
.
Let ∂
∗
b : Dom ∂
∗
b → L2(M) be the L2 adjoint of ∂b. The Kohn Laplacian is given
by
b := ∂
∗
b∂b : Domb → L2(M),
Domb =
{
u ∈ L2(M) : u ∈ Dom ∂b, ∂bu ∈ Dom ∂∗b
}
.
(7.1)
Note that b is self-adjoint.
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The orthogonal projection S : L2(M)→ ker ∂b = Kerb is the Szego˝ projection.
From now on, we assume that M is embeddable. The follow facts are shown by the
second-named author; see [21, Theorem 1.2 and Remark 1.4].
Theorem 7.1. With the assumptions and notations above, we have
(7.2) τ = S + S + F,
where F is a smoothing operator. Moreover, the kernel τ(x, y) ∈ D ′(M ×M) of τ
satisfies
(7.3) τ(x, y) ≡
ˆ ∞
0
eiϕ(x,y)sa(x, y, s)ds+
ˆ ∞
0
e−iϕ(x,y)sa(x, y, s)ds,
where
a(x, y, s) ∈ S1cl (M ×M × (0,∞)) ,
a(x, y, s) ∼
∞∑
j=0
aj(x, y)s
1−j in S11,0 (M ×M × (0,∞)),
aj(x, y) ∈ C∞(M ×M) for all j ∈ N0,
a0(x, x) =
1
2
π−n for all x ∈M,
(7.4)
and
ϕ ∈ C∞(M ×M), Imϕ(x, y) ≥ 0, dxϕ|x=y = −θ(x),
ϕ(x, y) = −ϕ(y, x),
ϕ(x, y) = 0 if and only if x = y,
σb(x, ϕ
′
x(x, y)) vanishes to infinite order on x = y.
(7.5)
Here σb denotes the principal symbol of b.
We need the following fact about the Szego˝ kernel (cf. [2, 20]).
Theorem 7.2. With the assumptions and notations above, the distributional kernel
of S satisfies
S(x, y) ≡
ˆ ∞
0
eiϕ(x,y)sa(x, y, s)ds
where ϕ(x, y) ∈ C∞(M × M) and a(x, y, s) ∈ S1cl (M ×M × (0,∞)) are as in
Theorem 7.1.
8. The principal symbol of τ∆b on P
It is well-known that ∆b is a subelliptic operator. However, if we restrict ∆b to
P , it is equivalent to an elliptic pseudodifferential operator.
Theorem 8.1. There is a classical elliptic pseudodifferential operator E1 ∈ L1cl (M)
with real-valued principal symbol such that
τ∆bτ = τE1τ on D
′(M).
In particular, τ∆b = τE1 on P.
The proof of Theorem 8.1 requires many ingredients. First, we have the following
immediate consequence of the commutator formulae proven by Lee [27].
Lemma 8.2. It holds that b = b+2iT+L for some L ∈ C∞(M,T 1,0M⊕T 0,1M).
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We need the following result given in [22, Lemma 5.7]
Lemma 8.3. Let A,B : C∞0 (M) → D ′(M) be continuous operators such that the
kernels of A and B satisfy
A(x, y) =
ˆ ∞
0
eiϕ(x,y)sα(x, y, s)ds, α(x, y, s) ∈ Smcl (M ×M × R+),
B(x, y) =
ˆ ∞
0
e−iϕ(x,y)sβ(x, y, s)ds, β(x, y, s) ∈ Skcl (M ×M × R+)
for some m, k ∈ Z, where ϕ(x, y) ∈ C∞(M ×M) is as in Theorem 7.1. Then,
A ◦B ≡ 0, B ◦A ≡ 0.
To proceed, set
(8.1) Σ− = {(x, λθ(x)) ∈ T ∗M ; λ < 0} , Σ+ = {(x, λθ(x)) ∈ T ∗M ; λ > 0} .
Let σb(x, ξ) and σ2iT (x, ξ) be the principal symbols of b and 2iT , respectively.
It is easy to see that σb(x, ξ) = 0 for all (x, ξ) ∈ Σ− ∪ Σ+; that σ2iT (x, ξ) > 0
for all (x, ξ) ∈ Σ−; and that σ2iT (x, ξ) < 0 for all (x, ξ) ∈ Σ+. For (x, ξ) ∈ T ∗M ,
we write |ξ| to denote the point norm of the cotangent vector ξ ∈ T ∗xM . Take
χ0, χ1 ∈ C∞(T ∗M, [0, 1]) such that
(1) χ0 = 1 in a small neighbourhood of Σ
− ∩ {(x, ξ) ∈ T ∗M ; |ξ| ≥ 1},
(2) χ1 = 1 in a small neighbourhood of Σ
+ ∩ {(x, ξ) ∈ T ∗M ; |ξ| ≥ 1},
(3) suppχ0 ∩ suppχ1 = ∅,
(4) σ2iT (x, ξ) > 0 for all (x, ξ) ∈ suppχ0,
(5) σ2iT (x, ξ) < 0 for all (x, ξ) ∈ suppχ1, and
(6) χ0, χ1 are positively homogeneous of degree zero in the sense that
χ0(x, λξ) = χ0(x, ξ), χ1(x, λξ) = χ1(x, ξ) for all λ ≥ 1 and |ξ| ≥ 1.
Define
q(x, ξ) =(1− χ0(x, ξ)− χ1(x, ξ))
√
σb(x, ξ)
+ χ0(x, ξ)σ2iT (x, ξ) − χ1(x, ξ)σ2iT (x, ξ).
(8.2)
Note that σb(x, ξ) > 0 for all (x, ξ) /∈ Σ−∪Σ+. From this observation, it is easy to
see that q(x, ξ) ≥ c |ξ| for all (x, ξ) ∈ T ∗M with |ξ| ≥ 1, where c > 0 is a constant.
Let E˜1 ∈ L1cl (M) with symbol q(x, ξ) ∈ C∞(T ∗M). Then E˜1 is a classical elliptic
pseudodifferential operator. It is known that (see [20]) WF′ (S) = diag (Σ− × Σ−)
and WF′ (S) = diag (Σ+ × Σ+), where
WF′ (S) = {(x, ξ, y, η) ∈ T ∗M × T ∗M : (x, ξ, y,−η) ∈WF(S)}
and WF (S) denotes the wave front set of S in the sense of Ho¨rmander [19, Chapter
8]. Recall that S denotes the Szego˝ projection. From this observation and (8.2), it
is not difficult to see that
(8.3) SE˜1 ≡ S(2iT ), E˜1S ≡ (2iT )S, SE˜1 ≡ S(−2iT ), E˜1S ≡ (−2iT )S.
Alternatively, (8.3) can be checked directly from the fact that dxϕ|x=y = −θ(x).
Now, we can prove the following theorem.
Theorem 8.4. With the notations above, there is an E˜0 ∈ L0cl (M) such that
S∆bS ≡ S(E˜1 + E˜0)S and S∆bS ≡ S(E˜1 + E˜0)S.
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Proof. From Lemma 8.2, (8.3), and the observation that bS = 0, we have
(8.4) S∆bS = S(2iT + L)S = SE˜1S + SLS + F0,
where F0 ≡ 0. We write L = U + V for U, V ∈ C∞(M,T 1,0M). Since ∂bS = 0, we
have
(8.5) SV S = 0.
Now,
(SUS)∗ = SU∗S = S(−U + r)S = SrS,
where (SUS)∗ and U∗ are the adjoints of SUS and S respectively and r ∈ C∞(M).
Hence,
(8.6) SUS = SrS.
From (8.4), (8.5) and (8.6), we conclude that
(8.7) S∆bS = S(E˜1 + g0)S + F0,
where g0 ∈ C∞(M), F0 ≡ 0. Similarly,
(8.8) S∆bS = S(E˜1 + g1)S + F1,
where g1 ∈ C∞(M) and F1 ≡ 0. Put
E˜0 = χ0(x, ξ)g0 + χ1(x, ξ)g1,
where χ0, χ1 are as in (8.2). As in the discussion before (8.3), we have
(8.9) Sg0S ≡ SE˜0S, Sg1S ≡ SE˜0S.
The desired conclusion follows from (8.7), (8.8) and (8.9). 
Proof of Theorem 8.1. From Theorem 8.4 and (7.2), we have
τ∆bτ = (S + S)∆b(S + S) +G0
= S∆bS + S∆bS + S∆bS + S∆bS +G0
= S(E˜1 + E˜0)S + S(E˜1 + E˜0)S + S∆bS + S∆bS +G1
= (S + S)(E˜1 + E˜0)(S + S)− S(E˜1 + E˜0)S − S(E˜1 + E˜0)S
+ S∆bS + S∆bS +G1
= τ(E˜1 + E˜0)τ − S(E˜1 + E˜0)S − S(E˜1 + E˜0)S + S∆bS + S∆bS +G2,
(8.10)
where G0, G1, G2 are smoothing operators. In view of Lemma 8.3 and Theorem 7.2,
we see that S(E˜1+ E˜0)S, S(E˜1+ E˜0)S, S∆bS and S∆bS are smoothing. From this
and (8.10), we get
τ∆bτ = τ(E˜1 + E˜0)τ +G,
where G is smoothing. Hence,
(8.11) τ∆bτ = τ
2∆bτ
2 = τ2(E˜1 + E˜0)τ
2 + τGτ = τ(E˜1 + E˜0 +G)τ.
Put E1 = E˜1+ E˜0+G ∈ L1cl (M). From (8.11), we get τ∆bτ = τE1τ . The theorem
follows. 
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9. The Green’s function of square root of P
′
4
In this section, we will prove Theorem 1.3. First, we can repeat the proof of
Theorem 8.1 with minor change and get the following result.
Theorem 9.1. We have
P
′
4 = τ
(
(2E1)
2 + Eˆ1
)
on P,
where E1 ∈ L1cl (M) is as in Theorem 8.1 and Eˆ1 ∈ L1cl (M).
In particular, P
′
4 is an elliptic pseudodifferential operator on P . Standard ar-
guments for elliptic operators imply that the spectrum SpecP
′
4 of P
′
4 is a discrete
subset of (−∞,∞) such that every λ ∈ SpecP ′4 is an eigenvalue of P
′
4 and the
eigenspace
Eλ(P ′4) :=
{
u ∈ DomP ′4 : P
′
4u = λu
}
is a finite dimensional subspace of P .
Let
π : Pˆ → KerP ′4
be the orthogonal projection. Let {g1, g2, . . . , gd} ⊂ P be an orthonormal frame for
KerP
′
4, where d ∈ N0. Then
(9.1) π(x, y) =
d∑
j=1
gj(x)gj(y) ∈ C∞(M ×M).
From (9.1), we can extend π to D ′(M) as a smoothing operator on M .
Assume that P
′
4 is nonnegative. Then SpecP
′
4 ⊂ [0,∞) and P
′
4 has a well-
defined square root (
P
′
4
) 1
2 : Dom
(
P
′
4
) 1
2 ⊂ Pˆ → Pˆ.
Note that Dom
(
P
′
4
) 1
2 = DomP
′
4. We write(
P
′
4
)− 1
2 : Pˆ → Dom (P ′4) 12
to denote the Green’s function of
(
P
′
4
) 1
2 . That is,(
P
′
4
) 1
2 ◦ (P ′4)− 12 + π = I on Pˆ ,(
P
′
4
)− 1
2 ◦ (P ′4) 12 + π = I on Dom (P ′4) 12 .(9.2)
For every t > 0, the operator
P
′
4 + t+ π : DomP
′
4 → Pˆ
has a continuous inverse
(P
′
4 + t+ π)
−1 : Pˆ → Pˆ
and the operator (P
′
4+ t+π)
−1 depends continuously on t. Let λ1 > 0 be the first
non-zero eigenvalue of P
′
4. Then∥∥∥(P ′4 + t+ π)−1u∥∥∥ ≤ 1λ1 + t ‖(I − π)u‖+ 11 + t ‖πu‖
≤ 1
min{λ1, 1}+ t ‖u‖
(9.3)
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for all u ∈ Pˆ . (P ′4)−1/2 can be understood as follows.
Lemma 9.2. On Pˆ ∩ (KerP ′4)⊥, we have(
P
′
4
)− 1
2 = c
ˆ ∞
0
t−
1
2 (P
′
4 + t+ π)
−1dt,
where c−1 =
´∞
0 t
− 1
2 (1 + t)−1dt.
Proof. Fix a positive eigenvalue λ ∈ SpecP ′4. Let u ∈ Eλ(P
′
4). Then,
(9.4)
(
P
′
4
)− 1
2u =
1√
λ
u.
We compute that
(9.5)
(
c
ˆ ∞
0
t−
1
2 (P′0 + t+ π)
−1dt
)
u = cu
ˆ ∞
0
t−
1
2
1
λ+ t
dt =
1√
λ
u.
Hence the conclusion is true on Eλ(P ′4) for all λ ∈ SpecP
′
4.
Let u ∈ Pˆ ∩ (KerP ′4)⊥. For each N ∈ N, let uN be the orthogonal projection of
u onto
⊕
λ≤N Eλ(P
′
4). It follows that uN → u and that
(
P
′
4
)− 1
2uN →
(
P
′
4
)− 1
2 u.
From (9.3), we have
c
(ˆ ∞
0
t−
1
2 (P
′
4 + t+ π)
−1dt
)
uN → c
(ˆ ∞
0
t−
1
2 (P ′4 + t+ π)
−1dt
)
u
in Pˆ as N →∞. Together these observations yield the result. 
To proceed, we require some additional symbol spaces.
Definition 9.3. Let m be real number. The class Sm1,0,d(T
∗M,R+) consists of
all functions a(x, ξ, t) ∈ C∞(T ∗M × R+) such that for arbitrary multi-indices
α, β ∈ N30, and for any compact set K ⊂ M there exists Cα,β,K > 0 such that∣∣∣∂αx ∂βξ a(x, ξ, t)∣∣∣ ≤ Cα,β,K(1 + |ξ|+ |t| 1d )m−|β| for all (x, ξ) ∈ T ∗K, t ∈ R+. Denote
S−∞(T ∗M,R+) =
⋂
m∈R
Sm1,0,d(T
∗M,R+).
Let aj ∈ Smj1,0,d(T ∗M,R+) for j ∈ {0, 1, 2, . . .} with mj → −∞ as j → ∞.
Then there exists a ∈ Sm01,0,d(T ∗M,R+), unique modulo S−∞(T ∗M,R+), such that
a−
k−1∑
j=1
aj ∈ Smk1,0,d(T ∗M,R+) for k ∈ {0, 1, 2, . . .}. If a and aj have the properties
above, we write
a ∼
∞∑
j=0
aj in S
m0
1,0,d(T
∗M,R+).
Let Smcl ,d(T
∗M,R+) be the space of all symbols a(x, ξ, t) ∈ Sm1,0,d(T ∗M,R+) with
a(x, ξ, t) ∼
∞∑
j=0
am−j(x, ξ, t) in Sm1,0,d(T
∗M,R+), where am−j(x, ξ, t) is positively
homogeneous of degree m− j in (ξ, t 1d ); i.e.
am−j(x, λξ, λdt) = λm−jam−j(x, ξ, t), for t ∈ R+, λ ≥ 1, |ξ| ≥ 1.
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Let a(x, ξ, t) ∈ Smcl ,d(T ∗M,R+). We construct a pseudodifferential operator Pt,
depending smoothly on t, by
(Ptu)(x) =
1
(2π)3
ˆ
ei<x−y,ξ>a(x, ξ, t)u(y)dydξ for all u ∈ C∞(M).
We call a(x, ξ, t) the symbol of Pt and am(x, ξ, t) the principal symbol of Pt. In
this case, we will write Pt ∈ Lmcl ,d(M,R+).
Let Pt ∈ L−2cl ,2(M,R+). Then Pt : Hs(M)→ Hs+2(M) is continuous for all s ∈ Z
and all t ∈ R+. Let f(t) be a strictly positive continuous function. We write
Pt = O(f(t)) : H
s1(M)→ Hs2(M), s1, s2 ∈ Z,
if ‖Ptu‖s2 ≤ Cf(t) ‖u‖s1 for all u ∈ Hs1(M) and all t ∈ R+, where ‖·‖s denotes
the standard Sobolev norm of order s and C > 0 is a constant independent of t.
We return to our situation. Put
(9.6) E2 = (2E1)
2 + Eˆ1,
where E1, Eˆ1 ∈ L1cl (M) are as in Theorem 9.1. Let e2(x, ξ) ∈ S2cl (T ∗M) be the
principal symbol of E2. The following is well-known [30, Chapter 2].
Theorem 9.4. There exists Gt ∈ L−2cl ,2(M,R+) depending continuously on t in
L2(M) such that
Gt = O(
1
1 + t
) : Hs(M)→ Hs(M) for all s ∈ Z,(9.7)
Gt = O(
1√
1 + t
) : Hs(M)→ Hs+1(M) for all s ∈ Z,(9.8)
Gt = O(1) : H
s(M)→ Hs+2(M) for all s ∈ Z,(9.9)
g0(x, ξ, t) =
1
e2(x, ξ) + t
for all |ξ| ≥ 1,(9.10)
(E2 + t)Gt = I + Ft for all t > 0,(9.11)
where g0(x, ξ, t) denotes the principal symbol of Gt and Ft is a smoothing operator
on M depending smoothly on t with the property that for all m ∈ N0, there is a
constant Cm > 0 such that for all t ∈ R+,
(9.12) |Ft(x, y)|Cm(M×M) ≤ Cm
1
1 + t
.
Moreover, in local coordinates x, let g(x, ξ, t) denote the full symbol of Gt. Then,
for every α, β ∈ N30, there is a constant Cα,β > 0, independent of t, such that∣∣∣∂αx ∂βξ g(x, ξ, t)∣∣∣ ≤ Cα,β 1√1 + t (1 + |ξ|)−1−|β| for all |ξ| ≥ 1,(9.13) ∣∣∣∂αx ∂βξ g(x, ξ, t)∣∣∣ ≤ Cα,β 11 + t (1 + |ξ|)−|β| for all |ξ| ≥ 1.(9.14)
We introduce some notations. Let ϑ(x, y) denote the Carnot–Carathe´odory dis-
tance on (M3, T 1,0M, θ). Let (z, t) be CR normal coordinates defined in a neigh-
borhood of p ∈ M such that (z(p), t(p)) = (0, 0). Define ρ4(z, t) = |z|4 + t2. It is
easy to see (cf. [23, Section 3]) that for points x sufficiently close to p, we have
ϑ(x, p) ≃ ρ(x).
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Denote by B(x, r) the non-isotropic ball {y ∈M : ϑ(x, y) < r} of radius r centered
at x. Let k ∈ N. We denote by ∇kb any differential operator of the form L1 . . . Lk,
where Lj ∈ C∞(M,T 1,0M ⊕ T 0,1M) satisfy 〈Lj |Lj 〉 ≤ 1 for j = 1, . . . , k.
Next, we define a class of (non-isotropic) smoothing operators of order j. For
our purposes, it suffices to restrict to the case when 0 ≤ j < 4.
Recall that a smooth function φ on M is said to be a normalized bump function
on B(x, r) if suppφ ⊂ B(x, r) and
(9.15)
∥∥∇kbφ∥∥L∞(B(x,r)) ≤ Ckr−k
for all k ≥ 0; here Ck > 0 are absolute constants independent of r. If (9.15) only
holds for 0 ≤ k ≤ N for some large integer N , we say that φ is a normalized bump
function of order N in B(x, r).
Suppose that A is a continuous linear operator A : C∞(M) → C∞(M) and its
adjoint A∗ is also a continuous map A∗ : C∞(M) → C∞(M). We say that A is a
smoothing operator of order j, 0 ≤ j < 4, if
(1) there exists a kernel A(x, y), defined and smooth away from the diagonal
in M ×M , such that
(9.16) Af(x) =
ˆ
M
A(x, y)f(y)dvM (y)
for any f ∈ C∞(M), and every x 6∈ supp f , where dvM = θ ∧ dθ;
(2) for all x 6= y, the kernel A(x, y) satisfies
|(∇b)α1x (∇b)α2y A(x, y)| .α ϑ(x, y)−4+j−|α| for all |α| = |α1|+ |α2|;
(3) the operatorsA and A∗ satisfy the following cancellation conditions of order
j: if φ is a normalized bump function in B(x, r), then
‖∇αbAφ‖L∞(B(x,r)) .α rj−|α|,
‖∇αbA∗φ‖L∞(B(x,r)) .α rj−|α|.
Since M is embeddable, b has L
2 closed range. Let
(9.17) N : L2(M)→ Domb
be the partial inverse of b and let N(x, y) be the distributional kernel of N . The
following is well-known (see [23, Theorem 2.2])
Theorem 9.5. The Szego˝ projection S and the partial inverse N of b are smooth-
ing operators of orders 0 and 2, respectively.
We also need to study one-parameter families of smooth operators.
Definition 9.6. Let At be a t-dependent smoothing operator of order j, 0 ≤ j < 4,
where t ∈ R+. Let f(t) be a positive continuous function of t ∈ R+. We say that
At is a smoothing operator of order j with size f(t) if for every m ∈ N0 and
any normalized bump function φ in B(x, r), there are constants Cm, Cm,r > 0,
independent of t, such that for all t ∈ R+,
|(∇b)α1x (∇b)α2y At(x, y)| ≤ Cmf(t)ϑ(x, y)−4+j−|α| for all |α| = |α1|+ |α2| ≤ m,
‖∇αbAtφ‖L∞(B(x,r)) ≤ f(t)Cm,rrj−|α| for all |α| ≤ m,
‖∇αbA∗tφ‖L∞(B(x,r)) ≤ f(t)Cm,rrj−|α| for all |α| ≤ m.
We also need the following result [23, Theorem 2.2 and Theorem 2.3].
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Theorem 9.7. Let At and Bt be t-dependent smoothing operators of orders j1 and
j2 with sizes f(t) and g(t), respectively, where j1, j2 ≥ 0, j1+ j2 < 4, and f(t), g(t)
are positive continuous functions. Then At ◦ Bt is a smoothing operator of order
j1 + j2 with size f(t)g(t).
Let Pt ∈ L−2cl ,2(M,R+), Qt ∈ L−1cl ,2(M,R+), and Rt ∈ L0cl ,2(M,R+). Let
p(x, ξ, t), q(x, ξ, t) and r(x, ξ, t) be symbols of Pt, Qt and Rt respectively. It is
easy to see that for every α, β ∈ N30, there is a constant Cα,β > 0 independent of t
such that ∣∣∣∂αx ∂βξ p(x, ξ, t)∣∣∣ ≤ Cα,β 11 + t (1 + |ξ|)−|β| for all |ξ| ≥ 1,∣∣∣∂αx ∂βξ q(x, ξ, t)∣∣∣ ≤ Cα,β 1√1 + t (1 + |ξ|)−|β| for all |ξ| ≥ 1,∣∣∣∂αx ∂βξ r(x, ξ, t)∣∣∣ ≤ Cα,β(1 + |ξ|)−|β| for all |ξ| ≥ 1.
(9.18)
Using the following lemma, we establish an analogue of Theorem 9.5.
Lemma 9.8. Consider B(x, r), where x ∈ M and r > 0 is a small constant. Let
χr ∈ C∞0 ((B(x, 2r)) be a normalized bump function on B(x, 2r) with χr ≡ 1 on
B(x, r). There is a constant C > 0 independent of r such that
(9.19) ‖f‖L∞(B(x,r)) ≤ Cr
3∑
j=0
∥∥∥∇jb(χrf)∥∥∥ for all f ∈ C∞(M).
Proof. Consider ∆b+ I : Dom (∆b+ I) ⊂ L2(M)→ L2(M), where Dom(∆b+ I) ={
u ∈ L2(M) : (∆b + I)u ∈ L2(M)
}
. It is clear that ∆b + I is injective, self-adjoint,
has L2 closed range and hence is surjective. Let H : L2(M)→ Dom(∆b+ I) be the
inverse of ∆b + I. Put B := H
2 : L2(M)→ L2(M). We have
(9.20) B(∆b + I)
2 = I on C∞(M).
It is known that (see [23, Appendix A])
B is a smoothing operator of order 4− ε for every ε > 0,
B∇b is a smoothing operator of order 3.(9.21)
Let f ∈ C∞(M). From (9.20), we have
(9.22) χrf = B(∆b + I)
2χrf =
4∑
j=0
B∇jbχrf.
Fix x0 ∈ B(x, r). From (9.22), we have
f(x0) = (χrf)(x0) = (B∇4bχrf)(x0) +
3∑
j=0
(B∇jbχrf)(x0)
=
ˆ
(B∇b)(x0, y)∇3b(χrf)(y)dvM (y) +
3∑
j=0
ˆ
B(x0, y)∇jb(χrf)(y)dvM (y),
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where (B∇b)(x, y) and B(x, y) denote the distribution kernels of B∇b and B re-
spectively. We then check that
|f(x0)| ≤
(ˆ
B(x0,2r)
|(B∇b)(x0, y)|2 dvM (y)
) 1
2 ∥∥∇3b(χrf)∥∥
+
3∑
j=0
( ˆ
B(x0,2r)
|B(x0, y)|2 dvM (y)
) 1
2
∥∥∥∇jb(χrf)∥∥∥ .(9.23)
From (9.21), we can check that
ˆ
B(x0,2r)
|(B∇b)(x0, y)|2 dvM (y) ≤ C0
ˆ
B(x0,2r)
ϑ(x0, y)
−2dy ≤ C1r2,
ˆ
B(x0,2r)
|B(x0, y)|2 dvM (y) ≤ C2
ˆ
B(x0,2r)
ϑ(x0, y)
−2dy ≤ C3r2,
(9.24)
where C0, C1, C2, C3 are positive constants independent of r and the point x0. From
(9.24) and (9.23), (9.19) follows. 
Theorem 9.9. The operators SPt, SQt and SRt are smoothing operators of orders
0 with sizes 11+t ,
1√
1+t
and 1, respectively. Similarly, the operators PtS, QtS and
RtS are smoothing operators of orders 0 with sizes
1
1+t ,
1√
1+t
and 1, respectively.
Proof. Let φ be a normalized bump function in the ball B(x, r). From (9.19), we
have
(9.25) ‖SQtφ‖L∞(B(x,r)) ≤ Cr
3∑
j=0
∥∥∥∇jb(χrSQtφ)∥∥∥ ,
where χr is as in Lemma 9.8 and C > 0 is a constant independent of r, φ, x and t.
We claim that
(9.26)
∥∥∥∇jbSQtφ∥∥∥ ≤ cj 1√1 + tr2−jfor j = 0, 1, 2, 3, 4,
where cj > 0 is a constant independent of r, x and t. Fix j ∈ {0, 1, 2, 3, 4}. It is
known that (see [20, 31])
(9.27) ∇2jb S : Hs(M)→ Hs−j(M) for all s ∈ Z.
Moreover, from (9.18), we can check that
(9.28) Qt = O(
1√
1 + t
) : Hs(M)→ Hs(M) for all s ∈ Z.
From (9.27) and (9.28), we deduce that
(9.29) ∇2jb SQt = O(
1√
1 + t
) : Hs(M)→ Hs−j(M) for all s ∈ Z.
22 JEFFREY S. CASE, CHIN-YU HSIAO, AND PAUL YANG
From (9.29), we have∥∥∥∇jbSQtφ∥∥∥2 = (∇jbSQtφ | ∇jbSQtφ ) = (∇2jb SQtφ |SQtφ )
.
∥∥∥∇2jb SQtφ∥∥∥ ‖SQtφ‖
.
1
1 + t
‖φ‖j ‖φ‖
.
1
1 + t
∥∥∥∇2jb φ∥∥∥ ‖φ‖
.
1
1 + t
r4−2j ,
(9.30)
where ‖φ‖j denotes the standard Sobolev norm of φ of order j. From (9.30), the
claim (9.26) follows.
From (9.25) and (9.26) we can check that
‖SQtφ‖L∞(B(x,r)) . r
3∑
j=0
∥∥∥∇jb(χrSQtφ)∥∥∥
. r ‖χrSQtφ‖ + r
3∑
j=1
j∑
s=0
r−j+s ‖∇sb(SQtφ)‖
. r
1√
1 + t
+ r
3∑
j=1
j∑
s=0
r−j+s
1√
1 + t
r2−s
.
1√
1 + t
.
We can repeat the method above with minor changes and get that for every j ∈ N0,∥∥∥∇jbSQtφ∥∥∥ .j 1√1+tr−j . Thus, SQt satisfies the cancellation condition of order 0
with size 1√
1+t
. Similarly, we can repeat the procedure above with minor change
and obtain that (SQt)
∗ satisfies the cancellation condition of order 0 with size 1√
1+t
.
Now, we estimate the kernel SQt(x, y). Let x = (x1, x2, x3) be local coordinates
forM defined in an open setD ⊂M . From Theorem 7.2 and the complex stationary
phase formula of Melin–Sjo¨strand [28], it follows that
(9.31) (SQt)(x, y) =
ˆ ∞
0
eiϕ(x,y)sb(x, y, s, t)ds+ Ft(x, y) on D ×D,
where b(x, y, s, t) ∈ C∞(D×D×R+×R+), and for every α, β ∈ N30, γ ∈ N0, there
is a constant Cα,β,γ > 0, independent of t, such that on D ×D,
(9.32)
{∣∣∂αx ∂βy ∂γs b(x, y, s, t)∣∣ ≤ Cα,β,γ(√s2 + t)−γ , if γ ≥ 1∣∣∂αx ∂βy b(x, y, s, t)∣∣ ≤ Cα,β,γ( s√s2+t ), if γ = 0,
and Ft is a smoothing operator on D depending smoothly on t with the property
that for all m ∈ N0, there is a constant Cm > 0 such that for all t ∈ R+,
|Ft(x, y)|Cm(M×M) ≤ Cm
1√
1 + t
.
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From (9.32), the formulaˆ ∞
0
eiϕ(x,y)sb(x, y, s, t)ds =
ˆ ∞
0
1
(iϕ(x, y))2
∂2
∂s2
(eiϕ(x,y)s)b(x, y, s, t)ds,
and distribution theory, one can check that
(9.33)
ˆ ∞
0
eiϕ(x,y)sb(x, y, s, t)ds
=
ˆ ∞
0
1
(iϕ(x, y))2
eiϕ(x,y)s
∂2
∂s2
b(x, y, s, t)ds+
1
(iϕ(x, y))2
Ht(x, y),
where Ht is a smoothing operator on D depending smoothly on t with the property
that for all m ∈ N0, there is a constant C˜m > 0 such that for all t ∈ R+,
|Ht(x, y)|Cm(M×M) ≤ C˜m
1√
1 + t
.
Again, from (9.32), we have∣∣∣∣ˆ ∞
0
1
(iϕ(x, y))2
eiϕ(x,y)s
∂2
∂s2
b(x, y, s, t)ds
∣∣∣∣ ≤ Cˆ 1|ϕ(x, y)|2
ˆ ∞
0
1
s2 + t
ds
≤ Cˆ1 1√
1 + t
1
|ϕ(x, y)|2 ,
(9.34)
for all t ≥ 1, where Cˆ > 0, Cˆ1 > 0 are constants independent of t. It is known
that (see [20, Theorem 1.4]) |ϕ(x, y)| ≈ ϑ(x, y)2. From this observation, (9.33) and
(9.34), we conclude that
|(SQt)(x, y)| ≤ C 1√
1 + t
ϑ(x, y)−4
for all x, y ∈M with x 6= y, where C > 0 is a constant independent of t.
For every m ∈ N, we can repeat the procedure above with minor change and
deduce that there is a constant Cm > 0 independent of t such that
|(∇b)α1x (∇b)α2y (SQt)(x, y)| ≤ Cm
1√
1 + t
ϑ(x, y)−4−|α|
for all |α| = |α1| + |α2| ≤ m. Thus, SQt is a smoothing operator of order 0 with
size 1√
1+t
.
Arguing similarly yields that SPt and SRt are smoothing operators of orders 0
with sizes 11+t and 1, respectively. 
We need two results about the smoothing properties of the operators Gt from
Theorem 9.4.
Lemma 9.10. Let Gt ∈ L−2cl ,2(M,R+) be as in Theorem 9.4. Then, τGtτ is a
smoothing operator of order 2 with size 1√
1+t
. Moreover, τGtτ is also a smoothing
operators of order 0 with size 11+t .
Proof. From Theorem 7.1, Lemma 8.3 and (9.7), it is straightforward to see that
τGtτ = SGtS + SGtS + Ft
= SN bGtS + SNbGtS +Ht,
(9.35)
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where Ft and Ht are smoothing operators on M depending smoothly on t with the
property that for all m ∈ N0, there is a constant Cm > 0 such that for all t ∈ R+,
|Ft(x, y)|Cm(M×M) ≤ Cm
1
1 + t
,
|Ht(x, y)|Cm(M×M) ≤ Cm
1
1 + t
.
(9.36)
Note that bGt,bGt ∈ L0cl ,2(M,R+). From this observation, Theorem 9.7, Theo-
rem 9.9 and (9.35), we conclude that τGtτ is a smoothing operator of order 0 with
size 11+t .
From Lemma 8.2, we have
SN bGtS = SNbGtS + SNEGtS
= SN [b, Gt]S + SNEGtS,
(9.37)
where E is a first order partial differential operator. Note that [b, Gt], EGt ∈
L−1cl ,2(M,R+). From this observation, Theorem 9.7 and Theorem 9.9, we conclude
that SN [b, Gt]S + SNEGtS is a smoothing operator of order 2 with size
1√
1+t
.
Similarly, SNbGtS is a smoothing operator of order 2 with size
1√
1+t
. From
(9.35), we conclude that τGtτ is a smoothing operator of order 2 with size
1√
1+t
.
The lemma follows. 
Lemma 9.11. Let E2 ∈ L2cl (M) be as in (9.6). Then τE2(I−τ)Gtτ is a smoothing
operator of order 1 with size 1.
Proof. From Theorem 7.1, Lemma 8.3 and (9.7), we check that
τE2(I − τ)Gtτ = SE2(I − S)GtS + SE2(I − S)GtS + Ft
= SE2bNGtS + SE2bNGtS + Ft,
(9.38)
where Ft is a smoothing operators onM depending smoothly on t with the property
that for all m ∈ N0, there is a constant Cm > 0 such that for all t ∈ R+,
|Ft(x, y)|Cm(M×M) ≤ Cm
1
1 + t
.
Again, from Theorem 7.1, Lemma 8.3 and (9.7), we check that
SE2bNGtS = S[E2, ∂
∗
b ]∂bNGtS
= S[E2, ∂
∗
b ]∂bNN
2

2
bGtS +Ht,
(9.39)
where Ht is a smoothing operator onM depending smoothly on t with the property
that for all m ∈ N0, there is a constant Cm > 0 such that for all t ∈ R+,
|Ht(x, y)|Cm(M×M) ≤ Cm
1
1 + t
.
From Lemma 8.2, we have
S[E2, ∂
∗
b ]∂bNN
2

2
bGtS
= S[E2, ∂
∗
b ]∂bNN
2
b[b, Gt]S + S[E2, ∂
∗
b ]∂bNN
2
bZ0S
= S[E2, ∂
∗
b ]∂bNN
2
[b, [b, Gt]]S + S[E2, ∂
∗
b ]∂bNN
2
Z1[b, Gt]S
+ S[E2, ∂
∗
b ]∂bNN
2
[b, Z0]GtS + S[E2, ∂
∗
b ]∂bNN
2
Z2Z0GtS,
(9.40)
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where Z0, Z1, Z2 are first order partial differential operators. Note that
[b, [b, Gt]], Z1[b, Gt], [b, Z0]Gt, Z2Z0Gt ∈ L0cl ,2(M,R+).
From this observation and Theorem 9.9, we deduce that [b, [b, Gt]]S, Z1[b, Gt]S,
[b, Z0]GtS and Z2Z0GtS are smoothing operators of order 0 with sizes 1. More-
over, from the symbolic calculus of Stein–Yung [31], we check that S[E2, ∂
∗
b ]∂bNN
2
is a smoothing operator of order 1.
From the discussion above and (9.40), we conclude that S[E2, ∂
∗
b ]∂bNN
2

2
bGtS
is a smoothing operator of order 1 with size 1. Similarly, we can repeat the proce-
dure above and conclude that SE2(I − S)GtS is a smoothing operator of order 1
with size 1. The lemma now follows from (9.38). 
Our first goal is to invert P
′
4 + t+ π. We begin by constructing a parametrix.
Proposition 9.12. For every N > 0, there are continuous operators
AN,t = O(
1
1 + t
) : Hs(M)→ Hs+ 12 (M) for all s ∈ Z,
RN,t = O(
1
1 + t
) : Hs(M)→ Hs+N (M) for all s ∈ Z
depending continuously on t such that
(1) AK,t is a smoothing operator of order 3 with size
1√
1+t
;
(2) AK,t is a smoothing operator of order 1 with size
1
1+t ;
(3) (P
′
4 + t+ π)(τGtτ + τAK,tτ) = τ + τRK,tτ on P.
Proof. From Theorem 9.1 and Theorem 9.4, we have
(P
′
4 + t+ π)(τGtτ) = τ(E2 + t)τGtτ + πτGtτ
= τ(E2 + t)Gtτ − τE2(I − τ)Gtτ + πτGtτ
= I + τAtτ on P ,
(9.41)
where
(9.42) At = −τE2(I − τ)Gtτ + τF˜tτ.
Here F˜t is a smoothing operator on M depending smoothly on t with the property
that for all m ∈ N0, there is a constant Cm > 0 such that for all t ∈ R+,
(9.43)
∣∣∣F˜t(x, y)∣∣∣
Cm(M×M)
≤ Cm 1
1 + t
.
By Lemma 9.11, we have that At is a smoothing operator of order 1 with size 1.
We claim that
(9.44) At = O(1) : H
s(M)→ Hs+ 12 (M) for all s ∈ Z.
From (9.39) and (9.40) we see that
SE2bNGtS
= S[E2, ∂
∗
b ]∂bNN
2
[b, [b, Gt]]S + S[E2, ∂
∗
b ]∂bNN
2
Z1[b, Gt]S
+ S[E2, ∂
∗
b ]∂bNN
2
[b, Z0]GtS + S[E2, ∂
∗
b ]∂bNN
2
Z2Z0GtS +Ht,
(9.45)
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where Z0, Z1, Z2 are first order partial differential operators and Ht is a smoothing
operator on M depending smoothly on t with the property that for all m ∈ N0,
there is a constant Cm > 0 such that for all t ∈ R+,
|Ht(x, y)|Cm(M×M) ≤ Cm
1
1 + t
.
It is known that (see [20, 21])
N,N : Hs(M)→ Hs+1(M) for all s ∈ Z,
∂bN : H
s(M)→ Hs+ 12 (M,T ∗0,1M) for all s ∈ Z.
From this observation, (9.9) and (9.45), we deduce that
SE2bNGtS = O(1) : H
s(M)→ Hs+ 12 (M) for all s ∈ Z.
Similarly, we have SE2bNGtS = O(1) : H
s(M) → Hs+ 12 (M) for all s ∈ Z.
Inserting this into (9.38) yields the claim (9.44).
Now put
AK,t = τGtτ(I − (τAtτ) + (τAtτ)2 − (τAtτ)3 + · · ·+ (τAtτ)2K+4)− τGtτ.
From Theorem 9.7 and Lemma 9.10 we observe that AK,t is a smoothing operator
of order 3 with size 1√
1+t
, and also AK,t is a smooth operator of order 1 with size
1
1+t . Moreover, from (9.7) and (9.44) we conclude that
AK,t = O(
1
1 + t
) : Hs(M)→ Hs+ 12 (M)
for all s ∈ Z. Furthermore, from (9.41), we observe that
(9.46) (P
′
4 + t+ π)(τGtτ + τAK,tτ) = τ + (τAtτ)
2K+5.
From (9.44), we see that
(τAtτ)
2K+4 = O(1) : Hs(M)→ Hs+K+2(M)
for all s ∈ Z. Moreover, from (9.7) and (9.42), we observe that
τAtτ = O(
1
1 + t
) : Hs(M)→ Hs−2(M)
for all s ∈ Z. Thus, (τAtτ)2K+5 = O( 11+t ) : Hs(M) → Hs+K(M) for all s ∈ Z.
Combining this with (9.46) yields the result. 
Remark 9.13. It is easy to see that AK,t depends continuously on t in L
2(M).
From now on, we identify the operator (P
′
4 + t+ π)
−1 : Pˆ → Pˆ with τ(P ′4 + t+
π)−1τ . Thus (P
′
4 + t + π)
−1 : L2(M) → L2(M). We can extend and identify this
operator as follows.
Proposition 9.14. (P
′
4 + t + π)
−1 can be continuously extended to (P
′
4 + t +
π)−1 : Hs(M)→ Hs(M) for every s ∈ Z. Moreover, for every K ∈ N0 we have
(P
′
4 + t+ π)
−1 − (τGtτ + τA2K,tτ) = O( 1
1 + t
) : H−K(M)→ HK(M),
where A2K,t is as in Proposition 9.12.
EXTREMAL METRICS FOR THE Q′-CURVATURE IN THREE DIMENSIONS 27
Proof. Fix K ∈ N0 and let A2K,t and R2K,t be as in Proposition 9.12. Then
(9.47) τGtτ + τA2K,tτ = (P
′
4 + t+ π)
−1 + (P
′
4 + t+ π)
−1τR2K,tτ.
Note that τR2K,tτ = O(
1
1+t ) : H
−s(M) → L2(M) for all s ∈ Z with |s| ≤ 2K.
By (9.7), τGtτ + τA2K,tτ = O(
1
1+t ) : H
s(M)→ Hs(M) for all s ∈ Z. By (9.3), we
observe that (P
′
4+ t+ π)
−1 = O( 11+t ) : L
2(M)→ L2(M). From these observations
we conclude that we can extend to (P
′
4 + t+ π)
−1 to H−s(M) for all s ∈ N0 with
s ≤ 2K; indeed
(9.48) (P
′
4 + t+ π)
−1 = O(
1
1 + t
) : H−s(M)→ H−s(M)
for all s ∈ N0 with s ≤ 2K. By taking the adjoint in (9.48), we conclude that we
can extend to (P
′
4 + t+ π)
−1 to
(9.49) (P
′
4 + t+ π)
−1 = O(
1
1 + t
) : Hs(M)→ Hs(M)
for all s ∈ N0 with s ≤ 2K. From (9.47) and (9.49) we conclude that
(P
′
4 + t+ π)
−1 − (τGtτ + τA2K,tτ) = O( 1
1 + t
) : H−K(M)→ HK(M). 
This allows us to prove the following theorem.
Theorem 9.15. There is a G ∈ L−1cl (M) such that 2GE1 − I ∈ Lcl (M) for E1 ∈
L1cl (M) as in Theorem 9.1 and for every ℓ ∈ N0,
(P
′
4)
− 1
2 = τGτ + τAℓτ + τRℓτ
on Pˆ, where Aℓ, Rℓ : C∞(M)→ D ′(M) are continuous operators, Rℓ(x, y) ∈ Cℓ(M×
M), and Aℓ is a smooth operator of order 3− ε for every 0 < ε < 1.
Proof. Fix ℓ ∈ N0 and take K ≫ ℓ. Put
Ξ2K,t = (P
′
4 + t+ π)
−1 − (τGtτ + τA2K,tτ),
where A2K,t is as in Proposition 9.12. By Proposition 9.14, Ξ2K,t is well-defined as
a continuous operator Hs(M) → Hs(M) for every s ∈ Z. Observe that Ξ2K,t =
τΞ2K,tτ . From Lemma 9.2 we see that
(9.50) (P
′
4)
− 1
2 = c
ˆ ∞
0
t−
1
2 τGtτdt + c
ˆ ∞
0
t−
1
2 τA2K,tτdt+ c
ˆ ∞
0
t−
1
2 τΞ2K,tτdt.
It is known that (see [30])
(9.51) c
ˆ ∞
0
t−
1
2 τGtτdt = τGτ,
where G ∈ L−1cl (M) with 2GE1 − I ∈ L−1cl (M).
We claim that
(9.52) Ξ(x, y) := (c
ˆ ∞
0
t−
1
2Ξ2K,tdt)(x, y) ∈ Cℓ(M ×M)
if K is large enough. Fix k ∈ N0. For every m ∈ N, consider
Ξk,m := c
m∑
j=1
1
m
Ξ2K,k+ j
m
1√
k + jm
.
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It is clear that, in L2(M),
(9.53) lim
m→∞
Ξk,m = c
ˆ k+1
k
t−
1
2Ξ2K,tdt.
By Proposition 9.14, we see that
(9.54)
‖Ξk,m‖L (H−K(M),HK(M)) ≤ c1
m∑
j=1
1
m
1
1 + k + jm
1√
k + jm
≤ c1
ˆ k+1
k
1
(1 + t)
√
t
dt,
where c1 > 0 is a constant and ‖Ξk,m‖L (H−K(M),HK (M)) denotes the standard
operator norm of Ξk,m in L (H
−K(M), HK(M)). From (9.54) and the Sobolev
embedding theorem, if K ≫ ℓ, there is a subsequence (ms) such that ms → ∞ as
s→∞,
(9.55) lim
s→∞
Ξk,ms(x, y) = Ξk(x, y)
in Cℓ(M ×M), and
(9.56) ‖Ξk(x, y)‖Cℓ(M×M) ≤ c˜1
ˆ k+1
k
1
(1 + t)
√
t
dt,
where c˜1 > 0 is a constant independent of k. From (9.53), (9.55) and (9.56), we
conclude that
Ξk(x, y) = (c
ˆ k+1
k
t−
1
2Ξ2K,tdt)(x, y) ∈ Cℓ(M ×M),∥∥∥∥∥c
ˆ k+1
k
t−
1
2Ξ2K,tdt)
∥∥∥∥∥
Cℓ(M×M)
≤ c˜1
ˆ k+1
k
1
(1 + t)
√
t
dt.
(9.57)
Since
∑∞
k=0
´ k+1
k
1
(1+t)
√
t
dt =
´∞
0
1
(1+t)
√
t
dt <∞, we deduce that
Ξ(x, y) = (c
ˆ ∞
0
t−
1
2Ξ2K,tdt)(x, y) =
∞∑
k=0
Ξk(x, y) ∈ Cℓ(M ×M),
as claimed.
From now on, we take K large enough so that Ξ(x, y) ∈ Cℓ(M × M). Put
A := c
´∞
0 t
− 1
2A2K,tdt. We now study the kernel of A. Fix x0, y0 ∈ M and set
ϑ(x0, y0) = r. Put
Bx0(
r
4
) =
{
z ∈M ; ϑ(z, x0) < r
4
}
, By0(
r
4
) =
{
z ∈M ; ϑ(z, y0) < r
4
}
.
Take χ ∈ C∞0 (Bx0( r4 )) and χ1 ∈ C∞0 (By0( r4 )) such that χ = 1 near x0 and χ1 = 1
near y0. Consider A˜ := c
´∞
0 t
− 1
2χA2K,tχ1dt. Then,
(9.58) A˜ = c
ˆ r−4
0
t−
1
2χA2K,tχ1dt+ c
ˆ ∞
r−4
t−
1
2χA2K,tχ1dt.
For every m ∈ N, consider
Bm = c
m∑
j=1
r−4
m
(χA2K, j
m
r−4χ1)(
j
m
r−4)−
1
2 .
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It is easy to see that, in L2,
(9.59) lim
m→∞Bm = c
ˆ r−4
0
t−
1
2χA2K,tχ1dt.
Recall from Proposition 9.12 that A2K,t is a smoothing operator of order 3 with
size 1√
1+t
. From this and (9.59), we have that, for any x ∈ Bx0( r4 ), y ∈ By0( r4 ),
|Bm(x, y)| ≤ c
m∑
j=1
r−4
m
∣∣∣(χA
2K, r
−4j
m
χ1)(x, y)
∣∣∣ (r−4j
m
)−
1
2
≤ c
m∑
j=1
r−4
m
1√
1 + r
−4j
m
ϑ(x, y)−1(
r−4j
m
)−
1
2
≤ c2ϑ(x, y)−1
ˆ r−4
0
1√
1 + t
t−
1
2 dt
≤ c3ϑ(x, y)−1 |logϑ(x, y)| ,
where c2 > 0, c3 > 0 are constants independent of m, r, χ, χ1, x0, y0. Similarly,
for every α1, α2 ∈ N0 and ε > 0, there is a constant Cα1,α2,ε, independent of m, r,
χ, χ1, x0, y0, such that
(9.60)
∣∣(∇b)α1x (∇b)α1y Bm(x, y)∣∣ ≤ Cα1,α2,εϑ(x, y)−1−|α1|−|α2|−ε.
From (9.60), we deduce that there is a subsequence (ms) such that ms → ∞ as
s→∞ for which Bms(x, y) converges to some B(x, y) in the C∞(M ×M) topology
with the property that for every α1, α2 ∈ N0 and every ε > 0, there is a constant
Cα1,α2,ε, independent of m, r, χ, χ1, x0, y0, such that
(9.61)
∣∣(∇b)α1x (∇b)α2y B(x, y)∣∣ ≤ Cα1,α2,εϑ(x, y)−1−|α1|−|α2|−ε.
In particular, from (9.59) we have that
(9.62) (c
ˆ r−4
0
t−
1
2χA2K,tχ1dt)(x, y) = B(x, y).
Fix k ∈ N0. For every m ∈ N, consider
Dk,m := c
m∑
j=1
r−4
m
χA2K,r−4k+ j
m
r−4χ1
1√
r−4k + jmr
−4
.
It is clear that
(9.63) lim
m→∞Dk,m = c
ˆ r−4(k+1)
r−4k
t−
1
2χA2K,tχ1dt
in L2(M). Recall from Proposition 9.12 that A2K,t is a smoothing operator of
order 1 with size 11+t . From this observation, we find that for every x ∈ Bx0( r4 ),
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y ∈ By0( r4 ), we have that
|Dk,m(x, y)| ≤ c˜1
m∑
j=1
r−4
m
∣∣∣(χA2K,r−4k+ j
m
r−4χ1)(x, y)
∣∣∣ (r−4k + j
m
r−4)−
1
2
≤ c˜2
m∑
j=1
r−4
m
ϑ(x, y)−3
1
1 + r−4k + jmr
−4 (r
−4k +
j
m
r−4)−
1
2
≤ c˜2
ˆ r−4(k+1)
r−4k
ϑ(x, y)−3
1
1 + t
1√
t
dt,
(9.64)
where c˜1 > 0, c˜2 > 0 are constants independent of k, m, r, χ, χ1, x0, y0. Similarly,
for every α1, α2 ∈ N0, there is a constant Cα1,α2 , independent ofm, k, r, χ, χ1, x0, y0,
such that
∣∣(∇b)α1x (∇b)α1y Dk,m(x, y)∣∣ ≤ Cα1,α2 ˆ r−4(k+1)
r−4k
ϑ(x, y)−3−|α1|−|α2|
1
1 + t
1√
t
dt.
Therefore there is a subsequence (ms) such that ms → s as s → ∞ for which
Dk,ms(x, y) converges to some Dk(x, y) in the C
∞(M × M) topology with the
property that for every α1, α2 ∈ N0 and every ε > 0, there is a constant C˜α1,α2,ε
such that
(9.65)∣∣(∇b)α1x (∇b)α2y Dk(x, y)∣∣ ≤ C˜α1,α2,ε ˆ r−4(k+1)
r−4k
ϑ(x, y)−3−|α1|−|α2|−ε
1
1 + t
1√
t
dt.
In particular, from (9.63) we find that
(9.66) (c
ˆ r−4(k+1)
r−4k
t−
1
2χA2K,tχ1dt)(x, y) = Dk(x, y).
Note that for x ∈ Bx0( r4 ) and y ∈ By0( r4 ),
(9.67)
∞∑
k=1
ˆ r−4(k+1)
r−4k
ϑ(x, y)−3−|α1|−|α2|−ε
1
1 + t
1√
t
dt ≤ cˆ0ϑ(x, y)−1−|α1|−|α2|−ε,
where cˆ0 > 0 is a constant. From (9.65), (9.66), and (9.67) we deduce that
(c
´∞
r−4
t−
1
2χA2K,tχ1dt)(x, y) ∈ C∞(M ×M) and for every α1, α2 ∈ N0 and ε > 0,
there is a constant Cˆα1,α2,ε, independent of r, χ, χ1, x0, y0, such that
(9.68)∣∣∣∣(∇b)α1x (∇b)α2y (c ˆ ∞
r−4
t−
1
2χA2K,tχ1dt
)
(x, y)
∣∣∣∣ ≤ Cˆα1,α2,εϑ(x, y)−1−|α1|−|α2|−ε.
From (9.58), (9.61), (9.62) and (9.68), we deduce that A(x, y) satisfies the fol-
lowing differential inequalities when x 6= y: For every ε > 0 and every α1, α2 ∈ N0,
there is a constant Cα1,α2,ε > 0 independent of x and y such that
(9.69) |(∇b)α1x (∇b)α2y A(x, y)| ≤ Cα1,α2,εϑ(x, y)−1−ε−|α|
for all |α| = |α1|+ |α2|.
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Now, we prove that A satisfies the cancellation condition of order 3− ε for every
0 < ε < 1. Let φ be a normalized bump function in B(x, r). Then
‖∇αbAφ‖L∞(B(x,r))
≤ c
ˆ r−4
0
t−
1
2 ‖∇αbA2K,tφ‖L∞(B(x,r)) + c
ˆ ∞
r−4
t−
1
2 ‖∇αbA2K,tφ‖L∞(B(x,r)) .
(9.70)
Since A2K,t is a smoothing operator of order 3 with size
1√
1+t
, we have that
(9.71)
ˆ r−4
0
t−
1
2 ‖∇αb A2K,tφ‖L∞(B(x,r)) ≤ c2r3−|α| |log r| ,
where c1 > 0 and c2 > 0 are constants independent of r. Since A2K,t is also a
smoothing operator of order 1 with size 11+t , we have
(9.72)
ˆ ∞
r−4
t−
1
2 ‖∇αb A2K,tφ‖L∞(B(x,r)) ≤ cˆ1r1−|α|
ˆ ∞
r−4
t−
1
2
1
1 + t
dt ≤ cˆ2r3−|α|,
where cˆ1 > 0 and cˆ2 > 0 are constants independent of r. From (9.70), (9.71) and
(9.72), we deduce that A satisfies the cancellation condition of order 3− ε for every
0 < ε < 1. Similarly, A∗ satisfies the cancellation condition of order 3− ε for every
0 < ε < 1. The conclusion follows from (9.69). 
Now let us consider 2∆b +
1
2R extended to L
2(M) in the standard way. Since
2∆b +
1
2R is hypoelliptic with loss of one derivative,
2∆b +
1
2
R : Dom (2∆b +
1
2
R)→ L2(M)
has closed range, is self-adjoint, and Ker (2∆b+
1
2R) is a finite-dimensional subspace
of C∞(M). Let Nˆ : L2(M) → Dom(2∆b + 12R) be the partial inverse and let
p : L2(M)→ Ker (2∆b + 12R) be the orthogonal projection. Then p is a smoothing
operator on M and we have
Nˆ(2∆b +
1
2
R) + p = I on Dom (2∆b +
1
2R),
(2∆b +
1
2
R)Nˆ + p = I on L2(M).
Note that Nˆ : Hs(M) → Hs+1(M) for all z ∈ Z. Moreover, Nˆ is a smoothing
operator of order 2 (see [23, Section 10] and [31]).
Proposition 9.16. With the notations above, τGτ − τNˆ is a smoothing operator
of order 3, where G ∈ L−1cl (M) is as in Theorem 9.15.
Proof. From Theorem 8.1 and Theorem 9.15, we have that
(9.73) (τGτ)(τ(2∆b +
R
2
)τ) = τ + τP−1τ − τG(I − τ)(2E1 + R
2
)τ,
where P−1 ∈ L−1cl (M).
We claim that
τP−1τ is a smoothing operator of order 2,(9.74)
τG(I − τ)(2E1 + R2 )τ is a smoothing operator of order 1.(9.75)
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From Theorem 7.1 and Lemma 8.3, we have that
(9.76) τP−1τ ≡ SP−1S + SP−1S.
From Lemma 8.2 and Lemma 8.3 we have that
SP−1S ≡ SN bP−1S = SNbP−1S + SNL1P−1S
= SN [b, P−1]S + SNL1P−1S,
(9.77)
where L1 is a first order partial differential operator. From the symbolic calculus of
Stein–Yung [31], we check that [b, P−1]S and L1P−1S are smoothing operators of
order 0. From this observation, (9.77) and Theorem 9.7, we conclude that SP−1S
is a smoothing operator of order 2. Similarly, SP−1S is a smoothing operator of
order 2. From (9.76), we obtain (9.74).
Again, from Theorem 7.1, Lemma 8.3 and Lemma 8.2, we have that
τG(I − τ)(2E1 + R
2
)τ
≡ SG(I − S)(2E1 + R
2
)S + SG(I − S)(2E1 + R
2
)S
≡ SGbNNb(2E1 + R
2
)S + SGbNN b(2E1 +
R
2
)S
= S[G,b]NN∂
∗
b [∂b, 2E1 +
R
2
]S + SGL1NN∂
∗
b [∂b, 2E1 +
R
2
]S
+ S[G,b]NN∂
∗
b [∂b, 2E1 +
R
2
]S + SGL1NN∂
∗
b [∂b, 2E1 +
R
2
]S,
(9.78)
where L1 is a first order partial differential operator. From the symbolic calculus
of Stein–Yung [31], we check that NN∂
∗
b [∂b, 2E1 +
R
2 ]S, NN∂
∗
b [∂b, 2E1 +
R
2 ]S are
smoothing operators of order 1 and S[G,b], SGL1, S[G,b], SGL1 are smooth-
ing operators of order 0. From this observation, (9.78) and Theorem 9.7, we ob-
tain (9.75).
Now, from Theorem 7.1, Lemma 8.3, Lemma 8.2 and recall that ∆b = b +b,
we have that
(τ(2∆b +
R
2
)τ)Nˆ ≡ τ − τ(2∆b + R
2
)(I − τ)Nˆ
≡ τ − S(2∆b + R
2
)(I − S)Nˆ − S(2∆b + R
2
)(I − S)Nˆ
= τ − S(b + R
2
)bNNˆ − S(b + R
2
)bNNˆ
≡ τ − S[L1 + R
2
, ∂
∗
b ]∂bNNˆ − S[L1 +
R
2
, ∂∗b ]∂bNNˆ,
(9.79)
where L1 is a first order partial differential operator. From the symbolic calculus
of Stein–Yung [31], we check that [L1 +
R
2 , ∂
∗
b ]∂bNNˆ and [L1 +
R
2 , ∂
∗
b ]∂bNNˆ are
smoothing operators of order 1. From this observation, (9.79) and Theorem 9.7, we
obtain that
(9.80) (τ(2∆b +
R
2
)τ)Nˆ = τ +H,
where H is a smoothing operator of order 1. From (9.73) and (9.80), we find that
(9.81) τGτ + (τGτ)H = τNˆ + (τP−1τ)Nˆ − τG(I − τ)(2E1 + R
2
)τNˆ .
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We can repeat the proof of (9.74) and deduce that τGτ is a smoothing operator of
order 2 and hence
(9.82) (τGτ)H is a smoothing operator of order 3.
From (9.74), (9.75), (9.81) and (9.82) we deduce that τGτ − τNˆ is a smoothing
operator of order 3. 
Fix a point ζ ∈ X . The Green’s function of (P ′4)
1
2 at ζ is given by
(9.83) Gζ := (P
′
4)
− 1
2 τδζτ ∈ D ′(M).
It is easy to see that
(9.84) (P
′
4)
1
2Gζ = δζ − π(x, ζ) on P .
Note that π(x, ζ) ∈ C∞(M) ∩Ker (P ′4)−
1
2 .
Proof of Theorem 1.3. Fix ζ ∈ M and let (z, t) be CR normal coordinates defined
in a neighborhood of ζ such that (z(ζ), t(ζ)) = (0, 0). For m ∈ R, let E(ρm) be as in
the discussion before Theorem 1.3. Let ℓ0 ∈ N0 and fix ℓ≫ ℓ0. From Theorem 9.15
and Proposition 9.16, we have
Gζ = τGτδζτ + τAℓτδζτ + τRℓτδζτ
= τNˆδζτ + τKδζτ + τAℓτδζτ + τRℓτδζτ,
(9.85)
where K is a smoothing operator of order 3. Since Rℓ(x, y) ∈ Cℓ(M ×M), we can
take ℓ large enough so that
(9.86) Rℓτδζ ∈ Cℓ0(M).
Since K is a smoothing operator of order 3,
(9.87) Kδζ ∈ E(ρ−1).
From Theorem 9.7 and Theorem 9.15 we see that Aℓτ is a smoothing operator of
order 3− ε, for every 0 < ε < 1. Hence,
(9.88) Aℓτδζ ∈ E(ρ−1−ε)
for all ε > 0.
Finally, we consider Nˆδζ . It is clear that Nˆδζ is the Green’s function of 2∆b+
1
2R.
It was shown in [10, Section 5] that, near ζ, Nˆδζ has the form
(9.89) Nˆδζ(z, t) = ρ(z, t)
−2 + ω0
for some ω0 ∈ C1(M). Moreover, repeating the method in [23, Section 10], we
conclude that
(9.90) ω0 ∈ E(ρ−ε)
for all ε > 0. The conclusion follows from (9.85), (9.86), (9.87), (9.88), (9.89) and
(9.90). 
In the proof of Theorem 4.2, we need the following result.
Theorem 9.17. For every ℓ ∈ N0, we have
τBℓτP
′
4 = τ + τCℓτ on Pˆ,
where Bℓ, Cℓ : C
∞(M) → D ′(M) are continuous operators, Bℓ is a smoothing op-
erator of order 4− ε for all 0 < ε < 1, and (τCℓτ)(x, y) ∈ Cℓ(M ×M).
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Proof. In view of (2.2), we see that P
′
4 = τ(4∆
2
b + L2)τ , where L2 = ∇2b +∇b + r,
r ∈ C∞(X). Let H be a parametrix of 4∆2b + L2. Then H : Hs(M) → Hs+2(M)
for every s ∈ Z and H is a smoothing operator of order 4 − ε for every 0 < ε < 1.
From Theorem 7.1 and Lemma 8.3, we have that
τHτP
′
4 = (τHτ)(τ(4∆
2
b + L2)τ)
= τ − τH(I − τ)(4∆2b + L2)τ − F0
= τ − SH(I − S)(4∆2b + L2)S − SH(I − S)(4∆2b + L2)S − F1,
(9.91)
where F0 and F1 are smoothing operators on M . Put
(9.92) Υ = SH(I − S)(4∆2b + L2)S + SH(I − S)(4∆2b + L2)S + F1.
Note that Υ = τΥτ . Repeating the procedure in (9.79), we conclude that
SH(I − S)(4∆2b + L2)S = SHN∂
∗
bQ2S,
SH(I − S)(4∆2b + L2)S = SHN∂∗b Q˜2S,
(9.93)
where Q2, Q˜2 ∈ L2cl (M). From (9.92) and (9.93), we conclude that Υ: Hs(M) →
Hs+
1
2 (M) for all s ∈ Z and Υ is a smoothing operator of order 1. Fix K ∈ N. Put
BK := (τHτ)(τ +Υ+Υ
2 + · · ·+ΥK).
Then, BK is a smoothing operator of order 4− ε for all 0 < ε < 1. From (9.91), we
have that
BkP
′
4 = τ −ΥK+1.
Since ΥK+1 : Hs(M)→ Hs+K+12 (M) for every s ∈ Z, given ℓ ∈ N0, we can take K
large enough so that ΥK+1(x, y) ∈ Cℓ(M ×M). The theorem follows. 
In the proof of Theorem 4.2, we also need the following result.
Theorem 9.18. Let w ∈ L2(M). If ∆bw ∈ L2(M), then there is a constant c > 0
such that ec|w|
2 ∈ L1(M).
To prove Theorem 9.18, we need the following Adams-type theorem of Fontana
and Morpurgo [12].
Theorem 9.19. Let A : L2(M) → L2(M) be a continuous operator with distribu-
tion kernel A(x, y) ∈ C∞(M ×M \diag (M ×M)). Suppose that the kernel A(x, y)
satisfies
sup
x∈M
|{y ∈M : |A(x, y)| > s}| ≤ Ks−2,
sup
y∈M
|{x ∈M : |A(x, y)| > s}| ≤ Ks−2(9.94)
as s→∞, where K > 0 is a constant and
|{y ∈M : |A(x, y)| > s}| , |{x ∈M : |A(x, y)| > s}|
denote the volumes of the sets {y ∈M : |A(x, y)| > s} and {x ∈M : |A(x, y)| > s},
respectively with respect to the given volume form on M . Then, for any f ∈ L2(M)
with Tf ∈ L2(M), there is a constant c > 0 such that ec|f |2 ∈ L1(M).
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Proof of Theorem 9.18. Put g := (∆b + I)w ∈ L2(M). Let Q be the inverse of
∆b + I. Then, w = Qg. It is known that (see [10, Section 2] and [23, Section 10])
(9.95) |Q(x, y)| . ϑ(x, y)−2.
From (9.95), one readily checks that
sup x∈M |{y ∈M ; |Q(x, y)| > s}| . s−2,
sup y∈M |{x ∈M ; |Q(x, y)| > s}| . s−2,
(9.96)
as s→∞. The conclusion follows from (9.96) and Theorem 9.19. 
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