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Elementary charge eo = 1.60217739 · 10−19C
Electric field constant εo = 8.854187816 · 10−12C2(Jm)−1
Avogadro’s constant NA = 6.0221367 · 1023mol−1
Speed of light c = 2.99792458 · 108ms−1
Boltzmann’s constant kB = 1.380658 · 10−23 JK−1
Permittivity of vacuum µ0 = 4pi · 10−7 (Js)2(C2m)−1
Planck’s constant h = 6.6260755 · 10−34 Js
Symbols
~B magnetic induction (Vsm−2) ~D electric induction (Cm−2)
ω angular frequency (s−1) ~j current density (Am−2)
~E electric field strength (Vm−1) εˆ complex dielectric permittivity
~H magnetic field strength (Am−1) ε′ real part of εˆ
~P polarization (Cm−2) ε′′ imaginary part of εˆ
τ relaxation time (s) ε∞ limν→∞(ε
′)
η viscosity (Pa s) ε limν→0(ε
′)
T temperature (K) µ dipole moment (Cm)
t time (s) ν frequency (Hz)
c molarity (mol dm−3) m molality (mol kg−1)
κ conductivity (S m−1) ρ density (kgm−3)
CIP contact ion pair SIP solvent-shared ion pair
PSIP penetrating solvent-shared ion pair 2SIP solvent-separated ion pair
DMA N,N-dimethylacetamide DMF N,N-dimethylformamide




Cellulose, with its annual photosynthetic production estimated to 1011 - 1012 t, belongs to
the most abundant natural polymers on earth [1]. From the very beginning cellulose has
played an important role in the development of human civilization. It has been used in the
form of wood as energetic source, construction material or for the manufacture of textile
fibers from plants like flax, cotton, etc. The industrial revolution and the development of
organic chemistry in the 19th century enabled the isolation, identification of the structure
and later modification of this highly interesting polymer [2]. In present it is used for the
production of paper, board, the manufacture of textile fibers and the pure forms of cellulose
for the synthesis of cellulose derivatives. Many of them serve as textile fibers but can be
utilized also as membranes, additives for colloidal suspensions, in the food industry, etc.
[3]. The future prospects of cellulose as renewable resource for many industrial branches in
comparison to finite reserves of oil, natural gas or coil are good. Also the ecological aspect
of the biodegradability of most cellulose-based products should be mentioned. In order to
use better the outstanding properties of this polymer some optimization of the industrial
processes (especially regarding the isolation of cellulose from wood sources and its further
modification) is required [2]. However, the number of solvents able to dissolve cellulose is
limited and the majority of them reacts with the hydroxyl groups of cellulose which leads
to the degradation of cellulose samples [1].
LiCl/DMA (N,N-dimethylacetamide) solutions belong to a small group of nondegrading
solvents of cellulose [1]. They were first applied for the solubilization of cellulose in 1979 by
McCormick et.al. [4] and since then established as a powerful solvent system for polysaccha-
rides in general. Especially its use in the analysis [5] and its application in the preparation
of cellulose derivatives seems to be promising [6]. However, there is still some disagreement
about the conditions under which this solvent should be applied [7, 8] and to which extent
water is involved in the solubilization process. Because a literature survey revealed that
the information about the LiCl/DMA system itself is rather scarce, a major part of this
work concentrated on the solvent system itself.
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As the experimental technique dielectric relaxation spectroscopy (DRS) was chosen. This
method operating in a broad frequency range (from 10−3 to 1011 Hz) enables the inves-
tigation of a large number of processes related to the molecular structure of the studied
material. It determines the magnitude and time-dependency of electric polarization by
measuring the changes of the polarizability of the material placed into a weak electro-
magnetic field. Depending on the equipment samples in all forms from solids to liquids
can be investigated. DRS is applied e.g. in polymer research [9] for the interpretation of
the conformation or configuration of polymers, in pharmaceutical and biological sciences
[10, 11] for quality control, in the determination of structural characteristics of gels, pro-
teins, emulsions, or various states of water in the samples. With the help of the DRS also
such complex systems as biological membranes, colloidal suspensions and other heteroge-
nous systems can be studied [12]. Besides these applications this technique proved to be
a convenient and appropriate tool for studies of solvents and electrolyte solutions [13]. Its
working frequency range in the GHz-scale corresponds well to relaxation processes result-
ing from the molecular reorientation, ion-cloud and ion-pair relaxation. In our laboratory
the combination of the time domain reflectometry (TDR) and frequency-domain interfer-
ometry (FDI) is used in order to cover sufficient frequency range. The combination of both
methods was in the past successfully applied to the investigation of different amides [14]
and electrolyte/amide solutions [15].
In the first part of this work a short introduction into the field of cellulose dissolution is
presented. The advantages and disadvantages of the LiCl/DMA system as a solvent for
cellulose are presented and commented there as well. Since temperature seems to play an
important role in the solubilization process, temperature dependent DRS-measurements of
LiCl/DMA solutions were carried out during this work. Further DRS-spectra of aqueous
LiCl solutions and in the presence of both solvents were recorded. Additionally phase
diagrams investigating the solubilization of cellulose in LiCl/DMA solutions were provided
and the influence of temperature and water content was demonstrated.
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1.2 Cellulose
Each year hundreds of publications and plenty of patents are released dealing with this
polymer. The following chapter does not intend to cover the whole spectrum of this research
field as cellulose was only in a specific way involved in this work. Only aspects relevant
to our study are listed here. The majority of the following information can be obtained in
various monographs reporting on cellulose chemistry, see [1, 2, 16].
1.2.1 Sources
The main source of cellulose represent various woody plants (soft and hard woods, wheat,
straw, bamboo) where cellulose is present as a composite with lignin and other polysaccha-
rides (hemicelluloses) in their cell wall. In this case cellulose can be obtained by delignifi-
cation with different processes (sulfite, sulfate or Organocell method) in the form of pulp.
Rather pure form of cellulose can be obtained from the hair or seeds of textile plants like
cotton, ramie, jute or flax. The content of cellulose in these sources strongly depends on
their origin and the isolation procedure. In the case of cotton the cellulose content is about
95 %, in wood about 40 %. For scientific purposes cellulose produced extracellularly by
some bacteria can be used (e.g. Acetobacter xylinum).
1.2.2 Structure
Due to its different functions in nature the structure of cellulose is very complex and has
a deciding influence on its reactivity and availability for chemical modifications. For the
correct interpretation of cellulose properties, the structure has to be considered on three
structural levels: the molecular, supramolecular and morphological level [1, 2].
Pure cellulose is composed of D-anhydroglucopyranose units (AGU), linked together by
β-(1,4)-glycosidic bonds as shown in figure 1.1.
Figure 1.1: Molecular structure of cellulose with the reducing and non-reducing end group.
Each of the AGUs possesses hydroxyl groups at C-2, C-3 and C-6 positions, showing the
typical behavior of primary and secondary alcohols. A different behavior can be expected
from the hydroxyl groups at the end of the chains: the C-1 end possesses reducing and the
C-4 non-reducing properties. The conformation of the AGU is 4C1 chair as derived from
NMR and X-ray diffraction studies [17]. The free hydroxyl groups are positioned in the
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ring plane (equatorial) and the hydrogen atoms in vertical position (axial) which represents
the conformation with the lowest energy for β-D-glucopyranose, see [18].
The number of AGUs in the cellulose, n, represents the so called average degree of poly-
merization (DP) and is used as characteristics for cellulose samples. The average molecular
mass can be then obtained as product of the DP and the molecular mass of AGU. The
DP strongly depends on the origin of the cellulose, the isolation method and the technique
used for measurement [2]. It should be noted that the native cellulose samples are always
polydisperse consisting of macromolecules with differing chain lengths which is typical for
all native polymers [1].
The present hydroxyl groups form an network of intra- and intermolecular hydrogen bonds
(H-bonds) which is responsible for the stiffness and stability of the cellulose chains. The
most common crystalline modifications of cellulose are cellulose I and II. According to
X-ray measurements two intramolecular H-bonds are formed in cellulose I between the
neighboring AGUs (O-3-H and O-5’ and O-2’-H and O-6) and so only one intermolecular









































Figure 1.2: Schematic presentation of the probable intra- and intermolecular hydrogen-
bonds situated in the cellulose I crystal lattice (as suggested in ref. [19]).
In fig. 1.2 the possible hydrogen-bond pattern of cellulose I is shown. In the case of cellulose
II only one intramolecular H-bond is expected between O-3-H and O-5’ due to the different
conformation of the primary hydroxyl group [20]. The chains form in both cases a 1,2-helix
[19, 21]. The intermolecular H-bond between O-6-H and O-3” of another chain seems to
be the strongest hydrogen bond, having the largest cohesion effect [22].
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Figure 1.3: Fringed fibril model of cellulose supramolecular structure according to Hearle
[23], adopted from [1].
The ability of the hydroxyl groups to form secondary valence hydrogen bonds with one
another is also responsible for the tendency of cellulose chains to form highly ordered
aggregates. When considering the structure of cellulose on the supramolecular level it
is important to keep in mind that the local order of the macromolecules in cellulose is
not uniform throughout the whole structure. Cellulose chains aggregate to elementary
fibrils which are then the basis of the morphological structures. Their structure can be
described by a two-phase model as composed of low ordered (’amorphous’) and highly
ordered (’crystalline’) regions [23]. This is the main principle of the so called fringed fibril
model shown in fig. 1.3. Cellulose samples can be characterized by the so called degree of
crystallinity representing the relative amount of polymer within the highly ordered regions.
These values are usually obtained by the wide-angle X-ray scattering technique and their
size depends strongly on the origin of the material, see [24]. The relationship between the
degree of crystallinity and the dissolution of cellulose samples is not yet clear.
As mentioned in the previous paragraph cellulose represents a polymorphic material which
can exist in four different crystal modifications: cellulose I, cellulose II, cellulose III and
cellulose IV. Cellulose I is the crystalline structure of native cellulose. Cellulose II is ob-
tained by alkaline treatment of cellulosic material or by precipitating cellulose from solution
into aqueous medium. It is also called mercerized or regenerated cellulose. Treatment of
celluloses I or II with liquid ammonia at temperatures below -30 oC and the subsequent
evaporation of the solvent yields cellulose III, which exists in two submodifications depend-
ing on the starting material. It can be turned into the starting modifications by application
of water. The fourth modification, cellulose IV, is formed from previous celluloses at high
temperatures. Its importance for practical purposes is rather low.
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Figure 1.4: Lattice plane distances of cellulose I (native and cellulose II (mercerized) as
proposed by Meyer, Mark and Misch and Andress respectively (adopted from ref. [2]) .
As the first two modifications are the most important for practical purposes, they will be
shortly discussed further. For cellulose I originally a monoclinic unit cell with the space
group P21 was proposed. This so called Meyer-Mark-Misch [25] model is presented in
fig. 1.4, together with the unit cell of cellulose II as proposed by Andress [26]. Later a
triclinic cell was suggested for the description of the crystalline state of cellulose I [27].
The newest measurements suggest that there are two modifications of cellulose units: the
monoclinic unit cell seems to represent the thermodynamically stable state whereas the
triclinic cell is metastable [28]. For cellulose I a parallel chain arrangement is assumed
whereas for cellulose II an antiparallel chain arrangement seems to be more probable [29].
In cellulose II the hydrogen-bond pattern is different from cellulose I as the center cellulose
chain seems to have different conformation of the primary hydroxyl group than the corner
chains [29].
The morphological structure deals with the fibrillar structure of cellulose and the structure
of cell walls. As the basis elementary fibril [30] is considered whose length, diameter and
characteristic properties vary depending on the source and type of material [2]. However,
some authors consider microfibrils to be the smallest morphological entities (even though
non-uniform) [31] which aggregate to macrofibrils. The practical consequence of the fibrillar
structure of cellulose fibers is the presence of the pore system. This represents an network
of capillaries, cavities and interspaces among the microfibrils. The pore structure and
inner surface of the fiber cell wall play an important role in the availability and reactivity
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of cellulose. The knowledge about size, volume or shape of the pores is also helpful in the
description of heterogenous reactions of cellulose. These properties can be obtained from
sorption data, from small-angle X-ray scattering or mercury porosimetry measurements
[1]. The effective surface is in the dry or swollen state very often different which has
consequences for the accessibility of cellulose.
1.2.3 Dissolution of cellulose
For the dissolution of cellulose samples the accessibility of the hydroxyl groups in the
sample is crucial. It is mainly given by the supramolecular structure of the fibrils and the
properties of the pore system as mentioned in the previous paragraph. It does not represent
a structural parameter as it is dependent also on the type of interaction considered. It
can be characterized e.g. by the interaction with water, sorption of various inert gases, or
interactions with solvents [1]. It can be considerably increased by pretreatment (activation)
of the sample.
The application of an appropriate solvent can either result in swelling or in dissolution of
the sample. Both the processes require the loosening or even the breakdown of the present
supramolecular structure. However, in the case of swelling a two-phase system is formed
and the reaction takes place only on a limited surface, whereas the dissolution results in
a single phase formation. Very often both principles are combined in order to enhance
the reactivity of cellulose samples. For this purpose also different degradation methods
(mechanical, chemical, thermal, radiation) can be used.
The swelling principles can be divided into two groups: inter- and intracrystalline swelling.
In the first case only easily accessible regions are attacked by the solvent which leads
to the rupture of the interfibrillar bonds. This is caused e.g. by the following solvents:
water, ethanol, DMF, DMSO. Especially the swelling with water has important industrial
applications [1, 16]. The so called intracrystalline swelling leads to changes in the pore size,
their volume and of the inner surface of the fibers (changes of the morphological structures).
It increases also the lattice dimensions in the crystalline regions. This is achieved by the
use of polar protic systems e.g. aqueous alkali hydroxide solutions or liquid ammonia.
The changes of the corresponding cellulose crystalline modifications were mentioned in the
previous section. In the case of aqueous NaOH solutions the impact on all three structural
levels can be observed and this system can be be used as an example of a swelling agent
and solvent at the same time.
Solvents for cellulose
For a long time nearly no true solvents of cellulose were available with the exception of aque-
ous cuprammonium hydroxide (Cuam) solutions. Later other aqueous metal transition-
complex systems were discovered like cupriethylenediamine chelate (Cuen), the correspond-
ing cadmium chelate (Cadoxen) or ferric tartaric acid in alkali solutions (FeTNa) which
can be used also for analytical purposes as no modification of the cellulose hydroxyl groups
in these solvents proceeds although the interaction with the polymer itself is very strong.
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sec. or tert. aliphatic amine/SO2 HCOOH/H3PO4
methylamine/DMSO (CH2O)3/DMSO
N-oxides e.g. NMMO·H2O N2O4/DMF
H3PO4/water
They can be accepted as nonderivatizing solvents of cellulose. In the case of derivatizing
solvents the dissolution is accompanied by the formation of an unstable derivative (e.g.
ether, ester, acetal). By the change of pH or the medium the regenerated cellulose can be
obtained.
As can be seen from table 1.1, sometimes quite exotic solvents were chosen for the purpose
of cellulose dissolution. Many of them have no chance of being used on a large scale
because of their toxic or aggressive components like e.g. SO2. Some, however, proved to be
appropriate for industrial applications like e.g. NMMO·H2O (N-methylmorpholine-N-oxide
monohydrate) in the Lyocell process.
Several dissolution principles are discussed in the literature. In the case of aqueous systems
the dissolution probably takes place due to acid-base interaction between the hydroxyl
groups in cellulose and the solvent [32]. For other solvent systems the concept of electron
donor-acceptor interaction resulting in complex formation seems to be more applicable, see
[33]. Another possibility represents the model of the formation of crypto-ionic hydrogen-
bonds suggested for the dipolar aprotic solvent systems [34].
The solvents presented in table 1.1 are mostly composed from two or more solvents or/and
organic salts. However, also concentrated aqueous solutions of inorganic salts can be
applied on the dissolution of cellulose e.g. Ca(SCN)2, ZnCl2. From the various salts
especially lithium salts lead to good results (e.g. LiSCN). Their combinations with other
inorganic compounds in the form of molten salts could represent a promising solvent for
future applications [35]. Quite recently also the use of ionic liquids as nonderivatizing
solvent for cellulose was reported [36]. A different use for the inorganic salts was found in
combination with aprotic dipolar solvents. Their complexes often act as nonderivatizing
systems for cellulose. Some examples are shown in table 1.2.
Table 1.2 demonstrates that LiCl or LiBr can be used with a number of different aprotic
systems for cellulose dissolution. The use of urea derivatives like DMEU (dimethylethylene
urea) and DMPU (dimethylpropylene urea) [37] or the combination with HMPT (hexam-
ethylphosphoric acid triamide)[38] do not seem to be very practical. The situation is
different for LiCl/DMA [4, 6, 39] and LiCl/NMP (N-methylpyrrolidinone) [38] systems.
1.2. CELLULOSE 9











Abbreviations explained in the text.
Both of them proved to be valuable for the analysis and derivatization of cellulose. A sim-
ilar system, LiCl/DMF (N,N-dimethylformamide), can be used for the dissolution either
but its solubilization potential is much smaller than in the case of LiCl/DMA [40]. The
further text concentrates only on the used LiCl/DMA system.
Dissolution in LiCl/DMA
Since its first use for cellulose dissolution in 1979 [4] this solvent system has become a
common solvent of cellulose and polysaccharides in general [1]. It is applied in the ho-
mogenous synthesis of further cellulose derivatives, see [41], which allows often full substi-
tution of the free hydroxyl groups under the minimization of the danger of side effects and
byproducts. Another field of application represents the analysis of polysaccharides by var-
ious chromatographic techniques e.g. the size-exclusion chromatography (SEC) [5] where
LiCl/DMA solutions can be used directly as the mobile phase. However, the composition
and conditions used for the dissolution vary from group to group and have not yet been
unified. The drawback of this system presents the necessity of the pretreatment of the
cellulose samples. Without activation no dissolution takes place.
For the pretreatment the previously mentioned activation techniques can be utilized [7].
The activation can proceed by polar solvent exchange: swelling in water is followed by
the solvent exchange to methanol or acetone, and then to DMA. A further technique
represents treatment with liquid ammonia, see [39]. Refluxing of cellulose samples in low-
concentrated LiCl/DMA solutions, see [41], or DMA, see [39, 42, 43], represents the most
spread method. However, those activation processes connected with refluxing or heating
of cellulose samples in DMA or LiCl/DMA seem to result in chemical modification of
the solvent itself [8, 44] and subsequently lead to the degradation of the cellulose sample
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(accompanied by a coloration of the probe). For this reason recently the activation by
solvent exchange in polar media at room temperature is preferred e.g. [45–49]. The effect
of the different activation procedures is discussed e.g. in the following study [45].
Not only the activation of the samples but even the LiCl content in the system necessary
for the dissolution is still subject of discussion. The LiCl concentration in the solutions
can vary from 3 to 12 wt% [6]. Since the solubilization limit of LiCl in DMA at 25 oC is
8.46 wt% [50] the presence of water in the solvent system has to be considered as probable.
The widely preferred LiCl concentration is about 8-9 wt% in DMA. The ratio between
LiCl and cellulose seems to be deciding for the dissolution process [6] and in some cases
the pulp samples were not dissolved completely at lower LiCl concentrations [51]. It has
also influence on the aggregation in cellulose solutions. This was demonstrated e.g. by
some light-scattering studies [46, 51, 52] and in phase diagrams [42, 53]. At lower LiCl
concentrations in DMA (even 6wt%) cellulose chains do not seem to be fully disintegrated
and the formation of large particles is favored [51]. Depending on the sample and the
used activation technique up to 17 wt% of cellulose should dissolve [6]. The solutions are
supposed to be extremely stable also upon standing for a long time. Some authors found
that no degradation took place even after months [45, 52], in other cases small decrease in
intristic viscosity during 30 days was reported [43].
For the dissolution the interaction of the [Li(DMA)x]Cl complex (or ion-pair) with the
hydroxyl groups of cellulose is made responsible [6, 7]. McCormick [6] suggests direct
interaction between the chloride and hydrogen in the H-bond system. According to El-
Kafrawy [54] the chloride is left free whereas the lithium cation coordinates with the
oxygen from the hydroxyl group of cellulose as well as with the oxygen from the amide
group. A similar model was proposed by Turbak [39] but the lithium cation is unrealistically
coordinated also with the nitrogen from the amide group. Another concept was introduced
by Herlinger [37] based on the formation of a cyclic complex where both chloride and
lithium cation were involved in the interaction with the hydroxyl group. Morgenstern [55]
proposed a different model based on the presence of a stable LiCl/DMA complex, where
one DMA molecule from the coordination sphere of lithium is substituted by the cellulose
hydroxyl whose hydrogen was attacked by the present chloride before. Until now there is
no agreement about the real dissolution mechanism [1].
In order to sum up it should be repeated that one of the largest advantages of this system
is the variety of possible cellulose samples which can be dissolved, reaching from the soft
and hardwood pulps to microcrystalline cellulose, bacterial cellulose and to mixed samples
with other polymers (for details see some of previously named studies). The maximum
soluble amount of cellulose in the solutions depends on the used conditions, preparation and
activation of the sample. In this work some phase diagrams were performed demonstrating
the influence of temperature and water on specific cellulose sample (beech sulfite pulp and
degenerated beech sulfite pulp) activated by the solvent exchange method.
Chapter 2
Theoretical background
2.1 Basics of electrodynamics
2.1.1 Maxwell and constitutive equations
The properties of static electromagnetic fields are described by means of the four Maxwell
equations [56, 57]




~rot ~E = − ∂
∂t
~B (2.2)
div ~D = ρel (2.3)
div ~B = 0 (2.4)
where ~H accounts for the magnetic field strength, ~E electric field strength, ~D electric
induction (or dielectric displacement), ~B magnetic induction, ~j current density and ρel
electric charge density.
These equations are supported by the three constitutive equations which are valid for the
ideal case of homogenous isotropic bodies at low magnetic field strengths
~D = εε0 ~E (2.5)
~j = κ~E (2.6)
~B = µµ0 ~H (2.7)
and define the following material properties: the relative static permittivity, ε, specific
conductivity, κ, and relative magnetic permeability, µ. The symbols ε0 and µ0 stand for
the absolute permittivity of vacuum and the permeability of vacuum respectively.
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The constitutive equations (2.5-2.7) are valid only for the special case of static field. In
the dynamic case the electric field, ~E, harmonically oscillates with the amplitude, ~E0, and
angular frequency ω = 2piν
~E(t) = ~E0 cos(ωt). (2.8)
When the frequency of the external field exceeds some value (in molecular solutions typ-
ically 0.1 GHz) the motion of the dipoles cannot follow the changes of the field without
some phase delay, δ(ω), between the electric field and the electric induction so that
~D(t) = ~D0 cos(ωt− δ(ω)) (2.9)
which can be transformed into
~D(t) = ~D0 cos(δ(ω)) cos(ωt) + ~D0 sin(δ(ω)) sin(ωt) (2.10)





the electric induction can be then written as follows
~D(t) = ε′(ω)ε0 ~E0 cos(ωt) + ε
′′(ω)ε0 ~E0 sin(ωt) (2.13)
The relation between ~D(t) and ~E(t) can be expressed by the means of ε′ and ε′′ that are
both frequency dependent replacing the amplitude ~D0 and the phase delay δ(ω). The





In eq.(2.13) the electric induction is separated into a dispersive part and a dissipative part.
The dispersive part, ε′(ω)ε0 ~E0 cos(ωt), with the frequency-dependent relative permittivity,
ε′, is in phase with the outer electric field whereas the dissipative part, ε′′(ω)ε0 ~E0 sin(ωt),
with ε′′ representing the dielectric loss (or absorption) is phase delayed by pi/2 with re-
spect to the electric field. For non-conductive systems the following relation between the












The field vectors ~E(t) and ~D(t) can be described by the use of complex quantities as
exponential functions
~ˆE(t) = ~E0 cos(ωt) + i ~E0 sin(ωt) = ~E0 exp(iωt) (2.16)
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~ˆD(t) = ~D0 cos(ωt− δ) + i ~D0 sin(ωt− δ) = ~D0 exp[i(ωt− δ)] (2.17)
Also the constitutive equations (2.5) to (2.7) can be rewritten in this form [58]:
~ˆD(t) = εˆ(ω)ε0 ~ˆE(t) (2.18)
~ˆj(t) = κˆ(ω) ~ˆE(t) (2.19)
~ˆB(t) = µˆ(ω)µ0 ~ˆH(t) (2.20)
By comparison of eq.(2.18) with (2.13) the complex dielectric permittivity
εˆ(ω) = ε′(ω)− iε′′(ω) (2.21)
can be obtained. Similar relations can be introduced for the complex conductivity, κˆ
κˆ(ω) = κ′(ω)− iκ′′(ω) (2.22)
and the complex relative magnetic permittivity, µˆ
µˆ(ω) = µ′(ω)− iµ′′(ω) (2.23)
The transformation of the equations into the above forms is necessary so that all the electric
and magnetic properties of a system can be described.
2.1.2 Wave equations
In the case of harmonic oscillating fields the Maxwell equation (2.1) can be written as
~ˆE(t) = ~E0 cos(iωt) (2.24)
~ˆH(t) = ~H0 cos(iωt) (2.25)
and transformed with the help of complex constitutive equations (2.18) - (2.20) into
~rot ~H0 = (κˆ(ω) + iωεˆ(ω)ε0) ~E0 (2.26)
For equation (2.2) the same procedure results in
~rot ~E0 = −iωµˆ(ω)µ0 ~H0. (2.27)
When the rotation operator is applied on eq.(2.26) and Legendre vectorial identity and
eq.(2.27) are taken into account then
~rot ~rot ~H0 = ~grad div ~H0 −4 ~H0 = ~grad (0)−4 ~H0 = −4 ~H0, (2.28)
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and the reduced form of the wave equation of magnetic field for homogenous isotropic
media can be obtained
4 ~H0 + kˆ2 ~H0 = 0 (2.29)



















where c0 represents the speed of light and λ0 the wavelength of a monochromatic wave in
vacuum. For a source-free medium (div ~E = 0) a reduced wave equation for ~E can be used
4 ~ˆE0 + kˆ2 ~ˆE0 = 0 (2.33)







≡ k20 ηˆ(ω). (2.34)
with the generalized complex permittivity ηˆ = η′ − iη′′. Its real part is described as




and the imaginary part as




The practical consequence of equations (2.34) to (2.36) is that the dielectric properties and
the conductivity of the system can never be measured separately. In electrolyte systems
the theory [59] suggests that some dispersion of the complex conductivity, κˆ, happens,
however, in the microwave range this effect can be neglected [60].
So generally it is possible to suppose for simple electrolyte solutions that
κ′(ω) = κ (2.37)
and
κ′′(ω) = 0 (2.38)
When the dispersion resulting from the conductivity is neglected the real and imaginary
part of the frequency-dependent relative permittivity can be expressed as
ε′(ω) = η′(ω) (2.39)
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and
ε′′(ω) = η′′(ω)− κ
ωε0
(2.40)
These equations serve for the calculation of ε′ and ε′′ from the experimentally accessible
values of η′, η′′ and κ. The experimental value ε′′ is always corrected for the Ohmic loss
according to the equation (2.40).
2.2 Dielectric relaxation
2.2.1 Polarization
Polarization, ~ˆP , presents the actual observable quantity in DRS experiments. It can be
described from a macroscopic and a microscopic point of view. The comparison of both
principles makes it possible to interpret macroscopic quantities on molecular level [58].
Macroscopically ~ˆP is defined as
~ˆP = (εˆ− 1)ε0 ~ˆE (2.41)
whereas microscopically
~ˆP = ~ˆPµ + ~ˆPα (2.42)
Both interpretation can be combined as follows in order to express the overall polarization
~ˆP = (εˆ− 1)ε0 ~ˆE = ~ˆPµ + ~ˆPα (2.43)
where ~ˆPα represents the induced and ~ˆPµ the orientational polarization. The orientational
polarization defined in eq.(2.44) results from the reorientation of the molecular dipole





with 〈~µk〉 representing the ensemble average of the permanent dipole moments of species
k. The involved processes contain information about intermolecular interactions in the
measured systems e.g. about solvent-solvent, ion-solvent or interionic interactions in elec-
trolyte systems. The time scale of these processes is in the nano- and picosecond range
which corresponds to the microwave frequency range. The measurements of condensed
phases usually result in broad absorption bands because the energy levels lie very close to
each other.
The molecular polarizability, αk, resulting from the electron and the atomic polarization
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where ( ~ˆEi)k is the internal field acting on the components. The value of ~ˆPα leads to
information about the intramolecular dynamics of the system and is usually not observable
in the microwave range but in the infra red (atomic polarization) and ultra violet range
(electron polarization). The absorption peaks are in this case sharper [13].
Because the time scales of ~ˆPµ and ~ˆPα are very different both polarizations can be treated
as linearly independent [61]. They can be described with the help of the so called infinite
frequency permittivity, ε∞
~ˆPµ = ε0(εˆ− ε∞) ~ˆE (2.46)
~ˆPα = ε0(ε∞ − 1) ~ˆE (2.47)
2.2.2 Response functions of the orientational polarization
At high frequencies the changes of the electric field become so quick that the dipoles
cannot follow the field variation any more without delay. The polarization cannot reach its
equilibrium value. The relation between ~ˆE and ~ˆP can be then established by the help of
the response functions. This can be only realized when the superposition principle and the
conditions of linear media are valid. If one field ~E1 produces polarization ~P1 and another
field ~E2 polarization ~P2, then the field ~E1+ ~E2 leads to following polarization ~P1+ ~P2. The
response functions enable us to describe the polarization of a dielectric in any time scale.
If an isotropic linear dielectric is exposed to a jump through the applied field, ~E, at time
t = 0, it causes polarization, ~P . When we consider that the induced polarization, ~Pα,
follows without decay, then the corresponding polarization can be written as
~ˆPµ(t) = ~ˆPµ(0) · F orP (t) mit F orP (0) = 1, F orP (∞) = 0. (2.48)
with the step response function, F orP (t), defined as




In this case, F orP (t) is a monotonously decreasing function. One of the methods used in
this work, the Time Domain Reflectometry (TDR), is based on this principle [62].
In the case of harmonic electromagnetic alternating fields of the form ~ˆE(t) = ~ˆE0 exp(−iωt)
the polarization can be defined as
~ˆPµ(ω, t) = ε0(ε− ε∞) ~ˆE(t)
∞∫
0




exp(−iωt′)f orP (t′)dt′ = Liω[f orP (t′)] (2.51)
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where Liw[f orP (t′)] is the Laplace transformed pulse response function of orientational po-









′)dt′ = 1. (2.52)
The complex permittivity, εˆ(ω), can be then calculated as follows [58]
εˆ(ω) = ε′(ω)− iε′′(ω) = ε∞ + (ε− ε∞) · Liω[f orP (t′)] (2.53)
2.3 Empirical description of dielectric relaxation
For the description of dielectric relaxation a number of different equations have been de-
veloped. As the majority of the spectra represent a sum of various relaxation processes
the best description of the spectra can be reached by a combination of various equations.
2.3.1 Debye equation
The Debye equation [63] represents the simplest way of expressing dielectric relaxation. It
is assumed that the decrease of the polarization in the absence of an outer electric field is







where τ represents the relaxation time and describes the dynamics of the system. From
the following relation






the part response function, F orP (t) = exp(−t/τ), can be obtained. Application of eq.(2.52)
leads to the definition of pulse response function, f orP (t), as









The complex permittivity can be obtained from the application of the Fourier transforma-
tion to the pulse response function according to the eq.(2.53)










The final Debye equation can be written as
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which can be split into the real
ε′(ω) = ε∞ +
ε− ε∞





1 + ω2τ 2
. (2.60)
The dispersion curve, ε′ = ε′(ln(ω)), is a monotonically decreasing point-symmetric func-
tion and the absorption curve, ε′ = ε′(ln(ω)), an axes-symmetric band reaching its maxi-
mum when ω = 1/τ .
Equations (2.59) and (2.60) are not always able to describe all experimental results. How-
ever, the full description of the spectrum can be reached by the superposition of more Debye
equations. In this case the assumption of continuous relaxation time distribution, g(τ),
is used [58]. Usually the logarithmic representation, G(ln τ), is preferred. The complex
permittivity can be then written as





d ln τ with
∞∫
0
G(ln τ)d ln τ = 1. (2.61)
2.3.2 Other equations
As mentioned in paragraph 2.3.1 the Debye equation represents only one possible way
of expressing dielectric relaxation. When special parameters are added other empirical
distribution functions for the description of the relaxation behavior can be obtained.
Cole-Cole equation
In comparison to Debye equation includes the Cole-Cole equation an additional empirical
parameter α ∈ [0..1] [65, 66]




which describes a symmetric relaxation time distribution as the principal relaxation time,
τ0. This kind of distribution results in flatter dispersion curves, and broader and flatter
absorption curves.
When α = 0 the Cole-Cole equation turns into the Debye equation.
Cole-Davidson equation
When an asymmetric time relaxation distribution is present the Cole-Davidson equation
[67, 68] with parameter β ∈ [0..1]
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is used. The Cole-Davidson equation describes asymmetric dispersions and absorption
curves. When β = 1 this equation turns into the Debye form.
Havriliak-Negami equation
When both parameters α ∈ [0..1] and β ∈ [0..1] are combined, another way for the
description of a broad asymmetric relaxation time distribution is obtained [69]:




Both the dispersion and absorption curves are asymmetric. For α = 0 and β = 1 this
equation turns into the simple Debye equation.
Combination of models
In most of the systems the complex permittivity spectrum is composed of more than one
relaxation process. So it is possible to write eq.(2.61) as superimposition of n separate
processes








d ln τj (2.65)









ε∞,j = εj+1 (2.67)
2.4 Models for the description of relaxation behavior
2.4.1 Equilibrium properties
Onsager equation
This model describing dipole orientation is based on Onsager’s theory [58, 70] which as-
sumes the interaction of the electric field with only one molecule. The environment of the
molecule is then treated as a continuum characterized by the macroscopic properties of the
system. In this case specific interactions are not taken into account. At first the micro-
scopic and macroscopic polarization are compared which results in the following expression
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where ρj represents the charge density, αj the polarizability, fj the reaction field factor
of the species j and µeff,j the effective dipole moment of species j. This is the usual






under the conditions of a sphere-like cavity in dielectrics with permittivity ε.



























which represents a very important relation for the interpretation of ion-pair relaxation
processes.
Cavell equation
The Cavell equation [71] represents the extension of the Onsager equation (2.70) on systems
with more dispersion steps. The dispersion amplitude, Sj = εj − εj+1, of a relaxation
process j depends on the concentration cj of the species which take part on the relaxation










This equation is valid for sphere-like species with radius, aj, polarizability, αj, dipole







For the evaluation of dispersion amplitudes eq.(2.72) is usually used in the following form
cj,i =








However, since usually the species are not spheres and this assumption can represent a
source of errors, the previous equation was extended for ellipsoidal particles with half-axes
aj > bj > cj [58, 72]
Sj =
ε












· Aj(1− Aj)(ε− 1)













For spheroids (bj = cj) eq.(2.77) can be transformed in [73]
















Thanks to the application of statistical mechanics it is possible to introduce the influence
of specific intermolecular interactions into the Onsager theory. In this way molecular
characteristics can be interpreted in terms of macroscopic properties. The theory [74, 75]
is based on a model of a dipole whose orientation is in correlation with its neighbors. The







where g is the Kirkwood factor, representing the interactions between the particles. If the
orientation between the neighbors is preferentially parallel, the value of g > 1. The mainly
antiparallel orientation leads to g < 1.
2.4.2 Dynamic properties
The dynamics of the systems can be described with the help of statistical mechanics. A
relation between the experimental correlation function, F orp , eq.(2.49) and the molecular
dipole correlation function, γ(t)
γ(t) =
〈~µ(0) · ~µ(t)〉
〈~µ(0) · ~µ(0)〉 = 〈cos(θ(t))〉 (2.80)
has to be established. This function describes the probability of the existence of the
orientation of the permanent dipole at t = 0 also in time t after the field has been switched













where ~µeff,j are the effective dipole moments and ~M(t) the macroscopic dipole moment,
F orp can be obtained as
F orP (t) =
〈 ~M(0) · ~M(t)〉
〈 ~M(0) · ~M(0)〉
≡ ΦM(t) (2.82)
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ΦM(t) represents the autocorrelation function of the orientational polarization. When the
macroscopic, F orP (t), and molecular, γ(t), correlation functions are equal, no interactions
between the molecules take place. This is the case only at low pressures in gases. However,
in condensed systems it never happens. Here the movement of the particles and their
orientation do not occur separately. So under real conditions the macro- and microscopic
correlation function are always different.
Microscopic and macroscopic relaxation time
The relation between the experimentally measurable relaxation time, τ , and the micro-
scopic relaxation time, τs, plays an important role in the interpretation of the dielectric
spectra and there are various theoretical approaches to the problem.





under the assumption of Lorentz field as inner field. However this approach is too inaccurate
for polar dielectrics and so it can be used only for non-polar systems.
For the case of pure rotational diffusion Powles and Glarum combined the macroscopic and












where g is the Kirkwood correlation factor and g˙ the dynamic correlation factor. When
g/g˙ = 1 expression (2.85) turns into Powles-Glarum equation (2.84).
Debye model of rotational diffusion
In this model Debye assumed that the system consists of an aggregation of sphere-like
inelastic dipoles which do not interact with each other. However, this assumption is valid
only under the conditions of the application of Lorentz field as inner field, when inertia and
the dipole-dipole interaction can be neglected. This makes the theory applicable only for
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The rotation of a sphere in viscous media according to the hydrodynamic laws described





where V represents the volume of the sphere and η the dynamic viscosity of the environment
of the sphere (so called microscopic viscosity). However the application of this theory has
its drawbacks as the relation between macroscopic and microscopic viscosity is not clear.
This problem can be solved by introducing of various parameters into the equation [82]







The shape factor, fstick, describes the deviation of the shape of the molecule from the
ideal form of a sphere. For a sphere with stick boundary conditions of rotational diffusion
fstick = 1. The friction parameter, C, involves correction of the macroscopic viscosity and
its value in the case of stick conditions is C = 1. For slip motion C = 1− f−2/3stick . τ 0s is just
an empirical value which is sometimes interpreted as free rotation correlation time.
2.5 Kinetic depolarization
The observed marked decrease of the solvent dispersion amplitude with increasing elec-
trolyte concentration (see chapter 4) is supposed to result from two additive contributions
[83, 84]
∆ε(c) = S(0)− S(c) = ∆eqε(c) + ∆kdε(c) (2.90)
The equilibrium term, ∆eqε(c), results from the changes of the internal field caused by the
dilution of the solvent dipole density by the ions. The kinetic depolarization (kd), ∆kdε(c),
is caused by the relative motion of the ions and the surrounding solvent molecules in the
external field. According to the Hubbard-Onsager continuum theory [85, 86] kd is directly
proportional to the specific conductivity, κ,[87]





where ξ represents the depolarization factor determined by the dielectric properties of
the system. This definition is based on the following assumption: the ion moving in the
electrical field forces the molecules of the solvent to rotation which is opposite to the
outer electrical field. The solvent then decreases the speed of the ionic movement. From
eq.(2.91) can be seen that ξ depends on the relaxation parameters of the pure solvent and
the hydrodynamic parameter, p. This parameter characterizes conditions of kd that can
be expected in the system. For p = 1 stick conditions are assumed which means that the
whole solvent shell moves with the ions, for p = 2/3 slip conditions are expected and if
p = 0, kd can be neglected.
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2.6 Temperature dependence of relaxation times
2.6.1 Arrhenius equation
This equation [88] represents one of the oldest methods for the description of the temper-
ature dependence of rate constants and so the relaxation time




= a0 + a1/T where Ea = a1 ·R (2.93)
This approach is based on the idea that particles are pushed by thermic fluctuations to
transition between two stable energetic levels which are divided by a temperature depen-
dent potential barrier, Ea, the activation energy. The frequency factor, τ0, accounts for
the minimal possible relaxation time.
Chapter 3
Experimental part
3.1 Samples and their preparation
3.1.1 LiCl
LiCl (Merck, p.A.) was dried under vacuum at 180 oC for two weeks and stored in glove
box. The solutions in the concentration range 0.1 < c/mol L−1 < 2.1 were prepared and
stored under nitrogen.
3.1.2 N,N-dimethylacetamide
DMA (Sigma Aldrich, HPLC grade) was dried with 4 A˚ molecular sieve (Merck) and
used without any further purification. The water content in the dry DMA determined by
Karl-Fischer titration was < 20 ppm. The amount of organic impurities did not exceed
50 ppm.
3.1.3 Water
As water for the LiCl/water solutions only millipore water was used (Milli-Q system from
Millipore A-S, Germany). This water contained less than 0.1 ppm impurities.
3.1.4 Cellulose samples
For the phase diagrams samples from beech sulfite pulp of molecular weight 290 000 gmol−1
(determined by GPC/MALLS) were used. For the DRS-measurement samples were pre-
pared from the same starting material but partly decomposed. The molecular weight was
in this case only 54 000 g mol−1.
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3.1.5 Cellulose activation
The cellulose sample was activated by solvent exchange from water to acetone to DMA.
The activated sample was shaken in DMA for one day, filtered off and freeze-dried. Then
the sample was transferred into the LiCl/DMA mixture and was left in the refrigerator at
4-8 oC (samples at 5 oC) or just left standing at 25 oC for three days. In the case of water
containing samples, a specific amount of water was added into the solvent and stirred.
Then a certain amount of cellulose was introduced in the solutions. The resulting mixtures
were kept in the refrigerator for three days. After the first measurement the samples were
left standing at room temperature.
3.2 Measurements
3.2.1 Density measurements
The densities, required to calculate the molar concentrations, were determined with a
vibrating-tube densimeter (Paar model DMA60) calibrated with nitrogen (ρ = 1.1456 ×
10−3g cm−3, from van der Waals coefficients [89]) and water (ρ = 0.997043 g cm−3 [89])
according to the procedure described in [90]. For the density the following expression is
valid
ρ = A(T 2 −B) (3.1)
where A and B are the device constants and T the measuring temperature. The measuring
cell was thermostatically controlled with the accuracy of 0.01 oC. The densities of DMA
were used from ref. [14] and for the LiCl/DMA solutions at 25 oC from ref. [50]. The
measured densities were fitted by a polynomial
ρ(m) = a+ bm+ cm2 + dm3 (3.2)
and used also for other solutions. The parameters are listed in table 3.1.
Table 3.1: Fit parameters of the polynomial shown in eq.(3.2) resulting from the density
data of LiCl/DMA solutions at different temperatures.
T 258.15 278.15 318.15 338.15
a 0.9712± 0.0002 0.9545± 0.0001 0.9191± 0.0003 0.9018± 0.0002
b 0.049± 0.001 0.044± 0.001 0.040± 0.001 0.037± 0.001
c −0.017± 0.002 −0.009± 0.001 −0.0035± 0.0004 −0.004± 0.001
d 0.005± 0.001 0.0020± 0.0004
units: T in K; a in kg dm−3; b in kg2 dm−3mol−1, c in kg3 dm−3mol−2







Figure 3.1: Conductivity, κ, as function of molality, m, in LiCl/DMA solutions at 258.15
K (¥), 278.15 K (•), 298.15 K (N), 318.15 K (H) and 338.15 K (¨).
3.2.2 Conductivity measurements
The electric conductivity of the samples was measured with a set of capillary cells using
frequencies 0.12 < f / kHz < 11 according to [91]. During the measurements the cells were
thermostatically controlled with precision of 0.01 K. The concentration dependence of the
specific conductivity was expressed by the Casteel-Amis equation [91]














with following parameters, the molal concentration of the solution, m, the maximum con-
ductivity, κmax, the corresponding molality, µ, and fit parameters a, b. The results are
presented in table 3.2 and figure 3.1. Data for DMA were adopted from ref. [14] and for
LiCl/DMA solutions at 25 oC from ref. [50].
3.2.3 Phase Diagrams
The samples were observed under polarized light in a special device (a thermostated bath
equipped with a cross-Nicol-filter), three days and one month after their preparation. As
isotropic systems only such samples were accepted where no light scattering was observed.
These may be isotropic solutions or gels (empty circles). If some fibers or liquid crystals
were found (opalescence), the samples were considered as non-dissolved (filled circles).
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Table 3.2: Fit parameters of Casteel-Amis equation (eq. 3.3) describing the conductivity
of LiCl/DMA solutions at different temperatures (κmax, µ, a, b).
T 258.15 278.15 318.15 338.15
κmax 0.369± 0.002 0.562± 0.002 0.905± 0.0001 1.12± 0.03
µ 0.592± 0.007 0.702± 0.008 0.947± 0.0004 1.22± 0.06
a 0.75± 0.04 0.77± 0.03 0.67± 0.001 0.42± 0.16
b −0.21± 0.04 −0.06± 0.03 −0.01± 0.001 −0.22± 0.12
units: T in K; κmax in Sm
−1; µ in mol kg−1; a, b without units.
Because of the high viscosity of the solutions, which made stirring at higher concentrations
impossible, no clear difference between liquid crystals and non-dissolved particles in the
solutions could be seen. For this reason the corresponding region is designated ”liquid
crystal or non-dissolved” in the diagrams. In some cases also the difference between pure
solvation and phase separation is not obvious. These transition points are symbolized with
circles with crosses. It should be also stressed that due to high viscosity of the samples, the
phase diagrams do not necessarily reflect the thermodynamic equilibrium. In the graphs
obtained, the x-axis gives weight percent, wt %, of LiCl in DMA, if not stated otherwise.
Thus, the LiCl concentration in the starting solution, i.e. in the pure DMA, is given, but
not the final LiCl concentration, which is slightly different by the contents of added water
and cellulose. The numbers correspond to weight percent throughout. The mole numbers,
n, are absolute values, not normalized to the weight or the sum of all mol numbers.
3.2.4 Rheology
The dynamic viscosity of some cellulose/LiCl/DMA samples was determined with the help
of a rotational viscosimeter RVDVIII (Brookfield). For the experiments samples with in-
creasing concentration of cellulose (0.5 - 3%) and probes with increasing LiCl concentration
in DMA (4.5 - 8.5%) were examined. The obtained curves (time, τ , versus dynamic vis-
cosity, η, and η versus shear stress, γ) were fitted and the data extrapolated to τ = 0 s
(η0) and τ = ∞ s (η∞). Each sample was measured twice and the difference divided by
two was taken as the error of the measurement.
3.3 DRS measurements
There are two main techniques used in the dielectric spectroscopy, see [9–13] - the frequency
domain interferometry (FDI), see [92], and the time domain reflectometry (TDR), see
[58, 93]. The measurements in the frequency domain yield directly the complex dielectric
permittivity as function of the used frequency. TDR allows the determination of the
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response functions and the application of Fourier transformation leads to the complex
dielectric permittivity.
In this work a combination of both systems was used in order to record the complex
dielectric spectra in the range 0.2 ≤ ν /GHz ≤ 89. The precision of the measurements was
better than 2 % of the static permittivity of the sample.
3.3.1 Interferometry
The method of travelling waves [94] proved to be appropriate for the determination of
complex permittivity data in the microwave and millimeter region [95, 96]. The transmis-
sion line theory shows that in a waveguide filled with a dielectric of permittivity, ε′, only


















for the wave mode determined by (m,n) with m = 1, 2, . . . and n = 0, 1, 2 . . .. The fre-
quency band used for a given waveguide is defined by the so-called TE10-mode representing
the only transmittable wave type in the range ν10c ≤ ν ≤ 2ν10c .































with the conversion factor
p =
(




where λM represents the wavelength of the transmitted radiation of certain ν and α the
attenuation coefficient. Both values can be then determined by the adjusting of the inter-
ference minimum at a defined probe position, z0







· exp(−pα(z − z0)) (3.9)
where A0 represents the relative intensity of the signal.
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Instrumentation
For the measurements double-beam interferometers with a measuring cell of variable path-
length in the sample beam are used. A frequency stabilized signal source serves as a
transmitter for both the measuring and reference branch. In the measuring branch a phase
attenuator and a measuring cell are placed. A part of the reference branch is a precision
phase shifter. The cell is composed of a hollow guide conductor filled with the measured
solution and a measuring probe whose position is controlled by a motor. The apparatus
used in our lab (for details see [92]) is composed of a set of four rectangular waveguide in-
terferometers (Mach-Zender) working on the transmission principle in the following range:
X-band 8.5 ≤ ν/GHz ≤ 12, Ku-band 12.4 ≤ ν/GHz ≤ 18, A-band 26.4 ≤ ν/GHz ≤ 40
and E-band 60 ≤ ν/GHz ≤ 90 (fig. 3.2). While the X-band interferometer operates only
at (298.15 ± 0.02) K, the wave guide instruments for 12.4 ≤ ν ≤ 90 GHz were geared up
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Figure 3.2: Block diagram of the E-band device[92]: 1a, b, c represent variable attenuators;
2a, b directional couplers; 3a, b waveguide sections; 4 precision phase shifter; 5a, b
E/H tuners; 6a, b flexible waveguides; 7 isolator; 8 harmonic mixer; 9 variable precision
attenuator; C cell,HH bidirectional counter; MCmicrocomputer; MMCmillimeter-wave
to microwave converter; MT digital length gauge; P probe; PD parallel interface unit;
PLO phase locked oscillators; PLO-D PLO-control unit; PLO-P PLO-power supply;
PM probe mount; RE precision receiver; S electromechanical switch; SM stepping motor;
DMD stepping motor control unit; SP spindle and spindle mount; T tapered transmission;
double lines represent waveguides, thick lines semi-rigid microwave cables and normal lines
symbolize data transfer connections (analog or digital). For detailed information see ref.[92]
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3.3.2 Time Domain Reflectometry
Time domain reflectometry (TDR) or spectroscopy (TDS) was established at the end of
the sixties by Fellner-Feldegg [97, 98] and further developed by Cole and his coworkers
[99–101]. This technique is based on recording of the impedance in the system. The
dielectric properties are then calculated from the obtained impedance values. The TDR-
measurements can be based either on the reflection or transmission principle. Our device
uses reflection cutoff cells [103].
Theoretical background
A fast rising voltage pulse, V0(t) (rise time ta) generated by a tunnel diode is applied to the
sample. The shape of V0(t), registered by a fast sampling scope (response time tr), is then
compared with the transients of the signal transmitted through, Vt(t), or reflected by the

























Vr(t) · exp(iωt)dt (3.11)
From the transformed values v0(ω) and vr(ω) the absolute reflection coefficient of the cell,







where l is the electrical pin-length and g the ratio between wave resistance of the empty
cell and the connection.
The complex dielectric permittivity, ηˆ(ω), can be obtained from ρˆ(ω) in the following
manner







However, the signal intensity of the incident wave cannot be obtained in the measurement
and therefore has to be eliminated from the calculation. For this purpose a measurement
of a reference with known permittivity is used (usually air, pure solvent, another liquid
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where Vrx(t) and Vrr(t) represent the relative time dependent reflection intensities of the
sample and the reference [100, 101]. This coefficient can be written also in the following
way which represents the working equation of TDR
ρˆxr =
ηˆx · zˆr cot(zˆr)− ηˆr · zˆx cot(zˆx)











In order to obtain the complex dielectric permittivity of the sample only some approxima-
tions can be used as eq.(3.16) does not have a real mathematical solution. For this purpose
Taylor-series of the term z · cot z or the Newton-Raphson-procedure [102] are applied.
Device
As can be seen from fig. 3.3 the time-domain reflectometer in our lab is composed of a
sampling scope (TEK 11802; Tektronix) and two sampling heads (SD24) of maximum
time resolution of 0.02 ps. Each of the sampling heads has two independent channels
which are able to conduct four reflection or two transmission experiments simultaneously.
For the experiments a set of cutoff reflection cells is used. Each of the cells is adapted to
certain frequency range so that a good signal-to-noise ratio can be reached. For details of
cell construction please see [83, 103].
The majority of the measurements presented in this work was recorded with the cells T1
and T2 (the lowest ν reached was 0.2 GHz). These was considered as sufficient as no further
relaxation at lower ν was expected. Later some additional measurements with the cell T11
were done. However, the application of this cell is strongly limited by the conductivity
of the measured sample and so T11 could not be used for all the samples. In the case
of cellulose samples the combination of all three cells was applied as the conductivity of
the used LiCl/DMA solution was convenient. The characteristics of the cells used in this
study are listed in table 3.3. As the electrical pin length, lel, of the T1 cell is dependent
on the properties of the measured system, it was adjusted to the T2 cell. The lel of the
T2 cell proved to be slightly different for systems with different static permittivity. This
was quantified in one calibration measurement with different solvents and evaluated as
lel = f(ε) (see fig. 3.4). The scatter of the data can be probably explained by the large
sensitivity of the parameters.
Measurement procedure
Note that the following procedure is described in detail in ref. [103]. A voltage pulse V0(t)
is transmitted from the pulse generator integrated into the sampling heads SH1 and SH2
(fig. 3.3) to the cell. From a certain point, tstart, voltage-time transients of the reflected
signal (usually n = 5120 equidistant data pairs (t, Vr)) are recorded. These are sampled
in the time window tmax = tstop − tstart with a resolution ∆t = tmax/n. Theoretically the
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Figure 3.3: Diagram[103] describing the time-domain reflectometer used in our group: SO
digital sampling scope; SH1,SH2 SD-24 sampling heads; Z1-Z4 cutoff cells; T precision








Figure 3.4: Diagram showing the values of the electrical pin length, lel, of the T2 cell at
25 oC for different solvents characterized by their static permittivity, ε: ¥ data from this
work, N data from [104].
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Table 3.3: The parameters of the used cells mechanical and electrical pin length, lmech
and lel, the ratio of the feeding line impedance to the impedance of the empty cell g, the
starting point of the time window, t0, of time increment ∆t.
Cutoff cell lmech lel g t0 ∆t
T1 0.0 ≈ 0.350 0.4416 82.0 1.0
T2 0.5 ≈ 0.800 0.4416 82.0 1.0
T11 1.5 1.890 0.42855 89.1 1.0 or 2.0
units: lmech and lel in mm; t0 and ∆t in ns.
maximum measurable frequency is determined as νmax = 1/2∆t. However, this value does
not have practical relevance because of the smaller bandwidth of 20 GHz determined by
the total instrument rise time. A small value of ∆t is important for the determination of
the starting point t0 of the Laplace transformation corresponding to the arrival of the first
signal at the detector (see table 3.3). The electrical pin length, lel, different for each cell
defines tmax. tstart < t0 is chosen in such a way that a proper determination of the baseline
is possible at the optimum value of the minimum accessible frequency νmin = 1/(tstop− t0).
The intensity of the signal reflected from the sample, Vrx(t), is compared with Vrr(t)
representing the transient obtained from the cell filled with a reference (air or a solvent of
known permittivity, ηˆr(ν) = 1). From the relative reflection coefficient, ρˆ(ω), calculated
with the eq.(3.15) the generalized complex permittivity, ηˆx(ν), is obtained (see eq.(3.16)
and eq.(3.17)). The transients are involved in data processing after the averaging over all
the 256 single traces.
Chapter 4
Data analysis
4.1 Remarks to the data analysis
After the frequency dependent dielectric permittivity, εˆ, was measured, the experimentally
obtained values of ε′ and ε′′ were fitted by an appropriate relaxation model in terms
typical for the description of dielectric relaxation spectra, as εi, τi, ε∞ and eventually
the corresponding empirical parameters. The possible band-shape models are described in
detail in 2.3.
The choice of the relaxation model follows some basic rules. The obtained parameters
must be physically reasonable and the variance of the fit, σ2, (eq.(4.1)) should be small.
Further, the number of the relaxation processes should be reasonable and the relaxation
models should not change within one concentration or temperature series. It should be also
possible to assign the resulting relaxation processes to some physical or chemical changes
in the system.
It should be noted that the same system can be often described by various relaxation
models with similar σ2, since the application of the model is dependent on the measured
frequency range and also the precision of the data and the empirical conductivity correction
of the TDR apparatus. For the evaluation of the data the MWFIT program based on the
method of Gauß and Marquardt [105] was used. It applies the chosen relaxation model to








(ε′i − ε′i,calc)2 + (ε′′i − ε′′i,calc)2
]
(4.1)
In eq.(4.1) m represents the number of value triples, n the number of fit parameters, εˆi the
experimental and εˆi,calc the calculated dielectric permittivity.
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Figure 4.1: Example of a spectrum showing dielectric permittivity, ε′, (•), and dielectric
loss, ε′′, (◦), of LiCl in DMA (c = 1.795 mol L−1) at 298.15 K. The areas indicate the
contribution of the solute (IP1,IP2) and solvent relaxation (s1, s2) to ε′′.
4.2 Temperature dependent DRS measurements
4.2.1 Choice of the relaxation model
The LiCl/DMA system was measured by the DRS over the entire concentration range
at five different temperatures in the temperature range -15 ≤ t/oC ≤ 65. However, the
measurements at the temperatures below 0 oC do not seem to be very reliable. The most
probable reason for the bad quality of low-temperature data could be the penetration of
moisture into the cells and eventually ice crystallization during or between the measure-
ments. So the data at -15 oC are not shown here and will not be discussed further.
All possible relaxation models were applied to the experimental data and the best vari-
ation of the fit, σ2, was reached by the superposition of four Debye processes (4D fit).
The data obtained by the application of the 4D fit seemed to be physically reasonable and
internally consistent over the corresponding concentration range. The low-frequency relax-
ation processes were ascribed to the presence of ion-pair species (IP1 and IP2 in fig. 4.1).
Especially with increasing LiCl concentration the low-frequency relaxation processes be-
came well pronounced (see fig. 4.1). The corresponding permittivities, ε1, ε2 and ε3 (see
fig. 4.2) and the resulting amplitudes, S1 and S2, seemed to be reasonable as well. The
corresponding relaxation times, τ1 and τ2, were in the right order of magnitude typical for
the tumbling motion of ionic species [14, 106, 107], even though their values did not show
a clear concentration dependence (see section 4.4).






Figure 4.2: The comparison of the first three permittivities ε (a), ε1 (b) and ε2 (c) resulting
from the 4D-fit at 278.15 K (H), 298.15 K (¥), 318.15 K (N) and 338.15 K (•).





Figure 4.3: The comparison of the first two amplitudes S1 (a) and S2 (b) resulting from
the 4D-fit at 278.15 K (H), 298.15 K (¥), 318.15 K (N) and 338.15 K (•).
When the amplitudes at different temperatures were compared, the tendency of the curves
was not the same for all temperatures (see fig. 4.3) and the behavior of the corresponding
relaxation times did not show any clear tendency either (see fig. 4.4). The latter observa-
tion, combined with the fact that the relative ion-pair concentrations calculated from the
corresponding amplitudes (S1 and S2 in fig. 4.3) behaved nearly independently from each
other, which is not very typical for such systems, lead us to the conclusion that this was
probably not the correct model for the description of this system. Therefore another model
was proposed.
Table 4.1 shows a comparison of various relaxation models applied to the complex permit-
tivity spectrum of a concentrated LiCl/DMA solution at 298 K. It can be seen that the 3D
fit is not sufficient for the description of the spectrum. So the combination of two Debye
and one Cole-Cole or Cole-Davidson has to be applied to the spectrum. The parameters
α or β corresponding to the used model are for the lack of space listed behind the ε∞. In
comparison to the 4D fit the CC+D+D fit results in higher variance of the fit and higher
static permittivity (ε(4D) = 41.92; ε(CC+D+D) = 48.01). The D+CC+D fit does not
lead in this case to physically reasonable parameters. The CD+D+D fit yields only slightly
higher static permittivity than the 4D fit at σ2 comparable to the CC+D+D fit. However,
the values of β are very low, and it could not be applied for all the measured spectra. The
D+CD+D does not resolve the last solvent relaxation process, similar to the 3D fit.











Figure 4.4: The comparison of the first two relaxation times τ1 (a) and τ2 (b) resulting
from the 4D-fit at 278.15 K (O), 298.15 K (¥), 318.15 K (N) and 338.15 K (◦).
Table 4.1: Comparison of dielectric parameters (limiting permittivities εIP1, εIP2, εs1, εs2,
ε∞, relaxation times τIP1, τIP2, τs1, τs2, the corresponding relaxation time distribution
parameter, α or β, and variance of the fit σ2) resulting from the application of various
models to the complex dielectric spectrum of a LiCl/DMA solution (c = 1.5795 mol L−1)
at 298 K.
Model εIP1 τIP1 εIP2 τIP2 εs1 τs1 εs2 τs2 ε∞ σ
2
3D 40.68 372 24.1 42.9 12.45 11.6 4.4 0.0414
4D 41.92 476 27.07 115 20.15 23.0 6.48 4.02 3.89 0.0083
CC+D+D a 48.01 419 18.28 23.5 6.01 4.20 3.81 0.0092
CD+D+D b 42.57 688 14.11 23.4 3.63 5.26 2.83 0.0095
D+CD+D c 42.50 545 29.55 249 12.41 22.2 2.14 0.0104
units: τi in 10
−12 s; a αIP1 = 0.259;
b βIP1 = 0.448;
c βIP2 = 0.369






Figure 4.5: Example of a spectrum showing dielectric permittivity, ε′, (•), and dielectric
loss, ε′′, (◦), of LiCl in DMA (c = 1.795 mol L−1) at 298.15 K. The shaded areas indicate
the contribution of the solute (IP) and solvent relaxation (s1, s2) to ε′′.
4.2.2 Applied relaxation model
The CC+D+D fit lead to physically reasonable results for all measured spectra with the
smallest σ2 next to the 4D fit. However, the large values of the parameter α (see tables
4.2, 4.3, 4.4 and 4.5) indicate the possibility of the existence of two or more relaxation
processes which cannot be properly resolved. Example of a fitted complex permittivity
spectrum is shown in fig. 4.5. In this case only one relaxation resulting from the ionic
motion was observed (IP). The concentration-dependent behavior of the permittivities
and amplitudes resulting from the new relaxation model is demonstrated in figs. 4.6 and
4.7. When the values of S1 (fig. 4.7a) are compared with the corresponding values of the
amplitudes S1 and S2 resulting from the 4D fit (fig. 4.3), it can be seen that the CC+D+D
model leads to smoother dependence of the relaxation parameters on the temperature and
LiCl concentration in comparison to the 4D model. The two first relaxation times, τ1 (IP)
and τ2 (s1), are displayed in fig. 4.8. In this figure it can be seen that the use of this model
results also here, in the case of relaxation times as function of temperature, in a more
coherent picture of the system. The frequency-dependent spectra showing the dielectric
permittivity, ε′, and dielectric loss, ε′′, at various LiCl concentrations are displayed for
the following temperatures: 298 K (fig. 4.9), 278 K (fig. 4.10), 318 K (fig. 4.11) and 338 K
(fig. 4.12). Although it is evident that the CC+D+D fit does not describe the system in
its whole complexity, the results seem to be more appropriate for the description of the
measured spectra than the parameters resulting from the 4D model. Thus, the further
analysis of the data is based on the CC+D+D fit.




Figure 4.6: The first two permittivities ε (a) and ε1 (b) resulting from the CC+D+D fit





Figure 4.7: The amplitudes of the first and second relaxation process, S1(a), and S2(b)
resulting from the CC+D+D fit at 278.15 K (H), 298.15 K (¥), 318.15 K (N) and 338.15
K (•).











Figure 4.8: The relaxation time of the first and second relaxation process, τ1(a) and τ2(b)
resulting from the CC+D+D fit at 278.15 K (H), 298.15 K (¥), 318.15 K (N) and 338.15
K (•).
Table 4.2: Dielectric parameters (limiting permittivities ε1, ε2, ε3, ε∞, relaxation times
τ1, τ2, τ3, relaxation time distribution parameter, α, and variance of the fit σ
2) of the
CC+D+D model fitted to the complex permittivity spectra of LiCl and in DMA at 298 K.
c ε1 τ1 α ε2 τ2 ε3 τ3 ε∞ σ
2
0 a 38.25 15.8 3.97 0.95 2.98 0.021
0.0912 38.02 321 0.012 36.38 16.1 4.43 2.82 3.42 0.016
0.2124 37.92 241 0.066 34.49 16.8 4.87 2.72 3.31 0.010
0.3130 37.82 176 0.088 31.96 16.4 4.56 2.40 3.42 0.014
0.3911 38.14 188 0.076 31.19 16.9 4.75 1.17 2.48 0.010
0.6191 40.34 215 0.195 27.18 17.5 5.02 2.83 3.62 0.015
0.7693 40.84 237 0.172 25.84 18.3 5.23 1.82 3.07 0.013
1.0932 42.86 283 0.198 22.83 21.1 6.19 4.16 3.73 0.014
1.2427 43.24 301 0.182 21.76 21.2 5.71 2.81 3.65 0.016
1.5795 48.01 419 0.259 18.28 23.5 6.01 4.20 3.81 0.009
1.7953 50.23 540 0.191 19.05 27.5 6.51 3.84 3.93 0.014
units: c in mol L−1; τ1, τ2, τ3 in 10
−12 s. a Ref. [14]







Figure 4.9: Diagram showing dielectric permittivity, ε′, (a), and dielectric loss, ε′′, (b), of
LiCl in DMA at 298.15 K for different concentrations: c = 0.091 mol L−1 (×); c = 0.212
mol L−1 (O); c = 0.313 mol L−1 (¦); c = 0.391 mol L−1 (¤); c = 0.619 mol L−1 (/); c =
0.769 mol L−1 (.); c = 1.093 mol L−1 (◦); c = 1.243 mol L−1 (+); c = 1.580 mol L−1(4);
c = 1.795 mol L−1 (?). The lines represent the CC+D+D fit.
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Table 4.3: Dielectric parameters (limiting permittivities ε1, ε2, ε3, ε∞, relaxation times
τ1, τ2, τ3, relaxation time distribution parameter, α, and variance of the fit σ
2) of the
CC+D+D model fitted to the complex permittivity spectra of LiCl and in DMA at 278 K.
c ε1 τ1 α ε2 τ2 ε3 τ3 ε∞ σ
2
0 a 42.88 22.3 4.58 2.10 3.23 0.049
0.1631 41.66 327 0.006 39.28 23.2 4.78 1.53 3.03 0.013
0.3059 41.63 275 0.074 35.95 23.7 5.22 2.37 3.47 0.011
0.6012 43.03 302 0.260 29.93 25.3 5.10 2.47 3.56 0.018
0.9561 45.15 449 0.273 25.51 28.9 5.64 4.13 3.93 0.012
1.6154 49.59 693 0.388 15.64 35.9 5.02 3.99 3.65 0.015
units: c in mol L−1; τ1, τ2, τ3 in 10
−12 s. a Ref. [14]
Table 4.4: Dielectric parameters (limiting permittivities ε1, ε2, ε3, ε∞, relaxation times
τ1, τ2, τ3, relaxation time distribution parameter, α, and variance of the fit σ
2) of the
CC+D+D model fitted to the complex permittivity spectra of LiCl and in DMA at 318 K.
c ε1 τ1 α ε2 τ2 ε3 τ3 ε∞ σ
2
0 a 35.67 12.5 4.06 0.54 1.37 0.036
0.1759 35.71 110 0.160 31.64 12.8 5.03 3.08 3.37 0.019
0.3267 36.72 152 0.178 30.31 13.5 5.18 2.26 3.19 0.017
0.6144 37.73 128 0.114 26.26 13.3 4.94 1.55 2.98 0.024
0.8905 39.02 172 0.121 25.29 16.2 6.69 3.78 3.62 0.028
1.8211 45.46 251 0.179 18.43 18.7 6.07 3.18 3.78 0.028
units: c in mol L−1; τ1, τ2, τ3 in 10
−12 s. a Ref. [14]







Figure 4.10: Diagram showing dielectric permittivity, ε′, (a), and dielectric loss, ε′′, (b), of
LiCl in DMA at 278.15 K for different concentrations: c = 0.163 mol L−1 (O); c = 0.306
mol L−1 (4); c = 0.601 mol L−1 (◦); c = 0.956 mol L−1 (¤); c = 1.615 mol L−1 (¦). The
lines represent the CC+D+D fit.







Figure 4.11: Diagram showing dielectric permittivity, ε′, (a), and dielectric loss, ε′′, (b), of
LiCl in DMA at 318.15 K for different concentrations: c = 0.176 mol L−1 (¦); c = 0.327
mol L−1 (O); c = 0.614 mol L−1 (◦); c = 0.891 mol L−1 (4); c = 1.821 mol L−1 (¤). The
lines represent the CC+D+D fit.







Figure 4.12: Diagram showing dielectric permittivity, ε′, (a), and dielectric loss, ε′′, (b), of
LiCl in DMA at 338.15 K for different concentrations: c = 0.270 mol L−1 (O); c = 0.421
mol L−1 (4); c = 0.835 mol L−1 (¦); c = 1.212 mol L−1 (◦); c = 1.896 mol L−1 (¤). The
lines represent the CC+D+D fit.
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Table 4.5: Dielectric parameters (limiting permittivities ε1, ε2, ε3, ε∞, relaxation times
τ1, τ2, τ3, relaxation time distribution parameter, α, and variance of the fit σ
2) of the
CC+D+D model fitted to the complex permittivity spectra of LiCl and in DMA at 338 K.
c ε1 τ1 α ε2 τ2 ε3 τ3 ε∞ σ
2
0 a 31.64 9.61 3.68 0.55 1.62 0.030
0.2701 32.91 111 0.136 27.70 10.2 4.77 2.61 3.25 0.014
0.4205 33.50 104 0.142 26.01 10.2 4.72 1.97 2.88 0.014
0.8348 35.88 115 0.169 22.91 12.0 6.19 3.02 3.31 0.013
1.2115 39.07 120 0.208 18.75 11.4 5.06 2.01 3.24 0.017
1.8957 42.36 160 0.186 16.41 13.2 5.75 2.97 3.84 0.015
units: c in mol L−1; τ1, τ2, τ3 in 10
−12 s. a Ref. [14]
4.3 DRS measurements of aqueous solutions
The aqueous LiCl solutions were measured at 298 K in a very small concentration range
(0.1 . c / mol L−1 . 1) as the conductivity of these solutions is very pronounced [108, 109]
which makes the DRS-measurements at low frequencies difficult. Note that the saturation
limit of aqueous LiCl solutions at 298 K is approx. 15 mol L−1 [110]. So all the experiments
were performed in the dilute region. It should be remarked that this system was measured
previously by Popp [111] and Wei et.al. [112]. The former author described his spectra
(measured in the following frequency range 1.3 ≤ ν/ GHz ≤ 17.5) by one Debye (D) model.
Wei et.al. recorded the spectra between 0.045 ≤ ν/ GHz ≤ 20 in a broad concentration
range. The authors used the D model at lower concentrations (c 5 5.11 mol L−1) and the
CD equation at high concentrations (c = 7.2 mol L−1).
4.3.1 Relaxation model
In our case the best fits of the data were achieved by the application of a D+D fit in
the measured concentration range. The use of the D, CC or CD model (one relaxation
process) resulted in higher values of the variance of the fit, σ2. At the lowest concentration
the difference between the σ2 of the D or CD and D+D fits was approximately 18 %
whereas in the most concentrated solutions (c ∼ 1 mol L−1) even 230 %. The combinations
of CD+D and CC+D did not lead to any physically reasonable results (β > 1 or α < 0).
Therefore the D+D fit was chosen for the description of the spectra. An example of a
spectrum fitted by the D+D model is shown in figure 4.13. The measured spectra as
frequency-dependent dielectric permittivity, ε′, and dielectric loss, ε′′, are presented for all
concentrations in fig. 4.14. The obtained relaxation parameters are listed in table 4.6 and
shown in figs. 4.15 and 4.16.









Figure 4.13: Example of a spectrum showing dielectric permittivity, ε′ (•), and dielectric
loss, ε′′ (◦), of LiCl in water at 298.15 K at concentration c = 0.984 mol L−1.
Table 4.6: Dielectric parameters (limiting permittivities ε1, ε2, ε∞, relaxation times τ1, τ2,
and variance of the fit σ2) of the D+D model fitted to the complex permittivity spectra of
LiCl and in water at 298 K.
c ε1 τ1 ε2 τ2 ε∞ σ
2
0a 78.37 8.36 5.65
0.0883 77.33 245 76.11 8.24 5.48 0.215
0.2171 75.56 161 73.82 8.18 5.43 0.185
0.4866 71.81 318 69.98 8.02 5.42 0.109
0.6686 70.41 334 67.46 7.87 5.78 0.083
0.9837 66.33 219 62.76 7.70 5.48 0.119
units: c in mol L−1; τ1, τ2, τ3 in 10
−12 s. a
data from ref. [115]







Figure 4.14: Absorption (a) and dispersion (b) spectra of aqueous LiCl solutions at 298 K
for different concentrations: (¤) c = 0.088 mol L−1 ; (◦) c = 0.217 mol L−1; (4) c = 0.487
mol L−1; (O) c = 0.669 mol L−1 and (¦) c = 0.984 mol L−1. The lines represent the D+D
fit.
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Figure 4.15: (a) Diagram showing the concentration dependence of the following relaxation
parameters in aqueous LiCl solutions at 298 K: ε1 (¥), ε2 (•) and ε∞ (¨). The lines
represent linear or polynomial fit of the data; (b) Comparison of ε1 and ε2 with the data
from literature ([111](N) and [112](H)). The dotted line represents the fit of the literature
data [111] and the dashed line the fit of the data from ref. [112].
It should be noted that our experiments did not detect any additional high-frequency pro-
cess (τ ∼ 1 ps) resulting from the reorientation of mobile water molecules in the solutions
observed in some previous studies [113, 114]. Fig. 4.15b compares the permittivity values
from literature and our experiments whereas the relaxation time and the corresponding
amplitude are compared in fig. 4.16. It can be seen that the values of the static permittiv-
ities are very similar in all three cases, however, due to the chosen model, the difference
is growing with increasing LiCl concentration. The values of relaxation times and the
amplitudes of the solvent process, τ2 and S2, are in good agreement with the data from
Popp [111] whereas the data from Wei et.al. [112] are considerably different. However, the
relaxation parameters presented by the working group of Wei were slightly higher also in
other cases [114].
Conductivities and densities at 298 K necessary for the analysis of the data were extrapo-
lated from the data in the following references: density [116], conductivity [108] and [109].






Figure 4.16: (a) Comparison of the relaxation time, τ2, and (b) the amplitude of the second
relaxation process, S2 (•), with the corresponding literature data ([111](N) and [112](H))
at various concentrations of LiCl in water at 298 K. For the explanations of the lines see
fig. 4.15.
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4.4 DRS measurements in the mixed solvent system
DMA/Water
As we showed that water plays a role of inhibitor in the solubilization of cellulose (see
chapter 4.5.2) some information about the influence of water on the relaxation behavior
of LiCl/DMA solutions seemed necessary. For this exploratory investigation a solution
of LiCl in DMA of a high concentration (7.89 wt%) was diluted with water. This led to
solutions with water content increasing from 3.5 up to 20.4 mol L−1 (for details see table
4.7). These solutions were measured at 298 K with the DRS. The measurements were aimed
to demonstrate the changes of the relaxation behavior with growing content of water. Since
the concentration of the starting water-free LiCl/DMA solution was close to a previously
measured concentration (see table 4.2) the relaxation parameters were extrapolated from
the data of table 4.2.
4.4.1 Choice of the relaxation model
For the description of the spectra various combinations of relaxation models were tested.
The spectra could be fitted by the D+D+D+D+D (5D) model, however, the difference
between σ2(5D) and σ2 (4D) fit was very small (2-4 %) and the relaxation parameters were
not that smooth as in the case of 4D fit. So the latter was preferred for the interpretation
of the spectra. When the CC+D+D fit was applied on the water containing system (note
that the CC+D+D fit was used for the interpretation of the DRS spectra of LiCl/DMA
solutions) σ2 became worse (at low water concentration by 31 %; at high water concen-
tration by 40 %). The parameters resulting from the CC+D+D model, however, did not
exhibit the expected behavior and their values were rather scattered. This is demonstrated
in fig. 4.17 where the relaxation times and amplitudes resulting from the CC+D+D fit are
presented.
As the character of the amplitudes from the CC+D+D fit is rather strange, the 4D fit
seems to represent a more reasonable interpretation of the data. The resulting relaxation
parameters are shown in fig. 4.18 and can be compared to the parameters of the CC+D+D
fit in fig. 4.17. The obtained relaxation parameters are summed up in table 4.8. The
dispersion and absorption curves for different water contents are shown in fig. 4.19.
In fig. 4.17 the parameter values for cW=0 are shown for both the possible fits: the 4D fit
(empty symbols) and the CC+D+D fit (filled symbols).
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Table 4.7: The composition and properties of the LiCl/DMA/Water solutions used for the
DRS measurements: the molar concentration of water, cW, LiCl, cLiCl, and DMA, cDMA,
the conductivity, κ, and density, ρ, and the molar ratios of water to LiCl, cW/cLiCl, and
DMA to water, cDMA/cW.
cW cLiCl cDMA κ ρ cW/cLiCl cDMA/cW
0 1.8666 10.603 0.4783 1.0028
3.520 1.7624 10.042 0.3949 1.0129 2.00 2.85
6.690 1.6651 9.486 0.4341 1.0174 4.02 1.42
9.470 1.5786 8.989 0.5091 1.0205 6.00 0.95
15.672 1.3802 7.862 0.7422 1.0256 11.36 0.50
20.422 1.2232 6.968 0.9840 1.0265 16.70 0.34






Figure 4.17: (a) The relaxation times τ1 (¥), τ2 (•) and τ3 (N) resulting from the CC+D+D
fit of the DRS spectra of LiCl/DMA/Water solutions; (b) the corresponding amplitudes,
S1 (¥), S2 (•) and S3 (N).






Figure 4.18: (a) The dielectric permittivities, ε1 (¥), ε2 (•), ε3 (N), ε4 (H) and ε∞ (¨),
resulting from the 4D fit of the DRS spectra of LiCl/DMA/Water solutions ; (b) the corre-
sponding amplitudes, S1 (¥), S2 (•), S3 (N) and S4 (H); (c) the corresponding relaxation
times τ1 (¥), τ2 (•), τ3 (N) and τ4 (H). The open symbols represent in all graphs the 4D
fit of the water-free solution. The lines symbolize the linear or polynomial fit of the data
(starting from the CC+D+D fit of the water-free solution).







Figure 4.19: Diagram showing dielectric permittivity, ε′, (a), and dielectric loss, ε′′, (b), of
LiCl/DMA/Water solutions at 298 K with different water concentrations: c = 3.520 mol
L−1 (¤); c = 6.690 mol L−1 (◦); c = 9.470 mol L−1 (4); c = 15.672 mol L−1 (O); c =
20.422 mol L−1 (¦). The lines represent the 4D fit.
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Table 4.8: Dielectric parameters (limiting permittivities ε1, ε2, ε3, ε4, ε∞, relaxation times
τ1, τ2, τ3, τ4, and variance of the fit σ
2) of the 4D model fitted to the complex permittivity
spectra of LiCl/DMA/water system at 298 K.
cW ε1 τ1 ε2 τ2 ε3 τ3 ε4 τ4 ε∞ σ
2
0a 49.06 579 17.92 27.8 6.50 4.26 3.92 -
0b 43.02 474 23.21 105.9 17.09 24.4 6.49 3.60 3.95 -
3.520 42.16 563 25.60 108.4 16.48 26.2 6.29 2.89 3.91 0.0100
6.690 42.63 529 27.87 103.5 14.81 27.9 6.21 2.82 3.96 0.0095
9.470 43.08 528 31.44 106.2 12.32 25.1 6.02 2.44 3.90 0.0088
15.672 47.18 576 39.26 110.7 12.41 26.3 6.01 2.24 4.04 0.0066
20.422 51.54 551 44.21 96.8 14.12 28.0 6.35 2.96 4.40 0.0156
units: c in mol L−1; all τx in 10
−12 s; a extrapolated CC+D+D fit and b
extrapolated 4D fit of the LiCl/DMA system at 298 K.
4.5 Studies on cellulose
4.5.1 Comments
The activated cellulose samples were provided by the coworkers of the Christian-Doppler
laboratory in Vienna and we experienced some difficulties arising from the aging of the
activated samples. For the phase diagrams cellulose samples with M =290000 gmol−1
were used. For the DRS measurements samples with lower molecular weight (M =54000
gmol−1) had to be prepared because of the high viscosity of the normal samples (see table
4.9), which made it impossible to fill the samples in the cells.
4.5.2 Phase diagrams
Influence of the temperature
Preliminary experiments leading to two phase diagrams at different temperatures were
performed in order to find the maximum cellulose solubility at a given temperature and LiCl
concentration. The samples were observed after three days; results are presented in figs.
4.20a and 4.20b. The graphs revealed that, while at 25 oC already a 3 % LiCl/DMA solution
dissolves some minimum amount of cellulose, at 5 oC solubilization could be achieved only
with more than 4 % LiCl in DMA. On the other hand, at 5 oC more cellulose could be
dissolved. The viscosity of the solutions was rather high (see table 4.9). Above approx. 3 %
of cellulose in the mixture, the mixtures must be considered as gels, rather than solutions.
At even higher cellulose concentrations the gels became so rigid that they reminded of































Figure 4.20: Phase diagram of the ternary system LiCl/DMA/Cellulose at (a) 25 oC and
(b) 5 oC. In the diagrams the (◦) symbolize the isotropic points, (⊗) transition samples and
(•) stand for biphasic samples (either with liquid crystals or with non-dissolved cellulose).
some sort of jelly or transparent rubber; it was nearly impossible to remove them from
narrow devices, such as tubes.
Influence of water
Three sets of samples with different cellulose content were prepared. The cellulose con-
centrations were 0.5, 1.0 and 2.0 %, respectively. The samples were stored at 5 oC for
three days. The experiments were carried out some months later on the same preactivated
cellulose samples, whose solubilization ability had already decreased by 10-20 %. For each
set a separate phase diagram was recorded. The results are presented in figs. 4.21a-c. Sur-
prisingly, the biphasic region had become quite large. Therefore, the samples were again
measured after one month from their preparation (figs. 4.22a-c). The diagrams recorded
one month later showed a disappearing biphasic region in favor of a growing isotropic phase.
The phase boundary between the non-dissolved or liquid crystalline region remained nearly
the same. This suggests a slow dynamics of the solubilization process. For analysis, only
data from the second set of measurements were used. When comparing the two measure-
ments, a remarkable difference was observed in the case of mixtures with 2 % of cellulose.
Whereas after three days most of the probes appeared as biphasic in the diagram, the
range of the isotropic region became larger as can be seen from the second measurement.
In the case of 1 % cellulose solutions the biphasic region nearly completely disappeared.
The maximum solubility seems to be well comparable with the boundary of the biphasic
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Table 4.9: Cellulose content (%) in the LiCl/DMA solution (8.4 %), initial and infinite
dynamic viscosity (η0 and η∞) and their errors (difference between two measurements
divided by two).
Cellulose(wt%) η0 Error η∞ Error
0.5 55 4 29 6
1.1 383 12 164 3
1.5 1590 20 483 4
2.0 2020 20 519 2
2.5 35600 5600 13900 2800
3.0 71400 3800 26000 2700
units: η0,η∞ and their errors in mPa s.
region after three days. From figs. 4.21 and 4.22 it can be seen that the maximum ad-
ditional water content tolerable in all of these samples was less than 3 %, even for the
most concentrated LiCl/DMA solutions. This finding is in accordance with the common
procedure of precipitating cellulose from the solutions by dilution with water.
4.5.3 Rheology
All of the examined solutions exhibited isotropic behavior. The dynamic viscosity increased
with growing cellulose content as expected. Under the conditions used, the viscosity mea-
surements were possible only up to 3 % of cellulose, at higher concentrations the solutions
turned into gels. The sudden increase in the ”stiffness” of the sample can be seen from the
results in table 4.9 and fig. 4.23a. In the next experiments, an increasing LiCl content in
DMA under constant cellulose concentrations (1 %) was studied. From table 4.10 it can
be seen that the dynamic viscosity of the samples increased only very slightly with the
growing LiCl content in the samples. This increase was so small that the changes can be
considered as insignificant at given accuracy of the measurement and the dispersion of the
data (see fig. 4.23b). The viscosity in these probes can be considered as constant.

































































Figure 4.21: Phase diagram of the quaternary system LiCl/DMA/Water/Cellulose with (a)
0.5 %; (b) 1.0 % and (c) 2.0 % of cellulose in the mixtures measured after three days. The
symbols have the same meaning as in fig. 4.20, the bold line represents the approximate
boundary between the isotropic and transition region and the dotted line the interface
between the transition and biphasic region.

































































Figure 4.22: Phase diagram of the quaternary system LiCl/DMA/Water/Cellulose with
(a) 0.5 %; (b) 1.0 % and (c) 2.0 % of cellulose in the mixtures measured after one month.
For the explanation of the symbols and lines see figs. 4.20 and 4.21.


















Figure 4.23: Rheological behavior (expressed as initial viscosity, η0) of probes with increas-
ing content of cellulose (a) and constant cellulose content with changing concentration of
LiCl in DMA (b). The corresponding values of η0 and η∞ (infinite viscosity) are listed in
tables 4.9 and 4.10.
Table 4.10: LiCl content (%) in DMA solutions with constant content of cellulose (1%),
initial and infinite dynamic viscosity (η0 and η∞) and their errors (difference between two
measurements divided by two).
Cellulose(wt%) η0 Error η∞ Error
4.5 154 14 72 1
5.0 210 40 86 14
5.6 285 3 114 1
6.6 344 16 135 3
7.5 230 40 89 12
8.1 301 7 121 2
8.4 383 12 164 3
units: η0, η∞ and their errors in mPa s.
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Table 4.11: The relaxation parameters resulting from the CC+D fit of the TDR spectra
(limiting permittivities ε1, ε2, ε∞, relaxation times τ1, τ2, the relaxation distribution pa-
rameter α and variance of the fit σ2) of three cellulose solutions in LiCl/DMA (8.05 %
LiCl).
wt% Cell ε1 τ1 α ε2 τ2 ε∞ σ
2
0 48.1 566 0.20 19.1 34.5 6.70 0.0267
1 46.5 559 0.13 20.3 35.6 7.31 0.0208
2 45.6 616 0.16 19.8 38.0 7.51 0.0198
3 46.1 744 0.17 20.8 35.6 7.94 0.0207
units: all τx in 10
−12 s.
4.5.4 TDR measurements
Only a very small set of samples was measured by the TDR-technique. Measurements on
larger scale were not possible because of the construction of the cells which prevents the
usage of very viscous materials. The other problem we faced during the experiments was the
high conductivity of some samples which made the correct use of the T11-cell impossible.
The starting LiCl/DMA solution contained 8.05 % LiCl. The prepared samples contained
between 1-3 % of the activated cellulose (M =54000 gmol−1). The results presented in the
table 4.11 should not be over interpreted as only the frequency range 0.1 ≤ ν/GHz ≤ 6.5
at 25 oC was covered.
The spectra were fitted by the CC+D model as the high-frequency data were not avail-
able (see fig. 4.24). The quality of the data set was rather low either. This makes the
quantitative interpretation of the spectra difficult.
From table 4.11 it can be seen that the amplitude of the first process, S1, decreases from
ca. 29 for the cellulose-free solution to 25.3 for solution containing 3 % of cellulose. The
corresponding relaxation time, τ1, increases in the same range only slightly - from 570 to
740 ps. This difference is considerably small.
From the obtained results only the conclusion can be drawn that at these concentrations
the rotational relaxation of the present [Li(DMA)x]Cl ion-pair remains nearly the same as
in cellulose-free solutions.
It should be noted that we worked here at mole ratios (LiCl/AGU) much larger than 2:1
which seems to be required for the solubilization [47]. So it can be assumed that there are
still too many ’free’ [Li(DMA)x]Cl ion pairs which can be then observed.
For the understanding of the system more measurements near to the maximal solubilization
should be performed.







Figure 4.24: Diagram showing dielectric permittivity, ε′, (a), and dielectric loss, ε′′, (b),
of LiCl/DMA/Cellulose solutions at 298 K with different cellulose content: 0 wt% (¤); 1




In general, the interaction of alkali metal cations with various amides is supposed to be very
strong [117–119] and was studied by many different techniques. Quite a lot of information
is provided on the Li+/amide system in general but only few studies report on LiCl/DMA
itself [54, 117, 120, 121, 133, 134, 138, 145, 154, 156, 157]. Many authors used LiClO4 as
an example for the behavior of lithium salts [15, 119–122, 133, 143, 160, 162]. However,
it was shown that Cl− exhibits much stronger interaction with the [Li(DMA)x]
+ complex
than the perchlorate anion [120, 121]. Considering the choice of amide most of the studies
report on some primary [122] and secondary amides [117–119, 122–124, 137]. However,
the properties of tertiary amides differ strongly because no hydrogen bonding between
the amide molecules is possible. IR studies suggest that the interaction between LiCl
and amides decreases in the order tertiary amide > secondary amide > primary amide
[118]. Even the studies with DMF as solvent [117–119, 122, 124, 137, 160] are not directly
comparable due to the acidic hydrogen atom of DMF. The interaction of DMA with cations
is stronger as can be demonstrated e.g. by the higher donor number [123, 124] and the
Gibbs free energy of transfer for Li+ from acetonitrile to amide, ∆G0t , which is -47 kJmol
−1
for DMA and -39 kJmol−1 for DMF [119]. The difference between DMF and DMA in
the interaction with alkali metals or alkali metal salts is shown in many experimental
[14, 117, 122] and theoretical studies [123–125]. Also concerning cellulose dissolution it
should be mentioned that whereas LiCl/DMA solutions represent a powerful solvent for
cellulose (see section 1.2.3), the solubilization strength of LiCl/DMF solutions is limited
[40].
5.1.1 Solvent relaxation
As mentioned in the general introduction the DRS represents a well-established technique
for the investigation of solvent-solvent, ion-solvent or ion-ion effects in electrolyte solutions.
With the help of this method the structure and dynamics of the solvation shell can be
investigated [96].
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In section 4.2 it was shown that the relaxation behavior of LiCl solutions in DMA can be
described by a single low-frequency relaxation resulting from the ion pair formation and
two high-frequency processes resulting from the solvent relaxation, characterized by the
amplitudes, Ss1 and Ss2. The data of pure DMA measured by Wurm [126] and presented in
ref.[14] showed that a formal description of both solvent relaxations with a single equation
(by the conventionally used band-shape functions) is not possible. The interpretation of
the high-frequency process, Ss2, led to the assumption that this contribution is not an
independent mode and that it probably results from inertial contributions to the diffusive
solvent relaxation [14]. This implies that for the correct interpretation of the DRS-spectra
of LiCl solutions in DMA, it is necessary to analyze both solvent contributions together.
Thus, the total solvent dispersion, Ss = Ss1 + Ss2 = εs − ε∞, was used in the further
quantitative analysis.
In order to obtain some information about the solvation shell of LiCl in the solutions
the following procedure was applied. The apparent solvent (DMA) concentration in the
solution, caps , was calculated by means of the total equilibrium dispersion solvent amplitude,
Seqs , using the modified Cavell equation [127] normalized to the pure solvent






where c◦s is the analytical concentration of pure DMA, and ε(c) the static permittivity.





The calculation of Seqs involves correction of the observed dispersion amplitude, Ss, for
kinetic depolarization (kd) associated with the movement of the solvated ions in the applied
field
Seqs (c) = Ss(c) + ∆kdε(c) (5.3)
as described in section 2.5. Assuming that the Kirkwood factor for the solvent, gK, is
independent of the solute concentration [15] then the number of ’irrotationally bound’
solvent molecules Zib, can be obtained from the following expression
Zib = (cs − caps )/c (5.4)
where c represents the electrolyte concentration, cs the corresponding analytical concentra-
tion of DMA in the solutions, and caps the number of ’rotationally free’ solvent molecules in
the solution. In the calculations all boundary conditions for the transport of the ions were
assumed (see table 5.1). According to previous findings [15, 115, 128] the most probable
values should be the results for slip boundary conditions.
Figure 5.1a shows the development of the solvation shell at 298 K with increasing LiCl
concentration. At c → 0 about 6 molecules of DMA are irrotationally bound. With
increasing LiCl concentration Zib linearly drops to approximately 3 DMA molecules in








Figure 5.1: (a) Effective solvation numbers, Zib, as a function of electrolyte concentration,
c, at 25 oC for stick(¤), slip (•) and negligible(4) kinetic depolarization conditions (error
bars only for slip conditions). (b) Comparison of the limiting effective solvation numbers,
Zib(0), at all temperatures under slip conditions (¥) with results from IR measurements
in ref. [129] (N).
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Table 5.1: Limiting effective solvation numbers, Zib(0), in LiCl/DMA solutions at different
temperatures calculated from the solvent dispersion, Ss, resulting from the application of






278.15 5.8± 0.2 6.2± 0.2 6.8± 0.2
298.15 5.6± 0.3 6.0± 0.3 6.8± 0.3
318.15 6.0± 0.5 6.3± 0.5 7.0± 0.6
338.15 5.2± 0.3 5.5± 0.4 6.0± 0.4
units: T in K .
high-concentrated solutions. This would suggest a direct contact between cation and anion
at high electrolyte concentrations. This corresponds well to the traditionally proposed
coordination number 3 or 4 at least for various solid lithium complexes, see [130, 131].
Fewer complexes have been prepared with coordination number 5, whereas more lithium-
complexes coordinated with six ligand molecules are known [130]. For a number of solid
complexes with mainly organic ligands the lithium coordination number of 7 or 8 was
obtained [131]. However, the direct comparison between the coordination number of solid
complexes and of structures in solutions is not always possible.
From table 5.1 and fig. 5.1b can be seen that the development of the solvation shell with
temperature is not very pronounced. At c→ 0 the values of the limiting effective solvation
numbers vary in the range 5.5 ≤ Zib ≤ 6.3 and they seem to decrease only slightly with
increasing temperature. Figure 5.1b also shows the comparison with the data from IR mea-
surements of the LiClO4/DMA [129]. All the DRS-values of Zib(0) coincide well with the
IR-results. Only the value at 318 K seems to be too large. Previous DRS-measurements on
LiClO4/DMA system resulted at 298 K in Zib = 6.6 ± 0.2 [15], whereas the corresponding
value for LiCl/DMA in this study is Zib = 6.0 ± 0.3. However, as mentioned in the intro-
duction to this chapter, the behavior of LiClO4 in aprotic systems seems to be different in
comparison to LiCl.
Now the question for the assignment of the obtained effective solvation numbers should be
tackled. In aprotic solvents Cl− is supposed to be very weekly solvated [132]. This was
shown in various conductance studies [133, 134]. In ref. [133] the solvation number of Cl− in
the solutions was estimated to 0.89. According to ref. [134] the limiting ionic conductivity
of a set of different lithium salts in DMA decreases with increasing size of anions which
implies that these anions remain unsolvated in this solvent. The ionic Stokes’ radii for the
anions were always smaller than the crystallographic radius, rs (Cl
−) = 1.37 10−10 m [134]
(compare to the value for Cl− in table 5.2). So the observed solvation numbers can be
assigned to the cation as in the case of the perchlorate solutions [15].
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Generally for amide-lithium complexes the literature data usually suggest the coordination
number 4 (mainly IR-studies). The LiO4 tetrahedra exhibits specific vibration in the range
of 500-400 cm−1 whereas LiO6 octahedra is located at approximately 300 cm
−1 [135]. This
seems to be the case for inorganic [136] and some organic systems (amides, ethers, ketones)
as well. In the spectra of amide complexes with lithium cation only the presence of a 400
cm−1 band was observed [118, 135, 137]. In another IR-study performed on concentrated
solutions of LiCl in DMA the presence of a new peak in the spectra was observed which
was ascribed to a formation of a complex between LiCl and three molecules of DMA [138].
From transference numbers the following solvation numbers for Li+ in various amides were
determined - 5.5 in N-methylformamide [139], 5.2 in N,N-dimethylformamide [139] and 5.1
in N-methylacetamide [140]. In DMF/LiClO4 system the solvation with four molecules
of DMF was observed in the 1H-NMR spectra [141]. X-ray measurements suggested for
the same system some sort of network structure with the unit LiCl·DMF·1/2 H2O[142].
A similar study on DMA/LiClO4 system claimed the presence of the following complex
Li[(DMA)(H2O)2]ClO4 [143]. Crystallographic studies of other systems favored more the
presence of four amide molecules around lithium [144]. A solid LiCl/DMA complex with
a well-defined melting point was prepared in ref. [145]. However, no nearer explanation of
its structure was provided. By using the Robinson-Stokes equation the solvation number
of 4.13 was obtained [133]. Recent X-ray studies on the liquid system LiCl/DMA revealed
that lithium is surrounded be five DMA molecules in less concentrated solutions and with
four molecules at high LiCl concentrations. Here the formation of chain-like structures was
invoked [146].
So far only the dispersion amplitude of the solvent was evaluated. Thus the relaxation
times of the dispersion can also yield interesting information. The relaxation time of
the first solvent process, τs1, associated with the tumbling motion of DMA molecules in
the bulk increases with concentration of the electrolyte and decreases with temperature.
This behavior can be described by the application of the Arrhenius equation eq. (2.93)
which yields the corresponding activation energy, Ea, of the rotational motion in DMA. In
fig. 5.2 a comparison between the temperature dependence of ln τs1 and ln η (data from
ref. [50, 147]) is shown. The similarity of the slopes in both diagrams indicates that the
increase of the activation energy with concentration is connected with the increase of the
viscosity with growing LiCl concentration. The value for pure DMA obtained from the
relaxation time is 10.8 kJmol−1 [14], whereas the value obtained from viscosity data is 8.8
kJmol−1. So the viscosity contribution to the rotational barrier is about 80%. However,
for LiCl/DMA solutions the situation at high LiCl concentrations is reversed. The value
of Ea at the highest concentration measured by Shoshina at al. Ea(c =1.22 mol L
−1) is
18.5 kJmol−1, whereas the corresponding value of Ea(τs1) = 12.2 kJmol
−1. For a 2 molar
solution the Ea(τs1) = 14.4 kJmol
−1. This implies that the rotational motion of the bulk
solvent molecules is less affected by the dissolved electrolyte than shear motion involved
in the viscous flow. Similar result was observed for other electrolyte solutions in DMA or
DMF [15].














Figure 5.2: (a) Temperature dependence of ln τs1 in DMA (H) and LiCl/DMA solutions
of c =0.3 mol·L−1 (¥), c =0.8 mol·L−1 (•), c =1.5 mol·L−1 (N) and c =2.0 mol·L−1 (¨).
Figure (b) describes the temperature dependence of ln η for DMA (H) and LiCl/DMA
solutions of c =0.1 mol·L−1 (¥), c =0.5 mol·L−1 (•), c =0.73 mol·L−1 (N), c =1.0 mol·L−1
(J) and c =1.22 mol·L−1 (¨).
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5.1.2 Solute relaxation
As described in the experimental part (4.2) the temperature dependent DRS-spectra of LiCl
in DMA solutions were in the end fitted by the following combination: CC+D+D. The
two high-frequency processes analyzed in the previous section were assigned to the solvent,
whereas the low-frequency process was attributed to the solute. Its relaxation time, τIP, is
in the magnitude typical for tumbling motion of ion-pair species [83] and it significantly
increases with growing temperature or LiCl concentration in the solutions. However, unlike
to the previously examined perchlorate solutions in DMA [15], the relaxation time in
this case shows a broad distribution with α reaching 0.3 at high LiCl concentrations.
Although the attempt to describe the complex permittivity spectra by four Debye processes
resulted in reasonable values for all temperatures, the comparison of the obtained dielectric
parameters was not consistent. The relaxation times of the first and second ion-pair process
did not show any clear temperature dependence and the shapes of the amplitudes of these
processes corresponded well with each other only for 278 and 298 K or 318 and 338 K
respectively (for details see section 4.2). So both processes were fitted as one relaxation
with dispersion amplitude, SIP, and relaxation time, τIP.
From the amplitude of the process, SIP, the concentrations, cj, of the individual ionic
species j can be determined with the help of the generalized Cavell equation as shown in
eq.(2.72)- eq.(2.75) in the theoretical section. In order to interpret the data quantitatively,
the geometry of the possible ionic species has to be assumed. The dissolution of electrolytes
in an appropriate solvent generally leads to the formation of free solvated cations and
anions. This step can be followed by the formation of associates - solvated ion-pairs.
Li+nDMA+ Cl−mDMA ­ Li+(DMADMA)Cl− + (n+m− 2)DMA (I)
In this case the ions retain their primary solvation shells and solvent-separated ion pairs
(2SIP) are formed. This can further lead to the formation of solvent-shared ion-pair (SIP)
or to the formation of contact ion-pairs (CIP)
Li+(DMADMA)Cl− ­ Li+(DMA)Cl− +DMA (II)
Li(DMA)Cl− ­ Li+Cl− +DMA (III)
If the associates are sufficiently stable, the equilibria can be described by an association
constant, KA.
KA can be obtained from the dispersion amplitude, SIP, and compared to the results from
other measurements. At first the geometry of the probable ion-pairs has to be defined. For
the calculation it is generally assumed that the ion-pair can be approximated by a spheroid
or a prolate ellipsoid of semiprincipal axes a > b = c,
a = r+ + r− + n · rs (5.5)
where rj is the radius of the individual species (see table 5.2) and n describes the number
of solvent molecules dividing the ion pair (in this case n = 0, 1 or 2 ). The other
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Table 5.2: Radius, r, polarizability, α of the ions, DMA and water, dipole moment of the
solvents, µ, water and DMA respectively.
species r α µ
Li+ 0.78 [148] 0.0284 [149]
Cl− 1.81 [127] 3.013 [149]
DMA 3.24 [14] 9.65 [150] 3.81 [150]
water 1.425 [151] 1.444 [152] 1.834 [152]
units: r in 10−10 m, α in 4piε0 10
−30 m−3 and
µ in D (1D = 3.336 · 10 −30 C m).
b = c, is defined as the largest radius of the present cation, anion or solvent. When the
charge is considered to be located in the center of the ions, the charge distance, d, between
the ions can be calculated as follows
d = r+ + r− + 2nrs (5.6)
The ion-pair dipole moment for symmetric (1:1) electrolytes, µj, can be then obtained from
the following expressions
µj = µ0 − µind − nµs (5.7)
where
µ0 = e0d (5.8)
with e0 representing the elementary charge.
In eq.(5.7) µs represents the dipole moment of the solvent and µind the induced dipole
moment due to the polarizability of the ions [153]
µind =
(4piε0)d
4e0(α+ + α−) + 4e0dα+α−
4piε0d3)2 − 4α+α− (5.9)
where α+ represents the polarizability of the cation, α− the polarizability of the anion.
The polarizability, αj, of the corresponding species can be obtained as
αj = α+ + α− + nαs (5.10)
with αs representing the polarizability of the solvent. The parameters necessary for the
calculations are summed up in table 5.2.
With the possible ion-pair models we faced some difficulties as it proved to be necessary
to involve the solvent shell in the calculation to some extent. The problems can be well
demonstrated on the case of CIP. By the application of the usually accepted model which
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Table 5.3: All possible ion-pair species and their semi-principal axes, a and b, the charge
distance d, their dipole moments, µIP and polarizability, α.
IP a b d µIP α
CIP1 2.59 1.81 2.59 10.25 3.04
CIP2 4.02 4.02 2.59 14.06 12.69
PSIP4 4.02 3.24 5.28
a 15.27a 12.69
SIP 5.83 3.24 9.07 39.60 12.69
2SIP 9.07 3.24 15.55 67.00 22.34
units: a, b, d in 10−10 m; µIP in D (1D = 3.33564 ·
10−30Cm−1); α in 4 piεo10
−30 m3, a from MOPAC
calculations.
involves only the cation and anion according to the eq.(5.5), no physically reasonable
results were obtained (values of I < 0). This model is is presented in table 5.3 under the
name CIP1. As it is known that LiCl tends to form ion-pairs in DMA [54, 120, 138, 154]
further models for CIP were proposed involving also the solvent shell around the cation
in the calculation. However, only the application of the parameters described in table
5.3 led to reasonable values in this case. As it can be seen this species, CIP2, can be
hardly understood as a ’true’ contact ion-pair as the properties are determined more by
the solvent (a = b = c = r+ + rs). Considering the common use of the cavity field theory
CIP1 and CIP2 models can be understood as limiting species. In figure 5.3 the dashed-
dotted ellipsoids characterize the models applied in the calculation of the dipole moments
necessary for the use of the Cavell equation.
The dashed line in the scheme of CIP shows the shape of CIP1. As the application of
the classical models resulted in cj larger than the analytical concentration of the solute,
the existence of some sort of penetrating solvent-shared ion pair (PSIP) was supposed.
This penetrating species should be viewed as a model describing some species of certain
geometry and certain dipole moment. Two possible geometries with 4 or 6 DMA molecules
respectively are shown in fig. 5.4. For the calculations we assumed this PSIP as a spheroid
with parameters shown in table 5.3. According to the performed MOPAC-calculations the
existence of such species is possible (at least in the gas phase). For the other ion-pairs
the usual approximations as ellipsoidals could be used. Note that for the calculation of
the rotational volumes of the so proposed species the solvation sphere around lithium was
considered as a part of the model.
The MOPAC calculations were performed using the PM3 method with the molecular me-
chanics correction term (MMOK) [155], in order to get some insight into the structure
and relative stability of Li(DMA)xCl complexes (0 ≤ x ≤ 6). The results are summarized
in table 5.4. It should be remarked that the same system was studied with the MNDO





Figure 5.3: Models of the possible ion pairs which were used for the calculation of the
parameters (nearer explanation see text). Used symbols for the cation, anion and solvent
considered as spheres: Li+ (black), Cl− (grey) and DMA(white).
Figure 5.4: Structures of the penetrating solvent-shared ion pairs containing different num-
ber of DMA molecules: (a) [Li(DMA)4]Cl and (b) [Li(DMA)6]Cl suggested by the semi-
empirical PM3 method (dark red: lithium, red: oxygen, light blue: nitrogen, dark blue:
carbon, white: hydrogen, green: chlorine).
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method [156, 157]. However, the authors studied only complexes up to three molecules of
DMA and concentrated their attention mainly on the first complex, Li(DMA)Cl.
The reaction enthalpy of the stepwise complex formation, ∆Hr1, corresponds to the fol-
lowing reaction
Li(DMA)x−1Cl + DMA −→ Li(DMA)xCl (IV)
and ∆Hr2 represents the enthalpy of the formation of the complexes from their components
LiCl + xDMA −→ Li(DMA)xCl (V)
As can be seen from table 5.4, ∆Hr1 becomes positive for all complexes with x ≥ 3. The
situation is different for ∆Hr2, which is negative for all the investigated complexes up
to six DMA molecules, which means that for 1 ≤ x ≤ 6 added solvent DMA molecules
all complexes are stable relative to the elements. The enthalpy gain per added solvent
molecule, −∆r2H/x (not tabulated), decreases linearly with increasing x and crosses zero
at x ∼ 6.8. Thus, all complexes with x> 6 are unstable with respect to [Li(DMA)6]Cl. So
at least in the gas phase the contact ion pair [Li(DMA)3]Cl with tetrahedral coordination
of Li+ is the most stable species, corroborating the results of Tsygankova et.al. [157]. For
the solutions this does not seem to be the case as it will be discussed below. In agreement
with the literature Li–O bonding proved to be more favorable than Li–N [117, 123–125].
Our data show also the influence of growing number of DMA molecules in the complex
on the following interatomic distances, Li-Cl and Li-O and the charge redistribution in
the system. The partial charge on oxygen is slightly increasing to more positive values
whereas the charge on chlorine becomes strongly negative (very remarkable in the case
of the complex with six DMA molecules -0.91). This strong basicity of chlorine in DMA
is considered as one of the possible reason for the dissolution of cellulose in LiCl/DMA
solutions [7, 54].
Further with the help of SIP and the ionic concentrations, cj, the stability constants
β = cj/(c− cj)2 (5.11)
were evaluated for all the possible ion-pair models. From β the association constants, KA,
could be obtained with the Guggenheim-type eq.
log β = logKA − 2ADH |z+z−|
√
I + bβI (5.12)
where ADH is the Debye-Hu¨ckel parameter of the solvent [158], bβ represents an empirical
parameter and I the ionic strength of 1:1 electrolytes, I = c − cj. It should be remarked
that this equation was originally developed for diluted solutions. However, in the past it
was successfully applied to different electrolyte solutions studied by the DRS, see [15, 128].
So far no better theoretical description of the system properties has been found.
Comparison with KA from conductivity measurements (fig. 5.5) shows that none of the
ionic species by itself can describe the relaxation behavior of the whole system. The values
of KA for CIP2 (and PSIP) are larger than the comparable data from literature [147, 159]
whereas the KA of SIP and 2SIP species are far too low. In the case of 2SIP this is not
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Table 5.4: Some properties of various gas-phase [Li(DMA)x]Cl (0 ≤ x ≤ 6) complexes
calculated by MOPAC with the PM3 method: the number of DMA molecules in the
complex, x; interatomic distances, d; atomic charges, q, on the atoms Li, Cl and O; standard
enthalpies of formation, ∆fH, and reaction according to scheme (IV) , ∆r1H, and (V),
∆r2H; dipole moment, µ.
Complex x d Atomic charges ∆fH ∆r1H ∆r2H µ
Li..Cl Li..O q(Li) q(Cl) q(O)
LiCl 1.88 0.57 -0.57 -201 6.54
DMA -0.36 -219 3.03
1 1.91 1.91 0.27 -0.54 -0.30 -494 -74 11.32
2 2.02 1.93 0.17 -0.61 -0.28 -758 -45 -119 6.63
3 2.11 1.96 0.03 -0.66 -0.25 -1013 -36 -155 4.20
4 2.19 2.02 -0.02 -0.68 -0.23 -1216 16 -139 5.76
5 2.22 2.08 -0.09 -0.67 -0.20 -1412 23 -116 7.02
PSIP6 6 4.28 2.06 -0.06 -0.91 -0.20 -1574 57 -59 14.35
PSIP4 4 5.28 1.92 0.05 -0.77 -0.25 -1164 68 -87 15.27
units: d in A˚; charges in e−1; ∆Hf and ∆Hr in kJmol
−1 and µ in D.
Table 5.5: Association constants, KA, for different ion-pair models and their comparison












278.15 85± 25 49± 10 6.6± 1.2 2.6± 0.4 273.15 31.2 63.6
298.15 160± 20 83± 8 9.7± 0.7 3.8± 0.3 298.15 56.1 77.9
318.15 220± 50 146± 37 12.9± 0.6 5.0± 0.2 313.15 60.3 79.6
338.15 320± 70 142± 15 16± 2 6.4± 0.8 333.15 64.1 70.6
units: T in K; KA in L mol
−1. a ref. [147]; b ref. [159].










Figure 5.5: Association constants, KA, as a function of temperature compared to some
literature data. (¥) KCIPA ; (¨) K
PSIP
A ; (•) KSIPA , (N) K2SIPA ; (O) ref. [147]; (♦) ref. [159],
KPSIPA without error bars.
surprising as the Cl− is supposed to remain unsolvated in DMA and so the formation of
solvent-separated ion pairs can be excluded.
The corresponding values of KA at 298 K for LiCl obtained from other conductivity studies
of different Li+ salts in DMA are 45.8 for LiCl, 33.1 for LiBr, and 30.1 Lmol−1 for LiI [134].
From the DRS-measurements on the LiClO4/DMA system the value of (3.6 ± 1.1) Lmol−1
for the SIP model was obtained [15]. Interesting is also the temperature dependence of the
DRS results: KA values considerably increase with increasing temperature in contrast to
KA obtained from the conductivity measurements.
The obtained results can be interpreted in two different ways. Our measurements proved
that the LiCl in DMA forms associates. This association seems to be stronger in DMA
than in aqueous solutions (see next chapter), however, it is not possible to attribute the
relaxation process to a single species. Multi-step IP equilibria have not yet been observed
for electrolytes in DMA but are common e.g. in aqueous solutions [115]. Such equilibria
should also be detectable for DMA solutions with DRS. Provided that all the species were
stable enough and existed in the whole concentration range, it should be possible to sep-
arate them into various relaxation processes. However, this is not the case as mentioned
at the beginning. In combination with the previously presented results of effective sol-
vation numbers it implies that the ion-pair equilibrium involves a continuous distribution
of species that is temperature and concentration dependent. So the distribution of the
species present changes with concentration of LiCl. A similar situation was revealed in the
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Table 5.6: Rotational parameters of the species, a and b, and calculated volumes of rotation
for slip, V slipr , and stick hydrodynamic boundary conditions, V
stick
r , of the tested ion-pair
models (ref. [161]).
IP a b V slipr V
stick
r
CIP2 7.26 7.26 ∼ 0 1600
PSIP 7.26 7.26 ∼ 0 1600
SIP 9.07 7.26 100 2100
2SIP 12.31 7.26 580 3600




LiClO4/DMF solutions examined by various spectroscopic techniques [160]. In contrast
to the LiCl/DMA system, the ion association was observed only in concentrated solutions
and it was interpreted by the presence of two ion-pair equilibria between free ion pairs,
SIP and CIP. The measured association constants were rather small.
Also the analysis of the relaxation times and corresponding viscosities indicates the pres-
ence of more than one species in the solutions. The viscosity values, η, from ref. [50] and
[147] were used for the calculation of the rotational correlation times, τ orj , and of the ef-
fective volume by using the modified Stokes-Debye-Einstein equation eq.(2.88). In the
calculation it was assumed that the ion-pair volume can be approximated by a spheroid or
a prolate ellipsoid of semi principal axes as described before, however, including the solvent
into the calculation of the theoretical volume.
The corresponding value of the effective volume, 190·10−30 m3, obtained from τIP was
rather constant at all temperatures. Unfortunately, the determination of the volumes of
rotation does not show a clear difference between the possibly present species. Assuming
slip conditions only the presence of 2SIP can be excluded as the calculated theoretical value
of V slip(2SIP) exceeds the determined Veff . The distinction between the SIP, CIP or PSIP
forms is not possible as the determined value of Veff could correspond to all the proposed
geometries. Table 5.6 summarizes the corresponding parameters resulting from different
models and values of volumes of rotation for the different hydrodynamic conditions under
the involvement of the solvent shell.
Assuming the existence of a single step equilibrium the rate constants of the ion pair
formation, k 12, could be obtained according to [127]
Y = (V er )








· (K−1A + 2I) (5.14)
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Figure 5.6: Example of the analysis of the kinetic behavior in LiCl/DMA solutions at 298
K. In the figure three different regions can be distinguished which indicates the presence
of various species in the system.
The k 21 was obtained from the relation KA = k12/k21, where KA is the association constant
(see eq. 5.12). The so calculated values were for PSIP in the range from k 12 = 3.7 · 108
L (mol s)−1 at 278 K to k 12 = 12.3 · 108 L (mol s)−1 at 338 K and for SIP in the range from
k 12 = 1.76 · 108 L (mol s)−1 at 278 K to k 12 = 7.8 · 108 L (mol s)−1 at 338 K respectively.
The rate constants of the decay were 3.5 to 6 times larger for PSIP than in the case of SIP.
However, these observations have to be interpreted carefully as the calculation involves
KA whose values were determined only for the proposed models. Furthermore, from figure
5.6 showing the kinetic behavior of the LiCl/DMA solutions at 298 K, it can be seen that
the kinetic behavior of the system is not unambiguous. It seems that the diagram can
be divided into two or three regions. This also supports our hypothesis about a broad
distribution of species dependent on the concentration of LiCl in the solutions.
The relaxation time, τIP, was also evaluated by the help of the Arrhenius equation (eq.
2.93). The temperature dependence of ln τIP is shown in figure 5.7a and the correlation
between the concentration dependent values of activation energies, Ea, obtained from τIP
and the viscosities, η, in the LiCl/DMA system. It is obvious that the increase of Ea for
τIP is caused mainly by the increase in the viscosity with growing LiCl concentration. The
values of Ea are in the range 10 < Ea/kJmol
−1 < 24. This is of course more than in the
case of the rotational barrier of the solvent (see fig. 5.2). The values of activation energy
obtained at higher temperatures for LiClO4/DMA system in an
1H-NMR study were ca.
80 kJmol−1 [162].
















Figure 5.7: (a) Temperature dependence of ln τIP in LiCl/DMA solutions of c = 0.3 mol·L−1
(¥), c = 0.8 mol·L−1 (•), c = 1.5 mol·L−1 (N) and c = 2.0 mol·L−1 (¨). In figure (b) the
dependence of activation energy values of the ion pair process in LiCl/DMA solutions
obtained from DRS data (•) are compared with values obtained from viscosity data from
ref. [147] (N).
5.1. LICL/DMA SOLUTIONS 81
Finally as a conclusion from the presented results an association mechanism for LiCl/DMA
solutions can be proposed:
Li+(DMA)x + Cl
− ­ IP + DMA (VI)
Li+(DMA)x−1Cl
− ­ PSIP­ (Li+Cl−)DMAx−2 +DMA (VII)
In low concentrated LiCl/DMA solutions Li+ seems to be considerably solvated (or com-
plexed) in DMA, whereas Cl− ion remains unsolvated. The ’free’ Cl− interacts further
with the Li+(DMA)x associate which leads to the formation of some ion pair (IP). Our
DRS results indicate that this IP is represented by the solvent-shared ion pair (SIP) of a
general form [Li(DMA)x−1]Cl. At higher LiCl concentrations Cl
− seems to penetrate into
the solvation shell of the present [Li+(DMA)x−1] complex which results in the formation
of some sort of penetrating ion pair (PSIP) with probably 6-4 molecules of DMA involved.
At the highest LiCl concentration the formation of contact ion pair (CIP) containing about
3-4 DMA molecules [Li(DMA)x−2]Cl can be expected. The proposed mechanism, however,
can be valid only provided that the equilibria for the proposed species are established fast
enough that the resulting species are stable enough to be observed by the DRS.
Nevertheless the proposed mechanism seems to be in a good agreement with the fact that
the investigated system is able to dissolve cellulose samples only in a certain concentra-
tion range (see section 1.2.3). This was shown also in the phase diagrams with cellulose
performed as a part of this work [47]. In some studies the authors found another struc-
tural feature of LiCl/DMA solutions. They assumed some chain-like complex formation
in LiCl/DMA solutions [146, 154]. However, in order to observe such structures in the
DRS spectra, those polymer-like chains would have to be non-symmetrical and have some
permanent dipole moment. In the case of symmetrical structures no contribution to the
relaxation mode can be expected.
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5.2 Aqueous LiCl solutions
Because of their interesting and relatively simple composition of one structure making, Li+,
and structure breaking ion, Cl−, aqueous LiCl solutions have been subject of many studies.
Both the ions exhibit strong interaction with water. The extent of hydration strongly
depends on the concentration of the electrolyte in the solutions. This is well demonstrated
in some reviews dealing with the solvation or hydration of ions, see [140, 163, 164].
The complex permittivity spectra of diluted aqueous LiCl solutions were fitted by the
D+D model (see section 4.3). In our case only one water relaxation was observed (τ2 ∼8
ps), and no high-frequency water process was revealed as in the DRS-measurements of
some other aqueous electrolyte solutions [127]. Additionally one relaxation ascribed to a
weak ion-pair formation characterized by a single Debye equation (τ1 ∼ 230 ps) was found.
Other aqueous Cl− solutions of alkali metals studied by the DRS, see [114, 128], could be
characterized by a single CC equation. Only in the case of dilute CsCl aqueous solutions
similar behavior was observed [114], however, the authors expressed doubts on the real
existence of this relaxation resulting from the ion-pair formation. Other DRS studies on
aqueous LiCl solutions used only one relaxation process [111, 112] for the description of
the spectra.
The low-frequency relaxation process with the dispersion amplitude S1 was evaluated in
terms of ion-pair formation, and the high-frequency solvent relaxation with the amplitude
S2 was ascribed to the cooperative relaxation of bulk water, modified by the addition of
LiCl.
5.2.1 Solvent relaxation
Before we present our results, some comments on the available literature data concern-
ing hydration numbers of lithium and chlorine should be made. For aqueous solutions
of lithium salts X-ray or neutron-scattering (NS) measurements usually yielded hydration
number of 4 [163, 165]. However, many studies also demonstrated the strong concentration
dependence of the hydration numbers of both ions reaching from 5.5 (for molal concen-
tration, m = 3.6 mol kg−1) to 2.3 (m = 27.8 mol kg−1) for Li+ and from 6 (m = 3.6
mol kg−1) to 4.4 (m = 14.9 mol kg−1) for Cl− respectively [166]. NS measurements also
provided some evidence for the existence of a further shell of weakly coordinated molecules
around Li+ [167] which was not observed for Cl−. NMR measurements generally resulted
in comparatively low lithium hydration number of 3 [168, 169]. There are also a lot of
computational studies dealing with this subject. MD and MC simulations led to a lot
of different results depending on the chosen method distributed over the range of 3-7 (for
details see overview in ref. [163, 165]). For dilute solutions lithium hydration with six water
molecules of octahedral symmetry was suggested [170–172]. The tetrahedral coordination
of four water molecules was assumed to provide the best description for concentrated Li+
solutions and a formation of a stable second coordination sphere containing about twelve
water molecules was proposed [165]. Some authors suggested the presence of two or even
three hydration shells with up to 30 water molecules [173]. According to recent ab-inito
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Table 5.7: Effective hydration numbers, Zib of LiCl in dilute aqueous solutions at certain






0.0883 10.4 ± 6.4 12.6 ± 6.4 17.1 ± 6.5
0.2171 7.8 ± 2.6 9.9 ± 2.6 14.1 ± 2.6
0.4866 6.1 ± 1.2 7.9 ± 1.2 11.6 ± 1.2
0.6686 6.2 ± 0.8 7.9 ± 0.8 11.4 ± 0.9
0.9837 5.9 ± 0.6 7.5 ± 0.6 10.8 ± 0.6
units: c in mol L−1.
calculations the tetrahedral complex should be in general more stable than the octahedral
symmetry [174, 175].
For the evaluation of the dispersion amplitude of water, S2, the same procedure was applied
as described in the section (5.1.1). From the amplitude S2 the apparent solvent (water)
concentrations, caps , could be calculated using the Cavell equation eq.(5.1) normalized for
the pure solvent under different kinetic depolarization (kd) conditions. Eq.(5.4) led then
to the effective hydration numbers, Zib. As different studies showed, the residence time of
chloride in the hydration sphere is comparable with the relaxation time of water exchange
[176, 177] and so the observed effective hydration numbers, Zib, can be ascribed to the
hydration of the cation, in this case to Li+ [72, 114, 128]. This approach proved to be
consistent for different aqueous solutions. The resulting values of Zib for the measured
LiCl solutions are listed in table 5.7 and their concentration dependence is shown also in
figure 5.8.
When we take a look at figure 5.8, we see that a polynomial fit of the data (the solid curve)
leads to the value of Zib (0) = 14.1 ± 0.8. So in our case the hydration number of Li+ at
infinite dilution should be 14. This value, however, is quite large and would imply that
in dilute LiCl/water solutions, Li+ is surrounded by two hydration shells containing up
to 14 water molecules. As the residence time of water molecules in the second hydration
shell should be comparable to the one of the water-exchange, it should not be observable
in the spectra. From a closer look at the values of Zib at c→0 listed in table 5.7 it can be
seen that those at low concentrations are connected with large error bars. For this reason
they should not be taken into account. So only the data at c ≥ 0.3 mol L−1 were used
for the calculation of the corresponding Zkdib (0). The linear fit of Zib(c) (see lines fig. 5.8)
resulted in the following values of Zib (0): Z
stick
ib (0) = 6.4 ± 0.3, Zslipib (0) = 8.4 ± 0.3 and
Znegib (0) = 12.5 ± 0.2. As the kd conditions should not be negligible, the hydration shell
of Li+ at low concentrations seems to be composed of 6 or 8 irrotationally bound water
molecules. Similar values were obtained from DRS measurements in aqueous LiCl solutions
by other authors [111, 112]. Wei et.al. obtained for the dilute region the following values of
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Figure 5.8: Effective solvation numbers, Zib, as a function of LiCl concentration, c, in
aqueous LiCl solutions at 298 K for stick (¥), slip (•) and negligible (N) kinetic depolar-
ization conditions (error bars only for slip conditions). The polynomial fit of Z slipib (solid
line), and linear fits of all Zib without the two first values (dashed and dotted lines).
hydration numbers: 7.6 (c = 0.55 mol L−1) and 6.5 (c = 1.09 mol L−1) [112]. Popp applied
the Hubbard-Onsager theory for slip and stick conditions which yielded the following values
for the comparable concentrations (only slip conditions): 8.6 (c = 0.16 mol L−1) and 6.8 (c
= 0.65 mol L−1) [111]. Our values at the corresponding concentrations are higher due to the
different fit of the spectra and the difference in the applied calculation procedure. One of
the ’pioneer’ studies dealing with the dielectric properties of water and ionic solutions [178]
resulted in the observation of 6 (± 1) irrotationally bound water molecules in dilute LiCl
solutions. The hydration with 6 water molecules in dilute solutions is in a good agreement
with the data from the literature as discussed at the beginning of this section.
5.2.2 Solute relaxation
The first relaxation process with rather small but increasing amplitude, S1, and relaxation
time, τ1, was ascribed to ion-pair formation. The values of the relaxation time (160 ≤ τ1
/ ps ≤ 330) are fairly large for aqueous solutions. Usually the residence time of water
molecules in the hydration sphere of Li+ is estimated to ca. 10 ps, see [167]. Inelastic NS
data propose that the residence time of water molecules in the primary solvation shell of
Li+ is about 25 ps in a 2M LiCl solution [179]. However, there are several MD studies
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Table 5.8: The semi principal axes, a and b, dipole moments, µIP, polarizability, α, and
the association constants, KA for all possible ion-pairs in LiCl/water solutions .
IP a b µIP α KA
CIP 2.59 1.81 10.25 3.041 140 ± 180
SIP 4.02 1.81 23.8 4.485 4.2 ± 2.0
2SIP 5.44 1.81 35.9 5.929 1.8 ± 1.0
units: a, b in 10−10 m; µIP in D (1D = 3.33564 ·
10−30Cm−1); α in 4 piεo10
−30 m3; KA in L mol
−1.
predicting that Li+ exhibits a strong interaction with water resulting in a pronounced
primary solvation shell, where the water molecules are kept for about 33 ps (at 278 K)
[176], 41 ps [180] or 190 ps [170], respectively. Though it should be noted that the reliability
of such calculations is strongly dependent on the used model. The authors of the last named
publication obtained for the same system by the change of the applied model a value of
ca. 400 ps [171].
The amplitude of this relaxation process, S1, was analyzed in the same way as described
in section 5.1.2 with the help of the Cavell equation eq.(2.72)- eq.(2.75) in terms of present
ionic species. The necessary input values were calculated from parameters listed in table
5.2. The corresponding geometrical parameters of the probable ionic species are shown
together with the resulting association constants, KA, in table 5.8. It can be seen that
for CIP the error of KA is larger than the KA itself. This is not very surprising as the
number of measured points is rather small. On the other hand, since the ions are supposed
to be fully hydrated at these concentrations, the formation of CIP is very improbable
anyhow. The corresponding literature values of KA obtained from the measurements of
electric conductance in dilute aqueous LiCl solutions are: 0.81 Lmol−1 [181] and 2.75 L
mol−1 [182], respectively. Thus the association takes place via the formation of either SIP
or 2SIP.
From τ1(0) = 231 ps, the corresponding microscopic relaxation time, τ1s = 160 ps, was
obtained with the help of eq.(2.84). The Stokes-Debye-Einstein equation (2.88) yielded
then the value of effective volume of the rotation at 298 K, Veff = 246 10
−30m−3. The
viscosity of water at 298 K was used from ref. [132]. The value of Veff is too large to belong
to any ionic species presented in table 5.8 as long as the solvation sphere of the cation is
omitted. This demonstrates again the necessity to include the whole solvation shell in the
calculation of the theoretical volume of the considered species. So a similar model as in
the case of LiCl/DMA solutions was proposed and the resulting parameters are presented
in table 5.9. The parameters a and b characterize in this case the shape and size of the
hydration shells of the corresponding ion-pair assuming full hydration shell around Li+.
So the values differ from the semi principal axes, a and b, (table 5.8) of the IP ellipsoids
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Table 5.9: All possible ion-pair species and their semi principal axes, a and b, shape factor,
f⊥, and the corresponding volumes of rotation for stick, V
stick









CIP 4.02 3.63 1.03 230 ∼ 0
SIP 5.44 3.63 1.19 360 33
2SIP 6.87 3.63 1.43 590 80
units: a, b in 10−10 m; V kd in 10−30 m3.
necessary for the calculation of the dipole moment.
Albeit the values presented in table 5.9 do not allow us to decide which of the species is
really present, we can conclude that the weak association observed in the aqueous LiCl
solutions is to be assigned to the formation of solvent-shared ion pairs. Since the residence
time of Cl− in the hydration sphere is comparable with the relaxation time of water ex-
change, the formation of a solvent-separated ion pair should not be observable in the DRS
spectra. Thus the most probable ionic species present is a solvent-shared ion pair. The
solvation shell of Li+ seems to be composed of 6-8 water molecules at infinite dilution.
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5.3 LiCl/DMA/Water system
As reported in the introductive part (section 1.2.3) and proven in our phase diagrams
(section 4.5.2) the ability of LiCl/DMA solutions to dissolve cellulose is strongly influenced
by the water content in the solvent system and the polymer itself. We showed that even
small amounts of water in the starting LiCl/DMA solutions led to a strong decrease of
the solubilization power of this system (section 5.4.2). Water is also often used as a
precipitating agent for cellulose. This implies that the addition of water causes strong
changes either in the accessibility of the present cellulose hydroxy groups or, what is more
probable, that the properties of the LiCl/DMA complex (its geometry and the resulting
donor/acceptor or acidity/basicity properties) dramatically change in the presence of water.
Assuming that the changes in the solubilization are related to the structure of the sol-
vent system at a certain concentration and temperature, the following hypotheses can be
proposed:
i. LiCl is preferentially solvated by water which leads to the formation of an associate
composed only of LiCl and water.
ii. LiCl is preferentially solvated by DMA even in the presence of water.
iii. Some mixed complex of a general formula [Li(DMA)x(H2O)y]Cl is formed.
iv. Whereas the Li+ solvation shell remains composed of DMA molecules, Cl− undergoes
interaction with water protons.
v. Water interacts with DMA directly and a formation of some solvate between the two
solvents takes place.
In order to discuss all the mentioned points, some basic facts known from the literature
should be presented.
5.3.1 Comments on literature data
The Gutmann donor numbers (DN) for water are 138 kJmol−1 [132], 75 kJmol−1 [123]
and 92 kJmol−1 [183], respectively depending on the way they are determined. The last
named value seems to be the most probable. The corresponding DN(DMA) = 116 kJmol−1
[123]. The comparison of acceptor numbers (AN) leads to the logical conclusion that DMA
represents a stronger donor than acceptor, AN(DMA) = 13.6 and AN(Water) = 54.8
(both values from [132]). The solvatochromic parameter describing the polarizability of
the solvent, pi∗, is 1.09 for water and 0.88 for DMA (both values from [132]). The binding
energies of Li+ to water and to DMA are 170 and 232 kJmol−1 respectively [123]. The
values of hydration enthalpy are 515 [184] or 531 kJmol−1 [185], whereas for the solvation
enthalpy of Li+ in DMA the value of 490 kJmol−1 was obtained [186]. The hydration
enthalpy of Cl− is 369 kJmol−1 [184] and can be compared to the solvation value in DMA
which is 395 kJmol−1 [186].
88 CHAPTER 5. DISCUSSION
The solvation of various lithium salts in the mixed solvent system has already been in-
vestigated by IR and Raman spectroscopy, NMR and other techniques. However, the
conclusions drawn are often rather contradictory.
13C-NMR study performed both on pure DMA/water mixtures and on DMA/LiCl(aq)
or LiClO4(aq) solutions [121] revealed only small changes in the spectra. Those were
interpreted as a result of the formation of a mixed solvent complex. Li+ was supposed to
be solvated by three molecules of water whereas DMA was involved in the second shell
interacting with water hydrogen atoms. This explanation does not appear correct as the
presence of Cl− is not properly involved in the interaction. There are other NMR studies
concerning the LiCl/DMA/water system [117, 154]. In both of them the authors found a
direct interaction between Li+ and the carbonyl group of DMA and proposed a formation
of a mixed solvation shell in the presence of water. Another NMR study, though on
LiCl/DMF/water, concluded that the solvation of Li+ changed with the composition of
the bulk. In this case no indication for some preferential solvation in the one or the other
solvent was found [187]. In ultrasonic studies [120] the authors observed a relaxation upon
the addition of DMA to aqueous LiCl solutions (in the case of LiClO4 no relaxation was
observed) reaching its maximum at the DMA:water mole ratio of 2:1. Li+ was supposed
to be preferentially solvated by water, whereas the interaction of the cation with DMA
proceeded only through the water molecules. In polarographic studies no reduction took
place in LiClO4/DMA solutions under anhydrous conditions. Only after water was added
a reduction wave was observable [188]. A similar investigation on LiClO4/DMA/water
solutions led to the conclusion that an increasing water content in the solutions resulted
in the replacement of DMA in the solvation sphere of Li+ and in the decrease of the size
of the shell [189]. Conductivity and viscosity studies on solutions of LiCl in the mixed
solvent suggested the formation of a mixed solvation shell composed of both solvents [147].
A solid complex of the composition Li[(DMA)(H2O)2]ClO4 was characterized with the help
of crystallography [143]. Solubilization study of LiCl in dry and wet DMA [50] indicated
that both solvents contributed to the solvation of Li+. At high water concentration the
interaction between water and DMA seemed to be the dominant feature determining the
properties of the system.
Concerning the interaction between the two solvents several studies were published. A
DRS study on supercooled binary mixtures of water and DMA was performed [190]. The
relaxation behavior could be described by a model of ideally associated solution involving
a monohydrate and trihydrate of DMA. In another temperature-dependent TDR study
of DMA/water solutions [191] the spectra were fitted by a Cole-Davidson fit. At all the
recorded temperatures a break in the static permittivity and relaxation time of the in-
vestigated solutions appeared in the composition range of 60-70 V% DMA. In viscosity
and density measurements the largest deviations from the ideal behavior of the mixed
solvent system occurred at the water:DMA mole ratio of 2.7:1 [192]. This seems to be a
general feature of N,N-disubstituted amide/water solutions with the maximum located at
water:amide mole ratio of approx. 2.5:1 [193]. More extensive density measurements at
298 K [194] and 303 and 308 K [195] respectively, were utilized for the calculation of excess
molar volumes of different amide/water mixtures. In both studies a minimum of the curve
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at the following mole fraction, xDMA = 0.4, was observed. The situation was similar also for
other investigated amides, nevertheless DMA seemed to exhibit the strongest interaction
with water protons among the investigated amide compounds [195]. In an IR study on
the hydrogen-binding capability of N,N-disubstituted amides, DMA showed a pronounced
interaction with water protons compared to DMF or other investigated amides [196]. Wa-
ter/DMA mixtures were also examined by CNDO/2 calculations and 13C-NMR [121]. The
authors predicted the presence of various DMA/water complexes and equilibria, however,
did not show many proofs for their assumption. In another study [197], involving 1H-NMR,
viscosity and surface tension measurements, Kinart et.al. proved that the deviations from
the ideal behavior reached all its maximum value in solutions with approximatively 33
mol % of DMA. The changes were interpreted as the result of the formation of a stable
complex of DMA with two water molecules. The most recent study on this binary system
applied different experimental techniques (overtone FT-IR, MS, X-ray diffraction) [198].
The preformed measurements revealed that depending on the composition (xDMA) of the
system different interpretations had to be considered. The whole concentration range was
divided into four regions where certain structures or behavior was dominant. In the water
rich region, xDMA ≤ 0.1, only water influence was observed. With increasing concentration
of DMA, 0.1 < xDMA ≤ 0.3, the presence of water clusters still dominated the spectra
but their importance decreased. Spectra recorded in mixtures with 0.6 < xDMA showed
features typical for pure DMA. Finally a transition region was defined, 0.3 < xDMA ≤ 0.6,
where influences of both solvents were difficult to separate.
Returning back to the hypotheses (i.-v.) proposed at the beginning of this section, the
following conclusions can be drawn. On the basis of the data known from the literature it
is not possible to decide in which solvent LiCl should be preferentially solvated. Thus for
the formation of solvation shells composed from either only water (i.) or DMA molecules
(ii.) there is not enough scientific evidence. In this connection the immense importance
of the composition of the mixed solvent should be noticed. The formation of a mixed
solvation shell (iii.) seems to be the most probable case at least for Li+. Cl− is supposed
not be solvated in aprotic solvents like DMA [134], whereas it proved to exhibit strong
interaction with water hydrogens. Although the situation should not be so pronounced as
proposed in point (iv.), the basicity of Cl− should be strongly decreased in the presence
of water. Considering the fifth point (v.) the literature survey showed that a formation of
DMA hydrates of different composition depending on the mole ratios of both solvents is
probable. The influence of the salt on the formation of these associates, however, is not
clear.
5.3.2 Discussion of the DRS data
Before we take a closer look at the obtained results we should be aware of the fact that
due to the small number of measured samples no quantitative interpretation of the data is
possible. Thus only some qualitative statements can be made. The samples were prepared
so that the mole ratio DMA:LiCl was kept constant at 5.7:1. The DRS spectra were fitted
by a D+D+D+D fit. The low-frequency processes were attributed to the existence of two
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ionic species relatively stable in the whole investigated concentration range and two high-
frequency relaxation processes related to the solvent. The obtained dielectric parameters
are listed in table 4.8 and shown in figure 4.18. At the DMA:water mole ratio of 2.85:1 the
conductivity data measured for the system exhibited a shallow minimum.
The addition of water into the stock solution causes of course dilution of the samples.
Furthermore, it may also result in specific interactions of water with the components of
the system. According to our literature study, the addition of water should lead to the
formation of a mixed solvation shell composed of both solvents. The previous analysis of the
anhydrous LiCl/DMA solutions revealed a concentration dependent formation of different
ionic species (see section 5.1.2). As the LiCl concentration in the starting LiCl/DMA
solution corresponded nearly to the saturation limit at 298 K, the presence of CIP or PSIP
in the solutions could be expected. The amplitude of the first solute relaxation process, S1,
ascribed in our previous analysis to the presence of ion-pair species in LiCl/DMA solutions,
strongly decreases with the increasing water concentration (see fig. 4.18). In contrast to the
amplitude the corresponding relaxation time, τ1, remains nearly constant (∼ 540 ps) as in
water-free solutions. Additionally, a new process with the amplitude S2 strongly connected
to the water concentration appears. Its relaxation time, τ2, is nearly constant in the whole
investigated region (∼ 100 ps).
If we omit the fact that the LiCl and DMA concentration decreases with increasing water
concentration we may conclude that two stable ion-pairs are formed and their solvation
shells do not change very much with the composition, only their concentrations. The
imagination of an equilibrium as presented in the following scheme
Li(DMA)xCl + H2O −→ Li(DMA)x−1(H2O)Cl + DMA (VIII)
as proposed in polarographic studies [189] is possible. However, with the number of ex-
periments provided we cannot verify its correctness. Due to the complexity of the subject
any further statement about the structure of the present species would not be based on
scientific facts.
In the case of the two solvent relaxation processes the situation is not simple either. The
amplitude of the first solvent relaxation process, S3, related in the anhydrous solutions
to the relaxation of pure DMA exhibits an minimum at the water:DMA mole ratio ∼
1:1. Between the water:DMA mole ratios 1:1 and 2:1 S3 remains practically constant.
The other solvent amplitude, S4, which was considered as the second relaxation process of
DMA decreases monotonously with increasing water content. The corresponding relaxation
times, τ3 and τ4, do not change considerably with the increasing water concentration in
the system. Only a small ’minimum’ can be observed in the τ4 between water:DMA mole
ratios 1:1 and 2:1. However, this ’extreme’ in the curve shape is not very pronounced. In
the spectra no relaxation process resulting from pure water dispersion process (τ ∼ 8 ps)
was detected.
As mentioned in the first part of this section dealing with the literature concerning DMA/water
interaction the two known DRS-studies [190, 191] assumed the formation of various asso-
ciates. The presence of mono- or trihydrates of DMA was proposed in the first study
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[190], whereas the other assumed DMA-water-DMA structures turning into DMA-water
forms [191]. In our case the correct explanation for the decrease of the solvent dispersion
amplitudes S3 and S4 seems to be the decrease of the DMA concentration in the system.
Unfortunately it is very difficult to separate the influence of the decreasing electrolyte and
DMA concentration from the new effect resulting from the addition of water.
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5.4 Analysis of the performed phase diagrams
5.4.1 Temperature influence
When figures 4.20a and 4.20b are compared it becomes evident that the curve correspond-
ing to 25 oC starts at approximately 2.7 % LiCl with a rather small slope, whereas at 5
oC the curve is a straight line starting at 3.8 % LiCl with a larger slope. Thus, for high
concentrations of LiCl, the solubilization potential of DMA/LiCl solutions is larger at 5
oC than at 25 oC. At lower temperatures more LiCl (approx. 1 %) is necessary in order
to dissolve some minimum amount of cellulose. As only one kind of pulp was investigated
no general conclusion could be drawn from this study. It is also difficult to compare our
results to the results of other groups as the activation procedure and measurement condi-
tions were different. It should be remarked that in contrast to other authors [42, 52, 53] we
specified the phases only as either isotropic or non-dissolved. In many cases the presence
of liquid crystals was observed (in the non-dissolved region). However, due to the viscosity
of the samples, it was not possible to differentiate well between non-dissolved sample and
isotropic samples with liquid crystals or fibers.
Considering the choice of temperature it is clear that the solubility at the used conditions is
enhanced by keeping the samples at 5 oC in comparison to 25 oC. This was also revealed by
other authors e.g. [45, 51]. The maximum solubility in the solutions with the highest LiCl
concentrations was about 8% at 25 oC and 10 % at 5 oC. The stability of the solutions was
not proved by any other technique as the degradation in the LiCl/DMA/Cellulose system
at these temperatures should be minimal [6]. In the mentioned study of Terbochevich
et.al. [52] the authors used celluloses with lower molecular weight and report diluting the
solutions in the tube in the case of viscosimetric measurements. This would not be possible
in the case of most of our samples containing more than 3 % of cellulose. As reported in
the section 4.5.2 at these concentrations the samples formed a gel that would not ’go into
solution’ even after considerable amount of additional solvent was added. This difference
in the appearance of the samples might be explained by the different activation method
and also the larger DP of the samples used here (about 1790 in comparison to the max.
760 presented in [52, 53]).
5.4.2 Water influence
The comparison of figs. 4.21a-c and 4.22a-c demonstrates that after three days the disso-
lution has not yet been completed. In this case we may talk about some kinetic phase
diagrams because the equilibrium state is reached after long time. It should be noted that
there is no distinct difference between the first two sample sets (0.5 % and 1 % of cellulose),
whereas the most concentrated solutions behave very differently. The samples with 2 % of
cellulose are already very sensitive to the water content, which suggests that this is near the
limiting concentration where competition for LiCl between cellulose hydroxyl groups and
water becomes very pronounced, and even small amounts of water exert a strong influence
on the system.
5.4. ANALYSIS OF THE PERFORMED PHASE DIAGRAMS 93
Table 5.10: Parameters a and b resulting from the linear fit y = a + b x describing the
boundary between soluble and non-soluble samples in figs.5.9a-c.




units: a in mmol.
With these results at hand we searched for ratios of the concentrations of the different
components and the border lines in the phase diagrams which could help us to interpret
the diagrams. The only relation found is between the mole numbers of water and the mole
numbers of LiCl. The results are shown in figs. 5.9 a-c (on the x-axis the mole number of
water is indicated, y-axis represents the mole number of LiCl). In these diagrams, the data
points indicating dissolved and non-dissolved or transition samples fall into two regions,
which are located on both sides of a separation line within the error limits. This line
represents the linear fit of the data for the most water concentrated, but still isotropic
samples at a given cellulose concentration in the mixture. The values of the parameters a
and b corresponding to the different concentrations are given in table 5.10.
It becomes evident that the type of the separation lines is equal for all the measured sam-
ples, giving approximately straight lines with similar slopes. The presented ’parameters’ do
not account for the whole cellulose concentration range as the number of measured samples
is small. However, the results can serve as a tool for estimating the maximal still tolerable
water content at a certain LiCl concentration, so that dissolution of the required cellulose
amount occurs. This is important as complete removal of water is not always possible. The
size of parameter b suggests that when the water concentration in the solutions is so high
that the ratio between LiCl and water is 1:2 the solubilization of cellulose does not take
place any more. It seems that the present LiCl/DMA ion-pair or complex is destroyed or
its capability to involve the hydroxyl groups strongly influenced by the presence of water.
As the question of preferential solvation of LiCl in water and DMA is not yet sufficiently
cleared we can just suppose that a formation of a mixed complex of the general form
Li[(DMA)x(H2O)y]Cl as discussed in previous section considering the DRS data of the
LiCl/DMA/water system is responsible for the changes in the system. The formation of
an aqueous Li[(H2O)2]Cl complex does not seem very probable in this case. This complex
should be formed at this temperature, however, at very high LiCl concentrations as shown
in solubility studies of LiCl in water [199, 200]. The solid state should have the same
composition. The conditions in our system do not correspond well to this situation.
In order to demonstrate the influence of water on the solubilization process the following
interpretation was chosen. In figure 5.10 the minimum amount of LiCl necessary to dis-




























Figure 5.9: LiCl/Water molar ratio for samples of the system LiCl/DMA/Cellulose/Water
with (a) 0.5 %, (b) 1.0 % and (c) 2.0 % cellulose. (◦) symbolize the isotropic samples and
(•) all others. The lines represent a boundary between the two regions in the graph.
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Table 5.11: Parameters A and B resulting from the linear fit y = A + Bx describing the
boundary between soluble and non-soluble samples in fig. 5.10.





units: A in mmol g−1.
solve cellulose is indicated for various water contents. In the diagram isotropic samples
with the highest water concentration are displayed with respect to the concentration of
anhydroglucose and of LiCl in the mixtures. The concentration is expressed in mole num-
bers normalized to the weight of the sample. The amount of samples is small because only
few samples with the same water content (tolerance 0.1%) were measured. It can be seen
that the higher the water content the higher is the necessary LiCl concentration. This just
justifies the previous observations. Similar to figs. 5.9a-c, the lines in fig. 5.10 represent
linear fits according to y = A + B x. The values provide a qualitative overview of the
characteristics of the system and are listed in table 5.11. Unfortunately no clear connec-
tion between the LiCl/DMA solvate and the present water content was found. This can
be explained by the difficulties in defining the molecular weight of this complex and so its
mole number. However, the importance of the presence of DMA should not be neglected.
Parameter A refers to the minimum amount of LiCl in the mixture necessary so that
any dissolution takes place, A ∼ n(LiCl)min. As expected it considerably increases with
the growing water content in the samples. Even more interesting is the interpretation
of parameter B that describes the ratio between LiCl and anhydroglucose unit (AGU),
B = n(LiCl)/n(anhydroglucose), necessary for the dissolution. Unfortunately the scatter
of these values in the mixtures containing water is so pronounced that no quantitative
conclusions can be drawn. In contrast, for the solutions prepared in anhydrous LiCl/DMA
the number of points is sufficient to allow some interpretation. The corresponding value of
parameter B is 2, which implies that twice as much LiCl is needed per AGU in order to
dissolve the sample. This ratio is a little surprising as usually only one LiCl (or LiCl/DMA
complex) is supposed to react with the accessible hydroxyl groups of cellulose. This was
shown in studies with model substances, see [154]. In this case it would imply that two
hydroxyl groups from each AGU are involved in the interaction.
As pointed out in the introduction section regarding cellulose properties and its dissolution
in LiCl/DMA the dissolution mechanism in this solvent is not yet clear. As a non-degrading
or non-derivatizing solvent for polysaccharides it is supposed to break down only the in-
termolecular and not the intramolecular hydrogen bonds in cellulose. The morphological

















Figure 5.10: The molar ratio between LiCl and the anhydroglucose at different water con-
centrations which leads to the minimum concentration of LiCl necessary for the dissolution
of cellulose.
structure should not be affected in this solvent either. So if two LiCl/DMA complexes react
with the AGU this should result from the presence of two intermolecular hydrogen bonds.
However, the crystalline modification of native cellulose (cellulose I) is usually described
by the presence of two intra- and one intermolecular hydrogen bond, see [19]. In our case,
nevertheless, it seems that at least some part of the intramolecular structure is influenced




The present study dealt with the investigation of the structure and dynamics of LiCl
solutions in N,N-dimethylacetamide (DMA) by dielectric relaxation spectroscopy (DRS).
Some rather exploratory DRS measurements were provided also on aqueous solutions of
LiCl and mixtures of LiCl in water and DMA. Since the studied system is frequently
utilized as a non-degrading solvent system for cellulose and other polysaccharides, several
phase diagrams of cellulose in LiCl/DMA system were performed here as well. The results
obtained from the analysis of the dielectric properties can be summed up as follows.
LiCl in anhydrous DMA
Solutions of LiCl in DMA were examined over the entire concentration range by DRS
in the frequency range 0.2 ≤ ν/GHz ≤ 89 at 278, 298, 318 and 338 K. The obtained
spectra were fitted at first by a superposition of four Debye processes. This interpretation,
however, proved not to be consistent at all temperatures and therefore the combination of
a Cole-Cole (CC) and two Debye (D) processes was chosen. The two high-frequency Debye
processes were assigned to the solvent, whereas the low-frequency relaxation process could
be attributed to the formation of solvated LiCl ion pairs.
The effective solvation numbers, representing the number of irrotationally bound DMA
molecules, were obtained from the sum of the solvent amplitudes by the application of
the modified Cavell equation. They were ascribed to Li+ as Cl− is supposed to remain
unsolvated in DMA. The solvation shell of the cation undergoes considerable changes with
increasing LiCl concentration in the system. The obtained effective solvation numbers
decrease from ca. 6 at the infinite dilution to the value of 3 near the saturation limit.
This indicates the presence of a direct interaction between Li+ and Cl− in concentrated
solutions.
The CC process describing the low-frequency region exhibits a very broad relaxation time
distribution. This seems to be a special feature of LiCl/DMA solutions. From the result-
ing dispersion amplitude of the solute relaxation process the ion-pair concentration was
deduced. In the calculations ionic species of different geometries were assumed. The corre-
sponding association constants were then obtained from the overall stability constants and
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compared to the literature data. Additionally, the structures of possibly occurring com-
plexes were calculated by the help of the semi-empirical PM3 method as [Li(DMA)x]Cl,
where 1 ≤ x ≤ 6. The calculations predicted the complex [Li(DMA)3]Cl as the most sta-
ble species. The obtained association constants combined with the other features of this
system led to the conclusion that LiCl/DMA solutions exhibited a broad concentration
and temperature dependent distribution of ionic species. This observation seems to eluci-
date the fact that the dissolution of cellulose in LiCl/DMA solutions takes place only in a
certain concentration range as demonstrated in our phase diagrams.
The analysis of the relaxation time and association constants showed that the presence of
solvent separated ion pairs could be excluded. Thus at low concentrations the formation
of solvent-shared ion pairs (SIP) takes place, whereas at high LiCl concentrations these
are replaced by the contact ion pairs (CIP). Additionally a new species, the so called
penetrating solvent-shared ion pair (PSIP), was introduced. PSIP was obtained from
MOPAC calculations and described the dielectric properties of the system in the best way.
It could be interpreted as an ’intermediate form’ between SIP and CIP species.
LiCl in water
DRS spectra of aqueous LiCl solutions were measured at 298 K in the concentration range
0.1 . c / mol L−1 . 1. The spectra were interpreted by the D+D fit. The low-frequency
process could be attributed to a weak association resulting from the formation of a solvent-
shared ion pair yielding a very small association constant. The high-frequency relaxation
process was ascribed to the cooperative relaxation of bulk water. Its dispersion amplitude
was evaluated in the form of effective hydration numbers. Since the residence time of Cl−
in the hydration shell is comparable to the residence time of water molecules in the bulk,
the resulting hydration numbers were ascribed to the cation. The values suggested the
presence of ca. 6 to 8 water molecules in the solvation shell of lithium in the dilute region.
LiCl in the mixed solvent system DMA/water
The measurements on the LiCl/DMA/water system were performed as an exploratory
study for a concentrated LiCl/DMA solution diluted by different amounts of water. The
spectra were fitted by D+D+D+D model that resulted in the appearance of a new relax-
ation process with a dispersion amplitude strongly dependent on the water content in the
solutions.
The amplitudes resulting from the two solvent relaxation processes decrease with increas-
ing water concentration. However, this seems to result from the decreasing concentration
of DMA in the system on the whole. The amplitude of the first ion-pair relaxation pro-
cess decreases also significantly but this can be caused by the dilution of water leading to
lower LiCl concentration. The new relaxation process appearing in the spectra is prob-




In the present work five phase diagrams of cellulose in the solvent system LiCl/DMA were
established dealing with the influence of water and temperature on the dissolution. The
first study proved that under the activation and dissolution conditions used, the lower
temperature (278 K) was preferable in order to reach higher maximum solubility. At 278
K 10 wt% of cellulose could be dissolved at the highest possible LiCl concentration, in
contrast to 8 wt% at 298 K. Nevertheless, the minimum amount of LiCl necessary for
the dissolution increased with decreasing temperature. At the lower temperature it was
possible to dissolve some cellulose only at c(LiCl) & 4 wt%, whereas at 298 K already
3 wt% were sufficient to dissolve some minimum amount of cellulose. This is in a good
agreement with the DRS-results that suggest a different species distribution at low and
high LiCl concentrations.
In the case of water-containing samples, the maximum water content in the samples that
did not lead to precipitation or liquid crystal formation was always below 3 wt%. The
minimum necessary concentration of LiCl in DMA increased strongly with increasing wa-
ter concentration. Thus the relation between the concentration of water and LiCl in the
samples seems to be the most important factor for the dissolution in this case. The maxi-
mum mole ratio between water and LiCl in the measured samples at which solubilization
still occurred was 2:1. This implies that as soon as more than two water molecules per
LiCl molecule are present the concentration of the salt is not sufficient for the complete
dissolution of cellulose. This fact results probably from the formation of a mixed solvent
complex as proposed in the DRS-studies or the decreased availability and basicity of Cl−
due to its solvation by water.
A relation between LiCl concentration and anhydroglucose unit (AGU) in cellulose was
established as well. For samples in anhydrous LiCl/DMA solutions this ratio was 2:1. This
suggests that the interaction of two LiCl with one AGU is required. This should result
from the break down of two hydrogen bonds in the cellulose samples.
Prospects for future
In the next future several phase diagrams with different cellulose samples and water con-
tents should be performed. These experiments would allow to draw some general quanti-
tative conclusions concerning the ratio between LiCl and water or LiCl and AGU, respec-
tively. This should help us to get a more precise description of the dissolution mechanism
of cellulose in this solvent.
Furthermore, the samples in anhydrous LiCl/DMA solutions with low viscosity should be
examined by means of TDR. Since this method reflects sensitively the dipole moment struc-
tural changes, the investigation of probes with composition near to the phase boundaries
should determine if Cl− was involved in the interaction with cellulose hydroxyl groups.
The analysis of the relaxation pattern should also lead to a better understanding of the
role of DMA in the dissolution process.
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