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Abstract
     Decrease of summer sea ice extent in the Arctic Ocean opens interesting shipping routes and 
creates potential for many marine operations. For these activities, accurate predictions of sea 
ice conditions are required to maintain marine safety. In an effort towards Arctic sea ice 
prediction, the Arctic sea ice data assimilation (DA) system is developed, based on a regional 
Arctic configuration of the Massachusetts Institute of Technology general circulation model 
(MITgcm) and a local Singular Evolutive Interpolated Kalman (LSEIK) filter to assimilate 
Special Sensor Microwave Imager/Sounder (SSMIS) sea ice concentration operational products 
from the National Snow and Ice Data Center (NSIDC). The summer of 2010 is selected to 
implement a DA study. Based on comparisons with both the assimilated NSIDC SSMIS 
concentration and concentration data from the Ocean and Sea Ice Satellite Application Facility 
(OSISAF), the forecasted sea-ice edge and concentration are improved over simulations 
without data assimilation. By nature of the assimilation algorithm with multivariate covariance 
between ice concentration and thickness, sea ice thickness fields are also updated, and 
evaluation with in-situ observation shows some improvement over the forecast without data 
assimilation.   
The LSEIK system is further extended to investigate the impact of assimilating sea ice 
thickness data derived from ESA’s Soil Moisture and Ocean Salinity (SMOS) satellite together 
with SSMIS sea ice concentration data. A period of three months from November 1st, 2011 to 
January 31st, 2012 is selected to assess the forecast skill of the assimilation system. For 
comparison, the assimilation is repeated only with the SSMIS sea ice concentrations. By 
running two different assimilation experiments, and making comparison among the 
unassimilated model, independent satellite derived data and in-situ observation, it is shown that 
the SMOS ice thickness assimilation leads to improved thickness forecasts. With SMOS 
thickness data, the sea ice concentration forecasts also have a better agreement with 
observations, although this improvement is smaller.  
Then the role of atmospheric uncertainty for the assimilation and prediction of Arctic sea ice 
is explored by running the MITgcm in data assimilation and prediction mode for the summer 
of 2010. The atmospheric ensemble forcing is taken from the UK Met Office (UKMO) system 
available through the TIGGE (THORPEX Interactive Grand Global Ensemble) database. The 
DA system is also based on LSEIK filter and SSMIS sea ice concentration from the NSIDC are 
assimilated. Two kinds of experiments are carried out using different LSEIK configuration and 
forcing: The first one uses a single deterministic control forcing and a forgetting factor 
necessary to inflate the ensemble spread in the DA phase; the second one uses 23 members 
from the UKMO atmospheric ensemble prediction system, thereby avoiding any additional 
???
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ensemble inflation and making further tuning unnecessary. With both systems the model data 
misfit improves as expected, but the ensemble approach outperforms the deterministic filter. 
The ice concentration of 24h forecasts is consistently closer to observations with the ensemble 
approach, because a larger and more realistic ensemble spread, representing model uncertainty, 
leads to a better adjustment. 15-day forecasts also have a better performance with ensemble 
forcing than with deterministic forcing, because of both the larger spread and the better initial 
state in the ensemble forced system. The ensemble forcing can also improve poor initial states 
obtained from the deterministic control forcing, because the ensemble forcing introduces a 
larger spread that spans a larger range of model simulations. However, ice thickness forecasts 
cannot be significantly improved with the ensemble forcing. 
Finally, the recently released Sea Ice Climate Change Initiative (SICCI) sea ice concentration 
data during summer are assimilated. Atmospheric forcing uncertainties are modelled by using 
UKMO atmospheric ensemble forecasting data. Using the original observation uncertainties 
improves the ensemble mean state of ice concentration compared to using constant data errors, 
but does not improve the ice thickness. Thickness forecasts can be improved, however, by 
raising the minimum observation uncertainty to inflate the underestimated data error and 
ensemble spread. 
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1. Introduction 
1.1 Sea ice, an important player of the climate system 
Sea ice is an important component of the climate system. It covers less than 5% of the Earth’s 
surface on annual average (Cavalieri and Parkinson, 2012; Parkinson and Cavalieri, 2012) and 
is typically thinner than a few meters (Rothrock et al., 2008; Worby et al., 2008). Compared to 
the ocean or the atmosphere, it is very small in the area or volume, but it plays an important 
role in the climate system.  
Sea ice is a physical barrier between the atmosphere and the ocean. Sea ice albedo is 
much higher than the open water albedo (Ebert and Curry, 1993; Perovich et al., 2002), thus a 
large amount of solar radiation is blocked by sea ice and cannot penetrate into the ocean. Due 
to a very low thermal conductivity, sea ice and its snow cover also insulate the ocean from the 
atmosphere (Pringle et al., 2007). Sea ice involves in several important feedback mechanisms 
with the ocean and the atmosphere (Ebert and Curry, 1993; Bitz and Roe, 2004; Notz, 2009; 
Weiss, 2013), for example, the so called sea ice-albedo feedback, which originates from the 
strong contrast between the albedo of sea ice and open water. Less sea ice cover leads to lower 
average albedo and more incoming shortwave radiation absorbed by the ocean (in leads); this 
will further melt the sea ice. Conversely, a larger ice cover increases the albedo and reduces the 
penetrating solar radiation, which favours further sea ice growth (Figure 1.1). This powerful 
feedback is particularly pronounced in the context of global warming (Curry et al., 1995), and 
can be further amplified by a mechanical and a dynamic feedback through the drifting sea ice 
(Weiss, 2013). For example, the more ice melting leads to thinner ice, lower mechanical 
strength and more fracturing and larger deformation, this can directly lower the mean albedo of 
the Arctic Ocean, or work indirectly through a dynamic feedback: the accelerated sea ice drift 
transports more ice out of the Arctic, finally the regional albedo of the Arctic Oceans is further 
reduced (Weiss, 2013).   
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Figure 1.1: Illustration of the sea ice-albedo feedback mechanism. The direction of the arrows 
indicates the direction of the interaction. A "+" or "-" indicates a positive or negative interaction, 
respectively. A "?" indicates either the sign of the interaction is uncertain or that the sign 
changes over the annual cycle. Figure from Curry et al. (1995). 
 
Sea ice changes local ocean thermohaline circulation. When sea ice forms from saline 
seawater, brine is rejected in the upper layers of the ocean; while a freshwater layer is formed 
during sea-ice melting. The induced changes in seawater density can alter the stability of the 
water column (Winton, 1999), and restrict the convection to the upper layer (Dieckman and 
Hellmer, 2010). Sea ice transport can also influence the rate of deep water formation in the 
Nordic Seas (Aagaard and Carmack, 1989). The Arctic sea ice anomalies are also likely to 
impact the global thermohaline circulation on longer time scales (Lohmann and Gerdes, 1998).  
Furthermore, sea ice also influences the lower-latitude weather and climate. The rapid 
Arctic sea ice decline over the last 10 years has been considered as an important reason inducing 
a lot of extreme events at mid-latitudes: unusually cold and snowy winters in Europe, the US 
and Eastern Asia (Liu et al., 2012; Cohen et al., 2012), heat waves and droughts in the US and 
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in Europe (Tang et al., 2014) and anomalous anticyclone circulation over eastern European and 
Russia (e.g., Semmler et al., 2012; Yang and Christensen, 2012).  
1.2 Sea ice variability in the Arctic 
On seasonal scale, in response to the significant variations of insolation in polar areas, the Arctic 
sea ice presents pronounced seasonality, although it is still weaker than the Antarctic sea ice. 
The extent of the Arctic sea ice varies from 6 million km2 in September to 15 million km2 in 
March (Chapter 4 of IPCC, 2013).  
On interannual to decadal time scales, the Arctic sea ice cover is becoming smaller, thinner, 
younger and faster (Massonnet, 2014a). Satellite observations show that in the past 30 years the 
Arctic sea ice extent and concentration have reduced in almost all sectors and in all seasons, 
but the maximum decline is observed in summer and autumn (Cavalieri and Parkinson, 2012). 
In the last 10 years this summer decline accelerated with record lows in September. On 16th 
September 2012, the sea ice extent dropped to 3.41 million km2, creating a new record of 
summer minimum. From 2003 to 2008, the observed basin-wide decline of Arctic sea ice 
thickness reached 0.17 m year-1 (Kwok and Rothrock, 2009). Accompanied by climate change, 
the melt season extended by almost 20 days from 1979 to 2007 (Markus et al., 2009). The thick 
multi-year sea ice cover has been largely replaced by thin seasonal ice (Maslanik et al., 2007). 
Furthermore, the Arctic sea ice drift velocity has significantly increased due to the intense 
thinning and mechanical strength decreasing (Rampal et al., 2011). 
The IPCC (2013) reported that anthropogenic forcings are very likely to have contributed to 
Arctic sea ice loss since 1979. According to the latest climate model projections, the Arctic 
Ocean will become ice-free by the middle of the 21th century in high emission scenarios (Figure 
1.2; Liu et al., 2013). However, it is also noted that the 1979-2012 observed sea ice extent 
retreats more rapidly than most of the modeling result (Figure 1.2), which means that the models 
may even underestimate the decline and hence, the ice free states could happen even earlier.  
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Figure 1.2: Time-series of the simulated (colored lines) September sea ice extent from 1979 to 
2100 for the nine selected models under representative concentration pathways (RCP) 8.5. The 
thick black line is the observations. The thick red line is the ensemble mean of the nine models. 
The black circle is September sea ice extent in 2012. Figure from Liu et al. (2013). 
1.3 Data assimilation as a tool to improve the sea ice model state estimation and prediction 
Arctic sea ice decline opens new economic opportunities such as shipping and tourism. For 
example, the new shipping passages can largely shorten distance between Europe and East Asia. 
There were 34 (50) vessels passing through the Northern Sea Route (NSR) in 2011 (2012), and 
estimates suggest that cargo carried through the NSR will increase by a factor of 80 by 2020 
(Smith and Stephenson, 2013). Figure 1.2 shows a picture of the ships passing through the NSR 
in July 2012. Accurate summer sea ice forecasts are therefore urgently required to thoroughly 
manage the opportunities and risks associated with Arctic climate change (Eicken, 2013). 
Before this backdrop, the Polar Prediction Project of the World Meteorological Organization’s 
World Weather Research Programme are in action to improve environmental (especially the 
sea ice) prediction capabilities in polar regions (see http://polarprediction.net).  
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Figure 1.3: Photo of the ships passing through the Northern Sea Route (NSR) in July 2012. 
Photo taken by Chunhua Li, National Marine Environmental Forecasting Center of China. 
 
There are several factors that can affect the sea ice forecasting behaviour, e.g., systematic 
biases in the model configuration or atmospheric forcing, and data assimilation techniques. To 
reduce uncertainties in the sea ice forecast, it is essential to advance the initial conditions of the 
forecast. The obvious way is to involve available observations with advanced data assimilation 
techniques (Lisæter et al., 2003). 
The mission of all data assimilation (DA) techniques are to obtain an optimal estimate of a 
model state in a statistical sense. Current DA methods in sea ice models include nudging 
(Lindsay and Zhang, 2006; Tietsche et al., 2012; Wang et al., 2013), optimal interpolation 
(Zhang et al., 2003; Dulière and Fichefet, 2007; Stark et al., 2008), 3D-Var (Caya et al., 2010; 
Posey et al., 2011; Buehner et al., 2012) and ensemble Kalman filtering (Lisæter et al., 2003, 
2007; Mathiot et al., 2012; Massonnet et al., 2013). Among all the DA methods, the ensemble 
Kalman filter (EnKF) is particularly well suited for strongly nonlinear models (such as sea ice 
models) because the model error covariance matrix is dynamically evolved through multiple 
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ensemble forecasts (Figure 1.4; Nerger, 2014). Furthermore, the multivariate nature of the 
analysis updates allows the EnKF to affect variables that are not assimilated.  
As a variant of the EnKF, the Singular Evolutive Interpolated Kalman (SEIK) filter algorithm 
has been demonstrated to have more advantages over the EnKF. For example, it is 
computationally more efficient, and more accurate (Nerger et al., 2005). The SEIK filter has 
already been successfully used in assimilating sea ice motion in a stand-alone sea ice model 
(Rollenhagen et al., 2009). All the ensemble based Kalman filters (including the EnKF and 
SEIK) have the Gaussian hypothesis, but this cannot be fully met in the sea ice, because sea ice 
concentration ranges from 0 to 1. 
?
Figure 1.4: Illustration of the Ensemble-based Kalman Filter. Figure from Nerger (2014). 
?
It should be noted, to carry out real-time Arctic basin scale sea ice data assimilation and 
prediction, people also need reliable satellite based sea ice observation data. Sea ice 
concentration has been successfully observed by satellite-based passive microwave instruments 
for over 30 years. One can also obtain the well estimated passive sensor based sea ice drift data 
in the cold season (Kwok, 2011). However, observing sea ice thickness from space is still a 
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challenge (Kwok and Sulsky, 2010; Kaleschke et al., 2012; Tian-Kunze et al., 2014). Recently, 
an operational sea ice thickness product based on the Soil Moisture and Ocean Salinity (SMOS) 
mission with data starting from 2010 has been released by University of Hamburg (Tian-Kunze 
et al., 2014). This data set provides error estimates over the daily basis (Figure 1.5). Thus, 
although the SMOS ice thickness is only valid for thin ice, for the first time, this data provides 
us with an opportunity to assimilate the daily near real-time basin-scale sea ice thickness 
observation. 
   
Figure 1.5: SMOS Sea Ice Thickness (left) and its retrieval uncertainty (right) on February 1st, 
2015. Figure from http://icdc.zmaw.de/. 
 
1.4 Research outline of this thesis 
The main focus of this thesis is to develop an efficient ensemble based sea ice data assimilation 
system, and to investigate its effects on sea ice concentration and thickness prediction. In the 
following Chapter 2 the numerical model and data assimilation methods used in this thesis are 
described. Chapters 3-6 consist of three published manuscripts and one manuscript in 
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preparation, which contain the main results of this thesis. The conclusion and outlook are 
presented in Chapter 7, to summarize the current work and future perspectives. 
Previous studies demonstrated the feasibility and the benefit of assimilating observed sea-ice 
concentration or drift observation into coupled ice–ocean models (e.g., Lisæter et al., 2003; 
Lindsay and Zhang, 2006; Stark et al., 2008; Buehner et al., 2012). However, there are still a 
lot of challenges: (1) the assimilation of observed ice concentration in ice–ocean models was 
shown to correct the simulated concentration, but the improvement in ice thickness was always 
small and not significant. (2) Due to the sparsity of gridded sea ice thickness observations, there 
are very few assimilation studies on ice thickness, and there is still no publication of 
assimilating the daily near real-time basin-scale sea ice thickness observation. (3) In most 
previous studies sea ice-ocean models are driven by single deterministic atmospheric forcing 
fields; the uncertainties and biases in the forcing are neglected in these studies. It turns out to 
be necessary to carry out the Arctic sea ice data assimilation and prediction studies in which 
realistic, flow-dependent atmospheric uncertainty is taken into account. 
Based on the context presented above, the major objects of the four manuscripts that 
constitute this thesis are: 
In Chapter 3, the study entitled "Assimilating summer sea ice concentration into a coupled 
ice-ocean model using a local SEIK filter" (published in Annals of Glaciology, referred to Yang 
et al. (2014a)) is presented. The following questions were addressed:  
1. Is the local ensemble-based Singular Evolutive Interpolated Kalman (SEIK) filter 
suitable for assimilating the summer sea-ice concentration data? 
2. Can the summer sea ice thickness be improved by assimilating only the summer sea-ice 
concentration data but through the multivariate covariance between ice concentration 
and thickness? 
    In Chapter 4, the study entitled "Assimilating SMOS sea ice thickness into a coupled ice-
ocean model using a local SEIK filter" (published in Journal of Geophysical Research: Oceans, 
referred to Yang et al. (2014b)) is presented. The LSEIK system of Chapter 3 was extended to 
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assimilate both sea ice concentration and ice thickness data. The following questions were 
addressed: 
1. In the autumn-winter transition season, can the local SEIK filter improve the sea ice 
concentration and thickness forecast by assimilating the sea-ice concentration data only?  
2. Can the local SEIK filter effectively assimilate the newly developed SMOS ice thickness 
data and improve the ice thickness and concentration forecast?  
    In Chapter 5, the study entitled "The role of atmospheric uncertainty in Arctic summer sea 
ice data assimilation and prediction" (published in Quarterly Journal of the Royal 
Meteorological Society, referred to Yang et al. (2015)) is presented. The following questions 
were addressed: 
1. Does the atmospheric ensemble implementation allow to sufficiently well approximate 
the atmospheric error statistics and, therefore, to improve the system state 
estimation/initialization and short-term forecast in summer? 
2. Does the ensemble of atmospheric conditions allow to more reliable sea ice medium-
range forecasts? 
In Chapter 6, the study entitled "The benefit of using sea ice concentration satellite data 
products with uncertainty estimates in summer sea ice data assimilation" is presented. The 
following question was addressed: 
1. With the novel SICCI sea ice concentration data and its uncertainty estimates, can we 
quantify the impact of different uncertainty approximations on sea ice data assimilation?  
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2. Methods 
This doctoral study uses a numerical model and data assimilation software to carry out the sea 
ice data assimilation and forecast. In section 2.1, the Massachusetts Institute of Technology 
General Circulation Model (MITgcm) and its sea ice module is briefly explained. In section 2.2, 
the Parallel Data Assimilation Framework (PDAF) and the ensemble-based Singular Evolutive 
Interpolated Kalman (SEIK) filter and its localization are introduced.  
2.1 Model description 
For modelling purposes, sea ice is considered as a 2-D quasi-continuous fluid. The main 
prognostic variables are 
? ?, ,h h x y t? , the mean (effective) sea ice thickness (ice volume per reference area) 
? ?, ,s sh h x y t? , the mean (effective) snow thickness (snow volume per reference area) 
? ?, ,A A x y t? , the sea-ice concentration, fractional ice-covered area ranging from zero to one  
 ? ?, ,x y tu u? , the zonal and meridional ice drift velocity. 
The continuity equations are used to describe the time evolution of h , sh  and A : 
? ?t hh h Su? ??? ?   (2.1) 
? ?t s s sh h Su? ??? ?   (2.2) 
? ?t AA A Su? ??? ? ,   0 1A? ?   (2.3) 
The three variables are updated by the dynamic sea ice drift and the thermodynamic melting 
and freezing (right side of the equations).  
Here is the process to solve the above equations (2.1-2.3): First, the model computes ice 
strength and then ice drift velocities from the new ice and snow thickness distribution, then the 
ice and snow variables are adverted with these velocities, and finally the thermodynamic part 
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is called to update the sea ice and snow variables.  
The MITgcm sea ice model (MITgcm/sim; Losch et al., 2010; Losch et al., 2014) includes 
state-of-the-art dynamics and simple zero-layer thermodynamics (Losch et al., 2010). It has 
been used in regional Arctic studies at varying resolution (Losch et al., 2010; Nguyen et al., 
2011; Nguyen et al., 2012). People can find detailed description of MITgcm/sim in Losch et al. 
(2010), Losch et al. (2014) and the MITgcm Manual (Adcroft et al., 2015). 
In this study, a regional MITgcm configuration (Losch et al., 2010; Nguyen et al., 2011) is 
used in these Arctic modeling and forecasting experiments. The modeling domain covers a 
limited Arctic area with open boundaries in both the Atlantic and Pacific sectors (Figure 2.1).  
The grid covering the Arctic domain is locally orthogonal and has a variable horizontal 
resolution with an average spacing of 18 km. The vertical resolution is highest in the upper 
ocean, with 28 vertical levels in the top 1000 m. Bathymetry is derived from the U.S. National 
Geophysical Data Center (NGDC) two-minute global relief dataset (ETOPO2) (Smith and 
Sandwell, 1997). The dynamic, thermodynamic part of the sea ice model and the atmospheric 
forcing used in this thesis will be briefly described. 
 
Figure 2.1: Model domain and the bathymetry of the MITgcm configuration. 
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Thermodynamics 
The MITgcm sea ice model offers two options of sea ice thermodynamics, a simple zero-layer 
thermodynamic following Semtner (1976) and the thermodynamic model of Winton (2000). In 
this thesis, we use the default simple thermodynamic model. Linear temperature profiles and a 
constant ice conductivity are assumed, so that heat storage within the ice is not permitted. The 
model includes a snow layer to consider the influence of snow on the heat budget and surface 
albedo (Zhang et al., 1998). The effects of sea water flooding on the snow are also included 
(Leppäranta, 1983). The surface heat flux is computed following Parkinson and Washington 
(1979) and Manabe et al. (1979). 
In order to present the effect of sub-grid scale variations in ice thickness on the conductive 
heat flux, following Hibler (1984), the model assumes that sea ice thickness is distributed over 
seven fixed categories. The modeled total heat flux is obtained by area-averaging the heat fluxes 
on the seven thickness category.  
Dynamics 
Changes in the ice velocity are computed with the momentum equation (Hibler, 1979): 
(0)air ocean
Dum mf k u m F
Dt
? ? ?? ? ? ? ? ? ? ?     (2.4) 
Where i sm m m? ?  is the sea ice and snow mass per unit area. The sea ice drift are changed 
due to the joint forces of the Coriolis force ( mf k u? ? ), the wind-ice stress ( air? ), the ocean-
ice stress ( ocean? ), the gravity force on a tilted ocean surface ( (0)m ?? ? ), and the internal 
forces ( F ). The atmospheric and oceanic stress terms are computed using the bulk formulae 
(Losch et al., 2010).  
For the computation of F ???? , following Hibler (1979) and Zhang and Hibler (1997), 
sea ice is treated as a nonlinear viscous-plastic (VP) fluid, so the stress tensor ? can be related 
to the ice strain rate and strength. In this thesis, the VP model is integrated with the semi-
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implicit line successive over relaxation (LSOR) scheme of Zhang and Hibler (1997). 
Atmospheric forcing 
The atmospheric forcing variables required by the ice-ocean model are: 10-m surface winds, 
2-m air temperatures and specific humidity, precipitation as well as incoming long-wave and 
short-wave radiative fluxes. Bulk formulae are employed to calculate the heat, fresh water 
fluxes and surface stresses from the atmospheric state. 
For chapter 3 and chapter 4, the analysis data from the Japan Meteorological Agency (JMA) 
is used as the atmospheric forcing. This data uses the same data assimilation scheme as the 
Japanese 25-year Reanalysis (JRA25) (Onogi et al., 2007). In chapter 5, we use the atmospheric 
ensemble forecasts of the UK Met Office (UKMO) available in the TIGGE archive 
(http://tigge.ecmwf.int/).   
Each of the selected UKMO ensemble forecasts consists of one unperturbed ‘control’ 
forecast and 23 forecasts with perturbed initial conditions. As there is no precipitation output 
at 00 UTC, the precipitation at 00 UTC is replaced with the forecasts at 06 UTC.  
Following Parkinson and Washington (1979), the incoming short-wave radiation (?) is 
obtained by applying the cloudiness factor (c) by Laevastu (1960) to global radiation under 
cloudless skies (??) 
? ? ??(1? 0.6??)  (2.5) 
?? is calculated from an empirical equation by Zillman (1972) 
?? ? ????
??
????????????????????????????????  (2.6) 
? is the solar constant (1353W/m2; Thekaekara and Drummond, 1971), the cosine of the zenith 
angle ???? is caculated by the standard geometric formula:  
???? ? ????????? ? ???????????????  (2.7) 
where??, ???and ???are latitude, declination, and hour angle, respectively (Sellers, 1965). The 
approximate?? and ?? are determined as 
? ? ?????? ? ???????? ? ???????????? ? ??????   (2.8) 
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?? ? ? ????????? ? ??????????? ? ????      (2.9) 
while the vapor pressure ? is calculated by an empirical formula of Murray (1967):  
? ? ??? ? ??????????????????????  (2.10) 
where ?? is the surface dew point temperature (in units of K), ??? ?? ? ????? ????? for an ice 
cover and ????? ?????? for water surface. The cloudiness factor (c) and ??  are given by the 
UKMO data set.  
The incoming long-wave radiation is estimated from Idso and Jackson's (1969) formula for 
clear skies and modified by a cloudiness factor of ?? ? ??? 
? ?? ?????? ? ????????? ????? ? ???????? ? ?????? ? ?? ? ??? (2.11) 
The Stefan-Boltzmann constant ????  is ???? ? ??????????? , ??  is the surface air 
temperature, ??is the cloud cover value, and ? is an empirical factor of 0.275 (Marshunova, 
1966).  
The specific humidity is calculated from  
? ? ??????????  (2.12) 
Where ? ? ????? is the ratio of the molecular weight of water vapor to that of dry air (Hess, 
1959), ??is the surface air pressure, the vapor pressure?? can be calculated from equation (2.10). 
The surface air pressure is given by the UKMO forcing data set.  
2.2 Ensemble Kalman filtering  
The simulated and satellite observed sea ice variables (concentration, thickness) are combined 
using a sequential ensemble Kalman-type filter coded within the Parallel Data Assimilation 
Framework (PDAF, Nerger and Hiller, 2013). A detailed description of this software 
environment for ensemble based data assimilation with several filters can be found in Nerger 
and Hiller (2013) and on the PDAF website (http://pdaf.awi.de). 
In this study, I use the SEIK filter (Pham et al., 1998; Pham, 2001) to assimilate the sea ice 
concentration and thickness. The SEIK filter algorithm was selected because it is 
computationally efficient when applying with nonlinear models (Nerger et al., 2005). The filter 
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algorithm includes the following phases: initialization, forecast, analysis and ensemble 
transformation, which are described below. The sequence of forecast, analysis and ensemble 
transformation is repeated. 
Initialization. The initial ensemble approximates uncertainty in the initial state of the 
physical phenomena.  Before the very first forecast phase and/or the analysis, such an ensemble 
could be constructed based on known variability of the model state under variable forcing (see 
Losa et al., 2012; Losa et al., 2014). Thus, in this study I considered model integration over 
certain time periods to estimate the initial state error covariance matrix of sea ice concentration 
and thickness. In Chapter 3, 5 and 6, I used a modelling period of 1 June to 31 August 2010 
and in Chapter 4, I used a modelling period of 1 October to 31 December 2011. The leading 
EOFs of the considered model variability are used to generate the ensemble of the initial state 
of the sea ice conditions ??. The number of the leading EOFs taken into account determined 
the ensemble size.  The ensemble size I used was 15 (Chapter 3 and 4) and 23 (Chapter 5 and 
6), respectively.  
Forecast. In the forecast phase, all ensemble states are dynamically evolved in time with the 
fully nonlinear sea ice model driven by the atmospheric forcing: 
                                                     ??? ? ???????    (2.13) 
The model operator ?? represents the MITgcm model integration from time ???? to time ??? 
The symbols ‘‘f’’ and ‘‘a’’ denote the forecast and the analysis, respectively.  The ensemble  
???  approximates forecast uncertainty, and the forecast error covariance matrix  ???  can be 
calculated. 
Analysis and ensemble transformation. The analysis step combines the predicted model 
state ????with the observational information ?? and computes a corrected state: 
??? ? ???? ? ????? ? ??????  (2.14) 
?? ? ??????????????? ? ?????   (2.15) 
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Here ??  is the so-called Kalman gain, ?? is the observation operator, ??  is the observation 
error covariance matrix. Thus, in the analysis step the error covariance matrix ??? and ensemble 
of model state are updated. With the SEIK filter as a reduced-rank square-root approach, the 
updated ensemble samples the analyzed model uncertainties according to the leading EOFs. 
Such a sampling approximates the error statistics with a minimum ensemble size, which is still 
a crucial issue for any operational application. 
 To further reduce the size of the ensemble, the SEIK analysis is performed locally for each 
water column of the model surface grid by assimilating the observational information only 
within a radius. In this thesis, the radius of data influence is of ~126 km. Within the radius, I 
weighted the observations assuming quasi-Gaussian (Gaspari and Cohn, 1999) dependence of 
the weights on the distance from the analyzed grid point (see Janjić et al., 2012). 
Following Pham (2001) in computing ???, a ‘‘forgetting factor’’ 0 < ρ < 1 can be introduced 
to draw the analyzed state closer to the observations by giving less weight to the model error 
statistics (Pham, 2001) and, therefore, to inflate the forecast error covariance. This inflation 
allows one to account partly for uncertainties in the forcing and internal model parameters. For 
each study, a series of sensitivity experiments were carried out to find the best value of the 
forgetting factor. 
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ABSTRACT. The decrease in summer sea-ice extent in the Arctic Ocean opens shipping routes and
creates potential for many marine operations. For these activities accurate predictions of sea-ice
conditions are required to maintain marine safety. In an attempt at Arctic sea-ice prediction, the
summer of 2010 is selected to implement an Arctic sea-ice data assimilation (DA) study. The DA system
is based on a regional Arctic configuration of the Massachusetts Institute of Technology general
circulation model (MITgcm) and a local singular evolutive interpolated Kalman (LSEIK) filter to
assimilate Special Sensor Microwave Imager/Sounder (SSMIS) sea-ice concentration operational
products from the US National Snow and Ice Data Center (NSIDC). Based on comparisons with both
the assimilated NSIDC SSMIS concentration and concentration data from the Ocean and Sea Ice
Satellite Application Facility, the forecasted sea-ice edge and concentration improve upon simulations
without data assimilation. By the nature of the assimilation algorithm with multivariate covariance
between ice concentration and thickness, sea-ice thickness fields are also updated, and the evaluation
with in situ observation shows some improvement compared to the forecast without data assimilation.
KEYWORDS: sea ice, sea-ice modelling
1. INTRODUCTION
In the past 30 years Arctic sea-ice extent and volume have
consistently decreased in all seasons, but the maximum
decline is observed in summer. In the past 10 years this
summer decline has accelerated, with record lows in
September. The rate of decrease in September ice extent
recorded from 1979 to 1998 was (0.032 0.017)
106 km2 a–1, and from 1999 to 2010 it increased further to
(0.1540.038) 106 km2 a–1 (Cavalieri and Parkinson,
2012; Stroeve and others, 2012). From 2003 to 2008, the
observed basin-wide decline of Arctic sea-ice thickness
reached 0.17ma–1 (Kwok and others, 2009). The melt season
extended by almost 20 days from 1979 to 2007 (Markus and
others, 2009). According to the latest climate model
predictions, the September ice extent will drop to
1.7106 km2 in the mid-2040s and an ice-free state will
be reached in 2054–58 in high-emission scenarios (Liu and
others, 2013). In such a rapidly changing Arctic, the Arctic
shipping routes are expected to be open in the near future
and Arctic maritime activities will become more and more
frequent. These activities urgently require accurate sea-ice
real-time forecasts (Eicken, 2013).
In support of the CHInese National Arctic Research
Expeditions (CHINARE), a simple Arctic sea-ice–ocean
forecasting system based on the Massachusetts Institute of
Technology general circulation model (MITgcm) (Marshall
and others, 1997; see Section 2) was designed at the
National Marine Environmental Forecasting Center of China
(NMEFC; Yang and others, 2012). Sea-ice concentration data
were incorporated with a simple reinitialization scheme. In
this scheme, initial sea-ice concentration was replaced by
satellite observations, and sea-ice thickness and sea surface
temperature were adjusted accordingly. Although the
scheme makes full use of the concentration data, it is
dynamically crude and introduces physical inconsistencies.
For example, Yang and others (2011), after applying the
scheme, observed reinitialization shocks that lead to unreal-
istic sea-ice extents. While this system behavior may also be
related to systematic deficiencies in the model configuration
or atmospheric forcing, it is plausible to assume that
forecasts and system behavior can be improved by replacing
the simple reinitialization by more sophisticated data
assimilation techniques that allow the combination of
different types of observations and the model in a smooth,
systematic way.
Several studies have demonstrated the feasibility and the
benefit of assimilating observed sea-ice concentration into
coupled ice–ocean models. Lisæter and others (2003) used
an ensemble Kalman filter (EnKF) to assimilate Special
Sensor Microwave/Imager (SSMI) concentration. Lindsay
and Zhang (2006) employed a nudging scheme to assimilate
monthly averaged concentration. Stark and others (2008)
used an optimal interpolation method to assimilate the SSMI
concentration. Wang and others (2013) developed a
combined optimal interpolation and nudging scheme to
assimilate concentration. In all of these studies, the assimi-
lation of observed ice concentration in ice–ocean models
was shown to improve the simulated concentration, but the
improvement in ice thickness was always small. In a recent
study, Tietsche and others (2013) assimilated ice concen-
tration observations with a simple Newtonian relaxation into
a coupled climate model and updated the sea-ice thickness
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using a proportional dependence between concentration
and mean thickness. This simple scheme with the implicit
assumption of a correlation between ice thickness and
concentration was found to be successful in correcting sea-
ice concentration and thickness. However, the model
physics were crudely parameterized by a homogeneous
local correlation in their analysis.
In this study, a local ensemble-based singular evolutive
interpolated Kalman (SEIK) filter (Pham and others, 1998;
Pham, 2001) was used to assimilate the sea-ice concen-
tration into MITgcm over 3 months in summer. This fully
dynamic SEIK filter includes the full correlations between ice
thickness and concentration based on ensemble model
simulations. The effectiveness of the assimilation is analyzed
by comparing to the assimilated ice concentration data and
a different satellite observation product. In addition, the
influence of the assimilation on the ice thickness is assessed
with in situ measurements.
2. MODEL AND ATMOSPHERIC FORCING
The sea-ice module within the MITgcm (Marshall and
others, 1997) includes state-of-the-art dynamics and simple
zero-layer thermodynamics (Losch and others, 2010). It has
been used in regional Arctic studies at varying resolution
(Losch and others, 2010; Nguyen and others, 2011, 2012).
We use a regional MITgcm configuration similar to those in
our Arctic modeling and forecasting experiments. The
modeling domain covers a limited Arctic area with open
boundaries near 558N in the Atlantic and Pacific sectors. A
global configuration (Menemenlis and others, 2008) is used
to provide monthly boundary conditions for potential
temperature, salinity, and current velocities. The grid cover-
ing the Arctic domain is locally orthogonal and has a
variable horizontal resolution with an average spacing of
18 km. The sea-ice and ocean equations are solved on the
same horizontal mesh. The vertical resolution is greatest in
the upper ocean, with 28 vertical levels in the top 1000m.
Bathymetry is derived from the US National Geophysical
Data Center (NGDC) 2min global relief dataset (ETOPO2)
(Smith and Sandwell, 1997). The monthly mean river runoff
is based on the Arctic Runoff Data Base (ARDB; Nguyen and
others, 2011). The dynamics of the MITgcm sea-ice model is
based on a variant of the viscous–plastic (VP) dynamic–
thermodynamic sea-ice model (Zhang and Hibler, 1997)
with momentum equations solved implicitly on a C-grid
(Losch and others, 2010). The coupled sea-ice–ocean model
is stepped forward synchronously with a time step of 1200 s.
We illustrate the development of the assimilation scheme
for our Arctic model system with the help of historical
forecasts (i.e. ‘hindcasts’) with analysis data (Japan Meteoro-
logical Agency Climate Data Assimilation System (JCDAS)).
These analysis data start in January 2005. They are consistent
with the data assimilation used in the Japanese 25 year
reanalysis (JRA-25) (Onogi and others, 2007).
3. DATA ASSIMILATION APPROACH AND
OBSERVATION DATA
The simulated sea-ice concentration and satellite-derived
sea-ice concentration are combined using a sequential SEIK
filter with second-order exact sampling (Pham, 2001) as
coded within the Parallel Data Assimilation Framework
(PDAF; Nerger and Hiller, 2013; http://pdaf.awi.de). The
SEIK filter algorithm has been demonstrated to have some
advantages over the other filters: for example, it is better
suited for nonlinear models, computationally more efficient,
and more accurate than the EnKF (Nerger and others, 2005).
The SEIK filter has already been successfully used to
assimilate sea-ice motion in a stand-alone sea-ice model
(Rollenhagen and others, 2009). The filter algorithm can be
divided into four phases: initialization, forecast, analysis and
reinitialization.
The data assimilation process is initialized by an
optimized ocean–sea-ice spin-up run (Nguyen and others,
2011). The initial uncertainties in the model ice concen-
tration and thickness are approximated by an ensemble
generated from a multivariate empirical orthogonal function
(EOF) analysis of the model dynamics under variable
atmospheric forcing (see Losa and others, 2012, 2014). For
simplicity, the initial state error covariance matrix of the sea-
ice concentration and sea-ice thickness is estimated based
on a model integration over the period 1 June to 31 August
2010. In a real application, one would use a similar
sampling period from the previous model year, or maybe
even averaged over many previous model years. One time
slice per day is collected into a set of 92 state vectors. Each
state vector includes maps of sea-ice thickness and concen-
tration. Together these 92 state vectors form a matrix that is
decomposed into EOFs. The leading EOFs are used to
generate an ensemble of initial ice concentration and
thickness and, therefore, to approximate the background
forecast error covariance. After this initialization phase, the
ensemble evolves dynamically in time, driven by atmos-
pheric forcing, to produce a forecast at the time when new
data are available (here 24 hours). In the analysis and
reinitialization step, the ensemble forecast is combined with
the observations to create updates of the background error
covariance and the ensemble states based on model–data
misfit and the error statistics. After the analysis step, the
reinitialized ensemble members are again propagated by the
model to produce the next ensemble forecast. For more
details the reader is referred to Nerger and others (2006).
Following Nerger and others (2006) and Janjic´ and others
(2011) the SEIK analysis is applied locally at each model
gridpoint given the model forecast and observational
information only within a certain radius. In our study, a
radius of 7 gridpoints (126 km) was introduced to localize
the analysis. To account for missing data around the North
Pole (the ‘polar gap’ due to the inclination of the remote-
sensing satellite), the localization radius was gradually
increased from 8 gridpoints (144 km) at 868N to 29
gridpoints (232 km) at the North Pole. This approach allows
us to extrapolate the observed information from the
surrounding regions. Within the localization radius, the
observations are weighted according to their distance from
the center gridpoint (Hunt and others, 2007) by a fifth-order
polynomial function that mimics a Gaussian distribution
(Gaspari and Cohn, 1999). Due to the statistical nature of the
analysis update and the incomplete sampling of the error
covariance, the analysis step may generate overshoots of too
small (negative) and too high values of ice concentration and
thickness. Negative ice concentrations and thicknesses are
locally replaced by zero, and ice concentrations are bounded
from above by 1 (100% ice cover). An ice-concentration-
dependent adjustment of the ice thickness is also applied at
the same time. Zero ice thickness in the presence of nonzero
ice concentration is set to a new ice thickness of 2m times ice
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concentration (Tietsche and others, 2013). Any ice thickness
with zero concentration is removed. The sea surface
temperature is not part of the state vector and hence is not
modified directly by the SEIK filter; in the presence of sea ice,
sea surface temperatures are updated implicitly by the model
assumption of thermodynamic equilibrium between sea ice
and the ocean surface water layer.
Two types of daily sea-ice concentration data are used in
this study. The ice concentration observations used in the
assimilation are derived from US Defense Meteorological
Satellite (DMSP) F-17 Special Sensor Microwave Imager/
Sounder (SSMIS) passive microwave data, processed by the
NSIDC with the NASA Team algorithm (Cavalieri and others,
2012; http://nsidc.org/data/docs/daac/nsidc0051_gsfc_
seaice.gd.html). These data are interpolated to the model
grid. On average, an estimate of uncertainty in the observed
sea-ice concentration is 10% (Tonboe and Nielsen, 2010),
but since the errors of satellite-derived sea-ice concentration
are far larger in summer than in winter (Comiso and others,
1997), and to account for a representative error, a constant
value of 0.30 is used for the uncertainties in NSIDC SSMIS
sea-ice concentration for summer 2010. The ice concen-
tration data used for evaluation are from the European
Organisation for the Exploitation of Meteorological Satellites
(EUMETSAT) Ocean and Sea Ice Satellite Application
Facility (OSISAF) (Eastwood and others, 2011). The final
product consists of daily fields provided on a 10 km polar
stereographic grid. Note that OSISAF concentration for
summer 2010 is derived from another passive microwave
sensor, SSM/I on board DMSP F-15, so it is independent of
the NSIDC data used in the assimilation.
Satellite-based observations of ice thickness are a
challenge (Kwok and Sulsky, 2010), and at present there
are very few reliable summer sea-ice thickness products
available. Instead of remote-sensing data we compare our
simulation and assimilation results to measurements of sea-
ice draft from the Beaufort Gyre Experiment Program (BGEP)
upward-looking sonar (ULS) moorings located in the
Beaufort Sea (BGEP_2009A, BGEP_2009D; Fig. 1) and sea-
ice thickness data obtained from autonomous ice mass-
balance buoys (IMBs; Perovich and others, 2009) as inde-
pendent observation data for ice thickness. The error in ULS
measurements of ice draft is estimated as 0.1m (Melling and
others, 1995). Drafts are converted to thickness by multi-
plying by a factor of 1.1, which is approximately the ratio of
mean sea-water density of 1024 kgm–3 to sea-ice density of
910 kgm–3 (Nguyen and others, 2011). Two acoustic
rangefinders on the IMBs monitor the position of the ice
bottom and the snow/ice surface. The sea-ice thickness is
estimated from these positions. The accuracy of both
sounders is 5mm (Richter-Menge and others, 2006). In this
study, the IMB_2010A and IMB_2010B were used; their
trajectories during summer 2010 are shown in Figure 1.
The performance of any data assimilation system depends
on the prior model and data error statistics and how these
statistics evolve in time (Losa and others, 2012, 2014). In the
application here, the most crucial parameters of the data
assimilation and forecasting system are the prior obser-
vational data errors, the localization length scale and
inflation of the time-evolved forecast error statistics. A series
of sensitivity tests has been carried out to calibrate our DA
system. Here the results of the calibrated system implemen-
tation as described above are presented.
In this study, the system’s forecasting skills are evaluated
with a series of 24 hour forecasts in which the local SEIK
(LSEIK) filter is applied every day at 00:00 UTC over the
period 1 June to 31 August 2010. The summer (June to
August) of 2010 was chosen as our experimental period to
check the performance of the assimilation system. The
atmospheric circulation between June and August 2010 was
characterized by the Arctic dipole anomaly, an atmospheric
pressure pattern that contributed to the record sea-ice loss in
2007 (Wang and others, 2009). The summer of 2010 was the
first time open water was found in the interior pack ice near
the North Pole as early as 12 July (NSIDC, http://nsidc.org/
arcticseaicenews/2010/07/).
4. RESULTS
At each analysis step, sea-ice thickness and concentration
are updated based on the available data and the forecast
error covariance. The accumulation, i.e. the sum, of these
update increments from 2 June to 31 August 2010 is shown
in Figure 2. The spatial distribution of the accumulated
increments shows that there is a systematic tendency to
overestimate the ice concentration and thickness in the
coastal seas that the filter algorithm tries to correct.
Figure 3 shows the effect of assimilating NSIDC SSMIS
concentration data on the simulated sea-ice concentration
for 7 June (Fig. 3a and b) and 31 August 2010 (Fig. 3c and
d). The strong overestimation of sea-ice concentrations in
the model without data assimilation (Fig. 3a and c) is
corrected towards observed values, especially in the
marginal ice zone.
Figure 4 compares the temporal evolution of the root-
mean-square error (RMSE) of the ice concentration forecast
with and without data assimilation with respect to the
assimilated NSIDC SSMIS data (Fig. 4a) and the independent
OSISAF concentration (Fig. 4b) for 1 June to 31 August 2010.
Following Lisæter and others (2003), all RMSEs are evalu-
ated only at gridpoints where either the model or the
observations have ice concentrations larger than 0.05. The
green curve represents the RMSEs without assimilation,
while the blue curve and the dots are those obtained with
the LSEIK filter applied every 24 hours. As expected, the
effect of the data assimilation reduces the deviations of the
forecasted ice concentration from the assimilated SSMIS
Fig. 1. Locations of sea-ice thickness observation and buoy
trajectories from 1 June to 31 August 2010: BGEP_2009A (magenta
square), BGEP_2009D (red square), IMB_2010A (blue line) and
IMB_2010B (green line).
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concentration but also from the independent OSISAF
concentration. For reference, the rms difference between
the OSISAF and SSMIS concentration product is shown as
the black curve in Figure 4b. Although both products are
derived from the similar passive microwave sensors, the
deviations almost reach the RMSE of the assimilated model
simulation. The 91 day forecast based on LSEIK analysis on 1
June (magenta line in Fig. 4) illustrates that updated sea-ice
concentration and thickness allow for an improved forecast
over a long period (much more than 5 days). For 2 months
the RMSE of this forecast is smaller than the model
simulation without data assimilation.
The comparison of ice thickness predictions with in situ
ULS observations (BGEP_2009A, Fig. 5a; BGEP_2009D,
Fig. 5b) suggests an improvement in the sea-ice thickness
with assimilation of ice concentration. Note that the
Fig. 2. Accumulated analysis increments of (a) sea-ice concentration and (b) sea-ice thickness (m) over the period 2 June to 31 August 2010.
The increments refer to the update during the analysis.
Fig. 3. The forecast skill improvement of sea-ice concentration on 7 June (a, b) and 31 August 2010 (c, d). MITgcm only (a, c) and LSEIK
24 hour forecast (b, d) minus NSIDC SSMIS ice concentration.
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numerical model carries mean thickness (volume over area)
as a variable. The mean thickness is divided by the local ice
concentration to arrive at the thickness shown in Figure 5.
Both forecasts with and without data assimilation reproduce
the gradual decrease of ice thickness. Without DA, the
thickness flattens out, and the further decrease after late July
is not properly simulated. In general, the agreement between
predicted and observed sea-ice thicknesses has been
improved by assimilating ice concentrations: the rms differ-
ence between the forecast and observations has been
reduced from 0.90m to 0.57m at BGEP_2009A and from
0.95m to 0.53m at BGEP_2009D.
Fig. 4. Temporal evolution of RMSE differences between NSIDC SSMIS (a) and OSIAF ice concentration data (b) and MITgcm forecast
(green), 91 day forecast based on LSEIK analysis on 1 June (magenta), mean of 24 hour ensemble forecast based on LSEIK analysis (blue), and
LSEIK analysis (red) over the period 1 June to 31 August 2010. The deviation between NSIDC SSMIS and OSIAF concentration data is also
shown as black line in (b). Date format is dd/mm.
Fig. 5. Sea-ice thickness evolution at (a) BGEP_2009A, (b) BGEP_2009D Beaufort Sea, (c) IMB_2010A and (d) IMB_2010B from 1 June to
31 August, 2010: observation (black), MITgcm forecast without DA (green curve), and mean of ensemble forecast based on 24 hourly
analysis (blue). Date format is dd/mm.
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The drifting ice-mass balance buoys IMB_2010A and
IMB_2010B are also used for comparison. The modeled sea-
ice thickness is interpolated to each of the time-evolving
IBM locations. For IMB_2010A (Fig. 5c), the model starts
with a large positive bias of 0.9m on 1 June, but both
forecasts capture the observed downward trend. In August,
however, the assimilated model thickness increases errone-
ously, so the RMSE of the 3month thickness increases from
0.83m to 1.09m with data assimilation. The increase is
caused by the analysis updates of the LSEIK filter (not shown)
and can be understood as follows: In August IMB_2010A
passes through the polar gap around the North Pole where
no ice concentration observations are available. Instead of
local data, the filter extrapolates information of low ice
concentration from the fringe of the polar gap into the region
and the update of thickness is purely based on prior
correlations between concentration and thickness obtained
from model simulations (see Section 3). The model mean
thickness divided by (low) concentration as shown in
Figure 5 then overestimates the observed in situ thickness.
Clearly, the large data gap around the North Pole poses a
limitation to our DA system, and forecasts in this region are
not reliable.
Since its snow sounder failed on 7 May, the ice thickness
at IMB_2010B (Fig. 5d) had to be computed from ice profile
data that were available only once a week, so there are only
ten data points in the period 6 June to 8 August. Similar to
IMB_2010A, both model forecasts have a positive bias of
1.3m on 6 June, but both forecasts capture the decreasing
trend since 11 July. The LSEIK forecast is closer to the
observations over most of the period, so thickness RMSE
improved from 1.01m without DA to 0.79m with DA.
5. CONCLUSIONS
A LSEIK filter has been applied to assimilate observed sea-
ice concentration data into a regional Arctic ice–ocean
model. For the three summer months June to August 2010,
the agreement of the ice concentration forecast with satellite
observations improved in comparison with the regular
model run without DA. The corrections in the mean state
of the sea-ice concentration and thickness lead to an
improved concentration forecast over a long period. The
summer sea-ice thickness was also improved, most likely
due to the multivariate covariance between ice concen-
tration and thickness that was used in the LSEIK filter. There
are, however, limits to the quality of the forecasts. The polar
gap in the concentration data renders the forecasts near the
North Pole unreliable and leads to obvious problems in the
thickness forecasts. Still, given the fact that observed ice
thickness fields are not available over the entire Arctic area
in summer, our study is a step towards improving future
operational sea-ice thickness forecasts.
In this study, we have improved Arctic summer sea-ice
forecasts by implementing a LSEIK filter with dynamic error
evolution. However, there are many other factors that can
affect the forecasting behavior. Here only the sea-ice
concentration observation data were assimilated, and only
the ice concentration and thickness belonged to the control
vector in the assimilation. The ultimate goal of a compre-
hensive data assimilation system would involve a full
multivariate assimilation, in which variables such as ice
thickness, ice-drift velocity and sea surface temperature are
also updated during the analysis step of the filter algorithm.
Furthermore, the model tends to overestimate the multi-year
sea-ice thickness in the central Arctic (Fig. 5c and d), while
the agreement with ULS data in the western Beaufort Sea is
much better (Fig. 5a and b). Thickness biases were also
observed by Nguyen and others (2011) who were able to
reduce these biases by adjusting model parameters.
Although our simulations start from their configuration, the
remaining thickness biases make it clear that there is still
room for improvement. Our assimilation experiments
already provide some of this improvement, but it is
foreseeable that including internal model parameters into
the state vector and adding more data, in particular
thickness data as they become available, will lead to even
better agreement with observations. It remains to be seen to
what extent such an experiment can contribute to better
understanding of the internal model physics, their deficits,
and to the improvement of model parameterizations.
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Abstract The impact of assimilating sea ice thickness data derived from ESA’s Soil Moisture and Ocean
Salinity (SMOS) satellite together with Special Sensor Microwave Imager/Sounder (SSMIS) sea ice concentra-
tion data of the National Snow and Ice Data Center (NSIDC) in a coupled sea ice-ocean model is examined.
A period of 3 months from 1 November 2011 to 31 January 2012 is selected to assess the forecast skill of
the assimilation system. The 24 h forecasts and longer forecasts are based on the Massachusetts Institute of
Technology general circulation model (MITgcm), and the assimilation is performed by a localized Singular
Evolutive Interpolated Kalman (LSEIK) ﬁlter. For comparison, the assimilation is repeated only with the SSMIS
sea ice concentrations. By running two different assimilation experiments, and comparing with the unassi-
milated model, independent satellite-derived data, and in situ observation, it is shown that the SMOS ice
thickness assimilation leads to improved thickness forecasts. With SMOS thickness data, the sea ice concen-
tration forecasts also agree better with observations, although this improvement is smaller.
1. Introduction
The extent and thickness of the Arctic sea ice cover is in a state of rapid decline [Kwok and Rothrock, 2009;
Stroeve et al., 2012]. On 16 September 2012, the sea ice extent dropped to 3.41 million km2, creating a new
record summer minimum. This retreat is one of the most visible signs, almost iconographic, of global cli-
mate change. Large effects on the climate system are associated with a changing ice cover. For example,
the lower surface albedo of open water compared to sea ice has a profound effect on the Arctic surface
heat budget. Apart from its relevance to local and global climate, sea ice, or rather its absence is an impor-
tant factor for shipping and marine operations. Accurate sea ice real-time forecasting has already become
an urgent need [Eicken, 2013]. Still there are, however, large uncertainties in the modeled Arctic sea ice
thickness and volume [Schweiger et al., 2011]. To reduce uncertainties in the sea ice forecast, it is essential
to improve the initial conditions of the forecast. The obvious way to improvement involves available obser-
vations with advanced data assimilation techniques [Lisæter et al., 2003].
Sea ice concentration has been successfully observed by satellite-based passive microwave instruments for
over 30 years. Several studies explored assimilating sea ice concentration observations into coupled ice-
ocean models. For example, Lisæter et al. [2003] used an ensemble Kalman ﬁlter (EnKF) to assimilate Special
Sensor Microwave/Imager (SSM/I) sea ice concentration; Lindsay and Zhang [2006] employed a nudging
scheme to assimilate monthly averaged ice concentration; Stark et al. [2008] used an optimal interpolation
method to assimilate the SSM/I concentration and sea ice drift data; Tietsche et al. [2013] assimilated ice con-
centration observations with a simple Newtonian relaxation scheme and updated the sea ice thickness anal-
ysis using a proportional dependence between concentration and mean thickness in a coupled climate
model. Previous studies demonstrated that the assimilation of observed ice concentration in sea ice-ocean
models improves the simulated concentration, but most of their improvement in ice thickness was small
and not signiﬁcant. Recently, Yang et al. [2014] assimilated summer ice concentration observations with a
localized ensemble-based Singular Evolutive Interpolated Kalman (LSEIK) ﬁlter. Their results showed that the
covariance between ice concentration and thickness can improve summer sea ice thickness.
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Observing sea ice thickness from space is a challenge [Kwok and Sulsky, 2010; Tian-Kunze et al., 2014].
Although the altimeter observations from ICESat (2003–2009) and CryoSat-2 (since 2011) can detect thick
ice, these observations typically have a temporal resolution of 1 month and a spatial resolution of 100 km.
Thus, these data are not suited for forecasting systems that require daily updates and high spatial resolu-
tion. Due to the sparsity of gridded sea ice thickness observations, there are very few assimilation studies
with ice thickness. For example, Lisæter et al. [2007] examined the potential for ice thickness assimilation in
coupled sea ice-ocean models by assimilating synthetic CryoSat data with an EnKF. Their experiments illus-
trated that ice thickness assimilation can have a strong impact on the solution ﬁelds.
Data of the Soil Moisture and Ocean Salinity (SMOS) mission of the European Space Agency (ESA), launched
in November 2009 [Mecklenburg et al., 2012], have been used to derive sea ice thickness [Kaleschke et al.,
2012; Huntemann et al., 2014]. Compared to IceSat and CryoSat-2 data, SMOS-derived ice thickness is more
accurate in the thin ice regime, but observations of thick ice are not reliable [Kaleschke et al., 2012; Tian-
Kunze et al., 2014]. An operational SMOS-based sea ice thickness product with data starting in 2010 has
recently been released by the University of Hamburg [Tian-Kunze et al., 2014]. This data set provides error
estimates on a daily basis. Thus, this data provide us with an opportunity to assimilate the daily near real-
time basin-scale sea ice thickness observation.
In this study, we focus on the autumn-winter seasonal transition period, and the SEIK algorithm applied by
Yang et al. [2014] is extended here to assimilate not only SSMIS concentration, but also SMOS sea ice thickness
into a sea ice-ocean model over a freezeup period of 3 months. The effectiveness of the assimilation system is
analyzed by comparing to the assimilated ice concentration and thickness data and to a different satellite-
derived ice concentration product. We evaluate 24 h forecasts, but also longer forecasts of 1, 2, and 3 months.
In addition, the inﬂuence of the assimilation is assessed with independent in situ ice thickness data.
The paper is organized as follows: in section 2, the sea ice-ocean model and the atmospheric forcing are
presented. The LSEIK ﬁlter and the setup of the data assimilation experiments are introduced in section 3
and the sea ice observational data in section 4. Section 5 describes the approximation of model and data
error statistics used in this study. Section 6 discusses the performance of the assimilation runs compared to
a model run without assimilation, with a focus on the improvement due to the SMOS assimilation. The study
is summarized in section 7.
2. Numerical Sea Ice-Ocean Model and Atmospheric Forcing
The model and atmospheric forcing used in this study is exactly the same as in Yang et al. [2014]. The Massa-
chusetts Institute of Technology general circulation model (MITgcm) [Marshall et al., 1997] has a sea ice mod-
ule with state of the art dynamics [Losch et al., 2010] based on Zhang and Hibler [1997]. It has been used in
Arctic regional studies at varying resolution [Losch et al., 2010; Nguyen et al., 2011, 2012]. A regional MITgcm
conﬁguration [Losch et al., 2010; Nguyen et al., 2011] is used in our Arctic modeling and forecasting experi-
ments. The modeling domain covers a limited Arctic area with open boundaries at 55N in both the Atlantic
and Paciﬁc sectors. A global conﬁguration [Menemenlis et al., 2008] is used to provide monthly boundary con-
ditions of potential temperature, salinity, current, and sea-surface elevation. The grid covering the Arctic
domain is locally orthogonal and has a variable horizontal resolution with an average spacing of 18 km. The
sea ice and ocean equations are solved on the same horizontal mesh. The vertical resolution is highest in the
upper ocean, with 28 vertical levels in the top 1000 m. Bathymetry is derived from the U.S. National Geophysi-
cal Data Center (NGDC) 2 min global relief data set (ETOPO2) [Smith and Sandwell, 1997]. The monthly mean
river runoff is based on the Arctic Runoff Data Base (ARDB) as prepared by P. Winsor [Nguyen et al., 2011].
The model is forced here with atmospheric ﬁeld of the analysis (Climate Data Assimilation System; JCDAS)
from the Japan Meteorological Agency (JMA). This analysis started in January 2005, and the JCDAS is con-
sistent with the data assimilation applied in Japanese 25 year Reanalysis (JRA25) [Onogi et al., 2007] that has
been used in spin-up simulations [Nguyen et al., 2011].
3. Data Assimilation
The sea ice observations are assimilated with a SEIK ﬁlter [Pham, 2001] combined with a localized state cor-
rection (LSEIK). The SEIK ﬁlter is an ensemble-based Kalman ﬁlter method. It is implemented in the Parallel
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Data Assimilation Framework (PDAF, http://pdaf.awi.de) [Nerger and Hiller, 2013]. In the ﬁlter, the sea ice
observations are combined with the model state estimate taking into account the assumed model errors as
well as the error in the model state estimate. The model state error is estimated from the spread of an
ensemble of model states. The SEIK ﬁlter has already been used to assimilate sea ice motion in a stand-
alone sea ice model [Rollenhagen et al., 2009] and for sea-ice concentration assimilation [Yang et al., 2014].
The ﬁlter algorithm can be divided into four phases: initialization, forecast, analysis, and ensemble transfor-
mation, which are described below. For a detailed derivation of the LSEIK ﬁlter from the global SEIK ﬁlter,
see Nerger et al. [2006].
The initial ensemble provides an estimate of the initial model state and its uncertainty before the assimila-
tion of sea ice observations. The initial model state uncertainties are estimated from the variability of the
prescribed model dynamics under variable atmospheric forcing [see Losa et al., 2012, 2014]. For simplicity,
the initial state error covariance matrix of sea ice concentration and thickness is estimated based on a
model integration over the period of 1 October 2011 to 31 December 2011 that is initialized by an opti-
mized ocean-sea ice spin-up run [Nguyen et al., 2011]. The information from this partly overlapping period is
only used in creating the initial state error covariance. In an operational application, one would use a similar
sampling period from the previous model year, or maybe even averaged over many previous model years.
One time slice per day is stored, resulting in 92 state vectors that describe the model variability and the
observed dynamics. Using second-order exact sampling [Pham, 2001], the leading EOFs of the model vari-
ability sampled by the daily outputs are used to generate an ensemble of 15 initial model states of ice con-
centration and thickness. This ensemble dynamically evolves in time and represents the full state error
covariance matrix, hence variances as well as all covariances between different locations and model ﬁelds.
The ﬁlter is split into two alternating phases: the forecast phase and the analysis step. In the forecast phase,
all ensemble states are evolved by the MITgcm model for 24 h taking into account the atmospheric forcing.
The analysis step incorporates the observational information into the model state by computing a state cor-
rection. For this, the SEIK ﬁlter estimates the uncertainty of the state estimate from the ensemble covariance
matrix. The analysis correction of the state is then computed as a linear combination of the forecast ensem-
ble anomalies of the mean state with a coefﬁcient matrix computed from the difference between the model
state estimate and the observations, weighted by the observation error covariance matrix and the forecast
state error covariance matrix. The analysis step of the Kalman ﬁlter also updates the state error covariance
matrix, which is estimated by the state ensemble. For this, the forecast ensemble of model states is trans-
formed, so that it represents the state error covariance matrix after the analysis correction. In the analysis
step, a domain localization following Nerger et al. [2006] is applied where each single water column of the
model grid is corrected by assimilating observations only within a speciﬁed radius of inﬂuence. The localiza-
tion in the analysis step uses a small cutoff distance of seven grid points (126 km) in both zonal and
meridional direction. As there is no satellite data near the North Pole, a spatially variable localization radius
is applied in this area. This radius is gradually increased from eight grid points (144 km) at the 86N circle
to 29 grid points (232 km) in the North Pole. With this approach, the observed information from the
region south of 86N is properly extrapolated toward the Pole. Within the cutoff distance, the observations
are weighted according to their distance from the grid point inquisition [see Janjic´ et al., 2011] by a ﬁfth-
order polynomial function that mimics a Gaussian distribution [Gaspari and Cohn, 1999].
The analysis step performs a statistical update of the state estimate under the assumption of Gaussian
errors. The statistical nature of the update does not have a constraint to limit concentrations between 0 and
1.0 so that small negative and unrealistically high values of the ice concentration can occur, in particular, at
locations with small forecast concentration and no sea-ice concentration observation. A similar effect can
occur for sea-ice thickness. The negative values are set to zero, while concentrations exceeding 1.0 are
replaced by 1.0. Unreasonable ice thicknesses are corrected by applying an ice concentration-dependent
ice thickness. If the ice thickness is positive while the concentration indicates that there is no ice, the thick-
ness is reset to zero. In contrast, zero ice thickness in the presence of nonzero ice concentration is set to a
new ice thickness of 2 m times ice concentration [Tietsche et al., 2013]. The sea surface temperature is not
modiﬁed directly by the assimilation, but their updates are implicitly provided in the presence of sea ice by
the model assumption of thermodynamic equilibrium between sea ice and the ocean surface water layer.
The forecast skill of the system in the transition from autumn to winter is evaluated by two experiments
over 1 November 2011 to 31 January 2012. This period is chosen because the SMOS data are limited to the
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cold season [Tian-Kunze et al., 2014]. The experiments only differ in the observation data that are
assimilated:
1. LSEIK-1: forecasts with sea ice concentration data assimilated at 00:00. This experiment has the same con-
ﬁguration as in the ice concentration assimilation experiment by Yang et al. [2014].
2. LSEIK-2: forecasts after assimilating sea ice concentration data and ice thickness data at 00:00.
Note that as in Yang et al. [2014], the state vector of the assimilation system consists of sea ice concentra-
tion and thickness and has a length of 152,694 (5 number of ‘‘wet’’ surface grid points times 2 ﬁelds). Only
observations of sea ice concentration are assimilated in LSEIK-1, so that the ice thickness is modiﬁed only
through the forecast state error covariance between ice concentration and thickness. In LSEIK-2, both sea
ice concentration and thickness observations are assimilated and the concentration of the analysis is a con-
sequence of both concentration observation and by means of the background error covariance also of
observed thickness. Vice versa, the ice thickness in LSEIK-2 is determined by both ice thickness and concen-
tration observations.
4. Sea Ice Data
In this study, observations of both sea ice concentration and sea ice thickness are assimilated. Observations
of remotely sensed sea ice concentrations and independent ice thickness data are utilized to validate the
assimilation performance.
The ice concentration observations assimilated in both experiments are derived from DMSP F-17 SSMIS
passive microwave data, processed by the NSIDC with the NASA team algorithm [Cavalieri et al., 2012],
and interpolated to the model grid. The performance of the assimilation is evaluated using near real-
time sea ice concentration data from the European Meteorological Satellite Agency (EUMETSAT) Ocean
and Sea Ice Satellite Application Facility (OSISAF) [Eastwood et al., 2011]. More speciﬁcally, we use the
ﬁnal product of daily ﬁelds provided on a 10 km polar stereographic grid. Note that the OSISAF concen-
tration product, at least for the period in question, is derived from a different satellite and sensor (DMSP
F-15 SSM/I) with a different algorithm than the NSIDC data. This makes the OSISAF data an independent
data set.
Daily averaged sea ice thickness derived from SMOS brightness temperatures is assimilated in the LSEIK-2
forecasting experiment. The SMOS-derived sea ice thickness has been retrieved with an algorithm that is
based on a sea ice thermodynamic model and a three-layer radiative transfer model [Kaleschke et al., 2010,
2012], which explicitly takes variations of ice temperature and ice salinity into account [Tian-Kunze et al.,
2014]. In this retrieval, a statistical thickness distribution function derived from high-resolution ice thickness
measurements has been implemented to correct the underestimation of ice thicknesses caused by the
plane ice layer assumption [Tian-Kunze et al., 2014]. The sea ice thickness data have a horizontal grid resolu-
tion of 12.5 km, and are interpolated onto the MITgcm model grid (about 18 km resolution). The maximum
retrievable SMOS ice thickness varies from a few centimeters to about 1 m depending on the ice tempera-
ture and ice salinity. This range doubles when we consider the heterogeneity of ice thicknesses within one
SMOS footprint [Tian-Kunze et al., 2014].
A ﬁrst estimation of SMOS-retrieved ice thickness uncertainty has been given in the released SMOS ice
thickness data set. There are several factors that cause the uncertainties in the SMOS ice thickness retrieval:
the uncertainty of SMOS brightness temperature measurements, uncertainties in the auxiliary data sets
used in the retrieval, and the assumptions made in the retrieval algorithm. Standard deviations of the main
parameters like SMOS brightness temperature, ice temperature, and ice salinity were considered for the
uncertainty estimation. However, the different error factors are not independent, because they are functions
of ice thickness. In the present SMOS data set, each error is estimated by keeping the other parameters con-
stant. The total uncertainty given in the data set is the sum of these errors. Errors caused by the assump-
tions about ﬂuxes and snow thickness have not yet been included. The SMOS ice thickness uncertainty
varies from a few centimeters to up to 1 m for thin ice. In the thick ice range, it is not possible to estimate
either the ice thickness or the ice thickness uncertainty using SMOS data. In this case, a constant value of
5 m is given for the uncertainty. Furthermore, SMOS ice thickness uncertainties are not Gaussian distributed,
i.e., asymmetric with higher uncertainties with increasing ice thickness. In addition to the uncertainties,
SMOS-derived sea ice thickness has systematic errors caused by the 100% ice coverage assumption made
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in the retrieval. Tian-Kunze et al.
[2014] have investigated the
possible underestimation of ice
thickness due to this assump-
tion and have found that the
bias caused by this assumption
increases exponentially with
decreasing ice concentration.
However, this effect has not yet
been corrected in the released
SMOS ice thickness data set. In
this study, only thicknesses
below 1.0 m are assimilated and
the provided sea ice thickness
uncertainties are used for the
error estimation in the
assimilation.
To further assess our simulated
ice thickness results, independ-
ent in situ ice thickness data are
used: Sea ice draft from Beaufort Gyre Experiment Program (BGEP) Upward Looking Sonar (ULS) moorings
located in the Beaufort Sea over the period of 1 November 2011 to 31 January 2012 (BGEP_2011a,
BGEP_2011b, BGEP_2011d; Figure 1) [Melling et al., 1995]; and sea ice thickness data obtained from an
autonomous ice mass balance buoys (IMB) [Perovich et al., 2009]. Two acoustic rangeﬁnders on the IMB
monitor the position of the ice bottom and the snow and ice surface, which allows to estimate the sea ice
thickness. The accuracy of both sounders is 5 mm [Richter-Menge et al., 2006]. In our study period, the
IMB_2011K is the only buoy with available data; its trajectory during the study period is shown in Figure 1.
The error of ULS measurements of ice draft is estimated as 0.1 m [Melling et al., 1995]. Drafts are converted
to thickness by multiplying with a factor of 1.1, which is approximately the ratio of mean seawater density
of 1024 kg/m3 and sea ice density of 910 kg/m3 [Nguyen et al., 2011].
5. Approximation of Model and Data Error Statistics
The performance of any data assimilative system crucially depends on assumed model and data error statis-
tics and how the statistics evolve in time. Practical applications of data assimilation, however, suffer from
the lack of information about model and data error statistics. As a result, terms as ‘‘standard deviation of
data errors,’’ ‘‘data uncertainties,’’ ‘‘data errors correlation,’’ usually used in a formal description of DA algo-
rithms, cannot be used in their strict sense. Indeed, they are linked with model uncertainties and the DA
algorithm itself [Kivman et al., 2001]. When discussing the statistical properties of data errors used in the ﬁl-
ter, we think of them in that conditional context [Losa et al., 2012].
Thus, the uncertainty in the observed sea ice concentrations is on average around 10% [Tonboe and Nielsen,
2010]. There is, however, an additional source of the errors because of model representativeness. Moreover,
when approximating the sea ice concentration data errors rSIC, one has to also account for the aforemen-
tioned conditional properties of error statistics.
The prior model error statistics were approximated with the initial ensemble of model states generated as
described above. In the ﬁlter analysis steps, the model error covariances are corrected based on the obser-
vational information. The updated ensemble further evolves in time according to the model equations. To
account for additional uncertainties in the external forcing, the forecast error statistics are inﬂated with the
so-called ‘‘forgetting factor’’ [Pham, 2001] (0.97 in this study).
A series of sensitivity experiments with different prior error statistics have been carried out in order to cali-
brate the system. We have tested several values of rSIC, localization radius, and inﬂation of the forecast error
statistics. The assumption on rSIC5 30% gave the best forecast agreement with observations [Yang et al.,
2014].
Figure 1. Locations of sea ice thickness observations and buoy trajectory from 1 Novem-
ber 2011 to 31 January 2012. BGEP_2011a (blue square; 7459.8160N, 14958.1490W),
BGEP_2011b (magenta square; 780.3950N, 14958.4620W), BGEP_2011d (red square;
7359.6490N, 13959.0430W), and IMB_2011K (black line).
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The sea ice thickness observational errors rSIT in the data assimilation system were initially approximated
by a constant value. A calibration of the value did not allow us to get any reasonable forecast of the sea ice
conditions. A consideration of various ranges of relative errors depending on the ice thickness, however,
leads to an improved situation (not shown). The best results presented here were obtained with the sea ice
thickness data errors explicitly prescribed by available observational uncertainty estimates [Tian-Kunze et al.,
2014]. No additional out weighting—neither model, nor data—was required.
6. Results
To assess the data assimilative system’s performance, we focus on the system’s forecasting skill and con-
sider sea ice forecasts for 24 h, 1, 2, and 3 months initialized with a model state corrected after the ﬁlter
analysis. After initialization, the 1–3 months simulations are not corrected by data assimilation again, while
the 24 h simulations are updated every day. As a measure of the forecasting skill improvement, we consider
a decrease of mean and root mean squared estimates of the forecast deviation from available observation
in comparison with model performance without any data assimilation. The experiments with forecasts over
the periods of 1, 2, and 3 months are shown in the context of evaluating possible prediction periods subject
to existing model bias due to uncertainties in internal parameterizations and discrepancies in external
forcing.
Table 1 summarizes two-sample t test (t test2) statistics that describe to what extent the differences
between two data sets are signiﬁcant. The null hypothesis that the two data series (here: RMSE time series)
are independent random samples from normal distributions with equal means and equal but unknown var-
iances is rejected at a speciﬁc signiﬁcance level (0.05 in our case) when the t test2 returns 1. Zero means
that, based on the t test2, the null hypothesis cannot be rejected.
6.1. Sea Ice Concentration Forecast
Figure 2 compares the temporal evolution of the root mean square error (RMSE) of the ice concentration
forecast with respect to the assimilated NSIDC SSMIS (Figure 2a) and the OSISAF data (Figure 2b) over the
period of 1 November 2011 to 31 January 2012. To avoid large errors in small concentrations and to be con-
sistent with Lisæter et al. [2003] and Yang et al. [2014], all RMSEs were taken only over the grid points where
either the model or the observations have ice concentrations larger than 0.05.
In both experiments with data assimilation, the deviation of all predicted sea ice concentrations from the
assimilated SSMIS concentration and the independent OSISAF data was signiﬁcantly reduced (see Figure 2
and the two-sample t test results in rows 1 and 2 of Table 1). For most of the time, the LSEIK-2 results are
only slightly closer to the satellite observations than the LSEIK-1 concentrations, but this difference is signiﬁ-
cant at the 0.95 conﬁdence level (row 6 in Table 1). The total RMSE (RMSE over all points in space and time)
of the run without data assimilation, the LSEIK-1 and LSEIK-2 24 h forecasts with respect to the assimilated
SSMIS data are 0.16, 0.13, and 0.12. Both the improvements of LSEIK-1 and LSEIK-2 over MITgcm without
Table 1. Two-Sample t Test (t Test2) Results of Sea Ice Concentration and Thickness RMSEa
Statistics t Test2 p Value
Degree
of Freedom
1 LSEIK-1 versus MITgcm 1-1-0 0.00-0.00-0.07 182
2 LSEIK-2 versus MITgcm 1-1-1 0.00-0.00-0.00 182
3 Forecast initialized on 1 Nov 2011 versus MITgcm 1-1-1 0.00-0.00-0.00 182
4 Forecast initialized on 1 Dec 2011 versus MITgcm 1-1-1 0.00-0.00-0.00 122
5 Forecast initialized on 1 Jan 2012 versus MITgcm 1-1-1 0.00-0.00-0.00 60
6 LSEIK-2 versus LSEIK-1 1-1-1 0.04-0.00-0.00 182
7 Forecast initialized on 21 Nov 2011 versus LSEIK-1 1-1-1 0.00-0.00-0.00 182
8 Forecast initialized on 1 Dec 2011 versus LSEIK-1 0-0-1 0.37-0.81-0.00 122
9 Forecast initialized on 1 Jan 2012 versus LSEIK-1 0-0-1 0.77-0.94-0.00 61
10 Forecast initialized on 1 Nov 2011 versus LSEIK-2 1-1-1 0.00-0.00-0.00 182
11 Forecast initialized on 1 Dec 2011 versus LSEIK-2 1-1-1 0.00-0.00-0.00 122
12 Forecast initialized on 1 Jan 2012 versus LSEIK-2 0-1-1 0.12-0.02-0.00 61
aFor example, LSEIK-2 versus LSEIK-1 means that the RMSE of LSEIK-2 relative to data (SSMIS, OSISAF, SMOS) is compared to the
RMSE of LSEIK-1 to the same data, with the null hypothesis that they are the same. The t test2 ﬂag is set to 1 for rejecting and 0 for not
rejecting the null hypothesis. The triple of values refer to the three different data sets SSMIS-OSISAF-SMOS.
Journal of Geophysical Research: Oceans 10.1002/2014JC009963
YANG ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 6
data assimilation tend to decrease over the period and show that the LSEIK ﬁltering effects on the ice con-
centration are weaker in winter (December-February) than in autumn (September-November). In contrast,
the corresponding LSEIK-1 experiment in Yang et al. [2014] showed a strong effect of assimilating ice con-
centration data in summer (June-August). In winter, however, rapid ice growth leads to ice concentrations
of 1 (100%) in the central Arctic Ocean in all model ensemble members, so that the ensemble variability
decreases and consequently the correlations between ice concentrations and thicknesses become weaker
[see also Lisæter et al., 2003]. The ice concentration forecast from LSEIK-2 with SMOS ice thickness data is
similar to the LSEIK-1 forecast. The impact of the additional data is small because SMOS grid points with ice
thickness below 1.0 m are limited in winter (purple dotted line in Figure 3 shows the fraction valid SMOS
thickness data points to all SMOS grid points).
The long-term concentration forecasts initialized in the beginning of each month (copper, blue, and black
lines) have lower RMSEs with respect to the assimilated sea ice concentration data (Figure 2a) compared to
the model simulations without assimilation. As the impact of the data assimilation decreased over the sea-
son because of the closing ice cover, the forecast skill (improvement over MITgcm without DA) also
decreased. As shown in row 12 of Table 1, there is a probability of 12% that they are the same, that is, the 1
month forecast does not signiﬁcantly differ from the series of 24 h forecasts (row 12 in Table 1). The 3
months forecast initialized on 1 November 2011 agrees signiﬁcantly better with the now independent con-
centration data than the model simulation without data assimilation (row 3 in Table 1) and still has
improved skill at the end of the simulation period. The RMSEs of the 2 months forecast (blue line) that starts
Figure 2. Temporal evolution of RMSE differences between (a) NSIDC SSMIS/(b) OSIAF ice concentration data and MITgcm forecast (green
solid), LSEIK-1 24 h forecast (magenta solid), LSEIK-2 24 h forecast (red solid) over the period 1 November 2011 to 31 January 2012. The 1,
2, and 3 month(s) forecasts with LSEIK-2 intialization on 1 November 2011, 1 December 2011, and on 1 January 2012 are also shown as
copper, blue, and black dashed lines.
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after the ﬁrst month of daily analyses are close to the series of daily updated forecasts with sea ice concen-
tration assimilation (LSEIK-1, magenta line). This is consistent with the p values of 0.37 in row 8 of Table 1,
which shows the null hypothesis test cannot by rejected at the 0.05 signiﬁcance level, and the RMSEs with
the assimilated NSIDC ice concentration observations are the same with a high probability of 37%.
6.2. Sea Ice Thickness Forecast
Figure 3 compares the temporal evolution of the RMSE of the ice thickness forecast with respect to the
assimilated SMOS ice thickness (<1.0 m) over the period of 1 November 2011 to 31 January 2012. For the
entire period, the hypothesis test suggests at the 0.05 signiﬁcance level that the LSEIK-1 forecast is not dif-
ferent from the free MITgcm run (row 1 in Table 1). Again in contrast, the impact of assimilating ice concen-
tration on thickness ﬁelds was larger in summer [Yang et al., 2014]. When assimilating the SMOS sea ice
thickness, the agreement between LSEIK-2 predicted thickness and SMOS data is signiﬁcantly better (row 2
in Table 1). The total RMSE of the run without data assimilation, the LSEIK-1, and LSEIK-2 24 h forecasts are
0.85, 0.87, and 0.38 m. But as for the ice concentration forecast, this improvement in LSEIK-2 also decreases
from November to January. In order to explain this behavior, we invoke the same argument of a gradually
decreasing number of ice thickness grid points (<1.0 m) during the freezing conditions that can be used in
the LSEIK-2 analysis, the fraction of used grid points in the total SMOS sea ice grid points varies between
0.54 and 0.37 with a decreasing trend (purple dotted line in Figure 3).
The long-term thickness forecasts starting each month (copper, blue, and black lines) have a remarkably
reduced RMSE with respect to the assimilated sea ice thickness data compared to the model simulations
without assimilation (rows 3–5 in Table 1) or only ice concentration assimilation (rows 7–9 in Table 1). The 1
month forecast, despite being less accurate than the 24 h forecast, is still signiﬁcantly closer to the observa-
tions in comparison with the forecast without any data assimilation. The 2 and 3 months forecasts also
remained closer to the thickness satellite data and still had improved skill at the end of the simulation
period, even though the forecasting skill decreased in comparison with the forecast based on data assimila-
tion every 24 h. The last circumstance, however, shows that the model system possesses some bias and still
can be optimized by adjusting internal parameters or parameterizations and assessing the forcing.
In Figure 4, we show the maps of the mean ice thickness differences between the unassimilated run and
LSEIK-1 and LSEIK-2. In LSEIK-1, the assimilation impacts are generally small and most of the changes are in
the marginal ice zone (Figure 4a). In LSEIK-2, the strongly overestimated sea ice thickness in the model with-
out data assimilation is reduced and hence corrected toward the SMOS observations (right panel), especially
in the thin ﬁrst year ice areas surrounding the central Arctic. The change of multiyear ice thickness in the
interior Arctic is small because most assimilated thin SMOS ice thickness (<1.0 m) is observed outside the
Figure 3. Temporal evolution of RMSE differences between SMOS ice thickness (<1.0 m) and MITgcm forecast (green solid), LSEIK-1 24 h
forecast (magenta solid), LSEIK-2 24 h forecast (red solid) over the period 1 November 2011 to 31 January 2012. The 1, 2, and 3 month(s)
forecasts with LSEIK-2 intialization on 1 November 2011, 1 December 2011, and 1 January 2012 are also shown as copper, blue, and black
dashed lines. The mean uncertainties of SMOS ice thickness (<1.0 m) are shown in gray solid line. The fractions of 0–1 m SMOS thickness
in the total SMOS ice area are shown in purple dotted lines (corresponding to the right-hand side axes).
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central Arctic. Still there is some inﬂuence in this area despite the unavailability of data for assimilation. As
seen from the histograms of LSEIK-2 ice thickness forecast improvement over MITgcm forecast without DA
on 5 November 2011, most of the thicknesses have been reduced in the SMOS 0–1 m thickness (Figure 5b)
range. During the analysis phase, most of the thickness updates (LSEIK-2 analysis-LSEIK-2 forecast) are
within a few centimeters, and the fraction of grid points with a reduced thickness is about 80% (Figure 5d).
6.3. Comparison With Independent Data
Comparing the three ice thickness solutions with and without assimilation against BGEP_2011a,
BGEP_2011b, BGEP_2011d observations (Figure 6) suggests again that assimilation of ice thickness signiﬁ-
cantly improves the simulated sea ice thickness. All three forecasts reproduce the gradually increasing ice
thickness at BGEP_2011a, BGEP_2011b, BGEP_2011d, but without assimilating ice thickness data, the model
bias is large (2m) compared to the observations. The hypothesis tests show that with the SSMIS ice con-
centration assimilation in LSEIK-1, this ice thickness bias has not been reduced, but the assimilation of
SMOS ice thickness in LSEIK-2 reduced most of the thickness bias. The mean thickness deviation at
BGEP_2011a, BGEP_2011b, and BGEP_2011d have been changed from 1.616 0.23, 1.456 0.28, and
1.346 0.38 m in case of the run without assimilation (row 1, 6, and 11 in Table 2) to 0.316 0.25, 0.926 0.57,
and 0.176 0.28 m in LSEIK-2 (row 3, 8, and 13 in Table 2). The improvements at BGEP_2011b (magenta
Figure 4. (a and b) Mean deviation and (c and d) RMSE deviation of the LSEIK-1 (Figures 4a and 4c) and LSEIK-2 (Figures 4b and 4d) sea ice thickness 24 h forecast from the MITgcm fore-
cast without assimilation averaged over the period 1 November 2011 to 31 January 2012.
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square in Figure 1) are smaller than at BGEP_2011a and BGEP_2011d, because BGEP_2011b is closer to the
central Arctic (78N) than the other two ULS devices (Figure 1). In the central Arctic there is thicker ice
and hence in winter there are not enough SMOS observations that can be used in the assimilation (purple
dotted line in Figure 6b).
As for the ULS data, all three solutions captured the increasing ice thickness found in the IMB_2011K data.
The LSEIK-1 forecast with sea ice concentration data assimilation slightly reduced the thickness bias com-
pared to the MITgcm simulation without data assimilation, the mean thickness deviation has been changed
from 1.736 0.16 m in the case of the run without assimilation (row 16 in Table 2) to 1.646 0.15 m in LSEIK-
1 (row 17 in Table 2). The LSEIK-2 simulation with SMOS ice thickness assimilation agrees best with the IMB
observations over the entire period with a reduced RMSE of 0.42 m (row 18 in Table 2).
7. Summary and Conclusions
A localized Singular Evolutive Interpolated Kalman (LSEIK) ﬁlter has been implemented in a coupled sea ice-
ocean model to assimilate the ﬁrst continuous satellite-based near real-time sea ice thickness operational
data—the SMOS sea ice thickness. NSIDC SSMIS sea ice concentration data were also assimilated in the
period of 1 November 2011 to 31 January 2012. The experiments show that the assimilation of SMOS ice
thickness reduces the model bias with respect to both observed sea ice thickness and concentration.
Figure 5. Histograms of sea ice thickness difference between LSEIK-2 forecast and MITgcm forecast without (a and b) DA (LSEIK-2 forecast-MITgcm), and (c and d) thickness update
(LSEIK-2 analysis-LSEIK-2 forecast) on 5 November 2010, over the total sea ice area (Figure 5a and 5c) and the 0–1 m SMOS thickness area (Figures 5b and 5d).
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Further, the assimilation of observed SMOS sea ice thickness improves the ice thickness forecasts compared
to the model forecasts with ice concentration assimilation only or without any data assimilation, and the
improvement is mainly in the ﬁrst-year ice zone.
The most striking result is related to the thickness forecasts with SMOS ice thickness assimilation. These
forecasts have remarkably reduced systematic errors over the forecasts with ice concentration assimilation
only or without any data assimilation and the total RMSE has been reduced from 0.85 to 0.38 m. This result
suggests that the corrections in the mean state of the sea ice concentration and thickness creates a system
memory that allows for forecasts with some skill over long periods. The impact of the assimilation changes
over the 3 months period. The RMSE time series of all forecasts tend to converge toward the end of January
2012, because by that time most of the Arctic is 100% ice covered so that concentration data does not add
any information. Further, the ice cover is mostly thick (>1m) and hence outside the thickness range for
which SMOS data are accurate enough to be used for data assimilation.
Assimilation of summer sea ice concentration with a LSEIK ﬁlter in a coupled ice-ocean model was recently
discussed [Yang et al., 2014]. It was shown how the concentration data provide improved estimates of
summer sea ice concentration estimates. Further, the summer sea ice thickness could also be improved,
most likely due to the multivariate covariance between ice concentration and thickness that was used in
the LSEIK ﬁlter. Now we ﬁnd, however, that this improvement is small in the cold season when the covari-
ance between ice concentration and ice thickness is weak when the ice concentration tends toward
Figure 6. Sea ice thickness evolution at (a) BGEP_2011a, (b) BGEP_2011b, (c) BGEP_2011d, (d) IMB_2011K from 1 November 2011 to 31 January 2012: observation (black curve), MITgcm
forecast without assimilation (green curve), LSEIK-1 24 h forecast (magenta curve), LSEIK-2 24 h forecast (red curve), interpolated thickness from all the SOMS data (blue curve), and inter-
polated uncertainties from the uncertainties of 0–1 m SMOS data (blue bars). The number of 0–1 m SMOS data values in the radius of seven model grid points (126 km) are shown in
purple dotted lines.
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uniform values of 100% in the Arctic Ocean. The SMOS sea ice thickness therefore provide valuable addi-
tional information to provide improved thickness forecasts with assimilated sea ice models.
This study represents an additional step of the work described in Yang et al. [2014] toward an Arctic sea ice-
ocean forecast system. Although SMOS ice thickness data are limited to the cold season and not applicable
during summer, the experiments in this study show how sea ice forecasts can improve by assimilating ice
thickness measurements. We conclude that such an Arctic sea ice-ocean forecast system has the potential
for further optimization and extension by assimilating additional sea ice-ocean data sets, for example, ice
velocity, sea surface temperature, and sea surface level anomaly.
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The role of atmospheric uncertainty for the assimilation and prediction of Arctic sea
ice is explored by running the Massachusetts Institute of Technology general circulation
model (MITgcm) in data assimilation (DA) and prediction mode for summer 2010. The
atmospheric ensemble forcing is taken from the UK Met Ofﬁce (UKMO) system available
through the TIGGE (THORPEX Interactive Grand Global Ensemble) database. The DA
system is based on a Local Singular Evolutive Interpolated Kalman (LSEIK) ﬁlter, and
Special Sensor Microwave Imager/Sounder (SSMIS) sea ice concentration operational
products from the National Snow and Ice Data Center (NSIDC) are assimilated. Two
kinds of experiments are carried out differing in the LSEIK conﬁguration and forcing used:
the ﬁrst one uses a single deterministic control forcing and a forgetting factor necessary
to inﬂate the ensemble spread in the DA phase; the second one uses 23 members from
the UKMO atmospheric ensemble prediction system, thereby avoiding any additional
ensemble inﬂation and making further tuning unnecessary. With both systems the model
datamisﬁt improves as expected, but the ensemble approach outperforms the deterministic
ﬁlter. The ice concentration of 24 h forecasts is consistently closer to observations with
the ensemble approach, because a larger and more realistic ensemble spread, representing
model uncertainty, leads to a better adjustment. Fifteen-day forecasts are also better with
ensemble forcing than with deterministic forcing, because of both the larger spread and the
better initial state in the ensemble forced system. The ensemble forcing can also improve
poor initial states obtained with the deterministic control forcing, because the ensemble
forcing introduces a larger spread that spans a larger range of model simulations. Ice
thickness forecasts cannot be signiﬁcantly improved with the ensemble forcing.
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1. Introduction
Satellite observations show Arctic sea ice extent and volume
consistently decreased in all seasons for the past 30 years, with
a maximum decline in summer (IPCC, 2013). According to the
latest climate model projections, the Arctic Ocean will become
ice-free by themiddle of the twenty-ﬁrst century in high-emission
scenarios (Liu et al., 2013). The decrease of summer sea ice extent
opens new shipping routes in the Arctic Ocean and creates the
potential for a wide range of economic activities. In order to
thoroughly manage the opportunities and risks associated with
Arctic sea ice decline, accurate summer sea ice forecasts are
required (e.g. to ensure marine safety: Eicken, 2013).
There are several factors that can affect the sea ice forecasting
behaviour, e.g. systematic biases in the model conﬁguration or
atmospheric forcing, and data assimilation techniques (Yang
et al., 2015). In general, sea ice concentration forecasts can be
improved by data assimilation (Lisæter et al., 2003; Lindsay and
Zhang, 2006; Stark et al., 2008; Sakov et al., 2012; Buehner et al.,
2014; Tietsche et al., 2013; Yang et al., 2015). In most previous
studies sea ice–ocean models are driven by single deterministic
atmospheric forcing ﬁelds; and by doing so, uncertainties and
biases in the forcing are neglected (Park et al., 2008). Still there
are several methods to account for possible uncertainties in
external forcing. Sakov et al. (2012), for example, considered the
model error by increasing the model spread through perturbation
of a number of forcing ﬁelds; and Yang et al. (2015) inﬂated the
forecast error covariance with a so-called forgetting factor (Pham,
2001). However, to the authors’ knowledge, this is the ﬁrst study
on Arctic sea ice data assimilation and prediction in which
realistic, ﬂow-dependent atmospheric uncertainty is taken into
account.
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Atmospheric ensemble prediction systems (EPS) have evolved
substantially since their ﬁrst appearance in the 1990 s (e.g.
Jung and Leutbecher, 2007). They are now widely used to
represent the effect of observation uncertainties, atmospheric
model uncertainties, imperfect boundary conditions and data
assimilation assumptions in weather forecasting (Park et al.,
2008). The availability of global EPSs from ten leading operational
centres through the THORPEX Interactive Grand Global
Ensemble (TIGGE: Park et al., 2008; Bougeault et al., 2010)
offers a new opportunity for the design of Arctic sea ice ensemble
forecasting systems.
In this study, model uncertainties are represented by using a
subset of the TIGGE ensemble atmospheric forecasting data and
their inﬂuences on both sea ice data assimilation and forecasts
are examined. In particular, we investigate: (i) whether the
atmospheric ensemble implementation allows us to sufﬁciently
well approximate the sea ice model error statistics and, therefore,
to improve the system state estimation/initialization and short-
term forecast in summer; and (ii) whether the ensemble of
atmospheric conditions leads to more reliable sea ice medium-
range forecasts. To answer these questions, following Yang et al.
(2015), a local ensemble-based Singular Evolutive Interpolated
Kalman (SEIK) ﬁlter (Pham et al., 1998; Pham, 2001) is used
to assimilate sea ice concentration into the Massachusetts
Institute of Technology general circulation model (MITgcm:
Marshall et al., 1997) over a summer period of three months
in summer 2010. The months June to August of 2010 were
chosen because it was the ﬁrst time open water was found
in the interior pack ice near the North Pole as early as 12
July (http://nsidc.org/arcticseaicenews/2010/07/). The SEIK ﬁlter
is an ensemble-based Kalman ﬁlter method and was selected
because it is computationally efﬁcient and can be applied with
nonlinear models (Nerger et al., 2005). Further, besides the
sea ice concentration improvements, the local SEIK ﬁlter can also
improve the summer sea ice thickness (Yang et al., 2015), although
it cannot improve the ice thickness in the cold season (with sea ice
concentration assimilation only) because the covariance between
ice concentration and thickness becomes very weak (Yang et al.,
2014). The effectiveness of the ensemble forcing is analysed by
comparing with the 24 h and 15-day sea ice forecasts using TIGGE
control forcing, and the sea ice concentration and thickness
observations.
2. Forecasting system
2.1. MITgcm ice–ocean model
The model used in this study is the MITgcm sea ice–ocean model.
It includes state-of-the-art sea ice dynamics based on Zhang and
Hibler (1997) and simple zero-layer thermodynamics (Losch et al.,
2010). Following Losch et al. (2010) and Nguyen et al. (2011), we
employ an Arctic regional conﬁguration with open boundaries in
both the Atlantic and Paciﬁc sectors. Monthly ocean boundary
conditions are provided froma global conﬁguration (Menemenlis
et al., 2008). The horizontal domain grid is locally orthogonal and
has an average spacing of 18 km.The samehorizontalmesh is used
to solve the ocean and sea ice equations. The vertical resolution
is highest in the upper ocean, with 28 vertical levels in the top
1000 m and additional 22 layers below 1000 m. Bathymetry is
derived from the US National Geophysical Data Center (NGDC)
2 min global relief dataset (ETOPO2: Smith and Sandwell, 1997).
The monthly mean river runoff is based on the Arctic Runoff
Data Base (ARDB) (see Nguyen et al. (2011) for more details).
2.2. UKMO forcing data
We use atmospheric ensemble forecasts of the UK Met
Ofﬁce (UKMO) available in the TIGGE archive (http://tigge.
ecmwf.int/). The UKMO Ensemble Prediction System (EPS) uses
an Ensemble TransformKalman Filter (ETKF: Bishop et al., 2001)
and the Shutts (2005) scheme to simulate initial uncertainties and
the effect ofmodel uncertainties, respectively (Bowler et al., 2008).
Its forecasts and ensemble spread are within the spread of other
subsets of the TIGGE dataset (Park et al., 2008). The number of
ensemble members available from the UKMO EPS (23) can easily
be used for an approximation of the forecast error statistics in our
sea ice data assimilation system based on reduced rank ﬁltering
(LSEIK, local SEIK). Furthermore, the available forecasts nicely
ﬁt our interest in sea ice predictions up to 2 weeks. We used
the daily 24 h atmospheric forecasts over the period of 1 June to
31 August and ﬁve 15-day forecasts initialized on ﬁve different
dates (16 June, 1 July, 16 July, 1 August and 16 August 2010) at
0000 UTC.
Each of the selected UKMO forecasts consists of one
unperturbed ‘control’ forecast and an ensemble of 23 forecasts
in which initial conditions were perturbed around the control
state. The forcing variables used by the ice–ocean model are
given every 6 h: 10 m surface winds, 2 m air temperatures and
speciﬁchumidity, precipitation aswell as incoming long-wave and
short-wave radiative ﬂuxes. As there is no precipitation output
at 0000 UTC, the precipitation at 0000 UTC is replaced with the
forecasts at 0600 UTC. The incoming radiation(s) and the speciﬁc
humidity are not part of the TIGGE dataset, so we obtain the
incoming short-wave radiationand long-wave radiation following
the formulae described in Parkinson and Washington (1979), and
calculate the speciﬁc humidity following Hess (1959).
2.3. Sea ice observation data
The sea ice concentration observations used in the assimilation
are derived from US Defense Meteorological Satellite Pro-
gram (DMSP) F-17 Special Sensor Microwave Imager/Sounder
(SSMIS) passive microwave data, processed with the National
Aeronautics and Space Administration (NASA) Team algo-
rithm (Cavalieri et al., 2012; http://nsidc.org/data/docs/daac/
nsidc0051 gsfc seaice.gd.html). As independent information
used for our system assessment we exploited the ice concen-
tration data from the European Meteorological Satellite Agency
(EUMETSAT) Ocean and Sea Ice Satellite Application Facility
(OSISAF: Eastwood et al., 2011; http://www.osi-saf.org), pro-
cessed with a hybrid of the Bootstrap algorithm (Comiso, 1986)
and the Bristol algorithm (Smith, 1996). Notice, that the OSISAF
concentration for summer 2010 is derived from a different passive
microwave sensor SSM/I onboardDMSPF-15 andprocessedwith
a different algorithm, so that it is an independent observational
dataset.
As independent observational data for ice thickness we used
measurements of sea ice draft from Beaufort Gyre Experiment
Program (BGEP)UpwardLooking Sonar (ULS)moorings located
in the Beaufort Sea (http://www.whoi.edu/beaufortgyre) and sea
ice thickness data obtained from autonomous ice mass-balance
buoys (IMB: Perovich et al., 2013; http://imb.erdc.dren.mil/).
The error in ULS measurements of ice draft is estimated as
0.1 m (Melling et al., 1995); drafts are converted to thickness by
multiplying a factor of 1.1 (Nguyen et al., 2011). The accuracy of
both IMB sounders is 5 mm (Richter-Menge et al., 2006). The
location of the moorings BGEP 2009A, BGEP 2009D and the
tracks of the ice mass-balance buoys IMB 2010A and IMB 2010B
are shown in Figure 1.
2.4. Data assimilation
The data assimilation method we used in this study is similar
to the one described by Yang et al. (2015). The satellite-
derived sea ice concentrations are assimilated into the MITgcm
using the sequential tracks of the SEIK ﬁlter with second-
order exact sampling (Pham, 2001) as coded within the Parallel
Data Assimilation Framework (PDAF: Nerger and Hiller, 2013;
http://pdaf.awi.de). For simplicity, the required initial ensemble,
which represents the initial state estimate and the corresponding
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2015)
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Figure 1. Locations of sea ice thickness observation and buoy trajectories from
1 June to 30 August 2010. BGEP 2009A (magenta square), BGEP 2009D (red
square), IMB 2010A (blue line) and IMB 2010B (green line). A section used in
the text (section AB; start from A) is shown as a black line. Updated from Yang
et al. (2014).
state error covariance matrix of the sea ice concentration and
sea ice thickness, is generated from daily snapshots of a model
integrationdrivenby the 24hUKMOforecasts over theperiodof 1
June to31August 2010. In a real applicationwewoulduse a similar
sampling period from the previous model year, or maybe even
averaged over several previous model years (Yang et al., 2015).
The 92 state vectors are stored in a matrix, which is decomposed
into empirical orthogonal functions (EOFs). The leading 22 EOFs
are transformed by the second-order exact sampling to generate
the initial ensemble of ice concentration and thickness. During
the assimilation experiments, the ensemble evolves dynamically
in time, driven by atmospheric forcing, to produce a forecast
ensemble. Every 24 h, the ensemble forecast is combined with the
observations to create an analysis ensemble that is used to initialize
a new forecast ensemble. The update of the ensemble is based
on the model–data misﬁt with error statistics assuming Gaussian
error distributions. After the analysis step, the next forecast is
computed by propagating the analysis ensemble by the model.
To match the ensemble size of the UKMO perturbed forcing,
23 ensemble states are used in this study. The SEIK analysis
is applied locally at each model grid point with observations
used within a radius of 126 km (∼7 grid points). To stabilize
the assimilation procedure and to account for possible model
uncertainties in atmospheric forcing and internal parameters,
the forecast error covariance matrix can be inﬂated by the so-
called ‘forgetting factor’ (Pham, 2001). The forgetting factor is
introduced to draw the analysed state closer to the observations
by increasing the model uncertainty and, at the same time, to
avoid an unrealistically low ensemble spread. For more details
on the localized SEIK ﬁlter and its implementation, the reader
is referred to Nerger et al. (2006), Janjic´ et al. (2011) and Losa
et al. (2012).
2.5. Experiment design and error statistics
The skill of the sea ice analysis and forecasts is validated with a
series of 24 h forecasts in which the LSEIK ﬁlter is applied every
day at 0000 UTC over the period of 1 June to 30 August 2010.
On ﬁve different days (16 June, 1 July, 16 July, 1 August and
16 August 2010), 15-day forecasts are started and evaluated. The
real-time ensemble atmospheric forecasts and the near-real-time
sea ice concentration data mimic a real forecasting experiment
except that it is performed with historical data to avoid data
stream issues. The following two main ensemble-forecasting
experiments only differ in the approximation of the forecast
error covariance:
1. LSEIK-1: Forecasts initialized from analyses obtained by
assimilating daily National Snow and Ice Data Center
(NSIDC) SSMIS sea ice concentration data and using
UKMO control forecasts as forcing. A forgetting factor of
0.99 is applied to inﬂate the ensemble.
2. LSEIK-2: Same as LSEIK-1, but the UKMO ensemble
forecasts are used as the forcing for data assimilation. No
ensemble inﬂation is applied.
To show the sensitivities of sea ice prediction to the atmospheric
forcing forecast, we also carried out the following ensemble-
forecasting experiment:
3. LSEIK-3: 15-day forecasts based on the LSEIK-1 model
states but with ensemble forcing.
Before performing the aforementioned experiments,we carried
out a series of sensitivity experiments to calibrate the LSEIK
systems. As described in Yang et al. (2015), we have tested several
values of the observation error of sea ice concentration (σ SIC),
localization radius, and the inﬂation of the forecast error statistics.
With an observation error of σ SIC = 0.25, the best agreement of
the forecast with observations was obtained in both the LSEIK-1
and LSEIK-2 experiments.
The forgetting factor increases the ensemble estimated system
uncertainty and gives more weight to the observations in the
ﬁlter updates. It always requires tuning. Here, a forgetting factor
of 0.99 was found to give the best agreement between forecasts
and independent observations. This value is used to inﬂate the
forecast error covariance in the LSEIK-1 experiment.
In the case of experiment LSEIK-2 no inﬂation is applied,
because the atmospheric ensemble forcing models the model
uncertainty explicitly.
For the observation error, one has to keep in mind that it does
not only represent measurement errors, but also a representation
error, which is associated, for example, with the ﬁnite resolution
of the model. On average the uncertainty in the observed sea ice
concentrations amounts to about 10%. However, the errors of
satellite-derived sea ice concentration are far larger in summer
than in winter (Comiso et al., 1997). Overall, the ‘observation
errors’ used in the data assimilation (DA) algorithms are linked to
model uncertainties, representation errors, and the DA algorithm
itself (Kivman et al., 2001). Accordingly, one has to consider the
observation errors in this context (Losa et al., 2012), which allows
us to use them as a tuning parameter when setting up the data
assimilation system.
3. Results
3.1. 24 h forecasts of sea ice concentration
Figure 2 compares the temporal evolution of the root-mean-
square error (RMSE) of ice concentration forecasts with and
without data assimilation with respect to the assimilated
NSIDC SSMIS data (Figure 2(a)), and the independent OSISAF
concentration (Figure 2(b)) for 1 June to 30 August 2010.
We follow Lisæter et al. (2003) and Yang et al. (2015) and
evaluate RMSE only at grid points where either the model or the
observations have ice concentrations larger than 0.05. This makes
the interpretation of the results easier by avoiding large errors
where concentrations are very small.
Both data assimilation experiments (LSEIK-1 and LSEIK-2)
reduce the deviations of the 24 h ice concentration forecasts from
the satellite-based concentrations substantially when compared
to theMITgcm forecasts without assimilation. ThemeanRMSEof
the free-runningmodel, LSEIK-1 and LSEIK-2 ensemble forecasts
compared with NSIDC amount to 0.25, 0.13 and 0.11. For the
independent OSISAF data, the RMSE are 0.25, 0.15 and 0.14,
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Figure 2. Temporal evolution of RMSE differences between sea ice concentration forecasts and (a) NSIDC SSMIS and (b) OSIAF ice concentration data. The RMSE
of the MITgcm free-run, LSEIK-1 and LSEIK-2 24 h forecasts are shown as grey, blue and red solid lines, respectively. The LSEIK-1 and LSEIK-2 15-day forecasts
initialized on 16 June, 1 July, 16 July, 1 August and 16 August 2010 are shown as blue and red dashed lines. The spread (STDs) of the LSEIK-2 and LSEIK-3 15-day
ensemble forecasts initialized on 16 August 2010 is also shown as blue and green shades.
respectively. The model is ﬁtted to the NSIDC data so smaller
RMSE values compared to the free run are expected. The OSISAF
data are not used in the assimilation and hence the larger RMSE
are plausible, but the improvement over the free-run marks the
success of the data assimilation. For the entire study period,
the LSEIK-2 concentrations are closer to both the NSIDC and
OSISAF observations than the LSEIK-1 concentrations are. The
difference grows over the simulation period and is largest in
August. Thus, both ensemble-forecasting systems can improve
the forecasts of sea ice concentration by assimilating the sea ice
concentration observations. However, the improvement is larger
when the uncertainty in atmospheric forcing data is taken into
account in the data assimilation.
3.2. 24 h forecasts of sea ice thickness
Figure 3 compares the model mean ice thickness from 24 h
ensemble forecasts with in situ ULS observations (BGEP 2009A,
Figure 3(a), and BGEP 2009D, Figure 3(b)). Note, that the
numerical model carries mean thickness (volume over area)
as a variable. The observed thickness is multiplied by NSIDC
local ice concentration to arrive at the observed mean thickness
shown in Figure 3. Both forecasts with data assimilation (LSEIK-1
and LSEIK-2) show improvements over the MITgcm forecast
without DA. While the free-running MITgcm forecast shows
only a small decline in ice thickness, the thicknesses in both
forecasts initialized with assimilated states decreases more. At
BGEP 2009A and BGEP 2009D, the thickness forecasts from
the assimilation experiments are generally consistent with the
measurements in July and August. Over the whole period, the
RMSEs at BGEP 2009A are reduced from 0.77 to 0.27 m in
LSEIK-1 and 0.28 m in LSEIK-2. At BGEP 2009D the RMSEs are
reduced from 0.97 to 0.46 m in LSEIK-1 and 0.49 m in LSEIK-2
24 h forecasts.
The IMB 2010A (Figure 3(c)) buoy passes through the polar
data gap around the North Pole and so a constant sea ice
concentration of 1.0 is simply assumed in calculating the mean
thickness from observations. All 24 h forecasts are very close
to each other and capture the observed downward trend. The
RMSEs at IMB 2010A are 0.42 m in model free-run, 0.44 m in
both LSEIK-1 and LSEIK-2. The assimilation cannot improve the
ﬁt over the free-running model in the data gap because there
are no valid observations to be assimilated (Yang et al., 2015),
and assimilating concentration far away from this buoy has little
effect.
The ice thickness at IMB 2010B (Figure 3(d)) has only ten data
points in the period 6 June to 8 August, because its snow sounder
failed on 7 May. Similar to IMB 2010A, all the 24 h forecasts have
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2015)
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Figure 3. Evolution of mean sea ice thickness (m) at (a) BGEP 2009A, (b) BGEP 2009D Beaufort Sea, (c) IMB 2010A and (d) IMB 2010B from 1 June to 30 August
2010. The black solid lines show the obtained mean ice thickness observations. The MITgcm free-run, LSEIK-1 and LSEIK-2 24 h thickness forecasts are shown as
grey, blue and red solid lines. The LSEIK-1 and LSEIK-2 15-day forecasts initialized on 16 June, 1 July, 16 July, 1 August and 16 August 2010 are shown as blue and
red dashed lines. The spread (STDs) of the LSEIK-2 and LSEIK-3 15-day ensemble forecasts initialized on 16 July 2010 is also shown as blue and green shades. Notice
that the IMB 2010A buoy is located in the data-gap area from 1 June to 19 August.
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2015)
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Figure 4. Temporal evolution of area mean spread of (a) ice concentration and (b) ice thickness (m) forecasts. The spread (STDs) of LSEIK-1 and LSEIK-2 24 h
forecasts is shown as blue and red solid lines. The spread (STDs) of LSEIK-1, LSEIK-2 and LSEIK-3 15-day forecasts initialized on 16 June, 1 July, 16 July, 1 August
and 16 August 2010 is shown as blue, red and green dashed lines.
a positive bias of about 1.0 m on 6 June. However, the LSEIK-1
and LSEIK-2 forecasts capture the downward trend after 11 July
better than the free-running model. The RMSEs at IMB 2010B
are reduced from 0.90 to 0.59 m with LSEIK-1 and to 0.60 m with
LSEIK-2.
3.3. 15-day forecasts of sea ice concentration and thickness
Besides the 24 h forecasts during the assimilation procedure, we
computed forecasts for up to 15 days that are initialized on ﬁve
different dates. Each of these medium-range forecasts is forced by
15-day atmospheric forecasts. The RMSEs of ice concentration
for these medium-range forecasts are shown in Figure 2. The
15-day forecasts for LSEIK-1 and LSEIK-2 show a rapid increase
of RMSEs with forecast lead-time. Such an increase is expected,
as forecast errors for atmospheric ﬁelds grow rapidly within the
15-day forecast period. However, the RMSEs from both LSEIK-1
and LSEIK-2 are always lower than the errors of the 24 h forecasts
withoutDA.As the errors of the initial states are lower for LSEIK-2
than LSEIK-1, the forecasts from LSEIK-2 also show the smallest
errors.
The 15-day sea ice thickness forecasts at BGEP 2009A and
BGEP 2009D are shown in Figure 3(a,b). Similar to the 24 h
forecasts, the ice thickness improvements inLSEIK-1 andLSEIK-2
are small for the forecast initialized on 16 June. This is because the
differences in the initialized thickness between the forecasts with
and without assimilation are small. As the initialized ice thickness
is more realistic in July and August, the forecast improvements
over the 24 h free-running model forecasts are larger in these
months. Both LSEIK-1 and LSEIK-2 15-day forecasts capture the
observed trend of decreasing thickness.
By replacing the single control forcing with ensemble forcing,
we examine the impact of ensemble forcing on the sea ice
concentration and thickness forecasts. Based on the initialization
from LSEIK-1, but with ensemble forcing, the case LSEIK-3
shows smaller RMSEs than LSEIK-1. Further, their differences
grow with forecast lead time. Thus, the bias of the deterministic
forecast appears to be reduced by using ensemble forcing.
The medium-range sea ice thickness forecasts using control
forcing and ensemble forcing are also compared in Figure 3. In
the ﬁrst few forecast days, the differences between LSEIK-1 and
LSEIK-3 are quite small, and their differences become larger with
longer forecast lead times. This difference, however, is still within
the range of observed ice thickness uncertainties.
4. Discussion
In the previous section, we saw that by using an ensemble of
forcing, data assimilation analyses andmedium-range forecasts of
sea ice can be improved compared to using a single deterministic
control forcing. Here, we examine the reasons for this effect from
the perspective of the ensemble spread and cross-correlations.
4.1. Sea ice concentration and thickness ensemble spread
In Figure 4(a), we show the evolution of spatially averaged sea
ice concentration spread measured by the ensemble standard
deviations (STDs) of the 24 h forecasts discussed in section 3.1.
As for the RMSEs, the spread is computed only at grid points
where either the modelled or observed ice concentrations are
larger than 0.05. Both LSEIK-1 and LSEIK-2 have an initial mean
STD of about 0.05. Over time, the STD decreases gradually
because of the data assimilation of every 24 h. As the ice
melting is a more important contributor to ice concentration
variance in late summer (Lisæter et al., 2003), the spread ﬁnally
increases slightly with summer melting in both LSEIK-1 and
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2015)
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Figure 5. Sea ice-concentration standard deviation for the individual grid cells as calculated from the (a,b) LSEIK-1 and (c,d) LSEIK-2 24 h ensemble forecasts, on
(a,c) 10 June and (b,d) 30 August 2010.
LSEIK-2. Most of the time, the spatially averaged spread of
the LSEIK-2 24 h forecasts of sea ice concentration is slightly
larger than the spread of the LSEIK-1 forecasts. Averaged over
the 3-month period the STDs are 0.03 for LSEIK-2 and 0.02
for LSEIK-1. The size of the ensemble spread is also indicated
by the shaded colours in Figure 2. This shows that the estimated
uncertainty in ice concentration forecasts implied by the ensemble
is signiﬁcant.
Figure 5 shows the spatial distributions of the ensemble spread
of 24 h ice concentration forecasts from LSEIK-1 and LSEIK-
2 on 10 June and 30 August 2010. On both days, LSEIK-1
and LSEIK-2 ensemble forecasts have similar spread distribution
patterns at both dates. The highest STDs are mainly found close
to the data-void North Pole and the sea ice edge area (e.g. the
East Siberian Sea, Canadian Basin, Beaufort Sea and Greenland
Sea). As assimilation updates of the sea ice concentration are
larger when the ensemble spread is larger, the maps show that
updates mainly occur in the sea ice edge area, and the updates
in the central area, where multi-year sea ice with nearly 100%
concentration prevails, are very small. For 30 August, the STDs
outside the peaks are slightly larger for LSEIK-2 than for LSEIK-
1. The larger STDs in LSEIK-2 are consistent with the larger
mean ensemble spread (Figure 4(a)). They show that the prior
error covariance as a measure of model uncertainty is larger
in LSEIK-2. More plausible model uncertainty allows a larger
number of model trajectories to reach the vicinity of the data.
Hence, the LSEIK-2 forecast ﬁts the observation more closely
(Figure 2).
The evolution of spatially averaged ensemble STDs of sea ice
thickness is shown in Figure 4(b). Both LSEIK-1 and LSEIK-2
have an initial STD of about 0.20 m. Over time, the spread again
decreases with data assimilation. The spread is generally smaller
for LSEIK-2 than for LSEIK-1. During August, the difference is
about 0.02 m. The shaded colours in Figure 3 also show the
ensemble spread at BGEP 2009A and BGEP 2009D highlighting
the fact that ice thickness spread is small compared to the
thickness.
The spatial distribution of ice thickness STDs from LSEIK-1
and LSEIK-2 are shown in Figure 6 for 10 June and 30 August
2010. On 10 June, there are high STDs mainly in data-void areas
close to the North Pole, the multi-year sea ice regions north of
Greenland and in the Canadian Archipelago as well as the sea ice
edge area (e.g. East Siberian Sea, Chukchi Sea, Canadian Basin,
Beaufort Sea). On 30 August, the high STDs are mainly in the
North Pole data-gap area and in the multi-year sea ice area. At
the end of August, the spread in the north of Greenland and the
CanadianArchipelago and in the Beaufort Sea is larger in LSEIK-1
(Figure 6(b)) than in the LSEIK-2 24 h forecasts (Figure 6(d)).
This larger spread might actually be a spurious effect of the
inﬂation by the forgetting factor: Figure 5 shows that the STD of
ice concentration is low in this region, so that prior errors are
small, and the analysis update is small, and the ensemble variance
is only slightly reduced. But the inﬂation is applied uniformly
over the whole assimilation domain and to both ice concentration
and thickness, so that the ensemble spread in LSEIK-1 can grow
unrealistically over time.
For the 15-day forecasts, Figure 4 shows that the ensemble
spreads grow faster with the ensemble forcing is applied than
with the single control forcing of LSEIK-1. This more rapidly
increasing spread helps improve the 15-day forecasts of LSEIK-2
by accounting for the model uncertainties in a more realistic way.
4.2. Sea ice concentration and thickness ensemble cross-
correlations
As only observations of sea ice concentrations are assimilated, the
ice thickness is inﬂuenced by the data assimilation only through
the covariance between the pointwise ice concentration and
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Figure 6. Sea ice-thickness standard deviation (m) for the individual grid cells as calculated from the (a,b) LSEIK-1 and (c,d) LSEIK-2 24 h ensemble forecasts, on
(a,c) 10 June and (b,d) 30 August 2010.
thickness. To examine the differences in LSEIK-1 and LSEIK-2,
we show in Figure 7 time–distance plots of the pointwise grid-cell
correlations between the 24 h forecasts of ice concentration and
ice thickness in LSEIK-1 and LSEIK-2. The distance indicates
here the location along section AB shown in Figure 1. This
particular section in the Beaufort Sea is chosen to explain the
sea ice thickness evolution in the region near BGEP 2009A and
BGEP 2009D. The section crosses the location of BGEP 2009A
halfway at 270 km, while BGEP 2009D is close to the end of
the section at 540 km. At the end of the experiments, the
ice disappeared at some grid points in all ensemble members
indicated by white boxes.
The correlations between ice concentration and ice thickness in
LSEIK-1 andLSEIK-2have similar distributions andvary similarly
over time. Both reveal a mostly positive correlation between ice
concentration and ice thickness. This is consistent with Lisæter
et al. (2003), and can be explained by sea ice thermodynamics
of reducing horizontal melting for thicker ice. The few negative
correlations are probably related to divergent sea ice dynamics in
the Beaufort Gyre area. We also ﬁnd that the spatial variability
increases towards the end of July. We speculate that as the melting
proceeds, the sea ice becomes very thin (Figure 3) and the sea
ice thermodynamics and dynamics properties become more and
more localized because the ice ismobilized. This localization leads
to weaker large-scale (smooth) correlations.
Initially, the ice concentrations in the model and the
observations along the section are very close to one. At this
time, the assimilation has only a very small inﬂuence. Hence,
also the ice thickness is only slightly changed despite the
large correlation between ice concentration and thickness. The
situation changes after about 21 June. At this time, the observed
concentrations have decreased to about 0.7, while the forecasted
concentration in LSEIK-1 and LSEIK-2 are still at about 0.8.
Hence, the assimilation reduces the concentrations. The effect on
the thickness depends again on the estimated cross-correlations
between the ice concentration and thickness.
At the location of BGEP 2009A (distance = 270 km along the
section), the cross-correlation for both LSEIK-1 and LSEIK-2 is
above 0.6 during most of the summer period. This can explain the
good sea-ice thickness agreements with the observations as shown
in Figure 3(a). We also note that the cross-correlation is almost
0 near 31 July in LSEIK-1, which results in the underestimated
ice thickness in LSEIK-1. The mooring BGEP 2009D is close to
the end of the section at 540 km. Here, the cross-correlations
in LSEIK-1 and LSEIK-2 are very low during most of June and
explains why the improvement is very small in both experiments
with DA. In July, the cross-correlation becomes much larger,
and both LSEIK-1 and LSEIK-2 capture the thickness decrease as
shown in Figure 3(b). Note that the correlation from 20 July to 8
August in LSEIK-2 ranges only from0 to 0.20. In contrast, the cor-
relation inLSEIK-1 is ashighas0.60.This fact is consistentwith the
better agreements in thickness in LSEIK-1 and the overestimated
thickness in LSEIK-2 during this period (Figure 3(b)).
5. Summary and conclusion
This article presents a case-study using UKMO ensemble
atmospheric forecasts from the TIGGE archive for Arctic sea
ice forecasts with a sea ice–ocean model. To study the merit
of using the TIGGE database in the Arctic summer sea ice
forecasts, we carry out two kinds of ensemble forecasts. Both
forecasts are initialized by assimilating satellite-based sea ice
concentration data with an LSEIK ﬁlter. However, the ﬁrst
one (LSEIK-1) is driven by a deterministic control forcing and
uses a forgetting factor to artiﬁcially inﬂate the ensemble error
covariance, while the second (LSEIK-2) is forced by UKMO
ensemble atmospheric forecasts during the data assimilation
c© 2015 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2015)
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Figure 7. Time/distance plots for the grid-cell ensemble-based correlation between ice concentration and ice thickness along section AB in Figure 1: (a) LSEIK-1
forecast, (b) LSEIK-2 forecast. The section AB crosses the location of BGEP 2009A halfway at 270 km (middle of the ﬁgure, marked as black triangle), while
BGEP 2009D is close to the end of the section at 540 km (bottom of the ﬁgure, marked as black square).
cycle. The results show that both systems largely improve the
analyses and 24 h forecasts of sea ice concentration. Furthermore,
sea ice concentration forecasts based on LSEIK-2 show smaller
errors than those based on LSEIK-1. Compared with the MITgcm
forecast without assimilation, both LSEIK systems improve the
analysed and 24 h sea ice thickness forecasts in late July and
August, but the improvements in June are small. From the
beginning of July, strong positive ice concentration–thickness
correlations contribute to the improvement of ice thickness
forecasts.
Furthermore, in these experiments we ﬁnd that the
conﬁguration of the LSEIK-2 system is signiﬁcantly easier to
implement than the LSEIK-1 system. As discussed in Yang et al.
(2015), we had to make a large effort to tune the LSEIK-1
forecasting system. It involved a series of sensitivity experiments
with different values of sea ice concentration data uncertainties,
localization radius and forgetting factor to inﬂate the forecast error
statistics. As model errors are already explicitly accounted for by
the ensemble forcing, there is no need to use a forgetting factor in
the LSEIK-2 system, so it is more convenient to implement than
the LSEIK-1 system.
Besides the improvement in the data assimilation system,
the impact of ensemble forcing on 15-day forecasts of sea ice
concentration and thickness is also examined by comparing
forecasts from the same initialized model states but with different
forcing. It shows that accounting for model uncertainties by using
an ensemble of forcing improves the ensemble mean forecasts
of sea ice concentration, and the improvement grows with the
forecast lead time. The ice thickness differences also become
larger with longer forecast lead times but still remain within the
observation uncertainties, so the improvement in the ice thickness
forecasts is evaluated to be not signiﬁcant.
To our knowledge this is the ﬁrst study in which ensemble
forcing data are used in the Arctic sea ice forecasts. We ﬁnd that
with the ensemble forcing data, the initialization and forecast
quality can be potentially improved and forecast lead times can be
extended. This promises beneﬁts for the quality of Arctic sea ice
forecasts and hence their usability for marine activities. Further,
previous studies have already shown that using multi-model
ensembles can further improve the atmospheric forecasts over
the single-model ensembles (Bougeault et al., 2010). We plan
to examine Arctic sea ice forecasts using TIGGE multi-model
ensembles in future work. In the current conﬁguration, all
model errors are projected onto forcing uncertainty. Treating
model errors, for example, in the sea ice model explicitly is
more physical but requires extending the assimilation system.
One possible approach was outlined in Juricke and Jung (2014).
Following their approach, uncertainties in the sea ice strength
parametrization could be included by adding the ice strength
to the state vector and estimating time-varying ice strength
parameters. A priori, however, it is unclear whether internal ice
model parameters are well constrained by available data.
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Abstract 
We present sensitivity experiments in which the recently released Sea Ice Climate Change 
Initiative (SICCI) sea ice concentration data are assimilated during summer. The data 
assimilation system uses the MIT general circulation model (MITgcm) and a local Singular 
Evolutive Interpolated Kalman filter (LSEIK). Atmospheric forcing uncertainties are modelled 
by using an atmospheric ensemble forecasting data. Using the provided original observation 
uncertainties improves the ensemble mean state of ice concentration compared to using constant 
data errors, but does not improve the ice thickness. Thickness forecasts can be improved, 
however, by raising the minimum observation uncertainty to inflate the underestimated data 
error and ensemble spread. 
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6.1 Introduction  
For the past 30 years, the Arctic sea ice extent and volume consistently decreased in all seasons 
with a maximum decline in summer (IPCC, 2013). Arctic sea ice decline opens new economic 
opportunities such as shipping and tourism. Accurate summer sea ice forecasts are therefore 
urgently required to thoroughly manage the opportunities and risks associated with Arctic 
climate change (Eicken, 2013).  
Realistic initial model states are important for accurate sea ice prediction; hence sea ice data 
assimilation (DA) plays a pivotal role in sea ice forecasting. Data assimilation requires both 
reliable observed quantities and realistic uncertainties estimates. These requirements, especially 
regarding data uncertainties, are now also increasingly recognized by the sea ice remote sensing 
community. Previous studies have shown that the sea ice concentration data assimilation can 
improve sea ice concentration estimates (e.g., Lisæter et al., 2003; Lindsay and Zhang, 2006; 
Stark et al., 2008; Tietsche et al., 2013), and also summer sea ice thickness fields through cross-
correlations between ice concentration and thickness (Yang et al., 2014a). Given that error 
estimates in previous efforts were assumed to be constant, there is scope for further 
improvement through the use of more realistic uncertainty estimates. 
In 2010, the European Meteorological Satellite Agency (EUMETSAT) Ocean and Sea Ice 
Satellite Application Facility (OSISAF, www.osi-saf.org) released a climate data record of sea 
ice concentration based on SMMR and SSM/I data that covers the years 1978-2009 (Eastwood 
et al., 2011; Product OSI-409). This dataset features an explicit correction of the satellite signal 
due to atmosphere weather, dynamic adaptation of algorithm tie-points, and spatio-temporally 
varying maps of uncertainties. In fact, the OSISAF dataset and its uncertainties were already 
used successfully for data assimilation purposes (e.g. Massonnet et al., 2013). 
In May 2014, the European Space Agency (ESA)-Sea Ice Climate Change Initiative (SICCI) 
released a sea ice concentration data set with associated uncertainty estimates (Version 1.11) to 
the public. In many respects, the SICCI sea ice concentration dataset features an update of the 
algorithms and processing methodologies used for the OSISAF OSI-409 dataset and, 
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importantly, revised uncertainty estimates (Lavergne and Rinne, 2014). Although the SSM/I 
time-series produced in SICCI, v1.11 is shorter than that of the OSI-409 (covering only 1992-
2008), it includes sea ice concentration maps from AMSR-E (2002-2011), which were not 
available in the OSISAF dataset. This new data set provides an opportunity to study the effect 
of the revised local (i.e., spatially varying) uncertainties on the assimilation of sea ice 
concentration data, and hence sea ice prediction skill. In this study, we follow the approach of 
Yang et al. (2014a) and Yang et al. (2015) by focusing on the summer of 2010 and using the 
same local ensemble-based Singular Evolutive Interpolated Kalman (LSEIK) filter (Pham et 
al., 1998). The purpose of the study is to quantify the impact of different uncertainty 
approximations on sea ice data assimilation through a comparison with independent ice 
concentration and ice thickness observations. 
6.2 Forecasting experiment design  
We use the MITgcm sea ice-ocean model (Marshall et al., 1997, Losch et al., 2010).   Following 
Yang et al. (2014a) and Yang et al. (2015), this study employs an Arctic regional configuration 
with a horizontal resolution of about 18 km and open boundaries in the North Atlantic and 
North Pacific (Nguyen et al., 2011). To explicitly include flow dependent uncertainty in 
atmospheric forcing, the approach by Yang et al. (2015) was used in which UK Met Office 
(UKMO) ensemble forecasts from the TIGGE archive (THORPEX Interactive Grand Global 
Ensemble; http://tigge.ecmwf.int/) drive the ensemble of sea ice-ocean models. Each of the 
selected UKMO ensemble forecasts consists of one unperturbed ‘control’ forecast and an 
ensemble of 23 forecasts with perturbed initial conditions. For further details the reader is 
referred to Yang et al. (2015).  
The simulated sea ice concentration and the sea ice concentration derived from satellites are 
combined with the model using a sequential SEIK filter with second order exact sampling 
(Pham, 1998) as coded within the Parallel Data Assimilation Framework (PDAF, Nerger and 
Hiller, 2013?http://pdaf.awi.de). A radius of ~126 km was introduced to localize the analysis. 
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To match the ensemble size of the UKMO perturbed forcing, 23 ensemble states are used in 
this study. The reader is referred to Nerger et al. (2006), Losa et al. (2012) and Yang et al. (2015) 
for more details on the (L)SEIK filter and its implementation. 
Two daily sea ice concentration data sets are used in this study: the SICCI fields from AMSR-
E, and the OSISAF fields from SSM/I (Product OSI-401-a). Although the two data sets share 
some algorithms and some processing details, we consider them as independent, because the 
processed data come from different satellite sensors. In the SICCI data set, the North Pole data 
gap is filled by interpolation, and daily maps of total standard error (uncertainty) are provided.  
We compare our simulation results to measurements of sea ice draft from the Beaufort Gyre 
Experiment Program (BGEP) Upward Looking Sonar (ULS) moorings located in the Beaufort 
Sea (BGEP_2009A, BGEP_2009D; http://www.whoi.edu/beaufortgyre; see Figure 1 in Yang 
et al., 2015 for the locations). The error in ULS measurements of ice draft is estimated as 0.1 
m (Melling et al., 1995). Drafts are converted to thickness by multiplying by a factor of 1.1 
(Nguyen et al., 2011). 
In this study, the system's forecasting skills are evaluated with a series of 24h forecasts over 
the period of 1 June to 30 August 2010 during which the LSEIK filter is applied every day.  
Three experiments, which only differ in the way uncertainties are represented, form the 
backbone of this study:  
1. LSEIK-1: SICCI sea ice concentration data were assimilated with a constant uncertainty 
value of 0.25 (one standard deviation). This experiment has the same configuration as in the ice 
concentration assimilation experiment in Yang et al. (2015). 
2. LSEIK-2: Same as LSEIK-1 but using the uncertainty fields provided with the SICCI product. 
A minimum uncertainty of 0.01 is imposed to avoid complications due to divisions by very 
small numbers. 
3. LSEIK-3: Same as LSEIK-2, but with a minimum uncertainty of 0.10. 
To reflect the uncertainties in the interpolated sea ice concentration from SICCI over the 
data-void North Pole, a constant uncertainty of 0.30 is used in this region for all experiments.  
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6.3 Results  
Figure 6.1 compares the root mean square error (RMSE) for ensemble mean ice concentration 
forecasts with and without data assimilation with respect to independent OSISAF ice 
concentration for the period 1 June to 30 August 2010. As errors tend to be large for small ice 
concentrations, all RMSE are evaluated only at grid points where either the model or the 
observations have ice concentrations larger than 0.05 (Lisæter et al., 2003, Yang et al., 2014a).  
 
Figure 6.1: Temporal evolution of RMSE differences between sea ice concentration forecasts 
and the independent OSISAF ice concentration data. The RMSE of the MITgcm free-run, 
LSEIK-1, LSEIK-2, and LSEIK-3 24-h forecasts are shown as gray, green, blue and red solid 
lines, respectively.  
 
All the data assimilation experiments reduce deviations of the forecasted ice concentration 
from the satellite-based data. Compared to the free run without data assimilation, mean RMSE 
of LSEIK-1, LSEIK-2, and LSEIK-3 ensemble mean forecasts are reduced from 0.25 to 0.14, 
0.09 and 0.13. At all times, LSEIK-2 and LSEIK-3 with more advanced uncertainty estimates 
and adjusted minimum uncertainties agree better with the independent OSISAF observations 
than LSEIK-1, which employs a constant uncertainty of 0.25. Furthermore, it is worth pointing 
out that LSEIK-2, with the original uncertainties, agrees best with the independent OSISAF 
observations. This shows that the forecasting system produces a more realistic ensemble mean 
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state for sea ice concentration when time and space dependent uncertainties provided with the 
satellite observations are used.  
The time series of daily 24-hr forecast of sea ice thickness are compared to in-situ ULS-
observations BGEP_2009A (Figure 6.2a) and BGEP_2009D (Figure 6.2b). Note, that the 
numerical model carries mean thickness (volume over area) as a variable. The observed 
thickness is multiplied by SICCI local ice concentration to arrive at the observed mean 
thickness shown in Figure 6.2. All forecasts with DA show improvements over the free-running 
MITgcm after late July. The ice thickness RMSE at BGEP_2009A has been reduced from 
0.86m in the free model run to 0.43m in LSEIK-1, 0.61 m in LSEIK-2, and 0.43m in LSEIK-
3; the RMSE at BGEP_2009D has been reduced from 0.93m in the free model run to 0.55m in 
LSEIK-1, 0.51m in LSEIK-2, and 0.59m in LSEIK-3. By using the original SICCI uncertainty, 
LSEIK-2 gives a good agreement with the in-situ observations at BGEP_2009D (Figure 2b), 
but over-estimates the mean sea ice thickness at BGEP_2009A (Figure 2a), especially mid-July. 
By imposing a minimum of 0.10 in the original uncertainties, the LSEIK-3 thickness agrees 
better with the BGEP_2009A data, and is basically equivalent to LSEIK-1.  
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Figure 6.2: Evolution of mean sea ice thickness (m) at (a) BGEP_2009A and (b) BGEP_2009D 
Beaufort Sea from 1 June to 30 August 2010. The black solid lines show the obtained mean ice 
thickness observations. The MITgcm free-run, LSEIK-1, LSEIK-2, and LSEIK-3 24-h ice 
thickness forecasts are shown as gray, green, blue and red solid lines, respectively.  
 
6.4 Conclusions and discussion  
Based on the recently released SICCI sea ice concentration data that provides uncertainty 
estimates, a series of sensitivity experiments with different data error statistics have been 
carried out to test the impact of sea ice concentration uncertainties in data assimilation. 
Compared to an optimized DA configuration with constant uncertainty of 0.25, the DA with 
provided uncertainties can give a better short-range ensemble mean forecasts for sea ice 
(a) 
(b) 
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concentration in summer; for ice thickness forecasts the influence of observational uncertainties 
is ambiguous (beneficial in one case while seemingly detrimental in another). 
The sensitivity of the data assimilation to the observation uncertainties can be explained by 
the employed (atmospheric) model and data error statistics in the LSEIK assimilation system. 
Although we have not directly included the model errors due to the possible suboptimal sea ice 
internal parameters, the ensemble forcing approach used here was shown to be very effective 
at representing model uncertainty associated with atmospheric forcing fields (Yang et al. 2015). 
Data error is represented by the original observational data uncertainties of ice concentrations 
that are supposed to reflect errors in satellite retrievals and data processing. These data 
uncertainties, however, seem to be very low for the summer sea ice pack; In Figure 6.3, we 
show the provided observation uncertainties on June 1st, June 16th, July 1st, July 16th, August 
1st and August 16th, 2010. For example, on 16 July 2010 when surface ice melting prevails 
and the satellite-based ice concentration estimates are known to underestimate the sea ice cover, 
the provided uncertainties are still lower than 0.06  (Figure 6.3). 
In fact, Lavergne and Rinne (2014, section 2.2.1.1 “summer melt-ponding”) report that 
AMSR-E and SSM/I, like all other passive microwave sensors, cannot distinguish ocean water 
(in leads) from melt water (in ponds) because of the very shallow penetration depths of the 
microwave signal. Therefore, these radiometric sea ice concentrations are closer to one minus 
the open water fraction (ponds and leads), than to the physical sea ice concentration in our 
models. This point is further elaborated in Ivanova et al. (2015). 
It is worth highlighting two important issues: First, even if the targeted quantity is not the 
physical ice concentration, the SICCI product should probably feature larger uncertainties in 
summer. Second, the mismatch between the measured and modelled quantities calls for a 
matching relation in form of an observation operator to be embedded in the data assimilation 
procedure. Given the scope of this study, the solution implemented in LSEIK-3, that is to 
enlarge the observation uncertainties using a minimum value of 0.10, is a pragmatic but 
effective approach. 
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Figure 6.3: The SICCI sea ice concentration uncertainty on June 1st (top left), June 16th (top right), 
July 1st (middle left), July 16th (middle right), August 1st (bottom left) and August 16th (bottom 
right), 2010. 
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The standard deviation of sea ice concentration for LSEIK-2 turns out to be relatively small 
(Figure 6.4), which means that all members are very close to the assimilated observations. 
Together with the fact that LSEIK-2 does not fit the thickness observations as well as LSEIK- 
3, this suggests that the ensemble forecast spread for sea ice concentration (uncertainty) is 
underestimated (the mean spread is less than 0.02; Figure 6.5a), and cannot reflect all possible 
model states. As only observations of sea ice concentration are assimilated, sea ice thickness is 
influenced indirectly during the data assimilation through the point-wise covariance between 
the ice concentration and thickness; therefore, very small sea ice concentration variance leads 
to a very small sea ice thickness spread (the mean spread amounts to about 0.06m; Figure 6.5b), 
which may explain why the LSEIK-2 system is not very effective at improving the sea ice 
thickness estimates. It should be pointed out, however, that by raising the minimum uncertainty 
to 0.10, which is meant to account for the mismatch between the observed and modelled 
quantities as well as the underestimated observation uncertainties, the ensemble spread of sea 
ice concentration is increased (the mean spread is about 0.03; Figure 6.5a), thus allowing the 
system to better span the model state space, and leading to a larger ice thickness spread  (the 
mean spread amounts to about 0.10m; Figure 6.5b) and improved sea ice thickness forecasts. 
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Figure 6.4: Sea ice-concentration standard deviation for the individual grid cells as calculated 
from the 24-h ensemble forecasts on 30 August 2010. (a) LSEIK-1, (b) LSEIK-2 and (c) LSEIK-3. 
 
 
(c) 
(b) (a) 
 60 
 
 
Chapter 6 Benefit of using sea ice concentration observation uncertainties 
 
  
Figure 6.5: Temporal evolution of area mean spread of (a) ice concentration and (b) ice 
thickness forecasts. The spread (STDs) of LSEIK-1, LSEIK-2, and LSEIK-3 24-h forecasts are 
shown as gray, green, blue, and red solid lines, respectively.  
 
In this study, we assimilate the summer SICCI sea ice concentration data taking into account 
the data uncertainties provided by the distributors. It was found that our DA system cannot give 
a reasonable ensemble spread of sea ice concentration and thickness if we use the provided 
uncertainty directly. That is because 1) there is a mismatch between the sea ice concentration 
as observed by the passive microwave sensors (radiometric concentration) and that simulated 
by our model (physical concentration), and 2) the provided observation uncertainties are 
(a) 
(b) 
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probably underestimated. A simple and pragmatic approach appears to correct this by imposing 
a minimum threshold value on the provided uncertainties in summer. We finally note that the 
mismatch between the observed and modelled ice concentration (radiometric vs. physical) does 
not exist in winter when there is no surface melting, and that fully resolving the mismatch in 
summer calls for more research, for example by considering melt-pond schemes, and 
observation operators. 
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7. Summary and outlook 
7.1 Summary 
Realistic initial model states are important for accurate sea ice prediction; hence sea ice data 
assimilation (DA) plays a pivotal role in sea ice forecasting. Thus, the objective of this doctoral 
thesis is to improve the Arctic sea ice state estimation/initialization and short-term forecast. The 
Massachusetts Institute of Technology general circulation model (MITgcm) (Marshall et al., 
1997) is used as the modelling tool. The DA system is based on a local Singular Evolutive 
Interpolated Kalman (LSEIK) filter and the satellite based sea ice concentration and thickness 
observations are assimilated.  
For this purpose, I conducted the following four studies. 
First, the summer sea ice concentration data assimilation experiment provides valuable 
information on ensemble based sea ice data assimilation and forecast: 
1. The LSEIK based data assimilation system can assimilate the summer sea-ice concentration 
data and improve the concentration forecast successfully.  
2. With the multivariate covariance between ice concentration and thickness, the summer sea 
ice thickness can be improved by assimilating the summer sea-ice concentration data only. 
Given the fact that observed ice thickness fields are not available over the entire Arctic area in 
summer, this study is a step towards improving future operational sea ice thickness forecasts. 
Then the LSEIK system was extended to assimilate both sea ice concentration and ice 
thickness data. A series of sensitivity experiments were designed to investigate the SMOS ice 
thickness data assimilation, and reveal that: 
1. In the cold season, the impact of assimilating only sea ice concentration is much smaller than 
in summer. That is because the covariance between ice concentration and ice thickness is weak 
when the ice concentration tends towards uniform values of 100% in the Arctic Ocean.  
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2. The SMOS ice thickness assimilation substantially improves the thickness forecasts. The 
SMOS sea ice thickness therefore provide valuable additional information to provide improved 
thickness forecasts with assimilated sea ice models. 
3. With SMOS thickness data, the sea ice concentration forecasts also agree better with 
observations, although this improvement is smaller.  
4. The SMOS ice thickness assimilation can also improve long-term (>5 days) sea ice forecasts.  
Furthermore, with the ensemble atmospheric forcing, the role of atmospheric uncertainty in 
Arctic summer sea ice data assimilation and prediction are investigated: 
1. The atmospheric ensemble implementation sufficiently well approximate the atmospheric 
error statistics and, thus, improve the system state estimation/initialization and short-term 
forecast in summer. 
2. The 15-day forecasts are also improved with ensemble forcing over those with deterministic 
forcing, both because of the larger spread and the better initial state in the ensemble forced 
system. 
Finally, Based on the recently released SICCI sea ice concentration data set that provides 
uncertainty estimates, the impact of different uncertainty approximations on summer sea ice 
data assimilation is quantified: compared to an optimized data assimilation configuration with 
constant uncertainty, the DA with provided uncertainties can give better short-range ensemble 
mean forecasts for sea ice concentration in summer, while for ice thickness forecasts the impact 
of observational uncertainties is ambiguous.  
7.2 Outlook: towards an advanced sea ice-ocean multivariate data assimilation system 
In this PhD thesis, I improve Arctic summer sea ice forecasts by implementing a LSEIK filter 
based data assimilation system with dynamic error evolution. The DA system is not complete, 
as only the sea ice concentration and ice thickness (in cold season only) observations data were 
assimilated, and only the ice concentration and thickness belonged to the control vector in the 
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assimilation. Further work is required to investigate the multivariate performance and improve 
this system.  
First, the information of snow depth on sea ice is critical for the Arctic surface heat and 
radiation budgets. For example, the snow cover on sea ice has an even higher surface albedo 
than ice which reduces the amount of shortwave heating (e.g., Lindsay, 1998), and a lower 
thermal conductivity which effectively impacts the underlying sea ice layer, as well as reduces 
the transfer of heat between the ocean and atmosphere (Maykut, 1978; Kurtz et al., 2011). 
However, due to the sparsity of gridded snow thickness (on sea ice) observations, to the author’s 
knowledge, there is no publication related with snow thickness (on sea ice) data assimilation. 
The recently developed daily near real-time basin-scale snow ice thickness data of University 
of Bremen (http://www.iup.uni-bremen.de:8084/ssmisdata/snow_daygrid/) provides an 
opportunity to test the snow thickness data assimilation. Besides the sea ice concentration, the 
ice and snow thickness, previous studies have already shown that the sea ice drift and sea 
surface temperature (SST) observations can further be assimilated to improve the ice-ocean 
state estimation (e.g., Stark et al., 2008; Sakov et al., 2012), so the ultimate goal of this 
comprehensive data assimilation system would involve a full multivariate assimilation, in 
which also observations such as ice velocity, snow thickness, sea surface temperature and sea 
surface level anomaly are assimilated directly during the filter analysis.  
Second, in the chapter 5 of this thesis, ensemble forcing was used to explicitly consider the 
atmospheric uncertainty, however, the sea ice model errors have not been included in the DA 
system, and this requires further extending the assimilation system. Following Juricke and Jung 
(2014), I plan to try stochastic perturbation method to include the uncertainties in the sea ice 
parameterizations. 
Furthermore, in this thesis, I run all the data assimilation experiments using LSEIK filter, 
and it shows that LSEIK filter can work efficiently. However, it is still worth to try other 
ensemble based filters and compare the results. For example, the error subspace transform 
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Kalman filter (ESTKF) filter has been proved with some advantages over the SEIK filter in the 
ensemble properties and the analysis model state (Nerger, 2013). 
Finally, the chapter 3 of this thesis shows that in summer, the MITgcm model free-run tends 
to overestimate the multiyear sea ice thickness in the central Arctic. The choice of sea ice 
parameter values in the model affects greatly the simulated Arctic sea ice characteristics (e.g., 
Kim et al., 2006), but it is very difficult to tune the uncertain parameters. Recently, Massonnet 
et al. (2014b) was able to calibrate the sea ice dynamics by constraining a set of three loosely 
constrained parameters (the atmospheric drag aC , the oceanic drag wC  and the ice strength 
parameter *P ) by appending them the ocean–sea ice state in their ensemble Kalman filter. I plan 
to calibrate the MITgcm sea ice parameters using our ensemble based data assimilation system. 
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