INTRODUCTION
Nucleic acids, DNA and RNA, together with proteins, belong to the group of biological macromolecules that constitute the central actors in the living world. While nucleic acids, and especially DNA, contain and maintain information, proteins decode and replicate nucleic acids and act upon their environment physically and chemically. Within this universe of proteins, RNAs, which are the only molecules able to code information and promote catalytic processes, act in every single crucial step of the life of a cell. This important role of RNAs reflect the past grandeur of the RNA world in the origins of life. Moreover, the chemistry of life as we know it nowadays could not exist and function without water molecules, ions, lipids, and polysaccharides. The existence of such complex environments around the chemical processes underlying life implies a necessity to unravel, beyond their static structures, the dynamical nature of the biological macromolecules and of their interactions with the surroundings. In thermodynamical terms, we need to understand Gibbs free energies, i.e., enthalpies and entropies of the biological systems under study, including their environment. It is now accepted that water molecules form an integral part of nucleic acids 1, 2 and it has been established that magnesium ions constitute an absolute necessity for the functional folding of complex RNA molecules, as well as for their catalytic activities (for a review, see Ref.
3). What we can hope to achieve with the help of molecular dynamics (MD) simulations is a more complete understanding of water and ion binding to nucleic acids in structural as well as dynamical terms. Thus, we view MD simulations as an extension of the crystallographic determinations of nucleic acid structures, often plagued by low resolution. In the following, we will detail aspects of MD simulations specific to nucleic acid systems and focus our attention on the advances in the field which contribute to those aims. We will restrict our survey to MD simulations that include an explicit representation of the aqueous and ionic environment.
METHODOLOGY
In this section, methodological aspects crucial to the art of MD will be described with a particular emphasis on structural and dynamical artifacts which appeared during the development of simulation protocols, as we believe that such discrepancies contain the seeds, and point to directions, of future improvements. For additional aspects of nucleic acid MD simulations, the reader is referred to reviews 2,4 8 and Molecular Dynamics: DNA.
Force Fields
An accurate description of the interatomic forces at play in chemical systems is necessary for a correct description of their dynamical behavior. Refined versions of common force fields used for MD simulations of nucleic acids, such as AMBER, 9 CHARMm, 10 GROMOS, 11 and OPLS/AMBER 12 are regularly included in associated MD packages. These force fields are calibrated by using a combination of experimental data and ab initio calculations (for a review, see Ref. 13) . A newly developed restrained electrostatic potential fitting procedure has been used in the derivation of a charge set for riboand deoxyribonucleotides.
14 This method has the advantage of reducing the conformational dependence generally associated with charge fitting methods. An alternative to ab initio electrostatic parameter sets is given by point charges derived from X-ray diffraction data collected at low temperature from nucleoside and nucleotide crystals. 15 These experimentally derived charges, which possess the advantage of incorporating environmental effects, have been compared to other classical charge sets 10 and used in some recent RNA simulations.
16,17
However, at present, it is not possible to establish a classification of the different force fields available. Moreover, it is both useful and insightful to develop simultaneously several force-fields because this allows comparisons between theoretical and experimental results from different perspectives. It should be noted that the choice of a force field is often conditioned by the use of the associated MD package. Yet, while being essential, the selection of an accurate force field is not the only factor determining the quality of MD simulations. As will be shown below, the use of an accurate method for the calculation of the long-range electrostatic interactions is as decisive as the choice of a specific force field. Besides, inaccurate MD protocols can mask differences between force fields. From 10 MD simulations of an RNA hairpin using an 8Å truncation distance and all starting from the same initial configuration, simulations using the AMBER4.0 partial charges were found to be statistically indistinguishable from simulations using an experimentally derived charge set.
18
Progress in the ability of current force fields to reproduce the fine structure of dynamical systems will in the future come from an explicit rather than implicit parametrization of non-standard, yet experimentally well characterized, interactions such as C HÐ Ð ÐO hydrogen bonds 26 Moreover, it turns out that such C HÐ Ð ÐO hydrogen bonds play a role in the structural stabilization of specific RNA fragments by MD simulations.
16, 27 The structural importance of C HÐ Ð ÐO water contacts has also been investigated by MD simulations of nucleic acids. 17 In order to take into account such types of interactions, additional terms may be added to classical force fields. Caldwell and Kollman have recently shown that nonadditive terms are essential in accurately describing cation interactions. 28 Consequently, the development of force fields which include atomic polarizability 13,29 is among the most awaited and promising advances in the field of MD simulations. Such force fields should resolve, at least partially, the delicate problem of the calibration of electrostatic partial charges and allow more accurate insights in the dynamical behavior of biomolecules. Recently, the first MD simulations of an RNA dinucleotide crystal, based on density functional theory, have been described 30 demonstrating that it is now possible to envisage ab initio simulations of molecules whose size approaches that relevant for biological systems.
Treatment of Long-range Electrostatic Forces
For MD studies of highly charged nucleic acids, the correct treatment of electrostatic interactions is fundamental. These interactions fall off as 1/r, where r is the separation between charges, and have consequently to be considered as long-range.
As a result, at a separation of 10Å, the electrostatic interaction between two positive unit charges remains approximately 36 kcal mol 1 in a medium with a dielectric constant of one, while it is multiplied by 4 when two divalent cations are considered. Yet, as the evaluation of long-range interactions is the most time demanding part in MD calculations, a great number of approximations have been developed in order to make these problems tractable with available computational means. In the following, we will briefly describe these methods and focus on their respective advantages and drawbacks. For detailed accounts on the treatment of electrostatic interactions in biomolecules, the reader is referred to literature reviews.
33

Truncation Methods
Truncation methods consist of neglecting the electrostatic interactions between two particles beyond a certain distance called the 'truncation' or 'cut-off' distance.
33 35 These methods were developed to limit the computational effort needed by the evaluation of the long-range forces. Artifacts associated with the use of truncation methods have been detected for both proteins (Auffinger and Beveridge, unpublished results, and Refs. 36 and 37) and nucleic acid systems. 35 These problems manifest themselves differently depending on the selected truncation technique. One can use a straight truncation method, shifting functions which scale the interaction potential to zero at a specific distance or switching functions which bring the potential to zero between a switch on and a switch off distance. An example is given by a simulation of a DNA dodecamer in aqueous solution including counterions and using a switching function with switch on D 7.5Å and switch off D 8.5Å values. 35 The distribution of interphosphorus distances ( Figure 1 ) revealed a peak close to the Figure 1 Comparison between the experimental distribution of phosphorus phosphorus distances calculated from 61 B-DNA X-ray structures extracted from the NDB (histogram) with the same distribution calculated from a 500 ps MD simulation of a B-DNA dodecamer using a 7.5 8.5Å switching function (curve). The artifact peak generated by the use of this switching function is marked by an arrow. In the inset, the time course of a typical distance between adjacent phosphate atoms is plotted. The rapid stretch in the phosphate backbone of around 200 ps, resulting from the use of a switching function, induces an artificially reduced mobility of the DNA Figure 2 Ion ion radial distribution function calculated from a 100 ps simulation of a 1.0 M aqueous NaCl solution. The simulation box contained 29 ion pairs and 1531 water molecules. Discontinuities at the 16Å cut-off limit are marked with an arrow 8 .5Å boundary corresponding to a stretch of the DNA backbone. At this distance, the interaction energies between adjacent phosphate groups is close to zero. A comparison with the experimental inter-phosphorus distance distribution, calculated from a set of 61 B-DNA structures extracted from the nucleic acid data base, 38 clearly demonstrates that this peak is an artifact. In the inset of Figure 1 , the time course of a selected phosphorus phosphorus distance is shown, revealing that one effect of the above described switching function was to make the DNA backbone rigid and, consequently, the whole DNA structure, resulting in low and stabilized global root mean square (rms) deviations. These rms deviations where at first interpreted as resulting from the use of an efficient simulation protocol before a more in-depth analysis revealed their origin. In this case, an incorrect simulation protocol resulted in a good agreement with expected properties of the trajectory, emphasizing the need of analyzing in detail and with great care all aspects of MD simulations. 39 Although the above problem appears to be protocol specific, similar artifacts have been found in other simulations of biomolecules as noted above. Yet, it has been a common belief that the selection of larger cut-off distances would attenuate if not eliminate truncation problems. Unfortunately, as shown in ion ion radial distribution functions calculated from an MD simulation of a 1.0 M aqueous NaCl solution MD using a 16Å truncation distance, 40 large artifact peaks appear clearly at the cut-off boundary ( Figure 2 ). Moreover, it has been found that a slight increase in the truncation distance modifies not only the long-range structure of the system but, more importantly also, the ion distribution at medium and short ranges. Similarly, for protein systems, Kitson et al. 36 found that the use of long-ranging switching functions, in the 15Å region, led to a depletion and an aggregation around the cut-off region for, respectively, the same and oppositely charged pairs. For neutral components of the system like liquid water, the experimental radial distribution functions are usually satisfactorily reproduced when using truncation methods. However, finer defects were detected such as perturbations of the dipole dipole distribution functions and alterations of the water diffusion coefficients.
41 44 Consequently, artifacts associated with the use of truncation methods in all domains of MD simulations, from highly charged to neutral systems, made the development of new simulation protocols absolutely necessary.
Decomposition of Solute Solute and Solute Solvent Interactions
As shown above, the use of truncation methods perturbs strongly the dynamical behavior of all kinds of simulated systems. However, it is generally admitted that systems containing charged groups such as nucleic acids are more severely affected by the use of cut-off distances. A method proposed for improving the quality of simulations of highly charged systems was the use of a residue based cut-off for solute solvent and solvent solvent interactions while calculating explicitly all solute solute interactions (the solute is composed of the counterions and the biomolecule). This method has been implemented in AMBER and was tested on DNA and RNA systems. 45 The application of this methodology resulted in both cases in trajectories comparable to those generated by using straightforward truncation methods and characterized by a rapid drift in the rms deviation. A comparative study using this method with 8 and 16Å truncation distances for interactions involving the solvent, as well as the multiple molecular dynamics (MMD) strategy (Figure 3 ), showed nevertheless that the inclusion of a larger number of solvent interactions resulted in improved trajectories, assessing consequently the structural importance of the weak but numerous long-range solvent interactions involving neutral solvent molecules, called hydration forces, on the dynamical stability of these systems.
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Figure 3 Time dependent root mean square (rms) deviations from the starting crystal structure for the three different sets of multiple molecular dynamics (MMD) trajectories of the tRNA Asp anticodon hairpin, each using a different method for the evaluation of the electrostatic long-range interactions. The model increases in accuracy from the top graph to the bottom one
Ewald Summation Methods
In order to improve the treatment of the long-range electrostatic interactions, the Ewald summation methods, 31 33 including the fast particle mesh Ewald (PME) summation 46, 47 methods, have been implemented in MD packages to simulate nucleic acid systems, both in the crystal phase 48 50 and in solution.
16,17,45,51 53 These methods impose a crystal-like periodicity on the system and allow one to calculate all non-bonded electrostatic interactions without truncation. As a result, all the trajectories which have been generated by using these methods display a very high dynamical stability (see Figure 3) . Further, the above described artifacts have not been detected in simulations using Ewald summation techniques. Nevertheless, the crystal-like periodicity imposed on the system may be at the origin of undiscovered problems which are, however, believed to be less important, and consequently manifest themselves on longer timescales. Only thorough and in depth analysis of trajectories generated through the use of this method will lead to its validation as well as to necessary improvements. Other methods for the accurate treatment of the long-range electrostatic interactions, such as reaction field methods, 33 have been developed but have not yet been applied to nucleic acid systems.
Counterions
Nucleic acid molecules are polyelectrolytes where each nucleotide carries a 1 electrostatic charge on its phosphate group. Accurate simulations of their dynamics requires the inclusion in the model of, at least, a neutralizing counterionic atmosphere.
7, 35 However, given the difficulties associated with the description of this ionic atmosphere, early simulations have avoided this problem by using reduced charge models. These models treat the counterions implicitly by systematically scaling down the charges on the phosphate groups in agreement with the Manning counterion condensation theory. Yet, they suffer from some obvious drawbacks, one of them being their inability to represent realistically the hydration patterns around charged groups and, consequently, should no longer be used.
For placing a neutralizing ionic atmosphere around nucleic acids, two main methods are currently used. The first one consists of placing the counterions, generally monovalent ions, on the bisector of the OPO angle at a 4.5 6.0Å distance from the phosphorus atom. This method is satisfactory as long as only double-stranded structures are studied. For folded RNA molecules, however, the inward orientation of a certain number of phosphate groups would lead to an unsuitable placement of the counterions. Moreover, for DNA or RNA double stranded helices such a method can lead to short interatomic distances between counterions on the minor/shallow groove side.
The second method consists of calculating the electrostatic potential on a grid and then placing iteratively ions at the grid points having the largest negative or positive potential. In an improvement of this method, the solute is first solvated and then the counterions are placed at the location of water molecule oxygen atoms having the largest potential values. These methods have the advantage of being quite general while allowing at the same time the placement of an ionic atmosphere which includes for example Cl co-ions in the simulation box. The inclusion of a counter-and co-ionic atmosphere around nucleic acids opens the route to the study of concentration dependent phenomena. Finally, we mention a procedure used by Pettitt et al. 54 in their study of DNA triple helices, which consists simply of randomly replacing an equivalent number of water molecules by Na C and Cl ions and then letting the ionic atmosphere equilibrate over an appropriate time period.
However, a definite answer to the question of the correct placement of counterions has not yet been found and detailed experiments as well as theoretical investigations have to be pursued.
7, 35 The importance of the placement of different types of counterions should be also addressed, as well as the stabilizing role of divalent counterions such as Mg 2C in nucleic acid systems.
Boundary Conditions
In order to reproduce solution or crystal environments, it is necessary to define boundaries around the system. 31 Several options are available to fix such boundaries. One of them is to place the system in a sufficiently large water droplet where the outer layer is restrained in order to prevent water molecules to 'evaporate'. These methods are generally used for simulating large systems such as nucleic acid/protein complexes for which the use of periodic boundaries would not allow to perform an MD simulation in a reasonable amount of time. For smaller systems, periodic boundary conditions can be routinely used. In this method, the solute is placed in a box of solvent which is then replicated in all directions in order to mimic an infinite system. However, the use of truncation methods for the evaluation of electrostatic interactions restricts severely the 'infinite' character of the system. The use of Ewald summation methods allows a simulation of truly infinite periodic conditions and is, therefore, the most adapted approach for simulations in a crystal environment, although it has been used efficiently for simulations of liquid phases.
Heating and Equilibration
A great number of equilibration protocols have been developed by various groups and are constantly evolving. They all include a heating and an equilibration phase and can be sketched as follows (Figure 4 ). After solvation of the nucleic acid system and placement of the counterions, a first stage of molecular mechanics calculation is performed in order to Figure 4 Tentative MD protocol for simulating hydrated nucleic acid (NA) systems. (Tw) thermalization of the water molecules; (Twi) conjugate thermalization of the ions and the water molecules; (H) heating of the entire system; (E) equilibration of the system at 300 K; (P) production phase. The length of these different steps is, obviously, highly dependent on available computational means relieve unfavorable contacts introduced in the system during its construction. Then a sequence of MD simulations is calculated where the coordinates of the water molecules and the counterions are held fixed or are constrained with an harmonic potential to stay close to their initial positions. This allows the water molecules to reach favorable positions around the solute. When accurate crystallographic water positions are available, it can be checked if the simulation parameters used lead to identical water positions. Afterwards, in order to allow ions to rearrange themselves around the solute, a heating phase is performed with fixed or constrained solute atoms, moving counterions and water molecules. This is followed by a second heating phase with no constraints on the system and by an equilibration step at the target temperature, before the production phase is started.
Sampling Problems
The question of the sampling of the configurational space is omnipresent in the field of MD simulations. Besides methods like Monte Carlo or simulated annealing, two paths to address this problem have been explored. The most traditional one consists of extending the timescale to a reasonably long limit mostly determined by the computational means available. Ideally, but far beyond reach, 100 ns timescales have been proposed for an efficient sampling of the configurational space. 55 However, in long runs, given the highly iterative nature of MD processes, constant accumulation of errors associated with slight force field inaccuracies may drive the system into states which are only stable as a result of protocol deficiencies. Therefore, there is a time limit beyond which MD simulations potentially lose their accuracy and the question of the determination of this limit should be addressed in each study. Another approach to sample the 'theoretical configurational space' of a system and to detect possible protocol instabilities consists of running MMD trajectories. This approach utilizes the chaotic nature of MD calculations by introducing slight perturbations in the initial velocities of the system in order to produce several uncorrelated trajectories. Thus, MMD trajectories, as an ensemble, have the advantage of describing more accurately the properties of the modeled system as well as its dynamics around the starting configuration.
16 18,27 Such methodologies parallel, in spirit, some of the motivations of conducting MD simulations of biomolecules in the crystallographic unit-cell where each simulated molecule samples a particular region of its configurational space.
36, 56 As all physical measurements involve averages of properties derived from a huge number of individual trajectories, there is no doubt that MMD simulations will become an essential tool in the range of techniques available to theoreticians.
Constraints
Positional constraints can be used in MD simulations during the equilibration phase as explained before. However, they have also been used to compensate for force field deficiencies. Early simulations have revealed the occurrence of base pair breaking events on the 100 ps timescale. Yet, such events are experimentally known to occur in solution on the millisecond to microsecond timescales.
57, 58 Consequently, no clear correlations with events occurring on the picosecond to nanosecond MD timescale can be made. It has therefore been proposed to constrain the distance between hydrogen-bonded atoms of nucleic acid base-pairs in order to prevent their fraying. Even if such constraints may have been useful, we believe that, given the high quality of the actual force fields and methods available for the evaluation of the long-range electrostatic interactions, they should no longer be necessary.
Yet, distance constraints or restraints are the most commonly used for the determination of nucleic acid structures from NMR experiments. However, this topic is much too large to be reviewed here and we will refer the reader to reviews
59,60
(see also Macromolecular Structures Determined using NMR Data and NMR Refinement).
Validation
The validation of MD results obtained with a given forcefield and simulation protocol is essential for delimiting its weaknesses and, consequently, plan future improvements.
35
Such validations can come from rigorous comparisons between experimental and calculated data. As such, the growing number of high resolution crystal structures comprising ordered water molecules 38 provides the best reference points. Simulations of nucleic acids in the crystal environment should allow one to conduct the most accurate comparisons between experimental and calculated data against which present parameter sets should be tested and improved. Such procedures will allow one to fine tune key base base interactions, as well as more subtle interactions like C HÐ Ð ÐO hydrogen bonds which, recently, have been shown, both theoretically
16,17,27
and experimentally, 19,20,25,26,61 to contribute to the stabilization of nucleic acids. Validation or invalidation of simulation protocols can also come from comparisons between different sets of theoretical results. A recent example is given by two sets of simulations of DNA dodecamers conducted with distinct methodologies by two different groups. In one set of simulations, a preference for the A-form of DNA was observed 62 while, in the other set, a preference for the B-form was recorded. 52 These differences were proposed to be force field dependent. Yet, it has to be noted that these disagreements revealed themselves on nanosecond simulation times implying that, as methodological progresses are made, force field or protocol deficiencies become apparent only on the longer timescales and raise the question of the time limit beyond which MD simulations lose their accuracy. One way to address this question is to use the MMD approach, which has been developed to study the consistency of MD trajectories.
16,18,27
The rapidity of the drift of some properties calculated for different trajectories can give an estimate of the timescale on which MD simulations conducted with a given simulation protocol may be considered as reliable (Figure 3 ).
APPLICATIONS
MD simulation techniques have been applied to a great variety of nucleic acid structures, from the most studied Drew Dickerson dodecamer duplex d(CGCGAATTCGCG) 2 
63
to helices containing mismatches, triple helices, DNA/RNA hybrids, complexes with drugs or proteins, and RNA molecules. In the following sections, we will report progress made in each of these areas. As stated before, we will only review the latest or most significant contributions. Free energy calculations with applications in the field of nucleic acids have been reviewed by Kollman, 64 while the hydration of nucleic acid structures has been extensively reviewed by Westhof and Beveridge 2 and Beveridge et al. 5 An account for the theoretical treatment of counterions around nucleic acids can be found in Refs. 7 and 35.
Small Systems
Nucleotides are the basic nucleic acid building blocks. Thus, the study of their dynamics, hydration patterns, as well as those of their constituent fragments, i.e., phosphates, sugars, and bases, gives interesting insights in the structure of bigger assemblies while allowing at the same time careful parametrization studies warranted by the high quality of available crystal structures and other experimental data.
The preference of nucleic acid bases for stacking over hydrogen-bonding associations in water has been established by free energy perturbation (FEP) 65 and potential of mean force (PMF) 66 calculations, in good agreement with available experimental data and with an earlier MC study, in which Pohorille et al. 67 have shown that, in an apolar solvent like CCl 4 , hydrogen bonded base pairs are favored over stacked associations. These studies demonstrate the importance of solvent-induced forces in the stabilization of nucleic acid systems and, from a methodological point of view, the impossibility of determining free energies of association by in vacuo or ab initio calculations in which the solvent contributions are neglected. PMF calculations were used by Norberg and Nilsson to map the free energy change between stacked and unstacked conformations along a reaction coordinate connecting base glycosidic nitrogens for the 32 solvated and neutralized deoxyribo-68 and ribo-dinucleoside monophosphates.
69
The calculated conformational properties and the effect of desolvation on the stacking process were found to be in agreement with experimental data, reflecting a delicate balance of solvent and dispersion forces. They subsequently mapped the free energy landscape of the ApApA RNA trimer and found that the lowest minimum was associated with the conformation where all three bases were stacked. 70 
FEP calculations have been performed by Jorgensen and Pranata
71 in order to assess the importance of secondary interactions in triply hydrogenbonded complexes such as G-C or U-'2,6-diaminopyrimidine' base pairs. Free energy conformational maps for adenosine nucleosides were generated by Pearlman and Kollman 72 and were compared with analogous potential energy maps generated by using standard minimization techniques. These authors concluded that the use of free energy perturbation calculations could significantly improve the quality of actual force fields. Such procedures have been employed byÅqvist 73 to derive van der Waals parameters for various mono-and divalent ions from experimental hydration energies.
Studies on nucleotide fragments were undertaken for calibration purposes of the CHARMm 10 and OPLS 12 force fields, while novel nucleic acid bases with hydrogen-bonding association patterns different from those of Watson Crick GC and AT base pairs were investigated by Leach and Kollman. 74 In order to determine proton spin spin and spin lattice relaxation times, Norberg and Nilsson 75 have performed MD simulations of the guanylyl-3 0 ,5 0 -uridine nucleic acid fragment in solution under various simulation conditions leading to strikingly similar results. Nanosecond simulations of the ApU and GpC dinucleotide RNA crystals have been reported by Lee et al. 48 using the PME algorithm for the evaluation of long-range Coulomb interactions. The all-atom rms deviations stayed close to 0.4Å for both systems, while for a control simulation using an 8Å truncation distance the rms deviations reached 4Å after 200 ps of simulation. The calculated thermal factors are in very good agreement with the experimental values demonstrating that the use of the PME algorithm does not lead to non-physical dynamical behavior. This calculation is probably, along with a DFT based simulation of the crystal structure of the sodium guanylyl-3 0 -5 0 -cytidine (GpC) nonahydrate, 30 the most accurate simulation performed to date on a small nucleic acid system.
Double-stranded DNA Molecules
A large number of crystal and NMR structures are available for DNA double-stranded helices in the environment dependent A-, B-, or Z-forms. Since the first study reported by Levitt in 1983, 76 several MD studies have been conducted on various DNA sequences. As the number of MD simulations increased with available computational means, simulations under in vacuo conditions as well as those using various truncation schemes for the evaluation of the long-range electrostatic interactions have revealed their limits (see Methodology). New methods, based on the Ewald summation procedure, have been developed and applied to the simulation of nucleic acid duplexes in the crystal phase and in aqueous solution. We will, in the following, report mostly on studies incorporating such advances. Previous work is reviewed in Refs. 2, 4 6, and 8.
To date only three simulations of nucleic acid systems in the crystal phase have been reported. Lee et al. 49 have performed a 1 ns MD simulation on a Z-DNA d(CGCGCG) 2 duplex in the crystal unit cell containing four double stranded hexamers and 16 Mg 2C ions. The stability of the dynamical structure was assessed by the low rms deviations and the Mg 2C ions remained close to their crystallographic positions. Subsequently, York et al. 50 have performed a 2.2 ns simulation of the experimentally less well resolved d(CGCGAATTCGCG) 2 dodecamer in a crystal unit cell containing four DNA duplexes. They obtained a stable trajectory over the last nanosecond of simulation and calculated a 1.16Å all heavy atom rms deviation, averaged over the four molecules of the unit cell ( Figure 5 ). The calculated thermal factors correlated well with the experimentally derived values. Base stacking and Watson Crick hydrogen bonding were rigorously maintained while large fluctuations in the backbone torsion angles reflected correlated 'crankshaft' motions and sampling of B I and B II conformers. A last simulation, discussed in the preceding section, has been undertaken on the ApU and GpC RNA dinucleotides in the crystal unit cell. 48 These crystal phase simulations demonstrate the validity of the Ewald summation methods as they overcome problems associated with the use of truncation techniques. Crystal phase simulations conducted on protein systems have led to similar conclusions.
77
Simulations of DNA double helices in solution using Ewald summation methods are more numerous in the literature. The first MD study using such techniques has been performed by Forester and McDonald 78 on a full CG turn of canonical B-DNA. Several runs were undertaken in various ionic environments, including Na C , Ca 2C , and Cl ions. The water and ion distributions around the rigid DNA model were described. Laaksonen et al.
79,80 performed a 70 ps long MD simulation of a 12 base pair double helix of poly(dG-dC) Z-DNA. All the truncation schemes employed resulted in continuous energy drifts, not observed in the simulations using the Ewald method. Yet, the methodology employed generated a great number of kinks and base-pair opening events, possibly due to the use of a united-atom force field.
Cheatham et al. 45 performed a 1 ns simulation of the d(CCAACGTTGG) 2 duplex and showed distinctly the greater stability of the dynamical model resulting from the use of PME over truncation methods. In a subsequent work, Cheatham and Kollman 52 extended their investigations by performing four simulations in the nanosecond range of the same duplex, surrounded by 16 Na C counterions, starting from two canonical A-DNA and two canonical B-DNA structures, and using the AMBER 4.1 force-field. The resulting dynamical structures converged toward a common model close to the Bform and, for the simulations starting from the A-form, an A-to B-transition was observed. The question of the possible force-field dependence of the described results was raised and further addressed by a study of Yang and Pettitt 62 who performed a 3.5 ns simulation of the d(CGCGAATTCGCG) 2 B-form dodecamer in a 0.45 M NaCl water solution, using the CHARMm 23 all-hydrogen parameters. They observed the reverse B-to A-form transition ( Figure 6 ). Two reasons were proposed for the different behaviors observed by these groups. First, the trajectories may be strongly force-field dependent and, second, the observed B-to A-transition may be salt induced. The salt dependence of these simulations is currently being investigated by the latter group. Yet, recent simulations of the DNA duplex d(CGCGAATTCGCG) 2 in no, low, and high salt conditions, using a truncated electrostatic potential shifted to zero at 12Å and the CHARMm force field, lead to stable structures that were intermediate between canonical Aand B-DNA forms in all three environments. 81 No significant environmentally dependent dynamical behavior was observed, indicating that the reported transitions to the one or the other main DNA forms may be essentially force field driven. A recent nanosecond range MD simulation on the DNA duplex d(CGCGAATTCGCG) 2 , based on the AMBER 4.1 force-field and the PME method, confirmed independently the stability of B-form duplexes under these simulation conditions. 82 The authors observed an intrusion of a Na C counterion in the DNA minor groove at an ApT step termed subsequently the 'ApT pocket'. They concluded that such ion intrusion in DNA minor grooves may influence thermodynamical and structural DNA properties in a sequencedependent manner. The dynamical properties as well as the hydration of the B-form d(CCAACGTTGG) 2 decamer, shown to be stable in the nanosecond range, were investigated by Cheatham et al. 53 
Triple-stranded DNA Molecules
The association of a nucleic acid single strand with a double helix to form a triplex has attracted much attention in the recent years, especially because of possible antisense therapeutic applications. 83 However, theoretical studies are intricate because of the absence of crystallographic structures leading to uncertainties in the precise conformations adopted by these molecules, further known as being highly dependent on salt concentration.
A certain number of MD simulations have been carried out by Pettitt and co-workers in order to study the dynamics and the hydration properties of triplex systems as well as the equilibrium distribution and dynamical behavior of counterand co-ions in their vicinity.
84 87 For that purpose, this group simulated different triplexes in a box of water at a 1.0 M NaCl concentration using the Ewald summation method. From a 500 ps MD simulation, a spine of water molecules in one of the grooves of the triplex, analogous to those described in B-DNA crystal structures, was found to contribute to its stabilization 84 ( Figure 7 ). Then, a 1.3 ns MD simulation of the same d(CG-G) 7 triple helix was conducted, displaying an rms deviation value close to 1.6Å from the modeled structure.
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In view of these results, a 1.5 ns MD simulation was conducted on the same sequence in which a GC-T mismatch has been introduced at the center of the sequence, 86 leading to a discussion of the local conformational and dynamical effects generated by the mismatch. The hydration of DNA triplexes was also investigated using various types of solvent distribution functions. 87 
Drug DNA Complexes and Damaged DNAs
Interactions between drugs and nucleic acids are a particularly exciting area for both theoretical and pharmaceutical research. However, in comparison to uncomplexed DNA duplexes, less fundamental studies have been carried out on complexed DNAs. Consequently, these simulations have not reached the same level of sophistication. However, up to now, they have provided an important wealth of data, reviewed in Refs. 5 and 7. The understanding of repair processes of light-damaged DNAs is of great importance and may be related to changes in the structure, the dynamics, and the hydration patterns of the lesioned site. Miaskiewicz et al. 88 have reported on 500 ps simulations of the native d(CGCGAATTCGCG) 2 dodecamer and the dodecamer containing the cis,syn-cyclobutane thymine dimer lesion at the TT step. Electrostatic interactions were calculated with the PME method. They observed a 10°increased curvature of the lesioned DNA and proposed that dimer recognition may involve a whole pattern of small distortions at and around the damaged site.
Protein DNA Complexes
Given the size and complexity of protein DNA complexes, a rather limited number of studies on such systems has been conducted, and none using Ewald summation methods has been published so far. de Vlieg et al. 89 performed a 125 ps MD simulation of the lac repressor headpiece complexed with its operator in aqueous solution, while Eriksson et al. 90 performed several 200 ps MD simulations of both the glucocorticoid receptor DNA-binding domain complexed with DNA, and free in solution. Although both studies report small structural rearrangements, they concluded on the dynamical stability of the complex and described the occurrence of ordered water molecules with long residence times at the protein/nucleic acid interfaces. Eriksson and Nilsson 91 performed subsequently a FEP study on the glucocorticoid receptor DNAbinding domain in complex with different response elements and obtained free energy differences in qualitative agreement with the experimental order of stability for the three investigated DNA fragments. Independently, Bishop and Schulten investigated the binding of different DNA segments to the glucocorticoid dimer. 92 The interaction between DNA and the TATA-box binding protein, which is a universal transcription factor of eukaryotic polymerases, has been recently modeled by Miaskiewicz and Ornstein.
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These studies form important landmarks in the simulations of protein DNA complexes. However, due to the huge size of the investigated systems, the limited time span covered by these simulations restricts the conclusions that can be drawn from such work (see Protein Nucleic Acid Interactions).
Hairpins and Double-stranded RNA Molecules
RNA has been much less studied by MD simulations than DNA, although the implications of such studies are as important given the complex tertiary folds they can adopt and the ubiquity of RNA molecules in living organisms. Hairpins, a basic structural element of folded RNA molecules, are the most studied RNA motifs. In vacuo studies on the 17-nucleotide tRNA Asp anticodon hairpin using various dielectric functions led to a rapid degradation of the starting structure, and have revealed a much greater sensitivity of RNA compared to DNA to the simulation conditions. 94 These studies have therefore demonstrated the absolute necessity of taking into account an explicit representation of the environment including both the solvent and the counterion atmosphere. Subsequent studies on the same anticodon system, using various truncation schemes associated with the MMD strategy, have demonstrated the necessity of using an accurate treatment of the long-range electrostatic interactions in order to maintain the tertiary structure of the anticodon hairpin system over long timescales. 16,18,27,95 The high level of accuracy reached by these MD simulations allowed the emphasis of the role played by C HÐ Ð ÐO interactions in the structural stabilization of the tertiary fold of RNA molecules. The efficiency of the PME method was assessed by six 500 ps long MD trajectories totaling 3 ns of simulation of the anticodon hairpin, all starting from the same initial solute and solvent configuration, for which final rms deviations in the 1.5 2.5Å range were reported. These MMD simulations have been undertaken in order to evaluate the stability of the array of hydrogen bonds maintaining the tertiary structure of the tRNA Asp anticodon hairpin. 16 Subsequently, the hydration of this tRNA fragment has been studied and the role of long-lived interactions with water molecules in the stabilization of specific backbone conformations, non-standard base-pairs, and modified nucleotides has been emphasized.
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Specific long-lived C HÐ Ð ÐO w contacts with water molecules have been described. 17 
Zichi
96 has reported on a 200 ps simulation of a 12-nucleotide tetraloop hairpin using an Ewald summation method and concluded on a good convergence of the dynamical structure with the NMR derived static model. Some particular tertiary interactions between bases were found to be water mediated ( Figure 8) . Preliminary results on a 1.0 ns simulation of another 12-nucleotide tetraloop hairpin have been reported by Cheatham et al. 45 using the PME method and have shown a remarkable dynamical stability associated with conservation of the major structural features seen in the NMR derived starting model. These results were confirmed by subsequent simulations on natural and chimeric tetraloops.
97 A nanosecond-range MD simulation of a RNA tetraloop was analyzed in order to evaluate the time evolution of nonlocal contributions to the proton chemical shifts. 98 A high sensitivity of calculated chemical shifts to small changes in molecular conformations was noted. Current work on RNA duplexes with the sequence r(CCAACGUUGG) 2 indicate that the AMBER 4.1 force-field does support 'stable' canonical A-RNA forms (an rms deviation close to 2Å over 2 ns of simulation is given).
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Singh and Kollman 99 reported on the first FEP calculations conducted to investigate the thermodynamic stability of mutant RNA hairpins. They were able to attribute the increased observed stability of an UUCG over an UUUG loop to a phosphate base interaction which favors cytosine over uracil by 6 kcal mol 1 . MD simulations on RNA/DNA hybrids have been conducted by Cheatham et al.
3.7 tRNA Molecules tRNAs display a great diversity of secondary and tertiary interactions including triple interactions between bases and specific base backbone contacts. As such they are ideal candidates for modeling studies, and the in vacuo studies reported by McCammon and co-workers were among the very first MD studies undertaken on nucleic acids (for a review, see Ref. 4 ). However, given the methodological problems associated with the modeling of such highly folded and charged RNA molecules, no simulations using truncation methods and including the solvent have been undertaken. Only recently, a 500 ps simulation of the 75-nucleotide tRNA Asp molecule surrounded by 74 NH 4 C counterions and 8055 water molecules has been described, using the PME method for the treatment of the electrostatic interactions. The structural stability of this molecular edifice was investigated as well as its hydration (Auffinger, Louise-May, and Westhof, unpublished results, and Ref. 17) . Some structural transitions were attributed to the absence in the model of important Mg 2C cations, and simulations including divalent cations are currently in progress.
CONCLUSIONS
Molecular dynamics simulations of nucleic acid systems have lead to a wealth of data summarized in this chapter. From these simulations emerge a dynamical picture which gains in sharpness and coherence with the joint development of MD methodologies and experimental knowledge.
Early simulation protocols, such as in vacuo simulations or simulations in which the long-range electrostatic interactions have been truncated, have revealed their limits. However, such methods along with experimental studies have, among others, contributed to the recognition of the structuring role of water molecules in nucleic acids as well as to the importance of long-range electrostatic interactions due to the solvent, called hydration forces. With the growing interest in MD methododology, improved force fields and more efficient methods for the treatment of long-range electrostatic interactions have been developed. Thanks to those implementations, new and stimulating insights into the structure and dynamics of nucleic acids were gained.
To date, the most accurate simulations are those in which the nucleic acid is placed in its crystalline environment. This is in part due to the resolution of the experimental structures, which is much lower for the same systems in solution. In addition, these crystalline systems are more constrained and consequently less mobile in the solid phase than in solution. Yet, only a limited number of water molecules and ions can be detected by crystallographic methods. Therefore, one of the next challenges will be to reproduce accurately, not only the dynamics of the nucleic acid molecules, but also the dynamics of the two other main components of the system, i.e., the water and the ions.
The greater mobility of nucleic acids in solution is associated with a larger sensitivity to simulation conditions. This is illustrated by the A ! B and B ! A DNA transitions observed on the nanosecond timescale by two groups using different force fields. Such simulations, if they were not able to give a consensus view of the conformational preferences of these molecules in solution, give essential hints for future developments. Furthermore, they point to the important fact that the reliability of MD simulations on long timescales is intimately correlated with the accuracy of the available force fields. These make clear that future improvements of nucleic acid MD simulations will come from force field developments, stemming mostly from a better experimental and theoretical knowledge of interactions, such as C HÐ Ð ÐO hydrogen bonds and interactions of aromatic rings with cations or hydrogenbond donors. Furthermore, the correct modeling of the ionic atmosphere surrounding nucleic acids is of utmost importance, since ions are known to be a component of nucleic acid structures as essential as water molecules, and are mandatory for catalytic activity in RNA molecules. 
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