In this paper we construct examples of nonexact n-to-one shifts. We first construct examples of one-sided shift measures with maximal automorphic factors of any prescribed finite cardinality. Then we give an example of a two-to-one shift with a maximal automorphic factor which is an odometer.
Introduction
In this paper we construct ergodic measure preserving n-to-one shifts with various prescribed exactness properties. In particular we are interested in determining which automorphic factors can occur as the maximal automorphic factor of a full n-shift.
We give an affirmative answer to the question of whether or not there exist n-to-one shifts which are ergodic but not exact. J. Feldman conjectured that ergodic nonexact shifts on n states do exist, and in this paper we give a general construction which yields many nonisomorphic ergodic nonexact shifts, including ones with uncountable maximal automorphic factors.
This raises the question as to precisely which transformations other than finite rotations can appear as the maximal automorphic factor for the shift. Our construction contrasts with earlier studies on the existence of invariant measures for endomorphisms, where the conditions giving the existence also imply that the maximal automorphic factor is trivial or a finite rotation (see for example [11] and [13] ). Adler and Weiss [1] showed that the transformation induced by the Boole transformation on [−1, 1] is ergodic but not exact; further studies on exactness properties of the modified Boole transformation were done in [4] .
We show that only zero entropy automorphisms can arise as n-shift maximal automorphisms. The question of whether every zero entropy automorphism can occur is still open, but it is believed that the construction given here can be extended to include many zero entropy automorphic factors of shifts.
The outline of the paper is as follows. We begin by describing two factors that are present in any nonsingular endomorphism. The first is called a Rohlin factor (not always unique); it is trivial if and only if the endomorphism T is invertible with respect to the given measure class, and a full n-shift when T is n-to-one. The second factor is the maximal automorphic factor; this factor is trivial if and only if the endomorphism is exact.
In Section 2 we describe a general construction of an ergodic measure µ for a one-sided shift on n states which is not exact. The construction can be modified to give bounded-to-one endomorphisms as well as n-to-one. Its maximal automorphic factor is a rotation on k states, for any prescribed k ∈ N. We also show that for any ergodic nonsingular n-shift, the maximal automorphic factor has zero entropy. In Section 3 we construct an example of a two-to-one shift whose maximal automorphic factor is the odometer on two states, and discuss generalizations and open questions.
Nonsingular n-to-one maps.
Throughout this paper we will assume that all spaces (X, B, µ) are Lebesgue probability spaces and that all maps T are forward and backward measurable and nonsingular; that is, for all A ∈ B, T A, T −1 A ∈ B, and µ(T −1 A) = 0 ⇐⇒ µ(A) = 0 ⇐⇒ µ(T A) = 0. We say that a measurable map T : (X, B, µ) → (X, B, µ) is an n-to-one nonsingular endomorphism if there exists a partition P of X into exactly n atoms of positive measure, P 0 , · · · , P n , each atom P i having the property that the restriction of T to P i is one-to-one, nonsingular, and onto X. (This is also called essentially n-to-one by Walters, [19] ); equivalently, T is n-to-one if µ − a.e. point x has exactly n preimages under T [14] .
Example 1 We define the space X = X + n = ∞ i=0 {0, . . . , n − 1} i , and we put the usual Borel structure on X. Let T denote the one-sided shift on X. We consider any nonatomic Borel measure µ on X with respect to which T is n-to-one, ergodic, and nonsingular. It then follows that µ(C) > 0 for C any cylinder of finite length on X (cf. [2] ). In this case we call T a full n-shift.
Not every n-to-one ergodic (or even exact) transformation is isomorphic to a full n-shift.
Example 2
We consider the example from [2] given by the matrix T = 4 2 2 2 acting on X = R 2 /Z 2 with µ the 2-dimensional Lebesgue measure.
Then T gives a four-to-one exact endomorphism which preserves µ and has h µ (T ) = log(3 + √ 5) > log 4 ([18] ). Therefore T cannot be isomorphic to any full 4-shift.
However, the shift example is general in the sense that every n-to-one endomorphism contains a full n-shift as a factor. This is a property of Rohlin partitions discussed below.
Rohlin partitions and Rohlin factors
If T is n-to-one, any partition P ={P 0 , P 1 , ..., P n−1 } with the property that the restriction of T to P i is one-to-one, nonsingular, and onto X (as defined earlier) is called a Rohlin partition for T . If denotes the point partition of X, then P separates points in each atom of T −1 ; i.e., P ∨ T −1 = . A Rohlin partition is not unique, although Parry [12] gives a canonical method of choosing it. (However in this paper we will always be working with arbitrary Rohlin partitions.) Let P be a Rohlin partition; by J µ T (x) we denote Parry's Jacobian function at x [12] , so dµT i dµ (x) = J µ T (x) for each x ∈ P i . Parry has shown that the value of J µ T (x) is independent of the partition P.
A Rohlin factor is the factor generated by a Rohlin partition. It is a factor which carries significant information about the noninvertibility and entropy of the original endomorphism. If we denote a Rohlin factor by (Z, F, ρ), then ρ is the restriction of µ to F ⊆ B, the smallest sub-σ-algebra generated by ∨ ∞ i=0 T −i P. In Example 1, T is isomorphic to its Rohlin factor using P i = {x : x 0 = i}, while in Example 2, there is a unique Rohlin factor with entropy log4 [2] so the Rohlin factor is strictly contained in the original system.
In what follows we will construct ergodic measure preserving full n-shifts which are not exact, hence proving that nonexact Rohlin factors exist.
The maximal automorphic factor and orbit relations
We turn to the definition of the maximal automorphic factor of a nonsingular endomorphism.
Given a nonsingular endomorphism T on (X, B, µ), we define the tail field of T by ∩ i≥0 T −i B. Clearly B = ∩ i≥0 T −i B (up to sets of µ measure 0) if and only if T is invertible. The factor map of T on (X, ∩ i≥0 T −i B, µ) is defined to be the maximal automorphic factor of T . Since a natural projection exists from T on X to its natural automorphic factor, we sometimes use the notation (Y, D, ν) to denote the image of X under the projection, and call the factor map S.
To clarify the significance of studying the maximal automorphic factor of the shift, we point out that it is easy to construct endomorphisms with arbitrary automorphic factors. Let T be the shift on the one-sided space X + n with the usual uniform product measure, and let R be any invertible map of a Lebesgue space Y . Then the product map T × R is an n-to-one map of X × Y , and has R as its maximal automorphic factor. However, there is no reason for T × R to be realizable as a shift map on n states -and it is easy to construct such examples.
In focusing on the shift we use the fact that there is an important relationship between the invertible odometer map (addition by 1 on the left with a carry -also called the adding machine), and the shift map T on the same one-sided product space, X + n , for each n > 1. Suppose µ is an ergodic nonsingular measure for the odometer. Then µ is nonsingular for the shift if and only if the shift is nonsingular and exact for the measure µ [7] , [14] . When µ is nonsingular for both maps then the shift is exact if and only if the odometer is ergodic [7] . Thus constructing a nonergodic odometer is equivalent to constructing a shift with a nontrivial maximal automorphic factor. This is the basis for the construction later in this paper.
This relationship between an invertible and a noninvertible map on X + n is made precise by defining the following orbit relations for an endomorphism. We refer to [7] or [5] for details.
Assume that T is a nonsingular endomorphism of (X, B, µ). We define R T = {(x, w) ∈ X × X : T n x = T m w for some m, n ∈ N}; this is often called the grand orbit relation of T .
Similarly, we define the subrelation: S T = {(x, w) ∈ X × X : T n x = T n w for some n ∈ N}. These relations are measurable amenable relations for countable-to-one T , and using the notion of a (meaurable) quotient relation defined by Feldman, Sutherland, and Zimmer [5] , it can be shown that the ergodic decomposition of the grand orbit relation by S T gives, in a natural way, the group Z acting on the tail field of T by the maximal automorphic factor. The group Z, endowed with the action, is called the quotient relation
We will not need the quotient relation R T /S T in this paper, but in the next section we will elaborate a little on the connections between the relation S T and the maximal automorphic factor of T to compute the maximal automorphic factor of the shift in our general construction.
2 The general construction.
In this section, we present a general construction of a measure for the onesided shift on n states with control over the maximal automorphic factor. The construction is motivated by one given by Dajani and Hawkins [2] .
We begin with a brief outline of the construction. We have two spaces with maps (X; T ) and (Y ; R). On X × Y we construct a T × R invariant measure µ. This measure is then projected onto X to define an invariant measure σ for T . With minimal assumptions, σ will be ergodic, n-to-1 for T , and in our later examples we will be able to control its maximal automorphic factor. To be more precise, this factor will reflect certain properties of (Y, R).
The measure µ on X × Y is constructed fiberwise. Specifically, we put a measure λ on Y and fiber measures ρ y on each fiber X × {y}. The choice of fiber measures ρ y is measurable in y; i.e., for any Borel set B ∈ B, the map y → ρ y (B) is a measurable function on Y . Then for each Borel product set B × F we put
This measure is extended in the usual way to the product Borel σ-algebra denoted B × F . By the usual abuse of language, for any E ∈ B × F we write
We project the measure µ onto X and denote the factor measure by σ. In our main construction we will be proving that the choices can be made so that the projection is, after removing a set of measure zero, injective.
Notation
We set the notation and explicitly describe the construction of the fiber measures ρ y .
Let n > 1 and k > 1 be fixed integers. We denote the product space
Assume we are given an ergodic process (Y ; R, Q). By this we mean we have a Lebesgue probability space (Y, F, ν), an invertible ergodic measure preserving transformation R, and a finite generating partition Q = {Q 0 , · · · , Q k−1 } with k atoms.
Set N n = 0, 1, ..., n − 1. Assume also that we have k probability n-tuples
We associate to each point y ∈ Y its one-sided Q-name y → (y 0 y 1 y 2 . . .) where y i = j if R i (y) ∈ Q j . Using its Q-name, we associate to each y a product measure ρ y on the fiber X × {y} by
Now we define the measure µ on X × Y fiberwise:
Finally, we project the measure µ onto X, by the usual technique: given a Borel set B ∈ B we define σ(B) = µ(B × Y ). The resulting factor map on X will be denoted (T, σ) for the obvious reasons.
Some general results
We now present some fundamental results about the construction above which follow from the definitions or are in [2] .
Lemma 3
The measure µ on X × Y projects to λ on Y .
Lemma 4
The map T × R takes the fiber X × {y} onto the fiber X × {Ry} and ρ Ry • T −1 = ρ y .
Lemma 5
The measure µ is invariant for T × R.
Lemma 6
The factor measure σ on X is invariant for T .
Lemma 7
If every β i has no zero component; i.e., β
= 0 for all i, j, then T × R is forward and backward nonsingular with respect to µ on X × Y . If some β
and T × R is forward and backward nonsingular on (Z, µ).
Proof. The backward nonsingularity for all β i is obvious. For the forward nonsingularity, for each y ∈ Y , we remove a set of ρ y measure 0 from each fiber in a measurable way. Specifically, we replace X ×{y} by From now on we assume that T ×R is both forward and backward nonsingular (so that we have removed a set of measure zero from X ×Y if necessary). For simplicity of notation, we will still refer to the space as X × Y unless confusion arises. We will also always mean forward and backward nonsingular when we say nonsingular.
Recall from the introduction the following relations:
For any measurable set A ∈ X × Y , we denote S T ×R (A) = {(w, z) : ((x, y), (w, z)) ∈ S T ×R for some (x, y) ∈ A}, and we say that S T ×R is nonsingular with respect to
The importance of the nonsingularity of T × R is apparent from the following lemma [7] . We note that the converse of Lemma 9 is false for general endomorphisms. A nonsingular measure for a dyadic odometer, for example, does not typically give a nonsingular measure for a one-sided 2-shift [9] . However if T denotes the full 2-shift, then the relation S T is exactly the orbit relation of the odometer [7] .
Lemma 9 Under the assumptions of the general construction, ((x, y), (w, z)) ∈ S T ×R if and only if y = z and (x, w) ∈ S T ; i.e., S T ×R = S T × Id Y where Id Y is just the trivial relation on Y .
Although T does not give a nonsingular action on an individual fiber X × {y}, we nevertheless have the following result. The proof follows immediately from the nonsingularity of T × R.
Lemma 10 Under the assumptions of the general construction, S T is nonsingular w.r.t. ρ y for λ a.e. y ∈ Y .
Using the notation of [3] , we call a measure ρ for T tail trivial if the tail field of T is {∅, X} ρ mod 0; i.e., ρ is tail trivial if and only if every measurable set C satisfying ρ(C T −n • T n C) = 0 satisfies ρ(C) = 0 or 1. Since ρ is not necessarily nonsingular for T , we distinguish it from an exact measure.
Lemma 11 For λ a.e. y ∈ Y , ρ y is tail trivial for T on ζ y .
Proof. Since each ρ y is a product measure the Zero One Law can be applied as in [8] to obtain tail triviality.
Corollary 12 For λ a.e. y ∈ Y , the following holds: For any measurable set B in X such that B ∈ ∩ i≥0 T −i B, either ρ y (B) = 0 or ρ y (B) = 1.
A related result is the following which is proved in [7] .
Lemma 13 Let X denote the one-sided shift space on n states, and let σ be any nonsingular measure for the odometer on X. Then σ is ergodic for the shift T on X if and only if T is nonsingular and exact with respect to σ.
It is well-known (cf. [14] ) that, up to sets of measure 0, tail sets for a nonsingular endomorphism T are in one-to-one correspondence with S T invariant sets. In particular the following holds.
Proposition 14
Under the assumptions of the general construction, the following are equivalent:
Proof. Proposition 14 gives the result immediately.
Corollary 16
The tail field of (T, σ) is a factor of the tail field of (R, λ). That is, the maximal automorphic factor of T is a factor of R.
The following is easy using Proposition 14.
Proof. Suppose that A is an invariant set of positive measure for T × R. Since any invariant set is a tail set, then by Proposition 14 we can change A by a set of measure 0 if necessary so that A is a rectangle in X × Y of the form X × D, and by ergodicity of R, λ(D) = 1, hence µ(A) = 1.
Corollary 18 (T, σ) is ergodic.
The above results were for arbitrary β i ; we now examine some specific restrictions on the β i .
Proposition 19
1. If the β i are trivial (take only the values 0 and 1) and all distinct, then (T, σ) is a factor of (R, λ). In particular, if R has zero entropy then Q is a one-sided generator and (T, σ) is isomorphic to (R, λ).
2. If k = 1, then Y is a one-point space and (T, σ) is a one-sided Bernoulli shift.
3. If the β i are all equal, then µ is a direct product measure and (T, σ) is Bernoulli.
4. If every β i has no zero component; i.e., β
is n-to-1 and (T, σ) is n-to-1.
Proof. 1 follows since each ρ y is atomic on the point x i = y i . 2 and 3 are obvious. To prove 4, we set C i = {x : x o = i} i = 0, ...n − 1. We claim that the sets
= 0 for µ a.e. (x, y) ∈ P i . This shows that T × R is n-to-one. Similarly we show that C i = {x : x 0 = i} i = 0, ..., n − 1 is a Rohlin partition for T .
Remark. Between the above extremes of n-to-1 and 1-to-1, all the boundedto-one combinations can occur by chosing some of the β i to have zero entries.
The entropy of the maximal automorphic factor
Throughout this section we will assume that T : (X, B, σ) → (X, B, σ) is an endomorphism which is n-to-one, ergodic, and preserves σ. We assume in addition that there exists a Rohlin partition P which generates B. Therefore we can assume without loss of generality that T is a one-sided full shift on an n-state space and that h µ T ≤ log n.
We consider the maximal automorphic factor of T . We will denote it by (Y, D, ν; S); that is, D = ∩ k≥0 T −k B(mod 0) and S is just the map T restricted to the atoms of D.
Theorem 20 Under the assumptions above, h ν (S) = 0.
Proof. Since S is a factor of T , it has finite entropy and is invertible, so there exists a finite generating partition call it A, and h(A, S) =h ν (S). Clearly
It is well-known then that h(A, S) = 0 (cf. [16] or [17] ).
Using this it is easy to construct examples of T × R with exact Rohlin factor (T, σ).
Corollary 21 If T is any n-to-one ergodic measure-preserving endomorphism (not necessarily an n-shift) whose maximal automorphic factor is a K-automorphism, then every Rohlin factor of T is exact.
Proof. If the Rohlin factor is not exact, then there is an automorphic factor of T which has 0 entropy. But this is impossible if the maximal one is a K-automorphism and hence contains no zero entropy factors.
We rephrase the corollary in the language of our general construction given above.
Corollary 22 If (R, λ) on Y is a K-automorphism, and at least one β i is non-trivial ( 0 < β
A Bernoulli example. The general construction described above was first used to construct a non-product two-to-one measure for T × R with an exact Rohlin factor [2] . For that example we choose (R, λ) to be a 2-sided Bernoulli shift, and the β i to be distinct and have no zero components; then the projection from X × Y onto X is not one-to-one. The important feature of (R, λ) on Y is that R is of positive entropy. This means that the generating partition Q is a two-sided generator. Therefore each one-sided Q name can correspond to more than one point y ∈ Y .
From this point forward we will always assume that the β (j) i > 0 and so all the transformations are n-to-1.
Carriers of measures
In order to construct an n-to-one transformation with prescribed automorphic factor, we will begin with the general construction on a product space X ×Y . We will then remove a set of measure zero from the product space and project the measure µ from X × Y onto X. The resulting example will then be realized as (T, σ) on X. In this section, we present a specific example of a nonexact ergodic shift. The example has a two-point rotation as a maximal factor, i.e. on a finite atomic space. We delve here into details of the carrier of a measure as preparation for the example where the maximal automorphic factor is the adding machine transformation (i.e.. on an uncountable space).
An example of a 2-shift with a maximal automorphic factor equal to a rotation on 2 points . Set n = 2, (Y ; R) = ({0, 1}, y → y + 1 mod 2). The measure on Y is the { } measure. There is only one generating partition for (Y ; R), so we set Q 0 = {0} and Q 1 = {1}. We will choose the two n-tuples β 0 = { } and
}, (but any distinct nonzero vectors will work).
The measure ρ 0 on X × {0} is the product measure
and ρ 1 on X × {1} is the product measure
These two measures, when viewed on the same space X are easily seen to be mutually singular ( [9] ).
Recall that the definition of the support of a measure is the smallest closed set of measure one. In the above, example the support of µ is the whole product space X × Y , and this does not give any information about the fiber measures. This motivates the next definition.
Definition 23 A carrier for the measure µ is any set C ∈ B×F of µ measure one. A carrier for the measure ρ y , denoted as C y × {y} will be any set of ρ y measure one.
We denote carriers of ρ y by C y × {y} to enable us to view the carriers as subsets of the same X.
Lemma 24 There exists a T × R invariant carrier C for µ such that C = C 0 × {0} C 1 × {1}, and the sets C 0 , C 1 on X are disjoint (i.e., not just different σ a.e.).
Proof. The set is
We will now remove a set of measure zero from X × Y to obtain full information about the projection of (X × Y, µ) onto (X, σ).
Theorem 25
In the above example the projection (X × Y, µ) → (X, σ) is 1-to-1; that is, it is an invertible, measure preserving map.
Proof. This follows easily from the disjointness of C 1 and C 2 on X. We remove the complement of C, then we apply the projection and consider an image point x ∈ X. Since only one of (x, 0) and (x, 1) is in C, and the other is in C c , we know exactly which fiber x came from under the projection.
Foreshadow. In the sequel, we will construct an example where the maximal automorphic factor is the usual dyadic adding machine. Again, we will require that the projection map from (X × Y, µ) onto (X, σ) be 1-to-1. This means we will want all the fiber measures to be mutually singular, not just pairwise singular, so we construct the uncountable carriers C y ⊂ X to be disjoint.
The next theorem now follows immediately from the above discussion.
Theorem 26 For the general construction as described above, if there exist disjoint carriers for the ρ y , then the projection from (X × Y, µ) to (X, σ) is an isomorphism.
Corollary 27 For the general construction as described above, if there exist disjoint carriers for the ρ y , then the maximal automorphic factor of the shift T on (X, σ) is R on (Y, λ).
Proof. We have already shown in Lemma 15 that (R, λ) is the maximal automorphic factor of (T ×R, µ). The theorem shows that (T, σ) is isomorphic to (T × R, µ), hence the result follows.
n-shift, k-states
In this section we generalize the example of the previous section to an ergodic shift on n > 1 states with a maximal automorphic factor of a k-point rotation on k > 1 atoms.
Let (Y, R) be the rotation on k points and Q the k-partition into individual points. We need to set a condition on the β i . We define Z k = k−1 i=0 {0, . . . , n − 1} i . We fix k ordered n-tuples β i = {β j i }, i = 0, . . . , k − 1 and j = 0, . . . , n − 1. The β i are viewed as measures on N n = {0, . . . , n − 1}. We now define k atomic measures on Z k by
Definition 28 The β i satisfy Condition β if the k measures η p are distinct.
For example, β p = β q for all p = q is sufficient. The fiber measures, and measure on the product space are defined as before. This results in k measures ρ p p = 0, · · · , k − 1, on X, or more precisely on different fibers of X × {y} as follows:
It is an easy consequence of Kakutani [9] that the following hold.
Lemma 29
(1)The measures ρ p and ρ q are mutually singular whenever p = q.
(2) The shift map T takes ρ p to ρ p+1 for p=0,. . . k − 2, and ρ k−1 to ρ 0 . (3) The shift T is singular with respect to each measure ρ p .
As before, we can find a carrier C for the measure µ such that the projection onto X is 1-to-1 a.e. In this case it is easy to see that the measure µ projects to σ =
Theorem 30 If the β i satisfy Condition β then the measure σ is an ergodic invariant measure for the shift T which is has the k-point rotation as its maximal automorphic factor.
Remark 31
(1) In the above examples, the shift is not totally ergodic with respect to µ. In particular, T k is not ergodic. In general, in order for the Rohlin factor of a countable-to-one map to be exact, the map must be totally ergodic.
(2) We show in a later paper that under additional hypotheses on the Jacobian of σ, this is the only type of example which can occur for ergodic nto-one shifts. This result uses the Yosida-Kakutani Uniform Ergodic Theorem [20] , and is closely related to a result of Rychlik [13] .
3 Uncountable automorphic factors for shift measures.
In this section we construct an example of a two-to-one measure preserving shift with an ergodic measure σ whose maximal automorphic factor is isomorphic to the measure-preserving odometer on a two-state space.
Throughout this section the following notation will be fixed. Set X = X + 2 and let T be the one-sided shift on X. Set Y = (0, 1) with F the Borel σ-algebra and the Lebesgue measure λ. Let R denote the standard (invertible) odometer (a.k.a. the adding machine or the von Neumann transformation) on Y . Omitting the usual details, we remove the dyadic rationals from Y .
To complete the example according to the construction in section 2, we need to choose a generating partition for R. This will be a two set partition
, which will be specified later. Accordingly, we set β 0 = { 
}.
Our goal is to prove that the maximal automorphic factor of T × R on X × Y is Y , using Corollary 27. In particular, we will show that for almost all points y ∈ Y the associated measures ρ y have disjoint carriers -that is, after removing a universal set of µ measure zero from X × Y , for any pair of distinct points y, y ∈ Y , the measures ρ y and ρ y have disjoint carriers when viewed as measures on X. (It is simple to show that the measures ρ y on X are pairwise singular; this however is not enough to insure that the projection from X × Y to X is one-to-one.) Our technique is to first remove a set of fibers over certain points in Y , then remove sets from the remaining fibers using an inductive argument. Needless to say, all sets removed will have µ measure 0.
Removing a set of λ measure zero from Y
We begin by removing all nongeneric fibers from X × Y ; i.e, we remove some sets of the form X ×{y}. Actually we take out all fibers which are not generic simultaneously for R, R 2 , R 4 , . . . , R 2 p , . . .. To be more precise we start with the following basic result.
Lemma 32 The set
is an R invariant set of λ measure one.
Proof. This is just the Birkhoff ergodic theorem.
This of course implies the following:
Lemma 33 For all y ∈ F 0 the measure ρ y "sees" β 0 half the time and β 1 the other half.
Proof. This follows from the general construction since the product measure ρ y is determined by the symbolic coding of the point y which is half zeros and half ones for a generic point.
Actually we want to remove a bit more than X × F 0 from X × Y , though still of course of measure zero.
Therefore we next apply the ergodic theorem to the transformations R 2 , R 4 , R 8 , · · ·. Even though these are no longer ergodic, the averages still exist. For example, R 4 has four ergodic components (0, ), (
, ( 3 4 , 1). We apply the ergodic theorem on each component, and remove four sets of measure zero from Y ; we call the set of remaining points F 4 .
We then take the intersection ∩ 3 i=0 R i F 4 to obtain an invariant set of measure one. This set not only has the "correct " average along y i , it has the correct averages along y 4i , y 4i+1 , y 4i+2 and y 4i+3 .
We repeat this process inductively for each R 2 p , p = 0, 1, 2 · · ·, so that all the following sets are of measure one.
To obtain an R invariant set, we take ∩
i=0 R i F p , and then we take the intersection over p.
This gives us the following result.
Lemma 34 There is an R invariant set F of measure one in Y so that for all y ∈ F , along the sequences 2 p i+q, p = 0, 1, ..., q = 0, 1, ...2 p −1, i = 0, 1, ..., we obtain the correct ergodic averages for y as above.
Our first step is concluded by removing from X × Y the set X × F c which is of measure zero. From now on, when we say "y generic" we mean y ∈ F .
We now turn to the partition Q for the odometer which we use in the construction. It is necessary to elaborate on the above lemma to determine the sequences along which ρ y "sees" a particular β i .
The adding machine and a two-set generator
We recall the cutting and stacking description of the adding machine transformation. The transformation R is defined as the standard transformation "going up" the stacks linearly.
At stage 0, we start with the unit interval, viewed as a column of height 1.
At stage 1, we cut the preceeding column in half and stack the right hand side on top of the left resulting in a column of height 2. The transformation, as usual, goes "up" the column.
At stage n, we start with a column of height 2 n−1 , cut it in half and stack the right hand side onto the left hand side resulting in a column of height 2 n .
We present here a two set partition Q for the adding machine on the unit interval which is a one-sided generator. We define
To clarify what follows, we explain briefly how the partition was chosen. We can write the space as:
We will refer to the above subintervals as "pieces".
Each piece is a level of one of the stacks of the adding machine. The first (0, 1 2 ) is a level of stage 1; the second (
) is a level of stage 2; and so on. Each of these levels is cut in half in the respective next stage. As they are cut in half the left side is put into Q 0 and the right side is put into Q 1 . To be precise, the first piece (0, 1 2 ) is cut at the first stage into two quarters (0, ) of Y = (0, 1). The second piece is cut into two eighths at the second stage. In general, the i th piece is cut into two 1/2 i+2 dyadic subintervals of Y at the i th stage of the cutting and stacking process. We can think of the set Q 0 as being constructed inductively as follows. We begin with Q 0 as the empty set. We start with the column of height 4 and put the level (0, 1 4 ) into Q 0 . Then we cut and stack the column to height 8, so that Q 0 consists of exactly 2 of these 8 levels. Now we add ( ) and then Q 0 consists of exactly 3 of the eight levels. At the next step, the column is cut in half and stacked. The 3 levels of Q 0 double to 6 levels to which we add ( 3 4 , 13 16 ). A similiar analysis and conclusion follows for Q 1 . This continues inductively and we obtain the following.
Lemma 35 In the column of height 2 n , exactly 2 n−1 − 1 levels (an odd number) are contained wholly in Q 0 ; exactly 2 n−1 − 1 levels are contained wholly in Q 1 ; the remaining two levels consist evenly of subpieces of Q 0 and Q 1 .
We now turn to a study of the Q-names obtained by this partition. This will help to show later that Q is in fact a generator.
The Q-names for y ∈ Y
We now examine, informally, the Q-names of points in Y . The discussion here will help us motivate proofs in later sections. Since the two sets Q i are of measure 1 2 we have that for each y ∈ Y , the Q-name y = (y 0 y 1 y 2 · · ·) consists, on average, of half 0's and half 1's. However, depending on the exact location of y, we can say more about the Q-name. Furthermore, we show that by knowing the Q-name of a point y along various subsequences of integers, we can determine the location of y. This will of course show that Q is a generator. From the above discussion, it is clear that by looking at the Q-name y i along the subsequence i = 0, 4, 8, · · · we can distinguish points in (0, 1 4 ) from points in ( ). We can also distinguish these two from the other two quarters, and similarly distinguish the other two quarters from each other. To make this statement more precise, let us for the time being write the symbol y i to denote both the point R i y and its symbolic coding.
Lemma 36 For any generic y, by looking at the four sequences {y 4i+j } i≥0 , for j = 0, 1, 2, 3, we can determine which quarter y is in.
Proof.
Suppose that y ∈ (0, 1 4 ). Consider the sequence y 2 , y 6 , y 10 , y 14 , · · ·. All these are in ( ). Therefore each y 4i+2 = 1.
Next look at the sequence y 1 , y 5 , y 9 , y 13 , · · ·. These are always in (
), and alternate between the sets Q 0 and Q 1 .
We now look at the sequence y 3 , y 7 , · · ·. We see 0 half the time and 1 half the time -but not alternating.
For each generic y we will see one of the following 4 patterns repeated in the Q name, 0a1b a1b0 1b0a b0a1 where a, b are either 0 or 1. (The a alternate between the two, while the pattern for b is slightly more complicated.)
Each distinct pattern corresponds to a different quarter of the interval. Observe also there is really only one pattern and its three distinct cyclic rotations.
To continue the inductive step, we look at the eight sequences {8i + j} i≥0 for j = 0, 1, 2, 3, 4, 5, 6, 7. In the decomposition (see formula 1) of Y , the second piece is ( ). This piece is of length 1 4 and is split into a Q 0 half and a Q 1 half. These are both of length 1 8 and they are both invariant ergodic components for R 8 . The above reasoning works again with eight subsequences. In this case, we have the pattern 001a011b and its rotations appearing in y i y i+1 · · · y i+7 . From this we obtain the following result.
Lemma 37 For a generic point y, by looking at the eight sequences {y 8i+j } i≥0 , for j = 0, 1, 2, · · · , 7, we can determine which eighth contains the point y.
This leads to the general result.
Lemma 38 For a generic y, using the k th piece in formula 1, and by looking at the 2 k+1 sequences {y 2 k+1 i+j } i≥0 , for j = 0, 1, 2, · · · , 2 k+1 − 1, we can determine which 2 k+1 dyadic subinterval contains y.
This follows because there are an odd number of levels exactly in Q 0 (and the same odd number exactly in Q 1 ).
Therefore we have proved the following.
for the shift with respect to ρ y . We bypass a study of R 2 (since it does not add any insight), and next we illustrate the the idea of the inductive step on R 4 ; i.e., for p = 2. In Section 3.3 we saw that points in distinct quarters of (0, 1) have distinct coordinate patterns along the subsequences {y 4i }, {y 4i+1 }, {y 4i+2 }, and {y 4i+3 }. These, in turn, induce 4 distinct families of ρ y measures, one for each quarter. By looking at points in X which are generic for each of those four families of measures, we induce four disjoint sets on X coming from the fiber measure carriers.
We then give the general inductive argument, which we will start at p = 2. At the p th stage, we will have 2 p distinct carriers for fiber measures ρ y projecting onto 2 p disjoint sets in X. We begin with the following result.
Proposition 40 The set
is a T × R invariant set of µ measure one. That is, it is a carrier of the measure µ.
Proof.
The invariance of A 0 should be clear. Applying (T × R) −1 just adds an x 0 term which will not affect the average if it exists.
We will now prove that the measure of A 0 is 1 by showing that for each y, ρ y (A 0 ) = 1.
Given a fixed generic y = (y 0 y 1 y 2 · · ·) there are two disjoint subsequences of indices I ∪ J = N, where β i = β 0 for i ∈ I and β j = β 1 for j ∈ J. By the definition of the measure ρ y almost all points in X × {y} satisfy:
where I n = I ∩ {0, 1, 2 · · · , n} and #I n is its cardinality. We also have for almost all points
Therefore, by throwing out the two sets of measure zero (the sets for which the above limits do not exist) and we get the resulting set is of ρ y measure 1. We also note that the set is contained in A 0 , but the set A 0 could contain more points from the fiber ρ y . This proves that µ(A 0 ) = 1.
The basic idea of the inductive step in the construction is to refine the set A 0 until we have disjoint carriers for the measures ρ y .
The first inductive step: choosing a carrier with good R 4 averages
We start the induction with p = 2 by constructing a carrier for µ which induces 4 disjoint ρ y carriers on X.
Recall in the description of the construction of Q, we write
Then each of these sets was split in half with the right side going into Q 1 and the left into Q 0 .
Thus (0, 1 4 ) ∈ Q 0 and (
) ∈ Q 1 . Notice that these two sets are invariant under R 4 , as are the images of these two sets.
We now construct a subset of the carrier obtained above, denoted
We first define
Then T × R(A 2,0 ) is the following set Lemma 42 The set A 2 induces carriers of ρ y for each generic y ∈ Y with the property that for all points y, y ∈ F , if y and y are in different quarters of Y , then the two associated measures have strictly disjoint induced carriers, considered as measures on X.
Proof. Since y and y are in different quarters, using the sets A 2,q above, we will see different averages for the x 4i+q sequences. We will call the disjoint sets on X induced by the above carriers 0 C 2,0 , C 2,1 , C 2,2 , andC 2,3 .
The p th inductive step: choosing a carrier with good R 2 p averages We assume now that we are given a carrier A p−1 for µ which induces carriers for the measures ρ y , which, as measures and sets on X are disjoint for all generic y's in distinct intervals of the form (q/2 p−1 , (q + 1)/2 p−1 ), q = 0, ..., 2 p−1 − 1. Using the notation given earlier, we denote each carrier by C p,q × {y}, if y ∈ (q/2 p−1 , (q + 1)/2 p−1 ) with C p,q ⊂ X. Our assumption then is that if q = r, then C p,q ∩ C p,r = ∅. Furthermore we assume that the points x ∈ C p,q "see" the correct average along the sequences of the form: {x 2 (p−1) i+q } i for each q = 0, . . . where the α q are the appropriate averages determined by the y name along the sequence y 2 p i+q . In particular, 2 p−1 − 1 of the α q are 1/2; 2 p−1 − 1 are 2/3; the last two α q are 7/12. As before, they form into 2 p patterns cyclicly rotated. We therefore have that points y, y in different dyadic intervals of length 2 p have strictly disjoint carriers for their corresponding ρ y measures. We define the set A p = ∪ Theorem 43 The set A p is a T ×R invariant set of measure 1. The carriers for ρ y and ρ y derived from A p are disjoint for for y, y in different 2 p th subintervals.
Finally, the set A = ∩ ∞ p>=2 A p supplies the final carrier we promised.
The Main Result
Theorem 44 The example defined above gives an ergodic invariant measure σ for a one-sided 2-state shift T on X + 2 with a maximal automorphic factor isomorphic to the dyadic adding machine.
The same arguments can be used to obtain the following result.
Theorem 45 Given any n and an odometer transformation R on Y there is a measure σ on X + n such that the resulting shift is ergodic, preserves σ, and has R on Y as its maximal automorphic factor.
OPEN QUESTION. The obvious question is then what happens for R an arbitrary zero-entropy transformation? It is easy to see that the construction presented here yields almost all pairs ρ y , ρ y are mutually singular. However, it is not immediatley obvious whether or not the projection of X × Y onto X will be invertible.
