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Abstract 
This paper presents an equivalence result between computability in the BSS model and in 
a suitable distributive category. It is proved that the class of functions R’ + R” (with 1, m finite 
and R a commutative, ordered ring) computable in the BSS model and the functions distribu- 
tively computable over a natural distributive graph based on the operations of R coincide. 
Using this result, a new structural characterization, based on iteration, of the same functions is 
given. 
1. Introduction 
In [l], Blum et al. have defined a model of machine working on an arbitrary 
commutative ordered ring (or field) R. Their definition has given rise to a whole new 
theory of computability and computational complexity. In the BSS model, a machine 
has a finite control, given by a finite graph, and an unlimited number of registers, each 
capable of holding an element of R. The computational steps consist in computing 
polynomials, and possibly deciding the next step by comparing the result of an 
evaluation with 0. A pair of integer registers can be used as pointers in order to 
retrieve and set any register. 
Distributive computability, on the other hand, is a categorically based definition of 
computability stemming from the definition of the language IMP(G), which was 
introduced by Walters in [6, 111. The first equivalence results (with the class of 
recursive functions) were given in [S]. For any class of “basic functions” (described by 
a distributive graph), the functions obtained from them using the operators of 
a distributive category are iterated in order to compute new functions, which form the 
class of functions distributively computable over the given class of basic functions 
1 The author has been partially supported by the Esprit Working Group No. 8556 (NeuroCOLT). 
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(i.e., over the given distributive graph). Iteration here is a very general concept which is 
expressible in any countably extensive category (for instance, sets, topological spaces, 
or sheaves). 
The purpose of this paper is to present an equivalence result between the functions 
R’ -+ R” (with I, m finite) computable in the BSS model, and the functions distributive- 
ly computable in the category of sets when the basic functions are sum, multiplication 
(possibly also inversion) and test for non-negativity in an ordered, commutative ring 
(or field) R (note that we do not force a finitenes condition on the state space of BSS 
machines; this is unnecessary, as explained below). Such results, as in classical 
recursion theory, are essential in order to corroborate the idea that the BSS model 
computes all and only the functions it should. In order to reach the widest audience, 
definitions and results are stated and proved using as little category theory as possible. 
Sometimes, unfortunately, this produces cumbersome definitions. 
The paper is structured as follows: Section 2 introduces a particular instantiation of 
the ideas of distributive computability in the category of sets; all definitions are given 
here in an elementary form. The main result of the paper is given in Section 3, where 
the computational strength of the BSS model is proved equivalent to the one of 
a suitable distributive category. The proof is given using the elementary definitions of 
Section 2. Then, we give a simple structural characterization of the functions comput- 
able in the BSS model by “reverse engineering” the elementary operators of distribu- 
tive computability. 
The last section describes rather compactly the general framework of distributive 
computability. It has been written for the categorically advised reader, and it is not 
necessary in order to follow the rest of the paper. 
We remark that an extension of these results to the case of BSS machines with 
infinite input/output state space is possible by describing all spaces involved in the 
computation via suitable unbounded data types like stacks. 
2. An elementary definition 
In this section we shall give an elementary definition of the operators we shall use in 
order to build functions in the category of sets, In other words, our “computational 
universe” (the extensive category d of the last section) is now the category of sets, and 
we are working directly at a semantic level. 
For any pair of sets X, Y, the sum X + Y is the disjoint union of X and Y, i.e. the set 
X x (0)~ Y x { 11. The canonical injections ,ul :X + X + Y, p2 : Y + X + Y are de- 
fined by 
PI(X) = (x9 o>, P2W = (Y, 1). 
The product Xx Y is the Cartesian product of X and Y, i.e., the set 
{(x,y)~x~XAy~~Y}.Thecanonicalprojectionsn,:XxY-tX,x~:XxY~Yare 
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defined by 
x1 ((x3 Y >I = x, %((X, Y>) = Y. 
The empty set 8 and the singleton I = ( * } are the units of + and x (up to 
isomorphism, i.e., up to bijections of sets; we shall not insist in making such isomor- 
phisms explicit). For any set X, there are unique functions 
!x:@+X, jx = x -+ I, 
called the initial and terminal maps.’ 
We have also corresponding constructions on functions: for any pair of functions 
f:X+Z,g:Y+Z,(flg):X+ Y+Zisdefinedby 
(S I g)(z) = 
i 
f(x) if 2 = (x, O), 
g(4’) if z=(y,l), 
and for any pair of functions f: Z -+X,g:.Z-+Y,(f, g):Z-+XxYisdefinedby 
(f, g)(x) = (f(x), g(x)>. 
Of course, the composition of two functions is still a function. Iff: X -+ Y, g : X’ + Y ‘ 
we write also 
fxg=(Pn ,,go712):XxX’+ Y x Y’ 
and 
f+g=(~1”fl~Zog):X+X’+Y + Y’. 
Sums and products of sets are related by the distributivity isomorphism 
6:XxY fXXZ~-+XX(Y +z) 
which maps ((x, w), k) to (x, (w, k)}, with k = 0 or 1, and w an element of Y or Z, 
respectively. Moreover, any set X has an associated identity map lx : X -+ X. We shall 
write Ax for the map (lx, lx): X + X x X. 
Now, if we have a family of sets (the basic sets), consider all the sets that can be 
obtained from them and (d, I by repeated application of sums and products (these are 
the derived sets). Given a family of (basic) functions between derived sets, any function 
obtained by repeated use of ( - / - ), ( - , - ) an d composition on the basic functions, 
injections, projections, identities, initial maps, terminal maps and 6- ’ is again a func- 
tion between derived sets: all functions defined in this way are called derived functions. 
Finally, for each triple of sets X, U, Y, and any derived function 
f:X+U+U+Y 
2 In [S], initial and terminal maps are erroneously missing from the elementary definition. 
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such that for each x E X there is an II, such that3f”x(x) E Y (i.e., the function terminates 
for each input) we define the function which f computes by iteration, denoted by 
call[X, U, Y, f] (or call[f], if X, U and Y are clear from the context), as 
call [X, U, Y, f](x) = f”x(x). 
Note that if such an n, exists, it is unique, because we cannot iteratefover an element 
of Y. The class of distributively computable functions is exactly the class of functions of 
the form call[f], with f a derived function. 
A fundamental property, called the normal form theorem [S], is that the functions 
computed by iteration, when added to the family of basic functions, do not change its 
computational power. In other words, we can equivalently define the class of distribu- 
tively computable functions as the class of functions obtained by repeated use of 
( - 1 - ), ( - , - ), composition and call[ -1 on the basic functions, injections, projec- 
tions, identities, initial maps, terminal maps and 6- ‘. 
A completely analogous analysis (more details can be found in [g]) can be done on 
the pcall[ -1 operator, which allows to iterate any f :X + U -+ U + Y, possibly 
producing a partial function. This fact in turn yields immediately that the class of 
distributively computable partial functions which are total coincides with the class of 
distributively computable functions. 
In [S] it is shown that the class of distributively computable functions built starting 
from the predecessor p: N + I + N and the successor s: I + N + N functions (which 
are inverse isomorphisms; their precise definition is s( *) = 0, s(n) = n + 1, p(0) = * 
and p(n + 1) = n) is exactly the class of (partial) recursive functions. In order to give 
a very simple example, we define the sum of two natural numbers starting from p and 
s; let 
f:N2- 
lNvNx(z+N)~~N+NZ lN+S”kX’N 
-----+N+N2zN2+N, 
the last function being the commutativity isomorphism. The function ( pL1 f): 
N2+N2-+N2+N(where~,:N2 -+ N2 + N has the sole purpose of injecting the 
initial data in the local state space) when applied to a pair of numbers (m, n) produces 
the following evolution: 
Cm, n> i+ m if n = 0, 
(m, n) H (m + 1, n - 1) otherwise. 
Thus call[(pI 1 f)] : N2 + N computes the sum of two natural numbers. 
Note that without loss of generality we can restrict our attention to derived sets 
built without using 8, and to derived functions whose definition does not use initial 
maps. This happens because of the strictness of 8, i.e., because if a function X + 0 
3Note that we shall omit the natural number tagging the element of a sum whenever no confusion is 
possible, thus writing just x instead of (x, k). 
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exists then X = 0. It is easy to show that if a derived functionfcontains an initial map 
then, once its domain and codomain have been normalized using the rules X + 8 = X 
and X x 8 = &fcan be rewritten without using initial maps (unless, of course,fitself is 
such a map). Since initial maps themselves do not compute anything, we can forget 
about the empty set and all maps which have it as domain or codomain (by strictness 
these maps are all initial). We remark that the previous considerations are true also at 
the categorical evel. 
3. The equivalence result 
In this section we firstly introduce the finite dimensional BSS model; then, we 
discuss a few technicalities which are necessary for the main proofs, and finally we 
prove the equivalence between computability in the distributive sense and in the BSS 
model. 
3.1. The jnite dimensional BSS model 
In [l] two kinds of machine are defined:finite dimensional and injinite dimensional 
ones, the difference lying in the presence of an infinite number of registers in the input, 
output and state space, and of some machinery which is necessary in order to address 
such registers. We shall introduce the finite dimensional model, for a reason which will 
become clear below. 
Recall that an ordered ring is a ring R with a specified subset P G R\(O) such that: 
(i) if a, PEP then c( + /I, c$EP; 
(ii) for all c1 E R\(O), either 0r~P or - UEP, but not both. 
In an ordered ring, the notation M > /I stands for CI - p E P. 
In the rest of the paper, the word “ring” will always mean “ordered commutative 
ring”. We shall frequently use the term “polynomial function” for functions R’ + Rj: 
this means that each of the j components of the function is (induced by) a polynomial 
in i variables. It will be always understood that if R is a field such functions can also be 
rational functions. The elements of R will be denoted by CI, fi, . , while the vectors of 
R” will be denoted by a = (ai, Q, . . . ,x,,), fi, . . . . 
Definition 1. A$nite dimensional machine M over R consists of three spaces: the input 
space i = R’, the output space 0 = R” and the state space 9 = R”, together with 
a finite directed connected graph with node set IV = { 1,2, . . , N) (N > 1) divided in 
four subsets: input, computation, branch and output nodes. 
Node 1 is the only input node, having fan-in 0 and fan-out 1;4 node N is the only 
output node, having fan-out 0. They have associated linear functions (named I( - ) and 
41f k is a node with fan-out 1, then b(k) denotes the “next” node in the graph after k. 
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O( - )), mapping respectively the input space to the state space and the state space to 
the output space. Any other node k E {2,3, . . . ,N - l} can be of the following types: 
(i) a branching node; in this case, k has fan-out 2 and its two (distinguished) 
successors are /I- (k) and fl’ (k); there is a polynomial function hk : S --f R associated to 
k, and for a given state a ES, branching on - or + will depend upon whether or not 
h,(a) < 0; 
(ii) a computation ode; in this case, k has fan-out 1 and there is a polynomial 
function gk : S + S associated with it. 
We can view M as a discrete dynamical system over the full state space m x 3. 
M induces a computing endomorphism on the full state space: 
(1, a> H (B(l), a> 
(N,a) H (N,a) 
(k, a) H (P(k), g,(a)) if k is a computation node 
(k, a> - <P-(k), 4) if Ma) < 0 
(P’(k), a> if h,(a) > 0 
if k is a branching node. 
The computation of M under input a is the orbit generated in the full state space by the 
computing endomorphism starting from (1, I(a)). If the orbit reaches a fixed point of 
the form (N, /I) for some /I E S we say that the machine halted, and that its output is 
O(B). The association a H O(j?) defines a partial function c$~, which is called the 
partial function computed by the machine M. In what follows, we shall consider only 
machines computing total functions; the obvious extension to the partial case can be 
made by substituting the pcall[ -1 operator to the call[ -1 operator. 
When defining the infinite dimensional model, the state space - and possibly the 
input and output spaces - becomes R m (i.e., the space of infinite sequences of elements 
of R in which only a finite number of components is nonzero) and nodes offfth type 
are added, which allow to access any register of the state space. However, as suggested 
in [l] (and proved in a different, particularly enlightening way in [7]), if the input and 
output space of an infinite dimensional machine M are finite, then the function C& is 
computed also by a finite dimensional machine. Thus, since in this paper we are 
discussing the class of computable functions R ’ -+ R” with 1, m finite, we can restrict 
our attention to finite dimensional machines without loss of generality. 
3.2. Mapping sums into products 
A common problem when comparing distributive categories with other models of 
computation is the presence of sums. Usually, only products are available in order to 
build the state space of a machine or the domain and codomain of a function. In [IS] 
computable (co)domain morphisms are proposed which allow to map N to any derived 
set and vice versa. However, they rely on the existence of a computable morphism 
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N -+ N x N with a computable inverse, something which is not in general available for 
a ring R. Here we shall be contented of encoding sums into products. 
Definition 2. The encodings a(i, j) : R’ + Rj -+RxR’xRjanda’(i,j):RxR’xRj+ 
R’ + Ri are defined by 
For any derived set X we define inductively cx : X + Rnx and OX : Rnx -+ X as follows: 
- if X = I, then nr = 1, err = 0 and a; = *; 
- if X = R, then nR = 1 and CR = a& = 1R; 
- ifX=Y+Z,thennx=ny+nz+l,ox=o(ny,nz)~(~~+~z)and 
ai = (a; + ai) 0 fl’(ny, nZ); 
- if X = Y x Z then nx = ny + nZ, ox = ay x az and ai = ai x a;. 
The encodings ax and ai are related by the following fundamental property: 
Proposition 3. ak 0 a’x = lx. 
Proof. We prove the claim by structural induction. The base case is obvious. If 
X = Y + Z, then we have that 
akoax = (a; + aZ)oa’(ny, nz)oa(nr, nz)o(ay + az) 
= (a; + ak)o(a, + ae) = a;oay + akoaz = lx. 
Finally, if X = Y x Z then 
a~~ax=(a;xa~)~(a,xaz)=a;oayxa~OaZ=lX. 0 
In what follows, given a function f: X + Y we shall denote with f^ the function 
ay ofoa&. Using the previous proposition, it is easy to prove the following: 
Corollary 4. Letf: X + Y, g: X’ + Y’. Then 
- if Y = X’ then dof^= g7; 
- (.z 0) = (zj); 
- (A 8) = (fl g)oa(nx, nx,); 
- (A 8) 0 a’&, nr) = 06). 
3.3. The basic functions 
For a given ring R, we shall now list the basic functions which will be used to 
generate the distributively computable functions (categorically speaking, we are 
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defining the base distributive graph). The list includes the following functions: 
RxR -?;R, RxRAR, 
I ~~ R (for all CI E R), RSI+I. 
If R is a field, we include also a function 
the intended semantics being: product and sum of two elements of the ring, constants, 
test for nonnegativity and inversion. Analytically, 
rmi z (*,O) if a<O, C-J_’ 
* H a, 
‘+-+ (r,l) if a20, 
Lx H CI-i (a # 0). 
Intuitively, we are claiming that we can multiply and sum (and possibly invert5) the 
elements of R, that we can generate any constant, and that we can compute the 
characteristic function of the positives.‘j We shall denote by 5BR the class of functions 
distributively computable starting from the functions above. 
3.4. The main theorem 
We firstly need a couple of technical emmata: 
Lemma 5. The class of derivedfunctions ofthe form f : R’ + R” contains the polynomial 
functions. If R is a field, it contains the rational functions. 
Proof. We just have to show that the thesis holds for the functions R” + R associated 
to polynomials; the general case can be obtained by applying the ( - , - ) operator. 
We work by structural induction on a polynomial p: if p is a variable or a constant 
CI, the corresponding function is an identity or the function Ir”l. R, respectively, 
precomposed with a suitable projection or terminal map. If p = p’p”, then by applying 
sin the BSS model it is assumed that a rational function will never be evaluated when the denominator is 
zero. Thus, we do not care too much about the definition of 0-l (it can be taken to be 0, for instance). 
6 We mention, without developing the theory, that the function > can be replaced by a test for equality 
with zero, which allows to extend the equivalence theorem to unordered rings such as C. 
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the operator ( - , - ) to the functions associated to p’ and p”, and composing with 
* : R2 + R we obtain the function associated to p. An analogous consideration can be 
made if p = p’ + p”. If R is a field any rational function can be easily obtained by 
inverting the denominator using ( - )-‘. 0 
Lemma 6. The class of derived functions contains the encodings. 
Proof. Trivial, by structural induction. The base case is covered by identities, con- 
stant maps and projections. The maps cr(i, j) and a’(i,j) can be easily shown to be 
derived functions, and the operations used in the inductive construction of gx and 
ai are those allowed when building derived functions. 0 
We can now state and prove our main theorem. Since the domains and codomains 
of the functions computed in the BSS model are restricted to the powers of R, we have 
to encode the derived sets appearing in the domains and codomains of functions in 
gR using the techniques developed in Section 3.2. We freely use notation from Section 
3.1, namely for the dimension of input, state and output spaces. 
Theorem 7. Let F = {$M: R’ + R” 1 M is a BSS machine} be the set of functions 
computed by machines over R in the BSS model, and 9 = { f^l f: X -+ Y E 93R} be the set 
of distributively computable functions whose domains and codomains have been encoded 
into powers of R. Then 9 = 9. 
Proof. Let us prove that 9 G 9, by building a derived function 
f : R’ + N. R” -+ N . R” + R” which’ emulates the behaviour of a given machine 
M with node set m. By Lemma 5 we know that we can freely use polynomial functions 
while building such a function. 
We define f “piecewise” as follows (the sequence of arrows denotes functional 
composition): 
fi :R”Ilall, N.R” 
fk: R” pp’k’“g* , N R” if k is a computation node 
‘Note that by distributivity m x R” g N. R” = R” + R” + ... + R” (N times); we correspondingly use 
N-ary injections: they can be easily defined in terms of binary ones. 
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2 Xl,” 
-----+(Z+Z)xR” 
6-1 
-------tZxR”+ZxR” 
A N. R” if k is a branching node 
and then f= (JO Ifi1 ... IfN), understanding composition with the obvious injections 
into N. R” + R”. A routine check shows that f acts on N. R exactly as the computing 
endomorphism of M. Thus, since oRI = 1Rs and OR” = lx”, we have call[f] = c$~, so 
F E 3. 
Let now f : X + Y be a function of gR. Such a function has been obtained by 
iterating a suitable derived function g : X + U + U + Y (i.e., f = call[g]). We shall 
denote by h the loop X + U + Y + X + U + Y induced by g (and defined formally 
by h: X + U + Y (glp,)+ U + Y -.L‘i_* X + (U + Y)). It is clear that f is exactly the 
function obtained by applying h to an element of X until an element of Y is produced 
(all elements of Y are fixed points of h). 
By Corollary 4, we have that p= hk. Thus, if we can show that for any loop 
h : X + U + Y --, X + U + Y there is a machine computing & we can build a new 
machine M with input space Rnx, output space Rny and state space R”X+U+y. The input 
map of M embeds the element of X encoded in Rnx into the encoding of the same 
element in RnX+“+“; the output map extracts the encoding of an element of Y from its 
encoding in RnXiusr (such maps are obviously linear). The machine M applies K to its 
state space, and then checks for the element represented in R”*+“*7 being in Y (recall 
that such a check can be made simply by checking the nonnegativity of certain 
components of the vector encoding the element). If it is not, M applies again 6; 
otherwise, it moves to the output node. Clearly, dM =$ 
In order to make complete the argument, we shall now show by structural 
induction that, for all derived functions f: X + Y, f^can be computed by a suitable 
finite dimensional machine. We shall describe the machines informally; the details 
would just be cumbersome. Unless otherwise specified, the input will be represented 
by a vector a (or a scalar CI). 
It is not difficult to check that the base case is covered by the following machines 
(we shall not mention encodings when they are just the identity): 
_ the machines computing *: R2 + R and + : R2 + R just output CY~G~~ and a1 + CI~, 
respectively; 
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_ the machine computing a constant [El 3 0; : R -+ R outputs that constant; 
_ the machine computing (TV + I 0 > : R+R30utputs( - l,O,O)ifcc<O,and(O,O,O) 
if E 3 0; 
_ the machine computing a first (second) projection just outputs the variables corres- 
ponding to the first (second) component; 
- the machine computing a first (second) injection outputs ( - 1, a, 0) ((0, 0, GL)); 
- the machine computing an identity outputs its input; 
_ the machine computing a terminal map outputs 0; 
_ the machine computing the inverse distributivity isomorphism on input 
((a, B, Y>, 6 > outputs (E, (B, 6 >> (73 6 >>. 
Iff = h 0 g, then by Corollary 4 h< = ko 4, so by connecting in series the machines 
corresponding to $ and h^ we obtain a machine which computes f 
If,f= (g, h), with g:X + Y’, h:X + Y U (so Y = Y’ x Y “), then we take a machine 
which duplicates its input, runs i on the first copy ahd h^ on the second one, and finally 
outputs the two results juxtaposed. Again by Corollary 4, this machine computes,f 
Iff=(g(h),withg:X’~Y,h:X”-tY(soX=X’+X”),thenwetakeamachine 
whichoninput(x,/?,y)~R~R”~xR”~ checks if r < 0: in this case, it outputs i(j); 
otherwise, it outputs G(y). One more time, Corollary 4 guarantees that the computed 
function is,f This completes the proof. 0 
The operation of encoding derived sets into powers of R can be performed the other 
way around: instead of restricting the distributively computable functions of the class 
59 (Lemma 6 implies B G gR), we could enlarge 9 by composing its functions with the 
encodings. However, it is easy to show that 
Theorem& Let~={(o;~~a,If:Rnx-‘RnYE~}. Then.@=9R. 
Proof. Any function in S@ is trivially in 9R (use Lemma 6, the fact 4 = 59 G gR, and 
closure of 2??R with respect to composition). On the other hand, if X $ Y ~23~ then 
?~2? = F. But then 
We shall now give an example by mapping to a derived function the machine 
described in [ 1, p. 51 (in order to simplify the discussion we suppose that the machine 
works on the reals, and we compare with c the square instead of the absolute value of 
gk(x)). The machine has a built-in constant c, and evaluates iteratively a given 
polynomial g on the input x until (g”(x))’ 2 c. 
There is one register and four nodes. The second node is a computation node which 
applies g and moves to the third node, while the third node is a branching node which 
checks if the square of the register is greater than or equal to c, moving to the output 
node in this case, or to the second node otherwise. 
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Our mapping sends this machine to the function f: R + 4. R -+ 4. R + R defined as 
follows: 
f,:R--=+4.R 
f3:RA RxR 
((WCyRRXR 
z xl, 
- (I + I) x R 
s-1 
-IxR+IxR 
-R-i-R 
04.R 
An input x generates the following orbit: 
x ++ (x, I> H <x9 2) ++ <s(x), 3). 
Now f3 works as follows: 
g(x) H <g(x), g(x)) +-+ <s(x)2 - c, g(x)) 
H (g(x), k) w (g(x), 2k + 2L 
where k is 0 if g(x)2 < c and 1 otherwise. In 
obtaining 
(g(x), 2) ++ (s’(x), 3) 
H (( * 2 k), g(x)) I-, (( * 3 g(x)), k) 
the first case we restart from node 2, 
and so on; in the second case, we apply f4 and we output g(x). 
4. An application 
We shall now apply Theorem 7 in order to obtain a new structural characterization 
a la Kleene of the functions R’ -+ R” computable in the BSS model. The characteriza- 
tion is based on iteration rather than on recursion (a structural characterization 
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based on recursion was given in Cl]), and it is clearly derived from the operations 
available is a distributive category. 
Definition 9. The class XV of general v-recursive functions over R is the smallest set of 
functions R’ + R” containing the polynomial functions, and closed under the follow- 
ing constructions: 
(i) (composition) given f: R’ + R” and g : R” + R”, form f> g; 
(ii) (juxtaposition) given gi 1 R” + R”’ (1 < i d 4 form (gl, g2, ,gk): 
R”-+RI,,,.Z’,; 
(iii) (cases) given f, g : R” + R” form h : R x R” + R”, defined by 
h(a, B) = 
f(B) if a < 0, 
g(j) if a 2 0; 
(iv) (v-operator) given f: R x R” + R x R”, if for every a E R” there is a least n, such 
that ,f”*( - 1, a) = (p., /lb) with per B 0, then form vf: R” + R” by setting vf(a) = 8.. 
If we consider also partial functions, we can relax the condition given on iteration, 
and for any f: R x R” --t R x R” define vf (vf (a) is undefined if there is no n, as in 
Definition 9). The other operations should be redefined as usual. We shall speak in 
this case of the partial v-recursive functions over R. 
Theorem 10. XV = 23. 
Proof. We firstly prove left-to-right inclusion. We already known that all polynomials 
are derived functions. Composition and juxtaposition have corresponding categorical 
operators. Construction by cases on f, g : R” --t R” can be obtained as follows: 
> xl,- 
RxR”- (I + I) x R” “, Rm + R” (fls) R”. 
Given f: R x R” --) R x R”, consider the functions 
g:R”rIxR”-----+ rpl’x’R” RxR”r+RxR”+R” 
h:Rx&_f+RxR” ARXIR” ---+RxRxR” 
h~l 
-+RxR”+RxR” 
1, x R” + x2 
- R x R” + R”. 
It is a matter of calculation to show that call[R”, R x R”, R”, (g I h)] = vf: 
Some more work is required in order to prove that 3 E XV. We apply structural 
induction again, following the lines of the proof of Theorem 7. The function computed 
by iterating the loop h: X + U + Y + X + U + Y induced by a derived function 
g : X + U -+ U + Y can be obtained by applying the v operator to a suitable function 
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k: R x R~x+u+Y _+ R x R~XIUIY. We shall define k by juxtaposing the functions 
k1 : R x R”x+u+Y + R and k2 : R x R”x+u+r + R”x+u+Y described below, which are clearly 
in xx,? 
kl(a, B) = ” 2 i ;t;;r?s;. 2 
k2k B) = 
( - 4 - 4 P3, . . . ,PnxtotY) if CI = - 1, 
t;(B) otherwise. 
Note the usage of the “control variable” CC. When k = (k,, k,) is applied, we check 
whether a = - 1 (first iteration). In this case, we set the first two coordinates of the 
encoding of (X + U) + Y to - 1: this forces the element encoded in RnX+“+” to be an 
element of X. At the same time, c( is set to - 2, so that the subsequent i erations will 
apply fi leaving CC undisturbed, unless the element encoded in /I becomes an element of 
Y (i.e., /I1 > 0), in which case c1 is set to 0, stopping iteration (and necessarily B is left 
undisturbed by fi). Since g terminates for every element of X, and the iteration of 
fi necessarily starts from the encoding of an element of X, the termination condition 
on g implies the termination condition required by the operator v, which can actually 
be applied to k. Precomposition and postcomposition of vk with trivial maps prepar- 
ing the input and extracting the output give as a result the function call[g]. 
This machinery is actually necessary: If we did not force the presence of the 
encoding of an element of X at the first iteration, we could iterate over an element of 
U, over which we could not guarantee termination. The precomposition and post- 
composition would in the end produce a total function Rnx -+ R’+, but the operator v 
would have been applied incorrectly. 
We are left to prove that for any derived functionf: X -+ Y we havefE 37”. We use 
structural induction: 
_ the functions * : R2 + R, + : R2 + R and the constants are obviously representable 
as polynomials, and thus in XV; 
_ the function or + r 0 3 : R + R3 can be obtained by juxtaposition and cases: 
(@l,1° 2 )(a) = 
i 
(- l,O,O) if CI CO, 
(0, 0, 0) if a 3 0; 
_ the projections can be obtained again by juxtaposition, discarding the variables 
which correspond to the discarded component; 
_ the first (second) injection outputs (- 1, a, 0) ((0, 0, a)) on input a; 
_ the terminal map is the constant polynomial 0; 
_ the identities and the inverse distributivity isomorphism can be easily obtained by 
juxtaposition of polynomials. 
*We are assuming, without loss of generality, that X + U + Y is encoded as (X + U) + Y. 
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The functions obtained by application of composition and ( - , - ) are by defini- 
tion inside Xi; iff = (g ( h), with g : X’ -+ Y, h : X” + Y (so X = X’ + X”), we define 
a function by cases using ghorc1,T3 rc2: Rnx x Rnx + RnY. The resulting function is 
exactly f This completes the proof. 0 
The obvious consequence of the previous theorem is that the v-recursive functions 
coincide with the functions computed in the BSS model: 
Corollary 11. Jv; = 9. 
5. The general framework 
The purpose of this section is to sketch the theory of distributive computability in 
its full generality, so that the reader can appreciate the flavour of the matter (more 
details can be found in [9]). The reader without a working knowledge of category 
theory may want to skip this part. 
A distributive graph over a set of basic objects A is a digraph whose vertices are 
distributive expressions, i.e., terms built using two binary operators + and x starting 
from the set A + (8, I}. The arcs of a distributive graph are the (names of the) basic 
arrows. Note that we admit more than one arc between two vertices. 
A distributive category is a category with finite sums (coproducts) and products such 
that the products distribute over the sums, i.e., such that the canonical arrow 
6=(l~xp,(l~xp~):xxY +XxZ-+Xx(Y +Z) 
has an inverse. A distributive jiinctor is a functor which preserves finite sums and 
products. 
Given a distributive graph G, it is possible to build the free distributive category over 
G, denoted by g[G], which is defined by the well-known universal property (for any 
distributive category %?, composition with the graph injection G + g[G] induces 
a bijection between distributive graph morphisms G + %? and distributive functors 
2[G] + W). 
An extensive category is one for which the canonical functor 
b/A x R/B + &/(A + B) 
is an equivalence, for each pair of objects A, I3 in 8. In such a category we can “restrict 
and corestrict at the same time” arrows which land into a sum. If we have an arrow 
f: C + A + B, we can pull f back along the injections of A and B into A + B and 
obtain arrowsfy,:f-‘(A) + A andfsJ:fP’(B) -+B such thatfr. +fs, =f. In other 
words, whenever we have an arrow into a sum, we can break the source of the arrow 
into the part which maps into the first summand, and the part which maps into the 
second summand. Note the set-like notationf -'(A) for the part of the domain which 
lands in A. 
20 S. Vigna / Theoretical Computer Science I62 (1996) 5-21 
Consider now an arrow f: X + U + U + Y in a countably extensive category with 
products (i.e., a category which has countable sums, finite products, and enjoying the 
extensivity property for countable sums). Such a category is necessarily countably 
distributive [a]. 
IntuitivelyJdescribes a dynamical system with initial states in X. By applyingf, we 
obtain either a final state in Y, of a local state in U; in the latter case, we can apply 
again J We can define the arrow which f computes by iteration, denoted by 
call[X, U, Y, f] (or call[f], if X, U and Y are clear from the context), as follows: let 
hx andf;u denote the restrictions (by composition with the canonical injections) offto 
X and U, and let 
fo=f;x:X+U+ Y, fk+l =f;u”fkru :$=-l(U) + U + Y. 
Then &l(Y) is the part of X which lands in Y after exactly k + 1 iterations. The 
iteration off terminates if Ck z ,,fk- ‘(Y) z X ( w h ere the isomorphism is given by the 
injections fk- l(Y) + X), in which case we can define call [ f]: X -+ Y as 
431 = U~~llfi~ll ... Ifk~jI ...I = vo 1 fk~l. 
k>O 
This framework allows us to define, for any distributive subcategory G9 of a countably 
extensive category 6, its iterative closure call[Q?], which is obtained by adding to 5~7 the 
arrows computed by arrows f: X + U -+ U + Y of 59. One can prove that call@?] is 
distributive and that call[call[%?‘]] = call[%?] [3-51. This result is the analogue of 
Kleene’s normal form theorem for recursive functions: it says that when describing an 
arrow of V which computes an arrow of call [%?I using the constructions of a distribu- 
tive category (composition and so on), one can freely use also arrows of call[%]. 
The basic idea of the distributive approach to computability is to use the arcs of 
a distributive graph in order to specify the signature of the basic arrows which will be 
used to build new arrows. Then, a semantics is given using objects and arrows of 
a countably extensive category 8 which products, interpreting the operation of sum 
and products appearing in the nodes as sums and products in 8, and assigning an 
arrow of d to each arc. This semantic extends to the free distributive category 
generated by the distributive graph, giving a distributive subcategory of 6 which can 
be closed by iteration. 
The syntax of distributive categories gives rise to a language, called IMP(G) 
[6,10,11], which is used in order to describe computable arrows. Moreover, whenever 
an arrowf : X + U + U + Y has been described, call [f] can be used in order to build 
new arrows. The idempotence of call [ -1 guarantees that only computable arrows 
can be built in this way. 
Note that our definition of computability does not make any assumption on the 
nature of objects or arrows; iteration can be governed by discrete or continuous maps, 
and state can be represented by elements of sets or, for instance, by regions of 
a topological space. All it is required is that the semantic category in which such 
arrows are interpreted should be countably extensive, which guarantees that an 
interpretation of “computed by iteration” is possible. 
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