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Resumo
Uma grande quantidade de notas fiscais de consumidor eletrônicas, associadas às com-
pras em estabelecimentos comerciais, atacado e varejo, são geradas diariamente no Brasil.
Nos dados das notas fiscais, existem alguns tipos de fraude relacionados com a evasão
tributária, que é definida como a total ou parcial intenção de se isentar de pagar um
tributo. Esta monografia propõe um processo de visualização exploratória, com o obje-
tivo de auxiliar os especialistas em tarefas de auditoria fiscal, visando detectar fraudes
e anomalias em dados financeiros. O processo foi formulado de forma que o especialista
análise dados financeiros e que possuem atributos de diferentes tipos por meio de visu-
alizações baseadas no posicionamento de pontos, considerando três diferentes técnicas de
projeção multidimensional: Multidimensional Scaling, Isometric Mapping e t-distributed
Stochastic Neighbor Embedding. As fraudes e anomalias nos dados financeiros podem
ser identificadas pelo especialista ao interpretar os padrões e as relações de similaridade
nas representações gráficas obtidas, como também pode-se manipular os pontos por meio
de técnicas de interação, com possibilidade de utilizar algoritmos de agrupamento com a
finalidade de enriquecer a análise. Nos experimentos, foram utilizados conjuntos de dados
provenientes de notas fiscais do consumidor eletrônicas do Distrito Federal e de compras
de cartão de crédito. As representações gráficas produzidas pela técnica de visualização
t-SNE apresentaram melhor qualidade em relação às demais, sendo possível identificar as
notas fiscais mais similares e que possuem tributação parecida, como também notas fiscais
que possuem anomalias e que podem ser indícios de fraude. O processo de visualização
exploratória mostrou ser potencialmente útil para auxiliar o especialista no entendimento
dos padrões globais e locais nos dados por meio da interação com as representação gráficas
obtidas.
Palavras-chave: Visualização exploratória de dados, mineração visual de dados, pro-
jeções multidimensionais, detecção de fraudes, notas fiscais do consumidor eletrônicas.
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Abstract
A great quantity of electronic receipts, associated with purchases in commercial estab-
lishments, wholesale and retail, are generated daily in Brazil. There are some types of
fraudulent behaviors related to electronic receipts, these behaviors are defined as the total
or partial intention of exempting yourself from paying a tribute. This study proposes a
visual exploration process aiming at supporting specialists in the task detecting frauds
and anomalies in transactional data. The process was created in a way that enables
the specialist to visualize transactional data that present attributes of different types us-
ing multidimensional projection algorithms, such as Multidimensional Scaling, Isometric
Mapping and t-distributed Stochastic Neighbor Embedding. Anomalies in transactional
data can be identified by the specialist when interpreting patterns and similarity relation-
ships embedded in the obtained graphical layouts. The layouts can also be manipulated
to a certain degree with the usage of techniques such as zoom and filter. Optionally, the
layout can also be clustered to reveal hidden patterns found by unsupervised machine
learning algorithms. The datasets used in the experiments were from the electronic tax
invoice data gathered in the Federal District and a German credit card dataset. The
graphical representations generated through t-SNE had the best quality from the other
techniques utilized, being possible to identify data clustered together with similar data
as well as potential evidence of anomalies. The visual exploration process showed to be
useful to support the specialist in understading the global and local data patterns by
means of interactive resources with the obtained layouts.
Keywords: Visual data exploration, visual data mining, multidimensional projections,
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As notas fiscais do consumidor eletrônicas (NFCe) são documentos fiscais emitidos para
o consumidor final no ato de venda de um produto, que foram criadas com o objetivo
de oferecer uma alternativa totalmente eletrônica de documentos fiscais, efetivamente
substituindo os documentos utilizados no varejo até então [5]. Dessa forma, é possível
reduzir os custos de obrigações acessórias aos contribuintes e possibilitar o aprimoramento
do controle fiscal pelas Administrações Tributárias. Essas organizações visam garantir
que a tributação ocorra de maneira uniforme a todos, em conformação com as regras
correspondentes, uma vez que os próprios indivíduos que pagam tributos devidamente
são aqueles que mais sentem os reflexos negativos da sonegação de impostos [6].
A sonegação de impostos (ou fraude fiscal) pode ser definida como a intenção de eximir-
se, total ou parcialmente do pagamento de um tributo [7]. No caso das NFCes, existem
vários meios pelos quais a fraude pode ocorrer. Um desses meios é o uso do Código de
Situação Tributária (CST) incompatível com o produto, reduzindo assim o Imposto sobre
Circulação de Mercadorias e Prestação de Serviços (ICMS) aplicado. Existe também
a possibilidade de que o contribuinte realize um cálculo incorreto do valor do imposto,
declarando um preço menor do que o preço real de um produto, fazendo com que se
aplique uma alíquota de ICMS menor do que a devida.
Diariamente, uma grande quantidade de NFCes são geradas devido às operações de
compras no atacado e no varejo, fazendo com que as tarefas de auditoria e de controle
fiscal, quando realizadas por especialistas humanos, sejam inviáveis em relação ao elevado
esforço e custo empreendidos. Além disso, frequentemente existem padrões implícitos em
conjuntos de dados que passam despercebidos em uma análise manual e que estão sujeitos
à erros de interpretação sem a utilização de ferramentas apropriadas [8]. Dessa forma,
com o intuito de automatizar essas tarefas, faz-se necessária a utilização de abordagens
computacionais baseadas em Mineração de Dados (MD), que visam extrair conhecimento
útil e potencialmente relevante em conjuntos de dados, que crescem tanto em tamanho,
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como em complexidade [9].
A MD consiste de uma etapa do processo de descoberta de conhecimento em bases
de dados (Knowledge Discovery in Databases - KDD) [10], que define de uma sequência
de etapas visando a extração de informações potencialmente úteis e relevantes em con-
juntos de dados. O processo de KDD pode ser descrito pelas seguintes etapas: Seleção,
pré-processamento, transformação, mineração de dados e interpretação [11]. Inicialmente,
um subconjunto representativo de dados é selecionado do conjunto original. Em seguida,
os dados são preparados para as etapas posteriores de acordo com uma metodologia
de limpeza de dados específica ao domínio do problema, etapas conhecidas como pré-
processamento e transformação. Seguido a isso vem a MD, que pode consistir de diversas
tarefas, como detecção de dados atípicos, aplicação de algoritmos de agrupamento, regres-
são estatística e sumarização. Por fim, os dados e as abstrações criadas são interpretadas
e o modelo é validado.
Como parte do processo de KDD, a Visualização de Dados (VD) é uma área interdisci-
plinar que propõe a utilização de abstrações visuais com o intuito de amplificar a cognição,
aquisição ou o uso de conhecimento [12]. Essas abstrações são representações gráficas dos
dados, ou layouts, que consistem em um mapeamento dos dados originais para elementos
gráficos, como por exemplo linhas, pontos e formas geométricas. No processo de KDD, a
VD pode ser integrada de três diferentes formas: (1) para visualizar antecipadamente os
dados a serem analisados; (2) para ajudar no entendimento dos resultado de um processo
de mineração de dados; (3) para auxiliar a análise de resultados parciais do processo de
extração de conhecimento [13].
Particularmente, a detecção de fraudes e anomalias no presente trabalho é uma tarefa
desafiadora, pois as instâncias do conjunto de dados de notas fiscais considerado nesta
pesquisa não possuem informações de rótulo, inviabilizando o emprego de modelos de
classificação ou outras abordagens supervisionadas. Por isso, a visualização se mostra uma
ferramenta robusta para transmitir ideias, devido ao importante papel que desempenha
na cognição humana [14].
Assim sendo, um processo de visualização pode ser especialmente útil no contexto de
uma tarefa de detecção de fraudes, pois a VD pode ser considerada como o método mais
intuitivo de validar agrupamentos [8] uma vez que ações fraudulentas tendem a exibir
padrões de comportamento que permitem a sua partição em grupos com alta consistência
entre si [15]. Dessa forma, a VD serve como um suporte ao especialista encarregado de
encontrar dados atípicos, provendo a ele um entendimento visual e intuitivo dos padrões
e relações de similaridade nos dados.
Nesse cenário, um processo de visualização exploratória de dados pode ser apropriado
para a descoberta de conhecimento nas notas fiscais. O especialista pode iterativamente
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elaborar hipóteses, gerar os layouts por meio das técnicas de visualização e utilizar re-
cursos de interação para auxiliar na interpretação dos padrões globais e locais dos dados
conforme as tarefas e objetivos previamente estabelecidos [16]. Nesse sentido, uma decisão
importante para a visualização exploratória se refere às técnicas de visualização a serem
empregadas. O foco dessa pesquisa foram as visualizações baseadas no posicionamento
de pontos, em especial, as projeções multidimensionais [17]. As projeções são capazes
de preservar as relações de similaridade dos dados originais no layout e por meio dessas
projeções, se torna possível o descobrimento de conhecimento no conjunto de dados.
A presente pesquisa propõe um processo de visualização exploratória interativa de
dados visando auxiliar o especialistas e auditores nas tarefas de identificar fraudes e ano-
malias em NFCes do Distrito Federal. O processo de visualização consiste em cinco etapas,
envolvendo: o pré-processamento de dados; a criação de uma matriz de dissimilaridade a
partir de um subconjunto representativo das notas fiscais; a utilização de um algoritmo de
agrupamento (opcional) para a identificação e comparação das notas fiscais; geração dos
layouts por meio das técnicas de visualização baseadas em projeções multidimensionais
que utilizam a matriz de dissimilaridade calculada, e; visualização interativa dos dados
com participação do especialista.
1.1 Hipótese de Pesquisa
A pesquisa descrita nesta monografia buscará responder a seguinte hipótese de pesquisa:
“É possível auxiliar a compreensão de um auditor fiscal com relação aos dados de NFCes
por meio de um processo de visualização exploratória?”
1.2 Objetivos
O objetivo principal desse projeto é estudar e propôr um processo de visualização explo-
ratória para a descoberta de conhecimento em conjuntos de dados relacionados com notas
fiscais do consumidor eletrônicas, visando auxiliar os especialistas na detecção de frau-
des e anomalias. Para cumprir esse objetivo geral, pode-se definir os seguintes objetivos
específicos:
• Investigar as características das NFCes e explorar as funções de distância para via-
bilizar o cálculo das dissimilaridades entre elas;
• Estudar as projeção multidimensionais que podem ser incluídas no processo de vi-
sualização exploratória para gerar layouts intuitivos e que expressem as estruturas
globais e locais das notas fiscais;
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• Realizar experimentos de forma a validar o conhecimento obtido a partir do processo
de visualização exploratória, verificando a possibilidade de detecção de fraudes e
anomalias em notas fiscais.
1.3 Organização
Neste texto, o destaque é dado ao processo de visualização e as técnicas envolvidas. Esta
monografia está organizada da seguinte maneira:
• O Capítulo 2 descreve a fundamentação teórica da pesquisa, detalhando conceitos
relevantes para o entendimento de processamento de dados, visualização e mineração
visual de dados;
• O Capítulo 3 revisa os artigos relacionados da literatura, com foco nas pesquisas de
detecção de fraudes e visualização de dados;
• O Capítulo 4 descreve o processo de visualização exploratória para descoberta de
conhecimento nos conjuntos de dados considerados nesta pesquisa: as notas fiscais
eletrônicas do consumidor do Distrito Federal e um conjunto de transações de cartões
de crédito;
• O Capítulo 5 apresenta os resultados experimentais e o conhecimento obtido a partir
do processo de visualização exploratória nos conjuntos de dados mencionados;





A quantidade de dados armazenados por organizações e negócios está em constante cres-
cimento devido à inovações em tecnologias de coleta, armazenamento e manutenção de
dados. Ademais, uma característica que os conjuntos de dados geralmente compartilham
é a sua grande quantidade de atributos, o que resulta em bancos de dados de alta dimen-
sionalidade. Como exemplo, é possível citar a automação de processos financeiros como a
criação de NFCes, a coleta de dados feita por empresas de marketing, censos demográficos,
sistemas de monitoramento baseados em sensores, etc.
De forma a extrair informações de grandes conjuntos de dados, técnicas de Mineração
Visual de Dados (MVD) provaram ser de grande valor [14]. Além de serem utilizadas para
extrair informações úteis, são aplicadas também para auxiliar a identificação de padrões,
tendências e evidenciar os relacionamentos implícitos contidos nos dados.
2.1 Fundamentos sobre Dados
Dados são conjuntos de valores quantitativos ou qualitativos sobre um objeto, que podem
ser obtidos a partir de imagens, textos, sensores etc. De acordo com Bruce et al. (2020)
[18], dados podem ser categorizados como:
• Dados quantitativos: São dados que podem ser contados, mensurados e expressos
com números. São definidos de forma rígida, sem muito espaço para interpretação
e obtidos através de experimentos, pesquisas e testes. Podem ser subdivididos em
dados discretos, como inteiros; e dados contínuos, que podem ser infinitamente
divididos em partes menores, como pontos flutuantes.
• Dados qualitativos: São dados não estruturados ou semiestruturados em natu-
reza. Não podem ser expressos como um número, como por exemplo palavras, obje-
tos, figuras, observações e símbolos. Variáveis categóricas são definidas como dados
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qualitativos, apesar de poderem ter valores numéricos, operações normalmente feitas
sob dados numéricos não fazem sentido se feitas em variáveis categóricas.
Nesta monografia, formaliza-se um conjunto de dados X = {x1,x2, . . . ,xn}, em que
uma instância multidimensional xi = (xi,1, xi,2, ..., xi,m) é caracterizada por m atribu-
tos, que podem ser categóricos, nominais, ordinais etc [19]. Nesse sentido, adota-se a
representação dos dados conforme o Modelo Tabular, que consiste de matrizes simples,
bidimensionais, compostas por instâncias de dados, muitas vezes de atributos diferentes.
No modelo tabular, geralmente cada linha compõe uma unidade de dado e cada coluna
se refere a um atributo.
Em processos de mineração de dados e visualização, é comum que os dados sejam
utilizados em formato tabular, como por exemplo, o espaço de características associado
aos dados, ou pela matriz de dissimilaridades calculada pelo cálculo da distância entre
pares de instâncias.
2.1.1 Métricas de Dissimilaridade
De maneira geral, dissimilaridades correspondem a números não negativos d(xi,xj) que
são pequenos quando xi e xj são semelhantes e se tornam grandes quando i e j são
diferentes. Medidas de dissimilaridade são usualmente simétricas e o valor dessa métrica
de um objeto em relação a si mesmo é zero. Métricas de dissimilaridade tem aplicação
em vários algoritmos de aprendizado de máquina, e podem ser utilizadas para a criação
de matrizes de dissimilaridade.
Matrizes de dissimilaridade são estruturas de dados utilizadas como entrada para
outros algoritmos [20], onde cada instância corresponde a uma medida de dissimilaridade
entre pares de objetos. Uma medida de dissimilaridade é calculada a partir de uma função
de distância. Por fim, é importante notar que matrizes de dissimilaridade apresentam uma
complexidade espacial de O(n2), o que pode representar um grande gargalo dependendo
da aplicação.
Distância Euclidiana
A distância euclidiana entre dois pontos representa a distância entre dois pontos em um
plano cartesiano, calculada utilizando o teorema de pitágoras, definido na Equação 2.1.
Com o uso dessa função, o espaço euclidiano torna-se um espaço métrico. Essa equação
pode ser aplicada a espaços de diferentes dimensões com fórmulas semelhantes.
d(xi, xj) =
√
(xi1 − xj1)2 + (xi2 − xj2)2. (2.1)
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Distância Manhattan
A distância manhattan é definida como a soma das diferenças absolutas entre coordenadas
em um plano cartesiano. Mais formalmente, a distância d1 entre dois vetores xi e xj em
um espaço vetorial m-dimensional é definida como
d(xi,xj) = ||xi − xj||1 =
m∑
k=1
|xi,k − xj,k|, (2.2)
onde (xi, xj) são vetores
xi = (xi,1, xi,2, ..., xi,n) e q = (xj,1, xj,2, ..., xj,n). (2.3)
Distância de Gower
A distância de Gower [21] permite que usuários extraiam informações de conjuntos de
dados, cujas instâncias apresentam atributos numéricos, categóricos, binários, etc. O
cálculo da função de dissimilaridade entre duas instâncias é dado pela média ponderada
da contribuição de cada variável. Como mostra a Equação 2.4:











Em outras palavras, dij é uma média ponderada de d(k)ij com pesos wkδ
(k)
ij , onde wk
representa o peso da k-ésima variável, δ(k)ij pode assumir os valores de 0 ou 1, e d
(k)
ij
representa a k-ésima variável.
A contribuição d(k)ij de uma variável categórica ou binária vale 0 se os valores forem
iguais, 1 se forem diferentes. Para variáveis de tipos numéricos, a contribuição d(k)ij assume
o valor da distância manhattan (Equação 2.2) dividida pelo intervalo da variável. Note
que se a contribuição d(k)ij permanece no intervalo [0, 1], a dissimilaridade dij também
permanecerá.
2.2 Análise de Agrupamentos
A análise de agrupamentos pode ser definida como um conjunto de técnicas utilizadas para
agrupar objetos em conjuntos relacionados entre si chamados de clusters. Na ausência
de dados classificados, os algoritmos de agrupamento podem ser úteis para gerar modelos
concisos dos dados, que podem ser interpretados como um resumo do modelo generativo
dos dados não-rotulados [22]. É utilizado para tarefas tais como mineração de dados,
reconhecimento de padrões, análise de dados estatística, análise de imagens, compressão
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de dados e aprendizado de máquina em geral. Esses algoritmos envolvem um processo
que consiste em: Formular um problema; selecionar uma medida de distância apropriada;
escolher um algoritmo de agrupamento; decidir no número de grupos previamente e então
após o funcionamento do algoritmo, validar os seus resultados. O objetivo final de um
algoritmo de agrupamento é garantir que instâncias de um conjunto de dados sejam
posicionadas no mesmo grupo de instâncias similares [23].
Algoritmos de agrupamento são divididos em algoritmos de particionamento, hierár-
quicos, de malha, baseados em modelos e baseados em densidade. Esse trabalho explora
algoritmos de agrupamento focando em algoritmos de particionamento. Métodos de par-
ticionamento envolvem a criação de subdivisões de dados que dependem de certos critérios
objetivos, tais como a minimização do erro quadrado [24]. Um algoritmo de particiona-
mento utilizado com frequência em aplicações práticas é o k-means [25], que basicamente
consiste na definição de grupos tal que a variação entre-grupos (ou variação dentro de gru-
pos) seja minimizada [26]. O algoritmo padrão define a variação dentro de grupos como
a soma das distâncias euclidianas quadradas entre itens e o centróide correspondente, em
que um centróide corresponde ao centro geométrico de um grupo [27].
2.2.1 Partitioning Around Medoids
Embora o k-means seja amplamente utilizado, nesta pesquisa decidimos utilizar uma
alternativa robusta do k-means chamada k-medoids, também conhecido como Partitioning
Around Medoids (PAM). O algoritmo PAM difere do k-means por estabelecer grupos por
meio da identificação de medóides ao invés de centróides [26]. Um medóide é caracterizado
por ser um objeto dentro de um grupo que contém uma dissimilaridade mínima entre ele
e os outros objetos do grupo, dessa forma maximizando a coesão dentro do grupo. São
os pontos mais próximos do centro de um grupo que são necessariamente objetos dentro
do conjunto de dados. Um centróides difere de um medóide pelo fato de que centróides
podem não ser necessariamente objetos no conjunto de dados.
Dessa forma, utilizaremos o algoritmo PAM que se mostra menos sensível a dados
atípicos, pois minimiza a soma das dissimilaridades entre pares ao invés das distâncias
euclidianas quadradas. Além disso, também é considerado um algoritmo bem adequado
para realizar o agrupamento sobre matrizes de dissimilaridade [28], tais como as matrizes
geradas com a distância de Gower.
O algoritmo k-medoids ou Partitioning Around Medoids (PAM) é um algoritmo de
aprendizado de máquina não supervisionado que funciona por particionamento tal como
k-means, porém os grupos são formados ao redor de medóides, que são instâncias dentro
do conjunto de dados [29].
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Sua complexidade temporal é dada por O(k ∗ (n − k)2), porém uma implementação
ingênua que recompute a função de custo em toda iteração terá O(n2k2). O custo compu-
tacional pode ser ainda reduzido para O(n2) através da partição do custo, tal que algumas
computações possam ser divididas ou ignoradas [30]. Por fim, a qualidade dos agrupa-
mentos gerados pelo algoritmo podem ser validados utilizando algumas métricas como o
coeficiente de silhueta.
2.2.2 Coeficiente de Silhueta
O coeficiente de silhueta pode ser utilizado para a validação da qualidade de um agru-
pamento, combinando métricas de coesão e separação para objetos e agrupamentos [19].
Seu valor pode variar entre -1 e 1, sendo que um valor negativo é indesejável, pois indica
que a coesão entre objetos de um mesmo agrupamento é baixa.
O cálculo de do coeficiente pode ser feito em três etapas:
1. Para o i-ésimo objeto, calcular sua distância média em relação a todos os outros
objetos do agrupamento; nomear esse valor de ai.
2. Para o i-ésimo objeto e qualquer agrupamento que não contenha o objeto, calcular
a distância média do objeto para com todos os outros objetos do agrupamento.
Encontrar o valor mínimo com respeito a todos os clusters; nomear esse valor de bi.
3. Para o i-ésimo objeto, o coeficiente de silhueta vale si = (bi − ai)/max(ai,bi).
Um exemplo de gráfico com coeficientes de silhueta é fornecido na Figura 2.1, neste
caso, a análise é ambivalente entre 2 e 3 grupos.
2.3 Visualização da Informação
Visualização pode ser definida como a comunicação de informação através do uso de
representações gráficas [1]. Pode ser interessante considerar o número de tipos de dados
e visualizações com as quais seres humanos lidam diariamente, como por exemplo um
mapa de GPS, um raio X ou um gráfico meteorológico. Em todos os casos, representações
gráficas são usadas como auxílio ao entendimento de alguma informação textual ou verbal.
O ser humano é uma entidade inerentemente visual e utiliza com frequência suas
habilidades de percepção para auxiliar o seu processo de tomada de decisão. Porém,
algumas informações não são imediatamente visíveis, como as informações implícitas em
um conjunto de dados.
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Figura 2.1: Exemplo de gráfico de silhueta do conjunto de dados de NFCes.
O volume de dados produzidos cresce constantemente, dados de navegação e diversas
interações são armazenados em bancos de dados, com intuito de se obter vantagem com-
petitiva. Desse modo onde mesmo simples transações, chamadas de telefone ou acessos à
internet são registrados em bancos de dados, aumenta também o potencial de descobri-
mento de potenciais informações implícitas. Desse modo, surge também uma demanda
crescente por ferramentas e técnicas que auxiliem na comunicação dessas informações de
maneira efetiva. Com o objetivo de suprir essa demanda, o campo de visualização de
dados propõe o uso de processos de visualização, como pode ser visto na Figura 2.2.
Um processo de visualização consiste de etapas para visualizar dados de maneira efe-
tiva, em que o usuário se faz presente em todos os estágios [1]. As etapas são descritas
abaixo e se assemelham com as etapas de um processo de KDD:
• Pré-processamento: Ao iniciar o processo, os dados podem necessitar de trata-
mento pela presença de anomalias, como dados ausentes, atributos com formatações
diferentes, dados redundantes, etc. Desse modo, o primeiro passo do processo é tra-
tar os dados e os mapear para tipos fundamentais de forma que sejam manipuláveis
por técnicos de visualização. Em grandes conjuntos de dados, pode ser necessário
fazer um processo de amostragem, filtragem, agregação ou particionamento.
• Mapeamentos visuais: Uma vez que os dados estejam devidamente tratados, o
especialista a cargo de criar a visualização decide as características visuais, como
geometria e cor da representação gráfica. As decisões tomadas nesta etapa são de
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Figura 2.2: Fluxograma detalhando um processo de visualização básico. Adaptado de [1].
suma importância, pois uma visualização de baixa qualidade pode, além de não
comunicar informações, levar a interpretações errôneas dos dados.
• Renderizar transformações: O estágio final corresponde ao mapeamento de da-
dos geométricos para a imagem. Isso inclui fazer uma interface com uma Application
Programming Interface (API). Nesta etapa se decidem os parâmetros de visualiza-
ção, técnicas de shading, etc.
2.3.1 Técnicas de Visualização
Existem na literatura diversas técnicas de visualização com aplicações em campos de co-
nhecimento como biologia [31], astronomia [32] até ciências sociais [33]. Com o tempo,
novas técnicas de visualização são criadas para atender demandas diferentes, sendo que
alguns problemas complexos requerem a aplicação de representações gráficas específicas
para possibilitar uma visualização eficiente, como por exemplo o uso de mapas em apare-
lhos de GPS.
Keim [16] designa um esquema de classificação para sistemas de visualização baseado
em três dimensões: tipos de dados a ser visualizados, técnicas de visualização, e méto-
dos de interação/distorção. Em técnicas de visualização, são traçadas distinções entre




Um gráfico de dispersão (ou gráfico X-Y) é uma representação gráfica de duas dimensões
em que cada marcador (que pode variar entre diversos símbolos) representa uma instância
de do conjunto de dados associado. A posição do marcador no gráfico normalmente
indica o seu valor, porém, em algumas aplicações como em visualizações de projeções
multidimensionais, a posição relativa dos dados expressam significado, como as relações
de similaridade dos dados, além de padrões locais e globais.
Gráficos de dispersão são úteis para a examinação de relacionamentos e correlações
entre variáveis. Por exemplo, é possível observar em um gráfico de dispersão que algumas
variáveis tais como oferta e demanda, apresentam uma dependência mútua, ou seja, a
mudança do valor de uma variável tem a capacidade de exercer influência sobre o valor
de outra variável. Além disso, os gráficos de dispersão são utilizados com frequência para
plotar regressões estatísticas e gráficos de correlação. Um exemplo é dado na Figura 2.3,
onde é possível observar a correlação entre as instâncias do conjunto de dados mtcars [2].
Figura 2.3: Exemplo de gráfico de dispersão do conjunto de dados mtcars [2].
Além do gráfico de dispersão, existem outras técnicas de visualização clássicas que são
populares em tarefas de análise visual de dados, como o mapa de calor [34] e as coor-
denadas paralelas [35]. No entanto, essas técnicas apresentam limitações para produzir
layouts intuitivos e que preservem os padrões e as estruturas de dados multidimensionais,
dessa forma, técnicas de visualização alternativas foram criadas de modo a suprir essas
limitações.
Uma alternativa se refere ao uso de visualizações baseadas no posicionamento de pontos
no espaço visual, que podem ser categorizadas em projeções multidimensionais ou árvores
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de similaridades [36]. Nessa monografia, serão consideradas as visualizações baseadas em
projeções multidimensionais, porque demonstram utilidade em processos de visualização
de dados por similaridade devido ao modo intuitivo representam os dados, sendo assim
interessantes a uma tarefa de detecção de anomalias.
2.3.2 Projeções Multidimensionais
Projeções multidimensionais são algoritmos que mapeiam dados m-dimensionais em um
espaço p-dimensional, com p = {1, 2, 3}, de forma a preservar a estrutura inerente dos
dados e suas relações de distância. Dessa forma, os dados podem ser visualizados de forma
intuitiva, revelando informações e padrões implícitos.
Formalmente, uma técnica de projeção multidimensional é definida como [37]:
Definição 1 (Projeção Multidimensional) Seja X um conjunto de objetos em
Rm com δ : Rm × Rm → R um critério de proximidade entre objetos em Rm, e Y
um conjunto de pontos em Rp para p = {1, 2, 3} e d : Rp × Rp → R um critério
de proximidade em Rp. Uma técnica de projeção multidimensional pode ser descrita
como uma função f : X → Y que visa tornar |δ(xi,xj) − d(f(xi, f(xj))| o mais
próximo de zero, ∀xi,xj ∈ X.
Embora a literatura possua diversas maneiras de categorizar as projeções multidimen-
sionais, nessa monografia adota-se a categorização proposta por Paulovich et al. [36]:
• Force Directed Placement: são técnicas que simulam um sistema composto por
objetos sob a ação de forças de atração e repulsão. São exemplares as técnicas do
Spring Model [38], Hybrid Model [39] e Force Scheme [37].
• Multidimensional Scaling: são técnicas utilizadas para mapear um espaço mul-
tidimensional em um espaço de dimensionalidade reduzida, porém preservando a
sua estrutura e a relação de distância entre instâncias. São exemplares as técnicas
Classical Scaling [40], Isometric Mapping [41] e Sammon’s Mapping [40].
• Redução de Dimensionalidade: são técnicas utilizadas para mapear um espaço
multidimensional em um espaço de dimensionalidade reduzida, preservando alguma
característica do espaço original, no caso do presente trabalho, relações de distân-
cia. São exemplares as técnicas Principal Component Analysis [42], Local Linear
Embedding [43] e t-distributed Stochastic Neighbor Embedding [44].
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Multidimensional Scaling
Multidimensional Scaling (MDS) é uma técnica de projeção multidimensional não linear,
que cria um mapa de posições relativas dos objetos de conjunto de dados, dada apenas uma
matriz de distâncias como entrada. É uma forma de visualizar o nível de similaridade de
objetos em um conjunto de dados. A técnica também é utilizada para traduzir informações
sobre distâncias entre pares de pontos em uma configuração de n pontos mapeada em
um espaço cartesiano abstrato [45]. Assim sendo, dada uma matriz de proximidade, o
algoritmo MDS posiciona objetos em um espaço n-dimensional de tal forma a preservar
a distância entre esses objetos.
O MDS pode ser métrico, reproduzindo as distâncias originais dos dados, ou pode ser
não métrico, assumindo que os postos matriciais são conhecidos. Dessa forma, o MDS
não métrico produz um mapa que reproduz esses postos, sendo que as distâncias não são
reproduzidas. O MDS métrico reproduz relacionamentos lineares entre os dados, enquanto
que o MDS não métrico reproduz uma série de curvas que dependem apenas do valor dos
postos.
O algoritmo contém duas etapas. A primeira etapa consiste em converter uma matriz
de entrada D em uma matriz de produto cartesiano, ou matriz Gram B. A segunda
etapa, que produz o gargalo do algoritmo, consiste na completa decomposição espectral
da matriz B que apresenta uma complexidade de O(n3) [46]. Um exemplo de layout
gerado utilizando uma visualização baseada em MDS com o conjunto de dados Íris [2]
pode ser visto na Figura 2.4. O conjunto Íris possui 150 instâncias caracterizadas por
quatro atributos e categorizadas em três espécies, que representam as cores dos pontos.
Isometric Mapping
Isometric Mapping (ISOMAP) é um algoritmo de projeção multidimensional não linear
utilizado para computar uma transformação de um espaço altamente dimensional para
um espaço quasi-isométrico de menor dimensão. O algoritmo estende o MDS aplicando
o conceito de distâncias geodésicas impostas por um grafo ponderado. Dessa forma,
se comparado com o MDS clássico, sua diferença ocorre na construção da sua matriz
de distância. Enquanto que o MDS utiliza distâncias euclidianas, o ISOMAP utiliza
a distância entre pontos que são o peso de um grafo valorado. Essa distância tem o
potencial de capturar mais adequadamente a estrutura implícita dos dados do que a
distância euclidiana.
O algoritmo é composto por três estágios: o primeiro estágio consiste na procura pelo
vizinho mais próximo; o segundo estágio, a procura pelo menor caminho em um grafo;
e o terceiro estágio, a decomposição parcial de autovalores. Para o primeiro estágio, a
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Figura 2.4: Gráfico gerado via MDS do conjunto de dados Íris.
complexidade é O[mlog(k)Nlog(n)] para k primeiros vizinhos de n pontos em m dimen-
sões. Já na segunda etapa, para a procura do menor caminho em um grafo são utilizados
ou o algoritmo de Dijkstra, que é O[n2(k + log(n))] ou Floyd-Warshall que é O[n3]. Por
fim, a terceira etapa contém uma complexidade de O[dn2], em que d corresponde aos d
maiores autovalores do kernel. A complexidade geral do algoritmo então corresponde a
O[mlog(k)Nlog(n)] +O[n2(k + log(n))] +O[dn2] [47]. Um exemplo de um layout gerado
pela visualização baseada em ISOMAP utilizando o conjunto de dados Íris pode ser visto
na Figura 2.5.
Redução de Dimensionalidade
Reduzir a dimensionalidade de um conjunto de dados consiste em fazer uma conversão
de um espaço altamente dimensional em um espaço de dimensões reduzidas que preferi-
velmente mantenha a estrutura do conjunto de dados original. Algoritmos nesse campo
de estudo são normalmente utilizados quando o processamento de um conjunto de dados
de alta dimensionalidade é indesejável [48], tais como conjuntos de dados massivos e com
grandes quantidade de atributos.
Esses algoritmos são importantes pois tratam de várias características desagradáveis
de dados altamente dimensionais, tais como a maldição da dimensionalidade [49] e dados
esparsos. Além disso, também permitem a visualização de conjuntos de dados através
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Figura 2.5: Gráfico gerado via ISOMAP do conjunto de dados Íris [2].
da redução das dimensões de conjuntos de dados para 2 ou 3 dimensões, que é o foco
explorado nesta pesquisa.
Os algoritmos de redução de dimensionalidade são divididos em lineares e não lineares
[48]. Algoritmos lineares reduzem as dimensões de dados como uma combinação linear
das variáveis originais. Esses algoritmos são aplicáveis quando os dados pertencem a um
subespaço linear, e assim sendo, as variáveis originais são substituídas por um conjunto
menor de variáveis. Algoritmos não lineares são empregados quando os dados contém
relacionamentos não lineares entre si. Dessa forma, a representação com menor número
de dimensões é alcançada preservando as distâncias originais entre os dados.
t-Distributed Stochastic Neighbor Embedding
Introduzido por van de Maaten e Hinton em 2008 [44], t-distributed Stochastic Neighbor
Embedding (t-SNE) é uma técnica de redução de dimensionalidade não supervisionada e
não linear, utilizada para a exploração visual de dados altamente dimensionais por meio
do mapeamento de dados em duas ou três dimensões. Essa técnica é uma variação do
Stochastic Neighbor Embedding [50] que se mostra muito mais fácil de otimizar e produz
melhores visualizações devido a sua tendência de diminuir o acúmulo de pontos no meio do
mapa. Sobretudo, em comparação com outros métodos não paramétricos de visualização,
t-SNE também tende a produzir melhores representações e apresenta uma performance
melhor em relação à outras técnicas de visualização [44].
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O algoritmo é eficiente não apenas para capturar a estrutura local de um conjunto de
dados de alta dimensionalidade, mas também para encontrar a estrutura global dos dados,
apresentando diversos grupos em várias escalas. Em particular, a maioria das técnicas
de redução de dimensionalidade não é capaz de obter tanto a estrutura local quanto a
estrutura global de um conjunto de dados.
A técnica de modo geral funciona convertendo a afinidade de pontos em probabilidades.
As afinidades no espaço original são representadas por uma distribuição normal, enquanto
que as afinidades na nova representação dos dados são representadas por uma distribuição
t-student. Isso permite ao algoritmo ter uma sensibilidade à estrutura local dos dados,
além de tornar possível a visualização de padrões que se situam em diversos diferentes
grupos contidos no conjunto.
Dada uma matriz D entre objetos de entrada, o algoritmo calcula um coeficiente de
similaridade no espaço original pij conforme mostra a Equação (2.5):
pj|i =
exp(−||Dij||2/2σ2i )∑
k 6=i exp(−||Dij||2/2σ2i )
, (2.5)




σ é escolhido para cada objeto de tal forma que o parâmetro de perplexidade de pj|i
tenha um valor que seja próximo ao valor definido pelo usuário. O valor do parâme-
tro perplexidade controla quantos vizinhos são levados em consideração quando é feita a
construção do embedding no espaço de baixa dimensionalidade. Para o espaço de baixa
dimensionalidade, é utilizada a distribuição de Cauchy (t-student com um grau de liber-
dade) dada pela Equação (2.7):
qij =
(1 + ||yi − yj||2)−1∑
k 6=l(1 + ||yk − yt||2)−1
(2.7)
Através da mudança de objetos no embedding para minimizar a divergência deKullback-
Leibler (K-L) entre as distribuições qij e pij, um mapa é criado que enfatiza a estrutura
de pequena escala, devido a assimetria da divergência de K-L. A distribuição de t-student
é escolhida de modo a evitar o problema da aglomeração, pois em um espaço com muitas
dimensões, existem potencialmente vários objetos equidistantes com uma distância mode-
rada de um certo objeto, mais do que poderia ser levado em conta num espaço de poucas
dimensões. Dessa forma, a distribuição t-student é utilizada para espalhar esses objetos
no novo espaço dimensional.
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A minimização da divergência de K-L pode ser feita por meio de um gradiente des-
cendente, o que leva a um gargalo no algoritmo quando aplicado à grandes conjuntos de
dados devido a complexidade de O(n2) do gradiente. Sendo assim, as implementações
comumente utilizadas em bibliotecas de ciência de dados contém a otimização de Barnes-
Hut que funciona através de dois mecanismos: Primeiramente o algoritmo aproxima as
similaridade por 0 na distribuição pij, em que as entradas não nulas são processadas encon-
trando 3∗ perplexidade vizinhos e utilizando uma busca eficiente em árvore. Em seguida,
utiliza-se o algoritmo de Barnes-Hut na computação do gradiente que aproxima grandes
distâncias utilizando uma estrutura de dados de árvore chamada quadtree. Essa apro-
ximação é controlada por um parâmetro, em que menores valores levam a aproximações
mais exatas. Essa implementação do algoritmo com o uso da otimização de Barnes-Hut
possui uma complexidade temporal de O(nlog(n)) para cada iteração [51]. Um exemplo
de layout gerado pela técnica de visualização t-SNE utilizando o conjunto de dados Íris
pode ser visto na Figura 2.6.
Figura 2.6: Gráfico gerado via t-SNE do conjunto de dados iris [2].
2.4 Considerações Finais
Neste capítulo foi apresentada uma base teórica sobre as técnicas aplicadas no presente
trabalho. É possível notar que um processo de visualização é uma tarefa complexa, em
que cada etapa do processo possui relevância e influência sobre o resultado final. O pré-
processamento é de importante e se trata da etapa que mais consome tempo em um
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processo de análise de dados [52]. Técnicas como algoritmos de redução de dimensionali-
dade e projeções multidimensionais também contém diversas características que devem ser
compreendidas para uma visualização bem sucedida, como por exemplo os seus parâme-
tros. Por fim, o modo como um analista representa os dados também é importante, pois





Este capítulo apresenta a descrição e análise de quatro artigos científicos da área de
visualização de dados com a finalidade de auxiliar o processo de detecção de fraudes.
3.1 Trabalhos relacionados
Dilla e Raschke [53] desenvolveram um framework teórico para prever quando e como
investigadores devem usar técnicas de visualização para detectar transações fraudulentas.
Os autores declaram que analistas de dados financeiros estão percebendo a importância de
processos de visualização como auxílio a tarefa de detecção de fraudes, porém reconhecem
que estudos na área são extremamente limitados. Dessa forma, utilizando a teoria do
ajuste cognitivo, desenvolveram o framework como forma de apresentar um conjunto de
proposições e hipóteses de pesquisa para trabalhos futuros, com o objetivo de auxiliar na
descoberta de circunstâncias onde processos de visualização interativa possam aumentar
a eficiência dos analistas e a sua efetividade em detectar fraudes.
Chang et al. [54] apresenta uma aplicação chamada WireVis, que propõe um conjunto
de visualizações coordenadas, em que cada visualização é baseada na identificação de uma
palavra-chave específica em transações eletrônicas. As visualizações propostas descrevem
relações entre os perfis de usuários e palavras-chave ao longo do tempo. Ademais, os
autores introduzem uma técnica de procura-pelo-exemplo, que revela perfis com padrões
de transações similares.
O software foi colocado em prática e teve boas primeiras impressões de profissionais
da área. Com o feedback recebido, os analistas propuseram novas funcionalidades ao
software, como deixar o programa naturalmente extensível para novas técnicas. Dessa
forma, o analista pode considerar diferentes abordagens de agrupamentos dependendo
dos seus objetivos. O sistema se mostra robusto e promissor, pois pode ser conectado a
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um conjunto de dados massivo sem perda de performance, preservando alta interatividade
com o analista.
Sun et al. [3] propõe um sistema chamado FraudVis para analisar visualmente dados
fraudulentos com o uso de algoritmos de aprendizado de máquina não supervisionado.
O sistema auxilia os analistas a entenderem os algoritmos utilizados e também fornece
suporte ao ajuste fino dos parâmetros. Os algoritmos utilizados analisam fraudes por um
viés temporal, correlação intragrupo e intergrupo, seleção de características e perspectivas
individuais de cada usuário. No artigo, os autores relatam a solução de dois estudos de
casos reais de detecção de dados atípicos utilizando o sistema proposto.
O trabalho apresenta alguns conceitos interessantes nos seus estudos de casos, como
por exemplo, as características observáveis em dados atípicos. Um desses foi o chamado
"Silence and Burst", que descreve comportamentos atípicos que podem ser intermitentes,
isto é, tais comportamentos podem estar presentes ou não em diferentes momentos. Outra
característica interessante apresentada foi a "Correlation Property for Intra-Group" que
descreve como grupos de comportamento aberrante podem ser identificados por meio das
suas intra-relações. Por fim, eles também relatam "Inter-group Analysis", quer dizer, as
relações que usuários legítimos têm com outros usuários legítimos tende a espalhá-los em
um gráfico, porém, usuários de um grupo fraudulento tendem a apresentar grupos com
maior coesão, indicando que seus nós são realmente similares de alguma forma. O sistema
é detalhado na Figura 3.1.
Deng e Ruan [4] propõe uma aplicação denominada FraudJudger para detectar usuá-
rios fraudulentos de forma semi-supervisionada, ou seja, com um número limitado de
dados rotulados. Os autores admitem que a criação de conjuntos de dados rotulados é
uma tarefa extremamente dispendiosa, dessa forma, propõem uma aplicação com a capa-
cidade de aprender as representações latentes de usuários através de dados não rotulados,
fazendo uso de Adversarial Autoencoders (AAE). Ademais, a aplicação encontra outros
padrões fraudulentos utilizando algoritmos de agrupamento e faz a visualização desses
agrupamentos utilizando o algoritmo t-SNE. Os layouts gerados são vistos na Figura 3.2.
Uma característica importante do sistema é a sua capacidade de atualizar os rótulos de
seus conjuntos de dados de forma independente, sendo assim diminuindo a necessidade de
trabalho manual para rotular os dados ao longo do tempo. Por fim, os autores realizaram
experimentos em conjuntos de dados reais de transações eletrônicas e obtiveram bons
resultados, considerando seu sistema como melhor do que outros sistemas de detecção de
fraudes previamente existentes.
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Figura 3.1: Imagem detalhando as interfaces do sistema FraudVis [3]. (a) Grupos de
fraude global, (b) Dados não tratados, (c) Visualização de atividades de grupos em uma
sequência temporal de seus comportamentos, (d) Visualização da interação entre usuários
indicando seus relacionamentos dentro dos grupos, (e) Comparação das características
que contribuem mais para a detecção do resultado em diferentes escalas, (f) Comparação
inter-grupo em cinco grupos mais similares, (g) Visualização em gráfico de árvore.
Figura 3.2: Visualizações geradas com o uso do t-SNE pela aplicação FraudJudger [4].
3.2 Considerações Finais
Os artigos apresentados neste capítulo são todos da área de visualização de dados com
foco em detecção de fraudes. Dos quatro artigos apresentados, três são de aplicação prá-
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tica, onde sistemas computacionais são criados a fim de atender demandas específicas de
detecção de dados atípicos; e um apresenta um viés teórico, propondo avançar o conheci-
mento da área através da criação de uma análise para auxiliar trabalhos futuros em sua
tomada de decisão.
Os três sistemas de aplicação prática propostos demonstram a efetividade da utilização
de algoritmos de visualização em conjunto com algoritmos de agrupamento, o que é de
grande importância para o presente trabalho, especialmente a aplicação do algoritmo t-
SNE e sua aplicação na visualização de agrupamentos. Além disso, os trabalhos lidam
com tipos de fraudes específicas e criam processos de visualização de forma a atender
demandas igualmente específicas.
No presente trabalho, o processo de visualização adotado foi criado de forma a atender
a demanda de detectar fraudes em um conjunto de dados de NFCes, porém, esse conjunto
de dados não foi rotulado como os trabalhos revisados, nem préviamente explorado, o que
torna este trabalho pioneiro. Devido a ausência de um subconjunto rotulado, torna-se
impossibilita a validação dos resultados, além de diminuir o número de técnicas de análise
de dados aplicáveis ao processo. Dessa forma, o processo de visualização aplicado se foca




Neste capítulo será apresentada a metodologia adotada nesta pesquisa para a elaboração
de um processo de visualização exploratória de dados a fim de auxiliar a detecção de
fraudes em NFCes. Devido às tarefas de detecção de fraudes e de anomalias serem seme-
lhantes, a presente pesquisa estudou e empregou técnicas de visualização que apropriadas
nesse contexto. Adicionalmente, outro conjunto de dados relacionados com fraudes em
cartão de crédito foi considerado para propósitos de análise a validação do processo de
visualização proposto.
Figura 4.1: Fluxograma detalhando o processo de visualização adotado.
As etapas do processo de visualização proposto podem ser vistas na Figura 4.1. No
início, uma amostra de dados é selecionada pelo especialista. Em seguida, os dados
são carregados e pré-processados, de forma que as instâncias com atributos ausentes são
retiradas do subconjunto de dados. Em seguida, uma matriz de dissimilaridade Gower
é criada a partir dos dados já tratados para codificar dados de tipos diferentes em uma
estrutura de dados contendo a informação de distância entre pares de pontos, realçando
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padrões e relações de similaridade entre dados. Na próxima etapa, um algoritmo de
agrupamento pode ser aplicado a matriz de dissimilaridade de forma a encontrar padrões
de forma não supervisionada, pois o conjunto de dados em questão não contém rótulos que
permitam o uso de algoritmos supervisionados. Finalmente, a visualização exploratória
é realizada sob os dados seguindo o mantra de Shneiderman, permitindo a interação do
analista com os layouts obtidos das técnicas de visualização [16].
4.1 Conjunto de Dados
A Tabela 4.1 apresenta os dois conjuntos de dados que foram considerados no presente
trabalho para validar o processo de visualização exploratória proposto. O primeiro con-
junto é apresentado na Tabela 4.2 e contém dados de NFCes do Distrito Federal geradas
no ano de 2018. Por questões de confidencialidade, as identificações dos indivíduos envol-
vidos nas transações foram criptografadas. Já o segundo conjunto, mostrado na Tabela
4.3 consiste de dados rotulados sobre portadores de cartões de crédito. Ambos os con-
juntos de dados são multidimensionais e contém atributos de diferentes tipos. Uma breve
descrição de cada atributo contido no conjunto de dados de NFCes é dado a seguir:
• Descrição: A descrição do produto. Não segue uma estrutura fixa, de modo que o
vendedor tem a capacidade de descrever o produto da forma como desejar.
• CFOP: Código Fiscal de Operações e Prestações. Delimita detalhes sobre a ope-
ração realizada. CFOP pode ser utilizado para indicar operações de exportação,
devolução, entrega de domicilio, etc.
• NCM: Nomenclatura Comum do Mercosul. É uma nomenclatura regional para a
categorização de mercadorias adotada pelo Brasil, Argentina, Paraguai e Uruguai
desde 1995. Delimita a class de produtos à qual o produto pertence.
• CST: Código de Situação Tributária. Determina de qual forma o produto será
tributado. Por exemplo, o produto pode ter uma tributação integral, parcial ou ser
isento.
• Unidade: Unidade de medida do produto.
• Quantidade: Quantidade vendida do produto.
• Demi: Data referente à venda.
• Valor Unitário: Valor de uma unidade do produto.
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Conjunto de Dados Instâncias Atributos
Notas Fiscais do Consumidor Eletrônicas 1.597.830 9
Statlog (German Credit Card) 1.000 20










Tabela 4.2: Atributos do conjunto de dados de NFCes.
Atributo Tipo Atributo Tipo
over_draft Qualitativo credit_usage Numérico
credit_history Qualitativo purpose Qualitativo
current_balance Numérico average_credit_balance Qualitativo
employment Qualitativo location Qualitativo
location Numérico personal_status Qualitativo
other_parties Qualitativo residence_since Numérico
property_magnitude Qualitativo cc_age Numérico
other_payment_plans Qualitativo housing Qualitativo
existing_credits Numérico job Qualitativo
num_dependents Numérico own_telephone Qualitativo
foreign_worker Qualitativo class Qualitativo
Tabela 4.3: Atributos do conjunto de dados de Statlog.
4.2 Pré-processamento dos Dados
A etapa de pré-processamento se inicia com o carregamento do conjunto de dados de
interesse, em que no caso do conjunto das NFCes, deve-se obter uma amostra de NFCes
relacionadas a produtos que possivelmente contenham indícios de fraude. Como existem
limitações no que se refere à complexidade espacial do cálculo da matriz de uma dissimi-
laridades, o tamanho da amostra escolhido para a maioria dos experimentos foi de 1.000
instâncias, porém foi possível realizar experimentos em amostras de até 10.000 instâncias
no computador pessoal utilizado.
Para o pré-processamento das NFCes, as instâncias com dados do tipo Código de Si-
tuação Tributária (CST) ausentes foram removidas da análise, pois constituem dados de
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prestação de serviço que não são o foco do presente trabalho e aumentariam a comple-
xidade da análise. Além disso, os dados temporais não são levados em conta devido ao
fato de que as amostras eram aleatórias e considerou-se que as datas da compra não são
relevantes para a detecção de fraudes neste caso específico.
Por sua vez, como o conjunto de dados Statlog é rotulado, foi utilizado o critério de
ganho de informação e entropia para determinar os atributos mais relevantes em relação
ao atributo de categoria (class). Os atributos que apresentam um ganho de informação
nulo são retirados da análise. Em uma situação real, com a ausência de dados rotulados,
seria possível realizar uma tarefa semelhante por dedução e geração de hipóteses.
Após o pré-processamento dos dados, é criada uma matriz de distância de Gower a
partir dos conjuntos de dados, que representa informações de dados categóricos e numé-
ricos em uma estrutura de dados de tamanho n × n, em que cada instância representa
a dissimilaridade entre pares de dados. Essa matriz é utilizada como entrada para um
algoritmo de agrupamento PAM, a fim de revelar informações sobre padrões implícitos
nos dados, embora o uso dessas informações para realçar as visualizações seja opcional e
dependa da vontade do analista. Para a escolha do número de grupos do algoritmo de
agrupamento, foi utilizada a noção de curva de silhueta, em que geralmente o maior valor
de silhueta indicaria uma maior qualidade de agrupamento devido à maior coesão entre
os pontos em um mesmo grupo. Essa métrica foi utilizada, ao contrário de outras como o
Elbow Method, pois os gráficos de silhueta proporcionam análises menos ambivalentes em
relação ao número de agrupamentos [55].
Em seguida, a matriz de distâncias é utilizada como entrada para uma técnica de
visualização baseada em projeção multidimensional, de forma a transformá-la em uma
estrutura de dados de duas ou três dimensões para sua posterior visualização. Os méto-
dos escolhidos para esses experimentos foram o Multidimensional Scaling (MDS) métrico,
o Isometric Mapping (ISOMAP) e o t-Distributed Stochastic Neighborhood Embedding
(t-SNE). As técnicas de projeção multidimensional foram escolhidas devido a sua capa-
cidade de receber matrizes de dissimilaridade como entrada, visto que outros algoritmos
da mesma classe, como o Principal Component Analysis [42], não operam sobre matrizes
de dissimilaridade. Ademais, o t-SNE é uma técnica que se tornou popular em diversas
pesquisas [4] relacionadas à visualização e ciência de dados. Por isso, uma maior ênfase
foi dada ao t-SNE e ao seu ajuste fino de parâmetros, de forma a variar os valores do
número de iterações, como também os valores de perplexidade e a semente [56].
Primeiramente, é relevante ressaltar a importância do número de iterações, pois o
algoritmo revela layouts distintos antes e depois de alcançar um estado estável. A per-
plexidade é um parâmetro que consiste de uma medida de informação, que é definida
como Perp(Pi) = 2H(Pi), em que H(Pi) é o valor da entropia de Shannon em bits. Para o
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algoritmo t-SNE, esse parâmetro pode ser visto como o número efetivo de vizinhos mais
próximos, de forma semelhante a vários outros algoritmos de aprendizagem de máquina.
Finalmente, como o t-SNE é um algoritmo estocástico e realiza uma etapa de otimização
com um gradiente descendente iniciado com um valor aleatório, é possível que cada execu-
ção do algoritmo gere um layout um pouco diferente. Dessa forma, é recomendável que se
execute o algoritmo mais de uma vez e selecione o layout com menor valor de divergência
K-L.
4.3 O Processo de Visualização Exploratória
A visualização exploratória de dados consiste na integração do elemento humano ao pro-
cesso de visualização, promovendo sua flexibilidade, criatividade e conhecimento [16].
Deste modo, o especialista em questão pode aplicar sua percepção aos dados de maneira
visual e obter compreensão, levantar hipóteses, tirar conclusões e interagir com os dados
de maneira intuitiva.
A validação das hipóteses também pode ser realizada por meio do processo de explo-
ração de dados, utilizando técnicas de estatística e aprendizado de máquina. No entanto,
a visualização exploratória apresenta vantagens sobre essas alternativas, pois é intuitiva
e não requer uma compreensão de parâmetros matemáticos complexos.
Como o processo proposto tem como propósito principal a descoberta de conhecimento
em conjuntos de NFCes, o auditor ou especialista deve elaborar uma hipótese de pesquisa
ou definir objetivos específicos e seguir as etapas propostas por Daniel E. Keim, que
correspondem ao Mantra de Shneiderman [57] que são detalhadas adiante: Visão global
inicial, ampliação e filtragem e detalhes-sob-demanda.
4.3.1 Visão Global Inicial
Ao iniciar o processo, o usuário obtém uma visão global dos dados ao analisar o layout
gerado pela técnica de visualização baseada em projeção multidimensional. A Figura 4.2
ilustra essa etapa ao mostrar o layout obtido ao utilizar a técnica t-SNE para visualizar os
dados do conjunto Statlog. Dessa forma, é possível identificar padrões relevantes conforme
o posicionamento dos pontos no referido layout, podendo decidir se concentrar em grupos
de pontos que estejam relacionados aos seus objetivos.
O especialista tem acesso às técnicas de interação com os layouts, possibilitando a des-
coberta de conhecimento durante o processo exploratório. Nesse sentido, pode-se atribuir
cores aos pontos (símbolos) no espaço visual conforme os atributos categóricos dos dados
ou alterar as representações simbólicas das instâncias, de modo a obter uma separação
visual dos dados. A Figura 4.3 ilustra essa separação, que foi atribuída pelo algoritmo de
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Figura 4.2: Exemplo de representação gráfica do conjunto de dados Statlog, gerada via
t-SNE.
agrupamento, separando as instâncias em 7 grupos distintos. Já a Figura 4.4 apresenta a
coloração dos pontos no layout de acordo os valores do atributo over_draft.
Figura 4.3: Exemplo de representação gráfica do conjunto de dados Statlog com coloração
dada pelo algoritmo de agrupamento PAM com 7 grupos distintos.
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Figura 4.4: Exemplo de representação gráfica do conjunto de dados Statlog com coloração
dada pelo atributo over_draft.
A partir do layout gerado utilizando a visualização t-SNE, é importante que o espe-
cialista tenha em mente algumas particularidades do algoritmo de forma a interpretar
efetivamente seus resultados [56]:
• O t-SNE reproduz as relações de similaridade entre os dados visualmente;
• O tamanho relativo de agrupamentos na representação gráfica não possui significado;
• A distância entre agrupamentos bem separados pode não ter significado.
4.3.2 Ampliação e Filtro
As técnicas e recursos de interação do usuário com o layout podem ser empregados para
auxiliar o especialista na análise de áreas ou grupos de pontos específicos do espaço visual
original. A Figura 4.5 demonstra o uso da ferramenta de seleção em uma área do layout,
enquanto que a Figura 4.6 apresenta o layout ampliado obtido dessa área, possibilitando
que uma análise concentrada no grupo de pontos associado. Além disso, o especialista
também tem a opção de filtragem por atributos para simplificar o layout, conforme mostra
a Figura 4.7.
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Figura 4.5: Exemplo de utilização da ferramenta de seleção no conjunto de dados Statlog.
Figura 4.6: Exemplo de utilização da ferramenta de ampliação no conjunto de dados
Statlog.
4.3.3 Detalhes-sob-demanda
Nessa etapa, a visualização exploratória prossegue de forma interativa, permitindo a ob-
tenção de detalhe-sob-demanda, ilustrado na Figura 4.8. Nesse caso, o especialista pode
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Figura 4.7: Exemplo de utilização da ferramenta de filtragem no conjunto de dados Sta-
tlog.
selecionar pontos no layout e obter informações estatísticas ou originais para auxiliar
na tarefa de interpretação, como a descrição dos produtos envolvidos ou seus valores de
compra nas respectivas transações.
Figura 4.8: Exemplo de detalhes-sob-demanda no conjunto de dados Statlog.
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Resumidamente, a partir do processo de visualização proposto, o especialista a cargo
da detecção de fraudes obtém uma representação gráfica dos dados, em que o posicio-
namento dos pontos no espaço visual se baseia e reflete as relações de similaridade dos
dados originais. Dessa forma, a descoberta de conhecimento é resultado da visualização
exploratória, que envolve a interpretação e interação do usuário com os layouts gerados.
Assim, o especialista pode observar indícios de fraude ao analisar os grupos formados nos
gráficos, uma vez que as notas fiscais similares tendem a se posicionar próximas umas
das outras, associado ao uso de recursos interativos, como coloração dos pontos conforme
atributos específicos (CST ou NCM), ou com detalhamento da descrição das compras
associadas.
4.4 Considerações Finais
Neste capítulo foi apresentada a metodologia adotada no presente trabalho, que emprega
o uso de vários algoritmos de áreas diversas da ciência da computação e estatística para
criar um processo de visualização exploratória. No processo proposto, a ênfase é colocada
na interação entre o especialista e a representação gráfica gerada, de modo que a facilitar
a exploração visual dos dados e o descobrimento de conhecimento.
A partir de uma hipótese de pesquisa, o especialista à frente do processo tem a capa-
cidade de gerar representações gráficas dos dados. Ao analisar essas representações, ele
obtém uma compreensão intuitiva acerca da estrutura e das relações implícitas ao con-
junto de dados. Essa compreensão pode ser utilizada para criar novas hipóteses e a partir
delas gerar novas representações ou pode ser utilizada para tirar conclusões que apoiem a
tomada de decisões. Ademais, várias técnicas de visualização podem ser utilizadas a fim
de possibilitar a análise por diferentes perspectivas, permitindo ao especialista o exercício




Neste capítulo serão apresentados os resultados experimentais do presente trabalho, des-
crevendo detalhes de implementação e informações relevantes para a reprodução da pes-
quisa.
5.1 Ambiente de Testes
Um computador pessoal foi utilizado para a execução dos experimentos descritos nesta
monografia e a linguagem de programação R, em conjunto com bibliotecas da linguagem
presentes no Comprehensive R Archive Network (CRAN), foi escolhida. As especificações
do computador e do software utilizados são dadas na Tabela 5.1. As bibliotecas da
linguagem R aplicadas nos experimentos são apresentadas na Tabela 5.2.
Hardware Especificações
CPU Intel(R) Core(TM) i5-6400 CPU @ 2.70Ghz
GPU NVIDIA GeForce GTX 970
Memória 8 GB DDR3 @ 1600 Mhz
Disco HDD 1 TB, 3.5’ SATA
Sistema Operacional Windows 10 Pro
Linguagem de Programação R version 4.0.3 (2020-10-10)
IDE RStudio Desktop
Tabela 5.1: Especificações do computador pessoal utilizado nos experimentos.
5.2 Ajuste de Parâmetros
Nesta seção, os experimentos foram realizados visando obter os parâmetros apropriados









Tabela 5.2: Especificações das bibliotecas de R que foram utilizadas nos experimentos.
Inicialmente, buscou-se variar os parâmetros relacionados ao número de iterações, perple-
xidade e valores de semente (seeds).
Figura 5.1: Layouts gerados pela técnica t-SNE utilizando o conjunto de dados de NF-
Ces variando-se a quantidade de iterações: (a) 100 iterações; (b) 200 iterações; (c) 300
iterações; (d) 400 iterações; (e) 500 iterações; (f) 1000 iterações.
As Figuras 5.1 e 5.2 mostram os layouts gerados variando-se o número de iterações.
Ao executar o t-SNE com 100 e 200 iterações para o conjunto de dados de NFCes, como
mostram as Figuras 5.1 (a-b), pode-se verificar uma grande sobreposição de pontos que
prejudica a análise de estruturas locais nos dados. Para os conjuntos de dados Statlog,
percebe-se nas Figuras 5.2 (a-c) que o posicionamento dos pontos não se altera para 100,
200 e 300 iterações. Nas Figuras 5.1 (c-f) e 5.2 (d-f), percebe-se a formação de grupos de
pontos, que não se altera significativamente com o passar das iterações.
Ao executar o t-SNE variando o valor da semente, diferentes valores de divergência K-L
foram obtidos. No entanto, os layouts gerados não apresentaram mudanças significativas
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Figura 5.2: Layouts gerados pela técnica t-SNE utilizando o conjunto de dados Statlog
variando-se a quantidade de iterações: (a) 100 iterações; (b) 200 iterações; (c) 300 itera-
ções; (d) 400 iterações; (e) 500 iterações; (f) 1000 iterações.
Figura 5.3: Layouts gerados pela técnica t-SNE utilizando o conjunto de dados de NFCes
variando-se o valor da semente para se obter diferentes valores de divergência K-L: (a)
0.655; (b) 0.620; (c) 0.626; (d) 0.638; (e) 0.635; (f) 0.626.
no posicionamento dos pontos, como demonstrado nas Figuras 5.3 e 5.4.
Variando-se o parâmetro de perplexidade, observa-se que a estrutura global dos dados
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Figura 5.4: Layouts gerados pela técnica t-SNE utilizando o conjunto de dados Statlog
variando-se o valor da semente para se obter diferentes valores de divergência K-L: (a)
1.361; (b) 1.430; (c) 1.398; (d) 1.386; (e) 1.433; (f) 1.387.
Figura 5.5: Layouts gerados pela técnica t-SNE utilizando o conjunto de dados de NFCes
variando-se o parâmetro perplexidade: (a) 05 perplexidade; (b) 15 perplexidade; (c) 25
perplexidade; (d) 35 perplexidade; (e) 45 perplexidade; (f) 50 perplexidade.
não está completa até que o parâmetro tenha alcançado o valor 15, como na Figura 5.5
(b). Na Figura 5.5 (a), não há uma distinção entre os três maiores agrupamentos de
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dados, porém já na Figura 5.5 (b), é possível observar a formação dos agrupamentos.
Nos experimentos realizados com o conjunto de dados Statlog, não se observa mudanças
significativas com a alteração do parâmetro, como ilustrado na Figura 5.6.
Figura 5.6: Layouts gerados pela técnica t-SNE utilizando o conjunto de dados Statlog
variando-se o parâmetro perplexidade: (a) 05 perplexidade; (b) 15 perplexidade; (c) 25
perplexidade; (d) 35 perplexidade; (e) 45 perplexidade; (f) 50 perplexidade.
Os layouts obtidos nesses experimentos indicaram que os valores de parâmetros apro-
priados para a técnica de visualização t-SNE foram 30 para perplexidade e 1.000 para
número de iterações, pois a partir desses valores é seguro afirmar, baseado nos layouts
gerados, que o posicionamento dos dados não sofrerá mudanças significativas com um
acréscimo desses parâmetros. Como o valor da divergência K-L não afetou significativa-
mente os layouts obtidos, o valor da semente foi mantido nos experimentos realizados em
seguida.
Adicionalmente ao algoritmo t-SNE, foram utilizados o MDS e o ISOMAP como téc-
nicas alternativas de projeção multidimensional para gerar outros layouts. As Figuras
5.7 (a-c) apresentam os layouts obtidos pelas técnicas MDS, ISOMAP e t-SNE para o
conjunto de dados das NFCes, em que as cores dos pontos estão associadas aos rótulos
obtidos pelo algoritmo de agrupamento PAM, enquanto que as Figuras 5.8 (a-c) atribuem
as cores aos pontos de acordo com os atributos categóricos “CFOP”, “CST” e “NCM”,
respectivamente.
É possível notar que os todas as técnicas revelam a estrutura global dos dados, porém
os layouts gerados pelo t-SNE além de revelar a estrutura global dos dados, também
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revelam a estrutura local. No conjunto de dados de NFCes, a estrutura local revelada
pelo t-SNE é evidenciada pela presença de produtos de mesmo NCM, como por exemplo
bananas de tipos distintos, se aglomerando em um mesmo grupo coeso.
Por sua vez, as Figuras 5.9 e 5.10 ilustram os layouts considerando o conjunto de
dados Statlog. Na Figura5.9 (a-c) os layouts obtidos pelas técnicas de visualização MDS,
t-SNE, ISOMAP, respectivamente apresentam as cores do pontos atribuídas conforme o
atributo “over draft”. Na Figura 5.10, esses mesmos layouts tiveram seus pontos coloridos
conforme os rótulos obtidos pelo algoritmo PAM.
A utilização da biblioteca plotly [60] possibilitou a geração de layouts interativos em
duas e três dimensões, como é possível observar na Figura 5.11. A biblioteca permitiu a
ampliação de imagens; filtragem de dados com base em características pré-selecionadas; e
a apresentação de detalhes-sob-demanda, como está demonstrado na Figura 5.12. Assim
sendo, foi possível observar empiricamente que os layouts, principalmente aquele gerado
pela técnica t-SNE, preservam as relações entre os dados, pois dados similares foram
agrupados com alta coesão intragrupo.
Constatou-se que as visualizações geradas pelo t-SNE foram melhores em revelar as
estruturas implícitas dos dados em relação às visualizações baseadas no ISOMAP e MDS.
Os algoritmos de agrupamentos foram úteis em conjunção com a visualização no contexto
do processo, podendo enriquecer a análise dos padrões dos dados.
5.3 Validação da Hipótese de Pesquisa
Com o objetivo de validar a hipótese de pesquisa apresentada, uma simulação do ponto
de vista do especialista foi executada utilizando o processo de visualização exploratório
proposto considerando uma amostra de 10.000 instâncias do conjunto de dados de NF-
Ces. Nesta simulação, foi decidido que a coloração dos dados representariam tanto os
agrupamentos de dados, gerados pelo algoritmo de agrupamento PAM, visto na Figura
5.13, quanto o código de situação tributária (CST), visto na Figura 5.14. O número de
agrupamentos escolhido para o processo é decidido com a utilização do coeficiente de si-
lhueta , apresentado na Figura 5.15. Por fim, o t-SNE é utilizado para a criação do layout,
em que os parâmetros utilizados foram perplexidade igual a 30 e 1000 iterações.
Visão Global Inicial
A partir do layout gerado, inicia-se o processo de visualização exploratória, observando-se
os grupos e as instâncias presentes em cada grupo. De modo geral, a estrutura global
dos dados se divide em 3 agrupamentos maiores e diversos agrupamentos menores. De
acordo com os maiores agrupamentos, é possível observar que a maior distinção ocorre
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devido ao CST dos produtos, porém é também visível que alguns grupos menores se
encontram próximos de grupos de CST distinto, como por exemplo, o grupo de dados
de coloração azul próximos aos dados de coloração laranja, vistos na Figura 5.16. É
importante salientar que o algoritmo de agrupamento difere da coloração fornecida pelo
CST em alguns grupos, o que pode ser relevante para a análise.
Ampliação e Filtragem
Com a utilização da técnica de ampliação, observada na Figura 5.17, o especialista é capaz
de concentrar sua análise em um subconjunto de dados menor. Assim sendo, não há a
necessidade de utilizar a técnica de filtragem.
Detalhes sob Demanda
A partir da área de análise ampliada, é possível então se concentrar em instâncias indi-
viduais de dados e seus detalhes. Os detalhes são obtidos ao se posicionar o cursor sobre
a instância desejada. Na Figura 5.18 observa-se uma instância cuja descrição é definida
por “&FJ CAR TIO JORGE”, que se refere a um tipo/marca de feijão. Próximo a essa
instância, observa-se “FEIJAO CARIOCA CRIST” que também está relacionada a um
produto de feijão. No entanto, apesar desses produtos apresentarem os mesmos NCM e
CFOP, apresentam CSTs diferentes, o que poderia representar indícios de inconsistência
na tributação. A partir dessa informação, o especialista pode então validar sua hipótese
ou continuar sua análise.
5.4 Discussão
O processo de visualização exploratória proposto apresenta as vantagens de possibilitar
a visualização de um conjunto de dados multidimensional e de atributos de diferentes
tipos, enfatizando as relações de similaridade entre os dados. A visualização do conjunto
de dados nesta representação permite ao especialista obter uma compreensão intuitiva
acerca da estrutura e dos padrões contidos nos dados, além de ter a capacidade de inte-
ragir utilizando técnicas como seleção, ampliação e filtragem. Dessa forma, o especialista
é integrado ao processo de exploração, possibilitando o exercício de sua flexibilidade,
criatividade e conhecimento.
No entanto, o processo também apresenta limitações, como o gargalo criado pela
complexidade espacial relativa à criação de uma matriz de dissimilaridade, o que limita
a escalabilidade das representações. De forma geral, o processo foi proposto como uma
etapa em um processo maior de análise de dados, em que outros tratamentos já foram
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aplicados aos dados e então se torna oportuna a visualização de um subconjunto menor
de forma a auxiliar a tarefa de detecção de fraudes.
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(a) Amostra de 1.000 instâncias, via t-SNE, com a coloração
dada pelos agrupamentos gerados pelo algoritmo PAM.
(b) Amostra de 1.000 instâncias, via MDS, com a coloração dada
pelos agrupamentos gerados pelo algoritmo PAM.
(c) Amostra de 1.000 instâncias, via ISOMAP, com a coloração
dada pelos agrupamentos gerados pelo algoritmo PAM.
Figura 5.7: Layouts do conjunto de dados de NFCes em duas dimensões.
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(a) Amostra de 1.000 instâncias, via t-SNE, com coloração
atribuída pelo atributo CFOP.
(b) Amostra de 1.000 instâncias, via t-SNE, com coloração
atribuída pelo atributo CST.
(c) Amostra de 1.000 instâncias, via t-SNE, com coloração
atribuída pelo atributo NCM.
Figura 5.8: Layouts do conjunto de dados de NFCes em duas dimensões.
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(a) Amostra de 1.000 instâncias, via MDS, com coloração
atribuída pelo atributo “over draft”.
(b) Amostra de 1.000 instâncias, via ISOMAP, com coloração
atribuída pelo atributo “over draft”.
(c) Amostra de 1.000 instâncias, via t-SNE, com coloração
atribuída pelo atributo “over draft”.
Figura 5.9: Layouts do conjunto de dados Statlog em duas dimensões.
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(a) Amostra de 1.000 instâncias, via MDS, com coloração
atribuída pelos agrupamentos gerados pelo algoritmo PAM.
(b) Amostra de 1.000 instâncias, via ISOMAP, com coloração
atribuída pelos agrupamentos gerados pelo algoritmo PAM.
(c) Amostra de 1.000 instâncias, via t-SNE, com coloração
atribuída pelos agrupamentos gerados pelo algoritmo PAM.
Figura 5.10: Layouts do conjunto de dados Statlog em duas dimensões.
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(a) Amostra de 1.000 instâncias, via MDS, com a coloração
atribuída pelos agrupamentos gerados pelo algoritmo PAM.
(b) Amostra de 1.000 instâncias, via ISOMAP, com a coloração
atribuída pelos agrupamentos gerados pelo algoritmo PAM.
(c) Amostra de 1.000 instâncias, via t-SNE, com a coloração
atribuída pelos agrupamentos gerados pelo algoritmo PAM.
Figura 5.11: Layouts do conjunto de dados de NFCes em três dimensões.
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Figura 5.12: Layout gerado via t-SNE, demonstrando detalhes-sob-demanda.
Figura 5.13: Processo de visualização exploratória, coloração atribuída pelos agrupamen-
tos gerados pelo algoritmo PAM.
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Figura 5.14: Processo de visualização exploratória, coloração atribuída pelo CST.
Figura 5.15: Gráfico de Silhueta, utilizado para escolher o melhor número de grupos para
o algoritmo PAM.
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Figura 5.16: Processo de visualização exploratória utilizando a ferramenta de seleção.
Figura 5.17: Processo de visualização exploratória utilizando a ferramenta de ampliação.
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A tarefa de detectar fraudes em NFCes é extremamente complexa, porém se faz necessá-
ria uma vez que fraudes fiscais representam um grande prejuízo aos contribuintes. Dessa
forma, essa monografia descreve um processo de visualização exploratória de dados vi-
sando auxiliar o especialista nesta tarefa. A abordagem aplicada no presente trabalho
foi desenvolvida de modo a auxiliar a compreensão do especialista acerca do conjunto de
dados em questão, a fim de aumentar a eficácia do processo de detecção de fraudes.
O método proposto consiste em pré-processamento de dados, seguido pela criação de
uma matriz de dissimilaridade, com o objetivo de transformar um conjunto de dados
que possui com atributos de diferentes tipos em uma estrutura de dados de atributos
numéricos, que expressa a relação de distância entre instâncias do conjunto. Em seguida,
é aplicado um algoritmo de agrupamento à matriz de dissimilaridade, de forma a revelar
padrões implícitos nos dados e servir como uma ferramenta adicional para auxiliar o
especialista na análise dos dados. Em sequência, a matriz de dissimilaridades é utilizada
como entrada das técnicas de visualização baseadas projeções multidimensionais. Por fim,
os layouts obtidos são empregados no processo de visualização exploratória, utilizando
recursos de interação do usuário de forma a permitir que o especialista analise os padrões
globais e locais dos pontos diferentes níveis de detalhe.
De forma a validar o processo proposto, foram realizados experimentos em um conjunto
de dados de NFCes e em outro conjunto de dados relacionado à transações financeiras
de cartões de crédito. Em ambos os casos, foram obtidos layouts que realçam as relações
contidas no conjunto, potencialmente dando suporte ao analista a cargo da auditoria.
Pôde-se verificar que os dados fraudulentos tendem a se agrupar no layout por serem
semelhantes entre si, enquanto que os dados não-fraudulentos são posicionados de ma-
neira mais “espalhada”, ou seja, de forma mais natural em representações gráficas que
armazenam informações de distância entre dados [15].
O processo proposto é capaz de gerar layouts representando as relações de similaridade
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entre os dados de forma clara. A interatividade do especialista com a visualização também
fornece versatilidade ao processo, permitindo que ele possa observar instâncias e modificar
o layout de diversas formas. A desvantagem do processo proposto está na escalabilidade,
mais especificamente, o gargalo imposto pela criação de uma matriz de dissimilaridade
n × n que implica em uma complexidade de espaço O(n2). Sendo assim, o processo de
visualização exploratória proposto se mostra aplicável a conjuntos relativamente pequenos
de dados.
Trabalhos futuros podem ampliar a gama de técnicas utilizadas, com ênfase em oti-
mizações e variações de técnicas de projeção multidimensional, além de encontrar um
meio de aproveitar as informações contidas em conjuntos de dados mistos sem o gargalo
imposto por uma matriz de dissimilaridade. Algoritmos de agrupamento que são aplicá-
veis diretamente a dados mistos como o k-prototypes podem ser interessantes ao processo.
Aplicações de redes neurais, tais como a utilização de autoencoders para melhorar os re-
sultados obtidos pela projeção também mostram potencial. Por fim, trabalhos futuros
devem buscar mais formas de integrar o elemento humano no processo, pois o problema
é de grande complexidade e não parecem existir soluções triviais.
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