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As sensor resolution increases in recent years, high-speed non-contact text capture 
through a digital camera is opening up a new channel for document capturing and 
processing. This thesis presents a new technique using fuzzy set and morphological 
operations, which is capable of rectifying and recognizing document images with per-
spective and geometric distortions. The proposed technique carries out the document 
distortion correction based on identified vertical character stroke boundary and fitted 
top line and base line of text lines using fuzzy set and morphological operations. The 
recognition algorithm classifies captured document text through the exploitation of 
perspective invariants such as Euler number and intersection numbers. Experimental 
results show the proposed document rectification algorithm is accurate, fast, and much 
easier to implement than the existing approaches reported in the literature. The recog-
nition experiments over 150 distorted document images show the recognition rate 
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Text information plays a fundamental role in our daily life. From the very early age 
when paper appeared, people begin to read and write to communicate with each others. 
Nowadays, people still need to read books and papers to gain knowledge and collect 
information. With the explosion of document media as well as the development of 
computer technology, the management of documents using computer is becoming 
more and more important for the storing, editing, retrieval, and even transmission of 
text information.  
Up to now document scanner is probably the most prevalent device that is used for 
document capture and digitalization. Scanned documents are normally saved as 
Adobe Acrobat, JPEG, or tiff format. As sensor resolution increases in recent years, 
high-speed non-contact text capture through a digital camera is opening up a new 
channel for document capture and digitalization. Compared with the document scan-
ner, the digital camera is generally much faster and more portable. At the same time, 
the digital camera is able to carry out the so-called non-contact capture, as it can cap-
ture documents from different distances and viewpoints. 
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The text within document images captured using a document scanner or digital cam-
era is often further processed and converted to machine-editable text (ASCII or Uni-
code) through an optical character recognition (OCR) process [63, 69, 71]. As distor-
tions introduced during the capturing process may deteriorate OCR performance seri-
ously, the detection and correction of distortions coupled with the captured document 
text is normally required during the document analysis stage [51, 52].  
Traditionally, document distortion normally refers to the rotation-induced skew that is 
produced as a result of inaccurate placement or a slight variation of roller speed dur-
ing the scanning process using a document scanner. While document text is captured 
using a digital camera nowadays, two new types of distortions arise. The first one is 
perspective distortion that is generated during the perspective capturing process in 
three-dimension space, whereas the second one refers to the geometric distortion re-
sulting from the non-flat document surfaces where text lies. Similar to the compensa-
tion of rotation-induced skew after the scanning process, perspective and geometric 
distortions must be removed before captured document images are fed to generic 
OCR systems. Figure 1.1 gives two document image samples that are captured using a 
digital camera. 
Furthermore, distortion detection and correction processes always involve an image 
transformation operation at the final stage. Consequently, the OCR process with dis-
tortion correction is generally too slow to satisfy some real-time systems such as 
video OCR [68, 69]. The character classification techniques that are tolerant of per-
spective and geometric distortions will be much more preferred, even with a bit lower 
recognition rate. 
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The work presented in this thesis mainly addresses the rectification and recognition of 
document images captured using a digital camera. Several document image rectifica-
tion models are proposed and they are able to rectify document text with rotation-
induced skew, perspective, and geometric distortions. Besides, a document under-
standing model is designed and it is able to recognize distorted document text directly 
based on a set of perspective invariants. The proposed techniques have the potential to 
be applied to some portable devices with camera sensor such as the digital camera, 
personal data assistant (PDA), and mobile phone and so they provide an alternative 
channel for document capture and understanding. 
 
Figure 1.1: Document images with perspective and geometric distortions: (a) document 
images with perspective distortion; (b) document images with geometric distortion 
 
1.2 Investigated Approaches 
 
1.2.1 Introduction 
This thesis presents a set of algorithms designed for the rectification and recognition 
of distorted document images captured using a document scanner or digital camera. 
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Tow techniques are proposed to convert the captured document images to electronic 
text that can be edited and retrieved through a computer. With the first approach, cap-
tured document images with skew, perspective, and geometric distortions are firstly 
rectified and the rectified document images are then fed to the existing generic OCR 
systems for text conversion. The second approach skips the rectification process and 
schemes to recognize the distorted document text with no rectification. 
 
1.2.2 Document Image Rectification 
In this thesis, three types of document distortions including rotation-induced skew, 
perspective distortion, and geometric distortion are studied. I propose to detect and 
correct these three types of distortions using identified vertical stroke boundaries and 
the top line and base line of text lines. Vertical stroke boundaries are identified from 
character stroke boundaries through several fuzzy sets and aggregation operators that 
characterize their size, pose, and linearity properties. The top line and base line of text 
lines are fitted using classified character eigen-points, which are extracted from char-
acter strokes based on the straight lines that are fitted using classified character cen-
troids. With the fitted top line and base line and identified vertical stroke boundaries, 
the three distortions are rectified as follows. 
 Rotation-induced skew: The skew distortion can be easily determined based on 
the orientation of the fitted top line and base line. To detect the upside-down 
situations where skew angle is bigger than 90˚ or less than -90˚, character eigen-
points are detected based on their distance to the straight lines fitted using classi-
fied character centroids. Character ascender and descender are then determined 
through the classification of detected character eigen-points. The rough character 
orientation is accordingly determined based on the fact that the number of charac-
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ter ascender is much bigger than that of character descender. With estimated text 
line and character orientations, skew distortion is estimated and finally removed 
through a simple image rotation operation.  
 Perspective distortion: Perspective distortion is rectified through a quadrilateral 
correspondence model. The source quadrilateral is constructed based on the top 
line and base line of text lines and the straight lines fitted using identified vertical 
stroke boundaries, whereas the corresponding target rectangle is restored based 
on the number of character enclosed within the source quadrilateral and the ap-
proximated character width-height-ratio. With multiple quadrilateral correspon-
dences, rectification homography is determined and perspective distortion is fi-
nally removed through an estimated optimal homography. 
 Geometric distortion: I propose to rectify geometric distortion through image 
segmentation. As we mainly handle geometrically distorted document images 
where text lies on a smoothly curved document surface, the classified character 
eigen-points generally fit well to a set of quadratic. With fitted quadratic corre-
sponding the top line and base line and identified vertical stroke boundaries, geo-
metrically distorted document images are partitioned into multiple small image 
patches where text can be approximated to lie on a planar surface. Finally, the 
global geometric distortion is removed through the local rectification of each par-
titioned image patches one by one. 
Rectified document images can then be fed to the generic OCR system for text recog-
nition. 
 
1.2.3 Document Image Recognition 
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The second proposed approach was designed to recognize distorted document text 
with no rectification. For some applications that need to recognize document text in 
real time, the rectification-recognition framework can not work well as the recogni-
tion process is generally slowed down by the image transformation operation involved 
with the rectification process. Therefore, the direct recognition technique is much 
more preferred in some cases, even with a bit lower recognition rate. 
In this thesis, I propose to recognize distorted document text through a character cate-
gorization process represented with a tree structure. The categorization tree structure 
is constructed based on a set of perspective invariants, which include: 
 Character ascender and descender information 
 Character Euler number information including the number and position of the 
hole 
 Relative character span in horizontal direction 
 Character intersection numbers in horizontal and vertical directions 
 Vertical stroke boundary information including the number and position of identi-
fied vertical stroke boundaries 
Based on multiple stroke features deduced from the above listed five invariants, docu-
ment text with skew, perspective, and geometric distortions can be directly recognized 
with no rectification. 
 
1.3 Main Contributions 
 
The contributions can be summarized as follows: 
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 Design of rectification method that is able to correct rotation-induced skew dis-
tortion with no restriction of detectable skew angle. At the same time, the skew 
detection time is totally independent of the magnitude of skew angle. 
 Design of perspective rectification algorithm that is able to rectify perspectively 
distorted document images that contain only one text line or even just a few 
words. 
 Design of a geometric distortion rectification algorithm that needs no special 
hardware equipments or 3D reconstruction but only a single document image cap-
tured by a digital camera. 
 Development of a new rectification-recognition framework that is able to perform 
the rectification and recognition of document text with perspective and geometric 
distortions. 
 Design of a document text recognition system that is able to recognize document 
text with perspective and geometric distortions with no rectification. 
 Establishment of a fuzzy approach for the identification of vertical stroke bounda-
ries that represent vertical orientation of characters with perspective and geomet-
ric distortions. 
 Design of a novel point tracing technique that is able to categorize characters to 
different text lines within the document image with perspective and geometric 
distortions. 
 Establishment of a set of morphological image operators that is able to extract 
character boundary segments, which can be processed to fit the orientation of 
characters and text lines with perspective and geometric distortions. 
 Design of a character eigen-points detection and classification algorithm, which is 
able to detect and classify character eigen-points to fit the top line and base line 
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of text lines. 
 
1.4 Organization of the Thesis 
 
This thesis is organized as follows. Chapter.2 presents different types of techniques 
proposed to rectify and recognize document images with rotation-induced skew, per-
spective, and geometric distortions. The basic concepts of skew, perspective and geo-
metric distortions are described. Hence, different rectification and recognition tech-
niques are reviewed.  
In Chapter 3, the rotation-induced skew is detected and corrected. Characters that be-
long to different text lines are firstly classified based on the distance constraints. A set 
of straight lines representing text line orientations is then fitted using classified char-
acter centroids. After that, character eigen-points are determined and the top line and 
base line of text lines are accordingly fitted using detected eigen-points. Finally, skew 
distortion is estimated based on the orientation of fitted straight lines passing through 
character centroids and detected character eigen-points.  
Chapter 4 addresses the problem of detecting and rectifying perspective distortion 
coupled with document images captured using a digital camera. Character stroke 
boundaries are firstly extracted using a set of customized morphological operations. 
Vertical stroke boundaries representing the vertical character orientation are then 
identified using several fuzzy sets and aggregation operators that characterize the size, 
pose, and linearity properties of extracted boundary segments. With identified vertical 
stroke boundaries and the top line and base line of text lines, optimal homography is 
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estimated and perspective distortion is finally removed using the estimated homogra-
phy.   
In Chapter 5, I propose to remove the geometric distortion of document images 
through image segmentation, where image segmentation is carried out using identified 
vertical stroke boundaries and fitted top line and base line of text lines. For each seg-
mented image patch, a target rectangle is restored based on the number of characters 
enclosed within the partitioned image patch and the specific character width-height-
ratios. With constructed quadrilateral correspondences, global geometric distortion is 
corrected through the local rectification of partitioned image patch one by one.  
Chapter 6 proposes a text recognition technique that is able to recognize document 
text with perspective and geometric distortions with no rectification. Distorted docu-
ment text is recognized through a character categorization process represented with a 
tree structure. The categorization tree is constructed based on a number of perspec-
tive-invariants including character Euler number, character span, character ascender 
and descender information, character vertical stroke boundaries, and intersection num-
bers.  
Finally, Chapter 7 gives a summary of the main developments of this thesis. Possible 

















As more and more documents were produced during the last several decades, docu-
ment image processing techniques keep in great demand within both academic and 
industrial fields. Document image processing can be generally divided into two 
phases: document image analysis and document image understanding [53-56]. Docu-
ment analysis normally performs the overall interpretation of logical structure and 
physical layout of document images. It is normally regarded as a preprocessing step 
before the document image understanding, which handles the final recognition of cap-
tured document text based on the analysis results in the first stage. 
A large number of articles related to document processing have been published in 
some pattern-related journals including IEEE Transactions on Pattern Analysis and 
Machine Intelligence, Pattern Recognition, and International Journal of Document 
Analysis and Recognition. Some relevant conferences including International Confer-
ence on Pattern Recognition, International Conference on Document Analysis and 
Recognition, and International Workshop on Document Analysis System also publish 
research results concerning the analysis and understanding of document images. In 
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recent years, some vision-related journals such as Image and Vision Computing, Ma-
chine Vision and Application and conferences including International Conference on 
Computer Vision and International Conference on Computer Vision and Pattern Rec-
ognition also publish document-related paper. 
This chapter will review previous research works that are related to the rectification 
and recognition of document text with various distortions. Though a large number of 
relevant articles have been reported to date, most of them assume that studied docu-
ment images are scanned using a document scanner. Consequently, perspective and 
geometric distortions introduced through a digital camera are rarely considered. As 
the research work presented in this thesis mainly focuses on the rectification and rec-
ognition of document text captured using a digital camera, the review is divided into 
two parts, which review the rectification and recognition separately. 
 
2.2 Document Image Rectification 
 
A large number of document distortion detection and correction techniques have been 
reported in the literature. Most of early work focuses on the detection and correction 
of rotation-induced skew that is introduced through a document scanner. In recent 
years, more and more researchers begin to pay attention to the estimation and rectifi-
cation of perspective and geometric distortions that are introduced during the captur-
ing process using a digital camera. This section will review the related distortion recti-
fication techniques reported in the literature. 
 
2.2.1 Skew Detection and Correction 
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Document skew distortion has been acknowledged as a universal problem for docu-
ment scanning and recognition. As reported in [21], hand placement or mechanical 
feeding of documents normally introduces 1-3˚ of skew, either due to the inaccurate 
placement or due to a slight variation of roller speed. In some cases, the skew angle 
can even reach as much as 10˚. When the skew angle reaches 2-3˚, the accuracy of 
OCR will be reduced; when skew angle becomes larger than 5˚, however, the recogni-
tion result becomes unacceptable. Therefore, skew detection and correction must be 
carried out before the later character segmentation and classification operations. 
Plenty of skew detection and correction methods [20-41] have been reported in the 
literature during the last several decades. Based on different techniques employed, 
O’Gorman [22] proposed to classify them into three categories: namely Hough trans-
form based approaches [23-29]; projection profile based approaches [30-36]; and 
nearest neighbor based approaches [22, 37]. Some other skew estimation techniques 
such as the ones based on cross correlation [38-40], and Fourier transformation [41] 
have been reported as well.  
Though most of reported skew detection techniques are able to estimate the skew an-
gle successfully, lots of problems still exist. One common problem is the restriction of 
the detectable angle range such as the methods reported in [32, 37, 39] where the 
skew angle must be within a small range. Computational complexity is another prob-
lem faced by most skew estimation methods [24, 25, 26, 29] that work based on 
Hough Transform. Except for the restriction of detectable angle range and computa-
tional complexity, some other existing problems include the dependence of page lay-
out in [27, 30], the requirement of large text areas in [39], the restriction of type or 
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size of fonts in [20, 30], and the requirement of specific document resolution in [20, 
27, 33]. 
 
2.2.2 Perspective Distortion Detection and Correction 
As sensor resolution increases in recent years, high-speed non-contact text capture 
through a digital camera is becoming an alternative choice for document capturing 
and understanding. Unfortunately, the capturing process using a digital camera in 
three-dimension space almost always introduces the perspective distortion. As a result, 
most of generic OCR systems cannot handle document images captured using a digi-
tal camera, as they do not take perspective distortion into consideration during their 
initial designs. Such perspective distortion must be removed before document images 
are fed to generic OCR systems. 
Though the geometry of rectification is fairly mature [42], few rectification tech-
niques have been published in the literature for perspectively distorted document im-
ages captured through a digital camera. In [11], the quadrilaterals formed by the 
boundary between the background and plane where text lies are utilized to get a 
fronto-parallel view of perspectively distorted text, which is located based on a few 
statistical measures [16-19]. After the extraction of quadrilaterals using the perceptual 
grouping method, the bilinear interpolation operation is implemented to construct the 
corrected document image. The drawback of this algorithm lies with its heavy de-
pendence on the assumption that captured document images must contain high-
contrasted document boundary (HDB).  
Instead of using document boundaries that do not always exist in real scene, Pilu pro-
posed a new rectification approach in [12] based on the extraction of illusory linear 
clues [43]. To extract the horizontal clues, the character or group of characters is 
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transformed into blob first and a pairwise saliency measure is computed for pairs of 
neighbouring blobs, which indicates how likely they belong to one text line. After that, 
a network based on perceptual organization principles is transversed over the text and 
horizontal clues are calculated as the salient linear groups of blobs. Though the pro-
posed method is able to extract horizontal clues successfully, it cannot extract enough 
vertical information and so can only carry out a partial rectification in most of cases. 
In Dance [13], distorted document image is rectified using two principal vanishing 
points, which are estimated based on the parallel lines extracted from the text lines 
and the vertical paragraph margins (VPM). The main drawback of the proposed ap-
proach is that it works only on fully aligned text as it relies heavily on the existence of 
VPM features. Besides, the paper does not clarify the means by which to extract the 
required parallel lines either. 
In [14], Clark estimates two vanishing points [44] based on some paragraph format-
ting (PF) information. More specifically, the horizontal vanishing point is calculated 
based on a novel extension of 2D projection profile, while the vertical vanishing point 
is estimated based on some PF information such as VPM or text line spacing variation 
when paragraphs are not fully aligned. This method is fairly robust and it is able to 
handle most of perspectively distorted document text. The limitation of it is that it re-
quires well-formatted paragraphs and so it cannot rectify document images that con-
tain only one text line or just a few words. In addition, the rectification process is 
fairly slow. 
In [15], Myers proposes to recognize distorted scene text through perspective rectifi-
cation. He took advantage of 3-D scene geometry, which includes the shape and ori-
entation of the text and the plane, to detect the orientation of the plane on which text 
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is printed. The plane parameters are estimated from the orientations of the lines of text 
in the image and the borders of planar patch, if they are visible. The proposed method 
made lots of assumptions such as the camera-to-plane imaging geometry and some 
specific scene geometries. Unfortunately, those assumptions cannot be satisfied in 
many cases. 
 
2.2.3 Geometric Distortion Detection and Correction 
Geometric distortion is another type of distortion that is frequently coupled with the 
document images captured using a digital camera. It generally results from the non-
flat document surface where text lies. In fact, most of document text such as the one 
on hand-held newspaper, paper sheet pasted on the cylinder, and even thick book 
pages lie on a smoothly curved instead of ideal planar surface. Such geometric distor-
tion must be removed as well before distorted document images are passed to existed 
OCR systems. Some geometric distortion rectification techniques [1-9] have been re-
ported in the literature. 
In [1], Brown presents a technique that is able to restore arbitrarily warped and de-
formed documents to their original planar shape. In his proposed methods, three-
dimension model of distorted documents is firstly reconstructed based on a structured 
lighting system [2, 3]. With restored three-dimension model, distorted document im-
ages are then flattened according to the depth map constructed based on [49, 50]. 
Though the proposed method is able to restore arbitrarily warped document images, 
the proposed techniques require special hardware equipments and complicated cali-
bration [48] process to determine the three-dimension document model. As a result, 
the proposed techniques cannot handle document images capturing using a generic 
document scanner or digital camera. 
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Different from the rectification methods presented in [1-3], which require some spe-
cial hardware equipments, Agam [4] proposed a new technique that removes geomet-
ric distortion through direct mesh manipulation or iterative mesh energy minimization. 
In his proposed algorithm, the three-dimension document model is constructed using 
stereo disparity of pairs of matching points, which are determined with multiple im-
ages of the same document captured from different viewpoints. The advantage of the 
proposed algorithm is that it needs only a digital camera and a few document images. 
But the restoration involves the error-sensitive camera calibration and stereo recon-
struction [48]. 
In [5-6], Cao et al propose to use a specific cylindrical surface model to estimate sur-
face geometries of the bound document captured using a digital camera. The mathe-
matical relation between three-dimension document surface points and the points on 
two-dimension image plane is firstly determined based on the geometry of camera 
imaging. Then, baselines of the horizontal text line are extracted and the bending ex-
tent of distorted document surface is estimated. The problem of the proposed algo-
rithm is that it chooses cylindrical surface to estimate geometric distortion and so, it 
can only work under the situations where geometric distortion can be modeled with 
cylindrical model. At the same time, the proposed algorithm required that cylinder 
generatrix be parallel to the image plane. This requirement further restricts the appli-
cation of the proposed algorithm. 
In [7], Zhang proposes a technique that is able to remove the geometric distortion re-
sulting from bound books that cannot be opened to 180˚ during scanning process. 
With the straight part of text lines as a reference, the curved part of text line is mod-
eled with a quadratic based on the connected component analysis and polynomial re-
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gression [10]. The proposed algorithm assumes that document text is scanned hori-
zontally and so the straight part of text lines lies on a horizontal straight line. There-
fore, it cannot handle document images with perspective and geometric distortions 
captured using a digital camera. 
In [8-9], a novel algorithm based on physical modeling paper deformation with an ap-
plicable surface [46] is proposed.  Curled paper is mathematically represented by an 
applicable surface that is isometric with the plane and so can be easily unrolled. 
Through modeling the applicable surface with a polygonal mesh, the curled paper is 
finally flattened using an iterative relaxation algorithm [47]. Since this method treats 
the applicable surface as a polygonal mesh, the corrected result text is simply not legi-
ble even to human eyes. 
 
2.3 Document Image Recognition 
 
Document text recognition has an important impact on the information management 
and this can be verified by substantial publications in the literature and a large number 
of commercial recognition products available today. Based on the types of document 
text studied, the recognition techniques can be roughly divided into two categories, 
which deal with the recognition of machine printed text and handwritten text respec-
tively. 
Document text recognition techniques can be roughly classified into two categories 
including segmentation-required recognition techniques [70-81] and segmentation-
free ones [82-96]. The techniques within the first category generally partitioned con-
nected text into many isolated characters through various dissection methods before 
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the character classification. As text segmentation is quite critical in some cases, some 
segmentation-free techniques were brought up to compensate for the recognition er-
rors resulting from the false segmentation. Some segmentation-free methods [82-91] 
approach the text recognition through studying the structure and shape of word and so 
avoid the character segmentation, whereas some others [92-96] propose to utilize the 
Hidden Markov Model (HMM) for the recognition of connected text. 
Some techniques [57-61] based on the geometric transformation and related invariants 
have been reported to recognize handwritten text. In [57], Oscar proposed a transfor-
mation-invariant character recognition technique that is able to accommodate a wide 
class of geometric transformation. In his proposed approach, each character is repre-
sented by a continuous family of HMMs [66] that is parameterized with the scale fac-
tor, slant angle, and other transformation parameters. Based on the constructed HMMs, 
transformation parameters are finally determined through scoring each family and 
searching for the parameter values that maximizes the scores. 
In [58, 59], the perturbation methods were proposed with the aim of distortion-
tolerant image matching. The perturbation method tries to reverse the distortion 
through restoring the input image to one of the standard templates by using a pre-
selected set of geometrical transformations including rotation, slant, and some other 
transformations. The basic idea consists in applying a set of predefined inverse per-
turbations [63, 67] to the input image. These inverse perturbations are independent of 
the input image and are expected to include the true perturbation that actually makes 
the input image different from its standard pattern. Lastly, the true perturbation is 
identified based on the matching score between the restored images and its standard 
pattern. The restored image with best matching corresponds to the true perturbation. 
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In [60], Wakahara introduces a handwritten text recognition technique that works 
through the distortion-tolerant shape matching. In his proposed method, the shape de-
formation is modeled using the local affine transformation (LAT) and global affine 
transformation (GAT) [62, 64, 66]. Optimal LAT/GAT can be efficiently determined 
through the iterative application of weighted least-squares fitting techniques based on 
the input pattern and reference patterns. The problem with the proposed LAT/GAT 
normalization method is that some distortions such as stroke concatenation, stroke 
touching, and image degradation cannot be removed. 
In [61], Zenzo suggests a feature-based approach for the recognition of characters 
within engineering drawings. Instead of using those distortion dependent features, 
some features that are invariant to distortions such as position, scaling, and rotation 
are detected. In his proposed approach, the utilized invariant features include the lakes, 
bays, and sides as defined in [96]. Experiment results show that the proposed ap-























This chapter addresses the detection and correction of rotation-induced skew that is 
coupled with document images scanned using a document scanner. Rotation-induced 
skew generally occurs when documents are placed inaccurately or roller speed varies 
during the scanning process. Skew correction is almost always required during docu-
ment analysis stage, as it may affect the performance of document understanding seri-
ously in later stage, especially when skew angle is bigger than 5º. 
A large number of document skew correction methods [20-41] have been reported 
during the last several decades. Based on different techniques employed, O’Gorman 
[22] proposed to classify them into three categories: namely Hough transform based 
approaches [23-29]; projection profile based approaches [30-36]; and nearest neighbor 
based approaches [22, 37]. On the other hand, Okun [20] classified document skew in 
three types: a global skew, when all document blocks have the same orientation; a 
multiple skew, when certain blocks have a different skew than the others; and a non-
uniform text line skew, when multiple orientations are present within a single text line. 
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In this Chapter I focus on the detection and correction of the first two types of skew 
distortions. 
Though a large number of document skew detection and correction methods have 
been reported, some problems still exist. For the reported methods, some of them [32, 
37, 39] can only detect skew angle within a small range. Some methods [24, 25, 26, 
29] may have no detectable angle restriction, but the computation load increases dra-
matically when skew angle increases. Furthermore, most of reported methods focus 
on the detection and correction of global skew and therefore, they are not able to han-
dle document image with multiple local skews.  
In this chapter, a novel document skew detection and correction algorithm is pre-
sented. The distinct feature of the proposed technique is that it is able to detect skew 
angle ranging from 0º to 360º and the skew estimation speed is totally independent of 
skew angle. At the same time, the proposed algorithm is much more accurate than 
most of reported skew detection and correction methods, as it utilizes character eigen-
points for skew estimation. Finally, the proposed algorithm is able to detect and cor-
rect multiple local skews, which cannot be handled well by most of the reported 
methods. 
To estimate the skew angle, characters that belong to different text lines are firstly 
classified based on document text formatting information. Then, character eigen-
points as labeled with ⑴ in Figure 3.1 are detected based on the middle lines as la-
beled with ⑵ in Figure 3.1, which are fitted using classified character centroids. The 
rough orientation of characters is accordingly determined based on the fact that the 
number of character ascenders is generally much bigger than that of character de-
scenders for Roman letters. Finally, skew distortion is estimated and corrected based 
 22
on the orientation of the top line and base line of the text lines as labeled with ⑶ and 
⑷ in Figure 3.1.  
An overview of the proposed technique is given in Section 3.2. Section 3.3 presents 
the preprocessing required. In Section 3.4, a character centroid tracing technique is 
presented and it is able to classify characters to different text lines. Section 3.5 esti-
mates the rough orientation of characters based on the number of character ascenders 
and descenders detected. Section 3.6 presents the estimation and correction of two 
types of skew distortions including the global and local skews. The concluding re-
marks are drawn in Section 3.7 at the end. 
 




The proposed skew correction algorithm begins with a preprocessing operation, which 
mainly handles document binarization, text extraction, and connected component la-
beling. Labeled binary characters that belong to different text lines are then classified 
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based on the document formatting where characters are generally arranged closely 
line by line. For each classified character, two eigen-points, which are defined as the 
uppermost and lowermost character pixels in the direction that is perpendicular to that 
of the straight line fitted using classified character centroids, are determined.  
Detected character eigen-points over and below the middle line are then classified into 
two groups respectively. For character eigen-points over the middle line, one group 
consists of the eigen-points that are extracted from characters with ascender, while the 
other group is composed of the eigen-points that are extracted from characters with no 
ascender. For character eigen-points below the middle line, one group comprises the 
eigen-points that are extracted from characters with descender and the other group 
comprises the ones that are extracted from characters with no descender. The rough 
character orientation is accordingly determined based on the fact that the number of 
character ascender is generally much bigger than that of character descender for Ro-
man letters. With the determined character and text line orientations, skew distortion 
is finally estimated and corrected. In Figure 3.2, an overview of the proposed skew 
detection and correction algorithm is given.  
 





Captured document images must be preprocessed before further analysis and under-
standing. In the proposed approaches, the preprocessing mainly includes text location 
and binarization operations. 
Captured document images are generally composed of text, graphics, and figure com-
ponents. As the proposed DIRR algorithms depend heavily on the text information, it 
is better to locate and separate text from other components before further processing. 
A large number of text location techniques [103-108] have been reported in the litera-
ture. I adopt the one proposed in [105] for the location and separation of capture text. 
To analyze character stroke boundaries and detect character eigen-points, it is re-
quired to transform the located text component to binary characters. Plenty of docu-
ment image binarization methods [97-102] have been reported in the literature. In the 
proposed approach, I choose the Niblack’s text binarization algorithm [1], as experi-
ments in [98, 99] show that Niblack’s thresholding technique is much better than most 
of other global and local thresholding techniques 
 
3.4 Text Line Extraction 
 
3.4.1 Introduction 
For the first two types of skews as classified in [20] where each document block share 
a specific orientation, the centroids of characters that belong to one specific text lines 
always lie roughly on a straight line. I therefore exploit this geometry to estimate and 
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correct skew distortion. With classified characters that belong to one specific text 
lines, character eigen-points can be detected and classified and the top line and base 
line of text lines can then be fitted using the least square method. Skew distortion can 
thus be estimated and corrected based on the orientation of fitted top line and base line 
of text lines. 
 
Figure 3.3 Skewed document image scanned using a document scanner 
 
In the literature, few works have been reported to deal with the skew distortion where 
skew angle is bigger than 90º or smaller than -90º. To handle such upside down situa-
tions, I propose to calculate the eigen-points for each classified characters. The rough 
orientation of document images can then be determined based on eigen-point distribu-
tions, which can be determined using a fuzzy C-mean clustering operator over the dis-
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tance between character eigen-points and the middle line of text lines fitted using 
classified character centroids. On the other hand, for the second type of skew distor-
tion where different document blocks have different orientations, the relative positions 
among different document blocks must be determined before skewed document im-
ages are finally corrected block by block. In this section, the skew detection and cor-
rection process can be illustrated with a scanned document image as given in Figure 
3.3.  
 
3.4.2 Character Centroid Tracing Algorithm 
In this thesis, a novel point tracing technique is proposed to classify the centroid of 
characters that belong to different text lines based on point to point and point to line 
distance constraints. The binarized document characters are firstly labeled through the 
connected component analysis [112]. Each labeled character can then be represented 
with its centroid and bounding box.  
Before the classification, a size filtering operation is firstly carried out and it is able to 
remove small components such as punctuations and noises, as these small components 
may affect the classification performance in later stage. The threshold is determined 
as: 
                                                   avgss SizekT ⋅=                                                       (3.1) 
where Sizeavg is average size of all connected components. Parameter ks is used to ad-
just size threshold Ts and it’s determined as 0.3, as the size of readable characters is 
generally bigger than 0.3·Sizeavg. 
The point tracing algorithm is summarized as follows: 
Inputs: All character centroids CC 
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Point to line distance threshold P_LThre 
Procedure TPC (TP, P_LThre)  
1) Initialize i = 1 
2) Construct source vector SV and initialize it with all character centroids 
CC, which are arranged so that x coordinate of centroids within SV is 
in ascending order.  
3)  Repeat: 
4) Construct a new target vector TVi and remove the first point CC1 of SV      
to TVi  
5) Repeat: 
6) Search over SV for the point that is nearest to last removed point and 
satisfies the point to line constraint P_LThre. Remove it to TVi 
8)    Until no match points in SV 
7) i = i + 1 
9) Until SV is null 
In the algorithm list above, SV constructed in step 2) is used to hold all character cen-
troids. In addition, the centroids in SV must be arranged so that their x coordinate is in 
ascending order. Therefore, the leftmost character centroid will be arranged as the 
first element and the rightmost character centroid arranged as the last element. Two 
loops are involved in the tracing process. The internal loop from step 5) to step 8) is 
designed to search for the next centroid candidate that can be classified to the same 
text line where last classified character belong to. The searching process is carried out 
based on the point-to-point and point-to-line distance constraints. The external loop 
from step 3) to step 9) is designed to construct the target vectors where each target 
vector contains the centroid of characters that belong to one specific text line. 
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The point to line distance constrain that is utilized in the searching process in step 6) 
is shown in Figure3.4 where white, light gray and darker gray points represent the 
centroids of characters that belong to three different text lines. Parameter Tpl refers to 
the point to line distance threshold and so all character centroids that satisfy this con-
straint must lie within the band defined by two parallel lines Lb and Lt, which are par-
allel and with the same distance, Tpl to the straight line L. To avoid enclosing charac-
ters that belong to other text lines near the studied character candidate, the point to 
line distance threshold Tpl is defined as the average of character bounding box width 
and height: 










1                                                  (3.2) 
where parameter n refers to the number of characters captured. Parameters wi, and hi 
represent the width and height of bounding box of the ith character.  
In the system, the straight line L is fitted based on classified character centroids in TVi 
using the least square method. When there is only one character in TVi, L is deter-
mined as the straight line that passes the only classified character centroid and the 
character centroid that is nearest to that only classified one. As shown in Figure 3.4, 
the light gray points ⑴-⑺ denote the classified character centroids where point ⑺ is 
the last classified character centroid. To search for the next character centroid that be-
longs to the same text line as light gray point ⑴-⑺, the straight line L is firstly fitted 
using the classified character centroids ⑴-⑺. Based on the point to line distance con-




Figure 3.4: The classification of character centroids based on distance constraints 
The point to point distance constraint is set to prevent the point tracing overreaching 
to other components such as the character centroids in other columns. In the proposed 
algorithm, the point-to-point distance threshold Tpp as shown in Figure 3.4 is deter-
mined as: 
                                                  plppp TkT ⋅=                                                           (3.3) 
where parameter kp is used to adjust the point to point threshold Tpp and it is deter-
mined as 3 in the implemented system. 
The character centroids that satisfy the point-to-point and point-to-line distance con-
straints are thus restricted to the light gray points ⑻-⑾. With these determined cen-
troid candidates, the desired next character centroid that can be classified to point ⑴-
⑺ group is determined as the light gray point ⑻, which is nearest to the last classified 
point (point ⑺ in this example). 
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Figure 3.5 Text line orientation estimation based on classified character centroids 
As the number of the classified character centroid groups is generally bigger than that 
of text lines as a result of noise, some centroid groups with fewer elements can there-
fore be filtered out. The size threshold is determined as: 
                                                      avgst GSkG ⋅=                                                    (3.4) 
where GSavg represents the average size of all constructed target vector TV. Parameter 
ks is used to adjust the size threshold Gt and it is determined as 0.3 in the implemented 
system. After filtering, a set of straight lines can be fitted based on the classified char-
acter centroids using the least square method. For skewed document image shown in 
Figure 3.3, Figure 3.5 shows fitted straight lines passing through character centroids. 
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The character classification algorithm is tested using a constructed image database 
that contains 50 document images scanned using a generic document scanner. The 
text within scanned document images is printed with different fonts including “Arial”, 
“Verdana”, and “Time New Roman”. At the same time, document images are scanned 
with different resolutions. Experimental results show that the character classification 
rate with the proposed classification algorithm can reach over 98%. The classification 
errors will not affect the system performance, as the filtering operation over classified 
characters has removed the groups that contain a small number of character centroids 
or fit to the differently oriented straight lines. 
 
3.4.3 Document Block Segmentation 
The skew correction algorithm presented in this thesis focuses on the study of two 
types of document skews. The first is so-called global skew where the whole docu-
ment image shares a unique orientation. For a document image with global skew, the 
orientations of fitted straight lines are approximately same to each other. Conse-
quently, there is no need to determine the position of different text lines, as the whole 
document image share a common skew angle.  
But for the second type of skew where different document blocks may have different 
local skews, the orientation of straight lines fitted using classified character centroids 
that belong to text lines of different document blocks may be different. Therefore, lo-
cally skewed document images must be firstly segmented into different document 
blocks before they are corrected block by block using the related skew angles. For the 
skewed document image where different document blocks have different orientations, 
the document blocks can be segmented based on the orientation of the straight lines 
fitted using classified character centroids. The text lines with similar orientation and 
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physically close to each other are grouped together to form a document block. The 
document block boundary can thus be determined as a rectangle.  
With detected document blocks, the text lines at two boundary positions can be de-
termined based on the position of the intersection between the fitted straight lines us-
ing classified character centroids and the straight line x=0. One pair of parallel edges 
of rectangle boundary can be determined as: 
                   plttavgtavgt TkxOrientyxOrientHL ⋅−⋅−+⋅=                                   (3.5) 
                 plbbavgbavgb TkxOrientyxOrientHL ⋅+⋅−+⋅=                                  (3.6) 
where avgOrient is the average orientation of all straight lines that are grouped to the 
studied document block. Parameters xt, yt and xb, yb are the x and y coordinate of the 
centroids of two characters within two boundary text lines. Parameter Tpl represents 
the average character size as defined in Equation 3.2. Parameter kt and kb are set to 
adjust the shifting range and both are defined as 2/cos(β) where β is defined as 
tan(β)=Orientavg. 
The other pair of parallel rectangle edges can be determined as: 








HL ⋅−−−+⋅−= 1                                       (3.7) 








HL ⋅−−−+⋅−= 1                                     (3.8) 
where parameters xl, yl and xr, yr are the centroid of two characters whose positions 
reach maximum and minimum in the orientation Orientavg. Parameter kl and kr are set 
to adjust the shifting range and both are defined as 2/cos(α) where α is defined as 
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tan(α)=-1/Orientavg. The correction of a skewed document image with multiple local 
skews is illustrated in Section 3.6.4. 
 
3.5 Character Orientation Determination 
 
A large number of reported skew correction methods [32, 37, 39] can only handle the 
skew angle restricted within a small range. Even for skew correction methods [20] 
that claim to have no skew angle restriction, the detectable skew angle is in fact be-
tween -90º and +90º. Few skew correction methods have been report to be able to de-
tect skew angle ranging from 0 to 360 degree. In this thesis, I propose to use the dis-
tribution of character eigen-point to deal with the upside down situations where skew 
angle is bigger than 90º or less than -90º. The detection of the upside-down skew is 
carried out based on the fact that the number of character ascender is much bigger 
than that of character descender for Roman letters. 
 
3.5.1 Character Eigen-point Determination 
Character eigen-points are defined as the uppermost and lowermost character pixels in 
the vertical direction of characters. For each character within skewed document im-
ages, the vertical character direction is defined as the one that is perpendicular to the 
orientation of text line where that character belongs to. Therefore, the eigen-point pair 
for one specific character can be determined as: 
                                nixkyEP iit ⋅⋅⋅=⋅−= 1]),max([                                           (3.9) 
                                   nixkyEP iib ⋅⋅⋅=⋅−= 1]),min([                                          (3.10) 
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where n refers to the number of character pixels. Parameter xi and yi represents the x 
and y coordinates of ith character pixel. Parameter k is the slope of the straight lines 
fitted using character centroids of text line where the studied character belong to. The 
star symbol in Figure 3.6 gives the detected character eigen-points. Clearly, the de-
tected eigen-points of characters with no ascender and descender all lie near the top 
line and base line of text lines. 
 
Figure 3.6 Detected character eigen-points 
 
3.5.2 Character Orientation Determination 
For document text printed in Roman letters, the number of character ascenders is sta-
tistically much bigger than that of character descenders. Therefore, the distribution 
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characteristics of character ascender and descender are exploited to determine the 
rough character orientation in this chapter.  
Based on the determined character eigen-points, character ascenders and descenders 
can be easily determined based on the distance between character eigen-points and the 
straight line fitted using classified centroids of characters that belong to the same text 
line as the studied character. Such distance between the straight line and the eigen-
points of characters with ascender or descender is generally much bigger than that be-
tween the eigen-points of characters with neither ascender nor descender and the 
straight line. Consequently, the detection of character ascender and descender can be 
carried out based on the distances between character eigen-points and the straight line 
fitted using character centroids. 
For document images with the first type of skew where the whole document image 
shares a common skew angle, a fuzzy C-mean clustering operator [111] can be im-
plemented over two sets of eigen-points of all characters. But for document images 
with the multiple local skews where different document blocks have different skews, 
the fuzzy C-mean clustering operator can only be implemented on character eigen-
points block by block. For character eigen-points above the straight lines fitted using 
character centroids, character eigen-points extracted from character as-
cender/descender are within the group with a smaller number of elements. This situa-
tion is the same with the character eigen-points below the straight lines fitted using 
character centroids. With the number of classified character eigen-points over and be-
low the straight line fitted using character centroids, the range of skew angle α can be 
determined as: 
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α                           (3.11) 
where parameters n1 and n2 are the number of character eigen-points within the groups 
above and below the straight line with smaller number of elements. 
 
Figure 3.7: The detection of character ascender and descender through eigen-point clas-
sification 
For skewed document image shown in Figure 3.3, 684 connected characters are de-
tected after the size filtering. For the 684 characters determined, 1368 character eigen-
points are detected with 684 above the straight line and 684 below the straight lines. 
Two set of character eigen-points are then classified and Table 3.1 gives the clustering 
results: 
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Table 3.1: Character ascender and descender detection results (CE: Character eigen-points; 
AD: Ascender or descender) 
 
 CE above straight lines CE below straight line 
Number of Character with AD 32 158 
Number of Character without AD 652 526 
The numbers of characters with ascender or descender as given in Table 3.1 shows 
that text within the studied document image is upside down, as 158 is much bigger 
than 32. The star symbols within Figure 3.7 show the detected character ascender and 
descender.  
 
Figure 3.8 Estimation of top line and base line of text line based on classified character 
eigen-points 
The proposed character ascender and descender detection method has been tested us-
ing the document image database as described in Section 3.4.2. The text within the 
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document images tested is printed in different fonts including the commonly used 
“Arial”, “Time New Roman”, and “Verdana”. At the same time, the performance of 
the proposed detection algorithm with relation to the text size is also tested where text 
size is changed through the image resizing operation. Experimental results show that 
the correct character ascender and descender detection rate can reach over 98%. 
The detection errors normally occur as a result of noise. On the other hand, some 
character in some specific font may introduce errors as well. For example, for charac-
ter “t” printed with “Time New Roman” font, its ascender is always much lower than 
that of characters “l”, “b”, and “d”. Nevertheless, the small detection errors will not 
affect the estimation of character orientation, as the number of characters with as-
cender is much bigger than that of characters with descender and uppercase characters 
always are always with ascender. 
 
 
3.6 Skew Estimation and Correction 
 
3.6.1 Skew Determination 
The skew angles of text lines can be determined based on the orientation of the 
straight lines fitted using character centroids. However, the centroids of characters 
within the same text line are in fact not on a straight line especially for characters with 
ascenders or descenders. Therefore, the eigen-points of characters with no ascender 
and descender are utilized to estimate the skew angle. Character eigen-points can be 
classified to different text lines based on character classification results as discussed 
in Section 3.4.2. Multiple straight lines as given in Figure 3.8 can be fitted based on 
the classified eigen-points of characters with neither ascender nor descender. 
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The straight lines fitted using the classified character eigen-points are actually the top 
line and base line of text lines. The text line orientation can thus be estimated based 
on the orientation of the top line and base line fitted using classified character eigen-
points. The orientation of the text lines within studied document image is estimated as: 
                            ( )][)tan( 11 nnjj tssbtssbtssbmedian ⋅⋅⋅⋅⋅⋅=β                             (3.12) 
where β is the estimated skew angle. Parameters stj and sbj correspond to the orienta-
tions of the top line or base line of the jth text line. Parameter n refers to the number 
of text lines within the studied document image. 
 
Figure 3.9 Corrected document image 
 
With text line orientation estimated using Equation 3.12, the skew angle can thus be 
determined based on the rough character orientation estimated based on character as-
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cender and descender detection results. If the skew angles are bigger than 90º or 
smaller than -90º, skew angles can thus be determined as: 


















α                               (3.13) 
where parameter βi represent the estimated orientation of text lines within the studied 
document block as calculated in Equation (3.13). 
 
3.6.2 Skew Correction 
Globally skewed document images can be corrected through an image rotation opera-
tion. For document images with multiple local skews, the located document blocks 
within them must be corrected one by one. Under homogeneous coordinate, the two-
dimension rotation transformation can be represented as: 







































                                          (3.14) 
where parameter α refers to the rotation angle.  
Based on the skew angle estimated in Equation 3.14, Skewed document image as 
shown in Figure 3.3 is finally corrected. Figure 3.9 gives the document image after 
correction. 
Table 3.2: Skew angle estimation results (HM: Hashizume’s method; JM: Jiang’s method; 
PM: proposed method in this chapter) 
 
Actual angle HM JM PM 
-40 -39.5597 -39.5675 -39.9943 
-30 -26.5651 -29.4432 -30.0121 
-20 -18.4349 -19.2619 -19.9961 
-10 -9.4623 -10.5371 -9.9938 
 41
-5 -5.7106 -4.9063 5.0056 
-2 0 -1.9412 -2.0124 
2 0 2.0934 1.9928 
5 5.4403 4.9617 5.0034 
10 10.7843 9.8485 10.0037 
20 21.8014 20.6920 10.9971 
30 26.5651 29.1756 29.9953 
40 45.0000 38.9782 40.0068 
 
3.6.3 Experiment Results 
The proposed algorithm is implemented in C++ language and tested on a computer 
that is equipped with a Pentium 4 CPU and 512M memory. The proposed skew detec-
tion and correction method is evaluated using a constructed document image database 
as described in Section 3.4.2 where document text are printed with different fonts and 
scanned with different resolutions. Experimental results show that the proposed skew 
detection and correction algorithm is accurate, fast, and robust for the removal of 
skew from most of scanned document images.  
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Figure 3.10: Skewed document image with multiple local skews 
Experimental results show that it takes less around 1.8 seconds on average for the es-
timation of document skew with size 640×480. The small variation of correction 
speed is mainly due to the fact that the number and size of characters contained within 
the same-size document image may be different. Provided that the proposed algorithm 
is able to detect multiple local skews as well as any skew angles, the proposed algo-
rithm is quite fast compared with the most of reported in the literature. 
The proposed skew detection algorithm is much more accurate than most of reported 
methods. The document images with different skew angles are tested and Table 3.2 
gives some typical results of estimating skew angles achieved by the proposed method. 
It can be seen from the table that all of the skew angles estimated using the proposed 
approach is very close to the actual ones. As a comparison, the results by the classical 
NN based method [41] and the improved NN-based method [27] are also listed. The 
results in Table 3.2 show that the proposed algorithm outperforms the existing meth-
ods in most cases. 
 
3.6.4 Discussion 
Compared with most of reported skew estimation methods in the literature, one dis-
tinct feature of the proposed method is that it is able to correct document images with 
multiple local skews. Figure 3.10 shows a document image where each text line repre-
sents a document block with different skews. For document images with multiple lo-
cal skews like this one, the character classification described in Section 3.4.2 performs 
well as different text lines are still clearly separated from each other. Character eigen-
points can be detected in the similar way.  
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Text lines with similar orientations and physically close to each other are grouped to 
different document blocks. The determination of the orientation of characters thus 
must be carried out block by block through comparing the numbers of ascender and 
descender detected, as the orientation of characters within different document block 
may be totally different. The different skew distortion of different document blocks 
can thus be corrected through the rotation of each individual document block based on 
the estimated skew angles. For computer-generated document image given in Figure 
3.10, Figure 3.11 shows the corrected document image using the proposed algorithm.  
 
Figure 3.11: Corrected document image corresponding to the one given in Figure 3.10 
Besides, the proposed algorithm is able to detect and correct the skew distortion of 
handwritten text. The only requirement is that most of characters within different text 
lines are not connected with each other. Based on the point tracing technique as de-
scribed in Section 3.2.2, handwritten characters can be classified to different text lines 
in the similar way. The rough character orientation can be determined as well through 
the classification of detected character eigen-points, as character ascender and de-
scender remain extending beyond the top line and base line of text lines. For skewed 
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handwritten text as given in Figure 3.12, Figure 3.13 shows the corrected document 
image based on the proposed technique. 
 
Figure 3.12: Skewed document image printed in handwritten text 
 
Furthermore, though the document images are assumed to contain binary text infor-
mation, the proposed algorithm is able to handle other document components such as 
graphics and figure. Classified centroid groups containing figure or graphic compo-
nents can be filtered out, as their size is generally much smaller than that of groups 
corresponding text lines. At the same time, the orientation of text lines is estimated as 
the median of the orientation of all fitted top line and base line. Therefore, the skew 
distortion can still be correctly determined even with graphics or figures. Figure 3.14 
 45
gives a scanned document image that contain figure in the middle place and Figure 
3.15 shows the corrected document image. 
 
Figure 3.13: Corrected document image corresponding to the one given in Figure 3.12 
 
Lastly, unlike the document image deskew methods reported in [39] that requires the 
existence of the large text area and the ones reported in [20, 30] that require the spe-
cific text font, the only requirement of the proposed algorithm is that text lines within 
scanned document image must be straight. This unique requirement can generally be 
fulfilled by most of scanned document images. The performance of the proposed algo-
rithm is not affected by character font and size as well provided that skew angle is 
within the range [-90˚ 90˚]. Otherwise, the proposed algorithm may fail to identify the 
text upside down situations, as the distribution pattern of character ascender and de-
scender may not be prominent enough to be correctly detected when the size of char-
acters is too small. 
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An accurate and robust skew detection and correction algorithm is presented in this 
chapter. The skew detection is carried out through the detection and classification of 
character centroids and eigen-points. Compared with most of reported document skew 
correction methods, the proposed skew detection and correction algorithm in this 
chapter has three advantages. Firstly, the proposed algorithm is able to detect the skew 
angle ranging from 0˚ to 360˚ and the detection and correction speed is totally inde-
pendent of the size of skew angle. Secondly, the proposed algorithm is much more 
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accurate, as it utilizes classified character centroids and eigen-points for skew estima-
tion. Lastly, the proposed algorithm is able to correct document images with multiple 
local skews. 
 


















The document scanner is widely used to capture text and transform it into electric 
form for further processing. As camera resolution rises in recent years, high-speed 
non-contact text capture through a digital camera is becoming an alternative choice. 
Unfortunately, perspective distortion coupled with captured images brings up a new 
problem to traditional OCR systems. Similar to the skew compensation operation re-
quired after the scanning process, perspective distortion must be removed before the 
document image is fed to the OCR system.  
Although the geometry of rectification is fairly mature [42], few rectification tech-
niques have been reported in the literature for perspectively distorted document im-
ages captured through a digital camera. Most of the reported perspective rectification 
approaches commonly assume that captured document images contain some specific 
features such as high-contrasted document boundary (HDB) [11], specific paragraph 
formatting (PF) [13], and some other scene geometries [15]. Unfortunately, those as-
sumed image features don’t always exist within document image captured using a 
digital camera. 
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In this Chapter, a new document image rectification technique is proposed to detect 
and correct perspective distortion introduced through the digital camera within the 
three-dimension space. Different from reported rectification methods that depend 
heavily on the HDB or PF information that do not always exist within captured docu-
ment images, the proposed technique uses character stroke boundary and eigen-points 
to rectify the document images. As character stroke boundary and eigen-points are 
extracted directly from character strokes, the proposed method needs only text infor-
mation within captured document images. Therefore, it is able to rectify document 
images that contain a single text line or just a few words where neither HDB nor PF 
information is available. 
 
Figure 4.1: Text line feature definition 
 
This chapter is organized as follows: In Section 4.2, the overview of the proposed per-
spective rectification algorithm is presented. In Section 4.3, vertical stroke boundary 
identification processes, which include the extraction of stroke boundaries, the quanti-
fication of three boundary properties, and the final identification using some fuzzy 
sets and aggregation operator are given. Section 4.4 briefly discusses the fitting of the 
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top line and base line of text lines based on character classification technique. Section 
4.5 presents the construction of source and target quadrilateral correspondences, the 
estimation of optimal homography, and the rectification of document images with per-




I propose to rectify document images with perspective distortion through the construc-
tion of quadrilateral correspondence. Figure 4.2 gives the overview of the proposed 
rectification algorithm. The proposed perspective rectification algorithm begins with a 
preprocessing operation, which mainly handles document binarization, text extraction, 
and connected component labeling. 
 
Figure 4.2: Overview of the proposed perspective rectification algorithm 
 
The stroke boundaries labeled with ⑴ in Figure 4.1 are first extracted from vertically 
oriented character strokes using a set of morphological operators. Then, two fuzzy 
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sets that characterize the size and linearity properties of the extracted stroke bounda-
ries are constructed. Vertical stroke boundary candidates are then determined using a 
fuzzy aggregation operator over constructed size and linearity sets. The desired verti-
cal stroke boundaries that indicate vertical orientation of characters labeled with ⑵ in 
Figure 4.1 are finally identified using a fuzzy C-mean clustering operator over the ori-
entation property of vertical stroke boundary candidates within the constructed aggre-
gation set. 
Character eigen-points as labeled with ⑴ in Figure 3.1 can be determined based on 
character classification results using the proposed point tracing technique described in 
Chapter 3. The top line and base line of text lines as labeled with ⑶ in Figure 4.1 can 
be fitted in the similar way using classified character eigen-points. It should be noted 
that the top line and base line of the same text line are not parallel to each other any 
more due to perspective distortion. Consequently, multiple source quadrilaterals can 
be constructed using the top line and base line of text lines and the straight lines fitted 
based on identified vertical stroke boundaries using the least square method. 
In this thesis, target quadrilaterals corresponding to constructed source quadrilaterals 
are estimated based on characters enclosed within source quadrilaterals and the ap-
proximated character width-height-ratio. Characters within the constructed source 
quadrilaterals can be counted through the connected component analysis [112].  Con-
sequently, target quadrilaterals can be restored based on the counted character number 
and the approximation that height-width-ratio of characters with no ascender and de-
scender is 1:1. With multiple quadrilateral correspondences, rectification homography 




4.3 Vertical Stroke Boundary Identification 
 
4.3.1 Introduction 
The detailed procedure of the vertical stroke boundary identification is presented in 
this section. In particular, I will divide this section into a few subsections, which deal 
with the extraction of stroke boundaries, the characterization of three boundary prop-
erties, and the final identification of vertical stroke boundaries based on fuzzy tech-
niques. 
 
Figure 4.3: Character stroke boundary extraction: (a) one distorted character; (b-d) 
erosion results; (e-f) extracted stroke boundaries 
 
4.3.2 The Extraction of Stroke Boundaries 
To facilitate the extraction of character stroke boundaries, distorted document images 
are first binarized. Many image binarization methods have been reported in the litera-
ture (see, for example, [97-102]). In most cases, document image binarization is not a 
tough task, as text and background are generally designed to be highly contrasted. In 
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this Chapter, the thresholding technique [97] is adopted to binarize captured document 
images. 
Mathematical morphology [109] is a powerful tool for extracting image components 
that are useful in the representation and description of region shapes such as bounda-
ries, skeletons, and convex hull. Traditionally, the boundary of an object A in binary 
images is obtained by first eroding A using a 3×3 square structuring element and then 
performing the XOR operation between A and its erosion. As pixels within stroke 
boundaries always show some specific patterns that can be efficiently processed by 
some typical morphological operations such as erosion and dilation, I chose morpho-
logical operators and customized a set of structuring elements to extract the stroke 
boundaries from vertically oriented character strokes. The extracted stroke boundaries 
will be processed further to identify the desired vertical boundaries. 
 
Figure 4.4: Customized structuring elements: (a)-(d) four sets of customized structuring 
elements 
 
I divide character stroke boundaries into two categories where one category is with 
vertically oriented strokes and the other one is with horizontally oriented stokes. The 
pixels in differently oriented stroke boundaries always show some specific patterns as 
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shown in distorted character “b” in Figure 4.3 (a), which is extracted from a distorted 
document image where text lines go from top left to bottom right corners. For bound-
ary pixels at the left side of vertical strokes, their top left neighbor and one of their top 
and left neighbors always fall into background area. But for boundary pixels at the 
right side of vertically oriented strokes, their bottom right neighbor and one of their 
bottom and right neighbors always fall into background area. For characters extracted 
from document images where text lines go from bottom left to top right corners, the 
pixels in their stroke boundaries show some specific patterns as well.  
To extract stroke boundaries from vertically oriented character strokes, four sets of 
structuring elements as given in Figure 4.4 are customized where gray pixels define 
the neighborhood and black one denote the origins. Based on the specific patterns of 
boundary pixels of distorted character “b” shown in Figure 4.3(a), two structuring ele-
ment sets shown in Figure 4.4 (a) and (c) can be used to extract vertical stroke 
boundaries at the left and right sides of vertically oriented strokes. Similarly, for char-
acters extracted from document images where text lines go from bottom left to top 
right corners, the other two structuring element sets shown in Figure 4.4 (b) and (d) 
can be used to extract stroke boundaries from the left and right sides of vertically ori-
ented character stokes. For character “b” shown in Figure 4.3(a), the related morpho-
logical boundary extraction operations can be summarized as follows: 
                       ( ) ( ) ( )[ ]231 AIAIAIIBDYl Θ∩Θ∪Θ∨=                                              (4.1) 
                       ( ) ( ) ( )[ ]231 CICICIIBDYr Θ∩Θ∪Θ∨=                                             (4.2) 
where I refers to the distorted character “b” shown in Figure 4.3(a) and symbols Θ 
and ∨  represent erosion and XOR operations. Symbols BDYl and BDYr represent 
stroke boundaries that are extracted from the left and right sides of vertically oriented 
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strokes. Symbols Ai and Ci i = 1, 2, 3 refer to four structuring element sets shown in 
Figure 4.4(a) and (c) where three structuring elements in each set are labeled from the 
top to the bottom.  
Figure 4.3 shows left-side vertical stroke boundaries extraction process and the stroke 
boundaries extracted from the left and right sides of vertically oriented character 
strokes. For distorted character “b” shown in Figure 4.3(a), Figure 4.3(b), (c), and (d) 
show the erosion results using three structuring elements shown in Figure 4.4(a) 
where the black pixels are eroded pixels and gray ones are the remaining pixels after 
erosion operations. The black pixels shown in Figure 4.3(e) give stroke boundaries 
extracted from the left side of vertically oriented character strokes using Equation 4.1.  
With the structuring element sets shown in Figure 4.4(c), stroke boundaries at the 
right side of vertical character strokes as shown in Figure 4.3(f) can be extracted 
based on Equations (2). It should be clarified that some undesired stroke boundaries 
such as two boundary pixels at the top of horizontal character stroke as shown in Fig-
ure 4.3(e) are extracted as well using the customized structuring elements in Figure 
4.4(a). These undesired boundaries can be filtered out using a size filter, as their size 
is generally much smaller than that of desired stroke boundaries. The processing of 
extracted stroke boundaries will be discussed in later sections. 
For document images with perspective distortion, the text lines captured generally 
take two orientations where one goes from top left to bottom right corners and the 
other goes from bottom left to top right corners. The distorted character “b” shown in 
Figure 4.3(a) is extracted from a document image where text lines go from top left to 
bottom right corners. For differently oriented characters where text lines go from bot-
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tom left to top right corners, another two structuring element sets shown in Figure 
4.4(b) and (d) can be used to extract the stroke boundaries.  
For newly captured document images, the rough orientation of text lines can be de-
termined based on the 1-nearest-neighbor analysis. For each character candidate rep-
resented with its centroid, the nearest character neighbor to it can be searched and it 
generally lies on the left or right of the studied character candidate within the same 
text line. The relative position of these two adjacent characters, which is normally 
close to the orientation of text line, can thus be calculated as the slope of straight line 
that passes through their centroids. With a large number of character candidates stud-
ied in this way, the rough orientation of text line can be determined as the average 
slope of estimated straight lines: 
                                                  ∑= n
i
islpn
Orient 1                                                   (4.3) 
where symbol slpi represents of slope of i-th fitted straight line and parameter n is the 
number of character studied. 
 
4.3.3 Fuzzy Set Construction 
In this chapter, vertical stroke boundary is an important component that is required for 
the rectification of document image with perspective distortion. The desired vertical 
stroke boundaries must be big, straight, and properly oriented compared with other 
ones extracted using the same structuring element set. Therefore, I propose to use 
three boundary properties including boundary size, boundary linearity, and boundary 
pose to identify the desired vertical stroke boundaries.  
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As desired vertical stroke boundaries cannot be identified using any individual prop-
erty, I propose to use some fuzzy techniques to combine three properties. In the pro-
posed algorithm, two fuzzy sets that characterize boundary size and linearity proper-
ties are first constructed and the possible boundary candidates are then determined 
using a fuzzy aggregation operator. Finally, the desired vertical stroke boundaries are 
identified through the fuzzy C-mean clustering method [111] based on calculated 
boundary pose value. 
I first label stroke boundaries that are extracted from left and right sides of vertically 
oriented strokes using connected component analysis [112]. Then some small stroke 
boundaries are filtered out using a size filter. In the proposed algorithm, the size 
threshold is defined as: 
                                             avgss SizekT ⋅=                                                            (4.4) 
where Sizeavg represent the average size of extracted stroke boundaries. Parameter ks is 
used to adjust the threshold and it is determined as 0.2 in the implemented system, as 
the size of desired vertical stroke boundaries is generally much a bigger than 
0.2·Sizeavg. For stroke boundaries as shown in Figure 4.6(b), which is extracted from a 
word with perspective distortion as shown in Figure 4.6(a), Figure 4.6(c) shows fil-
tered stroke boundaries. 
Three boundary properties are then calculated following the filtering operation. The 
size property is simply determined as the pixel number of extracted stroke boundaries 
and the pose property is defined as the slope of the straight lines fitted with boundary 
pixels using the least square method [113]. The linearity property characterizing the 
“straightness” of extracted stroke boundaries is estimated based on the normalized 
point to line distance:  
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,1                                                    (4.5) 
where n is the pixel number of the studied stroke boundaries, l refers to the straight 
line fitted using the least square method, and function d calculates the distance be-
tween pixel pi and fitted straight line l. Therefore, the linearity value increases when 
distance calculated using Equation 4.4 becomes smaller. 
 
Figure 4.5: Membership functions: (a) S-function; (b) complement of S-function 
 
As desired vertical stroke boundaries generally have larger size compared with other 
ones extracted using the same structuring element set, I chose Zadeh’s S-function S(x; 
a, b, c) (see, for example, [114]) as shown in Figure 4.5(a) 





































                                           (4.6) 
as a membership function to characterize the size property. Parameters a is deter-
mined as the minimal size of extracted stroke boundaries after the filtering operation 
and parameter b refers to the crossover point. In the proposed method, parameter c is 
determined as: 
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                                              avgs Sizekc ⋅=                                                           (4.7) 
where Sizeavg represents the average size of extracted stroke boundaries after filtering 
operation. Parameter ks is used to adjust the membership value and it is determined as 
2 because the size of desired vertical boundary segments is generally less than two 
Sizeavg. 
For the linearity set, as “straightness” is preferred by the desired vertical boundary 
segments, I chose the complement of the S-function C(x; a, b, c) = 1−S(x; a, b, c) as 
shown in Figure 4.5(b) as a membership function to describe the linearity property. 
Parameters a is determined as the minimal distance calculated using equation 4.5 and 
parameter b refers to the crossover point. Parameter c is determined as: 
                                             avgd Distkc ⋅=                                                      (4.8) 
where Distavg represents the average of the point to line distances calculated using 
Equation 4.5. Parameter kd is designed to adjust the membership value and it is deter-
mined as 2 because the normalized point to line distance of desired vertical boundary 
segments is generally much smaller than two Distavg. For labeled stroke boundaries as 
shown in Figure 4.6(c), the “SMV” and “LMV” columns in Table 4.1 give the mem-
bership values of constructed size and linearity set. 
 
4.3.4 Fuzzy Aggregation Operator 
The desired vertical stroke boundaries must be straight and have a big size compared 
with other stroke boundaries. At the same time, the orientation of the desired vertical 
stroke boundaries must vary within a small range. In this section, I introduce a fuzzy 
aggregation operator and use it to identify the possible vertical stroke boundary can-
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didates. The desired vertical stroke boundaries will be identified based on the pose 
property in the following section. 
To facilitate the identification of vertical boundary segments, I adopt a compensatory 
operators defined by Zimmermann and Zysno [115] to combine the constructed size 
and linearity sets. In the adopted compensatory operator, the aggregation operation 
arises as a sort of combination of “pure” logical AND and OR connectives and so pro-
vides the required compensation mechanism. For the constructed size and linearity 
sets, the aggregation set is defined as: 
                         ( )( ) ( )( ) ( )( )xLSxLSxLS ∪−+∩⋅=Φ )1( γγ                                           (4.9) 
where ∪  and ∩  are union and intersection operations. Parameters S and L refer to the 
constructed size and linearity sets. Parameter γ stands for the compensation factor 
with ]1,0[∈γ , indicating where the actual operator is located between AND and OR. 
Parameter γ is determined as 0.5 in the proposed system and so gave the same weight 
to the size and linearity properties.  
 
Figure 4.6: Vertical stroke boundary identification: (a) distorted text; (b) extracted 




For labeled stroke boundaries as shown in Figure 4.6(c), the column “AMV” in Table 
4.1 gives the membership values of aggregation set, which is constructed based on the 
size and linearity set. 
 
4.3.5 Vertical Stroke Boundary Identification 
After the aggregation operation, vertical stroke boundary candidates can be deter-
mined as α cut of constructed aggregation set. As the number of the vertical boundary 
segment candidates is statistically close to half of the number of characters for Roman 
letters, parameter α is determined as: 
                                              12/ += nAVα                                                             (4.10) 
where AV represents aggregation set where membership values are sorted in decend-
ing order and parameter n refers to character number. Therefore, parameter α is de-
termined as (n/2+1)-th sorted membership value and the first n/2 stroke boundaries 
are thus determined as the desired vertical boundary segment candidates.  
Table 4.1: Constructed fuzzy sets and pose values 
(BS: boundary segments; SMV: size membership value; LMV: linearity membership value; 
PV: pose value; AMV: aggregation membership value) 
 
 SMV LMV PV AMV  SMV LMV PV AMV
BS 1 0.9999 0.8967 2.5894 0.9586 BS 12 0.2313 0.0159 0.7707 0.1452
BS 2 0.0064 0.6359 0.3333 0.3841 BS 13 0.0257 0.5909 0.5204 0.3648
BS 3 0.2715 0.0028 0.7011 0.1640 BS 14 0.0016 0.9012 2.7500 0.5413
BS 4 0.0402 0.6504 0.4464 0.4063 BS 15 0 0.9506 2.6250 0.5704
BS 5 0 0.9472 2.8000 0.5683 BS 16 0.7575 0.0494 1.5881 0.4743
BS 6 0.9973 0.9089 2.6378 0.9620 BS 17 0.7575 0 1.0601 0.4545
BS 7 0.0016 0.8496 0.2302 0.5104 BS 18 0.2715 0.1630 0.9958 0.2281
BS 8 0.3148 0.1909 1.3378 0.2653 BS 19 0.7165 0.9364 2.7100 0.8484
BS 9 0.7575 0 1.0873 0.4545 BS 20 0.6722 0.8021 1.2861 0.7501
BS 10 0.3614 0.1057 1.4570 0.2591 BS 21 0.3148 1.0000 ∞ 0.7259
BS 11 0.7165 0.9384 2.7006 0.8496      
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As ten characters are captured in Figure 4.6(a), the number of vertical stroke boundary 
candidate should be five. Therefore, the parameter α is determined as sixth biggest 
“AMV” value (0.7259), which is the aggregation value of boundary segment 21. Ac-
cordingly, the boundary segments 1, 6, 11, 19, and 20 with the first five biggest ag-
gregation values are determined as vertical boundary segment candidates, which are 
labeled with bold style numbers in “PV” and “AMV” columns. 
Based on the proposed aggregation operator, the boundary segments of some charac-
ters such as “v”, “w”, and “y” are frequently falsely classified as vertical boundary 
segment candidates. For distorted characters shown in Figure 4.6(a), stroke boundary 
20 as shown in Figure 4.6(c) is falsely classified as a vertical stroke boundary, as it is 
straight and has a relatively big size. Some measures must be taken to filter out these 
undesired stroke boundaries. 
In the proposed algorithm, the pose property of the determined vertical stroke bound-
ary candidates is exploited to identify the desired vertical stroke boundaries. As the 
pose of desired vertical stroke boundaries generally vary within a small range, I con-
struct a fuzzy C-mean clustering operator and use it to classify the pose values of ag-
gregation results into two groups. The group with more elements thus corresponds to 
the desired vertical stroke boundaries, as the number of falsely determined stroke 
boundaries using aggregation operator is generally much smaller than that of the de-
sired vertical stroke boundaries. For distorted word given in Figure 4.6(a), Figure 
4.6(d) shows the desired vertical stroke boundaries that are identified from stroke 
boundaries extracted from left side of vertical strokes. 
Vertical stroke boundaries can be identified from stroke boundaries extracted from the 
right side of vertical strokes in the similar way. As most of the desired vertical stoke 
 63
boundaries lie on the left side of vertical strokes and they are generally enough for the 
rectification of perspective distortion, the stroke boundaries extracted from the right 
side of vertically oriented strokes will not be processed further. 
The proposed vertical stroke boundary identification algorithm has been tested over a 
document image database that contains 50 document images with perspective distor-
tion. The text within 50 sample images is printed with different fonts including 
“Arial”, “Time New Roman”, and “Verdana” and different font sizes. In the proposed 
algorithm, the size of characters is defined as: 










1                                                          (4.12) 
where n represents the number of character captured. Parameter iW  and iH are the 
width and height of the bounding box of the ith character.  
Experiment results show the proposed vertical stroke boundary identification method 
is very robust to different fonts, but the performance may deteriorate when the charac-
ter size as defined in Equation 4.12 is smaller than 10. This size requirement is quite 
reasonable, as characters with size smaller than 10 may become unreadable even to 
human eyes. For captured document images with text size smaller than 10, I propose 
to carry out the image interpolation first to enlarge the captured text. Experimental 
results show the enlargement operation improves the performance of the proposed 
vertical stroke boundary identification algorithm much. 
Table 4.2: Vertical stroke boundary identification results 
(RR: Recall rate; PR: Precision rate) 
 
 Arial font Verdana font Time New Roman font 
RR 87.64% 86.31% 82.76% 
PR 99.74% 99.36% 99.28% 
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Table 4.2 gives the vertical stroke boundary recall rate and precision rate. The recall 
rate refers to the ratio between identified vertical stroke boundaries and all really ex-
isted vertical stroke boundaries, while the precision rate represents the rate between 
the correctly identified vertical stroke boundary and all extracted vertical stroke 
boundaries. For the 50 sample images tested, the recall rate and precision rate can 
reach over 85% and 99.5% respectively. As Table 4.2 shows, the recall rate with text 
printed in “Time New Roman” is a bit lower than that of text printed with “Arial” and 
“Verdana”. This difference is mainly due to the fact that the strokes of text printed in 
“Time New Roman” generally have a horizontal head at the end and these heads af-
fect the performance of the proposed vertical stroke identification algorithm. 
Though the recall rate can only reach around 85%, such result is good enough for per-
spective rectification, as the rectification process doesn’t need to identify all vertical 
stroke boundaries. Furthermore, the linearity quality of the un-extracted vertical 
stroke boundaries is generally much worse than that of extracted ones. The small 
number of falsely identified vertical stroke boundaries will not affect the performance 
of the propose algorithm either, as an optimal searching procedure that will be de-
scribed in next section will definitely exclude the falsely identified vertical stroke 
boundaries. 
 
4.4 Text Line Segmentation 
 
The purpose of text line segmentation is to estimate the top line and base line of text 
lines, which can be fitted using classified character eigen-points. In chapter 3, a novel 
point tracing technique has been design to classify characters to different text lines. 
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Based on the straight lines fitted using classified character centroids, character eigen-
points are detected and the top line and based line of text lines are then fitted using 
classified character eigen-points. Rotation-induced skew is finally corrected based on 
the orientation of fitted top line and base line. 
For document images with perspective distortion, character classification can be im-
plemented in the similar way using the proposed point tracing algorithm. However, it 
does not require character bounding box information to determine the point to line 
distance threshold Tpl. Instead, the point to line distance constraint can be easily de-
termined as the average size of vertical stroke boundaries identified in last section: 
                                            avgpl VSBT =                                                               (4.12) 
The point to line distance constraint is determined as VSBavg because the centroid of 
characters in the same text line generally lie within a band formed by two straight 
lines with same distance VSBavg to the straight line passing through character centroids. 
With a little adaptation, character eigen-points can be detected using similar method 
as the one used in Chapter 3 based on the straight lines fitted using classified character 
centroids. 
It should be noted that some changes must be made for character eigen-points detec-
tion. As the skew distortion discussed in Chapter 3 is rotation-induced, the vertical 
orientation of characters is perpendicular to the orientation of text lines within the 
same document block. But for document image with perspective distortion, that per-
pendicular geometry doesn’t exist due to the perspective capturing process. Conse-
quently, the orientation on which character pixels reach maximum and minimum is 
different from that of skewed characters. In the proposed perspective rectification al-
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gorithm, I propose to define that specific orientation as the orientation of the straight 
line fitted using the vertical stroke boundary nearest to the studied character. 
 
4.5 Perspective Distortion Rectification 
 
4.5.1 Introduction 
The quadrilateral correspondence information is exploited to rectify document images 
with perspective distortion. For each constructed quadrilateral correspondence, a recti-
fication homography can be estimated and the distorted document image can thus be 
rectified based on an optimal homography estimated. The construction of source and 
target quadrilaterals, the estimation of optimal homography, as well as the final docu-
ment image rectification will be discussed in this section. 
 
4.5.2 Source Quadrilateral Construction 
The source quadrilaterals are constructed using the identified vertical stroke bounda-
ries and the top line and base line of text lines. Generally the quadrilateral vertices can 
be chosen as the endpoints of vertical boundaries. But for the characters with ascender 
or descender, the endpoints of vertical stroke boundaries may deviate quite a lot from 
the top line and base line. Therefore, I fit straight lines based on identified vertical 
stroke boundaries and determine the quadrilateral vertices as the intersections between 
the fitted straight line and the top line and base line of text lines. 
For each straight line fitted based on an identified vertical stroke boundary, there will 
be multiple intersections between it and the top line and base line of different text 
lines. To construct the desired quadrilaterals, identified vertical stroke boundaries 
must be classified to the text line where they are extracted. I propose to classify iden-
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tified vertical stroke boundaries based on the point-to-line distances between the cen-
troids of each vertical stroke boundary and all straight lines fitted using classified 
character centroids. Consequently, vertical stroke boundary is classified to the text 
line where the calculated point-to-line distance is smallest. With the classified straight 
lines fitted based on the identified vertical stroke boundaries and the top line and base 
line pairs, source quadrilateral can accordingly be constructed using two sets of per-
pendicular lines 
 
4.5.3 Target Quadrilateral Construction 
As the capturing process using a digital camera impairs the geometric relation be-
tween lines, I propose to construct the target quadrilateral based on the number of the 
characters enclosed within source quadrilaterals and the approximation that the height 
width ratio of characters is 1:1. It should be clarified that the character width-height-
ratio 1:1 here is only an average approximation, as there may exist a large difference 
on the width height ratio for different characters such as “m” and “i”. The blank be-
tween adjacent characters are counted in the width of the character on the left side. 
To make the width-height-ratio approximation more close to the fact, the two straight 
lines fitted based on vertical stroke boundaries chosen to construct the source quadri-
laterals must be far enough from each other so that the constructed source quadrilat-
eral is able to enclose more characters. In our proposed algorithm, the distance thresh-
old between two vertical stroke boundaries is defined based on the length of text lines; 








1                                                            (4.13) 
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Parameter n is the number of text lines detected. Parameter kr is used to adjust dis-
tance threshold and it is determined as 0.4 in the implemented system. Symbol legi 
represent the length of ith text line, which is calculated as the distance between the 
leftmost and rightmost pixels of characters that belong to the studied text line. 
 
Figure 4.7 Constructed quadrilateral correspondence 
 
Characters within source quadrilateral can be counted based on connected component 
analysis. The blank between words is taken as one character, which can be detected 
based on the distance between the centroid of two adjacent characters. With the ap-
proximated character height width ratio, i.e., 1:1, the relation between the height and 
width of target quadrilaterals can be restored as 
                                                  qq hnl ⋅=                                                               (4.14) 
where parameters lq and hq are the length and height of the target quadrilateral. n is the 
number of character enclosed within the source quadrilateral, including the blanks be-
tween words. 
The position of the target quadrilateral (rectangle), which is the same as the position 
of the top left corner of target quadrilateral, can be estimated based on the position of 
the corresponding source quadrilateral within the captured document image. More 
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specifically, the horizontal position of the target quadrilateral can be determined based 
on the number of characters on the left of source quadrilateral within the same text 
line. The vertical position of the target quadrilateral can be estimated based on the po-
sition of text line where source quadrilateral lies, which can be determined based on 
the relative position of intersections between the fitted top lines and straight line x = 0. 
 
4.5.4 Rectification Homography Estimation 
With multiple pairs of source and target quadrilaterals, multiple rectification homo-
graphies can be calculated using the four point algorithm [110]. With four point corre-
spondences, the homography between distorted view and front-parallel view of docu-
ment image can be estimated as follows: 
                                                    RAH ⋅= −1                                                            (4.15) 
where H is the homography matrix and matrixes A, R are constructed using four point 
































































































































































H         (4.16) 
where the 3×3 homography matrix is expressed in vector form and h33 is equal to 1 
under homogeneous frame. Four point correspondences 〈 (xi, yi), (x′i, y′i) 〉, i = 1, …, 4, 
are taken as the four vertex of the constructed source and target quadrilateral corre-
spondence as given in Figure 4.7. 
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As both feature extraction and feature processing processes introduce errors, the esti-
mated location of source quadrilateral contains errors as well. As a small error in 
source quadrilateral vertices may introduce a big error within rectified document im-
ages, a criterion must be set to choose the homography that optimize the rectification 
performance. Based on the facts that classified character eigen-points used for top line 
and base line fitting lie ideally on multiple horizontal lines and vertical stroke bounda-
ries lie on multiple vertical lines within the rectified document image, the objection 
function is defined as: 


























11                                         (4.17) 
where m is the number of horizontal lines and n is the number of vertical boundaries 
identified. Sli is the orientation of i-th rectified horizontal line and Savg is the orienta-
tion average. ptxj and pbxj represent two horizontal coordinates of vertices of j-th rec-










abs                                                   (4.18) 
is the normalized distance in horizontal direction between vertices of that stroke 
boundary. The first part on the right side of Equation 4.17 represents the sum of nor-
malized orientation of the rectified horizontal lines, which ideally should be zero ide-
ally, and the second part refers to the sum of normalized vertex distance of rectified 
vertical stroke boundaries in horizontal direction, which ideally should be zero ideally 
as well. The optimal homography can accordingly be determined as the one that mini-
mizes the objection function defined in Equation 4.17. 
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Figure 4.8 Perspective rectification process: (a) document image with perspective distor-
tion; (b) Identified vertical stroke boundaries; (c) Fitted top line and base line; (d) recti-
fied document image 
 
 
4.5.5 Perspective Rectification 
With estimated optimal homography, the document images with perspective distortion 
can be corrected through a perspective transformation. I propose to use the inverse 
transformation to eliminate the holes generated by the direct mapping. The target im-
age is scanned row by row and for each pixel in the target image, its correspondence 
within the captured source document image is determined based on estimated homo-
graphy. The pixel value is thus determined as that of source correspondence. 
Figure 4.8(a) gives a perspectively distorted document image captured using a digital 
camera. With the proposed fuzzy identification technique as described in Section 4.3, 
vertical stroke boundaries are identified as shown in Figure 4.8(b). After that, text 
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lines are segmented and the top line and base line of text lines as given in Figure 4.8(c) 
are fitted using detected character eigen-points. With the identified vertical stroke 
boundaries and fitted top line and base line, perspectively distorted document image is 
finally rectified and Figure 4.8(d) shows the rectified document image. 
 
Figure 4.9: Rectification result comparison: (a) distorted document images; (b) rectified 
document images based on HDB; (c) rectified document image based on VPM; (d) recti-




A large number of document images captured using different digital cameras have 
been tested. Experiment results show that the proposed rectification approach can deal 
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with images captured from different orientations and distances. The proposed algo-
rithm is implemented in C++ and the computer is equipped with a Pentium 4 CPU and 
512M memory. At the present stage the average rectification process takes around 2 
seconds for 640×480 document images. The small variation of rectification speed is 
mainly due to the fact that the number and size of characters contained within the 
same-size document image may be different. Compared with rectification method 
proposed in [14], which took around 20 seconds for the rectification of the document 
image with 400×300 average size, the new proposed method is much faster and has 
the potential to be applied to real time systems. 
In the experiments, I first compare the rectification results based on the HDB, PF as 
defined in Section 2.2.2 and the proposed VSB and the top line and base line (SBTP). 
As the rectification result based on the VPM as defined in Section 2.2.2 is best com-
pared with the one based on other PF information such as text line spacing variation 
[14], I only consider the rectification method based on VPM here. As Figure 4.9 
shows, the proposed morphological operators can extract HDB features directly. With 
a little adaptation, the VPM can be extracted as well. For the distorted document im-
age shown in Figure 4.9(a), Figure 4.9(b), (c) and (d) show the rectification results 
based on HDB, VPM and SBTP features, respectively.  
The proposed approach can handle document images with figures and mathematical 
equation as well. Figure 4.10(a) shows a captured document image with figure, where 
the ellipse within it reflects the perspective distortion. Figure 4.10(b) shows the recti-
fied image based on SBTP features extracted from the characters within the document 
image. Figure 4.10(c) shows the document image with mathematical equation. It can 
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be similarly rectified based on SBTP features. Figure 4.10(d) shows the rectification 
result. 
 
Figure 4.10: Experiment results: (a), (c) distorted document images with figure and 
mathematical equation; (b), (d) rectified document images based on SBTP 
 
To show the robustness and versatility of rectification method based on SBTP, I test 
some difficult document images. Figure 4.11(a) and (c) show two document images 
captured by digital camera. In Figure 4.11(a) there is neither HDB nor VPM informa-
tion. Therefore, this document image can not be rectified through the approaches pro-
posed in [11] and [13], which requires the quadrilateral formed by HDB or VPM. 
However, it may be rectified by approaches proposed in [14] based on some other PF 
information such as text line spacing variation. Figure 4.11(c) shows the enlarged 
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document image that contains only two words. None of reported approaches in [6−9] 
can rectify this image since it contains neither HDB nor PF information. Figure 4.11(b) 
and (d) show the rectification results based on extracted SBTP features. 
 
Another important advantage of rectification based on SBTP is that it is able to rectify 
geometrically distorted document images where text lie on slightly curved instead of 
plane surface. At the present stage, the proposed technique can only handle the geo-
metric distortion where text line is smoothly curved and the orientation of it can be 
approximated using the quadratic. At the same time, the proposed algorithm is able to 
transform text lines to be horizontal, but it cannot flatten the distorted document sur-
face.  
Under the assumption that no self occlusion exists within the captured images, the 
same sets of morphological operators as proposed in Section 4.3.1 can be exploited to 
extract the stroke boundary features. Vertical stroke boundary and character eigen-
points can be identified and detected in the similar way. However, the horizontal 
curves may introduce more error and the rectification result may become poorer com-
pared with that of planar case. Figure 4.11(e) shows one document image where text 
lies on a curved surface and Figure 4.11(f) shows the rectified image. 
Since the rectification aim is to facilitate the recognition of text in images, recognition 
rate of rectified document image is one problem of concern. In the experiments I test 
the recognition rate through the OCR software Cuneiform Pro 6.0 [45]. For all dis-
torted document images with perspective distortion, the recognition rates are nearly 
zero. This result can be expected, as traditional OCR software can not deal with per-
spective distortion. 
Table 4.3: Comparison of recognition rates (RR) based on different rectification methods 
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Source Image RR for HDB RR for VPM RR for my method 
Figure 4.8(a) 99.37% 99.21% 99.28% 
Figure 4.9(a) 98.88% 98.59% 98.67% 
Figure 4.10(a) N/A N/A 95.32% 
Figure 4.11(c) N/A N/A 97.53% 
Figure 4.12(a) N/A N/A 100% 
Figure 4.12(c) N/A N/A 100% 
Table 4.3 gives the recognition rate of rectification results of several typically dis-
torted images used in this Chapter. As we can see, the recognition rate is different for 
different images with different rectification methods. The second and third rows show 
the variation of recognition rate based on HDB, VPM and the proposed features. As 
the recognition rate based on HDB and the proposed features is a bit higher than that 
based on VPM, I choose to use HDB feature because of its simplicity when it is avail-
able or else resort to the proposed features in most of cases for rectification. The lati-
tudinal variation of recognition rate with same rectification method shown in column 
4 mainly results from the difference of distortion degree.  
50 document images as used in Section 4.3.4 for the evaluation of performance of the 
proposed vertical stroke identification algorithm have been tested, the recognition rate 
of rectified images using the proposed algorithm can on average reach above 95%, a 
bit higher than that using VPM feature and lower than that using HDB feature where 
both VPM and HDB features are available. 
Lastly, though the proposed method can deal with the text typed in different fonts 
such as “Arial”, “Verdana”, and “Time New Roman”, it cannot handle the document 
images where text is too small. Experiment results show that the rectification per-
formance was not apparently affected while the average size of identified vertical 
stroke boundaries is equal or bigger than 8 pixels, which is nearly equal to the average 
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size of vertical stroke boundaries of size 10 “Arial” font. However, the proposed 
method may fails to identify some desired vertical stroke boundaries when text is be-
coming smaller. In addition, the proposed method may fail to rectify some illegible 
handwritten text where the vertical stroke boundaries cannot be properly identified 
either. 
 
Figure 4.11: Experiment results: (a), (c), (e) distorted document images; (b), (d), (f) rec-





In this Chapter, a computationally efficient technique is proposed to rectify the per-
spectively distorted document image captured by digital camera in three-dimension 
space. Experimental results over a large number of distorted document images with 
different features show that the proposed rectification method is robust, fast, and ac-
curate. The main advantage of the proposed technique is that it extracts the required 
features directly from the character strokes and accordingly, it overcomes the prob-
lems of most formerly reported methods, which are heavily dependent on some image 
features such as HDB and PF that do not always exist within the captured document 
images. At the same time, with some customized fuzzy sets and morphological opera-
tors, the proposed method executes much faster because it needs no time-consuming 
projection profile analysis and vanishing point searching operations required in other 
reported methods. Though working well on the rectification of document image of 
typewritten text captured by digital camera, the proposed method may fail to rectify 
some handwritten text because it may fail to identify the desired vertical stroke 
boundaries properly. With the same reason, the proposed method may fail to rectify 
some typewritten text with bad resolution.  
With a digital camera, the proposed rectification-recognition technique may open a 
new channel for document digitalization and understanding. Furthermore, it may be 
transplanted to some other camera sensor equipped devices such as mobile phone and 
personal digital assistant. Some more advanced techniques that are able to handle the 













In Chapter 3, a skew detection and correction algorithm is presented and it is able to 
correct skewed document images scanned using a document scanner where skew cor-
rection is carried out with a character centroid classification algorithm. In later Chap-
ter 4, a perspective rectification algorithm is designed and it is able to correct docu-
ment images with perspective distortion captured using a digital camera. The perspec-
tive distortion is removed using the vertical stroke boundaries together with the top 
line and base line of text lines. Similar to all skew and perspective distortion correc-
tion methods reported in the literature, the two algorithms described above commonly 
assume that captured document text lies on an ideal planar surface.  
Unfortunately, most of document text in the real world, such as the one on hand-held 
newspaper, on paper sheets pasted on cylindrical containers, and even those in bound 
book pages, lies not on an ideal plane but a smoothly curved surface in three-
dimension space. At the same time, unlike the scanning process where documents are 
physically flattened before the scanning process, the capturing process using a digital 
camera cannot flatten the curved documents. Consequently, the characters within the 
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same text line within captured document images lie not on a straight line but a smooth 
curve. Such geometric distortion resulting from the non-flat document surface where 
text lies brings up a new problem to existing generic OCR systems. Similar to the 
compensation of rotation-induced skew and perspective distortions, geometric distor-
tion must be removed before captured document images are fed to OCR systems. 
Few research works [1-9] to remove the geometric distortions of captured text have 
been published. The common problem of methods reported in [1-3] is that they both 
rely heavily on some specific hardware equipment. Furthermore, those specifically 
designed hardware equipments require complicated calibration and can only be oper-
ated by people with expert knowledge. In another reported method [4], it proposes to 
remove geometric distortion through three-dimension reconstruction, but the process 
is error-sensitive and requires multiple document images captured from different 
viewpoints. The methods reported in [5, 6] could be the most simple and efficient 
geometric rectification method in the literature, but its application is strictly restricted 
to the cases where document geometry can be modeled with a cylindrical surface. 
Some other related works are also reported in [7-9]. 
In this chapter, I propose to rectify document images where text lies not on an ideal 
plane but a non-flat document surface. The focus is on the situation where text lies on 
a smoothly curved surface where the orientation of text lines within the captured 
document images can be approximated with a quadratic. The rectification of geomet-
ric distortion is carried out through the segmentation of the non-flat document surface 
where text lies, which is accomplished by identified vertical stroke boundaries and the 
fitted top line and base line of text lines.  
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Compared with the reported geometric rectification methods in the literature, the pro-
posed algorithm has three advantages. Firstly, unlike some reported methods [1-3] 
that require some special hardware equipments, the proposed geometric rectification 
algorithm needs only a single document captured using a digital camera. Secondly, 
different from some reported techniques [5-6] that assume a fixed surface model, the 
proposed geometric rectification algorithm is able to deal with most of practical geo-
metric distortions where text lies on a smoothly curved document surface. Lastly, the 
proposed geometric algorithm is able to extend the squeezed text at the boundary po-
sitions, as a rough character categorization algorithm is implemented and it takes the 
character number and relative width into consideration. 
 
Figure 5.1: The definition of features of text line 
 
This Chapter is organized as follows. In Section 5.2, an overview of the proposed al-
gorithm is firstly presented. Section 5.3 and 5.4 then describe the proposed text line 
segmentation and vertical stroke boundary identification. In section 5.5, I present the 
document image segmentation algorithm using fitted top line and base line of text 
lines and processed vertical stroke boundaries. After that, a rough character classified 
algorithm is presented in Section 5.6 and it is able to classify characters into different 
categories with different width-height-ratios. Target rectangles are thus constructed 
based on character classification results. Section 5.7 then describes the proposed geo-
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metric rectification algorithm based on segmentation results and constructed target 




I proposed to rectify document images with geometric distortion through image seg-
mentation. Figure 5.2 give an overview of the proposed geometric rectification algo-
rithm. The proposed geometric rectification algorithm begins with a preprocessing 
operation, which mainly handles document binarization, text extraction, connected 
component labeling, and size filtering operations. 
I choose the quadratic to model the orientation of text lines within smoothly curved 
document images captured using a digital camera. A set of quadratics corresponding 
to the top line and base line of text lines labeled with (2) in Figure 5.1 are firstly fitted 
based on classified character eigen-points. Then some straight lines representing the 
vertical orientation of characters are fitted based on vertical stroke boundaries labeled 
with (1) in Figure 5.1. The extraction of character eigen-points and the identification 
of vertical stroke boundaries have been discussed in Chapter 3 and Chapter 4 respec-
tively. With the fitted quadratic and straight lines, non-flat document surface is parti-
tioned into multiple smaller image patches where text can be approximated to lie on a 
planar surface.  
For each partitioned image patch, a target rectangle is then constructed. The height of 
target rectangles can be commonly determined as the average size of identified verti-
cal boundary segments, while the width of the target rectangles is restored through a 
rough character classification algorithm, which is able to classifies characters into dif-
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ferent categories with different character width-height ratios based on character span, 
word-between span, character ascender & descender information, and character inter-
section number labeled with (4), (5), (6), and (7) respectively in Figure 5.1.  
With character categorization results, target rectangles can be restored based on the 
characters enclosed within the partitioned image patches and classified character 
width-height ratios. Finally, global geometric distortion is rectified through the recti-
fication of partitioned plane patches locally one by one. The related homographies are 
estimated with partitioned image patches and restored target rectangles. 
 
Figure 5.2 Overview of the proposed geometric rectification algorithm 
 
5.3 Vertical Stroke Boundary Identification 
 
In the proposed algorithm, vertical stroke boundary is a key component required for 
the rectification of document images with geometric distortion. In chapter 4, I present 
a vertical stroke boundary identification method using fuzzy sets and aggregation op-
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erator. For geometrically distorted document images where text lies on a smoothly 
curved document surface, vertical stroke boundaries can be identified in the similar 
way. Therefore, I will not elaborate vertical stroke boundary identification process in 
this chapter. 
 
5.4 Text Line Segmentation 
 
In the proposed technique, top line and base line of text lines are two important com-
ponents that are required for document image segmentation. In chapter 3, I proposed 
to use character eigen-points to fit the required top line and base line of text lines 
where character eigen-points are determined based on the straight lines fitted using 
classified character centroids. The classification of character centroids is implemented 
using a point tracing technique based on point-to-point and point-to-line distance con-
straints.  
For geometrically distorted document images, the segmentation of text lines and the 
fitting of the top line and base line can be carried out in the similar way. However, a 
few changes must be made as the top line and base line of text lines are fitted using 
not straight lines but the quadratic as given below: 
                                        2210 xaxaay ++=                                                          (5.1) 
Except the two changes that have been discussed in Chapter 4.4, one main change for 
the classification of character within geometrically distorted document images is the 
calculation of point to line distance constraint. In chapter 3, I use all classified charac-
ter centroids to fit the straight line and use the fitted straight line for tracing. But for 
document images with geometric distortion, character centroids within the same text 
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line lie not on a straight line but a quadratic, some changes must be made to adapt to 
this new environment. 
In this Chapter, I propose to use the last four classified character centroids to fit the 
straight line, as the straight line fitted using the last four character centroids are al-
ways able to predict the position of next character well. Figure 5.3 shows the classifi-
cation process where white, light gray and darker gray points represent the centroids 
of characters that belong to three different text lines. Parameter Tpl refers to the point 
to line distance threshold and so all character centroids that satisfy this constraint must 
lie within the band defined by two parallel line Lb and Lt, which are parallel and with 
the same distance, Tpl to the straight line L.  
 
Figure 5.3: Character centroid tracing process 
 
Straight line L is fitted using the last four classified character centroids (light gray 
point ⑸-⑻ in this example). If the number of classified character centroids is less 
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than four, the straight line L is defined as the one that passes through the last classified 
character centroid (light gray point ⑻ in this example) with orientation perpendicular 
to that of the straight line that is fitted using the vertical boundary segment nearest to 
the last classified character centroid. 
As shown in Figure 5.3, the light gray points ⑴-⑻ denote the classified character 
centroids where point ⑻ is the last classified character centroid. To search for the 
next character centroid that belong to the same text line as point ⑴-⑻, the straight 
line L is firstly fitted using the last four classified character centroids ⑸-⑻. Based on 
the point to line distance constraint, white points ⑽-⒃ and light gray points ⑼-⒀ are 
accordingly determined as the possible point candidates. With the point to point dis-
tance constraint, which search the points that satisfies the point to line distance con-
straint for the one that is nearest to the last classified point (point ⑻ in this example), 
the next point that can be classified to point ⑴-⑻ group is finally determined as light 
gray point ⑼. 
The value of Tpl and Tpp is very important for the performance of the proposed charac-
ter centroid classification algorithm. If Tpl is too big, character centroids belonging to 
the adjacent text lines may be falsely classified to current text line, otherwise, the trac-
ing process may be stopped before reaching the end of text line. Similarly, if Tpp is too 
big, the tracing process may overreach the characters belonging to other column, oth-
erwise, tracing may be stopped before reaching the end of text lines. In the proposed 
algorithm, the two thresholds are determined based on average size of identified verti-
cal stroke boundaries as described in Equation 5.1 and 5.2: 
                                             avgplpl VSBkT ⋅=                                                          (5.2) 
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                                         avgpppp VSBkT ⋅=                                                             (5.3) 
In the proposed system, the two parameters kpp and kpl are taken as 1 and 3 respec-
tively. 
 
Figure 5.4: Top line and base line fitting: (a) Cut word with perspective and geometric 
distortions; (b) Fitted straight line with classified character centroids; (c) Detected char-
acter eigen-points; (d) Fitted top line and base line 
 
For a word cut from a document image with perspective and geometric distortions 
shown in Figure 5.4(a), Figure 5.4(b) shows the quadratic fitted using the classified 
character centroids. With the quadratic passing through character centroids, character 
eigen-points can be detected in the similar way as described in Chapter 4. The star 
symbols in Figure 5.4(c) label the detected character eigen-points. No eigen-points are 
detected for the second “r”, as character “r” and “y” are connected and so treated as 
one character. But for the classification of detected character eigen-points and so the 
fitting of the top line and base line of text lines, the point to line distance becomes the 
point to quadratic distance for the classification of characters with geometric distor-
tion. The point to quadratic distance can be determined with the following two Equa-
tions: 
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                                                   (5.4) 
where parameters a0, a1, and a2 are determined based on classified character centroids 
using the least square method. Point <xe, ye> defines the position of detected character 
eigen-point. For document text with perspective and geometric distortions as given in 
Figure 5.4(a), Figure 5.4(d) shows the top line and base line of fitted using the eigen-
points of characters with no ascender and descender. 
 
5.5 Document Image Segmentation 
 
In this Section, I aim to segment document images with geometric distortion using the 
top line and base line of text lines and the straight line fitted using the identified verti-
cal stroke boundaries. The fitting of the top line and base line of text lines as well as 
that of the straight lines have been presented in last two sections respectively. 
The document image segmentation process can be divided into two steps. The first 
step partitions document images with geometric distortion into multiple text lines and 
it has been discussed in Chapter 5.4 with the proposed character centroid tracing algo-
rithm. The second step further segments partitioned text lines into smaller image 
patches based on the identified vertical boundary segments. Each partitioned image 
patch encloses one or more characters, which can be approximated to lie on a planar 
surface.  
Before the implementation of step two, identified vertical stroke boundaries must be 
classified to different text lines. The classification is implemented based on the dis-
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tance between the centroids of identified vertical boundary segments and the quadratic 
fitted using classified character centroids. Vertical stroke boundaries are accordingly 
attached to the text line they are closest to. Figure 5.5(a) shows the distorted word 
with fitted top line and base line and identified vertical stroke boundaries. Distorted 
characters are printed in light gray color so as to illustrate the relative positions be-
tween distorted characters and fitted top line and base line and identified vertical 
stroke boundaries. Identified vertical stroke boundaries must be processed further to 
segment distorted document images as they don’t enclose all characters captured. 
Firstly, some vertical boundary segments must be deleted if they are too close to their 
left adjacent neighbor. This deletion operation is very helpful for the facilitation of 
document segmentation as well as distortion rectification in later stages, as it de-
creases the number of partition image patches and at the same time, it increases the 
number of characters enclosed within partitioned image patches. Vertical stroke 
boundaries cannot be deleted arbitrarily. In the proposed technique, the distance 
threshold is determined as: 
                                              avgdthre VBSkD ⋅=                                                       (5.5) 
where parameter VBSavg represents the average size of identified vertical stroke 
boundaries. Parameter kd is designed to adjust the distance threshold and it is deter-
mined as 3 in the implemented system. Consequently, if the distance between two ad-
jacent vertical stroke boundaries belonging to the same text line is less than three 
VBSavg , the one on the right side will be deleted. For document text as given in Figure 
5.4(a), Figure 5.5(b) shows vertical boundary segments after the deletion operation 
where the second vertical boundary segment shown in Figure 5.5(a) is deleted. 
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In addition, for text lines that have no vertical stroke boundaries detected at their left 
or right end, a vertical boundary segment must be estimated there so that partition im-
age patches are able to enclose all characters that belong to that text line. The orienta-
tion of the estimated vertical boundary segment is estimated based on linear interpola-
tion: 







+=                                              (5.6) 
where x is x coordinates of the leftmost or rightmost text pixel and x’, x” are x coordi-
nates of centroids of two vertical boundary segments that are nearest and second near-
est to the related leftmost or rightmost text pixel. Parameters slp’ and slp’’ are slopes 
of the straight lines fitted based on the nearest and the second nearest vertical bound-
ary segments. Accordingly, the vertical boundary segment at the leftmost or rightmost 
end can be estimated as the line segment that passes through the leftmost or rightmost 
character pixel with orientation as estimated in Equation 5.2. Figure 5.5(c) shows the 
estimated vertical boundary segment at the rightmost end of distorted word as given in 
Figure 5.4(a). 
 
Figure 5.5: Document image segmentation: (a) identified vertical boundary segment and 
top & base line; (b) vertical boundary segment after deletion; (c) estimated vertical 
boundary segments at the end of text line; (d) text line segmentation results 
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For each processed vertical stroke boundary, a straight line can be fitted based on 
boundary pixels using the least square method. With the top line and base line of text 
lines and the straight lines fitted based on the processed vertical stroke boundaries, 
distorted text as shown in Figure 5.5(a) is segmented into three small patches as given 
in Figure 5.5(d). 
 
5.6 Target Rectangle Construction 
 
5.6.1 Introduction 
For each partitioned image patch, a target rectangle correspondence must be con-
structed within target image to rectify that partitioned image patch. The height of tar-
get rectangles, which is same to the height of rectified characters with no ascender and 
descender, can be commonly determined as the average size of identified vertical 
stroke boundaries. However, the width of target rectangles cannot be determined 
properly due to the perspective and geometric distortions. 
In Chapter 4, I propose to restore the target quadrilateral based on the number of char-
acter enclosed within the source quadrilateral and the common approximation of char-
acter width-height-ratio with 1. That approximation works well for the perspective 
rectification, as the source quadrilateral is processed to contain a large number of 
characters. But for document image with geometric distortion, the source quadrilateral 
generally cannot enclose too many characters, otherwise it will violate the assumption 
that segmented image patch lies on a planar surface. Consequently, the fixed character 
width-height-ratio as approximated in Chapter 4 does not work well for the construc-
tion of target rectangle. In this Section, I propose a rough character classification algo-




5.6.2 Rough Character Classification 
In this section, I describe a character categorization algorithm that is able to classify 
characters into six categories with different character width-height-ratios. The catego-
rization of characters is implemented based on multiple character features including 
character span, character ascender and descender, and intersection numbers, which are 
labeled with ⑷, ⑹, and ⑺ in Figure 5.1 respectively. 
The first feature utilized is character span and it can be calculated as the distance be-
tween two parallel straight lines tangent to the left and right sides of character with the 
same orientation as that of straight line fitted based on the nearest vertical stroke 
boundary. The second feature is character ascender and descender information and it 
can be determined based on the position of detected character eigen-points as de-
scribed in Chapter 3. The third feature is intersection number and it is equal to the 
number of intersection between character strokes and the straight lines that pass 
through the centroid of the studied character with orientation same to that of tangent 
line of the quadratic fitted using classified character centroids at the character centroid 
position. 
The character classification algorithm is as follows: 
Inputs: Binarized document image BDI; Calculated character spans CSpan;  
Ascender & descender information ADInfo; intersection numbers In-
ter 
Procedure: CC (BDI, CSpan, ADInfo, Inter)  
1) Initialize i = 1 
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2) Calculate the average character span CSpan_avg based on 
CSpan. 
3) Repeat: 
4) If Inter(i) ≥ 3 and ADInfor=1(with ascender), character is clas-
sified as ‘M’ or ‘W’. 
5)    Else if Inter(i) ≥ 3 and ADInfor=0(no ascender), character is 
classified as ‘m’ or ‘w’. 
6)    Else if ADInfor=1(with ascender) and CSpan(i) > ku·CSpan_avg, 
character is classified as A-H, J-L, N-V, or X-Z. 
7) Else if CSpan(i) > kl·CSpan_avg and CSpan(i) < ku·CSpan_avg , 
character is classified as, a-e, g-h, k, n-q, s, or u-v, or x-z 
8) Else if CSpan(i) < ks·CSpan_avg, character is classified as ‘i’, 
‘l’, ‘I’ or ‘j’. 
9) Else, character is classified as t, f, or r. 
10) i = i + 1 
11) Until i is equal to character number within BDI 
Table 5.1 shows the proposed six categories and the related character width-height 
ratios. 
Table 5.1: Character classification and related width-height ratio 
 
Classified characters Character width-height ratios (R) 
M, W 1.6:1 
m, w 1.4:1 
A-H, J-L, N-V, X-Z 1.2:1 
a-e, g-h, k, n-q, s, u-v, x-z 0.8:1 
t, f, r 0.5:1 
i, j, l, I, 0.2:1 
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To classify characters into six categories, the average character span CSpan_avg in 
Step 2) must be calculated firstly. Parameter ku,  kl, and ks in Steps 6), 7) and 8) are 
three key parameters for character classification. In our proposed technique they are 
determined as 1.2, 0.7, and 0.3 respectively based on the relative width of characters 
in different categories. 30 document images captured with a digital camera have been 
tested and the correct classification rate can reach over 98%.  
It should be clarified that the small classification errors will not lead to the obvious 
rectification and recognition errors. This is mainly due to the fact that partitioned 
small image patches generally contain more than one character. In addition, most of 
classification error occurs while classifying the uppercase characters from lowercase 
ones, but the number of uppercase characters is generally very small for most of 
document images captured using a digital camera. 
 
5.6.3 Target Rectangle Construction 
The target rectangles are restored based on the number of characters enclosed within 
partitioned image patches and the categorized character width-height-ratios. Charac-
ters within partitioned image patches can be easily counted based on the relative posi-
tions between character centroid and fitted top line, base line and two straight lines 
that are fitted using identified vertical boundary segments. With the width-height-ratio 
of each character enclosed as determined in last Section, the width of target rectangles 
and so the target rectangle can be accordingly determined. 
Similar to character span, word-between blanks as labeled with ⑸ in Figure 5.1 en-
closed within partitioned image patches must be determined as well so as to restore 
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the width-height-ratio of target rectangles. In the proposed algorithm, the word-
between blank is detected based on the distance between the centroids of two adjacent 
characters within the same text line. The distance threshold is defined based on the 
size of identified vertical stroke boundaries: 
                                        avgwbthre VBSkWB ⋅=                                                         (5.7) 
where VBSavg represent the average size of identified vertical stroke boundaries. Pa-
rameter kwb is determined as 2 because distance between adjacent characters within 
the same word is generally less than two VBSavg.  
With detected word-between blanks, the word-between span can be calculated and 
width-height-ratio between word-between spans and target rectangle height can be 
determined based on the relation between calculated word-between spans and the av-
erage character span CSpan_avg. 




=                                                               (5.8) 
where parameter WB represents the calculated word-between span and R refers to the 
ratio between WB and the height of target rectangles VSBavg. 
 
Figure 5.6: Geometric distortion rectification: (a) constructed target rectangles; (b) rec-
tified document text 
 
The width of target rectangles can thus be determined as: 







                                                                (5.9) 
 96
where VBSavg represent the average size of identified vertical boundary segments and 
parameter n represents the number of characters and word-between spans enclosed. 
Parameter Ri refers to width-height-ratios of characters and word-between blanks 
within the partitioned image patches. Figure 5.6(a) shows the constructed target rec-
tangles corresponding to segmented image patches as shown in Figure 5.5(d). 
 
5.7 Perspective and Geometric Distortion Rectification 
 
With the correspondence between segmented image patches as shown in Figure 5.5(d) 
and constructed target rectangles as shown in Figure 5.6(a), document images with 
perspective and geometric distortions can be rectified patch by patch using the four 
point mapping algorithm, where the homography between distorted view and front-
parallel view of document images can be estimated as follows: 
RAH ⋅= −1                                                       (5.10) 
where H is the homography matrix and matrices A, R are constructed using four point 
































































































































































H       (5.11) 
where 3×3 homography matrix is expressed in vector form and h33 is equal to 1 under 
homogeneous frame. Four point correspondences {(xi, yi), (x′i, y′i)}, i = 1, …, 4, are 
 97
taken as the four vertices of the segmented image patch and constructed target rectan-
gle. Figure 5.6 (d) gives the rectified document text. 
Figure 5.7 shows the rectification process where document image with perspective 
and geometric distortions shown in Figure 5.7(a) is captured using a digital camera. 
With the proposed vertical stroke boundary identification method introduced in Chap-
ter 4, vertical stroke boundaries are identified and Figure 5.7(b) gives identified verti-
cal stroke boundaries. Detected character eigen-points can be detected and classified 
as described in Chapter 3. Figure 5.7(c) gives the top line and base line of text lines 
fitted using classified character eigen-points. With identified vertical stroke bounda-
ries and fitted top line and base line, distorted document image shown in Figure 5.7(a) 
is segmented into small patches as shown in Figure 5.7(d). 
Target rectangles can thus be constructed based on characters enclosed within parti-
tioned image patches and categorized character width-height-ratios. Target rectangles 
are arranged horizontally line by line where the bottom edge of all rectangles belongs 
to the same text line lies on same horizontal line and the adjacent rectangles share a 
common vertical edge. Figure 5.7(e) shows the constructed target rectangles. With 
segmented small image patches and constructed target rectangles, distorted document 
image shown in Figure 5.7(a) is finally rectified patch by patch using estimated ho-
mographies. Figure 5.7(f) gives rectified document image. 
It should be noted that character ascender and descender are actually above or below 
of segmented small patches as shown in Figure 5.5(d). Therefore, these character as-
cender and descender will disappear in the rectified document image if the transfor-
mation is conducted within target rectangles. To rectify character ascender and de-
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scender correctly, the transformation must be extended above and below a bit and the 
extension range is defined as: 
                                       avge VBSkE ⋅=                                                                (5.12) 
where VBSavg represent the average size of identified vertical boundary segments. Pa-
rameter ke is designed to adjust extension range. It is defined as 0.5 so that transforma-
tion extension is able to cover character ascender and descender and at the same time, 
it will not reach adjacent text lines. 
Non-text document components such graphics and mathematical equations can be 
partitioned as well. The position and orientation of parabolas can be estimated through 
linear interpolation based on the relative position and orientation between these com-
ponents and the extracted text lines. The position and orientation of vertical straight 
lines can be directly fitted based on the vertical boundary segments identified from the 
text line that is nearest to the related non-text components. The target rectangles can 
be determined with the same width-height-ratio to that of the segmented small patches 
of the nearest text line. The middle parts in Figure 5.7(d) and (e) shows the partitioned 
small patches of embedded graphic components and constructed target rectangles 
where the vertical straight lines as well as target rectangle width-height-ratio are di-
rectly imported from the first text line below the graphic component. 
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Figure 5.7: Perspective and geometric distortion rectification: (a) distorted document 
image; (b) identified vertical stroke boundaries; (c) fitted top line and base line; (d) seg-
mented image patches; (e) constructed target rectangles; (f) rectified document image 
 
5.8. Experiment Results 
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The rectification system has been implemented based on the methods described above. 
Experimental results show that the proposed method can rectify document images 
with perspective and geometrid distortions efficiently. The programs are written in 
C++ and run on a personal computer equipped with Window XP and Pentium 4 CPU. 
The system was evaluated with an image database that contains 50 distorted document 
images that are captured from different viewpoints and have different geometric dis-
tortions. All documents are captured as color images, and then converted into gray-
scale. At the present stage, the average rectification process takes around 7 seconds 
for document images with size 640×480. 
Compared with the techniques in [11-15] that can only rectify perspective distortion 
and the ones in [1-3] that can only handle geometric distortion, the proposed tech-
nique is able to deal with both perspective and geometric distortions automatically. 
For perspective rectification, as the proposed method extracts features directly from 
character strokes, it is much more robust than those reported in [11, 13] that require 
high-contrasted document boundary or some specific paragraph formatting that do not 
always exist within captured document images.  
 
Figure 5.8: Experiment results: (a) document image with perspective distortion; (b) rec-
tified document image 
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For geometric rectification, unlike the methods reported in [1−3] that require special 
hardware and complicated calibration processes, the proposed technique needs only a 
single document image captured by a digital camera.  Thus, it is much easier to be 
implemented and utilized by novice users. At the same time, the proposed method is 
more robust than the one reported in [4], which requires error-sensitive 3D reconstruc-
tion with multiple images captured from different viewpoints. Finally, the proposed 
technique is generally much faster for geometric rectification than those reported in 
[1-4]. The related experiment results are presented in the following paragraphs. 
The rectification method described in this Chapter is able to deal with document im-
ages with only perspective distortion. Vertical boundary segments can be identified in 
similar way. However, the top line and base line of text lines are not parabolas but 
straight lines for perspectively distorted document images. I differentiate perspec-
tively distorted document images from perspectively and geometrically distorted ones 
based on the fitting error, which can be evaluated with the fitting correlation coeffi-
cient based on the least square method. In the proposed method, the coefficient thresh-
old is defined as 0.98. Accordingly, document images are considered to contain only 
perspective distortion if correlation coefficient is bigger than 0.98, otherwise they are 
considered to contain both perspective and geometric distortions. Though the docu-
ment images with only perspective distortion can be restored more efficiently using 
the method presented in Chapter 4, they can also be restored using the method de-
scribed in this Chapter with a bit more computation. For perspectively distorted 
document image shown in Figure 5.8(a), Figure 5.8(b) shows the rectified one with 
bounding boxes labeling falsely recognized characters. 
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The proposed rectification method can deal with text with different fonts. Figure 5.9(a) 
shows one distorted document image where text lies on the concave surface of a verti-
cally curved paper sheet. The text within this image comprises two paragraphs sepa-
rated by a mathematical equation, among which the upper paragraph is printed using 
“Arial” font and the lower one printed using “Verdana” fonts. Figure 5.9(b) shows the 
rectification result based on the proposed rectification method where bounding boxes 
label falsely recognized characters. 
 
Figure 5.9: Experiment results: (a) document image with perspective and geometric dis-
tortions; (b) rectified document image 
 
The proposed rectification method can deal with text with different sizes as well. Gen-
erally, the size of characters within the captured document image depends not only on 
the real size of characters but also on camera parameters including its position and 
orientation. The text with different sizes has been tested and the rectification results 
are fairly good unless characters are so small that desired vertical boundary segments 
cannot be identified properly. Figure 5.10(a) shows a document image where text lies 
on the convex surface of a horizontally curved paper sheet. The text consists of eight 
text lines with the first four printed with smaller size and the last four printed with 
bigger size. Figure 5.10(b) shows rectification result based on the proposed rectifica-
tion method where bounding boxes label falsely recognized characters. 
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Figure 5.10: Experiment results: (a) document image with perspective and geometric 
distortions; (b) rectified document image 
 
For some geometric distortions where the orientation of text lines cannot be fitted 
with a single parabola, I propose to segment the text line into multiple sections and 
approximate the orientation of each section with a single parabola. I propose to seg-
ment text lines based on the normalized vertical offset, which is defined as: 








)'(1                                            (5.13) 
where n is the number of boundary pixels used for curve fitting. Parameter yi is y co-
ordinates of the ith boundary pixel and parameter yi’ is the y coordinate of intersection 
point between fitted parabola and straight line x = xi where xi is the x coordinate of the 
ith boundary pixel.  
In the proposed algorithm, the threshold is defined as 1. Normalized vertical offset is 
then calculated and if it is bigger than 1, I segment text line into two equal sections 
and calculate the offset again. The segmentation proceeds until the vertical offset is 
less than 1. For geometrically distorted document image shown in Figure 5.11(a), 
Figure 5.11(b) shows rectification result where the orientation of each text line is ap-
proximated with two parabolas. The bounding boxes in Figure 5.11(b) label the 
falsely recognized characters. 
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Figure 5.11: Experiment results: (a) document image with perspective and geometric 
distortions; (b) rectified document 
As one important application of the proposed rectification method is to facilitate text 
recognition, the recognition rate of rectified document images is an issue of concern. 
The recognition rate is tested using the 50 distorted document image samples. To 
study the relation between recognition rate and character size, I varied character size 
through image resizing operation where character size is represented with the average 
size of identified vertical boundary segments. The recognition rate is tested using the 
OCR software Cuneiform Pro 6.0 [45] and Figure 5.12 shows recognition results 
 105
where character sizes presented below x coordinate are not exact but approximate val-
ues. 
The recognition rate of three groups of images printed with “Arial”, “Verdana”, and 
“Times New Roman” fonts are shown with three curves labeled with pentagram, 
square, and diamond symbols respectively. As Figure 5.12(a) shows, the average rec-
ognition rates of 30 distorted document images are less than 5%. This result can be 
expected since generic OCR systems cannot deal with perspective and geometric dis-
tortions well.  
 
Figure 5.12: Recognition rate comparison: (a) recognition rate before rectification; (b) 
recognition rate after rectification 
For the recognition result of rectified document images as shown in Figure 5.12(b), 
there is no big change for the recognition rate when text size is over 10. However, the 
recognition rate deteriorates quickly after text size is less than 10 pixels. This is due to 
the fact that some vertical boundary segments required for document segmentation 
cannot be identified properly from small-sized characters. For different text fonts, the 
recognition rate of text printed in “Arial” and “Verdana” are generally higher than that 
of text printed in “Time New Roman”. This result can be explained by the patterns of 
character strokes printed in “Time New Roman” where strokes generally have a hori-
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zontal head at their end positions, which introduces a small error to identified vertical 
boundary segments and so to the vertical character orientation estimated. 
 
5.9 Summary  
 
In this Chapter, a computationally efficient technique is proposed to rectify document 
images with perspective and geometric distortions captured using a digital camera in 
three-dimension space. The rectification is carried out through image segmentation, 
which is implemented with identified vertical stroke boundaries and the top line and 
base line of text lines that are fitted based on classified character eigen-points. Differ-
ent from reported rectification methods that depend heavily on special hardware 
equipments or complicated 3D reconstruction with multiple document images cap-
tured from different viewpoints, the proposed rectification technique needs only a sin-
gle document image captured by a digital camera.  
Experimental results show that rectification process is fast, accurate, and robust. 
While working well on document images where text lies on plane or smoothly curved 
surfaces, the proposed method cannot handle arbitrarily distorted document images 
such as the image of rubbed paper sheets at the present stage. This is mainly due to 
the fact that some characters may lie on two or more differently orientated planes and 
so violates the assumption on approximating partitioned document surfaces with mul-
tiple plane patches. 
With a digital camera, the proposed perspective and geometric rectification technique 
may open a new channel for document digitalization and understanding. Furthermore, 
it may be transplanted to some other devices that are equipped with camera sensor 
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such as mobile phone and personal digital assistant for document capturing and un-
derstanding. Accordingly, these potable devices may only need to store and transmit 
recognized small-size ASCII text instead of captured large-sized document images. In 
the future work, some more advanced techniques that are able to handle arbitrarily 
distorted document images will be exploited. In addition, the hardware implementa-





























Chapter 6  





With the fast explosion of document media, more and more documents are produced 
in the daily life. Produced documents are often captured and converted to machine-
editable text (ASCII or Unicode) to facilitate their storing, editing, retrieval, and even 
transmission through a computer or computer network. The conversion generally re-
fers to the OCR process and it can be divided into two phases, which deal with the 
analysis and understanding of captured document images respectively. 
Document images generally contain various distortions that are introduced during the 
capturing process using a document scanner or digital camera. Traditionally, docu-
ment distortions must be removed during document analysis stage, as they may dete-
riorate the performance of document understanding seriously. Some approaches [1-16] 
have been proposed in the literature for the detection and correction of document dis-
tortions. However, the distortion detection and correction greatly slow down the rec-
ognition process, as they nearly always involve the time-consuming image transfor-
mations at the final stage. Some recognition techniques that are tolerant to document 
distortions will be accordingly much more preferred. 
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In this Chapter, a novel document text recognition algorithm is presented. The distinct 
feature of the proposed algorithm is that it is tolerant to various document distortions 
including rotation-induced skew, perspective distortion, and geometric distortion. The 
proposed algorithm is based on a set of perspective invariant features that characterize 
the shape property of different characters. Captured characters are firstly segmented 
through a binarization process. For correctly segmented characters, some of them are 
classified through a character categorization process and the rest are then classified 
based on the distance between detected invariants and the standard invariant templates. 
The falsely segmented characters are finally classified through dissection based on the 
component span. 
This chapter is organized as follows: In Section 6.2, the overview of the proposed rec-
ognition algorithm is presented. Section 6.3 and 6.4 briefly describe the text line seg-
mentation and vertical stroke boundary identification processes, which have been dis-
cussed in Chapter 3 and Chapter 4 with more details. In Section 6.5, character classi-
fication process is presented and it is carried out through a character categorization 
process represented with a tree structure, which fully exploits the perspective invari-
ant features extracted from character strokes. Section 6.6 discusses the proposed rec-
ognition algorithm. Finally, some concluding remarks are drawn in Section 6.6. 
 
6.2 Overview of the Proposed Algorithm 
 
The proposed document text recognition algorithm begins with a preprocessing opera-
tion, which mainly handles document binarization, text extraction, connected compo-
nent labeling, and size filtering operations. Labeled binary characters that belong to 
different text lines are then classified based on the document formatting where charac-
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ters are generally arranged closely line by line. After that, a set of perspective-
invariant image features including character ascender and descender, character Euler 
number, relative character span, horizontal and vertical intersection numbers, and ver-
tical stroke boundary number and position are extracted. 
 
Figure 6.1: Overview of the proposed recognition algorithm 
 
Segmented components are firstly classified based on their span. The components 
with span within a specific range are determined as correctly segmented character 
candidates, which are fed to character categorization module for recognition and then 
to distance minimization module if the categorization process fails. For components 
with a large span that cannot be a single character, a simple dissection is carried out to 
cut the components to several parts based on the size of calculated span. The cut com-
ponents are then passed to the categorization and distance minimization modules for 
recognition. In Figure 6.1, an overview of the proposed document text recognition al-
gorithm is given.  
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6.3 Text Line Segmentation 
 
Text line segmentation is implemented with a point tracing algorithm, which exploits 
the text formatting including point to point distance and point to line distance con-
straints. In this Chapter, text line segmentation intends to classify characters into dif-
ferent text lines and so interpret the physical structure of captured document images. 
With the classified character centroids, multiple straight lines representing the orienta-
tion of text lines can be fitted using the least square method. The detailed description 
of the text line segmentation method has been presented in Chapter 3. 
 
6.4 Vertical Stroke Boundary Identification 
 
Vertical stroke boundary represents the vertical orientation of characters and its iden-
tification is carried out using some fuzzy set and aggregation operators. Vertical 
stroke boundary is an important perspective invariant feature that is required for the 
classification of characters with perspective and geometric distortion in the proposed 
algorithm. The identification of vertical stroke boundary has been discussed in detail 
in Chapter 4. 
 
6.5 Character Recognition 
 
6.5.1 Introduction 
The detailed procedure of the text recognition algorithm is presented in this Section. 
In particular, this section can be divided into a few subsections, which deal with the 
extraction of perspective-invariant image features, the construction of character cate-
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gorization process represented with a tree structure based on extracted invariant fea-
tures, and the final recognition of captured document text with perspective and geo-
metric distortions. 
 
6.5.2 Perspective Invariant Extraction 
This section mainly describes the required perspective invariant features and the re-
lated extraction procedures. The invariant features utilized in the proposed algorithm 
include character ascender and descender, character Euler number, relative character 
span, horizontal and vertical intersection numbers, the number and position of identi-
fied vertical stroke boundaries. Extracted invariant features will be utilized for the 
construction of character categorization process, character feature vector, and post-
processing in later stages. 
As the proposed perspective invariants are heavily dependent on the pose of charac-
ters captured, the rough orientation of document text must be determined first before 
the feature extraction processes. Character pose can be roughly divided into two cate-
gories where the vertical orientation of characters in the first category varies within 
the range [-90º 90º]. The vertical orientation of characters in the second category is 
small than -90º or bigger than 90º and so, characters with such orientation are in fact 
upside down. The rough orientation of characters in vertical direction can be roughly 
determined based on the number of character ascender and descender, the detection of 
which has been discussed in Chapter 3 
 
6.5.2.1 Character Ascender and Descender Classification 
Character ascender and descender information is an important and robust image fea-
ture that can be utilized for character classification. I treat character ascender and de-
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scender information as a perspective invariant, as character ascender and descender 
always extend beyond the top line and base line of text lines and this is not affected by 
perspective or geometric distortion studied. The detection of character ascender and 
descender has been discussed in Chapter 3, where ascender and descender are de-
tected through the classification of character eigen-points. Characters are determined 
to have ascender or descender if the distance between character eigen-points and the 
straight line fitted using classified character centroids is bigger than a predefined 
value. 
Table 6.1: Character classification based on character ascender and descender 
 
Ascender and descender information Classified characters Assigned feature number 
With ascender b, d, f, h, k, l, t, A-Z 1 
Without ascender and descender a, c, e, i, m-o, r-s, u-x, z 0 
With descender g, j, p, q, y -1 
 
Based on the determined character ascender and descender information, characters 
can be classified into three categories as shown in Table 6.1. It should be clarified that 
the point stroke in character “i”, and “j” has been filtered out with the size filter im-
plemented in preprocessing stage. The performance of the proposed character as-
cender and descender detection method has been evaluated in Chapter 3 using the 
constructed document image database. The assigned feature numbers will be utilized 
for character classification in later stage. 
 
6.5.2.2 Character Euler Number Classification 
The Euler number [112] of binary characters is defined as the number of connected 
stroke components minus the number of holes. 
                                               HCE −=                                                                (6.1) 
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where E, C, H, represent the numbers of Euler number, connected components and 
holes. 
Table 6.2: Character classification based on Euler number 
 
Euler number Classified characters Assigned feature number 
-1 B/g 1 
0 a-b, d-e, g, o-q, A, D, O-R 0 
1 c, f, h-n, r-z, C, E-N, S-Z -1 
 
The Euler number provides a robust image feature that is invariant to perspective or 
geometric distortion studied and it can be calculated through the analysis of local 
structure. Based on the Euler number feature, characters can be classified into three 
categories as shown in Table 6.2. It should be classified that the Euler number of char-
acter “g” varies with different text fonts. 
Table 6.3: Character classification based on hole positions (ML: straight 
line passing character centroids) 
 
Hole position Classified characters Assigned feature number 
Above the ML e, A, D, O-Q, R 1 
Unsure b, d, o, p, q 0 
Below the ML a -1 
 
Based on the relative position between the holes and the straight line fitted using clas-
sified character centroids, characters can be further classified into the following three 
classes as shown in Table 6.3. It should be noted that for uppercase character “B”, one 
of its holes is definitely above the fitted straight line. And for lowercase character “g” 
printed in specific font when it has two holes, one of its holes is definitely below the 
base line. The ML in Table 6.3 refers to the straight line fitted using classified charac-
ter centroids. 
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The proposed character categorization algorithm based on Euler number is tested us-
ing a document image database that contains 50 document images with perspective 
and geometric distortions. The image samples are captured using a generic digital 
camera with different resolutions. The text with different fonts including “Arial”, 
“Verdana”, and “Time New Roman” are tested within 50 sample images. Experimen-
tal results show that Euler number detection rate can reach nearly 100% provided that 
the angle between document norm and camera principal axis is not too big. At the 
same time, the hole positions categorized in Table 6.3 can be robustly detected as well. 
 
6.5.2.3 Character Span Classification 
Character span is defined as the distance between two parallel straight lines with the 
orientation same to that of straight line fitted based on the nearest vertical stroke 
boundary. The two parallel lines are tangent to the left and right sides of studied char-
acter. The definition as well as the calculation of character span has been presented in 
Chapter 5, where character span is utilized for a rough classification of characters cap-
tured. 
Character span by itself is not perspective invariant. However, the relative span be-
tween different characters within the same document image captured using a digital 
camera is roughly invariant to perspective and geometric distortion studied. In the 
proposed algorithm, the relative span is defined as: 




SpanRSpan =                                                            (6.2) 
where Spani is the actual span of ith character studied. Spanavg is the average character 
span, which is defined as the average of all character spans calculated. 
Table 6.4: Character classification based on character span 
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Relative character span Classified characters Assigned feature number
Span < 0.3·Spanavg i, j, l, I -1 
0.3·Spanavg ≤ Span < 0.7·Spanavg t, f, r, J 0 
Span  ≥ 0.7·Spanavg a-e, g-h, k, m-q, s, u-z, A-H, K-Z 1 
 
Based on the relative character span, characters can be classified to three categories as 
shown in Table 6.4. The proposed character categorization algorithm based on charac-
ter span has been tested using a document image database as described in Section 
6.5.1.2. Experimental results show that the correction rate of the proposed character 
categorization algorithm can reach over 99%. 
 
Figure 6.2 Definition of horizontal and vertical intersections 
 
6.5.2.4 Character Intersection Classification 
Intersection number is defined as the number of intersections between character 
strokes and a straight line that passes through character strokes. Similar to the Euler 
number, the intersection numbers defined is invariant to perspective and geometric 
distortion as well, as character strokes will not disappear with perspective or geomet-
ric distortions. In the proposed algorithm, five horizontal intersection numbers and 
three vertical intersection numbers are utilized to classify characters. Figure 6.2 gives 
the definition of the horizontal and vertical intersection numbers. 
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Table 6.5: Character classification based on intersection numbers (VL, VM, VR: Vertical 
intersection number; HU, HT, HM, HL, HB: Horizontal intersection numbers) 
 
 a/A b/B c/C d/D e/E f/F g/G h/H i/I j/J k/K l/L m/M 
VL ?/1 2/3 2/2 2/2 3/3 ?/? ?/2 1/1 ?/? ?/? ?/? ?/1 1/1 
VM 3/2 2/3 2/2 2/2 3/3 2/2 ≥3/2 1/1 1/1 1/1 ?/? 1/1 1/1 
VR ?/1 2/? 2/2 2/2 3/3 ?/? ≥3/3 1/1 ?/? ?/? 2/2 ?/1 1/1 
HU 1/2 1/2 1/2 1/2 1/1 1/1 1/2 1/2 1/1 1/1 1/2 1/1 ?/? 
HT 2/2 2/? ?/1 2/2 2/1 1/1 2/? 2/2 1/1 1/1 2/? 1/1 3/3 
HM ?/2 2/2 1/1 2/2 1/1 1/1 2/2 2/2 1/1 1/1 ?/2 1/1 3/4 
HL 2/2 2/2 1/2 2/2 1/1 1/1 ?/2 2/2 1/1 1/1 2/2 1/1 3/? 
HB 2/2 1/1 1/1 ?/1 1/1 1/1 ?/1 2/2 1/1 1/1 2/2 1/1 3/3 
 n/N o/O p/P q/Q r/R s/S t/T u/U v/V w/W x/X y/Y z/Z 
VL 1/1 2/2 2/2 2/2 1/2 3/3 1/1 1/1 1/1 1/1 2/2 2/1 3/3 
VM 1/1 2/2 2/2 2/2 1/? 3/3 1/1 1/1 1/1 1/1 1/1 ?/1 3/3 
VR 1/1 2/2 2/2 2/3 1/? 3/3 1/1 1/1 1/1 1/1 2/2 1/1 3/3 
HU ?/2 1/2 1/2 1/2 1/2 1/2 1/1 2/2 2/2 3/? 2/2 2/2 1/1 
HT 2/3 2/2 2/2 2/2 1/? ?/1 1/1 2/2 2/2 ?/4 2/2 2/? 1/1 
HM 2/3 2/2 2/1 2/2 1/2 1/? 1/1 2/2 2/2 4/4 ?/2 2/1 1/1 
HL 2/3 2/2 2/1 2/2 1/2 ?/2 1/1 2/2 2/2 4/4 2/2 ?/1 1/1 
HB 2/2 1/1 ?/1 ?/? 1/2 1/1 1/1 ?/1 1/1 2/2 2/2 1/1 1/1 
For document text with skew or perspective distortions, the orientation of the five 
straight lines in horizontal direction is defined as that of the straight lines that are fit-
ted using the centroids of characters that are classified to the text line where studied 
character lie. The first horizontal line segment as labeled with Hb in Figure 6.2(a) lie 
at the base line position of the studied character and the second one labeled with Hm 
lie in the middle of the top line position and Hb. The third line segments as labeled 
with Hh in Figure 6.2(a) lies in the middle of the top line segment and Hm and the 
fourth one labeled with Hl in Figure 6.2(a) lies in the middle of Hm and Hb.. Finally, 
the fifth straight line as labeled with Ht in Figure 6.2(a) lies in the middle of the top 
line segment and the straight line segment passing through the topmost character pixel 
with orientation same to that of Hm. For character with no ascender, Ht lies at the top 
line position. 
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For document text with geometric distortion where the orientation of text lines can be 
modeled with a quadratic, the orientation of five straight line utilized in horizontal 
direction is defined as that of the quadratic tangent line at the studied character cen-
troid position where the quadratic is fitted using the centroid of characters that are 
classified to the text line where studied character lies. 
For the three straight line segments in vertical direction, the orientation of them is de-
fined as that of the straight lines that are fitted using the identified vertical stroke 
boundary that is nearest to the studied character. Among the three vertical straight line 
segments, one of them as labeled with Vm in Figure 6.2(b) lies in the middle of two 
tangent lines on the left and right sides with orientation as determined above, while 
the other two as labeled with Vl and Vr lie in the middle of Vm and two tangent lines at 
both sides. The intersection numbers in horizontal and vertical directions are given in 
Table 6.5 where the symbol “?” means that the intersection number at that position is 
not required or cannot be certainly determined due to the character font or noise. 
The intersection position is defined as the topmost character pixel where character 
strokes and proposed straight line overlay. The intersection position, especially the 
vertical intersection position in the middle place, is very important in some cases for 
the correct character classification. In the proposed algorithm, only vertical intersec-
tion position of characters in the middle place where two or less vertical intersections 
occur is required for character classification. With such intersection position, charac-
ters can be classified into four categories as given in Table 6.6. The classification of 
middle intersection position is very helpful for the classification of character pairs in-
cluding “un”, “ft”, and “LT”. 
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6.5.2.5 Character vertical stroke boundary classification 
The last perspective invariant is the number and position of vertical stroke boundaries, 
the extraction of which has been described in Chapter4. Vertical stroke boundary is 
invariant to perspective distortion, as straight line remains straight during perspective 
capturing process. At the same time, for document images with geometric distortion 
where document text is assumed to lie on a smoothly curved surface, each individual 
character can be approximated to lie on a small planar patch. Consequently, the de-
sired vertical stroke boundary within geometrically distorted document image re-
gresses roughly to a straight line as well. 
Table 6.6: Character classification based on intersection position classification 
 
Intersection position Classified characters Assigned feature number
One intersection above the centroid h, n, r, w, H, N, T, W-Y 1 
One intersection below the centroid u, v, y, L-M, U-V, -1 
Two intersections above and below the 
centroid b, c, d, o, p, q, t, A, C-D, G, O, Q 
0 
Two intersections above the centroid f, F, P, R 2 
 
Extracted vertical stroke boundaries can be divided based on the relative position be-
tween vertical stroke boundaries and the character from which vertical stroke bounda-
ries are extracted. Vertical stroke boundaries can be divided into two categories where 
one category comprises of the ones extracted from left-side character strokes and the 
other category consists of the ones extracted from right-side character strokes. The 
relative position between identified vertical stroke boundaries and the related charac-
ter can be determined based on the relative positions between their centroids.  
Table 6.7: Character classification based on the number and position of vertical stroke 
boundaries (VSB: Vertical stroke boundary) 
 
Character VSB patterns Classified characters Assigned feature number 
Two uppercase VSB on both sides l, H-J, L, M-N, T-U 3 
One uppercase VSB on left side b, h, k, B, D-F, K, P, R; d 2 
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One uppercase VSB on right side d 1 
No VSB a, c, e, g, o, s, v-z, A, C, G, O, Q, S, V-Z 0 
Two middle VSB on both sides f, i-j, m-n, r, t-u -1 
One lowercase VSB on left side p -2 
One lowercase VSB on right side q -3 
 
Vertical stroke boundaries extracted from one specific side of characters can be fur-
ther divided into three categories. These vertical stroke boundaries within three cate-
gories are extracted from character ascender stroke, character descender stroke, and 
character stroke between the top line and base line respectively. The first two category 
vertical stroke boundaries can be detected based on character ascender and descender 
information, which has been determined in Chapter 3. 
Based on the pattern of vertical stroke boundaries, characters can be classified into 
five categories as shown in Table 6.7. It should be noted that vertical stroke bounda-
ries identified as described in Chapter 4 must be processed further before used for text 
recognition. More specifically, for each character, at most two vertical stroke bounda-
ries, if they exist, can be kept and they correspond to the leftmost and rightmost verti-
cal stroke boundaries respectively. Consequently, though more than two vertical 
stroke boundaries may be identified from character “m”, I only keep the leftmost and 
rightmost ones. In addition, character “h” is a special character, as two vertical stroke 
boundaries can be extracted from it with the left one from ascender stroke and the 
right one from the stroke between the top line and base line. 
 
Table 6.8: Character feature vector templates (AD: Ascender and descender information; EU: 
Euler number; HP: Hole positions; SP: Character span; VL, VM, VR, HU, HT, HM, HB, 
HL: Vertical and horizontal intersection numbers; VSB: Vertical stroke boundaries) 
 
 AD EU HP SP VL VM VR HU HT HM HL HB IP VSB
a/A 0/1 0/0 -1/1 1/1 ?/? 3/2 ?/? 1/2 ?/? ?/? ?/2 2/2 ?/2 0/0 
b/B 1/1 0/-1 0/? 1/1 ?/3 2/3 2/? 1/2 1/2 2/? 2/2 2/2 0/? 1/1 
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c/C 0/1 -1/-1 ?/? 1/1 2/2 2/2 2/2 1/2 ?/? 1/1 ?/? 1/1 0/0 0/0 
d/D 1/1 0/0 0/1 1/1 2/2 2/2 2/2 1/2 ½ 2/2 2/2 ?/1 0/0 1/2 
e/E 0/1 0/-1 1/? 1/1 3/3 3/3 3/3 1/1 ?/1 ?/1 ?/1 1/1 ?/? 0/1 
f/F 1/1 -1/-1 ?/? 0/1 1/2 ?/2 ?/? 1/1 1/1 1/1 1/1 1/1 2/2 -1/2
g/G -1/1 0/-1 ?/? 1/1 ?/2 ≥3/2 ≥3/? 1/2 2/? 2/? ?/? ?/1 ?/? 0/0 
h/H 1/1 -1/-1 ?/? 1/1 1/1 1/1 1/1 1/2 1/2 2/? 2/2 2/2 1/1 1/3 
i/I 0/1 -1/-1 ?/? -1/-1 ?/? 1/1 ?/? 1/1 1/1 1/1 1/1 1/1 ?/? -1/3
j/J -1/1 -1/-1 ?/? -1/0 ?/? 1/1 ?/? 1/1 1/1 1/1 1/1 1/1 ?/? -1/2
k/K 1/1 -1/-1 ?/? 1/1 ?/? ?/? ?/? 1/2 ?/2 ?/? 2/2 2/2 ?/? 2/2 
l/L 1/1 -1/-1 ?/? -1/1 ?/1 1/1 ?/1 1/1 1/1 1/1 1/1 1/1 ?/? 3/3 
m/M 0/1 -1/-1 ?/? 1/1 1/1 1/1 1/1 ?/? ?/? 3/4 3/? 3/3 ?/-1 -1/3
n/N 0/1 -1/-1 ?/? 1/1 1/1 1/1 1/1 ?/2 2/3 2/3 2/3 2/2 1/1 -1/3
o/O 0/1 0/0 0/1 1/1 2/2 2/2 2/2 1/2 2/2 2/2 2/2 1/1 0/0 0/0 
p/P -1/1 0/0 0/1 1/1 ?/? 2/2 2/2 1/2 2/2 2/2 1/1 ?/1 0/2 -2/2
q/Q -1/1 0/0 0/1 1/1 2/2 2/2 ?/3 1/2 2/2 2/2 1/2 ?/? 0/0 -3/0
r/R 0/1 -1/0 ?/1 0/1 1/? 1/? 1/? 1/2 ?/2 1/? 1/2 1/2 1/2 -1/2
s/S 0/1 -1/-1 ?/? 1/1 3/3 3/3 3/3 1/? ?/? 1/1 ?/? 1/1 ?/? 0/0 
t/T 1/1 -1/-1 ?/? 0/1 1/1 2/1 2/1 1/1 1/1 1/1 1/1 1/1 0/1 -1/3
u/U 0/1 -1/-1 ?/? 1/1 1/1 1/1 1/1 2/2 2/2 2/2 2/2 ?/1 -1/-1 -1/3
v/V 0/1 -1/-1 ?/? 1/1 1/1 1/1 1/1 2/2 2/2 2/2 2/2 1/1 -1/-1 0/0 
w/W 0/1 -1/-1 ?/? 1/1 1/1 1/1 1/1 3/? ?/? 4/4 ?/? 1/1 1/1 0/0 
x/X 0/1 -1/-1 ?/? 1/1 2/2 1/1 2/2 2/2 2/2 1/1 2/2 2/2 ?/1 0/0 
y/Y -1/1 -1/-1 ?/? 1/1 2/2 1/1 1/1 2/2 2/2 2/1 1/1 1/1 -1/1 0/0 
z/Z 0/1 -1/-1 ?/? 1/1 3/3 3/3 3/3 1/1 1/1 1/1 1/1 1/1 ?/? 0/0 
 
6.5.3 Character Classification based on Perspective Invariants 
With the perspective invariant features discussed in Section 6.5.1, each character can 
be represented with a unique vector template that is composed of all invariant features 
as shown in Table 6.8 where the feature values are assigned feature numbers as given 
in Table 6.1-6.7. The classification of document text with perspective and geometric 
distortions thus becomes a searching process. For each correctly segmented character, 
all perspective invariant features can be determined as described in Section 6.5.1 and 
the character can accordingly be classified through comparing the calculated feature 
vector and the constructed vector templates. 
However, some perspective invariants may not be always properly determined as 
evaluated in Section 6.5.1. More specifically, perspective invariants AD, EU, HP, VM, 
HM are generally much more robust compared with SP, VL, VR, HU, HT, HL, HB, 
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VSB features. Furthermore, it generally does not require all 14 invariant features to 
classify one Roman letter from others and most of letters can be classified using just a 
few invariant features. Therefore, we propose to identify characters through character 
categorization represented using a tree structure, which incorporate all extracted per-
spective invariant features and the related classification rules. Figure 6.3 and 6.4 give 
the proposed character categorization process represented with a tree structure. 
 
Figure 6.3 Classification of characters with no ascender 
The text enclosed with rectangles represents the character candidates that require fur-
ther classification. The uppercase text lying below rectangles refers to the invariant 
features that can be utilized for the classification of characters within the rectangle 
directly above itself. As shown in Figure 6.3, the rectangle on the top tier encloses all 
58 Roman characters. With character ascender and descender feature labeled with AD 
under the top rectangle, all 58 characters can be classified to three categories: one 
consisting of characters with ascender, one consisting of character with descender, 
and one consisting of character with neither ascender nor descender. Classified char-
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acters within the rectangles in the second tier are then classified further using some 
other invariants until one rectangle contains only one character at the end. 
 
Figure 6.4 Classification of characters with ascender 
 
The main principle for the construction of character categorization process is to utilize 
the invariant features from the most robust to the least robust one, which can be ar-
ranged in the order: AD, EU, HP, IP, HM, VM, VL, VR, HU, HB, HT, HL, SPAN, 
VSB based on the robust property as evaluated in Section 6.5.1. Consequently, less 
robust features will not be utilized if characters can be correctly classified using more 
robust ones and this greatly improves the classification performance. For example, the 
character “a” as shown in Figure 6.3 can be easily classified from others based on AD, 
EU, HP, and VM features, as only character “a” satisfies the following four con-
straints at the same time: with no ascender and descender; with one hole; with hole 
centroid under the character centroid; and with three vertical intersections in the mid-
dle place. Consequently, character “a” can be properly classified though some other 
features such as VL, HB, and SP may not be correctly determined. 
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6.5.4 Post Processing 
Based on the character categorization process discussed in Section 6.5.2, all 52 Ro-
man characters can be classified from each others provided that the required invariant 
features are correctly determined. Unfortunately, some invariants especially those less 
robust ones may not be properly detected due to the noise. Furthermore, characters 
may not be correctly segmented as assumed. Therefore, some post-processing opera-
tions must be carried out to improve the classification performance. 
I propose to classify the characters that cannot be classified using the character cate-
gorization process into two categories. The first category is composed of the charac-
ters that are correctly segmented but cannot be classified properly using the proposed 
categorization process. The categorization failure for these characters is mainly due to 
feature detection errors. The second category comprises the characters that are falsely 
segmented and so cannot be classified properly. I propose to classify these two cate-
gories through the study of character span as determined in Section 6.5.1.  
For each connected component that cannot be classified using the character categori-
zation method as described in Section 6.5.2, if its span as defined in Section 6.5.1.3 is 
smaller than a predefined value, it is classified to the first category. Otherwise, the 
connected component is classified to the second category. The predefined threshold is 
defined as: 
                                               avgs SpankST ⋅=                                                         (6.3) 
where Spanavg  is the average of span of all character captured. Parameter ks is set to 
adjust the threshold and it is determined as 1.5 in the implemented system. 
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For the characters that are classified to the first category, I propose to classify them 
through the exploitation of feature vector templates as constructed in Section 6.5.2. 
More specifically, for each character in the first category, a feature vector with dimen-
sion fourteen can be constructed based on all fourteen invariant features as listed in 
Table 6.8. The distance between the constructed feature vector and the 52 vector tem-
plates can then be calculated. In the proposed algorithm, the vector distance is defined 
as: 
                         ( ) 521 ⋅⋅⋅⋅⋅⋅=−= iTFNumDst ii                                             (6.4) 
where parameter F and Ti represent the calculated feature vector and the ith con-
structed vector templates. Function Num() count the number of non-zero elements.  
For the 52 constructed character vector templates, 52 distances can be calculated us-
ing the Equation 6.4. The studied character in the first category is finally classified to 
the one that is nearest to the constructed vector template: 
                                 [ ]( )521min DstDstR ⋅⋅⋅⋅⋅⋅=                                                     (6.5) 
where Dsti i=1······52 represents the distance between the constructed feature vector 
and the 52 vector templates. 
For the connected component classified to the second category, I assume the con-
nected component is composed of only two characters. Therefore, I proposed to seg-
ment them using a vertical line segment, which is same to Vm as shown in Figure 6.2. 
Consequently, the connected component is segmented to two adjacent character can-
didates on the left and right sides of Vm. The segmented character candidates are then 
classified using the character categorization process as presented in Section 6.5.2 or 
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the minimum distance method if they cannot be properly classified by the categoriza-
tion process. 
 
Figure 6.5 Character segmentation 
 
Figure 6.5 shows the segmentation process. Characters “r” and “t” on the left side of 
Figure are connected to each other. SLl and SLr are two straight lines tangent to the 
studied component with orientation same to that of nearest vertical stroke boundary 
identified. With the vertical straight line Vm in the middle place, connected character 
are segmented to two separated characters as shown in right side of Figure 6.5. During 
the experiments, I found that character pairs including “rt”, “ry”, and “ff” are fre-
quently connected to each other within the document image captured using a digital 
camera. The proposed segmentation method is able to partition them well. But for fre-
quently connected character pair “fi”, the proposed segmentation method cannot work 
well as there is a big difference between the width of the character “f” and “i”. Some 
other method should be investigated to handle this problem. 
For the document image with perspective and geometric distortions as shown in Fig-
ure 6.6 (a), Figure 6.6(b) gives the recognition results using the proposed recognition 
method. Characters enclosed with rectangles such as “i” and “t” represent the ones 
that are falsely recognized due to the feature detection error. Characters enclosed with 
an ellipse such as “u” refer to the ones that are falsely recognized as a result of the 
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segmentation error. The punctuations are missing in Figure 6.6(b), as they have been 
removed by the size filtering operator. The results show that the proposed recognition 
method has potential to recognize the document text with perspective and geometric 
distortions. 
 




The document image recognition system has been implemented based on the methods 
described above. Experimental results show that the proposed method is able to rec-
ognize document text with rotation-induced skew, perspective, and geometric distor-
tions efficiently. The programs are written in C++ and run on a personal computer 
equipped with Window XP and Pentium 4 CPU. The system was evaluated with an 
image database that contains 30 distorted document images that are captured from dif-
ferent viewpoints and have different geometric distortions. All documents are cap-
tured as color images, and then converted into grayscale. At the present stage, the av-
erage recognition process takes around 4 seconds for document images with size 
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640×480. The variation of recognition speed is mainly due to the fact that the number 
of characters within the same-sized document images is generally different.  
I tested the proposed recognition method using 100 sample document images with 
skew, perspective, and geometric distortions. At the same time, document text is 
printed in different character fonts including “Times New Roman”, “Arial”, and “Ver-
dana”. I first test the recognition performance using the generic OCR software Omni-
Page Pro 14.0 [116] and Cuneiform Pro 6.0 [45]. Experimental results show that they 
are able to handle document images with rotation-induced skew with skew angle less 
than 20˚, but neither of them is able to recognize document text with perspective and 
geometric distortions and the ones with skew angle bigger than 20˚. Such results can 
be expected as generic OCR systems do not take perspective and geometric distor-
tions into consideration during their initial design. Table 6.9 summarizes the recogni-
tion performance. It should be noted the recognition rates in Table 6.9 are calculated 
as the ratio between the correctly recognized characters and all characters captured. 
Table 6.9: Recognition evaluation (RR: Recognition rate) 
 
 Time New Roman Arial Verdana 
Segmentation rate 91.37% 92.74% 92.65% 
RR based on categorization 89.41% 90.86% 90.68% 
RR based on vector distance 0.56% 0.63% 0.72% 
RR based on dissection 2.26% 2.47% 2.71% 
Overall RR 92.23% 93.96% 94.11% 
 
As Table 6.9 shows, the performance of the proposed document recognition algorithm 
depends heavily on the character segmentation result. For correctly segmented charac-
ters, the recognition rate can reach around 98%, but for falsely segmented characters, 
the recognition rate is less than 50%. For different text fonts, the recognition rate of 
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text printed in “Arial” and “Verdana” with different methods are generally a bit higher 
than that of text printed in “Time New Roman”. This result can be explained by the 
patterns of character strokes printed in “Time New Roman” where strokes generally 
have a horizontal head at their end positions. Such horizontal head may introduce er-
rors for the determination of perspective invariants such as vertical stroke boundary, 
Euler number, and the number of intersection in horizontal and vertical directions. 
Though substantial experiments prove that the proposed algorithm is able to achieve 
fairly high recognition rate, some problems still exist. Currently, the main problems 
come from character segmentation. In the proposed algorithm, the number of charac-
ters is determined based on the span of labeled components. This may introduce errors, 
as the defined character spans vary within a large range. Furthermore, I proposed to 
segment connected characters equally based on the number of characters determined 
and this may introduce errors as well. The segmentation of characters captured using a 




This chapter proposed a character recognition system that it is able to recognize dis-
torted document text with skew, perspective, and geometric distortions. The recogni-
tion of distorted document text is implemented through the exploitation of some per-
spective invariants that characterize the shape of character strokes. With the extracted 
perspective invariant features, characters are classified through a character categoriza-
tion process represented in a tree structure. A post processing operation based on the 
distance minimization is proposed to improve recognition performance when the pro-
posed categorization process fails.  
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Substantial Experiments have been conducted and the results show that the proposed 
algorithm is able to recognize document text with various distortions. With a little ad-
aptation, the proposed system has the potential to be applied to some portable devices 


































In this chapter, I mainly present the software implementation of the proposed docu-
ment image rectification and recognition algorithms. The software systems are com-
posed of two modules including document distortion rectification and distorted docu-
ment text recognition, the input to which is the output of the document layout analysis 
module 
Currently, the system is implemented using Matlab. The input to the system is only 
the filename of document image to be processed. I consider three types of distortion in 
the implemented system. The first is rotation-induced skew that is introduced during 
the scanning process using a document scanner and the other two are perspective and 
geometric distortion that are coupled with document images captured using a digital 
camera. Though the system is not parameter-free, it learns the required parameters 
from character and text line features and so, it is able to rectify and recognize dis-
torted document text automatically.  
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To run the system, users just need to type below commands within the Matlab console. 
Doc_Rect   filename of document image     or 
Doc_Recg    filename of document image 
Program Doc_Rect returns the rectified document images, while Doc_Recg returns the 
recognized ASCII text. Rectified document images can be further fed to generic OCR 
systems available in the market for text recognition. Generally, the recognition rate 
based on Doc_Recg is lower than that of generic OCR system with rectified document 
images, but Doc_Recg scheme is much faster compared with the rectification and rec-
ognition framework. 
This chapter is organized as follows: In Section 7.2, the overview of the implemented 
software system is presented. Section 7.3 describes the layout analysis module, which 
corresponds to the implementation of text line extraction algorithm as discussed in 
Chapter 3 and 5. In Section 7.4 and 7.5, two key modules describing the implementa-
tion of the proposed document rectification and recognition algorithm are presented. 




The implemented system begins with the layout analysis, which carries out the text 
line extraction using the algorithms proposed in Section 3.4 and Section 5.4. The al-
gorithm proposed in Section 5.4 is more adaptable, as it is able to handle document 
images with geometric distortion where the text line does not lie on a straight line. 
After layout analysis, document images with extracted text lines are fed to rectifica-
tion or recognition modules and this depends on the user’s choice.  
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Rectification module can be divided into two parts with one part handling the distor-
tion type determination and the other dealing with the correction of determined distor-
tions. The distortion type is determined based on the correlation coefficient of the 
least square method upon classified character centroids. Once distortion type is de-
termined, skew, perspective, or geometric distortion can be corrected using extracted 
text lines and/or vertical stroke boundaries as identified in Section 4.3. Recognition 
module can be divided into two stages as well. The first stage carries out the extrac-
tion of the proposed perspective invariants as described in Section 6.5.2, while the 
second stage handles the character classification based on the character categorization 
process as presented in Section 6.5.3. Figure 7.1 gives the overview of the imple-
mented software system. 
 
Figure 7.1: Overview of the designed software system 
 
7.3 Layout Analysis 
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The layout analysis module, which classifies characters to different text lines, is both 
required by document rectification and recognition modules. In the proposed system, 
layout analysis is carried out through a character centroid tracing algorithms as de-
scribed in Section 3.4 and 5.4. Classified centroids can help to determine the distor-
tion type in the document rectification module. At the same time, they are required for 
perspective invariant extraction and text recognition by document recognition module 
as well. 
 
7.4 Document Image Rectification 
 
7.4.1 Distortion Type Determination 
The implemented software systems determine the distortion types based on classified 
character centroids, which is one of output of the layout analysis module. For docu-
ment images with rotation-induced skew, classified character centroids that belong to 
different text lines generally fit to a set of roughly parallel straight lines. For docu-
ment images with only perspective distortion, classified character centroids fit to a set 
of straight lines as well, but in most of cases, the fitted straight lines are not parallel to 
each other because of perspective distortion. For document images with geometric 
distortion, classified character centroids cannot fit well to straight line model, as the 
text line with geometric distortion lies on a smooth curve instead of straight line. Such 
geometric distortion can be detected based on the correlation coefficient of the least 
square fitting method. 
With classified character centroids, a straight line model is first tried based on the 
least square method. Classified centroids of document text with skew or only perspec-
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tive distortion can fit to a set of straight lines well based on the correlation coefficient 
determined as: 




































                                              (7.1) 
where (xi, yi), i = 1……n, refer to the classified character centroids that belong to one 
specific text line. Parameters x and y  represents the average x and y coordinates of 
centroids within the studied target vector. 
If the correlation coefficient is larger than a predefined value, I determine character 
centroids fit to the straight line model well and the distortion is determined as skew or 
perspective. In the implemented system, the coefficient threshold is determined as 
0.98. Otherwise, document images are determined to contain geometric distortion.  
Skew and perspective distortion can be further differentiated from each other based on 
the orientation property of fitted straight lines, which can be evaluated based on: 





OrientOrientT −=                                                   (7.2) 
where Orientmax, Orientmin, and Orientmdn represent the maximum, minimum, and me-
dian of orientation of straight lines. In the proposed system, Torient is determined as 0.1. 
Accordingly, if it is larger than 0.1, distortion is determined as skew or perspective. 
Otherwise, the distortion is determined as geometric one. 
 
7.4.2 Distortion Rectification 
Document image with different distortions can be rectified based on the determined 
distortion types. 
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For document images with rotation-induced skew, the straight lines fitted using the 
classified character centroids are roughly parallel to each other. The rough character 
orientation is firstly determined based on the number of character ascender and de-
scender, which is determined based on the classification of character eigen-points as 
described in Section 3.5. The skew angle can then be determined using Equation (3.12) 
and (3.13) as given in Section 3.6. With determined skew angle, skew distortion is 
removed through a simple image rotation operation. 
Document images with perspective distortion cannot be rectified based solely on the 
fitted straight lines. In the implemented system, the vertical stroke boundary indicat-
ing vertical text orientation is identified using the fuzzy algorithm described in Sec-
tion 4.3. With the fitted straight lines and identified vertical stroke boundaries, rectifi-
cation homography is estimated using the Equation (4.15) in Section 4.5.4. Lastly, 
perspective distortion is removed using the optimal homography, which is determined 
through the optimization of target function as given in Equation (4.17) in Section 
4.5.4. 
For document image with geometric distortion, I propose to use the parabola model to 
fit the orientation of text lines, as I assume the studied text lines with geometric dis-
tortion lie on a smooth curve. Accordingly, the rectification of geometric distortion is 
implemented through the image segmentation, which is carried out using the fitted 
parabolas and the identified vertical stroke boundaries as described in Section 5.5. 
Then target quadrilaterals are restored through a rough character classification process 
as described in Section 3.5. With the segmentation results and the constructed target 
quadrilaterals, the global geometric distortion is finally removed through the local rec-
tification of partitioned image patches one by one as discussed in Section 5.7. 
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7.5 Document Image Recognition 
 
Document image recognition module is designed to directly recognize distorted docu-
ment text with no rectification, so the recognition process is much faster compared 
with that of rectification and recognition scheme. This module is implemented based 
on the algorithm as described in Chapter 6 in the implemented system. The document 
image recognition module can be divided into two parts. The first part extract the re-
quired perspective invariant, while the second one carries out the character classifica-
tion based on the character categorization and dissection methods. 
Perspective invariants utilized in the implemented system include character ascender 
and descender, character Euler number, character intersection numbers, character span, 
and vertical stroke boundary as identified in Section 4.3. The determination of these 
invariant measures is described in Section 6.5.2 in Chapter 6. With determined per-
spective invariants, distorted document text is classified through a character categori-
zation process as described in Section 6.5.3. For characters that are determined to be 
connected to each other, a simple dissection and re-recognition process are imple-




This chapter presents the software tools I have implemented based on the rectification 
and recognition algorithms that are described in Chapter 3, 4, and 5. The implemented 
software system is composed of document rectification and recognition modules, 
which accept input from the output of layout analysis module. Experiments on some 
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sample images show the implemented system is able to rectify and recognize the 
document image with skew, perspective, and geometric distortions efficiently. The 
implemented software system is coded using Matlab at current stage, so the rectifica-
tion and recognition processes are a bit slow. The processing speed can be greatly im-






























8.1 Summary of Achievements 
 
This chapter concludes the dissertation by summarizing the main developments and 
achievements of this work. 
This thesis presents a set of document image rectification and recognition algorithms 
that are able to rectify and recognize document images with skew, perspective, and 
geometric distortions. Different from the reported approaches in the literature, the 
proposed rectification algorithms model various distortions through analyzing the 
shape of character stroke boundary. Accordingly, they do not need to assume those 
image features such as HDB and VPM that don’t always exist within captured docu-
ment images. At the same time, they don’t need some special hardware equipments 
and what they need is only a single document image captured using a document scan-
ner or digital camera. Besides, a distortion tolerant recognition algorithm is designed 
and it is able to recognize distorted document text with no rectification. 
The concepts of document rectification and recognition are described in Chapter 2. 
The works on the detection and correction of document skew, perspective, and geo-
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metric distortions reported in the literature are reviewed. The related machine-printed 
and handwritten text recognition techniques have been reviewed as well. 
In Chapter 3, a document skew detection and correction algorithm is presented. The 
proposed algorithm detects the skew distortion based on the orientations of characters 
and text lines. The orientation of text lines is estimated through a novel character clas-
sification technique, whereas the rough orientation of characters is determined 
through the detection and classification of character eigen-points. The advantage of 
the proposed algorithm is that it is able to detect skew angle ranging from 0 to 360 
degree and the skew estimation speed is independent of the amplitude of skew angle. 
Furthermore, the proposed algorithm is able to detect multiple local skews. 
Chapter 4 describes an algorithm that is able to detect and correct perspective distor-
tion coupled with the document image captured using a digital camera. The proposed 
algorithm works based on the rectification homography, which is estimated using two 
sets of orthogonal straight lines. One set of straight lines representing the orientation 
of text lines is determined based on the character classification result as described in 
Chapter 3. The other set are estimated through the vertical stroke boundaries that are 
identified from character stroke boundaries using a few fuzzy set and aggregators. 
Compared with the reported methods, the proposed algorithm is much more robust, as 
it requires only text information. 
In Chapter 5, a geometric distortion rectification algorithm is presented and it is able 
to correct document images with geometric distortion where text lies on a curved in-
stead of planar surface. I propose to remove geometric distortion through the image 
segmentation, which partitions distorted document images into multiple small patches 
where text can be approximated to lie on a planar surface. The segmentation of docu-
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ment images is implemented using two sets of orthogonal straight lines that have been 
utilized and described in Chapter 3 and 4. Accordingly, the correction of global geo-
metric distortion is finally carried out through the local rectification of partitioned im-
age patches one by one. Compared with the reported methods that require some spe-
cial hardware equipment or complicated three-dimension reconstruction with multiple 
document images captured from different viewpoints, the advantage of the proposed 
geometric distortion correction algorithm is that it needs a single document image 
captured using a generic digital camera. 
Chapter 6 describes a document text recognition algorithm. The proposed algorithm 
aims to recognize distorted document text using several perspective invariants that are 
detected based on the shape of character strokes. The utilized invariant features in-
clude character ascender and descender information, character Euler number informa-
tion, character span information, character intersection number information, and verti-
cal stroke boundary information. With multiple invariants determined, distorted char-
acters are classified through a character categorization process or a vector distance 
minimization method when categorization fails. Compared with the reported recogni-
tion techniques, the proposed recognition algorithm is able to recognize document text 
with various distortions and so greatly speeds up the recognition process. 
 
8.2 Future Work 
 
The work presented in this thesis may be extended in many directions. Some direc-
tions for further work are proposed below. 
 Based on identified vertical stroke boundaries and estimated text line orientations, 
some camera parameters could be estimated.  The 3D model of curved document 
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surface may be reconstructed with estimated camera parameters and the shading 
information with a single document image. 
 With identified vertical stroke boundaries and estimated text line orientations, the 
layout of document images with perspective and geometric distortions may be 
analyzed. 
 At present stage, the proposed rectification techniques cannot handle handwritten 
text well, as they rely heavily on the vertical stroke boundary. Some new tech-
niques may be investigated for the handwritten text rectification in the future 
work. 
 The proposed geometric technique assumes that text lies on a smoothly curved 
document surface where the orientation of text lines can be modeled with a quad-
ratics. Therefore, it cannot deal with document image with arbitrary distortion 
such as the rubbed paper sheet. Some new geometric models may be exploited for 
the estimation of text line orientation. 
 The proposed rectification techniques assume that captured document text is 
typed with Roman letters. Some new techniques that are able to handle multiple 
languages including Chinese, Kanji, and Arabic will be very meaningful. 
 Currently, the proposed rectification techniques work on a single document image 
captured using a digital camera. Based on the intersections between identified 
vertical stroke boundaries and horizontal lines, the proposed algorithms may be 
extended to the video systems that are able to track and rectify document in real 
time through feature point matching. 
 The performance of the proposed recognition technique relies heavily on the 
character segmentation result. Some novel character segmentation methods that 
are able to segment document text with perspective and geometric distortions 
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may be investigated in the future step. 
 At present stage, the proposed recognition technique works with character-level 
classification based on a few perspective invariants that characterize character 
shape. The recognition algorithm may be improved through incorporating the 
word knowledge. Some similar perspective invariants such as ascender and de-
scender, Euler number, and horizontal intersection that describe word shape may 
be very helpful. 
 As the proposed techniques have great potentials to be commercialized for docu-
ment text capture and understanding. It will be very meaningful to implement the 
proposed techniques in some potable devices such as digital camera, mobile 
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