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a b s t r a c t
A 1-median in a finite metric space is a point with the minimum average distance
to all other points. Given a positive integer n and oracle access to a distance metric
on {1, 2, . . . , n}, we study the problem of finding a 1-median. In particular, we
show the nonexistence of (1) deterministic O(1)-approximation o(n)-query algorithms,
(2) deterministic (2 − Ω(1))-approximation o(n2)-query algorithms for graph metrics,
(3) deterministic (3−Ω(1))-approximation o(n2)-query algorithms and (4) Monte-Carlo
(2−Ω(1))-approximation o(n)-query algorithmswith anΩ(1) probability of success. We
also show a Monte-Carlo (2+ ϵ)-approximation O((log2(1/ϵ))/ϵ3)-query algorithm with
a 1− O(ϵ) probability of success, where ϵ ∈ (0, 1).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Identifying important actors within networks is a major objective of social network analysis [60]. To this end, several
centrality measures are proposed to quantify the importance of a vertex in a graph. One of the most widely used measures,
namely the closeness centrality of a vertex v, is defined as v’s average distance to all other vertices. As Freeman [36] points
out, the closeness centrality of a vertex has two common interpretations in the literature. First, it measures the efficiency of
spread of information from a vertex to all others in a network [8,10,36,37,42,51,52,57]. Second, it also measures the extent
to which the propagation of influence originating from a vertex can avoid others’ control [9,36,37,49].
As a natural andmore general definition, the closeness centrality of a point in a finite metric space ({1, 2, . . . , n}, d) is its
average distance to all other points. A point with the minimum closeness centrality is called a 1-median [44]. Given n and
oracle access to d, let the metric 1-median problem ask for a 1-median of ({1, 2, . . . , n}, d). For α > 1, a deterministic α-
approximation algorithm for the metric 1-median problem refers to one that outputs a point whose closeness centrality is
at most α times the minimum. Similarly, a Monte-Carlo α-approximation algorithm with a probability p of success outputs
a point with closeness centrality at most α times the minimumwith probability at least p. A graph (resp., tree) metric is the
distance function of an undirected, unweighted and connected graph (resp., tree).
Given the hugeness of today’s rapidly growing networks and databases, algorithms reading no more than an
asymptotically vanishing portion of their available data are of growing importance [28,33,34,54]. As a finite metric space
({1, 2, . . . , n}, d) is specified by n2 = Θ(n2) distances, we are interested in o(n2)-query algorithms for themetric 1-median
problem. In particular, we show the following results relating the approximation ratios for the metric 1-median problem
with the number of queries to d:
1. metric 1-median has no deterministic O(1)-approximation o(n)-query algorithms even for tree metrics;
2. metric 1-median has no deterministic (2−Ω(1))-approximation o(n2)-query algorithms even for graph metrics;
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3. metric 1-median has no deterministic (3−Ω(1))-approximation o(n2)-query algorithms;
4. metric 1-median has a Monte-Carlo (2 + ϵ)-approximation O((log2(1/ϵ))/ϵ3)-query algorithm with a 1 − O(ϵ)
probability of success;
5. metric 1-median has no Monte-Carlo (2 − Ω(1))-approximation o(n)-query algorithms with an Ω(1) probability of
success even for tree metrics.
Above, item 4 uses an argument of Kumar et al. [48, Theorem 5.7] that is based on a famous result of Indyk [45, Theorem
31]. Items 4–5 show that Monte-Carlo o(n)-query algorithms can have an approximation ratio around 2 and no better. For
ϵ ∈ (0, 1), Indyk’s thesis [45] shows a Monte-Carlo (1+ ϵ)-approximation O(n/ϵ2)-query algorithm for metric 1-median
with an Ω(1) probability of success. So the o(n) bound on the number of queries in item 5 cannot be improved to O(n).
Given the coordinates of any finite set of points in the D-dimensional Euclidean space, metric 1-median has a Monte-Carlo
(1+ ϵ)-approximation O(exp(1/ϵO(1))D)-time algorithmwith anΩ(1) probability of success, where D ≥ 1 and ϵ > 0 [48].
Approximation algorithms making nearly O(n) queries to d are also known for many other natural problems [5,23,43,45,47,
48,56].
More almost-linear or sublinear time algorithms exist for finding central points or the centrality measures of points.
Brautbar and Kearns [18] propose a Jump-and-Crawl model under which they give sublinear lower and upper bounds on
the number of queries needed to identify a vertex with approximately the highest degree or highest clustering coefficient.
Goldreich and Ron [41] design an algorithm that, given ϵ ∈ (0, 1), a positive integer n, a source vertex s ∈ {1, 2, . . . , n} and
oracle access to a graphmetric d on {1, 2, . . . , n},makes O(

n/(

v∈{1,2,...,n} d(s, v)/n) /ϵ2) queries to d and approximates
the closeness centrality of s to within a multiplicative factor in [ 1 − ϵ, 1 + ϵ ] with probability at least 2/3. Given
ϵ ∈ (0, 1) and an undirected connected graph with n vertices, m edges and diameter ∆, Eppstein and Wang [33] design
a randomized O(m(log n)/ϵ2)-time algorithm that, with probability 1 − 1/poly(n), approximates the closeness centrality
of every vertex to within an additive error of ϵ∆. Their algorithm applies to edge-weighted graphs as well, with a running
time of O((log n) (m+ n log n)/ϵ2).
A 1-median in a connected graph can be selected by solving the classical All-Pairs-Shortest-Path (apsp) problem
[27,63]. Many approximation algorithms are known for the apsp problem [7,11,25,30–32]. Exact algorithms are also studied
extensively [1,21,22,38,39,58,59]. In contrast with our goal of deriving sublinear bounds on the query complexity formetric
1-median, however, these algorithms read all their inputs.
There are other extensively used centralitymeasures. Themost intuitive one is degree centrality, which simplymeasures
the number of connections incident on a vertex [36]. The betweenness centrality of a vertex v in a graph is the sum, over all
vertices s, t ≠ v, of the fraction of shortest s–t paths passing through v [2,35]. Let x be the eigenvector of a graph’s adjacency
matrix with respect to the largest eigenvalue. The eigenvector centrality of a vertex is its corresponding component in x
[13,14]. Google’s PageRank is a famous variant of eigenvector centrality [19]. Friedkin [37] proposes a theoretical unification
of several centrality measures. There are also extensions of various notions of centrality to weighted networks [6,15,51,53].
Computation of the betweenness centrality is also actively researched. Given a graph with n vertices and m edges,
Brandes [15] designs an O(mn)-time algorithm that computes the betweenness centrality of every vertex exactly. Better
worst-case running times are impossible for path-comparison algorithms [46]. Brandes’ algorithm also applies to edge-
weighted graphs with an O(mn + n2 log n) running time. Furthermore, it can be slightly modified to compute many
existing variants of the betweenness centrality [16]. Given a graph with diameter ∆ and writing ω for the exponent of
matrixmultiplication [26], Kintali [46] presents anO(nω∆)-time sequential algorithm and a randomizedO(n2)-time parallel
algorithm using O(m log n) processors for computing the betweenness centrality of every vertex. To investigate the extent
to which a group of vertices is exposed to traffic in a network, Dolev et al. [29] define a new measure called the routing
betweenness centrality and show efficient algorithms for its computation. Fast and accurate evaluations of betweenness
and closeness centralities are also studied extensively in real-world networks [3,4,17,20,40].
This paper is organized as follows. Section 2 gives the definitions and preliminaries. Section 3 shows that deterministic
o(n)-query algorithms cannot O(1)-approximate metric 1-median. Section 4 shows that deterministic o(n2)-query
algorithms cannot (2 − Ω(1))-approximate metric 1-median even for graph metrics. Section 5 proves that deterministic
o(n2)-query algorithms cannot (3 − Ω(1))-approximate metric 1-median. Section 6 presents a Monte-Carlo (2 + ϵ)-
approximation O((log2(1/ϵ))/ϵ3)-query algorithm for metric 1-median with a 1 − O(ϵ) probability of success, where
ϵ ∈ (0, 1). Section 7 shows that randomized o(n)-query algorithms cannot (2 − Ω(1))-approximate metric 1-median
with anΩ(1) probability of success. Section 8 concludes the paper.
2. Definitions and preliminaries
Define Z+ to be the set of positive integers and [n] ≡ {1, 2, . . . , n} for n ∈ Z+. Let G([n], E) be a simple undirected
graph [61]. The distance between x, y ∈ [n], denoted dG(x, y), is the number of edges on a shortest path connecting x and
y if any such path exists; it is∞ otherwise. The diameter of G is defined as maxx,y∈[n] dG(x, y). For n ∈ Z+ and p ∈ [ 0, 1 ],
the Erdős–Rényi random graph G(n, p) is a simple undirected graph with vertex set [n]where each of the n2 possible edges
appears independently with probability p [12,61]. All graphs in this paper are simple and undirected.
We will need the well-established concept of a finite metric space.
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Definition 1 ([55]). A finite metric space ([n], d) consists of a groundset [n] and a distance metric d : [n] × [n] → R
satisfying the following properties for all x, y, z ∈ [n]:
1. d(x, y) ≥ 0;
2. d(x, y) = 0 if and only if x = y;
3. d(x, y) = d(y, x);
4. d(x, z) ≤ d(x, y)+ d(y, z).
If d ≡ dG for some graph G, then we call d a graph metric. If, furthermore, G is a tree, then d is called a tree metric. The
closeness centrality of a point x ∈ [n] is its average distance to all other points, i.e.,y∈[n]\{x} d(x, y)/(n − 1). As a special
case, the closeness centrality of x in a graph G is

y∈[n]\{x} dG(x, y)/(n− 1). By Definition 1(2),
y∈[n]\{x}
d (x, y)
n− 1 ≡

y∈[n]
d (x, y)
n− 1
for all x ∈ [n]. A point with the minimum closeness centrality is called a 1-median [44].
An algorithmwith oracle access to a distancemetric d : [n]×[n] → R can query d on any unordered pair (x, y) ∈ [n]×[n]
to obtain d(x, y). It is tacitly given n as input. Given oracle access to d, let the metric 1-median problem ask for a 1-median
of the metric space ([n], d). For α ≥ 1, a deterministic α-approximation algorithm for the metric 1-median problem
refers to one that outputs a point whose closeness centrality is at most α times the minimum. Similarly, a Monte-Carlo
α-approximation algorithm with success probability p for the metric 1-median problem outputs a point with closeness
centrality at most α times the minimum with probability at least p.
Below is Markov’s inequality.
Fact 2 ([50, Theorem 3.2]). Let X be a random variable taking nonnegative values. Then for any a > 0,
Pr [ X ≥ a ] ≤ E[ X ]
a
.
The following form of Chernoff’s bound will be useful later [24].
Fact 3 ([50, Exercise 4.1]). Let p ∈ [ 0, 1 ] and X1, X2, . . . , Xk be independent random variables taking values in {0, 1} such that
Pr[ Xi = 1 ] = p for i ∈ {1, 2, . . . , k}. Then for any δ > 2e,
Pr

k
i=1
Xi > δ kp

< 2−δkp.
The following fact bounds the diameter of an Erdős–Rényi random graph.
Fact 4 ([61, Theorem 8.5.18]). If
n
2

(1 − p2)n−2 = o(1), then the Erdős–Rényi random graph G(n, p) has diameter at most 2
with probability 1− o(1).
By Fact 4, G(n, 2
√
(ln n)/n) has diameter at most 2 with probability 1 − o(1). We will use the following form of Yao’s
minimax principle [62].
Fact 5 ([50, Proposition 2.5]). LetA be a finite set of deterministic algorithms and I be a finite set of instances. For any probability
distributions p over I and q over A, let Ip be a random instance chosen according to p and Aq be a random algorithm chosen
according to q, respectively. Then for any binary cost function C : I×A→ {0, 1},
min
A∈A Pr

C

Ip, A
 = 1  ≤ max
I∈I
Pr

C

I, Aq
 = 1  .
Fact 5 can be statedmore generallywith C taking real values and Pr[ C(·, ·) = 1 ] replaced by E[ C(·, ·) ]. In interpretation,
Yao’s minimax principle transforms average-case (over random instances in I) hardness for deterministic algorithms into
worst-case (over instances in I) hardness for randomized algorithms.
The following results are from Indyk’s thesis [45]. See also an earlier paper of Indyk [44].
Fact 6 ([45, Theorem 32]). For any ϵ ∈ ( 0, 1 ], metric 1-median has a Monte-Carlo (1 + ϵ)-approximation O(n/ϵ2)-query
algorithm with anΩ(1) probability of success.
Fact 7 ([45, Theorem 31]). Let ([n], d) be a finite metric space, u1, u2, . . . , uk be independent and uniformly random elements
of [n], δ ∈ ( 0, 1 ] and y, z ∈ [n]. Ifx∈[n] d(y, x) > (1+ δ) x∈[n] d(z, x), then
Pr

k
ℓ=1
d (y, uℓ) ≤
k
ℓ=1
d (z, uℓ)

< exp

−δ
2k
64

.
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Fig. 1. The tree G([n], E) constructed in Theorem 9. Given oracle access to dG instead of d′, ALG will still output x′ . The closeness centrality of x′ ∈ S is at
least q(1− o(1))/2 times that of any double lined vertex.
3. Inapproximability by deterministic o(n)-query algorithms
This section shows that metric 1-median has no deterministic O(1)-approximation o(n)-query algorithms.
Lemma 8. Let ALG be any deterministic algorithm for metric 1-median. Given oracle access to a distance metric d(1) : [n] ×
[n] → R, denote ALG’s queries by (x(1)1 , y(1)1 ), (x(1)2 , y(1)2 ), . . . , (x(1)k , y(1)k ) ∈ [n]2 and its output by x(1) ∈ [n]. Then given oracle
access to any distance metric d(2) : [n] × [n] → R satisfying d(2)(x(1)i , y(1)i ) = d(1)(x(1)i , y(1)i ) for all 1 ≤ i ≤ k, ALG will
output x(1).
Proof. The execution of ALG with oracle access to d(1) remains intact when the oracle is substituted by d(2). 
Theorem 9. metric 1-median has no deterministic O(1)-approximation o(n)-query algorithms even for tree metrics.
Proof. Let q ∈ Z+ be an arbitrary constant, ALG be a deterministic o(n)-query algorithm for metric 1-median, d′(x, x) = 0
and d′(x, y) = 2 for all distinct x, y ∈ [n]. Given oracle access to d′, denote ALG’s queries by
(x′1, y
′
1), (x
′
2, y
′
2), . . . , (x
′
k, y
′
k) ∈ [n]2
and its output by x′ ∈ [n]. Let
S = x′1, x′2, . . . , x′k, y′1, y′2, . . . , y′k, x′ .
As ALG is an o(n)-query algorithm,
| S | = o(n). (1)
Take any set
A = {a1, a2, . . . , aq} ⊆ [n] \ S
of size q. Then consider the tree G([n], E) defined by
E = {(s, a1) | s ∈ S}

{(ai, ai+1) | 1 ≤ i < q}

(aq, w) | w ∈ [n] \ (S ∪ A)

.
See Fig. 1 for illustration. For 1 ≤ i ≤ k, dG(x′i, y′i) = d′(x′i, y′i) because both are 2 if x′i ≠ y′i and 0 otherwise. So by Lemma 8
with d(1) ← d′ and d(2) ← dG, ALG will output x′ given oracle access to dG.
For eachw ∈ [n] \ (S ∪ A), it is easy to see that dG(x′, w) = q+ 1, implying
y∈[n]
dG

x′, y
 ≥ (q+ 1) (n− | S | − q) . (2)
However, eachw ∈ [n] \ (S ∪ A) has distance 2 to any other vertex in [n] \ (S ∪ A) and distance at most q+ 1 to any vertex,
implying
y∈[n]
dG (w, y) =
 
y∈[n]\(S∪A)
dG (w, y)

+

y∈S∪A
dG (w, y)

≤ 2 (n− | S | − q)+

y∈S∪A
dG (w, y)

≤ 2 (n− | S | − q)+ (q+ 1) (| S | + q) . (3)
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By Eqs. (1)–(3),

y∈[n] dG(x′, y)/

y∈[n] dG(w, y) ≥ q(1− o(1))/2 for eachw ∈ [n] \ (S ∪ A). As q can be any constant,
ALG cannot be an O(1)-approximation algorithm for metric 1-median even for tree metrics. 
4. A lower bound for deterministic nonevasive algorithms under graph metrics
The deterministic Ω(n2)-query algorithm that naïvely queries all
n
2

distances can solve metric 1-median exactly. In
contrast, this section shows that deterministic o(n2)-query algorithms cannot have an approximation ratio of 2 minus any
small constant. In proof, we take a graph G with diameter 2 where each vertex has closeness centrality 2 − o(1). Then we
add edges to G to decrease the closeness centrality of some vertex z to 1+ o(1)while keeping a deterministic o(n2)-query
algorithm unaware of this change. Finally, the algorithm’s output will be shown to have closeness centrality nearly twice
that of z.
Lemma 10. There exists an undirected graph G([n], E) with diameter at most 2 such that for all x ∈ [n],
y∈[n]
dG (x, y) ≥ (2− o(1)) (n− 1).
Proof. Set p = 2√(ln n)/n. All probabilities in the proof are taken over the Erdős–Rényi random graphs G(n, p). By
Chernoff’s upper tail (Fact 3), a vertex of G(n, p) has more than 6p(n − 1) neighbors with probability less than 2−6p(n−1).
So, by the union bound, the probability that there exists a vertex of G(n, p) with more than 6p(n − 1) neighbors is less
than n2−6p(n−1) = o(1). In other words, with probability 1− o(1), every vertex of G(n, p) has distance at least 2 to at least
(n−1)−6p(n−1) = (1−6p) (n−1) other vertices (note that each vertex has distance 1 only to its neighbors). Therefore,
Pr

∀x ∈ [n],

y∈[n]
dG(n,p) (x, y) ≥ 2 · (1− 6p) (n− 1)

= 1− o(1).
This and Fact 4 complete the proof because G(n, p) satisfies all required properties on Gwith probability 1− o(1) > 0. 
We now come to the main result of this section.
Theorem 11. metric 1-median has no deterministic (2−Ω(1))-approximation o(n2)-query algorithms even for graph metrics.
Proof. Let ALG be a deterministic o(n2)-query algorithm for metric 1-median. By Lemma 10, there exists a graph G([n], E)
with
dG (x, y) ≤ 2 (4)
for all x, y ∈ [n] and
y∈[n]
dG (x, y) ≥ (2− o(1)) (n− 1) (5)
for all x ∈ [n].
Run ALG with oracle access to dG. By padding queries, we may assume without loss of generality that ALG queries for the
distances between its output and all other vertices before it halts; the number of queries remains to be o(n2) because there
are at most n − 1 additional queries.1 Let (x1, y1), (x2, y2), . . . , (xk, yk) ∈ [n]2 and x∗ ∈ [n] be ALG’s queries and output,
respectively. For x ∈ [n], define
Q (x) ≡ {xi | 1 ≤ i ≤ k, yi = x}

{yi | 1 ≤ i ≤ k, xi = x} , (6)
which is the set of vertices whose distances to x are queried for by ALG. By the averaging argument, there exists a vertex
z ∈ [n] \ {x∗} that appears for no more than 2k/(n− 1) times in the size-(2k)multiset
{x1, y1, x2, y2 . . . , xk, yk} .
Hence by Eq. (6),
|Q (z) | ≤ 2k
n− 1 .
1 Alternatively, we may also consider the following 3-stage algorithm in place of ALG: First, simulate ALG to obtain its output. Second, query for the
distance between ALG’s output and each of the n− 1 other vertices if such a distance is not already queried for. Third, output what ALG outputs in the first
stage.
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This and the assumption that ALG is an o(n2)-query algorithm, which means k = o(n2), give
|Q (z) | = o(n). (7)
Now define another undirected graph G′([n], E ′) by
E ′ ≡ E ∪ {(z, y) | y ∈ [n] \ (Q (z) ∪ {z})} . (8)
It can be steadily verified that G′ adds to G an edge (z, y) ∈ {z}× ([n] \ {z}) unless ALG ever queries for dG(z, y) given oracle
access to dG.
Next, we show that
dG′ (xi, yi) = dG (xi, yi) (9)
for all 1 ≤ i ≤ k. As E ⊆ E ′,
dG′ (xi, yi) ≤ dG (xi, yi)
Eq. (4)≤ 2. (10)
Hence Eq. (9) can be false only when dG′(xi, yi) = 1 and simultaneously dG(xi, yi) = 2,whichmeans (xi, yi) ∈ E ′ \E (clearly,
dG′(xi, yi) = 0 and dG(xi, yi) > 0 cannot hold simultaneously). By Eq. (8), (xi, yi) ∈ E ′ \ E implies
(xi, yi) ∈ {(z, y) | y ∈ [n] \ (Q (z) ∪ {z})} . (11)
However, Eq. (6) says that if one of xi and yi is z, then the other must belong to Q (z), a contradiction to Eq. (11).
By our assumption that ALG queries for the distances between its output and all other points before halting, (x∗, x) ∈
{(xi, yi) | 1 ≤ i ≤ k} for each x ∈ [n]. Hence
x∈[n]
dG′

x∗, x
 Eq. (9)= 
x∈[n]
dG

x∗, x

Eq. (5)≥ (2− o(1)) (n− 1). (12)
On the other hand,
x∈[n]
dG′ (z, x) =
 
x∈[n]\(Q (z)∪{z})
dG′ (z, x)

+
 
x∈Q (z)∪{z}
dG′ (z, x)

Eq. (8)=
 
x∈[n]\(Q (z)∪{z})
1

+
 
x∈Q (z)∪{z}
dG′ (z, x)

Eq. (10)≤
 
x∈[n]\(Q (z)∪{z})
1

+
 
x∈Q (z)∪{z}
2

= n+ |Q (z) ∪ z |
Eq. (7)= n+ o(n). (13)
By Eq. (9) and Lemma 8 with d(1) ← dG and d(2) ← dG′ , ALG will output x∗ given oracle access to dG′ . Hence Eq. (12)–(13)
complete the proof. 
By Fact 6, Theorem 11 does not generalize to Monte-Carlo algorithms.
5. A lower bound for deterministic nonevasive algorithms under general metrics
Wenow improve Theorem11 in the case of generalmetric spaces. Let ALG be any deterministic o(n2)-query algorithm for
metric 1-median and δ ∈ (0, 1) be any constant. Assume without loss of generality that ALG never queries for the distance
between a point and itself, which is trivially zero, and that it never repeats queries. By padding queries, wemay also assume
that ALG queries for the distances between its output and all other points before it halts; the query complexity is still o(n2)
because there are at most n− 1 additional queries.
We will gradually determine a distance metric d on [n]. In particular, whenever ALG queries for the distance between
two points x and y, we freeze d(x, y) and send it to ALG. As we want d to be symmetric, freezing d(x, y) automatically
means freezing d(y, x) to the same value, where x, y ∈ [n]. Details follow. Upon the first query, denoted (x1, y1) ∈ [n]2,
freeze d(x1, y1) to 2. Suppose that ALG’s first j queries, (x1, y1), (x2, y2), . . . , (xj, yj), are answered by freezing the j distances
d(x1, y1), d(x2, y2), . . . , d(xj, yj). For x ∈ [n], let
fr (x, j) =
 {yi | 1 ≤ i ≤ j, xi = x} {xi | 1 ≤ i ≤ j, yi = x} 
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be the number of frozen distances between x and other points after the first j queries. If ALG makes the (j + 1)-th query,
(xj+1, yj+1), then it is answered by freezing
d

xj+1, yj+1
 = 2, if fr xj+1, j < δ (n− 1) and fr yj+1, j < δ (n− 1);
3, otherwise.
(14)
That is, d(xj+1, yj+1) = 2 if neither xj+1 nor yj+1 has at least δ(n− 1) frozen distances to other points.
Our assumption that ALG never repeats queries prevents Eq. (14) from refreezing distances (querying for d(x, y) and later
for either d(x, y) or d(y, x) is considered to be a repetition). Furthermore, Eq. (14) never freezes d(x, x) for any x ∈ [n] by
our assumption that ALG never queries for the distance between a point and itself.
Lemma 12. At the end of ALG’s execution, there are o(n2) frozen distances.
Proof. ALG makes o(n2) queries. 
Let k be the total number of ALG’s queries and
B = {x ∈ [n] | fr (x, k) ≥ δ (n− 1)}
be the set of points having at least δ(n− 1) frozen distances to other points at the end of ALG’s execution.
Lemma 13. | B | = o(n).
Proof. After the k-th query of ALG, the total number of frozen distances is at least δ(n− 1) | B |/2 because (1) each point in
B contributes at least δ(n− 1) frozen distances to other points and (2) each frozen distance is between two points, at most
2 of which are in B. So Lemma 12 implies | B | = o(n) (recall that δ is a constant). 
Lemma 14. For each x, y ∈ [n] with d(x, y) frozen to 3 during the execution of ALG, at least one of x ∈ B and y ∈ B holds.
Proof. By Eq. (14), either x or y must have accumulated at least δ(n − 1) frozen distances to other points at the time of
freezing d(x, y) = 3. Furthermore, frozen distances remain frozen forever. 
Let z ∈ [n] \ B be a point in [n] \ Bwith the fewest frozen distances to other points at the end of ALG’s execution, i.e.,
z = argmin
x∈[n]\B
fr (x, k) , (15)
breaking ties arbitrarily.
Lemma 15. fr(z, k) = o(n).
Proof. The summation

x∈[n] fr(x, k) counts each frozen distance at the end of ALG’s execution exactly twice, implying
x∈[n] fr(x, k) = o(n2) by Lemma 12. Therefore,

x∈[n]\B fr(x, k) = o(n2) and thus fr(z, k) ≤ o(n2)/| [n] \ B | by the
averaging argument. Now Lemma 13 completes the proof. 
We now complete the construction of d. For each x ∈ [n] \ (B ∪ {z}), freeze d(z, x) = 1 if d(z, x) is not already frozen
during ALG’s execution. Then freeze all yet-nonfrozen distances between distinct points to 2. Finally, freeze d(y, y) = 0 for
all y ∈ [n].
Lemma 16. For all x, y ∈ [n], d(x, y) = 1 implies x /∈ B and y /∈ B.
Proof. By construction, no distances are set to 1 except for those between z and points in [n]\(B∪{z}) ⊆ [n]\B. By Eq. (15),
z /∈ B. 
As distances can be frozen to 3 only by Eq. (14) during ALG’s execution, Lemma 14 immediately gives the following.
Lemma 17. For each x, y ∈ [n] with d(x, y) = 3, at least one of x ∈ B and y ∈ B holds.
Lemma 18. After freezing all distances, d is a distance metric.
Proof. Assume the contrary. Clearly, d satisfies Definition 1(1)–(3). So there must existw1, w2, w3 ∈ [n]with d(w1, w2)+
d(w2, w3) < d(w1, w3). As d has range {0, 1, 2, 3}, the only possibility is easily seen to be d(w1, w2) = d(w2, w3) = 1 and
d(w1, w3) = 3. By Lemma 17, at least one of w1 ∈ B and w3 ∈ B holds, which together with d(w1, w2) = d(w2, w3) = 1
contradicts Lemma 16. 
Lemma 19.

x∈[n] d(z, x) ≤ n+ o(n).
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Proof. By construction, d(z, x) = 1 if and only if it is not frozen during ALG’s execution and x ∈ [n]\(B∪{z}). By Lemma 15,
only o(n) frozen distances exist between z and other points at the end of ALG’s execution. By Lemma 13, | B | = o(n). In
summary,
| {x ∈ [n] \ {z} | d (z, x) = 1} | = (n− 1)− o(n). (16)
Therefore,
x∈[n]\{z}
d(z, x) =

x∈[n]\{z},d(z,x)=1
1+

x∈[n]\{z},d(z,x)≠1
d(z, x)
Eq. (16)= ((n− 1)− o(n))+

x∈[n]\{z},d(z,x)≠1
d(z, x)
≤ ((n− 1)− o(n))+

x∈[n]\{z},d(z,x)≠1
max
y∈[n]
d(z, y)
Eq. (16)= ((n− 1)− o(n))+ o(n) ·max
y∈[n]
d (z, y) .
Finally, observe that d has range {0, 1, 2, 3}. 
Let x∗ be the output of ALG with oracle access to d.
Lemma 20.
x∈[n]
d

x∗, x
 ≥ 3 ((n− 1)− ⌈δ(n− 1)⌉) .
Proof. We have assumed that ALG queries for the distances between its output and all other points before halting. Consider
the n − 1 distances between x∗ and other points. After ⌈δ(n − 1)⌉ of them are queried for and thus frozen, the rest will all
be 3 by Eq. (14). 
We now arrive at the main theorem of this section.
Theorem 21. metric 1-median has no deterministic (3−Ω(1))-approximation o(n2)-query algorithms.
Proof. Immediate from Lemmas 18–20 and that δ ∈ (0, 1) is an arbitrary constant. 
6. A Monte-Carlo (2+ ϵ)-approximation algorithm
Using an argument of Kumar et al. [48, Theorem 5.7] based on Fact 7, this section shows a Monte-Carlo (2 + ϵ)-
approximation O((log2(1/ϵ))/ϵ3)-query algorithm for metric 1-median.
Theorem 22. For any ϵ ∈ (0, 1), metric 1-median has a Monte-Carlo (2 + ϵ)-approximation O((log2(1/ϵ))/ϵ3)-query
algorithm with a 1− O(ϵ) probability of success.
Proof. Let ([n], d) be any finite metric space, xOPT be its 1-median and ϵ′ = ϵ/5. Pick v1, v2, . . . , vr independently and
uniformly at random from [n], where r = Θ((log(1/ϵ))/ϵ) with a sufficiently large hidden constant in the Θ(·) notation.
For 1 ≤ i ≤ r,
E

x∈[n]
d (vi, x)

= 1
n

y∈[n]

x∈[n]
d (y, x)
Definition 1 (4)≤

y∈[n]

x∈[n]
d (xOPT, x)+ d (xOPT, y)
n
=

y∈[n]

x∈[n]
d (xOPT, x)
n

+

x∈[n]

y∈[n]
d (xOPT, y)
n

=

x∈[n]
d (xOPT, x)

+

y∈[n]
d (xOPT, y)

= 2

x∈[n]
d (xOPT, x) .
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Hence by Markov’s inequality (Fact 2 with X ←x∈[n] d(vi, x) and a ← (2+ ϵ′) x∈[n] d(xOPT, x)),
Pr

x∈[n]
d (vi, x) ≥

2+ ϵ′ 
x∈[n]
d (xOPT, x)

≤ 2
2+ ϵ′ , (17)
1 ≤ i ≤ r .
Now,
Pr

r
min
i=1

x∈[n]
d (vi, x) <

2+ ϵ′ 
x∈[n]
d (xOPT, x)

= 1− Pr

∀i ∈ {1, 2, . . . , r} ,

x∈[n]
d (vi, x) ≥

2+ ϵ′ 
x∈[n]
d (xOPT, x)

= 1−
r
i=1
Pr

x∈[n]
d (vi, x) ≥

2+ ϵ′ 
x∈[n]
d (xOPT, x)

Eq. (17)≥ 1−

2
2+ ϵ′
r
≥ 1− ϵ. (18)
Now pick u1, u2, . . . , uk independently and uniformly at random from [n], where k = Θ((log(1/ϵ))/ϵ2) with a
sufficiently large hidden constant in theΘ(·) notation. Call an unordered pair (i, j) ∈ {1, 2, . . . , r}2 bad ifx∈[n] d(vi, x) >
(1 + ϵ′)x∈[n] d(vj, x) whereaskℓ=1 d(vi, uℓ) ≤ kℓ=1 d(vj, uℓ). Conditional on an arbitrary realization of the vi’s for
1 ≤ i ≤ r and taking probabilities only over the uj’s for 1 ≤ j ≤ k, Fact 7 with δ ← ϵ′ says that each pair in {1, 2, . . . , r}2
is bad with probability less than exp (−(ϵ′)2k/64). So by the union bound, bad pairs are nonexistent with probability more
than 1− r2 exp (−(ϵ′)2k/64) = 1− O(ϵ). Let
s = rargmin
i=1
k
ℓ=1
d (vi, uℓ) ,
breaking ties arbitrarily. The calculation of vs takes rk = O((log2(1/ϵ))/ϵ3) queries. If bad pairs are nonexistent, then
x∈[n]
d (vs, x) ≤

1+ ϵ′ rmin
i=1

x∈[n]
d (vi, x) ,
for otherwise (s, argminri=1

x∈[n] d(vi, x))would be a bad pair. This and Eq. (18) complete the proof as (1+ ϵ′)(2+ ϵ′) ≤
2+ ϵ. 
The power of randomness. We remark on how much an unbounded yet slowly growing amount of randomness makes a
difference. By Eq. (17), simply outputting a uniformly random point constitutes a Monte-Carlo (2+ ϵ)-approximation zero-
query algorithm for metric 1-median with a 1 − 2/(2 + ϵ) = Ω(ϵ) probability of success. Such an algorithm uses log2 n
random bits. Instead, any O(n)-query algorithm ALG using (log2 n) − ω(1) random bits can be deterministically simulated
with o(n2) queries as follows. First, cycle through all ℓ = 2(log2 n)−ω(1) possible seeds, producing ALG’s corresponding outputs
x∗1, x
∗
2, . . . , x
∗
ℓ with a total of ℓ · O(n) = o(n2) queries. Second, for 1 ≤ i ≤ ℓ, determine the closeness centrality of x∗i
with n − 1 queries, for a total of ℓ(n − 1) = o(n2) queries. Third, output one among x∗1, x∗2, . . . , x∗ℓ with the minimum
closeness centrality. By Theorem 21, the resulting o(n2)-query simulation cannot be a (3−Ω(1))-approximation algorithm
for metric 1-median. So there are no Monte-Carlo (3 − Ω(1))-approximation O(n)-query algorithms using log2 n − ω(1)
random bits with any positive probability of success. In summary, zero-query algorithms using log2 n random bits can have
an approximation ratio close to 2 with anΩ(1) probability of success, whereas O(n)-query algorithms using log2 n− ω(1)
random bits cannot have an approximation ratio of 3 minus any small constant. Using pseudorandom generators (PRGs) to
stretch log2 n−ω(1) random bits to log2 n bits does not eliminate the above gap because PRGs are themselves deterministic.
7. A lower bound for Monte-Carlo o(n)-query algorithms
To complement Theorem 22, this section shows that Monte-Carlo o(n)-query algorithms for metric 1-median cannot
have an approximation ratio of 2 minus any small constant.
Theorem 23. metric 1-median has noMonte-Carlo (2−Ω(1))-approximation o(n)-query algorithmswith anΩ(1) probability
of success even for tree metrics.
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Fig. 2. The tree G([n], E) constructed in Theorem 23.
Proof. Let u be a uniformly random element of [n]. Define a tree G([n], E) by
E ≡ {(u, x) | x ∈ [n] \ {u}} .
See Fig. 2 for illustration. Wewill prove the stronger statement that every randomized o(n)-query algorithm RAND-ALG has
probability 1− o(1) of outputting a point with closeness centrality at least 2− 1/(n− 1) times the minimum given oracle
access to some tree metric on [n]. By Yao’s minimax principle (Fact 5 with I being the set of tree metrics on [n], Ip ← dG,A
being the set of algorithms obtained from RAND-ALG by hardwiring sufficiently many random bits for handling treemetrics
on [n], Aq ← RAND-ALG, C(I, A) = 1 if the output of A ∈ A with oracle access to I ∈ I has closeness centrality at least
2 − 1/(n − 1) times the minimum and C(I, A) = 0 otherwise), we only need to show that each deterministic o(n)-query
algorithm with oracle access to the random tree metric dG outputs a point with closeness centrality at least 2 − 1/(n − 1)
times the minimum with probability 1− o(1).
Let ALG be any deterministic o(n)-query algorithm. Define d′(x, x) = 0 and d′(x, y) = 2 for all distinct x, y ∈ [n]. Given
oracle access to d′, let
(x′1, y
′
1), (x
′
2, y
′
2), . . . , (x
′
k, y
′
k) ∈ [n]2
be ALG’s queries and x′ ∈ [n] be its output. Note that d′, (x′i, y′i) and x′ are nonrandom, 1 ≤ i ≤ k. So by the union bound,
Pr
 ∃i ∈ {1, 2, . . . , k}, x′i = u ∨ y′i = u ∨ x′ = u 
≤
k
i=1

Pr

x′i = u
+ Pr  y′i = u + Pr  x′ = u 
=
k
i=1

1
n
+ 1
n

+ 1
n
= o(1), (19)
where the last equality holds because k is the number of ALG’s queries.
When u satisfies dG(x′i, y
′
i) = d′(x′i, y′i) for all 1 ≤ i ≤ k, Lemma 8 with d(1) ← d′ and d(2) ← dG will imply that ALG
outputs x′ given oracle access to dG . Therefore,
Pr
 
ALG outputs x′ given oracle access to dG
 ∧ x′ ≠ u 
≥ Pr  ∀i ∈ {1, 2, . . . , k} , dG x′i, y′i = d′ x′i, y′i ∧ x′ ≠ u  . (20)
Furthermore, dG(x, y) = d′(x, y) for all x, y ∈ [n] \ {u} because both are 2 if x ≠ y and 0 otherwise. Therefore,
Pr
 ∀i ∈ {1, 2, . . . , k} , dG x′i, y′i = d′ x′i, y′i ∧ x′ ≠ u 
≥ Pr  ∀i ∈ {1, 2, . . . , k} , x′i ∈ [n] \ {u} ∧ y′i ∈ [n] \ {u} ∧ x′ ≠ u 
Eq. (19)= 1− o(1).
This and Eq. (20) show that with probability 1 − o(1) over u, ALG does not output u given oracle access to dG . Clearly,
y∈[n] dG (u, y) = n− 1 whereas

y∈[n] dG (x, y) = 2n− 3 for all x ∈ [n] \ {u}. So, given oracle access to the random tree
metric dG, ALG’s output has closeness centrality (2n − 3)/(n − 1) = 2 − 1/(n − 1) times the minimum with probability
1− o(1). 
8. Conclusions
We derived bounds on the approximation ratios of nonevasive algorithms for the metric 1-median problem. While the
achievable approximation ratios of Monte-Carlo O(n)- and o(n)-query algorithms are known to be arbitrarily close to 1 (by
Fact 6) and arbitrarily close to 2 (by Theorem 22–23), respectively, the case of deterministic approximations is less well
settled. In particular, whereas Theorem 9 prohibits deterministic o(n)-query approximations at all, future work remains as
to whether deterministic O(n)-query approximations are possible. It is also interesting to knowwhether the approximation
lower bounds for deterministic o(n2)-query algorithms in Theorems 11 and 21 can be further strengthened.
We demonstrated a nontrivial gap on approximation ratios between algorithms using log2 n random bits and those using
(log2 n)−ω(1) random bits. As randomness is a hard-to-collect resource for computation, we would like to further explore
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the interplay among not only the approximation ratio and the query complexity but also the amount of randomness used.
Finally, generalizations to other centrality measures are nonetheless important.
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