Abstract
Introduction
Power consumption is a major concern for the design of portable devices. These devices are usually powered by a battery of a very limited capacity. Fortunately these devices often do not require vast computational capabilities, although this has been changing in the past few years. While designing portable devices it is often very easy to make trade-offs in favor of reducing power consumption even if they have a large impact on performance.
Recently, power consumption is becoming a major factor in the design of high-performance processors. Most of the traditional power reduction techniques focus mainly on the circuit and process level [11] . Many architectural techniques that are available for reducing power consumption are not used in these devices because the impact on performance is too great. In order for a technique to be used it must show a significant improvement in power consumption while having little or no impact on performance.
One of the best techniques for power reduction is to lower the supply voltage of the processor. Unfortunately this also increases the circuit delay, and therefore, the clock speed has to be lowered. Since a processor needs to be running at full speed only a fraction of the time, a variable voltage variable frequency processor can show a significant reduction in energy consumption without significantly increasing run time [3] . For these variable voltage variable frequency processors, much effort has been exerted to find efficient scheduling techniques [3, 6, 8, 9, 12, 13] . These techniques rely on the fact that often the standard processor is idle and hence the clock frequency and processor voltage can be reduced. However an alternative method to compensate for the reduction in clock frequency is to try to process data in parallel at lower frequency and hence lower voltage.
It is easy to conceive that 200 Intel XScale processors running at 500mW can outperform a Compaq Alpha 21364 at 100W on workloads with sufficient parallelism [10] . However to the best of our knowledge, no studies exist that test or validate such an assertion. Methods to exploit parallelism fall into two categories: Simultaneous Multi-Threaded (SMT) processor or a Chip-Multiprocessor(CMP). The use of a CMP and SMT for next generation wireless technology was compared with a uniprocessor [7] . In that study the power consumption for both the SMT and CMP processors were far lower than the uniprocessor. The SMT edged out the CMP, but the CMP's resources could have been optimized to reduce its power consumption even further.
In this paper we study a workload well suited for parallelization. We perform a systematic study to quantify the impacts of voltage reduction, clock frequency and the size of the caches and BTB on the energy consumed while meeting the application deadline requirements. Our study makes the following three important contributions: 1) we establish that an arbitrary multiprocessor based architecture will not save energy, 2) a constrained multiprocessor architecture can lead to energy savings without increasing execution time, and 3) constraining cache and BTB sizes can further reduce energy consumption in a multiprocessor setting while still meeting the performance requirement.
The rest of of the paper is organized as follows. In section 2, the appropriate first order power and delay equations are examined. In section 3, the workload and experiments are characterized. In section 4, the simulation environment is explained. In section 5, the experimental results are reported. In section 6, future work is stated. Finally section 7 concludes the paper.
Power and Delay Calculations
The first order approximation for power consumption in a processor is
Where is the activity, C is the capacitance V dd is the supply voltage and f is the frequency. Since power is proportional to V 2 dd , clearly a slight reduction in the supply voltage can lead to a significant reduction in the power consumption.
Unfortunately reducing the supply voltage also increases the delays of the circuit, thus decreasing the achievable clock frequency. The first order approximation of this relationship is:
Where K is proportionality constant, V dd is the supply voltage, V g is the voltage applied to the gates, and V t is the threshold voltage. For this study we assume h = 2. If other technologies require h to be less than 2, implying a somewhat reduced impact of V g ; V t on the delay, the results will show an even larger saving in energy and energy-delay product than is reported here.
Instead of using equation (1) , this paper uses simulation to determine power consumption. Equation (2) is used for computing the supply voltage for a given clock frequency. The default processor used in this experiment has a frequency of 600MHz, V dd of 2.5V, and V t of 0.67V. This is the default technology (0.35m) provided by the simulator [1] . These numbers are somewhat dated by today's standards, but are useful for illustrating the potential power savings. These values are used to solve for K for the given manufacturing process. Then for a desired frequency, the minimum V dd can be calculated. For example, for a 300MHz processor the minimum V dd is found to be 1.75V.
Workload and Experiment Design
The workload used in this paper is an MPEG-2 encoder. It was shown that in a proposed 3G wireless device, MPEG-2 encoding is by far the dominant CPU resource utilizer [7] . In fact, for their simulation purposes, the MPEG-2 encoding is spread across four processors while the rest of the wireless device's processing needs are easily handled by a fifth processor as illustrated in Figure 1 .
The MPEG-2 encoder used in this paper is the public domain MPEG-2 encoder from the MPEG Software Simulation Group (MSSG) [5] . This encoder is used because of the availability of the source code. It was necessary to provide a PISA binary for the Wattch [1] simulator, so an open source encoder was necessary. The source code was compiled using the PISA cross compiler included with SimpleScalarV2.0 [2] . The raw video files used in simulation were individual YUV color space frames extracted from a sample uncompressed video clip of 300 frames in Quarter Common Intermediate Format (QCIF) format. In order to generate a workload for the multiprocessor, the parallel encoder is approximated by a quarter screen image extracted from the QCIF file [7] . These sub-images correspond to the upper-left, upper-right, lower-left and lower-right quarters of the original file as seen in Figure 2 . The target bit rate for the uniprocessor case was 500kbps while each of the quarter screen compressors was 125kbps.
This encoding technique could be used in an actual 2-way communication device where the channel bandwidth is the most limiting factor. Each separate processor only encodes a quarter of the screen at approximately one quarter of the overall bit rate and all streams are combined and sent on the channel. Due to the subjective nature of gauging video quality, the resulting effects on visual quality were not considered.
Note that this workload does not show a direct relationship in the size of the image and the number of instructions required to finish the workload. The uniprocessor executes approximately 6 billion instructions while each of the multi- processors executes about 2 billion instructions. Therefore, without a reduction in the supply voltage, the multiprocessor would require much more energy than the uniprocessor case since the total workload is much larger. Two and eight processor configurations were briefly examined as discussed below. These configurations are unlikely to be superior to the four processors system for the technology examined in this paper. As a result these configurations are not studied in this paper.
A quick examination of a dual processor configuration shows that it would require at least two 300MHz processors to meet the deadline and using equation (2) we conclude that it must operate at 1.75V. Assuming perfect parallelization (no increase in number of clock cycles over uniprocessor), the results do show a significant reduction in energy consumption over the uniprocessor, but this ideal case will require a total energy of 227J which is 9Section 5.1.
Examination of an eight processor configuration also provides interesting results. An assumption is made that the total workload for the eight eight processor system is the same as that for a 4 processor system as shown in Section 5.1 . The requirements of the 8 processor system are a minimum of 94MHz processors running at 1.09V. While each of these processors require at most 4.5W, the total energy required for eight processors to complete the workload at this power level is higher than both the two and four processor configurations.
Simulator
The simulator used in this experiment is a modified version of the Wattch [1] simulator, a power estimator based on the popular SimpleScalar [2] simulator. Wattch is based on the SimpleScalar sim-outorder simulator, but it adds a mechanism to account for power consumption by the sub-units of the processor. The Wattch simulator is about 30% slower than SimpleScalar but provides a more accurate account of power consumption than the first order equation can. The simulation results show that while the absolute numbers provided by the Wattch simulator are not very accurate (about 10% off), they do show a strong correlation to the general trends in the processor's power consumption [1] .
Since the workload is divided into completely independent sub-components, the multiprocessor is approximated by four separate instances of the Wattch simulator. This assumption means that each processor has its own individual cache and memory system and that no communication between the processors is needed. For the division of the workload that this paper uses, this is a possible implementation. The approximation technique may not accurately reflect energy consumption in a multiprocessor environment where significant cache coherence traffic is occurring.
The only modification that was needed to the Wattch simulator was a change to account for the reduced voltage and frequency. These are process related constants stated in the source code header files and were varied as described in the following section.
Results
The comparison of the voltage and frequency constrained multiprocessors is presented in Section 5.1. The processor is further constrained by reducing the cache sizes in Section 5.2. The BTB sizes are reduced in Section 5.3. Finally in Section 5.4 a combination of the cache and BTB size reduction is used to provide the best energy savings result. As mentioned in Section 3, the only configuration that was studied in detail was the four processor case.
Speed and Voltage Reduction
Simply applying a multiprocessor to a workload without adding some form of constraint will not result in energy savings. The workload for the uniprocessor is about 6 billion instructions while each multiprocessor executes about 2 billion instructions. Clearly there is a 33% increase in the total number of instructions executed. Figure 3 shows that a four processor multiprocessor running at 300MHz and 2.5V when compared with a uniprocessor running at 600MHz and 2.5V, consumes 18% more energy. This is due to the increase in the total number of instructions. However the multiprocessor will complete the workload in 33% less time.
The large improvement in power consumption comes from reducing the processor supply voltage. Figure 3 shows the total energy required to complete the workload. Figure 4 shows the maximum power, average power and execution time relative to the 600MHz-2.5V processor.
A conservative estimate of the supply voltage for a 300MHz processor on the same technology as a 600MHz 2.5V processor is 2.0V. With these settings there is a 23% decrease in the energy required to complete the full workload. There is also a significant decrease in runtime in using the multiprocessor setup compared to the uniprocessor. Direct calculation of the of the lowest V dd shows that the supply voltage can be reduced to 1.75V. The simulation results in Figure 3 show that there is a 41% decrease in the energy required to complete the workload. The simulation results from the quarter screen simulation are used to find the minimum frequency that the multiprocessor can run at in order to complete the workload in the same amount of time. The calculation shows that 188MHz is the desired frequency. The calculated supply voltage is 1.45V. The simulation results show a 56% decrease in the energy consumption compared to the uniprocessor.
Simulations were run at a variety of other frequencies. The simulation results show that a 200MHz processor configuration actually consumes less energy than the 188MHz configuration. These processors have average power consumption of 8.42W and 8.06W respectively. The slightly longer execution time of the 188MHz processor causes its energy consumption to be higher.
From the graphs in Figure 3 and Figure 4 it can be seen that there is a very wide range of frequencies that are able to complete the workload in less time and with less energy than the uniprocessor. For this workload, there is clearly an energy advantage with a multiprocessor from around 500MHz all the way down to 188MHz. Depending on the requirements of the application, the appropriate energy delay trade off can be made.
Since the multiprocessor system can complete the workload in less time than the uniprocessor can, additional techniques can be used to further reduce the power consumption of the multiprocessor system. Two areas explored in this paper are reduction of the cache and BTB sizes to reduce energy while still completing the workload ahead of the uniprocessor. 
Cache Size Reduction
It has been shown that the largest consumers of power in a processor are the clock and on chip memories (i.e. caches, BTBs, registers, etc.) [4] . In fact it is estimated that between 50-80% of the power consumption of a microprocessor occurs in the on-chip memories and clock circuitry. As reported by Wattch, the largest power consumers on the simulated architecture are the caches (16.5% of total power) and the branch target buffer (6.58% of total power). Since the multiprocessors are able to complete the workload in a shorter time period than the uniprocessor, the multiprocessor core can be modified to try to improve power consumption. The first area to target is the caches. The baseline cache arrangement is a 16kB direct mapped L1 instruction cache, a 16kB 4-way set associative L1 data cache, and a 256kB 4-way set associative unified L2 cache. Processors with 1/2, 1/4, 1/8, and 1/16 size caches were simulated.
As can be seen in Figure 5 the energy consumption is minimal at 1/4 the cache size. The results for the 600MHz uniprocessor are not shown but follow the same trend. Examining the simulation results shows that beyond a quarter cache size there is a large jump in the number clock cycles required to complete the workload.
The average power consumption savings of the 200MHz processor at 1/4 sizes is 13.9%. Unfortunately this comes at the price of a 5% increase in execution time. Thus the resulting savings in energy is about 9.9%. The energy savings for the higher frequency processors is slightly less.
In all of these cases the multiprocessor configurations complete the workload in less time and with less energy than the uniprocessor. From the simulation results, the optimal cache size for this workload would appear to 1/4 size or 4kB L1 caches and a 64kB L2 cache.
BTB Size Reduction
The next target for energy reduction is the BTB. The baseline BTB has 2048 entries. Simulations were run with 1/2, 1/4, 1/8, 1/16, 1/32, and 1/64 sized BTB. Since the BTB accounts for less than 7% of the total processor power, it's impact on power consumption is not expected to be as great as that of the caches. Figure 6 illustrates the energy savings gained by reducing the size of the BTB. The results for the 600MHz processor are not shown, but follow the same trend. There is a 5.8% reduction in the energy consumption by reducing the size of the BTB by a factor of 32. More importantly the BTB's power consumption drops from 6.5-7% to 0.8-1.2% of total processor power. At 1/32 size, the BTB only consumes around 1% of the total system power. Further reductions in the size (including removal) of the BTB will not yield much further reduction in the energy consumption. In fact reducing the BTB from 1/32 to 1/64 of the original size only drops the power consumption by less than 0.1%, but the number of clock cycles needed increases by almost 2% thus requiring more energy to complete the task.
BTB and Cache Size Reduction
The BTB and cache size reduction techniques are combined to examine the effect on energy consumption. Table 1 shows that a further 16% improvement in energy consumption is seen with only a 5% increase in the number of cycles. Note that the multiprocessor with reduced cache and BTB sizes requires only 196MHz processors to complete the workload ahead of the baseline uniprocessor. Figure 7 shows the energy, execution time, and energy delay product for the 600MHz uniprocessor, cache constrained, BTB constrained, and cache and BTB constrained multiprocessors at 200MHz. For ease of display in one graph, all results are normalized with respect to the 600MHz uniprocessor. The best energydelay product is seen with the combined cache and BTB constrained multiprocessor.
Future Work
In this paper we investigated the potential energy savings of implementing a specific, though common workload using a multiprocessor. Examination of other workloads would help to validate the use of multiprocessing for power savings. Some workloads will not parallelize as well as this workload making the trade-off evaluation more complex. Future work will involve developing an analytical model that estimates the minimum amount of parallelism that is needed for a multiprocessor to save energy.
Further developments of the simulation environment will include a shared bus multiprocessor model along with an actual parallel version of the MPEG-2 encoder. Additional processor resource optimization will be explored in an attempt to further reduce energy consumption.
Another future project is to develop an analytical model to calculate near optimal cache and BTB sizes for a particular workload. This would reduce the total simulation time needed to find a power efficient architecture for a particular workload.
Conclusion
Multiprocessing is a promising technique for saving energy on certain workloads. A 4-way multiprocessor can have up to an 56% energy reduction as compared to a uniprocessor when running a CPU intensive DSP type application. This energy advantage is observed even when the multiprocessor has to execute 33% more instructions. Along with using multiprocessing, proper sizing of the largest power consuming blocks also shows a noticeable energy saving. The two most likely candidates for size optimization are the caches and the BTB. Optimizing the cache and BTB sizes can yield a further 16% improvement in energy consumption while still out-performing a uniprocessor.
