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ON GROWTH OF GENERALIZED GRIGORCHUK’S OVERGROUPS
SUPUN T. SAMARAKOON
Abstract. Grigorchuk’s Overgroup G˜, is a branch group of intermediate growth. It contains the first
Grigorchuk’s torsion group G of intermediate growth constructed in 1980, but also has elements of infinite
order. It’s growth is substantially greater than the growth of G. The group G, corresponding to the
sequence (012)∞ = 012012 . . ., is a member of the family {Gω |ω ∈ Ω = {0, 1, 2}N} consisting of groups of
intermediate growth when sequence ω is not virtually constant. Following this construction we define the
family {G˜ω , ω ∈ Ω} of generalized overgroups. Then G˜ = G˜(012)∞ and Gω is a subgroup of G˜ω for each
ω ∈ Ω. We prove, if ω is eventually constant, then G˜ω is of polynomial growth and if ω is not eventually
constant, then G˜ω is of intermediate growth.
1. Introduction
The growth rate of groups are long studied area [20, 17, 15] and it was known that growth rates
of groups can vary from polynomial growth through intermediate growth to exponential growth. First
group of intermediate growth (the growth which is neither polynomial nor exponential), known as the first
Grigorchuk’s torsion group G, was constructed by Rostislav Grigorchuk in 1980 [10] as finitely generated
infinite torsion group and later [11] it was shown that it has intermediate growth. The growth rate γG(n)
of G was first shown to be bounded below by e
√
n and bounded above by en
β
where β = log32 31 ≈ 0.991
[11, 12]. In 1998, Laurent Bartholdi [1] and in 2001, Roman Muchnik and Igor Pak [18] independently
refined the upper bound to γG(n)  enα , where α = log (2)/ log (2/η) ≈ 0.767 and η is the real root of the
polynomial x3 + x2 + x − 2. Recent work of Anna Erschler and Tianyi Zheng [8] showed γG(n)  en(α−ǫ)
for any positive ǫ.
At the same time, in [11, 12] (also see [14]) an uncountable family of groups {Gω, ω ∈ Ω = {0, 1, 2}N},
known as generalized Grigorchuk’s groups were constructed. They consist of groups of intermediate growth
when sequence ω is not virtually constant and of polynomial growth when sequence ω is virtually constant
[12].
Since the construction of first Grigorchuk group, there was an expansion on the area of study and new
groups of intermediate growth were introduced [13, 16, 4, 3, 19]. The group G˜ known as the Grigorchuk’s
overgroup [5] is an infinite finitely generated group of intermediate growth which shares many properties
with first Grigorchuk’s group [6]. In contrast, the Grigorchuk’s overgroup has an element which is non
torsion [5]. As a corollary to proposition 7 and theorem 2′′ of present article, growth bounds of the growth
rate γG˜(n) of G˜ satisfies, exp
(
n
log2+ǫ n
)
 γG˜(n)  exp
(
n log(log n)
logn
)
for any ǫ > 0.
First introduced technique for getting an upper bound for G uses the strong contraction property [12]
(also known as sum contraction property), which says that there is a finite indexed subgroup H of G such
that any element g ∈ H can be uniquely decompose into some elements, whose sum of lengths in not larger
than C|g| + D where 0 < C < 1 and D are constants independent of g [12]. Later this technique was
developed and many variants were introduced [2, 7, 9]. In 2004, Anna Erschler introduced a method for
partial description of the Poisson boundary, to get a lower bound for certain class of groups of intermediate
growth [7]. This idea was used to get the current known best lower bound for G [8]. We will be using a
version of strong contraction property in this text.
Following the construction in [12], we introduce an uncountable family {G˜ω, ω ∈ Ω} called generalized
Grigorchuk’s overgroups (see section 2.1).
Theorem 1. Let ω ∈ Ω. Then G˜ω is of polynomial growth if ω is virtually constant and G˜ω is of
intermediate growth if ω is not virtually constant.
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Figure 1. Labeled binary rooted tree T2
Let Ω∗0 ⊂ Ω0 be the set of sequences ω such that there is an integer M = M(ω) with the property
that for all k ≥ 1, the set {ωk, ωk+1, . . . ωk+M−1} contains all three symbols and let Ω∗1 ⊂ Ω1 be the set
of sequences ω such that there is an integer M = M(ω) with the property that for all k ≥ 1, the set
{ωk, ωk+1, . . . ωk+M−1} contains at least two symbols.
Theorem 2. Let ω ∈ Ω∗0 ∪ Ω∗1. Then
γG˜ω(n)  exp
(
n log(logn)
logn
)
.
We prove theorem 1 in section 3 and theorem 2 in section 4. Also we provide a lower bound for the
growth of all the groups G˜ω by a function of type exp
(
n
log2+ǫ(n)
)
for arbitrary ǫ > 0 (see proposition 7).
2. preliminaries
First we introduce some notations. Let Ω = {0, 1, 2}N and let Ω0,Ω1,Ω2,Ω1,2 be subsets of Ω, where
Ω0 is the set consisting of all sequences containing 0, 1 and 2 infinitely often, Ω2 is the set consisting of all
eventually constant sequences, Ω1 = Ω− (Ω0 ∪ Ω2), and Ω1,2 is the set consisting sequences containing at
most two symbols. Let σ : Ω→ Ω be the left shift. i.e. (σω)n = ωn+1.
2.1. Generalized Grigorchuk’s Groups Gω and Generalized Grigorchuk’s Overgroups G˜ω. Con-
sider the labeled binary rooted tree T2 [see figure 1]. For each vertex v, let I be the trivial action on v
and let P be the action of interchanging the vertices v0, v1 and acting trivially on these two vertices. We
identify an infinite sequence {an} of P, I with the element g ∈ Aut(T2) such that g · (1n−10) = an. We
define a to be the element acting on the root as P and trivially on other vertices and x to be the element
(P, P, . . .).
For ω ∈ Ω, identify elements bω, cω, dω with sequences {bn}, {cn}, {dn}, respectively, where
bn =
{
P ωn = 0 or 1
I ωn = 2
, cn =
{
P ωn = 0 or 2
I ωn = 1
and dn =
{
P ωn = 1 or 2
I ωn = 0
.
Further define b˜ω := xbω, c˜ω := xcω and d˜ω := xdω . Note that all these elements are involutions and
all except a commute with each other. The generalized Grigorchuk’s group Gω is the group generated by
elements a, bω, cω, dω and the generalized overgroup G˜ω is the group generated by a, bω, cω, dω, x. Gω ⊂ G˜ω
and it is useful to view G˜ω as the group generated by elements a, bω, cω, dω , x, b˜ω, c˜ω, d˜ω , where a typical
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element g ∈ G˜ω can be represented in reduced form (a) ∗ a ∗ a . . . a ∗ a ∗ (a) where first and last a can be
omitted and ∗s represent generators other than a, using simple contractions 3.1, which will be introduced
later.
Denote H˜ω := H˜
(1)
ω := StabG˜ω(1) and g ∈ H˜ω if and only if g has even number of a’s. There is a natural
embedding ψ˜ω from H˜ω into G˜σω × G˜σω given by ψ˜ω(g) = (g|0, g|1), where g|v is the restricted action on
rooted tree with root v, for v = 0, 1. We will denote ψ˜ω by ψ˜ if ω is understood.
Volume growth function of group G with finite generating set S, denoted by γG,S is defined by γG,S(n) =
number of elements g ∈ G which can be written as a product of n or less number of generators of S. There
is an order relation  for growth functions defined by f  g if and only if there are constants A and B
such that f(n) ≤ Ag(Bn) for all n. We define an equivalence relation ≃ by, f ≃ g if and only if f  g and
g  f . The equivalence classes are know as growth rates, which are independent of generating set. Growth
rate can be polynomial, exponential or intermediate. Growth above polynomial is called super polynomial
and growth below exponential is called subexponential.
The growth exponent λG of group G is given by λG = limn[γG(n)]
1/n. It is known that λG > 1 ⇐⇒ G
has exponential growth [12]. We will be using γ˜ω, λ˜ω in this text to denote γG˜ω,S˜ω , λG˜ω , where S˜ω =
{a, bω, cω, dω, x, b˜ω, c˜ω, d˜ω}.
3. Growth of G˜ω
Proposition 3. Let ω ∈ Ω1 ∪ Ω2. Then G˜ω has subexponential growth.
Lemma 3.1. A non-decreasing semi-multiplicative function γ(n) with argument a natural number, can be
extended to a non-decreasing semi-multiplicative function γ(x), with argument a non-negative real number.
Lemma 3.2. For any ω ∈ Ω, λ˜ω ≤ λ˜σω
Proof. Denote B˜ω(n) = {g ∈ G˜ω : |g| ≤ n} and H˜ω(n) = H˜ω ∩ B˜ω(n). Any element g ∈ B˜ω(n) is either in
H˜ω or is of the form g = ag
′, where g′ ∈ H˜ω and |g′| ≤ |g|+ 1 ≤ n+ 1. Thus,
γ˜ω(n) = |B˜ω(n)| ≤ |H˜ω(n)|+ |H˜ω(n+ 1)| ≤ 2|H˜ω(n+ 1)|.
For each g ∈ H˜ω there are unique gl, gr ∈ G˜σω such that |gl|, |gr| ≤ |g|+12 and ψ˜ω(g) = (gl, gr). Thus,
|H˜ω(n)| ≤ |B˜σω(n+ 1
2
)|2 = [γ˜σω(n+ 1
2
)]2.
Therefore,
γ˜ω(n) ≤ 2[γ˜σω(n+ 2
2
)]2.
Consequently,
λ˜ω = lim
n
[γ˜ω(n)]
1/n ≤ lim
n
[2[γ˜σω(
n+ 2
2
)]2]1/n = lim
n
[γ˜σω(
n+ 2
2
)]2/n = λ˜σω .

Lemma 3.3. For any ω ∈ Ω1,2, G˜ω = Gω.
Proof. First note that x ∈ Gω =⇒ xbω, xcω, xdω ∈ Gω =⇒ b˜ω, c˜ω, d˜ω ∈ Gω =⇒ G˜ω ⊂ Gω =⇒ G˜ω =
Gω. To prove lemma, we only need to show that x ∈ Gω. For definiteness we may assume ω consists only
of symbols 0, 1. Since the first entry of 0 and 1 is P, bω = (P, P, P, ...) = x. Therefore x ∈ Gω and thus the
result is true. 
Proof of Proposition 3. Let ω ∈ Ω1 ∪ Ω2. Then there exists N ∈ N such that σNω consists only of at
most two symbols. Then by lemma 3.3, G˜σNω = GσNω. Therefore λ˜σNω = λσNω. For any ω, Gω is of
intermediate growth if ω ∈ Ω1 and of polynomial growth if ω ∈ Ω2 [12]. Thus λσNω = 1. So by lemma 3.2,
λ˜ω ≤ λ˜σNω = 1. Thus G˜ω is of subexponential growth. 
Proposition 4. Let ω ∈ Ω1. Then G˜ω has intermediate growth.
Proof. By theorem 3, G˜ω is of subexponential growth. Since Gω ⊂ G˜ω and Gω is of super-polynomial
growth [12], G˜ω is of super-polynomial growth. Hence G˜ω is of intermediate growth. 
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Proposition 5. Let ω ∈ Ω2. Then G˜ω has polynomial growth.
Proof. Since ω ∈ Ω2, there is a natural number N such that ω = {ωn}, ωn = ωN for all N ≥ n. Then
G˜σN−1ω =
〈
a, b˜N , c˜N , d˜N
〉
= 〈a, x〉 ∼= D∞, the infinite Dihedral group. Let G be the group acting on
binary tree T containing all the elements g ∈ Aut(T ) such that g restricted to any sub-tree tooted at
a vertex in level N − 1 is in 〈a, x〉. Then G˜ω ⊂ G. Let G0 be the subgroup of G containing elements
acting trivially on the first N − 1 levels of the binary tree T . Note that G0 ⊳ G and [G : G0] ≤ 22N−1.
But G0 ∼= 〈a, x〉2
N−1 ∼= D2N−1∞ . Thus G0 is virtually abelian and thus of polynomial growth. Since
[G : G0] <∞,G is of polynomial growth. G˜ω ⊂ G implies that G˜ω is of polynomial growth. 
Proposition 6. Let ω ∈ Ω0. Then G˜ω has intermediate growth.
We will, now on, consider the generating set of G˜ω to be S˜ω = {a, bω, cω, dω , b˜ω, c˜ω, d˜ω, x}. Then we
have the following relations called simple contractions;
a2 = x2 = b2ω = c
2
ω = d
2
ω = b˜
2
ω = c˜
2
ω = d˜
2
ω = 1
bωcω = cωbω = dω , cωdω = dωcω = bω, dωbω = bωdω = cω
b˜ωc˜ω = c˜ω b˜ω = dω , c˜ωd˜ω = d˜ω c˜ω = bω, d˜ω b˜ω = b˜ωd˜ω = cω
bωc˜ω = c˜ωbω = d˜ω , cωd˜ω = d˜ωcω = b˜ω, dω b˜ω = b˜ωdω = c˜ω(3.1)
b˜ωcω = cω b˜ω = d˜ω , c˜ωdω = dω c˜ω = b˜ω, d˜ωbω = bωd˜ω = c˜ω
bω b˜ω = b˜ωbω = cω c˜ω = c˜ωcω = dωd˜ω = d˜ωdω = x
bωx = xbω = b˜ω, cωx = xcω = c˜ω, dωx = xdω = d˜ω
b˜ωx = xb˜ω = bω, c˜ωx = xc˜ω = cω, d˜ωx = xd˜ω = dω
Any word in the alphabet S˜ω is called reduced if it is of the form (a) ∗ a ∗ . . .∗ a ∗ (a) where first and last
a can be omitted. Any word can be reduced using simple contractions. The length of a word W denoted
by |W | is the number of letters in W and let |W |∗ denote the number of ∗’s in |W | for ∗ ∈ S˜ω. For any
element g ∈ G˜ω the length of g denoted by |g| is defined by,
|g| = min{|W | : g =W in G˜ω, W is reduced}.
A reduced word W satisfying g =W in G˜ω and |g| = |W | is called a minimal representation of g. For any
ǫ > 0 define F ǫ(n) to be the set of length n elements g in G˜ω with every minimal representation W of g of
alphabet S˜ω satisfies at least one of the inequalities
|W |∗ > (1/2− ǫ)n; where ∗ ∈ S˜ω − {a}.
Let Dǫ(n) be the set of length n elements g in G˜ω having at least one minimal representation W of g of
alphabet S˜ω satisfying the inequalities
|W |∗ ≤ (1/2− ǫ)n; for all ∗ ∈ S˜ω − {a}.
For any δ > 0 define F˜δ(n′) to be the the set of words in the alphabet S˜ω − {a} of length n′ such that
every W ′ ∈ F˜δ(n′) satisfies at least one inequality
|W ′|∗ > (1− δ)n′; where ∗ ∈ S˜ω − {a}.
Lemma 3.4. For any W ∈ F ǫ(n) there is W ′ ∈ F˜δ(n′) obtained by deleting a’s in W where
n− 1
2
≤ n′ ≤ n+ 1
2
δ = 2ǫ+
3
n− 1
Proof. Since there are almost half of letter a’s and thus we get n−12 ≤ n′ ≤ n+12 . Also |W ′|∗ = |W |∗ >
(1/2− ǫ)n ≥ (1/2− ǫ)(2n′ − 1) = (1− 2ǫ− (1−2ǫ)2n′ )n′ > (1− 2ǫ− 3n−1 )n′. 
Lemma 3.5. If δ < 6/e, then lim
n
|F˜δ(k)|1/k ≤ (1− δ)−1(δ/6)−δ.
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Proof. Since any of seven letters {b, c, d, b˜, c˜, d˜, x} can enter into the word W ∈ F˜δ(k) with frequency
> 1− δ, we have,
|F˜δ(k)| ≤7 + 7
[δk]∑
x=0
∑
∑
ij=[δk]−x
k!
(k − [δk] + x)!i1! . . . i6!
≤7 + 7
[δk]∑
x=0
(
[δk]− x+ 5
5
)
k!
(k − [δk] + x)!
(
(δk−x)∗
6
)
!6
; where (δk − x)∗ := 6
[
[δk − x]
6
]
≤7 + 7
(
[δk] + 5
5
) [δk]∑
x=0
k!
(k − [δk] + x)!
(
(δk−x)∗
6
)
!6
≤([δk] + 5)5
[δk]∑
x=0
k!
(k − [δk] + x)!
(
(δk−x)∗
6
)
!6
≤([δk] + 5)5
[δk]∑
x=0
c
√
kkke−ke(k−[δk]+x)e(δk−x)∗
(k − [δk] + x)(k−[δk]+x)
(
(δk−x)∗
6
)(δk−x)∗
; by Stirling’s formula
nn
en
≤ n! ≤ c√nn
n
en
≤c([δk] + 5)5
[δk]∑
x=0
√
kk([δk]−x)−(δk−x)∗e(δk−x)∗−([δk]−x)(
1− [δk]k + xk
)(k−[δk]+x) (
(δk−x)∗
6k
)(δk−x)∗
; since 0 ≤ ([δk]− x)− (δk − x)∗ ≤ 6
≤c([δk] + 5)5
[δk]∑
x=0
√
kk6(
1− [δk]k + xk
)(k−[δk]+x) (
(δk−x)∗
6k
)(δk−x)∗
≤ck6
√
k(1− δ)−k
[δk]∑
x=0
(
(δk − x)∗
6k
)−(δk−x)∗
.
Since the function x−x, x > 0, is increasing in the interval (0, e−1) and since δ/6 < e−1,(
(δk − x)∗
6k
)−( (δk−x)∗6k )
≤
(
δ
6
)−( δ6 )
and therefore,
|F˜δ(k)| ≤ ck6
√
k(1− δ)−k([δk] + 1)
(
δ
6
)−( δ6 )6k
.
Hence,
lim
n
|F˜δ(k)|1/k ≤ (1− δ)−1(δ/6)−δ

Corollary 3.6. lim
n
|F ǫ(n)|1/n ≤ (1− 2ǫ)−1/2(ǫ/3)−ǫ.
Proof. If n is even, then at most two words in Fǫ(n) gives the same word in F˜δ(n/2). So,
|F ǫ(n)| ≤ 2|F˜δ(n/2)|.
If n is odd, then each word in F ǫ(n) gives a unique word in F˜δ((n− 1)/2) or F˜δ((n+ 1)/2) and so,
|F ǫ(n)| ≤ |F˜δ((n− 1)/2)|+ |F˜δ((n+ 1)/2)|.
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Note that,
lim
n
|F˜δ(n/2)|1/n ≤ lim
n
(
(1− δ)−1(δ/6)−δ)1/2
lim
n
|F˜δ((n− 1)/2)|1/n ≤ lim
n
(
(1− δ)−1(δ/6)−δ)1/2
lim
n
|F˜δ((n+ 1)/2)|1/n ≤ lim
n
(
(1− δ)−1(δ/6)−δ)1/2
and thus,
lim
n
|F ǫ(n)|1/n ≤ lim
n
(
(1− δ)−1(δ/6)−δ)1/2 .
Since δ = 2ǫ+ 3n−1 , limn δ = 2ǫ and therefore,
lim
n
(
(1− δ)−1(δ/6)−δ)−1/2 = (1− 2ǫ)−1/2(ǫ/3)−ǫ.
Hence we get the desired result. 
Let H˜
(s)
ω := StabG˜ω(s) and H˜
(s)
σnω := StabG˜σnω (s). For each s, denote by a, bs, cs, ds, b˜s, c˜s, d˜s, x the
canonical generators of G˜σsω. So s = 0 gives the generators of G˜ω. Using the map ψ, we get the following;
ωs = 0 =⇒ bs−1 = (a, bs) cs−1 = (a, cs) ds−1 = (1, ds) x = (a, x)(3.2)
b˜s−1 = (1, b˜s) c˜s−1 = (1, c˜s) d˜s−1 = (a, d˜s)
ωs = 1 =⇒ bs−1 = (a, bs) cs−1 = (1, cs) ds−1 = (a, ds) x = (a, x)
b˜s−1 = (1, b˜s) c˜s−1 = (a, c˜s) d˜s−1 = (1, d˜s)
ωs = 2 =⇒ bs−1 = (1, bs) cs−1 = (a, cs) ds−1 = (a, ds) x = (a, x)
b˜s−1 = (a, b˜s) c˜s−1 = (1, c˜s) d˜s−1 = (1, d˜s)
Let W represent a word in H˜
(s)
ω . Then there are W˜0, W˜1 such that W = (W˜0, W˜1) using substitutions
in 3.2. Let W0,W1 be obtained by doing simple contractions on W˜0, W˜1. Let α1 denote the number of
such simple contractions. So W0,W1 represent words in H˜
(s−1)
σ1ω . Now there are W˜00, W˜01, W˜10, W˜11 such
that W0 = (W˜00, W˜01),W1 = (W˜10, W˜11) using substitutions in 3.2. Let W00,W01, W10,W11 be obtained
by doing simple contractions on W˜00, W˜01, W˜10, W˜11. Let α2 denote the number of such simple contrac-
tions. So W00,W01,W10,W11 represent words in H˜
(s−2)
σ2ω . Proceeding this manner we get {Wi1i2...is}ii∈{0,1}
representing words in H˜
(s−s)
σsω = G˜σsω. Denote by αs the number of simple contractions done to obtain
{Wi1i2...is}ii∈{0,1} from {W˜i1i2...is}ii∈{0,1}. Let x0 := |W |d0 + |W |b˜0 + |W |c˜0 , y0 := |W |c0 + |W |b˜0 + |W |d˜0
and z0 := |W |b0 + |W |c˜0 + |W |d˜0 . Also for j = 1, 2, . . . s, let
xj =
∑(
|Wi1i2...ij |dj + |Wi1i2...ij |b˜j + |Wi1i2...ij |c˜j
)
yj =
∑(
|Wi1i2...ij |cj + |Wi1i2...ij |b˜j + |Wi1i2...ij |d˜j
)
zj =
∑(
|Wi1i2...ij |bj + |Wi1i2...ij |c˜j + |Wi1i2...ij |d˜j
)
.
Lemma 3.7. Let ǫ > 0, nǫ ∈ N such that nǫǫ > 5/2. Let n ≥ nǫ. Let s ∈ N such that ωs is the first time
that the third symbol appears in ω. Let W ∈ Dǫ(n) represent a word in H˜(s)ω . Then,∑
i1,i2,...,is
|Wi1i2...is | ≤
(
1− ǫ
5
)
n+ 2s − 1.
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Proof. For definiteness, suppose ω1 = . . . = ωt−1 = 0, ωt = 1, ωm 6= 2 for every m < s and ωs = 2. First
note that each simple contraction decreases yi, zi by at most 2. Thus,
yt−1 ≥ y0 − 2(α1 + α2 + . . .+ αt−1) ≥ y0 − 2
s−1∑
1
αi
zs−1 ≥ z0 − 2
s−1∑
1
αi.
Also note that, ∑
i1,i2,...,is
|Wi1i2...is | ≤ n+ 2s − 1− x0 − yt−1 − zs−1 −
s−1∑
1
αi.
Now let us show that x0+yt−1+zs−1+
∑s−1
1 αi > nǫ/5. To the contrary assume x0+yt−1+zs−1+
∑s−1
1 αi ≤
nǫ/5. Therefore, Thus
∑s−1
1 αi ≤ nǫ/5. Therefore,
x0 + y0 + z0 ≤ x0 +
(
yt−1 + 2
s−1∑
1
αi
)
+
(
zs−1 + 2
s−1∑
1
αi
)
≤
(
x0 + yt−1 + zs−1 +
s−1∑
1
αi
)
+ 3
(
s−1∑
1
αi
)
≤ 4
5
nǫ
But n = |W | ≤ |W |a+ |W |x + x0 + y0+ z0 ≤ n+12 + n2 −nǫ+ 45nǫ, thus nǫ ≤ 5/2, which is a contradiction.
So x0 + yt−1 + zs−1 +
∑s−1
1 αi > nǫ/5. Therefore,∑
i1,i2,...,is
|Wi1i2...is | ≤
(
1− ǫ
5
)
n+ 2s − 1.

Proof of proposition 6. Take a fixed ǫ > 0. If for at least one k there exist infinite set N0 ⊂ N such that
∀n ∈ N0
(3.3) |F ǫσkω(n)| ≥ |Dǫσkω(n)|
then,
λ˜ω = λ˜σkω
= lim
n
|γ˜σkω(n)|1/n
= lim
n∈N0
|γ˜σkω(n)|1/n
= lim
n∈N0
[|F ǫσkω(n)|+ |Dǫσkω(n)|]1/n
≤ lim
n∈N0
[2|F ǫσkω(n)|]1/n
≤ lim
n
[2|F ǫσkω(n)|]1/n
= lim
n
|F ǫσkω(n)|1/n
λ˜ω ≤ (1− 2ǫ)−1/2(ǫ/3)−ǫ.(3.4)
Now suppose that for every k ∈ N there exists an N(k) such that for all n > N(k)
(3.5) |F ǫσkω(n)| < |Dǫσkω(n)|.
As before let H˜
(s)
ω (n) := B˜ω(n) ∩ H˜(s)ω and H˜(s)σkω(n) := B˜σkω(n) ∩ H˜
(s)
σkω
. Let ω =
ω1 . . . ωs1ωs1+1 . . . ωs1+s2ωs1+s2+1 . . . ωs1+s2+s2 . . . where s1 is the first time third symbol appears in ω,
s2 is the first time third symbol appears in σ
s1ω, and so on.
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Since [G˜ω : H˜
(s1)
ω ] ≤ (2s1)! =: K1, there is a fixed Schreier system of representatives of the right cosets
of G˜ω modulo H˜
(s1)
ω with each Schreier representative is of length less than K1. So for any g ∈ B˜ω(n),
there are h ∈ H˜(s1)ω , l a Schreier representative such that g = hl and since |l| ≤ K1, we have |h| ≤ n+K1.
Therefore,
(3.6) |B˜ω(n)| ≤ K1|H˜(s)ω (n+K1)|.
By 3.5 we get,
|H˜(s)ω (n+K1)| ≤ 3
n+K1∑
k=1
|H˜(s1)ω (n+K1) ∩ Dǫ(k)|
and by lemma 3.7,
(3.7) |H˜(s)ω (n+K1)| ≤ 3
∑
i1,...,i2s1
|B˜σs1ω(i1)| . . . |B˜σs1ω(i2s1 )|
where
∑2s1
j=1 ij ≤
(
1− ǫ5
)
(n+K1) + 2
s1 − 1.
The growth index λ˜σs1ω of the group G˜σs1ω is defined by the relation
λ˜σs1ω = lim
i
|B˜σs1ω(i)|1/i
and therefore for each δ > 0 there exists an I = I(δ) such that for i ≥ I,
|B˜σs1−1ω(i)| ≤ (λ˜σs1ω + δ)i.
Thus for all i,
|B˜σs1−1ω(i)| ≤ |B˜σs1−1ω(I)|(λ˜σs1ω + δ)i
which implies
|B˜σs1ω(i1)| . . . |B˜σs1ω(i2s1 )| ≤ |B˜σs1−1ω(I)|2
s1
(λ˜σs1ω + δ)
∑2s1
j=1 ij
≤ |B˜σs1−1ω(I)|2
s1
(λ˜σs1ω + δ)
(1− ǫ5 )(n+K1)+2s1−1.(3.8)
Number of summands in the right hand side of 3.7 is,
[e8]
((
1− ǫ5
)
(n+K1) + 2
s1 − 1 + 2s1
2s1
)
≤
(
n+K1 + 2
s1+1 − 1
2s1
)
=
(n+K1 + 2
s1+1 − 1) . . . (n+K1 + 2s1)
(2s1)!
≤(n+K1 + 2s1+1 − 1)2
s1
.(3.9)
Now by 3.7, 3.8 and 3.9 we get,
|H˜(s)ω (n+K1)| ≤ 3
∑
i1,...,i2s1
|B˜σs1ω(i1)| . . . |B˜σs1ω(i2s1 )|
≤
∑
i1,...,i2s1
|B˜σs1−1ω(I)|2
s1
(λ˜σs1ω + δ)
(1− ǫ5 )(n+K1)+2s1−1
≤ (n+K1 + 2s1+1 − 1)2
s1 |B˜σs1−1ω(I)|2
s1
(λ˜σs1ω + δ)
(1− ǫ5 )(n+K1)+2s1−1
By 3.6,
(3.10) |B˜ω(n)| ≤ 3K1(n+K1 + 2s1+1 − 1)2
s1 |B˜σs1−1ω(I)|2
s1
(λ˜σs1ω + δ)(
1− ǫ5 )(n+K1)+2s1−1
Therefore,
λ˜ω = lim
n
|B˜ω(n)|1/n
≤ lim
n
[
3K1(n+K1 + 2
s1+1 − 1)2s1 |B˜σs1−1ω(I)|2
s1
(λ˜σs1ω + δ)(
1− ǫ5 )(n+K1)+2s1−1
]1/n
≤
(
λ˜σs1ω + δ
)(1− ǫ5 )
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Since δ is arbitrary,
λ˜ω ≤
(
λ˜σs1ω
)(1− ǫ5 )
.
In the same way, still under the assumption 3.5, and replacing ω by ω, σs1ω, σs1+s2ω, σs1+s2+s3ω, . . ., we
get,
λ˜ω ≤
(
λ˜σs1ω
)(1− ǫ5 )
λ˜σs1ω ≤
(
λ˜σs1+s2ω
)(1− ǫ5 )
λ˜σs1+s2ω ≤
(
λ˜σs1+s2+s3ω
)(1− ǫ5 )
...
Thus for each k ∈ N,
(3.11) λ˜ω ≤
(
λ˜σs1+...+skω
)(1− ǫ5 )k
.
But the growth index λ of a group with 8 generators of order 2 cannot exceed 9. Since k may be chosen
arbitrarily large, it follows from 3.11 that λ˜ω = 1. If there exists an ǫ > 0 satisfying 3.5, then λ˜ω = 1. If
not, then for all ǫ > 0 we have 3.3. Thus by 3.4 and,
lim
ǫ→0
(1 − 2ǫ)−1/2(ǫ/3)−ǫ = 1
we get λ˜ω = 1 in all cases. Since λ˜ω = 1, G˜ω has subexponential growth.
We know Gω ⊂ G˜ω and by [12], Gω is of intermediate growth. Therefore G˜ω is of intermediate growth.

4. Growth bounds for G˜ω
Proposition 7. Let ω ∈ Ω0 ∪ Ω1. Then for each ǫ > 0,
γG˜ω(n)  exp
(
n
log2+ǫ(n)
)
.
Proof. Let ω ∈ Ω0 ∪ Ω1. We may assume ω has infinitely many 0’s and 2’s. Then bω as a sequence of
P ’s and I’s contains both symbols infinitely often. By theorem 2 of [7] the group generated by elements
a, bω, x has growth bounded below by exp
(
n
log2+ǫ(n)
)
. Since G˜ω contains the elements a, bω, x, we get
the required result. 
Theorem 2′. Let ω ∈ Ω1 with infinitely many i, j’s. Suppose there exists an integer M such that for any
k ≥ 1, {ωk, ωk+1, . . . , ωk+M−1} contains both i, j. Then,
γG˜ω(n)  exp
(
n log (log (n)
log (n)
)
.
Proof. Since ω ∈ Ω1, there is an N such that σN contains only i, j’s. Then by lemma 3.3, G˜σNω = GσNω.
Then by theorem 3 of [7],
γG˜σnω (n)  exp
(
n log (log (n)
log (n)
)
.
Therefore,
γG˜ω(n) ≈
(
γG˜σnω (n)
)2N

(
exp
(
n log (log (n)
log (n)
))2N
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≈ exp
(
n log (log (n)
log (n)
)
.

Theorem 2′′. Let ω ∈ Ω0. Suppose there exists an integer M such that for any i ≥ 1,
{ωi, ωi+1, . . . , ωi+M−1} contains all three symbols. Then,
γG˜ω(n) ≤ exp
(
n log (log (n)
log (n)
)
.
Proof. The proof follows similarly as of the proof of theorem 3 of [7] by replacing lemma 6.2 (1) of [7] by
lemma 3.7. 
Theorem 2′ together with theorem 2′′ implies theorem 2.
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