The availability of single-cell transcriptomics data opens up new opportunities for designing combination cancer treatments. Mining such data, we employed combinatorial optimization to explore the landscape of optimal combination therapies in solid tumors (including brain, head and neck, melanoma, lung, breast and colon cancers), assuming that each drug can target one of 1269 genes encoding cell surface receptors and deliver a toxin into the cell. We also identified optimal combinations among a subset of 58 genes for which targeted treatments have been already tested in vitro. We first study a `personalized' treatment objective, identifying optimal combinations for each patient, aimed at killing most tumor cells while sparing most non-tumor cells. We find that a single-digit number of targets is sufficient for killing at least 80% of the tumor cells while killing at most 10% of the non-tumor cells in each patient. However, with more stringent killing requirements, the number of targets required may rise sharply in some cancer types. We additionally study a 'fair' objective, identifying an optimal treatment basket for a multi-patient cohort while bounding the number of extra treatments given to each patient.
Introduction
Personalized oncology offers hope that each patient's cancer can be treated based on its genomic characteristics (Von Hoff et al. 2010; Schütte et al. 2017) . Several trials have suggested that it is possible to collect genomics data fast enough to inform treatment decisions (e.g., Jameson et al., 2014; Saulnier Sholler et al. 2015; Byron et al. 2018) . Meta-analysis of Phase I clinical trials completed during 2011-2013 showed that on the whole, trials that used molecular biomarker information to influence treatments gave better results than trials that did not (Schwaederle et al. 2016 ). However, most precision oncology treatments utilize only one or two treatments, and resistant clones frequently emerge, emphasizing the need to deliver personalized medicine as multiple treatments combined together (Arnedos et al. 2014; Schwaederle et al. 2016; Nikanjam et al., 2017; Rebollo et al. 2017; Sureda et al. 2018; Sicklick et al. 2019 ).
Here we design and implement a computational approach to identify optimal precision combination treatments. Using single-cell data from tumor cells and non-tumor cells of the same patient's tumor, we formulate and systematically answer two basic questions. First, how many targeted treatments are needed to selectively kill some fraction (ideally close to 1) of its tumor cells while sparing most of the non-tumor cells? Second, if we have a cohort of patients, how many distinct single-target treatments need to be prepared beforehand so that there is a combination that kills at least a specified proportion of the tumor cells of each patient?
We focus our analysis on genes encoding protein targets that are on the cell surface, as these may be precisely targeted by various technologies: e.g, by antibody or nanoparticle technologies, spanning immunotoxins ligated to antibodies (Bjorn et al 1985; Pastan et al. 1986) or ligated to mimicking peptides (Gray and Brown 2014) , conventional chemotherapy ligated to nanoparticles , degraders associated with ubiquitin E3 ligases (Fisher and Phillips 2018) and designed ankyrin repeat proteins (DARPins) (Plückthun 2015; Sokolova et al. 2019 ). These treatments are all "modular", including one part that specifically targets the tumor cell via one gene/protein and other parts that deliver the lethal toxin. Notably, several of these modular treatment technologies rely on receptor-mediated endocytosis (RME) via the receptor to enter the cell (Říhová 1998; Tortorella and Karagiannis 2014) , but do not necessarily downregulate the target receptor itself.
As tumors typically have considerable intra-tumor heterogeneity (ITH) (Marusyk and Polyak 2010; McGranahan and Swanton 2015) , each single modular agent is likely to select only a fraction of the tumor cells, raising the need to target a tumor with a cocktail of treatments using the same toxic mechanism, such that each tumor cell is covered by at least one treatment whose target is overexpressed. This is the classical "hitting set problem" in combinatorial algorithms (Karp et al. 1972) , which is formally defined in the Methods (see also Supplemental Materials 1). Figure 1A shows a small schematic example in which there are alternative hitting sets of sizes two and three. One would prefer the hitting set of size two because the patients would need to receive only two distinct treatments rather than three treatments.
Results

The Data and the Combinatorial Optimization Analysis Framework
We focus our analysis on nine single cell RNAseq data sets from publicly available databases that include tumor cells and non-tumor cells from at least three patients (Methods ; Table 1 ).
Those datasets include four brain cancer datasets and one each from breast, melanoma, colon, lung and head and neck cancers. Most analyses were done for all datasets, but for clarity of exposition, we focus in the main text on four datasets from four different cancer types (brain, head and neck, melanoma, lung); the results on the other five datasets are provided in Supplemental Materials.
Figure 1. (A)
A schematic small example of killing a multi-cell tumor. The tumor has four cells (A,B,C,D, portrayed by large green ellipses), which may express any of five cell-surface receptor genes (small ellipses) that may be targeted selectively by modular treatments (the blue ellipses). If one targets TEK, cells A and B will be killed (upper right). If one targets {APP, KDR, MET}, all cells will be killed (lower left). However, if, instead, one would target {CR2, TEK} then all cells will be killed with two targets instead of three (lower right), providing a better, optimal solution. (B) Cohort target size (CTS) (averaged over 20 subsamples) as a function of the number of cells sampled for four single-cell data sets. lb denotes the lower bound on the proportion of tumor cells to be killed; we depict this function for two lb values, our baseline value (0.8) and a more stringent one (0.9).
We focus on a few key research questions. How many targets are needed to kill most
cells of a tumor and what is the tradeoff between cancer cells killed and non-cancer cells spared?
To formalize these and other questions as combinatorial optimization hitting set problems, we define the following parameters and baseline values and explore how the answers vary as functions of these parameters: We specify a lower bound on the fraction of tumor cells that should be killed, , which ranges from 0 to 1. Similarly, we define an upper bound on the fraction of non-tumor cells killed, , which also ranges from 0 to 1. Our baseline settings are = 0.8 and = 0.1.To represent the observed non-linear relationship between the number of binding peptides on the drug-delivery molecule and the probability of entering the cell via RME (Martinez-Veracoechea and Frenkel 2011), we introduce an additional parameter . The expression ratio defines which cells are killed, as follows. Denote the mean expression of a gene in non-cancer cells that have non-zero expression by E( ). A given cell is considered killed if gene is targeted and its expression level in that cell is at least × ( ). Higher values of model more selective killing. In addition to enabling the study of treatment combinations across a broad range of treatment stringencies, having as a modifiable parameter anticipates that in the future one could experimentally tune the overexpression level at which the treatment enters cells and kills it in a gene-specific manner (cf. Delaney et al. 2019) . For most of our analyses, the expression ratio is varied from 1.5 to 3.0, with a baseline of 2.0, based on experiments in the lab of N.A and related to combinatorial chemistry modeling (Martinez-Veracoechea and Frenkel 2011).
Given these definitions, we solve the following combinatorial optimization hitting set problem (see Methods for more details): Given an input of a single cell transcriptomics sample of non-tumor and tumor cells for each patient in a cohort of multiple patients, bounds and , ratio , and a set of up to 1269 target genes (later we present results for a specific subset of 58 such genes), we seek to find three key outputs: (a) the size of the global minimum-size hitting set for all patients such that the subset of genes targeted for each patient is also of minimum size, subject to the constraints that in each patient, at least proportion of cancer cells are killed by the optimal hitting set and at most proportion of non-tumor cells are killed by the hitting set (b) the size of the combination of targets that 'hit' each patient, termed the minimum individual hitting set (IHS) size, and finally (c) the identities of the gene targets that compose the optimal global and individual target sets. In non-technical terms, the global minimum-size hitting set (GHS) denotes the set of all the genes targeted across all patients, which we term the cohort target set (CTS) and similarly the IHS denotes the individual target set (ITS). This optimum hitting set problem with constraints can be solved to optimality using integer linear programming (ILP) (Methods).
Of note, this formulation is "personalized" as each patient receives the minimum possible number of treatments. As the number of cells per patient varies by three orders of magnitude across data sets, we use random sampling to obtain hitting set instances of comparable sizes (Methods). We report that sampling hundreds of cells from the tumor is sufficient to get enough data to represent all cells. In most of the experiments shown, the number of cells sampled, which we denote by , was 250, which is a compromise between the low number of cells available in some data sets and sampling enough cells to represent intra-tumor heterogeneity. As shown in ( Figure 1B and Supplemental Materials 1, Figures S1-S4), 250 cells are roughly sufficient for CTS size to plateau for our baseline parameter settings described in the next subsection for most data sets, while 500-750 cells is more appropriate for more extreme values on some data sets. For the colorectal cancer data set only, we sampled 100 cells since 250 cells are not available.
Cohort and Individual Target Set Sizes as Functions of Tumor and Non-
Tumor Killing Goals
Given the single cell tumor datasets and the ILP optimization framework described above, we first studied how do the resulting optimal cohort target set (CTS) vary as a function of the parameters defining the optimization objectives. values. We show separate plots for = 1.5,2.0,2.5,3.0. Individual values on the axis are not necessarily integers because each value represents the mean of 20 replicates of sampling (usually 250; for colorectal cancer (GSE81861) only, = 100)) cells ( Figure 1B) . The CTS sizes for melanoma are largest due to the larger number of patients in that data set.
Encouragingly, for most data sets and parameter settings, we see that the optimal CTS sizes are in the single digits. However, in several data sets, we observe a sharp increase in CTS size for values above 0.8 and/or is set below 0.1, with a more pronounced effect of varying . This transition is more discernable at the lowest value of (1.5), probably because when is lower it becomes harder to find genes that are individually selective in killing tumor cells and sparing non-tumor cells. The observed transition in CTS sizes occurs robustly for a broad range of thresholds for filtering out low expressing cells when preprocessing the data (Supplemental Materials 4, Figures S10-S12). We then turned to examine what are the resulting individual target set (ITS) sizes that are obtained in the optimal combinations under the same conditions. In all data sets, the mean ITS sizes are in the single digits for most values of and . The distributions of ITS sizes are shown as bar graphs for four data sets and two combinations of ( , ) ( Figure 3 ). Overall, the mean ITS sizes with the baseline parameter values ( = 2.0, = 0.8, = 0.1) range from 1.0 to 2.67 among the nine data sets (Supplemental Table S2 ), such that on average 3 targets per patient should suffice if enough single-target treatments are available in the cohort target set.
However, there is considerable variability across patients. Evidently, as we make the treatment requirements more stringent (formally increasing from 0.8 to 0.9 and decreasing from 0.1 to 0.05), the variability in ITS size across patients becomes larger. Importantly, these bar plots provide rigorous quantifiable evidence grounding the prevailing observation that among tumors of the same type, some tumors are much harder to treat than others. Taken together, these results
show that we can compute precise estimates of the number of targets needed for cohorts (tens) and individual patients (single digits usually) and that these estimates are sensitive to the killing stringency, especially when increases above 0.8. The landscape for more aggressive killing regimes, with values of up to 0.99 for the baseline = 2.0 is portrayed in Figures S13-S14 in Supplemental Materials 5. For fixed = 0.8, = 0.1and varying , smallest CTS sizes are typically obtained for values close to 2.0, further motivating our choice of = 2 as the default value (Supplemental Materials 6, Figures S15-S16, Table S1 ). Finally, we show that a 'control' heuristic algorithm searching for small and effective target combinations finds ITS sizes substantially larger than the optimal ITS sizes identified using our optimization algorithm. The greedy CTS size is greater than the ILP CTS size for eight out of nine data sets (Supplemental Materials 7 (Table S2) , Methods). Figure 3 . The distribution of ITS values across four different cancer types, at our baseline parameter setting (blue) and one more stringent parameter setting (green).
The Landscape of Combination Sizes Achievable with Currently Targetable
Receptors
To get a more current view of combination treatments possible with targets that have already been validated, we conducted a literature search identifying 58 out of the 1269 genes for which ligand-mimicking peptides have been published and tested in in vitro models, usually cancer models (Methods ; Tables 2 and 3) . We asked whether we can find feasible optimal combinations in this case and if so, how do the optimal CTS sizes compare vs. those computed for all 1269 genes?
Computing the optimal CTS and ITS solutions for this basket of 58 targets, we found feasible solutions for six of the data sets across all parameter combinations we surveyed, but for three data sets, in numerous parameter combinations we could not find optimal solutions that satisfy the optimization constraints, especially for melanoma (Supplemental Materials 8). That is, the currently available targets do not allow one to design treatments that may achieve the specified selective killing objectives, underscoring the need to develop new targeted cancer therapies to make personalized medicine more effective for more patients. Overall, comparing the optimal solutions obtained with 58 targets to those we have obtained with the 1269 targets, three qualitatively different behaviors are observed (Figures S17-S20, Supplemental Materials 8): On some data sets, it is just a little bit more difficult to find optimal solutions with the 58gene pool, while in others, the restriction to a smaller pool can be a severe constraint. In one data set (melanoma), the smaller basket of genes forces more patients to receive similar individual treatment sets and thereby reduces the size of the CTS. Unlike the CTS size, the ITS size must stay the same or increase when the pool of genes is reduced, by definition. Overall, the ITS sizes using the pool of 58 genes range from 1.16 to 4.0. Among the feasible instances (i.e., the cases we managed to solve), the average increases in the IHS sizes in the 58 genes space vs that of the 1269 case was quite moderate, ranging from 0.16 to 1.33.
Optimal Fairness-Based Combination Therapies for a Given Cohort of Patients
Until now we have adhered to a patient-centered approach that aims to find the minimum-size ITS for each patient, first and foremost. We now study a different, cohort-centered approach, where given a cohort of patients, we seek to minimize the total size of the overall CTS size, while allowing for some increase in the ITS sizes. The key question is how much larger are the resulting ITS sizes if we optimize for the cohort (CTS size) rather than the individuals (ITS size)? This scenario is an example of 'fairness' problems (Supplemental Materials 1), where we seek potentially sub-optimal individual solutions that are beneficial for the entire community from a social or economic perspective. Here, the potential benefit is economic since running a basket trial would be less expensive if one reduces the size of the basket of available treatments ( Figure 4) .
We formalized the 'fair CTS problem' by adding a parameter α as the limit on the excess number of targets selected for any individual patient, compared to the number selected in the individual-based approach (formally, the latter corresponds to setting = 0). We formulated and solved via ILP this fair hitting set problem for up to 1269 possible targets on all nine data sets (Methods). We fixed = 2 and = 0.1 while varying and . Figures S21-S26 in Supplemental Materials 9 show the optimal CTS and ITS sizes w.r.t. = 0, . . . ,5. , but this would result in an optimal CTS of size 3. Instead, employing a fairness-based optimization objective would result in a smaller CTS of size 2 ({APP, MET}, right panel) that could be used to treat each patient. This solution thus beneficially reduces the overall cohort target set size, but at the cost of increasing the size of each ITS from 1 to 2 (thus having an unfairness value = 1 because the worst difference among all patients is that a patient receives 1 more treatment than necessary).
For 8 out of 9 data sets, we encouragingly find that the unfairness is bounded by a constant of 3, i.e, we cannot find smaller CTS by allowing to increase above 3. For the largest data set (melanoma), the CTS is close to smallest possible at = 3. As we show in Supplemental Materials 9, empirically, even if one requires lower α values, then as those approach 0 the size of the fairness-based CTS grows fairly moderately and remains in the lower double digits, and the mean size of the number of treatments given to each patient (their ITS) is overall < 5. While, theoretically, we show that one can design instances for which would need to be at least √ − 1to get a CTS (global hitting set) of size less than (Supplemental Materials 9), in practice, fairness-based treatment strategies would be a reasonable and worthy economic option to consider in the future.
The Landscape of Gene Targets Appearing Frequently in Optimal Solutions
Examining the optimal combinations of targets that we identified across the different data sets can also give information regarding the cell surface receptors that merit more experimental effort in designing new targeted treatments. The results obtained for each dataset, at our baseline parameter setting, for = 0,1. . . ,5 are displayed in Tables S3-S5 in Supplemental Materials 10.
We further constructed co-occurrence networks in which edges connect targets that frequently co-occur in optimal solutions, analyzing the 58-gene and the 1269-gene solution spaces ( Figure 5, Methods) . Notably, with 1269 targets the resulting network is quite dense but for 58 targets, the resulting network is sparse where, remarkably, most of the frequent pairs include EGFR and one of the cadherin genes, CDH1 and CDH2. More details can be found in Supplemental Materials 10.
Strikingly, one gene, PTPRZ1 (protein tyrosine phosphatase receptor zeta 1), appears far more frequently than others, especially in the brain cancer data sets. This finding coincides with previous reports that PTPRZ1 is overexpressed in glioblastoma (GBM) (Müller et al. 2003; Ulbricht et al. 2003) . Notably, various cell line studies and mouse studies have shown that inhibiting PTPRZ1, for example by shRNAs, can slow glioblastoma tumor growth and migration (Ulbricht et al. 2006; Bourgonje et al. 2014 ). In the four brain cancer data sets, PTPRZ1 is 
Discussion
In this multi-disciplinary study, we harnessed techniques from combinatorial optimization to analyze publicly available single-cell tumor transcriptomics data to chart the landscape of future personalized combinations that are based on 'modular' therapies. We showed that a modest number of modular drugs that target different overexpressed receptors but kill cells with the same toxin may suffice to kill most cells of a solid tumor, while sparing most of the noncancerous cells (Figures 2 and 3) . Remarkably, we found that if one designs the optimal set of treatments for an entire cohort adopting a fairness-based policy, then the size of the projected treatment combinations for individual patients are not much larger than the optimal solutions that would have been assigned for these patients based on an individual-centric policy (Supplemental Materials 10).
We compared gene expression levels between non-cancer cells and cancer cells sampled from the same patient, which avoids inter-patient expression variability (Seoane et al. 2014 ).
However, we did little to account for "expression dropout" beyond the normalization performed by the providers of the data sets did, aiming to preserve the public data as it was submitted to GEO or Array Express. To achieve some uniformity, we only added a step to filter low expressing cells because some data sets had already been filtered in this way. We surmise that our results about the sizes of optimal TS should be viewed as estimated upper bounds that are likely to decrease if the dropout rate decreases or if cells expressing few genes are eliminated from the analysis more stringently. Finally, a more general future analysis should ideally include single cell transcriptomics data from normal, non-cancer cells, from all accessible tissues in the human atlas (not just the tumor microenvironment of a given individual), aiming to avoid targeting genes that are overexpressed in organs unrelated to the cancer site.
Even though the combinatorial optimization problems solved here are in the worst-case exponentially hard (NP-complete (Karp, 1972) in computer science terminology), the actual instances that arise from the single-cell data could be either formally solved to optimality or shown to be infeasible with modern optimization software. Of note, Delaney et al. (2019) , have recently formalized a related optimization problem in analysis of single-cell clustered data for immunology. Their optimization problem is also NP-complete in the worst case but they could solve it for solution sets of up to size four using heuristic methods.
We additionally studied the precision combination landscape when the pool of targets consists of the 58 cell surface receptors that have proven ligand-mimicking peptides (Gray and Brown 2014; Liu et al. 2017) (Tables 2 and 3 ). The sizes of the optimal cohort treatment sets are not much larger and at times smaller than when considering all 1269 cell surface receptor genes.
This finding reassuringly indicates that biochemists developing ligand-mimicking peptides have been astute about choosing ligands whose receptors are often overexpressed in tumors. However, we did find some data sets and instances for which optimal solution could not be found, which indicates that additional targeted treatments for solid tumors need to be developed. Functional enrichment analysis of genes commonly occurring in the optimal target sets reinforced the central role of the widely-studied oncogene EGFR and other transmembrane kinases, while also suggesting that the less-studied phosphatase PTPRZ1 is a useful target, especially in brain cancer.
In summary, this multi-disciplinary study is the first to harness combinatorial optimization tools to analyze emerging single-cell data to portray the landscape of personalized combinations cancer medicine. Our findings uncover promising membranal targets for the development of future oncology drugs that may serve to optimize the treatment of cancer patient cohorts in several cancer types. The approach presented and the accompanying software, termed
MadHitter, after the Mad Hatter from Alice in Wonderland (see Methods), can be readily applied to analyze additional cancer data sets as they become available.
Methods
Data Sets
We retrieved and organized data sets from NCBI's Gene Expression Omnibus (GEO, Clough and Barrett 2016) and Ensembl's ArrayExpess (Kolesnikov et al. 2015) ArrayExpress, Google Scholar, and the 10x Genomics list of publications (https://www.10xgenomics.com/resources/publications/). We required that the data contains measurements of RNA expression on single cells from human primary solid tumors of at least two patients and the metadata are consistent with the primary data. We are grateful to several of the data depositing authors of data sets for resolving metadata inconsistencies by e-mail correspondence and by sending additional files not available at GEO or ArrayExpress. We excluded blood cancers and data sets with single patients. When it was easily possible to separate cancer cells from non-cancer cells of a similar type, we did so.
The main task in organizing each data set was to separate the cells from each sample or each patient into one or more single files. Representations of the expression as binary, as read counts, or as normalized quantities such as transcripts per million (TPM) were retained from the original data. When the data set included cell type assignments, we retained those to classify cells as "cancer" or "non-cancer", except in the data set of (Karaayvaz et al. 2018) where it was necessary to reapply filters described in the paper to exclude cells expressing few genes and to identify likely cancer and likely non-cancer cells. If cell types were not distinguished, all cells were treated as cancer cells. To achieve partial consistency in the genes included, we filtered data sets to include only those gene labels recognized as valid by the HUGO Gene Nomenclature Committee (http://genenames.org), but otherwise we retained whatever recognized genes that the data submitters chose to include. After filtering out the non-HUGO genes, but before reducing the set of genes to 1269 or 58, we filtered out cells as follows. Some data sets came with low expressing cells filtered out. To achieve some homogeneity, we filtered out any cells expressing fewer than 10% of all genes before we reduced the number of genes. In Supplemental Materials 4, we tested the robustness of this 10% threshold. Finally, we retained either all available genes from among our set of 1269 genes encoding cell-surface receptors. 
Definition of the Minimum Hitting Set Problem and Feasibility
One of Karp's original NP-complete problems is called "hitting set" and is defined as follows (Karp, 1972) . Let be a finite universal set of elements. Let 1 , 2 , 3 , . . . , be subsets of . Is there a small subset ⊆ such that for = 1, 2, 3, . . . , , ∩ is non-empty. In our setting, U is the set of target genes and the subsets are the single cells. In (Gainer-Dewar and Vera-Lincona 2017), numerous applications for hitting set and the closely related problems of subset cover and dominating set are described; in addition, practical algorithms for hitting set are compared on real and synthetic data.
Among the applications of hitting set and closely related NP-complete problems in biology and biochemistry are stability analysis of metabolic networks (Haedlicke and Klamt 2011; Haus et al. 2011; Jarrah et al. 2007; Klamt and Gilles 2004; Trinh et al. 2009 ), identification of critical paths in gene signaling and regulatory networks (Ideker 2000; Wang and Albert 2011; and Zvedei-Oancea et al. 2005 ) and selection of a set of drugs to treat cell lines (Vazquez 2009; Mellor et al. 2010) or single patients (Vera-Lincona et al. 2013; Pang et al. 2014 ). More information about related work can be found in Supplemental Materials 1.
Two different difficulties arising in problems such as hitting set are that 1) an instance may be infeasible meaning that there does not exist a solution satisfying all constraints and 2) an instance may be intractable meaning that in the time available, one cannot either i) prove that the instance is infeasible or ii) find an optimal feasible solution. All instances of minimum hitting set that we considered were tractable on the NIH Biowulf system. Many instances were provably infeasible; in almost all cases. we did not plot the infeasible parameter combinations. However, in Figure 3 , the instance for the melanoma data set with the more stringent parameters was infeasible because of only one patient sample, so we omitted that patient for both parameter settings in Figure 3 .
Lists of Target Genes
We are interested in the set of genes that i) have the encoded protein expressed on the cell surface and ii) for which some biochemistry lab has found a small peptide (i.e. amino acid sequences of 5-30 amino acids) that can attach itself to the target protein and get inside the cell carrying a tiny cargo of a toxic drug that will kill the cell and iii) encode proteins that are receptors. The third condition is needed because many proteins that reside on the cell surface are not receptors that can undergo RME. The first condition can be reliably tested using a recently published list of 2799 genes encoding human predicted cell surface proteins (Bausch-Fluck et al. 2018 ). For the second condition, we found two review articles in the chemistry literature (Gray and Brown 2014; Liu et al. 2017 ) that effectively meet this condition. Intersecting the lists meeting each condition currently gives us 38 genes/proteins that could be targeted (Table 2) .
We expect that the true list is larger due to more of the small mimicking peptides being developed recently for a variety of applications. Importantly, many of the genes/proteins on our list are overexpressed in various types of cancer and in some cases are targeted by gene-targeted chemotherapeutic drugs, which may nevertheless have difficulty penetrating the tumor and may cause side effects or lead to drug resistance. To enforce the third condition that the gene encodes a receptor, we took the union of the 38 genes in Table 2 and any genes meeting condition i) such that the work "receptor" is in the gene name. This union yields a list of 1269 genes that we consider as candidates to target. However, most of the data sets listed in Table 1 had expression data on 1200-1220 of these genes because the list of 1269 includes many olfactory receptor genes that may be omitted from standard genome-wide expression experiments. Among the 38 genes in Table 2 , 13/14 data sets have all 38 genes, but GSE57872 was substantially filtered and has only 10/38 genes; since GSE57872 lacks non-tumor cells, we did not use this data set in any analyses shown.
Because the latter review ) was published in 2017, we expected that there are now additional genes for which ligand-mimicking peptides are known. We found 20
additional genes and those are listed in Table 3 . Thus, our hitting set analyses restricted to genes with known ligand-mimicking peptides use 58 = 38 + 20 targets. 
VIPR1 Table 3 . Single proteins that can be targeted by ligand-mimicking peptides but are not included in the two principal reviews that we consulted (Gray and Brown 2014; Liu et al. 2017) 
Basic Hitting Set Formulation
Given a collection = { 1 , 2 , 3 , . . . } of subsets of a set , the hitting set problem is to find the smallest subset ⊆ that intersects every set in . The hitting set problem is equivalent to the set cover problem and hence is NP-complete. The following ILP formulates the hitting set problem:
In this formulation, there is a binary variable ( )for each element ∈ that denotes whether the element g is selected or not. Constraint (1) makes sure that from each set in S, at least one element is selected.
For any data set of tumor cells, we begin with the model that we specify a set of genes that can be targeted, and that is . Each cell is represented by the subset of genes in whose expression is greater than zero. In biological terms, a cell is killed (hit) if it expresses at any level on one of the genes that is selected to be a target (i.e., in the optimal hitting set) in the treatment.
In this initial formulation, all tumor cells are combined as if they come from one patient because we model that the treatment goal is to kill (hit) all tumor cells (all subsets). In a later subsection, we consider a fair version of this problem, taking into account that each patient is part of a cohort. Before that, we model the oncologist's intuition that we want to target genes that are overexpressed in the tumor.
Combining Data on Tumor Cells and Non-Tumor Cells
To make the hitting set formulation more realistic, we would likely model that a cell (set) is killed (hit) only if one of its targets is overexpressed compared to typical expression in noncancer cells. Such modeling can be applied in the nine single-cell data sets that have data on noncancer cells to reflect the principle that we would like the treatment to kill the tumor cells and spare the non-tumor cells.
Let be the set of non-tumor cells. For each gene , define its average expression ( ) as the arithmetic mean among all the non-zero values of the expression level of and cells in . The zeroes are ignored because many of these likely represent dropouts in the expression measurement. Following the design of experiments in the lab of N. A., we define an expression ratio threshold factor whose baseline value is 2.0. We adjust the formulation of the previous subsection, so that the set representing a cell (in the tumor cell set) contains only those genes such that the expression of is greater than × ( )instead of greater than zero. We keep the objective function limited to the tumor cells, but we also store a set to represent each non-tumor cell, and we tabulate which non-tumor cells (sets) would be killed (hit) because for at least one of the genes in the optimal hitting set, the expression of that gene in that non-tumor cell exceeds the threshold × ( ). We add parameters and each in the range [0,1] and representing respectively a lower bound on the proportion of tumor cells killed and an upper bound on the proportion of non-tumor cells killed. The parameters , ub are used only in two constraints, and we do not favor optimal solutions that kill more tumor cells or fewer non-tumor cells, so long as the solutions obey the constraints.
Sampling Process to Generate Replicates of Data Sets
As shown in Table 1 , the number of cells available in the different single-cell data sets varies by three orders of magnitude; to enable us to compare the findings across different datasets and cancer types on more equal footing, we employed sampling from the larger sets to reduce this difference to one order of magnitude. This goes along with the data collection process in the real world as we might get measurements from different samples at different times. Suppose for a data set we have genes, tumor cells and non-tumor cells (which is zero in 5 of the 14 data sets). We might want to come up with a data set of ′ + ′ ≤ ′ tumor cells. We select a set of random ′ cells uniformly from a set of all cells. Then we extract tumor cells ′ and non-tumor cells ′from these ′ cells. For each desired data set size, we might repeat this process many times so as to minimize the chance of getting a very noisy data set (e.g., a data set with very small number of tumor cells). We call each generated data set of a certain size a replicate.
Fair Hitting Set for a Multi-Patient Cohort
We want to formulate an integer linear program that selects a set of genes * from available genes in such a way that, for each patient, there exists a hitting set * ⊆ * of a relative small size (compared to the optimal hitting set of that patient alone which is denoted by ( )).
Let U = {g1, g2, ..., g|U|} be the set of genes. There are patients. For the i th patient, we denote by ( ) , the set of tumor cells related to patient i. For each tumor cell ∈ ( ) , we describe it as a set of genes which is known to be targetable to cell . That is, ∈ if and only if a drug containing can target the cell .
In the ILP, there is a variable ( ) corresponding to each gene ∈ that shows whether the gene g is selected or not. There is a variable ( , ( )) which shows whether a gene g is selected in the hitting set of patient ( ). The objective function is to minimize the total number of genes selected, subject to having a hitting set of size at most ( ) + for patient P(i) where 1 ≤ ≤ .
Constraint (3) ensures that, for patient ( ),we do not select any gene g that are not selected in the global set.
Constraint (4) ensures all the sets corresponding to tumor cells of patient ( ) are hit.
∑ ∈ ( ) ( , ( )) ≤ ( ) + ∀ (2) ( , ( )) ≤ ( ) ∀ ∀ ∈
∑ ∈ ( , ( )) ≥ 1 ∀ ∀ ∈ ( ) (4)
Parameterization of Fair Hitting Set
In the Fair Hitting Set ILP shown above, we give more preference towards minimizing number of genes needed in the global hitting set. However, we do not take into account the number of non-tumor cells killed. Killing (covering) too many non-tumor cells potentially hurts patients. In order to avoid that, we add an additional constraint to both the ILP for the local instances and the global instance. Intuitively, for patient ( ), given an upper bound of the portion of the nontumor cell killed , we want to find the smallest hitting set ( ) with the following properties:
1.
( ) covers all the tumor cells.
2.
( ) covers at most * | ( ) | where ( ) is the set of non-tumor cells known for patient ( ).
The ILP can be formulated as follows: 
With this formulation, the existence of a feasible solution is not guaranteed. However, covering all tumor cells might not always be necessary either. This statement can be justified as (1) measuring data is not always accurate, and some tumor cells could be missing and (2) in some cases, it might be possible to handle uncovered tumor cells using different methods. Hence, we add another parameter to let us model this scenario. In the high-level, this is the ratio of the tumor cells we want to cover. The ILP can be formulated as follows:
Notice that the constraint (2) here is different from the one above as we only care about the total number of tumor cells covered.
Even with both and , the feasibility of the ILP is still not guaranteed. However, modeling the ILP in this way allows us to parameterize the ILP for various other scenarios of interest. While the two ILPs above are designed for one patient, one can extend these ILPs for multi-patient cohort.
∑ ∈ ( , ( )) ≤ ( ) + ∀ ∀ ∈ ( ) (2) ( , ( )) ≤ ( ) ∀ , ∈
( , ( ) ) ≥ ∈ ( , ( )) ∀ ∀ ∈ ( ) (4) (4)∑ ( , ( ) ) ≥ * | ( ) | ∀ (5) ∑ ( , ( ) ) ≤ * | ( ) | ∀ (6)
Implementation Note and Software Availability
We implemented in Python 3 the above fair hitting set formulations, with the expression ratio as an option when non-tumor cells are available. The parameters , , can be set by the user in the command line. To solve the ILPs to optimality we used the SCIP library and its Python interface (Achterberg 2009 ). The software package is called MadHitter.
The software is available on GitHub at https://github.com/ruppinlab/madhitter
