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Abstract—A salient disadvantage of orthogonal frequency
division multiplexing (OFDM) systems is their high peak-to-
mean envelope power ratio (PMEPR). The PMEPR problem
can be solved by adopting codebooks consisting of complemen-
tary sequences with low PMEPR. In this approach, however,
the system may suffer from low code rate if the number of
complementary sequences is small. In this paper, we present
a new construction of polyphase complementary sets (CSs)
using generalized Boolean functions (GBFs), which generalizes
Schmidt’s 2007 construction, Paterson’s 2000 construction and
Golay complementary pairs (GCPs) given by Davis and Jedwab
in 1999. Compared with Schmidt’s approach, our proposed CSs
lead to lower PMEPR with higher code rate for sequences
constructed from higher order (≥ 3) GBFs. We obtain polyphase
complementary sequences with maximum PMEPR of 2k+1 and
2k+2 − 2M where k,M are non-negative integers that can be
easily derived from the GBF associated with the CS.
Index Terms—Complementary set (CS), code rate, Golay
complementar pair (GCP), generalized Boolean function (GBF),
orthogonal frequency-division multiplexing (OFDM), peak-to-
mean envelope power ratio (PMEPR), Reed-Muller (RM) code.
I. INTRODUCTION
Orthogonal frequency-division multiplexing (OFDM) is a
multicarrier technique which has been widely used in many
high data rate wireless communication standards such as
Wireless Fidelity (Wi-Fi), Mobile Broadband Wireless Access
(MBWA), Worldwide Interoperability for Microwave Access
(WiMax), terrestrial digital TV systems, 3GPP Long Term
Evolution (LTE), etc. A major problem of OFDM is its large
peak-to-mean envelope power ratio (PMEPR) for the uncoded
signals. PMEPR reduction through a coding perspective can
be achieved by designing a large codebook whose codewords,
e.g., in the form of sequences, have low PMEPR values.
This paper aims to reduce PMEPR via codebooks consisting
of complementary sequences which to be introduced in the
sequel.
Golay complementary pair (GCP), introduced by M. J. E.
Golay in [1], refers to a pair of sequences whose aperiodic
autocorrelation functions (AACFs) diminish to zero at each
non-zero time-shift when they are summed. Either sequence
from a GCP is called a Golay sequence. The idea of GCP
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was extended to complementary sets (CSs) by Tseng and Liu
in [2] where each CS consisting of two or more constituent
sequences, called complementary sequences. A PMEPR re-
duction method was introduced by Davis and Jedwab in
[3] to construct standard 2h-ary (h is a positive integer)
Golay sequences of length 2m (m is a positive integer) using
second-order generalized Boolean function (GBF), comprising
second-order cosets of generalized first-order Reed-Muller
(RM) codes RM2h(1,m). By applying the constructed Golay
sequences to encode OFDM signals with a PMEPR of at
most 2, Davis and Jedwab obtained m!2 2
h(m+1) codewords,
called Golay-Davis-Jedwab (GDJ) code in this paper, for the
phase shift keying (PSK) modulated OFDM signals with good
error-correcting capabilities, efficient encoding and decoding.
Subsequently, Paterson employed complementary sequences
to enlarge the code rate by relaxing the PMEPR of OFDM
signal in [4]. Specifically, Paterson showed that each coset of
RMq(1,m) inside RMq(2,m) (q is an even number no less
than 2) can be partitioned into CSs of size 2k+1 (where k
is a non-negative integer depending only on G(Q), a graph
naturally associated with the quadratic form Q in m variables
which defines the coset) and provided an upper bound on the
PMEPR of arbitrary second-order cosets of RMq(1,m). The
construction given in [4, Th. 12]* was unable to provide a
tight PMEPR bound for all the cases. By giving an improved
version of [4, Th. 12] in [4, Th. 24]†, Paterson left the
following question:
“What is the strongest possible generalization of [4, Th. 12]?”.
In [4, Th. 24], it was shown that after deleting k vertices in
G(Q), if the resulting graph contains a path and one isolated
vertex, then Q + RMq(1,m) can be partitioned into CSs of
size 2k+1 instead of 2k+2, i.e., there is no need to delete the
isolated vertex. Later, a generalization of [4, Th. 12] was made
by Schmidt in [5] to establish a construction of complementary
sequences that are contained in higher-order generalized RM
codes. Schmidt showed in [5] that a GBF gives rise to a
CS of a given size if the graphs of all restricted Boolean
functions‡ of the GBF are paths. In Schmidt’s construction,
however, CS cannot be generated corresponding to a GBF if
*Full statement of [4, Th. 12] is given in Lemma 5.
†Full statement of [4, Th. 24] is given in Lemma 6.
‡A restricted Boolean function of a GBF is obtained by fixing some
variables of the GBF to some constants. If we restrict a GBF of m variables
over k (k < m) fixed variables, the restriction can be done in 2k ways.
Corresponding to the 2k restricted Boolean functions, there are 2k graphs if
the restricted Boolean functions are of order 2.
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2there is at least one restricted Boolean function whose graph
is not a path (among all the restricted Boolean functions of
the GBF). In this case, further restrictions need to be carried
out until the graphs of all restricted Boolean functions become
path. As a result, the CS set size increases and so does the
PMEPR. Because of this, a reasonable number of sequences
were excluded from the Schmidt’s coding scheme. Hence, an
improved version of [5, Th. 5]§ or, a more generalized version
of [4, Th. 12] is expected to extend the range of coding options
with good PMEPR bound for practical applications of OFDM.
More constructions of CSs with low PMEPR have been
proposed in the literature. In [6], a framework has been
presented to identify known Golay sequences and pairs of
length 2m (m > 4) over Z2h in explicit algebraic normal
form. [7] presents a lower bound on the PMEPR of a constant
energy code as a function of its rate, distance, and length. The
results in [6] and [7] provide better upper bound of PMEPR
than the results in [4] and [5]. For multi-carrier code division
multiple access (MC-CDMA), Liu et al presented in [8] a new
class of mutually orthogonal CSs whose column sequences
have PMEPR of at most 2, when each CS is arranged to be
a two dimensional matrix (called a complementary matrix)
whose rows constitute all of its complementary sequences
in order. The low PMEPR property in Liu’s construction is
achieved by designing CSs such that every column sequence
of a complementary matrix is a Golay sequence. Nowadays,
besides polyphase complementary sequences, the design of
quadrature amplitude modulation (QAM) complementary se-
quences with low PMEPR is also an interesting research
topic. In [9], QAM Golay seuences were introduced based on
quadrature phase shift keying (PSK) GDJ-code. Later, Liu et al
constructed QAM Golay sequences by using properly selected
Gaussian integer pairs [10]. Recently, some constructions on
complementary or near-complementary sequences have been
reported in [11]–[15]. These sequences may also be applicable
in OFDM systems to deal with the PMEPR problem, in ad-
dition to their applications in scenarios such as asynchronous
communications and channel estimation.
In this paper, we propose a construction to generate new
polyphase CSs with low PMEPR and high code rate for OFDM
systems by allowing both path and isolated vertices in the
graphs of certain restricted versions of higher order GBFs.
In our proposed construction, we restrict a few number of
vertices to obtain tighter PMPER. For example, we obtain
CS with maximum PMEPR of 2k+1 and 2k+2 − 2M in
the presence of isolated vertices whereas the PMEPR upper
bound obtained from Schmidt’s construction for the same
sequences is at least 2k+p+1 (where p is the number of
isolated vertices present in the graphs of certain restricted
Boolean functios). The introduction of “isolated vertices” is
essential as it gives rise to higher sequence design flexibility
and hence more complementary sequences for larger code
rate, as compared to Schmidt’s construction. By moving to
higher order RM code, we not only provide a partial answer
to the aforementioned question raised by Paterson, but also
extend the range of coding options for practical applications
§Full statement of [5, Th. 5] is given in Lemma 7.
of OFDM. It is shown that our proposed construction includes
Schmidt’s construction, Paterson’s construction, and the GDJ
code construction as special cases.
The remainder of the paper is organized as follows. In
Section II, some useful notations and definitions are given.
In Section III, a generalized construction of CS is presented.
Section IV contains some results which are obtained from
our proposed construction. We have presented a graphical
analization of our proposed construction in Section V. Then
we compare our proposed construction in Section VI. Finally,
concluding remarks are drawn in Section VII.
II. PRELIMINARY
A. Definitions of Correlations and Sequences
Let a = (a0, a1, . . . , aL−1) and b = (b0, b1, . . . , bL−1) be
two complex-valued sequences of equal length L and let τ be
an integer. Define
C(a,b)(τ) =

∑L−1−`
i=0 ai+τ b
∗
i , 0 ≤ τ < L,∑L+`−1
i=0 aib
∗
i−τ , −L < τ < 0,
0, otherwise,
(1)
and A(a)(τ) = C(a, a)(τ). The above mentioned functions
are called the aperiodic cross-correlation function between a
and b and the AACF of a, respectively.
Definition 1: A set of n sequences a0, a1, . . . , an−1, each
of equal length L, is said to be a CS if
A(a0)(τ)+A(a1)(τ)+. . .+A(an−1)(τ)=
{
nL, τ = 0,
0, otherwise.
(2)
A CS of size two is called a GCP.
B. PMEPR of OFDM signal
For q-PSK modulation, the OFDM signal for the word a =
(a0, a1, . . . , aL−1) (where ai ∈ Zq) can be modeled as the
real part of
S(a)(t) =
L−1∑
j=0
ωajq e
2pii(f0+jfs)t,
where ωq = exp(2pi
√−1/q) is a complex qth root of unity
and f0 + jfs (0 ≤ j < L) is jth carrier frequency of the
OFDM signal. We define the instantaneous envelope power of
the OFDM signal as [4]
P (a)(t) = |S(a)(t)|2.
From the above expression, it is easy to derive that
P (a)(t) =
L−1∑
τ=1−L
A(a)(τ) exp(2pi
√−1τfst)
= A(a)(0) + 2 · Re
{
L−1∑
τ=1
A(a)(τ) exp(2pi
√−1`fst)
}
,
(3)
3where Re{x} denotes the real part of a complex number x.
We define the PMEPR of the signal S(a)(t) as
PMEPR(a) =
1
n
sup
0≤fst<1
P (a)(t).
The largest value that the PMEPR of an n-subcarrier OFDM
signal is n.
C. Generalized Boolean Functions
Let f be a function of m variables x0, x1, . . . , xm−1 over
Zq . A monomial of degree r is defined as the product of
any r distinct variables among x0, x1 . . . xm−1. There are 2m
distinct monomials over m variables listed below:
1, x0, x1, . . . , xm−1, x0x1, x0x2, . . . , xm−2xm−1, . . . ,
x0x1 . . . xm−1.
A function f is said to be a GBF of order r if it can be
uniquely expressed as a linear combination of monomials of
degree atmost r, where the coefficient of each monomial is
drawn from Zq . A GBF of order r can be expressed as
f = Q+
m−1∑
i=0
gixi + g
′, (4)
where
Q=
r∑
p=2
∑
0≤α0<α1<...<αp−1<m
aα0,α1,...,αp−1xα0xα1 . . . xαp−1 , (5)
and gi, g′, aα0,α1,...,αp−1 ∈ Zq .
D. Quadratic Forms and Graphs
Let f be a rth order GBF of m variables over Zq . Assume
x = (xj0 , xj1 , . . . , xjk−1) and c = (c0, c1, . . . , ck−1). Then
f

x=c is obtained by substituting xjα = cα (α = 0, 1, . . . , k−
1) in f . If f

x=c is a quadratic GBF, then G(f

x=c) denotes
a graph with V = {x0, x1, . . . , xm−1} \ {xj0 , xj1 , . . . , xjk−1}
as the set of vertices. The G(f

x=c) is obtained by joining the
vertices xα1 and xα2 by an edge if there is a term qα1α2xα1xα2
(0 ≤ α1 < α2 < m, xα1 , xα2 ∈ V ) in the GBF f

x=c with
qα1α2 6= 0 (qα1α2 ∈ Zq). For k = 0, G(f

x=c) is nothing but
G(f).
E. Sequence Corresponding to a Boolean Function
Corresponding to a GBF f , we define a complex-valued
vector (or, sequence) ψ(f), as follows.
ψ(f) = (ωf0q , ω
f1
q , . . . , ω
f2m−1
q ), (6)
where fi = f(i0, i1, . . . , im−1) and (i0, i1, . . . , im−1) is the
binary vector representation of integer i (i =
∑m−1
α=0 iα2
α).
Again, we define ψ(f

x=c) as a complex-valued sequence
with ωf(i0,i1,...,im−1)q as ith component if ijα = cα for each
0 ≤ α < k and equal to zero otherwise.
Definition 2 (Effective-Degree of a GBF [5]): The effective-
degree of a GBF f : {0, 1}m → Z2h , is defined as follows.
max
0≤i<h
[deg
(
f mod 2i+1
)− i]. (7)
Let F(r,m, h) be the set of all GBFs f : {0, 1}m → Z2h .
Then |F(r,m, h)|, denotes the number of GBFs in F(r,m, h)
and given by [5]
log2 |F(r,m, h)| =
r∑
i=0
h
(
m
i
)
+
h−1∑
i=1
(h− i)
(
m
r + i
)
. (8)
Definition 3 (Effective-Degree RM Code [5]): For 0 ≤ r ≤
m, the effective-degree RM code is denoted by ERM(r,m, h)
and defined as
ERM(r,m, h) = {ψ(f) : f ∈ F(r,m, h)}. (9)
Definition 4 (Lee Weight and Squared Euclidean Weight):
Let a = (a0, a1, . . . , aL−1) be a Z2h -valued sequence. The
Lee weight of a is denoted by wtL(a) and defined as follows.
wtL(a) =
L−1∑
i=0
min{ai, 2h − ai}. (10)
The squared Euclidean weight of a (when the entries of a
are mapped onto a 2h-ary PSK constellation) is denoted by
wt2E(a) and given by
wt2E(a) =
L−1∑
i=0
|ωaiq − 1|2. (11)
Let dL(a,b) = wtL(a − b) and d2E(a,b) = wt2E(a − b) be
the Lee and squared Euclidean distance between a,b ∈ ZL2h ,
respectively. The symbols dL(C) and d2E(C) will be used to
denote minimum distances (taken over all distinct sequences)
of a code C ∈ ZL2h .
Next, we present some lemmas which will be used in our
proposed construction.
Lemma 1 ( [4]): Let f, g be GBFs of m variables. Consider
0 ≤ j0 < j1 < . . . < jk−1 < m, which is a list of k indices
and c = (c0, c1, . . . , ck−1) and d = (d0, d1, . . . , dk−1) are two
binary vectors. Write x = (xj0 , xj1 , . . . , xjk−1) and consider
0 ≤ i0 < i1 < · · · < il−1 < m, which is a set of indices
which has no intersection with {j0, j1, . . . , jk−1}. Let y =
(xi0 , xi1 , . . . , xil−1), then
C (ψ(f |x=c), ψ(g|x=d)) (τ)
=
∑
c1,c2
C (ψ(f |xy=cc1), ψ(g|xy=dc2)) (τ). (12)
Lemma 2 ( [16]): Suppose that there are two GBFs f and f ′
of m-variables x0, x1, . . . , xm−1 over Zq , such that for some
k (≤ m − 3) restricting variables x = (xj0 , xj1 , . . . , xjk−1),
f

x=c and f
′
x=c is given by
f

x=c = P + L+ glxl + g,
f ′

x=c = P + L+ glxl +
q
2
xa + g,
(13)
where L =
∑m−k−2
α=0 gαxα, both G(f

x=c) and G(f
′
x=c)
consist of a path over m − k − 1 vertices, given by G(P ),
xa be the either end vertex, xl be an isolated vertex, and
4gl, g ∈ Zq . Then for fixed c and d1 6= d2 (d1, d2 ∈ {0, 1}),
C(f

xxl=cd1
, f

xxl=cd2
)(τ) + C(f ′

xxl=cd1
, f ′

xxl=cd2
)(τ)
=
{
ω
(d1−d2)gl
q 2m−k, τ = (d2 − d1)2l
0, otherwise.
(14)
Lemma 3 ( [17]): Let d, c1, c2 ∈ {0, 1}k. If c1 6= c2,∑
d
(−1)d·(c1+c2) = 0.
Lemma 4 ( [3]): Suppose f : {0, 1}m → Zq be a quadratic
GBF of m variables. Suppose further that G(f) is a path with
2h−1 being the weight of every edge. Then for any choice of
c, c′ ∈ Z2h , the pair(
f + c, f + 2h−1xa + c′
)
forms a GCP.
Lemma 5 ( [4, Th. 12]): Suppose f : {0, 1}m → Zq be a
quadratic GBF of m variables. Suppose further that G(f) con-
tains a set of k distinct vertices labeled j0, j1, . . . , jk−1 with
the property that deleting those k vertices and corresponding
their edges results in a path. Then for any choice of gi, g′ ∈
Zq {
f +
q
2
(
k−1∑
α=0
dαxjα + dxa
)
: dα, d ∈ {0, 1}
}
(15)
is a CS of size 2k+1.
Lemma 6 ( [4, Th. 24]): Suppose f : {0, 1}m → Zq be a
quadratic GBF of m variables. In addition, suppose that G(f)
contains a set of k distinct vertices labeled j0, j1, . . . , jk−1
with the property that deleting those k vertices and all their
edges results in a path on m− k − 1 vertices and an isolated
vertex. Suppose further that all edges in the original graph
between the isolated vertex and the k deleted vertices are
weighted by q/2. Let xa be the either end vertex in this path.
Then for any choice of gi, g′ ∈ Zq{
f +
q
2
(
k−1∑
α=0
dαxjα + dxa
)
: dα, d ∈ {0, 1}
}
(16)
is a CS of size 2k+1.
Lemma 7 ( [5, Th. 5]): Let f : {0, 1}m → Zq be a GBF
of m variables. Suppose further that for each c ∈ {0, 1}k, the
G(f

x=c) is a path in m − k vertices. Suppose further that
q/2 is the weight of each edge and xc be the either end vertex
of the path G(f

x=c). Then for any choice of gi, g
′ ∈ Zq{
f +
q
2
(
k−1∑
α=0
dαxjα + dxc
)
: dα, d ∈ {0, 1}
}
(17)
is a CS of size 2k+1 and hence ψ(f) lies in a CS of size 2k+1.
Lemma 8 ( [5, Th. 9]):
dL(ERM(r,m, h)) = 2m−r,
d2E(ERM(r,m, h)) = 2
m−r+2 sin2
( pi
2h
)
.
(18)
III. PROPOSED CONSTRUCTIONS
In this section, we present a generalized construction of
CS. For ease of presentation, whenever the context is clear, we
use C(f, g)(τ) to denote C(ψ(f), ψ(g))(τ) for any two GBFs
f and g. Similar changes are applied to restricted Boolean
functions as well.
Theorem 1: Let f be a GBF of m variables over Zq with
the property that there exist M number of such c for which
G(f

x=c) is a path over m − k vertices and there exist Ni
number of such c for which G(f

x=c) consists of a path
over m− k − 1 vertices and one isolated vertex xli such that
M,Ni ≥ 0,M +
p∑
i=1
Ni = 2
k. Suppose further that all the
relevant edges in G(f

x=c) (for all c) have identical weight
of q/2. Then for any chice of gi, g′ ∈ Zq , ψ(f) lies in a set
S of size 2k+1 with the following aperiodic auto-correlation
property.
A(S)(τ)=

2m+1
p∑
i=1
Ni + 2
m+1M, τ = 0,
ω
gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ=2
li , i=1, 2, . . . , p,
ω
−gli
q 2m
∑
c∈SNi
ω−L
li
c
q , τ = −2li , i=1, 2,. . ., p,
0, otherwise,
(19)
where, gli(∈ Zq , i = 1, 2, . . . , p) is the coefficient of xli in
f , SNi contains all those c for which G(f

x=c) consists of a
path over m−k−1 vertices and one isolated vertex labeled li
(li ∈ {0, 1, . . . ,m − 1} \ {j0, j1, . . . , jk−1}, and l1, l2, . . . , lp
are all distinct), and
Llic =
k∑
r=1
∑
0≤i1<i2<···<ir<k
%lii1,i2,...,irci1ci2 · · · cir (%lii1,i2,...,ir ’s ∈ Zq).
Proof: See Appendix A.
We have introduced M and Ni (i = 1, 2, . . . , p) in Theorem 1
with the condition M +
p∑
i=1
Ni = 2
k, M,Ni ≥ 0. Therefore,
M and Ni’s range from 0 to 2k.
Remark 1 (Explicit Form of GBFs as Defined in Theorem
1): The GBFs f , as defined in Theorem 1, can be expressed
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Fig. 1. The G(f

x0=0
) and G(f

x0=1
) of Example 1.
as
q
2
∑
c∈SM
m−k−2∑
i=0
xpic(i)xpic(i+1)
k−1∏
α=0
xcαjα (1− xjα)(1−cα)
+
q
2
p∑
δ=1
∑
c∈SNδ
m−k−3∑
i=0
xpiδc (i)xpiδc (i+1)
k−1∏
α=0
xcαjα (1− xjα)(1−cα)
+
p∑
δ=1
k∑
r=1
∑
0≤i1<i2<···<ir<k
%lδi1,i2,...,irxji1xji2 · · ·xxirxlδ
+
k∑
r=2
∑
0≤i1<i2<···<ir<k
αi1,i2,...,irxji1xji2 · · ·xxir
+
m−1∑
i=0
gixi + g
′,
(20)
where piδc are Nδ permutations of {0, 1, . . . ,m − 1} \
{j0, j1, . . . , jk−1, lδ} (δ = 1, 2, . . . , p), pic are M permutations
of {0, 1, . . . ,m− 1} \ {j0, j1, . . . , jk−1}, and αi1,i2,...,ir ’s are
belongs to Zq .
We illustrate Theorem 1 by the example below.
Example 1: Let f be a GBF of 4 variables over Z2, given
by
f(x0, x1, x2, x3) = x0x1x3 + x0x3x2 + x0x2x1 + x1x2.
(21)
The restricted Boolean functions f

x0=0
and f

x0=1
are
given by
f

x0=0
= x1x2,
f

x0=1
= x1x3 + x3x2,
(22)
respectively. Fig. 1 (a) and Fig. 1 (b) represents G(f

x0=1
)
and G(f

x0=0
) respectively. It is clear that G(f

x0=1
) is a
path over the variables x1, x2, and x3. G(f

x0=0
) contains
a path over the variables x1, x2 and one isolated vertex x3.
Therefore, M = 1, N1 = 1, SN1 = {0}, %30 = 0, and L30 = 0
respectively. By using Theorem 1, we obtain the set S given
by
S = {f + (d0x0 + dx2) : d0, d ∈ {0, 1}}
=

++++++−++++−+−−+
+−+−+−−−+−++++−−
++++−−+−+++−−++−
+−+−−++++−++−−++
 (23)
The AACF of S is given by
A(S) =
{
64, τ = 0,
16, τ = ±2. (24)
Remark 2: Let f be a quadratic GBF with the property that
for all c ∈ {0, 1}k, G(fx=c) is a path in m − k vertices.
Then from Therorem 1, we have M = 2k and
A(S)(τ) =
{
2m+k+1, τ = 0,
0, otherwise.
(25)
Hence, S is a CS of size 2k+1 and therefore, Paterson’s
construction [4, Th. 12] turns to be a special case of our
proposed one.
Remark 3: From Remark 2, for k = 0, S is a CS of size 2,
i.e., S is a GCP and thus the GDJ code in [3] is also a special
case of Theorem 1.
Remark 4: Let f be a quadratic GBF with the property that
for all c ∈ {0, 1}k, G(fx=c) contains a path in m − k − 1
vertices and one isolated vertex xl1 . We also assume that all
edges in the original graph between the isolated vertex and the
k deleted vertices are weighted by q/2. Then, from Therorem
1, we have N1 = 2k, SN1 = {0, 1}k, Ll1c = q2
∑k−1
α=0 cα, and
A(S)(τ) =

2m+k+1, τ = 0,
ω
gl1
q 2m+k
∑
c∈SN1
ωL
l1
c
q , τ = 2
l1 ,
ω
−gl1
q 2m+k
∑
c∈SN1
ω−L
l1
c
q , τ = −2l1 ,
0, otherwise,
=
{
2m+k+1, τ = 0,
0, otherwise.,
(26)
Therefore, ψ(f) lies in a CS of size 2k+1 and the result given
by Paterson in [4, Th. 24]turns to be a special case of Theorem
1.
Remark 5: Let f be a GBF with the property that for all
c ∈ {0, 1}k, G(fx=c) is a path in m−k vertices. Then from
Therorem 1, we have M = 2k and
A(S)(τ) =
{
2m+k+1, τ = 0,
0, otherwise.
(27)
From (27), it is clear that ψ(f) lies in a CS of size 2k+1
and hence the PMEPR of ψ(f) is atmost 2k+1. Therefore,
the result given by Schmidt in [5, Th. 5] is a special case of
Theorem 1.
6IV. CONSTRUCTION OF COMPLEMENTARY SEQUENCES
WITH LOW PMEPR
In this section, we present two constructions of CSs which
are derived from Theorem 1 to provide tighter PMEPR up-
per bound than the PMEPR bound introduced in Schmidt’s
construction [5, Th. 5].
Corollary 1: Let f be a GBF as defined in Theorem 1 with
the property that Ni ≡ 0( mod 2) (i = 1, 2, . . . , p) and there
exist Ni/2 number of c in SNi for which Llic ≡ 0( mod q),
and Llic ≡ q2 ( mod q) for the rest Ni/2 number of c in SNi .
Then for any choice of gi, g′ ∈ Zq ,{
f +
q
2
(d · x+ dxc) : d ∈ {0, 1}k, d ∈ {0, 1}
}
, (28)
is a CS of size 2k+1.
Proof: Let
S =
{
f +
q
2
(d · x+ dxc) : d ∈ {0, 1}k, d ∈ {0, 1}
}
. (29)
By using Theorem 1, we have
A(S)(τ)=

2m+1
p∑
i=1
Ni + 2
m+1M, τ = 0,
ω
gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ=2
li , i=1, 2, . . . , p,
ω
−gli
q 2m
∑
c∈SNi
ω−L
li
c
q , τ = −2li , i=1, 2,. . ., p,
0, otherwise.
(30)
Since, there exist Ni/2 number of c in SNi for which Llic ≡ 0(
mod q), ωL
li
c
q takes the value 1 for Ni/2 times. Similarly, ω
L
li
c
q
takes the value −1 for Ni/2 times. Therefore,
∑
c∈SNi ω
L
li
c
q =
0. In the same way, we can show that
∑
c∈SNi ω
−Llic
q = 0.
Hence, from (30), we have
A(S)(τ) =
{
2m+k+1, τ = 0,
0, otherwise.
(31)
From (31), we have S is a CS of size 2k+1 and hence at most
PMEPR of each sequenes lying in S is 2k+1 [4].
Remark 6 (Explicit Form of GBFs as Defined in Corollary
1): To, construct the GBFs as defined in Corollary 1, we only
need to take care of the following term in (20)
p∑
δ=1
k∑
r=1
∑
0≤i1<i2<···<ir<k
%lδi1,i2,...,irxji1xji2 · · ·xxirxlδ
or,
∑p
δ=1 L
lδ
x xlδ . In this Remark, we define L
lδ
x , so that
the GBFs associated with Llδx , meet the condition given in
Corollary 1. To define Llδx , first we need to define some vectors
which are as follows: clδφt = (c
lδ
0,φt
, clδ1,φt , . . . , c
lδ
k−1,φt) ∈
SNδ , where t = 1, 2, . . . , Nδ/2, δ = 1, 2, . . . , p. Therefore,
clδφ1 , c
lδ
φ2
, . . . , clδφNδ/2 are any Nδ/2 distinct elements in SNδ .
Now, we define
Llδx =
q
2
Nδ/2∑
t=1
k−1∏
α=0
x
c
lδ
α,φt
jα
(1− xjα)(1−c
lδ
α,φt
). (32)
From, the above equation, it is clear that Llδx = 1 for x = c
lδ
φt
,
t = 1, 2, . . . , Nδ/2 and for the rest of Nδ/2 elements in SNδ ,
Llδx = 0. Therefore, the GBFs whose L
lδ
x terms are as defined
as in (32), satisfy the conditions given in Corollary 1.
Remark 7: The construction of CSs given in Corollary 1 is
based on GBFs of any order. It is observed that Corollary 1
can provide tighter upper bound of PMEPR than that given
by Schmidt [5, Th. 5] for a sequence corresponding to a GBF
which satisfy the property given in Corollary 1. Below, we
present an example to illustrate Corollary 1.
Example 2: Let f be GBF of 5 variables over Z4, given by
f(x0, x1, x2, x3, x4) = 2 (x0x1x2 + x0x1x3 + x1x3
+x3x2 + x0x4) + x1 + 2x2 + 2x3 + 2x4 + 3.
(33)
From the GBF f , we obtain the restricted Boolean functions
as follows.
f

x0=0
= 2(x1x3 + x3x2) + x1 + 2x2 + 2x3 + 2x4 + 3,
f

x0=1
= 2(x1x2 + x2x3) + x1 + 2x2 + 2x3 + 3.
(34)
From (34), it is observed that G(f

x0=0
) and G(f

x0=1
) both
contain a path over the vertices x1, x2, x3 and one isoltaed
vertex x4. Thererfore, p = 1, N1 = 2, SN1 = {0, 1}, %40 = 2,
L40 = 0, and L
4
1 = 2. By Corollary 1,
S={2 (x0x1x2+x0x1x3 + x1x3 + x3x2 + x0x4) + x1
+2x2 + 2x3 + 2x4 + 3 + 2(d0x0 + dx1) : d0, d ∈ {0, 1}} ,
(35)
is a CS of size 4. Therefore, the PMEPR of ψ(f) is at most
4 and from Schmidt’s construction, the PMEPR upper bound
of ψ(f) is 8.
Corollary 2: Let f be a GBF as defined in Theorem 1 and
unlike the GBF as defined in Corollary 1. Then for any choice
of gi, g′ ∈ Zq ,{
f+
q
2
(
d·x+d′
p∑
i=1
xli+dxc
)
: d∈{0, 1}k, d, d′∈{0, 1}
}
,
(36)
is a CS of size 2k+2 with at most PMEPR 2k+2 − 2M .
Proof: The set S can be expressed as S = S1∪S2, where
S1=
{
f+
q
2
(d·x+dxc) : d∈{0, 1}k, d,∈{0, 1}
}
,
S2=
{
f+
q
2
(
d·x+
p∑
i=1
xli+dxc
)
:d∈{0, 1}k, d,∈{0, 1}
}
.
(37)
By Theorem 1, we have
A(S1)(τ)=

2m+1
p∑
i=1
Ni + 2
m+1M, τ = 0,
ω
gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ=2
li , i=1, 2, . . . , p,
ω
−gli
q 2m
∑
c∈SNi
ω−L
li
c
q , τ=−2li , i=1, 2,. . ., p,
0, otherwise,
(38)
7and
A(S2)(τ)=

2m+1
p∑
i=1
Ni + 2
m+1M, τ = 0,
ω
q
2+gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ=2
li , i=1, 2, . . . , p,
ω
−( q2+gli )
q 2m
∑
c∈SNi
ω−L
li
c
q , τ=−2li , i=1, 2,. . ., p,
0, otherwise,
=

2m+1
p∑
i=1
Ni + 2
m+1M, τ = 0,
−ωgliq 2m
∑
c∈SNi
ωL
li
c
q , τ=2
li , i=1, 2, . . . , p,
−ω−gliq 2m
∑
c∈SNi
ω−L
li
c
q , τ=−2li , i=1, 2,. . ., p,
0, otherwise,
(39)
From (38) and (39), we have
A(S1)(τ) +A(S2)(τ) =
{
2m+k+2, τ = 0,
0, otherwise.
(40)
Therefore, S is a CS of size 2k+2. From (38) and (39), it is
observed that the PMEPR of the sequences that lies in S1 and
S2, is at most 2k+1 + 2
∑p
i=1Ni or, 2
k+2 − 2M . Since, the
set S is union of two sets S1 and S2, the PMEPR of S is at
most 2k+2 − 2M .
Remark 8: It is observed that Corollary 2 can provide more
tight upper bound of PMEPR than that of [5, Th. 5] for a
sequence corresponding to a GBF which satisfy the properties
introduced in Corollary 2.
Example 3: Let f be a GBF of 5 variables x0, x1, x2, x3, x4
over Z4, given by
f(x0, x1, x2, x3) = x0x1x3 + x0x3x4 + x1x3 + x3x2. (41)
The restricted Boolean functions f

x0=0
and f

x0=1
are
f

x0=0
= x1x3 + x3x2,
f

x0=1
= x4x3 + x3x2,
(42)
respectively. From (42), it is clear that G(f

x0=0
) contains
a path over the vertices x1, x2, x3 and x4 as isolated vertex,
and G(f

x0=1
) contains a path over the vertices x2, x3, x4
and x1 as isolated vertex. Hence p = 2, M = 0, N1 = 1,
N2 = 1, SN1 = {0}, SN2 = {1}, %40 = 0, %10 = 0, L40 = 0,
and L11 = 0. By using Corollary 2, the set{
f +
q
2
(d0x0 + d
′(x1 + x4) + dx1) : d0, d′, d ∈ {0, 1}
}
(43)
is a CS of size 8. Hence, by using Corollary 2, the PMEPR
upper bound for ψ(f) is 8 whereas Schmidt’s construction
provides a PMEPR upper bound of 16.
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Fig. 2. The graphs of the restricted Boolean functions obtained from f .
Example 4: Let f be a GBF of 6 variables over Z4, given
by
f(x0, x1, . . . , x5) = 2(x0x2x3 + x0x3x4 + x0x4x5 + x0x2x4
+ x0x1x4 + x0x1x3 + x0x3x5 + x2x4
+ x4x1 + x1x3 + x3x5).
(44)
The restricted Boolean functions f

x0=0
and f

x0=1
are
given by
f

x0=0
= x2x4 + x4x1 + x1x3 + x3x5,
f

x0=1
= x2x3 + x3x4 + x4x5,
(45)
respectively. It is clear that G(f

x0=0
) is a path and
G(f

x0=1
) contains a path and the isolated vertex x1. There-
fore, p = 1, M = 1, N1 = 1, SN1 = {1}, and L11 = 1.
By using Corollary 2, the set
S={f + 2(d0x0 + d′x1 + dx2) : d0, d, d′ ∈ {0, 1}} , (46)
is a complementary set of size 8 and the PMEPR upper
bound of the sequences lying in S is 6. The G(f

x0=0
)
and G(f

x0=1
) are represented by Fig. 2 (a) and Fig. 2 (b)
respectively. Since, G(f

x0=1
) contains the isolated vertex x1,
Schmidt’s construction suggests to delete the isolated vertex
x1. After deleting the isolated vertex or restricting x1, we ob-
tain the following restricted Boolean functions f

(x0,x1)=(0,0)
,
f

(x0,x1)=(0,1)
, f

(x0,x1)=(1,0)
and f

(x0,x1)=(1,1)
. The
G(f

(x0,x1)=(0,0)
), G(f

(x0,x1)=(0,1)
), are represented by
Fig. 2 (c) and G(f

(x0,x1)=(1,0)
), G(f

(x0,x1)=(1,1)
) are
8represented by Fig. 2 (d). Again, deletion process need to
be performed by following Scmidt’s construction. But, after
performing another deletion of vertices, the resulting graphs
of restricted Boolean functions will be represented by Fig. 2
(e) and Fig. 2 (g). The deletion process can continue until the
graph of every restricted Boolean function is a path or contain
single vertex.
Therefore, from Schmidt’s construction, the PMEPR upper
bound of ψ(f) is 64 whereas from Corollary 2, the PMEPR
upper bound of ψ(f) is 6.
V. GRAPHICAL ANALIZATION OF THE PROPOSED
CONSTRUCTION
In this section, we present a relationship between our
proposed construction and graph.
A graph can be represented by a pair of sets (V,E), where
V is the set of verices and E is the set of edges present
in the graph. As an example, the graph given in Fig. 1 (a)
can also be expressed by (V,E), where V = {x1, x2, x3}
and E = {x1x3, x2x3}. The term x1x3 represents the edge
between the vertices x1 and x3. Similarly, x2x3 represents the
edge between the vertices x2 and x3. We say a graph (V,E)
is a path if the edges in E forms a path over all the vertices
presents in V . On the other hand, if there is some vertices in V
which are not associated with any edges present in E, we call
them isolated vertices in the graph (V,E). As an example, in
Fig. 1 (b), V = {x1, x2, x3} and E = {x1x2}, where the set
E does not contain any such edges which include the vertex
x3. Hence, for Fig. 1 (b), we call (V,E) is a graph containing
a path and an isolated vertex. As an generalization, in Fig.
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Fig. 3. The graphs of the restricted Boolean functions corresponding to GBF
given in (20).
3, (VM , EMc ) = G(f |x=c), where f is GBF given in (20),
c ∈ SM , VM = {x0, x1, . . . , xm−1} \ {xj0 , xj1 , . . . , xjk−1},
and EMc = {xpic(i)xpic(i+1) : i = 0, 1, . . . ,m − k − 2}.
For any two distinct c1, c2 ∈ SM , the graphs (VM , EMc1 )
(= G(f |x=c1)) and (VM , EMc2 ) (= G(f |x=c2)) will be the
smae if the permutations pic1 and pic2 are equal. Otherwise,
EMc1 6= EMc2 , and hence (VM , EMc1 ), (VM , EMc2 ) represent
TABLE I
PMEPR UPPER BOUND FOR DIFFERENT VALUES OF M AND p.
k Construction M p PMEPR upper bound
1
Corollary 1 0 1 Proposed [5]
4 8
Corollary 2
0 1 8 8
2 8 ≥ 16
1 1 6 ≥ 8
2 0 4 4
2
Corollary 1 0
1 8 16
2 8 ≥ 32
1 1 8 ≥ 16
Corollary 2
0
1 16 16
2 16 ≥ 32
3 16 ≥ 64
4 16 ≥ 128
1
1 14 ≥ 16
2 14 ≥ 32
3 14 ≥ 128
2 1 12 ≥ 16
2 12 ≥ 32
3 1 10 ≥ 16
4 0 8 8
two different graph. Similarly, (V Nδ , ENδc ) = G(f |x=c),
c ∈ SNδ (δ = 1, 2, . . . , p), V Nδ = {x0, x1, . . . , xm−1} \
{xj0 , xj1 , . . . , xjk−1 , xlδ}, and ENδc = {xpiδc (i)xpiδc (i+1) : i =
0, 1, . . . ,m− k− 3} (where, piδc , c ∈ SNδ , δ = 1, 2, . . . , p are
defined in (20)).
If a GBF which has the same graphical property as given
in Fig. 3 and also satisfy the conditions given in Corollary
1, the sequence corresponding to the GBF lies in CS of size
2k+1 and so the PMEPR is upper bounded by 2k+1. Similarly,
if a GBF meets the condition given in Corollary 2 and also
has the same graphical property as in Fig. 3, the sequence
corresponding to the GBF lies in CS of size 2k+2 with at
most PMEPR 2k+2 − 2M .
Now, we define the set of vertices as follows:
PMc = {xpic(0), xpic(m−k−1)}, c ∈ SM and
IN
δ
c = {xpiδc (0), xpiδc (m−k−2)}, c ∈ SNδ , δ = 1, 2, . . . , p.
Schmidt’s construction provides a PMEPR upper bound of
2k+p+1 for the sequences corresponding to the GBFs which
have the following properties:
• The restricted Boolean functions of a GBF have the
following graphical properties as given in Fig. 3.
• xlδ ∈ PMc ∀c ∈ SM , δ = 1, 2, . . . , p.
• xlδ ∈ IN
δ1
c ∀c ∈ SNδ1 , δ1 ∈ {1, 2, . . . , p} \ {δ}, δ =
1, 2, . . . , p.
Otherwise, the PMEPR upper bound provided by Schmidt’s
construction will be strictly greater than 2k+p+1. For different
values of M and p, we compare the PMEPR upper bounds
obtained from Corollary 1 and Corollary 2, with [5] in TABLE
I.
VI. CODE RATE COMPARISON WITH EXISTING WORK
In this section, we compare our proposed construction with
the constructions given in [4] and [5] in terms of code rate
and PMEPR.
9A. Comparison With [4]
In this subsection, we give a comparison of our proposed
construction with [4] to show that the proposed construction
can generate more sequences, i.e., higher code rate with tighter
PMEPR upper bound.
It is observed that by using Corollary 1, we get at least
m!
2
[
(m− 2)!
2
− 1
]
q2m−3(q − 1)2,
complementary sequences with PMEPR at most 4 and
3m!
4
[
(m− 3)!
2
− 1
]
q3m−8(q − 1)2,
complementary sequences with PMEPR at most 8 of length
2m.
By using Corollary 2, We get at least[
2m! +
m!(m− 2)!(m− 3)
4
]
q2m−2(q − 1)2,
complementary sequences with PMEPR at most 6 and at least
m(m− 2)
[
(m− 2)!
2
]2
q2m−3(q − 1)2,
complementary sequences with PMEPR at most 8.
Now we define three coodbooks S1,S2,S3 where S1,S2,
and S3 contain codewords of length 2m over Zq with PMEPR
at most 4, 6, and 8 respectively, given in TABLE II. The code
TABLE II
PMEPRS AND ENUMERATIONS FOR CODEBOOKS S1,S2,S3
Codebook PMEPRupper bound Size of Codebook
S1 4 m!2
[
(m−2)!
2
− 1
]
q2m−3(q − 1)2
S2 6
[
2m! +
m!(m−2)!(m−3)
4
]
q2m−2(q − 1)2
S3 8
3m!
4
[
(m−3)!
2
− 1
]
q3m−8(q − 1)2
+m(m− 2)
[
(m−2)!
2
]2
q2m−3(q − 1)2
rate of a code-keying OFDM is defined as R(C) := log2 |C|L ,
where |C| and L denote the set size of codebook C and
the number of subcarriers respectively. In TABLE III and
TABLE V, code-rate comparisons with [4] is given. TABLE
IV contains code-rates for binary and quaternary cases with
PMEPR at most 6.
TABLE III
CODE-RATE COMPARISON WITH CODEBOOK IN [4] WITH PMEPR AT
MOST 4 OVER Zq
L = 2m
Zq q = 2 q = 4
Proposed [4] Proposed [4]
m = 5 0.4346 0.3440 0.7524 0.3750
m = 6 0.3274 0.2660 0.5175 0.2420
m = 7 0.2202 0.1800 0.3309 0.1480
m = 8 0.1398 0.1130 0.2030 0.0880
m = 9 0.0855 0.0660 0.1210 0.0510
m = 10 0.0509 0.0380 0.0706 0.0290
TABLE IV
CODE-RATE FOR OFDM CODES WITH PMEPR AT MOST 6 OVER Zq
L = 2m
Zq q = 2 q = 4
m = 4 0.7442 1.3173
m = 5 0.5384 0.8875
m = 6 0.3721 0.5779
m = 7 0.2440 0.3625
m = 8 0.1528 0.2199
m = 9 0.0925 0.1299
m = 10 0.0546 0.0753
TABLE V
CODE-RATE COMPARISON WITH CODEBOOK IN [4] WITH PMEPR AT
MOST 8 OVER Z2
L = 2m
Zq q = 2
Proposed [4]
m = 7 0.2371 0.1720
m = 8 0.1501 0.1170
m = 9 0.0916 0.072
m = 10 0.0544 0.043
B. Comparison With [5]
In this subsection, we present a comparison between our
proposed construction with [5] to show that the proposed
construction can provide higher code rate and PMEPR upper
bound. For 0 ≤ k < m, 0 ≤ r ≤ k + 1, and h ≥ 1, a linear
code A(k, r,m, h) [5] is defined to be the set of codewords
corresponding to the set of polynomials{
m−k−1∑
i=0
xαgi(xm−k, . . . , xm−1) + g(xm−k, . . . , xm−1) :
g0, . . . , gm−k−1 ∈ F(r − 1, k, h), g ∈ F(r, k, h)} .
(47)
The number of codewords in A(k, r,m, h) is equal to 2sk ,
where
sk = (m− k) log2 |F(r − 1, k, h)|+ log2 |F(r, k, h)|.
Now, R(k,m, h) [5] is defined to be the set of codewords
associated with the following polynomials over Z2h
2h−1
∑
c∈{0,1}k
m−k−2∑
i=0
xpic(i)xpic(i+1)
k−1∏
j=0
x
cj
m−k+j(1− xm−k+j)(1−cj),
(48)
where pic are 2k permutations of {0, 1, . . . ,m − k − 1}.
For m − k > 1 and r > 2 − h, the set R(k,m, h)
contains [(m − k)!/2]2min{r+h−3,k} codewords corresponding
to a GBF of effective-degree at most r. The sequences
in the cosets of A(k, r,m, h) with coset representatives in
R(k,m, h) have PMEPR at most 2k+1 and the code has
minimum Lee and squared Euclidean distance equal to 2m−r
and 2m−r+2 sin2( pi
2h
) respectively.
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1) Code Construction by Using Corollary 1: For 0 ≤ k <
m− 1, 0 ≤ r ≤ k + 1, α 6= l1 and h ≥ 1, we drfine a linear
code A1(k, r,m, h) corresponding to the set of polynomials{
m−k−1∑
i=0
xαgi(xm−k, . . . , xm−1) + g(xm−k, . . . , xm−1) :
g0, . . . , gm−k−1 ∈ F(r − 1, k, h), g ∈ F(r, k, h)} .
(49)
A1(k, r,m, h) contains 2s1,k codewords, where
s1,k = (m− k − 1) log2 |F(r − 1, k, h)|+ log2 |F(r, k, h)|.
Since, A1(k, r,m, h) ⊂ A(k, r,m, h), the minimum dis-
tances of A1(k, r,m, h) can be lower bounded by 2m−r and
2m−r+2 sin2( pi
2h
).
Now, we assume R1(k,m, h) be the set of codewords
associated with the following polynomials
2h−1
∑
c∈{0,1}k
m−k−3∑
i=0
xpic(i)xpic(i+1)
k−1∏
j=0
x
cj
m−k+j(1− xm−k+j)(1−cj)
+2h−1xl1(e0xm−1 + · · ·+ ek−1xm−k),
(50)
where pic are 2k permutations of {0, 1, . . . ,m − k − 1} \ l1
and e0, . . . , ek−1 ∈ {0, 1}, but all can not be zero at the same
time.
For m − k > 2 and r > 2 − h, it can be shown that the
set R1(k,m, h) contains (2k−1)[(m−k−1)!/2]2min(r+h−3,k)
codewords corresponding to a GBF of effective degree at most
r.
Note 1: Assume m − k > 2. Let 2 ≤ r ≤ k + 2
when h = 1, 1 ≤ r ≤ k + 1 when h > 1 and
r′ = min{r, k + 1}. By using Corollary 1, it can be shown
that any coset of A1(k, r′,m, h) with coset representatives in
R1(k,m, h) have PMEPR at most 2k+1. Now take the union
of (2k − 1)[(m − k − 1)!/2]2min(r+h−3,k) distinct cosets of
A1(k, r′,m, h), each containing a word in R1(k,m, h) with
effective degree at most r. The PMEPR of the corresponding
polyphase codewords in this code is at most 2k+1. Since the
code is a subcode of ERM(r,m, h), its minimum Lee and
squared Euclidean distances are lower bounded by 2m−r and
2m−r+2 sin2( pi
2h
) respectively.
2) Code Construction by Using Corollary 2: In this section,
we consider the case p ≥ 2, M = 0 of Corollary 2. Consider
R2(k,m, h) be the set of codewords associated with the
following polynomials
2h−1
p∑
α=1
∑
cα∈SNα
m−k−3∑
i=0
xpicα (i)xpicα (i+1)
k−1∏
j=0
x
cαj
m−k+j(1− xm−k+j)(1−c
α
j ),
(51)
where cα = (cα0 , . . . , cαk−1), picα are Nα permutations of
{0, 1, . . . ,m− k − 1} \ lα and
∑p
α=1Nα = 2
k.
For m− k > 2 and r > 2− h, it can be shown that the set
R2(k,m, h) contains
[(m−k−1)!/2]min(2r+h−3,N1) × [(m−k−1)!/2]min(2r+h−3,N2)×
. . .× [(m−k−1)!/2]min(2r+h−3,Np)
codewords corresponding to a GBF of effective degree at most
r.
Note 2: Assume m−k > 2. Let 2 ≤ r ≤ k+2 when h = 1,
1 ≤ r ≤ k+1 when h > 1 and r′ = min{r, k+1}. By using
Corollary 2, it can be shown that any coset of A(k, r′,m, h)
with coset representatives inR2(k,m, h) have at most PMEPR
2k+2. It is also observed that the minimum Lee and squared
Euclidean distances of the code⋃
a∈R2(k,m,h)
(a+A(k, r,m, h))
are lower bounded by 2m−r and 2m−r+2 sin2( pi
2h
) respec-
tively.
3) Code Construction With Maximum PMEPR 4 and 8: In
this part, we construct codes with maximum PMEPR 4 and 8
by using the above discussed codes.
Corollary 3 (Code With Maximum PMEPR 4): Assume m >
3. Let 2 ≤ r ≤ 3 when h = 1, 1 ≤ r ≤ 2 when h > 1 and
r′ = min{r, 2}. Now, consider
C=
 ⋃
a1∈R(1,m,h)
a1+A(1, r′,m, h)
∪
 ⋃
a2∈R1(1,m,h)
a2+A1(1, r′,m, h)
 .
(52)
The code |C| contains codewords or sequences with at most
PMEPR 4. Hence, the maximum PMEPR of C is 4. We denote
the number of codewords or sequences in the code by |C|,
where
|C| =
(
2s1 × [(m− 1)!/2]2min{r+h−3,1}
)
+
(
2s1,1 × [(m− 2)!/2]2min(r+h−3,1)
)
.
(53)
Since C is a subcode of ERM(r,m, h), the minimum Lee and
squared Euclidean distances of the code are lower bounded by
2m−r and 2m−r+2 sin2( pi
2h
) respectively.
TABLE VI
CODE-RATE COMPARISON WITH CODEBOOK IN [5] WITH MAXIMUM
PMEPR 4 OVER Z2h
m h r Proposed [5] dL d2E
4 1 2 0.6060 0.5990 4 16.00
3 0.7010 0.6980 2 8.00
2 1 0.9150 0.9120 8 16.00
2 1.2000 1.1980 4 8.00
5 1 2 0.4270 0.4250 8 32.00
3 0.5373 0.5366 4 16.00
2 1 0.6134 0.6120 16 32.00
2 0.8492 0.8491 8 16.00
6 1 2 0.2809 0.2798 16 64.00
3 0.3723 0.3721 8 32.00
2 1 0.3897 0.3892 32 64.00
2 0.5596 0.5596 16 32.00
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From (53), it is clear that the set size of the sequences with
maximum PMEPR 4 obtained from our proposed construction
is larger than the set size given in [5]. In TABLE VI, we have
compared the code rate of sequences with maximum PMEPR
4 obtained from our proposed construction with that of the
construction given in [5].
Corollary 4 (Code With Maximum PMEPR 8): Suppose
m > 4. Let 2 ≤ r ≤ 4 when h = 1, 1 ≤ r ≤ 3 when
h > 1 and r′′ = min{r, 3}.
For the case 2 ≤ r ≤ 3 when h = 1, 1 ≤ r ≤ 2 when
h > 1 and r′′ = min{r, 3}, we consider the code C1, defined
by
C1=
 ⋃
b1∈R(2,m,h)
b1+A(2, r′′,m, h)
∪
 ⋃
b2∈R1(2,m,h)
b2+A1(2, r′′,m, h)

∪
 ⋃
b3∈R2(1,m,h)
b3+A(1, r′,m, h)
 ,
(54)
where
|C1| =
(
2s2 × [(m− 2)!/2]2min{r+h−3,2}
)
+
(
3× 2s1,2 × [(m− 3)!/2]2min(r+h−3,2)
)
+
(
2s1 × [(m− 2)!/2]2×min{2r+h−3,1}
)
(55)
Since C1 is a subcode of ERM(r,m, h), the minimum Lee and
squared Euclidean distances of the code are lower bounded by
2m−r and 2m−r+2 sin2( pi
2h
) respectively.
For r = 4 when h = 1 and r = 3 when h > 1, we consider
the code C2, defined by
C2=
 ⋃
b1∈R(2,m,h)
b1+A(2, r′′,m, h)
∪
 ⋃
b2∈R1(2,m,h)
b2+A1(2, r′′,m, h)
 ,
(56)
where
|C2| =
(
2s2 × [(m− 2)!/2]2min{r+h−3,2}
)
+
(
3× 2s1,2 × [(m− 3)!/2]2min(r+h−3,2)
)
.
(57)
Since C2 is a subcode of ERM(r,m, h), the minimum Lee and
squared Euclidean distances of the code are lower bounded by
2m−r and 2m−r+2 sin2( pi
2h
) respectively.
From (55) and (57), it is clear that our proposed construction
can provide more number of sequences than the construction
given in [5]. In TABLE VII, we have compared the code rate
of sequences with maximum PMEPR 8 obtained from our
proposed construction with that of the construction given in
[5].
VII. CONCLUSIONS
In this paper, we proposed a direct and generalized con-
struction of polyphase CS by using higher order GBFs and
the concept of isolated vertices. The proposed construction
TABLE VII
CODE-RATE COMPARISON WITH CODEBOOK IN [5] WITH MAXIMUM
PMEPR 8 OVER Z2h
m h r Proposed [5] dL d2E
5 1 2 0.4741 0.4558 8 32.00
3 0.6007 0.5991 4 16.00
4 0.6982 0.6981 2 8.00
2 1 0.6596 0.6432 16 32.00
2 1.006 1.005 8 16.00
3 1.1981 1.1981 4 8.00
6 1 2 0.3198 0.3060 16 64.00
3 0.4249 0.4245 8 32.00
4 0.5366 0.5366 4 16.00
2 1 0.4286 0.4154 32 64.00
2 0.6746 0.6745 16 32.00
3 0.8491 0.8491 8 16.00
provides tighter PMEPR upper bound for code words and
higher code rate by maintaining the same minimum code
distances as compare to Schmidt’s construction. We have
shown that our proposed construction gives rise to sequences
with maximum PMEPR upper bound of 4 in Corollary 1 and 8
in both Corollary 1 and Corollary 2, respectively. In addition,
we have obtained sequences with maximum PMEPR upper
bound of 6 in Corollary 2. The constructions given by Davis
and Jedwab [3], Paterson [4] and Schmidt [5] appear as special
cases of our proposed construction.
APPENDIX A
PROOF OF Theorem 1
Let x = (xj0 , xj1 , . . . , xjk−1) and d = (d0, d1, . . . , dk−1).
Then d · x =
k−1∑
α=0
dαxjα . Define
S =
{
f +
q
2
(d · x+ dxc) : d ∈ {0, 1}k, d ∈ {0, 1}
}
, (58)
where xc is an end vertex of the path which is contained in
G(f

x=c). Now for any τ 6= 0, the sum of AACF of sequences
from the set S can be written as∑
dd
A
(
f +
q
2
(d · x+ dxc)
)
(τ) = L1 + L2, (59)
where
L1 =
∑
dd
∑
c
A
((
f +
q
2
(d · x+ dxc)
)
x=c
)
(τ), (60)
and
L2 =
∑
dd
∑
c1 6=c2
C
((
f +
q
2
(d · x+ dxc1)
)
x=c1
,(
f +
q
2
(d · x+ dxc2)
)
x=c2
)
)
(τ).
(61)
We first focus on the term L1, which can be written as
L1 = T +
p∑
i=1
Ti, (62)
where
T =
∑
dd
∑
c∈SM
A
((
f +
q
2
(d · x+ dxc)
)
x=c
)
(τ), (63)
12
and
Ti =
∑
dd
∑
c∈SNi
A
((
f +
q
2
(d · x+ dxc)
)
x=c
)
(τ), (64)
where SM is the set of all those c for which G(f

x=c) is a
path over m− k vertices.
To find L1, we first start with T . Since, G(f

x=c) is a path
over m− k vertices for all c ∈ SM , we have [4]∑
d
A
((
f+
q
2
(d · x+dxc)
)
x=c
)
(τ)=
{
2m−k+1, τ = 0,
0, otherwise.
(65)
Therefore,
T =
∑
dd
∑
c∈SM
A
((
f +
q
2
(d · x+ dxc)
)
x=c
)
(τ)
=
{
2m+1M, τ = 0,
0, otherwise.
(66)
To find L1, it remains to find Ti (i = 1, 2, . . . , p) where
Ti =
∑
dd
∑
c∈SNi
A
((
f +
q
2
(d · x+ dxc)
)
x=c
)
(τ).
We can express each of Ti, as
Ti
=
∑
dd
∑
c∈SNi
A
((
f +
q
2
(d · x+ dxc)
)
x=c
)
(τ)
=
∑
dd
∑
c∈SNi
∑
β∈{0,1}
A
((
f +
q
2
(d · x+ dxc)
)
xxli=cβ
)
(τ)
+
∑
dd
∑
c∈SNi
∑
β∈{0,1}
C
((
f +
q
2
(d · x+ dxc)
)
xxli=cβ
,
(
f +
q
2
(d · x+ dxc)
)
xxli=c(1−β)
)
(τ).
(67)
Since, for all c ∈ SNi , G(f

x=c) consists of a path over m−
k−1 vertices and one isolated vertex labeled li, G(f

xxli=cβ
)
is a path over m− k − 1 vertices. Therefore∑
d
A
((
f +
q
2
(d · x+ dxc)
)
xxli=cβ
)
(τ)
=
{
2m−k, τ = 0,
0, otherwise.
(68)
Hence, the first auto-correlation term in (67) can be expressed
as∑
dd
∑
c∈SNi
∑
β∈{0,1}
A
((
f +
q
2
(d · x+ dxc)
)
xxli=cβ
)
(τ)
=
{
2m+1Ni, τ = 0,
0, otherwise.
(69)
Since, for all c ∈ SNi , G(f

x=c) consists of a path and one
isolated vertex xli , the only term involving xli is with the
variables of the deleted vertices. Thus the only term in xli in
f can be expressed as follows.
k∑
r=1
∑
0≤i1<i2<···<ir<k
%lii1,i2,...,irxji1xji2 · · ·xjirxli = Llixxli , (70)
where,
Llix =
k∑
r=1
∑
0≤i1<i2<···<ir<k
%lii1,i2,...,irxji1xji2 · · ·xjir .
To simplify the cross-correlation term in (67), we have the
following equality by Lemma 2 and (70).∑
d
C
((
f +
q
2
(d · x+ dxc)
)
xxli=cβ
,(
f +
q
2
(d · x+ dxc)
)
xxli=c(1−β)
)
(τ)
=
{
ω
(2β−1)gli
q ω
(2β−1)Llic
q 2m−k, τ = (2β − 1)2li ,
0, otherwise,
where β ∈ {0, 1}.
Therefore, the cross-correlation term of (67) is simplified as∑
dd
∑
c∈SNi
∑
β∈{0,1}
C
((
f +
q
2
(d · x+ dxc)
)
xxli=cβ
,
(
f +
q
2
(d · x+ dxc)
)
xxli=c(1−β)
)
(τ)
=

ω
gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ = 2
li ,
ω
−gli
q 2m
∑
c∈SNi
ω−L
li
c
q , τ = −2li ,
0, otherwise.
(71)
From (67), (69) and (71), we have
Ti =

2m+1Ni, τ = 0,
ω
gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ = 2
li ,
ω
−gli
q 2m
∑
c∈SNi
ω−L
li
c
q , τ = −2li ,
0, otherwise.
(72)
From (62), (66) and (72), we have
L1 = T +
p∑
i=1
Ti
=

2m+1
p∑
i=1
Ni + 2
m+1M, τ = 0,
ω
gli
q 2m
∑
c∈SNi
ωL
li
c
q , τ=2
li , i=1, 2, . . . , p,
ω
−gli
q 2m
∑
c∈SNi
ω−L
li
c
q , τ=−2li , i=1, 2, . . . , p,
0, otherwise.
(73)
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To find L2, we start with∑
d
C
((
f +
q
2
(d · x+ dxc1)
)
x=c1
,(
f +
q
2
(d · x+ dxc2)
)
x=c2
)
(τ)
=
∑
d
(−1)d·(c1+c2)C
((
f +
q
2
(dxc1)
)
x=c1
,(
f +
q
2
(dxc2)
)
x=c2
)
(τ)
= C
((
f +
q
2
(dxc1)
)
x=c1
,(
f +
q
2
(dxc2)
)
x=c2
)
(τ)
∑
d
(−1)d·(c1+c2)
= 0 ∀τ.
(74)
Therefore, from (61) and (74), we have
L2 =
∑
dd
∑
c1 6=c2
C
((
f +
q
2
(d · x+ dxc1
)
x=c1
,(
f +
q
2
(d · x+ dxc2)
)
x=c2
)
(τ)
= 0 ∀τ.
(75)
By substituting (73) and (75) in (59), we complete the proof.
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