Analysis on eigenvalues for preconditioning cubic spline collocation method of elliptic equations  by Dong Kim, Sang & HunLee, Yong
Linear Algebra and its Applications 327 (2001) 1–15
www.elsevier.com/locate/laa
Analysis on eigenvalues for preconditioning
cubic spline collocation method of elliptic
equations
Sang Dong Kim a ,∗,1, Yong Hun Lee b,2
aDepartment of Mathematics, Teachers College, Kyungpook National University, Taegu 702-701,
South Korea
bDepartment of Mathematics, Chonbuk National University, Chonju, South Korea
Received 19 July 2000; accepted 1 September 2000
Submitted by R.A. Brualdi
Abstract
In the work of solving a uniformly elliptic differential equations Au := −u+ a1ux +
a2uy + a0u = f in the unit square with boundary conditions by the C1-cubic spline col-
location method, one may need to investigate efficient preconditioning techniques. For this
purpose, using the generalized field of values argument, we show the uniform bounds of the
eigenvalues of the preconditioned matrix when a full finite element preconditioning is consid-
ered. © 2001 Elsevier Science Inc. All rights reserved.
AMS classification: 65N30; 65N35; 65F05; 65F10
1. Introduction
Let  be the unit square [0, 1] × [0, 1] with its boundary  and consider a uni-
formly elliptic operator A given by
∗ Corresponding author.
E-mail addresses: skim@sobolev.kyungpook.ac.kr (S.D. Kim), yhlee@math.chonbuk.ac.kr (Y.H.
Lee).
1 This work was supported by KOSEF 981-0106-036-2 and KOSEF 1999-2-103-002-3.
2 This work was supported by KOSEF 1999-2-103-002-3 and research funds of Chonbuk National
University.
0024-3795/01/$ - see front matter  2001 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 0 0 ) 0 0 3 2 1 - 9
2 S.D. Kim, Y.H. Lee / Linear Algebra and its Applications 327 (2001) 1–15
Au := −u+ a1(x, y)ux + a2(x, y)uy + a(x, y)u in , (1.1)
where the coefficients a1(x, y), a2(x, y) and a(x, y) are smooth functions on. Two
types of boundary conditions for (1.1) are given as
u = 0 on , (1.2)
or 

u = 0 on D,
u
n
= 0 on N,
(1.3)
whereD = {(x, 0) | 0  x  1} ∪ {(0, y) | 0  y  1},N = \D and u/n de-
notes the outward unit normal derivative on N . Let AN2 be the discretization of the
operator A based on the C1-cubic spline spaces Sh2,3 and the local Legendre–Gauss
[=: LG] points, and let AˆN2 be its matrix representation byC1-cubic Lagrange spline
basis (see Section 2). Recently, there is a report on iterative line spline collocation
method in [7] where sharp bounds for spectral radius of the Jacobi iteration matrix
are obtained and a spectral analysis is provided for Hermite cubic spline collocation
method in [13]. For the orthogonal spline collocation method, fast direct solvers
were developed in [1]. Also fast algorithms were reported for high-order spline col-
location systems in [12]. By contrast with recent developments of fast direct solver, a
preconditioning technique related to the usual finite element method for a polynomial
spline collocation method is considered here. The cubic spline collocation method
has a property such that the condition number of the matrix AˆN2 increases as a pow-
er of 1/h (h = 1/N). Thus, it is necessary to investigate such condition numbers,
which are supposed to be independent of the size of a preconditioned matrix, for the
successful applications of the well-known iterative methods such as damped Jacobi
iterative method, GMRES, conjugate gradient method, etc.
This paper, which is the continuation of [9], is stimulated by recent work in [10]
in which (1.1) is considered with only Dirichlet boundary conditions. For the C1-
cubic spline collocation method, the uniform bounds of the condition numbers were
investigated in [9] or [8], respectively, for the following preconditioned matrices:
β−1
N2
WN2 AˆN2 or L
−1
N2
AˆN2, (1.4)
where WN2 is the diagonal matrix of quadrature weights, βN2 and LN2 are the finite
element stiffness and finite difference matrices, respectively, corresponding to the
uniformly invertible elliptic operator B given by
Bv := −v in , (1.5)
with the same boundary conditions as A
v = 0 on , (1.6)
or 

v = 0 on D,
v
n
= 0 on N .
(1.7)
S.D. Kim, Y.H. Lee / Linear Algebra and its Applications 327 (2001) 1–15 3
In this work, thanks to Parter, we investigate the eigenvalues of preconditioned
matrix
β−1
N2
MN2 AˆN2, (1.8)
where MN2 is the finite element mass matrix corresponding to the operator B with
the boundary conditions. The preconditioning matrix β−1
N2
MN2 for two-dimensional
case, which is a full matrix, can be constructed relatively easily by using one-dimen-
sional stiffness and mass matrices. We note that the proposed preconditioned matrix
(1.8) is more effective than (1.4) in a point of numerical sense.
One of our main results is to show the following estimates: Assume that a1 =
a2 = 0 in the whole domain. Then for any nonzero complex-valued vector U, there
exist two constants 3 and 4, independent of N, such that
Re
{ (
WN2 AˆN2U,U
)
2(
WN2M
−1
N2
βN2U,U
)
2
}
 3 > 0 (1.9)
and ∣∣∣∣∣
(
WN2 AˆN2U,U
)
2(
WN2M
−1
N2
βN2U,U
)
2
∣∣∣∣∣  4. (1.10)
Of course, these estimates imply the similar estimates for the eigenvalues of our pre-
conditioned matrix β−1
N2
MN2AˆN2 . For general case, a1 and a2 are not identically zero
in the whole domain, we mention that the above result can be extended to general
βN2—singular values following the earlier work of Kim and Parter [9]. The multigrid
and multilevel methods are studied for quadratic spline collocation method in [5]. In
practical implementation of polynomial spline collocation method, one may use a
mutigrid cycle for βN2 instead of using β−1N2 following [3,11].
This paper consists of: in Section 2, we collect some preliminary ideas, notations,
etc.; in Section 3, we analyze the eigenvalues of a preconditioned matrix forC1-cubic
Lagrange spline collocation technique for one-dimensional case; the two-dimension-
al analysis for eigenvalues, basically developed from one-dimensional argument, is
dealt in Section 4.
2. Preliminaries
In this section, we introduce some notations, definitions, and basic facts to be
used in the sequel.
Let I = [0, 1] be a unit interval. Let N > 1 be an integer and set h := 1/N . The
‘knots’ are the points tk := kh, k = 0, 1, . . . , N, and Ik := [tk−1, tk], k = 1, . . . , N ,
is the kth subinterval. Let Pk(t) be the set of all polynomials of degree k or less in t.
Let Sh,3 be the C1-cubic spline space as
Sh,3 :=
{
u ∈ C1[0, 1]|u|Ik ∈ P3(t), k = 1, . . . , N
}
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and consider two subspaces Sdh,3d and S
m
h,3 of Sh,3, which are
Sdh,3 := {u ∈ Sh,3 | u(0) = u(1) = 0}
and
Smh,3 := {u ∈ Sh,3 | u(0) = u′(1) = 0}.
The collocation points
{
ξi
}2N
i=1, which are called the local LG points, are defined by
ξ2i−1 = ti−1 + h2 (1 + η1), ξ2i = ti−1 +
h
2
(1 + η2), i = 1, . . . , N,
where η1 := −(1/
√
3) and η2 := 1/
√
3 are the two zeros of the Legendre polyno-
mial of degree 2. For the convenience, let ξ0 = 0 and ξ2N+1 = 1.
The basis we use for Sh,3 is the C1-cubic Lagrange splines (see [9] for more
detail). The basis for Sdh,3 or Smh,3 is the functions
{
ψi
}2N
i=1 satisfying
ψi(ξk) = δk,i, k = 0, . . . , 2N
and
ψi(ξ2N+1) = 0 or ψ ′i (ξ2N+1) = 0,
respectively. Such bases can be constructed using spline tool box in MATLAB pack-
age [2] for practical use. For the two-dimensional case, let (Nx,Ny) be any couple
of positive integers and set N2 := 4NxNy . The local LG points
{
Pµ
}N2
µ=1 in the unit
square can be arranged as{
Pµ
}N2
µ=1 :=
{
ξi
}2Nx
i=1 ⊗
{
ξj
}2Ny
j=1, µ = i + 2Nxj.
The two-dimensional space Sc
h2,3 := Sch,3 ⊗ Sch,3, where c denotes d or m, is given
as the tensor product of one-dimensional spaces, which has the C1-bicubic Lagrange
basis functions
{
µ
}N2
µ=1, arranged in the same order as LG points,
µ(x, y) := ψi(x)ψj (y), µ = i + 2Nxj,
i = 1, . . . , 2Nx, j = 1, . . . , 2Ny.
Define the space Sh,1 of the piecewise linear functions as
Sh,1 :=
{
f ∈ C[0, 1] | f ∣∣[ξk,ξk+1] ∈ P1(t), k = 0, . . . , 2N},
and consider two subspaces Sdh,1 and S
m
h,1 of Sh,1, which are
Sdh,1 := {u ∈ Sh,1 | f (0) = f (1) = 0}
and
Smh,1 := {u ∈ Sh,1 | f (0) = f ′(1) = 0}.
The basis functions
{
φˆk
}2N
k=1 for S
d
h,1 or S
m
h,1 are given by the usual hat functions
satisfying
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φˆk(ξl) = δk,l, l = 0, 1, . . . , 2N,
and
φˆk(ξ2N+1) = 0 or φˆ′k(ξ2N+1) = 0,
respectively. Similarly, Sc
h2,1 := Sch,1 ⊗ Sch,1, where c denotes d or m is the two-
dimensional space of continuous, piecewise bilinear functions of the form f (x, y) =
a + bx + cy + dxy on each subrectangle [ξk, ξk+1] × [ξl, ξl+1], satisfying proper
boundary conditions. The basis functions
{
ˆµ
}N2
µ=1 are given by
ˆµ(x, y) := φˆk(x)φˆl(y), µ = k + 2Nxl,
k = 1, . . . , 2Nx, l = 1, . . . , 2Ny.
The usual norm and inner product notations are used. For example, if U = (uk)
and V = (vk) are K-tuples of complex numbers, then the usual 2 inner product and
2 norm are defined as
(U, V ) :=
K∑
k=1
ukv¯k and ‖U‖2 = (U,U).
3. One-dimensional case
In this section, we consider one-dimensional second-order elliptic boundary value
problem given by
Au := −u′′ + a(t)u = f in I (3.1)
with the homogeneous Dirichlet boundary conditions
u(0) = u(1) = 0 (3.2)
or the mixed boundary conditions
u(0) = u′(1) = 0. (3.3)
The C1-cubic spline collocation method for (3.1) is as the following: find a C1-cubic
spline solution uN ∈ Sch,3, where c denotes d or m, satisfying
AuN(ξi) = −u′′N(ξi)+ a(ξi)uN(ξi) = f (ξi), i = 1, . . . , 2N, (3.4)
where the collocation points {ξi} are chosen as the local LG points.
Using the Lagrange basis {ψi} for Sch,3, the function uN can be represented as
uN(t) =
2N∑
i=1
uiψi(t). (3.5)
Then Eqs. (3.4) give rise to the linear system
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AˆNU = F, (3.6)
where the matrix AˆN is
AˆN(i, j) =
(− ψ ′′j (ξi)+ a(ξi)ψj (ξi))
and the vectors U and F are
U = (u1, . . . , u2N)t and F = (f (ξ1), . . . , f (ξ2N))t.
Note that the matrix AˆN is symmetric (see [4,6]) so that U∗AˆNU is real for any
complex vector U.
We now consider the preconditioned matrix
β−1N MNAˆN, (3.7)
where βN and MN are the finite element stiffness and mass matrices, respectively,
corresponding to the preconditioning operator B,
Bu := −u′′ in I (3.8)
with boundary conditions (3.2) or (3.3), using the basis functions {φˆi} for Sch,1, hence
we have
βN(i, j) =
(∫
I
φˆ′i φˆ′j dt
)
and MN(i, j) =
(∫
I
φˆi φˆj dt
)
. (3.9)
Consider the generalized field of values
F :=
{ (
WNAˆNU,U
)
(
WNM
−1
N βNU,U
)
∣∣∣∣∣ (WNM−1N βNU,U) /= 0
}
.
For any nonzero complex-valued vector U, it is a well-known fact that the denomi-
nator is never zero, and let
U = W−1N MNV
for some complex vector V. Then we have(
WNAˆNU,U
)
(
WNM
−1
N βNU,U
) =
(
WNAˆN
[
W−1N MNV
]
,
[
W−1N MNV
])
(
βN
[
W−1N MNV
]
, V
)
and then the set F becomes
F =
{(
WNAˆNU,U
)
(βNU, V )
∣∣∣∣∣U = W−1N MNV, V /= 0
}
. (3.10)
Define an inner product (X, Y )h for the complex (K + 1)-tuples X and Y as the
following:
(X, Y )h :=
K∑
k=0
XkY¯khk+1,
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where Xk and Yk are kth elements of the vectors X and Y, respectively.
Since the similar arguments can be applied to the mixed boundary case, we will
provide the necessary arguments for the mixed boundary case in the end of this
section. We now focus on the homogeneous Dirichlet boundary case, that is, (3.1)
and (3.8) have the homogeneous Dirichlet boundary conditions (3.2). Then we want
to evaluate the generalized field of values (3.10).
Lemma 3.1. Let U = (u1, . . . , u2N)t and V = (v1, . . . , v2N)t be the nonzero
complex-valued vectors such that
U = W−1N MNV. (3.11)
Then the denominator can be rewritten by using some tridiagonal matrix B as
follows:
(βNU, V ) = (B Vδ, Vδ)h, (3.12)
where the vector Vδ is given by
Vδ = (vδ,j ) =
(
vj+1 − vj
hj+1
)
. (3.13)
Proof. The basic property of βN and simple calculations give
(βNU, V ) =
2N∑
k=0
[
uk+1 − uk
hk+1
] [
v¯k+1 − v¯k
hk+1
]
hk+1, (3.14)
where, of course, u0 = u2N+1 = v0 = v2N+1 = 0.
Since WN = diag( h2 , . . . , h2 ), we get from (3.9)
W−1N MN = trid(ck, dk, ek), (3.15)
where the elements are

ck = hk3h, k = 2, . . . , 2N,
dk = 2(hk + hk+1)3h , k = 1, . . . , 2N,
ek = hk+13h , k = 1, . . . , 2N − 1,
(3.16)
and hk = ξk − ξk−1 for k = 1, . . . , 2N + 1.
For the sake of convenience, let
c1 = 4h13h , e0 = 0, e2N =
4h2N+1
3h
. (3.17)
Then, using v0 = v2N+1 = 0, we can rewrite (3.11) as
uk = ckvk−1 + dkvk + ekvk+1, k = 1, . . . , 2N.
Hence, we have the different quotients of the vector U in (3.14):
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u1 − u0
h1
= Q0 v1 − v0
h1
+ R0 v2 − v1
h2
, (3.18)
uk+1 − uk
hk+1
=Lk vk − vk−1
hk
+Qk vk+1 − vk
hk+1
+Rk vk+2 − vk+1
hk+2
+ ρkvk, k = 1, . . . , 2N − 1, (3.19)
u2N+1 − u2N
h2N+1
= L2N v2N − v2N−1
h2N
+Q2N v2N+1 − v2N
h2N+1
, (3.20)
where the coefficients Lk , Qk and Rk are

Lk = ck hk
hk+1
, k = 1, . . . , 2N,
Qk = dk+1 + (ek+1 − ek), k = 0, . . . , 2N − 1,
Q2N = c2N + d2N,
Rk = ek+1hk+2
hk+1
, k = 0, . . . , 2N − 1,
(3.21)
and the coefficients ρk , k = 1, . . . , 2N − 1, are
ρk = 1
hk+1
(
(ck+1 − ck)+ (dk+1 − dk)+ (ek+1 − ek)
)
. (3.22)
Note that (3.16), (3.17) and (3.22) yield
ρk = 0, k = 1, . . . , 2N − 1,
so that (3.14) can be rewritten as, in terms of (3.18)–(3.20) with the convenient
notations L0 = R2N = 0,
(βNU, V )=
2N∑
k=0
[
Lk
vk − vk−1
hk
+Qk vk+1 − vk
hk+1
+ Rk vk+2 − vk+1
hk+2
]
×
[
v¯k+1 − v¯k
hk+1
]
hk+1,
which is (3.12) with the tridiagonal matrixB defined as
B = trid(Lk,Qk,Rk). 
From a simple calculation for the elements Lk , Qk and Rk of the matrix B, we
have
Lk = Lk+2, Qk = Qk+2, Rk = Rk+2, k = 1, . . . , 2N − 3,
and the explicit representation of the matrix B as follows;
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

1
3
(
1 + 2√
3
) 1
3
(
1 + 1√
3
)
0
1
3
( 4√
3 − 2
) 1
3
(
3 − 2√3
) 1
3
( 4√
3 − 2
)
0
0 16
(
1 + 1√
3
) 1
3
(
1 + 2√
3
) 1
6
(
1 + 1√
3
)
0
0 13
( 4√
3
− 2) 13 (3 − 2√3) 13 ( 4√3 − 2) 0
.
.
.
.
.
.
.
.
.
0 13
( 4√
3
− 2) 13 (3 − 2√3) 13 ( 4√3 − 2)
0 13
(
1 + 1√
3
) 1
3
( 2√
3
+ 1)


.
(3.23)
From Lemma 3.1, we get
Re(βNU, V ) = Re(BVδ, Vδ)h, Im(βNU, V ) = Im(BVδ, Vδ)h.
In order to investigate the real part of the values of (BVδ, Vδ)h, consider the sym-
metric and tridiagonal matrixS:
S = 1
2
(
B+BT),
which is

1
3
(
1 + 2√3
) 1
6
( 5√
3 − 1
)
0
1
6
( 5√
3
− 1) 13 (3 − 2√3) 14(√3 − 1) 0
0 14
(√
3 − 1) 13 (1 + 2√3 ) 14 (√3 − 1) 0
0 14
(√
3 − 1) 13(3 − 2√3 ) 14 (√3 − 1) 0
.
.
.
.
.
.
.
.
.
0 14
(√
3 − 1) 13 (3 − 2√3) 16( 5√3 − 1)
0 16
( 5√
3 − 1
) 1
3
( 2√
3 + 1
)


.
(3.24)
Hence, we have the uniform bound for the real part of the values of the denominator.
Lemma 3.2. For any nonzero complex-valued vector V = (v1, . . . , v2N)t, we have
Re
(
βN
[
W−1N MNV
]
, V
)
 0.1176 (βNV, V )
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and
Re
(
βN
[
W−1N MNV
]
, V
)
 1.1126 (βNV, V ).
Proof. Gershgorin’s theorem applied to the matrixS gives
0.1176 ‖V ‖2  Re(BV, V )  1.1126 ‖V ‖2.
Hence,
0.1176 (βNV, V )  Re (BVδ, Vδ)h  1.1126 (βNV, V ). 
We now consider the skew-symmetric and tridiagonal matrix S˜ for the imaginary
part of the values of (BVδ, Vδ)h,
S˜ = 1
2
(
B−BT)
which is

0 12
(
1 − 1√
3
)
0
1
2
( 1√
3 − 1
)
0 112
( 7√
3 − 5
)
0
0 112
(
5 − 7√
3
)
0 112
(
5 − 7√
3
)
0
0 112
( 7√
3
− 5) 0 112( 7√3 − 5) 0
.
.
.
.
.
.
.
.
.
0 112
( 7√
3
− 5) 0 12( 1√3 − 1)
0 12
(
1 − 1√
3
)
0


.
(3.25)
Hence, we also have the uniform bound for the imaginary part of the values of the
denominator.
Lemma 3.3. For any nonzero complex-valued vector V = (v1, . . . , v2N)t, we have∣∣Im(βN[W−1N MNV ], V )∣∣  0.2913 (βNV, V ).
Proof. The Gershgorin’s theorem applied to the matrix S˜ gives
|Im(BV, V )|  0.2913 ‖V ‖2.
Hence,
|Im(BVδ, Vδ)h|  0.2913 (βNV, V ). 
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From Lemmas 3.1–3.3, we have the uniform bound for the values of the denomi-
nator.
Theorem 3.4. For any complex-valued vector V = (v1, . . . , v2N)t /= 0, there exist
positive constants µ1 ( 0.1176), µ2 ( 1.1126) and µ3 ( 1.1501), independent
of N, such that
µ1(βNV, V )  Re
(
βN
[
W−1N MNV
]
, V
)
 µ2(βNV, V ) (3.26)
and ∣∣(βN [W−1N MNV ], V )∣∣  µ3(βNV, V ). (3.27)
Proof. It follows from Lemmas 3.2 and 3.3. 
Theorem 3.5. For any complex-valued vector V = (v1, . . . , v2N)t /= 0, and U =
W−1N MNV, there exist positive constants µ4, µ5 and µ6, independent of N, such
that
µ4(βNU,U)  Re(βNU, V )  µ5(βNU,U) (3.28)
and
|(βNU, V )|  µ6(βNU,U). (3.29)
Proof. From (3.26) and Cauchy–Schwarz inequality, we have
µ1(βNV, V )  Re(βNU, V )  |(βNU, V )|  (βNU,U)1/2(βNV, V )1/2.
Hence,
µ21(βNV, V )  (βNU,U). (3.30)
Applying (3.12), then
(βNU,U) = (BVδ,BVδ)h.
SinceB is bounded matrix,
(BVδ,BVδ)h  4(Vδ, Vδ)h = 4(βNV, V ).
Hence,
(βNU,U)  4(βNV, V ). (3.31)
From (3.26), (3.27), (3.30) and (3.31) we have the conclusion. 
We now have one-dimensional eigenvalue results.
Theorem 3.6. For any complex-valued vector U = (u1, . . . , u2N)t /= 0, there exist
two positive constants 1 and 2, independent of N, such that
Re
{ (
WNAˆNU,U
)
(
WNM
−1
N βNU,U
)
}
 1 > 0
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and ∣∣∣∣∣
(
WNAˆNU,U
)
(
WNM
−1
N βNU,U
)
∣∣∣∣∣  2.
Moreover, let λ1, . . . , λ2N be the eigenvalues of β−1N MNAˆN . Then for all k =
1, . . . , 2N
Re(λk)  1 > 0
and
|λk|  2.
Proof. Note that there are two positive constantsµ7 and µ8 (independent of N) such
that
µ7(βNU,U) 
(
WNAˆNU,U
)
 µ8(βNU,U).
Since (WNAˆNU,U) is real, using (3.28) and (3.29) we have conclusion.
Moreover, let (λk, Uk) be the eigen-pairs of β−1N MNAˆN . Then
AˆNUk = λkM−1N βNUk
so that
λk =
(
WNAˆNUk,Uk
)
(
WNM
−1
N βNUk,Uk
) .
Hence, we have the conclusion. 
Let us focus on the mixed boundary case. Consider the second-order elliptic
boundary value problem (3.1) with the mixed boundary conditions (3.3). The pre-
conditioning operator B will be (3.8) with the mixed boundary conditions (3.3).
In Lemma 3.1, the stiffness matrix βN corresponding to the operator B satisfies
(βNU, V ) =
2N−1∑
k=0
[
uk+1 − uk
hk+1
] [
v¯k+1 − v¯k
hk+1
]
hk+1, (3.32)
where u0 = v0 = 0. The elements of matrix (3.15) remain same as (3.16) except
d2N = 2(hk + 3hk+1)3h ,
so that, with the convenient constants c1 = 4h1/3h, e0 = e2N = 0, and v0 = 0, we
have the difference quotients (3.18) and (3.19) for k = 1, . . . , 2N − 2 and modified
(3.20) as
u2N − u2N−1
h2N
= L2N−1 v2N−1 − v2N−2
h2N−1
+Q2N−1 v2N − v2N−1
h2N
+ ρ2N−1v2N−1
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of the vector U in (3.14). Also we have the same values of the coefficients Lk , Qk
and Rk as (3.21) and the values of ρk are
ρk = 0, k = 1, . . . , 2N − 1.
Hence, one may have, with the convenient constants L0 = R2N−1 = 0,
(βNU, V ) =
2N−1∑
k=0
[
Lk
vk − vk−1
hk
+Qk vk+1 − vk
hk+1
+ Rk vk+2 − vk+1
hk+2
]
×
[
v¯k+1 − v¯k
hk+1
]
hk+1,
so that Lemma 3.1 holds for the mixed boundary case.
The explicit representation of the matrix B is the same as (3.23) deleting the
last row and column, so that, correspondingly, one can modify the matrix S and S˜
deleting the last row and column of matrices in (3.24) and (3.25). Hence, following
the same lines of proofs in the above lemmas and theorems, we have the conclusion
theorem (Theorem 3.6) for the mixed boundary case.
4. Two-dimensional case
In this section, we consider two-dimensional second-order elliptic operators A
and B given by (1.1) and (1.5), respectively. We assume that both A and B have the
same boundary conditions (1.2) and (1.6), or (1.3) and (1.7).
Since the Lagrange basis
{
µ
}N2
µ=1 is constructed by tensor product of the ba-
sis function for one-dimensional space, the C1-cubic spline collocation matrix AˆN2
corresponding to the operator A in the space Sc
h2,3 with the Lagrange basis {µ} is
AˆN2 = AˆNx ⊗WNy +WNx ⊗ AˆNy .
Also the finite element stiffness matrix βN2 and mass matrix MN2 corresponding to
the operator B in the space Sc
h2,1 with the basis {ˆµ} are
βN2 = MNx ⊗ βNy + βNx ⊗MNy ,
MN2 = MNx ⊗MNy ,
and the weight matrix WN2 can be represented as
WN2 = WNx ⊗WNy .
In similar to the one-dimensional case, we consider the generalized field of values
for any nonzero complex-valued vector U = (u1, . . . , uN2)t,{ (
WN2 AˆN2U,U
)
(
WN2M
−1
N2
βN2U,U
)
∣∣∣∣ (WN2M−1N2 βN2U,U) /= 0
}
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or for any nonzero complex vector V = (v1, . . . , vN2 )t,{(
WN2 AˆN2U,U
)
(βN2U,V )
∣∣∣∣U = W−1N2 MN2V, V /= 0
}
.
First, the matrix in the denominator is
WN2M
−1
N2
βN2 = [WNx ⊗WNy ][MNx ⊗MNy ]−1[MNx ⊗ βNy + βNx ⊗MNy ]
= [WNx ⊗WNy ]
[
M−1Nx ⊗M−1Ny
][MNx ⊗ βNy + βNx ⊗MNy ]
= WNx ⊗WNyM−1Ny βNy +WNxM−1Nx βNx ⊗MNy .
Then from the results of one-dimensional case and [9], we have([
WNx ⊗WNyM−1Ny βNy
]
U,U
) = (WNxUx,Ux)⊗ ([WNyM−1Ny βNy ]Uy,Uy)
∼ (MNxUx,Ux)⊗ (βNyUy,Uy)
= ([MNx ⊗ βNy ]U,U),
and similarly we have([
WNxM
−1
Nx
βNx ⊗MNy
]
U,U
) ∼ ([βNx ⊗WNy ]U,U),
where a ∼ b means that there exist two positive constants c and C such that
c  a
b
 C.
Hence, we get the following properties: For any complex-valued vector V =
(v1, . . . , vN2 )
t /= 0, and U = W−1
N2
MN2V , there exist positive constants µ4, µ5 and
µ6, independent of N, such that
µ4(βN2U,U)  Re(βN2U,V )  µ5(βN2U,U)
and
|(βN2U,V )|  µ6(βN2U,U).
Using the well-known fact that(
WN2 AˆN2U,U
) ∼ (βN2U,U),
we can state the two-dimensional eigenvalue results for the preconditioned matrix
β−1
N2
MN2 AˆN2 .
Theorem 4.1. For a nonzero complex vector U = (u1, . . . , uN2 )t, there are two
positive constants 3 and 4, independent of N, such that
Re
{ (
WN2 AˆN2U,U
)
(
WN2M
−1
N2
βN2U,U
)
}
 3 > 0
S.D. Kim, Y.H. Lee / Linear Algebra and its Applications 327 (2001) 1–15 15
and ∣∣∣∣∣
(
WN2 AˆN2U,U
)
(
WN2M
−1
N2
βN2U,U
)
∣∣∣∣∣  4.
Moreover, let λ1, λ2, . . . , λN2 be the eigenvalues of β−1N2MN2 AˆN2 . Then for all k =
1, 2, . . . , N2,
Re(λk)  3 > 0
and
|λk|  4.
Remark 4.2. For a general elliptic operator Au := −u+ a1ux + a2uy + a0u
defined in  with a boundary condition, one may develop H 1-singular values of
preconditioning system (1.8) following [10] carefully.
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