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ON THE OPTIMALITY OF THE ROCK-SALT STRUCTURE AMONG
LATTICES WITH CHARGE DISTRIBUTIONS
LAURENT BE´TERMIN, MARKUS FAULHUBER, AND HANS KNU¨PFER
Abstract. The goal of this work is to investigate the optimality of the d-dimensional rock-
salt structure, i.e., the cubic lattice V 1/dZd of volume V with an alternation of charges
±1 at lattice points, among periodic distribution of charges and lattice structures. We
assume that the charges are interacting through two types of radially symmetric interaction
potentials, according to their signs. We first restrict our study to the class of orthorhombic
lattices. We prove that, for our energy model, the d-dimensional rock-salt structure is always
a critical point among periodic structures of fixed density. This holds for a large class of
potentials. We then investigate the minimization problem among orthorhombic lattices with
an alternation of charges for inverse power laws and Gaussian interaction potentials. High
density minimality results and low-density non-optimality results are derived for both types
of potentials.
Numerically, we investigate several particular cases in dimensions 2, 3 and 8. The numerics
support the conjecture that the rock-salt structure is the global optimum among all lattices
and periodic charges, satisfying some natural constraints. For d = 2, we observe a phase
transition of the type “triangular-rhombic-square-rectangular” for the minimizer’s shape as
the density decreases.
Figure 1. A rock-salt structure.
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1. Introduction and statement of main results
1.1. Introduction. The rigorous justification of periodic pattern formations, like crystals or
vortices, in nature and experiments has been extensively studied during the last decades (see,
e.g., [12]). In particular, trying to understand how pure central-forces can generate a low-
energy ground-state lattice structure is a challenging task. The rare existing analytical proofs
in dimension d ≥ 2, which already exhibit a lot of technical difficulties, treat simplified models
where the geometry of minimizers is explicitely or implicitely constrained, see for example
[9, 21, 23, 29, 30, 31, 34, 38, 39, 45, 48]. However, the recent breakthrough in dimensions
d ∈ {8, 24}, due to Cohn et al. [17], has shown the efficiency of Fourier analysis and number
theoretic tools from [14, 15, 16, 50]. With these tools the authors of [17] were able to show the
universal optimality of the E8 and the Leech lattices among all configurations of charges with
fixed density and absolutely summable interaction potentials F of the form F (r) = f(r2),
with f being a completely monotone function (see the space S in Def. 2.11).
In the present work, we focus on the minimization among, both, periodic charge distri-
butions ϕ (or any kind of weight associated to the types of particles) and (simple) lattice
structures L. All possible charge distributions ϕ : L → R are assumed to be periodic with
respect to a periodicity cube KN (L) of “size” N , containing N
d points and satisfying some
specific constraints like positivity at the origin and fixed L2 norm on KN (L) (see Def. 2.8
for details). We consider the space of d-dimensional lattices L, and subspaces L(V ) ⊂ L of
lattices with a fixed unit cell of volume V > 0. The space of all admissible charge distributions
on a given lattice L is called ΛN (L). Our goal is to show, both analytically and numerically,
that the (properly scaled) cubic lattice Zd with an alternating distribution ϕ± of charges ±1
(see Def. 2.10), is the natural candidate as the ground state of systems interacting through
a large class of radially symmetric potentials. Throughout this work, we will refer to these
structures as the rock-salt structure. The term is borrowed from chemistry and inspired by
Fig. 1, which illustrates the structure of a Sodium Chloride crystal (NaCl), also known as
rock-salt. For a 2-dimensional illustration of our model see Fig. 2 (a).
More precisely, for two given charges ϕ(x), ϕ(y) at the points x, y, we consider the pairwise
energy of (x, y) ∈ Rd ×Rd, given by
f1(|x− y|2) + ϕ(x)ϕ(y)f2(|x− y|2).
Here r 7→ f1(r2) with r = |x − y| represents the repulsion between the two particles and
r 7→ f2(r2) represents the pure charge interaction. This interaction is, according to the fact
that the term “charge” has to be understood in a broad sense, not necessarily Coulombian.
We then ask for the minimizer of the energy per point of the system, defined by
Ef1,f2 [L,ϕ] :=
∑
p∈L\{0}
f1(|p|2) + 1
Nd
∑
p∈L\{0}
∑
x∈KN (L)
ϕ(x)ϕ(x + p)f2(|p|2),(1.1)
among pairs (L,ϕ) of lattices and admissible charge distributions. In this paper, only the
case where r 7→ f1(r2) and r 7→ f2(r2) are absolutely summable will be considered, but it is
important to notice that all the results also hold if f2 does not have this property assuming
that the total net charge on the periodicity cube is zero (see Rmk. 2.14). An important
example of a non–integrable potential is the Coulomb potential, where f2
(
r2
)
= 1
rd−2 for
d ≥ 3, which is not presented in this paper but for which we have checked that our numerics
exhibit the same result as in the absolute summable case.
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By F we denote the set of all functions f : R+ → R which are the Laplace transform of a
Borel measure µf , such that f(r) = O(r
−s) for some s > d/2 as r → +∞, and by S ⊂ F we
denote the subset of those functions with µf being nonnegative (see Def. 2.11 for details).
A first study in the analysis of charged lattices, concerning only the second term of (1.1),
has been given by two of the authors in [7], proving a conjecture stated by Born [13] in 1921:
When f1 ∈ F and f2 ∈ S, for all orthorhombic lattices L (i.e., their unit cells are hyper-
cuboids, see Def. 2.8), the unique minimizer of ϕ 7→ Ef1,f2 [L,ϕ] is the alternate distribution
of charges ϕ± ∈ {−1, 1} (see Def. 2.10). This result holds for a large class of potentials f2 that
are not necessarily integrable at infinity, which for instance is the case for Coulomb potentials
in dimensions d ≥ 3. We will write Q (resp. Q(V ) ⊂ Q) for the space of orthorhombic lattices
(resp. with a unit cell of volume V > 0). In the triangular lattice case, where A2 is the
triangular lattice of unit density defined in Def. 2.8, a surprising honeycomb-like distribution
of charges ϕ9, with charges +
√
2 surrounded by 6 charges −√2/2, has been found as the
minimizer (see Def. 2.10 and Fig. 2 (b)). For certain compactly supported potentials f2,
the triangular lattice is actually a local maximizer of the energy L 7→ E0,f2 [L,ϕ] for this
specific charge distribution. This is a consequence of the results in [28], where the conditions
on the potential are just strong enough to overcome technical difficulties in the proof. It is
plausible to assume that the result would hold for completely monotonic potentials. Another
conjecture here, also mentioned in [28], is that the triangular lattice A2 with its optimal charge
distribution ϕ9 is actually a global maximizer of E0,f2 , where f2 ∈ S, among all optimally
charged lattices (L,ϕ) ∈ L(1)×ΛN (L(1)). As shown in [7], this general problem of minimizing
energies of type ϕ 7→ Ef1,f2 [L,ϕ] in ΛN (L) for fixed L ∈ L and f1 ∈ F , f2 ∈ S, is equivalent to
finding the coldest point of the heat kernel on a flat torus. This task is extremely challenging
as the location of the coldest point in general depends not only on the geometry, but also on
the volume of the lattice. For research in this direction we refer to [2, 10, 26].
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(a) Rock-salt structure. The optimal
configuration of charges for the square
lattice Z2 is the alternate distribution
ϕ±.
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(b) Honeycomb-like configuration. The
optimal configuration of charges for the
triangular lattice A2 is the distribution
of charges ϕ9.
Figure 2. Optimally charged lattice structures in dimension 2. The total net charge of
the marked periodicity cell is 0 for both lattices.
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We first consider minimization problems with only one type of charges (“positive”). Except
for the results in [17], the search for lattices minimizing the energy for radially symmetric
potentials has been restricted to certain small classes of potentials and lattices. For d = 2,
Montgomery [40] (see also [1, 43]) proved that the triangular lattice uniquely minimizes the
considered Gaussian energy, also called lattice theta function (see Def. 2.13), in L(V ) for all
V > 0 (see Section 2.1). An important consequence is that the same optimality is true for
any completely monotone potential. Therefore, the same result holds for example for the
Epstein zeta-function (see again Def. 2.13). For d ≥ 2, d 6∈ {8, 24}, only asymptotic and
local minimality results among lattices of fixed density exist (see, e.g., [5, 10, 19, 20, 22, 24,
32, 46]). However, the behavior of the energy of orthorhombic lattices is well-understood in
any dimension d ≥ 1 and has also been proved by Montgomery [40]: for any fixed volume
V > 0, the cubic lattice V
1
dZ
d uniquely minimizes the lattice theta function in the space of
orthorhombic lattices Q(V ). Again, this includes the same result for completely monotone
interactions and, in particular, for the Epstein zeta function as already shown by Lim and
Teo [36] (see Rmk. 3.1 for details).
The same kind of problem has been studied for d ≥ 1 for orthorhombic lattices with al-
ternating charges ±1 [10, 27] and the strict maximality of Zd holds again for any completely
monotone function (see again Rmk. 3.1 for details). As previously pointed out, among or-
thorhombic lattices, the minimization of the energy among charges ϕ yields an alternate
distribution ϕ± ∈ {−1, 1}, which is universal for this class (see [7, Thm. 2.4]).
For the general problem (1.1) we have to deal with two competing interactions f1, f2. Then
particles of the same kind interact through the repulsive potential f1 + f2 whereas particles
of different kinds interact through the attractive-repulsive potential f1 − f2 (see Fig. 3 for
two examples). Since f1 and f2 do not scale in the same way with respect to the volume V
of the unit cell of the lattices (i.e., the inverse density), the minimizer of this mixed energy
must depend on V . In the class of orthorhombic lattices Q(V ), the first term of the energy
is minimized by Zd, whereas the second term of the energy is maximized by Zd.
f1(r
2) + f2(r
2)
f1(r
2) - f2(r
2)
1.0 1.5 2.0 2.5
r
0.2
0.4
0.6
0.8
(a) The inverse power law case for f1(r
2) = r−8 and
f2(r
2) = r−6 and r ≥ 0.8.
f1(r
2) + f2(r
2)
f1(r
2) - f2(r
2)
0.5 1.0 1.5 2.0
r
0.5
1.0
1.5
2.0
(b) The Gaussian case for f1(r
2) = e−2pir
2
and
f2(r
2) = e−pir
2
and r ≥ 0.
Figure 3. Interaction potentials for particles of same and different kinds.
Structure of the paper. We next present our main results, noting that the precise defini-
tions and notations are given in Section 2.1. In Section 3.1, we give some preliminary results
concerning the criticality of the cubic lattice and its optimality for completely monotone po-
tentials. The inverse power law case and the Gaussian case are treated in Section 3.2 and
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in Section 3.3, respectively. We will also discuss the (non-)optimality of the d-dimensional
cubic lattice. In the final Section 4, we carry out some numerical investigations which support
the Conjecture 2.7 on the global optimality of the rock-salt structure for certain interaction
potentials.
2. Statement of results
Our presentation of the main results uses some basic notions and notations for lattices and
interaction potentials. These have already been quickly characterized in the introduction. For
a more precise and thorough description of the setting, we refer the reader to the Definitions in
the following Section 2.1, where the notions of lattices and potentials are introduced rigorously.
According to the previous results, a first natural step is to consider the problem of min-
imizing the energy (1.1) with f1, f2 ∈ F and restricting the structures to be orthorhombic.
Since the interactions in a physical multi-component system are rarely only given by poten-
tials – but also by quantum effects, entropy, kinetic energy, etc. – the orthorhombic shape of
a ground state can be first assumed as the consequence of additional effects, like orthogonal
orbital shapes, which do not appear in our model (see for instance [42, Sect. 5.1.4] for a
discussion about metal structures). As recalled before, a direct application of [7] is that the
alternate distribution of charges ϕ± minimizes ϕ 7→ Ef1,f2 [L,ϕ] in the orthorhombic case and
when f1 ∈ F , f2 ∈ S. It is therefore sufficient to study the following energy model:
E±f1,f2 [L] := Ef1,f2 [L,ϕ±] =
∑
p∈L\{0}
f1(|p|2) +
∑
p∈L\{0}
ϕ±(p)f2(|p|2).(2.1)
Using spherical design tools from number theory (in particular from [19]), we prove that Zd
is always a critical point of the energy (2.1), in the space of general lattices with alternate
charge distribution:
Theorem 2.1 (Criticality of the cubic lattice for general potentials). Let d ≥ 1. For all
f1, f2 ∈ F , and all V > 0, V 1dZd is a critical point in L(V ) of E±f1,f2 defined by (2.1).
While the above theorem allows for general lattices, we note that in particular, we also get
that the rock-salt structure is a critical point in the smaller class of orthorhombic lattices.
A typical model for ionic interactions is to consider a power law repulsion at short distance
between particles, also called ‘Born approximation’ (corresponding to the Pauli repulsion
principle, see, e.g., [42, Sect. 3.2.2]), together with a Coulomb interaction between charged
particles. Staying in the space of absolutely integrable potentials, we hence consider pairs of
inverse power laws
(f1(r), f2(r)) =
(
r−p, r−q
)
, p > q > d/2.(2.2)
The energy E±f1,f2 can then be written in terms of the Epstein zeta function and the alternate
Epstein zeta function (see Def. 2.13). The next three theorems are concerned with the power
law case when the potentials are of the form (2.2). We first show the following result stating
the optimality of the rock-salt structure at high density among orthorhombic lattices, as well
as its non-optimality among all lattices at low density.
Theorem 2.2 (Cubic lattice at high and low density). Let d ≥ 1 and let f1, f2 ∈ S be given
by (2.2). Then there exist V0 and V1 (both depending only on p, q, d) such that the following
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holds: For all 0 < V < V0, (V
1
dZ
d, ϕ±) is the unique minimizer of Ef1,f2 in Q(V ), i.e.,
Ef1,f2 [V
1
dL,ϕ] ≥ E±f1,f2 [V
1
dZ
d], ∀L ∈ Q(1), N ∈ N, ϕ ∈ ΛN (L) .
Equality holds if and only if N ∈ 2N, ϕ = ϕ± and L = Zd. Furthermore, for all V > V1,
(V
1
dZ
d, ϕ±) is not a minimizer of Ef1,f2.
This is, as far as we know, the first rigorous result of the optimality (and non–optimality)
of the rock-salt structure among orthorhombic structures in any dimension and for arbitrary
charge distributions. A key point to prove this result is that f1 dominates f2 at the origin
while f2 dominates f1 for large distances. We note that, if we do not restrict the minimization
to the class Q(V ), the cubic lattice is not expected to be optimal for the minimization among
lattices of small fixed volume with an alternate distribution of charges. For instance, in
dimension d = 2, the first term of E±f1,f2 is ζL(2p), which is dominant at high density and
minimized by the triangular lattice. Therefore, it will also minimize our energy E±f1,f2 for
alternate charges for certain small values of V . However, it is reasonable to believe that
there exists V0 such that V
1/d
0 Z
2 is globally minimal. The same remark can be stated in
dimensions 8 and 24 as a consequence of the universal optimality of E8 and the Leech lattice
proved in [17]. We also expect the same kind of result as Thm. 2.2 to hold if f1 is replaced
by a Lennard-Jones type potential f1(r) = r
−s − r−t, s > t > q > d/2 by using the same
arguments based on properties of lattice theta functions presented in [3].
Furthermore, we also study the local optimality of the rock-salt structure in dimension
d = 2 among orthorhombic (i.e., rectangular) lattices having an alternating distribution of
charges. Any rectangular lattice L ∈ Q(1) can be parametrized by only one real number
y > 0 via the form L = Z (y, 0)⊕Z (0, y−1). It is then easy to find out for which volume the
alternate square lattice (Z2, ϕ±) is a local minimum of our energy. Numerical investigations
suggest that the local minimality of the square lattice implies its global minimality, that is
why the following result is useful.
Theorem 2.3 (Local optimality in Q(V ) for inverse power laws). Let d = 2 and f1, f2 ∈ S
be given by (2.2) and E±f1,f2 by (2.1). Then there exists a precive value Vp,q (see (3.6) for the
formula) such that the following holds:
(i) If V < Vp,q, then V
1
2Z
2 is a strict local minimum of E±f1,f2 in Q(V ).
(ii) If V > Vp,q, then V
1
2Z
2 is a strict local maximum of E±f1,f2 in Q(V ).
In particular, in view of Theorem 2.3 for any V > Vp,q, the square lattice V
1
2Z
2 is not a
minimizer of E±f1,f2 in Q(V ). Using the homogeneity of the Epstein zeta function and the
alternating Epstein zeta function, given by (2.8), we obtain the following result which gives
the optimal density for any given lattice.
Theorem 2.4 (Minimal energy for a given lattice shape). Let d ≥ 1, and p > q > d/2 and let
f1, f2 be given by (2.2). For L ∈ L(1), if ζ±L (2q) < 0, then the function V 7→ E±f1,f2 [V
1
dL] is
decreasing on (0, VL) and increasing on (VL,+∞) for some VL > 0 (see (3.7) for a formula)
and its minimum is
E±L := minV >0E
±
f1,f2
[V
1
dL] = E±f1,f2 [V
1
d
L L] =
(q − p) (−qζ±L (2q)) pp−q
qp(pζL(2p))
q
p−q
< 0.(2.3)
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If ζ±L (2q) ≥ 0, then V 7→ E±f1,f2 [V
1
dL] is strictly decreasing on (0,+∞) and does not have any
minimizer.
Therefore, minimizing L 7→ E±L (given by (2.3)) in L(1) is equivalent to minimizing E±f1,f2
in L(V ), which simplifies the numerical search for a global minimizer.
Remark 2.5 (Negativity of alternate lattice sums). It is unclear whether ζ±L (s) — and more
generally E±0,f2 , f2 ∈ S — is negative for all dimensions d, all lattices L ⊂ Rd and all s > d.
We expect this property to hold in low dimensions and we did not find any counterexample
while checking the FCC, BCC, E8 and Leech lattices. Presently, we only know that this
property holds for any f2 ∈ S and any orthorhombic lattice L ∈ Q. This follows by applying
the integral representation 3.3 and the fact that θ4(t) < 1 for all t > 0.
⋄
Finally, we also study the special case of Gaussian potentials of the form,
(f1(r), f2(r)) = (e
−piβr, e−piαr), β > α > 0,(2.4)
which is related to many physical systems like Bose-Einstein condensates [1, 41] or 3-block
copolymers [37] (see Rmk. 3.2). In this case, for any lattice and any pair of functions the
energy E±f1,f2 can be written in terms of the lattice theta and alternate lattice theta functions
(see (2.9)). This model generalizes the problems investigated in [10, 27, 40], where products
involving θ3 and θ4 were studied separately (see also Rmk. 3.1). This case is also of interest as
Gaussian functions are the building blocks of potentials obtained by the Laplace Transform
of measures (see e.g., [11]). For the two-dimensional rock-salt structure, we find its non-
optimality at low density, its minimality for small α and for fixed β and V > 0, as well as its
optimality at fixed density when f2 is replaced by εf2, ε small enough.
Theorem 2.6 (Optimality of the cubic lattice for Gaussian interactions). Let d = 2 and let
f1, f2 be defined by (2.4). For V > 0 and β > α > 0 we have the following results:
(i) There exists V1 = V1(α, β) such that for all V > V1, V
1
2Z
2 is not a minimizer of
E±f1,f2 defined by (2.1) in Q(V ), but a local maximizer.
(ii) There exists α0 = α0(β, V ) such that if α > α0 then V
1
2Z
2 is the unique minimizer
of E±f1,f2 in Q(V ).
(iii) There exists ε0 = ε0(α, β, V ) > 0 such that, if ε ∈ [0, ε0), V 12Z2 is the unique
minimizer of E±f1,εf2 in Q(V ).
We believe that these results hold for any dimension, but for simplicity we prefer to present
the proof only in dimension d = 2. Furthermore, we expect the variation of V 7→ E±f1,f2 [V
1
dL]
to be similar for the Gaussian case as presented in Thm. 2.4 for the inverse power law case.
We have numerically checked this property for some values of the parameters and different
lattices (see e.g. Fig. 8).
Numerical investigation. In the final Section 4 of the paper we complement the analytical
results with a numerical investigation on optimal lattices and charge distributions for both the
inverse power law and the Gaussian case. We have a rather complete picture, both analytically
and numerically, of the solution of our minimization problem in two dimensions. In higher
dimension, the numerics are more difficult to perform and we only compare the values of the
rock-salt structures with other specific lattices which have the largest symmetry groups and
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which are also known as “density stable” for radially symmetric interaction (see [6]), i.e. the
only possible lattices that are critical points in L(V ) for Ef,0 in an open interval of volumes
V . They are also the usual minimizers of Ef,0 in L, and we expect these two properties to
still hold in general for Ef1,f2 . In particular, we consider the case of dimensions 2, 3 and 8
(see [17]).
We first note that, for a stable system, the attractive interaction between different charges
related to f2 needs to have a higher decay compared to the purely repulsive interaction
related to f1. In our setting, this amounts to the assumption p > q (respectively α > β). If
p − q (respectively β − α) is positive, but sufficiently small, then the rock-salt structure is
not optimal and the energy does not have a minimizer. Examples are given in Fig. 16 and
Fig. 17. In the following, we hence consider the situation when p − q and β − α are large
enough. In this situation, in all considered cases, the rock-salt structure seems to be optimal.
More precisely, we consider the following cases:
Dimension d = 2: The minimizer among all orthorhombic lattices and all values of V is
a rock-salt structure. This is illustrated by a plot over the fundamental domain (see Fig. 4).
Among all lattices with alternating charges, the minimizer at fixed V > 0 exhibits a phase
transition of the type “triangular - rhombic - square - rectangular” as V increases (see Fig. 7).
This was already observed for Lennard-Jones type interaction [4, 49], Morse type interaction
[6], 3-block copolymers [37] and two-component Bose-Einstein Condensates [41]. Furthermore,
the global minimum of E±f1,f2 among all lattices and all values of V is a rock-salt structure
(see Fig. 8 and Fig. 9). The same optimality holds when comparing the rock-salt structure
to (A2, ϕ9), the triangular lattice with its honeycomb-like, energetically minimal distribution
of charges.
Dimensions d ∈ {3, 8}: For d = 3, by comparing the (lowest) energy of the rock-salt
structure to FCC lattices and BCC lattices with alternating and optimal charge distributions
(using the general formula proved in Thm. 2.4), we find out that the minimal energy among
these lattices is obtained by the rock-salt structure (see Table 11 and Fig. 12).
For d = 8, among lattices with alternate distribution of charges, the cubic lattice with
lowest energy has a lower energy than the E8 lattice with lowest energy (see Thm. 2.4 and
Table 15).
These results suggest that the rock-salt structure is the most promising candidate for the
presented energy minimization problem for d ∈ {2, 3, 8}, for, both, inverse power law and
Gaussian potentials, if the distance between the parameters is large enough. More generally,
this suggests the following conjecture:
Conjecture 2.7 (Minimality of the rock-salt structure). Let d ≥ 1. Then there exist δ0, δ1 >
0 (depending only on d) such that the global minimizer of Ef1,f2 , defined by (1.1), is of the
form
(V 1dZd, ϕ±) for some V > 0 if either one of the following conditions is satisfied:
(i) f1, f2 are given by (2.2) for p, q > d/2 with p− q > δ0.
(ii) f1, f2 are given by (2.4) with β − α > δ1.
Moreover, if condition (i) holds, then V = VL, where VL is given by (3.7).
Our calculations suggest that the critical values of δ0, δ1 in dimensions d ∈ {2, 3} are rather
small. In general, these values should depend on the dimension. More generally, we believe
that Conjecture 2.7 also holds for completely monotone potentials f1, f2 as long as f1 − f2
ON THE OPTIMALITY OF THE ROCK-SALT STRUCTURE 9
is a one-well potential. This has also been conjectured in [4] for the “one type of particles”
problem in dimension 2.
For d = 1, two of the authors already derived similar crystallization results for systems with
alternating charge distribution and two types of interactions [8]. In particular, the optimality
of the one-dimensional rock-salt structure has been rigorously shown there. Furthermore, for
d = 2, Friedrich and Kreutz [31] recently proved the optimality of a subset of the rock-salt
structure (i.e., a finite crystallization result) for short-range interactions f1, f2 among charges
of the form ±1.
2.1. Setting. We will now clarify the notation and introduce the integral concepts of this
work. We next introduce the notion of a lattice (sometimes also called “Bravais lattice”). We
remark that, in this work, vectors are understood as row vectors.
Definition 2.8 (Lattices). Let d ≥ 1.
(i) A lattice in Rd is a set of the form
L =
d⊕
i=1
Zui for some basis {u1, ..., ud} of Rd.(2.5)
The set of all lattices in Rd is denoted by L and the subset of lattices with fixed volume
V = |det(u1, ..., ud)| is denoted by L(V ). The inverse volume V −1 is also called the
density of the lattice.
(ii) An orthorhombic lattice is a lattice of the form (2.5) which can be represented by
an orthogonal basis. We denote the set of orthorhombic lattices by Q and write
Q(V ) := Q ∩L(V ).
(iii) The triangular lattice A2 ∈ L(1) is defined by A2 :=
√
2√
3
[
Z(1, 0) ⊕ Z(12 ,
√
3
2 )
]
.
We will also write A ⊂ Rd for the set of vectors a = {a1, ..., ad} ∈ (0,∞)d such that
∏d
i=1 ai =
1 and write 1 := (1, 1, ..., 1) ∈ A. For a ∈ A, we use the notation La ∈ Q(1) for an
orthorhombic lattice of the form (2.5) with ui = aiei.
We note that any lattice L ∈ L(V ) can be written as L = V 1/dL˜ for some L˜ ∈ L(1). In our
notation we have L1 = Z
d. We remark that in the crystallographic literature, orthorhombic
lattices are usually defined by the fact that their unit cell is cuboidal and all the lengths |ui|,
1 ≤ i ≤ d are different (see e.g., [42, Sect. 4.2.2.4]). However, we include the situation where
some or all the lengths |ui| are the same. We note that the choice of the basis is non-unique
and that e.g., an orthorhombic lattice can be represented with a basis whose elements are not
orthogonal.
Remark 2.9 (Two-dimensional lattices). We recall that any two-dimensional lattice L ⊂ R2
of unit volume can be written in the form
L = L(x, y) := 1√y [Z(1, 0) ⊕ Z(x, y)] with (x, y) ∈ D.
The pair (x, y) is uniquely determined in the (right half) fundamental domain D ⊂ R2;
D := {(x, y) ∈ [0, 12]× (0,∞) : x2 + y2 ≥ 1} .(2.6)
In this setting, the triangular lattice A2 is represented by
(
1/2,
√
3/2
)
and the square lattice
Z
2 by (0, 1). Furthermore, rhombic lattices are characterized by x2 + y2 = 1, x ∈ [0, 12) and
(12 , y) ∈ D with y ≥
√
3
2 . The name originates from the fact that, after a possible change of
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basis, the spanning vaectors have equal length. The rectangular lattices La, a = (y, y
−1), are
represented by (0, y) ∈ D, y ≥ 1.
⋄
We recall the notion of charged lattices as defined in [7, Def. 1.1] and based on Born’s
paper [13]. In a charged lattice, each p ∈ L is assigned a charge ϕ(p). Even though the term
“charge” originally refers to the ionic compounds setting, and can be understood as “electric
charge”, it is important for the reader to keep in mind that any notion of signed “weight”
can replace it.
Definition 2.10 (Charged lattices). Let d ≥ 1. For L ∈ L of the form (2.5) and N ∈ N, the
set of N–periodic charge distributions ϕ ∈ ΛN (L) is the set of functions such that
(i) ϕ(x+Nui) = ϕ(x) for all x ∈ L and i ∈ {1, . . . , d}
(ii) ϕ(0) > 0
(iii)
∑
x∈KN (L)
ϕ(x)2 = Nd,
where the N -periodicity cube of L is defined by
KN (L) :=
{
x =
d∑
i=1
miui ∈ L : mi ∈ {0, . . . , N − 1} for all i ∈ {1, . . . , d}
}
.
A charged lattice in Rd is a pair (L,ϕ) consisting of a lattice L ∈ L and a (periodic) charge
distribution ϕ ∈ ΛN (L) for some N ∈ N.
The alternate charge distribution ϕ± ∈ Λ2(L) for p =
∑d
i=1miui is defined by
ϕ±(p) =
{
+1,
∑d
i=1mi ≡ 0 mod 2
−1, else .
The optimal, honeycomb-like, charge distribution ϕ9 ∈ Λ3(L) for two-dimensional lattices
is defined by
ϕ9(p) =
{√
2,
∑2
i=1(−1)imi ≡ 0 mod 3
−1/√2, else .
Assumption (ii) ensures the uniqueness of the optimal charge distribution, in particular,
flipping all the charges of ϕ± does not have any effect. Assumption (iii) is at the same time
natural – we need to fix the total amount of charge on the periodicity cell, otherwise the
problems under consideration do not have solutions – and technical – it is widely used in the
discrete Fourier method of [7]. In the definition of ϕ9, we corrected a typo in [7, Thm. 2.6]
where a factor 2 is missing. For an illustration of ϕ± and ϕ9 see again Fig. 2.
Next, we introduce interaction potentials and the resulting lattice energies. Since our
“charges” are not necessarily “electrical charges”, they can interact through a potential which
is not necessarily Coulombian. Also, for special choices of the interaction potential, we define
special lattice functions.
Definition 2.11 (Spaces of potentials). Let d ≥ 1. We say that f ∈ F if there exists a Borel
measure µf on (0,∞) such that, for all r > 0,
f(r) =
∫ ∞
0
e−rtdµf (t)
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and if f(r) = O(r−s) as r → +∞, for some s > d/2. If µf ≥ 0, we say that f ∈ S.
We note that S is just the class of completely monotone functions with sufficient algebraic
decay so that the corresponding interaction potential x 7→ f(|x|2) is integrable in Rd\Bη(0)
for arbitrary small η > 0. Functions in F are those functions which can be written as the
differenceof two functions in S. We recall the defining formula (1.1) of the energy.
Definition 2.12 (Energy). For any f1, f2 ∈ F , N ∈ N and (L,ϕ) ∈ L × ΛN (L), we define
Ef1,f2 [L,ϕ] :=
∑
p∈L\{0}
f1(|p|2) + 1
Nd
∑
p∈L\{0}
∑
x∈KN (L)
ϕ(x)ϕ(x + p)f2(|p|2).(2.7)
Furthermore, for any f1, f2 ∈ F and any lattice L ∈ L, we define
E±f1,f2 [L] := Ef1,f2 [L,ϕ±] =
∑
p∈L\{0}
f1(|p|2) +
∑
p∈L\{0}
ϕ±(p)f2(|p|2).
Among all admissible interaction potentials, the inverse power laws r 7→ r−s/2 and the
exponential functions r 7→ e−piαr will play a special role in our study (see Fig. 3). To the
latter, we will also refer to as the Gaussian case as we look at the potential function of squared
distance, i.e., r 7→ f(r2), which then yields a Gaussian of the form e−piαr2 .
Definition 2.13 (Epstein zeta functions and lattice theta functions).
(i) The Epstein zeta function ζL and the alternating Epstein zeta function ζ
±
L of a lattice
L ∈ L for s > d/2 are defined by
ζL(s) :=
∑
p∈L\{0}
1
|p|s , and ζ
±
L (s) :=
∑
p∈L\{0}
ϕ±(p)
|p|s .(2.8)
(ii) The lattice theta function θL and the alternating lattice theta function θ
±
L of L ∈ L
for α > 0 are defined by
θL(α) :=
∑
p∈L
e−piα|p|
2
and θ±L (α) :=
∑
p∈L
ϕ±(p)e−piα|p|
2
.(2.9)
If d = 1, these theta functions are the classical θ3- and θ4-function defined by
θ3(α) :=
∑
k∈Z
e−piαk
2
and θ4(α) :=
∑
k∈Z
(−1)ke−piαk2 .
Remark 2.14 (The non-absolutely summable case). The results of this paper still hold when
f2 is not assumed to decay sufficiently fast at infinity. In this case, a common way to define the
second term of Ef1,f2 is to use the Ewald summation method, using, for example, a Gaussian
convergence factor (see e.g., [25, 33, 44]). This method has been used by two of the authors
in [7] and a definition of Ef1,f2 for such f2 and f1 ∈ S would be
Ef1,f2 [L,ϕ] :=
∑
p∈L\{0}
f1(|p|2) + lim
η→0
1
Nd
∑
p∈L\{0}
∑
x∈KN (L)
ϕ(x)ϕ(x + p)f2(|p|2)e−η|p|2 .
This definition coincides with (2.7) when f2 ∈ S and the optimality of the alternate charge
distribution ϕ± for ϕ 7→ Ef1,f2 [L,ϕ] when L ∈ Q still holds, if µf2 is a non-negative Borel
measure. This is a consequence of the work done in [7]. By using the Ewald summation
method, we can derive an expression of Ef1,f2 involving superpositions of Gaussians. The
maximality of the cubic lattice for E±0,f2 still holds, as well as the criticality of the cubic
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lattice proved in Thm. 2.1. Since all the properties of the alternate Epstein zeta function –
in particular its homogeneity – stay true for s ≤ d/2, Thm. 2.2, 2.3 and 2.4 also hold in this
case. Then, the analytic continuation of the general Epstein zeta function gives the same
expression of the energy (again as a superposition of Gaussians).
This non-integrable case is of importance. In particular it is interesting in dimensions
d ≥ 3 for describing a Coulomb interaction f2(r2) = r2−d for charged particles. This is the
commonly used potential for describing the interaction in ionic crystals where the charges are
really understood as “electric charges”.
⋄
3. Proof of theorems
In this section, we present the proofs for the theorems stated in the previous section.
3.1. Criticality of the d-dimensional rock-salt structure — Proof of Thm. 2.1.
Thm. 2.1 states that the d-dimensional rock-salt structure (Zd, ϕ±) (where ϕ± is defined
in Def. 2.10) is a critical point in the space of unit volume charged lattices of the form
{(L,ϕ±) : L ∈ L(1)}. We prove Thm. 2.1 by using a result on 2-designs from [19].
Proof of Thm. 2.1. By a scaling argument we may assume V = 1. Denoting the sublattices
corresponding to the positive, respectively negative charges by L± ⊂ Zd, we have
E±f1,f2 [L] =
∑
p∈L\{0}
f1(|p|2) +
∑
p∈L+\{0}
f2(|p|2)−
∑
p∈L−
f2(|p|2).(3.1)
We recall that, for given r > 0, a layer D of a lattice is the set of points in the lattice with
p ∈ Sr := ∂Br(0). A layer is called a t-design, if for any polynomial P : Rd → R of degree up
to t ∈ N, we have
1
|Sr|
∫
Sr
P (x1, ..., xd)dx =
1
♯D
∑
x∈D
P (x1, ..., xd).
We use the following result from [19, Thm. 4.4(1)]: If every layer D ⊂ Sr of a lattice L ∈ L(1)
is a 2-design, then L is a critical point of L 7→ Ef,0 in L(1). By [18, Sect. 4], we know that
all the layers of Zd are 2-designs. For any n ∈ Zd, by construction the charge at the point
p =
∑d
i=1 niei of the rock-salt structure is +1 if and only if
∑d
i=1 ni ∈ 2Z. This is equivalent
to the fact that |n|2 = (∑di=1 ni)2 − 2∑i 6=j ninj ∈ 2N. This implies that all the points of Zd
at distance |n|2 to the origin have the same charge. Therefore, all layers of L+ (resp. L−)
are also 2-designs. Thus, by [19, Thm. 4.4.(1)], L+, respectively L−, is a critical point of the
second, respectively third, term of the energy (3.1). Since Zd is also a critical point of the
first term of the energy (by the same argument), the proof is complete. 
The following remark is used in the proof of our next result.
Remark 3.1 (Strict optimality of the cubic lattice for completely monotone kernels). The
optimality of cubic lattices among the smaller class of orthorhombic lattices has been studied
in [40, Thm. 2] for the lattice theta function and in [10, Thm. 4] and [27, Thm. 2.2] for the
alternate lattice theta function. The key point is that, for all La ∈ Q(1), a ∈ A,
θLa(α) =
∑
p∈La
e−piα|p|
2
=
d∏
i=1
θ3(a
2
iα), θ
±
La
(α) =
∑
p∈La
ϕ±(p)e−piα|p|
2
=
d∏
i=1
θ4(a
2
iα).
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Then, using this product representations, it has been proved that, for all α > 0, Zd is the
unique (strict) minimizer (resp. maximizer) of L 7→ θL(α) (resp. L 7→ θ±L (α)) in Q(1). An
important consequence is that the same result holds when f ∈ S, for the lattice energies
E±f,0[La] =
∑
p∈La\{0}
f(|p|2) =
∫ ∞
0
(
d∏
i=1
θ3
(
a2i t
π
)
− 1
)
dµf (t),(3.2)
and
E±0,f [La] =
∑
p∈La\{0}
ϕ±(p)f(|p|2) =
∫ ∞
0
(
d∏
i=1
θ4
(
a2i t
π
)
− 1
)
dµf (t),(3.3)
where Zd minimizes (3.2) (resp. maximizes (3.3)). Furthermore, the Hessian of E±f,0 (resp.
E±0,f ) at Z
d is positive (resp. negative) definite. This result was already shown for the Epstein
zeta function by Lim and Teo [36] in the case of one type of particles (3.2).
⋄
3.2. The inverse power law case – Proofs of Thm. 2.2, 2.3 and 2.4. In this section,
we consider potentials of the form (2.2), i.e.
f1(r) =
1
rp
and f2(r) =
1
rq
, where p > q >
d
2
,
when the energy can be written in terms of Epstein zeta functions, i.e.
E±f1,f2 [L] = ζL(2p) + ζ
±
L (2q), L ∈ L.
Employing the homogeneity of the potentials, E±f1,f2 can then be expressed in the form
E±f1,f2 [V
1
dL] =
1
V
2p
d
(
ζL(2p) + V
2(p−q)
d ζ±L (2q)
)
, L ∈ L(1), V > 0.(3.4)
Thm. 2.2 states the minimality of the cubic lattice at high density and its non-minimality at
low density. Indeed, formula (3.4) suggests that for V sufficiently small, L 7→ E±f1,f2 [V
1
dL]
should be minimized by the minimizer of L 7→ ζL(2p). For V very large, E±f1,f2 [V
1
dL] should
not be minimized by the same lattice, since L 7→ ζ±L (2q) does not have a minimizer as a
simple consequence of [10, Prop. 1.3] by using the Poisson Summation Formula (see, e.g., [47,
Cor. 2.4]). In the following proof, we give a corresponding, rigorous argument.
Proof of Thm. 2.2. We first consider the case of small V , where we claim that the lattice
V
1
dZ
d is energetically optimal. We note that, for any V > 0 and any L ∈ Q(1) we have
E±f1,f2 [V
1
dL]
(3.4)
=
1
V
2p
d
E±f1,εf2[L], where ε := V
2(p−q)
d .
We now remark that, for all A ∋ a 6= 1 and any La ∈ Q(1), E±f1,εf2 [L] > E±f1,εf2 [Zd] i.e.∑
n∈Zd\{0}
(
f1(R
2
a) + ε(−1)|n|f2(R2a)
)
>
∑
n∈Zd\{0}
(
f1(R
2
1) + ε(−1)|n|f2(R21)
)
,
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where R2a :=
∑
j∈J n
2
j(aj)
2, if and only if ε < ε0 := infa∈A
a6=1
γ(a), where
γ(a) :=
( ∑
n∈Zd\{0}
(f1(R
2
a)− f1(R21))
)/( ∑
n∈Zd\{0}
(−1)|n|(f2(R21)− f2(R2a))
)
,(3.5)
and the sign of the inequality is ensured by the strict minimality (resp. maximality) of a = 1
for E±f1,0 (resp. E
±
0,f2
) as explained in Rmk. 3.1. It remains to show that ε0 > 0. For this, we
note that by l’Hoˆpital’s rule and the results stated in Rmk. 3.1, we have
η := inf
A\{1}∋a(k)→1
lim inf
k→∞
γ(a(k)) > 0,
since the first derivatives with respect to a at a = 1 of, both, numerator and denominator in
(3.5) vanish and the second derivatives are strictly positive as a straightforward calculation
shows. Since 1 is the unique zero of both numerator and denominator, there is δ > 0 such
that γ(a) > C1(δ) > 0 for some C1(δ) whenever |a− 1| < δ. By the minimality of the square
lattice and the continuity of a 7→ γ(a), we have γ(a) > C2(δ,R) for any R > 0 and any a ∈ A
with |a − 1| ∈ (δ,R). Since f1(r) = o(f2(r)) as r → 0 and both functions go to 0 at infinity,
it follows that lim infR→∞ inf |a−1|>Rγ(a) > 0. Therefore, there exists ε0 > 0 such that for all
0 ≤ ε < ε0, Zd is the unique minimizer of L 7→ E±f1,εf2 [L] in Q(1). Expressed differently, there
exists V0 such that for V < V0 we have that V
1
dZ
d is the unique minimizer of E±f1,f2 in Q(V ).
We will now prove the non-minimality of the cubic lattice at low density, i.e., for large V .
By (3.4), we have, for any orthorhombic lattice La ∈ Q(1), a ∈ A, and any V > 0,
V
2p
d
[
E±f1,f2 [V
1
dLa]− E±f1,f2 [V
1
dZ
d]
]
= ζLa(2p)− ζZd(2p) + V
2(p−q)
d
(
ζ±La(2q)− ζ±Zd(2q)
)
.
By the optimality of Zd for completely monotone kernels (see Rmk. 3.1), we know that for all
a ∈ A\{1}, ζLa(2p) − ζZd(2p) > 0 and ζ±La(2q) − ζ±Zd(2q) < 0. It follows that E±f1,f2 [V
1
dLa]−
E±f1,f2 [V
1
dZ
d] ≥ 0 for any a ∈ A\{1} if and only if
V ≤ V1 := inf
a∈A\{1}
γ(a), where γ(a) :=
(
ζLa(2p)− ζZd(2p)
ζ±
Zd
(2q) − ζ±La(2q)
) d
2(p−q)
.
As explained in the previous proof, we know by l’Hoˆpital’s rule that the above quotient γ(a)
has a strictly positive limit as a→ 1 in A. Furthermore, since lim infR→∞ inf |a−1|>R γ(a) > 0,
it follows by continuity of a 7→ γ(a) in A\{1} that V1 exists and is finite. 
We will now give the proof of Thm. 2.3.
Proof of Thm. 2.3. Let p > q > 1. We recall that any orthorhombic (i.e., rectangular) lattice
La ⊂ R2 in two dimensions can be written in the form La = Z (y, 0) ⊕ Z
(
0, y−1
)
for y > 0
(cf. Rmk. 2.9). By Thm. 2.1, V
1
2Z
2 is a critical point of E±f1,f2 in Q(V ). For a = (y−1, y),
let La ∈ Q(1). For fixed V > 0, we compute the second derivative of y 7→ E±f1,f2 [V
1
2La] and
evaluate it at y = 1. By using the homogeneity of f1, f2 we get (see also [4])
d2
dy2
E±f1,f2 [V
1
dLa]
∣∣∣∣∣
y=1
=
1
V p
S1(p) +
1
V q
S2(q) =
1
V q
(
1
V p−q
S1(p) + S2(q)
)
,
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where
S1(p) = p
∑
(m,n)∈Z2\{0}
1
(m2 + n2)p+2
(
(p+ 1)(n2 −m2)2 −m4 −m2n2)) ,
S2(q) = q
∑
(m,n)∈Z2\{0}
(−1)m+n
(m2 + n2)q+2
(
(q + 1)(n2 −m2)2 −m4 −m2n2)) .
We note that S1(p) > 0 and S2(q) < 0. This is due to the fact that θ3 > 1 and θ4 < 1 and
by expressing S1 and S2 in terms of theta functions by (3.2) and (3.3), respectively. The
statements of the theorem then follow with the definition
Vp,q :=
(
S1(p)
−S2(q)
) 1
p−q
.(3.6)

We note that Vp,q is explicit and easily computable. To conclude the inverse power law
results, we give the proof of Thm. 2.4:
Proof of Thm. 2.4. We need to compute the minimum of our energy model among all the
possible volumes, for a given L ∈ L(1), defined by
V 7→ E±f1,f2 [V
1
dL] =
ζL(2p)
V
2p
d
+
ζ±L (2q)
V
2q
d
.
The aim is to compare the minimal energies among the dilates of L for different lattices.
This method has already been used in [11, Section 5] for comparing the Lennard-Jones type
energies of different lattices. We define
VL :=
(
p ζL(2p)
−q ζ±L (2q)
) d
2(p−q)
.(3.7)
The ζ±L (2q) ≥ 0 case is trivial. For the other case, we easily obtain
∂
∂V
E±f1,f2 [V
1
dL] =
∂
∂V
(
ζL(2p)
V
2p
d
+
ζ±L (2q)
V
2q
d
)
= −2p ζL(2p)
dV
2p
d
+1
− 2q ζ
±
L (2q)
dV
2q
d
+1
.
It follows that, since ζ±L (2q) < 0,
∂
∂V
E±f1,f2 [V
1
dL] ≥ 0 ⇐⇒ V ≥ VL.
For given L, it is therefore easy to check that the minimal energy is given by E±L as in (2.3). 
3.3. The Gaussian case – Proof of Thm. 2.6. In this section, we assume that r 7→ f1(r2)
and r 7→ f2(r2) are Gaussian functions of the form
f1(r
2) = e−piβr
2
, f2(r
2) = e−piαr
2
, β > α > 0.
In this case, the energy can be expressed in terms of the lattice theta function θL and the
alternate lattice theta function θ±L (see Def. 2.13) by
E±f1,f2 [L] := θL(β) + θ
±
L (α) − 2.
Subtracting 2 in the above model comes from the fact that we exclude the origin from the
summation in E±f1,f2 , but it is included in the definition of the theta functions. By rescaling
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lengths, it is enough to consider the lattices of unit volume. The energy is then given, for any
La ∈ Q(1), a ∈ A and V > 0, by
E±f1,f2 [V
1
dLa] =
d∏
i=1
θ3
(
a2i V
2
dβ
)
+
d∏
i=1
θ4
(
a2i V
2
dα
)− 2 = θLa(V 2dβ)+ θ±La(V 2dα)− 2.
We will now prove Thm. 2.6. The goal is to determine (non-sharp) ranges for the parameters,
such that the rock-salt structure either minimizes the energy model E±f1,f2 or such that it is
a local maximizer of it. The main ingredient is the asymptotic behavior of Jacobi’s theta
functions.
Proof of Thm. 2.6. (i): We start to prove the non-minimality of the cubic lattice for E±f1,f2
when V is large enough, in dimension 2. Let La ∈ Q(1), a = (y, y−1), y ≥ 1. It is convenient
to write the energy in the form
E±f1,f2 [V
1
2La] = fβ,V (y) + gα,V (y)− 2,
where
fβ,V (y) := θ3(βV y)θ3
(
βV
y
)
, gα,V (y) := θ4(αV y)θ4
(
αV
y
)
.
We note that
E±f1,f2 [V
1
2La] > E
±
f1,f2
[V
1
2Z
2] ∀La ∈ Q(1) ⇐⇒ inf
y 6=1
fβ,V (y)− fβ,V (1)
gα,V (1)− gα,V (y) > 1.(3.8)
In particular, for y → 1, by l’Hoˆpital’s rule we get
lim
y→1
fβ,V (y)− fβ,V (1)
gα,V (1)− gα,V (y) =
f ′′β,V (1)
−g′′α,V (1)
=
β2
α2
e−piV (β−α) + o(e−piV (β−α))(3.9)
for large V ≫ 1. The asymptotic result in (3.9) follows by a straightforward calculation by
computing and estimating the derivatives of θ3 and θ4. Since β −α > 0, it follows that there
exists V1 such that
lim
y→1
fβ,V (y)− fβ,V (1)
gα,V (1) − gα,V (y) < 1 for all V > V1.
In view of (3.8)-(3.9) and the fact that f ′′β,V (1) > 0 and −g′′β,V (1) < 0 following from Rmk. 3.1
which implies that d
2
dy2
E±f1,f2 [V
1
2La]
∣∣
y=1
= f ′′β,V (1) + g
′′
β,V (1) < 0 for V > V1. Therefore, the
square lattice V
1
2Z
2 is a strict local maximizer of E±f1,f2 in Q(V ) for all V > V1.
(ii): We next prove the strict minimality of the cubic lattice for E±f1,f2 when α is small
enough. We first remark that, for any La ∈ Q(1) where a = (y, y−1), y > 0, we have
d2
dy2
E±f1,f2 [V
1
2La]
∣∣∣
y=1
=
d2
dy2
[
θ3(βV y)θ3
(
βV
y
)]
y=1
+
d2
dy2
[
θ4(αV y)θ4
(
αV
y
)]
y=1
.
The first term is strictly positive for any fixed β and V by the strict minimality of the cubic
lattice at y = 1 (see Rmk. 3.1). The second term converges to 0 as α→ 0. Indeed,
d2
dy2
[
θ4(αV y)θ4
(
αV
y
)]
y=1
= 2α2V 2θ4(αV )θ
′′
4(αV )− 2α2V 2θ′4(αV )2 + 2αV θ4(αV )θ′4(αV ).
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The convergence to zero is then a simple consequence of the fact the θ4 function and its first
two derivatives are bounded and continuous on [0,∞) (see e.g. [51]). Hence, y = 1 is a strict
local minimum of a 7→ E±f1,f2 [V
1
2La] for all α < α0 where α0 = α0(β, V ) is small enough.
Furthermore, for any orthorhombic lattice La, there exists α1 = α1(a, β, V ) > 0 such that
E±f1,f2 [V
1
2La]− E±f1,f2 [V
1
2Z
2] > 0 ∀α < α1.(3.10)
This is a direct consequence of the fact that the second term of the energy goes to 0 as α→ 0
when a and V are fixed.
Let α0 such that y = 1 is a strict local minimizer of a 7→ E±f1,f2 [V
1
2La]. Therefore, there
exists η > 0 such that E±f1,f2 [V
1
2La] − E±f1,f2 [V
1
2Z
2] > 0 for all a = (y, y−1), y ∈ Iη :=
(1 − η, 1 + η). Furthermore, for any a = (y, y−1) where y ∈ R+\Iη , there exists α1(y) such
that (3.10) holds. By continuity of α 7→ E±f1,f2 [L] for any given L ∈ L and β > 0, the fact
that α1(1 + η) > 0 and α1(1− η) > 0 and since
lim
α→0
E±f1,f2 [V
1
2La] = θ3(βV y)θ3
(
βV
y
)
is a strictly increasing function of y for any V, β > 0 (see e.g. [27]), it follows that α2 :=
infy∈R+\Iη α1(y) > 0. Therefore, E
±
f1,f2
[V
1
2La] − E±f1,f2 [V
1
2Z
2] > 0 for all α < min{α0, α2}
and all a ∈ A. This concludes the proof of (ii).
(iii): The last point of the theorem is shown as in the proof of Thm. 2.2 for the special
choice of Gaussian potentials f1(r
2) = e−piβr
2
and f2(r
2) = e−piαr
2
. We will omit the proof as
it is more or less a repetition of the proof of the high density result of Thm. 2.2 and the facts
that θ3(t) ∼ 1 and θ2(t) := t−1/2θ4(t−1) ∼ 0 as t→ +∞, after using the Poisson Summation
formula. 
We remark that for fixed β > α, it is also possible to numerically compute an upper bound
for V1 by determining V˜1 := inf{V > 0 : −f ′′β,V (1)(g′′α,V (1))−1 < 1}.
Remark 3.2 (Connection with two-component Bose-Einstein Condensates). Using the Pois-
son summation formula (see, e.g., [47, Cor. 2.6]), we can show that, for any V > 0 and
0 < α < β, setting t = βα and s =
1
V
2
d β
, we have
E±f1,f2 [V
1
dLa] =
1
s
d
2
{
θLa(s) + t
d
2 θLa+ a2 (ts)
}
− 2,
for all La ∈ Q(1), a ∈ A. Therefore, the problem of minimizing E±f1,f2 can be related
to the following two-component Bose-Einstein Condensates minimization problem originally
described by Mueller and Ho in [41] (see also [35] for a review). They consider two 2-
dimensional lattices of the same kind, shifted by a vector z ∈ R2 and then look for the
minimizer in L(1) × R2 of the following energy Eδ(L, z) := θL(1) + δ θL+z(1), 0 ≤ δ ≤ 1.
Numerically, they observed that, as δ increases from 0 to 1, the minimizer (Lδ, zδ) of Eδ in
L(1) × R2 exhibits a transition (A2, bA2) → (Rhombic, cL) → (Z2, cZ2) → (Rectangular, cL),
where bA2 is the barycenter of a primitive triangle of A2 and cL is the center of the unit cell of
the respective lattice. This is precisely the type of lattice phase transition we have observed
for the two-dimensional inverse power law and Gaussian cases (see Fig. 7). However, for Eδ
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the minimizer passes from triangular to rhombic in a discontinuous way while our numerics
suggest that the transition is continuous for our energy E±f1,f2 .
⋄
4. Numerical investigation
This section is devoted to numerics to investigate the global optimality of the rock-salt
structure for inverse power law and Gaussian interactions (see Conjecture 2.7). We order
the presentation of our results with respect to the dimension. We used Mathematica [52] to
perform the numerics. We have also checked that the results of this paper still should hold
for the three-dimensional Coulomb attraction case q = 1/2.
4.1. The two-dimensional case. As explained in Rmk. 2.9, the indexing of lattices in L(V ),
by using the domain D, is well-understood in dimension d = 2. When the potentials f1, f2
are absolutely summable, it is then easy and fast (in terms of computation time) to compute,
illustrate and compare the energy values in L(V ).
a) Minimization of E±f1,f2 in Q. Recall that any two-dimensional orthorhombic (also called
rectangular) lattice can be characterized by one parameter y ≥ 1, describing the geometry,
and one parameter V > 0, fixing the volume V , i.e. V
1
2La = V
1
2
(
y−1Z× yZ) for La ∈ Q(1).
In Fig. 4, we have plotted the function V 7→ E±f1,f2 [V
1
dLa] for different values of y and fixed
parameters (p, q) = (4, 3). The minimal energy is achieved by a square lattice (i.e., y = 1)
which means that the minimum of E±f1,f2 in Q is achieved by a rock-salt structure.
1 2 3 4 5 6
V
-0.2
-0.1
0.1
0.2
Energy
p=4, q=3
Figure 4. Comparison of V 7→ E±f1,f2 [V
1
2La] for different rectangular lattices. The black
line is the curve for the square lattice. Therefore, among structures with lattice in Q, the
energy E±f1,f2 seems to be minimized by a rock-salt structure.
Qualitatively, the same behavior (in accordance with Thm. 2.6), is observed in the Gaussian
case for α = 1, β = 2 (see Fig. 5). The critical value of the volume, for which the square lattice
seems to be the global minimizer in Q, is V0 ≈ 0.464916, as shown in Fig. 5 (a). Furthermore,
in Fig. 5 (b), we have plotted the second derivative of y 7→ Ef1,f2 [V
1
2La], evaluated at y = 1,
as a function of the volume V . Thus, we can check when the square lattice V
1
2Z
2 is a local
minimum or maximum of E±f1,f2 . Again, it seems that there exists a critical value V1 such that
for all V < V1 (resp. V > V1) the square lattice is a local minimizer (resp. local maximizer)
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of E±f1,f2 in Q(V ). Furthermore, numerical investigation show that if the square lattice is a
local minimum for fixed V , then it is probably already the global minimizer for that V in
Q(V ).
1.5 2.0 2.5 3.0 3.5
y
-0.5
-0.4
-0.3
-0.2
-0.1
Energy
α=1, β=2
(a) For V > V1 (dashed lines), the rock-salt struc-
ture is a local maximizer among 2-dimensional or-
thorhombic lattices of the given volume. For V <
V1 it is the unique minimizer.
0.5 1.0 1.5 2.0 2.5 3.0
V
-1.0
-0.8
-0.6
-0.4
-0.2
0.2
0.4
y=1; α=1, β=2
(b) The second derivative of the function y 7→
E±f1,f2 [V
1
2
(
y−1Z× yZ
)
] at y = 1 as a function of
V . The sign changes at V = V1.
Figure 5. The energy E±f1,f2 [L] for rectangular lattices V
1/2
(
y−1Z× yZ
)
of different
volumes V with Gaussian potentials as a function of y (a). The value V = V0 ≈ 0.464916
gives the volume for which the rock-salt structure has minimal energy among V > 0. The
value V = V1 ≈ 0.508996 is the threshold value, where the rock-salt structure turns from a
minimizer into a local maximizer among orthorhombic lattices (b).
b) Minimization of E±f1,f2 in L. In the inverse power law case, by Thm. 2.4, it is possible
to compare the energies of given lattice “shapes” (triangular, square, rhombic, rectangular)
once p, q are fixed. For instance, in Fig. 6 we compare the minimal energy E±L given by (2.3) of
square and triangular lattices for different parameters (p, q). This leads to good competitors
for the minimization problem for L 7→ E±f1,f2 [L] among all lattices.
(p, q) Z2 A2
(4, 3) E±
Z2
= −0.200328, E±
A2
= −0.00730703,
VZ2 = 1.63374 VA2 = 3.53775
(6, 3) E±
Z2
= −0.751062, E±
A2
= −0.165143,
VZ2 = 1.32499 VA2 = 1.57651
Figure 6. Comparision of the minimal energy of the square and triangular lattice with
alternating charges and for power law potentials with fixed exponents (p, q). For each lattice
the optimal volume VL is chosen and the minimal energy E
±
L computed (cf. (3.7), (2.3)). In
both cases, the energy of the square lattice is smaller than the energy of the triangular lattice.
In Fig. 7, we have plotted the energy L 7→ E±f1,f2 [V
1
2L] in the fundamental domain D defined
by (2.6) which describes arbitrary two–dimensional lattices. The plots are for different values
of V and for the inverse power law case (p, q) = (4, 3). As V increases, we observe a phase
transition of the minimizer’s shape of the form: triangular - rhombic - square - rectangular.
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(a) For V = 0.01 the triangular lattice structure
yields the minimum.
(b) For V = 0.3 the minimizer is given by a rhom-
bic lattice.
(c) For V = 1 the minimizer is given by the square
lattice.
(d) For V = 1.85 the minimizer is given by an
orthorhombic lattice.
Figure 7. Contour plots of the energy E±f1,f2 in two dimensions for power law potentials
f1, f2 with (p, q) = (4, 3) and for different volumes V > 0. The plot is restricted to the
fundamental domain D defined in Rmk. 2.9. The triangular lattice corresponds to (x, y) =
( 1
2
,
√
3
2
), the square lattice to (x, y) = (0, 1). For the minimizer (marked by ⊗), we observe
a phase transition of the type ‘triangular-rhombic-square-rectangular’, as V increases.
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Furthermore, in Fig. 8, we have plotted the energy for different rhombic lattices, including
the square and the triangular lattice. The numerics suggest that the square lattice is optimal
for this model.
rock-salt
rhombic+-
triangular+-
1 2 3 4 5 6
V
-0.2
-0.1
0.1
0.2
Energy
p=4, q=3
(a) Energy of rhombic lattices for the inverse
power law case (p, q) = (4, 3).
rock-salt
rhombic+-
triangular+-
0.5 1.0 1.5 2.0 2.5 3.0
V
-0.4
-0.2
0.2
0.4
Energy
α=1, β=2
(b) Energy of rhombic lattices for the Gaussian
case (α, β) = (1, 2).
Figure 8. Comparison of the energy, in the inverse power law and the Gaussian cases,
amongst the rock-salt structure (solid line), the triangular structure with alternating charges
(dotted line) and orthorhombic structures (dashed lines) with alternating charges.
This is also confirmed by Fig. 9 where L 7→ E±L is plotted, for (p, q) = (4, 3), on the
fundamental domain D defined in Rmk. 2.9 and where the square lattice appears to be the
unique minimum of this energy. The same is observed for (p, q) = (6, 3). In the Gaussian case,
Figure 9. Contour plot of L 7→ E±L defined by (2.3) in the inverse power law case with
(p, q) = (4, 3). The minimum is achieved for the square lattice.
we observe the same qualitative behaviour. In particular, the fact that E±
Z2
< E±
A2
appears to
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be true for any values of the parameters p > q, and the same is observed for the Gaussian
case for any β > α.
We note that the same phase transition for the minimizer with respect to the density
has been observed for Lennard-Jones type potentials [4, 49], Morse type potentials [6], two-
components Bose-Einstein condensates [41] (see also Rmk. 3.2) and 3-block co-polymers [37].
c) Comparison of energies for lattices with optimal charge distribution. In Fig. 10,
we compare the energy V 7→ Ef1,f2 [V
1
2L,ϕ] for L being the square and the triangular lattices
and ϕ being the alternate distribution of charges ϕ± or the optimal “honeycomb-like” dis-
tribution of charges ϕ9 for the triangular lattice found in [7]. In the inverse power law case
(p, q) = (4, 3) and the Gaussian case (α, β) = (1, 2), the rock-salt structure yields again the
smallest value of the energy.
square+-
triangularopt
triangular+-
1 2 3 4 5 6
V
-0.2
-0.1
0.1
0.2
Energy
p=4, q=3
(a) The inverse power law case for (p, q) = (4, 3).
rock-salt
triangularopt
triangular+-
0.5 1.0 1.5 2.0 2.5 3.0
V
-0.4
-0.2
0.2
0.4
Energy
α=1, β=2
(b) The Gaussian case for (α, β) = (1, 2).
Figure 10. Comparison of (Z2, ϕ±) with (A2, ϕ9) (see Def. 2.10) and (A2, ϕ±). For fixed
V > 1, the square lattice structure yields the smallest energy and the triangular structure
with alternating charges gives the maximal energy among the compared structures.
4.2. Comparing the rock-salt structure to BCC, FCC and E8. In dimensions d > 2,
the geometry of the fundamental domain Dd is much more complicated to describe (see, e.g.,
[46]). Therefore, we only compare the energy of orthorhombic lattices and the special lattice
structures BCC and FCC. As already explained in [6]), these are the only possible lattices
being critical points of Ef,0 in L(V ). Thus, they are the main candidates for solving our
minimization problem.
In Fig. 11, using Thm. 2.4, we give some values of the minimal energy E±L for the Z3, BCC
and FCC structures with alternating charges in the case of power law potentials. We observe
again that the cubic lattice V
1/3
Z3
Z
3 seems to be a good candidate for minimizing E±f1,f2 in
L. Furthermore, the fact that E±
Z3
< E±FCC < E±BCC appears to be true for any values of the
parameters p > q and the same holds in the Gaussian case for any β > α.
In Fig. 12 we compare the energy of the 3-dimensional rock-salt structure with the FCC
lattice structure with alternating charges as well as with the BCC structure with alternating
charges and its (expected) optimal charge configuration (i.e., two cubic lattices of opposite
charges shifted by the center of the primitive cube). The latter structure is found in Cesium
Chloride “CsCl”.
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(p, q) Z3 BCC FCC
(4, 3) E±
Z3
= −0.165476, E±BCC = −0.0000699095, E±FCC = −0.00685824,
VZ3 = 2.68968 VBCC = 44.3038 VFCC = 7.89246
(6, 3) E±
Z3
= −0.924244, E±BCC = −0.0235324, E±FCC = −0.240695,
VZ3 = 1.60949 VBCC = 3.415 VFCC = 1.88408
Figure 11. Values of the minimal energies E±L and the corresponding volume VL for the
cubic, BCC and FCC lattice structures in dimensions d = 3 (cf. (2.3), (3.7)).
rock-salt
BCCopt
BCC+-
FCC+-
2 4 6 8
V
-1.0
-0.5
0.5
1.0
Energy
p=6, q=3
Figure 12. Comparison of energies, as functions of the volume V , in the inverse power
laws case in 3 dimensions for p = 6 and q = 3. For the BCC lattice we also compared
the (expected) optimal and alternating charge configurations (ϕopt and ϕ±, respectively).
Among all compared lattices and all V , a cubic lattice yields the global minimum.
In the Gaussian case, we again compared the rock-salt structure to orthorhombic structures
with alternate charge distribution. We numerically computed the value V1 ≈ 0.623556, which
is (close to) the threshold value at which the rock-salt structure stops to be the minimizer.
This was done by computing the eigenvalues of the Hessian matrix with respect to the lattice
parameters. It was then evaluated at the parameters which yield the cubic lattice V 1/3Z3. In
Fig. 13 we show the behavior of the eigenvalues of the Hessian matrix as a function of V . We
0.5 1.0 1.5 2.0 2.5 3.0
V
-1.0
-0.5
0.5
1.0
1.5
λ1,2
Figure 13. Three-dimensional Gaussian case. The plot shows the eigenvalues λ1,2 of
the Hessian matrix of the energy E±f1,f2 evaluated at a1 = a2 = 1 (rock-salt structure) in
dependence of V . Above the threshold value V1 ≈ 0.623556, the rock-salt structure yields a
global maximum for the energy model.
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see that, among orthorhombic lattices, the cubic lattice seems to be a local minimizer (resp.
maximizer) for V < V1 (resp. V > V1). In Fig. 14, we illustrate a case where the rock-salt
structure is a minimizer of the energy (V < V1) as well as a case where the rock-salt structure
is a local maximizer of the energy (V > V1).
(a) The rock-salt structure as a global minimizer. (b) The rock-salt structure as a local maximizer.
Figure 14. Plot of the energy E±f1,f2 for Gaussian interaction potentials with α = 1,
β = 2 for orthorhombic lattices of the form V 1/3(a1Z × a2Z × (a1a2)
−1
Z). (a) For volume
V=0.5, the rock-salt structure is the global minimizer. (b) For V = 1, the rock-salt structure
(a1, a2) = (1, 1) is the global maximum. The global minimum is marked with ⊗ and lies on
the line a1 = a2. On the same line, there is a saddle point, marked with ⊙. The rock-salt
structure yields a local maximum ∗.
Let us now give our numerical findings in the eight-dimensional case. In the inverse power
law case, using again Thm. 2.4, we have computed minimal energies E±L for rock-salt structures
and the E8 lattice in dimensions d = 8, which is again a “density stable” lattice in the sense
of [6]. Obviously, we have chosen this dimension and lattice structure due to the highly
important universal minimality results proven in [16, 17, 50]. A numerical comparison of the
rock-salt structure and the Leech lattice with alternating charge distribution in dimension
d = 24 was computationally not feasible, not even on GPU clusters, in a reasonable time with
our methods. However, we assume that the 24-dimensional rock-salt structure will outperform
the Leech lattice as well.
At this point, we would like to thank Pavol Hara´r from the Data Science Group at the
Faculty of Mathematics of the University of Vienna for confirming our numerical results in
dimension 8 and trying to speed up our numerics in dimension 24. Even though a significant
speed-up was achieved, this was unfortunately still not enough to get results in a reasonable
time.
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Nonetheless, we observe again that the cubic lattice V
1/8
Z8
Z
8 seems to be a good candidate
for minimizing E±f1,f2 in L, and, generally, to be a good candidate for the global minimizer of
our problem. In particular, the “usual” minimizer, i.e., E8 does not seem to be the optimal
candidates for our model in dimension 8. Also, we have no reason to believe that the Leech
lattice Λ24 will outperform the 24-dimensional rock-salt structure for our model.
(p, q) Z8 E8
(12, 8) E±
Z8
= −2.19656 E±
E8
= −0.00771459
VZ8 = 1.53947 VE8 = 1.52106
Figure 15. Values of the minimal energies E±L given by (2.3) and the corresponding
volume (3.7) in dimension d = 8 for comparing the cubic lattice with the minimizers of the
Epstein zeta functions as proved in [17].
4.3. Non–optimality of the rock-salt structure. We notice an interesting phenomenon
if p − q and β − α are small enough. In that case, the global minimizer of E±f1,f2 is no
longer a rock-salt structure. Indeed, Fig. 16 shows that the rock-salt structure is not the
global minimizer among orthorhombic lattices for the inverse power law case with parameters
(p, q) = (4, 3.75). The same holds in the Gaussian case for (α, β) = (1.8, 2). This behavior
has also been observed in dimension 3 for the same values of the parameters.
1 2 3 4 5 6
V
0.1
0.2
0.3
0.4
0.5
0.6
Energy
p=4, q=3.75
(a) Non-optimality of the rock-salt structure in
the inverse power law case.
0.5 1.0 1.5 2.0 2.5 3.0 3.5
V
-0.06
-0.04
-0.02
0.02
0.04
Energy
α=1.8, β=2
(b) Non-optimality of the rock-salt structure in
the Gaussian case.
Figure 16. Comparison of V 7→ E±f1,f2 [V
1
2La] for different rectangular lattices. The black
line is the curve for the square lattice. For these values of the parameters (p, q) = (4, 3.75)
and (α, β) = (1.8, 2), the rock-salt structure is not the global minimizer of E±f1,f2 in Q.
Furthermore, in the inverse power law case, it seems that E±f1,f2 does not have any minimizer
when p − q is small enough. In Fig. 17 we have compared the lowest possible energy of
rectangular lattices by plotting y 7→ E±La , defined by (2.3) for p = 4 and q ∈ {3.15, 3.75}. It
appears that E±L , and then E±f1,f2 , do not have any minimizer in Q when p−q is small enough,
and the same is actually observed in L.
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p=4, q=3.15
(a) The rock-salt structure as a local minimizer.
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Energy
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(b) The rock-salt structure as a global maximizer.
Figure 17. Plot of y 7→ E±La when La := Z(y, 0) ⊕ Z(0, y
−1), p = 4 and q ∈ {3.15, 3.75}.
The energy L 7→ E±L does not have a minimizer in Q for these values of the parameters.
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