Military Tracking-Target systems are important analysis tools for modelling the major functions of a strategic defense system operating against a ballistic missile threat during a simulated end-to-end scenarioJl1 As demands grow for modelling more trajectories with increasing numbers of missile types, so have demands for more processing power. Argonne National Laboratory has developed the parallel version of this "kaeking-Target model. The parallel version has exhibited speedups of up to a factor of 6 3 resulting from a shared memory multiprocessor machine. This paper documents a project to implement the 'kacking-Target model on a parallel processing environment.
During this parallelization task, a data dependency analysis was conducted and changes to convert the serial version to the equivalent parallel version were analyzed in two separate areas. First, the physical forces acting on the missile (gravity, thrust and drag) were determined to be independent and were tasked to separate processors for parallel execution. Secondly, the Runge-Kutta method of solving ordinary differential equations was restructured, so that parallel execution could be achieved. The initialization of missile and trajectory parameters accounted for as little as 5% of the execution time on sequential machines. The remaining 95% of time was spent executing the targeting algorithm where the 4th-5th order Runge-Kutta ordinary differential equation solver coupled with the physics motion equations modeled the flight. As a result, the model is compute intensive and requires extensive CPU time. To address the problem of long run times, the task was established to convert this model from the VAX to the parallel environment. This environment was the Alliant FX/8 vector multiprocessor system. The first step of this task was to port and optimize the entire model on Alliant FX/8 system. The Alliant compiler provides automatic optimization flags and compiler directives to be used in a manual mode to optimize code. [2] With careful tuning, the program was automatically optimized by compiler, and the performance of the entire model was improved by about 30% of the CPU time. As efforts proceeded in further refining the optimizations, a diminishing return was discovered, as expected. Since the computation of trajectories is inherently highly parallel, because of the independent equations used to calculate the trajectory, the only dependencies among the processes was the initialization for each missile type. Efforts were redirected toward parallelizing the trajectory computation across multiple processors. Therefore, the removal of the data dependent relations between the initialization process and computation process was a crucial issue for the design of the parallel version of model. The execution profile also indicated during the Runge-Kutta computation, that the 3-dimentional equations of motion accounting for the three forces, gravity (g), thrust (T) and drag (d) were consuming the most CPU time. The model sequentially computes the value for T, g and d.
I. INTRODUCTION II. TRACKING-TARGET MODEL
We identified that these computations can be parallelked due to their nature, dv/dt = T + g + d.
III. THE PARALLEL VERSION OF TRACK-TAR-GET MODEL
As stated earlier, two kinds of changes were made to parallelize Track-Target Model. One was to remove missile initialization from the trajectory computation loop, so that trajectory computations can be distributed across 8 processors and completed in parallel. Another was to modify the motion equation routine, so that three processes can be created and each one assigned to calculate the thrusfgravity and drag in parallel. The final algorithm differed from the sequential version, but was more natural to the problem. The pseudo-code that follows describes the parallel algorithm implemented on the Alliant FX/8 machine. After the computations for a missile type were completed, the memory was written to an output file. We also removed several procedure calls from the RK45 algorithm and replaced them with the procedures themselves to reduce calling overhead (inlining). Although modular programming emphasizes separate routines, three short procedures were inlined, since an execution profile indicated a high volume of invocations, which thereby reduced the repeated overhead of multiple calls. All I10 statement used for the diagnostics file were saved in the internal arrays and written out after the parallel computation was done.
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IV. PERFORMANCE
To measure the performance of parallel algorithms implemented on the multiprocessor system, the speedup and efficiency are the important metrics. The common definition of speedup achieved by a parallel algorithm running on n processors, is the ratio between the elapsed time taken by that multiprocessor system executing the serial algorithm and the elapsed time taken by the same system executing the parallel algorithm using n processors. The efficiency of a parallel algorithm running on n processors is the speedup divided by n.
In our parallel model, we have carefully studied the output of the parallel version before conducting any timing tests. The correct output of the parallel version was verified by comparing the results with the output from the 
V. CONCLUSIONS
The goals of the project were met. We have demonstrated substantial speedups by parallelizing the TrackTarget model program. Further research on this model is planned to parallelize the initialization phase, and to extend the research to other parallel machines, such as the Sequent Symmetry with 24 processors, to research the optimum number of processors for the parallel environment.
Since design of a truly efficient parallel program model for a MIMD (Multiple Instruction Multiple Data) machine is a difficult task, the analysis of such an application model for an MIMD machine in a realistic setting has been largely overlooked. The approach presented in this paper provides a general concept for parallelizing real application programs. We believe this concept, in most cases, can also be adapted to many other parallel problems.
