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Abstract—We investigate the problem of resource allocation in
heterogeneous networks of computational resources. We provide
an explicit analytical solution for a situation where the computa-
tional environment can be described by M/M/1 queueing theory.
We illustrate the quality of our solution by comparing results
with those obtained via a simple ad hoc resource allocation in a
large heterogeneous network consisting of N = 10
4 nodes with
computational resources uniformly distributed in a given interval.
I. INTRODUCTION
Routing, multiplexing and switching are principal tech-
niques used to efﬁciently transfer and process information
in digital networks. Intelligent routing is a major ingredient
for enhancing functionality, performance, and ﬂexibility of
networks of computational resources. This is why a large
amount of research had been conducted to devise efﬁcient
routing algorithms [1], [2], [3], for obtaining better quality of
service (QoS) through routing [4], in particular on scheduling
techniques in routers to achieve desired QoS objectives [5].
Some of this work falls into the category of shortest path
problems which consist of ﬁnding the path along which the
delay is minimized. A large number of algorithms has been
proposed as a solution to this problem under a variety of
conditions and constraints [6].
In this work we will model the delay for a ﬁxed network
where there exist several resources with server characteristics
which follow the M/M/1 queueing model [7]. Data packets
arrive according to a Poisson process and must be routed to
parallel queues with exponential service time distributions. We
investigate the problem of task allocation in this heterogeneous
network of computational resources which is optimal in the
sense of minimising the expected average delay for time of
end-to-end processing of the data.
II. PROBLEM DEFINITION
In this letter we investigate the problem of optimal resource
allocation in a heterogeneous network of (computational)
resources.
The resource allocation model we are looking at is charac-
terized as follows:
Deﬁnition 2.1: A heterogeneous network consisting of n
resources is characterized by the set µ = {µ1,µ2,...,µn}
of values for the individual resources. We shall denote by
µ =
Pn
i=1 µi the sum of resources available in the system.
A resource could be a node in a network of processors,
measured by its processing capability (e.g. in ﬂoating point
operations per second), or the data transmission capacity of a
given communication channel (e.g. in bits/sec).
Deﬁnition 2.2: We denote by λ = λ(t) the time dependent
computational demand or total trafﬁc on the network; the set
λ = {λ1,λ2,...,λn} represents the distribution of the load
across the set of resources with λi = λi(t) denoting the share
of the load allocated to resource i. Clearly, λ =
Pn
i=1 λi.
Assuming an M/M/1 queueing model for the computational
environment, we will have an expected delay Di for comple-
tion of (computational) tasks at resource i of the form
Di =
1
µi − λi
(II.1)
The optimization problem we are going to solve here,
is to allocate computational tasks across the heterogeneous
network of resources in such a way that the average delay per
computational task,
D =
1
λ
n X
i=1
λiDi =
1
λ
n X
i=1
λi
µi − λi
, (II.2)
is minimized. In this expression one readily identiﬁes pi =
λi/λ as the fraction of the total load allocated to resource i.
The minimizing optimal resource allocation shall be denoted
by λo, and will be computed in Section III.
III. OPTIMAL RESOURCE ALLOCATION
The aim is to ﬁnd the minimum of the average delay
D = D(λ|µ) as given by (II.2), subject to the constraint
that
Pn
i=1 λi = λ, within the space of permissible λ, i.e.
µi > λi ≥ 0 for all i.
As the space of permissible solutions is deﬁned in terms of a
set of inequalities, the theoretical framework used to solve the
present optimization problem is Karush-Kuhn-Tucker theory
[8].
To this end one introduces the Lagrangian
L(λ,φ) = D − φ0
 
n X
i=1
λi − λ
!
−
n X
i=1
φiλi
(III.1)
=
1
λ
n X
i=1
λi
µi − λi
− φ0
 
n X
i=1
λi − λ
!
−
n X
i=1
φiλi
with φ = (φ0,φ1,...,φn) a set of Lagrangian multipliers;
here φ0 is introduced to deal with with the equality constraint Pn
i=1 λi = λ, while the φi, 1 ≤ i ≤ n are introduced to handle
the inequality constraints λi ≥ 0. The constrained optimum λo
is then found by solving the so-called Karush-Kuhn-Tucker2
equations
∂L(λ,φ)
∂λi
=
1
λ
￿
1
(µi − λi)
+
λi
(µi − λi)2
￿
− φ0 − φi = 0
(III.2)
for i = 1,...,n, together with
∂L(λ,φ0)
∂φ0
= λ −
n X
i=1
λi = 0 , (III.3)
and
φiλi = 0, λi ≥ 0 , i = 1,...,n . (III.4)
Eq. (III.3) expresses just the the global constraint of complete
load distribution; Eqs. (III.4) address the inequality constraints
λi ≥ 0, i = 1,...,n; one may distinguish between so-called
active constraints for which λi = 0 for the optimal solution,
allowing for the corresponding Lagrange multiplier φi to be
non-zero, φi 6= 0, and the so-called in-active constraints for
which λi > 0, and hence φi = 0 by (III.4).
Eqs (III.2), have an explicit solution for λi, for any given
φ0 and φi, which can be written in the form
µi − λi =
r
µi
λ(φ0 + φi)
, 1 ≤ i ≤ n . (III.5)
It is useful to give explicit versions for inactive and active
constraints respectively, viz.
µi − λi =
r
µi
λφ0
, λi > 0 , (III.6)
µi =
r
µi
λ(φ0 + φi)
, λi = 0 . (III.7)
The version for the active constraints (III.7) ﬁxes the unknown
Lagrangian multipliers φi in terms of the corresponding com-
putational resource µi, once φ0 is known.
In order to determine the unknown φ0, we sum (III.5) over
all i, and use the conditions described by (III.6) and (III.7) for
the inactive and active constraints, respectively, giving µ−λ = Pn
i=1(µi − λi), thus
µ − λ =
n X
i=1
￿r
µi
λφ0
Θ
￿
µi −
r
µi
λφ0
￿
+ µiΘ
￿r
µi
λφ0
− µi
￿￿
(III.8)
By solving this equation for φ0, one obtains the unknownvalue
of the Lagrangian parameter φ0 as a function of the total trafﬁc
λ, for given µ deﬁning the collection of resources.
Inserting the solution φ0 = φ0(λ|µ) of (III.8) into (III.6)
and (III.7) one obtains the following solution to the optimal
load distribution problem
λo
i = max
￿
µi −
r
µi
λφ0
, 0
￿
(III.9)
The actual value of the minimal average delay per com-
putational task Do = Do(λ|µ) is then simply obtained by
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Fig. 1. Heterogeneous network of N = 104 resources. Shown are the
number of idle resources (crosses), the average delay per package in the ad
hoc solution (dashed line) and the average delay per package in the optimal
solution (full line), as a functions of the ratio f = λ/µ of total trafﬁc and
total computational resource.
inserting λi = λo
i from (III.9) into (II.2), giving
D
o =
1
λ
n X
i=1
λo
i
µi − λo
i
=
1
λ
n X
i=1
￿p
λφ0µi − 1
￿
Θ
￿p
λφ0µi − 1
￿
.(III.10)
Here we have used the fact that for a valid solution µi − q
µi
λφ0 > 0, if and only if
√
λφ0µi − 1 > 0.
Note the following features: (i) The optimal values λo
i
for the task allocation (routing) problem depend only on the
properties of the set of resources, i.e. on µ, and of course
on the total trafﬁc λ. (ii) Whenever the capacity of the entire
network of resources is not exceeded, i.e. whenever µ ≥ λ, the
optimal solution leads to a complete and feasible allocation of
tasks to the the system of resources. (iii) Once the solution
φ0 = φ0(λ|µ) of (III.8) for a given system µ of resources is
known as a function of the trafﬁc λ — a problem that can
be numerically solved upfront and its solution stored, e.g., in
a simple look-up table or in the form of some interpolating
function — the solution (III.9) is explicit.
We illustrate the quality of the solution in Figs. 1 and 2 for
a random network of N = 104 resources, with µi uniformly
distributed in [0,1], by comparing the cost per package for
the optimal solution as given by (III.9), with that given by a
simple alternative ad-hoc solution, where λi = λ
µµi, i.e. tasks
are allocated in such a way that each resource utilizes the same
fraction of its computational power. Fig. 1 also exhibits the
number of idle processes as a function of of the ratio f = λ/µ
of total trafﬁc and total computational resource. It shows that
at low computational load, speed up is obtained by distributing
the load only over the most powerful resources in the system,
and that weaker resources are recruited progressively only with
increasing load. Fig. 2 shows the behaviour of the Lagrange
parameter φ0 = φ0(λ|µ), here expressed as a function of f.
It is perhaps worth noting that the performance of the
system, as given by the value of Do(λ|µ) as a function of
f = λ/µ, as well as the value of the Lagrange parameter
φ0 will in the large N limit depend only on the statistical3
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Fig. 2. Lagrange parameter φ0 for the system of resources described in
the main text, as a functions of the ratio f = λ/µ of total trafﬁc and total
computational resource.
properties of the µi.
IV. CONCLUSION
We have provided an explicit solution to an optimal rout-
ing problem for a heterogeneous network of (computational)
resources.
We have illustrated our solution by comparing the per-
formance of the optimal solution with that of a simple ad-
hoc solution for a large heterogeneous network consisting of
N = 104 resources, with µi uniformly distributed in [0,1].
The gain obtained by optimizing resource allocation is most
pronounced at low loads (roughly a factor 2), where the space
of feasible solutions is largest. The optimal solution allocates
tasks mainly to the most powerful resources in the system,
recruiting weaker ones only as the load increases.
Based on the above explicit solution, a number of meaning-
ful other optimization problems might sensibly be addressed.
Here we mention just two to give a ﬂavour of the possibilities.
Assuming that the total load λ on the system over over its
life time varies according given probability density function
p(λ), one might wish to optimize the set µ = {µ1,µ2,...,µn}
of computational resources itself — on average over the
distribution of loads — subject to further constraints such as
µ =
Pn
i=1 µi = λmax+∆ where λmax denotes a hypothetical
maximum load and ∆ a desired safety margin.
Additional constraints might come into play, like budgetary
constraints: denoting by bi the cost of acquiring a unit of
computational power of the type of resource i, a ﬁxed budget
constraint of the form
Pn
i=1 µibi = B may exist. Budget
constraints for acquisition and runtime costs may be separately
considered, and so on.
All of these ‘second order’ optimization problems would
beneﬁt from the fact that the resource allocation or routing
problem addressed above has an explicit solution. Note that
the fact that φ0 is known only implicitly as solution of
(III.8), while complicating the solution of these second order
problems, does not pose problems of principle, though their
solution will generally require numerical tools. As the second
order problems mentioned are concerned with one-off invest-
ment and design decisions, this aspect remains unproblematic.
We have not discussed the problem of (optimal) load
shedding when the capacity of the network of resources is
exceeded, i.e., when λ(t) > µ.
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