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Построена двойственность для вероятностных пространств специального
вида, основанная на двойственности Гейла.
1. Введение
Настоящая статья является первой в серии из двух статей, посвященной изучению
k-смежностности случайных многогранников и развитию необходимой для этого
техники. Основные результаты статей находятся на стыке трех тесно связанных
между собой разделов теории выпуклых многогранников: смежностные многогран-
ники, двойственность Гейла, случайные многогранники.
Когда не оговаривается противное, всюду ниже d, m, n — натуральные чис-
ла, а k — целое неотрицательное число; кроме того, используются обозначения:
p, q = {p, p + 1, . . . , q} — отрезок множества целых чисел (здесь p, q ∈ Z и p 6 q);
U2 = {−1, 1} — группа квадратных корней из 1; (e1, . . . , ed) — стандартный базис
векторного пространства Rd; Bd = {u ∈ Rd | |u| 6 1} и Sd−1 = {u ∈ Rd | |u| = 1} —
единичные шар и сфера в Rd; S¯d−1 = Sd−1 ∪ {0} — результат присоединения к сфе-
ре Sd−1 точки 0 ∈ Rd; X — непустое подмножество в Rd; Xn — множество всех
систем n точек из X (в частном случае X = Rd полагаем Rd,n = (Rd)n); Z — непу-
стое подмножество в Rd,n; LinConf(Z) и AffConf(Z) — множества всех векторных
и всех точечных конфигураций1 из Z; LinGeP(Z) и AffGeP(Z) — множества всех
систем точек из Z, находящихся соответственно линейно в общем положении и аф-
финно в общем положении; lin a = lin(a1, . . . , an), aff a = aff(a1, . . . , an), cone a =
1Векторными конфигурациями (точечными конфигурациями) в Rd называются системы точек
a ∈ Rd,n, имеющие линейный (аффинный) ранг d. Под линейным (аффинным) рангом системы
точек a ∈ Rd,n мы понимаем размерность ее линейной (аффинной) оболочки.
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cone(a1, . . . , an) и conv a = conv(a1, . . . , an) — линейная, аффинная, коническая2 и
выпуклая оболочки системы точек a = (a1, . . . , an) ∈ Rd,n, aI = (ai1 , . . . , ait) ∈ Rd,t —
I-подсистема системы точек a = (a1, . . . , an) ∈ Rd,n (здесь t ∈ 1, n и I = (i1, . . . , it),
где 1 6 i1 < . . . < it 6 n, — подсистема системы чисел (1, 2, . . . , n)). Определим
стандартно действие группы Un2 на множестве Rd,n, положив σa = (σ1a1, . . . , σnan)
для σ = (σ1, . . . , σn) ∈ Un2 и a = (a1, . . . , an) ∈ Rd,n. Если θ — отношение эквива-
лентности на множестве V и W — подмножество в V , то θ индуцирует отношение
эквивалентности наW , которое, допуская вольность обозначений, будем обозначать
также через θ.
Система точек a ∈ Rd,n называется k-смежностной [8, 9], если n > k + 1 и
всякая ее ненулевая аффинная зависимость (λ1, . . . , λn) ∈ Rn имеет не менее k + 1
положительных компонент. Для k > 1 выпуклый многогранник P в Rd называ-
ется k-смежностным [1, 4, 9, 16], если он имеет не менее k + 1 вершин и любое
k-элементное множество его вершин является множеством вершин некоторой грани
многогранника P . Кроме того, bd/2c-смежностные d-мерные многогранники назы-
вают просто смежностными. Известно [8], что для любого k > 1 система точек
(a1, . . . , an) ∈ Rd,n является k-смежностной тогда и только тогда, когда ее выпуклая
оболочка conv(a1, . . . , an) является k-смежностным многогранником с множеством
вершин {a1, . . . , an}.
В статье [7] Д. Гейл предложил конструкцию, позволяющую по некоторым век-
торным конфигурациям из LinConf(Xn), где X = S¯m−1 и n > m+2, строить точеч-
ные конфигурации (в том числе k-смежностные) из AffConf(Rd,n), где d = n−m− 1
и k 6 bd/2c. Систему точек a ∈ Rd,n будем называть k-космежностной (в Rd), если
n > k + 1 и всякое открытое линейное полупространство3 в Rd содержит хотя бы
k+1 точек системы a. Такие системы точек под различными названиями изучались
многими авторами. Именно k-космежностность исходной системы точек является
условием, необходимым и достаточным для получения k-смежностной системы то-
чек в результате применения конструкции Гейла [9].
Дальнейшее развитие идей статьи [7] привело к созданию метода преобразова-
ний Гейла и диаграмм Гейла [9] и построению двойственности Гейла [16]. Нужная
нам версия этой двойственности, которую будем называть векторной двойствен-
ностью Гейла, задается парой определяемых в предположении, что n = d + m,
многозначных отображений: vgtd,n из LinConf(Rd,n) в LinConf(Rm,n) и vgtm,n из
LinConf(Rm,n) в LinConf(Rd,n). Условимся для системы точек a = (a1, . . . , an) ∈ Rd,n,
где ai = (a1i , . . . , adi ) ∈ Rd (1 6 i 6 n), через Td,n(a) или, короче, T (a) обозна-
чать систему точек (a1, . . . , ad) ∈ Rn,d, где aj = (aj1, . . . , ajn) ∈ Rn (1 6 j 6 d).
В этих обозначениях, например, vgtd,n сопоставляет каждой векторной конфигу-
рации a ∈ LinConf(Rd,n) множество всех ее векторных преобразований Гейла, т.е.
векторных конфигураций b ∈ LinConf(Rm,n), для которых имеет место разложе-
ние Rn в ортогональную сумму Rn = linT (a)⊕⊥ linT (b). Векторная двойственность
2Под конической оболочкой системы точек a = (a1, . . . , an) понимается множество cone a =
{λ1a1 + . . .+ λnan | λ1, . . . , λn > 0}.
3Под открытым (замкнутым) линейным полупространством в Rd понимается открытое (за-
мкнутое) полупространство в Rd, ограниченное линейной гиперплоскостью в Rd, т.е. гиперплос-
костью, проходящей через точку 0.
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Гейла позволяет некоторые свойства P векторной конфигурации из LinConf(Rd,n)
формулировать как векторно двойственные свойства P∗ = P∗d,n ее векторного
преобразования Гейла, при этом имеем: P∗∗ = P . Приведем пример, важный для
дальнейшего. Система точек a ∈ Rd,n называется векторно k-смежностной [3], ес-
ли n > k + 1 и всякая ее ненулевая линейная зависимость (λ1, . . . , λn) ∈ Rn имеет
не менее k + 1 положительных компонент. Ясно, что векторно k-смежностная си-
стема точек a ∈ Rd,n является k-смежностной. Обратное, вообще говоря, неверно.
При любом k для векторных конфигураций «векторная k-смежностность» и «k-
космежностность» являются свойствами, векторно двойственными друг другу (см.
лемму 3.10).
Данная статья является непосредственным продолжением работы [2] и содер-
жит полные доказательства части результатов, анонсированных в [3]. Она состо-
ит из трех частей, первой из которых является настоящее введение. Части 2 и 3
содержат, в частности, базовые результаты по двойственности Гейла и значимым
при ее рассмотрении и применении свойствам систем точек. Эти базовые резуль-
таты изложены в виде лемм для удобства читателей и для удобства ссылок. Не
все они являются новыми. Во всех случаях, когда у автора была возможность сде-
лать точную ссылку, известные (или близкие известным) результаты приводятся
без доказательства.
Совершенно новым является построение в части 3 двойственности для вероят-
ностных пространств специального вида, основанной на двойственности Гейла. Реа-
лизованная при этом идея по существу восходит к Д. Гейлу [7], считавшему возмож-
ным подходом к доказательству высказанной им известной гипотезы о вероятности
k-смежностности случайной системы точек сведение к вспомогательной гипотезе:
(G)∗k вероятность k-космежностности случайной системы n точек из S¯m−1 быстро
возрастает с увеличением n−m.
При этом Д. Гейл обращает внимание на необходимость уточнения требуемых
для такого сведения вероятностных понятий, что фактически и делается с помо-
щью построенной в статье двойственности вероятностных пространств. Для ее точ-
ного описания определим отношение эквивалентности θT = θd,nT на множестве Rd,n,
положив
a θT a
′ ⇔ ∃ γ1, . . . , γn > 0 linT (a′) = {(γ1c1, . . . , γncn) | (c1, . . . , cn) ∈ linT (a)}
(см., например, [9, 12]). Подмножество X ⊆ Rd называется θT -насыщенным [3], если
для всякого c ∈ LinConf(Rd,n) найдется a ∈ LinConf(Xn), для которого a θT c. В
части 3 устанавливается
Лемма 3.6. Пусть n = d + m. Если X и Y являются θT -насыщенными подмно-
жествами в Rd и Rm соответственно, то многозначные отображения vgtd,n и
vgtm,n, задающие векторную двойственность Гейла, индуцируют взаимно обрат-
ные биекции
ϕd,n : LinConf(X
n)/θT À LinConf(Y n)/θT : ϕm,n.
Вероятностное пространство P = (Ω,B,P) называется абсолютно симметрич-
ным [15, 3] в том случае, если 1) Ω ⊆ Rd,n для некоторых d, n ∈ N; 2) LinGeP(Ω) ∈ B
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и P(LinGeP(Ω)) = 1; 3) σB ∈ B и P(σB) = P(B) для любых σ ∈ Un2 и B ∈ B. Ве-
роятностное пространство P = (Ω,B,P) называется векторно гейловским [3], если
1) Ω = LinConf(Xn) для некоторых d, n ∈ N (n > d) и θT -насыщенного подмножества
X ⊆ Rd; 2) для любых B ∈ B, b ∈ B, a ∈ Ω из a θT b следует, что a ∈ B. С каждым
таким пространством P и θT -насыщенным подмножеством Y ⊆ Rm, где m = n− d,
ассоциируем вероятностное пространство P∗Y = (Ω∗,B∗,P∗), определяемое условия-
ми: 1) Ω∗ = LinConf(Y n); 2) B∗ = {B∗ | B ∈ B}, где B∗ = ⋃b∈B ϕd,n([b]T ) (здесь через
[b]T обозначен класс эквивалентности {a ∈ Ω | a θT b}); 3) P∗(B∗) = P(B) для всех
B ∈ B. Вероятностное пространство P∗Y называется Y -двойственным [3] к векторно
гейловскому вероятностному пространству P.
Основным результатом статьи является отражающая содержание построенной
теории двойственности вероятностных пространств
Теорема 3.1. Пусть d,m ∈ N; n = d + m; X и Y являются θT -насыщенными
подмножествами в Rd и Rm соответственно; P — векторно гейловское вероят-
ностное пространство с пространством исходов LinConf(Xn). Тогда
1) вероятностное пространство P∗Y также является векторно гейловским;
2) если Y центрально симметрично (с центром в точке 0) и P абсолютно сим-
метрично, то и P∗Y абсолютно симметрично;
3) (P∗Y )∗X = P.
Автор выражает благодарность своему научному руководителю В.А.Бондарен-
ко. Кроме того, автор благодарен А.В.Угланову за ценные обсуждения и заме-
чания, а также А.М.Вершику за внимание, проявленное к работе, и присланные
тексты статей.
2. Свойства систем точек
Дополним список обозначений и соглашений, содержащийся во введении. Все рас-
сматриваемые многогранники предполагаются выпуклыми. Условимся использо-
вать обозначения:
R>0 и R>0 — множества положительных и неотрицательных действительных
чисел;
Rd×m — множество всех d×m-матриц над R;
rgA — ранг матрицы A ∈ Rd×m;
cardV и B(V ) — мощность и булеан множества V ;
[x]θ = [x]
V
θ = {y ∈ V | y θ x} — класс эквивалентности, определенный элементом
x ∈ V (здесь θ — отношение эквивалентности на множестве V );
M(a) ∈ Rn×d — матрица со строками a1, . . . , an, ассоциированная с системой
точек a = (a1, . . . , an) ∈ Rd,n;
L⊥ — ортогональное дополнение к линейному подпространству L ⊆ Rn;
intX и relintX — внутренность и относительная внутренность подмножества
X ⊆ Rd;
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Rn>0 = (R>0)n и Rn>0 = (R>0)n — положительный и неотрицательный ортанты
пространства Rn;
GA(Rd) — полная аффинная группа пространства Rd (образованная его невы-
рожденными аффинными преобразованиями);
GL(Rd) — полная линейная группа пространства Rd (образованная его невырож-
денными линейными преобразованиями);
O(Rd) — ортогональная группа пространства Rd (образованная его ортогональ-
ными преобразованиями).
Рассмотрим Rn как прямое произведение n экземпляров мультипликативного
моноида R, т.е. как моноид относительно покомпонентного умножения точек αβ =
(α1β1, . . . , αnβn) ∈ Rn для любых α = (α1, . . . , αn) и β = (β1, . . . , βn) из Rn. Если
элемент α = (α1, . . . , αn) моноида Rn обратим, т.е. α ∈ (R \ {0})n, то обратный к
α элемент (α−11 , . . . , α−1n ) ∈ Rn будем обозначать через α−1. Определим стандартно
действие моноида Rn на множестве Rd,n условием αa = (α1a1, . . . , αnan) ∈ Rd,n для
любых α = (α1, . . . , αn) ∈ Rn и a = (a1, . . . , an) ∈ Rd,n. При этом оказываются
заданными и действия всех подмоноидов моноида Rn на множестве Rd,n. Одно из них
(действие группы Un2 на множестве Rd,n) уже использовалось во введении, другое
(действие группы Rn>0 на множестве Rd,n) нам потребуется ниже. Положим αW =
{αx | x ∈W} для точки α ∈ Rn и подмножества W в Rd,n или в Rn.
Говорят, что точки системы a ∈ Rd,n находятся линейно в общем положении,
если каждая ее min(n, d)-компонентная подсистема линейно независима. Если же
каждая min(n, d + 1)-компонентная подсистема системы точек a ∈ Rd,n аффинно
независима, то говорят, что точки системы a находятся аффинно в общем положе-
нии. Линейным (аффинным) базисом системы точек a ∈ Rd,n называется ее мак-
симальная линейно (аффинно) независимая подсистема. Систему точек a ∈ Rd,n
условимся называть строгой векторной (строгой точечной) конфигурацией в Rd,
если при удалении из нее любой точки получается векторная (точечная) конфигу-
рация в Rd. Для непустого подмножества Z в Rd,n через LinSConf(Z) и AffSConf(Z)
условимся обозначать множества всех строгих векторных и всех строгих точечных
конфигураций из Z.
Напомним, что для системы точек
a = (a1, . . . , an) ∈ Rd,n (2.1)
под ее линейной зависимостью понимается точка
λ = (λ1, . . . , λn) ∈ Rn, (2.2)
являющаяся решением уравнения
λ1a1 + . . .+ λnan = 0,
а под аффинной зависимостью — точка (2.2), являющаяся решением системы урав-
нений {
λ1 + . . .+ λn = 0,
λ1a1 + . . .+ λnan = 0.
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Существует стандартная простая конструкция, позволяющая, в частности, сводить
аффинные зависимости к линейным. Она с каждой системой точек (2.1) ассоциирует
систему точек ←−a = (←−a1 , . . . ,←−an) ∈ Rd+1,n, (2.3)
у которой (в блочной записи) ←−ai = (1|ai) ∈ Rd+1 для всех i ∈ 1, n. Ясно, что аффин-
ными зависимостями системы точек (2.1) в точности являются линейные зависимо-
сти системы точек (2.3).
При описании векторной двойственности Гейла во введении было предложе-
но, следуя Д. Гейлу [7], для произвольной системы точек (2.1), в которой ai =
(a1i , . . . , a
d
i ) ∈ Rd (1 6 i 6 n), применять обозначение aj = (aj1, . . . , ajn) ∈ Rn
(1 6 j 6 d) и, кроме того, получающуюся систему точек (a1, . . . , ad) ∈ Rn,d обо-
значать через T (a). Ее линейная оболочка linT (a) и ортогональное дополнение
(linT (a))⊥ являются линейными подпространствами в Rn, допускающими прозрач-
ную интерпретацию. Прежде чем напомнить ее, для любой функции g : Rd → R и
системы точек (2.1) определим вектор значений функции g на a условием g(a) =
(g(a1), . . . , g(an)) ∈ Rn, стандартно построив тем самым отображение g : Rd,n → Rn
(использование для него той же буквы g является вольностью обозначений). Через
LinDep(a) и AffDep(a) будем обозначать соответственно множества всех линейных и
всех аффинных зависимостей системы точек a ∈ Rd,n, а через LinVal(a) и AffVal(a)—
множества векторов значений всех линейных и всех аффинных функций Rd → R на
ней. Поскольку для линейной (аффинной) функции g : Rd → R существуют h ∈ Rd
(и α ∈ R) такие, что g(x) = (h, x) (соответственно g(x) = (h, x)−α) для всех x ∈ Rd,
то
LinVal(a) = {((h, a1), . . . , (h, an)) | h ∈ Rd},
AffVal(a) = {((h, a1)− α, . . . , (h, an)− α) | h ∈ Rd, α ∈ R}.
Справедлива следующая очевидная лемма.
Лемма 2.1. Для любой системы точек a ∈ Rd,n
1) LinVal(a) = linT (a);
2) LinDep(a) = (linT (a))⊥;
3) если α ∈ Rn, то LinVal(αa) = αLinVal(a),
4) если α ∈ (R \ {0})n, то LinDep(αa) = α−1 LinDep(a).
Если линейные подпространства L1 и L2 в Rn удовлетворяют условию L2 = αL1
для некоторого α ∈ Rn>0, то будем писать L1 θ+ L2. Легко видеть, что θ+ является
отношением эквивалентности на множестве всех линейных подпространств в Rn.
Напомним, что действие группы GA(Rd) на множестве Rd стандартно индуци-
рует ее действие на множестве Rd,n, определяемое условием ga = (ga1, . . . , gan) для
всех g ∈ G и a = (a1, . . . , an) ∈ Rd,n. При этом оказываются заданными и дей-
ствия ее подгрупп GL(Rd) и O(Rd) на множестве Rd,n. Кроме того, поскольку под-
множество Snd−1 = (Sd−1)n ⊆ Rd,n инвариантно относительно действия O(Rd) на
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Rd,n, определено действие группы O(Rd) на Snd−1. Аналогичное утверждение спра-
ведливо и для подмножества S¯nd−1 = (S¯d−1)n ⊆ Rd,n. Действия групп Rn>0 и GL(Rd)
на множестве Rd,n коммутируют, поэтому имеем действие прямого произведения
GLT (Rd,n) = Rn>0 × GL(Rd) на множестве Rd,n. Действие группы G на множестве
Rd,n стандартно определяет отношение эквивалентности ∼
G




b⇔ ∃ g ∈ G b = ga.
Оно называется аффинной, линейной или ортогональной эквивалентностью, если
G является соответственно группой GA(Rd), GL(Rd) или O(Rd). Отношение ∼
GLT (Rd,n)














T (или просто θaff , θlin, θort и
θT ).
Лемма 2.2. Пусть d, n ∈ N. Для любых систем точек a, a′ ∈ Rd,n равносильны
утверждения:
1) a и a′ линейно эквивалентны;
2) M(a′) = M(a)V для некоторой невырожденной матрицы V порядка d;
3) LinVal(a′) = LinVal(a);
4) LinDep(a′) = LinDep(a).
Доказательство. Пусть a = (a1, . . . , an) и a′ = (a′1, . . . , a′n).
1) ⇔ 2). Линейная эквивалентность a и a′ означает существование невырож-
денной d × d-матрицы V такой, что a′i = aiV (1 6 i 6 n). Остается записать эти
равенства в виде M(a′) = M(a)V .
2)⇒ 3). Из равенства M(a′) = M(a)V следует, что linT (a′) ⊆ linT (a). Поскольку
M(a) = M(a′)V −1, обратное включение также справедливо.
3)⇒ 2). Пусть система точек a имеет линейный ранг r (0 6 r 6 min(d, n)).
Если r = 0, тоM(a) иM(a′) — нулевые n×d-матрицы, и можно положить V = Ed,
где Ed — единичная матрица порядка d.
Пусть теперь r = d 6 n. Обозначив через V матрицу перехода от базиса T (a)
линейного подпространства linT (a) = linT (a′) ⊆ Rn к базису T (a′), приходим к
утверждению 2).
Остается рассмотреть случай, когда 0 < r < d и r 6 n. Пусть для определенности
(a1, . . . , ar) является линейным базисом системы точек a1, . . . , ad. Поскольку система
точек a′ также имеет линейный ранг r, то M(a′) = M(a)Z для некоторой матрицы
Z порядка d, в блочной записи имеющей вид Z = ( BO ), где B = (βij) — матрица
размера r×d, имеющая ранг r, а O — нулевая (d− r)×d-матрица. Без ограничения
общности можно считать, что базисный минор матрицы B расположен в первых r
столбцах. Пусть
ar+1 = α1,r+1a
1 + · · ·+ αr,r+1ar,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ad = α1da
1 + · · ·+ αrdar
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для некоторых αij ∈ R (1 6 i 6 r, r + 1 6 j 6 d). Построим невырожденную
d× d-матрицу V , положив
V =

β11 . . . β1r β1,r+1 − α1,r+1 . . . β1d − α1d
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
βr1 . . . βrr βr,r+1 − αr,r+1 . . . βrd − αrd
0 . . . 0 1 . . . 0
...
...
... . . .
...
0 . . . 0 0 . . . 1

Легко видеть, что M(a′) = M(a)V .
3)⇔ 4). Ввиду леммы 2.1.
Лемма 2.3. Пусть d, n ∈ N. Для любых систем точек a, a′ ∈ Rd,n равносильны
утверждения:
1) a и a′ аффинно эквивалентны;
2) существуют невырожденная d × d-матрица V и точка c ∈ Rd такие, что
M(
←−








3) ←−a и ←−a′ линейно эквивалентны;
4) AffVal(a′) = AffVal(a);
5) AffDep(a′) = AffDep(a).
Доказательство. Пусть a = (a1, . . . , an) и a′ = (a′1, . . . , a′n).
1)⇔ 2). Условие 1) означает существование невырожденной d× d-матрицы V и
точки c ∈ Rd таких, что a′i = aiV + c (1 6 i 6 n). Остается записать эти равенства в
виде M(
←−
a′ ) = M(←−a )W .
2)⇒ 3). Ввиду леммы 2.2.
3)⇒ 1). Пусть (←−ai1 ,←−ai2 , . . . ,←−−air+1) (0 6 r 6 d) является линейным базисом системы
точек ←−a , причем ←−ai = αi1←−ai1 +αi2←−ai2 + · · ·+αi,r+1←−−air+1 (i ∈ 1, n \ {i1, i2, . . . , ir+1}) для




a′i2 , . . . ,
←−−











a′ir+1 (i ∈ 1, n\{i1, i2, . . . , ir+1}).
Далее,
(ai1 , ai2 , . . . , air+1), (a
′
i1




являются аффинными базисами систем точек a, a′ соответственно, и, кроме того,












αi1 + αi2 + . . .+ αi,r+1 = 1
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для всех i ∈ 1, n \ {i1, i2, . . . , ir+1}. Дополним произвольным образом системы то-
чек (2.4) до аффинных базисов (c1, . . . , cd+1) и (c′1, . . . , c′d+1) пространства Rd и опре-
делим g ∈ GA(Rd) условием gci = c′i для всех i ∈ 1, d+ 1. Остается заметить, что
gai = a
′
i для всех i ∈ 1, n.
3)⇔ 4), 3)⇔ 5). Ввиду леммы 2.2 и очевидных равенств AffDep(a) = LinDep(←−a )
и AffVal(a) = LinVal(←−a ).
Лемма 2.4. Пусть d, n ∈ N. Для любых систем точек a, a′ ∈ Rd,n равносильны
утверждения:
1) a и a′ являются T -эквивалентными;
2) существуют точка γ = (γ1, . . . , γn) ∈ Rn>0 и невырожденная d × d-матрица
V такие, что M(a′) = Dγ M(a)V , где
Dγ =
γ1 . . . 0... . . . ...
0 . . . γn

— диагональная n× n-матрица;
3) γa и a′ линейно эквивалентны для некоторой точки γ ∈ Rn>0;
4) LinVal(a′) θ+ LinVal(a);
5) LinDep(a′) θ+ LinDep(a).
Доказательство. 1)⇔ 3). Очевидно.
2)⇔ 3). Ввиду леммы 2.2 и очевидного равенства M(γa) = Dγ M(a).
3)⇔ 4). Ввиду лемм 2.1 и 2.2.
4)⇔ 5). Ввиду леммы 2.1 и [2, лемма 1.2].
Следствие 2.1. Пусть d, n ∈ N. Отношение T -эквивалентности на множестве
Rd,n грубее линейной эквивалентности. Отношение T -эквивалентности на мно-
жестве Snd−1 (или S¯nd−1) грубее ортогональной эквивалентности.
Система точек a = (a1, . . . , an) ∈ Rd,n называется
1) положительно зависимой [13], если α1a1 + . . . + αnan = 0 для некоторого
α = (α1, . . . , αn) ∈ Rn>0;
2) неотрицательно зависимой [16], если α1a1 + . . . + αnan = 0 для некоторого
α = (α1, . . . , αn) ∈ Rn>0 \ {0}.
Пусть L — линейное подпространство в Rd и k > 1. Система точек a ∈ Rd,n
называется
1) неотрицательно порождающей для L [11], если cone a = L;
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2) неотрицательно k-порождающей для L [11], если n > k и каждая ее (n−k+1)-
компонентная подсистема является неотрицательно порождающей для L;
3) положительно порождающей для L [13] в том случае, если имеет место ра-
венство {α1a1 + . . .+ αnan | α1, . . . , αn ∈ R>0} = L;
4) положительно k-порождающей для L, если n > k и каждая ее (n − k + 1)-
компонентная подсистема является положительно порождающей для L;
5) неотрицательно порождающей [10] (неотрицательно k-порождающей [10],
положительно порождающей [13], положительно k-порождающей), если
она является неотрицательно порождающей (соответственно неотрицатель-
но k-порождающей, положительно порождающей, положительно k-порождаю-
щей) для Rd.
Для произвольных системы точек (2.1) и подмножества J ⊆ 1, n положим a(J) =
{ai | i ∈ J} ⊆ Rd. Говорят [9], что подмножество J ⊆ 1, n задает грань системы
точек a ∈ Rd,n, если
conv a(1, n \ J) ∩ aff a(J) = ∅ (2.5)
(мы полагаем aff ∅ = conv∅ = ∅). Напомним [14, теорема 3.1.4], что в частном
случае, когда P = conv a — многогранник с вершинами a1, . . . , an, условие (2.5)
равносильно тому, что conv a(J) является гранью многогранника P .
Лемма 2.5 ([14], теорема 3.6.1). Пусть d, n ∈ N. Подмножество J $ 1, n задает
грань системы точек a ∈ Rd,n тогда и только тогда, когда a не обладает аффинной
зависимостью (λ1, . . . , λn) ∈ Rn такой, что λi > 0 для всех i ∈ 1, n \ J и λi0 > 0
для некоторого i0 ∈ 1, n \ J .
Следуя [6], будем говорить, что подмножество J ⊆ 1, n задает когрань системы
точек a ∈ Rd,n, если J = 1, n или 0 ∈ relint conv a(1, n \ J).
Лемма 2.6 ([14], лемма 3.6.5). Пусть d, n ∈ N. Подмножество J $ 1, n задает
когрань системы точек (2.1) тогда и только тогда, когда Rd не содержит такого
вектора h, что (h, ai) > 0 для всех i ∈ 1, n\J и (h, ai0) > 0 для некоторого i0 ∈ 1, n\J
(т.е. не существует замкнутое линейное полупространство в Rd, содержащее
точки ai для всех i ∈ 1, n\J , причем хотя бы одну из них в качестве внутренней).
Систему точек (2.1) будем называть
1) k-смежностной [8, 9], если n > k + 1 и всякая ее ненулевая аффинная зави-
симость (λ1, . . . , λn) ∈ Rn имеет не менее k + 1 положительных компонент;
2) векторно k-смежностной [3], если n > k + 1 и всякая ее ненулевая линейная
зависимость (λ1, . . . , λn) ∈ Rn имеет не менее k+1 положительных компонент;
3) k-космежностной (в Rd), если card{i ∈ 1, n | (h, ai) > 0} > k + 1 для любого
h ∈ Rd \ {0} (т.е. n > k+1 и всякое открытое линейное полупространство в Rd
содержит хотя бы k + 1 точек системы a);
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4) слабо k-космежностной, если n > k + 1 и Rd не содержит такого вектора h,
что card{i ∈ 1, n | (h, ai) > 0} > n − k и card{i ∈ 1, n | (h, ai) > 0} > 1 (т.е.
n > k + 1 и не существует линейной гиперплоскости в Rd такой, что одно
из ограниченных ею открытых полупространств содержит менее k + 1 точек
системы a, а другое содержит хотя бы одну точку системы a).
Ясно, что векторная k-смежностность системы точек (2.1) влечет за собой ее k-
смежностность и условие a1, . . . , an 6= 0, а k-смежностность (векторная k-смежност-
ность, k-космежностность, слабая k-космежностность) системы точек (2.1) влечет ее
q-смежностность (соответственно векторную q-смежностность, q-космежностность,
слабую q-космежностность) для всех q ∈ 0, k.
Напомним [1, 4, 9, 16], что для k > 1 многогранник P в Rd называется k-смеж-
ностным, если он имеет не менее k+1 вершин и любое k-элементное множество его
вершин является множеством вершин некоторой грани многогранника P .
Лемма 2.7 ([8], с. 228, следствие). Пусть d, n, k ∈ N. Для любой системы то-
чек (2.1) равносильны утверждения:
1) a является k-смежностной;
2) n > k + 1 и a не обладает аффинной зависимостью (λ1, . . . , λn) ∈ Rn, для
которой card{i ∈ 1, n | λi > 0} > n− k и card{i ∈ 1, n | λi > 0} > 1;
3) n > k + 1 и каждое k-элементное подмножество J ⊆ 1, n задает грань си-
стемы точек a;
4) conv a является k-смежностным многогранником с вершинами a1, . . . , an.
Лемма 2.8. Пусть d, n ∈ N. Для любой системы точек a = (a1, . . . , an) ∈ Rd,n
равносильны утверждения:
1) a является слабо 0-космежностной;
2) 0 ∈ relint conv a;
3) пустое подмножество ∅ ⊆ 1, n задает когрань системы точек a;
4) a является положительно зависимой;
5) a является неотрицательно порождающей для lin a;
6) a является положительно порождающей для lin a;
7) для всякого h ∈ (lin a) \ {0} существует i ∈ 1, n, для которого (h, ai) > 0.
Доказательство. 1)⇔ 2). См. [14, лемма 3.6.5].
2)⇔ 3). Очевидно.
2)⇔ 4). См. [14, теорема 2.3.7].
4)⇔ 5). См. [11, лемма 1].
Двойственность Гейла и смежностность случайных многогранников. I 73
4)⇒ 6). Пусть a = (a1, . . . , an) и
λ1a1 + . . .+ λnan = 0 (2.6)
для некоторых λ1, . . . , λn > 0. Для произвольного u ∈ lin a имеем, что
u = −µ1a1 − . . .− µnan (2.7)
для некоторых µ1, . . . , µn ∈ R. Выбрав произвольно C > max(µ1/λ1, . . . , µn/λn) и
положив ζi = λiC−µi (1 6 i 6 n), из (2.6) и (2.7) выводим, что u = ζ1a1+ . . .+ ζnan,
где ζ1, . . . , ζn > 0.
6)⇒ 4). Очевидно.
5)⇔ 7). См. [10, с. 165], [11, с. 49].
Следствие 2.2. Пусть d, n ∈ N. Если система точек (2.1) является слабо 0-
космежностной, то aff a = lin a.
Лемма 2.9. Если d, n ∈ N, причем n > d, и a ∈ LinGeP(Rd,n), то равносильны
утверждения:
1) a является неотрицательно зависимой;
2) a является положительно зависимой.
Доказательство. 1) ⇒ 2). Пусть a = (a1, . . . , an) и λ1a1 + . . . + λnan = 0 для неко-
торой точки λ = (λ1, . . . , λn) ∈ Rn>0 \ {0}. Ввиду условий n > d и a ∈ LinGeP(Rd,n),
для некоторой подсистемы системы a, скажем, a1, . . . , at, где t ∈ 1, n, имеем, что
λ1a1 + . . .+ λtat = 0, причем λ1, . . . , λt > 0, t > d и lin(a1, . . . , at) = Rd. По лемме 2.8
подсистема (a1, . . . , at) и, следовательно, вся система a являются неотрицательно по-
рождающими. Вновь применяя лемму 2.8, заключаем, что a является положительно
зависимой.
2)⇒ 1). Очевидно.
Лемма 2.10. Пусть d, n ∈ N. Для любой системы точек a ∈ Rd,n равносильны
утверждения:
1) a является 0-космежностной;
2) 0 ∈ int conv a;
3) a является слабо 0-космежностной векторной конфигурацией в Rd;
4) a является слабо 0-космежностной точечной конфигурацией в Rd;
5) a является слабо 0-космежностной строгой векторной конфигурацией в Rd;
6) a является неотрицательно порождающей;
7) a является положительно порождающей.
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Доказательство. 1)⇔ 6). См. [5, теорема 3.1].
3)⇔ 6)⇔ 7). Ввиду леммы 2.8.
3)⇔ 4). Ввиду следствия 2.2.
2) ⇔ 4). Условие 2) в точности означает, что 0 ∈ relint conv a и dim aff a = d.
Остается учесть лемму 2.8.
1)⇒ 5). Ввиду 1), не существует линейная гиперплоскость в Rd, содержащая все
точки системы a или все ее точки, кроме одной.
5)⇒ 3). Очевидно.
Из леммы 2.6 вытекает
Лемма 2.11. Пусть d, n, k ∈ N. Для любой системы точек a ∈ Rd,n равносильны
утверждения:
1) a является слабо k-космежностной;
2) n > k + 1 и каждое k-элементное подмножество J ⊆ 1, n задает когрань
системы точек a;
3) n > k + 1 и каждая (n − k)-компонентная подсистема системы точек a
является слабо 0-космежностной.
Лемма 2.12. Пусть d, n, k ∈ N. Для любой системы точек a ∈ Rd,n равносильны
утверждения:
1) a является k-космежностной;
2) a является слабо k-космежностной векторной конфигурацией в Rd;
3) a является слабо k-космежностной точечной конфигурацией в Rd;
4) a является слабо k-космежностной строгой векторной конфигурацией в Rd;
5) a является неотрицательно (k + 1)-порождающей;
6) a является положительно (k + 1)-порождающей;
7) n > k + 1 и каждая (n − k)-компонентная подсистема системы точек a
является 0-космежностной.
Доказательство. Пусть a = (a1, . . . , an).
1)⇒ 2)⇔ 3)⇔ 4). Ввиду леммы 2.10.
2)⇒ 1). Допустив противное, рассмотрим h ∈ Rd\{0}, для которого имеет место
неравенство card{i ∈ 1, n | (h, ai) > 0} 6 k, так что card{i ∈ 1, n | (h, ai) 6 0} > n−k.
Возможны два случая.
Случай 1. (h, ai) < 0 для некоторого i ∈ 1, n. Тогда, положив u = −h, полу-
чаем card{i ∈ 1, n | (u, ai) > 0} > n − k и card{i ∈ 1, n | (u, ai) > 0} > 1, что
противоречит 2).
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Случай 2. (h, ai) > 0 для всех i ∈ 1, n. Тогда, из h 6= 0 и a ∈ LinConf(Rd,n),
выводим, что n > card{i ∈ 1, n | (h, ai) = 0} > n − k. Поэтому (h, ai) > 0 для
некоторого i ∈ 1, n, и снова приходим к противоречию с 2).
1)⇔ 5). См. [10, с. 165], [11, с. 49].
5)⇔ 6). Ввиду леммы 2.10.
1)⇔ 7). Очевидно.
3. О двойственности Гейла и двойственности
вероятностных пространств
Стандартно определим отображение Rd,n → S¯nd−1, продолжающее операцию норми-
рования, поставив в соответствие каждой системе точек (2.1) систему точек a0 =
(a01, . . . , a
0




|ai|ai, если ai 6= 0,
0, если ai = 0
для всех i ∈ 1, n. Ясно, что оно согласовано с отношением T -эквивалентности на
Rd,n в том смысле, что a θT a0 для любой системы точек a ∈ Rd,n.
Пусть d,m ∈ N и n = d +m. Пусть система точек (2.1) имеет линейный ранг r
(0 6 r 6 d), так что dim linT (a) = r и dim(linT (a))⊥ = n− r. Выберем произвольно
базис (b1, . . . , bn−r) = T (b) линейного подпространства (linT (a))⊥. Построенную си-
стему точек b ∈ Rn−r,n будем называть векторным преобразованием Гейла системы
точек a, а систему точек b0 ∈ S¯nn−r−1 — векторной диаграммой Гейла системы точек
a. Разумеется, векторное преобразование Гейла и векторная диаграмма Гейла си-
стемы точек a ∈ Rd,n определены неоднозначно. В дальнейшем эти понятия будут
использоваться лишь в случае, когда r = d и, значит, b ∈ Rm,n, b0 ∈ S¯nm−1. В си-
лу леммы 2.1 справедлива объясняющая смысл векторной двойственности Гейла
известная (см., например, [16])
Лемма 3.1. Пусть d,m ∈ N и n = d + m. Для любых векторных конфигураций
a ∈ LinConf(Rd,n) и b ∈ LinConf(Rm,n) равносильны утверждения:
1) b является векторным преобразованием Гейла системы точек a;
2) a является векторным преобразованием Гейла системы точек b;
3) LinDep(a) = LinVal(b);
4) LinDep(b) = LinVal(a).
Следствие 3.1. Пусть d,m ∈ N и n = d + m. Любая векторная конфигурация
b ∈ LinConf(Rm,n) является векторным преобразованием Гейла некоторой вектор-
ной конфигурации a ∈ LinConf(Rd,n). Кроме того, любая векторная конфигурация
b ∈ LinConf(S¯nm−1) является векторной диаграммой Гейла некоторой векторной
конфигурации a ∈ LinConf(Rd,n).
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Рассмотрение векторных преобразований Гейла и векторных диаграмм Гейла
приводит к двум многозначным отображениям vgtd,n и vgdd,n из LinConf(Rd,n) в
LinConf(Rm,n) и из LinConf(Rd,n) в LinConf(S¯nm−1) соответственно, т.е. отображениям
vgtd,n : LinConf(Rd,n) −→ B(LinConf(Rm,n)) \ {∅},
vgdd,n : LinConf(Rd,n) −→ B(LinConf(S¯nm−1)) \ {∅},
таким, что vgtd,n(a) и vgdd,n(a) — множества всех векторных преобразований Гейла
и всех векторных диаграмм Гейла векторной конфигурации a ∈ LinConf(Rd,n).
Из лемм 2.1 и 3.1 вытекает
Следствие 3.2. Пусть d,m ∈ N и n = d +m. Тогда vgtd,n(γa) = γ−1 vgtd,n(a) для
любых a ∈ LinConf(Rd,n) и γ ∈ (R \ {0})n.
Ввиду лемм 2.2 и 3.1 имеет место
Лемма 3.2. Пусть d,m ∈ N и n = d + m. Для любых векторных конфигураций
a, a′ ∈ LinConf(Rd,n) равносильны утверждения:
1) a и a′ линейно эквивалентны;
2) vgtd,n(a) = vgtd,n(a′);
3) vgtd,n(a) ∩ vgtd,n(a′) 6= ∅;
4) a, a′ ∈ vgtm,n(b) для некоторой векторной конфигурации b ∈ LinConf(Rm,n).
Напомним, что ядерной эквивалентностью отображения ξ : U → V называется
отношение эквивалентности ϑξ на множестве U , определяемое условием
u1 ϑξ u2 ⇔ ξ(u1) = ξ(u2)
для любых u1, u2 ∈ U .
Лемма 3.3. Пусть U и V — непустые множества, а g : U → B(V ) \ {∅} и
h : V → B(U) \ {∅} — многозначные отображения, удовлетворяющие условию
v ∈ g(u)⇔ u ∈ h(v)
для любых u ∈ U и v ∈ V (т.е. определяющие взаимно обратные соответствия).
Пусть, кроме того,
g(u) = g(u′)⇔ g(u) ∩ g(u′) 6= ∅, h(v) = h(v′)⇔ h(v) ∩ h(v′) 6= ∅
для любых u, u′ ∈ U и v, v′ ∈ V . Тогда отображения
gϑg : U/ ϑgÀ V/ ϑh: hϑh ,
определяемые условиями
gϑg([u]ϑg) = [w]ϑh , h
ϑh([v]ϑh) = [t]ϑg
для любых u ∈ U и v ∈ V , где w ∈ g(u) и t ∈ h(v) — произвольно выбранные
элементы, являются взаимно обратными биекциями.
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Доказательство. Прежде всего проверим, что отображения gϑg и hϑh определены
корректно. Достаточно сделать это для отображения g. Предположив для u, u′ ∈ U
и w,w′ ∈ V , что [u]ϑg = [u′]ϑg , w ∈ g(u) и w′ ∈ g(u′), покажем, что [w]ϑh = [w′]ϑh .
Действительно, во-первых,
[u]ϑg = [u
′]ϑg ⇒ u ϑg u′ ⇒ g(u) = g(u′),
и, во-вторых,
w,w′ ∈ g(u)⇒ u ∈ h(w) ∩ h(w′)⇒ h(w) = h(w′)⇒
⇒ w ϑh w′ ⇒ [w]ϑh = [w′]ϑh .
Остается убедиться в том, что отображения gϑg и hϑh являются взаимно обрат-
ными биекциями, вычисляя произведения hϑhgϑg и gϑghϑh . Например, для произ-
вольных u ∈ U и w ∈ g(u), учитывая, что u ∈ h(w), находим, что (hϑhgϑg)([u]ϑg) =
hϑh([w]ϑh) = [u]ϑg .
Специализацией леммы 3.3 для случая векторных преобразований Гейла, воз-
можность которой обеспечивают леммы 3.1 и 3.2, получается




d,n)/ θlinÀ LinConf(Rm,n)/ θlin: vgt
θlin
m,n (3.1)
являются взаимно обратными биекциями.
Пусть θ — отношение эквивалентности на множестве LinConf(Rd,n), которое
грубее линейной эквивалентности, т.е. θlin⊆θ. Оно задает разбиение Q множества
LinConf(Rd,n), каждый элемент которого является объединением классов линейной
эквивалентности. Разбиение Q определяет разбиение








Соответствующее отношение эквивалентности θ∗=θ∗d,n на множестве LinConf(Rm,n)
условимся называть векторно двойственным к отношению эквивалентности θ. Оно
может быть охарактеризовано условием
a θ a′ ⇔ b θ∗ b′
для любых a, a′ ∈ LinConf(Rd,n), b ∈ vgtd,n(a) и b′ ∈ vgtd,n(a′). Отметим, что θ∗lin=θlin.




d,n)/ θÀ LinConf(Rm,n)/ θ∗: vgtθ∗m,n, (3.2)
78 Моделирование и анализ информационных систем Т.19, №2 (2012)
причем vgtθd,n([a]θ) = [c]θ∗ и vgt
θ∗
m,n([b]θ∗) = [q]θ для любых a ∈ LinConf(Rd,n) и
b ∈ LinConf(Rm,n), где c ∈ vgtd,n(a) и q ∈ vgtm,n(b) — произвольно выбранные эле-
менты. Будем говорить, что подмножества U ⊆ Rd,n и V ⊆ Rm,n θ-согласованы
относительно векторной двойственности Гейла, если они удовлетворяют услови-
ям U ∩LinConf(Rd,n) 6= ∅, V ∩LinConf(Rm,n) 6= ∅ и взаимно обратные биекции (3.2)
индуцируют взаимно обратные биекции
ϕ
θ
d,n : LinConf(U)/ θÀ LinConf(V )/ θ∗: ϕθ
∗
m,n, (3.3)
т.е. для любых a ∈ LinConf(Rd,n) и b ∈ vgtd,n(a)
[a]
LinConf(Rd,n)
θ ∩ LinConf(U) 6= ∅⇔ [b]LinConf(R
m,n)
θ∗ ∩ LinConf(V ) 6= ∅.
Подмножество X ⊆ Rd назовем θ-насыщенным, если для всякого c ∈ LinConf(Rd,n)
найдется a ∈ LinConf(Xn), для которого a θ c (т.е.Xn и Rm,n являются θ-согласован-
ными относительно векторной двойственности Гейла). Если X ⊆ Rd и Y ⊆ Rm
являются соответственно θ-насыщенным и θ∗-насыщенным подмножествами, то Xn
и Y n θ-согласованы относительно векторной двойственности Гейла.
Итак, предложенный способ конструирования взаимно обратных биекций между
фактормножествами множеств LinConf(U) и LinConf(V ), где U ⊆ Rd,n и V ⊆ Rm,n,
индуцированных векторной двойственностью Гейла, включает два этапа. На первом
выбирается отношение эквивалентности θ⊇θlin на множестве LinConf(Rd,n), кото-
рое определяет векторно двойственное отношение эквивалентности θ∗ на множестве
LinConf(Rm,n). На втором этапе выбираются θ-согласованные относительно вектор-
ной двойственности Гейла подмножества U ⊆ Rd,n и V ⊆ Rm,n. В итоге получаем





θ ) = [c]
LinConf(Rm,n)





θ∗ ) = [q]
LinConf(Rd,n)
θ ∩ LinConf(U)
для любых a ∈ LinConf(U) и b ∈ LinConf(V ), где c ∈ vgtd,n(a) и q ∈ vgtm,n(b) —
произвольно выбранные элементы.
Примером отношения эквивалентности θ⊇θlin на множестве LinConf(Rd,n) может
служить отношение T -эквивалентности θT (см. следствие 2.1).
Лемма 3.5. Пусть d,m ∈ N и n = d + m. Отношения T -эквивалентности θd,nT
и θm,nT на множествах LinConf(Rd,n) и LinConf(Rm,n) являются векторно двой-
ственными друг другу.
Доказательство. Прежде всего напомним, что θd,nlin ⊆θd,nT в силу следствия 2.1. Оста-
ется показать, что если a, a′ ∈ LinConf(Rd,n), b ∈ vgtd,n(a) и b′ ∈ vgtd,n(a′), то
a θd,nT a
′ ⇔ b θm,nT b′. (3.4)
Поскольку по лемме 2.4
a θd,nT a
′ ⇔ ∃ γ ∈ Rn>0 a′ θlin γa,
выполнение (3.4) легко обосновывается с помощью леммы 3.2 и следствия 3.2.
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С помощью леммы 3.5 немедленно получается
Лемма 3.6. Пусть d,m ∈ N и n = d+m. Если X и Y являются θT -насыщенными



























для любых a ∈ LinConf(Xn) и b ∈ LinConf(Y n), где c ∈ vgtd,n(a) и q ∈ vgtm,n(b) —
произвольно выбранные элементы.
Из леммы 2.4 вытекает
Лемма 3.7. Пусть d, n ∈ N; t ∈ 1, n; I = (i1, . . . , it), где 1 6 i1 < . . . < it 6 n, —
подсистема системы чисел (1, 2, . . . , n); a, a′ ∈ Rd,n; aI , a′I ∈ Rd,t — I-подсистемы
систем точек a и a′. Если a θT a′, то aI θT a′I .
Лемма 3.8. Предположим, что d, n ∈ N; k ∈ N ∪ {0}; j, t ∈ 1, n; I = (i1, . . . , it),
где 1 6 i1 < . . . < it 6 n, — подсистема системы чисел (1, 2, . . . , n); r ∈ 0,min(d, n);
a, a′ ∈ Rd,n; a θT a′. Рассмотрим следующие свойства системы точек из Rd,n:
1) j-й компонентой системы является точка 0;
2) линейный ранг системы равен r;
3) система является векторной конфигурацией в Rd;
4) система является строгой векторной конфигурацией в Rd;
5) точки системы находятся линейно в общем положении;
6) система является неотрицательно зависимой;
7) система является векторно k-смежностной;
8) всякая ненулевая линейная зависимость (λ1, . . . , λn) ∈ Rn системы содержит
хотя бы одну положительную компоненту λi с номером i ∈ {i1, . . . , it};
9) система является слабо k-космежностной;
10) система является k-космежностной;
11) I-подсистема системы является 0-космежностной системой точек из Rd,t.
Если a обладает одним из свойств 1)–11), то и a′ обладает тем же свойством
(т.е. свойства 1)–11) инвариантны относительно группы GLT (Rd,n)).
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Доказательство. 1), 2). Справедливость утверждения леммы для этих свойств лег-
ко устанавливается с помощью леммы 2.1.
3). Ввиду уже доказанного утверждения для свойства 2).
6)–8). Инвариантность этих свойств относительно группы GL(Rd) очевидна, а
инвариантность относительно группы Rn>0 получается с учетом леммы 2.1.
9) Для случая k = 0 обоснование такое же, как для свойств 6)–8). Для случая
k > 1 используем уже доказанное для случая k = 0 и леммы 2.11, 3.7.
10) Применяем леммы 2.10, 2.12 и уже доказанное для свойств 3), 9).
4), 5), 11). Используем лемму 3.7 и уже доказанное для свойств 3), 2), 10) соот-
ветственно.
Лемма 3.9. Пусть d, n ∈ N. Для любой системы точек a ∈ Rd,n равносильны
утверждения:
1) a является векторно 0-смежностной;
2) a не является неотрицательно зависимой.
Если a ∈ LinConf(Rd,n), то утверждениям 1)–2) равносильно
3) существует открытое линейное полупространство в Rd, содержащее все
точки системы a.
Если a ∈ LinConf(Rd,n) и d > 2, то утверждениям 1)–3) равносильно
4) a θT
←−
b для некоторой системы точек b ∈ Rd−1,n.
Доказательство. 1)⇔ 2). Очевидно.
2)⇔ 3). См. [16, с. 156].
3) ⇒ 4). Пусть a = (a1, . . . , an). Ввиду 3), существует h ∈ Sd−1 такой, что для
всякого i ∈ 1, n выполняется неравенство (h, ai) > 0. Положив e′1 = h, дополним век-
тор e′1 до ортонормированного базиса (e′1, . . . , e′d) векторного пространства Rd. Пусть
вектор ai (1 6 i 6 n) имеет координаты (u1i , . . . , udi ) в базисе (e′1, . . . , e′d) и C ∈ Rd×d —
матрица перехода от стандартного базиса (e1, . . . , ed) к базису (e′1, . . . , e′d). Для си-
стемы точек u = (u1, . . . , un) ∈ Rd,n, где ui = (u1i , . . . , udi ) ∈ Rd (1 6 i 6 n), имеем,
что M(a)C = M(u) и u1i = (e′1, ai) > 0 (1 6 i 6 n). Следовательно, для некоторой
системы точек b ∈ Rd−1,n получаем, что Dγ M(a)C = M(←−b ), где
Dγ =
γ1 . . . 0... . . . ...
0 . . . γn
 ∈ Rn×n, γi = (u1i )−1 > 0 (1 6 i 6 n).
Применяя лемму 2.4, заключаем, что a θT
←−
b .
4)⇒ 1). Ввиду 0-смежностности системы точек b и леммы 3.8.
Лемма 3.10. Пусть d,m ∈ N; n = d+m; k ∈ N∪{0}; j, t ∈ 1, n; I = (i1, . . . , it), где
1 6 i1 < . . . < it 6 n, — подсистема системы чисел (1, 2, . . . , n); a ∈ LinConf(Rd,n)
и b ∈ LinConf(Rm,n); aI ∈ Rd,t и bI ∈ Rm,t — I-подсистемы систем точек a и b.
Рассмотрим следующие свойства векторной конфигурации a:
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1) j-й компонентой конфигурации a является точка 0;
2) a является векторной конфигурацией из LinConf(Xn), где X = Rd \{0} ⊆ Rd;
3) точки конфигурации a находятся линейно в общем положении;
4) a является неотрицательно зависимой;
5) a является векторно k-смежностной;
6) всякая ненулевая линейная зависимость (λ1, . . . , λn) ∈ Rn содержит хотя бы
одну положительную компоненту λi с номером i ∈ {i1, . . . , it}.
Рассмотрим, кроме того, свойства векторной конфигурации b:
1*) система векторов, получающаяся из b удалением j-й компоненты, не явля-
ется векторной конфигурацией в Rm;
2*) b является строгой векторной конфигурацией в Rm;
3*) точки конфигурации b находятся линейно в общем положении;
4*) существует замкнутое линейное полупространство в Rm, содержащее все
точки системы b;
5*) b является k-космежностной;
6*) bI является 0-космежностной системой точек из Rm,t.
Если b является векторным преобразованием Гейла векторной конфигурации a, то
для любого q ∈ 1, 6 условия q) и q*) равносильны (т.е. свойства q) и q*) являются
векторно двойственными друг другу).
Доказательство. Пусть a = (a1, . . . , an) и b = (b1, . . . , bn).
1)⇔ 1∗). Учитывая леммы 2.1 и 3.1, находим, что
aj = 0⇔ linT (a) ⊆ (lin(ej))⊥ ⇔ (linT (a))⊥ ⊇ lin(ej)⇔ ej ∈ LinVal(b).
Остается убедиться в том, что включение ej ∈ LinVal(b) равносильно неравенству
dim lin(b1, . . . , bj−1, bj+1, . . . , bn) < m. Действительно, условие ej ∈ LinVal(b) озна-
чает существование точки h = (h1, . . . , hm) ∈ Rm, являющейся решением системы
уравнений 
(h, b1) = 0,
. . . . . . . . . . . .
(h, bj−1) = 0,
(h, bj) = 1,
(h, bj+1) = 0,
. . . . . . . . . . . .
(h, bn) = 0.
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Поскольку b ∈ LinConf(Rm,n), разрешимость этой системы уравнений эквивалентна
существованию гиперплоскости (u, x) = 0 с нормальным вектором u ∈ Rm \ {0}, со-
держащей b1, . . . , bj−1, bj+1, . . . , bn, т.е. условию dim lin(b1, . . . , bj−1, bj+1, . . . , bn) < m.
2)⇔ 2∗). Вытекает из уже доказанной эквивалентности 1)⇔ 1∗).
3) ⇔ 3∗). Достаточно показать, что 3) ⇒ 3∗). Рассуждая от противного, пред-
положим, что выполняется 3), но система точек b обладает линейно зависимой m-
компонентной подсистемой (bj1 , . . . , bjm), где 1 6 j1 < . . . < jm 6 n. Тогда найдется
точка λ = (λ1, . . . , λn) ∈ LinDep(b) \ {0} = LinVal(a) \ {0} такая, что λj = 0 для всех
j ∈ 1, n\{λj1 , . . . , λjm}. Поэтому λ = ((h, a1), . . . , (h, an)) для некоторого h ∈ Rd\{0},
откуда выводим, что h ∈ (lin{aj | j ∈ 1, n\{λj1 , . . . , λjm}})⊥ = 0, чего быть не может.
4)⇔ 4∗); 5)⇔ 5∗); 6)⇔ 6∗). Непосредственно получаются с помощью равенства
LinDep(a) = LinVal(b) (см. лемму 3.1).
Отметим, что леммы 3.8 и 3.10 реализуют естественный подход к построению
двух θT -согласованных относительно векторной двойственности Гейла подмножеств
U ⊆ Rd,n и V ⊆ Rm,n. А именно, если свойство P системы точек a ∈ Rd,n и свой-
ство Q системы точек b ∈ Rm,n нетривиальны (т.е. обладающие ими векторные кон-
фигурации существуют), инвариантны относительно отношения T -эквивалентности
и индуцированные ими свойства векторных конфигураций векторно двойственны
друг другу, то подмножества U ⊆ Rd,n и V ⊆ Rm,n, образованные системами то-
чек, обладающими свойствами P и Q соответственно, являются θT -согласованными
относительно векторной двойственности Гейла. Примерами в силу данных выше
определений и лемм 3.8, 3.10 служат:
1) U = Xn и V = Y n, где X ⊆ Rd и Y ⊆ Rm — любые θT -насыщенные подмноже-
ства (например, в качестве X можно взять Rd, Bd или S¯d−1);
2) U = LinSConf(Xn) и V = Y n, где X ⊆ Rd — любое θT -насыщенное подмноже-
ство, а Y — это Rm \ {0} или Sm−1;
3) U = LinSConf(Xn) и V = LinSConf(Y n), где X — это Rd \ {0} или Sd−1, а Y —
это Rm \ {0} или Sm−1;
4) U = LinGeP(Xn) и V = LinGeP(Y n), где X ⊆ Rd и Y ⊆ Rm — любые θT -
насыщенные подмножества;
5) U = VNk(Xn) и V = CNk(Y n), где k ∈ 0, bd/2c, X ⊆ Rd и Y ⊆ Rm — про-
извольные θT -насыщенные подмножества, VNk(Xn) и CNk(Y n) — множества
всех векторно k-смежностных систем точек из Xn и всех k-космежностных
систем точек из Y n.
Лемма 3.11. Пусть d, n ∈ N; n > d; a ∈ LinGeP(Rd,n). Пусть существует за-
мкнутое линейное полупространство в Rd, содержащее все точки системы a. То-
гда существует открытое линейное полупространство в Rd, обладающее этим
свойством.
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Доказательство. Прежде всего заметим, что из условий n > d и a ∈ LinGeP(Rd,n)
следует, что a ∈ LinConf(Rd,n). Привлекая произвольную векторную конфигура-
цию b ∈ vgtd,n(a), с помощью лемм 3.10, 2.9, 2.8, 2.10 получаем соответственно,
что b является неотрицательно зависимой системой точек линейно общего положе-
ния, положительно зависимой, слабо 0-космежностной, 0-космежностной. Повторно
применяя лемму 3.10, заключаем, что векторная конфигурация a является векторно
0-смежностной. Остается учесть лемму 3.9.
Вероятностное пространство P = (Ω,B,P) называется абсолютно симметрич-
ным [15, 3], если
1) Ω ⊆ Rd,n для некоторых d, n ∈ N;
2) LinGeP(Ω) ∈ B и P(LinGeP(Ω)) = 1;
3) σB ∈ B и P(σB) = P(B) для любых σ ∈ Un2 и B ∈ B.
Замечание 3.1. В том случае, когда d, n ∈ N и вероятностное пространство P =
(Ω,B,P) абсолютно симметрично, причем Ω = Xn или Ω = LinConf(Xn) для некото-
рого подмножества X ⊆ Rd,n, X является центрально симметричным (с центром в
точке 0). Действительно, положим σ0 = (−1, 1, . . . , 1) ∈ Un2 . Если Ω = Xn, то для лю-
бого x ∈ X имеем, что (−x, x . . . , x) ∈ σ0Ω ⊆ Ω, и, следовательно, −x ∈ X. Если же
Ω = LinConf(Xn), то произвольная фиксированная система точек (x1, . . . , xn) ∈ Ω
содержит подсистему (xi1 , . . . , xid), являющуюся базисом векторного пространства
Rd. Для любого x ∈ X \ {0} по теореме Штейница о замене найдется k ∈ 1, d та-




x, если j = ik,
xj, если j ∈ 1, n \ {ik},
получаем включение (x, y1, . . . , yik−1, yik+1, . . . , yn) ∈ Ω, из которого вытекает, что
(−x, y1, . . . , yik−1, yik+1, . . . , yn) ∈ σ0Ω ⊆ Ω и, следовательно, −x ∈ X.
Вероятностное пространство P = (Ω,B,P) называется векторно гейловским [3], если
1) Ω = LinConf(Xn) для некоторых d, n ∈ N (n > d) и θT -насыщенного подмно-
жества X ⊆ Rd;
2) для любых B ∈ B, b ∈ B, a ∈ Ω из a θT b следует, что a ∈ B.
С каждым таким пространством P и θT -насыщенным подмножеством Y ⊆ Rm,
где m = n − d, ассоциируем вероятностное пространство P∗Y = (Ω∗,B∗,P∗), опреде-
ляемое условиями:
1) Ω∗ = LinConf(Y n);
2) B∗ = {B∗ | B ∈ B}, где B∗ = ⋃b∈B ϕθTd,n([b]θT );
3) P∗(B∗) = P(B) для всех B ∈ B.
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Вероятностное пространство P∗Y называется Y -двойственным [3] к векторно гей-
ловскому вероятностному пространству P.
Основной результат статьи составляет
Теорема 3.1. Пусть d,m ∈ N; n = d + m; X и Y являются θT -насыщенными
подмножествами в Rd и Rm соответственно; P — векторно гейловское вероят-
ностное пространство с пространством исходов LinConf(Xn). Тогда
1) вероятностное пространство P∗Y также является векторно гейловским;
2) если Y центрально симметрично (с центром в точке 0) и P абсолютно сим-
метрично, то и P∗Y абсолютно симметрично;
3) (P∗Y )∗X = P.
Доказательство. 1), 3). Ввиду леммы 3.6.
2) Вероятностное пространство P∗Y удовлетворяет первому условию из определе-
ния абсолютно симметричного вероятностного пространства очевидным образом, а
второму — в силу равенства LinGeP(Ω∗) = (LinGeP(Ω))∗, вытекающему из лемм 3.8
и 3.10.
Проверке выполнения третьего условия для P∗Y предпошлем обоснование следу-
ющего факта
∀α ∈ Rn ∀ a, b ∈ Rd,n (a θT b⇒ αa θT αb). (3.5)
Действительно, применяя лемму 2.4 и используя обозначения из ее формулировки,
находим, что для любых α ∈ Rn и a, b ∈ Rd,n условие a θT b влечет за собой, что
M(b) = Dγ M(a)V для некоторых точки γ ∈ Rn>0 и невырожденной d × d-матрицы
V . Отсюда выводим, что DαM(b) = DαDγ M(a)V = DγDαM(a)V , т.е. M(αb) =
Dγ M(αa)V и αa θT αb. Из (3.5) непосредственно следует, что
∀α ∈ (R \ {0})n ∀ a, b ∈ Rd,n (a θT b⇔ αa θT αb). (3.6)
В дополнение к (3.5) и (3.6) отметим, что в силу неизменности ранга матрицы при
элементарных преобразованиях над строками
∀α ∈ (R \ {0})n ∀ a ∈ Rd,n (a ∈ LinConf(Rd,n)⇔
⇔ αa ∈ LinConf(Rd,n)). (3.7)
Ввиду абсолютной симметричности P, для завершения доказательства абсолют-
ной симметричности P∗Y остается убедиться в том, что σB∗ = (σB)∗ для любых
σ ∈ Un2 и B ∈ B. С учетом (3.6), (3.7), следствия 3.2 и центральной симметричности
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Y относительно точки 0 для любого u имеем цепочку эквивалентностей:
u ∈ σB∗ ⇔ σu ∈ B∗ ⇔
{
σu ∈ LinConf(Y n)
∃ b ∈ B ∃ c ∈ vgtd,n(b) σu θT c ⇔
⇔
{
u ∈ LinConf(Y n)
∃ b ∈ B ∃ c ∈ vgtd,n(b) u θT σc ⇔
⇔
{
u ∈ LinConf(Y n)
∃ b ∈ B ∃ v ∈ σ vgtd,n(b) u θT v ⇔
⇔
{
u ∈ LinConf(Y n)




1. БрёнстедА. Введение в теорию выпуклых многогранников. М.: Мир, 1988.
2. БродскийА.Г. O 2-смежностных многогранниках и конструкции Гейла // Мо-
делирование и анализ информационных систем. 2009. Т. 16, №2. С. 5–21.
3. БродскийА.Г. О двойственности Гейла и k-смежностных случайных многогран-
никах // Заметки по информатике и математике: сб. науч. ст. Вып. 2 / отв.
ред. А.Н.Морозов; Яросл. гос. ун-т им. П.Г.Демидова. Ярославль: ЯрГУ, 2010.
С. 28-33.
4. ЕмеличевВ.А., КовалевМ.М., КравцовМ.К. Многогранники, графы, оптимиза-
ция (комбинаторная теория многогранников). М.: Наука, 1981.
5. DavisC. Theory of positive linear dependence // American Journal of Mathematics.
1954. V. 76. P. 733–746.
6. EwaldG. Combinatorial convexity and algebraic geometry (Graduate Texts in Math-
ematics. V. 168). New York: Springer, 1996.
7. GaleD. Neighboring vertices on a convex polyhedron // Linear inequalities and re-
lated systems / H.W.Kuhn, A.W.Tucker, Eds. (Annals of Mathematics Studies.
№38). Princeton, New Jersey: Princeton University Press, 1956. P. 255–263.Имеет-
ся русский перевод: ГейлД. Соседние вершины на выпуклом многограннике //
Линейные неравенства и смежные вопросы / Под ред. Г.У.Куна и А.У.Таккера.
М.: ИЛ, 1959. С. 355–362.
8. GaleD. Neighborly and cyclic polytopes // American Mathematical Society Sym-
posium on Convexity (Proceedings of Symposia in Pure Mathematics. V. 7). Prov-
idence, R.I.: American Mathematical Society, 1963. P. 225–232.
9. Gru¨nbaumB. Convex polytopes (Graduate Texts in Mathematics. V. 221). Second
edition prepared by V.Kaibel, V.Klee and G.M. Ziegler. New York: Springer, 2003.
86 Моделирование и анализ информационных систем Т.19, №2 (2012)
10. MarcusD.A. Minimal positive 2-spanning sets of vectors // Proceedings of the Amer-
ican Mathematical Society. 1981. V. 82, №2. P. 165–172.
11. MarcusD.A. Gale diagrams of convex polytopes and positive spanning sets of vec-
tors // Discrete Applied Mathematics. 1984. V. 9. P. 47–67.
12. McMullenP. Transforms, diagrams and representations // Contributions to Geom-
etry. Proceedings of Geometry Symposium, Siegen 1978 / J.To¨lke, J.Wills, Eds.
Basel: Birkhau¨ser, 1979. P. 92–130.
13. SanyalR., ZieglerG.M. Construction and analysis of projected deformed products //
Discrete and Computational Geometry. 2010. V. 43, №2. P. 412–435.
14. WebsterR. Convexity. New York: Oxford University Press, 1994.
15. Wendel J.G. A problem in geometric probability // Mathematica Scandinavica.
1962. V. 11. P. 109–111.
16. ZieglerG.M. Lectures on polytopes (Graduate Texts in Mathematics. V. 152). New
York: Springer, 1995.
Gale Duality and the Neighborliness of Random Polytopes. I
Brodskiy A.G.
Keywords: Gale duality, k-neighborly polytope, probability space
We construct the duality for special probability spaces using the Gale duality.
Сведения об авторе:
Бродский Алексей Германович,
ООО «Яндекс»,
руководитель службы разработки
