In this paper, we study moving-target search, where an agent (= hunter) has to catch a moving target (= prey). The agent does not necessarily know the terrain initially but can observe it within a certain sensor range around itself. It uses the strategy to always move on a shortest presumed unblocked path toward the target, which is a reasonable strategy for computer-controlled characters in video games. We study how the agent can find such paths faster by exploiting the fact that it performs A* searches repeatedly. To this end, we extend Adaptive A*, an incremental heuristic search method, to moving-target search and demonstrate experimentally that the resulting MT-Adaptive A* is faster than isolated A* searches and, in many situations, also D* Lite, a state-of-the-art incremental heuristic search method. In particular, it is faster than D* Lite by about one order of magnitude for moving-target search in known and initially unknown mazes if both search methods use the same informed heuristics.
INTRODUCTION
Moving-target search is the problem of catching a moving target in known or initially unknown terrain [1] . For example, computercontrolled characters in video games often need to chase other characters, including characters of the human players, despite having incomplete knowledge of the terrain. They always observe the terrain within their limited field of view and then remember it for future use but do not necessarily know the terrain initially or how it changes over time. The movement strategies of the computer have to satisfy several properties for moving-target search: 1) They should look believable. 2) They need to be challenging. 3) They should not be so good that the human players have no chance of escaping. 4) It must be possible to calculate them fast to enable the computer to move smoothly and without delay. A minimax strategy would allow the computer to corner its target, if possible, but might be too challenging for the human players and, most importantly, is time-consuming to compute. One possible strategy is the following one: The computer always moves on a shortest presumed unblocked path toward its target. This movement strategy looks believable, is challenging but not too challenging and can be calculated reasonably fast. It also applies to following (and catching up) with friendly characters in video games. Many computer-controlled characters can chase their targets at the same time in video games and each computer-controlled character needs to search repeatedly. It is therefore important for the searches to be as fast as possible since the computer needs to move smoothly and without delay even if it has a slow processor and the other game components use most of the available processor cycles. We study how the computer can find shortest paths faster by exploiting the fact that it performs A* searches repeatedly. We extend Adaptive A* [7] , an incremental heuristic search method, to movingtarget search and demonstrate experimentally that the resulting MTAdaptive A* is faster than isolated A* searches and, in many situations, also D* Lite [5] , a state-of-the-art incremental heuristic search method.
MOVING-TARGET SEARCH
We study a version of moving-target search in which an agent and a target move around in a gridworld. A gridworld is a discretization of terrain into square cells that are each either blocked or unblocked. The agent and the target can both move from their current cell to any one of the four adjacent cells, as long as that cell is unblocked and still part of the gridworld. The agent always knows which (unblocked) cell it is in and which (unblocked) cell the target is in. Initially, the agent does not necessarily know which cells are blocked but it can always sense the blockage status of its four adjacent cells. Every move takes one time step for the agent and thus has cost one. The goal of the agent is to occupy the same cell as the target ("catch the target"). The agent always moves on a shortest presumed unblocked path (= a path that is not known to be blocked according to its current knowledge) from its current cell toward the current cell of the target (freespace assumption). If this path turns out to be blocked during execution or the target moves, then the agent stops following its path, finds another shortest presumed unblocked path from its current cell to the current cell of the target, taking into account the blockages that it knows about, and then moves along the new path, until it either catches the target or determines that it cannot catch the target because there is no shortest presumed unblocked path and it is thus separated from the target by blockages. An agent with this optimistic movement strategy is guaranteed to catch the target if it is not separated from it by blockages and the target either moves more slowly than the agent (for example, does not move from time to time) or moves suboptimally from time to time. Consider the gridworld from Figure 1 . Black cells are blocked, and white cells are unblocked. The current cell of the agent is marked A, and the current cell of the target is marked T. Figure 2 illustrates the movement strategy of the agent in this gridworld. (The target does not move much in this example, different from our experiments.) Black cells are known to be blocked by the agent. White cells are either known to be unblocked or not known to be blocked and thus presumed to be unblocked. The arrow shows a shortest presumed unblocked path from the current cell of the agent (marked A) to the current cell of the target (marked T). In the first figure, the agent finds a shortest presumed unblocked path and then follows it for three movements. In the fourth figure, the agent finds a new shortest presumed unblocked path (since it observed its previous path to be blocked and the target to move) and then follows it for one movement. In the fifth figure, the agent finds another shortest presumed unblocked path (since it observed the target to move), and so on. We assume here for simplicity that the border of the gridworld is known to be blocked, and that the agent and the target have sensor range one, move in the four main compass directions, move by at most one cell and that every move has cost one, although these assumptions are not necessary. It is crucial, however, that blockages cannot change and the agent cannot forget about them.
EXISTING APPROACHES
Incremental heuristic search can be used to speed up the calculation of the paths. Incremental search methods reuse information from previous searches to find solutions to series of similar search problems potentially faster than isolated searches (which is important if the world or the agent's knowledge of the world change over time), while heuristic search methods -such as A* [13] -use heuristic knowledge in form of approximations of the goal distances to focus the search and solve search problems potentially faster than uninformed search methods. Incremental heuristic search methods combine these two approaches. The dominant line of incremental heuristic search methods, we call them LPA* variants, transforms the search tree of the previous (= immediately preceeding) A* search into the search tree of the current A* search, which requires the root of the search trees to remain unchanged in order for the A* search tree of the previous search to be re-usable. The overhead of LPA* variants over A* is substantial but they can decrease the number of state expansions dramatically and are then faster than A*. In particular, transforming the search tree of the previous A* search into the search tree of the current search can be faster than constructing the A* search tree of the current search from scratch if the two search trees are similar, which tends to be the case in our examples if only a small number of cells change their blockage status and these cells are close to the goal state. It can also be slower than constructing the search tree of the current search from scratch if the two search trees are different. In this case, LPA* variants should not be used since isolated A* searches are faster. A more detailed discussion of LPA* variants can be found in [10] . Some moving-target search methods use an amount of memory that is super-linear in the size of the gridworlds or implement navigation strategies different from ours, including navigation strategies that do not find complete paths [4] . We are not interested in them in this paper since they are based on different assumptions.
Stationary-Target Search
The first LPA* variant, D* [14] , was originally developed in the context of a version of our moving-target search problem where the target does not move (stationary-target search). D* Lite [5] was later developed as an extension of LPA* [6] that results in a simple version of D* that is as fast as D* but easier to implement, understand and extend. We therefore use D* Lite in this paper. D* Lite repeatedly finds shortest paths in state spaces with the same start state but possibly different goal states whose action costs can increase or decrease between searches. It searches from the target to the current cell of the agent for stationary-target search since the agent moves but the target remains stationary. This way, the root of the search trees remains unchanged and the search tree of the previous search is re-usable. D* Lite is typically faster than isolated A* searches for stationary-target search since the agent observes blockages only around its current cell, which is the goal state. Thus, the search trees of the previous and current search are similar and the transformation of the search tree of the previous search into the search tree of the current search is fast.
Moving-Target Search
It is not straight-forward to apply D* Lite to moving-target search since both the agent and the target move but the root of the search trees needs to remain unchanged. D* Lite can search . D* Lite searches from the target to the current cell of the agent since the agent moves but the target remains stationary on the target-centric map and thus needs to be the root of the search trees. We expect a target-centric version of D* Lite to be faster than an agent-centric version of D* Lite for stationary-target search, for two reasons: First, the map then does not need to be shifted repeatedly to keep the target in its center. Second, the changes in the map then occur only close to the current cell of the agent, which is the goal state. Thus, the search trees of the previous and current search are similar, and the transformation of the search tree of the previous search into the search tree of the current search is fast. However, we expect the runtime advantage of D* Lite over isolated A* searches to be smaller or even non-existent for moving-target search rather than stationary-target search because many cells can change their blockage status on a target-centric map when the target moves since the map then needs to be shifted repeatedly to keep the target in its center. In this case, many cells on the map can change their blockage status, including cells close to the start state. From the third to the fourth figure in Figure 4 , for example, cells C6, D6, E3, E6, F4, and F6 become unblocked and cells B7, C2, C7, D2, D4, D7, E2, E4, E7, F2, F5, F7, and G7 become blocked. This slows down D* Lite since it needs to perform bookkeeping operations for each cell that changes its blockage status. Furthermore, this makes the search trees of the previous and current search different. The transformation of the search tree of the previous search into the search tree of the current one is thus slow. We therefore develop a different incremental heuristic search approach to moving-target search.
NEW APPROACH: MT-ADAPTIVE A*
Instead of building on LPA* variants, we build on Adaptive A*, an incremental heuristic search method that works according to a completely different principle. Adaptive A* [7] repeatedly finds shortest paths in state spaces with possibly different start states but the same goal state whose action costs can increase (but not decrease) between searches. It uses A* searches to find the shortest paths. However, it updates the h-values after each search to make them more informed and thus future searches more focused.
Notation
We use the following notation to describe Adaptive A* in arbitrary state spaces rather than the special case of gridworlds: S denotes the finite set of states. sstart denotes the start state, and starget denotes the goal state. A(s) denotes the finite set of actions that can be executed in state s. c(s, a) > 0 denotes the cost of executing action a ∈ A(s) in state s, and succ(s, a) denotes the resulting successor state. The start state can change from search to search, and the action costs can increase (but not decrease) from search to search. Each search of Adaptive A* finds a shortest path from the current start state to the goal state according to the current action costs. The user-supplied initial h-values H(s, s ) estimate the distance from any state s to any state s and need to be consistent [13] , that is, satisfy the triangle inequality: H(s , s ) = 0 and H(s, s ) ≤ c(s, s ) + H(s , s ) for every successor state s of state s. (We use the Manhattan distances in our examples.)
Review of A*
Adaptive A* performs A* searches. A* [2] is a heuristic search method for finding shortest paths in state spaces. For every state s, the user supplies a consistent h-value h(s) := H(s, starget) that estimates the goal distance of state s. For every state s encountered during the search, A* maintains three values: a g-value g(s) (which is infinity initially), which is the length of the shortest discovered path from the start state to state s; an f-value f (s) := g(s) + h(s), which estimates the distance from the start state via state s to the goal state; and a tree-pointer tree(s) (which is undefined initially), which is used to identify a shortest path after the search. A* then operates as follows: It maintains a priority queue, called OPEN list (which contains only the start state initially). A* removes a state s with the smallest f-value from the OPEN list. If the f-value of state s is no smaller than the f-value (or, equivalently, the g-value) of the goal state, it terminates. Otherwise, it expands state s, meaning that it inserts state s into the CLOSED list (which is empty initially) and then performs the following operations for each action that can be executed in state s and results in a successor state whose g-value is larger than the g-value of state s plus the action cost: First, it sets the g-value of the successor state to the g-value of state s plus the action cost. Second, it sets the tree-pointer of the successor state to point to state s. Finally, it inserts the successor state into the OPEN list if it was not there already. (We say that it generates a state when it inserts the state for the first time into the OPEN list.) It then repeats the process. After termination, the g-value of every expanded state (= state in the CLOSED list) is equal to the distance from the start state to the state, and following the tree-pointers from the goal state to the start state identifies a shortest path from the start state to the goal state in reverse.
Principle of Adaptive A*
The principle behind Adaptive A* is easy to describe. Let s denote any state that was expanded during an A* search and g(s) denote its g-value after the search. Then, g(s) is the distance from the start state to state s, and g(starget) is the distance from the start state to the goal state, that is, the length of the shortest discovered path from the start state to the goal state. Adaptive A* updates the h-values of all states s that were expanded during the search as follows:
It has to update the h-values after the search rather than during the search because it needs to know the length of the shortest discovered path, which is only known after the search. It turns out that the new h-values are consistent and dominate the previous hvalues at least weakly [8] , that is, cannot be smaller for any state. Thus, any A* search with the new h-values cannot expand more states than an otherwise identical A* search with any of the earlier h-values, including the user-supplied initial h-values. It therefore cannot be slower (except possibly for the small amount of overhead introduced by the bookkeeping actions), but will often expand fewer states and thus be faster. This principle has been used in [3] and later resulted in the independent development of Adaptive A*. The overhead of Adaptive A* over A* is small. In particular, it is smaller than the one of LPA* but Adaptive A* typically does not decrease the number of state expansions as much as LPA*. A more detailed discussion of Adaptive A* can be found in [8] .
Stationary-Target Search
Adaptive A* applies in a straight-forward way to stationarytarget search since it applies to search problems with changing start states and increasing action costs [7] . It searches from the current cell of the agent to the target since the agent moves but the target remains stationary and thus needs to be the goal since the goal needs to remain unchanged. Initially, all action costs are one. Whenever the agent discovers a blockage, it increases the costs of all actions that enter or leave the blocked cell from one to infinity.
Eager MT-Adaptive A*
Adaptive A* has not been applied to moving-target search since then both the agent and the target move but the goal needs to remain unchanged. We apply it to moving-target search by extending it to the case where the goal state changes between searches. This is not straight-forward since the h-values estimate the goal distances and thus need to be corrected when the goal state changes. Adaptive A* could attempt to calculate (over time) the distances between any two states but we only want to use an amount of memory that is linear in the size of the state space. We therefore continue to use a version of Adaptive A* that uses only the results of the previous search. MT-Adaptive A* (= Adaptive A* for moving-target search) continuously updates the h-values to make them more informed but now also corrects them to maintain their consistency with respect to the goal state whenever the goal state changes. To explain how it corrects the h-values when the goal state changes, assume that the h-values are consistent with respect to the previous goal state starget after MT-Adaptive A* updated them after a search. Let h(s) be the h-value of any state s at this point in time. MT-Adaptive A* then corrects the h-values for the new goal state s target with s target = starget by assigning
for all states s.
THEOREM 1. The h-values h (s) are consistent with respect to goal state s target .
Proof: We consider three cases to prove that the triangle inequality holds with respect to goal state s target for the h-values h (s). In each case, we use the fact that the triangle inequality holds with respect to goal state s target for the user-supplied initial h-values H(s, s target ) and with respect to goal state starget for the h-values h(s).
Second, if s = starget and thus (starget, a) , s target ), h(succ(starget, a)) − h(s target )) + c(starget, a) = h (succ(starget, a)) + c(starget, a) for all a ∈ A(starget). Finally, if s = starget and s = s target , then H(s, s target ) ≤ H(succ(s, a), s target ) + c(s, a) and h(s) ≤ h(succ(s, a)) + c(s, a). (s, a) , s target ), h(succ(s, a)) − h(s target )) + c(s, a) = h (succ(s, a)) + c(s, a) for all a ∈ A(s).
MT-Adaptive A* uses this insight in a straight-forward way by performing an A* search, then updating the h-values of all states that were expanded during the search by executing Assignments (1), where starget is the previous goal state, and finally correcting the h-values of all states (not just the expanded states) by executing Assignments (2), where s target is the new goal state. (In the following, we refer to "updating the h-values" and "correcting the h-values" to distinguish the two steps.) Taking the maximum of h(s) − h(s target ) and the user-supplied initial h-values H(s, s target ) ensures that the hvalues used by MT-Adaptive A* dominate the user-supplied initial h-values at least weakly. Thus, it is still the case that MT-Adaptive A* with the new h-values cannot expand more states than an otherwise identical A* search with the user-supplied initial h-values. The main advantage of MT-Adaptive A* over D* Lite for movingtarget search is that it does not need to shift the map repeatedly to keep the agent or target in its center.
MT-Adaptive A* can search from the current cell of the agent to the current cell of the target or from the current cell of the target 2 It is possible to optimize our pseudo code further. For example, the path from the agent to the target needs to be recomputed only if the previous path turns out to be blocked or the target moves and leaves this path because otherwise the previous path remains a shortest path. Also, the h-value of a cell does not need to be initialized up front on Line 19 but can be initialized when it is first needed. We use an optimized version of MT-Adaptive A* in our experiments that implements these and other optimizations. Figure 6 shows how Eager MT-Adaptive A* updates the h-values for our example from Figure 2 when it searches from the current cell of the agent to the current cell of the target. The first figure shows the user-supplied initial h-values, namely the (consistent) Manhattan distances, to the current cell of the target. The second figure shows the first A* search. All cells have their h-value (from the first figure) in the lower left corner. Generated cells also 
Lazy MT-Adaptive A*
Eager MT-Adaptive A* can update the h-values of states that are not needed during future searches, which explains its name. This can be time-consuming if the number of expanded states is large (and Eager MT-Adaptive A* then needs to update the h-values of all expanded states) or the target moves (and Eager MT-Adaptive A* then needs to correct the h-values of all states). Lazy MT-Adaptive A* remembers some information when a state is expanded during a search (such as its g-value) and some information after the search (such as the length of the shortest discovered path) and then uses that information to compute its h-value only when it is needed during a future search. Lazy and Eager MT-Adaptive A* perform the same searches and find the same paths. They differ only in when they calculate the h-values. Figure 8 contains the pseudo code of Lazy MT-Adaptive A* that searches from the current cell of the agent to the current cell of the target. As before, ComputePath() implements an A* search to find a shortest path from the current cell of the agent (sstart) to the current cell of the target (starget). Whenever a cell s is about to be generated for the first time on Line 20 and thus its h-value is needed for the first time, then InitializeState(s) is called on Line 15. If the cell was not generated during any previous search (search(s) = 0), then it initializes its h-value on Line 9. Otherwise, it first checks on Lines 3-4 whether it needs to update the h-value of the cell (Step 1) and then corrects the h-value of the cell on Lines 5-6 for the new cell of the target (Step 2). We now explain these two steps in detail:
• Step 1 (Updating the H-Values): The value of counter is x during the xth invocation of ComputePath(), that is, the xth (x) is the length of the shortest discovered path during the xth search. The value of search(s) is x if cell x was generated last during the xth search. If the cell was generated during a previous search (search(s) = 0) and then expanded during the same search (g(s) + h(s) < pathcost(search(s))) but not yet generated during the current search (search(s) = counter), then InitializeState(s) updates the h-value of the cell by setting it to the difference of the length of the shortest discovered path after the search when the cell was generated and expanded (pathcost(search(s))) and the g-value of the cell after the same search (g(s)).
• is the running sum of all corrections up to the beginning of the xth search. If a cell s was generated during a previous search but not yet generated during the current search, then InitializeState(s) corrects its h-value by the sum of all corrections between the search when cell s was generated last and the current search, which is the same as the difference of the value of deltah during the current search (deltah(counter)) and the search when cell s was generated last (deltah(search(s))).
EXPERIMENTS
We now compare Lazy MT-Adaptive A* against A* and a heavily optimized version of D* Lite for moving-target search.
Test Cases
We perform our experiments in randomly generated fourneighbor torus-shaped mazes of size 100 × 100 in which the agent can catch the target, see Figure 9 . Their corridor structure is generated with depth-first search. The initial cells of the agent and target are chosen randomly. We use the Manhattan distances as (consistent) informed user-supplied initial h-values and the zero h-values as (consistent) uninformed user-supplied initial h-values. We vary the experimental conditions by either keeping the target stationary or moving it randomly (with the restriction that it does not move every tenth time step and, if it moves, returns to the adjacent cell that it came from only if this is the only possible move in its current cell) and by either providing a-priori information to the agent about which cells are blocked or not, resulting in four different experimental conditions. A stationary target in an initially known maze does not require repeated searches. Consequently, this experimental condition is not interesting to us. A stationary target in an initially unknown maze corresponds to the search problems that D* Lite was developed for, namely search problems where the agent's knowledge of the world (namely, its knowledge about blockages) changes. A moving target in an initially unknown maze combines both reasons for re-planning since both the world (namely, the position of the target) and the agent's knowledge of the world change.
Search Methods
We compare Lazy MT-Adaptive A* (forward search), that searches forward from the current cell of the agent to the current cell of the target, and Lazy MT-Adaptive A* (backward search), that searches backward from the current cell of the target to the current cell of the agent, against A* (forward search), A* (backward search), D* Lite with an agent-centric map and D* Lite with a target-centric map. To be fair, we optimized D* Lite heavily for moving-target search, for example, by performing bookkeeping operations for only those cells on the map that change their blockage status when the map is shifted, which makes this version of D* Lite fast in initially unknown mazes as long as only a small number of the blockages have been discovered by the agent. Lazy MTAdaptive A*, A* and D* Lite do not differ in how the agents move (if they could break ties in the exact same way) but only in their runtime, which depends on low-level implementation and machine details, such as the instruction set of the processor, the optimizations performed by the compiler, and the data structures used for the priority queues. This point is especially important since mazes for moving-target search typically fit into memory and thus are rel-starget := snewtarget; atively small search domains. However, we do not know of any better method for evaluating heuristic search methods than to implement them as best as possible, publish their runtimes, and let other researchers validate them with their own and thus potentially slightly different implementations. For fairness, we use comparable implementations. For example, Lazy MT-Adaptive A*, A* and D* Lite all use binary heaps as priority queues, break ties among cells with the same f-values in favor of cells with larger g-values (which is known to be a good tie-breaking strategy) and do not search again as long as the goal remains on the previous path.
Experimental Results
The performance measures in Table 1 are averaged over the same 1000 mazes. We report two measures for the difficulty of the moving-target search problems, namely the average number of moves of the agent until it catches the target and the average number of searches required to find these moves. We report two measures for the efficiency of the heuristic search methods, namely the number of expanded cells per search and the total runtime per search in microseconds on a Pentium D 3.0 GHz PC with 2 GByte of RAM. (We show the standard deviation of the mean for the number of expanded cells in parentheses to demonstrate the statistical significance of our results.) Table 1 shows the following relation- • Lazy MT-Adaptive A* (forward) has sometimes a smaller and sometimes a larger runtime than Lazy MT-Adaptive A* (backward).
• Lazy MT-Adaptive A* always has a smaller runtime than A* with the same search direction for moving-target search.
• D* Lite with a target-centric map always has a smaller runtime than D* Lite with an agent-centric map.
• D* Lite with a target-centric map always has a smaller runtime than both Lazy MT-Adaptive A* (forward) and Lazy MT-Adaptive A* (backward) for stationary-target search (as already explained), but both Lazy MT-Adaptive A* (forward) and Lazy MT-Adaptive A* (backward) have smaller runtimes than D* Lite with a target-centric map (and thus also than D* Lite with an agent-centric map) for movingtarget search.
In general, D* Lite has either uninformed h-values available (which do not focus its search) or informed h-values (which are rather misleading in our mazes). Lazy MT-Adaptive A*, on the other hand, updates the h-values to make them more informed or less misleading. In the case of known mazes, it is time-consuming for D* Lite to shift the map repeatedly because many blockages are known right from the beginning and thus need to be shifted. Lazy MT-Adaptive A*, on the other hand, does not need to shift the map at all. Overall, one can safely use Lazy MT-Adaptive A* for moving-target search. For example, Lazy MT-Adaptive A* (forward) and Lazy MT-Adaptive A* (backward) is faster than D* Lite with a target-centric map by about one order of magnitude for moving-target search in initially unknown mazes (factors of 13.5 and 6.5, respectively) and known mazes (factors of 31.6 and 35.0, respectively) if both search methods use the same informed h-values.
