We prove nonlinear stability of the fundamental self-similar solution of the wave equation with a focusing power nonlinearity ψtt − ∆ψ = ψ p for p = 3, 5, 7, . . . in the radial case. The proof is based on a semigroup formulation of the wave equation in similarity coordinates.
Introduction

Motivation
We study the nonlinear wave equation
where ψ : R × R 3 → R and p > 1 is an odd integer. The sign of the nonlinearity corresponds to the so-called focusing case, i.e. the equation shows a tendency to magnify amplitudes which might eventually lead to singularity formation. Indeed, there are explicit examples of solutions to Eq. (1) with smooth compactly supported initial data that blow up in finite time. In order to show this one neglects the Laplacian and solves the resulting ordinary differential equation in t. This yields the one-parameter family of solutions ψ T (t, (p−1) 2 . We refer to ψ T as the fundamental selfsimilar solution. Although ψ T is homogeneous in space one can use smooth cut-off functions and finite speed of propagation to construct a blow up solution with compactly supported data.
In numerical evolutions [1] for the radial equation one observes that generic and sufficiently large initial data lead to solutions that approach the fundmental self-similar solution near the center r = 0 for t → T −. Thus, it is conjectured that the blow up described by ψ T is generic. This conjecture is further supported by heuristic arguments ( [1] , [4] ), rigorous arguments on the linear stability of ψ T ( [2] , [3] ) and a number of rigorous blow up results ( [8] , [7] , [6] ). Moreover, in [9] , Merle and Zaag have studied the corresponding problem in one space dimension without symmetry assumptions and for arbitrary p > 1. It turns out that the fundamental self-similar solution ψ
T is in fact a member of a more general family of explicit solutions that can be obtained by applying symmetry transformations (e.g. the Lorentz transform) to ψ T . Merle and Zaag have proved nonlinear stability of this family of solutions in the topology of the energy space, see Theorem 3 on p. 48 in [9] . Furthermore, the aforementioned authors have obtained important and deep results on the blow up curve for the one-dimensional problem [11] , [10] .
In the present paper we give a rigorous proof for the nonlinear stability (in a sense to be made precise below) of the fundamental self-similar solution ψ T in the radial case in dimension 3.
Overview
The result is proved by using an operator formulation in similarity coordinates. The coordinates (τ, ρ) are defined by τ := − log(T −t), ρ := r T −t and we restrict ourselves to ρ ∈ (0, 1) which corresponds to the interior of the backward lightcone of the blow up point (t, r) = (T, 0). Thus, convergence to ψ T is shown only in this region. In similarity coordinates, t → T − is equivalent to τ → ∞ and hence, we are actually studying an asymptotic stability problem. We rewrite Eq. (1) as a first-order system in similarity coordinates
where Φ consists of two components that are (roughly speaking) the time and space derivatives of nonlinear perturbations of ψ T . Hence, Φ ≡ 0 corresponds to the fundamental self-similar solution of Eq. (1). L is a linear spatial differential operator that is realized as an unbounded linear operator on an appropriate Hilbert space and, finally, N is the nonlinearity resulting from Eq. (1). The fundamental self-similar solution is asymptotically stable if any solution of Eq. (2) with sufficiently small data goes to zero as τ → ∞. However, this cannot be quite true since there is an instability that emerges from time translation symmetry. This instability comes from the fact that ψ T is a one-parameter family of solutions rather than a single one. Hence, the freedom of changing the blow up time is reflected by an unstable mode g of the linear operator L − 2 p−1 . This mode is often referred to as the gauge mode. What we are actually interested in is stability modulo this symmetry, so-called orbital stability. On the linearized level, i.e. for the equation
one defines an appropriate projection that removes the gauge instability from the spectrum of L − 2 p−1 and works on the stable subspace. Then one can prove that any solution of Eq. (3) decays as τ → ∞ provided that Φ(0) belongs to the stable subspace. Our result shows that this remains true on the nonlinear level in a certain sense. More precise, we prove that, given small initial data u, there exists a constant α u such that Eq. (2) has a unique global solution Φ with initial data Φ(0) = u + α u g and Φ decays for τ → ∞. Moreover, the rate of decay is exactly given by the first stable mode of the linearized operator L − 2 p−1 . In other words, for any small perturbation u there exists a correction, which consists of adding a multiple of the gauge mode, that leads to a time evolution that converges to the fundamental self-similar solution (i.e. to zero in this formulation) as τ → ∞.
This rigorous result corresponds to the following heuristic picture: If the data are small, the problem is essentially linear and it is possible to expand the initial data in a sum of modes of the linearized operator. Generic initial data will contain a contribution of the gauge mode and hence, these data will lead to a solution that grows in time. However, by adding an appropriate multiple of the gauge mode to the data, it is possible to remove this instability and the resulting time evolution will decay as τ → ∞.
The proof is based on a Banach iteration and it depends heavily on the good understanding of the linearized operator L − 2 p−1 which has been obtained in [2] and [3] . The operator L − 
and solve it by a fixed point iteration which is global in time. To this end we define a mapping K u by
since this L is exactly the operator that has been studied in [2] and [3] .
where u are the given (small) initial data and α u (Φ)g is the correction which can be calculated by an explicit formula in terms of Φ and u. We study K u on the Banach space
where H 2k is an appropriate Sobolev space (integration with respect to the spatial variable). For δ > 0 we set
and show that Φ ∈ Y δ implies K u (Φ) ∈ Y δ provided that δ and u H 2k are sufficiently small. Under these smallness assumptions we further prove that K u is a contraction with respect to · X which yields the existence of a fixed point in Y δ by the contraction mapping principle. Thereby, we obtain the unique solution of Eq. (2) with the desired decay property.
Additional remarks
Let us briefly contrast our approach to the remarkable paper [9] by Merle and Zaag. The philosophy in [9] is very different since the aforementioned authors study the behavior of any blow up solution whereas we only consider small perturbations of ψ T . Furthermore, the topology in [9] is much weaker. The proof of the impressive result in [9] relies on the existence of a Lyapunov functional in similarity coordinates and therefore, the techniques used there are completely different to ours. As a consequence, our approach yields independent and novel insights into self-similar blow up problems for nonlinear wave equations. Although the result in [9] is proved in dimension 1, the authors argue that the extension to higher dimensions N is only technical. However, they have to require 1 < p ≤ 1 + 4 N −1 , i.e., 1 < p ≤ 3 for N = 3. It is clear that such a restriction does not exist in our approach. In particular, we are able to cover the full energy supercritical range p = 7, 9, 11, . . . which has remained mostly unexplored so far. We also note that our requirement of p being an odd integer is a mere technicality to keep things as simple as possible. In fact, one may equally apply our techniques to the problem Eq. (1) with the nonlinearity |ψ| p−1 ψ for real p > 1. In order to treat the nonlinear term one would have to use results from [9] , in particular the nonlinear estimate Claim 5.3 on p. 104 and the Hardy-Sobolev estimate of Lemma 2.2 on p. 51. Finally, the reader may recognize that some aspects of the present paper are inspired by the work of Krieger and Schlag [5] (see also [12] for a survey) on the energy critical wave equation.
Notation
We write vectors as boldface letters and the components are numbered by lower indices, e.g. u = (u 1 , u 2 ). For a Banach space X we denote by B(X) the space of bounded linear operators on X. Throughout this work we use the symbols H and H 2k to denote the Sobolev spaces H := L 2 (0, 1) × L 2 (0, 1) and
We equip H and H 2k with the inner products
Thus, H and H 2k are Hilbert spaces (cf. [3] ). Finally, the expression A B means that there exists a C > 0 such that A ≤ CB.
Derivation of the equations 2.1 Similarity coordinates and first-order formulation
We consider the equation
(p−1) 2 and T > 0 is an arbitrary constant. We are interested in small perturbations of ψ T and thus, we insert the ansatz ψ = ψ T + φ into Eq. (5) and apply the binomial theorem to obtain
With the substitution φ(t, r) →φ(t, r) := rφ(t, r), this equation transforms intõ
and we pick up the boundary conditionφ(t, 0) = 0 for all t. Eq. (6) is equivalent to the first-order system
Our aim is to study nonlinear perturbations of the fundamental self-similar solution by using a formulation in similarity coordinates. Appropriate similarity coordinates (τ, ρ) are given by τ = − log(T − t), ρ = r T −t and we restrict ourselves to the interior of the backward lightcone of the blow up point (t, r) = (T, 0), that is ρ ∈ (0, 1). Eq. (7) transforms into
where
Operator formulation
We intend to formulate Eq. (8) as an ordinary differential equation on the Hilbert space H. To this end we define the operatorL :
.
An operator formulation of Eq. (8) is given by
where the nonlinearity N is defined as
Note that we are still on a formal level since N (u) / ∈ H for general u ∈ H as the example u(ρ) = (0, ρ −1/4 ) immediately shows. However, after a more careful analysis of the nonlinearity N in the next section, we will be able to turn Eq. (9) into a well-defined operator differential equation.
Formulation as an operator differential equation
We analyse the nonlinearity N in Eq. (9) more carefully and formulate the problem we are going to study in a precise manner.
Properties of the nonlinearity
We need the following generalization of Hardy's inequality. The proof is elementary but will be given in the appendix for the sake of completeness.
Proof. See Appendix A From now on we assume k ∈ N arbitrary but fixed. The following lemma establishes two crucial estimates for the nonlinearity N . Lemma 2. N defines a mapping from H 2k to itself. Furthermore, we have the estimates
and
Proof. Let u ∈ H 2k and defineũ(ρ) := for j = 2, . . . , p. This shows
Note that u However, this already implies
by the same reasoning as above.
The operator differential equation
It is known that the operatorL is closable (see [2] ) and we denote its closure by L. The nonlinear functional differential equation we are going to study is • Φ(τ ) ∈ H 2k for all τ > 0,
• Φ is strongly differentiable in H 2k , i.e. for any τ > 0 there exists an element
• Φ satisfies Eq. (10) for all τ > 0.
We recall that Eq. (10) 
The linearized operator
The analysis of the nonlinear problem Eq. (10) depends heavily on a good understanding of the linearization. Thus, we review and extend some results of [3] on the linearized operator L − 
Spectral properties and growth estimates
It is known (see [3] ) that the operator L possesses a countable set of eigenvalues λ Occasionally, we will refer to these eigenvalues as analytic eigenvalues. The single unstable eigenvalue λ + 0 emerges from time translation symmetry, i.e. the freedom of choosing the blow up time T in the definition of the similarity coordinates (see [2] for a more thorough discussion). Therefore, this instability is normally referred to as the gauge instability since it does not correspond to a "real" instability of ψ T but rather to a change of the blow up time. We have the following result from [3] . Remark 1. Additionally, we remark that the function f in Theorem 1 is orthogonal (in H 2k ) to the 2k eigenfunctions u(·, λ ± j ), j = 0, 1, . . . , k − 1 (cf. [3] ). However, it is important to note that the eigenfunctions u(·, λ ± j ) are not orthogonal to each other since L is not normal! For brevity we denote the span of the 2k eigenfunctions by N , i.e.
. In [3] it has been shown that the orthogonal complement N ⊥ (in H 2k ) of the subspace N is invariant under S(τ ) and the estimate S(τ )f H 2k e 
Projection on the unstable subspace
In what follows we denote the normalized eigenfunction u(·, λ + 0 ) (the gauge mode) by g. Our aim is to define a projection on the unstable subspace g that behaves nicely with respect to the time evolution generated by S(τ ). First, we make the following easy observation. Proof. Again, we denote by Q ∈ B(H 2k ) the orthogonal projection on N . By definition and Remark 1 we have c ± j (u) = c ± j (Qu). However, Qu → c ± j (Qu) is a linear mapping between the two finite-dimensional Banach spaces N and C and hence, it is bounded. We obtain
for a C > 0, any u ∈ H 2k and all j = 0, 1, . . . , k − 1. 
It is clear that P is linear and bounded. Furthermore, we have P 2 = P and thus, P is a projection on the closed subspace g of H 2k . However, P is not an orthogonal projection and hence not self-adjoint.
Lemma 5. The projection P commutes with the semigroup S, i.e. S(τ )P u = P S(τ )u for all τ > 0 and u ∈ H 2k .
Proof. Fix τ > 0 and let u ∈ H 2k . Invoking Theorem 1 we obtain
where f ∈ N ⊥ and applying S(τ ) yields
Note that this is an expansion of S(τ )u in the sense of Theorem 1 since S(τ )f ∈ N ⊥ by Remark 1. Thus, by definition of P we have P S(τ )u = c 
Properties ofS
Actually we are interested in the semigroupS defined byS(τ ) = e 
ButS is only a trivial rescaling of S and so we can immediately deduce important properties. First of all we remark that the projection P commutes withS(τ ) (Lemma 5). Furthermore, the gauge mode is an eigenfunction of L − 2 p−1 with eigenvalue 1 and thus, we haveS(τ )g = e τ g. Appropriate growth estimates are given in the following proposition. Proposition 1. If k ∈ N is sufficiently large, the semigroupS satisfies the estimates
for all u ∈ H 2k and τ > 0.
Proof. The estimates are immediate consequences of Theorem 1 and the fact that the largest analytic eigenvalue of L apart from λ + 0 is λ
In what follows we implicitly assume k to be so large that Proposition 1 holds.
Global existence for the nonlinear problem
Our intention is to prove existence for Eq. (10) by means of a Banach iteration which is global in time.
Function spaces
) and set Φ X := sup τ >0 Φ(τ ) H 2k . X equipped with · X is a Banach space. We define the closed subset Y δ ⊂ X by
where δ > 0. As the following lemma shows, the nonlinearity N behaves well on Y δ provided that δ is chosen small enough.
Lemma 6. If δ ≤ 1 then there exists a constant c > 0 such that
for all Φ, Ψ ∈ Y δ and τ > 0.
Proof. Let Φ ∈ Y δ . Lemma 2 implies the existence of a c 1 > 0 such that
Since δ ≤ 1 we have δe −τ ≤ 1 for all τ > 0 and thus, (δe
which is the first inequality in the claim. Let Ψ ∈ Y δ and apply Lemma 2 to obtain
for a constant c 2 > 0. Since δ ≤ 1 we observe that Φ(τ )
. . , p, τ > 0 and this implies the second assertion.
The contraction mapping
For fixed u ∈ H 2k with u H 2k ≤ δ 2 and 0 < δ ≤ 1 we define the nonlinear mapping
where α u (Φ) ∈ C is given by
The integral in the definition of K u has to be interpreted as a Riemann integral over a continuous function with values in H 2k . Note that the integrals above exist since Φ ∈ X implies N (Φ(σ)) H 2k 1 for all σ > 0 (cf. Lemma 2) .
A fixed point Φ of K u (i.e. Φ = K u (Φ)) satisfies the equation
and this is an integral formulation of Eq. (10) with initial data Φ(0) = u + α u (Φ)g.
Proof. Let Φ ∈ Y δ . We decompose K u (Φ)(τ ) = P K u (Φ)(τ ) + (I − P )K u (Φ)(τ ) and analyse the two parts separately. By taking the inner product of P K u (Φ)(τ ) with g * we obtain
dσ whereS(τ )P = PS(τ ) and the continuity of the inner product has been used. Since P f = (f |g * ) H 2k g for any f ∈ H 2k , (g|g * ) H 2k = 1 andS(τ )g = e τ g we infer
Inserting the definition of α u (Φ) leads to
and Lemma 6 implies
for a c > 0 and all τ > 0 provided that δ ≤ min{1, 3 2c }. For the infinite-dimensional part we obtain
by Proposition 1 and therefore, Lemma 6 implies
Hence, there exists a constantc > 0 such that
and, if δ ≤ 1 2c , we arrive at (I − P )K u (Φ)(τ ) H 2k ≤ δ 2 e −τ for all τ > 0 and the claim is proved with δ ≤ min{1, 
Proof. Let Φ, Ψ ∈ Y δ and consider the finite-dimensional part P K u (Φ)(τ ) − P K u (Ψ)(τ ) first. Pairing with g * we obtain
For the infinite-dimensional part we have
by Lemma 6 again. However, with δ small enough this implies
and we arrive at the claim.
Global existence and uniqueness of the solution
Propositions 2 and 3 show that there exists a δ > 0 such that, if u H 2k ≤ δ 2 , the mapping K u restricted to Y δ has range in Y δ and is a contraction with respect to · X . Since Y δ ⊂ X is closed, the contraction mapping principle yields the existence of a unique fixed point of K u in Y δ . In fact, the fixed point is unique in the whole space X , as the following standard argument shows.
Proof. Fix τ 0 > 0. The function Φ − Ψ satisfies the integral equation
and hence, for all τ ∈ [0, τ 0 ], we have
by Lemma 2 where
and this implies Φ(τ ) = Ψ(τ ) for all τ ∈ [0, τ 1 ]. Iterating this argument we obtain Φ(τ ) = Ψ(τ ) for all τ ∈ [0, τ 0 ] and, since τ 0 > 0 was arbitrary, we conclude Φ = Ψ. 3] ). Now we are ready to formulate and prove our main result. Theorem 2. Let k ∈ N be sufficiently large, δ > 0 sufficiently small. Then, for any u ∈ D(L H 2k ) with u H 2k ≤ δ 2 , there exists an α u ∈ C such that the equation
has a unique global H 2k -solution Φ with initial data Φ(0) = u + α u g that satisfies Φ(τ ) H 2k e −τ for all τ > 0.
Proof. By Theorem 1,S(τ )| H 2k defines a semigroup on H 2k and its generator is L H 2k − In other words, Theorem 2 tells us that, given sufficiently regular and small data, there exists a "correction" of the data (which consists of adding a multiple of the gauge mode) that leads to a global solution that goes to zero as τ → ∞. The correction of the data corresponds exactly to what is called "tuning out" the gauge instability in the heuristic picture.
Finally, we remark that the required degree of differentiability k in Theorem 2 could be specified more explicitly. To this end one would have to optimize the results of [3] which is certainly possible.
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