The computation of incompressible turbulent ow with two-equation closure models (k ? " and k ? !) is considered. The Cartesian staggered grid approach is generalized to general boundary-tted coordinates. An accurate discretization on non-smooth grids is presented. For higher-order monotone discretization of the equations for the turbulence quantities, ux-limited versions of the -scheme are developed. In order to better assess the relative merits of explicit and implicit time discretization, a new approach to obtain von Neumann stability conditions is presented. A comparison is made between physical time scales for direct and large-eddy simulation, and stability restrictions on the time step for explicit schemes. Applications are presented for stationary turbulent ow computations with the k ? " model.
Introduction
The purpose of this contribution is to report on experience that has been gathered in the development of a computing method for incompressible ow in complicated domains. We will mainly discuss the path that we have been following towards this goal, and mention alternative approaches only in passing; without any pretension, however, that our way is better. See 14] for a survey of the eld. Our approach may be characterized as a coordinateinvariant generalization of the classical staggered grid discretization in Cartesian coordinates ( 7] ) and associated solution methods for incompressible ows.
Spatial discretization
We use the nite volume method, with a boundary-tted coordinate mapping, resulting in a structured grid, and requiring block decomposition for complicated domains. There are basically two nite volume options for the incompressible Navier-Stokes equations: staggered 1 and collocated (non-staggered). On Cartesian grids, the staggered approach needs special measures to avoid checkerboard oscillations, cf. 21]. However, generalizing the staggered approach to general grids is more complicated than for the collocated approach. This is caused by the fact that the cell face normal velocity components are used as unknowns, and that the staggered grid control volumes have a complicated shape. Furthermore, the results of a straightforward implementation may be inaccurate on non-smooth grids, due to the fact that practical boundary-tted coordinate mappings are only piecewise di erentiable. This di culty may be overcome, however, by taking non-smoothness of the coordinate mapping into account, cf. 27], 40] . As a consequence of these di culties, in general coordinates the collocated version seems to be more popular than the staggered version at present; see 46] , 45] , 39] for references to the literature. We have chosen for the staggered approach, generalizing the classical Cartesian formulation 7] to general coordinates.
The viscous terms are generally discretized with central di erences, but the discretization of the inertia terms is an issue. For the momentum equations, central second order discretization has been employed succesfully for large-eddy and direct simulation of turbulence, but some argue that higher order central or upwind-biased schemes (such as QUICK 11]) are preferable.
For convection of reacting chemical species, or of turbulence modelling quantities (e.g. k and ") second order accuracy may be and monotonicity is certainly required. We will illustrate how this may be achieved in general coordinates.
Let a boundary-tted coordinate mapping in m dimensions be given:
x = x( ); x 2 ; 2 G with the physical domain and G the m-dimensional unit cube. In G we have a uniform grid with cells with vertices i+1=2;j+1=2 (in two dimensions). The mapping is generated by a discrete numerical process specifying x( i+1=2;j+1=2 ) extended to all of G by multilinear interpolation. As a consequence, the cell faces are ruled surfaces for m = 3 and straight lines for m = 2, as illustrated in gure 2.1. In general coordinates, with summation over pairs of The covariant basis vectors a ( ) can be determined exactly by straightforward nite di erencing from the piecewise multilinear mapping x = x( ).
The contravariant base vectors are discontinuous at cell faces. How to take this into account in order to avoid signi cant errors on non-smooth grids is discussed in 27], 40]. Here we give a brief explanation for the viscous term. Integration over a nite volume ij with center at (i; j) gives, noting that dx = p gd ,
= ( p ga (1) r')j i+1=2;j i?1=2;j + ( p ga (2) r')j i;j+1=2 i;j?1=2
At the respective cell faces p ga (1) and p ga (2) are smooth and evaluated exactly by (2.2), and r' is smooth. Writing r' in terms of would introduce e ects of the non-smoothness of x = x( ). We therefore proceed as follows, allowing to be piecewise continuous per cell. The other cell face di usion uxes are approximated in the same way. The resulting approximation is exact for r' piecewise constant, irrespective of the smoothness of the grid and of .
A similar procedure can be followed for the pressure and viscous terms in the Navier-Stokes equations.
Next, we turn to the discretization of the convection term in ( In order to avoid spurious wiggles the approximation (2.6) has to be made nonlinear. Nonlinear wiggle-free schemes can be formulated conveniently in a unifying framework laid out in 12]. The following normalized variable is intoduced:
For the -scheme we have' For easy implementation we use defect correction on the rst order upwind scheme. Equation (2.7) is rewritten as
and all terms but the rst of the right-hand side are lagged behind one iteration or one time step, as the case may be.
Temporal discretization
We use time-stepping with the pressure correction method, which is simple, accurate and e cient for instationary ows on staggered grids. The second order version of 29] is used. In the following, by stability analysis we mean von Neumann stability analysis, using Fourier transformation. Practical stability analysis for the incompressible Navier-Stokes and twoequation turbulence model equations then boils down to stability analysis for the convectiondi usion equation in Cartesian coordinates:
The convection term is discretized with the -scheme and the di usion term with central The numbers d become
Taking as an example the second order Adams-Bashforth method with the = 1 scheme, the stability conditions following from theorems 3.2 and 3.3 and gure 3.1 can be written as additional storage, since the same memory can be reused. In the explicit case, per cell the pressure matrix requires 19 reals per cell, the preconditioner 2 and a workspace of 10 is needed, giving a total of 51 reals per cell. This would seem to be not much above a lower limit for the storage requirement for solving Navier-Stokes in general coordinates. One could economize on the above storage requirement for implicit methods by decoupled solution of the velocity components or using other methods that do not use the full matrix, such as ADI, but this would decrease robustness and might increase computing time. Obviously, explicit methods require signi cantly less memory than implicit methods, and also consume less computer time per time step.
Applications
We computed a turbulent ow in a two-dimensional channel with a restriction and symmetry with respect to the centerline. The computational domain is shown in gure 5.1. The problem is fully speci ed in 2], which also contains experimental results. some results computed on a 150 100 grid, which gives su cient resolution, as veri ed by mesh re nement. A turbulent kinetic energy and velocity pro le are shown at a distance of 2 radii from the inlet, together with experimental values. The standard k?" model 10] is used, with two discretizations: rst order upwind ("UDS") and QUICK with limiting ("ISNAS" 47]). Total computing time was 50 min. and 64 min., respectively, on a HP 9000/735 workstation (445 and 435 time steps, respectively.) There is hardly any di erence between the two discretizations. The reason is that here production and dissipation of turbulent energy are in good balance, and the role of the convection term is minor. The discrepancies with experiment are not due to the numerics but to the turbulence modeling.
In the following example the role of the convection term is more important. We consider a co-ow jet in a planar channel ( gure 5. between UDS and ISNAS. The latter is assumed to be more accurate, and allows a coarser grid. The ISNAS solution on the 70 50 grid required 135 min. (1500 time steps, this ow takes a long time to become steady) on a HP 900/735 workstation. We nd that the computing times reported can be decreased by a factor of about 2.5 by using the solution on a coarser grid (with mesh-size doubled) as initial condition. At rst sight one might think that replacing time-stepping for stationary problems by a stationary solution method would save time, but in the case of the k ? " turbulence model, due to its strong nonlinearity, methods 14 other than time-stepping are hard to make converge and require many iterations.
Concluding remarks
Although more complicated than for collocated schemes, generalization of the staggered grid discretization of the incompressible Navier-Stokes equations from Cartesian to general coordinates is feasible. Inclusion of associated strongly nonlinear convection-di usion equations for scalars, such as the k ? " equations for turbulence modeling, presents no particular problems compared to the Cartesian case. The ux-limited -scheme approach carries over from Cartesian to general coordinates. In two dimensions, engineering applications are feasible on workstations. Storage and computing time requirements need to be reduced in three dimensions. For certain ow problems, such as direct and large-eddy simulation, explicit schemes may be e cient. For implicit schemes, storage requirements may be reduced by uncoupled solution of velocity components, or even more by using matrix-free solvers. However, this will probably increase computing time and lower robustness. For stationary ows, computing time can probably be reduced signi cantly by replacing time stepping by a stationary solver.
