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On the smoothness of solutions to elliptic equations in
domains with Ho¨lder boundary.
I. V. Tsylin
Abstract: The dependence of the smoothness of variational solutions to the first
boundary value problems for second order elliptic operators are studied. The results use
Sobolev-Slobodetskii and Nikolskii-Besov spaces and their properties. Methods are based
on real interpolation technique and generalization of Savare´-Nirenberg difference quotient
technique.
1 Introduction
Let (M, g) be a smooth connected compact oriented Riemannian manifold without bound-
ary, Ω ( M be a subdomain with a Ho¨lder boundary. The aim of this paper is to study
the dependence of the smothness of the variational solutions to the following equation:
Au = f, u ∈ ◦H1(Ω), (1)
on the regularity of the right hand-side f ∈ H−1+ε(M), ε > 0. By definition, the operator
A is generated by the continuous positive bilinear form Φ defined on ◦H1(Ω), associated
with the differential operation A′, which is locally represented as follows:
− 1√
det g
∂i
(√
det g aij∂ju
)
+ bi∂iu+ cu; (2)
where aij, bi, c are sufficiently regular coefficients.
By ellipticity, if the right hand-side belongs to L2(Ω), then the solution of (1) belongs
to H2loc(Ω). One cannot replace H
2
loc(Ω) with H
2(Ω) even if the boundary ∂Ω is Lipschitz
continuous [4]. However, this is possible whenever Ω is a convex set or ∂Ω ∈ C1,1 ( [4],
Theorems 2.2.2.3, 3.2.1.2).
Suppose Ω ⊂ Rd is a bounded domain with a Lipschitz boundary, A = −∆, and
H˜−1+s(Ω) is the space of all functions v ∈ H1+s(M), such that supp v ⊂ Ω¯. It was
shown by Jerison and Kenig (in [6]) that if f ∈ H−1+s(Ω), s ∈ [0, 1/2), then the solution
u ∈ H˜1+s(Ω). In [11], G. Savare´ elaborated a new method to generalize this Proposition
to the case of Lipschitz coefficients.
Theorem ([11]). Let Ω ⊂ Rd be a bounded domain, ∂Ω be a Lipschitz continuous
boundary, A be generated by (2), and aij ∈ C0,1(Ω¯) be a symmetric positive definite matrix
in Ω¯, bi ≡ 0, c ≡ 0. Then, the solution of (1) belongs to H˜1+s(Ω), s ∈ [0, 1/2), whenever
f ∈ H−1+s(Ω).
In this paper we establish similar results in the situation when both the boundary and
the coefficients are Ho¨lder continuous. One of the results is the following (the proof will
be given in Section 5).
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Theorem 1.1. Let M be a d–dimensional C1,1–smooth compact Riemannian manifold
without boundary, a domain Ω ( M be such that ∂Ω is Ho¨lder continuous of order
γΩin(0, 1]. Moreover, let A be generated by (2), and for some ε > 0 the coefficients aij and
bi define a symmetric positive definite C0,γc(M)-smooth section of T 2M , L d+ε
1−γc
(Ω)-section
TM respectively, c ∈ W−1+γc+ǫd (Ω) with 0 < γc ≤ 1, (c ∈ Lmax{d,2+ǫ}(Ω) if γc = 1) and the
form Φ be positive in
◦
H1(Ω). Then the operator
R : H−1+s(M)→ H˜1+γΩs(Ω), s ∈ [0, γc/2).
solving problem (1) is continuous.
Our method is based on ideas in [12] and [13].
2 Terms and сoncepts
2.1 Domain Ω
Further assume that (M, g) is a C1,1–smooth connected oriented compact manifold without
boundary and that every coordinate mapping acts to Rd with fixed Euclidean norm | · |.
Definition 2.1. A non-empty open set Ω ⊂M is called a domain with a Ho¨lder continuous
boundary of order γΩ (∂Ω ∈ C0,γΩ) if there is an atlas1 V = {(V, κV )} such that for any
(V, κV ) ∈ V there eixst a unit vecot ξV ∈ Rd and a function gV : ξ⊥V → R such that
gV ∈ C0,γΩ(ξ⊥V ) with 0 < γΩ ≤ 1, κV (V ∩ ∂Ω) is a subset of the graph of gv and the
intersection of κV (V ∩ Ω) with the epigraph of gV is empty.
2.2 Operator A
Let us suppose that aij and bi in (2) define a symmetric positive definite C0,γc(M)-smooth
section A of T 2M , and L d
1−γc
(Ω)-section b of TM respectively. We shall denote by G the
section of T 2M generated by the Riemannian structure g. Since A and G are dependent
on x ∈M , we denote them as Ax and Gx. The following conditions are assumed
A1 There exists a constant α > 0 such that
∀x ∈ M ∀ξ ∈ T ∗xM ⇒ αGx(ξ, ξ) ≤ Ax(ξ, ξ);
A2 Section A belongs to C0,γc(M), γc ∈ (0, 1].
We endow C0,γc(M) by the following norm:
‖A‖C0,γc (M) def= ‖A‖C(M) + [A]C0,γc (M),
1Here V is an open subset of M and κV : V → V˜ ⊂ R is a diffeomorphism
2
where ‖A‖C(M) = maxx∈M maxξ∈T ∗xM,ξ 6=0 Ax(ξ,ξ)Gx(ξ,ξ) , [A]C0,γc (M) =
∑
U maxij
[
aijU
]
C0,γc (U)
,
[v]C0,γc (U) = sup
x,y∈U,x 6=y
|v(x)− v(y)|
|x− y| , v : U → R,
Here U = {(U, κU)} is a fixed finite atlas for M , and aijU are coordinates of A with respect
to the maps κU . It can easily be proved that the convergence in C
0,γc(M) is independent
of U = {(U, κU)}.
Suppose that
(u, v) ◦
H1(Ω)
=
∫
Ω
G(∇u,∇v)dµ, (u, v)L2(Ω) =
∫
Ω
uvdµ,
are inner products in
◦
H1(Ω), L2(Ω) respectively, and that the measure µ is associated with
the Riemannian structure g. Let for 1 ≤ p ≤ ∞
‖u‖Lp(Ω) =
(∫
Ω
|u|pdµ
)1/p
, ‖u‖ ◦
W 1p (Ω)
=
(∫
Ω
|G(∇u,∇u)|p/2 dµ
)1/p
, p ∈ [1,∞)
‖u‖L∞(Ω) = ess sup
x∈Ω
|u(x)|, ‖u‖ ◦
W 1∞(Ω)
= ess sup
x∈Ω
|Gx(∇u,∇u)|1/2 .
Further denote
‖v‖W−1q (Ω) = sup
u∈
◦
W 1p (Ω),u 6=0
|v(u)|
‖u‖ ◦
W 1p (Ω)
, p ∈ (1,∞), 1/p+ 1/q = 1.
A3 Assume that bi, c are such that the form Φ is positive and continuous in
◦
H1(Ω).
Consider the following representation of Φ:
Φ(u, v) = Φ0(u, v) + Φr(u, v),
Φ0(u, v) =
∫
M
A(∇u,∇v)dµ, Φr(u, v) =
∫
Ω
b(∇u)vdµ+
∫
Ω
cuvdµ.
We consider
∫
Ω
cuvdµ as the action of the functional c on the product uv. Since A3 is
satisfied, this action is well defined. In the same way, one can define τ(f, v) =
∫
Ω
fvdµ.
Then a function u ∈ ◦H1(Ω) is a weak variational solution to (1) with f ∈ H−1(Ω) if and
only if
Φ0(u, v) + Φr(u, v) = τ(f, v) ∀v ∈
◦
H1(Ω). (3)
By A3 it follows that there exists a unique operator2 A generated by Φ, such that Au = f .
The operator A has a bounded inverse operator R : H−1(Ω)→ ◦H1(Ω).
2Friedrichs extension is meant [5].
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In the fourth section we shall impose additional conditions on the coefficients of A (see
(26)–(27)).
Let g(·, ·) be the section of T ∗M × T ∗M associated with the structure g and Cemb be
the embedding constant of the continuous embedding
◦
H1(Ω) →֒ Lq(Ω), 1/p + 1/q = 1/2.
Then, A3 holds whenever b ∈ Lp(Ω), c ∈ W−1p (Ω), and
Cemb(‖b‖Lp(Ω) + ‖c‖W−1p (Ω)) < α,
where α is a constant in A1 and
‖b‖L∞(Ω) = ess sup
x∈Ω
|g(b,b)|1/2, ‖b‖Lp(Ω) =
(∫
Ω
|g(b,b)|p/2
)1/p
, p ∈ [1,∞).
2.3 Weak smoothness
Further we shall use the following notion. Let L be a (not necessarily compact) manifold,
E(L) be a real Banach space of functions f : L→ R. Denote
E˜(Ω)
def
=
{
u ∈ E(L) ∣∣ suppu ⊂ Ω¯} .
2.3.1 Nikolskii spaces
Let us denote vh(x) = v(x+h) for v : R
d → R. We need to recall the definition of Nikolskii
spaces Nk+γp (R
d), γ ∈ (0, 1], k ∈ Z+, p ∈ [1,∞]:
Nk+γp (R
d) =
{
v ∈ W kp (Rd)
∣∣∣ ‖v‖Nk+γp (Rd) def= ‖v‖W kp (Rd) + [v]Nk+γp (Rd)
}
,
[v]Nk+γp (Rd)
def
=


max
|α|=k
sup
h∈Rd,h 6=0
‖∂αvh − ∂αv‖Lp(Rd)
|h|γ , γ ∈ (0, 1)
max
|α|=k
sup
h∈Rd,h 6=0
‖∂αv2h − 2∂αvh + ∂αv‖Lp(Rd)
|h| , γ = 1
.
Here α = (α1, . . . , αd) ∈ Zd+ are multi-indices, ∂α = ∂α1x1 · · ·∂αdxd , |α| =
∑d
i=1 αi. Assume
thatNk+γp,0 (R
d) ⊂ Nk+γp (Rd), γ ∈ (0, 1), is the space of all functions satisfying the condition3
lim
|h|→0,∞
max
|α|=k
‖∂αvh − ∂αv‖Lp(Rd)
|h|γ = 0.
Let U = {(U, κU)} be a certain fixed finite atlas of M and {ψU} be a corresponding
smooth partition of unity. We define Nk+γp (M) (or u ∈ Nk+γp,0 (M)) as the space of all
functions u ∈ Lp(M) such that for any (U, κU) ∈ U the product ψU ·u belongs to N˜k+γp (U)
(or ψU · u ∈ N˜k+γp,0 (U)), and
‖u‖Nk+γp (M) =
∑
U
‖ψUu‖N˜k+γp (U), ‖u‖Nk+γp,0 (M) =
∑
U
‖ψUu‖N˜k+γp,0 (U).
3In [7], it is denoted by Bk+γp,∞−(R
d) (see Proposition 2.6)
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By Lemma 4.2 in [9] it follows that the definition of the spaces Nk+γp (M) is independent
of atlas and partition of unity.
Let us consider a compact metric space (X, δ). For sets A,B ⊂ X let
dist(A,B)
def
= inf
x∈A,y∈B
δ(x, y).
Proposition 2.2. For any open set Ω ⊂M the following embedding holds
◦
Wmp (Ω) →֒ N˜mp (Ω), m = 1, 2, p ∈ [1,∞].
Moreover, for any function v ∈ ◦W 1p (Ω), any map (U, κU) ofM , and any open set V ⋐ Ω∩U
the following implication holds
∀ϕ ∈ C(U) ∀h ∈ Rd : |h| < dist(V, ∂(Ω ∩ U))⇒‖ϕ(vh − v)‖Lp(V ) ≤ ‖ϕ‖C(V¯ )CV ‖v‖ ◦W 1p (Ω)|h|,
‖ϕ(vh − v)‖ ◦
W 1p (V )
≤ ‖ϕ‖C(V¯ )CˆV ‖v‖ ◦W 2p (Ω)|h|.
Here dist is computed with respect to the metric | · | in κU(U¯), and partial difference is
defined with respect to the linear structure in the image of κU .
The statement above follows by Proposition IX.3 [2]: if v ∈ W 1p (U ′), p ∈ [1,∞],
U ⋐ U ′ ⊂ Rd, then for any h ∈ Rd, |h| < dist(U, ∂U ′) holds
‖vh − v‖Lp(U) ≤ |h|‖∇v‖Lp(U ′).
Furthermore, if v ∈ W 1p (Rd), then
‖vh − v‖Lp(Rd) ≤ |h|‖∇v‖Lp(Rd). (4)
2.3.2 Besov spaces
Let us recall the definition of Besov spaces (following [14]). Propositions 2.4 and 2.5 below
follow from the similar propositions for domains with Lipschitz boundaries Ω ⊂ Rd and
the fact that for any simply–connected bounded domains V1, V2 ⊂ Rd there is a linear
homeomorphism K :
◦
Hm(V2)→
◦
Hm(V1), m = 1, 2, K : L2(V2)→ L2(V1), K : u 7→ u ◦K0,
generated by C1,1–diffeomorphism K0 : V1 → V2. Here K0 is defined in a larger open set
V ⋑ V1.
Assume that F is the Fourier transform, M0 = {ξ ∈ Rd | |ξ| ≤ 2}, and Mj = {ξ ∈
Rd | 2j−1 ≤ |ξ| ≤ 2j+1} for j ∈ N, S ′ is the space of distributions of moderate growth.
Definition 2.3. Let us define for s ∈ R, p ∈ (1,∞) the following spaces
Bsp,q(R
d) =
{
f ∈ S ′(Rd) | f S′=
∞∑
j=0
aj(x); suppFaj ⊂Mj ;
‖{aj}‖lsq(Lp) =
[
∞∑
j=0
(2sj‖aj‖Lp(Rd))q
]1/q
<∞

 , q ∈ [1,∞)
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Bsp,∞(R
d) =
{
f ∈ S ′(Rd) | f S′=
∞∑
j=0
aj(x); suppFaj ⊂Mj ;
‖{aj}‖ls∞(Lp) = sup
j∈Z+
2sj‖aj‖Lp(Rd) <∞
}
, q =∞
with the norms
‖f‖Bsp,q(Rd) = inf
f
S′
=
∑∞
j=0 aj
‖{aj}‖lsq(Lp).
The space Bsp,q(M) is defined by a finite atlas U = {(U, κU)} and subordinate partition
of unity {ψU}, suppψU ⊂ U , in the following way. We suppose u ∈ Bsp,q(M), if ψUu ∈
B˜sp,q(U); and introduce the norm
‖u‖Bsp,q(M) =
∑
U
‖ψUu‖B˜sp,q(U). (5)
By the interpolation property of Bsp,q(R
d), one obtains that the norm is independent on
U and {ψU}, up to equivalence.
For s ∈ R+\Z+, Nikolskii and Sobolev–Slobodetskii spaces are the special cases of
Besov spaces:
N sp (M) = B
s
p,∞(M), N˜
s
p (Ω) = B˜
s
p,∞(Ω),
W sp (M) = B
s
p,p(M), W˜
s
p (Ω) = B˜
s
p,p(Ω),
and for any p ∈ (1,∞), q ∈ [1,∞], s > ǫ > 0, the following chain of embeddings iholds
B˜s+ǫp,∞(Ω) →֒ B˜sp,1(Ω) →֒ B˜sp,q(Ω) →֒ B˜sp,∞(Ω) →֒ B˜s−ǫp,1 (Ω). (6)
Let us denote Bsp,q(Ω) = B
s
p,q(M)/
{
u ∈ Bsp,q(M) | u|Ω ≡ 0
}
with the norm
‖v‖Bsp,q(Ω)
def
= inf
u|Ω=v
‖u‖Bsp,q(M)
Consider (·, ·)s,q to be the real interpolation functor.
Proposition 2.4. For any s ∈ (0, 1), q ∈ [1,∞], and domain4 Ω′ ⊆ M with a Lipschitz
boundary, Besov spaces are the results of the following interpolation procedure:
B˜s2,q(Ω
′) = (L2(Ω
′),
◦
H1(Ω′))s,q, B˜
1+s
2,q (Ω
′) = (
◦
H1(Ω′),
◦
H2(Ω′))s,q,
B−s2,q(Ω
′) =(L2(Ω
′), H−1(Ω′))s,q;
in case of Rd the similar relations hold
Bs2,q(R
d) = (L2(R
d), H1(Rd))s,q, B
1+s
2,q (R
d) = (H1(Rd), H2(Rd))s,q,
B−s2,q(R
d) =(L2(R
d), H−1(Rd))s,q.
4Since ∂M = ∅ ∈ C0,1, in Propositions 2.4, 2.5, 2.6 one can suppose that domain Ω′ coincides with M
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Proposition 2.5. For any t, s ∈ (0, 1), 0 < s1 < s2 < 1, q ∈ [1,∞], and domain Ω′ ⊆M ,
∂Ω′ ∈ C0,1, the following relations hold
(
◦
H1(Ω′), B˜1+s2,q (Ω
′))t,2 = H˜
1+ts(Ω′), (H−1(Ω′), B−1+s2,q (Ω
′))t,2 = H˜
1+ts(Ω′),
(B−s12,q (Ω
′), B−s22,q (Ω
′))t,2 =H
−(1−t)s1−ts2(Ω′);
and in case of Rd one has
(H1(Rd), B1+s2,q (R
d))t,2 = H
1+ts(Rd), (H−1(Rd), B−1+s2,q (R
d))t,2 = H
1+ts(Rd),
(B−s12,q (R
d), B−s22,q (R
d))t,2 =H
−(1−t)s1−ts2(Rd).
Proposition 2.6 (by [7]). Let s ∈ R+, p ∈ (1,∞), q ∈ (1,∞), Ω ⊆ M be a domain with
a Lipschitz boundary then[
N˜ sp,0(Ω)
]′
= B−sp′,1(Ω),
[
B˜sp,q(Ω)
]′
= B−sp′,q′(Ω), 1/p+ 1/p
′ = 1, 1/q + 1/q′ = 1.
Proposition 2.7 (by [11]). Let E1, E2, F be Banach spaces, an embedding E1 →֒ E0 be
continuous, an operator T : E1 → F be bounded. If there exists a constant L > 0 and a
number s ∈ (0, 1) such that
‖T e‖F ≤ L‖e‖1−sE0 ‖e‖sE1, ∀e ∈ E1,
then by continuity one can extend T as an operator from (E0, E1)s,1 to F , and there is a
constant cs depending only on s for which
‖T ‖(E0,E1)s,1→F ≤ csL.
3 Estimates of solutions to problem (1)
Definition 3.1. A bilinear form ζ is called Ho¨lder continuous of order γ ∈ (0, 1] in H ⊂
domζ ⊂ L1(Ω), Ω ⊂ M , if there exists an atlas U such that for any map (U, κU) ∈ U and
any function ϕ ∈ C1,1(M) with suppϕ ⊂ U there are constants CU,ϕ, CHζ such that
∀u ∈ H ∀h ∈ Rd: |h| < dist(suppϕ, ∂U), z = ϕ(u− uh) ∈ H ⇒ |ζ(z)| ≤ CU,ϕCHζ ‖u‖H|h|γ,
where ϕuh equals ϕ(x)·
[
u ◦ κ−1U ◦ (x+ h) ◦ κU
]
for x ∈ suppϕ, and equals zero if x /∈ suppϕ.
Theorem 3.2. Assume that u is a solution to the equation (1), Ω has a Ho¨lder boundary
of order γΩ ∈ (0, 1], A satisfies conditions A1–A3, the linear forms Φr(u, ·), τ(f, ·) are
Ho¨lder continuous of order β0 ∈ (0, 1] in
◦
H1(Ω). If γ0 = min{γc, β0}, then
‖u‖2
N˜
1+γΩγ0/2
2 (Ω)
≤ C(A,Ω,M)‖u‖ ◦
H1(Ω)
[
‖u‖ ◦
H1(Ω)
+ C
◦
H1(Ω)
τ(f,·) + C
◦
H1(Ω)
Φr(u,·)
]
, (7)
7
where C(A,Ω,M) > 0 depends only on A, Ω, M , and C
◦
H1(Ω)
τ(f,·) , C
◦
H1(Ω)
Φr(u,·)
are the constants
in Definition 3.1.
Further, if u ∈ N˜1+s2 (Ω), s ∈ (0, 1/2), and the forms Φr(u, ·), τ(f, ·) are Ho¨lder con-
tinuous of order βs ∈ (0, 1] in N˜1+s2 (Ω), γs = min{γc, βs}, then for the constants Cτ(f,·),
CΦr(u,·) in Definition 3.1, one has
‖u‖2
N˜
1+γΩγs/2
2 (Ω)
≤ C(A,Ω,M)
[
‖u‖2◦
H1(Ω)
+ ‖u‖N˜1+s2 (Ω)
(
C
N˜1+s2 (Ω)
τ(f,·) + C
N˜1+s2 (Ω)
Φr(u,·)
)]
. (8)
Proof. As the N˜ s2 (Ω)-norm is independent of the atlas from its definition (up to equiva-
lence), we shall assume that this atlas coincides with atlas V in Definition 2.1. Let {ψV }
be a subordinate (with respect to V) partition of unity, suppψV ⊂ V . Consider the func-
tion φ(h) = |h| + CΩ|h|γΩ , h ∈ Rd. Then the functions (ψV )h±φ(h)ξV are well defined for
|h| < φ−1 [dist(suppψV , ∂V )/20].
Since for the proof it suffices to obtain (7)–(8) with the left-hand side replaced by ψV u,
(V, κV ) ∈ V, without the loss of generality, we can assume that a chart V is fixed and for
convenience we shall write ψ, ξ instead of ψV and ξV . We estimate the difference
‖ψ · (u− uh)‖ ◦H1(V ) ≤ ‖ψ(u− ut)‖ ◦H1(V ) + ‖ψ(ut − uh)‖ ◦H1(V ), (9)
where u±t = u∓φ(h)ξ. One can note that it is possible to rewrite the terms in the right
hand-side of (9) as ‖ψ(ut − v)‖ ◦H1(V ), where v is equal to u and uh for the first and the
second terms respectively. The following inequality holds:
‖ψ(ut − v)‖2◦
H1(V )
=
∫
M
g(x,∇ [ψ(ut − v)])dµ =
∫
M
g(x,∇ [ψ−t(u− v−t)])dµ+∫
M
g(x+ φ(h)ξ,∇ [ψ−t(u− v−t)])dµ−t −
∫
M
g(x,∇ [ψ−t(u− v−t)])dµ−t+∫
M
g(x,∇ [ψ−t(u− v−t)])(dµ−t − dµ),
here g(x, η) = Gx(η, η). Due to smoothness of M , it is evident that∫
M
g(x+ φ(h)ξ,∇ [ψ−t(u− v−t)])dµ−t −
∫
M
g(x,∇ [ψ−t(u− v−t)])dµ−t ≤
C(M,Ω)‖ψ‖C0,1(M)‖u‖2◦
H1(Ω)
|h|γΩ ,∫
M
g(x,∇ [ψ−t(u− v−t)])(dµ−t − dµ) ≤ C(M,Ω)‖ψ‖C0,1(M)‖u‖2◦
H1(Ω)
|h|γΩ .
Thus
‖ψ(ut − u)‖2◦
H1(V )
≤ ‖ψ(u− u−t)‖2◦
H1(V )
+ CM,Ω,ψ‖u‖2◦
H1(Ω)
|h|γΩ + C˜M,Ω,ψ‖u‖2◦
H1(Ω)
|h|γΩ ,
‖ψ(ut − uh)‖2◦
H1(V )
≤ ‖ψ(u− (uh)−t)‖2◦
H1(V )
+ CM,Ω,ψ‖u‖2◦
H1(Ω)
|h|γΩ + C˜M,Ω,ψ‖u‖2◦
H1(Ω)
|h|γΩ .
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Let us define the following operator [12]:
T ψh u = ψuh + (1− ψ)u,
and introduce ϕ1(h) = φ(h)ξ, ϕ2(h) = h + ϕ1(h). Since supp(u − T ψϕi(h)u) ⊂ Ω¯ and
H˜1(Ω) =
◦
H1(Ω) one can obtain that (u− T ψϕi(h)u) ∈
◦
H1(Ω).
Hence, from condition A1 it follows that:
‖ψ(u− u−t)‖2◦
H1(Ω)
≤ 1
α
Φ0
(
T ψϕ1(h)u− u, T
ψ
ϕ1(h)
u− u
)
,
‖ψ(u− (uh)−t)‖2◦
H1(Ω)
≤ 1
α
Φ0
(
T ψϕ2(h)u− u, T
ψ
ϕ2(h)
u− u
)
,
Φ0
(
T ψϕi(h)u− u, T
ψ
ϕi(h)
u− u
)
= Φ0(T
ψ
ϕi(h)
u, T ψϕi(h)u)− Φ0(u, u) + 2Φ0(u, T
ψ
ϕi(h)
u− u). (10)
Since the linear form τ(f, ·) is Ho¨lder continuous of order βs in N˜1+s2 (Ω), s ∈ (0, 1) and
in
◦
H1(Ω), s = 0, we have
|τ(f, ψ(u− uϕi(h)))| ≤ CΩCV,ψC
◦
H1(Ω)
τ(f,·) ‖u‖ ◦H1(Ω)|h|
γΩβ0, s = 0,
|τ(f, ψ(u− uϕi(h)))| ≤ CΩCV,ψCN˜
1+s
2 (Ω)
τ(f,·) ‖u‖N˜1+s2 (Ω)|h|
γΩβs, s ∈ (0, 1/2).
Similarly, as the form Φr(u, ·) is Ho¨lder continuous of order βs, we obtain
|Φr(u, ψ(u− uϕi(h)))| ≤ CΩCV,ψC
◦
H1(Ω)
Φr(u,·)
‖u‖ ◦
H1(Ω)
|h|γΩβ0 , s = 0,
|Φr(u, ψ(u− uϕi(h)))| ≤ CΩCV,ψCN˜
1+s
2 (Ω)
Φr(u,·)
‖u‖N˜1+s2 (Ω)|h|
γΩβs, s ∈ (0, 1/2).
It remains to estimate the terms Φ0(T
ψ
ϕi(h)
u, T ψϕi(h)u)−Φ0(u, u) in (10). Let us note that
the gradient of T ψϕi(h)u equals
∇T ψϕi(h)u = (ψ∇uϕi(h) + (1− ψ)∇u) + (∇ψ)(uϕi(h) − u) = T
ψ
ϕi(h)
∇u+ (∇ψ)(uϕi(h) − u).
For a(x, η) = Ax(η, η) we see that
Φ0(T
ψ
ϕi(h)
u, T ψϕi(h)u)− Φ0(u, u) ≤ (11)∫
M
a(x, T ψϕi(h)∇u+ (∇ψ)(uϕi(h) − u))dµ−
∫
M
a(x, T ψϕi(h)∇u)dµ+ (12)∫
M
a(x, T ψϕi(h)∇u)dµ−
∫
M
a(x,∇u)dµ. (13)
Due to condition A2 and the Cauchy inequality we have
a(x, ξ+η)−a(x, ξ) ≤ (a(x, η)a(x, 2ξ + η))1/2 ≤ ‖A‖C(M)g(x, η)1/2
(
2g(x, ξ)1/2 + g(x, η)1/2
)
.
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Thus for (12) the following estimate holds∫
M
a(x, T ψϕi(h)∇u+ (∇ψ)(uϕi(h) − u))dµ−
∫
M
a(x, T ψϕi(h)∇u)dµ ≤
CV ‖A‖C(M)‖ψ(uϕi(h) − u)‖L2(V )
(
‖ψ(uϕi(h) − u)‖L2(V ) + 2‖T ψϕi(h)∇u‖L2(V )
)
.
From Proposition 2.2 we conclude
‖ψ(uϕi(h) − u)‖L2(V ) ≤ C˜V,MCΩ|h|γΩ‖u‖ ◦H1(Ω),
and therefore we can obtain an upper estimate for (12) as C ′mCV,ψCΩ|h|γΩ‖u‖2◦H1(Ω). Since
a is convex, we have
a(x, T ψϕi(h)∇u)− a(x,∇u) ≤
[
T ψϕi(h)a(x,∇u)
]
− a(x,∇u) = ψ [a(x,∇uϕi(h))− a(x,∇u)] ;
thus, ∫
M
a(x, T ψϕi(h)∇u)− a(x,∇u)dµ ≤
∫
M
ψ
[
a(x,∇uϕi(h))− a(x,∇u)
]
dµ,
so, by Ho¨lder continuity of A we have the following estimate for sum (13):∫
M
ψ
[
a(x,∇uϕi(h))− a(x,∇u)
]
dµ =∫
M
ψ−ϕi(h)a(x− ϕi(h),∇u)dµ−ϕi(h) −
∫
M
ψ · a(x,∇u)dµ ≤∫
M
(ψ−ϕi(h) − ψ)a(x− ϕi(h),∇u)dµ−ϕi(h) +
∫
M
ψ · (a(x− ϕi(h),∇u)− a(x,∇u))dµ+∫
M
ψ · a(x− ϕi(h),∇u)(dµ−ϕi(h) − dµ) ≤ ‖A‖C0,γc (M)CΩCVCψ|h|γΩγc‖u‖2◦H1(Ω).
4 Conditions for Ho¨lder continuity of linear forms
Lemma 4.1. We have the following inequalities
‖u− uh‖Nγ12 (Rd) ≤ Cγ1,γ2|h|
γ2−γ1‖u‖Nγ22 (Rd), u ∈ N
γ2
2 (R
d), 0 < γ1 < γ2 < 1; (14)
‖u− uh‖Nγ12 (Rd) ≤ Cγ1,1|h|
1−γ1‖u‖H1(Rd), u ∈ H1(Rd), 0 < γ1 < 1; (15)
‖u− uh‖N1−γ12 (Rd) ≤ C˜γ1,1|h|
γ1+γ2‖u‖
N
1+γ2
2 (R
d)
, u ∈ N1+γ22 (Rd), 0 < γ1 < γ1 + γ2 ≤ 1. (16)
Proof. In fact, from estimate (4) we have
‖u− uh‖H1(Rd) ≤ 2‖u‖H1(Rd); (17)
‖u− uh‖L2(Rd) ≤ |h|‖u‖H1(Rd); (18)
‖u− uh‖H1(Rd) ≤ |h|‖u‖H2(Rd). (19)
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By the real interpolation of (17), (18) and from Proposition 2.4 one can obtain
‖u− uh‖Nγ1p,0(Rd) = ‖u− uh‖(L2(Rd),H1(Rd))γ1,∞ ≤ C
′
γ1,1 · 2γ1 |h|1−γ1‖u‖H1(Rd).
In the same way, from Propositions 2.4, 2.5, by real interpolation of (15) and (19) we
conclude that (16) is true. Indeed, for 0 < γ1 < 1− γ2, we have
‖u− uh‖Nst+1−t2 (Rd) = ‖u− uh‖(H1(Rd),Ns2 (Rd))t,∞ ≤
Ct,s|h|(1−s)t|h|1−t‖u‖(H2(Rd),H1(Rd))t,∞ = Ct,s|h|1−st‖u‖N2−t2 (Ω),
where t = 1− γ2, s = 1− γ11−γ2 . As above, by real interpolation of (18) and (19) in case of
γ1 = 1− γ2 we infer that (16) is true. Since Th is a linear continuous operator in N s2 (Rd),
the following holds
‖u− uh‖Ns2 (Rd) ≤ 2‖u‖Ns2 (Rd), (20)
thus,
‖u− uh‖Nγ12 (Rd) ≤ Cγ1,t|h|
(1−γ1)t‖u‖(Nγ12 (Rd),H1(Rd))t,∞ = Cγ1,t|h|
(1−γ1)t‖u‖
N
γ1(1−t)+t
2 (R
d)
,
here t = γ2−γ1
1−γ1
.
Corollary 4.2. For any function f ∈
[
N˜1−s2,0 (Ω)
]′
, s ∈ (0, 1), the linear form τ(f, ·) is
Ho¨lder continuous of order (s + t) in the space N˜1+t2 (Ω), s < s + t ≤ 1, and of order s in
the space
◦
H1(Ω), and
C
N˜1+t2 (Ω)
τ(f,·) = C
◦
H1(Ω)
τ(f,·) = ‖f‖[N˜1−s2,0 (Ω)]′.
If f ∈ L2(Ω), the linear form τ(f, ·) is Ho¨lder continuous of order 1 in the space
◦
H1(Ω),
and C
◦
H1(Ω)
τ(f,·) = ‖f‖L2(Ω).
Proof. Indeed, for an arbitrary map (U, κU) from the atlas of manifold M and function
χ ∈ C1,1(U), suppχ ⊂ U , t > 0, using estimate (16), one can obtain:
|τ(f, χ(u− uh))| ≤ ‖f‖[N˜1−s2,0 (Ω)]′‖χ(u− uh)‖N˜1−s2,0 (Ω) ≤ (21)
CM(‖χ‖C0,1(M) + 1)‖f‖[N˜1−s2,0 (Ω)]′‖χu− (χu)h‖N˜1−s2,0 (Ω) ≤ (22)
CM,χ‖f‖[N˜1−s2,0 (Ω)]′‖u‖N˜1+t2 (Ω)|h|
s+t. (23)
Now we must only prove that the form τ(f, ·) is Ho¨lder continuous of order s. This follows
by combining inequality (23) and estimate (15) of Lemma 4.1.
The following embedding Theorem is proved in [1].
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Theorem 4.3. Let 1 ≤ p0 ≤ p1 ≤ ∞, 0 < s1 ≤ s0 < 1. Then
N s0p0 (R
d) →֒ N s1p1 (Rd), s0 −
d
p0
= s1 − d
p1
;
N s0p0 (R
d) →֒ Lp2(Rd), s0 −
d
p0
> − d
p2
.
One can replace in the formula above Rd with M .
It follows from Theorem 1 in [3] that one can obtain the following
N s0p0 (R
d) 6 →֒ Lp2(Rd), s0 −
d
p0
= − d
p2
.
Lemma 4.4. Let u ∈ Nα2 (M), v ∈ Nβ2 (M), w ∈ L2(M), 0 < α ≤ β < 1. Then for any
ε′ > 0 the products uv, wv belong to Nαs−ε(M) and Ls−ε(M) respectively, where
s =
d
d− β .
Proof. Since the multiplication and embedding operators
L2(M)× L2(M)→ L1(M), Nβ2 (M) →֒ Nα2 (M)
are continuous, for u ∈ Nα2 (M), v ∈ Nβ2 (M) it clearly follows that the product uv belongs
to Nαs (M), s = 1. Let us refine the order of summability s. Without loss of generality, we
can assume that the supports of all functions u, v are contained in a subdomain of a fixed
chart U . Hence, the shift operator is well defined. Therefore
sup
h 6=0
‖uv − uhvh‖Ls(M)
|h|α ≤ suph 6=0
‖(u− uh)vh‖Ls(M)
|h|α + suph 6=0
‖u(v − vh)‖Ls(M)
|h|α ,
and by Ho¨lder’s inequality it follows that
‖(u− uh)vh‖Ls(M)
|h|α ≤
1
|h|α‖u− uh‖Lp1s(M)‖vh‖Lq1s(M); (24)
‖u(v − vh)‖Ls(M)
|h|α ≤
1
|h|α‖u‖Lp2s(M)‖v − vh‖Lq2s(M), (25)
where pj , qj ≥ 1, 1/pj + 1/qj = 1, j = 1, 2. For the boundedness of the right hand-side of
(24) as |h| → 0 it is sufficient to consider the case p1s1 = 2. From Theorem 4.3, for any
ε > 0, we have the embedding Nβ2 (M) →֒ Lq1s1−ε(M), and
1
2
− 1
q1s1
= δ,
1
p1s1
+
1
q1s1
=
1
s1
, δ = min{(1− ε)/2, β/d}.
Similarly, from Theorem 4.3 it follows that Nβ2 (M) →֒ Nαq2s2(M), Nα2 (M) →֒ Lp2s2−ε(M)
and
1
2
− 1
q2s2
=
β − α
d
,
1
2
− 1
p2s2
=
α
d
,
1
p1s1
+
1
q1s1
=
1
s1
.
By setting s = min{s1, s2} we obtain the required.
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Lemma 4.5 (see [4]). For any function u ∈ L2(M), v ∈ H1(M), and ε > 0 the product
uv belongs to Ls(M), s = min{2− ε, dd−1}.
Lemma 4.6. The linear form Φr(u, ·), u ∈
◦
H1(Ω), is Ho¨lder continuous of order βt =
γ + t ∈ (0, 1], γ ∈ (0, 1], t ∈ [0, 1), in Nikolskii space N˜1+t2 (Ω), 0 < t < 1 (
◦
H1(Ω) if t = 0)
if for some number ε > 0 the following conditions hold:
1. Let γ ∈ (0, 1) then
b ∈ L d+ε
1−γ
(Ω), c ∈
[
N˜1−γd
d−1
−ε,0
(Ω)
]′
, (26)
and C
N˜1+t2 (Ω)
Φr(u,·)
= C
◦
H1(Ω)
Φr(u,·)
=

‖b‖L d+ε
1−γ
(Ω) + ‖c‖[
N˜1−γd
d−1
−ε,0
(Ω)
]′

 ‖u‖ ◦
H1(Ω)
;
2. If γ = 1, t = 0, then
b ∈ L∞(Ω), c ∈ Lmax{2+ε,d}(Ω), (27)
and C
◦
H1(Ω)
Φr(u,·)
=
(
‖b‖L∞(Ω) + ‖c‖Lmax{2+ε,d}(Ω)
)
‖u‖ ◦
H1(Ω)
.
(Constants C
N˜1+t2 (Ω)
Φr(u,·)
, C
◦
H1(Ω)
Φr(u,·)
are introduced in Definition 3.1.)
Proof. Let us set qb =
d+ε
1−γ
, 1/qb+1/pb = 1, pc =
d
d−1
−ε and consider an arbitrary function
χ ∈ C1,1(U), suppχ ⊂ U , (U, κU) is a map from the atlas of manifold M . From condition
(26) using Lemmas 4.1 and 4.4 one can obtain∣∣∣∣
∫
Ω
b(∇v)χ(u− uh)dµ
∣∣∣∣ ≤ ‖b‖Lqb (Ω) · ∥∥G(∇v,∇v)1/2χ(u− uh)∥∥Lpb (Ω) ≤
CU(1 + ‖χ‖C0,1(U))‖b‖Lqb (Ω)‖v‖ ◦H1(Ω)‖χu− (χu)h‖N˜1−γ2,0 (Ω) ≤
CU,χ‖b‖Lqb(Ω)|h|γ+t‖v‖ ◦H1(Ω)‖u‖Nt,
where N t = N˜1+t2 (Ω) if t ∈ (0, 1), and N0 =
◦
H1(Ω). In analogous way∣∣∣∣
∫
Ω
cvχ(u− uh)dµ
∣∣∣∣ ≤ ‖c‖[N˜1−γpc,0 (Ω)]′ · ‖vχ(u− uh)‖N˜1−γpc,0 (Ω) ≤
CU
(
1 + ‖χ‖C0,1(U)
) ‖c‖[N˜1−γpc,0 (Ω)]′‖v‖ ◦H1(Ω)‖χu− (χu)h‖N˜1−γ2,0 (Ω) ≤
CU,χ‖c‖[N˜1−γpc,0 (Ω)]′ |h|
γ+t‖v‖ ◦
H1(Ω)
‖u‖Nt.
As above, using Lemma 4.5 and Proposition 2.2 one can conclude that∣∣∣∣
∫
Ω
b(∇v)χ(u− uh)dµ
∣∣∣∣ ≤ ‖b‖L∞(Ω) · ∥∥G(∇v,∇v)1/2χ(u− uh)∥∥L1(Ω) ≤
CU
(
1 + ‖χ‖C0,1(U)
) ‖b‖L∞(Ω)‖v‖ ◦H1(Ω)‖χu− (χu)h‖L2(Ω) ≤
CU,χ‖b‖L∞(Ω)|h|γ+t‖v‖ ◦H1(Ω)‖u‖ ◦H1(Ω),
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and ∣∣∣∣
∫
Ω
cvχ(u− uh)dµ
∣∣∣∣ ≤ ‖c‖Lqc(Ω) · ‖vχ(u− uh)‖Lpc(Ω) ≤
CU
(
1 + ‖χ‖C0,1(U)
) ‖c‖Lqc(Ω)‖v‖ ◦H1(Ω)‖χu− (χu)h‖L2(Ω) ≤
CU,χ‖c‖Lqc(Ω)|h|‖v‖ ◦H1(Ω)‖u‖ ◦H1(Ω),
where 1/qc + 1/pc = 1.
5 Savare´-type theorems
Taking into account the Propositions from Sections 3 and 4 let us prove the following
Theorem 5.1. Assume that M is a C1,1–smooth compact Riemannian manifold without
boundary, Ω ⊂ M be a subdomain, ∂Ω ∈ C0,γΩ, operator A satisfies A1–A3, and for
γ = γc ∈ (0, 1) and γ = γc = 1 conditions (26), and (27) respectively, are fulfilled. Then
the operator solving the problem (1)
R :
(
H−1(Ω),
(
H−1(Ω),
[
N˜1−γc2,0 (Ω)
]′)
1/2,1
)
t,2
→ H˜1+γΩγct/2(Ω), t ∈ (0, 1), γc ∈ (0, 1);
R :
(
H−1(Ω),
(
H−1(Ω), L2(Ω)
)
1/2,1
)
t,2
→ H˜1+γΩγct/2(Ω), t ∈ (0, 1), γc = 1
(28)
is continuous.
Proof. Let us use Theorem 3.2 and estimate the constants C
◦
H1(Ω)
τ(f,·) , C
◦
H1(Ω)
Φr(u,·)
using Corollary
4.2 and Lemma 4.6. Then
‖u‖2
N˜
1+γcγΩ/2
2 (Ω)
≤ C‖u‖ ◦
H1(Ω)
(
‖u‖ ◦
H1(Ω)
+ ‖f‖[N˜1−γc2,0 (Ω)]′ + ‖u‖ ◦H1(Ω)
)
≤
C ′‖f‖H−1(Ω)‖f‖[N˜1−γc2,0 (Ω)]′.
On the one hand, it follows from Proposition 2.7 that the operator
R :
(
H−1(Ω),
[
N˜1−γc2,0 (Ω)
]′)
1/2,1
→ N˜1+γΩγc/22 (Ω) ⊂ N1+γΩγc/22 (M)
is bounded. On the other hand,
R : H−1(Ω)→ ◦H1(Ω) ⊂ H1(M),
therefore, applying Propositions 2.4, 2.5, one can obtain that R is bounded as an operator
from the space
(
H−1(Ω), (H−1(Ω), L2(Ω))1/2,1
)
t,2
to the space
(H1(M), B
1+γΩγc/2
2,∞ (M))t,2 = H
1+γΩγct/2(M), t ∈ (0, 1).
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Now, let us prove Theorem 1.1. Due to the embedding chain (6), for any ε > 0 from
(26), there exists ǫ > 0 such that the following is true:
N˜1−γcd
d−1
−ε,0
(Ω) →֒ N˜1−γc−ǫ/2d
d−1
,0
(Ω) →֒ W˜ 1−γc−ǫd
d−1
(Ω), γc ∈ (0, 1),
and one can choose ǫ→ 0 as ε→ 0. Thus there is a linear bounded operator
T :
(
W˜ 1−γc−ǫd
d−1
(Ω)
)′
→
(
N˜1−γcd
d−1
−ε,0
(Ω)
)′
,
and hence the conditions from p. 1 of Lemma 4.6 are fulfilled if c ∈ W−1+γc+ǫd (Ω).
Similarly, from Proposition 2.6 it follows that operator
SΩ : B
−1+γc
2,1 (M) =
[
N˜1−γc2,0 (M)
]′
→
[
N˜1−γc2,0 (Ω)
]′
, Ω ⊂M,
is well defined. Using Propositions 2.4 and 2.5 we conclude
B
−1+γc/2
2,1 (M) = (H
−1(M), B−1+γc2,1 (M))1/2,1
SΩ→ (H−1(Ω), B−1+γc2,1 (Ω))1/2,1,
hence, operator
R :
(
H−1(M), B
−1+γc/2
2,1 (M)
)
t,2
= H−1+γct/2(M)→ H˜1+γcγΩt/2(Ω), t ∈ (0, 1).
is bounded.
We conclude with the following generalization of Theorem 1.1.
Theorem 5.2. Let M be a C1,1–smooth compact Riemannian manifold without boundary,
Ω ( M be a subdomain, C0,γΩ, operator A satisfies to conditions A1–A3, b ∈ L d+ε
1−γ0
(Ω),
c ∈
[
N˜1−γ0d
d−1
−ε,0
(Ω)
]′
, γ0 ∈ (0, γc]. Then operator R solving the problem (1) is bounded with
respect to the following pairs
H−1+
2n−1−1
2n−1
γ0+
1
2n
γ0s(M)→ H˜1+
γΩ
2−γΩ
2n−1−γn−1
Ω
2n−1
γ0+( γΩ2 )
n
γ0s(Ω), s ∈ (0, 1) (29)
B
−1+ 2
n−1
2n
γ0
2,1 (M)→ N˜
1+
γΩ
2−γΩ
2n−γnΩ
2n
γ0
2 (Ω), (30)
and n ∈ N if γ0 ≤ γc(1− γΩ/2). Otherwise if there exists N ∈ N such that
γc ≥ 2
2− γΩ
2N − γNΩ
2N
γ0,
then we have the boundedness of R with respect to
H−1+
2N−1
2N
γ0+rNs(M)→ H˜1+
γΩ
2−γΩ
2N−γNΩ
2N
γ0(1−s)+
γΩγc
2
s
(Ω), s ∈ (0, 1), (31)
B
−1+ 2
N−1
2N
γ0+rN
2,1 (M)→ N˜1+
γΩγc
2
2 (Ω), (32)
where rN =
1
2N+1
γ0 + γΩ
(
γc
2
− 1
2−γΩ
2N+1−γN+1Ω
2N+1
γ0
)
.
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Proof. It is clear that (29), (31) come from the real interpolation of (30) and (32) respec-
tively. Thus we must only check the boundedness in pairs (30), (32). From the proof
of Theorem 1.1, it follows that operator R : B−1+γ0/22,1 (M) → N˜1+γΩγ0/22 (Ω) is continuous.
Therefore the solution of (1) belongs to N˜
1+γΩγ0/2
2 (Ω), moreover
‖u‖
N˜
1+γΩγ0/2
2 (Ω)
≤ C1‖f‖B1+γ0/22,1 (M);
and we can apply Theorem 3.2. From Corollary 4.2 and Proposition 4.6 it follows that
linear forms τ(f, ·), Φr(u, ·) are Ho¨lder continuous of order βs = γ0 + s, s = γΩγ0/2 in the
space N˜
1+γΩγ0/2
2 (Ω) if u ∈
◦
H1(Ω) and f ∈ B−1+γ02,1 (M). Thus we apply Theorem 3.2 again
and for βs ≤ γc we have
‖u‖2
N˜
1+βsγΩ/2
2 (Ω)
= ‖u‖2
N˜
1+γ0
(
γΩ
2 +(
γΩ
2 )
2
)
2 (Ω)
≤
c
(
‖u‖
N˜
1+γΩγ0/2
2 (Ω)
‖f‖
B
−1+γ0
2,1 (M)
+ ‖u‖ ◦
H1(Ω)
‖u‖
N˜
1+γΩγ0/2
2 (Ω)
)
≤
C˜‖f‖
B
−1+γ0/2
2,1 (M)
‖f‖
B
−1+γ0
2,1 (M)
.
Hence due to Proposition 2.7 there exists a bounded linear extension of R from
(B
−1+γ0/2
2,1 (M), B
−1+γ0
2,1 (M))1/2,1 = B
−1+3γ0/4
2,1 (M)
to N˜
1+βsγΩ/2
2 (Ω). Thus the following estimate holds
‖u‖2
N˜
1+γ0( γΩ2 +···+(
γΩ
2 )
n
)
2 (Ω)
≤ Cˆn‖f‖2
B
−1+( 12+···+ 12n )γ0
2,1 (M)
,
while n ≤ N . Therefore the boundedness of R in pairs (30) is obtained. To justify (32),
let us set s+ t = γΩγc, t = γ0
(
γΩ
2
+ · · ·+ (γΩ
2
)N)
and use Corollary 4.2, then
‖u‖2
N˜
1+γcγΩ/2
2 (Ω)
≤ C‖f‖
B
−1+( 12+···+ 12N )γ0
2,1 (M)
‖f‖
B
−1+[ γΩγc2 −( 12+···+ 12N )γ0]
2,1 (M)
.
Using Proposition 2.7 we conclude (32).
Corollary 5.3. Let the conditions from Theorem 5.2 are fulfilled, γ0 =
2−γΩ
2
γc. Then
operator
R : H−1+γ0s(M) → H˜1+γcγΩs/2(Ω), s ∈ [0, 1)
is continuous.
In particular, if γΩ = 1, A1–A3 hold, b ∈ L 2d
2−γc
(Ω), and c ∈ B−1+γc/2max{2+ε,d},1(Ω), ε > 0
then operator
R : H−1+t(Ω)→ H˜1+t(Ω), t ∈ [0, γc/2)
is bounded.
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