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We provide a description of phase transitions at finite temperature in strongly coupled field theories
using holography. For this purpose, we introduce a general class of gravity duals to superconducting
theories that exhibit various types of phase transitions (first or second order with both mean and non-mean
field behavior) as parameters in their Lagrangian are changed. Moreover the size and strength of the
conductivity coherence peak can also be controlled. Our results suggest that certain parameters in the
gravitational dual control the interactions responsible for binding the condensate and the magnitude of its
fluctuations close to the transition.
DOI: 10.1103/PhysRevD.81.041901 PACS numbers: 11.25.Tq, 05.70.Fh, 74.20.z
Second-order phase transitions are one of the more
intensively investigated phenomena in theoretical physics.
Part of this interest stems from the fact that the properties
of a system close to a second-order phase transition is, to a
large extent, universal. Observables around the transition
are controlled by scaling variables which depend on a few
independent critical exponents. Mean field theories pro-
vide an adequate theoretical framework for describing the
transition only if fluctuations of the order parameter can be
neglected. In the rest of cases rigorous results are only
known for some systems [1].
In this paper we provide a description of phase transi-
tions in strongly interacting systems using the anti-de Sitter
conformal field theory (AdS/CFT) correspondence [2].
This correspondence provides a theoretical framework to
describe strongly coupled conformal field theories (CFTs)
through a weakly coupled dual gravitational description.
The relevance of the AdS/CFT correspondence in this
context comes from the fact that, close to second-order
phase transitions, the correlation length diverges and the
system is well approximated by an interacting CFT. In this
work, we take a phenomenological approach and focus
directly on a bulk gravity theory designed to capture uni-
versal properties of the putative dual field theory. Since we
want to model a conformal field theory by using the AdS/
CFT correspondence, we assume this gravity theory lives
in an asymptotic AdS space. Temperature is added by
introducing a black hole in the AdS geometry. The emis-
sion of Hawking radiation by the black hole is seen in the
boundary as a thermal bath. As a consequence, the tem-
perature of the boundary theory is the Hawking tempera-
ture of the black hole. By assumption, the CFT of interest
undergoes a phase transition in which a global continuous
symmetry is spontaneously broken at low temperatures by
a nonzero vacuum expectation value of a charged scalar
field. In the relevant subsector of the gravitational counter-
part this corresponds to a bulk gauge field dual to the global
current and a scalar field, both propagating in the bulk
asymptotic AdS geometry. The interactions with the grav-
ity background must be such that the global symmetry of
the condensate is spontaneously broken at sufficiently low
temperatures. This follows from the generation of a non-
trivial hair profile for the black hole; which is dual to the
boundary vacuum expectation value triggering the symme-
try breaking. Gravity models with this property [3] have
attracted considerable interest [4,5] for their potential ap-
plications to condensed matter physics [6]. Our aim is to
investigate a large class of phase transitions (that is, classes
of CFTs) for which our phenomenological perspective is
applicable.
We will restrict ourselves to systems in two spatial
dimensions and condensates with a global Uð1Þ symmetry
which is spontaneously broken by a generalization of the
Stu¨ckelberg mechanism [7], namely, in our model the
representation of the gauge algebra for the would-be
Goldstone boson is affine rather than linear (Higgs’s
mechanism). The models we introduce could in principle
be extended to other spatial dimensions and to condensates
with other symmetries, such as SUðNÞ. Such generaliza-
tions might shed light on the nature of phase transitions in
field theories with spontaneous chiral symmetry breaking.
Moreover, since second-order phase transition are univer-
sal, our findings might provide an effective description of
these transitions in strongly interacting condensed matter
systems.
The main finding of this letter is that indeed the broader
setting provided by a generalized Stu¨ckelberg mechanism
[7] of symmetry breaking allows for a description of a
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fairly wide class of phase transitions. This framework
allows tuning the order of the phase transition and, for
second-order phase transitions, the value of critical expo-
nents. Indeed, in a certain range of parameters, the con-
ductivity in our model is similar to that observed in some
strongly coupled superconductors [8,9] close to the
superconductor-normal metal transition.
Returning to our phenomenological approach, one of the
simplest models with the required features consists of a
Uð1Þ gauge field (A0 ¼ ) and real scalars ( ~ and p),
coupled via a generalized Stu¨ckelberg Lagrangian (see
[10] for more details),
S¼
Z ﬃﬃﬃ
g
p F2
4
 @
~2
2
m
2 ~2
2


F ð ~Þ
2
ð@pAÞ2

(1)
in an (asymptotically) AdSdþ2 background (dual to a CFT
in dþ 1 spacetime dimensions) with a black hole. F is a
general function and F2=4 stands for the usual kinetic term
for A. We note that for F ¼ ~2 the Eq. (1) reduces to the
Abelian-Higgs model considered in [3,4,11]. In that case
the phase transition is of second order with mean field
critical exponents [11]. In what follows we restrict to the
case of d ¼ 2 spatial dimensions. Condensation of ~ at
some temperature leads to spontaneous breaking of the
Uð1Þ symmetry. While in (1) we have included an absolute
value for F to avoid a wrong sign for the kinetic term, it is
straightforward to find functions F that are positive defi-
nite for every ~. In general, it is possible to rewrite (1)
(modulo high-order terms in F which have a small effect
in the dynamics) in terms of a complex scalar  of modu-
lus ~ and phase p. We will use this property later. Further
potential terms for ~, in addition to the mass term, can in
principle be added to (1), but have little effect on the phase
transition, since it is controlled by the black hole horizon.
We work in the probe limit, in which gravity is decoupled
from the rest of fields [4]. This is a good approximation
since, close to the transition, the magnitude of the scalar
field ~ is small and consequently its backreaction on the
metric is expected to be negligible.
The geometry of the AdS4 black hole takes the form
ds2 ¼ fðrÞdt2 þ dr
2
fðrÞ þ r
2d~x22; fðrÞ ¼ r2 
M
r
;
(2)
where M is the mass of the black hole, T ¼ 3M1=3=4 is
its Hawking temperature and the AdS radius is L ¼ 1. We
use the gauge freedom to fix p ¼ 0. We study the dynamics
of   ~ and  in this background, where  is the time
component of the gauge field (the other components are
turned off for the moment). For the moment we look for
solutions that are homogeneous and static in the boundary.
Therefore, we assume that both and are only functions
of r. With these simplifications, the equations of motion
become
00  z
3 þ 2
zð1 z3Þ
0  m
2
z2ð1 z3Þþ
1
r2H
F 0ðÞ2
2ð1 z3Þ2 ¼ 0
00  F ðÞ
z2ð1 z3Þ ¼ 0;
(3)
where z ¼ rHr , and rH ¼ M1=3 is the horizon radius. In
these coordinates, the horizon sits at z ¼ 1 while the
boundary of the AdS space is at z ¼ 0. Close to the
boundary, we have
þrþH zþ þrH z

rd2H
zd2 (4)
with  ¼ ð3
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
9þ 4m2p Þ=2, and  the chemical poten-
tial and  the charge density of the condensate constitu-
ents. For concreteness we assume that m2 ¼ 2 (other
values of m2 are expected to give qualitatively similar
results [12]). In this case,  1rH zþ
2
r2H
z2 þ . . . as z!
1. The scalar condensate is given by hOii ¼ i, i ¼ 1, 2.
At the horizon,  vanishes due to the normalizability of
dt and  is regular. For the moment, we consider F of
the simple form
F ¼ 2 þ c33 þ c44; (5)
with c3 and c4 real numbers. As was already explained for
c3 ¼ c4 ¼ 0 it reduces to the model of [3–5]. We will
further consider positive c4 and constraint c3 such that F
is positive definite, and we can drop the absolute value in
(1). It is important to emphasize that a polynomial choice
of F does not indicate that our approach to the phase
transition is a` la Landau-Ginzburg. Even though a com-
plete understanding is still lacking, it is reasonable to
conjecture that the choice of F is linked to the properties
of the corresponding CFT (or a subsector of it). From the
effective theory point of view that we are taking, changing
F corresponds to a sort of ‘‘non normalizable deforma-
tion,’’ and as such it corresponds to a change of theory. This
might come either from an actual change of the micro-
scopic theory or from a different truncation of it.
For arbitrary c3 and c4 the explicit form of the dual CFT
has not been found yet. However, it is important that the
particular caseF 2 þ4=3 has been realized in string
theory and M theory [13]. As a result, the corresponding
CFTs in d ¼ 2 and 3 spatial dimensions can be explicitly
determined. They are supersymmetric quiver theories (i.e.
gauge theories with multiple gauge groups and matter
transforming in bifundamental and adjoint representations)
with a finite chemical potential for the R-symmetry. In d ¼
2, the kinetic terms for the gauge fields are vanishing and
are replaced by Chern-Simons terms. Indeed the number of
explicit quiver theory/gravity dual pairs that are currently
known is infinite [14]. It is thus tempting to speculate that it
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is always possible to find a subsector of similar quiver
theories which is described by the models studied in the
paper.
There is a relatively straightforward and general proce-
dure to calculate the free energyW via a gravity dual. Here
we state the final result for our model and refer to [10,15]
for details,
W ¼ 
2
þ rH
4
Z 1
0
dz
F 0ðÞ2
z2ð1 z3Þ ; (6)
where and  are the solutions of the classical equations
of motion Eq. (1).
Let us now investigate how the phase transition depends
on the coefficients c3 and c4, solving the equations of
motion (3) numerically. In Fig. 1 (upper), we plot the
condensate around the critical region for c3 ¼ 0,  ¼ 1
and different values of c4. For 0  c4 & 1, the transition is
second order and the condensate approaches zero as
OiðTÞ  ðTc  TÞ, with mean field critical exponent  ¼
1=2. For c4 * 1, the condensate does not drop to zero
continuously at the critical temperature. While we have
focused on the O2 condensate, analogous results are ob-
tained for O1, with a different value of c4 separating the
first- and second-order behavior. Figure 1 (lower) shows
the free energy as a function of temperature. For c4 * 1,
the free energy develops a singularity at the critical tem-
perature (at which the free energy of the condensed phase
becomes equal to the one for the noncondensed phase).
Both behaviors indicate that the phase transition changes
from second to first order at c4  1. Similarly, we have
observed the phase transition becomes first order for c3 >
0 (not shown).
Having shown that gravity duals can lead to both first-
and second-order phase transitions, it is natural to explore
whether it is possible to find other choices of c3 and c4 such
that the transition is of second order but with critical
exponents different from the mean field prediction. For
c3 ¼ c4 ¼ 0 it has been recently shown [11] that critical
exponents agree with the mean field values. We note that,
though there are exceptions [16], in low dimensions the
critical exponents of real systems deviate from the mean
field prediction (see chapter 1 of [1] for a concise review).
An interesting behavior arises for c3 < 0. Figure 2 presents
the condensate as a function of temperature for c3 ¼ 1
and c4 ¼ 1=2. We have included negative condensates for
clarity. As was mentioned earlier, this model can be re-
written in terms of a complex field in such a way that  is
constrained to be positive. With this restriction, the phase
transition is of second order (see Fig. 3) with  ¼ 1. Such
non-mean field behavior arises in this case as the result of a
vertical shifting of the condensate curve towards negative
values and restricting it to the positive branch. More gen-
eral (see Fig. 3) critical exponents 1=2    1 can be
obtained by considering
F ¼ 2 þ c þ c44; (7)
with 3    4. An exponent  larger than the mean field
predictions indicates that fluctuations are suppressed and
the condensate is particularly stable. This has been ob-
served in the Gross-Neveu model for massless fermions
[17].
Finally, let us study the conductivity. In order to calcu-
late it, one considers an electromagnetic perturbation Ax ¼
AxðrÞei!tþiky in the bulk. The equation of motion for Ax
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FIG. 1 (color online). Upper: Normalized condensate hO2i as a
function of temperature at fixed  ¼ 1 for F given by (5) with
c3 ¼ 0, and different c4’s. A jump in the condensate at the
critical temperature is clearly observed for c4 * 1. Dashed lines
delimit the metastable region typical in first-order phase tran-
sitions. Lower: Free energy difference WðTÞ ¼ W W0 with
W given by Eq. (6), W0 ¼ 1=2rH the free energy in the uncon-
densed phase, c3 ¼ 0, and different c4’s. W is not analytic at
Tc (WðTcÞ ¼ 0) for c4 * 1. This is a signature of a first-order
phase transition.
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FIG. 2 (color online). hO2i condensate as a function of tem-
perature at fixed  ¼ 1 for F given by (5) with c3 ¼ 1 and
c4 ¼ 1=2.
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[6,12,15] is
A00x þ f
0
f
A0x þ

!2
f2
þ k
2
r2f
F ðÞ
f

Ax ¼ 0: (8)
We must impose in-going wave boundary conditions at the
horizon for causality [18]: Ax / fi!=3r0 . At the boundary,
Ax ¼ A0 þ A1r þ    . The retarded Green function
GRð!; kÞ is then given by GR ¼ A1=A0. Finally, the con-
ductivity is
ð!Þ ¼ GRð!; 0Þ
i!
: (9)
In Fig. 4 (upper), we plotReð!Þ for the hO2i quantiza-
tion at T  0:84Tc, c3 ¼ 0 and different c4’s. The plots
clearly show the existence of a gap that increases with c4.
We also observe a coherence peak that gradually becomes
narrower and stronger as c4 increases. In strongly interact-
ing condensed matter systems, this type of behavior is
caused by fluctuations of the condensate [8,9]. This indi-
cates that c4 effectively controls the magnitude of the
fluctuations. In fact, we have already seen that for c4 * 1
the fluctuations are strong enough to even induce a first-
order transition. Figure 4 (lower) shows a similar plot but
keeping c ¼ 1 fixed in (7) and varying the exponent . It
is observed that the coherence peak becomes more pro-
nounced as we increase . Therefore, the parameter  also
controls the strength of fluctuations in the system. In con-
clusion, we have introduced a class of gravity duals that is
sufficiently general to describe both first and second-order
phase transitions at finite temperature in strongly interact-
ing systems. For second-order transitions, critical expo-
nents different from the mean field prediction are obtained
for some range of parameters in our model. The size and
strength of the coherence peak can also be controlled by
the parameters that define F . This is an indication that our
model may provide an effective description of certain
aspects of strongly interacting systems close to Tc with
F controlling features such as the magnitude of the inter-
actions binding the condensate or the strength of its
fluctuations.
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FIG. 4 (color online). Upper: Re½ (9) as a function of ! for
T  0:84Tc, c3 ¼ 0 and different values of c4. We observe the
spectroscopic gap and the coherence peak that becomes narrower
as c4 increases. These features are similar to those of certain
strongly coupled superconductors [8,9]. Lower: A similar plot
for c ¼ 1 and different values of  in (7). The coherence peak
is more pronounced as  increases. This is an indication that
condensate fluctuations also increase with .
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FIG. 3 (color online). Condensate in the proximities of Tc for
c ¼ 1 and different values of the exponent  in (7). The
critical exponent  (the slope of the curves) clearly depends on
. The best linear fit yields   1, 0.80, 0.65, 0.5 for  ¼ 3,
3.25, 3.5, 4, respectively. In fact, solving the equations of motion
in power series around the horizon, it is possible to show that the
critical exponent  is related to  by  ¼ ð 2Þ1.
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