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Formal power series in several non-commutative indeterminates play for the 
realization of regular (i.e. (internally) bilinear) systems the same r61e as transfer 
functions for linear stationary ones. 
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INTRODUCTION 
Les fonctions de transfert repr6sentent l 'outi l  de base pour la r6alisation des 
syst6mes automatiques lin6aires et stationnaires. Nous montrons iei que les 
s6ries formelles en plusieurs ind6termin6es non commutat ives jouent  un r61e 
analogue pour les systhmes r6guliers (ou bilin6aires) de la forme 
i= l  
y(t )  = ~q(t). 
Le  vecteur d'6tat q(t) appartient a un espace vectoriel Q; A 0 , A 1 ..... An: 
Q ~ Q sont lin6aires comme l 'application de sortie A; u 1 ,..., u n sont les entr6es. 
La  dimension finie de Q 6quivaut ~t la rationalit6 de la s4rie non commutat ive.  
* Travail effectu6 sous l'auspice de la convention de recherche 76 133 de I'I.R.I.A.- 
S.E.S.O.R.I.. 
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Rappelons qu'en vertu d'un r~sultat dO 5 l'auteur et H. J. Sussmann, les 
syst~mes r~guliers, d'espace d'~tat de dimension finie suffisent, en temps 
continu, 5 approcher tout syst~me non lin~aire "continu". D'ofl un intdr~t 
pratique ind~niable, bien que cela ne soit plus vrai en temps discret. 
Les liens entre theories des automates et des syst~mes ont dt~ pressentis 
depuis longtemps (cf. Kalman et coll., 1969; Eilenberg, 1974; Brockett et Willsky, 
1972;...). Notre approche ~lucide cette question. Les sdries rationnelles non 
commutatives ont, en effet, dt~ introduites par Schiitzenberger (1961), il y a plus 
de quinze ans, en liaison avec diverses questions d'informatique th~orique. On 
comprend alors qu'un syst~me rdgulier 5 temps discret est, ~t peu de chose pros, 
un automate pond6r& Cette ressemblance n'est pas acaddmique. Elle permet de 
caract~riser compl~tement les syst6mes rdguliers non autonomes, d'espace 
d'&at de dimension finie, de fa~on strictement analogue 5 ce qui a 6td fait pour 
les automates variables avec le temps (Agasandjan, 1967). Cela s'applique aux 
syst~mes linfiaires, ee qui r~soud un probl~me pendant depuis longtemps. 
Une bonne pattie des r~sultats a d6j5 dt~ publide par l'auteur (1973, 1974b, c, d, 
1976) sous une forme tr6s succinte. 
Le codage par inddtermindes non commutatives a dtd dtendu par S ontag (1976b) 
5 d'autres classes de syst~mes non lindaires en temps discret. I1 s'applique aussi, 
et surtout, au temps continu (cf. l'auteur, 1976), or] il nous semble que la pr~sente 
thdorie trouve route son ampleur. 
Terminons en soulignant out ce que notre approche doit aux travaux et 
conseils du Professeur R.E. Kalman (1960, 1968, 1969, 1976). Cet article 
n'aurait jamais pu 8tre ~crit sans les invitations qu'il nous a adressdes, en 1973 
et 1977, ~ s~journer au Center for Mathematical System Theory qu'il dirige ~t 
l'Universit~ de Floride ~ Gainesville. 
I. RAPPELS SUR LES STORIES FORMELLES NON COMMUTATIVES 
1. DEFINITIONS ET PROPRIETES GENI~RALES 
(a) Sgries formelles 
Soit X* le monoi'de libre engendr~ par un ensemble fini non vide X. Un ~l~ment 
de X* est appel~ mot. L¥16ment neutre, ou mot vide, est not~ 1. La longueur ] w l 
d'un mot west  le nombre de lettres dont il est compos6: ] xlx2xl 2 ] = 4. La 
longueur du mot vide est nulle. Pour tout x ~ X, ]w Ix d6signe le nombre 
d'occurences de x dans w: ] xlx2xl ~ [~1 = 3, I xlx2xl ~ lx~ = 1. I1 est clair que 
[wI=~lwl~. 
~ffX 
Soient K un corps commutatif, K<X} et K<(X}} les K-alg~bres des polyn6mes 
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et des sdries formels, ~ coefficients dans K, en les ind6termin6es (ou variables) 
associatives x e X (non commutatives si cardX >/2). Un 616ment s e K((X))  
est not6 
s = ~ {(s, w)w [ w e x*} ,  o~ (s, w) ~ K. 
Addition et multiplication sont d6finies par 
s 1 + s~ = ~ {[(sl, w) + (s~, w)]w I w ~ X*}, 
Dans le cas off X est r6duit 5 une seule lettre x, on retrouve les alg6bres com- 
mutatives usuelles K[x] et KEx ~1 des polyn6mes et des sdries en une ind6termin6e. 
(b) Rationalitd 
Une s6rie s est inversible ssi son terme constant(s, 1) est non nul. Une sous-K- 
alg6bre R de K((X))  est rationnellement close ssi l'inverse de toute s6rie inversible 
de R appartient encore ~t R. 
La K-alg~bre K( (X) )  des s6ries rationnelles est la plus petite sous-alg6bre 
rationnellement close de K((X))  qui contienne K(X) .  
Remarque. Dans le cas d'une seule ind6termin4e x, toute s6rie rationnelle st 
d6veloppement de Taylor ~t l'origine du quotient P/Q de deux polyn6mes P, 
9 e K[x], 9(0) @ 0. 
UKN d6signe l'ensemble des matrices ~ M lignes et N colonnes. Un exposant 
6gal ~ 1 peut ~tre omis: on 6crit MK pour MK1 (matrices colonnes d'ordre M)  
et K N pour 1KN (matrices lignes d'ordre AT). Une reprdsentation (matricielle) 
[z: X*- -~ NKN est un morphisme du monoide X* dans le monoide multi- 
plicatif des matrices carr4es d'ordre N. 
TH~OREME I (dit de Kleene-Schiitzenberger). 1 Une sdrie r ~ K((X))  est 
rationelle si et seulement s'il existe un entier N ~/ 1, une rgprdsentation IX:X*  ---* 
NKN, des matrices ligne A ~ K Net eolonne 7 ~ NK tels que 
r = ~ {(A~wT)w I w ~ x*}.  
Remarques. (i) Avec des modifications mineures, la rationalit6 peut encore 
6tre d6finie quand les coefficients appartiennent ~ des anneaux on semi-anneaux 
(cf. Eilenberg, 1974; l'auteur, 1974@ Le thd0r6me de Kleene-Schiitzenberger 
reste vrai. Avec le semi-anneau de Boole B = {0, 1}, off 1 + 1 = 1, on retrouve 
la thdorie des langages formels et des automates, ainsi que le r6sultat originel 
de Kleene. 
1 Voir Schtitzenberger, 1961; Eilenberg, 1974; l'auteur, 1974a. 
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(ii) Dans le cas d'une seule variable, le thdor6me de Kleene-Schiitzenberger 
est dquivalent aux relations de r6currence lin6aires ~ coefficients constants, 
auxquelles ob~issent, g partir d'un certain rang, les coefficients de s&ies ration- 
nelles. 
2. MATRICES DE HANKEL 2 
(a) Ddfinition 
Associons ~ route sdrie s ~ K((X)) un tableau infini, appel6 matrice de Hankel 
et not6 Jt°(s), dont lignes et colonnes ont index6es par X* et tel que l'61~ment 
d'indice (u, v) ~ X* × X* soit le coefficient (s, uv). 
Le rang de la matrice de Hankel, que l'on nomme aussi rang de la sdrie, est 
par d~finition: 
- -  zdro ssi la sdrie, et done la matrice, sont nulles; 
- -  fini, non nul, 6gal ~t p, ssi l'on peut extraire un sous-d6terminant on 
nul d'ordre pet  si tout sous-ddterminant d'ordre p + 1 est nul; 
- -  infini autrement. 
(b) 2Plodules driels 
Un K(X)-module sdriel gauche est un triple (E, c, l) off: 
- -  E est un K(X) -module  gauche, 
--  c est un 616ment de E, 
- -  l: E -+ K est une application K-lin6aire. 
A un tel module s6riel correspond la s6rie 
s = {(lwc)w I w x*} .  
R6ciproquement, ~ une s6rie s e K((X)), on peut faire correspondre un module 
sdriel gauche (E, c, l), off E n'est autre que K(X)  considdrd comme K(X) -  
module gauche, c le polyn6me unitd 1, l l'application qui h p e K (X)  fait corres- 
pondre 
F, {(p, w) [ x*} .  
Un morphisme ~0: (E, c, l) -+ (E', c', I') de K(X)-modules s&iels gauehes est 
un morphisme du K(X) -module  E dans le K(X) -module  E', tel que ~oc = c', 
*~vl' = l ('50 ddsigne l'application duale de ~o considdrd comme application K- 
lindaire). On a isomorphisme ssi 9 est un isomorphisme entre E et E'. 
2 Voir l'auteur, 1974a. 
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(E, c, l) est dit rgduit ssi E = K(X)c  et si {n ] n e E, I (K(X)c)  = 0} = {0}. 
Soient 
~R = {n [ n e K (X)c ,  l (K(X)c)n  = 0} 
un sous-K(X)-module de K(X)c ,  R = K(X)c/~I ,  ~: K(X ' )c  --+ R l%pimor- 
phisme canonique. I1 existe une application K-lin~aire 10: R --4 K telle que la 
restriction de l ~ K(X)c  soit figale ~ loot. (R, Co, lo) , off Co = gc, est clairement un 
module s6riel r~duit. Deux modules s~riels r~duits associ~s 7t une m~me s~rie 
sont ?~ l'&idence isomorphes. 
On peut doter le K-espace vectoriel ~ sous-tendu par les colonnes de ~(s )  
d'une structure de K fX) -modu le  gauche: un mot u e X*  operant sur la colonne 
d'indice w ~ X* lui fait correspondre la colonne d'indice uw. Consid~rons le 
K (X) -modu le  s~riel gauche (~, q ,  ~), off q est la colonne d'indice le mot vide, 
c~: ~ -+ K l'application K-lin~aire qui ~ toute colonne associe le coefficient de 
la ligne d'indice le mot vide. (~, el, c~) produit la s~rie s. 
PROPOSITION 2. (~, Ca, a) est un K(X)-module s3riel gauche rMuit. 
Preuve. En effet, E = K(X)q .  S i t  ~ E, a(K(X)c)  = 0 implique la nullit~ 
des lignes de c. | 
Remarques. (i) La matrice de Hankel fournit ainsi une interpr&ation 
remarquable du module s~riel r~duit. 
(ii) I1 faut comprendre la notion de module s~riel comme une g~n~ralisa- 
tion de celle d'automate. L ' id& de module apparalt aussi chez Heller (1967), 
Kalman (1968, 1969) et Eilenberg (1974). 
(c) Rang fini 
Tn~ORi~ME 3. Une condition dcessaire t suffisante pour qu' une s3rie r~K(( X) )  
soit rationnelle est qu'elle soit de rang fini N. II existe alors une repr3sentation 
~: X*  -~ ~K ~, des matrices ligne A ~ K ~ et colonne ~ ~ ~K telles que 
r = Z {(~w$)w 1 w ~ X*). 
On peut d~terminer: 
deux ensembles de N roots d R - -  { ~} j= l ,  {g,}i=l; 
- -  une application X: X*--+ ~K ~ ddfinie, pour tout w ~ X*, par (Xw)~,j = 
(r, g~wdi) ( i , j  = 1 .... , N), telle que xl soit inversible t v~rifiant Xw = xl#w; 
__ ~2 matrices mi.j ~ ~K ~ (i , j  = 1,..., N )  v~rifiant, pour tout w ~ X*, Ftw = 
~.~ m~.~(r, g,wd3. 
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Soient un entier N >/ 1, une reprgsentation i~: X*  ~ NKN, des matrices ligne 
A ~ K Net colonne ~ ~ nK  tels que 
Alors N ~ N.  Si  N = N, il existe une matrice inversible P ~ UK ~ telle que: 
Pt~wP -1 = ~w, ~P = A, P7 = $ (les reprdsentations t • et /2 sont donc semblables). 
Preuve. (i) Soit r ~ K( (X) )  ddfinie par: 
= Z {(a~w~,)w I ~ ~ x* ) ,  
oh/~, ~, ~, qui ont la signification habituelle, sont de dimension N. Le K-espace 
vectoriel sous-tendu par les colonnes de ~°(r) est de dimension finie: c'est un sous- 
espace vectoriel de celui engendrd par les N colonnes dont les coefficients 
d'indice w sont ceux du N-uple A/~w. D'ofl la finitude du rang. 
(ii) Soit r ~ K( (X)}  de rang fini IV. I1 existe deux ensembles de N mots 
d N ~7 { i}i=l, {gJ}~=l tels que le d&erminant de la matrice [(r, gidj)] d'ordre ]V soit 
non nul. Pour deux mots quelconques u, v E X* ,  il vient: 
(r, uv) = ~ mj(v)(r, udj), (1.1) 
i,j 
oh m~(v) = (--1)J+:vAj(v)/det[(r, gidj)], Aj(v) &ant le d&erminant de la matrice 
obtenue en remplacant dj par v dans [(r, gkd~)]. La formule (1.1) exprime que 
les colonnes d'indices d 1 ,..., d~ forment une base du K-espace vectoriel engendrd 
par les colonnes de 3f(r). 
Soient /2, X: X* -+ ~K ~7 les applications ddfinies par (/2w)i,j = m~(wdj), 
(XW)i,j = (r, eiwdj). En vertu de (1.1), il vient: 
Xw = X1/2w. (1.2) 
Comme X1 est inversible, on vdrifie que/2 est une repr&entation. Soient ~ 6 K ~ 
et ~2 ~ ~VK les matrices ligne et colonne dont les j-6mes eoeffieients sont respee- 
tivement (r, dj) et mj(1). De (1.1), on ddduit: 
(1.2) permet de d&erminer iV2 matrices m¢.j ~ ~K ~ telles que 
(iii) Soit r ~ K( (X)}  donn& comme en (i). A/~, A, ~, on peut associer le 
module s6riel gauche (E, c, l) off: 
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- -E  = NK, K-espace vectoriel sur lequel opbrent canoniquement les 
matrices/,w et que l'on peut consid~rer comme un K(X)-module gauche; 
- -  c = ~ ;  
- -  Iest l'application rep~rde par A, c'est-•-dire telle que lwc = Atzw~,. 
Les assertions du th~or~me c0ncernant les liens entre/z, A, 7 et/2, A, '2 appa- 
raissent alors comme la traduction en langage matriciel des propridt~S des 
modules ~riels r~duits. I 
La reprdsentation/2, qui est d6finie ~ une similitude pros, est d[te riduite (ou 
minimale). 
COROLLAI~. Pour qu'une sgrie r ~ K((X))  soit rationnelle, il faut et il suffit 
que le K-espace vectoriel sous-tendu par les colonnes (ou les lignes) de la matrice 
de Hankel soit de dimension finie. La dimension de ces deux espaces veetoriels est 
ggale au rang de r. 
Remarque. Dans le cas d'une seule ind&ermin~e, les liens entre sdries 
rationnelles et matrices de Hankel de rang fini sont classiques. 
(d) Dualitg entre lignes et eolonnes 
On construit de m~me les K<X)-modules ~riels droits avec des propri&6s de 
r~duction identiques. Les lignes de la matrice de Hankel peuvent ~tre dot~es 
d'une structure de K<X}-module s~riel droit ((~, I1, fl), qui est r~duit. 
(~, el, ~) d~signant le K(X}-module droit engendr~ par les colonnes de la 
matrice de Hankel, ~ et ~ sont en dualitY: ~ la ligne et ~t la colonne d'indices u, 
v ~ X*, on associe le coefficient (s, uv). 
On note ~ = X~o "'" xjk_x~ l'image miroir du mot w ~ x~ xjk_~ "" x~o. 
L'image miroir de la s~rie s E K({X}} est 
= ~ {(s, ~)~ I ~ ~ x*}. 
La matrice de Hankel de ~ est la transpos6e de ~(s):  il y a dchange des lignes et 
des colonnes. 
II. SYSTI);MES RI~GULIERS 
1. Dt~FINITION 
Un syst~me, ou asservissement, r6gulier, ou bilin6aire, a la description i terne 
suivante: 
q( t+ 1) = Ao+ i u,(t) Ai  (t), (2.1) 
i=1 
y(t) = Aq(t) (t ~ O, 1, 2,,..). 
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Le vecteur d!dtat q(t) appartient au K-espace vectoriel Q non n6cessairement de
dimension finie (q(0) est donn6); _do, d 1 ,..., A~:Q --~ Q, ~'Q--+ K sont des 
applications K-lin6aires; ul .... , un: N -+ K sont les entrdes (ou commandes, ou 
gouvernes, ou contr6les). :.~ 
Remarque. La sortie est suppos6e scalaire (ou monodimensionelle) par 
commodit6. 
Deux asservissements sont dits indiscernables s i, pour les m~mes entr~es, on 
ales m~mes orties. Soit l'asservissement 
q(t + t )~  Ao + ui(t) Ai  q(t) + b o + ~ udt ) bl , (2.2) 
i=1 
[ y(t) = Zq(t) + ,C 
Les symboles ont le m~me sens qu'en (2,1); bi b2 .... , b~ appartiennent ~ Q 
etc~K.  
PRoPosITION 1. 3 Le syst~me (2.2) est indlscernable d'un syst~me rggulier. Si 
l'espace dYtat de (2.2) est de dimension finie N, on peut choisir le systbme rggulier 
de dimension N + 1. 
Preuve. Posons Q I= Q @K,  (2.2) est indiscernable de l'asservissement 
r6gulier, d'espace d'6tat Q1 donn6 par 
,2 
lqi(t 
off 
i'1 
y(t) = )tlql(t), 
~/01 [~] = [Aoq + kbo], ~bi] (i = 1 .... , n), 
Remarque. Si Q est de dimension finie, les diverses applications peuvent 
fitre rep~r6es par des matrices. I1 vient: 
f0 ;°1 [ Ao 1 , Ni t = . • "" 0 , 0 "" 0 
a Adaptauon dun resultat du a Brockett (1972) pour les systemes r6guliers de dimension 
finie en temps continu. - . 
643,/38/3-3 
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COROLLAIRE. La famille des systkmes r~guliers contient strictement celle des 
lindaires stationnaires de la forme 
n 
q(t + 1) = Fq(t) + ~ u,(t)g,, 
y(t) = Hq(t), 
d'espace d'dtat Q(q(O) - 0), ou gx ..... gn e Q, et F: Q --->Q, H: Q --+ K sont des 
applications K-lindaires. 
la non lin6arit6 des asservissements r6guliers par Remarque. Illustrons 
l'exemple suivant: 
l q(t) = u(t) q(t), y(t) q(t), 
d'espace d'&at de dimension un (q(O) = 1). I1 vient y(t) -- u(t -- I ) " "  u(1) u(O). 
Cependant, ici, comme dans le cas gdn6ral, it y a lindarit6 par rapport h la valeur 
u(-r) de l'entr6e ~ l'instant ~-. 
2 '  S~mES G~NERATRICES 
(a) Codage 
(i) Entree homog~ne. 
indiscernable d'un syst~me de la f0rme 
Un syst~me :r6gulier est dit ~ entr(e homogkne ss'il est 
(2.3) 
LEMME. 
et syst~mes rdguliers, d entrde homog~ne, ddfinis dune indiscernabilitd pr~s. 
Preuve. (a) L'asservissement est donn& La sortie de (2.3) est 
+ [ 
o 1 
Guid6 par (2.4), introduisons l'alphabet X ---- {x 1 ,..., x,)  et la s6rie 8 e K((X)), 
o~ (g, 1) -~ ~q(0), (g, x~--" x%) = L~/~ "-" Aqq(0). I1 vient: 
y(t + 1) ----- ~ (g, xq ... X~o ) u~,(t) ... u~o(0 ). 
i t . . . . .  ~0~1 
y(t) = aq(t). 
II y a bijection canonique entre s~ries formelles non commutatives 
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Le coefficient de xq "'" xio est la sortiey(t -}- 1) pour les entr6es: 
uio(O ) = 1 et ui,(0) = 0 si i' v a i0, 
ui,(t) = 1 et u((t) -~- 0 s i i '  :# i t . 
(8) La s6rie est donn~e. Soit (E, c, l) un module s6riel gauche associ~ 
g E K((X)),  05 X =- {x 1 ..... x~}. Soit le syst~me de la forme (2.3), off Q --- E, 
q (0 )= c, ~ = let  off -//iest l'application induite par x~: 
Voq, Aiq = xiq. 
Le lien entre coefficients de get  comportement entr6e-sortie dy syst~me st le 
m6me que celui de la premiere parti e de la ddmonstration. I1 en r6sulte que tout 
syst~me r6gulier ddfini par un autre module s6riel de g est indiscernable du 
pr@6dent. | 
g est dite s6rie gdndratrice de (2.3). 
(ii) Entrie quelconque. Au syst~me (2.1), associons 
homog~ne 
p(t + 1) = uj(t) A; off), 
~(t) = he(t), 
le syst~me ~ entr6e 
de m6me espace d'&at (p(0) = q(0)), off u0: N -+ K est une nouvelle entr6e. 
LEMME. Deux syst~mes rdguliers sont indiscernables si et seulement s'il enest 
ainsi des syst~mes rdguliers, d entrde homog~ne, associds. 
Preuve. (c~) Si les asservissements h entr6e homog~ne sont indiscernables, 
il en est 6videmment de m6me des asservissements initiaux: il suffit de prendre 
U0~ 1. 
(fi) R6ciproquement, soient 
y(k)(t) h(k)q(k)(t ) (k ---- 1, 2) 
deux asservissements rdguliers indiscernables. I1 suffit de montrer l'identit6 des 
sdries g~ndratrices gl et g~ en les inddtermin6es xj ( j  ~--- 0, 1,..., n) pour montrer 
l'indiscernabilit6 des asservissements ~ entrde homog~ne associds. 
Par indiscernabilit6 h l'instant initial t = 0, il vient (gl ,  I )=  (fl~, 1). 
Procddons par rdcurrence. Supposons que, pour tout couple d'asservissements 
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B entree homogene aasocies a des aasservissements reguliers indiscernables, il y 
ait, dans les series generatrices, Cgalite des coefficients des mots de longueur 
inferieure ou &gale a 1 >, 0. Soit 5~ un mot de longueur I + 1. Les asservisse- 
ments 
cp’(t + 1) = At) + f U$) AI”’ q(k)(t) 
i-1 > 
yj’“‘(t) = h!‘c’q’““p) 
(k = 1,2) 
3 
oh A(“) = A(“)& , sont aussi indiscernables. Le coefficient de w dans les series 
associees est identique a celui de xjw dans gl, g2 . D’oti (gr , +w) = (ga , SW), 
Ce qui acheve la demonstration. 1 
A tout systeme regulier, on associe ainsi la m&me serie generatrice qu’au 
systeme a entree homogene correspondant. Les deux Iemrnes precedents 
conduisent au resultat fondamental suivant: 
TH~ORBME 2. I1 y a bijection canonique entre skies formelles non commutatives 
et systkmes rt!guliers, d&his a une indiscernabilite’ p&s. 
La s&k, associee 21 l’asservissement, dont elle determine le comportement 
entree-sortie, est dite serie generatrice de l’asservissement. 
Remarques. (i) 11 y a, en general, n + 1 indeterminees lorsque I’entree est 
de dimension n. 
(ii) Le systeme (2.1) est a entree homogene ssi le coefficient dans,g de tout 
w E X* contenant au moins une occurence de x,, (/ w 1 o0 > 1) est nul. 
“I ” ‘(iii) Si. ia sortie Ctait vectorielle (ou mukidimensionelle), et non plus 
scalaire, it faudrait prendre un vecteur de &ries~gCnkratrices; 
(iv) Le theoreme reste valable si, au lieu d’un corps, on. prend un anneau, 
ou mCme un semi-anneau (cf. l’auteur (1974a)). 
(b) Rbdhction, accessibilite’, observabilitd 
Soit (E, E, I) le K(X)-module seriel gauche reduit de la serie generatrice g du 
systeme regulier (2.1). Associons-lui le systeme 
q(t + 1) = 
( 
& + i @) & q(t), 
i=l 1 
y(t) = w>, 
(2.5) 
d’espace d’etat g N R (q(O) = E, x = i), oh Jj ( j = 0, l,...,. ~2) est l’application 
induite par xi: 
v,q, xyj = &j. 
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Montr0ns que  l'ensemble des vecteurs d'4tat accessibles 5 partir de q(0), 
5 l'instant initial, sous-tend 0. A l'instant 1, l'ensemble (A 0 + 2 u~(0) d~) q(0) 
sous-tend le m4me espace vectoriel que {A~q(0) lj = 0, 1 .... , n}. Supposons qu'5 
l'instant t, l 'ensemble des vecteurs accessibles ous-tend le m~me espace que 
{-dj~_~ "'" Ajoq(0) ]jt-1 ..... Jo = 0, l ..... n}. A l'instant t + 1, l'ensemble des 
vecteurs accessibles ous-tend le m~me espace que {(.do -c ~2 ui(t)-di)AJ~_ 1"'" 
A~oq(0)} , done que {A~ "-" Jj0~(0)}. ~ 
Un syst~me tel que l'espace d'&at soit engend% par l'ensemble des vecteurs 
accessibles ~partir de l'instant initial, est dit semi=accessible. 
Soient ql,  q~ e ~ deux vecteurs d'&at distincts du syst~me (2.1). (Z~) et (~)  
sont deux syst~mes rfiguliers identiques 5 (2.1), ~ ceci pr& qu'ils sont initialis& 
non par q(0), mais respectivement par q~ et q~. (2.1) est dit eompl~tement obser- 
vable ssi, pour tout coupl e q~, qe, on a: 
- -  soit ~q~ =/= ;~q~; 
- - soit des entr&s {udr ) I i = 1,..., n; r = 0,..., t} telles que les sorties corres- 
pondantes 3)i, y~ de (E~), (~2~) diff6rent: y~(t 4- 1) ~¢ y2(t q- 1). 
Montrons que (2.5) est compl&ement observable. Soient ~]~, ~e ~ Q (q, ~ qe). 
tels que ~q~ = )tq~. En vertu de la ddfinition m~me des modules sdriels rdduits 
(Chap. I, Sect. 2b), il existe un mot w e X* tei que 
i(wq,) 7~ i(wq~). (2.6) 
Comme pour l'accessibilitd, on prouve que wql et wq2 peuvent &re exprimds en 
combinaisons lin6aires de vecteurs d'6tat accessibles 5 partir de ql et q2, ce avec 
les m6mes entr6es: 
_L 
wql~ = ~ a(l,)q, z." (k = 1, 2; ql"- et q2-" accessibles a partir de qlet q2 
,=1 avec les m~mes entr~es). 
En vertu de (2.6), il existe/x 0tel que ~(~0) @ ~(q~o). 
R&iproquement, supposons (2.1) semi-accessible et compl6tement observable. 
Le module s&iel gauche associd (Chap. I I ,  Sect. l b) est, comme on le v&ifie 
ais6ment, rfduit. 
Un syst4me r6gulier est dit rMuit (ou minimal) ss'il est associd 5 un module 
s&iel gauche rdduit. 
Le th6or+me suivant reprend, avec quelques modificationsfi les r6sultats 
classiques de Kalman (1968, 1969) sur les syst~mes lin6aires stationnaires de 
dimension finie. 
THI~ORI~ME 3. (i) Tout syst~me r@ulier est rdduit si et seulement s'il est semi- 
accessible t compl~tement observable. 
La semi-accessibilitg remplace la commar£dabilitfi (ou contr61abilit~). 
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(ii) Tout systgme rdgulier est indiscernable d'un syst~me rdgulier rdduit 
i=1 
• y ( t )  = Aq(t) ,  
d' espace d'dtat Q. Soit 
qt(t + 1) = Ao I + ~1 ui(t) "/III ql(t)' 
y(t) = Alql(t) 
un syst~me rdgulier, d'espace d'dtat Q1, indiscernable du prdcddent. 
I1 existe un isomorphisme i: ~1 _+ ~ tel que: 
iAj 1 = 4 i  ( j  = O, 1 .... , fl,), iql(O) = q(O), /~i = )l 1. 
Les deux syst~mes sont dits isomorphes. 
Remarque. Le dimension de l'espace d'6tat d'un syst~me r6gulier r6duit est 
au plus d6nombrable. En effet, dans le module s6riel r6duit (E, ~, i), E' est 
sous-tendu par {wglw ~ X*}. On en dfduit que toute syst~me r6gulier est 
indiscernable d'un syst+me de dimension au plus d6nombrable. 
La proposition suivante reprend les crit~res classiques de Kalman (1960, 1968, 
1969, 1976) sur la commandabilit6 et l'observabilit6. 
PROPOSITION 4. Le syst~me rdgulier 
y(t) = 1q(t) 
est :  
- -  semi-accessible si et seulement si la famille infinie de vecteurs 
{q(O),Aoq(O),...,A~q(O ) ..... A h ...Ajoq(O),...} 
sous-tend l'espace d'dtat; 
- -  compl~tement observable si et seulement si la famille infinie 
{A, AA o ..... hA . . . . .  , hAj, "" Ajo ,...} 
sous-tend le dual algdbrique de l' espace d'dtat. 
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Preuve. (i) L'accessibilit6 est obtenue comme pr6c6demment. L'ensemble 
(A o -1- ~ ui(0) Ai) q(0) des vecteurs d'&at accessibles ~t l'instant 1 sous-tend le 
m6me espace que (AN(0) I j = 0, 1 .... , n}. Supposons qu'h l'instant , l'ensemble 
des vecteurs accessibles ous-tende le m~me espace que {A~.,_x--" A~oq(0)}. A 
l'instant t + 1, l'ensemble des vecteurs accessibles ous-tend le m6me espace 
que {(A 0 + ~] ui(t) Ai) Aj,_I"'" Ajoq(0)}, donc que {Aj t ' "  AJoq(0)}. 
(ii) I1 y a gdndration du dual algdbrique de l'espace d'dtat ssi pour tout 
couple q, q' de vecteurs d'&at distincts, on pcu trouver AA3, "" ASo tel que 
AAj~ "" A¢o q # hAj~ "" A~oq'. Comme pour le thdor~me prdc6dent, on en ddduit 
des entrdes permettant de distinguer q et q'. | 
(c) Dualitd entre accessibilitg et observabilitd 
Pour les syst6mes lin6aires, Kalman (1960, 1968, 1969) a d6crit une dualit6 
entre commandabilitd etobservabilit& Nous allons montrer qu'il en est de m6me 
ici, en nous basant sur la dualit6 entre lignes et colonnes de la matrice de Hankel 
(Chap. I, Sect. 2d). A (2.1), associons le syst6me rdgulier, dit dual ou transposd 
de (2.1), d6fini par: 
i=l  
y(t)  =  q(0) 
d'espace d'&at le dual alg6brique de Q@(O) = tA), ou ~Aj, ~q(O), tA ddsignent les 
duaux ou transpos6s. (2.7) peut &re rfi&rit sous la forme 
r(t + 1) = r(t) A o + ~i=lui(t) A i , 
y(t) r(t) q(O), 
o~ ~(0) = ;~. 
La proposition pr&ddente admet pour corollaire: 
PROPOSITION 5. Un sys#me rdgulier est semi-accessible (resp. compl&ement 
observable) si et seulement si le syst~me dual est compl&ement observable (resp. semi- 
accessible). 
(d) Dimemion finie 
Un syst6me r6gulier est dit rdalisable ss'il indiscernable d'un syst+me r6gulier 
?~ espace d'&at de dimension finie. Le thdor6me de Kleene-Sehtitzenberger et le 
thdor~me 2 du Chap. I I  conduisent ~ dnoneer: 
TH~Om~ME 6. Un syst~me rdgulier est rdalisable si et seulement si sa sdrie 
gdndratrice st rationnelle. 
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La matrice de Hankel et le rang d'un systbme r6gulier sont, par d6finition, 
ceux de la s6rie g6n6ratrice. I1 vient (cf. th6orbme 3 du Chap. I): 
TttI~OI~ME 7. La dimension de l'espace d'dtat d'un systbme rlgulier rdduit, 
rdalisable est finie, dgale au rang. 
Remarques. (i) Une description prdcise du syst~me rdduit en fonction de 
la matriee de Hankel se d6duit du th6or~me 3 du Chap. Ie t  de sa d6monstration. 
(ii) Pour les syst~mes ~entree scalaire de la forme (eL 2.2) 
l q(t + 1) = (A o -}- ux(t ) A1) q(l) -~- ul(t ) hi, y(t) = Aq(t), 
off q(0) ~- 0, Isidori (1973) 5donne une description compl+te de la r6alisabilitd 
partir de la matrice de Hankel. 
La proposition 4 devient (cf. d'Alessandr 0, 1972; d'Alessandro et coll., 1974): 
PROPOSITION 8. 
est: 
Le systkme r(gulier, d' espace d' gtat de dimension finie N, 
/=1 
y(t) = Aq(t) 
- -  semi-accessible si et seulement si la famille de vecteurs 
{q(0), Aoq(O),..., At , . . .  A~oq(O),... I 0 ~ t ~ N --  2) 
est de rang N; 
- -  complktement observable si et seulement si la famille de vecteurs 
{A, hA o ,..., hAjt "" Ajo .... ] 0 ~ t ~ N --  2} 
est de rang N. 
Preuve. I1 suffit de remarquer que s i t  o/> 1 est le plus petit indice tel que 
tout vecteur AJt ° "" Ajoq(O ) soit lin6airement d6pendant de 
{q(0),..., Ak, "" A~oq(O),... I 0 <~ v <~ t o - -  2; k o ,..., k~ = 0, 1,..., n}, 
alors, la famille de vecteurs erait de rang sup6rieur ou 6gal h t o . | 
5 Contrairement ~ ce qui est parfois affirm6 (cf. Isidori, 1974), cette forme n'est pas 
6quivalente ~ celle consid6r6e ici. ¥oir h ce sujet un article ult6rieur. 
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Remarque. A la lumi+re des travaux de l'auteur (1974a) et de Sontag et 
Rouchaleau (1977), il serait possible d'aborder la r6alisation des syst+mes 
r6guliers sur certains types d'anneaux. Mais, eontrairement au cas lin&ire 
(of. Sontag, 1976a), il n'y a pas aetuellement d'application connue. 
III. APPLICATIONS 
l~ SYSTEMES REGULIERS NON AUTONOMES 
(a) Dgfinition 
Un syst+me 
t q(t-~-1) (-do(t) -7 ~ u~(t)A~(t))q(t), i=1 y(t) ~(t) q(t) (3.1) 
est dit r~gulier non autonome (ou variable) ssi l'un au mains des op6rateurs 
do ,  A 1,..., d~,  A d6pend du temps t. Les asservissements r6guliers, d6crits 
jusqu'ici, &aient autonomes. 
A I'instant t -5- 1, la sortie de (3.1) est donn4e par 
y(t + 1) = A(t + 1) A&(t) ... A~0(0 ) uh(t ) ... uj0(0 ) q(0) 
Jr,' 0 =0 
Comme h la Sect. 1.b du Chap. II, il en ddcoule que l'on peut construire une 
s6rie non commutative 
= ~(o) q(O) + y~ ~ A(t + l) A~,(t) ... Aj0(0 ) q(0) x~, ... Xjo, 
t/>o dt ..... J0=0 
qui d6crit enti6rement le comportement entr4e-sortie de (3.1). D'apr6s le 
th6or6me 2 du Chap. II, on peut associer fi la sdrie gdndratrice gun asservissement 
rdgulier autonome, indiscernable de (3.1). 
PROPOSITION 1. Tout systkme rdgulier non autonome est indiscernable d'un 
syst~me rdgulier autonome. 
Remarques. (i) A partir d'un syst6rne non autonome d'espace d'6tat de 
dimension finie, on aboutit, en gdn&al, ?a un syst6me autonome de dimension 
infinie. 
(ii) La proposition 1est analogue ~ un r&ultat de Dauscha et coll. (1973) 
sur les automates variables avec le temps. 
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(b) Rdalisabilitd 
(3. l) est dit rdalisable n tant clue syst6me non autonome ss'il est indiscernable 
d'un syst6me r6gulier de dimension finie, non n6cessairement autonome. Soit o~ 
la matrice de Hankel de (3.1). On note d~ la dimension du K-espacevectoriel (£~ 
engendr6 par les colonnes de dgf d'indice les mots de longueur k. Le rang homog~ne 
des colonnes de ~ est, par ddfinition, maxk> 0 d~. 
PROPOSITION 2. Un syst~me r@ulier non autonome est rdalisable en tant que tel 
si et seulement si le rang homog~ne d s colonnes de la matrice de Hankel est fini, 
dgal dz d. II existe alors un syst~me rdgulier, non dcessairement au onome, d'espaee 
d'gtat de dimension ~l, indiscernable du pr&ddent. Tout autre syst~me rdgulier 
indiscernable est de dimension supdrieure ou dgale ~ d.
Preuve. (i) S'il y a rdalisabilitd, on montre la finitude du rang homog~ne 
des colonnes comme celui du rang ordinaire pour la rationalit6 (Chap. I, Sect. 2c). 
(ii) Supposons le rang homog~ne des colonnes fini, 6gal ~d.  Soit D un 
K-espace vectoriel de dimension d. ~ ddsigne le K-espace vectoriel engendr6 par 
les colonnes de 3~. 
Soit qot: ~t --+ Dun monomorphisme. L'image par % de la colonne indicde 
par le mot vide 1, est notde qD(0). En vertu de la structure de K(X>-module 
gauche de ~ (Chap. I, Section 2b), la lettre xj ( j  = 0, 1,..., n) induit un mor- 
phisme X¢,t: Igt -~  ~t+l ( t />  0): 
D AiD(t) ~" D 
~t-  ' ff'~+l 
XLt 
I1 existe un morphisme AiD(t): D -+ D rendant le diagramme prdcddent 
commutatif, a: ~ --+ K associe ~t oute colonne le coefficient de la ligne d'indice 
le mot vide. Soient s t la restriction ~ ~t(% -- c~ [ ~t) et Ag(t): D ~ K tel que 
L'asservissement 
t qD(t + 1) = y(t) = AD(t) qD(t), 
d'dtat initial qD(O), rdpond an probl~me. 
(iii) Soit un asservissement de la forme (3.1), indiscernable du pr6cddent, 
de dimension d < ~/. Le K-espace vectoriel engendr6 par les colonnes de la 
AD(t) -+- ui(t) AiD(t qD(t), 
i=1 
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matrice de Hankel d'indice les mots de longueur k, aurait oujours une dimension 
infdrieure ou dgale ~ d. C'est, en effet, un sous-espace de celui sous-tendu par 
les d colonnes dont les coefficients d'indice x~,_l "" x~- ° sont ceux du d-up!e 
A(t + k) Aj~_~(t + k --  1) "'" A~o(k -- 1). D'ofl contradiction. II 
APPLICATION. Soit le syst6me fi entrde scalaire 
t 
q(t + l) = u(t) A(t) q(t), 
y(t) = ,\(t) q(t). 
(3.2) 
Le s~rie gdnfiratrice g est en une seule inddterminde x:
g = A(O) q(O) + ~ A(t + l) A(t) ... A(O) q(O) x t 
t >~O 
= ~ gtx ~. 
~>~0 
Le rang homog6ne des colonnes est un. II y a indiscernabilitd avec le syst$me 
non ndcessairement autonome 
r(t + 1) = u(t) 40  (r(0) = 1), 
y(t) = gtr(t) 
d'espace ddtat de dimension un. Soulignons que (3.2) ne peut ~tre autonome de 
dimension finie que si g est rationnelle. 
Remarques. (i) La proposition 2 est, modulo le passage par matrice de 
Hankel, identique ~t un r~sultat d'Agasandjan (1967) sur les automates variables 
(voir aussi Dauscha et coll., 1973), dont l'application est inspirde). 
(ii) Pour alldger l'expos~, on n'abordera pas accessibilitd et observabilitd. 
2. SYSTEMES STATIONNAIRES 
Un syst~me st stationnaire ss'il est invariant par translation temporelle. En 
d'autres termes, le syst6me st stationnaire ssi la sortie y(t) donn6e, par les entrdes 
{ui(~) I ~- -~ O, 1 .... , t - -  1}, est dgale h la sortie y(t o + t) correspondant aux 
entrdes 
v i (a )=O si ~=0, . . . , t  0 -1 ,  
=ui (c r - - to )  si a=t  o,.. . ,t  o+t -  1. 
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En conservant les notations du Chap. II; Sect. lb,  on peut 6noncer, d~apr6s la 
ddfinition m6me des sdries g6n6ratrices: 
PROPOSITION 3. Une s&ie g&#atrice g eK((X~) ddtermine un "systgme 
rdgulier stationnaire si et seulement si pour tout mot w ~ X*  et tout entier k ~ O, 
il vient: • , , : : ~ 
(o, w) = (g, WXok). 
Remarque. En particulier, (fl, x0 k) --  (g, 1). 
Un vecteur d'dtat q est dit point d'dquilibre du syst6me rdgulier (2.1) ssi c'est 
un vecteur propre de _d o relativement ~ la valeur propre 1. 
PROPOSITION 4. Une condition suffisante pour qu'un syst~me rdgulier soit 
stationnaire st que le vecteur d'dtat initial soit point d'dquitibre. Quand le syst~me 
est rdduit, cette condition est aussi n&essaire. 
Preuve. La suffisance est triviale. Soit un syst&me rdduit stationnaire, de 
K(X) -module  s6rid gauche r6duit (E, ~, i). Le fait d'etre stationnaire implique, 
pour tout w ~ X*, i(wxo~ ) = i(wg)i d'o~ x0~ = g (cf. Chap. I, Sect. 2b): I1 en 
ddcoule, en employant les notations de (2.5), A0q(0 ) = q(0). II 
3. LINI}ARITI~ 
(a) Caract#isation g&#ale 
Un syst6me est dit lindaire ss'il d6finit une aplication lin6aire entre les K -  
espaces vectoriels des entr&s et des sorties, c'est-~-dire si le principe de super - 
position s'applique. 
En conservant les notations du Chap. II, Sect, lb, on peut 6noncer~d'apr6s 
la ddfinition m~me des s6ries g6ndratrices: 
PROPOSITION 5. Une sdrie ggn&atrice g E K((X))  ddtermine un syst~me 
rdgulier lingaire si et seulement si tout mot w E X*,  de coefficient non nul, contient une 
et une seule occurence prise dam l'ensemble de lettres {x I ..... x~}. 
Remarques. (i) Le support de g est la pattie (ou langage) de X* ddfinie par: 
supp g = {w [ (g, w) =~ 0}. 
On peut rd6crire la condition prdcddente sous la forme 
supp g C 0 {Xo}*X~{Xo}*. 
i=1  , 
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(ii) Si l'on impose la lin6arit6 par rapport ~ la seule entr6e u 1 , par example, 
on doit avoir: ? 
(~, w) :/: 0 ~ ii ~v l~ = 1, 
OU 
supp 9 C {x0, x.2 ,..., x~}* x~(xo, x 2 .... , x~}*. 
Supposons (2.i): lin6aire. La proposition 5 permet d'affirmer :qu'i! est indis- 
cernable de l'asservissement lin6aire, non n6cessairement autonome, 
n(t + !) = n0 !t) + E .,(t) nin0,q(0), 
i=1 
y(t) = Aq(t), 
de vecteur d'6tat initial nul. L'expression A~Ao ~ assure la pr4sence d'un seul A i 
dans les produits de matrices, donc d'un seul xi dans les mots du support de la 
s6rie g6n6ratrice. 
(b) F°ncti°ns de transfert et sdries gdn~ratrices 
En vertu des propositions 3 et 5, une sdrie g6n&atrice g c K( (X}  d&ermine 
un syst6me lin~aire et stationnaire ssi elle s'~crit: 
in( )] g ~ ~ ~i,~Xo ~ x~ (l --  x0)-!. 
\t/>0 / 
Le coefficient ~i., est dgal ~ la sgrtie, ~ l'instant t + 1, pour l'impulsion initial e 
ui(O ) = 1, u((O) 0 (i' ~ i), toutes les entr6es ult6rieures &ant nulles. I1 en 
d6coule que la matrice des fonctions de transfert du syst~me st 
(~>~0 (xl.t/'~'t+l''''' E ~,t/~;+l)" 
A un changement 61dmentaire de variables pros, il y a donc identk6 entre 
fonctions de transfert et sdries g6n6ratrices. L'outil propos6 dans ce m6moire 
peut 6tre considdr6 comme une g6ndralisation non lin6aire et (ou) non stationnaire 
deta  transformation de Laplace discrete. Cela se retrouve en temps continu 
(cf. l'auteur, 1976). 
(c) Sys#mes lindaires non autonomes 
Kalman (1969, Chap. X) a donn~ une condition simple pour la r~alisabilit6 
des syst~mes lin~aires non autonomes, en temps continu. Rien de semblable 
n'&ait connu en temps discret, en d@it de plusieurs tentatives (Weiss, 1972; 
Evans,. 1972;...). : : 
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Soit le syst~me lin6aire, non n6cessairement autonome, de dimension finie: 
~(t + 1) = F(t) ~l(t) + .= u~(t)gi(t) (r/(O) = 0), (3.3) 
...... ~ y(t) = H(t)  n(t). 
Comme au Chap. I I ,  Sect. la, il est indiscernable de l'asservissement de forme 
(3.1) d6fini par: 
A(t) = (H(t),O). 
l,_°,,g 
LO . . -  0 
R6ciproquement, supposons qu'un syst~me lin6aire v6rifie, en tant que r6gulier, 
la proposition 2 du Chap. I I I .  I1 peut alors &re r6alis6 par un syst~me r6gulier 
(3.1), de dimension finie, qui est indiscernable d'un asservissement de la forme 
(3.3) oflF(t)  --  Ao(t), gi(O) --  q(O), g,(t) - A,( t  - 1)"'" A,(0)q(0), H(t)  = Z(t). 
La proposition 2 a pour cons6quence: 
PROPOSITION 6. Un systgme lindaire non autonome st rdalisable en rant que 
tel 6 si et seulement s'il est rdalisable en tant que syst}me rdgulier non autonome. 
Remarque. Pour ne pas alourdir cet article, nous n'&udierons ni la rdduction, 
ni la commandabilit6 et l'observabilit6 (cf. Weiss, 1972). 
4. QUELQUES AUTRES SYSTEMES NON LINI~AIRES 
Un asservissement est dit quadratique ss'il d6finit une application quadratique 
de l'espace des entr6es dans celui des sorties. Comme dans le cas lin~aire, on a: 
PROPOSITION 7. Une sdrie gdndratrice f l~K( (X) )  ddtermine un systbme 
r~gulier quadratique si et seulement si tout mot w ~ X* ,  de coefficient non nul, 
contient deux occurences prises dam l' ensembles de lettres {x I ..... x~}. 
Remarque. De fagon 6quivalente, il vient 
supp g C 0 {Xo}*Xi{Xo}*X¢(Xo}*" 
i , i '= l  
C'est-~-dire indiscernable d'un syst~me de dimension finie de la forme (3.3). 
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Tout syst+me d'entrde scalaire u 1 peut 6tre 6crit "~ la Volterra" (cf. A1per, 
1964): 
y(t) = ~ h(t, T2 , "1) U(**) Ul(*X), 
0<*x<*~<* 
Off h: N × N × N --~ K est une fonction de trois variables. II lui correspond 
une sdrie gdndratrice g ~ K((xo,  x l )  ssi l'dgalit6 de deux des trois variables 
ilnplique la nullit6 de h. On a alors 
(~, * -~ *~-*~ *~" h(t,., .~). X 0 XlX 0 XlX 0 ) = j 
Cette relation est analogue ~ celle existant en temps continu (cf. l'auteur, 1976). 
Remarques. (i) Le relation 
y( t )  = u12(t  - -  1) + Ul(t  - -  1) u1(t  . 2) 
ddfinit un syst~me quadratique que l'on ne peut reprdsenter par une sdrie 
gdndratrice au sens de cet article. II faudrait introduire une nouvelle inddter- 
minde qui code ul 2 e n plus de cetle codant ddj~ u 1 . C'est cette gdndralisation 
qui est ~ la base de la thdorie de Sontag (1976b). 
(ii) Le thdorie de la rdalisation de syst&mes non lindaires, autres que 
rdguliers, est encore peu ddveloppde. Signalons cependant les syst~mes dits 
polyn6miaux (Sontag et Rouchaleau, 1976) et ceux lids au: codage juste 
mentionnd (Sontag, 1976b). 
(iii) Supposons que K soit le corps des rdels. I1 a 6t6 dit dans l'introduction 
qu'en temps discret, tout syst~me non lindaire ne peut ~tre arbitrairement 
approch6 par des rdguliers. On le vdrifie avec l'exemple y(t) = u12( t -  1). 
Cependant, le thdor~me d'approximation de Stone-Weierstrass permet d'dnon- 
cerT: 
Sur un intervalle de temps fini et pour des entrdes borndes en valeur absolue, 
tout syst~me non lindaire peut 6tre arbitrairement approchd par des syst~mes 
lindaires suivis en sdrie de syst~mes instantands polyn6miaux. 
Ce rdsultat reste valide en temps continu. 
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