Abstract. It is shown that if a certain condition on the variances of the partial sums is satisfied then a theorem of Philipp and Stout, which implies the asymptotic fluctuation results known for independent random variables, can be applied to some quantities related to continued fractions. Previous results on the behavior of the approximation by the continued fraction convergents to a random real number are improved.
Introduction. The Invariance principle. Bound for moments
In this note we show that an almost sure invariance principle of Philipp and Stout [17, Theorem 7 .1], a probability limit theorem whose conclusion is that the partial sums process of a given sequence of random variables can be suitably approximated by a Brownian Motion, can be applied to some quantities related to the continued fraction expansion of a random number in (0, 1) provided a certain asymptotic variance is strictly positive (or, equivalently, if the variances of the partial sums tend to infinity). Therefore those quantities would have an analogous probabilistic behavior to that of sequences of independent, identically distributed random variables with finite moments of order greater than two.
We recall some definitions and notations. Given ω ∈ Ω := (0, 
The a j 's are the partial quotients and the x j 's the complete quotients of the omitted number ω.
Observe that y j = q j q j− 1 and 
and we have 0 < θ j (ω) < 1, q j (ω) ≥ 2 j−1 2 ; the p j q j , the principal convergents, are good rational approximations to ω and θ j (ω) is a measure of the approximation.
We will look at these quantities as random variables defined on the probability space Ω endowed with its Borel σ-algebra and the Lebesgue measure λ; then E, V ar, Cov denote the expectation, variance and covariance with respect to λ.
The limiting individual distribution of u j or, equivalently, that of θ j was exhibited by Doeblin [5, p. 365] and, independently, in the main theorem of Knuth [13] (see [18, Lemma 4.5] for a treatment along the lines of [5] ), where the following heuristic connection with a method for factoring large numbers is pointed out. Developing this method Knuth [12, pp. 380-384 ] considers a quadratic irrationality √ d and its complete quotients x n ( √ d) written in the form:
where the v n 's are certain integers in the interval (0, 2 √ d); the size of v n is interesting (the procedure looks for the factorization of them into given small prime factors) and is related to the size of θ n−1 (α), α being the fractional part of √ d, by (see [13] and [12] )
Note also that |r n | < (2 n−1
But since the set of quadratic irrationalities has measure zero we cannot apply directly to the v n 's the results on the θ n 's obtained here and those that we are describing.
According to [13] , H. W. Lenstra posed the problem of analyzing the sequence θ 1 (ω), θ 2 (ω), . . . for a single ω and conjectured that for every z ∈ (0, 1)
for almost all ω, F being the limiting distribution function of θ j (see also [5, p. 365] ). This was proved (besides other results) by Bosma, Jager and Wiedijk [3] .
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On the other hand, Doeblin [5, p. 365 ] stated (in terms of u j ) that for some constant m
for almost all ω; from Remark 1.1 we see that m = xF (dx) = 1 4 log 2 . These results can be rephrased as strong laws of large numbers for the sequence {f (u j )} with
|f (x)|x −2 dx < ∞ and a Lipschitz condition, then for almost all ω, 1 n n 1 f (u j (ω)) tends to the m given in (3.2) below (see Remark 3.1 for a proof). This includes the previous relation. The same result holds for y j and m given by (3.11); for x j and without assuming the Lipschitz condition the result is a direct consequence of the ergodic theorem ([1, p. 45]). See Corollary 1.5.
Our Proposition 1.4 gives almost sure invariance principles for n−1 j=0 θ j and #{j ≤ n : θ j ≤ z} (for fixed z ∈ (0, 1)) if the condition σ 2 > 0 is satisfied in these cases. This would give more precise information on the fluctuation of these sums. We have not been able to solve this problem but we improved the above two theorems in Corollary 1.5 d).
Gordin [6] has shown that the condition σ 2 > 0 holds in the case of n 1 f (x j ) for many functions f . By using his results we prove it when f = I [b,∞) (the indicator function of the interval); this completes an example in [2] (see Section 4 below).
The sequence {y j } (the ratios of the denominators of consecutive principal convergents) has been considered by Lévy [14] and Doeblin [5] . See Remark 1.3 b) and Section 4 for other references to previous work. For more results on the convergence in distribution of sums of a j , x j and u j , see [18] (including Poisson limit theorems and the infinite variance case) and the references therein.
For the most part of the paper we assume that f :
First we show that the variance of the partial sums is almost linear. 
The same assertion holds with y j or x j in place of u j .
with c k and m given by (3.4), (3.6) b) The assertion of this lemma for the case of x j (note that {f (x j )} is stationary under Gauss' measure P (dω) = ((log 2)(1 + ω)) −1 dω) is a standard fact (see [5] , [6] , [15] , [16] ). For y j it is known when f (x) = log x ( [9] ) and for Hölder f with more integrability assumed ( [5] , [15] ).
By using the lemma the following result is obtained for u j and y j as a consequence of the proof of Theorem 7.1 of Philipp and Stout [17] . The case of the complete quotients x j is a direct corollary of that theorem. Note that the condition σ 2 > 0 is equivalent to the convergence to infinity of the variances of the partial sums.
Proposition.
Assume f is as in (1.1) or (1.2) and define the partial sums process {S(t) : t ∈ [0, ∞)} by
with m given by (3.2) .
If the constant σ 2 of Lemma 1.2 is strictly positive then the almost sure invariance principle holds for {S(t)}, that is, there exists a probability space and processes We refer to the Introduction of [17] for the consequences derived from the approximation iii) on the asymptotic behavior of the partial sums, including both the almost everywhere convergence results (strong law of large numbers and its refinement given by the functional law of the iterated logarithm) and the theorems on the convergence in distribution (central limit theorem and its functional version) which are classical for independent random variables. .2) and bounded, the condition σ 2 = 0 implies that
As a technical aside, we include the following lemma, which implies a convergence of moments result.
The same is true for y j and x j .
(The proof of this lemma can be easily adapted to work in the case in which f satisfies a Hölder condition provided (3.1) and (3.23) below are verified.)
Preliminaries
The application of the methods and results of [17] is based on the well known fact that the random variables a j , under λ or P (defined in Remark 1.3 b) above), have good properties of weak dependence ( [10] , [8] , [1, p. 50], [11] ); moreover, {a j } is stationary under P .
We refer to [1, §4] or [12, §4.5.3] for the basic properties of continued fractions. We shall use that given positive integers i 1 , . . . , i k , k ≥ 1, and t ∈ [0, 1] we have
where the integers p h , q h are defined recursively by
We will use two results of Lévy [14] (the second one in an equivalent formulation):
(in the sup, y varies in R) G being the distribution function with density
Lemma. If n ≥ 2 and y
for any Borel measurable function h, provided one of the two members exists.
Proofs
Proof of Lemma 1.2. a) We deal first with u j . Assume that f satisfies (1.2). By (2.2) we have
where
denotes the law of y n−1 (in the sum, y takes all possible values of y n−1 ). Denote byg(x, y) the integrand in the definition of g. Suppose 1 ≤ y < y ; we have
) and then |g(y) − g(y )| ≤ Cy −2 |y − y | for some C (depending on f ). Hence g is absolutely continuous with |g (y)| ≤ Cy −2 a.e. and (2.1), through an integration by parts, gives
µ being the measure on the unit square given by
Similarly, one can show that
and that for k ≥ 1
the constant involved in O being independent of k, with (3.6)
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by (2.2) we have
is the integrand in the definition of h k , we can show that
and then
moreover, observe that (1.2) gives, using the stationarity of {a j } under Gauss' measure P :
Hence |h k (y) − h k (y )| ≤ C y −2 |y − y | with C independent of k. As above, this implies (3.5). Now consider the r.v.'s η j = f (u j ) − Ef(u j ) (j ≥ 1) and the σ-algebras
As in [18, proof of Lemma 4.3] we can show that Assume f is the indicator function in (1.1). It is sufficient to show that (3.1), (3.5) and a suitable version of (3.8) are satisfied. We prove the last two assertions.
Writeh k (x, y) = α k (x, y)β(x, y) for the integrand in the h k considered in (3.7). Assume 1 ≤ y < y and k odd; then
We have |I 2 | ≤ Cy −2 |y − y |. Now consider the set
We have
is a function of z ∈ V y k , the set of values of y k , and u ≥ 1; moreover |dṽ k (z, u)/du| ≤ u −2 . Then, using (2.2) again,
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. Arguing as in [19, p. 906 ] one can show that, with the notations of (3.8),
− with C depending only on b (this uses (2.2)); then
n−1 and arguing as in a) one obtains that
the constant involved in O being independent of k ≥ 1, with
The proof in this case can be concluded as for {u j }. Assume f is the indicator in (1.1). In this case (3.10) is (2.1). Before proving (3.14) we obtain the analog of (3.9) for 
with C depending only on b.
In order to prove (3.14) (but with c k different from those in (3.15)) we now condition with respect to y n :
. If b ≤ y < y we have as before h k (y) − h k (y ) = I 1 + I 2 with |I 2 | ≤ Cy −2 |y − y | and
y) dx. Fix an odd positive integer k (we omit the proof for even k). Then v k (x, ·) is increasing and
We will use the following fact, which can be easily proved by induction: 
Suppose that b is irrational and write
and consider the analogous expression for [b,∞) h k dG =: c k . By (2.1) the last term in (3.18) is bounded by 2λ(c 1 (n) ≤ y n < c 2 (n)) = O(r n ) and a similar bound holds for the third term in the expression of c k . The absolute value of the difference between the first term in (3.18) and the corresponding term of c k is bounded by
For the difference between the second terms the bound is
This proves (3.14) when b is irrational and x k+1 (b) > b with 
c) We omit the proof for x j but write out the constants:
,
3.1. Remark. We prove the assertion in Remark 1.1 for u j . Assume f is as stated. For each k ≥ 2 define
| which is finite by the properties of f .
By the ergodic theorem (T is ergodic under
−k+1 and |y
we see that the second term on the right is bounded by 6K2 −k . The third term tends to 0 since ω ∈ Ω k . Therefore,
It suffices to observe that E
and that from (3.1) we can conclude, as in [18, p. 76] , for example, that
Proof of Proposition 1.4. (Sketch) In [17, Chapter 7] take Ω endowed with λ as the probability space,
. It is well known that {a j }is a ψ-mixing sequence of r.v.'s with exponential mixing rate (see, for example, [10] , [8] or [6] , where good bounds for the mixing coefficients are also proved); thus for any δ > 0, (7.1.2) of [17] is satisfied with β(s) = s −168(1+2/δ) and κ given by (7.1.8).
Suppose that f satisfies (1.2) and that σ 2 > 0 in Lemma 1.2. We can assume that 0 < δ ≤ 2. It is easy to show that (7.1.5) of [17] holds. Relation (3.8) implies [17, (7.1.6)]. Finally, replace [17, (7.1.7)] by the equality of Lemma 1.2 which leds to consider {X(σt)} in place of {X(t)}. Then, with minor modifications, the proof given by Philipp and Stout works in the present situation. We only make two comments: in the proof of [17, Lemma 7.3 .1] we will have, for some constants C and C , For the case of f as in (1.1) (and η n defined with u n ) we take δ = 2 and observe that arguing as for (3.9) we have
which implies [17, 
Therefore it is sufficient to show that both terms on the right-hand member tend to 0 a.e. as n → ∞. For the first term we get the result as in a). For the second one we will show again that n λ(| 1 n D n | > δ) < ∞ for every δ > 0. Fix δ > 0 and consider η nj := 1 n η j , j = t(n) + 1, . . . , t(n + 1), n ≥ 1, where the η j 's are the terms in S(n), which are bounded by, say, M . We will use the maximal inequality in [18, Corollary 3.1] , taken from Billingsley [2] ; it is stated in terms of the Gauss' measure P and involves the mixing coefficients φ(k) of {a j }, which satisfy φ(k) ρ k 1 for some ρ 1 ∈ (0, 1). Take p n = [n 1/β ] with 1 < β < γ. Note that by the proof of Lemma 1.2 we get ||η nj − E[η nj |M j ]|| 2 ρ 2 /n for some ρ 2 ∈ (0, 1), where the expectations are now taken with respect to P . Then for all sufficiently large n, p n ≤ (t(n + 1) − t(n))/2 and the quoted inequality gives (for our fixed δ) Proof of Lemma 1.6. Assume f satisfies (1.2) with 0 < δ ≤ 1. We consider the r.v.'s η j = f (u j ) − Ef(u j ) and introduce the notation:
2+δ for each n. By (3.1) it suffices to prove that
We will argue as in the proof of [10, Lemma 18.5.1] . We claim that we have the following analogue of [10, (18.5 
.1)]:
(A) for every ε 1 > 0 there exist C 1 and k ≥ 1 such that
First observe that one can argue as in the proof of Lemma 1.2 to show that for some constant C 
for some constant K 1 . Hence for every ω ∈ Ω, if ∆ is the unique set of the above form such that ω ∈ ∆,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use , an almost sure invariance principle for log q n because {log q n − n 1 log x j } is bounded (see [6] , [2, p. 193] ; this improves [9] , the functional limit theorem for [2, (21.52)], one of the theorems in [16] and [7] ), which in turn gives the same result for − log d n where d n (ω) := |q n (ω).ω − p n (ω)| (see [2, pp. 193-194] ).
We will show that in the case of x j we also have σ 2 > 0 for f as in (1.1). This is not a direct corollary of the criteria in [6] (unless b is an integer, in which case f (x j ) reduces to f (a j )); it follows from our Lemma 4.1, another criterion derived from the work of Gordin, which also covers the above examples (see 4. 1 n ) such that t j → t (n) andf (t j ) = g(T t j ) − g(t j ) for each j. We have T t j = (1/t j ) − n → (1/t (n) ) − n = t (n) and by the choice of n we can thus obtain a t j 0 such that |g 2 (T t j 0 ) − g 2 (t j 0 )| ≤ ε. But this implies that |g(T t j 0 ) − g(t j 0 )| ≤ 3ε < |f(t j 0 )|. [6] .
