In this paper, the wavelet transform domain least mean squares (WTDLMS) adaptive algorithm with variable step-size (VSS) is established. The step-size changes according to the largest decrease in mean square deviation. To keep the computational complexity low, the Haar wavelet transform (HWT) is utilized as a transform. In addition, the mean square performance analysis of the VSS-WTDLMS is studied in the stationary and nonstationary environments and the theoretical relations for transient and steady-state performances are established. The simulation results show that the proposed VSS-WTDLMS has faster convergence rate and lower misadjustment than conventional WTDLMS.
I. INTRODUCTION
Adaptive filters have been utilized in many applications such as system identification, channel equalization and acoustic echo cancellation [1] , [2] , [3] . The least mean square (LMS) and normalized LMS (NLMS) are widely used as the adaptive filter algorithms because they are simple and robust. But the convergence speed of these algorithms is slow for highly colored input signals. To solve this problem, various adaptive algorithms such as transform domain adaptive filters have been proposed [4] .
The accepted manuscript submitted on April 29. 2018. Transform domain adaptive filters exploit the de-correlation properties of some well-known signal transforms, such as the discrete Fourier transform (DFT) and the discrete cosine transform (DCT), in order to pre-whiten the input data and speed up filter convergence [5] , [6] , [7] . In the wavelet transform domain least mean square (WTDLMS) adaptive filtering, the projections of the input signal onto the orthogonal subspaces are used as inputs to a linear combiner. The weights of the linear combiner can hence be updated by the LMS algorithm while normalizing the power at each resolution level to achieve faster and uniform convergence of all weights to the optimal [8] , [9] .
In these algorithms, the fixed step-size can change the convergence rate and the steady state mean square error (MSE). With optimally selecting the step-size during the adaptation, we obtain fast convergence rate and low steady state mean square error at the same time. In the case of variable step-size (VSS) methods, various approaches have been proposed in the literatures [10] , [11] , [12] , [13] , [14] , [15] . One of the most important strategy in this issue was presented in [16] . This approach was successfully extended to the different adaptive filter algorithms [17] , [18] , [19] , [20] .
In [20] , the variable step-size normalized subband adaptive filter (VSS-NSAF) algorithm was introduced. The VSS-NSAF had faster convergence speed than NSAF. But, the computational complexity of VSS-NSAF was significantly higher than NSAF. On the other hand, the theoretical performance analysis of VSS-NSAF was not studied in [20] . It means that any theoretical relations were not presented for VSS-NSAF in the stationary and nonstationary environments. Therefore, having fast convergence speed, low steady-state error, and low computational complexity at the same time is highly desirable in adaptive filter algorithms. Furthermore, the theoretical performance analysis of the derived algorithms is very important. This paper introduces the VSS-WTDLMS adaptive algorithm. In the proposed VSS-WTDLMS, the step-size changes according to the largest decrease in mean square deviation. In comparison with conventional WTDLMS, the VSS-WTDLMS has faster convergence speed and lower steady-state mean square error (MSE). To keep the computational complexity low, the Haar wavelet transform (HWT) is utilized as a transform. Due to the structure of HWT (+1 and -1), the number of multiplications in the proposed VSS-WTDlMS is significantly reduced. For performance evaluation of any proposed adaptive algorithm, a theoretical analysis is essential. Therefore, in the following, the mean square performance analysis of VSS-WTDLMS is presented in the stationary and nonstationary environments and the theoretical relations for transient and steady-state MSE are established.
What we propose in this paper can be summarized as follows:
• The VSS-WTDLMS adaptive algorithm is established. The convergence rate of VSS-WTDLMS is faster the conventional WTDLMS. Also, the steady-state error of VSS-WTDLMS is lower than WTDLMS. Furthermore, using the HWT, keeps the computational complexity low.
• The mean-square performance analysis of VSS-WTDLMS is studied in the stationary environment and the theoretical expressions for steady-state and transient performances are introduced.
• The tracking performance analysis of VSS-WTDLMS is studied in the nonstationary environment. In the present study, the unknown system changes according to the random walk model. The transient and steadystate behaviors of VSS-WTDLMS are predicted and closed form relations are derived.
• The performance of the proposed algorithm has been demonstrated through comprehensive experiments in system identification and acoustic echo cancellation applications. The theoretical results are also justified via several simulations.
The current paper is organized as follows. In Section II, the WTDLMS is briefly reviewed. Section III presents the proposed VSS-WTDLMS adaptive algorithm. The performance analysis of the VSS-WTDLMS is studied in Section IV. The performance analysis in nonstationary environment is presented in Section V. Section VI presents the computational complexity of the proposed algorithm. Finally, before concluding the paper, the usefulness of this algorithm and the validity of the theoretical relations are demonstrated by presenting several experimental results.
Throughout the paper, (.) T represents transpose, . 2 takes the squared Euclidean norm, t 2 Φ shows the Φ-weighted Euclidean norm of a column vector t defined as t T Φt, diag{. . .} stands for a diagonal matrix with entries {. . .}, vec(T) creates an M 2 × 1 column vector t through stacking the columns of the M × M matrix T, and vec(t) creates an M × M matrix T from the M 2 × 1 column vector t.
II. THE WTDLMS ADAPTIVE ALGORITHM
Consider a linear data model for d(n) as
where w t is an unknown M -dimensional vector that we expect to estimate, v(n) is the measurement noise with variance σ 2 v , and
It is assumed that v(n) is zero mean, white, Gaussian, and independent of x(n). Fig. 1 shows the structure of the WTDLMS algorithm [8] . In this figure, the M × M matrix T is an orthogonal matrix that is derived from a uniform N -band filter bank with filters denoted by h 0 , h 1 , . . . , h N −1 following the procedure given in [8] . In matrix form, the orthogonal wavelet transform (WT) can be expressed as z(n) = Tx(n). This vector can be represented as
T where z hi (n)'s are output vectors of an N -band filter bank. By splitting the wavelet transform domain adaptive filter coefficients at time n, g(n), into N subfilters, each having
T , the output signal can be stated as
and the error signal is obtained by e(n) = d(n) − y(n). The update equation for each subfilter in WTDLMS is given by
where µ is the step-size and σ 2 hi (n) can be computed iteratively by
with a smoothing factor α (0 α < 1).
III. THE VSS-WTDLMS
In this section, the VSS-WTDLMS adaptive algorithm is established according to the largest decrease in mean square deviation (MSD). Also, the theoretical performance analysis is presented in the next section. To do so, the following assumptions are made throughout the paper [8] , [20] , [21] , [22] , [23] , [24] , [25] , [26] .
1) z(n) is independent and identically distributed sequence vector.
2) z(n) is independent of e(n).
3) µ(n) is independent of z(n), v(n), and e(n).
4)
At steady-state, the error signal e(n) is approximately equal to the noise v(n).
By defining the weight error vector asg hi (n) = g o hi − g hi (n), where g o hi is the true unknown subfilter coefficients, the weight error vector update equation for WTDLMS for each subfilter can be represented as
In (5), µ hi (n) is a variable step-size in subfilter. Applying the squared Euclidean norm and then the expectation from both sides of (5), yield
where
Maximizing ∆ with respect to µ hi (n) leads to the optimum step-size as
Since e(n) = e a (n) + v(n) and using e a (n) ≈g T hi (n)z hi (n), (8) can be written as [8] 
By defining q hi (n) =
. Then, the optimum step-size can be expressed as
Taking the expectation from q hi (n) yields
Now we propose to estimate E[q hi (n)] by time averaging as follows:
where 0
Taking the squared Euclidean norm and then the expectation from both sides of (13) and using the Assumptions 1 and 2, we obtain
, and
Equation (14) can be recursively computed as
Finally (16) can be rewritten as
By multiplying the numerator and denominator of (18) with σ 2 hi (n), the optimum step-size can be expressed as
where C = σ 2 v and
In (20),
Finally, the update equation for VSS-WTDLMS is established as
where is the regularization parameter and introduce to avoid being divide by zero. Table I summarizes the procedure of VSS-WTDLMS adaptive algorithm. The step-size in (21) is bounded by the following relation
In Appendix A, the values for µ max have been presented. The fully update equation for VSS-WTDLMS can be represented as
and
IV. PERFORMANCE ANALYSIS OF VSS-WTDLMS IN STATIONARY ENVIRONMENT
The transient behavior of an adaptive filter algorithm is determined by the evolution of the expected squared a priori error in time n, i.e. E{e 2 a (n)}, which is
whereg(n) = g t − g(n) is the weight-error vector. Employing the common independence assumption [27] , we have
where R W T is the autocorrelation matrix and R W T = E{z(n)z T (n)}. Therefore, to obtain the learning curve, we need to find E{ g(n) 2
RW T
} as a function of n. We can recursively obtain E{ g(n) 2 Φ }, where Φ is a positive definite symmetric matrix whose dimension is commensurate with that ofg(n).
As we know, the relation between output error, a priori error, and the noise signals is
where e a (n) = z T (n)g(n) is the a priori error signal. By substituting (27) into (23), the weight error vector update equation can be stated asg
By defining D(n) = z T (n)C T (n), the Φ-weighted Euclidean norm from both sides of (28) yields
and z Φ (n) = D(n)ΦD T (n). Taking the expectation from both sides of (29) and using the Assumptions 1, 2 and 2, yield
By defining m(n) = E{µ(n)} and m 2 (n) = E{µ 2 (n)} and using the Assumption 3, we obtain
Looking only at the second term of the right hand side of (31), we write
Therefore, (31) can be rewritten as
Applying the vec(.) operator on both sides of (33) and using vec(PΣQ) = (Q T ⊗ P)vec(Σ) [28] , yield
where ϕ(n) = vec(Ψ(n)) and φ = vec(Φ). By defining the M 2 × M 2 matrix P(n) as
(37) becomes
The second term in the right hand side of (35) can be expressed as
Defining γ through
we have
From the above, the recursion of (35) can be formulated as
Focusing again on the learning curve, we substitute R W T for Φ, define r = vec(R W T ), and write
From this recursion, we can obtain the excess mean square error (EMSE), when n goes to infinity. The EMSE in the steady-state is
From (27) , the MSE and the EMSE are related as
Therefore, the steady-state EMSE can be stated as
Also, the steady-state mean square coefficient deviation (MSD) is given by
For the theoretical transient and steady-state performance of the step-size, please refer to Appendix B.
V. PERFORMANCE ANALYSIS OF VSS-WTDLMS IN NONSTATIONARY ENVIRONMENT
In the nonstationary environment, the unknown system (w t ) is assumed time-variant which is changed according to the following random walk model [26] , [29] 
where the random sequence of q(n) is a zero mean, an independent and identically distributed sequence with autocorrelation matrix Q = E{q(n)q T (n)} and independent of z(n), v(n), and µ(n) [29] . Multiplying both sides of (49) by T, we obtain
where g t (n) = Tw t (n) and θ(n) = Tq(n). Now, the weight error vector update equation (g(n) = g t (n) − g(n))
in the nonstationary environment can be expressed as
Taking the Φ-weighted Euclidean norm and then expectation from both sides of (51) lead to
By following the same strategy in Section IV, (52) can be expressed as
The recently equation is related to theg(0) as
where Q θ = E{θ(n)θ T (n)} and B = P(1)P(2) . . . P(n − 1) + P(2)P(3) . . . P(n − 1) + . . . + P(n − 2)P(n − 1) + P(n − 1) + I.
The steady-state EMSE and MSD in the nonstationary environment are obtained by
VI. COMPUTATIONAL COMPLEXITY Table II describes the computational complexity of the VSS-WTDLMS algorithms. The number of multiplications and divisions have been calculated for each terms. In the following, Table III compares the computational complexity of various VSS-TDLMS algorithms. These algorithms are from [6] , [10] , [11] , [17] . In this Table, M is the number of filter coefficients, N is the number of subbands, M t is the number of past values of the ith transform coefficient, and L is number of past squared values of the error. In comparison with WTDLMS, the VSS-WTDLMS needs only 3 more multiplications and one division. The VSS-WTDLMS has also lower computational complexity than other VSS-TDLMS algorithms. It is interesting to note that using Haar wavelet transform (HWT) leads to the only 3M + 3N + 3 multiplications which is significantly useful in some applications such as acoustic echo cancellation.
VII. SIMULATION RESULTS
We demonstrated the performance of the proposed algorithm by several computer simulations in a system identification and acoustic echo cancellation (AEC) scenarios. For the system identification, the unknown impulse response is randomly selected with 16 taps (M = 16), and the input signal is an AR(1) signal generated by passing a zero-mean white Gaussian noise through a first-order system H(z) = 1 1−0.9z −1 . In AEC, the input signal is real speech and the unknown system is the car echo path with M = 256. An additive white Gaussian noise, with variance σ 2 v = 10 −3 , was added to the system output, setting the signal-to-noise ratio (SNR) to 30 dB. The Haar wavelet transform (HWT) was used in all simulations which leads to the reduction of computational complexity due to the elements (+1 and -1) in HWT. The parameter C was set to 10 −3 and the values of α and β were set to 0.994 and 0.9 respectively. Based on the mean square stability analysis in Appendix A, the values of µ max are selected in VSS-WTDLMS. Table IV shows the µ max for N = 2, 4, and 8. These values were obtained from (60).
Figs. 2-4 show the mean square deviation (MSD) learning curves of proposed VSS-WTDLMS and conventional
WTDLMS algorithm for different values of N . In WTDLMS, different values for the step-size have been selected.
We observe that VSS-WTDLMS has faster convergence speed and lower steady-state error than conventional WTDLMS algorithm for all values of N . The theoretical learning curves for VSS-WTDLMS have been also presented in these figures. the theoretical learning curves were obtained from (43). Good agreement between simulated and theoretical learning curves can be seen. and famous VSS-TDLMS algorithms has been presented in Fig. 6 [6] , [10] , [11] , [17] . The parameters in these algorithms were set according to the Table V . This figure indicates that the VSS-WTDLMS has better performance than other algorithms for all values of N . Also, the computational complexity of the proposed algorithm is lower than other TDLMS algorithms due to using HWT. In large values of C, the performance is deviated. The learning curves were also compared with other algorithms. As we can see, the VSS-WTDLMS has better performance than other VSS-TDLMS algorithms. Fig . 9 presents the simulated and theoretical learning curves for different values of SNR. We observe that for all values of SNR, the proposed VSS-WTDLMS works well.
In Fig. 10 , the tracking performance of VSS-WTDLMS is studied. During the adaptation, the unknown system changes at the middle of iteration. The results show that the VSS-WTDLMS has better tracking ability than other algorithms. It is clear that the recursive least squares (RLS) algorithm has faster convergence speed than VSS-WTDLMS. But, when the system changes, the performance of RLS is deviated. The performance of WTDLMS in nonstationary environment was demonstrated in Figs. 11 and 12 . The unknown system changes according to the random walk model. We assume an independent and identically distributed sequence for q(n) with autocorrelation matrix Q = σ 2 q I [26] . To obtain various degrees of nonstationary, different values for σ 2 q have been chosen. Fig.   11 presents the simulated and theoretical MSD learning curves of VSS-WTDLMS with N = 2. The theoretical learning curves were obtained from (54). We observe than when the variance of q(n) increases, the performance of VSS-WTDLMS is deviated. Also, the simulated and theoretical learning curves have good agreement. It means that the derived theoretical relation in (54) has good ability to predict the performance of the VSS-WTDlMS algorithm.
In Fig. 12 , the simulated and theoretical MSD and MSE versus different values of σ 2 q have been presented. As we can see, the theoretical and simulated values have good agreement. Fig. 13 shows the impulse response of the car echo path and real speech input signal in AEC setup. The variance of the additive noise was set to 10 −9 . The MSD learning curves of various VSS-TDLMS and proposed VSS-WTDLMS were presented in Fig. 14. This figure indicates that some VSS-TDLMS algorithms for real speech input signal were diverged. For all values of N , the VSS-WTDLMS shows better performance than other VSS-TDLMS algorithms. Fig. 15 presents the error signals in VSS-WTDLMS. The variation of the step-size for different values of N during the adaptation has been presented in Fig. 16 . In Figs. 17 and 18 , the variances of the additive noise increase to 10 −6 and 10 −3 . In comparison with other VSS-TDLMS algorithms, the VSS-WTDLMS has faster convergence speed and lower steady-state error.
Finally, Fig. 19 shows the number of filter coefficients versus the filter length for VSS-TDLMS, WTDLMS, and VSS-WTDLMS algorithms. This figure shows that the computational complexity of VSS-WTDLMS is lower than other algorithms. As we can see, this difference will be significantly large for HWT.
VIII. CONCLUSION
In this paper, the WTDLMS with VSS was established. The step-size changes according to the largest decrease in mean square deviation. In addition, the mean square performance of the VSS-WTDLMS was studied and theoretical relations for transient and steady-state performance of this algorithm were established in the stationary and nonstationary environments. The good performance of the VSS-WTDLMS and the validity of the theoretical relations were confirmed by several simulation results.
APPENDIX A MEAN SQUARE STABILITY ANALYSIS OF WTDLMS
To study the theoretical performance of WTDLMS, the fixed step-size is replaced in the VSS-WTDLMS relations.
Following the analysis, we obtain
Equation (58) is stable if the matrix P is stable [26] . From (59), we know that P = I − µM + µ 2 N, where
The condition on µ to guarantee the convergence in the mean-square sense of the WTDLMS algorithms is
APPENDIX B THE THEORETICAL TRANSIENT AND STEADY-STATE STEP-SIZE
The transient study of step-size is obtained from (19) , where
Under Assumption 4, when n goes to infinity, we have
Therefore
From (19), the steady-state value for the step-size is given by for n = 0, 1, . . . 
This matrix is generated from uniform N -band filter bank based on the procedure given in [8] .
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