Noise-resilient preparation of quantum many-body ground states by Kim, Isaac H.
Noise-resilient preparation of quantum many-body ground states
Isaac H. Kim1
1IBM T.J. Watson Research Center
(Dated: November 5, 2018)
Certain quantum many-body ground states can be prepared by a large-depth quantum
circuit consisting of geometrically local gates. In the presence of noise, local expectation
values deviate from the correct value at most by an amount comparable to the noise rate.
This happens if the action of the noiseless circuit, restricted to certain subsystems, rapidly
mixes local observables up to a small correction. The encoding circuit for the surface code
is given as an example.
I. INTRODUCTION
Recently, we proposed a method to simulate a two-dimensional quantum many-body system
from a one-dimensional digital quantum simulator[1]. A method to find a representation of the
ground state wavefunction was proposed. It was shown that ground states of massive systems can
be reliably approximated by such a representation. We also gave a heuristic explanation on why
the method would be resilient to noise. It was argued that noise rate of  would only affect local
observables by an amount proportional to . This is a nontrivial claim, because the depth of the
underlying circuit scales linearly with the length scale; naively, the error bound would scale with
the system size.
The purpose of this paper is to formulate a condition under which such a statement is rigorously
true, albeit in a slightly weaker form than what was claimed in Ref.[1]. We show that certain ground
states can be prepared by a quantum circuit that is noise-resilient. This means that, if the circuit
obeys a certain condition, the expectation values of local observables are perturbed at most by a
function f() which is uniformly bounded in all system size, such that it vanishes in the  → 0
limit. The choice of this function in this paper is f(x) = O(x log2 x), but of course, other functions
with the same property would be able to serve the same purpose.
We embarked on this study to overcome the existing challenges in simulating strongly inter-
acting quantum many-body systems. To name a few, quantum Monte Carlo method suffers from
the infamous sign problem, which is unlikely to be resolved[2]. While the density matrix renor-
malization group method[3] has enjoyed a tremendous amount of success, its higher-dimensional
generalization[4] cannot be efficiently contracted in general[5]. The network can be approximately
contracted “efficiently,” meaning that the contraction time scales polynomially with the underlying
variational parameter[6]. However, the degree of the polynomial is quite large in practice, and this
hinders its practical application. Another variant, the multi-scale entanglement renormalization
ansatz[7], can be exactly contracted in an efficient manner. However, again the degree of the poly-
nomial is too large to be deemed practical[8]. The main computational bottlenecks behind these
methods come from elementary linear algebra operations such as singular value decomposition,
which are unlikely to be significantly sped up in near term. While this is not as fundamental as
the sign problem, it is important to remember that (i) the memory requirement of these methods
scale as a large polynomial of the variational parameter, which can be problematic and (ii) the
floating-point operations per second per core has not improved significantly over a prolonged pe-
riod of time. Without a breakthrough technology that can overcome these issues, further progress
seems unlikely.[9]
On the quantum side, in principle, a fault-tolerant quantum computer[10] would be able to
overcome these problems[11]. While noise rates below the fault tolerance threshold have been
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2reported[12, 13], a successful demonstration of fault-tolerance[14] is yet to be seen. To make
matters worse, the associated overhead is expected to be large[15]. Furthermore, there is another
layer of overhead associated to the generation of so called magic states[16], which adds at least
another order of magnitude. All in all, with the existing approaches, to make progress, it seems
necessary either to overcome multiple levels of challenges or to develop a breakthrough technology.
Compared to these methods, our proposal[1] has a number of advantages. First, because local
expectation values are resilient to noise, as long as we only ask questions about such expectation
values, we do not need to perform error correction. This subsequently implies that there is no
overhead associated to error correction. Indeed, various quantities of interest, e.g., energy per
site and local order parameter, are often experimentally measured up to a fixed precision which is
independent of the system size. If our goal is to simulate such properties of the physical system, a
constant precision would be often good enough. Second, as explained in Ref.[1], the proposed one-
dimensional architecture already exists[13, 17], and there does not seem to be much fundamental
difficulty in scaling it up. Third, on the software side, the time to measure local quantities, e.g.,
local magnetization, scales as O(`D/δ2), where ` is the length scale of the underlying system, D is
the depth of the circuit, and δ is the desired precision; here we expect D = O(1) for physical systems
of interest. The linear dependence on ` is not only efficient in a complexity-theoretic sense, but
also in a practical sense. The factor of 1/δ2 can be nonnegligible, but this comes from a statistical
sampling error, which can be removed by running the simulation in parallel with many devices.
We believe these qualities make our proposal a viable option for simulating strongly interacting
quantum many-body systems in near-term quantum devices.
While this paper was motivated from the practical problem of simulating quantum many-body
systems, from the perspective of quantum error correction, it is amusing to note that there is
a nontrivial method to bound the effect of error even when the number of circuit elements that
influence the relevant observables diverges. The analysis, by definition, has to be completely
different from the error analysis in fault tolerant quantum computation, wherein the effect of noise
is bounded by counting and weighting different fault paths[18]. This is an interesting phenomenon
on its own, and certainly unexpected from the perspective of quantum error correction. What
made this possible? The short answer would be that the physical nature of the simulated system
makes the simulation noise-resilient. The condition that we formulated seems mild enough that
it seems to be applicable to many physical systems of interest. Indeed, we list a few examples in
Section VI.
This condition, which concerns the stability of dissipative discrete-time local dynamics, was
inspired from an interesting recent work of Lucia et al.[19, 20]. They were able to prove that local
expectation values of the steady state of a dissipative system is perturbed at most by an amount
comparable to the perturbation strength, provided that the underlying (unperturbed) dynamics
rapidly equilibrates local observables. This result is noteworthy; it is normally difficult to bound
the effect of perturbation at long-time scale in a controlled manner, yet their work precisely achieves
that. Modulo some minor subtleties, their argument was general enough that it could be applied
to our work.
The observation that the stability of dissipative system can be used to prove the noise-resilience
of large-depth quantum simulation suggests that there may be circumstances in which error cor-
rection becomes unnecessary. This shows that we can also make progress by looking for physical
properties that can be reliably replicated in a noisy quantum device, instead of merely trying to
reduce the noise by error correction. We hope this work initiates further studies in this direction.
The main result of this paper is summarized in Section II. In Section III, we discuss notations
and facts that are frequently used in this paper. Through Section IV and Section V, we derive
a bound on the difference between the local expectation values of noiseless and noisy quantum
circuit. In Section VI we discuss nontrivial applications of this bound. We close with several open
3questions in Section VII.
II. SUMMARY
As in the conventional circuit model of quantum computation, our proposal[1] involves quantum
gates, measurements, and state preparations. None of these processes can be assumed to be perfect.
We assume that they are perturbed by a noise of strength . Up to a polylogarithmic factor in ,
the noise strength bounds the deviation of noisy local expectation values from their true values.
This bound is derived for certain circuits that can be implemented in holographic quantum
simulation[1]. We first derive a bound that holds for any such circuit, and then apply the bound to
certain examples. The main result of this paper is Theorem 2, which is explained in Section II C in
colloquial terms. Below, we begin by reviewing the structure of circuits that can be implemented
in holographic quantum simulation. We then formalize our assumptions on noise, state the main
result, and sketch the proof.
A. Holographic Quantum Simulation
Recently, we proposed a method to simulate a two-dimensional(2D) system from a one-
dimensional(1D) quantum device. The qubits of the 1D device are classified into the bath,
sink, and the system qubits; see FIG.1. The state of the 2D system is represented by a history of
the 1D device:
〈O(x1,y1) · · ·O(xn,yn)〉2D := 〈Ox1(y1) · · ·Oxn(yn)〉1D, (1)
where 〈· · · 〉2D is the expectation value of the observables over the state of the 2D system and
〈· · · 〉1D is the (time-dependent) expectation value of the observables over the history of the 1D
system. Here O(x1,y1) is an observable on the qubit at location (x, y) of the 2D system and Ox(y)
is an observable on the (x)th system qubit of the 1D device at time y.
FIG. 1. Locality structure of the physical system that implements holographic quantum simulation. The
two-qubit gates are implemented over qubits that are connected by an edge. The black qubits are the system
qubits, the white qubits are the bath qubits, and the gray qubits are the sink qubits.
At each time step, the system and the sink qubits are initialized, a low-depth local quantum
circuit consisting of nearest-neighbor gates are applied, and if necessary, the system qubits are
measured. The circuit builds correlation between the bath and the system qubit, which subse-
quently builds correlation between system qubits at different time; in effect, the bath mediates the
correlation between system qubits at different times. The initialization ensures that Eq.1 defines
a valid quantum mechanical state.
Intuitively, one can view this process as a 1D system “gliding” over a 2D system; see FIG.2. The
2D system, which can be thought as a collection of system qubits at different times, are initialized
to some fixed product state. The 1D system, which can be thought as the bath-sink composite,
glides over the 2D system and sequentially interacts with different rows of system qubits. After the
1D system reaches the last row, a desired 2D state is prepared. While one can certainly perform
measurements at this point, it is possible to perform arbitrary measurements while keeping just
one row of system qubits; see Ref.[1] for detail.
4`x
`y
FIG. 2. A 1D system is gliding over a 2D system consisting of `x× `y = 7×5 qubits. Nearby qubits interact
with each other.
Formally speaking, the 2D state is a finitely correlated state(FCS)[21]. In modern language,
such state can be represented by a matrix product density operator[22, 23]. While the matrix
product density operator is certainly a more well-known formalism, we chose to use the language
of FCS for the following reason. The matrices that define the matrix product density operator
implicitly define a family of completely positive trace-preserving maps[22], i.e., quantum channels.
In holographic quantum simulation, these channels are not some mathematical object, but rather
an actual physical operation implemented in the experiment. We are interested in understanding
how the experiment is affected by imperfect implementation of these channels. These channels, in
our proposal, have a number of properties that we extensively use. We are unaware of any method
to translate these properties into the properties of the matrices that appear in the definition of the
matrix product density operator. On the other hand, FCS is formulated only in terms of channels.
This is why the language of FCS is more appropriate for our analysis.
A FCS is defined in terms of the initial state of the bath(B) and channels that involve the bath
and the system at different times; the system at time t is denoted as St. We shall use S
′
t to denote
the sink at time t. For qubits arranged on a `x × `y grid, the state has the following form:
ρ = trB[T
BS`y
B ◦ · · · ◦ TBS1B (ρB)], (2)
where ρB is a state of the bath, TBStB is a transition map, a channel from the bath to the composite
of bath and system at time t, and trB is a partial trace over the bath qubits. Here, the identity
superoperators are suppressed. For example, T
BS`y
B is a short-hand notation for T
BS`y
B ⊗IS1···S`y−1 ,
where IS1···S`y−1 is the identity superoperator over S1, S2, · · · , S`y−1. Physically, these channels are
implemented by initializing the system and the sink to a fixed state, and then applying a circuit
to the physical system. This means that
TBStB (·) = trS′t [Ut((·)⊗ ωS
′
t ⊗ ωSt)], (3)
where Ut is a local depth-D quantum circuit applied to BS′tSt, and ωSt is a fixed product state.
That is,
Ut = U (D)t ◦ · · · ◦ U (1)t , (4)
where
U (i)t =
⊗
j
U (i,j)t . (5)
Here U (i,j)t is a nearest-neighbor two qubit gate; see FIG.1.
5All the initial states are assumed to be a product state. That is,
ρB =
⊗
i∈B
ρi
ωSt =
⊗
i∈St
ωi
ωS
′
t =
⊗
i∈S′t
ωi.
(6)
Once the state is prepared, relevant observables can be measured. Since any observable can
be decomposed into a linear combination of Pauli operators, it suffices to define the measurement
protocol for these operators. In our proposal, for a Pauli operator over n qubits, each of the qubits
are measured in the eigenbasis of the Pauli operators. The average of the product of the measured
values is the expectation value.
B. Assumptions on noise
The noisy state, which shall be denoted as ρ˜ throughout this paper, is defined by replacing the
gates and state preparations by their noisy counterparts. Specifically,
ρ˜ = trB[T˜
BS`y
B ◦ · · · ◦ T˜BS1B (ρ˜B)], (7)
where
T˜BStB (·) = trS′t [U˜t((·)⊗ ω˜S
′
t ⊗ ω˜St)]. (8)
The noisy circuit(U˜t) is related to the noiseless circuit(Ut) by the following relation:
U˜t = U˜ (D)t ◦ · · · ◦ U˜ (1)t
U˜ (i)t =
⊗
j
U˜ (i,j)t , (9)
where ‖U˜ (i,j)t − U (i,j)t ‖ ≤ . Here ‖ · · · ‖ is the so called diamond norm, also known as the
completely-bounded norm[24].
The noisy initial states are assumed to be
ρ˜B =
⊗
i∈B
ρ˜i
ω˜St =
⊗
i∈St
ω˜i
ω˜S
′
t =
⊗
i∈S′t
ω˜i,
(10)
where ‖ρ˜i − ρi‖1, ‖ω˜i − ωi‖1 ≤ . Here ‖ · · · ‖1 is the trace norm.
A noisy Pauli measurement is modeled by replacing a tensor product of Pauli operators into a
tensor product of noisy Pauli operators. Without loss of generality, consider the following Pauli
operator:
O =
n⊗
i=1
σai , (11)
6where ai ∈ {I, x, y, z} is the index of the Pauli operator. A noisy measurement of this operator is
modeled by a noiseless measurement of the following operator:
O˜ =
n⊗
i=1
σ˜ai , (12)
where ‖σai − σ˜ai‖ ≤  and ‖σ˜ai‖ ≤ 1. Here ‖ · · · ‖ is the operator norm.
C. Main result
The main result of this paper can be divided into two parts. The first part is a bound that holds
for any quantum circuit that can be implemented in holographic quantum simulation; see Theorem
2. While we have not introduced all the relevant definitions yet, the content of this theorem can
be summarized as follows. Consider the restriction of the transition map to the bath. If any local
observable in the bath equilibrates exponentially fast in time, then local expectation values are
stable to noise.
In the second part, we apply Theorem 2 to specific examples: the ground state of the surface
code and the trivial state. Applied to these circuits, we show that
|tr[ρO − ρ˜O˜]| ≤ O(‖O‖ log2 (1/)), (13)
uniformly in `x, `y, where O is an operator supported on a ball of bounded radius.
It is important to note that, while the bound concerns two different states, the main result is
really a statement about the underlying circuits; these circuits are described in Section VI. After
all, the state ρ˜ is defined in terms of operations that are noisy versions of the circuit that prepares
ρ.
There is another important subtlety: a different circuit may be able to prepare the same state,
yet does not have the same kind of noise resilience. This is echoing once more that the main result
concerns the circuit, not the state. Indeed, we provide explicit circuits in Section VI, but they are
by no means the only circuits that can prepare those states. Our main result only concerns the
circuits we describe in Section VI.
D. Structure of the proof
The argument consists of two parts; the first part is independent of the details of the circuit,
whereas the second part crucially depends on these details. Section IV and V covers the first
part. In Section IV, we derive an upper bound on |tr[ρO − ρ˜O˜]| in terms of a difference between
the expectation values of local observables undergoing two different dynamics: a time-dependent
discrete-time local dissipative dynamics and its noisy counterpart. In Section V, this difference
is bounded in terms of a function that only depends on the circuit that induces the noiseless
dynamics. This function, applied to arbitrary circuits, is likely to yield a lousy bound. However,
for the circuits discussed in this paper, the bound yields the main result. This analysis, which is
the main content of Section VI, is model-specific, and constitutes the second part of our argument.
III. NOTATIONS AND FACTS
We list a set of conventions and facts; they shall be referenced many times in the proof. In the
first reading, the readers can skip the content of Section III B-III D and intermittently come back
when the relevant content is referred from the proof.
7Here is our convention on the Hilbert space. We shall formally treat St and S
′
t to be different
Hilbert spaces for all t. The qubits within each St and S
′
t shall be referred to as it and i
′
t, where i
is an integer ranging from 1 to `x. Also,
S[t,t′] =
⋃
n∈[t,t′]
Sn
S′[t,t′] =
⋃
n∈[t,t′]
S′n,
(14)
and
HS[t,t′] =
⊗
n∈[t,t′]
HSn
HS′
[t,t′]
=
⊗
n∈[t,t′]
HS′n ,
(15)
where [t, t′] = {n ∈ Z, t ≤ n ≤ t′}.
Except for ρ and ρ˜, which are states acting on HS[1,`y ] , all the states will be accompanied with
their domain in the superscript. Indeed, this is the convention we have used so far in Section II.
On top of the states that are already defined, we shall use the following set of states:
ωSt1S
′
t2 = ωSt1 ⊗ ωS′t2
ω˜St1S
′
t2 = ω˜St1 ⊗ ω˜S′t2
(16)
Also,
ω
S[t1,t′1]
S′
[t2,t
′
2] =
⊗
n∈[t1,t′1]
ωSn
⊗
m∈[t2,t′2]
ωS
′
m
ω˜
S[t1,t′1]
S[t2,t′2]′ =
⊗
n∈[t1,t′1]
ω˜Sn
⊗
m∈[t2,t′2]
ω˜S
′
m .
(17)
For quantum channels, we shall denote the domain and the codomain in their subscript and
superscript; an exception to this rule is the unitary operators(Ut) and their noisy counterparts(U˜t).
A dual of a channel with respect to the Hilbert-Schmidt inner product is denoted by placing a ∗
in the superscript. The composition of the aforementioned channels(TBStB and T˜
BSt
B ) shall appear
frequently:
T
BS[t,t′]
B = T
BSt′
B ◦ T
BSt′−1
B ◦ · · · ◦ TBSt+1B ◦ TBStB
T˜
BS[t,t′]
B = T˜
BSt′
B ◦ T˜
BSt′−1
B ◦ · · · ◦ T˜BSt+1B ◦ T˜BStB .
(18)
Also,
U[t,t′] = Ut′ ◦ Ut′−1 ◦ · · · ◦ Ut+1 ◦ Ut
U˜[t,t′] = U˜t′ ◦ U˜t′−1 ◦ · · · ◦ U˜t+1 ◦ U˜t
(19)
Let us again emphasize that the identity superoperators are suppressed in the above expressions.
Unless specified otherwise, this will be the convention we employ.
The support of the operators shall be generally suppressed. When necessary, the nontrivial
support of an operator O shall be denoted as Supp(O); we define |Supp(O)| as its volume. A set
of operators acting on a Hilbert space H shall be denoted as B(H). Lastly, we shall suppress the
proportionality constant by using the physics convention of O notation. That is, O(f(x)) is a
function that is bounded between cf(x) and c′f(x) for some constants c and c′.
8A. Locality
As we explained in Section II A, the state ρ can be thought as a state created by gliding a 1D
system over a 2D system and letting them interact with each other. In the intermediate stages,
the joint state of the 1D and the 2D system can be written as follows:
T
BS[1,t]
B (ρ
B)
T˜
BS[1,t]
B (ρ˜
B),
(20)
where t ∈ [1, `y].
It is important to note that states at different times(t) act on different Hilbert spaces. In
particular, depending on the time, what it means for an operator to be “local” changes. Our
analysis crucially relies on understanding the behavior of these operators, and as such, we must
define the notion of distance for different times.
Distance between two different qubits at time t is defined in terms of the interaction graph,
G(t) = (V (t), E(t)). This graph can be thought as a merger between a graph that represents
the locality structure of the simulated system and the locality structure of the physical device.
Specifically,
V (t) = V
(t)
sim ∪ V (t)dev
E(t) = E
(t)
sim ∪ E(t)dev,
(21)
where G
(t)
sim = (V
(t)
sim, E
(t)
sim) is the graph for the simulated system and G
(t)
dev = (V
(t)
dev, E
(t)
dev) is the
graph for the physical device. The former is defined as
V
(t)
sim =
⋃
n∈[1,t]
Sn
E
(t)
sim = {(in, jn)|n ∈ [1, t], |i− j| = 1} ∪ {(in, im)|n,m ∈ [1, t], |n−m| = 1, }.
For example, see FIG.3. The latter depends on the details of the arrangement of bath, sink, and
system qubits. Our analysis is independent of these details as long as they are arranged in a regular
pattern and the ratio between the number of system qubits and the rest is bounded. One such
example would be FIG.1. The merged graph is described in FIG.4(cf. Eq.21).
t
FIG. 3. An example of G
(t)
sim. Here `x = 5 and t = 5.
A distance at time t between two qubits is defined as the graph distance between the corre-
sponding vertices in G(t). An operator O at time t is said to be a local if it is supported on a ball
of radius r = O(1) in G(t).
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FIG. 4. The interaction graph G(t) at time t is defined as a merger between G
(t)
sim(cf. FIG.3) and G
(t)
dev(cf.
FIG.1). Two qubits are their neighbors if they are connected by an edge. Distance is defined as the graph
distance. This figure describes the interaction graph for t = 5, where `x = 7 and `y = 5. The dashed lines
are not included in the edges of the interaction graph. They are merely a bookkeeping device.
B. States
We bound the difference between the local expectation values of noiseless states(ρB and
ω
S[t1,t′1]
S′
[t2,t
′
2]) and the noisy states(ρ˜B and ω˜
S[t1,t′1]
S′
[t2,t
′
2]).
Lemma 1. For O ∈ B(HB)
|tr[(ρB − ρ˜B)O]| ≤ ‖O‖|Supp(O)| (22)
Proof. Without loss of generality, let Supp(O) = {a1, · · · , an} and X = Supp(O).
|tr[(ρB − ρ˜B)O]| = |tr[(ρX − ρ˜X)O]|
≤ |tr[(ρa1 − ρ˜a1)⊗ ρX\{a1}O]|+ |tr[ρ˜a1 ⊗ (ρX\{a1} − ρ˜X\{a1})O]|
≤ |tr[(ρa1 − ρ˜a1)O′]|+ |tr[(ρX\{a1} − ρ˜X\{a1})O′′]|,
(23)
where O′ = trX\{a1}[ρ
X\{a1}O] and O′′ = tr{a1}[ρ˜
a1O]. Note that
‖O′‖ = sup
σa1≥0
tr(σa1 )=1
|tr[σa1 ⊗ ρX\a1O]|
≤ sup
σX≥0
tr(σ)=1
|tr[σXO]|
= ‖O‖.
(24)
Similarly, ‖O′′‖ ≤ ‖O‖. Since |tr[(ρa1 − ρ˜a1)O′] ≤ ‖ρa1 − ρ˜a1‖1‖O′‖
sup
‖O‖≤1
Supp(O)⊂X
|tr[(ρX − ρ˜X)O]| ≤ ‖O‖+ sup
‖O‖≤1
Supp(O)⊂X\{a1}
|tr[(ρX\a1 − ρ˜X\a1)O]|. (25)
The claim is proved by iterating the bound |Supp(O)| times.
A similar bound can be derived for the states of the system/sink.
Lemma 2. For O ∈ B(H), where H = HS[t1,t′1]S′[t2,t′2],
‖trS[t1,t′1]S′[t2,t′2] [(ω
S[t1,t′1]
S′
[t2,t
′
2] − ω˜S[t1,t′1]S
′
[t2,t
′
2])O]‖ ≤ ‖O‖|Supp(O)|. (26)
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Proof. Without loss of generality, let Supp(O) = {a1, · · · , an} and X = Supp(O). Then the left
hand side of Eq.2 is equal to ‖trS[t1,t′1]S′[t2,t′2] [(ω
X − ω˜X)O]‖. This is bounded as
‖trS[t1,t′1]S′[t2,t′2] [(ω
X − ω˜X)O]‖ = sup
σ≥0
tr[σ]=1
|tr[σ ⊗ (ωX − ω˜X)O]|
≤ δ1 + δ2,
(27)
δ1 = sup
σ≥0
tr[σ]=1
|tr[σ ⊗ (ωa1 − ω˜a1)⊗ ωX\{a1}O]|
δ2 = sup
σ≥0
tr[σ]=1
|tr[σ ⊗ ω˜a1 ⊗ (ωX\{a1} − ω˜X\{a1})O]|,
(28)
where σ ∈ B(H′). The first term can be bounded as
δ1 = sup
σ≥0
tr[σ]=1
|tr[σ ⊗ (ωa1 − ω˜a1)O′]|
≤ ‖O‖,
(29)
where O′ = trX\{a1}[ω
X\{a1}O]. The second term can be bounded as
δ2 = sup
σ≥0
tr[σ]=1
|tr[σ ⊗ (ωX\{a1} − ω˜X\{a1})O′′]|
≤ ‖trS[t1,t′1]S′[t2,t′2] [(ω
X\a1 − ω˜X\a1)O]‖
(30)
where O′′ = tr{a1}[ω˜
a1O]. In short,
sup
‖O‖≤1
Supp(O)⊂X
‖trS[t1,t′1]S′[t2,t′2] [(ω
X − ω˜X)O]‖ ≤ + sup
‖O‖≤1
Supp(O)⊂X\{a1}
‖trS[t1,t′1]S′[t2,t′2] [(ω
X\a1 − ω˜X\a1)O]‖.
(31)
Iterating the bound |Supp(O)| times, the claim is proved.
C. Channels
We study the properties of the channels that define the state ρ and ρ˜, i.e., TBStB and T˜
BSt
B . Let
us begin with their algebraic properties.
Lemma 3.
T
BS[t,t′]∗
B (·) = trS[t,t′]S′[t,t′] [ω
S[t,t′]S′[t,t′]U∗[t,t′](IS[t,t′]′ ⊗ (·))]
T˜
BS[t,t′]∗
B (·) = trS[t,t′]S′[t,t′] [ω˜
S[t,t′]S′[t,t′]U˜∗[t,t′](IS[t,t′]′ ⊗ (·))].
(32)
Proof. Recall the definition of TBStB and T˜
BSt
B :
TBStB (·) = trS′t [Ut((·)⊗ ωS
′
t ⊗ ωSt)]
T˜BStB (·) = trS′t [U˜t((·)⊗ ω˜S
′
t ⊗ ωSt)].
(33)
The dual of the involved channels are summarized in Table I; a similar list of statements holds for
the noisy channels. By composing the duals, the claim is proved.
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Channel Dual
ρ→ trS′t [ρ] O → IS′t ⊗ I
ρ→ Ut(ρ) O → U∗t (O)
ρ→ ρ⊗ ωSt O → trSt [ωStO]
ρ→ ρ⊗ ωS′t O → trS′t [ωS
′
tO]
TABLE I. Channels and their duals.
The physical interpretation of the dual channel is the “time-evolution” in the Heisenberg picture.
For a state ρBS[1,t] and an operator O ∈ B(HBS[1,t+1]),
tr[T
BSt+1
B (ρ
BS[1,t])O] = tr[ρBS[1,t]T
BSt+1∗
B (O)]. (34)
Of course, T
BSt+1∗
B maps an operator in B(HBS[1,t+1]) to operators in B(HBS[1,t]); see FIG.5. It is
important to note that the time in the Heisenberg picture is backward. While the state evolves
from t = 0 to t = `y, the operator evolves from t = `y to t = 0.
t = 5 t = 6
(a)Schro¨dinger picture
t = 6 t = 5
(b)Heisenberg picture
FIG. 5. The time evolution in the Schro¨dinger(a) and the Heisenberg(b) picture.
These channels preserve locality. That is, consider an operator O at time t. If it is a local
operator, then both TBSt∗B (O) and T˜
BSt∗
B (O) are local. This follows from the fact that the circuit
elements that influence the operator O only lies in its vicinity; see FIG.6 and Lemma 4.
Lemma 4. Let O be an operator supported on a ball of radius r. Then TBSt∗B (O) and T˜
BSt∗
B (O)
are supported on a ball of radius r +D.
Proof. By Lemma 3,
TBSt∗B (O) = trStS′t [ω
StS′tU (1)∗t ◦ · · · ◦ U (D)∗t (IS′t ⊗O)]. (35)
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t = 6 t = 5
FIG. 6. In the Heisenberg picture, a local operator is mapped into another local operator. This figure
describes an example of D = 1. The red squares represent the support of the operator.
The support of U (1)∗t ◦ · · · ◦U (D)∗t (IS′t ⊗O) is contained in a set of qubits that are distance D or less
away from the support of O; this is because applying a channel U (i)∗t , i ∈ [1, D], to an operator O
expands the support at most to a set of qubits that are distance 1 or less away from the support
of O. Since O was assumed to be supported in a ball of radius r, U (1)∗t ◦ · · · ◦ U (D)∗t (IS′t ⊗ O) is
supported in a ball of radius r + D. Since the support is nonincreasing under the partial trace
operation, the claim is proved for TBSt∗B (O). The same logic applies to T˜
BSt∗
B (O).
Furthermore, the action of TBSt∗B and T˜
BSt∗
B on local operators deviate at most by O().
Lemma 5. Let O be an operator supported on a ball of radius r. Then
‖TBSt∗B (O)− T˜BSt∗B (O)‖ ≤ O(‖O‖(r +D)2). (36)
Proof. By Lemma 4, both TBSt∗B (O) and T˜
BSt∗
B (O) are supported on a ball of radius r + D. In
particular, these operators can be expressed as a composition of channels localized in the vicinity
of O. To see why, recall that
TBSt∗B (O) = trStS′t [ω
StS′tU (1)∗t ◦ · · · ◦ U (D)∗t (IS′t ⊗O)]. (37)
Because each of the U (i)∗t for i ∈ [1, D] consists of nearest-neighbor gates, their action on IS′t ⊗ O
can be replaced only in terms of the action of the channels U (i,j)t that influence O. Let us denote
this channel, which is localized in the vicinity of O, as
U∗t,loc = U (1,i1)∗t ◦ · · · U (1,in1 )∗t ◦ · · · ◦ U (D,i1)∗t ◦ · · · ◦ U
(D,inD )∗
t︸ ︷︷ ︸
n
, (38)
where n ≤ O(rD +D2) is the total number of circuit elements that can influence O.
The bound on n is derived as follows. At each i ∈ [1, D], the support of the operator lies on a
ball of radius r+i. Since the circuit is only applied to BStS
′
t, these circuit elements act nontrivially
only on a region of size bounded by 2(r+ i). The number of nearest-neighbor two-qubit gates that
can act nontrivially on this region is O(r + i). Summing over i from 1 to D, n ≤ O(rD +D2).
Now, let us define
U˜∗t,loc = U˜ (1,i1)∗t ◦ · · · U˜ (1,in1 )∗t ◦ · · · ◦ U˜ (D,i1)∗t ◦ · · · ◦ U˜
(D,inD )∗
t . (39)
Then
‖TBSt∗B (O)− T˜BSt∗B (O)‖ = |trStS′t [ωStS
′
tUt,loc(I∗S′t ⊗O)− ω˜
St ⊗ ω˜S′tU˜∗t,loc(IS′t ⊗O)]|
≤ δ1 + δ2,
(40)
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where
δ1 = |trStS′t [(ωStS
′
t − ω˜StS′t)U∗t,loc(IS′t ⊗O)]|
δ2 = |trStS′t [ωStS
′
t(U∗t,loc(IS′t ⊗O)− U˜∗t,loc(IS′t ⊗O))]|.
(41)
By Lemma 4, the support of Ut,loc(IS′t ⊗ O)]| is supported on a ball of radius r +D. By applying
Lemma 2, δ1 ≤ O(‖O‖(r +D)2). For the second term,
δ2 ≤ ‖O‖‖U∗t,loc − U˜∗t,loc‖
≤ ‖O‖‖U∗t,loc − U˜ (1,i1)∗t ◦ U∗
′
t,loc‖ + ‖O‖‖U˜ (1,i1)∗t ◦ U∗
′
t,loc − U˜∗t,loc‖
≤ ‖U (1,i1)∗t − U˜ (1,i1)∗t ‖ + ‖U∗
′
t,loc − U˜∗
′
t,loc‖,
≤ ‖O‖+ ‖O‖‖U∗′t,loc − U˜∗
′
t,loc‖,
(42)
where
U∗′t,loc = U (1,i2)∗t ◦ · · · U (1,in1 )∗t ◦ · · · ◦ U (D,i1)∗t ◦ · · · ◦ U
(D,inD )∗
t︸ ︷︷ ︸
n−1
U˜∗′t,loc = U˜ (1,i2)∗t ◦ · · · U˜ (1,in1 )∗t ◦ · · · ◦ U˜ (D,i1)∗t ◦ · · · ◦ U˜
(D,inD )∗
t︸ ︷︷ ︸
n−1
.
(43)
By iterating this bound n = O(rD + D2) times, δ2 ≤ O(‖O‖(rD + D2)). Thus, δ1 + δ2 ≤
O(‖O‖(r +D)2).
D. Operators
Here we estimate the difference between O and O˜.
Lemma 6. Let O be a Pauli operator with |Supp(O)| = n.
‖O − O˜‖ ≤ n. (44)
Proof. Without loss of generality, let O = ⊗ni=1σai , O˜ = ⊗ni=1σ˜ai and define Oj = ⊗ni=jσai ,
O˜j = ⊗ni=j σ˜ai . Then
‖O − O˜‖ ≤ ‖σa1 ⊗ (O2 − O˜2)‖+ ‖(σa1 − σ˜a1)⊗ O˜2‖
≤ ‖O2 − O˜2‖+ 
≤ n.
(45)
IV. REDUCTION TO THE BATH DYNAMICS
In this Section, we relate the difference between the noiseless and the noisy expectation value to
the difference between two time-dependent expectation values. Specifically, for a normalized local
operator O,
|tr[ρO]− tr[ρ˜O˜]| ≤ O() + |tr[ρB(t)O′]− tr[ρ˜B(t)O′], (46)
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where O′ is a normalized operator on the bath. The support of O′ and t are determined by the
support and the location of O. The dynamics of ρB(t) is defined in terms of TBSt∗B . Similarly, the
dynamics of ρ˜B(t) is defined in terms of T˜BSt∗B .
This reduction is useful because the dynamics can be viewed as a discrete-time analogue of a
certain dissipative dynamics. Its stability to extensive perturbation has been studied[19, 20], and
we can use the techniques developed therein to prove the main result; this is the content of Section
V.
There is an intuitive explanation. Without loss of generality, consider an observable O supported
on a ball of bounded radius. Since the dual of TBStB (as well as the dual of T˜
BSt
B ) maps operators
supported on BSt to operators on B, O is eventually mapped into an operator supported only
on the bath. This process takes time proportional to the radius of the support of O; see FIG.7.
Because the radius was assumed to be bounded, the process takes a bounded amount of time.
Within this time, the support of O can be only expanded by a bounded amount, because the
channels are applied by applying a bounded number of finite-depth quantum circuits. This means
that the number of circuit elements that can influence O within this time is bounded, independent
of the system size. The effect of noise on these circuit elements can be conservatively bounded by
summing over each of their contributions, which is in the order of O(); the observable undergoing
a noisy time evolution, up to this point, is close to the observable undergoing a noiseless time
evolution up to an error of O(). Furthermore, at this point, the observable is supported on a
localized region of the bath. The closeness of the noisy and noiseless expectation value can thus
be analyzed by studying the behavior of local observables supported on the bath.
t = 7 t = 6 t = 5 t = 4
FIG. 7. In the Heisenberg picture, a local operator supported on the system is mapped into a local operator
supported on a system-bath composite, and then to a local operator in bath. The red squares represent the
support of an operator. Here D = 1.
Once the operator is mapped into an operator supported only on the bath, its time evolution
is determined by the following channel:
Tt(·) = trSt [TBStB (·)]
T˜t(·) = trSt [T˜BStB (·)].
(47)
Also,
T[t,t′](·) = trS[t,t′] [T
BS[t,t′]
B (·)]
T˜[t,t′](·) = trS[t,t′] [T˜
BS[t,t′]
B (·)].
(48)
Below, the main result of this Section is stated and proved.
Lemma 7. For a Pauli operator O supported on a ball of radius r from coordinate t = t0 + 1 to
t = t0 + 2r,
|tr[ρO − ρ˜O˜]| ≤ O(r3D2‖O‖) + δ, (49)
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where
δ = ‖O‖ sup
‖O′‖≤1
|tr[T ∗[1,t0](ρB)O′ − T˜ ∗[1,t0](ρ˜B)O′]|, (50)
where O′ ∈ B(HB) is an operator supported on a ball of radius O(Dr).
Proof.
|tr[ρO − ρ˜O˜]| ≤ |tr[(ρ− ρ˜)O]|+ |tr[ρ˜(O − O˜)]|. (51)
The first term is bounded as
|tr[(ρ− ρ˜)O]| = |tr[(TBS[1,`y ]B (ρB)− T˜
BS[1,`y ]
B (ρ˜
B))O]|
= |tr[ρBTBS[1,`y ]∗B (O)− ρ˜BT˜
BS[1,`y ]∗
B (O)]|
= |tr[ρBTBS[1,t0+2r]∗B (O)− ρ˜BT˜
BS[1,t0+2r]∗
B (O)]|
= |tr[ρBTBS[1,t0]∗B ◦ T
BS[t0+1,t0+2r]∗
B (O)− ρ˜BT˜
BS[1,t0]∗
B ◦ T˜
BS[t0+1,t0+2r]∗
B (O)]|
= |tr[ρBT ∗[1,t0] ◦ T
BS[t0+1,t0+2r]∗
B (O)− ρ˜BT˜ ∗[1,t0] ◦ T˜
BS[t0+1,t0+2r]∗
B (O)]|
≤ |tr[ρBT ∗[1,t0](Ot0+1 −O′t0+1)]|+ |tr[ρBT ∗[1,t0](O′t0+1)]− tr[ρ˜BT˜ ∗[1,t0](O′t0+1)]|,
(52)
where
Ot = T
BS[t,`y ]∗
B (O)
O′t = T˜
BS[t,`y ]∗
B (O).
(53)
Then,
‖Ot0+1 −O′t0+1‖ ≤ ‖Ot0+1 − T˜
BSt0+1∗
B (Ot0+2)‖+ ‖T˜
BSt0+1∗
B (Ot0+2)−O′t0+1‖
≤ O(‖O‖r2D2) + ‖T˜BSt0+1∗B (Ot0+2 −O′t0+2)‖
≤ O(‖O‖r2D2) + ‖Ot0+2 −O′t0+2‖,
(54)
where in the second line we used Lemma 4 and 5. Specifically, the action of the noiseless and noisy
channel on Ot0+2 is bounded by O(‖Ot0+2‖(R+D)2), where Ot0+2 is supported on a ball of radius
R. Since ‖Ot0+2‖ ≤ ‖O‖ and R is bounded by r(1 +D), the dominant term is O(‖O‖r2D2). The
third line follows from the fact that quantum channels are norm-nonincreasing. By iterating this
bound,
|tr[(ρ− ρ˜)O]| ≤ O(‖O‖r3D2) + |tr[ρBT ∗[1,t0](O′t0+1)]− tr[ρ˜BT˜ ∗[1,t0](O′t0+1)]|, (55)
where Ot0+1 is supported on a ball of radius O(Dr).
Lastly, by Lemma 6
‖O − O˜‖ ≤ O(r2‖O‖). (56)
Combining these bounds, the claim is proved.
16
V. LOCAL RAPID MIXING
In Section IV, the difference between the noiseless and noisy local expectation value was bounded
in terms of two time-dependent expectation values; up to an O() correction, the effect of noise
on local expectation value is bounded by sup‖O‖≤1 |tr[ρBT ∗[1,t0](O)]− tr[ρ˜BT˜ ∗[1,t0](O)]|, where O is a
local observable supported on the bath. In this Section, this term is bounded by an object which
only depends on the properties of the noiseless time evolution(T[t,t′]). This bound holds for any
circuits, but becomes nontrivial only for a certain family. Circuits belonging to such family are
noise-resilient.
This bound is expressed in terms of the contraction of T[t,t′] at a certain length scale.
Definition 1. A contraction of T[t,t′] at length scale ` is
η`(T[t,t′]) = sup
‖O‖≤1
Supp(O)=A
‖T ∗[t,t′](O)− Φ ◦ T ∗[t,t′](O)‖, (57)
for any A which is a ball of radius `, where Φ is the completely depolarizing channel. We say T[t,t′]
is (∆, `0)-locally rapidly mixing if
η`(T[t,t′]) ≤ c`αe−γt + ∆ (58)
for all ` ≤ `0, where c, α, γ > 0 are numerical constants.
We show that
Theorem 1. If T[t,t′] is (∆, `0)−locally rapidly mixing for some c > 0 with D = O(1), then for
any observable O supported on a ball of radius r = O(1), r < `0,
|tr[T[1,t0](ρB)O − T˜[1,t0](ρ˜B)O]| ≤ O( log2(1/) + `y∆)‖O‖. (59)
Let us first sketch the proof. Note that
|tr[T[1,t](ρB)O − T˜[1,t0](ρ˜B)O]| ≤ δ1 + δ2, (60)
where
δ1 = |tr[(ρB − ρ˜B)T ∗[1,t](O)]|
δ2 = |tr[ρ˜B(T ∗[1,t](O)− T˜ ∗[1,t](O))]|
(61)
by the triangle inequality. At small t, δ1 is bounded byO() because (i) T[1,t](O) is a local observable
and (ii) local expectation values of ρB and ρ˜B deviate at most by O()(cf. Lemma 1). Also, δ2
is bounded by O() because the action of T ∗[1,t] and T˜ ∗[1,t] on local observables differ at most by
O()(cf. Lemma 5). At large t, for δ1, T ∗[1,t](O) can be approximated by Φ ◦T ∗[1,t](O) up to an error
∆. This operator is the (rescaled) identity operator, so its expectation value is independent of the
state. Therefore, δ1 is bounded by ∆. For δ2, note the following identity:
T ∗[1,t] − T˜ ∗[1,t] =
t∑
n=1
T˜ ∗n−1 ◦ (T ∗n − T˜ ∗n) ◦ T ∗[n+1,t], (62)
where T˜ ∗0 = I and T ∗[t+1,t] = I. At small n, T ∗[n+1,t](O) can be approximated by Φ ◦ T ∗[n+1,t](O)
up to an error ∆. Since T ∗n and T˜ ∗n are unital, their action on Φ ◦ T ∗[n+1,t](O) is identical. What
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remains is an error term which is bounded by ∆. At n close to t, T[n+1,t] is a local operator, and
by Lemma 5 the action of T ∗n and T˜ ∗n on this operator differs at most by O().
Of course, this logic applies only to small and large t. What remains to be shown is a bound
that interpolates between these two limits. Below, we derive such bounds for δ1 and δ2. Then
Theorem 1 follows from these bounds.
Lemma 8. Let T[t,t′] is (∆, `0)−locally rapidly mixing with D = O(1). For an operator O supported
on a ball of radius r = O(1) where r < `0,
δ1 ≤ O(( log(1/) + ∆)‖O‖) (63)
Proof. Note that T ∗[1,t0](O) is supported on a ball of radius r + tD.(cf. Lemma 4) By Lemma 1,
δ1 ≤ O(‖O‖(r + tD)). (64)
This bound becomes rather lousy at large t. In the large t regime, the following bound works
better.
|tr[(ρB − ρ˜B)T ∗[1,t](O)]| = |tr[(ρB − ρ˜B)(T ∗[1,t](O)− Φ ◦ T ∗[1,t](O))]|
≤ ‖ρB − ρ˜B‖1‖T ∗[1,t](O)− Φ ◦ T ∗[1,t](O)‖
≤ 2c‖O‖rαe−γt + 2‖O‖∆.
(65)
Both bounds hold for all t, so we can take the minimum of the two. The function e−γt decreases
monotonically and tD increases monotonically. Therefore, the minimum of the two bounds is
bounded from above by (r + t∗D), where t∗D = c′rαe−γt∗ , where c′ is some numerical constant.
t∗ =
1
γ
log
c′rα
t∗D
, (66)
which is bounded from above by 1γ log
c′rα
D for t
∗ ≥ 1 and 1 if t∗ ≤ 1.
Lemma 9. Let T[t,t′] is (∆, `0)-locally rapidly mixing with D = O(1). For an operator O supported
on a ball of radius r = O(1) where r < `0,
δ2 ≤ O(( log2(1/) + `y∆)‖O‖) (67)
Proof.
δ2 ≤
t∑
n=1
‖T ∗n(T ∗[n+1,t](O))− T˜ ∗n(T ∗[n+1,t](O))‖. (68)
The summand can be bounded in two ways. First,
‖T ∗n(T ∗[n+1,t](O))− T˜ ∗n(T ∗[n+1,t](O))‖ ≤ O(‖O‖(t− n− 1)). (69)
This is because T ∗[n+1,t](O) is supported on a ball of radius r + D(n + 1 − t) by Lemma 4. By
applying Lemma 5 and restricting the action of the channel to the bath, we arrive at this bound.
Second, for
‖T ∗n(T ∗[n+1,t](O))− T˜ ∗n(T ∗[n+1,t](O))‖ ≤ 2‖T ∗[n+1,t](O)− Φ ◦ T ∗[n+1,t](O)‖
≤ 2c‖O‖rαe−γ(t−n−1) + 2‖O‖∆,
(70)
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because the summand is equal to ‖T ∗n(T ∗[n+1,t](O)−Φ◦T ∗[n+1,t](O))−T˜ ∗n(T ∗[n+1,t](O)−Φ◦T ∗[n+1,t](O))‖.
The sum can be bounded as
δ2 ≤ ‖O‖
t∑
n=1
min(c′n, ce−γn + 2∆)
≤ ‖O‖(
t∗∑
n=1
c′n+
t∑
n=t∗
(ce−γn + 2∆))
≤ ‖O‖(O(t∗2 + e−γt∗) +
t∑
n=t∗
2∆)
≤ ‖O‖(O(t∗2 + e−γt∗) + 2∆`y),
(71)
where c′ is some constant t∗ is the largest t such that t∗ ≤ c′e−γt∗ . Note that
t∗ =
1
γ
log
c′
t∗
. (72)
If t∗ ≥ 1, then t∗ = O(log(1/)). Also,
(t∗ + 1) ≥ c′e−γ(t∗+1). (73)
Therefore, e−γt∗ = O( log(1/)). Combining these bounds,
δ2 ≤ ‖O‖(O( log2(1/) + `y∆)) (74)
Now that we have Theorem 1 and Lemma 7, we can combine these bounds together to conclude
that
Theorem 2. If T[t,t′] is (∆, `0)-locally rapidly mixing for some c > 0 with D = O(1), then for any
observable O supported on a ball of radius r = O(1), r < `0,
|tr[ρO − ρ˜O˜]| ≤ O( log2(1/) + `y∆)‖O‖. (75)
A. Comments on the bound
In Theorem 2, one may wonder why we need the `y∆ term, and whether this term is controlled
in general. To answer the first question, this term is absolutely necessary to describe topologically
ordered systems that are away from the fixed-point wavefunction. If the system size is finite,
the expectation value of local observables over different ground states differ, albeit only by an
exponentially small amount. The term ∆ upper bounds this difference, and as such, cannot be
made to be exactly zero. Nevertheless, we do not expect this to pose a problem because ∆ is
expected to decay exponentially in the system size, effectively suppressing the `y contribution.
VI. EXAMPLES
In this Section, we provide two nontrivial examples that satisfy the local rapid mixing condi-
tion. We study a circuit that prepares the ground state of the toric code[25] with open boundary
condition[26] and a circuit that prepares a trivial state.
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A. Surface Code
Let us consider toric code with an open boundary condition, also known as the surface code.
For the notational convenience, we decided to place the qubits on the vertices as opposed to the
edges. The local terms of the Hamiltonian consist of four types: four-body plaquette terms of X/Z
type and two-body boundary terms of X/Z type. As an example, a 5× 5 surface code is described
in FIG.8. Below, we show that the surface code on a ` × ` lattice is (0, ` − 1)−locally rapidly
mixing. The argument is based on the stabilizer formalism[27].
X
X
X
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X
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Z
Z
Z
FIG. 8. Toric code with an open boundary condition, rotated by pi4 , on a 5 × 5 lattice. The qubits are
located at the vertices(black dots). In the bulk, the Hamiltonian consists of plaquette terms of X and Z
type. Two-body terms, i.e., XX and ZZ, are placed on the physical boundary.
Any product state can be gradually transformed to the ground state, row-by-row. Intuitively,
the process can be thought as measuring each of the local terms in the Hamiltonian that are
supported on two contiguous rows, and applying an appropriate set of single-qubit gates so that
all the plaquette and boundary terms are satisfied.[28] The circuits are depicted in FIG.9 and 10.
The boundary terms can be treated in a similar manner, by removing qubit 1 and 2, as well as
the CNOTs that act on these qubits. By setting the Z-type stabilizers to +1 in parallel, and then
setting X-type stabilizers to +1 in parallel, one can extend the code on n rows to a larger code on
(n+ 1) rows.
1 2
3 4
A
A
1
2
3
4
FIG. 9. Subroutine for initializing the stabilizer of Z type. The circuit effectively measure the Z-type
stabilizer and apply the correction so that the stabilizer yields +1, no matter what the initial state is. The
ancilla(A) is initialized to |0〉.
Note that the circuits that set the same type of stabilizers on different plaquettes do not overlap
with each other. This implies that they can be run in parallel. Therefore, each row can be prepared
by a bounded-depth circuit, by first setting the X-type stabilizers to the +1 eigenstate and then
setting the Z-type stabilizers to the +1 eigenstate.
How does this circuit fit into our framework? At time t ≤ `y − 2, the system qubits are the
physical qubits supported on the (t)-th row, the bath qubits are the physical qubits supported on
the (t+ 1)-th row, and the sink qubits are the physical qubits supported on the (t+ 2)-th row and
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FIG. 10. Subroutine for initializing the stabilizer of X type. The circuit effectively measure the X-type
stabilizer and apply the correction so that the stabilizer yields +1, no matter what the initial state is. The
ancilla(A) is initialized to |+〉 = (|0〉+ |1〉)/√2.
the ancillas that appear in FIG.9 and 10. At the beginning of each time step, the bath qubit is
swapped with the (initialized) system qubit, and then the circuits in FIG.9 and 10 are applied in
order to set the stabilizers supported on the three contiguous rows to be +1. Then the sink qubits
are initialized. For t = `y − 1 and `y, stabilizers supported on two contiguous rows are set to +1.
The rest of the protocol, i.e., initialization of the system qubit and the sink qubits, is identical.
The state of the bath becomes a reduced density matrix of one of the ground states over a single
row of physical qubits, independent of the state of the bath qubit at the previous time step. To see
why, note that applying the circuits in FIG. 9 and 10 to three contiguous rows of qubits set the
stabilizer generators to be +1 independent of the state over the physical qubits. This is because (i)
each of the circuits are constructed in such a way that, if the stabilizer is not +1, then a correction
operation(the last CNOT gate) is performed to flip its value to +1 and (ii) these circuits do not
alter the value of the stabilizer generators in the previous step. This means that the stabilizers
surrounding the middle row middle row are all set to +1, independent of the previous history.
Since this row corresponds to the bath qubits, the state of the bath becomes a reduced density
matrix of one of the ground states over a single row of physical qubits.
This implies that the circuit is (0, `x−1)-locally rapidly mixing. Except for the logical operator,
which is the string of Pauli-Z operator along the row, every Pauli operator supported on a single
row anticommutes with the stabilizer generators surrounding that row. Therefore, for any Pauli
operator P supported on a single row, with the exception of the logical operator and the identity
operator,
T ∗n(P ) = 0, (76)
which subsequently implies that η`(T[t,t′]) = 0 for ` < `x.
B. Trivial state
What happens if the underlying state is a trivial product state? Similar to the preparation of
the surface code, at time t, the system qubits are the physical qubits supported on the (t)-th row
and the bath qubits are the physical qubits supported on the (t + 1)-th row. After the system
qubits are measured, they are initialized and then swapped with the bath qubits. Then a local
unitary transformation is applied in the bath qubits to prepare a state of the next row. In the bath,
this amounts to preparing a fixed state at each t, say ρBt . The dual of this map is O → Φ(ρBt O),
where Φ is the completely depolarizing channel. Therefore, again the local rapid mixing condition
is satisfied.
It is important to note that the local rapid mixing condition is not satisfied if we do not swap
the bath and the system qubits. Then the action of the circuit on the bath is unitary, and as
such, the condition cannot be satisfied unless the unitary is trivial. The state preparation remains
to be robust to noise for the trivial state, but this shows that the local rapid mixing condition is
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really a statement about the circuit, not the underlying state. It will be interesting if there is a
condition that is formulated in terms of the underlying state and not the circuit, such that ensures
the stability of the local expectation values.
VII. DISCUSSION
We introduced a notion of noise resilience for large-depth quantum circuits. Even without
error correction, noise can affect the expectation values of local observables at most by an amount
comparable to the noise rate, independent of the system size. We provided concrete examples of
such circuits.
The fact that such a circuit exists is interesting in its own right, because it is counter to the
intuition that the effect of noise on large-depth quantum circuits are uncontrolled. What is even
more remarkable is that certain circuits that prepare ground states of realistic physical systems
possess this property. An immediate corollary is that a low-energy state of such systems can be
prepared on a noisy quantum simulator. Furthermore, this state can reproduce the expectation
values of all the local observables up to a fixed precision.
The main takeaway message should be that certain large-depth quantum circuits are resilient
to noise. By identifying a class of such circuits, we can explore the possibilities offered by a noisy
quantum computer that lie beyond the paradigm of short-depth quantum circuits.
We end with some open problems to pursue.
1. What kind of physical states can be prepared by a circuit that obeys a nontrivial local rapid
mixing condition? We have shown that the trivial state and the surface code belong to this
family, but a larger class of models[29] may be amenable to a similar analysis.
2. Can we noise-resiliently prepare ground states that are away from the fixed point? If two
states are adiabatically connected to each other, then they can be mapped into each other by
the so called quasi-adiabatic continuation[30]. While there is a sense in which this preserves
locality, there is no known method to approximate such map by a finite-depth local unitary
operation. It will be interesting to understand how our conclusion changes.
3. Can we arrive at the same conclusion just from the property of the state? It is important to
remember that noise-resilience in our context is a statement about a circuit that prepares the
ground state, and not the ground state itself. Decay of correlation in the state is bounded
in terms of the properties of the operator T[t,t′], but the reverse direction generally does
not work. It will be nice to know if one can arrive at the same conclusion assuming that
correlation decays exponentially in the ground state.
4. Given a Hamiltonian, suppose we found a low-energy configuration whose energy per site
is O() away from the ground state. Does this state reliably approximate the ground state
local expectation values? Since the number of states at that energy is exponentially large
in the system size, the answer is not completely clear. It will be interesting to formulate
a condition under which this is true. The eigenstate thermalization hypothesis[31, 32], or
alternatively, a recently proposed notion of canonical universality[33] may prove useful.
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