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For Banach spaces X and Y , we consider bifurcation from the line of trivial solutions
for the equation F (λ, u) = 0, where F : R× X → Y with F (λ, 0) = 0 for all λ ∈ R.
The focus is on the situation where F (λ, ·) is only Hadamard diﬀerentiable at 0 and
Lipschitz continuous on some open neighbourhood of 0, without requiring any Fre´chet
diﬀerentiability. Applications of the results obtained here to some problems involving
nonlinear elliptic equations on RN , where Fre´chet diﬀerentiability is not available, are
presented in some related papers, which shed light on the relevance of our hypotheses.
1. Introduction
Let X and Y be real Banach spaces with X ⊂ Y and consider the equation G(u) =
λu for a function G : X → Y such that G(0) = 0 and a scalar λ ∈ R. For this
equation, the bifurcation points on the line of trivial solutions {(λ, 0) : λ ∈ R} are
those values of λ for which (λ, 0) is an accumulation point of non-trivial solutions.
The classical results deal with the case where G is Fre´chet diﬀerentiable at 0. In
that case, all bifurcation points belong to the spectrum of G′(0) and the basic
problem is to formulate criteria ensuring that a point λ0 in this spectrum is indeed
a bifurcation point and then to obtain some information about the nature of the
set of non-trivial solutions in the vicinity of (λ0, 0).
Motivated by situations arising in the study of nonlinear elliptic partial diﬀeren-
tial equations, some recent work [4–7,14,16,17] has investigated bifurcation when G
is not Fre´chet diﬀerentiable at 0 but is still diﬀerentiable in the weaker sense known
as Hadamard diﬀerentiability [11]. For such cases, there may be bifurcation points
not belonging to the spectrum of the Hadamard derivative. A new impetus for this
line of research has been generated by the treatment of asymptotic bifurcation via
the method of inversion. Bound states u ∈ L2(RN ) of the elliptic equation
−∆u + V u + g(u) = λu (1.1)
with V ∈ L∞(RN ) and g ∈ C1(R) asymptotically linear in the sense that
lim
|s|→∞
g(s)/s =  ∈ R
are solutions of G(u) = λu, where
G = −∆ + V + g : X = H2(RN ) → Y = L2(RN )
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provided that g(0) = 0. Using the inversion u → v = u/‖u‖2X and G∗(v) =
‖v‖2XG(v/‖v‖2X), asymptotic bifurcation (also called bifurcation from inﬁnity) for
G(u) = λu is equivalent to bifurcation for the equation G∗(v) = λv. Using the
spaces X = H2(RN ) and Y = L2(RN ), it is shown in [18] that G∗ : X → Y is
Hadamard diﬀerentiable at u under the above assumptions, whereas it is Fre´chet
diﬀerentiable if and only if g(s) ≡ s for all s ∈ R. Furthermore, the existing
results [4, 7, 16, 17] about bifurcation for non-Fre´chet diﬀerentiable problems do
not apply to (1.1) because requirements concerning concavity and compactness are
not satisﬁed. The present paper aims to ﬁll this gap by establishing conditions
which are suﬃcient to ensure bifurcation for problems that are only Hadamard
diﬀerentiable at 0 without any assumptions of this kind and without requiring
any variational structure either. The abstract results proved here concern bifurca-
tion at isolated eigenvalues of odd algebraic multiplicity of the Hadamard deriva-
tive and they are used to establish asymptotic bifurcation for (1.1) in [19]. Fur-
ther applications of the present work are presented in [20], where we deal with
the same kind of elliptic equations as in [7, 16, 17] but under hypotheses which
do not imply the concavity and compactness properties required in those earlier
treatments.
Rather than restricting our attention to the special form G(u) = λu, it is prefer-
able to treat the issue of bifurcation for the general case F (λ, u) = 0, where
F : R × X → Y with F (λ, 0) = 0 and F (λ, ·) : X → Y Hadamard diﬀerentiable
at 0 for all λ ∈ R. In this context, the restriction X ⊂ Y is no longer relevant.
Since Hadamard and Fre´chet diﬀerentiability are equivalent in ﬁnite dimensions,
it is natural to try to reduce the problem of bifurcation for F (λ, u) = 0 to an
equivalent equation in ﬁnite dimensions. To obtain sharp results by this approach,
the ﬁnite-dimensional subspace of X must be chosen with some care and for this
we introduce and explore a notion which we call the essential conditioning number
γ(DuF (λ, 0)) of the partial Hadamard derivative DuF (λ, 0) : X → Y at points λ,
where this is a Fredholm operator of index zero. Our approach covers bifurcation
at points λ0 such that
γ(DuF (λ0, 0))LX(R, λ0) < 1, (1.2)
where LX(R, λ0) is the partial Lipschitz modulus of the remainder R(λ, u) =
F (λ, u)−DuF (λ, 0)u at λ0. Although it may appear that (1.2) is simply a technical
device used to ensure a satisfactory reduction to ﬁnite dimensions, it plays a more
fundamental role. Indeed, we provide examples showing that our conclusions about
bifurcation can fail when this condition is not satisﬁed but all the other hypotheses
of our results hold.
For the general form F (λ, u) = 0 the notion of isolated eigenvalue is replaced
by that of isolated singular point λ0 of the path of partial derivatives DuF (λ, 0).
That is to say, DuF (λ0, 0) : X → Y is not necessarily an isomorphism, but, for
some ε > 0, DuF (λ, 0) is an isomorphism for 0 < |λ − λ0| < ε. In the smooth
case, there are several ways of formulating suﬃcient conditions for bifurcation in
this context. An elegant approach, taking a global perspective, was laid down and
perfected by Fitzpatrick and Pejsachowicz in [8–10] through their notion of par-
ity of a path of Fredholm operators. Using a parametrix, this is ultimately based
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on the theory of compact perturbations of the identity. Much later, Benevieri et
al ., in [1] and related papers, formulated similar results about bifurcation by using
only the determinant of ﬁnite-rank perturbations of the identity without reference
to an index like the parity. Since our concept of essential conditioning number is
based on ﬁnite-rank perturbations of the identity it is close to the spirit of the
work by Benevieri et al ., but we feel that the parity, in a local version suﬃcient
for our context, is the appropriate way of expressing the criteria for bifurcation.
Therefore, we present an abridged version of local parity across an isolated sin-
gular point of a path of Fredholm operators of index zero using only ﬁnite-rank
perturbations of the identity, which ﬁts in nicely with the quantities used for the
essential conditioning number. Of course, everything we need concerning the local
parity can be deduced from [1, 8, 10], but we give short self-contained proofs in
Appendix A.
The rest of this paper is organized as follows. In § 2, we recall for convenience sev-
eral types of derivative, including the Hadamard derivative, for mappings between
Banach spaces. Section 3 is devoted to the Lipschitz modulus of functions, and we
also establish the Hadamard diﬀerentiability of an implicit function deﬁned using
a parameter-dependent contraction mapping. Bifurcation and the more restrictive
phenomenon which we call continuous bifurcation are deﬁned in § 4, where we also
formulate some results concerning bifurcation in ﬁnite dimensions, which will be
used later. As mentioned above, in passing to inﬁnite dimensions, extensive use is
made of Fredholm operators of index zero and this is the subject of § 5. First we
deﬁne a quantity called the essential conditioning number using regular pseudo-
inverses. Then paths of regular pseudo-indices are used to deﬁne the local parity
of a path of Fredholm operators across an isolated singular point. Section 6 begins
with a list of the hypotheses which, in addition to (1.2), are used in our results.
Using the reduction to ﬁnite dimensions set out in § 6.1, the main result concerning
bifurcation is theorem 6.3. Part (i) gives conditions that are suﬃcient to ensure
that continuous bifurcation occurs at an isolated singular point λ0. Part (ii) gives
conditions implying that λ0 is not even a bifurcation point. Let us emphasize that
in the context of Hadamard diﬀerentiability, bifurcation can occur at points where
DuF (λ0, 0) : X → Y is an isomorphism and we give an example showing this at the
end of § 6. In the case where kerDuF (λ0, 0) is one dimensional and a transversality
condition is satisﬁed, we can obtain additional information about the form of solu-
tions near (λ0, 0) and this is done in § 6.3. When X and Y are Hilbert spaces and
DuF (λ0, 0) is self-adjoint, our hypotheses can be expressed in a more intuitive form
that is important for applications. This is explored in § 6.4, where we also return
to the special case F (λ, u) = G(u)−λu in corollary 6.11, whose statement involves
only well-known notions and standard terminology, rather than the more reﬁned
concepts required for the more general cases.
2. Various types of derivative
For a function M : X → Y between Banach spaces, there is a useful notion of
diﬀerentiability, attributed by Fre´chet to Hadamard, which is weaker than Fre´chet
diﬀerentiability, but equivalent to it when dimX < ∞.
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Definition 2.1. A function M : X → Y is Hadamard diﬀerentiable at u ∈ X if
there exists T ∈ B(X,Y ) such that
∥∥∥∥M(u + tnvn) − M(u)tn − Tv
∥∥∥∥ → 0(
⇐⇒ ‖M(u + tnvn) − M(u) − T (tnvn)‖|tn| → 0
)
for all sequences {tn} ⊂ R \ {0} and {vn} ⊂ X such that tn → 0 and ‖vn − v‖ → 0
for some v ∈ X.
In this case, T is unique and is denoted by M ′(u), the Hadamard derivative of M
at u. Hadamard diﬀerentiability is discussed at length in [11, ch. 4]. See also [7] for
some comments particularly relevant to our work on bifurcation. It is worth noting
that M is Hadamard diﬀerentiable at u ∈ X whenever it is Gaˆteaux diﬀerentiable at
u and there is an open neighbourhood of u in X on which it is Lipschitz continuous.
Here we refer to Gaˆteaux diﬀerentiability in the following form.
A function M : X → Y is Gaˆteaux diﬀerentiable at u ∈ X (strong form) if there
exists T ∈ B(X,Y ) such that
lim
t→0
∥∥∥∥M(u + tv) − M(u)t − Tv
∥∥∥∥ = 0 for every v ∈ X.
Then M ′(u) = T .
For convenience, we now recall the usual notion of diﬀerentiability used in most
of bifurcation theory.
A function M : X → Y is Fre´chet diﬀerentiable at u ∈ X if there exists T ∈
B(X,Y ) such that
lim
‖v‖→0
‖M(u + v) − M(u) − Tv‖
‖v‖ = 0.
Clearly, Fre´chet diﬀerentiability implies Hadamard diﬀerentiability, which implies
Gaˆteaux diﬀerentiability. Finally, we recall a strengthened form of Fre´chet diﬀer-
entiability which was used by Bartle and Graves to avoid requiring continuous
diﬀerentiability in the inverse and implicit function theorems.
A function M : X → Y is strictly Fre´chet diﬀerentiable at u if there exists T ∈
B(X,Y ) such that
lim
v,w→u
v =w
‖M(v) − M(w) − T (v − w)‖
‖v − w‖ = 0.
This implies that M is Fre´chet diﬀerentiable at u with M ′(u) = T .
3. Lipschitz mappings
The Lipschitz modulus provides a quantity which will be used to formulate a fun-
damental restriction for our discussion of bifurcation.
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3.1. The Lipschitz modulus
Consider a function G : X → Y , where X and Y are real Banach spaces. The
quantity L(G) deﬁned by
L(G) = lim
δ→0
sup
u,v∈B(0,δ)
u =v
‖G(u) − G(v)‖
‖u − v‖ = lim supu,v→0
u =v
‖G(u) − G(v)‖
‖u − v‖
is called the Lipschitz modulus of G at 0. Here B(0, δ) = {u ∈ X : ‖u‖ < δ}. Its
properties are discussed thoroughly in [2]. The following observations are relevant
for the context in which we use this concept.
(1) L(G) < ∞ iﬀ G is Lipschitz continuous on some open neighbourhood of 0.
Hence, L(G) < ∞ does not imply even Gaˆteaux diﬀerentiability of G at 0.
(2) However, L(G) = 0 iﬀ G is strictly Fre´chet diﬀerentiable at 0 with G′(0) = 0.
Thus, G is strictly Fre´chet diﬀerentiable at 0 iﬀ there exists T ∈ B(X,Y )
such that L(G − T ) = 0.
(3) If F ∈ C1(U, Y ) for some open neighbourhood U of 0 in X, then L(R) = 0,
where R : X → Y is the remainder, R(u) = F (u) − {F (0) + F ′(0)u}. Also F
is strictly diﬀerentiable at 0 and L(F ) = ‖F ′(0)‖.
(4) G strictly Fre´chet diﬀerentiable at 0 implies that L(G) = ‖G′(0)‖. But G
being Fre´chet diﬀerentiable at 0 with L(G) < ∞ does not imply that G is
strictly Fre´chet diﬀerentiable at 0. Also, G being Fre´chet diﬀerentiable at 0
with G′(0) = 0 does not imply that L(G) < ∞.
Example 3.1.
(i) The function G : R → R deﬁned by G(0) = 0 and G(t) = t2 sin(1/t)2 for t 
= 0
is diﬀerentiable at all points of R with G′(0) = 0 but L(G) = ∞. Consider
|G(un) − G(vn)|/|un − vn| for the sequences
un =
1√
nπ
and vn =
1√
(n + 12 )π
.
Note that, for t 
= 0, G′(t) = 2t sin(1/t2)−(2/t) cos(1/t2) so G′(t) is unbound-
ed as t → 0.
(ii) The function G : R → R deﬁned by G(0) = 0 and G(t) = t2 sin(1/t) for t 
= 0
is diﬀerentiable at all points of R with G′(0) = 0 but 0 < L(G)  1. Note
that, for t 
= 0, G′(t) = 2t sin(1/t) − cos(1/t) so G′(t) is bounded as t → 0.
For u < v, there exists w ∈ (u, v) such that G(u) − G(v) = G′(w)(u − v) and
so L(G)  lim supw→0 |G′(w)| = 1. Considering |G(un)−G(vn)|/|un −vn| for
the sequences un = 1/nπ and vn = 1/(n+ 12 )π, we see that L(G)  2/π, and
so G is not strictly Fre´chet diﬀerentiable at 0.
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3.1.1. The inverse function theorems of Bartle and Graves
The implicit function theorem is a standard tool in bifurcation theory concerning
C1-mappings. With less smoothness it can fail, but strict Fre´chet diﬀerentiability at
a point is suﬃcient. It is enough to consider here the simpler setting of the inverse
function theorem. Let X and Y be real Banach spaces and consider a mapping
F : X → Y with F (0) = 0 and F strictly Fre´chet diﬀerentiable at 0.
(1) The Bartle–Graves inverse function theorem (see, for example, [2, 5G3]) states
that if F ′(0)X = Y , there exist an open neighbourhood V of 0 in Y , a function
G ∈ C(V,X) and a constant c > 0 such that
F (G(y)) = y and ‖G(y)‖  c‖y‖ for all y ∈ V.
(2) If F ′(0) : X → Y is an isomorphism, then we also have that G is strictly
Fre´chet diﬀerentiable at 0 with G′(0) = F ′(0)−1. If X and Y are Hilbert
spaces and F ′(0)X = Y , we again have that G is strictly Fre´chet diﬀerentiable
at 0 with G′(0) = A∗(AA∗)−1, where A = F ′(0). However, for Banach spaces
we may have L(G) = ∞ and so it cannot be strictly diﬀerentiable (see [2,
5G1,5G2]).
As mentioned in § 1, we are concerned with cases where F is not strictly Fre´chet
diﬀerentiable, and the following example shows that the inverse function theorem
can fail even when F is Fre´chet diﬀerentiable at 0 and L(G) < ∞.
Example 3.2. Consider F : R → R deﬁned by F (0) = 0 and F (t) = t−2t2 sin(1/t)
for t 
= 0. Clearly, however, F is diﬀerentiable on R with F ′(0) = 1 and, for t 
= 0,
F ′(t) = 1 − 4t sin(1/t) + 2 cos(1/t). As in example 4.2(ii), we ﬁnd that F is not
strictly diﬀerentiable at 0 but L(F )  lim supt→0 |F ′(t)| = 3. For tn = 1/(nπ) we
get F ′(tn) = 1 + 2(−1)n = 3 for n even, −1 for n odd, showing that F ′ changes
sign in every neighbourhood of 0. Hence, there is no open neighbourhood of 0 on
which a continuous inverse function can be deﬁned.
3.1.2. A partial Lipschitz modulus
Consider a function G : R×X → Y , where X and Y are real Banach spaces. For
µ ∈ R, the quantity LX(G,µ) deﬁned by
LX(G,µ) = lim
δ→0
sup
(λ,u),(λ,v)∈B((µ,0),δ)
u =v
‖G(λ, u) − G(λ, v)‖
‖u − v‖
= lim sup
(λ,u),(λ,v)→(µ,0)
u =v
‖G(λ, u) − G(λ, v)‖
‖u − v‖
is called the partial uniform Lipschitz modulus of G with respect to X at (µ, 0).
Here B((µ, 0), δ) denotes the open ball in R × X with centre (µ, 0) and radius δ.
Again, we refer the reader to [2] for a discussion of this quantity.
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(1) LX(G,µ) < ∞ iﬀ there exist k > 0 and δ > 0 such that
‖G(λ, u) − G(λ, v)‖  k‖u − v‖ for all |λ − µ| < δ and u, v ∈ B(0, δ).
(2) LX(G,µ) = 0 implies that G(µ, ·) : X → Y is Fre´chet diﬀerentiable at 0 with
DxG(µ, 0) = 0. In fact, G(µ, ·) is strictly Fre´chet diﬀerentiable at 0 with
derivative 0. More generally, if there exists L ∈ B(X,Y ) such that LX(G −
L, µ) = 0, then G(µ, ·) : X → Y is strictly Fre´chet diﬀerentiable at 0 with
DxG(µ, 0) = L.
(3) If G ∈ C1(U, Y ) for some open neighbourhood U of (µ, 0) in R × X, then
LX(G,µ) = 0.
The following more general result, which only requires continuity of the partial
derivative at the point (µ, 0), will be useful.
Lemma 3.3. Suppose that there exists an open neighbourhood, U , of (µ, 0) in R×X
such that G(λ, ·) is continuous and Gaˆteaux diﬀerentiable at u for all (λ, u) ∈ U
and that ‖DxG(λ, u) − DxG(µ, 0)‖B(X,Y ) → 0 as (λ, u) → (µ, 0). Then
LX(R,µ) = 0, where R(λ, u) = G(λ, u) − DxG(λ, 0)u.
Proof. We can suppose that U is convex and then, for (λ, u), (λ, v) ∈ U and t ∈
[0, 1], we have that φ(t) = R(λ, tu+(1−t)v) is continuous on [0, 1] and diﬀerentiable
with φ′(t) = {DxG(λ, tu+(1− t)v)−DxG(λ, 0)}(u− v). By [11, § 1.6.3, corollary],
there exists t(λ,u,v) ∈ (0, 1) such that
‖φ(1) − φ(0)‖  ‖φ′(t(λ,u,v))‖.
Setting w(λ, u, v) = t(λ,u,v)u + (1 − t(λ,u,v))v, this yields
‖R(λ, u) − R(λ, v)‖  ‖DxG(λ,w(λ, u, v)) − DxG(λ, 0)‖‖u − v‖,
where ‖w(λ, u, v)‖ → 0, and hence ‖DxG(λ,w(λ, u, v)) − DxG(λ, 0)‖ → 0 as
(λ, u), (λ, v) → (µ, 0). Hence, LX(R,µ) = 0.
3.2. Parametrized contraction mappings
In this section, we make precise the way in which Hadamard diﬀerentiability is
inherited by a function deﬁned implicitly through the ﬁxed points of a parameter-
dependent contraction mapping. A result of this kind appears in some unpublished
notes by Henry [12].
Proposition 3.4. Let X and Y be real Banach spaces, ω an open subset of X and
M a closed subset of Y . Consider C : ω × M → M having the property that there
exists k ∈ [0, 1) such that
‖C(a, u) − C(a, v)‖  k‖u − v‖ for all a ∈ ω and u, v ∈ M.
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(i) For every a ∈ ω there exists a unique element ψ(a) in M such that ψ(a) =
C(a, ψ(a)).
(ii) If C ∈ C(ω × M,M), then ψ ∈ C(ω,M).
Suppose now that X = R × E, ω = J × U and M = N¯ , where E is a real
Banach space, J is an open interval and U , N are open subsets of E and Y ,
respectively.
(iii) If (λ, v, ψ(λ, v)) ∈ ω×N and C(λ, ·) is Hadamard diﬀerentiable at (v, ψ(λ, v)),
then ψ(λ, ·) is Hadamard diﬀerentiable at v and
DEψ(λ, v)z = DEC(λ, v, ψ(λ, v))z + DY C(λ, v, ψ(λ, v))DEψ(λ, v)z
for all z ∈ E.
Furthermore, ‖DY C(λ, v, ψ(λ, v))‖  k and so I−DY C(λ, v, ψ(λ, v)) : Y → Y
is an isomorphism.
(iv) If (λ0, 0, 0) ∈ J × U × N , C(λ0, 0, 0) = 0 and LE×Y (C, λ0) < ∞, then
ψ(λ0, 0) = 0 and LE(ψ, λ0)  LE×Y (C, λ0)/(1 − k).
Proof. (i) M is a complete metric space and C(a, ·) : M → M is a contraction for
every a ∈ ω.
(ii) For a, b ∈ ω,
‖ψ(a) − ψ(b)‖ = ‖C(a, ψ(a)) − C(b, ψ(b))‖
 ‖C(a, ψ(a)) − C(b, ψ(a))‖ + ‖C(b, ψ(a)) − C(b, ψ(b))‖
 ‖C(a, ψ(a)) − C(b, ψ(a))‖ + k‖ψ(a) − ψ(b)‖
and so ‖ψ(a) − ψ(b)‖  (1/(1 − k))‖C(a, ψ(a)) − C(b, ψ(a))‖. The continuity of ψ
at a now follows from the continuity of C at (a, ψ(a)).
(iii) For any y ∈ Y ,
DY C(λ, v, ψ(λ, v))y = lim
t→0
C(λ, v, ψ(λ, v) + ty) − C(λ, v, ψ(λ, v))
t
and ‖C(λ, v, ψ(λ, v)+ty)−C(λ, v, ψ(λ, v))‖  k‖ty‖. Hence, ‖DY C(λ, v, ψ(λ, v))‖ 
k.
For the Hadamard diﬀerentiability of ψ(λ, ·) at v, consider sequences {tn} ⊂
R \ {0} and {zn} ⊂ E such that tn → 0 and ‖zn − z‖ → 0 for some z ∈ E. We
should show that there exists L ∈ B(E, Y ) such that
ψ(λ, v + tnzn) − ψ(λ, v)
tn
→ Lz
or, equivalently, that
ψ(λ, v + tnzn) − ψ(λ, v) − tnL(zn)
tn
→ 0 in Y,
since Lzn → Lz.
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Let LE = DEC(λ, v, ψ(λ, v)), LY = DY C(λ, v, ψ(λ, v)) and L = (IY −LY )−1LE .
Then L ∈ B(E, Y ) and
(I − LY )L = LE , so L = LE + LY L.
Now,
ψ(λ, v + tnzn) − ψ(λ, v) − tnLzn
= C(λ, v + tnzn, ψ(λ, v + tnzn)) − C(λ, v, ψ(λ, v)) − tn{LEzn + LY Lzn}
= C(λ, v + tnzn, ψ(λ, v + tnzn)) − C(λ, v + tnzn, ψ(λ, v) + tnLzn)
+ C(λ, v + tnzn, ψ(λ, v) + tnLzn) − C(λ, v, ψ(λ, v)) − tn{LEzn + LY Lzn},
where
‖C(λ, v + tnzn, ψ(λ, v + tnzn)) − C(λ, v + tnzn, ψ(λ, v) + tnLzn)‖
 k‖ψ(λ, v + tnzn) − ψ(λ, v) − tnLzn‖
and so
‖ψ(λ, v + tnzn) − ψ(λ, v) − tnLzn‖
 1
1 − k ‖C(λ, v + tnzn, ψ(λ, v) + tnLzn)
− C(λ, v, ψ(λ, v)) − tn{LEzn + LY Lzn}‖.
But,
C(λ, v + tnzn, ψ(λ, v) + tnLzn) − C(λ, v, ψ(λ, v)) − tn{LEzn + LY Lzn}
= C(λ, (v, ψ(λ, v)) + tn(zn, Lzn)) − C(λ, v, ψ(λ, v))
− tnDE×Y C(λ, v, ψ(λ, v))(zn, Lzn)
and so
C(λ, v + tnzn, ψ(λ, v) + tnLzn) − C(λ, v, ψ(λ, v)) − tn{LEzn + LY Lzn}
tn
→ 0
by the Hadamard diﬀerentiability of C(λ, ·) at (v, ψ(λ, v)). This proves that ψ(λ, ·)
is Hadamard diﬀerentiable at v with DEψ(λ, v) = L.
(iv) Since 0 is a ﬁxed point of C(λ0, 0, ·), ψ(λ0, 0) = 0. For λ ∈ J and v, z ∈ U ,
‖ψ(λ, v) − ψ(λ, z)‖  1
1 − k ‖C(λ, v, ψ(λ, v)) − C(λ, z, ψ(λ, v))‖
as in part (ii). Given ε > 0, there exists an open ball B with centre (λ0, 0) in X×Y
such that ‖C(λ, p) − C(λ, q)‖  [LE×Y (C, λ0) + ε]‖p − q‖ for all (λ, p), (λ, q) ∈ B.
By part (ii), there exists δ > 0 such that (λ, v, ψ(λ, v)), (λ, z, ψ(λ, v)) ∈ B for
|λ − λ0| < δ and v, z ∈ B(0, δ) ⊂ E and, consequently,
‖ψ(λ, v) − ψ(λ, z)‖  1
1 − k [LE×Y (C, λ0) + ε]‖v − z‖.
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4. Bifurcation and continuous bifurcation
We begin by formulating the basic deﬁnitions concerning bifurcation points, which
will be used. Then these notions are explored in the case where the underlying
Banach space has ﬁnite dimension, but avoiding assumptions involving continuous
diﬀerentiability.
Notation
For real Banach spaces X and Y ,
• B(X,Y ) = {L : X → Y | L is linear and bounded},
• Iso(X,Y ) = {L ∈ B(X,Y ) | L : X → Y is an isomorphism},
• for L ∈ B(X,Y ), kerL = {u ∈ X : Lu = 0} and rgeL = LX.
4.1. Bifurcation and continuous bifurcation
Let X and Y be real Banach spaces and consider a function F : Ω → Y , where Ω
is an open subset of R×X and F (λ, 0) = 0 for all (λ, 0) ∈ Ω. If (λ0, 0) ∈ Ω, λ0 ∈ R
is called a bifurcation point for the equation F (λ, 0) = 0, provided that there exists
a sequence
{(λn, un)} ⊂ S ≡ {(λ, u) ∈ Ω : F (λ, u) = 0 and u 
= 0}
such that λn → λ0 and ‖un‖ → 0 as n → ∞. There is continuous bifurcation
at λ0 if there is a connected subset C of S such that C¯ ∩ [R × {0}] = {(λ0, 0)}.
In this case, C¯ is a connected subset of S ′ ≡ S ∪ {(λ0, 0)} but, even if C is a
maximal connected subset of S, it is not necessarily the connected component C′
of S ′ containing {(λ0, 0)} since, in general, C′ \ {(λ0, 0)} is not a connected subset
of S. We have chosen to deal with C rather than C′ in this work because it has
the advantage that, in applications to asymptotic bifurcation via inversion [19], its
image under inversion is connected.
For λ ∈ R, Ωλ = {u ∈ X : (λ, u) ∈ Ω}. If F (λ, ·) : Ωλ → Y is Fre´chet diﬀeren-
tiable at 0 for all (λ, 0) ∈ Ω with Fre´chet partial derivative DxF (·, 0) ∈ B(X,Y )
continuous at λ0 and, for some ε > 0, DxF (λ, 0) ∈ Iso(X,Y ) for 0 < |λ − λ0| < ε,
then λ0 is said to be an isolated singular point of the path λ → DxF (λ, 0). Note
that DxF (λ0, 0) : X → Y may or may not be an isomorphism. If X = Y with
dimX < ∞ and λ0 is an isolated singular point of DxF (·, 0), there are only two
cases:
Case 1. detDxF (λ, 0) detDxF (µ, 0) > 0 for λ0 − ε < λ < λ0 < µ < λ0 + ε.
Case 2. detDxF (λ, 0) detDxF (µ, 0) < 0 for λ0 − ε < λ < λ0 < µ < λ0 + ε.
In case 2, detDxF (λ, 0) changes sign as λ crosses λ0. The local parity across
λ0, which is introduced in § 5.2, provides an extension of this dichotomy to the
inﬁnite-dimensional setting.
In order to formulate hypotheses ensuring that DxF (λ0, 0) 
∈ Iso(X,Y ) is a nec-
essary condition for bifurcation at λ0, without requiring F to be C1 in a neighbour-
hood of (λ0, 0), we introduce the following condition.
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Consider a function F : Ω → Y , where X and Y are real Banach spaces and Ω is
an open subset of R×X. For a point (λ, 0) ∈ Ω and δ > 0 such that B((λ, 0), δ) ⊂ Ω
set
∆δ(F, λ) = sup
(µ,u)∈B((λ,0),δ)
u =0
‖F (µ, u) − F (λ, u)‖
‖u‖ . (4.1)
(C3) limδ→0 ∆δ(F, λ) = 0.
Noting that in example 4.3 F (λ, 2λ1/2)/λ = −9/17 for all λ > 0 and F (0, 0) = 0,
we see that ∆δ(F, 0)  9/17 for all δ > 0 and so (C3) is not satisﬁed at λ0 = 0
in that example. However, there are several diﬀerent situations in which (C3) does
hold.
(1) If F ∈ C1(Ω, Y ), condition (C3) is satisﬁed at every (λ, 0) ∈ Ω. More gener-
ally, if DxF exists on Ω and DxF ∈ C(Ω,B(X,Y )), then (C3) holds at every
(λ, 0) ∈ Ω since, for (µ, u) ∈ B((λ, 0), δ) ⊂ Ω,
‖F (µ, u) − F (λ, u)‖ =
∥∥∥∥
∫ 1
0
d
dt
{F (µ, tu) − F (λ, tu)}dt
∥∥∥∥
 ‖u‖
∫ 1
0
‖DxF (µ, tu) − DxF (λ, tu)‖dt,
from which it follows easily that ∆δ(F, λ) → 0 as δ → 0.
(2) Alternatively, if DλF exists on Ω and there exists L(λ, u) ∈ B(X,Y ) such
that DλF (λ, u) = L(λ, u)u for (λ, u) ∈ Ω, then (C3) at λ0 is satisﬁed provided
that ‖L(λ, u)‖B(X,Y ) is bounded on some open neighbourhood of (λ0, 0), since
for (λ, u) ∈ B((λ0, 0), δ) ⊂ Ω,
‖F (λ, u) − F (λ0, u)‖  |λ − λ0| sup
B((λ0,0),δ)
‖DλF‖  |λ − λ0|‖u‖ sup
B((λ0,0),δ)
‖L‖
in this case. An important special case of this situation occurs when F has
the form F (λ, u) = G(u)−λu for some G : V → Y , where V is an open subset
of X.
(3) If F (λ, u) = G(u) − L(λ)u, where L : J ⊂ R → B(X,Y ), condition (C3) is
satisﬁed at points of continuity of L.
4.2. Bifurcation in the ﬁnite-dimensional case
The ﬁrst result is a more or less standard application of Brouwer degree, but
uses rather weaker hypotheses than usual. We give two examples illustrating its
limitations before formulating a result that is free from the deﬁciencies shown by
the examples, but still requiring only a minimal amount of smoothness.
Proposition 4.1. Let X be a real Banach space with dimX < ∞ and Ω an open
subset of R × X. Consider F : Ω → X having the following properties.
https://doi.org/10.1017/S0308210513000486
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 11 Jul 2017 at 12:03:49, subject to the Cambridge Core terms of use, available at https:/www.cambridge.org/core/terms.
1038 C. A. Stuart
(C1) F ∈ C(Ω,X) and F (λ, 0) = 0 for all λ ∈ R such that (λ, 0) ∈ Ω.
(C2) (λ0, 0) ∈ Ω and there exist sequences {µ−n } and {µ+n } such that
• (µ±n , 0) ∈ Ω and µ−n < λ0 < µ+n for all n,
• limn→∞ µ−n = limn→∞ µ+n = λ0,
• F (µ±n , ·) : Ωµ±n ⊂ X → Y is Fre´chet diﬀerentiable at 0 with DxF (µ±n , 0)
invertible,
• detDxF (µ−n , 0) detDxF (µ+n , 0) < 0.
Then λ0 is a bifurcation point for the equation F (λ, u) = 0.
Proof. If λ0 is not a bifurcation point, there exists δ > 0 such that [λ0 − δ, λ0 +
δ] × BX(0, δ) ⊂ Ω and u = 0 for all (λ, u) with F (λ, u) = 0, |λ − λ0|  δ and
‖u‖  δ. In particular, the Brouwer degree d(F (λ, ·), BX(0, δ), 0) is deﬁned for all
|λ−λ0|  δ and it is independent of λ. Choose some n so that |µ±n −λ0|  δ. Then
d(DxF (µ±n , 0), BX(0, r), 0) is deﬁned for all r > 0 and is equal to
detDxF (µ±n , 0)
|detDxF (µ±n , 0)|
.
Furthermore, there exist r±n ∈ (0, δ] such that
d(F (µ±n , ·), BX(0, r±n ), 0) = d(DxF (µ±n , 0), BX(0, r±n ), 0),
whereas d(F (µ±n , ·), BX(0, r±n ), 0) = d(F (µ±n , ·), BX(0, δ), 0) since F (µ±n , u) 
= 0 for
r±n  ‖u‖  δ. Thus,
d(F (µ−n , ·), BX(0, δ), 0)d(F (µ+n , ·), BX(0, δ), 0)
=
detDxF (µ−n , 0)
|detDxF (µ−n , 0)|
detDxF (µ+n , 0)
|detDxF (µ+n , 0)|
< 0,
contradicting the earlier conclusion that d(F (λ, ·), BX(0, δ), 0) is independent of λ
in [λ0 − δ, λ0 + δ].
Since the proof of proposition 4.1 is an easy consequence of the properties of
Brouwer degree, one might hope to establish continuous bifurcation under the same
hypotheses by a more careful use of degree theory in a way that leads to the usual
results about global bifurcation, inspired by Rabinowitz’s original paper [15]. The
following example shows that this cannot be done without strengthening condi-
tion (C2).
Example 4.2. For some n ∈ N \ {0}, deﬁne α : R → R by α(0) = 0 and α(λ) =
λn sin (1/λ) for λ 
= 0. Then α ∈ C(R)∩C1(R\{0}). Furthermore, α is diﬀerentiable
at 0 if and only if n  2 and then α′(0) = 0. Hence, α ∈ C1(R) if and only if
n  3. Now consider F : R2 → R deﬁned by F (λ, x) = xα(λ) − x2. Then F and
∂xF ∈ C(R2) with ∂xF (λ, 0) = α(λ), so the conditions (C1) and (C2) are satisﬁed
at λ0 = 0. However,
S = {(λ, x) : F (λ, x) = 0 and x 
= 0} = {(λ, α(λ)) : λ 
= 0 and 1/(λπ) 
∈ Z}
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and the connected components of S are the sets {(λ, α(λ)) : λ ∈ J}, where J is one
of the intervals(
−∞,− 1
π
)
,
(
− 1
nπ
,− 1
(n + 1)π
)
,
(
1
(n + 1)π
,
1
nπ
)
,
(
1
π
,∞
)
for n ∈ N \ {0}.
No component has (0, 0) in its closure and therefore there is not continuous bifur-
cation at λ0 = 0. Note that F ∈ C1(R2) for n  3.
In Example 4.2, λ0 = 1/(kπ) is an isolated singular point of ∂xF (·, 0) for every
k ∈ Z \ {0} and the second case occurs. From the explicit form of S we see that
there is continuous bifurcation at all such points.
At an isolated singular point where the second case occurs we must have that
detDxF (λ0, 0) = 0, and when F ∈ C1(Ω,X) it is well known that this is a necessary
condition for bifurcation to occur at λ0. However, with less smoothness of F this
fails to hold.
Example 4.3. Consider F (λ, x) = g(λ, x) − x, where g : R2 → R is deﬁned by
g(0, 0) = 0 and g(λ, x) =
2λx3
λ2 + x4
for (λ, x) 
= (0, 0).
Then g ∈ C(R2) and g(λ, x) = 0 when λx = 0. Hence, ∂λg(λ, 0) = ∂xg(0, x) = 0 for
all λ, x ∈ R. Thus, F ∈ C(R2) and ∂λF (λ, x), ∂xF (λ, x) exist for all (λ, x) ∈ R2.
In fact, ∂λF, ∂xF ∈ C(R2 \ {(0, 0)}) but are discontinuous at (0, 0). In particular,
∂xF (λ, 0) = −1 for all λ ∈ R so λ0 = 0 is an isolated singular point at which case 1
occurs and ∂xF (0, 0) = −1. However,
S = {(λ, x) : F (λ, x) = 0 and x 
= 0} = {(λ,±
√
λ) : λ > 0},
showing that continuous bifurcation occurs at λ0 = 0.
Part (a) of the next result shows that our condition (C3) is suﬃcient to exclude
bifurcation occurring at a point where DxF (λ0, 0) ∈ Iso(X,X). Part (b) shows that
continuous bifurcation will occur at an isolated singular point in case 2, provided
that (C3) is satisﬁed.
Proposition 4.4. Let X be a real Banach space with dimX < ∞ and Ω an open
subset of R × X. Consider F : Ω → X satisfying condition (C1).
(a) If (C3) is satisﬁed at (λ0, 0) ∈ Ω and F (λ0, ·) : Ωλ0 → X is Fre´chet diﬀeren-
tiable at 0 with detDxF (λ0, 0) 
= 0, then λ0 is not a bifurcation point for the
equation F (λ, u) = 0.
(b) Suppose also that F (λ, ·) : Ωλ → Y is Fre´chet diﬀerentiable at 0 for all
(λ, 0) ∈ Ω with λ → DxF (λ, 0) ∈ B(X,Y ) continuous at λ0. If λ0 is an
isolated singular point and detDxF (λ, 0) changes sign as λ crosses λ0, then
λ0 is a bifurcation point. If in addition (C3) holds for all (λ, 0) ∈ Ω, there is
continuous bifurcation at λ0.
Proof. (a) Set T = DxF (λ0, 0) and then ε = 1/(4‖T−1‖). Choose δ > 0 such
that B((λ0, 0), δ) ⊂ Ω, ∆δ(F, λ0) < ε and ‖R(u)‖  ε‖u‖ for ‖u‖ < δ, where
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R(u) = F (λ0, u) − Tu. Then, for any (λ, u) ∈ B((λ0, 0), δ) such that F (λ, u) = 0,
we have
‖u‖  ‖T−1‖‖Tu‖ = ‖T−1‖‖F (λ0, u) − R(u)‖  12‖u‖
since
‖F (λ0, u)‖ = ‖F (λ, u) − F (λ0, u)‖  ‖u‖∆δ(F, λ0).
Thus, u = 0 and λ0 cannot be a bifurcation point.
(b) That λ0 is a bifurcation point follows immediately from proposition 4.1.
Suppose now that (C3) is satisﬁed for all (λ, 0) ∈ Ω. Choose any ε > 0 such that
B = B((λ0, 0), ε) ⊂ Ω and detDxF (λ, 0) 
= 0 for 0 < |λ−λ0|  ε. By part (a), this
implies that there are no bifurcation points in [λ0 − ε, λ0 + ε] except for λ0. Hence,
for any ρ ∈ (0, ε), there exists r(ρ) > 0 such that, for ρ  |λ− λ0|  ε, u = 0 is the
only solution of F (λ, u) = 0 with ‖u‖  r(ρ). Furthermore, for
S = {(λ, u) ∈ B : u 
= 0 and F (λ, 0) = 0} and S ′ = S ∪ {(λ0, 0)},
S ′ is compact. Let C′ be the connected component of S ′ containing {(λ0, 0)} and
suppose that C′ ∩ ∂B = ∅. Since no connected subset of S ′ intersects {(λ0, 0)} and
∂B ∩ S ′, it follows from Whyburn’s lemma (see [21, ch. 1, § 9.3]) that there exist
compact subsets K1 and K2 of S ′ such that
{(λ0, 0)} ⊂ K1, ∂B ∩ S ′ ⊂ K2, K1 ∩ K2 = ∅, K1 ∪ K2 = S ′.
It follows that d1 = dist(K1,K2) > 0 and d2 = dist(K1, ∂B) > 0. Set δ =
1
2 min{d1, d2} and consider the open set
U = {(λ, u) ∈ R × X : dist((λ, u),K1) < δ}.
We have U¯ ⊂ B((λ0, 0), ε), ∂U ∩ S = ∅ and there exists ρ ∈ (0, ε/2) such that
(λ, 0) ∈ U for 0  |λ − λ0|  2ρ. Let
V = {(λ, u) ∈ U : ‖u‖ > r(ρ)}.
Then V is open and F (λ, u) 
= 0 for all (λ, u) ∈ ∂V with |λ − λ0|  ρ. It follows
that
d(F (λ0 − 2ρ, ·), Vλ0−2ρ, 0) = d(F (λ0 + 2ρ, ·), Vλ0+2ρ, 0) = 0
and hence that
d(F (λ0 ± 2ρ, ·), Uλ0±2ρ, 0) = d(F (λ0 ± 2ρ, ·), BX(0, r(ρ)), 0)
= d(DxF (λ0 ± 2ρ, ·), B(0, r(ρ)), 0)
=
detDxF (λ0 ± 2ρ, 0)
|detDxF (λ0 ± 2ρ, 0)| .
But we also have that F (λ, u) 
= 0 for all (λ, u) ∈ ∂U with |λ − λ0|  2ρ and so
d(F (λ0 − 2ρ, ·), Uλ0−2ρ, 0) = d(F (λ0 + 2ρ, ·), Uλ0+2ρ, 0).
These calculations show that detDxF (λ0 − 2ρ, 0) detDxF (λ0 + 2ρ, 0) > 0 which
contradicts the hypothesis that detDxF (λ, 0) changes sign as λ crosses λ0. Hence,
C′ ∩ ∂B 
= ∅. Choosing any point (µ, v) ∈ C′ ∩ ∂B and noting that C′ is a compact
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connected set, it follows from [13, ch. V, § 48I, theorem 1] that there is an irreducible
continuum D in C′ such that (λ0, 0) and (µ, v) ∈ D. By [13, ch. V, § 48II, theorem 4],
C ≡ D \ {(λ0, 0), (µ, v)} ⊂ S is connected and (λ0, 0) ∈ C¯. Since C¯ ⊂ B and λ0 is
the only bifurcation point in [λ0 − ε, λ0 + ε], we have that C¯ ∩ [R×{0}] = {(λ0, 0)},
proving that there is continuous bifurcation at λ0.
5. Fredholm operators of index zero
Let X and Y be real Banach spaces. In addition to the notation introduced at the
beginning of § 4, we set
• Φ0(X,Y ) = {L ∈ B(X,Y ) : L is a Fredholm operator of index 0},
• F (X,Y ) = {L ∈ B(X,Y ) : dim rgeL < ∞},
• Ψ(X) = {L ∈ B(X,X) : I − L ∈ F (X,X)},
• Pr(X) = {P ∈ B(X,X) : P 2 = P}.
5.1. The essential conditioning number
For L ∈ B(X,Y ), set [L] = {T : T − L ∈ F (X,Y )} and [L]r = [L] ∩ Iso(X,Y ).
Lemma 5.1. Let L ∈ B(X,Y ). Then [L]r 
= ∅ ⇐⇒ L ∈ Φ0(X,Y ).
Proof. Suppose that T ∈ [L]r. Then there exists A ∈ F (X,Y ) such that L + A ∈
Iso(X,Y ) and so L = (L + A) − A ∈ Φ0(X,Y ).
Conversely, suppose that L ∈ Φ0(X,Y ). Choose closed subspaces W and Z so that
X = kerL⊕W and Y = Z⊕rgeL. Let Π be the projection of X onto kerL and Q the
projection of Y onto rgeL. Then dimZ = dimkerL and V = L|W ∈ Iso(W, rgeL).
Choose some M ∈ Iso(kerL,Z). It is easy to check that L + MΠ ∈ [L]r with
(L + MΠ)−1 = M−1(IY − Q) + V −1Q.
Remark 5.2. It follows from this lemma that Φ0(X,Y ) 
= ∅ iﬀ X and Y are iso-
morphic.
For L ∈ B(X,Y ), a regular pseudo-inverse for L is an operator S ∈ Iso(Y,X)
such that SL ∈ Ψ(X) and LS ∈ Ψ(Y ). Note that S ∈ Iso(Y,X) is a regular pseudo-
inverse for L ⇐⇒ SL ∈ Ψ(X) ⇐⇒ LS ∈ Ψ(Y ).
Lemma 5.3. Let L ∈ B(X,Y ).
(i) S is a regular pseudo-inverse for L ⇐⇒ S−1 ∈ [L]r.
(ii) If S is a regular pseudo-inverse for L, [S]r is the set of all regular pseudo-
inverses of L.
Proof. (i) If S is a regular pseudo-inverse for L, S ∈ Iso(Y,X) and there exists
A ∈ F (X,X) such that SL = IX + A. Hence, S−1 = L − S−1A ∈ [L]r.
Conversely, if S = T−1 for some T ∈ [L]r, there exists A ∈ F (X,X) such that
L + A ∈ Iso(X,Y ) and S = (L + A)−1. Then SL = IX − SA ∈ Ψ(X).
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(ii) If T ∈ [S]r, then T ∈ Iso(Y,X) and there exists C ∈ F (Y,X) such that T =
S +C. Hence, CL ∈ F (X,X) and LC ∈ F (Y, Y ), so that TL = SL+CL ∈ Ψ(X),
showing the T is also a regular pseudo-inverse for L.
Conversely, if S and T are both pseudo-inverses for L, then S, T ∈ Iso(Y,X) and
there exist A ∈ F (X,X) and B ∈ F (Y, Y ) such that SL = IX+A and LT = IY +B.
Therefore, SLT = T +AT = S+SB and so T −S = SB−AT ∈ F (Y,X), showing
that T ∈ [S]r.
It follows from these lemmas that L ∈ B(X,Y ) has a regular pseudo-inverse if
and only if L ∈ Φ0(X,Y ). Furthermore, [L]−1r ≡ {T−1 : T ∈ [L]r} is the set of all
regular pseudo-inverses of L.
For L ∈ Φ0(X,Y ), the quantity
γ(L)
= inf{‖(IX − P )S‖B(Y,X) : S ∈ [L]−1r , P ∈ Pr(X) with rgeP = rge(IX − SL)}
= inf{‖(IX − P )T−1‖ : T ∈ [L]r, P ∈ Pr(X) with rgeP = rge(IX − T−1L)}
will be referred to as the essential conditioning number of L.
For any L ∈ Φ0(X,Y ), the operator S0 = (L + MΠ)−1 = M−1(IY − Q) + V −1Q
deﬁned in the proof of lemma 5.1 is a regular pseudo-inverse for L since S0L =
IX −Π. Hence, rge(IX −S0L) = kerL and γ(L)  ‖(IX −Π)S0‖. But (IX −Π)S0 =
V −1Q and we obtain the estimate γ(L)  ‖V −1Q‖. However, it is clear from the
following discussion that this estimate is rarely optimal.
Consider ﬁrst the case where either X or Y has ﬁnite dimension. Then for
Φ0(X,Y ) 
= ∅ we must have dimX = dimY . In this case, B(X,Y ) = Φ0(X,Y ) =
F (X,Y ) and, for any L ∈ B(X,Y ), [L] = B(X,Y ) and [L]r = Iso(X,Y ). Let
J ∈ Iso(Y,X) and note that Sn = J/n is a regular pseudo-inverse of L for all
n 
= 0. For n > ‖JL‖, we have that ‖SnL‖ < 1 and so IX −SnL ∈ Iso(X,X). Then
IX is the only projection onto rge(IX − SnL) and γ(L) = 0.
In the general situation, ‖(IX − P )S‖  ‖IX − P‖‖S‖, but in the absence of a
bound for dim rge(IX −SL) as S ranges over [L]−1r , we do not have an upper bound
for ‖IX − P‖. An exception is the case where X (and hence Y ) is isomorphic to a
Hilbert space, since in this case we can use an orthogonal projection. Hence, when
X is isomorphic to a Hilbert space,
γ(L)  inf
S∈[L]−1r
‖S‖ = inf
T∈[L]r
‖T−1‖ for all L ∈ Φ0(X,Y ).
For self-adjoint operators, we can calculate γ(L) precisely.
5.1.1. Self-adjoint operators in Hilbert space
Let (H, 〈·, ·〉, ‖ · ‖) be a real Hilbert space. For a self-adjoint operator S : D(S) ⊂
H → H acting in H, the graph norm of S on D(S) is deﬁned by
‖u‖S = {‖u‖2 + ‖Su‖2}1/2 for u ∈ D(S).
Recall that since S is closed, the graph space (D(S), ‖ · ‖S) is a Hilbert space.
https://doi.org/10.1017/S0308210513000486
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 11 Jul 2017 at 12:03:49, subject to the Cambridge Core terms of use, available at https:/www.cambridge.org/core/terms.
Bifurcation at isolated singular points of the Hadamard derivative 1043
Proposition 5.4. Let S : D(S) ⊂ H → H and T : D(T ) ⊂ H → H be two self-
adjoint operators having the same domain X = D(S) = D(T ). Then ‖ · ‖S and
‖ · ‖T are equivalent norms on the subspace X and S, T ∈ B(X,H) for such norms.
Proof. Since S is a closed operator acting in H and ‖ · ‖  ‖ · ‖T , S : (X, ‖ · ‖T ) →
(H, ‖ · ‖) is also closed. But (X, ‖ · ‖T ) is complete and so, by the closed graph
theorem, S ∈ B((X, ‖ · ‖T ), (H, ‖ · ‖)). Hence, there exists a constant A > 0 such
that ‖ · ‖S  A‖ · ‖T . The proof is completed by interchanging the roles of S
and T .
For a self-adjoint operator S, its spectrum and essential spectrum are deﬁned by
σ(S) = {λ ∈ R : S − λI : X → H is not an isomorphism}
and
σe(S) = {λ ∈ R : S − λI 
∈ Φ0(X,H)},
where X = D(S) with the graph norm of S. It is well known (see, for example, [3])
that λ ∈ σ(S) \ σe(S) if and only if λ is an isolated eigenvalue of ﬁnite multiplicity
of S.
Theorem 5.5. Let (H, 〈·, ·〉, ‖ · ‖) be a real Hilbert space and L : D(L) ⊂ H → H a
self-adjoint operator.
(i) Suppose that 0 
∈ σe(L) and let T = f(L) for some continuous function
f : R → R such that
0 < lim inf
|λ|→∞
∣∣∣∣f(λ)λ
∣∣∣∣  lim sup|λ|→∞
∣∣∣∣f(λ)λ
∣∣∣∣ < ∞.
Then
γ(L)  1
d(0, σe(L))
+ b(T ),
where γ(L) is the essential conditioning number of L ∈ Φ0(X,H) for X =
D(L) = D(T ) with the graph norm ‖ · ‖T and
b(T ) = sup
{∣∣∣∣f(λ)λ
∣∣∣∣ : λ 
∈ J
}
for the maximal interval J of R \ σe(L) containing 0. If σe(L) = ∅, then
γ(L)  b(T ).
(ii) If D(L) = H, L ∈ B(H,H) and, if 0 
∈ σe(L), γ(L)  1/d(0, σe(L)) for the
norm ‖ ·‖. Note that when L ∈ B(H,H), σe(L) = ∅ if and only if dimH < ∞
and that γ(L) = 0 for all norms on D(L) in this case.
Proof. (i) Consider an open interval (a, b) such that 0 ∈ (a, b), where (a, b)∩σe(L) =
∅ and a, b 
∈ σ(L). Set m = min{|a|, b} and M = max{|a|, b}.
Let {E(λ) : λ ∈ R} be the resolution of the identity for L, as in [22, ch. XI, § 6,
theorem 1]. Then
X = D(L) =
{
u ∈ H :
∫
λ2 d〈E(λ)u, u〉 < ∞
}
and L =
∫
λ dE(λ).
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The set [a, b] ∩ σ(L) consists of a ﬁnite number of eigenvalues of L, all having
ﬁnite multiplicity. Let P = E(b) − E(a) and Q = I − P and set U = P (H) and
V = Q(H). Then P ∈ B(H,H) is the orthogonal projection onto U , dimU < ∞
and U⊥ = V . Furthermore, U ⊂ D(L) and Qu ∈ D(L) if and only if u ∈ D(L).
Setting V1 = V ∩ D(L), we have that L(U) ⊂ U , L(V1) ⊂ V and X = U ⊕ V1,
where this is an orthogonal direct sum for the graph scalar product
〈u, v〉L = 〈u, v〉 + 〈Lu,Lv〉.
Setting C = L|U and D = L|V1 we have that C(U) ⊂ U and D(V1) ⊂ V .
For u ∈ X,
Lu =
∫ ∞
−∞
λ dE(λ)u and E(λ)E(µ) = E(min{λ, µ}).
It follows easily that, for u ∈ U ,
Cu = Lu = L[E(b) − E(a)]u =
∫ b
a
λ dE(λ)u
and then, for u ∈ V1,
Du = Lu = LQu = Lu − LPu =
∫ ∞
−∞
λ{1 − χ[a,b](λ)}dE(λ)u.
Furthermore,
‖Cu‖2 =
∫ b
a
λ2 d〈E(λ)u, u〉 M2
∫ b
a
d〈E(λ)u, u〉 M2‖u‖2 for u ∈ U
and hence
‖(C − µIU )u‖  (µ − M)‖u‖ for u ∈ U and µ > M.
On the other hand,
‖Du‖2 =
∫ ∞
−∞
λ2{1 − χ[a,b](λ)}2 d〈E(λ)u, u〉  m2‖u‖2 for u ∈ V1.
Hence, for µ > M , C−µIU : U → U and D : V1 ⊂ V → V are invertible self-adjoint
operators in the Hilbert spaces U and V , respectively, with
‖(C − µIU )−1u‖  1
µ − M ‖u‖ for u ∈ U
and
‖D−1u‖  1
m
‖u‖ for u ∈ V1.
Hence, we can deﬁne S : H → X by
Su = (C − µIU )−1Pu + D−1Qu for u ∈ H.
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Then, for u ∈ H, we have that
LSu = C(C − µIU )−1Pu + Qu
= Pu + µ(C − µIU )−1Pu + Qu
= u + µ(C − µIU )−1Pu
and, for u ∈ X,
SLu = (C − µIU )−1PLu + D−1QLu
= (C − µIU )−1LPu + D−1LQu
= (C − µIU )−1CPu + D−1DQu
= u + µ(C − µIU )−1Pu.
Note that rge(C − µIU )−1 = U and dimU < ∞. To complete the proof that S
is a regular pseudo-inverse for L we must show that S ∈ B(H,X) and then that
S ∈ Iso(H,X). In the ﬁrst step, we shall estimate the norm of S using the graph
norm of T on X and this will yield the required estimate for γ(L).
By [22, §XI.5, theorem 2], T = f(L) is a self-adjoint operator acting in H with
domain
D(T ) =
{
u ∈ H :
∫ ∞
−∞
f(λ)2 d〈E(λ)u, u〉 < ∞
}
and, by the hypotheses on f ,
∫ ∞
−∞
f(λ)2 d〈E(λ)u, u〉 < ∞ ⇐⇒
∫ ∞
−∞
λ2 d〈E(λ)u, u〉 < ∞
so D(T ) = D(L) = X. The result in [22] also ensures that E(λ)T ⊂ TE(λ) and
so PTu = TPu for all u ∈ X. It follows that for u ∈ V1, QTu = Tu − PTu =
Tu − TPu = TQu and so X = U ⊕ V1 is an orthogonal direct sum for the scalar
product 〈·, ·〉T associated with the graph norm of T on X. Therefore, for u ∈ X,
‖TSu‖2 = ‖T (C − µIU )−1Pu‖2 + ‖TD−1Qu‖2
=
∫ b
a
[
f(λ)
λ − µ
]2
d〈E(λ)Pu, Pu〉
+
∫ ∞
−∞
[
f(λ)
λ
]2
{1 − χ[a,b](λ)}2 d〈E(λ)Qu,Qu〉
 A
2
(µ − b)2
∫ b
a
d〈E(λ)Pu, Pu〉 + B2
∫ ∞
−∞
{1 − χ[a,b](λ)}2 d〈E(λ)Qu,Qu〉
 A
2
(µ − b)2 ‖Pu‖
2 + B2‖Qu‖2  B2‖u‖2,
where A = maxλ∈[a,b] |f(λ)|, B = supλ∈[a,b] |f(λ)/λ| and µ  max{M, b + A/B} ≡
K so that A/(µ − b)  B.
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For u ∈ X and µ  K, we now have that
‖Su‖2T = ‖Su‖2 + ‖TSu‖2  ‖Su‖2 + B2‖u‖2
 1
(µ − M)2 ‖Pu‖
2 +
1
m2
‖Qu‖2 + B2‖u‖2

(
1
m2
+ B2
)
‖u‖2,
provided that µ  max{K,M + m}. This proves that S ∈ B(H,X) and ‖S‖ 
1/m + B if we use the norm ‖ · ‖T on X. It is easy to see that S ∈ Iso(H,X) and
so γ(L)  1/m + B. Expanding (a, b) so that m → d(0, σe(L)) yields the estimate
γ(L)  1
d(0, σe(L))
+ sup
{∣∣∣∣f(λ)λ
∣∣∣∣ : |λ|  d(0, σe(L))
}
for the norm ‖ · ‖T on X.
(ii) From the proof of part (i), we have that
‖Su‖2  1
(µ − M)2 ‖Pu‖
2 +
1
m2
‖Qu‖2  1
m2
‖u‖2
for all µ > M + m and the conclusion follows.
Corollary 5.6. Let S : D(S) ⊂ H → H be a self-adjoint operator acting in a real
Hilbert space (H; 〈·, ·〉, ‖ · ‖) and consider λ0 
∈ σe(S). For any ε > 0 and µ ∈ R,
γ(S − λ0I)  1
d(λ0, σe(S))
+ εK(µ)
provided that we consider S − λ0I ∈ B(X,H) with X = D(S) equipped with the
graph norm ‖ · ‖ε(S−µI), where
K(µ) = max
{
1,
|α − µ|
λ0 − α ,
|β − µ|
β − λ0
}
and (α, β) is the maximal interval in R\σe(L) containing λ0. If α = −∞ or β = ∞,
replace the corresponding ratio by 1.
Proof. Setting L = S − λ0I, we have that 0 
∈ σe(L) and ε(S − µI) = f(L), where
f(λ) = ε(λ+ λ0 − µ). Since d(0, σe(L)) = d(λ0, σe(S)), the conclusion follows from
theorem 5.5.
5.2. Local parity of a Fredholm path
We begin by recalling the deﬁnition and properties of the determinant of a ﬁnite-
rank perturbation of the identity acting on a real Banach space X.
If T ∈ Ψ(X) and E is a subspace of X such that rge(I −T ) ⊂ E and dimE < ∞,
then T (E) ⊂ E and so detT |E is deﬁned. Furthermore, detT |E does not depend
on the choice of E and so we set
detT = detT |E
for any ﬁnite-dimensional subspace E of X with rge(I − T ) ⊂ E.
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The mapping det : Ψ(X) → R has the following properties (see, for example, [1]).
(d1) If T ∈ Ψ(X) and S ∈ Iso(X,Y ), then STS−1 ∈ Ψ(Y ) and detSTS−1 = detT .
(d2) If S, T ∈ Ψ(X), then ST ∈ Ψ(X) and detST = detS detT .
(d3) If T ∈ Ψ(X), then detT 
= 0 ⇐⇒ T ∈ Iso(X,X).
(d4) sgn(det) = det /|det | is continuous on the set Ψ(X) ∩ Iso(X,X), but if
dimX = ∞, det is not continuous on Ψ(X) ∩ Iso(X,X).
A path of Fredholm operators of index zero is a function L ∈ C(J, Φ0(X,Y )),
where J is an interval and Φ0(X,Y ) has the metric inherited from B(X,Y ). A
local parametrix for L at λ0 ∈ J is a path S ∈ C(J0, B(Y,X)), where J0 ⊂ J is
some open interval containing λ0, such that S(λ) ∈ [L(λ)]−1r for all λ ∈ J0. A local
parametrix exists at every interior point λ0.
Lemma 5.7. Consider a path L ∈ C(J, Φ0(X,Y )), where J is an open interval,
λ0 ∈ J and S0 ∈ [L(λ0)]−1r . There exists a local parametrix S ∈ C(J0, B(Y,X)) for
L at λ0 such that S(λ0) = S0.
Proof. Indeed, since L(λ0) ∈ Φ0(X,Y ), [L(λ0)]−1r 
= ∅ by lemmas 5.1 and 5.3. For
any S0 ∈ [L(λ0)]−1r , set K = S−10 ∈ [L(λ0)]r and then T (λ) = K + L(λ) − L(λ0)
for λ ∈ J . Clearly, T ∈ C(J,B(X,Y )) and T (λ0) = K ∈ Iso(X,Y ), so there
exists δ > 0 such that T (λ) ∈ Iso(X,Y ) for all λ ∈ J0 = (λ0 − δ, λ0 + δ). Setting
S(λ) = T (λ)−1 for λ ∈ J0, we have that
S(λ)L(λ) = T (λ)−1{T (λ) + L(λ0) − K} = IX + T (λ)−1{L(λ0) − K} ∈ Ψ(X),
showing that S(λ) is a regular pseudo-inverse for L(λ).
Lemma 5.8. Let S1 ∈ C(J1, B(Y,X)) and S2 ∈ C(J2, B(Y,X)) be local paramet-
rices for a path L ∈ C(J, Φ0(X,Y )) at λ0 ∈ J . Then S1(λ)S2(λ)−1 ∈ Ψ(X) ∩
Iso(X,X) for all λ ∈ J1 ∩ J2 and sgn(detS1S−12 ) is constant on J1 ∩ J2. Further-
more, setting Mi(λ) = Si(λ)L(λ), we have that
detM1(λ) = det[S1(λ)S2(λ)−1] detM2(λ) for all λ ∈ J1 ∩ J2.
Proof. We have that S−1i ∈ C(Ji, B(X,Y )) and Si(λ)−1 ∈ [L(λ)]r for λ ∈ Ji so
Ai(λ) ≡ Si(λ)−1 − L(λ) ∈ F (X,Y ). Hence, for λ ∈ J1 ∩ J2,
S1(λ)S2(λ)−1 = {L(λ) + A1(λ)}−1{L(λ) + A2(λ)} = IX + S1(λ){A2(λ) − A1(λ)},
showing that S1(λ)S2(λ)−1 ∈ Ψ(X) for all λ ∈ J1 ∩ J2 and by property (d3) that
detS1(λ)S2(λ)−1 
= 0. Since sgn(detS1S−12 ) is continuous on J1 ∩ J2 by (d4), it
must be constant on J1 ∩ J2. Also,
detM1(λ) = det[S1(λ)S2(λ)−1M2(λ)] = det[S1(λ)S2(λ)−1] detM2(λ)
by (d2).
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A number λ0 is an isolated singular point of a path L ∈ C(J, Φ0(X,Y )) if there
exists δ > 0 such that Jλ0,δ ≡ (λ0 − δ, λ0 + δ) ⊂ J and L(λ) ∈ Iso(X,Y ) for
0 < |λ − λ0| < δ. The local parity σ(L, λ0) of the path L at an isolated singularity
λ0 is deﬁned as follows. Let S ∈ C(J0, B(Y, Y )) be a local parametrix for L at λ0
and choose δ > 0 so that Jλ0,δ ⊂ J0. Now consider M(λ) ≡ S(λ)L(λ). We have
that M ∈ C(Jλ0,δ, B(X,X)),M(λ) ∈ Ψ(X) for all λ ∈ Jλ0,δ and M(λ) ∈ Iso(X,X)
for λ 
= λ0. Hence, sgn(detM(λ)) is constant on (λ0 − δ, λ0) and on (λ0, λ0 + δ) by
properties (d3) and (d4). Now set
σ(L, λ0) =
detM(λl)
|detM(λl)|
detM(λr)
|detM(λr)| , where λ0 − δ < λl < λ0 < λr < λ0 + δ,
and observe that lemma 5.8 shows that this quantity does not depend on the choice
of local parametrix used to construct M . Thus, σ(L, λ0) depends only on the path
L ∈ C(J, Φ0(X,Y )) and the isolated singular point λ0 ∈ J . It will be referred to as
the local parity of L at λ0. That is, σ(L, λ0) = −1 if detM(λ) changes sign as λ
crosses λ0 and σ(L, λ0) = 1 if it does not change sign. It has the following useful
properties.
(a) If L(λ0) ∈ Iso(X,Y ), then σ(L, λ0) = 1.
(b) If X = Y and L(λ) ∈ Ψ(X) for all λ ∈ J , then S(λ) ≡ I is a local parametrix
for L at λ0 and so σ(L, λ0) = −1 if and only if detL(λ) changes sign as λ
crosses λ0.
(c) Let X,Y and Z be real Banach spaces. If U ∈ C(J, Φ0(Y,Z)) and λ0 is an
isolated singular point of U , then σ(UL, λ0) = σ(U, λ0)σ(L, λ0). To check
this, let S and T be local parametrices for L and U at λ0 with S(λ)L(λ) =
IX +A(λ) and T (λ)U(λ) = IY +B(λ) for λ ∈ J0, where A(λ) ∈ F (X,X) and
B(λ) ∈ F (Y, Y ). Then
STUL = STUS−1SL = {IX + SBS−1}{IX + A} ∈ Ψ(X),
showing that ST is a local parametrix for UL at λ0 and that
detSTUL = det(IX + SBS−1) det(IX + A) = det(IY + B) detSL
= detTU detSL
by properties (d1) and (d2) of det.
There are some well-known situations in which the parity can be calculated. See
conditions (T) and (C) in [10, corollary of theorem 1]. To keep our presentation
self-contained, proofs are given in an appendix.
Criterion 1. Consider L ∈ C(J, Φ0(X,Y )), where J is an open interval and L is
diﬀerentiable at λ0 with
{u ∈ kerL(λ0) : L′(λ0)u ∈ rgeL(λ0)} = {0}. (5.1)
Then λ0 is an isolated singular point of L and σ(L, λ0) = (−1)n, where n =
dimkerL(λ0).
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Criterion 2. Let K ∈ B(X,X) be compact and λ0 ∈ σ(K) \ {0}. Setting L(λ) =
K − λI, we have that λ0 is an isolated singular point of L and σ(L, λ0) = (−1)n,
where n is the algebraic multiplicity of λ0 as an eigenvalue of K.
For a more general version of criterion 2, see condition (C) in [9].
6. The main results about bifurcation
We shall use the following hypotheses and notation.
Let X and Y be real Banach spaces and consider a mapping F : U ⊂ R×X → Y ,
where U is an open subset of R × X, having the following properties.
(B1) F ∈ C(U, Y ) and F (λ, 0) = 0 for all (λ, 0) ∈ U .
(B2) F (λ, ·) : X → Y is Hadamard diﬀerentiable at 0 for all (λ, 0) ∈ U and λ →
DxF (λ, 0) ∈ B(X,Y ) is continuous.
(B3) (λ0, 0) ∈ U and DxF (λ0, 0) ∈ Φ0(X,Y ).
(B4) Lx(R, λ0) < ∞, where R(λ, x) = F (λ, x) − DxF (λ, 0)x for (λ, x), (λ, 0) ∈ U .
Notation and conventions
Let L(λ) = DxF (λ, 0). Assumption (B3) and lemma 5.1 ensure that there exist
S0 ∈ [L(λ0)]−1r and a projection P ∈ B(X,X) of X onto the ﬁnite-dimensional
subspace rge(IX − S0L(λ0)). For a choice of S0 and P the following notation will
be used:
E = rge{IX − S0L(λ0)}, Q = I − P and F = rgeQ.
Then dimE < ∞, F is a closed subspace of X and X = E ⊕F . Clearly, we always
have that kerL(λ0) ⊂ E. If X is a Hilbert space, we choose P to be the orthogonal
projection of X onto E. Then ‖I − P‖ = 1 and F = E⊥.
Since L is continuous at λ0 and Φ0(X,Y ) is an open subset of B(X,Y ), the
hypotheses (B2) and (B3) imply that there exists an open interval Jε containing
λ0 such that L(λ) ∈ Φ0(X,Y ) for all λ ∈ Jε ≡ (λ0 − ε, λ0 + ε).
For S0 ∈ [L(λ0)]−1r , we know that, for ε small enough, there exists a local
parametrix S ∈ C(Jε, B(Y,X)) for the path L(λ) = DxF (λ, 0) at λ0 such that
S(λ0) = S0. Setting K(λ) = S(λ)L(λ)− IX , we have that K ∈ C(Jε, B(X,X)) and
K(λ) ∈ F (X,X) for all λ ∈ Jε. We note that
E = rgeK(λ0) and QK(λ0) = 0.
For λ ∈ Jε, let Vλ = {(v, w) ∈ E×F : (λ, v+w) ∈ U} and then deﬁne C(λ, ·) : Vλ ⊂
E × F → F by
C(λ, v, w) = −QK(λ)(v + w) − QS(λ)R(λ, v + w),
where R(λ, u) = F (λ, u) − L(λ)u.
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Lemma 6.1. Under the hypotheses (B1)–(B4), suppose that
γ(DxF (λ0, 0))Lx(R, λ0) < 1. (6.1)
Then S0 and P can be chosen such that such that
‖(I − P )S0‖Lx(R, λ0) < 1. (6.2)
In this case, there exist positive constants ε, ρ and η such that, for all (λ, v) ∈
Jε × BE(0, ρ),
(i) Jε × BE(0, ρ) × M ⊂ U and C(λ, v,M) ⊂ M , where M = BF (0, η),
(ii) there exists k ∈ [0, 1) such that
‖C(λ, v, w) − C(λ, v, z)‖  k‖w − z‖ for all w, z ∈ M.
Proof. By (B4), (6.2) follows from (6.1) and the deﬁnition of γ. By (6.2), there
exists ξ > 0 such that c ≡ [‖QS(λ0)‖ + ξ][Lx(R, λ0) + ξ] < 1. The continuity
of S ensures that we can assume that ‖QS(λ)‖  ‖QS(λ0)‖ + ξ for all λ ∈ Jε,
by making ε smaller if necessary. In the same way, there exists η > 0 such that
Jε × BX(0, 2η) ⊂ U and
‖R(λ, x) − R(λ, y)‖  [Lx(R, λ0) + ξ]‖x − y‖
for all λ ∈ Jε and x, y ∈ BX(0, 2η).
Choose k ∈ (c, 1). Since QK(λ0) = 0, ε can be further reduced so as to ensure
that c + ‖QK(λ)‖  k for all λ ∈ Jε. It follows that
‖QK(λ)‖ + ‖QS(λ)‖[Lx(R, λ0) + ξ]  ‖QK(λ)‖ + c  k for all λ ∈ Jε.
Now set ρ = min{η, η(1 − k)/k}.
For (i), note that ‖R(λ, u)‖ = ‖R(λ, u)−R(λ, 0)‖  [Lx(R, λ0)+ξ]‖u‖ for λ ∈ Jε
and u ∈ BX(0, 2η). For v ∈ BE(0, ρ) and w ∈ M , ‖v + w‖ < ρ + η  2η and so
BE(0, ρ) × M ⊂ Vλ for λ ∈ Jε and
‖C(λ, v, w)‖  ‖QK(λ)‖‖v + w‖ + ‖QS(λ)‖‖R(λ, v + w)‖  k‖v + w‖
 k(ρ + η)  η. (6.3)
For (ii), we have, with the same restrictions on (λ, v, w),
‖C(λ, v, w) − C(λ, v, z)‖
 ‖QK(λ)(w − z)‖ + ‖QS(λ)‖‖R(λ, v + w) − R(λ, v + z)‖
 {‖QK(λ)‖ + ‖QS(λ)‖[Lx(R, λ0) + ξ]}‖w − z‖  k‖w − z‖. (6.4)
6.1. Reduction to ﬁnite dimensions
Using (6.1) and the contraction mapping principle, we are able to replace the
study of equation F (λ, u) = 0 near (λ0, 0) by an equation f(λ, v) = 0, where v lies
in a ﬁnite-dimensional space.
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Theorem 6.2. Under the hypotheses (B1)–(B4), consider λ0 such that (6.1) holds
and choose S0 and P such that (6.2) is satisﬁed. Then we have the following situ-
ation.
(i) There exist ε > 0, ρ > 0 and ψ ∈ C(Jε × BE(0, ρ), F ) such that (λ, v +
ψ(λ, v)) ∈ U ,
QS(λ)F (λ, v + ψ(λ, v)) = 0 and ψ(λ, 0) = 0 (6.5)
for all λ ∈ Jε and v ∈ BE(0, ρ). Thus, for λ ∈ Jε and v ∈ BE(0, ρ),
F (λ, v + ψ(λ, v)) = 0 ⇐⇒ PS(λ)F (λ, v + ψ(λ, v)) = 0.
The implicit function ψ has some additional properties:
(a) for all λ ∈ Jε, ψ(λ, ·) : BE(0, ρ) → F is Fre´chet diﬀerentiable at 0 with
Dvψ(·, 0) ∈ C(Jε, B(E,F )) and Dvψ(λ0, 0) = 0;
(b) we have that
‖ψ(λ, v)‖  k
1 − k ‖v‖ and ‖Dvψ(λ, 0)‖ 
‖Q‖
1 − k ‖K(λ) − K(λ0)‖
for all λ ∈ Jε and v ∈ BE(0, ρ).
(ii) There exists r > 0 such that, if F (λ, u) = 0 and (λ, u) ∈ B((λ0, 0), r), then
λ ∈ Jε, Pu ∈ BE(0, ρ) and Qu = ψ(λ, Pu).
(iii) If limδ→0 ∆δ(F, λ0) = 0, then limδ→0 ∆δ(ψ, λ0) = 0. If limδ→0 ∆δ(F, λ) = 0
for all λ in an open neighbourhood of λ0, then limδ→0 ∆δ(ψ, λ) = 0 for all
λ ∈ Jε, by making ε small enough.
Proof. (i) With ε, ρ and η as in lemma 6.1, let Ω = Jε × BE(0, ρ).
First of all we note that, for λ ∈ Jε and (v, w) ∈ Vλ,
QS(λ)F (λ, v + w) = Q{S(λ)L(λ)(v + w) + S(λ)R(λ, v + w)}
= Q{[I + K(λ)](v + w) + S(λ)R(λ, v + w)}
= w − C(λ, v, w), (6.6)
where C is the contraction mapping discussed in lemma 6.1. It follows from proposi-
tion 3.4(i) that, for each (λ, v) ∈ Ω, there exists a unique element ψ(λ, v) ∈ M such
that ψ(λ, v) = C(λ, v, ψ(λ, v)). Since C(λ, 0, 0) = 0, we also have that ψ(λ, 0) = 0
for all λ ∈ Jε.
We now expose some additional properties of C and their implications for ψ(λ, v).
The continuity of F : U ⊂ R ×X → Y and S : Jε → B(Y,X) imply that C : Ω ×
M → M is continuous. By proposition 3.4(ii) this implies that ψ : Ω → F is
continuous, proving part (i).
Furthermore, for each λ ∈ Jε, R(λ, ·) is Hadamard diﬀerentiable at 0 with
DxR(λ, 0) = 0. Hence, we see that, for each λ ∈ Jε, C(λ, ·, ·) : BE(0, ρ) × M → F
is Hadamard diﬀerentiable at (0, 0) with D(v,w)C(λ, 0, 0)(e, f) = −QK(λ)(e + f)
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for (e, f) ∈ E × F . By proposition 3.4(iii) this implies that ψ(λ, ·) : BE(0, ρ) → F
is Hadamard diﬀerentiable at 0 with
Dvψ(λ, 0) = DEC(λ, 0, 0) + DFC(λ, 0, 0)Dvψ(λ, 0) = −QK(λ)[IE + Dvψ(λ, 0)]
and hence
[IF + QK(λ)]Dvψ(λ, 0) = −QK(λ)|E for all λ ∈ J. (6.7)
But dimE < ∞, so ψ(λ, ·) is Fre´chet diﬀerentiable at 0. Recalling that QK(λ0) = 0,
we have that Dvψ(λ0, 0) = 0. Furthermore, since S ∈ C(Jε, B(Y,X)), we also have
that K ∈ C(Jε, B(X,X)) and ‖QK(λ)‖  k for all λ ∈ Jε. Thus, Dvψ(·, 0) =
−[IF + QK(·)|F ]−1QK(·)|E ∈ C(Jε, B(E,F )), proving part (ii).
(iii) For (λ, v) ∈ Ω, it follows from (6.3) that ‖ψ(λ, v)‖ = ‖C(λ, v, ψ(λ, v))‖ 
k(‖v‖ + ‖ψ(λ, v)‖) and hence that
‖ψ(λ, v)‖  k
1 − k ‖v‖ and ‖v + ψ(λ, v)‖ 
1
1 − k ‖v‖ for all (λ, v) ∈ Ω. (6.8)
Returning to (6.7) we have that
Dvψ(λ, 0)z = −QK(λ){z + Dvψ(λ, 0)z}, where ‖QK(λ)‖  k
for λ ∈ Jε and z ∈ E. It follows that
‖Dvψ(λ, 0)‖  11 − k ‖QK(λ)‖
=
1
1 − k ‖Q[K(λ) − K(λ0)]‖
 ‖Q‖
1 − k ‖K(λ) − K(λ0)‖,
proving (iii).
(iv) For 0 < r < min{ε, ρ/‖P‖, η/‖Q‖}, we have that λ ∈ Jε, Pu ∈ BE(0, ρ) and
Qu ∈ M for all (λ, u) ∈ B((λ0, 0), r). Since F (λ, u) = 0 implies that
0 = QS(λ)F (λ, Pu + Qu) = Qu − C(λ, Pu,Qu),
the uniqueness of the ﬁxed point of C(λ, Pu, ·) in M means that Qu = ψ(λ, Pu),
proving (iv).
(v) For (λ, v), (µ, v) ∈ Ω, we have
‖ψ(λ, v) − ψ(µ, v)‖ = ‖C(λ, v, ψ(λ, v)) − C(λ, v, ψ(µ, v))
+ C(λ, v, ψ(µ, v)) − C(µ, v, ψ(µ, v))‖
 k‖ψ(λ, v) − ψ(µ, v)‖ + ‖C(λ, v, ψ(µ, v)) − C(µ, v, ψ(µ, v))‖
by (6.4) and so
‖ψ(λ, v) − ψ(µ, v)‖  1
1 − k ‖C(λ, v, ψ(µ, v)) − C(µ, v, ψ(µ, v))‖. (6.9)
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By the continuity of ψ, the values of ε and ρ can be reduced so as to ensure that,
for all (λ, v) ∈ Ω = Jε × BE(ρ), we have
‖F (λ, u)‖ = ‖F (λ, u) − F (λ, 0)‖  [Lx(F, λ0) + 1]‖u‖ for all (λ, v) ∈ Ω,
where u = v + ψ(λ, v).
Consider (µ, v) ∈ B((λ, 0), δ) ⊂ Ω ⊂ R×E. It follows from (6.8) that v+ψ(µ, v) ∈
B((λ, 0), δ/(1 − k)) ⊂ R × X.
Now C(λ, v, w) = w − QS(λ)F (λ, v + w) by (6.6) and so, with u = v + ψ(µ, v),
we have that
‖C(λ, v, ψ(µ, v)) − C(µ, v, ψ(µ, v))‖
= ‖QS(λ)F (λ, u) − QS(µ)F (µ, u)‖
 ‖Q‖{‖S(λ) − S(µ)‖‖F (λ, u)‖ + ‖S(µ)‖‖F (λ, u) − F (µ, u)‖}
 ‖Q‖{‖S(λ) − S(µ)‖[Lx(F, λ0) + 1]‖u‖ + ‖S(µ)‖∆δ/(1−k)(F, λ)‖u‖}
 C{‖S(λ) − S(µ)‖ + ∆δ/(1−k)(F, λ)}‖v + ψ(µ, v)‖. (6.10)
From (6.8)–(6.10) it follows that
‖ψ(λ, v) − ψ(µ, v)‖  C
(1 − k)2 {‖S(λ) − S(µ)‖ + ∆δ/(1−k)(F, λ)}‖v‖
for all (µ, v) ∈ B((λ, 0), δ) ⊂ Jε × BE(ρ), showing that
∆δ(ψ, λ) 
C
(1 − k)2
{
sup
|λ−µ|<δ
‖S(λ) − S(µ)‖ + ∆δ/(1−k)(F, λ)
}
,
from which (v) follows.
6.2. Bifurcation theorems
We now come to the main results about bifurcation.
Theorem 6.3. Under hypotheses (B1)–(B4), consider λ0 such that (6.1) is satis-
ﬁed.
(i) If λ0 is an isolated singular point of DxF (·, 0) with σ(DxF (·, 0), λ0) = −1,
then λ0 is a bifurcation point for F (λ, u) = 0. If, in addition,
lim
δ→0
∆δ(F, λ) = 0 for all λ in an open neighbourhood of λ0, (6.11)
there is continuous bifurcation at λ0.
(ii) If kerDxF (λ0, 0) = {0} and limδ→0 ∆δ(F, λ0) = 0, then λ0 is not a bifurcation
point for F (λ, u) = 0.
Remark 6.4.
(1) The hypothesis (6.1) plays a crucial role in this result. We have examples
where (B1)–(B4) and (6.11) are satisﬁed and there is an isolated singular
point λ0 of L(λ0) with σ(L, λ0) = −1 which is not a bifurcation point. There
are also examples where (B1)–(B4) and (6.11) hold with kerL(λ0) = {0} but
λ0 is a bifurcation point for the equation F (λ, u) = 0.
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(2) The condition (6.1) is satisﬁed if Lx(R, λ0) = 0 and we have shown that this
occurs if there exists an open neighbourhood, U , of (λ0, 0) in R × X such
that F (λ, ·) is continuous and Gaˆteaux diﬀerentiable at u for all (λ, u) ∈ U
and ‖DxF (λ, u) − DxF (λ0, 0)‖B(X,Y ) → 0 as (λ, u) → (λ0, 0). However, in
this case, F (λ0, ·) is strictly Fre´chet diﬀerentiable, and hence Fre´chet diﬀer-
entiable, at u = 0.
(3) If F (λ0, ·) is Hadamard diﬀerentiable, but not Fre´chet diﬀerentiable at 0,
then Lx(R, λ0) > 0 and so checking (6.1) requires estimates for γ(L(λ0)).
If dimX = dimY < ∞, then γ(L(λ0)) = 0 and (6.1) is satisﬁed. In this
case (B2) implies that F (λ, ·) is Fre´chet diﬀerentiable at 0 but it may not
be strictly diﬀerentiable at 0 and so, even in ﬁnite dimensions, we may have
Lx(R, λ0) > 0. Thus, proposition 4.4 is a special case of theorem 6.3. When X
and Y are inﬁnite-dimensional, by using the standard construction of a regular
pseudo-inverse from the proof of lemma 5.1, we see that (6.1) is satisﬁed
provided that
‖V −1Q‖Lx(R, λ0) < 1, (6.12)
where E = kerL(λ0), X = E ⊕ W , Y = rgeL(λ0) ⊕ Z, V = L(λ0)|W and
Q is the projection of Y onto rgeL(λ0). We have shown in § 5.1.1 how to
get better estimates for γ(L(λ0)) in the Hilbert space case with L(λ0) self-
adjoint. We exploit this in § 6.4, where we formulate some useful corollaries
of theorem 6.3. Of course, if F ∈ C1(U, Y ), we have Lx(R, λ0) = 0 so (6.1) is
satisﬁed, as is (6.11), and we recover the usual results about bifurcation using
either criterion 1 or criterion 2 from § 5.2. For example, see [9, theorem 1]
for a C1-version of theorem 6.3. Furthermore, [9, rem. 2, p. 1001] refers to a
non-C1 situation provided that Lx(R, λ0) is suﬃciently small. Our introduc-
tion of the essential conditioning number provides a way of quantifying this
smallness requirement and as we show in several contexts the condition (6.1)
if sharp. The proof of [9, theorem 1], which does not use a Lyapunov–Schmidt
reduction, cannot yield a sharp criterion.
(4) Using the assumption (B2), the property (6.11) is equivalent to requiring that
lim
δ→0
sup
(µ,u)∈B((λ,0),δ)
u =0
‖R(µ, u) − R(λ, u)‖
‖u‖ = 0 (6.13)
for all λ in an open neighbourhood of λ0 and so it is trivially satisﬁed when
R is independent of λ.
Proof of theorem 6.3. We use the notation introduced at the beginning of this sec-
tion. Let ε, ρ and ψ be given by theorem 6.2 and set Ω = Jε × BE(0, ρ). Since
QS(λ)F (λ, v + ψ(λ, v)) = 0 for all (λ, v) ∈ Ω
and the equation (6.7) can be expressed as
QS(λ)DxF (λ, 0)[z + Dvψ(λ, 0)z] = 0. (6.14)
(i) Consider the mapping f : Ω ⊂ R × E → E deﬁned by
f(λ, v) = PS(λ)F (λ, v + ψ(λ, v)).
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From theorem 6.2 we obtain the following properties of f :
(1) f ∈ C(Ω,E);
(2) f(λ, 0) = PS(λ)F (λ, 0) = 0 for all λ ∈ J ;
(3) for each λ ∈ Jε, f(λ, ·) : BE(0, ρ) → E is Hadamard diﬀerentiable at 0 with
Dvf(λ, 0)z = PS(λ)DxF (λ, 0)[z + Dvψ(λ, 0)z] for all z ∈ E.
Since dimE < ∞, f(λ, ·) : BE(0, ρ) → E is Fre´chet diﬀerentiable at 0 and further-
more, Dvf(·, 0) ∈ C(Jε, B(E,E)).
To prove that λ0 is a bifurcation point it is enough to show that
(a) λ0 is an isolated singular point of Dvf(·, 0) and
(b) σ(Dvf(·, 0), λ0) = −1.
It then follows from proposition 4.1 that λ0 is a bifurcation point for the equation
f(λ, v) = 0. But f(λ, v) = 0 implies that S(λ)F (λ, v + ψ(λ, v)) = 0 and hence that
F (λ, v + ψ(λ, v)) = 0 since S(λ) ∈ Iso(Y,X) for all λ ∈ Jε. Furthermore, setting
un = vn +ψ(λn, vn), we have that vn 
= 0 and (λn, vn) → (λ0, 0) imply that un 
= 0
and (λn, un) → (λ0, 0).
We now prove statements (a) and (b).
Proof of (a): since λ0 is an isolated singular point of DxF (·, 0), there exists δ ∈ (0, ε]
such that DxF (·, 0) ∈ Iso(X,Y ) for 0 < |λ − λ0| < δ. Also S(λ) ∈ Iso(Y,X)
for all λ ∈ Jε. Now if Dvf(λ, 0)z = 0 for some λ ∈ Jε and z ∈ E, we have
PS(λ)DuF (λ, 0)[z + Dvψ(λ, 0)z] = 0 and so, by (6.14), this means that
S(λ)DuF (λ, 0)[z + Dvψ(λ, 0)z] = 0.
But S(λ)DxF (λ, 0) ∈ Iso(X,X) for 0 < |λ − λ0| < δ so z + Dvψ(λ, 0)z = 0 in this
case. Therefore, kerDvf(λ, 0) = {0} for 0 < |λ − λ0| < δ since E ∩ F = {0}. This
proves that λ0 is a isolated singular point of Dvf(·, 0).
Proof of (b): to calculate the local parity at λ0, consider the following linear oper-
ators. Let M(λ) = S(λ)DxF (λ, 0) = I + K(λ) for λ ∈ Jε. Then Dvf(λ, 0) =
PM(λ)A(λ), where
A(λ) ∈ B(E,X) is deﬁned by A(λ)z = z + Dvψ(λ, 0)z.
Setting T (λ) = QM(λ)|F , we have that T ∈ C(Jε, B(F, F )) and T (λ0) = Q(I +
K(λ0))|F = Q|F = IF since QK(λ0) = 0. Hence, δ ∈ (0, ε] can be chosen so that
T (λ) ∈ Iso(F, F ) for λ ∈ Jδ = {λ : |λ − λ0| < δ} ⊂ J .
Now deﬁne H(λ) ∈ B(X,X) by
H(λ)u = Pu + T (λ)−1Qu.
Then H ∈ C(Jδ, B(X,X)) and it is easily seen that H(λ) ∈ Iso(X,X) for all λ ∈ Jδ.
Finally, we deﬁne B(λ) ∈ B(X,X) by B(λ)u = A(λ)Pu + Qu. Again B ∈
C(Jε, B(X,X)) and B(λ0) = IX since Dvψ(λ0, 0) = 0. Hence, by adjusting the
value of δ we have that B(λ) ∈ Iso(X,X) for all λ ∈ Jδ.
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Note that
H(λ)M(λ)B(λ) = H(λ)S(λ)DxF (λ, 0)B(λ),
where H,B ∈ C(Jδ, Iso(X,X)) and S ∈ C(Jδ, Iso(Y,X)). Thus, λ0 is an isolated
singular point of HMB ∈ C(Jδ, Φ0(X,X)) and σ(HMB,λ0) = σ(DxF (·, 0), λ0) =
−1.
However, for λ ∈ Jδ, we have that
H(λ)M(λ)B(λ) = PM(λ)A(λ)P
+ PM(λ)Q + T (λ)−1QM(λ)A(λ)P + T (λ)−1QM(λ)Q.
But (6.14) means that QM(λ)A(λ)P = 0 and T (λ)−1QM(λ)Q = Q = IX − P , so
in fact
H(λ)M(λ)B(λ) = IX − P + PM(λ)A(λ)P + PM(λ)Q.
Hence, for λ ∈ Jδ, we have that H(λ)M(λ)B(λ) ∈ Ψ(X) and
det[H(λ)M(λ)B(λ)] = det[H(λ)M(λ)B(λ)|rgeP=E ]
= det[PM(λ)A(λ)]
= detDvf(λ, 0).
Therefore, σ(Dvf(·, 0), λ0) = σ(HMB,λ0) = −1.
Continuous bifurcation. Using the additional assumption, it follows from part (iii)
of theorem 6.2 that f satisﬁes the hypotheses of proposition 4.4(b) and so there is
continuous bifurcation at λ0 for the equation f(λ, v) = 0. Thus, there is a connected
subset D of {(λ, v) ∈ Ω : f(λ, v) = 0 and v 
= 0} such that D¯ ∩ [R×{0}] = {(λ0, 0)}
and, as before, f(λ, v) = 0 implies that F (λ, v + ψ(λ, v)) = 0.
Setting C = {(λ, v + ψ(λ, v)) : (λ, v) ∈ D}, the continuity of (λ, v) → (λ, v +
ψ(λ, v)) ensures that C is a connected subset of R×X. Since v+ψ(λ, v) = 0 if and
only if v = 0, we have that C ⊂ S = {(λ, u) ∈ U : F (λ, u) = 0 and u 
= 0} for all
(λ, v) ∈ D. There exists a sequence (λn, vn) ∈ D such that λn → λ0 and ‖vn‖ → 0,
from which it follows that (λn, vn +ψ(λn, vn)) → (λ0, 0) and (λ0, 0) ∈ C¯ ∩ [R×{0}].
On the other hand, if (λn, un) ∈ C and (λn, un) → (µ, 0), then Pun → 0 and
un = Pun + ψ(λn, Pun), where (λn, Pun) ∈ D. Thus, (µ, 0) ∈ D¯ and so µ = λ0
proving that there is continuous bifurcation at λ0 for the equation F (λ, u) = 0.
(ii) Since DxF (λ0, 0) ∈ Φ0(X,Y ) and kerDxF (λ0, 0) = {0}, it follows that
DxF (λ0, 0) ∈ Iso(X,Y ).
If z ∈ kerDvf(λ0, 0), the proof of (a) in part (i) shows that S(λ0)DxF (λ0, 0)[z+
Dvψ(λ0, 0)z] = 0, from which it now follows that z + Dvψ(λ0, 0)z = 0 and then
z = 0. Using part (iii) of theorem 6.2, we now have that f : Ω → E satisﬁes the
hypotheses of proposition 4.4(a) and so λ0 is not a bifurcation point for the equation
f(λ, v) = 0.
Consider a sequence {(λn, un)} ⊂ U such that F (λn, un) = 0 and (λn, un) →
(λ0, 0) in R×X. By part (ii) of theorem 6.2 we can suppose that Qun = ψ(λn, Pun)
and hence that f(λn, vn) = 0, where vn ≡ Pun → 0. Since λ0 is not a bifurcation
point for the equation f(λ, v) = 0, there exists n0 such that vn = 0 for all n  n0.
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This implies that un = 0 for all n  n0, showing that λ0 is not a bifurcation point
for the equation F (λ, u) = 0.
6.3. Bifurcation from a simple eigenvalue
In the case where dimkerDxF (λ0, 0) = 1, a transversality condition implies that
the parity is −1 and some extra information can be obtained concerning the form
of non-trivial solutions near the bifurcation point.
Theorem 6.5. Under the hypotheses (B1)–(B4) and (6.11), suppose that (6.1) is
satisﬁed. Suppose also that L(λ) = DxF (λ, 0) is diﬀerentiable at λ0 and that
kerL(λ0) = span{φ}, where L′(λ0)φ 
∈ rgeL(λ0). (6.15)
Then λ0 is a bifurcation point for F (λ, u) = 0 and there exists a connected subset
C of S = {(λ, u) ∈ U : F (λ, u) = 0 and u 
= 0} such that C¯ ∩ [R × {0}] = {(λ0, 0)}.
Choose Z such that E = span{φ} ⊕ Z and set W = Z ⊕ F . Let Π ∈ B(X,X) be
the projection onto span{φ} associated with the decomposition X = span{φ} ⊕ W .
Then
lim
(λ,u)→(λ0,0)
F (λ,u)=0, u =0
‖u − Πu‖
‖u‖ = 0. (6.16)
Remark 6.6. Since
‖u‖ − ‖u − Πu‖
‖u‖ 
‖Πu‖
‖u‖ 
‖u‖ + ‖u − Πu‖
‖u‖ ,
it follows from (6.16) that
lim
(λ,u)→(λ0,0)
F (λ,u)=0, u =0
‖Πu‖
‖u‖ = 1, (6.17)
and the property (6.16) can be expressed as follows. There exists t(u) ∈ R such
that Πu = t(u)φ and t(u) → 0 as ‖u‖ → 0. It follows from (6.17) that there exists
δ > 0 such that t(u) 
= 0 if F (λ, u) = 0, u 
= 0 and |λ − λ0| + ‖u‖ < δ. For such u,
we set
w(u) =
u − t(u)φ
t(u)
so that u = t(u){φ + w(u)}, where w(u) ∈ W, (6.18)
and
lim
(λ,u)→(λ0,0)
F (λ,u)=0, u =0
‖w(u)‖ = lim
(λ,u)→(λ0,0)
F (λ,u)=0,u =0
‖u − Πu‖
‖u‖
‖u‖‖φ‖
‖Πu‖ = 0.
Although the development (6.18) resembles the usual result about bifurcation at
a simple eigenvalue in the case where F ∈ C1(U, Y ) and (6.15) is satisﬁed, the
conclusion of theorem 6.5 is signiﬁcantly weaker than what is known in the smooth
case. There is no claim that C is a curve and no information is given about the
number of other connected sets having the same properties as C.
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Remark 6.7. In the case where X is a Hilbert space, F = E⊥ and we can choose
Z = E ∩ [kerL(λ0)]⊥ so that W = [kerL(λ0)]⊥. Then t(u) = 〈u, φ〉, provided that
‖φ‖ = 1.
Proof. From (6.15) and criterion 1 in § 5.2 it follows that λ0 is an isolated singular
point of the path L and that σ(L, λ0) = −1. Hence, the existence of the connected
set C of solutions is ensured by theorem 6.3.
By theorem 6.2(ii), there exists r > 0 such that Qu = ψ(λ, Pu) for all (λ, u) ∈
B((λ0, 0), r) such that F (λ, u) = 0 and so we have that
u = Pu + ψ(λ, Pu) = ΠPu + (I − Π)Pu + ψ(λ, Pu),
where (I −Π)Pu+ ψ(λ, Pu) ∈ Z ⊕ F = W . Setting z(u) = (I −Π)Pu, this shows
that
ΠPu = Πu, Pu = Πu + z(u) and u = Πu + z(u) + ψ(λ, Pu).
Since kerL(λ0) ∩ Z = {0} and dimZ < ∞, there exists a constant β > 0 such
that ‖L(λ0)z‖  β‖z‖ for all z ∈ Z. For (λ, u) ∈ C ∩ B((λ0, 0), δ) with δ ∈ (0, r),
we have
L(λ0)z(u) = L(λ0)z(u) − F (λ0, u) + F (λ0, u) − F (λ, u)
= L(λ0)z(u) − L(λ0)u − R(λ0, u) + {F (λ0, u) − F (λ, u)}
= −L(λ0)ψ(λ, Pu) − R(λ0, u) + {F (λ0, u) − F (λ, u)},
and hence
β‖z(u)‖  ‖L(λ0)ψ(λ, Pu)‖ + ‖R(λ0, u)‖ + ∆δ(F, λ)‖u‖.
Now, for δ small enough,
‖R(λ0, u)‖  ‖R(λ0, u) − R(λ0, Pu)‖ + ‖R(λ0, Pu)‖
 [Lx(R, λ0) + 1]‖ψ(λ, Pu)‖ + ‖R(λ0, Pu)‖
and
‖ψ(λ, Pu)‖  ‖ψ(λ, Pu) − ψ(λ0, Pu)‖ + ‖ψ(λ0, Pu)‖
 ∆δ‖P‖(ψ, λ)‖Pu‖ + ‖ψ(λ0, Pu)‖. (6.19)
Thus, we obtain
β‖z(u)‖  ∆δ(F, λ)‖Pu‖
+ {‖L(λ0)‖ + Lx(R, λ0) + 1 + ∆δ(F, λ)}‖ψ(λ, Pu)‖ + ‖R(λ0, Pu)‖
 ∆δ(F, λ)‖Pu‖ + C‖ψ(λ, Pu)‖ + ‖R(λ0, Pu)‖
 {∆δ(F, λ) + C∆δ‖P‖(ψ, λ)}‖Pu‖ + C‖ψ(λ0, Pu)‖ + ‖R(λ0, Pu)‖
with C = ‖L(λ0)‖ +Lx(R, λ0) + 2 since we may assume by (6.11) that ∆δ(F, λ) 
1 for all λ ∈ Jε and δ  r. Recalling that both ψ(λ0, ·) : BE(0, ρ) → F and
R(λ0, ·) : BE(0, ρ) → Y are Fre´chet diﬀerentiable at 0 with Dvψ(λ0, 0) = 0 and
DxR(λ0, 0) = 0, it follows that
β‖z(u)‖  g(λ, ‖u‖)‖Pu‖  g(λ, ‖u‖){‖Πu‖ + ‖z(u)‖},
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where g(λ, s) → 0 as (λ, s) → (λ0, 0). Hence, for (λ, u) ∈ B((λ0, 0), r) with r
suﬃciently small and F (λ, u) = 0,
‖z(u)‖  2
β
g(λ, ‖u‖)‖Πu‖.
But, from (6.19) and Dvψ(λ0, 0) = 0, we also have that
‖ψ(λ, Pu)‖  h(λ, ‖u‖)‖Pu‖  h(λ, ‖u‖){‖Πu‖ + ‖z(u)‖}
where h(λ, s) → 0 as (λ, s) → (λ0, 0) and so we obtain
‖z(u) + ψ(λ, u)‖ 
{
2
β
g(λ, ‖u‖) + h(λ, ‖u‖) + 2
β
g(λ, ‖u‖)h(λ, ‖u‖)
}
‖Πu‖,
proving (6.16).
6.4. Bifurcation in Hilbert space
In the case where X and Y are Hilbert spaces and the linearization is self-adjoint,
the condition (6.1) can be expressed in a more transparent form. Finally, for equa-
tions of the form G(u) = λu, we can formulate a special case of the main result
using only standard notions. We refer the reader to § 5.1.1 for the notation and
results concerning graph norms.
Corollary 6.8. Let (Y, 〈·, ·〉, ‖ · ‖) be a real Hilbert space and let X be the graph
space of some self-adjoint operator acting in Y . Suppose that the hypotheses (B1)–
(B4) are satisﬁed and that L(λ0) = DxF (λ0, 0) : X ⊂ Y → Y is a self-adjoint
operator acting in Y . Suppose also that
sup
ε∈(0,1]
Lεx(R, λ0) < d(0, σe(L(λ0))), (6.20)
where Lεx(R, λ0) denotes the partial uniform Lipschitz modulus of R with respect to
the graph norm ‖ · ‖εL(λ0) on X.
(i) If λ0 is an isolated singular point of DxF (·, 0) with σ(DxF (·, 0), λ0) = −1,
then λ0 is a bifurcation point for F (λ, u) = 0. If (6.11) is also satisﬁed, there
exists a connected subset C of S = {(λ, u) ∈ U : F (λ, u) = 0 and u 
= 0} such
that C¯ ∩ [R × {0}] = {(λ0, 0)}.
(ii) Suppose that (6.11) is also satisﬁed, that L(λ) = DxF (λ, 0) is diﬀerentiable
at λ0 and that
kerL(λ0) = span{φ}, where ‖φ‖ = 1 and 〈L′(λ0)φ, φ〉 
= 0. (6.21)
Then the hypotheses of part (i) are satisﬁed and there exists δ > 0 such that,
for (λ, u) ∈ B((λ0, 0), δ) and F (λ, u) = 0,
u = 〈u, φ〉{φ + w(u)}, where 〈w(u), φ〉 = 0 and lim
‖u‖X→0
‖w(u)‖X = 0.
(iii) If kerDxF (λ0, 0) = {0} and limδ→0 ∆δ(F, λ0) = 0, then λ0 is not a bifurcation
point for F (λ, u) = 0.
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Remark 6.9. If σe(L(λ0)) = ∅, (6.20) means that M ≡ supε∈(0,1] Lεx(R, λ0) < ∞.
Remark 6.10. The condition (6.20) is satisﬁed when R = R1 + R2, where
(1) there exists an open neighbourhood, U , of (λ0, 0) in R×X such that R1(λ, ·)
is Gaˆteaux diﬀerentiable at u for all (λ, u) ∈ U and
‖DxR1(λ, u) − DxR1(λ0, 0)‖B(X,Y ) → 0 as (λ, u) → (λ0, 0),
and
(2) LYx (R2, λ0) < d(0, σe(L(λ0))), where L
Y
x (R2, λ0) is the partial uniform Lip-
schitz modulus of R2 with respect to the norm ‖·‖Y on both spaces X and Y .
Indeed, (B1) and (2) imply that R1(λ, ·) is continuous on a neighbourhood of 0.
Noting that (1) ensures the same property for all equivalent norms on X, lemma 3.3
implies that Lεx(R1, λ0) = 0 for all ε > 0. Since ‖ · ‖Y  ‖ · ‖εL(λ0) for all ε > 0,
Lεx(R2, λ0)  LYx (R2, λ0), and hence (2) implies that
Lεx(R, λ0)  Lεx(R1, λ0) + Lεx(R2, λ0) < d(0, σe(L(λ0)))
for all ε > 0, as required.
Proof of corollary 6.8. By corollary 5.6, there exists a constant K > 0 such that
γε(L(λ0)) 
1
d(0, σe(L(λ0)))
+ εK for all ε > 0,
where γε denotes the essential conditioning number of L(λ0) : X → Y calculated
using the graph norm ‖ · ‖εL(λ0) on X.
Setting M = supε∈(0,1] Lεx(R, λ0), choose ε ∈ (0, 1] such that
εK <
1
M
− 1
d(0, σe(L(λ0)))
.
Then
γε(L(λ0))Lεx(R, λ0) 
{
1
d(0, σe(L(λ0)))
+ εK
}
M < 1.
Thus, (6.1) is satisﬁed and the conclusions of parts (i) and (iii) follow from theo-
rem 6.3.
For part (ii), we note that the scalar product for the norm ‖ · ‖εL(λ0) is
〈u, v〉ε = 〈u, v〉 + ε2〈L(λ0)u, L(λo)v〉 for u, v ∈ X
and that L(λ0)φ = 0. Hence, 〈u, φ〉ε = 〈u, φ〉 for all u ∈ X and ‖φ‖εL(λ0) =
‖φ‖ = 1. Thus, for any ε > 0, the orthogonal projection of X onto span {φ} for
the norm ‖ · ‖εL(λ0) is given by Πu = 〈u, φ〉φ and the conclusion (ii) follows from
Remark 6.6.
Recalling that (6.11) is trivially satisﬁed when F has the form F (λ, u) = M(u)−
λu, we obtain the following special case.
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Corollary 6.11. Let (Y, 〈·, ·〉, ‖ ·‖Y ) be a real Hilbert space and let X be the graph
space of some self-adjoint operator acting in Y . Let BX(0, δ) = {u ∈ X : ‖u‖X < δ}.
Consider the equation M(u) = λu, where the function M : X → Y has the following
properties.
(H1) M(0) = 0.
(H2) M is Gaˆteaux diﬀerentiable at 0 and M ′(0) ∈ B(X,Y ) is a self-adjoint oper-
ator acting in Y with domain X.
(H3) For some δ > 0, M = M1 + M2, where M1 ∈ C1(BX(0, δ), Y ) with M ′1(0) =
M ′(0) and there exists a constant L such that ‖M2(u)−M2(v)‖Y  L‖u−v‖Y
for all u, v ∈ BX(0, δ). Let
LY (M2) = lim
δ→0
sup
u,v∈BX(0,δ)
u =v
‖M2(u) − M2(v)‖Y
‖u − v‖Y < ∞.
Then, for λ0 such that d(λ0, σe(M ′(0))) > LY (M2) we have the following conclu-
sions.
(i) If ker{M ′(0) − λ0I} = {0}, λ0 is not a bifurcation point.
(ii) If dimker{M ′(0)− λ0I} is odd, λ0 is a bifurcation point. Indeed, there exists
a connected subset C of S = {(λ, u) ∈ R × BX(0, δ) : M(u) = λu and u 
= 0},
with the metric inherited from R × X, such that C¯ ∩ [R × {0}] = {(λ0, 0)}.
(iii) If ker{M ′(0) − λ0I} = span{φ}, where ‖φ‖Y = 1, λ0 is a bifurcation point
and, for any sequence of solutions {(λn, un)} ⊂ R × X such that λn → λ0
and ‖un‖X → 0, we have that un = 〈u, φ〉{φ + wn}, where 〈wn, φ〉 = 0 and
‖wn‖X → 0.
Proof. Setting F (λ, u) = M(u)− λu, it follows from (H3) that F (λ, ·) : BX(0, δ) →
Y is Lipschitz continuous and so (H2) and (H3) imply that F (λ, ·) : BX(0, δ) ⊂
X → Y is Hadamard diﬀerentiable at 0 with DxF (λ, 0) = M ′(0)−λI for all λ ∈ R.
Setting R1 = M1 − M ′(0), we have that
R(λ, u) = F (λ, u) − DxF (λ, 0)u = M(u) − M ′(0) = R1 + M2,
where R1 ∈ C1(BX(0, δ), Y ) with R′1(0) = 0. Using the graph norm ‖ · ‖εL(λ0) with
L(λ0) = DxF (λ0, 0) = M ′(0) − λ0I on X, it follows that LεX(R, λ0)  LY (M2) <
d(λ0, σe(M ′(0))) = d(0, σe(L(λ0))). Note that (6.13) is trivially satisﬁed since R
does not depend on λ. The conclusions now follow from corollary 6.8.
To end this section we give a simple example showing that, given hypotheses
(H1)–(H3) of corollary 6.11, the condition d(λ0, σe(M ′(0))) > LY (M2) may be
necessary and suﬃcient for conclusion (i) to hold. A similar situation occurs with
respect to conclusions (ii) and (iii), but we shall illustrate this later in the more
interesting context of elliptic equations on RN (see [20, corollary 5.2]).
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Example 6.12. Let X = Y = L2([0, 1]) and consider the Nemytskii operator
G : X → X deﬁned by G(u)(x) = g(u(x)) for u ∈ X, where g(s) = s2/(1 + |s|) for
s ∈ R. Noting that g ∈ C1(R) with g(0) = g′(0) = 0 and that |g′(s)|  1 for all
s ∈ R, we see that G(u) ∈ X for all u ∈ X with ‖G(u) − G(v)‖  ‖u − v‖ for all
u, v ∈ X and the usual norm on X. Furthermore, for all v ∈ X and t ∈ R \ {0},
|G(tv)/t|  |v| and it follows by dominated convergence that G : X → X is Gaˆteaux
diﬀerentiable at 0 with G′(0) = 0. Hence, the hypotheses (H1)–(H3) of corollary 6.11
are satisﬁed with G1 = 0, G2 = G and LX(G2)  1. In fact, LX(G2) = 1. To jus-
tify this assertion, consider the functions ukn = nχk for n, k ∈ N, where χk denotes
the characteristic function of the interval (0, 1/k) for k  1. Then ‖ukn‖ = n/
√
k,
‖ukn − ukn−1‖ = 1/
√
k and
g(ukn) − g(ukn−1) = {g(n) − g(n − 1)}χk =
{
1 − 1
n(n + 1)
}
χk,
so
‖G(ukn) − G(ukn−1)‖
‖ukn − ukn−1‖
= 1 − 1
n(n + 1)
for n, k  1.
Given ε ∈ (0, 1) and δ > 0, we choose nε ∈ N such that nε  1/
√
ε and then we
choose k ∈ N such that k > (nε/δ)2. Then uknε and uknε−1 ∈ BX(0, δ) and
‖G(uknε) − G(uknε−1)‖
‖uknε − uknε−1‖
 1 − ε,
showing that LX(G2) = LX(G)  1, as required.
We now consider the equation G(u) = λu for u ∈ X and we shall show that
(1) λ0 is a bifurcation point iﬀ |λ0|  1,
(2) σ(G′(0)) = σe(G′(0)) = {0} so that d(λ0, σe(G′(0))) = |λ0|.
Thus, hypotheses (H1)–(H3) of corollary 6.11 are satisﬁed and ker(G′(0) − λ0I) =
{0} for all λ0 
= 0. This shows that the condition d(λ0, σe(G′(0))) > LX(G2) =
1 is sharp for conclusion (i) of corollary 6.11. The statement (2) is trivial since
G′(0) = 0. For (1), we consider ﬁrst a point λ0 with 0 < |λ0| < 1 and we set
uk = (λ0/(1 − |λ0|))χk for k ∈ N using the notation introduced earlier. Then
‖uk‖ = |λ0|1 − |λ0|
1√
k
→ 0
and G(uk) = λ0uk for all k, showing that λ0 is indeed a bifurcation point. It follows
from this that all points in [−1, 1] are bifurcation points. On the other hand, if
G(u) = λu, then |λ|‖u‖ = ‖G(u)‖  ‖u‖ and so either |λ|  1 or ‖u‖ = 0.
Therefore, the equation has no solutions with u 
≡ 0 and |λ| > 1 and consequently
all bifurcation points must belong to the interval [−1, 1], completing the justiﬁcation
of (1).
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Appendix A.
The relation of parity to other criteria for bifurcation is thoroughly discussed in [10].
In our restricted setting, the following result is suﬃcient to establish the usual
conditions ensuring that the local parity is −1. See also [1, § 4].
Proposition A.1. Let L ∈ C(J, Φ0(X,Y )) and let λ0 be an isolated singular point
of L. Let Y = F ⊕F0, where dimF < ∞ and F0 ⊂ rgeL(λ0) with P the associated
projection onto F and Q = I − P . Set E = kerQL(λ0).
(a) Then dimE = dimF and, for any E0 such that X = E ⊕ E0, there exists
δ > 0 such that QL(λ)|E0 ∈ Iso(E0, F0) for all λ ∈ Jδ = (λ0 − δ, λ0 + δ).
For λ ∈ Jδ, deﬁne A(λ) : E → X by A(λ)z = z−V (λ)QL(λ)z, where V (λ) =
[QL(λ)|E0 ]−1 : F0 → E0.
(b) Choose any U ∈ Iso(F,E). Then λ0 is an isolated singular point of the path
UPLA ∈ C(Jδ, B(E,E)) and σ(L, λ0) = σ(UPLA, λ0). Hence, σ(L, λ0) =
−1 if and only if det[UPL(λ)A(λ)] changes sign as λ passes through λ0.
Proof. (a) The projection Q : Y → F0 is a Fredholm operator of index
n = dimkerQ = dimF.
Hence, QL(λ) : X → F0 is a Fredholm operator with ind(QL(λ)) = indQ +
indL(λ) = n for all λ ∈ J . Since rgeQL(λ0) = F0, it follows that dimkerQL(λ0) =
n and we can choose E0 such that X = E ⊕ E0. Then QL(λ0)|E0 → F0 is an
isomorphism and so by continuity of λ → QL(λ)|E0 , there exists δ > 0 such that
QL(λ)|E0 ∈ Iso(E0, F0) for all λ ∈ Jδ.
(b) Choose some U ∈ Iso(F,E) and consider the operator H(λ) : Y → X deﬁned
by H(λ)y = UPy + V (λ)Qy for λ ∈ Jδ. Clearly, H ∈ C(Jδ, B(Y,X)) and it is easy
to check that H(λ) ∈ Iso(Y,X) for all λ ∈ Jδ.
Next deﬁne B(λ) : X → X by B(λ) = A(λ)Π+(I−Π), where Π is the projection
onto E associated with the decomposition X = E⊕E0. Clearly, A ∈ C(Jδ, B(E,X))
and B ∈ C(Jδ, B(X,X)). Furthermore, since E = kerQL(λ0), A(λ0)z = z for all
z ∈ E and, consequently, B(λ0) = IX . Hence, by reducing δ if necessary, we can
assume that B(λ) ∈ Iso(X,X) for all λ ∈ Jδ. It follows by property (c) of the local
parity that λ0 is an isolated singular point of HLB ∈ C(Jδ, Φ0(X,X)) with
σ(HLB, λ0) = σ(H,λ0)σ(L, λ0)σ(B, λ0) = σ(L, λ0)
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since H(λ0) ∈ Iso(Y,X) and B(λ0) ∈ Iso(X,X). Note also that, for z ∈ E,
QL(λ)A(λ)z = 0 for all λ ∈ Jδ so that
H(λ)L(λ)B(λ) = UPL(λ)A(λ)Π + UPL(λ)(I − Π) + V (λ)QL(λ)(I − Π)
= UPL(λ)A(λ)Π + UPL(λ)(I − Π) + I − Π.
Hence, rge(I − H(λ)L(λ)B(λ)) ⊂ E and
detH(λ)L(λ)B(λ) = detH(λ)L(λ)B(λ)|E = detUPL(λ)A(λ).
Furthermore, for z ∈ E, UPL(λ)A(λ)z = 0 implies that PL(λ)A(λ)z = 0 and,
recalling that QL(λ)A(λ)z = 0 for all z ∈ E, we get L(λ)A(λ)z = 0. Since λ0 is an
isolated singular point of L, we may deduce that A(λ)z = 0 for 0 < |λ−λ0| < δ, by
reducing the size of δ if necessary. But A(λ)z = 0 implies that z = V (λ)QL(λ)z ∈
E ∩ E0 = {0} and we have shown that UPL(λ)A(λ) ∈ B(E,E) is an isomorphism
for 0 < |λ − λ0| < δ. Hence, σ(HLB, λ0) = −1 if and only if detUPL(λ)A(λ)
changes sign as λ passes through λ0.
Proof of criterion 1. We can write
L(λ) = L(λ0) + (λ − λ0)ρ(λ),
where ρ ∈ C(J,B(X,Y )) and ρ(λ0) = L′(λ0). Using proposition A.1 with F0 =
rgeL(λ0), we have E = kerL(λ0) and σ(L, λ0) = σ(UPLA, λ0), where PL(λ0) = 0
since Q = I − P is now a projection onto rgeL(λ0). Hence,
UPL(λ)A(λ) = (λ − λ0)UPρ(λ)A(λ)
and
detUPL(λ)A(λ) = (λ − λ0)n detUPρ(λ)A(λ).
But A(λ0) = IE and so, for z ∈ E, UPρ(λ0)A(λ0)z = 0 implies that PL′(λ0)z = 0.
That is, L′(λ0)z ∈ rgeL(λ0) and therefore z = 0 by (1). Hence, UPρ(λ0)A(λ0) ∈
Iso(E,E). Consequently, detUPρ(λ)A(λ) does not change sign as λ passes through
λ0 and the result follows.
Proof of criterion 2. From the spectral theory of compact linear operators we have
that L(λ) ∈ Φ0(X,X) for all λ 
= 0. Setting
N =
∞⋃
j=1
ker(K − λ0I)j and R =
∞⋂
j=1
rge(K − λ0I)j
we have dimN = n, K(N) ⊂ N , K(R) ⊂ R, X = N ⊕R, L(λ0)|N is nilpotent and
L(λ0)|R ∈ Iso(R,R).
We can use proposition A.1 with X = Y and F0 = R. Then we can choose
F = N and we ﬁnd that E = N so we can also choose E0 = R and U = IE .
Furthermore, for z ∈ E, we have L(λ)z ∈ E for all λ and consequently A(λ)z = z
since QL(λ)z = 0. Hence,
UPL(λ)A(λ) = PL(λ)|E = (K − λI)|N .
Since σ((K − λ0I)|N ) = {0}, σ((K − λI)|N ) = {λ0 − λ} and detUPL(λ)A(λ) =
(λ0 − λ)n from which the conclusion follows.
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