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This document overviews the strategy, ef-
fort and aftermath of the MultiLing 2013
multilingual summarization data collec-
tion. We describe how the Data Contrib-
utors of MultiLing collected and gener-
ated a multilingual multi-document sum-
marization corpus on 10 different lan-
guages: Arabic, Chinese, Czech, English,
French, Greek, Hebrew, Hindi, Romanian
and Spanish. We discuss the rationale be-
hind the main decisions of the collection,
the methodology used to generate the mul-
tilingual corpus, as well as challenges and
problems faced per language. This paper
overviews the work on Arabic, Chinese,
English, Greek, and Romanian languages.
A second part, covering the remaining lan-
guages, is available as a distinct paper in
the MultiLing 2013 proceedings.
1 Introduction
Summarization has recently received the focus
of media attention (Cahan, 2013; Shih, 2013), due
to a set of corporate buy-outs related to summariza-
tion technology companies. This trend of applying
summarization is the result of a long research effort
related to summarization. Previously, especially
within the Text Analysis Conference (TAC) series
of workshops (Dang, 2005; Dang, 2006; Dang and
Owczarzak, 2008), multi-document summariza-
tion has covered aspects of summarization such
as update summarization, guided summarization
and cross-lingual summarization. In TAC 2011
the MultiLing Pilot (Giannakopoulos et al., 2011)
was introduced: a combined community effort to
present and promote multi-document summariza-
tion apporaches that are (fully or partly) language-
neutral. To support this effort an organizing com-
mittee across more than six countries was assigned
to create a multi-lingual corpus on news texts, cov-
ering seven different languages: Arabic, Czech,
English, French, Greek, Hebrew, Hindi.
The Pilot gave birth to an active community of
researchers, who provided the effort and know-
how to realize a continuation of the original ef-
fort: MultiLing 2013. The MultiLing 2013 Work-
shop, taking place within ACL 2013, built upon
the existing corpus of MultiLing 2011 to provide
additional languages and challenges for summa-
rization systems. This year 3 new languages were
added: Chinese, Romanian and Spanish. Further-
more, more texts were added to most existing cor-
pus languages (with the exception of French and
Hindi).
In the following paragraphs we first overview
theMultiLing tasks, for which the corpus was built
(Section 2). We then describe the rationale and
strategy applied for the corpus collection and cre-
ation (Section 3). We continue with special com-
ments for the English, Greek, Chinese and Roma-
nian languages (Section 4). Finally, we summarize
the findings at the end of this paper (Section 5). We
note that a second paper (Elhadad et al., 2013) de-
scribes the language-specific notes related to the
rest of the MultiLing 2013 language contributions
(Czech, Hebrew, Spanish).
2 The MultiLing tasks
There are two main tasks (and a single-
document multilingual summarization pilot de-
scribed in a separate paper) in MultiLing 2013:
Summarization Task This MultiLing task aims
to evaluate the application of (partially or
fully) language-independent summarization
algorithms on a variety of languages. Each
system participating in the task was called
to provide summaries for a range of differ-
ent languages, based on corresponding cor-
pora. In the MultiLing Pilot of 2011 the lan-
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guages used were 7, while this year systems
were called to summarize texts in 10 differ-
ent languages: Arabic, Chinese, Czech, En-
glish, French, Greek, Hebrew, Hindi, Roma-
nian, Spanish. Participating systems were re-
quired to apply their methods to a minimum
of two languages.
The task was aiming at the real problem of
summarizing news topics, parts of which may
be described or may happen in different mo-
ments in time. We consider, similarly to Mul-
tiLing 2011(Giannakopoulos et al., 2011) that
news topics can be seen as event sequences:
Definition 1 An event sequence is a set of
atomic (self-sufficient) event descriptions, se-
quenced in time, that share main actors, lo-
cation of occurence or some other important
factor. Event sequences may refer to topics
such as a natural disaster, a crime investiga-
tion, a set of negotiations focused on a single
political issue, a sports event.
The summarization task requires to generate
a single, fluent, representative summary from
a set of documents describing an event se-
quence. The language of the document set
will be within the given range of 10 languages
and all documents in a set share the same lan-
guage. The output summary should be of the
same language as its source documents. The
output summary should be between 240 and
250 words.
Evaluation Task This task aims to examine how
well automated systems can evaluate sum-
maries from different languages. This task
takes as input the summaries generated from
automatic systems and humans in the Sum-
marization Task. The output should be a grad-
ing of the summaries. Ideally, we would want
the automatic evaluation to maximally corre-
late to human judgement.
The first task was aiming at the real problem of
summarizing news topics, parts of which may be
described or happen in different moments in time.
The implications of including multiple aspects of
the same event, as well as time relations at a vary-
ing level (from consequtive days to years), are still
difficult to tackle in a summarization context. Fur-
thermore, the requirement for multilingual appli-
cability of the methods, further accentuates the dif-
ficulty of the task.
The second task, summarization evaluation has
come to be a prominent research problem, based on
the difficulty of the summary evaluation process.
While commonly used methods build upon a few
human summaries to be able to judge automatic
summaries (e.g., (Lin, 2004; Hovy et al., 2005)),
there also exist works on fully automatic evalua-
tion of summaries, without human“model” sum-
maries (Louis and Nenkova, 2012; Saggion et al.,
2010). The Text Analysis Conference has a sepa-
rate track, named AESOP (Dang and Owczarzak,
2009) aiming to test and evaluate different auto-
matic evaluation methods of summarization sys-
tems.
Given the tasks, a corpus needed to be gener-
ated, that would be able to:
• provide input texts in different languages to
summarization systems.
• provide model summaries in different lan-
guages as gold standard summaries, to also
allow for automatic evaluation using model-
dependent methods.
• provide human grades to automatic and hu-
man summaries in different languages, to
support the testing of summary evaluation
systems.
In the following section we show how these re-
quirements were met in MultiLing 2013.
3 Corpus collection and generation
The overall process of creating the corpus of
MultiLing 2013 was, similarly to MultiLing 2011,
based on a community effort. The main processes
consisting of the generation of the corpus are as
follows:
• Selection of a source corpus in a single lan-
guage (see Section 3.1).
• Translation of the source corpus to different
languages (see Section 3.2).
• Human summarization of corpus topics per
language (see Section 3.3).
• Evaluation of human summaries, as well as of
submitted system runs (see Section 3.4).
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We should note here that the translation is meant
to provide a parallel corpus of texts across differ-
ent languages. The main ideas behind this first ap-
proach are that:
• the corpus will allow performing secondary
studies, related to the human summarization
effort in different languages. Having a paral-
lel corpus is such cases can prove critical, in
that it provides a common working base.
• we may be able to study topic-related
or domain-related summarization difficulty
across languages.
• the parallel corpus highlights language-
specific problems (such as ambiguity in word
meaning, named entity representation across
languages).
• the parallel corpus fixes the setting in which
methods can show their cross-language ap-
plicability. Examining significantly varying
results in different languages over a parallel
corpus offers some background on how to im-
prove existing methods and may highlight the
need for language-specific resources.
On the other hand, the significant organizational
and implementaion effort required for the transla-
tion (please see per language notes in the corre-
sponding sections) may lead to a comparable (vs.
parallel) corpus in future MultiLing endeavours.
Given the tasks at hand, the Contributors first
performed the selection of the texts that would be
used for the MultiLing tracks, as described below.
3.1 Selecting the corpus
To support the summarization task, we needed
a dataset of freely available news texts (to allow
reuse), covering news topics that would contain
event sequences. Based on the — apparently good
— decisions of the MultiLing 2011 Pilot, we de-
termined that each event sequence in the corpus
should contain at least three distinct atomic events,
to imply an underlying story.
The dataset created was based on the WikiNews
site1, which covers a variety of news topics,
while allowing the reuse of the texts based on the
Creative Commons Licence. An example topic
with two sample texts derived from the original
WikiNews documents is provided in Figure 1. It
1See http://www.wikinews.org.
can be seen clearly that the event in the example
has significantly different aspects, since an earth-
quake caused a radiation leak, via a series of inter-
actions in the real world. Systems would normally
be expected to express both aspects of the event
with adequate information.
During the selection of the source texts, we
first gathered an English corpus of 15 topics (10
of which were already available from MultiLing
2011), each containing 10 texts. Wemade sure that
each topic contained at least one event sequence.
From the original HTML text we only kept unfor-
matted content text, without any images, tables or
links.
While choosing topics we made sure that there
existed topics:
• with varying time granularity. Some top-
ics happen within days (e.g., sports events),
while others within years (e.g., Iranian nu-
clear policy and international negotiations).
• covering various domains. There existed top-
ics related to international politics, sports,
natural disasters, political campaigns and
elections.
• with a varying number of apparent actors.
Some topics focus on specific individuals
(e.g., campaign of Barack Obama) while oth-
ers refer to numerous participants (e.g., para-
Olympics and participating athletes).
• with numeric aspects, that would change over
time. Such examples are natural disasters
(with the number of estimated victims, or
the estimated magnitude of earthquakes) and
sports events (number of medals per country).
• with an important time dimension. For ex-
ample during the Egyptian riots, the order of
events is non-trivial to determine from text.
Determining the order of events is also very
challenging while following multi-day sports
events. Ignoring the time dimension in such
topics is expected to worsen the performance
of summarization systems.
Given the English texts, we now needed to pro-
vide corresponding texts in all the languages used
in MultiLing. To this end, we organized a transla-
tion process, which is elaborated below.
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Fukushima reactor suffers multiple fires, radiation leak confirmed
Tuesday, March 15, 2011
Fires broke out at the Fukushima Daiichi plant's No. 4 reactor in Japan on
Tuesday, according to the Tokyo Electric Power Company. The first fire caused
a leak of concentrated radioactive material, according to the Japanese prime
minister, Naoto Kan.
The first fire broke out at 9:40 a.m. local time on Tuesday, and was thought
to have been put out, but another fire was discovered early on Wednesday,
believed to have started because the earlier one had not been fully
extinguished.
In a televised statement, the prime minister told residents near the plant
that "I sincerely ask all citizens within the 20 km distance from the reactor
to leave this zone." He went on to say that "[t]he radiation level has risen
substantially. The risk that radiation will leak from now on has risen."
Kan warned residents to remain indoors and to shut windows and doors to avoid
radiation poisoning.
The French Embassy in Japan reports that the radiation will reach Tokyo in 10
hours, with current wind speeds.
Death toll rises from Japan quake
Sunday, March 13, 2011
The death toll from the earthquake and subsequent tsunami that hit Japan on
Friday has risen to more than a thousand, with many people still missing,
according to reports issued over the weekend.
While Japan's police says that only 637 are confirmed dead, media reports say
that over a thousand people have been killed, with several hundred bodies
still being transported. Thousands more are still unaccounted for; in the town
of Minamisanriku, Miyagi Prefecture alone, up to 10,000 people are missing.
Four trains that were on the coast have yet to be located.
In the aftermath of the disaster, evacuations of around 300,000 people have
taken place; more evacuations are likely in the wake of concerns over a
damaged nuclear power plant. According to Prime Minister Naoto Kan, around
3,000 people have been rescued thus far. 50,000 troops from the Japanese
military have been deployed to assist in rescue efforts.
The tsunami generated by the quake has destroyed communities along Japan's
Pacific coast, with up to 90% of the houses in some towns having been
destroyed; at least 3,400 structures have been destroyed in total. Fires have
also sprung up among the impacted areas.
Figure 1: Topic Sample (Japan Earthquake and Nuclear Threat)
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3.2 Translating the corpus
The English texts selected in the selection step
were translated using a sentence-by-sentence ap-
proach to each of the other languages: Arabic, Chi-
nese, Czech, French, Greek, Hebrew, Hindi, Ro-
manian, Spanish. This year there was no support
for the Hindi and French languages, which still
contain 10 topics. Also the Chinese language cov-
ers 10 topics. All the remaining languages cover
15 topics.
During the translation process, the guidelines
were minimal:
Given the source language text A,
the translator is requested to translate
each sentence in A, into the target lan-
guage. Each target sentence should keep
the meaning from the source language.
Some additional, optional guidelines (provided
in the Appendix) were provided by the Romanian
language Contributors, proposing ways to react to
date formatting, name translations, etc.
During the translation process, the translators
were also asked to keep track of the time spent on
different stages of the process: first full reading of
the source document, translation and verification.
The whole set of translated documents together
with the original English document set will be re-
ferred to as the Source Document Set. Given the
creation process, the Source Document Set con-
tains a total of 1350 texts (vs. 700 from MultiLing
2011): 7 languages with 15 topics per language, 10
texts per topic for a total of 1050 texts; 3 languages
with 10 topics per language, 10 texts per topic for
a total of 300 texts.
This Source Document Set was provided to par-
ticipating systems as input for their summarization
systems. It was also provided to human summa-
rizers, so that they would provide human, model
summaries on each topic and each language. The
human summarization process is described in the
following section.
3.3 Summarizing topics
In the summarization step of the corpus creation
different summarizers were asked to generate one
summary per topic in each language. The follow-
ing guidelines were provided to help the summa-
rizers:
The summarizer will read the whole
set of texts at least once. Then, the sum-
marizer should compose a summary,
with a minimum size of 240 and a maxi-
mum size of 250 words. The summary
should be in the same language as the
texts in the set. The aim is to create a
summary that covers all the major points
of the document set (what is major is
left to summarizer discretion). The sum-
mary should be written using fluent, eas-
ily readable language. No formatting or
other markup should be included in the
text. The output summary should be a
self-sufficient, clearly written text, pro-
viding no other information than what is
included in the source documents.
After summarization, human evaluation was
performed. The evaluation covered human sum-
maries, but also summarization system submis-
sions. The details are provided in the following
paragraphs.
3.4 Evaluating the summaries
The evaluation of summaries was performed
both automatically and manually. The manual
evaluation was based on the Overall Responsive-
ness (Dang and Owczarzak, 2008) of a text, as de-
scribed below, and the automatic evaluation used
the ROUGE (Lin, 2004) and AutoSummENG-
MeMoG (Giannakopoulos et al., 2008; Gian-
nakopoulos and Karkaletsis, 2011) and NPowER
(Giannakopoulos and Karkaletsis, 2013) methods
to provide a grading of performance.
For the manual evaluation the human evaluators
were provided the following guidelines:
Each summary is to be assigned an
integer grade from 1 to 5, related to the
overall responsiveness of the summary.
We consider a text to be worth a 5, if
it appears to cover all the important as-
pects of the corresponding document set
using fluent, readable language. A text
should be assigned a 1, if it is either un-
readable, nonsensical, or contains only
trivial information from the document
set. We consider the content and the
quality of the language to be equally im-
portant in the grading.
As indicated in the task, the acceptable limits for
the word count of a summary were between 240
5
and 250 words2 (inclusive). In the case of Chi-
nese there was a problem determining the number
of words. Based on the model summaries gathered
we (arbitrarily) set the upper limit of length in bytes
of the UTF8-encoded summary files to 750 bytes.
4 Language specific notes
In the following paragraphs we provide
language-specific overviews related to the corpus
contribution effort. The aim of these overviews is
to provide a reusable pool of knowledge for future
similar efforts.
In this document we elaborate on Arabic, En-
glish, Greek, Chinese and Romanian languages. A
second document (Elhadad et al., 2013) elaborates
on the rest of the languages.
4.1 Arabic language
The preparation of the Arabic corpus for the
2013 MultiLing Summarization tasks was organ-
ised jointly by Lancaster University and the Uni-
versity of Essex in the United Kingdom. 20 people
participated in translating the English corpus into
Arabic, validating the translation and summarising
the set of related Arabic articles. The participants
are studying, or have finished a university degree
in an Arabic speaking country. The participants’
age ranged between 21 and 32 years old.
The participants translated the English dataset
into Arabic. For each translated article another
translator validated the translation and fixed any
errors. For each of the translated articles, three
manual summaries were created by three different
participants (human peers). Amid the summarisa-
tion process the participants evaluated the quality
of the generated summary by assigning a score be-
tween one (unreadable summary) and five (fluent
and readable summary). No self evaluation was
allowed.
The average time for reading the English news
articles by the Arabic native speaker participants
was 5.58minutes. The average time it took them to
translate these articles into Arabic was 42.18 min-
utes and to validate each of the translated Arabic
articles the participants took 5.25 minutes on aver-
age.
For the summarisation task the average time for
reading the set of related articles (10 articles per
2The count of words was provided by thewc -w linux com-
mand.
each set) was 34.44 minutes. The average time for
summarising each set was 25.41 minutes.
4.1.1 Problems and Challenges
Many difficulties arose during the creation of
the gold-standard summaries. Some are language-
dependent and relate to the complexity of the Ara-
bic language. This required a special attention to
be paid while creating the summaries.
One problem concerns the handling of month
names in Arabic. There are twoways of translating
month names into Arabic:
• using the Arabic transliteration of the





• using the Arabic transliteration of the
English month names (e.g. “May”,
“ñK
A Ó”, “Mayo”).
Some of the participants found it difficult to
translate sentences where they believe they contain
an ambiguous structure. For example: “She said
Iranian security Chief Saeed Jalili had requested a
meeting in a telephone call”. The translators (who
are Native Arabic speakers) found it a bit hard to
choose between two translations:
• “Saeed Jalili asked to schedule a telephone
meeting”
• “Saeed Jalili phoned to request a meeting”.
Arabic sentence structure is highly complex and
therefore great attention must be paid when mov-
ing forward or pushing back phrases within a sen-
tence, as such shifts are likely to change the over-
all meaning. In addition, the use of passive voice,
metaphors and idioms in the original English text
has captured the translators attention, as the mean-
ing in such cases takes precedence over the literal
translation.
During the summarisation process, a sum-
mariser found that ordering a set of related articles
(discussing the same topic) in chronological order
simplifies the summarisation process.
Many participants found it difficult to meet the
250 summary word-limit as they believe 250 is not
enough to cover all the essential information de-
rived from a given set of documents.
Another problem concerns ’proper nouns’ when
translating into Arabic. The Arabic electronic dis-
course would sometimes show two variants of one
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English proper noun, as in the case with the name
’Francois Hollande’. Mostly in such cases, the
variant used in popular websites such as the Arabic
version Wikipedia was adopted.
Finally, there were many questions by the par-
ticipants on whether to create abstractive or extrac-
tive summaries.
4.2 Chinese language
Below we provide an overview of the organiza-
tional effort and comments on a variety of prob-
lems related to the preparation of the Chinese cor-
pus for MultiLing 2013.
4.2.1 Organization
First, the Chinese language team translated two
texts from English to Chinese together in order to
make an original unified example for each trans-
lator, including file format, title format, date for-
mat, named entity translation, etc. Second, we as-
signed different set of news texts as specific task
for each translator. For each news topic, we usu-
ally split the ten texts to two different translators at
least, so as to bring more thoughts from different
viewers and prepare enough for later discussion.
During the process of each translator, they were
asked to note any problems in a ‘problem file’, in-
cluding the source English part and the target Chi-
nese part. Third, we summed up a big problem
file from each translator. After a series of discus-
sions, we classified the problems into different cat-
egories and solved some of the problems success-
fully. The remaining problems were noted down in
a detailed report to the organizer of the MultiLing
2013Workshop of ACL 2013, as a knowledge pool
for future efforts. Fourth, we performed the verifi-
cation task. During the process, we made sure that
for each text, the verifier was different from the
translator. Also each verifier was demanded to log
any problems. Fifth, we did another discussion for
new problems coming from the verification phase.
Some problems were solved; others were added to
the detailed report. Sixth, we generated the needed
result files and made sure that they were in the re-
quested format (e.g., UTF8, no-BOM, plain text
files for summaries).
For the process of summarization and human
evaluation, first, we assigned three summarizers,
each of which needed to read all the ten topics and
write a summary for each topic. Second, we as-
signed three evaluators, making sure that for each
summary, the evaluator was different from the
summarizer. Third, we made a discussion about
the process of summarization and evaluation. All
agreed that summarization and evaluation were
much easier than translation.
There were mainly two common problems. One
was about the summary length. So we set a uni-
fied method for length checking. The other prob-
lem was more complex, which was that there
were many different information in the original ten
texts, but the result summary was limited to 250
words, so it was very difficult to choose the most
important information. As a result, some infor-
mation could be lost in final summaries. At the
same time, we also found minor problems regard-
ing the translation, improved the translation files
and updated the detailed report about the problems
we faced.
4.2.2 Problems and proposed solutions
In fact, related problems mainly came up from
the task of translation. Most of them were com-
mon questions of the translators and language-
dependent problems that needed special care. Here
we only list the main categories of problems 3.
First, there were problems with the translation of
person names. There are several sub-problems
here:
• There are some person names which are not
so popular, we could not find a result, so
we finally keep the unknown English words
among Chinese words.
• There is no specific separator between first
name, middle name and family name in En-
glish, only normal space. But in Chinese, we
usually add a separator “· ” between them.
　
• There is also some ambiguity in person name
to us, since we may be not quite familiar with
some specific knowledge of news related do-
main. 　
• There are also some person names which
seem to contain non-English characters.
These names are more difficult for us, so we
just keep most of them as the original format
in English news. 　
• There are some person names with only one
capitalized character and a dot in the middle
3A more detailed report has been submitted to the orga-
nizer of the Workshop.
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part. It’s really difficult for us to find a cor-
responding Chinese translation for it, so we
just keep it as the original English format in
the Chinese translations and keep the original
English name in the following brackets.
Second, the translation for the English name of
some websites, companies, organizations, etc, can
cause problems. Since the full name may be too
long for news reports, most of them also have oc-
curred in corresponding simple format of abbre-
viation. Some of them are famous enough that
we have a popular Chinese translation for them,
while others are not so popular. So we decided
that for unknown ones, we just reserve the English
name, but for those known ones, we add the Chi-
nese translation and keep some of the English ab-
breviation.
Third, the translation of time expressions is non-
trivial. In English, the order usually used is: Week-
day, Month Day, Year. But according to Chinese
habit, we mention time usually in the following or-
der: Year Month Day, Weekday.
Fourth, translation of locations names may not
exist. There are many location names in these
news texts. We tried to find their Chinese transla-
tion from many resources, but there are still some
difficult ones left.
Fifth, there are someEnglishwords in the source
texts which seem to be unrelated to other sentences
in the news text (these may be text captions of pho-
tos in the source WikiNews articles). We just left
them as they were.
Sixth, there are some sentences which are diffi-
cult to understand clearly because the context and
structure are ambiguous. In these cases, we made
a Chinese translation which seems best to us.
The above problems conclude the Chinese lan-
guage contribution language-specific notes.
4.3 English and Greek languages
The effort related to the organization of the En-
glish and Greek languages was essentially equiva-
lent to the MultiLing 2011 pilot (Giannakopoulos
et al., 2011). This year 5 new topics were added
to the two languages. The effort for English was
reduced because no translation was needed. In the
following subsections we elaborate on the organi-
zation details and the problems faced during the
different subprocesses of the corpus creation.
4.3.1 Organization
A total of 7 people (being either MSc students,
or researchers, all with fluency in English and
Greek) were recruited for the two languages. An
initial meeting was held to provide the basic guide-
lines and discuss questions on the translation pro-
cess. Subsequently, e-mail communication and
periodic conferences were used to assign the next
tasks, related to summarization and evaluation.
For the purposes of meaningful assignment we
created and used an automatic assignment script,
that allows pre-allocating specific texts to workers
(for any of the required tasks), while it automati-
cally distributes work according to the availability
of workers. The script avoids assigning workers to
texts/tasks more than once.
In the evaluation process, we made sure
(through pre-assignments) that no human would
judge their own summary. It would have increased
efficiency, if we had ascertained that human sum-
marization would occur right after the translation
of the texts.
The average time for reading the English news
articles by the Greek native speaker participants
was around 8 minutes. The average time it took
them to translate these articles into Greek was
around 48 minutes on average (with a couple of
extreme cases exceeding 100 minutes, due to tech-
nical terminology, which was difficult to trans-
late). The summarization time of the new topics
in English was around 24 minutes per topic (plus
an average of 8 minutes allocated to reading the
source texts). For Greek the summary time was
around 50 minutes per topic (we note that the sum-
marizers’ groups for English and Greek were only
minimally overlapping). In the Greek case, some
deeper search showed that a single summarizer
heavily biased the distribution of times to higher
values.
To follow the progress of tasks, a generic project
management tool was used. However, the tool
proved insufficient in the micro-planning of the ef-
fort (individual assignments tracking). It would
clearly make sense to use an ad-hoc designed sys-
tem for planning and implementation of the effort.
4.3.2 Problems and proposed solutions
The main problems identified by contributors
for Greek and English translation were related to
well-known translation problems: named entity
translation, date formatting, highly technical or
domain specific terminology, ambiguous terms in
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the source text. Additional effort from translators
provided solutions to these problems according to
common practice in the translation domain.
The summarization effort indicated a few inter-
esting points. Even though summarizers have their
individual method for summarizing, some com-
mon practices and notes arise:
• A non-thorough glimpse of the source texts
helps determine the overall topic.
• Time ordering is important in several cases,
thus time ordering of the source texts is ap-
plied before the summarization process itself.
The process is non-trivial even for humans.
• An initial summary which may be longer than
the target size is created and several reductive
transformations are applied. The 250 word
limit proved critical and challenging, in that it
forced summarizers to carefully choose infor-
mation, essentially not covering the whole set
of information from the source documents.
• Syntactic compression and rewriting is the
last line of summarization, when it is obvious
that more compression is needed.
As related to the evaluation process, we noted
that there exists an inherent tendency for evalua-
tors to determine whether a human or a machine
performed the summarization. There were cases
where evaluators altered their grading, because
they inferred that not all texts were from humans
or not all were from machines. We had noted this
phenomenon also in MultiLing 2011. There are
several cases where the evaluator also tries to de-
termine the strategy of the system and, when one
understands the underlying strategy, this may bias
the grade. It would be interesting to evaluate this
bias in the future.
Some additional notes are related to problems
with the organization of the effort:
• A distributed work environment that would
help track the progress of individuals and
assignment of new tasks without significant
communication effort, would have been very
helpful.
• The assignment script was really critical in
facilitating the organization of the effort and
we plan to make it publicly available to allow
reuse.
Overall, the collection and generation of the cor-
pus was a very challenging effort, both in terms
of organization and individual questions arising.
However, next steps can build upon the lessons
learnt, if the effort is well documented and the doc-
uments are freely and openly shared.
4.4 Romanian language
AtMultiLing 2013, Romanian was addressed as
a language for the first time. Following the Call
for Contributors launched by the MultiLing orga-
nizers and based on the experience in the QA @
CLEF4 evaluation campaign (Peñas et al., 2012),
we started the data collection process workingwith
a group of ten MSc students in Computational
Linguistics from our Faculty, later adding another
MSc student to the working group. Below we pro-
vide some notes on the translation and generation
of human summaries processes:
• The translation, including verification, of
the 150 WikiNews text documents from En-
glish into Romanian, was performed in a dis-
tributed context, theoretically based on an ar-
chitecture like the one described in (Alboaie
et al., 2003). Each student received one topic
(10 documents) to be translated, based on a
set of guidelines. We devised guidelines to
tackle any language-dependent problems that
need special care, and they were improved af-
ter each solution received from the students
and based also on their questions. The full
guidelines are provided in the Appendix of
this document.
We started with the following workflow: stu-
dent A receives 10 English documents to be
translated and summarized and sends the re-
sults to the organizer; another student, B, re-
ceives the English documents and the Roma-
nian translations (made by student A) and s/he
verifies the translations and prepares another
summary. Finally, another student, C, re-
ceives from the organizer the 10 Romanian
documents and s/he prepares the third sum-
mary of a given topic.
Since the task proved to be very time-
consuming for the students, all the last five
topics (the ones introduced this year) were
given to one student and then the translations
were verified by the organizer.
4See http://celct.fbk.eu/ResPubliQA/index.
php for more information.
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• The generation of human summaries was per-
formed immediately after the translation. For
each topic, the aim was to create a summary
that covers all the major points of the topic
(what is major was left to summarizer’s dis-
cretion), being a self-sufficient, clearly writ-
ten text, providing no other information than
what is included in the source documents.
The students were given no specific recom-
mendations regarding the type of summary
they should produce, e.g. an abstract ver-
sus an extract (Mani and Maybury, 1999),
but they were specifically instructed to under-
stand the main aspects of summarization.
5 Conclusions and lessons learnt
The corpus generated throughout the MultiLing
corpus preparation provides a benchmark dataset
for multilingual summarization. It tries to cap-
tured interesting, representative events, covering
a variety of well-known news events around the
world. The recent corporate interest in summa-
rization, in conjunction with the ever-present in-
crease of information flow from the Web and in-
formation redundancy, show that having a scien-
tifically plausible set of evaluation tools for sys-
tems can help bring useful summarization systems
to a wide audience. MultiLing functions as a fo-
cus point for multilingual summarization research
and this document described the methods used to
create a commonly accepted multilingual, multi-
document summarization corpus.
Concerning thoughts on the future work of Mul-
tiLing, there are some points that have been raised
by Contributors that we reproduce in the following
sentences:
• In the translation phase, it would be useful to
have translators for different languages dis-
cuss directly about some difficult cases, such
as some ambiguous words, phrases and sen-
tences, especially when they are expressed in
some language-specific way.
• It would be very interesting to exploit the po-
tential of comparable corpora, and not only
of the parallel ones, especially if we consider
the multilingual setting of MultiLing 2013.
This means that the data should be collected
starting from a given topic and each language
contributor should find 10 documents on that
given topic in his/her language.
• Creating a collaborative platform for build-
ing and improving summarization corpora
could significantly facilitate the corpus build-
ing process for future efforts.
We remind the reader that a second paper (El-
hadad et al., 2013) addresses the problems and
challenges faced in the remaining languages ac-
tively contributed to in MultiLing 2013 (Czech,
Hebrew and Spanish), thus completing the lessons
learnt from theMultiLing 2013 contribution effort.
Extended technical reports recapitulating discus-
sions and findings from the MultiLing Workshop
will be available after the workshop at the Multi-
Ling Community website5, as an addenum to the
proceedings.
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Appendix B: Romanian guidelines
1. Translation equivalents belonging to the same
part of speech should be used. The Romanian
words should be as“closest”as possible to
their English equivalents: If the English word
has as equivalent a cognate in Romanian, this
one should be used. The Romanian wordnet6
(Tufis et al., 2004) should be used for prob-
lematic situations. If the English word doesn’
t have a Romanian cognate, then the transla-
tor should not try to paraphrase it. Example:
The English “sporadic”will be translated
into‘sporadic’, even though the translator
would be tempted to use instead‘izolat’or
‘rar’. It is not recommended to give trans-
lations such as ‘mai puţin’or ‘mai rar’
.
2. English words should not be omitted and
words which are not in the original English
text should not be added because of stylistic
reasons. Example:“The Telegraph”will be
not translated when it refers to the newspa-
per and, moreover, the translators will not in-
troduce an explanation, like‘cotidianul The
Telegraph’[English: The Telegraph newspa-
per].
3. The Romanian diacritics have to be used, in
UTF-8 encoding.
4. The translators must preserve as much as pos-
sible the tenses of the English verbs. Any dis-
agreement from the English tense is allowed
for linguistic reasons only (Romanian spe-
cific constructions), and not for stylistic ones.
5. The translators will preserve the format of
dates, times, numbers. For example, for the
issuing date of an article being “March 25,
6See http://www.racai.ro/wnbrowser/.
2010”, the Romanian translation will be’25
martie 2010’and NOT ‘Martie, 25, 2010’
OR‘25 Martie, 2010’.
6. The format of the numbers should follow the
Romanian convention with respect to the dec-
imal separator, which is comma (,), and not
the period (.), like in English-speaking coun-
tries.
7. The unclear or unsure situations encountered
by the translators will be separately recorded
in a file, indicating the provenance of the doc-
ument, the ID used for the problematic sen-
tence and the commentaries/suggestions.
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