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Rate Control for Predictive Transform Screen
Content Video Coding based on RANSAC
Victor Sanchez, Member, IEEE
Abstract—In predictive transform video coding, optimal bit
allocation and quantization parameter (QP) estimation are im-
portant to control the bit rate of blocks, frames and the whole
sequence. Common solutions to this problem rely on trained
models to approximate the rate-distortion (R-D) characteristics
of the video content during coding. Moreover, these solutions are
mainly targeted for natural content sequences, whose characteris-
tics differ greatly from those of screen content (SC) sequences. In
this paper, we depart from such trained R-D models and propose
a low-complexity RC method for SC sequences that leverages
the availability of information about the R-D characteristics of
previously coded blocks within a frame. Namely, our method
first allocates bits at the frame- and block-levels based on their
motion and texture characteristics. It then approximates the R-
D and R-QP curves of each block by a set control points and
random sample consensus (RANSAC). Finally, it computes the
appropriate block-level QP values to attain a target bit rate
with the minimum distortion possible. The proposed RC method
is embedded into a standard High-Efficiency Video Coding
(H.265/HEVC) encoder and evaluated on several SC sequences.
Our results show that our method not only attains better R-
D performance than that of H.265/HEVC and other methods
designed for SC sequences but also attains a more constant and
higher reconstruction quality on all frames.
Index Terms—video coding, rate control, RANSAC, block-level
bit allocation, HEVC.
I. INTRODUCTION
RAte control (RC) methods are important to efficientlyconstraint the bit rate during video coding to satisfy any
channel bandwidth, end-to-end delay or storage requirements
[1–3]. In essence, RC aims at minimizing the distortion of
the coded video data subject to a bit rate constraint. This
is usually achieved by 1) employing optimal bit allocation
(OBA) schemes that minimize the distortion of the recon-
structed video, and 2) determining the appropriate quantization
parameter (QP) that ensures that the target bit rate is attained.
For the case of predictive transform coding (PTC), OBA can
be done at different coding levels: Group-Of-Picture (GOP)-
level [4], frame-level [5] and block-level [6, 7]. Usually, the
finer the level, the higher the RC accuracy. In this work, we
not only focus on frame-level OBA, but also on block-level
OBA and QP-estimation because it has been shown that coding
blocks at the appropriate bit rate with the minimum distortion
possible helps to further improve the coding performance on
subsequent blocks, frames, and the whole video sequence [8].
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Block-level OBA and QP estimation are particularly chal-
lenging because of the frame-level dependencies induced by
inter-prediction and the block-level dependencies induced by
intra-prediction. However, if one assumes that the blocks are
coded independently, it is possible to distribute a bit budget
independently among the constituent blocks of each frame.
Such an assumption also allows estimating a QP value for each
block according to a bit budget. Lagrangian optimization can
then be used to achieve the minimum average distortion under
a given bit constraint. In practice, the dependencies among
frames and blocks may reduce the efficiency of Lagrangian
optimization because the rate-distortion (R-D) characteristics
of a block are unknown before its reference blocks are coded.
Dynamic programming can be employed in these cases at
the expense of considerably increasing the complexity of
the optimization problem [9]. A common strategy to reduce
such complexity is to use R-D models to approximate OBA
solutions before the actual coding. Such models include those
based on ρ-domains [10, 11], polynomials [12–15], logarithms
[16], the slope of a reference R-D curve [1], and more recently
those learned through machine learning techniques [17, 18].
The low computational complexity of RC methods based
on R-D models has fuelled their widespread use in modern
video codecs. For example, the reference implementation of
the H.265/HEVC standard includes RC as a non-normative
part. This RC approach is based on a rate (R)-λ model to
approximate the slope of the R-D curve of the video sequence
to be coded. Such an R-D model, which is usually computed
based on training data, is effective for video sequences that
share the same characteristics as those of the training data, e.g.,
similar textures and motion. However, it may fail for sequences
that significantly differ from the training data. For example,
the R-D model obtained from training sequences depicting
natural content (NC) may perform poorly on screen content
(SC) sequences. One simple way to address this problem is
by defining a distinct R-D model for each type of content.
This is not practical, as new imaging technologies are likely
to introduce new content with a wide range of characteristics,
thus requiring pre-computing a large number of R-D models.
An alternative solution is to design a recursive R-D model for
the sequence to be coded, such as those proposed for frame-
level OBA in [4]. Although such solutions do not require
computing R-D models from a set of training sequences, they
still involve recomputing a model, thus increasing the overall
complexity.
This paper proposes a low-complexity RC method that
leverages the availability of information about the R-D char-
acteristics of previously coded blocks within a frame based
on the promising results obtained in [3]. Our RC method
Copyright ©20xx IEEE. Personal use of this material is permitted. However, permission to use this material for any other
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focuses on frame-level OBA, block-level OBA and block-level
QP estimation within the context of PTC of SC sequences.
Specifically, it allocates bits to each frame based on its texture
and relative motion with respect to previously coded frames.
At the block-level, bit allocation is performed based on the
coding complexity of the blocks. The method then linearly
approximates the R-D and Rate-QP (R-QP) curves of each
block based on a set of control points and computes the
appropriate QP value to attain a target bit rate with the
minimum distortion possible. Compared to our previous work
in [3], our RC method presents four main contributions.
First, it incorporates a frame-level bit allocation strategy
specifically tailored for SC sequences. Second, it increases
the approximation accuracy of the block-level R-D curves by
using random sample consensus (RANSAC), which allows
eliminating any R-D information considered to be an outlier.
Third, it approximates the block-level R-QP curves by using
a set of control points and RANSAC to accurately estimate
QP values. And fourth, it is designed not only for intra-coded
frames but also for inter-coded frames. To the best of our
knowledge, no other RC method has been proposed based on
the linear approximation of both, the R-D and R-QP curves
of video sequences at the block-level. We integrate our RC
method into a standard H.265/HEVC encoder for the coding of
several SC sequences using both intra-coded and inter-coded
frames. Performance evaluation results show that the proposed
RC method attains the overall target bit rate very accurately
with important improvements on R-D performance.
The rest of the paper is organized as follows. Section II
briefly reviews the related work on RC for SC sequences. We
describe our RC method in Section III. Section IV presents
our performance evaluations and discusses the results. Finally,
Section V concludes this paper.
II. RATE CONTROL FOR SC SEQUENCES
Within the context of PTC of video sequences, RC aims at
attaining, as accurately as possible, a target bit rate, Rtarget,
with a minimum distortion, D [19]:
minD subject to R ≤ Rtarget. (1)
Such an optimization can be handled as an unconstrained rate-
distortion optimization (RDO) by minimizing the total R-D
cost function, J [19, 20]:
J(T0, T1, . . . , TN−1) =
N−1∑
i=0




where Ti is the optimal number of bits assigned to entity i
within a coding level, which minimizes distortion Di between
the original and the reconstructed ith entity subject to a bit
budget, Ri. The Lagrangian multiplier, λ, controls the trade-
off between rate and distortion by adjusting the number of bits
spent on each entity. Hence, the attained bit rate depends not
only on the selected QP, but also on λ [21].
It has been shown in [22] that the R-D characteristics of NC
video sequences can be approximated as a hyperbolic function
of the form:
D(R) = C ∗R−K , (3)
where C and K are determined by parameter fitting on
an experimentally obtained R-D curve of the sequence. The
Lagrangian multiplier, λ, in Eq. 2, which corresponds to the
slope of the R-D curve, can then be obtained by differentiating
Eq. 3 w.r.t. R [21, 22]:
λ = −∂D
∂R
= C ∗K ∗R(−K−1) = αRβbpp, (4)
where α = C ∗ K, β = −K − 1, and Rbpp is the target bit
rate in bits per pixel (bpp). Eq. 4 is the R-D model used by
the reference implementation of the H.265/HEVC standard for
RC, also known as the R-λ model. Since computing the R-D
curve of each sequence to be coded is not practical, α and β
are determined based on training data. Once λ is computed,
QP values at the largest coding unit (LCU) and frame levels
are obtained according to the linear model [23]:
QP = alogλ+ q, (5)
where a and q are parameters computed from training data.
To accurately reflect the R-D characteristics of the whole
sequence, RC in H.265/HEVC uses the actual bit rate and λ
values of the already coded LCUs and frames to update the
model parameters, α and β, during the coding process. It is
important to note that for intra-coded frames, α and β remain
constant for all LCUs within the frame and are only updated
after coding the whole frame [24, 25].
It is well-known that SC sequences differ from NC se-
quences in terms of their motion and texture. Namely, signif-
icant motion or abrupt changes are commonly found between
consecutive frames of SC sequences. Moreover, many textures
found in these sequences are computer-generated. To improve
coding performance of SC sequences, a number of coding
tools are incorporated in modern video codecs. For example,
H.265/HEVC incorporates the SC coding (SCC) extensions,
which include the following coding tools: Transform Skip
(TS), Intra-Block Copy (IBC), Palette mode (PAL), Cross-
Component Prediction (CCP), Adaptive Color Transforms,
(ACTs), and Residual Differential Pulse Code Modulation
(RDPCM) [26, 27]. The the third generation of Audio Video
Standard (AVS3) incorporates string prediction (SP), also
known as string matching, as an effective SCC tool. [28?
–31]. TS bypasses the transform after intra-prediction to
avoid spreading the energy associated with discontinuities in
the residual signal over a wide frequency range [33]. IBC
predicts the block using any previously coded and recon-
structed region within the same frame, similar to motion
estimation/compensation in inter-prediction. PAL enhances the
prediction-then-transform representation of blocks that contain
a limited number of different color values. CCP exploits the
correlation among color components by predicting and scaling
the residual of the second or third color component using
as reference the residual of the first color component. ACTs
remove inter-color component redundancy by adaptively con-
verting the residual to different color spaces at the coding unit
(CU) level. RDPCM predicts residual values in the horizontal
or vertical direction using the immediately adjacent residual
values. SP breaks the CU to be encoded into multiple strings
of variable size and searches for the best-matching reference
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strings within a previously coded and reconstructed region.
The motion and texture characteristics of SC sequences,
unfortunately, usually result in RC methods performing poorly
when applied to these sequences. Recently, several methods
have been proposed to improve the performance of the R-λ
model in H.265/HEVC for the coding of SC sequences. These
methods account for the characteristics of these sequences
and update the model parameters accordingly. For example, in
[34], the authors propose to account for any significant motion
and abrupt changes between consecutive frames to distribute
the bit budget. Specifically, their method assigns a bit budget
to each frame based on its complexity as measured by the
prediction error within a sliding window. Once bit allocation
is completed at the frame and LCU levels, λ is adjusted by
a factor that reflects the consumption of bits. Although this
method has been shown to outperform the current RC method
used by H.265/HEVC, it still depends on accurately estimating
the model parameters. The work in [35] improves the work
in [34] by pre-computing the coding complexity of incoming
frames after string them in a buffer. Based on this complexity
analysis, the target bit rate for the current frame is estimated
based on the buffer status and the complexity of the next few
frames. At the LCU-level, the target bit rate is estimated based
on the prediction error of motion estimation. This method,
however, inevitably introduces delays as it requires analyzing
incoming frames before making bit allocation decisions. In
[36], the authors propose to first classify frames into key
and non-key frames. Their method then uses two linear rate
quantization (RQ) models to encode the classified frames.
Frame classification and the linear RQ models are based on
the Sum of Absolute Differences (SAD) between consecutive
frames. Despite its advantages, this method does not include
strategies for block-level OBA and QP estimation. More re-
cently, the work in [37] proposes to classify Coding Tree Units
(CTUs) into three categories: Text-CTUs (T-CTUs), Screen
Image-CTUs, and Nature Image-CTUs. Three R-λ models
with distinct parameters are then used to reflect the distinct R-
D relationships of the three categories of CTUs. This strategy,
which is similar to that used previously for High Dynamic
Range content in [20], still relies on updating the parameters
of the three R-λ models.
III. PROPOSED RC METHOD
Since our contributions are at the frame- and block-levels,
we follow the same uniform bit allocation strategy used by
RC in H.265/HEVC at the GOP-level. By doing this, we
can compare, in a fair manner, the performance of our RC
method against the R-λ model of H.265/HEVC, as well as
recently proposed RC methods for SC sequences based on
H.265/HEVC. This particular bit allocation strategy uniformly
distributes the total bit budget over the GOPs, with possible
fluctuations related to the number of remaining uncoded GOPs
and the remaining bit budget [1]. More specifically, at the
GOP-level, the current GOP, G, is assigned TG bits, which
are determined based on the frame rate, F ; the number of
frames in the current GOP, NG; the number of frames already
coded in the current GOP, N̂G; the number of bits spent by









After allocating bits at the GOP-level, our RC method
follows four main steps:
1) Bit Allocation at the frame-level.
2) Bit Allocation at the block-level.
3) Approximation of block-level R-D curves and λ.
4) Approximation of block-level R-QP curves and QPs.
It is important to note that the approximation of the block-
level λ (Step 3) is necessary, as λ controls the trade-off
between rate and distortion by adjusting the number of bits
spent on blocks (see Eq. 2).
A. Bit allocation at the frame-level
Given TG bits assigned to the current GOP, we assign Tf
bits to the current frame, f , according to its coding cost, Cf ,
and the number of bits left for the uncoded frames in the GOP





For the case of intra-predicted frames, the coding cost is
denoted by Cintraf . This cost only accounts for the texture
of the frame, as intra-predicted frames do not depend on
previously encoded frames. Specifically, we quantify the cod-
ing cost of an intra-predicted frame by the average of the






where HADi is the Hadamard Transform value of the ith
block, which is calculated as the sum of absolute differences
between pixel values and their corresponding intra-predictions
in the horizontal and vertical directions [39]. The Hadamard
Transform is a fast and accurate way to estimate the coding
cost of a block to be coded using angular intra-prediction and
is currently employed in the reference implementation of the
H.265/HEVC standard [38]. A low Cintraf value indicates the
majority of blocks in frame f have a smooth texture and are
therefore relatively easy to code.
For the case of inter-coded frames, the coding cost is
denoted by Cinterf . This cost accounts for both the frame’s
texture and relative motion with respect to previously coded
frames. Specifically, we quantify the coding cost of an inter-
predicted frame by the average of the gradient values of the






where GRDi is the average of gradient values of the residual
signal of the ith block, computed in the horizontal, vertical
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+ |rir,c − rir,c+1|+ |rir,c − rir+1,c+1|,
(10)
where n×n is the size of the ith block and rir,c is its residual
value at position (r, c). A low GRD value indicates an easy
to code block as the absence of high gradient values indicates
a smooth residual signal. Since Cinterf is computed based on
residual signals, it accounts for the relative motion of frame
f with respect to previously coded frames.
B. Bit allocation at the block-level
Given Tf bits assigned to the current frame, we assign Tb
bits to the current block, b, according to its coding cost, Cb,





× T̃f . (11)
We quantify the coding cost of an intra-predicted block by
its Hadamard Transform, HADb. We quantify the coding cost
of an inter-coded block by the average of gradient values of
its residual signal, rb, in the horizontal, vertical and diagonal
directions, GRDb, as computed in Eq. 10. The target bit rate
for block b is then Rb = Tbn×n .
C. Approximation of block-level R-D curves and λ
The R-λ model in Eq. 4 has been shown to be very effective
once a set of parameters, {α, β}, is obtained from training
data. For the particular case of NC sequences, the set of
parameters currently used by the reference implementation of
the H.265/HEVC standard allows attaining a target bit rate
accurately with low computational complexity. However, such
a set of parameters may not be effective for SC sequences,
whose content is well-known to be considerably different from
that of NC sequences. To illustrate this, let us take the R-
D relationship of the NC sequence ParkScene and the SC
sequence ChineseEditing, as shown in Fig. 1 (1st row). The
slope of the R-D curve of the NC sequence ParkScene can
indeed be approximated by λ = αRβbpp with α = 6.38 and
β = −1.62, which are values very close to those used by
H.265/HEVC for RC (i.e., α = 6.75 and β = −1.78). The
slope of the R-D curve of the SC sequence ChineseEditing can
also be approximated by an R-λ model, but with parameters
α = 2.40 and β = −3.02, which greatly differ from those
used by H.265/HEVC for RC.
Fig. 1 (2nd row) shows how a piecewise linear function
can also approximate the R-D curves in Fig. 1 (1st row)
by sampling the curves and interpolating linearly between
adjacent R-D points. Specifically, one can select N control
points where the ith point, pi = (R̂i, Di), represents the
actual measured rate, R̂i, and actual distortion, Di. Piecewise
linear interpolation can then be used to estimate any rate
and distortion point [40]. Although such an approach has
been shown to reduce the complexity of estimating the R-
D characteristics of video sequences without significantly
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Fig. 1: (1st row) The R-D relationship of (left) the NC sequence
ParkScene and (right) the SC sequence ChineseEditing. Both se-
quences are coded using a GOP structure of I-P-P-P frames. (2nd
row) The R-D curves are approximated by a piecewise linear function
by interpolating linearly between adjacent R-D points.
reducing the RC performance, it still requires pre-computing
N control points for the whole video sequence [41].
In this work, we leverage the low complexity of linear
approximations and the availability of control points within
the current frame to approximate the R-D characteristics
of each block of the current frame. More specifically, we
propose to linearly interpolate among N ≥ 2 control points,
each representing actual measured rate and distortion values
of previously coded blocks within the same frame, whose
characteristics are very similar to those of the current block.
We use the coding cost of blocks, as defined in Section III-B,
to quantitatively measure the similarity among blocks. We
select pi = (R̂i, Di) associated with the ith already coded
block as a control point for the bth block, with i < b, if the
following two criteria are met:
Criterion 1 - coding cost: (1−ρ)Cb ≤ Ci ≤ (1 + ρ)Cb, where
ρ 1 is a small constant. Criterion 1 allows identifying those
previously coded blocks whose coding costs are very similar
to that of the bth block, i.e., Cb. Similar coding costs mean
similar R-D characteristics.
Criterion 2 - actual measured rate: (1 − σ)Rb ≤ R̂i ≤
(1 + σ)Rb, where σ  1 is a small constant. Criterion 2
allows selecting those previously coded blocks that, apart from
fulfilling Criterion 1, have been coded at a bit rate very similar
to the target bit rate of the bth block, i.e., Rb.
Fig. 2 exemplifies three sample collections of N ≥ 2 control
points for a P-frame of the SC sequence Viking. Note that as
the number of control points increases, the variety of the actual
measured rate and distortion values also increases, which in
turn helps to more accurately represent the R-D characteristics
of similar blocks. Also note that it is possible to fit a line using
a least-squares criterion over the set of N ≥ 2 control points
5
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Fig. 2: (a) A P-frame of the SC sequence Viking coded using an I-P-P-P GOP structure. Similar blocks are highlighted in three distinct
colors. The similarity is measured in terms of the coding cost of the residual blocks (see Eq. 10). R-D control points and the line fitted
(least-squares criterion) to approximate the corresponding R-D relationship of (b) low-cost blocks (highlighted in red on the frame), (c)
medium-cost blocks (highlighted in magenta on the frame), and (d) high-cost blocks (highlighted in blue on the frame). (e) The control
points associated with the low-cost blocks (red blocks) are used to fit a line using RANSAC (in green).
to approximate a linear R-D relation, D̃(R), of the form:
D̃(R) = λ̃R+ h, (12)
where λ̃ is the slope of the linear interval and h is the distortion
intercept, i.e., the point at which the line crosses the distortion
axis. The slope in Eq. 12 is a very good approximation of
the slope of the R-D curve of the control points over a
piecewise linear segment. In turn, this slope is also a very
good approximation of λ, i.e., the slope of the R-D curve of
the current block. The approximated slope, λ̃, can then be used
to drive the coding process of the current block and compute
a QP value using the linear QP-λ relation in Eq. 5. However,
one must account for two important aspects. First, the set of
N ≥ 2 control points, although selected to resemble the R-D
characteristics of the current block as close as possible, may
include outliers that negatively affect the linear approximation
in Eq. 12. Second, using the linear QP-λ relation in Eq. 5
implies relying on a model whose parameters, {a, q}, may not
accurately reflect the QP-λ relationship of the current block.
We address the first concern by introducing RANSAC into
the linear approximation of Eq. 12, as explained next. We
address the second concern in Section III-D, where we propose
to compute the QP of the current block by also using linear
interpolations.
RANSAC [42] randomly draws two control points from the
set of N ≥ 2 control points and computes a candidate linear
R-D relation, D̃(R)candidate, using Eq. 12. Control point pi is
an inlier of the line defined by D̃(R)candidate if and only if the
squared distance from pi to such line is less than a threshold,
th. RANSAC tests D̃(R)candidate against all N ≥ 2 control
points to determine the number of inliers. After a given number
of iterations, the candidate linear R-D relation with the most
inliers is selected. This is illustrated in Fig. 2(e).
It is expected that for some blocks the number of control
points found is N < 2, e.g., for the initial block of a
frame. In such cases, we follow a low-complexity approach to
approximate the R-D curve by using at most N = 2 control
points representing actual measured rate and distortion values
of the current block, as detailed in Algorithm 1.
Algorithm 1: Approximation of the R-D curve of block b
by using actual measured rate and distortion values.
Require: rb, db, Rb, QPmax, QPmin
1: QP1 ← ∆QPdb−1 × rbdepth +QPmin −
∆QP
db−1
2: QP1 ← clip(QP1, QPmin, QPmax)
3: (R̂1, D1)← entropyCode(rb, QP1)
4: if R̂1 > Rb then












9: QP2 ← clip(QP2, QPmin, QPmax)






Algorithm 1 requires as input the bit depth of block b in the
pixel domain, db; its residual signal, rb; its target bit rate, Rb;
and the maximum and minimum QP values accepted by the
encoder, QPmax and QPmin, respectively. Line 1 computes
the QP associated with the first control point by using a
linear relation between the range of QP values used by the
encoder and db, where ∆QP = QPmax−QPmin and rbdepth
denotes the bit depth of the residual signal. The higher rbdepth ,
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Fig. 3: (1st row) The linear QP-λ relation of (left) the NC sequence
ParkScene and (right) the SC sequence ChineseEditing encoded using
a GOP structure of I-P-P-P frames. (2nd row) The R-QP relation
of each sequence is approximated by a piecewise linear function
interpolating linearly between adjacent R-QP points.
the larger QP1, which implies that high-bit depth residual
signals require a relatively large QP for the bit rate to get
close to Rb. Line 2 guarantees that QP1 is within the range
[QPmin, QPmax]. Line 3 entropy encodes rb with QP1 to
compute the first control point p1 = (R̂1, D1). Lines 4-8
compute the QP associated with the second control point by
using a linear relation between rates {R̂1, Rb} and QP1. If
R̂1 > Rb, then QP2 must be > QP1; otherwise, QP2 must be
< QP1. Line 10 entropy encodes rb with QP2 to compute the
second control point, p2 = (R̂2, D2). The two control points
are used to linearly interpolate λ̃ in line 11.
D. Approximation of block-level R-QP curves and QP
To compute the QP of the current block, we depart from
the QP-λ model in Eq. 5 and instead approximate the R-
QP relationship using RANSAC. Fig. 3 (1st row) shows the
linear QP-λ relations of the NC sequence ParkScene and the
SC sequence ChineseEditing according to the model in Eq.
5. It is clear that this model poorly approximates these linear
QP-λ relations. Fig. 3 (2nd row) shows instead the actual R-
QP curves of these sequences. Note that these curves are not
linear, but can be approximated by a piecewise linear function
interpolating linearly between adjacent R-QP points, where
each linear segment is of the form:
Q̃P (R) = mR+ j, (13)
where m is the slope of the line and j is the QP intercept,
i.e., the point at which the line crosses the QP axis. Based on
this observation, we propose to use RANSAC with the same
N ≥ 2 control points used to approximate the R-D curve
of the current block to compute its QP value according to Eq.
13. This is possible since each control point is associated with
a QP value. Consequently, the ith control point can also be
expressed as pi = (R̂i, QPi), where QPi is the QP value that
results in rate R̂i with distortion Di. For those blocks where
the number of control points found is N < 2, we follow an
equivalent low-complexity approach to that in Algorithm 1 to
approximate the R-QP curve by using at most N = 2 control





Our complete approach to computing the value of λ̃ and QP
for block b is embodied in Algorithm 2. Apart from the inputs
required by Algorithm 1, Algorithm 2 requires the costs of the
already coded blocks in the current frame, {C0, . . . ,Cb−1},
parameters ρ and σ (used by the two criteria explained in
Section III.B), and set P , which stores each control point
as pi = (R̂i, Di, QPi). In lines 1-5, Algorithm 2 selects
the control points according to the two criteria. In line 7,
Algorithm 2 uses RANSAC to compute λ̃ and Q̃P if set P has
at least two elements. If |P | < 2, function approxLamdaQP
is used in line 9 to compute λ̃ and Q̃P by using Algorithm 1.
The algorithm returns {λ̃, QP} in line 12 after clipping Q̃P
in a narrow range.
Algorithm 2: Computation of block-level λ and QP for
block b.
Require: {C0, . . . ,Cb−1}, rb, db, Rb, QPmax, QPmin, ρ, σ, P = ∅
1: for i = 1→ b− 1 do
2: if (1− ρ)Cb ≤ Ci ≤ (1 + ρ)Cb AND
(1− σ)Rb ≤ R̂i ≤ (1 + σ)Rb
3: P ← P ∪ {(R̂i, Di, QPi)}
4: end
5: end
6: if |P | ≥ 2
7: {λ̃, Q̃P} ← RANSAC(P )
8: else
9: {λ̃, Q̃P} ← approxLambdaQP(r, db, Rb, QPmax, QPmin)
10: end
11: QP ← clip(Q̃P ,QPmin, QPmax)
12: return {λ̃, QP}
IV. PERFORMANCE EVALUATION
We embed our RC method into a standard H.265/HEVC
encoder with the Screen Content Coding (SCC) tools [26]
(HM16.9+SCM-8.0 [43]). Our test data set comprises several
4:4:4-RGB, 4:4:4-YUV and 4:2:0-YUV SC sequences with 8-
bit and 10-bit precision from the H.265/HEVC common test
conditions for screen content coding (CTC-SCC) [44] and the
verification test for screen content coding (VT-SCC) [45], as
tabulated in Tables I-III. These test sequences cover a wide
range of characteristics in terms of length, smoothness, scene
complexity, type of content, and motion. We use all frames
of these test sequences as specified in the CTC-SCC and the
VT-SCC [44, 45]. We use the All-Intra (AI), Low Delay-B
(LD-B), and Random Access (RA) coding configurations of
the CTC-SCC and the VT-SCC with an LCU size of 64×64
and the SCC tools. To choose the target bit rates, we first
encode each video sequence at the four fixed QPs used in the
CTC-SCC and the VT-SCC to ensure a wide range of qualities
for the compressed videos. Then, the actual bit rates used to
compress the video sequences at these four fixed QPs are set
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as the target bit rates for RC. These target bit rates, in Mbps,
are tabulated in Tables I-III. Note that CTC-SCC specifies four
QPs for all sequences in the set, i.e., 37, 32, 27, and 22; while
VT-SCC specifies QPs that depend on the sequence. These
QPs are also tabulated in Tables I-III.
We evaluate five RC methods: 1) The RC method of
the H.265/HEVC reference implementation HM16.9+SCM-
8.0 [43], which is based on a R-λ model, 2) a baseline RC
method, 3) the RC method proposed in [35], 4) the RC method
proposed in [37], and 5) our RC method. The RC method
in [35] uses a similar approach to ours. Namely, it allocates
bits to each frame and block according to their complexity as
measured by their prediction error. This method, however, still
relies on the R-λ model of H.265/HEVC. The method in [37]
uses three R-λ models with distinct parameters to encode three
different types of CTUs. The baseline RC method computes
the λ and QP values of the bth LCU by using a recursive
algorithm that guarantees to attain its target bit rate, Rb, with
an accuracy of 1±ξ, where ξ  1 and an accuracy = 1 means
that its measured bit rate, R̂b, is equal to Rb. The steps of this
recursive algorithm are listed in Algorithm 3.
Algorithm 3: Computation of λ and QP for LCU b using
recursion.
Require: rb, Rb, {α, β, a, q}, QPmax, QPmin, ξ
1: maxQP ← QPmax; minQP ← QPmin
2: QP ← bQPmax
2
c
3: QP ← clip(QP,QPmin, QPmax)
4: λ = exp (QP − q)/a
5: R̂b ← entropyCoding(rb, QP )
6: while R̂b /∈ [(1− ξ)Rb, (1 + ξ)Rb] OR |maxQP −minQP | > 1
7: if R̂b > Rb then
8: minQP ← QP
9: diff ← b|QP−maxQP
2
|c
10: QP ← (QP + diff)
11: elseif R̂b < Rb then
12: maxQP ← QP
13: diff ← b|QP−minQP
2
|c





19: QP ← clip(QP,QPmin, QPmax)
20: λ = exp (QP − q)/a
21: R̂← entropyCoding(rb, QP )
22: end
23: return {λ,QP}
Algorithm 3 entropy encodes LCU b with an initial QP
computed according to the maximum QP value accepted by the
encoder (see lines 2, 3 and 5). The initial λ value is computed
using the linear model in Eq. 5 (see line 4). In lines 6-22, the
algorithm recursively entropy encodes LCU b as long as the
actual measured rate, R̂b, is outside the range [(1−ξ)Rb, (1+
ξ)Rb] or the absolute difference between maxQP and minQP
is greater than 1. Each time LCU b is entropy encoded with a
new QP, the actual measured rate, R̂b, is compared against Rb.
If R̂b > Rb, the value of minQP is updated to indicate that
the minimum QP value used thus far is QP (see line 8). QP is
then increased in line 10 by diff , which is computed based on
maxQP and QP (see line 9). If R̂b < Rb, the value of maxQP
is updated to indicate that the maximum QP value used thus
far is QP (see line 12). QP is then decreased in line 14 by
diff . Note that the value of diff decreases as the iteration
number increases. This guarantees that the range of possible
QP values, i.e., [maxQP ,minQP ], to entropy encode LCU b
is iteratively reduced until the most appropriate QP value is
found. If R̂b = Rb, the algorithm returns the current λ and
QP values and breaks the while loop (see lines 16 and 17). In
line 23, the algorithm returns the final λ and QP values. To
have a fair comparison, the baseline method is also embedded
into the same standard H.265/HEVC encoder (HM16.9+SCM-
8.0 [43]) and follows the same GOP-level and frame-level bit
allocation as that followed by the RC method of H.265/HEVC.
Since RC methods are only used during the encoding pro-
cess to select the appropriate set of QPs, the decoding process
is not affected. Hence, we use the standard H.265/HEVC
decoder HM16.9+SCM-8.0 [43] to reconstruct all sequences
compressed by all evaluated RC methods. We measure the
RC accuracy in terms of the bit-rate error (BRE) between the





The four different target bit rates evaluated for each test se-
quence allow computing a Bjontegaard-based metric for BRE,
PSNR and bit rate (BR) values. To compute BD-BRE values,
we use absolute BRE values to measure any improvements to
the RC accuracy. A negative BD-BRE value then indicates an
increase in RC accuracy; a positive BD-PSNR value indicates
a PSNR gain at the same bit rate; and a negative BD-BR value
indicates a bit rate reduction at the same PSNR quality.
Tables IV, V, and VI tabulate the BD-BRE, BD-PSNR and
BD-BR values of our RC method and the methods in [35] and
[37] for the AI, LD-B and RA configurations, respectively,
when compared against the RC method in H.265/HEVC and
the baseline RC method. Under the AI configuration, our RC
method particularly outperforms the methods in [35] and [37]
for 4:2:0-YUV sequences. Note that although the method in
[37] performs, on average, strongly in terms of RC accuracy
for 4:4:4-RGB sequences (see average BD-BRE values), its
performance is not very strong in terms of PSNR gains (see
average BD-PSNR value) and bit rate reductions (see average
BD-BR values). This is mainly due to the fact this method,
similarly to the one in [35], still relies on an R-λ model,
whose performance depends on parameters {α, β}. Moreover,
both methods, like the RC method used by the H.265/HEVC
reference implementation, do not have a parameter refining
process for parameters {a, q}, which are used to compute
QP values based on λ (see Eq. 5). The lack of such a
refining process further contributes to their lower performance
compared to our method. For the three types of sequences,
our method not only attains, on average, the bit rate more
accurately than the methods in [35] and [37], but also provides
8







P 22 27 32 37 22 27 32 37 22 27 32 37
VenueVu
1920×1080
300 30 118.29 73.01 45.30 24.73 20.95 10.00 5.13 2.73 17.23 8.24 4.33 2.20
FlyingGraphics 600 60 61.30 45.41 34.09 23.52 32.55 19.57 11.82 7.27 29.32 17.65 10.39 6.31
Desktop 600 60 37.68 33.71 29.24 24.28 0.93 0.89 0.83 0.76 1.50 1.38 1.25 1.11
Console 600 60 30.71 25.74 21.97 17.13 4.51 3.63 2.85 2.16 4.72 3.71 2.92 2.21
MissionControlClip3 600 60 96.65 67.34 45.36 29.71 3.85 2.10 1.10 0.59 4.94 2.82 1.66 1.00
EBURainFruits∗ 250 50 136.34 81.97 47.49 26.48 27.88 11.09 4.73 2.14 21.12 8.88 4.21 2.11
Kimono1∗ 120 24 104.55 38.43 11.59 6.19 51.62 9.62 3.00 1.35 37.06 8.31 2.53 1.13
Map
1280×720
600 60 39.65 27.08 17.28 10.71 1.54 0.99 0.60 0.36 2.02 1.32 0.82 0.50
Robot 300 30 36.77 17.45 7.51 3.63 5.49 1.80 0.62 0.24 5.20 1.94 0.74 0.32
Viking 300 30 33.03 19.18 9.89 4.99 4.44 1.89 0.81 0.37 4.00 1.85 0.83 0.39
WebBrowsing 300 30 6.33 5.09 3.82 2.68 0.16 0.13 0.10 0.08 0.33 0.26 0.20 0.15
Programming 600 60 36.78 24.86 16.83 11.16 6.02 3.33 1.62 0.74 5.48 2.90 1.47 0.75
SlideShow 500 20 7.11 4.48 2.75 1.65 1.01 0.60 0.34 0.19 1.16 0.68 0.39 0.23
Q
P 20 28 34 38 20 28 34 38 20 28 34 38
KristenAndSaraScreen 1920×1080 480 60 105.28 60.81 38.97 28.19 3.72 1.30 0.62 0.39 4.96 2.02 1.15 0.79
Q
P 24 26 28 30 24 26 28 30 24 28 30 34
BigBuckBunnyStudio 1920×1080 400 50 56.91 49.37 42.81 36.33 2.14 1.75 1.44 1.13 3.05 2.08 1.69 1.17
Q
P 34 36 38 40 34 36 38 40 34 36 38 40
ClearTypeSpreadsheet
1920×1080
240 30 16.07 14.82 13.21 11.71 0.15 0.14 0.13 0.11 0.66 0.60 0.54 0.48
EnglishDocumentEditing 240 30 25.14 22.91 19.89 16.83 0.29 0.26 0.22 0.18 1.03 0.95 0.83 0.72
Q
P 28 32 34 36 28 32 36 40 28 34 38 42
CircuitLayoutPresentation
1920×1080
240 30 30.39 28.12 26.90 25.52 3.35 2.32 1.43 0.75 3.99 2.47 1.56 1.01
ChineseDocumentEditing 240 30 51.98 46.90 43.89 40.72 0.71 0.59 0.46 0.32 2.19 1.84 1.52 1.10
∗10-bit sequence.







P 22 27 32 37 22 27 32 37 22 27 32 37
FlyingGraphics
1920×1080
600 60 78.29 62.01 46.23 32.92 20.95 10.00 5.13 2.73 41.19 25.24 15.30 8.86
Desktop 600 60 37.68 33.71 29.24 24.28 0.90 0.84 0.78 0.70 1.41 1.28 1.15 0.99
Console 600 60 34.86 30.31 25.56 20.76 5.26 4.43 3.56 2.75 5.53 4.50 3.56 2.72
MissionControlClip3 600 60 66.23 45.27 30.61 20.07 2.07 1.13 0.63 0.38 2.91 1.73 1.07 0.68
EBURainFruits∗ 250 50 87.16 51.72 29.58 16.28 12.69 5.41 2.53 1.22 10.43 4.89 2.48 1.28
Kimono1∗ 120 24 45.79 14.09 7.47 4.01 14.64 3.98 1.77 0.83 12.70 3.48 1.52 0.72
Map
1280×720
600 60 54.63 40.50 27.53 16.97 2.39 1.59 0.99 0.58 2.94 1.96 1.25 0.75
Robot 300 30 63.99 36.67 16.93 7.40 12.16 4.59 1.49 0.51 10.81 4.39 1.63 0.62
WebBrowsing 300 30 8.57 6.74 5.17 3.72 0.22 0.17 0.13 0.10 0.43 0.33 0.26 0.19
Programming 600 60 51.21 36.66 24.66 15.95 9.08 5.46 2.87 1.25 8.52 4.93 2.56 1.18
SlideShow 500 20 4.34 2.74 1.71 1.09 0.60 0.34 0.20 0.12 0.69 0.41 0.25 0.16
Q
P 24 28 30 34 28 30 34 36 28 30 34 36
KristenAndSaraScreen 1920×1080 480 60 55.84 42.01 36.56 27.10 0.69 0.56 0.39 0.32 1.28 1.08 0.78 0.66
Q
P 24 26 28 30 24 26 28 30 24 28 30 34
BigBuckBunnyStudio 1920×1080 400 50 39.02 33.39 28.50 24.06 1.25 1.02 0.83 0.65 1.92 1.32 1.08 0.73
Q
P 30 34 36 38 30 34 36 38 30 34 36 38
ClearTypeSpreadsheet
1920×1080
240 30 16.46 13.83 12.33 10.95 0.15 0.13 0.12 0.11 0.67 0.57 0.52 0.46
EnglishDocumentEditing 240 30 26.86 21.13 18.69 15.74 0.30 0.23 0.20 0.17 1.10 0.89 0.79 0.70
Q
P 28 32 34 36 28 32 36 40 28 34 38 42
CircuitLayoutPresentation
1920×1080
240 30 28.17 25.52 23.80 21.73 2.35 1.43 0.85 0.52 3.04 1.68 1.16 0.81
ChineseDocumentEditing 240 30 25.52 41.58 37.54 33.63 0.60 0.48 0.36 0.23 2.01 1.59 1.26 0.82
∗10-bit sequence.
important PSNR gains and bit rate reductions. A similar trend
is observed for the LD-B and RA configurations.
The most important reductions in BRE values are attained
by our method for the 4:4:4-RGB sequence Map under the
RA configuration (BD-BRE=-36.23%). This is a particularly
challenging sequence, as it depicts numerous edges with
computer generated textures, zooming and panning.
As expected, the baseline RC method attains the best perfor-
mance in terms of RC accuracy, as it is based on an exhaustive
search that finds the λ and QP values that attain the target bit
rate of each LCU very accurately. For all test sequences, the
baseline method attains, on average, absolute BRE values of
only {0.010%, 0.010%, 0.011%} for the AI, LD-B and RA
configurations, respectively. Such high RC accuracy, however,
comes at the expense of high computational complexity, as
each LCU may be entropy encoded several times due to
the recursion (see Algorithm 3). The baseline RC method,
however, may not attain the best reconstruction quality in
9







P 22 27 32 37 22 27 32 37 22 27 32 37
MissionControlClip2
2560×1440
600 60 83.82 54.44 35.20 22.95 5.59 3.14 1.71 0.94 5.67 3.27 1.86 1.11
BasketBallScreen 600 60 95.54 65.43 46.91 32.99 3.99 2.04 1.12 0.67 4.94 2.79 1.69 1.08
FlyingGraphics
1920×1080
600 60 58.15 43.03 31.80 23.25 30.84 17.62 10.30 6.33 26.58 15.46 9.07 5.57
Desktop 600 60 35.69 28.29 22.32 18.80 1.46 1.13 0.95 0.84 1.93 1.53 1.26 1.05
Console 600 60 32.48 26.26 21.11 16.40- 4.58 3.59 2.77 2.15 4.82 3.69 2.80 2.15
MissionControlClip3 600 60 55.65 38.88 26.68 17.92 1.89 1.04 0.59 0.36 2.45 1.49 0.95 0.62
Map
1280×720
600 60 36.52 24.95 15.86 10.05 1.43 0.91 0.55 0.33 1.83 1.19 0.74 0.45
Robot 300 30 27.78 13.96 6.75 3.37 4.11 1.44 0.53 0.22 3.88 1.51 0.62 0.29
WebBrowsing 300 30 6.39 4.60 3.45 2.64 0.16 0.12 0.09 0.07 0.33 0.24 0.18 0.14
Programming 600 60 25.67 18.50 13.69 10.10 3.82 2.14 1.10 0.57 3.59 1.99 1.06 0.61
SlideShow 500 20 4.06 2.52 1.73 1.12 0.62 0.36 0.21 0.13 0.37 0.23 0.16 0.11
ChinaSpeed 1024×768 500 30 19.20 12.14 8.09 5.09 5.14 2.47 1.21 0.60 4.71 2.50 1.20 0.62
BasketBallDrillText 832×480 500 50 12.98 8.01 5.60 3.77 3.67 1.75 0.85 0.45 3.33 1.62 0.84 0.46
Q
P 24 28 30 34 28 30 34 36 28 30 34 36
KristenAndSaraScreen 1920×1080 480 60 48.15 36.47 32.18 24.08 0.65 0.54 0.37 0.31 1.14 0.98 0.71 0.61
Q
P 24 26 28 30 24 26 28 30 24 28 30 34
BigBuckBunnyStudio 1920×1080 400 50 34.87 29.90 25.70 22.01 1.10 0.89 0.72 0.58 1.69 1.17 0.98 0.67
Q
P 24 30 34 36 28 30 34 36 28 34 38 42
ClearTypeSpreadsheet
1920×1080
240 30 18.99 13.53 11.39 10.66 0.15 0.14 0.11 0.11 0.63 0.46 0.40 0.34
EnglishDocumentEditing 240 30 25.62 18.50 14.62 13.23 0.26 0.23 0.18 0.16 1.10 0.63 0.51 0.39
Q
P 28 32 34 36 28 32 36 40 28 34 38 42
CircuitLayoutPresentation
1920×1080
240 30 28.74 23.34 20.74 18.63 1.86 1.19 0.75 0.48 2.64 1.48 1.04 0.73
ChineseDocumentEditing 240 30 35.10 28.70 25.59 23.17 0.44 0.35 0.26 0.19 1.52 1.10 0.88 0.67
terms of PSNR values, as it relies on a uniform bit allocation
strategy at the frame-level. This strategy, which is the same as
the one followed by RC in H.264/HEVC, tends to assign the
same number of bits to all frames with possible fluctuations
related to the number of remaining uncoded frames and the
remaining bit budget [21, 38]. Such a strategy does not
account for the characteristics of the frames. Indeed, for the
4:2:0-YUV sequence SlideShow and the 4:4:4-RGB sequence
Kimono1 under the RA configuration, our RC method attains
PSNR gains compared to the baseline method, as well as
improvements in terms of BR-BRE and BR-BR values (see
underlined values in Table VI). This shows that our RC method
can more effectively distribute the bit budget among frames
to attain the minimum distortion possible.
Figures 4 and 5 show PSNR and BRE values on a per-frame
basis for the 4:4:4-RGB sequence Map and the 4:2:0-YUV
sequence MissionControlClip2 under the RA configuration for
the RC method in H.265/HEVC, the RC methods in [35] and
[37], and the proposed RC method. Per-frame BRE values
are computed as the difference between the bits spent on
each frame by the evaluated method and the bits spent by
the encoder on the same frame when the corresponding fixed
QP is used. Let us recall that the RC method in H.265/HEVC
assigns a bit budget to each frame according to a uniform bit
allocation strategy. This strategy may force the RC method to
dramatically decrease or increase the number of bits assigned
to some of the frames to guarantee that Rtarget is attained
as accurate as possible for the whole sequence. Indeed, for
the sequences plotted in Figs. 4 and 5, per-frame BRE values
attained by the RC method in H.265/HEVC tend to be very
large and vary significantly. This indicates that the parameter
refining process of this RC method may fail to approximate
the slope of the R-D curve of these SC sequences. Let us
recall that such a refining process slowly adjusts the value of
{α, β} as LCUs and frames are coded. However, it has been
shown that if the initial {α, β} values significantly differ from
the true ones, the RC accuracy tends to be low [46]. For the
methods in [35] and [37], such variations on per-frame BRE
values are considerably reduced. Also, note that the per-frame
reconstruction quality (PSNR values), in general, tends to
increase/decrease as per-frame BER values increase/decrease.
Hence, if per-frame BER values fluctuate, per-frame PSNR
values are also expected to fluctuate. Our RC method attains
per-frame BRE values much closer to zero, which results in a
more uniform distribution of PSNR values. Lower BRE values
also result in a more constant bit rate, which is advantageous
when the decoder relies on a constraint-size buffer to decode
the bit stream [47]. This confirms that the proposed frame-
and block-level bit allocation strategies, in conjunction with
our approximation of the block-level R-D and R-QP curves,
help to increase the RC accuracy significantly.
Figure 6 depicts subjective quality results for the SC se-
quences in Figs. 4 and 5. Specifically, this Fig. shows the
reconstructed Y-component of two frames for which the RC
methods in [35] and [37], and the proposed RC method
attain a BER= 0, i.e., these methods spent the same number
of bits on these frames as the number of bits spent when
the corresponding fixed QP is used. The RC method of
H.265/HEVC attains a BER= {6.45,−1.75} for the Map
and MissionControlClip2 frames, respectively. Note that the
negative effects of the large per-frame BRE values attained by
the RC method of H.265/HEVC are visually evident in the
reconstructed frames encoded by this method (see 1st row of
Fig. 6). Specifically, many of the edges and text within the
map region of the Map frame, as well as most of the text and
edges within the plot region of the MissionControlClip2 frame
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TABLE IV: BD-BRE, BD-PSNR and BD-BR values of test sequences under the AI configuration.
Sequence
Proposed RC method RC method in [35] RC method in [37]
vs. R-λ (HEVC) vs. Baseline vs. R-λ (HEVC) vs. Baseline vs. R-λ (HEVC) vs. Baseline
BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD-
BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR
4:4:4-RGB sequences
VenueVu -0.08 0.81 -13.30 0.09 -0.13 0.05 0.00 0.30 -4.67 0.02 -0.16 0.04 -0.03 0.31 -5.22 0.01 -0.14 0.05
FlyingGraphics -4.17 2.02 -13.86 0.02 0.00 0.05 -3.97 0.21 -1.87 0.30 -0.03 0.06 -4.05 0.89 -6.13 0.03 0.00 0.05
Desktop -2.67 0.78 -1.97 0.08 -0.02 0.24 -1.67 0.64 -1.59 0.17 -0.28 0.33 -1.91 0.73 -1.86 0.14 -0.16 0.30
Console -1.98 2.26 -8.20 0.08 -0.23 0.74 -1.02 1.13 -3.77 0.08 -0.33 0.89 -1.37 1.27 -5.32 0.07 -0.26 0.98
MissionControlClip3 -3.97 0.63 -5.58 0.32 -0.23 0.47 -3.58 0.60 -5.79 0.45 -0.31 0.54 -3.69 0.59 -5.86 0.42 -0.29 0.49
EBURainFruits∗ -1.57 0.29 -5.50 0.27 -0.05 0.28 -1.32 0.25 -4.28 0.33 -0.11 0.36 -1.43 0.27 -4.89 0.31 -0.12 0.27
Kimono1∗ -0.33 0.19 -10.79 0.30 -0.01 0.11 -0.23 0.10 -7.01 0.35 -0.05 0.25 -0.27 0.22 -5.22 0.33 -0.06 0.18
Map -0.20 0.92 -10.43 0.59 -0.02 0.08 -0.08 0.15 -1.76 0.71 -0.03 0.12 -0.20 0.27 -2.39 0.88 -0.03 0.09
Robot -0.42 1.65 -35.66 0.39 -0.01 0.10 -0.38 0.53 -15.44 0.67 -0.15 0.13 -0.44 0.83 -21.43 0.58 -0.15 0.11
Viking -11.23 0.43 -6.57 0.63 -0.07 0.03 -9.90 0.31 -5.04 0.56 -0.09 0.03 -11.13 0.32 -5.36 0.63 -0.08 0.03
WebBrowsing -2.38 1.92 -9.57 0.01 -0.12 0.51 -1.88 1.11 -5.53 0.15 -0.48 0.96 -2.10 1.85 -9.24 0.01 -0.13 0.59
Programming -2.54 1.17 -12.39 0.14 -0.33 0.06 -1.85 0.61 -6.99 0.18 -0.02 0.05 -1.97 1.04 -10.52 0.14 -0.20 0.04
SlideShow -3.22 0.68 -8.13 0.07 -0.03 0.11 -2.62 0.66 -8.65 0.11 -0.08 0.19 -2.96 0.63 -7.90 0.07 -0.16 0.18
KristenAndSaraScreen -2.22 0.81 -6.61 0.37 -0.19 0.55 -1.69 0.64 -5.68 0.52 -0.28 0.78 -1.81 0.63 -5.52 0.41 -0.26 0.72
BigBuckBunnyStudio -9.66 0.71 -5.84 0.72 -0.12 0.21 -8.05 0.23 -1.66 0.69 -0.18 0.27 -9.19 0.40 -3.53 0.64 -0.17 0.29
ClearTypeSpreadsheet -3.47 0.74 -2.30 0.10 -0.43 0.22 -1.87 0.60 -1.68 0.17 -0.47 0.31 -3.22 0.62 -1.31 0.15 -0.42 0.28
EnglishDocumentEditing -1.34 1.08 -4.07 0.21 -0.47 0.16 -0.49 0.38 -1.58 0.36 -0.54 0.24 -0.51 0.87 -3.63 0.32 -0.49 0.21
CircuitLayoutPresentation -2.96 1.19 -1.93 0.15 -0.54 0.23 -0.88 0.59 -0.40 0.18 -0.65 0.31 -2.99 0.94 -1.29 0.17 -0.62 0.29
ChineseDocumentEditing -1.92 0.71 -1.91 0.42 -0.14 0.48 -0.90 0.50 -1.21 0.78 -0.15 0.66 -1.08 0.51 -0.62 0.77 -0.16 0.65
4:4:4-RGB Average -3.12 0.96 -7.51 0.30 -0.18 0.27 -2.34 0.49 -3.94 0.41 -0.32 0.37 -2.76 0.69 -4.90 0.37 -0.26 0.33
4:4:4-YUV sequences
FlyingGraphics -4.26 1.79 -10.55 0.03 -0.02 0.06 -3.72 0.29 -1.88 0.39 -0.23 0.08 -3.88 0.94 -5.32 0.04 -0.03 0.07
Desktop -2.76 0.94 -2.78 0.09 -0.01 0.22 -2.16 0.67 -1.90 0.13 -0.23 0.29 -2.10 0.79 -2.34 0.12 -0.06 0.21
Console -2.30 2.23 -7.01 0.07 -0.27 0.82 -1.57 1.06 -3.08 0.09 -0.40 0.99 -1.98 1.49 -4.89 0.08 -0.31 1.03
MissionControlClip3 -3.42 0.68 -6.88 0.26 -0.13 0.22 -2.91 0.65 -7.01 0.35 -0.28 0.33 -2.96 0.62 -6.95 0.30 -0.22 0.31
EBURainFruits∗ -1.67 0.32 -7.22 0.36 -0.11 0.29 -1.34 0.27 -5.48 0.42 -0.12 0.44 -1.55 0.29 -6.24 0.39 -0.11 0.35
Kimono1∗ -0.30 0.24 -11.38 0.27 -0.02 0.15 -0.19 0.17 -7.60 0.41 -0.09 0.22 -0.19 0.18 -8.74 0.38 -0.11 0.20
Map -0.32 0.74 -6.98 0.53 -0.03 0.12 -0.17 0.13 -1.25 0.64 -0.06 0.18 -0.28 0.26 -1.70 0.79 -0.05 0.13
Robot -0.39 1.41 -25.78 0.43 -0.03 0.16 -0.26 0.46 -9.65 0.74 -0.91 0.21 -0.40 0.63 -13.44 0.64 -0.90 0.17
WebBrowsing -3.77 1.96 -8.86 0.84 -0.23 0.63 -2.96 1.04 -4.94 1.02 -0.89 1.19 -3.05 1.85 -8.40 1.02 -0.32 0.83
Programming -3.57 1.10 -9.04 0.12 -0.39 0.12 -2.59 0.55 -4.87 0.15 -0.21 0.11 -2.70 0.89 -7.05 0.12 -0.26 0.15
SlideShow -2.43 0.77 -9.95 0.03 -0.08 0.09 -1.99 0.72 -10.68 0.05 -0.11 0.12 -2.19 0.73 -9.62 0.04 -0.13 0.11
KristenAndSaraScreen -2.67 0.65 -6.04 0.31 -0.22 0.73 -1.89 0.63 -6.18 0.49 -0.37 0.82 -2.31 0.63 -5.98 0.47 -0.33 0.79
BigBuckBunnyStudio -9.15 0.60 -5.76 0.81 -0.15 0.26 -7.27 0.20 -1.58 0.92 -0.21 0.34 -8.08 0.50 -5.06 0.85 -0.19 0.37
ClearTypeSpreadsheet -3.91 0.87 -3.23 0.11 -0.37 0.19 -1.53 0.67 -2.92 0.14 -0.53 0.39 -2.06 0.83 -3.06 0.14 -0.44 0.31
EnglishDocumentEditing -2.40 1.17 -10.28 0.18 -0.34 0.21 -1.59 0.60 -2.96 0.23 -0.42 0.27 -1.96 1.12 -5.52 0.21 -0.39 0.22
CircuitLayoutPresentation -5.12 1.24 -3.04 0.16 -0.61 0.18 -3.82 0.60 -2.98 0.20 -0.67 0.22 -4.59 0.89 -2.28 0.19 -0.64 0.21
ChineseDocumentEditing -2.85 0.80 -3.66 0.45 -0.12 0.53 -2.07 0.50 -1.66 0.87 -0.17 0.64 -2.32 0.46 -1.04 0.73 -0.14 0.67
4:4:4-YUV Average -2.84 1.07 -9.43 0.25 -0.17 0.27 -2.11 0.55 -5.08 0.37 -0.25 0.37 -2.38 0.78 -6.58 0.32 -0.21 0.33
4:2:0-YUV sequences
MissionControlClip2 -1.96 1.01 -14.00 0.46 -0.03 0.68 -1.07 0.80 -11.81 0.62 -0.09 0.62 -1.37 0.69 -10.39 0.50 -0.07 0.55
BasketBallScreen -2.72 0.81 -8.71 0.26 -0.07 0.43 -1.25 0.49 -4.90 0.43 -0.12 0.46 -1.90 0.60 -6.28 0.37 -0.11 0.45
FlyingGraphics -3.04 1.95 -14.81 0.03 -0.05 0.07 -2.43 0.24 -2.15 0.31 -0.08 0.09 -2.45 0.84 -6.45 0.27 -0.04 0.10
Desktop -1.97 0.81 -4.30 0.10 -0.29 0.32 -1.29 0.61 -3.41 0.09 -0.44 0.27 -1.41 0.69 -3.98 0.07 -0.36 0.24
Console -3.20 2.06 -23.81 0.04 -0.13 0.34 -2.54 0.71 -8.97 0.05 -0.21 0.69 -1.41 0.69 -3.98 0.12 -0.31 0.73
MissionControlClip3 -2.82 0.67 -7.72 0.13 -0.17 0.55 -1.89 0.67 -7.83 0.13 -0.33 0.43 -1.92 0.66 -7.89 0.14 -0.19 0.35
Map -3.54 0.88 -10.57 0.42 -0.01 0.10 -3.17 0.15 -2.50 0.79 -0.08 0.32 -3.14 0.28 -3.08 0.72 -0.01 0.23
Robot -1.88 1.63 -25.47 0.32 -0.05 0.21 -1.56 0.53 -15.20 0.58 -0.20 0.11 -1.54 0.82 -18.86 0.62 -0.18 0.10
WebBrowsing -4.18 1.87 -15.75 0.04 -0.23 0.43 -3.42 1.06 -9.02 0.16 -0.52 0.75 -3.56 1.75 -14.86 0.05 -0.67 0.83
Programming -3.50 1.14 -9.25 0.10 -0.43 0.12 -2.40 0.70 -6.35 0.12 -0.51 0.89 -2.96 1.03 -8.12 0.08 -0.22 0.72
SlideShow -2.46 0.76 -9.32 0.01 -0.01 0.10 -1.40 0.65 -8.87 0.02 -0.02 0.57 -1.78 0.71 -8.30 0.01 -0.01 0.09
ChinaSpeed -0.40 0.48 -6.57 0.02 -0.09 0.21 -0.08 0.43 -6.12 0.05 -0.16 0.30 -0.11 0.40 -5.66 0.05 -0.02 0.31
BasketBallDrillText -0.41 0.47 -4.87 0.03 -0.03 0.07 -0.22 0.38 -4.54 0.04 -0.13 0.28 -0.33 0.41 -4.77 0.04 -0.13 0.22
KristenAndSaraScreen -2.51 0.74 -7.85 0.44 -0.31 0.61 -1.70 0.62 -6.91 0.51 -0.31 0.77 -2.09 0.43 -4.54 0.34 -0.35 0.69
BigBuckBunnyStudio -5.63 0.56 -3.86 0.73 -0.17 0.18 -4.01 0.30 -3.24 0.84 -0.23 0.29 -4.68 0.46 -4.82 0.78 -0.22 0.27
ClearTypeSpreadsheet -4.79 1.12 -7.12 0.18 -0.21 0.33 -0.36 1.00 -5.77 0.21 -0.28 0.45 -1.92 0.49 -3.03 0.23 -0.22 0.42
EnglishDocumentEditing -2.08 0.36 -11.49 0.22 -0.37 0.36 -1.00 0.22 -1.17 0.28 -0.41 0.38 -2.21 0.26 -2.19 0.27 -0.43 0.32
CircuitLayoutPresentation -1.87 1.04 -6.65 0.58 -0.25 0.63 -0.77 0.25 -0.88 0.62 -0.31 0.77 -1.14 0.68 -4.60 0.64 -0.33 0.79
ChineseDocumentEditing -1.82 0.88 -8.04 0.67 -0.15 0.63 -0.94 0.46 -4.03 1.03 -0.21 0.72 -1.48 0.47 -4.13 1.01 -0.18 0.69
4:2:0-YUV Average -2.67 1.01 -10.53 0.25 -0.16 0.34 -1.66 0.54 -5.98 0.36 -0.24 0.48 -1.97 0.65 -6.63 0.33 -0.21 0.43
Overall Average -2.93 1.02 -9.07 0.27 -0.17 0.30 -2.07 0.53 -5.00 0.39 -0.27 0.42 -2.41 0.71 -6.03 0.35 -0.23 0.37
∗10-bit sequence.
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TABLE V: BD-BRE, BD-PSNR and BD-BR values of the test sequences under the LD-B configuration.
Sequence
Proposed RC method RC method in [35] RC method in [37]
vs. R-λ (HEVC) vs. Baseline vs. R-λ (HEVC) vs. Baseline vs. R-λ (HEVC) vs. Baseline
BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD-
BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR
4:4:4-RGB sequences
VenueVu -0.81 0.86 -23.65 0.13 -0.55 1.33 -0.69 0.68 -16.83 0.02 -0.83 1.79 -0.70 0.64 -12.68 0.03 -0.70 1.43
FlyingGraphics -0.01 1.18 -20.83 0.02 -0.01 1.06 0.07 0.78 -7.46 0.56 -0.11 1.64 0.00 0.87 -10.43 0.05 -0.01 0.96
Desktop -1.86 0.94 -1.05 0.67 -0.52 1.12 -0.92 0.88 -1.01 0.72 -0.83 1.43 -1.43 0.11 -0.01 0.71 -0.73 1.38
Console -0.78 1.25 -9.41 0.39 -0.29 1.36 -0.77 0.89 -7.18 0.49 -0.56 1.86 -0.74 0.83 -8.97 0.40 -0.50 1.64
MissionControlClip3 -5.11 1.26 -18.73 0.95 -0.43 0.93 -4.98 0.95 -13.47 1.02 -0.83 1.21 -4.98 0.92 -14.13 1.09 -0.77 1.07
EBURainFruits∗ -1.99 0.18 -5.41 0.72 -0.18 1.21 -1.81 0.16 -4.55 0.93 -0.25 1.45 -1.92 0.13 -3.70 0.84 -0.21 1.37
Kimono1∗ -0.73 0.16 -10.41 0.65 -0.19 0.95 -0.60 0.15 -8.46 0.77 -0.21 1.01 -0.63 0.12 -6.72 0.72 -0.23 0.97
Map -0.45 1.14 -11.95 0.75 -0.01 0.58 -0.35 0.17 -12.22 1.20 -0.14 1.09 -0.32 0.72 -12.90 1.17 -0.11 0.76
Robot -0.14 1.06 -10.33 0.69 -0.03 0.47 -0.01 0.45 -4.12 1.52 -0.95 0.92 -0.11 0.61 -7.48 1.18 -0.93 0.78
Viking -0.40 1.37 -13.47 0.83 -0.30 0.75 -0.16 0.52 -12.22 0.77 -0.37 0.95 -0.20 0.86 -18.21 1.33 -0.32 0.84
WebBrowsing -9.42 1.02 -3.78 0.12 -0.17 0.81 -8.21 0.30 -0.22 0.96 -0.79 1.47 -8.97 0.32 -1.41 0.11 -0.25 0.77
Programming -2.45 2.44 -21.52 0.70 -0.42 0.45 -1.30 0.80 -13.44 0.99 -0.03 0.66 -2.15 1.13 -7.17 0.70 -0.69 0.37
SlideShow -10.29 1.51 -7.31 0.09 -0.10 0.15 -10.20 1.47 -8.67 0.19 -0.18 0.23 -10.42 1.34 -6.96 0.13 -0.12 0.17
KristenAndSaraScreen -4.31 1.85 -20.99 1.03 -0.51 1.09 -4.05 1.26 -15.50 1.18 -0.97 1.34 -4.18 1.27 -12.08 0.98 -0.58 1.13
BigBuckBunnyStudio -4.05 1.08 -2.36 0.59 -0.34 0.76 -3.83 0.44 -0.12 0.73 -0.48 0.83 -3.14 1.01 -1.21 0.62 -0.41 0.88
ClearTypeSpreadsheet -10.98 0.88 -3.64 0.18 -0.29 0.63 -10.62 0.55 -2.25 0.23 -0.34 0.69 -10.74 0.61 -2.02 0.19 -0.31 0.71
EnglishDocumentEditing -4.35 1.38 -6.38 0.87 -0.34 1.04 -4.03 1.15 -4.77 1.03 -0.87 1.89 -4.08 1.10 -5.56 1.22 -0.64 1.68
CircuitLayoutPresentation -2.32 1.45 -13.13 0.53 -0.63 0.72 -2.08 0.68 -7.09 0.84 -0.79 0.89 -2.14 0.89 -8.38 0.79 -0.74 0.84
ChineseDocumentEditing -1.59 1.04 -5.50 1.06 -0.55 1.11 -1.31 0.73 -4.60 1.35 -0.96 1.14 -1.36 0.77 -4.10 1.38 -0.84 1.03
4:4:4-RGB Average -3.17 1.11 -10.33 0.58 -0.33 0.86 -2.90 0.70 -6.77 0.78 -0.63 1.16 -2.96 0.76 -7.18 0.70 -0.50 1.04
4:4:4-YUV sequences
FlyingGraphics -0.03 1.22 -14.59 0.03 -0.03 0.95 0.01 0.55 -4.62 0.61 -0.13 1.05 -0.02 0.57 -6.14 0.12 -0.04 1.01
Desktop -2.81 1.55 -2.73 0.61 -0.49 1.04 -2.36 0.25 0.34 0.69 -0.75 1.37 -2.34 1.29 -1.90 0.59 -0.68 1.28
Console -1.31 1.32 -4.85 0.42 -0.31 1.41 -0.96 0.98 -3.53 0.62 -0.73 1.97 -0.94 1.10 -3.85 0.61 -0.69 1.85
MissionControlClip3 -4.61 2.42 -28.94 0.82 -0.32 1.03 -4.12 1.10 -15.59 0.98 -0.79 1.27 -4.10 1.50 -22.85 1.02 -0.64 1.13
EBURainFruits∗ -2.16 0.21 -7.40 0.67 -0.13 1.09 -1.98 0.17 -5.72 1.02 -0.53 1.25 -1.99 0.14 -4.94 0.72 -0.61 1.12
Kimono1∗ -0.45 0.59 -13.78 0.71 -0.18 1.12 -0.31 0.16 -10.23 0.83 -0.23 1.19 -0.33 0.12 -8.37 0.79 -0.21 1.17
Map -0.63 1.08 -11.10 0.81 -0.13 0.73 -0.58 0.16 -2.31 0.97 -0.67 1.07 -0.55 0.67 -6.60 1.03 -0.51 0.94
Robot -0.31 0.89 -7.68 0.57 -0.11 0.53 -0.03 0.34 -2.45 0.78 -0.84 1.04 -0.06 0.56 -6.83 0.69 -0.73 0.82
WebBrowsing -6.67 1.20 -6.31 0.15 -0.22 0.76 -6.28 0.99 -4.78 1.12 -0.83 1.17 -6.40 0.86 -3.85 0.17 -0.21 0.81
Programming -2.43 1.46 -19.63 0.67 -0.53 0.63 -1.90 0.70 -11.44 0.87 -0.77 0.81 -2.25 0.90 -13.34 0.69 -0.65 0.74
SlideShow -12.48 1.36 -2.62 0.11 -0.06 0.03 -12.27 0.88 -2.64 0.16 -0.12 0.12 -12.64 1.35 -3.31 0.10 -0.08 0.09
KristenAndSaraScreen -3.64 0.94 -15.93 0.97 -0.47 1.04 -3.34 0.30 -3.39 1.13 -0.82 1.21 -3.65 0.27 -2.63 0.83 -0.49 1.09
BigBuckBunnyStudio -4.06 1.11 -2.83 0.51 -0.54 0.92 -3.90 1.08 -1.06 0.62 -0.72 1.03 -3.94 1.27 -1.16 0.50 -0.51 1.12
ClearTypeSpreadsheet -7.11 0.93 -4.94 0.24 -0.16 0.71 -6.52 0.52 -2.14 0.31 -0.23 0.73 -6.84 0.91 -3.25 0.33 -0.18 0.67
EnglishDocumentEditing -3.79 1.53 -7.02 0.72 -0.28 0.96 -3.63 1.48 -7.86 0.89 -0.33 1.07 -3.63 1.31 -6.90 0.91 -0.38 1.12
CircuitLayoutPresentation -1.22 1.49 -17.09 0.66 -0.89 0.92 -0.91 0.86 -9.64 0.83 -0.91 1.13 -1.12 1.13 -12.10 0.72 -0.89 1.08
ChineseDocumentEditing -3.53 1.03 -7.90 1.32 -0.73 1.25 -2.83 0.77 -6.78 1.77 -1.05 1.65 -3.43 0.93 -6.45 1.45 -0.97 1.43
4:4:4-YUV Average -3.48 1.25 -11.12 0.59 -0.30 0.87 -3.10 0.64 -6.43 0.88 -0.53 1.16 -3.31 0.86 -7.19 0.68 -0.48 0.98
4:2:0-YUV sequences
MissionControlClip2 -3.39 1.32 -22.41 0.71 -0.15 2.20 -1.39 0.71 -17.05 0.97 -0.58 3.94 -1.44 0.73 -14.04 0.89 -0.38 2.80
BasketBallScreen -6.03 1.88 -29.60 0.40 -0.29 1.25 -3.24 0.65 -9.68 0.63 -0.54 2.36 -4.78 0.90 -8.18 0.60 -0.48 1.26
FlyingGraphics -0.03 0.27 -4.48 0.01 0.00 0.83 -0.01 0.23 -3.70 0.32 -0.09 0.69 -0.01 0.20 -3.49 0.07 -0.05 0.92
Desktop -2.02 1.56 -22.64 0.55 -0.41 1.44 -1.14 0.06 -4.51 0.50 -0.70 1.42 -1.47 1.25 -15.51 0.47 -0.71 1.39
Console -0.84 1.14 -6.25 0.27 -0.39 0.97 -0.73 0.69 -3.86 0.33 -0.53 1.15 -0.79 0.70 -4.22 0.31 -0.54 1.13
MissionControlClip3 -2.66 1.70 -34.05 0.78 -0.27 1.20 -1.80 0.74 -15.55 0.82 -0.67 1.13 -1.97 1.01 -1.36 1.21 -0.51 1.09
Map -0.95 1.08 -16.30 0.86 -0.30 0.65 -0.85 0.14 -3.12 0.92 -0.43 0.96 -0.81 0.72 -10.64 0.90 -0.53 0.93
Robot -0.40 1.07 -11.22 0.71 -0.16 0.51 -0.24 0.46 -5.31 1.47 -0.91 1.03 -0.25 0.61 -4.49 1.13 -0.83 0.98
WebBrowsing -3.33 0.77 -3.54 0.19 -0.28 1.11 -2.94 0.54 -3.26 1.07 -0.85 1.28 -3.06 0.40 -1.75 0.20 -0.48 1.13
Programming -1.13 1.47 -25.30 0.81 -0.53 0.33 -1.06 0.83 -14.83 0.85 -0.61 0.41 -1.00 1.06 -17.99 0.79 -0.57 0.45
SlideShow -10.30 1.07 -20.42 0.06 -0.01 -0.44 -8.23 0.26 -13.50 0.23 -0.01 0.72 -9.74 1.10 -19.88 0.26 -0.03 0.46
ChinaSpeed -0.03 1.58 -15.31 0.02 -0.52 0.94 0.00 0.78 -5.34 0.08 -0.89 1.16 -0.02 1.34 -12.36 0.09 -1.18 1.07
BasketBallDrillText -0.05 1.27 -17.73 0.04 -0.11 0.35 0.00 0.28 -13.90 0.07 -0.54 1.40 -0.03 0.78 -17.11 0.07 -0.64 0.44
KristenAndSaraScreen -3.66 0.24 -2.45 1.12 -0.67 1.19 -3.36 0.20 -3.09 1.18 -0.73 1.27 -3.25 0.13 -2.21 1.09 -0.69 1.22
BigBuckBunnyStudio -3.97 1.06 -3.06 0.77 -0.63 1.12 -3.87 0.79 -1.54 0.83 -0.68 1.19 -3.93 0.74 -1.85 0.75 -0.61 1.13
ClearTypeSpreadsheet -6.86 0.98 -4.53 0.69 -0.43 0.93 -6.63 0.87 -3.24 0.73 -0.56 1.02 -6.81 0.96 -3.16 0.73 -0.49 1.13
EnglishDocumentEditing -1.42 1.27 -9.59 0.92 -0.56 1.17 -1.16 0.88 -5.06 1.13 -0.79 1.43 -1.08 1.10 -5.74 1.05 -0.72 1.28
CircuitLayoutPresentation -0.74 1.10 -17.82 0.57 -0.74 1.04 -0.71 0.78 -12.84 0.67 -0.87 1.29 -0.70 0.99 -15.52 0.63 -0.81 1.14
ChineseDocumentEditing -2.41 1.05 -12.92 1.27 -0.67 1.18 -1.47 0.39 -5.40 1.59 -0.95 2.03 -2.06 0.49 -7.34 1.22 -0.72 1.67
4:2:0-YUV Average -2.64 1.15 -14.72 0.57 -0.38 0.93 -2.04 0.54 -7.62 0.76 -0.63 1.36 -2.27 0.80 -8.78 0.66 -0.58 1.14
Overall Average -3.08 1.17 -12.09 0.58 -0.34 0.89 -2.67 0.63 -6.96 0.80 -0.60 1.23 -2.83 0.81 -7.73 0.68 -0.52 1.05
∗10-bit sequence.
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TABLE VI: BD-BRE, BD-PSNR and BD-BR values of the test sequences under the RA configuration.
Sequence
Proposed RC method RC method in [35] RC method in [37]
vs. R-λ (HEVC) vs. Baseline vs. R-λ (HEVC) vs. Baseline vs. R-λ (HEVC) vs. Baseline
BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD- BD-
BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR BRE PSNR BR
4:4:4-RGB sequences
VenueVu -0.13 0.76 -19.68 0.15 -0.70 0.08 -0.01 0.74 -17.04 0.03 -0.86 0.06 -0.01 0.74 -15.56 0.02 -0.75 0.08
FlyingGraphics -12.37 1.37 -13.26 0.04 -0.01 0.09 -5.75 0.88 -9.92 0.53 -0.14 0.09 -10.90 1.25 -14.07 0.06 -0.01 0.08
Desktop -3.28 0.35 -0.63 0.77 -0.36 0.48 -3.03 0.29 -0.19 0.79 -0.43 0.62 -3.08 0.25 -0.17 0.72 -0.41 0.55
Console -1.66 1.05 -8.99 0.59 -0.46 1.18 -1.12 0.61 -1.12 0.54 -0.66 1.42 -1.39 0.93 -15.69 0.49 -0.52 1.57
MissionControlClip3 -3.30 1.48 -17.05 1.15 -0.50 1.13 -2.88 1.16 -14.11 1.29 -0.61 1.18 -2.90 1.13 -11.11 1.25 -0.60 1.15
EBURainFruits∗ -1.34 0.32 -8.63 0.09 -0.04 0.43 -1.17 0.22 -5.93 0.11 -0.05 0.48 -1.31 0.26 -7.10 0.12 -0.04 0.47
Kimono1∗ -0.29 0.14 -9.90 0.03 0.01 0.11 -0.07 0.02 -1.10 0.06 0.00 0.16 -0.14 0.11 -4.73 0.04 0.00 0.15
Map -36.23 1.02 -24.42 1.04 -0.08 0.13 -30.05 0.22 -12.39 1.25 -0.16 0.20 -30.26 0.51 -13.95 1.54 -0.13 0.14
Robot -0.26 0.88 -24.89 0.68 -0.03 0.17 -0.02 0.26 -10.76 1.13 -0.82 0.22 -0.26 0.51 -3.07 0.97 -0.81 0.18
Viking -15.54 1.11 -11.62 1.11 -0.37 0.05 -12.60 0.48 -12.58 0.98 -0.49 0.05 -13.88 1.02 -10.13 1.10 -0.41 0.05
WebBrowsing -1.99 1.11 -4.53 0.09 -0.25 0.81 -0.95 0.14 -3.61 1.09 -0.95 1.53 -1.76 0.99 -3.77 0.10 -0.25 0.95
Programming -2.21 2.84 -14.73 0.98 -0.66 0.09 -0.99 0.70 -11.79 0.97 -0.03 0.07 -1.70 1.60 -11.63 0.80 -0.80 0.07
SlideShow -6.02 0.96 -8.10 0.26 -0.19 0.28 -5.68 0.10 -1.71 0.29 -0.33 0.36 -5.73 0.51 -6.75 0.22 -0.27 0.39
KristenAndSaraScreen -1.95 1.62 -17.47 1.17 -0.64 0.97 -1.28 1.17 -13.66 1.34 -0.89 1.09 -1.74 1.57 -15.54 1.22 -0.73 1.01
BigBuckBunnyStudio -12.86 0.97 -5.31 1.02 -0.47 0.18 -11.94 0.01 -0.31 1.18 -0.71 0.27 -12.31 0.85 -5.21 1.13 -0.59 0.21
ClearTypeSpreadsheet -3.12 1.18 -1.97 0.59 -0.28 0.86 -2.71 0.31 -1.45 0.72 -0.37 0.94 -2.96 1.12 -2.26 0.69 -0.34 0.91
EnglishDocumentEditing -0.96 1.18 -3.84 0.97 -0.69 0.14 -0.31 0.88 -3.14 1.12 -0.98 0.28 -0.40 0.82 -3.28 1.05 -0.74 0.18
CircuitLayoutPresentation -2.66 3.00 -20.82 1.09 -0.66 0.37 -2.59 1.48 -10.28 1.27 -0.82 0.42 -2.47 2.10 -15.12 1.14 -0.74 0.43
ChineseDocumentEditing -3.61 1.70 -5.85 0.98 -0.93 1.01 -3.08 0.70 -3.91 1.25 -0.99 1.23 -2.81 0.83 -4.08 1.13 -0.95 1.16
4:4:4-RGB Average -5.95 1.11 -10.34 0.69 -0.40 0.48 -4.68 0.45 -5.52 0.84 -0.52 0.59 -5.21 0.83 -6.96 0.75 -0.47 0.55
4:4:4-YUV sequences
FlyingGraphics -14.42 1.15 -10.67 0.06 0.00 0.21 -10.00 0.05 -2.02 0.78 -0.11 0.23 -12.60 0.78 -10.34 0.07 -0.04 0.25
Desktop -2.44 0.65 -1.53 0.71 -0.49 0.63 -1.66 0.41 -1.03 0.85 -0.55 0.71 -2.20 0.28 -0.50 0.77 -0.51 0.64
Console -2.37 0.57 -2.30 0.64 -0.53 1.22 -1.33 0.17 -0.60 0.82 -0.72 1.56 -1.99 0.48 -2.01 0.75 -0.69 1.49
MissionControlClip3 -3.82 1.62 -18.65 1.01 -0.46 1.11 -2.98 1.08 -13.15 1.28 -0.53 1.34 -3.72 1.13 -11.56 1.19 -0.51 1.23
EBURainFruits∗ -1.23 0.41 -11.92 0.07 -0.01 0.37 -1.03 0.27 -7.41 0.09 -0.03 0.41 -1.07 0.29 -8.45 0.07 -0.02 0.40
Kimono1∗ -0.27 0.15 -11.36 0.04 0.00 0.13 -0.17 0.03 -0.94 0.07 -0.02 0.15 -0.25 0.13 -8.28 0.05 -0.01 0.14
Map -34.62 0.11 -1.01 1.23 -0.11 0.19 -26.75 0.00 -0.92 1.37 -0.18 0.25 -29.71 0.03 -0.51 1.40 -0.14 0.21
Robot -0.73 0.76 -18.07 0.71 -0.09 0.22 -0.50 0.21 -6.93 0.92 -0.15 0.36 -0.45 0.49 -7.03 0.91 -0.13 0.31
WebBrowsing -2.93 1.11 -4.53 0.12 -0.34 1.03 -0.95 0.14 -3.61 0.21 -0.53 1.24 -1.76 0.99 -3.77 0.17 -0.47 1.17
Programming -2.94 2.64 -28.94 1.03 -0.72 0.21 -2.10 0.41 -5.33 1.35 -0.63 0.34 -2.77 1.67 -7.54 1.13 -0.82 0.28
SlideShow -7.12 1.10 -10.90 0.23 -0.11 0.19 -6.64 0.12 -1.85 0.47 -0.13 0.27 -6.73 0.46 -6.36 0.39 -0.15 0.18
KristenAndSaraScreen -1.56 1.53 -14.51 0.97 -0.59 1.01 -0.93 0.40 -2.38 1.07 -0.74 1.10 -1.46 0.11 -0.01 1.04 -0.63 1.05
BigBuckBunnyStudio -8.83 0.94 -4.80 0.87 -0.41 0.19 -8.38 0.01 -0.24 1.16 -0.57 0.29 -8.70 0.71 -3.12 1.01 -0.55 0.20
ClearTypeSpreadsheet -3.81 1.04 -3.55 0.61 -0.25 0.73 -3.20 0.59 -2.12 0.70 -0.31 0.79 -3.69 0.58 -1.17 0.71 -0.29 0.77
EnglishDocumentEditing -0.94 0.63 -6.39 1.01 -0.53 0.18 -0.40 0.16 -0.87 1.19 -0.74 0.22 -0.47 0.31 -2.86 1.21 -0.61 0.19
CircuitLayoutPresentation -2.71 1.50 -5.46 0.95 -0.57 0.41 -2.27 0.31 -2.09 1.07 -0.82 0.53 -2.46 1.50 -6.59 1.00 -0.69 0.49
ChineseDocumentEditing -3.20 1.72 -8.69 1.07 -0.83 1.22 -2.81 1.27 -6.24 1.22 -0.98 1.35 -2.82 1.27 -5.59 1.21 -0.97 1.31
4:4:4-YUV Average -5.33 1.15 -11.09 0.64 -0.34 0.51 -4.08 0.44 -5.17 0.86 -0.48 0.63 -4.70 0.74 -6.86 0.74 -0.44 0.56
4:2:0-YUV sequences
MissionControlClip2 -2.11 1.27 -17.48 0.81 -0.18 1.12 -1.15 0.58 -13.05 1.10 -0.48 1.02 -1.29 0.65 -13.59 0.88 -0.39 0.91
BasketBallScreen -2.29 1.56 -23.52 0.46 -0.37 0.71 -0.74 0.98 -17.72 0.76 -0.64 0.75 -1.88 1.45 -24.14 0.66 -0.58 0.74
FlyingGraphics -8.33 1.28 -15.17 0.10 -0.08 0.53 -6.84 0.20 -2.94 0.22 -0.13 0.64 -7.44 0.72 -10.64 0.15 -0.11 0.58
Desktop -1.10 0.81 -7.91 0.68 -0.58 0.50 -0.65 0.47 -6.04 0.61 -0.89 0.42 -0.61 0.48 -4.46 0.47 -0.72 0.39
Console -1.82 0.63 -3.83 0.42 -0.22 0.85 -1.47 0.48 -2.23 0.49 -0.35 0.93 -1.54 0.68 -3.78 0.51 -0.29 0.92
MissionControlClip3 -2.62 1.50 -22.45 0.95 -0.34 0.88 -2.25 0.99 -18.84 0.92 -0.66 0.68 -0.69 1.05 -14.39 0.97 -0.38 0.56
Map -31.19 0.44 -0.70 0.94 -0.10 0.18 -23.74 0.02 -0.42 1.04 -0.18 0.26 -28.54 0.00 -0.30 1.10 -0.11 0.22
Robot -0.67 0.89 -24.62 0.55 -0.05 0.11 -0.46 0.26 -10.13 0.62 -0.77 0.28 -0.53 0.49 -1.66 0.61 -0.58 0.27
WebBrowsing -1.89 1.10 -3.20 0.10 -0.18 0.77 -1.29 0.43 -2.82 0.97 -0.82 0.94 -1.49 0.34 -3.42 0.13 -0.22 0.97
Programming -1.80 2.97 -30.64 0.67 -0.43 0.12 -1.62 0.63 -9.65 0.89 -0.59 0.14 -1.60 0.83 -10.33 0.80 -0.52 0.14
SlideShow -5.86 1.05 -14.39 -0.10 0.01 -0.15 -3.98 0.25 -11.91 0.27 -0.01 0.65 -5.34 0.69 -12.28 0.21 -0.03 0.14
ChinaSpeed -0.15 1.28 -12.33 0.02 -0.46 0.34 -0.04 0.67 -4.63 0.06 -0.85 0.50 -0.04 0.72 -3.08 0.06 -0.07 0.51
BasketBallDrillText -0.25 1.35 -4.55 0.06 -0.16 0.11 -0.01 0.04 -0.89 0.07 -0.69 0.47 -0.24 1.15 -4.11 0.08 -0.71 0.37
KristenAndSaraScreen -2.34 1.65 -12.42 1.02 -0.43 0.34 -1.80 0.62 -4.28 1.18 -0.60 0.48 -1.99 1.27 -8.54 1.07 -0.59 0.44
BigBuckBunnyStudio -7.32 0.93 -5.20 0.73 -0.36 0.20 -7.02 0.01 -0.14 0.87 -0.51 0.29 -7.22 0.80 -2.53 0.81 -0.47 0.27
ClearTypeSpreadsheet -1.69 1.09 -6.18 0.44 -0.11 0.58 -1.03 0.65 -5.02 0.59 -0.24 0.60 -1.27 0.81 -5.16 0.53 -0.17 0.61
EnglishDocumentEditing -0.90 0.65 -14.52 0.95 -0.49 0.20 -0.57 0.28 -8.34 1.03 -0.63 0.28 -0.63 0.45 -10.85 1.01 -0.57 0.26
CircuitLayoutPresentation -2.58 0.43 -6.46 0.83 -0.41 0.38 -2.39 0.30 -1.95 0.98 -0.69 0.49 -2.37 0.22 -3.11 0.99 -0.62 0.44
ChineseDocumentEditing -1.71 1.52 -13.18 1.32 -0.73 1.03 -1.33 0.76 -9.34 1.89 -0.93 1.03 -1.29 1.01 -8.10 1.74 -0.73 1.02
4:2:0-YUV Average -4.03 1.18 -12.57 0.58 -0.30 0.46 -3.07 0.45 -6.86 0.77 -0.56 0.57 -3.47 0.73 -7.60 0.67 -0.41 0.51
Overall Average -5.19 1.15 -11.19 0.65 -0.34 0.49 -4.01 0.44 -5.67 0.84 -0.52 0.60 -4.53 0.77 -7.00 0.73 -0.43 0.55
∗10-bit sequence.
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Average PSNR = 41.93 dB








































Average PSNR = 40.59 dB








































Average PSNR = 41.11 dB








































Average PSNR = 41.85 dB
Fig. 4: Per-frame BRE and PSNR values for the 4:4:4-RGB sequence Map coded at Rtarget = 0.82 Mbps (QP=32) using (1strow) the RC
method of H.265/HEVC, (2ndrow) the method in [35], (3rdrow) the method in [37], and (4throw) the proposed RC method. The sequences
are coded using the RA configuration. Solid red dots represent intra-predicted frames, while clear dots represent inter-predicted frames.
appear blurred. Interestingly, the visual quality attained by the
RC methods in [35] and [37], and the proposed RC method
are similar for the Map frame. However, the proposed RC
method attains the highest PSNR values. Namely, the PSNR
values attained by the RC method of H.265/HEVC, the RC
methods in [35] and [37], and the proposed RC method are,
respectively, {35.34, 40.17, 39.66, 42.04} dB. For the case of
the MissionControlClip2 frame, the visual quality attained by
the proposed RC method is the highest despite the low target
bit rate. Note that it is possible to clearly distinguish the text
and the edges in the plot region of the frame reconstructed
after compression by the proposed RC method. The PSNR
values attained by the RC method of H.265/HEVC, the RC
methods in [35] and [37], and the proposed RC method on
this frame are, respectively, {29.77, 31.15, 31.55, 34.97} dB.
The highest reconstruction quality attained by the proposed
RC method comes as a consequence of the low per-frame
BER values and the consistent reconstruction quality achieved
on those frames previously coded, as shown in Figs. 4 and 5.
A. Performance on NC sequences
It is important to mention that although the proposed RC
method is designed for SC sequences, it can also be used for
other type of content [25, 48, 49] including NC sequences. To
evaluate its performance on NC sequences, all Class A and
Class B sequences of the common test conditions [50] are first
encoded at the four fixed QPs {37, 32, 27, 22}. The actual bit
rates used to compress the video sequences at these four fixed
QPs are then set as the target bit rates for RC. We evaluate
our proposed RC method against the RC method of the
H.265/HEVC reference implementation (HM16.9 [43]). Table
VII tabulates per-class average BD-BRE, BD-PSNR, and BD-
BR values. Our proposed RC method achieves improvements
in RC accuracy, as well as PSNR gains and BR reductions. As
expected, these improvements are not as important as in the
case of SC sequences, as the R-λ model used for RC by the
H.265/HEVC reference implementation has parameters trained
on NC sequences. Hence, it is expected that this RC method
14

































Average PSNR = 32.38 dB

































Average PSNR = 32.43 dB

































Average PSNR = 33.35 dB

































Average PSNR = 34.65 dB
Fig. 5: Per-frame BRE and PSNR values for the 4:2:0-YUV sequence MissionControlClip2 coded at Rtarget = 1.11 Mbps (QP=37) using
(1strow) the RC method of H.265/HEVC, (2ndrow) the method in [35], (3rdrow) the method in [37], and (4throw) the proposed RC method.
The sequences are coded using the RA configuration. Solid red dots represent intra-predicted frames, while clear dots represent inter-predicted
frames.
performs strongly on these type of sequences.
TABLE VII: Average BD-BRE, BD-PNSR and BD-BRE val-
ues of the proposed RC method compared to the RC method
in H.265/HEVC for Class A and Class B sequences with target
bit rates based on fixed QP values.
Class
AI LD-B RA
BD- BD- BD- BD- BD- BD- BD- BD- BD-
BRE PSNR BR BRE PSNR BR BRE PSNR BR
Class A -0.45 0.75 -4.32 -0.23 0.39 -2.57 -0.34 0.51 -2.79
Class B -0.39 0.62 -5.03 -0.31 0.27 -1.35 -0.41 0.46 -1.95
Average -0.42 0.69 -4.68 -0.27 0.33 -1.96 -0.38 0.49 -2.37
B. Computational Complexity
Let us recall that the proposed method requires simple linear
operations to approximate λ and QP values (see Eqs. 12 and
13), which means that its complexity is linear. Moreover,
computing coding costs of blocks does not require further
operations when our method is embedded in a standard
H.265/HEVC encoder, as it relies on the Hadamard Transform
for intra-predicted frames and on the residual signal for inter-
predicted frames. The Hadamard Transform is computed dur-
ing intra-coding for mode selection, while the residual signal
is computed during inter-coding. Our proposed RC method is,
however, expected to increase coding times mainly due to the
search for previously coded blocks that fulfil the two criteria
to be selected as control points. To minimize the increase in
coding times due to this search, our method computes the
coding cost of an LCU only once. Further, the set of possible
control points are organized in an array in descending order
according to their cost. Searching for the control points for
the current LCU then reduces to finding elements in a sorted
array, whose complexity is further reduced by keeping pointers
to the location of the entries in such a sorted array with the
maximum, minimum and mid costs.
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Fig. 6: Subjective quality of (left column) frame 46 of the 4:4:4-RGB sequence Map coded at Rtarget = 0.82 Mbps (QP= 32), and (right
column) frame 263 of the 4:2:0-YUV sequence MissionControlClip2 coded at Rtarget = 1.11 Mbps (QP= 37). Top to bottom rows depict
results for the RC method of H.265/HEVC, the RC method in [35], the one in [37], and the proposed RC method, respectively. The sequences
are coded using the RA configuration with per-frame BRE and PSNR values as depicted in Figs. 4 and 5.
To estimate the computational complexity of the proposed
RC method, we first compute the average computational time
of a search for control points in such a sorted array. We use all
test SC sequences and an Intel Core i7 CPU at 3.1 GHz and
16 GB of RAM. A search takes, on average, 0.0013 ms for a
single block. Overall, our RC method increases coding times
16
by an average of 1.61% for all tested SC sequences and coding
configurations compared to the RC method of H.265/HEVC.
The RC methods proposed in [35] and [37] increase coding
times by an average of 1.03% and 0.92%, respectively, for all
tested SC sequences and coding configurations. The increase
incurred by the method in [35] is due to the fast motion
estimation employed to compute the complexity of frames and
LCUs. The increase incurred by the method in [37], on the
other hand, is due to the classification of CTUs into one of
three classes: T-CTUs, Screen Image-CTUs and Nature Image-
CTUs.
One advantage of our RC method, despite the small in-
crease in coding times, is that it can be readily used in a
standard H.265/HEVC encoder to encode any type of content
without having to find a proper set of model parameters,
θ = {α, β, a, q}, through training. Conversely, other RC
methods that rely on these parameters would require a re-
training of θ to improve BD-BRE performance for those
contents that are very dissimilar to the natural content.
V. CONCLUSION
This paper presented a new low-complexity RC method
within the context of predictive transform coding of SC se-
quences. We first showed that the R-D and R-QP relationships
of a video sequence may be approximated by piecewise linear
segments and RANSAC. By leveraging the low-complexity
of such piecewise linear approximations and the availability
of R-D and R-QP information within the current frame, we
then proposed to approximate the R-D and R-QP curves of
each block by linearly interpolating among N ≥ 2 control
points, each representing actual measured rate, distortion and
QP values of previously coded blocks within the same frame.
Therefore, the proposed RC method does not rely on any
trained R-D or R-QP models, which makes it suitable for any
type of video content and flexible enough for optimization
of both, a target bit rate or a target reconstruction quality.
Performance evaluations on several SC sequences showed that
our RC method attains a better performance, in terms of
PSNR and bit rate, than the RC method of H.265/HEVC and
other methods specifically designed for SC sequences. Our
results also showed that our RC method can achieve a more
constant reconstruction quality on a per-frame basis with a
small increase in coding times.
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