Abstract-In this paper, a subbands multirate architecture is presented for audio signal recovery. Audio signal recovery is a common problem in digital music signal restoration field, because of corrupted samples that must be replaced. The subband approach allows for the reconstruction of a long audio data sequence from forward-backward predicted samples. In order to improve prediction performances, neural networks with spline flexible activation function are used as narrow subband nonlinear forward-backward predictors. Previous neural-networks approaches involved a long training process. Due to the small networks needed for each subband and to the spline adaptive activation functions that speed-up the convergence time and improve the generalization performances, the proposed signal recovery scheme works in on-line (or in continuous learning) mode as a simple nonlinear adaptive filter. Experimental results show the mean square reconstruction error and maximum error obtained with increasing gap length, from 200 to 5000 samples for different musical genres. A subjective performances analysis is also reported. The method gives good results for the reconstruction of over 100 ms of audio signal with low audible effects in overall quality and outperforms the previous approaches.
I. INTRODUCTION

M
ULTIMEDIA technologies are increasing and neural networks (NNs) are seemingly key tools for the treatment of incomplete information and difficult ill-posed signal processing problems. The main problem related to new audio-video technology is the media changing problem. In fact, the old analog media supports have been replaced by digital samples that can be stored as a streaming of numerical data in digital systems (compact-discs, etc.).
The introduction of digital systems in the audio signal field has increased the problem of digital audio restoration. This is necessary whenever the original signal is corrupted by 1) background or impulsive noise or 2) whenever a sequence of consecutive samples is missing. Situations of the first type are common with old gramophone recordings. The background noise is due to transducing equipment, while impulsive noise appears as a result of natural surface irregularities, scratches, and dust particles. Situations of the second type are common with old magnetic tapes, when by demagnetization effects a fragment of a musical track is completely missing. The case of impulsive noise and that of the missing sequence are similar, because only few data are involved, while background noise involves all samples. Two different approaches must therefore be adopted. We are concerned with degradations of the first type, i.e., only a localized sequence must be elaborated to reconstruct the original signal. This operation is also necessary when reduction of impulsive noise is required: a preprocessing stage localizes noise positions and then a reconstruction stage of corrupted samples is needed (see [1] - [5] ).
The classical approach for removal of impulsive noise from audio data is median filtering [1] . A window of predetermined length slides sequentially over the data, and the central sample within the window is replaced by the median of all the samples within. The main drawback derives from the fact that all the samples are replaced, causing a worsening of global quality as a high-pass filter is applied. Besides only short-time duration impulses can be corrected. Improvements can be reached using an adaptive threshold [2] , that prevents all samples being replaced.
A different methodology for missing data reconstruction is based on the assumption that signal can be modeled as order autoregressive process [3] , [4] . The model parameters, which are the taps of a finite-impulse response (FIR) linear predictor filter, are calculated using a signal block including missing data. The missing samples are subsequently predicted in forward and backward mode and the attained results are suitably combined to give missing sequence. The main drawback of autoregressive model-based approach is an increasing model order for long sequence reconstruction. The model order must be two or three times the length of missing data sequence. This method is not very appropriate for reconstructing long sequence (over 100 samples at a 44.1 kHz sampling rate [5] ). A proposed improvement [3] involves the addition of long-term to short-term prediction. The pitch period is calculated and prediction is carried out using samples in proximity of missing data and other samples around a pitch period. The method becomes even more efficient with a clear signal periodicity, even if the number of samples which is possible to reconstruct remains low.
In [6] , the linear prediction method has been extended to the nonlinear case using neural networks (NNs). A inputs multilayer perceptron (MLP) neural networks has been used, with hidden layer neurons with bipolar sigmoidal activation function, and a linear neuron in the output layer. The net has been trained using several examples extracted randomly from different uncorrupted signals. A forward and a backward prediction perform in a similar way to a linear case. Some experiments have shown performances at the same level to the linear predictor. Improvement has been obtained by adding a training stage using samples before and after the missing data, allowing the net to learn the local characteristics of the signal. Nevertheless results remain comparable with those obtained using linear prediction.
The aforementioned methods described are based on a time domain signal elaboration. A dual approach is a missing data reconstruction on frequency domain [7] . Spectral components of signal are analyzed using a short-time Fourier analysis (STFT) with overlapping windows. Modules and phases of spectral components related to windows containing missing data sequence are calculated using polynomial interpolators for signal continuity. This method is reported to be successful for gap lengths of up to 40 ms, or well over 2000 samples at a 44.1 kHz sampling rate.
The purpose of this work is to evaluate performances of a subbands signal reconstruction method, which realies on a tradeoff among techniques based on time and frequency domain. Two different filter bank multirate architectures are implemented: channels uniform filter bank and octave filter bank. Linear and nonlinear predictors for each subband are used for signal reconstruction. A nonlinear predictor is implemented by using a recently proposed NN architecture, particularly suitable for signal processing applications, based on an adaptive spline activation function called adaptive spline neural networks (ASNNs) [18] , [19] .
The subbands approach involves multirate method so the NN complexity can be very small as it works in a narrow band and a reduced number of input samples are involved. While previous NN's approaches implicate a long training process, due to the small network architecture needed for each subband and to the flexible activation functions, which speed up the convergence time and improve the generalization performances, the ASNNs are able to work in on-line (or in continuous learning) mode as simple nonlinear adaptive filters.
Several experiments are carried out using combinations of filter banks and prediction methods. The results show mean square reconstruction error and maximum error obtained with increasing gap length, from 200 to 5000 samples. The method allows for the reconstruction of a signal over 100 ms with low audible effects in overall quality.
II. SUBBAND SIGNAL RECOVERING
A. Problem Definition and Subband Approach
The reconstruction of consecutive missing samples in an audio signal may be considered an extrapolation problem, as represented in Fig. 1 .
Given the signal trend on the left and on the right of the missing sequence boundaries our task is to fill the gap. Using time-domain-based approaches known in literature it is not possible to solve the problem if the gap is more than 100 samples [3] , [4] , [6] . Better results can be obtained using frequency-domain-based approaches [7] . This is due to the fact that time-variant spectral amplitude varies slowly with respect to the time signal, so that interpolation gets easier. The drawback to this method is related to interpolation of complex numbers and phase discontinuities.
In [8] and [9] , a sinusoidal time-variant analysis-synthesis framework has been found to be useful for representing speech, music and bio-acoustical sounds. Such a model may be combined with a multirate approach, which gives the advantage of a reduced sampling rate, and consequently a decrease of the number samples allowing longer gap reconstruction.
The direct implementation of multirate technique is based on a filter bank which offers two different advantages. The first is related to the fact that the signal is split into its frequency components, similar to a frequency analysis. The second is due to the time decimation process which reduces signal length, so we can use a low order predictor in each band.
The proposed method has been implemented using an -channels pseudoquadrature mirror filter (QMF) bank architecture and octave filter bank. Two different prediction methods have been also used: the first based on linear prediction, the second based on NNs, realizing a nonlinear predictor. A brief presentation of filter bank architecture and prediction methods follows.
B. Filter Bank Architectures
1) Uniform Filter Bank:
The uniform filter bank consists on band-pass filters, partitioning signal spectra into directly adjacent bands of equal width (see Fig. 2 ). All filters have the same bandwidth and the central frequency are uniformly spaced in frequency axis. A -channels pseudoquadrature mirror filter (QMF) bank was implemented [10] - [12] so the input signal is split into different signals, each representing signal progress in th band determined by th band-pass filter. Due to the band-pass characteristic each filter's output consists in a band-limited signal, So, according to Nyquist frequency, an factor decimator is applied to all signals, which leads to critically sampled filter bank.
In order to design the filter bank, a low-pass prototype , with a cutoff frequency of , may be derived using numerically optimal techniques [12] or using closed form expression [11] . We implemented the second method using raised-cosine functions, which gives good results in moderate computational complexity. Moreover, it is important to underline that when a processing unit, as in our task, is inserted between analysis and synthesis filters the aliasing phenomena cannot be avoided. Consequently use of a perfect reconstruction filter bank is not very important.
The impulsive responses of analysis and synthesis filters, and , respectively are cosine-modulated versions of prototype filter
. In other words, we have (1), shown at the bottom of the page, where is the length of .
2) Octave Filter Bank:
The octave filter bank belongs to constant filter bank family, i.e., the ratio between central frequency and its nominal bandwidth is constant.
The bank is implemented in a tree structure, as shown in Fig. 3 . Two-channels filter banks, consisting of a low-pass filter and a complementary high-pass filter , are used as band separating filter. By successively feeding just the low frequency output signal to a further band separating filter, the octave analysis filter bank is obtained. Starting with a low-pass prototype impulse response two couples of complementary filters may be obtained, leading to a perfect reconstruction two channel filter bank. Their impulsive responses are given by (3) (4) where and indicate the impulse responses of the synthesis bank. Unlike uniform filter bank the sampling rate is reduced by a factor of two at each stage. The transfer functions in all stages of the filter are the same and consequently, the relative transition bandwidth (relative to the respective sampling rate) is the same in all stages. 
III. SUBBAND AUDIO SIGNAL PREDICTION
In this section, we introduced the subband proposed approaches for the signal recovery of missing audio samples.
The proposed architecture is shown in Fig. 4 . In order to reconstruct missing data gap, each output signals from the analysis filter bank are processed by the predictor blocks. Whether output signals are taken from the uniform analysis filter bank or from octave analysis filter bank, the situation is very similar. We have a sequence with a gap of missing data that must be filled.
A linear and nonlinear approach are implemented: the first is based on a linear prediction algorithm [3] , [4] , while the second is based on a nonlinear prediction algorithm realized using neural networks. The main difference with respect to related methods lies in the way that the input signal feeds the prediction block. Many related methods, in fact, use a full-band signal, while we use a subband approach.
In both linear and nonlinear approaches a forward (left to right) and backward (right to left) prediction is performed and the results are combined by a cross-fade operation. Obviously, the signal quality decreases, thus increasing the length of pre- (1) dicted samples [5] , so fade weighing windows are used. The expression is [6] ( 5) where represents the number of missing data in th subband sequence and . This operation is performed on every output signal from the analysis filter bank and then subband reconstructed signals are passed to synthesis filter bank to obtain the full-band output signal.
A. Linear Prediction
The linear prediction is performed in two distinct stages. First, for each missed sample, the predictor parameters are estimated, then the filter output is computed. The filter parameters are computed using the Levinson-Durbin algorithm [13] . Forward prediction output is given by the convolution (6) where , while backward prediction output is given by (7) where . The input signal is real and the relationship between forward and backward predictor parameters is . As proposed in [4] , [5] , predictor order was chosen.
B. Nonlinear Prediction by Adaptive Spline Neural Networks
An extension of linear prediction to a nonlinear case can be realized using MLP NNs, as proposed in [6] . Due to the usually high number of free parameters and to the very slow adaptation time, standard MLP networks are implemented in two different phases: the learning and forward phases. Obviously, these network architectures usually have a very high computational cost that makes real-time application difficult.
In our approach we have a net with a new neuron model containing an adaptive flexible parametric spline activation function [18] , called ASNN. This activation function has several advantage compared to standard fixed nonlinear function. First of all neuron's power representation allows us to have a very small number of neurons. The second interesting property is due to the spline local adaptation scheme. Each training pattern, in fact, modify only a subset of the spline control points (see Appendix A for details). The shape of the curve changes only locally and the forgetting effects, typical of other nonlocal activation function adaptation schemes, are avoided [19] .
Another advantage is due to spline minimum curvature property (see [20] and the references therein for more details on spline curve properties). This property can be viewed as an application of the principle of minimal disturbance [17] , stating that the parameters of an adaptive system should be disturbed as little as possible when a new input data is presented. Therefore, the NN built using neurons characterized by spline activation functions can considerably reduce both over-fitting and over-training problems.
These properties are also suitable for signal processing applications where neural networks are used as a real-time adaptive (nonlinear) filters. Unlike standard MLP architectures ASNN can be easily implemented in an on-line scheme where, as in adaptive linear filters [14] , the network works in continuous learning mode. At least networks designed with such neurons are still universal approximators maintaining good generalization capabilities [19] .
Due to the neuron's extreme representation power the NNs used for forward-backward prediction are composed of only one spline neuron. So, the outputs are given by (8) (9) where is the flexible activation function, which is initialized as a bipolar sigmoidal. It is clear that if is linear and 0 (8) and (9) fall into (6) and (7). As in the linear predictor, the net inputs number is chosen as equal to the missing data length number . Because the missing data length varies from one application to another, the net inputs number is not constant. For this reason, the nets used are not pretrained, but they are run-time created and all synaptic connections are initialized with linear predictor parameters. For each th subband sequence, all data on the left and on the right of the missing samples gap are collected in a training set. Such initialization is a good starting point for minimum searching on error surface and after a few iterations (maximum 10), better results with respect to the optimal estimated linear predictor, can usually be obtained.
IV. CONVERGENCE PROPERTIES OF SUBBAND PREDICTION ALGORITHM
The subband prediction is carried out in two different stages: the first consists of a system identification process, which is performed using adaptive filtering techniques and the second is a forward phase. Capability of increased prediction length depends on the ability of the adaptive filtering process to fit features of incoming data. Using a selective analysis filter bank we may consider that each subband signal is not correlated with the others. An adaptive filtering process is therefore performed independently on each channel. According to [8] , [9] analysis-synthesis model, an audio signal may be considered as the sum of a varying number of sinusoids, so a subband decomposition allows us to select only a restricted number. In [15] , has been demonstrated that the optimum subband adaptive filter is the same as the full-band adaptive filter. The exception is in filter bank group time-delay and in the fact that the multirate adaptive filter provides better performance for highly correlated input signals than the full-band adaptive filter, which is the case with music signal inputs.
It is well known that convergence behavior of adaptive filters depends on eigenvalue distribution of the input autocorrelation matrix [14] . The convergence speed of the adaptive filter employing the LMS like algorithm is dependent on the largest time constant, which is given by [14] (10) where is step size and is the minimum eigenvalue of the input autocorrelation matrix . Let us define as the maximum eigenvalue of , the convergence rate of LMS algorithm is also dependent on step size , whose value should satisfy the following condition: (11) Let us define the eigenvalues spread as the ratio between the largest and smallest eigenvalue of the input autocorrelation matrix. It is well known that its upper bound can be written as (12) where and are maximum and minimum values of the associated power spectral density. Defining and , respectively, as the maximum and minimum power spectral density of the th subband input signal, we have (13) (14) and so we obtain (15) where and are the eigenvalue spread of the subband and the full-band signal, respectively. Given that eigenvalues are bounded by the maximum and minimum values of the associated power spectral density (16) we may observe that for subband input signals we have (17) (18) which ensure a better convergence speed of the LMS algorithm for the subband adaptive filter than the full-band adaptive filter allowing a reduced time constant and an increased step size.
V. EXPERIMENTAL RESULTS AND DISCUSSION
In order to test the performance of the proposed architecture, several tests were carried out and put into three groups. The first was realized to compare results obtained using the four possible architectures: we tested the uniform and octave filter banks with linear or nonlinear prediction.
The second test shows how an increasing number of uniform filter bank channels influences prediction performances, and the third was performed to evaluate how an increase in depth prediction is influenced by subband channels' number. For all the experiments described in the following, let be the number of the missing audio samples, the prediction order is equal to (see Section III). The linear predictor consists of an adaptive linear combiner trained using the Levinson-Durbin recursive algorithm [13] . For the nonlinear prediction an ASSN with only one neuron (a linear combiner followed of a flexible parametric activation function) is used.
A. Architectures' Test
Four possible architectures may be derived by combining uniform (UFB) and the octave filter bank (OFB) with liner and neural nonlinear prediction (LP and ASNN). The test was conducted using a channels uniform filter bank and a nine channels octave filter bank. The uniform filter bank was designed starting from a raised cosine low-pass prototype filter of order 256 with a cutoff frequency of and a roll-off factor of 0.1. Modulated band-pass filters, implementing the analysis-synthesis filter bank, was designed using (1) [11] .The octave filter bank was designed starting from a half-band filter, using (3) and (4) to obtain filter bank impulsive responses.
Experiments were carried out on different musical genres. Briefly, we report recovery results for one genre (jazz trio: guitar, bass and drums), starting from 200 data points, which correspond to 4.5 ms at a digital audio frequency sampling rate, to 5000 samples, which correspond to 113 ms. For each test two numerical and one subjective evaluating criteria are given. Numerical criteria are given by maximum reconstruction error and mean square reconstruction error (MSE) given by (19) where is the missing data length, is original sequence and is a reconstructed one. As the human ear is considered a good judge in the musical field, reconstructed sequences were submitted to the judgment of three musical experts, who gave a value from one (very bad) to five (optimum), and the mean is reported.
In all cases results show satisfactory reconstruction within 1500 missing data samples (about 34 ms). For longer gaps, the quality of the reconstructed signal remains acceptable until over 110 ms gap, while audible effects have been detected in the symphony orchestra signal. Figs. 5-7 show the numerical results for the different number of missing samples recovered. All experiments show that the best results can be obtained using neural nonlinear prediction, while results obtained using the uniform or octave filter bank may be considered comparable.
B. Influence of the Number of Bands on Predictor Performances
Another series of experiments was also carried out to evaluate the influence of subband prediction with respect to full-band approach. In all following cases prediction was performed combining a uniform filter bank and an adaptive spline neural networks. A 256-order uniform filter bank with an increasing number of channels ( , 4, 8, 16, 32) , was used and results were compared with full-band prediction. Several experiments were conducted using the audio signals of three different musical genres: a pop song, a symphony orchestra and a jazz trio. The test was concerning about a constant length missing samples recovery. In order to have statistic information, starting from five different points of the same piece of music, 3000 audio samples were reconstructed varying the number of filter bank channels, from one (full-band) to 32. So, for every audio signal, five tests were carried out and averaged MSE and standard deviation were calculated, as shown in Fig. 8 . In all cases it can be noted how better results can be obtained by increasing the number of channels of the uniform filter bank and how the subband approach outperforms the full-band one.
C. Influence of Subband Channels on Prediction Depth
Using the same audio signals another test was carried out recovering an increasing number of missing samples (from 500 to 5000), evaluate how a subband approach influences prediction performances. As in the previous case, predictor's architecture was realized by combining the uniform filter bank with a neural nonlinear predictor. The same recovery test was conducted on all three signals. The averaged MSE and standard deviations are reported in Fig. 9 . It can be noted that a better performance may be obtained using the subband approach by increasing the missing samples' length.
It was also observed that for very short missing samples lengths, best results were obtained using full-band prediction (for sake of brevity some experiments are not reported here). That may be due to the aliasing effects of a not so perfect reconstruction filter bank and to the fact that the decimation process may cause an uncertainty on the exact sample where prediction must start.
In Fig. 8 , it can be seen that when the bank has more than 8-16 channels there is not a great performance improvement (sometimes, we have a poorer quality by increasing the number of channels of the filter bank). This is probably due to the aliasing effect. In all of the experiments we use a constant length filter bank (256 taps FIR filters). The aliasing effect is therefore more significant when the number of channels is growing.
D. Discussion
All experiments conducted showed that for long sequences of missing samples better results can be obtained using the subband approach with respect to the full-band one. Using a uniform filter bank or an octave filter bank did not seem to significantly influence predictor performances, while better results were achieved using adaptive spline neural networks predictors with respect to linear predictors.
Another great advantage that can be obtained using a subband approach combined with a neural prediction concerns the reduced network architecture (input neurons). Due to the multirate decimation process, each (linear or neural predictor) is fed through a delay line of length. Thus, better learning performances may be achieved in a shorter time, making the subbands approach more suitable for on-line application.
An example of a reconstructed sequence is presented in Fig. 10 . The original and reconstructed signal waveforms shown seem to be very similar, but of course not identical.
As for the subjective judgement the full-band reconstruction seems to be affected by a sort of low-pass filtering. It is well known that the spectrum of the music signal shows high energy in low frequency. So in the full-band approach, we can reach small MSE by focusing on the low frequency signal. On the contrary, in the subband approach, each band is trained independently to each other and the high frequencies, are reconstructed with more precision.
VI. CONCLUSION
In this paper a subbands architecture for audio signal restoration, using on-line neural nonlinear prediction based on ASSNs, has been presented. The decimation process at each subband channel facilitates the prediction task allowing for long sequences reconstruction outperforming all the previous linear nonlinear time or frequency domain approaches. The subband adaptive filter in fact provides a better performance for highly correlated input than the full-band adaptive filter, which is the case of music signal inputs. Due to the neuron's extreme representation power of the ASNNs, a simple nonlinear predictor, composed of a single neuron for each channel, was used for forward-backward recovery. Several experiments were carried out to demonstrate the effectiveness of the proposed method.
Although time series prediction problems have attracted researchers from many areas for various reasons and the arsenal of linear and nonlinear methods has been exploited thoroughly, in our opinion, due to the obtained extreme accuracy of the recovered signal, subband multirate prediction can be used in many more standard signal prediction problems, above all when far-off forecasting is needed.
APPENDIX THE ASNN ARCHITECTURE
A. The Generalized Sigmoid (GS)
Referring to [18] and [19] for further details, here we give some notes on the realization of an adaptive flexible activation function.
The splines are, generally, smooth parametric curves, divided into multiple tracts; they are also able to preserve the continuity of derivatives at the joining points. In the planar case the graph of the th curve span is represented by
where is the local span parameter (usually varying between 0 and 1), is the transpose operator and the two polynomial functions , describe the curve tract behavior in the two coordinates and . The th curve spline basis functions tract can be written in the form
where is the th element of the spline basis (a polynomial of degree in the variable ) with , and are the control points of the th curve tract: moving such points on the real plane will affect the of the curve shape.
We have chosen to represent the activation functions through the concatenation of even more local spline basis functions, controlled by only four coefficients. To keep the cubic characteristic, we have used a B-spline or Catmull-Rom cubic spline.
Referring to Fig. 11 , the th curve span in (A.2), expressed in matrix form can be rewritten as (A.3) for the B-spline base. From (A.3) such a spline (see Fig. 9 for details) interpolates the points and and has a continuous first derivative (B-spline also in the second), useful for the backpropagation-like learning algorithm.
In general, (A.3) represents a curve: to obtain a function we have ordered the -coordinates according to the rule . To find the value of the local parameter we have to solve the equation , where is the activation of the neuron. This is a third-degree equation, whose solution can make the numerical burden of the learning algorithm heavier. The easiest alternative consists in setting the control points uniformly spaced along the -axis ( is the step): this choice allows to reduce the third degree polynomial to a first degree polynomial and the equation for becomes linear (A.6) Moreover, the fixed parameter is the key tool for smoothness control. Now we can calculate the output of the neuron by . As we decided to adapt only the -coordinates of the spline knots, we must initialize them before starting the backpropagation-style learning: for this reason we take, along the -axis, uniformly spaced samples from a sigmoid, e.g., , or from another function assuring universal approximation capability [21] , [22] : that is why we sometimes use the acronym GS. Outside the sampling interval the neuron's output will be held constant at the values , for the negative -coordinate, and for the positive . In the following, for simplicity's sake, we shall indicate the -coordinates of the control points without the index . For the whole network the acronym ASNN has been chosen.
B. Forward Mode
Referring to Fig. 12 for the formalism, the proposed neuron is composed of two functional blocks. The first block, called GS1, is composed of a classical linear combiner, which performs the weighted sum of the inputs. The second block, called GS2, carried out the spline adaptive activation function.
The block GS1 performs the mapping of the linear combiner output to the parametric spline domain, i.e., the -axes inversion.
The -axis is uniformly sampled and this allows a simple inversion without computing the roots of third-degree polynomial roots considering the following assumptions:
where is the floor operator. The terms represents an internal variable, the terms and are the tract index and the relative control parameter . For example, the four controls points correspond to the tract , the points correspond to the tract . The block GS2 computes the neuron output by using the activation function's control points, stored in the GS2-LUT (see Fig. 12 ), and the polynomial coefficients of (A.8). It follows (A.8) where the function is the th tract of the activation spline curve of the th neuron of the th layer.
C. Learning Algorithm for the ASNN
The learning algorithm for ASNN is based on the classical backpropagation [16] where both the weights and the local activation function free parameters are adapted. Using the same notation proposed in [17] , for the th step of the learning phase we have the following recursive equation. (in (A.10)-(A.12), (A.14), time index is omitted) where represents the local approximation of the function error gradient, is the desired th output value, the terms and are the learning rate for the weights and the activation function parameters, respectively, and the derivative of is simply a second-order polynomial.
The terms and are obtained by computing the output error derivative with respect to the weights and to the control points of the activation function, respectively. For the control point adaptation (A.14), the parameter ranging from zero to three restricting the update to only four points. In this step, we consider the parametric value fixed (i.e., ), so the GS2 block is represented by a function of only four variables (the four control points).
