We are concerned with a variation of the knapsack problem as well as of the knapsack sharing problem, where we are given a set of n items and a knapsack of a fixed capacity. As usual, each item is associated with its profit and weight, and the problem is to determine the subset of items to be packed into the knapsack. However, in the problem there are s players and the items are divided into s + 1 disjoint groups, N k (k = 0,1, . . . , s). The player k is concerned only with the items in N 0 [ N k , where N 0 is the set of ÔcommonÕ items, while N k represents the set of his own items. The problem is to maximize the minimum of the profits of all the players. An algorithm is developed to solve this problem to optimality, and through a series of computational experiments, we evaluate the performance of the developed algorithm.
Introduction
In a previous work [17, 18] , we formulated the knapsack sharing problem (see also [6] ) as an extension to the standard 0-1 knapsack problem [12, 9] and proposed a solution algorithm to solve that problem. It was a combinatorial optimization problem [14] with a max-min type objective function, which has been widely studied in various frameworks [1, 2, 8, 11, 16, 19, 3] . In this paper we further extend the problem and formulate the knapsack sharing problem with common items, or the generalized knapsack sharing problem (GKSP), in the following way. As in the ordinary knapsack problem, we are given a set of n items N := {1, 2, . . . , n} and a knapsack of fixed capacity C. Associated with item j 2 N is its weight w j and profit p j . Furthermore, s ÔplayersÕ are involved in this problem and items are divided into s + 1 mutually disjoint subsets N 0 , N 1 , . . . , N s , i.e., 
Here N k is the set of player kÕs items (k = 1, . . . , s). We assume that for each player all the items of other players are worthless. We call these individual items, and by N I :¼ S s k¼1 N k we denote the set of all these items. Contrary, N 0 represents the set of common items; each of these is assumed to be of the identical worth to all the players.
Let x = (x j ) 2 {0, 1} n be a solution vector, where x j = 1 if item j is put into the knapsack, and x j = 0 otherwise. Then, the value of x to player k is the sum of the profit from his own items and the profit from the common items, i.e.,
Our problem is to maximize the minimum of these profits over all the players subject to the usual weight and 0-1 constraints. Since p 0 (x) is common to all players, the problem can be written as follows.
GKSP:
Maximize zðxÞ :¼ min
w j x j 6 C; ð5Þ
Without much loss of generality, we assume the following:
. Problem data C, p j and w j (j 2 N) are all positive integers. A 2 . P j2N w j > C and w j < C(j 2 N).
GKSP is NP-hard [5] , since for s = 0 it reduces to the knapsack problem which is already NP-hard [12] . Without common items (i.e., N 0 = ;), GKSP is simply a knapsack sharing problem which is also NP-hard [18] .
In this paper we present a decomposition approach, where GKSP is solved to optimality by solving a knapsack problem (KP) and a knapsack sharing problem (KSP) parametrically. We implemented this algorithm, and evaluated this through a series of computational experiments.
Decomposition of the problem
First, we consider the following auxiliary knapsack problem.
Maximize p k ðxÞ ð7Þ subject to X j2N k w j x j 6 c; ð8Þ
Theorem 2 (i) z KP k ðcÞ and z KSP ðcÞ are both piecewise linear, monotonically non-decreasing, concave functions.
(ii) z KSP ðcÞ is obtained by adding z KP k ðcÞð1 6 k 6 sÞ horizontally. That is,
Let us define
Then, since z KP ðÁÞ and z KSP ðÁÞ are both concave and piecewise linear, zðcÞ is also a concave and piecewise linear function. Let this function attain its maximum z at c 2 ½0; C. Then clearly z gives an upper bound to GKSP. Next, by solving KPð cÞ and KSPðC À cÞ exactly, we obtain a feasible solution to GKSP, and thus a lower bound
Example 1. Fig. 1 shows the functions z KP ðcÞ, z KP 1 ðC À cÞ and z KP 2 ðC À cÞ, together with z KSP ðC À cÞ and zðcÞ for a randomly generated instance with n = 30 and s = 2. The details of this example is available from our web site [20] . We note that z KSP is obtained as the horizontal sum of z KP 1 and z KP 2 . Here we have an upper bound z ¼ 8818 at c ¼ 1999, and a lower bound z = 8666.
An exact algorithm
Without loss of generality we assume z < z, since otherwise the problem is solved. Then, from concavity of zðcÞ, the equation
admits two distinct real solutions c L and c U , where we assume c L < c U (see Fig. 1 ). Then, since we already have a solution with the objective value z, in solving GKSP we only need to examine c within the interval
is a non-decreasing, right-continuous step function, it suffices to examine the discontinuity points of z H KP ðcÞ. Discontinuity points can be found by the algorithm LISTUP_DC_POINTS given in Appendix A.
Thus, the algorithm to solve GKSP is summarized as follows, where we start with the lower bound z, which is taken as the initial incumbent solution. 
Step 4. Go to the next discontinuity point c. 
Proof. Straightforward from Theorems 1 and 2. h
Based on this, we introduce the check level (CL) to determine (26) as follows.
• CL = 0: Determine (26) by solving KSP(C À c) exactly.
• CL = 1: Determine (27) by solving IKP k (z ) exactly for k = 1, . . . , s.
• CL = 2: Check if
is satisfied first; if it fails then check (27) as in the case of CL = 1.
• CL = 3: Check (29) first; if it fails then check if
holds, otherwise check (27). For example, in the case of CL = 3 we first see if (29) holds. If it does, from (28) we have (27), and the answer to Step 2 of SOLVE_GKSP is known to be ÔYESÕ without solving KSP exactly. Thus, by frequently bypassing the time consuming calculation to solve KSP exactly, the total time of computation is reduced.
Numerical experiments
We have implemented the solution algorithm of the previous section in C language and conducted some numerical experiments on an IBM RS/6000 Model 270 workstation. To solve KSP and KP inside the algorithm, we used the methods of Yamada et al. [18] and Horowitz and Sahni [7] , respectively.
Design of experiments
Throughout this section weights and profits of items are assumed uncorrelated, and these are distributed uniformly over the interval [1, 1000] . We call this UNCOR type of problems. The number of items is between n = 2 9 -2 15 , the number of players is s = 2, 4 or 8, and the knapsack capacity is set to C = 200n. Since the average weight of items is 500.5, this means that about 40% of items can be accommodated into the knapsack. The ratio of the number of common items to n is denoted as k := jN 0 j/n, and we usually try k = 1/2, 1/4 and 1/8. The number of individual items is set to jN k j = (n À jN 0 j)/s (k = 1, . . . , s). Fig. 3 shows the CPU seconds vs. check level. Here n = 2048, C = 200n and each measurement is the average over ten randomly generated instances. From the figure, the CPU time is shortest for CL = 3. Thus, from now on check level is fixed at CL = 3.
Check level

Comparison against an IP solver
We note that GKSP can be written as a linear 0-1 programming problem. Therefore, we compare our method against a commercial IP solver NUOPT [15] , which is a product of a Japanese software vendor and is considered competitive to other popular solvers such as CPLEX, XPRESS-MP, or LINDO [4] . Fig. 4 shows the CPU time as a function of n for some values of k and s = 4. Our method is much faster, and is able to solve larger problems than NUOPT. The CPU time decreases as k decreases from 1/2 to 1/8, but it is rather insensitive to s. We also observe the following:
The result of experiments
1. z w increases linearly with n.
CPU time, z
w , ]KP and ]DC all decrease as k decreases from 1/2 to 1/8, while n and s are kept constant. 3. If we increase s from 2 to 8 while keeping n and k constant, z w decreases and ]KP and CPU time increase, while ]DC is relatively insensitive to s. We note that k = 0 implies the knapsack sharing problem [18] since in this case we have no common items, and k = 1 means the standard knapsack problem. GKSP is easily solved in practice in these extremal cases, while it is most difficult to solve for k 2 [0.7, 0.9].
Finally, Fig. 6 shows the relation of the knapsack capacity to the CPU time in seconds. Here n = 2048, k = 1/2 and the horizontal axis is a which is related to the knapsack capacity through a := C/n. Since average weight of items is 500.5, a = 500 means that almost all items can be accommodated into the knapsack in this case. The problem is most difficult when about a half of items can be included in the knapsack.
Numerical experiments: Correlated cases
In this section we introduce correlation between the weights and profits of items as follows [12] .
• Weakly correlated case (WEAK) w j : Uniformly and independently random over [1, 1000] . • Strongly correlated case (STRONG) w j : Uniformly and independently random over [1, 1000] . p j : p j = w j + 100. Table 2 Panels (A)-(C) and Table 3 summarize the results of the WEAK and STRONG cases respectively. Comparing Tables 1 and 2 , we observe the following: For the problem with n = 2 15 items weakly correlated instances can be solved 10-100 times faster than uncorrelated counterparts.
The reason for this is explained in Fig. 7 (For the details, refer to [20] ). Correlation between weights and profits makes functions z KP ðcÞ and z KSP ðcÞ almost a straight line, and thus their sum zðcÞ is pointed at ð c; zÞ. Then, the interval between c L and c U is much smaller in correlated case than in uncorrelated case, and thus in UNCOR we need to examine a wider interval; consequently the CPU time to do this is longer.
However, in the strongly correlated case, the problem is hard to solve. Indeed, in this case we were only able to solve problems with n 6 1024, as shown in Table 3 . This is because the Horowitz-Sahni method [7] used to solve KPs in our algorithm is very inefficient for such type of problems.
Conclusion
In this paper we have formulated the GKSP, developed a solution algorithm, and conducted some numerical experiments. Our algorithm outperformed a commercial software, and we were able to solve problems with up to n = 2 15 items to optimality. Strongly correlated case remains difficult to solve, and this is left for future work.
