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O  objectivo  central  da  análise  de  logs  é  adquirir  novos  conhecimentos  que  ajudem  os 
administradores de  sistemas  a  compreender melhor o modo  como os  seus  sistemas estão  sendo 
usados. As redes de telecomunicações constituem uma das áreas onde a quantidade de dados de log 
registados  é  enorme  e  onde,  na  maioria  das  vezes,  apenas  uma  ínfima  parte  desses  dados  é 
analisada. Isso coloca importantes perguntas a um gestor de rede: Devem continuam a registar esses 













Caracterizamos  totalmente  essa  sequência  de  pedidos  web  services  que  uma  STB  realiza 
durante  a  fase  de  arranque  e  autenticação  na  plataforma  IPTV.  De  seguida,  desenvolvemos  um 
método que pode ser aplicado automaticamente para isolar essas sequências nos logs de dados em 
bruto. Esse método começa por definir o evento de início e depois tenta identificar o evento final da 
sequência  aplicando um  conjunto de  regras  empíricas definidas por nós.  Todos os  eventos  entre 
aqueles dois constituem a sequência e, embora a maioria deles sejam mandatórios, existem alguns 
eventos que ocorrem apenas em  certos  casos, devido às  características particulares de  cada STB. 
Finalmente, e depois de  isolar as sequências,  realizamos uma análise estatística a  fim de validar a 
exactidão do nosso método de identificação/isolamento. 
 






de  eventos  e  isolando  as  sequências  anormais  para  que  as mesmas  possam  ser  alvo  de  análise 
adicional em termos técnicos ou de segurança. 
 








The  central  goal  of  log  analysis  is  to  acquire  new  knowledge  which  will  help  systems 
administrators  to  better  understand  how  their  systems  are  being  used.  Telecommunications 
networks are one of those areas where the amount of  logged data  is huge and, most of the times, 
only  parts  of  it  are  analyzed.  That  presents  big  questions  to  a  network manager:  Should  they 
continue  to  log  the data?  Is  there any  relevant  information  that can be extracted  from  that data? 
The methods  to  extract  it  already  exist?  Could  operations  and management  be  improved  if  that 
information was  available? Only by answering  these questions  can a manager decide what  to do 
with the logging of data that consumes lots of resources.  
 
The main  objective  of  our work  is  to  analyze what  type  of  additional  information  can  be 
extracted from the server log files of an IPTV platform. Our specific focus is in trying to understand if 
it  is possible  to determine what  sequences of events are  triggered at  the platform when a  client 




We  fully  characterize  that  sequence  of  web  service  requests  that  an  STB  performs  while 
booting up and logging into the IPTV platform. Then, we develop a method that can be automatically 
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multivendor  systems  involved  in  large  networks. A  small  part  of  this  data  is  presented  in  online 
operations monitoring systems, where  it provides an overall  image of the performance and quality 
of  the  service of  the  various network  components, but most of  it  is  compressed  and  archived  in 
offline  storages. Whenever  there  is  an  unusual  event  that  requires  an  immediate  and  detailed 









the  decision‐making  process  of  network  management  is,  consequently,  becoming  an  increased 
challenge  for  the  existing  analysis  tools  and methods.  Another  factor  that must  be  taken  into 
account  is that network managers know much more about network protocols and their tools than 






Since  this  is usually  supported  in  a new network  solution  and  its delivery platform  is  also  a new 






Combining  the  increasing  amount  of  generated  data with  the  uncertainty  of  us  knowing  all  the 
events that should be looked upon to know what is happening in the platform/network introduces a 
great  challenge  in  our  quest  to  decide what  is  the  unessential  data  that we  can  offline  store  or 





delivery platform,  in order  to  identify which  sequences of events  the platform  servers execute  in 
responding to a client request (action). The objective is to characterize those sequences and develop 
a method that allows their automatic identification inside the log files. The challenge is to determine 







 Identifying  the  server  log  file  types  that  have  the most  useful  data  for  the  type  of 
analysis we intend to perform 
Several file types were analyzed and we established correlations between them but, the 







One  of  the  most  important  sequences  of  events  that  can  only  be  observed  in  the 
servers’  logs  is the boot‐up sequence. We characterize all the mandatory and optional 









































In  order  to  deliver  its  IPTV  service  this  provider  chose  the Microsoft Mediaroom  IPTV  solution. 
Microsoft Mediaroom  is a  robust platform  that allows  for  the delivery of high‐quality  live TV and 
video on demand (VOD) over diverse IP network infrastructures. It also enables service providers to 







over  several  platform  servers.  These  servers  are  usually  grouped  in  “functional  modules”  (for 
example: the Head‐End, Local, Regional and Branch modules). The servers that are responsible  for 
the  interaction with the STB client belong to the Branch Module while the servers that deliver the 
video streams  to  the STB are  located  in  the Local Module.  In some  implementations  there can be 
some interaction between the Microsoft Mediaroom platform and an IPTV provider’s External Login 












The  servers  that  support Microsoft Mediaroom  architecture  are  grouped  in  the major  functions 
shown  in Table 1. Most of  these  functions are executed by groups of  servers  in order  to provide 
redundancy and  load balancing (as such, a subscriber can  invoke an “action” and his STB client will 





Head‐End  Receive  the  TV  signals  from  the  various  satellites  and  encodes  the 
streams. 
Acquisition Server (ASVR)  Responsible for multicast streaming of Live TV. 
Distribution Server (DSVR)  Provides  Instant  Channel  Change  (ICC)  functionality  and  Reliable  UDP 
(rUDP) for Live TV. 









Provides all  the  internal Web Services of  the  IPTV platform. Manages T‐
Servers and interacts with the OSS/BSS layer. 




































So,  all  subscribers  are  divided  into  several  Service  groups  and  each  one  of  those  Service  groups 
















From  the  previous  architecture  and  server  distribution  we  can  see  that,  in  order  to  study  the 
consequences  of  subscriber  actions  taken  using  the  client  set‐top‐box  (STB),  the  best  server 
candidates are the ones to which the STB sends the web service requests and, also, the ones that 
make  those  web  services  available.  In  this  case,  the  Client  Gateways  (CGW)  servers  receive  all 
requests of the STBs, besides the terminal server applications requests, and route them to the Client 
Facing Application (CFA) servers, the ones that make the web services available to the client. In this 
thesis  the  focus  of  the  logs  analysis  is  on  both  of  those  servers  but  other  servers’  logs  are  also 






























Transaction  log  analysis  enables  macro‐analysis  of  aggregate  user  data  and  patterns  and 
microanalysis  of  individual  search  patterns.  The  results  from  the  analyzed  data  help  develop 
improved systems and services based on user behavior or system performance. 
 
From  the user behavior  side,  transaction  log analysis can be classified as an unobtrusive method. 
Unobtrusive methods allow data collection without directly interfacing with participants. This type of 
data  is usually a very valuable  research  source  since  it was  collected without  interfering with  the 




see  that  an  STB  performed  a  boot‐up  sequence.  However,  using  trace  data  alone,  we  cannot 






The  technique,  requiring  neither  additional  system  instrumentation  nor  any  application  specific 
knowledge,  analyses  co‐occurrence  of  events  (within  a  certain  time  interval)  and  their 
correspondence through a  least one  identical parameter. The authors show how false positive and 
false negative  rates are  influenced by  the  co‐occurrence  time  intervals  considered.  Initially,  some 
8 
time  interval  interdependence  conditions  were  included  in  our  methods  but  due  to  the  high 
variation of  the  time offsets of our events  they were  removed and  replaced by another condition 
based on other parameters. 
 
Zhu et al.  [2] describes an algorithm  for  inferring  system  log  formats  in an automatic way.  In  the 




Pauw  [3]  presents  a  visual  and  analytic  tool  that  supports  performance  analyses  and  debugging, 
using  large event traces  to understand complex systems. Their goal  is to reduce the cognitive and 
computational  load  on  the  analyst  while  providing  answers  to  the most  natural  questions  in  a 
problem determination session. Although we do not use nor developed a similar tool, some of the 















from  the  elements  and  devices  of  telecommunications  networks  and  to  improve  the  quality  of 














 Data  logs’  entries  do  not  have  a  timestamp  with  sufficient  precision  to  allow  their 
correct  ordering. As  such,  the  events  belonging  to  a  specific  sequence  can  be  out  of 
order or intertwined with events from other sequences, if ordered using the timestamp 
field.  
 Some  sub‐sequences  (smaller  groups  of  events)  may  be  part  of  several  different 
sequences or,  simultaneously, may  constitute a periodic event  that  is not part of any 
sequence. 
9 




of occurrences but since  this process can be  further obfuscated by of  the  fact  that  the sequences 
may have optional (but valid) events that only occur in certain occasions, we decided to not follow a 









by  an  IPTV provider.  It  consists of  several days of  logs  (tracesink  logs,  IIS  logs and ELS boot  logs) 




























Typical  sizes  for  these daily  files  are: 20 MBytes/server  for CFA  servers, 6 MBytes/server  for  SFA 
servers and 380 kBytes/server for CGW servers. 
 





























































are  loaded onto a database divided  in periods of 4 hours of  log reporting (every 4 hours they  load 
into the database all the activity logs received from the STBs that reported logs in the last 4 hours). 


























All of  the data  included  in  the dataset was  generated during normal daily usage performed by  a 
subgroup  of  IPTV  subscribers  (that  subgroup  corresponds  to  one  Service  Group  that  currently 
includes approximately 60.000 subscribers). 






performing  load balancing between  them, any sequence of requests  (action) made by a particular 
STB can result  in several requests to different servers  (of that group) that have the same  function 










In  order  to  check  for  the  information  contained  in  each  type  of  server  log  and  the  possible 














Due  to  this  fact,  these  logs  list mostly  events  that  are  internal  to  applications  running  on  those 







  CFA  CGW  SFA  SYNDIS  TSVR  VSVR 
Critical Error  48  0 0 0 1  0
Debug  192.419  8.019 77.637 0 136.615  85.747
Error  7.225  0 5 14 8  500
Information  52.141  10 450 35.230 211  4.336
Success Audit  2.181  0 0 0 0  0
Warning  12.085  672 39 835 0  0










names  that differ  in  a numeric  suffix  corresponding  to each of  the  servers of  that  service group. 
Other results included: 
 There is little diversity on the type of events being logged. For example, in a 2‐hour CFA 


















The  IIS  logs consist on text  logs,  listing all the Web Services (WS) requests made to the respective 













By  looking at the  IIS web service names some of the actions being requested become  immediately 
recognizable but most of  them are not. And, when  trying to correlate  this type of  log  information 
with the tracesink log we see that there is little correspondence between both logs.  
 
Since  all  the web  service  requests  served  at  the CFA  servers, which  should have been  requested 















User activity  logs contain all  the actions  that were performed by  the  IPTV service subscribers and 
logged  in  their STB on a  local activity  logging cache. When  that cache accumulates 500 events, or 
reaches  a  certain  time  limit  of  24‐hours  since  last  upload,  it  uploads  the  content  to  the  logging 
framework on the Microsoft Mediaroom servers. 
As we can  imagine this type of arrangement and the fact that, as previously described, the  logging 
information  is  only  available  in  periods  of  4  hours  introduces  a  great  obstacle  in  attempting  to 
correlate this type of information with other logs, namely the IIS logs. 
Because of  the huge  volume of  information  included  in  these  activity  logs  it was  not  feasible  to 
download  and  accumulate 24 hours of data.   Also,  there was no  guarantee  that  all  the  requests 
logged in a corresponding IIS log would have been included in those 24 hours of accumulated activity 
logs, for all the STBs, which would makes us have to process subsequent 24‐hour periods. 
















boot‐up  attempts  occurred,  since,  in  the  current  architecture,  the  external  service  will  always 
answer with an OK  (status code 200)  to  the Mediaroom platform  requests even  if  some  required 






 There  is no practical  advantage  in  trying  to  correlate  tracesink  logs with  IIS  log  files. The 
process consumes too much time of manual analysis, with little probability of success due to 
the  fact that only on rare occasions the tracesink  log adds relevant  information to what  is 
already available  in the  IIS  log, regarding the assembly of a sequence of events that might 
correspond to a unique “user request”. 
 Even correlation between different  tracesink  files  from different  types of servers does not 
add  up much  information  since most  of  them  have  no  visible  common  information  that 
allows for their match. 
 The activity log seems to be very interesting in order to correlate with CGW IIS logs since it 
includes the user activities recorded  in the user side (STB). But, the activity  logs  include no 
















































 /upgrade/upgrade-f iles/1.6.25310.38  /upgrade/upgrade-f iles
 /ClientUpgrades/  /PackedListingsForClient/channel-cmapPT







/bootstrap/bootstrap.asmx  POST  4  21.961 
/certificateproxyws/certificateproxyws.asmx  POST  2  56 
/clientsms/clientrights.asmx  POST  11  445.788 
/clientsms/getgroupgrantedkeys.ashx  POST  1  1.836.211 
/clientsms/getrights.ashx  POST  1  325.001 
/clientsms/purchase.asmx  POST  8  280.322 
/clienttsmonitor/monitor.asmx  POST  2  1.071 
/clientuserstore/userstore.asmx  POST  4  150.973 
/dvrv2/dvrscheduler.asmx  POST  22  300.616 
/edgecontrollerfromclientws/edgecontrollerfromclientws.asmx  POST  3  551.277 
/log/clientlogger.asmx  POST  7  79.073 
/mdws/mediadiscovery.asmx  POST  8  740.522 
/notification/clientnotification.asmx  POST  3  184.839 
/searchws/search.asmx  POST  5  9.118 
/upgrade/upgrade.asmx  POST  1  18 
/vodcatalogws/catalog.asmx  POST  12  341.075 
/vodmapserverws/vodmapserver.asmx  POST  3  7.739 
/  GET  1  6 
/itassistant/ui/omabaseframe.htm  GET  1  5 
 /ClientUpgrades/  GET  1  325 
 /PackedListingsForClient/channel‐cmapPT  GET  1  114.878 
 /PackedListingsForClient/MinorSlab‐channel‐cmapPT  GET  1  114.306 
 /upgrade/upgrade‐files  GET  1  307 




In  Table  6, we  can  see  that  just  the URI  Stem  getgroupgrantedkeys.ashx  alone  is  responsible  for 
33.3% of all CGW  log events. And, dividing this number of events per the number of distinct STBs, 




in  the  log.  If  this  yielded  valid  results  it  could  be  a  good  starting  point  in  establishing  event 
sequences. But, this had very poor results. After many processing runs we could not find any event 





in a predetermined way, and that those requests may even  follow a periodic pattern.  If this  is the 
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The  interval  variance of  the  last 3 events probably aims  at  randomly distributing  the  STB  refresh 































Looking  at  the  event  distribution  charts  reveals  interesting  details  about  the  workings  of  the 
platform not  clear  in  the documentation.  It  shows  that  there are  some events which occur more 
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In Figure 6 all events occur mainly  in  the 14:00‐19:00  timeframe  (5‐hour period). A  specific detail 
that  is  visible  in  the  figure  is  that  GetMediaDescriptionsType,  GetPurchases‐  BySubSystem  and 
GetRights.ashx seem to have multiple times the number of occurrences of the other events shown (4, 
3 and 3, respectively) while maintaining the same variation pattern. This indicates that for each one 
of  the  other  event  requests,  the  STBs must make  several  of  these  requests.  So,  an  important 
conclusion from this is that, we should expect that a sequence of events might have more that one 




60,000  STBs.  That  is  totally  consistent with  the  number  of  STBs  present  in  this  log  (59,293)  and 
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 http://www.microsoft.com/tv2/server/sms/GetPurchasesBySubSystem  Microsoft.TV2.MD/GetMediaDescriptionsType
 Microsoft.TV2.MD/GetBouquetDefinition  http://www.microsoft.com/tv2/server/vod/QueryRDPMediaDescriptionsString
 Microsoft.TV2.MD/GetSubSystemMap(Versioned)  http://www.microsoft.com/tv2/server/vod/QueryMediaDescriptionsString
 http://www.microsoft.com/tv2/userstore/GetAllDeviceValues  http://www.microsoft.com/tv2/userstore/GetChannelMap








this  section.  These  occurrences  are  due  to  a  few  dozen  STBs  that  have  failed  to  receive  a  valid 
GetRights.ashx  response  or  have  been  de‐authenticated  from  the  platform  and  begin  to  issue 
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 http://www.microsoft.com/tv2/server/sms/RefreshAccountSessionKeys (ALL OCCURRENCES)
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In  Figure  8 we  can  see  two  events  that  are probably  related with  a  Live  TV  recording  sequence. 
GetRecordingDefinition  is  related with  the STB getting  the  recording settings,  from  the servers,  to 
initiate the recording and NotifyRecordingsStartedAndStopped should be called in the start and end 





The  next  chart  shows  two  highly  correlated  events  (GetVServerConnectionInformationEx  and 
GetVODKeyRing_WithAVTicket) that must be associated with VOD watching sessions. The profile of 
events PurchaseOffer and GetAssetsEx  (not shown) are very  similar  to  this one but have different 
scales  (PurchaseOffer seems  to have 10  times  the number of GetVServerConnectionInformationEx 
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shows  exclusive  events  that  exist only within  the  boot‐up  sequence).  The  LoginEx  is  the  starting 
event and  it happens twice (that  is the reason why  it has the double of occurrences), and the two 
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 http://tv2.microsoft.com/bootstrap/LoginEx  http://www.microsoft.com/tv2/server/logging/clientlogger/GetClientTraceLogSinkStatus
 Microsoft.IPTV.ClientNotification/GetNotificationDeliveryServices  http://www.microsoft.com/tv2/server/logging/clientlogger/GetClientTraceLogFilter
 http://www.microsoft.com/tv2/server/logging/clientlogger/GetEventIdMapping  http://mycompany.com/webservices/GetRecordingDeviceId













In  this chapter we  saw  that although  the CGW  IIS  logs are  the best data  source  to search  for  the 
sequences of events triggered by a subscriber action, most of their entries are related to periodic or 














As such, the universe of available  information  is much smaller than  initially thought and that could 




In  the  case of  the boot‐up  sequence  there  is a  total of 9 highly  correlated events  that are easily 








The  identification of the boot‐up sequence of events that the STB performs when  it  is powered on 
was always a major goal of this study. This would make  it possible to recognize those sequences  in 
the  CGW  server  logs  and,  by  analyzing  their  end  results,  it  could  allow  us  to  detect  a  specific 
problem/discrepancy or extract statistical data  in order  to know how  the STBs are executing  their 
booting sequences. This type of data cannot be derived from any other log because the STB does not 
register  any  of  its  booting  events  in  its  Activity  Log  and  the  ELS  Boot  logs  only  store  the  login 
authentication results (only one entry per booting sequence). 
 






for  two main  reasons:  its  name  seems  to  indicate  the  initial  attempt  to  login  into  the  platform 















As we  can  see  in  the graph, almost all events have previously been  identified as exclusive  to  the 
boot‐up sequence or belonging to the periodic/refresh category. Usually almost all of these events 






same  sequence  The only  exceptions  to  this  rule  are when  the  STB  needs  to  perform  a  software 
upgrade  (which occurs between both LoginEx events) or when one of the events  is missing. So,  in 




because  it  belongs  to  a  subsequent  sequence.  But,  choosing  a  threshold  value  (for  the  interval 
between both events) has two main problems: if the threshold is too small, then a subsequent event 
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Event  Time offset (peak)  Event  Time offset (peak) 
LoginEx (2nd event)  00:03  GetMediaDescriptionsType  00:26 
bootstrap/Upgrade  00:04  QueryMediaDescriptionsString  00:27 
GetAllDeviceValues  00:05  QueryRDPMediaDescriptionsString  00:27 
GetClientTraceLogSinkStatus  00:06  GetHeaderXML(Versioned)  00:28 
GetClientTraceLogFilter  00:06  GetBouquetDefinition  00:29 
RaiseEvents  00:08  getrights.ashx  00:30 
RefreshAVTicket  00:11  GetListingsInBackground  00:30 
GetNotificationDeliveryServices  00:12  GetRecordingDeviceId  00:33 
GetSubSystemMap(Versioned)  00:13  GetPurchasesBySubSystem  00:39 
GetChannelMap  00:13  RefreshAccountSessionKeys  00:39 
getgroupgrantedkeys.ashx  00:16   …Client/channel‐cmapPT  00:42 
GetEdgeMap  00:16  VerifyKnownRecordings  00:44 
GetAccountSessionKey  00:17  GetScheduleFast  00:44 











last  event  in  the  boot‐up  sequence.  But,  although  the  number  of  occurrences  of  the 
VerifyKnownRecordings  and UpdateStreamCount  are  very  similar,  they  correspond  to  just  about 
70%  of  the  number  of  occurrences  of  GetScheduleFast.  So,  although  the  UpdateStreamCount  / 
VerifyKnownRecordings pair belongs to the boot‐up sequence not every sequence has that pair of 














































(described  before) has been done  and  are  included only  after dismissing  all possibilities  of  them 



























cs-uri-stem cs-uri-query type 
/bootstrap/bootstrap.asmx LoginEx ONLY BOOT 
/upgrade/upgrade.asmx GetUpgradeFilesUrlsForDevice (OPTIONAL 1-2) 
/upgrade/upgrade-files  (/upgrade/upgrade-files) (OPTIONAL 1-309) 
/bootstrap/bootstrap.asmx LoginEx ONLY BOOT 
/bootstrap/Bootstrap.asmx Upgrade (OPTIONAL 1-2) 
/ClientUpgrades/ (/ClientUpgrades/) (OPTIONAL 1-2) 
/clientuserstore/UserStore.asmx GetAllDeviceValues (REFRESH) 
/log/ClientLogger.asmx GetClientTraceLogSinkStatus ONLY BOOT 
/log/ClientLogger.asmx GetClientTraceLogFilter ONLY BOOT 
/log/ClientLogger.asmx RaiseEvents (OPTIONAL 1-6) 
/clientsms/ClientRights.asmx RefreshAVTicket (PERIODIC) 
/notification/ClientNotification.asmx GetNotificationDeliveryServices ONLY BOOT 
/MDWS/MediaDiscovery.asmx GetSubSystemMap(Versioned) (REFRESH) 
 /clientuserstore/UserStore.asmx SetDeviceValue (OPTIONAL 1-5) 
/clientuserstore/UserStore.asmx GetChannelMap (REFRESH) 
/clientsms/GetGroupGrantedKeys.ashx (GetGroupGrantedKeys.ashx) (PERIODIC) 
 /bootstrap/bootstrap.asmx GetAccountSessionKey (OPTIONAL) 
…/EdgeControllerFromClientWS.asmx GetEdgeMap (PERIODIC) 
/log/ClientLogger.asmx GetEventIdMapping ONLY BOOT 
/MDWS/MediaDiscovery.asmx GetMediaDescriptionsType (REFRESH) 
/MDWS/MediaDiscovery.asmx GetMediaDescriptionsType (REFRESH) 
/MDWS/MediaDiscovery.asmx GetMediaDescriptionsType (REFRESH) 
/MDWS/MediaDiscovery.asmx GetMediaDescriptionsType (REFRESH) 
/vodCatalogWS/catalog.asmx QueryMediaDescriptionsString (REFRESH) 
/vodCatalogWS/catalog.asmx QueryRDPMediaDescriptionsString (REFRESH) 
/MDWS/MediaDiscovery.asmx GetHeaderXML(Versioned) (REFRESH) 
/MDWS/MediaDiscovery.asmx GetBouquetDefinition (REFRESH) 
/clientsms/GetRights.ashx (GetRights.ashx) (REFRESH) 
/clientsms/GetRights.ashx (GetRights.ashx) (REFRESH) 
/clientsms/GetRights.ashx (GetRights.ashx) (REFRESH) 
/MDWS/MediaDiscovery.asmx GetListingsInBackground (OPTIONAL) 
/ListingsClientDataDelivery/ (/PackedListingsForClient/channel-cmapPT) (OPTIONAL) 
/ListingsClientDataDelivery/ (/PackedListingsForClient/MinorSlab-channel-cmapPT) (OPTIONAL) 
/clientsms/Purchase.asmx GetPurchasesBySubSystem (REFRESH) 
/clientsms/Purchase.asmx GetPurchasesBySubSystem (REFRESH) 
/clientsms/Purchase.asmx GetPurchasesBySubSystem (REFRESH) 
/clientsms/ClientRights.asmx RefreshAccountSessionKeys (REFRESH) 
/dvrV2/DVRScheduler.asmx GetRecordingDeviceId ONLY BOOT 
 /dvrV2/DVRScheduler.asmx SetRecordingDeviceId (OPTIONAL) 
 /clientsms/Purchase.asmx GetDevicePins (OPTIONAL) 
/dvrV2/DVRScheduler.asmx VerifyKnownRecordings (ONLY IN DVR BOX) ONLY BOOT 
 /dvrV2/DVRScheduler.asmx UploadNewRecordingInfo (ONLY IN DVR BOX) (OPTIONAL 1-6) 
/dvrV2/DVRScheduler.asmx GetScheduleFast ONLY BOOT 










allowing us to fully characterize  its normal “group of events” plus  its optional events and to  isolate 
all these events from the whole log data in order to do the statistical analysis. 

































In  order  to  present  the  results  of  the  mandatory  events  analysis  lets  consider  the  following 
definitions: 
 Correct  sequence  –  A  sequence  that  includes  just  the  correct  number  of mandatory 
events (no restrictions on the number of optional events) up to that specific event type. 
 Incorrect sequence – A  sequence  that  includes all  the mandatory events’  types, up  to 
that specific event type, but whose totals are not the correct ones. 




















Mandatory event  Correct  Incorrect  Incomplete 
LoginEx  1702  200  0 
GetAllDeviceValues  12  16  0 
GetClientTraceLogSinkStatus  2  2  0 
GetClientTraceLogFilter  28  0  0 
RefreshAVTicket  1  0  8 
GetNotificationDeliveryServices  2  0  0 
GetSubSystemMap_Versioned  0  1  0 
GetChannelMap  1  0  7 
getgroupgrantedkeys.ashx  0  0  6 
GetEdgeMap  2  0  9 
GetEventIdMapping  3  0  1 
GetMediaDescriptionsType  3  11  4 
QueryMediaDescriptionsString  1  1  0 
QueryRDPMediaDescriptionsString  0  0  0 
getrights.ashx  0  0  2 
GetBouquetDefinition  0  0  1 
GetHeaderXML_Versioned  6  7  0 
GetPurchasesBySubSystem  10  2  0 
RefreshAccountSessionKeys  2  0  34 
GetRecordingDeviceId  21  5  3 
VerifyKnownRecordings  1  1  0 
GetScheduleFast *  2471  14  37 








As we can see,  in Table 12, there are a total of 8,615 (2,471  for non‐DVR STBs plus 6,144  for DVR 
STBs) correct and complete  sequences  (which  represent 79.2% of all  sequences). The other 1,797 
correct sequences are most probably incomplete booting sequences that terminated in that specific 
event  and  from  which  we  highlight  the  1,714  (15,8%)  correct  sequences  that  perform  just  the 















There  are  45  (37  non‐DVR  plus  8 DVR)  incomplete  sequences  that  probably  succeeded  although 
some of  the mandatory events are missing  (not  logged or  they are completely out‐of‐time order). 
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GetUpgradeFilesUrlsForDevice  17  0,16%  17 
/upgrade/upgrade‐files  15  0,14%  15 
Upgrade  398  3,66%  210 
/ClientUpgrades/  323  2,97%  201 
RaiseEvents  674  6,20%  609 
SetDeviceValue  34  0,31%  34 
GetAccountSessionKey  63  0,58%  51 
GetListingsInBackground  544  5,00%  532 
/PackedListingsForClient/channel‐cmapPT  396  3,64%  392 
/PackedListingsForClient/MinorSlab‐channel‐cmapPT  3  0,03%  3 
SetRecordingDeviceId  13  0,12%  13 
GetDevicePins  7  0,06%  6 


































For  clarity  reasons,  the graph only  shows durations  lower  than 3:00 minutes  (which  represent of 
97.5% of  the all  cases without  LoginEx‐only  sequences). The peak  corresponds  to  the 45  seconds 
mark.  

























(match) with an entry  in the ELS Boot Log. 4% do not match  (the STBs have more or  less than the 
sequences  identified  by  us)  but  contain  LoginEx  web  services  Status‐Code  301  (“Moved 









The end  event  is more difficult  to  validate but  a  graphical  representation of  the previous  results 





















































































































































































































































































































































































some of  the mandatory  last events. As  such,  it would be practically  impossible  to  catch all  those 
cases. Also,  in some sequences these  last events appear out‐of‐time and after more “periodic” and 



















In a  future work we would  like  to examine more data  logs corresponding  to a  longer period  (i.e., 
more than one day) containing cyclical trends instead of just having one day or one cycle of the data. 

















can  process  and  provide  statistical  behavior  of  all  major  types  of  sequences  in  a  daily  basis, 
triggering focused analyses of particular events that stand out from the norm. 
 
Since  the  boot‐up  sequences  have  no  common  data  visible  in  the  subscriber’s  activity  logs  no 















The main  conclusions  are  that  the CGW  IIS  log  files  are  the most  important  files  to  look  for  the 




one  of  the most  important  and  longest  sequences,  since  it  is  the  first  sequence  that  each  STB 
executes when  it  is powered up. Due  to the number of events and  their type  it  is also one of  the 
sequences more prone to errors or hangs. As such, it was the ideal candidate to analyze. In the end, 








the  other  types  of  sequences  present  in  the  log  data  and,  thus,  allow  us  to  quickly  group  and 
characterize all other web services requests present in the logs.  
 




It  could  be  used  to  extract  additional  information  from  the  log  data  that  currently  is  not  being 
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