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GLOBAL EXISTENCE FOR THE DEFOCUSING
NONLINEAR SCHRO¨DINGER EQUATIONS WITH LIMIT
PERIODIC INITIAL DATA
TADAHIRO OH
Dedicated to Professor Gustavo Ponce on the occasion of his sixtieth birthday
Abstract. We consider the Cauchy problem for the defocusing nonlin-
ear Schro¨dinger equations (NLS) on the real line with a special subclass
of almost periodic functions as initial data. In particular, we prove global
existence of solutions to NLS with limit periodic functions as initial data
under some regularity assumption.
1. Introduction
We consider the Cauchy problem for the defocusing nonlinear Schro¨dinger
equations (NLS) on R:{
i∂tu+ ∂
2
xu = |u|
2ku,
u|t=0 = f,
(t, x) ∈ R× R, (1.1)
for k ∈ N. The Cauchy problem (1.1) has been studied extensively in terms
of the usual Sobolev spaces Hs(R) on the real line and the Sobolev spaces
Hsper(R) ≃ H
s(T), T = R/Z, of periodic functions (of a fixed period) on
R. See, for example, Ginibre-Velo [12], Tsutsumi [19], and Bourgain [3].
There are several known conservation laws for NLS (1.1). In particular, the
conservation of the Hamiltonian and the mass, defined by
Hamiltonian: H[u](t) =
1
2
ˆ
M
|∂xu(t, x)|
2dx+
1
2k + 2
ˆ
M
|u(t, x)|2k+2dx,
Mass: Q[u](t) =
ˆ
M
|u(t, x)|2dx,
whereM = R or T, plays a crucial role in establishing global well-posedness
of (1.1). See also the monographs [7, 17] for more references on the subject.
Our main interest in this paper is to study global-in-time behavior of
solutions to the Cauchy problem (1.1) with a particular subclass of almost
periodic functions as initial data. In particular, we prove global existence
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of unique solutions to (1.1) with limit periodic functions (see Definitions 1.6
and 1.8 below) as initial data under some regularity assumption.
In Subsection 1.1, we go over the basic definitions and properties of almost
periodic functions along with the known well-posedness results for NLS (1.1)
with almost periodic functions as initial data. We then introduce limit
periodic functions and state our main result (Theorem 1.9) in Subsection
1.2.
1.1. Almost periodic functions. Let us first recall the definition of al-
most periodic functions due to Bohr [2].
Definition 1.1. We say that a function f on R is almost periodic, if it is
continuous and, for every ε > 0, there exists L = L(ε, f) > 0 such that every
interval of length L on R contains a number τ such that
sup
x∈R
|f(x− τ)− f(x)| < ε.
We use AP (R) to denote the space of almost periodic functions on R.
In the following, we briefly go over some basic properties of almost periodic
functions. See Besicovitch [1], Corduneanu [9], and Katznelson [13] for more
on the subject. It is well known that the following two notions in Definition
1.2 (i) and (ii) are equivalent to the notion of almost periodic functions in
Definition 1.1.
Definition 1.2. (i) We say that a function f on R has the approximation
property, if it can be uniformly approximated by trigonometric polynomials
(of finite degrees).
(ii) We say that a continuous function on R is normal if, given any sequence
{xn}
∞
n=1 ⊂ R, the collection {f( ·+ xn)}
∞
n=1 is precompact in L
∞(R).
Remark 1.3. Definition 1.2 (i) states that the collection AP (R) of almost
periodic functions is exactly the closure of the trigonometric polynomials
with respect to the uniform metric induced by the L∞-norm. There are
also the notions of different classes of generalized almost periodic func-
tions due to Stepanov, Weyl, and Besicovitch by considering the closures
of the trigonometric polynomials under different metrics. The correspond-
ing spaces are denoted by Sp, W p, and Bp, respectively. Note that we have
AP (R) ⊂ Sp ⊂ W p ⊂ Bp, p ≥ 1. For example, see Remarks 1.4 and 1.14
below. In the literature, almost periodic functions in AP (R) are sometimes
referred to as uniformly almost periodic functions in order to distinguish
them from these generalized almost periodic functions. In this paper, how-
ever, we only consider almost periodic functions in Bohr’s sense according
to Definition 1.1.
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The space AP (R) of almost periodic functions is a closed subalgebra of
L∞(R) and almost periodic functions are uniformly continuous. Given f ∈
AP (R), we can define the so-called mean value M(f) of f by
M(f) := lim
L→∞
1
2L
ˆ L
−L
f(x)dx.
We then define an inner product 〈·, ·〉L2 on AP (R) by
〈f, g〉L2 :=M(fg) = lim
L→∞
1
2L
ˆ L
−L
f(x)g(x)dx
for f, g ∈ AP (R). Note that M(f) and 〈f, g〉L2 are well defined for f, g ∈
AP (R). This inner product induces the L2-norm defined by
‖f‖L2 :=M(|f |
2) = 〈f, f〉L2 (1.2)
and makes the space AP (R) of almost periodic functions a pre-Hilbert space
(missing completeness). Note that the L2-norm is a norm on AP (R), but
not for general functions on R. For example, we have ‖f‖L2 = 0 for any
bounded function f with a compact support.
Remark 1.4. The space Bp, p ≥ 1, of Besicovitch’s generalized almost
periodic functions is precisely the closure of the trigonometric polynomials
under the Bp-metric dBp defined by
dBp(f, g) := lim sup
L→∞
(
1
2L
ˆ L
−L
|f(x)− g(x)|pdx
) 1
p
.
It is known that B2 is complete with respect to the L2-norm defined in (1.2).
See [1, Riesc-Fischer Theorem on p. 109].
Now, let us turn our attention to the Fourier analysis of almost periodic
functions. The complex exponentials {e2πiωx}ω∈R form an orthonormal fam-
ily under the inner product 〈·, ·〉L2 . Given f ∈ AP (R), we then define its
Fourier coefficient by
f̂(ω) := 〈f, e2πiωx〉L2 =M(fe
−2πiωx). (1.3)
It follows from Bessel’s inequality that f̂(ω) = 0 except for countable many
values of ω ∈ R. Given f ∈ AP (R), we define the Fourier series associated
to f by
f(x) ∼
∑
ω∈σ(f)
f̂(ω)e2πiωx. (1.4)
Here, σ(f) denotes the frequency set of f defined by
σ(f) := {ω ∈ R : f̂(ω) 6= 0}.
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It is known that the orthonormal family {e2πiωx}ω∈R is complete in the
sense that two distinct almost periodic functions have distinct Fourier series.
Moreover, we have the Parseval’s identity:
‖f‖L2 =
(∑
ω∈R
|f̂(ω)|2
) 1
2
for f ∈ AP (R). Regarding the actual convergence of the Fourier series to
an almost periodic function, we have the following lemma.
Lemma 1.5 (Theorem 1.20 in [9]). Let f ∈ AP (R). If the Fourier series
associated to f converges uniformly on R, then it converges to f . Namely,
we have
f(x) =
∑
ω∈σ(f)
f̂(ω)e2πiωx. (1.5)
Since our argument in this paper is based on the Fourier series representation
(1.5), Lemma 1.5 plays an important role in the following.
Given ω = {ωj}
∞
j=1 ∈ R
N, we say that ω is linear independent if any
relation of the form:
N∑
j=1
αjωj = 0, αj ∈ Q,
implies that αj = 0, j = 1, . . . , N .
Given a set S of real numbers, we say that a linearly independent set
ω = {ωj}
∞
j=1 is a basis for the set S, if every element in S can be represented
as a finite linear combination of elements in ω with rational coefficients.
Given f ∈ AP (R), we say that a linearly independent set ω = {ωj}
N
j=1,
allowing the case N =∞, is a basis of f , if it is a basis for the frequency set
σ(f) of f . Lemma 1.14 in [9] guarantees existence of a basis of f ∈ AP (R).
We say that a basis ω = {ωj}
N
j=1 of f is an integral basis if any element
in the frequency set σ(f) can be written as a finite linear combination of
elements in ω with integer coefficients. If there exists a finite integral basis
of f , i.e. N <∞, then we say that the function f is quasi-periodic.
We conclude this subsection by going over the known well-posedness re-
sults on NLS with almost periodic functions as initial data. In the periodic
setting, Bourgain [3] proved local well-posedness of (1.1) in Hs(T) with
s = 0 when k = 1 and with s > 12 −
1
k when k ≥ 2. The conservation of
the Hamiltonian and the mass then yields global well-posedness of (1.1) in
L2(T) when k = 1 and in H1(T) when k ≥ 2.
Regarding local well-posedness with quasi-periodic initial data, Tsugawa
[18] considered quasi-periodic functions f of the form:
f(x) =
∑
n∈ZN
f̂(ω · n)e2πi(ω ·n)x, (1.6)
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for a frequency set ω = {ωj}
N
j=1 ∈ R
N with N ∈ N. Then, he proved local
well-posedness of the Korteweg-de Vries equation (KdV) on R:
∂tu+ ∂
3
xu = u∂xu
with quasi-periodic initial data of the form (1.6) under some regularity condi-
tion. Moreover, by defining in a Sobolev-type space Hsω(R) of quasi-periodic
functions of the form (1.6) by the norm
‖f‖Hsω (R) := ‖〈n〉
s f̂(ω ·n)‖ℓ2n(ZN ), 〈n〉
s :=
N∏
j=1
(
1 + |nj|
2
) sj
2 ,
where s = {sj}
N
j=1 ∈ R
N , [18, Lemma 2.2 (i)] implies that NLS (1.1) is
locally well-posed in Hsω(R), provided that min(s1, . . . , sN ) >
1
2 .
Let us turn our attention to the generic almost periodic setting. Fix a
frequency set ω = {ωj}
∞
j=1 ∈ R
N. For almost periodic functions f ∈ AP (R)
of the form:
f(x) ∼
∑
n∈ZN
f̂(ω · n)e2πi(ω ·n)x, (1.7)
where n = {nj}
∞
j=1 ∈ Z
N, we define the Aω -norm by
‖f‖Aω (R) = ‖f̂(ω · n)‖ℓ1n (ZN).
Then, we define the algebra Aω(R) by
Aω(R) =
{
f ∈ AP (R) :
f is of the form (1.7) and ‖f‖Aω (R) <∞
}
. (1.8)
See [16] for some basic properties of Aω(R). In [16], we proved local well-
posedness in Aω(R) for NLS with a power-type nonlinearity, including (1.1).
In view of the result in [16], it is natural to consider the global-in-time be-
havior of solutions to (1.1). This is an extremely difficult question in general.
There are, however, several known global existence results for the cubic NLS,
(1.1) with k = 1, and KdV in the almost periodic and quasi-periodic settings.
Egorova [11] and Boutet de Monvel-Egorova [5] constructed global-in-time
solutions to KdV and the cubic NLS with almost periodic initial data, as-
suming some conditions, including Cantor-like spectra for the corresponding
Schro¨dinger operator (for KdV) and Dirac operator (for the cubic NLS). In
particular, the class of almost periodic initial data in [11, 5] includes almost
periodic functions f that can be approximated by periodic functions fj of
growing periods αj → ∞ in S
s,2(R) with s ≥ 4 for KdV and s ≥ 3 for
cubic NLS. See (1.13) below for the definition of the Ss,2-norm. Moreover,
the convergence of fj to f in the S
s,2-norm is assumed to be exponentially
fast. It is worthwhile to mention that the solutions constructed in [11, 5]
are almost periodic in both t and x. There is also a recent global existence
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result of KdV with quasi-periodic initial data by Damanik-Goldstein [10].
Their result states that if the Fourier coefficient f̂(ω ·n) of a quasi-periodic
initial condition (1.6) decays exponentially fast (in n), then there exists a
unique global solution whose Fourier coefficient also decays exponentially
fast (with a slightly worse constant), provided that a smallness condition on
the initial condition f and a Diophantine condition on ω are satisfied.
We emphasize that the above results rely heavily on the inverse spectral
method and on the complete integrability of the equations. These methods
are not applicable to the non-integrable case, i.e. (1.1) with k ≥ 2. Our main
goal in this paper is to establish global existence via an analytical method
without complete integrability.
1.2. Limit periodic functions and the main result. In the following,
we restrict our attention to a particular subclass of almost periodic functions,
called limit periodic functions.
Definition 1.6. We say that a function f on R is limit periodic if it is a
uniform limit of continuous periodic functions.
Note that a limit periodic function is almost periodic, since AP (R) is closed
under the L∞-norm. The following characterization of limit period functions
plays an essential role in our analysis.
Lemma 1.7 (Theorem and Converse Theorem on p. 32 in [1]). An almost
periodic function f on R is limit periodic if and only if its Fourier series is
given by
f(x) ∼
∞∑
m=1
f̂(rmω)e
2πirmωx (1.9)
for some ω ∈ R and {rm}
∞
m=1 ⊂ Q.
Namely, an almost periodic function is limit periodic if and only if it has
a one-term basis, i.e. all the frequencies are rational multiples of a single
frequency ω ∈ R.
In view of the global well-posedness result [3] in the periodic setting, we
assume that our initial condition f is not periodic. Note that an almost
periodic function is periodic if and only if it has a one-term integral basis.
Hence, we assume that ω (or any of its rational multiple) is not an integral
basis.1 It also follows from Lemma 1.7 that if a limit periodic function
is quasi-periodic, then it is periodic. Therefore, we consider limit periodic
functions that are not quasi-periodic in the following. Lastly, we also assume
that ω 6= 0 in the following, since ω = 0 corresponds to constant functions.
1This in particular implies that the denominators of {rm}m∈N are unbounded.
DEFOCUSING NLS WITH LIMIT PERIODIC INITIAL DATA 7
Definition 1.8. Let ω ∈ R \ {0}. We denote the class of limit periodic
functions with a one-term basis ω ∈ R by LPω(R). Namely, we say that
f ∈ LPω(R) if it has the Fourier series expansion (1.9) with this specific ω.
Given a limit periodic function f , define fj, j ∈ N, by
fj(x) ∼
∑
m∈A(j)
f̂(rmω)e
2πi(rmj!)
ω
j!
x, (1.10)
where A(j) is given by
A(j) =
{
m ∈ N : rmj! ∈ Z
}
. (1.11)
Then, fj is periodic with period
Lj :=
j!
ω
. (1.12)
Moreover, it is known that fj converges to f uniformly as j → ∞. See [1,
p.45]. We refer to fj as the periodization of f (with period Lj). See Lemma
1.15 below.
Let p ≥ 1 and s ∈ N. We define our function space Ss,p(R) by
Ss,p(R) = {f ∈ L1loc(R) : ‖f‖Ss,p(R) <∞},
where the Ss,p-norm is defined by
‖f‖Ss,p(R) := sup
y∈R
(ˆ y+1
y
|f(x)|p + |∂sxf(x)|
pdx
) 1
p
. (1.13)
Note that Ss,p(R) is complete,2 just like the usual Sobolev spacesW s,p([y, y+
1)). On the one hand, the definition of Ss,p(R) has nothing to do with almost
periodic functions. On the other hand, we point out that the Ss,p-norm
is closely related to the Sp-metric used for Stepanov’s generalized almost
periodic functions. See Remark 1.14 below.
Now, we are ready to state our main result.
Theorem 1.9. Given ω ∈ R \ {0}, let f ∈ LPω(R) ∩ S
1,2(R) and fj be the
periodization of f as in (1.10).
(i) Suppose that there exist ε > 0 and B > 0 such that
eL
2k+ε
j+1 ‖fj − f‖S1,2(R) ≤ B (1.14)
2To see this, we can consider the following S˜s,p-norm given by
‖f‖
S˜s,p(R) := sup
j∈Z
( ˆ j+1
j
|f(x)|p + |∂sxf(x)|
pdx
) 1
p
.
Clearly, the Ss,p- and S˜s,p-norms are equivalent. Moreover, S˜s,p(R) is complete, since
W s,p([j, j + 1)) is complete for each j ∈ Z.
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for all sufficiently large j. Then, there exists a unique global solution u ∈
C(R;S1,2(R)) ⊂ C(R;L∞(R)) to the defocusing NLS (1.1) with u|t=0 = f .
Moreover, u(t) lies in LPω(R) for each t ∈ R.
(ii) Given J ∈ N and K > 0, define Bω(J,K) by
Bω(J,K) =
{
f ∈ LPω(R) ∩ S
1,2(R) : ‖f‖S1,2(R) ≤ K,
(1.14) is satisfied for all j ≥ J
}
. (1.15)
Then, for fixed t ∈ R, the solution map : u(0) = f 7→ u(t) constructed in (i)
is continuous on Bω(J,K) with the S1,2-topology.
To the best of the author’s knowledge, Theorem 1.9 is the first global ex-
istence result for NLS (1.1), k ≥ 2, with limit periodic functions as initial
data. While global existence of solutions for the cubic NLS (k = 1) was
previously proved in [5], the argument in [5] relied heavily on the complete
integrability of the cubic NLS and is not applicable to the non-integrable
case k ≥ 2. We prove Theorem 1.9 by combining global well-posedness of
the defocusing NLS in the periodic setting and scaling invariance.
Remark 1.10. (i) Given f ∈ LPω(R), let rm be as in (1.9). Then, under
the hypothesis of Theorem 1.9, we prove that u(t) ∈ Aω(R) for each t ∈ R,
where
ω := {rmω}
∞
m=1 ∈ R
N.
Then, from the local well-posedness in Aω(R) [16], we obtain uniqueness and
(local-in-time) continuous dependence, at each t ∈ R, in the Aω(R)-topology
of the global-in-time flow constructed in Theorem 1.9.
(ii) The uniqueness statement in Theorem 1.9 holds in C(R;Aω(R)) as men-
tioned above. There is also a mild uniqueness statement3 as a limit of the pe-
riodic solutions uj to (1.1) with uj |t=0 = fj, where fj is as in (1.10). At this
point, however, we do not know how to prove uniqueness in C(R;S1,2(R)).
(iii) It would be of interest to characterize limit periodic functions satisfying
(1.14). In Appendix A, we present a brief discussion on a sufficient condition
for (1.14).
Remark 1.11. Let us compare Theorem 1.9 and the result in [5], when
k = 1. On the one hand, the rate of approximation of f by the periodization
fj (i.e. the condition (1.14) in Theorem 1.9) is more restrictive than that in
[5]. On the other hand, Theorem 1.9 holds with s = 1, while the result in
[5] requires a higher regularity s ≥ 3.
In Theorem 1.9, we set s = 1. Indeed, it is possible to lower the value
of s in view of global well-posedness of the defocusing periodic NLS (in
3This is analogous to having uniqueness only as a limit of classical solutions to some
evolution equations (even in the usual Sobolev spaces).
DEFOCUSING NLS WITH LIMIT PERIODIC INITIAL DATA 9
particular, for k = 1 and 2; see [3, 4]). In this case, one needs to (i) control
the growth of the Hs-norm of a solution to the periodic problem in the
sprit of the I-method [8] and (ii) adjust the convergence rate (1.14) to the
regularity s < 1. In our almost/limit periodic setting, it is important to
control the L∞-norm (in x). Hence, we need s > 12 in view of Sobolev
embedding theorem.
Remark 1.12. While we state and prove Theorem 1.9 only for the defo-
cusing case, the global existence result also holds in the focusing case when
k = 1. In this case, we need to replace (1.14) by
eL
6+ε
j+1‖fj − f‖S1,2(R) ≤ B (1.16)
for all sufficiently large j. See Remark 3.1.
In the focusing case with k ≥ 2, finite time blowup solutions are known
to exist in H1(R) and H1(T). In these settings, there are some criteria on
such finite time blowup solutions (such as negative energy [14, 15]). Since
a periodic function is in particular almost periodic, finite time blowup solu-
tions in the periodic setting [14] provide an instance of finite time blowup
results in the almost periodic setting (where initial data are periodic). It
would be interesting to provide a criterion for finite time blowup solutions
to (1.1) in a generic (i.e. non-periodic) almost periodic setting.
In [16], we studied the following NLS:
i∂tu+ ∂
2
xu = λ|u|
2k (1.17)
in a generic almost periodic setting and provided a criterion for finite time
blowup solutions, depending only on the signs of the real and imaginary
parts of λ and the mean value M(f) of an almost periodic initial condition
f .
Remark 1.13. A version of Morrey’s inequality states that
|f(x)− f(x0)| ≤ Cr
1− d
p
(ˆ
B(x0,2r)
|∇f(y)|pdy
) 1
p
(1.18)
for all x ∈ B(x0, r) and d < p ≤ ∞. Here, B(x0, r) ⊂ R
d denotes the
ball of radius r centered at x0 ∈ R
d. Then, given a limit periodic function
f ∈ S1,2(R), it follows from (1.18) that f ∈ C
1
2 (R). Hence, the Fourier series
of f converges to f uniformly. See [1, p. 46]. In particular, by Lemma 1.5,
we conclude that the function f is indeed represented by its Fourier series.
Remark 1.14. The space Sp, p ≥ 1, of Stepanov’s generalized almost
periodic functions is precisely the closure of the trigonometric polynomials
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under the Sp-metric dSp defined by
dSp(f, g) := sup
y∈R
( ˆ y+1
y
|f(x)− g(x)|pdx
) 1
p
. (1.19)
Note that this metric is induced by the Ss,p-norm with s = 0. Unlike
(uniformly) almost periodic functions, the Sp-generalized almost periodic
functions are determined up to sets of measure 0. On the one hand, an
almost periodic function is uniformly continuous. On the other hand, if
f ∈ Sp is uniformly continuous on R, then it is (uniformly) almost periodic.
See [9, Theorem 6.16 on p. 174].
We conclude this introduction by stating a useful lemma, allowing us to
extract a periodic component from an almost periodic function. Let f be a
function on R. Given n ∈ N and L > 0, define the averaging operator An,L
by
An,L[f ](x) :=
1
n
{
f(x) + f(x+ L) + · · ·+ f
(
x+ (n− 1)L
)}
. (1.20)
Then, we have the following convergence property of the averaging operator
on almost periodic functions.
Lemma 1.15 (Theorem on p. 44 of [1]). Let f be an almost periodic function
with the Fourier series (1.4). Then, for each L > 0, the limit
f (L)(x) := lim
n→∞
An,L[f ](x) (1.21)
exists uniformly in x ∈ R. Moreover, f (L) is a periodic function with period
L whose Fourier series consists of the terms of the Fourier series (1.4) of f
which have period L. Namely,
f (L)(x) ∼
∑
ω∈Z/L
f̂(ω)e2πiωx.
In the following, we refer to f (L) as the periodization of f (with period L).
2. Sobolev spaces on a scaled torus and scaling invariance of
NLS
In this section, we briefly go over the basic definitions and properties of
Sobolev spaces on a scaled torus Tλ := R/(λZ), λ ≥ 1, along with the scaling
symmetry of NLS (1.1). Given a function F on Tλ, we define its Fourier
coefficient by
F̂
(
n
λ
)
=
1
λ
ˆ
Tλ
F (x)e−2πi
n
λ
xdx, n ∈ Z. (2.1)
We have the following Fourier inversion formula:
F (x) =
∑
n∈Z
F̂
(
n
λ
)
e2πi
n
λ
x (2.2)
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and Plancherel’s identity:
‖F‖L2(Tλ) = λ
1
2‖F̂‖ℓ2(Z/λ) = λ
1
2
(∑
n∈Z
∣∣F̂ (nλ)∣∣2) 12 .
Note that the definition (2.1) of the Fourier coefficient for periodic functions
agrees with the definition (1.3) of the Fourier coefficient for almost periodic
functions.
Next, we define the homogeneous Sobolev spaces H˙s(Tλ) and the inho-
mogeneous Sobolev spaces Hs(Tλ) by the norms:
‖F‖H˙s(Tλ) := λ
1
2
(∑
n∈Z
∣∣n
λ
∣∣2s∣∣F̂ (nλ)∣∣2)12 , (2.3)
‖F‖Hs(Tλ) := λ
1
2
(∑
n∈Z
〈
n
λ
〉2s∣∣F̂ (nλ)∣∣2)12 , (2.4)
where 〈 · 〉 = (1 + | · |2)
1
2 .
NLS (1.1) on R enjoys several symmetries. In particular, the scaling
symmetry plays an essential role in the proof of Theorem 1.9. The scaling
symmetry states that if u is a solution to (1.1) with initial condition φ, then
the scaled function uλ, defined by
uλ(t, x) = Sλ[u](t, x) := λ
− 1
ku(λ−2t, λ−1x), (2.5)
is also a solution to (1.1) with the scaled initial condition:
fλ(x) = Sλ[f ](x) := λ
− 1
k f(λ−1x). (2.6)
With a slight abuse of notation, we use Sλ to denote both the dilation
operator (2.5) for functions in t and x and the dilation operator (2.6) for
functions only in x, depending on the context.
We conclude this section by discussing the effect of the scaling (2.6) on
different norms. Let f be a function on T. It follows from (2.1) and (2.6)
that the Fourier coefficient of the scaled function fλ := Sλ[f ] on Tλ is given
by
f̂λ
(
n
λ
)
= λ−
1
k f̂(n). (2.7)
Then, from (2.3), we have
‖fλ‖H˙s(Tλ) = λ
1
2
−s− 1
k ‖f‖H˙s(T). (2.8)
In particular, for λ ≥ 1 and s ≥ 0, we have
‖f‖Hs(T) . λ
− 1
2
+s+ 1
k ‖fλ‖Hs(Tλ) (2.9)
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Let F be a function on Tλ. Then, from (2.2) and (2.3), we have the
following Sobolev embedding type estimate:
‖F‖L∞(Tλ) ≤ |F̂ (0)| +Cλ
s− 1
2 ‖F‖H˙s(Tλ), (2.10)
as long as s > 12 . Combining (2.7), (2.8), and (2.10), we obtain
‖fλ‖L∞(Tλ) ≤ λ
− 1
k |f̂(0)|+ Cλ−
1
k ‖f‖H˙s(T) ∼ λ
− 1
k ‖f‖Hs(T) (2.11)
for f on T as long as s > 12 .
Lastly, we state a version of Sobolev embedding on Tλ. By Cauchy-
Schwarz inequality along with a Riemann sum approximation, we have
‖F‖L∞(Tλ) ≤ ‖F̂‖ℓ1(Z/λ) ≤
(
1
λ
∑
n∈Z
1
(1 + |nλ |
2)s
) 1
2
‖F‖Hs(Tλ)
. ‖F‖Hs(Tλ) (2.12)
for s > 12 . Here, the implicit constants are independent of the period λ.
Remark 2.1. Note that (2.12) with (2.8) only yields
‖fλ‖L∞(Tλ) . λ
1
2
− 1
k ‖f‖Hs(T)
for s > 12 , which is not as efficient as (2.11). This is due to the fact that
the homogeneous Sobolev norms act better than the inhomogeneous Sobolev
norms with respect to the scaling. In the following, we will use both (2.11)
and (2.12).
3. Global existence
In this section, we present the proof of Theorem 1.9. The proof is based
on an elementary scaling argument and the H1-global well-posedness of the
defocusing NLS in the periodic setting. We first introduce some notations.
Given j ∈ N, we set
Tj := R/(LjZ), (3.1)
where Lj = j!/ω as in (1.12). Given a limit periodic function f ∈ LPω(R),
let fj ∈ H
1(Tj) be the periodization of f with period Lj as in (1.10). We
assume that f and fj satisfy the hypothesis in Theorem 1.9, in particular,
(1.14). In view of the H1-global well-posedness of the defocusing NLS in the
periodic setting, it follows that, for each j ∈ N, there exists a unique global
solution uj ∈ C(R;H
1(Tj)) to (1.1) with uj |t=0 = fj ∈ H
1(Tj).
In the following, we show that {uj}
∞
j=1 is a Cauchy sequence in
C(R;L∞(R)) endowed with the compact-open topology (in t with values
in L∞(R)).4 For this purpose, we perform two kinds of scalings to fj and
4 Recall that a sequence {wj}
∞
j=1 ⊂ C(Rt;L
∞(Rx)) converges to w in the compact-
open topology if and only if, for every compact subset K of Rt, the sequence {wj(t)}
∞
j=1
converges to w(t) in L∞(Rx) uniformly in t ∈ K.
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uj. For j ∈ N, set
gj := S
−1
Lj
[fj] and vj := S
−1
Lj
[uj ],
where Sλ is the dilation operator defined in (2.5) and (2.6). We also set
5
gj := S−1Lj+1 [fj] and v
j := S−1Lj+1 [uj].
Note that vj and v
j are global solutions to (1.1) on the standard torus T
with initial data gj and g
j , respectively.
We first establish an estimate on vj − vj+1. By (2.9) and (1.14), we have
‖gj‖H1(T) . L
1
2
+ 1
k
j+1 ‖fj‖H1(Tj+1) ≤ C(‖f‖S1,2(R))L
1+ 1
k
j+1 , (3.2)
‖gj+1‖H1(T) . L
1
2
+ 1
k
j+1 ‖fj+1‖H1(Tj+1) ≤ C(‖f‖S1,2(R))L
1+ 1
k
j+1 , (3.3)
for sufficiently large j ≫ 1. We also have
‖gj − gj+1‖H1(T) . L
1
2
+ 1
k
j+1 ‖fj − fj+1‖H1(Tj+1)
≤ L
1
2
+ 1
k
j+1
(
‖fj − f‖H1(Tj+1) + ‖fj+1 − f‖H1(Tj+1)
)
. e−L
2k+ε
j+1 L
1+ 1
k
j+1 , (3.4)
for sufficiently large j ≫ 1.
Let 2 ≤ p ≤ ∞. Then, given a compact interval I ⊂ R with |I| ≥ 1, we
have the following Gagliardo-Nirenberg inequality
‖φ‖Lp(I) . ‖φ‖
1
2
+ 1
p
L2(I)
‖φ‖
1
2
− 1
p
H1(I)
. (3.5)
See [6] for example. By a simple scaling argument, we can choose the implicit
constant in (3.5) to be independent of I with |I| ≥ 1. By (2.6), (3.5), and
(1.14), we have
‖gj‖2k+2
L2k+2(T)
= L
1+ 2
k
j+1 ‖fj‖
2k+2
L2k+2(Tj+1)
≤ L
2+ 2
k
j+1 sup
I⊂Tj+1
|I|=1
‖fj‖
2k+2
L2k+2(I)
. L
2+ 2
k
j+1 sup
I⊂Tj+1
|I|=1
‖fj‖
k+2
L2(I)
‖fj‖
k
H1(I) ≤ C(‖f‖S1,2(R))L
2+ 2
k
j+1 (3.6)
for sufficiently large j ≫ 1. Hence, by the conservation of the Hamiltonian
and the mass with (3.2) and (3.6), we obtain
‖vj(t)‖H1(T) ≤ C(‖f‖S1,2(R))L
1+ 1
k
j+1 (3.7)
5Since fj and uj are periodic (in x) with period Lj , they are also periodic with period
Lj+1 = (j + 1)Lj .
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for any t ∈ R and sufficiently large j ≫ 1. By a similar computation with
(3.3), we also obtain
‖vj+1(t)‖H1(T) ≤ C(‖f‖S1,2(R))L
1+ 1
k
j+1 (3.8)
for any t ∈ R and sufficiently large j ≫ 1.
Now, consider the Duhamel formulation of (1.1) on T:
vj(t) = Γgjv
j(t) := eit∂
2
xgj − i
ˆ t
0
ei(t−t
′)∂2x |vj |2kvj(t′)dt′. (3.9)
By the unitarity of the linear propagator and the algebra property of H1(T),
one can easily show that the map Γgj is a contraction on the ball of radius
2‖gj‖H1(T) in C([−T∗, T∗];H
1(T)) for some T∗ > 0. It follows from (3.2)
that this standard fixed point argument via the Duhamel formulation (3.9)
yields the local time T∗ of existence, satisfying
T∗ ∼ ‖g
j‖−2k
H1(T)
& L
−2(k+1)
j+1
for sufficiently large j ≫ 1. By repeating this argument with (3.3), we see
that the same argument holds even if we replace gj and vj with gj+1 and
vj+1, respectively. Note that, in view of the global-in-time control (3.7) and
(3.8) of the H1-norms of the global solutions vj and vj+1, we can iterate this
local-in-time argument indefinitely for both vj and vj+1 on time intervals of
size
T∗ ∼ L
−2(k+1)
j+1 . (3.10)
Finally, consider the difference of the Duhamel formulations for vj and vj+1.
Then, by iterating the local argument on intervals of size T ∗ given by (3.10)
and noting that the distance (in H1(T)) between vj and vj+1 can grow at
most by a fixed constant multiple on each of O( TT ∗ ) many such intervals,
there exists J∗ ≫ 1 and c > 0 such that∥∥vj − vj+1∥∥C([−T,T ];H1(T)) . e[cTL2(k+1)j+1 ]+1‖gj − gj+1‖H1(T) (3.11)
for all T > 0 and j ≥ J∗. Here, [τ ] denotes the integer part of τ . Then, by
undoing the scaling with (2.11), (3.11), and (3.4), we obtain
‖uj − uj+1‖C([−T,T ];L∞(R)) = ‖uj − uj+1‖C([−T,T ];L∞(Tj+1))
. L
− 1
k
j+1‖v
j − vj+1‖C([−L−2j+1T,L
−2
j+1T ];H
1(T))
. e[cTL
2k
j+1]+1−L
2k+ε
j+1 Lj+1 −→ 0, (3.12)
as j →∞, for each fixed T > 0. Hence, from (3.12) and (1.12), we have
‖uj − uj′‖C([−T,T ];L∞(R)) ≤
j−1∑
ℓ=j′
e−L
2k
ℓ+1 ∼ e
−L2k
j′+1
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for j ≥ j′ ≫ 1, where the right-hand side converges to 0 as j′ →∞. There-
fore, {uj}
∞
j=1 converges in C(R;L
∞(R)) with the compact-open topology,
i.e. for each T > 0, the convergence is uniform in |t| ≤ T . Denote the
limit by u ∈ C(R;L∞(R)). Then, we have u|t=0 = f . Moreover, the above
convergence implies that u is a distributional solution to (1.1), i.e. we have¨
R×R
u
(
− i∂tφ+ ∂
2
xφ
)
dxdt =
¨
R×R
|u|2ku · φdxdt
for any test function φ ∈ C∞c (R× R).
Since uj(t) ∈ H
1(Tj) for each t ∈ R, it follows that uj(t) is continuous
(in x) for each t ∈ R and j ∈ N. Therefore, as a uniform limit of continuous
periodic function uj(t), we conclude that u(t) is limit periodic for each t ∈ R.
We also claim that u(t) ∈ LPω(R) for each t ∈ R. Fix t ∈ R. Given ε > 0,
there exists j ∈ N such that
‖u(t)− uj(t)‖L∞(R) <
ε
3
. (3.13)
By defining u(L)(t) and u
(L)
j (t) be the periodizations of u(t) and uj(t) as in
(1.21), it follows from Lemma 1.15 that there exists N ∈ N such that
sup
x∈R
∣∣u(L)∗ (t, x)−An,L[u∗](t, x)∣∣ < ε
3
, (3.14)
for all n ≥ N , where u∗ = u or uj. Here, An,L is the averaging operator
defined in (1.20). Then, from (3.13) and (3.14) with (1.20), we see that
‖u(L)(t)− u
(L)
j (t)‖L∞(R) < ε. (3.15)
Now, let L ∈ R \ (Q/ω). Then, noting that uj(t) is periodic (in x) with
period Lj = j!/ω ∈ Q/ω, it follows from Lemma 1.15 that
u
(L)
j (t) ≡ 0. (3.16)
Hence, from (3.15) and (3.16), we have
‖u(L)(t)‖L∞(R) < ε.
Since the choice of ε > 0 was arbitrary, we conclude that
u(L)(t) ≡ 0.
In particular, it follows from Lemma 1.15 that 1/L /∈ σ(u(t)). Therefore,
we have σ(u(t)) ⊂ ω ·Q for any t ∈ R. This proves that u(t) ∈ LPω(R) for
each t ∈ R.
Next, we prove uniqueness of the solution u constructed above. Given
ω ∈ R \ {0}, let f ∈ LPω(R) satisfy the hypothesis of Theorem 1.9. Then,
it follows from Remark 1.13 that f is given by its Fourier series (1.9). Set
ω := {rmω}
∞
m=1 ∈ R
N,
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where rm is as in (1.9). Then, uniqueness follows from the local well-
posedness result in Aω(R) presented in [16], once we show that u(t) ∈ Aω(R)
for each t ∈ R.
• Case (a): t = 0.
Let A(j) be as in (1.11). Then, we have
N =
⋃
j∈N
A(j) = A(1) ∪
⋃
j∈N
{
A(j + 1) \A(j)
}
(3.17)
since rm ∈ Q satisfies (i) rmj! ∈ Z for some j = j(rm) ∈ N and (ii) rmj˜! ∈ Z
for all j˜ ≥ j(rm).
It follows from (2.12) and (1.14) that there exists j0 ∈ N such that∑
m∈A(j+1)\A(j)
|f̂(rmω)| . ‖fj+1 − fj‖H1(Tj+1) ≤ L
1
2
j+1‖fj+1 − fj‖S1,2(R)
≤ L
1
2
j+1
(
‖fj+1 − f‖S1,2(R) + ‖f − fj‖S1,2(R)
)
. e−L
2k
j+1 (3.18)
for all j ≥ j0. Similarly, we have
‖fj0‖Aω (R) . ‖fj0‖H1(Tj0 ) ≤ L
1
2
j0
(
‖f‖S1,2(R) + ‖fj0 − f‖S1,2(R)
)
. L
1
2
j0
‖f‖S1,2(R) (3.19)
for sufficiently large j0 ≫ 1. Then, from (3.18) and (3.19) with (1.12), we
obtain
‖f‖Aω (R) =
∞∑
m=1
|f̂(rmω)| =
∑
m∈Aj0
|f̂(rmω)|+
∞∑
j=j0
∑
m∈A(j+1)\A(j)
|f̂(rmω)|
. ‖fj0‖Aω (R) +
∞∑
j=j0
e−L
2k
j+1 . L
1
2
j0
‖f‖S1,2(R) + e
−L2kj0+1 <∞.
Therefore, we conclude that f ∈ Aω(R).
• Case (b): t 6= 0.
Fix t ∈ R \ {0}. Then, by slightly modifying the computations in (3.12),
we have
‖uj − uj+1‖C([−T,T ];S1,2(R)) ≤ ‖uj − uj+1‖C([−T,T ];H1(Tj+1))
. L
1
2
− 1
k
j+1 ‖v
j − vj+1‖C([−L−2j+1T,L
−2
j+1T ];H
1(T))
. e[cTL
2k
j+1]+1−L
2k+ε
j+1 L
3
2
j+1 −→ 0, (3.20)
as j →∞, for each T > 0. In particular, uj(t) converges to u(t) in S
1,2(R),
uniformly on the time interval [−T, T ] for each T > 0. Therefore, we con-
clude that u ∈ C(R;S1,2(R)).
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Fix j ∈ N. Let An,Lj be the averaging operator defined in (1.20) and
u(Lj)(t) and u
(Lj)
j (t) be the periodizations of u(t) and uj(t) with period Lj
defined in (1.21). By Lemma 1.15, An,Lj [u(t) − uj(t)] converges uniformly
(in x) to u(Lj)(t) − u
(Lj)
j (t) as n → ∞. In particular, given an interval
I ⊂ R with |I| = 1, An,Lj [u(t)−uj(t)] converges u
(Lj)(t)−u
(Lj)
j (t) in L
2(I).
Moreover, we have∥∥An,Lj [u(t)− uj(t)]∥∥H1(I) ≤ ‖u(t) − uj(t)‖S1,2(R).
Namely,
{
An,Lj [u(t) − uj(t)]
}
n∈N
is bounded in H1(I). Therefore,
An,Lj [u(t) − uj(t)] converges weakly in H
1(I) as n → ∞.6 As a result,
we obtain
‖u(Lj )(t)− u
(Lj)
j (t)‖S1,2(R) =
∥∥∥ lim
n→∞
An,Lj [u(t)− uj(t)]
∥∥∥
S1,2(R)
≤ lim inf
n→∞
∥∥An,Lj [u(t)− uj(t)]∥∥S1,2(R)
≤ ‖u(t) − uj(t)‖S1,2(R). (3.21)
Since uj(t) is already periodic with period Lj, we have u
(Lj)
j (t) = uj(t).
Then, it follows from the triangle inequality with (3.21) and (3.20) that
there exists j0 ∈ N such that
‖u(Lj+1)(t)− u(Lj)(t)‖H1(Tj+1)
≤
(
‖u(Lj+1)(t)− u
(Lj+1)
j+1 (t)‖H1(Tj+1)
+ ‖uj+1(t)− uj(t)‖H1(Tj+1) + ‖u
(Lj)
j (t)− u
(Lj)(t)‖H1(Tj+1)
)
≤ L
1
2
j+1
(
‖u(Lj+1)(t)− u
(Lj+1)
j+1 (t)‖S1,2(R)
+ ‖uj+1(t)− uj(t)‖S1,2(R)) + ‖u
(Lj)
j (t)− u
(Lj)(t)‖S1,2(R)
)
≤ L
1
2
j+1
(
‖u(t)− uj+1(t)‖S1,2(R)
+ ‖uj+1(t)− uj(t)‖S1,2(R)) + ‖uj(t)− u(t)‖S1,2(R)
)
. e−L
2k
j+1 (3.22)
6Suppose that {fn}
∞
n=1 converges to f in L
2 and is bounded in H1. Fix ε > 0. Given
a test function φ ∈ H−1, let φε ∈ L
2 such that ‖φ − φε‖H−1 < ε/(2M), where M =
supn ‖fn − f‖H1 . Then, we have
|〈fn − f, φ〉| ≤ ‖fn − f‖L2‖φε‖L2 +
1
2
ε < ε
for n ≥ N = N(ε, φ).
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for all j ≥ j0. Finally, proceeding as in (3.19) with (3.22), we obtain
‖u(t)‖Aω (R) =
∞∑
m=1
|û(t, rmω)|
=
∑
m∈Aj0
|û(t, rmω)|+
∞∑
j=j0
∑
m∈A(j+1)\A(j)
|û(t, rmω)|
. ‖u(Lj0 )(t)‖H1(Tj0 ) +
∞∑
j=j0
‖u(Lj+1)(t)− u(Lj)(t)‖H1(Tj+1)
≤ L
1
2
j0
‖u(t)‖S1,2(R) + Ce
−cL2kj0+1 <∞.
Therefore, we conclude that u(t) ∈ Aω(R) for each t ∈ R.
Lastly, we present the proof of Theorem 1.9 (ii). Given J ∈ N and K > 0,
let Bω(J,K) be as in (1.15). Fix T > 0 and ε > 0. Given f, f˜ ∈ Bω(J,K),
let u and u˜ be the global solutions to (1.1) constructed above with f and
f˜ as initial data, respectively. Denoting the periodizations of f and f˜ with
period Lj by fj and f˜j, we denote by uj and u˜j the global solutions to (1.1)
on Tj with initial data fj and f˜j, respectively. Then, it follows from (3.20)
that there exists J1 ∈ N such that
‖u− uj‖C([−T,T ];S1,2(R)) + ‖u˜− u˜j‖C([−T,T ];S1,2(R)) <
1
2
ε (3.23)
for all j ≥ J1.
Let vj = S
−1
Lj
[uj] and v˜j = S
−1
Lj
[u˜j ]. By proceeding as in (3.20), we have
‖uj − u˜j‖C([−T,T ];S1,2(R)) ≤ ‖uj − u˜j‖C([−T,T ];H1(Tj ))
. L
1
2
− 1
k
j ‖vj − v˜j‖C([−L−2j T,L
−2
j T ];H
1(T)). (3.24)
Note that vj and v˜j satisfy the global H
1-bound (3.8) (with j + 1 replaced
by j), where the constant depends only on K. Hence, by iterating the
local-in-time argument over time intervals of size T∗ ∼ L
−2(k+1)
j , we obtain
‖vj − v˜j‖C([−L−2j T,L
−2
j T ];H
1(T)) ≤ e
[cTL2kj ]+1‖vj(0) − v˜j(0)‖H1(T)
≤ e[cTL
2k
j ]+1L
1
2
+ 1
k
j ‖fj − f˜j‖H1(Tj) ≤ e
[cTL2kj ]+1L
1+ 1
k
j ‖fj − f˜j‖S1,2(R)
≤ e[cTL
2k
j ]+1L
1+ 1
k
j
(
‖fj − f‖S1,2(R)
+ ‖f − f˜‖S1,2(R) + ‖f˜ − f˜j‖S1,2(R)
)
. (3.25)
It follows from (3.24) and (3.25) with (1.14) that there exists J2 ∈ N such
that
‖uj − u˜j‖C([−T,T ];S1,2(R)) ≤ e
[cTL2kj ]+1L
3
2
j ‖f − f˜‖S1,2(R) +
1
4
ε (3.26)
for all j ≥ J2.
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Finally, letting j∗ = max(J1, J2), it follows from (3.23) and (3.26) that
‖u− u˜‖C([−T,T ];S1,2(R)) ≤ e
[cTL2kj∗ ]+1L
3
2
j∗
‖f − f˜‖S1,2(R) +
3
4
ε < ε,
where the last inequality holds as long as we have
‖f − f˜‖S1,2(R) < δ = δ(ε, j∗)≪ 1.
Note that by choosing J1, J2 ≥ J , we can make sure that they do not depend
on a particular choice of functions in Bω(J,K). This proves continuous
dependence of the flow on Bω(J,K).
Remark 3.1. In the following, we briefly discuss how Theorem 1.9 also
follows in the focusing case if k = 1. Let φ ∈ H1(T). Then, it follows from
(3.5) that there exists C0 > 0 such that
‖φ‖2H1(T) . M [φ] +H[φ] + C0
(
M [φ]
)3
In particular, by the conservation of the Hamiltonian and the mass along
with (2.8), we have
‖vj(t)‖H1(T) ≤
(
M [gj ] +H[gj ] + C0
(
M [gj ]
)3) 12
≤ C(‖f‖S1,2(R))L
3
j+1 (3.27)
in place of (3.7). A simliar computation shows that (3.8) also holds with
L3j+1. As a result, we obtain T
∗ ∼ L−6j+1 instead of (3.10). Then, it is easy
to see that the rest of the proof of Theorem 1.9 goes through with small
modifications, as long as (1.16) holds.
Appendix A. On the condition (1.14)
In this appendix, we briefly investigate a meaning of the condition (1.14)
on the rate of convergence of fj to a limit periodic initial condition f . Given
a quasi-periodic function f of the form (1.6), one can talk about a decay
of the Fourier coefficients of the form: |f̂(ω · n)| . |n|−γ and |f̂(ω · n)| .
exp(−κ|n|θ) for n ∈ ZN . For a generic almost periodic function, however,
such conditions do not make sense since |n| = ∞ for n ∈ ZN, unless n =
(n1, n2, . . . ) has a finite support. Since our limit periodic initial condition
f in Theorem 1.9 is not quasi-periodic, it does not seem appropriate or at
least seems non-trivial to characterize the condition (1.14) in terms of a
decay of the Fourier coefficients only in |n|. We instead consider a sufficient
condition for (1.14) and discuss a decay of the Fourier coefficients in nj
(see (A.1) below for the definition of nj) and in Lj (and hence in j) in the
following.
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Let A(j) be as in (1.11) with the understanding that A(0) = ∅. With
(1.9) and Remark 1.13, we have
f(x) =
∞∑
m=1
f̂(rmω)e
2πirmωx =
∞∑
j=1
∑
m∈A(j)\A(j−1)
f̂(rmω)e
2πirmωx.
Here, each summand in the j-summation is given by fj − fj−1 defined in
(1.10), and thus is periodic with period Lj = j!/ω. With nj = rmj!, we
have
f(x) =
∞∑
j=1
∑
nj∈Z
j ∤nj
f̂
( nj
Lj
)
e
2πi
nj
Lj
x
. (A.1)
Note that we have
f̂
(nj
Lj
)
= f̂j
(nj
Lj
)
,
where the Fourier transform on the right-hand side is that for periodic func-
tions with period Lj discussed in Section 2. With n = (n1, n2, . . . ) and
ω = (L−11 , L
−1
2 , . . . ), we see that (A.1) is an analogous formulation to (1.6)
in our limit periodic setting, showing that we have infinite many summations
over Z unlike the quasi-periodic setting.
In the remaining part, we consider the following sufficient condition for
(1.14):
‖fj − fj−1‖S1,2(R) ≤ Ce
−L2k+εj (A.2)
for all sufficiently large j. This in turn is guaranteed if we have
‖fj − fj−1‖H1(Tj) ≤ Ce
−L2k+εj , (A.3)
where Tj as in (3.1). Hence, by letting Fj = fj−fj−1 denote the difference of
consecutive periodizations fj and fj−1 (with the understanding that f0 ≡ 0),
we see that the condition (1.14) is satisfied if (i) f =
∑∞
j=1 Fj and (ii) the
H1(Tj)-norms of the Lj-periodic functions Fj decay at a rate Ce
−L2k+εj for
all sufficiently large j.
Lastly, note that the condition (A.3) is essentially necessary for (A.2).
Indeed, it follows from (A.1) and (A.2) that
Ce−L
2k+ε
j ≥ ‖fj − fj−1‖S1,2(R) ≥ L
− 1
2
j ‖fj − fj−1‖H1(Tj).
Hence, from (2.4), we must have( ∑
nj∈Z
j ∤nj
〈nj
Lj
〉2∣∣f̂(njLj )∣∣2)
1
2
≤ C ′e−L
2k+ ε2
j (A.4)
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for all sufficiently large j, if (A.2) holds. The condition (A.4) states that
the Fourier coefficients f̂
(nj
Lj
)
must decay polynomially in nj (in an average
sense) besides the very fast decay in j for each Lj-periodic component.
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