We develop and experiment with a new parallel algorithm to approximate the maximum weight cut in a weighted undirected graph. Our implementation starts with the recent (serial) algorithm of Goemans and Williamson for this problem. We consider several different versions of this algorithm, varying the interior-point part of the algorithm in order to optimize the parallel efficiency of our method. Our work aims for an efficient, practical formulation of the algorithm with closeto-optimal parallelization. We analyze our parallel algorithm in the LogP model and predict linear speedup for a wide range of the parameters. We have implemented the algorithm using the message passing interface (MPI) and run it on several parallel machines. In particular, we present performance measurements on the IBM SP2, the Connection Machine CM5, and a cluster of workstations. We observe that the measured speedups are predicted well by our analysis in the LogP model. Finally, we test our implementation on several large graphs (up to 13,000 vertices), particularly on large instances of the Ising model.
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Introduction
Given a weighted undirected graph G = (V; E), a set S V of vertices defines the cut (S; V nS). The size of the cut is the sum of the weights w ij of all edges which connect a vertex in S with a vertex in V n S, i.e. cut(S) = P i2S;j2V nS w ij . The MAXCUT problem is the problem of finding a cut of maximum size in the input graph G. MAXCUT has applications in VLSI design [9, 8, 29, 6] and statistical physics [6] . MAXCUT is known to be NP-complete [24] . However, it can be approximated to within a constant factor by polynomial time algorithms. Indeed, the greedy algorithm of Sahni and Gonzalez [37] finds a cut whose size is guaranteed to lie within a factor of 0:5 of the size of the maximum cut. For more than 20 years this factor of 0:5 was the best polynomial time performance guarantee known for MAXCUT. A recent algorithm by Goemans and Williamson (GW) [16] is guaranteed to come to within a factor of 0.878 of the optimum. This breakthrough in the design of approximation algorithms has lead to improved approximation algorithms for other NP-complete problems [21, 15, 3, 13, 10] . The basis for the significant improvement are the more sophisticated techniques of positive semidefinite programming and randomized rounding. However, solving semidefinite programs is computationally expensive. Previous implementations of the algorithm on serial machines could only handle relatively small inputs (200 to 500 vertices). See Poljak and Rendl [31] for related work.
Our goals are twofold. Firstly, we want to establish the practical possibility of using the GW algorithm for much larger input graphs of thousands of vertices within realistic amounts of time. In order to achieve this goal, we make use of parallel computation techniques and consider different versions also implemented the greedy algorithm and simulated annealing. We observe that the GW algorithm's solution quality is significantly better than that of the greedy algorithm, while it does not match the solution quality of simulated annealing. We consider modifications to the GW algorithm which improve its solution quality. We are especially interested in inputs which are derived from practical applications. In particular, we investigate whether the GW algorithm can compete with the Monte Carlo methods which are predominant in applications of MAXCUT in statistical physics. Independently of the actual cuts, the GW algorithm also produces an upper bound on the size of the optimal solution. This information is not provided by any of the simpler heuristics but can be quite useful when evaluating their performances.
Previous Work
A randomized version of the greedy algorithm of Sahni and Gonzalez [37] can be stated as follows:
"Given a graph, generate cuts according to the uniform distribution". By linearity of expectation, the expected cut size under this distribution is half the sum of all edge weights and, thus, at least half the size of the optimum cut.
Goemans and Williamson [16] improve this ratio from 1/2 to 0.878 by generating cuts from a more sophisticated distribution: Each vertex is represented by an n-dimensional unit vector v i . The first step of their algorithm is to find a vector configuration (that is, a set of n vectors in IR n ) which solves maxZ v = 1 2 X i<j w ij (1 ? hv i ; v j i) subject to kv i k 2 = 1 8i 2 V
where h:; :i is the inner product. In general, we denote constrained optimization problems in the form maxF = f(x) subject to cond (x) meaning that the goal is to find a solution x which maximizes (minimizes) F = f(x) and satisfies the condition cond(x). A near-optimal solution for (1) can be found in polynomial time using a semidefinite programming algorithm and incomplete Cholesky decomposition.
The second step of the GW algorithm is to uniformly generate random hyperplanes through the origin. A hyperplane -given by its normal vector r -separates the vectors into the sets L = fv i : hv i ; ri 0g and R = fv i : hv i ; ri < 0g. This defines a cut. The analysis of Goemans and Williamson shows that the expected cut size under this distribution is at least 0:878 times the size of the optimum cut. Intuitively, an edge fi; jg has the tendency to increase the angle between v i and v j in the optimal configuration. This increases the probability that the edge is cut, as the probability that two vectors are on different sides of a random hyperplane is proportional to the angle between them. The algorithm can be derandomized by means of the method of conditional expectations [16] .
Outline
The computationally expensive part of the GW algorithm is finding a near-optimal solution of (1). In Sect. 2 we describe an interior-point algorithm for solving (1) . Sect. 2 contains some technical details about interior-point algorithms and might be skipped by expert readers familiar with the primal-dual procedure presented in Nesterov and Nemirovskii [28] . Our implementation is a relatively straightforward parallelization of their method. Sect. 3 is the central section of this work. An alternative parallel algorithm, which, in practice, is more efficient for sparse graphs, is described in this section. It includes a detailed analysis of the parallel algorithm in the LogP model which shows that linear speedup can be achieved on most modern massively parallel machines. Furthermore, it describes an MPI based parallel implementation, displays performance measurements on several parallel machines, and compares these measurements with our theoretical predictions. Finally, Sect. 4 describes an experimental comparison of the approximation quality of the GW algorithm and of simulated annealing for several classes of graphs.
An Interior-Point Algorithm
We use Y 0 to signify that the matrix Y is symmetric and positive semidefinite. Let y ij be the ij-entry of a matrix Y . Goemans and Williamson [16] show that program (1) 
A feasible solution of (2) can be transformed into a feasible solution of (1) with the same value via an incomplete Cholesky decomposition.
Semidefinite programming is a special case of convex programming which can be solved in polynomial time with -error. One allows small errors as exact optimal solutions might be non-rational.
In the following we will simply speak of solving semidefinite programs (without mentioning the small error). Nesterov and Nemirovskii [28] present a number of interior-point algorithms for convex programming and prove polynomial-time bounds for them. The first interior-point algorithms were designed for linear programming by Karmarkar [22] . The name interior point refers to the fact that, unlike the simplex algorithm, these algorithms approach the optimum from the interior of the polyhedron of feasible solutions. Alizadeh [2] generalizes Ye's algorithm for linear programming [41] to semidefinite programming.
The algorithm described in this section is based on an interior point algorithm of Nesterov and Nemirovskii [28] which belongs to the class of primal-dual potential reduction algorithms [41] . Primaldual algorithms solve the original (primal) problem and a second problem which is dual to it. Given a semidefinite program P, one can define a second semidefinite program D by means of a simple transformation and call it the dual program of P. In order to make such a definition useful, some facts similar to those known about duality in linear programming like strong duality or complementary slackness should be shown. In linear programming, a primal-dual pair of programs consists of a maximization and a minimization problem. Intuitively, strong duality states that the value of the objective function of the maximization problem is not larger than the value of the objective function of the minimization problem at any pair of feasible solutions of the respective problems. Furthermore, the primal and dual solutions are optimal if and only if the values of the two objective functions are equal.
Complementary slackness states that the inner product hx; si of any feasible solution x of the primal problem P and any feasible solution s of the dual problem D becomes zero if and only if x is optimal for P and s is optimal for D. These notions have been generalized to semidefinite programming by several authors [28, 2] .
At each moment, the primal-dual algorithm maintains a strictly feasible solution x of P and a strictly feasible solution s of D. A step of the algorithm updates either the primal solution (primal step) or the dual solution (dual step) in a way which tends to reduce hx; si. When the inner product becomes sufficiently small, the primal and the dual solution are close to optimal.
In order to guarantee polynomial running time, the algorithm tries to minimize a potential function rather than the inner product itself. The potential function is chosen such that minimizing it implies driving complementary slackness to zero. In addition, it should be such that for any strictly feasible pair of solutions, either a primal step or a dual step will reduce its value by a constant amount. If the difference between the initial value of the potential function and a value which makes complementary slackness sufficiently small, is polynomially bounded, the algorithm will only need a polynomial number of steps.
After this outline of the general principle, we present now the details of the algorithm. The first step is to formulate a dual problem. Consider the space of symmetric n n matrices (which we can identify with IR n 2 ), and choose hx; yi = Trfxyg as the inner product on this space [28, Sect. 6.4 (P) : minimize hI n ; xi subject to w + x 0 ; x ij = 0 for all i 6 = j (D) : minimize hs; wi subject to s 0 ; s ii = 1 for all 1 i n ;
where w = (w ij ) ij is the matrix of the edge weights of G, and I n is the n n identity matrix. Strong duality and complementary slackness for (P) and (D) follow from [28, Thm. 4.2.1]. Furthermore, it is easily seen that strictly feasible solutions for both (P) and (D) exist. Observe that minimizing hs; wi = P w ij s ij is the same as maximizing P w ij (1 ? s ij ). Our algorithm will solve (D) and this will provide us with a solution of (2) . Interpretations of (P) as eigenvalue minimization problems can be found in [28, Sect. 6.6.4.3] and [16] . Similarly, Poljak and Rendl [32] have shown strong duality between (2) and an eigenvalue minimization problem which admits a semidefinite formulation (also cf. [28, 2, 16] ). For reasons of consistency, we have stayed within the framework of Nesterov and Nemirovskii [28] .
We have chosen the primal-dual potential reduction algorithm outlined in [28] to solve (P) and (D). The algorithm is summarized in Fig. 1 . It maintains a pair (x; s), where the matrix x is a strictly feasible solution of (P) and the matrix s is a strictly feasible solution of (D).
The function v(u) is derived from the potential function. to compute and the direction of the dual step. Note that it is not necessary to compute the entire Hessian matrix because all but the n diagonal entries of x are constant. The matrix inversions involved lead to a complexity of (n 3 ) operations per step and (n 3:5 ) operations for the entire algorithm.
We have implemented the same interior-point algorithm in serial on a workstation and in parallel on the Connection Machine CM5. The serial implementation is written in C and uses LAPACK routines [4] for the time critical matrix inversions. Due to the fairly high complexity of the algorithm, the running times become quite large for graphs with more than 500 vertices (Tab. 1). The running time for a 1000 vertex graph is about one day on an SGI Indy (100MHz MIPS R4000 processor, IRIX 5.0, gcc -O2). However, similar behavior is displayed by other existing codes. Goemans and
Williamson [16] report running times of 4692 seconds 77 minutes on a SUN Sparc 1 for the widely used code of Rendl et al. [34] and 200 vertex random graphs. The corresponding time for our algorithm on an SGI Indi is about 3:3 minutes (Tab. 1). For comparison, the MIPS R4000 processor is only about 5.5 times faster than the Sparc IPC processor (as measured by the SPECfp-92 benchmark:
61 for R4000 vs. 11.1 for Sparc IPC). While this comparison omits some detail, it does indicate that our serial implementation -which is the basis for evaluating the performance of our parallel implementations -is quite efficient. We have used random graphs here not for their intrinsic interest but rather to provide a comparison with the running times reported in [16] .
The parallel program was implemented on the following CM5: 32 processors, CMOST version 7.4; 32MBytes and four vector units per node; nodes running at 32MHz. The same machine was used for the implementations described in Sect. 3. The parallel implementation is written in C* [38] .
The running time of the algorithm is completely dominated by the cost of the matrix inversions. Very efficient solutions for this problem exist [20] . Using the LU routines from the CMSSL library [39] (version 3.2.1), our algorithm achieves speedups of more than 31 (over one-node CM5) on a 32-node CM5. Table 1 compares the running times of the parallel and serial implementations.
First Derivative Methods
The interior-point algorithm described in the previous chapter is well suited for dense graphs. However, its complexity of (n 3 ) operations per step leads to long running times for large graphs. This is the case even if the input graph is sparse. Alizadeh [2] notes that the known interior-point algorithms for semidefinite programming do not take advantage of sparse inputs. (Recently Klein and Lu [25] have developed a different technique to handle sparse graphs using these methods.) Driven by our goal to test the quality of the approximation scheme of Goemans and Williamson on large instances of graphs derived from practical applications, we considered alternative ways of obtaining an optimal vector configuration. The first derivative method described in this section involves O(en + n 2 ) operations per step -which is O(n 2 ) for sparse graphs. Thus, we trade the worst-case guarantee of a polynomial running time for a method which can take full advantage of the sparseness of the graphs which are derived from typical applications like VLSI design or statistical physics. In practice, this method is fast and efficient and allows us to solve very large problem instances. We have tested algorithms based on different first derivative methods on a variety of different graphs with up to 13,000 vertices. In every single run we have observed fast convergence to within the required accuracy.
First derivative methods for unconstrained optimization (e.g. gradient-descent or conjugate-gradient) [27, 30, 33] try to minimize a differentiable objective function f : IR n ! IR by taking a sequence of steps based only on the value of the function and its gradient. This process terminates when the value of the objective function is sufficiently small. The simplest example is the gradient-descent method:
where 5f(x) is the gradient of f at point x, and < 0 is an appropriately chosen constant. The conjugate-gradient method [33, 26] is another example. For simplicity, we will describe the algorithm in terms of gradient descent. However, as we will parallelize the evaluation of the objective function and the gradient, our parallelization and analysis do not depend on any particular method for unconstrained optimization. Using the strong duality property of our problem, we can test the stopping condition by computing the duality gap between f(x) and the corresponding value for the dual problem. 
The objective function and the gradient
as our objective function. Clearly, g is identical with Z v on the unit sphere. Furthermore, g is independent of the norms of the v i . This allows us to drop the side condition v i 2 S n . We prove in the appendix that g has no local minima. The potential problem of saddle points (which do exist) can be alleviated by small perturbations.
Computing gradients is straightforward and we give only the final result. Let v k i denote the k-th component of the i-th vector. Then, assuming kv i k = 1 (8i 2 V ):
where C is the matrix formed by the column vectors
where adj(i) = fj 2 n] : w ij 6 = 0g, n] = f1; : : :; ng, and C ik denotes the k-th component of C i .
The value of g can be computed as follows:
2. T i = hv i ; C i i for all i 2 n]. 2n 2
The second column (operations) counts the number of floating-point operations. The computation of the gradient 5g is quite similar:
Apart from requiring evaluations of g and 5g, the usual unconstrained optimization methods update the current solution V by multiplying a correcting term C by a constant and adding the result to V . Namely, let V := V + C. This update operation requires 2n 2 floating-point operations as V and C are n n matrices.
Finally, after V = (v i ) has been updated, each v i must be normalized (v i := v i =kv i k) at a total cost of 3n 2 floating-point operations. This normalization is unrelated to the optimization algorithm and is merely a result of our attempt to save operations in the computation of the gradient. The normalization relieves us from having to compute norms there. The total number of operations per step is (en + n 2 ), and the space requirement is (n 2 ).
The Parallelization and its Analysis
As already mentioned, we parallelize the basic operations used by the unconstrained optimization algorithms. In particular, we will present and analyze parallel algorithms for evaluating the objective function and gradient.
The rest of this section will focus on sparse graphs, graphs with e = o(n 2 ) edges. This case presents obstacles since no efficient general off-the-shelf solutions for sparse graphs are available (which are better than for arbitrary graphs). No single type of operation dominates the running timeas did the matrix inversion operation in the previous section. Instead, a number of different (n 2 ) operations must be efficiently parallelized. The practically relevant applications for MAXCUT (graphs derived from VLSI applications [40, 6] and the Ising model) are typically extremely sparse (for example, jEj 2jV j for most of the VLSI graphs in Tab. 5).
The first question to be addressed when parallelizing the computation of the gradient on a distributed memory parallel machine is the data layout, that is the distribution of the data among the local memories of the processors. Since for sparse graphs the memory requirement s are dominated by the matrices V = (v i ) i2 n] and C (size (n 2 )), we focus on these two matrices. The other variables used by the algorithm have size O(e+n) which is small compared to the space required for V and C.
We choose to partition the matrices along the rows. In terms of the algorithm, this means that each processor q is assigned a set S q of components of the n-dimensional vectors v i . Each processor q stores locally the components S q of all vectors v i and, similarly, all C ik for k 2 S q . Thus, only the reduction operations h:; :i (inner product) and k:k (Euclidean norm) require communication. Figure 2 shows the parallelized components of the gradient-descent algorithm based on row partitioning. The parallel running time t p with p processors can be divided into the time E p spent on performing computations and the communication time C p such that t p = E p + C p . Table 2 Clearly, in all cases E p E 1 =p. Therefore,
The Communication Cost
All communication operations of our algorithm are of the same type: In the language of Karp et al. [23] , they are sequences of n "broadcast-with-combining" operations -one for each v i (i 2 n]).
Recall that broadcast-with-combining is a communication operation in which each processor contributes an initial value x i . At the end of the operation each processor receives the result of combining (or reducing) all x i by a simple operation (e.g. addition). We require this operation to be associative. 
4. For all q in parallel: Karp et al. [23] present an algorithm for a single broadcast-with-combining operation which is optimal in the LogP model. The LogP model [11] uses only four parameters to describe the network:
an upper bound L (latency) on the time needed by a small message to travel across the network from its source to its destination; the time (overhead) o a processor is engaged in sending or receiving a message; the minimum time interval between consecutive message transmissions or receptions (gap) g, and the number of processors p. The inverse of g is the per-processor bandwidth for short messages.
On many machines, the per processor bandwidth for long messages is several orders of magnitude higher than 1=g. The LogGP model [1] 
where , the latency parameter, is the ratio of the time it takes for a message to reach its destination and the time needed by the originator of the message to send it. In the following, we will work with the simpler term on the right-hand side of (7). As m will be large, the right-hand side is a close approximation of the left-hand side. We have selected algorithm PACK because it gathers data in long messages. Bar-Noy and Kipnis [5] describe alternative algorithms which send only short messages and which are faster in the postal model (which does not distinguish between bandwidths for short and long messages). However, the LogGP model (and in practice) algorithm PACK is clearly superior for realistic parameter choices.
The algorithm is easily generalized to broadcast-with-combining by first combining the values by executing the broadcast algorithm`in reverse' [23] . The running time is twice the value of (7).
Thus, combining (7) and (6) , noting that in each gradient-descent step, there are two calls to the communication algorithm (in`gradient' and in`normalize' ), and that the data elements are eight byte floating point numbers, one obtains: To illustrate the difference between the two cases, we derive expressions for the number of processors p that can be used before the efficiency X(p) = t 1 =(pt p ) falls below a given constant 2 (0; 1), that is we consider p (n) = maxfp 2 IN : X(p) 1 ? g. By (6) X(p)
E 1 E 1 +pCp , which is required to be at least 1 ? . Thus, substituting the expressions for E 1 and C p derived above and assuming e = (n) we obtain: These results show that the algorithm scales linearly (in n) for the more sophisticated network types like binary trees and hypercubes. For the flat bus, however, p may only grow proportional to p n. 
Implementation
We have implemented and run the algorithm on a variety of parallel machines, in particular a Connection Machine CM5, an IBM SP2, and a cluster of workstations. The CM5 is described in Sect. The program was written in C and directly based on the parallel algorithm of Fig. 2 . We used the message passing interface (MPI) [14] for the global communication operations. In addition, we optimized our implementation for the CM5, hand coding the instructions for the vector units and using the CMMD library [38] (version 3.3) instead of MPI. This allowed us to treat each of the four vector units in each CM5 node as a separate processor. Finally, we used UNIX sockets to implement the communication operations on the cluster of workstations. Table 3 displays measured running times for the CM5 and the SP2. The inputs are two dimensional Ising grid graphs. We have measured the running times for only one class of graphs because the parallel performance (i.e. the ratio between t 1 and t p (p > 1)) depends only on the numbers of vertices and edges, but not on the particular structure of the graph. The structure of the graph influences only the number of gradient-descent steps -which is the same for both the parallel and the serial version.
A technical problem arises when trying to compute the speedup.The larger graphs do not fit into the memory of a single processor. Thus, we cannot measure t 1 directly. We estimate this time by running the program on a small number of processors, measuring the execution time for the parallelized parts of the program (i.e. ignoring communication and non-parallel code) and multiplying this time by the number of processors used. The result is a lower bound on t 1 which yields a lower bound on the speedup. for the workstations (WS predicted) is based on (9), except that we used a communication term of 4pgm (instead of 2pgm) to account for the suboptimal broadcast routine in our implementation. We measured E 1 = 110 seconds and estimate g = 1=50; 000 seconds per double precision float. (We estimate that about one third of the 10 Megabits per second capacity of a standard ethernet is available at the level of UNIX socket read/write operations, which corresponds to approximately 50; 000 double precision floats per second.) Despite this rather crude estimate, the figure shows a good match between the measured curve and the prediction.
We have estimated the LogGP parameters for MPI on the SP2 by timing the relevant communication operations. Figure 3 displays our parameter estimates and the predicted speedups based on (8).
The curve`SP2 predicted' in Fig. 4 was obtained using the parameters of Fig. 3 . The difference between this prediction and the measured speedups is less than three percent. This coincidence provides some evidence for the validity of our model. Figure 5 shows how the speedups improve as the graph size increases. In this figure, the term processor refers to a CM5 vector unit. Table 4 compares the numbers of iterations and total running times on sparse graphs of the interiorpoint method of Sect. 2 and the algorithm described in this section. Both programs were run on a 32-node CM5 until the duality gap was smaller than 0:1%. The inputs were sparse random graphs with edge probability 10=n. The gradient-descent program is several orders of magnitude faster. This is mostly due to the shorter time per iteration. However, it is interesting to observe that in spite of its simpler (faster) computations, the first derivative method uses less iterations than the algorithm of Sect. 2. In light of the remarks at the end of Sect. 2, we observe furthermore, that this favorable comparison is not due to potential inefficiencies of our interior-point algorithm and implementation.
The step size (cf. page 12) was determined by an adaptive scheme which decreases whenever a step would lead to a deterioration and otherwise increases by a factor 1 + with = 0:02. In practice, this scheme kept the algorithm from spending much time near saddle points. size) and stored the information necessary to compute the eigenvalue gap for the solution returned by the algorithm. This allowed us to verify that the solution was within the required accuracy after the algorithm had terminated. We always observed that the gap was far smaller than the 0:1% target we had set and that usually even a far smaller number of iterations would have sufficed.
The vector units required special consideration. As far as the parallelization is concerned, we have treated the vector units as normal processors. In particular, the components of the v i are split evenly among the 4p vector units and each vector unit works on its components as described in Fig. 2 . All steps of the algorithm except the first step in computing the objective function involve operations on long regular vectors. They can be directly adapted to the vector units.
Step 1 in the computation of the objective function and the gradient (Fig. 2) , the only step which depends on the input graph, is different. When the input graph is sparse, we assume that it is given in adjacency list representation. The input graphs can be arbitrary and so can the lengths of the adjacency lists of the individual vertices. In particular, many of the adjacency lists can be so short (e.g. length = 2) that much of the benefit of the vector units is lost. One way to solve this problem is to preprocess the input graph and transform it into edge representation where the graph is given by the list of all its edges. Now, the vector units can operate on one long vector, the vector of all edges. However, this approach leads to read-after-write pipeline hazards if the distance in the edge list between any two edges which are incident on the same vertex is smaller than the vector length. This problem can be solved for most edges by preprocessing the edge list. Depending on the input graph, there can be edges for which such a`schedule' does not exist. However, these edges belong to a set of adjacency lists whose size is bounded by the vector length which is a small constant. These adjacency lists are processed individually.
The last step in the GW algorithm is to convert the vector configuration into an actual cut. This is achieved by generating a random vector r on the sphere ( (n) operations) and computing hr; v i i for all i ( (n 2 ) operations). Given the data layout used above, these steps are easily parallelized.
Solution Quality
In this last section, we examine how well the GW algorithm approximates the maximum cut size for a variety of graphs with several thousand vertices. While 0:878 is the worst case performance guarantee, we are now interested in the approximation quality one can expect in practice when running the algorithm on typical input graphs. Furthermore, we provide an experimental evaluation of the algorithm on graphs with negative edge weights -a case which is not covered by the 0:878 performance guarantee of the algorithm. By way of comparison, we have also implemented simulated annealing and the randomized greedy algorithm.
Previous experimental work with the GW algorithm [16, 7, 31, 12] has been limited to much smaller inputs. Our parallel implementation makes it possible to compare the trends reported previously with results obtained on much larger graphs.
The Graphs and the Algorithms
We have tested the algorithm on the following graphs:
1. Graphs derived from circuit design problems: It has been observed [9, 8, 29, 6 ] that one of the phases (the layer assignment problem) in the design process for VLSI chips and printed circuit boards can be reduced to the MAXCUT problem. We have run the GW algorithm on ten graphs derived from VLSI problems [40] .
Graphs derived from the Ising model:
The Ising model is used in statistical physics to describe magnetism. A reduction from the problem of finding the ground states (states of minimal energy) in an Ising spin glass system to MAXCUT is well known. We model each elementary magnet as a f0,1g-variable and consider only nearest neighbor interactions and interactions with an external magnetic field. The reduction transforms such a system into a graph which has one vertex for each elementary magnet. There is one further vertex for the external magnetic field. By means of the reduction, the cut size found by the algorithm translates into an upper bound on the energy of the ground states and the size of the positive semidefinite solution translates into a lower bound.
Sparse random graphs:
We have tested the algorithm on sparse random graphs in which the edge probability is set to p = 10=n, where n = jV j. This corresponds to random graph class C in Goemans and Williamson [16] .
The first two graph classes are derived from real world applications of the M AXCUT problem. The third class is a popular test instance.
We have implemented simulated annealing and the randomized greedy algorithm as a basis for comparisons. The randomized greedy algorithm of Sahni [37] has been mentioned in Sect. 1.1. In addition to what is described there, we do greedy improvements of the random cuts. The application to MAXCUT is straightforward. The set of states is the set of cuts. The objective function is the cut size. The possible transitions are those which change the cut by at most one vertex (cf. [19] for a comprehensive study of simulated annealing and its application to the MAXCUT problem).
Experimental Results
In this section, we report on the results of running the algorithms on the graphs described in the previous section. The results for the GW algorithm as well as all running times we report were obtained by running our gradient-descent implementation on a 32-node Connection Machine CM5.
All running times are reported in minutes. Simulated annealing and the randomized greedy algorithm were run on SGI Indy workstations. We took care to give approximately the same computational resources to the three algorithms -making adjustments in the running times for the different number of processors and processor speeds. Our basis was the running time on the CM5 of GW -which was dominated by the time needed to find an optimal vector configuration. This time was multiplied by the number of processors and by a factor accounting for the relative speed of the CM5 Sparc processors compared to the SGI Indy workstation.
Space limitations have led us to include only three data tables here. The conclusions we draw from them are consistent with many other experiments we have run and could not include here. Table 5 shows the results for the VLSI graphs. The table displays the cut sizes found by simulated annealing (cut SA ), the randomized greedy algorithm (cut RG ), and the GW algorithm. The results for simulated annealing are the best cuts found over five runs of 10 7 annealing steps each. The results for randomized greedy are the maximum cuts found over 20; 000 independent runs. The column Ecut GW contains the expected size of a single random cut as described in Goemans and Williamson [16] .
Two observations are apparent: On one hand, the random experiment of Goemans and Williamson produces cuts larger than the randomized greedy algorithm is likely to find even after a large number of iterations (cf. Sect. 1.1 for the relationship between the two algorithms). On the other hand, the cuts found by simulated annealing are somewhat larger than those found by the GW algorithm. These two observations hold for a wide range of different graph classes (we did not find a single counter example), and are also supported by observations made previously about simulated annealing and the randomized greedy algorithm. Johnson et al. [19] observe for the related G RAPH PARTITION-ING problem, that the randomized greedy algorithm performs far worse than simulated annealing.
Berry and Goldberg [7] perform a similar experimental comparison of several heuristics -including simulated annealing.
While it seems clear that the simplest version of the GW algorithm cannot compete with simulated annealing, it is also clear that there are simple modifications to it which will improve its performance in practice. Probably the simplest such scheme is to find an optimal vector configuration and then generate many independent cuts by generating independently many hyperplanes [16] . This is an analogue to the iterated randomized greedy algorithm. While the iterated randomized greedy algorithm samples cuts from the uniform distribution, the iterated GW algorithm samples cuts from the distribution induced by the semidefinite program which gives larger weight to larger cuts.
Just as taking independent samples under the uniform distribution (iterated randomized greedy)
is not the best way to generate large cuts, one might suspect that there are more effective schemes than generating cuts by independent random hyperplanes. One possibility is to add the same kind of Metropolis filter that is used in standard simulated annealing to the procedure which generates random hyperplanes. The result is a simulated annealing version of the basic random experiment of Goemans and Williamson. The moves (neighborhood) of such an annealing algorithm could be defined as small random perturbations of a current hyperplane. Objective functions and cooling schedules could be the same as in normal simulated annealing.
Column cut GWSA in Tab. 5 shows the results for the simulated annealing version of the GW algorithm. Now the algorithm does not only clearly win against simulated annealing -it even finds the (known) optimal cuts for each graph. The time needed to solve the positive semidefinite program In addition to finding cuts, the GW algorithm provides one piece of information which none of the simple heuristics is able to find: an upper bound on the maximum cut size in the graph. Column UB displays the upper bounds which were derived from the dual solutions. Our corresponding primal and dual approximations of the optimum are within 0:05% of each other and therefore within 0:05% of the true upper bound.
The advantage our simulated annealing version of the GW algorithm had over standard simulated annealing on the ten VLSI graphs is not universal. Tables 6 and 7 show examples of graph distributions on which simulated annealing wins. Both distributions are quite similar to the distributions on which Johnson et al. [19] have also observed simulated annealing to outperform the Kernighan-Lin heuristic: sparse random graphs. Table 6 shows the results for the second graph class described in the previous section (3D Ising graphs). Each graph corresponds to a regular three dimensional 20 20 20 grid whose nearest neighbor interactions are drawn from the standard normal distribution. The paramet er h which corresponds to the strength of an external magnetic field is varied between 0 and 4. Even though the 0.878 performance guarantee does not apply to these graphs due to the presence of negative edge weights, most of the gaps we observe are within that bound. However, this is not the case for small values of h.
The results shown in Tab. 7 are for sparse random graphs. The gap size increases with the graph size and comes close to the 0.878 guarantee. This observation is consistent with the trend visible in Goemans and Williamson [16] . Tables 6 and 7 show that simulated annealing outperforms the simulated annealing version of the GW algorithm on sparse random graphs. One reason is the generally observed good perform ance of simulated annealing on sparse random graphs. However, the results are also influenced by some lowlevel implementation issues. Simulated annealing, due to its simplicity can easily be implemented such that it takes advantage of the sparseness of a graph. In particular, each annealing step can be executed in time proportional to the degree of the vertex being moved across the cut. However, each step of our GWSA implementation takes time (n) as the inner product of two n-dimensional vectors The simplest version of GW is a clear improvement over the randomized greedy algorithm.
However, it cannot compete with standard heuristics like simulated annealing.
We only begin to address a more fundamental question about the average case performance of the GW algorithm: Can the basic random experiment which underlies the GW algorithm improve performance on commonly studied graph distributions when used as a primitive of a more complex heuristic? A definitive answer lies outside the scope of this paper. Our results for the VLSI graphs show that there is some potential.
Conclusions
We have studied ways to parallelize the approximation algorithm for MAXCUT by Goemans and
Williamson. An interior-point method is quite efficient for dense input graphs. Parallelizing it amounts to parallelizing matrix inversion. The first derivative method we have studied is, in practice, significantly faster for sparse input graphs. We have presented a detailed analysis of the resulting parallel algorithm in a distributed memory model. We prove linear speedup in the LogP model. We compare the behavior of our parallel implementations on different machines with the results of our analysis. We show that given an efficient communication algorithm and implementation as well as high performance parallel machines, the algorithm can be used to solve very large problems with thousands of vertices.
Finally, we have used the implementations to compare the approximation quality of the GW algorithm with two other standard algorithms: simulated annealing and the randomized greedy algorithm.
We conclude that, overall, simulated annealing appears to find larger cuts given comparable amounts of time. However, we have identified one class of graphs on which the GW algorithm works significantly better than simulated annealing.
positive semidefinite matrices is the first step in the polynomial time algorithm to find a maximum of (1) 
The symmetric matrix Y is positive semidefinite. It is easy to see that maxZ v (subject to v i 2 S n ) is equal to max Z y (subject to Y symmetric and positive semidefinite and y ii = 1 for i 2 V ). Any local minimizer in the positive semidefinite matrix world is in fact a global minimizer and we can
show that the same is true in the vectors' world. The proof requires mappings with certain properties between the vectors' world and positive semidefinite matrices. We begin by constructing the required mappings.
The Mapping
We begin with a basic fact about metric spaces. Proof: For x 2 S there is nothing to prove. Given x 2 S n S, consider any sequence (x i ) in S with limit x. Then:
Now, we will apply these facts to positive semidefinite matrices. Let PD n be the set of positive definite n n matrices all of whose diagonal elements are 1 and let PSD n be the set of positive semidefinite n n matrices with ones on the diagonal. Furthermore, let V CT n be the set of n n matrices whose column vectors have length 1, (i.e. lie on the unit sphere). Let @P n = PSD n n PD n .
We can consider all these sets as metric subspaces of (IR n 2 ; d) where d is the Euclidean metric. The Cholesky decomposition is continuous because it is the composition of continuous functions [33] .
Fact 7
The function c : PD n ! V CT n computed by the Cholesky decomposition has a continuous extension f : PSD n ! S, where S = f(PSD n ) V CT n is the range of f. Furthermore, f is a homeomorphism. Its inverse is the restriction of g to S.
Proof: V CT n is closed (Fact 6) and thus complete, since it is a closed subspace of the complete space IR n 2 (Rosenlicht [35, p.52,53] Recall from the description of the algorithm the definition of Z v (the objective function in the unit vector world) and Z y (the objective function in the positive semidefinite world). We want to show that if V is a local minimizer for Z v then g(V ) is a local minimizer for Z y . The next Fact is the main step in the proof. h(z) is in the -ball around h(h ?1 (x)) = x. Therefore, for all such z:
Z y (z) = Z y (h ?1 (h(z))) = Z x (h(z)) Z x (x) = Z y (h ?1 (x)) 2
One last step is needed before Fact 8 and Fact 7 can be combined to yield the desired result. Note that these two facts cover only the case in which the local minimizer of Z v lies in f(PSD n ). We cover all other V 2 V CT n by mapping them into f(PSD n ) by means of an appropriate homeomorphism.
Fact 9
For every V 2 V CT n there is a V 2 f(PSD n ) V CT n and a homeomorphism k V : f(PSD n ) ! k V (f(PSD n )) such that k V ( V ) = V and Z v (W) = Z v (k ?1 V (W)) for all W 2 k(f(PSD n )).
Proof: Given a description of the Cholesky decomposition [33] , it is not hard to see that f(PSD n ) = f(a ij ) 2 V CT n : a 11 = 1; a ii 0 (i 2) and a ij = 0 for j > ig: (12) We can interpret the columns of V 2 V CT n as coordinates of unit vectors w.r.t. the standard orthonormal basis of IR n . Proof: Any local minimizer V 2 V CT n is also a local minimizer in k V (f(PSD n )), and k V f is a homeomorphism with the properties required in Fact 8. Now, by Fact 8 with X = V CT n , S = k V (f(PSD n )), Y = PSD n , and h = k V f, we have that (k V f) ?1 (V ) is a local minimizer of Z y . But as PSD n is convex and Z y is a convex function, (k f) ?1 (V ) is indeed a global minimizer of Z y (Gruber and Wills [17, p.632] ). Finally, every V 2 V CT n can be mapped via g to a Y 2 PSD n such that Z y (Y ) = Z v (V ) and vice versa (via f).
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