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1. Introduction. In this article, we are interested in the solution of polynomial eigenvalue problems (PEPs) expressed in barycentric Lagrange form. In these PEPs, polynomials are defined by their values P j = P (σ j ) at a set of n + 1 distinct nodes {σ 0 , . . . , σ n }. Throughout this article, we will use the first form of the barycentric interpolation formula [5] (also known as the modified Lagrange formula [20] ), defined by
where the degree of P (λ) is at most n, the Lagrange basis coefficients are P i ∈ C m×m , and the node polynomial (λ) and barycentric weights β j are defined by
2)
The polynomial eigenvalue problem is to find scalars λ and nonzero vectors x and y that satisfy P (λ)x = 0 and y * P (λ) = 0. In this work, we shall also assume that the polynomial is regular, that is, det P (λ) is not identically zero.
In the literature, polynomial eigenvalue problems are most commonly expressed in the monomial basis [17, 22, 31] . However, there has been growing interest in PEPs expressed in other bases [2, 11, 32] , either due to the construction of the polynomials themselves, or in order to take advantage of the properties of a particular polynomial basis.
2. Linearization. One of the most widespread solution methods for solving polynomial eigenvalue problems is to linearize, which is to say they are transformed into a larger generalized eigenvalue problem [16] . Almost all of the linearizations proposed in the literature to date are constructed using the monomial basis coefficients of the polynomial [10, 13, 26] , although there have been some notable exceptions for polynomials satisfying three term recurrence relations [4, 18] .
In this work, we examine polynomials that are either already expressed in the Lagrange basis or have been transformed into the Lagrange basis by sampling the polynomial where it is well conditioned to do so. For the Lagrange basis, the first linearization to be described in the literature was the arrowhead linearization proposed by Corless [7] . We work with a slightly different form of the linearization, defined by
Using Schur's determinant formula, we can easily see that det L(λ) = det P (λ). Furthermore, Amiraslani [2] has demonstrated that L(λ) is a strong linearization of P (λ) = 0 · λ n+2 + 0 · λ n+1 + P (λ), meaning that the linearization preserves both the finite and infinite eigenstructure of the original PEP.
Since the linearization (2.1) has an additional 2m eigenvalues at infinity, there have been efforts to construct linearizations of Lagrange interpolants with smaller dimension [33] . We show in §4 that these linearizations can be formed by simple equivalence transformations applied to (2.1); thus, the error analysis is also applicable to these linearizations.
3. Backward errors. We will first introduce some general definitions and notation for backward errors of polynomial eigenvalue problems, and then develop bounds for the backward error of P (λ) relative to the backward error of the linearization L(λ). These bounds provide useful information as to when the eigenvalues of P (λ) can be computed with small backward errors.
3.1. Definitions and notation. Throughout this article, we are primarily interested in the normwise backward error of an approximate eigenpair of the polynomial P (λ). We would like to know the extent to which we need to perturb the original polynomial coefficients in order for an approximate eigenvalue to be the exact solution of the perturbed problem.
The normwise backward error of a finite approximate right eigenpair (λ, x) of a polynomial P (λ) is defined by
where ∆P (λ) = n j=0 ∆P j j (λ), and the j (λ)'s are the Lagrange basis polynomials j (λ) = (λ)β j /(λ − σ j ). Similarly, for an approximate left eigenpair (λ, y * ) of P (λ), the normwise backward error is defined by
These definitions are straightforward generalizations of the definitions for the monomial basis [21] . However, the difference here is that we consider perturbations to the Lagrange basis coefficients P j rather than to the monomial coefficients. For the monomial basis, Tisseur [29] obtained explicit expressions for the backward errors of the approximate left and right eigenpairs of P (λ), (λ, y * ) and (λ, x), respectively, given by
In these expressions, B M (λ) is defined by
where the A j 's are the monomial basis coefficients. Amiraslani [1] and Corless et al. [9] have also extended this result to the Lagrange basis by considering the ε-pseudospectrum of polynomials expressed in other bases. The equivalent expressions (for the 2-norm) for the backward errors are obtained by replacing
It has also been noted by both Tisseur and Higham [30] and Corless et al. [9] that the norms of the Lagrange basis coefficients in (3.4) and (3.5) can be replaced by nonnegative weights α j , not all equal to zero, which control how the perturbations to the coefficients are measured. Farouki and Rajan [28] have also defined these quantities as (absolute) condition numbers for the evaluation of polynomials (see also 
where L(λ) = λB − A. These expressions can be found by applying (3.3) to L(λ).
3.2. Backward error of P (λ) relative to L(λ). The main objective of this article is to conduct the necessary backward error analysis for polynomials expressed in the Lagrange basis. To achieve this goal, we need to find relations between the eigenvectors of P (λ) and those of L(λ). We may utilize the framework developed by Grammont et al. [19] to analyze nonlinear eigenvalue problems; once we find appropriate one-sided factorizations of the linearization L(λ), we are immediately able to obtain relations for the backward error of the polynomial eigenvalue problem relative to the backward error of the linearization. Thus, our goal is to determine the polynomial matrices G(λ) and H(λ), which satisfy
and where G(λ) and H(λ) T have dimension m by m(n + 2), g ∈ C n+2 , and h ∈ C n+2 . By direct computation, we easily see that
. . .
satisfies the second relation in (3.7) with h = e 1 , the first unit vector, since
It is interesting to note that the last n+1 block rows of L(λ) form recurrence relations between the node polynomial (λ) and each of the Lagrange polynomials k (λ). It is only slightly more complicated to construct a suitable G(λ), and one may easily verify that
satisfies the first relation in (3.7) with g = e 1 . Now that we have found suitable one-sided factorizations, we state our first theorem relating the backward error of the approximate eigenpairs of P (λ) to those of L(λ).
Theorem 3.1. The backward error η P (λ, x) of an approximate right eigenpair, (λ, x) of P (λ), relative to the backward error η L (λ, v) of a corresponding approximate right eigenpair, (λ, v) of L(λ), can be bounded by
where G(λ) is defined in (3.10), and L(λ) = λB − A. We may similarly bound the backward error of an approximate left eigenpair, (λ, y * ) of P (λ), by
where η L (λ, u * ) is the backward error of a corresponding approximate left eigenpair (λ, u * ) of L(λ), and H(λ) is defined in (3.8).
Proof. Our proof follows the discussion in Higham et al. [21, §2.2] . The only difference is that we use B L (λ), since the polynomials are expressed in the Lagrange basis. In essence, we make use of the two equations in (3.7) to relate the eigenvectors of L(λ) to those of P (λ). To see this more clearly, let (λ, u * ) and (λ, v) be left and right approximate eigenpairs of L(λ), respectively. From (3.7), it follows that
and
Combining these expressions with (3.6) and (3.3), and replacing B M (λ) with B L (λ), we arrive at the desired equations. Now that we have established a relationship between the backward error of P (λ) and the backward error of L(λ), we would like to know what conditions need to be satisfied in order to obtain small backward errors in the solution of the PEP. Thus, we investigate the conditions under which the ratios η P (λ, x)/η L (λ, v) and
are approximately equal to one. Small backward errors in the computation of the approximate eigenvalues of L(λ) will then necessarily lead to small backward errors in the solution of the PEP.
Theorem 3.2. Let (λ, v) be an approximate eigenpair of L(λ). If x is recovered from the first m rows of v, we obtain the bound
where
, and the j (λ)'s are the Lagrange basis polynomials. Similarly, let (λ, u * ) be an approximate left eigenpair of L(λ). If y * is recovered from the first m columns of u * , we obtain the bound
Furthermore, by replacing A 2 with (n+2) max i,j,k (|β i |, |σ j |, P k 2 ), we obtain larger upper bounds. Proof. For an approximate left eigenpair (λ, u * ), we combine (3.12) with (3.8). Given that H(λ) 2 = Λ(λ) ⊗ I 2 = Λ(λ) 2 , we immediately obtain the upper bound (3.16). For an approximate right eigenpair (λ, v), we combine (3.11) with (3.10), and rewrite
and we obtain the upper bound (3.15) .
From the bounds (3.16) and (3.15), we begin to see the conditions under which the backward error of the solution of the PEP is not that much larger than the backward error of the linearization. The influence of the choice of nodes manifests itself in the term Λ(λ) 2 . This term behaves essentially like the Lebesgue function, and hence we would ideally like to choose sets of nodes that give small Lebesgue functions. However, we also need points that are good approximations of the eigenvalues themselves, since we also need to limit the effect of (λ), the first entry of Λ(λ). We will not be able to satisfy this condition for all mn eigenvalues, but if we are interested in obtaining some eigenvalues with small backward errors, it is clear that placing a well-conditioned set of nodes close to the eigenvalues of interest will achieve this goal. Moreover, the norms P i 2 should not be too large, and when the magnitudes of all of the polynomial coefficients are approximately equal to one, we minimize the upper bound.
Balanced linearizations.
In this section, we discuss the issue of balancing the linearization L(λ) so as to improve the backward errors of the computed eigenpairs of P (λ). Lawrence has shown [24] that balancing linearizations of scalar polynomials can lead to significant gains in the accuracy of computed roots. Indeed, for standard eigenvalue problems, balancing a matrix prior to computing its eigenvalues has become a standard technique [3] . However, the landscape is not so well established for generalized and polynomial eigenvalue problems. For generalized eigenvalue problems, Lemonnier and Van Dooren [25] suggest a balancing strategy to bring the pencil closer to some standardized normal pencil. Near optimal balancing strategies have been proposed for the quadratic eigenvalue problem [12] . A number of strategies have also been proposed for higher degree polynomial eigenvalue problems, such as the scaling developed by Higham et al. [21] , and Gaubert and Sharify's eigenvalue parameter scaling based on tropical roots [15] .
In this work, we apply block diagonal similarity transformations to the linearization in order to improve the ratios
, where
By examining the terms in the upper bounds (3.16) and (3.15), we see that reducing the norm A 2 will lead to a reduction in both upper bounds. We will also need to find new relations (3.7) for L(λ). One way of leaving these relations invariant is to choose similarities D s that do not modify the first block row or block column of L(λ). Thus, we suggest the following similarity:
We easily see that this transformation equalizes the block row and column norms of the linearization L(λ). This similarity is not likely to be optimal for bringing the ratios η P (λ, x)/η L (λ, v) and η P (λ, y * )/η L (λ, u * ) as close to unity as possible. However, in our numerical experiments, the proposed balancing does significantly improve the ratios.
Related linearizations.
Recently, Van Beeumen et al. [33] have developed new linearizations for the Lagrange basis that have smaller dimension than (2.1), in order to achieve one-to-one correspondence between the eigenvalues of the PEP and the eigenvalues of the linearization. In this section, we show how the spurious infinite eigenvalues of the linearization (2.1) can be decoupled via fixed equivalence transformations, and thus we recover the same linearizations as those proposed by Van Beeuman et al. [33] .
In order to decouple the spurious infinite eigenvalues from the linearization (2.1), we bring the linearization to generalized Hessenberg form. One of the most straightforward ways to do this is to apply a sequence of block Gauss transformations on the right of L(λ), annihilating the β j 's in the first block column. We first define the ratios θ i = β i−1 /β i , and explicitly form the lower triangular transformation matrix
Once this matrix is applied to L(λ), we obtain the following equivalent linearization: 
We may then decouple the next block of spurious infinite eigenvalues from the linearization by applying another Gauss transformation on the left, with the additional provision that the transformation should be unimodular. We do not show the linearization here, but it is worth noting that this linearization singles out the first and last nodes (and the same is true for (4.3)). Moreover, since the Lagrange basis is not degree graded, we see that this asymmetry has the potential to cause numerical difficulties if the first or last nodes are chosen poorly. Thus, we prefer to use unitary similarities on the larger linearization (2.1) to decouple the spurious infinite eigenvalues. Although we will not give the details here, we can make use of the Kronecker form of L(λ) to bring the linearization to m-Hessenberg form so that the spurious eigenvalues can be decoupled from the linearization.
Numerical examples.
In this section, we illustrate the backward error of computing eigenpairs of P (λ) via the linearization L(λ). The examples are taken from a variety of sources, some of which are available in the collection NLEVP [6] . The polynomials are expressed in the monomial basis, and thus we first need to sample the polynomials at a set of n + 1 interpolation nodes, where n is the degree of the polynomial. The linearization L(λ) is constructed from these samples and the computed barycentric weights. We also construct the balanced linearization L(λ) discussed in §3.3. The generalized eigenvalues and the left and right eigenvectors of the linearization are computed in Matlab using the function qz.
5.1. Butterfly. Our first example is available in the NLEVP collection [6] , proposed by Mehrmann and Watkins [27] . The polynomial is a 64 by 64 quartic with T-even structure. The spectrum has a butterfly shape. In the monomial basis, the polynomial is given by [27] . The distribution of the ratios of the backward errors , and thus we are ensured that the backward errors of the eigenpairs of the PEP are not much larger. We also see that balancing the linearization reduces the ratios of the backward errors significantly: almost half of the eigenvalues have ratios approximately equal to one for both the left and the right eigenpairs. Furthermore, as we show in Table 5 .1, the upper bounds (3.16) and (3.15) approximate the ratios fairly well. In these computations, the maxima and minima are computed over all eigenvalues, and the upper bound corresponds to those eigenvalues.
Speaker enclosure.
Our second example is also taken from the NLEVP collection [6] . The polynomial is the quadratic P (λ) = λ 2 M + λC + K, where M, C, K ∈ C 107×107 , arising from a finite element model of a speaker enclosure. There is a large variation in the norms of the monomial basis coefficients: M 2 = 1, C 2 = 5.7 × 10 −2 , and K 2 = 1 × 10 7 . The eigenvalues of P (λ) are all purely imaginary, symmetric about the real axis, and with magnitudes ranging from 1.8 × 10 3 to 1.5 × 10 4 . Additionally, P (λ) has a double eigenvalue at zero. We interpolate P (λ) at the nodes {−i, 0, i}. At these nodes, P j 2 ≈ 1 × 10 7 , and so we have already, in a sense, equalized the norms of the coefficients through interpolation. The linearization P (λ) is then balanced using the strategy described in §3.3, and this further equalizes the norms of the blocks P j and the barycentric weights β j . All the computed eigenvalues of the balanced linearization have real parts equal to zero, with the exception of the double eigenvalue at zero. This was not expected, since the linearization involves complex non-symmetric matrices. The logarithms of the backward errors of the eigenvalues of P (λ) are shown in Figure 5 errors of the eigenvalues of P (λ) are excellent. However, the error bounds (3.16) and (3.15) do not predict the small backward error of the eigenpairs of P (λ) relative to those of L(λ). We show the maximum ratios obtained in Table 5 .2, together with the corresponding upper bounds. It would appear that the QZ algorithm is able to take advantage of the structure of the linearization in some way, since eigenvalues with zero real parts are produced. However, we do not have a concrete explanation as to why this behaviour occurs.
5.3. Damped mass-spring system. The third example we investigate is a connected damped mass-spring system described by both Higham et al. [21] and Tisseur and Meerbergen [31, §3.9] . The polynomial P (λ) is a 100 by 100 quadratic P (λ) = λ 2 M + λC + K, where: M = I; C is tridiagonal, with super-and subdiagonal elements all equal to −64 and diagonal elements equal to 128, 192, 192, . . . , 192, 128; and K is tridiagonal, with super-and subdiagonal elements all equal to −1 and diagonal elements equal to 2, 3, 3, . . . , 3, 2. All of the eigenvalues are real and negative, 50 of which range from −320 to −64, while the remaining 50 are all approximately equal to −1.56 × 10 −2 . We interpolate P (λ) at the nodes {−0.01, 0, 0.01}. The eigenvalues of P (λ) are all real, and hence we plot the real part against the index of the eigenvalue, as shown in Figure 5 ). This behaviour has also been observed by Higham et al. [21] , where the backward errors can only be small for one of the two groups of eigenvalues. We compare the upper bounds for the ratios of these backward errors in Table 5 .3, where we additionally compare the maximum and minimum ratios and upper bounds for the set of eigenvalues of larger magnitude. Although we see a considerable reduction in the ratios and the upper bounds, the overestimation of the upper bound is still roughly two orders of magnitude. Part of the reasoning for the large backward errors of the small magnitude eigenvalues is the block from which the eigenvectors of P (λ) are recovered from those of L(λ). For example, we see from (3.9) that we could recover the right eigenvector x from any of the blocks of v; this is a similar situation in the monomial basis [21] , where the eigenvalues are recovered from the block of v having the largest norm. 5.4. Damped gyroscopic system. For our final example, we examine the damped gyroscopic system proposed in [23] . The polynomial P (λ) is constructed as follows: let N denote the 10 by 10 nilpotent matrix having ones on the subdiagonal and zeros elsewhere, and let I denote the 10 by 10 identity matrix. Define M = (4I + N + N T )/6, G = N − N T , and K = N + N T − 2I. Then define the matrices M , G, and K, using the Kronecker product ⊗, by
The damping matrix D is tridiagonal with super-and subdiagonal elements equal to −0.1 and diagonal elements equal to 0.2. The quadratic polynomial P (λ) we examine is defined by
We interpolate P (λ) at the nodes {−1.8, 0, 1.8}. In addition to the eigenvalues and backward errors, we also compute the weighted ε-pesudospectrum (see, for example, [23, 30] ), shown together with the eigenvalues in Figure 5 .6. The dotted line represents where the absolute condition numbers for evaluation are equal for the Lagrange basis and the monomial basis, that is B M (λ) = B L (λ). Within the dotted line, the condition number of the Lagrange basis is somewhat smaller than that of the monomial basis, and hence we can expect to compute more accurate eigenvalues there. 
Furthermore, because we are able to choose the locations of the nodes, we can ensure that eigenvalues of interest are computed accurately by placing nodes near the eigenvalues. If nothing is known about the spectrum of P (λ), then we may initially compute the eigenvalues using, for example, Chebyshev nodes on the interval [−1, 1]. We may then interpolate P (λ) using some of the computed eigenvalues as nodes. This kind of iterative algorithm has been used successfully in the scalar case [14] , and we expect to obtain similar results in the matrix case. For the monomial basis, we have no such flexibility.
The ratios of the backward errors are shown in Figure 5 .7. We see that for the left eigenpairs, the ratios are close to one. The ratios are not so favourable for the right eigenpairs, and there are two outliers close to 30. These two eigenvalues are the closest ones to the node at −1.8, and we suspect that the backward error could be improved by choosing a different block from which to recover the eigenvector of P (λ). We also compute the maximum ratios of the backward error and the corresponding upper bound. These values are shown in Table 5 .4, where we see that for the left eigenvectors, the bounds are quite tight. Again, we also see the upper bound overestimate the ratios for the right eigenpairs by about two orders of magnitude. 6. Concluding remarks. In this article, we have investigated the backward error of the solution to polynomial eigenvalue problems expressed in the Lagrange basis, solved via linearization. We have derived upper bounds for the ratio of the backward error of eigenpairs of the polynomial to those of the linearization. The conditions under which these ratios are close to one depend strongly upon the interpolation nodes used, as well as on the norms of the polynomial coefficients. In the Lagrange basis setting, the polynomial coefficients are the values of the polynomial at the nodes. Thus, in order to have good backward errors, we are guided to chose nodes that give polynomial coefficients close to one, in conjunction with having a set of nodes that gives a well-conditioned basis. We have described a block-wise balancing strategy for the linearization, and this balancing can significantly improve the backward errors of the computed eigenpairs.
