SUMMARY Traditional load shedding algorithms for data stream systems calculate current operator selectivity over several run periods and use them to determine where to shed load during the next run period. In this paper, we show that the current selectivity may change due to the implementation of load shedding. Our algorithm, called RLS, determines the optimum drop location by these changed selectivity rather than those precalculated values. Simulation results demonstrate that RLS achieves higher accuracy than traditional algorithms. key words: load shedding, data streams mining, query processing
Introduction
During bursting data arrival in a data stream system [1] , the resource demand may exceed the available system capacity (CPU cycles, bandwidth and memory), and latency will deteriorate. Under these conditions, the process called load shedding [2] , [3] would be implemented to drop excess load from the system. One fundamental component of load shedding is to determine where to shed load. The optimum drop location partially depends upon query operator selectivity. In traditional algorithms [2] , [3] , the selectivity of each operator is calculated before the implementation of load shedding in advance, which is assumed to keep during the next run period, and used to determine where to shed load.
In this paper, we firstly point out, after the implementation of load shedding, the input rate flowing into operator may change, which may cause the operator selectivity to change dramatically instead of being kept the same value. For instance, since the selectivity of the operator that finds the power set of an input set has an exponential relationship with the input rate flowing into this operator, insignificant change of input rate may result in significant change of operator selectivity. Hence, the drop location determined by traditional algorithms might not be optimum. Secondly, we propose a rate-sensitive load shedding algorithm called RLS for data stream systems. In RLS, the true selectivity of each operator during the next run period is calculated by the input rate flowing into it after the implementation of load shedding. RLS uses this selectivity to determine where to shed load. Finally, simulation results show that RLS has a higher accuracy than traditional algorithms.
The Rate-Sensitive Load Shedding Algorithm
We illustrate the major system components of RLS in Fig The tuple is passed on to the next operator with probability p i . Load manager gathers the query network information over some characteristic run period, and then decides how to process load shedding. One goal of load shedding algorithms is to maximize the query output ratio within the constraint of CPU capability. Tuples must be processed at a rate at least as fast as their arrival rate. Let U i be the set of operators upstream of O i . This constraint can be expressed as Eq. (1).
Due to load shedding, only a fraction of the true result will actually be produced. The query output ratio between the true result T and the result tuples G is denoted as recall. Then,
Let r i be the input rate flowing into operator O i before load shedding, r i be the input rate flowing into operator O i after load shedding, s i be the selectivity of O i after load shedding, and D be the amount of dropped load. Traditional approaches calculate selectivity s i of operator O i before the implementation of load shedding, assume that operator O i would have the same selectivity value with s i during the next period (s i = s i ), and determine where to shed load by selectivity s i . However, the implementation of load shedding may cause that input rate changes (r i r i ). In addition, the selectivity of operator is partially determined by the input rate flowing into it. Hence, the true selectivity s i is not equal to the selectivity s i (s i s i ). Our algorithm RLS determines the optimum drop location by selectivity s i instead of s i . The selectivity function f (r) is gathered over several previous periods, treated as constant at the current period, and modified continually according to data statistics. The r i , s i can be computed as Eqs. (5) and (6):
The r i , s i can be computed as Eqs. (7) and (8):
The D can be computed as Eq. (9):
We simulate one query network consists of one input stream, one query and three query operators (as Fig. 1, n =  3) . Suppose the network parameters are set as c 1 = 4, c 2 = 6, and c 3 = 1. The selectivity function s i = f i (r i ) of each operator is illustrated in Fig. 2 . The selectivity s 1 and s 3 are stable. The selectivity s 2 changes with the input rate r 2 as follows: when r 2 is in the range of [0, 2), the operator O 2 passes on 0.8 times the number of input packets to the operator O 3 , that is, s 2 = 0.8; when r 2 is in the range of [2, 5] , the operator O 2 passes on 4 times the number of input packets to the operator O 3 , that is, s 2 = 4. Let p be the sampling rate of load shedder. The true result T and the result G are:
If the load shedder with parameter p i is placed before the operator O i , the query output ratio of T i and G i is denoted as recall i . The dropped load D is: (
At the time r = 1,
If one percent of system CPU load need to be shed, the query result recall would be calculated as follows. If load shedder is placed before operator O 1 , then s 1 = 2, s 2 = 0.8, s 3 = 1, p 1 = 0.9999 ≈ 1.0, G 1 ≈ 1.6, and recall 1 = 0.2; If load shedder is placed before operator O 2 , then s 1 = 2, s 2 = 0.8, s 3 = 1, p 2 = 0.9999 ≈ 1.0, G 2 ≈ 1.6, and recall 2 = 0.2; If load shedder is placed before operator O 3 , then s 1 = 2, s 2 = 4, s 3 = 1, p 3 = 0.97, G 3 = 7.76, and recall 3 = 0.97. So if we place the drop location before the operator O 3 , the query result accuracy is the best (with the highest recall 3 ). In this case, traditional algorithms do not consider the selectivity change caused by the implementation of load shedding, which means that s 1 = s 1 = 2, s 2 = s 2 = 4, and s 3 = s 3 = 1. If one percent of system CPU load need to be shed, the query result recall would be calculated as follows: p 1 = 0.99, G 1 = 7.92, recall 1 = 0.99; p 2 = 0.988, G 2 = 7.904, recall 2 = 0.988; and p 3 = 0.97, G 3 = 7.76, recall 3 = 0.97. Hence, traditional algorithms would place the drop location before the operator O 1 . But in fact, the true recall got by these algorithms is only 0.2, which is much less than the optimal recall 0.97. Therefore, in this case, traditional algorithms do not get the optimum location for drop. This simulation results confirm our intuition that the change of operator selectivity, which caused by the implement of load shedding, should be considered for the determination of where to shed load, and demonstrate that our algorithm RLS achieves better performance than traditional load shedding algorithms.
Conclusion
In this paper, we showed that query operator selectivity might change due to the implementation of load shedding. Different from traditional load shedding algorithms, our algorithm called RLS determines the optimum drop location by the selectivity that each operator has after load shedding, instead of the selectivity that each operator has before load shedding. The simulation results demonstrated that RLS provides higher query accuracy than traditional algorithms. Our future work includes generalizing RLS to a query sharing.
