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Abstract
In this paper we consider the problem of testing the hypothesis about the sub-mean vector. For
this propose, the asymptotic expansion of the null distribution of Rao’s U-statistic under a general
condition is obtained up to order of n−1. The same problem in the k-sample case is also investigated.
We ﬁnd that the asymptotic distribution of generalized U-statistic in the k-sample case is identical to
that of the generalized Hotelling’s T 2 distribution up to n−1. A simulation experiment is carried out
and its results are presented. It shows that the asymptotic distributions have signiﬁcant improvement
when comparing with the limiting distributions both in the small sample case and the large sample
case. It also demonstrates the equivalence of two testing statistics mentioned above.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let y be a p× 1 random vector with mean µ and covariance matrix (> 0). Let µ and 
be partitioned as µ = (µ′1, µ′2)′ and  =
(
11
21
12
22
)
, where µ1 : q × 1, µ2 : (p − q) × 1,
11 : q × q, 22 : (p − q) × (p − q). Suppose that y1, y2, . . . , yn (n > p) are indepen-
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dent and identically distributed (i.i.d.) samples from y. Denote the sample mean vector by
y¯ = n−1∑nj=1 yj and the sample covariancematrix byS = (n−1)−1∑nj=1(yj−y¯)(yj−y¯)′,
which are similarly partitioned as y¯ = (y¯′1, y¯′2)′ and S =
(
S11
S21
S12
S22
)
. Let µ0 = (µ′10,µ′20)′
be a constant vector in Rp. Then for testing
H0 : µ2 = µ20 given µ1 = µ10 vs H1 : µ2 = µ20 given µ1 = µ10, (1.1)
Rao’s U-statistic [17, p. 554] is deﬁned as
U = T
2
p − T 2q
n − 1 + T 2q
, (1.2)
where
T 2p = n(y¯ − µ0)′S−1(y¯ − µ0),
T 2q = n(y¯1 − µ10)′S−111 (y¯1 − µ10). (1.3)
Also see Rao [16], Siotani et al. [19], and Srivastava [20] for some applications.
It is known [19, p. 200] that under normality (n − 1 − q)U is distributed as noncentral
T 2 distribution with degrees of freedom p − q, n − 1 − q, and noncentrality parameter
2 = n−12 
2
2.1
(n−1)+T 2q , where 
2
2.1 = µ˜′2.1−122.1µ˜2.1, µ˜2.1 = µ˜2 −21−111 µ˜1, µ˜ = µ−µ0 =
(µ˜′1, µ˜′2)′, 22.1 = 22 − 21−111 12.
For the problem of testing hypothesis about the mean vector, the well-known Hotelling’s
T 2 statistic is used (see [3,15] and its distribution has been studied under both normality
and nonnormality (also see [9,8,1,2]). The asymptotic distribution of Hotelling’s T 2 under
general condition has been obtained by Kano [14] and Fujikoshi [5] independently.
In this paper, we are interested in the asymptotic distribution of Rao’s U-statistic which is
proposed as above for testing a sub-mean vector or additional information [17, p. 551]. We
shall relax the assumption of normality to a general condition which requires the existence
of moments of certain orders.
This paper is organized in the following way. In Section 2, some basic notations and
assumptions are introduced. In Section 3, we derive our main result on the asymptotic ex-
pansion of the null distribution of the U-statistic under nonnormality in the one-sample
case. Section 4 contains the investigation for the k-sample case. In Section 5, simula-
tion results are presented. The technical details of the calculations are gathered in the
appendices.
2. Notation and assumptions
We adopt the notation from Fujikoshi [7]. Let the moments and cumulants of y are
denoted, respectively, by j1···js = E(yj1 · · · yjs ) and j1···js . Then the second-, third- and
fourth-order cumulants [21] can be expressed as
ab = ab,
abc = E[(ya − a)(yb − b)(yc − c)],
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abcd = E[(ya − a)(yb − b)(yc − c)(yd − d)]
−(abcd + acbd + adbc), (2.1)
where  = (ab). We use the following notation to describe the multivariate skewness and
kurtosis:
(1)3 =
∑
a,b,c,a′,b′,c′
abca′b′c′
aa′bb
′
cc
′
,
(2)3 =
∑
a,b,c,a′,b′,c′
abca′b′c′
abca
′
b
′c′ ,
(1)4 =
∑
a,b,c,d
abcd
abcd , (2.2)
where −1 = (ab) and the summation is over all possible combinations of indices
a, b, c, a′, b′, c′ such that 1a, b, c, a′, b′, c′p. We shall use this notation throughout
the following part unless otherwise speciﬁed.
The following cumulant functions are used in the asymptotic expansions of the charac-
teristic functions of the sample mean vector and the sample covarinance matrix:
mj ;k; = mj ;k = jk,
mab;cd = abcd + acbd + adbc,
mj ;ab;cd = jabcd +
∑
[4]
jacbd ,
mab;cd;ef = abcdef +
∑
[12]
abcebd +
∑
[4]
acebdf +
∑
[8]
acbedf . (2.3)
Here
∑
[j ] means the sum of all j possible combinations. Further, if y is standardized with
E(y) = 0 and Cov(y) = Ip, then the multivariate skewness and kurtosis are expressed as
(1)3 =
∑
a,b,c
(abc)
2 =
∑
a,b,c,a′,b′,c′
abca′b′c′aa′bb′cc′ ,
(2)3 =
∑
a
(∑
b
abb
)2
=
∑
a,b,c
abbacc,
(1)4 =
∑
a,b
aabb, (2.4)
where ab is the Kronecker delta, i.e., aa = 1 and ab = 0 if a = b.
Finally we need the following assumptions which allow an expansion with a remainder
o(n−/2).
A1. E(‖y‖2(+2)) < +∞;
A2. The characteristic functionofx = (y1, . . . , yp, y21 , y1y2, . . . , y2p) satisﬁes theCramér’s
condition, i.e.,
lim sup
‖t‖→∞
|E(exp(it′x))| < 1,
A.K. Gupta et al. / Journal of Multivariate Analysis 97 (2006) 492–513 495
where ‖ · ‖ is the Euclidean norm and i = √−1. The restriction of the second assumption
is based on one of the validity conditions (see [4,11]) for asymptotic expansions. Note that
the Cramér’s condition is satisﬁed if y is a continuous-type random vector.
3. U-statistic in one-sample case
3.1. Preliminary
It is noticed that under the null hypothesis the statistics T 2p and U deﬁned by (1.3) and
(1.2), respectively, are invariant under the transformation z = A(y −µ) where A is a lower
triangular nonsingular matrix such that AA′ = I , so that, without loss of generality, we
may assume that µ = 0 and  = Ip throughout the following sections. Next we deﬁne the
standardized statistics
z = √ny¯, V = √n(S − Ip). (3.1)
Most expansions of the distributions will be based on these two statistics. For instance,
Hotelling’s T 2 statistic can be expanded as [7]
T 2p = z′z − n−1/2z′Vz + n−1z′V2z + op(n−1). (3.2)
We summarize some results about z, V and the asymptotic expansion of T 2p from Fujikoshi
[6,5] without proof.
Lemma 3.1. Suppose that y has the sixth moment. Then the joint characteristic function of
(z,V) can be expanded as
C(z,V)(t, T ) = exp
{
−1
2
A0
} [
1 + n−1/2 i
3
6
A1 + o(n−1/2)
]
, (3.3)
where T = ( 12 (1 + ab)tab), tab = tba,
A0 =
∑
j
t2j + 2
∑
j,ab
jabtj tab +
∑
ab,cd
mab;cd tabtcd ,
A1 =
∑
j,k,
jktj tkt + 3
∑
j,k,ab
jkabtj tktab
+ 3
∑
j,ab,cd
mj ;ab;cd tj tabtcd +
∑
ab,cd,ef
mab;cd;ef tabtcd tef (3.4)
and the coefﬁcients mab;cd , etc. are given in (2.3).
Remark 1. First, it is noted that z and V are not asymptotically independent unless all
the third cumulants vanish. Second, the expansion of the joint characteristic function up to
n−1/2 is sufﬁcient to derive the characteristic function of Hotelling’s T 2 statistic and later
Rao’s U-statistic up to n−1, because the terms involve both z and V are of order n−1/2 (see
(3.10), (3.11)), and the expansion of the distribution of z up to n−1 is well known.
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Lemma 3.2. Suppose that y has the sixth moment. Then the characteristic function of T 2p
can be expanded as
CT 2p
(t) = p
[
1 + n−1{a1(2 − 1) + a2(2 − 1)2 + a3(2 − 1)3}
]
+ o(n−1), (3.5)
where  = (1 − 2it)− 12 , and
a1 = 12 p(p + 1) +
1
2
(1)3 +
1
2
(2)3 ,
a2 = 14 p(p + 2) + 
(1)
3 + (2)3 −
1
4
(1)4 ,
a3 = 13 
(1)
3 +
1
2
(2)3 . (3.6)
Theorem 3.1. Under the Assumptions A1 with  = 2 and A2 the distribution function of
T 2p can be expanded as
P(T 2p x) = Gp(x) + n−1
3∑
j=0
bjGp+2j (x) + o(n−1) (3.7)
uniformly for all positive real numbers x, where Gp(x) is the distribution function of a
2-variate with p degrees of freedom. The coefﬁcients bj ’s are given by
b0 = −a1 + a2 − a3, b2 = a2 − 3a3,
b1 = a1 − 2a2 + 3a3, b3 = a3. (3.8)
It may be noted that Kano [14] and Fujikoshi [5] have derived the expansion of the null
distribution of Hotelling’s T 2 statistic under nonnormality through 2 distributions (also see
[10]). Iwashita [12] derived the asymptotic expansion of the null distribution of T 2 statistic
under the assumption of the elliptic population (also see [22]). However, the asymptotic
expansion of the distribution of U-statistic under nonnormality has not been derived.
3.2. Expansion of U-statistic
Let z and V be partitioned z = (z′1, z′2)′ and V =
(
V11
V21
V12
V22
)
, where z1 : q × 1,
z2 : (p − q) × 1, V11 : q × q, V22 : (p − q) × (p − q). Denote by U1 the test statis-
tic (n − 1 − q)U . It can be written by perturbation expansion as follows:
U1 = T 20 + n−1/2D1 + n−1D2 + op(n−1), (3.9)
where
T 20 = z′2z2 − n−1/2z′2V22z2 + n−1z′2V222z2,
D1 = −2z′1V12z2,
D2 = 2z′1V11V12z2 + z′1V12V21z1 + 2z′1V12V22z2
+ z′2V21V12z2 − z′1z1z′2z2 − qz′2z2. (3.10)
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Then write the characteristic function of U1
CU1(t) = B0(t) + B1(t) + B2(t) + o(n−1), (3.11)
whereB0(t) = E[exp(itT 20 )],B1(t) = E[exp(itT 20 )n−1/2itD1], andB2(t)=E[exp(itT 20 )
n−1(itD2 + (it)22 D21)].
Here we separate T 20 from U1 in view of that it is the asymptotic expansion of the
Hotelling’s T 2 statistic with respect to the subvector y2. Hence its characteristic function
B0(t) can be obtained fromLemma 3.2. The details of computingB1(t) andB2(t) are shown
in Appendix A. In addition to the notation introduced in Section 2, we deﬁne some relations
for the third and fourth cumulants. This notation will be used to simplify the coefﬁcients of
the expansions later. Let J1 = {1, 2, . . . , q} and J2 = {q + 1, q + 2, . . . , p} be two index
sets. Denote
(2)3,(a, bc) =
∑
a∈J1, b, c∈J2 abbacc, 
(1)
3,(a, bc) =
∑
a∈J1, b, c∈J2 
2
abc,
(2)3,(ab, c) =
∑
a, b∈J1, c∈J2 abbacc, 
(1)
3,(ab, c) =
∑
a, b∈J1, c∈J2 
2
abc,
(2)3,(bc, a) =
∑
b, c∈J1, a∈J2 abbacc, 
(1)
3,J2 =
∑
a, b, c∈J2 
2
abc,
(2)3,(c, ab) =
∑
c∈J1, a, b∈J2 abbacc, 
(1)
4,(a, b) =
∑
a∈J1, b,∈J2 aabb,
(2)3,J2 =
∑
a, b, c∈J2 abbacc, 
(1)
4,J2 =
∑
a, b,∈J2 aabb.
(3.12)
After much simplication, we ﬁnally obtain the characteristic function of U1 as
follows:
CU1(t) = r
[
1 + n−1{	1(2 − 1) + 	2(2 − 1)2 + 	3(2 − 1)3}
]
+ o(n−1),
(3.13)
where r = p − q,
	1 =
1
2
r(r + 1) − rq + 1
2
(1)3,J2 +
1
2
(2)3,J2
+ (2)3, (a,bc) + (2)3, (c,ab) +
1
2
(2)3, (bc,a) +
1
2
(2)3, (a,bc) +
3
2
(1)3, (ab,c) +
3
2
(1)3, (a,bc),
	2 =
1
4
r(r + 2) + (1)3,J2 + 
(2)
3,J2 −
1
4
(1)4,J2 + 
(2)
3, (c,ab) + (2)3, (a,bc) + 2(1)3, (a,bc),
	3 =
1
3
(1)3,J2 +
1
2
(2)3,J2 . (3.14)
Note that (1)3,J2 , 
(2)
3,J2 , 
(1)
4,J2 are the multivariate skewness and kurtosis with respect to the
subvector y2.
If comparing (3.14) with the characteristic function of the T 2 statistic from (3.6) for
testing H : µ2 = µ20, we can see that there exists a certain degree of modiﬁcation of
the order of n−1 due to the additional information µ1 = µ10. It mostly involves the third
cumulants or the skewness effect from two subvectors.
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Inverting (3.13) formally, we obtain the following theorem:
Theorem 3.2. Under Assumption A1 with  = 2 and A2, the distribution function of U1
can be expanded as
P(U1x) = Gr(x) + n−1
3∑
j=0
bjGr+2j (x) + o(n−1) (3.15)
uniformly for all positive real numbers x, where Gr(x) is the distribution function of a
2-variate with r degrees of freedom. The coefﬁcients bj ’s are given by
b0 = −	1 + 	2 − 	3, b2 = 	2 − 3	3,
b1 = 	1 − 2	2 + 3	3, b3 = 	3. (3.16)
4. U-statistic in the k-sample case
4.1. Preliminary
In this section, we will consider the problem of testing the equality of the sub-mean
vectors from k(2) independent samples. First we need to introduce some notation before
we propose our test statistics. We will leave the derivation of the asymptotic distributions
to the next subsection.
Suppose for each j = 1, . . . , k, y(j)1 , . . . , y(j)nj are i.i.d. samplewith themeanµ(j), and the
common covariance matrix . Let y¯(j) and S(j) be the sample mean and sample covariance
matrix of the jth sample, respectively, and let zj = √nj y¯(j), Vj = √nj (S(j) − Ip),

j =
√
nj/n. Denote y¯ = 1n
∑k
j=1
∑nj
=1 y
(j)
 , n =
∑k
j=1 nj , W =
∑k
j=1 (nj − 1)S(j),
B = ∑kj=1 nj (y¯(j) − y¯)(y¯(j) − y¯)′, Z = (z1, . . . , zk), V = 
1V1 + · · · + 
kVk ,  =
(
1, . . . , 
k)
′
. In addition to Assumptions A1 and A2, suppose that nj satisﬁes
A3 : 
−1j = O(1) as n → ∞.
This assumption ensures that there is no such nj that dominates the increment of the pooled
sample size n. Next we express B and W as
B =
k∑
j=1
nj y¯(j)y¯(j)
′ − ny¯y¯′ = ZZ′, (4.1)
where  = Ik − ′, and
1
n − k W =
1
n − k
k∑
j=1
(nj − 1)S(j) = Ip + n−1/2V + Op(n−3/2). (4.2)
(Note that the term of order n−1 vanishes in the RHS of (4.2).)
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For one-way MANOVA test
H0 : µ1 = · · · = µk, vs H1 : µi = µj for some i = j,
Fujikoshi [6] 1 has derived the asymptotic expansion of the null distribution of three test
statistics [3], namely,
(i) Likelihood ratio statistic:
TLR = −(n − k) log(|W|/|W + B|);
(ii) Lawley–Hotelling trace statistic:
TLH = (n − k) trBW−1; (4.3)
(iii) Bartlett–Nanda–Pillai trace statistic:
TBNP = (n − k) trB(W + B)−1.
The derivation is based on the observation that under Assumptions A1–A3, each of three
statistics has a valid perturbation expansion up to the order of n−1. More speciﬁcally, using
(4.1) and (4.2), we can expand (4.3) as
TG = trB − n−1/2 trBV + n−1(trBV2 + d trB2) + op(n−1),
= trZZ − n−1/2 trZZ′V
+ n−1(trZZ′V2 + d tr(ZZ′)2) + op(n−1), (4.4)
where d is taken to be − 12 , 0,−1 when TG is TLR, TLH, TBNP, respectively.
We state the ﬁnal results of the asymptotic characteristic function and asymptotic distri-
bution of TG without proof from Fujikoshi [6] as follows:
Theorem 4.1. 2 Under Assumptions A1 with  = 2, A2, and A3, the characteristic
function of TG can be expanded as
CTG(t) = p(k−1)/2
[
1 + n−1
3∑
j=0
bj
j + o(n−1)
]
, (4.5)
where
b0 = 14 p(k − 1)(k − p − 2) − (a2
(1)
3 + a3(2)3 ) + a1(1)4 ,
b1 = 12 p(k − 1)[−k + 1 − d(p + k)] + 3(a2
(1)
3 + a3(2)3 ) − 2a1(1)4 ,
b2 = 14 p(k − 1)(p + k)(1 + 2d) − 3(a2
(1)
3 + a3(2)3 ) + a1(1)4 ,
b3 = a2(1)3 + a3(2)3 (4.6)
1 In the original paper the three statistics are deﬁned slightly different with replacing the coefﬁcient n − k by
its Bartlett adjustment accordingly. It is noted that n − k is the degrees of freedom of the within error matrix W
under normality.
2 We have changed the coefﬁcients to be consistent with our deﬁnition here. Meanwhile we correct some
typographic errors in the original paper as well.
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anda1 = (∑k=1 
−2 −k2−2k+2)/8, a2 = (∑k=1 
−2 −3k+2)/12, a3 = (∑k=1 
−2 −
k2)/8. Hence the distribution function can be expanded as
P(TGx) = Gf (x) + n−1
3∑
j=0
bjGf+2j (x) + o(n−1), (4.7)
uniformly for all positive real numbers x, where f = p(k − 1), Gf is the distribution
function a 2-variate with f degrees of freedom.
4.2. Expansion of the k-sample U-statistic
Now we return to the k-sample sub-mean vector test,
H0 : µ(1)2 = · · · = µ(k)2 given µ(1)1 = · · · = µ(k)1
vs
H1 : µ(i)2 = µ(j)2 for some i = j given µ(1)1 = · · · = µ(k)1 ,
(4.8)
where µ(j)1 : q × 1 and µ(j)2 : (p − q) × 1 are partitioned from µ(j) as in the one-sample
case. We shall generalize Rao’s U statistic to the k-sample version. Our motivation is based
on the following observations. If W =
(
W11
W21
W12
W22
)
and T = B+W is similarly partitioned,
then
|W|
|T| =
|W11|
|T11| ·
|W22.1|
|T22.1| ,
where
W22.1 = W22 − W21W−111 W12,
T22.1 = T22 − T21T−111 T12,
provided the inverses exist. And if we assume that the samples are normally distributed, then
the likelihood ratio test statistic is |W22.1|/|T22.1|. (See [17, p. 554]; [18, p. 48]) Whence in
light of this, we propose three test statistics parallel to (4.3) as follows:
(i)
T
(2.1)
LR = −(n − k − q) log(|W22.1|/|T22.1|);
(ii)
T
(2.1)
LH = (n − k − q) tr(T22.1 − W22.1)W−122.1;
(iii)
T
(2.1)
BNP = (n − k − q) tr(T22.1 − W22.1)T−122.1. (4.9)
Here the coefﬁcients are chosen to be n − k − q which is the degrees of freedom of the
within error matrix W22.1 under normality. We will later see the beneﬁt of this choice.
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Again, it should be noted that the null distributions of these test statistics, both generalized
Hotelling’s T 2 (4.3) and generalized Rao’s U (4.9) are invariant under the transformation
from y(j) to A(y(j) − µj ), where A is deﬁned in Section 1. We may start by assuming that
y(j) ( = 1, . . . , nj ; j = 1, . . . , k) are i.i.d. samples of y with E(y) = 0 and Cov(y) = Ip
when we derive the asymptotic null distribution of (4.9).
Let us denote B(2.1) = T22.1 − W22.1 and deﬁne V(2.1) to be such that
1
n − k − q W22.1 = Ir + n
−1/2V(2.1) + Op(n−3/2).
Then in view of (4.4) we can formally expand T (2.1)LR , T (2.1)LH , T (2.1)BNP as
T ∗G = T ′0 + n−1/2T ′1 + n−1T ′2 + op(n−1), (4.10)
where T ′0 = trB(2.1), T ′1 = −trB(2.1)V(2.1), T ′2 = trB(2.1)V2(2.1) + d trB2(2.1). To evaluate
B(2.1) and V(2.1), ﬁrst we have
B(2.1) = T22.1 − W22.1
= (T22 − T21T−111 T12) − (W22 − W21W−111 W12)
= B22 − B21(B11 + W11)−1B12
−B21(B11 + W11)−1W12 − W21(B11 + W11)−1B12
+W21W−111 B11(B11 + B11W−111 B11)−1B11W−111 W12
= B22 − B21(n−1/2V21 + n−1V21V12) + (n−1/2V21 + n−1V21V11)B12
+ n−1B21B12 + n−1V21B11V12 + op(n−1).
Second, from (4.2), we can write
1
n − k − q W22.1 = Ir + n
−1/2[V22 + n−1/2(qIr − V21V12)] + Op(n−3/2),
so that
V(2.1) = V22 + n−1/2(qIr − V21V12).
Substituting B(2.1) and V(2.1) into (4.10), at last we can express T ∗G as what follows after
rearrangement.
T ∗G = T ∗0 + n−1/2T ∗1 + n−1T ∗2 + op(n−1), (4.11)
where
T ∗0 = trB22 − n−1/2 trB22V22 + n−1(trB22V222 + d trB222),
T ∗1 = −trB12V21 − trB21V12,
T ∗2 = trBV2 − trB11V211 − trB22V222 − trB12B21 − q trB22 (4.12)
and d takes the same values accordingly as in TG.
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4.3. Characteristic function of the k-sample U-statistic
By (4.11) we can decompose the characteristic function of T ∗G in a similar way as in the
one-sample case. That is to write
CT ∗G(t) = C0(t) + C1(t) + C2(t) + o(n−1), (4.13)
whereC0(t) = E[exp(itT ∗0 )],C1(t) = E[exp(itT ∗0 )n−1/2itT ∗1 ], andC2(t)=E[exp(itT ∗0 )
n−1(itT ∗2 + (it)
2
2 T
∗2
1 )].
Notice that C0(t) is the characteristic function of the k-sample TG statistic with respect to
the subvector y2, hence it can be obtained from Theorem 4.1. To compute C1(t) and C2(t),
it certainly needs more work. For the sake of conciseness, here we will only prove a useful
lemma on which the derivation is based and defer the details of the computation of C1(t)
and C2(t) in Appendix B.
Observe that is an idempotent matrix of rank k−1, then there exists a k×(k−1)matrix
H = (h′(1), . . . ,h′(k))′ such that HH′ =  and H′H = Ik−1. Let U = ZH = (U′1,U′2)′ with
U1 : q × (k − 1), U2 : (p − q) × (k − 1). From B = ZZ′ = UU′, we have(
B11 B12
B21 B22
)
=
(
U1U′1 U1U′2
U2U′1 U2U′2
)
. (4.14)
Next we derive the joint characteristic function of U and V.
Lemma 4.1. Suppose that y(i), i = 1, . . . , k have the sixth moment. Then the joint char-
acteristic function of (U,V) can be expanded as
C(U,V)(Tu, T ) = exp
{
−1
2
A∗0
} [
1 + n−1/2 i
3
6
A∗1 + o(n−1/2)
]
, (4.15)
where Tu : p × (k − 1), T = ( 12 (1 + ab)tab), tab = tba,
A∗0 = tr T ′uTu +
∑
ab,cd
mab;cd tabtcd ,
A∗1 =
k∑
=1
∑
j,k,
jk 

−1
 · e′j Tuh() · e′kTuh() · e′Tuh()
+ 3
∑
j,k,ab
jkabe
′
j TuT
′
uektab +
∑
ab,cd,ef
mab;cd;ef tabtcd tef ,
ej is a p × 1 vector with the jth entry 1 and others 0, and the coefﬁcients mab;cd , etc. are
given in (2.3).
Proof.
C(U,V)(Tu, T ) = E
[
exp(i tr T ′uU + i tr TV)
]
= E
[
exp(i tr T ′uZH + i tr TV)
]
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=
k∏
=1
E
[
exp(i trh′
()T
′
uz + i tr 
TV)
]
=
k∏
=1
C(z,V)(Tuh(), 
T ),
where C(z,V)(t, T ) is the characteristic function of (z,V) of the th sample. Apply
Lemma 3.1, then the result follows after simpliﬁcation. 
Remark 2. It is noticed thatU andV are asymptotically independent unlike the one-sample
case. The limiting distribution of U is Np×(k−1)(0, Ik−1 ⊗ Ip). Let v = (v11, v12, . . . , v1p,
v22, . . . , vpp)′. Then the limiting distribution of v is N(0,M), where M = (mab;cd) is a
p(p+1)
2 × p(p+1)2 matrix with 1a < bp, 1c < dp.
Finally, after much computation, we can obtain
C1(t) = n−1r(k−1)(k − 1)
[− (1)4,(a, b)(2 − 1)]+ o(n−1),
C2(t) = n−1r(k−1)(k − 1)
[
(1)4,(a, b)(
2 − 1)]+ o(n−1). (4.16)
Consequently, we have CT ∗G(t) = C0(t) + o(n−1).
It is interesting to note that C1(t) and C2(t) cancel out up to n−1. This implies that the
asymptotic null distribution of the generalized U-statistic in the k-sample case is identical
to that of the generalized Hotelling’s T 2 statistic with respect to the subvector under test
up to n−1. In other words, the additional information about the equality of part of the mean
vector is ignored in testing the other part of the mean vector. We summarize the above result
into a theorem.
Theorem 4.2. Under AssumptionsA1with  = 2, A2 andA3, if the test statistic for testing
H0 : µ(1)2 = · · · = µ(k)2 given µ(1)1 = · · · = µ(k)1
is T (2.1)LR (T (2.1)LH , T (2.1)BNP ), deﬁned by (4.9), and the test statistic for testing
H0 : µ(1)2 = · · · = µ(k)2
is T (2)LR (T (2)LH , T (2)BNP), deﬁned by (4.3) with respect to y2, then they have identical asymptotic
null distributions up to n−1.
Remark 3. In a special case when k = 2, T (2.1)LH can be reduced to Rao’s U-statistic of
two-sample, which is deﬁned as
U2 =
(n − 2 − q)(T 2p − T 2q )
n − 2 + T 2q
, (4.17)
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where
T 2p =
n1n2
n1 + n2 (y¯
(1) − y¯(2))′
(
W
n − 2
)−1
(y¯(1) − y¯(2)),
T 2q =
n1n2
n1 + n2 (y¯
(1)
1 − y¯(2)1 )′
(
W11
n − 2
)−1
(y¯(1)1 − y¯(2)1 ). (4.18)
The same result is obtained by Gupta et al. (2003).
5. Simulation study
In this section, we will study the numerical accuracy of the asymptotic distribution of the
test statistics through approximation of the percentiles and the actual test size. These statis-
tics are T 2p (1.3) andU1 (3.9) in the one-sample case, and three test statistics TLR, TLH, TBNP
(4.3) along with their counter parts T (2.1)LR , T (2.1)LH , T (2.1)BNP (4.9) in the k-sample case. Since
these statistics have the same form of expansion, we can take any one of them, denoted by
TG to illustrate the simulation procedures.
First it may be noted that the asymptotic expansions of (3.7), (3.15), (4.7) can be written
as
P(TGx) = Gf (x) − 2x
nf
gf (x) {b1 + b2 + b3
+ (b2 + b3)x
f + 2 +
b3x2
(f + 2)(f + 4)
}
+ o(n−1), (5.1)
where gf (x) is the density function of a 2-variate with f degrees of freedom, and f takes
values on choice of TG in theorems. Then the percentile t (u) of TG, which is deﬁned by
P(TG t (u)) = P(2f u), can be expanded as
t (u) = u + 2u
nf
{
b1 + b2 + b3 + (b2 + b3)u
f + 2 +
b3u2
(f + 2)(f + 4)
}
+ o(n−1)
= tE(u) + o(n−1). (5.2)
Second, the Bartlett correction of TG is deﬁned by T BG = (1 − n−1c)TG, where the
constant c is determined from E[TG] = f {1 + n−1c + o(n−1)}. Then (5.1) implies that
c = 2
f
∑3
j=1 jbj . It is worth noting that in the k-sample case,
c = p + 1 + d(p + k), (5.3)
which does not depend on the third- and fourth-cumulants, unlike in the one-sample case.
Next we choose the following model to study the inﬂuence of skewness and kurtosis for
accuracies. Let y be a four-dimensional random vector with independent components
(i) y1 standard normal distribution;
(ii) y2 standardized skew t distribution with degrees of freedom 6, and 4 (see [13]);
(iii) y3 standard Laplace distribution;
(iv) y4 standardized 2 distribution with degrees of freedom 12.
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We partition y = (y′1, y′2)′, with y1 consisting of ﬁrst two components and y2 consisting of
the last two components, upon which U-statistic is deﬁned.
In our experiment, the true percentile t (u) of TG is obtained by simulation; the approx-
imate percentile is computed by using u, tE(u) in (5.2) and tˆE(u). Here tˆE(u) is obtained
from tE(u) by replacing the unknown parameters (1)3 , 
(2)
3 , 
(1)
4 in (2.4) by their consistent
estimators. In the real application, we have to use tˆE(u), since the population parameters
are unknown.
The actual test sizes are denoted by
1 = P(TG > u), 2 = P(TG > tE(u)),
3 = P(TG > tˆE(u)), 4 = P(T BG > u),
5 = P(Tˆ BG > u),
(5.4)
where Tˆ BG is obtained from T
B
G on replacing c by its estimator. So 1 is the size of limiting
distribution; 2 and 4 are sizes of asymptotic distribution and its Bartlett correction, re-
spectively; 3 and 5 are the estimated versions of 2 and 4. In the k-sample case, 4 and
5 coincide as noted earlier by (5.3).
The results are presented in Tables 1 and 2, from which the following observations can
be made:
(i) These asymptotic distributions have signiﬁcant improvement when compared with the
limiting distributions both in the small sample case (e.g., n = 10) and large sample
case (e.g., n = 50);
(ii) In general, the approximation tE(u) or tˆE(u) perform better than the corresponding
Bartlett correction in the sense that the upper percentiles of the former are closer to the
norminal size than the latter;
(iii) In the k-sample case, our asymptotic expansions yield a better approximation for the
likelihood ratio statistic and Bartlett–Nanda–Pillai trace statistic than for Lawley–
Hotelling trace statistic;
(iv) The simulation results of the k-sample generalized U-statistic echo our ﬁnding that its
asymptotic distribution tends to that of the k-sample T 2 with respect to the subvector
under test.
Appendix A. Computation of B1(t) and B2(t)
(1) B1(t):
Write
B1(t) = E
[
exp{it (z′2z2 − n−1/2z′2V22z2) + op(n−1/2)}n−1/2it (−2z′1V12z2)
]
= B11(t) + B12(t) + o(n−1),
where
B11(t) = −n−1/22itE
[
exp(itz′2z2)z′1V12z2
]
,
B12(t) = n−12(it)2E
[
exp(itz′2z2)z′1V12z2z′2V22z2
]
.
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Table 1
One-sample case
Sample Upper 5% percentiles Actual sizes (%)
size
n u t (u) tE(u) tˆE(u) 1 2 3 4 5
T 24 10 9.49 28.37 16.36 17.24 29.7 13.6 10.6 8.9 8.5
20 9.49 14.09 12.92 17.99 14.2 6.5 5.1 6.2 5.6
30 9.49 12.13 11.78 12.34 10.8 5.6 4.6 5.8 5.5
50 9.49 11.08 10.86 11.79 8.2 5.4 4.8 5.7 5.4
U1 10 5.99 12.55 6.32 10.59 16.5 15.1 9.1 8.9 10.6
20 5.99 7.74 6.16 7.84 9 8.5 5.7 6.2 6.7
30 5.99 7.01 6.1 6.25 7.3 6.9 5.2 5.8 5.9
50 5.99 6.44 6.06 6.63 6.1 5.9 5 5.7 5.5
Sample Upper 1% percentiles Actual sizes (%)
size
n u t (u) tE(u) tˆE(u) 1 2 3 4 5
T 24 10 13.28 53.87 25.88 32.62 18.8 5.7 3.3 4.4 4.4
20 13.28 22.39 19.58 27.84 6.7 1.8 1.1 2.4 2.3
30 13.28 18.93 17.48 17.73 4 1.5 1 1.9 1.8
50 13.28 15.44 15.8 17.13 2.1 0.9 0.7 1.2 1.1
U1 10 9.21 25.54 11.67 12.3 8.6 5.6 3 9.1 5.5
20 9.21 13.34 10.44 10.99 3.3 2.2 1.2 3.4 2.3
30 9.21 11.33 10.03 14.24 2.1 1.5 0.9 2.1 1.7
50 9.21 10.7 9.7 10.19 1.8 1.5 1.1 1.9 1.6
The skewness and kurtosis of the chosen model are (1)3 = (2)3 = 0.9467, (1)4 = 5.7228 for the full model and
(1)3,y2 = 
(2)
3,y2
= 0.6667, (1)4,y2 = 4.0000 for the last two components.
Suppose the joint probability density function of (z, V ) is f (z, V ), then
B11(t) = −2it√
n
∑
a∈J1,b∈J2
∫
z
∫
V
exp(itz′2z2)zavabzbf (z, V )dz dV
= −2it√
n
∑
a∈J1,b∈J2
∫
z
∫
V
exp(itz′2z2)zazb
×
(
1
i

tab
exp(i tr T V )
∣∣∣
T=0
)
f (z, V )dz dV
= −2it√
n
∑
a∈J1,b∈J2
∫
z
exp(itz′2z2)zazb
×
(
1
i

tab
∫
V
exp(i tr T V )f (z, V )dV
) ∣∣∣
T=0dz.
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Table 2
k-sample case (k = 3)
Sample sizes Test Upper 5% percentiles Actual sizes (%)
stats
n1 n2 n3 u t (u) tE(u) tˆE(u) 1 2 3 4
5 5 5 TLR 15.51 17.91 16.65 16.31 9.7 7.1 6.9 6
TLH 15.51 32.58 22.26 21.92 29.6 13.8 13.7 12.5
TBNP 15.51 11.43 11.04 10.7 0.1 6.4 6.2 0.9
10 10 10 TLR 15.51 16.63 16.08 16.3 7 5.8 5.6 5.5
TLH 15.51 20.85 18.88 19.1 13.9 7.3 7.1 7.8
TBNP 15.51 13.53 13.27 13.49 2 5.7 5.1 3.1
10 15 20 TLR 15.51 16.01 15.91 15.82 6 5.2 5.1 4.9
TLH 15.51 18.4 17.78 17.69 10.2 5.9 5.7 6.4
TBNP 15.51 14.08 14.04 13.95 2.7 5.1 4.9 3.6
20 20 20 TLR 15.51 15.88 15.79 15.82 5.6 5.2 5.1 5
TLH 15.51 17.58 17.19 17.22 8.5 5.6 5.4 6
TBNP 15.51 14.45 14.39 14.42 3.2 5.1 5 4
5 5 5 T (2.1)LR 9.49 9.65 9.43 9.88 5.3 5.5 5.2 4.7
T
(2.1)
LH 9.49 14.79 11.93 12.38 15.1 8.9 8.5 9
T
(2.1)
BNP 9.49 6.74 6.93 7.38 0.3 4.2 3.7 0.9
10 10 10 T (2.1)LR 9.49 9.59 9.46 9.59 5.3 5.3 5.3 4.9
T
(2.1)
LH 9.49 11.28 10.71 10.84 8.4 6 5.9 6.2
T
(2.1)
BNP 9.49 8.26 8.21 8.34 2.4 5.2 5.1 3.4
10 15 20 T (2.1)LR 9.49 9.44 9.49 9.63 4.9 4.9 4.9 4.7
T
(2.1)
LH 9.49 10.43 10.32 10.46 7.1 5.2 5.2 5.5
T
(2.1)
BNP 9.49 8.57 8.65 8.8 3.2 4.8 4.8 4
20 20 20 T (2.1)LR 9.49 9.7 9.47 9.49 5.4 5.5 5.5 5.3
T
(2.1)
LH 9.49 10.44 10.1 10.11 7 5.6 5.6 5.9
T
(2.1)
BNP 9.49 9.01 8.85 8.86 3.9 5.4 5.4 4.6
Denote
g(z, T ) =
∫
V
exp(i tr T V )f (z, V )dV,
then
B11(t) = −2it√
n
∑
a∈J1,b∈J2
∫
z
exp(itz′2z2)zazb
(
1
i

tab
g(z, T )
) ∣∣∣
T=0dz.
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Observe that
g(z, T ) =
(
1
2
)p ∫
exp(−it′z)C(z,V )(t, T )dt
by Fourier inverse transformation. Substituting C(z,V )(t, T ) in Lemma 3.1, we have
g(z, T ) =
(
1
2
)p ∫
exp(−it′z) exp
(
−A0
2
)(
1 + n−1/2 i
3
6
A1 + o(n−1/2)
)
dt
= g0(z, T ) + n−1/2g1(z, T ) + o(n−1/2),
where
g0(z, T ) =
(
1
2
)p ∫
exp(−it′z) exp
(
−A0
2
)
dt,
g1(z, T ) =
(
1
2
)p ∫
exp(−it′z) exp
(
−A0
2
)
i3
6
A1dt.
Direct integration yields
g0(z, T ) =
(
1
2
) p
2
exp
⎛
⎝1
2
∑
j
2j −
1
2
∑
ab,cd
mab;cd tabtcd
⎞
⎠ ,
g1(z, T ) = g0(z, T )(S1 + S2 + S3 + S4) i
3
6
,
where
j = izj +
∑
ab
jab tab, j = 1, 2, . . . , p,
S1 = −
∑
j,k,
jk(jk + kj + jk + jk),
S2 = 3
∑
j,k,ab
jkabtab(jk + jk),
S3 = −3
∑
j,ab,cd
mj ;ab;cdj tabtcd ,
S4 =
∑
ab,cd,ef
mab;cd;ef tabtcd tef .
Then we can get
1
i

tab
g0(z, T )
∣∣∣
T=0 = p(z)
∑
j
zjjab,
1
i

tab
g1(z, T )
∣∣∣
T=0 = p(z)
1
6
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×
[ ∑
j,k,l,m
jklmabzm(−zjkl − zkj l − zljk + zj zkzl )
+
∑
j,k,l
jkl(jabkl + kabj l + labjk
−jabzkzl − kabzj zl − labzj zk)
+ 3
∑
j,k
jkab(−j,k + zj zk)
]
,
1
i2
2
tabtcd
g0(z, T )
∣∣∣
T=0 = p(z)
[∑
j,k
zj zkjabkcd −
∑
j
jabjcd + mab;cd
]
.
Let xj = −1j zj , j = 1, 2, . . . , p with j = 1 for j = 1, 2, . . . , q and j =  =
(1 − 2it)− 12 for j = q + 1, . . . , p, r = p − q, then we have∫
z
p(z) exp(itz′2z2)h(z1, z2, . . . , zp)dz = rE
[
h(1x1, 2x2, . . . , pxp)
]
with x1, x2, . . . , xp being independent standard normal variables. Substituting these results
into (A.5) and integrating out, we can simplify the result as
B11(t) = n−1r
[
a1(
2 − 1) + a2(2 − 1)2
]
+ o(n−1),
where a1 = −(1)4,(a,b), a2 = − 12(2)3,(c,ab) − 12(2)3,(a,bc) − (1)3,(a,bc).
To compute B12(t), notice that
z′1V12z2z′2V22z2 =
∑
a∈J1, b,c,d∈J2
zazbzczdvabvcd
=
∑
a∈J1, b,c,d∈J2
zazbzczd
(
1
i2
2
tabtcd
g(z, T )
)∣∣∣∣∣
T=0
and we can replace g(z, T ) by g0(z, T ) without losing the approximation up to the order
n−1. Similar procedure is used to obtain
B12(t) = n−1r
[
a3(
2 − 1)2
]
+ o(n−1),
where a3 = 32 (2)3,(c,ab) + 12 (2)3,(a,bc) + 12 (1)3,(a,bc). We combine B11(t) and B12(t) and get
B1(t) = n−1r
[
b11(
2 − 1) + b12(2 − 1)2
]
+ o(n−1),
where b11 = −(1)4,(a,b), b12 = (2)3,(c,ab).
(2) B2(t):
Write
B2(t) = B21(t) + B22(t) + o(n−1),
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where B21(t) = E[exp(itz′2z2)n−1itD2], B22(t) = E[exp(itz′2z2)n−1 (it)
2
2 D
2
1].
We use the similar procedure outlined in computing B1(t) to obtain
B2(t) = n−1r
[
b21(
2 − 1) + b22(2 − 1)2
]
+ o(n−1),
where
b21 = −rq + (1)4,(a,b) +
3
2
(1)3,(ab,c) +
3
2
(1)3,(a,bc)
+ (2)3,(ab,c) + (2)3,(c,ab) +
1
2
(2)3,(bc,a) +
1
2
(2)3,(a,bc),
b22 = (2)3,(a,bc) + 2(1)3,(a,bc).
Appendix B. Computation of C1(t), C2(t)
5.1. Computation of C1(t)
We use perturbation expansion to express C1(t) as follows:
C1(t) = C11(t) + C12(t) + o(n−1),
where
C11(t) = −n−1/2itE
[
exp(it trB22)(trB12V21 + trB21V12)
]
,
C12(t) = n−1(it)2E
[
exp(it trB22)trB22V22(trB12V21 + trB21V12)
]
.
Denote by f (U,V) the joint probability density function of (U,V). From (4.14), we can
have
C11(t) = −it√
n
E
[
exp(it trU2U′2)(trU1U′2V21 + trU2U′1V12)
]
= −2it√
n
E
[
exp(it trU2U′2)trU1U′2V21
]
= −2it√
n
k−1∑
=1
∑
a∈J1,b∈J2
∫
U
∫
V
exp(it trU2U′2)uaubvabf (U,V)dU dV
= −2it√
n
k−1∑
=1
∑
a∈J1,b∈J2
∫
U
exp(it trU2U′2)uaub
×
(
1
i

tab
∫
V
exp(i tr T V )f (U,V)dV
) ∣∣∣
T=0dU, (B.1)
where ua is the (a, ) element of U. Let
g(U, T ) =
∫
V
exp(i tr T V )f (U,V)dV. (B.2)
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Then by Fourier inverse transformation
g(U, T ) =
(
1
2
)p(k−1) ∫
Tu
exp(−i tr T ′uU)C(U,V)(Tu, T )dTu
= g0(U, T ) + n−1/2g1(U, T ) + o(n−1/2),
where
g0(U, T ) =
(
1
2
)p(k−1) ∫
Tu
exp(−i tr T ′uU) exp
(
−A
∗
0
2
)
dTu,
g1(U, T ) =
(
1
2
)p(k−1) ∫
Tu
exp(−i tr T ′uU) exp
(
−A
∗
0
2
)
i3
6
A∗1 dTu.
Let R = Tu + iU, then we can get
g0(U, T ) = p×(k−1)(U) exp
⎛
⎝−1
2
∑
ab,cd
mab;cd tabtcd
⎞
⎠ ,
g1(U, T ) = g0(U, T ) i
3
6
ER
⎡
⎣ k∑
=1
∑
j,k,
jk

−1
 · e′j (R − iU)h()
×e′k(R − iU)h() · e′(R − iU)h())
+ 3
∑
j,k,ab
jkabe
′
j (R − iU)(R − iU)′ek
+
∑
ab,cd,ef
mab;cd;ef tabtcd tef
⎤
⎦ ,
wherep×(k−1)(U) is the probability density function ofNp×(k−1)(0, Ik−1⊗Ip) and the ex-
pectation is takenwith respect to the randommatrixRwith the distributionNp×(k−1)(0, Ik−1
⊗ Ip). Further simpliﬁcation yields
g1(U, T ) = g0(U, T ) i
3
6
(S1 + S2 + S3 + S4),
where
S1 =
k∑
=1
∑
j,k,
jk

−1
 i
×
(
e′jUh()e′kUh()e′Uh() − jkh′()h()e′Uh()
−jh′()h()e′kUh() − kh′()h()e′jUh()
)
,
S2 = 3
∑
j,k,ab
jkab[(k − 1)jk − e′jUU′ek] tab,
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S3 = 0,
S4 =
∑
ab,cd,ef
mab;cd;ef tabtcd tef .
Then we can obtain
1
i

tab
g(U, T )
∣∣∣
T=0 = −n
−1/2 1
2
p×(k−1)(U)
∑
j,k
jkab
[
(k − 1)jk − e′jUU′ek
]
+ op(n−1/2). (B.3)
Substitute (B.2), (B.3) intoC11(t) in (B.1), then the rest of the integration is straight forward,
noticing that eachua canbe treated as an independent randomvariablewith standard normal
distribution. The ﬁnal result is
C11(t) = n−1r (k − 1)
[
− (1)4,(a, b)(2 − 1)
]
+ o(n−1).
Next, sinceC12(t) is at the order ofn−1, it sufﬁces to use the limiting distribution of (U,V)
to get an approximation up to n−1. By Lemma 4.1, (U,V) are asymptotically independent,
then we have
E
[
exp(it trB22)trB22V22(trB12V21 + trB21V12)
]
= o(n−1).
Consequently, C12(t) = o(n−1).
5.2. Computation of C2(t)
Similarly we can express C2(t) by perturbation expansion as
C2(t) = n−1it E
[
exp(it trB22)(trBV2 − trB11V211 − trB22V222
−trB12B21 − qtrB22)
]
+ n−1 (it)
2
2
E
[
exp(it trB22)(trB12V21 + trB21V12)2
]
+ o(n−1).
For the reason mentioned above, we can easily evaluate the expectation with the limiting
distribution of (U,V). We omit the intermediate steps and state the ﬁnal result.
C2(t) = n−1r (k − 1)
[
(1)4,(a, b)(
2 − 1)
]
+ o(n−1).
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