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Zusammenfassung
Die Kenntnis von un

aren Inklusionsabh

angigkeiten und funktionalen Abh

an-
gigkeiten in relationalen Datenbanken ist zentral f

ur die drei folgenden Pro-
blembereiche, das Datenbankdesign, die Entdeckung und

Uberwachung von
Integrit

atsbedingungen und die semantische Anfrageoptiemierung. In die-
ser Arbeit wird zun

achst ein Algorithmus vorgestellt, der unter Ausnut-
zung einer existierenden Axiomatisierung un

are Inklusionsabh

angigkeiten
entdeckt. Es wird die Korrektheit und Vollst

andigkeit dieses Algorithmus
gezeigt, sowie eine Laufzeitabsch

atzung angegeben. Anschlieend wird ein
Algorithmus zur Bestimmung funktionaler Abh

angigkeiten vorgestellt. Da-
bei werden neben den bereits entdeckten un

aren Inklusionsabh

angigkeiten
weitere Regeln ausgenutzt, die aus einer Axiomatisierung zur gemeinsamen
Ableitung un

arer Inklusionsabh

angigkeiten und funktionaler Abh

angigkei-
ten folgen. Die Arbeit endet mit einem experimentellen Vergleich zwischen
den Algorithmen aus [Safnik und Flach, 1993] und [Schlimmer, 1993] und
dem hier vorgestellten Algorithmus, nachdem zuvor die Korrektheit und
Vollst

andigkeit des letzteren gezeigt wurde.
Danksagung
Mein Dank gilt Katharina Morik, da sie es mir erm

oglichte, diese Arbeit
durchzuf

uhren. Insbesondere danke ich Siegfried Bell und Joachim Hertz-
berg, die stets f

ur anregende Diskussionen zur Verf

ugung standen.
Inhaltsverzeichnis
1 Motivation 1
1.1 Datenbank{Design : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 Integrit

atsbedingungen : : : : : : : : : : : : : : : : : : : : : : 2
1.3 Semantische Anfrageoptimierung : : : : : : : : : : : : : : : : 3
1.4 Maschinelles Lernen und Wissensentdeckung in Datenbanken 3
1.4.1 Maschinelles Lernen : : : : : : : : : : : : : : : : : : : 3
1.4.2 Wissensentdeckung in Datenbanken : : : : : : : : : : 4
1.5

Uberblick : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 5
2 Relationale Datenbanken 6
2.1 Aufbau einer relationalen Datenbank : : : : : : : : : : : : : : 6
2.2 Funktionale Abh

angigkeiten : : : : : : : : : : : : : : : : : : : 10
2.2.1 Armstrongs Axiome : : : : : : : : : : : : : : : : : : : 12
2.2.2 Minimale funktionale Abh

angigkeiten : : : : : : : : : 14
2.3 Integrit

atsbedingungen : : : : : : : : : : : : : : : : : : : : : : 15
2.4 Inklusionsabh

angigkeiten : : : : : : : : : : : : : : : : : : : : : 17
2.5 Ein Axiomensystem f

ur IAen und FAen : : : : : : : : : : : : 19
2.6 SQL : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 20
3 Technische Realisierung 23
4 Bestimmung der IAen und FAen 25
4.1 Numerische Integrit

atsbedingungen : : : : : : : : : : : : : : : 25
4.1.1 Eigenschaften des Algorithmus : : : : : : : : : : : : : 27
4.2 Un

are Inklusionsabh

angigkeiten : : : : : : : : : : : : : : : : : 27
4.2.1 Teilmengenbeziehungen zwischen Wertebereichen : : : 27
4.2.2 Bestimmung der un

aren Inklusionsabh

angigkeiten : : 29
4.2.3 Ein Algorithmus f

ur Inklusionsabh

angigkeiten : : : : : 30
I
INHALTSVERZEICHNIS II
4.2.4 Analyse des Algorithmus : : : : : : : : : : : : : : : : 33
4.3 Funktionale Abh

angigkeiten : : : : : : : : : : : : : : : : : : : 36
4.3.1 Komplexit

at der Suchprobleme : : : : : : : : : : : : : 36
4.3.2 Suchstrategien : : : : : : : : : : : : : : : : : : : : : : 40
4.3.3 Vorarbeiten : : : : : : : : : : : : : : : : : : : : : : : : 44
4.3.4 Schnittkriterien : : : : : : : : : : : : : : : : : : : : : : 46
4.3.5 SQL{Anweisungen : : : : : : : : : : : : : : : : : : : : 48
4.3.6 Ein Algorithmus f

ur funktionale Abh

angigkeiten : : : 50
4.3.7 Analyse des Algorithmus : : : : : : : : : : : : : : : : 53
5 Vergleich 59
5.1 Verwandte Ans

atze zur Bestimmung der FAen : : : : : : : : 59
5.2 Experimentelle Ergebnisse : : : : : : : : : : : : : : : : : : : : 60
5.3 Diskussion : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 63
6 Ausblick 65
6.1 Zusammenfassung : : : : : : : : : : : : : : : : : : : : : : : : 65
6.2 Diskussion : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 66
6.3 Verbesserungen : : : : : : : : : : : : : : : : : : : : : : : : : : 67
6.3.1 Un

are Inklusionsabh

angigkeiten : : : : : : : : : : : : : 67
6.3.2 Funktionale Abh

angigkeiten : : : : : : : : : : : : : : : 68
6.3.3 Wahrscheinlich korrekte funktionale Abh

angigkeiten : 69
A Beweis der Gleichung aus Lemma 4.5 71
Kapitel 1
Motivation
Im Forschungsbereich
"
Datenbanken\ gibt es drei Probleme, zu deren L

o-
sung die Ergebnisse dieser Arbeit verwendet werden k

onnen. Da ist erstens
das
"
Datenbank{Design\ oder die Theorie von der Normalisierung von Da-
tenbanken. Den zentralen Punkt bilden hierbei Datenabh

angigkeiten. Die
automatische Entdeckung dieser Abh

angigkeiten ist allerdings ein bisher we-
nig beachteter Gegenstand der Forschung.
Eng damit zusammen h

angt zweitens die Entdeckung von bestimmten Inte-
grit

atsbedingungen und drittens die semantische Anfrageoptimierung. Die
Verbindungen zwischen diesen drei Problemen bilden die funktionalen Ab-
h

angigkeiten und un

aren Inklusionsabh

angigkeiten. In den n

achsten Ab-
schnitten wird dieses n

aher erl

autert.
Danach folgt ein Abschnitt, in dem die Verbindungen dieser Arbeit zu den
Forschungsgebieten
"
maschinelles Lernen\ und
"
Wissensentdeckung in Da-
tenbanken\ vorgestellt werden. Beendet wird dieses erste Kapitel mit einer

Ubersicht

uber den weiteren Aufbau dieser Arbeit.
1.1 Datenbank{Design
Die Theorie des Datenbank{Designs bzw. der Normalformen beruht haupt-
s

achlich auf funktionalen Abh

angigkeiten. Diese werden im weiteren Verlauf
kurz mit FA abgek

urzt. Von diesen FAen wird verlangt, da sie in jedem
Zustand der Datenbank, d. h. bei jeder m

oglichen Belegung der Datenbank
mit Daten, g

ultig sind. Die Normalisierung einer Datenbank setzt nun zwin-
gend eine Menge von funktionalen Abh

angigkeiten voraus. Dabei besteht die
prinzipielle Schwierigkeit diese Abh

angigkeiten zu entdecken. Bisher wird
dies durch Intuition realisiert. In dieser Arbeit werden diese Abh

angigkeiten
durch die Anwendung wissenschaftlicher Methoden und Techniken entdeckt.
Weiterhin ist der Designer der Datenbank an einem m

oglichst
"
guten De-
sign\ interessiert. Nun gilt jedoch, da f

ur ein besseres Design h

ohere Nor-
malformen und damit
"
mehr verschiedene\ funktionale Abh

angigkeiten be-
n

otigt werden. Er ist folglich mit dem Problem konfrontiert, das gew

unschte
1
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Design aufgrund ihm unbekannter funktionaler Abh

angigkeiten nicht errei-
chen zu k

onnen. Bei hinreichend komplexen Datenbankanwendungen ist es

auerst schwierig, alle relevanten funktionalen Abh

angigkeiten
"
durch Hin-
sehen\ zu entdecken.
Auch ist es m

oglich, da der Designer bestimmte funktionale Abh

angigkei-
ten ausschliet, da ihm Ausnahmen bekannt sind, bei denen sie nicht gelten.
Nun kann es aber sein, da | f

ur ihn schwer erkennbar | diese Ausnahmen
in der konkreten Datenbank nicht vorkommen und es sinnvoll ist, das Design
erst dann anzupassen, wenn diese Ausnahmesituationen auftreten. Mit an-
deren Worten, er ist auch an tempor

ar g

ultigen funktionalen Abh

angigkeiten
interessiert.
Der in dieser Arbeit vorzustellende Algorithmus bestimmt nun alle tempor

ar
g

ultigen funktionalen Abh

angigkeiten. Diese umfassen nat

urlicherweise alle
generell g

ultigen FAen. Der Benutzer mu dann entscheiden, welche FAen
allgemeing

ultig sind und welche nur tempor

ar gelten. Diese Entscheidung
kann der Algorithmus ihm bei Kenntnis von nur einem Datenbankzustand
nicht abnehmen. Wie dar

uberhinaus gezeigt wird, ist es ausreichend, nur
eine Menge von minimalen funktionalen Abh

angigkeiten zu bestimmen. Aus
diesen ergeben sich alle anderen g

ultigen FAen.
Da der Algorithmus auf eine bestehende relationale Datenbank angewen-
det wird, ergeben sich vielf

altige M

oglichkeiten zu seiner Beschleunigung.
So werden s

amtliche von der Datenbank in Form des Datenlexikons zur
Verf

ugung gestellte Informationen weitestgehend ausgenutzt.
1.2 Integrit

atsbedingungen
Zu den Integrit

atsbedingungen, die in dieser Arbeit betrachtet werden, ge-
h

oren zum einen die funktionalen Abh

angigkeiten. Weiterhin fallen hierun-
ter Bedingungen, die an die Wertebereiche gekn

upft werden, aus denen die
Daten stammen. So erlauben fast alle Datenbanksysteme, obere und un-
tere Schranken f

ur die Daten festzulegen. Diese werden dann auch bei der
Dateneingabe entsprechend

uberwacht. Hingegen kann es auch f

ur den Be-
nutzer wichtig sein, die zu einem bestimmten Zeitpunkt g

ultigen Schranken
zu kennen. Daher werden alle bestehenden oberen und unteren Schranken
bestimmt. Zus

atzlich sind diese Minima und Maxima hilfreich sowohl zur
Bestimmung weiterer Integrit

atsbedingungen, der Inklusionsabh

angigkeiten,
als auch zur im n

achsten Abschnitt beschriebenen Anfrageoptimierung.
Eine weitere Integrit

atsbedingung ist die referentielle Integrit

at. Mittlerweile
geh

ort es zum Standart, da ein Datenbanksystem M

oglichkeiten anbie-
tet, diese entsprechend zu garantieren. Das unter anderem dahinterstehende
Konzept von Teilmengenbeziehungen zwischen verschiedenen Datenfeldern
l

at sich hingegen auf alle Datenfelder der Datenbank und insbesondere
Kombinationen von diesen ausweiten. Der entsprechende Begri daf

ur ist
die Inklusionsabh

angigkeit, im weiteren Verlauf mit IA abgek

urzt. Diese
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Arbeit beschr

ankt sich jedoch auf die einstelligen oder un

aren Inklusions-
abh

angigkeiten. Diese umfassen aber die erw

ahnte referentielle Integrit

at.
Wie schon bei den funktionalen Abh

angigkeiten so existiert auch hier das
Problem, da zum einen die entsprechenden IAen nicht bekannt sind und
deshalb vom Datenbanksystem

uber die referentielle Integrit

at nicht

uber-
wacht werden k

onnen. Oder der Benutzer ist wiederum nur an tempor

ar
g

ultigen IAen interessiert. Der entsprechende Algorithmus zur Bestimmung
der IAen berechnet wieder alle tempor

ar g

ultigen IAen. Dabei werden auch
hier die Informationen ausgenutzt, die das Datenbanksystem zur Verf

ugung
stellt.
1.3 Semantische Anfrageoptimierung
Unter der Optimierung von Anfragen an die Datenbank werden zwei ver-
schiedene Dinge verstanden. Auf der einen Seite m

ussen Anfragen an die
Datenbank

ubersetzt werden in die interne Repr

asentation des Datenbank-
systems. Dabei ergeben sich vielf

altige M

oglichkeiten zur Optimierung auf-
grund der
"
Syntax der konkreten Anfrage\. Dieses ist weitestgehend bekannt
und hier nicht gemeint.
Es geht hier vielmehr um die Optimierung von Anfragen aufgrund der
"
Se-
mantik der konkreten Anfrage\. Wenn zum Beispiel bekannt ist, da der
gr

ote vorkommende Wert f

ur ein Datenfeld
"
Gehalt\ 7500 DM ist, dann
braucht eine Anfrage an die Datenbank, die alle Mitarbeiter herausnden
soll, die mehr als 8000 DM verdienen, gar nicht mehr ausgef

uhrt zu werden.
F

ur diese und andere semantische Optimierungen werden sowohl FAen, IAen
als auch numerische Integrit

atsbedingungen ben

otigt.
1.4 Maschinelles Lernen und Wissensentdeckung
in Datenbanken
In den bisherigen Abschnitten wurden drei Problembereiche aus dem Gebiet
der Datenbanken dargestellt, die diese Arbeit ganz wesentlich motivierten.
Nun werden zwei Forschungsbereiche kurz vorgestellt, maschinelles Lernen
und Wissensentdeckung in Datenbanken, in dessen Rahmen diese Arbeit
auch angesiedelt werden kann. Sei es, da Methoden verwandt werden, die
aus ersterem Gebiet stammen, oder da die Aufgabenstellung an sich in
diesem Rahmen plaziert werden kann, wie im zweiten Fall.
1.4.1 Maschinelles Lernen
Im Forschungsgebiet des maschinellen Lernens besch

aftigt man sich mit dem
automatisierten Erwerb von Begrien. Dieser Begriserwerb wird als Ler-
nen bezeichnet. Eine allgemeine Einf

uhrung in das Gebiet des maschinellen
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Lernens gibt Morik in [Morik, 1993]. Auf eine Diskussion dar

uber, ob ein
Erwerb von Begrien als Lernen bezeichnet werden kann, sowie

uber die
Unterschiede zwischen maschinellem Lernen und menschlichem Lernen, wird
hier verzichtet. Dazu sei wieder auf [Morik, 1993] verwiesen.
Im folgenden soll kurz dargelegt werden, da ein kleiner Ausschnitt aus dem
Bereich des maschinellen Lernens, bei einer abstrakten Sichtweise, groe

Ahnlichkeiten mit der Vorgehensweise in dem Algorithmus zur Entdeckung
der funktionalen Abh

angigkeiten hat. Mitchell beschreibt in [Mitchell, 1982]
"
Lernen aus Beispielen\ als Suche. Dazu verwendet er zwei Operationen, die
Generalisierung und die Spezialisierung, die in

ahnlicher Form in dem ge-
nannten Algorithmus verwendet werden. Dieses wird im Kapitel 4.3.2 n

aher
erl

autert.
Die Beispiele werden im Rahmen dieser Arbeit durch die Datenbank reali-
siert. Der geforderte Erwerb von Begrien | durch eine Suche | entspricht
der Entdeckung von funktionalen Abh

angigkeiten, die ebenfalls

uber eine
Suche realisiert wird. Somit kann letzteres als
"
Lernen\ bezeichnet werden.
1.4.2 Wissensentdeckung in Datenbanken
Dem Gebiet der
"
Wissensentdeckung in Datenbanken\, engl.
"
knowledge
discovery in databases\, ist in letzter Zeit vermehrt Aufmerksamkeit zuteil
geworden. Dieses Forschungsgebiet hat einige Ber

uhrungspunkte zum ma-
schinellen Lernen. Holsheimer und Siebes bezeichnen die Wissensentdeckung
in Datenbanken als ein Teilgebiet des maschinellen Lernens, in dem der be-
trachtete Ausschnitt der Welt

uber eine Datenbank wahrgenommen wird,
[Holsheimer und Siebes, 1994]. Die
"
Entdeckung von Wissen in Datenban-
ken\ wird als Proze des
"
nicht trivialen Extrahierens von implizit vorhande-
nen, vorher unbekannten und m

oglicherweise n

utzlichen Informationen aus
Daten\ aufgefat, [Piatetsky-Shapiro et al., 1991].
Da die Entdeckung von Wissen als

aquivalent zum Lernen betrachtet wer-
den kann, ist es sicherlich gerechtfertigt | zumindest in bezug auf die Mo-
tivationen, die hinter beiden Gebieten stehen | zu sagen, da die Wis-
sensentdeckung in Datenbanken ein Teilgebiet des maschinellen Lernens sei.
Inwieweit diese Aussage bei der Betrachtung konkreter Verfahren bestehen
bleiben kann, h

angt wesentlich davon ab, wie die pers

onliche Denition f

ur
Lernen aussieht. Somit ist es gerechtfertigt zu sagen | abgesehen von der
dem Namen nach existierenden

Ahnlichkeit zwischen dem Titel dieser Ar-
beit und der Wissensentdeckung in Datenbanken |, da diese Arbeit sehr
wohl in das Gebiet der Wissensentdeckung in Datenbanken einzuordnen ist.
Auf die spezischen Unterschiede zwischen maschinellem Lernen und der
Wissensentdeckung in Datenbanken, z. B. die Art und Anzahl der Beispiele
betreend, wird hier nicht weiter eingegangen. Einen

Uberblick hierzu geben
z. B. [Piatetsky-Shapiro et al., 1991] als auch [Holsheimer und Siebes, 1994].
Letztere beschreiben dort auch einige erfolgreiche Adaptierungen maschinel-
ler Lernverfahren auf Datenbanken.
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1.5

Uberblick
Zuerst werden im n

achsten Kapitel die theoretischen Grundlagen beschrie-
ben, soweit sie f

ur das Verst

andnis der vorgestellten Algorithmen ben

otigt
werden. Anschlieend folgt im dritten Kapitel eine Beschreibung der Ge-
samtarchitektur des Programmpaketes. Danach folgt im vierten Kapitel die
Beschreibung der einzelnen Algorithmen. Diese werden unter Angabe ihrer
jeweiligen Laufzeiten ausf

uhrlich erl

autert. Weiterhin werden Angaben zur
Korrektheit und Vollst

andigkeit gemacht. Im f

unften Kapitel werden zwei
verwandte Arbeiten kurz vorgestellt und die Ergebnisse dieser Arbeit mit
jenen verglichen. Den Abschlu bildet das sechste Kapitel mit einer kurzen
Zusammenfassung und Diskussion dieser Arbeit. Dort erfolgt auch ein Aus-
blick auf das, was im Hinblick auf eine verbesserte Version noch zu sagen
oder zu erledigen

ubrig bleibt, jedoch noch nicht realisiert wurde.
Kapitel 2
Relationale Datenbanken
2.1 Aufbau einer relationalen Datenbank
In diesem Abschnitt wird eine Einf

uhrung in das relationale Datenmodell
gegeben. Dabei wird bewut auf eine Darstellung mit Hilfe des zugrunde lie-
genden mathematischen Modells der Relationen{Algebra verzichtet. Hierzu
sei auf die Literatur, z. B. [Ullman, 1988, Kap. 3] verwiesen. Eine g

angige
Methode, dieses relationale Modell darzustellen, ist der Ansatz

uber Tabel-
len, der hier verwendet wird. In Abbildung 2.1 wird schematisch der Aufbau
einer relationalen Datenbank gezeigt, die im weiteren Verlauf f

ur entspre-
chende Beispiele benutzt wird.
Eine relationale Datenbank besteht aus Tabellen. Jede Tabelle und in jeder
Tabelle jede Spalte haben ihren eigenen, eindeutigen Namen, z. B. AUF-
TRAG oder LName. Die Namen der Spalten werden als Attribute bezeich-
net. W

ahrend Tabellennamen eindeutig bzgl. der gesamten Datenbank sein
m

ussen, d

urfen in verschiedenen Tabellen die gleichen Attributnamen ver-
wendet werden. In den Zeilen der Tabelle stehen korrespondierend zu den
Attributen die jeweiligen Daten oder Werte. Einzelne Zeilen werden als Tu-
pel bezeichnet.

Uber den Tabellennamen und den Attributnamen wird eine
Menge von Werten eindeutig bestimmt. Die Reihenfolge der Attribute gene-
rell und | eingeschr

ankt | die der Tupel ist beliebig, da beide jeweils als
Mengen aufgefat werden. Jedoch k

onnen f

ur Tupel Sortierungen erzwungen
werden.
Im Gegensatz zur Auswahl eines Attributes

uber eindeutige Namen werden
die Tupel, die die Ergebnisse von Anfragen bilden,

uber logische Ausdr

ucke
bestimmt, die die Werte dieser Tupel erf

ullen m

ussen. Es ist nicht vorge-
sehen direkt z. B. das vierte Tupel auszugeben. Die Ergebnisse von Anfra-
gen an die Datenbank sind daher Mengen von Tupeln ohne feststehende
Reihenfolge. Weiterhin werden die Tabellen als Relationen bezeichnet und
die Menge der Attribute einer Relation als Relationenschema. Alle Rela-
tionenschemata zusammen bilden das Datenbankschema. Die Menge aller
Attribute des Datenbankschemas wird als Universum U bezeichnet. Einen
6
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KUNDE KName KAdr Kto
Meier Zeisweg 1000
M

uller Parkstrae 15000
Schulze Schloallee -3562
.
.
.
.
.
.
Weber Schillergasse -13
AUFTRAG KName Ware Kto
Meier Brot 1
Meier Wurst 5
Meier Milch 1
M

uller Saft 3
M

uller Seife 1
Schulze Milch 5
.
.
.
.
.
.
Weber Brot 1
LIEFERANT LName LAdr Ware Preis
Meier Zeisweg Wurst 3.95
Meier Zeisweg Milch 1.75
Meier Zeisweg K

ase 4.59
M

uller Parkstrae Seife 0.76
M

uller Parkstrae Brot 2.69
M

uller Parkstrae Saft 1.99
M

uller Parkstrae Milch 1.75
.
.
.
.
.
.
M

uller Parkstrae Fisch 0.99
Abbildung 2.1: Eine m

ogliche Auspr

agung der Datenbank
"
GENUG\ der
Genumittelgesellschaft
umfassenden Einstieg in das relationale Datenmodell bietet zum Beispiel
[Ullman, 1988, Kap. 2].
Ein relationales Datenbanksystem besteht aus der Datenbank und einem
Datenbankmanagementsystem, kurz als DB und DBMS bezeichnet. Die Da-
tenbank ist einheitlich gem

a dem oben skizzierten Modell strukturiert. Das
DBMS erf

ullt unter anderem die beiden folgenden Funktionen. Es bietet zum
einen dem Benutzer eine komfortable Anfragesprache, um Daten aus der Da-
tenbank zu extrahieren; dies ist in der Regel SQL, auf welche sp

ater noch
eingegangen wird. Die andere Funktion besteht in der Verwaltung der Rela-
tionenschemata. Diese werden in einem Katalog abgelegt, der als Datenlexi-
kon oder engl. data dictionary bezeichnet wird. Zu den weiteren Funktionen
des DBMS und ihrer Realisierung sei auf [Lockemann und Schmidt, 1987]
verwiesen.
Dieses Datenlexikon ist nun aus Benutzersicht genau wie jede Datentabelle
strukturiert. Daher wird es auch synonym als Systemtabelle bezeichnet. In
der Abbildung 2.2 ist der Aufbau einer Systemtabelle mit den f

ur die fol-
genden Algorithmen wichtigen Informationen skizziert.
Die Bedeutung der Eintr

age unter den Attributen
"
Rel.Name\ und
"
Attri-
but\ ist oensichtlich. F

ur jedes Attribut einer Relation mu weiterhin ein
Typ angegeben werden, welcher bei der Dateneingabe vom System

uber-
wacht wird. F

ur die hier gestellte Aufgabe sind nur zwei Grundtypen von
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Rel. Name Attribut Typ Schl

usseltyp NULL-Werte Index
KUNDE KName VARCHAR Prim

arschl

ussel not NULL Unique
AUFTRAG KName VARCHAR Prim

arschl

ussel not NULL Index
.
.
.
LIEFERANT LName VARCHAR Prim

arschl

ussel not NULL Index
LIEFERANT LName VARCHAR Fremdschl

ussel not NULL Index
LIEFERANT Ware VARCHAR | NULL |
LIEFERANT Preis NUMBER | not NULL Index
Abbildung 2.2: Schematische Darstellung der Systemtabelle eines DBMS
Belang. Einmal ein numerischer Typ: da werden alle numerischen Typen, die
das DBMS m

oglicherweise anbietet, z. B. INTEGER, FLOAT, in den Algo-
rithmen zum Typ NUMBER zusammengefat. Dann bietet das DBMS f

ur
alphanumerische Zeichenketten in der Regel auch verschiedene Typen an, je
nachdem ob die Zeichenketten feste oder variable L

angen haben. Auch diese
Dierenzierungen werden in den Algorithmen ignoriert. Der entsprechende
zweite Typ zu NUMBER ist ein beliebig langer
"
String\, der in Anlehnung
an Oracle V7
1
mit VARCHAR bezeichnet wird.
Eine wichtige Rolle spielen die Eintr

age f

ur das Attribut
"
Schl

usseltyp\.
Handelt es sich um einen Prim

arschl

ussel, so wird vom DBMS garantiert,
da jeder Wert f

ur das entsprechende Attribut genau einmal vorkommt und
da es kein NULL{Wert ist, d. h. es gibt f

ur das Attribut auch einen Wert.
NULL{Werte oder der Eintrag NULL in einem Tupel f

ur ein Attribut be-
deutet, da das Feld leer ist, also keinen Eintrag enth

alt. Dieses dient ins-
besondere zur Unterscheidung von z. B. einer Zeichenkette aus Leerzeichen
oder der Zahl Null. Solche Felder enthalten sehr wohl Eintr

age. Kommen
weiterhin mehrere NULL{Werte vor, so werden s

amtliche NULL{Werte der
Datenbank grunds

atzlich als voneinander verschieden betrachtet.
Schl

ussel k

onnen aus einem Attribut, wie z. B. KName, oder aus mehreren
bestehen, wie z. B. LName Ware. In diesem Fall gilt, da jede Kombination
der Werte f

ur den zusammengesetzten Schl

ussel eindeutig ist und keine Null{
Werte enth

alt.
Zus

atzlich k

onnen Attribute einer Relation als Fremdschl

ussel bezogen auf
Attribute aus der selben oder anderen Relationen gekennzeichnet werden.
Wird z. B. in dem Beispiel das Attribut LName als Fremdschl

ussel bzgl. des
Attributes KName aus der Relation KUNDE gekennzeichnet, so wird garan-
tiert, da jeder Wert in LName auch in KName vorkommt. Dies bedeutet,
da jeder Lieferant auch selbst ein Kunde ist. Hierbei ist aber zu beach-
ten, da KName ein Prim

arschl

ussel sein mu. Auch Fremdschl

ussel k

onnen
mehrstellig sein.
Weiterhin kann zus

atzlich f

ur jedes Attribut | unabh

angig davon, ob es zu
einem Schl

ussel geh

ort | eingetragen werden, ob NULL{Werte erlaubt sind
1
Oracle V7 ist die Kurzform f

ur das verwendete relationale Datenbankmanagementsy-
stem
"
Oracle7 Server\ der Firma Oracle in der Version 7.
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oder nicht. Auch dieses wird vom DBMS in jedem Zustand der Datenbank
garantiert.
Als letztes sind noch die Indizes von Interesse. Hier wird zwischen norma-
len und eindeutigen Indizes unterschieden. Bei einem Index handelt es sich
um eine Sortierung der Tupel einer Tabelle nach einem oder mehreren At-
tributen in auf{ oder absteigender Reihenfolge. Ist der Index eindeutig, so
wird wiederum garantiert, da jeder Wert oder jede Wertekombination nur
einmal vorkommt.
Im Unterschied zu Schl

usseln sind hier jedoch auch bei zusammengesetzten,
eindeutigen Indizes Null{Werte erlaubt. Es wird nur verhindert, da in allen
beteiligten Attributen eines Tupels gleichzeitig Null{Werte stehen. In den
Algorithmen, die im weiteren Verlauf vorgestellt werden, wird intensiv von
der Systemtabelle Gebrauch gemacht, um Berechnungen abzuk

urzen bzw.

uber

ussige einzusparen.
Betrachtet man noch einmal die Beispieldatenbank, so f

allt schnell das fol-
gende Problem auf: Die Redundanz in der Datenhaltung. Es wird f

ur jeden
Lieferantennamen die Adresse wiederholt. Nimmt man an, da Lieferanten-
namen eindeutig sind, so w

urde ein einmaliger Eintrag gen

ugen. Ein weiteres
Problem sind

Anderungsanomalien, engl. update anomaly.

Andert sich die
Adresse des Lieferanten Meier, dann mu sie in jedem Tupel ge

andert wer-
den. Hierbei kann bei vielen Daten leicht ein Tupel

ubersehen werden, was
als Konsequenz eine Inkonsistenz bedeuten w

urde. Diese

Anderungen lassen
sich auch nicht so automatisieren, da dieses Problem in jeder denkbaren
Situation vermieden wird.
Dar

uberhinaus lassen sich noch zwei weitere Anomalien beobachten. Zum
einen die Einf

ugeanomalie, engl. insertion anomaly. Nimmt man an, da
LName und Ware den zusammengesetzten Schl

ussel bilden f

ur die Rela-
tion LIEFERANT, so ist es unm

oglich, die Adresse eines Lieferanten einzu-
tragen, wenn dieser im Moment keine Ware liefert, denn NULL{Werte f

ur
einen Teilschl

ussel, d.h. f

ur ein Attribut eines zusammengesetzten Schl

ussels,
sind modellgem

a verboten. Eng verbunden hiermit ist das inverse Problem
der L

oschanomalie, engl. deletion anomaly. Liefert ein Lieferant keine Ware
mehr, mu auch seine Adresse gel

oscht werden. Diese Probleme w

urden
sich jedoch nicht stellen, wenn der Designer der Datenbank von vornherein
das Schema LIEFERANT durch die zwei Schemata LIEFERANT(LName,
LAdr) und ANGEBOT(LName, Ware, Preis) ersetzt h

atte. Die Theorie, die
einem hilft, diese Alternative direkt zu nden, wird im folgenden Abschnitt
vorgestellt.
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2.2 Funktionale Abh

angigkeiten
In diesem Abschnitt werden nun die funktionalen Abh

angigkeiten formal
deniert. Ihre Einf

uhrung in die Theorie der Datenbanken geht auf Codd
zur

uck, [Codd, 1970]. In den Denitionen und S

atzen bezeichnen Grobuch-
staben A, B, C, : : :vom Beginn des Alphabetes einzelne Attribute. Gro-
buchstaben vom Ende des Alphabetes hingegen stehen f

ur Mengen von At-
tributen. Wenn nicht extra darauf hingewiesen wird, k

onnen diese einele-
mentig sein. Die Buchstaben R und F bezeichnen Relationen bzw. Mengen
von funktionalen Abh

angigkeiten.
Definition 2.1 Sei U eine Attributmenge. Eine funktionale Abh

angig-
keit, (FA), ist ein Paar von Teilmengen X,Y  U; Notation: X ! Y .
Sprechweise: X bestimmt (funktional) Y, oder Y wird von X (funktional)
bestimmt.
In den folgenden Beispielen wird, wenn nicht anders angegeben, immer auf
das Beispiel in Abbildung 2.1 bezug genommen.
Beispiel 2.1 In KUNDE gilt z. B. KName ! KAdrKto oder in LIEFE-
RANT gilt LNameWare! Preis 
Definition 2.2 Ein relationales DatenbankschemaD = h(R
1
(U
1
); F
1
);
: : : ; (R
n
(U
n
); F
n
)i besteht aus den Relationenschemata (R
i
(U
i
); F
i
) mit
1  i  n, wobei R
i
Relationennamen, U
i
Attributmengen und F
i
endliche
Mengen funktionaler Abh

angigkeiten

uber U
i
bezeichnet. D heit einfach f

ur
n = 1.
Beispiel 2.2
GENUG = hKUNDE(KName;KAdr;Kto); fKName! KAdrKtog;
AUFTRAG(KName;Ware;Kto); fKNameWare! Ktog;
LIEFERANT (LName;LAdr;Ware;Preis);
fLNameWare! Preis; LName! LAdrgi

Notation
1. Relationenschemata werden auch nur mit R oder R(U) anstelle von
(R(U); F ) bezeichnet.
2. Die Instanz einer Relation mit dem Schema R(U) wird mit r bezeich-
net. Analog wird die Instanz einer Datenbank mit dem Datenbank-
schema D mit d bezeichnet. Weiterhin bedeutet r 2 jR(U)j, da die
Instanz r einer Relation das Schema R(U) besitzt.
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3. Wenn eine Attributmenge X eine Attributmenge Y nicht funktional
bestimmt, wird dies mit X 6! Y bezeichnet.
4. Die Konkatenation der Bezeichner der Attributmengen bedeutet die
Vereinigung der Mengen, z. B. XY = X [ Y
In der folgenden Denition
2
bezeichne 
X
(t) die Projektion des Tupels t aus
der Relation r mit dem Schema R auf die Attributmenge X aus R.
Definition 2.3 Eine Relation r 2 jR(U)j erf

ullt die FA X ! Y , Notation
r j= X ! Y , genau dann, wenn:
r j= X ! Y () 8t
1
; t
2
2 r : (
X
(t
1
) = 
X
(t
2
)) 
Y
(t
1
) = 
Y
(t
2
))
Beispiel 2.3 Wenn KName ! KAdr in KUNDE gelten soll, dann d

urfen
folgende zwei Tupel in KUNDE nicht auftauchen: t
1
(M

uller, Parkstrae,
1000) und t
2
(M

uller, Schloallee, 1000). 
Alternativ l

at sich die letzte Denition auch in Pr

adikatenlogik erster Stufe
formulieren, wobei
"
Gleichheit\ ben

otigt wird, [Kanellakis, 1990, S. 1093].
Dazu wird das Relationenschema R(A
1
; : : : ; A
n
) auf ein n{stelliges Pr

adi-
kat R abgebildet, wobei jedem Attribut genau eine Stelle in dem Pr

adikat
entspricht. Variable werden durch groe Buchstaben bezeichnet. Dann gilt:
r j= X ! Y () R(X; Y
1
; C)^R(X; Y
2
; D)) Y
1
= Y
2
Definition 2.4 Eine FA X ! Y heit genau dann trivial, wenn
8r 2 jR(U)j : r j= X ! Y
Beispiel 2.4 Die funktionale Abh

angigkeit LNameWare! Ware ist tri-
vial. 
Lemma 2.1 X ! Y ist trivial () Y  X
Beweis Folgt aus der Denition 2.3.
Definition 2.5 X  U heit Schl

ussel eines Schemas (R(U); F ) ()
(i) F j= X ! U und
(ii) (F j= Y ! U) ^ (Y  X)) Y = X
D. h. X ist eine minimale Attributmenge mit F j= X ! U .
2
Diese Denition mit Hilfe einer Formel aus der Relationen{Algebra ist in der Litera-
tur gebr

auchlich. Die Relationen{Algebra wird jedoch nicht eingef

uhrt, da sie an keiner
weiteren Stelle verwendet wird.
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Existieren in einem Schema (R(U); F ) mehrere MengenX
i
, die einen Schl

us-
sel bilden, so wird jede dieser Mengen X
i
auch als
"
Schl

usselkandidat\
bezeichnet.
3
Beispiel 2.5 In LIEFERANT ist LNameLAdrWare kein Schl

ussel, da er
nicht minimal ist. LNameWare ist jedoch ein Schl

ussel. LName alleine ist
wiederum kein Schl

ussel, da LName ! Ware nicht gilt. 
Definition 2.6 Seien X
1
; : : : ; X
k
Schl

usselkandidaten. Ein Attribut A 2 U
heit Nichtschl

ussel{Attribut, kurz NSA, () A =2 (X
1
[ : : :[X
k
)
Definition 2.7 Seien X  U;A 2 U;A =2 X. X heit Determinante von
A bzgl. eines Schemas (R(U); F ) ()
(i) F j= X ! A und
(ii) (F j= Y ! A) ^ (Y  X)) Y = X
D. h. eine Determinante X von A ist eine minimale Attributmenge X, von
der A abh

angt.
Beispiel 2.6 In LIEFERANT ist LName eine Determinante f

ur LAdr. 
2.2.1 Armstrongs Axiome
In diesem Abschnitt werden Inferenzregeln angegeben, die die logische Im-
plikation zwischen funktionalen Abh

angigkeiten beschreiben. Sie gehen auf
Armstrong zur

uck, [Armstrong, 1974], und werden als Armstrongs Axiome
bezeichnet.
4
Definition 2.8 Gegeben sei das Relationenschema R(U) und eine Menge
F von FAen

uber U. F impliziert X ! Y , genau dann, wenn:
F j= X ! Y () 8r 2 jR(U)j : (r j= F ) r j= X ! Y )
Die H

ulle von F , F

= fX ! Y jF j= X ! Y g, wird durch die Menge aller
von F implizierten FAen gebildet.
Armstrongs Axiome
(R) Reexivit

at: Falls Y  X  U, dann gilt F j= X ! Y . Aus dieser
Regel folgen die trivialen Abh

angigkeiten. Die Anwendung dieser Regel
h

angt nur von U ab.
3
Diese Unterscheidung r

uhrt nur daher, da existierende relationale Datenbanken im-
mer die Denition nur eines Schl

ussels pro Relation erlauben.
4
Armstrongs Axiome sind keine Axiome im mathematischen Sinne, sondern vielmehr
Regeln, die auf funktionale Abh

angigkeiten angewendet werden k

onnen. Sie werden jedoch
in der einschl

agigen Datenbankliteratur immer als
"
Axiome\ bezeichnet.
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(E) Erweiterung: Falls X ! Y gilt und Z  U , dann gilt XZ ! Y Z.
(T) Transitivit

at: Falls X ! Y und Y ! Z gilt, dann folgt X ! Z.
In der Art, wie Armstrongs Axiome hier angegeben sind, stammen sie aus
[Ullman, 1988, S. 384]. Mit diesen Axiomen ist es nun m

oglich, f

ur jede
m

ogliche funktionale Abh

angigkeit A ! B zu entscheiden, ob diese aus
einer Menge F folgt, d. h. ob A! B 2 F

ist.
Diese Axiomatisierung wird als abgeschlossen
5
und vollst

andig betrachtet,
wenn zwei Bedigungen erf

ullt sind, [Kanellakis, 1990]. Dazu bezeichne ` die
Anwendung der Axiome auf funktionale Abh

angigkeiten.
Definition 2.9 Bezeichne F die Menge der funktionalen Abh

angigkeiten
und f eine einzelne funktionale Abh

angigkeit. Ein Axiomensystem ist abge-
schlossen, wenn aus F ` f folgt, da F j= f gilt. Und es ist vollst

andig,
wenn aus F j= f folgt, da F ` f gilt.
Theorem 2.1 Armstrongs Axiome sind abgeschlossen und vollst

andig.
Beweis Siehe z. B. [Ullman, 1988, S. 387].
Weiterhin gelten folgende Regeln, f

ur deren Beweis das Theorem 2.1 ben

otigt
wird. Der Beweis f

ur dieses Lemma ndet sich ebenfalls in [Ullman, 1988].
Lemma 2.2 (V) Vereinigung: fX ! Y;X ! Zg j= X ! Y Z.
(PT) Pseudotransitivit

at: fX ! Y;WY ! Zg j= WX ! Z.
(D) Dekomposition: Falls X ! Y und Z  Y , dann folgt X ! Z.
Korollar 2.1 X ! A
1
: : :A
n
, (X ! A
1
) ^ : : :^ (X ! A
n
)
Das Korollar ist eine Konsequenz aus den Regeln (V) und (D). Es besagt,
da es ausreichend ist, nur funktionale Abh

angigkeiten mit einstelligen rech-
ten Seiten zu betrachten. Dies bedeutet, da bei der Suche nach FAen mit
einstelligen rechten Seiten begonnen wird. Alle anderen FAen mit mehrstel-
ligen rechten Seiten ergeben sich durch alle m

oglichen Kombinationen bei
der Anwendung der Regel (V) aus Lemma 2.2.
5
Der Begri
"
abgeschlossen\ ist

aquivalent zu dem Begri
"
korrekt\.
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2.2.2 Minimale funktionale Abh

angigkeiten
In dieser Arbeit werden minimale funktionale Abh

angigkeiten wie folgt de-
niert.
Definition 2.10 (Minimale funktionale Abh

angigkeit)
Eine funktionale Abh

angigkeit X ! Y ist genau dann minimal, wenn:
1. Die rechte Seite Y der FA genau ein Attribut enth

alt.
2. F

ur jede Teilmenge Z  X mit Z ! Y gilt: Z = X.
Ullman deniert in [Ullman, 1988, S. 390], ob eine Menge von funktionalen
Abh

angigkeiten minimal ist. Dazu mu zuvor noch erkl

art werden, wann
zwei Mengen funktionaler Abh

angigkeiten

aquivalent sind.
Definition 2.11 Zwei Mengen F und G funktionaler Abh

angigkeiten sind
genau dann

aquivalent, wenn F

= G

ist.
Ullman zeigte folgendes Lemma in [Ullman, 1988, S. 390].
Lemma 2.3 Jede Menge F funktionaler Abh

angigkeiten ist

aquivalent zu
einer Menge G funktionaler Abh

angigkeiten, in der keine rechte Seite mehr
als ein Attribut hat.
Die folgende Denition ist

aquivalent zu Ullmans Denition. Sie verwendet
direkt die Denition 2.10, die bei Ullman fehlt.
Definition 2.12 (Minimale Menge funktionaler Abh

angigkeiten)
Eine Menge F funktionaler Abh

angigkeiten ist genau dann minimal, wenn:
1. Die rechte Seite jeder FA aus F genau ein Attribut enth

alt.
2. F

ur keine minimale FA X ! A aus F ist die Menge F n fX ! Ag

aquivalent zu F .
Aus dieser Denition l

at sich nicht die Existenz einer eindeutigen minima-
len Menge funktionaler Abh

angigkeiten ableiten. Es ist sehr wohl m

oglich,
da aus einer gegebenen Menge F von funktionalen Abh

angigkeiten min-
destens zwei minimale Mengen konstruiert werden k

onnen. Zus

atzlich kann
die Anzahl der FAen in diesen beiden minimalen Mengen auch noch un-
terschiedlich sein. Ullman gibt dazu ein Beispiel an, [Ullman, 1988, S. 391].
Dort ndet sich ein entsprechender Algorithmus zur Konstruktion dieser
minimalen Mengen funktionaler Abh

angigkeiten.
F

ur die Menge F der funktionalen Abh

angigkeiten, die der Algorithmus
aus Kapitel 4 berechnet, gilt, da jede einzelne funktionale Abh

angigkeit
minimal im Sinne von Denition 2.10 ist. Die Menge F insgesamt ist jedoch
nicht minimal im Sinne von Denition 2.12.
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Beispiel 2.7 Der Algorithmus Functional Dependencies aus Kapitel 4
ndet die Menge F der folgenden minimalen funktionalen Abh

angigkeiten:
F = fA ! B;A ! C;B ! Cg. Dann ist F n fA ! Cg

aquivalent zu F .
Dies ist ein Widerspruch zu (2) aus Denition 2.12. 
Die folgenden beiden Beispiele zeigen, da die Anwendung des Axioms (T)
bzw. der Regel (PT) auf minimale funktionale Abh

angigkeiten nicht wie-
derum zu minimalen funktionalen Abh

angigkeiten f

uhren mu. Das heit,
da das oben angegebene Axiomensystem in bezug auf minimale funktionale
Abh

angigkeiten nicht abgeschlossen ist.
Beispiel 2.8 Es seien die folgende Relation R und die minimalen funktio-
nalen Abh

angigkeiten AB ! C und C ! D gegeben. Die Ausnutzung der
Transitivit

at liefert AB ! D. Diese FA ist jedoch nicht minimal, da A! D
und B ! D gilt!
R A B C D
a a 1 1
a a 1 1
c b 3 2
e b 2 2
a c 4 1

Beispiel 2.9 Es seien die folgende Relation R und die minimalen funktio-
nalen Abh

angigkeiten X
1
X
2
! Y und W
1
W
2
Y ! Z gegeben. Die Anwen-
dung von (PT) liefert X
1
X
2
W
1
W
2
! Z. Diese FA ist jedoch nicht minimal,
da z. B. X
2
! Z gilt!
R X
1
X
2
Y W
1
W
2
Z
a a 1 d a 1
a a 1 d b 2
b d 2 a c 3
c e 4 a c 4
a a 3 e b 2
a a 3 f b 5

2.3 Integrit

atsbedingungen
In der Literatur wird der Begri
"
Integrit

atsbedingung\ in verschiedenen
Zusammenh

angen verwendet. In dieser Arbeit wird er immer im Sinne ei-
ner
"
semantischen Integrit

at\ oder auch
"
Konsistenz\ verwendet. Damit ist
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die
"
Erhaltung der logischen Korrektheit einer Datenbank bei

Anderun-
gen durch (berechtigte) Benutzer\ gemeint, [Fuhr, 1991, S. 5.1]. Diese Art
der Integrit

at wird im englischen mit
"
integrity\ bezeichnet. Daneben kann
noch zwischen einer
"
Zugrisintegrit

at\, der
"
operationalen\ oder
"
Ablauf{
Integrit

at\ und der
"
physischen Integrit

at\ unterschieden werden.
Weiterhin werden unter dem Begri semantische Integrit

at zwei Sachver-
halte subsumiert. Da sind zun

achst einmal die zwei generellen Integrit

atsre-
geln des relationalen Modells, [Date, 1990, Kap. 12].
Entity Integrity Rule Keine Komponente eines Prim

arschl

ussels einer
Relation darf NULL{Werte enthalten.
Referential Integrity Rule Die Datenbank darf keine Fremdschl

ussel-
werte enthalten, f

ur die kein Prim

arschl

ussel existiert.
Die erste Regel wurde schon im Abschnitt 2.1 behandelt. Zwischen der zwei-
ten Regel, der referentiellen Integrit

at, und Fremdschl

usseln besteht kein
Unterschied. Der eine Begri ist ohne den anderen nicht erkl

arbar. Wird ein
AttributA aus einer Relation R
i
als Fremdschl

ussel bez

uglich eines Attributs
B aus R
j
gekennzeichnet, so bedeutet dies, da erstensB ein Prim

arschl

ussel
ist und zweitens, da jeder Wert f

ur A auch in B vorkommt, (siehe Abschnitt
2.1). Genau dieses besagt auch die Regel. Mit den beiden Begrien Fremd-
schl

ussel und referentielle Integrit

at sind auch die Inklusionsabh

angigkeiten
eng verbunden. Der n

achste Abschnitt wird dies noch einmal aufgreifen.
Sodann gibt es neben diesen beiden Regeln, die sich auf das relationale
Modell beziehen, Integrit

atsregeln, die sich auf den Inhalt einer Datenbank
beziehen. Die letzteren sorgen daf

ur, da das durch die Daten repr

asentierte
Modell konsistent bleibt. Im

ubrigen lassen sie sich in zwei Klassen untertei-
len. Da ist zum einen die dynamische Integrit

at. Hierzu geh

ort das korrekte
Verhalten der Datenbank bei

Anderungen des Datenbankinhaltes, das hier
aber nicht weiter betrachtet wird.
Und zum anderen gibt es eine statische Integrit

at. Zu dieser Art Integrit

at
geh

oren zun

achst Regeln, die sich auf alle Paare von Tupeln aus einer Re-
lation beziehen, z. B. alle Namen der Lieferanten in LIEFERANT.LName
m

ussen eindeutig sein. Diese Regeln werden durch die Auszeichnung ein-
zelner Attribute als Schl

ussel garantiert und sind im relationalen Modell
modellinh

arent. Daher fallen s

amtliche funktionale Abh

angigkeiten in diese
Gruppe von Integrit

atsbedingungen. Weiterhin lassen sich Regeln f

ur Attri-
bute, einzelne Tupel einer Relation, Tupelgruppen oder Tupel aus verschie-
denen Relationen formulieren. Beispiele hierzu nden sich in [Fuhr, 1991,
Kap. 5].
Regeln f

ur einzelne Attribute aus beliebigen Relationen sind z. B. Einschr

an-
kungen des Wertebereiches, indem Minima und Maxima f

ur ein Attribut
vorgegeben werden. Diese Vorgabe geschieht in der Regel nur f

ur numerische
Attribute, z. B. keine Ware darf mehr als 100DM kosten. Dies sind dann die
"
numerischen Integrit

atsbedingungen\, die in Kapitel 4 bestimmt werden.
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Weitere numerische Integrit

atsbedingungen, die in der Literatur beschrieben
werden, wie zum Beispiel der Durchschnitt der Apfelpreise mu kleiner sein
als der Durchschnitt der Apfelsinenpreise, werden nicht betrachtet. Eine
Integrit

atsbedingung wird analog zu FA und IA mit IB abgek

urzt.
2.4 Inklusionsabh

angigkeiten
Eine der beiden Hauptaufgaben des in dieser Arbeit entwickelten Program-
mes ist die Bestimmung von Teilmengenbeziehungen zwischen den Werte-
mengen einzelner Attribute, z. B. LName  KName. F

ur eine bestimmte
Klasse von Attributen, die Fremdschl

ussel, sind aufgrund der referentiellen
Integrit

at diese Teilmengenbeziehungen schon gegeben. Daher sind die In-
klusionsabh

angigkeiten, so der Name dieser Teilmengenbeziehungen, auch
eine Erweiterung der referentiellen Integrit

at auf alle Attribute. Die nun fol-
gende Theorie formalisiert diese Inklusonsabh

angigkeiten. Casanova et al.
denieren Inklusionsabh

angigkeiten wie folgt, [Casanova et al., 1984].
Definition 2.13 Seien R
i
(A
1
,: : : ,A
n
) und R
j
(B
1
,: : : ,B
m
) zwei (nicht not-
wendig verschiedene) Relationenschemata. Falls X eine Sequenz aus k ver-
schiedenen Attributen aus A
1
; : : : ; A
n
ist und Y eine Sequenz aus k ver-
schiedenen Attributen aus B
1
; : : : ; B
m
, dann nennen wir R
i
[X ]  R
j
[Y ] eine
Inklusionsabh

angigkeit oder englisch inclusion dependency, abgek

urzt
IA. Falls r
1
; : : : ; r
s
eine Datenbank d

uber D = fR
1
(U
1
); : : : ; R
n
(U
n
)g ist,
dann erf

ullt d die IA R
i
[X ]  R
j
[Y ], falls r
i
[X ]  r
j
[Y ]. F

ur k = 1 handelt
es sich um einstellige oder un

are Inklusionsabh

angigkeiten.
Genau wie f

ur funktionale Abh

angigkeiten l

at sich f

ur Inklusionsabh

an-
gigkeiten ein Axiomensystem angeben. Das folgende Axiomensystems ist
entnommen aus [Casanova et al., 1984].
(R) Reexivit

at: R[X]  R[X], falls X eine Sequenz aus verschiedenen
Attributen aus R ist.
(P) Projektion und Permutation: Falls R[A
1
,: : : ,A
m
]  S[B
1
,: : : ,B
m
]
gilt, dann gilt auch R[A
i
1
,: : : ,A
i
k
]  S[B
i
1
,: : : ,B
i
k
] f

ur jede Sequenz
i
1
, : : : , i
k
von verschiedenen ganzen Zahlen aus f1; : : : ; mg.
(T) Transitivit

at: Falls R[X]S[Y] und S[Y]T[Z] gilt, dann gilt auch
R[X]T[Z].
Notation
1. Wenn aus dem Zusammenhang hervorgeht, aus welchen Relationen die
Sequenzen der Attribute stammen, dann werden IAen auch kurz mit
X  Y bezeichnet.
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2. Wenn die IA R[X]S[Y] nicht gilt, wird dies mit R[X]6S[Y] bezeichnet.
3. Wenn R[X]S[Y] und S[Y]6R[X] gilt, wird dies mit R[X]S[Y] be-
zeichnet.
Beispiel 2.10 Seien die Relationen ANGESTELLTER(PNr, Name, : : : ,
ZimmerNr, Gehalt), ADRESSEN(: : :, HausNr, : : :) und MANAGER(PNr,
Name, Telefon) gegeben. Dann k

onnen in einer Datenbank z. B. die folgen-
den IAen gelten:
1. MANAGER[PNr]  ANGESTELLTER[PNr]
2. MANAGER[Name]  ANGESTELLTER[Name]
3. MANAGER[Telefon]  ANGESTELLTER[Gehalt]
4. ADRESSEN[HausNr]  ANGESTELLTER[ZimmerNr]

Der dritte Punkt soll verdeutlichen, da IAen ein rein syntaktisches Konzept
sind, das nur auf dem Vergleich von Werten beruht. Alle Telefonnummern
der Manager sind zuf

allig identisch mit Geh

altern einzelner Angestellter.
Auch der sp

atere Algorithmus benutzt zur Entscheidung der Frage, ob ge-
fundene IAen f

ur die Anwendung, die durch die Datenbank modelliert wird,
irgendeine Bedeutung haben, kein Wissen, das von seiten des Anwenders
vorher eingegeben wurde. Das heit insbesondere, da
"
Zufallstreer\ wie
MANAGER[Telefon]  Angestellter[Gehalt] vom Benutzer des Systems er-
kannt und entsprechend behandelt werden m

ussen.
Weiterhin sind Inklusionsabh

angigkeiten, zumindest wie sie in der Deni-
tion 2.13 eingef

uhrt wurden, typenlos. Datenbanken hingegen verwenden
eine Vielzahl von Typen f

ur die verschiedenen Attribute, sei es, um die Da-
ten dann ezienter speichern zu k

onnen, sei es, um bei der Dateneingabe
Eingabefehler direkt erkennen zu k

onnen. Zu ersterem geh

oren in Oracle 7
z. B. die Typen VARCHAR2 und CHAR. Der Unterschied zwischen diesen
beiden besteht darin, da einmal f

ur die Zeichenketten, die als Werte er-
laubt sind, nur soviel Platz reserviert wird, wie die Zeichenkette lang ist. Im
anderen Fall ist der Speicherplatz stets konstant. Aus Sicht des Inklusions-
abh

angigkeiten suchenden Benutzers, erscheint diese Unterscheidung jedoch
irrelevant, da die Werte die gleichen bleiben.
Anders sieht die Sache jedoch aus, wenn die angebotenen Typen dazu ver-
wendet werden, die Dateneingabe sicherer zu gestalten. Dazu geh

ort z. B.
die Verwendung von Typen aus der
"
Klasse NUMBER\ f

ur Zahlen und der
"
Klasse VARCHAR\ f

ur Zeichenketten. F

ur diese Unterscheidung ndet sich
auch eine Entsprechung in der Anwendung, f

ur die die Datenbank ein Modell
ist. In dem Algorithmus Inclusion Dependencies werden alle Attribute in
diese beiden Klassen eingeteilt und nur noch IAen innerhalb dieser Klassen
gesucht. Dies f

uhrt dazu, da Zufallstreer wie ADRESSEN[HausNr]  AN-
GESTELLTER[ZimmerNr] ausgeschlossen werden, vorausgesetzt HausNr ist
vom Typ VARCHAR und ZimmerNr vom Typ NUMBER.
KAPITEL 2. RELATIONALE DATENBANKEN 19
2.5 Ein Axiomensystem f

ur un

are Inklusions-
abh

angigkeiten und funktionale Abh

angig-
keiten
In diesem Abschnitt wird ein Axiomensystem angegeben, mit dessen Hilfe
Aussagen

uber funktionale Abh

angigkeiten und Inklusionsabh

angigkeiten
gleichermaen abgeleitet werden k

onnen. Daf

ur wird eine weitere Abh

angig-
keit ben

otigt, die Kardinalit

atsabh

angigkeit, [Kanellakis et al., 1983].
Definition 2.14 Die Kardinalit

atsabh

angigkeit jAj  jBj gilt genau dann,
wenn die Kardinalit

at des Attributes A kleiner ist als die Kardinalit

at des
Attributes B.
Bei der Bestimmung der Kardinalit

at jAj werden nur die verschiedenen
Werte f

ur das Attribut A gez

ahlt. Ist die Anzahl f

ur A echt kleiner als
jBj, so wird dies mit jAj < jBj bezeichnet. Weiterhin gilt, da die Kardina-
lit

atsabh

angigkeiten reexiv und transitiv sind.
Die folgende Denition ist aus [Bell, 1994] entnommen.
Definition 2.15 (Endliche Axiomatisierung der FAen und un

aren
IAen) Zus

atzlich zu Armstrongs Axiomen, Seite 12, und den Axiomen f

ur
Inklusionsabh

angigkeiten, Seite 17, gelten die folgenden Regeln:
 A! B ) jBj  jAj
 A  B ) jAj  jBj
 A! B; jAj  jBj ) B ! A
 B  A; jAj  jBj ) A  B
Kanellakis et al. zeigen, da diese Axiomatisierung f

ur FAen und IAen ab-
geschlossen und vollst

andig ist und da ein polynomieller Entscheidungsal-
gorithmus existiert, [Kanellakis et al., 1983]. In dem Algorithmus Functio-
nal Dependencies wird die folgende Regel verwendet, die eine Konsequenz
aus der Denition 2.15 ist.
Lemma 2.4 Seien die Attribute A;B 2 R(U) gegeben, und sei R[A]R[B].
Dann gilt A 6! B.
Beweis Sei o. B. d. A. (A;B) das Relationenschema von R, und ent-
halte R insgesamt m Tupel. Da B 6 A ist, gilt jBj = k und jAj = l mit
l < k  m. Seien A
1
, A
2
, B
1
und B
2
Mengen von Tupeln wie in Abbildung
2.3 dargestellt
6
. O. b. d. A. gelte B
1
= A
1
[ A
2
und B
2
\ (A
1
[ A
2
) = ;.
Daraus folgt jB
1
j = l und jB
2
j  1, und somit ist jA
2
j  1 und jA
1
j = r < l.
Es ist zu zeigen, da zwei Tupel (a; b
p
) und (a; b
q
) existieren mit b
p
6= b
q
.
Die beiden folgenden F

alle sind zu unterscheiden:
6
Diese Darstellung kann durch eine Sortierung der Tupel immer erreicht werden.
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A B
m Tupel
A B
BA 1 1
2 2
Abbildung 2.3: Skizze zum Beweis von Lemma 2.4
1. Sei A
1
\ A
2
= ;. Es gilt jA
1
j = r < l = jB
1
j. Daraus folgt, da
mindestens zwei Tupel t
1
(a
j
; b
p
) und t
2
(a
j
; b
q
) mit a
j
2 A
1
und b
p
6= b
q
exitieren. Somit folgt die Behauptung A 6! B.
2. Sei A
1
\ A
2
6= ;. Dann existieren (mindestens) zwei Tupel t
1
(a
j
1
; b
p
)
und t
2
(a
j
2
; b
q
) mit a
j
1
2 A
1
, a
j
2
2 A
2
und a
j
1
= a
j
2
. Somit ist b
p
2 B
1
und b
q
2 B
2
. Da B
1
\ B
2
= ; gilt, folgt b
p
6= b
q
und damit die
Behauptung A 6! B.
2.6 SQL
In diesem Abschnitt werden zur Wiederholung drei Konstrukte der Daten-
bankabfragesprache SQL vorgestellt, die unter anderem im weiteren Verlauf
der Arbeit verwendet werden. F

ur eine allgemeine Einf

uhrung in die Sprache
SQL sei auf das Buch [Date, 1987] verwiesen. Die drei Konstrukte sind im
einzelnen:
1. SELECT COUNT (DISTINCT A) vs. SELECT COUNT (A)
2. SELECT R
k
:A
i
, R
l
:A
j
FROM R
k
; R
l
WHERE R
k
:A
i
= R
l
:A
j
3. SELECT : : :FROM : : : [WHERE : : : ] GROUP BY A
1
: : :A
n
Sowohl COUNT (A) als auch COUNT (DISTINCT A) z

ahlen die Anzahl der
Werte f

ur das Attribut A in allen Tupeln, die durch die Anfrage insgesamt
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selektiert werden. F

ur beide Alternativen gilt, da NULL{Werte nicht mit-
gez

ahlt werden. Der Unterschied besteht darin, da bei Verwendung von DI-
STINCT nur verschiedene Werte gez

ahlt werden, w

ahrend sonst alle Werte
gez

ahlt werden.
Beispiel 2.11
SELECT COUNT (A
1
) FROM R
1
= 3
SELECT COUNT (DISTINCT A
1
) FROM R
1
= 3,
SELECT COUNT (A
2
) FROM R
1
= 4,
SELECT COUNT (DISTINCT A
2
) FROM R
1
= 2
R
1
A
1
A
2
1 b
2 a
3 b
NULL b

Die Anfrage (2) beschreibt den
"
{Join\, mit  gleich
"
=\, der dann auch
"
Equijoin\ genannt wird. Eine Realisierung besteht darin, da zuerst das
kartesische Produkt zwischen den Attributen R
k
:A
i
und R
l
:A
j
gebildet wird.
Danach werden alle Tupel, auf die die WHERE{Bedingung nicht zutrit,
wieder eliminiert. Zuletzt wird die Projektion auf die Attribute in der SE-
LECT{Anweisung gebildet. Wird hier das Schl

usselwort DISTINCT zus

atz-
lich verwendet, so werden doppelte Tupel entfernt.
Beispiel 2.12
SELECT R
1
:A
2
, R
2
:A
3
FROM R
1
; R
2
WHERE R
1
:A
2
= R
2
:A
3
SELECT DISTINCTR
1
:A
2
, R
2
:A
1
FROM R
1
; R
2
WHERE R
1
:A
1
= R
2
:A
1
Tabelle [E1] zeigt das Ergebnis der ersten und [E2] das Ergebnis der zweiten
SQL{Anfrage.
R
1
A
1
A
2
1 b
2 a
3 b
NULL b
R
2
A
1
A
2
A
3
1 1 c
1 2 e
2 1 b
2 2 a
3 5 b
7 4 f
[E1]: R
1
1 R
2
R
1
:A
2
R
2
:A
3
b b
b b
a a
b b
b b
b b
b b
[E2]: R
1
1 R
2
R
1
:A
2
R
2
:A
1
b 1
a 2
b 3

KAPITEL 2. RELATIONALE DATENBANKEN 22
Die Anweisung (3) sorgt f

ur eine Einteilung der Attribute A
1
: : :A
n
in der
GROUP BYAnweisung in Gruppen. F

ur jede Gruppe gilt, da alle Werte f

ur
die Attribute A
1
: : :A
n
identisch sind. In der SELECT{Anweisung d

urfen
entweder nur Attribute vorkommen, die in der GROUP BY Liste stehen,
oder Aggregationsfunktionen wie SUM, COUNT usw. Diese Funktionen
d

urfen sich auf alle Attribute beziehen.
Beispiel 2.13 Die Tabelle [T1] zeigt das Resultat der GROUP BY Anwei-
sung, auf dessen Basis dann das Ergebnis berechnet wird. Die Ausgabe dieser
SQL{Anweisung wird in Tabelle [T2] gezeigt.
SELECT COUNT (A,B,C,D,E) FROM R
WHERE A>1 GROUP BY A, B
R A B C D E
3 3 11 d f
2 1 7 d f
2 2 9 c i
3 3 11 d g
1 2 9 a p
2 2 9 c h
[T1]: R A B C D E
2 1 7 d f
2 2 9 c i
2 2 9 c h
3 3 11 d f
3 3 11 d g
[T2]: COUNT A COUNT B COUNT C COUNT D COUNT E
1 1 1 1 1
2 2 2 2 2
2 2 2 2 2

Kapitel 3
Technische Realisierung
Die Eingabe f

ur das Programm bzw. die drei aufeinander aufbauenden Al-
gorithmen sind die Daten einer Datenbank mit dem dazugeh

origen Daten-
bankschema. F

ur die Implementierung wird das DBMS Oracle 7 verwen-
det. Die Kommunikation zwischen dem in Prolog geschriebenen Programm
und dem DBMS geschieht

uber ein Netzwerk mit dem TCP/IP Protokoll.
Weiterhin ist es hierf

ur erforderlich, eine Umsetzung zwischen Prolog und
der Datenbankabfragesprache SQL zu realisieren. Die in Prolog generierten
SQL{Anfragen werden mit Hilfe einer in
"
C\ geschriebenen Schnittstelle an
Oracle V7 weitergereicht. Die Antwort auf eine SQL{Anfrage ist eine Menge
von Tupeln, wobei die Werte der Tupel in den Datenformaten von Oracle
vorliegen. Diese Menge von Tupeln wird in der Schnittstelle in eine Liste
von Prolog Atomen umgewandelt. Dabei werden alle numerischen Daten in
den Prolog Zahlentyp und alle symbolischen Datentypen in Prolog Atome
umgewandelt. Weiterhin erfahren Daten der Oracle Datentypen RAW und
DATE eine Sonderbehandlung. RAW{Daten werden als reine bin

are Daten
herausgeltert und nicht weitergereicht. Daten vom Typ DATE werden auch
in Atome gewandelt.
Die drei Algorithmen bauen hierarchisch aufeinander auf. So wird das Er-
gebnis der Berechnung der numerischen Integrit

atsbedingungen zur Bestim-
mung der Inklusionsabh

angigkeiten zwischen numerischen Attributen ver-
wendet. F

ur die Attribute des Typs VARCHAR werden auch zuerst Minima
und Maxima bzgl. der lexikographischen Ordnung bestimmt, ohne diese je-
doch extra auszugeben. Anschlieend werden die IAen berechnet. Diejenigen
IAen, die innerhalb einer Relation g

ultig sind, werden zur Berechnung der
funktionalen Abh

angigkeiten weiterverwendet. Die Ausgabe des Programms
bildet eine Liste s

amtlicher numerischer Integrit

atsbedingungen sowie eine
Liste der funktionalen Abh

angigkeiten und der un

aren Inklusionsabh

angig-
keiten.
23
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ORACLE  V7
Systemtabellen
Quintus Prolog
C-Schnittstelle
SQL
SQL
Prolog Atome
Tupel
Netzwerk
TCP/IP
DB
(VARCHAR)
(VARCHAR)
Minima und
Maxima
(NUMBER)
numerische
IBen
Funktionale 
Abhaengigkeiten
(NUMBER)
Ausgabe
Eingabe
DBMS
IAen IAen
Abbildung 3.1: Die Architektur des Programms im

Uberblick
Kapitel 4
Bestimmung un

arer
Inklusionsabh

angigkeiten
und funktionaler
Abh

angigkeiten
In diesem Kapitel werden die drei Algorithmen zur Berechnung der nume-
rischen Integrit

atsbedingungen, der un

aren Inklusionsabh

angigkeiten und
der funktionalen Abh

angigkeiten vorgestellt. Jeder einzelne wird im Detail
beschrieben und seine Vollst

andigkeit und Korrektheit gezeigt. Weiterhin
werden auch die Laufzeiten der Algorithmen angegeben.
4.1 Numerische Integrit

atsbedingungen
Der folgende Algorithmus gibt in einem
"
pascal

ahnlichen\ Pseudocode die
Berechnung der Minima und Maxima numerischer Attribute an. Daf

ur wird
vorausgesetzt, da von allen Attributen der Relationen der Typ bekannt ist.
Um diesen zu ermitteln wird die in Abbildung 2.2 schematisch gezeigte Sy-
stemtabelle des DBMS ausgelesen. Die Details hiervon k

onnen im Quelltext
des Programms nachgelesen werden.
Da der Algorithmus ohne

Anderung auch f

ur Attribute des Typs VARCHAR
funktioniert, bekommt er als Eingabe alle Attribute der Relationen ohne
Ber

ucksichtigung des Typs der Attribute. Die SQL{Anweisungen Min(A)
bzw. Max(A) bestimmen bei numerischen Attributen erwartungsgem

a die
Minima und Maxima. Handelt es sich jedoch bei dem Attribut A um den
Typ VARCHAR, so werden die Minima und Maxima der Zeichenketten auf
der Basis der lexikographischen Ordnung bestimmt. Diese Ordnung benutzt
allein die ASCII{Zahlenwerte der Zeichen. Danach ist 0; : : : ; 9 < A; : : : ; Z <
a; : : : ; z. Erweitert auf Zeichenketten bedeutet dies, da z. B. e > ZZ und
aa < aaa ist. Zeichenketten werden nur bis zum jeweils letzten Zeichen der
k

urzeren Zeichenkette verglichen.
25
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Bei dieser Ordnung wird die L

ange der Zeichenketten nicht ber

ucksichtigt.
Alternativ w

are es m

oglich, diese Ordnung zweistug zu denieren. Im ersten
Schritt wird die L

ange der Zeichenketten verglichen, so da alle Zeichenket-
ten der L

ange k kleiner sind als alle Zeichenketten der L

ange k+1. Und im
zweiten Schritt wird dann die obige Ordnung benutzt. Dies geschieht hier
jedoch nicht.
Die in dem Algorithmus Minmax berechneten Minima und Maxima der
Attribute des Typs VARCHAR werden nicht extra an den Benutzer ausge-
geben. Sie dienen allein dazu, eine Vorauswahl f

ur den Algorithmus Inclu-
sion Dependencies treen zu k

onnen. Dies geschieht in dem Algorithmus
Intervalle.
F

ur den Algorithmus Minmax ist es im Prinzip gleichg

ultig, in welcher
Reihenfolge die Attribute abgearbeitet, sprich die SQL{Anfragen gestellt
werden, solange jedes Attribut einmal an die Reihe kommt. Es werden jedoch
trotzdem erst alle Attribute einer Relation R
i
durchlaufen, bevor mit den
Attributen der Relation R
i+1
fortgefahren wird. Dies geschieht allein aus der
Vermutung, da das DBMS ab dem zweiten Zugri auf die gleiche Relation
diese Anfragen optimieren kann. Zumindest bei der Datenbank Oracle 7 ist
dieses Vorgehen begr

undet. Eine Vertiefung dieser Frage ginge jedoch

uber
den Rahmen dieser Arbeit hinaus.
Algorithmus: Minmax
Eingabe: Eine Liste L von Paaren mit folgendem Aufbau:
[(R
1
; A
11
),: : : ,(R
1
; A
1r
),: : : ,(R
m
; A
m1
),: : : ,(R
m
; A
ms
)],
wobei R
i
die Relationen und A
ij
die Attribute der Relation R
i
bezeichne.
Ausgabe: Eine Liste ERG von Quadrupeln:
[(R
1
; A
11
; min;max); : : : ; (R
m
; A
ms
; min;max)]
ERG := fg
while L 6= fg do
(R,A) := Kopf(L)
(min,max) := SELECT MIN(A),MAX(A)
FROM R
ERG := [ERG j (R,A,min,max)]
L := Rumpf(L)
od
return(ERG)
Ende
In dem Algorithmus gibt Kopf(L) das erste Element der Liste zur

uck und
Rumpf(L) die Liste ohne das erste Element. Das Ergebnis der SQL{Anfrage
ist ein zweielementiges Tupel, das dem Paar (min,max) zugewiesen wird.
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4.1.1 Eigenschaften des Algorithmus
Die Liste L in dem Algorithmus Minmax enth

alt n Elemente und damit
n Attribute. Jede Relation R
i
enth

alt m
i
Tupel. F

ur die folgende wie auch
alle weiteren Aussagen bezeichne n jeweils die Anzahl der Attribute. Die
Zahl der Tupel einer Relation R
i
, oder wenn die Attribute aus mehreren
Relationen stammen, die Anzahl der Tupel der Relation R
i
mit den meisten
Tupeln, wird mit m bezeichnet.
1
Lemma 4.1 Die Laufzeit des Algorithmus betr

agt O(n m).
Beweis Die Liste L enth

alt n Elemente, folglich wird der Algorithmus
n{mal durchlaufen. Das Durchsuchen von m Tupeln eines Attributes nach
dem Minimum und Maximum, welches in einem Durchlauf geschehen kann,
ben

otigt 2m Vergleiche und damit O(m) Zeit. Beide Ergebnisse zusammen
liefern O(n m).
Es ist leicht ersichtlich, da der Algorithmus Minmax unter der Vorausset-
zung, da die Ergebniss der SQL{Anfragen korrekt sind, selbst vollst

andig
und korrekt ist, d. h. es werden f

ur alle Attribute die korrekten Minima und
Maxima berechnet.
4.2 Un

are Inklusionsabh

angigkeiten
Die Berechnung der un

aren Inklusionsabh

angigkeiten in dem Algorithmus
Inclusion Dependencies geschieht grunds

atzlich getrennt f

ur Attribute
der beiden Typen NUMBER und VARCHAR. Um diesen Algorithmus zur
Berechnung aller existierenden IAen zu beschleunigen, wird zuerst eine Vor-
auswahl getroen. Dies beschreibt der n

achste Abschnitt.
4.2.1 Teilmengenbeziehungen zwischen Wertebereichen
Damit eine IA R
i
[A]  R
j
[B] existiert, m

ussen alle Werte, die f

ur das At-
tribute A vorkommen, auch als Werte f

ur das Attribut B vorkommen. Nun
wurden im vorherigen Abschnitt schon f

ur jedes Attribut zwei besondere
Werte bestimmt, n

amlich die Minima und Maxima der Attribute. Die fol-
gende Beobachtung verhilft dazu, die Menge der Attribute, die

uberhaupt
nur f

ur IAen in Frage kommen, durch eine Vorauswahl einzuschr

anken.
Gegeben seien zwei geordenete Mengen A und B. Damit A eine Teilmenge
der Menge B sein kann, mu mindestens das minimale sowie das maximale
Element von A auch Element von B sein. Ist diese notwendige Bedingung
nicht erf

ullt, so kann A keine Teilmenge von B sein und die hiermit korre-
spondierende un

are Inklusionsabh

angigkeit R
i
[A]  R
j
[B] nicht existieren.
1
Dadurch lassen sich die Laufzeiten bei mehreren Relationen mit unterschiedlichen
Anzahlen an Tupel einfacher absch

atzen und angeben.
KAPITEL 4. BESTIMMUNG DER IAEN UND FAEN 28
Diese

Uberlegung wird vom Algorithmus Intervalle zur Berechnung ei-
ner Vorauswahl von Attributen ausgenutzt. Dazu werden die Ergebnisse aus
Abschnitt 4.1 verwendet. Bleibt anzumerken, da dieser Algorithmus zwei-
mal durchlaufen wird. Die lexikographische Ordnung wird nicht mehr zur
gemeinsamen Berechnung der IAen ausgenutzt, weil es F

alle gibt, in denen
symbolische Werte mit Zahlen beginnen, wie das n

achste Beispiel zeigt.
2
Beispiel 4.1 Seien
"
31\ und
"
79\ bzw.
"
10, Rue du docteur Carrel\ und
"
Beethovenstr. 54\ die Minima und Maxima des numerischen Attributes A
und des symbolischen Attributes B. Die Ausnutzung der lexikographischen
Ordnung liefert, da das von A aufgespannte Intervall in B enthalten ist. 
Algorithmus: Intervalle
Eingabe: Eine Liste der n Attribute aus allen Relationen, die vom gleichen
Typ sind, zusammen mit ihren Minima und Maxima.
Ausgabe: Eine Liste ERG der Attribute, f

ur die 2 gilt.
1. Berechne alle n  (n , 1) M

oglichkeiten f

ur R
i
[A]  R
j
[B] bzw.
R
j
[B]  R
i
[A].
2. Fasse alle Attribute zu einer Liste ERG zusammen, f

ur die gilt:
(a) Das Intervall von A ist in B enthalten: min(A)  min(B) und
max(A)  max(B).
(b) Oder das Intervall von B ist in A enthalten: min(B)  min(A)
und max(B)  max(A).
3. return(ERG)
Ende
Lemma 4.2 Die Laufzeit des Algorithmus betr

agt O(n
2
).
Beweis Es gibt n Attribute eines Typs und n(n,1) M

oglichkeiten, zwei
verschiedene Attribute zu kombinieren. Die f

ur die Vergleiche der Minima
und Maxima ben

otigte Zeit ist jedesmal konstant.
W

ahrend der Bestimmung dieser Vorauswahl k

onnten sicherlich die transi-
tiven Beziehungen zwischen den Intervallen ausgenutzt werden, die durch
die Maxima und Minima aufgespannt werden.
2
Dieses w

urde zu

ahnlichen Eekten f

uhren wie in Beispiel 2.10; vgl. auch die sich dort
anschlieende Diskussion. Eine Erkennung dieser F

alle mit entsprechender Behandlung ist
aufwendiger als der zweimalige Aufruf des Algorithmus Intervalle.
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Beispiel 4.2

[,1; 23]  [,19; 53]

^

[,19; 53] [,145; 312]

) [,1; 23] [,145; 312]

Der zus

atzliche Aufwand zur Erkennung dieser Transitivit

at ist bei dem Al-
gorithmus Intervalle nicht gerechtfertigt, weil er keine Anfragen an die
Datenbank stellt, deren Einsparung immer oberstes Ziel sein mu. Beim
n

achsten Algorithmus ist das jedoch nicht der Fall. Dort wird gerade ver-
sucht, transitive Beziehungen auszunutzen.
4.2.2 Bestimmung der un

aren Inklusionsabh

angigkeiten
Die folgenden grunds

atzlichen

Uberlegungen gelten sowohl f

ur numerische
als auch f

ur symbolische Attribute. Weiterhin sind die folgenden drei SQL{
Anweisungen unabh

angig davon, von welchem Typ die Attribute sind. An-
hand der Tupel, die diese drei Anfragen als Ergebnis zur

uckliefern, l

at sich
feststellen, ob eine Inklusionsabh

angigkeit zwischen zwei Attributen A
1
und
A
2
existiert, d. h. ob A
1
 A
2
oder A
2
 A
1
oder beides gilt.
1. SELECT COUNT(DISTINCT R
i
:A
1
)
FROM R
i
; R
j
WHERE R
i
:A
1
= R
j
:A
2
=: e
2. SELECT COUNT(DISTINCT A
1
)
FROM R
i
=: e
1
3. SELECT COUNT(DISTINCT A
2
)
FROM R
j
=: e
2
Bei diesen drei Anfragen f

allt auf, da die zweite und dritte Anfrage, zumin-
dest wenn R
i
= R
j
ist, zu einer Anfrage zusammengefat werden k

onnen.
Da es bei dem sp

ateren Algorithmus aber F

alle gibt, bei denen eine derar-
tige M

oglichkeit von vornherein ausgeschlossen werden kann, geschieht dies
nicht.
Das Ergebnis dieser drei SQL{Anfragen ist jeweils ein einelementiges Tupel,
bestehend aus einer Zahl, die in e; e
1
und e
2
gespeichert wird. Die folgenden
drei Gleichungen geben die Art der Inklusionsabh

angigkeit an, falls eine
existiert.
1. e = e
1
) A
1
 A
2
2. e = e
2
) A
2
 A
1
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3. e = e
1
= e
2
) A
1
 A
2
^A
2
 A
1
, also A
1
= A
2
Ein naiver Algorithmus, der alle un

aren Inklusionsabh

angigkeiten berech-
net, sieht wie folgt aus: Berechne bei n Attributen eines Typs alle O(n
2
)
Kombinationen f

ur A  B oder B  A. Stelle f

ur jedes Paar A;B die drei
SQL{Anfragen und bestimme mit Hilfe der drei Gleichungen die Art der
Inklusionsabh

angigkeit.
Dieser naive Algorithmus hat eine Laufzeit von O(n
2
m
2
). Der Faktor n
2
ist klar, da es n  (n , 1) M

oglichkeiten gibt, zwei verschiedene Attribute
zu kombinieren. Bleiben die SQL{Anfragen. Die aufwendigste Anfrage ist
die erste mit dem Join. Dieser ben

otigt bei maximal m Tupeln O(m
2
). Dies
zusammen ergibt die Gesamtlaufzeit.
Da in der Praxis verwendete Datenbanken um mehrere Zehnerpotenzen
mehr Tupel beinhalten als die Relationen Attribute, mu das Ziel sein,
m

oglichst viele Datenbankzugrie einzusparen. Um dieses Ziel zu erreichen,
werden zwei Dinge ausgenutzt. Zum einen wird die Systemtabelle auf Fremd-
schl

usseleintr

age hin durchsucht. F

ur alle Fremdschl

usselattribute gilt, da
ihre Werte eine Teilmenge der Wertemenge des entsprechenden anderen,
referenzierten Attributes sind. F

ur alle diese Attribute gelten die entspre-
chenden IAen trivialer Weise, da sie vom Datenbankmanagementsystem,
zumindest bei Oracle 7, garantiert werden.
Zum anderen sind IAen transitiv. Diese Transitivit

at kann von einem ent-
sprechenden Algorithmus ausgenutzt werden, um Datenbankanfragen ein-
zusparen. Der obige naive Algorithmus durchl

auft auch im g

unstigsten Fall
O(n
2
) mal die drei SQL{Anfragen. Dieses wird im Algorithmus Inclusion
Dependencies anders sein.
4.2.3 Ein Algorithmus f

ur Inklusionsabh

angigkeiten
Der nun folgende Algorithmus Inclusion Dependencies nutzt die Transi-
tivit

at der Inklusionsabh

angigkeiten aus. Dazu berechnet er nach jeder neuen
gefundenen IA alle diejenigen IAen, die sich aufgrund der Tansitivit

at er-
geben und noch nicht an der Datenbank

uberpr

uft wurden. Damit dieses
ezient durchgef

uhrt werden kann, wird ein gerichteter Graph G(V;E) ver-
wendet. Die Menge der Knoten wird mit A
1
bis A
n
bezeichnet, wobei A
1
= 1
und A
n
= n ist. Weiterhin wird eine injektive Funktion label(R
i
:A
j
), die al-
len Attributen R
i
:A
j
eine ganze Zahl A
k
zuordnet, vorausgesetzt. Die Zahlen
von A
1
bis A
n
werden ben

otigt, da die nat

urliche Ordnung auf ihnen in dem
Algorithmus ausgenutzt wird. In dem Graphen G existiert genau dann eine
Kante von A
i
nach A
j
, wenn es eine un

are Inklusionsabh

angigkeit der Art
R
p
[A
k
]  R
q
[A
l
] gibt. Auerdem wird im folgenden Algorithmus nicht ex-
tra zwischen Kanten von A
i
nach A
j
und den IAen, die sie repr

asentieren,
unterschieden. Bei A
i
 A
j
ist jeweils sinngem

a entweder die Kante oder
die IA gemeint.
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Algorithmus: Inclusion Dependencies
Eingabe: Eine Menge von Attributen eines Typs
Ausgabe: Eine Liste aller un

aren Inklusionsabh

angigkeiten.
1. Numeriere alle Attribute R
i
:A
j
von A
1
bis A
n
durch.
2. Baue einen gerichteten Graphen auf mit allen Knoten A
i
. Weiter-
hin enthalte dieser Graph Kanten A
i
! A
j
genau dann, wenn f

ur
A
i
in der Systemtabelle der Fremdschl

ussel A
j
eingetragen ist.
3. Baue folgende Listenstruktur auf:
h
[A
1
: [A
2
; A
2
]; [A
3
; A
3
]; : : : ; [A
n
; A
n
]]
[A
2
: [A
3
; A
3
]; : : : ; [A
n
; A
n
]]
.
.
.
[A
n 1
: [A
n
; A
n
]]
i
A
j
bzw. A
j
bedeutet, es mu noch getestet werden, ob A
i
 A
j
bzw. A
j
 A
i
gilt. Dabei enthalte die Liste von A
i
genau dann
A
j
bzw. A
j
mit j > i, wenn es keinen Weg von A
i
nach A
j
bzw.
von A
j
nach A
i
gibt.
4. F

uhre folgende Schritte f

ur A
i
mit 1  i < n aus:
(a) Sei A
i+r
mit r 2 f1; : : : ; n, ig der n

achste Test. Gibt es eine
Kante von A
i+r
zu einem Knoten A
k
mit k < i und keine
Kante von A
i
nach A
k
, dann mache mit dem n

achsten Test
in 4b weiter, sonst f

uhre den Test aus. Gilt A
i
 A
i+r
, dann
rufe erst Update mit A
i
 A
i+r
auf und mache dann bei 4b
weiter, sonst gehe direkt zu 4b.
(b) Sei A
i+r
mit r 2 f1; : : : ; n , ig der n

achste Test. Gibt es
eine Kante von A
i
zu einem Knoten A
k
mit k < i und keine
Kante von A
i+r
nach A
k
, dann mache mit dem n

achsten Test
in 4a weiter, sonst f

uhre den Test aus. Gilt A
i+r
 A
i
, dann
rufe zuerst Update mit A
i+r
 A
i
auf und gehe dann zu 4a,
sonst gehe direkt zu 4a.
(c) Solange die Liste der tests f

ur A
i
nicht leer ist, gehe zu 4a
und mache mit dem n

achsten Test A
i+r+1
weiter.
5. Fahre bei 4 mit A
i+1
fort.
Ende
Bevor der Algorithmus Update n

aher beschrieben wird, zuerst ein paar Be-
merkungen. Die Eingabe des gerade vorgestellten Algorithmus besteht genau
aus den Attributen, die die Ausgabe des Algorithmus Intervalle bilden.
Weiterhin wird die in Schritt (3) beschriebene Listenstruktur, sobald die
ersten IAen gefunden wurden, sehr schnell durch die Aufrufe von Update
unvollst

andig. Dies soll heien, da z. B. in manchen
"
Paaren\ von Tests
der eine oder der andere fehlt, oder da Paare ganz fehlen. Dies mu in den
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Schritten 4a und 4b noch entsprechend ber

ucksichtigt werden. Weiterhin
fehlt bewut die Angabe der Ausgabe des Algorithmus. In der implemen-
tierten Version werden alle Kanten des Graphen ausgegeben. Diese repr

asen-
tieren nach Beendigung des Algorithmus alle IAen. Durch eine kleine

Ande-
rung kann aber auch die transitive H

ulle ausgegeben werden, da sie bei der
Erkennung und Ausnutzung der Transitivit

at als Nebenprodukt anf

allt.
Vergleicht man noch einmal die im vorherigen Abschnitt angegeben SQL{
Anweisungen zur Bestimmung der un

aren Inklusionsabh

angigkeiten mit den
Schritten 4a und 4b, dann wird klar, da es sinnvoll ist, zuerst nachzu-
schauen, ob beide Tests A
i
und A
i
oder nur noch einer vorkommt. Dies
verhindert, da die erste SQL{Anfrage zweimal gestellt wird. Auch diese
Bedingung wurde der

Ubersichtlichkeit wegen aus dem Algorithmus ent-
fernt.
Algorithmus: Update
Eingabe: Eine gefundene IA A
i
 A
j
1. Trage die Kante A
i
! A
j
in den Graph ein.
2. (a) i < j
i. Finde alle Knoten A
k
mit k > i, von denen es einen Weg
zu A
i
gibt.
ii. Finde alle Knoten A
l
mit l > i, die von A
j
aus erreichbar
sind.
iii. Streiche alle Tests A
l
; l > j in der Liste A
i
.
iv. Streiche alle Tests A
l
; k < l in den Listen A
k
.
v. Streiche alle Tests A
k
; k > l in den Listen A
l
.
(b) i > j
i. Finde alle Knoten A
k
mit k > j, von denen es einen Weg
zu A
i
gibt.
ii. Finde alle Knoten A
l
mit l > j, die von A
j
aus erreichbar
sind.
iii. Streiche alle Tests A
k
; k > i in der Liste A
j
.
iv. Streiche alle Tests A
l
; k < l in den Listen A
k
.
v. Streiche alle Tests A
k
; k > l in den Listen A
l
.
Ende
Die Algorithmen Inclusion Dependencies und Update garantieren, da
jede IA, die sich aufgrund der Transitivit

at ergibt, entdeckt wird und nicht
mehr an der Datenbank

uberpr

uft wird. Weiterhin werden auch die F

alle
gefunden, in denen die IA A
i
 A
j
ausgeschlossen werden kann, da sie
wegen der Art des Durchlaufs durch alle Kombinationen nicht existieren
kann. Jedoch spielt die Reihenfolge, in der die Attribute zum Testen der
IAen durchlaufen werden, eine Rolle. Dies verdeutlicht das folgende Beispiel.
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A1
A6 A5
A4
A2 A3
(1)
(6)
(5)
Abbildung 4.1: Skizze zum Beispiel 4.3
Beispiel 4.3 Gesucht sind alle IAen zwischen A und A
1
; : : : ; A
n
. Angenom-
men, es existiert eine
"
transitive Kette\ A
n
 A
n 1
 : : :A
1
aufgrund der
gefundenen Fremdschl

usseleintr

age in der Systemtabelle. Damit sind diese
Kanten nach dem Schritt 2 im Algorithmus Inclusion Dependencies im
Graph eingetragen. Wenn nun jeweils gilt, da A  A
1
; A  A
2
; : : : ; A  A
n
ist und gleichzeitig A
1
6 A;A
2
6 A; : : :A
n
6 A ist, dann werden hierf

ur
2 n mal die SQL{Anfragen an die Datenbank gestellt. W

aren die Attribute
aber genau umgekehrt numeriert, so w

urden nur zweimal die SQL{Anfragen
gestellt. Dies ergibt sich aufgrund der Transitivit

at und der Tatsache, da
A
n 1
 A; : : : ; A
1
 A nicht gelten kann, vgl. hierzu auch Lemma 4.3. 
Beispiel 4.4 In Abbildung 4.1 wird das letzte Beispiel noch einmal aufge-
grien. Wird mit (6) und dem Test A
6
angefangen, dann werden folgende
Tests gestrichen: A
5
,: : : ,A
2
. Nach dem Test A
6
k

onnen dann die restlichen
Tests A
5
,: : : ,A
2
entfernt werden.
Um gegen solche F

alle gewappnet zu sein, k

onnte explizit nach Ketten mit
einer bestimmten Mindestl

ange gesucht werden. Der Algorithmus s

ahe dann
so aus, da zuerst der Graph aufgebaut wird. Dann wird nach diesen Ketten
gesucht, und je nach Ergebnis werden dann die Attribute durchnumeriert.
Der Rest bliebe gleich. Aus Gr

unden einer einfacheren Implementierung wird
jedoch darauf verzichtet.
4.2.4 Analyse des Algorithmus
In diesem Abschnitt werden die beiden Algorithmen Inclusion Depen-
dencies und Update n

aher analysiert. Dazu werden einige Eigenschaften
gezeigt und jeweils ihre Laufzeiten angegeben. Die jeweils erste Anweisung
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in den Schritten 4a und 4b im Algorithmus Inclusion Dependencies be-
schreibt eine Invariante, die w

ahrend der Ausf

uhrung des Algorithmus auf-
rechterhalten wird. Das folgende Lemma zeigt die Korrektheit dieser Anwei-
sungen.
Lemma 4.3 1. Wenn eine gerichtete Kante vom Knoten A
i+r
zu dem
Knoten A
k
existiert und keine solche Kante von A
i
nach A
k
mit k < i,
dann kann es keine Kante von A
i
nach A
i+r
geben.
2. Wenn eine gerichtete Kante vom Knoten A
i
zu dem Knoten A
k
exitiert
und keine solche Kante von A
i+r
nach A
k
mit k < i, dann kann es
keine Kante von A
i+r
nach A
i
geben.
Beweis
1. Angenommen die Kante von A
i
nach A
i+r
existiert. (F

ur den Algorith-
mus bedeutet dies, da die entsprechende IA A
i
 A
i+r
gilt.) Dann
folgt aufgrund der Transitivit

at: A
i
 A
i+r
 A
k
) A
i
 A
k
. Da
jedoch k < i ist, wurde die IA A
i
 A
k
als Test A
i
beim Durchlauf der
Liste f

ur A
k
schon getestet. Und da es diese Kante A
i
nach A
k
nicht
gibt, hat die IA A
i
 A
k
nicht gegolten. Dies f

uhrt zum Widerspruch.
2. Analog zum ersten Fall.
Die Korrekheit des Algorithmus Inclusion Dependencies beruht im we-
sentlichen auf diesem Lemma. Alle anderen Schritte sorgen nur f

ur einen
geordneten Durchlauf durch alle m

oglichen Tests und sind trivial. Der Algo-
rithmus Update ist f

ur die Erkennung der Transitivit

at zust

andig. Die ein-
zelnen Fallunterscheidungen garantieren, da nur versucht wird, in den Li-
sten Tests zu streichen, in denen sie auch vorkommen k

onnen. Diese Schritte
sind einfach nachzuvollziehen und werden nicht extra bewiesen.
Die Analyse der Laufzeit des Algorithmus Inclusion Dependencies lie-
fert folgende Ergebnisse: die Schritte (1) und (2) ben

otigen bei n Attributen
jeweils eine lineare Laufzeit von O(n). In Schritt (3) m

ussen von jedem Kno-
ten ausgehend alle Nachfolger gesucht werden. Diese werden ben

otigt, um
die m

oglichen Tests zu streichen, die wegen der Transitivit

at der Inklusions-
abh

angigkeiten

uber

ussig sind. Da in der Systemtabelle jedes Attribut aber
nur bez

uglich eines anderen Attributs als Fremdschl

ussel eingetragen werden
kann, gibt es nur O(n) Kanten. Eine Suche per Breitensuche oder Tiefen-
suche ben

otigt daher O(n). Der Aufbau der Listen mit den auszuf

uhrenden
Tests ben

otigt O(n
2
). Dies f

uhrt zu einer Laufzeit f

ur den dritten Schritt
von O(n
2
) + n  O(n) = O(n
2
).
Die Schritte (4) und (5) arbeiten die Liste mit den Tests ab. Die erste An-
weisung in 4a und 4b ben

otigt jeweils nur eine konstante Zeit. Jede der an
die Datenbank gestellten Anfragen ben

otigt wiederum O(m
2
) bei maximal
m Tupeln. Dies f

uhrt zu einer Gesamtlaufzeit f

ur den (4) und (5) Schritt
von O(n
2
 (Update+O(m
2
))
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Lemma 4.4 Der Algorithmus Update hat eine Laufzeit von O(n
3
).
Beweis Das Einf

ugen einer Kante in Schritt (1) ben

otigt jeweils konstante
Zeit. Im zweiten Schritt wird immer nur (a) oder (b) ausgef

uhrt. Die in
i. und ii. ausgef

uhrte Suche ben

otigt jeweils O(n + e). Bei n Attributen
k

onnen maximal O(n) Knoten A
k
bzw. A
l
gefunden werden. Weiterhin gibt
es O(n) Listen A
k
bzw. A
l
. Das L

oschen eines Elementes in einer Liste
mit O(n) Elementen ben

otigt wiederum O(n). Dies macht zusammen f

ur
die Punkte iii. bis v. O(n
3
). Daraus ergibt sich folgende Gesamtlaufzeit:
2  O(n+ e) +O(n
3
) = O(n
3
).
Die Laufzeit l

at sich auf O(n
2
) senken, wenn andere Datenstrukturen zum
Speichern der notwendigen Tests verwendet werden. Dies k

onnen Arrays
sein, die
"
indizierte Zugrie\ in O(1) erm

oglichen. Diese werden jedoch von
Prolog nicht bereitgestellt.
Theorem 4.1 Die Gesamtlaufzeit des Algorithmus Inclusion Dependen-
cies betr

agt O(n
5
+ n
2
m
2
).
Vergleicht man das Ergebnis von O(n
5
+ n
2
m
2
) mit O(n
2
m
2
) f

ur den
naiven Algorithmus, so l

at sich folgendes feststellen. Abgesehen von dem
im Beispiel 4.3 gezeigten Problem, werden alle transitiven Beziehungen zwi-
schen IAen entdeckt und die entsprechenden Datanbankzugrie eingespart.
Weiterhin werden auch die F

alle vorher entdeckt, in denen keine un

aren
Inklusionsabh

angigkeiten aufgrund des Lemmas 4.3 existieren k

onnen. Es
werden also bei einer fest gew

ahlten Reihenfolge des Durchlaufs durch alle
Kombinationen nur soviel Datenbankanfragen gestellt, wie gerade n

otig sind,
um alle IAen zu nden.
Angenommen es existieren in einer Datenbank keine IAen. Dann ist der
naive Algorithmus aufgrund seiner Einfachheit schneller, da beide Algorith-
men alle n
2
Kombinationen an der Datenbank

uberpr

ufen m

ussen. Sobald
nur einige wenige IAen existieren,

andert sich diese Situation. Ab wieviel
gefundenen IAen der Algorithmus Inclusion Dependencies nun wirklich
schneller ist, h

angt im wesentlichen von der Anzahl der Tupel in der Daten-
bank ab.
Bei einem sehr groen m im Verh

altnis zu n, z. B. 10
6
zu 30, kann eine ein-
zige Anfrage, gemessen in CPU{Zeit, l

anger dauern, als die Gesamtlaufzeit
des Algorithmus Inclusion Dependencies ohne die SQL{Anfragen. Daher
kann sich der Aufwand vonO(n
5
) dann schon bei einer einzigen aufgrund der
Transitivit

at eingesparten Anfrage, ob A
i
 A
j
gilt, lohnen. Dies verdeut-
licht auch nochmal, da es in der Praxis uninteressant ist, welche genaue,
polynomielle Laufzeit der Algorithmus zur Erkennung der Transitivit

at hat.
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4.3 Funktionale Abh

angigkeiten
Im Gegensatz zu den Inklusionsabh

angigkeiten des letzten Abschnittes wer-
den funktionale Abh

angigkeiten f

ur jedes Relationenschema des Datenbank-
schemas getrennt berechnet. Jedoch wird nicht mehr zwischen den Typen
der Attribute unterschieden. Auer den Attributen der beiden Typen VAR-
CHAR und NUMBER, werden hier noch die Attribute vom Typ DATE zur
Menge der betrachteten Attribute hinzugenommen. Die Ausgabe des Algo-
rithmus besteht in der Menge F der FAen der Form A
1
A
2
: : :A
n
! A, wobei
die linke Seite minimal und die rechte Seite einstellig ist. Da, wie gezeigt wer-
den wird, der Algorithmus vollst

andig und korrekt ist, wird sichergestellt,
da in F

s

amtliche in der Relation g

ultigen FAen enthalten sind.
4.3.1 Komplexit

at der Suchprobleme
In diesem Abschnitt wird der Suchraum analysiert, der von den minimalen
funktionalen Abh

angigkeiten aufgespannt wird. Dazu werden zwei verschie-
dene Fragestellungen er

ortert. Zum einen
"
Wieviele minimale funktionale
Abh

angigkeiten gibt es?\, und zum anderen
"
Wie sieht die Struktur des
Suchraumes aus?\.
Wie weiter oben gezeigt, vgl. Denition 2.10, gilt f

ur die minimalen funktio-
nalen Abh

angigkeiten, die in dieser Arbeit betrachtet werden, da die rechte
Seite einstellig ist und da das Attribut der rechten Seite auf der linken Seite
nicht vorkommt. Betrachtet man nun eine Relation mit den vier Attributen
A;B;C und D, so sieht der komplette Suchraum wie in Abbildung 4.2 aus.
Dabei sind zur Vereinfachung der Darstellung die rechten Seiten der FAen
entfernt worden. A bzw. AB usw. in dem linken Teilsuchraum steht f

ur
die funktionale Abh

angigkeit A ! D bzw. AB ! D. In den drei anderen
Teilsuchr

aumen steht auch jeweils das
"
fehlende\ der vier Attribute auf der
rechten Seite. Damit ist klar, da gleiche Attributkombinationen wie z. B.
AC f

ur unterschiedliche FAen stehen und somit nicht zusammengefat wer-
den. Bei dieser Art der Darstellung kann die Kombination ABCD nicht
vorkommen, da sie eine FA ABCD ! X repr

asentiert, die nicht minimal
im Sinne der Denition 2.10 ist, weil sie trivialerweise gilt, vgl. Denition
2.4 und Lemma 2.1.
In der Abbildung sind die Verbindungen z. B. zwischen A, AB und AC wie
folgt zu interpretieren. Wenn die FA A ! D, gilt, dann gelten auch die
FAen AB ! D und AC ! D. Oder wenn AD! C nicht gilt, dann k

onnen
auch A ! C und D ! C nicht gelten. Da der in dieser Arbeit verwen-
dete Minimalit

atsbegri sich nicht auf eine minimale Menge funktionaler
Abh

angigkeiten bezieht, vgl. Denition 2.12, wurden
"
Querverbindungen\
weggelassen, die aufgrund der Transitivit

at oder Pseudotransitivit

at beste-
hen.
Bemerkung 4.1 1. Jeder einzelne Teilsuchraum aus der Abbildung 4.2
bildet einen Halbverband. Jeder dieser Verb

ande l

at sich zu einem
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A B C A B D A C D B C D
AB AC BC AB AD BD AC AD CD BC BD CD
ABC ABD ACD BCD
E1
E2
E3
Abbildung 4.2: So sieht der vollst

andige Suchraum f

ur 4 Attribute aus.
Booleschen Verband erg

anzen, wenn auf der Ebene 0 sogenannte
"
nicht
standard\ FAen eingef

uhrt werden. Hierbei handelt es sich um FAen
der Form ; ! A. Diese sind erf

ullt, wenn f

ur das Attribut A nur
identische Werte vorkommen, siehe hierzu [Kanellakis et al., 1983].
2. Da bei der Verwendung des Begris
"
Teilsuchraum\ immer einer die-
ser Halbverb

ande in seiner Gesamtheit gemeint ist, wird im folgenden
h

auger der Begri
"
Halbverband\ verwendet.
Lemma 4.5 In einem vollst

andigen Suchraum f

ur n Attribute existieren
n 1
X
i=1
 
n
i
!
 (n, i) = n  (2
n 1
, 1)
unterschiedliche nicht triviale funktionale Abh

angigkeiten mit einer einstel-
ligen rechten Seite.
Beweis Schichtet man die FAen nach der Anzahl der Attribute auf der
linken Seite in Ebenen, siehe Abbildung 4.2, so gibt es bei n Attributen
n , 1 Ebenen. Die Ebenen werden dabei wie in der Abbildung mit E
1
bis
E
n 1
durchnumeriert. Pro Ebene gibt es
 
n
i

M

oglichkeiten, eine i{elementige
Teilmenge zu bilden. Es verbleiben dann noch bei einstelligen Konklusionen
n , i Attribute f

ur die rechte Seite der FA, wobei kein Attribut doppelt
vorkommt, d. h. links und rechts steht. Nun mu noch

uber die Anzahl der
Ebenen summiert werden. Damit ergibt sich die Summe auf der linken Seite
der Gleichung. Der Beweis der Gleichung an sich bendet sich im Anhang
A.
Betrachtet man die Verteilung der FAen
"

uber die Ebenen\, so erkennt man,
da auf den mittleren Ebenen die meisten Elemente vorkommen. Abbildung
4.3 zeigt dies f

ur 20 Attribute. Diese Verteilung ist symmetrisch, (aufgrund
des Symmetriesatzes f

ur Binomialkoezienten:
 
n
k

=
 
n
n k

), jedoch wegen
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# FAen
10
10
10
10
10
10
1
2
3
4
5
6
107
1 195 10 15 20
Ebene
Abbildung 4.3: Verteilung der Anzahl der FAen

uber die Ebenen
des Faktors (n,k) in der Summenformel leicht verschoben. Die Wachstums-
rate zu der mittleren Ebene hin bzw. die Zerfallsrate nach dieser Ebene ist
exponentiell
3
.
Das n

achste Lemma gibt eine obere Schranke f

ur die Anzahl minimaler funk-
tionaler Abh

angigkeiten an. Auf der einen Seite wird der Binomialkoezient
 
n
k

 (n, k) f

ur k =
j
n 1
2
k
maximal. Aber erst mit der Forderung nach mi-
nimalen FAen, und den damit verbundenen Eigenschaften, ergibt sich das
Lemma. Der Beweis zeigt gleichzeitig, da diese Schranke nur erreicht wird,
wenn alle minimalen FAen auf der mittleren Ebene liegen, und da es nicht
mehr FAen geben kann, wenn diese anders auf die Ebenen aufgeteilt werden.
Lemma 4.6 In einem vollst

andigen Suchraum f

ur n Attribute existieren
maximal
 
n
k
!
 (n, k) mit k =

n , 1
2

minimale funktionale Abh

angigkeiten.
3
F

ur Binomialkoezienten existiert eine

aquivalente Schreibweise mit Fakult

aten. Diese
werden mit der Stirling'schen Formel approximiert, aus der sich die Behauptung ablesen
l

at. Diese Behauptung folgt nicht aus der rechten Seite der Gleichung in Lemma 4.5.
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Beweis Wir betrachten zun

achst einen Halbverband bei einem Suchraum
mit n Attributen.
1. Sei n ungerade. Dann gibt es auf der Ebene i =
n 1
2
die meisten FAen,
genau
 
n 1
i

. Seien diese alle minimal.
(a) Angenommen es gibt auf einer Ebene k mit k < i eine weitere
minimale FA der Form A
j
1
: : :A
j
k
! B. Dann sind auf Ebene
i mindestens zwei FAen nicht minimal, denn diese enthalten auf
der linken Seite auch die Attribute A
j
1
: : :A
j
k
. Folglich w

urde sich
die Anzahl insgesamt vermindern.
(b) Sei nun k > i, und es gebe eine weitere minimale FA der Form
A
j
1
: : :A
j
k
! B. Dann k

onnen auf der Ebene i mindestens zwei
FAen nicht minimal sein. Denn diese bestehen aus Attributen
A
l
1
: : :A
l
i
auf der linken Seite, die alle Element aus der Menge
fA
j
1
; : : : ; A
j
k
g sind.
Beide F

alle k

onnen entsprechend auf mehr als eine FA erweitert wer-
den.
2. Sei n nun gerade. Dann gibt es auf den Ebenen i =
n
2
, 1 und j =
n
2
sowohl gleichviel als auch die meisten FAen. Ohne Beschr

ankung der
Allgemeinheit seien alle minimalen FAen auf Ebene i =
n
2
, 1. Dort
gibt es
 
n 1
i

FAen und es gilt die gleiche Argumentation wie in 1.
Da alle minimalen FAen in einem Halbverband unabh

angig von den FAen in
den anderen Halbverb

anden sind, gilt die Argumentation entsprechend f

ur
den ganzen Suchraum mit n Halbverb

anden. Dort k

onnen dann nicht mehr
als
 
n
k

 (n, k) FAen existieren.
Zus

atzlich zum Lemma 4.6, das eine obere Schranke f

ur die Anzahl der
minimalen funktionalen Abh

angigkeiten angibt, l

at sich auch eine untere
Schranke angeben. Diese untere Schranke zeigt, da es Relationen gibt, bei
denen jeder Algorithmus zur Berechnung aller minimalen funktionalen Ab-
h

angigkeiten eine exponentielle Laufzeit bzgl. der Anzahl der Attribute ha-
ben mu. Das Theorem stammt aus [Mannila und R

aih

a, 1987].
Theorem 4.2 (Mannila, R

aih

a) F

ur jede nat

urliche Zahl n existiert eine
Instanz r einer Relation R mit n Attributen und O(n) Tupeln
4
, so da min-
destens 
(2
n
2
) minimale funktionale Abh

angigkeiten existieren.
Beweis Der Beweis ndet sich in [Mannila und R

aih

a, 1992, S. 275]. Dort
wird eine Relation konstruiert, die die Aussage des Theorems erf

ullt.
4
Die ben

otigte Anzahl der Tupel h

angt nur linear von der Anzahl der Attribute ab.
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AB AC AD AE BC BD BE CD CE
ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE
DE
ABCD ABCE ACDE BCDE
ABCDE
A B C D E
ABDE
Abbildung 4.4: Ein Halbverband f

ur 6 Attribute.
4.3.2 Suchstrategien
In Abbildung 4.4 wird ein Halbverband aus dem Suchraum f

ur sechs At-
tribute gezeigt. A usw. stehen wieder f

ur die funktionalen Abh

angigkeiten
A! F usw. Dabei ist jedes Element, z. B. ABC, nur eine Hypothese daf

ur,
da die funktionale Abh

angigkeit ABC ! F gilt. Auf der Ebene E
1
stehen
die generellsten Hypothesen und die Ebene E
n 1
wird in jedem Halbver-
band von der speziellsten Hypothese gebildet. Unter den Verfahren, die nun
diesen Graphen oder
"
Hypothesenraum\ vollst

andig nach den minimalen
funktionalen Abh

angigkeiten durchsuchen, kann zwischen zwei grunds

atz-
lich verschiedenen Strategien unterschieden werden.
Da sind zum einen die
"
Top{Down{Suchverfahren\ und zum anderen die
"
Bottom{Up{Suchverfahren\. Da in dem vorliegenden Fall der Suchraum ein
Halbverband ist, und somit eine Halbordnung existiert, sind nur diejenigen
Suchverfahren von Interesse, die diese Ordnung ausnutzen k

onnen. Zuvor
m

ussen jedoch zwei Operationen erkl

art werden, die hierzu ben

otigt werden.
Es handelt sich dabei um die Generalisierung und die Spezialisierung.
Eine Hypothese H
1
wird als
"
genereller\ gegen

uber einer Hypothese H
2
be-
zeichnet, wenn H
1
bez

uglich der Ordnungsrelation in dem Hypothesenraum
gr

oer als H
2
ist. Somit ist H
2
kleiner als H
1
und wird daher als
"
spezieller\
KAPITEL 4. BESTIMMUNG DER IAEN UND FAEN 41
bezeichnet. Diese Begrie werden wie folgt auf FAen

ubertragen. Eine FA
X ! A ist genereller als eine FA Y ! B, wenn X  Y und A = B gilt. Sie
ist spezieller, wenn Y  X und A = B gilt. Da die Ordnungsrelation keine
totale Ordnung erzeugt, gibt es unvergleichbare Hypothesen, hierzu geh

oren
insbesondere alle Hypothesen mit A 6= B auf der rechten Seite.
Mit dem Begri Generalisierung wird die Operation bezeichnet, die aus-
gehend von einer Hypothese, generellere Hypothesen ndet. Hypothesen
A
1
: : :A
n
! B werden generalisiert, indem auf der linken Seite ein Attri-
but A
i
entfernt wird. Die Spezialisierung ist die duale Operation, und somit
werden bei der Spezialisierung Attribute auf der linken Seite hinzugef

ugt.
Bei dieser Operationen wird vorausgesetzt, da nur Attribute hinzugef

ugt
werden, die nicht schon auf der linken Seite der FA vorkommen.
Beide Operationen erlauben damit eine Navigation im Hypothesenraum. Sie
werden als
"
schrittweise Generalisierung\ bzw.
"
schrittweise Spezialisierung\
bezeichnet, wenn im Falle der Generalisierung folgendes gilt: ausgehend von
einer Hypotheses H werden nur Hypothesen H
i
gefunden, die genereller als
H sind, und es existieren keine Hypothesen H
j
, die genereller als H und
spezieller als H
i
sind. F

ur die Spezialisierung gilt analog der duale Fall. F

ur
die Realisierung dieser Operationen sind zwei Alternativen denkbar. Aus-
gehend von einer Hypothese H werden entweder eine oder alle generelleren
oder spezielleren Hypothesen gefunden.
Ein Top{Down{Suchverfahren ist nun dadurch gekennzeichnet, da es mit
den generellsten Hypothesen beginnt. Diese Hypothesen werden solange
schrittweise spezialisiert, bis sie gelten. Dies sind genau die gesuchten mini-
malen funktionalen Abh

angigkeiten. Dieses Verfahren endet sp

atestens bei
den speziellsten Hypothesen.
In den Bottom{Up{Suchverfahren wird entsprechend die Dualit

at zwischen
der Generalisierung und der Spezialisierung ausgenutzt, so da sie genau
umgekehrt arbeiten. Die Ausgabe bilden alle Hypothesen vor dem Gene-
ralisierungsschritt, der dazu f

uhrte, da aus einer g

ultigen Hypothese eine
ung

ultige wurde. Auch dies sind die gesuchten minimalen funktionalen Ab-
h

angigkeiten.
Top{Down{ und Botom{Up{Suchverfahren, die auf die gerade beschriebene
Art und Weise arbeiten, sind den Top{Down{ und Bottom{Up{Lernver-
fahren sehr

ahnlich, siehe zum Beispiel [Mitchell, 1982] oder [Morik, 1993].
Mitchell beschreibt noch eine weitere M

oglichkeit, den Hypothesenraum zu
durchsuchen, die Kombination der Generalisierung und der Spezialisierung
im
"
Versionenraum\, oder Hypothesenraum, [Mitchell, 1982]. Hierauf wird
in Abschnitt 6.3.2 als eine m

ogliche Erweiterung des im weiteren Verlauf
vorgestellten Algorithmus noch einmal eingegangen.
Bei beiden Alternativen bez

uglich der Suche im Hypothesenraum, der nun
zweckm

aiger Weise wieder als Graph betrachtet wird, mu ber

ucksichtigt
werden, da zwischen zwei Knoten, z. B. A und ABE, mehrere Wege existie-
ren, die keinen Knoten gemeinsam haben. F

ur die beiden Alternativen folgt
daraus, da sie es vermeiden m

ussen, je nachdem von welcher der beiden
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AB AC AD AE BC BD BE CD CE
ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE
DE
ABCD ABCE ABDE ACDE BCDE
ABCDE
A B C D E
Abbildung 4.5: So sieht der auf B

aume reduzierte Halbverband aus Abbil-
dung 4.4 aus.
korrespondierenden Hypothesen sie ausgehen, die jeweils andere mehrfach
zu generieren und entsprechend zu testen.
Zur L

osung dieses Problems bietet sich folgende Vorgehensweise an. Zuerst
wird eine der beiden Strategien ausgew

ahlt. Dies sei die Top{Down{Suche.
Anschlieend wird der Hypothesenraum aus der Graphdarstellung in eine
Baumdarstellung wie in Abbildung 4.5 transformiert.
Die Knoten in diesen B

aumen werden durch die Konkatenation der Attribut-
namen A
i
zu
"
Ketten\ gebildet. In einer Kette A
1
: : :A
n
gilt, da bzgl. der
lexikographischen Ordnung jedes Attribut A
i
gr

oer als alle Attribute A
k
mit k < i und kleiner als alle Attribute A
l
mit l > i ist. F

ur jeden direk-
ten Nachfolger eines Knoten gilt, da genau ein Attributname an das Ende
der Kette dieses Vorg

angers angeh

angt wird. Dadurch ist das Problem der
"
doppelten Generierung von Hypothesen\ auf einfache Weise gel

ost, und es
gilt, (ohne Beweis):
Lemma 4.7 F

ur alle Nachfolger A
i
1
: : :A
i
k
A
i
k+1
: : :A
i
k+l
, l  n , k , 1,
eines Knoten A
i
1
: : :A
i
k
gilt bez

uglich der lexikographischen Ordnung auf
den Attributen A
1
; : : : ; A
n
:
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1. Sie sind gr

oer als alle Knoten in den B

aumen mit den Wurzeln A
j
und j < i und kleiner als alle Knoten in den B

aumen mit den Wurzeln
A
j
und j > i,
2. Sie sind gr

oer als alle Vorg

anger auf dem Pfad von der Wurzel A
i
dieses Baumes zu diesem Knoten A
i
1
: : :A
i
k
,
3. Sie sind gr

oer als alle Nachfolger der Knoten A
i
1
: : :A
i
k 1
A
j
mit
j < k und kleiner als alle Nachfolger der Knoten A
i
1
: : :A
i
k 1
A
j
mit
j > k.
Es existiert jedoch noch ein weiteres Problem, die
"
Generierung von

uber-


ussigen Hypothesen\. Angenommen, es liegt die folgende Situation vor:
CE ! F und AC 6! F . Dann ist die Generierung der Hypothese ACE ! F

uber

ussig und
"
falsch\. Erstens ist ihre G

ultigkeit bekannt, da sie eine
Spezialisierung einer g

ultigen Hypothese ist. Und zweitens w

urde sie zu einer
nicht minimalen funktionalen Abh

angigkeit f

uhren.
Bei der Suche in dem nun als Wald vorliegenden Hypothesenraum ist dieses
weitere Problem zu ber

ucksichtigen. Angenommen der Wald wird mit einer
Tiefensuche durchlaufen, und es wird mit dem
"
links stehenden\ Baum und
in diesem wieder links begonnen. Dann wird die Zahl dieser

uber

ussigen
Hypothesen am gr

oten.
Dar

uberhinaus mu zus

atzlich jede gefundene FA daraufhin

uberpr

uft wer-
den, ob sie nicht eine Generalisierung einer bisher als minimal bekannten FA
ist. Letztere mu daraufhin wieder verworfen werden, damit keine Inkonsi-
stenzen entstehen. Dieses Problem tritt bei einer Breitensuche gar nicht auf.
Das n

achste Beispiel verdeutlicht nochmal diese beiden Aspekte.
Beispiel 4.5 Sei der Suchraum wie in Abbildung 4.5 Es gelten folgende
minimale FAen: B ! F und CD ! F . Es wird mit dem Baum mit der
Wurzel A begonnen. W

are CD ! F schon bekannt, dann k

onnten zwei
Anfragen an die Datenbank eingespart werden, n

amlich ABCD ! F und
ACD ! F .
5
Wird bei der Tiefensuche in dem Teilbaum f

ur A links begon-
nen, so wird zuerst die
"
minimale\ FA ABCD ! F entdeckt. Sp

ater wird
dann die FA ACD ! F gefunden, die eine Generalisierung ist. Daraufhin
mu ABCD ! F als minimale FA verworfen werden. Dieses wiederholt
sich f

ur CD ! F . Ist zus

atzlich schon B ! F bekannt, dann ist weiterhin
die Anfrage AB ! F

uber

ussig. 
Daher mu eine Tiefensuche mit dem am weitesten rechts stehenden Baum
und in diesem Baum wiederum mit dem rechten Blatt beginnen. Wird nun
jede generierte Hypothese zuerst mit allen gefundenen minimalen funktio-
nalen Abh

angigkeiten verglichen, so ist sichergestellt, da keine

uber

ussige
Hypothese an der Datenbank getestet wird. Auerdem werden nicht wie in
5
Spezialisierungen von g

ultigen FAen werden weiterhin nicht meht betrachtet, z. B.
ABCDE ! F .
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dem Beispiel 4.5 je nach Durchlauf der B

aume auch noch Nachfolger solcher
Hypothesen generiert und getestet.
Eine andere Alternative f

ur den Durchlauf dieses Waldes besteht in einer
Breitensuche, entweder Baum f

ur Baum oder

uber alle B

aume gleichzei-
tig, also Ebenenweise. Bei der ersten M

oglichkeit mu wiederum wie bei
der Tiefensuche rechts begonnen werden, um die Anzahl der

uber

ussigen
Hypothesen zu minimieren. Die zweite M

oglichkeit wird in dem folgenden
Algorithmus verwendet und dort ausf

uhrlich beschrieben.
Sowohl bei der Tiefensuche als auch bei der Breitensuche wurden bis jetzt
nur die B

aume betrachtet, die aus einem Halbverband entstanden sind. Es
wurde dabei davon ausgegangen, da ein Teilsuchraum vollst

andig durch-
sucht wird bevor in dem n

achsten weitergesucht wird. Dies mu so aber nicht
sein. Es kann beliebig zwischen den einzelnen Teilsuchr

aumen
"
gesprungen\
werden. Das kann sowohl nach Beendigung der Suche in einem Baum oder
Wald als auch w

ahrend der Suche geschehen. Letzteres soll heien, da die
Suche zu einem bestimmten Zeitpunkt
"
eingefroren\ wird und sp

ater an der
"
selben Stelle\ fortgesetzt wird. Es mu dann nur sichergestellt sein, da die
zwischendurch erzielten Ergebnisse entsprechend ber

ucksichtigt werden.
Ein letztes Problem bleibt aber sowohl bei der Tiefen{ als auch bei der Brei-
tensuche bestehen. F

ur

uber

ussige Hypothesen gilt nach wie vor, da sie
stets generiert werden bevor entschieden werden kann, da sie

uber

ussig
sind, weil sie eine Spezialisierung einer mehrstelligen minimalen funktio-
nalen Abh

angigkeit sind. Damit werden sie dann nicht mehr an der Da-
tenbank

uberpr

uft. F

ur entsprechende Spezialisierungen einstelliger funk-
tionaler Abh

angigkeiten hingegen wird dieses Problem in dem Algorithmus
Functional Dependencies gel

ost.
4.3.3 Vorarbeiten
Der Algorithmus Functional Dependencies setzt voraus, da s

amtliche
Attribute einer Relation auf die vier folgenden disjunkten Klassen aufgeteilt
worden sind.
1. Sicherer Schl

ussel (SS): Das Attribut A ist in der Systemtabelle als
Prim

arschl

ussel markiert.
2. Schl

usselkandidat (SK): F

ur das Attribut A kommen nur verschie-
dene und keine NULL{Werte vor.
3. Kein{Schl

ussel{nicht{NULL (KSNN): F

ur das Attribut A kom-
men doppelte Werte, jedoch keine NULL{Werte vor.
4. Kein{Schl

ussel (KS): Es gibt NULL{Werte f

ur A.
Die Klasse SS enth

alt nur dann ein Element, wenn ein Attribut als einstel-
liger Prim

arschl

ussel ausgezeichnet ist. Sie ist daher einelementig oder leer,
KAPITEL 4. BESTIMMUNG DER IAEN UND FAEN 45
weil pro Relation nur ein Prim

arschl

ussel existieren darf. Ist hingegen ein
Prim

arschl

ussel deniert, der aus den Attributen A
1
: : :A
n
besteht, so wird
dieser als
"
m

oglicherweise minimal\ zus

atzlich getrennt gespeichert.
Zur Einteilung der Attribute in die restlichen drei Klassen k

onnen die Infor-
mationen aus der Systemtabelle

uber einstellige eindeutige Indizes benutzt
werden. Ist f

ur A ein solcher Index deniert, so ist A ein Kandidat f

ur SK.
Jedoch ist es zumindest bei Oracle 7 erlaubt, da A noch NULL{Werte
enth

alt. Dieses mu noch

uberpr

uft werden und A kommt dann nach SK
oder KS.
Wenn hingegen mehrstellige eindeutige Indizes deniert sind, so gibt es kei-
nen entsprechenden Hinweis. Die beiden Eigenschaften
"
NULL{Werte\ und
"
doppelte Werte\ m

ussen f

ur jedes beteiligte Attribut

uberpr

uft werden.
Kommen aber alle beteiligten Attribute A
1
: : :A
n
eines mehrstelligen ein-
deutigen Index in die Klasse KSNN, so wird A
1
: : :A
n
wiederum als
"
m

ogli-
cherweise minimal\ zus

atzlich gespeichert.
Als n

achstes wird der Begri
"
m

oglicherweise minimal\ erl

art. Der Algo-
rithmus zur Berechnung der funktionalen Abh

angigkeiten wird nur auf eine
und nicht auf alle Instanzen einer Datenbank angewendet. Daher ist es sehr
wohl m

oglich, da in dieser Instanz eine Auswahl A
i
1
: : :A
i
r
von Attributen
aus dem Prim

arschl

ussel A
1
: : :A
n
, n  2, bereits ein Schl

ussel oder zumin-
dest eine Determinante f

ur ein Attribut B ist. Daf

ur m

ussen im

ubrigen alle
Attribute A
i
1
bis A
i
r
aus KSNN sein, denn sonst w

are A
i
1
: : :A
i
r
nicht mi-
nimal. Daher wird A
1
: : :A
n
als nur
"
m

oglicherweise minimal\ bezeichnet,
damit auch nach diesen FAen A
i
1
: : :A
i
r
! B gesucht wird.
Die Konsequenz hieraus ist, da die Attribute A
1
: : :A
n
aus zusammen-
gesetzten Prim

arschl

usseln A
1
: : :A
n
keine
"
Sonderbehandlung\ erfahren,
sondern wie alle anderen Attribute behandelt werden. Der Algorithmus
w

urde sonst minimale FAen wie z. B. A
i
1
: : :A
i
r
! B nicht nden. Auf der
anderen Seite wird der Prim

arschl

ussel A
1
: : :A
n
getrennt gespeichert, da
sonst im Laufe des Algorithmus eine Spezialisierung von A
i
1
: : :A
i
r
, n

amlich
A
1
: : :A
n
, getestet w

urde. Das heit, es wird die Anfrage an die Datenbank
gestellt, ob die FA A
1
: : :A
n
! B gilt. Diese gilt nat

urlich trivialerweise.
Bei zusammengesetzten eindeutigen Indizes ist die Situation

ahnlich.
Es l

at sich also festhalten, da die getrennte Speicherung von Prim

arschl

us-
seln und Indizes nur geschieht, um m

oglicherweise eine Anfrage an die DB
zu sparen. Verglichen mit der Zeit, die eine

uber

ussige Anfrage an die Da-
tenbank kostet, erscheint dieser zus

atzliche Aufwand aber allemal gerecht-
fertigt. Eine Frage ist jedoch noch nicht beantwortet. Warum wird diese
Einteilung der Attribute

uberhaupt gemacht? Die Gr

unde daf

ur werden im
Abschnitt 4.3.4 nachgereicht.
SQL{Anfragen f

ur die Klasseneinteilung
Die Attribute einer Relation werden mit den beiden folgenden Anfragen
und den Informationen aus der Systemtabelle in die beschriebenen Klassen
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eingeteilt. Die erste Anfrage wird nur gestellt, wenn das Attribut nicht in
der Systemtabelle als NOT NULL gekennzeichnet ist, siehe Abbildung 2.2.
1. SELECT DISTINCT (A
i
)
FROM R
i
WHERE A
i
IS NULL =: e
1
2. SELECT COUNT(DISTINCT A
i
), COUNT (A
i
)
FROM R
i
=: e
2
Das Ergebnis e
1
der ersten SQL{Anweisung ist gleich
"
NULL\, wenn NULL{
Werte enthalten sind. Sonst ist e
1
gleich dem leeren Tupel, d. h. es wurden
keine Tupel selektiert, und somit gibt es keine NULL{Werte.
Die zweite Anfrage liefert ein zweielementiges Tupel, bestehend aus zwei
Zahlen. Sind diese beiden gleich, so gibt es keine doppelten Werte, im ande-
ren Fall sind welche vorhanden. Dabei ist noch anzumerken, da bei der zwei-
ten Anfrage NULL{Werte weder bei COUNT DISTINCT noch bei COUNT
mitgez

ahlt werden.
4.3.4 Schnittkriterien
Folgende Gr

unde f

ur die Einteilung der Attribute in die vier Klassen gibt
es. Das eine Attribut, das in die Klasse SS kommt | pro Relation kann es
h

ochstens einen einstelligen Prim

arschl

ussel geben |, impliziert aufgrund
der Schl

usseleigenschaft alle Attribute der Relation. Die Attribute der Klasse
SK implizieren alle Attribute der Relation aufgrund der Denition dieser
Klasse. Ein Attribut, das keine doppelten und keine NULL{Werte enth

alt,
ist selbst ein Schl

ussel f

ur die Relation. F

ur die Attribute beider Klassen gilt,
da die G

ultigkeit jeder m

oglichen FA, in der mindestens ein Attribut aus
diesen beiden Klassen vorkommt, nicht mehr an der DB

uberpr

uft werden
mu. Diese FAen gelten trivialerweise.
Attribute A
i
der Klasse KS k

onnen weder alleine ein Attribut B bestim-
men, noch k

onnen sie Bestandteil einer minimalen FA A
1
: : :A
n
! B sein.
Folglich m

ussen sie als ein Attribut auf der linken Seite einer FA gar nicht
ber

ucksichtigt werden. Es bleiben daher als Attribute f

ur linke Seiten zu
suchender FAen alleine die Attribute aus der Klasse KSNN

ubrig. Als At-
tribute f

ur die rechte Seite einer FA kommen nat

urlich alle Attribute aller
vier Klassen in Frage.
Zur Vermeidung von
"

uber

ussigen\ Anfragen an die Datenbank, ob
A
1
: : :A
n
! B mit n  1 gilt, oder nicht gelten kann, k

onnen die folgenden
Kriterien
6
verwendet werden. Dabei bezeichne U die Menge aller Attribute
einer Relation R. Die A
i
bzw. B stehen entsprechend f

ur einzelne Attribute
dieser Relation.
6
Diese werden Schnittkriterien genannt, da sie zur
"
Eingrenzung\ oder
"
Beschneidung\
des Hypothesenraumes dienen.
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Theorem 4.3 (Schnittkriterien)
1. Sei A 2 SS _ A 2 SK. Dann gilt: A! U .
2. Sei A 2 KS. dann gilt: A 6! U .
3. Sei A 2 KSNN und B 2 SK _B 2 SS. Dann gilt: A 6! B.
4. A  B ) A 6! B
5. Aus A
1
: : :A
n
! A mit n  1 und A 2 SS _ A 2 SK folgt:
A
1
: : :A
n
! U .
6. Sei A 2 KS und A
1
: : :A
n
6! B. Daraus folgt: AA
1
: : :A
n
6! B
Beweis
1. Trivial.
2. A 2 KS enth

alt mindestens einen NULL{Wert. Damit kann A keine
Attribute funktional bestimmen.
3. Da A und B aus der selben Relation stammen, haben sie gleichviel
Tupel. A enth

alt mindestens zwei gleiche Werte w
1
. B enth

alt nur
verschiedene Werte v. Sei R(: : : ; A; : : : ; B; : : :) das entsprechende Da-
tenbankschema. Damit gibt es zwei Tupel, die wie folgt aussehen:
(: : : , w
1
, : : : , v
1
, : : : ) und (: : : , w
1
, : : : , v
2
, : : :). Diese beiden Tu-
pel sorgen daf

ur, da A 6! B gilt.
4. Vergleiche Lemma 2.4.
5. Folgt aus der Transitivit

at der FAen und (1).
6. A 2 KS enth

alt mindestens einen NULL{Wert. Wegen A
1
: : :A
n
6! B
und (2) gilt AA
1
: : :A
n
6! B.
Zu dem obigem Theorem sind zwei Anmerkungen zu machen. Der Punkt
3 gilt nat

urlich nur f

ur einstellige FAen dieses Typs. Und f

ur Punkt 4 gilt,
da diese Implikation eine echte Teilmengenbeziehung, bzw. un

are Inklusi-
onsabh

angigkeit, zwischen A und B voraussetzt.
Die in dem Theorem 4.3 aufgef

uhrten Schnittkriterien werden nun dazu ge-
nutzt den Hypothesenraum zu beschneiden. Es werden sowohl alle Hypothe-
sen entfernt, die trivialerweise gelten, als auch alle Hypothesen, die aufgrund
der Kriterien nicht gelten k

onnen. Erstere sind die Hypothesen, die wegen
(1) gelten, letztere diejenigen, die wegen (2), (3) und (4) nicht gelten. Die
beiden folgenden Theoreme beschreiben die Form, die alle in dem Suchraum
verbliebenen Hypothesen nach der Anwendung von (1) bis (4) erf

ullen.
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Theorem 4.4 F

ur die generellsten Hypothesen A!B gilt:
A 2 KSNN und (B 2 KSNN oder B 2 KS).
Beweis Anwendung der Kriterien (1) bis (4) aus Theorem 4.3.
Theorem 4.5 F

ur alle Hypothesen A
1
: : :A
n
! B mit n  2 gilt:
A
i
2 KSNN und (B 2 SS oder B 2 SK oder B 2 KSNN oder B 2 KS).
Beweis Anwendung der Kriterien (1),(2) und (6) aus Theorem 4.3.
Korollar 4.1 Es gibt Teilverb

ande, in denen die Suche erst auf der zweiten
Ebene beginnt.
Das folgende Beispiel verdeutlicht das Theorem 4.5 und das Korollar.
Beispiel 4.6 F

ur eine Datenbank mit f

unf Attributen sind die Attribute
wie folgt auf die Klassen verteilt. A 2 SS;E 2 SK;B;C;D 2 KSNN .
Dann besteht der Halbverband f

ur A
1
: : :A
n
! E aus folgenden Hypothesen:
BC ! E,BD ! E,CD! E und BCD ! E. 
4.3.5 Eine SQL{Anweisung zur Bestimmung funktionaler
Abh

angigkeiten
In diesem Abschnitt werden die SQL{Anweisungen vorgestellt, die es er-
m

oglichen, eine Entscheidung dar

uber zu treen, ob eine Hypothese bei
einer gegebenen Datenbank gilt und damit die funktionale Abh

angigkeit
A
1
: : :A
n
! B existiert. Um diese Entscheidung treen zu k

onnen, bietet
sich die folgende Idee an.
Projiziere die Relation R auf die Attribute A
1
; : : : ; A
n
und B, die die Hy-
pothese A
1
: : :A
n
! B bilden. Gruppiere diesen Ausschnitt der Relation
nach den Attributen A
1
: : :A
n
. Z

ahle die Anzahl verschiedener Werte f

ur B
in den Tupeln jeder Gruppe und summiere diese Zahlen

uber alle Gruppen.
Vergleiche das Endergebnis mit der Anzahl der Gruppen. Dabei ist es f

ur
die letzte Anweisung ausreichend, die verschiedenen Werte f

ur ein einzelnes
Attribut A
i
in den Tupeln jeder Gruppe zu z

ahlen und wiederum

uber alle
Gruppen zu summieren.
Bei der Gruppierung nach A
1
bis A
n
werden eventuelle doppelte Tupel eli-
miniert. Weiterhin darf jede Gruppe nur genau ein Tupel enthalten, damit
die funktionale Abh

angigkeit gilt. Enth

alt nun eine Gruppe noch mehr als
ein Tupel, so gibt es immer f

ur B verschiedene Werte. Denn alle Werte f

ur
alle Attribute A
i
sind aufgrund der Gruppierung in dieser Gruppe gleich. Da
nur die Attribute A
i
und B in der Projektion vorkommen, fallen die Tupel,
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die in A
1
bis A
n
und B

ubereinstimmen und sich erst in einem Attribut C
unterscheiden,
"
in einem Tupel zusammen\.
Dies ist insofern wichtig, als B das Attribut ist, das die Konklusion der
zu testenden funktionalen Abh

angigkeit bildet. In dem folgenden Beispiel
w

urde die erste Hypothese nicht gelten, wenn diese Projektion auf A
1
: : :A
n
und B nicht durchgef

uhrt w

urde.
Die folgende SQL{Anweisung realisiert diese Idee. Dabei wird die Projek-
tion weiter eingeschr

ankt auf A
1
und B, da nur diese beiden Attribute f

ur
die Summierung ben

otigt werden. Das Ergebnis dieser SQL{Anfrage ist ein
zweielementiges Tupel, das aus zwei Zahlen f

ur die beiden Summen besteht.
1. SELECT SUM (COUNT (DISTINCT A
1
)),
SUM (COUNT (DISTINCT B))
FROM R
GROUP BY A
1
; : : : ; A
n
=: a; b
2. a = b) A! B
Beispiel 4.7 Eine Relation R enthalte die Attribute A
1
bis A
3
, B und C.
Es sind die Hypothesen A
1
A
2
! B und A
2
A
3
! B zu verizieren. Die
erste Tabelle zeigt den Inhalt der Relation. Die beiden anderen Tabellen
verdeutlichen die Idee, die hinter der SQL{Anweisung steckt.
A
1
A
2
A
3
B C
3 3 11 d f
2 1 7 d f
2 2 9 c i
3 3 11 d g
1 2 9 a p
2 2 9 c h
A
1
A
2
B
1 2 a
2 1 d
2 2 c
3 3 d
A
2
A
3
B
1 7 d
2 9 a
2 9 c
3 11 d
F

ur die erste Hypothese ist das Ergebnis der SQL{Anfrage a = b = 4.
Daraus folgt: A
1
A
2
! B. F

ur die zweite Hypothese ist hingegen a = 3 und
b = 4. Damit ergibt sich: A
2
A
3
6! B. 
Laufzeit der SQL{Anfrage
Die Sortierung der beiden Ergebnistabellen des Beispiels illustriert nur eine
M

oglichkeit, die Gruppierung nach den Attributen A
1
; : : : ; A
n
vorzunehmen.
Denn die Semantik der GROUP BY Anweisung fordert diese Sortierung
nicht. Je nach DBMS sind auch andere Implementierungen denkbar. Ange-
nommen, die Gruppierung nach den Attributen A
1
; : : : ; A
n
wird durch eine
Sortierung erreicht. Dann gilt:
Lemma 4.8 Eine
"
gleichzeitige Sortierung\ nach n Attributen mit m Tu-
peln ben

otigt O(m  logm) Zeit.
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Beweis Ein Sortierverfahren wie z. B. Heapsort ben

otigt auch im schlech-
testen Fall nicht mehr als O(m logm) f

ur die Sortierung der m Tupel, siehe
[Aho et al., 1983, Kap. 8]. Der Unterschied bei der gleichzeitigen Sortierung
nach n Attributen besteht nur im aufwendigeren Vergleich, welches Tupel
nun
"
kleiner oder gr

oer\ ist. Hier werden komponentenweise jeweils n Werte
aus zwei Tupeln verglichen. Dies ben

otigt aber wie der Vergleich von ein-
stelligen Tupeln jeweils nur O(1) Zeit.
4.3.6 Ein Algorithmus f

ur funktionale Abh

angigkeiten
In diesem Abschnitt werden die Algorithmen Functional Dependencies
und Update sowie der Test
"
Hat{FA{als{Teilmenge\ beschrieben. Auf
ihre Laufzeiten wird im n

achsten Abschnitt eingegangen.
Algorithmus: Functional Dependencies
Eingabe: Eine Liste
"
Attributes\ aller Attribute der Relation und f

ur jedes
Attribut A eine Liste Mls(A) der Attribute aus KSNN, die f

ur Spe-
zialisierungen in Frage kommen, und eine Liste EH(A) der einstelligen
Hypothesen A
i
! A.
Ausgabe: Alle minimalen FAen, die nicht trivialerweise gelten.
1. Sei A das erste Element der Liste Attributes.
Bottom{Up{Search{Start
Teste die speziellste Hypothese A
1
: : :A
n
! A mit
A
1
; : : : ; A
n
2Mls(A). Wenn diese FA nicht gilt, mache bei 1 mit
dem n

achsten Attribut weiter, sonst fahre fort.
Top{Down{Search{Start
Teste alle einstelligen Hypothesen A
i
! A aus EH(A). Wenn
A
i
! A gilt, tue folgendes:
(a) Streiche aus Mls(A) das Attribut A
i
.
(b) Rufe den Algorithmus Update mit A
i
! A auf.
Gib alle erfolgreichen einstelligen Hypothesen als Teilergebnis
aus. Ist die Liste MLS(A) leer, dann mache bei 1 mit dem n

ach-
sten Attribut weiter, sonst fahre fort.
Top{Down{Search
Sortiere die Bezeichner der Attribute aus der Liste Mls(A) nach
ihrer lexikographischen Ordnung und in aufsteigender Reihen-
folge. Seien A
1
: : :A
n
die so erhaltenen Attribute.
(a) Bilde alle zweistelligen Kombinationen A
i
A
j
mit i < j,
i; j 2 f1; : : : ; ng und f

uge sie in eine Warteschlange ein.
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(b) F

uhre den Test Hat{FA{als{Teilmenge mit dem ersten
Element A
r
1
: : :A
r
k
der Warteschlange aus. Wenn dieser ne-
gativ ist,

uberpr

ufe die Hypothese A
r
1
: : :A
r
k
! A an der
Datenbank. Gilt A
r
1
: : :A
r
k
! A, dann f

uhre den folgenden
ersten Punkt aus, sonst den zweiten und gehe dann zu (c).
War der Test Hat{FA{als{Teilmenge positiv, dann ma-
che direkt mit (c) weiter.
i. Gib die Hypothese A
r
1
: : :A
r
k
! A als eine minimale
FA aus. Rufe dann den Algorithmus Update auf mit
A
r
1
: : :A
r
k
! A.
ii. Bilde alle k + 1{stelligen Nachfolger A
r
1
: : :A
r
k
A
l
mit
l 2 fk + 1; : : : ; ng. H

ange diese an das Ende der War-
teschlange.
(c) Wiederhole den Schritt (b) mit der n

achsten Hypothese aus
derWarteschlange und bilde bei k{stelligen Hypothesen k+1{
stellige Nachfolger. Iteriere dies solange, bis die Warteschlan-
ge leer ist.
2. Mache bei (1) mit dem n

achsten Attribut aus der Liste Attributes
weiter, bis diese Liste leer ist.
Ende
F

ur die Eingabe des Algorithmus gilt, da die Listen Mls(A) und EH(A)
nat

urlich kein AttributA
i
enthalten mit A
i
= A. Zu dem Punkt 1(b)ii in dem
Algorithmus Functional Dependencies m

ussen zwei Dinge angemerkt
werden. Zum einen kann die Menge der Nachfolger in 1(b)ii auch leer sein.
Enth

alt die geordnete Liste Mls(A) die Elemente (A
1
; A
2
; A
3
; A
4
; A
5
), dann
heien die dreistelligen Nachfolger f

ur A
1
A
2
:A
1
A
2
A
3
,A
1
A
2
A
4
und A
1
A
2
A
5
.
F

ur A
1
A
5
gibt es keine Nachfolger, d. h. A
1
A
5
ist ein Blatt in diesem Baum,
an dem die Suche endet.
Und zum anderen l

at sich leicht per Induktion zeigen, da durch den Schritt
1(b)ii die Sortierung der Attribute innerhalb der linken Seiten der nach
und nach generierten Hypothesen nicht zerst

ort wird. Dadurch wird auch
sichergestellt, da alle m

oglichen k{stelligen linken Seiten der Hypothesen
genau einmal generiert werden. Dies gilt nat

urlich nur insoweit, als die Suche
in einem Teilbaum nicht vorher beendet wird, weil eine FA gefunden wurde.
Vgl. hierzu auch die Abbildung 4.5.
Algorithmus: Update
Eingabe: Eine minimale FA A
r
1
: : :A
r
k
! A
1. F

uge die Kante A
r
1
: : :A
r
k
! A in den Graphen ein.
2. Unterscheide die folgenden beiden F

alle:
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(a) k = 1 : Suche nach allen FAen A
p
1
: : :A
p
l
! B, die sich auf-
grund der Transitivit

at ergeben und f

ur die gilt: B  A, bezogen
auf die lexikographische Ordnung auf den Attributnamen und
B =2 fA
p
1
; : : : ; A
p
l
g.
i. l = 1 : L

osche in Mls(B) das Attribut A
p
l
und in EH(B) die
Hypothese A
p
l
! B.
ii. l > 1 : Speicher die
"
m

oglicherweise minimale\ funktionale
Abh

angigkeit A
p
1
: : :A
p
l
! B.
(b) k > 1 : Suche nach allen FAen A
r
1
: : :A
r
k
! B, die sich auf-
grund der Transitivit

at ergeben und f

ur die gilt: B > A und
B =2 fA
r
1
; : : : ; A
r
k
g. Speicher alle diese FAen A
r
1
: : :A
r
k
! B als
"
m

oglicherweise minimal\.
Ende
Neben der Transitivit

at k

onnte in dem Algorithmus Update auch noch
die Pseudotransitivit

at der funktionalen Abh

angigkeiten ausgenutzt wer-
den, vgl. die Regel (PT), Lemma 2.2. Zum einen gilt jedoch bei der Pseu-
dotransitivit

at genau wie bei der Transitivit

at, da die resultierende FA
nur
"
m

oglicherweise\ minimal ist, vgl. Beispiel 2.8 und 2.9. Es wird daher
h

ochstens eine Datenbankabfrage eingespart. Und zum anderen erscheint der
rechnerische Aufwand hier nicht angemessen. Angenommen es wird die FA
A
1
: : :A
n
! C gefunden. Dann m

ussen alle FAen B
1
: : :B
m
! D darauf-
hin untersucht werden, ob B
i
= C f

ur ein i gilt. Die resultierenden FAen
A
1
: : :A
n
B
1
: : :B
i 1
B
i+1
: : : B
m
! D w

urden dann
"
recht lang\ in Bezug
auf die Anzahl der Attribute auf der linken Seite.
Weiterhin fehlen noch die F

alle, in denen sowohl B
1
: : :B
m
sich z. B. erst
durch Anwendung der Vereinigungsregel ergibt, als auch generell erst durch
Anwendung der Axiome und Regeln die Pseudotransitivit

at oder Transiti-
vit

at ausgenutzt werden kann. Aus diesen Gr

unden wird die Ber

ucksichti-
gung der Pseudotransitivit

at bewut auer Acht gelassen.
Bleibt als letztes in diesem Abschnitt die Beschreibung des Tests Hat{FA{
als{Teilmenge.
Eingabe: Die Attribute A
r
1
; : : : ; A
r
k
der linken Seite einer k{stelligen
Hypothese A
r
1
: : :A
r
k
! A und alle l{stelligen minimalen FAen
A
p
1
: : :A
p
l
! A mit l < k.
Ausgabe:
"
Wahr\ oder
"
falsch\.
1. Betrachte A
r
1
; : : : ; A
r
k
als eine geordnete Menge M und alle linken
Seiten A
p
1
; : : : ; A
p
l
als geordnete Mengen M
1
bis M
n
.
2. Existiert eine Menge M
i
mit M
i
 M dann gib
"
wahr\ sonst
"
falsch\
als Ergebnis zur

uck.
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Die Ordnung auf den Elementen der Mengen wird zur Beschleunigung der

Uberpr

ufung der Teilmengenbeziehung ben

otigt. Die generelle Notwendig-
keit dieses Tests veranschaulicht die Abbildung 4.5. Angenommen es wird
die FA CE ! F gefunden. Dann darf nicht C und E ausMls(F ) gestrichen
werden. Sondern es mu nur ausgeschlossen werden, da C und E zusam-
men auf der linken Seite einer sp

ater generierten Hypothese vorkommen.
Z. B. m

ussen die Nachfolger ABC und ABE von AB noch generiert wer-
den, ABCE und ABCDE jedoch nicht.
Korollar 4.2 Der Test Hat{FA{als{Teilmenge verhindert die Generie-
rung zu spezieller Hypothesen und damit die Ausgabe nicht minimaler funk-
tionaler Abh

angigkeiten. Er sorgt weiterhin daf

ur, da die Suche an der
ersten zu speziellen Hypothese in einem Teilbaum endet.
4.3.7 Analyse des Algorithmus
In diesem Abschnitt wird gezeigt, da der Algorithmus Functional De-
pendencies vollst

andig und korrekt ist und da er f

ur jede Eingabe ter-
miniert. Dazu werden die verschiedenen Phasen des Algorithmus einzeln
analysiert. Zuvor wird jedoch auf den Test
"
Hat{FA{als{Teilmenge\ und
den Algorithmus Update n

aher eingegangen.
Laufzeit von Hat{FA{als{Teilmenge
Der Test Hat{FA{als{Teilmenge ben

otigt bei n bekannten FAen mit maxi-
maler L

ange k und einer
"
neuen\, erst noch zu testenden FA der L

ange l eine
Laufzeit von O(n(k+ l)). Ein Beweis der linearen Laufzeit von O(k+ l) f

ur
die Bestimmung von Teilmengen zwischen zwei geordneten Mengen ndet
sich in [Aho et al., 1983, Kap. 4].
Analyse von Update
Bevor der Algorithmus Functional Dependencies aufgerufen wird, m

us-
sen alle trivialen FAen in einem gerichteten Graphen G(V,E) gespeichert
sein. Dabei enth

alt die Menge V alle Knoten und die Menge E alle Kan-
ten. Die Knoten v
i
werden mit den linken bzw. rechten Seiten der FAen
A
1
: : :A
n
! B markiert. Es existiert eine Kante von v
i
nach v
j
genau dann,
wenn es eine FA gibt mit (v
i
= A
1
: : :A
n
)! (B = v
j
).
Nach dem Aufbau dieses Graphen gibt es zwischen je zwei Attributen A
und B aus SS oder SK zumindest einen Weg. Es existiert jedoch noch kein
Knoten v
i
mit v
i
= A
1
: : :A
n
und n  2. Bei n Attributen und damit n
Knoten gibt es maximal n  (n , 1) Kanten. Der Aufwand zum Aufbau
dieses Graphen ist folglich O(n
2
).
Weiterhin kommt in dem Algorithmus Update zweimal die bewut
"
un-
genaue\ Formulierung vor,
"
suche nach allen FAen, die sich aufgrund der
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Transitivit

at ergeben\. Es heit nicht,
"
berechne mit dem Algorithmus von
z. B. Warshall die transitive H

ulle\. Das Problem ist, da es hier ausrei-
chend ist, die transitive H

ulle inkrementell zu berechnen. Bei jedem Aufruf
von Update kommt eine Kante hinzu, und es sind nur diejenigen Wege
von Interesse, die aufgrund der neuen Kante entstanden sind. Hier w

are es
w

unschenswert einen Algorithmus zu haben, der dieses Problem
"
ezient\
l

ost.
Dieses Problem wird hier auf einfache Weise wie folgt gel

ost: es werden zwei
Suchdurchl

aufe von der Eingabe A
r
1
: : :A
r
k
! A aus gestartet, einmal
"
in
Richtung der Kanten\ mit besuchten Knoten v
i
und einmal in
"
umgekehr-
ter Richtung\ mit besuchten Knoten w
i
. Dabei bilden alle Kombinationen
von w
i
! v
j
"
neue\ FAen, die sich aufgrund der Transitivit

at ergeben. Da-
durch ist das Problem, nur die wirklich neuen Wege zu nden, nat

urlich
nicht gel

ost. F

ur alle diese FAen werden dann die Anweisungen in (1.a) und
(1.b) bzw. (2) ausgef

uhrt. In der Implementierung wird zus

atzlich eine Art
Cache verwendet, um die Anweisungen in (1.a) nicht mehrfach f

ur die selben
Attribute auszuf

uhren.
Ein weiteres und schwierigeres Problem sind die Knoten mit mehrstelligen
Markierungen. Wie gezeigt wurde, kann es O(2
n
) viele minimale FAen ge-
ben, vgl. Lemma 4.6. Folglich kann der Graph O(2
n
) viele Knoten mit mehr-
stelligen Markierungen enthalten. Der Aufwand f

ur die beiden F

alle in dem
Algorithmus Update l

at sich wie folgt absch

atzen.
1. Es gibt nur O(n
2
) viele einstellige FAen, folglich wird der Algorithmus
maximal O(n
2
) mal f

ur den Fall (1) durchlaufen.
(a) Das L

oschen eines Elementes in einer geordneten Liste ben

otigt
O(n)
(b) Dieser Schritt ben

otigt bei m Knoten und e Kanten auf der einen
Seite
"
nur\ O(m + e) Zeit und Platz. Gemessen an der Ein-
gabe von n Attributen ist dies jedoch nur pseudopolynomiell, da
m = O(2
n
) werden kann. F

ur den Platzbedarf gilt das gleiche.
2. Da es O(2
n
) viele FAen geben kann, wird dieser Fall dann O(2
n
) mal
durchlaufen. Jedoch gibt es bei n Attributen und einstelligen rechten
Seiten nur n viele M

oglichkeiten f

ur das Attribut auf der rechten Seite.
Der Aufwand f

ur jeden Durchlauf betr

agt O(n).
Damit ergibt sich:
Lemma 4.9 Der Algorithmus Update hat eine Laufzeit von:
O(n
2
 2
n
) = O(2
n
)
Lemma 4.10 Der Algorithmus Update ist korrekt, d. h. er sorgt daf

ur,
da alle minimalen FAen gefunden werden und keine Hypothesen generiert
werden, die zu nicht minimalen FAen f

uhren.
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Zum Beweis dieses Lemmas ist es ausreichend, vier Dinge zu zeigen:
1. Da jede gefundene minimale FA in den Graphen eingef

ugt wird, ist es
immer m

oglich, jede FA zu nden, die sich aufgrund der Transitivit

at
ergibt. Somit k

onnen alle minimalen FAen gefunden werden.
2. Da der Algorithmus Functional Dependencies erst einen Teilsuch-
raum vollst

andig durchsucht, bevor mit dem n

achsten Attribut auf der
rechten Seite weitergemacht wird, gen

ugt es, in den Schritten 2(a) und
2(b) alle FAen mit B < A auer acht zu lassen, da zu diesem Zeitpunkt
alle Teilsuchr

aume mit B < A auf der rechten Seite schon abgearbeitet
sind. Der Fall B = A kann bei der hier gew

ahlten Art der Graphdar-
stellung nur in 2(a) auftreten. In 2(b) kann B = A ausgeschlossen
werden, weil dann das Ergebnis der Suche gleich der Eingabe f

ur den
Algorithmus w

are.
3. Das L

oschen von Attributen in Mls(B) in dem Schritt 2(a)i ist not-
wendig, damit keine nicht minimalen FAen gefunden werden.
4. Das L

oschen von Attributen in EH(B) in dem Schritt 2(a)i ist notwen-
dig, damit keine

uber

ussigen Datenbankanfragen gestellt werden.
Beweis
1. Beweis durch vollst

andige Induktion. Trivial.
2. Beweis durch vollst

andige Induktion. Trivial.
3. Sei die FA F ! C eine Kante im Graph und enthalte Mls(D) die
Attribute A,F und G. Sei die FA C ! D die Eingabe. Dann ergibt sich

uber die Transitivit

at F ! D. Angenommen F wird in Mls(D) nicht
gestrichen, dann wird in der Phase Top{Down{Search im Algorithmus
Functional Dependencies unter anderem die Hypothese AF ! D
generiert. Diese ist aber nicht minimal, da sie eine Spezialisierung von
F ! D ist. Dieses ist ein Widerspruch dazu, da der Algorithmus
Functional Dependencies nur minimale FAen berechnet. Folglich
ist der Schritt 2(a)i in dem Algorithmus Update notwendig.
4. Seien die Annahmen wie oben. Angenommen F wird in EH(D) nicht
gestrichen. Dann wird in der Phase Top{Down{Search{Start unter
anderem die Hypothese F ! D generiert und getestet, obwohl sie
abgeleitet werden konnte. Die damit verbundene Datenbankanfrage
ist somit

uber

ussig.
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Bemerkung 4.2 Der einzige Schritt des Algorithmus Update, der den Hy-
pothesenraum wirksam beschr

ankt, ist der Schritt (1.a). Das Speichern von
nur m

oglicherweise minimalen FAen spart | wie erw

ahnt | immer nur
h

ochstens eine Anfrage an die Datenbank. Je nachdem aus wieviel Tupeln
und Attributen eine Relation besteht, kann es sinnvoll sein, auf die F

alle
(1.b) und (2) zu verzichten.
Analyse des Algorithmus Functional Dependencies
Lemma 4.11 Die Eingabe des Algorithmus Functional Dependencies
ist hinreichend zur Berechnung aller nicht trivialen funktionalen Abh

angig-
keiten.
Beweis Zur Diskussion, warum die Listen Mls(A
i
) ausreichen, um alle
minimalen FAen A
1
: : :A
n
! A zu berechnen, vergleiche Theorem 4.3. Da
weiterhin alle Attribute der Relation in der Liste Attributes enthalten sind,
ist sichergestellt, da jedes Attribut auf der rechten Seite einer funktionalen
Abh

angigkeit vorkommen kann.
Die beiden folgenden Ergebnisse zeigen die Korrektheit der Abbruchkriterien
in den beiden ersten Phasen des Algorithmus.
Bottom{up{Search{Start
Lemma 4.12 Es gelte A
1
: : :A
n
6! B. Dann existiert f

ur kein r mit
r 2 f1; : : : ; n , 1g eine funktionale Abh

angigkeit A
i
1
: : :A
i
r
! B mit
fA
i
1
; : : : ; A
i
r
g  fA
1
; : : : ; A
n
g.
Beweis Angenommen die funktionale Abh

angigkeit A
i
1
: : :A
i
r
! B gilt
und A
1
: : :A
n
6! B. Dann wird mit Hilfe des Erweiterungs{Axioms (E) die
FA zu A
i
1
: : :A
i
r
A
i
r
+1
: : :A
i
n
! A
i
r
+1
: : :A
i
n
B erweitert, wobei alle Attri-
bute A
i
links genau einmal vorkommen. Auf diese FA wird dann die Dekom-
positionsregel (D) angewendet. Man erh

alt:
A
i
1
: : :A
i
r
A
i
r
+1
: : :A
i
n
! B = A
1
: : :A
n
! B
Dies ist ein Widerspruch zur Annahme.
Top{Down{Search{Start
Lemma 4.13 Der Schritt (a) in Top{Down{Search{Start im Algorithmus
verhindert, da in der Top{Down{Search Phase eine Spezialisierung einer
minimalen FA generiert und getestet wird.
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Beweis Sei die funktionale Abh

angigkeit A
j
! B g

ultig. A
j
kommt nach
Konstruktion in Mls(B) vor und wird nicht gestrichen. Dann wird in (a)
in Top{Down{Search entweder A
i
A
j
oder A
j
A
k
generiert mit i < j < k.
Sowohl A
i
A
j
! B als auch A
j
A
k
! B gelten aufgrund des Axioms (E) und
der Regel (D) und sind nicht minimal.
Korollar 4.3 Ist die Liste Mls(B) leer, dann gibt es keine minimalen funk-
tionalen Abh

angigkeiten mit A
1
: : :A
n
! B und n  2.
Top{Down{Search
Lemma 4.14 In der Phase Top{Down{Search wird der Wald der m

oglichen
funktionalen Abh

angigkeiten mit Wurzelknoten A
i
A
j
mit einer Breitensuche
vollst

andig nach minimalen FAen durchsucht.
Beweis Die Breitensuche in dem Wald ist unter anderem durch die Ver-
wendung einer Warteschlange oensichtlich. Da zu Beginn alle Kombinatio-
nen A
i
A
j
mit i < j in die Warteschlange eingef

ugt werden, erstreckt sich
die Suche

uber alle Teilb

aume. Weiterhin gen

ugen alle w

ahrend der Suche
generierten Nachfolger von Knoten Lemma 4.7. Dadurch ist sichergestellt,
da jede m

ogliche Hypothese generiert werden kann. Weiterhin verhindert
der Test Hat{Fa{Als{Teilmenge, da zu spezielle Hypothesen ausgegeben
werden, vgl. Lemma 4.2. Dieser Test sorgt dann auch daf

ur, da die Suche
dann an dieser zu speziellen Hypothese in diesem Teilbaum endet. Da wei-
terhin die Suche an einem Knoten in einem Teilbaum beendet wird, wenn
eine minimale FA gefunden wurde | vgl. Schritt (b) in der Phase Top{
Down{Search |, ergibt sich insgesamt die Behauptung.
Da der Algorithmus Functional Dependencies die drei Phasen mit jedem
Attribut der Relation auf der rechten Seite durchl

auft, siehe die Punkte (1)
und (2) im Algorithmus, resultiert daraus das n

achste Theorem.
Theorem 4.6 Der Algorithmus Functional Dependencies ist vollst

an-
dig und korrekt.
Beweis Folgt aus den Lemmata 4.10 und 4.12 bis 4.14.
Theorem 4.7 Die Laufzeit des Algorithmus Functional Dependencies
betr

agt insgesamt O(n  2
n
 n
2
 2
n
) = O(n
3
 2
2n
) = O(2
2n
).
Beweis Die Faktoren n
2
2
n
stammen aus dem Lemma 4.9. Da der Algo-
rithmus vollst

andig ist, siehe Theorem 4.6, werden im schlechtesten Fall alle
m

oglichen Hypothesen generiert. Diese lassen sich mit O(n2
n
) absch

atzen,
siehe Lemma 4.5. Damit folgt die Behauptung.
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Dieser Algorithmus nimmt dann die Laufzeit aus dem Theorem an, wenn
es sehr viele, O(2
n
), FAen gibt und zus

atzlich in dem Graphen viele Wege
existieren. In diesem Fall ben

otigt jeder Algorithmus ohne Ausnutzung der
Transitivit

at eine Laufzeit von 
(n2
n
). Weiterhin ist es egal, da in diesem
Fall die Laufzeit des Algorithmus, wie im Theorem 4.7 angegeben, schlechter
ist als unbedingt notwendig.
Angenommen eine Datenbank besteht aus 20 Attributen, und es existieren
maximal viele FAen. Wenn es m

oglich ist, die G

ultigkeit jeder FA in einer Se-
kunde an der Datenbank zu testen, w

urde der Algorithmus schon

uber drei
Wochen rechnen. Hierbei ist die Annahme von einer Sekunde sehr wenig,
bei hinreichend vielen Tupeln liegen die Antwortzeiten im Minutenbereich.
Selbst die Ausnutzung der Transitivit

at spart hierbei im Verh

altnis zur Ge-
samtzahl der zu testenden Hypothesen nur wenige Anfragen ein. Daher ist
die Laufzeit f

ur diesen Fall irrelevant.
Bleiben also die F

alle, in denen wenige funktionale Abh

angigkeiten existie-
ren. Auf das Verhalten dieses Algorithmus in diesen F

allen wird im n

achsten
Kapitel eingegangen.
Kapitel 5
Vergleich
In diesem Kapitel werden zuerst zwei andere Ans

atze zur Entdeckung funk-
tionaler Abh

angigkeiten vorgestellt. Daran schliet sich ein experimenteller
Vergleich zwischen diesen beiden Ans

atzen und dem hier vorgestellten Algo-
rithmus an. Beendet wird dieses Kapitel mit einer Diskussion der Gemein-
samkeiten und Unterschiede der besprochenen Realisierungen.
5.1 Verwandte Ans

atze zur Bestimmung funktio-
naler Abh

angigkeiten
Der in [Schlimmer, 1993] beschriebene Algorithmus ist von der Grundidee
identisch mit dem hier beschriebenen Algorithmus Functional Depen-
dencies. Der Suchraum wird Top{Down mit einer Breitensuche durchsucht.
Im Gegensatz zu dem hier verwendeten Test, Hat{FA{als{Teilmenge,
wird die

Uberpr

ufung zu spezieller Hypothesen durch die Verwendung einer
"
perfekten Hashfunktion\ vermieden. Weiterhin wird der Suchraum gene-
rell durch eine Konstante k beschr

ankt, die die maximale L

ange der linken
Seiten der funktionalen Abh

angigkeiten vorgibt. Die G

ultigkeit einer Hy-
pothese X ! A wird in diesem Algorithmus mit einem Test

uberpr

uft, der
linear in der Anzahl der Tupel ist. Verantwortlich hierf

ur ist die Verwendung
des Hashing.
Der Platzbedarf dieses Algorithmus betr

agt O(n
k
) und die Gesamtlaufzeit
O(m  k  n
k+1
), dabei wird die Anzahl der Attribute wieder mit n und die
Anzahl der Tupel mit m bezeichnet. Asymptotisch ist dieser Algorithmus
exponentiell in der Anzahl der Attribute, was er aufgrund von Theorem 4.2
auch sein mu.
Obwohl Schlimmer nicht explizit davon spricht, sind die entdeckten funktio-
nalen Abh

angigkeiten minimal im Sinne von Denition 2.10. Dies ist eine
direkte Konsequenz aus der beschriebenen Art der Suche.
Einen anderen Ansatz verfolgen [Safnik und Flach, 1993]. Um die Anzahl
der Hypothesen, die an den Daten

uberpr

uft werden m

ussen, zu minimie-
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Datenbank jrj jRj jX j Zeit FAen
Lymphography 150 19 19 18 Min. 1248
Lymphography 150 19 10 16 Min. 1226
Lymphography 150 19 7 9 Min. 641
Breast Cancer 699 11 4 1 Std. 14 Min. 31
Bridges 108 13 4 13 Min. 23
Tabelle 5.1: Zusammenfassung der experimentellen Ergebnisse aus [Safnik
und Flach, 1993] und [Schlimmer, 1993].
ren, f

uhren sie das Konzept der
"
negativen H

ulle\ ein. Darunter verste-
hen sie die Menge der speziellsten, ung

ultigen funktionalen Abh

angigkeiten.
Jede einzelne dieser FAen enth

alt rechts wiederum nur ein Attribut. In der
hier verwandten Notation sind das funktionale Abh

angigkeiten der Form
AB 6! C. Die Laufzeit f

ur die Konstruktion dieser negativen H

ulle ist qua-
dratisch gemessen in der Anzahl der Tupel. Ihr Ziel erreichen sie dadurch,
da der Test zur

Uberpr

ufung der Konsistenz einer Hypothese in eine Suche
nach spezielleren Hypothesen in der negativen H

ulle transformiert wird. So
werden insbesondere die m Tupel der Relation nur einmal untersucht.
Der weitere Ablauf des Algorithmus ist wieder analog zu den bisher beschrie-
benen Algorithmen. Die Hypothesen werden Top{Down in einer Breitensu-
che generiert und getestet. Dabei werden die

ublichen Abbruchkriterien be-
nutzt, d. h. es werden wiederum keine Spezialisierungen g

ultiger Hypothesen
mehr betrachtet. Auch f

ur diesen Algorithmus gilt, da die Gesamtlaufzeit
exponentiell gemessen an der Anzahl der Attribute ist, genau O(n2
2n 2
).
Genau wie der obige Algorithmus benutzt auch dieser Algorithmus eine
optionale Tiefenbeschr

ankung, d. h. die L

ange der linken Seiten der FAen
kann durch eine Konstante beschr

ankt werden. Dar

uberhinaus erlaubt die-
ser Algorithmus die explizite Angabe, wieviel Tupel gegen eine FA verstoen
d

urfen, damit diese dennoch als
"
g

ultig\ betrachtet wird.
1
Auch die mit
diesem Algorithmus bestimmten funktionalen Abh

angigkeiten sind im hier
verwendeten Sinne minimal.
5.2 Experimentelle Ergebnisse
Die Tabelle 5.1 zeigt eine Zusammenfassung der experimentellen Ergebnisse
aus [Safnik und Flach, 1993] und [Schlimmer, 1993]. Dabei bezeichnet jrj
die Anzahl der Tupel in den Datenbanken und jRj die Anzahl der Attribute.
Weiterhin steht jX j f

ur die maximale Anzahl der Attribute auf der linken
Seite der funktionalen Abh

angigkeiten. Die Laufzeiten der Algorithmen sind
in Minuten CPU{Zeit angegeben. In der letzten Spalte steht jeweils die
Anzahl entdeckter, minimaler funktionaler Abh

angigkeiten.
1
Auf eine Erweiterung des Algorithmus Functional Dependencies, die diese Idee
aufgreift, wird in Abschnitt 6.3.3 eingegangen.
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Datenbank jrj jRj jX j Zeit FAen
Lymphography 150 19 7 > 33 Std. 262
2
Breast Cancer 699 11 11 15 Min. 22
Breast Cancer 699 11 4 8 Min. 22
Breast Cancer 683 11 11 42 Min. 48
Breast Cancer 683 11 4 14 Min. 36
Bridges V1 108 13 13 7 Sek. 13
Bridges V1 108 13 4 6 Sek. 13
Bridges V1 70 13 13 10 Min. 126
Bridges V1 70 13 4 4 Min. 114
Bridges V2 108 13 13 10 Sek. 12
Bridges V2 108 13 4 9 Sek. 12
Bridges V2 70 13 13 11 Min. 71
Bridges V2 70 13 4 3 Min. 59
B

ucher 9931 9 9 4 Std. 44 Min. 25
B

ucher 9931 9 6 4 Std. 40 Min. 25
B

ucher 9931 9 3 2 Std. 10 Min. 20
Tabelle 5.2: Zusammenfassung der vom Algorithmus Functional Depen-
dencies entdeckten minimimalen funktionalen Abh

angigkeiten bei verschie-
denen Datenbanken.
Die Datenbank
"
Lymphography\ wird in [Safnik und Flach, 1993] verwen-
det und
"
Bridges\ und
"
Breast Cancer\ in [Schlimmer, 1993]. Der Algo-
rithmus von Safnik und Flach erlaubt die Angabe, wieviel widerspr

uchliche
Tupel f

ur jede FA erlaubt sind. Da dieses Verhalten mit dem hier vorge-
stellten Algorithmus nicht simuliert werden kann, sind nur die Ergebnisse
aufgef

uhrt, in denen keine widerspr

uchlichen Tupel erlaubt waren.
Die entsprechenden Ergebnisse des Algorithmus Functional Dependen-
cies sind in der Tabelle 5.2 aufgef

uhrt. Die gemessene Zeit
3
schliet hier
den Algorithmus Inclusion Dependencies mit ein, da dessen Ergebnisse,
wie erl

autert, in dem Algorithmus Functional Dependencies zum Teil
verwendet werden. In der bisher beschriebenen Realisierung existiert in dem
Algorithmus Functional Dependencies keine Tiefenbeschr

ankung, da er
alle minimalen FAen entdecken soll. Damit die Testergebnisse aber vergleich-
bar werden, wird eine solche eingef

uhrt. Dies geschieht im Schritt 1(b)ii des
Algorithmus, in dem nur noch Nachfolger gebildet werden, wenn diese Tie-
fenbeschr

ankung dadurch nicht verletzt wird.
Bis auf die Datenbank B

ucher sind die verwendeten Datenbanken weitest-
gehend identisch mit denen aus den beiden angef

uhrten Arbeiten. Die Da-
2
Das Programm wurde mangels Speichers durch einen internen Fehler des Prologsy-
stems abgebrochen.
3
Das in Prolog realisierte Programm lief auf einer Sparcstation ELC und die Datenbank
Oracle7 auf einer Sparcstation 10.
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tenbank Lymphography zum Beispiel enth

alt in der erhaltenen Version zwei
Tupel weniger als in [Safnik und Flach, 1993] angegeben. Oder es geht aus
[Schlimmer, 1993] nicht hervor, welche der beiden Versionen der Datenbank
"
Bridges\ verwendet wurde.
Werden jedoch die Ergebnisse aus den Tabellen 5.1 und 5.2 miteinander ver-
glichen, so f

allt sofort auf, da die Anzahlen der entdeckten minimalen FAen
bei gleichen Testbedingungen dierieren. Im weiteren Verlauf wird davon
ausgegangen, da die beteiligten Algorithmen korrekt sind, folglich m

ussen
die Unterschiede von den Daten verursacht werden. Abgesehen von den oben
angesprochenen Problemen, k

onnen Fehler bei der Daten

ubertragung oder
der Dateneingabe in die Datenbanken zum gr

oten Teil ausgeschlossen wer-
den.
Daher bleibt als Ursache eine unterschiedliche Behandlung der vorkommen-
den NULL{Werte

ubrig. Zur Erinnerung sei gesagt, da gem

a der Daten-
banktheorie alle NULL{Werte f

ur ein Attribut als voneinander verschie-
den betrachtet werden. Weiterhin sind NULL{Werte
"
nicht existent\. Der
hier beschriebene Algorithmus Functional Dependencies behandelt alle
Nullwerte gem

a dieser Theorie. Dies f

uhrt dazu, da ein Attribut, das
NULL{Werte enth

alt, nicht auf der linken Seite einer minimalen FA vor-
kommen kann. F

ur die Datenbank Bridges, in der ein Attribut ein Schl

ussel-
kandidat ist, heit dieses, da nur noch 3 weitere Attribute f

ur die Suche
nach FAen in Frage kommen. Aus diesem Schl

usselkandidaten ergeben sich
allein 12 FAen, und aufgrund der Suchstrategien des Algorithmus verbleibt
die Laufzeit im Sekundenbereich.
Eine Analyse der erhaltenen Datens

atze f

ur die vier Datenbanken legt je-
doch die Vermutung nahe, da die beiden anderen Algorithmen NULL{
Werte anders behandeln. Die beiden Tests mit den Datenbanken Bridges und
Breast Cancer zeigen, da, nachdem alle Tupel gel

oscht worden sind, in de-
nen NULL{Werte enthalten waren,
4
mehr FAen gefunden werden. Dies sind
jedoch mehr, als bei Schlimmer angegeben. Somit verbleibt die M

oglichkeit,
da alle NULL{Weret als identisch, jedoch verschieden von den
"
normalen\
Werten betrachtet werden. Diese Vermutung wird auch von der Analyse der
Datens

atze gest

utzt. Sie l

at sich aber mit dem Algorithmus Functional
Dependencies nicht verizieren, da die Interpretation der NULL{Werte
durch das DBMS nicht ver

anderbar ist.
Bevor im n

achsten Abschnitt die obigen Ergebnisse eingehend diskutiert
werden, erfolgen noch einige Anmerkungen zu der Entdeckung der IAen. Die
ben

otigten Zeiten zur Entdeckung aller IAen liegen auer bei der Datenbank
B

ucher jeweils unter einer Sekunde. Die Experimente best

atigten zweierlei.
Erstens ist die Anzahl der Anfragen ganz entscheidend von der Reihenfolge
abh

angig, in der die Attribute betrachtet werden. Ist die Reihenfolge jedoch
optimal, dann kommt der Algorithmus Inclusion Dependencies mit der
minimal notwendigen Anzahl von Anfragen aus, vergleiche hierzu das Bei-
spiel 4.3. Und zweitens werden | wie nicht anders zu erwarten | genau
4
Es handelt sich hier um die Tests in der Tabelle 5.2, bei denen jrj kleiner geworden
ist.
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n(n 1)
2
Anfragen ben

otigt, wenn keine IAen existieren. Dies gilt unter ande-
rem f

ur die Datenbank B

ucher. Dort ben

otigen die notwendigen 36 Anfragen
ungef

ahr drei Minuten.
5.3 Diskussion
Bei der Bewertung der mit dem Algorithmus Functional Dependencies
erzielten Ergebnisse mu zwischen drei Aspekten unterschieden werden. Da
ist zum ersten der Vergleich mit [Safnik und Flach, 1993]. Ihr Algorithmus
verwendet keine Datenbank, und damit ist schon alles gesagt. Allein bei
der Datenbank Lymphography sind bei einer Tiefenbeschr

ankung von 7 im
schlechtesten Fall

uber 500:000 Datenbankanfragen n

otig. Da mehrere hun-
dert FAen exitieren, ist zu vermuten, da diese Zahl auch ann

ahernd erreicht
wird. Bei der Annahme von einer Sekunde Rechenzeit pro Datenbankanfrage
resultiert hieraus eine Gesamtlaufzeit von

uber sechs Tagen f

ur den Algo-
rithmus Functional Dependencies.
Ein Versuch, die Frage zu beantworten, in wieweit diese groen Unterschiede
durch einen
"

uberlegenen Algorithmus\ oder nur durch den Verzicht auf die
Verwendung einer Datenbank verursacht werden, bleibt Spekulation. Hierzu
w

are es erforderlich, da einer von beiden Algorithmen so ge

andert wird,
da die Bedingungen f

ur beide gleich sind, d. h. entweder benutzen beide
oder keiner eine Datenbank.
Der zweite Aspekt wird bestimmt durch den Vergleich mit den Ergebnissen
aus [Schlimmer, 1993]. Obwohl auch Schlimmer keine Datenbank verwendet,
so zeigt der Algorithmus Functional Dependencies hier eine

uberzeu-
gende Leistung. Auch die vollst

andige Durchsuchung des Hypothesenraumes
ist jedesmal schneller als bei Schlimmer. Im Vergleich mit dem obigen Er-
gebnis zeigt sich hier wie wichtig die Anzahl der existierenden FAen f

ur die
Laufzeit des Algorithmus Functional Dependencies ist. Denn die Unter-
schiede zwischen den Datenbanken, die Anzahl der Tupel und der Attribute
betreend, sind nicht so gro, als da sie die Ursache f

ur die Laufzeitunter-
schiede sind.
Und als letztes zeigen die Ergebnisse f

ur die Datenbank Buecher einen wei-
teren Aspekt. Diese Datenbank enth

alt nur neun Attribute und bei einer
Tiefenbeschr

ankung von drei nur 20 FAen. Von diesen ergeben sich allein
acht aufgrund eines Schl

ussels. Weiterhin sind maximal auch nur ungef

ahr
800 Hypothesen zu testen. Trotzdem ben

otigt dieser Test wesentlich l

anger
als die Tests mit den Datenbanken Bridges und Breast Cancer. Dabei ist
das Suchproblem bei diesen auch noch wesentlich schwieriger, da mehr At-
tribute existieren und die Tiefenbeschr

ankung gr

oer ist. Allein die Anzahl
der Tupel in der Datenbank B

ucher ist um ein vielfaches gr

oer, als bei allen
anderen verwendeten Datenbanken.
Die beiden weiteren Tests mit dieser Datenbank, einmal mit einer Tiefenbe-
schr

ankung von sechs und einmal ohne Tiefenbeschr

ankung, zeigen noch ein
weiteres interessantes Ergebnis. Bei diesen beiden Tests ist die Anzahl der
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entdeckten FAen gleich. Und obwohl der Hypothesenraum vollst

andig nach
FAen durchsucht wird, steigt die Rechenzeit nur minimal an. Dies ist ein
Beleg sowohl f

ur die Ezienz des Algorithmus, als auch f

ur die verwendeten
Schnittkriterien.
Als Fazit lassen sich zwei Punkte festhalten. Entweder die Datenbank ist
klein genug, so da kein DBMS zur Speicherung der Daten ben

otigt wird.
Dann sollte das Verfahren zum Beispiel aus [Safnik und Flach, 1993] Ver-
wendung nden. Hier besteht die Honung, da in hinreichend kurzer Zeit,
auch bei der Existenz von vielen FAen, der gesamte Hypothesenraum durch-
sucht werden kann. Die Tabelle 5.1 zeigt dies f

ur die Datenbank Lympho-
graphy.
Wenn aber ein DBMS ben

otigt wird, da die Datenmenge entsprechend um-
fangreich ist, dann sind lange Antwortzeiten unvermeidlich. Sollten dar

uber-
hinaus noch sehr viele FAen existieren, dann wird die Berechnung aller FAen
praktisch undurchf

uhrbar. Auch die Verwendung einer Tiefenbeschr

ankung
wird hier dann nicht viel weiterhelfen. Die Tabelle 5.2 illustriert diese zwei
Punkte f

ur die Datenbanken B

ucher und Lymphography.
Die obige Diskussion l

at sich wie folgt auf den Punkt bringen. Mit dieser
Arbeit wird ein Verfahren vorgestellt, da ohne Benutzerbeteiligung alle mi-
nimalen funktionalen Abh

angigkeiten in einer relationalen Datenbank ent-
deckt. Durch die Verwendung einer Datenbank sind dem Verfahren keinerlei
Beschr

ankungen hinsichtlich der Anzahl der Tupel auferlegt, im Gegensatz
zu den beiden anderen vorgestellten Verfahren. Der Vergleich mit dem Ver-
fahren aus [Schlimmer, 1993] zeigt auch, da hiermit dennoch ein Ezienz-
gewinn verbunden werden kann.
Weiterhin kann davon ausgegangen werden, da in existierenden Datenban-
ken die oensichtlichen FAen bereits dahingehend ausgenutzt wurden, die
Datenbank zu strukturieren und da in den einzelnen Relationen sehr viele
Tupel enthalten sind. Somit ist zu erwarten, da in den einzelnen Relationen
die Anzahl der FAen eher gering ist. F

ur diese Anwendungssituationen wird
in dieser Arbeit ein Verfahren vorgestellt, das die Aufgabe minimale FAen
zu entdecken, sehr ezient l

ost.
Kapitel 6
Ausblick
Dieses Schlukapitel beginnt mit einer kurzen Zusammenfassung dieser Ar-
beit. Daran schliet sich eine Diskussion der erzielten Ergebnisse an. Been-
det wird dieses Kapitel mit einem Ausblick auf m

ogliche Verbesserungen der
vorgestellten Algorithmen.
6.1 Zusammenfassung
In dieser Arbeit werden drei Algorithmen zur Bestimmung numerischer In-
tegrit

atsbedingungen, un

arer Inklusionsabh

angigkeiten und minimaler funk-
tionaler Abh

angigkeiten vorgestellt. Die zu ihnen korrespondierenden Pro-
gramme arbeiten jeweils auf bestehenden relationalen Datenbanken. Alle
drei verzichten dabei auf eine direkte Benutzerbeteiligung. Stattdessen wer-
den die Informationen ausgewertet, die vorher zum Anlegen der Datenban-
ken ben

otigt wurden und in den Systemtabellen weiterhin vorliegen. Da-
durch k

onnen die Progamme vollautomatisch ablaufen.
Sowohl f

ur un

are Inklusionsabh

angigkeiten als auch f

ur funktionale Abh

an-
gigkeiten existieren Axiomatisierungen. Die wichtigste Eigenschaft, die f

ur
beide aus diesen resultiert, ist die Transitivit

at. Diese wird in den entspre-
chenden Algorithmen ausgenutzt, so da sich, bezogen auf die Anzahl durch-
zuf

uhrender Datenbankanfragen, erhebliche Einsparungen ergeben. Dana-
ben werden f

ur die IAen und FAen Vorauswahlen getroen, womit, vor dem
eigentlichen Beginn der Algorithmen, die Anzahlen der Attribute, die

uber-
haupt f

ur IAen und FAen in Frage kommen, betr

achtlich eingeschr

ankt wer-
den.
Bei der Entdeckung der FAen werden insbesondere nur minimale FAen be-
trachtet. Es wird eine Menge F berechnet, in der alle g

ultigen minimalen
funktionalen Abh

angigkeiten enthalten sind. Auf der einen Seite wird durch
diese Einschr

ankung der Suchraum aller m

oglichen FAen massiv beschr

ankt.
Auf der anderen Seite l

at sich aber jede in einer Datenbank g

ultige FA mit
Hilfe der Axiomatisierung aus diesen minimalen FAen ableiten, so da der
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Algorithmus nichts von seiner Vollst

andigkeit einb

ut. Vollst

andigkeit be-
deutet in diesem Zusammenhang, da jede m

ogliche g

ultige FA ein Element
der H

ulle F

ist. Verfahren zur Durchf

uhrung dieser Ableitungen werden
hier jedoch nicht vorgestellt.
6.2 Diskussion
Die in dieser Arbeit vorgestellten Algorithmen erf

ullen die an sie gestell-
ten Aufgaben, n

amlich numerische Intergrit

atsbedingungen, un

are Inklusi-
onsabh

angigkeiten und funktionale Abh

angigkeiten zu entdecken. Hierauf
aufbauend k

onnen all jene Aufgaben und Probleme gel

ost werden, die im
Kapitel

uber die Motivation dieser Arbeit aufgef

uhrt sind, zur Erinnerung
sei nur das Datenbank{Design genannt.
Alle diese Aufgaben besch

aftigen sich mit relationalen Datenbanken, ins-
besondere f

ur das Datenbank{Design mit Normalformen werden relationale
Datenbanken zwangsl

aug vorausgesetzt. Weiterhin war es ein Ziel, Algo-
rithmen zu entwickeln, die mit existierenden Datenbanksystemen arbeiten
k

onnen, in diesem Fall Oracle7. Und es war nicht die Aufgabe, z. B. den
Algorithmus aus [Safnik und Flach, 1993] an Ezienz zu
"

uberbieten\, der
gerade keine Datenbank verwendet.
Diese Zielsetzung mu bei der Bewertung des experimentellen Vergleichs im
letzten Kapitel ber

ucksichtigt werden. Daher ist es um so h

oher zu bewerten,
da der Algorithmus Functional Dependencies nicht hinter dem Algo-
rithmus aus [Schlimmer, 1993] zur

ucksteht, der ebenfalls keine Datenbank
verwendet, sondern da er schneller ist.
1
Dieser Anforderung der Benutzung bestehender Datenbanksysteme wird
auch durch die Verwendung von SQL als Datenbankanfragesprache Rech-
nung getragen. Dadurch ist eine Anpassung an beliebige relationale Da-
tenbanksysteme, die SQL als Anfragesprache anbieten, sehr leicht m

oglich.
Dazu ist nur eine Anpassung und Neu

ubersetzung des Schnittstellenmoduls
zur Anbindung der Algorithmen an die Datenbank n

otig, da jede Daten-
bank eigene Bibliotheken hierf

ur bereitstellt, nicht jedoch eine

Anderung
der Algorithmen.
Dadurch, da das Datenbanksystem nicht nur als reiner Datenspeicher ver-
wendet wird, sondern selbst die G

ultigkeit von FAen und IAen berechnet, an-
gestoen durch SQL{Anfragen, entsteht keine Beschr

ankung f

ur die Menge
der Daten von seiten des Algorithmus. Allein das DBMS entscheidet

uber
die maximale Gr

oe der Datenbanken, und damit

uber die Anwendbarkeit
des Algorithmus Functional Dependencies. Dieses ist ein wichtiger Un-
terschied zu den beiden oben zitierten Verfahren, die an ihre Grenzen stoen,
wenn die Datenmenge die Grenze des Prim

arspeichers

ubersteigt. In dieser
Beziehung sind dem hier vorgestellten Algorithmus keine Grenzen gesetzt.
1
Hier spielen nat

urlich noch andere Faktoren herein, die jedoch unber

ucksichtigt blei-
ben m

ussen, da auch f

ur die beiden anderen Algorithmen nichts n

aheres

uber die Testsi-
tuationen bekannt ist.
KAPITEL 6. AUSBLICK 67
Wird nur die Aufgabenstellung dieser Arbeit betrachtet, so sind keine Pro-
bleme oengeblieben. Das gr

ote Problem bei der Entdeckung minimaler
FAen bleibt jedoch der Zeitaufwand f

ur jede einzelne Datenbankanfrage, ob
eine FA gilt. Dieser ist um einige Zehnerpotenzen h

oher als der Aufwand,
jeweils eine neue Hypothese zu generieren. Denn das Problem besteht nicht
in einer exponentiellen Anzahl der Hypothesen gemessen an der Anzahl der
Attribute | heutige Computer sind leistungsf

ahig genug, diese auch f

ur
groe Attributanzahlen aufzuz

ahlen | sondern in dem zur

Uberpr

ufung der
Hypothesen ben

otigten Zeitaufwand, der den eindeutig bestimmenden Part
einnimmt. Dies zeigte im letzten Kapitel z. B. der Test mit der Datenbank
Lymphography eindrucksvoll.
Andererseits sind Verfahren, wie z. B. jenes aus [Safnik und Flach, 1993],
nicht praktikabel, wenn die Datenmenge entsprechend gro ist. Und in der
Praxis verwendete Datenbanken haben jetzt schon diese Gr

oe

uberschrit-
ten, und sie tendieren dazu, immer schneller anzuwachsen. Unter der An-
nahme, da weiterhin FAen in realen Datenbanken gesucht werden sollen,
ergibt sich hieraus die Schlufolgerung, da versucht werden mu, den Al-
gorithmus Functional Dependencies weiter zu verbessern. Hiermit wird
dann erreicht, da die Grenze bez

uglich der Anzahl der zu testenden Hy-
pothesen, ab der der Algorithmus nicht mehr in vern

unftiger Zeit zu einem
Ergebnis kommt, weiter hinausgeschoben werden kann. Im n

achsten Ab-
schnitt werden unter anderem zwei M

oglichkeiten hierzu aufgezeigt.
6.3 Verbesserungen
In diesem Abschnitt werden drei m

ogliche Erweiterungen dieser Arbeit kurz
skizziert. Dies ist zum einen die Einf

uhrung einer Heuristik zur Bestimmung
der un

aren Inklusionsabh

angigkeiten. Zum anderen sind dies m

ogliche Er-
weiterungen des Algorithmus Functional Dependencies. Und drittens
wird eine m

ogliche Abschw

achung der G

ultigkeit der funktionalen Abh

angig-
keiten aufgezeigt.
6.3.1 Un

are Inklusionsabh

angigkeiten
Wenn die Namen f

ur die Attribute in einer Datenbank festgelegt werden,
so geschieht dieses nicht willk

urlich. Jeder Attributname wird eine mnemo-
technische Bedeutung haben. Dieses

auert sich zum Beispiel darin, da die
Spalten mit Personalnummern in Tabellen mit Mitarbeiter{ und Manager-
daten nicht mit MPNR und MGPNR abgek

urzt werden, sondern beidesmal
mit PERSONALNR.
2
Diese Tatsache f

uhrt zu der Idee, bei der Bestimmung der Inklusionsabh

an-
gigkeiten mit gleichnamigen oder

ahnlichen Attributen zu beginnen. Damit
2
Abk

urzungen sind erforderlich, da in der Regel das DBMS die L

ange der Bezeichner
f

ur Attribute beschr

ankt.
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ist dann die Honung verbunden, die IAen m

oglichst in einer solchen Reihen-
folge zu nden, so da das Problem aus dem Beispiel 4.3 vermieden wird.
Diese L

osung zusammen mit der dort beschriebenen Idee der Suche nach
Ketten

uber Fremdschl

ussel w

are noch eektiver.
6.3.2 Funktionale Abh

angigkeiten
Betrachtet man noch einmal die beiden Abbildungen 4.4 und 4.5 aus Ab-
schnitt 4.3.2, so leuchtet es ein, da bei einer Wahl von Bottom{Up als
prim

arer Suchstrategie diese Reduktion in

ahnlicher Weise geschehen kann.
Die Kanten in den B

aumen gehen dann von den speziellsten Hypothesen
aus. Die resultierenden Eigenschaften dieser B

aume lassen sich

ahnlich for-
mulieren wie in Lemma 4.7.
Eine alleinige Bottom{Up Suche anstelle der Top{Down Suche bringt jedoch
noch keine Vorteile, da funktionale Abh

angigkeiten in der Regel eher
"
kurz
als lang sind\, was die Anzahl der Attribute auf der linken Seite betrit.
F

ur die Suche bedeutet dies, da bei Top{Down die Abbruchkriterien eher
erreicht werden.
Jedoch ist es sicherlich vielversprechend, beide Suchstrategien zu kombinie-
ren. Dies s

ahe dann so aus, da abwechselnd Top{Down oder Bottom{Up
ebenenweise gesucht wird, je nachdem auf welcher Ebene weniger Hypo-
thesen f

ur weitere Tests verblieben sind.
3
Die Anzahl der Hypothesen zu
berechnen, die aufgrund der Anwendung eines Schnittkriteriums
"
heraus-
geschnitten\ werden, ist ein einfaches kombinatorisches Problem. F

ur diese
abwechselnde Suche spricht auch die symmetrische Verteilung der FAen

uber
die Ebenen, vgl. Abbildung 4.3.
Der Grund daf

ur, warum dies bisher nicht realisiert wurde, ist sehr einfach.
Es ist noch wesentlich aufwendiger, den dann notwendigen Abgleich der
Kombinationen der Attribute durchzuf

uhren. Hier ist dann nicht nur wie
in dem Algorithmus Functional Dependencies der Vergleich Hat{FA{
als{Teilmenge n

otig, sondern zus

atzlich ist auch noch ein Vergleich n

otig,
der

uberpr

uft, ob die zu testende Hypothese die Generalisierung einer nicht
g

ultigen Hypothese ist, die in der Bottom{Up Phase getestet wurde.
Beispiel 6.1 Angenommen in dem Halbverband aus Abbildung 4.4 gilt:
ABCD 6! F und ABCE 6! F . Dann kommen darin alle Attribute vor,
die auf der linken Seite stehen k

onnen. Aber die Hypothesen ADE ! F ,
BDE ! F und CDE ! F sind damit noch nicht ausgeschlossen. 
Das Beispiel zeigt, da bei n Attributen nur bei der G

ultigkeit von einstel-
ligen und der Ung

ultigkeit von (n , 1){stelligen Hypothesen Attribute aus
der Menge aller m

oglichen Attribute f

ur die linke Seite von FAen entfernt
3
Diese abwechselnde Suche w

are dann auch analog zu der in [Mitchell, 1982] beschrie-
benen Methode, den Versionenraum zu durchsuchen.
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werden d

urfen. Dies wird in dem Algorithmus Functional Dependen-
cies in den Phasen Bottom{Up{Search{Start und Top{Down{Search{Start
entsprechend ausgenutzt. F

ur alle anderen Hypothesen gilt, da jeweils nur
bestimmte Kombinationen der Attribute ausgeschlossen werden k

onnen.
Weiterhin wurde schon f

ur Hat{FA{als{Teilmenge gezeigt, da dieser
Test nur pseudo{polynomiell ist. Dies gilt auch f

ur den dann notwendi-
gen anderen Fall. Durch die Verwendung von
"
Buchhaltungsfunktionen\ f

ur
diese Kombinationen von Attributen kann der Algorithmus noch betr

acht-
lich optimiert werden. Dieses mu einhergehen mit der Verwendung von
Datenstrukturen, die die Durchf

uhrung dieser Vergleiche f

ur groe Mengen
minimaler funktionaler Abh

angigkeiten wesentlich ezienter unterst

utzen.
6.3.3 Wahrscheinlich korrekte funktionale Abh

angigkeiten
Bisher wurde immer davon ausgegangen, da eine funktionale Abh

angig-
keit gilt, oder eben nicht. F

ur letzteres gen

ugt ein einziges Tupel, das die
Ung

ultigkeit einer FA verursacht. Weiterhin wurden bisher zwei Probleme
v

ollig auer acht gelassen, die bei existierenden, groen Datenbanken in der
Regel akut sind. Dies sind zum einen fehlende und zum anderen falsche
Daten, die bei der Dateneingabe verursacht wurden. Zwei m

ogliche Folge-
rungen hieraus sind die Nichtexistenz von FAen, oder da die linken Seiten
der FAen l

anger werden, als bei korrekten Daten.
Da nun von einem gewissen Fehler innerhalb der Datens

atze ausgegangen
werden kann, ist es nur konsequent, auch bei den entdeckten FAen einen
gewissen Fehler zuzulassen, der in einer Wahrscheinlichkeit f

ur die G

ultig-
keit der FAen ausgedr

uckt wird. Dieses f

uhrt zu
"
wahrscheinlich korrekten
funktionalen Abh

angigkeiten\.
Besteht nun ein Interesse daran, diese

Anderung durchzuf

uhren, dann l

at
sich dieses mit dem hier vorgestellten Algorithmus sehr leicht bewerkstelli-
gen. Hierzu sind zwei Dinge erforderlich. Zum einen mu einmal pro Tabelle
die Gesamtzahl der Tupel gez

ahlt werden. Diese Information f

allt bei der
Einteilung der Attribute in die vier Klassen als Nebenprodukt an, wenn ein
Attribut in die Klasse SK kommt. Ansonsten wird einmal pro Relation eine
entsprechende Anfrage gestellt.
Und zum zweiten mu die Auswertung der SQL{Anfrage auf Seite 49 ge

an-
dert werden. Bisher werden die Zahlen a und b nur auf Gleichheit

uberpr

uft.
Ist a gleich b, dann gilt die entsprechende FA. Angenommen a ist gleich 80
und b gleich 100. Dann existieren 20 Tupel, die zur Ung

ultigkeit der FA
f

uhren. Mit diesen Informationen k

onnen dann die entsprechenden Wahr-
scheinlichkeiten berechnet werden. Angenommen, es sind insgesammt auch
100 Tupel vorhanden, dann gilt die entsprechende FA zu 80%.
Der Vorteil dieser wahrscheinlich korrekten FAen sind die erheblichen Be-
schneidungen des Suchraumes, die sich ergeben. Es lassen sich leicht Beispiele
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konstruieren, in denen schon bei einer minimalen Abweichung der Wahr-
scheinlichkeit von 1, die Anzahl der Attribute auf den linken Seiten der
FAen erheblich sinkt. Damit geht dann eine wesentliche Beschleunigung der
Suche einher.
Anhang A
Beweis der Gleichung aus
Lemma 4.5
Die G

ultigkeit der folgenden Gleichung ist zu zeigen:
n 1
X
i=1
 
n
i
!
 (n, i) = n  (2
n 1
, 1) (A.1)
Beweis Es wird die folgende Gleichung ben

otigt
n
X
i=0
 
n
i
!
= 2
n
(A.2)
Die G

ultigkeit dieser Formel kann

uber die Summation aller Elemente einer
Zeile im Pascal'schen Dreieck hergeleitet werden. Sie bendet sich aber auch
in jeder Formelsammlung. Damit in den nachfolgenden Formeln Deniti-
onsprobleme vermieden werden, wird ohne Beschr

ankung der Allgemeinheit
n > 1 vorausgesetzt. Es gilt
 
n
i
!
=
n!
i!  (n, i)!
(A.3)
Da n in der Summe in A.1 fest ist, kann A.3 auf die Situation in A.1 ange-
wendet werden, und es gilt
 
n
i
!
 (n, i) =
n!  (n, i)
i!  (n, i)!
=
n  (n, 1)!  (n, i)
i!  (n, i)  (n, i, 1)!
=
n  (n, 1)!
i!(n, i, 1)!
= n 
 
n , 1
i
!
(A.4)
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A.4 angewendet auf A.1 ergibt
n 1
X
i=1
 
n
i
!
 (n, i) =
n 1
X
i=1
n 
 
n, 1
i
!
= n 
n 1
X
i=1
 
n, 1
i
!
= n 
 
n 1
X
i=0
 
n, 1
i
!
,
 
n, 1
0
!!
(A.5)
Per Denition gilt
 
n, 1
0
!
= 1 (A.6)
Mit A.2 ergibt sich
n 1
X
i=0
 
n , 1
i
!
= 2
n 1
(A.7)
A.7 und A.6 eingesetzt in A.5 liefert somit
n 
 
n 1
X
i=0
 
n , 1
i
!
,
 
n, 1
0
!!
= n 

2
n 1
, 1

und damit die Behauptung.
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