ABSTRACT. this paper adopts a novel approach of Support Vector Machine (SVM) to forecast residential housing prices. as one type of machine learning algorithm, the proposed SVM encompasses a larger set of variables that are recognized as price-influencing and meanwhile enables recognizing the geographical pattern of housing price dynamics. The analytical framework consists of two steps. The first step is to identify the supporting vectors (SVs) to price variances using the stepwise multi-regression approach; and then it is to forecast the housing price variances by employing the SVs identified by the first step as well as other variables postulated by the hedonic price theory, where the housing prices in Taipei City are empirically examined to verify the designed framework. Results computed by nonparametric estimation confirm that the prediction power of using SVM in housing price forecasting is of high accuracy. Further studies are suggested to extract the geographical weights using kernel density estimates to reflect price responses to local quantiles of hedonic attributes.
INTRODUCTION
the residential housing is not only providing living spaces for people in societies, but offers attractive markets for investors to participate, particularly for international metropolises. Facing fluctuating economies, prospective participants of the property market have been keenly aware of the varying appreciation rates (Haughwout et al. 2011) . Housing prices forecasting hence is one of the most prominent focal subjects in both the market and the academia. from a methodological perspective, existing pricing forecasting models in the housing market domain could be roughly divided into theory-driven models and data-driven models (larson 2010) . Extensive explorations of questions that are associated with forecasting market directions have been strived, including "where is the turning point of housing pricing variations (Bracke 2013) ?; how to capture and forecast the peak of housing prices with unique informative variables (Wu et al. 2014) ?; and how to forecast the market directions with the lowest error (Beracha, Wintoki 2013) ?". Advanced techniques for housing prices forecasting are simultaneously enriched, such as the autoregressive (AR) models (Wu, Brynjolfsson 2013) , the autoregressive fractionally integrated moving average (arfIMa) model (aye et al. 2014) , the unobserved components (uc) model (Kishor et al. 2015) , the random acceleration model (Barari et al. 2014) , the vector auto-regression (Var) (aye et al. 2015) , and the vector error correction (Vec) model (Wheaton et al. 2014) . though these various models employ different information sets and have been tested by advanced techniques, they generally share a common nature in terms of the hedonic appraisal method. the hedonic price model has its foundation in consumer theory and has been the standard tool of housing appraisal approaches. It considers that an urban area can be treated as a single market for housing services (adair et al. 2000) . as also argued by rosen (1974) , "goods are valued for their utilitybearing attributes", Indeed, housing price largely depends on, if not defined by, various housing characteristics. as long as a hedonic model can be built to encompass all effective variables, including those that can capture the market supply and demand, the housing price can always be predicted accurately enough.
traditionally, the econometric relationship between the price and the property characteristics is determined via multiple regression analysis (Mra). unfortunately, due to the impossibility of building a hedonic that can embrace all effective information sets, the traditional Mra-based hedonic has an inherent vulnerability. In addition, it is structurally bound to assuming an a priori functional relationship between sale prices and property attributes. Furthermore, when there are ever-volatile periodical movements involving multiattributed affecting factors both endogenously and exogenously, the Mra approach can do nothing to capture the information of the price formation process. The dynamic price formation, however, is essential for accurately modeling the complex dynamics of the housing market. finally, recent studies suggest that the Mra-based hedonic may lead to biased results if real estate prices are spatially correlated (osland 2010; Shin et al. 2007) . these specified four failures would result in untenable or imprecise coefficients caused by functional form misspecification, interaction among variables, multicollinearity, and non-linearity problems (Zurada et al. 2011) . As witnessed by a sight of familiar truths, market directions were often unsatisfactorily forecasted on the one hand, and spatial price dynamics were empirically understudied on the other. to date, both industry and academia call for innovations in forecasting housing price variations with the complexities and dynamics of the housing market as main concerns.
recently, machine learning algorithms, or computational intelligence approaches, have attracted increasing attention for mass appraisal in stock markets. as a potentially more effective and flexible approach for price forecasting, machine learning algorithms also have been applied in the real estate domain. for examples, gonzález and formoso (2006) developed mass appraisal models using fuzzy logic; nghiep and al (2001) indicate that artificial neural networks (ANN) perform better compared to Mra for large sample sizes, and d'amato (2007) employs rough set theory as an automated valuation method. out of excising machine learning technologies, the Supporting Vector Machine (SVM) is of particular usefulness for it can learn the input-out functionality from existing samples, and is capable of mapping the special dynamics into a high dimensional feature space (Cristianini, Shawe-Taylor 2000) . Therefore, in this paper, a novel model is built that combines the typical hedonic appraisal method with the support vector machines (SVMs) to generate a mass appraisal model that could rest on theoretical expectation and at the same time circumvent the restrictions of Mra.
Remaining contents are organized as follows. Section 2 of this paper provides a critical review of the literature associated with housing price forecasting; section 3 describes the research strategy. Section 4 presents the empirical strategy of applying SVM to forecast spatial dynamics in housing price of taipei and Section 5 provides analytical discussions. Section 6 concludes this paper and suggests future explorations.
LITERATURE REVIEW
2.1. Cross-sectional differences of housing price a number of factors have been recognized by researchers as can influence housing prices significantly. From the view of cross-sectional differences in housing price, housing appreciations and variances are widely documented in the previous literature. For example, Mayer (1993) finds that high price houses appreciate at a higher rate in four u.S. cities, but also they suffer more volatile than lower price houses. Smith and Ho (1996) confirm the hypothesis that the monetary shocks widen the price differential between higher and lower priced housing properties, while the real shocks (e.g. variations in real income and employment rate) narrow the price differential. They further point out that the nature of the economic cycles and local market conditions can also affect the differential between lower and higher priced properties. Drake (1993) (2000)'s study, variables such as real income, population, housing stock, housing mortgage interest rate, and amount of real income expectation are adopted and concluded as affecting housing price variances differently in netherlands.
Previous studies on housing price forecasting
given that housing prices are varying and being influenced by extensive variables, many researchers have attached great attentions on how to forecast housing prices accurately. earlier studies on housing price formulation and forecasting mainly follow the basic law of demand and supply combined with the adjustment latency, and the demand side is assumed to be the major determinate of housing prices during short periods. Such concentrations on modelling market structures, such as studies undertaken by Whitehead (1974) , Hadjimatheou (1976) , Mayes (1979) and Hendry (1984) , nonetheless turn out to be weak in forecasting accuracy. time series analysis is very different from these structural models, the basic proposition of which is 'history might matter '. case and Shiller (1989) adopt a time series analysis method and examine the repeat sales price index in 49 cities of the uS to test whether the American residential housing market is consistent with the weak-efficient market hypothesis or not. Muellbauer and Murphy (1997) use this method and find that because of the unstable relationships among households' wealth, households' income, interest rates, and home prices, the housing prices could move dramatically as time changes. Brown et al. (1997) believe the ignorance of structural changes in the housing market is the major reason for failure in house price forecasting. Therefore, Brown et al. (1997) propose a Time Varying Coefficient (TVC) method with an unstable price data production assumption and get better regression results of varying coefficients compared to three other regression results derived from constant coefficients in models of ARIM, ECM, and VAR. In following with Brown et al. (1997) 's arguments about market structure, ortalo-Magne and rady (2006) develop a regimeswitch model of housing to analyze the pattern of housing price movements. They find that the financial constraints of youngers are major reasons for the nonlinearity changes of housing prices.
although previous studies on housing price dynamics are rich, they dedicate disproportionate attention to technology, leading to grave shortcomings in theory analysis and outcomes of which that are often contrary to each other. the inconsistency of results, and thus lower accuracy in price forecasting are challenges in the research focal of housing price forecasting. as a novel technology of learning machine, the Supporting Vector Machine (SVM) has been proved to be able to solve problems of limited sample learning, nonlinear regression, and overcome the "curse of dimensionality", and thus causes emerging attentions of researchers in price forecasting in various markets including the real estate market (e.g., Kazem et al. 2013; Wang et al. 2014; Zhang et al. 2015) . the capabilities of SVM also initiates this article to solve the spatial dynamics of housing price in Taiwan.
Housing price determinants
according to lancaster (1966)'s consumer theory, goods possess bundles of characteristics and it is those characteristics, not the goods themselves, on which the utility is derived. Utility or preference are assumed to rank bundles of characteristics directly and only rank collections of goods indirectly based on their characteristics. one single good may possess a bundle of characteristics, and those characteristics work together as a group. Purchase of such goods means the acquisition of those characteristics and converting them into utility. this kind of market should be described with a range of qualities or the prices of the characteristics that the goods contain, which we will call the hedonic price. as being put by rosen (1974), "goods are valued for their utility-bearing attributes or characteristics", thus the housing price can be considered being determined by collections of hedonic values and different attributes have different implicit prices.
rosen (1974) proposed market supply and demand equilibrium to describe product attributes. under the assumption of perfect competition and aiming to maximize consumer utility, rosen (1974) analyzed the short-and long-term equilibriums of the heterogeneity goods market and established a sound base for model specification and estimation of the Hedonic Price Model. according to rosen's theory, econometric methods can be applied to derive the implicit price of product characteristics. the observed product price and the bundles of characteristics of the good define a set of implicit or hedonic prices.
Building on the above-mentioned theories, the most common hedonic variables of the property include the age, type of property, floor area, number of living halls, the number of rooms, the number of garages, and other amenities available within the property. In addition, no two properties share the same space and each property is spatially bound to its locational features within a neighborhood or sub-market, such as differences in transportation, accessibility, public services, aesthetic quality, recreational facilities, etc. the locational attributes generate urban externalities which can be capitalized on the market but sometimes might also impair the property value. accessibility has been regarded as a major influence in the modeling of residential location. according to Hanson (2004) , accessibility refers to the number of opportunities available within a certain distance or travel time. Following Hanson (2004) , various measures have been proposed and used in previous studies to improve the precision of measuring accessibility; with more recent studies able to take advantage of gIS. for example, Song and Sohn (2007) propose that accessibility can be measured according to the percentage of specific land use, or measured as the path distances from the housing unit to the central Business District (CBD), or constructed with a more complex accessibility index that incorporates both distance and size of targeted facilities (Song, Sohn 2007) .
In most cases, the CBD is regarded as the center for many activities. therefore, proximity to the CBD is considered an attractive quality that increases property prices. nonetheless, transportation infrastructure can enhance the mobility of residents and possibly reduce demand friction around the CBD, so that residential property can generate value from its proximity and superior access to transportation infrastructure (Debrezion et al. 2007) . the effect of transportation on property value will vary depending on the configuration of transportation modes and networks, such as the availability of highways, light or mass rapid transit, bus transit, etc. By and large, studies concur that the ease of transportation has a positive impact on the property value, though the degree of impact differs across the literature, depending on the stratification level and mode of transportation (see adair et al. 2000; Billings 2011; Hess, almeida 2007) .
Accessibility and size of retail stores are two key traits examined in research on retailing and housing price. for instance, studies indicate that the size of retail stores positively impact residential values (Sirpal 1994) , while greater accessibility to retailing has a positive effect on housing price but the effect diminishes if the distance of a store is too close to a house (Des Rosiers et al. 1996; Song, Sohn 2007) .
environmental amenities have important aesthetic value and provide opportunities for recreational activities. the amenity values comprise of two components. The first is accessibility to the resource, such as a park or beach, that contributes to recreational and leisure purposes. the second value is attributed to the scenery view of resources (Hamilton, Morgan 2010). In the same vein, Kong et al. (2007) show that green space area, and accessibility to plazas and parks positively impact residential property value. on the other hand, cultural amenities such as museums, zoos, theaters, symphonies and dance companies, also positively affect the locational choice of workers (Clark, Kahn 1988) .
With regard to public services such as schools, hospitals, fire departments, and police stations, little a priori explanation has been made relating their accessibility to property value. nevertheless, the property taxes collected in a municipality could translate into public services that should have a positive effect on property value (Kauko 2003) . accessibility of hospital, elementary school, university are usually adopted in hedonic price modeling (Waddell et al. 1993; Matthews, Turnbull 2007; Kryvobokov, Wilhelmsson 2007; Keskin 2008) , while studies by Gibbons and Machin (2008) and Billings (2015) highlight school quality and lower crime rate as key factors determining choices of residential location.
RESEARCH STRATEGY
The analytical framework in this article consists of two steps in terms of model development and empirical strategy. The first step of model development is to identify the supporting vectors (SVs) to price variances using the stepwise multi-regression approach; and the second step of empirical strategy is to forecast the housing price variances in Taipei City by employing the SVs identified by the first step as well as other variables postulated by the hedonic price theory. regarding the process of model development, it is first to build a typical hedonic model based on previous related theories theory (lancaster 1966; rosen 1974) ; and then to identify supporting vectors (SVs) to price directions by applying the stepwise multi-regression approach. In following this way, a SVM hedonic can be established for forecasting housing prices in taipei city empirically.
The hedonic appraisal model
the SVM hedonic developed in this paper employs variables capturing information sets of both structural and spatial locational features within a neighborhood or sub-market. the housing structural variables include property types, floor area, land area, age of property, building height, floor level, number of bedrooms, number of living halls, number of bathrooms, and availability of a parking lot. It is important to note that sales price is usually associated with greater marketing time (Glower et al. 1998) . thereafter, sales duration in terms of marketing days is also incorporated into the SVM hedonic developed here. Spatial variables include transportation, accessibility, public services, aesthetic quality, and recreational facilities, the selection criteria of which are based on the literature review in Section 2.2.
after building a hedonic model based on the selection of employed information sets, it is to find out the effective hedonic variables that are useful and significant to develop the SVM model. To this end, a stepwise multiple linear regression is applied to build the hedonic model to examine and determine the significant set of variables for SVM modeling. Based on the statistical significances, variables are included or excluded from the model in order to develop the best model. Stepwise regression is the method chosen in part for its ability to reduce the risk of multicollinearity between explanatory variables.
Support Vector Machine Model
The identified SVs derived from the first step are then employed as classifiers for forecasting future market movements. SVM is favorable in modeling housing price due its ability to map the linear or non-linear input attribute space into a high dimensional feature space, and because it does not depend on the assumption of the probability distribution. for overlapping classes, given a training data set {(x 1 , y 1 ),…,(x n , y n )}, and x i ∈R n , y i ∈{+1,-1}, cortes and Vapnik (1995) propose a generalized optimal margin algorithm for the separating hyperplane:
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In the case where data is inseparable in the original feature space, SVM requires mapping the input vectors into a higher dimensional feature space, and the goal of SVM is to determine the following decision function:
The coefficients α i are found by solving the dual problem which maximizes the following function:
With constraints, 0 ≤ α i ≤ C and i = 1,…., n; where C is positive constant for i ξ . In order to simplify the heavy computation of transformation, K is a kernel function that enables operations to be performed in the input space rather than the potentially high dimensional feature space. among acceptable kernel functions for mappings are linear, polynomials, radial basis functions, and certain sigmoid functions. the study adopted an rBf kernel since it encompasses the features of a linear kernel and sigmoid kernel that are able to map linear and non-linear classifications, while maintaining lesser hyperparameters than a polynomial kernel (Hsu et al. 2003) . the rBf kernel is given as:
to avoid attributes in greater numeric ranges dominating those in smaller numeric ranges, scaling is performed on the attribute variables to transform the numeric values into the range of [0,1]. In the five-fold cross validation, samples are divided into 5 subsets, and sequentially one subset is tested using the classifier trained on the remaining 4 subsets. In the training process, SVM classification is required to identify the best numeric setting for parameters C and γ. the values of the parameter setting are determined through trial and error, and the validation of results is subjected to the accuracy requirement.
THE CASE STUDY
to validate the proposed approach for price forecasting, transaction records of residential properties in the adjoining twelve districts of Taipei are used in the study Preliminary findings from this step warrant the prediction accuracy of SVM. 
The data
Samples are randomly drawn from the market transaction of taipei city's properties listed in the database Gigahouse Taiwan's Real Estate Portal, within the period between 2007 and 2010. Taipei city occupies 271.8 km 2 . In 2011, the city had a total of 1,089,541 households covering a total area of 178.55 km 2 , with a population of 2.65 million (Taipei city government 2012). Property types mainly comprised of two categories which are either classified as walk-up buildings or highrise apartments. the sale records in the database also furnished information related to geographical location, property structural characteristics, property amenities, and marketing information. to avoid outliers in the pricing data, only samples within ±2 standard deviations from the mean value of sale prices are included. In total 3991 samples are included in the study, and each district is represented by at least 200 samples in the analysis.
The hedonic variables
the analysis sourced data of structural attributes and locational attributes as input to predict the pricing (table 1) . a range of key variables pertaining to structural attributes in the study was extracted from the database, including property types, floor area, land area, age of property, building height, floor level, number of bedrooms, number of living, number of bathrooms, and availability of a parking lot. amidst the effects of housing characteristics, sales price is usually associated with greater marketing time (Glower et al. 1998) . thereafter, the number of days housing has been on the market prior to sale has been extracted from the database and included in the analysis.
of the three major locational attributes-namely district characteristics, transportation infrastructures, and neighbourhood amenities-distance and accessibility greatly influenced the modeling of residential location and land value. the data for locational attributes was collected by identifying the address of each residential property obtained from the property database, and further spatially linked to the distance or accessibility variables using gIS. the study adopts a euclidean distance metric to determine the distance between two points, while the accessibility of facilities is measured by the number of facilities available adjacent to the housing within an 800-meter radius. The 800 m threshold is adopted since it is approximately equal to the 0.5 miles maximum walking distance of a commuter suggested by o' Sullivan and Morrall (1996) . the spatial dimension of taipei city is subdivided by planning authorities into twelve administrative districts. It is well-known that real estate fixes a property in a spatial sense, and the spatial immobility defines intrinsic attributes of a dwelling, which directly affects housing quality and market value, subjected to its ease of access to public facilities and neighbourhood amenities. the variables of locational attributes shared in common by housing within the same district are labeled "district characteristics". Under this category, the key variables include district zoning, distance to central business district, and distance to the riverbank. the central business district is fixed at Taipei Main Station when measuring the distance from the property.
In terms of the effect of transportation infrastructure upon housing prices, accessibility of subway infrastructure and expressway is chosen as variables in the regression analysis. these two variables are chosen over bus stop due to the densely distributed bus stops in taipei, rendering them insignificant as a factor influencing property value. for neighbourhood amenity, locational amenity is often articulated as the proximity of the property to public services and retail outlets (Matthews, Turnbull 2007). Our study explores potential spatial externalities by addressing a range of variables designed to capture the benefits and disadvantages of the neighbourhood and environmental characteristics of the residential property. the additional spatial variables include the number of universities, libraries, art centers, hypermarkets, department stores, supermarkets, night markets, hospitals, police stations, and fire stations located within 800m of each residential property.
the dependent variable is selling price per unit area. the advantage of using sale price per unit area in our analysis is attributed to the minimization of price range if compare to unit price. Besides, it is more common to compare property price by unit area in Taiwan. The prices have been rounded up into units of ten-thousand Taiwan dollars (TWD), and ranged from TWD 130,000 to 680,000 per unit area. For classification purposes, the selling price is disaggregated discretely into 56 classes, with most transaction prices around TWD 210-420k. Those that fall outside and above this range occur in less than 2% of the cases for each respective class. 
RESULTS
The stepwise selection of variables offers the advantage by accommodating variables that may change in statistical significance and permits discrimination between variables, as well as their entry into and deletion from the model, thereby further reducing the risk of multicollinearity (adair et al. 1996) . a higher f-statistic and a threshold of significance at 0.05 are ensured for every entry of variable in the variable selection process. furthermore, the regression models have been diagnosed to ensure no multicollinearity problems that would affect the robustness of the models. the analysis yielded 19 variables remaining after stepwise regression analysis (bulleted in table 2). Variance inflation factor (VIF) tests have been conducted to detect multicollinearity problem of variables and it is unlikely to occur since VIf <3. the regression model has an R-squared of 64%, F-statistic of 119.12, and P-value smaller than 0.01, thus the significance of the overall model is accepted.
Accuracy of SVM
the accuracy of housing price prediction can be demonstrated by deriving a hit-rate. Based on Matysiak and Wang's (1995) findings on the correspondence between prices and valuation, the probability of valuation deviating within +/-10% is 30%, and the proportion of valuations falling within +/-20% would rise to 70%. Therefore, our SVM prediction on selling price is aimed at achieving at least a 30% and 70% hit-rate for deviation within 10% and 20% respectively. table 2 presents the hit-rate results of 20% allowable deviation, the optimal hit-rate 72.2%, which lies at C = 80, γ = 2. for similar settings, the hit-rate achieved 44.5% at an allowable deviation of 10%, with both hit-rates higher than the requirement. The selected values for parameters C and γ are adopted for the cross-validation of the remaining four subsets. after iterative SVM testing for cross-validation, the results are presented in Table 3 . The hit-rate at allowable deviation of 20% resulted in 71.4%, 69.2%, 72.2%, and 70.1% respectively, which approximate the 70% requirement. The consistency of results confirms the robustness of SVM when modeling different random sample subsets.
Modeling of residential properties in Neihu and Nangang districts
the SVM model's predictability of house price in taipei city is acceptable, but the result is less dazzling, primarily due to the locational differences of the housing area. theoretically, the SVM model would have greater price predictability if the overall market were stratified into several homogeneous subsets. Based on such premise, a specific case study was conducted to test the SVM model predictability on the housing price for samples located only in the neihu and nangang districts (extracted from the 12 districts). Samples from these two neighbouring districts are chosen for their comparative proximity in location, selling prices, floor areas, and building ages. There is a total of 502 transactions recorded in these two districts. after circumventing the locational differences, the SVM model hit-rate improved to 81.8% when 20% variation is allowed, while the parameters are set at C = 50, γ = 0.5. the improved predictability of SVM can be examined from a few perspectives.
first, there is a greater degree of locational homogeneity for the districts considered in the case study. Both neihu and nangang districts are sub-urban areas of Taipei City, with slower development compared to districts located closer to the city center. They have more new residential houses and higher homogeneity in district planning. In contrast, when the overall transactions in taipei city are considered, the accuracy of SVM classification could be hampered by the imbalanced distribution of certain transportation infrastructures and neighbourhood characteristics in the city, in which the deficiency of such attributes would significantly affect the selling price in some areas. However, if the attributes are ample or overcrowded in an area, their effects on selling price would become irrelevant.
technically, modeling housing prices in taipei City requires a larger range of selling price clas- sification than included in the case study. Thus, SVM modeling on taipei city produces larger computational complexity than modeling the two districts, and therefore demand larger sample size for training set classification. However, the training samples used for the overall taipei city SVM might be insufficient to generate a high level of predictability.
CONCLUSION
the study has constructed and evaluated the usefulness of SVM classification for the mass appraisal of residential properties in taipei city. nevertheless, one of the key contributions in this study is the utilization and analysis of numerous hedonic variables during the preliminary stage. the hedonic model used in our study is distinct from previous studies in terms of its broad range of consideration which comprised variables of structural attributes, district characteristics, accessibility of transportation infrastructures, and neighbourhood amenities. This inclusiveness would generate a more holistic reflection of hedonic influences on the property value; furthermore, it would reduce the bias of the SVM modeling and provide better generalization. Building upon a hedonic pricing foundation, the study devises an SVM classifier to model the effects of 19 selected variables on property price estimation. the overall accuracy of SVM estimation is comparable to Matysiak and Wang's (1995) valuation-deviation correspondence, which could achieve an approximately 70% hit-rate for 20% allowable deviation. However, apparent improvement of SVM accuracy (82% hit-rate) has been detected when the modeling is constrained to suburban samples of neihu and nangang districts. In association with the difference in the degree of city development, the utility attributes of availability of public facilities and neighbourhood amenities are different across urban and suburban areas. In suburban areas that are less organized, residents might rank the importance of accessibility more highly; however, urban residents can always be compensated by other similar attributes nearby. In addition, the influences of these attributes would be more decisive in areas where their distribution is sparse rather than in areas of dense abundance. In other words, the accuracy of the SVM model would be enhanced if locational differences between the housing neighbourhoods or districts of the samples are restrained. the problem can be overcome by executing SVM modeling on distinct neighbourhoods which are distinguished from one another, or by incorporating new variables that could moderate the effects of locational differences on property value. One way to identify the locational effect is to analyze the density of locational hedonic variables within a given area. Besides, the study is designed under a situation where there is insufficient data to split training dataset from the testing dataset. Therefore, five-fold cross-validation has been adopted for the training and testing. Such approach might be biased and underestimate the true test error, however adopting five-fold cross validation is a good compensate for bias-variance tradeoff (Breiman, Spector 1992; Hastie et al. 2001) .
In comparison with traditional mass appraisal based on multiple regression analysis, the SVM model is a superior approach which is able to circumvent problems of Mra, such as the inability to handle interacting variables, nonlinearity, and multicollinearity. The findings indicate that combining a hedonic pricing approach with SVM learning is particularly advantageous for identifying influential variables and non-linear modeling. The model is confirmed to be feasible, especially for those districts containing features that are coessential and evenly distributed in an area.
