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Abstract
Network quantization aims to lower the bitwidth of
weights and activations and hence reduce the model size
and accelerate the inference of deep networks. Even though
existing quantization methods have achieved promising per-
formance on image classification, applying aggressively
low bitwidth quantization on object detection while preserv-
ing the performance is still a challenge. In this paper, we
demonstrate that the poor performance of the quantized net-
work on object detection comes from the inaccurate batch
statistics of batch normalization. To solve this, we pro-
pose an accurate quantized object detection (AQD) method.
Specifically, we propose to employ multi-level batch nor-
malization (multi-level BN) to estimate the batch statistics
of each detection head separately. We further propose a
learned interval quantization method to improve how the
quantizer itself is configured. To evaluate the performance
of the proposed methods, we apply AQD to two one-stage
detectors (i.e., RetinaNet and FCOS). Experimental results
on COCO show that our methods achieve near-lossless per-
formance compared with the full-precision model by using
extremely low bitwidth regimes such as 3-bit. In particu-
lar, we even outperform the full-precision counterpart by
a large margin with a 4-bit detector, which is of great prac-
tical value. Code is available at https: // github. com/
blueardour/ model-quantization .
1. Introduction
Since 2012, convolutional neural networks (CNNs) have
achieved great success in image classification [9, 10, 17],
object detection [20, 21, 29], face recognition [6, 23, 31],
etc. However, existing networks always have a large num-
ber of parameters and high computational cost, which re-
stricts their application on resources-limited devices such as
smartphones, AR glasses, and drones. To solve this issue,
network compression is an effective method, which aims to
reduce the parameters and computational costs of the net-
work without significant performance degradation.
∗Corresponding authors.
Existing studies on network compression focus on chan-
nel pruning [11, 25, 42], efficient architecture design [12,
27, 30] and network quantization [36, 39, 40]. In partic-
ular, network quantization directly reduce the model size
by converting the network weights into low-precision (e.g.,
4bit or 2bit) ones. As a result, the low-precision model can
achieve substantial memory saving (e.g., 8× or 16×). More
importantly, network quantization also converts the activa-
tions into low-precision ones. As a result, we can replace
the compute-intensive floating-point operations with light-
weighted fixed-point or bitwise operations, which greatly
reduces the computational cost of the networks.
Although promising results on tasks such as image clas-
sification have been reported [7,16,39] using the aforemen-
tioned quantization techniques, using quantized networks
for more complex tasks such as object detection still re-
mains a challenge. Compared with image classification,
object detection is more challenging. In object detection,
the detector not only performs object classification, but also
conducts bounding box regression, which makes it more
difficult to quantize the detection model. Existing meth-
ods [15, 18, 37] quantize the detector to 4 or 8 bits and
achieve promising performance. However, when it comes
to lower bitwidth (e.g., 2-bit) quantization, it incurs a sig-
nificant performance drop. In this paper, we observe that
the main challenge of quantization on object detection is
the inaccurate batch statistics of batch normalization [14].
In a one-stage detector [21, 32], each detection head de-
codes scale-specific features. Different scales of features
result in different means and variances. The discrepancy
of means and variances across different levels of features
leads to inaccurate statistics of shared batch normalization
layers. This issue becomes even more severe when we per-
form low-precision quantization on the one-stage detector.
To address this issue, in this paper, we propose an accu-
rate quantized object detection (AQD) method. Specifically,
we construct multi-level batch normalization (multi-level
BN) to obtain accurate batch statistics. We use independent
batch normalization for each pyramid level of head, which
can capture accurate batch statistics. Moreover, we further
propose a learned interval quantization method (LIQ) to im-
prove the performance of the quantized network.
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Figure 1. Histograms of batch statistics at the batch normalization layer of a 2-bit ResNet-18 FCOS detector. Level-x denotes that the
prediction are made on the x-th pyramid level. Different pyramid levels of feature show different batch statistics.
Our main contributions are summarized as follows.
• We highlight that poor performance of the quantized
detectors is due to the inaccurate statistics of batch
normalization. We therefore propose multi-level batch
normalization (multi-level BN) to capture accurate
batch statistics of different scales of feature pyramid.
We further propose a learned interval quantization
method (LIQ) by improving how the quantizer itself
is configured.
• We evaluate the proposed methods on COCO detec-
tion benchmark with multiple precisions. Experimen-
tal results show that our 3-bit AQD achieves compara-
ble performance with its full-precision counterpart. To
be emphasized, our 4-bit AQD even outperforms the
32-bit model by a large margin.
2. Related Work
Network quantization. Network quantization aims to rep-
resent the network weighs and/or activations with very
low precision, which reduce the model size and computa-
tional cost. Existing methods can be divided into two cat-
egories, namely, binary quantization [3, 13, 28] and fixed-
point quantization [35, 36, 39]. Binary quantization con-
vert the full precision weights and activations to {+1,−1}.
In this way, we can replace the matrix multiplication op-
erations with the bitwise XNOR-popcount operations. As
a result, the binary convolution layer can achieve up to
32× memory saving and 58× speedup on CPUs [28, 40].
Nevertheless, binary quantization incurs significant perfor-
mance degradation compared with the full precision coun-
terparts. To reduce the performance gap, fixed-point quan-
tization [4, 35, 36, 39] have been proposed to represent
weights and activations with higher bitwidth, which achieve
impressive performance on image classification task.
Quantization on Object Detection. Many researchers
have studied quantization on object detection to speed up
on-device inference and save storage. Jacob et al. [15] pro-
pose a quantization scheme using integer-only arithmetic
and perform object detection on COCO dataset with quan-
tized 8-bit models. Wei et al. [33] utilize knowledge dis-
tillation and quantization to train very tiny CNNs for ob-
ject detection. Observing the instability problem during the
fine-tuning stage of the quantization process, Li et al. [18]
propose to produce fully quantized 4-bit detectors based on
RetinaNet and Faster R-CNN with three techniques, which
include freezing batch normalization statistics, clamping
activation based on percentile and quantizing with channel-
wise scheme. Zhuang et al. [37] point out the difficulty of
propagating gradient and propose to train low-precision net-
work with a fully precision auxiliary module.
3. Proposed method
In this section, we describe the proposed accurate quan-
tized object detection (AQD). We first introduce problem
definition in Section 3.1. Then we introduce the inaccurate
batch statistics issue and the multi-level batch normaliza-
tion (multi-level BN) in Section 3.2. Then, we introduce
the learned interval quantization (LIQ) in Section 3.3.
3.1. Problem definition
We consider build a one-stage quantized detector for ob-
ject detection. One-stage object detector consists of a back-
bone, a feature pyramid and prediction heads. For a con-
volutional layer in a detector, we define the input X and
weight parameterW. Let xm and wm be the m-th element
of X andW, respectively. Here, we omit the subscript m
for convenience. Quantization seeks to reduce the bitwidth
of w and x via quantizers:
QW : w
TW−→ wˆ DW−→ w¯
QX : x
TX−→ xˆ DX−→ x¯,
(1)
where a quantizer Q∆(∆ ∈ {W,X}) contains a trans-
former T∆(∆ ∈ {W,X}) and a discretizer D∆(∆ ∈
{W,X}). Following [7], the transformer T∆(∆ ∈
{W,X}) transforms the value v to [−QN , QP ] with learn-
able step size s. Let k be the bitwidth of the weights and
activations of the quantized networks. For weights, QN and
QP are 2k−1 and 2k−1 − 1. For activations, QN and QP
are 0 and 2k − 1. The discretizer D∆(∆ ∈ {W,X}) maps
the continuous value vˆ in the range [−QN , QP ] to some
discrete value v¯.
3.2. Multi-level batch normalization
During the training of the quantized detector, batch nor-
malization [14] normalize the input features and update
exponential moving average (EMA) statistics µEMA and
σEMA with current batch statistics µ and σ. In one-stage
object detection frameworks, each prediction head encodes
a corresponding feature level. However, due to the quantiza-
tion process, there may be large divergence of batch statis-
tics between different feature levels, as shown in Figure 1.
Therefore, using a shared batch normalization across pre-
diction heads may lead to inaccurate batch statistics, which
will cause a significant performance drop.
To solve this issue, we propose a simple yet effective
method, called multi-level batch normalization (multi-level
BN), that uses independent batch normalization for differ-
ent feature levels. The multi-level BN can capture individ-
ual batch statistics of the corresponding feature level. There
are two advantages of our method comparing to the standard
shared BN strategy. First, multi-level BN only introduces
negligible parameters. In fact, multi-level BN only has less
than 1.1% of the model size. Second, multi-level BN does
not change the architecture of the network. Therefore, the
proposed multi-level BN does not increase any additional
computational cost. An empirical study on the effect of
multi-level BN can be found in Section 4.5.
3.3. Learned interval quantization
During the training of the quantized network, the gradi-
ent of step size ∂L/∂s is defined as follow:
∂L
∂s
=
∑
i
∂L
∂v¯i
∂v¯i
∂s
, (2)
where i is over all elements in the corresponding layer. The
summation over all elements makes the gradient of step size
∂L/∂s much larger than the gradient of the input value
∂L/∂v. Hence, directly training the quantized network with
learnable step size is unstable. One possible solution is to
rescale the gradient [7]. However, it is hard to determine the
value of scaling factor. The improper gradient scaling factor
may hamper the performance of the quantized network.
To solve this issue, we propose a learned interval quanti-
zation (LIQ) method to quantize the network with trainable
interval instead of step size, which can avoid rescaling the
gradient. The transformer and discretizer for the proposed
LIQ can be defined as follow:
Transformer: The transformer T∆(∆ ∈ {W,X})
transforms the weights and activations to [0, 1], which are
defined as follows:
wˆ = TW(w) =
1
2
· (max(−1,min( w
αW
, 1)) + 1) (3)
xˆ = TX(x) = max(0,min(
x
αX
, 1)), (4)
where αW and αX are trainable interval parameters that
limits the range of weights and activations.
Discretizer: The discretizer D∆(∆ ∈ {W,X}) maps
the continuous value vˆ in the range [0, 1] to some discrete
value v¯, which is defined as follow:
v¯ = D∆(vˆ) =round(vˆ · q) · 1
q
, (5)
where q is the number of discrete values (except 0). Let k be
the bitwidth of the weights and activations of the quantized
networks. Then, q can be computed as q = 2k − 1. After
weights and activations quantization, we use affine trans-
formation to bring the range of weights to [−αW, αW] and
range of activations to [0, αX].
Back-propagation with gradient approximation: In
general, the discretizer function is non-differentiable.
Therefore, it is impossible to train the quantized network
through back-propagation. To solve this issue, we use the
straight-through estimator [1, 5, 36] (STE) to approximate
the gradients. Then, we can use following equations to com-
pute the gradient of ∂w¯/∂αW and ∂x¯/∂αX respectively:
∂w¯
∂αW
=
{
round( wαW )− wαW |w| < α∆
1 |w| ≥ α∆ , (6)
∂x¯
∂αX
=
{
round( xαX )− xαX x < α∆
1 x ≥ α∆ . (7)
4. Experiments
4.1. Compared methods
To investigate the effectiveness of the proposed method,
we consider several state-of-the-art quantization methods
for comparison. On FCOS, we compare the proposed meth-
ods with Group-Net [40]. On RetinaNet, we compare the
proposed methods with FQN [18] and Auxi [38].
4.2. Data sets
We evaluate our proposed methods on the COCO de-
tection benchmark [22]. COCO detection benchmark is a
large-scale benchmark data set for object detection, which
is widely used to evaluate the performance of the detec-
tor. Following [20, 41], we use the COCO trainval35k split
(115K images) for training and minival split (5K images)
for validation.
Table 1. Results of FCOS on the COCO validation set.
Backbone Model AP AP50 AP75 APS APM APL
ResNet-18
Full precision [32] 33.9 51.2 36.4 19.3 36.2 44.0
Group-Net [41] (4 bases) 28.9 45.3 31.2 15.4 30.5 38.1
AQD (4-bit) 35.2 52.7 37.8 20.3 37.2 46.1
AQD (3-bit) 34.1 51.4 36.7 19.1 35.8 45.2
AQD (2-bit) 30.6 47.3 32.4 16.6 31.9 41.3
ResNet-34
Full precision [32] 38.0 55.9 41.0 23.0 40.3 49.4
Group-Net [41] (4 bases) 31.5 47.6 33.8 16.9 32.3 40.1
AQD (4-bit) 38.6 56.9 41.5 22.5 41.2 51.0
AQD (3-bit) 37.4 55.5 40.3 21.2 39.7 48.8
AQD (2-bit) 34.5 52.4 37.0 19.0 36.6 46.0
Table 2. Results of RetinaNet on the COCO validation set.
Backbone Model AP AP50 AP75 APS APM APL
ResNet-18
Full precision [32] 32.3 50.9 34.2 18.9 35.6 42.5
FQN [18] (4-bit) 28.6 46.9 29.9 14.9 31.2 38.7
Auxi [38] (4-bit) 31.9 50.4 33.7 16.5 34.6 42.3
AQD (4-bit) 34.0 53.1 36.3 18.8 37.2 45.3
AQD (3-bit) 32.8 51.7 34.9 18.1 35.1 44.6
AQD (2-bit) 29.6 48.1 15.9 31.7 15.9 41.1
ResNet-34
Full precision [32] 36.3 56.2 39.1 22.4 39.8 46.9
FQN [18] (4-bit) 31.3 50.4 33.3 16.1 34.4 41.6
Auxi [38] (4-bit) 34.7 53.7 36.9 19.3 38.0 45.9
AQD (4-bit) 37.0 57.0 39.8 21.6 40.1 49.1
AQD (3-bit) 35.9 56.0 38.5 20.9 39.0 47.9
AQD (2-bit) 33.1 52.5 35.4 18.6 36.1 45.2
4.3. Implementation details
We implement the proposed method based on detec-
tron2 [34]. We apply our AQD on two one-stage detec-
tors, namely, FCOS [32] and RetinaNet [21]. FCOS and
RetinaNet contain three parts, including a backbone, a fea-
ture pyramid, and detection heads. We use ResNet-18 and
ResNet-34 [9] as backbones. Following [37, 41], we quan-
tize all the layers in the network except the first layer in the
backbone and the last layer in the detection heads. To sta-
bilize the optimization, each convolution layer is followed
by BN and ReLU. We do not fix the BN during training.
We replace the BN with synchronized batch normalization
(Sync BN) to fully exploit data across all devices. Follow-
ing APOT [19], we use weight normalization before weight
quantization to provide relatively consistent and stable input
distribution.
Following [18, 37], all images in the training and val-
idation set are resized so that their shorter edges are 800
pixels. During training, images are augmented by random
horizontal flipping. During evaluation, we do not perform
any augmentations. We train the network for 90K iterations
with a mini-batch size of 16. We use SGD with momentum
for optimization. The learning is started at 0.01, and divided
by 10 at iterations 60K and 80K. We set the weight decay to
0.0001. More details on the other hyper-parameters settings
can be found at [21, 32].
4.4. Comparisons on COCO
We compare the proposed methods with several state-
of-the-art quantized models and report the results in Ta-
ble 1 and Table 2. From the results, we have the follow-
ing observations. First, our AQD outperforms the consid-
ered baselines on different detection frameworks and back-
bones. For example, our 4-bit RetinaNet detector with
ResNet-18 backbone outperforms FQN [18] and Auxi [38]
by a large margin. Second, our 4-bit quantized detectors
even outperform the corresponding full-precision models.
Specifically, on a 4-bit RetinaNet detector, our AQD sur-
passes the full-precision model by 1.7% on the ResNet-18
backbone. Third, when performing 3-bit quantization, our
AQD achieves near lossless performance compared with the
full-precision counterpart. To be specific, on a 3-bit Reti-
naNet detector with ResNet-34 backbone, our AQD only
leads to 0.4% performance degradation on the AP. Forth,
when conducting aggressive 2-bit quantization, our AQD
still achieves comparable performance. For example, our
Table 3. Effect of the multi-level batch normalization. We quantize the FCOS detector to 2-bit and evaluate the performance on COCO.
Backbone Model AP AP50 AP75 APS APM APL
ResNet-18 AQD w/ Shared Sync BN 29.5 46.6 31.7 19.0 32.8 35.8
AQD w/ Multi-level Sync BN 30.6 47.3 32.4 16.6 31.9 41.3
Table 4. Effect of quantization on different components. We quantize the FCOS detector to 2-bit and evaluate the performance on COCO.
Backbone Model AP AP50 AP75 APS APM APL
ResNet-18
Full precision [32] 33.9 51.2 36.4 19.3 36.2 44.0
Backbone 33.2 50.1 35.5 19.1 34.7 44.5
Backbone + Feature Pyramid 32.3 49.0 34.9 17.4 33.7 43.7
Backbone + Feature Pyramid + Heads 30.6 47.3 32.4 16.6 31.9 41.3
Table 5. Comparisons of different methods on ImageNet. “-” de-
notes that the results are not reported.
Network Model Top-1 Acc. (%) Top-5 Acc. (%)
ResNet-18
DoReFa [36] 62.6 84.4
PACT [4] 64.4 85.6
DSQ [8] 65.2 -
LQ-Net [35] 64.9 85.9
QIL [16] 65.7 -
LSQ+ [2] 66.8 -
LIQ 67.4 87.5
2-bit FCOS detector with ResNet-18 backbone only suf-
fer 3.3% AP loss compared with its full-precision baseline.
These results justify the superior performance of our pro-
posed AQD.
4.5. Effect of multi-level batch normalization
To study the effect of multi-level BN, we quantize the
FCOS detector with multi-level BN and shared BN. Here,
the detector with shared BN indicates that the batch nor-
malization in the detection heads are shared across different
pyramid levels. The results are shown in Table 3. From the
results, the detector with multi-level sync BN outperforms
the one with shared sync BN by 1.1% on AP, which demon-
strates the effectiveness of the proposed multi-level BN.
4.6. Effect of learned interval quantization
To investigate the effect of LIQ, we quantize ResNet-18
to 2-bit with different quantization methods and evaluate the
model on ImageNet [17]. Following the settings in LSQ [7],
we train the quantized network for 90 epochs using a mini-
batch size of 256. We use SGD with nesterov [26] for op-
timization. The momentum is set to 0.9. The learning rate
is initialized to 0.01, and decrease to 0 following the cosine
function [24]. We report the results in Table 5. From the
results, we have following observations. First, LIQ outper-
forms LSQ+ by 0.6% in the Top-1 accuracy, which demon-
strates the effectiveness of the learned interval quantization.
Second, LIQ outperforms all the consider baselines, which
shows the superior performance of our proposed LIQ.
4.7. Effect of quantization on different components
We study the effect of quantizing different components
in object detection models. The results are shown in Ta-
ble 4. From the results, we have the following observa-
tions. Quantizing the backbone only leads to a small per-
formance drop (0.7% in AP). Nevertheless, quantizing the
feature pyramid and detection heads will cause significant
performance degradation (3.3% in AP). These results show
that the detector is sensitive to the quantization of feature
pyramid and detection heads, which provides a direction to
improve the performance of the quantized network.
5. Conclusions
In this paper, we have proposed an accurate quantized
object detection (AQD) framework. We have first proposed
multi-level batch normalization to capture batch statistics
for different detection heads. Then, we have proposed a
learned interval quantization (LIQ) strategy to further im-
prove the performance of the quantized network. To evalu-
ate the performance of the proposed methods, we have ap-
plied our AQD to two classical one-stage detectors. Exper-
imental results have justified that our quantized 3-bit detec-
tor achieves near-lossless performance compared with the
full-precision counterpart. More importantly, our 4-bit de-
tector even outperforms the full-precision model by a large
margin.
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