Brightness-dependent correlations have been conclusively detected in the average time profiles of gamma-ray bursts (GRBs). Determining the time constants of the stretched exponential slopes of the average peak-aligned time profile of GRBs as a function of the peak brightness, we find that the postpeak slope shows time dilation when comparing bright and dim bursts, while the prepeak slope hardly changes. Stronger bursts are thus more symmetric than weaker bursts at a high confidence level. The very weakest bursts have a different shape (i.e., a different stretched exponential index) of their average time profile as compared to brighter bursts. This difference is too large to be explained by trigger effects and Poisson noise. We interpret these correlations as being the result of an intrinsic positive correlation between brightness and complexity of GRBs. This interpretation is directly confirmed by simulations as well as by a morphological classification of bursts. The fact that such a correlation can be observed should impose new constraints on the distribution of GRBs over luminosity distance.
INTRODUCTION
Although gamma-ray bursts (GRBs) are quite diverse in their properties (e.g., , clues to their origin may be hidden in the average statistical properties of GRBs. Mitrofanov et al. (1993 Mitrofanov et al. ( , 1995 introduced a useful average function of light curves of GRBs. This is the average peakaligned profile, i.e., the sum of individual time profiles aligned at their highest peaks and normalized to their peak count rates. This function was used in searches for the time dilation effect (also see Norris et al. 1994) . Stern (1996) found that the average postpeak time profile has a simple "stretched" exponential shape, , where t is the time measured from 1/3 F(t) ∝ exp[Ϫ(t/t ) ] d the peak of the event, and is a decay time constant. This t d fact, besides providing a possible clue for understanding the time variability of GRBs (Stern & Svensson 1996) , gives an excellent opportunity to study such effects as time dilation and time asymmetry of GRBs. These effects were previously studied using different methods (e.g., Nemiroff et al. 1994; Norris 1997 , and references therein). Stern (1996) used the stretched exponentiality of the average time profile to study the time dilation of its postpeak slope. Here we extend that study with a more accurate procedure for the data analysis, using a larger sample of GRBs, and considering both the prepeak and the postpeak slopes. Another recent advantage is the access to the pulse avalanche model developed by Stern & Svensson (1996) , which successfully describes many statistical properties of GRBs including the stretched exponential shape of the average time profile and, of particular importance for the present work, the root mean square (rms) variance of individual time profiles. This means that we can rely on this model when estimating the errors of stretched exponential fits, which in turn gives us reliable estimates of the significance levels of any observed effects. 
DATA ANALYSIS
This work is based on the publicly available data in the Compton Gamma Ray Observatory data archive in Goddard Space Flight Center. Our sample includes bursts up to trigger number 3745 and contains 912 useful events. All time profiles are constructed using 64 ms time resolution data from the large area detectors (LAD) together with 1.024 s resolution extensions to earlier and later times.
We use the count rates summed over the four LAD energy channels, covering the 25-1000 keV energy range, as well as the count rates in channels 2 ϩ 3 (50-300 keV). The advantage of the wider energy band is that it should reduce possible effects of the spectral redshift if the photon spectrum has a "convex" shape (which is usually the case). On the other hand, channels 2 and 3 have a better signal-to-noise ratio. We study the general behavior of the average time profile using the wider energy band, and investigate the average shape of weak bursts using only channels 2 and 3.
The procedure of background fitting included a visual examination of all bursts together with an analysis of all ambiguous signal variations to establish whether they came from the same direction as the main burst. We discarded those bursts, for which a reliable reconstruction of the signal for 50 s before and 125 s after the main peak was not possible due to interfering background variations or data gaps. When possible we used two widely separated background fitting windows ([Ϫ120 s, Ϫ70 s] and [ϩ200 s, ϩ250 s] relative to the trigger). In order to estimate the accuracy of the fitting procedure we measured residuals to the background fits for channels 2 and 3 in windows located approximately in the middle of the fitted time interval avoiding possible contributions of a GRB signal. We made this test for the 176 weakest events. The residuals normalized to the peak GRB fluxes are distributed in a symmetric Gaussianlike curve with an average value of ϩ and a rms Ϫ3 1.4 # 10 deviation of 0.0187. The latter can be interpreted as the typical relative error of the fit for an individual profile. The statistical error of the sum of relative residuals is ‫ע‬ -this is Ϫ3 1.5 # 10 a rough estimate of the total uncertainty of the background for the average time profile of weak GRBs. The most difficult source of a possible bias for the weakest events are background variations on the same timescale as GRBs, which could be and postpeak (decaying) average time profiles, respectively. Peak fluxes (photons cm Ϫ2 s Ϫ1 ) taken from the BATSE data base for the sum of channels 2 and 3. N is the number of bursts in a given brightness interval. Errors obtained using the estimates in § 2 correspond to 1 j.
mixed with the GRB signal. Our impression is that after we cleaned out events with bad background such a bias is small. We cannot, however, quantify this conclusion. A test repeating the procedure using rescaled events added to real samples of the background is necessary for such a quantitative estimate. For bright events the fitting-dependent errors are negligible. When sorting bursts into brightness groups, we used the peak fluxes for 64 ms time resolution in the BATSE-3 catalog . Peak alignment and peak normalization of bursts were performed using count rates in 64 ms time resolution. We developed a flexible scheme in which each count rate excess over neighboring time intervals is tested for its statistical significance. The shortest timescale in which the peak domination over its neighborhood is significant was used to localize the peak. The test for the brightness independency of the results obtained with such a procedure is described below.
The parameters of an average time profile are derived from stretched exponential fits,
and are fitting parameters, and the index n was free if its t 0 best-fit value is of interest and was set to 1/3 when determining the . The value 1/3 does not necessarily have a special mean-t 0 ing, the 1 j confidence interval is . If we set n ϭ 0.34 ‫ע‬ 0.02 or , then changes (by a factor 1.5 for n ϭ 0.32 n ϭ 0.36 t 0 ); however, its ratio for different brightness groups n ϭ 0.36 remains the same within 4% accuracy.
Because the sample of all detected GRBs is too small to estimate the errors of the average time profiles, we used the pulse avalanche model of Stern & Svensson (1996) both to find a reasonable likelihood function for the fitting procedure and to estimate the statistical errors. We found that the statistical errors are robust against variations of the model parameters.
For the sample sizes used in our analysis, the statistical errors can be expressed as ,
where and are the time constants for the 1/2
prepeak (rising) and postpeak (decaying) slopes of the average time profile, respectively, and N is number of events in a sample. The better accuracy of is caused by the strong cor-t /t d r relation between the two slopes. The errors exceed the error estimates in earlier works (e.g., in Stern 1996, they were underestimated by a factor 1.5). Large statistical errors when extracting time constants are natural if GRBs are produced by a near-critical process as is described by the pulse avalanche model of Stern & Svensson (1996) . In the case of exact criticality, the time constants completely disappear. Note that our estimates of the statistical errors are, formally, model dependent. However, the model simultaneously describes reasonably well the average time profile, the autocorrelation function, and the rms variance of individual profiles (Stern & Svensson 1996) . Then it can be argued that our error estimates are also correct.
THE AVERAGE TIME PROFILE FOR DIFFERENT BRIGHTNESS GROUPS
The average peak-aligned time profiles for three brightness groups are shown in Figure 1 . Our stretched exponential fits are given in Table 1 and in Figure 2 . The rising (prepeak) slope is steeper for all brightness groups, but the asymmetry is increasing when going from the bright to the dimmest group.
In order to check a possible brightness-dependent bias for , we rescaled strong bursts to the brightness ranges of the t 0
No. 1, 1997 BRIGHTNESS-DEPENDENT PROPERTIES OF g-RAY BURSTS L43 Table 1 ) are not trustworthy because the average time profile apparently has a different shape as compared to the stretched exponential function (see Fig.  1 ).
weaker samples, simulating noise and trigger operations. A parent sample consisting of the 268 brightest events has t ϭ d . After rescaling to the weaker samples 3, 4, 5, and 6, it 0.503 has 0.500, 0.498, 0.510, and 0.525, respectively. Thus, t ϭ d the possible bias is less than the statistical errors by an order of magnitude. The trigger efficiencies for samples 3, 4, 5 and 6 are 0.993, 0.93, 0.77, and 0.38, respectively.
Let us for the time being ignore the weakest sample 6. The strongest effect is the time dilation of by a factor 1 and 7) has a statistical significance of 0.99. The value is in a good agreement with recent results of Norris (1997) ; however, the definition of time dilation is too uncertain when strong shape-brightness correlations are observed. Note that all effects are significant only relative to the brightest end of the GRB brightness distribution. If one removes the 64 brightest bursts, the effects almost disappear-only marginally significant indications remain. This is, however, natural as the brightest bursts cover a wide range of peak brightnesses on a logarithmic scale (see Fig. 2 ). The asymmetry-brightness correlation cannot be explained as a trigger effect, as the trigger efficiency is high throughout the brightness range where we see this correlation. It could not result from spectral redshift as our measurements of the time asymmetry in separate LAD energy channels do not show any dependency on the energy channel (Stern et al. 1997) .
The weakest sample 6 apparently has a different shape of its average time profile characterized by a stretched exponential index, , while the other samples have (in each n ϭ 0.45 n ∼ 0.33 energy channel). We tested whether the difference can results from trigger selection biases and from effects of Poisson noise. As a reference weak sample, we used a sample (denoted as 8) including the 197 weakest events with the peak count rates in the range 0-120 bin Ϫ1 . The best-fit value of the stretched exponential index for sample 8 is (channels 2 and 3). n ϭ 0.47 The average trigger efficiency for strong events rescaled to the peak count rate interval of sample 8 is 0.57. The index of the "rescaled" average time profile is . The deformations n ϭ 0.37 of the time profile after this procedure are of the same sign as that distinguishing samples 6 and 8 from brighter samples but are much less than required to account for the difference in n.
To find the rejection level for the hypothesis that the peculiar n ϭ 0.47 for sample 8 is the combined result of the triggerassociated bias and a statistical fluctuation, we performed model simulations taking into account Poisson noise and trigger selection effects. The resulting rejection level is close to 0.99 (3 out of 600 simulated samples gave ). However, we n 1 0.47 cannot rely on this estimate because we have other possible uncertainties.
First, we could have both statistical and systematic errors in the background fit that can affect n. If we add to the average profile a constant 0.0015, which is our estimate of the fitting statistical error (see the residuals test in § 2), then the rejection level drops to 0.97 (or, if we admit an error of 0.003, then and the rejection level becomes 0.94). Second, some n ϭ 0.447 profile-dependent biases could be accumulated in the various steps of the "data processing chain." Such steps include: (1) the classification of a trigger as a burst; (2) the inclusion of its 64 ms record into the database; and (3) the adding of the burst to the useful sample. According to C. Meegan (1996, private communication) the selection at steps 1 and 2 is not affected by any features of the burst temporal structure. We admit that we may have introduced a selection bias at step 3 at the level of 2-4 events. With these uncertainties we carefully characterize the significance of the peculiar n for sample 8 as a "2 j indication" (∼0.95).
INTERPRETATION OF CORRELATIONS
GRBs consist of a number of pulses of different durations but similar shapes. Let all these pulses have locally independent sources of energy. Then if two pulses coincide in time, their amplitudes sum up. In a complex event hundreds of pulses are piling up, increasing the peak brightness by perhaps an order of magnitude. Then simple events are on average intrinsically weaker than complex events. At the same time, simple events are asymmetric just because a single pulse in general is asymmetric with a sharp rise and a slower decay (e.g., Norris et al. 1996) . This asymmetry is washed out in complex events where the position of the highest peak is more or less random among many overlapping pulses (a possible "global" asymmetry where brighter pulses tend to appear earlier remains). Furthermore, the sum of peak-aligned single pulse events gives . n ∼ 0.5 To demonstrate that this kind of correlation appears in the pulse avalanche model, we simulated a large sample of "bursts" using a set of model parameters fitted to the average time profile for the full sample of all real bursts. The results are given in for simulated bursts in different "intrinsic brightness" intervals. The amplitude of a single pulse is sampled uniformly in the [0, 1] interval. The stretched exponential index, n, is given for the fitting interval. The pa-1/3 0.75 ! t ! 4 rameter values are model dependent and are given only as an example. is the total number of bursts in N tot respective class. Table 2 , where one can see the tendencies of a larger asymmetry ratio, , and a larger stretched exponential index, n, for t /t d r weaker events, as well as the effect of "time shrinking," which is opposite to the observed time dilation. The latter implies a new positive correction for the observed time dilation.
COMPLEXITY VERSUS OBSERVED BRIGHTNESS
If correlations between the average time profile and brightness can be explained by complex bursts being intrinsically brighter than simple bursts, then it is of interest to classify bursts according to their complexity and then check whether any correlations exist between complexity and observed brightness. Lestrade (1994) using the number of runs "up" and "down" in GRB time profiles as a measure of complexity did not find such correlations. Actually, this is a difficult problem: all events should be rescaled to the same low brightness to avoid brightness-dependent biases, but then the effect is difficult to extract due to the large Poisson noise. We found that the only way to detect correlations is to concentrate on the simplest events dominated by a single smooth pulse having a sharper rise and a slower decay. Such pulses can be recognized due to their "canonical" shape even at a high Poisson noise.
To make a brightness independent classification we rescaled all 912 events to the same peak count rate range (125-150 bin Ϫ1 in all energy channels), adding proper Poisson noise. As it is important to conduct such a classification as a "blind test," we arranged the procedure in such a way that none of the test persons knew the actual peak amplitude of a displayed burst. All persons stated their decisions independently.
As a fine classification at high Poisson noise is impossible, we restricted the classification to two main classes: (1) "simple" single pulse events (see definition above), and (2) "complex" events. Doubtful and too short events were not included into these classes.
The test was performed by three persons: A, B, and C. All test persons demonstrated the same tendency: events classified as "simple" are systematically dimmer than those classified as "complex." A Kolmogorov-Smirnov test for the two brightness distributions of "simple" and "complex" bursts gave the following consistency levels (i.e., the probability that the two distributions are drawn from the same parent distribution): A, ; B, 0.28; C, ; A # C (i.e., only those Ϫ2 Ϫ2 0.75 # 10 0.43 # 10 events where A and C agreed),
. The test directly Ϫ2 0.38 # 10 confirms that complex events dominate the bright range and simple bursts dominate the weakest range (see Fig. 3 ).
Some systematic bias of this test is still possible for the weakest bursts having peak count rates below 125 bin Ϫ1 as they have worse signal-to-noise ratios than rescaled events. The total number of such events is, however, small (74 out of 912 events).
We also performed a similar computer test using a x 2 thresh-old as the criterion for the event to be dominated by a single pulse. The parametrization of Norris et al. (1996) was used as the fitting hypothesis for single "canonical" pulses with the additional imposed requirement that the best-fit exponential decay time constant for an individual pulse is larger than the corresponding rise time constant. The result of this test is surprisingly close to that of the visual test: "complex" events are systematically brighter at the 0.997 confidence level. Details will be given in Stern et al. (1997) .
CONCLUSIONS AND DISCUSSION
The effects we confidently detect can be summarized as follows: (1) The strongest bursts have peculiarly short time constants (confidence level greater than 99%). (2) The strongest bursts have peculiarly small asymmetry between the rising and the decaying slopes of the average time profile (confidence level 98%-99%). (3) The weakest bursts ( photons F Շ 0.8 p cm Ϫ2 s Ϫ1 ) have a peculiar shape of the decay slope of their average time profile, which can be characterized by a large stretched exponential index (a formal estimate gives a 99% confidence level, a more realistic estimate is 2 j). (4) Events consisting of a single pulse are systematically weaker than complex events (99.5% confidence level).
Effect 1 can be interpreted as the widely discussed time dilation effect. Unfortunately, other observed effects complicate its treatment. Therefore, we can only state that after applying all possible corrections the value of the time dilation lies between 1.5 and 4 and that an unknown fraction of this is due to an intrinsic anticorrelation between brightness and duration (see Brainerd 1994) .
Effects 2 and 3 have a common qualitative interpretation as being produced by an intrinsic correlation between the number of pulses in a burst and its peak brightness. This interpretation is directly supported by effect 4 and by model simulations.
All these effects by themselves are not as important as the constraints one can put on the distribution of GRBs over luminosity distance due to the fact that we do observe these effects. If some of GRBs' properties correlate with their intrinsic luminosity, this condition alone does not mean that we are able to observe such a correlation. The second necessary condition is that the distribution of GRBs over luminosity distance is not a power law. This is necessary in order for the No. 1, 1997 BRIGHTNESS-DEPENDENT PROPERTIES OF g-RAY BURSTS L45 ratio of intrinsically weak and intrinsically strong events to change at some apparent brightness range. As for the brightest range of GRBs, this is more or less evident-in the cosmological scenario a transition to Euclidean scaling with a powerlaw index Ϫ3/2 should exist, and this is indicated by the data (e.g., Meegan et al. 1996) . The domination of intrinsically weak bursts in the weakest range would imply a less trivial turnover of the distance distribution toward larger distances. Indeed, a relative deficit of intrinsically strong bursts at the weakest end of the brightness distribution indicates that we are sensing the edge of the spatial distribution of GRBs. In a cosmological scenario this could imply strong evolution. Effect 3, which leads to such a conclusion, is measured near the threshold of the detector sensitivity where one has to deal with many possible biases. This makes effect 3 less significant than the other effects listed above.
Nevertheless we believe that effect 3 is real, since it is supported by effect 4. It certainly should be studied more attentively, maybe using untriggered bursts in 1024 ms records. As is often the case, the most difficult fraction of the data can be the most valuable. We suggest that weak GRBs deserve more attention.
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