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Multi-Perspective, Simultaneous Embedding
Md Iqbal Hossain, Vahan Huroyan, Stephen Kobourov, Raymundo Navarrete
Fig. 1: Given several distances between a set of objects and matching projection planes, MPSE computes 3D
coordinates for all the objects (left image), such that when projected to the corresponding 2D planes the distances
in each plane match the corresponding input distances (the right three images). The input dataset is inspired by a
sculpture “1, 2, 3” by James Hopkins.
Abstract— We describe a method for simultaneous visualization of multiple pairwise distances in 3 dimensional (3D) space. Given
the distance matrices that correspond to 2 dimensional projections of a 3 dimensional object (dataset) the goal is to recover the
3 dimensional object (dataset). We propose an approach that uses 3D to place the points, along with projections (planes) that
preserve each of the given distance matrices. Our multi-perspective, simultaneous embedding (MPSE) method is based on non-linear
dimensionality reduction that generalizes multidimensional scaling. We consider two versions of the problem: in the first one we
are given the input distance matrices and the projections (e.g., if we have 3 different projections we can use the three orthogonal
directions of the unit cube). In the second version of the problem we also compute the best projections as part of the optimization.
We experimentally evaluate MPSE using synthetic datasets that illustrate the quality of the resulting solutions. Finally, we provide
a functional prototype which implements both settings.
Index Terms—Graph visualization, Dimensionality reduction, Multidimensional scaling, Mental map preservation.
1 Introduction
Typically, when given a high dimensional dataset, the goal of
visualizing it often is interpreted as finding some 2D placement
of the objects such that similar objects are close to each other
and dissimilar ones are far. Similarly, given a graph G = (V,E)
the goal of visualizing it can be summed up as finding some 2D
layout that represents the underlying structure. Dating back to
the 1960s, a classical tool that is used for both graphs and high
dimensional dataset visualization, is Multidimensional Scaling
(MDS) which aims to preserve the distances between all pairs
of nodes/objects [33]. More recent dimensionality reduction
approaches, such as t-SNE [28], aim to preserve local neigh-
borhoods and clustering.
Now consider a more general case when the input is a set of
vertices V (e.g., researchers in one university) and several rela-
tionships defined between them E1, E2, E3 (e.g., joint research
publications, joint research proposals, membership in different
department). We would like to compute a layout L in 3D as
well as 3 planes such that when L is projected onto plane P1
we see the graph G = (V,E1) so that distances between ver-
tices in the plane P1 correspond to the distances defined by E1.
Similarly, when L is projected onto plane P2 we see the graph
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G = (V,E2) so that distances between vertices in the plane P2
correspond to the distances defined by E2, and the same for P3
and E3.
In the high dimensional setting, the goal is to perform di-
mensionality reduction to 3D, given a set of objects, several
pairwise distance functions between them, and the same num-
ber of projection planes. The optimization goal now is to si-
multaneously preserve the distances between the objects when
projected to the corresponding planes.
In both settings, this is a strict generalization of the underly-
ing classical problem, which can be seen as a special case when
only one pairwise distance function is given. Even this special
case is known to be difficult as the standard optimization ap-
proaches such as gradient descent do not necessarily converge
to the global optimum. Nevertheless, in practice, when there is
clear structure in the given graph, MDS is often likely to find
a good local optimum and as we show in this paper, the simul-
taneous optimization of our MPSE produces good solutions.
We describe the MPSE method in detail and also briefly
mention how it is implemented. We consider two different set-
tings: one where the projection planes are given as part of
the input (e.g., the three sides of a 3D cube) and the second
where computing the projection planes is part of the optimiza-
tion. Both settings have been implemented and work well in
practice. We illustrate performance with several examples.
A common approach for visualizing different relationships on
the same set of objects involve small multiples and often some
mechanism (such as brushing and linking) to connect the same
objects in the different views, or morphing from one view to
the other. In contrast, MPSE produces one 3D layout and each
of the different views is a 2D projection. In this way, MPSE
attempts to balance the two main desirable qualities of good
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visualization of multiple relationships defined on the same set
of data: the readability of each individual view (typically cap-
tured by a faithful embedding in 2D) and mental map preser-
vation (typically captured by keeping the objects in the same
position across different views). This cannot be accomplished
effectively in 2D as there simply is not enough space to realize
more than one relationship well. This becomes more plausible
in 3D, and with the advent of virtual reality and augmented
reality systems, 3D visualization and interaction itself is be-
coming a reality. Still, when presenting 3D results in a paper
we are limited to showing 2D snapshots. We include 3D vi-
sualizations with interactive examples on this webpage https:
//uamap-dev.arl.arizona.edu/static/MPSE/index.html
1.1 Previous work
We review work on visualizing multivariate and multilayer net-
works, network layout algorithms, multidimensional scaling, si-
multaneous embedding, and 3D reconstruction.
Multivariate network visualization. Multivariate [21] and
multilayer [17] graph visualization has received a great deal of
attention in the last couple of decades. Multi-label, multi-edge,
multi-relational, multiplex, multi-modal and many other vari-
ants are cleverly encapsulated by the general multilayer net-
work definition of Kivela¨ et al. [22].
Wattenberg’s PivotGraph [38] system can visualize and an-
alyze multivariate graphs not using a global graph layout but
rather a grid-based approach focusing on different relationship
between node attributes. Semantic substrates [34] unfold mul-
tiple attributes of a graph, a pair of attributes at a time, using
two dimensions. Pretorius and van Wijk [31] describe an in-
teractive system that relies on clustering of both nodes and
edges and interactive exploration using brushing and linking
(as well as parallel histograms) to show different graph at-
tributes. GraphDice [6] is an interactive multivariate graph
visualization system that allows the selection of attributes from
an overview plot matrix. This results in a cross dimensional
node-link plot for every combination of attributes arranged as
a matrix. When different attributes are selected, the matrix
of node-link diagrams morphs from the old to the new. This
system is built on the earlier ScatterDice system [14].
Different from our approach, most of the earlier methods fo-
cus on interactive visualizations of multivariate graphs where
changing queries result in changing layouts and views. The
idea behind our MPSE approach is to produce one 3D layout
of the input graph, and several projection planes, such that each
attribute corresponds to a projection plane in which geometric
distances correspond to the graph distances specified by the par-
ticular attribute. The main advantage of this approach is that
it should help preserve the viewer’s 3D mental map, while also
capturing different relationships in different projections of the
same underlying layout.
Network layout algorithms. Most basic network layouts
are obtained using force-directed algorithms. Also known as
spring embedders, such algorithms calculate the layout of the
underlying graph using only information contained within the
structure of the graph itself, rather than relying on domain-
specific knowledge [23]. Visual analytics systems for graphs
usually focus on interaction [36]. MDS-like approaches to
drawing graphs are exemplified in algorithms such as that of
Kamada-Kawai [19], Koren and Carmel [25]. Most commonly
used graph drawing systems, such as Graphviz [13], Pajek [5],
Tulip [2] and Gephi [4], provide options to visualize graphs in
3D based on MDS-like optimization. Variants of MDS are used
in many graph layout systems, including [10, 15, 30, 37]. Other
approaches to exploring layouts in 3D include 3D hyperbolic
and spherical spaces [11, 24, 29].
Multidimensinal scaling. Multidimensinal scaling (MDS) is
a well known dimensionality reduction and data visualization
technique. The problem was first studied in the non-metric
setting by Shepard [33] and Kruskal [27]. Non-metric MDS
recovers structure from measures of similarity, based on the
assumption of a reproducible ordering between the distances,
rather than relying on the exact distances. The metric vari-
ant of MDS is more frequently used and it relies on the exact
distances. The goal of metric MDS is to place objects in some
low dimensional space so as to preserve the given pairwise dis-
tances between the objects. Given a distance matrix (pairwise
dissimilarity matrix) D = (dij)
n,n
i,j=1, between n objects, the
objective function function for MDS is
S(x1, . . . , xn) =
∑
i>j
(dij − ‖xi − xj‖)2 . (1)
The function defined in (1) is called the stress function. Some
well known techniques for minimizing the stress function (1)
are standard gradient descent, stochastic gradient descent [8],
and stress majorization [15].
In their Multiview package, Kanaan et al. [20] provide algo-
rithms to embed data in Euclidean space by combining multiple
distance matrices between the objects in the data. This is dif-
ferent from what we do as we are simultaneously visualizing
multiple distance matrices and make is possible to see the dif-
ferent relationships by changing the viewpoints. Similarly, Bai
et al. [3] combine multiple distance matrices in a generalization
of multidimensional scaling. Again, this is different from what
we do as we are simultaneously visualizing multiple distance
matrices and make is possible to see the different relationships
by changing the viewpoints.
Simultaneous embedding. This problem is also related
to simultaneous graph embedding and matched drawings of
graphs [7]. Specifically, in simultaneous geometric embedding
of two or more planar graphs requires planar straight-line draw-
ings of each of the graphs, such that common vertices have
the same 2D coordinates in all drawings. This setting is very
restrictive and solutions are guaranteed to exist for very re-
stricted type of input graphs, such as two paths [9], while in-
stances with no solutions can be constructed from a pair of
trees [16] or even a (path, tree) pair [1]. Matched drawings
require straight-line drawings of the two or more input graph
such that each common vertex has the same y-coordinate in
all drawings. Pairs of trees and triples of cycles always have
a matched drawing [18]. In general, instances with no solu-
tion can be constructed from a pair of planar graphs, or even
a (planar graph, tree) pair [12]. Note that matched pairs of
drawings can be obtained from the MPSE embedding for every
pair of graphs using the intersection line between the corre-
sponding pairs of projection planes as the shared y-coordinate
in the pair of matched drawings.
3D Reconstruction. Our problem is also related to 3D re-
construction problem from a collection of 2D images. This
problem has been widely studied in different settings, includ-
ing reconstructing the underlying real 3D structure from large
collections of 2D photos [35]. More restricted variants are even
closer to our setting [26, 32]. Note however, that in our prob-
lem we have a constant number of inputs (distance matrices
or graphs) and the projections we anticipate can be fixed or
computed as a part of the optimization.
1.2 Our Contribution
The main contribution in this paper is a generalization of MDS
to multiple distance matrices. This is at the core of the pro-
posed MPSE method for visualizing the same dataset/graph in
3D from several different views, each of which captures a differ-
ent set of distances/relationships. We consider two main vari-
ants: one in which each of the different distances/relationships
is associated with a specific 2D projection plane, and the other
where computing the projection planes is also part of the op-
timization.
1.3 Structure of This Paper
The rest of this paper is organized as follows: Section 2 gives
the mathematical definition of the MPSE problem and includes
a solution for MPSE with fixed projections and an algorithm
for MPSE with varying projections; Section 3 demonstrates
numerical experiments for both of the proposed algorithms;
and Section 4 includes the mathematical background needed
for the proposed algorithms.
2 Multiview Graph Visualization
We begin this section with a brief review of the standard MDS
problem and then an overview of our multiview-MDS formula-
tion. Let d be an n by n matrix containing pairwise dissimilar-
ity measures between n objects. The goal in multidimensional
analysis is to assign positions x1, x2, . . . , xn ∈ Rp to the n ob-
jects so that the resulting pairwise distances ‖xi − xj‖ are as
close as possible to the observed pairwise dissimilarities dij , as
measured by the MDS stress function (1). If the minimum of
the MDS stress function is zero, then the objects can be po-
sitioned so that their pairwise distances exactly represent the
pairwise dissimilarities d. If the minimum of the MDS stress
function is greater than zero, a minimizer of (1) still provides
an approximate way to visualize the dissimilarities.
Suppose that instead of a single pairwise dissimilarity ma-
trix D, we observe multiple pairwise dissimilarities matrices
D1, D2, . . . , Dl for the same set of n objects. It is natural to
ask if an embedding x1, x2, . . . , xn ∈ Rp of the objects exists so
that the different dissimilarities can be visualized by the rela-
tive positions of x1, x2, . . . , xn, but there is no way to accom-
plish this without further assumptions about the relationship
between the different pairwise dissimilarity matrices.
Motivated by the problem of 3D reconstruction from mul-
tiple 2D images, we consider the following question: is it
possible to place the n objects under consideration in 3D,
x1, x2, . . . , xn ∈ R3, so that the different pairwise dissimilarity
matrices are equal to the pairwise distances between the ob-
jects after being projected to different 2-dimensional subspaces
of R3? For example, the pairwise dissimilarity matrices D1, D2,
and D3 can be given by Dlij = ‖Elxi −Elxj‖, where 1 ≤ l ≤ 3
and E1, E2 and E3 are the 3 by 3 orthogonal projection ma-
trices that project onto the xy, xz, and yz coordinate planes.
In this scenario, we can ask if the positions x1, x2, . . . , xn can
be recovered from the pairwise dissimilarity matrices, assum-
ing that the corresponding projections are known, or if both
the positions and projections can be recovered from the pair-
wise dissimilarity matrices alone. Even for sets of pairwise
dissimilarity measures that are not generated this way, this
assumptions can be used to form visualizations that can simul-
taneously illustrate the different dissimilarity measures.
2.1 MPSE with Fixed Projections
We consider the following problem. We have n objects that
we wish to embed in 3D space. We begin with three pairwise
dissimilarity matrices D1, D2 and D3, along with the corre-
sponding orthogonal projection matrices Π1,Π2 and Π3. We
wish to find the positions x1, x2, . . . , xn ∈ R3 that best agree
with the set of distance/projection pairs. For this purpose, we
define the multiview-MDS stress function:
SM (x1, x2, . . . , xn) =
3∑
l=1
∑
i>j
(
Dlij − ‖Πlxi −Πlxj)‖
)2
(2)
This function measures disagreement between each of the pair-
wise dissimilarity matrices and the pairwise distances between
the corresponding projected positions. The goal is to find a set
of positions that minimize the multiview-MDS stress function
(2), that is
minimize SM (x1, x2, . . . , xn) (3)
In our discussion and experiment, the matrices Π1,Π2 and
Π3 are always orthogonal projection matrices of rank 2. A 3×3
matrix Π is an orthogonal projection matrix if Π2 = Π = ΠT .
For example, a natural triple is to fix the projection matrices
as the projections onto the xy, xz and yz planes, as given by
E1 =
1 0 00 1 0
0 0 0
 , E2 =
1 0 00 0 0
0 0 1
 , E3 =
0 0 00 1 0
0 0 1
 . (4)
We will refer to these as the “unit cube projections”. Another
set of fixed projection matrices that we use in our experiments
are projections onto the xz plane and the two planes that form
pi/3 and 2pi/3 angles with xz plane (corresponding to a rotation
of the 3D input around the z-axis):1 0 00 0 0
0 0 1
 ,
 14
√
3
4
0√
3
4
3
4
0
0 0 1
 ,
 14 −
√
3
4
0
−√3
4
3
4
0
0 0 1
 (5)
Problem (3) can be formulated for any number of distance
matrices and corresponding projections, and the dimension of
the ambient space and rank of the projections can be arbitrary.
The restrictions on Π1,Π2 and Π3 could also be removed to
allow for more general linear or even non-linear maps. For
clarity, we limit our presentation to the setup with 3 distance
matrices and 3 orthogonal projections.
An important property of the objective function for multi-
view MDS in (1) is that it is differentiable. We solve (3) with
gradient descent. Since the objective function defined in (2)
is not convex, one needs to be careful when choosing the ini-
tial configuration and learning rate (the size of the movement
along the gradient) in order for the algorithm to converge to a
local minimum. Thus, to find the optimal point an appropri-
ate initialization and learning rate are required. We summarize
the gradient descent algorithm for the multiview MDS in Al-
gorithm 1.
Algorithm 1 Gradient Descent Algorithm for MPSE
Input: Distance matrices: D1, D2, D3 ∈ Rn×n, learning rate:
µ, maximum number of iterations: N
Initialize X(0) = [x01, x
0
2, . . . , x
0
n] ∈ R3×n
while i ≤ N do
X(i+1) = X(i) − µ∇XSM (X(i))
end while
Output: xN1 , x
N
2 , . . . x
N
n ∈ R3
2.2 MPSE with Varying Projections
In this section, we again consider minimization of the
multiview-MDS stress function (2), but we no longer assume
that the projection matrices are given. Our goal is then to
find both the positions x1, x2, . . . , xn ∈ R3 and the projection
matrices Π1,Π2 and Π3 that best capture the given distance
matrices D1, D2 and D3.
We now formulate the MPSE problem for varying projec-
tions. As before, we assume that D1, D2 and D3 are the dis-
tance matrices observed after projecting by Π1,Π2 and Π3, re-
spectively, but these projection matrices are no longer known.
Note that a 3 × 3 matrix Π is a rank-2 orthogonal projection
matrix if and only if Π = QQT , where Q is an orthonormal
3× 2 matrix. Let O3×2 be the set of all orthogonal 3× 2 ma-
trices and let X = [x1, x2, . . . , xn]. The multiview MDS stress
function (2) takes the form
SM (X;Q1, Q2, Q3) =
3∑
l=1
∑
i>j
(
Dlij − ‖QlQTl (xi − xj)‖
)2
(6)
and the optimization problem becomes
minimize SM (X;Q1, Q2, Q3)
subject to Q1, Q2, Q3 ∈ O3×2
(7)
Solving problem (7) presents difficulties not found in the
classical MDS problem. The multiview MDS stress function
(6) is differentiable with respect to both the positions X and
orthogonal matrices Ql, but we have found that simply us-
ing gradient descent on the combined variable [X,Q1, Q2, Q3]
does not produce good results, due to the non-convexity of the
problem. Instead, we make use of a strategy called projected
gradient descent, where the algorithm alternates between mini-
mizing (6) with respect to the matrix X and each of the projec-
tions. At any given iteration, in order to update the positions
X, the current projection matrices are fixed and Algorithm 1
is used. Then, we fix X and minimize (6) for each of the pro-
jection matrices separately. The procedure is repeated until
convergence. Since convergence is not guaranteed, the algo-
rithm may be terminated when a fixed number of iterations is
reached. This algorithm is summarized in Algorithm 2. Details
on each of the steps are presented afterwards.
Algorithm 2 MPSE with Unknown Projections
Input: Distance matrices: D1, D2, D3, learning rates: µX and
µQ, number of initial iterations: NX and NQ, number of
loops: M , number of iterations per loop: MX and MQ.
Compute X(0) and Q
(0)
1 , Q
(0)
2 and Q
(0)
3 using Algorithm 4.
while i ≤M do
Compute X(i+1) using Algorithm 1 with initial positions
X(i) and fixed projections Q
(i)
1 , Q
(i)
2 and Q
(i)
3 .
For l ∈ {1, 2, 3}, compute Q(i+1)l using Algorithm 3 using
initial orthogonal matrix Q
(i)
l and fixed positions X
(i+1).
end while
Output: X(M) and Q
(M)
1 , Q
(M)
2 and Q
(M)
3 .
Since the set O3×2 of 3 by 2 orthogonal matrices is not a
subspace of R3×2, minimizing (6) with respect to Ql cannot
be accomplished via gradient descent. Instead, we make use of
projected gradient descent, where Ql is updated by first moving
towards the direction of steepest descent, and then projecting
back onto the set O3×2. If A ∈ R3×2 matrix, then the projec-
tion of A onto O3×2 is the matrix P(A) ∈ O3×2 that minimizes
‖A−Q‖F among all Q ∈ O3×2. There is a simple way to com-
pute P(A): if UΣV T is the reduced singular value decomposi-
tion of A, then P(A) = UV T . The algorithm is summarized in
Algorithm 3.
Algorithm 3 Projected gradient descent for MPSE
Input: Distance matrix: D, fixed positions: X, initial orthog-
onal matrix: Q(0), learning rate: µ, number of iterations:
N .
while i ≤ N do
Q˜(i+1) = Q(i) − µ∇QSM (X;Q(i))
Q(i+1) = P(Q˜(i+1))
end while
Output: Q(N)
In our experiments, we found that the choice of initial po-
sitions X(0) and projections Π
(0)
1 ,Π
(0)
2 ,Π
(0)
3 is very important
in avoiding convergence to non-optimal local minima (such as
one in which all projection planes are parallel to each other).
With this in mind, we use some non-random initial plane con-
figurations. We found that a good choice for X(0) is the one
obtained by first assuming that distance matrices D1, D2, D3
can be generated exactly from the unknown X(0) and the unit
cube projection matrices E1, E2, E3 described in Section 2.1.
Under these assumptions, the distance matrix D ∈ Rn×n of
the positions X(0) is given exactly by
Dij =
√(
(D1ij)
2 + (D2ij)
2 + (D3ij)
2
)
2
. (8)
The goal is then to find the set of points X(0) that minimize
the MDS stress function (1) for the computed distance matrix
D using gradient descent. After computing X(0), we obtain
the initial projection matrices Π
(0)
1 ,Π
(0)
2 ,Π
(0)
3 by running Al-
gorithm 3 for each projection, one by one. The initialization
algorithm is described in Algorithm 4.
Algorithm 4 MPSE Initialization
Input: Distance matrices: D1, D2 and D3, learning rates: µX
and µQ, number of iterations: NX and NQ.
Compute distance matrix D as shown in 8.
Compute X(0) using gradient descent on the MDS stress
function (1) with distance matrix D, using learning rate µX ,
number of iterations NX , and random initial conditions.
For l ∈ {1, 2, 3}, compute Q(0)l using Algorithm 3 for fixed
positions X(0) and distance matrix dl, using learning rate
µQ, number of iterations NQ, and random initial conditions.
Output: X(0) and Q
(0)
1 , Q
(0)
2 and Q
(0)
3 .
3 Experimental Evaluation
In this section we describe the construction of the datasets that
we use to evaluate our proposed MPSE method in its two set-
tings: with fixed projections and with variable projections. For
each dataset, we first describe how it was created and show the
outputs of MPSE. Note that Algorithm 1, similar to the regular
MDS, achieves results up to a rotation and reflection and there
is no way to recover the correct positioning of graph/data with-
out any extra information (assuming that the only information
available about the dataset are distance matrices).
3.1 One-Two-Three Dataset
In the introduction we motivated the MPSE problem using the
scuplture “1, 2, 3” by James Hopkins (one-two-three statue).
To generate the dataset for Fig. 1 we attempted to reverse-
engineer the sculpture as follows. We created 2D visualizations
of the 3 projections of the statue and fed the 2D distances as
input to MPSE. To do this, we created black-and-white images
of the digits 1, 2 and 3 and sampled equal number of points
from each of the 3 images; see Figure 2.
We then use the distances between the points in the 3 projec-
tions as input to MPSE. We first run Algorithm 1 for only two
of the three digits (one-two, one-three and two three) with 2
fixed projections from (4) and (5); see Figure 3. Note that both
Algorithms 1 and 2 return 3D visualizations of the datasets and
in Figure 3 we output the corresponding projections of the 3D
datasets. We only show the results for (5). By observing all
three rows of Figure 3, we conclude that Algorithm 1 with
projections from (5) perfectly recovers the shapes of the digits.
Next we applied Algorithm 1 with 2 different sets of pro-
jections (from (4) and (5)) to the one-two-three dataset. In
Figure 8 we only show the results for the projections from (5).
Fig. 2: One-Two-Three Dataset. The first row contains the
original images of digits 1, 2 and 3. The second row shows the
sampled 200 points from each digit.
We observe that for projections from (5), the algorithm success-
fully recovered the shapes of 2 and 3, however the recovered 1
is very similar to 2.
3.2 Circle-Square-Triangle Dataset
The next dataset that we create consists of the geometric
shapes of a circle, square and triangle. We refer to this dataset
as the circle-square-triangle dataset. Similar to 3.1, we create
3 black and white images with white background, each con-
taining one of the following shapes: circle, square and triangle.
We sample equal number of points from each shape, see Fig-
ure 4. The goal is to find such a placement of points in 3D such
that in fixed projection case the given projections recover the
shapes and in the varying projections case the algorithm find
the projections for which we recover the 3 shapes.
We present the results of the application of Algorithm 1 on
this dataset in Figure 5. For the first row of Figure 5 we in-
put only the datasets for circle and square. We note, that
Algorithm 1 captures both shapes very well. The second row
of Figure 5 presents the results of Algorithm 1 for the input
dataset that contains square, circle and triangle with projec-
tions from (4). Note that the shapes are not perfect, but the
algorithm recovered the circle in the first figure, square in the
second one and triangle in the third one.
3.3 Clusters Dataset Description
One of the many applications of dimensionality reduction is to
preprocess the dataset by reducing its dimension and then ap-
ply a clustering/classification algorithm. To test whether our
proposed algorithm would preserve clusters in a dataset we pro-
pose the following setting. Assume we want to visualize data
in 3D such that its given 2D projections contain clusters, e.g.,
see the first row of Figure 6. Each subfigure of the first row
of Figure 6 contains 2 clusters, however there is no correspon-
dence between the points, that is, if 2 points are in the same
cluster in one of the subfigures, their position in the other ones
are arbitrary.
Our goal is to apply Algorithm 1 and 2 and see whether the
results preserve the clusters.
The second row of Figure 6 demonstrates the results of the
application of Algorithm 2 to the cluster dataset. We note that
the cluster information is well preserved in all three projections.
We have also applied Algorithm 1 with both projection sets
from (4) and (5). However, Alorithm 2 achieved the best results
3.4 Grid-Path graph Dataset Description
The previous three examples were data/shape visualisation ex-
amples. However, MDS is also used for graph visualization
problems. That is, if one has a weighted/unweighted graph
and wants to visualize it in 2D or 3D such that the vertices
with smaller weights are put close to each other and vertices
Fig. 3: This figure shows the results of the application of Algo-
rithm 1 to the One-Two-Three dataset using only the first two
projections from (5) for different inputs. The first row shows
the results for digits 1 and 2, the next row shows the results
for digits 2 and 3, and the last row shows the results for digits
1 and 3.
with larger weights are drawn far from each other, we can use
MDS on the adjacency matrix. Note that if two vertices are
not connected one can use all pairs shortest path between these
vertices to define distance.
To demonstrate such an example we create two graphs with
100 vertices: one grid and one path; see the first row of Fig-
ure 7. The goal is to apply our proposed algorithm and see
what would be the 3D visualization of such an input such that
one projection demonstrates the first graph and the second one
demonstrates the second graph.
The second row of Figure 7 demonstrates the application of
Algorithm 1 with 2 fixed projections E1 and E2 from (4). Note
that the the algorithm recovers both grid (the left subfigure)
and the path (thr right subfigure).
The third row of Figure 7 demonstrates the results of the
application of Algorithm 2 for the dataset described above. In
this case again, the algorithm recovers the grid very well (the
left subfigure) and the path (the right subfigure) is more clear
than the one for fixed projections.
4 Mathematical Background for Algorithms 1 and 2
In this section, we present and derive some of the formulas
for the various gradient functions that are used in our MPSE
algorithms. Our purpose is to assist the reader who wishes
to implement these algorithms. Computation of the gradient
of the multiview-MDS stress function (2) with respect to the
positions X or orthogonal matrices Ql is cumbersome if the
right matrix calculus tools are not used. We begin with an
overview of the matrix calculus tools that we need and then
derive the gradient functions used in our implementations.
The results are derived for general embedding dimension p,
projection rank r, and number of projections L. However, for
the sake of presentation of the results we limited the exposi-
Fig. 4: Circle-Square-Triangle dataset. The first row contains
the original images of all shapes. The second row presents the
sampled 250 points from each shape.
Fig. 5: Demonstration of the application of Algorithm 1 with
projections from (4) on the circle-square-triangle dataset. The
first row shows the results for the input only circle and square.
The second row shows the results of the input circle, square
and triangle.
tion in Sections 2 and 2.2 to p = 3, r = 2 and L = 3. The
observed n× n dissimilarity/distance matrices are denoted by
D1, D2, . . . , DL. The corresponding p × p projection matrices
Π1,Π2, . . . ,ΠL can be written as Πl = QlQ
T
l , where Ql belongs
to the set of p × r orthonormal matrices Op×r. The position
matrix X ∈ Rn×p organizes the positions x1, x2, . . . , xn ∈ Rp
by row.
4.1 Some Relevant Matrix Calculus Results
We begin with an overview of some matrix calculus tools that
we use in our derivations of the gradient functions of the
multiview-MDS stress function (2).
Let y = f(X), where f : Rn×p → R. The derivative of y
with respect to X is the p× n matrix given by
dy
dX
:=
[
∂f
∂Xji
]
ij
,
where Xij is the (i, j) entry of X. The gradient of y with
respect to X is the n× p matrix
∇Xy :=
[
∂f
∂Xij
]
ij
=
(
dy
dX
)T
.
We use derivative notation to derive the results that we need
before changing to gradient notation.
The linearization of f about X0 is given by
y(X0 + ∆X) = y(X0) +
∑
i,j (∇Xy|X0)ij (∆X)ij + · · ·
= y(X0) + tr
(
dy
dX
(X0)∆X
)
+ · · ·
(to save space, we do not explicitly write the term O(‖∆X‖2F ),
which in terms of differentials takes the form
dy = tr
(
dy
dX
(X0)dX
)
.
We can use properties of differentials and the trace function to
simplify the derivation of the various gradient functions.
If g : R→ R and z = g(f(X)), the chain rule says that
dz
dX
(X) = g′(f(X))
df
dX
(X).
If Π is a fixed p× p matrix and y(X) = f(XΠT ), we have
y(X + ∆X) = f
(
(X + ∆X)ΠT
)
= f
(
XPT + ∆XΠT
)
= f(XΠT ) + tr
(
df
dX
(XΠT )∆XΠT
)
+ · · ·
= f(XΠT ) + tr
(
ΠT df
dX
(X0Π
T )∆X
)
+ · · ·
,
so that
d
dX
(
f(XΠT )
)
= ΠT
df
dX
(XΠT )
and
∇X
(
f(XΠT )
)
= ∇f(XΠT )Π.
Similarly, if we set Π = QQT and differentiate y(Q) =
f(XQQT ) with respect to Q, it can be shown that
∇Q
(
f(XQQT )
)
=
((
∇f(XQQT )
)T
X +XT∇f(XQQT )
)
Q.
We will use the two previous results in deriving formulas for
the X and Ql gradients of (6).
4.2 Computation of Relevant Gradients
We begin by computing the X and Ql gradients of the compo-
nents ‖Πlxi−Πlxj‖ of the multiview-MDS stress function (6).
The formulas for the X and Ql gradients of (6) follow easily
after that.
Let dij(X) be the distance between positions xi and xj . This
can be written as
dij(X) = ‖XT ei −XT ej‖2 = ‖XT (ei − ej)‖2,
where ei, ej are the i-th and j-th standard basis (column) vec-
tors of Rn. The square distance can be written as
d2ij(X) = ‖XT (ei − ej)‖22
= tr
(
XT (ei − ej)(ei − ej)TX
)
= tr
(
XTAijX
) ,
where
Aij := (ei − ej)(ei − ej)T .
Note that
dtr
(
XTAijX
)
= tr
(
d
(
XTAijX
))
= tr
(
dXTAijX +X
TAijdX
)
= tr
(
XTATijdX +X
TAijdX
)
= tr
((
2XTAij
)
dX
) ,
Fig. 6: This first row of this figure presents the original clusters, each subfigure contains the same number of points in 2D with
2 well distinguishable clusters. The second row presents the results of the application of Algorithm 2 for this dataset.
Fig. 7: The first row of this figure presents 2 graphs with 100
vertices, the first one is a path and the second one is a grid. The
∗ corresponds to vertices and edges connect between them. The
second row demonstrates the application of Algorithm 1 to this
dataset for projections E1 and E2. The last row demonstrates
the results of the application of Algorithm 2.
and so
dd2ij
dX
(X) = 2XTAij .
It then follows that
ddij
dX
(X) = d
dX
√
d2ij(X)
= 1
2
√
d2ij(X)
dd2ij
dX
(X)
= 1
dij(X)
XTAij
,
and that
∇dij(X) = 1
dij(X)
AijX.
If Π is a p× p matrix, we have
∇X
(
dij(XΠ
T )
)
= ∇Xdij(XΠT )Π
=
(
1
dij(XΠT )
Aij
(
XΠT
))
Π
= 1
dij(XΠT )
AijXΠ
TΠ
.
If we set Π = QQT and differentiate with respect to Q, we
similarly obtain
∇Q
(
dij(XQQ
T )
)
=
1
dij(XQQT )
(
QQTXTAijX +X
TAijXQQ
T
)
Q.
For a fixed n× n dissimilarity/distance matrix D, the MDS
stress function can be written as
S(X;D) =
∑
i<j
(dij(X)−Dij)2 .
which has the gradient
∇S(X;D) = ∇X∑i<j (dij(X)−Dij)2
= 2
∑
i<j (dij(X)−Dij)∇Xdij(X)
:= B(X;D)X
,
Fig. 8: This figure shows the results of the application of Algorithm 1 to the One-Two-Three dataset for projections from (5).
where
B(X;D) := 2
∑
i<j
(dij(X)−Dij)
dij(X)
Aij .
If Π is a p×p (orthogonal projection) matrix, then the matrix
XΠT is the n × p matrix whose rows are equal to Πxi. The
gradient of the multiview MDS stress function with respect to
X is
∇X
(
S(XΠT ;D)
)
= ∇S(XΠT ;D)Π
= B(XΠT ;D)XΠTΠ
.
If {(Πk, dk)}Kk=1 are k pairs of p×p transformations and n×n
distance matrices, then the multiview-MDS stress function is
SM
(
X; {(Πl, Dl)}Ll=1
)
:=
∑L
l=1 S(XΠ
T
l ;Dl)
=
∑
l
∑
i<j
(
dij(XΠ
T
l )− (Dl)ij
)2
and its gradient is
∇XSM
(
X; {(Πl, Dl)}Ll=1
)
=
∑
l∇XS(XΠTl ;Dl)
=
∑
lB(XΠ
T
l ;Dl)XΠ
T
l Πl
.
This is the expression for the gradient function that we use in
Algorithm 1 and as part of Algorithm 2.
The gradient of the MDS stress function with respect to Q
can be computed similarly,
∇QS(XQQT ;D) =(
QQTXT
(
B(XQQT ;D)
)T
X +XTB(XQQT ;D)XQQT
)
Q.
This is the expression for the gradient function that we use in
Algorithm 3.
5 Conclusions and Future Work
We described a generalization of MDS which can be used to
simultaneously optimize multiple distance functions defined on
the same set of objects. The result is an embedding in 3D
space with a set of given or computed projections that show
the different views. This approach has applications for visualiz-
ing abstract data as well as multivariate networks. Our initial
implementation relies on standard gradient descent, which is
expensive given the additional overhead of simultaneous opti-
mizations. We plan to implement a stochastic gradient descent
version as well as consider multiview stress majorization.
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