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Abstract
This is a survey of techniques for the computation of the K1 of a modular group algebra of a ﬁnite
group, with explicit units given as generators. Examples are carried out in characteristic 2.
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0. Introduction
The K1 of a ﬁnite ring is a quotient of the abelianized group of units of the ring. This
paper was motivated by questions from I. Ortiz and F.T. Farrell about K1(RG) for certain
dihedral and symmetric groups G and for R the integers mod 2. These groups K1(RG) ﬁt
in relative and Mayer-Vietoris exact sequences used to compute the projective and reduced
projective class groupsK0(ZG) and K˜0(ZG).We ﬁnd explicit units of RG representing the
elements ofK1(RG) for someG, and use them in hyperelementary induction and restriction
arguments to extend the computations to new groups G.
0.1. Notation and basic facts
Assumeevery ring is associativewith unit. IfG is a group, denote its commutator subgroup
by G′ and its abelianization G/G′ by Gab. If R is a ring, GL(R) is the group, under
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matrix multiplication, of all (partitioned) matrices
A ⊕ I∞ =
[
A 0
0 I∞
]
over R, with A ∈ GLn(R) for some n1, and I∞ the inﬁnite dimensional identity matrix.
Identifying A with A ⊕ I∞, the group GL(R) is the union of the groups GLn(R) for all
n1. Then K1(R) = GL(R)ab.
If R is a ﬁnite ring, the canonical group homomorphism GL1(R) → K1(R) is surjective
(see [1], Theorem 4.2(b)) with kernel V (R) generated by all elements
V (x, y) = (1 + xy)(1 + yx)−1
with x, y ∈ R and 1+ xy invertible (see [12], Theorem 3.6(a)). When R is a ﬁnite commu-
tative ring, V (R) = {1} and GL1(R)K1(R), with inverse isomorphism induced by the
determinant. If R is a local ring, V (R) = GL1(R)′ by [12], Theorem 3.6(b); so K1(R)
GL1(R)
ab
. For arbitrary ﬁnite rings R, the best we know is that K1(R)GL1(R)/V (R)
is a quotient of GL1(R)ab. We denote by Zp the ring Z/pZ where p is a positive integer;
we consider the rings R = ZpG for ﬁnite groups G.
1. The case when RG decomposes
Suppose G is a hyperelementary ﬁnite group, meaning G has a cyclic normal subgroup
〈a〉 of order m and prime power index s. Every subgroup of 〈a〉 is normal in G; so by
choosing a properly, we may assume m and s are relatively prime. Then the canonical
map from G to G/〈a〉 splits, and there is a subgroup B = {b1, . . . , bs} whose elements
represent the right cosets of 〈a〉 in G. Note that QG is a free (left) Q[a]-module with ba-
sis B. And for each i with 1 is, biab−1i is ar(i) for some integer r(i) relatively prime
to m.
If d is a positive integer, let d denote the element exp(2i/d) of order d in GL1(C).
If d divides m, by [8], Section 16C (with f = 1) there is a Q-algebra (d) that is a left
Q(d)-vector space with basis B, and in which bidb−1i is 
r(i)
d for 1 is. There is a
Q-algebra isomorphism
QG=
∏
d|m
(d)
taking a to d and bi to bi in each (d). Let O(d) denote the image of ZG in (d) and O
denote the image of ZG in . So O ⊆ O(d) and ZpGZG/pZGO/pO.
If R is a subring of a ring S, the (left) conductor from S into R is the set
(R : S) = {s ∈ S : sS ⊆ R}.
It is the largest right ideal of S in R. By Lemma 8.1 of [7], if p is a positive integer with 1 ∈
pR+(R : S), then the inclusion ofR into S induces an isomorphism of ringsR/pRS/pS.
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By Proposition 10.1 in [7], some power of a least common multiple of divisors of m lies
in the conductor (O : O(d)). So if p is relatively prime to m, there are ring isomorphisms
O
pO

∏
d|m O(d)
p
∏
d|m O(d)

∏
d|m
O(d)
pO(d)
with composite induced by the projections ofO to eachO(d). IfD is a set of positive divisors
of m, and O(D) is the image of ZG in
∏
d∈D (d), then every integer in (O : O(d)) also
lies in (O(D) :∏d∈D O(d)). So if p is relatively prime to m we have a similar isomorphism
O(D)
pO(D)

∏
d∈D
O(d)
pO(d)
.
Now suppose d is a divisor of m for which the conjugation action of B on 〈d〉 is faithful;
that is, for each bi 	= 1G, we have r(i) /≡ 1 (mod d). Then (d) is the crossed product
algebra (Q(d)/Fd, 1) with trivial factor set, where Fd is the ﬁxed ﬁeld in Q(d) under
the action of B. The ﬁeld Q(d) is then a simple left (d)-module with Q(d) acting by
multiplication and B acting by conjugation. By means of an integral basis of Q(d) over
Fd , this simple module affords a matrix representation
 : (d)Ms(Fd)
that carriesO(d) intoMs(Rd), whereRd is the ring of algebraic integers inFd . The preimage
M(d) ofMs(Rd) in(d) is the set of d-coordinates of a maximal Z-orderM of containing
O. Suppose ed ∈  has d-coordinate 1 and other coordinates 0. By Theorem 3 in [3], the
integer
|G|
index(d)
= ms
s
= m
multiplies edM intoO. Som ∈ (O(d) : M(d)). (If we replacem by d in the description ofG,
thenO(d) andM(d) are unchanged; so we actually get d ∈ (O(d) : M(d)).) If p is relatively
prime to m, it follows that inclusion of O(d) in M(d) induces the ﬁrst isomorphism in
O(d)
pO(d)

M(d)
pM(d)

Ms(Rd)
pMs(Rd)
Ms
(
Rd
pRd
)
,
the second being induced by thematrix representation, and the third by entrywise reduction
modulo p. Then entrywise application of  induces a group isomorphism
K1
(
O(d)
pO(d)
)
K1
(
Ms
(
Rd
pRd
))
.
Identifying GL(Ms(R)) with GL(R) by erasing internal brackets, the right side is isomor-
phic to K1(Rd/pRd), and the determinant is a further isomorphism to GL1(Rd/pRd).
Theorem 1. If G is a group with presentation (a, b : am = 1, bs = 1, bab−1 = ar) where
s is a prime not dividing m, p is a positive integer relatively prime to m, and D is the set
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of positive divisors d of m with r /≡ 1 (mod d), there is an isomorphism
K1(ZpG)GL1(ZpGab) ×
∏
d∈D
GL1
(
Rd
pRd
)
.
The effect onGL1(ZpG) is given by theZp-linear extension of the abelianizationG → Gab
in the ﬁrst factor, and is induced in the d-factor for each d ∈ D by the determinant of any
matrix representation ZG → Ms(Rd) afforded by the simple left QG-module Q(d) with
action through projection to (d).
Proof. The group G has order ms, so the index of 〈a〉 in G is the prime s. So for each d
dividing m, B acts faithfully or trivially on 〈d〉. Say D is the set of divisors for which the
action is faithful and D′ is the set of divisors for which it is trivial. Then a =∏d∈D′(d)
is commutative, and the projection from G intoGL1(a) factors through the abelianization
map G → Gab. So the Q-algebra projection QG → a factors as QG → QGab → a .
The kernel of the second map is a direct product of simple components of QGab. The ﬁrst
map splits; so these correspond to commutative simple components of QG that project to
0 in a . But the simple components of QG that project to 0 in a project onto crossed
products (d), so are noncommutative. So the map QGab → a is an isomorphism. Then
the projection ZG → O(D′) factors as ZG → ZGabO(D′). Since
O ⊆ O(D′) ×
∏
d∈D
O(d) ⊆
∏
d|m
O(d),
there are isomorphisms
ZpG
O
pO

O(D′)
pO(D′)
×
∏
d∈D
O(d)
pO(d)
ZpGab ×
∏
d∈D
Ms
(
Rd
pRd
)
whenever p is relatively prime to m; and the abelianization of G induces the map to the ﬁrst
factor. Now apply K1. 
If p is a prime, then by Proposition 2.3 in [13], since p does not divide d (∈ D), p is
unramiﬁed in Rd ; so pRd = P1 · · ·Pg for distinct maximal ideals Pi of Rd . And since the
extension Q ⊆ Q(d) is abelian, Fd is Galois over Q, and each residue ﬁeld Rd/Pi has the
same degree f over Zp. As in Corollary 2 of Proposition 21 in Chapter 1 of [6],
fg = [Fd : Q] = [Q(d) : Q][Q(d) : Fd ] =
(d)
s
,
and Rd/pRd
∏
iRd/Pi is a product of g ﬁelds Fq of order q = pf . Therefore
GL1(Rd/pRd) is a product of g cyclic groups of order q − 1. Using generators of these
cyclic groupsGL1(Fq) and ofGL1(ZpGab), we can determine generators ofK1(ZpG) for
the groups G in the theorem.
Example 1. Suppose G is a dihedral group Dm of order 2m; so s = 2 and r = −1, and
D is the set of divisors of m exceeding 2, while G′ = 〈a2〉. By Proposition 2.16 of [13]
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the ring Rd of algebraic integers in Fd = Q(d + −1d ) is Rd = Z[d + −1d ]. Let  = d
and  =  + −1. Now the minimal polynomial of  over Fd is x2 − x + 1 ∈ Rd [x],
so 1,  is an integral basis of Q() over Fd—that is, an Rd -basis of Z[]. We will ﬁnd it
convenient to workwith a different integral basis, namely 1, 1−. Thematrix representation
 : (d)Ms(Fd) afforded by Q() using this basis takes each x ∈ (d) to the matrix
representing theFd -linearmap onQ() that is scalarmultiplication by x. Since =1−(1−),
(1 − ) = (2 − ) + ( − 1)(1 − ), b · 1 = 1 and b · (1 − ) = (2 − ) − (1 − ), this
isomorphism  : (d)M2(Fd) of Q-algebras takes
 −→
[
1 2 − 
−1 − 1
]
, b −→
[
1 2 − 
0 −1
]
,
and the projection to the d-coordinate in Theorem 1 is the modular representation ZpG →
M2(Rd/pRd) taking
a −→
[
1 2 − 
−1 − 1
]
, b −→
[
1 2 − 
0 −1
]
,
followed by the determinant.
If m is odd, D′m = 〈a2〉 = 〈a〉, and we may follow the abelianization of Dm with an
isomorphism Dabm D1 = 〈b〉, to get a composite Dm → D1 taking a to 1 and b to b.
If m is even, D′m = 〈a2〉 	= 〈a〉, and the abelianization becomes Dm → D2 = (a, b :
a2 = b2 = 1, ba = ab), taking a to a and b to b.
For instance, supposem=3 and p=2, so we are computingK1(Z2D3)GL1(Z2D1)×
GL1(R3/2R3). Since 3 + −13 = −1, R3 = Z and GL1(R3/2R3) = 1. The elements of
Z2D1 are 0, 1, b and 1 + b, among which only 1 and b are units. So K1(Z2D3) is cyclic of
order 2, generated by the coset b.
Or suppose m = 5 and p = 2. Here K1(Z2D5)GL1(Z2D1) × GL1(R5/2R5). Now
=5+−15 hasminimal polynomial x2+x−1 over Q. So Z[x]maps onto both Z[]/2Z[]
and Z2[x]/(x2 + x + 1)Z2[x] with the same kernel 〈2, x2 + x − 1〉; so there is a ring
isomorphism
Z[]
2Z[]
Z2[x]
(x2 + x + 1)Z2[x]
taking  to x. Since x2 + x + 1 is irreducible in Z2[x], the right side is a ﬁeld F4 with
elements 0, 1, x, and 1 + x, and its group of units is cyclic of order 3 generated by x. So
GL1(R5/2R5) is cyclic of order 3 generated by . Since GL1(Z2D1) is cyclic of order
2 generated by b, K1(Z2D5) is cyclic of order 6 generated by u for any unit u of Z2D5
mapping to (b, ) in GL1(Z2D1) × GL1(R3/2R3). Since b + ab + a2b goes to 3b = b
in GL1(Z2D1) and the matrix representation map  deﬁned above (for d = 3) is a ring
homomorphism taking b + ab + a2b to[
+ 1 0
+ 1 + 1
]
with determinant , K1(Z2D5) is cyclic of order 6 generated by b + ab + a2b.
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2. A case when RG is local
As in [2], Theorem (5.24), if p is prime and G is a ﬁnite p-group, then ZpG is a local
ring; its nonunits constitute the augmentation ideal (generated by the elements g − 1 for
g ∈ G).Asmentioned in the introduction, this impliesV (ZpG) is the commutator subgroup
of GL1(ZpG) and K1(ZpG)GL1(ZpG)ab.
In [4], Keating published a computation of K1(Z2Dm) with m = 2r , for all r2, as
part of his computation of SK1(ZDm). But the details of the K1(Z2Dm) computation ([4],
Lemma 4.2) were left for the reader to work out by close analogy with other computations
in the paper. Here is a version of these details, with explicit examples.
Suppose Dm is the dihedral group of order 2m generated by a and b, with deﬁning
relations am = 1, b2 = 1 and ba = a−1b, and assume m = 2r where r2. In the notation
of the preceding section, for each divisor d of m, (d) = Q(d) ⊕ Q(d)b is a Q-algebra
with bd = −1d b, and the composite of Q-algebra isomorphisms
QD2m
r+1∏
i=0
(2i )QDm × (2m)
takes a to (a, m) and b to (b, b).As in [7], Sections 3–5, projections to the two factors on the
right restrict to the left and topmaps in a cartesian square of surjective ring homomorphisms
ZD2m −→ O
↓ ↓
ZDm −→ Z2Dm
,
where O = O(2m) is the image of ZD2m in (2m), and the bottom map is reduction of
coefﬁcients modulo 2. So the top map carries the kernel (1−am)ZD2m of the left map onto
the kernel (1−m2m)O=2O of the right map, and there is a ring isomorphismO/2OZ2Dm
taking 2m to a and b to b.
Say = 2m, F = Q(+ −1) and R = Z[+ −1]. As Keating explains in [4], 2R is the
[F : Q]=m/2 power of the maximal ideal R where =+−1−2; and the representation
 : (2m)M2(F ) of our Example 1, with
() =
[
1 −
−1 + 1
]
, (b) =
[
1 −
0 −1
]
carries O onto
B = RI 2 +
[
R R
R R
]
.
Entrywise reduction modulo 2R is a ring homomorphism from the ring M2(R) onto the
ring M2(R/2R) carrying B onto
C = RI2 +
[
R R
R R
]
(R = R/2R)
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with kernel 2M2(R) ⊆ 2B. So there are ring isomorphismsO/2OB/2BC/2C taking
, b to the cosets of[
1 −
−1 + 1
]
,
[
1 −
0 −1
]
,
respectively. Since 2 is totally ramiﬁed in R, R/RR/RZ2. So R is the union of R
and 1 + R. Every element of C not in the nilpotent ideal
M =
[
R R
R R
]
lies in (1 + R)I2 + M = 1 + M ⊆ GL1(C). So C is a local ring with (Jacobson)
radical M.
Consider the relative exact sequence
K1(C, 2C) −→ K1(C) f→K1(C/2C) −→ K0(C, 2C).
According to Swan [11] Theorem 2.1, K0(C, 2C) vanishes and K1(C, 2C) is a quotient of
GL1(C, 2C). Since 2C ⊆ rad(C), GL1(C, 2C) is 1 + 2C, and in terms of matrix units ij
a typical element is[
1 + 2r 0
2s 1 + 2r
]
= (I2 + 2rI2)(I2 + 2s21)
= V (r21, 212)V (21, 2s11) ∈ V (C).
So the map K1(C, 2C) → K1(C) in the relative sequence is zero, and reduction modulo
2C from GL1(C) to GL1(C/2C) induces an isomorphism K1(C)K1(C/2C). Since
2C ⊆ rad(C), if u ∈ C and u + 2C is a unit of C/2C, then u is a unit of C. So the inverse
isomorphism K1(C/2C)K1(C) can be calculated by taking each unit of C/2C back to
an arbitrary representative of its coset in C. The composite of isomorphisms
K1(Z2Dm)K1(O/2O)K1(B/2B)K1(C/2C)K1(C)
can be calculated by lifting each unit of Z2Dm through the composite of maps ZD2m →
ZDm → Z2Dm to an element of ZD2m, projecting to O, applying the representation , and
reducing entries modulo 2R to get a unit of C.
Keating found a group homomorphism 	 fromGL1(C)=1+M to the productGL1(R)×
(R/2R) × (R/R) deﬁned by
	
[
x11 x12
x21 x22
]
= (x11x22 − x12x21, x12, x21),
where the maps to the second and third coordinates are R → R/2RR/2R and R →
R/RR/R, respectively. Since 	(I2 + r12)= (1, r, 0), 	(I2 + r21)= (1, 0, r) and
	(I2+r11)=(1+r, 0, 0),we see that 	 is surjective. If x, y ∈ C and I2+xy ∈ GL1(C), a
routine calculation shows 	(I2+xy)=	(I2+yx); so 	 induces a surjective homomorphism

 : K1(C) −→ GL1(R) × (R/2R) × (R/R).
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Notice that the second and third factors are additive groups of order 2, since  is totally
ramiﬁed in R.
The following are elements of V (C):
V (r12, 22) =
[
1 2r
0 1
]
,
V (r21, 11) =
[
1 0
r 1
]
,
V (r12, 21) =
[
1 + r 0
0 (1 + r)−1
]
.
Using left multiplication by these matrices, we can row reduce each element of the kernel
of 	 to I2. So that kernel lies in V (C) and 
 is an isomorphism. Thus we have established
Keating’s calculation:
Theorem 2. If Dm is a dihedral group of order 2m and m= 2r with r2, and if = 2m =
exp(2i/2m),R=Z[+−1],and=+−1−2, thenK1(Z2Dm)GL1(R/2R)×Z2×Z2.
Notice thatmultiplicationbyi induces additive isomorphisms fromR/R toiR/i+1R.
Since R/R has order 2, R = R/2R = R/(m/2)+1R has 2(m/2)+1 elements. Since R is
local with maximal ideal R of index 2, R has 2m/2 units.
Example 2. Ifm=4, then + −1 = 8 + −18 =
√
2. Since (1+√2)(1−√2)=−1, R=
(
√
2− 2)R=√2R. So R/2R=Z[√2]/2√2Z[√2]. Since 4 and 2√2 represent the coset
of 0, the eight cosets are represented by c + d√2, with 0c3 and 0d1. Among the
four units, 1+√2 and 3+√2 have multiplicative order 4. So K1(Z2D4)Z4 × Z2 × Z2.
In fact the isomorphism takes
a −→
[
1 −
−1 + 1
]
−→ (1,−,−1),
b −→
[
1 −
0 −1
]
−→ (−1,−, 0),
1 + b + ab −→
[
3 −
−1 −1
]
−→ (−3 − ,−,−1)
in GL1(R/2R) × (R/2R) × (R/R), and −3 −  ≡ 3 +
√
2modulo 2. So a, b and
1 + b + ab generate K1(Z2D4).
Example 3. If m> 4, then in Z2Dm, the lift of (1 + b + ab)m/2 = (1 + a + a−1)m/4
projects to 1 + 8 + −18 = 1 +
√
2 in O. And (1 + √2) = (1 + √2)I2 has determinant
(1 + √2)2 = 3 + 2√2 ≡ −1 modulo 2. Since R/2R has characteristic 4, −1 has order
2 under multiplication. So 1 + b + ab has order m in K1(Z2Dm). Say v = am/4 + a−m/4,
which generates the kernel of Z2Dm → Z2Dm/2. The lift to ZD2m of 1 + av projects to
1 + √2, and the determinant of (1 + √2) ≡ −1 + √2; in GL1(R/2R) this is an
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element of order 2 different from −1. So GL1(R/2R) is not cyclic, and contains a copy
of Zm ×Z2 coming from 〈1 + b + ab〉× 〈1 + av〉 in K1(Z2Dm). When m= 8, we deduce
K1(Z2D8)Z8 × Z2 × Z2 × Z2, generated by 1 + b + ab, 1 + a(a2 + a6), a and b.
3. Some elements of K2
Suppose R is a ring and an ideal I of R lies in the Jacobson radical of R. Then by Theorem
2.1 of [11], the abelian group K1(R, I ) is the quotient of the multiplicative group 1 + I by
the subgroup V (R, I) generated by all of the elements V (x, y)= (1+ xy)(1+ yx)−1 with
x ∈ I and y ∈ R. Let  : R → R/I denote the canonical map (r) = r = r + I . Consider
the relative exact sequence
K2(R)
2→K2(R/I) →K1(R, I ) →K1(R) 1→K1(R/I),
where 1 and 2 are induced by , the map  is induced by inclusion of 1 + I into GL1(R)
and the connecting homomorphism  is deﬁned as in the proof of (13.20) in [8]. Since I lies
in the radical, (aij ) ∈ Mn(R) is invertible if and only if (aij ) ∈ Mn(R/I) is invertible. So
1 is surjective.
SupposeR/I is a commutative semilocal ring.By [9],Theorem2.7,K2(R/I) is generated
by Steinberg symbols {a, b} where a and b are units of R/I . If R is commutative, a and b
are commuting units of R and 2({a, b}) = {a, b}. So 2 is also surjective.
Now suppose R is an arbitrary ring with a radical ideal I. From the relative sequence we
derive a short exact sequence
1 −→ coker(2) →K1(R, I ) → ker(1) −→ 1.
Suppose x and y are elements of R with xy ∈ rad(R). If V (x, y) belongs to 1 + I , its coset
modulo V (R, I) is an element V (x, y) in the kernel of , since V (x, y) is in GL(R)′ by
[12], Lemma 1.1. Deﬁne
(x, y) = −1(V (x, y)).
Then (x, y) lies in the cokernel of 2, and is nontrivial if and only if V (x, y) is not an
element of V (R, I).
As in [12], Theorem 3.6(b), V (x, y) is a commutator when R is local:
V (x, y) =
{ [1 + xy, y] if y ∈ GL1(R);
[x, 1 + yx] if x ∈ GL1(R);
[1 + x(1 + y + yx), 1 + y + yx] if x, y /∈GL1(R).
If a, b ∈ GL1(R) and a, b are commuting units of R/I , then ({a, b}) = [a, b]. So if R is
a local ring and R/I is commutative, each nontrivial V (x, y) in the kernel of  gives rise to
an explicit Steinberg symbol in K2(R/I) that does not lift to an element of K2(R).
Example 4. Suppose R = Z2D2m where m = 2r and r1. Take I to be the kernel of the
ring homomorphism Z2D2m → Z2Dm taking a to a and b to b. Then I is generated by the
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central element am + 1. Multiplication by am + 1 is an additive endomorphism of R with
kernel and image both equal to I; the same is true of multiplication by the central element
v = am/2 + a−m/2 = a−m/2(am + 1). So |I |2 = |Z2D2m| = 24m and |1 + I | = |I | = 22m.
Consider the Z2-bilinear form
≺ x, y  =xy + yx
on R. When 1 + xy is invertible in R,
(1 + xy)(1 + yx)−1 = 1+ ≺ x, y  (1 + yx)−1.
So for all x, y ∈ R,
V (xv, y) = 1+ ≺ xv, y  (1 + yxv)−1
= 1+ ≺ xv, y  (1 + yxv)
= 1+ ≺ x, y  v(1 + yxv)
= 1+ ≺ x, y  v.
So V (R, I) = 1 + Av where A is the Z2-linear span of all ≺ x, y  with x, y ∈ D2m.
Taking vi = ai + a−i , we calculate
≺ ai, aj b  =ajbvi, ≺ aib, aj b  =vi−j .
So Av is the Z2-span of all elements viv and ajbviv where 0 i2m − 1 and
0j2m − 1. Actually amv = v; so we can take 0jm − 1. Since multiplication
by v has the same kernel as the map Z2D2m → Z2Dm, xv = yv in Z2D2m if and only if x
and y become equal in Z2Dm. In Z2Dm every vk is either 0 or vi with 1 i(m/2)−1, and
these vi are Z2-linearly independent, since each involves different elements of Dm. Also in
Z2Dm, if 2 i(m/2) − 1
aivi = 1 + a2i = av1 + a3v1 + · · · + a2i−1v1;
so, since bvi = vib, each ajbvi is in the Z2-span of the elements ajbv1 for 0jm − 1.
Also
v1 = a2v1 + a4v1 + · · · + am−2v1
and
am−1v1 = av1 + a3v1 + · · · + am−3v1;
so we can restrict to 1jm−2. Then the ajbv1 are Z2-linearly independent, since ajbv1
is the ﬁrst in this list to involve aj+1b. So Av has Z2-basis the elements viv and ajbv1v
with 1 i(m/2) − 1 and 1jm − 2. Hence
|V (R, I)| = |Av| = 2(3m/2)−3
and
|K1(R, I )| = |1 + I ||V (R, I)| = 2
(m/2)+3
.
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By Theorem 2 and the direct calculation |K1(Z2D2)| = |GL1(Z2D2)| = 8,
|image()| = |K1(Z2D2m)||K1(Z2Dm)| =
2m+2
2(m/2)+2
= 2m/2.
So we are left with
|coker(2)| = | ker()| = 8.
In the case m = 2 the elements of Z2D4
V (b + ab, b) = 1 + av,
V (1 + a + b + ab, b) = 1 + (1 + b)v,
V (1 + a + b + ab, ab) = 1 + (1 + ab)v
generate a subgroup of ker() of order 8 and exponent 2 (in this case V (R, I) has order 1).
So coker(2) ker()Z2 ×Z2 ×Z2. Since Z2D2 is commutative, coker(2) is generated
by the corresponding symbols {a, b}, {a + b + ab, b} and {a + b + ab, ab} in K2(Z2D2),
none of which come from elements of K2(Z2D4).
Now suppose m = 2r for r > 1. The group homomorphism from D4 to D2m taking a to
am/2 and b to b extends to a ring homomorphism from Z2D4 to Z2D2m. Applying this to
the ﬁrst two generators in the preceding case yields the ﬁrst two of the equations:
V (b + am/2b, b) = 1 + am/2v,
V (1 + am/2 + b + am/2b, b) = 1 + (1 + b)v,
V (1 + am/2 + ab + am/2ab, ab) = 1 + (1 + ab)v.
The third is obtained from the second by applying the ring automorphism of Z2D2m taking
a to a and b to ab. These three elements generate a subgroup 1 + Bv of GL1(R, I ) where
B is the Z2-span of am/2, 1 + b and 1 + ab. Since these are linearly independent in Z2Dm,
1+Bv has order 8 (and evidently exponent 2). The image ofB inZ2Dm has zero intersection
with v1Z2Dm, since the latter is the kernel of the map from Z2Dm to Z2D2. So the group
1 + Bv intersects V (R, I) trivially, and its elements represent the eight cosets of V (R, I)
in ker(). Thus coker(2) ker()Z2 × Z2 × Z2, and coker(2) is generated by
(b + am/2b, b),
(1 + am/2 + b + am/2b, b),
(1 + am/2 + ab + am/2ab, ab).
4. Induction and restriction
Consider the categories SG of ﬁnite groups and inclusions of subgroups, CR of com-
mutative rings and ring homomorphisms, andAB of abelian groups and group homomor-
phisms. We gain considerable information about K1(ZpG) by investigating the properties
of the functors K1(Zp[−]) from SG to AB, and their relation to the Grothendieck ring
functors G0(Zp[−]) fromSG to CR.
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In his thesis [5], Lam introduced Frobenius functors and modules to extend the induction
theory of Swan [10]. A Frobenius functor (F, (−)∗, (−)∗) assigns to each ﬁnite group G a
commutative ring F(G), and to each inclusion i : H → G inSG a ring homomorphism
i∗ : F(G) → F(H) and an additive group homomorphism i∗ : F(H) → F(G), so that
(F, (−)∗) :SG −→ CR and (F, (−)∗) :SG −→AB
are functors, and for each arrow i : H → G inSG,
i∗(i∗(x)y) = xi∗(y)
whenever x ∈ F(G) and y ∈ F(H). A Frobenius module (M, (−)∗, (−)∗) over such
a Frobenius functor assigns to each ﬁnite group G an F(G)-module M(G), and to each
inclusion i : H → G in SG two additive homomorphisms i∗ : M(G) → M(H) and
i∗ : M(H) → M(G), so that (M, (−)∗) and (M, (−)∗) are functors fromSG toAB, and
for each inclusion i : H → G inSG,
(i) i∗(x · y) = i∗(x) · i∗(y) if x ∈ F(G), y ∈ M(G),
(ii) i∗(i∗(x) · y) = x · i∗(y) if x ∈ F(G), y ∈ M(H),
(iii) i∗(x · i∗(y)) = i∗(x) · y if x ∈ F(H), y ∈ M(G).
The maps i∗ and i∗ in each case are called induction and restriction maps, respectively.
Note that the image of i∗ : F(H) → F(G) is an ideal of F(G), and the image of
i∗ : M(H) → M(G) is an F(G)-submodule of M(G). If G is a set of subgroups of G,
let F(G)G (resp. M(G)G) denote the sum of all i∗(F (H)) (resp. i∗(M(H))) as H runs
through the subgroups in G. We say F(G) (resp. M(G)) is generated by induction from G
if F(G)=F(G)G (resp. M(G)=M(G)G), and M(G) is detected by restriction to G if the
intersection⋂
H∈G
ker(i∗ : M(G) −→ M(H))
is trivial. By (iii) above,M(G)/M(G)G is anF(G)/F(G)G-module; so ifF(G) is generated
by induction from G, then M(G) is too. And then 1 ∈ F(G)G; so by property (iii), M(G)
is also detected by restriction to G.
Suppose p is prime. By [10], Proposition 1.2 and Corollary 4.2,G0(Zp[−]) is a Frobenius
functor with i∗([M]) = [ZpG⊗ZpHM] and i∗([M]) = [M] for ﬁnitely generated modules
M, and G0(ZpG) is generated by induction from hyperelementary subgroups of G. (Recall
H is hyperelementary if it has a cyclic normal subgroup of prime power index.) Then by [5],
Chapter 4, K1(Zp[−]) is a Frobenius module over G0(Zp[−]); so K1(ZpG) is generated
by induction from, and detected by restriction to, the hyperelementary subgroups of G.
The induction and restriction maps for K1 in [5] use the alternate, more categorical def-
inition of K1(R): The group Kalt1 (R) is generated by pairs [P, ] where P is a ﬁnitely
generated projective R-module and  is an R-linear automorphism of P. The deﬁning re-
lations among these generators are derived from properties of determinants, and sending
 to [P, ] is a generalized determinant of . For our discussion we only need to know
that if P has an R-basis over which  is represented by the matrix A ∈ GLn(R), then
[P, ] = [Rn, ·A], where ·A is right multiplication of rows in Rn by A. There is a natural
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isomorphism K1(R)Kalt1 (R) taking the coset of a matrix A ∈ GLn(R) ⊆ GL(R) to[Rn, ·A]. In particular, it takes u to [R, ·u] when u ∈ GL1(R).
The induction map i∗ on Kalt1 (Zp[−]) is deﬁned by
i∗([P, ]) = [ZpG⊗ZpHP, 1 ⊗ ].
If u ∈ GL1(ZpH), then i∗([ZpH, ·u]) = [ZpG, ·u], since ZpG⊗ZpHZH has ZpG-basis
1 ⊗ 1, over which 1 ⊗ ·u is represented by u. So the induction map on K1(Zp[−]) is just
i∗(u) = u for each u ∈ GL1(ZpH).
The restriction i∗ on Kalt1 (Zp[−]) is the restriction of scalars
i∗([P, ]) = [PH , ]
where PH is the ZpG-module P regarded as a ZpH -module. Any list g1, . . . , gs of right
coset representatives of H in G is a ZpH -basis of ZpG. So if u ∈ GL1(ZpG) and ·u is
represented over this basis by A ∈ GLs(ZpH), then i∗([ZpG, ·u]) = [ZpHs, ·A], and the
restriction map on K1(Zp[−]) is i∗(u) = A.
Theorem 3. Suppose p is prime and G is a ﬁnite group. Let G denote a set of subgroups
of G consisting of one representative of each conjugacy class of maximal hyperelementary
subgroups of G. The units that generate the groups K1(ZpH) for those H ∈ G together
generate K1(ZpG), and a product of these units is trivial in K1(ZpG) if and only if its
restriction is trivial in K1(ZpH) for all H ∈ G.
Proof. If H0 is a hyperelementary subgroup of G, then H0 ⊆ H ⊆ G for a maximal
hyperelementary subgroup H. Since (−)∗ and (−)∗ are functorial, K1(ZpG) is generated
by induction from, and detected by restriction to, maximal hyperelementary subgroups of
G. If u ∈ GL1(ZpH) and g ∈ G, then in the abelian groupK1(ZpG), gug−1=g u g−1=u;
so conjugate subgroups H contribute the same generators of K1(ZpG).
If H has right coset representatives g1, . . . , gs in G, then applying g(−)g−1 takes Hgi
to gHg−1ggig−1, and these sets still partition G. So gHg−1 has right coset representatives
gg1g
−1, . . . , ggsg−1. If u ∈ GL1(ZpG) and giu = aij gj with aij ∈ ZpH , then
ggig
−1gug−1 =
∑
gaij g
−1ggjg−1.
So if i∗(u) in K1(ZpH) is A, then i∗(u) in K1(Zp[gHg−1]) is gAg−1, and the square
K1(ZpG)
=−→ K1(ZpG)
i∗
⏐⏐⏐⏐
⏐⏐⏐⏐i∗
K1(ZpH)
−→ K1(Zp[gHg−1])
commutes, where the bottom isomorphism is induced by the ring isomorphism g(−)g−1.
So the restriction of u ∈ K1(ZpG) vanishes in K1(ZpH) if and only if it vanishes in
K1(Zp[gHg−1]).
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Thus, ifH is any set of subgroups of G containing G, then K1(ZpG) is generated by
induction fromH and detected by restriction toH. 
Lemma 1. Suppose C1, . . . , Cn represent the conjugacy classes of cyclic subgroups of
G. For each i and each prime p not dividing the order of Ci , suppose P(p, i) is a Sylow
p-subgroup of the normalizer N of Ci in G. Then CiP (p, i) is hyperelementary, and the
hyperelementary subgroups CiP (p, i) include representatives of every conjugacy class of
maximal hyperelementary subgroups of G.
Proof. If H is a maximal hyperelementary subgroup of G with cyclic normal subgroup C
of prime power index pm = (H : C), some subgroup of C has order not divisible by p and
still has index a power of p. Any subgroup of C is cyclic and normal in H. So replacing C by
this subgroup, we may assume p does not divide the order of C. For some g ∈ G and some
i, gCg−1 = Ci . So gHg−1 = H ′ has cyclic normal subgroup Ci of index pm, and is still
maximal amonghyperelementary subgroups ofG. Sincepm and the order ofCi are relatively
prime, the canonical mapH ′ → H ′/Ci splits, andH ′ =CiP ′ for a subgroup P ′(H ′/Ci)
of N. The p-subgroup P ′ is contained in a Sylow p-subgroup P ′′ of N; so by maximality,
H ′ = CiP ′′. For some n ∈ N , nP ′′n−1 = P(p, i). So nH ′n−1 = nCin−1nP ′′n−1 =
CiP (p, i). 
Example 5. Consider G = A4, the alternating group of degree 4. Let a = (12)(34), b =
(13)(24) and c = (123). The conjugacy classes of cyclic subgroups are represented by {1},
〈a〉 and 〈c〉, with respective normalizers A4, H = {1, a, b, ab} and K = {1, c, c2}. So we
can take G to be {H,K}, the Sylow subgroups of the normalizer of {1}.
Now GL1(Z2H) is generated by a, b and 1 + a + b, each of order 2, while GL1(Z2K)
is generated by c of order 3. So K1(Z2A4) is generated by a, b, 1 + a + b and c. Since
cbc−1 = a, we can dispense with b.
To calculate restrictions to H and K, note that H ∩K ={1} and |H ||K| = |A4|; so each
of H and K is a full set of right coset representatives of the other. Right multiplying 1, c, c2
by a, we get a, abc, bc2; so right multiplication by a is represented by
A =
[
a 0 0
0 ab 0
0 0 b
]
∈ GL3(Z2H),
which has determinant 1. So, over H, a restricts to A = 1. Right multiplying 1, a, b, ab by
a yields a, 1, ab, b; so ·a is represented by
B =
⎡⎢⎣
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
⎤⎥⎦ ∈ GL4(Z2K),
which has determinant 1. So over K, a restricts to B = 1. Thus a = 1 in K1(Z2A4).
The same type of calculation shows 1 + a + b restricts to A = a + b + ab over H, so
is nontrivial and must have order 2 in K1(Z2A4). Likewise c restricts to B = c over K;
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so c is nontrivial of order 3 in K1(Z2A4). Altogether, the abelian group K1(Z2A4) is
generated by 1 + a + b of order 2 and c of order 3, so is cyclic of order 6, generated by
their product c + ac + bc.
When evaluating restriction to a nonabelian subgroup H, so that R = ZpH is noncom-
mutative, we no longer have a determinant isomorphism from K1(R) to GL1(R). Instead
we can use K1(R) = GL(R)/GL(R)′ where GL(R)′ includes all matrices
eij (r) = I + rij (i 	= j, r ∈ R),
sw(i, j) = I − ii − jj + ij + ji (i 	= j),
dij (u) = I + (u − 1)ii + (u−1 − 1)jj (i 	= j, u ∈ GL1(R)),
where ij is the matrix whose only nonzero entry is a 1 in the i, j -position. So if A,B ∈
GL(R), thenA=B inK1(R) if B is obtained fromA by multiplying on the left (or right) by
any of the matrices eij (r), sw(i, j) or dij (u). These multiplications are elementary row (or
column) operations: add r times one row (one column times r) to another, switch two rows
(columns) while multiplying one of them by −1, or left multiply one row (right multiply
one column) by u and another by u−1. Over a ﬁnite ring R, such operations reduce any
A ∈ GL(R) to [u] ⊕ I for u ∈ GL1(R).
Example 6. In the alternating group G = A5, the conjugacy classes of cyclic
subgroups are represented by {1}, 〈(12)(34)〉, 〈(123)〉 and 〈(12345)〉, with respective
normalizers
G = A5,
H = 〈(12)(34), (13)(24)〉Z2 × Z2,
K = 〈(123), (12)(45)〉D3,
L = 〈(12345), (12)(35)〉D5.
So forGwe can useH (withC={1}),K (withC=〈(123)〉) and L (withC=〈(12345)〉), each
using p = 2. Since H ⊆ A4 ⊆ G, we can replace H by A4 in G and use Example 5. Note
that A5 = A′5; so for each g ∈ A5, g vanishes in K1(Z2A5). By Example 5, i∗(K1(Z2A4))
is generated by (1 + a + b) c where a = (12)(34), b = (13)(24) and c = (123). So A4
contributes a generator
x = 1 + (12)(34) + (13)(24)
with x2 = 1. From Example 1, K contributes (12)(45) which is trivial in K1(Z2A5). And
also from Example 1, L contributes
y = 1 + (12345) + (12345)2
since the “b” in that example is an element of A5. Note that y3 = (12345)3 = 1.
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Over the Z2A4-basis 1, d, d2, d3, d4 of Z2A5, where d = (12345), right multiplication
by u = 1 + (12)(34) + (13)(24) is represented by the matrix⎡⎢⎢⎢⎣
u 0 0 0 0
0 1 (142) (123) 0
0 (124) 1 0 (234)
0 (132) 0 1 (143)
0 0 (243) (134) 1
⎤⎥⎥⎥⎦
which row–column reduces overZ2A4 tou⊕I4 (using row and column operations described
above). Since u 	= 1 in K1(Z2A4), x is nontrivial. Since x2 = 1, x has order 2.
Restriction maps i∗ are group homomorphisms; so y3 = 1 means y restricts to 1 in
K1(Z2H)GL1(Z2H)Z32 and K1(Z2K)K1(Z2D3), since both are 2-groups (the lat-
ter by Example 1). Since d = (12345) belongs to A5, y = 1 + d + d2 = d (1 + d + d−1)=
1 + d + d−1; the calculation of the matrix representing right multiplication by v= 1+ d +
d−1 is easy, since, over a basis of right coset representatives of L, a group element such
as d is represented by a monomial matrix (permutation times diagonal), which is easy to
invert. Over the representatives 1, (123), (132), (135), (142), (143) right multiplication by
v is represented by v⊕M where M row–column reduces to I5. So restriction takes y to v in
K1(Z2L). Using the computation of K1(Z2D5) in Example 1, we ﬁnd v is carried to  	= 1
in GL1(R5/2R5). So y is nontrivial; and since y3 = 1, y has order 3. So, like K1(Z2A4),
the abelian group K1(Z2A5) is cyclic of order 6 generated by xy.
Example 7. In the symmetric group G=S4, the conjugacy classes of cyclic subgroups are
represented by {1}, 〈(13)〉, 〈(123)〉, 〈(13)(24)〉 and 〈(1234)〉, with respective normalizers
G = S4,
H = 〈(12), (34)〉Z2 × Z2,
D3 = 〈(123), (12)〉,
D4 = 〈(1234), (24)〉,
D4 = 〈(1234), (24)〉.
For G we can use D3 and D4, since the hyperelementary subgroups of S4 with C = {1} and
p = 3, or with C = 〈(13)〉, are not maximal. By Example 1, i∗(K1(Z2D3)) is generated by
(12); and by Example 2, i∗(K1(Z2D4)) is generated by (1234), (24) and
w = 1 + (24) + (12)(34).
In S4, (12) is conjugate to (24); so (12)=(24) inK1(Z2S4).Also (1234)(24)−1=(12)(34)=
[(12), (1324)]; so (1234) = (24). We know from Example 2 that w4 = 1.
Note that
(1 + (24) + (12)(34))2 = 1 + (1234) + (1234)−1;
call this element e. Using the Z2D4-basis 1, (123), (132) of Z2S4, we ﬁnd e restricts to
e and (24) restricts to (24). In K1(Z2D4) these are two different elements of order 2.
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So they differ in K1(Z2S4), and
K1(Z2S4) = Z4 × Z2
with generators w of order 4 and (24) of order 2.
5. Direct factors of order 2
If S andT are subsets of a ringR, let≺ S, T  denote the additive subgroup ofR generated
by all elements ≺ s, t  =st − ts with s ∈ S and t ∈ T . If I is an ideal of R with I 2 = 0,
then as Swan points out in [11], Corollary 2.6, taking 1 + x to x induces an isomorphism
of abelian groups
K1(R, I ) = 1 + I
V (R, I)
−→ I≺ R, I  .
SayG is a ﬁnite group and Ĝ is a groupwithG as a subgroup,  /∈G as a central element of
order 2, and Ĝ=〈〉G. That is, Ĝ is isomorphic to Z2×G. The group homomorphism Ĝ →
G, taking each element of G to itself and  to 1, extends to a surjective ring homomorphism
from R = Z2Ĝ to Z2G, with kernel I = (1 + )R. Here 1 +  is a central element in R
with (1 + )2 = 0; so I 2 = 0. Since inclusion of Z2G in Z2Ĝ is a right inverse to this
homomorphism, the relative exact sequence yields a split short exact sequence:
1 −→ K1(Z2Ĝ, I ) −→ K1(Z2Ĝ) −→ K1(Z2G) −→ 1.
Now (1 + )= 1 +  and multiplication by 1 +  is an additive isomorphism from Z2G
to (1 + )Z2G = (1 + )Z2Ĝ = I . So
K1(Z2Ĝ, I )
I
≺ R, I  =
(1 + )Z2G
(1 + ) ≺ Z2G,Z2G 
Z2G
≺ Z2G,Z2G 
with composite taking 1 + (1 + )r to r for each r ∈ Z2G.
If x, y ∈ G, then≺ x, y  =xy+yx=xy+yxyy−1. So≺ Z2G,Z2G  is the Z2-linear
span of the elements h + ghg−1 for g, h ∈ G; that is, it consists of all sums of elements
in G with an even number of terms from each conjugacy class in G. If x1, . . . , xc represent
the conjugacy classes in G, then x1, . . . , xc constitute a Z2-basis of Z2G/ ≺ Z2G,Z2G ,
since every g ∈ G belongs to the conjugacy class of some xi , whence g = xi , and since
a Z2-linear combination of x1, . . . , xc cannot have an even number of terms from each
conjugacy class unless all coefﬁcients are zero. We have proved:
Theorem 4. If G is a ﬁnite group with c conjugacy classes,with representatives x1, . . . , xc,
and if  has order 2, then
K1(Z2[〈〉 × G])Zc2 × K1(Z2G),
and the generating units are all (1 + (1 + )xi)u with 1 ic and u running through the
generators of K1(Z2G).
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Corollary. If G is a ﬁnite group with c conjugacy classes and C is cyclic of order 2, then
for all n1,
K1(Z2[Cn × G])Zc(2n−1)2 × K1(Z2G).
Proof. The number of conjugacy classes in C ×G is twice the number in G, and c+ 2c+
4c + · · · + 2n−1c = c(2n − 1). 
Example 8. InD4=(a, b : a4=1, b2=1, bab=a−1), the conjugacy class representatives
are 1, a, a2, b, ab. So
K1(Z2[C × D4])Z52 × K1(Z2D4)Z72 × Z4.
Example 9. If m is odd, D2mC × Dm where C is cyclic of order 2 (take am =  and
〈a2, b〉 as a copy of Dm). For instance D3 has conjugacy class representatives 1, a, b; so
K1(Z2D6)Z32 × K1(Z2D3)Z42.
Example 10. For conjugacy class representatives in Sn we can take one element of each
cycle structure. For instance
K1(Z2[C × S4])Z52 × K1(Z2S4)Z62 × Z4
since there are 5 partitions of 4.
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