We study two operational approaches to quantifying incompatibility that depart significantly from the well known entropic uncertainty relation (EUR) formalism. Both approaches result in incompatibility measures that yield non-zero values even when the pair of incompatible observables commute over a subspace, unlike EURs which give a zero lower bound in such cases. Here, we explicitly show how these measures go beyond EURs in quantifying incompatibility: For any set of quantum observables, we show that both incompatibility measures are bounded from below by the corresponding EURs for the Tsallis (T2) entropy. We explicitly evaluate the incompatibility of a pair of qubit observables in both operational scenarios. We also obtain an efficiently computable lower bound for the mutually incompatibility of a general set of observables.
We study two operational approaches to quantifying incompatibility that depart significantly from the well known entropic uncertainty relation (EUR) formalism. Both approaches result in incompatibility measures that yield non-zero values even when the pair of incompatible observables commute over a subspace, unlike EURs which give a zero lower bound in such cases. Here, we explicitly show how these measures go beyond EURs in quantifying incompatibility: For any set of quantum observables, we show that both incompatibility measures are bounded from below by the corresponding EURs for the Tsallis (T2) entropy. We explicitly evaluate the incompatibility of a pair of qubit observables in both operational scenarios. We also obtain an efficiently computable lower bound for the mutually incompatibility of a general set of observables.
Characterizing the mutual incompatibility of a set of quantum observables is an important question both from a quantum cryptographic as well as a foundational point of view. While the Heisenberg uncertainty principle [1, 2] provided the first quantitative statement on the incompatibility of a pair of canonically conjugate observables, later formulations in terms of entropic quantities characterize the incompatibility of any set of observables via entropic uncertainty relations (EURs) (see [3] for a recent review).
For a given set of observables, an EUR seeks to lower bound the sum of the entropies associated with the probability distributions arising from measurements of these observables, on distinct yet identically prepared copies of a quantum system. EURs play an important role in the security of quantum cryptographic tasks [4] [5] [6] , and are often thought to quantify the incompatibility of a set of quantum observables. However, EURs give a trivial lower bound whenever the observables in question share a single common eigenvector, although there are variants of the standard EUR formalism that circumvent this pitfall in certain specific cases [7] [8] [9] . Uncertainty lower bounds cannot therefore be considered a measure of incompatibility in general.
This has motivated the emergence of alternate approaches to quantifying incompatibility. The measure Q defined in [10] is based on the fact that the eigenstates associated with a set of incompatible observables are not perfectly distinguishable. On the other hand, the class of measures {Q α , α = 1, F, ∞} defined in [11] quantify the mutual incompatibility of a pair of observables by estimating the disturbance due to a measurement of one observable on the statistics of the outcomes of the other. Both these measures have the desirable property that they are strictly zero if and only if the observables in the set all commute. While bounds on these measures are known, exact expressions have been obtained only for a set of mutually unbiased observables [10, 11] . Evaluating these measures exactly for any set of observables is in general a hard optimization problem to which an efficient solution is not yet known.
Here, we clarify the exact relation between these incompatibility measures and the standard EUR formalism. For a general set of observables we prove that the measure Q is bounded from below by the lower bound on the corresponding Tsallis (T 2 ) entropic uncertainty relation, and, the measure Q F is bounded from below by the the T 2 entropic lower bound in a successive measurement scenario. We also evaluate the incompatibility of a pair of observables that commute on a subspace, thus providing an explicit example of a class of observables for which these measures go beyond EURs. Finally, we obtain efficiently computable lower bounds for both the incompatibility measures for any set of observables.
The rest of the paper is organized as follows. We present a brief review of the incompatibility measures Q and {Q α } in Sec. I. We demonstrate the relations between these measures and Tsallis EUR lower bounds in Sec. II. We evaluate the incompatibility of a pair of qubit observables in Sec. II C, and consider the case of observables that commute on a subspace in Sec. II D. Finally, in Sec. III we obtain a lower bound on the incompatibility of a general set of observables, which can be efficiently computed via convex optimization.
I. OPERATIONAL MEASURES OF INCOMPATIBILITY
We begin with a brief review of two operational approaches to quantifying incompatibility proposed recently [10, 11] . Throughout this paper we work within the framework of standard quantum theory, and restrict our attention to observables associated with self-adjoint operators with discrete spectra, on a d-dimensional Hilbert space H d .
A. Distinguishability-based measure
An important physical manifestation of the mutual incompatibility of a set of observables is the fact that the eigenstates of such a set are not all mutually orthogonal and therefore cannot be distinguished perfectly. This motivates the incompatibility measure Q defined in [10] , which is based on quantifying the extent to which the eigenstates corresponding to a given set of observables are not distinguishable.
Consider a set of N non-degenerate observables do not all commute, they do not have a complete set of common eigenstates, and hence at least some of their eigenstates must be non-orthogonal. Then, the incompatibility measure Q(A (1) , A (2) , . . . , A (N ) ) defined in [10] quantifies the extent to which the states {|a
are not distinguishable. The more incompatible the observables {A (i) } are, the lesser is the fidelity with which their eigenstates can be distinguished. The incompatibility Q of a set of observables is thus defined as the complement of the best possible fidelity obtained in a quantum state estimation process [12] for the uniform ensemble of their eigenstates.
Specifically, let S ≡ {|a
denote the ensemble comprising eigenstates of the observables {A (i) }, wherein the states are all picked with equal probability 1 N d . The quantum state estimation problem for the ensemble S seeks to maximize the average fidelity function
, and all state reconstruction maps R : k → σ k (in which the state σ k is the estimate corresponding to measurement outcome k). The maximum fidelity that can obtained for the ensemble S in a state estimation process is given by,
The mutual incompatibility Q of the observables {A (1) , . . . , A (N ) } is then defined as [10] ,
It is easy to see that 0 ≤ Q(A (1) , . . . , A (N ) ) ≤ 1 for any set of observables {A (1) , A (2) , . . . , A (N ) }, with the lower bound being attained if and only if the observables
The measure Q is also of direct relevance in quantum cryptography, specifically, in the context of quantum key distribution (QKD) protocols of the prepare and measure type [13] . As noted in [10] , the measure Q(A (1) , . . . , A (N ) ) is simply the complement of the accessible fidelity [14, 15] of the ensemble S, that is, the best possible fidelity an eavesdropper can obtain by employing an "intercept-resend strategy", in a QKD protocol where Alice transmits pure states |a
j | drawn uniformly at random from the ensemble S.
In fact there exists a more direct, quantitative relation between the incompatibility measure Q(A (1) , A (2) , . . . , A (N ) ) and the error rate caused by the presence of an eavesdropper in a QKD protocol whose signal ensemble comprises the eigenstates of the observables {A (1) , A (2) , . . . , A (N ) }. We make this precise in Appendix A.
B. Distance-based incompatibility measures
Another important consequence of the mutual incompatibility of a pair of observables A, B is the change caused to the measurement statistics of one (say B) due to an intervening measurement of another (say A) on the same state. Quantifying this change in measurement statistics, also leads to a characterization of the incompatibility of the pair of observables A and B, as shown in [11] .
For a pair of observables A, B with spectral decompo-
, consider the following two probability distributions: one resulting from a measurement of A followed by a measurement of B on a given state, and the other obtained from a measurement B alone on the same state. Let Pr (j), j = 1, . . . , d} denote the probability distribution over the outcomes of a B measurement following a measurement of A on the same state ρ. These probabilities are simply given by
If A and B commute, their corresponding eigenprojectors commute, and the two probability distributions defined in Eq. (3) above are identical for all states ρ. For a general pair of observables, the distance between the probability distributions Pr A→B ρ and Pr B ρ can thus be regarded as a measure of how much a measurement of A disturbs the statistics of the outcomes of a subsequent measurement of B on the same state ρ. It was shown that maximizing the distance between these two distributions over all states yields a valid measure of the incompatibility of observables A and B, which is zero if and only if A and B commute and is strictly greater than zero otherwise [11] .
Corresponding to the standard classical distance measures between probability distributions [16, 17] , the following three measures of incompatibility of observable A with B were defined in [11] .
(i) L 1 -distance based incompatibility measure:
(ii) Fidelity-based incompatibility measure:
where
is the fidelity, also known as the Bhattacharyya distance.
(iii) L ∞ -distance based incompatibility measure:
Note that all three incompatibility measures defined above satisfy,
where the lower bound is attained if and only if the observables A and B commute [11] . Furthermore, Q α (A → B) = Q α (B → A) in general. The incompatibility Q α (A, B) of the pair of observables A, B is therefore defined as the average of the incompatibilities Q α (A → B) and Q α (B → A), thus ensuring that Q α (A, B) is large when both Q α (A → B) and Q α (B → A) are large and vice-versa. Finally, the incompatibility of a set of N observables {A 1 , A 2 , . . . , A N } is defined in terms of the pairwise incompatibilities {Q α (A i → A j )}, as,
In the rest of the paper, we restrict our attention to the fidelity-based measure Q F .
II. INCOMPATIBILITY AND ENTROPIC UNCERTAINTY
While the operational approaches presented above depart significantly from the standard entropic uncertainty based approach to quantifying incompatibility, it is useful to understand how these two approaches are related.
We begin with a brief review of the EUR formalism. We restrict our attention to observables associated with a non-degenerate spectra. For a set of N observables
j | denote the j th eigenstate of the observable A (i) . Then, an entropic uncertainty relation (EUR) seeks to lower bound the average of the entropies associated with a measurement of each (on distinct yet identically prepared states), as follows:
where S(A (i) ; |φ ) denotes some entropy function of the probability distribution p
The commonly used entropy functions belong to the Rényi class of entropies [18] or the Tsallis class of entropies [19] . For any α ≥ 0, the Rényi entropy H α (.) and the Tsallis entropy T α (.) of order α are defined as follows:
Throughout this paper we use log to denote the logarithm taken to the base 2. In the limiting case of α → 1,
is the well known Shannon entropy. We note that the Rényi entropies H α are concave for 0 < α ≤ α * = 1 + 2 log(d−1) , and the Tsallis entropies T α are concave for α > 0.
For any set of observables {A (1) , A (2) , . . . , A (N ) }, the entropic lower bound in Eq. (6) corresponding to the Rényi class of entropies satisfies
whereas the Tsallis entropic lower bounds satisfy,
In both cases, the trivial (zero) value is attained for any common eigenstate of the observables {A (1) , . . . , A (N ) }. We refer to [3] for a recent survey of the known entropic uncertainty relations for different sets of observables.
EURs have also been formulated for the case where a pair of observables A and B are measured sequentially on a system in state |ψ . Here, the uncertainty in the outcome of the first measurement, say observable A, is given as before by S(A; |ψ ), but the uncertainty in the outcome of a subsequent measurement of B is to be calculated with respect to the post-measurement state
and is therefore denoted as S(B; E A (|ψ )). Entropic uncertainty relations in the successive measurement scenario are therefore of the form [20, 21] ,
We note that the lower bound may change depending on which of the observables A or B is measured first. Such EURs have been studied for the Shannon entropy (H 1 ) for a general pair of observables [22] and the Tsallis class of entropies for a pair of qubit observables [23] . In fact, when the entropy function is concave, there exists an explicit closed form expression for the lower bounds in Eq. (7), as we note below.
Lemma 1. Consider a pair of observables A, B with nondegenerate spectra and eigenvectors {|a i } and {|b j } respectively. In the case of a successive measurement of A followed by a measurement of B on the same system, the following optimal entropic uncertainty relations hold.
Proof. The concavity of the Rényi and Tsallis entropies for the ranges 0 < α ≤ α * and α > 0 respectively implies that lower bound will be attained for pure states. Furthermore, as noted in [21] ,
, for all states ρ. Hence, the optimization on the LHS is to be done over pure states of the form E A (ρ), for some ρ. In other words, we only need to minimize over the eigenstates {|a i } of A. Therefore,
In the rest of the paper we restrict our attention to the Tsallis and Rényi entropies of order two, denoted as T 2 and H 2 respectively. The Tsallis entropy T 2 of the distribution {p
2 , is also referred to as the linear entropy. It is a measure of the purity of the density operator ρ = i p A |φ (i)|a i a i | corresponding to the post-measurement state resulting from a measurement of A on |φ . The Rényi entropy H 2 (often called the collision entropy) of the distribution {p
In the following sections, we show that the incompatibility measures discussed above are indeed bounded below by the EUR lower bounds formulated in terms of the T 2 entropy.
A. Entropic lower bounds on Q Evaluating the measure Q requires a two-step optimization in general -one over POVMs and the other over all possible state reconstruction maps. This problem is made tractable by first maximizing the average fidelity over all possible state reconstruction strategies. Following [14, 15] the maximum fidelity function can thus be simplified as,
where, λ max (.) is the maximum eigenvalue function, and,
is the completely positive trace-preserving (CPTP) map whose Kraus operators are simply the states in the ensemble S. Furthermore, since the maximum is always attained for a POVM with rank-one elements, we can set M k = m k |χ k χ k | without loss of generality. The maximum fidelity for the ensemble S is thus given by,
where,
is the average fidelity achieved by the POVM element |χ k χ k |, for the ensemble S. A related notion which will be useful in stating our result, is that of a POVM that is constant with respect to a given ensemble of states S.
. . , N } with rank-one elements |χ k χ k | is said to be constant with respect to a given ensemble S ≡
In other words, for a constant POVM, the average fidelity function F avg S (|χ k χ k |) defined in Eq. (10) is a constant for a given S, independent of the individual POVM elements {|χ k χ k |}.
We now prove the following relation between Q and the T 2 entropic lower bound. Theorem 1. For a set of N non-degenerate observables {A (1) , A (2) , . . . , A (N ) } with the associated ensemble
) is bounded from below by the minimum average Tsallis T 2 entropy, that is,
Equality holds iff the optimal POVM achieving the accessible fidelity is constant with respect to the ensemble S.
Proof. As noted in Eq. (10) above, the maximum fidelity for the ensemble S is given by,
where the supremum is taken over all rank-one POVMs
To evaluate the maximization over |γ , notice that the sum over i, j is of the form 
Thus we have,
as desired. Clearly, equality holds iff the inequality in Eq. (12) is saturated. This holds iff the optimal POVM achieving the maximum fidelity F max S is constant, that is, every element of the optimal POVM achieves the same average fidelity for the ensemble S.
Furthermore, from the definition of the H 2 entropy and the upper bound in Eq. (12), it follows that,
Applying the inequality of arithmetic and geometric means, we have,
where equality holds iff the individual entropies corresponding to a given state |φ are all equal. Thus, we have the following interesting relation between the incompatibility Q(A (1) , A (2) , . . . , A (N ) ) and the minimum average H 2 entropy of the set of observables {A
(1) , . . . , A (N ) }.
such that, the observables A (i) all have equal entropy on the minimizing state |φ . The mutual incompatibility of such a set of N non-degenerate observables
One important class of observables for which the inequalities derived above are saturated, are the mutually unbiased bases. Recall that two orthonormal bases {|a i }, {|b i } in H d are said to be mutually unbiased iff
, for all i, j. In [10] , it was shown that the incompatibility of a set of mutually unbiased bases (MUBs) {B (1) , B (2) , . . . , B (N ) } ∈ H d is given by
This coincides with the lower bound on the average Tsallis(T 2 ) entropy of a set of N MUBs in ddimensions [24, 25] inf
thus showing that Eq. (11) is indeed tight for the case of mutually unbiased bases. The optimal POVM that achieves the accessible fidelity in this case is one of the bases B (i) in the set, and the mutual unbiasedness property naturally ensures that it is symmetric for the corresponding ensemble of eigenstates. Similarly, by comparing with the well-known H 2 EUR for a set of N MUBs in a d-dimensional space [3] ,
we see that Eq. (14) is also saturated in this case.
B. Entropic lower bounds on QF
We now show that a similar relation holds between the fidelity-based incompatibility measure Q F and the Tsallis (T 2 ) EURs formulated for a successive measurement scenario. Let t 2 (A → B) and t 2 (B → A) denote the entropic lower bounds corresponding to observables A and B, as defined below:
Recall from Lemma 1 that,
In the following theorem we prove that the average entropic lower bound
constitutes a lower bound for the incompatibility measure Q F (A, B).
Theorem 2. For a pair of observables A, B, the measure Q F (A, B) satisfies,
Proof. The result follows from the observation that the EUR in the successive measurement scenario for a measurement of A followed by B is related to the fidelity of the statistics of a measurement of B followed by A and vice versa. From the definition of Q F (A → B) we have,
where |b k is an eigenket of B. Then Eq. (17) implies,
Similarly, we can show
Therefore, in terms of Q F (A, B), we have,
Equality is attained iff
In other words, equality holds iff the quantity i | a i |b k | 4 is a constant for all eigenkets |b k of observable B.
It is easy to see that the condition for equality is satisfied for the case of mutually unbiased observables. Indeed, for a pair of mutually unbiased bases B
(1) , B (2) in a d-dimensional space, it was shown that [11] ,
The T 2 entropic lower bound may be evaluated as follows: for a measurement of B (1) followed by B (2) on the same system,
Since the lower bound is independent of the order in which the MUBs are measured,
showing that Eq. (17) is indeed tight for a pair of MUBs.
C. Incompatibilty of qubit observables
Here we obtain an exact expression for the incompatibility of a pair of qubit observables, and show that the bounds obtained above are saturated in this case. While evaluating Q(A, B) and Q F (A, B) involves solving a hard optimization problem in general, the problem can be simplified for the qubit case by making use of the Bloch sphere representation. Thus, we parametrize A and B in terms of unit vectors a, b ∈ R 3 as follows: A ≡ We merely state the result here and refer to Appendix B for the proof. 
We see that the measures Q(A, B) and Q F (A, B) coincide for a pair of MUBs ( a. b = 0) and for the case when A and B commute ( a. b = 1). For any other pair of qubit observables (0 < a. b < 1) we have Q F (A, B) > Q (A, B) ; the mutual incompatibility measure formulated in the successive measurement scenario is higher (see Fig. 1 ).
We further note that Q(A, B) coincides with the recently obtained lower bound on the average T 2 entropy of a pair of qubit observables [25] :
The corresponding H 2 entropies satisfy [26] ,
thus showing that the bounds obtained in Theorem 1 are tight for the case of qubit observables. In the successive measurement scenario, the T 2 EUR for qubit observables A, B can be evaluated as follows:
thus showing that the bound in Theorem 2 is also tight for qubit observables.
D. Observables that commute on a subspace
Finally, we discuss a class of observables for which the measures Q and Q F are strictly better than the EUR formalism in quantifying incompatibility, namely, observables that commute on a subspace. An example of such a set of observables comes from the theory of angular momentum, where the operators L x and L z do not commute but still have the l = 0 state as a common eigenvector [27] . The commuting subspace is one-dimensional in this case.
We consider a pair of non-degenerate observables A, B that commute over a subspace of dimension d c . We further assume that they are mutually unbiased in the for any entropic quantity H. The measures Q (A, B), Q F (A, B) , on the other hand, gives a non-trivial value for the incompatibility of such a pair of observables. 
As in the case of qubit observables, here again the incompatibility measure Q F is larger than the measure Q:
The two measures match for d c = 0, in which case A and B are mutually unbiased, and for d c = d − 1, in which case A and B commute (see Fig. 2 ).
Proof. Eq. (23) for the fidelity-based incompatibility measure was originally evaluated in [11] . Here, we prove Eq. (22) 
. S can be written as a direct sum of two ensembles: S ≡ S 1 ⊕ S 2 , where, S 1 comprises the common eigenstates in the commuting subspace, and S 2 comprises the unbiased states in the non-commuting subspace. We now make use of the following useful property of the maximum fidelity function, namely, that F max S is additive for ensembles belonging to distinct subspaces. We merely state the result here and present a proof in Appendix C. Lemma 2. Given ensembles S 1 ∈ H d1 and S 2 ∈ H d2 , consisting of N 1 d 1 and N 2 d 2 states respectively, the maximum fidelity of the ensemble S 1 ⊕S 2 ∈ H d1 ⊕H d2 is given by
.
In this case, since S 1 is an ensemble of orthogonal states, F max S1 = 1. For S 2 , we can simply invoke the result for MUBs from [10] , to get,
Invoking the additivity result above, we get,
III. EVALUATING Q, QF FOR A GENERAL SET OF OBSERVABLES
Obtaining an exact expression for the mutual incompatibilities Q, Q F of an arbitrary set of observables involves solving a hard optimization problem in general. It is known that the mutual incompatibility of a set of N MUBs in H d constitutes an upper bound for the incompatibility of any set of N observables in H d [10, 11] . Here, we obtain non-trivial lower bounds on the mutual incompatibility of a general set of observables, and prove that these lower bounds are in fact efficiently computable.
A. An efficiently computable lower bound for Q As defined in Sec. I A, the incompatibility
) of a set of N observables is related to the maximum fidelity F max S attainable for the ensemble S of their eigenstates. It is known that computing F max S for a quantum state estimation process for a general ensemble of states S involves a sequence of semidefinite programs (SDPs) [12] . An SDP is an efficiently computable convex optimization problem of the general form [28] : min C, X subject to Φ(X) = A, X 0 where C, A are matrices and Φ is a linear operator. For a given ensemble of states S, the algorithm in [12] for computing F max S only guarantees asymptotic convergence: while each bound in the sequence may be efficiently computable, the number of steps required for the sequence to converge can be quite large.
Here, we show that by recasting the maximum fidelity function as a matrix norm, we obtain an efficiently computable lower bound for the incompatibility Q of any set of observables. We first note that the two-fold optimization in F max S can be recast as a single optimization over a class of CPTP maps as follows.
where the map M is the entanglement-breaking channel [29] corresponding to the positive operators {M k } and the states {σ k }:
It was shown that [30] this optimization over the class of entanglement-breaking channels can be further rewritten as a minimum norm of an operator. Specifically,
where, (.) × denotes the injective cross norm, defined as
While the injective norm itself is not efficiently computable in general, it is bounded from above by the standard operator norm ||.|| ∞ given by ||M || ∞ = sup α =1 α|M |α . Therefore,
The optimization on the right hand side can be further simplified as [30] min
This is basically the problem of minimizing a maximum eigenvalue which is easily seen to be an SDP, and efficient algorithms for solving this are known [28] .
B. Computability of QF
Here we prove a non-trivial lower bound on the fidelitybased incompatibility measure Q F (A, B) of any pair of observables, which can be recast as a convex program.
Recall from Sec. I B that the measure Q F is defined as a supremum over all states |ψ of the fidelity between the probability distributions {Pr B |ψ (j)} and {Pr A→B |ψ (j)} defined in Eq. (3). We first note that the fidelity F 2 [P, Q] for a pair of probability distributions P ∼ {p i } and Q ∼ {q i } can be bounded as follows,
by using the arithmetic mean to bound the geometric mean. Thus the measure Q F is bounded by,
where we have defined
Let α n = a n |ψ and β m = b m |ψ denote the overlap coefficients of |ψ with the eigenstates of A and B respectively. The function g(A, B) can then be bounded as follows.
where v is the matrix with elements v i = |α i | 2 and A is the constant matrix with elements A ij = | a i |b j | 2 . In other words, the solution to the following optimization problem minimize: v T Av subject to:
gives a non-trivial lower bound for the incompatibility Q F (A, B) for an arbitrary pair of observables. This minimization problem is indeed in the form of a convex program [28] , it is therefore efficiently computable with standard convex optimization routines.
IV. CONCLUDING REMARKS
In summary, our work offers a comparative study of the different approaches used to quantify the mutual incompatibility of quantum observables. We consider two recently proposed measures of incompatibility, namely, the measure Q that is related to the maximum fidelity function in a state-discrimination context (as also the accessible fidelity in QKD), and the measure Q F that arises naturally in a successive measurement scenario. We show that these operational measures are lower bounded by the standard entropic uncertainty bounds formulated in terms of the Tsallis T 2 entropy. We also obtain conditions under which these incompatibility measures coincide exactly with the T 2 entropic lower bounds, and show that these conditions are satisfied for the case of MUBs and for a pair of qubit observables.
We also consider the case of observables that commute on a subspace, which serves to highlight the fact that the measures Q and Q F go beyond EURs in quantifying incompatibility. We obtain an exact expression for the incompatibilities Q, Q F of such a pair of observables, whereas the entropic uncertainty lower bound is simply zero. We further note the interesting fact that Q F ≥ Q in this case, as well as for qubit observables. This highlights the fact that the mutual incompatibility of quantum observables manifests itself more strongly in a successive measurement scenario, a fact that is observed even in the corresponding entropic uncertainty bounds.
While the incompatibility measures studied here are hard to compute in general, we do have exact expressions for the incompatibility of a pair of qubit observables. For a general set of observables, we obtain non-trivial lower bounds on their mutual incompatibility, which can be efficiently computed via convex optimization routines. Our bounds thus provide a useful tool for estimating the mutual incompatibility of an arbitrary set of observables.
incides with the basis that Alice used. The corresponding outcomes represent the raw key in Bob's possession.
In the absence of errors, the raw key is already the secret key, and the eavesdropper has no information. However, in any practical protocol, Alice and Bob must account for the errors caused by the eavesdropper's presence and the secret key is obtained after correcting for these errors. Estimating the error rate is thus an important step in arriving at the final length of secret key extracted.
Lemma 3. For a QKD protocol whose signal states are drawn uniformly at random from the eigenstate ensemble S, the measure Q(A (1) , . . . , A (N ) ) is the attainable lower bound on the error rate caused by an eavesdropper adopting an intercept-resend strategy.
The measure Q for a set of observables is thus a benchmark for a QKD protocol whose signal states are drawn from the eigenstates of the given set, assuming the eavesdropper adopts an intercept-resend strategy.
Proof. Given the eavesdropper's choice of POVM M and reconstruction map R, the final ensemble seen by Bob is S ′ ≡ {p a (i, j), σ a (i, j)}, where the probabilities p a are given by,
Assuming that Bob's choice of basis coincides with that of Alice, the average success probability for Bob to obtain the original state sent by Alice is given by,
The error rate E S (M, R) is simply the average probability that Bob's measurement gives the wrong result:
The incompatibility Q(A (1) , . . . , A (N ) ) is thus the smallest error rate possible. 
Let θ i denote the angle c i makes with the plane containing a and b and let its component on this plane make an angle of α i with a. That is,
where a ⊥ is the vector perpendicular to a in the plane of a and b andê is the unit vector perpendicular to the plane. So the constraint on i m i c i becomes
The maximum eigenvalues of the matrices C i are given by,
The optimization problem now simplifies to,
The optimization over the parameters θ i is trivial -we should simply take each θ i = 0, which satisfies the constraint on the sin θ i . Thus, all the measurement operators of the optimal POVM lie in the plane spanned by a and b.
The optimization further simplifies to
subject to the constraints i m i = 1 and i m i cos α i = i m i sin α i = 0. Note that even though our objective function is a convex sum, we cannot say that the maximal value will simply be equal to the maximum term, because the constraints on the sines and cosines cannot then both be satisfied. In fact, we have,
with equality holding in case there are multiple solutions α which maximize this function and we can take convex combination of them such that the additional constraints hold. To obtain the extremum of the expression under the square root, we require, sin 2α + sin 2(α − δ) + 2 cos δ sin(2α − δ) = 0.
The above equality can hold for a number of α, including α = δ/2, π/2 + δ/2, π + δ/2, 3π/2 + δ/2. When cos δ > 0, maxima are obtained at α = δ/2, π + δ/2 and minima at α = π/2 + δ/2, 3π/2 + δ/2; when cos δ ≤ 0, we have the reverse.
The maximum value in either case is given by (1 + | cos δ|)
2 . Now if we take m 1 = m 2 = 1/2 and α 1 = δ/2, α 2 = π + δ/2, we can actually satisfy,
So we can achieve
with the maximum value attained for a two-outcome von Neumann measurement:
Evaluating QF (A, B)
Recall that Q F (A, B) is defined as,
Parametrizing ρ in terms of a real vector r ∈ R 3 , this simplifies to,
where, the function f a, b ( r) is given by
Let θ denote the angle made by r with the plane defined by the vectors a, b, and α be the angle made by the component of r with a in the plane. Then we can rewrite the expression for Q F (A → B) in terms of these angles as,
f δ (θ, α) = cos 2 θ cos α cos δ cos (α − δ) + (1 − cos 2 θ cos 2 α cos 2 δ) (1 − cos 2 θ cos 2 (α − δ)), where, cos δ = a. b as before. Taking the partial derivative with respect to θ, we see that ∂f ∂θ = 0, iff θ = 0 or π 2 . When θ = π 2 , the function f δ (θ, α) attains its maximum value of 1 for any value of δ, thus indicating that f δ attains its minimum value for θ = 0. Setting θ = 0 and plotting f δ (0, α) for a given value of δ, we see that its minimum value is attained for α = δ. However, since the derivative
is discontinuous at α = δ, we can formally prove that α = δ is indeed the global minimum as follows: we first consider an ǫ-neighbourhood around α = δ and see that it is indeed a local minimum for f δ (0, α). Then we can show that f δ (0, α) is monotonically decreasing for α < δ and monotonically increasing for α > δ, thus proving that α = δ is indeed the global minimum for f δ (0, α).
In other words, the state that minimizes the fidelity function corresponds to r = b (an eigenstate of B), so that
A similar argument shows that
where the state that minimizes the fidelity function is an eigenstate of A.
Appendix C: Additivity of accessible fidelity
Here we prove Lemma 2 on the additivity of the maximum fidelity function for ensembles S 1 ∈ H d1 and S 2 ∈ H d2 .
Proof. Consider the optimal POVM M 1 that achieves the maximum fidelity F max S1
for ensemble S 1 and the optimal POVM M 2 that achieves the fidelity F max S2 for ensemble S 2 . By combining the elements of M 1 and M 2 weighted appropriately, we have a POVM M that acts on the entire space H d ≡ H d1 ⊕ H d2 . Clearly, the fidelity achieved by M constitutes a lower bound for the maximum fidelity F max S for the ensemble S = S 1 ⊕ S 2 . Therefore, we have,
We now prove additivity by showing that the maximum fidelity function F max S is also upper bounded by the weighted average of F S1 and F max S2 . Note that for any vector |φ a ∈ H d1 ⊕ H d2 in the optimal rank-one POVM {χ a , |φ a φ a |} that attains F max S1⊕S2 , can be written as, |φ a φ a | = P 1 |φ a φ a |P 1 + P 1 |φ a φ a |P 2 +P 2 |φ a φ a |P 1 + P 2 |φ a φ a |P 2 ,
where P 1 and P 2 are the projectors on to the subspaces H d1 and H d2 respectively. Now, the condition a χ a |φ a φ a | = I d1+d2 /(d 1 + d 2 ) implies,
Therefore, we may bound F max S as, 
