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In recent papers S. Sugiyama [I] and C. H. Anderson [2] obtained condi- 
tions on a nonlinear functional differential equation sufficient for the existence 
of a global solution, a solution valid for all real t. The purpose of the present 
paper is to obtain global solutions for a totally different class of equations, a 
class in which the nonlinearity cannot be described as being small. 
THEOREM A. Suppose F is continuous, F(- x) = - F(x), and F(x) > 0 if 
x > 0. Then 
r’(t) = F(y(2t)) (1) 
has a global solution y(t) with the additional property that 1 y(t)[ is periodic 
when restricted to the positive reals. Given any m > 0, we may also require that 
m=,,t I r@>l = m. 
Since the primary step in the proof of Theorem A is of some interest in 
itself, we state it as 
THEOREM B. Suppose F is an odd continuous function positive to the right 
of 0, as in Theorem A. Then for each real number m > 0 there exists a d > 0 
such that the boundary value problem consisting of Eq. (1) for t E [0, d], y(d) = m, 
and 
y(d - t) = y(d + 9, t E FAdI (2) 
has a solution. 
Theorem A follows directly from Theorem B. We simply extend the 
solution y of Theorem B to R+ by induction, using 
y(2”d + t) = (- 1)” y(2”d - t) 
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for t E [0,2V]. It is easy to check, inductively, that y satisfies (1) for positive t, 
and it is clear that 1 r(t)/ has period 2d when restricted to Rf. Any solution 
to (1) on R- which vanishes at 0, such as the trivial solution, extends y to the 
left, making it a global solution. We defer the proof of Theorem B until later. 
Our investigation of Eq. (1) was motivated by an attempt to find global 
solutions, for b > 0, to 
x’(t) = F(x(t + b)). (3) 
We succeeded for a more restricted class of functions F. 
THEOREM C. If, f or some a > 0 and c > 0, F(x) = cxa for x > 0 and 
F(- x) = - F(x), then Eq. (3) h as aglobal solution for any b # 0 when a # 1 
and for b = f 4/c when a = 1. 
The solution x(t) required by Theorem C is constructed directly from a 
solution y(t) to (1) and (2). G iven m > 0 we momentarily set b = 2d and 
define, for 0 < t < b and n = 0, 1, 2 ,..., 
x(nb + t) = K,y(2’v) 
where K,, = 1 and K,,, = (K,,2n/b)lJa. This is a continuous function on 
[0, co), for the fact that y satisfies 
(2) -Y’ (C) = 0 =z- y(d) = 0 z- y(0) = 0 =z- y’(0) = 0 s y”(0) = 0 
2 *-’ y[kl(O) = 0, k = 0, 1, 2,... 
=s y[“l(d) = 0, k = 0, 1, 2,... 
e- y(2”d) = 0, k = 0, 1, 2 )... 
Since 
2°K 
x’(nb + t) = Yy’(2”t) 
= 7 F (y(2”flt)) = F (K,+ly(2n+1t)) 
for 0 < t < b and n = 0, 1, 2 ,..., Eq. (3) is satisfied on R+. 
Observe now that for any k > 0 
z(t) = kl”a-l)x(kt) 
is a solution corresponding to 6 = b/k, if a # 1, and 
i?(t) = (- 1)[-t’6’ X(- t) 
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is a solution, defined on R-, corresponding to 6 = - b. When a = 1, F is 
linear, and it is easy to check that 2d = 4/ c, which explains the restriction 
on b in this case. These solutions are extended to the whole line by means of 
x(t) = j-‘F(s(s + b)) ds, 
0 
completing the proof of Theorem C. 
We begin the proof of Theorem B with the observation that it is sufficient 
to consider m = 1. For if s(t) satisfies (2) and 
x’(t) = P(iq2r)), (4) 
where F(z) = m-lF(mz), then x(t) = m%(t) satisfies (1) and (2). Similarly, 
if we can find k > 0 and a function s(t) which satisfies (4) for F(z) = kF(z) 
and also (2) for d = k/2, then x(t) = x(t/k) satisfies (1) and (2) for d = 1/2k. 
We will find 3~(- t) by a fixed point argument. 
Let 
X = {X E CIO, l] 1 0 < x(t) < 1 and x(t) = x( 1 - t) for 0 < t < 1, 
x(i) = 1, andx(t) + ~(4 - t) = 1 for0 <t < &}. 
Define B :%-+X by 
(Bx) (t) = m , 
The fact that (Bx) (t) + (Bx) (Q - t) = 1 follows from the fact that 
(Ax) (t) + (Ax) (+ - t) = j;F(s(Zr)) ds + j;‘z-tF(x(2s)) ds 
zx j: F(x(2s)) ds + ,I” F(x(2s)) ds = (Ax) ($), 
and the fact that (Ax)(t) is positive and increasing on [0, +] results in 
0 < (Bx) (t) < 1. Thus BE is indeed a subset of 3. 
Choose p > 0 and M such that p <F(z) < AZ, 4 < z < 1. Then for any 
x E X, (Ax) (+) > p/4, and (Bx)’ (t) < 4M/p. This, together with the con- 
vexity of X, gives us a fixed point 3 in X, which is easily seen to satisfy (2) 
and (4) for F(z) = kF(z), l/k = (A%) (4). This completes the proof of 
Theorem B. 
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