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Resumen— En este trabajo se presenta el disen˜o
de un controlador para maximizar la eficiencia de una
pila de combustible, en base a un algoritmo Super-
twisting (ST) con ganancias variables. La estrategia
consiste en regular la relacio´n de oxı´geno en exceso,
manteniendo la misma en un valor o´ptimo.
El algoritmo empleado posee las ventajas conocidas
del ST de ganancias fijas original, tales como robustez
frente a incertidumbre y perturbaciones, chattering
reducido, y convergencia en tiempo finito. Adema´s, el
disponer de ganancias variables permite ampliar el
rango de operacio´n, sin modificar demasiado la sim-
plicidad de la ley de control. La forma de variacio´n de
las ganancias se determina hallando ciertas funciones
cota, proceso que resulta algo trabajoso en un sistema
no lineal como e´ste, pero se realiza en forma off-line
por u´nica vez en la etapa de disen˜o, y permite ob-
tener muy buenos resultados. Los mismos, obtenidos
por simulacio´n, se presentan y analizan al final, a fin
de evaluar su implementacio´n real.
Palabras Clave— Pilas de combustible, Control
de estequiometrı´a, Modos Deslizantes de Segundo Or-
den, Super-Twisting de ganancias variables
1. INTRODUCCI ´ON
Las pilas de combustible (PC) son dispositivos que
convierten la energı´a quı´mica del hidro´geno en energı´a
ele´ctrica, sin producir ma´s residuo que agua pura, con-
trastando con la produccio´n de energı´a basada en com-
bustibles fo´siles [1]. Ası´ mismo, el hidro´geno que re-
quieren como combustible, puede ser obtenido por elec-
tro´lisis de agua utilizando energı´as renovables (solar,
eo´lica, mareomotriz, etc.) que, particularmente, abundan
en la Argentina. Estos factores combinados hacen que las
PC se posicionen como una alternativa no contaminante
altamente prometedora para contribuir a la sustitucio´n de
los combustibles fo´siles, tanto en aplicaciones mo´viles
como estacionarias [2][3].
Para lograr avances que permitan hacer que los sis-
temas basados en PC sean competitivos, se requiere de
un importante trabajo conjunto entre disciplinas tales co-
mo la quı´mica, la electro´nica y el control automa´tico. En
esta u´ltima a´rea, el desarrollo de nuevos controladores es-
pecı´ficos, capaces de lidiar con las incertidumbres y exi-
gencias propias de estos sistemas, representa un progre-
so crucial para la tecnologı´a de las PC. Un tema crı´tico,
por ejemplo, es el disen˜o de algoritmos eficientes para el
control de la coordinacio´n combustible-oxidante en re´gi-
men severo de carga variable. De alcanzarse este objeti-
vo, no solo se logra evitar un deterioro en el consecuente
suministro de energı´a, sino tambie´n posibles dan˜os per-
manentes en las membranas de la celda [4]. No obstante,
desde la o´ptica del control automa´tico, las PC represen-
tan un reto importante debido a que presentan dina´micas
no lineales complejas, modelos estructurados en base a
tablas y datos empı´ricos, perturbaciones externas e in-
certidumbres, y variables internas inaccesibles, que no
pueden ser utilizadas en el algoritmo de control.
Es ası´, que para poder sintetizar un controlador efi-
ciente para sistemas de generacio´n basados en PC, es
necesario recurrir a te´cnicas de control avanzadas que
puedan afrontar con e´xito estos desafı´os. En particular,
los algoritmos que pertenecen a la familia del control por
modos deslizantes de segundo orden (2-MD) se erigen
como una opcio´n especialmente apta [3][5].
Este trabajo se centra en el control de la relacio´n de
exceso de oxı´geno para maximizar la eficiencia de la PC.
Dado que en esta aplicacio´n el sistema es de grado rela-
tivo (GR) 1, de entre los posibles algoritmos por 2-MD,
se ha optado por una versio´n recientemente desarrollada,
el algoritmo Super-twisting (ST) de ganancias variables
[6] [7]. Este conserva de su predecesor de ganancias fijas
[8], su aplicabilidad a sistemas de GR 1, no requerir infor-
macio´n de la derivada de la variable de deslizamiento, ro-
bustez frente a incertidumbres y perturbaciones, y tiempo
finito de convergencia, entre otras ventajas. Por su parte,
la presente versio´n incorpora la capacidad de expandir el
rango de operacio´n y permite reducir considerablemente
el chattering en aplicaciones reales.
2. EL SISTEMA Y EL OBJETIVO DE CONTROL
El sistema bajo estudio consiste en una pila de com-
bustible (PC) de membrana de intercambio proto´nico
(PEM). Una descripcio´n detallada de esta PC PEM,
ası´ como sus principios de funcionamiento, pueden en-
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contrarse en [3], en tanto que en la Fig. 1 se presenta un
diagrama esquema´tico de la misma.
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Figura 1: Diagrama del sistema de la PC tipo PEM.
Para disen˜ar el controlador se utiliza un modelo que
describe la dina´mica de cinco magnitudes fı´sicas del sis-
tema, x1 = wcp: velocidad de rotacio´n del eje del com-
presor (rad/s), x2 = mair,hum: masa de aire en el humi-
dificador del ca´todo (kg), y x3 = mO2,ca, x4 = mN2,ca,
x5 = mv,ca, las masas de oxı´geno, nitro´geno y vapor
en el ca´todo de la pila, respectivamente (kg). Se conside-
ra como u´nica entrada de control la tensio´n de armadura
del compresor, U = Vcp (V). Las ecuaciones dina´micas
pueden escribirse como:
x˙1 = b0 + b2x1 + b3x
2
1 + b4x2 + b5x
2
2 + b1x1x2 + buU
(1)
x˙2 = e0 + e2x1 + e3x
2
1 + e4x2 + e5x
2
2 + e1x1x2 − q(x)
(2)
x˙3 =
Xo(ma +m5x2) (p(x) −m12) q(x)
[p(x) − (m12 −m14)] [m5x2 − (m10 −m11)]
+
+
Kca,n [p(x) − Pa]RoGox3
RoGox3 +RnGnx4 +RvGvx5
+
nGo
4F
Ist (3)
x˙4 =
(1 −Xo)(ma +m5x2) (p(x) −m12) q(x)
[p(x) − (m12 −m14)] [m5x2 − (m10 −m11)]
+
+
Kca,n [p(x) − Pa]RnGnx4
RoGox3 +RnGnx4 +RvGvx5
(4)
x˙5 =
q(x)(ma +m5x2)m14
[p(x) − (m12 −m14)] [m5x2 − (m10 −m11)]
+
+
Kca,n [p(x) − Pa]RvGvx5
RoGox3 +RnGnx4 +RvGvx5
+
nGv
2F
Ist (5)
donde se uso´ p(x) = m8(Rox3 + Rnx4 + Rvx5),
ma = m9/Ga −m10, y:
q(x) = C0 − C1p(x) + C2p
2(x) − C3p
3(x)+
+
[
C1 − 2C2p(x) + 3C3p
2(x)
]
x2m5+
+ [C2 − 3C3p(x)] x
2
2m
2
5 + C3x
3
2m
3
5 (6)
Los valores de los para´metros pueden encontrarse en [3].
2.1. Objetivo de control
El objetivo de control es mantener la estequiometrı´a
del oxı´geno (o relacio´n de exceso de oxı´geno) en su valor
o´ptimo durante la operacio´n de la PC en re´gimen de carga
variable. De este modo, se logra maximizar el rendimien-
to energe´tico de la misma y se evita la inanicio´n del ca´to-
do, que podrı´a ocasionar un dan˜o permanente de la mem-
brana. Dicho control de estequiometrı´a puede ser alcan-
zado indirectamente controlando el flujo de aire entrega-
do por el compresor, siguiendo una apropiada referencia
de flujo, funcio´n de la corriente de salida de la pila. Se
entiende por estequiometrı´a del oxı´geno a la relacio´n:
λO2 = WO2,in/WO2,react (7)
donde WO2,in es el flujo parcial de oxı´geno en el ca´to-
do, dependiente del flujo de aire entregado por el com-
presor, Wcp, y del vapor inyectado por el humidificador.
WO2,react es el flujo de oxı´geno consumido en la reac-
cio´n, el cual puede ser directamente relacionado con la
corriente de la pila (Ist) a trave´s de la expresio´n:
WO2,react = GO2n Ist/4F (8)
conGO2 la masa molar deO2, n el nu´mero total de celdas
de la pila y F la constante de Faraday.
Existe un conjunto de valores λO2,opt (funcio´n de Ist)
para los cuales el sistema genera la ma´xima potencia ne-
ta de salida (Pnet), resultando Pnet de la diferencia entre
la potencia producida por la pila y el consumo del com-
presor. Estos valores o´ptimos son obtenidos experimen-
talmente a trave´s de ensayos. Para algunas PC, como en
el caso de estudio, el valor o´ptimo se mantiene pra´ctica-
mente igual para un amplio rango de Ist.
Establecido el λO2,opt, puede calcularse la expresio´n
para el flujo o´ptimo de O2 entrante al ca´todo y a partir
de e´sta, conociendo la fraccio´n molar de oxı´geno en el
aire seco (χO2 ) y la humedad relativa del aire (wamb),
determinarse el valor o´ptimo del flujo de aire entrante:
Wairopt =
1
χO2
λO2,optGO2
n Ist
4F
(9)
Disponiendo de Wairopt , el objetivo del seguimiento
del flujo de aire o´ptimo puede ser planteado en te´rminos
de la siguiente variable de deslizamiento (de GR 1):
s = Wcp −Wref (10)
donde Wcp es el flujo de aire entregado por el compresor,
el cual es una variable medible de la pila, y se ha utilizado
Wref = Wairopt . El control por modo deslizante fuerza
en forma robusta a que el sistema converja en tiempo fini-
to a s = 0, implicando esto que la PC opere a o´ptima es-
tequiometrı´a de oxı´geno y, por ende, que el rendimiento
energe´tico sea maximizado y se extienda su vida u´til.
3. DESARROLLO DEL CONTROLADOR
3.1. Disen˜o segu´n ST de ganancias variables
La idea general de las te´cnicas de control por 2-MD
consiste en disen˜ar una funcio´n de los estados del sis-
tema, la llamada variable de deslizamiento s, y un algo-
ritmo que anule tanto a s como a su primera derivada tem-
poral, s˙. El disen˜o de s en base a los objetivos de control
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deseados, tal que e´stos se cumplan cuando s = 0. Cuan-
do el sistema opera sobre la ‘superficie’ s = s˙ = 0 en el
espacio de estados, puede decirse que se esta´ operando en
modo 2-deslizante. Se han desarrollado diversos algorit-
mos 2-MD, cada uno con caracterı´sticas propias, y varios
han sido aplicados con e´xito en diferentes aplicaciones,
incluyendo sistemas basados en PC [3][9][10][11].
En la presente propuesta se utiliza una variante con
ganancias variables del algoritmo ST. Tanto la versio´n
original del mismo [8], como una propuesta ma´s reciente
donde se demuestra la convergencia por Lyapunov [12],
responden a la ley de control original, muy sencilla, con-
tinua y de ganancias fijas, difiriendo entre ellas en el
me´todo de disen˜o. Ambas son de aplicacio´n directa a sis-
temas de GR 1 y tiempo de convergencia finito, y garan-
tizan la operacio´n en modo 2-deslizante en forma robusta
au´n en presencia de perturbaciones e incertidumbre en el
modelo y para´metros del mismo.
El algoritmo empleado en este trabajo responde al de-
sarrollo presentado en [7], que reelabora la propuesta de
[6], basada en Lyapunov. La accio´n de control sigue sien-
do continua y suave, y garantiza tambie´n tiempo de con-
vergencia finito. Si bien la ley de control es algo menos
simple que la del algoritmo de ganancias fijas, la carac-
terı´stica variable de las ganancias da la ventaja de per-
mitir expandir el rango de operacio´n del controlador por
2-MD conservando las bondades y caracterı´sticas de de-
sempen˜o del anterior, como se explica ma´s adelante. Para
lograr el objetivo de control deseado, se elige la variable
de deslizamiento tal que el mismo se verifique cuando
s = 0. En este caso, entonces (ver Ec. (10)):
s = Wcp −Wref = e0 + e2x1 + e3x
2
1 + e4x2+
+ e5x
2
2 + e1x1x2 −Wref (11)
El procedimiento de disen˜o requiere realizar luego un
cambio de variables, tal que s forme parte de un nuevo
conjunto de estados que describa al sistema. Ası´, se tra-
baja con el conjunto [s x′], x′ ∈ Rn−1, en lugar del
original, x ∈ Rn. Luego se requiere encontrar una expre-
sio´n de forma regular para la dina´mica de la variable de
deslizamiento, s˙, de manera que pueda separarse la parte
que se anula cuando s = 0, de la parte que no, es decir:
s˙ = fs(s, x
′, t) + u =
= fs(0, x
′, t)︸ ︷︷ ︸
g2(x′,t)
+
[
fs(s, x
′, t) − fs(0, x
′, t)
]︸ ︷︷ ︸
g1(s,x′,t)
+u (12)
donde se ha denotado u a esta accio´n de control en esta
explicacio´n general.
En esta propuesta, la accio´n de control u se disen˜a
segu´n el algoritmo ST de ganancias variables, sin te´rmi-
nos adicionales, y es de la forma:
u = − k1(s, x
′, t)φ1(s) −
∫ t
0
k2(s, x
′, τ)φ2(s)dτ (13)
φ1(s) = kc|s|
1
2 sign(s) (14)
φ2(s) = k
2
c/2sign(s) (15)
donde k1(s, x′, t) y k2(s, x′, t) son las ganancias varia-
bles y kc > 0 es un para´metro constante que, adecuada-
mente seleccionado, permite mejorar el comportamiento
del sistema controlado, por ejemplo frente al chattering.
En el caso del algoritmo de ganancias fijas, las mis-
mas se disen˜an en base a cotas constantes. Por esta razo´n,
en general, se limita el rango de operacio´n del algoritmo,
busca´ndose un compromiso entre el taman˜o de la zona
de operacio´n y el valor mı´nimo de las cotas (y ası´ en el
valor de las ganancias), para obtener un buen desempen˜o
del sistema controlado. En esta condicio´n, debe agregarse
un te´rmino extra a la accio´n de control que lleve al sis-
tema a la zona reducida donde el algoritmo ST garantiza
convergencia y robustez. El algoritmo ST con ganancias
variables, al recalcular las cotas y las ganancias segu´n va
evolucionando el sistema, permite garantizar convergen-
cia y operacio´n robusta en modo 2-deslizante en un rango
ma´s amplio de operacio´n para los mismos requerimientos
de desempen˜o del sistema controlado.
Para la accio´n de control propuesta (13)-(15), se de-
muestra por Lyapunov que la trayectorias de estados del
sistema convergera´n al origen del plano s − s˙ en tiempo
finito y el sistema se mantendra´ en esa condicio´n, en tanto
las ganancias variables se calculen segu´n:
k1(s, x
′, t) =δ +
1
β
[ (2ǫ̺1 + ̺2)2
4ǫ
+ ǫ+ 2ǫ̺2+
+ (2ǫ+ ̺1)(β + 4ǫ
2)
]
(16)
k2(s, x
′, t) =β + 4ǫ2 + 2ǫ k1(s, x
′, t) (17)
donde δ, β y ǫ son constantes positivas arbitrarias y las
funciones ̺1(s, x′, t) y ̺2(s, x′, t) son positivas y deben
determinarse de manera que acoten g1 y g˙2 (derivadas de
la expresio´n de s˙, Ec. (12)), de la siguiente forma (condi-
ciones suficientes):∣∣∣g1(s, x′, t)∣∣∣ ≤ |φ1(s)| ̺1(·) = kc|s|1/2 ̺1(·) (18)∣∣∣∣dg2dt (s, x′, t)
∣∣∣∣ ≤ |φ2(s)| ̺2(·) = k2c2 ̺2(·) (19)
Debe notarse que si al hallar las cotas para las expre-
siones de g1 y g2, se incorporan los efectos de perturba-
ciones y variaciones de para´metros, y otros errores, po-
dra´ garantizarse la convergencia y validez del algoritmo
en todos los casos contemplados y no solo en condiciones
nominales. Es decir, la robustez del controlador esta´ di-
rectamente vinculada a estas dos u´ltimas relaciones.
3.2. Cambio de variables
Una vez determinada la variable de deslizamiento,
debe realizarse un cambio de variables, de manera que
s forme parte del nuevo conjunto de estados, como se ex-
plico´ previamente. Analizando (11) y las ecuaciones de
la PC PEM, (1)-(5), se observa que una solucio´n conve-
niente es reemplazar s por x1. Para ello, se despeja x1
en la Ec. (11) y se utiliza esta expresio´n para realizar el
cambio de variables, sin modificar las dema´s (x′i = xi,
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i = 2, ..,4). En este proceso se obtiene una ecuacio´n
cuadra´tica en x1, con una u´nica solucio´n con sentido
fı´sico (la otra no se encuentra dentro del rango de valores
fı´sicos reales de esta variable):
x1 = h(s, x
′, t) = d3 + d4x2−
−
√
d0 + d1x2 + d2x22 +
Wref + s
B02
(20)
donde x′ es el conjunto de los restantes estados, x2 . . . x5,
luego del cambio de variables, y los coeficientes di, i =
0, . . . 4 dependen de los ei. La dina´mica de la variable s
puede expresarse como:
s˙ =
[
(e2 + 2e3x1 + e1x2)x˙1 + (e4 + 2e5x2+
+ e1x1)x˙2
⌉
x1=h
− W˙ref
= fs(s, x
′, t) + gs(x
′, s)U︸ ︷︷ ︸
U ′
= fs(s, x
′, t) + U ′ (21)
con:
gs = m4m5(B01 +m6B11 + 2B02h +m5B11x2)
(22)
fs = n9 − e4q(x) + [n3 − 2e5q(x)] x2 + n7x
2
2+
+ n8x
3
2 + h
[
n0 + n1x2 + n2x
2
2 − e1q(x)
]
+
+ h2(n4 + n5x2) + h
3n6 − W˙ref (23)
La expresio´n de la dina´mica de x2 en las nuevas varia-
bles y que reemplaza a la Ec. (2) es la que sigue:
x˙2 = Wref + s− C0 + C1p(x) − C2p
2(x) + C3p
3(x)+
+ x2m5
[
− C1 + 2C2p(x) − 3C3p
2(x)
]
+
+ x22m
2
5
[
− C2 + 3C3p(x)
]
− x32m
3
5C3 (24)
Por u´ltimo, las expresiones de las ecuaciones dina´micas
correspondientes a los estados x3, x4 y x5 no se modifi-
can, ya que no dependen explı´citamente de x1. Ası´, luego
del cambio de variables, la descripcio´n dina´mica del sis-
tema queda expresada por las Ecs. (21), (24) y (3)-(5).
3.3. Hallazgo de las funciones cota
Luego del cambio de variables debe trabajarse con s˙,
Ecs. (21)-(23), encontrando expresiones para la parte que
se anula cuando s = 0 y para la que no, segu´n Ec. (12):
g2(x
′, t) = n8x
3
2 + n7x
2
2 + [n3 − 2e5q(x)] x2−
− e4q(x) + h0
[
n0 + n1x2 + n2x
2
2 − e1q(x)
]
+
+ h20(n4 + n5x2) + h
3
0n6 + n9 − W˙ref (25)
g1(s, x
′, t) = (h− h0)
[
n1x2 + n2x
2
2 − e1q(x) + n0
]
+
+ (h2 − h20)(n4 + n5x2) + (h
3 − h30)n6 (26)
donde se ha escrito h0 en lugar de h(0, x′, t).
Al momento de determinar las funciones cota, se em-
plean expresiones de g1 y de la derivada de g2 reales, es
decir, contemplando perturbaciones y variaciones de di-
versos para´metros. Dado que el algoritmo garantiza con-
vergencia a s = s˙ = 0 y robustez en la operacio´n durante
el modo 2-deslizante en tanto se verifiquen (18) y (19), el
controlador resultara´ robusto a las perturbaciones y varia-
ciones de para´metros consideradas al hallar las cotas.
Para encontrar expresiones para las cotas se hallo´ en
primer lugar la de la derivada temporal total de (25). A
continuacio´n se trabajo´ con esta derivada y con (26), te-
niendo en cuenta que´ variables y para´metros pueden con-
siderarse conocidos y cua´les no, y en que´ rangos de va-
lores pueden varias estos u´ltimos. En este sentido, las va-
riables s, x1 y x2 pueden ser medidas, en tanto que los
estados x3, x4 y x5 no son accesibles y deben acotarse,
ası´ como los valores con incertidumbre de los para´me-
tros fı´sicos del sistema y los errores de medicio´n. Luego
de un ana´lisis completo de las ecuaciones y considera-
ciones fı´sicas, se obtuvieron algunas opciones diferentes
que fueron evaluadas mediante simulaciones por com-
putadora, selecciona´ndose las siguientes opciones como
funciones cota:
̺1 =
|s|1/2
kc
(
r0 + r1 x2
)
(27)
̺2 =
2
k2c
[
c3
(
x2 − xM
)3
+ |c0 − c2 x2|+ c1
]
(28)
Determinadas las funciones cota, las ganancias variables
del controlador, k1 y k2, se computan en tiempo real in-
cluyendo las cotas en las expresiones (16) y (17), debien-
do determinarse previamente los valores de los para´me-
tros constantes δ, ǫ, β y kc. Los mismos fueron selec-
cionados mediante ajustes a trave´s de simulaciones por
computadora, buscando reducir el chattering y lograr un
buen desempen˜o dina´mico. Los valores de todos los pa-
ra´metros del controlador se listan en el Ape´ndice A.
4. SIMULACIONES y RESULTADOS
Con el fin de analizar el desempen˜o y la robustez
del controlador desarrollado, se realizaron diversas
simulaciones con el sistema operando en distintos
puntos de funcionamiento, con variaciones en la carga
e incertidumbre en diversos para´metros. A continua-
cio´n, se presentan resultados representativos de estas
simulaciones, comparando un caso donde no se conside-
ro´ incertidumbre en los para´metros del sistema, y otro
donde sı´ se incluyo´. En particular, en este segundo caso,
se consideraron las siguientes variaciones de para´metros,
respecto de los valores nominales:
Presio´n atmosfe´rica (Pa): +10 %
Temperatura ambiente (Tamb): +10 %
Temperatura de la pila (Tst): +10 %
Volumen del ca´todo (Vca): +5 %
Resistencia ele´ctrica del motor (R): +5 %
Inercia del motor (J): +10 %
Constante del motor (kφ): -10 %
El perfil de corriente de carga solicitado a la PC puede
verse en la Fig. 2. La misma se genero´ a partir de
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escalones filtrados, asemejando ası´ las caracterı´sticas de
una carga real. En el recuadro dentro de la imagen se ha
incluido para ma´s detalle, la ampliacio´n de una de estas
variaciones de la corriente.
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46 46.1
3.2
3.3
3.4
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tiempo (s)
I s
t
(A
)
Figura 2: Corriente de la PC PEM, Ist (A).
El e´xito del algoritmo de control queda a la vista en
la Fig. 3, donde se muestra la evolucio´n temporal de la
variable de deslizamiento. Tanto en el caso simulado con
para´metros nominales como en el caso con incertidum-
bre en los para´metros, s es mantenida casi en todo mo-
mento en valor cero, sin distinguirse chattering. Puede
notarse que los alejamientos del cero ocurren en los cam-
bios ma´s grandes de la corriente de carga, donde el al-
goritmo vuelve a converger, llevando al sistema a operar
nuevamente en s = 0.
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Figura 3: Variable de deslizamiento, s = Wcp − Wref
(kg/s). ‘c’ y ‘s’: caso ‘con’ y ‘sin’ perturbaciones.
Las convergencias de la trayectoria del sistema al ori-
gen del plano s-s˙ se muestra en la Fig. 4. Puede obser-
varse que la forma de la trayectoria responde a la forma
de convergencia conocida del algoritmo ST de ganancias
constantes, aunque en un caso general tal caracterı´stica
no es necesariamente mantenida por esta variante del al-
goritmo con ganancias variables.
La relacio´n de oxı´geno en exceso se muestra en la Fig.
5. Puede notarse que la regulacio´n es muy buena, ya que
para los valores de corriente de una PC de este tipo, el
valor o´ptimo se encuentra entre 2, 3 y 2, 5.
En la Fig. 6 se observa la entrada de control, U = Vcp,
en los dos casos simulados. Debe mencionarse que, dado
que la tensio´n del motor esta´ limitada entre 0 y 12V, se
incorporo´ al controlador una proteccio´n anti-windup, que
desconecta el integrador cuando el valor de la accio´n de
control necesaria se encuentra fuera de tales lı´mites.
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−5
0
5
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Figura 4: Plano deslizante s-s˙. ‘c’ y ‘s’ indican simu-
lacio´n ‘con’ y ‘sin’ perturbaciones, respectivamente.
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Figura 5: Relacio´n de oxı´geno en exceso, λO2 . ‘c’ y ‘s’:
simulacio´n ‘con’ y ‘sin’ perturbaciones, respectivamente.
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Figura 6: Tensio´n de control, Vcp (V). ‘c’ y ‘s’ indican
simulacio´n ‘con’ y ‘sin’ perturbaciones, respectivamente.
La evolucio´n temporal de las ganancias variables se
muestra en la Fig. 7. Adema´s de las pequen˜as variaciones
que mantienen la operacio´n en s = 0, puede observarse
a simple vista co´mo aumenta el valor de ambas ganan-
cias correspondie´ndose con los cambios mayores de la
corriente de carga. Puede notarse tambie´n que las dos
ganancias son algo mayores en el caso simulado con in-
certidumbre en los para´metros.
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Figura 7: Ganancias variables, k1 y k2. ‘c’ y ‘s’ indican
simulacio´n ‘con’ y ‘sin’ perturbaciones, respectivamente.
5. CONCLUSIONES
En este trabajo se presento´ el desarrollo y evaluacio´n
por simulacio´n de un controlador para maximizar la efi-
ciencia de una pila de combustible PEM, a trave´s de man-
tener la relacio´n de exceso de oxı´geno en un valor o´ptimo.
El controlador fue disen˜ado en base a una versio´n de
ganancias variables del algoritmo Super-twisting, basa-
do en funciones cota determinadas para la pila bajo estu-
dio. Si bien la relacio´n entre la forma y amplitud de las
funciones cota con las ganancias variables no es directa,
lo cual dificulta un poco la sistematizacio´n de esta eta-
pa del proceso de disen˜o y la cuantificacio´n de la mejora
en un caso general, se obtuvieron muy buenos resultados
por simulacio´n, logra´ndose la regulacio´n de la relacio´n
de oxı´geno en exceso sin chattering apreciable, y en un
amplio rango de funcionamiento.
Este desarrollo forma parte de un proyecto en el cual
se esta´ evaluando y comparando la aplicacio´n de los 2-
MD a las PC. Como parte del mismo, ya se han rea-
lizado experimentos con algoritmos 2-MD de ganan-
cias fijas en el Laboratorio de Pilas de Combustible
del Institut de Robo`tica i Informa`tica Industrial (CSIC-
UPC, Barcelona), con muy buenos resultados. El pro´xi-
mo paso consiste en la implementacio´n del controlador
aquı´ disen˜ado para obtener datos reales que permitira´n,
por un lado, validar los resultados presentados y, por
otro, compararlos con otros algoritmos 2-MD. Adema´s
de evaluar el desempen˜o individual del controlador, se
podra´ analizar otros aspectos, tales como cuantificar la
ventaja real de la ampliacio´n del rango de operacio´n vs.
el aumento de la complejidad de la ley de control.
A. Valores de los para´metros utilizados
β = 0, 3; c0 = 0, 00385; r0 = 13, 122
ǫ = 0, 1; c1 = 0, 00495; r1 = 17513
kc = 0, 23; c2 = 19, 47; xM = 0, 00025;
δ = 1,10−9; c3 = −4, 78,108
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