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Resumo
Este trabalho consiste no desenvolvimento de um algoritmo que permite a detecção automática
de exsudados em imagens do fundo do olho. A detecção de exsudados permite diagnosticar a
retinopatia diabética (DR) e, consequentemente, é uma tarefa importante para o controlo e trata-
mento de pessoas com DR. Além disso, prevê-se um aumento de 35 % das pessoas que sofrem de
diabetes e, portanto, um amento também de pessoas que sofrem de DR nos próximos anos. Como
resultado, um acréscimo de trabalho importante para os oftalmologistas será esperado. Tendo em
vista esses fatores, o desenvolvimento de um sistema automático para a deteção de exsudados é
uma tarefa relevante.
Dois algoritmos diferentes são propostos. Para localização dos exsudados são usados a sub-
tração de fundo para lidar com iluminação desigual e operadores de morfologia matemática. Fi-
nalmente, o limiar dinâmico é aplicado para a segmentação dos exsudados. No primeiro algoritmo
proposto, um limiar dinâmico é combinado com o detetor de bordas de Kirsch. No segundo
método são usados um modelo e operadores morfológicos para diferenciar elementos brilhantes
dos exsudados.
Os métodos foram validados em três conjuntos de dados públicos designadamente o e-ophta-
EX, HEI-MED e DiaretDB1. Os dois primeiros conjuntos de dados foram usados para validar
os algoritmos ao nível da lesão e da imagem. No entanto, o DiaretDB1 foi usado apenas para
validar os algoritmos ao nível da imagem, pois as marcações disponíveis não mostram os limites
exatos dos exsudados. Os resultados obtidos ao nível da imagem são melhores para o segundo
algoritmo, onde se obteve uma AUC de 0.84, 0.75 e 0.84 no e-ophta-EX, HEI-MED e DiaretDB1,
respetivamente. Em relação à avaliação ao nível da lesão, os resultados obtidos são semelhantes
para os dois métodos, além de serem quantificados em termos de sensibilidade e PPV. Foram
obtidos valores de sensibilidade e PPV de 0.54 e 0.52, respetivamente, na e-ophta-EX; 0.52 e 0.52,
respetivamente, no HEI-MED usando o método 1. Para o método 2, obteve-se uma sensibilidade
e PPV de 0.5 e 0.57, respetivamente, para e-ophta-EX; e 0.42 e 0.76, respetivamente, para o HEI-
MED.
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Abstract
This work aims at the development of an algorithm that allows the automatic detection of exudates
in retinal fundus images. The detection of exudates allows diabetic retinopathy (DR) to be diag-
nosed, consequently, it is an important task for the control and the treatment of people suffering
DR. In addition, an increase of 35% of people suffering from diabetes in the incoming years is pre-
dicted, therefore, the ratio of people suffering from DR will also increase. As a result, an important
burden for ophthalmologists will be expected. For all this, it’s highly needed the development of
an automatic system for the detection of exudates.
Two different algorithms are proposed. Background subtraction to deal with uneven illumi-
nation and mathematical morphology operators are used for exudate location. Finally, dynamic
thresholding is applied for exudate segmentation. In the first algorithm, dynamic thresholding is
combined with the Kirsch edge detector. In the second one, a template and morphological opera-
tors are used to differentiate bright elements from exudates.
The methods have been validated in three public datasets named e-ophta-EX, HEI-MED and
DiaRetDB1. The first two datasets have been used to validated the algorithms both at lesion-level
and image-level. DiaRetDB1 was only used to validate the algorithms at image-level due to its
ground truth does not mark exact boundaries of exudates. The results for the image-level validation
are better for the second algorithm obtaining an AUC of 0.84, 0.75 and 0.84 for e-ophta-EX, HEI-
MED and DiaRetDB1, respectively. The results obtained with the evaluation at lesion-level are
the same for the two methods and are quantified in terms of sensitivity and PPV. We have achieved
values of sensitivity and PPV of 0.54 and 0.52, respectively, in e-ophta-EX and, 0.52 and 0.52,
respectively, in HEI-MED for method 1. For method 2, we have obtained values for sensitivity and
PPV of 0.5 and 0.57, respectively, for e-ophta-EX and 0.42 and 0.76, respectively, for HEI-MED.
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Chapter 1
Introduction
In this chapter, a brief introduction to diabetic retinopathy, the motivation of this work and the
structure of the thesis are presented.
1.1 Diabetic Retinopathy
Diabetic retinopathy (DR) is an ophthalmological complication of diabetes mellitus in both type
1 and type 2. It appeared in 1921 after the discovery of insulin by increasing the life expectancy
of those who suffer from diabetes. Type 1 diabetics are more likely to suffer DR as 90% of these
usually suffer from DR although only 60% of type 2 diabetics will suffer from DR. Diabetics are
25 times more likely to be blind [15].
DR has a non-proliferative (NPDR) and a proliferative (PDR) phase. The NPDR phase usually
appears in the second decade of suffering from diabetes. In this first phase, the lesions that appear
first are microaneurysms, small ball-like areas formed in the tiny vessels that appear with round
shape, and followed by haemorrhages. This phase is accompanied by an increase in the perme-
ability of the vessels, that may cause leakage of lipids and proteins in the retina. These substances
in the fundus images are characterized by bright and yellow structures called exudates. PDR phase
leads to the formation of new thin vessels in the optic nerve or the macula. These vessels are very
small and weak and can leak or break causing several complications such as total or partial blind-
ness, vitreous haemorrhage and retinal detachment. See some examples of retinal fundus images
in figure 1.1.
Not all people with NPDR go on to PDR, although the probabilities increase when the disease
is more severe. Therefore, a follow-up of the fundus of the eye is recommended once or twice a
year because these complications can be avoided with suitable treatment at the appropriate point
of the disease.
1
2 Introduction
Figure 1.1: DR eye fundus image examples. On the left, (a) superficial flame-shaped haem-
orrhages, dot haemorrhages, and microaneurysms in a patient with non-proliferative diabetic
retinopathy; on the right, (b) optic disc neovascularization in a patient with severe proliferative
diabetic retinopathy. Multiple hard exudates are also present [15].
1.2 Motivation
DR can be detected by analyzing retinal fundus images and observing the retinal lesions such as
microaneurysms, haemorrhages and exudates. However, the evolution of the disease is slow and
there are no salient symptoms in the early stages of DR until there is an imminent blindness ap-
proaching. Nevertheless, appropriate eye care and regular check-up can save a diabetic patient
from total blindness due to DR. This at the same time, causes a high load of work for ophthal-
mologists. The results of Cho et al. [7] manifest that in 2017 there were 451 million people (age
18-99 years) people with diabetes worldwide. However, the predictions are even more frightening
for the year 2045, when 35% more people will suffer from diabetes, 693 million (age 18-99 years)
with diabetes worldwide are predicted.
Automatic classification systems could potentially lead to resource savings and more consis-
tent results. Because of that, a faster way to analyze the data is needed. For instance, 75% of retinal
fundus images that an ophthalmologist has to analyze are normal images [32]. A lot of different
algorithms have been developed until now, but there is still an improvement to do. This project
consists of an attempt to improve the existing methods for hard exudate segmentation published
by the scientific community.
1.3 Objectives
The main objective of the present work is to develop an algorithm to automatically detect exudates
from retinal fundus images, able to perform or to outperform the results of the methods published
in the literature. To do so, the following specific objectives were presented:
• To do a review of the state of the art from those papers related to the main topic, to under-
stand and extract the limitations of the actual methods;
• To choose a work from the literature and develop an algorithm based on it;
• To become familiar with the software Matlab and its image processing toolbox in order to
be able to develop a full code in this language;
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• To obtain results and compare them with those published in the literature;
• To analyze the results and to present the conclusions and further approaches to achieve the
main objective.
1.4 Dissertation structure
In addition to the introduction chapter, this dissertation contains four more chapters.
Chapter 2 presents the state-of-the-art and the chosen related works in which the presented
algorithms are based.
Chapter 3 contains the exudates detection algorithms, that were developed. First, an introduc-
tion to the original methods is done and afterwards the proposed algorithms are presented. In this
chapter, the main differences or improvements proposed are detailed.
Chapter 4 is dedicated to the presentation of the experimental evaluation including the descrip-
tion of the image databases used for the validation of the algorithm, the validation methods used
and the results of the implemented algorithms.
In chapter 5 the conclusions that have been extracted from the obtained results are summarized
and future work is foreseen.
4 Introduction
Chapter 2
Exudate segmentation: a literature
review
In this chapter, the methodologies that have been involved until the moment in the investigation of
exudate detection and segmentation are introduced.
2.1 Introduction
According to the papers found in the literature, exudate segmentation can generally be divided
into five stages: (i) preprocessing; (ii) location of exudates candidates; (iii) segmentation of the
first candidates; (iv) classification; and (v) evaluation.
2.2 Exudate segmentation
2.2.1 Preprocessing
There is a wide variation in the colour characteristics of retinal images due to different skin and
iris colour, which makes the exudate segmentation algorithms not robust enough to perform well
in different images. In addition, the quality of an image can be affected during the acquisition
process by blurry artefacts, noise or uneven illumination. Therefore, a preprocessing stage is an
important step in different works before starting the segmentation process. The most common
operations carried out in this stage are: normalization of colour range intensities and contrast
enhancement. Osareh et al. [24] used a histogram specification technique to deal with the different
colour ranges present in colour retinal images. Also Wisaeng et al. [30] used this approach for
colour normalization. This approach takes one image as reference and adapts the histogram of the
following images to it as illustrated in figure 2.1.
In both papers, local contrast enhancement was applied to increase the contrast of exudate le-
sions. Before and after the enhancement, respectively, a median filter was applied to suppress the
noise that this operation introduces. Amel et al. [5] also applied a median filter to reduce noise be-
fore carrying out the local contrast enhancement with CLAHE technique. In this case, the author
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Figure 2.1: Image enhancement applied in Osareh et al. [24]. (a) reference image, (b) image with
different intensity range of (a); (c) color normalized version of (b); (d) contrast enhancement of
(c).
uses the L channel from the CIELAB space to run the algorithm. In another approach in terms
of contrast enhancement, Youssef et al. [31] created the enhanced image from the green channel
adding and subtracting, respectively, the top-hat and the bottom-hat operation (top-hat by clos-
ing). The top-hat and bottom-hat operations enhance the bright and the dark regions, respectively,
therefore the resulting image is an image with better contrast between bright and dark regions as
can be seen in figure 2.2. This process can also be found in Welfer et al. [29] even though the
L channel from Luv space is used. A bit more complex approach for contrast enhancement is
proposed in Kaur and Mittal [17] where both global and local contrast enhancement are carried
out with a high pass filter followed by a scaling factor to highlight the small details.
Figure 2.2: Image enhancement by top-hat operations in Youssef et al. [31]. (a) original image,
(b) green channel, (c) contrast enhanced image by a top-hat and a bottom-hat.
Moving to uneven illumination a widespread practice is the subtraction of the background.
However, computing the background image is not trivial. The most common practice is using a
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median filter. Many approaches can be found in the literature, for example, in Giancardo et al.
[13] the background is computed with a large-median filter plus a following morphological recon-
struction in order to have a background more adapted to the original image, and avoiding bright
artefacts near the vessels. Another approach for shade correction is found in Fraz et al. [10], where
the image is rescaled for occupying the whole range of intensities from 0 to 255 and moving the
background values to 128 (the middle) in order to standardize the intensity around this value.
The papers in the literature usually use the green channel for having the most contrasted ex-
udates. However, other authors preferred to work in the L channel from Luv space as in Welfer
et al. [29] because it was observed that the intensity fluctuations in the L channel were smaller
than in the RGB channels. Another possibility is, for instance, to use the I channel from HSI, as
in Sinthanayothin et al. [26].
2.2.2 Exudate location
This stage is applied after the preprocessing stage to get the first candidates of exudate lesions.
Different methods have been developed so far and can be classified from the simplest one, the
thresholding methods, until the use of morphological operators, region growing methods or meth-
ods based on pattern recognition, from clustering to the most recent ones, the neural network
approaches.
Excluding the neural network approaches, the algorithms proposed in the literature try to deal
first with some structures in the retinal images such as the optic disc (OD) and the vessels. The
OD must be erased because it has similar intensity values as the exudates. On the other hand, the
vessels are dark structures (low-intensity values). They are also commonly removed because some
approaches to get the exudates use operators that enhance the local contrast variations. Then, dark
structures could be detected and cause misleading exudate location.
This work is focused on exudate segmentation, therefore, the different existing approaches
to locate and segment both the optic disc and the blood vasculature are just briefly described. To
remove the OD and the vessels different approaches exist. For instance, the creation of an inpainted
image using opening morphological operators [32] or replacing the pixels by their neighbourhood
background [17] for vessels removal. In the case of the OD, this area is directly removed from the
image, for example, in [17] or [30] and also in [14] where pixels belonging to the OD are directly
removed after the location of the initial candidates. These three solutions are just some examples
found in the literature. See figure 2.3.
Back to the location proces, Sinthanayothin et al. [26] used a recursive region growing applica-
tion for extracting the first candidates mask based on the identification of the yellowish exudates by
grouping similar pixels to determine a boundary. Other authors applied region growing algorithms
after [26] such as Li and Chutatape [20]. Youssef et al. [31] uses a simplified snake algorithm
from Solouma et al. [27] for getting the first approximation to the lesions. See figure 2.4.
Sopharak et al. [28] used the well known Otsu’s thresholding for exudate location. Giancardo
et al. [13] applied also a rough threshold to obtain the first candidates mask that did after the
extraction of the background to normalize the image. This process can be seen in image 2.5.
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Figure 2.3: Optic disc removed form preprocessed image in Wisaeng et al. [30]
A better approach was done by Wisaeng et al. [30] proposing an iterative thresholding method
called moving average thresholding, based on the attempt of thresholding the image with a new
threshold for each iteration until the computed threshold stabilizes. Finally, several approaches
using dynamic thresholding were also found as in Zubair et al. [34] and Kaur and Mittal [17]. In
this last work, dynamic thresholding on the difference image of the maximal and minimal values
of a certain neighbourhood of the image was used.
Another approach to detect the lesions is the morphological reconstruction ( [29], [32]). The
idea of this operation is to fill the regions that are desired, and then subtract that result to the
original image to get them (figure 2.6). This practice is widely used for detecting exact boundaries
of the lesions in the next stage of fine-segmentation.
Finally, there is the pattern recognition category. In this category, some features are extracted
from the image to classify pixels based on the distance to clusters. For instance, Sopharak et al.
[28] applies fuzzy c-means clustering with four features, namely intensity, standard deviation on
intensity, hue and number of edge pixels to classify pixels in non-exudates or exudates. After this,
Figure 2.4: Initial candidates approach applying a snake algorithm. (a) initial estimation of exu-
dates (without OD), (b) initial estimation of exudates (without OD and vessels). [31]
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Figure 2.5: Dynamic threhsolding applied in Giancardo et al. [13]. From left to right, (a) original
image, (b) computed background of (a), (C) image without background (c)=(a)-(b).
morphological reconstruction is applied in the fine stage. The same classifier is used in [24] to
classify the pixels into three categories, exudates, non-exudates and ambiguous. This latest one
will be classified later with the same classifier. The k-mean clustering algorithm is used in [5] as an
unsupervised method to classify features to get the first exudate approximation. The most recent
approaches inside the group of pattern recognition are the convolutional neural networks. These
approaches classify the pixels and thus the images into exudates or non-exudates. García et al. [11]
used a radial basis function neural network after a first candidate detection to classify the detected
patches. For instance, Zheng et al. [33], that first did a preprocessing on the images using adaptive
contrast enhancement, used the modified U-net CNN to detect exudates and classify images into
abnormal or normal. Mo et al. [23] uses convolutional residual network to first detect the exudates,
then uses the results to classify them with a deep residual network.
2.2.3 Exudate segmentation
The next stage after the first initial candidates selection is a combination with a second approxima-
tion method to achieve better results, because the mask that resulted from the first stage may have
a lot of structures that do not really belong to the exudates. Also, in this stage is also attempted to
get a better shape for the detected candidates.
For example, as it has been mentioned before, the morphological reconstruction is of widespread
use to get better shape for the candidates once the final candidates are extracted. To perform this
operation, the initial candidates mask is first overlaid to the image. After, a subtraction between
the two images is performed. [29], [14], [6] apply this operator in this fine stage. Figure 2.6 shows
the final result.
The fuzzy c-mean cluster classifier was used by Osareh et al. [24] to better classify the remain-
ing ambiguous pixels. The edge based detectors are also widespread used for merging with the
first detection, taking advantage of the outer edge values of exudates in comparison to non-exudate
structures. Giancardo et al. [13] use the Kirsch edge operator and store the average edge outputs
of each detected component in a new image and then apply a threshold to segment them. This
same operator is also used in [5]. Another curious approach is the one applied in Pereira et al.
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Figure 2.6: Exudate detection candidates and final mask applied in [29]. (a) green channel, (b) L
channel from Luv color space, (c) enhanced image, (d) regional minima of (c), (e) reconstructed
image, (f) subtraction of enhanced image and the reconstructed (f)=(c)-(e), (g) resulting image
from h-maxima transform (rescaled), (h) binary image showing the exudates coarsely detected, (i)
overlaid mask into image, (j) reconstructed image, (k) subtraction (k)=(a)-(j), (l) detected exudates.
[25] that, after applying a simple threshold to get the first candidates, uses the so called ant colony
optimization which is based on the behaviour of the ants to move from one point to another.
Finally, thresholding methods are very common in this stage. Otsu’s threshold was applied
in Fraz et al. [10] to get the optimal threshold for each image after the first candidates were ob-
tained using the moving average threshold mentioned before.
2.2.4 Classification
After the segmentation of the lesions, some authors use classifiers to better refine the final exudate
mask. For instance, Osareh et al. [24], after having the segmented image used neuronal networks
classifiers for selecting features based on Gabors filters to better classify the exudates. Zhang et al.
[32] classifies the final exudate mask based on classical and contextual features such as intensity,
geometry, texture, and others using a random forest algorithm. Also Khojasteh et al. [18], after
having segmented the exudates with one neural network, used different classifiers to better segment
the exudates.
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2.2.5 Evaluation
After having applied the exudate segmentation algorithm, some metrics are required in order to
evaluate the effectiveness of the algorithm. To do that, an evaluation method is needed as well as
a ground truth for the images where the algorithm has been applied to. Among all the literature
analysed, there exist different decisions to evaluate the algorithms.
The evaluation can be done at patient-level, lesion-level or image-level. Patient-level means to
predict whether the patient is healthy or not. In this thesis, only image-level and lesion-level are
considered.
An image-based evaluation is based on giving a decision weather an image has evidence or not
of exudates and subsequently diabetic retinopathy or not. This evaluation method is appropriate
for clinical applications in order to, for example, discriminate all the images that are healthy, which
would mean that there is no need of evaluate the image by an ophthalmologist.
In what concerns metrics, four different classes are considered: True Positives (TP), False
Positives (FP), True Negatives (TN) and False Negatives (FN). See a graphical definition of these
classes in figure 2.7.
Figure 2.7: Image-level evaluation. Definition of TP, FP, TN and FN class in image level evalua-
tion. Each square represents an image with its prediction in white if exudates have been detected
on it, otherwise, in black if non-exudate lesions have been found in this image. The classes then
are defined by comparing the result of a prediction with a ground truth. Note that this colour map
will be maintained for the whole thesis.
A true positive case is when it has been predicted as unhealthy and also the ground truth says
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is unhealthy. False positive is when predicted as unhealthy but in reality, is healthy. True negative
when predicted as healthy and indeed is healthy. And finally, a false negative is when predicted as
healthy but in reality, is unhealthy.
Then, some widespread used metrics found in the literature are:
sensitivity=
TP
TP+FN
(2.1)
PositivePredictiveValue(PPV ) =
TP
TP+FP
(2.2)
speci f icity=
TN
TN+FP
(2.3)
accuracy=
TP+TN
TP+TN+FP+FN
(2.4)
Another curve that it is widespread used is the ROC curve (Receiver Operating Characteristics
curve). This curve represents the sensitivity against 1-specificity when applying different threshold
decisions. Zhang et al. [32] is an example of author using this curve.
On the other hand, a lesion-based evaluation is a bit more complex. It can be done at the
detected connected component level or otherwise counting pixels well detected. This evaluation
method is interesting when exact shapes of exudates are available so it is possible to compare
different exudate segmentation methodologies.
Connected component level means to compute the mentioned classes but instead of counting
the number of images it is counted the number of components detected. See image 2.8 to observe
a graphical definition of TP, one FP and one FN when applying this evaluation method. As can be
seen in the image, for this kind of evaluation the true negatives should not be counted, therefore,
nor the specificity neither the accuracy can be computed.
Figure 2.8: Lesion-level evaluation. Definition of TP, FP, TN and FN class in a connected compo-
nent level evaluation. Each detected component that matches with the GT is considered as TP.
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At last, pixel-level means counting pixels. Also, this evaluation turns out a bit complex again.
In the literature, different ways of counting pixels can be found. For instance, see figure 2.9 where
there is a basic pixel-by-pixel evaluation. Coincident pixels are counted as TP, non-coincident
as FP if it is a pixel belonging to the detected image or as FN if belonging to the ground truth
image. Then, TN are the rest of the pixels. It must be stated that usually the metrics are computed
counting the total TP pixels from all the images in the set instead of computing for each image.
Of course, all this applies to FP, FN and TN.
Figure 2.9: Lesion-level evaluation. Definition of TP, FP, TN and FN class in a pixel-by-pixel
evaluation. Only, and only if a pixel matches with the GT is considered as a TP.
Another approach is to make an hybrid evaluation between a connected component and a
pixel-by-pixel evaluation. In this case, pixels of one whole connected component are considered
as true positive if they partially or totally overlap with the ground truth, as can be observed in the
figure 2.10.
This approach is used in Zhang et al. [32], Imani and Pourreza [14] and also in Mo et al. [23]
where a minimal overlapping ratio of 20% over the area is considered. Then, the FP, FN and TN
are evaluated in the same manner. However, the TN should not be taken into account to calculate
any metrics because this class is clearly unbalanced when comparing with the other classes. For
instance, if having TN into account, it would be possible to calculate the specificity.
However, it does not make sense because usually in this evaluation method TN»FP. Then,
specificity will be always near to 100% even with the smallest resolution founded in the literature
(500x500 pixels) with a total of 250000 pixels where most of them will be classified as TN. This
makes this metric useless to evaluate an algorithm. This known, it is obvious that for pixel-level
evaluation, the metrics taking into account TN, as it is the specificity and the accuracy, should be
let apart and just sensitivity and PPV should be considered. However, there are still some authors
using this metric to evaluate themselves, for instance, Imani and Pourreza [14].
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Figure 2.10: Lesion-level evaluation. Definition of TP, FP, TN and FN class in a pixel wise
evaluation. A pixel is considered as a TP if the component that belongs to, partially or totally
match with the GT.
2.3 Limitations of the evaluation methods proposed in the literature
This section states the weaknesses of the different evaluations methods found in the literature. First
of all, it must be said that it does not seem to be a global agreement in terms of using the same
evaluation, however, this would be a good practice in order to make fair comparisons between the
algorithms.
We have found more than five different ways to evaluate the metrics. Moreover, there are
works that evaluate the algorithms at pixel-level and even though calculate the specificity. For
instance, Imani and Pourreza [14] computes specificity and the ROC curve when evaluating at
pixel-level. As in ROC curve specificity is used, this representation does not seem a good decision
to show the results.
The author in Amel et al. [5] supports the statement that the specificity metric is not well
adapted once having computed the metrics. Liu et al. [21] confirms that statement, and conse-
quently, just compute sensitivity and PPV. In that paper a curve different from the ROC curve is
used. This approach makes more sense rather than those that use a ROC curve when counting
pixels.
To conclude, it has been also found one additional metric in Mo et al. [23], the F-score, that it
is high if and only if both sensitivity and PPV are large, and it is useful for evaluate at lesion-level.
F− score= 2 Se PPV
Se+PPV
(2.5)
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2.4 Conclusions
Having into account all the collected information previously presented, two papers were chosen
to be used as reference to develop the methods in the framework of this dissertation. These two
papers are:
“A novel method for retinal exudate segmentation using signal separation algorithm”
by Imani and Pourreza [14]
and
“Exudate detection in colour retinal images for mass screening of diabetic retinopa-
thy” by Zhang et al. [32]
In those papers a simple dynamic thresholding and mathematical morphology are used for
segmenting the exudates. However, in Imani and Pourreza [14] a first approach, called Morpho-
logical Component Analysis, was not implemented due to its complexity and also the short time to
develop this dissertation. For this reason, this first approach was replaced by other solutions that
will be presented in the next chapter.
In addition, we have carefully selected the metrics to use. Therefore, our results will be com-
pared with those that make sense: sensitivity and PPV. We will not compute the ROC curve but
the PPV-Sensitivity curve when using pixel-level evaluation.
Even though Imani and Pourreza [14] do not use the image-level evaluation, method 1 will be
tested using this criterion to verify if the algorithm is good enough for clinical applications and
also to compare with other papers.
The second method will be evaluated in the same way.
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Chapter 3
Methodology
This thesis presents two different exudate segmentation algorithms based on two works found in
the literature. The first and second algorithms took as reference Imani and Pourreza [14] and
Zhang et al. [32], respectively.
This chapter is separated into three sections: an introduction to the original methods where
both Imani and Pourreza [14] and Zhang et al. [32] works are presented, the proposed method 1
and, finally, the proposed method 2. The two late sections explain the methods developed in this
thesis indicating, when necessary, the discrepancies with the original methods.
3.1 Introduction to the original methods
Imani and Pourreza [14] and Zhang et al. [32] algorithms can be divided into three steps: (i) pre-
processing, (ii) lesion candidates location and (iii) exudate segmentation for Imani and Pourreza
[14]; (i) lesion candidates location, (ii) exudate segmentation and (iii) classification for Zhang
et al. [32] algorithm.
The overviews of the proposed systems for exudates segmentation are shown in figure 3.1 for
Imani and Pourreza [14]; and in figure 3.2 for Zhang et al. [32] method.
In Zhang et al. [32] there is no preprocessing stage. On the other hand, Imani and Pourreza
[14] propose simple cropping at the FOV and a resizing in order to accelerate further processes.
This step is also useful to have the same diameter for all the images and in this way it will not
be necessary to define a spatial calibration as Zhang et al. [32] did. Both authors work on the
green channel as the major part of the works in the literature because it has better contrast for the
exudates.
Exudate location stage falls into the concept of cleaning the image from all those structures
that are not exudates. In Imani and Pourreza [14] a novel Morphological Component Algorithm is
used for identifying and separating the image into three: an image containing the vessels, another
with the lesions and a third one with the noise of the image. See the result of this algorithm
in figure 3.3. On the other hand, Zhang et al. [32] first computed an inpainted image to erase
the vessels and used a template and morphological operators to remove the non-exudates bright
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Figure 3.1: Overview of the algorithm proposed by Imani and Pourreza [14].
structures such are the fibre nerves and bright reflection on the vessel structure. See in image 3.3
(b) this process.
Once the first approach has been done, both of authors proceed similar to get the first initial
candidates. However, Zhang et al. [32] first performs a reconstruction under the preprocessed im-
age taking as mask the union of the FOV contour, the OD mask and the bright border of the image.
Then the subtraction of preprocessed and reconstructed image gives the regions of the candidates.
The candidates will be only extracted from these regions. To this end, dynamic thresholding is
applyed in order to get the first candidate map. This operation deals with the uneven illumination
in the retinal image and is performed for both Zhang et al. [32] and Imani and Pourreza [14]. The
operation can be defined as:
Icandidat es = Il esionsregion−median(Il esionsregion); (3.1)
The main difference between the two authors occurs as Imani and Pourreza [14] introduces a
variable, α , in order to control how much of the background is subtracted. See the initial candidate
mask in figure 3.4.
Within this operation, some part of the exudate lesions might be subtracted. Therefore, in
order to recover the exact shape of the exudates, an efficient technique based on a morphological
reconstruction is used. First, a dilation of the obtained mask is made and this is superimposed
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Figure 3.2: Overview of the algorithm proposed by Zhang et al. [32].
on the green channel as shown in figure 3.5 (b). Then, a morphological reconstruction is applied
by taking the previous image as marker and the original image as mask. Finally, the difference
between the reconstructed image and the preprocessed image is done and the pixels where the
values are equal in both images are set to zero obtaining the exudates.
Finally, in order to deal with possible false positives, Imani and Pourreza [14] proceed applying
the kirsch edge detector to eliminate all these candidates that have less than 0.1 average edge
strength. On the other hand, Zhang et al. [32] classified the possible false positives using a random
forest algorithm to classify them into exudates or non-exudates.
3.2 Proposed method 1
Hereafter the overview of the first proposed method is shown in the diagram in figure 3.6. Crop
and resize are part of the preprocessing stage, the vessel removal, the dynamic thresholding and the
background removal lay on the exudate location stage and, finally, the morphological reconstruc-
tion and the false positive removal are part of the exudate segmentation step. A postprocessing
stage to undo the preprocessing operations is also added.
3.2.1 Preprocessing
For preprocessing stage working on the green channel is proposed. The image is cropped around
the FOV as well as in Imani and Pourreza [14]. After that, in Imani and Pourreza [14] the image is
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Figure 3.3: First step for exudate location. On top, from right to left, (a) original image, (b) vessels
image, (c) lesions image and (d) noise image using the MCA proposed by Imani and Pourreza [14];
On bottom, from left to right, (e) original image, (f) inpainted image, (g) template image and (h)
lesions image by Zhang et al. [32].
resized to 512x512 pixels, nevertheless it does not seem adequate to alter the original ratio of the
image, therefore, the image is resized to 512 pixels only in width. See the result of this process in
figure 3.7.
The crop is useful when working with morphological operators. Then, all images have the
same resolution and diameter and the size of the structuring elements can remain the same for all
the images.
3.2.2 Exudate location
In this stage, the proposed method diverges from the original method presented by Imani and Pour-
reza [14]. The relevant lesion image is given by the maximum of two images: (i) the background
and (ii) the lesions enhanced image.
Figure 3.4: Exudate location Imani and Pourreza [14]. On top, from left to right, (a) original
image, (b) lesion image and (c) exudate location result: initial candidates; On bottom, from left to
right (d) lesion image, (e) mask image, (f) relevant regions and (g) initial candidates mask.
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Figure 3.5: Exact shape recover by Zhang et al. [32]. From left to right, (a) initial candidates, (b)
overlaid candidates on green channel, (c) reconstructed image, (d) initial candidates mask with
exact shape.
The background is obtained using a median filter with window size equal to 21x21 pixels on
the vessels removed image. The background images is shown in figure 3.8 (d).
To do this end, the vessels of the retinal image are first removed from the preprocessed image
to avoid the low-value intensities introduced by the blood vasculature. To do so, the vessels are
segmented using the algorithm developed by A. M. Mendonça et al. [4]. Then, the Euclidean
distance transform of the inverted segmented vessels is calculated to get the nearest non-zero
pixel for each pixel belonging to a vessel region. This information is used to assign, to the pixel
belonging to a vessel, the value of the nearest non-vessel pixel of the green channel. See this
process in figure 3.8 from (a) to (d).
The image with enhanced lesions is obtained applying a series of top-hat operations with
increasing structuring elements. The top-hat is applied to the result of the dynamic thresholding
in the removed vessels image as is stated in equation 3.2. Only positive values are kept. In order
to control the background removal level, the parameter α is added to control the thresholding
value. This strategy is performed as well as by Imani and Pourreza [14]. The result of the top-hat
is shown in figure 3.8 (g). Finally, the maximum between the background and the result of the
top-hat is shown in figure3.8 (h).
Dynamic thresholding : Rough candidates = Removed Vessels−α background; (3.2)
The reason of applying this process is because when applying the maximum the undesired
bright structures coming from the region all along the main vessels are removed. This is possible
because the regions of the fibre nerves have higher values in the background than in the top-hat.
Only the pixels that have a higher contrast within its background will be detected, and the rest will
be discarded.
Finally, the background is subtracted again from the previous image to get just the exudates.
The result is the location of the exudates as shown in figure 3.9. The image contains the location
of the exudates. These exudates are altered due to the dynamic thresholding and the subtraction
that has been applied before, in the following exudate segmentation stage an approach to get better
shape of the exudates will be applied.
In the following equations the operations described above are represented in the order they are
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Figure 3.6: Overview process of proposed method 1.
performed.
background = median(without vessels) (3.3)
enhanced = top hat(without vessels−background) (3.4)
Lesions Region = maximum(background,enhanced) (3.5)
Exudate location = Lesions Region−background (3.6)
3.2.3 Exudate segmentation
Once the location of the exudates is performed, morphological reconstruction is applied to recover
the shape of the exudates. First of all, the initial candidate map is dilated to consider their neigh-
bourhood as possible exudates. After that, the inverted dilated candidate map is overlaid on the
preprocessed image, in order to set to zero the regions belonging to lesions. The resulting image is
used as marker, and the green channel will be used as the mask. The morphological reconstruction
is performed and this resulting image is subtracted from the green channel. The subtraction will
result into a grey level image with the precise shape of the initial candidates. This process is shown
in figure 3.10.
Figure 3.7: Preprocessing stage. From left to right: (a) original image, (b) cropped and resized
original image and (c) green channel from preprocessed image.
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Figure 3.8: Vessel removal and lesion part image. On top, from left to right, (a) cropped green
channel, (b) segmented vessels, (c) Euclidean distance transform result and (d) removed vessels
result; on bottom, from left to right: (e) background of (d), (f) result of subtraction (d)-(e) (rescaled
to improve view), (g) top-hat enhancement result applied on (f) and (h) maximum given by (f) and
(g).
Then the resulting grey level lesion image is converted into a binary mask to process the last
step using the Kirsch edge detector to remove still some noise and possible false positives. To get
the binary mask, threshold value equal to 0 is used. Then, the optic disc is removed because it
has similar intensity values as the exudates. Imani and Pourreza [14] use the algorithm proposed
in [22] to locate and segment the optic disc; in our case the algorithm developed by Dashtbozorg
et al. [8] is used to locating and segmenting the OD. The vessels mask is also used for removing
these zones. So, the OD and the vessels binary mask are inverted and multiplied to the lesions
binary mask in order to remove all the possible detected structures in these zones that it is known
that will not be any exudate.
Secondly, the Kirsch edge detector Kirsch [19] is applied to the green channel. This operator
uses a kernel that evaluates edges in 8 directions. Then, a new image using the binary mask is
created giving to each component of it the value of the average edge strength. Finally, the final
exudate segmentation mask is obtained by applying a threshold that is the maximum value of this
image divided by 5. This value has been determined empirically. See the resulting image in figure
Figure 3.9: Exudate location result. From left to right, (a) lesions image, (b) background and (c)
subtraction result (a)-(b): exudate location result.
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Figure 3.10: Exudates shape recovery. From left to right, (a) exudate location result, (b) overlaid
dilated exudates on green channel, (c) morphological reconstruction result taking (b) as marker
under the green channel and (d) exact shape exudates result.
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Figure 3.11: Exudate segmentation. From left to right, (a) exact shape exudates, (b) binary mask,
(c) kirsch image (reescaled to improve view) and (d) exudate segmentation result.
3.2.4 Postprocessing
In this method, a simple postprocessing operation is done on the final mask to get an image with
the same resolution of the original image.
To do so, the final exudate segmentation mask is resized until the size of the cropped image.
Then, the borders that were removed in the preprocessing stage are added. In the end, the algorithm
gives the output of the exudates segmentation mask with the same resolution as the original image.
Figure 3.12 shows the final step of this algorithm.
3.3 Proposed method 2
Hereafter the second proposed method, taking as reference Zhang et al. [32], is described in the
diagram presented in figure 3.13. Crop and resize are part of the preprocessing stage, the ves-
sel removal, the morphological reconstruction operation and the dynamic thresholding lay on the
exudate location stage and, finally, the morphological reconstruction is part of the exudate seg-
mentation step. Also here the postprocessing stage is added to undo the preprocessing.
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Figure 3.12: Segmentation result. In the right, the final exudate segmentation mask; in the left, the
final exudate segmentation mask overlaid on the original image.
3.3.1 Preprocessing
Zhang et al. [32] method has no preprocessing stage because the authors define a space calibration
in order to decide the structuring element size. No resizing is performed. Even though, in this
thesis resizing is implemented in order to accelerate the following stages. Specifically, this method
requires high processing time because four median filter operations are applied. Therefore, the
methodology described in section 3.2.1 has been applied.
3.3.2 Exudate location
In this stage, the proposed method performs the same operations as the original method presented
by Zhang et al. [32]. The concept is to remove all the undesired structures: dark and bright struc-
tures as well as the bright border regions that may appear in retinal images. To do so, first an
inpainted image is created to erase the dark structures (vessels and dark lesions) applying morpho-
logical opening and closing operators in the following manner:
Morphological operation : Iauxil iar = openingn+1(closingn(green channel)) (3.7)
where n is radius of a disk structuring element the size of the structuring element, in this case,
a disk is used. After, in order to recover the intensity of the bright structures that were erased in
the morphological operation, the maximum between the resulting image and the green channel
is computed. The inpainted image is shown in 3.14 (d). This image contains the exact shape of
bright structures including exudates and non-exudates.
Then, the idea is to differentiate those bright structures that are desired (exudates) from that
other that will lead into false positives. To do so, morphological reconstruction between the in-
painted image and an auxiliary image is applied, called template from now on.
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Figure 3.13: Overview process of proposed method 2.
This template contains the zones of the undesirable structures formed by the vessels mask, a
background image composed by the mean of the normalized green channel and finally a parabolic
structure containing most of the optic fibres passing through the OD.
The template is generated with the methods described hereafter. Firstly, the normalized local
mean value is used for removing non-uniform background illumination effects. The mean value,
µ , is calculated from the green channel. Then a mean filter is applied to the same image, Imean.
mean Template : Tmean =
µ Imean
max(Imean)
(3.8)
The vessel template, Tvessel , is extracted doing the segmentation of the vessels with the algo-
rithm developed by A. M. Mendonça et al. [4]. The value of the mask is set to µ .
vessels Template : Tvessel = µ Tvessel (3.9)
Figure 3.14: Inpainted image. From left to right, (a) original image, (b) green channel, (c) auxiliar
image, (d) inpainted image.
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To create the parabolic mask first the OD is located with the algorithm developed by Dashtbo-
zorg et al. [8]. Secondly, a mask containing just the main vessels is obtained, this one is obtained
applying an opening on the vessels mask and cleaning the isolated components containing less
than 200 pixels. With these two images, it is decided which is the best parabola for each image.
The parabolas are calculated from a predefined set of parameters (equation 3.11) that makes the
parabola more or less convex. The set of parabolas is calculated within this equation, by changing
the parameter a.
equation : x = xOD+a∗ (y− yOD)2 (3.10)
parameters : a = [0.05,0.013,0.01,0.005,0.003,0.0025,0.002] (3.11)
Then, for each image, these parabolas are computed and it is chosen the one that fits better
with the main vessels mask. Once decided, the symmetric parabola centred on the OD of the
retinal image is computed. The maximal value is assigned to the first parabola mask and the value
µ is assigned to the symmetric one.
parabola Template : Tparabola = µ Tparabolasymmet ric + Tparabola (3.12)
To finally calculate the template, the maximum between the mean, the vessel and the parabolic
template is computed
f inal Template : Tf inal = max(Tmean,Tvessel,Tparabola) (3.13)
The template is used for differentiating the undesirable bright regions from the exudates. To
this end, morphological reconstruction is done. Unlike Zhang et al. [32] did, just one recon-
struction is done to achieve this purpose. The method of Zhang et al. [32] propose the following
operations:
Where Reconstruction(X,Y) means morphological reconstruction of X under the mask Y
Reconstruction 1 : Ir1 = Reconstruction(IInpaint ed−Tf inal, Iin paint ed) (3.14)
Reconstruction 2 : Ir2 = Reconstruction(local maxima(Ir), Iin paint ed) (3.15)
However, after implementing this operation it was observed that computing the local maxima
of the reconstructed image allowed to recover not just the exudates but the exudates and the unde-
sirable bright structures, because both the exudates and the main vessel region are local maxima
and the image looked like the one that can be seen in figure 3.15. Then, applying a reconstruc-
tion with the marked local maxima under the inpainted image will recover both bright structures.
Probably, Zhang et al. [32] solved this problem later with the classification of the final candidates.
However, in this thesis, this problem is solved in this step. To do so the following operation is
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done:
Reconstruction : Ir = Reconstruction(rescaled(IInpaint ed−Tf inal), Iin paint ed) (3.16)
Figure 3.15: Local maxima from reconstructed image. From left to right, (a) green channel, (b)
first reconstruction image and (c) local maxima of (b).
The result of this operation can be observed in figure 3.16. We have an image, the inpainted
image, with both structures clearly detailed even though the bright structures must disappear to
not lead into false positives. To deal with that, reconstruction is performed. The inpainted image,
containing both characteristics, is chosen as mask. Image (c) from figure 3.16 is taken as marker
as this image have bigger values on the exudates and lower values on the zone of the optic nerve
fibres. If the values in the marker are greater than the corresponding elements in the mask, then the
reconstruction function clips the values to the mask level [3]. After applying the morphological
reconstruction function, the exudates will remain the same and the zone with lower values will be
totally blurred. The result of this operation can be seen in figure 3.16 (e).
Figure 3.16: Bright structures removal. From left to right, (a) inpainted image, (b) final template,
(c) (a)-(b) rescaled , (d) reconstructed image result of (c) under (a)
After this, the first attempt to get the relevant regions are is done using a second reconstruction.
The image resulting from the previous step is used as marker (figure 3.16 (d)). The mask used for
the reconstruction is composed of the bright border of the image and the FOV contour and the
OD mask. The result of the reconstruction is subtracted to the image that was used as marker, as
illustrated in figure 3.17 (c), for keeping only relevant regions (figure 3.17 (d). Finally, dynamic
thresholding is applied to that image. First, the background of the bright structures removal image
is estimated with a neighbourhood of 51x51 pixels. This background is then extracted from the
relevant regions and only the positive part of the result is kept. To control how bigger is the
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threshold, the parameter α is used as in equation 3.17. A threshold of 0 gives the rough candidates
mask. The result is illustrated in figure 3.17 (e).
Dynamic thresholding : Rough candidates = Relevant Regions−α background; (3.17)
Figure 3.17: Result of exudate location. From left to right, (a) FoV, bright border and OD mask,
(b) bright structures removal result, (c) reconstruction result of (b) under (a), (d) relevant regions:
subtraction of (b)-(c) and (e) exudate location result: initial candidates.
In order to get the bright border, a morphological operation is used as well. The FoV is
taken as marker. A mean filter is applied to the blue channel, which gives an estimation of the
background. The background is removed from the original image, and only positive values are
kept. The resulting image is taken as the mask image. After the reconstruction, a threshold of
value 5 is applied to convert it into a binary image. The FoV is obtained by eroding the mask of
the region of interest and multiplying the inverted result to the original mask. The mask is obtained
using an auxiliary function of the algorithm developed by A. M. Mendonça et al. [4].
3.3.3 Exudate segmentation
After this is proceed as in method 1 where morphological reconstruction is applied to recover the
shape of the exudates that might been lost in the dynamic thresholding step.
The final segmentation is done with simple thresholding of value 3 of the image that had
resulted from the exact shape operation. See the final result in figure 3.18.
Figure 3.18: Exudate segmentation. From left to right, (a) exudate location result, (b) initial candi-
dates mask, (c) dilated exudate mask overlaid on the green channel, d) final exudate segmentation.
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3.3.4 Postprocessing
The sequence described in section 3.2.4 is applied. An example of the final result is shown in
figure 3.19.
Figure 3.19: Segmentation result. In the right, the final exudate segmentation mask; in the left, the
final exudate segmentation mask overlaid on the original image.
Chapter 4
Experimental evaluation
In this section, the results obtained with the proposed algorithm are presented as well as the con-
textual information needed to understand how they have been extracted and compared with the
literature.
4.1 Material
The material used for testing the algorithms proposed is described in this section. Three different
public available datasets namely e-ophta-EX, HEI-MED and DiaRetDB1 have been employed for
this purpose. These datasets are described in the following sub-chapters.
4.1.1 E-optha
E-ophtha is a database of colour fundus images specially designed for scientific research in Di-
abetic Retinopathy. This database results from the anonymized extraction of the examinations
gathered during years 2008 and 2009 through the OPHDIAT c© Tele-medical network for DR
screening, in the framework of the ANR-TECSAN-TELEOPHTA project funded by the French
Research Agency (ANR)[1][9].
E-ophtha is made of two sub-databases, named e-ophtha-EX (EXudates) and e-ophtha-MA
(MicroAneurysms). Indeed, in this project, the pack containing the annotations of the exudates
e_ophtha_EX.zip (37.7 MB), has been used.
E-ophtha-EX contains 47 images with 12,278 exudates, as well as 35 healthy images. Sev-
eral images among the healthy ones contain structures which can easily mislead exudate detection
methods, such as reflections, and optical artefacts. Some image examples are shown in figure 4.1.
The ground truth presented in this database has been done with the agreement of two ophthalmol-
ogists and the annotations mark the exact shape of the exudates. The images have four different
resolutions: 14440x960 pixels, 1504x1000 pixels, 2048x1360 pixels and 2544x1696 pixels with a
field of view of 45◦.
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Figure 4.1: Image example in e-optha EX. From left to right, (a) image from e-ophtha EX con-
taining exudates, (b) manually drawn exudate annotations and (c) healthy image from e-ophtha
EX with reflections on the retina that can mislead exudates detection methods.
4.1.2 DiaRetDB1
DiaRetDB1 stands for Standard Diabetic Retinopathy Database Calibration level 1. As well as
e-optha, the images were selected by medical experts.
The database consists of 89 colour fundus images containing all type of different lesions, of
which 84 contain at least mild non-proliferative signs (Ma) of the diabetic retinopathy and 5 are
considered as normal, which do not contain any signs of the diabetic retinopathy [16]. In the case
of exudates, there are 49 images containing lesions of this type and 40 with non-exudate lesions.
Some image examples are shown in figure 4.2.
The ground truth presented in DiaRetDB1 has been developed marking the areas containing
exudates by four different ophthalmologists independently. The lack of agreement among the
four experts during the process has caused significant differences in the resultant annotations.
Therefore, the final ground truth is a combination of the four independent annotations.
Also, the ground truth of DiaRetDB1 includes annotations for four different type of lesions:
hard exudates, soft exudates, haemorrhages and red small dots. The ground truth that has been
taken into consideration for this project is the hard exudate annotations. The lack of exact shape
annotations makes of this database a good one for an image-level evaluation instead of a pixel-
level evaluation. In addition, in [14] for evaluating the algorithm a local expert marked the exact
shape of the exudates. In this case, it was not possible to have the same conditions, therefore, an
image-level evaluation will be done taking into consideration the agreement of three out of four
ophthalmologists.
The resolution of this dataset is 1500x1152 pixels, and the images were captured with a 50◦
field of view.
4.1.3 HEI-MED
The Hamilton Eye Institute Macular Edema Dataset (HEI-MED) (formerly DMED) is a collection
of 169 fundus images to train and test image processing algorithms for the detection of exudates
and diabetic macular oedema. The images have been collected as part of a telemedicine network
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Figure 4.2: Image example in DiaRetDB1. From left to right, (a) image from DiaRetDB1 con-
taining exudates, (b) manually drawn hard exudate annotations, (c) manually drawn soft exudates
annotations, (d) manually drawn hemorrhages annotations and (e) manually drawn small dots an-
notations.
for the diagnosis of diabetic retinopathy developed by the Hamilton Eye Institute, the Image Sci-
ence and Machine Vision Group at ORNL with the collaboration of the Université de Bourgogne.
The dataset collection and cleaning was completed in 2010 [2].
The database consists of 169 images randomly extracted from the DMED server represent-
ing various degree of DME. All images are of sufficient quality, no patient is duplicated, and a
reasonable mixture of ethnicity and disease stratification is represented.
Each image of the dataset was manually segmented by one of the co-authors of Giancardo et al.
[13], Dr Edward Chaum, a practising retina specialist. He identified all the exudation areas and
other bright lesions such as cotton wool spots, drusen or clearly visible fluid occurring in fundus
images. There was no distinction between hard and soft exudates [13].
The set of images are presented with a resolution of 2196x1958 pixels and with a 50◦ field of
view. Table 4.1 summarizes the characteristics of the three databases.
Figure 4.3: Image example in HEI-MED. From left to right, (a) image example 1 containing
exudates, (b) manually drawn annotations of (a), image example 2 containing exudates and (d)
manually drawn annotations of (c).
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Table 4.1: Summarized description of the dataset used for the evaluation of the algorithms.
properties E-optha-EX DiaRetDB1 HEI-MED
noimages 47 + 35 84 + 5 169
FOV 45 50 45
annotations exact shape regions exact shape
documentation Decencière et al. [9] Kauppi et al. [16] Giancardo et al. [13]
4.2 Evaluation method
The method used for evaluating the proposed algorithms is a lesion based approach with the hybrid
pixel wise evaluation proposed in [12] and the overlap ratio used for Zhang et al. [32]. To compute
the results, a code adapted to the requisites described in the literature has been developed. Due to
the nature of the dataset, this evaluation cannot be applied to the DiaredDB1, so is just applied to
EX-ophta and HEI-MED.
An image-based evaluation is also performed. In this case, it is applied to the three datasets.
The pixel-level evaluation is better described hereafter due to its complexity. This evaluation
can be considered as a hybrid validation method between the pixel-by-pixel validation and the
connected component one. That is because it counts pixels to make the calculus of the metrics,
however, it uses the logic of the connected component validation method to classify them into the
different four classes (true positive, false positive, true negative and false negative).
This evaluation falls into the concept of considering pixels that belong to a component that
partially or totally overlaps a lesion of the ground truth as a true positive. In this way, the calcu-
lation of the metrics counts pixels that match the ground truth, but also pixels that do not match
the ground truth but belong to a connected component that does. In the case of the figure 4.4 (a)
someone could say that the lower-left component detected is correctly marking the lesion, however
using a pixel-by-pixel validation the result evaluation would be as is shown in 4.4 (c), having a
part of true positive, false positive and a false negative. Within this method of evaluation, this can-
didate will be considered as seen in the figure 4.4 (d) because the is overlapping with more than a
20% of the area. In this figure, as the full component has been assigned as true positive, the related
component of the ground truth cannot be considered as a false negative, thus, it is considered also
as true positive.
The math equations of this evaluation are hereafter described. Consider the set of candidates
{C1,C2,...,CN} where Ci corresponds to the set of pixels of a connected component and, similarly,
the set of ground-truth exudates is {G1,G2,...,GN} where Gi is the set of pixels of a connected
component of the ground truth. Then the masks of the candidates and the ground-truth of the
exudates are the following ones:
Candidates : D =
⋃
1≤i≤N
Di (4.1)
Ground−Truth : G =
⋃
1≤i≤M
Gi (4.2)
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Figure 4.4: Comparision of pixel-by-pixel and pixel wise evaluation. From left to right, (a) seg-
mentation result, (b) ground truth, (c) pixel-by-pixel evaluation result and (d) pixel wise evaluation
result.
The classification in the four classes is therefore true positive (TP) if, and only if, it belongs to
any of the following sets:
D∩G; (4.3)
Disuch that
Di∩G
Di
> σ ; (4.4)
G jsuch that
G j ∩D
G j
> σ ; (4.5)
a false positive (FP) if, and only if, it belongs to any of the following sets:
Disuch thatDi∩G= /0; (4.6)
Di∩G such that Di∩GDi ≤ σ ; (4.7)
a false negative (FN) if, and only if, it belongs to any of the following sets:
G j suchthatG j ∩D= /0; (4.8)
G j ∩Dsuchthat G j ∩DG j ≤ σ (4.9)
and finally, a true negative (TN) would be a pixel that does not belong to any of the previous
classes. See figure 4.4 (d) to see all the cases that can happen in this evaluation. The results are
presented using this evaluation at lesion-level. The parameter σ is set to 0.2 as Zhang et al. [32]
does.
For computing the metrics, we will compute the sensitivity and the Positive Predictive Value
(PPV) because, as mentioned before, it does not make sense to compute those metrics that use TN
as they are clearly unbalanced with respect the others. In the case of the image-based evaluation
the sensitivity, specificity and the AUC will be computed.
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4.3 Results
In this section, the results obtained after applying the proposed methods to the three public datasets
are described. The results are evaluated at lesion-level for the e-optha and HEI-MED datasets and
at image-lesion for the three datasets.
Figure 4.5: Lesion level evaluation: PPV - Sensitivity Curve. On the left is the PPV-Sensitivity
curve for the proposed method1 and on the right there is the PPV-Sensitivity for the proposed
method 2.
For the sake of thoroughness, the PPV-Sensitivity curve is plotted for the evaluation at lesion-
level. This curve represents how these metrics change when applying different values of the thresh-
old α . In figure 4.5 the results for e-ophta-EX and HEI-MED are shown using a threshold ranging
from 0 to 1.4 for method 1 and from 0 to 1 for method 2.
The results show an inverse correlation between the metrics. As higher is the sensitivity the
lower the PPV. This means that as more restrictive is the threshold the less false positives and true
positives images are predicted. In this graph, the results obtained in Zhang et al. [32] and in Liu
et al. [21] are also shown.
The best performance is in HEI-MED with a sensitivity of 0.42, a PPV of 0.76 and an F-score
of 0.54. The maximal sensitivity value achieved, 0.87, is in e-ophta-EX database with a PPV of
0.12 and an F-score of 0.21, information that can be extracted from the graph in the left figure
4.5. The best performances of the algorithms are summarized in table 4.2 together with the best
performances of Zhang et al. [32], Liu et al. [21] and Imani and Pourreza [14].
In figure 4.5 are shown the results, all together with those obtained by Zhang et al. [32] and
Liu et al. [21]. None of the proposed algorithms performs good enough. The PPV-sensitivity curve
should have the optimal point in the upper-left corner, however, the PPV-sensitivity curve looks
like a line.
Despite the bad results, useful information can be extracted from the graphics. For instance,
the databases have very different metrics for the same threshold applied. That might mean that
the mean average for each database has widely difference. Therefore, this is a point to consider in
order to improve the code.
In order to evaluate the method in terms of clinical applications, the results at image-level
evaluation are shown in figure 4.6 using different threshold changing the parameter α from 0 until
2.5. In table 4.3 the best performances of the algorithms are shown.
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Table 4.2: Performance results at lesion level validation on e-ophta-EX and HEI-MED.
database best α sensitivity PPV F-score
method 1
E-optha 1.1 0.54 0.50 0.52
HEI-MED 0.4 0.52 0.52 0.52
method 2
E-optha 0.4 0.50 0.57 0.53
HEI-MED 0.4 0.42 0.76 0.54
Imani and
Pourreza [14]
E-optha - 0.80 0.70 0.79
HEI-MED - 0.81 0.65 0.71
Zhang et al. [32] E-optha - 0.74 0.72 0.73
Liu et al. [21] E-optha - 0.76 0.75 0.75
The results show an Area Under the Curve (AUC) from 0.65 to 0.76 in method 1, and from
0.70 to 0.84 in method 2. We can be concluded that neither of the proposed methods performs
good enough if comparing, for instance, with the results of other authors. See in table 4.4 the
AUC results compared with these of Zhang et al. [32] and Giancardo et al. [13].
The results are still far from the objective, however, these results are better than at lesion-level.
The algorithms have been tested in a total of 340 images. In the following tables 4.5 and 4.6
is shown the confusion matrix for the whole set of images per each algorithm. Some example
images of false positive and negative images are shown in figures 4.7 and 4.8, respectively. As can
be observed, false positive images are usually obtained because of noise on the images, such as
reflections or background vessels. On the other hand, the false negatives are mostly due to very
small exudates that the algorithm is not able to detect.
The best and worst predictions at lesion-level evaluation are shown in next figures, from figure
4.9 to 4.16 per dataset and method.
Figure 4.6: Image-level evaluation results. On the left, is the ROC curve for the proposed method
1 and on the right, there is the ROC curve for the proposed method 2.
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Table 4.3: Performance results at image-level validation on e-ophta-EX, HEI-MED and Di-
aRetDB1
best α specificity sensitivity AUC
method
1
E-optha 1.2 0.7 0.75 0.76
HEI-MED 1 0.51 0.76 0.65
DiaRetDB1 1.4 0.63 0.65 0.67
method
2
E-optha 0.4 0.81 0.71 0.84
HEI-MED 0.15 0.56 0.78 0.75
DiaRetDB1 0.6 0.91 0.72 0.84
Table 4.4: Comparision of AUC on e-ophta-EX, HEI-MED and DiaRetDB1.
AUC
e-ophta-EX HEI-MED DiaRetDB1
Zhang et al. [32] 0.95 0.94 0.95
Giancardo et al. [13] 0.87 0.94 0.93
Proposed method 1 0.76 0.65 0.67
Proposed method 2 0.84 0.75 0.84
Table 4.5: Confusion matrix of whole set of images of e-ophta-EX, HEI-MED and DiaRetDB1 of
method 1
Real Positive Real Negative
Predicted as Positive 113 42
Predicted as Negative 78 107
Table 4.6: Confusion matrix of the whole set of images of e-ophta-EX, HEI-MED and DiaRetDB1
of method 2
Real Positive Real Negative
Predicted as Positive 157 52
Predicted as Negative 34 97
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Figure 4.7: Example images of false positives of e-ophta-EX, HEI-MED and DiaRetDB1.
Figure 4.8: Images examples of false negatives of e-ophta-EX, HEI-MED and DiaRetDB1.
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Figure 4.9: Best predictions in e-ophta-EX with method 1. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.10: Best predictions in HEI-MED with method 1. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.11: Worst prediction in e-ophta-EX with method 1. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.12: Worst prediction in HEI-MED with method 1. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.13: Best prediction in e-ophta-EX with method 2. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.14: Best prediction in HEI-MED with method 2. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.15: Worst prediction in e-ophta-EX with method 2. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Figure 4.16: Worst prediction in HEI-MED with method 2. From the first column until the third
are, respectively, the original images, the exudate masks overlaid on the original images and the
evaluation result at lesion-level, where are represented in green colour the true positives, in blue
the false positives and in red the false negatives.
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Chapter 5
Conclusion and future work
The main objective of this thesis was to develop an algorithm to automatically segment exudates
from retinal images using the Matlab language, that performed or outperformed some of the pub-
lished methods in the literature. Two independent algorithms were developed using the methods
proposed in two different works. However, the proposed methods were adapted according to the
time available to develop the thesis and the knowledge on image processing. For instance, in
the first method, the initial step was substituted for more basic operations due to its complexity.
On the other hand, in the second algorithm, most of the proposed methods of the work where
implemented, except the final stage of classification to refine the segmentation result.
The results obtained using the three public databases turned out to be better for the second
algorithm only at the image-level evaluation. The results at image-level evaluation resulted to
be practically the same for both algorithms. Although the overall result was discouraging, we
managed to segment exudates in some of the images with enough precision. That means that the
exudate segmentation algorithms that have been developed, work when applying it to a group of
images, however, they are not able to perform with precision for a whole varying set of images.
There are also found many images with a lot of false positives due to nerve fibres or reflections.
On the other hand, less frequently, there are images where no exudates are detected even having
clear contrasted exudates, but usually, the false negatives are due to small and blurr exudates. We
could say that the algorithms are not completely finished and a refining stage should be included,
for example, if a classification of the final mask had been used, a less aggressive threshold could
have been applied to obtain more exudates and then classify those that are false positives.
This thesis was started with very low knowledge in image processing, with only five months to
get the overall different methods to later apply them, what was complicated although satisfactory
for the acquired knowledge. However, we can always do better and if I started to develop the
thesis again, I would try harder to understand the existing methods in the literature to make a good
state of the art to understand better the different methods, then choose better the articles to use as
reference from the beginning. In parallel, I would start writing the code to learn at the same time
how it works.
Regarding future work on the developed methods, as mentioned, I suggest the inclusion of a
49
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final stage, for exudate validation and refining, starting from the candidates detected in the previous
steps. For this purpose improved segmentation methods such as region growing and contrast
evaluation metrics would probably be useful.
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