In this paper, we have introduced the idea of I−convergence of filters and studied its various properties. We have proved the necessary and sufficient condition for a filter to be I−convergent.
Introduction
The concept of convergence of a sequence of real numbers has been extended to statistical convergence independently by H. Fast [4] and I. J. Schoenberg [20] . Any convergent sequence is statistically convergent but the converse is not true [17] . Moreover, a statistically convergent sequence need not even be bounded [17] . Let N denotes the set of natural numbers. If K ⊂ N, then K n will denote the set {k ∈ K : k ≤ n} and |K n | stands for the cardinality of K n . The natural density of K is defined by
if the limit exists [5, 16] .
The concept of I−convergence of real sequences [6, 7] is a generalization of statistical convergence which is based on the structure of the ideal I of subsets of the set of natural numbers. The notion of ideal convergence for single sequences was first defined and studied by Kostyrko et al. [6] . Mursaleen et al. [12] defined and studied the notion of ideal convergence in random 2−normed spaces and construct some interesting examples. Several works on I−convergence and statistical convergence have been done in [1, 3, 6, 7, 8, 11, 12, 13, 14, 15, 19] .
The idea of I−convergence of real sequences coincides with the idea of ordinary convergence if I is the ideal of all finite subsets of N and with the statistical convergence if I is the ideal of subsets of N of natural density zero [9] .
The idea of I−convergence has been extended from real number space to metric space [6] and to a normed linear space [18] in recent works.
Definition 2. Let X be a non-empty set. Then a family I ⊂ 2 X is called an ideal of X if
Definition 3. Let X be a non-empty set. Then a filter F on X is said to be non-trivial if F = {X}. Several examples of non-trivial admissible ideals have been considered in [6] .
We give a brief discussion on I−convergence of topological spaces as given by [9] .
Let (X, τ) stands for a topological space and I be a non-trivial ideal of the set of natural numbers N.
Definition 5.
A sequence {x n } n∈N in X is said to be I−convergent to x 0 ∈ X if for any non-empty open set U containing x 0 , {n ∈ N : x n / ∈ U} ∈ I.
In this case, we write I − limx n = x 0 and x 0 is called the I−limit of {x n }.
We mention below some usual properties of convergence in a topological space that are preserved in I−convergence.
Theorem 1. If X is Hausdorff, then an I−convergent sequence has a unique I−limit.
Proof. See [9] .
Theorem 2.
If I is an admissible ideal and if there exists a sequence {x n } n∈N of distinct elements in a set E ⊂ X which is I−convergent to x 0 ∈ X, then x 0 is a limit point of E.
Proof. See [9] . Proof. See [9] .
Throughout this paper, X = (X, τ) will stand for a topological space and I = I(F ) will be the ideal of X associated with the filter F on X. Most of the work in this paper is inspired from [2, 21] . Example 1. Let X = {1, 2, 3} and τ = { / 0, {1}, X} be a topology on X. Let F = {{1}, {1, 2}, {1, 3}, X}. Then I = { / 0, {2}, {3}, {2, 3}}. It is easy to see that 1, 2 and 3 are I−limits of F .
Example 2.
The nbd filter U x 0 at a point x 0 in X I− converges to x 0 . Because for each nbd U of x 0 , {y ∈ X : y / ∈ U} ∈ I,
Example 3. Let F be a filter on an indiscrete space X. Then clearly, F will be I−convergent to each x 0 ∈ X as X is the only nbd of each x 0 ∈ X and {y ∈ X : y / ∈ X} = / 0 ∈ I.
We now give the necessary and sufficient condition for a filter F to be I−convergent at some point. Proof. First suppose that F is I−convergent to x 0 . This means that for each nbd U of x 0 , {y ∈ X : y / ∈ U} ∈ I. We shall show that for each nbd U of x 0 , {V ∈ P(X) : U ∩ V = / 0} ⊂ I. For this, let U be a nbd of x 0 and let
and so {V ∈ P(X) :
We have to show that F is I−convergent to x 0 . For this, let U be a nbd of x 0 . Then by the given condition, {V ∈ P(X) :
We claim that {y ∈ X : y / ∈ U} ∈ I. For this, let z ∈ {y ∈ X : y / ∈ U}. Then z / ∈ U. This implies that U ∩ {z} = / 0. Thus {z} ∈ {V ∈ P(X) : U ∩V = / 0} and so by ( * ), {z} ∈ I. Hence {y ∈ X : y / ∈ U} ∈ I. This proves that F
We recall the following definition.
Definition 7.
A filter F on X is said to be finer than a filter G on X if G ⊂ F .
Notation.
In case more than one filter is involved, we use the notation I(F ) to denote the ideal associated with the corresponding filter F .
Lemma 1. Let F and G be two filters on X. Then F ⊂ G if and only if I(F ) ⊂ I(G ).
Proof. Proof is trivial.
We now show that an I−convergent filter F also satisfies some basic properties of filters.
Proposition 1. If X is Hausdorff, then any I−convergent filter F on X has a unique I−limit.
Proof. Suppose X is Hausdorff. Let F be an I−convergent filter on X. If possible, suppose x 0 and y 0 are two distinct I−limits of F . Since X is Hausdorff, there exists two disjoint open sets U and V in X such that x 0 ∈ U and y 0 ∈ V. Now, x 0 is I−limit of F ⇒ {y ∈ X : y / ∈ U} ∈ I. Or, {y ∈ X : y ∈ U c } ∈ I. Similarly, y 0 is I−limit of F ⇒ {y ∈ X : y ∈ V c } ∈ I.
Further, {y ∈ X : y ∈ (U ∩V ) c } ⊂ {y ∈ X : y ∈ U c } ∪ {y ∈ X : y ∈ V c } ∈ I. Thus we have {y ∈ X : y ∈ (U ∩V ) c } ∈ I. Since X / ∈ I, there exists z ∈ X such that z / ∈ (U ∩ V ) c . That is, z ∈ U ∩ V, which is not possible as U ∩ V = / 0. Therefore, our supposition is wrong. Hence F has a unique I−limit. Note 2. The converse of above Proposition is given in Proposition 2 · 19.
Proposition 2.
Let E ⊂ X and F be a filter on E which is I−convergent to x 0 ∈ X, where I = I(F ) is an admissible ideal of E. Then x 0 is a limit point of E. Conversely, if x 0 is a limit point of E, then there is a filter on E \ {x 0 } which is I−convergent to x 0 , for some admissible ideal I of E.
Proof. Let F be a filter on a set E ⊂ X which is I−convergent to x 0 ∈ X, where I = I(F ) is an admissible ideal of E. To show that x 0 is a limit point of E, let U be an open set containing x 0 . Since I − limF = x 0 in E, {y ∈ E : y / ∈ U} ∈ I and so {y ∈ E : y ∈ U} / ∈ I(∵ I = I(F )). Since I is admissible, E is infinite and so we can choose y 0 ∈ {y ∈ E : y ∈ U} such that y 0 = x 0 . Then y 0 ∈ U ∩ (E \ {x 0 }). Thus x 0 is a limit point of E. Conversely, suppose x 0 is a limit point of E. Then for arbitrary nbd
Then clearly, F is a non-empty family of subsets of E \ {x 0 }.
Since I is admissible, {y} ∈ I. Thus I − lim F = x 0 . Hence the proof.
We recall the following from [21] . Let X and Y be two topological spaces. Suppose that F is a filter on X and f : X → Y is a map. Then f (F ) is a filter on Y having for a base the sets f (F), F ∈ F . Proof.
Conversely, suppose the condition holds. We have to show that f : X → Y is continuous at x 0 . For this, let V be a nbd of
From ( * * * ), f (x) / ∈ V implies that { f (x)} ∈ I Y . This means that {x} ∈ I X . That is, x / ∈ U, which is a contradiction.
Hence f is continuous at x 0 .
Characterization of closure

Proposition 4. Let E ⊂ X. Then x 0 ∈ E if and only if there is a filter F on X such that E ∈ F and I
Proof. First suppose x 0 ∈ E. Then each nbd of x 0 meets E. That is, U ∩ E = / 0, ∀ U ∈ U x 0 , where U x 0 is the nbd system at x 0 . Let B = {U ∩ E : U ∈ U x 0 }. Then clearly, B is a non-empty family of non-empty subsets of X which is closed under finite intersection and so a filter base for some filter, say F on X.
Since E ⊃ U ∩ E, ∀ U ∈ U x 0 , we have E ∈ F . We shall show that I − lim F = x 0 . For this, let U be a nbd of x 0 . Since U ⊃ U ∩ E, we have U ∈ F . We claim that {V ∈ P(X) : U ∩V = / 0} ⊂ I. So, let V ∈ P(X) such that U ∩V = / 0. Now U ∩V = / 0 implies that V ⊂ X \U. Now U ∈ F and I = I(F ) implies that X \U ∈ I. Since I is an ideal, it is closed under subsets and so V ∈ I. Therefore, {V ∈ P(X) : U ∩V = / 0} ⊂ I.
Conversely, suppose there is a filter F on X such that E ∈ F and I − lim F = x 0 . To show that x 0 ∈ E, let U be a nbd of x 0 . Since I − lim F = x 0 , {V ∈ P(X) : U ∩ V = / 0} ⊂ I. We claim that U ∈ F . Since U ∩ (X \ U) = / 0, we have X \ U ∈ I. Since I = I(F ), we have U ∈ F . Now, E,U ∈ F and F is a filter implies that U ∩ E ∈ F and so U ∩ E = / 0. This proves that x 0 ∈ E. Proposition 5. Let F be a filter on X such that I − lim F = x 0 . Then every filter F ′ finer than F also I−converges to x 0 , where I = I(F ).
Proof. Suppose F is a filter on X such that I − lim F = x 0 . Let F ′ be an arbitrary filter on X such that F ′ ⊃ F . We claim that I − lim F ′ = x 0 , where I = I(F ). For this, let U be a nbd of x 0 . Since I − lim F = x 0 , for above nbd U of x 0 , {V ∈ P(X) : U ∩ V = / 0} ⊂ I. Thus it follows that for every nbd U of x 0 , {V ∈ P(X) :
Remark. Let F be a filter on X and F ′ be another filter on X finer than F . Then I(F ′ ) − lim F ′ = x 0 need not imply that I(F ) − lim F = x 0 . Consider the example: Let X = {1, 2, 3} and τ = { / 0, {2}, {1, 2}, X} be a topology on X. Let F = {{2, 3}, X} be a filter on X. Then I(F ) = { / 0, {1}}. It is easy to see that Proof. Suppose F is a filter on X such that I − lim F = x 0 . Then for each nbd U of x 0 , {V ∈ P(X) : U ∩V = / 0} ⊂ I · · · ( * ). Let F ′ be an arbitrary filter on X such that F ′ ⊂ F . We claim that I − lim F ′ = x 0 , where I = I(F ). So, let U be a nbd of x 0 . Then clearly by ( * ), {V ∈ P(X) : U ∩V = / 0} ⊂ I. Therefore, I − lim F ′ = x 0 , where I = I(F ).
Note 3. The above proposition need not be true if we replace I(F
Consider the example: Let X = {1, 2, 3} and τ = { / 0, {2}, X} be a topology on X. Let F = {{2}, {1, 2}, {2, 3}, X} be a filter on X.
We can easily see that I(F ) − lim F = 1, 2, 3 and I(F ′ ) − lim F ′ = 1, 3. Thus we observe that 2 is an I(F )−limit of F but it is not an I(F ′ )−limit of F ′ .
Proposition 7. Let F be a filter on X and G be any other filter on X finer than F . Then I(F
But converse need not be true. Consider the following example : Let X = {1, 2, 3} and τ be the discrete topology on X. Let F = {{2, 3}, X} be a filter on X. Then I(F ) = { / 0, {1}}. Let G = {{2}, {1, 2}, {2, 3}, X} be a filter on X finer than F . Then I(G ) = { / 0, {1}, {3}, {1, 3}}. We can easily see that I(F ) − lim G = nil and I(G ) − lim G = 2. Thus we observe that 2 is an I(G )−limit of G but not an I(F )−limit of G . Proof. Let U be a nbd of x 0 w.r.t τ 1 . Since τ 1 ⊂ τ 2 , U is also a nbd of x 0 w.r.t τ 2 . But I − lim F = x 0 w.r.t τ 2 . Thus for above nbd U of x 0 , {V ∈ P(X) : U ∩V = / 0} ⊂ I. Hence I − lim F = x 0 w.r.t τ 1 also. The converse is however not true. Consider the following example : Let X = {1, 2, 3}. Let τ 2 be the discrete topology on X and τ 1 = { / 0, {2}, {3}, {2, 3}, X}. Then τ 1 ⊂ τ 2 . Let F = {{1, 2}, X} be a filter on X. It is easy to see that I − lim F = 1 w.r.t τ 1 , but 1 is not an I − lim F w.r.t τ 2 . Proof.
Lemma 2. Let
Hence I(F ) − lim F = x 0 . We are now in a position to prove the converse of Proposition 2 · 8.
Proposition 10.
If every I−convergent filter F on X has a unique I−limit, then the space X is Hausdorff.
Proof. Suppose every I−convergent filter F on X has a unique I−limit. We have to show that X is a Hausdorff space. Suppose not. This means that for any two distinct points x and y in X, there are open sets U and V in X containing x and y, respectively such that U ∩V = / 0 · · · ( * ). Let U x and U y be the nbd filters at x and y, respectively. Then clearly by Example 2 · 3, U x I(U x )−converges to x and U y I(U y )−converges to y. Now, since X is not Hausdorff, U x ∪ U y is a filter on X. This filter is clearly a filter base for some filter, say F on X such that F ⊃ U x and F ⊃ U y . Since U x I(U x )−converges to x, by Proposition 2 · 12, F I(U x )−converges to x. Similarly, F I(U y )−converges to y. By Proposition 2 · 15, F I(F )−converges to x and F I(F )−converges to y. That is, I − limF = x and I − limF = y, where I = I(F ), which is a contradiction to the hypothesis. Hence X is Hausdorff. 
Proof. t ∈ ∩
. . , n ⇔ p α i (t) ∈ I X α i , ∀ i = 1, 2, . . . , n ⇔ p α i (t) ∈ X α i \ p α i (F ), ∀ i = 1, 2, . . . , n ⇔ p α i (t) ∈ p α i (X \ F ), ∀ i = 1, 2, . . . , n ⇔ t ∈ X \ F ⇔ t ∈ I X . Hence I X = ∩ n i=1 p −1 α i (I X α i ).
Theorem 5.
A filter F I X −converges to x in X = ∏ α∈Λ X α if and only if p α (F ) I X α −converges to p α (x), ∀ α, where I X = I X (F ) and I X α = I X α (p α (F )).
Proof. Suppose F I X −converges to x in X = ∏ α∈Λ X α . Since each projection p α : X → X α is continuous at x in X, by Proposition 2 · 10, we find that p α (F ) I X α −converges to p α (x) in X α , ∀ α. Conversely, suppose p α (F ) I X α −converges
