Complex classical motion in potentials with poles and turning points by Bender, Carl M. & Hook, Daniel W.
Complex classical motion in potentials with poles and turning points
Carl M. Bendera∗ and Daniel W. Hooka,b†
aPhysics Department, Washington University, St. Louis, MO 63130, USA and
bTheoretical Physics, Imperial College, London SW7 2AZ, UK
(Dated: February 18, 2014)
Complex trajectories for Hamiltonians of the form H = pn + V (x) are studied. For n = 2 time-
reversal symmetry prevents trajectories from crossing. However, for n > 2 trajectories may indeed
cross, and as a result, the complex trajectories for such Hamiltonians have a rich and elaborate
structure. In past work on complex classical trajectories it has been observed that turning points
act as attractors; they pull on complex trajectories and make them veer towards the turning point.
In this paper it is shown that the poles of V (x) have the opposite effect — they deflect and repel
trajectories. Moreover, poles shield and screen the effect of turning points.
PACS numbers: 11.30.Er, 02.30.Fn, 05.45.-a
I. INTRODUCTION
A PT -symmetric quantum system is typically gov-
erned by a complex Hamiltonian. Moreover, the bound-
ary conditions on the Schro¨dinger eigenvalue problem as-
sociated with a PT -symmetric Hamiltonian are imposed
in the complex plane. Thus, when one examines the
classical limit of a PT -symmetric system, one is led in-
evitably to the study of complex classical dynamics. A
complex classical dynamical system having one complex
degree of freedom is governed by a Hamiltonian of the
form H(x, p), where H is often assumed to be analytic in
both x and p except for isolated singularities or branch
cuts in x. For such a system, Hamilton’s equations read
x˙ =
∂H
∂p
, p˙ = −∂H
∂x
. (1)
In this paper we use both analytical and numerical
techniques to examine the solutions to these differential
equations for complex x(t) and p(t). To do this we de-
compose x(t) and p(t) into their real and imaginary parts,
x(t) = Rex(t) + i Imx(t),
p(t) = Re p(t) + i Im p(t), (2)
and solve the resulting coupled system of ordinary differ-
ential equations. Complex dynamical systems are inter-
esting in part because the particle trajectories x(t) typ-
ically lie on multisheeted Riemann surfaces. We explore
the qualitative features of the classical particle trajecto-
ries in the complex-x plane, and in particular, we com-
pare the behavior of trajectories in the vicinity of turning
points and in the vicinity of poles of H. The principal
result in this paper is that turning points act as attrac-
tors (trajectories are drawn to and pulled around turning
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points), but poles tend to repel trajectories and can even
screen the effects of turning points.
While complex classical mechanics is a relatively new
field there have already been many papers published on
the properties of complex phase space [1–26]. Most of
these studies have focused on Hamiltonians of the form
H(x, p) = p2+V (x). For such Hamiltonians the complex
trajectories associated with a given energy E cannot in-
tersect. This is because the Hamiltonian is invariant un-
der classical time reversal t → −t. For a given value of
x there are two possible values of the complex velocity
x˙, one corresponding to the trajectory going forward in
time and the other corresponding to the trajectory going
backward in time. However, Hamiltonians such as
H(x, p) = pn + V (x) (n > 2) (3)
can have trajectories that cross themselves. For a given
value of E there may be n trajectories emanating from a
point x, each one having a different complex value of x˙.
Furthermore, if n is odd, H is not time-reversal invariant.
This means that if we allow time to run backward, a
trajectory will not retrace itself. Hamiltonians of the
form (3) are especially interesting because, as was shown
in Ref. [11], the turning points of these Hamiltonians
deflect nearby trajectories by an angle that depends on n;
n = 2 gives a deflection of 180◦, n = 3 gives a deflection
of 240◦, n = 4 gives a deflection of 270◦, and so on.
Figure 1 illustrates some of the features of the complex
classical trajectories discussed in this paper. This figure
shows nine trajectories associated with the Hamiltonian
H = p3 +
x
1 + x2
. (4)
For each of these trajectories the classical energy is E =
1
3 . The nine trajectories emanate from three points in
the complex-x plane, −1 + i, 1 − i, and 2 + 2i. There
are two simple poles located at x = ±i and two turning
points on the real axis located at x = 12
(
3±√5). The
trajectories enclosing the turning points rotate through
an angle of 240◦. Note that the trajectory emanating
ar
X
iv
:1
40
2.
38
52
v1
  [
ma
th-
ph
]  
16
 Fe
b 2
01
4
2FIG. 1: Nine complex trajectories associated with the Hamil-
tonian (4). All trajectories represent the complex motion of
particles having energy E = 1
3
. There are two turning points
at x = 1
2
(
3±√5) (blue dots in electronic version) and two
poles at x = ±i (red dots). Because the Hamiltonian contains
a cubic momentum term, at each point in the complex-x plane
there are three possible directions for the classical trajecto-
ries, and these directions are separated by 120◦. We have
chosen three points at random, −1 + i, 1 − i, and 2 + 2i,
and have plotted the three trajectories originating from each
point. The trajectory that begins at 1− i in the northwest di-
rection encircles both turning points and is deflected by 240◦
each time. Note that the path does not intersect itself because
it crosses branch cuts emanating from the turning points and
lies on different sheets of a Riemann surface. The trajectory
that begins at −1+i in an eastward direction is pushed to the
north by the simple pole at x = i; consequently, the trajectory
is only slightly affected by the turning points.
from x = −1 + i and going eastward is deflected upward
by the pole at x = i.
In earlier studies of complex classical mechanical sys-
tems many interesting features were discovered. For ex-
ample, in Ref. [13] it was shown that a complex classical
particle can effectively tunnel through a potential barrier
on the real axis by following a trajectory in the com-
plex plane that goes around the barrier. It was also
shown that classical mechanics could mimic quantum
tunneling if the energy had a small imaginary part. This
idea was further developed in Ref. [22]. Most recently,
Turok showed that these complex classical trajectories
contribute to the saddle point of the functional integral
that represents the tunneling amplitude [26].
To illustrate the advantage of complex classical me-
chanics, we use complex classical trajectories to explain
intuitively how an upside-down PT -symmetric poten-
tial in quantum mechanics can possess discrete positive-
energy bound states. The Hamiltonian for a quartic os-
FIG. 2: Classical probability as shown in (7) for −30 ≤ x ≤
30. Here, the classical energy is E = 1.
cillator with an upside-down quartic potential is
H = p2 − x4. (5)
The quantum energy levels of this PT -symmetric Hamil-
tonian are known rigorously to be real, positive, and
discrete [27–31]. The quantum-mechanical treatment of
this system requires that the boundary conditions on
the time-independent Schro¨dinger equation be imposed
in Stokes wedges in the complex plane. To understand
the quantum theory heuristically we examine the classi-
cal equations of motion (1) for this Hamiltonian:
x˙ = 2p, p˙ = 4x3. (6)
For a particle of energy E, the classical velocity is x˙ =
2
√
E + x4. A classical particle is most likely to be found
where it is going slowest. Thus, for real x the normalized
classical probability density Pclassical, which is the inverse
of the particle velocity, is
Pclassical(x) =
2E1/4
√
pi
Γ2(1/4)
√
E + x4
. (7)
This probability function for E = 1 is plotted in Fig. 2
for real x. Note that the probability density is sharply
peaked at x = 0, which indicates that the classical parti-
cle is most likely to be found near the origin. (It spends
most of its time there.) Thus, we see indications that the
quantum particle may be in a localized bound state.
The key to understanding how an upside-down poten-
tial confines quantum particles relies on calculating the
time for a classical particle of energy E to travel to in-
finity. The time of flight T from x = 0 to x =∞ is
T =
∫ T
t=0
dt =
∫ ∞
x=0
dx
x˙
, (8)
which is finite. One may then ask, If the particle reaches
infinity in finite time, where does the particle go next? To
answer this question we investigate the particle motion in
3FIG. 3: Closed periodic trajectories in the upper-half x-plane.
The energy is E = 1. Turning points are located at x =
eipi/4 and x = e3ipi/4 and are indicated by dots. (The two
turning points in the lower-half plane are not shown.) Initial
conditions are x0 = i,
i
2
, i
4
, i
8
.
the complex-x plane. Four trajectories in the upper-half
x-plane are shown in Fig. 3. Note that the trajectories
are all closed and periodic. (One of the trajectories is
an oscillatory motion between the turning points at x =
eipi/4 and x = e3ipi/4.)
Observe that as the trajectories in Fig. 3 approach the
real axis, the classical particle does not simply disap-
pear at x = ∞. Rather, as the classical particle reaches
x = +∞, it instantly reappears at x = −∞. Thus, the
classical particle periodically completes the transit from
−∞ to +∞. (This periodic motion is equivalent to hav-
ing a source of particles at −∞ and a sink of particles at
+∞.) A three-dimensional plot of the absolute value of
the complex classical probability is shown in Fig. 4.
To understand why the corresponding quantum en-
ergy is discrete rather than continuous, recall the Bohr-
Sommerfeld concept of quantization. We argue that a
quantum particle is a wave, and if the classical motion
is periodic, the wave must interfere with itself construc-
tively. The condition for constructive interference is∮
dx
√
E − V (x) = (n+ 12)pi, (9)
which is the complex version of the WKB quantization
condition. Thus, complex classical mechanics provides
provides the insight to explain how complex quantum
mechanical systems work.
This paper is organized as follows. Section II explains
and illustrates the nature of complex classical turning
points and poles. Then, Sec. III examines several exam-
ples of Hamiltonians of the form H = p2 + V (x), where
FIG. 4: Three-dimensional plot of the probability (inverse of
the absolute value of x˙) for a contour beginning at x0 =
i
64
in the complex plane. The classical energy is E = 1. The
classical particle executes a rapid loop in the complex plane
but slows down near the origin. Note that the shape of the
peak is the same as that in Fig. 2.
the potential V (x) has poles of order 1, 2, or 3. In Sec. IV
we study some Hamiltonians of the form in (3). Finally,
in Sec. V we make some brief concluding remarks.
II. ELEMENTARY ILLUSTRATIONS OF THE
EFFECTS OF POLES AND TURNING POINTS
In this section we demonstrate the effects of poles and
turning points on complex classical trajectories by using
simple Hamiltonians of the form
H = p2 ± x−n (n = 1, 2, 3). (10)
To our knowledge, complex classical trajectories for such
potentials have not been studied before. (In Ref. [17]
complex elliptic potentials with double poles were con-
sidered, but the emphasis was on deterministic random
walks in a doubly-periodic complex grid and not on the
behavior of trajectories near poles.) For the Hamiltoni-
ans (10) there is one pole of order n at the origin and
n turning points in the complex-x plane. In Figs. 5–7,
we plot complex trajectories for the cases n = 1, 2, and
3. The left (right) panel of each figure corresponds to
the positive (negative) sign in H. In all cases we can
see that turning points attract trajectories and cause the
trajectories to be deflected. However, the poles repel tra-
jectories and tend to screen out the effects of the turning
points. To understand the dynamics, we note that a clas-
sical particle goes slowly in the vicinity of a turning point,
4FIG. 5: Complex classical trajectories for the Hamiltonian
(10) with n = 1. The potential is 1/x (left panel) and −1/x
(right panel). The energy is E = 1. There is one turning point
at x = 1 (left panel) and x = −1 (right panel). Turning points
are designated by filled dots. In both panels the pole at the
origin is indicated by a hollow circle. Left panel: trajectories
begin at 4− i
2
, 4− i, −5 + i
2
, −5 + i
5
, −5− i
5
, −5− i
2
. Right
panel: trajectories begin at −4 + 3i
4
, −4 + i
4
, 4 + 3i
4
, 4 + i
4
,
4− i
4
, 4− 3i
4
. In all cases the turning points attract and deflect
trajectories while the poles repel them.
FIG. 6: Here, the potential is x−2 for the left panel and −x−2
for the right panel. For both panels the energy is E = 1, so
there are two turning points (indicated by filled circles). In
both panels the double pole at the origin is indicated by a
hollow circle. Left panel: trajectories begin at 4 + 3i
4
, 4 + i
2
,
−4 + 3i
4
, −4 + i
2
, 4 + 5i
4
, 5 + i, 4 − i, 4 − 5i
4
. Right panel:
trajectories begin at 4+i, 4+ i
2
, 4+ i
10
, 4− i
10
, 4− i
2
, 4−i. All
trajectories in the right panel are deflected around one of the
two turning points, while in the left panel the pole overpowers
the influence of the turning points on four of the trajectories.
and hence the turning point can have a strong long-range
effect on the trajectory. However, if a pole lies between
the trajectory and the turning point, the turning point
has little or no effect.
III. POTENTIALS WITH TWO SIMPLE POLES
We have examined in greater detail two potentials,
V1(x) and V2(x), each having two simple poles:
V1(x) =
x
x2 + 1
, V2(x) =
ix
x2 + 1
. (11)
FIG. 7: Here, the potential is ±x−3 and the energy is E = 1,
so there are three turning points at x = 1, x = e±2pii/3 in
the left panel and at x = −1 and x = −1e±2pii/3 in the right
panel. A third-order pole lies at the origin in both panels.
Trajectories in the left panel begin at −4+ i
2
, −4+ i
10
, −4− i
10
,
−4− i
2
, 4− i
2
, 4 + i, 4 + 3i
4
, 4− 3i
4
, 4− i. Trajectories in the
right panel begin at −5 + i
2
, −5 + i
5
, 5 + i
10
, 5− i
10
, −5 + i,
−5 + 3i
4
, −5− i 3i
4
, −5− i.
In the two subsections that follow we describe the be-
havior of trajectories in proximity to separatrices and
we study Zeno-type behavior (trajectories that approach
turning points as t→∞).
A. Separatrix and Zeno behavior for V1(x)
If we choose the energy to be E = 12 for the Hamil-
tonian H = p2 + V1(x), there is just one turning point
at x = 1, which is a double turning point; that is, a co-
alescence of two simple turning points as E approaches
1
2 . There are two poles at ±i. Figure 8 illustrates a
bifurcation and a complex Zeno effect. We observe the
following: The solid curves in the figure are separatri-
ces. If a trajectory begins between the upper and lower
solid curves (red and blue in the electronic version), it
approaches the double turning point at x = 1 on the real
axis as t → ∞. However, trajectories that begin above
the upper separatrix or below the lower separatrix are
repelled by the poles at ±i, move off to Rex = ±∞ as
t → ∞, and are never captured by the turning point.
The two separatrix curves that connect the poles to the
turning point distinguish between trajectories that begin
at Rex = +∞ and at Rex = −∞.
We can perform the following asymptotic analysis valid
near the pole at x = i: Let x(t) = 1 + (t). Then the
equation of motion becomes approximately
[′(t)]2 ∼ −2/(t).
When we integrate this equation and assume that  = 0
at t = 0, we get
(t) ∼ 32/32−1/3t2/3eiθ,
where θ = ±pi3 , pi. Thus, near the pole the separatrix
splits into three lines separated by 120◦. (This kind of
5FIG. 8: Complex classical trajectories for the potential V1(x)
in (11). The energy is E = 1
2
, so there is just one turning
point at x = 1 and two poles at x = ±i. Twelve trajecto-
ries (dashed lines) and separatrices (solid lines) are shown. A
separatrix emerges from x = i at 60◦, −60◦, and 180◦. Tra-
jectories start at Rex = −2, and Imx = 0, ± 1
2
, and ± 3
2
.
Trajectories also start at Rex = 5 and Imx = ±3.3, ±2.9,
±2.3, ±1, and 0. Three branches of the separatrix curve are
shown in both the upper-half and the lower-half plane. The
separatrices intersect at 120◦ angles at the poles. The sepa-
ratrices end at the Zeno point (the turning point) x = 1, and
they leave the plot at x = −2± 0.87i and at x = 5± 3.08i.
behavior is reminiscent of the Stokes structure of Airy
functions.) These features are shown in Fig. 8.
To perform an asymptotic study for large t we argue
as follows. Since x′(t) = ∂H/∂p = 2p, we get
1
4
[x′(t)]2 +
x
1 + x2
=
1
2
.
Therefore, ∫
dx
√
1 + x2
x− 1 = t
√
2 + C,
where C is a constant to be determined by the initial
conditions. An exact evaluation of the integral gives√
1 + x2 +
√
2 log
x− 1
x+ 1 +
√
2 + 2x2
+ log
(
x+
√
1 + x2
)
= t
√
2 + C. (12)
To leading order x ∼ t√2 as t → ∞. However, a
higher-order asymptotic approximation is
x ∼ t
√
2− log t+
√
2 log(1 +
√
2)− 3
2
log 2 +K,
where
K =
√
1 + x20 +
√
2 log
x0 − 1
x0 + 1 +
√
2 + 2x20
+ log
(
x0 +
√
1 + x20
)
. (13)
We have performed a numerical calculation of the com-
plex value of x on the separatrix at t = 500 and we have
compared this result with the asymptotic analysis above.
At t = 500 and for x0 = 1.1i we get
xasymptotic = 701.113 + 3.8073i,
while
xnumerical = 701.124 + 3.8018i.
Evidently, the asymptotic analysis is highly accurate.
B. Phase transition behavior for V2(x)
The potential V2(x) in (11) is PT -symmetric. Conse-
quently, the complex trajectories are left-right symmetric
[1]. They start on the real axis or in the complex plane
to the right of the imaginary axis and extend to mirror-
image points to the left of the imaginary axis. We have
studied the complex dynamical system described by the
Hamiltonian H = p2 + V2(x) and we have chosen the
energy of the particle to be E = 1. Two turning points
are located on the imaginary axis at 12
(
1±√5)i and two
poles are located on the imaginary axis ar ±i. In sum-
mary, on the imaginary axis starting from below, there
is a pole at −i, a turning point at −0.618i, a pole at i,
and a turning point at 1.618i. (See Fig. 9.)
We have calculated the transit time numerically from
a point in the right-half plane to its mirror image in
the left-half plane. There is a discontinuous (first-order)
transition in this transit time. Below the separatrix
curves the time is shorter than above. This discrete jump
is due to the particle going just below or just above the
poles at ±i. The time differences of paths near the upper
separatrix are illustrated in Fig. 10.
To understand the discontinuous curve in Fig. 10, note
that below the pole at i the particle smoothly travels from
an initial point on the positive real axis to its mirror point
on the negative real axis. (The trajectory does not stop
there.) The trajectory curves downward in response to
the lower turning point. The high point of the trajectory
passes just below the pole at i (and is horizontal there)
but the trajectory is unaffected by the turning point.
Rather, its gentle curvature is due to the more distant
lower turning point at −0.618i. The pole at i screens
the turning effect of the upper turning point. However,
above the separatrix the trajectory passes just above and
is strongly attracted by the upper turning point. So,
the trajectory veers steeply upward, makes a sharp U-
turn around the turning point, and goes downwards in a
mirror-symmetric fashion.
6FIG. 9: Complex trajectories (dashed lines) of a classical par-
ticle of energy E = 1 in the potential V2(x). Four paths start
at 5+ 2i
3
and 5+ i
10
just above, and at 5− i
8
and 5− i
3
just below
the upper separatrix (solid line), which starts on the real axis
at 4.735± 0.005. Four more paths begin at 5− 9i
10
, 5− 8
5i
just
above, and 5− 19i
10
and 5− 5i
2
just below the lower separatrix
(solid line), which starts at 5− 1.785± 0.005i. The poles are
at ±i and the turning points are at 1
2
(
1±√5)i. Trajectories
below the lower separatrix are hardly affected by the turning
points. Trajectories between the separatrices feel the effect
of the lower but not the upper turning point. Trajectories
above the upper separatrix only feel the effect of the upper
turning point. Thus, trajectories just above a separatrix have
a longer travel time than those just below a separatrix.
At the separatrix bifurcation the trajectory goes ex-
actly up the imaginary axis from i to 12
(
1 +
√
5
)
i = iφ =
1.618i and back down to i. Using Hamilton’s equation
x˙(t) = ∂H∂p = 2p, we find that the time T to do this is
T = 2
∫ iφ
x=i
dt = 2
∫ iφ
x=i
dx
x˙(t)
=
∫ iφ
x=i
dx√
1− ix/(x2 + 1)
= 2
∫ φ
s=1
ds
√
s2 − 1
1 + s− s2
= 1.05659994. (14)
While Fig. 10 plots the transit time for a trajectory be-
ginning and ending on the real axis, Fig. 11 extends these
numerical results into the complex plane. In the positive
quadrant each complex pixel x satisfying 0 ≤ Rex ≤ 5
and 0 ≤ Imx ≤ 5 is studied. The transit time is calcu-
lated and a color is assigned to indicate the transit time.
The phase transition appears as the boundary curve slop-
ing downward to the right.
FIG. 10: Transit time for a particle of energy E = 1 to go
from an initial point x0 on the positive-x axis to its mirror-
image point −x0 on the negative-x axis. The solid line (red
in electronic version) shows the transit time for a free particle
of energy E = 1 to travel in the potential V (x) = 0. The
dotted line (black in electronic version) is the transit time in
the potential V2(x). The discontinuity is due to the parti-
cle going either below or above the pole at i. In the latter
case the particle is pulled up and around the turning point at
1.618i. In the former case the pole screens the trajectory of
the particle from the effect of the turning point.
FIG. 11: Contour plot generalizing Fig. 10 from the real axis
into the complex plane.
7IV. TRAJECTORIES FOR H = p3 + V1(x)
Complex trajectories for Hamiltonians having higher
powers of p have a rich and elaborate structure. Some
previous studies were done in Ref. [11] but these studies
focused on pairs of isospectral trajectories having identi-
cal periods. The current paper presents two results con-
cerning Zeno behavior and bifurcation for the system de-
scribed by the Hamiltonian H = p3 + V1(x).
Recall from Sec. I that the phase space for such a p3
Hamiltonian is very different from that of a p2 Hamilto-
nian. The latter case is symmetric under classical time
reversal t → −t and any point on a classical particle
trajectory in the complex-x plane is associated with two
values of x˙ pointing in opposing directions. One value
corresponds to the forward time direction and the other
to the backward time direction. However, in a p3 model
each point on a complex trajectory is associated with
three velocities oriented at 120◦ to each other, and the
correspondence with forward time evolution and back-
ward time evolution is lost.
Figure 12 displays 18 trajectories (dashed lines) for a
complex classical particle of energy E = 12 governed by
the Hamiltonian H = p3 + V1(x). There are two poles
on the imaginary-x axis at x = ±i. A double turning
point is situated at x = 1. Note that the structure of
the trajectories is reminiscent of those shown in Fig. 8.
The separatrix paths (solid lines) are now bent around to
create what appears to be an enclosed area in the lower-
half plane between the turning point and the lower pole.
The turning point rotates classical particle trajectories
in a manner that is more extreme than in a p2 theory.
Figure 13 displays the trajectories for the same Hamil-
tonian that was used to generate Fig. 12, but now E = 13 .
The trajectories in Fig. 13 are topologically complicated,
so we have separated them into five components as shown
in the five panels of Fig. 14. Figure 15 shows trajecto-
ries arising from different choices of initial velocities than
those used in Fig. 13.
V. CONCLUDING REMARKS
We have examined Hamiltonians whose potentials have
poles and zeros. We have seen that turning points attract
trajectories while poles repel trajectories. We have also
seen that trajectories in the complex-x plane can be ex-
tremely complicated for Hamiltonians in which the power
of p is greater than 2, as shown in Figs. 13–15.
Things become even more interesting if the potential
has an essential singularity, and such potentials should
be examined in future studies. For example, consider the
potential V (x) = e1/x, which has an essential singularity
at the origin, and take the Hamiltonian H = p2 + V (x)
and energy E = e. There is a turning point at x = 1
but there is also an infinite sequence of turning points
at xn = rne
iθn , where rn and θn satisfy the equations
θn = arctan(2npi) and rn = cos(θn). Thus, as n → ±∞
FIG. 12: Classical trajectories (dashed lines) for the Hamil-
tonian H = p3 + V1(x) for particles of energy E =
1
2
. The
behavior of trajectories near the pole at x = i is emphasized.
There are three branches of the separatrix curve (solid lines),
which are separated by 120◦.
there is an infinite sequence of turning points symmet-
rically placed above and below the origin with a limit
point at the origin near ±pi2 . For n = 1 the turning point
x1 lies at r1 = 0.157177 and θ1 = 1.412965 (an angle of
80.9569◦). Figure 16 displays some complex classical tra-
jectories for this potential. This figure shows that the es-
sential singularity is attractive for trajectories approach-
ing the essential singularity from the right and is repul-
sive for trajectories approaching from the left. Trajecto-
ries making U-turns around the turning point at x = 1
are shown. Trajectories around the turning points x±1
are also shown, but not shown is the infinite sequence of
U-turns lying between these trajectories and approaching
the negative-real axis!
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9FIG. 14: Same as Fig. 13 but trajectories (dashed lines) are
decomposed into regions between separatrices (solid lines).
First panel on top row: All trajectories originate in the north
and travel downward. The poles completely screen the tra-
jectories from the turning points on the real-x axis. Middle
panel on top row: All trajectories originate in the north and
travel downward while under the control of the right turning
point. Each trajectory turns through an angle of 240◦ onto a
different sheet of the Riemann surface from that on which it
entered the plot, and leaves the plot toward the east. Right
panel on top row: A single trajectory shown between the two
separatrix paths. The trajectory is turned by the right turn-
ing point but does not encircle it. Instead it comes under
the control of the left turning point but does not encircle it
either as it is repelled by the pole on the negative imaginary
axis. Lower left panel: A trajectory starts in the northeast
of the plot and goes in a downward direction. It is turned
by the right turning point but is not close enough to encircle
the turning point. It is then deflected by the pole at x = −i
and comes under the control of the left turning point, which
it encircles. The trajectory then emerges from the left turn-
ing point on a different sheet of the Riemann surface and is
instantly controlled by the right turning point, which it also
encircles. The trajectory emerges from the right turning point
on yet another Riemann sheet and exits the plot in an east-
ward direction. Bottom right panel: Two trajectories start on
the right, are partially controlled by both turning points but
are deflected by the pole before being captured, and instead
exit the plot to the southwest.
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FIG. 15: As in Figs 13 and 14 but for a different set of initial
conditions for the separatrix curves (solid lines). The tra-
jectories have been chosen to be consistent with the initial
directions of the separatrix curves.
FIG. 16: Complex classical trajectories for the Hamiltonian
H = p2 + V (x), where V (x) = e1/x and E = e. There is a
turning point at x = 1. Note that the essential singularity at
x = 0 is both attractive and repulsive depending on whether
the particle approaches the origin from right-half or the left-
half plane. There is one turning point at x = 1 and an infinite
sequence of complex turning points xn approaching the origin
at arg xn → ±pi2 as |n| → ∞.
