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Abst rac t - - In  this paper, the numerical solutions of the problems of heat equation in two di- 
mensions on unbounded omains are considered. For a given problem, we introduce an artificial 
boundary F to finite the computational domain. On the artificial boundary F, we propose an exact 
boundary condition to reduce the given problem to an initial-boundary problem of heat equation 
on the finite computational domain, which is equivalent to the original problem. Furthermore, a
series of approximating artificial boundary conditions is given. Then the finite difference method and 
finite element method are used to solve the reduced problem on the finite computational domain. 
Finally, the numerical examples how the feasibility and effectiveness of the method given in this 
paper. © 2002 Elsevier Science Ltd. All rights reserved. 
Keywords - - t teat  equation, Artificial boundary, Exact artificial boundary conditions. 
1. INTRODUCTION 
The focus of this paper is heat problems on unbounded omains in two space dimensions. These 
kinds of problems come from heat transfer, fluid dynamics, finance, or other areas of applied 
mathematics. The integral equation method is one of the approaches to get the numerical solu- 
tions of these problems. Greengard and Lin [1] developed a new algorithm for solving the heat 
problems on unbounded omains several years ago. This algorithm is based on the evolution of 
the continuous pectrum of the solution. The new algorithm highly reduced the cost of evaluating 
heat potentials. We think that the appearance of this new algorithm will promote the spread of 
the integral equation method for solving the heat problems on unbounded omain. We also refer 
the reader to the work of Strain [2], which related to the fast Gauss transform. On the other 
hand, the finite element method or finite difference method can be used to get the numerical 
solutions of these problems. In this case, we need to introduce an artificial boundary to finite the 
computational domain. On the artificial boundary, the appropriate artificial boundary condition 
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is needed. Then the original problem is reduced to an initial-boundary problem of the heat equa- 
tion on the finite computational domain. For the elliptic problems on unbounded omain, the 
methods of constructing the artificial boundary condition on a given artificial boundary have often 
been studied by many authors [3-7], but for the parabolic problems on unbounded omain there 
are very few results on the artificial boundary condition. Givoli [8] studied the heat problems 
on unbounded omains, in which the author tries to get the DtN artificial boundary condition 
on the given artificial boundary and the numerical example was given only in the steady state 
case. Han and Huang [9] gave the exact artificial boundary conditions for the heat problems on 
unbounded omains in the one-dimensional case. 
In this paper, we considered the problems of heat equations on unbounded omains in two 
space dimensions. We derived the exact artificial boundary condition on the given artificial 
boundary F. Namely, the relationship between (u, o~ ou ~'T]r is given, can ~7/)lr and We choose the 
first few items of the series of the artificial boundary condition, and therefore, we get a series 
of approximate problems of the original problem. Finally, three numerical examples how the 
feasibility and effectiveness of the given method. 
2. THE ART IF IC IAL  BOUNDARY CONDIT ION 
Let D C R 2 denote a bounded omain, namely D c B(O, a) = {z • R 2 I HxH < a}. Suppose 
D c = R 2 \ / ) ,  ~T = D c x (0, T], F0 = OD x (0, T]. 
Consider the following initial-boundary value problem: 
0u /Nu f(x,t), (x,t) e ~T, (2.1) 
0t 
uir o = g(x, t), (x, t) • F0, (2.2) 
ult=0 = Uo(X), x • D c, (2.3) 
u is bounded, when Itxll --* +~,  (2.4) 
where f(x,t),  g(x,t), and uo(x) are given smooth functions and f(x,t),  Uo(X) vanish outside a 
disc with the radius a, namely, 
f (x ,O  = o, uo(x) = o, for Ilxll ~ a. (2.5) 
We introduce an artificial boundary F = {(x, t) [ [Ix H = b, 0 < t _< T} with b > a. F divides the 
domain f i t  into two parts, 
~2 T = {(x , t )  I x  6 D e and [Ix[[ < b, 0 < t _< T} ,  
~T = {(x,t) I Ilxll > b, 0 < t ~ T}. 
If we can seek a boundary condition on F, we can reduce problem (2.1)-(2.4) to the bounded com- 
putational domain ~T. We consider the restriction of the solution u(x, t) of problem (2.1)-(2.4) 
on the unbounded omain ~T in the polar coordinate u(r, O, t) satisfies 
au 02u 1 ~ 1 ~2~ 
~" = ~ + 7 ~ + ,'~ Oe - - '~'  (r, e, t) e ~[ ,  (2.6) 
ulr = u(b, O, t), (2.7) 
u]t=o = O, (2.8) 
u is bounded, when r ~ +cx). (2.9) 
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Since u(b, O, t) is an unknown function, problem (2.6)-(2.9) is an incompletely posed problem. 
It cannot be solved independently. If the function u(b, O, t) is given, we try to find the solution 
u(r, O, t) of problem (2.6)-(2.9). Let 
oo 
u(b, O, t) = ao(t) + E (an(t) cos nO + bn(t) sin nO), (2.10) 
n=l  
1 ~0 2~ ao(t) = ~r u(b,O,t)dO, (2.11) 
an(t) 1 fo 2~ = - u(b, O, t) cos nO dO, 
7r 
n -- 1, 2 , . . . ,  (2.12) 
bn(t) I fo ~ = - u(b, O, t) sin nO dO, ?r 
and 
oo 
u(r, O, t) = uo(r, t) 4- E{un( r ,  t) cos nO -b Vn(r, t) sin nO}. (2.13) 
n=l  
Substituting (2.13) into (2.6), we obtain 
OUo 02uo 10Uo 
Ot Or 2 r Or 
~-~ { [ O_~n 02un l Oun n 2 ] 
- -  + Or 2 r 0---~- + -~un cosnO 
[0~ nO2vn lOvn 
-b Or 2 r Or - - -b~VnJs innO}=O.  
Hence, we have the following. 
(i) uo(r,t) satisfies 
OUo 02Uo 10uo -- _ _  -b 
Ot Or 2 r Or' 
UOIr=b = ao(t), 
uolt=o = O, 
uo is bounded, 
r>b,  0<t<T,  
when r --* +o0. 
(2.13) 
(2.15) 
(2.16) 
(2.17) 
(ii) un(r, t) satisfies 
Oun 02u~ 10un 
& =--~-r2 +r  Or 
Un]r=b = an(t), 
Un]t=O = O, 
Un is bounded, 
(iii) vn (r, t) satisfies 
n 2 
r2 Un, r > b, 
when r --~ -boo. 
O<t<T,  (2.18) 
(2.19) 
(2.20) 
(2.21) 
Ovn 02vn 10vn 
0t ='-~-r2 -b r  Or 
vnlr=b = bn(t), 
vnlt=o = 0, 
Vn is bounded, 
n 2 
r2 Vn, r>b,  0<t_<T,  
when r --* -boo. 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
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If we obtained the uo(r, t), un(r, t), and vn(r, t), then the function u(r, 8, t) given by (2.13) is the 
solution of (2.6)-(2.9). 
In [10], the solution of problem (2.14)-(2.17) is given by 
f t  da0(A)..., . 
~0(r,t) = J0 -TT -~ '~ - ~) a~, (2.26) 
with 
2_ f~ _~2~ Jo(t~r)Yo(t~b) - Yo(~r)Jo(tzb) d__~ 
G(r, t) = 1 + 7r Jo ~ j2 (#b) -+ Yo 2 (#b) # 
and 
Ouo r t 1 f t  dao(A) Ho(t_ A) 
( ' ) r=b= ~ o  d~ v't -  
dA, (2.2r) 
with 
4v~ ~0 °° e -"h 
Ho(t) = -~ # {J~(b#) + Y02(b#)} d#. (2.28) 
Then we will consider the initial-boundary value problem (2.18)-(2.21). First we consider the 
following simple problem: 
OGn 02Gn 10G,~ n 2 
0t =" -~- r  2 +r  Or -~Gn, r>b,  0<t<T,_  (2.29) 
G,d~=b = 1, (2.30) 
Gnlt=o = O, (2.31) 
Gn is bounded, when r ~ +co. (2.32) 
Let 
Gn(r, t) = e-U~tw(r). (2.33) 
Substituting (2.33) into (2.29), we obtain that w(r) satisfies 
02w XOw ( n 2) 
Or--T +r~ + #2_~ w=0. (2.34) 
This is the Bessel equation oforder n; there are two independent solutions Jn(#r) and Yn(#r). 
Hence, 
e_Uh Jn(ttr)Yn(#b) - Y.(#r)J.(#b) 
J~(#b) + Y~(#b) 
is a solution of equation (2.29) for any # > 0. Let 
2 e_. ,  ~ &(ur)g.(Ub) - Y.(ur)Y.(ub) d~ (2.35) 
a,  (r, t) = -~ J~(#b) + Y~(ttb) tt " 
G.(r,t) is a solution of equation (2.29) and 
G,(r, t) lr=b = 0, 
lira G.(r,t) = 2 foo Jn(l~r)Yn(#b) - Yn(#r)Jn(#b) dtt G.(r,t) lt=o t--*+o Ir Jo J2n(#b) + Yn2(l ~b) # 
The last equality is given in [11, p. 679]. Let 
G,(r,t) = + G.(r,t); (2.36) 
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then Gn(r, t) is the solution of problem (2.29)-(2.32). By Duhamel's theorem in [10, p. 30], we 
obtain 
fo 
t 0 
un(r,t) = an(A) -~Gn(r , t -  A)dA 
=-fotan(A)ff---fGn(r,t - A) dA 
,X=t fOO t dan(A) = -an(A)Gn(r,t - A)b,= o + dA 
fo t dan(A) an(T,  t - A) dA, dA 
- -Gn( r ,  t - A) dA 
where un(r, t) is the solution of problem (2.18)-(2.21). Furthermore, we have 
Oun(r,or t) r=b = fOt dan(A)dA OGn(r,ort - A) dA r=b" (2.3r) 
On the other hand, 
OGn(r, t) r=b n 2 foo ~-" 2t J~(#b)Yn(#b) - Y,~(#b)Jn(#b) d# 
Or = --b + 7r Jo ~ J~(#b) + Yn2(#b) # ' 
e-t~2t 
(by the Wronstdan relation) = n 4 foo  d/z 
b 7r2byo J2n(#b) +Y2(# b) #" 
Let 
v/-fi~ 3 Jo J2n(#b) + Yn2(# b) d__~p; 
then 
OGn(r,t) r=b = n Hn(t) 
Or b bv/~ " 
(2.38) 
Combining (2.37) and (2.38), we have 
f b 1 [ t  dan(A)Hn(t -A)dA OUn t dan(A) dA - 
oT ~=b =- .v  dA ~.v  dA tvT:- A 
1 r Ho(t- A) 
- ~u~=b b~]o  OA 7;--~ dA. 
(2.39) 
Similarly, we obtain 
Ovn b Vn r=b 1 foot OVn(b,A) Hn( t -  A) 
Or  r=b = bv/-~ OA -~- -~ dA, (2.40) 
where vn(r, t) is the solution of problem (2.22)-(2.25) 
fo ~ an(~, t - A) 
dbn(A) 
vn(r, t) = dA dA. (2.41) 
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By equality (2.131 with 
I f02~ uo(r,t) = ~ u(r,C,t)d¢, 
un(r,t) 1 fo 2~r = - u(r,¢,t)cosnCd¢, 7r 
n = 1,2,.. . ,  (2.42) 
vn(r,t) 1 fo 2~ = - u(r, ¢, t) sin n¢ de, 
7~ 
~rr r=b Ou° "~r r=b+~-~( Ou'~ OVn sin nO) = n=l Or r=b cOs?zOq- Or r=b 
oo 
- Z vn Ir=b sin nO) (2.43/ = b(Unl,.=b cosnO + 
r t= l  
b,~ L ~ cos~0+ o---w-sin~° ~ eh. 
Finally, we obtain the exact boundary condition on the artificial boundary I-': 
~r ( r  ,0u  O,t) r=b 1 Jo Jot 2= 2b~3 [ [ Ou(b,¢,h) Ho(t- h) = -~ de -~-~ dh 
1 t~fo2~ _g~3 f ° Ou(b,¢,h) cosn(¢_O)dc H:/( :5:  ) dh 
n=l o Oh 
(2.44) 
n u(b,¢,t) cosn(¢ - 0) de 
bTrn= 1 o 
Furthermore, we take the first few terms of the above summation; we obtain a series of approxi- 
mating artificial boundary conditions on F: 
ou t) 1 [ / f  h) dh ~(r,o, ~--b= ~. . . .  oh ~t-h 
1 for gnZ_lfO2"Ou(b'¢'h) Oh v~-X  dh 
(2.45) 
br n u(b, ¢, t) cos n(¢ - 0) de 
( Ou (b,.,.))(O,t), for N = 0,1,2, - ICN u(b,', "), --~ .... 
By the boundary conditions (2.45), the original problem (2.11-(2.41 is reduced to the following 
approximation problem: 
Ou 02u 1 cOu 1 02u 
-~ ---- --Or 2 + -r --~ + -~-~ + f(r, O, t), (r, O, t) E ~2 T, (2.46) 
ulro = g(o, t), (2.4~) 
°~ = b ( 0H(b,.,.)), (2.4S) = ~N ~(b , . , . ) ,~  
ult=o = uo(x). (2.49) 
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3. NUMERICAL  EXAMPLES 
In order to demonstrate the effectiveness of the artificial boundary conditions given in this 
paper, three numerical examples are discussed. We use two kinds of numerical methods to solve 
these examples: FDM (finite difference method) and FEM (finite element method). 
EXAMPLE 1. Let us consider an initial-boundary problem on the domain out of a disc: 
Ou 02u 10u  1 02u 
-~=O~-r  2+- r~r+- - r2  002 , (r, 0,t) 612 T={r>a,Oe[O,2~r] , te[O,T]} ,  (3.1) 
~1,-=~, = g(o, t), (3.2) 
u[,= o = O, (3.3) 
u is bounded, when r ~ +0% (3.4) 
where a = 2, T = 1, g(O, t) = ( l / t )exp( -a2/4t ) .  The exact solution of problem (3.1)-(3.4) is 
u(r,O,t) = ~-exp -~-~- . (3.5) 
After we introduce the artificial boundary Fb to bound the domain ~2 T = {(r, 0, t) I a < r < b, 
0 < t < T}, we need only to solve problem (2.46)-(2.49) with f (x , t )  = 0 and uo(x) --- O. 
First, we use the Crank-Nicholson difference scheme to solve problem (3.1)-(3.4). We divided 
the interval [0, T] into K equal parts: 
0=to  <t l  < " "  <tK =T.  (3.6) 
Here we let b = 3. Then we divided the interval [a, b] of r-axis and the interval of [0, 27r] into I 
and J equal parts, respectively, 
a = ro  < r l  < . . .  < rx  = b, 0 --~ 00 < 01 < . . -  < Oj --~ 271". (3.7) 
Let I = J /6,  r = T /K ,  h = (b - a) / I ,  and 6 = 2r / J .  In this example, we let N = 0 and r = h. 
Now we have the following formulae by Crank-Nicholson scheme: 
u k-1 u k _ u k uk-1 _ Uk-1 -- Uk -1  -- 2uk71 + i - l , j  i-1-1,j i - l , j  "~- i-Fl,j i - l , j  IZik+l,j 2Uk, j Jr" Uk-l,j -{- i+l,j ' ,3 
2h 2 4hri 
uk-1 _2U.k-1 k-1 U.k._uk-1 k -- 2ukj -]- uk j -1  -]- i,j+l ',3 -~- Ui,J -1  ',3 z,3 : O, _1_ Ui,J q-1 
2r262 r 
1<i<I ,  l<_ j< J ,  l<k<K,  
ui°j=O, 0<i<I+1,  l< j< J ,  
u~j = g(Oj,tk), 1 <_ j <_ J, 1 < k < K, 
u k ( Ou ) 
Ukl+lJ --2h l - l J  ---- ]C° u(ri,.,.),--~(ri,.,.) (Oj,tk), l< j< J , _  _ l<k<g.  
Due to the operator ]CN, at each time step we need to compute these integrals 
/ot~ f 2~r Ou(b, ¢, A) 
ao OA 
g. ( tk  - -  ~) 
cosn(¢ -O j )d¢  ~ dA, 
/o 27r u(b, ¢, tk ) cos n(¢ -- Oj ) de, 
n=O, . . . ,N ;  
n= 1 , . . . ,N .  
(3.s) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
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It is easy to calculate the integrals in (3.13), 
fo 2~r J - l  rO'+l [ (Ul,s+l -UI,s)(dp-Os).] cosn(¢_Oj)d(b Z=oJo. '+,,. + 
J 
1 k = -~ EUI , s  [2 COS(Os -- Off) -- Cos(Os-F1 -- Oj) -- COS (Os-1 -- Off)]. 
We can approximate the integrals in (3.12) as follows: 
Jo OA 
k--1 tl+, [8.+1 U "U't[,SjC I,s+l--I,'g"l I,. O. 
l s=O JOs T 
Hn(tk - A) dA -cosn(~- 0~) d¢ 
H.(t~ - A) -- ~- E E , k-l J-l ful+l -- ltlI,s) [2COS(Os --OJ) --COS(Os+l --Oj) --eos(Os-l --O')] ftil+' d+~. 
- -  7" /=0  s=O 
(3.14) 
Furthermore, we know that 
Ho(t) 1 
v/t ~ logt' as t ~ c¢, (3.15) 
Hn(t) 1 
vq ~t~'  as t~oo,  n>l .  (3.16) 
Therefore, we can approximate the integrals in (3.12) by 
)4 [2COS (0 s -- 0j)  -- COS (0,.q+l -- 0j)  -- COS (0s--1 -- 03)1 / t~'+l  H~.~)  d~, 
Jr/ 
(3.1T) 
when tk is very large. We can make some tables for functions Hn(t)/v/t (n = O, 1, . . . ,  N) 
first. Thus,  it is easy to get the integrals in (3.17) by numerical  integration. Certainly, it is a 
disadvantage of our method in this paper that  the integral kernels do not  decay fast. In  our 
following paper, we will give another method to overcome this disadvantage. 
For d i f ferent / ,  we have the results in the second column of Table 1. 
~b le  1. The results of Example 1. 
I lu - ~n lh ,n  
H~{ll,f] 
I FDM FEM 
2 4.1585e-1 4.0883e-I 
4 2.0973e-I 2.1113e-1 
8 1.0344e-1 1.0328e-1 
16 4.1552e-2 4.1534e-2 
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Furthermore, we use the finite element method to solve the approximation problem (2.46)- 
(2.49). To do so, we should give the variational form of problem (2.46)-(2.49): 
d (u,v)nr+a(u,v)=O ' VvEV, (3.18) Find u • U, such that ~-~ 
where 
~T={(r ,e , t ) [a<r<b,  0<8<21r ,  0<t<T},  
= [ [  uvdrdS, (u' v)~T J J~zT 
a(u,v) = /~ { Ou Ov l Ou 
T Or Or r -~V+ 
10uOv _ 2x { ]CN (U, O~ )
r20208} dr ~o V}r=bdS' 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
~0 
21r 
C (c~, a')  = - /CN (@(¢, 8)c~, @(¢, 8)a') dS, 
(I)(¢, 8) -- ( Nl (b, ¢) .... , Nz(b, ¢))T. ( Nl (b, 8),..., Nz(b, 8)). 
and 
v = {v(r,O) • H I (~T) Iv(a, o) = 0, ,(r,0) = ,(r, 2")}, 
U= lw(r,O,t)[ for fixed t• [0,T], w(-,.,t), ~_~w(.,.,t)•H I(~T), and 
w(r, 8,0) = O, w(r,O,t) = w(r, 21r, t), w(a,O,t) = g(e,t)}. (3.23) 
If we give a partition Ta of [a, b] x [0, 2~r] such as (3.7), we can construct the finite dimension 
subspace Vh of V by using piecewise bilinear functions 
Vh ---- {ph(r,e) • C°([a,b] x [0,2~r]) J Phl[r,_,,r,]x[O,_,,•] • P,l(r, 8), 1 < i < I, 1 g j < g} , 
where Pll (r, 8) is the space of bilinear functions with Ph (r, O) = Ph (r, 2r). Let {N1 (r, 8), N2 (r, 8), 
..., Nz(r, 8)} be a basis of space Vh with 2" = dim(Vh), and 
v ° = {,h(r, 8) • vh I ,h(a, 8) = 0}, 
Uh = wh(r,O,t) • U ] wh = ~_c~(t)N(r,O) and c~ • N([0,TI) . 
i= l  
Then we get the following approximation problem of (3.18): 
d 
Find Uh • Uh, such that ~ (Uh, Vh)aT + a(Uh, Vh) = O, V vh • V °. (3.24) 
Letting a(t) = (al(t),..., az(t)) T, we can rewrite problem (3.24) as the following initial value 
problem of ordinary differential equations: 
Aa'  + Ba  + C (a, a') = O, 
a(0) = 0, (3.25) 
where A = (aq)zxz and B = (b~j)zxz are two constant matrices with 
a,~ = f for r N~(r, 8)Nj (r, 8) dr dS, 
b , j= /~ ~rON~(r, 8) ONJ(r, 8)+lON'  ONj r ,8~ 
rE Or W r W (r, e) --0-~-( )~drde, 
664 
0.025 
H. SAN AND Z. HUANG 
"------'--T'-- r 
0.02 
~0.015 
O 
g. 
o 
. o  
---~ 0.01 
0.005 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 I 
t 
Figure 1. By FDM. 
There is the similar problem as in FDM. We need to truncate those integrals in C(c~, (~') when t 
is very large. After we use a finite difference method to solve problem (3.25), then we can 
get the results shown in the third column of Table 1. In Figure 1, we give the error function 
lu(b, 8,t) - uh(b, 8, t)l for t 6 [0, T] and 8 = 0. 
EXAMPLE 2. Consider the same equations in Example 1, but now we give another boundary 
condition: g(8, t) = ( l / t )exp( -a2 /4t )  + GI(b, t)cos 8 where Gl(r, t) is given in (2.36). Now the 
exact solution of problem (3.1)-(3.4) is 
(r2) 1 -5  u(r, 8, t) = -~ exp + Gl (r, t) cosS. (3.26) 
After we introduce an artificial boundary Fb = {(x,t) ] x = b, t 6 [0,T]} and let b = 3, we use 
a similar procedure to that in Example 1 for different choices of N - - the  order of the artifici&l 
boundary condition in (2.45)--then we can get the results hown in Table 2. In Figure 2, we give 
the error function lu(b, 8, t) - uh(b, 8, t)l for t 6 [0, T] and 8 = 0. 
Table 2. The results of Example 2. 
llu - uh lh ,~ 
Ilulll,n 
FDM FEM 
I N----0 N=I  N=0 N=I  
2 3.9610e-1 3.9512e-1 4.0725e-1 3.7474e-1 
4 3.4304e-1 2.2206e-1 2.4875e-1 2.1911e-1 
8 3.0578e- 1 1.1544e-1 1.7837e-1 1.1429e-1 
16 2.9220e-1 6.5095e-2 1.6107e-1 6.4684e-2 
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Figure 2. By FDM. 
EXAMPLE 3. Consider the same equations in Example 1, but now we give another boundary 
condition 
1 ( (acosS-xo)2+(asinS-yo) 2) 
g(8, t) = ~ exp 4t ' with (x0, Y0) = (0.5, 0.5). 
Now the exact solution of problem (3.1)-(3.4) is 
1 ( (rcos~-xo)2+(rsinO-yo) 2
u(r, ~, t) = ~ exp 4t " (3.27) 
We also introduce an artificial boundary Fb = {(x,t) [ x = b, t E [0,T]} and let b = 3; we use 
a similar procedure to that in Example 1 for different choices of N - - the  order of the artificial 
boundary condition in (2.45). Then we can get the results shown in Table 3. In Figure 3, we give 
the error function [u(b, 8, t) - uh(b, ~, t)l for t E [0, T] and ~ = 0. 
Table 3. The results of Example 3. 
Ilu - uhlh,n 
FDM FEM 
I N=0 N=I  N=2 N=0 N=I  N----2 
2 4.9818e--1 4.7656e-1 4.7509e-1 5.1129e-1 4.8706e-1 4.8549e-1 
4 3.9483e- 1 3.6034e- 1 3.5612e- 1 3.9678e- 1 3.6089e- 1 3.5654e - 1 
8 2.6815e-1 2.0596e-1 1.9747e-1 2.6935e-1 2.0663e-1 1.9810e-1 
16 2.0418e-1 1.0468e-1 8.5249e-2 2.0447e-1 1.0475e-1 8.5308e-2 
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4. CONCLUSION 
Here we provide a kind of exact artificial boundary condition for the numerical solution of heat 
prob lems on an  unbounded domain  in two space dimensions.  Af ter  we in t roduce  an  art i f icial  
boundary ,  we get a in i t ia l -boundary  prob lem on a f inite domain  enclosed by the  art i f icial  boundary  
which is equivalent  o the  or iginal  problem. In addi t ion,  we get the  exact  artif icial boundary  
cond i t ion  and  a series of approx imat ion  artif icial boundary  condit ions.  F rom the  numer ica l  
examples,  we find that  we can get good numer ica l  solut ions us ing our  exact  art i f ic ial  boundary  
condi t ions  whenever  we use FEM or FDM.  
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