Abstract: Decision tree, as one of the most widely used methods in data mining, has been used in many realistic applications. Incremental decision tree handles streaming data scenario that is applicable for big data analysis. However, imperfect data are unavoidable in real-world applications. Studying the state-of-art incremental decision tree induction using Hoeffding bound, we investigated the influence of imperfect data on decision tree model. Additionally, we found the imperfect data worsen the performance of decision tree learning, resulting in worse accuracy and more consumed resource. This paper would be good reference for the future research. When thinking of a new generation of incremental decision tree, we should try to overcome the negative effects of imperfect data.
Introduction
Decision tree, as one of the most widely used methods in data mining, has been used in many realistic applications. It is a nonlinear supervised learning model that classifies data into different categories to make good predictions regarding unseen data. The decision model breaks the results into if-then-else rules, which are shown in a treelike graph. The high degree of comprehension offered by tree-like models makes it easy for both humans and machines to understand the discovered knowledge.
The classic decision tree learning, like CART, ID3, C4.5 CHAID, MARS, etc., creates a model that predicts the value of a target variable based on several input variables. Assume that all of the features have finite discrete domains, and there is a single target feature called the classification. Each element of the domain of the classification is called a class. A decision model is a tree structure in which each internal (non-leaf) node is labelled with an input feature. The arcs coming from a node labelled with a feature are labelled with each of the possible values of the feature. Each leaf of the tree is labelled with a class or a probability distribution over the classes. Such learning procedure requires computing the full training dataset and establishing decision tree model by greedy search, which calculates all possible values of internal nodes and leaves of the tree.
However, greedy search may cause a problem that the tree model will fit-well the training samples and tree size becomes very large, so call over-fitting problem. Pruning method is necessary to reduce the size of over-complex trees by removing sections of the tree that provide little power to classify instances. In the era of big data, data mining methods have to evolve to adaptive to big volume, high-velocity and complex variety data characteristics. It is inapplicable for building decision tree model by greedy search. In this paper, we review the relevant literatures of incremental decision trees. Besides, we introduce some related work that illustrates the existing problems of imperfect data streams.
In this paper, we study the state-of-art incremental decision tree inductions using Hoeffding bound (HB), and investigate the influence of imperfect data on decision tree model. Additionally we find the imperfect data worsen the performance of decision tree learning, resulting in worse accuracy and more consumed resource. This paper is organised as follow: Section 2 reviews the state-of-art incremental model of decision tree learning; Section 3 investigates the relationship between accuracy, model size and learning speed; Section 4 uses some experiment to show the effects of imperfect data on incremental decision tree; and Section 5 makes a conclusion finally.
Incremental decision tree learning

Decision tree using HB
A decision-tree classification problem is defined as follows: N is the number of examples in a dataset with a form (X, y), where X is a vector of I attributes and y is a discrete class label. I is the number of attributes in X. k is the index of class label. Suppose a class label with the k th discrete value is y k . Attribute X i is the i th attribute in X, and is assigned a value of x i1 , x i2 , …, x iJ , where 1 ≤ i ≤ I and J is the number of different values of X i . The classification goal is to produce a decision tree model from N examples, which predicts the classes of y in future examples with high accuracy. In stream mining, the example size is very large or unlimited that N → ∞.
VFDT (Domingos and Hulten, 2000) constructs an incremental decision tree by using constant memory and constant time-per-sample. It is a pioneering predictive technique that utilises the HB. The tree is built by recursively replacing leaves with decision nodes. Sufficient statistics n ijk , which is the counts of attribute X i with a value of x ij belonging to a class value y k , are stored in each leaf. A heuristic evaluation function H(.) is used to determine split attributes for converting leaves to nodes. Nodes contain the split attributes and leaves contain only the class labels. The leaf represents a class according to the sample label. When a sample enters, it traverses the tree from the root to a leaf, evaluating the relevant attributes at every node. Once the sample reaches a leaf, the sufficient statistics are updated. At this time, the system evaluates each possible condition based on the attribute values; if the statistics are sufficient to support one test over the others, then a leaf is converted to a decision node. The decision node contains the number of possible values for the chosen attribute according to the installed split test. The main elements of VFDT include, first, a tree initialising process that initially contains only a single leaf, and second, a tree-growing process that contains a splitting check using a heuristic function H(.) and HB. VFDT uses information gain as H (.) .
Sufficient statistics is used to record the counts of each value x ij of attribute X i4 belonging to class y k4 . The solution, which does not requiring the full historical data, is a node-splitting criterion using a HB:
where R is the range of classes distribution and n is the number of instances which have fallen into a leaf. To evaluate a splitting-value for attribute X i , it chooses the best two values. Suppose x ia is the best value of H(.) where x ia = arg maxH(x ij ); suppose x ib is the second best value where x ib = arg maxH(x ij ), ∀j ≠ a; suppose ΔH(X i ) is the difference of the best two values for attribute X i , where ΔH(
Let n be the observed number of instances, HB is used to compute high confidence intervals for the true mean r true of attribute x ij to class y k that r -HB ≤ r true < r + HB where (1 / ) . n i i r n r = ∑ If after observing n min examples, the inequality r + HB < 1 holds, then r true < 1, meaning that the best attribute x ia observed over a portion of the stream is truly the best attribute over entire stream. Hence, a splitting-value x ij of attribute X i can be found without full attribute-values, even when we do not know all values of X i (from x i1 to x iJ ).
When data contains imperfect values, it may confuse the values of heuristic function. The difference of the best two heuristic evaluation for attribute X i , where
To solve this problem, a fixed tie-breaking τ, which is a user pre-defined threshold for incremental learning decision tree, is proposed as a pre-pruning mechanism to control the tree growth speed (Hulten et al., 2001 ). This threshold constrains the node-splitting condition that ( ) .
An efficient τ guarantees a minimum tree growth in case of tree-size explosion problem. τ must be set before a new learning starts, however, so far there has no a unique τ suitable for all problems. In other words, there is not a single value that works well in all tasks. The choice of τ hence depends on the data and their nature.
Incremental decision tree learning
According to node-splitting process of a decision tree, we can distinguish it into two categories: singletree algorithm and multi-tree algorithm. Singletree is a decision model that only builds one tree in the tree-building approach while does not require any optional branches or alternative trees. Multi-tree builds a decision tree model dependent on many other trees at the same time. The advantage of singletree is lightweight favoured for data streams environment and easy to implement, although in some cases, multi-tree may bring a higher accuracy. VFDT is the pioneer singletree of using HB to construct incremental decision tree for high-speed data streams, but it cannot handle concept drift. Functional tree leaf is originally proposed to integrate to incremental decision tree (Gama et al., 2003) . Consequently, Naive Bayes classifier on the tree leaf has improved classification accuracy. The functional tree leaf is able to handle both continuous and discrete values in data streams. OcVFDT (Li et al., 2009 ) provides a solution to deal with unlabeled samples based on VFDT and POSC4.5. The experiment shows four fifths of samples are unlabeled, while the performance still gets close to VFDT of fully labelled streams. OcVFDT is a one-class classification that classifiers are trained to distinguish only a class of objects from all other objects. FlexDT (Hashemi and Yang, 2009 ) proposes a Sigmoid function to handle noisy data and missing values. Sigmoid function decides what true node-splitting value is, but sacrificing algorithm speed.
For handling concept-drift problem, CVFDT (Hulten et al., 2001 ) proposed a fixed size of sliding-window that integrated to VFDT. It constructs an alternative tree in the tree growing. When tree model is out-of-date within a window, the alternative branch will replace the old one so that it adapts to concept-drift data. HOT (Pfahringer et al., 2007) proposes an algorithm producing some optional tree branches at the same time, replacing those rules with lower accuracy by optional ones. The classification accuracy has been improved significantly while learning speed is slowed because of the construction of optional tree branches.
ADWIN (Bifet and Gavalda, 2007) proposes a solution to detect changes by a variable-length window of recently seen instances. CBDT (Hoeglinger et al., 2009 ) is a forest of trees algorithm that maintains a number of trees, each of which is rooted on a different attributes and grows independently. It is sensitive to the concept-drift in data streams according to the sliding-window mechanism. Ensemble tree (Oza, 2005) is an online bagging method with some ensemble VFDT classifiers. UFFT (Gama et al., 2004 ) is a hybrid adaptive system for induction of forest of trees from data streams. The algorithm builds a binary tree for each possible pair of classes, leading to a forest of trees. Experiment shows UFFT is competitive against a batch learner in large and medium datasets. iOVFDT (Yang and Fong, 2012b) proposes an adaptive tiebreaking threshold instead of a pre-defined fixed value. To handle imbalanced distribution data, a weighted Naive Bayes is embedded in functional tree leaf. Besides, an incremental optimisation function is induced to find a balance between classifying accuracy, tree size and learning speed. H X H X H X Δ = − may be negligible. To solve this problem, a fixed tie-breaking τ, which is a user pre-defined threshold for incremental learning decision tree, is proposed as pre-pruning mechanism to control the tree growth speed (Hulten et al., 2001 ). This threshold constrains the node-splitting condition that ( ) .
i H X HB τ Δ ≤ < An efficient τ guarantees a minimum tree growth in case of tree-size explosion problem. τ must be set before a new learning starts, however, so far there has not been a unique τ suitable for all problems. In other words, there is not a single default value that works well in all tasks so far. The choice of τ hence depends on the data and their nature. It is said that the excessive invocation of tie-breaking brings the performance of decision tree learning declining significantly on complex and noisy data, even with the additional condition by the parameter τ. In addition to the tie-breaking threshold τ, n min is the number of instances a leaf should observe between split attempts. In other words, τ is a user-defined value to control the tree growing speed and n min a user-defined value to control the interval time to check node-splitting. The former is used to constrain tree size and the latter is used to constrain the learning speed. In order to optimise accuracy, tree size and speed for decision tree learning, first of all, an example is given for demonstrate the relationship amongst these three factors for data streams.
In this example, we use VFDT, which is a classical incremental decision tree using HB in node-splitting, to evaluate synthetic datasets added with bias classes. We use MOA (Bifet et al., 2010) to generate two typical datasets, LED24 is a nominal dataset and Waveform21 is a numeric dataset. Both datasets share the origins with the sample generators donated by UCI machine learning repository. LED24 uses 24 nominal attributes to classify ten different classes, and Waveform21 uses 21 numeric attributes to classify three different classes. The data stream problem is simulated by large number of instances as many as one million. The accuracy, tree size and time are recorded with changing the pre-defined values of τ and n min . From Table 1 and Table 2 in the end of this paper, we can see that:
• In general, the bigger tree size brings a higher accuracy, even caused by the over-fitting problem, but taking more learning time.
• τ is proposed to control the tree size growing. A bigger τ brings a faster tree size growth, but longer computation time. But because the memory limited, the tree size does not increase while τ reaches a threshold (τ = 0.7 for LED24; τ = 0:4 for Waveform21 in this test).
• n min is proposed to control the learning time. A bigger n min brings a faster learning speed, but smaller tree size and lower accuracy.
A proposed solution (Holmes et al., 2005) to overcome this detrimental effect is an improved tiebreaking mechanism, which not only considers the best (x ia ) and the second best (x ib ) splitting candidates in terms of heuristic function, but also uses the worst candidate (x ic ). At the same time, an extra parameter is imported, α, which determines how many times smaller the gap should be before it is considered as a tie. The attribute splitting condition becomes: when α × (H(x ia ) -H(x ib )) < (H(x ib ) -H(x ic )), the attribution x ia shall be split as a node. Obviously, this approach uses two extra elements, and x ic , which bring extra computation to the original algorithm. However, the only way to detect the best tie-breaking threshold for a certain task is trying all the possibilities in VFDT. It is impractical for real world applications. Here we propose the adaptive tie-breaking threshold using the incremental optimisation methodology. The breakthrough of our work is the optimised node-splitting control, which will be specified in the following sections. 
Effects of imperfect data
Noisy data
A previous study (Yang and Fong, 2011a) reenacts this phenomenon in Figure 1 . The experimental dataset is synthetic one million samples LED dataset, which contains 24 nominal attributes and one million sample records. VFDT settings -split confidence δ = 10 -7
, tie-breaking threshold τ = 0.05 (small value for smaller tree size), grace period n min = 200; the split criterion is information gain. Evidently, the inclusion of noisy data reduces the accuracy of VFDT as well as increasing tree size. This consequence is undesirable in decision tree classification. There has been an attempt to reduce the effect of noise by using supplementary classifiers for predicting missing values in real-time and minimising noise in the important attributes. Such methods still demand extra resources in computation. The experimental results in Figure 2 show the influence of different values of to VFDT accuracy and tree size. The high value of τ gives rise to loose (relaxed) attribute splitting conditions, whereby the tree size becomes large. As the tree size grows, more rules are generated and the classification conditions become refined, and a better VFDT accuracy is, therefore, obtained. However, τ is a user-predefined value. We are unable to know in advance which value of τ is the best, until all the combinations are tried by means of trial and error. To the best of the authors' knowledge, no in-depth study has yet been conducted on how to find an optimum solution amongst a suitable value of τ, tree size and accuracy in VFDTs. This problem reduces the applicability of VFDT to real-time applications.
On the other hand, another previous study (Yang and Fong, 2011b) tries to demonstrate the relationship between noisy data and the HB by VFDT. Experimental datasets are synthetic LED24 with different noise percentages (NP). At each time of node splitting, the corresponding HB is recorded. According to those recorded HB in Table 3 , the mean and the variance are computed respectively. Range is computed by taking the difference of the maximum and the minimum in the recorded values. With NP increasing, the accuracy of VFDT is declining and the number of leaves is fluctuating. Obviously in Figure 3 , we see the pattern of tree size is corresponding to HB mean, HB variance and their ranges. This phenomenon has a strong implication that a steady HB is desirable across different noise levels for constructing a decision tree. In other words, if we can hold tight of the HB fluctuation the resultant decision tree could be relieved from the desirable effect of data noise, at least to certain extent. The mathematical property of HB is defined as a conservative function and has been used classically in VFDT for many years. (HB formulation is simple and works well in stream mining, it depends on the desired confidence and the number of observations). We are inspired to modify the node splitting function based on the mean of HB instead of modifying the classical HB formulation. Intuitively speaking, holding on to the mean of HB is equivalent to evading the fluctuation of HB values, thereby reducing the effects of noisy data. 
Missing data
Another previous research (Yang and Fong, 2012a) shows the influence of missing data to incremental decision tree learning. LED7 is the experimental data, which has only seven nominal attributes and ten distinct classes. The missing data percentage (MDP) is configured at 20%, 40%, 60%, 80% and 100%, which are randomly inserted missing values in defined positions in the data stream. As a result, in comparison with a perfect data stream where MDP = 0%, the higher MDP comes with a lower level of VFDT classification accuracy. Figure 4 presents the VFDT accuracy comparison when missing data is added to the middle of the data stream soon after the model learning process is completed; Figure 5 presents the same comparison but with missing values added at the end. We want to use this set of experiments to show the impact of missing values on data stream mining. Missing values lead to a dramatic reduction in accuracy if algorithm has no any mechanism to handle imperfect data. Figure 6 shows accuracy, tree size and computation time using VFDT the same dataset structure added with imperfect values. Ideal stream is free from noise and has a uniform proportion of class samples, but rare in the real world. 
Note: X-axis is accuracy, y-axis is #samples.
Concept-drift data
We visualise the characteristic of concept-drift data. The benchmark is a synthetic Hyper-plane dataset, which is a typical experimental data used for concept-drift problem (Bifet and Gavalda, 2007; Bifet et al., 2010) . This data is generated from MOA and the drift width is 1,000. Comparing to the other two real world data from UCI, Cover Type and Person Activity data, the result is shown in Figure 7 . The data is trained and tested sequentially with a frequency of 1,000 instances. Because we defined the drift zone in synthetic data, the concept-drift is more stable. As the result, Hyper-plane data results a slight fluctuation while the real-world data results more violently. It also reflects that the drift in real-world data is difficult to deal with unless we know the information about drift zone before implementations. It is said that the prediction accuracy is one of the important key performance index to reflect the concept-drift. The concept-drift occurs while the decision model has not be updated immediately, the accurate declines as time passes. We want to see the negative effect what concept-drift will bring to decision tree learning. VFDT with default τ value is chosen to apply for the waveform data with different concept-drift percentage. Figure 8 is the test implemented for every 10,000 samples. We can find that a significant influence of concept-drift problem is that the accuracy of classification is reducing. We zoom-in frequency of test from 10 4 to 10 2 samples and drift-down to the samples between 10,000th to 20,000th data records in Figure 9 . Obviously, we can find the accuracy is fluctuating since the concept-drift included in the data streams. After zoom-in we can see some details, such as a cross of drift 25% and 50%. The overall trend shows concept-drift worsens the accuracy. 
Conclusions
Incremental decision tree learning is a solution for mining big data. Classifying accuracy, tree size, and learning speed is important for the machine learning of decision trees. Imperfect data streams are detrimental to incremental learning, lowering accuracy and increasing tree size. However, imperfect data are unavoidable in real-world applications. In this paper, we review some state-of-art incremental decision tree induction using HB. In addition, we investigate the effects of imperfect data to such decision tree model. The experiment shows the imperfect data influence the performance of decision tree learning, resulting in worse accuracy and bigger size of the learning model. The negative effects should be overcome when thinking of a new generation of incremental decision tree in the future.
