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Diffusion-controlled reactions between solute particles and immobile spherical sinks are studied,
using the Monte Carlo method to perform averages over sink configurations. The average steady-
state solute concentration profile c(r) in a locally perturbed solution is determined for sink
volume fractions ζΑ<0.3, by numerically solving the diffusion equation in the
monopolar + dipolar approximation of diffusive couplings between the sinks. At low volume
fractions the analytical result c (r) oc r ' exp ( — r/λ), with the screening length λ cc φ ''2, is
recovered, whereas for φ ^  0. l significant deviations from this functional form are found. The
Monte Carlo method is shown to be most accurate and efficient in the region 10~35^S10~'in
which (a) a System of only 25 sinks suffices, and (b) the monopolar approximation alone is
sufficiently accurate. In this regime the reaction rate coefficient calculated numerically is found to
be in good agreement with previous analytical theories.
l. INTRODUCTION
The theory of diffusion-controlled reactions, initiated
by Smoluchowski,1 applies to reaction processes in solids
and liquids for which mass transport is the rate determining
Step. In certain situations one of the reacting partners is
much larger than the other and may be regarded immobile.
This has motivated the extensive study of a model consisting
of randomly distributed, immobile, spherical "sinks," which
absorb small particles diffusing independently through the
solution. For recent reviews of the subject we refer to Refs. 2
and 3.
To analyze this model one has to take into account the
competition for solute among the sinks. Because of the long
ränge of diffusive coupling, this competition forms a compli-
cated many-body problem even at low sink concentrations.
Exact results are available for the low-density expansion of
the effective reaction rate coefBcient.4~6 For more concen-
trated Systems, so-called effective medium theories have
been developed7'8; no rigorous results are known.9
In this paper we examine an altogether different ap-
proach to the problem, based on the Monte Carlo method for
performing statistical averages10: random configurations of
nonoverlapping sinks are generated, and for each configura-
tion the steady-state solute concentration field is determined
numerically (in an approximation discussed below), under
the assumption of perfectly absorbing sinks and an external
point source of solute. The average concentration profile
c(r) is then directly related to the effective transport coeffi-
cients studied by previous authors4"8; moreover, it contains
additional Information not obtained previously (the "nonlo-
cal" contributions to the effective transport equation dis-
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cussed in Ref. 12). The emphasis in this investigation is on
the spatial dependence of steady-state concentration fields.
Time dependent effects in the case of spatially uniform fields
have been studied recently by Fixman, *' using a related tech-
nique.
To calculate the concentration field for a given sink con-
figuration, the time-independent diffusion equation is first
transformed to an infinite hierarchy of linear algebraic equa-
tions for multipole moments of source densities induced on
the surfaces of the sinks.13 A truncation of the hierarchy is
then solved numerically. At the lowest level of approxima-
tion only the monopolar moments of the induced sources are
retained. The resulting simple equations contain the essen-
tial features of the problem, in particular the "screening"
effect. These same equations have previously been the start-
ing point of Computer simulations of the coarsening
(Ostwald ripening) of precipitated Solutions by Weins and
Cahn,14 and Voorhees and Glicksman.15 To investigate the
accuracy of the monopolar approximation we also study one
higher level of truncation, at which both monopolar and di-
polar couplings contribute.
The outline of this paper is äs follows. In See. II we
define and discuss the model, and give the formal solution
which will form the basis of the numerical calculations.
These calculations are the subject of See. III. A discussion of
the results and comparison with previous analytical work
follows in See. IV, together with an evaluation of the merits
and limitations of the present numerical method.
II. DESCRIPTION OF THE MODEL
We consider a model of diffusion-controlled reactions3
in which small solute particles are absorbed by immobile
spherical sinks. In a steady-state Situation the solute molar
concentration field c(r) satisfies the time-independent diffu-
sion equation
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Z>V2c(r) + 9ext(r) + 2f=, q f d ( r ) =0, ( l )
with D the difFusion coefficient in the solvent, an external
source density field qeKt, and for each of N sinks an induced
source density qmd located in its interior. These induced
sources are to be chosen in such a way that the solute concen-
tration is zero within the sinks,
c ( r ) = 0 fo r | r -R ,<a ( i= l,2,...,N), (2)
where R, denotes the position of the center of sink i and a its
radius. (For simplicity, we assume perfectly absorbing and
equal-sized sinks; for extensions to more general cases, see
Appendix A and Ref. 16.)
This model, and its variants, applies to a wide ränge of
physical and chemical phenomena. One application, to
which we shall return, is in the late stage of precipitation
fromsupersaturatedSolutions (Ostwaldripening).17 In this
connection the field c(r) can be interpreted äs the local su-
persaturation in a solution with a monodisperse array of
large precipitated grains and an external source of solute.
(Since in this case the grains grow or dissolve in time we are,
strictly speaking, not in a steady-state Situation; neverthe-
less, a "quasi-static" approximation holds, provided the ex-
ternal source strength is sufficiently small. The criterion for
the validity of this approximation in the case of a point
source of strength q0 is ς0\<ζαΰυ~
ι
φ
ι/2
, with v the molar
volume of the precipitate and φ its volume fraction.18)
For every given configuration {R^ of the sinks the con-
centration field c(r) depends linearly on the external sources
through a relation of the form
c(r) = f dr'jn(r,r';{R"}) (3)
By using, in the numerical computations, a point source of
the form <?ext(r) = q0ö(r) we can obtain, therefore, the mi-
croscopic transport kernel m directly from the concentration
field.
To obtain macroscopic quantities we average over the
configurations of the sinks. In some situations of interest the
positions of the sinks are correlated with the location of the
external sources. If this is the case (for example, if sinks and
sources may not overlap), there is of course no linear rela-
tion between average concentration and external source
field. Such a relation does exist in the case of uncorrelated
sources and sinks; upon averaging Eq. (3) with a distribu-
tion function PiiR^) which is zero if any pair of sinks
overlap and a constant elsewise, we have for the average
concentration c(r) the equation
c(r) = f </r 'Af(|r ' · (4)
The macroscopic transport kernel M is the average of m in
Eq. (3) and depends only on the Separation |r' — r| because
of translational invariance and isotropy.
The (effective) rate coefficient of the reactions k can be
defined by
(5)
Alternatively, we may define the reaction rate coefficient in
terms of the average of the reduced source density
f 0 if r — R; | <,a for some /,(r)
-t<7ext(r) elsewise, (6)
which is nonzero outside the sinks only. This alternative rate
coefficient kl is defined by
k,=( fdr iS"(r))( fd rc ( r ) ) ' = (1
\ */ / \ */ /
and is related to the coeffiicient in Eq. (5) by a factor
(l —φ), where φ = | πα3 N/V is the volume fraction of the
sinks (Fis the total volume of the solution). Both definitions
(5) and (7) are used in the literature (cf. the discussion in
Ref. 19). The reciprocal of kl represents the mean time a
particle created outside a sink can diffuse before being ab-
sorbed, whereas k contains additional contributions from
hypothetical particles created inside a sink which are then
instantaneously absorbed.
We conclude this section by giving a. formal solution of
Eqs. ( l ) and (2), which forms the starting point of our nu-
merical calculations. The method used to arrive at this solu-
tion is described in Appendix A.13 Here we shall consider
only the case of an external point source <?ext(r) = q0S(r) at
the origin of our coordinate System (see, however, Appendix
A). We assume that no sink overlaps the origin. The induced
sources 0}nd(r) are then nonzero on the surfaces of the sinks
only and can be expanded into so-called irreducible surface
multipole moments qi"°. These are constant tensors of rank
m which are traceless and Symmetrie in any pair of their
indices. In terms of these moments the formal solution for
the concentration field c(r) at any point r outside the sinks
has the form
47rDc(r) = I r l
Σ Σ (2m-l)!le"
X|r-R,. | -i 1(r-R,r'©q<m ), (8)
where the multipole moments qjm > have to be determined
from the following hierarchy of linear algebraic equations:
n\(2n- - l)m(2«+2m-
Χ Ι R, - R,.! -2" -2m - ' '(R, - R,·)"+ m ι
(i = l,2,...,N; n = 0,1,2,...). (9)
The double factorial used in these equations is defined
by (2n-1)!!= 1·3·5···(2η-3)·(2η-1), with the con-
vention ( — !)!!=! (also, 0!=1). Thenotation rr"? denotes
an irreducible (traceless and Symmetrie) tensor of rank m,
constructed from the w-fold ordered product of the vector r.
For m = 1,2 one has, e.g.,
r = r,
1
—y
r
2
 = rr — (10)
where l is the second rank unit tensor. Finally, the notation
0 q< m ) indicates a füll contraction with the multipole mo-
ment, e.g.,
r"1 0
 q<«> = i...am (qC m ) (H)
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with the convention ^  0 q(0)=q(0\
III. MONTE CARLO CALCULATIONS
Our numerical computation of the average concentra-
tion c ( r ) at a distance r from a point source proceeds äs
follows.
First, a random configuration of N = 25 or N = 100
spherical sinks of radius a inside a given volume is generated
[using a method discussed in point (5) below]. The configu-
ration is such that (i) no two sinks overlap, (ii) no sink
overlaps with the point source, and (iii) no sink overlaps
with the point r at which we are calculating the concentra-
tion. At the lowest volume fractions φ< ΙΟ"2 we position the
sinks completely inside a spherical Container of radius a (N /
φ)ι/3. The external point source ^ext(r) = #0<5(r) is located
at the center of the Container (which is also the origin of our
coordinate System). At higher volume fractions, however,
we choose a cubic volume with "periodic boundary condi-
tions," in order to minimize the effect of Container walls on
the distribution of configurations. (In this case the external
source sits at the center of the cube and the concentration is
calculated at points on a line extending from the source to
the center of one of the sides of the cube.)
Once a configuration has been generated, a truncation of
the infinite hierarchy of linear equations (9) is solved nu-
merically20 for the induced source multipole moments q,(m)
(/ = 1,2,...,N). We use either truncations at the monopolar
level (i.e., putting q(m)=0 for m>l and solving the equa-
tions with n = 0 for q(0)) or at the dipolar level (put q(m)=0
for m>2 and find </0) and q(1) from the equations with n = 0
and l). The number of equations and unknowns then equals
./Vat the monopolar level or 4Nat the dipolar level of approx-
imation. Upon Substitution of the solution into Eq. (8), we
obtain the corresponding approximation of the concentra-
tion c(r).
This procedure is repeated for 100 configurations and
both the average and the variance of the concentration at the
initially determined point r are computed. Note that the
average performed in this way is a conditional average, since
we have only considered configurations for which none of
the sinks overlap with either the external source at the origin,
or the point r. From this conditionally averaged concentra-
tion ?οηα(Γ) we can obtain the unconditional average c(r)
by multiplying with the probability that both r and the origin
are not inside any sink [ since c (r) = 0 if a sink overlaps with
either r or the origin]. This may be written
c(r) = (l- ii)[l-^(r)]c c o n d(r), (12)
where φ (τ) is the probability that the point r lies inside a
sink, given that none of the sinks overlap with the origin.
This function (which approaches the sink volume fraction φ
far from both the origin and Container walls) is determined
to a sufficient accuracy by averaging over l O4 configura-
tions.
The resulting average concentration profile c ( r ) is
shown in Fig. l for five volume fractions φ = 0.001, 0.01,
0.1, 0.2, 0.3. For each volume fraction we give the results
from the monopolar approximation for both 25 and 100
sinks; the eifect of dipolar contributions, however, has been
determined for a System of 25 sinks only. The error bars
correspond to a statistical uncertainty of plus or minus the
Standard deviation after averaging over 100 configurations.
We can make the following observations concerning
these results.
1l) By comparing the monopolar values for N =25 and
7V = 100 we can assess the influence offinite-size effects on
the concentration profiles. Quadrupling the number of sinks
does not affect the results beyond the statistical uncertainty
for ζί>0.1. At the lowest volume fractions an effect is seen at
large r. That the influence of the finite System size should be
more pronounced at low rather than high sink concentra-
tions, can be understood by noting that (for given N and ß)
the ränge of the concentration profile (i.e., the screening
length) scales äs φ~1/2, whereas the System size itself in-
creases more slowly with decreasing volume fraction, viz. äs
φ~
1/3
. It is a fortunate circumstance that even a very small
System of only 25 sinks is already suificiently large for the
present purpose, since the computation time required in-
creases rapidly äs 7V3 [the solution of the linear equations
(9) being the most time-consuming step].
(2) The inclusion of dipolar contributions does not have
a significant eifect for ζί<0.01. At higher volume fractions,
however, these contributions become increasingly impor-
tant, consistent with the decreasing mean Separation of the
sinks.
(3) Screening of the concentration profile is observed at
all volume fractions considered. For i^<0.01 a Debye-
Hückel profile
(r) (13)
(corresponding to a straight line through the origin with
slope l/A in Fig. l) fits the data in the ränge where finite-size
effects are insignificant; for φ = 0.01 this is a ränge of twice
the screening length λ. At higher volume fractions, however,
deviations from this functional form occur which cannot be
attributed to the eifect of a finite System size. We find that
the concentration decays more rapidly than a Debye-
Hückel profile over its entire ränge.
(4) The rate coefficient k of the reactions can be ob-
tained by integrating the concentration profile,
Γ
00
 λ
c(r) r2dr)
Jo /
(14)
äs follows from Eq. (5). At φ = 0.001 and φ — 0.01 the De-
bye-Hückel profile (13) fits the data, and we can thus deter-
mine the rate coefficient from the screening length λ by
k = D /λ2. For φ^Ο.Ι we calculate k by integrating a cubic
spline, fitted to the data points in Fig. l and extrapolated
linearly outside the ränge of the data. Since the profile decays
rapidly, the contribution to k from the extrapolated tail is
small; the length of the error bars in Fig. 2 equals this ex-
trapolated contribution plus the error induced by the statis-
tical uncertainty in the data. The results are discussed in the
next section.
(5) Our final point concerns the method adopted to
generate random configurations of nonoverlapping sinks.
The usual procedure, due to Metropolis et a/.,10 is to con-
struct a Markov chain of configurations which have asymp-
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FIG. 1. (a)-(e) Logarithmic plot of the concentration profile for five val-
ues of the volume fraction. Each data point results from an average over 100
configurations of sinks; the error bars correspond to a statistical uncertainty
of plus or minus the Standard deviation. Meaning of the Symbols used: open
squares—25 sinks, monopolar approximation; filled in squares—100 sinks,
monopolar approximation; crosses—25 sinks, monopolar + dipolar ap-
proximation. The circles in Fig. l (e) are discussed in the text.
totically the correct distribution function. In this investiga-
tion we chose instead a more efficient immediate method, in
which one Starts with an empty Container and then adds
sinks one by one to a randomly selected location in the vol-
ume which is still available. Although clearly approximate,
this latter method is completely satisfactory in the regime of
volume fractions <^<0.3 considered here. To demonstrate
this, we show in Fig. l (e) also the results obtained at φ = 0.3
using the Metropolis algorithm. These results are indicated
by circles, for both the monopolar and monopolar + dipolar
approximation in a System of 25 sinks. (In our Implementa-
tion of the Metropolis algorithm,10 starting with a configura-
tion obtained by the immediate method described above, we
first performed 104N one-particle moves in the Markov
chain. The maximum step size for each move was such that
about 50% of the moves were rejected. Then we made 104N
more moves, calculating the concentration at every 1027V
configuration.) As one sees in Fig. l(e), the Metropolis al-
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gorithm and the immediate method give fully equivalent re-
sults.
IV. DISCUSSION
We have studied diffusion-controlled reactions of small
solute particles with immobile spherical sinks, using a meth-
od which combines (a) an approximate numerical solution
to the time-independent diffusion equation for a given con-
figuration of sinks, with (b) the Monte Carlo technique for
performing configurational averages. By calculating the
average steady-state solute concentration profile in a solu-
tion with an external point source, we have obtained directly
the macroscopic transport kernel which relates the concen-
tration field c(r) to external sources <7ext(r) [see Eq. (4) ].
For a highly dilute System of sinks this relation takes the
form
-Z>V2c(r)+£0c(r)=9 e x t(r), (15)
with D the diffusion coefficient of a solute particle in the
solvent and k0 = 3φΟ /α
2
 the Smoluchowski rate coefficient
(a is the radius of the sinks, and φ their volume fraction). A
point source #ext(r) =q0S(r) then generates a Debye-
Hückel profile c(/·) = (q^/^Dr) exp( -r/λ), with the
screening length λ = (D /k0)1/2. These are the well-known
mean-field theory results, which are confirmed by our mi-
croscopic calculations at very low volume fractions.
In a nondilute System, the concentration field is usually
described in the literature3 by a reaction-diffusion equation
of the form (15), but with modified transport coefficients
Z>eff and k (which reduce to, respectively, D and k0 in the
limit φ—*0). This description has, however, been criticized
by Tokuyama and Cukier,12 who showed on the basis of a
formal "scaling expansion" that the nonlocal transport
equation (4) cannot be reduced to a local reaction-diffusion
equation by making a small-gradient approximation (except
of course in the limit <^—»Ό). The point made by these authors
is that the transport kernel contains nonlocal contributions
M
>
O
O
l
o .2 .3 .4
FIG. 2. Rate coefficient k /k0 vs volume fraction φ. Squares—numerical
data, monopolar approximation; crosses—numerical data, monopolar-
+ dipolar approximation (coincide with the squares at the two lowest vol-
ume fractions); solid curve—low density expansion of Ref. 4; circles—ef-
fective medium theory of Ref. 8 [corrected according to Eq. (17) ].
which vary on a length scale equal to the ränge of the diffu-
sive interactions itself (the screening length). Only if the
external source is approximately constant over this ränge
does a local description apply, which is then simply given by
the rate law
fcc(r) = qext(r). (16)
On a shorter length scale, however, the reaction-diffusion
equation contains a nonlocal "diffusion kernel," rather than
a simple (effective) diffusion coefficient.
The calculations presented in Fig. l are, to our knowl-
edge, the first to show this phenomenon explicitly. Devia-
tions from the Debye-Hückel profile (corresponding to a
straight line in Fig. l) are observed over the whole ränge of
the concentration field for volume fractions ^>0.1: the field
is found to decay more rapidly than the τ·"1 exp( — r//l)
decay which would follow from a local reaction-diffusion
equation.
By integrating the concentration field we obtain the re-
action rate coefficient k, defined in Eq. (5). Our numerical
data are shown in Fig. 2, together with the analytical results
from a low-density expansion4 and an effective medium the-
ory.8
At this point it is necessary to mention a difficulty we
have encountered in interpreting the effective medium the-
ories äs developed by Muthukumar7 and Cukier and Freed.8
For technical reasons, these authors assume that solute par-
ticles can diffuse freely inside the sinks and that the reactions
take place only at the sink surfaces. The resulting effective
reaction rate kEM will therefore, because of this assumption,
be too low in comparison with the rate k in a solution with
zero solute concentration inside the sinks. This difficulty is
analyzed in Appendix B.21 It is found that
(17)
where k0 is the Smoluchowski rate coefficient defined above.
The nonlinear transformation (17) turns out to be relatively
unimportantintheregime^<0.3 of interest here, althoughit
does substantially change the results of the effective medium
theories7'8 at higher volume fractions ( cf. Fig. 3 in Appendix
B).
We now return to Fig. 2. At the lowest volume fraction
considered, φ = 0.001, we find k = k0 within the statistical
uncertainty of the data, in agreement with Smoluchowski's
theory.1 For φ $.0.1 we also find agreement with the low-
density expansion of Felderhof and Deutch,4 which reads22
X (3φ) 1 12.71φ
Ο(φ3/2 In φ ) ] .
(18)
In this regime of volume fractions the dipolar contribu-
tion to k is small compared with the monopolar contribu-
tion, indicating the accuracy of the monopolar approxima-
tion of diffusive couplings. For ^>0.1, however, dipolar
couplings become increasingly important, äs is evident from
Fig. 2. Note that at φ = 0.3 the inclusion of dipolar contribu-
tions almost doubles the reaction rate coefficient. We should
therefore expect that interactions of still higher multipolar-
ity will substantially alter our results at these high volume
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fractions.23 Also shown in Fig. 2 are high density results
from the effective medium theory of Cukier and Freed8
(which, according to these authors, is an improvement upon
that of Muthukumar7). Their theory is in agreement with
the numerical data for φ 50.1, and at higher volume frac-
tions gives results which fall between the data from the mon-
opolar and monopolar + dipolar approximations. It is well
possible that better agreement at high densities would be
obtained by including more higher order multipoles. In this
connection we mention that Fixman has developed an effec-
tive medium theory which includes the effects of correla-
tions between pairs of sinks and which gives values for the
rate coefficient that are in excellent agreement with the re-
sults of his numerical calculations.'' A direct comparison
with the present work is not possible, however, since in the
model considered by Fixman solute particles can diffuse
from the inside of a sink to the outside (and vice versa)—
whereas here we are dealing with perfectly absorbing sinks.
We also mention an interesting calculation by Keizer, based
on fluctuating nonequilibrium thermodynamics.24 His re-
sult for the reaction rate coefficient is close numerically to
the effective medium theories for φ 5 0. l, but then increases
very steeply and has a singularity at φ = 0.18. No such be-
havior is observed here.
The present investigation clearly demonstrates both the
merits and limitations of the Monte Carlo method for study-
ing diffusion-controlled reactions. In the regime
10~3^^510~' this method forms an efficient and reliable
technique which, in contrast to various analytical ap-
proaches, can be directly applied to ensembles of reactive
sinks with arbitrary statistical properties. We have shown
that in this regime of volume fractions (a) a very small sys-
tem of only 25 sinks suffices, and (b) the monopolar approx-
imation of diffusive couplings is sufficiently accurate. As a
result, the necessary computations require little Computer
time and storage. Both at lower and higher volume fractions,
however, the Monte Carlo method becomes increasingly less
efficient: (a) for φ < 10~3, a larger System is necessary be-
cause of the increasing screening length; (b) for φ > ΙΟ"1,
contributions from higher order multipoles must be includ-
ed, äs a result of the decreasing Separation of the sinks.
We finally note that the volume fraction regime in
which the Monte Carlo method is most efficient, is also the
regime of interest in recent theoretical studies of Ostwald
ripening,25·26 which aim to determine the effect on the ripen-
ing process of dynamical correlations between the positions
and sizes of the precipitated particles (sinks). The numerical
method discussed in this paper is particularly suitable for
that problem.27
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APPENDIX A: FORMAL SOLUTION OF THE DIFFUSION
EQUATION
In this Appendix the boundary value problem given by
Eqs. ( l ) and (2) is transformed to an infinite hierarchy of
linear algebraic equations. A truncation of this hierarchy
forms the basis of the numerical computations. The present
analysis is a direct application to the Poisson equation of the
method of induced forces developed for the hydrodynamic
Stokes equation. For more details, therefore, we refer to the
paper by Mazur and van Saarloos,13 and to Ref. 28.
It is convenient to first of all Fourier transform the time-
independent diffusion equation ( l ) to
with the Fourier transform defined by
c(k) = (A2)
(In this Appendix, k equals |k| and not the rate coefficient.)
The induced sources qfd are to be chosen in such a way that
c ( r ) = 0 for R, (A3)
where as is the radius of sink j. We relax here the assumption
of equal-sized sinks made in Eq. ( 2 ) .
Without loss of generality we may assume that the exter-
nal source field ^ ext(r) is zero inside the sinks (since a non-
zero contribution in the interior of, say, sink j is canceled by
part of ^ )nd). The induced sources are then localized entirely
on the surfaces of the sinks and may be expanded in irreduci-
ble surface multipole moments, defined by
(A4)
For the Fourier transformed induced source this expansion
is given by
= (2p (A5)
with k = k/|k| and jp the spherical Bessel function of order
p. [See also the definitions given directly below Eq. (9).]
To determine the multipole moments of the induced
source, we take surface moments of the concentration field.
These latter quantities are defined by
nfc '==(477-0?)· dS n/c(r) , (A6)
where S, is the surface of sink j, and n, a unit vector perpen-
dicular to that surface and pointing outwards. Equation
(A6) may also be written äs
Sj
= (2τ7-) ~3 (A7)
Because of the boundary condition (A3) we have for each p
the identity
a/c' = 0 (p = 0,1,2,...). (A8)
Combining Eqs. (AI), (A5), (A7), and (A8) we thus ob-
tain the hierarchy of equations
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Σ Σ
 Α
'7'" Θ <tf " =j= l 7 = 0
(/=1,2,...,ΛΓ;/> = 0,1,2,...). (Α9)
Here the "connector" A is defined by
Α,
(/Λ = 1 7τ·-2α, i'-'(2/»+ 1)!!(2/ + 1)!! f < / k <?"**"
β , Λ ' , (Α10)
with R,j = R, — R,. The right-hand side of Eq. (A9) is a
surface moment of the unperturbed concentration field c0,
given by
l~V x t(k). ( A l l )
The evaluation of the integral expression (A10) for the
connectors proceeds along the same lines äs in the hydrody-
namic case.28 We give therefore only the results,
A,(,A/) Θ q,(/) = Spl p\(2p - l )\\<£'\ (A12)
A,j' =( 1) (2p-\-2l 1)!! a
:
 a}R t]
 p
 RtJ
>a,+a.), (A13)
with R,
 } = \RU . Similarly, for the surface moments ofc0 we
have the expression
, (2p + 1)!! η/^' = (2p - l)l\a,p+l
X \dr\r - R, | - (2p+ " ' (r - R, )^ext(r). (A14)
Substituting Eqs. (A12)-(A14) into Eq. (A9) we ob-
tain the set of equations
p\(2p - 2/
 -
7^(7=0
X
x f</r | r-R,
(i = l,2,...,N; p = 0,1,2,...), (A15)
which formally determine the induced source multipole mo-
ments. Once these are known, the concentration field fol-
lows from Eqs. (AI) and (A5). At any point outside the
sinks we have the formula
Σ Σ < -
 1)/(
-
r
X'(R,-r)' '
(A16)
which follows upon inverse Fourier transformation of Eq.
(AI).
For the special case of an external point source, qext(r)
= q0S(r), and equal-sized sinks, Eqs. (A15) and (A 16) re-
duce to Eqs. (8) and (9) in See. II.
APPENDIX B: CORRECTION OF EFFECTIVE MEDIUM
THEORIES
In the effective medium theories of diffusion-controlled
reactions developed by Muthukumar7 and Cukier and
15
10
A
β
0 6
FIG. 3. Rate coefficient k /k0 vs volume fraction φ. Triangles—effective me-
dium theory of Ref. 7; circles—effective medium theory of Ref. 8. The open
Symbols show the results obtamed by these authors, while the filled in sym-
bols are the corrected results according to Eq. (B4). (At the lowest volume
fraction all four Symbols comcide.)
Freed,8 it is assumed for technical reasons that solute parti-
cles diffuse freely inside the sinks and react only at the sink
surfaces. To apply these theories to a System with perfectly
absorbing sinks we must, therefore, correct for the nonzero
concentration field in the interior of the sinks. For the effec-
tive reaction rate coefficient this correction can be made äs
follows.
Since the rate coefficient is, by definition, independent
of the external source density field, we may determine it by
considering a spatially uniform field qext(r)=qeM. If we re-
quire, following Refs. 7 and 8, that the concentration field
c(r) vanishes only at the surfaces of the sinks, then we have
inside each sink the following static solution of the diffusion
equation:
c(r)=4(a2- r-R, 2) ^— (|r-R,|<e,
ι=1,2,...,ΛΟ. (Bl)
The total number of solute particles inside the sinks per unit
volume is then given by
(B2)
F i r-R, |<a 15 D
The reciprocal rate (or mean particle lifetime) k ^  in the
effective medium theories is therefore too large by the
amount ^  φ (a2/D), when compared with the reciprocal rate
k ~l for perfectly absorbing sinks [defined in Eq. (5) ],
1 ^2
j i ·, ι J. . 14-
= *Ε
Μ
- — Φ-·
Equation (B3) may be rewritten äs
(B3)
k k V 5 r k ' (B4>
Λ-ο Λ.0 \ J Λ,0
In Fig. 3 we show the effect of the correction (B4) on
the results of Refs. 7 and 8. It is relatively unimportant for
φ ^  0.3, but substantially affects the results of these papers at
higher volume fractions.
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