In this paper, we introduce two new families of infinite-dimensional simple Lie algebras and a new family of infinite-dimensional simple Lie superalgebras. These algebras can be viewed as generalizations of the Block algebras.
Introduction
Block [B] introduced certain analogues of the Zassenhaus algebras over a field with characteristic 0 and showed that they are simple under a certain condition. A family of infinitedimensional simple Lie superalgebras was constructed in [X2] as the Lie superalgebras induced by the Hamiltonian superoperators associated with certain Novikov-Poisson algebras (cf. [X1] ). These algebras can be viewed as generalizations of the Block algebras.
In the classification of Gel'fand-Dorfman bialgebras (equivalently, certain Hamiltonian pairs) whose Novikov algebraic structures are simple with an idempotent element, we found in [X3] new Lie algebras, which can also be viewed as generalizations of the Block algebras . In this paper, we shall present more general simple Lie superalgebras that can be viewed as generalizations of the Block algebras. One of our motivations of this paper is to understand the simplicity of the Lie superalgebras generated by certain quadratic conformal superalgebras (cf. [X3] , [X5] ). This is a subsequent paper to [X4] .
Throughout this paper, let F be a field with characteristic 0. All the vector spaces are assumed over F. Denote by Z the ring of integers, by N the set of natural numbers {0, 1, 2, 3, ...}.
Let Γ be a nonzero torsion-free abelian group. Moreover, we also view Γ as a Z-module.
Suppose that φ(·, ·) : Γ × Γ → F is a skew-symmetric Z-bilinear form and ϕ : Γ → F is an ker ϕ ker ϕ 1 = {0} and ϕ 1 (α) = 2 for α ∈ ker ϕ , (1.3)
the Lie algebra (A Γ , [·, ·] B ) is simple (cf. [B] ). The case when the second condition in (1.3) fails was tackled by Dokovic and Zhao [DZ] . Some special cases of our generalized Lie algebras of Cartan type H in [X4] can be viewed as generalizations of (A Γ , [·, ·] B ) with ϕ ≡ 0. In this paper, we shall introduce three families of generalizations of the Block algebra when φ is given by (1.2).
Let n be a positive integer. We denote 1, n = {1, 2, 3, ..., n}.
(1.4) Pick J p ∈ {{0}, N} for p ∈ 1, n.
(1.5)
Let {ϕ p | p ∈ 1, n} be n additive group homomorphisms from Γ to F such that Condition (1.7) implies that Γ is isomorphic to an additive subgroup of F n .
Set 8) where the addition on J is defined componentwisely. Moreover, we denote: We assume that Γ is a torsion-free abelian group throughout this paper. We allow Γ = {0}.
Let A n be a vector space with a basis {x α, i | (α, i) ∈ Γ × J }.
(1.10)
We define an algebraic operation · on A n by:
x α, i · x β, j = x α+β, i+ j for (α, i), (β, j) ∈ Γ × J .
(1.11)
Then A n forms a commutative associative algebra with an identity element x 0, 0 , which will be simply denoted by 1 in the rest of this paper. Throughout this paper, the notion "·" will be invisible in a product when the context is clear. For p ∈ 1, n, we define
α, i−1 [p] (1.12)
for (α, i) ∈ Γ × J , where we adopt the convention that if a notion is not defined but technically appears in an expression, we always treat it as zero; for instance,
for any α ∈ Γ. It can be verified that {∂ p | p ∈ 1, n} are derivations of A n .
Class I.
Let n = 2. We define the following algebraic operation [·, ·] 1 on A 2 :
) forms a Lie algebra by (3.45) in [X3] . By (1.7), there exist at most one element σ 1 ∈ ker ϕ 1 and one element σ 2 ∈ ker ϕ 1 such that ϕ 2 (σ 1 ) = 1 and ϕ 2 (σ 2 ) = 2, respectively. If such a σ 1 exists, then x σ 1 , 0 is a central element of A 2 . We treat x σ i , 0 as 0 ∈ A 2 when such σ i do not exist. Form a quotient Lie algebra
(1.14)
whose induced Lie bracket is still denoted by [·, ·] 1 when the context is clear. 
2 ⊕ (Fx
The special case J = { 0} of Theorem 1 is due to Block [B] and due to Dokovic and Zhao [DZ] . However, our proof is different from theirs. We also remark that if we allow
is a known rank-one simple Lie algebra of generalized Witt type, which including the centerless Virasoro algebras as a special case.
Class II.
Let n = 4 and assume
be a fixed element such that
for p = 1, 2 and q = 3, 4. We define the following algebraic operation
2 ) forms a Lie algebra. By (1.7), there exists at most one element σ ∈ ker ϕ 1 ker ϕ 2 such that ϕ 3 (σ + α 0 ) = ϕ 4 (σ + α 0 ) = 0. If such a σ exists, then x σ, 0 is a central element of A 4 . Form a quotient Lie algebra
(1.19) whose induced Lie bracket is still denoted by [·, ·] 2 when the context is clear, where we treat x σ, 0 as 0 ∈ A 4 when such a σ does not exist.
If J = { 0} and there exists ρ ∈ Γ such that (1.20) holds (it is unique by (1.7)), then B 4 ] 2 is simple and B 4 = B
4 ⊕ (Fx ρ, 0 + Fx σ, 0 ).
Class III.
The third class of generalized Block algebras are Lie superalgebras, where some special cases of these Lie superalgebras had been obtained in [X2] . Set
Moreover, we denote
Let α 0 ∈ Γ and ε ∈ F be fixed elements. Define an algebraic operation [·, ·] onÃ by
is a special case of (Ã, [·, ·] ). We shall not present the tedious lengthy verification of the Jacobi identity for (Ã, [·, ·] ) in this paper.
Up to equivalence of constructions, we only need to consider the cases when ε = 0, 1. The special case when ε = 0 and α 0 = 0 was included in the supersymmetric extension of the Lie algebras of Cartan type H in Section 6.3 of [X6] . Set
ThenB forms a subalgebra. Moreover, we set 28) where σ 1 ∈ ker ϕ 1 and ϕ 2 (σ 1 ) = 1 as in Class I. Now we allow the case ε = 1, ϕ 2 ≡ 0 and J 2 = {0}; equivalently, we only assume that (1.6) only holds for p = 1 when ε = 1. Moreover, the codimension ofB inÃ is at most 1 under the above condition (1.29).
The above class of simple Lie superalgebras include the centerless super Virasoro algebra as a special case.
The following fact in linear algebra will be used in the proofs of Theorem 1 and Theorem 2.
Lemma 4. Let T be a linear transformation on a vector space U and let U 1 be a subspace of U such that T (U 1 ) ⊂ U 1 . Suppose that u 1 , u 2 , ..., u n are eigenvectors of T corresponding to different eigenvalues. If
We shall present the proofs and related special examples of simple Lie algebras of Theorems 1, 2 and 3 in Sections 2, 3 and 4, respectively.
Proof of Theorem 1 and Examples
In this section, we shall first give the proof of Theorem 1 and then present some related examples of simple Lie algebras.
Proof of Theorem 1
First we have
For λ ∈ Γ ′ , we define
By (2.2), we have
Recall that σ i ∈ ker ϕ 1 satisfying ϕ 2 (σ i ) = i for i = 1, 2.
Proof of the First Statement in Theorem 1
Let I be any ideal of A 2 that strictly contains Fx σ 1 , 0 . To prove the first statement in Theorem 1 is equivalent to proving I = A 2 .
By (2.2) and (2.5), we have
(2.7)
by (2.1) (cf. (1.9)). If
∈ I λ , where c α,λ ∈ F. Assume c β, j = 0 for some (β, j) ∈ Γ × J . Fixing β and considering the nonzero terms c β, l x β, l in u with the largest value l 1 + l 2 , we have
by (2.7) and the fact that σ 1 = 0. Thus (2.6) implies that I 0 strictly contains Fx
Moreover, we have
by (2.7). Set
By (2.9), (2.10) and repeated acting ad 1 on I 0 , we can prove that
For k ∈ N, we let
and define
By (2.12), ı(u) > 0. Set
If J 1 = N, then
by (2.1). By the minimality of ı(u) (cf. (2.18)) and Lemma 4,
Assume that J 1 = {0}. By (1.6), ϕ 1 ≡ 0. For any τ ∈ Γ \ ker ϕ 1 , we have
Again by the minimality of ı(u) (cf. (2.18)) and Lemma 4,
which can be written as
Thus we obtain
Assume that there exists a α a β = 0 such that ϕ 2 (α) = ϕ 2 (β) and ϕ 2 (α) + ϕ 2 (β) = 3.
Without loss of generality, we can assume ϕ 2 (β) = 0, 1 because ϕ 2 (α) + ϕ 2 (β) = 3. For any τ ∈ Γ \ ker ϕ 1 , we have
. By the minimality of ı(u) (cf. (2.18)), we have
which implies
by (2.25). So ϕ 2 (α) = 1. Similarly, we have 
Hence we can assume
and α = σ 1 ifk = 0.
Assume thatk > 0 and ϕ 2 (α) = 1. If J 1 = N, then
with c β ∈ F, which implies (
We get a contradiction to (2.15).
If J 1 = {0}, then ϕ 1 ≡ 0 by (1.6) and for any τ ∈ Γ \ ker ϕ 1 ,
where c β ∈ F. Again we get a contradiction to (2.15).
Suppose thatk > 0 and ϕ 2 (α) = 1. If ϕ 1 ≡ 0, then for any τ ∈ Γ \ ker ϕ 1 , we have
with c β ∈ F, which contradicts (2.15). If
by (2.1) and the facts that
by (1.12) and (1.13), which contradicts (2.15).
Thus we havek = 0. So x α, 0 ∈ I for some α ∈ ker ϕ 1 such that ϕ 2 (α) = 1. Assume
Thus we always have 1 = 1 A = x 0, 0 ∈ I. Moreover, we can prove I = A 2 if J 1 = N by (2.2) and induction j 1 . Assume that J 1 = {0}. So ϕ 1 ≡ 0 by (1.6). Then (2.2) implies
For any (β, j) ∈ ker ϕ 1 × J 2 and τ ∈ Γ \ ker ϕ 1 , we have:
By (2.44) and induction j, we can prove
Thus I = A by the assumption of the first statement of Theorem 1.
Proof of the Second Statement in Theorem 1
Then (2.2) and (2.44) showsB
Replacing A byB 2 and Γ by Γ \ {σ 2 } in the proof of the first statement, we obtain (2.45), which implies the simplicity of
This completes the proof of Theorem 1.
Related Examples of Simple Lie Algebras
Let R be the field of real numbers. By Theorem 1, we obtain the following examples of simple Lie algebras (B, [·, ·] ), where f t denotes the partial derivative of a polynomial f with respect to the variable t.
Example 2.1. The space B = R[t 1 , t 2 ] with the Lie bracket:
1 ] with the Lie bracket:
1 ]/Rt 1 and its Lie bracket is induced by:
1 ]/Rt 1 with the Lie bracket induced by:
Example 2.4. The space B = R[t 1 , t 2 , t 3 , t −1
2 ]/Rt 2 with the Lie bracket induced by:
Example 2.5. Let m be a positive integer. Let A be the subalgebra of
2 ] when m = 1. The space B = A/Rt 2 and its Lie bracket is induced by
(2.58) for f, g ∈ A.
Proof of Theorem 2 and Examples
In this section, we shall first give the proof of Theorem 2 and then present some related examples of simple Lie algebras.
Proof of Theorem 2
for (α, i), (β, j) ∈ Γ × J by (1.18). Recall the element σ ∈ ker ϕ 1 ker ϕ 2 satisfying ϕ 3 (σ + α 0 ) = ϕ 4 (σ + α 0 ) = 0. Moreover, we treat x σ, 0 as 0 ∈ A 4 when such σ does not exist.
Proof of the First Statement in Theorem 2.
Let I be any ideal of A 4 that strictly contains Fx σ, 0 . To prove the first statement in Thorem 2 is equivalent to proving I = A 4 .
Step 1. 1 ∈ I.
For any i ∈ J , we define
For convenience, we let
Moreover, we definek
For any u ∈ (A 4,k I) \ Fx σ, 0 , we write:
Furthermore, we set
Write u as in (3.6) and (3.7). We set
For p ∈ {1, 2} and any τ ∈ p =q∈1,4 ker ϕq , we have
by (3.1). Since ϕ p (τ ) takes an infinite number of elements in F for τ ∈ p =q∈1,4 ker ϕq by (1.15), the coefficients of
by the minimality of ♭(u) (cf. (3.9)) and Lemma 4. Moreover, (3.12) is equivalent to
ker ϕq \ ker ϕ p ′ (3.14)
such that
by (1.15). We have
we have (3.19) which contradicts to (3.13) with u replaced by [x τ ′ −α 0 , 0 , u] 2 . Thus the first equation in (3.13) holds.
For p ∈ {3, 4} and any τ ∈ p =q∈1,4 ker ϕq , we have
by (3.1). Since ϕ p (τ ) takes an infinite number of elements in F for τ ∈ p =q∈1,4 ker ϕq by (1.15), the coefficients of ϕ p (τ ) 2 show
by the minimality of ♭(u) (cf. (3.9)) and Lemma 4. Moreover, (3.21) is equivalent to
and τ ′ as in (3.14) such that
by (3.1). As (3.17)-(3.19), we get a contradiction to (3.22) with u replaced by [
Thus the first equation in (3.22) holds. By (1.7), we obtain
Let a α, i = 0 be fixed.
In this case, x α, 0 ∈ I for some σ = α ∈ Γ. Assume that α = 0. Since
Assume that ϕ 3 (α)ϕ 4 (α 0 ) = ϕ 3 (α 0 )ϕ 4 (α) and ϕ 3 (α + α 0 ) = 0 or ϕ 4 (α + α 0 ) = 0. By (1.15) and (1.16), we can choose
ker ϕq (3.27) such that
and
Thus x α+τ +τ ′ , 0 ∈ I. Moreover,
So 1 ∈ I by the arguments in the above paragraph.
Suppose that ϕ 3 (α + α 0 ) = ϕ 4 (α + α 0 ) = 0. Since α = σ, there exists p ∈ {1, 2} such
By (1.16), there exists q ∈ {3, 4} such that ϕ q (α 0 ) = 0. Thus
which implies 1 ∈ I by the arguments in the above paragraph.
Case 2.k > 0 and there exists p ∈ {1, 2} such that ϕ p (α) = 0 and j p > 0 for some
By (1.17), there exists τ ∈ ker ϕ 3 ker ϕ 4 such that ϕ p (τ ) = ϕ p (α 0 ). We choose
by (3.1) with c β, l ∈ F, which contradicts (3.5) because α+τ ′ +τ = σ due to ϕ p ′ (α+τ ′ +τ ) = 0.
Case 3.k > 0 and there exists p ∈ {3, 4} such that ϕ p (α + α 0 ) = 0 and j p > 0 for some a α, j = 0.
By (1.17), there exists τ ∈ ker ϕ 1 ker ϕ 2 such that ϕ p (τ ) = −ϕ p (α 0 ). We choose
by (3.1) with c β, l ∈ F, which contradicts (3.5) because α + τ
Case 4.k > 0. There exist p ∈ {3, 4} and a α, j = 0 such that ϕ p (α + α 0 ) = 0 and
We choose τ ′ ∈ p ′ =q∈1,4 ker ϕq such that ϕ p ′ (τ ′ + α 0 ) = 0 and
Then we go back to Case 3 if u is replaced by [x τ ′ −α, 0 , u] 2 , where
by (3.1).
Case 5.k > 0, ϕ 3 (α 0 )ϕ 4 (α) − ϕ 3 (α)ϕ 4 (α 0 ) = 0 and there exist p ∈ {1, 2} and a α, j = 0 such that ϕ p (α) = 0 and j p > 0.
Then by we go back to Case 2 if u is replaced by [
Case 6.k > 0, ϕ 3 (α 0 )ϕ 4 (α) − ϕ 3 (α)ϕ 4 (α 0 ) = 0 and there exist p ∈ {1, 2} and a α, j = 0 such that j p > 0.
We go back to Case 2 if u is replaced by [x −α, 0 , u] 2 , where
This completes the proof of the conclusion in Step 1.
Step 2. The conclusion of Step 1 implies I = A.
By (1.16), there exists q ∈ {3, 4} such that ϕ q (α 0 ) = 0. Moreover, there exists
by (3.1). So x τ ′ +τq, 0 ∈ I. Moreover, for any (α, i) ∈ Γ × J , we have
By (3.42) and induction on i q , we can prove I = A 4 if J q = N. Assume that J q = {0}.
Then (3.42) shows
∈ I for some τ ∈ q =r∈1,4 ker ϕr \ ker ϕp such that ϕ q (τ + τ q ′ ) = −ϕ q (α 0 ), −2ϕ q (α 0 ) by (1.15). Exchanging positions of q and q ′ in (3.42), we can prove I = A 4 if J q ′ = N and (3.43) with q replaced by q ′ if J q ′ = {0}. Thus we always have I = A 4 if J 3 = N or J 4 = N.
Assume that J 3 = J 4 = {0}. The above paragraph has proved
Let p ∈ {1, 2}. By (1.17), there exists τ p ∈ ker ϕ 3 ker ϕ 4 such that ϕ p (τ p ) = ϕ p (α 0 ).
for any (α, i) ∈ Γ × J . By (3.45) and induction on i p , we can prove I = A 4 if J p = N.
Assume that J p = {0}. Then (3.45) shows
We obtain the first Statement in Theorem 2.
Proof of the Second Statement in Theorem
Now J = { 0} and there exists ρ ∈ Γ such that (1.20) holds. Set
For any α, β ∈ Γ, we have:
and ϕ 2 (α) = −ϕ 2 (β). Thus ϕ 1 (α)ϕ 2 (β) − ϕ 1 (β)ϕ 2 (α) = 0. If ϕ 3 (α + β) = −2ϕ 3 (α 0 ) and This completes the proof of Theorem 2.
Related Examples of Simple Lie Algebras
Let R be the field of real numbers. By Theorem 2, we obtain the following examples of simple Lie algebras (B, [·, ·] ), where f t denotes the partial derivative of a polynomial f with respect to the variable t. Let m be a positive integer and let n be a nonzero integer.
Example 3.1. Let A be the subspace
]. The space B = A/R(t 3 t 4 ) −n and its Lie bracket is induced by
Example 3.2. Let A be the subalgebra of
generated by
The space B = A/R(t 3 t 4 ) −n and its Lie bracket is induced by
Example 3.3. Let A be the subalgebra of
Example 3.4. Let A be the subalgebra of
Example 3.5. Let A be the subalgebra of
for f, g ∈ A.
Proof of Theorem 3 and Examples
In this section, we shall first give the proof of Theorem 3 and then present some related examples of simple Lie superalgebras.
Proof of Theorem 3
We assume that the conditions in Theorem 3 hold. First we have
for α ∈ Γ and (β, j) ∈ Γ × J . When α = 0, we get
If ε = 1 and J 1 = N, we getB
by (4.3) and induction on j 1 . Taking α ∈ ker ϕ 2 \ ker ϕ 1 in (4.2) when ε = 0 and ϕ 1 ≡ 0 by (1.29), we get
for (β, j) ∈ Γ × J . If J 2 = N, then we obtain (4.4) by (4.2) when J 1 = {0} and by (4.5) when ε = 0 and ϕ 1 ≡ 0, and by induction on j 2 . Consider the case that ε = 0, ϕ 2 ≡ 0 and J 1 = N. Letting α ∈ ker ϕ 1 \ ker ϕ 2 in (4.2) by (1.29), we have
for (β, j) ∈ Γ × J . Again we have (4.4) by (4.6) and induction on j 1 . Suppose that
for j ∈ J by (4.1), which implies (4.4). Thus we have proved (4.4) holds when J = { 0}.
for α, β ∈ Γ. In particular,
Suppose that ε = 0, α 0 = 0 and (1.29) holds. By (4.10),
Note that ϕ 1 ≡ 0 and ϕ 2 ≡ 0 by (1.6). For any β, τ ∈ Γ such that ϕ 2 (α 0 )ϕ 1 (β) − ϕ 1 (α 0 )ϕ 2 (β) = 0, we have
then we can choose τ ∈ Γ such that
by (1.29) and have (x β, 0 ) [1] ∈B 1 . Thus we havẽ
Next we assume that ε = 1 and ϕ 1 (α 0 ) = 0. Then by (4.9),
For any β ∈ ker ϕ 1 and τ ∈ Γ, we have
by (4.2). If 3 − ϕ 2 (α 0 ) − 2ϕ 2 (β) = 0, then we choose τ ∈ ker ϕ 2 \ ker ϕ 1 in (4.17) by (1.29) and have (x β, 0 ) [1] ∈B 1 . Thus we havẽ
Now we assume that ε = 1 and ϕ 1 (α 0 ) = 0. By (4.9) and (4.10),
By (1.7), there exists at most one κ ∈ Γ such that
Assume that such κ exists. By (4.8),
for any α ∈ Γ. ThusB
Therefore, the codimension ofB inÃ is at most one.
By (1.26), 1 [0] is a central element ofÃ when ε = 0. Recall that σ 1 is an element of ker ϕ 1 satisfying ϕ 2 (σ 1 ) = 1. When ε = 1, we have
by (1.12) and (1.26). Expression (4.23) shows that (x σ 1 , 0 ) [0] is a central element ofÃ when ε = 1. Thus (1.28) defines a quotient algebraC.
Let I be any ideal ofB such that I strictly contains F1 [0] when ε = 0 and F(x σ 1 , 0 ) [0] when ε = 1. To prove Theorem 3 is equivalent to proving I =B.
First we assume that I B 1 = {0}. Note that (4.30) by (1.25). Thus I =B.
Next we assume 
If x α 0 , 0 v 2 ∈ F when ε = 0 and x α 0 , 0 v 2 ∈ Fx σ 1 , 0 when ε = 1 (which naturally holds if ϕ 2 ≡ 0), then we have (4.27) and (4.28) by Section 2, (4.25) and (4.26), which implies I =B that contradicts I B 1 = {0}.
Consider the case that ε = 0 and x α 0 , 0 v 2 ∈ F. Up to a constant multiple, we can assume that
Note that by (4.1),
by (4.26), which leads to I =B that contradicts I B 1 = {0}.
Consider the case that ε = 1, ϕ 2 ≡ 0 and
we can assume that
by (4.1). So we have
by Section 2, which leads to I =B that contradicts I B 1 = {0}. This completes the proof of Theorem 3.
Related Examples of Simple Lie Superalgebras
Let R be the field of real numbers. By Theorem 3, we obtain the following examples of simple Lie superalgebras (B, [·, ·] ) (cf. (1.21) and (1.22)). 
with the Lie bracket: 1.23) ). In this case, the Lie superalgebra (B, [·, ·] ) is the centerless super Virasoro algebra.
Example 4.3. The spaceB = R[t 1 , t 2 ] × R[t 1 , t 2 ] with the Lie bracket:
Example 4.4. Let n be an integer. The spaceB = R[t 1 , t 2 , t
with its Lie bracket induced by
Example 4.5. Let n be an integer. The spaceB = R[t 1 , t 2 , t 3 , t
with its Lie bracket induced by 
