An important problem in internal dosimetry is the assessment of energy deposition by beta particles within trabecular regions of the skeleton. Recent dosimetry methods for trabecular bone are based on Monte Carlo particle transport simulations within three-dimensional ͑3D͒ images of real human bone samples. Nuclear magnetic resonance ͑NMR͒ microscopy is a 3D imaging technique of choice due to the large signal differential between bone tissue and the water-filled marrow cavities. Image voxel sizes currently used in NMR microscopy are between 50 m and 100 m, but the images are time consuming to acquire and can only be performed at present for in vitro samples. It is therefore important to evaluate what resolution is best suitable in order to properly characterize the trabecular microstructure, to adequately predict the tissue dosimetry, and to minimize imaging time. In this work, a mathematical model of trabecular bone, composed of a distribution of spherical marrow cavities, was constructed. The mathematical model was subsequently voxelized with different voxel sizes ͑16 m to 1000 m͒ to simulate 3D NMR images. For each image, voxels are assigned to either bone or marrow according to their enclosed marrow fraction. Next, the images are coupled to the EGS4 electron transport code and absorbed fractions to bone and marrow are calculated for a marrow source of monoenergetic electrons. Radionuclide S values are also determined for the voxelized images with results compared to data calculated for the pure mathematical sample. The comparison shows that for higher energy electrons (Ͼ400 keV͒, good convergence of the results is seen even within images of poor resolution. Above 400 keV, a voxel resolution as large as 300 m results in dosimetry errors below 5%. For low-energy electrons and high-resolution images, the self-dose to marrow is also determined to within 5% accuracy. Nevertheless, increased voxelization of the image overestimates the surface area of the bone-marrow interface leading to errors in the cross-dose to bone as high as 25% for some low-energy beta emitters. © 2000 American Association of Physicists in Medicine. ͓S0094-2405͑00͒00211-X͔
I. INTRODUCTION
Assessment of radiation absorbed dose within trabecular regions of the skeleton continues to be an important challenge in medical dosimetry. Skeletal dosimetry is important in that trabecular bone serves as the ''housing'' for hematopoietic marrow, the tissue responsible for the production of a variety of different blood cells. Several situations may result in internal irradiation of bone marrow. These include occupational exposures to bone-seeking radionuclides, 1 radionuclide therapy of tumors, [2] [3] [4] and bone pain palliation treatments.
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A. Previous studies in trabecular bone dosimetry
Active bone marrow ͑also referred to as red marrow͒ is located within the trabecular regions of the skeleton. 6, 7 The difficulty in assessing marrow dose is due to the complex structure of the trabecular regions. Figure 1 shows how the trabecular lattice interlaces with the marrow cavities. In Fig.  1 , the thickness of the trabeculae is ϳ300 m and the sizes of the marrow cavities are on the order of 1000 m. Furthermore, several studies have shown that the bone microstructure varies as a function of age [8] [9] [10] and between the sexes at a given age. 11, 12 Spiers and colleagues conducted the first comprehensive studies on bone dosimetry at the University of Leeds during the 1960s. Their work demonstrated that a trabecular bone sample could be characterized by its chord length distributions acquired through both the bone trabeculae and the marrow cavities. Consequently, one of Spiers' main accomplishments was to measure these two chord length distributions within thin physical sections of trabecular bone using an optical scanning system. [13] [14] [15] [16] His results were the first attempt to characterize the trabecular microstructure, and they have since been used as the basis for almost all subsequent skeletal dosimetry models. [17] [18] [19] [20] [21] [22] [23] [24] Today, Spiers' research still serves as a reference data source in trabecular bone dosimetry and his distributions are used to compare the results of this present study.
B. Use of NMR microscopy
During the 1990s, nuclear magnetic resonance ͑NMR͒ was shown to be an important tool for quantifying the trabe-cular microstructure. Several investigators have used NMR microscopy to obtain 3D images of in vitro samples with image resolutions below 100 m. [25] [26] [27] [28] [29] Recently, Jokisch et al. investigated a technique to calculate the chord length distribution in these high-resolution images. 30 Using a 600 MHz NMR spectrometer they obtained a 59ϫ59ϫ78 m 3 resolution image of a thoracic vertebra. Following image filtration and image segmentation of the raw data, Jokisch et al. showed that the chord length distributions calculated from this image were consistent with the Spiers' distributions obtained in both the cervical and lumbar vertebrae for a similarly aged male subject. This study showed that NMR is an excellent tool for acquiring 3D images of trabecular bone. Coupling these images with a particle transport code thus allows one to assess the absorbed dose in bone marrow using particle transport techniques within the full realistic 3D structure of the skeletal region.
At the University of Florida, we have acquired images of trabecular bone samples for subsequent dosimetry analysis at both high and moderate magnetic field strengths ͑14.1 T and 4.7 T͒ with acquisition times of several hours. One of the many parameters to be optimized in these images is the voxel resolution of the final 3D image as controlled by the image matrix size and physical size of the sample. A decreasing voxel size necessarily increases the required acquisition time to maintain a reasonable signal-to-noise ratio ͑SNR͒. Consequently, it is important to consider the dosimetric consequences of image voxel size in order to optimize our NMR image acquisition techniques.
C. Voxel size effects in skeletal dosimetry calculations
Voxel-size effects are demonstrated in Fig. 2 . This figure shows a schematic slice of a voxelized image, as in those obtained by Jokisch et al. via NMR microscopy, after image segmentation and filtration. The two curved lines represent the true boundaries between a bone trabecula and its two adjacent marrow cavities. The grid represents the pixels of the image. Each pixel may be assigned to marrow ͑the white pixels͒ if more than 50% of its volume is within marrow cavities. The pixel is assigned to bone ͑the dark pixels͒ if less than 50% of its volume is composed of marrow. Consider an electron traveling within the bone trabecula as indicated by the black arrow. In the real bone sample, the electron will deposit its entire energy in bone. In the digital image composed of pixels, the particle travels across both marrow ͑white pixels͒ and bone ͑dark pixels͒. As a result, the electron traveling in the digital image deposits its energy in both marrow and bone overestimating the energy deposition within marrow. Obviously, this error will be reduced if the voxel size is reduced, but what is not known is the minimum voxel size needed to reduce the error to an acceptable value. In some cases, the overestimate of absorbed dose to the marrow ͑situation described above͒ may be compensated by an overestimate of dose to the bone for a particle traveling on the other side of the boundary. A few other effects can be expected from the voxelization of the sample. Among them, one can image the variation of the volume of each media when the voxel size is increased and also the variation of the surface area of the boundary between bone and marrow when a curved interface is approximated by a series of orthogonal rectangular surfaces. These two effects are discussed in detail under Sec. III.
II. MATERIALS AND METHODS
A. Construction of the mathematical model of trabecular bone
A mathematical bone model was created in this study to evaluate the effects of the voxel size on electron transport calculations. The model had to be constructed so that charged particles deposit their energy within the different media as they would if traveling within a real bone sample. From the studies of Spiers et al., it is known that this condition can be reasonably met if both the trabecular and marrow cavity chord length distributions within the mathematical sample match their corresponding distributions within a real skeletal sample. In this study, the Spiers chord distributions for the cervical vertebrae were thus selected for initial investigation. Figure 1 shows that the boundaries between bone and marrow in the trabecular regions are smooth curved surfaces. Consequently, the mathematical sample had to be built with smooth surfaces and without sharp angles. Surface discontinuities are responsible for voxel effects and must be avoided within the mathematical sample. To satisfy these characteristics, a cubical bone volume was filled with spheres each representing a marrow cavity. The bone trabeculae are represented by the spaces between the spheres. The size of the sample cube had to be large enough so that it could represent a contiguous piece of trabecular bone, yet small enough so that the computer simulations of particle transport could treat the segmented images in a reasonable amount of time. The sample size that satisfies these two conditions was found to be 1.6ϫ1.6ϫ1.6 cm 3 . The sample had to be uniform in its microstructure over its entire volume and for this one needed to deal with ''the edge effect.'' To understand ''the edge effect,'' consider the case of a 2D image. Imagine a square in which one tries to fit circles ͑see Fig. 3͒ . If the centers of the circles are randomly chosen inside the exterior square shown in Fig. 3 , at least one quarter of the area of each circle overlaps the exterior square ͑this fraction becomes one eighth the volume of a sphere for a 3D model͒. In Fig. 3 , this situation applies for the exterior square where one does not see spherical overlaps smaller than a quarter-circle. Much smaller fractions of marrow cavities, however, are found along the cut edges of a real trabecular bone sample. Next, consider the interior square shown in Fig. 3 . With the same distribution of spheres, and if the distance between the two squares is greater than the maximum radius of the circles, the distribution of spheres within the interior square is uniform over its entire volume and no ''edge effects'' are present. For the current study, the maximum radius of the spheres is less than 3 mm, and thus the exterior cube of our mathematical sample must be 6 mm wider than the interior cube. As a result, the mathematical trabecular bone sample was built by positioning the centers of the marrow spheres randomly throughout a 2.2ϫ2.2 ϫ2.2 cm 3 cubical region, but only the central 1.6ϫ1.6 ϫ1.6 cm 3 cube was selected as the region of interest ͑ROI͒ for dosimetry studies.
The next decision in building the mathematical sample was to choose the size of the spheres. Their radii had to follow a probability distribution that provides, for the whole sample, a marrow chord length distribution similar to that of the Spiers cervical vertebra distribution. To avoid surface discontinuities, the spheres needed to be located so that they do not overlap with one another. After several trials using various distributions of radii, it was found that an exponential distribution worked best:
where r is the radius of the spheres and P m is a parameter that allows changes to the average value of the distribution. The value of P m that gives the best fit to the Spiers' marrow chord length distribution for the cervical vertebrae was found to be 44 cm Ϫ1 . An advantage of this mathematical sample is that the number of spheres does not affect the marrow chord length distribution. While keeping the same radius distribution, an increase in the number of spheres within the sample will increase the volume fraction of marrow but not its chord length distribution.
Increasing the number of spheres inside the cube will also reduce the bone volume and will obviously reduce the mean trabeculae chord length. Therefore, once the marrow radius distribution is defined, the only concern is to try to fit as many spheres as necessary within the mathematical sample cube so that the mean trabeculae chord length distribution is reduced to a value comparable to the Spiers' value. A C-program was written to build the sample by fitting the spheres inside the sample cube. The filling of the sample cube was a long process and the program was not able to fit more than 28 200 spheres in the sample cube giving a trabeculae chord length distribution slightly skewed from that of Spiers.
The final mathematical sample thus contains 28 200 spherical marrow cavities. This large number is a major concern if one thinks about a transport code having to deal with such a large number of regions. With the sample cube occupying a volume of 2.2ϫ2.2ϫ2.2 cm 3 , and as only the central 1.6ϫ1.6ϫ1.6 cm 3 is considered the dosimetric region of interest, more than 60% of the volume of the original sample cube is contained outside the central ROI. Consequently, many spheres located along the edge will never overlap the region of interest. Therefore, a last step before the mathematical sample is complete is to remove all spheres located in the 2.2ϫ2.2ϫ2.2 cm 3 bone sample which do not in some way intersect the central ROI. The total number of remaining marrow spheres within the ROI is thus reduced to 11 605. Using the radius distribution of Eq. ͑1͒, it is possible to calculate both the total volume of marrow and the total surface area of the bone-marrow interface. The analytical expressions for both the marrow volume and the interface area are
and
where N is the number of spheres. With N ϭ 11 605 and P m ϭ44 cm Ϫ1 , the total marrow volume and interface surface area are 3.424 cm 3 and 150.7 cm 2 , respectively. The mean marrow chord throughout the mathematical bone sample may be estimated through Cauchy's theorem (4V/S) as 909 m. Note that these values are inclusive of all marrow spheres whereas some spheres only partially overlap the ROI boundary. Consequently, the true values of the marrow volume fraction and the surface area of the bone-marrow interface within the dosimetric ROI are expected to be smaller than predicted by Eqs. ͑2͒ and ͑3͒.
A C-program was also created to calculate the chord length distribution for both the marrow cavities and bone trabeculae within the mathematical sample. As the sample is made of spheres, chord lengths are isotropic, and the calculation can be performed using a uniform field of parallel rays crossing the entire sample along one of the three axes.
Another program calculates the volume fraction of marrow within the sample. As it is difficult to find an analytical expression for the volume fraction of a sphere that overlaps a cube, a Monte Carlo calculation was performed. The accuracy of this method can be measured by the standard deviation of the result. When a point is selected randomly inside the cubical sample, it can be either in bone or in marrow. The probability of each event follows a binomial distribution and the standard deviation of a sample of N points is given by
In Eq. ͑4͒, p is the probability for the point to be in marrow. This value of will be maximal for pϭ0.5. With N ϭ1 000 000 the standard deviation is then less than 0.05%.
B. Construction of the segmented images
Once the mathematically defined bone model is created representing a cubical specimen of trabecular bone, a grid structure is placed over the sample representing the voxel dimensions of an NMR image acquisition. Segmentation of the grid structure yields a binary image similar to that obtained by Jokisch et al. Segmentation of the mathematical sample is achieved by assigning each voxel to either bone or marrow according to the percentage of marrow ͑volume inside the spheres͒ and bone ͑volume outside the spheres͒ it contains. A total of 19 samples were created with cubical voxel sizes ranging from 16 m to 1000 m ͑see Table I͒. A simplified segmentation algorithm was adopted in which, for each voxel of the image, the volume fraction of marrow it contains is determined. If this fraction is greater than 50%, the voxel is assigned to marrow and if not, it is assigned to bone. The complexity comes from the calculation of the volume of intersection between a cubical voxel and a marrow sphere. Many different situations exist and few have analytical solutions. Consequently, a combination of analytical and Monte Carlo methods were used for image segmentation.
Three different C-programs were written to perform the segmentation process. The first creates a file that contains one byte per voxel without setting the tissue medium of each voxel. The second program calculates the location of all voxels that are fully inside each marrow sphere of the sample and assigns these voxels to marrow. The third program sweeps through all voxels of the image previously undefined and for each it checks how many spheres overlap the voxel. If no overlapping regions are found, the voxel is assigned to bone. If at least one sphere overlaps the voxel, the program uses a Monte Carlo technique to calculate the percentage of voxel volume intersected by one or more spheres. If this cumulative percentage exceeds 50%, the voxel is assigned to marrow; otherwise, it is assigned to bone. The decision to segment at a volume fraction of 50% is somewhat arbitrary, but sufficient for the present study as it was more important to be consistent across all voxelized images. Other percentages or even a mass fraction ͑considering the different tissue densities͒ could have also been employed. Once the segmentation is performed, another program is used to compress the data file so that each byte of the file can store eight voxels. Finally, two programs calculate for each segmented image ͑1͒ the marrow volume fraction within the image and ͑2͒ the surface area of the bone-marrow interface. The two series of results are shown on Table I .
C. Electron transport simulations
The next step in the study is to couple the segmented voxelized images with a Monte Carlo transport code to study the evolution of absorbed fraction results while the voxel size is changed. The goal is to calculate the absorbed fractions ͑͒ for a source of monoenergetic electrons born within the marrow cavities and for the bone trabeculae and marrow cavities as target regions. For both sets of absorbed fractions, simulations of electron transport are made within both the mathematical bone sample and within each of its simulated, segmented voxel images. Particle transport calculations were performed using the EGS4-PRESTA code.
Transport simulations were performed only within the central 1.6ϫ1.6ϫ1.6 cm 3 ROI of the bone sample. Every particle leaving this volume was discarded. A homogeneous source of monoenergetic electrons was used with particle emissions beginning within those marrow spheres completed enclosed in the ROI. For both the bone and the marrow as target regions, the absorbed fraction deposited in that region was calculated. A total of ten electrons energies were selected ranging 0.05 MeV to 4 MeV.
Two different EGS4 user codes were developed: one for the mathematical sample ͑''reference code''͒ and a second for the 19 segmented images ͑''test codes''͒. For both programs, the same calculation was performed. The only difference was the way the geometry was defined. For the ''reference code'' the geometry is defined by equations of spheres, whereas the ''test code'' is defined by equations of planes delineating the voxel slices of the particular image.
The parameters used by the EGS4 transport code were also kept constant between both programs. The media used for both bone and marrow were those defined by the ICRU Report 46 for an adult. 31 The bone regions were composed of pure skeleton-cortical bone and the marrow regions were made of pure skeleton-red marrow. Descriptions of both tissues are given in Table II . The densities are 1.92 g/cm 3 for bone and 1.03 g/cm 3 for marrow. In both bone and marrow regions, the energy cutoff for both electron and photon transport was set to 10 keV. For the PRESTA extension, the ESTEPE parameter was set at 0.05. Each calculation ͑10 times the ''reference code'' and 190 times the ''test code''͒ was performed for 10 runs of 100 000 initial electrons. The results were averaged over the 10 runs and a standard deviation was calculated to estimate the standard error.
D. S value calculations
The absorbed fractions calculated with EGS4 were subsequently used to calculate the S values ͑dose per unit cumulated activity͒ as defined by the Medical Internal Radiation Dose ͑MIRD͒ Committee for several radionuclides. 32 Five nuclides were chosen for their interest in trabecular bone dosimetry ( 131 I, 32 P, 33 P, 153 Sm, and 117m Sn) and because they cover a large range of beta particle energies. Only the electron and beta particle components of the emission spectra are considered in this study. Table III shows the radiological characteristics of the five radionuclides selected. S values were calculated using the decay scheme tables of Eckerman et al. 33 In this study, only marrow sources of electrons were considered, even though two of these radionuclides ( 153 Sm and 117m Sn) are associated with radiochemicals which exclusively localize in or on the surface of the bone trabeculae. As discussed later, however, conclusions drawn regarding voxelization errors in the cross-dose to bone will hold equally true for the cross-dose to marrow when the source-target designations are reversed.
III. RESULTS AND DISCUSSION
A. Mathematical sample
The mathematical sample of trabecular bone was created as a cube, 2.2 cm on edge, in which 28 200 marrow spheres were positioned. Only 11 605 spheres remained in the sample following exclusion of those spheres fully outside the central 1.6ϫ1.6ϫ1.6 cm 3 ROI. The average radius for all spheres is 227 m. The volume fraction of marrow within the ROI is 0.6979Ϯ0.0005. The total volume of marrow strictly found within the ROI is thus 2.859 cm 3 , a value less than that predicted by Eq. ͑2͒ as discussed earlier. The true surface Figure 4 shows a 1.6ϫ1.6 cm 2 cross section of the final sample within the ROI. The image is perpendicular to the X-axis, and is located at Xϭ0 ͑the center of the cube͒. Black regions represent the lattice of trabeculae while white circles represent the marrow cavities.
In Fig. 5 , the chord length distributions for both the marrow cavities ͓Fig. 5͑a͔͒ and the bone trabeculae ͓Fig. 5͑b͔͒ are compared with those for the cervical vertebra in the data of Spiers and colleagues. 34 Within the mathematical sample, the mean chord lengths are 871 m and 377 m for the marrow cavities and the bone regions, respectively. The former approaches that are given by Eqs. ͑2͒ and ͑3͒ and Cauchy's theorem ͑909 m͒. The corresponding values from Spiers data are 909 m and 280 m, respectively. As noted earlier, the difference between the values of 871 and 909 m are attributed to those spherical marrow cavities which only partially overlap the ROI boundary. Figure 5͑b͒ shows a large difference in shape between the chord length distributions for the bone trabeculae. This difference is due to the difficulty in fitting a sufficient number of marrow spheres within the bone cube and is reflected in the difference between the mean chord lengths. Nevertheless, our goal was not to have an exact representation of trabecular bone, but to create a mathematical model representative of trabecular bone. The shapes of both distributions are similar, however. One may also interpret our mathematical sample as a specimen of trabecular bone with trabeculae slightly thicker than those measured by Spiers for his cervical vertebra specimen.
B. Segmented images
Segmented images were created for 19 different voxel sizes listed in Table I . The fifth column of Table I gives the volume fraction of marrow in each segmented image. As the voxel size increases, the volume fraction increases reaching 100% at very poor resolution. As there is more than 50% marrow in the mathematical sample ͑69.79%͒, the larger the voxel size, the more likely each is to contain more than 50% marrow. Therefore, as the voxel size increases, there is a higher probability for each voxel to be assigned to marrow, and the percentage of marrow voxels within the entire sample thus increases ͓see Fig. 7͑a͔͒ . Figure 6 shows the result of segmentation for four differ- For a voxel size smaller than 300 m, the error on the volume fraction is only about 1%. Due to poor resolution, some voxels overestimate their true volume fraction of marrow and some overestimate their volume fraction of bone, with both errors canceling one another yielding an acceptable marrow fraction over the entire image. The last column of Table I shows the total surface area of the bone-marrow interface within the segmented sample ͓see Fig. 7͑b͔͒ . This area increases from almost zero at 1000 m to 191 cm 2 at very high resolution. This is partly due to the volume fraction of marrow. For a large voxel size, only a few voxels are assigned to bone. As a consequence, the surface area between bone and marrow is reduced ͓see Fig.  6͑a͔͒ . Between Figs. 6͑b͒ and 6͑d͒ the volume fraction of marrow is almost the same, but the surface area in Fig. 6͑d͒ is still larger than that in Fig. 6͑b͒ ͑see Table I͒. In Fig. 6͑b͒ one can see that, due to the lower image resolution, marrow spheres are connected to each other through marrow voxels, thus reducing the interface surface area. This problem does not appear in Fig. 6͑d͒ ͑or it appears very infrequently͒. This explains why the surface area continues to increase whereas the volume fraction remains constant. At high resolution, the area converges toward 191 cm 2 which is ϳ50% larger than the surface area of marrow spheres within the true mathematical sample (ϳ125.8 cm 2 ). Voxelization of the images thus introduces an overestimation of the interface surface area which is not reduced with further reductions in voxel size. The marrow volume fraction and the surface area of the bone-marrow interface are shown on Figs. 7͑a͒ and 7͑b͒, respectively. The horizontal lines in Fig. 7 are the reference values calculated within the mathematical sample.
C. Absorbed fraction calculations and their absolute errors
EGS4 transport simulations were made for monoenergetic electron sources located within the trabecular marrow space of the 19 segmented images as well as the reference mathematical trabecular bone sample. For each simulation, absorbed fractions of energy were estimated for targets in the marrow cavities, the bone trabeculae, and regions outside the dosimetric ROI. The latter was used to check the energy deposition balance within the system. In no case did the standard deviation on the absorbed fraction exceed 0.0015. Reference absorbed fractions for the mathematical sample are listed in Table IV . They are shown to decrease with increasing electron energy as more electron kinetic energy is lost to the skeletal regions outside the dosimetric ROI.
The convergence of the absorbed fraction to marrow is shown in Fig. 8͑a͒ as a function of voxel size and electron energy, while Fig. 8͑b͒ shows the corresponding values for bone as the target tissue. The abscissa in Figs. 8͑a͒ and 8͑b͒ is the voxel size ranging from high resolution ͑16 m͒ to low-resolution ͑500 m͒ images. The ordinate is the difference between the reference absorbed fraction and the value found within each of the 19 segmented images:
A positive value corresponds to an overestimate of the absorbed fraction within the segmented image and a negative value corresponds to an underestimate. Six general points can be made in viewing the data from absorbed fraction leads to an underestimate of the bone absorbed fraction and vice versa. ͑2͒ The absorbed fraction for large voxel sizes is overestimated in marrow and underestimated in bone. ͑3͒ For high-energy electrons (Ͼ400 keV͒, the error decreases as the voxel size is reduced. Figures 8͑a͒  and 8͑b͒ show that the absorbed fractions calculated within the segmented images converge to the reference value as the resolution is improved. ͑4͒ For electrons Ͼ400 keV, convergence of the results to the reference value is improved with increasing initial electron energy. ͑5͒ At low electron energies (Ͻ400 keV͒, the data of Fig. 8 show that for large voxel sizes (Ͼ350 m͒, smaller absorbed fraction differences are seen at lower electron energies. ͑6͒ At low energy electrons and at high image resolution, the results do not converge to the reference value. To further understand these trends, it is helpful to revisit the errors introduced via voxelization in both the marrow volume fraction ͑''volume error effect''͒ and the surface area of the bone-marrow interface ͑''surface error effect''͒ ͑see Fig. 7͒ . The influence of errors in the marrow volume fraction at large voxel sizes is easily understood. At low image resolution, the overestimation of the total marrow volume results in an increase in the absorbed fraction to marrow and a corresponding decrease in the absorbed fraction to the bone trabeculae. The surface error effect is more complex. As shown in Fig. 7͑b͒ , the surface area of the bone-marrow interface increases as the voxel size decreases. This error was shown to overestimate the true surface area at small voxel sizes and to underestimate the area at large voxel sizes. As the surface area is artificially increased in high-resolution images, particle escape at the interface surface is increased and the absorbed fraction to bone trabeculae is overestimated. Within low-resolution images, the surface area is underestimated and thus the absorbed fraction to bone is underestimated. For low energy electrons born within the marrow cavities, energy loss to bone is contributed by only those electrons emitted from a marrow layer immediately adjacent to the bonemarrow boundary. The thickness of this effective source layer is approximately equal to the electron range in marrow. If the electron range is much smaller than the voxel size, the effective source volume is roughly equal to the total surface area times the electron range in marrow. The right angles between the squared surfaces of the voxels do not introduce a significant contribution to this volume, and thus the variation of the effective source volume is roughly proportional to the corresponding variation in interface surface area. Consequently, an increase in surface area increases the effective source volume and the absorbed fraction to bone by the same proportion. On the other hand, if the electron range exceeds the voxel size, the effective source volume is more complex and becomes smaller than that predicted by the product of the surface area and the electron range. At higher electron energies, an increase in surface area does not necessarily increase the effective source volume by the same proportion, and thus overestimates in the absorbed fraction to bone are not as significant as they are at lower energies. A general conclusion is thus that overestimates in the absorbed fraction to bone are only significant if the voxel size is large compared to the electron range. Note that identical but converse arguments would hold true if one were to consider instead a bone source of low-energy electrons irradiating the marrow in a high-resolution image. Let us now return to the six observations noted in Figs. 8͑a͒ and 8͑b͒ .
Point ͑1͒ The total size of the bone sample and its interior ROI is the same whether it is taken as the pure mathematical sample or one of its 3D segmented images. The loss of energy due to particle escape, therefore, is constant and only depends on the initial electron energy.
Point ͑2͒ is a direct consequence of the errors in the marrow volume fraction. At large voxel sizes, the volume of bone is small compared to that within the mathematical sample and thus the bone absorbed fraction is underestimated. This error increases as the voxel size increases.
Point ͑3͒ is also a consequence of the errors in the marrow volume fraction. As the voxel size is reduced, the marrow volume approaches the reference volume and the absorbed fractions converge toward the reference values. For electrons exceeding 400 keV, their range exceeds the voxel dimensions ͑1300 m for 400 keV electrons in water͒. Consequently, the surface error effect only appears at large voxel sizes where it is completely masked by the volume error effect, which acts in the opposite direction. Absorbed fractions converge to reference values around 200 m where the surface error effect is too weak to have a noticeable consequence.
Point ͑4͒ For high-energy electrons, the deposition of energy is expected to be more uniform throughout the whole sample than for low-energy electrons. Consequently, the ab- sorbed fractions to both marrow and bone would be those given by the ratio of masses for the two media. One can therefore expect a dependence of the results on the voxel size to be only due to the variation of the marrow volume fraction within the sample. Furthermore, convergence is also improved at high electron energies where the surface error effect is smaller.
Point ͑5͒ For low-energy, short-ranged electrons below 400 keV, the absorbed fraction to marrow approaches unity. Consequently, the dependence of the absorbed fraction on the volume error effect is weak for this energy range. A consequence of points ͑4͒ and ͑5͒ is that for large voxel sizes (Ͼ350 m͒ the absorbed fraction error increases with electron energy below 400 keV, and decreases with electron energy above 400 keV. The calculation performed for 400 keV electrons seems to give the largest absorbed fraction error in images of poor resolution.
Point ͑6͒ For small voxel sizes ͑below 400 m͒ the volume error effect is no longer strong and only the surface error effect is dominant. For low electron energies, the electron range becomes smaller than the voxel size ͑e.g., 43 m in water for 50 keV electrons͒. The surface error effect thus leads to an overestimate of the bone absorbed fraction. When the voxel size is very small and becomes smaller than the electron range, the absorbed fraction converges again toward the reference value. Absorbed fraction curves in Fig. 8͑b͒ for both 50 and 100 keV electrons show an overestimate of the bone absorbed fraction that increases to a voxel size approximately equal to their range ͑43 m and 143 m, respectively͒. At higher voxel resolutions, the absorbed fraction errors decrease again as they approach their reference values. The surface error effect no longer influences the calculation if the voxel size becomes significantly smaller than the electron range.
D. Absorbed doses and their relative errors
The discussion above reflects the absolute error made on the absorbed fraction with changes in voxel resolution. An alternative evaluation of the voxel-size effects on dose calculations to skeletal tissues using NMR microscopy is to look at the relative error of the absorbed fractions. Figure 9 shows the relative error ͑in percentage͒ for the absorbed fraction to both marrow ͓Fig. 9͑a͔͒ and bone trabeculae ͓Fig. 9͑b͔͒ expressed as
͑6͒
For the marrow results, Figs. 8͑a͒ and 9͑a͒ are almost identical since the absorbed fraction is on the order of unity for an electron source located within the marrow cavities. For the bone trabeculae results, Fig. 9͑b͒ shows that the relative error is very important for low energy electrons. The absorbed fractions to the bone trabeculae are small due to the short ranges of the particles in the marrow source region. Here the relative error can reach 65% for 50 keV electrons. This error is directly attributable to the ϳ50% overestimate in the surface area of the bone-marrow interface ͑see Fig. 7͒ .
By dividing each absorbed fraction by the mass of the corresponding target region ͑segmented image or reference sample͒, the corresponding relative error on the absorbed dose to either marrow ͓Fig. 10͑a͔͒ or the bone trabeculae ͓Fig. 10͑b͔͒ from monoenergetic electrons sources in marrow may be calculated: 
͑7͒
Figures 9 and 10 are similar for small voxel sizes, but differ at large voxel sizes. Since the mass of the target is proportional to its volume, the absorbed fraction error at large voxel sizes is attenuated by the mass error when the corresponding dose is calculated. Consequently, the error on the dose is smaller than that for the absorbed fraction. For small voxel sizes where the volume fraction of marrow is almost constant and equal to its true value, the relative error in the absorbed dose is approximately similar to the relative error in the absorbed fraction.
The results of Figs. 8-10 are shown for monoenergetic electron sources in marrow. To investigate potential errors in marrow and bone dose due to radionuclides localized in marrow, radionuclide S values were subsequently determined in which absorbed fractions for monoenergetic electrons were weighting across their beta-particle energy spectra. These S values are given in Table V for  32 P,   33 P, 131 I, 153 Sm, and 117m Sn. Figure 11 shows the relative error on the S value as a function of voxel size. For 32 P, the mean electron energy is high and Fig. 11 shows good convergence of the S value across all voxel sizes. There is less than 1% error for both the bone and the marrow dose below 300 m. Sm are intermediate-energy electron emitters. For these radionuclides, the surface area effect begins to become important and the relative error for S ͑bone←marrow͒ cannot be reduced to less than 5% even at high voxel resolution. For the very low-energy emitters 117m Sn and 33 P, the relative error on the S value remains as high as 25% for the crossdose to bone, but is less than 4% for the self-dose to marrow. At voxel resolutions of ϳ450 m, the result is exact but no conclusions can be drawn. This value of 450 m is a consequence of the reduction of the bone-marrow surface area as the voxel size is increased. This surface area reduction depends on the marrow volume fraction within the mathematical sample and it would be incorrect to suggest that 450 m is an optimal value for either 117m Sn or 33 P. It is only an optimal value for the specific geometry used in this study. For a different trabecular bone sample with a different marrow volume fraction, the optimal value would most likely be different.
IV. CONCLUSIONS
The voxel-size impact on dose calculations within a voxelized and segmented 3D NMR image of trabecular bone may be summarized according to three different aspects. First, the geometry of the segmented image is obviously different from that of the true bone sample. Figure 2 shows that cubical voxels may lead to overestimates and underestimates of energy deposition within the media if a particle is traveling close to a boundary. These errors tend to cancel one another on average and have probably no consequence on the dose calculation. Second, the volume fraction of marrow is overestimated at large voxel sizes, but as shown in Fig. 7͑a͒ this overestimate is small below 300 m and there is no consequence to the dose calculation for image resolutions below 300 m. Third, the surface area of the bone-marrow interface is overestimated at small voxel sizes ͑below 300 m͒ and underestimated at large voxel sizes as shown in Fig.  7͑b͒ . For high-energy electron emitters, this effect is without consequence in that the electron range exceeds the voxel dimensions. The surface error effect occurs over a range of voxel sizes for which reductions in bone volume fraction with improved resolution attenuate the effect of increases in estimated surface area. The surface error effect is thus without consequence for high-energy electrons. For low-energy electrons emitted within the marrow cavities, the surface error effect has little consequence on the self-dose to the marrow cavities ͑maximum error Ͻ5% at 200 keV͒. Nevertheless, for low-energy electrons, the surface error effect does lead to an overestimate of the cross-dose to bone trabeculae for small voxel sizes and an underestimate of the bone dose at large voxel sizes. The overestimate in bone cross-dose approaches 25% for radionuclides with a mean beta energy of ϳ100 keV and is maximal for 100 m voxels. This error approaches 5% for radionuclides with a mean beta energy of ϳ200 keV and is maximal also around 100 m. No conclusion can be drawn for the optimal voxel size for low-energy beta emitters in that the voxel size range for overestimates and underestimates in cross-region dose depends on the variation of the surface error effect with voxel size which further depends upon the specific geometry of the sample. At voxel resolutions below 100 m, the error in cross-dose is shown to turn over and again converge to the reference value as the voxel size becomes smaller than the electron range. This can be seen in both Figs. 10 and 11, but the convergence occurs at voxel sizes on the order of a few micrometers, well beyond the current capabilities of NMR microscopy systems.
The largest error encountered in the dosimetry of voxelized images was shown to be the influence of the surface error effect on the cross-region dose for low-energy electrons. Fortunately, in these instances, the self-dose will dominate due to the short range of the particles. In this study, the marrow cavities were selected as the source region of electron emissions. Due to the symmetry of the voxelized image, a similar overestimate in marrow dose would be expected for low-energy electron sources in the bone trabeculae. Again, the self-dose to bone would dominate and the uncertainty in the average cross-dose to the marrow cavity may be unimportant. Nevertheless, the surface error effect warrants further investigation considering that studies by Lord 35 indicate that the majority of marrow stem cells are located near the endosteal surface where the dose would be higher than the average marrow cavity dose.
In summary, the present study found that an NMR image of trabecular bone composed of voxels Ͻ300-400 m provides accurate dosimetry for high-energy electron emitters and for both the self-dose to marrow and the cross-dose to the bone trabeculae. For radionuclides with a mean beta energy of 300 keV or higher, the error is reduced to a few percent at this resolution. This finding is significant in that this voxel size range approaches that obtainable for trabecular bone imaging via clinical MRI units at 1.5 T under conditions of minimal patient motion. While there is no impact of the surface error effect on the self-dose to marrow for low-energy beta emitters, overestimates in the interface surface area must be taken into account when considering the cross-dose to bone at low electron energies. Further investigations are warranted including the use of additional mathematically defined bone samples of differing trabecular microstructure ͑e.g., cranium, ribs, etc.͒. In these studies, systematic dosimetry errors introduced by surface area overestimates with low-energy electrons and within highresolution images can be evaluated. Correction factors might then be developed and subsequently applied to dosimetry results.
