To simulate the airflow and acoustic wave propagation associated with voice production, a closed surface mesh representing the vocal tract is needed. Biomechanically, the vocal tract is composed of surfaces from several different anatomical structures. We present a method for assembling a dynamic vocal tract mesh by trimming and stitching surface meshes tracking biomechanical models of relevant structures. Two algorithms, one for trimming and one for stitching, are used to first isolate surface mesh patches that are in contact with the airway and then merge them into a closed surface. The algorithms rely on manually selected boundaries and are able to cover gaps between mesh patches. Test cases are used to illustrate how the algorithms behave in various situations. The algorithms are implemented in the toolkit ArtiSynth where many relevant biomechanical models are already available.
Introduction
The voice is made possible by a coordinated interplay between different anatomical structures, in particular those originally evolved for breathing and eating. The vocal folds, controlled by activation of laryngeal muscles, and pressure from the lungs together create vibrations that cause acoustic waves to propagate through the vocal tract. The vocal tract forms an acoustic filter that strongly influences the sound emitted. Additionally, the airflow can cause fricative sounds at constrictions or other vibrating tissues (e.g. tongue tip or lips). This is all dynamic due to varying activation of a large set of muscles.
The number of interacting components and the different kinds of physics required to understand them makes simulation an indispensable tool for studying voice production theoretically. The acoustic waves propagate through the complex domain that the vocal tract forms with small cavities and sharp bends. The aerodynamics involves turbulent airflow due to narrow passages in the vocal tract as well as interactions with the rapidly oscillating vocal folds. The whole system is dynamically controlled via a large number of muscles and complicated by non-trivial phenomena like contact between soft and wet tissue. Analyzing such a mix of intertwined models of different types is difficult to tackle without computational tools.
EUNISON (Extensive UNIfied-domain SimulatiON of the human voice; www.eunison.eu) is a EUfunded project with the aim of simulating models based on the different kinds of physics involved in creating the voice: the biomechanical muscle control of the vocal tract and vocal folds, the fluid-structure interaction that takes place at the vocal folds and creates phonation, along with acoustics and aerodynamics in a dynamically changing vocal tract. The project also involves experimentation on simplified physical vocal folds and vocal tract models to validate that the simulations give accurate results. The vision is to create a unified mathematical domain in which all the different simulations take place.
ArtiSynth (Lloyd et al., 2012 ) is a biomechanical toolkit providing interactive 3D-simulations of the structures involved in voice production. In ArtiSynth, rigid bodies are used to model bone-structures, while finite element models (FEM) are used for soft tissue. Viscoelastic muscle models are implemented, either as point-to-point actuators or as embedded force generators. ArtiSynth allows the user to merge all these different ways of modelling into hybrid models. This makes it possible to simultaneously simulate all the biomechanics that contribute in producing the voice.
Biomechanical models of muscles and muscle activation suitable for dynamic simulations are already well developed and established (Lloyd and Besier, 2003; Sanchez et al., 2013) . Models of soft tissue like the tongue and its muscle control are also available (Gérard et al., 2003) . Regarding the acoustics, there exists well-established methods for computing the filtering properties based on vocal tract shapes (Arnela and Guasch, 2013) . Handling the aerodynamics is a more challenging task but there exists methods to tackle this (Codina and Blasco, 2000; Hoffman and Johnson, 2006) . Challenges like how to construct meshes of complicated domains suitable for simulations have also been addressed (Sazonov et al., 2006) . One key part missing in this work flow is that a dynamic vocal tract needs to be created from the biomechanics so that it can be used for aerodynamic and acoustic simulations.
The focus of this work is on the vocal tract rather than on the vocal folds. The focus is more specifically on how to obtain the vocal tract mesh from the geometries of the surrounding bodies each of which is described by biomechanical models and controlled by muscles. The vocal tract is not a mechanical entity in itself but rather the absence of anatomical structures. The biomechanical bodies around it are typically modelled as rigid or soft bodies. In practice, there will often be parts that are not explicitly modelled, but just because a body is not modelled that does not mean it is not there; some form of interpolation or placeholder is then needed to complete the vocal tract geometry.
The surfaces of both the rigid bodies and the FEM-bodies in ArtiSynth are represented as meshes. A surface mesh is an entity consisting of vertices and faces. Each vertex has a position in 3D-space and each face connects three or more vertices. From here on, we will only consider meshes with triangular faces. Rigid bodies are described by a rigid surface mesh while a FEM-body is typically described by a volume-mesh but it is straightforward to extract its surface mesh. This makes it possible to extract the surrounding surfaces forming the vocal tract.
By identifying the parts of the surrounding surface meshes that are in contact with the vocal tract and then merging them together, it is possible to obtain a surface enclosing the vocal tract. This will create a closed tube that can serve as boundary conditions for simulations of acoustics and aerodynamics. One advantage of this approach is that the mesh vertices are still tied to their original biomechanical structures, and will therefore follow their movements. This makes the vocal tract mesh dynamic as it inherits the movements of the underlying biomechanical models. One disadvantage is that the resulting vocal tract mesh may end up with a highly varying size of its faces. The merging process has to fill in any gaps between the meshes in order to get a closed tube that is only open at the two ends, that is the mouth and the larynx. For this purpose two algorithms, one for trimming and one for stitching, have been developed. By trimming we mean an algorithm that cuts away unwanted parts of a mesh and by stitching we mean an algorithm that merges different meshes by filling in the gaps between the meshes with new faces.
Among the many different trimming-techniques (Attene et al., 2006; Bruyns et al., 2002; Shamir, 2008) , there are three main categories (Zhang et al., 2011) . First, there are boundary-based algorithms where sample points on the intended boundary of trimming are given. We use the term "boundary" to refer to a closed curve on the surface described by the mesh. The method includes an algorithm that connects the points into one connected loop that forms the boundary. After that, the outside of the boundary is cut away and the mesh then only consists of the part that is inside the boundary. This approach is very sensitive to the choice of boundary (Fan et al., 2011; Zhang et al., 2010 ) so great care must be taken when choosing the boundary. The second approach (Ji et al., 2006) is to mark an area fairly similar to the part of the mesh that is desired. The method then uses an 'active contour'-algorithm to decide what parts to keep. It then uses mesh scissoring algorithms to decide where the boundary should be and cut the mesh along it. This approach has the obvious disadvantage that the algorithms might choose a boundary that does not conform with the users intentions. The third and last main approach is to label some sample points as foreground or background in which foreground includes the desired parts and background is the rest of the mesh. The method then uses a region-growing algorithm to decide for the rest of the mesh which points belong to foreground and which points belong to background. This approach has the advantage that it is less dependent on the users input but on the other hand it may be difficult to achieve the desired results.
Stitching techniques mainly focus on merging meshes that are in close contact with each other (Yau et al., 2003) , or, if the meshes are far apart, adjust their relative position and posture (Turk and Levoy, 1994) . This is, however, different from what we need in this work, where the meshes to be merged are already in their correct positions and only need to be merged into a closed tube.
Methods
Both trimming and stitching have been implemented in ArtiSynth, which makes it possible to apply them to the different existing models, in particular the model described by Stavness et al. (2011) , in order to produce a dynamic vocal tract. The algorithms operate on user defined stitchpaths along which the trimming and subsequent stitching will be performed. A stitchpath is represented by a stitchlist consisting of sequences of connected vertices.
Trimming
The trimming technique that has been used in this work is an adapted boundary-based approach in which a connected sequence of vertices on the boundary is given as input. This is motivated by the fact that we have precise requirements on which parts of the different biomechanical components should be parts of the vocal tract.
Trimming is performed along a closed boundary that defines what part of the mesh should remain. In contrast to most trimming and cutting algorithms (Bruyns et al., 2002 ) the boundary is given as a list of connected vertices in the mesh, so no new vertices or edges are created. The algorithm performs two recursive depth-first traversals starting from a vertex inside the boundary. This vertex is specified in the code along with the vertex list defining the boundary. The first traversal stops whenever it reaches the boundary. Therefore this traversal will visit all vertices inside the boundary. In a second traversal, the boundary is ignored that means all vertices are visited. Consequently, the first traversal visits only vertices that should be kept and the second visits all vertices in the mesh. Therefore, vertices that are visited only in the second traversal and are not part of the boundary are flagged as vertices to be removed.
It is also necessary to determine which faces to remove. Any face containing a vertex marked for removal is also marked for removal. This test is, however, not sufficient; faces that have all their vertices on the boundary may be on either side of the boundary. For faces with all vertices on the boundary, if the order of its vertices is the same as their order on the boundary, the face will be on the inside and should remain. For this test to work, we require that both the boundary and all the faces have a consistent orientation, that is, that their vertices are specified in a clockwise or anti-clockwise order. Figure 1 . Schematic illustration of the stitching algorithm. Black dots indicate the vertices in the two stitchlists, which are here stitched sequentially from the bottom. In each step, the length of the two alternative edges (dotted and dashed) is compared, and the shortest one is used to form the next face.
Stitching
Since the stitching technique needs to cover gaps between meshes, the approach is to add faces in the gaps between the meshes. In this way no new vertices are created, which is good since new vertices would not naturally follow the movements of any bodies. Stitching is performed pairwise between stitchlists and the algorithm is designed to work for stitchpaths that are approximately parallel. This assumption is reasonable in the applications that we are facing and we have therefore not explored the behaviour in extreme situations when the method breaks down. We use a modified merge-sort algorithm, similar to the hole triangulation in the hole-filling algorithm described by Liepa (2003) , which adds new faces in the gaps between the vertices of the lists (Figure 1) , but with the difference that our algorithm can stitch meshes that are initially not connected. The algorithm allows an arbitrary number of steps forward along one of the stitchlists without advancing the other which means that the two stichlists are not restricted to have the same number or density of vertices.
If three patches are stitched together naively using this algorithm, one face at their common meeting point will be missing (Figure 3b ). This could be solved by simply adding the missing face, but, to avoid introducing such special cases, we have chosen a method where patches are always stitched pairwise. The user-supplied parameters for such an operation are two stitchlists and a flag requesting that other stitchlists of the patches are concatenated if they become connected in the process (Figure 3c-3d ).
Results
In order to verify that the algorithms work properly, a number of test cases have been created. A few cases are presented here, along with the results when assembling a vocal tract. The figures in this section are all generated with ArtiSynth.
Test Cases
The stitching is required to handle stitchpaths that are not necessarily parallel. This is highlighted in the examples presented in Figure 2 , where the upper patches are the results of trimming. In the first example, the triangulation allows a stitchpath that is relatively smooth (Figure 2a) . Figure 2b shows these two meshes stitched together. The stitched faces are similar to the rest of the mesh in the part of the stitch where the stitchpaths are close, but the stitched faces become more and more elongated as the gap between the two parts widens.
This highlights two potentially problematic properties inherent in this type of stitching. The first is that the area of different faces on a stitched mesh might differ quite a lot. The second is that some of the angles of such elongated faces can be very small, which might cause problems further down in the work flow, in particular in connection with the acoustic simulations. In the second example, the triangulation is made so that the stitchpath is forced to make several sharp turns (Figure 2c ). Figure 2d shows the resulting mesh after stitching. The stitched faces match the rest of the mesh well in the area where the gap between the different parts is small, but in the area where the gap is larger, the faces are elongated. In the area where the transition between small and large gaps takes place, there are some triangles that are even more obtuse than in Figure 2b due to the fact that the gap increases but also because the number of vertices in the stitchlists are different in this area.
A more challenging task for stitching is the junction of several pairs of stitchlists. Figure 3 shows an example where stitching has been applied to three different meshes with two stitchlists each. Each mesh connects to the other two along one stitchlist each. The three pairs of stitchlists will meet in a junction in the middle of the mesh. Figure 3b shows what would happen if the three pairs were to be stitched separately. This approach does not handle any face that connects to all three parts and hence there is a hole instead of a face at the junction. Figure 3c shows the first step of the sequential approach, where the remaining stitchlists are updated whenever a pair of meshes have been stitched together. In this case one pair of stitchlists has been stitched together and the rest of them are being updated. Since two of the remaining stitchlists have now come into contact due to the stitching they are concatenated. Figure  3d shows the mesh after the second stitching, resulting in a correctly merged mesh that covers the entire gap with faces. Since it is known in advance which lists are going to be merged and which are not, it is straightforward to set this sequential procedure up in advance.
Up to this point, we have only examined how the stitching handles stitchpaths that are in the same plane. Figure 4 shows an example of stitching two meshes that are not in the same plane. That makes the stitchpaths not only non-parallel but also forces the stitched faces to be in different planes (Figure 4a ). In fact, the extended planes of the two meshes intersect each other right in the middle of the intended stitching. As can be seen in Figure 4b the algorithm handles this situation well.
Vocal Tract
The trimming and stitching have been applied to different biomechanical components of the vocal tract. We here present the results when the algorithms are applied to the tongue, the maxilla and the mandible. Figure 5 shows the meshes of the different components before and after the trimming. A simplified mesh of the static vocal tract (Figure 5a ) based on 3D images was used as a rigid model for the lower parts (Figure 5c ) was taken from an existing FEM model. Some parts below the tongue tip have been kept during trimming (Figure 5f ) because they actually become part of the vocal tract whenever the tongue is raised. Most of the maxilla mesh (Figure 5d ) will not be part of the vocal tract and will therefore be removed in the trimming process. Most of it has been cut away but the hard palate and the teeth have been kept (Figure 5g ). Like for the maxilla, most of the mandible mesh (Figure 5e ) will be cut away. Only the inside of the teeth and some structure behind is kept (Figure 5h ). After the trimming of the pieces, the next step is to stitch them together into a closed tube. Figure  6 shows the meshes of all the biomechanical components together before (6a) and after (6b) stitching. Note that there are quite large variations in the size of the gap between the different components. The mesh in Figure 6b has been produced by first stitching the maxilla to the simplified mesh of the vocal tract and then stitching the mandible to the tongue. After both these stitchings, the stitchlists have been updated that has made it possible to make the rest of the stitched faces in one final stitching.
Note that the faces introduced during stitching tend to represent tissue, which is not explicitly modelled. The stitched faces between the mandible and the maxilla correspond to the cheeks. The stitched faces between the mandible and the tongue correspond to the floor of the mouth. The stitched faces between the simplified vocal tract mesh and the maxilla represent part of the soft palate. The stitched faces between the tongue and the simplified mesh of the vocal tract represent some of the tissue closest to the tongue in the lower vocal tract. There are some stitched faces that connect the tongue and the maxilla due to the stitching of updated lists even though there is little or no real tissue that actually connects them. These stitched faces rather represent the tissue connecting the mandible with the soft palate.
Discussion
The algorithms presented have proven useful in creating a closed vocal tract mesh from the surfaces of a set of biomechanical models of the surrounding tissue. Further, no new vertices have been introduced in the process, which means that the position of the entire vocal tract mesh is defined in terms of the moving biomechanical models. (f ) Mesh of the tongue after trimming.
(g) Mesh of the maxilla after trimming.
(h) Mesh of the mandible after trimming. From the acoustic and aerodynamic simulations point of view it is preferable to have a boundary mesh where the faces are as close to being equilateral triangles as possible. The designs of the algorithms have been chosen with this in mind, but without introducing new vertices it is unavoidable that this will sometimes be violated. We are currently addressing this by post-processing the vocal tract mesh to get a more regular mesh, which can both serve as the boundary condition for the acoustic simulations and still track the movements of the biomechanical components. The new vertices of this post-processed mesh are no longer uniquely coupled to the biomechanical models. However, since the mesh is perfectly aligned with the surfaces of the biomechanical components, it is possible to move these new vertices by averaging the movements of nearby biomechanically controlled vertices.
One problem that has emerged is that the vocal tract mesh can sometime intersect itself. There is nothing explicit that prevents the different meshes from intersecting before they are stitched together. We may expect that the contact detection functionality in ArtiSynth would guarantee that two biomechanically modelled bodies would never have intersecting surfaces, but in fact, the contact modelling used in ArtiSynth allows for small intersections between bodies as a base for calculating the counteracting forces that prevents objects from passing through each other.
The way our trimming algorithm is implemented imposes a requirement that all the faces in a mesh have the same orientation. The stitching on the other hand does not take this into account at all. The algorithm implemented ensures that all new faces in a stitching have the same orientation but at this point there is no guarantee that this orientation conforms with the orientation of the rest of the surface.
One of the major limitations with the current implementation is, however, the lack of support for interactive creation of stitchlists within ArtiSynth. The stitchlists are currently generated by manually selecting vertices using external software and their indices are then copied directly into the code of the model. This makes the process more error prone than in software specifically created for the task (Sharf et al., 2006) .
Conclusions
Two algorithms, one for trimming and one for stitching, have been presented. They are explicitly designed for merging surface meshes from biomechanical model components to form a continuous surface. Both algorithms rely on carefully selected boundaries and are able to bridge gaps between different meshes. Test cases have been used to investigate how the algorithms behave in various situations. This work has been done in order to be able to create a closed surface mesh of the vocal tract from the surrounding biomechanical bodies. Such a mesh is needed to simulate the airflow and acoustic wave propagation associated with voice production. The algorithms have been implemented in the biomechanical toolkit ArtiSynth in order to use them to create a dynamic vocal tract.
