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En este trabajo estudiamos la existencia y unicidad de la solución débil para una ecuación
de evolución de segundo orden, presentados en dos casos, semi lineal y lineal, obteniendo regu-
larización de la solución débil para el caso semi lineal y la dependencia continua sobre los datos
iniciales para el caso lineal. Para ello utilizamos el método de Faedo-Galerkin y la igualdad
de la Energía, esta última está basada del libro Problémes Aux Limites non Homogénes et Ap-
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Abstract
Existence and uniqueness of the weak solution for a second order semilinear evolution equation
by
Jenny Carbajal Licas
Assessor: Dra. Yolanda Silvia Santiago Ayala
Degree obtained: Master in Pure Mathematics
-
In this work, we study the existence and uniqueness of the weak solution for a second order
evolution equation. It is presented in two cases: semilinear and linear, getting regularity for
the semilinear case and continuous dependency on inicial dates for the linear case. To get these
results we use the Faedo Galerkinmethod and the Energy Iquality, the last one have been
worked using the book Problémes Aux limites non Homogénes et Applications, volume 1 of
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En el presente trabajo estudiamos el problema de Cauchy para una ecuación de evolución semi
lineal de segundo orden, para el cual consideramos dos casos:






+A1(:)y = f(:; y) en (0; T )
y(0) = y0 2 V1
dy
dt
(0) = y1 2 H;
(1)






+A1(:)y = g(:) en (0; T )
y(0) = y0 2 V1
dy
dt
(0) = y1 2 H:
(2)
El problema de valor inicial (1) aparece en Ha J. y Nakagiri S. [5], en el cual los autores nos
presentan como resultado principal la regularidad de su solución.
El trabajo consistirá en desarrollar de una manera minuciosa y detallada la demostración
de la existencia, unicidad y regularidad de la solución de los problemas (1) y (2). Adi-
cionalmente, el aporte de este trabajo es haber logrado probar la dependencia continua de
los datos iniciales del problema (2), en un primer caso la aplicación que asocia a cada dato
(g; y0; y1) 2 L
2(0; T ;V
0
2 )  V1 H y le hace corresponder (y; y
0) 2 C([0; T ] ;V1)  C([0; T ] ;H)
es continua, debido al uso de algunos resultados de Zeidler B. [16]. En un segundo caso la
aplicación que asocia a cada dato (g; y0; y1) 2 L
2(0; T ;V
0
2 )  V1  H y le hace corresponder
y 2W (0; T ) es continua, gracias al uso de algunos resultados de Lions J. y Magenes E. [9]
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Haciendo uso del método de Faedo-Galerkin obtenemos la existencia y unicidad de solución
del problema (1), donde son usadas la coercividad de Ai(t) para i = 1; 2 y la condición de
lipchitzianidad de f(t; y) en la segunda variable. La parte más laboriosa es la vericación de la
convergencia fuerte de la solución aproximada, que es abordada en la Sección 2.6. Posterior-
mente en la Sección 3.1 estudiamos la regularidad de la solución obtenida gracias al famoso
Método de la Energía. También estudiamos la igualdad de la Energía para la ecuación (2).
En el Capítulo 4, estudiamos algunas aplicaciones de las ecuaciones diferenciales parciales de
tipo Dirichlet y Neumann, desarrollando los ejemplos presentados en Ha J. y Nakagiri S. [5].
Estudios de este tipo de ecuaciones siendo A1 y A2 operadores que no dependen del tiempo
pueden ser vistos en Nakao M. [11] y Showalter R. [12].










+A1(:)y = f(:) en (0; T ) (3)
desde el punto de vista variacional. Aquí los autores prueban la existencia, unicidad y regula-
ridad de la solución débil, donde A1 (t) y A2 (t) denen formas sesquilineales sobre V1, A3 (t)
sea positiva y acotada sobre H y que f 2 L2(0; T ;H).
Los problemas (3) y (2) dieren por la presencia de A3(t): Siguiendo nuestra técnica el operador
A3(t) hace que el problema sea más complejo, debido a la elección de los espacios funcionales
y sobre todo en la obtención de las estimativas apriori. Por todo ello, suponemos en nuestro
trabajo que A3(t) sea el operador identidad:
Las hipótesis del problema (2), nos permiten garantizar mediante una sola vía la existencia y la
regularización de la solución, mientras que para el problema (3), para obtener los mismos resul-
tados es necesario cambiar las hipótesis, es decir considerando que A2 sea acotada enH y usando
la Regularización Parabólica se demuestran que y 2 C([0; T ] ;V ) y que y0 2 C([0; T ] ;H):
En el problema (1), a diferencia de (3), la introducción del espacio V2 para el término A2(:)
dy
dt
permite una apropiada elección del operador diferencial del tipo de problema a desarrollar.
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Además si añadimos el operador A3 en el problema (1) , las hipótesis ya consideradas no nos
permiten garantizar la existencia de A 13 (t) ; lo cual limita nuestros resultados. Por otro lado
cabe resaltar que los resultados especicados en Dautray R. y Lions J. [4], no cubren nuestros




En este capítulo presentamos el marco teórico referencial que permitirá un mejor desarrollo y
entendimiento del trabajo a realizar.
1.1 Espacios Funcionales
Denición 1.1. Sea 
 un abierto de Rn; y u una función escalar
u : 
  ! R;
llamamos soporte de u a la clausura del conjunto fx 2 
 tal que u(x) 6= 0g y lo podemos denotar
por supp(u):
Así
supp(u) = fx 2 
 tal que u(x) 6= 0g :
























el cual lo hace un espacio de Banach.






u(x)v(x)dx; para todo u; v 2 L2(
):
Su norma inducida será denotada por
jujLp(
) :
Denición 1.3. Representamos por L1(
) al espacio de funciones numéricas u medibles en

 y que son esencialmente acotadas en 











ju(x)j dx <1 para todo K compacto de 
:
Denición 1.5. Denotamos por L1Loc(
) al conjunto de todas las funciones localmente inte-
grables en 
: Además decimos que u 2 LpLoc(
) si y solo siZ
K
ju(x)jp dx <1 para todo K compacto de 
; 1 < p <1:
Denición 1.6. Representamos por C10 (
) al espacio de funciones numéricas denidas en 

con soporte compacto sobre 
 y con derivadas parciales, de cualquier orden, continuas.
Denición 1.7. Sea ('v)v2N una sucesión de elementos en C
1
0 (
) diremos que converge a
0 si;
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i) Existe un compacto K tal que supp('v)  K para todo v 2 N:
ii) Para todo  2 Nn, D'v(x)  !v !1
0 uniformemente en K:
El espacio C10 (
) dotado de la noción de convergencia denida en (i) e (ii) es denominada
el espacio de funciones de prueba y se representa por D(
):
Denición 1.8. Llamamos Distribución a toda forma lineal y continua sobre D(
): Deno-
tamos al espacio de distribuciones por D0(
):
Si T 2 D0(
) signica que para toda ('v)v2N 2 D(
) que converja a 0 en el sentido de la
Denición 1.7 entonces (hT; 'vi)v2N converge a 0 en K:




u(x)'(x)dx = 0 para todo ' 2 C10 (
):
Entonces u = 0 c:s: en 
; donde c:s: denota casi siempre.
Demostración. Ver Adams [1]:
Condiciones de Caratheodory
Sea D  Rn+1 un conjunto abierto cuyos elementos son denotados por (t; x) donde t 2 R y
x 2 Rn. Sea f : D  ! Rn una función, no necesariamente continua, el problema es encontrar
una función continua x(t) denida en algún intervalo de la recta I tal que (t; x(t)) 2 D y
x0 (t) = f(t; x) para todo t 2 I: (1.1)
Si existe una función x (t) que satisfaga (1.1), entonces decimos que x es una solución de (1.1)
sobre I. La condición x (t0) = x0 asociado a (1.1) resulta el problema de valor inicial8<: x0 = f(t; x) para todo t 2 Ix(t0) = x0: (1.2)
6
Decimos que f satisface las condiciones de Caratheodory sobre D si;
i) f(t; x) es medible en t para cada x jo.
ii) f(t; x) es continua en x para cada t jo.
iii) Para cada conjunto U  D existe una función real integrable mU (t) tal que




(t; x) 2 Rn+1 tal que jt  t0j  a; jx  x0j  b , a > 0, b > 0
	
:
Teorema 1.10. (Carathéodory) Sea f :M  ! Rn una función que satisface las condiciones
de Carathéodory sobre M: Entonces existe una única solución ' de (1.2) sobre algún intervalo
jt  t0j  ;  > 0 .
Demostración. Ver Coddington-Levinson [3]:
Teorema 1.11. Sea un dominio D  Rn+1; f satisface las dos primeras condiciones de
Carathéodory sobre D: Existe una función integrable m (t) tal que jf (t; x)j  m (t) para todo
(t; x) 2 D: Sea ' una solución de (1.1) sobre el intervalo para todo t 2 (a; b) : Entonces
i) Existen ' (a+ 0) ; ' (b  0) ; donde a + 0 y b   0 representan los extremos del intervalo
(a; b) :
ii) Si (b; ' (b)) 2 D entonces puede ser prolongado hasta (a; b+ ] para algún  > 0:
De manera análoga se procede para a:
iii) ' puede ser prolongada hasta un intervalo (; !) tal que (; ' ( + 0)) ; (!; ' (!   0)) 2
@D; donde @D representa la frontera de D:
Demostración. Ver Coddington-Levinson [3].
7
Corolario 1.12. Sea D = [0; T ]B; 0 < T <1 donde
B = fx 2 Rn tal que jxj  b; b > 0g
y f es una función que cumple las condiciones del Teorema 1.11: Sea ' una solución de
8<: x0 = f(t; x)x(t0) = x0; jx0j  b:
Supongase que en cualquier intervalo I donde '(t) está denido, tenemos que j'j  C para
todo t 2 I. C es independiente de I y C  b. Entonces ' tiene un prolongamiento hasta [0; T ] :
Demostración. Gracias a que j'(t)j  C para todo t 2 I, resulta
(t; '(t)) 2 D;
en virtud del Teorema 1.11 tenemos que ' puede ser prolongada hasta el intervalo [0; T ] :
Denición 1.13. Sea f : (0; T )!X; una función vectorial, decimos que f es Integrable según
Lebesgue si existe una sucesión de funciones escalonadas
fn(t) =
8<: ain 2 X ; t 2 Ii0 ; c:s: en (0; T )
donde los intervalos Ii  (0; T ) son dos a dos disjuntos tal que
i) lim
n !1
fn(t) = f(t) c:s: en (0; T ) :
ii) Dado " > 0; existe no(") 2 N tal que para todo m, n  n0
Z T
0
kfn(t)  fm(t)kX dt  " .
Observación: Las funciones vectoriales que son integrables según Lebesgue son también lla-
madas integrables según Bochner.
8
Si f : (0; T ) 7 ! X es Lebesgue integrable, entonces denimos la Integral de Lebesgue (o de















donde fn es la sucesión de funciones escalonadas que satisfacen (i) y (ii), donde (Ii) denota la
amplitud del intervalo Ii.
Denición 1.14. Espacios Lp(0; T ;X) . Llamamos espacio de Lebesgue vectorial Lp(0; T ;X);
1  p <1 al conjunto de funciones vectoriales, donde
LP (0; T ;X) =







La norma en Lp(0; T ;X) está dada por





p ; para todo u 2 Lp(0; T ;X):
Denición 1.15. Denotamos por L1(0; T ;X) al conjunto de funciones esencialmente acotadas,
es decir
L1(0; T ;X) =
(





El espacio L1(0; T ;X) está dotado de la norma
kukL1(0;T ;X) = Sup
t2(0;T )
ess ku(t)kX :
Denición 1.16. Denimos el espacio Cm([0; T ] ;X) con m = 0; 1:::; como el conjunto de
todas las funciones u : [0; T ]!X que tienen derivadas continuas hasta el orden m sobre [0; T ] ;









Proposición 1.17. Si 1  p <1 entonces Cm([0; T ] ;X) es denso en Lp(0; T ;X):
9
Demostración. Ver Zeidler [16]:
Corolario 1.18. El conjunto de los polinomios p : [0:T ] ! X con coecientes en X es
denso en LP (0; T ;X); 1  p <1:
Demostración. Ver Zeidler [16]:
Si X es un espacio de Banach entonces L2(0; T ;X) es un espacio de Banach. Si X es un
espacio de Hilbert, entonces dene un produco interno, el cual lo denotamos por (:; :)X , para
p = 2 sobre L2(0; T ;X) denimos el producto interno
(u; v)L2(0;T ;X) =
Z T
0
(u(t); v(t))X dt donde u; v 2 L
2(0; T ;X):
Si u = v; con u 2 L2(0; T ;X); entonces
(u; u)L2(0;T :X) =
Z T
0





dt = kuk2L2(0;T ;X) .
Por lo tanto L2(0; T ;X) es un espacio de Hilbert.
Proposición 1.19. Sea 1  p  q  1; siendo X e Y espacios de Banach donde X ,! Y , es
decir X esta continuamente inmerso en Y: Entonces
Lq(0; T ;X) ,! Lp(0; T ;Y ):
Demostración.
Como X ,! Y entonces existe una constante c > 0 tal que
kxkY  c kxkX ; para todo x 2 X: (1.3)
Sea u una función tal que u 2 Lq(0; T;X) entonces
Z T
0




q(0; T ) ,! Lp(0; T );
entonces existe una constante c1 > 0 tal que








































kukLP (0;T;Y )  cc1 kukLq(0;T;X) :
Proposición 1.20. (Separabilidad). Sea X un espacio de Banach separable y 1  p < 1.
Entonces Lp(0; T ;X) es separable.
Demostración.Ver Zeidler [16]:
Teorema 1.21. (Pettis). Sea X un espacio de Banach y f : (0; T )!X una función vec-
torial, son equivalentes las siguientes proposiciones
i) f es medible.
ii) Para todo ' 2 X; la aplicación t 7 ! h'; f(t)iX0;X es medible.
11
Demostración. Ver Yosida [15]:











es el dual topológico de X. Entonces se verica
Z T
0












Como u 2 Lp(0; T ;X); v 2 Lq(0; T ;X
0
); luego u y v son medibles, entonces existen sucesiones
(un)n2N; (vn)n2N ,
tal que
un(t)  ! u(t) c:s: en (0; T ) cuando n  !1
y
vn(t)  ! v(t) c:s: en (0; T ) cuando n  !1:
Entonces tenemos
hvn(t); un(t)iX0;X  ! hv(t); u(t)iX0;X
y hvn(t); un(t)iX0;X   kv(t)kX0 ku(t)kX .
Como
kv(t)kX0 2 L
q(0; T ); ku(t)kX 2 L
p(0; T )
resulta
kv(t)kX0 ku(t)kX 2 L
1(0; T ):
Así obtenemos Z T
0


















Proposición 1.23. (Teorema de Representación de Riesz). Sea X un espacio de Banach






= 1: Entonces se verica lo siguiente
i) Para todo ' 2 (Lp(0; T ;X))0 existe una función v 2 Lq(0; T ;X
0
) tal que para todo
u 2 Lp(0; T ;X) verica lo siguiente
h'; ui(Lp(0;T ;X))0;Lp(0;T ;X) =
Z T
0
hv(t); u(t)iX0;X dt: (1.4)
Además
k'k(Lp(0;T ;X))0 = kvkLq(0;T ;X0) :
ii) Dado v 2 Lp(0; T ;X 0) existe ' 2 (Lp(0; T ;X))
0
tal que verica la relación (1.4), así
podemos hacer la indenticación '  v; donde
h'; ui(Lp(0;T ;X))0;Lp(0;T ;X) =
Z T
0
h'(t); u(t)iX0;X dt para todo u 2 L
p(0; T ;X):
Demostración. Ver Lions [8]:
Proposición 1.24. Sea X un espacio de Banach y 1  p <1. Entonces se verican















ii) Si u 2 Lp(0; T ;X
0











i) Si u 2 Lp(0; T ;X) deducimos que u es medible, esto es, existe una sucesión (un)n2N de
funciones escalonadas, y para cada n 2 N la función t 7! un(t) es de la forma
un(t) =
8<: ain ; t 2 Ii0 ; c:s: en (0; T );
donde Ii  (0; T ); son intervalos disjuntos dos a dos.
Por la Denición 1.12 tenemos
un(t)  ! u(t) c:s: en (0; T ) cuando n  !1; (1.5)
esto implica que dado " > 0; existe n0(") 2 N tal que para todo n; m  n0 obtenemos
Z T
0
kun(t)  um(t)kX dt < ":
Denamos la función caraterística
i(t) =
8<: 1 ; t 2 Ii0 ; t =2 Ii;










fn(t) = h'; un(t)iX0;X y f(t) = h'; u(t)iX0;X ;
14
donde se ve que
fn(t) = h'; un(t)iX0;X =
nX
i=1
i h'; ainiX0;X :
Con estas notaciones obtenemos









jfn(t)  fm(t)j dt =
Z T
0




















































ii) La demostración es análoga a (i).
De esta manera conseguimos la proposición.
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Corolario 1.25. Bajo las mismas hipótesis de la Proposición 1.24 y con 0 < t < T tenemos el
siguiente resultado















h'; u(t)iX0 ;X dt:
ii) Si u 2 Lp(0; T ;X
0















8<: 1 ,  2 (0; t)0 ,  =2 (0; t) :




















h'; u(t)iX0 ;X dt;












h'; u(t)iX0 ;X dt:
ii) Es análoga a (i).
Proposición 1.26. Sea X un espacio de Banach y (un)n2N una sucesión en L
p(0; T ;X) con
1  p <1. Si
un  ! u en L







u(t)dt en X cuando n  !1:
Demostración.
Denimos la aplicación














ku(t)kX dt  c kukLp(0;T ;X) ;
donde c es una constante que sólo depende de T . La linealidad de la integral obliga que A lo
sea también. De donde seguimos el resultado.






u(s)ds en X cuando n  !1:
Demostración.
Usamos la función característica
(0;t)(s) =
8<: 1 , s 2 (0; t)0 ; s =2 (0; t):
Denotamos por
Vn(:) = un(0;t)(:) 2 L
p(0; T ;X)
y
V (:) = u(0;t)(:) 2 L
p(0; T ;X):
Gracias a las hipótesis del Corolario conseguimos
Vn(s)  ! V (s) en L













u(s)ds en X cuando n  !1:
Denición 1.28. Convergencia débil. Decimos que la sucesión (un)n2N en L
p(0; T ;X)
converge debilmente a u 2 Lp(0; T ;X); para 1 < p <1 y p 1 + q 1 = 1; si
Z T
0
h'(s); un(s)iX0 ;X ds  !
Z T
0




y lo denotamos por
un*u en L
p(0; T ;X):
Proposición 1.29. Sea X un espacio de Banach, reexivo y separable. Entonces
L1(0; T ;X)0uL1(0; T ;X
0
):
Es decir, existe una aplicación lineal biyectiva T
T : L1(0; T ;X)0 ! L1(0; T ;X
0
)
~v ! T (~v) = v
tal que
h~v; uiL1(0;T ;X)0;L1(0;T ;X) =
Z T
0
hv(s); u(s)iX0 ;X ds para todo u 2 L
1(0; T ;X);
en este caso identicamos ~v  v:
Demostración:Ver Lions [8]:
Denición 1.30. Convergencia débil estrella. Decimos que la sucesión (un)n2N 2
L1(0; T ;X
0






hun(s); v(s)iX0 ;X ds  !
Z T
0
hu(s); v(s)iX0 ;X ds, para todo v 2 L
1(0; T ;X);
y lo denotamos por
un

*u en L1(0; T ;X
0
):
Proposición 1.31. Sea X un espacio de Banach, reexivo y separable. Consideramos las
sucesiones (un)n2N 2 L
p (0; T ;X) ; (vn)n2N 2 L
q(0; T ;X
0









Entonces, si 0 < t  T tenemos
Z t
0
hvn(s); un(s)iX0 ;X ds  !
Z t
0
hv(s); u(s)iX0 ;X ds:
ii) Sean







Entonces, si 0 < t  T , obtenemos
Z t
0
hvn(s); un(s)iX0 ;X ds  !
Z t
0
hv(s); u(s)iX0 ;X ds:
Demostración.









h'(s); vn(s)iX00 ;X0 ds  !
Z T
0
h'(s); v(s)iX00 ;X0 ds
para todo ' 2 Lp(0; T ;X 00): Debido a que X es reexivo resulta
Z T
0
hvn(s); '(s)iX0 ;X ds  !
Z T
0
hv(s); '(s)iX0 ;X ds
para todo ' 2 Lp(0; T ;X): Como u 2 Lp(0; T ;X) entonces obtenemos
Z T
0
hvn(s); un(s)iX0 ;X ds 
Z T
0
hv(s); u(s)iX0 ;X ds
 Z T
0
hvn(s); un(s)  u(s)iX0 ;X  ds+ Z T
0
hvn(s)  v(s); u(s)iX0 ;X ds
 ;
y por la desigualdad de Hölder, conseguimos
Z T
0
hvn(s); un(s)iX0 ;X ds 
Z T
0


















hvn(s)  v(s); u(s)iX0 ;X ds
 :
Luego debido a las hipótesis de (ii), tenemos
Z T
0
hvn(s); un(s)iX0 ;X ds  !
Z T
0
hv(s); u(s)iX0 ;X ds: (1.6)
Para concluir la demostración (ii) denimos función característica
(0;t)(s) =
8<: 1 ; s 2 (0; t)0 ; s =2 (0; t):
Como
































hvn(s); un(s)iX0 ;X ds  !
Z t
0
hv(s); u(s)iX0 ;X ds:
i)Es análoga a (ii).
Proposición 1.32. Sea X un espacio de Banach. Si u 2 L1(0; T ;X) y
Z T
0
u(t)'(t) = 0 para todo ' 2 C10 (0; T );
entonces u = 0 en L1(0; T ;X):
Demostración. Ver Zeidler [16].




representan el dual de V y H respectivamente: Por el Teorema de Representación de Riesz, ver
Kreyszig [5], identicamos a H con su dual. Entendemos como Ternas de Evolución al siguiente
esquema funcional
V ,! H ,! V
0
donde
i) V es un espacio reexivo, separable.
ii) H es un espacio separable.
iii) La inmersión V ,! H es continua es decir existe una constante k tal que
jujH  k kukV
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para todo u 2 V: Análogamente la siguiente inmersión es continua H ,! V
0
:
iv) V es denso en H.
Proposición 1.34. Consideramos la Terna de evolución




i) Para cada h 2 H; existe una forma lineal y continua h^ 2 V
0
tal que





= (h; v)H para todo v 2 V:
ii) La aplicación T
T : H ! V
0
h ! T (h) = h^;
es lineal, continua e inyectiva.
Demostración:
i) Para h 2 H denimos,
h^ : V ! R
v ! h^(v) = (h; v)H :
h^ es lineal y acotada en V ; en efecto, por la inmersión V ,! H logramos




 C khkH ,
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donde C es la constante de inmersión. La linealidad de h^ es gracias a que (:; :)H es bilineal.
Por lo tanto h^ 2 V
0
hh; viV 0 ;V = (h; v)H para todo v 2 V:
ii) Por (i) podemos denir la aplicación
T : H ! V
0





= (h; v)H para todo v 2 V:
T es lineal, por la bilinealidad del producto interno.
T es continua, debido a que h^ es acotada.
T es inyectiva; en efecto, sea h 2 N (T ) ; donde N (T ) denota núcleo de T es decir T (h) = 0;
entonces se tiene h^ = 0; luego por la denición de T tenemos
0 = (h; v)H para todo v 2 V: (1.7)
Por la densidad de V sobre H; de (1.7) obtenemos que h = 0:
Así podemos identicar
h^ u h:
Observación. Si v 2 V ,! H , por la Proposición 1.34 -(i) existe v^ 2 V
0
tal que
hv^; wiV 0 ;V = (v; w)H para todo w 2 V:
Por la identicación hecha en la Proposición 1.34-(ii) escribimos
v^ u v:
De donde conseguimos que
hv; wiV 0 ;V = (v; w)H para todo w 2 V: (1.8)
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Sea u = w; así de (1.8) obtenemos
hv; uiV 0 ;V = (v; u)H = (u; v)H ;
como u 2 V por la Proposición 1.34-(i) existe u^ 2 V
0
que verica lo siguiente
hu^; viV 0 ;V = (u; v)H
y por la identicación hecha en la Proposición 1.34-(ii) obtenemos u^ u u: Así logramos
hv; uiV 0 ;V = hu; viV 0 ;V para todo u; v 2 V: (1.9)
Distibuciones Vectoriales
Sea X un espacio de Banach. Una Distribución Vectorial es una aplicación lineal y continua
denida sobre D(0; T ) con valores en X; el conjunto L (D(0; T );X) representa el espacio de las
distribuciones vectoriales denidas sobre D(0; T ) con valores en X.
Denotamos L(D(0; T );X) = D0(0; T ;X):
Sea u 2 D0(0; T ;X) es continua en el siguiente sentido, si ('n)n2N  D(0; T ) es tal que
'n  ! ' en D(0; T ) cuando n  !1;
entonces
u('n)  ! u(') en X cuando n  !1:
Si u 2 L1(0; T ;X) denamos la aplicación
Tu : D(0; T ) ! X




Luego Tu dene una distribución vectorial, es decir, a cualquier función u 2 L
1(0; T ;X) podemos
asociar una distribución vectorial Tu 2 D
0(0; T ;X):
En adelante identicamos a toda función u 2 L1(0; T ;X) con la distribución vectorial Tu que
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ella induce y escribimos
Tu  u:
Denición 1.35. Dada f 2 D0(0; T ;X) denimos la derivada distribucional de f como
f 0(') =  f('0):
Denición 1.36. Sean X, Y espacios de Banach y X \ Y 6= ?, u 2 L1(0; T ;X) y w 2
L1(0; T ;Y ): Entonces, la función w es llamada la Derivada generalizada de orden n de la función






'(t)w(t)dt para todo ' 2 C10 (0; T ):
Escribimos w = u(n).
Proposición 1.37. Sea u 2 L1(0; T ;X), v y w 2 L1(0; T ;X). Si u(n) = v, u(n) = w, son
derivadas en el sentido generalizado. Entonces v = w en L1(0; T ;X):












De donde obtenemos Z T
0
'(t) (w(t)  v(t)) dt = 0;
por la Proposición 1.31 deducimos
w(t)  v(t) = 0 c:s: en (0; T ):
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Proposición 1.38. Sean X  Z espacios de Banach, consideramos u
(n)
k la derivada generali-
zada de orden n de uk tal que
uk*u en L




k *v en L
p(0; T ;Z); cuando n  !1;










k (t)dt para todo ' 2 C
1
0 (0; T ):

























Como '(n)uk 2 L
q(0; T ;X); 'u
(n)
k 2 L

















Tenemos que w'n 2 Lq
0















hw'(t); v(t)iZ0 ;Z dt con u y v 2 L
p(0; T ;Z)






























'(t)v(t)dt ; para todo ' 2 C10 (0; T ):
Así
v = u(n);
en el sentido distribucional.
Proposición 1.39. Sea la terna de evolución V ,! H ,! V
0
; y 1  p; q  1; 0 < T < 1:
Entonces son equivalentes los siguientes enunciados
i) La derivada generalizada de u 2 Lp(0; T ;V ) es única, además u(n) 2 Lq(0; T ;V
0
):
ii) Dado cualquier elemento u 2 Lp(0; T ;V ); entonces existe la derivada generalizada u(n) 2
Lq(0; T ;V
0
) si y solo si existe w 2 Lq(0; T ;V
0









'(t) hw(t); viV 0 ;V dt: (1.11)
La igualdad (1.11), quiere decir que la derivada generalizada de orden n de la aplicación
real t 7 ! (u(t); v) es t 7 ! hw(t); vi ; es decir
dn
dtn
(u(t); v)H = hw(t); viV 0 ;V :














denota la Derivada generalizada de orden n de la función real sobre (0; T ):
Demostración.Ver Zeidler [16]:
Teorema 1.40. (Temam). Sea X un espacio de Banach y u, g 2 L1(0; T ;X):
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Entonces las siguientes armaciones son equivalentes
i) u es igual a la primitiva de la función g es decir existe  2 X tal que
u(t) =  +
Z t
0
g()d ; c:s: en (0; T ):







iii) Para cada  2 X 0 se verica
d
dt






i))ii) Como u es primitiva de g tenemos




y derivando distribucionalmente, resulta
u0(t) = 0 + g(t):




g(t), cuya demostración se puede ver en Zeidler [16], así resulta
u0(t) = 0 + g(t):
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Como u'0; g' 2 L1(0; T;X) y por la Proposición 1.24-(i) obtenemos
Z T
0




h; g(t)iX0 ;X '(t)dt; (1.12)
para todo ' 2 C10 (0; T ): Así pues la aplicación
t 7 ! h; u(t)iX0 ;X 2 L
1(0; T )






h; u(t)iX0 ;X '(t)dt =  
Z T
0







h; u(t)iX0 ;X   h; g(t)iX0 ;X)'(t)dt = 0 para todo ' 2 C
1
0 (0; T );
por el Lema 1.9 deducimos
d
dt












h; g(t)iX0 ;X '(t)dt:











h; g(t)'(t)dtiX0 ;X para todo  2 X
0
:
Así resulta Z T
0
u(t)'0(t)dt =  g(t)'(t)dt:






















Por la Proposición 1.32 logramos





u  u0 = ;
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donde  2 X es una constante. Finalmente




Así logramos la demostración de las equivalencias del Teorema.
Lema 1.41. Dada la función u 2 L1(0; T ;X) y u0 2 L1(0; T ;X). Entonces u es continua
sobre [0; T ] con valores en X salvo un conjunto de medida nula.






u0(t)'(t)dt para todo ' 2 C10 (0; T ):
Entonces
u(t) =  +
Z t
0
u0(s)ds c: s: en (0; T ):





conseguimos que u 2 C([0; T ] ;X):
Denicón 1.42. El Espacio Sobolev W 1;p(0; T ;V ;H): Sea la terna de evolución
V ,! H ,! V
0
y 1 < p <1 tal que p 1 + q 1 = 1, denimos el conjunto
W 1;p(0; T ;V ;H) =
n





Dotado de la norma







Teorema 1.43. Sea la terna de evolución V ,! H ,! V 0 y 1 < p <1 . Entonces la siguiente
inmersión es continua
W 1;p(0; T ;V ;H) ,! C([0; T ] ;H):
Es decir si u 2W 1;p(0; T ;V ;H) entonces existe ~u 2 C([0; T ] ;H) tal que
u(t) = ~u(t) c:s: en (0; T )
y
kukC([0;T ];H)  C kukW 1;p(0;T ;V ;H) ;
donde C es una constante. Ver en la Denición 1.15 la norma del espacio C([0; T ] ;H).
Demostración. Ver Zeidler [16].
Lema 1.44. Sea X0, X y X0 espacios de Banach , sea X0 ,! X ,! X1, X0 y X1 son re-
exivos, X0 ,! X inmersión compacta. Dado  > 0 , 9 c tal que
kvkX   kvkX0 + c kvkX1 para todo v 2 X0: (1.13)
Demostración. Supongamos que (1.13) es falso, así tenemos la existencia de  tal que para
todo c existe v 2 X0 tal que
kvkX >  kvkX0 + c kvkX1 :
Es decir existe  tal que, para todo m 2 N existe vm 2 X0; que verican lo siguiente




















Entonces de (1.16) conseguimos
um  !
m !1
0 en X1: (1.17)
Como um es acotada en X0; entonces tiene una subsucesión umk talque umk  ! u en X , debido
a la imnersión compacta de X0 ,! X. Luego por la inmersión continua de X ,! X1 resulta
umk  ! u en X1: (1.18)
Luego por la unicidad de límite en (1.17) y (1.18) conseguimos u = 0: Por consiguiente, haciendo
k  !1 en (1.15) para la subsucesión (umk)k2N resulta 0 > n; lo que es una contradicción.
Teorema 1.45. (Aubin-Lions). Sean las condiciones dadas en el Lema 1.44, además
1  p0; p1 <1 tal que X0 ,! X ,! X1 inmersiones compactas.
Denimos el conjunto
w(0; T ) =

u 2 Lp0(0; T ;X0);u
0 2 Lp1(0; T ;X1)
	
:
Dotado por la norma





w(0; T ) ,! Lp0(0; T ;X) ,
es una inmersión compacta.
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Demostración:Ver Lions [8]:





v()u()d ; t 2 [0; T ] :
Entonces






Donde exp dene la función exponencial.
Demostración.Ver Sotomayor [13]:
Lema 1.47. (Desigualdad de Bellman-Gronwall). Sean ; z y h funciones continuas
sobre [0; T ] ; tal que h es una función no negativa, satisfaciendo
(t)  z(t) +
Z t
0
h()()d ; t 2 [0; T ] :
Entonces









Demostración. Sea g() =
Z 
0
h(s)(s)ds ; derivando obtenemos g0() = h()(); reem-
plazando esta igualdad en la hipótesis del Lema 1.47 resulta para  2 [0; T ]
()  z() + g(): (1.19)
Como h()  0 tenemos
h()()  h()z() + h()g();
de donde conseguimos

















































































reemplazando esta última acotación en (1.19) tenemos









Teorema. 1.48. (Teorema de Green, o, Fórmula de Green ) Sea 
 un conjunto abierto
acotado bien regular de Rn; denotamos la frontera de 
 como @
 =  : Sean u; v 2 H1(
)

















Demostración. ver Kesavan [6]:
Corolario. 1.49. Considerando 
 como en el Teorema 1.48, si u 2 H2(















Demostración. ver Kesavan [6]:
35
Lema 1.50. Sean X e Y espacios de Banach, X ,! Y inmersión continua y densa , X reexivo.
sea el conjunto
Cs([0; T ] ;Y ) =
n
f 2 L1(0; T ;Y ); 8 2 Y
0
; t 7 ! hf(t); iY 0;Y es continua sobre [0; T ]
o
:
Entonces L1(0; T ;X) \ Cs([0; T ] ;Y ) = Cs([0; T ] ;X)
Demostración. Ver Lions y Magenes [9].
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Capítulo 2
Existencia y unicidad de la solución
débil para una ecuación de evolución
semilineal de segundo orden
2.1 Teorema de existencia de solución
Antes de enunciar el teorema de existencia de solución, debemos tener en cuenta las siguientes
consideraciones.
Sea H un espacio de Hilbert cuya norma y producto interno lo denotamos por j:jH , (:; :)H
respectivamente; Vi son espacios de Hilbert, reexivos y separables cuya norma y producto
interno es representada por k:kVi ; ((:; :))Vi :
Consideramos las siguiente hipótesis
H1) Vi ,! H , una inmersión continua, para i = 1; 2:







i) Vi es denso en H , para i = 1; 2:
ii) V1 ,! V2 ,! H son inmersiones continuas, es decir existen k y ~k constantes positivas
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de inmersión que verican lo siguiente
k kV2  k k kV1 para todo  2 V1 (2.1)
y
j jH 





1 es una inmersión continua, es decir existe k1 > 0 constante de inmersión
tal que
k kV 01
 k1 k kV 02
para todo  2 V
0
2 : (2.3)
H3) Sea 0 < T <1 jo, a1(t ; : ; :), t 2 [0; T ] una familia de formas bilineales denidas sobre
V1  V1 satisfaciendo
i) Se verica que
a1(t;;  ) = a1(t; ; ) para todo ;  2 V1 y t 2 [0; T ] : (2.4)
ii) Existe c11 > 0 tal que para todo  ;  2 V1 y t 2 [0; T ] tenemos lo siguiente
ja1(t;;  )j  c11 kkV1 k kV1 : (2.5)
iii) Existen 1 > 0 y 1 2 R tales que para todo  2 V1 y t 2 [0; T ] tenemos
a1(t;; ) + 1 jj
2




iv) Se cumple que
t 7 ! a1(t;;  ) es continuamente diferenciable sobre [0; T ] (2.7)
para todo ;  2 V1 jos.
v) Existe c12 > 0 tal que para todo ;  2 V1 y t 2 [0; T ] tenemos lo siguiente





; denota la derivada en el tiempo.
Con estas hipótesis podemos denir los operadores A1(t); A
0
1(t) 2 L(V1; V
0
1 ); con t 2 [0; T ]
denidos por
a1(t;;  ) = hA1(t);  iV 01 ;V1
para todo ;  2 V1 (2.9)
y









para todo  ;  2 V1: (2.10)
H4) Sea t 2 [0; T ] ; a2(t;; ') una familia de formas bilineales denida sobre V2  V2 satisfa-
ciendo:
i) Se verica que
a2(t;; ') = a2(t;'; ) para todo ';  2 V2 y t 2 [0; T ] : (2.11)
ii) Existe c21 > 0 tal que para todo  ;  2 V2 y t 2 [0; T ] tenemos lo siguiente
ja2(t;;  )j  c21 kkV2 k kV2: (2.12)
iii) Existen 2 > 0 y 2 2 R tales que para todo  2 V2 y t 2 [0; T ] tenemos
a2(t;; ) + 2 jj
2




iv) Se cumple que
t 7 ! a2(t;;  ) es continua sobre [0; T ] : (2.14)
Con estas hipótesis podemos denir el operador A2(t) 2 L(V2; V
0
2 ) denido por
a2(t;;  ) = hA2(t);  iV 02 ;V2
para todo  ;  2 V2: (2.15)
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Debido a H2 vale la siguiente igualdad, para todo  2 V
0










Denimos el siguiente espacio vectorial
W (0; T ) =
n
g 2 L2(0; T ;V1); g
0 2 L2(0; T ;V2); g












Cuya norma está dada por



















+A1(t)y = f(t; y) en (0; T )
y(0) = y0 2 V1
dy
dt
(0) = y1 2 H;
(2.17)
donde f : [0; T ] V2!V
0
2 es el término no lineal, además satisface lo siguiente
A1) Se cumple que
t 7 ! f(t; ) es medible para todo  2 V2: (2.18)
A2) Existe  2 L2(0; T ) donde  (t) > 0 tal que




 (t) k   kV2 : (2.19)
Es decir, f es lipchitziana sobre V2







Denición 2.1. Decimos que una función y es una solución débil del problema (2.17) si
y 2W (0; T ) y satisface8>>>>>>><>>>>>>>:
hy00(:); iV 01 ;V1
+ a2(:; y
0(:); ) + a1(:; y(:); ) = hf (:; y(:)) ; iV 02 ;V2
para todo  2 V1 en el sentido de D
0(0; T );
y(0) = y0 2 V1
dy
dt
(0) = y1 2 H:
Teorema 2.2. Sean a1 y a2 una familia de formas bilineales que satisfacen las hipótesis H3-H4
y f una función que satisface (2.18), (2.19) y (2.20). Entonces el problema (2.17) tiene una
única solución débil en el espacio W (0; T ):






+A1(t)y = g(t) en (0; T )
y(0) = y0 2 V1
dy
dt
(0) = y1 2 H;
(2.21)
donde g 2 L2(0; T ;V
0
2 ): La denición de una solución débil para el problema (2.21) es similar a
la Denición 2.1 sólo debemos cambiar f (t; y(t)) por g(t):
Corolario 2.3. Sea a1 y a2 una familia de formas bilineales satisfaciendo las hipótesis men-
cionadas en el Teorema 2.2 y g 2 L2(0; T ;V
0
2 ), y0 2 V1, y1 2 H: Entonces el problema (2.21)
tiene una única solución débil y enW (0; T ): Además la solución y depende continuamente sobre
los datos iniciales, esto es, la siguiente aplicación es continua
L2(0; T ;V
0
2 ) V1 H  ! W (0; T )
(g; y0; y1)  ! y :
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Denición 2.4. Si y es la solución del problema (2.17). Entonces la energía asociada al








0(); y0())d ; t 2 h0; T i : (2.22)
2.2 Problema aproximado
En esta sección denimos el problema aproximado, para el problema (2.17) sobre un espacio
nito dimensional, encontrando ahí una única solución.
Desde que V1 es un espacio separable entonces existe (wi)i2N base numerable en V1 tal que
i) wi 2 V1 para todo i 2 N:
ii) fw1; w2;w3; w4; ::::; wmg es linealmente independiente para cada m 2 N:
iii) El conjunto de las combinaciones lineales nitas de las wi es denso en V1:
Sea Wm = [w1; w2;w3; w4; ::::; wm] el sub espacio vectorial generado por los m primeros vec-
tores de (wi)i2N: Como V1 ,! H es una inmersión densa, luego esta base se tomará ortonormal
en H:


















En la primera ecuación de (2.17), reemplazando Ym por y y usando (2.16) obtenemos,
hY
00









+ hA1(t)Ym(t); wjiV 01 ;V1
=




Como y0 2 V1; entonces existe una sucesión (Y0m)m2N 2Wm tal que








También tenemos que y1 2 H; entonces existe una sucesión (Y1m)m2N en Wm tal que


























+ hA1(t)Ym(t); wjiV 01 ;V1
=
hf (t; Ym(t)) ; wjiV 02 ;V2
, t 2 [0; T ] , 1  j  m
Ym(0) = Y0m en V1













































g00ima2(t; wi; wj); (2.28)
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así mismo por (2.9) tenemos




gima1(t; wi; wj): (2.29)




g00ima2(t; wi; wj) +
mX
i=1
gima1(t; wi; wj) = hf(t; Ym(t)); wjiV 02 ;V2
:






























hf(t; Ym(t)); w2iV 02 ;V2
:
:
hf(t; Ym(t)); wmiV 02 ;V2
377777777775
Consideramos los siguientes cambios de variables adecuados. Sean las matrices
~A2(t) = [a2(t; wi; wj)]mm ,
~A1(t) = [a1(t; wi; wj)]mm (2.30)
y los siguientes vectores












Y0 = (g1m(0); g2m(0); :::::gmm(0))










yF (t; Y ) =

hf(t; Ym(t)); w1iV 02 ;V2
; :::::::::::; hf(t; Ym(t)); wmiV 02 ;V2
t
: (2.32)






+ ~A1 (t)Y = F (t; Y )









































M(t;X) = A(t)X +H(t;X): (2.38)
Veamos si el problema (2.37) cumple las condiciones del Teorema 1.10.
En relación a la función M veamos las siguientes propiedades:
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Armación 1, t 7 ! M(t;X) es medible; en efecto, tenemos por (2.18) que t 7 ! f(t; ) es
medible para todo  en V2 y t 2 [0; T ] ; entonces
t 7 ! hf(t; ); wiiV 02 ;V2
es medible,
lo que implica
t 7 ! hf(t; Ym); wiiV 02 ;V2
es medible para todo i = 0; 1; :::m
y por (2.32) tenemos que
t 7 ! F (t; Y ) es medible,
de (2.36) obtenemos que
t 7 ! H(t;X) es medible. (2.39)
De (2.7), (2.14) y (2.30) resulta que la siguiente aplicación es continua
t 7 !   ~A2 (t)  ~A1 (t)
y por lo tanto medible. Luego, por (2.35) tenemos que
t 7 ! A(t) es medible. (2.40)
Por (2.39), (2.40) y (2.38) obtenemos que t 7 ! M(t;X) es medible, así queda vericada la
armación 1.
Armación 2, X 7 ! M(t;X) es continua; en efecto, de (2.38) deducimos que es suciente
vericar la continuidad de la aplicación




Por (2.19) para todo t 2 [0; T ] obtenemos
 7 ! hf(t; ); wiiV 02 ;V2
es continua. (2.42)
Denamos las siguientes funciones continuas
8>>>>>>>>><>>>>>>>>>:
P1 : R
m  Rm ! Rm
(a; b) ! a;
P2 : R
m  Rm ! Rm
(a; b) ! b
(2.43)
y
 : Rm ! Wm















gim;wi 7 ! hf(t; Ym); wiiV 02 ;V2
es continua para cada i = 1; 2::;m, así de (2.32) resulta que la aplicación
R
m F (t;:)7 ! Rm
Y 7 ! F (t; Y )






2 Rm  Rm entonces por (2.43) conseguimos














lo que implica por (2.36) que la aplicación (2.41) sea continua. Así logramos la armación 2.
Armación 3, jM(t;X)j  (t) ; (t;X) 2 K , para cada K compacto donde  es medible;
en efecto, de (2.19), (2.20) y usando la disigualdad triangular tenemos
hf(t; Ym(t)); wiiV2;V2  (t)c kwikV1 + (t)k kwikV1 = i(t) ,
donde c es una costante y k es una constante ver (2.1). La función i es medible debido a que
 y  lo son. De esta última desigualdad y por (2.32) resulta



















a1 (t; wi;wj) +
mX
i;j=1
a2 (t; wi;wj) +
mX
i=1
i(t) = (t) ;
por (2.7), (2.14) resulta que  es medible; de donde logramos la armación 3.
Luego (2.37) cumple con las hipótesis del Teorema 1.10, entonces existe una única solución
sobre [0; tm] donde tm < T:
2.3 Estimativas a priori
En esta sección, establecemos varias estimativas sobre Ym que probará que Ym está acotado
sobre un espacio normado.
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a1(t; Ym(t); Ym(t)) = a1(t; Y
0
































































Df( ; Ym())  f( ; 0); Y 0m()EV 02 ;V2
 d + 2Z t
0


































































para todo a; b  0; (2.51)
donde 1 < p; p0 <1 , siendo p0 el conjugado de p y " > 0: Si p = p0 = 2 en (2.51) obtenemos



























































En relación a los otros términos de (2.49) tenemos las siguientes acotaciones, usando la hipótesis
(2.6) resulta


















De la hipótesis (2.5) logramos
 c11 kYm(0)kV1 kYm(0)k   a1(0; Ym(0); Ym(0)): (2.56)
Por la hipótesis (2.8) resulta
 c12 kYm()kV1 kYm()kV1   a
0
1( ; Ym(); Ym()): (2.57)


































de donde resultaY 0m(t)2
H
+ a1(t; Ym(t); Ym(t)) 
Y 0m(0)2
H










































































donde k es una constante, ver (2.1).
Tenemos las siguientes acotaciones. Como






usando la desigualdad triangular y por (2.52) para " = 1, obtenemos
jYm(t)j
2








De la convergencia (2.24) tenemos
kY0mkV1  c1 ky0kV1 : (2.61)
Así mismo de (2.25) resulta
jY1mjH  c2 jy1jH : (2.62)






















































































donde k, ~k son constantes de inmersión, ver (2.1) y (2.2).



















































































De (2.70) y por el Corolario 1.12 conseguimos que la solución del problema (2.37) tenga un
prolongamiento hasta [0; T ].






































































2.4 Paso al límite
En esta sección usamos los resultados de compacidad débil y débil- sobre la bola unitaria en
un espacio reexivo de Banach y en el dual de un espacio separable normado respectivamente,
siendo posible extraer de (Ym)m2N una subsucesión (Ymk)k2N que converge en el sentido débil
y débil-.
Por (2.71) tenemos que la sucesión (Ym)m2N esta acotada en L
1(0; T ;V1) \ L
2(0; T ;V1) en-
tonces existe una subsucesión (Ymk)k2N de (Ym)m2N y z 2 L
1(0; T ;V1) \ L
2(0; T ;V1) tal que
Ymk

*z en L1(0; T ;V1) (2.72)
y
Ymk*z en L
2(0; T ;V1): (2.73)
Así mismo por (2.71) la sucesión (Y
0
m)m2N esta acotada en L
1(0; T ;H)\L2(0; T ;V2) entonces






0 2 L2(0; T ;V2) \ L




*z0 en L2(0; T ;V2): (2.74)
La derivada del límite de (2.73) coincide con el límite de (2.74) en L2(0; T ;V2); ver Zeidler [15].
Como A1(t) 2 L(V1; V
0
1 ), A2(t) 2 L(V2; V
0
2 ) y por (2.71), tenemos que la sucesión (A1(t)Ym)m2N
está acotada en L1(0; T ;V
0
1 ) \ L
2(0; T ;V
0








Por (2.71) la sucesión (A2(t)Y
0
m)m2N está acotada en L
1(0; T ;H)\L2(0; T ;V
0















1(t)Ym)m2N está acotada en L
2(0; T ;V
0
1 ); entonces existe z3 2 L
2(0; T ;V
0







Veamos que la sucesión (f(t; Ymk))k2N está acotada en L
2(0; T ;V
0
2 ); en efecto por (2.19), (2.20)
y Ymk 2 L



































donde K es una constante. Como L2(0; T ;V
0
2 ) es reexivo existe una subsucesión (f(:; Yml))l2N
y una función Y 2 L2(0; T ;V
0
2 ) tal que




De esta manera trabajamos con la subsucesión ml, en (2.23) muliplicamos por una función
 2 C1 ([0; T ]) ;











(); wj) () d+Z T
0
a1( ; Yml(); wj) () d =
Z T
0
hf( ; Yml()); wji  () d:
(2.79)












































(); wj) () d+Z T
0
a1( ; Ym(); wj) () d =
Z T
0
hf( ; Ym()); wji  () d+
(Y1ml ; wj) :
(2.80)


















() d ; (2.81)























para todo  2 L2(0; T ;V
0
2 ): Sea  = 
0
wj 2 L
2(0; T ;V2) ,! L
2(0; T ;V
0



































































Reemplazando (2.83) y (2.84) en (2.82) resulta (2.81).









0(); wj) () d ; (2.85)
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en efecto, como A2(:) (:)wj 2 L







































De esta última convergencia, (2.15) y (2.11) conseguimos (2.85).
Tenemos que Z T
0
a1( ; Yml(); wj) () d  !
Z T
0
a1( ; z(); wj) () d ; (2.86)
en efecto, de (2.73) por la denición de la convergencia débil conseguimos
Z T
0









para todo  2 L2(0; T ;V
0
1 ): Tenemos que A1(:) (:)wj 2 L
2(0; T ;V
0
1 ); debido a que A1(t) 2
L(V1; V
0








ekT jj2C1(0;T ) kwjk2V1 ;
donde ek es una constante. Entonces para  = A1(:) (:)wj resulta
Z T
0




hA1() ()wj ; z()iV 01 ;V1
d;
por (2.9) y (2.4) logramos (2.86).











 () d  !
Z T
0
hY (); wjiV 02 ;V2
 () d ; (2.87)
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para todo  2 L2(0; T ;V
00


















para todo  2 L2(0; T ;V2): Desde que wj 2 L
2(0; T ;V2), reemplazamos wj =  en (2.88), así
resulta (2.87):
La siguiente convergencia
(Y1ml ; wj)H  (0)  ! (y1; wj)H  (0) ; (2.89)
es válida debido a que
Y1ml  ! y1 en H , Y
0
ml
(0) = Y1ml :









0(); wj) () d+Z T
0
a1( ; z(); wj) () d =
Z T
0
hY () ; wjiV 02 ;V2
 () d + (y1; wj)  (0) :
(2.90)
Sea  2 D (0; T ) tal que  (0) =  (T ) = 0, como
 7 ! (z0(); wj)H 2 L
2(0; T ); (2.91)










(z0(); wj) () d: (2.92)
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0(); wj) () d+Z T
0
a1( ; z(); wj) () d =
Z T
0





(z0(:); wj)H + a2(:; z
0(:); wj) + a1(:; z(:); wj) = hY (:); wjiV 02 ;V2
en el sentido D0 (0; T ) : Debido a que el conjunto de las combinaciones lineales nitas de los wi
















+ hA1()z(); viV 01 ;V1

















































+ hA1()z(); viV 01 ;V1





2.5 Vericación de los datos iniciales
Veamos que
z(0) = y0 . (2.95)
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En efecto, tenemos que para todo t 2 [0; T i resulta
















z0()d en V2: (2.97)
Como Yml(0)  ! y0 en V1 implica que
Yml(0)*y0 en V1 ,! V2: (2.98)
Para vericar
Yml(t)*z(t) en V1 (2.99)
consideremos lo siguiente, sea  2 C1([0; T ]) tal que (0) = 0 y (t) = 1:
Denimos la función característica
(0;t)() =
8<: 1 ,  2 (0; t)0 ,  =2 (0; t):
Por la denición de la convergencia débil en (2.73) y (0;t)
0



































() d : (2.101)

































())H () d  !
Z t
0
(v; z0())H () d : (2.103)













[(v; z())H  ()] d;
de donde deducimos
(v; Yml(t))H  ! (v; z(t))H :
Como V1 ,! H ,! V
0
1 implica









Yml(t)*z(t) en V1 ,! V2;
así queda vericado (2.99).











Finalmente gracias a (2.99), (2.96) y la unicidad del límite tenemos
z(t) = y0 +
Z t
0
z0()d para todo t 2 [0; T i :
Así obtenemos (2.95).
Veamos la siguiente igualdad
z0(0) = y1: (2.104)
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0(); wj) () d+Z T
0
a1( ; z(); wj) () d =
Z T
0
hY (); wjiV 02 ;V2
 () d + (y1; wj)  (0) ;
obteniendo
  (y1; wj)H  (0) 
Z T
0







0(); wj) () d+Z T
0
a1( ; z(); wj) () d =
Z T
0
hY (); wjiV 02 ;V2
 () d:
(2.105)
Multiplicando a (2.93) por una función  2 C1(0; T ) tal que (T ) = 0 y (0) = 1; luego








a2 ( ; z
0(); wj) ()d+Z T
0
a1 ( ; z(); wj) ()d =
Z T
0
hY (); wjiV 02 ;V2
()d ,












a2 ( ; z
0(); wj) ()d+Z T
0
a1 ( ; z(); wj) ()d =
Z T
0












a2 ( ; z
0(); wj) (t)dt+Z T
0
a1 ( ; z(); wj) ()d =
Z T
0
hY (); wjiV 02 ;V2
()d:
(2.106)
Restando las ecuaciones (2.105) y (2.106), resulta para todo v 2 V1
(z0(0); v)H(0) = (y1; v)H  (0) ;
desde que V1 es denso en H implica (2.104).
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Tenemos
A1(:)z = z1: (2.107)
En efecto, de (2.73) y por la denición de la convergencia débil resulta que
Z T
0









para todo  2 L2(0; T ;V
0
1 ): Además si  2 L











hA1() () ; z()iV 01 ;V1
d :
Por (2.9) y (2.4) resulta
Z T
0



















para todo  2 L2(0; T ;V
0
1 ): Como V1 es reexivo resultaZ T
0




hz1();  ()iV 01 ;V1
d (2.109)
para todo  2 L2(0; T ;V1): Por unicidad de límites en (2.108) y (2.109) logramos
Z T
0




hz1();  ()iV 01 ;V1
d
para todo  2 L2(0; T ;V1): En particular tomando  = v , con  2 D(0; T ) y v 2 V1 cualquiera,
tenemos Z T
0









hA1()z(); viV 01 ;V1
 () d =
Z T
0
hz1(); viV 01 ;V1
 () d :
En virtud del Lema 1.2 conseguimos
hA1()z(); viV 01 ;V1
= hz1(); viV 01 ;V1
para todo v 2 V1:




1(:)z = z3: (2.110)
En efecto, de (2.73) obtenemos
Z T
0








d para todo  2 L2(0; T ;V
0
1 ):

































































hz3();  ()iV 01 ;V1
d (2.112)














hz3();  ()iV 01 ;V1
d para todo  2 L2(0; T ;V1):
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 () d =
Z T
0
hz3(); viV 01 ;V1
 () d:









= hz3(); viV 01 ;V1
para todo v 2 V1:
De donde se sigue (2.110).
Tenemos que
A2(:)z
0 = z2: (2.113)






















d para todo  2 L2(0; T ;V
0
2 ):
Además si  2 L2(0; T ;V2) entonces A2(:) 2 L
2(0; T ;V
0






































hz2();  ()iV 02 ;V2
d (2.115)














hz2();  ()iV 02 ;V2
d:
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hz2(); v ()iV 02 ;V2
d:









= hz2(); viV 02 ;V2
:
De donde logramos (2.113).
2.6 Convergencia fuerte de la solución aproximada
En esta Sección demostramos que Ym  ! z y Y
0
m  ! z
0 convergen fuertemente en L2(0; T ;V1)
y L2(0; T ;H) respectivamente con el objetivo de vericar Y (t) = f(t; z(t)) para todo t 2 (0; T ).



























































Multiplicando por 2 y ordenando adecuadamente resulta
Y 0m(t)2
H











a1(0; Ym(0); Ym(0) +
Z t
0














Debido a la bilinealidad de a1 deducimos las siguientes igualdades







0) + 2a1(t; Y
0
m; z




m) + a1(t; z
0; z0); (2.118)
a01(t; Ym   z; Ym   z) + 2a
0
1(t; Ym; z) = a
0
1(t; Ym; Ym) + a
0
1(t; z; z); (2.119)Y 0m(t)  z0(t)2
H























































Identidades análogas se verican para la bilineal a2:
Veamos ahora la siguiente igualdad, utilizando (2.117), (2.118) y (2.120) resulta













0())d = a1(t; Ym(t); Ym(t))+
a1(t; z(t); z(t))  2a1(t; Ym(t); z(t)) +
Y 0m(t)2
H



































































Continuando la igualdad y utilizando (2.116) en el cuarto, quinto y sexto término de (2.122),
conseguimos













0())d = a1(0; Y0m; Y0m) + jY1mj
2
H +




































Tenemos la siguiente Igualdad de la Energía debido al Lema 3.2, cuya demostración lo abor-
daremos en el Capítulo 3,

















Reemplazando esta última igualdad en (2.123)-(i) y ordenando resulta













0())d = a1(0; Y0m; Y0m)+
jY1mj
2
H + a1(0; y0; y0) + jy1 j
2


































Utilizaremos las siguientes notaciones
Y 0m = a1( ; Y0m; Y0m) + jY1mj
2
H + a1( ; y0; y0) + jy1 j
2
H , (2.125)















2a01( ; Ym(); z())d , (2.127)
Y 3m(t) = 2
Z t
0
hf( ; Ym()); z






























En (2.124) por (2.125) y (2.126) tenemos















































Utilizamos (2.119) sobre (2.130)-(ii) y ordenando, obtenemos















































a01( ; z(); z())d +
Z t
0
a01( ; (Ym   z)(); (Ym   z)())d+Z t
0
  a01( ; z(); z())d :
(2.131)
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En (2.131), usando la notación (2.127) para el sexto, séptimo término y usando (2.121) en
(2.131)-(iii), resulta




















































a01( ; (Ym   z)(); (Ym   z)())d :
(2.132)
Utilizando (2.128) en (2.132) logramos

































a01( ; Ym   z; Ym   z)d:
(2.133)
Finalmente usando la notación (2.129) en (2.133) conseguimos
































En (2.134) emplearemos las acotaciones mencionadas en (2.6), (2.13), (2.8) y (2.19), para el














































Y 0m()  z0 (0)2
H
d : (2.136)
























































































Sea  = minf1; 1g; tomamos un " pequeño tal que
22   "


























































































Luego usando la notación (2.140) resulta




Aplicando el Lema 1.41 sobre (2.143), para 0    t; logramos




















K(t; )Zm()d : (2.146)
Luego reemplazando (2.145) y (2.146) en (2.144) obtenemos
m(t)  Zm(t) +Mm(t): (2.147)
Notamos que






debido a que h 2 L1(0; T ):





m(t)dt = 0 (2.149)










Mm(t)dt = 0: (2.150)
De (2.141) y (2.147) conseguimos













Debido a (2.24), para obtener (2.149) es suciente probar que los siguientes límites converjan











m()d = 0: (2.152)











K(t; )Y im()d : (2.153)
A n de conseguir (2.151) veamos las siguientes convergencias.
Y 0m  !m !1
2a1(0; y0;y0) + 2 jy1j
2
H : (2.154)
En efecto, de (2.24), (2.25) y (2.125) tenemos la siguiente convergencia
Y 0m  !m !1
a1(0; y0; y0) + jy1 j
2














2a01( ; z(); z())d : (2.155)
























para todo  2 L2(0; T ;V2): Denimos la función característica
(0;t)() =
8<: 1 ,  2 (0; t)0 ,  =2 (0; t):
Tomamos (0;t)z























































































En efecto, de (2.78) y por la denición de la convergencia débil, como  = (0;t)z


































































































Sabemos que f( ; z) 2 L2(0; T ;V
0
2 ) y por (2.160) en (2.161) resultaZ t
0
D


























En efecto, de (2.126) logramos
Z t
0
k(t; )Y 1m()d =  2
Z t
0









de donde conseguimos gracias a (1.8), lo siguiente
Z t
0
k(t; )Y 1m()d =  2
Z t
0

















Tenemos que k(t; )z () 2 L1(0; T; V1); debido a la siguiente acotación
Z T
0




















kzkL1(0;T ;V1) khkL1(0;T ) :











hA1()z(); ()iV 01 ;V1
d
para todo  2 L1(0; T ;V1): Sea k(t; )z ()(0;t) = () así resulta
Z t
0





hA1()z(); k(t; )z ()iV 01 ;V1
d: (2.165)































k(t; :)z0 (:) 2 L1(0; T ;H):
Por (2.70) obtenemos que (Y
0
m)m2N esta acotada en L






































De (2.165) y (2.166) en (2.164) resulta,
Z t
0














de donde conseguimos (2.163).
De (2.148) tenemos
k(t; :) 2 L1(0; t):

























































k(t; )m()d = limm !1
Z t
0











k(t; )m()d = 0;
de donde concluimos (2.151).
Veamos ahora (2.152), en efecto, de (2.154), (2.155), (2.158) y por la convergencia uniforme
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Veamos que sucede con Z t
0


















por la denición de convergencia débil en (2.75) y (2.9) tenemos
Z T
0




a1( ; z(); ())d
para todo  2 L2(0; T ;V1): Tomamos (0;t)z =  entonces
Z t
0




a1( ; z(); z())d: (2.171)























para todo  2 L2(0; T ;V2): Para (0;t)z
























































Integrando de 0 a t en (2.129), utilizando las convergencias (2.167)-(2.169), (2.173) y por Lema
3.2 conseguimos (2.152).





Zm()d = 0 y lim
m !1
Mm(t) = 0 , donde t 2 [0; T ] : (2.174)





















 1k( ; s)m(s)  21







Así se verica (2.174).







así mismo de (2.174), por la continuidad de t 7 !
Z t
0







Así queda vericado (2.150).













así obtenemos lo que queríamos (2.149).




















z en L2(0; T ;V1) y Y
0
m  !m !1
z0 en L2(0; T ;H): (2.176)
De (2.78), tenemos por la denición de la convergencia débil que
Z T
0










para todo  2 L2(0; T ;V2): Tomamos v = ; v 2 V2; para todo  2 D(0; T ) tenemos
Z T
0










Veriquemos la siguiente convergencia
f(:; Ym(:))  !
m !1










(t) kYm(t)  z(t)kV2 dt  kkL2(0;T ) kYm   zkL2(0;T ;V2)
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y por la primera convergencia de (2.176) conseguimos
Z T
0




de donde logramos (2.178).
De (2.178) tenemos para  2 D(0; T ) la siguiente convergencia
Z T
0


































para todo v 2 V2;
lo que implica nalmente
Y (:) = f(:; z(:)) en L2(0; T ;V
0
2 ):
así concluimos lo que se quería probar en esta Sección 2.6.
Observación. Si agregamos a la hipótesis H2 la condición de inmersión compacta sobre
V1 ,! V2 ,! H;
por el Teorema 1.45 resulta, para
X0 = V1; X = V1; X1 = V2; p0 = p1 = 2;
que la siguiente inmersión es compacta
w(0; T ) ,! L2(0; T ;V1);
81
esto quiere decir, si
(Ym)m2N es acotada en w(0; T )
entonces existe una subsucesión (Yml)l2N de (Ym)m2N tal que
Yml  ! z en L
2(0; T ;V1);
esta convergencia permite vericar (2.178), obteniendo así lo que se prueba en esta Sección 2.6.
2.7 Unicidad de solución
Sea z1; z2 soluciones del problema (2.17), así tenemos8>>><>>>:
z001 +A2(t)z
0











De (2.180) y (2.181), conseguimos
8>>><>>>:
(z1   z2)
00 +A2(t)(z1   z2)
0 +A1(t)(z1   z2) = f(t; z1)  f(t; z2)





denotemos z3 = z1   z2:
Por la Igualdad de la Energía, para el problema (2.182), resulta













a01( ; z3(); z3())d +
Z t
0






Siguiendo los pasos de las identicaciones hechas en (2.125)-(2.129) para Ym = z1; z = z2
tenemos
fYm0 = 2a1(0; y0; y0) + 2 jy1j2H ;
fYm1(t) =  2a1(t; z1(t); z2(t))  2(z01(t); z02(t))H ;









a01( ; z1(); z2())d;

























fm(t) = fYm0 + 3X
i=1
fYmi(t):
Procediendo análogamente a los cálculos hechos para obtener (2.134), conseguimos


















2())d = fm(t)+Z t
0
a01( ; z1()  z2(); z1()  z2())d+Z t
0



















3())d = fm(t)+Z t
0
a01( ; z3(); z3())d +
Z t
0

































Ahora procediendo análogamente a los cálculos para obtener (2.147) resulta
fm(t)  fZm(t) +gMm(t)
de donde tenemos fZm(t) =  1 fm(t) + 21~k2 ky0   y0k2V1 = 0;
lo que implica gMm(t) = Z t
0
K(t; s)fZm(s)ds = 0 .
Entonces fm(t) = kz1(t)  z2(t)k2V1 + z01(t)  z02(t)2H ;
de lo cual resulta




z01(t)  z02(t)2H  0:





z01(t)  z02(t)2H = 0.
Así concluimos







2.8 Dependencia continua sobre los datos iniciales para el caso
lineal
En esta sección demostramos el Corolario 2.3 que indica la dependencia continua de los datos
para el problema (2.21).
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La demostración de la existencia y unicidad de la solución para el problema (2.21) se debe
al Teorema 2.2. Veamos ahora la demostración de la dependencia continua sobre los datos
iniciales.





















d  C (1 +B exp(B)) , para todo t 2 [0; T ] : (2.187)











 TC(1 +B exp(B)): (2.188)











d  C(1 +B exp(B)): (2.189)
De (2.73) y (2.74) obtenemos, respectivamente
kykL2(0;T ;V1)  limm !1










Aplicando límite inferior a la suma de (2.188), (2.189) y usando (2.190), (2.191) obtenemos
kyk2L2(0;T ;V1) + 
y02
L2(0;T ;V2)
d  C((T + 1)(1 + exp(B)B))| {z }
M
. (2.192)











donde ~C agrupa todas las constantes.
















De (2.5) obtenemos, para todo ;  2 V1 lo siguiente
hA1(t);  iV 01 ;V1  c11 kkV1 k kV1 ;
esto implica
kA1(t)kV 01
 c11 kkV1 :













kA1(:)y(:)kL2(0;T ;V 01 )
 c11 kykL2(0;T ;V1) : (2.195)
Procediendo análogamente para A2 y usando (2.12), para  = y
0(t) resulta
A2(:)y0(:)L2(0;T ;V 02 )  c21 y0L2(0;T ;V2) . (2.196)
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Con la ayuda de los resultados anteriores procederemos a vericar la siguiente desigualdad













En efecto, tenemos que





Por (2.195) y (2.196) resulta
y00
L2(0;T ;V 01)
 kgkL2(0;T ;V 01)
+
A2(:)y0(:)L2(0;T ;V 01 ) + kA1(:)y(:)kL2(0;T ;V 01 )




+ c11 kykL2(0;T ;V1) ,




























esto implica lo siguiente























+K kyk2L2(0;T ;V1) :
Consideremos M =máxfK; 1g , así resulta












Usando (2.194) en esta última desigualdad obtenemos (2.197), donde M1 es una constante
máxima.
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Así vericamos que la siguiente aplicación es continua
L2(0; T ;V2) V1 H  ! W (0; T )
(g; y0; y1) 7! y .
Observación. La desigualdad (2.197) permite obtener la dependencia continua de y en relación
a los datos iniciales y el término fuerte g: Si tenemos datos iniciales próximos para el problema
(2.21), por (2.197) tenemos










donde y e ~y son soluciones para el problema (2.21) respectivamente para los datos iniciales
próximos. Esta desigualdad indica que las soluciones también serán próximas.
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Capítulo 3
Igualdad de la Energía y regularidad
En esta sección probamos la igualdad de la Energía para el problema (2.17) y (2.21), así como
la regularidad de la solución para el problema (2.21).
Lema 3.1. Asumamos que y es una solución débil del problema (2.17). Entonces
y 2 Cs([0; T ] ;V1) y y
0 2 Cs([0; T ] ;H):
Demostración.
Veamos que
y 2 Cs([0; T ] ;V1): (3.1)
En efecto, tenemos que
V1 ,! H;







también es una inmersión densa. Entonces si ' 2 V
0






 "(4 kykL1(0;T ;V1))
 1; (3.2)
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jamos  . Por otra parte tenemos que
y 2 L1(0; T ;V1) ,! L
2(0; T ;H) (3.3)
y
y0 2 L1(0; T ;H) ,! L2(0; T ;H): (3.4)
Entonces de (3.3), (3.4) y por el Lema 1.41, conseguimos
y 2 C([0; T ] ;H);
esto implica que para cada " > 0 existe  > 0 tal que si
jtn   tj < 
entonces
jy(tn)  y(t)jH < "(2 j jH)
 1: (3.5)
Si jtn   tj < , tenemos lo siguiente, para todo ' 2 V
0
1
h'; y(tn)  y(t)iV 01 ;V1  h'   ; y(tn)  y(t)iV 01 ;V1+ h ; y(tn)  y(t)iV 01 ;V1




ky(tn)  y(t)kV1 + j jH jy(tn)  y(t)jH :
Usando (3.2) y (3.5) en esta última desigualdad, resulta












De esta manera deducimos, que para todo " > 0 existe  > 0 tal que si
jtn   tj <  entonces
h'; y(tn)  y(t)iV 01 ;V1 < " para todo ' 2 V 01 : (3.6)
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De (3.3) y (3.6) logramos (3.1).
Veamos
y0 2 Cs([0; T ] ;H): (3.7)
En efecto, tenemos que
y0 2 L2(0; T ;V2) ,! L
2(0; T ;V
0
1 ) y y
00 2 L2(0; T ;V
0
1 );
entonces, en virtud del Lema 1.41, conseguimos que y0 2 C([0; T ] ;V
0
1 ); esto implica
y0 2 Cs([0; T ] ;V
0
1 ): (3.8)
De (3.4) y (3.8) tenemos
y0 2 L1(0; T ;H) \ Cs([0; T ] ;V
0
1 ):
Identicamos X = H y Y = V
0
1 y por el Lema 1.50 tenemos (3.7).
Luego de (3.1) y (3.7) obtenemos el Lema 3.1.
Lema 3.2 Asumamos que y es una solución débil del problema (2.21). Entonces para cada
t 2 [0; T ] tenemos la siguiente Igualdad de la Energía
8>><>>:





















Sea t0 2 h0; T i, arbitrario.
Sea  > 0 jado, denimos la función  sobre Rt, por
(t) =
8>>>>>><>>>>>>:
1 , en [; t0   ] ;
0 , en Rt   [0; t0] ;
1

t , en [0; ] ;
 1

(t  t0) , en [t0   ; t0] :
(3.10)
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8<: 1 , en [0; t0] ;0 , en Rt   [0; t0] : (3.11)
Veamos algunas propiedades de las funciones  y 0: Tenemos la siguiente convergencia puntual
lim
!0
(t) = 0(t); (3.12)





Además, tenemos la siguiente derivada en el sentido distribucional
0 2 L
1(Rt); (3.14)
debido a lo siguiente
0L1(Rt) = Z
Rt








de donde obtenemos (3.14).
Sea fngn2N una sucesión regularizante de funciones pares tales que
Z
Rt
n = 1; donde
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supp(n)  ( 1=n; 1=n), si f 2 L
p(Rt;X), siendo X un espacio de Banach, denotemos por
n  f
a la convolución de una función vectorial denido por




Así mismo, verica algunas propiedades, como la siguiente convergencia
n  f  !n !1
f en Lp(Rt;X) (3.15)
para 1  p < 1; cuya demostración es similar para las funciones escalares, ver Brezis [2]:
Denotemos por
n = n  n; (3.16)
de donde tenemos que n es una función par, es decir verica
n (t) = n ( t) , (3.17)







Su demostración se basa en la Propiedad Arquimediana, para
t0
2













supp(n)  ( 1=n; 1=n) + ( 1=n; 1=n)  ( t0; t0)
y usando (3.17) conseguimos (3.18).
Por Lema 3.1 notamos que y(t) y y0(t); tienen valores en V1 y H respectivamente para todo
t 2 [0; T ] :
Como a1(t; ;  ) y a2(t; ;  ) son continuas y acotadas, podemos extender las formas bilineales
para todo t 2 Rt con las mismas propiedades sobre [0; T ] :
Extendemos la solución y 2W (0; T ) del problema (2.21) sobre Rt vía reexión.
Denotamos por hh:; :ii a la dualidad entre L2(Rt;V
0
1 ) y L















para todo f 2 L2(Rt;V
0
1 ) y g 2 L
2(Rt;V1): Denotemos por [[:; :]] al producto interno en




(f(t); g(t))H dt (3.20)
para todo g; f 2 L2(Rt;H): Donde hh:; :ii es la extensión de [[:; :]] debido a las inmersiones













1(n  (0y)); n  (0y)
EE
+ 2 hhn  (A10y); n  (0y
0)ii+
2 hhA1(n  (0y)  n  (A10y); 
0
n  (0y)ii+
2 hn  n  (0A1y)(0); y(0)iV 01 ;V1
 









a1(t; n  (y)(t); n  (y))(t))dt =
lim
b,a !1+,  
a1(t; n  (y)(t); n  (y)(t))j
b
a = 0 ,
esta última es debido a que n(x)  !
x !1+,  










a01(t; n  (y)(t); n  (y))(t)+Z 1
 1
2a1(t; n  (y)(t); (n  (y))
0(t):








































0 = 0n  y = n  (y)
0: (3.24)















Por (3.24) la siguiente igualdad es válida
2 hhn A1(y); n  (
0
y)ii+ 2 hhn A1(y); n  (y
0)ii 
2 hhn A1(y); 
0
n  (y)ii = 0:
(3.26)
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1(n  (y)); n  (y)
EE
+ 2 hhn A1(y); n  (y
0)ii+
2 hhn A1(y); n  (
0
y)ii+
2 hhA1(n  y)  n A1y; 
0
n  (y)ii = 0 .
(3.27)











1(n  (0y)); n  (0y)
EE
: (3.28)





Debido a que n esta acotada en C
1
0 (Rt) resulta por (3.29)
n  (y)  !
 !0
n  (0y) en L
2(Rt; V1): (3.30)
De (3.30) y A
0
1 2 L(V1; V
0
1); conseguimos lo siguiente
A
0














































0) en L2(Rt; V2): (3.35)
Entonces de (3.33) y (3.35) resulta (3.32).
Veriquemos la siguiente convergencia
hhA1(n  y)   A1y; 
0
n  (y)ii  !
 !0
hhA1(n  0y)  n A10y; 
0
n  (0y)ii ;
(3.36)
En efecto, procediendo como en (3.31), para el operador A1 resulta
A1(n  y)  !
 !0
A1(n  0y) en L
2(Rt; V
0
1 ) . (3.37)
Tenemos que
0n  (y)  !
 !0
0n  (0y) en L
2(Rt; V1): (3.38)
Luego por (3.33), (3.37) y (3.38) concluimos (3.36).
Veamos




2 hn  n  (A10y)(0); y(0)iV 01 ;V1 
2 hn  n  (A10y)(t0); y(t0)iV 01 ;V1
:
(3.39)
































































De (2.5), (2.9) y y 2 L1(Rt;V1); logramos








y) es acotada en L
1(Rt;V1); (3.42)
en efecto, usando (3.14) resulta




 2 jnjC10 (Rt)
kykL1(Rt;V1) ;
así logramos (3.42).






















observamos que nA1(0y(t)) 2 V
0
1 y por la Proposición 1.24-(i), tenemos la siguiente igualdad
































Siguiendo la igualdad, por el Teorema de Fubini tenemos que  2 L1(RR), como 0y() 2 V1;
por la Proposición 1.24-(ii) y por (3.17), conseguimos la siguiente igualdad










































hn  n A1(0y)(); y()iV 01 ;V1
0
()d:























hn  n A1(0y)(); y()iV 01 ;V1
0
d =
hn  n A1(0y)(0); y(0)iV 01 ;V1
  hn  n A1(0y)(t0); y(t0)iV 01 ;V1
;
reemplazando esta última igualdad (3.46), conseguimos




2 hn  n A1(0y)(0); y(0)iV 01 ;V1
 
2 hn  n A1(0y)(t0); y(t0)iV 01 ;V1
:
(3.47)
Por (3.43) y (3.47) en (3.40) vericamos (3.39).
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De las convergencias (3.28), (3.32), (3.36) y (3.39), obtenemos (3.22), cuando hacemos   ! 0
en (3.27)
Veriquemos lo siguiente
2 [[n  0y
00; n  (0y
0)]] + 2(n  n  (0y
0)(0); y0(0))H 





























0)(t); n  (y
0)(t))H = 2(n  (y
0)(t); n  (y
00)(t))H+
2(n  (y






































2 [[(n  (y
0); n  (y
00)]] + 2 [[(n  (   0)y




2 [[n  0y


























0) en L2(Rt; V2) ,! L
2(Rt;H): (3.51)







00) en L2(Rt; V
0
1 ) ,! L
2(Rt;H): (3.52)
De (3.51) y (3.52) vericamos (3.50).
Veamos 
(n  (   0)y








En efecto, de (3.13) y y0 2 L1(Rt;H); tenemos
n  (   0)y
0  !
 !0





0 esta acotada en L1(Rt;H); (3.55)
debido a la siguiente acotación
n  0y0L1(Rt;H)  jnjC10 (R)
Z
Rt
0y0(t) dt  2 jnjC10 (Rt) y0L1(Rt;H) :
Luego de (3.54) y (3.55), tenemos lo que se pide (3.53)
Veriquemos
2 [[n  0y





2 (n  n  y
0(0); y0(0))H  





En efecto, haciendo uso de la Proposición.1.24-(i), tenemos la siguiente igualdad
[[n  0y

















































2 ;V2| {z }
(;)
dd .
Continuando la igualdad, tenemos por el Teorema de Fubini que  2 L2(RR); por la Proposi-
ción 1.24-(ii) y (3.17), conseguimos lo siguiente
[[n  0y
















































































































reemplazando esta última igualdad, al límite de la convergencia (3.58) obtenemos (3.56).
Usando las convergencias (3.50), (3.53) y (3.56) y haciendo  ! 0 en (3.49) queda vericado
(3.48).
Sumando (3.22) y (3.48) obtenemos
hhA01(n  (0y); n  (0y)ii+ 2 hhn  (A10y); n  (0y
0)ii+
2 hhA1(n  (0y))  n  (A10y); 
0
n  (0y)ii+
2 hn  n  (0A1y)(0); y(0)iV 01 ;V1
 
2 hn  n  (0A1y)(t0); y(t0)iV 01 ;V1
+
2 [[n  0y
00; n  (0y
0)]] + 2(n  n  (0y
0)(0); y0(0))H 




Reemplazando y00 = g   A2y
0   A1y 2 L
2(Rt; V
0
1) y usando la igualdad (3.21), en el quinto
término de (3.59) resulta
hhA0(n  (0y)); (0y)ii+ 2 hhn  0(A1y); n  (0y
0)ii+
2 hhA1(n  (0y))   A10y; 
0
n  (0y)ii+
2 hn  n  (A10y)(0); y(0)iV 01 ;V1
 
2 hn  n  (A10y)(t0); y(t0)iV 01 ;V1
+
2 hhn  0(g  A2y
0); n  (0y
0)ii   2 hhn  0(A1y); n  (0y
0)ii+
2(n  n  (0y




Es válida la siguiente igualdad
hhA1(n  (0y))  n A10y; 
0
n  (0y)ii =;
hhA1(n  (0y))  n A10y; (n  (0y))
0ii
derivando distribucionalmente obtenemos
hhA1(n  (0y))  n A10y; 
0
n  (0y)ii =
 hh(A1(n  (0y))  n A10y)
0; n  (0y)ii :
(3.61)
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Reemplazando (3.61), en el tercer término de (3.60) y ordenando, resulta
hhA0(n  (0y)); (0y)ii+ 2 hhn  0(g  A2y
0)); n  (0y
0)ii 
2 hh(A1(n  (0y))  n A10y)
0; n  (0y)ii+
2 hn  n  (A10y)(0); y(0)iV 01 ;V1
 
2 hn  n  (A10y)(t0); y(t0)iV 01 ;V1
+
2(n  n  (0y


















En efecto, de (3.15) resulta


















n  0(g  A2y













En efecto, de (3.15) resulta



















(A1(n  (0y))  n A10y)





En efecto, de (3.15) tenemos















Restando (3.66) y (3.67) logramos
A1(n  0y)  n A1(0y)  !n !1









de esto resulta (3.65).
Veamos
2 hn  n  (A10y)(t0); y(t0)iV 01 ;V1




En efecto, de (3.16), tenemos la siguiente igualdad
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2 hn  n  (A10y)(t0); y(t0)iV 01 ;V1










(n()(A10y)(t0   )d; y(t0))H d :
Resultando




(n()(A10y)(t0   )d ; y(t0))H d : (3.69)
Usando (3.69) y (3.18), en la siguiente diferencia, y tomando límite resulta




n() ((A10y)(t0   ); y(t0))H d   2
Z t0
0




n() ((A10y)(t0   )  (A1y)(t0); y(t0))H d  !n !1
0;
de donde conseguimos (3.68).
Procediendo análogamente a la vericación de la convergencia (3.68), obtenemos
2 hn  n  (A10y)(0); y(0)iV 01 ;V1





2(n  n  (0y
0)(t0); y
0(t0))H  
y0(t0)2H  !n !1 0: (3.71)
En efecto, en (3.48) tomando límite, tenemos lo siguiente








n() (y(t0   )  y
0(t0); y(t0))H d  !n !1
0,
así resulta (3.71).
Procediendo análogamente a la comprobación de (3.71), obtenemos














+ 2 hh0(g  A2y
0)); (0y
0)ii+ h(A1y)(0); y(0)iV 01 ;V1
+
h(A1y)(t0); y(t0)iV 01 ;V1





























































h(A1y)(t0); y(t0)iV 01 ;V1
= a1(t0; y(t0); y(t0) (3.76)
y
h(A1y)(0); y(0)iV 01 ;V1
= a1(0; y(0); y(0): (3.77)
Remmplazando (3.74)-(3.77) en (3.73) resulta
Z t0
0





















a2 ( ; y













Recordemos que se tomó t0 2 h0; T i arbitrario, de (3.78) obtenemos nalmente (3.9).
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Teorema 3.3. Asumamos que todas las hipótesis del Teorema 2.2 son válidas. Sea y 2W (0; T )
una solución del problema (2.17). Entonces para todo t 2 [0; T ] tenemos la siguiente igualdad
de la Energía
8>><>>:











a01( ; y(); y())d + 2
Z t
0








~g(t) = f(t; y(t)) A2(t)y
0(t) (3.80)
reemplazando en
y00 + 0y0 +A1(t)y = f(t; y) A2(t)y
0
tenemos el problema
y00 + 0y0 +A1(t)y = ~g(t): (3.81)
con los datos iniciales
y (0) = y0; y
0 (0) = y1
Veriquemos que ~g 2 L2(0; T; V
0
2 ).
Armación 1, ~g es medible, en efecto, debido que y0 es medible y A2(t) es continua, entonces
t 7 ! A2(t)y
0(t) es medible. (3.82)
Gracias a (3.82), (2.18) y (3.80) , conseguimos que g^ es medible.
Armación 2, ~g es integrable, debido a
k~g(t)kV 02

A2(t)y0(t)V 02 + kf(t; y(t))kV 02 ;
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+ kkL2(0;T ) + kkL2(0;T )

:
De donde concluimos que g^ es integrable.
Aplicando el Lema 3.2 para la ecuación (3.81), tenemos




0( ; y0(); y0())d =














Utilizando (3.80) y siguiendo la igualdad resulta
a1(t; y(t); y(t)) +
y0(t)2
H



















Teorema 3.4. Asumamos las hipótesis del Teorema 2.2 y sea y 2 W (0; T ) una solución
débil de (2.17). Entonces y 2 C([0; T ] ;V1) y y
0 2 C([0; T ] ;H):
Demostración. Como
y 2W (0; T )
implica que
y 2 L2(0; T ;V1); y
0 2 L2(0; T ;V2):
Como
V1 ,! H y V2 ,! H
entonces tenemos
y 2 L2(0; T ;H), y0 2 L2(0; T ;H):
De donde seguimos, en virtud del Lema 1.35, que


























a01( ; y(); y())d (3.88)
son funciones que pertenecen al conjunto de C([0; T ] ;R): De la Igualdad de la Energía (3.79) y
por (3.86), (3.87) y (3.88), tenemos
t 7 ! a1(t; y(t); y(t)) +
y0(t)2
H
2 C([0; T ] ;R): (3.89)
Denotemos por n










y0(tn)  y0(t)2H : (3.91)
Identiquemos por






por (3.85) y (3.89), deducimos que
	 2 C([0; T ] ;R): (3.93)
Desarrollando (3.90), por la bilinealidad de a1, tenemos
n = a1(tn; y(tn); y(tn))  2a1 (tn; y(tn); y(t)) + a1(tn; y(t); y(t))+
1 jy(tn)j
2
H + 1 jy(t)j
2






siguiendo la igualdad y usando la notación (3.92) logramos






  2(y0(t); y0(tn))H ;
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en esta última igualdad agregamos
a1(t; y(t); y(t))  a1(t; y(t); y(t)); 2a1 (t; y (tn) ; y (t))  2a1 (t; y (tn) ; y (t))
y usando la notación (3.92), agrupando adecuadamente, obtenemos
n = 	(tn) + 	(t)  2 [a1(tn; y(tn); y(t))  a1(t; y(tn); y(t)]+
[a1(tn; y(t); y(t))  a1(t; y(t); y(t))]  21(y(t); y(tn))H





a01( ; ;  )d
  Z t1
t2
a01( ; ;  ) d  Z t1
t2
c12 kkV1 k kV1
esto implica
ja1(t1; ;  )  a1(t2; ;  )j  c12 (t1   t2) kkV1 k kV1 : (3.95)
Para t1 = tn, t2 = t y  =  = y(t) en (3.95), tenemos
ja1(tn; y(t); y(t))  a1(t; y(t); y(t))j  c12 (tn   t) ky(t)kV1 ky(t)kV1 :
Logrando
a1(tn; y(t); y(t))  a1(t; y(t); y(t))  !
tn !t
0 : (3.96)
Para t1 = tn, t2 = t y  = y(tn),  = y(t) en (3.95), resulta
ja1(tn; y(tn); y(t))  a1(t; y(tn); y(t))j  c12 (tn   t) ky(tn)kV1 ky(t)kV1 :
Como y 2 L1(0; T ;V1); esto implica




En virtud del Lema 3.1 tenemos
y0 2 Cs([0; T ] ;H)






sea continua para todo  2 H










Para y0(t) =  2 H resulta
(y0(t); y0(tn))H  !
tn !t
(y0(t); y0(t))H , (3.98)
Por Lema 3.1, tenemos
y 2 CS ([0; T ] ;V1)
obteniendo




es continua para todo  2 V
0
1
si tn  ! t entonces






Tomamos A1(t)y(t) = ; así obtenemos
a1(t; y(t); y(tn))  !
tn !t
a1(t; y(t); y(t)): (3.99)
Cuando tn  ! t sobre (3.94), resulta por (3.93), (3.96), (3.97), (3.98) y (3.99)
n  !
tn !t
2	(t)  21(y(t); y(t))H   2(y
0(t); y0(t))H   a1(t; y(t); y(t));
ordenando el límite obtenido y por (3.92) tenemos lo siguiente
2	(t)  2





























y y0(tn)  y0(t)2H  !tn !t 0: (3.102)
Por lo tanto de (3.101) y (3.102) conseguimos el Teorema 3.4.
Corolario 3.5. Asumamos las condiciones del Corolario 2.3 para el problema (2.21). En-
tonces la solución débil y para el problema (2.21) satisface
y 2 C([0; T ] ;V1) y y
0 2 C([0; T ] ;H):
Además tenemos que la aplicación
T : L2(0; T ;V
0
2 ) V1 H ! C([0; T ] ;V1) C([0; T ] ;H)
(g; y0; y1) ! T (g; y0; y1) = (y; y
0)
es continua.
Demostración. Del Teorema 3.5 resulta
y 2 C([0; T ] ;V1); y
0 2 C([0; T ] ;H):
Procediendo similarmente con los cálculos realizados para obtener (2.59), para Y
0
m = y
0 , Ym = y
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y " = 1; resulta










































Reemplazando esta última igualdad en el sexto termino de (3.103), siendo K y ~K constantes



















































 ~C k(g; y0; y1)kL2(0;T ;V2)V1H :
Obteniendo así lo siguiente
kT (g; y0; y1)kC([0;T ];V1)C([0;T ];H) 
~C k(g; y0; y1)kL2(0;T ;V2)V1H :
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Capítulo 4
Aplicaciones a las ecuaciones
diferenciales parciales
Sea 
 un conjunto abierto, limitado y bien regular de Rn,   = @
: Denotemos porQ = (0; T )

y  =   (0; T ):







 y + seny = f en Q
y(x; t) = 0 sobre 




(0; x) = y1(x) en 
:
(4.1)
Donde tenemos las constantes ;  > 0, f 2 L2(0; T ;L2(
)); y0 2 H
1
0 (




Una solución clásica para (4.1) es una función y sucientemente regular, es decir y 2 C2(
)que
verique (4.1) puntualmente. Veamos como denir la solución débil para (4.1), sea y una
solución clásica de la primera ecuación del problema (4.1) y sus datos inciales sobre 
, luego
multiplicamos por ' 2 H10 (















































(f(t; x)  seny(t; x))'(x)dx:
(4.2)
para todo ' 2 H10 (
): Consideramos los siguientes espacios V1 = H
1
0 (
), V2 = H = L
2(
); así
tenemos las siguientes inmersiones






















r'(x):r'(x)dx;8' 2 H10 (
):
Entonces, decimos que una función y es solución débil de (4.1) si y 2W (0; T ) y además satisface
(4.2) para todo ' 2 H10 (
).
Procedemos que existe una única solución débil para el problema (4.1).
Denamos las formas bilineales:




'(x)(x)dx ; 8';  2 V2:




r'(x):r(x)dx; 8';  2 V1:
1.3) ~f : [0; T ] V2!V
0
2 tal que








(f(t; x)  sen('(x)))(x)dx; 8 2 V2:
Ahora veriquemos las condiciones del Teorema 2.2
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i) a2 es bilineal, debido a la Linealidad de la integral.
ii) a2 es acotada, gracias a la siguiente,
ja2('; )j   k'kL2(
) kkL2(
) :








La forma bilineal a2 verica las hipótesis (2.11)-(2.14), esto nos permite denir el operador
lineal A2 2 L(V
0
2 ; V2); denotamos por D (Ai) al espacio
D(Ai) = f' 2 Vi;  7! ai('; ) es continua sobre Vi con la topología de Hg : (4.3)
Esto es, el dominio de Ai en H; para i = 1; 2:
Si ' 2 D(A2); entonces tenemos ' 2 L
2(
) y ' 2 L2(
); de donde logramos
D (A2) = L
2(
):
Denotamos por (I) al operador A2 2 L(V
0
2 ; V2), donde I es la función identidad:











i) a1 es bilineal debido a la linealidad del gradiente.





































La forma bilineal a1 verica las hipótesis (2.4)-(2.8), esto nos permite denir el operador
A1 2 L(V1; V
0
1 ); si ' 2 D(A1) , por la denición (4.3), conseguimos ' 2 H
1
0 (
) y ' 2 L
2(
);







Denotamos por ( ) al operador A1 2 L(V1; V
0
1 ):
1.3) Dado que ~f : [0; T ] V2!V
0
2 es tal que
( ~f(t; '); ) =
R

 (f(t; x)  sen('(x)))(x)dx , 8 2 V2:
i) La buena denición de ~f(t; '), es decir ~f(t; ') 2 V1
~f(t; ') es lineal, por la linealidad de la integral.
~f(t; ') es acotada , debido a que jsen(a)j  a , de donde resulta
 ~f(t; ');   kf(t)kL2(
) kkL2(
) +  k'kL2(
) kkL2(
) :
ii) t 7 ! ~f(t; ') es medible, debido a que f es medible y sen(') es medible.
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iii) ~f(t; ') es Lipchitziana en la segunda variable para cada t 2 [0; T ] ; sea u; v 2 L2(
)
 ~f(t; u)  ~f(t; v)
V 02















  kv   ukL2(
) :
iv) ~f(t; 0) es acotada por una función  2 L2(0; T ); debido a denición de ~f(t; ') y




) +  k0kL2(
) = (t):
Así tenemos por el Teorema 2.2 la existencia de una única solución débil y de (4.1) tal que
y 2 L2(0; T ;V1); y
0 2 L2(0; T ;V2) y y
00 2 L2(0; T ;V
0








(:); ) + a1(y(:); ) = (f(:; y(:)); )L2(
),
para 8 2 H10 (
) en el sentido distribucional D
0(0; T );




(0; x) = y1(x) en 
:




y(t; x) = 0; x 2  
y(t; x) = 0 sobre .
Así obtenemos una única solución y 2W (0; T ) ; que satisface (4.1) en el sentido distribucional
Ejemplo2:  (Ecuación del seno-Gordon : Problema de Neumann ).
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= g sobre 




(0; x) = y1(x) en 

(4.4)
Dado las constantes ,  > 0 ; f 2 L2(0; T ;L2(




derivada direccional con dirección a la normal exterior de  , y0 2 H
1(




Veamos como denir la solución débil para el problema (4.4). Sea y una solución clásica de
la primera ecuación del problema (4.4) y sus datos inciales sobre 
, luego multiplicamos por
' 2 H1(














































































































































para todo ' 2 H1(
): Consideramos los siguientes espacios V1 = H
1(




); así tenemos las siguientes inmersiones







Esto nos lleva a la siguiente denición una función y es solución débil de (4.4) si y 2 W (0; T )
y además satisface (4.7). Procedemos que existe una única solución débil de (4.4).
Denamos las siguientes aplicaciones:




r':rdx; 8';  2 V2:




r':rdx ; 8';  2 V1:
2.3) ~f : [0; T ] V2!V
0
2 tal que







g(t; x)(x)dx, 8 2 V2:
Veriquemos las hipótesis del Teorema 2.2




r':rdx es tal que 8; ' 2 V2 = H
1(
); donde la norma de
H1(















i) a2 es bilineal, por la linealidad del Gradiente.
ii) a2 es acotada, gracias a lo siguiente









iii) a2 satisface la hipotesis (2.13), consecuencia de












La forma bilineal a2 verica las hipótesis (2.11)-(2.14), esto nos permite denir el operador
A2 2 L(V2; V
0
2 ), si ' 2 D(A2) entonces gracias a la denición (4.3), tenemos
' 2 H1(





) 8 2 H
1(
): (4.9)





puede ser denida y pertencer a H 1=2( )
,ver Medeiros [10]: La igualdad (4.9) expresa que
@'
@




); ' 2 L2(
); 1' = 0
	
:
Denotamos por ( ) al operador A2 2 L(V2; V
0
2 )




r':r es tal que 8';  2 V1 = H
1(
):
i) a1 es bilineal, debido a que el Gradiente es lineal.









iii) a1 satisface la hipotesis (2.6); en virtud de












Luego la forma bilineal a1 verica las hipótesis (2.4)-(2.8), así logramos denir el operador
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A1 2 L(V1; V
0
1 ). Si ' 2 D (A1) entonces por (4.3) obtenemos que ' verica (4.8) y
( '; )L2(
) = (r';r) 8 2 H
1(
);
de donde obtenemos que D (A1) es igual al conjunto D (A2) : Denotamos a ( ) por el operador
A1 2 L(V1; V
0
1 ).













g(t; x)(x)dx; 8 2 V2:
i) La buena denición de ~f(t; '); es decir ~f(t; ') 2 V
0
2 :
~f(t; ') es lineal debido a la linealidad de la integral .
~f(t; ') es acotada, gracias a lo siguiente
 ~f(t; ');   kf(t)kL2(
) kkL2(





dedido a la continuidad de la función trazo 0 de H
1(
) a H1=2( ) y a la inmersión
H1(
) ,! L2(
); conseguimos de (4.10) lo siguiente
 ~f(t; ');   jf(t)jL2(
) +  k'(t)kL2(
) + C kgkH 1=2( ) kkH1(
) ; (4.11)
donde C es una constante, por lo tanto ~f(t; ') 2 V
0
2 :
ii) t 7 ! ~f(t; ') medible: Pues f , sen' y g son medibles.
iii) ~f es Lipchitziana en la segunda variable para cada t 2 [0; T ] ; sea u y v 2 H1(
)
 ~f(t; u)  ~f(t; v)
(H1(
))0
  ksenu  senvkL2(
)   ku  vkH1(
)
  ku  vkL2(
) :
Esta última igualdad se debe a la inmersión H1(
) ,! L2(
):
iv) ~f(t; 0) es acotada por una función  2 L2(0; T ), debido a lo siguiente, de (4.11)
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) + kg(t)kH 1=2( ) = (t):











de donde deducimos que  2 L2(0; T ):
















para 8 2 H1(
) en el sentido distribucional D0(0; T );




(0; x) = y1(x) en 
:
Sea y una solución débil de (4.4) tal que y; y0 2 C2(
) y y00 2 C(
) de (4.12) resulta para todo
 2 C10 (




























(f(t; x)  seny(t; x))(x)dx+Z
 
g(t; x)(x)dx;






 y + seny = f c:s: sobre 
:
Como y; y0 2 C2(
) y y00 2 C(
) tenemos que f 2 C(







 y + seny = f en Q: (4.13)
Si  2 C1(











(t; x)  g(t; x)

(x)dx = 0:
Debido a la densidad de C1(
) en L2(










Ejemplo 3:  (Ecuación general de mayor orden : Problema Neumann ):
Denimos la función g : [0; T ] R Rn  R  ! R , satisfaciendo las siguientes condiciones:
i) g (:; u; n; v) es medible sobre [0; T ] para todo u; v 2 R y n 2 Rn:
ii) Existe i 2 L
2(0; T ;R+); i = 1; 2; 3 para cada t 2 [0; T ] y tenemos la desigualdad
g (t; u; n; v)  g  t; u0; n0; v0  1(t) u  u0+
2(t)
n  n0+ 3(t) v   v0
;8u; v; u0; v0 2 R; n ; n0 2 Rn:
iii) Existe  2 L2(0; T ;R+) tal que jg (t; 0; 0; 0)j  (t); t 2 [0; T ] :














= 0 sobre 








Donde a; b 2 C1([0; T ] ;L1(
)) satisfaciendo a(t; x); b(t; x) > 0 para todo (t; x) 2 Q:
Solución.
Veamos como denir la solución débil para el problema (4.14). Sea y una solución sucien-
temente regular para la primera ecuación en (4.14) y sus datos iniciales sobre 
, luego mul-
tiplicando por  2 H20 (
) e integrando sobre 


















g (t; y(t; x);ry(t; x);y(t; x))(x)dx:
(4.15)
Por la Fórmula de Green, ver Medeiros [7]; para todo u 2 L2(
); u 2 L2(



























(a(t; x)y(t; x))(x)dx: (4.16)






















































: Consideramos los espacios V1 = H
2
0 (
), V2 = H
1
0 (
), H = L
2(
);
teniendo así las inmersiones







Una función y es solución débil de (4.14), si y 2W (0; T ) y además satisface (4.18). Procedemos
que existe una única solución débil de (4.14).
Ahora denamos las siguientes formas bilineales:




b(t; x)r':rdx; 8; ' 2 V2:




a(t; x)'dx; 8; ' 2 V1:










g (t; '(x);r'(x);'(x))(x)dx; 8 2 V2:
Veamos si cumplen las hipótesis del Teorema 2.3








i) a2 es bilineal; por la linealidad del Gradiente.









































a2(t;; ) + kk
2
L2(
)   kk
2
H1(




iv) t! a2(t;; ) verica (2.14), esto se debe a que b 2 C
1([0; T ] ;L1(
)) y (4.19).
Gracias a que la forma bilineal a2 verica las hipótesis (2.11)-(2.14), nos permite denir el
operador A2(t) 2 L(V2; V
0
2 ); si ' 2 D (A2(t)) implica que
' 2 H10 (






A2(t)':dx = a2(t;'; ): (4.21)













' 2 H10 (























a(t; x)'dx es tal que 8; ' 2 V1 = H
2
0 (
); donde la norma
de H20 (












'(x)'(x)dx;8' 2 H20 (
):
i) a1 es bilineal por la linealidad del Laplaciano.
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de esta desigualdad tenemos
a1(t;; ) + kk
2
L2(
)  ~ kkH2(




iv) a01 es acotada; consecuencia de




La forma bilineal a1 dene el operador A1(t) 2 L(V1; V
0
1 ); si ' 2 D(A1(t)) entonces
' 2 H20 (






A1(t)':dx = a2(t;'; ):












3.3) ~f : [0; T ] V2!V
0
2 donde









i) La buena denición de ~f(t; '), es decir ~f(t; ') 2 V
0
2 :
~f es lineal por la linealidad de la integral .
~f(t; ') es acotada, debido a lo siguiente
( ~f(t; '); )  Z

















) + (t)c kkL2(
) :




( ~f(t; '); )  1(t) k'kL2(





) + c(t) kkH1(
)
 K kkV2
donde c = ((
))1=2, aquí  denota medida según Lebesgue y
K = c1(t) k'kL2(
) + c2 kr'kL2(
) + c3(t) k'kH1(
) + c(t)
por lo tanto ~f(t; ') 2 V
0
2 :
ii) t 7 ! ~f(t; ') medible: Por condición del problema.
iii) ~f es Lipchitziana en la segunda variable para cada t 2 [0; T ] ; sea u; v 2 H10 (
) ~f(t; u)  ~f(t; v);  
1(t) k(u  v)kL2(





















Así tenemos ~f(t; u)  ~f(t; v)
V 02
 c1(t) k(u  v)kV2 + c2(t) k(u  v)kV2 +
c3(t) k(u  v)kV2 ;
denotemos a (t) = 1(t)c+ c2(t) + c3(t),  2 L
2(0; T ;R+); así resulta
 ~f(t; u)  ~f(t; v)
V 02
 (t) k(u  v)kV2
iv) ~f(t; 0) es acotada por algún ~ 2 L2(0; T ); gracias a
 ~f(t; 0)
V 02
 c(t) = ~(t) , ~ 2 L2(0; T ):






(t; x)'(x)dx+ a2(t; y





para 8 2 H20 (
) en el sentido distribucional D
0(0; T ),








1. Agregando la condición de inmersión compacta sobre las inclusiones
V1  V2  H;
y haciendo uso del Teorema 1.45, los cálculos realizados para obtener la convergencia
fuerte de la solución aproximada se reducen considerablemente.
2. La elección de los espacios independientes de las formas bilineales nos facilita la identicación
de los espacios funcionales del problema a desarrollar.
3. El Teorema 2.2 permite encontrar soluciones para ecuaciones de tipo hiperbólicas.
4. Las hipótesis (2.4)-(2.15), nos permite hacer uso de las técnicas de cálculo para la obtención
de la regularidad de la solución.
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