Abstract
Introduction

Supervised Learning
Supervised learning aims at inferring a functional relation y = f (~) , from a set of training examples Michigan State University, East Lansing, MI 48824, U.S.A.
jain@cse.msu.edu of regression. Usually, the structure of the functional relation is assumed fixed and the objective is to estimate a vector of parameters P defining it; accordingly we write y = f ( x , P). For It is often desirable, not simply to classify x into one of the classes, but to know the degree of confidence of that classification. In that case we are interested in learning a function g(x, P ) taking values in [0, 11 (rather than just (0, 1)) which can be interpreted as the probability that x belongs to, say, class 1. In logistic (linear) regression [ 181, P(Y = Ilx) = 9(x, P ) = $(PO + Xi Pizi), where
is called the logistic function (see Fig. 1 ). The function {I(.) yielding the class probabilities is known as the link. An advantage of a function giving class probabilities, over a hard classifier, is that it can be used to obtain optimal classifiers under different cost functions. For example, if the cost function is simply the misclassification error, then a classifier is obtained by thresholding g(x, P ) at 1/2.
$(z) = (I + exp(-z))-l
Discriminative vs. generative learning
Supervised learning of classifiers can be formulated either using a generative (informative) or a discriminative approach [9]. In the generative approach, each of the classconditional probability functions is learned separately from the training data; then a Bayes classifier is obtained by inserting (plugging in) these class-conditional probability functions and the a priori class probabilities into the Bayes decision rule [13] . In discriminative learning, the classconditional densities are not ,explicit modelled; the classifier is directly learned from the data. Well known discriminative techniques include linear and logistic discrimination, k-nearest neighbor classifiers, tree classifiers [5], feedforward neural networks [3, 19,211, support vector machines (SVM) and other kernel-based methods [8, 25, 27, 28] . This paper focuses on discriminative learning.
1.3.Over-fitting and under-fitting
A main concern in supervised learning is to avoid overfitting the training data. In other words, to achieve good generalization (i.e., to perform well on yet unseen data) it is necessary to control the complexity of the learned function. If it is too complex, it may follow irrelevant properties of the particular data set on which it is trained (over-fitting), thus performing poorly on future data. An overly simple function, on the other hand, may not be able to capture the main behavior of the underlying relationship (under-fitting).
This well-known trade-off has been addressed with a variety of formal tools (see, e.g., [3, 7, 8, 19, 21, 25] ).
Bayesian discriminative learning
The Bayesian approach to controlling the complexity in discriminative supervised learning is to place a prior on the function to be learned (i.e., on 0) favoring simplicity, or smoothness, in some sense. Let this prior be denoted as p ( p I a ) , where a is a vector of hyper-parameters. The most common choice, namely for analytical and computational tractability, is a zero-mean Gaussian; in the neural network literature this is known as weight decay [3, 19, 211 . Gaussian priors are also used in non-parametric contexts, like the Gaussian processes (GP) approach [8, 19, 27, 281, which has roots in earlier work on spline models [ 14,261 and regularized radial basis function (RBF) approximations [20] .
The main disadvantage of Gaussian priors is that they do not explicitly control the structural complexity of the classifiers. That is, if one of the components of p (say, the weight of a given feature in a linear classifier) happens to be close to zero, under a Gaussian prior it will not be set exactly to zero (thus eliminating, or pruning, that parameter) but to some small value. Any structural simplification of the functional form will have to be based on additional tests. In the case of a linear discriminant, setting some parameters to zero, corresponds to ignoring some of the input features, i.e., to performing feature selection.
Learning sparse classifiers
Let us define a sparse estimate of p as one in which irrelevant or redundant components are exactly zero. Sparseness is a desirable feature in classifier learning for several reasons, namely:
0 Sparseness leads to a structural simplification of the 0 In kernel classifiers, the generalization performance increases with the degree of sparseness of p [8, 251; this is a key idea behind SVM. Moreover, in a sparse kernel classifier, only a subset of the training data has to be kept (unlike in a standard kernel classifier [21] ). estimated function.
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One of the possible ways to achieve sparse estimates consists in adopting a zero-mean Laplacian (rather than Gaussian) prior on p, with parameter a, where 11 a denotes the 11 nom. The sparseness-inducing nature of the Laplacian prior (or equivalently, of the 11 penalty) is well known and has been exploited in several research areas [6, 16, 23, 30] .
When using a Laplacian prior on p, the question remains of how to adjust or estimate the parameter a which ultimately controls the degree of sparseness of the obtained estimates. Concerning the SVM, in addition to its disadvantage of outputting "hard" classifications rather than class probabilities, it also involves parameters which control the degree of sparseness of the obtained classifier. Estimatindadjusting these parameters commonly involves crossvalidation methods which do not optimally utilize the available learning data, and are time consuming.
Proposed approach
We propose a Bayesian approach to learning sparse classifiers whose main advantage is that it does not involve any parameter controlling the degree of sparseness. This is achieved using the following building blocks:
1. A probit model, in which the link function is the Gaussian cumulative distribution function (cdf) [ 181.
2. A hierarchical-Bayes interpretation of the Laplacian prior as a nomtaUindependent distribution (as has been used in robust regression [15] ). More specifically, a Laplacian prior can be decomposed into a continuous mixture of zero mean Gaussian priors with an exponential hyper-prior for the variance.
3. Replacement of the exponential hyper-prior by the Jeffreys' prior which expresses scale-invariance and, more importantly, is parameter-free [2].
An expectation-maximization (EM) algorithm which
Experimental evaluation of the proposed method shows that it performs competitively with (often better than) the best classification techniques available.
Our method is related to the automatic relevance determination (ARD) idea [19, 171, which underlies the recently proposed relevance vector nmchine (RVM) [4, 241. The RVM exhibits state-of-the-art performance, beating SVM both in terms of accuracy and sparseness [4, 24] . However, rather than using a type-It maximum likelihood approximation [2] (as in ARD and RVM), our modelling assumptions yields a maximum a posteriori estimate of p.
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lead to a marginal a posteriori probability function on p whose mode can be located by a very simple EM algorithm.
. Probit Regression
In the generalized linear regression [18] approach to two-class problems, the most commonly used link is the logistic function (Eq. (1)). In this paper, we adopt the probit link, defined as the standard Gaussian cdf, is plotted in Fig. 1 , together with the logistic function, showing that (apart from a scale factor) they are almost indistinguishable [ 111. Of course, both the logistic and probit functions can be re-scaled (horizontally), but this scale is implicitly absorbed by p. To extend the probit (or the logistic) model to include non-linear transformations of the input features, the link can be applied to a non-linear function of x: P ( y = 1Jx) = $(u(x, p)). Here, we will only consider classifiers where this non-linear function is of the form u(x, p) = pTh(x), i.e., linear with respect to p. This includes:
where the &(.) are nonlinear functions. Here, the dimensionality of p is IC + 1.
Kernel classifiers; h(x) = [I, K(x,x(l)), ..., K(x, x("))IT, where K ( . , .) is some (symmetric) kernel function [SI. Here, p is (n f 1)-dimensional. This is used in SVM and RVM approaches.
,
The important characteristic of the probit link that we exploit is that it has a simple interpretation in terms of hid-
where w is a zero-mean unit-variance Gaussian variable. If the classifier is defined as y = 1, if z(x, p) 2 0, and y = 0, if z(x, p) < 0, then we recover the probit model, because P ( y = llx) = P(u(x,P) + w 2 0 ) = @ ( U ( X , P ) I O , 1) . y(')), ..., (x("),y(") with v playing the role of observed data.
Laplacian Prior
To favor sparseness, we adopt an independent Laplacian prior for /3,
(8)
where m is the dimensionality of 8. The main feature of this criterion is that due to the presence of the 11 penalty, some of the components of a may be exactly zero [23] ; in other words, the Laplacian prior promotes sparseness. In general, the presence of the (non-differentiable) 11 norm requires special purpose computational methods.
A hierachical-Bayes interpretation
Let us consider an alternative model, where each Pi is given a zero-mean Gaussian prior with its own variance ~i , P(PiI7i) = JV(Pal0,Ti).
(9)
As a hyper-prior for the variances ~i , we adopt an exponential distribution P+') = (a + H~H ) -I H~v .
A non-informative hyper-prior
One question remains: how to adjust y, which is the main parameter controlling the degree of sparseness of the estimates? We could consider cross-validation methods, but these are computationally demanding and inefficient in terms of data usage, and fall outside of the Bayesian paradigm. We consider a radically different alternative: remove y from the model. To do so, we replace the exponen- It turns out that this new hyper-prior leads to a minor modification of the EM algorithm described above, where only the computation of 52 is affected. The integrations in Eq. (12) can still be performed analytically leading to
The complete algorithm
Since we expect several components of 8 to become zero, it may be tricky to deal with a as defined in Eq. (14).
To avoid this problem, we define a new (diagonal) matrix based on which Eq. (13) can be re-written as = @(I + QH~HO)-~QH~V, (16) jy+v thus avoiding the inversion of the elements of p.
Step 1: Given the training data set, compute matrix H acStep2: Compute an initial estimate 8"). In all the experiments reported ahead, we compute a weakly penalized ridge-type estimate using the labels as data $O)= (€1 + H T H ) -~H~ (with, e.g., e = 10-6).
Step 3: (E-step) Given the current estimate p(t), compute the diagonal matrix 0 according to Eq. (15), and vector v (with elements given by Fq. (6)).
Step 4: (M-step) Obtain a new estimate p Summarizing, the complete learning algorithm is:
cording to the type of classifier adopted.
-(t+l) (Eq. (16)).
If IJ3(t+1)-$(t)II/IIP(t)ll < S, stop; else, go back to
Step 3. In the examples reported below, S = to @(210,1) 2i 0.1587. Of course, the optimal classifier for this data is linear and only uses the first two dimensions of the data. We first trained our classifier, using both linear and quadratic functions; i.e., the functions $i(x) (see Section 2) include all the d components, their squares, and all the pairwise products, giving a total number of d + d(d + 1)/2 features. We also trained a standard Bayesian plug-in classifier obtained by estimating the mean and covariance of each class. Both classifiers were trained on 100 samples per class, and then tested on independent test sets of size 1000 (500+500). Fig. 2 shows the resulting (averaged over 30 repetitions) test set error rate as a function of d. Fig. 3 reports a similar experiment, now involving linear classifiers learned from training sets with 50 samples per class. These results show that the proposed method exhibits a much smaller performance degradation as more irrelevant features are included, compared with the common plug-in classifier. ,-/' * :
;.. 
Kernel classifiers
We will now consider experiments involving kernel clas- where h is a parameter that controls the kernel width. Our first experiment uses Ripley's synthetic data set', in which each class is a bi-modal mixture of two Gaussians; the optimal error rate for this problems is 8% [21] . Fig.   4 shows 100 points from the training set and the result- 1221) . Prior to applying our algorithm, all the inputs are normalized to zero mean and unit variance, as is customary in kernel-based methods. The kernel width was set to h = 4, for the Pima and crabs problems, and to h = 12 for the WBC. Table 2 reports the numbers of errors achieved by the proposed method and by several other state-of-the-art techniques. On the Pima and crabs data sets, our algorithm outperforms all the other techniques. On the WBC data set, our method performs nearly as well as the best available alternative. The running time of our learning algorithm (implemented in MATLAB) is less than 1 second for the crabs data set, and about 2 seconds for the Pima and WBC problems. Finally, we note that the kernel classifiers obtained with our algorithm use only 6, 5 , and 5 kernels (they are very sparse), for the Pima, crabs, and WBC data sets, respectively. Compare this with the 110 kernels selected by the SVM (reported in 141) on the "Pima" data set. but we will not address them here. To test the performance of our method on a multiclass problem, we used theforensic glass data set', which is a 6-class problem with 9 features. As above, we set h = 4. Following [28], the classification error rate was estimated using 10-fold cross-validation. The results in Table 3 show that our method outperforms the best method referred in [28] , which was a Gaussian process (GP) classifier implemented by MCMC. The GP-MCMC classifier requires about 24 hours of computer time, while ours is learned in a few seconds.
Concluding Remarks
We have introduced a Bayesian approach to supervised learning of sparse classifiers which (unlike other ap- [29] ), and w e also intend to focus o n it.
