Energy states below the bandgap of a semiconductor, such as trap states or charge transfer states in organic donor-acceptor blends, can contribute to light absorption. Due to their low number density or ultra-small absorption cross-section, the absorption coefficient of these states is challenging to measure using conventional transmission/reflection spectrophotometry.
Introduction
Electro-optical modelling has been extensively used to design and optimise the performance of optoelectronic devices such as solar cells [1, 2] , photodetectors [3, 4] and thin-film light-emitting diodes (LEDs) [5] . For example, an accurate electro-optical model can help to increase the photocurrent produced by a solar cell [6] , tune the spectral response of a photodetector [7] and increase the outcoupling efficiency of thin-film LEDs [8] . To perform these optimisations, a full knowledge of the complex refractive indices of all active and buffer layers of the device structure is required. For photon energies hv above the bandgap Eg, the complex refractive index is often determined through transmission and reflection spectrophotometry or spectroscopic ellipsometry. The same experimental techniques become very challenging when applied to the sub-bandgap optical constants, particularly because for hv < Eg the absorptance is typically orders of magnitude weaker than for hv > Eg. Throughout this work, the absorptance correctly refers to the ratio of absorbed to incident light power, whereas absorption is the physical process of photo-excitation through light-matter interaction. Precise sub-bandgap optical constants are, however, crucial for modelling a variety of semiconductor devices operating at energies below the bandgap such as near-infrared photodetectors [9, 10] or light emitting exciplex LEDs [11] . In addition, the spectral line shape of the absorption coefficient for hv < Eg is indicative of a variety of phenomena such as disorder in amorphous semiconductors and charge transfer absorption in organic semiconductors. Disorder-induced and charge transfer state absorptions are related to loss mechanisms in organic solar cells, and have been studied extensively to improve solar cell efficiencies. [12] [13] [14] Given the considerable interest in the sub-bandgap absorption coefficients, sensitive methods of measuring it have been developed. This includes photothermal deflection (PDS) spectroscopy as a powerful technique for measuring absorption coefficients down to 0.001 cm -1 in the best case, but more commonly down to 1 cm -1 in condensed matter phases. [15, 16] , [17] , [18] Similar to ellipsometry, PDS requires the preparation of single layer samples and a rather complicated data analysis subject to model fitting. Another technique is Fourier Transform Photocurrent Spectroscopy (FTPS) that is based on recording the photocurrent action spectrum using a Fourier Transform Infrared spectrometer. FTPS is often used to determine low energy trap states in inorganic semiconductors. [19, 20] One should note that photocurrent-based methods may be more sensitive than PDS but can only probe the absorptance of the photocurrent-generating species. In amorphous silicon, it has been shown that FTPS systematically underestimates the optical absorptance for hv < 1.4 eV when compared with PDS. [21, 22] Similar to FTPS, the external quantum efficiency (EQE) is another photocurrent-based method commonly used to characterize the photocurrent response of solar cells and photodetectors over the visible (VIS) and near-infrared (NIR) spectral range. The EQE is the product of absorptance (A) of the active layer as a function of wavelength and the internal quantum efficiency (IQE), such that EQE( ) = ( ) × IQE .
(1)
As a consequence of equation (1), the spectral line shape of the EQE must be directly transferrable to A assuming that the IQE does not feature any substantial energy dependence.
The latter assumption has been proven in technologically relevant high efficiency systems such as efficient bulk heterojunction [23] [24] [25] [26] and perovskite [27] solar cells. Nevertheless, examples for donor-acceptor systems with an excitation energy dependent IQE have been shown recently. [28, 29] If the spectral lineshape of the EQE changes with applied bias, the IQE is not spectrally flat and A can be more precisely inferred from the EQE measured at the largest possible bias to ensure photocurrent saturation. [28, 30] The active layer absorptance spectrum ( ) depends on the absorption coefficient ( ), but also the wave-optics of the multi-layer stack device that is the solar cell or the photodetector.
In the case of an optically thin layer with αt ≪ 1 (layer thickness ) and in the limit of negligible cavity effects (such as a semiconductor film deposited on a transparent substrate), it is often assumed that ≈ for hv < Eg. [26, [31] [32] [33] Therefore the spectral lineshape of the EQE should follow α via A. However, the assumption of ≈ is invalid in the presence of electrodes as the device forms a low-finesse cavity with an associated thickness dependence. The wellknown cavity effects are typically observed as pronounced interference fringes in the abovegap EQE (where αt ~ 1) but can have a similar effect on the sub-gap EQE. The prominence of these cavity effects depends primarily on the relative difference between the individual layer refractive indices. A higher mismatch of the refractive index between the organic / transparent conducting electrode interface causes substantial Fresnel reflection making the respective electrode partially reflective. This can be quite a subtle effect, but important in regions of low attenuation coefficient and/or high dispersion in the refractive index -both circumstances encountered below the bandgap again making A ≈ αt a questionable approximation. A better estimate for A is obtained by modelling the optical field distribution within a device, which requires knowledge of the optical constants (that is the real and imaginary components of the refractive index) for all materials constituting the layers of the device. In the so-called transfer matrix method, the electric field is described as a position-and wavelength-dependent matrix considering the absorption and reflection of every layer and interface. [34] A( ) of the active layer is then calculated as the sum of the position (x)-dependent modulus squared of the electric field ( , ) over the layer thickness t multiplied by the absorption coefficient α and the refractive index n.
It is a relatively straightforward task to model a thin film solar cell when all optical constants are known but challenging when the sub-bandgap optical constants are unknown. In this work, we determined absorption coefficients as low as 10 -2 cm -1 in the sub-gap spectral range of two exemplary acceptor-donor blends often used in high efficiency organic solar cells. The full molecular structures of these model systems, PBTTT-PC71BM and PCE12-ITIC are provided in the Supporting Information (SI). Solar cells with active layer thicknesses between 60 -375 nm were fabricated to study the effect of thickness on the shape of the EQE spectra in the subgap spectral range. The absorption coefficients were obtained by numerically fitting for multiple EQE spectra and including thickness-dependent optical field simulations via an iterative transfer matrix method. We validated the modelled coefficients by simulating EQE spectra of devices with different thicknesses where we find a good agreement between the simulated and experimental results. It becomes clear that the EQE lineshape is strongly dependent on the active layer thickness and hence assuming that ≈ can only be true for a small range of thicknesses. In the PCE12-ITIC system, the interference-induced thickness dependence of EQE in the sub-gap regime is more pronounced due to the large refractive index of this material system. These results indicate that one cannot directly relate the sub-gap EQE spectra to the sub-gap absorption coefficient without performing appropriate optical simulations. This is particularly important in systems with larger refractive index such as the recently introduced non-fullerene donor/acceptor blends.
Results

Optical Constants
PBTTT-PC71BM (1:4) and PCE12-ITIC (1:1) were chosen as model material systems for investigations of sub-gap ultra-low attenuation coefficients. PBTTT-PC71BM is known for its extended sub-gap EQE shoulder due to charge transfer state (CT) absorption [35] , while PCE12-ITIC shows a narrow CT state-related-EQE contribution that is barely distinguishable from the above-gap EQE caused by singlet excitations [33] . First, we obtained the optical constants from single layer samples of spin-coated material with thicknesses ranging between 100 -400 nm on both glass and silicon substrates. Ellipsometry is considered as an indirect method for obtaining the optical constant, as it measures polarization parameters tan Ψ(λ) and cos Δ(λ), which are then globally fitted for the film thickness t and refractive index n in the transparent region between 1200 -1600 nm (κ ≈ 0, i.e., the Cauchy region). Thereafter, n and κ are fitted stepwise over the entire spectrum with fixed t. Figure 1 shows the optical constants obtained for PCE12-ITIC and PBTTT-PC71BM. We find that the ellipsometric data could be reliably determined in good agreement between the experimental data and the mathematical model (mean-squared error < 15) as well as high reproducibility between samples in the VIS spectral range. The dashed lines in Figure 1 indicate the sensitivity limit for determining κ, which roughly corresponds to the bandgap energy beyond which this method is not applicable to κ (as seen from the divergence of κ for different t). At the same time, the relative change in n with t in the Cauchy regime compared to κ is insignificant, as n lacks spectral features and converges to a constant value around 2. In summary, we used n as obtained from ellipsometry for transfer matrix simulations in the entire spectral range but dismissed κ for wavelengths beyond the dashed lines illustrated in Figure 1 . We further determined the optical constants of indium tin oxide (ITO), MoO3 and ZnO experimentally, while relying on reported tabulated data for Ag. [36] As a next step, electrically inverted photovoltaic cells with the structure ITO (105 nm) / ZnO (37 nm) / active layer / MoO3 (7 nm) / Ag (130 nm) were fabricated with different active layer thicknesses (PCE12-ITIC: 60, 132, 215, 375 nm and PBTTT-PC71BM: 60, 81, 110, 140, 190 nm).
Numerical determination of κ
The EQE spectra are used in the procedure depicted in the process flowchart of Figure 2 to obtain ultra-low attenuation coefficients. The full protocol was implemented in MATLAB and is provided in the SI. The numerical basis for this process is the Nelder-Mead simplex algorithm that minimizes a non-linear and constrained objective function. [37] Importantly, the presented method does not depend on the algorithm used for the minimization. Other derivative-free algorithms like the Brent's method or Powell's conjugate direction method can also be employed. [38] To numerically determine the attenuation coefficient κ, two steps were followed as shown in Figure 2a and 2c: (1) Estimation of the precise active layer thickness for the single device (defined as the 'pixel') and (2) calculation of the attenuation coefficient κ under consideration of the pre-optimized thickness. First, the absorption A of each device is modelled by the transfer matrix method. The experimental input data required for the modeling is the measured active layer thickness t0 and the optical constants in the VIS spectral range that is from 400 -600 nm for PBTTT-PC71BM and 400 -700 nm for PCE12-ITIC. Thereafter, IQEVIS and the mean (IQEmean) are obtained using equation (1) . From the available ellipsometric constants, values were chosen that resulted in the minimum deviations of the IQEVIS from its mean. The IQE of one exemplary PCE12-ITIC device (375 nm active layer layer) is depicted in Figure 1b showing a deviation of the IQE of no more than 13 % from its mean. Such deviations can be caused by thickness variations over the device area which are common for solution-processed layers and could even be seen with the naked eye for the 210 nm PBTTT-PC71BM device. We therefore pre-optimized the active layer thickness t within ± 10 nm boundaries around the experimental thickness t0. To do so, the absorptance ′ is calculated from the IQEmean as ′ = EQE × IQEmean -1 . Figure 2b shows that the absolute difference between ′ and is largest where the IQE deviates most from its mean. To match ′ to , t is numerically varied to minimize the function ( − ′) 2 / . In the case of = ′, IQE VIS would be spectrally flat, which is impossible to achieve given the experimental errors and uncertainties related to optical constants and thicknesses of other device layers.
Nevertheless, the IQE spectra remains approximately flat within these unavoidable errors. IQE spectra of the devices under investigation are shown in Figure S1 -S2. The experimental and the numerically optimized thicknesses of all the investigated devices are shown in Table S1 .
Once the optimized thicknesses and IQE mean for all devices are obtained, the absorption spectra below the bandgap can be estimated by ′′= EQE × IQEmean -1 using the experimental EQE over the full spectral range. Importantly, ′′ is now a matrix containing the estimated absorptance of all devices. Figure 2c shows the process of numerically obtaining κ. The fixed input comprises the absorption matrix ′′, the experimental attenuation coefficient at the last wavelength within the VIS spectral range κ(λm-1), the attenuation coefficient n over the full spectral range, and the numerically obtained thicknesses t. The optimization of κ proceeds wavelength by wavelength starting from the λm, where λm-1 is the last wavelength within the VIS spectral range. At λm, the transfer matrix calculates ′′′ using κ(λm-1) as the initial guess of the attenuation coefficient. To further match ′′′ to ′′(λm), the κ is varied between 0 and κ(λ m-1 )+ κ(λ m-1 )/10 with the goal to minimize the function ( ′′(λ ) − ′′′) 2 / ′′(λ ) . Once a pre-defined number of iterations has been exceeded, κ(λm) is fixed and the algorithm proceeds to the next wavelength λm+1 choosing κ(λm) as the initial estimate for fitting κ(λm+1).
EQE simulations
A computer code for this method is provided in the supporting information with exemplar data.
The presented method is applicable to a single or more devices of a different active layer thickness. However, inaccuracies in the determined thickness and small deviations from the flat IQE assumption will have a large impact on the numerically obtained attenuation coefficient if only one device is considered. Therefore, it will be more accurate to numerically fit devices with different thicknesses. From the globally obtained attenuation coefficient, the active layer absorptance can be simulated and then scaled by IQEmean to obtain the EQE. It is important to consider that electronic effects, such as the charge collection imbalance of thick junctions, are not considered in the optical model. Figure 3a were determined as shown in Figure S3 . ECT of PBTTT-PC61BM was previously reported to be 1.15 eV in a thin solar cell, where the active layer absorptance A in the device was approximated by ≈ . [32] As both ECT values are in excellent agreement, we performed the Figure S5 . We should also note that the recorded EQE spectra are all above the electrical noise level of the apparatus as shown in Figure S5 . In Figure 3a and 3b, the numerically obtained α is scaled to compare its spectral lineshape to the EQE spectra of devices with different active layer thicknesses . The assumption A ≈ αt, according to which the spectral lineshape of α follows A and therefore the EQE, is not applicable to any PCE12-ITIC device without greatly over-or underestimating α. To find the thickness at which this assumption is valid, we simulated the active layer absorptance A using the conventional transfer matrix method over a broad range of thicknesses (see Figure S4 ). For PCE12-ITIC, the best fit was obtained for thicknesses between 130 -170 nm, however, the assumption clearly fails for other thicknesses. This is mainly caused by a strong dispersion of n for PCE12-ITIC (see refractive indices in Figure 1 ). The strong dispersion arises from the high absorption coefficient and its sharp bandgap resulting in larger Cauchy factors. Consequently, interference effects are more pronounced in PCE12-ITIC than in PBTTT-PC71BM devices, which presumably also applies to other non-fullerene containing systems with similarly large absorption coefficients.
For PBTTT-PC71BM, A ≈ αt can give a better estimate for the numerical α over a wide range of thicknesses. At the same time, the change in thickness between 60 -150 nm also affects the spectral lineshape of the simulated absorptance. From these two examples, it becomes clear that active layer thickness plays a significant role in the observed spectral lineshape of the EQE and care must be taken to not mistake material properties with device properties. ITIC is expected to be around 1.5 eV. This has been experimentally shown [33, 39] and can be observed in Figure 3 as a shoulder in the absorption coefficient spectrum at 800 nm. The corresponding Gaussian-distributed absorptance of CT states occurs at much higher energies than the observed tail states. Importantly, the ability to determine absorption coefficients between 0.1 -0.01 cm -1 , allows one to observe ultra-weak optical transitions that are typically associated with defect absorption in this spectral range. [21, 22, 40] Moreover, the tail of the absorption coefficient observed here can be easily fitted by an exponential function. Similar to FTPS measurements, the presented method determines exclusively photocurrent-generating trap states. Therefore, it possibly underestimates the optical absorption coefficient in the spectral range of defect absorption. However, the thus obtained "effective absorption coefficient" is advantageous for modelling solely photocurrent-based devices like solar cells and photodetectors, and to perform detailed balance analysis to determine the open circuit voltage of the solar cells and thermodynamic limit of the detectivity of the photodetectors.
Trap states
Minimal EQE
Using the presented method, the sensitivity to the absorption coefficient depends solely on the ability to measure small photocurrents in the weakly absorbing spectral region. Figure S5a shows the EQE of PCE12-ITIC cells measured up to 1700 nm. Depending on the device noise current and measurement integration time, the noise floor is reached at different wavelengths, but always above 1400 nm. In Figure S5b , the current response of a 105 nm thick PCE12-ITIC device in the dark is depicted as the noise-equivalent EQE of the measurement system utilized in this work. We believe it is therefore possible to obtain α values down to 10 -3 cm -1 if the device noise is decreased via (for example) increasing the shunt resistances (i.e., lowering the thermal noise). Importantly, this α is only valid for charge-generating states. Another limitation of this method concerns finding the accurate optical constants via spectroscopic ellipsometry needed to determine the IQE. Anisotropy or thickness dependent morphology as well as birefringent optical properties can be very difficult to model. Moreover, it has been reported that some material systems show an excitation energy dependent IQE. [23, 28] In that case the subbandgap IQE cannot be inferred from the above bandgap IQE making the method presented here not applicable. However, if the experimental EQE spectra for several thicknesses can be simulated reliably, the numerical absorption coefficient is valid for the material system under investigation and hence the assumption of an energy independent IQE applies.
Conclusion
In summary, we have presented a numerical and experimental approach to determine ultrasmall absorption coefficients of sub-gap states from external quantum efficiency spectra and applied it to organic semiconductors-based solar cells. Due to non-negligible cavity effects, the spectral shape of the sub-bandgap EQE is influenced by interference fringes that are greater when the refractive index is more dispersive as exemplified with the PCE12-ITIC system. The thickness-dependent EQE spectra of PCE12-ITIC and PBTTT-PC71BM devices were accurately predicted when modelling the device using the as-obtained absorption coefficients.
While the charge transfer energy of the PBTTT-PC71BM was determined as previously reported, sub-bandgap states were observed for the PCE12-ITIC blend, which are most likely linked to photocurrent generating trap states. The method presented here refines how to obtain the absorption coefficient from EQE spectra while offering a novel way to study sub-bandgap absorption with relatively low experimental overhead.
Experimental Section
Device preparation: On a pre-cleaned glass substrate with a pre-structured layer of 105 nm Scheme S1: Molecular structures of PCE12, ITIC, PBTTT and PC71BM Figure S1 : Active layer absorption and IQE of PCE12-ITIC devices in the VIS spectral Figure S2 : Active layer absorption and IQE of PBTTT-PC71BM devices in the VIS spectral Table S1 : Experimental and numerical active layer thicknesses Figure S3 : Gaussian fit to the absorption coefficient of PBTTT-PC71BM Scheme S1 Molecular structures of the materials investigated in this study. Numerical  thickness in nm  PBTTT-PC71BM   70  60  80  81  120  110  130  140  200  190  PCE12-ITIC 50  60  142  132  205  215  385 375 Table S1 Active layer thickness of devices with either PBTTT-PC71BM or PCE12-ITIC. The numerical thickness is obtained using a numerical fitting procedure that varies the thickness between ± 10 nm around the measured thickness. The fit aims to find a more precise thickness by reducing the deviations of the IQE from its mean.
Measured thickness in nm
Active layer thickness in nm
ECT in eV λ in meV Table S2 Charge transfer energy (ECT) and reorganization energy (λ) of PBTTT-PC71BM obtained from a Gaussian fit to the low-energy part of the absorption coefficient or the experimental external quantum efficiency (EQE) spectra. The Gaussian fit to the EQE of the 190 nm thick device was not reliable and therefore excluded. ECT and λ extracted as fitparameter from the EQE spectra show negligible deviation from the values extracted from the absorption coefficient given an estimated fit-error of ±10 meV and ± 20 meV for ECT and λ respectively.
Figure S3
Absorption coefficient of PBTTT-PC71BM inferred from the ellipsometric extinction coefficient in the VIS spectral range and the numerical extinction coefficient in the sub-bandgap range. It is known that PBTTT-PC71BM exhibits a strongly redshifted CT absorption leading to a sub-bandgap EQE shoulder. The low energy part of the absorption coefficient was fit by a Gaussian-like function to extract the charge transfer energy (ECT) and the reorganization energy (λ). A charge transfer energy (ECT) of 1.15 eV has already been reported in literature for PBTTT-PC61BM.
Figure S4
Sub-bandgap spectral line-shape of the active layer absorption for different thicknesses in devices with PCE12-ITIC (left) and PBTTT-PC71BM (right). Colored lines represent the simulated absorption obtained from the transfer matrix method and the numerical α. Grey lines represent the absorption obtained by assuming A ≈ t for random thicknesses. 
