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ABSTRACT 
This paper proposes a framework to analyse performance on multiple choice questions with 
the focus on linguistic factors. Item Response Theory (IRT) is deployed to estimate ability 
and question difficulty levels. A logistic regression model is used to detect Differential Item 
Functioning questions. Probit models testify relationships between performance and linguistic 
factors controlling the effects of question construction and students’ background. Empirical 
results have important implications. The lexical density of stems affects performance. The use 
of non-Economics specialised vocabulary has differing impacts on the performance of 
students with different language backgrounds. The IRT-based ability and difficulty help 
explain performance variations.  
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INTRODUCTION 
Multiple-choice (MC) questions are commonly used in introductory Economics units in 
tertiary education (Siegfried and Kennedy 1995, Watts and Becker 2008, Watts and Schaur 
2011). According to a 2010 survey of academics in the field of Economics in the United 
States of America, MC questions were heavily used in introductory Economics courses, 
accounting for approximately 42% of total grades (Watts and Schaur 2011). The popularity of 
MC questions in exams may be due to the advantages of MC testing, such as low grading 
costs, the potential for timely feedback to students, freedom from scoring bias, the potential 
for wider sampling of course content, less measurement error (Walstad 1998), and a high 
correlation between MC test scores and constructed-response test scores in many types of 
questions (Chan and Kennedy 2002; Walstad 1998). The Test of Understanding of College 
Economics data revealed that, on average, MC questions accounted for 65.5% of variations in 
total grades (Siegfried and Kennedy 1995). 
An important strand of literature in Economics Education has focused on the driving factors 
that determine student performance (Anderson, et al. 1994; Becker, et al. 1991; Orhan, et al. 
2009; Swope and Schmitt 2006; Walstad and Robson 1997). Factors related to students (i.e. 
age, gender, academic ability, learning strategies and social-economic and cultural 
backgrounds), instructors, question construction, and other aspects of teaching and learning 
can influence student performance. In a context where students come from different language 
backgrounds, the linguistic abilities of students and the linguistic aspects of the questions are 
important features of these driving factors. 
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In 2010, more than 22% of tertiary students studying in Australian universities were 
international students and in several universities international students accounted for more 
than 40% of total enrolment (ABS 2011). Of all the broad fields of education, ‘Management 
and Commerce’ has the largest international enrolment (52%) In the majority of study 
programs in this field, introductory Economics is compulsory. Since the eighties, given the 
increasing presence of international students, literature has highlighted the extent to which 
problems encountered by international students have been attributed to difficulties with 
language (Samuelowicz 1987). Lumsden and Scott (1987), using a dataset of more than 3,000 
students in seventeen universities and colleges in the United Kingdom, found that four percent 
of non-native English speaking (NNES) students scored substantially lower than native 
English speaking (NES) students in MC exams. Anderson et al. (1994) found that the final 
grade of students undertaking an introductory Economics course at the University of Toronto 
was positively correlated with their high school performance in an English subject.  
The language background of teaching assistants (TAs) has also received attention in 
Economics Education research (Becker and Powers 2001; Belton, et al. 2002; Borjas 2000; 
Marvasti 2007; Watts and Lynch 1989). The presence of TAs for whom English was a second 
language was found to have an adverse impact on student grades in several studies (see, for 
example, Watts and Lynch (1989), Borjas (2000) and Marvasti (2007). However, Becker and 
Powers (2001) and Belton et al. (2002) reported that the presence of foreign graduate TA had 
positive effects on students’ final grades. These seemingly contradictory findings point to the 
need for further research into the impact of the language background of TAs on teaching, 
learning and assessment. 
Linguistic issues in MC testing are complex, and cannot unquestioningly be attributed to the 
English language proficiency of students or instructors. Lumsden and Scott (1987) 
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hypothesized that failure to understand a key word can reduce Economics students to 
guessing the meaning of the MCQs. Studies in other disciplines have considered the potential 
disadvantage to international students of timed, reading-intensive MC tests, and the threat to 
construct validity posed by this construct-irrelevant aspect of difficulty (Paxton 2000; Smith 
2011). However, analysis of the impact of the linguistic complexity of MC items in 
Economics tests on student performance has been far from conclusive. 
The present study investigated the role of linguistic factors on student performance with both 
methodological and empirical contributions. The remainder of this paper is organised in the 
following way. In the methodology section, a two-stage approach to analysing student 
performance in MC questions is proposed. In the first stage, item response theory (IRT) is 
used to estimate student ability, which then is used to detect the problem of differential item 
functioning (DIF) using logistic regression methods. In the second stage, a Probit-type model 
is estimated using the binomial responses of students to non-DIF items to analyse the 
determinants of student performance, which include both demographic and linguistic factors. 
Empirical results are then presented and their pedagogical implications discussed. 
METHODOLOGY 
One common approach to analysing the determinants of students’ performance in Economics 
subjects is to regress the overall total scores of tests or final grades on various driving factors 
using linear or nonlinear regression specifications. The present article, however, examines the 
determinants of student performance in each MC item; hence it is important to remove the 
impact of item bias and ‘guessing’ factors. To do this, item response theory (IRT) can be used 
to remove ‘guessing’ factors from student performance and to detect differential item 
functioning (DIF) questions.  
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IRT models specify the relationship between unobservable student ability and item 
parameters (Linden and Hambleton 1997; Osterlind and Everson 2009). The most common 
IRT model for the analysis of MC questions is a three-parameter model that characterises test 
items by three parameters: discrimination (a), difficulty (b), and pseudo-guessing (c) 
(Birnbaum 1968; Lord 1980). The relationship between three item parameters, ability and 
performance for each item is depicted by an item characteristic curve (ICC).  
Figure 1 displays a typical ICC curve for a single item. The ICC suggests that higher ability 
(on a horizontal axis) is required for a higher probability (on a vertical axis) of getting a 
correct response to the item. The pseudo-guessing parameter c (equal to the value of a lower 
asymptote) incorporates the phenomenon that on MC questions even the worst students will 
sometimes guess correctly. The difficulty parameter b (equal to the value on the ability axis 
when the slope of the ICC curve is maximised) measures the item’s overall difficulty. The 
discrimination parameter a (equal to the value of the slope of the ICC at the inflection point) 
captures the extent to which the likelihood of getting a correct answer changes with respect to 
ability.  
[Insert Figure 1 about here] 
Walstad and Robson (1997) noted that IRT models produce invariant item parameters and 
student ability; that is, the three item parameters are not dependent on the sample to which 
items are administered and student ability will be the same from different sets of items except 
for sampling errors. Details of the IRT estimation are described in Walstad and Robson 
(1997) and will not be repeated here.  
DIF occurs when the performance on an item for students of two groups (or more) differs 
after conditioning on academic ability (Dorans and Holland 1993); hence DIF items contain 
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biases and fail to provide reliable and valid test scores. If DIF items are not removed from the 
test, DIF biases can affect the entire analysis of performance determinants. Many parametric 
and nonparametric techniques can be used to detect DIF (Teresi 2006; Teresi and Fleishman 
2007). In fact, the IRT can be used in the parametric framework to conduct DIF analysis. 
In Economics Education research, Walstad and Robson (1997) used a three-parameter IRT 
model to estimate item parameters and student ability for two separate groups of students 
categorised by gender. The authors then constructed ICCs for males and females and used the 
area between ICCs for each item as a measure of the degree of DIF. This approach of 
detecting DIF is based on the fitting of ICC curves in separate groups, which assumes there 
are clear categories of the variables to be examined for DIF. For gender, this is a reasonable 
assumption. However, this approach cannot be applied directly to the analysis of group 
variables (e.g. age, education, the levels of language proficiency) (Crane, et al. 2004). To deal 
with group variables, logistic regression (LR) method has been recommended (French and 
Miller 1996; Swaminathan and Rogers 1990; Teresi and Fleishman 2007). 
Following Swaminathan and Rogers (1990), the standard LR model for predicting the 
probability of a correct response to an item is: 
(1)  )e1(e)1P(u zz   
where u is the response to the item and  
(2)  )g(g 3210 θττθττz   
where θ is the observed ability of an individual student, g represents group membership (i.e. 
g=1 if the student is a member of group 1, 0 otherwise), iτ s are parameters to be estimated by 
maximum likelihood methods.  
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The difference in the log of the likelihood functions obtained in regressions with and without 
2τ is used to test for uniform DIF and the difference in the log of the likelihood functions 
obtained in regressions with and without 3τ is used to test for nonuniform DIF. Uniform DIF 
refers to the probability of answering the item correctly being greater for one group than 
others uniformly over all levels of ability; that is, there is no interaction between ability level 
and group membership in (2). Nonuniform DIF relates to nonuniform differences in the 
probability of answering the item correctly over all ability levels.  
The proposed analytical framework has two stages. In the first stage, a three-parameter IRT 
model will be employed to produce estimates of item parameters (particularly the difficulty 
parameter) and student ability. The estimated student ability will be used in the logistic 
regression to detect DIF. DIF items then will be removed from the test. Data on non-DIF 
items will be used in the second stage, which involves estimation of a Probit function to 
establish a statistical relationship between student performance and ‘driving’ factors. The 
difficulty parameter and academic ability derived the IRT model are also included in the 
driving factors. Due to the binomial nature of the dependent variable (i.e. correct or incorrect 
answers to non-DIF questions of individual students), the Probit model is recommended 
(Cameron and Trivedi 2009). Formally, the Probit regression of interest is specified as: 
(3)  iii εy  βX  
where yi is a binomial response to non-DIF questions of student i, Xi denotes the (Kx1) vector 
of ‘driving’ factors, and iε  is the error term. Note that student ability and item difficulty 
estimated in the first stage are also present in vector Xi.  
It is important to note that this framework differs from existing approaches in a number of 
ways. Firstly, in contrast to many studies (Becker and Powers 2001; Belton, et al. 2002; Borg 
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and Stranahan 2002; Borjas 2000) the proposed framework utilises the IRT model to remove 
DIF biases before examining performance determinants. Secondly, Walstad and Robson 
(1997) also removed DIF items but their study focused on the total test score, while our 
framework uses responses to individual MC questions to assess performance determinants. 
Third, student ability estimated from the three-parameter IRT model is used in conjunction 
with collegiate grade point average (GPA) as proxies of students’ academic aptitude. This use 
of student ability is particularly useful when international students are present in the dataset 
and their information related to high school performance is not comparable.1  
DATA  
Data from 952 students who undertook an introductory economics unit at QUT Business 
School in the first semester in 2011 is used in this study. This unit covers both 
microeconomics and macroeconomics topics and utilises the conventional two-hour lecture 
and one-hour tutorial format. Since this unit is one of the eight compulsory core units in 
business degrees, students enrolled in this unit undertake a range of disciplines (e.g. 
marketing, accounting, economics, finance, management, etc.) as their major and have diverse 
language and mathematics backgrounds. Assessment in this unit has three components: a mid-
semester MC test (30% of final grade), a research paper (30% of final grade) and a final exam 
(40% of final grade). The MC test is a one-hour test with 30 items. Students answered on 
computerized answer sheets which were machine marked. Students were allowed to use hand-
                                                 
1 Note that collegiate GPA was found to be the best proxy for students’ academic aptitude but 
should be used in conjunction with other indicators such as high school GPA or scholastic 
aptitude test scores (Grove, et al. 2006). 
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held, battery operated calculators (not capable of communication) and a bilingual dictionary 
(no hand written notes). 
Table 1 displays descriptive statistics of academic and demographic data relating to students 
who participated in this study. The average age of the students is 20.6 years, with ages 
ranging from 17 to 50 years. Male students account for 49% of the cohort. Nearly 19% are 
NNES students, 8% hold an international student visa, and 60% completed high school in 
Queensland.  
[Insert Table 1 about here] 
There are several linguistic aspects of the questions that can be included in analysis: the 
length of stems and each question as a whole, the lexical density of stems and questions, and 
the proportion of vocabulary categorised as high-frequency, academic, and ‘off-list’ in each 
MC question. Length is measured by the number of words in a text. The longer questions will 
involve more reading and processing time, and would thus be potentially more difficult for 
students for whom English is a second language. Greene (1997), however, reported that item 
length was not significantly related with student performance in closed-ended questions (in 
his case, true-false questions). Instead, he found that the easier the readability of a passage 
(measured by the Flesch Reading Ease score) is, the lower the probability of error on a true-
false question about information contained in the passage. The linguistic complexity of a text 
can be measured in different ways; for example, commonly used readability measures, 
including the Flesch Reading Ease Readability Formula, use the average sentence length and 
the average number of syllables in each word in order to calculate the difficulty of a text.  
While these measures are useful, they do not take into account another essential aspect of 
readability: the extent to which a text is composed of content words that carry information 
(usually nouns, verbs, adjectives and adverbs) and words that have a grammatical function 
10 
 
(for example, articles, prepositions and conjunctions). Lexical density refers to the proportion 
of content words in a text, and   affects readability since the higher the lexical density, the 
more information is packed into the text, and therefore the more difficult it is considered to 
be. Higher levels of lexical density (typically above .7) are characteristic of written academic 
texts (Read, 2000). Thus we decided to include lexical density of stems instead of length as a 
key indicator of linguistic complexity. A web-based vocabulary profiling software program 
was used to calculate lexical density. This program also identified the percentage of words in 
each stem and question from the 2,000 most frequently used words in English, the Academic 
Word List (AWL), and the Off-list words. The Off-list words were low frequency and 
included highly discipline-specific and culture-specific vocabulary (Cobb 2011). It is 
important to note that while words including ‘economist’ and ‘consumer’ are included in the 
AWL, more specialised economic terms such as ‘stagflation’ are categorised as Off-list. The 
Off-list category was useful for the identification of specialised vocabulary from other 
disciplines, including ‘neo-natal’, and culture-specific vocabulary, including ‘chiko roll’.  It is 
reasonable to assume that both local and international students are familiar with the frequently 
used words as well as the AWL; hence the presence of these words would not create extra 
difficulty to the students. On the other hand, the presence of the non-Economics Off-list 
words has the potential to cause difficulty to students unfamiliar with vocabulary from other 
disciplines, and students unfamiliar with the Australian cultural context.  
To account for other features that might contribute to the difficulty of the MC questions, we 
have also included dummy variables that reflect whether questions are dependent on each 
other and if questions require numeracy, graph or diagram reading skills. We also invited five 
economists with various teaching experience (i.e. one Professor, two senior lecturers and two 
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lecturers) to assess the difficulty/clarity of the questions2 and as a result two questions were 
categorised as ‘unclear’ or ‘confusing’. Also, a linguist who had previously studied 
Economics was asked to read through the questions with the focus on the difficulty of 
distracters and as a result two questions were identified as ‘deliberately overly complex’. 
Hence, another dummy is created to account for the effect of unclear and overly complex 
question on student performance. Table 2 reports the frequency of these dummy variables in 
the test. 
[Insert Table 2 about here] 
The demographic variables used in the analysis included students’ age, gender, GPA, 
language background (NNES or NES) and whether they completed high school in 
Queensland. The effects of gender on academic performance have been well researched but 
consensus on the relationship between them has not been reached (Borg and Stranahan 2002; 
Greene 1997; Hirschfeld, et al. 1995; Lumsden and Scott 1987). Besides using the IRT-
generated ability measures, we also included their GPA to capture general academic ability. 
The binary variable “State” captures the effects related to relocation and being away from 
family and social network as well as any effects caused by differences in high school curricula 
between Queensland and other states in Australia.  
                                                 
2 The rankings of difficulty by the five economists were not consistent and their correlations 
with the difficulty level estimated by the IRT model were low. However, the ranking by the 
economist who was the coordinator and the lecturer of the unit was most highly correlated 
with the IRT-based difficulty estimates (i.e. correlation coefficient of 0.46). In this study, only 
the IRT-based measure of difficulty was considered. 
12 
 
The focus of the study is on linguistic aspects of MC questions and it is possible that the 
impact of linguistic features may depend on the language background of students. To 
investigate these differential effects, interaction terms of the four linguistic dummy variables 
(i.e. Off-list, Deliberately complex/potential confusing construction, Graph/Numeracy and 
Dependence) with Language were added to the model. An interaction term between Difficulty 
and Dependence was also included post-hoc (to be discussed later).  
ESTIMATIONS AND RESULTS 
The three-parameter IRT model was estimated in Stata using the openirt module (Zajonc 
2009). Estimates of student ability from this three-parameter IRT model were then used to 
detect uniform and nonuniform DIF items in Stata’s DIFd module (Crane, et al. 2005). No 
uniform and nonuniform DIF items were detected in the test in relation to the English 
background of the students; hence the complete set of responses of 952 students to 30 
questions was analysed in the second stage.3  
The second stage specified the complementary log-log equation due to the dependent variable 
has a high proportion (more than 70%) of value one (i.e. correct responses) (Cameron and 
Trivedi 2009). We estimated three different models: (i) Model 1: the full model in which all 
independent variables and interaction terms were present; (ii) Model 2: a version of Model 1 
without GPA; and (iii) Model 3: a version of Model 1 without Ability. Models 2 and 3 were 
examined to see if the use of both GPA and Ability as in the full model (Model 1) would 
improve model performance. Chi-square tests of the nested models were conducted and test 
                                                 
3 We also conducted the DIF analysis with respect to gender and results showed no item of 
the 30 questions were DIF. 
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results preferred Model 1. Table 4 displays the test results. In the following sections, we focus 
our discussion on the results of Model 1. Table 3 also reported the estimates of Model 1’s 
specifications for two groups: NNES and NES students. Table 5 showed the estimates of the 
partial effects at the mean. 
[Insert Tables 3, 4 and 5 about here] 
As shown in Table 4 most of the explanatory variables were statistically significant except 
Age, Gender, State, and three of the four interaction terms between Language and the 
linguistic dummies. The signs of coefficients were mostly consistent with expectations. GPA 
and student ability have positive relationships with students’ performance. Difficult, complex 
items, lexical density of stems, language background (NNES status) and the use of graphs, 
diagrams or tables have negative relationships with student performance. The difficulty and 
ability levels had the strongest partial effects at the mean. 
Note that Ability and GPA are moderately correlated (correlation coefficient=0.60). But as 
shown in table 4, nested model comparisons show that the presence of both Ability and GPA 
improved model performance. There are several interesting observations. The impact of 
Ability on student performance is much stronger than GPA (i.e. the partial effects of Ability 
and GPA are 0.138 and 0.006). This is not unexpected as the IRT-estimated ability measure is 
specific to the test, whereas GPA tends to represent general academic performance through 
the entire semester in which the test contributed a minor portion4.  
                                                 
4 At QUT, students undertake four units in a standard semester. This test carries 30% of the 
final grade of one unit; hence its contribution in GPA is reasonably minor. 
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The second observation relates to the effect of Gender on student performance in the nested 
models. Table 6 presents the coefficients of Gender and their p-values produced by the three 
specifications of the Probit model. Models 1 and 2 which include the IRT-generated Ability 
reported a negative relationship between student performance and gender, suggesting that 
females performed better than males, although the relationship is statistically non-significant. 
However, when Ability was taken out of the model, the sign of the coefficient changed to 
positive and became highly significant. This suggests that the better performance of male 
students can be accounted for their superior discipline cognitive ability. This finding is 
consistent with an observation that an average ability score estimated by the IRT model is 
higher for male students than for female students.5 In other words, after controlling for ability, 
gender difference disappears. Also note that this test did not have any questions that exhibit 
DIF with respect to gender. 
[Insert Table 6 about here] 
The third observation is that given Model 1 was tested as being superior to models 2 and 3, 
one could argue that it is important to include specific discipline cognitive ability (i.e. the 
IRT-based ability as in this empirical study) in modelling student performance and the 
resulted estimation can be biased due to model misspecification if this key variable is omitted.  
It is also observed that those questions that require students to understand graphs or perform 
calculations were found to be harder, as shown by the negative coefficients of this variable. 
There are at least two important interpretations of this finding. First, these questions may test 
                                                 
5 The difference in the average ability score between male and female students was 0.045. 
However, a t test does not reject a hypothesis of equal mean values. 
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graph reading or calculation skills rather than testing the understanding of Economics 
concepts. If this is the case, the validity of these items is questionable. Hence, test 
constructors should pay attention to answering these two questions: what is really being tested 
and what is the question designed to test. Second, if applying the economic concepts into 
graphs or calculating are important skills to be examined, then this finding support a view that 
MC questions can be designed to make exams not only more challenging but capable of 
assessing high level understanding and application.  
As expected, NNES students performed worse than NES counterparts, and both groups 
performed worse in those questions that were more linguistically complex. Test developers, 
therefore, should be aware that the wording structure of information, particularly the lexical 
density of the stems of MC questions, has a significant impact on student performance. While 
it may be tempting to include contextual features that make the questions appear more 
authentic and interesting to students, based on the findings from this study, test developers 
should avoid the use of long, overcomplicated stems and the provision of information that is 
unnecessary for the testing of a particular concept or application, if NNES students are not to 
be disadvantaged. There are also implications for the provision of concurrent language 
support for NNES students studying Economics units.  
One would also expect high lexical density would adversely affect NNES more than NES 
students. But the coefficient of lexical density of stems was negative for NES and was 
positive for NNES students. The results also showed the positive coefficient of the interaction 
term between Language and lexical density of stems. Is it possible that NES, working in their 
first language, tend to skip through stems packed with information and as a result overlook 
key information essential to answering the question. Undoubtedly, this hypothesis is 
important and should be investigated further.  
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The use of local, culture-specific terms and specialised academic vocabulary from other fields 
(non-Economic Off-list words) affected student performance between NES and NNES groups 
in different ways, as shown by positive and negative coefficient values for the two respective 
groups. While it is not certain why the presence of Off-list words enhances the performance 
of NES students, an important implication of this finding is that adding Off-list vocabulary 
may put NNES at an unnecessary disadvantage if this knowledge is not relevant to the 
concept being examined and thus also constitutes a threat to construct validity.  
The test contains five pairs of dependent questions, i.e. a question requires information or 
understanding of content or context from a previous question. It is possible that if the previous 
question is a difficult one, students will have more problems answering the latter question. In 
an attempt to explore this hypothesis, we added an interaction term between Dependence and 
Difficulty. The negative coefficient of this interaction variable shows that if a student found a 
particular question difficult, s/he would also have less chance of answering related questions 
correctly.  
CONCLUSION 
This paper revisited the analysis of determinants of student performance on MC questions 
with the focus on the linguistic aspects of questions and the language background of students. 
We proposed a two-stage analytical framework. In the first stage, the IRT theory is deployed 
to estimate the academic ability and the difficulty level of questions. The estimated ability is 
subsequently used in the logistic regression model to detect DIF items. The second stage 
establishes relationships between performance and explanatory variables in the Probit-type 
model using data on non-DIF items. Instead of regressing total grade of the test, we proposed 
to use responses to each non-DIF questions as the dependent variable.  
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The empirical results of this study have several important implications for test constructors. 
First, the linguistic complexity of questions affects student performance and can be a source 
of discrimination between different demographic groups of students. Second, the inclusion of 
questions that require the ability to read graphs and/or perform calculations using information 
from tables can be used to test in-depth learning but can constitute a threat to validity if these 
skills are not directly related to disciplinary knowledge.  
The empirical study also yielded two important methodological implications for further 
research in Economics Education in particular and education research in general. First, the 
difficulty measure estimated from the three-parameter IRT model performed well on 
explaining student performance on MC questions. We recommend that future research in 
Economics Education should consider the use of an IRT-based difficulty parameter besides 
(or instead of) difficulty levels ranked subjectively by instructors as has been done in other 
studies (Smith, et al. 1994). The second implication concerns the use of discipline specific 
measure of academic aptitude in the analysis of performance determinants. The empirical 
study provides evidence that the use of IRT-based ability explained well the variation of 
student performance. One can view IRT-based ability as discipline specific measure of 
academic aptitude and the omission of such discipline specific ability indicator may cause 
misspecification problems. As shown in the empirical study, the use of only GPA reported 
that male students performed better than female students but this relationship disappeared 
when IRT-based ability was included into the model.  
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TABLES 
Table 1: Descriptive statistics of main variables 
Students' academic-social-economic background Average Min Max 
Age 20.63 17 50 
Gender (proportion of male students) 0.49     
Language background (proportion of nonnative English speaking students) 0.19     
International student 0.08     
State (proportion of students who did high school in Queensland) 0.61     
Collegiate grade point average (GPA) 4.72 1 7 
Students' ability (estimated from the 3-P IRT model) 0.02 -5.00 5.00 
 
Table 2: Aspects of additional potential difficulty  
Variables Frequency (out of 30 items) 
The presence of Non-Economics off-list words (Dummy 1) 4 
Deliberately over-complex/potentially confusing question 
construction (Dummy 2) 4 
Presence of tables, diagrams and graphs (Dummy 3) 7 
Dependence of items (Dummy 4) 10 
Lexical density of stems (average density) 0.59 
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Table 3: Results of complementary log-log models (specifications 2 and 3) 
Variables 
Whole sample Native English Speakers Group 
Nonnative English 
Speakers Group 
Coeff. St. error Coeff. 
St. 
error Coeff. 
St. 
error 
Constant 0.235 0.091 0.252 0.099 -0.092 0.192 
Difficulty -0.492* 0.011 -0.496* 0.012 -0.475* 0.024 
The presence of Off-list words 
(Dummy 1)* 0.118* 0.030 0.118* 0.030 -0.029 0.063 
Deliberately over-
complex/potentially confusing 
question construction (Dummy 2) 
-0.141* 0.034 -0.134* 0.035 -0.228* 0.072 
Presence of tables, diagrams and 
graphs (Dummy 3) -0.121* 0.031 -0.121* 0.031 -0.177* 0.064 
Dependence (Dummy 4) 0.250* 0.033 0.244* 0.033 0.282* 0.068 
(Difficulty)x(Dummy 4) -0.059** 0.021 -0.068* 0.024 -0.020 0.049 
Lexical Density of Stems -0.279* 0.091 -0.296* 0.092 0.358** 0.189 
Age 0.001 0.002 0.001 0.003 0.001 0.005 
Gender (Male) -0.013 0.017 -0.017 0.019 0.005 0.040 
State (did high school in QLD) 0.001 0.020 0.001 0.023 0.003 0.043 
Collegiate grade point average 
(GPA) 0.018*** 0.009 0.017 0.010 0.021 0.021 
Ability (the three-parameter IRT 
model) 0.390* 0.009 0.390* 0.011 0.388* 0.022 
Language Background -0.267*** 0.117 
(Language)x(Lexical Density) 0.571* 0.205 
(Language)x(Dummy 1) -0.146*** 0.068 
(Language)x(Dummy 2) -0.056 0.075 
(Language)x(Dummy 3) -0.058 0.070 
(Language)x(Dummy 4) 0.007 0.074 
*, **, ***, ****: significant at 0.5%, 1%, 5% and 10% LOS. 
 
Table 4: Chi-square tests 
Null hypothesis Chi-square test statistics 
Critical value at 
0.5% 
Model 1 is preferred to Model 2 (1 degree of freedom) 357 7.879 
Model 1 is preferred to Model 3 (1 degree of freedom) 1960 7.879 
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Table 5: Partial effects 
Variable 
Partial 
Effects 
Difficulty -0.174 
Non-Economics Academic Vocabularies (Dummy 1) 0.041 
Tricky Question (Dummy 2) -0.051 
Combination of Numeracy, Graph & Literacy (Dummy 3) -0.043 
Dependence (Dummy 4) 0.087 
Collegiate grade point average (GPA) 0.006 
Ability (the three-parameter IRT model) 0.138 
Table 6: Coefficient and p-value of the variable Gender 
Coefficient p-value 
Model 1 -0.013 0.461 
Model 2 (Model 1 without GPA) -0.018 0.277 
Model 3 (Model 1 without Ability) 0.234 0.000 
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Figure 1: Item chateristic curve in three-parameter IRT models 
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