We obtain D k ALF gravitational instantons by a gluing construction which captures, in a precise and explicit fashion, their interpretation as non-linear superpositions of the moduli space of centred charge two monopoles, equipped with the Atiyah-Hitchin metric, and k copies of the Taub-NUT manifold. The construction proceeds from a finite set of points in euclidean space, reflection symmetric about the origin, and depends on an adiabatic parameter which is incorporated into the geometry as a fifth dimension. Using a formulation in terms of hyperKähler triples on manifolds with boundaries, we show that the constituent Atiyah-Hitchin and Taub-NUT geometries arise as boundary components of the 5-dimensional geometry as the adiabatic parameter is taken to zero.
Introduction and conclusion
1.1. First statement of the main result. A 4-dimensional gravitational instanton is a complete hyperKähler 4-manifold pM, gq, possibly with a decay condition on the curvature at infinity. Michael Atiyah was fascinated by gravitational instantons from the early 1980s onwards, and much progress was made by the Oxford group, led by Sir Michael, until he left for the mastership of Trinity College Cambridge in 1990. In particular, his student Peter Kronheimer, building on the work of Nigel Hitchin (e.g. [20] ) and others, gave a complete classification of the asymptotically locally euclidean (ALE) gravitational instantons, using the hyperKähler quotient construction [22, 23] . At about the same time, Atiyah and Hitchin computed the metric on the moduli space M 0 2 of centred SU p2q monopoles, which is an example of an asymptotically locally flat (ALF) gravitational instanton [3, 4] .
The classification of ALF gravitational instantons has proved to be more difficult, but, following substantial progress [11, 12, 10, 33, 34, 7, 9] which we review below, is now much better understood. In particular, there are two infinite families, the A k and D k ALF gravitational instantons, labelled by a non-negative integer k and distinguished by the fundamental group of the asymptotic region of M . The A k gravitational instantons can all be constructed by the Gibbons-Hawking Ansatz [16, 34] . In particular, the A 0 graviton is the euclidean (positive mass) Taub-NUT space which we denote TN in the following.
Constructions of D k gravitational instantons are not so explicit and either use twistor theory [11, 12, 10] or rely on gluing or desingularization constructions [8, 7] . In this paper we shall present a construction in which D k ALF gravitational instantons appear as (nonlinear) superpositions of M 0 2 and k copies of TN. A first version of the theorem to be proved is as follows:
Theorem 1.1. Given a configuration of k ą 0 distinct points in R 3 , there exists ε 0 ą 0, and a 1-parameter family of D k ALF gravitational instantons pM, r g ε q, for ε P p0, ε 0 q, with the following properties:
(a) There is a compact subset K 0 of M which is diffeomorphic to a compact subset K 1 0 of M 0 2 , and such that r g ε approaches the Atiyah-Hitchin metric as ε Ñ 0, under the identification of K 0 with K 1 0 ; (b) For j=1,. . . ,k, there is a compact subset K j of M which is diffeomorphic to a closed ball K 1 j in TN, and such that r g ε approaches the Taub-NUT metric as ε Ñ 0, under the identification of K j with K 1 j ;
(c) There is an asymptotic region U Ă M such thatg ε on U is identifiable with the asymptotic Gibbons-Hawking metriĉ 1`p k´2qε |x|˙| dx| 2 ε 2`ˆ1`p k´2qε |x|˙´1 α 2 , p|x| " 1q, (1.1) factored out by an involution ι covering x Þ Ñ´x on R 3 .
In the remainder of this extended introduction we explain the relation of this result to Michael Atiyah's interest in geometrical models of matter, provide some technical background and use it to state a more detailed version of the theorem.
1.2. Motivation. Theorem (1.1) has its origin in a speculative proposal for purely geometric models of physical particles made in [6] by Michael Atiyah, Nick Manton and the first named author of the current paper. While our main concern here is geometry, we briefly recall the physical motivation.
The idea developed in [6] is to use non-compact hyperKähler 4-manifolds to model electrically charged particles like the electron or the proton. Outside a compact core region, or at least asymptotically, the 4-manifolds are required to be circle fibrations over physical 3-dimensional space. In this asymptotic region, the model is interpreted as a dual Kaluza-Klein picture: the Chern class of the asymptotic circle bundle, which would be the magnetic charge in Kaluza-Klein theory, is taken to represent the negative of the electric charge. The further requirement that the 4-manifold has cubic volume growth means that the allowed geometric models are in effect ALF gravitational instantons [9] .
In [6] , these ideas were illustrated with two main examples, namely the Taub-NUT and Atiyah-Hitchin manifolds as potential models of, respectively, the electron and the proton. Following the convention of [6] we write AH for the Atiyah-Hitchin manifold by which we mean the simply-connected double cover of the moduli space M 0 2 of centred 2-monopoles in critically coupled SU p2q Yang-Mills-Higgs theory [4] .
Geometries which are obtained by gluing together copies of TN and of AH or M 0 2 are potential geometric models for electrons interacting with each other and a proton, and therefore interesting arenas for exploring if and how geometrical models can make contact with physics beyond basic quantum numbers like electric charge and baryon number. In particular, the model for a single electron interacting with the proton would need to account for the formation of the hydrogen atom and its excited states.
The gluing process is well-understood when dealing only with copies of TN, where it leads to the multi-center Taub-NUT spaces which make up the A k series of ALF gravitational instantons, with the positive integer k`1 counting the number of centres or 'NUTs' [16, 34] .
However, the interpretation of D k ALF gravitational instantons, even in some asymptotic region, as a composite of more elementary geometries is less clear. Here we address this issue by constructing D k gravitational instantons via a desingularization procedure first outlined in a paper of Sen [35] . While Sen's proposal was made in the context of M -theory, it is similar in spirit to the motivation coming from geometric models of matter. In both cases one aims to obtain a D k space as a non-linear superposition of M 0 2 and k copies of TN, thus interpreting it as a composite object or bound state.
Our construction has two main ingredients, namely a singular and suitably symmetric gravitational instanton of the Gibbons-Hawking form, and a further manifold, obtained as a Z 2quotient of a branched cover y AH of the Atiyah-Hitchin space AH, which we call HA. We now discuss these ingredients in turn, but should alert the reader that, while AH and M 0 2 have smooth hyperKähler metrics, the lifts of these metrics to the branched covers y AH and HA are singular on the branching locus.
1.3. The adiabatic Gibbons-Hawking Ansatz. The definition of ALF gravitational instantons allows for the complement of all sufficiently large compact subsets to have a non-trivial fundamental group Γ. Apart from a few exceptional cases, Γ must be a finite subgroup of SU p2q, more specifically a cyclic group Z ℓ or the binary dihedral group D ℓ of order 4ℓ, for a suitable non-negative integer ℓ. The corresponding ALF gravitational instantons are called A ℓ´1 and D ℓ`2 ALF gravitational instantons. In fact, it is natural to extend this correspondence to D k instantons for non-negative integers k as follows.
To fix notation, our presentation of D ℓ as a subgroup of SU p2q is as the group generated by
S "ˆ0´1 1 0˙, ℓ 1, (1.2) so that D 1 » Z 4 and D 2 is the lift of the Vierergruppe, viewed as the group of rotations by π around orthogonal axes in R 3 , to SU p2q. For our purposes it is convenient to define also D 0 as the infinite group with generators R 0 , S and relations SR 0 S´1 " R´1 0 and S 4 " id. With these conventions, the fundamental group of the asymptotic region of D k ALF gravitational instantons is D k˚, where k˚" |k´2|.
(1.3) Sen's proposal amounts to constructing a D k -gravitational instanton by dividing a suitably Sinvariant but singular A 2k˚´1 gravitational instanton (defined below) by S and then resolving singularities. We construct the required gravitational instanton by a procedure we call the adiabatic Gibbons-Hawking Ansatz, and which we now explain.
Let P Ă R 3 be a finite set of points and consider the harmonic function on R 3 given by
where mppq is an integer for each p. It is well known that if mppq " 1 for each p, then the Gibbons-Hawking metric
defines, for fixed ε ą 0, a hyperKähler metric which lives on a 4-manifold M carrying a circleaction with quotient M {S 1 " R 3 . Denoting the quotient map by φ, the action is free away from φ´1pP q where the circles collapse to points (the NUTs). So we have a S 1 -bundle with projection φ : M zφ´1pP q Ñ R 3 zP, If the integers mppq are all positive but not all equal to 1, then the above construction yields an orbifold M , and h ε is a smooth orbifold metric on M . If some mppq ă 0, the construction of M as an orbifold still goes through, but we no longer have h ε ą 0 everywhere. Nonetheless, (1.5) still defines a smooth (orbifold) metric on the subset th ε ą 0u of M . (In writing this of course we really mean the subset of M on which the pull-back of h ε is positive. There seems little danger of confusion in this abuse of notation, and we shall continue to use it.)
To obtain the correct asymptotic topology for a D k gravitational instanton, Sen's proposal is to choose P to be symmetric (´P " P ), to include 0 as an element of P , take mp0q "´4 and all other mppq " 1. Then if 2k is the number of non-zero elements of P , near 8,
This means that, in terms of k˚defined in (1.3), the asymptotic topology of M is R 3ˆS1 if k˚" 0, and R 4 {Z 2k˚o therwise. Because P is symmetric, there is an orientation-preserving involution, ι, say, of M , covering x Þ Ñ´x on R 3 . This involution corresponds to the generator S above acting on R 4 {xR k˚y , where R k˚i s as in equation (1.2) with ℓ " k˚. Thus M {ι is an orbifold with a single singularity over x " 0, and the correct topology at 8 for a D k instanton. Moreover, α can be chosen so that ι˚α "´α, and then (1.5) defines a smooth metric on the subset th ε ą 0u of M {ι. From the asymptotic form of the metric, moreover, this will be an ALF metric on this D k space. Thus we have a D k orbifold M {ι and an asymptotic hyperKähler ALF metric on M {ι, that is to say a hyperKähler metric on the complement of a compact subset.
With the above choices, the Gibbons-Hawking geometry on M obtained from p h ε pxq " 1´2 ε |x|`ÿ pPP zt0u ε 2|x´p|
, (1.9) is the required singular A 2k˚´1 gravitational instanton. The singularity near 0 of M {ι can be resolved, metrically and topologically, by gluing into M a copy of the manifold HA, introduced at the end of §1.2 and discussed carefully below, which is such that HA{ι, suitably defined, is the moduli space M 0 2 of centred 2-monopoles. More concretely, in terms of the new variable x 1 " x{ε,
To leading order for |x 1 | Ñ 8, this expansion, inserted into (1.5), gives the 'negative-mass Taub-NUT' asymptotics of the Atiyah-Hitchin metric [18] , reviewed below (1.22) . Using a suitable cut-off function χ we can therefore construct a smooth metric, g χ ε , say, on a manifold obtained by gluing HA to M and dividing by ι. The manifold obtained in this way (unlike the metric) is independent of χ and ε for ε ą 0, and we call it the Sen space Se k .
The problem then is to deform g χ ε (for small ε ą 0) to yield a hyperKähler metric on Se k without spoiling the ALF asymptotics of g χ ε (which are the same as those of g ε ). This is the problem we address in this paper, bearing in mind that the parameter ε has the effect of scaling lengths in the base by a factor 1{ε, while the asymptotic length of the circle fibre of tends to 2π. Correspondingly, the metric ε 2 g ε collapses, as ε Ñ 0, away from P , to the flat metric on R 3 .
1.4. The Atiyah-Hitchin manifold and related spaces. For a precise definition of the space HA we need to review the definition of the Atiyah-Hitchin manifold AH, its branched cover y AH and the relation of both to the moduli space M 0 2 of centred 2-monopoles. Michael Atiyah revisited the geometry of the Atiyah-Hitchin manifold on several occasions. Even though it arose in the specific physical context of magnetic monopoles, he hoped for an application to real and fundamental physics, and pursued this in the Skyrme model of nuclear particles [5] and in geometric models of matter [6] . In all these studies, he stressed and used the interpretation of AH and its branched cover as parameter spaces of oriented ellipses, up to scale, in euclidean space.
We have also found this picture helpful, and develop it further in this section and Appendix A in order to clarify the discrete symmetries and their action on the core and asymptotic regions. We begin by noting that, as manifolds,
where CP adiag 1 is the anti-diagonal CP 1 in CP 1ˆC P 1 . This manifold is a branched cover of the Atiyah-Hitchin manifold AH, which, as already explained, is the double cover of the moduli space M 0 2 of centred 2-monopoles. We would like to make this explicit, and to define the manifold HA in terms of y AH. In Appendix A, we derive the concrete realisation of y AH as
where we wrote Y for the vector in C 3 with coordinates Y 1 , Y 2 and Y 3 . The real and imaginary parts of Y " y`iη are orthogonal, with magnitudes related via |y| 2 " 1`|η| 2 . We can picture this description in terms of an oriented ellipse, called the Y -ellipse in the following, with major axis y and minor axis η. When |η| " 0 the Y -ellipse degenerates to an oriented line. The set of these lines is a two-sphere to which y AH retracts and which we call the core in the following. It is the diagonal submanifold of CP 1ˆC P 1 , and we denote it by CP diag 1 . This description of y AH is useful for understanding its symmetries and the structure near the core, but less useful when studying the asymptotic region away from the core, which for us means simply |η| ‰ 0. In this region it is convenient to switch to a dual description, derived in the appendix, in terms of a complex vector X whose components also satisfy X 2 1`X 2 2`X 2 3 " 1, but whose real and imaginary parts are X "x`iη,x " yˆη |η| 2 , ξ "´η |η| 2 .
(1.13)
One checks that |x| 2 " 1`|ξ| 2 , and in Appendix A we explain thatx and ξ are the major and minor axes of a family of ellipses which we call X-ellipses and which are dual to the Y -ellipses. The X-ellipses degenerate into oriented lines in the direction ofx when |ξ| " 0. The directions of these lines make up the sphere at spatial infinity in the asymptotic region of y AH, which is CP adiag 1 in the description (1.11). The core CP diag 1 of y AH is obtained in another degenerate limit of the X-ellipses, namely in the limit |ξ| Ñ 8, where they become circles of infinite radius.
We are interested in the quotients of y AH by discrete symmetries which arise naturally from its description as CP 1ˆC P 1 zCP adiag 1 , namely the factor switching map s, the antipodal maps on both factors a and the composition r " as. It follows from the description of these maps in Appendix A, that they act in the following way on the ellipse parameters, where the formulation in terms of px, ξq assumes that |η| ‰ 0: In particular we see that s fixes the core CP diag 1 but acts as the antipodal map on the sphere at spatial infinity CP adiag 1 , while r fixes the sphere at spatial infinity and acts as the antipodal map on the core. Writing 1 for the identity map and defining the Vierergruppe Vier " t1, s, r, au, (1.15) we can characterise the Atiyah-Hitchin manifold AH and the moduli space M 0 2 of centred 2-monopoles as the quotients AH " y AH{s, M 0 2 " AH {r " y AH{Vier.
(1.16)
It follows from our discussion of the generators, that in AH the core is still a two-sphere, but the space of directions at spatial infinity is now CP adiag 1 {Z 2 » RP 2 . Finally, in M 0 2 both the core and the space of directions at spatial infinity are isomorphic to RP 2 .
The manifold obtained by quotienting y AH by the free action of r is, literally, central to the construction of the Sen space. We therefore define HA " y AH{r. (1.17) This manifold still has a two-sphere of directions at spatial infinity, but its core is isomorphic to RP 2 . It allows us to write the moduli space M 0 2 of centred 2-monopoles also as the quotient M 0 2 " HA{s, (1.18) and this is precisely what we require for our construction. The situation is summed up in Fig. 1 . Having defined the manifolds, we turn to their symmetries and metric structure. The rotation group SOp3q acts on all four manifolds in Fig. 1 by the obvious action of G P SOp3q on X P C 3 . This action commutes with the action of the Vierergruppe (1.14) , so that the generic SOp3q orbit is SOp3q for y AH, SOp3q{Z 2 for both AH and HA and SOp3q{Vier for M 0 2 , with the generators s, r and a realised as rotations by π around three orthogonal axes. Away from the core CP diag 1 , we have a U p1q action which commutes with the SOp3q action and which fixes the asymptotic direction m "x{|x|: pe iθ , px, ξqq Þ Ñ px, R m pθqξq, (1.19) where R m pθq is the rotation about m by an angle θ P r0, 2πq.
The Atiyah-Hitchin metric is most easily expressed in terms of the SOp3q matrix G and one transversal coordinate ρ (bijectively related to ellipse parameter |x|). We define left-invariant 1-forms on SOp3q via G´1dG " σ 1 t 1`σ2 t 2`σ3 t 3 for generators t 1 , t 2 , t 3 P sop3q of the rotations around three orthogonal axes, satisfying rt i , t j s " ε ijk t k . Then the Atiyah-Hitchin metric is 20) where the choice of f amounts to fixing the transversal coordinate ρ, and the radial functions a, b and c obey coupled differential equations which follow from the hyperKähler property of the metric [4] . As explained in [18] , the choice f "´b{ρ results in a radial coordinate in the range ρ P rπ, 8q, with ρ " π corresponding to the core CP diag 1 , and coefficient functions a, b and c with the asymptotic form
and exponentially small corrections. Substituting the asymptotic form into (1.20) yields the negative-mass Taut-NUT metric as the leading term
where we made the identifications
In the following we will refer to (1.20) as the Atiyah-Hitchin metric and to (1.22) as its asymptotic form regardless of whether the underlying manifold is y AH, AH, HA or M 0 2 , even though the metric is singular at the core on y AH and HA. We can tie together the asymptotic Taub-NUT geometry with the description of y AH (and its quotients) in terms of the X-ellipses by noting that both are U p1q bundles over R 3 , with x and the major axisx being coordinates on the base. The directions of both x andx parametrise the two-sphere at spatial infinity and can be identified. The magnitudes ofx and x are bijectively related, but not in any obvious way.
To end this review of the Atiyah-Hitchin geometry we note that the moduli space M 0 2 equipped with the hyperKähler metric (1.20) is the, up to scaling, unique D 0 ALF gravitational instanton [4] , and, suitably interpreted, fits into the general construction outlined in §1.3 with k " 0. In this case, no gluing is required since the manifold HA has the required asymptotic structure, both topologically and metrically. The quotient (1.18) realises the division by an involution ι " s which is covered by the generator S in (1.2), see our Appendix A for details.
1.5. Further background. ALF gravitational instantons can be interpreted and realised in a number of different ways. A gauge-theoretical model was proposed by Cherkis and Kapustin in [12] , where they showed that the moduli space of a smooth and unit-charge SU p2q monopole moving in the background of k singular U p2q monopoles is an A k´1 ALF gravitational instanton of the Gibbons-Hawking form, and argued that the moduli space of a smooth and strongly centred charge-two SU p2q monopole moving in the background of k singular U p2q monopoles is a D k ALF gravitational instanton. Subsequently, Cherkis and Hitchin [10] used twistor methods and a generalised Legendre transform developed in [24] and [21] for a rigorous construction of D k ALF instantons. However, it was only shown in [34] that all A k ALF gravitational instantons are of the Gibbons-Hawking form and, even more recently in [9] , that all D k ALF gravitational instantons are described by the Cherkis-Hitchin-Ivanov-Kapustin-Lindström-Roček metric which emerged from the papers [24, 21, 12, 10] . The interpretation of the A k and D k ALF spaces as moduli space of monopoles with prescribed singularities provides useful intuition about the geometry of these spaces. In particular, it suggests that, at least for singularities which are well-separated from the origin, one should be able to isolate a core region of the D k ALF space where the smooth and strongly centred monopoles do not 'see' the k singular monopoles and which should therefore be well-approximated by the Atiyah-Hitchin geometry. The picture also suggests that there should be an asymptotic region of the moduli space where the two smooth monopoles, with their centre fixed at the origin, are well-separated and move between (and over) the k singularities. Orienting the line joining the smooth monopoles amounts to double-covering this part of the moduli space, and so this double cover should be well-approximated by the moduli space of a single monopole moving in background of 2k symmetrically spaced singularities, i.e. by the A 2k´1 ALF geometry.
It is this intuitive picture, also captured in Sen's proposal, which our theorem makes precise. It differs from that underlying the gluing construction using ALE instantons and the Eguchi-Hanson geometry, carried out in [7] and [8] , even though the mathematical techniques are related. It also clarifies that our method will not produce all D k ALF gravitational instantons, but only those where the k singularities are well-separated from the origin.
A compact version of the construction outlined in §1.3 was recently carried out in [15] : on K3, sequences of hyperKähler metrics were obtained which, away from a finite set of points, collapse to the flat metric on T 3 {Z 2 . While our construction is very close to this, our approach to the analysis is different and, as we shall now explain, in a certain sense more precise.
1.6. Statement of the main result. The initial version of our main theorem 1.1 describes our construction in classical terms. In order to formulate the final version, we shall write down a framework in which the parameter ε is incorporated into the geometry of the problem. We will then carry out the construction in such a way that our family r g ε is smooth in all variables (including ε) down to and including ε " 0. In that limit, the space M 0 2 with the Atiyah-Hitchin metric and k copies of the Taub-NUT geometry emerge as building blocks of the geometry, thereby justifying the interpretation, announced in our title, of the D k ALF geometry as a superposition of these spaces.
To explain this, start from the cartesian product W 0 " Se kˆI , where I " r0, ε 0 q. Then, at least for ε ą 0, we can clearly think of our family g χ ε as a metric on the vertical tangent bundle T pW 0 {Iq of W 0 , vertical with respect to the projection π 0 : W 0 " Se kˆI Ñ I.
(1.24)
To emphasise this change of viewpoint, we shall denote by g χ this metric on T pW 0 {Iq: then g χ |π´1pεq " g χ ε . Now g χ is not smooth at the boundary ε " 0 of W 0 , but there is a modification, to be denoted by W , essentially obtained from W 0 by blowing up at k`1 points in the boundary ε " 0, on which, with suitable interpretation, it becomes smooth. The details appear in §5. The projection π 0 is replaced by a smooth projection
25)
W zπ´1p0q is canonically diffeomorphic to W 0 zπ´1 0 p0q, so in particular π´1pεq is still the Sen manifold Se k for ε ą 0. However, π´1p0q is singular, a union of 4-manifolds
Here X 0 " M 0 2 and each of X 1 , . . . , X k is a copy of the Taub-NUT space. The subscript ad on the final boundary hypersurface stands for 'adiabatic'. The interior of this hypersurface is the total space of the S 1 -bundle M zφ´1pP q which arises from the Gibbons-Hawking construction with p h ε as in (1.9), factored out by ι. Denoting by g TN the Taub-NUT metric, our main theorem is stated as follows (see also Fig. 2 ).
I " r0, ε 0 q Figure 2 . Schematic picture of the spaces W (left) and W 0 (right).
There is a 5-manifold-with-corners W which has the following properties: (a) There is a smooth map π : W Ñ I so that for ε ą 0, π´1pεq has a D k ALF hyperKähler metric r g ε which is asymptotically the metric g ε (1.5) with potential (1.9); (b) The fibre π´1p0q is a singular union of 4-manifolds (1.26), where for each ν, the boundary of X ν is joined to a boundary component of X ad ; (c) There is a smooth vector bundle T φ pW {Iq on W (a rescaled version of the vertical tangent bundle of W ) such that T φ pW {Iq|π´1pεq " T π´1pεq for all ε ą 0, and T φ pW {Iq|X ν " T X ν for ν " 0, . . . , k. for all ν.
(d) The one-parameter family of metrics r g ε is smooth on W in the sense that there is a metric r g on T φ pW {Iq, smooth on W (up to and including π´1p0q), such that r g|π´1pεq " r g ε , r g|X 0 " g AH and r g|X ν " g TN for ν " 1, . . . , k.
(1.27)
We defer the definition of T φ pW {Iq to §3; essentially, it is spanned, locally, by the vector fields εB x j and B θ , and so absorbs the factor 1{ε 2 in the adiabatic family (1.5). In particular it has a well-defined restriction to X ad and, the limit of this metric lim εÑ0ˆ| dx| 2 ε 2`α 2˙(
1.28)
makes sense as a smooth metric on T φ pW {Iq|X ad .
The use of manifolds with corners in the analysis of partial differential equations in noncompact and singular settings was pioneered by Richard Melrose. Of particular relevance to the underlying analytical techniques are [25, 29, 26, 27] . We note also references such as [1, 31, 32, 13] in which techniques including real blow-up and rescaling the tangent bundle are used in a variety of geometric contexts.
The present construction, in which gluing is combined with an adiabatic limit, seems to present some new challenges that have not been addressed before. On the other hand, there are also some special geometric features of this problem which simplify the analysis at a number of points, and we take full advantage of this, rather than developing the machinery in generality. 1.7. Plan. The proof of Theorem (1.2) proceeds via a reformulation of the problem it addresses in a number of ways. Instead of solving for hyperKähler metrics we use the formalism of hyperKähler triples [14] to obtain an elliptic formulation of the gluing problem. This method is described in §2. Then, instead of working on non-compact manifolds we formulate the problem on compact spaces with fibred boundaries. In §3, we explain why these compactified spaces are natural domains for the family of hyperKähler metrics on the Sen spaces Se k , and how the structure of the compact manifolds is such that the asymptotic behaviour of the metric can be encoded in smoothness and decay at all boundary hypersurfaces. After a short discussion of hyperKähler triples for the Gibbons-Hawking metrics (including the asymptotic form of the Atiyah-Hitchin metric) and their primitives in §4, we take the final step in the reformulation by incorporating the scaling parameter ε in the geometry of the problem. This is dealt with in §5, where we also write down the initial approximation for the D k ALF gravitational instantons by gluing together the Atiyah-Hitchin and the multi-centre Gibbons-Hawking metric. In §6, we gather some preliminaries about the linearised problem and proceed to construct a formal solution, that is a family g 8 pεq of metrics that is hyperKähler to all orders in ε. The proof is completed in final §7 by using the inverse function theorem to perturb this family to be exactly hyperKähler for all sufficiently small positive ε.
1.8. Outlook. Our construction and main result can be extended in a number of ways by replacing the space M 0 2 with other dihedral ALF gravitational instantons and adapting the adiabatic Gibbons-Hawking Ansatz correspondingly.
The simplest generalisation in this spirit is to replace M 0 2 by AH, which is an example of a D 2 ALF gravitational instanton (and one which we cannot obtain by the construction of this paper). The branched cover of AH is the manifold y AH whose asymptotics, when written in the standard Gibbons-Hawking form, is that of a singular A 2 space with a single pole of weight´2. Thus one could construct D k ALF gravitational instantons for k 2 by taking the adiabatic Gibbons-Hawking Ansatz 1.4 with mp0q "´2 and 2pk´1q symmetrically placed NUTs, resolving the singularity at the origin with a copy of y AH and dividing by the involution ι. In this way one would obtain D k instantons for k 2 which are not included in the family constructed here, but which arise in the limit as one pair of NUTs approaches zero.
More generally, one could also iterate the construction by gluing the branched cover of a previously obtained D k 1 ALF gravitational instanton into a singular Gibbons-Hawking space with symmetrically placed NUTs. If the adiabatic Gibbons-Hawking Ansatz has weight mp0q " 2k 1´4 , chosen to match the asymptotics of the given D k 1 ALF space, and a further 2k 2 symmetrically placed NUTs, one should obtain a D k 1`k2 ALF gravitational instanton in this way.
Finally, one may wonder if the geometrical interpretation of the 5-manifold W in Theorem 1.2 can be extended from one where each fibre has a metric to a fully geometrical picture, with a 5-dimensional metric on W . This is possible for the (single NUT) Taub-NUT geometry, which can be extended to a warped product with a Lorentzian geometry satisfying the (4+1)dimensional Einstein equations [17] . The coordinate t " 1{ε is a natural time coordinate in this geometry, which fascinated Michael Atiyah as a possible time-dependent model of the electron [2] . It would clearly be interesting if this solution could be generalised to natural 5-dimensional metrics on the manifold W for general ALF instantons, but we have not pursued this here.
HyperKähler triples
Let M be an oriented riemannian 4-manifold.
Definition 2.1. A symplectic triple on M is a triple pω 1 , ω 2 , ω 3 q of symplectic forms on M such that the matrix q with q ij " ω i^ωj is positive-definite at every point. A hyperKähler triple is a symplectic triple for which q is a multiple of the identity at every point.
To clarify the definition, the matrix q is a symmetric 3ˆ3 matrix with values in Λ 4 T˚. If ν P C 8 pM, Λ 4 T˚q is any smooth positive section, then ν´1q is a genuine symmetric 3ˆ3 matrix at each point. To say that q is positive-definite is to say that ν´1q is positive-definite for one or equivalently any positive section ν of Λ 4 T˚.
If ω is a hyperKähler triple, taking the trace of q ij 9δ ij , we obtain
Thus this equation holds if and only if ω is a hyperKähler triple. The reason for the introduction of these triples, and the notation, is explained by the following Theorem 2.3. Let M be an oriented 4-manifold. If pω 1 , ω 2 , ω 3 q is a symplectic triple on M , then there is a unique metric g on M with
and dµ g " trpqq.
If ω is a hyperKähler triple, then g is hyperKähler and the ω j are the Kähler forms associated with the three complex structures,
In fact, the complex structures are defined by
A relatively recent reference for the formalism of triples is [14] , though the formulation was surely previously known to experts. The same formalism was used by [15, 9] in their recent work on 4-dimensional hyperKähler metrics. The advantage of working with triples is that (after taking account of gauge freedom) the hyperKähler condition is reformulated as a nonlinear PDE whose linearization is a Dirac operator, hence elliptic.
The proof of Theorem 2.3 rests on an old observation about the correspondence between metrics on an oriented 4-manifold M and maximal, positive subbundles of Λ 2 T˚M . Of course a metric g on M determines the subbundle Λ 2 pgq of self-dual 2-forms. In fact, this subbundle depends only upon the conformal class of g, but it is always a maximal positive subbundle for the (conformal) quadratic form α Þ Ñ α^α on Λ 2 T˚M . The correspondence is bijective: to any maximal positive subbundle P Ă Λ 2 T˚M there corresponds a unique conformal class rgs with Λ 2 rgs " P . Thus a metric representative g of the conformal class is determined by the choice of a volume form on M , and in the context of Theorem 2.3, this is furnished by trpqq. The hyperKähler part of the theorem comes from the fact that the connection induced on Λ 2 by the metric is also characterized by metric-compatibility and a torsion-free condition. It turns out that if ω is a hyperKähler triple, then this connection is flat, the ω i are parallel, and it follows (since they are pointwise orthogonal), that they are the Kähler forms of a hyperKähler metric.
Perturbative formulation. For any triple of 2-forms ω, set
Then Q is a symmetric, trace-free 3ˆ3 matrix, with values in Λ 4 T˚M and by (2.1), Qpωq " 0 if and only if ω is a hyperKähler triple. We shall study the perturbative version of this equation. That is, we fix a symplectic triple ω with Qpωq small and seek a (C 1 -small) triple of 1-forms a so that Qpω`daq " 0.
(2.5)
More formally, a Þ Ñ Qpω`daq is a nonlinear differential operator
This equation cannot be elliptic as the rank of the bundle on the left here is 12, while the rank on the right is 5. The difference in ranks, 7, is accounted for by the gauge-freedom of the problem. Indeed, (2.5) is left invariant by the action of the orientation-preserving diffeomorphisms Diff`pM q; it is clearly also unchanged if a is replaced by a`df , for any triple of functions f " pf 1 , f 2 , f 3 q. Thus there are 7 gauge degrees of freedom, and this count matches the difference in the ranks of the bundles in (2.6). By fixing the gauge, we shall obtain an elliptic equation for the triple a. To state the theorem, write D for the coupled Dirac operator
This is determined by the metric gpωq of Theorem 2.3. To avoid excessive notation, we shall not distinguish between D and its tripled version, in which every bundle in (2.7) is tensored with R 3 .
Lemma 2.4.
Let ω be a symplectic triple as above and let a be a triple of 1-forms. Let p ω " ω`da and let q " pq ij q " ω i^ωj . Write p ij for the inverse matrix q´1 and R " R ij for the matrix
implies that ω`da is a hyperKähler triple.
Here the summation convention holds for all repeated indices.
Proof. From the definitions, Qpω`daq " 0 is equivalent to the equation
where we have commited an abuse of notation by writing Qpω, ηq for the polarized version of the quadratic form Q (i.e. Qpω, ωq " Qpωq). Thus for triples of 2-forms ω and η, Qpω, ηq is by definition the projection onto the trace-free symmetric part of the matrix pω i^ηj q. Thus (2.10) is implied by Qpωq js`2 da j^ωs`Q pdaq js " 0, which we rewrite as da j^ωs "´R js , (2.11)
using the definition of R, and we claim this is equivalent to (2.9). For the metric g " gpωq of Theorem 2.3, Λ 2 pgq is spanned by the ω j , and so we have d`a j " u js ω s (2.12)
for some collection of functions u js . Then (2.11) is equivalent to u jk ω k^ωs " u jk q ks "´R js and multiplying by the inverse of q, we obtain u jk "´R js p sk and hence, using (2.12), d`a j "´R js p sk ω k , as required.
Remark 2.5.
If ω is itself a hyperKähler triple then Qpωq " 0 and (2.9) takes the simpler form
q{3. The following gives our elliptic formulation of the perturbative hyperKähler problem. Theorem 2.6. Let the notation be as in Lemma 2.4. Define a nonlinear mapping
Then if ω`da is a symplectic triple and F paq " 0, it follows that ω`da is a hyperKähler triple. Furthermore, the linearization of F at a " 0 is the (tripled version of the) Dirac operator D gpωq .
Proof. Immediate from Lemma 2.4.
Let us write F in the form F paq " Da`e`p rpdaq (2.14) where e " F p0q and p rpdaq is the part of R js p sk ω k which is quadratic in da. Then e will be small if ω is approximately hyperKähler. To find a small a solving (2.14), we shall seek
A standard Weitzenböck formula relates DD˚to the rough Laplacian ∇˚∇ of the metric g " gpωq, the curvature terms being the self-dual part W`of the Weyl curvature and the scalar curvature s. These both vanish if g is hyperKähler and will be small if e is small. This suggests that if e is small enough, then DD˚should be invertible, given a suitable Fredholm framework for DD˚, and then (2.16) should be solvable for u by the implicit function theorem. Since we want to solve F paq " 0 on an ALF space, finding the right Fredholm framework is one of the technical issues that we deal with this in this paper: then we shall be able to apply the implicit function theorem to (2.16) to construct hyperKähler triples on Se k , thereby proving Theorem 1.2.
ALF spaces and manifolds with fibred boundary
The purpose of this short section is to explain how to pass from an ALF space, which is normally regarded as a complete riemannian manifold with a metric with certain asymptotic behaviour, to its compactification as a manifold with fibred boundary and smooth φ-metric. This latter point of view informs and motivates the analytical construction in subsequent sections. Definition 3.1. Let X be a compact manifold with boundary. We say that X has fibred boundary, or φ-structure, if its boundary is equipped with a smooth fibration φ :
Given such a manifold with fibred boundary, one can always choose local coordinates pρ, y, zq near a boundary point, where ρ 0 is (the restriction of) a boundary defining function (bdf), y are local coordinates in the base, and z are coordinates along the fibres. Then in these coordinates, φpy, zq " y. Definition 3.2. Given a manifold X with fibred boundary, the φ-tangent bundle, T φ X, is locally spanned over C 8 pXq, by the vector fields
A φ-metric on X is then a smooth (up to and including BX) metric on T φ X.
These definitions appear in [26] . The point is that a φ-metric on X defines, by restriction, a complete metric on the interior X˝of X, with what may be called 'generalized ALF' asymptotics.
where Z is a compact manifold without boundary. We may compactify M as a manifold X with fibred boundary by taking X " R nˆZ , where R n is the radial compactification of R n , cf. §B.3. Then BX " BR nˆZ " S n´1ˆZ and the φ-structure is just the projection on the first factor S n´1 . Then M is identified with the interior X˝of X.
Consider a product metric pg 0 , g Z q on M , where g 0 is the euclidean metric on R n and g Z is any riemannian metric on Z. This is the restriction to X˝of a smooth φ-metric on X. This follows from the fact that near the boundary BR n of the radial compactification, the euclidean metric is quadratic in ρ 2 B ρ and the ρB y j , where ρ " 1{|x| and the y j are local coordinates on S n´1 . Example 3.4. If h is a positive harmonic function on a subset B " t|x| ą Ru Ă R 3 with hpxq Ñ 1 for |x| Ñ 8, then the Gibbons-Hawking Ansatz gives an ALF metric on the total space of a circle-bundle φ : U 0 Ñ B 0 . One checks that h extends smoothly to the closure B of B 0 in R 3 . There is also an extension U Ñ B of the circle-bundle, and one checks that the connection 1-form α on U 0 also extends smoothly to U . The associated Gibbons-Hawking metric then extends smoothly to define a φ-metric on U , with boundary fibration equal to the restriction of φ to U .
Observe that in this example, we have a neighbourhood of BU which carries a circle-action which acts isometrically on our φ-metric.
Remark 3.5. In the previous example, if the Gibbons-Hawking metric is also invariant by a finite group Γ acting freely on U and respecting φ, then the compactified quotient will again be an example of a φ-manifold with φ-metric.
The next definition captures the notion of a φ-metric on a four-manifold begin asymptotically modelled by a Gibbons-Hawking metric:
We say that g is strongly ALF if φ : BX Ñ Y is the total space of a principal S 1 -bundle and with respect to some extension φ : U Ñ B, where U is a collar neighbourhood of BX in X, the circle-action preserves g to infinite order in ρ, L B{Bθ g " Opρ 8 q.
Suppose that pX, gq is strongly ALF, hyperKähler, and that the S 1 -action also preserves the hyperKähler triple to infinite order in ρ. Then in U , g must arise from the Gibbons-Hawking Ansatz (Example 3.4) up to error terms that are Opρ 8 q.
Notation 3.7. In order to avoid constant changes of variables from euclidean variables x to coordinates pρ, y 1 , y 2 q adapted to the boundary, it is often convenient to work with local coordinates px 1 , x 2 , x 3 , θq in an asymptotic chart. When doing so it has to be remembered that the B{Bx j and B{Bθ define a local basis of T φ X all the way up to the boundary (which is at |x| " 8), and that 'smooth in px, θq' also means smooth all the way to the boundary: in other words smooth after the change of variables pρ, y 1 , y 2 , θq, up to and including ρ " 0.
HyperKähler triples for Gibbons-Hawking metrics
In this section we shall see how the formalism of hyperKähler triples, introduced in §2, works for Gibbons-Hawking metrics and (asymptotically) for the Atiyah-Hitchin metric.
For the adiabatic Gibbons-Hawking metric g ε in (1.5), it is easy to verify that
dx 1^d x 2 ε 2 form a hyperKähler triple. It is also straightforward to check that for fixed ε ą 0, the ω j extend to define smooth sections of Λ 2 Tφ X, where X is the compactification of M described in the previous section.
4.1.
Primitives of Gibbons-Hawking triples. When we patch our hyperKähler triples together, we want a simple construction which at least yields a symplectic triple. This means working at the level of primitives of the ω j . For the harmonic function
introduced in (1.9), decompose h ε near 0 as
Then u ε is harmonic and Opε|x| 2 q near x " 0. (4.5) This estimate arises from expanding the formula for h ε in powers of x and observing that there can be no linear term because of the reflection-invariance. The constant term in the expansion of h ε is absorbed by µ in H ε ,
.
Working in a fixed small ball Bp0, rq, let ω Z be the hyperKähler triple (4.1) of the Gibbons-Hawking metric with with potential H ε and let η be the triple of 2-forms obtained by replacing h ε by u ε in (4.1). Observe that η is a triple of 2-forms on R 3 , so that η i^ηj " 0 (as 4-forms in 3 dimensions).
Then we have
7) The next result shows how to write η " db in Bp0, rq with an estimate on the size of the coefficients of b. We give a statement that is slightly more general than the one we need: Proposition 4.1. Let u " u ε " Opε|x| n q be smooth and harmonic in Bp0, rq and let η be as above. There exists a primitive b i for η i , db i " η i such that the coefficients of b i , when expanded in the rescaled basis dx j {ε, are smooth and Op|x| n`1 q in Bp0, rq.
Proof. It is enough to consider
where the 1-form γ satisfies dγ "˚εdu. We first need to estimate the size of γ. For this and the subsequent estimate of the size of b, we use a simple quantitative form of the Poincaré Lemma. It is convenient to work with the rescaled basis
Suppose that f is a p-form in the ball in R 3 , whose coefficients are Op|x| m q with respect to the basis (4.9). Then the proof of the Poincaré Lemma using the retraction of the ball to the origin gives a pp´1q-form v with dv " f and all of whose coefficients are Opε´1|x| m`1 q in the same basis. Applying this to the equation dγ "˚εdu ε we see that γ can be found with Opε|x| n q coefficients. This follows because˚εdu, expanded in the basis e i , has Opε 2 |x| n´1 q coefficients.
Substituting in (4.8), η has Opε|x| n q coefficients. Using the Poincaré Lemma again, we find that db " η can be solved with coefficients that are Op|x| n`1 q in the basis (4.9).
Applying this in the case of interest:
Let h ε , H ε and u ε be as in equations (4.2-4.4) , and let the hyperKähler triples of g ε and g Z be denoted ω ε and ω Z . Then in a small neighbourhood of 0, there is a triple of 1-forms B, whose coefficients in the basis dx j {ε of (4.9) are Op|x| 3 q, such that
(4.10)
4.2.
HyperKähler triples for AH. A hyperKähler triple for the Atiyah-Hitchin metric was written down in [21] . We shall not use this directly, because the important thing for us is to compare the AH triple with the triple of the asymptotic Taub-NUT model. This is straightforward because these metrics differ by exponentially small terms (1.22) . In the metric on M 2 0 , the size of the circle at 8 can be varied. In particular, there is a 1-parameter family of AH metrics approximated in an asymptotic Gibbons-Hawking chart by the Gibbons-Hawking metric determined by the harmonic function
where µ ą 0 will be defined by (4.6). Denote by g Z,ε the TN metric with this potential and by g AH,ε the AH metric on M 0 2 asymptotic to g Z,ε . Since g AH,ε is exponentially close to g Z,ε for large |x 1 |, the following result, comparing the hyperKähler triples for the these two metrics, is straightforward:
Denote by ω Z the hyperKähler triple of g Z,ε and by ω AH,ε the hyperKähler triple of g AH,ε . Then there exists a triple of 1-forms A such that for ε 0,
with A (and all derivatives) exponentially decaying as |x 1 | Ñ 8.
Gluing space and initial approximation
The goal of this section is to give a systematic discussion of the space W and the bundle T φ pW {Iq that appear in Theorem 1.2. One should view W as a space on which our family of metrics g χ are 'resolved', i.e. become smooth. As a warm-up, we start with the resolution of the adiabatic family of Gibbons-Hawking metrics g ε , and for this we start by resolving the family of harmonic functions h ε defined in (1.4) (with all mppq " 1). 
where P is a finite subset of R 3 . Of course for fixed ε ą 0, h ε is singular for |x´p| Ñ 0, but we are concerned here with the indeterminacy in ε{|x´p| for ε Ñ 0, |x´p| Ñ 0. This is resolved by passing to the real blow-up of R 3ˆr 0, ε 0 q in the finite set Pˆt0u,
The reader is referred to §B.4 for a brief description of this blow-up: a more thorough introduction can be found, for example, in [1] . Denote by Σ the lift to B of Pˆr0, ε 0 q. Denote by Y the lift of ε " 0 to B, and for p P P , denote by F p the boundary hypersurface of B which arises from the blow-up of tpuˆt0u (the front face or exceptional divisor)- Figure 3 . Then F p is a radially compactified R 3 and x 1 p " px´pq{ε are euclidean coordinates on its interior (cf. §B.4). Proposition 5.1. Denote by h the pull-back of h ε to B. Then h is smooth on BzΣ, and for each p, h´1{2|x 1 p | is smooth near F p . Proof. The assertion is essentially the definition of blow-up. Writing h ε in terms of the new variable x 1 p , for some given p, we have
We may use px 1 p , εq as coordinates on any set of the form δ|x 1 p | ă 1 inside B, in other words in a collar neighbourhood of ball in F p . Then it is clear that h´1{2|x 1 p | is smooth on such a set. Near the corner F p X Y ad , ρ " 1{|x 1 p | and σ " ε|x 1 p | are local boundary defining functions, and these are completed with local coordinates py 1 , y 2 q P S 2 . In such coordinates,
and for small σ this is smooth in pρ, σ, y 1 , y 2 q.
Finally, consider h near the 'adiabatic' face Y ad . Away from the corners, |x´p| ą δ for all p P P and some δ and px, εq are valid coordinates in such regions of B. Clearly h is smooth on such a set. Figure 3 , there is a natural map π : B Ñ r0, ε 0 q, the composite of the blow-up map and the projection π 0 of R 3ˆr 0, ε 0 q on its second factor. In terms of this map, h|π´1pεq " h ε for ε ą 0.
As indicated in

5.2.
Rescaled tangent bundles and resolution of the adiabatic Gibbons-Hawking family. For each ε ą 0, the Gibbons-Hawking metric g ε lives on a manifold M independent of ε (see (1.4-1.7)), and equipped with a map φ : M Ñ R 3 . The family g ε will be resolved on the space W in the following definition:
Abuse notation by writing φ : W Ñ B for the pull-back of φ, and write π for the projection W Ñ I. Label the boundary hypersurfaces of W as follows: X p is the pre-image by φ of F p , for each p P P ; X ad , the 'adiabatic boundary hypersurface' is the pre-image of Y ad Ă B; and 'spatial infinity' I 8 is the lift of the radial boundary BR 3ˆI of B to W .
The most important points about W are summarized in the following Proposition: Proposition 5.3. For each p P P the restriction φ : X p Ñ F p is (the radial compactification of ) the standard Hopf map from TN to R 3 . (In particular, each X p is a radially compactified R 4 , equipped with a boundary fibration.) The adiabatic boundary hypersurface X ad is the total space of a circle-bundle over Y ad Ă B; the restriction to the interior of X ad is canonically identifiable with the restriction of φ : M zφ´1pP q Ñ R 3 zP .
For ε ą 0, π´1pεq is equal to M , but π´1p0q is the union of X ad and the X p , with BX p attached to the corresponding component of the boundary of X ad . The coefficients of the metric g ε are resolved on W , by Proposition 5.1, but we have to introduce a modification of the tangent bundle of W to deal with the adiabatic behaviour of g ε , in which the base directions are being stretched relative to the fibres as ε Ñ 0. This is quite analogous to the introduction of the φ-tangent bundle in the discussion of ALF metrics in §3.
Definition 5.4. Define T φ pW {Iq Ñ W to be the smooth vector bundle locally spanned over C 8 pW q by the lifts of εB{Bx j and B{Bθ on MˆI. The notation W {I indicates that the sections of T φ pW {Iq are tangent to the fibres of π : W Ñ I, at least where these are smooth; the subscript φ indicates that for fixed ε ą 0, the restriction of this bundle to π´1pεq-which is a compact manifold with fibred boundary-is canonically isomorphic to T φ π´1pεq.
Remark 5.5. Strictly speaking, the above definition only makes sense where φ is a fibration. Now φ fails to be a fibration only near the centres of the faces X p , and here we define T φ pW {Iq simply to be the π-vertical sub-bundle of T W . This slightly subtle point shows that in the definition of T φ pW {Iq, all that is really needed is a fibration φ defined near the adiabatic face X ad .
Recall that φ in particular equips X p with a boundary fibration structure. Therefore T φ X p makes sense, and we shall see that the restriction of T φ pW {Iq to any of the X p is canonically isomorphic to T φ X p . We shall denote the restriction of T φ pW {Iq to X ad by T φ´ad pX ad q. This is spanned formally by the εB{Bx j and B{Bθ at ε " 0, and it is not hard to see that (at least over the interior of X ad ) this is the direct sum of T Y and the vertical tangent bundle of the fibration X ad Ñ Y .
Proposition 5.6. The lift of g ε to W defines a smooth metric g on T φ pW {Iq. The restriction of g to X p is a copy of the Taub-NUT metric, and its restriction to X ad is g ad :" e 2 1`e 2 2`e 2 3`α 2 ad
where e j " dx j {ε and α ad is the restriction of α from (1.7) to X ad .
Proof. These are straightforward computations, given a bit of familiarity with the spaces B and W . If we look at a hypersurface X p , then staying away from its boundary, we may use the local coordinates x 1 p " px´pq{ε introduced in Proposition 5.1, ε and θ. Then dx 1 p " dx{ε and so the metric near the interior X p has the form
where the Opεq error term is smooth in x 1 p , and α 1 p is the standard SOp3q-invariant connection 1-form on the Hopf bundle over R 3 z0. This shows that restriction of our metric is smooth in neighbourhoods of the interior of X p , for any p.
Near the corner, the main point is to see the behaviour of the basis 1-forms, since we have already verified that h is smooth there. If, as in Proposition 5.1 we use the adapted coordinates pρ, σ, y 1 are more convenient for the discussion of the metric near X ad . Indeed, pσ, y 1 , y 2 q are local polar coordinates around x " p, so this basis is smoothly identifiable with the basis pe 1 , e 2 , e 3 , α ad q appearing in the statement of the Proposition. These arguments identify the claimed restrictions of T φ pW {Iq to X p and X ad and also the assertions about the smoothness of g on W as well as its restrictions to the various boundary hypersurfaces.
5.3. Sen space. We now modify the above construction to define a variant of our space W in which the smooth fibre π´1pεq is no longer an ALF A k gravitational instanton but instead the Sen model Se k of a D k ALF gravitational instanton. The function h ε is replaced by p h ε from (1.9):
ε 2|x´p| (5.5) and the main point is to see that in the construction of W , it is possible to resolve the singularity in M over x " 0 by gluing in the branched cover HA of M 0 2 . Here are the steps we need to take-we put hats on everything to avoid confusion with what we did in the previous section:
‚ Choose P to be symmetric, (P "´P ) and to contain 0. ‚ Let p B be constructed by blowing up Pˆt0u inside R 3ˆr 0, ε 0 q, cf. (5.2). Let p Y ad be the lift of ε " 0 as before. ‚ Let x W 0 and x W be defined as in §5.2. The only difference is that now these spaces have orbifold singularities over t0uˆr0, ε 0 q because the degree of the circle-bundle around 0 is 4 rather than 1. Denote by p
Observe that in the construction of p g ε from (5.5), symmetry of P means that the circle-bundle x M ε can be chosen to carry an involution ι covering x Þ Ñ´x on R 3 , and such that ι˚p α "´α. ‚ The analogue of Proposition 5.6 holds as stated apart from at the boundary face p X 0 , where the metric is not defined because p h ε is not everywhere positive.
Notation 5.7. Because the non-zero elements p and´p are identified when we divide by the involution, it is now convenient to pick p 1 , . . . , p k P P zt0u so that P z0 " t˘p 1 ,˘p 2 , . . . ,˘p k u.
Then π´1p0q " X ad YX 0 YX 1 Y. . .YX k , as in the statement of Theorem 1.2 in the Introduction.
To avoid excessive notation, we shall now use W for the quotient x W {ι, hoping that this does not cause undue confusion the previous section (Definition 5.2).
The properties of our newly defined W are summarised in the following result.
Proposition 5.8. There exists a smooth 5-manifold (with corners) W with boundary hypersurfaces X ad , X ν (ν " 0, 1, . . . , k) and and I 8 . The boundary hypersurface X ad is the total space of a circle-bundle φ : X ad Ñ Y ad and W is equipped with a smooth projection π : W Ñ r0, ε 0 q. Moreover:
(i) for ε ą 0, π´1pεq is a copy of the Sen space Se k ;
(ii) there is a smooth metric g χ on T φ pW {Iq whose restriction to X 0 is the AH metric on M 0 2 , and whose restriction to X ν for ν ‰ 0 is the Taub-NUT metric; (iii) X ad and Y ad are respectively Z 2 quotients of p X ad and p Y ad from the above construction of x W , and the restriction of g χ to X ad is the quotient by ι of p g ad (cf. Proposition 5.6).
Proof. In x W , consider a neighbourhood of the boundary p X 0 . As before local coordinates can be taken to be ρ " 1{|x 1 |, σ " ε|x 1 | " |x|, along with local coordinates y P B p X 0 and θ along the fibre of φ. In terms of x 1 and ε (which are coordinates valid over p X 0 ),
and the error term can also be written Opρσ 3 q. By design, the metric p g ε , near the boundary of p X 0 , matches the known asymptotics of the HA manifold and metric. It is convenient to include the next term in the expansion (5.6), so we take the produce HAˆr0, ε 0 q equipped with the one-parameter family g AH,ε of AH metrics where the coefficient of dθ 2 is 1`µε at 8 (cf. §4.2).
Then we identify a region of the form
with a subset δ{2 ă ρ ă δ near the corner, mapping px 1 , θ, εq to ρ " 1{|x 1 |, y " x 1 {|x| and σ " ε|x 1 |. In this way we replace the orbifold p X 0 in x W by a copy of HA, getting a new version of x W , which we shall briefly denote by x W 1 . The construction of W is completed by dividing x W 1 by the involution ι. This has the effect of replacing HA by M 0 2 with the AH metric, and identifying the other faces X pν and X´p ν in pairs. This gives the description of the boundary hypersurfaces of W as claimed in the Proposition.
To construct a smooth metric on T φ pW {Iq with the claimed restriction properties, let
(cf. (4.11)) and let g Z be the associated family of Gibbons-Hawking metrics. Then we have g AH,ε´gZ " u " Opρ 8 q (5.9) and p g ε´gZ " v " Opρσ 3 q (5.10) Let χptq be a standard smooth cut-off function equal to 1 for t ă δ{2 and equal to 0 for t δ. Let g χ " g Z`χ pσqu`χpρqv (5.11) This is defined initially in the collar neighbourhood t0 ă ρ, σ ă δu, but for ρ ă δ{2 is equal to g Z`v`χ pσqu " p g ε`χ pσqu which therefore extends smoothly to the whole of W . For σ ą δ, this is identically equal to p g ε but because u " 0 on X ad by (5.9), it is also the case that g Z |X ad " p g ε |X ad . Similarly, for σ ă δ{2, (5.10) may be rewritten g χ " g Z`u`χ pρqv " g AH,ε`χ pρqv.
(5.12)
In this form it is clear that g χ extends smoothly over X 0 (after factoring out by the involution to remove the singularity of g AH,ε at the core, when viewed as a metric on HA), is identically equal to g AH,ε over the region δ|x 1 | ă 1 and is equal to g AH,ε on X 0 itself because v vanishes on X 0 (which is defined by σ " 0).
Remark 5.9. Our construction started from the adiabatic Gibbons-Hawking family: by making it smooth, we were led to the space W , with the AH and TN geometries appearing naturally at the boundary. It is also possible to start with M 0 2 and construct the same space W as follows. Let X 0 be the compactification of M 0 2 as a φ-manifold, with boundary defining function ρ " 1{|x 1 |, where x 1 are euclidean coordinates in the base of the fibration near BX 0 . Take X 0ˆr 0, ε 0 q and let Z be the blow-up of the corner BX 0ˆt 0u. The front face of Z is a 'stretched' version of the asymptotic region of X 0 . In particular it is (up to the action of ι) the total space of a non-trivial circle-bundle over rR 3 ; 0s. The natural euclidean coordinate in the base is x " εx 1 , and so the negative-mass Taub-NUT asymptotic form of AH metric lifts tô 1´2 ε |x|˙|
near Z. We can now pick k points p 1 , . . . , p k on Z and 'insert' copies of Taub-NUT by adding terms ε{2|x´p ν | to 1´2ε{|x| and modifying α accordingly (the circle-bundle over Z will be changed to a circle-bundle over Zztp 1 , . . . , p k u. Our space W is recovered from this point of view by passing to the blow-up of Z in the points pp ν , 0q.
Formal solution
In this section, W will be as in Proposition 5.8, and the notation will be as there. The goal of this section is the construction of smooth families of approximate hyperKähler triples on the fibres of π inside W , whose limits, at ε " 0 correspond to the given hyperKähler metrics, in other words g AH on X 0 , g TN on the X ν , and g ad , the limiting adiabatic metric on X ad .
The steps in this construction are an initial approximation (a modification of the metric gluing construction given in Proposition 5.8), followed by an iterative argument that improves this approximation order by order in ε.
We begin with some necessary technical preliminaries about fibrewise symplectic and hyper-Kähler triples on W , and then proceed to the statement of the main result of this section. 6.1. (Fibrewise) symplectic and hyperKähler triples on W . Notation 6.1. (Boundary defining functions for the boundary hypersurfaces of W .) Recall the boundary hypersurfaces of W were denoted by X ν , for ν " 0, . . . , k, X ad and I 8 . Boundary defining functions for these hypersurfaces will be denoted σ ν for X ν , ρ for X ad and σ I for I 8 . We may and shall assume that ρσ ν " ε in a neighbourhood of the corner X ad X X ν for all ν. It is convenient to define σ " σ 0 σ 1 . . . σ k σ I . Notation 6.2. If U Ă W is an open set, denote by Ω k φ pU q the space of smooth sections over U of Λ k Tφ pW {Iq. Further, write Ω k φ,ei for the subspace of essentially invariant forms. This is the subspace of forms α such that L B θ α " Oppρσ I q 8 q. Write Ω k φ,eb for the subspace of essentially basic forms. These are the essentially invariant forms α which also satisfy ι B θ α " Oppρσ I q 8 q.
Write d π for the relative differential
Observe that if α is essentially invariant (resp. essentially basic) then d π α is essentially invariant (resp. essentially basic). Definition 6.4. By a symplectic triple ω on an open subset U of W we shall always mean a triple pω 1 , ω 2 , ω 3 q with ω j P Ω 2 φ pU q, such that d π ω j " 0 and such that the 3ˆ3 matrix pω j^ωk q is positive-definite at every point of U. Remark 6.5. While it would be more accurate to call the triples appearing in this definition relative symplectic or hyperKähler triples, we believe that no serious confusion will result from this definition. However, the reader should bear in mind that symplectic triples on W are to be thought of informally as ε-dependent smooth families of symplectic triples on the 'Sen space' Se k with some rather strong control on their behaviour in the limit as ε Ñ 0. As previously in this paper, we shall try to be consistent in our use of bold symbols for ε-dependent families, viewed as data on the 5-dimensional space W . The 3ˆ3 matrices appearing in (6.2) and (6.3) take values in the trivial real line-bundle λ :" Λ 4 Tφ pW {Iq. The condition that (6.2) be positive-definite makes sense for one and hence any trivialization of this bundle. Notation 6.6. For each ν, denote by U ν a neighbourhood of the form tσ ν ă δu of X ν in W . Denote by V a collar neighbourhood of the form tρ ă δu of X ad in W . For each ν there is a natural map κ ν : U ν Ñ X ν . For ν ą 0 this follows from the definition of blow-up: κ ν sends the point px, εq with ε ą 0 near p ν to point px´p ν q{ε P X ν . This extends smoothly to give κ ν : U ν Ñ X ν , equal to the identity on X ν . For X 0 it follows from the explicit construction of W . It is easily checked in local coordinates near X 0 X X ad that κ 0 is smooth.
For ν " 1, . . . , k, we shall denote by ω ν the hyperKähler triple of X ν and define ω ν " χ ν κ˚ω ν , where χ ν " χpσ ν q is cut-off function equal to 1 in a neighbourhood of X ν and with compact support in U ν . Define ω 0 in U 0 to be the hyperKähler triple of the 1-parameter family of metrics g AH,ε used in the proof of Proposition 5.8.
Similarly, we shall denote by ω ad the lift to V of the hyperKähler triple of the Gibbons-Hawking family p g ε (factored out by the involution) and by ω ad its restriction to X ad .
In Proposition 6.9 we shall construct a symplectic triple ω χ on W such that
This is a crude patching construction analogous to the construction of g χ . The main theorem to be proved in this section is the following: Moreover, ζ|X 0 is the AH-hyperKähler triple, ζ|X ν is the TN symplectic triple, and ζ|X ad is the adiabatic symplectic triple on X ad . More precisely, ζ´ω χ is smooth, essentially basic and Opερ 2 σ 2 I q on W . Remark 6.8. The meaning of (6.5) is that for every N , there is a constant C N such that
Since Q is smooth, all derivatives also vanish faster than any power of ε.
6.2. Initial approximation. Our initial approximation to ζ is furnished by the following Proposition 6.9. There exists a smooth symplectic triple ω χ on W satisfying (6.4) and such that Qpω χ q P ε 3 ρ 8 σ 8 I C 8 pW, S 2 0 R 3 b λq. (6.7) (Recall that we have defined λ to be the 'relative density bundle' λ " Λ 4 Tφ pW {Iq.)
Proof. Refer to the notational conventions set up in paragraph 6.6. Let Z " X 0 X X ad . Then we have the metric family g Z and its associated triple ω Z associated to the family of Gibbons-Hawking metrics determined by the family of harmonic functions H ε from (5.8). Then ω Z P Ω 2 φ pU 0 X V q. Recall again that local coordinates in U 0 X V are the two defining function ρ and σ 0 , where σ 0 " ε|x| and ρ " |x 1 |´1 in terms of the 'original' x variables on R 3 and the rescaled asymptotic base variable x 1 in M 0 2 . By Propositions 4.2 and 4.3, we have
9) both (6.8) and (6.9) being valid in U X V .
Let χptq be as in Proposition 5.8, equal to 1 for t δ{2 and vanishing for t δ. Then we claim that ω χ " ω Z`dπ pχpρqA`χpσ 0 pBqq (6.10) fits the bill.
To verify this, it is useful to record the following Lemma 6.10. The relative differential d π is a differential operator in
Proof. See Definition 7.1 for the definition of this space of differential operators. Once this is understood, the verification of the result is straightforward.
If we restrict to the neighbourhood σ 0 ă δ{2 of X 0 , then χpσ 0 q " 1 and so ω χ " ω Z`d A`d π pχpρqBq " κ˚ω 0`dπ pχpρqBq (6.11) in this subset of U X V . Thus ω χ can be extended smoothly to tσ 0 ă δ{2u by defining it to be equal to ω 0 away from Z. By Lemma 6.10, d π pχpρqBq " Opρσ 3 0 q (6.12) and is supported in U 0 X V , so the restriction of ω χ to X 0 is ω AH . Similarly, the restriction of ω χ to tρ ă δ{2u can be extended by r ω to a collar neighbourhood of X ad Y X˚, we have ω χ " ω ad`dπ pχpσ 0 qAq (6.13) in this set, d π pχpσ 0 qAq " Opρ 8 q (6.14) and is supported in U 0 X V , so the restriction of ω χ to X ad is ω ad .
It is clear that ω χ is smooth and that Qpω χ q is also smooth. To prove (6.7), it is sufficient to compute Qpω χ q away from the corner. In U 0 , away from the corner, we may use (6.12). Then Qpω χ q " Qpω 0 q`2Qpω 0 , d π pχpρqBq`Qpd π pχpρqBq, d π pχpρqBqq.
(6.15)
Since B is essentially basic, the third term is automatically Opρ 8 q for degree reasons. The first term is zero because ω 0 is hyperKähler, and so the second is Opρσ 3 0 q for σ 0 Ñ 0 away from ρ " 0.
Using (6.10) similarly we see that Qpω χ q " Opρ 8 q for ρ Ñ 0 away from σ 0 " 0. Combining these two calculations gives (6.7). Notation 6.11. In the interest of readability we shall write d for d π in the rest of this section. Theorem 6.7 is proved by induction. The inductive assumption is that we have found
18) The decomposition (6.9) is well-defined up to smooth sections which are Opε 8 σ 8 I q, in other words very small at all boundary hypersurfaces. These very small terms will be unimportant in this section. Equations (6.17) and (6.18) imply that the restriction of ω χ`ε dc to π´1pεq is a symplectic triple that is 'approximately hyperKähler to order ε N '.
We need to record the fine structure of the error term as in (6.18) to be sure of the smoothness of the triple ζ are aiming for in Theorem 6.7.
We shall construct a defined near Ť X ν and b defined near X ad , essentially basic and decaying near spatial infinity, so that with c 1 " c`ε N´1 da`ε N`1 db, (6.19) we have Qpω χ`ε dc 1 q " ε N`1 F 1`εN`4 G 1 (6.20)
where F 1 and G 1 are in the same spaces as F and G in (6.18). Thus we have improved the error term in (6.17) by one order in ε. The induction starts because of Proposition 6.9, which is the case N " 3 of (6.17). Given (6.17), the required a and b are obtained by solving a Poisson equation respectively over Ť X ν and on the base Y ad of the S 1 -bundle X ad Ñ Y ad . 6.3. Construction of a -linear theory. We gather in this subsection the linear theory of the equation Qpω, daq " f , on an ALF gravitational instanton X, where the RHS is rapidly decreasing near BX.
The following is an explicit version of the infinitesimal diffeomorphism gauge invariance of the linearized equations: Lemma 6.12. Let X be a hyperKähler 4-manifold with hyperKähler triple ω. For any vector field v, we have Qpω, dpι v ωqq " 0.
Proof. The equation is gauge-invariant, so we have Qpφt pωqq " φt Qpωq " 0 where φ t is the one-parameter family of diffeomorphisms generated by v. Then the derivative at t " 0 of φt pωq is just dpι v ωq by Cartan's formula, and the Lemma follows at once. Then u " D˚φ is Opρ 2 q, essentially invariant, and Da 0 " f , which also implies Qpω, duq " f . In order to get an essentially basic solution a, we shall find a vector field v, supported near BX, such that a " u`ι v ω (6.23) is essentially basic. By Lemma 6.12, we shall still have Qpω, daq " f . In an asymptotic Gibbons-Hawking chart with local coordinates px, θq, write
we then have three essentially invariant functions pu 01 , u 02 , u 03 q.
Let
Then
with similar formulae for the ι v ω 2 and ι v ω 3 . Defining
where v is cut off to zero away from the boundary of X) gives the required essentially basic solution of (6.21).
Construction of a.
Proposition 6.14. Given c satisfying (6.16) and (6.17), there exists a P ρ 2 σ 8 Ω 1 φ,eb pW q such that Qpω χ`ε dc`ε N daq P ε N`1 F 1`εN`3 G 1 (6.24) where F 1 and G 1 are in the spaces shown in (6.18) .
Moreover a can be chosen to be supported arbitrarily close to Ť X ν (and in particular away from spatial infinity I 8 ).
Proof. Let us write ω 1 " ω χ`ε dc. If a P ρ 2 σ 2 I Ω 1 φ,eb pW q (6.25) then we calculate
Since a is essentially basic, the third term on the RHS is Opε 2N ρ 8 q. Since the correction term c is also essentially basic, the second term on the RHS differs from ε N Qpω ν , daq by Opε N`1 ρ 8 q in each collar neighbourhood U ν . Thus, using F and G to denote elements of the spaces (6.18) that are allowed to vary from line to line, (6.26) can be rewritten
This equation has a well-defined leading term at X ν obtained by dividing by ε N and taking the limit σ ν Ñ 0. The leading coefficient, f ν say, of F at X ν does not depend upon a and so the leading term in the RHS of (6.27) is
Now f ν is Opρ 8 q on X ν so by Theorem 6.13, there exists a solution a ν P ρ 2 Ω 1 φ,eb pX ν q b R 3 so that Qpω ν , da ν q "´f ν (6.29) on X ν . Define a in U ν to be χpσ ν qκν pa ν q. As the neighbourhoods U ν are pairwise disjoint, we may regard this as defining a over the whole of W , and so defined, a is supported in the union of the U ν .
Finally we claim that a, so defined, satisfies (6.24). In U ν , we have, from (6.27),
Because χ is identically 1 near X ν , dχ is supported away from X ν . Furthermore, dχ " Opρq and a ν " Opρ 2 q, so the first term on the RHS is Opσ 8 ε N ρ 3 q " Opε N`3 σ 8 q. Hence this term can be absorbed by the ε N`3 G 1 term, and (6.24) is proved.
Construction of b -linear theory.
In this section we summarize the linear theory for the Laplacian of the adiabatic family of metrics g ε . By a straightforward calculation, for
where ∆ 0 is the laplacian of the (unrescaled) euclidean metric, r ∆ 0 is its horizontal lift and B θ denotes the generator of the circle action. As an aside, if in local coordinates,
In particular, if u is invariant, then regarding it without change of notation as a function on R 3 , we have ∆ gε u " ε 2 h´1∆ 0 u. (6.34) Recall that D " d˚`d`, D : Ω 1 ÝÑ Ω 0 ' Ω 2 As in §2, on a hyperKähler 4-manifold M , Λ 2 has a flat orthonormal trivialization by a hyper-Kähler triple pω j q. Using this trivialization, if φ " pφ 0 , φ j ω j q P Ω 0 ' Ω 2 then DD˚acts as the scalar Laplacian on the coefficients pφ 0 , . . . , φ 3 q.
We shall need the formula for D˚for the metric (6.32), acting on invariant functions. A simple calculation gives that if
fi ffi ffi fl . (6.35) (One can verify DD˚" ∆ g directly from this formula and its adjoint.) In the next theorem, we write ω ad for the lift of the hyperKähler triple of (6.32) to a collar neighbourhood V of X ad in W . The notation for boundary defining functions is as in paragraph 6.1. Proof. Suppose that G is exactly S 1 -invariant. Then we may regard G as a function V {S 1 . Because G is rapidly vanishes to all orders in σ ν near X ν , we may regard G as a smooth function on R 3ˆr 0, ε 0 q, which vanishes to all orders in |x´p| at every point p of P .
We solve (6.37) in two stages. First, the formula
gives a function on R 3 such that ∆ gε upx, εq " εG. (6.40) Moreover, εupx, εq is smooth in all variables because the singularities in h at the points of P are cancelled by the vanishing of G to all orders at these points. It is also Op|x|´1q for |x| Ñ 8.
As before, regard G and u as sections of pΛ 0 ' Λ 2 q b R 3 . Then if b 0 " Dg ε u, we have D gε b 0 " εG. From the formula (6.35), b 0 , is initially defined on R 3 zP and lifts to a smooth section of Ω 1 φ,ei pV q b R 3 . Indeed, near each of the X ν , h ε " 1`Opσ ν q, where the 'O' is smooth for small σ ν .
We can now correct b 0 exactly as we did in Theorem 6.13 to obtain b satisfying (6.37) and (6.38).
We started the proof by assuming that G was exactly invariant. If G is only essentially invariant, we can write G " G 0`G1 where G 0 is exactly invariant and G 1 is Opε 8 σ 8 I q. Then we apply the previous argument with G replaced by G 0 to obtain the result. 6.6. Construction of b. The second half of the inductive step is contained in the following result: Proposition 6. 16 . Let c and a be as in Proposition 6.14. Then there exists b, supported near ρ " 0, essentially basic and Opσ 2 q, so that
where F 2 and G 2 are in the spaces in (6.18).
Proof. Let us write ω 2 " ω 1`εN da. If we calculate the LHS of (6.41) in V , assuming that b is essentially basic in V , our collar neighbourhood of X ad , we obtain
where as before the last term vanishes to all orders in ρ because b is essentially basic. Using F 1 and G 1 for generic functions in the spaces (6.18) which may vary from line to line, simplifications analogous to those in the proof of Proposition 6.14 yield
Now G 1 satisfies the hypotheses of G in Theorem 6.15 so there exists b as in (6.37) and satisfying (6.38) (with G replaced by´G 1 ). In order to extend b to W , we must replace it by χpρqb. Then
The last term is Opρ 8 q because χ is identically 1 near X ad and b is smooth near each X ν . Thus this last term can be absorbed into ε N`1 F 1 , yielding (6.41).
6.7.
Completion of proof of Theorem 6.7. The inductive argument given in § §6.3-6.6
shows that there is a solution p ζ of (6.5) in formal power series in ε. However, it is well known that given such a formal power series, there exists smooth ζ whose derivatives at all boundary hypersurfaces agree with those of p ζ (Borel's Lemma). This observation completes the proof of Theorem 6.7.
Completion of Proof
To complete the proof of our main theorem, we need to modify ζ in Theorem 6.7 by a triple a P Ω 1 φ pW q b R 3 , say, so that Qpζ`daq " 0 (7.1) on (the fibres of) W . This is an application of the implicit function theorem, uniformly on the fibre π´1pεq, for ε ą 0. The key step is the uniform invertibility result for the linearization, Theorem 7.6, below. To have this invertibility, we shall need to use the freedom to choose ε 0 to be very small.
Let us agree to denote by g ζ the metric on T φ pW {Iq determined by the symplectic triple ζ, and by ∆ ζ the associated Laplacian.
We shall use the reformulation a " Dζ u discussed in (2.15)-(2.16) to reduce our work to the study of the Laplacian ∆ ζ of g ζ . These definitions also make sense for differential operators acting between sections of vector bundles over W . From the definitions, we see that pρσ I q m Diff m b pW {Iq Ă Diff m φ pW {Iq. Definition 7.4. Let β ą α`2, α ą 0, and fix a bump function χptq " 1 for t 1{2 and equal to zero for t 1. Define
Since α`2 ă β, this allows for the zero-Fourier mode f 0 to be larger than the non-zero Fourier modes. In practice, we shall take α P p0, 1q and β can be as large as we like. The space just defined will serve as a range space for the Laplacian. The definition of the domain is similar: The main linear result to be given in this section is the invertibility of the Laplacian between these spaces. Theorem 7.6. Let g ζ be the metric on T φ pW {Iq determined by the symplectic triple ζ on W , and let ∆ ζ be the associated Laplacian. Fix α P p0, 1q and β ą α`2 and m. Then there exists ε 0 ą 0 so that with W " π´1r0, ε 0 q, ∆ : D α,β,m`2 pW q ÝÑ R α,β,m pW q (7.6)
is invertible.
Proof. This follows by patching inverses on the X ν to an 'adiabatic' inverse on V . For this we first need to localize functions on W near the different boundary hypersurfaces. To simplify notation, having fixed α, β and m, write R " R α,β,m , D " D α,β,m`2 (7.7)
and write RpW q, RpX ν q etc. to distinguish between function spaces on W and on X ν (cf. (C.3)-(C.4) below). As before, let χptq be a standard cut-off function, 0 χptq 1, χptq " 1 for t 1 2 and vanishing for t 1. Let δ ą 0 be small. Let χ ν " χpσ ν {δq and let χ ad " 1´ř ν χ ν . If f P C 8 pW q then χ ν f is smooth and supported in U ν and χ ad f is smooth and supported in V . Now we identify U ν with a subset of the product X νˆr 0, ε 0 q by the map w Þ Ñ pκ ν pwq, πpwqq, where κ ν was introduced in (6.6). Under this identification, a set of the form σ ν ă a maps to the subset tpx 1 ν , θ ν , εq : |x 1 ν | ă aε´1u Ă X νˆr 0, ε 0 q (7.8) and in particular χ ν f , when transferred to the product, will be compactly supported in each slice X νˆt εu for ε ą 0 (though these compact sets grow as ε Ñ 0).
From Theorem C.2, we have an inverse G ν : RpX ν q Ñ DpX ν q of the Laplacian ∆ gν . Using the identification of U ν with the product (7.8), now define a lift G ν of G ν to act on functions on W by the formula:
Then η ν goes from 1 to 0 as σ ν goes from δ to ? δ and in particular η ν is identically 1 on supppχ ν q, so η ν χ ν " χ ν . (7.11) From the boundedness of G ν : RpX ν q Ñ DpX ν q, it follows that G ν : RpW q Ñ DpW q is bounded, (7.12) and that ∆ g G ν " χ ν´eν . (7.13) The key point is that we can choose δ so that the operator norm of e ν : RpW q Ñ RpW q is bounded by 1 10pk`1q`C ν pδqε 0 . (7.14)
To prove this, let f P RpW q and observe that G ν f is supported in U ν , and in this set, ∆ ζ " ∆ gν`O pε 0 q, where g ν is the original ALF hyperKähler metric on the hypersurface X ν . Thus
) using (7.11) to obtain the first term in (7.15) . The commutator is an operator in Diff 1 φ pW {Iq of the form r∆ gν , η ν s " c 0`c1 ∇ (7.16) where c 0 " ∆ gν η ν and c 1 " ∇η ν . Now for any given smooth function β with compact support in U ν , βG ν χ ν defines a bounded linear map R Ñ D. Noting that functions in D decay like ρ α while functions in R decay at the faster rate ρ α`2 , in order that (7.16) have small norm, we require that the coefficient of ∇ be bounded by opδqρ and the order-0 term be bounded by opδqρ 2 . This is where the specific form η comes in. Indeed, we have dη ν " χ 1ˆl og σ ν log δ˙d σ ν σ ν log δ (7.17) and since the norm σ´1 ν dσ ν is Opρq, this term is bounded by a multiple of ρ{| log δ|. Similarly |∇ 2 η| " Opρ 2 {| log δ|q. To obtain (7.14) , take δ so small that the operator norm of the commutator in (7.15) is ă 1 10pk`1q . Then (7.14) is obtained.
We now need to complete the definition of G by finding an approximate inverse localized near V . For this, set η ad pxq " 1´ÿ ν χˆl og 2σ ν 2 log δ˙ ( 7.18) so that η ad is identically 1 on the support of χ ad and goes from 1 to 0 as any of the σ ν goes from δ{2 to δ 2 {2. We shall construct an operator G ad as a sum ř η ad G n χ ad where G n acts on the n-th Fourier coefficient of χ ad f P RpW q. Our operator will have properties analogous to those of G ν , G ad : RpW q Ñ DpW q is bounded and ∆ g G ad " χ ad´ead (7.19) and we can choose δ so that the operator norm of e ad : RpW q Ñ RpW q is bounded by 1 10`C ad pδqε 0 . (7.20)
For the construction of G ad we are localized to V , we have the S 1 -action and for f P RpW q we may split χ ad f into its Fourier modes. For the zero Fourier mode, define u 0 P DpW q by the formula u 0 " ε´2η ad G 0 pχ ad f 0 q (7.21) where G 0 is the Green's operator of the euclidean Laplacian R 3 . It is not hard to check that this is bounded between the given spaces, and
As discussed above, the operator norm of the first term can be made as small as we please by choosing δ sufficiently small: the derivatives of η ad give factors of 1{| log δ| in the coefficients of the commutator. On the n-th Fourier mode we invert the model operator
using the explicit Green's operator G n px´x 1 q " e´| n||x´x 1 |{ε 4π|x´x 1 | (7.24) on R 3 . Then the formula p u n pxq " η ad pxq ż G n px´x 1 qχ ad px 1 q p f n px 1 q dx 1 , n ‰ 0 (7.25)
gives the n-th Fourier coefficient of a function u in DpW q if χ ad p f n is the n-th Fourier coefficient of χ ad f , with f P pρσ I q β H m b Ă R α,β,m pW q. Combining the definitions (7.21) and (7.25), we obtain an operator G ad , which is a bounded linear map from RpW q Ñ DpW q. Now, in V , ∆ ζ differs from ∆ ad by an operator ρA where A P Diff 2 φ pW {Iq,
Choose δ so small that the operator norm of the second term on the RHS is less than 1 10 . With δ fixed in this way, the support of AG ad is bounded away from the X ν and so ρ can be bounded here by C ad pδqε 0 .
Choosing δ to satisfy (7.14) and (7.20) , and defining
we have a bounded operator RpW q Ñ DpW q with the property
where the operator norm of e ζ has the form 1 5`C ε 0 . Thus, picking ε 0 sufficiently small, 1´e ζ is invertible and Gp1´e ζ q´1 is the required inverse.
Remark 7.7. The glued inverse operator G appears to depend upon m, in that in general if m is increased, we shall need to take δ smaller. However, the argument shows that if f P č m,n 0 ε n R α,β,m (7.30) then the solution u of ∆ ζ u " f given by the Theorem will lie in the intersection u P č m,n 0 ε n R α,β,m`2 (7.31) Theorem 7.8. Let ζ be as in Theorem 6.7. Then there exists ε 0 ą 0 and a P ε 8 σ 2
such that ζ`da is a hyperKähler triple on W .
Proof. We obtain a finite-regularity solution by the implicit function theorem, and then iterate to obtain smoothness. Seek a " D˚Gφ, where G ζ is the inverse of ∆ ζ from Theorem 7.6. By (2.16) we require φ to solve the nonlinear equation
φ "´e´p rpdD˚Gφq (7.33) where e " Qpζq and p r is quadratic. We find a solution φ P R α,β,m . Since dD˚maps D α,β,m`2 into R α,β,m , we need to know that u Þ Ñ u b u is bounded from R to R. If we choose m ą 5{2 (remember that W is 5-dimensional) then since the weights force decay, this this is indeed satisfied. Because Qpζq is smooth and rapidly decreasing in ε and σ I , by taking ε 0 small, Qpζq can be arranged to have very small norm in any fixed R α,β,m pW q. Because p r is quadratic, φ Þ Ñ´e´p rpdD˚Gφq is a contraction for ε 0 small enough, giving a solution to (7.33) for any given m.
For the regularity statement, note first that the solution will be smooth in any bounded open subset of the interior of W by elliptic regularity, because Qpζq is itself smooth. To see boundary regularity consider first the boundary components X ν and X ad , staying away from spatial infinity I 8 . The solution for a given m is defined in a subset ε ă ε 0 , and by construction this solution has b-regularity of order m at π´1p0q. The solution is also Opε n q for every n, because this is true of Qpζq. If we pass to a larger value m 1 ą m, then we obtain a different solution u 1 defined in ε ă ε 1 , where in general, ε 1 ă ε 0 . However, the solution is unique, so u 0 |tε ă ε 1 u " u 1 , and it follows that u 0 also has b-regularity of order m 1 . Hence indeed in any neighbourhood O of any boundary point of π´1p0q, u P ε 8 H 8 b pOq and so is smooth and vanishes to all orders at the boundary of O.
For the regularity at I 8 , we need to take a closer look at the asymptotic form of g ζ . We claim that mod Oppεσ I q 8 q, g ζ is given by the Gibbons-Hawking Ansatz near I 8 .
Recall that a hyperKähler metric in 4 dimensions can be expressed using the Gibbons-Hawking Ansatz if it admits an isometric triholomorphic S 1 -action. The euclidean coordinates x j emerge as the three components of the hyperKähler moment map for this action, and the Gibbons-Hawking form of the metric follows by using these coordinates.
If we write ζ " ζ 0`ζ1 and correspondingly g ζ " g 0`g1 where ζ 0 and g 0 are exactly S 1 -invariant, then the error terms ζ 1 and g 1 will be Oppεσ I q 8 q. Now ζ is a modification of ω ad by essentially basic forms, which means that ι B θ pζ´ω ad q, ι B θ pζ 0´ωad q are Oppεσ I q 8 q near I 8 .
(7.34)
Thus the x j are approximate moment maps for g 0 and following through the Gibbons-Hawking Ansatz we obtain a harmonic function h, say, defined near I 8 , such that
The smoothness of decaying solutions of the Laplace equation now follows as it did for X ν in Theorem C.3. we note that z^w K " xw, zy.
We are interested in the non-compact manifolds obtained from CP 1ˆC P 1 by removing the diagonal or anti-diagonal, i.e.,
where " is division by the scaling action of C˚ˆC˚on pz, wq. A convenient description of these quotient spaces is in terms of the projection operators we also note the identities P Q " Q, P Q : " 0, (A.8) and
QP " P, QP : " 0. Before we leave the discussion of the projectors P and Q, we note that P : pz, wq " P pz, wq ô w K " z, Q : pz, wq " Qpz, wq ô w " z, (A.13) so that P is Hermitian precisely on the anti-diagonal inside CP 1ˆC P 1 zCP diag 1 and Q is Hermitian precisely on the diagonal inside CP 1ˆC P 1 zCP adiag 1 .
A.2. Ellipses in Euclidean space. To obtain the description of CP 1ˆC P 1 zCP diag 1 and CP 1Ĉ P 1 zCP adiag 1 in §1.4, we use the Pauli matrices
) and then assemble the Cartesian components into vectors X " pX 1 , X 2 , X 3 q t , Y " pY 1 , Y 2 , Y 3 q t in C 3 , with real and imaginary parts
Then the constraint (A.11) implies
We thus arrive at pairs of vectors px, ξq and py, ηq satisfying the constraints (A.17) as natural coordinates on, respectively CP 1ˆC P 1 zCP diag 1 and CP 1ˆC P 1 zCP adiag 1 . They make explicit the isomorphisms
with m "x{|x|, n " y{|y| taking values on the round sphere in Euclidean space, and ξ and η being co-tangent and tangent vectors at m and n. It follows from (A.13) that X " m on the anti-diagonal CP adiag 1 inside CP 1ˆC P 1 zCP diag 1 , so that m is a natural coordinate there. Similarly, Y " n on the diagonal CP diag 1 inside CP 1ˆC P 1 zCP adiag 1 , so that n is a natural coordinate there. This picture is consistent with the self-intersection numbers of the zero-section of T S 2 and the diagonal inside CP 1ˆC P 1 both being`2, and the self-intersection numbers of the zero-section of T˚S 2 and the anti-diagonal inside CP 1ˆC P 1 both being´2.
The coordinates px, ξq and py, ηq naturally parametrise oriented ellipses up to scale in Euclidean space, which we call the X-and Y -ellipse. In this interpretation,x and ξ are major and minor axes of the X-ellipse, while y and η are the major and minor axes of the Y -ellipse. When ξ " 0 the X-ellipse degenerates into a line alongx and when η " 0, the Y -ellipse degenerates into a line along y. The special case of the ellipse becoming a circle is only obtained in the limit of |ξ| Ñ 8 for the X-ellipse and |η| Ñ 8 for the Y -ellipse.
We can now state and prove the main result of this appendix.
Lemma A.1. The X-and Y -ellipses are dual to each other in the sense that
where |η| ‰ 0. This map is an involution of CP 1ˆC P 1 zpCP adiag 1 Y CP diag 1 q , where we also have y "xˆξ |ξ| 2 , η "´ξ |ξ| 2 .
(A.20)
In particular, the degeneration of the X-ellipse into a line corresponds to the degeneration of the Y -ellipse into a circle at right angles to that line, and conversely.
Proof: We deduce from (A.12) that the Hermitian matrices X and Y characterising the Xand Y -ellipses satisfy M pN´N : q " 2 id`N`N : . (A.21)
Writing σ for the vector with cartesian component σ 1 , σ 2 , σ 3 , we have N´N : " 2iη¨σ, pN´N : q 2 "´4|η| 2 (A. 22) showing that N´N : is invertible when |η| ‰ 0, with inverse pN´N : q´1 "´N´N When |η| ‰ 0, it also induces the map X Þ Ñ´X.
The SU p2q action on the homogeneous coordinates induces the adjoint SOp3q action on both X and Y , so a rotation X Þ Ñ GX, Y Þ Ñ GY, (A. 32) of the complex vectors X, Y P C 3 by G P SOp3q. This action commutes with the action of the Vierergruppe given above.
To make contact with the discussion in the main text we also require a lift of the Vierergruppe to the subgroup D 2 of SU p2q. This can be achieve by noting that the traceless complex matrix M can be expressed in terms of the magnitudes ofx and ξ as M " gp|x|σ 3`i |ξ|σ 1 qg : , g P SU p2q (A. 33) and that, for given M , this fixes g up to sign when ξ ‰ 0. Then one checks that, with the matrices R ℓ " expp´i π ℓ σ 3 q and S "´iσ 2 defined in (1.2) the right-multiplication by S, g Þ Ñ gS, (A.34)
induces the map s : px, ξq Þ Ñ p´x,´ξq given in (1.14) , and the right-multiplication by R, g Þ Ñ gR ℓ , (A. 35) induces the map px, ξq Þ Ñ px, R m p2π{ℓqξq, where we used the notation defined after (1.19) . In particular, the right-multiplication by R 2 induces the map r given in (1.2) . Identifying pg, |ξ|q for ξ ‰ 0 with gp|ξ|, 0q t P C 2 , this is the lift of the Vierergruppe to the binary dihedral group D 2 acting on C 2 which is used in the main text.
Appendix B. Manifolds with corners B.1. Definitions. In this paper, we have used manifolds with corners (MWCs) systematically to resolve singularities (for example the indeterminacy in the adiabatic Gibbons-Hawking family in §5) and to obtain a smooth family of D k ALF gravitational instantons on the Sen space. We gather here the most important definitions of the theory, the aim being to make the rest of the paper more self-contained, rather than to give a systematic development. For more details, the reader is referred to [30] or the short summary in [28] . Another good introduction is contained in [1] . We give start with an extrinsic definition of MWC, referring to the above references for the intrinsic approach.
Let M be a real manifold of dimension n. A subset X Ă M is an n-dimensional manifold with corners (MWC) if X is a finite non-empty intersection of 'half-spaces' H j " tρ j 0u, where the ρ j P C 8 pM q and dρ j ‰ 0 on the zero-set of ρ j . (Here j lies in some finite index set J.) This condition guarantees that Z j " tρ j " 0u is a smooth embedded submanifold of M of codimension 1.
We assume that the interior X˝of X (in M ) is non-empty, so that X˝is an n-manifold. We assume also that there is no redundancy in the set tH j u, so that the intersection of any proper subset of the H j is strictly larger than X. In particular Y j " X X Z j is non-empty, and more importantly its interior in Z j is a manifold of dimension of n´1. It is customary to suppose that the Y j are connected. (This can be achieved by renumbering, and possibly shrinking the ambient manifold M .) The Y j are called the boundary hypersurfaces of X an ρ j is the boundary defining function (bdf ) of Y j .
The final technical point is that all non-empty intersections of the boundary hypersurfaces should be cut out transversally by the ρ j -we do not want any pair of boundary hypersurfaces to meet tangentially, for example. Thus we insist that if ρ j ppq " 0 for j " 1, . . . , k (B.1) then dρ 1 ppq^¨¨¨dρ k ppq ‰ 0. (B.2) (It is to be understood that this holds for all subsets of J.) It follows in particular that at most n boundary hypersurfaces can meet in X.
Example B.1. If we have a finite collection of generically chosen half-spaces in R n , then there intersection (if non-empty) will be a manifold with corners. One may think of a general manifold with corners as a 'curvilinear version' of this, though of course there is no reason for a general MWC to be homeomorphic to a ball. Example B.2. A closed (solid) octahedron in R 3 is not an example of a MWC because four faces come together at each vertex, which is not allowed in a MWC of dimension 3.
In this paper, all our MWCs have corners only up to codimension 2: in other words, there are non-empty intersections of certain pairs of boundary hypersurfaces, but any intersection of three boundary hypersurfaces is empty. We now explain what is meant by adapted coordinates in this setting. Example B.3. First of all, suppose that p lies on some boundary hypersurface Y but is not in any intersection Y X Y 1 of boundary hypersurfaces. Then adapted coordinates in a neighbourhood Ω of p in X are pρ, y 1 , . . . , y n´1 q, where the y j are local coordinates on Y X Ω centred at p: thus p is identified with the origin of this coordinate system.
Example B.4. Similarly, if p P Y X Y 1 and the bdfs of Y and Y 1 are respectively ρ and σ, adapted coordinates in a neighbourhood Ω of p in X are pρ, σ, y 1 , . . . , y n´2 q, where now the y j are local coordinates on Y X Y 1 X Ω (which is an ordinary (n´2)-manifold because there are no corners of codimension 3 or more), centred at p. Again, p is identified with the origin of this coordinate system. B.2. The b-tangent bundle. The references mentioned above develop a suitable category of MWCs and smooth maps. In this development, the so-called b-tangent bundle of MWCs is the 'correct' replacement for the tangent bundle in ordinary differential analysis.
Let X be a compact MWC, of dimension n. The set of all smooth vector fields which are tangent to all boundary faces of X is denoted V b pXq. There is a smooth vector bundle the b-tangent bundle T b X with the property that C 8 pX, and V b pΩq is the space of all linear combinations of these vector fields with coefficients in C 8 pΩq.
If we change adapted local coordinates in either of these examples, we get new local bases (B.3) or (B.4) and it is easy to see that these are related by transition functions in C 8 pΩq. This is one way to verify the existence of the bundle T b X.
For every point p of X there is an 'evaluation map' T b,p X Ñ T p X, but this is not an isomorphism if p P BX. On the other hand the restriction of T b X to the interior X˝of X is canonically isomorphic to T X˝. However, if v P V b pXq, the smoothness of the coefficients up to and including the boundary of X means that v|X˝will have some controlled vanishing near each of the boundary hypersurfaces.
It is convenient to introduce the following notation.
Notation B.7. Let X be a MWC as above. Let Ω be an open set of X. Then C 8 pΩq is the space of smooth functions on Ω (up to an including the boundary of X, if Ω X BX ‰ H). The space C 8 0 pΩq is the subspace of functions with compact support of Ω. The support of such a function meets BX in a compact subset of BX X Ω but need not be empty. By contrast, the subspace 9 C 8 pΩq consists of those functions which vanish to all orders at the boundary hypersurfaces with non-empty intersection with Ω. If f P 9 C 8 pΩq we say that f is rapidly decreasing at BΩ and this has to be understood in the precise sense of the previous sentence. In the setting of Example B.4, we say that f P C 8 pΩq is rapidly decreasing at Y if f vanishes to all orders in the bdf ρ of Y . B.3. Radial compactification and the scattering tangent bundle. Let E be a euclidean vector space of dimension n. The radial compactification E is a compact manifold with boundary, obtained by adjoining the 'sphere at 8' to E. Concretely, E is obtained from the disjoint union E Y S n´1ˆr 0, 1q
by identifying x P t|x| ą 1u with the point px{|x|, 1{|x|q in S n´1ˆp 0, 1q. For the smooth structure defined on E in this way, ρ " 1{|x| is a bdf for BE in E, smooth in a neighbourhood of the boundary. (By cutting off ρ to be equal to 1 in a Bp0, 1{2q, say, we can define a bdf for BE which is in C 8 pEq.) If we adjoin local coordinates py 1 , . . . , y n´1 q in S n´1 to ρ, we then have adapted local coordinates near a point of BE. It is not hard to see that the standard euclidean vector fields B{Bx j become smooth linear combinations of the vector fields
This observation motivates the definition of the scattering tangent bundle T sc E which is locally spanned over C 8 pEq by the vector fields (B.5). Correspondingly, the euclidean metric extends as a smooth metric on the bundle T sc E over E-another example of a rescaled tangent bundle on the compactification of a non-compact manifold.
One of the advantages of the radial compactification E of E is that important subspaces of C 8 pEq have simple descriptions [27, Appendix A] using E. We mention some of these:
‚ The Schwarz space S pEq Ă C 8 pEq of functions all of whose derivatives vanish faster than any power of |x| for |x| Ñ 8 corresponds exactly 9 C 8 pEq. ‚ The space S 0 pEq of Kohn-Nirenberg symbols of order 0 on E, that is, the functions f such that
for all multi-indices α corresponds to the space A 0 pEq of conormal functions (of order 0): this space can be defined as the set of functions f for which
for any collection of b-vector fields v j P V b pEq. ‚ The subspace C 8 pEq Ă A 0 pEq then corresponds to the space S 0 cl pEq of classical symbols, meaning those that have classical asymptotic expansions as sums of homogeneous functions for large x. ‚ More generally, the space of symbols of order m on E corresponds to ρ´mA 0 pEq, with ρ´mC 8 pEq corresponding to the subspace of classical symbols of order m.
B.4. Blow-up of a point in a half-space. Since it is so important in this paper, we quickly describe the real blow-up of the origin in a half-space. For a more complete description of the real blow-up, two references among many are [1, 30] . Let E be an n-dimensional euclidean space and let X " Eˆr0, 8q, with euclidean coordinates x P E and ε in the half-line. The real blow-up r X of X in p0, 0q, denoted by rX; p0, 0s, is a MWC in which there is a new boundary hypersurface, the front face ff or exceptional divisor, which parameterises the space of rays in X emanating from p0, 0q. If such a ray does not lie in Eˆt0u, then it has a unique intersection with Eˆt1u, and so this part of ff may be naturally identified with another copy of E.
The main properties of r X are the following ( Figure 5 ). First of all it is a MWC with two boundary hypersurfaces, which we shall denote by Y 0 and Y 1 . Y 0 is the lift of tε " 0u Ă X to r X and is naturally identifiable with the blow-up rE; 0s of E in the origin. (Thus Y 0 is diffeomorphic to the complement of an open ball in E, though not canonically.) On the other hand the front face Y 1 by definition is the set of rays in X through 0, and is naturally identifiable with the radial compactification of another copy E 1 , say, of E. (It is natural to think of E 1 as the tangent space
The blow-up map β : r X Ñ X maps Y 1 to p0, 0q and restricts to define a diffeomorphism r XzY 1 Ñ Xzp0, 0q.
The original coordinates px, εq lift to r X and give smooth coordinates away from Y 1 . In particular ε is a local bdf for Y 1 , in the sense that is an acceptable bdf for Y 1 on any subset Ω which is bounded away from Y 1 . Similarly, px 1 " x{ε, εq are local coordinates near any point of Y 1 zY 0 X Y 1 , and ε is a local bdf for Y 1 , away from Y 0 . Adapted coordinates near the corner can be taken to be pρ, σ, yq, where y " x{|x|, ρ " 1{|x 1 | " ε{|x| and σ " |x|. In particular β˚ε " ρσ in these coordinates.
Appendix C. Analysis of the Laplacian of an ALF space
In §3 we recalled the notion of a compact manifold with fibred boundary, or φ-structure. The geometrical microlocal approach to the analysis of elliptic operators in this setting was first undertaken in [26] and was further developed for the purposes of Hodge theory in [36] and [19] . In this section our focus is on the Laplacian of a strongly ALF metric (Definition 3.6), and in particular on the Poisson problem ∆ g u " f (C.1) on a strongly ALF space pX, gq. The analysis of (C.1) is simpler than that of the Laplacian of a general φ-metric for two reasons. First of all, g is essentially invariant with respect to the S 1 -action we have in the asymptotic Gibbons-Hawking chart guaranteed by Definition 3.6. It follows from ∆ g preserves the Fourier modes of u, up to rapidly decreasing errors near BX. In particular, modulo such very small errors, if u is S 1 -invariant in a neighbourhood of BX, then ∆ g u " h´1∆ 0 u, in the Gibbons-Hawking chart, where h is the harmonic function which defines the the asymptotic Gibbons-Hawking metric. The very weak coupling between the different Fourier modes, together with this very simple action of ∆ g on the zero Fourier-mode yields much more regular behaviour of the solution u in (C.1) if f , for example is smooth and supported away from BX.
In order to state our results, we have to introduce function spaces which treat the zero-and non-zero-Fourier modes of the data differently.
Definition C.1. Let dµ b be any smooth b-density on X, and let L 2 b pXq be the resulting space of L 2 functions. For positive integers H n,m φ,b pXq is the Sobolev space of functions on X with m b-derivatives and n φ-derivatives in L 2 b pXq:
As previously, the subscript ei will be used to denote functions which are essentially invariant near BX. Write H s b pXq for H s,0 pXq. We now define a family of domains and ranges for ∆ g so that
is a bounded invertible linear mapping. There is some flexibility in the definition, and we choose to make the range space as close as possible to a b-Sobolev space, albeit one in which the invariant and non-invariant components with respect to the S 1 -action are weighted differently. For m a positive integer and any numbers α ą 0 and β ą α`2, define
In this definition, U is a collar neighbourhood of BX and χ is cut-off function with compact support in U and identically 1 in a neighbourhood of BX. We always take β ą α`2, so that the invariant component decays more slowly than the non-invariant component. For the domain, define
where everything is already defined apart from H α . This is a finite-dimensional space of finiteorder harmonic multipole expansions on R 3 ,
where h j pxq is homogeneous of degree´j on R 3 zt0u. Here if α P p0, 1q, H α " t0u by definition. solving ∆u " f .
The essentially invariant part of u in (C.7) is not merely smooth, but has an asymptotic expansion in homogeneous harmonic functions (multipole expansion). That is, there is a sequence of functions h j on R 3 zt0u such that for any N , where h j is homogeneous of degree´j. Furthermore this equation can be differentiated any number of times and remains valid.
C.1. Discussion of Proof of Theorem C.2. In this section, we assume some familiarity with the methods and notation of [26] as presented in that paper or the others mentioned at the beginning of this Appendix. The inverse operator G is constructed in stages, using the class ΨφpXq of φ-pseudodifferential operators on X. These operators have kernels whose structure is clearest on the 'stretched product' X 2 φ , which is a certain blow-up of the cartesian square X 2 " XˆX. It has two front faces, ff b and ff φ , as well as the old boundary hypersurfaces, which are the lifts of BXˆX and XˆBX to X 2 φ . The space of φ-smoothing operators Ψ´8 φ pXq consists of those operators whose Schwarz kernels lift to smooth functions on X 2 φ which are in addition rapidly decreasing at all boundary hypersurfaces apart from ff φ . The first step in the construction of G is to find G P Ψ´2 φ pXq such that ∆P " 1´R " P ∆ (C.9) where R P Ψ´8 φ pXq.
In an asymptotic Gibbons-Hawking chart, R has kernel of the form Rpx´x 1 , x 1 ; θ, θ 1 q, where R is smooth and rapidly decreasing in the first two variables 2 . (Here px, θq and px 1 , θ 1 q are local coordinates on two copies of the asymptotic Gibbons-Hawking chart of X.) The subclass Ψ´8 ei pXq of essentially invariant smoothing operators is defined by insisting that R be essentially invariant with respect to the diagonal circle action on X 2 φ . Explicitly, this means that the kernel of R has the form Rpx´x 1 , x 1 , θ´θ 1 q modulo a function in 9 C 8 pX 2 φ q. The construction of P depends only on the φ-symbol of ∆ g , and it is not hard to check that the essential invariance of ∆ g means that P can be chosen to be essentially invariant so that R P Ψ´8 φ,ei . To summarise:
Proposition C.4. Let pX, gq be (the compactification of ) a strongly ALF space, and let ∆ g be the Laplacian of g. Then there exist P P Ψ´2 φ,ei pXq and R P Ψ´8 φ,ei pXq, formally self-adjoint, such that P ∆ g " 1´R, ∆ g P " 1´R.
(C.10)
The error term R in (C.10) is not compact as an operator L 2 pXq Ñ L 2 pXq, and so (in contrast to the case of a compact manifold without boundary) Proposition C.4 does not immediately imply that ∆ g is Fredholm. We shall improve P by replacing it by an operator P`Q, so that ∆ g Q´R is still smooth but also decays 'at 8' and in particular at ff φ . This condition has a precise interpretation in terms of vanishing at the various boundary hypersurfaces of X 2 φ . Just by setting x " x 1`w , we obtain:
Lemma C.5. Let pX, gq be a strongly ALF space with Laplacian ∆ g as above. Then the action of ∆ g on Qpx´x 1 , x 1 , θ, θ 1 q is given by the first factor of the product) to X 2 φ is given by
where r ∆ 0,w is the horizontal lift of the euclidean Laplacian (in w) as in (6.33) (with ε " 1).
In general, the normal operator N pAq of a φ-differential operator is obtained from the lift of the operator to X 2 φ , acting on functions defined near ff φ , and setting ρ φ " 0. For ∆ g , this is achieved by taking x 1 to 8, yielding N p∆ g q " ∆ 0 " ∆ R 3ˆS1 , (C.12) (the variables in R 3ˆS1 being pw, θq). Moreover, N pRq is defined for any R P Ψ´8 φ pXq by restriction to ff φ . Thus to 'solve away' the leading term of R at ff φ , it is enough to solve the model problem N p∆ g qQ 0 " N pRq (C.13) for Q 0 defined on ff φ . A smooth extension of Q 0 to the interior will then give Q P Ψ´8 φ pXq with N pQq " Q 0 and such that ∆ g Q´R vanishes at least to first order at ff φ .
In the language of [26] the Laplacian is not fully elliptic, meaning that one cannot solve (C.13) with a rapidly decreasing Q 0 even if N pRq is rapidly decreasing. The problem here is the zero Fourier-mode or invariant part of N pRq. Thus we shall treat the zero-and non-zero Fourier modes of N pRq and Q 0 separately.
Definition C.6. The space C 8 ei,ei pX 2 φ q consists of those smooth functions on X 2 φ that are essentially S 1ˆS1 -invariant in a neighbourhood of ff φ Y ff b . Similarly Ψ´8 ei,ei pXq is the subspace of Ψ´8pXq consisting of the essentially S 1ˆS1 -invariant elements.
Remark C.7. In other words, pei, eiq functions on X 2 φ are those that can be written in the form f 0`f1 , where f 0 is supported near ff φ Y ff b and pulled back from U 2 sc , while f 1 P 9 C 8 pX 2 φ q. When smooth functions are regarded as Schwarz kernels of operators on functions on X, P P Ψ´8 ei pXq will (essentially) preserve the Fourier modes: the n-th Fourier mode of P u near the boundary is determined by the n-th Fourier mode of u, up to Opρ 8 q errors. On the other hand, if Q P Ψ´8 ei,ei , Qu is essentially invariant and depends only on the zero-Fourier mode of u, up to Opρ 8 q errors. Thus Q essentially annihilates the non-zero Fourier modes of u.
Similar issues were encountered and dealt with in [36, 19] . Our results are slightly simpler because of the essential invariance of g and the simple explicit form (C.11) of the lift of ∆ g to X 2
φ . Proposition C.8. Let pX, gq be a strongly ALF space with asymptotic Gibbons-Hawking model g gh . There exists G P Ψ´2 φ,ei pXq`ρ b ρρ 1 C 8 ei,ei pX 2 φ q (C.14)
such that ∆G " 1, G∆ " 1.
(C.15)
Here ρ b is the bdf of ff b and ρ and ρ 1 are the bdfs of the old boundary hypersurfaces of X 2 φ .
Proof. (Sketch) Starting from the error term R P Ψ´8 ei pXq from Proposition C.4, write R " R 0`R1 , where R 0 is exactly invariant with respect to the S 1ˆS1 -action, and supported near ff φ . (This can be achieved by averaging R over S 1ˆS1 .) Then we may think of R 0 , at least away from ff φ , as a function R 0 px, x 1 q, where x and x 1 are euclidean (asymptotic) coordinates on the base U of the asymptotic Gibbons-Hawking chart of X. We solve ∆ gh Q 0 " R 0 , (C. 16) near ff φ Y ff b using the formula:
Here ρ " 1{|x|, ρ 1 " 1{|x 1 |, and χptq is a cut-off function identically equal to 1 for t δ{2 and 1 for t δ. So defined, Q 0 satisfies (C.16) where χpρq " 1, which includes a neighbourhood of ff b Y ff φ . What has to be checked is that (C.17), lifted to X 2 φ , defines a function with vanishing specified in (C.14), and we omit the details of this computation. In any case, we have ∆ gh Q 0 " χpρqχpρ 1 qR 0`r ∆ gh , χpρqsχpρ 1 q 1 4π ż 1 |x´x 2 | hpx 2 qR 0 px 2 , x 1 q dx 2 .
(C.18)
We may suppose that χpρqχpρ 1 q is identically 1 on the support of R 0 . Then since the commutator term is supported away from ff φ Y ff b we have a solution to (C.16), modulo an error supported near ρ 1 " 0 but away from the other faces. For the non-invariant part, we solve r ∆ gh Q 1 " R 1 (C. 19) less explicitly by using the normal operator of r ∆ gh . From (C.12), N p∆ g q is the flat Laplacian on R 3ˆS1 . This is easily inverted on the non-zero Fourier modes by use of the Fourier transform.
Lemma C.9. Let f P C 8 pR 3ˆS1 q be rapidly decreasing in w P R 3 and be such that the zero-Fourier mode of f is 0. Then there exists smooth rapidly decreasing u such that ∆ 0 u " f .
Proof. Expand f in Fourier series and take the Fourier transform in R 3 . Then f is replaced by a sequence p p f n pηqq where p f 0 " 0, all coefficients are smooth and rapidly decreasing in pη, nq. In the dual variables, ∆ 0 acts on the n-th component as multiplication by |η| 2`n2 . Hence we define u to be the inverse Fourier transform of p f n pηq |η| 2`n2B ecause p f 0 " 0, each coefficient is smooth in η and the sequence is rapidly decreasing in pn, ηq. Hence u is smooth and rapidly decreasing in w.
Applying this result with f replaced by N pRq, we obtain a first approximation q 1 , to Q 1 , that is r ∆ gh q 1´R1 P ρ φ Ψ´8 ei pXq (C.20) We can now iterate the construction successively to solve away the coefficients in the expansion of (C.20) at ff φ . The result is Q 1 P Ψ´8 ei pXq (and with no zero Fourier-mode) such that r ∆ gh Q 1´R1 P ρ 8 φ Ψ´8 ei pXq (C.21)
Combining Q 0 and Q 1 on X 2 φ , we obtain an improved parametrix P 1 " P`Q which inverts ∆ gh mod a compact error. Standard arguments, using the formal self-adjointness and positivity of ∆ gh allow one to get from here to the inverse G in the statement of the theorem.
To complete the proof of Theorem C.2, it has to be checked that the operator G of Proposition C.8 defines a bounded linear map R α,β,m pXq Ñ R α,β,m`2 pXq for every β ą α`2 and all m. This can be proved, for example by splitting G as a sum of terms, one being in Ψ´2 φ and the rest having smooth kernels on X 2 φ . The boundedness is proved separately for these terms, either by hand, or by using the general push-forward theorem of [28] .
As a technical remark, we observe that the asymptotic expansion of u in Theorem C.3 is much better than might be expected in general. These asymptotic expansions are generally polyhomogeneous conormal expansions and arise as part of the general theory of b-differential operators, [29, Chapter 5] . The reason that our expansions are so simple is that ∆ g´∆gh vanishes to all orders in ρ near BX. This means that the asymptotic expansion of an L 2 solution of ∆ g u " f , where f P 9 C 8 pXq, will consist of S 1 -invariant terms and these will be exactly as for the asymptotic solution of ∆ gh u 0 " f 0 , where u 0 and f 0 are S 1 -invariant, and f 0 P 9 C 8 pR 3 q. Once again, because ∆ gh u 0 " h∆ 0 u 0 , the asymptotic expansion for u 0 must be the same as for the laplacian on R 3 , which of course is the usual multipole expansion of a harmonic function defined in a region t|x| ą Ru Ă R 3 .
