In this paper, we develop machinery for proving sum of squares lower bounds on symmetric problems based on the intuition that sum of squares has difficulty capturing integrality arguments, i.e. arguments that an expression must be an integer. Using this machinery, we prove a tight sum of squares lower bound for the following Turan type problem: Minimize the number of triangles in a graph G with a fixed edge density. We also give an alternative proof of Grigoriev's sum of squares lower bound [14] for the knapsack problem.
Introduction
The sum of squares hierarchy (which we call SOS for brevity), a hierarchy of semidefinite programs first indepedently investigated by Shor [31] , Nesterov [24] , Parrilo [25] , Lasserre [20] , and Grigoriev [14, 15] , is an exciting frontier of algorithm design, complexity theory, and proof complexity. SOS is exciting because it provides a single unified framework which can be applied to give approximation algorithms for a wide variety of combinatorial optimization problems. Moreover, SOS is conjectured to be optimal for many of these problems. In particular, SOS captures the Goemans-Williamson algorithm for MAX-CUT [12] , the Goemans-Linial relaxation for sparsest cut (analyzed by Arora, Rao, and Vazirani [2] ), and the subexponential time algorithm for unique games found by Arora, Barak, and Steurer [1] . More recently, SOS has been applied directly to give algorithms for several problems including planted sparse vector [5] , dictionary learning [6] , tensor decomposition [11, 18, 21] , tensor completion [8, 26] , and quantum separability [7] .
That said, SOS cannot capture everything. As shown by SOS lower bounds for constraint satisfactions problems (CSPs) [15, 30, 3, 19] and SOS lower bounds on planted clique and other planted problems [22, 9, 16, 4, 17] , SOS cannot capture probabilistic arguments. As shown by Grigoriev's SOS lower bound for 3-XOR [15] and by a gap between SOS and belief propagation [23] , SOS cannot capture aruguments such as Gaussian elimination which are not robust. Finally, as shown by Grigoriev's SOS lower bound for the knapsack problem [14] , SOS cannot capture integrality arguments, i.e. arguments which say that an expression must be an integer. In this paper, we focus on this last weakness of SOS. We develop machinery for proving SOS lower bounds on symmetric problems based on the intution that SOS cannot capture integrality arguments. Along the way, we demonstrate this machinery with two examples, the knapsack problem itself and a Turan-type problem about triangles.
2 Preliminaries, main results, and relationship to previous work 2 
.1 SOS and pseudo-expectation values
We begin by defining SOS and pseudo-expectation values, which are used to prove SOS lower bounds. One way to describe SOS is through Positivstellensatz proofs, which are defined as follows:
Definition 2.1. Given polynomial equations s 1 = 0, s 2 = 0, etc. over R, a degree d Positivstellensatz proof of infeasibility is an equality of the form
Definition 2.2. Given polynomial equations s 1 = 0, s 2 = 0, etc., degree d SOS says these equations are infeasible over R if there is a degree d Positivstellensatz proof of infeasibility. Otherwise, degree d SOS says that these polynomial equations are feasible over R.
Given a system of polynomial equations which is infeasible, to show a degree d SOS lower bound for refuting these equations over R we must show that there is no degree d Positivstellensatz proof of infeasibility. This can be done with degree d pseudo-expectation values, which are defined as follows: Proof. If we assume that we have both degree d pseudo-expectation values and a degree d proof of infeasibility, then applying the pseudo-expectation values to the Positivstellensatz proof, we get the following contradiction:
Corollary 2.5. To prove degree d SOS lower bounds for refuting a system of polynomial equations s 1 = 0, s 2 = 0, etc. over R, it is sufficient to find degree d pseudo-expectation valuesẼ for these equations.
Remark 2.6. The idea behind pseudo-expectation values is that they should mimic actual expected values over a distribution of solutions. In particular, as shown by the following proposition, ifẼ comes from a distribution over actual solutions then it automatically gives pseudo-expectation values. This fact is crucial for our results. 
General setup, knapsack, and a triangle problem
In this paper, we consider the following type of problem, which we call a symmetric graph problem Definition 2.8. Define K n,t to be the complete t-uniform hypergraph with vertices V (K n,t ) = [1, n] Definition 2.9. We define a symmetric graph problem P to be a problem with the following structure:
1. We start with K n,t for some t ≥ 1.
2. For each edge e ∈ E(K n,t ), we have a variable x e and we have the constraint x 2 e = x e (i.e. x e has value 1 or 0 corresponding to whether e is present or not) 3 . The problem constraints (as a whole) are symmetric with respect to permutations of [1, n] .
Our first example the knapsack problem with unit weights with capacity k. Although the true answer is ⌊k⌋, when k is not an integer SOS requires degree at least 2 min {k, n − k} to show that it is impossible to reach the full capacity k [14] . This problem can be expressed as a symmetric graph problem as follows:
Example 2.10 (Knapsack with unit weights).
1. We start with K n,1 .
2. For each edge e = {i} ∈ E(K n,1 ) we have a variable x i = x e and we have the constraint
3. We have the additional constraint that n i=1 x i = k Our second example is a Turan type problem about triangles. The classic Turan problem [32] asks for the largest number of edges a graph G can have without having a clique of size k. The answer to this problem is ≈ n 2 −(k −1) n k−1 2 which comes from having k −1 independent sets of approximately equal size and having all remaining edges. Here we consider the following variant. Rather than asking about the maximum number of edges we can have without having a triangle, we ask the following: For a given edge density ρ, what is the minimum number of triangles we can have? This problem can be expressed as a symmetric graph problem as follows:
1. We start with K n,2 .
2. For each edge e = (i, j) ∈ E(K n,2 ) where i < j, we have a variable x ij = x ji = x e and we have the constraint
3. We have the constraint that i,j∈ [1,n] :i<j x ij = ρ n 2 4. We have the constraint i,j,k∈ [1,n] :i<j<k x ij x ik x jk = t(n, ρ) where
is the target number of triangles. As discussed in the next two subsections, we choose this value of t(n, ρ) because it has the following properties.
(a) There is an infinite family of graphs for which t(n, ρ) is the correct answer. This allows us to define natural pseudo-expectation valuesẼ for these equations (b) For almost all values of ρ, t(n, ρ) is less than the true minimum number of graphs.
Analyzing the triangle problem
In this subsection, we analyze the triangle problem. In particular, we present a proof of the following lower bound on the number of triangles in a graph with edge density ρ which is due to Goodman [13] . We then state the general asymptotic answer, which was proved by Razborov [29] .
Remark 2.12. Goodman's paper [13] considers the slightly different problem of minimizing the total number of triangles and independent sets of size 3, but the ideas are essentially the same.
Theorem 2.13. If G is a graph with n vertices and edge density ρ then G has at least t(n, ρ) =
Proof. For the analysis, we consider induced subgraphs of G with three vertices. The following definitions are helpful.
Definition 2.14.
1. We define N 3,3 = i,j,k∈ [1,n] :i<j<k x ij x ik x jk to be the number of triangles of G.
We define
to be the number of induced subgraphs of G with 3 vertices which have 2 edges.
to be the number of induced subgraphs of G with 3 vertices which have 1 edge. 
Proof. This proposition is just saying that every induced subgraph on 3 vertices has either 0, 1, 2, or 3 edges. 
Proof. The expression on the left counts the number of times an edge is missing from an induced subgraph on 3 vertices. This happens once for every induced subgraph on 3 vertices which has 2 edges, twice for every induced subgraph on 3 vertices which has 1 edge, and three times for every induced subgraph on 3 vertices which has 0 edges.
The expression on the left counts the number of times a pair of edges with a common endpoint are both missing from an induced subgraph on 3 vertices. This happens once for every induced subgraph on 3 vertices which has 1 edge and three times for every induced subgraph on 3 vertices which has 0 edges.
Proof. This follows immediately from the following facts which were shown above:
Using Corollary 2.19, to lower bound the number of triangles, we should lower bound n i=1 j,k:j<k,j =i,k =i
and N 3,1 For N(3, 1) we take the trivial lower bound.
we use the following lemma:
Proof. The tight case for this lower bound is if for each vertex i, there are exactly (1 − ρ)(n − 1) j = i which are not adjacent to i. To see that this is tight, consider the expression
This expression must be non-negative and is the sum of the following terms:
as needed Putting these bounds together, Theorem 2.13 follows. We have that
Corollary 2.22. For any edge density ρ, the limit of the ratio of the minium number of triangles to n 3 as n goes to ∞ is at least 1 − (1 − ρ)(1 + 2ρ) = ρ(2ρ − 1). We now show that the bound in Theorem 2.13 corresponds to having k independent sets of size n k and having all remaining edges. This makes sense as such graphs are regular and have N 3,1 = 0. Thus, Corollary 2.22 is tight when ρ equals one of the critical values {1 − 1 k : k ∈ Z, k ≥ 2} Corollary 2.23. Given an edge density ρ, taking k be the number such that n k − 1 = (1 − ρ)(n − 1),
Proof.
For the triangle problem, if k turns to be an integer then Theorem 2.13/Corollary 2. 23 gives the correct answer. If not, then there is a tension between making the graph regular to minimize n i=1 j,k:j<k,j =i,k =i (1 − x ij )(1 − x ik ) and splitting the graph into independent sets so that N 3,1 = 0, which makes the analysis much more complicated. The following theorem, proved by Razborov [29] , gives the general asymptotic answer Theorem 2.24. Given an edge density ρ, let t = ⌊ 1 1−ρ ⌋. As n goes to ∞, the ratio of the minimal number of triangles to n 3 is
Remark 2.25. The bound in Theorem 2.24 corresponds to taking t independent sets of equal size, taking the remaining vertices to be one final independent set of equal or smaller size, and taking all remaining edges.
Good stories and pseudo-expectation values for knapsack and the triangle problem
Although Grigoriev's knapsack lower bound [14] requires considerable combinatorics to prove, it is easy to describe the intuition for it. The intuition is that we can take the pseudo-expectation values corresponding to taking k out of the n elements and low degree SOS cannot tell that k is not an integer.
In this subsection, we show that this kind of description/intuition, which we call a good story, allows us to define pseudo-expectation values for knapsack and for the triangle problem. We then describe more generally what we need from a good story. In Section 3, we give a more rigorous definition for good stories and show that having a good story is sufficient to check the required conditions for pseudo-expectation values, giving us SOS lower bounds.
To define the pseudo-expectation valuesẼ, it is sufficient to defineẼ[p] for all monomials p. Given a monomial p, we can findẼ[p] by considering the indices of p one by one.
Example 2.26 (Knapsack). For knapsack, we want to set k out of the n x i equal to 1 and we want to set the rest equal to 0. We can use this intuition to find pseudo-expectation values as follows.
To findẼ[x i ]
, consider x i . We set x i = 1 with probability k n and we set
, consider x i and then x j . Again, we set x i = 1 with probability k n and we set x i = 0 with probability n−k n . Conditioned on x i being set to 1, we set x j = 1 with probability 27 . When we consider the indices one by one, all of the probabilities are non-negative as long as we consider at most ⌊min {k, n − k}⌋ + 1 indices. If we consider more indices, the probabilities may become negative, resulting in a negative value for
Following similar logic, for all
, but this expression is still well-defined as long as |I| ≤ n.
Example 2.28 (Triangle Problem). For the triangle problem, we want to have k independent sets of size n k and have all edges between two different independent sets. We can use this intuition to find pseudo-expectation values as follows.
, consider i and then j. With probability 1, i is in some independent set. With probability
Conditioned on j being in a different independent set than i, k is in the same independent set as j with probabiity n k −1 n−2 and k is in a different independent set than both i and j with probability
n−3 , and l is in a different independent set from i, j, k with probability
Putting everything together,
Remark 2.29. It is difficult to write down the general expression forẼ explicitly. Fortunately, as we will show, our description forẼ is sufficient to check the required conditions and prove an SOS lower bound. Remark 2.30. When we consider the indices one by one, all of the probabilities are non-negative as long as we consider at most ⌊min {k, n k }⌋+1 indices. If we consider more indices, the probabilities may become negative but the expressions are still well-defined as long as we consider at most n indices.
With these examples in mind, roughly speaking, we say that a description/intuition for a symmetric graph problem P is a level (r, n ′ ) good story if the following is true (see Definition 3.7 Theorem 4.8 for more precise statements) 1. The description allows us to consider up to r indices and obtain a probability distribution for what happens with these indices.
2. The description allows us to consider what happens with up to n ′ indices and obtain expressions which are well-defined. However, we may not obtain a probability distribution because the probabilities may be negative.
3. The description sounds like a single input graph G 0 (up to symmetry).
Example 2.31. Saying that we take k out n elements is a level (⌊min {k, n − k}⌋ + 1, n) good story for the knapsack problem Example 2.32. Saying that we have k independent sets of size n k is a level (⌊min {k, n k }⌋ + 1, n) good story for the triangle problem
Index degree of a polynomial
Before describing our main results, we need one more preliminary. In our analysis, we will consider indices in [1, n] one by one. For this analysis, rather than considering the degrees of polynomials, we consider their index degrees, which we define as follows:
1. Given a monomial p = e∈Ep x e , we define the index degree of p to be
In other words, deg index (p) is the number of indices which p depends on.
Given a polynomial
Example 2.34. If p is the monomial p = x 12 x 34 then p has degree 2 and index degree 4.
35. If f = x 12 x 13 + x 4 24 then f has degree 4 and index degree 3.
We will also need an analgous definition where we only consider the indices outside of a subset I ⊆ [1, n]. Definition 2.36. Let I ⊆ [1, n] be a subset of indices.
1. Given a monomial p = e∈Ep x e , we define the index degree of p on [1, n] \ I to be
Main results
With these preliminaries in hand, we can now describe our main results. Our machinery requires two main components. The first component, which we show in Section 3, says that if we have a good story for a symmetric graph problem P then we can find a linear mapẼ which satisfies the problem constraints and is non-negative on all squares which are symmetric under permutations of all but a few elements. 
The second component says that for any linear mapẼ from polynomials to R and any square g 2 , we can reexpressẼ[g 2 ] as a sum of pseudo-expectations of squares which are symmetric under permutations of all but at most deg index (g) indices. This component is equivalent to Corollary 2.6 of [27] . In Appendix A we present a more explicit, combinatorial proof which we discovered before realizing this equivalence. Theorem 2.38. IfẼ is a linear map from polynomials to R which is symmetric with respect to permutations of [1, n] then for any polynomial g, we can writẽ
where for all I, j,
where sym(g 2 ) = 1 n! σ∈Sn (σ(g)) 2 . Since sym(g 2 ) is symmetric and a sum of squares, by Corollary 2.6 of [27] we can reexpress sym(g 2 ) as a sum of squares, each of which is symmetric with respect to permutations of all but at most deg index (g) indices. The second and third conditions follow from the representation theory involved.
Combining these two theorems, we obtain our main result Theorem 2.39. Let P be a symmetric graph problem with equations {s i = 0}. If we have a level (r, n ′ ) good story for P then we have a degree ⌊ min {2r,n ′ } t ⌋ SOS lower bound on refuting the equations for P .
⌋ and letẼ be the linear map corresponding to the good story. We need to check the following:
For the second condition, given a polynomial g of degree at most d 2 (and thus index degree at most n ′ 2 ), by Theorem 2.38 we can writẽ
We now use the following lemma We end this section by briefly discussing how our work relates to previous work on symmetry and sum of squares, knapsack, and the triangle problem.
For symmetry and sum of squares, Gatermann and Parrilo [10] showed how representation theory can be used to greatly reduce the search space for pseudo-expectation values, allowing sum of squares to be run more efficiently on symmetric problems. Recently, Raymond et. al. [27] combined the analysis of Gatermann and Parrilo with Razborov's flag algebras [28] to show that in the case of k-subset hypercubes, the resulting semidefinite program has size which is independent of n.
Our work shows how the symmetry reduction of Gatermann and Parrilo [10] and of Raymond et. al. [27] can be used theoretically to prove SOS lower bounds. In particular, we give an alternate proof of Grigoriev's classic lower bound [14] and we prove an SOS lower bound showing that while SOS captures Goodman's lower bound [13] , it cannot capture Razborov's general lower bound [29] . This result affirmatively answers the following question asked by Raymond et. al. [27] (see the bottom of p. 22): "Is there a sequence of symmetric polynomials taking values in [0, 1] that cannot be approximated within O(1/n) by sums of squares from a finite collection of flags?"
Single graph mimics and good stories
In this section, we rigorously define what good stories are. Theorem 2.37, which we restate here for convenience, will follow from the definitions. In Section 4, we will describe a method for verifying that we indeed have a good story.
Breaking good stories
In this subsection, we briefly describe two ways that good stories can fail when the degree becomes too high. Understanding the threshold where good stories fail gives intuition for the definitions and for why good stories succeed below this threshold. The first way that good stories can fail is when the probabilities become negative, which can result in squares having negative pseudo-expectation value. For example, consider the knapsack probelm. If we consider three indices i, j, k, the probability that they are all chosen is k(k−1)(k−2) n(n−1)(n−2) . If k = 1.5 then this probability is negative andẼ[
n(n−1)(n−2) < 0 However, even with negative probabilities, we still expect the linear constraints onẼ to hold. A second way that good stories can fail is if there aren't enough remaining indices to consider. For example, for knapsack we have the equation n i=1 x i = k where k is not an integer. If we have already chosen the values of x 1 , · · · , x n , then since every value we chose is 0 or 1, we cannot have
For general n 2 , we would have thatẼ[
The reason this pattern breaks if n 2 = n is because the term (n 2 − n)
Remark 3.2. If we have an actual solution x 1 , · · · , x n then k − n i=1 x i = 0 so in this case it is okay that the term (n 2 − n) k− n i=1 x i n 2 −n is missing.
Single graph mimics
A general theme for pseudo-expectation values is that they should mimic actual expected values over a distribution of solutions. In this subsection, we consider the uniform distribution over all permutations of a single graph G 0 . We then define single graph mimics, which are linear mapsẼ that mimic expected values over such distributions by satisfying the same key property.
If Ω is the trivial distribution consisting of a single graph G 0 then for any polynomials f and g, 
We now define single graph mimics, which are linear mapsẼ which have this property and obey the problem constraints. Definition 3.5. Let P be a symmetric graph problem with constraints {s i = 0}. We say thatẼ is a level n ′ single graph mimic for P if the following conditions hold:
1.Ẽ is a linear map from polynomials with index degree at most n ′ to R which is symmetric under permutations of [1, n] 2. For all i and all polynomials f such that
We will also need an analagous definition where some set of indices I are specified but everything is still symmetric over the remaining indices. 
Good story definition and the proof of Theorem 2.37
In this subsection, we recursively define what a good story is using single graph mimics as a base case. We then prove Theorem 2.37.
Definition 3.7. Let P be a symmetric graph problem. Given a set of indices I, we say that a story for how to find pseudo-expectation values is a level (r, n ′ ) good story for P on [1, n] \ I if the following conditions hold:
1. There is a corresponding level n ′ single graph mimicẼ for P on [1, n] \ I.
2. If r > 0 then for any i ∈ [1, n] \ I, the story can be described as a probability distribution over level (r − 1, n ′ − 1) good stories for P on [1, n] \ (I ∪ {i}).
The story is self-consistent. In other words, when findingẼ[p] for a monomial p, we get the same result no matter which indices we choose to consider.
We now prove Theorem 2.37. We need to show that if P is a symmetric graph problem with equations {s i = 0} and we have a level (r, n ′ ) good story for P then we we can find a corresponding linear mapẼ from polynomials with index degree at most n ′ to R such that 1.Ẽ is symmetric under permutations of [1, n] 2. If I ⊆ [1, n] is a subset of indices of size at most r and g is a polynomial such that deg index\I (g) ≤ n ′ −|I| Proof of Theorem 2.37. We takeẼ to be the level n ′ single graph mimic given by condition 1 of Definition 3.7. Since single graph mimics are symmetric with respect to permutations of [1, n] , the first statement follows. Similarly, the third statement follows directly from condition 2 of Definition 3.5 For the second statement, by conditions 1 and 2 of Definition 3.7, we can express our story as a probability distribution Ω over level n − |I| single graph mimicsẼ j for P on [1, n] \ I. Since g is symmetric under permutations of [1, n] 
Verifying good stories
In this section, we describe a method to verify that good stories satisfy the required conditions. For this method, we make the following assumption.
Definition 4.1. We assume that the problem equations and thusẼ depend on a set of parameters and we take α 1 , · · · , α m to be these parameters.
In our examples, we will have two parameters, n and k.
We now describe two key properties which we expect our linear mapsẼ to have. We then show how to use these properties to verify that we have single graph mimics and good stories.
Rational linear maps
The first key property of our linear mapsẼ is that they assign values which are rational functions of the parameters α 1 , · · · , α m Definition 4.3. We say that a linear mapẼ from polynomials of index degree at most n ′ to R is rational if the following conditions hold 1. For all monomials p of index degree at most n ′ ,Ẽ[p] is a rational function of the parameters α 1 , · · · , α m .
The rational functions {Ẽ[p]
: p is a monomial of index degree ≤ n ′ } have a common denominator. Moreover, for any monomial p, the degree of both the numerator and denominator is bounded by a function of n ′ which is independent of the values of the parameters α 1 , · · · , α m .
Remark 4.4. By symmetry, there are only a finite number of monomials to consider, so the second condition is in fact redundant. We state the second condition anyways to emphasize it, as we will be using it to verify that our linear mapsẼ are single graph mimics.
q-honest linear maps
The second key property of our linear mapsẼ is that there are many settings of the parameters α 1 , · · · , α m for whichẼ actually corresponds to the expected values for a distribution of solutions. The intution is that it is difficult for SOS to determine whether the parameters take one of these values for which we actually have a dstribution of solutions or we are in between these values.
Definition 4.5. Let P be a symmetric graph problem and letẼ be a linear map from polynomials of index degree at most n ′ to R which depends on the parameters (α 1 , · · · , α m )
1. We say thatẼ is honest for (α 1 , · · · , α m ) if there is an actual input G 0 such that G 0 satisfies the equations for P andẼ = E σ(G 0 ):σ∈Sn 2. We say thatẼ is z-honest for (α 1 , · · · , α m−1 ) if there are at least z values of α m such that E is honest for (α 1 , · · · , α m ).
For all j ∈ [1, m−2]
, we say thatẼ is z-honest for (α 1 , · · · , α j ) if there are at least z values of α j+1 such thatẼ is z-honest for (α 1 , · · · , α j+1 ).
4.
We say thatẼ is z-honest if there are at least z values of α 1 such thatẼ is z-honest for (α 1 ).
The following lemma is very useful Lemma 4.6. LetẼ be a linear map from polynomials of index degree at most n ′ to R which is zhonest. If p(α 1 , · · · , α m ) is a polynomial such that deg(p) < z and p(α 1 , · · · , α m ) = 0 whenever E is honest for (α 1 , · · · , α m ) then p(α 1 , · · · , α m ) = 0
Proof. We prove this lemma by induction. Assume that p(α 1 , · · · , α m ) = 0 wheneverẼ is zhonest for α 1 , · · · , α j . Consider p as a polynomial in the variables α j+1 , · · · , α m . Each monomial has a coefficient which is a polynomial c(α 1 , · · · , α j ) and we must have that c(α 1 , · · · , α j ) = 0 wheneverẼ is z-honest for α 1 , · · · , α j . We now show that all of these coefficients c(α 1 , · · · , α j ) must be 0 when-everẼ is z-honest for α 1 , · · · , α j−1 . To see this, consider such a polynomial c(α 1 , · · · , α j ) and assume that α 1 , · · · , α j−1 such thatẼ is z-honest for α 1 , · · · , α j−1 . Considering c as a polynomial in α j , c(α j ) = 0 wheneverẼ is z-honest for α 1 , · · · , α j , which by definition happens for at least z values of α j . Since deg(c) < z, we must have that c(α j ) = 0, as needed.
Sufficient conditions for single graph mimics
With these definitions, we can now give sufficient conditions for showing thatẼ is a single graph mimic.
Lemma 4.7. IfẼ is a linear map from polynomials of index degree at most n ′ to R which is symmetric under permutations of [1, n] and satisfies the following conditions thenẼ is a level n ′ single graph mimic for the parameters α 1 , · · · , α m .
1.Ẽ is rational.
2. For all z,Ẽ is z-honest.
3. Letting q(α 1 , · · · , α m ) be the common denominator for {Ẽ[p] : p is a monomial of index degree ≤ n ′ }, q(α 1 , · · · , α m ) = 0
Proof. We need to verify the following conditions:
1. For all i and all polynomials f such that
For the first condition, note that sinceẼ is rational, we can writeẼ[f s i ] = p(α 1 ,··· ,αm) q(α 1 ,··· ,αm) . Since q(α 1 , · · · , α m ) = 0, it is sufficient to show that p(α 1 , · · · , α m ) = 0 for all α 1 , · · · , α m . To show this, observe thatẼ[f s i ] = 0 wheneverẼ is honest for (α 1 , · · · , α m ) and thus p(α 1 , · · · , α m ) = 0 wheneverẼ is honest for (α 1 , · · · , α m ). SinceẼ is z-honest for all z, by Lemma 4.6, p(α 1 , · · · , α m ) = 0, as needed.
Similarly, for the second condition, note that sinceẼ is rational, we can writeẼ
wheneverẼ is honest for (α 1 , · · · , α m ) and thus p f p g − qp f g = 0 wheneverẼ is honest for (α 1 , · · · , α m ). SinceẼ is z-honest for all z, by Lemma 4.6, p f p g − qp f g = 0, as needed.
Verifying good stories
We are now ready to give sufficient conditions for a description ofẼ to be a good story.
Theorem 4.8. Let P be a symmetric graph problem. If we have a description ofẼ such that 1. Our description is symmetric with respect to permutations of [1, n] 2. Our description allows us to iteratively consider indices and the resulting probabilities are always rational functions of the parameters α 1 , · · · , α m 3. For all z, our description is z-honest.
then for a given choice of parameters α 1 , · · · , α m , our description ofẼ is a level (n ′ , r) good story where n ′ and r are the numbers such that 1. We can consider up to r indices and obtain probabilities which are non-negative.
2. We can consider up to n ′ indices and obtain probabilities which are well-defined (i.e. the denominator is not 0) but which may be negative.
Proof. Since the probabilities are always rational functions of the parameters α 1 , · · · , α m , for a given polynomial f and a given choice of which indices to consider iteratively, our description will output a rational function p(α 1 ,··· ,αm) q(α 1 ,··· ,αm) . However, we need to check that we always get the same rational function for f regardless of which indices we iteratively consider. To see this, let p 1 (α 1 ,··· ,αm) q 1 (α 1 ,··· ,αm) and p 2 (α 1 ,··· ,αm) q 2 (α 1 ,··· ,αm) are two different rational functions which are obtained for the polynomial f . Note that whenever we have parameters (α 1 , · · · , α m ) such that our description is honest for (α 1 , · · · , α m ), we must have that p 1 (α 1 ,··· ,αm) q 1 (α 1 ,··· ,αm) = p 2 (α 1 ,··· ,αm) q 2 (α 1 ,··· ,αm) because our description is automatically self-consistent. Thus, for any such (α 1 , · · · , α m ),
Applying Lemma 4.6, p 1 (α 1 , · · · , α m )q 2 (α 1 , · · · , α m ) = p 2 (α 1 , · · · , α m )q 1 (α 1 , · · · , α m ) for all α 1 , · · · , α m and thus p 1 (α 1 ,··· ,αm) q 1 (α 1 ,··· ,αm) = p 2 (α 1 ,··· ,αm) q 2 (α 1 ,··· ,αm) whenever both expressions are well-defined. This implies that our description gives us a rational linear mapẼ and is self-consistent. Since our description is z-honest for all z,Ẽ is also z-honest for all z.
For a given choice of parameters (α 1 , · · · , α m ), if we can consider up to n ′ indices and still have well-defined probabilities, then the common denominator for all monomials with index degree up to n ′ will be nonzero. By Lemma 4.7,Ẽ is a level n ′ single graph mimic.
To show that our description is in fact a level (r, n ′ ) good story, we can use induction. In particular, observe that after connsidering one variable and seeing what happens, the resulting description satisfies all of the conditions of the theorem for r − 1 and n ′ − 1.
Good stories for knapsack and the triangle problem
In this subsection, we apply Theorem 4.8 to verify that our descriptions for knapsack and for the triangle problem are good stories. 1. Saying that we take k out n elements is a level (⌊min {k, n − k}⌋ + 1, n) good story for the knapsack problem 2. Saying that we have k independent sets of size n k is a level (⌊min {k, n k }⌋ + 1, n) good story for the triangle problem Proof. For both of these problems, we take α 1 = n and α 2 = k. We first check that these descriptions are z-honest for all z. To see this for knapsack, note that our description is honest for (n, k) whenever k is an integer between 0 and n. Thus, whenever n ≥ z there are at least z values of k such that our description is honest for (n, k). To see this for the triangle problem, note that our description is honest for (n, k) whenever k is an integer and n is divisible by k. Thus, whenever n = a! and a ≥ z then there are at least z values of k such that our description is honest for (n, k).
The descriptions themselves tell us how to consider indices one by one and the probabilities will be rational functions of n and k. Thus, all that remains is to determine n ′ and r.
For knapsack, when we consider polynomials of index degree at most n ′ , the common denominator will be n(n − 1) · · · (n − n ′ + 1) as we are choosing n ′ elements one by one from [1, n] . This is well-defined as long as n ′ ≤ n so we may take n ′ = n. The probabilities will be non-negative up to the (⌊min {k, n − k}⌋ + 1)-th index we consider, so we may take r = ⌊min {k, n − k}⌋ + 1 For the triangle problem, when we consider polynomials of index degree at most n ′ , the common denominator will be k n ′ n(n − 1) · · · (n − n ′ + 1). The additional k n ′ factor appears because there are n k choices for the first element in an independent set of size n k , n−k k choices for the second element, etc. Again, this is well-defined as long as n ′ ≤ n so we may take n ′ = n. The probabilities will be non-negative up to the (⌊min {k, n k }⌋ + 1)-th index we consider, so we may take r = ⌊min {k, n k }⌋ + 1
A Explicit, combinatorial proof ofẼ[g 2 ]
In this appendix, we give a more explicit, combinatorial proof of Theorem 2.38, which we restate here for convenience.
Theorem A.1. IfẼ is a linear map from polynomials to R which is symmetric with respect to permutations of [1, n] then for any polynomial g, we can writẽ
where for all I, j, For our purposes, it will be convenient to group monomials together. For this, we use Razborov's flags [28] .
Definition A.4. We define a flag F to consist of the following 1. An ordered set of vertices V labeled = {v 1 , · · · , v r F }.
2. An ordered set of unlabeled vertices V f ree
A multi-graph H F on vertices V labeled ∪ V f ree with no isolated vertices outside of V labeled
We define r F = |V labeled | to be the order of the flag F .
For each flag F and ordered set of labels L for the vertices in V labeled , we define the polynomial p F,L as follows.
Definition A.5. Given a flag F and distinct labels L = {l 1 , · · · l r F } for V labeled , define p F,L to be the polynomial
In other words, p F,∅ will be the number of triangles in G.
Example A.7. If F is the flag consisting of a single edge between one labelled vertex and one unlabelled vertex, p F,{i} = j =i x ij . In other words, p F,{i} = deg(i) However, p F,L isn't quite what we need. Instead, for each flag F and ordered set of labels L for the vertices in V labeled , we define another polynomial φ F,L as follows.
Definition A.8. Given ordered sets of indices L = {l 1 , · · · , l r } and L ′ = {l ′ 1 , · · · , l ′ r }, define c(L, L ′ ) to be 0 if ∃i, j : i = j, l ′ j = l i . Otherwise, take
Definition A.9. Given a flag F of order r and distinct labels L = {l 1 , · · · , l r }, define 10 . Given an ordered set L = {l 1 , · · · , l r }, define I L = {j : ∃i : j = l i }. In other words, I L is L without the ordering. We now prove some useful facts about the polynomials φ F,L . In particular, the following lemma is the key reason why the polynomials φ F,L are more convenient for us.
Lemma A.12. For any F, L and any I such that I I L , σ∈S [1,n] \I φ F,σ(L) = 0
Proof. To prove this lemma, we need the following key fact about the coefficients c(L, L ′ ):
Lemma A. 13 . For all ordered sets of indices L, L ′ of size r and all i ∈ [1, r],
Proof. If there exist j, j ′ such that j ′ = j, j ′ = i, and l ′ j ′ = l j then
We can now prove Lemma A.12. Observe that
Thus, it is sufficient to show that for all L, L ′ and all I I L , σ∈S [1,n] \I c(L, σ(L ′ )) = 0. This can be shown as follows. Choose an index i such that l ′ i / ∈ I (where L ′ = {l ′ 1 , · · · , l ′ r }) and observe that σ∈S [1,n] 
Corollary A.14. If F 1 and F 2 are flags of different orders then for anyẼ which is symmetric under permutations of [1, n] , for any L, L ′ of sizes r F 1 and
Proof. Without loss of generality, assume that r F 1 < r F 2 . We prove this lemma by induction on |I L \ I L ′ |. For the base case, if I L ⊆ I L ′ then averaging over permutations of [1, n] 
If I L is not a subset of I L ′ then there must be some l i which is in I L but not in I L ′ . Now if L = {l 1 , · · · , l r F 1 }, appying Lemma A.12 with I = I L \ {l i }, we obtain that
This implies that
By the inductive hypothesis, the terms in the left sum are all 0. By symmetry, the right sum is equal
Finally, we need the following lemma which says that all polynomials g can be expressed as a linear combination of the polynomials {φ F,L } Lemma A.15. For all polynomials g, we can write
Proof. To prove this lemma, we do the following For the first part, choose the coefficients {b(F, L)} to minimize the expression F,L b(F, L) 2 . We claim that for all F , L = {l 1 , · · · , l r F }, and i ∈ [1, r F ],
To see this, note that for all F , L = {l 1 , · · · , l r F }, and then we would be able to reduce F,L b(F, L) 2 , contradicting the minimality of F,L b(F, L) 2 . We defer the proof of the second part to the full version.
A.3 Proof of Theorem 2.38
We are now ready to prove Theorem 2.38
Proof of Theorem 2.38. We have to show that ifẼ is a linear map from polynomials of degree at most d ≤ n 2t to R which is symmetric with respect to permutations of [1, n] then for any polynomial g of degree d ′ ≤ d 2 , we can writeẼ
1. g Ij is symmetric with respect to permutations of [1, n] \ I.
We start by recalling the following facts: 
We now analyzeẼ
To analyze this expression, we take each F, L and analyze
Letting r = r F , by the third fact, we only need to consider F ′ of order r. For r = 0,
For r = 1, for each F and i we have that
Summing this equation over all F, i, our final result for r = 1 is
We can use similar ideas for r = 2, though it is somewhat more complicated. For each F, i, j such that i = j we have that By facts 1 and 2, for all F ′ of order 2,
Following similar logic as before, our expression is equivalent to
For the last term, by facts 1 and 2, for all F ′ of order 2,
Together, these equations imply that for all F ′ of order 2,
Putting everything together, 
Note that there is a mismatch between
and the last term, which is a constant times
To handle this, we use symmetry with respect to swapping i and j. By this symmetry, Our final result for r = 2 is To see the general pattern, we prove the following lemmas and corollaries.
Lemma A. 16 . For all flags F ′ of order r, j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinct b(F ′ , {j 1 , · · · , j r }) = (−1) r π∈Sr b(F ′ , {π(1), · · · , π(r)}) Proof. Using the equation j 1 / ∈{j 2 ,··· ,jr} b(F ′ , {j 1 , · · · , j r }) = 0, we obtain that for all j 2 , · · · , j r , j 1 / ∈[1,r]∪{j 2 ,··· ,jr} b(F ′ , {j 1 , · · · , j r }) = − r i=1 b(F ′ , {i, j 2 , · · · , j r })
This replaces the first coordinate by an index in [1, r] . Applying this logic repeatedly, the result follows.
Lemma A.17. For any flag F ′ of order r, j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinct φ F ′ ,{j 1 ,j 2 ,··· ,jr} = (−1) r π∈Sr φ F ′ ,{π(1),··· ,π(r)} Proof. This can be proved in exactly the same way.
Corollary A. 18 . For anyẼ which is symmetric and any flags F, F ′ of order r, j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinctẼ [φ F,{1,2,··· ,r} b(F ′ , {j 1 , · · · , j r })φ F ′ ,{j 1 ,j 2 ,··· ,jr} ] = E φ F,{1,2,··· ,r} π∈Sr b(F ′ , {π(1), · · · , π(r)}) π∈Sr φ F ′ ,{π(1),··· ,π(r)} (n − r)(n − r − 1) · · · (n − 2r + 1)
Proof. j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinctẼ [φ F,{1,2,··· ,r} b(F ′ , {j 1 , · · · , j r })φ F ′ ,{j 1 ,j 2 ,··· ,jr} ] = j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinct b(F ′ , {j 1 , · · · , j r }) E φ F,{1,2,··· ,r} j 1 / ∈[1,r]∪{j 2 ,··· ,jr} φ F ′ ,{j 1 ,j 2 ,··· ,jr} (n − r)(n − r − 1) · · · (n − 2r + 1) =Ẽ φ F,{1,2,··· ,r} π ′ ∈Sr b(F ′ , {π ′ (1), · · · , π ′ (r)}) π∈Sr φ F ′ ,{π(1),··· ,π(r)} (n − r)(n − r − 1) · · · (n − 2r + 1) Corollary A.19.Ẽ π∈Sr b(F, {π(1), · · · , π(r)})φ F,{π(1),··· ,π(r)}    j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinct b(F ′ , {j 1 , · · · , j r })φ F ′ ,{j 1 ,j 2 ,··· ,jr}    = E π∈Sr b(F, {π(1), · · · , π(r)}) π∈Sr φ F,{π(1),··· ,π(r)} π ′ ∈Sr b(F ′ , {π ′ (1), · · · , π ′ (r)}) π ′ ∈Sr φ F ′ ,{π ′ (1),··· ,π ′ (r)} r!(n − r)(n − r − 1) · · · (n − 2r + 1)
Proof.Ẽ π∈Sr b(F, {π(1), · · · , π(r)})φ F,{π(1),··· ,π(r)}    j 1 ,j 2 ,··· ,jr :j 1 ··· ,jr / ∈[1,r] and are all distinct b(F ′ , {j 1 , · · · , j r })φ F ′ ,{j 1 ,j 2 ,··· ,jr}    = E π∈Sr b(F, {π(1), · · · , π(r)})φ F,{π(1),··· ,π(r)} π ′ ∈Sr b(F ′ , {π ′ (1), · · · , π ′ (r)}) π ′ ∈Sr φ F ′ ,{π ′ (1),··· ,π ′ (r)} (n − r)(n − r − 1) · · · (n − 2r + 1) = E π∈Sr b(F, {π(1), · · · , π(r)}) π∈Sr φ F,{π(1),··· ,π(r)} π ′ ∈Sr b(F ′ , {π ′ (1), · · · , π ′ (r)}) π ′ ∈Sr φ F ′ ,{π ′ (1),··· ,π ′ (r)} r!(n − r)(n − r − 1) · · · (n − 2r + 1)
Using these lemmas and corollaries along with symmetry, we can find the general decomposition for all orders r. However, we defer the details to the full version.
