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INFINITE DIMENSIONAL NON-POSITIVELY CURVED
SYMMETRIC SPACES OF FINITE RANK
BRUNO DUCHESNE
Abstract. This paper concerns a study of three families of non-compact type sym-
metric spaces of infinite dimension. Although they have infinite dimension they have
finite rank. More precisely, we show they have finite telescopic dimension. We also
show the existence of Furstenberg maps for some group actions on these spaces. Such
maps appear as a first step toward superrigidity results.
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1. Introduction
Riemannian symmetric spaces of non-compact type have been introduced and clas-
sified by E. Cartan in the 1920s. Since then, they have always been closely related to
semi-simple Lie groups; indeed, there is a dictionary between semi-simple Lie groups
with finite center and without compact factor and Riemannian symmetric spaces of non-
compact type (the ones with non-positive sectional curvature and without Euclidean
de Rham factor). We refer to [Hel01] for a general theory of Riemannian symmetric
spaces. Euclidean buildings play a similar role for semi-simple algebraic groups over
non-archimedean local fields.
Some great results of rigidity where obtained by G. Mostow and G. Margulis in the
1970s. We are inspired by the following way to state Margulis superrigidity theorem.
Theorem 1.1 (The´ore`me 2 in [Pan09]). Let X,Y be two Riemannian symmetric spaces
of non-compact type or Euclidean buildings and Γ a lattice in Isom(X). Assume that X
is irreducible and its rank is larger than 1.
If Γ acts non-elementarily by isometries on Y then Γ preserves a closed invariant sub-
space Z ⊆ Y , which is isometric to X, and the action of Γ on Z extends to Isom(X).
We aim at a similar statement in an infinite dimensional setting. However things are
not straightforward, as the following remarks indicate.
(i) Isometries of infinite dimensional Hilbert spaces can be very wild (see [Ede64]).
(ii) A rather natural idea is to consider X = GL(H)/O(H) where GL(H) is the group
of all invertible bounded operators of a Hilbert space H and O(H) is its orthogonal
group; the one hand, X is some generalisation of SLn(R)/SOn(R), in which any
Riemannian symmetric space of non-compact type embeds as a totally geodesic
submanifold (for n large enough); but, on the other hand, X is not a manifold
modelled on a Hilbert space, and not a CAT(0) space. In particular, a group that
acts by isometries on X and preserves a bounded subset does not have necessarily
a fixed point. Actually, it is a Banach-Finsler manifold of non-positive curvature
in the sense of Busemann (see [Nee02]).
(iii) A better candidate for an infinite-dimensional analogue of SLn(R)/SOn(R) could
be GL2(H)/O2(H), where GL2(H) denotes the subgroup of invertible operators
G such that G − I is a Hilbert-Schmidt operator and O2(H) = GL2(H) ∩O(H).
This is indeed an infinite-dimensional Riemannnian Hilbert manifold and a CAT(0)
space, but it has infinite rank (as defined below).
In [Gro93, section 6], M.Gromov suggests the study of the Riemannian symmetric
spaces Xp = O(p,∞)/O(p) × O(∞). These spaces seem to him as “cute and sexy as
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their finite dimensional siblings”. Moreover he suggests a similar statement to Margulis’
superrigidity should be true for actions of semi-simple Lie groups on these spaces.
1.1. Geometry. Let R,C,H be respectively the fields of real numbers, complex numbers
and quaternions of W.R. Hamilton. Throughout this article K will denote one of these
three previous fields and λ 7→ λ will denote the conjugation in K (which is the identity
map if K = R). Let H be a (right) K-vector space. A sesquilinear form on H is a map
x, y 7→< x, y > such that < x, y >= < y, x > and < x, yλ+ z >=< x, y > λ+ < x, z >
for all x, y, z ∈ H and λ ∈ K. The sesquilinear form <,> is said to be positive definite
if < x, x >≥ 0 for all x ∈ H and (< x, x >= 0)⇒ (x = 0).
Remark 1.2. Our choice of right vector spaces allows us to identify linear maps with
matrices with coefficients in K in such a way that matrices act by left multiplication on
vectors; moreover, compositions of maps correspond to usual multiplication of matrices.
Our choice is consistent with the choice made in [BH99, Chapter II.10] but different of
the one in [Wal63, Section 0.1] for example.
A K-vector space has a structure of R-vector by restriction of the scalars; we will de-
note byHR this structure. If <,> is a sesquilinear form onH, we define < x, y >R=Re(<
x, y >), which is a symmetric linear form on the real space HR. We say that (H, <,>)
is a K-Hilbert space if (HR, <,>R) is a real Hilbert space. In this case, the norm of an
element x ∈ H is ||x|| = √< x, x > = √< x, x >R. The topology on H is defined by the
metric associated with the norm || || and does not depend on the field R or K.
Let p be a positive integer, E0 a linear subspace of dimension p and Φ the linear
operator of H such that Φ|E0 =Id and Φ|E⊥0 = −Id. We define a new sesquilinear form
by
Bp(x, y) =< x,Φ(y) > and set Qp(x) = Bp(x, x), for x, y ∈ H.
Suppose H is infinite dimensional and separable. Let Gp be the Grasmannian of all
K-linear subspaces of dimension p in H then we define
Xp(K) = {E ∈ Gp | Bp|E×E is positive definite} .
We show Xp(K) is a Riemannian symmetric manifold of infinite dimension. Moreover
it has non-positive sectional curvature and thus is a complete CAT(0) space. We show
that at“large scale”Xp(K) behaves really like a finite dimensional Riemannian symmetric
space of non-compact type. In particular its boundary ∂Xp(K) is a spherical building of
dimension p− 1 (see section 5.1).
Theorem 1.3. Every asymptotic cone over Xp(K) is a Euclidean building of rank p in
the sense of Kleiner and Leeb.
Following [CL10], we say that a CAT(0) space, X, has finite telescopic dimension if
there exists n ∈ N such that every asymptotic cone ofX has geometric dimension at most
n. In this case, the telescopic dimension of X is the minimum among such n. The rank
of a CAT(0) space, X, is the maximal dimension of an Euclidean space isometrically
embedded in X. The rank of X is not greater than the telescopic dimension of X.
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For Riemannian symmetric spaces of non-compact type, rank and telescopic dimension
coincide. By Theorem 1.3, this is also true for Xp(K) :
Corollary 1.4. The space Xp(K) is a separable complete CAT(0) space of rank and
telescopic dimension p.
Thus, all nice properties of finite telescopic dimension spaces hold for Xp(K). For
example, every parabolic isometry of Xp(K) has a canonical (but not necessarily unique)
fixed point in ∂Xp(K) [CL10, Corollary 1.5]. Any continuous action of an amenable
group on Xp(K) satisfies a comparable conclusion to a result of S. Adams and W. Ball-
mann [AB98]; such action has a fixed point at infinity or stabilizes a finite dimensional
Euclidean subspace in Xp(K) [CL10, Theorem 1.6].
We give a more concrete expression of the metric. We introduce hyperbolic principal
angles. Recall first that, for two linear subspaces of dimension p in a Euclidean space
Rn, there is a well-known construction (due to C. Jordan in [Jor75]) of a family of angles
(θ1, . . . , θp) called principal angles between them, which generalize the angle between
two lines. If (E,F ) and (E′, F ′) are pairs of linear subspaces of dimension p then there
is g ∈ O(n) such that gE = E′ and gF = F ′ if and only if (E,F ) and (E′, F ′) have same
principal angles. Moreover, the metric d(E,F ) =
√∑
θ2i is the metric (up to a scalar
constant) of the Riemannian symmetric space of compact type O(n)/O(p)×O(n− p).
We introduce a similar notion of hyperbolic principal angles between two elements of
Xp(K). This allow to recover the metric since if (α1, . . . , αp) are the hyperbolic principal
angles between E,F ∈ Xp(K) then the distance between them is
√∑
α2i (up to a scalar
factor) and the family of hyperbolic principal angles is a complete invariant of pairs
in Xp(K) under the action of Isom(Xp(K)). Moreover, we show in the real case the
following characterization of isometries of Xp(R).
Theorem 1.5. Let g be a map from Xp(R) to itself. The following are equivalent :
(i) g is an isometry.
(ii) g preserves hyperbolic principal angles.
(iii) There exists h ∈ O(p,∞) such that g = π(h).
Corollary 1.6. The isometry group of Xp(R) is PO(p,∞) = O(p,∞)/{±I}.
We note that if p = 1 then one recover the infinite dimensional (real) hyperbolic space,
which appears already in [Mic39], for example, and more recently in [BIM05]. This space
has also some links with Ka¨hler groups and the Cremona group (see [Can07] and [DP10]
for example).
Since parabolic groups of finite-dimensional Riemannian symmetric spaces of non-
compact type play a key role in the theory, we study parabolic groups of Xp(R) and
show they are in correspondence with isotropic flags (see Proposition 6.1).
1.2. Furstenberg Maps. An important step in Margulis’ superrigidity is to construct
Furstenberg maps. The analogue in our infinite-dimensional setting is the main result of
this paper :
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Theorem 1.7. Let G be locally compact second countable group and B a G-boundary.
For any continuous and non-elementary action of G on Xp(K) there exists a measurable
G-map ϕ : B → ∂Xp(K).
The notion of G-boundary is defined in section 7.2. Such maps ϕ are called Fursten-
berg maps and we hope they will allow us to obtain rigidity statements for a large class
of actions of locally compact groups on Xp(K).
In order to obtain the previous theorem we use the notion of measurable field of
CAT(0) spaces and in particular we show a similar statement to the principal theorem
in [AB98].
Theorem 1.8. Let G be a locally compact second countable group and Ω an ergodic
G-space such that Gy Ω is amenable. Let X be a measurable field of Hadamard spaces
of finite telescopic dimension.
If G acts on X then there is an invariant section of the boundary field ∂X or there exists
an invariant Euclidean subfield of X.
For a precise meaning of terms used in this theorem, we refer to section 10. A result
close to Theorem 1.8 was obtained by M. Anderegg and P. Henry (see [AH11, Theorem
1.1]). M. Anderegg also used measurable fields of CAT(0) spaces to show existence of
Furstenberg maps in the case of spaces of rank less than 3 (see [And10, Theorem 5.2.1]).
Acknowledgments. We thank Pierre de la Harpe and Nicolas Monod for useful conver-
sations and comments about this work.
Part 1. Geometry
2. Symmetric spaces of infinite dimension
2.1. CAT(0) spaces. We recall know facts about CAT(0) spaces and introduce nota-
tions. We refer to [BH99] for the general theory. A metric space (X, d) is a CAT(0)
space if it is a geodesic space and if for every x, y, z ∈ X and a midpoint m between y
and z, the Bruhat-Tits inequality holds :
(2.1) d(x,m)2 ≤ 1/2 (d(x, y)2 + d(x, z)2)− 1/4 d(y, z)2.
A subspace Y of a CAT(0) space X is convex if for every x, y ∈ Y the unique geodesic
segment [x, y] between x and y is included in Y and Y is said to be Euclidean if Y is
isometric to some Rn. If ∆ is a geodesic triangle in X with vertices x, y, z, a comparison
triangle is a Euclidean triangle ∆ of vertices x, y, z with same length of sides as ∆. For
three points x, y, z with x 6= y and x 6= z, the comparison angle ∠x(y, z) is the Euclidean
angle in any comparison triangle between y and z at x. If y′ and z′ are points of X re-
spectively on the geodesic segments [x, y] and [x, z], the angle ∠x(y
′, z′) is non-increasing
when y′ → x and z′ → x. The limit ∠x(y, z) is called the Alexandrov angle between y
and z at x.
If Y is a subset of metric space X, its diameter is supx,y∈Y d(x, y). The subset Y
is said to be bounded if it has finite diameter. In this case its circumradius, rad(Y )
is inf{r ≥ 0| ∃x ∈ X, Y ⊂ B(x, r)} and a point x ∈ X such that the closed ball
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B(x,rad(Y )) contains Y is called a circumcenter of Y . In a complete CAT(0) space, ev-
ery bounded subspace has a unique circumcenter and if moreover Y is closed and convex
then its circumcenter belongs to it.
If X is CAT(0) space, Y a complete convex subspace of X and x a point of X then
there exists a unique point y ∈ Y such that d(x, y) = inf{d(x, z)| z ∈ Y }. This point,
denoted by πY (x), is called the projection of x onto Y and the following angle property
holds
(2.2) ∀z ∈ Y, ∠y(x, z) ≥ π/2.
Let Y, Y ′ be two closed convex of a complete CAT(0) space of circumradii r, r′ and
circumcenters c, c′. If Y ⊂ Y ′ then [Mon06, lemma 11]
(2.3) d(c, c′)2 ≤ 2(r′2 − r2).
Proposition 2.1 (Theorem 14 in [Mon06]). Any filtering (for the reverse order asso-
ciated with inclusion) family of closed convex bounded subspaces of a complete CAT(0)
space has a non-empty intersection.
Proof. We recall the proof in the case of a sequence. Let (Xn) be such a sequence and
let rn and cn be the circumradius and circumcenter of Xn. The sequence (rn) is non-
increasing and non-negative. Thus this is a convergent sequence and inequality (2.3)
shows (cn) is a Cauchy sequence. The limit is a point of ∩Xn. 
A usefull geometric object associated with a CAT(0) spaceX is its boundary at infinity.
Two geodesic rays ρ, ρ′ : R+ → X are asymptotic if their images are at bounded Hausdorff
distance. The boundary at infinity ∂X of X is the set of classes of asymptotic rays. If X
is a complete CAT(0) space, x ∈ X and ξ, ξ′ ∈ ∂X then there exist unique geodesic rays
ρ, ρ′ such that ρ(0) = ρ′(0) = x and ρ, ρ′ are respectively in class ξ, ξ′. The angle ∠x(ξ, ξ
′)
between ξ, ξ′ at x is ∠x(ρ(t), ρ(t
′)) for any t, t′ > 0 and ∠(ξ, ξ′) is supx∈X ∠(ξ, ξ
′). The
map (ξ, ξ′) 7→ ∠(ξ, ξ′) is a metric on ∂X called the angular metric and the length metric
(see [BH99, Definition I.3.3]) associated with ∠ is called the Tits metric on ∂X. If (xn)
is a sequence of points, one says that xn converges to ξ ∈ ∂X if for any x ∈ X and any
r > 0 the intersection [x, xn] ∩ B(x, r) converges to ρ([0, r]) for the Hausdorff distance
where ρ is the geodesic from x in the class ξ. If ξ, η ∈ ∂X, x ∈ X, xn → ξ and yn → η
then [BH99, Lemma II.9.16]
(2.4) lim inf
n→∞
∠x(xn, yn) ≥ ∠(ξ, η).
If ξ is a point at infinity of a complete CAT(0) space X, the Busemann function
(x, y) 7→ βξ(x, y) is defined by βξ(x, y) = limt→∞ d(x, ρ(t)) − t where ρ is the geodesic
ray from y is the class ξ. Busemann functions verify the cocycle relation βξ(x, z) =
βξ(x, y) + βξ(y, z) for all x, y, z ∈ X. If y is fixed, we call also Busemann function
the function x 7→ βξ(x) = βξ(x, y). For two different base points, the cocycle relation
shows the associated Busemann functions differ by a constant. The following relation for
ξ ∈ ∂X, x, y ∈ X and ρ geodesic from x to ξ is known as the “asymptotic angle formula”
[CM09, Section 2].
(2.5) lim
t→∞
cos
(
∠(ρ(t), y)
)
=
βξ(x, y)
d(x, y)
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2.2. Riemannian Geometry. For a general treatment of Riemannian geometry (in
finite or infinite dimension) we refer to [Lan99] or [Kli95]. The image to have in mind
is that Riemannian manifolds of infinite dimension are constructed the same way as fi-
nite dimensional ones except that tangent spaces are Hilbert spaces instead of Euclidean
ones. Let (M, g) be a Riemannian manifold. As in finite dimension, one can define the
Riemann tensor, the sectional curvature and the exponential map. Moreover, a com-
plete simply connected Riemannian manifold with non-positive sectional is a complete
CAT(0) space and the exponential map at any point is a diffeomorphism (see [Lan99,
chapter XII]).
Let HR be a real Hilbert and O(HR) its orthogonal group. We define L2(HR) to be
the space of all Hilbert-Schmidt operators of HR. We set GL2(HR) to be the group of
invertible operators that can be written I+M where I is the identity and M ∈ L2(HR).
We also set O2(HR) = O(HR) ∩GL2(HR), S2(HR) the closed subspace of symmetric
operators in L2(HR) and P2(HR) the cone of symmetric positive definite operators in
GL2(HR).
ThenP2(HR) identifies withGL2(HR)/O2(HR). The exponential map exp: S2(HR)→
P2(HR) is a diffeomorphism. The space P2(HR) is actually a Riemannian manifold. The
metric at I is given by < X,Y >=Trace(tXY ) and it has non-positive sectional curva-
ture. Then it is a complete Cartan-Hadamard manifold. This is a Riemannian symmetric
space and the symmetry at I is given by G 7→ G−1. Actually, this is the most natural
generalization of the finite dimensional Riemannian symmetric space SLn(R)/SOn(R)
and already appeared in [dlH72] and [Lar07].
As observed in [Lar07, Theorem F] the Riemannian symmetric space GLn(R)/On(R)
embeds isometrically in P2(HR). Fix a Hilbert base of HR and identify Rn with the
subspace spanned be the n first vectors of the Hilbert base. This gives an embedding
GLn(R) →֒ GL2(HR). An operator G ∈GLn(R) is extended by the identity on the
orthogonal of Rn ⊂ HR. This induces an embedding GLn(R)/On(R) →֒ P2(HR) and
(up to a scalar factor) this is an isometric embedding. With the previous identification,
P2(HR) is the closure of the union
⋃
nGLn(R)/On(R).
As observed by P. de la Harpe, the characterization [Mos55, Corollary of theorem
I] of totally geodesic subspaces of SLn(R)/SOn(R) obtained by Mostow is also true in
the infinite dimensional case. We recall that L2(HR) is a Lie algebra with Lie bracket
[X,Y ] = XY −Y X and also a Hilbert space with scalar product < X,Y >=Trace(tXY ).
Then a Lie triple system of L2(HR) is a closed linear subspace p such that for allX,Y, Z ∈
p, [X, [Y, Z]] ∈ p. A totally geodesic subspace of a geodesically complete Riemannian
manifold X is a closed submanifold Y that such for any point y ∈ Y and any vector
v ∈ TyY the whole geodesic with initial vector v, is included in Y .
Lemma 2.2 (Proposition III.4 in [dlH72]). Let p be a Lie triple system of S2(HR) then
exp(p) is a totally geodesic subspace of P2(HR). Moreover, all totally geodesic of P2(HR)
which contains I are obtained this way.
8 BRUNO DUCHESNE
Let H be a K-Hilbert space as in the introduction and HR the underlying real Hilbert
space associated with H. We set L(H) (respectively GL(H)) to be the subset of all
(respectively invertible) bounded K-linear operators on H. This is GL(HR) if K = R,
the subspace of GL(HR) of operators that commute with multiplication by i if K = C
and the subspace of GL(HR) of operators that commute with multiplications by i, j, k
if K = H.
For A ∈ L(H) there is a unique operator A∗ ∈ L(H) called the adjoint operator of A
such that for all x, y ∈ H, < Ax, y >=< x,A∗y >.
2.3. Riemannian structure on Xp(K). We setOp,∞(K) to be the subgroup ofGL(H)
of elements G such that G∗ΦG = Φ. A more natural (but less uniform) way to denote
these groups could be respectivelyO(p,∞),U(p,∞) and Sp(p,∞). We also setO2p,∞(K)
to be the closed subgroup Op,∞(K) ∩GL2(HR) of GL2(HR).
The group Op,∞(K) acts naturally on Xp(K) and the stabilizer of E0 is Op,∞(K) ∩
O∞(K) (where O∞(K) is the orthogonal group of H). Indeed an element that fixes E0
induces an orthogonal operator of it and another orthogonal transformation of its or-
thogonal for Bp, which it is also its orthogonal for the scalar product. Thus the stabilizer
of E0 is exactly Op(K) × O∞(K). Once again it could be more natural to write this
group O(p)×O(∞), U(p)×U(∞) of Sp(p)× Sp(∞) depending if K = R,C or H.
Let E ∈ Xp(K). Witt’s theorem [Wal63, Theorem 1.2.1] implies that there exists an
element g of Op,∞(K) such that gE0 = E. This shows Op,∞(K) acts transitively on
Xp(K). It shows a little bit more. Let OFp,∞(K) (respectively O
F
∞(K)) be the subgroup
of Op,∞(K) (respectively of O∞(K)) of operators that can be written I +M where M
is a finite rank operator. Thus OFp,∞(K) acts transitively on Xp(K).
Actually, Xp(K) can be identified with different quotient spaces
Xp(K) ≃ Op,∞(K)/Op(K)×O∞(K),
≃ O2p,∞(K)/Op(K)×O2∞(K),
≃ OFp,∞(K)/Op(K)×OF∞(K).
Let op,∞(K) be the subspace of L(H) of operators A such that A∗Φ + ΦA = 0. We
also denote by o2p,∞(K) the intersection op,∞(K) ∩ L2(HR).
Proposition 2.3. The space Xp(K) embeds as a totally geodesic subspace of P2(HR).
Before proceeding with the proof of this proposition we recall what happens in finite di-
mension. We use the notations of section 1.1. We suppose thatH has dimension n = p+q
where 1 ≤ p < q and then we define Xp,q(K) = {E ∈ Gp | Bp|E×E is positive definite}.
If Op,q(K) is the orthogonal group of Qp then Xp,q(K) ≃ Op,q(K)/Op(K)×Oq(K) and it
is an irreducible Riemannian symmetric space of non-compact type. Moreover Op,q(K)
is a reductive subgroup of GL(HR) ≃GLm(R) where m = dimR(K). We recall that a
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reductive subgroup of GLm(R) is a closed Lie subgroup stable under transposition. See
[BH99, II.10.57] for example.
The Lie algebra of Op,q(K) is op,q(K) = {A ∈ L(H)| A∗Φ + ΦA = 0} and Xp,q(K)
identifies with a totally geodesic subspace of GLm(R)/Om(R), which is the image of
symmetric elements in op,q(K) by the exponential map. See [BH99, Theorem II.10.57]
for more details.
The tangent space at I of GLm(R)/Om(R) is the space of symmetric operators and
we endow it with the scalar product < X,Y >=Trace(tXY ). Up to a scalar factor it
coincides with the scalar product coming from the Killing form. The advantage of this
scalar product is that GLm(R)/Om(R) embeds isometrically and totally geodesically in
GLm′(R)/Om′(R) for m ≤ m′.
Choose a base (ei) of H such that E0 is spanned by the p first vectors. We naturally
identify Op,q(K) with the subgroup of Op(K) that acts on the span of e1, . . . , ep+q and is
the identity on the orthogonal of this subspace. We do obviously the same for op,q(K).
Proof of Proposition 2.3. The space p = op,∞(K)∩S2(HR) is a Lie triple system because
it is the closure of ∪q>p(op,q(K) ∩ S2(HR)). Let X = exp(p), G be the subgroup of
GL2(HR) generated by exp(o2p,∞(K)) and K = G ∩O(HR). Then X is totally geodesic
subspace of P2(HR), G acts transitively on X and X ≃ G/K.
Indeed G is a subgroup of O2p,∞(K) which contains O
F
p,∞(K). Thus G acts transitively
on Xp(K) and the stabilizer of E0 is exactly K then Xp(K) ≃ G/K ≃ X. 
Remark 2.4. Let d = dimR(K). If one considers HR, the symmetric bilinear form Re(Bp)
is actually Bdp and elements of Xp(K) are also elements of Xdp(R) considered as real
vector subspaces. Thus, Xp(K) can be identified with a subset of Xdp(R). Moreover
op,∞(K) can be identified with a Lie subalgebra of odp,∞(R) and thus Xp(K) can be
identified with a totally geodesic subspace of Xdp(R).
The embedding provided in Proposition 2.3 allows us to endow Xp(K) with the pull
back of the metric on P2(HR). Now, Xp(K) will always be endowed with this metric.
Actually, the previous embedding shows that Xp(K) is a Riemannian symmetric space
of non-positive sectional curvature but we will retain less information.
Corollary 2.5. The space Xp(K) is a separable complete CAT(0) space.
Proposition 2.6. For all finite configuration of points, geodesics, points at infinity and
Euclidean subspaces of finite dimension, there is a closed totally geodesic space Y of
Xp(K) that contains the elements of the configuration and that is isometric to some
Xp,q(K) with q ≥ p.
Moreover, every isometry of Y coming from Op,q(K) is the restriction of an isometry of
Xp(K).
Proof. Indeed, it suffices to show the result for a finite number of points inXp(K) because
a Euclidean subspace of finite dimension is completely determined by a finite number of
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geodesic lines, a geodesic line is completely determined by two different points on it and
a point at infinity is determined by a geodesic ray pointing toward it.
Let E1, . . . , En ∈ Xp(K). There exists a finite dimensional subspace H0 of H that
contains E0, E1, . . . , En. Let p+ q be the dimension of H0. Then E0, E1, . . . , En lies in
some Xp,q(K) isometrically and totally geodesically embedded in Xp(K). Moreover the
only geodesic line through Ei and Ej is contained in this Xp,q(K). 
3. Metric approach
3.1. Hyperbolic principal angles. Let E,F be two elements of Xp(K). We will define
successively the family of their hyperbolic principal angles.
Let c1 = sup{B(x, y)| x ∈ E, y ∈ F, Q(x) = Q(y) = 1}. Since Q|E and Q|F
are positive definite, there exist x1 ∈ E and y1 ∈ F such that Q(x1) = Q(y1) = 1
and B(x1, y1) = c1. Suppose ci, xi, yi are defined for i = 1, . . . , l < p, we define El =
{x1, . . . , xl}⊥Q ∩ E, Fl = {y1, . . . , yl}⊥Q ∩ F and cl+1 = sup{B(x, y)| x ∈ E, y ∈
F, Q(x) = Q(y) = 1}. We choose once again xl+1 ∈ El and yl+1 ∈ Fl such that
Q(xl+1) = Q(yl+1) = 1 and B(xl+1, yl+1) = cl+1.
Remark 3.1. In case p = 1, the reverse Schwartz inequality (see [BH99, II.10.3]) shows
that |B(x1, y1)| ≥ 1 and it is possible to define the hyperbolic angle between x1 and y1
by α1=arccosh(|B(x1, y1)|). However if p ≥ 2 and x, y ∈ H such that Q(x) = Q(y) = 1
it is possible that |B(x, y)| < 1 and it is impossible to define a hyperbolic angle between
x and y.
If E ∈ Xp(K) one can define the orthogonal projector PE on E with respect to Q.
This is the unique linear operator P such that P |E =IdE , P |E⊥Q = 0.
For x ∈ E and y ∈ F , B(x, y) = B(PF (x), y) = B(x, PE(y)). If B is a bilinear sym-
metric form, two orthonormal bases (xi) and (yi) of subspaces E and F are biorthogonal
if for i 6= j, B(xi, yj) = 0.
Lemma 3.2. The p-uple (c1, . . . , cp) does not depend on choices of xi and yi. Moreover
(xi) and (yi) are biorthogonal bases of E and F with respect to B.
Proof. We first show (xi) and (yi) are biorthogonal bases. It is clear that (xi) and
(yi) are bases of respectively E and F . Thus, it suffices to show that for 1 ≤ i ≤ p,
PF (xi) = ciyi and PE(yi) = cixi. Fix 1 ≤ i ≤ p and suppose this is true for 1 ≤ j < i.
Since B(xi, xj) = 0 for all 1 ≤ j < i, B(xi, PE(yj)) = 0 and B(PE(xi), yj) = 0 for all
1 ≤ j < i. So, PF (xi) ∈ Fi and PF (xi) = ciyi. Symmetrically, PF (yi) = cixi.
Now, consider the operator PEPFPE . In an orthogonal base starting with (xi) the
matrix of this map is diagonal with diagonal entries c21, . . . , c
2
p, 0, 0, . . . . Thus, the non-
trivial eigenvalues are exactly the c2i and do no depend on the base (xi). 
We can now define hyperbolic principal angles between E and F . For 1 ≤ i ≤ p,
P |F (xi) = ciyi so Q(xi) = c2iQ(yi) + Q(xi − ciyi). Since Q(xi) = Q(yi) = 1 and Q is
negative definite on F⊥Q , c2i = 1 − Q(xi − ciyi) ≥ 1. We define αi =arccosh(ci) for
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1 ≤ i ≤ p. The non-increasing family (αi) of non-negative real numbers is called the
family of hyperbolic principal angles between E and F .
Proposition 3.3. Let E,F,E′, F ′ ∈ Xp(K). There exists g ∈ Op,∞(K) such that g(E) =
E′ and g(F ) = F ′ if and only if E,F and E′, F ′ have same families of hyperbolic principal
angles.
Proof. From the definition of hyperbolic principal angles, it is clear that the existence
of such g implies E,F and E′, F ′ have same families of hyperbolic principal angles.
Suppose E,F and E′, F ′ have same families of hyperbolic principal angles. We choose
(xi)i, (yi)i biorthogonal bases for E,F and (x
′
i)i, (y
′
i)i biorthogonal base for E
′, F ′. We
set ui = yi − PE(yi) and u′i = y′i − PE′(y′i). Let G,G′ the span of, respectively, E ∪ F
and E′ ∪ F ′. Then {xi} ∪ {ui, ui 6= 0} and {x′i} ∪ {u′i, u′i 6= 0} are orthogonal bases of
G and G′. Since the restriction of Qp to G and G
′ are equivalent, Witt’s theorem yields
g ∈ Op,∞(K) such that gxi = x′i and gui = u′i for 1 ≤ i ≤ p. 
Remark 3.4. We have seen in remark 2.4 Xp(K) embeds as a totally geodesic subspace
of Xdp(R) where d = dimR(K). So it is a natural to try to understand what is the
link between hyperbolic principal angles between E and F in Xp(K) and the hyper-
bolic angles between E and F considered as elements of Xp(R). Actually if (x1, . . . , xp)
and (y1, . . . , yp) are biorthogonal bases associated with E and F (as K-vector spaces)
then (x1, ix1, . . . , xp, ixp) and (y1, iy1, . . . , yp, iyp) are biorthogonal bases associated with
E and F as R-vector spaces if K = C and (x1, ix1, jx1, kx1 . . . , xp, ixp, jxp, kxp) and
(y1, iy1, jy1, ky1 . . . , yp, iyp, jyp, kyp) are biorthogonal bases associated with E and F as
R-vector spaces if K = H. If (α1, . . . , αp) is the family of hyperbolic principal an-
gles between E and F as elements of Xp(K) then (α1, α1, . . . , αp, αp) is the family
of principal hyperbolic angles between E and F as elements of Xp(R) if K = C or
(α1, α1, α1, α1, . . . , αp, αp, αp, αp) is the family of hyperbolic principal angles between E
and F as elements of Xp(R) if K = H.
Proposition 3.5. Let E,F ∈ Xp(K) and (αi) their family of hyperbolic principal angles.
Then
d(E,F )2 = 2dimR(K)
p∑
i=1
α2i .
Proof. We begin by the case K = R. Thanks to Proposition 2.6, we can consider that
E,F are points in some Xp,q(R).
We recall some facts about Xp,q(R) and O(p, q). Let n = p+ q and Φ be the diagonal
matrix of GLn(R) with first p occurrences of 1 and q occurrences of −1. The group
O(p, q) is then the subgroup{
M ∈ GLn(R); tMΦM = Φ
}
and the Lie algebra of O(p, q) is
o(p, q) =
{
H ∈ Mn(R); tHΦ+ ΦH = 0
}
.
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Any element H ∈ Mn(R) is in o(p, q) if and only if
H =
[
A B
tB C
]
where A ∈ Mp(R) and C ∈ Mq(R) are skew-symmetric and B is any matrix in Mp,q(R).
The space Mp,q(R) can be identified with the tangent space of Xp,q(R) at E0 and in this
case the exponential map is
B 7→ exp
([
0 B
tB 0
])
· E0.
Let p be the subspace of symmetric elements in op,q(R) (which we identify with Mp,q(R)).
A maximal abelian subspace of p is given, for example, by the set of matrices Hλ where
(3.1) Hλ =

 0 Dλ 0Dλ 0 0
0 0 0


and Dλ is the diagonal matrix with diagonal λ = (λ1, . . . , λp) ∈ Rp. The Killing form on
o(p, q) is K(H,H ′) = (p+ q − 2)Trace(tHH ′) but the (natural) choice of scalar product
on S2∞(R) correspond to K
′ = 1
p+q−2K. With this scalar product
K ′(Hλ, Hλ) = 2
p∑
i=1
λ2i .
Moreover a computation shows that
exp(Hλ) =

 ch(λ) sh(λ) 0sh(λ) ch(λ) 0
0 0 Iq−p


where ch(λ) (respectively sh(λ)) is the diagonal matrix with diagonal entries ch(λ1), . . . , ch(λp)
(respectively sh(λ1), . . . , sh(λp)) and thus
(3.2) d(exp(Hλ)x0, x0)
2 = K ′(Hλ, Hλ) = 2
p∑
i=1
λ2i .
Since O(p, q) acts transitively on Xp,q preserving both distance and hyperbolic principal
angles, we can also suppose that E = E0 and F = exp(Hλ)E0 for some λ ∈ Rp. Then, it
suffices to remark that the set of hyperbolic principal angles are {|λi|}. Equation (3.2)
concludes the real case.
Now, if K is C or H, thanks to remark 2.4, it suffices to understand the distance
between E and F as elements of Xdp(R) where d = dimR(K). Then the above treatment
of the real case and remark 3.4 show that the desired formula for the distance between
E and F holds. 
INFINITE DIMENSIONAL NON-POSITIVELY CURVED SYMMETRIC SPACES OF FINITE RANK13
3.2. Isometries of Xp(R).
Proof of Theorem 1.5. Implications (iii)⇒(ii)⇒(i) are easy. We show (i)⇒(iii).
Let g ∈ Isom(Xp). Since O(p,∞) acts transitively on Xp. We can assume gE0 = E0.
We define the differential of g at E0 by TE0g(H) = limt→0 g exp(tH) for H ∈ TE0Xp ≃
L(E0, E
⊥
0 ). This map is homogeneous and preserves the norm of TE0Xp. It is a clas-
sical result that TE0g is a linear isometry of TE0Xp. We will understand TE0g on the
orthonormal base (δij) of L(E0, E
⊥
0 ) where δij is the map x 7→< x, ei > εj for (ei)1≤i≤p a
orthonormal base of E0 and (εj)j∈N a orthonormal base of H0. The point exp(δij) of Xp
is Span(e1, . . . , ei−1, ch(1)ei + sh(1)εj , ei+1, . . . , ep) and lies on a singular geodesic (that
is a geodesic contained in at least two maximal Euclidean subspaces) of E0.
A maximal Euclidean subspace containing E0 can be written
Pu,v = {Span ({ch(λi)ui + sh(λi)vi}i=1..p) | (λ1, . . . , λp) ∈ Rp}
for u = (u1, . . . , up) orthonormal base of E0 and v = (v1, . . . , vp) orthonormal family of
H0.
The action of O(p)×O(∞) on L(E0,H0) is given by H 7→ BH tA for A ∈ O(p) and
B ∈ O(∞). Thus, O(p) ×O(∞) acts transitively on the maximal Euclidean subspaces
of Xp containing E0. We can suppose g fixes pointwise the maximal Euclidean subspace
Pe,ε where e = (e1, . . . , ep) and ε = (ε1, . . . , εp). If ε
′ is obtained from ε by replacing εi
by some εk for k > p then the intersection of Pe,ε and Pe,ε′ is a Euclidean subspace of
dimension p− 1 that is obtained by setting λi to 0. The same property holds for gPe,ε′
and Pe,ε. Thus gPe,ε′ can be written Pe,ε′′ where ε
′′ is obtained from ε by replacing the
i-th coordinate by a unitary vector ε′′k orthogonal to ε1, . . . , εp.
Since ε′′k is determined by the image of the singular geodesic containing 0 and
Span(e1, . . . , ej−1, ch(1)ej + sh(1)εk, e(j+1), . . . , ep), ε
′′
k depends on εk and, a prioiri, on i
but does not depend on εi for i 6= k. Thus, for a fixed 1 ≤ i ≤ p, the map εk 7→ ε′′k is
well defined and can be extended in a linear orthogonal map Bi ∈ O(∞). So, TE0g can
be written H = [h1, . . . , hp] 7→ [B1h1, . . . , Bphp] where hi is Hei. It remains to show are
all Bi are the same map.
Up to (post-) compose g by Id×B−11 we can suppose that B1 =Id. Let u1, u2 be two or-
thogonal unitary vectors of E⊥0 . The image of Span(ch(1)e1+sh(1)u1, . . . , ei−1, ch(1)ei+
sh(1)u2, e(i+1), . . . , ep) ∈ Xp is
Span(ch(1)e1+sh(1)u1, . . . , ei−1, ch(1)ei+sh(1)Biu2, e(i+1), . . . , ep) ∈ Xp. Thus, Biu2 is
orthogonal to u1 for all such u1, u2 and thus Biu2 = ±u2. So, Bi = εiId with εi = ±1.
Finally, if A is the diagonal matrix ofO(p) with diagonal entries εi then g·(A×Id) =IdXp .

Proof of corollary 1.6. Let π : O(p,∞)→ Isom(Xp(R)). Thanks to Theorem 1.5, Isom(Xp(R)) ≃
O(p,∞)/ker(π). So, it suffices to show that ker(π) = {±Id}. Let g ∈ker(π). Since
g ·E0 = E0, g ∈ O(p)×O(∞). Let A ∈ O(p) and B ∈ O(∞) such that g = A×B. the
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differential of π(g) at E0 is H 7→ BHtA. Let aij and (bij) the matrix coefficients of A
and B. We choose H to have all matrix coefficients 0 except the one in position (i, j)
which is 1. Then the matrix coefficient in position (k, l) of BHtA is aljbki. This implies
that aij = 0 for i 6= j, bij = 0 for i 6= j and, for all i ≤ p and all j, aiibjj = 1. Finally,
aii = bjj = a11 = ±1 and G = ±Id. 
4. Telescopic dimension
4.1. Geometric dimension. In [Kle99], B. Kleiner introduces a notion of dimension
for CAT(κ) spaces. Recall that if X is a CAT(κ) space and x a point in X, the space
of directions ΣxX at x is the quotient metric of the set of germs of geodesics issued
from x, endowed with the Alexandrov angle as pseudometric. This a CAT(1) space.
Let X be the set of all spaces that are CAT(κ) for some κ ∈ R. The geometric di-
mension is the smallest function on X such that discrete spaces have dimension 0 and
GeomDim(X) ≥GeomDim(ΣxX) + 1 for all x ∈ X and X ∈ X.
Theorem 4.1 (Theorem A in [Kle99]). Let κ ∈ R and X CAT(κ) space. The following
quantities are equal to the geometric dimension of X.
• sup{DimTop(K)| K compact subset of X} where DimTop(K) denotes the topo-
logical dimension of K.
• sup{k ∈ N| Hk(U, V ) 6= 0 for some open subsets V ⊆ U ⊂ X}. Where Hk(U, V )
is the k-th relative homology group.
4.2. Telescopic dimension. We recall the “probabilistic point of view” on ultrafilters.
We refer to [BH99, I.5.47] and references therein for more details. A non-principal ul-
trafilter U on the set of positive integers N is a function P(N) → {0, 1} such that if
A,B ⊆ N, A ∩B = ∅ then U(A ∪B) = U(A) + U(B) and U(A) = 0 if A is finite.
Let U be a non-principal ultrafilter on N. A sequence (an) of real numbers is said to
converge toward l ∈ R with respect to U if for every ε > 0, U({n ∈ N| |l− an| < ε}) = 1.
An important property of an ultrafilter is that every bounded sequence has a limit with
respect to this ultrafilter.
Let (X, d) be a metric space, (λi) a sequence of positive numbers such that λi → 0,
(xi) a sequence of points in X and U a non-principal ultrafilter on N. Let X∞ = {(yn) ∈
XN| (λid(yi, xi)) is bounded}. For y = (yi) and z = (zi) in X∞ we define d∞(y, z)
to be the limit with respect to U of the bounded sequence (λid(yi, zi)). Then d∞ is a
pseudometric on X∞ and the quotient metric space associated is called the asymptotic
cone of X with respect to U , (λi) and (xi). A metric space Y is called an asymptotic
cone of X if it is isometric to the asymptotic cone of X with respect to some U , (λi) and
(xi).
Every asymptotic cone of a CAT(0) space is a complete CAT(0) space. Following
[CL10], a CAT(0) space x has telescopic dimension less than n ∈ N if every asymptotic
cone of X has geometric dimension less than n and the telescopic dimension of X is the
minimal n ∈ N such that X has telescopic dimension less than n ∈ N. The telescopic
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dimension can be characterized quantitatively by an asymptotic equivalent of Jung’s
inequality between circumradii and diameters of bounded subsets of Euclidean spaces.
Proposition 4.2 (Theorem 1.3 in [CL10]). Let X be a CAT(0) space and n be a positive
integer. The pace X is of finite telescopic dimension if and only if for any δ > 0 there
exists D > 0 such that for any bounded subset Y ⊂ X of diameter larger than D, we
have
(4.1) rad(Y ) ≤
(
δ +
√
n
2(n+ 1)
)
diam(Y ).
The following theorem is the first important result about CAT(0) spaces of finite
telescopic dimension.
Theorem 4.3 (Theorem 1.1 in [CL10]). Let X a complete CAT(0) of finite telescopic
dimension and (Xα) a filtering family of closed convex subspaces. If ∩Xα = ∅ then ∩∂Xα
is not empty and has radius at most π/2 (for the angular metric).
The authors prove this theorem using gradient flows of convex functions. We prove it
without these analytic tools. Our proof use only elementary geometric facts on CAT(0)
spaces and the explicit construction of the circumcenter at infinity will be convenient for
measurability questions in section 8. Similar ideas already appeared in [Buy98].
The crucial point to show Theorem 4.3 is to deal with nested sequences of closed
convex subspaces. This is the following proposition. We show it without using gradient
flow. The end of the proof of Theorem 4.3 can be done as in [CL10] and does not use
any gradient flow.
Proposition 4.4 (Lemma 5.4 and 5.5 in [CL10]). Let X a complete CAT(0) of finite
telescopic dimension and (Xi)i∈N a nested sequence of closed convex subspaces. If ∩Xi =
∅ then ∩∂Xi is not empty and has radius at most π/2.
Proof. Let p ∈ X and xi the projection of p on Xi. Since ∩Xi = ∅, we know that
d(p, xi)→∞ (see Proposition 2.1). We introduce the following notations :
• Nt = min{i ∈ N, d(p, xi) ≥ t},
• for i ≥ Nt, xi(t) is the point on [p, xi] at distance t from p,
• Cti = {xi(t), i ≥ Nt},
• Dt = diam(Cti ),
• for i ≥ Nt, cti is the circumcenter of {xj(t), j ≥ i} and
• rti = rad{xj(t), j ≥ i}.
The non-decreasing function t 7→ Dt may be bounded or not. In the first case, this
implies the sequence (xi) converges to a point ξ ∈ ∂X that belongs to ∩∂Xi. Since the
projection on a closed convex subset is 1-Lipschitz, the point ξ does not depend on p.
Thanks to the angular property of projection, for any y ∈ Xi, ∠p(y, xi) ≤ π/2 and so
∩∂Xi is included in the ball of radius π/2 around ξ.
Now, suppose t 7→ Dt is not bounded. Let n be the telescopic dimension of X. We
choose δ > 0 such that δ
√
2 +
√
n
(n+1) < 1. Let D > 0 be a positive real given by 4.2.
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p
xj
xi
Xj
Xi
xj(t)xi(t)
Cti
For t ≥ 0 such that Dt > D and i, j ∈ N with j ≥ i ≥ Nt we have ∠xi(p, xj) ≥ π/2. So,
∠p(xi, xj) ≤ π/2 and d(xi(t), xj(t)) ≤
√
2t. Thanks to inequality (4.1)
rti ≤
(
δ +
√
n
2(n+ 1)
)
Dt ≤
(
δ
√
2 +
√
n
(n+ 1)
)
t.
So the triangle inequality gives
d(p, cti) ≥ d(p, xi(t))− d(xi(t), cti) ≥
[
1−
(
δ
√
2 +
√
n
(n+ 1)
)]
t.
Inequality (2.3) shows d(cti, c
t
j) ≤
√
2((rti)
2 − (rtj)2) and since k 7→ rtk is non-increasing
for a fixed t we deduce that (ctk)k is a Cauchy sequence. We denote by ct its limit and
we remark that
(4.2) d(p, ct) ≥
[
1−
(
δ
√
2 +
√
n
(n+ 1)
)]
t.
Now we will show ct converges to a point at infinity when t goes to infinity. For t
′ ≥ t > 0
et j ≥ i ≥ N ′t we introduce the point denoted by tt′ ct
′
i on [p, c
t′
i ] at distance
t
t′
d
(
p, ct
′
i
)
from p. Using Thales’ Theorem in a comparison triangle, we have d
(
xj(t),
t
t′
ct
′
i
)
≤
t
t′
d
(
xj(t
′), ct
′
i
)
≤ t
t′
rt
′
i . And so, r
t
i ≤ tt′ rt
′
i . Let rt be the (non-decreasing) limit of (r
i
t)i
then r
t
t
≤ rt
′
t′
≤ √2. Thus ( rt
t
) converges as t goes to +∞. In the geodesic triangle
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xj(t),
t
t′
ct
′
i , c
t
i, if m is the midpoint of [
t
t′
ct
′
i , c
t
i], the Bruhat-Tits inequality gives
d(xj(t),m)
2 ≤ 1
2
(
d
(
xj(t), c
t
i
)2
+ d
(
xj(t),
t
t′
ct
′
i
)2)
− 1
4
d
(
t
t′
ct
′
i , c
t
i
)2
Since m is not the circumcenter of Cti , there exists j such that d(m,xj(t)) ≥ rti . This last
inequality with inequalities d(xj(t), c
t
i) ≤ rti and d(xj(t), tt′ ct
′
i ) ≤ tt′ rt
′
i give d
(
t
t′
ct
′
i , c
t
i
)2 ≤
2t2
[(
rt
′
i
t′
)2
−
(
rti
t
)2]
. If i goes to infinity we obtain
d
(
t
t′
ct
′
, ct
)2
≤ 2t2


(
rt
′
t′
)2
−
(
rt
t
)2
Fix t0 > 0 and ε > 0. To conclude, it suffices to show the points x =
t0
d(p,ct)c
t and y =
t0
d(p,ct)
t
t′
ct
′
on segments [p, ct] and [p, ct
′
], are at distance less than ε for t, t′ large enough.
Once again, Thales’ theorem in a comparison triangle associated with p, ct, t
t′
ct
′
shows
d(x, y) < t0
d(p,ct)d
(
t
t′
ct
′
, ct
)
. Now, for t, t′ such that
[(
rt
′
t′
)2
−
(
rt
t
)2]
< ε2, inequality
(4.2) shows
d(x, y) <
√
2ε
1−
(
δ
√
2 +
√
n
n+1
) .
Let ξ be the limit of ct. By the same argument as above, ξ does not depend on p. If we
choose p ∈ Xi then convexity of Xi shows that ξ ∈ ∂Xi. Finally, ξ ∈ ∩i∂Xi.
let η ∈ ∩∂Xi and ρ be the geodesic ray from p to η. Fix i ∈ N and denote by pui
the projection of ρ(u) on Xi. Since distance from ρ(u) to Xi is bounded, convexity of
x 7→ d(x,Xi) implies that d(pui , ρ(u)) is bounded by d(p,Xi). So pui converges to η as u
goes to infinity. Thus for t > 0 and i ≥ Nt, βη(xi(t), p) = limu→∞ d(xi(t), pui )− d(pui , p).
Since ∠xi(p, p
u
i ) ≥ π/2 a comparison argument shows that d(xi(t), pui ) ≤ d(p, pui ). Thus
βη(xi(t), p) ≤ 0. Continuity and convexity of βη imply βη(ct, p) ≤ 0. Now, the asymp-
totic angle formula (2.5) shows lim inft,u→∞∠x(ρ(u), c
t) ≤ π/2 and finally by inequality
(2.4), ∠(ξ, η) ≤ π/2. 
We call the point ξ constructed in Proposition 4.4 the center of directions associated
with the sequence (Xi).
Proposition 4.5. Let (Xi) and (X
′
i) be two nested sequences of closed convex subsets
of a complete CAT(0) space of finite telescopic dimension. If for all i, j ∈ N there are
i′, j′ ∈ N such that Xi ⊆ X ′i′ and X ′j ⊂ Xj′ then (Xi) and (X ′i) have same centers of
directions.
Proof. If ϕ : N → N is an increasing map then (Xi) and (Xϕ(i)) haves same centers of
directions. Indeed the curve t 7→ ct in the proof of Proposition 4.4 is the limit of the
sequence (cti)i and thus is the same for (Xi) and (Xϕ(i)).
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By inclusion properties of (Xi) and (X
′
i), we can find two extractions ϕ and ϕ
′ such
that for all i ∈ N, Xϕ(i) ⊆ X ′ϕ′(i) ⊆ Xϕ(i+1). Then we set X ′′2i = Xφ(i) and X ′′2i+1 = X ′ϕ′(i).
The above remark for (X ′′i ) and (Xi) and (X
′′
i ) and (X
′
i) concludes this proposition.

There is an another place where gradient flows appear in [CL10]. This is in the proof
of our Proposition 4.6, which follows. The use of gradient flows is handy for the authors
but really not necessary. We show how to modify the proof. Once it this done, all results
of [CL10] may be obtain without the use of gradient flows.
Fix x0 in a complete CAT(0) space X. Let C0 the set of all 1-Lipschitz and convex
functions that vanish at x0. Endowed with the pointwise convergence topology, C0 is a
compact topological space. Let C ⊂ C0 the image of X under the map x 7→ d(x, .) −
d(x, x0).
Proposition 4.6 (Proposition 4.8 in [CL10]). Let X a CAT(0) space of finite telescopic
dimension not reduced to a point and with a minimal action of Isom(X)y X. Then ev-
ery affine function of C is a Busemann function associated with a point ξ in the boundary
of the de Rham factor of X.
Lemma 4.7. Let X be a complete CAT(0) space. If f is an affine 1-Lipschitz map such
that
(4.3) ∀ε > 0 ∀n ∈ N ∀x ∈ X ∃z ∈ X, d(x, z) ≥ n and f(z)− f(x) ≥ (1− ε)d(x, z)
then there exists ξ ∈ ∂X such that for x, y ∈ X,
f(x) = −βξ(x, x0).
Proof. Fix x ∈ X. For l > f(x), we set Xl = {y ∈ X| f(y) ≥ l}. Xl is a non-empty
closed convex subset of X. Let xl be the projection of x on Xl. For f(x) < l
′ < l let y
be the unique point on [x, xl] such that f(y) = l
′ then
d(x, xl′) ≤ d(x, y) = l
′ − f(x)
l − f(x) d(x, xl).
This shows that l 7→ l−f(x)
d(x,xl)
is non-increasing. Now hypothesis (4.3) shows that liml→∞(l−
f(x))/d(x, xl) = 1. So d(x, xl) = l− f(x) for all l > f(x) and ∪l>f(x)[x, xl] is a geodesic
ray. Let ξ be the endpoint of this geodesic ray. Since the projection on Xl is 1-Lipschitz
ξ does not depend on x. Now characterization of Busemann functions [BH99, II.8.22]
shows that
f(x) = −βξ(x, x0).

Proof of Proposition 4.6. Let f be an affine function of C. The proof of Proposition 4.8
in [CL10] leads to the conclusion that f and −f satisfy the condition of lemma 4.7. Thus
there exists ξ and ξ′ such that for all x ∈ X, f(x) = −βξ(x, x0) and −f(x) = −βξ′(x, x0).
Since f is 1-Lipschitz the concatenation of geodesic rays from x to ξ and ξ′ is a geodesic.
This proves that X is the reunion of geodesics with extremities ξ and ξ′. Theorem II.2.14
in [BH99] concludes the proof. 
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5. Spherical and Euclidean buildings associated with Xp(K)
5.1. Spherical building at infinity. It is a classical result that the boundary at in-
finity (endowed with the Tits metric) of a Riemannian symmetric space of non-compact
type is a spherical building (see section 3.6 of [Ebe96]). We show the same holds for
Xp(K). We will use the following geometric definition of a spherical building. It is bor-
rowed from definition [BH99, II.10A.1] and this geometric definition is equivalent to the
combinatorial usual one.
Definition 5.1. A spherical building of dimension n is a piecewise spherical simplicial
complex X such that :
(i) X is the union of a collection A of subcomplexes E, called apartments, such that
the intrinsic metric dE on E makes (E, dE) to the sphere Sn and induces the
given spherical metric on each simplex. The n-simplices of a apartement are called
chambers and the (non-empty) intersections of chambers are called faces.
(ii) Any two simplices of X are contained in at least one apartment.
(iii) Given two apartments E and E′ containing both simplices B and B′, there ex-
ists a simplicial isometry from (E, dE) onto (E
′, dE′) which leaves both B and B
′
pointwise fixed.
If moreover, every (n− 1)-simplex is a face of at least three n-simplices, X is said to be
a thick building.
In the case of the boundary ∂X of a Riemannian symmetric space of non-compact
type, apartments are exactly boundaries of maximal Euclidean subspaces of X.
If X is a CAT(0) space, we recall that the Tits boundary of X is the space ∂X endowed
with the Tits metric (see definition [BH99, II.9.18] for more details).
Proposition 5.2. The Tits boundary of Xp(K) is a thick spherical building of dimension
p− 1.
Proof. We show that conditions (i)-(iii) of definition 5.1 hold. Apartments of Xp(K)
are defined to be boundaries of maximal Euclidean subspaces of Xp(K). Thus, any
apartment is isometric to Sp−1. If F is a maximal Euclidean subspace, a Chamber
of ∂F is the closure of a connected component of the set of points ξ ∈ ∂F that are
endpoint of regular geodesic ray included in F (a geodesic ray is called regular if it is
included in a unique maximal Euclidean space). Conditions (i)-(iii) involve only finitely
many apartments simultaneously. By Proposition 2.6, we know such configurations lie
actually in some ∂Y where Y is a totally geodesic subspace of Xp(K) isometric to some
Xp,q(K) with q ≥ p. Now, the building structure on ∂Xp,q(K) implies these conditions
hold. 
5.2. Euclidean buildings as asymptotic cones. In [KL97], the authors introduce a
new definition of Euclidean building, which is more geometric and more general than
the usual one. This definition allows the authors to show that every asymptotic cone of
a Euclidean building is a Euclidean building [KL97, Corollary 5.1.3]. Moreover, every
asymptotic cone of Riemannian symmetric space of non-compact type is a Euclidean
building. This phenomenon can be simply illustrated in dimension one. A Euclidean
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building (in the classical sense) of dimension one is a simplicial tree without leaf. Since
every asymptotic cone of a Gromov-hyperbolic space is a real tree [Gro93, example
2.B.(b)], some real trees that are not siplicial are also buildings of dimension 1 in the
sense of Kleiner-Leeb.
We recall the definition of Euclidean building in the sense of Kleiner-Leeb. Let E
be a Euclidean space. Its boundary at infinity ∂E endowed with the angular metric
is a Euclidean sphere of dimension dim(E) − 1. Since isometries of E are affine and
translations act trivially on ∂E, one obtain a homomorphism
ρ : Isom(E)→ Isom(∂E)
that associates its linear part to every Euclidean isometry. A subgroup WAff ≤ Isom(E)
is called an affine Weyl group if it is generated by reflections through hyperplanes and
if W := ρ(WAff) is a finite subgroup of Isom(∂E). The group W is called the spherical
Weyl group associated withWAff . IfWAff is an affine Weyl group then (E,WAff) is called
a Euclidean Coxeter complex and (∂E,W ) is the associated spherical Coxeter complex
at infinity. Its anisotropy polyhedron is the spherical polyhedron
∆ := ∂E/W.
An oriented segment (not reduced to a point) xy of E determines a unique point of
∂E and the projection of this point to ∆ is called the ∆-direction of xy. Let π be the
projection ∂E → ∆. If δ1, δ2 are two points of ∆, we introduce the finite set
D(δ1, δ2) = {∠(ξ1, ξ2))|ξ1, ξ2 ∈ ∂E, π(ξ1) = δ1, π(ξ2) = δ2}.
Definition 5.3. Let (E,WAff) be a Euclidean Coxeter complex. A Euclidean building
modelled on (E,WAff) is a complete CAT(0) space (X, d) with
(i) a map θ from the set of oriented segments not reduced to a point to ∆,
(ii) a collection, A, called atlas, of isometric embeddings ι : E → X that preserve ∆-
directions. This atlas is closed under precomposition with isometries in WAff . The
image of such isometric embedding ι is called an apartment.
Moreover the following properties must hold.
(1) For all x, y, z ∈ X such that y 6= z and x 6= z,
d∆(θ(xy), θ(xz)) ≤ ∠x(y, z).
(2) The angle between two geodesic segments xy and xz is in D(θ(xy), θ(xz)).
(3) Every geodesic segment, ray or line is contained in an apartment.
(4) If A1 and A2 are two apartments with a non-empty intersection then the transi-
tion map ι−1A2 ◦ ιA1 : ι−1A1 (A1 ∩A2)→ ι−1A2 (A1 ∩A2) is the restriction of an element
of WAff .
If X is a Euclidean building, the rank of X is the dimension of any apartment.
Proof of Theorem 1.3. Actually, the proof of Kleiner-Leeb, which shows asymptotic cones
of Riemannian symmetric spaces of non-compact type are Euclidean buildings, works
also in our infinite dimensional settings with a very slight modification. We recall how
θ,∆,WAff and apartments are defined and we refer to [KL97, Theorem 5.2.1] for the full
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proof and show the slight modification appears.
Choose a maximal Euclidean subspace E in Xp(K) then WAff is defined to be the
quotient group of the stabilizer Stab(E) of E by the pointwise stabilizer Fix(E) of E.
With the same notation as above we set W = ρ(WAff).The quotient ∂E/W can be
identified with any fixed chamber ∆ of the building at infinity. If ξ ∈ ∂Xp(K) we set
θ(ξ) to be the unique point in ∆ of the orbit of ξ under Isom(Xp(K)). This point exists
because of Proposition 2.6 and the fact that Isom(Xp,q(K)) acts transitively on chambers
of ∂Xp,q(K). Now, let Y be an asymptotic cone of Xp(K). Apartments of Y are defined
to be ultralimits of maximal Euclidean subspaces of Xp(K) and if x 6= y are points of Y ,
choose (xn) and (yn) sequences in Xp(K) corresponding respectively to x and y. Let ξn
be the point at infinity of geodesic ray trough yn starting at xn. Since ∆ is compact, the
sequence (θ(ξn)) has a limit and θ(xy) is defined to be this limit. This does not depend
on the choice of sequences because if x, y, z are points of Xp(K) and ξ, η are points at
infinity corresponding to xy and xz then
d∆(ξ, η) ≤ ∠x(y, z).
To show point (2) of definition 5.3, the authors use a compactness argument in [KL97,
Lemma 5.2.2]. Let x ∈ Y and y, z ∈ Y \ {p}. Let (xn), (yn), (zn) be sequences of Xp(K)
that correspond to respectively x, y and z. Thanks to homogeneity and Proposition 2.6,
we can find a totally geodesic subspace Z ⊂ Xp(K) isometric to some Xp,2p(K) such that
for any n there exists gn isometry of Xp(K) such that gnxn = E0 and gnyn, gnzn ∈ Z for
all n. Now, the argument given in [KL97, Lemma 5.2.2] works.

Proof of corollary 1.4. We know that Xp(K) is a separable complete CAT(0) space.
Thanks to Proposition 2.6, every Euclidean subspace of Xp(K) is included in a convex
subspace Y which is isometric to some Xp,q(K). Since the rank of Xp,q(K) is min(p, q)
(see table V in [Hel01, X.6]), the rank of Xp(K) is less than p and since there exist
isometric embeddings of Xp,q(K) in Xp(K) with q ≥ p, the rank of Xp(K) is p.
Thanks to Theorem 1.3, every asymptotic cone of Xp(K) is a Euclidean building of
dimension p. Now, [KL97, corollary 6.1.1] asserts that if V ⊆ U are open subsets of a
Euclidean building X then Hk(U, V ) = 0 for k > rank(X). This result and character-
ization 4.1 show the geometric dimension of a building of rank p is exactly p. So, the
telescopic dimension of Xp(K) is p. 
6. Parabolic subgroups of O(p,∞)
It is a well-known fact that parabolic subgroups of SLn(R) are in correspondence with
flags of Rn (see [Ebe96, 2.17.27] for example). A similar phenomenon is also true for
O(p,∞).
For the remaining of this section, K = R. A vector of H is isotropic if Qp(x) = 0
and a subspace E ⊂ H is totally isotropic if any x ∈ E is isotropic. Since the index
of Qp is p, any totally isotropic subspace has dimension less or equal to p. Maximal
(for inclusion) totally isotropic subspaces are exactly those of dimension p. A sequence
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(Ei)
k
i=1 of non-trivial subspaces of H is called a flag if Ei ⊂ Ei+1 for any 1 ≤ i ≤ k − 1.
A flag F = (Ei)
k
i=1 is said to be isotropic if Ek is a totally isotropic subspace of H. We
remark that O(p,∞) acts naturally on the set of isotropic flags and this action gives an
action of Isom(Xp(R)).
We denote by Gξ the stabilizer of ξ ∈ ∂Xp(R) and by GF the stabilizer of an isotropic
flag F , inside Isom(Xp(R)).
Proposition 6.1. For any ξ ∈ ∂Xp(R) there exists an isotropic flag F (ξ) such that
Gξ = GF (ξ). Moreover, for any totally isotropic flag F , there exists ξ ∈ ∂Xp(R) such
that F = F (ξ) and thus GF = Gξ.
Lemma 6.2. Let E ∈ Xp(R), α1 be the first principal hyperbolic angle between E and
E0. If M ∈ O(p,∞) and ME0 = E then ||M || =
√
ch(α1)2 + sh(α1)2.
Proof. The existence of biorthogonal bases show that, in a good orthogonal base of H,
we can find some M0 ∈ O(p,∞) such that M0E0 = E and its matrix is
 ch(α) sh(α) 0sh(α) ch(α) 0
0 0 Id


where ch(α) (respectively sh(α)) is the matrix diag(ch(α1), . . . , ch(αp)) (respectively the
matrix diag(sh(α1), . . . , sh(αp)). It is not difficult to show that ||M0|| =
√
ch(α1)2 + sh(α1)2.
Now, if M ∈ O(p,∞) satisfies ME0 = E then MM−10 ∈ O(p) × O(∞) and thus
||M || = ||M0||. 
Proof of Proposition 6.1. Let gt be the transvection of length t from E0 toward ξ. Let
h be an isometry of Xp(R) then hξ = ξ if and only if the geodesic ray from E0 to ξ and
its image by h remain at a bounded distance one from another. This means exactly the
set {d(hgtE0, gtE0)| t ≥ 0} = {d(g−1t hgtE0, E0)| t ≥ 0} is bounded. Thanks to Lemma
6.2, this means that the set of operators {g−1t hgt| t ≥ 0} is bounded.
Since the isometry group of Xp,q(R) acts transitively on the set of chambers of the
spherical building ∂Xp,q(R) and any ξ ∈ ∂Xp(R) is in the closure of a chamber, we
can suppose that ξ is in the closure of the boundary at infinity of the Weyl chamber
(of second type in the terminology of [Ebe96, 2.12.4]) C = {exp(Hλ)E0| λ1 > · · · >
λp > 0} where Hλ is an infinite-dimensional operator of finite rank of H which has the
same expression as the one in equation (3.1). So, we suppose that ξ is the limit when
t → +∞ of gtE0 = exp(tHλ)E0 for a fixed λ = (λ1, . . . , λp) with λ1 ≥ · · · ≥ λp ≥ 0.
Let v1 > · · · > vk the distinct non-trivial values of λ1, . . . , λp and Ei be the span of
{ej + ep+j | λj ≥ vi}. In order to show that h stabilizes the isotropic flag F = (Ei)ki=1,
we will use a more convenient Hilbert base of H. Let (e′i) the Hilbert base defined by

e′i = 1/
√
2(ei + ei+p), 1 ≤ i ≤ p
e′i = 1/
√
2(ei − ei+p), p+ 1 ≤ i ≤ 2p
e′i = ei, i > 2p
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In this new base, the block decomposition of the matrix representation of gt is
 etλ 0 00 e−tλ 0
0 0 I


where etλ is the diagonal matrix with diagonal exp(tλ1), . . . , exp(tλp). The matrix of Φ
is 
 0 Ip 0Ip 0 0
0 0 −I

 .
If we write the matrix of h 
 h1 h2 h3h4 h5 h6
h7 h8 h9


then the matrix of g−1t hgt is
 e−λth1eλt e−λth2e−λt e−λth3eλth4eλt eλth5e−λt eλth6
h7e
λt h8e
−λt h9

 .
Now, since {||g−1t hgt|| | t ≥ 0} is bounded, simple computations show that h1 is a
block upper-triangular matrix and blocks correspond with Ei’s. The matrix h4 has zeros
everywhere except if the row index, i, and column index, j, satisfy λi = λj = 0. The
matrix h7 has trivial columns except the ones whose index, j, satisfies λj = 0. This
shows h stabilizes the flag F .
Conversely, if F is an isotropic flag (Ei)
k
i=1 then we can find a Hilbert base (ei)i∈N such
that there exist 1 = i1 < · · · < ik+1 ≤ p+ 1 such that Ej is the span of eij , . . . , eij+1−1.
We define λi = k − j + 1 if ij ≤ i < ij+1 and λi = 0 if ik+1 ≤ i ≤ p. Now, if h ∈ GF
then we use the same matrix representation (with same block decomposition as above)
in the base (e′i) constructed as above from (ei). The block h1 is block upper-triangular
and h4, h7 have trivial columns except the ones whose index, j, satisfies λj = 0.
We also know that h−1 ∈ GF and th = Φh−1Φ. If h′i are the blocks of h−1 then h5 =t
h′1 is block lower-triangular,
th4 = h
′
4 have trivial entries except the ones whose index,
i, j, satisfy λi = λj = 0 and h6 = −th′7 has trivial rows except the ones whose index, i,
satisfies λi = 0. These conditions on the blocks of h imply that {||g−1t hgt|| | t ≥ 0} is
bounded and if ξ = limt→∞ gtE0 then h ∈ Gξ. 
Part 2. Furstenberg Maps
7. Amenability
7.1. Amenable actions. We recall the notion of amenable actions, which generalizes
the notion of amenable groups and was introduced by R. Zimmer in [Zim78]. See [Zim84,
section 4] and [ADR00] for more details. Let Ω be a standard Borel space and G be a
locally compact second countable group. The space Ω is said to be a G-space if it is
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endowed with an action G y Ω by Borel automorphisms and there is a quasi-invariant
probability Borel measure on Ω. Every measurable notion on B will refer to this implicit
class of measure.
Throughout this section Ω will be a standard Borel space and µ a Borel measure on
it.
Definition 7.1. A measurable field of Banach spaces is collection E = {(Eω, ||‖|)}ω∈Ω
of Banach spaces and a subset M⊂∏ω∈ΩEω with the following properties :
(i) if f, g ∈M then f + g ∈M,
(ii) if f ∈M and φ : Ω→ C is a measurable function then φf ∈M,
(iii) if f ∈M then ω → ||fω|| is measurable,
(iv) if f ∈∏ω∈ΩEω such that (fn) is a sequence in L with lim fnω = fω for almost every
ω then f ∈M and
(v) For almost every ω, {fω| f ∈M} is dense in Eω.
The subsetM is called ameasurable structure for E and elements ofM are called sections
of E. The measurable field E is separable if there is a countable family {fn} ∈ M such
that (fnω )n∈N is dense in Eω for almost every ω.
If E is a separable measurable field of Banach spaces, a cocycle α,for G on E, is a
collection {α(g, ω)}g∈G,ω∈Ω such that
(i) for all g and almost every ω, α(g, ω) ∈Isom(Eω, Egω),
(ii) for all g, g and almost every ω, α(gg′, ω) = α(g, g′ω)α(g′, ω) and
(iii) for all f, f ′ ∈M, (g, ω) 7→ ||fω − α(g, g−1ω)f ′g−1ω|| is measurable.
In this case the formula (gf)ω = α(g, g
−1ω)f ′
g−1ω
defines an action of G on M. If E is
measurable field endowed with a cocycle for G then one can constructs the dual field E∗
endowed with the dual cocycle α♯.
Definition 7.2. Let Ω be a G-space. The action Gy Ω is amenable if for every cocycle
for G on a measurable field E over Ω and every G-invariant subfieldK of weakly compact
subsets of the balls of E∗ there exists an invariant section in K.
7.2. G-boundaries. We recall the notion of G-boundary, which appeared for the first
time in [BM96].
Definition 7.3. Let G be a locally compact group and (B, ν) a G-space. The measure
space (B, ν) is said to be a G-boundary if
(i) the action Gy (B, ν) is amenable,
(ii) the diagonal action Gy (B ×B, ν × ν) is ergodic.
Thanks to a theorem of V. Kaimanovich in [Kai03] (which generalizes [BM02, Theorem
6]), every locally compact and second countable group has a strong boundary, which a
strengthening of the notion of boundary and which has been introduced by M. Burger
and N. Monod in [BM02].
8. Measurable fields of CAT(0) spaces
A general study of measurable fields of CAT(0) spaces has been done in [AH11]. We
first recall definitions and some general lemmas which are part of this general study.
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Definition 8.1. Let (Ω, µ) be a standard probability space. A measurable field of
CAT(0) spaces is a collection X = {(Xω, dω)} of (non-empty) complete CAT(0) spaces
and a countable family F ⊂∏ωXω, called a fundamental family, such that
(i) for all x, y ∈ F , ω 7→ dω(xω, yω) is measurable,
(ii) for almost all ω, {fω| f ∈ F} is dense in Xω.
LetX be a measurable field of CAT(0) spaces. A section ofX is an element x ∈∏ωXω
such that for all y ∈ F , ω 7→ dω(xω, yω) is measurable. Two sections are identified if
they agree almost everywhere. The set of all sections is the measurable structure M of
X. If x, y are two sections, the equality
dω(xω, yω) = sup
z∈F
|dω(xω, zω)− dω(zω, yω)|
shows that ω 7→ dω(xω, yω) is also measurable. Since a pointwise limit of measurable
maps is also measurable, we have the following lemma.
Lemma 8.2. If x ∈ ∏ωXω and (xn) a sequence of sections such that for almost every
ω, xnω → xω then x is a section of X.
If G is a locally compact group and Ω is a G-space then a cocycle for G on X is a
collection {α(g, ω)}g∈G,ω∈Ω such that
(i) for all g and almost every ω, α(g, ω) ∈ Isom(Xω, Xgω),
(ii) for all g, g and almost every ω, α(gg′, ω) = α(g, g′ω)α(g′, ω) and
(iii) for all x, y ∈ F , (g, ω) 7→ dω(xω, α(g, g−1ω)yg−1ω) is measurable.
A subfield Y of X is a collection {Yω}ω∈Ω of non-empty closed convex subset such that
for every section x of X, the function ω 7→ d(xω, Yω) is measurable.
We identify subfields Y and Y′ if Yω = Y
′
ω for almost every ω. We introduce a par-
tial order on the set of (equivalence class of) subfields : Y ≤ Y′ if for almost every ω,
Yω ⊆ Y ′ω.
A cocycle for G on X induces an action of G on M by (gx)ω = α(g, g−1ω)xg−1ω for
x ∈M and ω ∈ Ω. It induces also an action on subfields by gY = {α(g, g−1ω)Yg−1ω}ω.
Lemma 8.3. Let Y,Z be two subfields of X. Then Y ≤ Z if and only if for all x ∈ F
and almost every ω, dω(Yω, xω) ≥ dω(Zω, xω) and Y < Z if and only if Y ≤ Z and there
exists x ∈ F such that µ({ω| dω(Yω, xω) > dω(Zω, xω)}) > 0.
Proof. For x ∈ F , we define Ωx = {ω | dω(xω, Yω) > dω(xω, Zω)} and Ωx = {ω | dω(xω, Yω) ≥
dω(xω, Zω)}. Then Ωx et Ωx are measurable subsets of Ω. If Y ≤ Z then for all x ∈ F ,
Ωx has full measure. Conversely, if for all x ∈ F , Ωx has full measure , then Ω = ∩x Ωx
has also full measure and for all ω ∈ Ω, Yω ⊆ Zω. Moreover, if µ(Ωx) > 0 then Z  Y.
This shows the second part of the lemma. 
Following lemmas aim to show that usual constructions in complete CAT(0) spaces
can be done measurably for measurable fields of CAT(0) spaces.
Lemma 8.4. If x, y are two sections and r : Ω → [0,+∞) is a measurable map then
ω 7→ dω(yω, B(xω, r(ω))) is measurable.
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Proof. The restriction of ω 7→ dω(yω, B(xω, r(ω))) to {ω| r(ω) = 0} is clearly measurable.
So we suppose that r(ω) > 0 for all ω. Then we remark that
dω(yω, B(xω, r(ω))) = inf{dω(yω, zω)| z ∈ F , zω ∈ B(xω, r(ω))}.
For z ∈ F , we define dω(yω, zω) = +∞ if zω /∈ B(xω, r(ω)) and dω(yω, zω) = dω(yω, zω)
in the other case. Then ω 7→ dω(yω, zω) is a measurable function with values in R+∪{∞}
and
dω(yω, B(xω, r(ω))) = inf
z∈F
dω(yω, zω).

Lemma 8.5. Let Y be a subfield of X. If x is a section of X then the family of
projections of xω on Yω is a section of X.
Proof. Let F = {xi}i∈N be a fundamental family of X and x be a section of X. We
define
i(n, ω) = inf
{
i
∣∣∣∣ d(xω, xiω) ≤ d(xω, Yω) + 1/n andd(xiω, Yω) ≤ 1/n
}
.
Thus, (x
i(n,ω)
ω ) is a section and x
i(n,ω)
ω −→ πYω(xω). 
Remark 8.6. Lemma 8.5 shows subfields are fields on their own. A fundamental family
is given by projections of elements of a fundamental family of X.
Lemma 8.7. Let {xi}i∈N be a countable family of sections ofX. The function ω 7→rad({xiω})
is measurable and if it is essentially bounded then the family of circumcenters of {xiω} ,
is a section.
Proof. The first part of the lemma holds because
rad({xiω}) = inf
y∈F
sup
i∈N
dω(x
i
ω, yω).
Let r(ω) =rad({xiω}) and let us number F = {yj}j∈N. We define
j(n, ω) = min{j ∈ N| sup
i∈N
dω(x
i
ω, y
j
ω) ≤ r(ω) + 1/n}.
Then (y
j(n,ω)
ω ) is a section and for almost every ω, limn→+∞ y
j(n,ω)
ω is the circumcenter
of {xiω}. 
Lemma 8.8. Let x, y be two sections of X and d : Ω→ [0,+∞) a be measurable function
such that for almost every ω, d(ω) ≤ dω(xω, yω). The family (zω) of points on [xω, yω]
such that dω(xω, zω) = d(ω), is a section of X.
Proof. Any such function d can be obtain as a pointwise limit of function of the type
ω 7→ λ(ω)dω(xω, yω) where λ is a measurable function with dyadic values in [0, 1]. Thus,
it suffices to show the result when zω is the midpoint of [xω, yω].
In a CAT(0) space, X, fix two points x and y then the set
Zε =
{
z ∈ X| max(d(x, z), d(y, z)) ≤ d(x, y) + ε
2
}
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contains the midpoint of [x, y] and has diameter at most ε. It suffices to define zω to be
the limit as n→ +∞ of projections of xω on the intersection
B
(
xω,
d(xω, yω) + 1/n
2
)
∩B
(
yω,
d(xω, yω) + 1/n
2
)
.

A measurable field of CAT(0) spaces X has finite telescopic dimension if for almost
every ω, Xω has finite telescopic dimension. We note that the quantitative result of
Theorem 4.2 shows that ω 7→ DimTel(Xω) is a measurable map. For example if there is
a cocycle for G on X and Gy Ω is ergodic then almost every Xω has the same telescopic
dimension (maybe infinite).
Let X be a measurable field of CAT(0) spaces such that for almost ω, ∂Xω 6= ∅. We
define its boundary field ∂X to be the collection (∂Xω). A section of ∂X is a collection
ξ = (ξω) such that for all x, y sections of X, the function
ω 7→ βξω(xω, yω)
is measurable.
Lemma 8.9. Let X be a measurable field of CAT(0) spaces with almost surely non-empty
boundary. Let ξ = (ξω) be a collection of points ξω ∈ ∂Xω.
The collection ξ is a section of ∂X if and only if there exists a sequence (zn) of sections
of X such that for almost every ω, znω −→ ξω.
Proof. Let (zn) be such a sequence of sections. Thus for all sections x, y of X and almost
every ω,
βξω(xω, yω) = lim
n→+∞
dω(xω, z
n
ω)− dω(yω, znω).
Conversely, let ξ be a section of ∂X. We fix a section x of X and we define znω to be
the point on the geodesic ray from xω to ξω at distance n from xω. Let Y
n
ω = {y ∈
Xω| βξω(y, xn) ≤ −n}. If z is a section of X then
d(zω, Yω) = max {0, βξω(zω, xω) + n} .
Thus Yn = {Y nω } is a subfield of X and the collection zn = (znω) =
(
πY nω (xω)
)
is a section
of X which tends to ξ. 
If Ω is a G-space for some locally compact group G and α is a cocycle for G on
X then there exists a natural action of G on the sections of ∂X. This is given by
(gξ)ω = α(g, g
−1ω)ξg−1ω.
Proposition 8.10. Suppose that X has finite telescopic dimension and (Xn) is a non-
increasing sequence of subfields such that for almost every ω, ∩nXnω = ∅. Let ξω be center
of directions constructed in Proposition 4.4 associated with (Xnω).
Then ξ = (ξω) is a section of ∂X.
Proof. Proof of Proposition 4.4 and lemmas 8.5, 8.7 and 8.8 show that for almost every
ω, ξω is a limit of a sequence z
n
ω where z
n is a section of X. 
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Proposition 8.11. Suppose X has finite telescopic, G acts on X via a cocycle α and
G y Ω is ergodic. Then there exists a minimal invariant subfield of X or there exists
an invariant section of ∂X.
The following lemma will be usefull for the proof of Proposition 8.11.
Lemma 8.12. Let X be a totally ordered family of subfields of X. Then there exists a
countable non-increasing subfamily (Xn)n∈N that is cofinal.
We recall that (Xn)n∈N is cofinal means that for any Y ∈ X there is n ∈ N such that
Xn ≤ Y.
Proof. For x ∈ F and Y ∈ X , set fYx (ω) = dω(xω,Yω). Then for all x ∈ F and Y ∈ X ,
fXx is a measurable function and (Lemma 8.3)
Y ≥ Z ⇐⇒ ∀x ∀˚ω fYx (ω) ≥ fZx (ω).
Now thanks to a classical analysis result, for all x ∈ F , we can find a sequence
(Xn) such that (fX
n
x )n is non-inreasing and cofinal among {fYx }Y∈X (for the order :
f ≥ g ⇐⇒ ∀˚ω f(ω) ≥ g(ω)). Since F is countable, we can suppose this is the case
for all x ∈ F simultaneously. Lemma 8.3 permits to conclude that (Xn) is cofinal.

Proof of Proposition 8.11. We suppose there is no invariant section of ∂X then we will
show that the set of all invariant subfields of X is inductive (for the opposite order of
≥). Then Zorn’s Lemma will provide a minimal invariant subfield.
Let X be a totally ordered subset of invariant subfields. Thanks to Lemma 8.12, X
contains a cofinal non-increasing sequence (Xn). The subset {ω ∈ Ω| ⋂nXnω = ∅} =
{ω ∈ Ω| dω(xω, Xnω)→ +∞} is measurable and G-invariant. By ergodicity, it is a null or
a conull set. If it is a null set then Proposition 8.10 provides a section at infinity which
is invariant because Xn are invariant. This contradicts our assumption. In the other
case we define Yω =
⋂
nX
n
ω . This is a closed convex subset of Xω for almost every ω.
If F = {xk}k∈N then we set ykω to be the projection of xkω on Yω. Since ykω is the limit
of projections of xkω on X
n
ω for almost every ω, y
k = (ykω) is a section of X and {yk} is
a fundamental family for Y which is thus an invariant subfield and a lower bound for
X . 
9. Adams-Ballmann Theorem in a measurable context
9.1. Euclidean de Rham factor. Let X be a complete CAT(0) space. It is a classical
result that X is isometric to some product Y ×E where Y is a complete CAT(0) space
and E is Euclidean space (maybe of infinite dimension) that is maximal for inclusion.
Moreover if X ≃ Y ′ ×X ′ is another such decomposition then E ≃ E′ and Y ≃ Y ′. The
Euclidean space E is called the Euclidean de Rham factor of X. We show that under
some assumptions, this decomposition can be done measurably. Under assumptions of
properness and finite dimension, M. Anderegg and P. Henry show that a more precise
decomposition, inspired by [AB98, Theorem 1.6], can be obtained (see [AH11, Proposi-
tion 3.20]).
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Throughout this section we consider a measurable field of CAT(0) spaces X that has
finite telescopic dimension and is not reduce to a single section, a fundamental family
F = {xi} for X and a cocycle α for a locally compact group second countable group G
on X. We assume that X is minimal and Gy Ω is ergodic.
Remark 9.1. Assumptions of ergodicity and minimality imply that for almost every ω,
Xω is unbounded.
Proposition 9.2. Let x be a section of X. There exists n ∈ N and two subfields E and
Y of X containing x such that X = E × Y, for almost every ω, Eω ≃ Rn and E is
maximal for those properties.
Moreover, if y is an other section of X and X = E′ ×Y′ is another such decompo-
sition associated with y then for almost every ω, the projections πEω |E′ω and πYω |Y ′ω are
isometries. In particular, if x = y then E = E′ and Y = Y′.
The subfield E will be called the Euclidean de Rham factor of X and such a decompo-
sition X = E×Y will be called a Euclidean de Rham decomposition. We will say that X
is Euclidean ifX = E and thatX has no Euclidean factor isX = Y is reduced to a point.
To recover measurably the Euclidean de Rham Factor we well need a measurable
version of Proposition 4.6. We fix a section x0 of X. We set A to be set of family
f = (fω) such that such that for almost ω, fω is an affine function on Xω and there exist
a sequence (xi) of sections of X such that for almost every ω and every y ∈ Xω,
fω(y) = lim
i→∞
dω(y, x
i
ω)− d(x0ω, xiω).
For all ω ∈ Ω we set Eω the Euclidean subspace of Xω that contains x0ω and is isometric
to the Euclidean de Rham factor of Xω. At this stage, we don’t that (Eω) is a subfield.
Proposition 9.3. Let f ∈ A.Then for almost every ω, there exists ξω ∈ ∂Eω such that
fω is the Busemann function associated with ξω.
Proposition 4.6 uses the following technical lemma.
Lemma 9.4 (Lemma 4.9 in [CL10]). Let X be an unbounded complete CAT(0) space of
finite telescopic dimension . Then there exists a sequence (Dj) of positive numbers such
that for every j, Dj > j, a sequence (δj) of positive numbers that tends to 0, a sequence
of points pj ∈ X and a sequence of finite subsets Qj ⊂ X with the following properties.
(i) The set Qj is included in the closed ball of radius Dj(1 + δj) centered at pj.
(ii) For every s ∈ X, there exists qj ∈ Qj such that d(s, qj)− d(s, pj) ≥ Dj − 1.
A measurable version for X of this lemma is the following.
Lemma 9.5. There exists a sequence Dj > j, a sequence of sections p
j of X and a finite
set of sections Qj of X such that
(i) For all q ∈ Qj and almost every ω, dω(pjω, qω) < Dj(1 + 1/j).
(ii) For almost every ω and all x ∈ Xω, there exists q ∈ Qj with dω(x, qω)−dω(x, pjω) >
Dj .
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Proof. Let F = {xl} be a fundamental family for X. For ω ∈ Ω and j, n ∈ N, we set
Djω,n = inf
{
r > j
∣∣∣∣∣ ∃i ∈ N, ∃i1, . . . , in, x
i1
ω , . . . , x
in
ω ∈ B(xiω, r(1 + 1/j))
and ∀l ∈ N ∃k(l) d(xlω, x
ik(l)
ω )− d(xlω, xiω) > r
}
.
Since xiω are dense in Xω, we note that
Djω,n = inf
{
r > j
∣∣∣∣ ∃x ∈ Xω, ∃x1, . . . , xn ∈ B(x, r(1 + 1/j)),with ∀y ∈ Xω ∃i, d(xi, x)− d(xi, y) > r
}
.
The first way to write Djω,n shows ω 7→ Djω,n is measurable. Indeed, for r > 0, set
Ωjn,r =
{
ω ∈ Ω
∣∣∣∣∣ ∃i ∈ N, ∃i1, . . . , in, x
i1
ω , . . . , x
in
ω ∈ B(xiω, r(1 + 1/j))
and ∀l ∈ N ∃k(l) d(xlω, x
ik(l)
ω )− d(xlω, xiω) > r
}
.
So
Ωjn,r =
⋃
i∈N
⋃
i1,...,in∈N
⋂
l∈N
⋃
k∈{i1,...,in}
{
ω ∈ Ω
∣∣∣∣ ∀m ∈ [1, n] d(ximω , xiω) < r(1 + 1/j)and d(xlω, xikω )− d(xlω, xiω) > r
}
.
Thus, Ωjn,r is a measurable set for n, j ∈ N and r > 0. Finally, if ω ∈ Ωjn,r inequalities
are strict, there exists ε such that for all r′ with |r − r′| < ε, ω ∈ Ωjn,r′ and{
ω ∈ Ω ∣∣ Djω,n < r} = ⋃
r′<r
Ωjn,r′ =
⋃
r′<r, r′∈Q
Ωjn,r′ .
This shows ω 7→ Djω,n is measurable.
The second way to write Djω,n shows that ω 7→ Djω,n is G-invariant. By ergodicity,
there exists Djn such that for almost every ω, D
j
ω,n = D
j
n.
Fix j, Lemma 9.5 shows that for almost every ω, there exists n such that Djω,n <∞.
Set
nj(ω) = inf{n ∈ N| Djω,n <∞}.
Once again, ω 7→ nj(ω) is measurable and G-invariant. Thus there exists nj such that
for almost every ω, nj(ω) = nj .
We set Dj = D
j
nj + 1 and
ij(ω) = inf
{
i ∈ N
∣∣∣∣∣ ∃i1, . . . , in, x
i1
ω , . . . , x
in
ω ∈ B(xiω, Dj(1 + 1/j))
et ∀l ∈ N ∃k(l) d(xlω, x
ik(l)
ω )− d(xlω, xiω) > Dj − 1
}
.
Then ω 7→ ij(ω) is measurable and if we set pjω = xi
j(ω)
ω then pj is a section for all j.
We endow the (countable) set of subsets with nj elements of N with an order coming
from a bijection with N. We set
Ijω = inf
{
i1, . . . , inj
∣∣∣∣∣ x
i1
ω , . . . , x
inj
ω ∈ B(pjω, Dj(1 + 1/j))
and ∀l ∈ N ∃k(l) d(xlω, x
ik(l)
ω )− d(xlω, pjω) > Dj − 1
}
.
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Then Ijω is measurable and if we set ik(ω) to be the k
th element of Ijω for k ∈ [1, 2, . . . , nj ]
then ω 7→ ik(ω) is measurable.
Finally, we set
Qj = {(xik(ω)ω )| k ∈ [1, 2, . . . , nj ]}
and claimed properties hold. 
Proof of Proposition 9.3. For j ∈ N, set
Sj =
{
x section of X
∣∣∣ ∀f ∈ A, ∀˚ω ∃zω ∈ Xω , fω(zω)− fω(xω) = Dj − 1and dω(xω, zω) ≤ (1 + 1/j)Dj
}
.
Thanks to Lemma 9.5, Sj 6= ∅ for all j ∈ N. Then we set Cj = (Cjω) where
Cjω = Conv{xjω| x ∈ Sj}.
Thanks to lemma 8.8, Cj is a subfield of X. Since Sj ist α-invariant, Cj is so. Thanks to
minimality of X, Cjω = Xω for almost every ω. We remark that Sj is stable under convex
combinations and pointwise limits. Thus, for all f ∈ A, almost every ω and all x ∈ Xω,
there exists z ∈ Xω such that fω(z) − fω(x) = Dj − 1 and dω(x, z) ≤ (1 + 1/j)Dj . We
can now use Lemma 4.7 which provides ξω ∈ ∂Xω such that for all x ∈ Xω, −fω(x) =
βξω(x, x
0
ω). We call y
n
ω the point at distance n from x
0
ω such that fω(y
n
ω) = n for all
n ∈ N. By construction of fω, for all n ∈ N, (ynω) is a section of X and for almost every
ω, −f = limn→∞ d(ynω, .)− n. This shows that (−fω) ∈ A and the same reasoning gives
another ξ′ω. Moreover, if x ∈ Xω, the concatenation of rayons issued from x towards ξω
and ξ′ω is a geodesic line. Thus, Xω is the union of geodesic line from ξω to ξ
′
ω. Theorem
II.2.14 in [BH99] gives the product decompostion. 
Proof of Proposition 9.2. Let Xω = Eω × Yω be the Euclidean de Rham decomposition
of Xω where we identify Eω and Yω with to (closed convex) subsets of Xω such that
Yω ∩ Eω = {xω}. Suppose that
(i) for all sections y, z; ω 7→ dω(πEω(yω), πEω(zω)) is measurable.
xω
yω
zω
πEω(zω) πEω(yω)
πYω(yω)
πYω(zω)
Yω
Eω
Now, let y et z be two sections of X. We have
dω(yω, πEω(yω)) =
√
dω(yω, xω)2 − dω(xω, πEω(yω))2.
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Since πEω(xω) = xω, ω 7→ dω(yω, πEω(yω)) is measurable. Since
dω(yω, πEω(zω))
2 = dω(πEω(yω), πEω(zω))
2 + dω(yω, πEω(yω))
2,
ω 7→ dω(zω, πEω(yω)) is measurable. This shows that for every section z, (πEω(zω)) is
also a section of X.
Since dω(πYω(yω), πYω(zω))
2 = dω(yω, zω)
2 − dω(πEω(yω), πEω(zω))2, for every section
y of X, (πYω(yω)) is also a section of X.
Projections on Eω and Yω of sections in F gives fundamental families for Y = (Yω)
and E = (Eω). Thus, E and Y are subfields of X. Last properties come from usual
properties of the Euclidean de Rham decomposition for each Xω.
It remains t show property (i). Fix two sections y and z of X. For ω ∈ Ω, let Cω
be the set of 1-Lipschitz convex functions on Xω which vanishes at x
0
ω. For f ∈ Cω, set
∆i,jω (f) =
f(xiω)+f(x
j
ω)
2 −f(mi,jω ) where mi,jω is the midpoint of [xiω, xjω]. Since f is convex,
this quantity is non-negative. Let fkω be the function y 7→ dω(y, xkω)− d(x0ω, xkω) and
Knω = {k ∈ N| dω(xkω, x0ω) ≥ n et ∀i, j ≤ n, ∆i,jω (fkω) ≤ 1/n}.
We claim that following equalities hold (with convention that the supremum of the empty
subset of R+ is 0) and thus property (i) hold.
dω(πEω(yω)), πEω(zω)) = max
f∈A
|fω(yω)− fω(zω)| = lim
n→+∞
sup
k∈Knω
|fkω(yω)− fkω(zω)|.
By definition of A, we know that
max
f∈A
|fω(yω)− fω(zω)| ≤ lim
n→+∞
sup
k∈Knω
|fkω(yω)− fkω(zω)|.
To show the inverse inequality, set
Lnω =
{
i ∈ Knω
∣∣∣∣∣ |f iω(yω)− f iω(zω)| ≥ supk∈Knω |fkω(yω)− fkω(zω)| − 1/n
}
,
let k(n, ω) = minLnω and g
n
ω = f
k(n,ω)
ω . We have
lim
n→+∞
sup
k∈Knω
|fkω(yω)− fkω(zω)| = lim
n→∞
|gnω(yω)− gnω(zω)|.
Each Cω is compact for the pointwise convergence. Thus
∏
ω∈Ω Cω is so. Up to extract a
subsequence, we can suppose that for almost all ω, gnω converges to some gω.Thanks to
Proposition 9.3, g = (gω) is an element of A. Thus,
max
f∈A
|fω(yω)− fω(zω)| ≥ lim
n→+∞
sup
k∈Knω
|fkω(yω)− fkω(zω)|
and for almost all ω, gω corresponds to a Busemann function of Eω. Thus,
dω(πEω(yω), πEω(zω)) ≥ max
f∈A
|fω(yω)− fω(zω)|.
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Since for almost every ω, (xiω)i∈N is dense in Xω, for all n, we can find x
k
ω arbitrarily
closed to the geodesic (πω(yω), πω(zω)) in Eω and k ∈ Knω . 
Corollary 9.6. There are two cocycles for G on E and Y, αE and αY such that α =
αE × αY.
Proof. For a fixed g ∈ G and ω ∈ Ω, we set
E′ = gE and Y′ = gY.
This gives a new de Rham decomposition X = E′ ×Y′. The second part of Proposition
9.2 shows the projection πEω |E′ω and πYω |Y ′ω are isometries. We set αE(g, ω) = πEgω ◦
α(g, ω) and αY(g, ω) = πYgω ◦ α(g, ω). Thus α(g, ω) = αE(g, ω)× αY(g, ω) for all g and
almost all ω. Cocycle properties of αE and αY follow from those of α. 
9.2. Measurable Adams-Ballmann theorem. LetG be locally compact second count-
able group and Ω an ergodic G-space. Let X be measurable field of CAT(0) space of
finite telescopic dimension endowed with a G-cocycle. Let F = {xi}i∈N be a fundamental
family of X.
We fix a section x0. For ω ∈ Ω, let Cω be the locally convex linear space of convex
functions which vanishes at x0ω endowed with the topology of pointwise convergence. Let
Cω the compact convex subspace of Cω of functions which are moreover 1-Lipschitz. A
metric on Cω can be given by the formula
Dω(f, g) =
∑
i∈N
|f(xiω)− g(xiω)|
2idω(xiω, x
0
ω)
.
Let ιω : Xω → Lω defined by ιω(x) = dω(x, .)−dω(x, x0ω). We define Kω to be the closed
convex hull of ιω(Xω). Then K = (Kω)ω is a measurable field of compact spaces. A
fundamental family is given by rational convex combinations of elements in {ιω(xiω)}i∈N.
A section f = (fω) of K is called affine if for almost all ω, fω is an affine function on
Xω.
Proposition 9.7. If X has no Euclidean factor, is minimal and is not reduced to a
section then K does not contain any affine section.
Proof. We use same notations as in the proof of Proposition 9.2. We introduce the
following function τ : Ω→ R where
τ(ω) = inf
f∈Kω
sup
i,j
∆i,jω (f).
The function τ is measurable and G-invariant thus, by ergodicity, it is an essentially
constant function. Since Kω is compact τ(ω) = 0 means exactly that Kω contains an
affine function. The same way we define υ : Ω→ R where
υ(ω) = inf
f∈iω(Xω)
sup
i,j
∆i,jω (f).
Then υ is also an essentially constant function. We remark that for almost every ω,
υ(ω) = inff∈A supi,j ∆
i,j
ω (f). Since X has no Euclidean factor and is minimal, Propo-
sition 9.3 implies that A is empty. Thus, there is ε > 0 such that for almost every ε,
34 BRUNO DUCHESNE
υ(ω) = ε. Lemma 4.10 in [CL10] shows that τ(ω) > 0 almost everywhere and then K
can not have any affine section. 
We define C(K) to be the measurable field of Banach spaces (C(Kω)) where C(Kω) is
the Banach space of continuous functions on the compact metrizable space Kω. Each
C(Kω) is endowed with the sup-nom. For details about the measurable structure, we
refer to [And10] or [Hen10].
If β(g, ω)(f) = f ◦ α(g−1, gω) − f( for f ∈ Kω then we define a cocycle γ via the
formula
γ(g, ω)ϕ(f) = ϕ(β(g−1, gω)(f))
for f ∈ Kgω and ϕ is a section of C(Kω). We endow the dual field C(K)∗ with the dual
cocycle γ∗.
LetM(K) be the compact convex subfield of C(K)∗1 (the measurable field of unit balls
in duals). It is invariant under γ∗ and moreover if µ ∈M(Kω) then
γ(g, ω)∗µ = β(g, ω)∗µ.
We recall (see [Zim84, 4.1.4] and reference therein) there exists a continuous map, called
barycenter, b : M(K) → K for K a compact convex subset of a locally convex space.
This map is defined on convex combinations of Dirac masses by
b(
∑
λiδki) =
∑
λiki.
The density of such combinations (for the weak-* topology) permits to define b ev-
erywhere. Moreover, if T : K → K ′ is an affine map between two compact convex
subsets of some locally convex spaces and b, b′ are the respective barycenter maps then
T ◦ b(µ) = b′(T∗µ) for every µ ∈M(K).
So if µ is a section of M(K) invariant for the cocycle γ∗ then we define kω = bω(µω)
where bω is the barycenter map bω :M(Kω) → Kω. Since for all g and almost every ω
β(g, ω) is affine, we have
(β · k)ω = β(g, g−1ω)kg−1ω = bω(β(g, g−1ω)∗µg−1ω) = βω(µω) = kω.
This gives an invariant section of K.
Proof of Theorem 1.8. We suppose there is no invariant section of ∂X. Thanks to Propo-
sition 8.11, there exists a minimal invariant subfield X′ of X. Let X′ = E × Y be a
Euclidean de Rham decomposition of X′. The minimality of X′ implies the minimality
of E andY under cocycles αE and αY. Then it suffices to showY is reduced to a section.
Fix a section x of Y. Let K be the measurable field of compact spaces previously
introduced at the beginning of section 9.2, relatively to Y. By amenability of the action
G y Ω, M(K) has an invariant section. The previous discussion shows K has also an
invariant section. Let f be an invariant section of K, this means for all section y of Y
and almost every ω,
(9.1) fω(yω) = fg−1ω(αY(g
−1, ω)yω)− fg−1ω(αY(g−1, ω)xω).
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This means the quantity fg−1ω(αY(g
−1, ω)yω)−fω(yω) does not depend on y. So, we set
c(g, ω) = fgω(ygω)− fω(αY(g−1, gω)ygω) and then c : G× Ω→ R s an additive cocycle.
We introduce the three measurable subsets of Ω,
Ωmin = {ω ∈ Ω| fω has a minimum} ,
Ωinf = {ω ∈ Ω| fω does not have a minimum and inf fω > −∞} ,
Ω−∞ = {ω ∈ Ω| inf fω = −∞} .
The equation (9.1) can be written by replacing ω by gω,
fgω = fω ◦ αY(g−1, gω) + c(g, ω).
Thus the three previous subsets are G-invariant. Their union has full measure and since
Gy Ω is ergodic, one of them has full measure.
If Ωmin has full measure then we define Y
′
ω = f
−1
ω (min fω) and this gives a G-invariant
subfield Y′ of Y. By minimality Y′ = Y. This shows that for almost every ω, fω is a
constant function on Yω. But since Y has no Euclidean factor and is minimal, Proposi-
tion 9.7 shows that Y is reduced to a section.
If Ω−∞ has full measure, we define Y
r
ω = f
−1
ω (]−∞, r]) for r ∈ R− and if Ωinf has full
measure, we define for r ∈ R+, Y rω = f−1ω (] inf fω, inf fω + r]). In the two cases, Yr is
subfield wich satisfies
αY(g, ω)Y
r
ω = Y
r+c(g,ω)
gω
for all g, almost every ω and all r > 0. We choose a countable dense subset D of rational
numbers in R+ or R−. Thanks to Proposition 8.10 (used for (Yr)r∈D) we construct a
section of ∂Y and thanks to Proposition 4.5 it is αY-invariant and this gives also an
α-invariant section of ∂X. 
10. Furstenberg maps
Let us start by recalling the following lemma.
Lemma 10.1 ([CL10, Proposition 1.8.(ii)]). Let G be a group acting on Xp(K) by isome-
tries without fixed at infinity. Then there exists a minimal (non-empty) G-invariant
closed convex subspace X of Xp(K).
Now, we suppose we are under the hypotheses of Theorem 1.7. That is G is a locally
compact second countable group which acts measurably and in a non-elementary way
by isometries on a space Xp(K). The action G y Xp(K) is non-elementary if there no
G-invariant Euclidean subspace of Xp(K) nor fixed point at infinity.
Let B be a G-boundary and let Y be a complete CAT(0) space on which G acts
continuously by isometries. We will consider the constant field Y over B such that for
all b ∈ B, Yb = Y . We choose a dense countable family D of points in Y . A fundamental
family of Y is given by elements (xb) such that all xb are equal to a same element of
D. The group G acts on Y via a cocycle α where α(g, b) = g for every g and b. With
this definition, we remark that an invariant section x = (xb) coincides with a measurable
G-equivariant map from B to Y , b 7→ x(b) = xb. Indeed, x is an invariant section means
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that α(g, b)xb = xgb for all g and almost every b and b 7→ x(b) is G-invariant means that
x(gb) = gx(b) for almost every b.This is just a matter of vocabulary.
We will set X to be the constant field such that for all b, Xb = Xp(K). Let Y be
a closed convex subset of X endowed with a continuous G-action by isometries. We
consider the constant field Y with the cocycle αY (g, ω) = g for all g and almost every
ω. Since Y ⊂ Xp(K) then each Yb can be seen as a non-empty closed convex subset of
Xp(K).
Proposition 10.2. If there is an invariant Euclidean subfield E of Y then for almost
every (b, b′), ∂Eb ∩ ∂Eb′ 6= ∅ or there is a Euclidean subspace E0 of Y such that for
almost all b, Eb = E0.
Proof. Inspired by Gromov-Hausdorff convergence, we introduce the function dGH of Eu-
clidean subspaces of Xp(K). We emphasize that this function is not a distance and does
not characterizes the Gromov-Hausdorff convergence. If E,F are Euclidean subspaces
of Y we define dGH(E,F ) =
inf
{
1/r
∣∣∃x ∈ E, y ∈ F, dH (E ∩B(x, r), F ∩B(y, r)) ≤ 1/r}
where dH is the Hausdorff distance on closed bounded subspaces of Xp(K) . The action
of Isom(Xp) on Euclideans subspaces preserve dGH . Moreover, for any r > 0, we can
find countably many subsets
U(Ei, xi, r) = {F Euclidean subspace | dH(F ∩B(xi, r), Ei ∩B(xi, r)) < 1/r}
which cover the set of all Euclidean subspaces of Xp(K). Actually, OFp,∞(K) acts tran-
sitively on the pairs (x,A) where A is maximal Euclidean subspace and x a point in A.
Moreover if g → e in OFp,∞(K) (with the norm-topology) then for all x ∈ Xp(K) and
r > 0 the restriction of g to B(x, r) converges uniformly to the identity map. Fix a point
x in a maximal Euclidean subspace A. For each dimension 0 ≤ i ≤ p, choose a countable
family (Ain)n∈N of Euclidean subspaces in A such that for all Euclidean subspaces E ⊂ A
containing x and all ε > 0, there exist i, n such that dGH(E,A
i
n) < ε. Now, choose a
dense subset {gj}j of OFp,∞(K) then the countable family {(gjx, gjAin)}(i,j,n) induces a
covering as above.
Let E,F be two subspaces such that dGH(E,F ) = 0. We claim that E = F or
∂E ∩ ∂F 6= ∅. Indeed, there exist sequences (xn), (yn) such that for n ∈ N,
dH
(
E ∩B(xn, n), F ∩B(yn, n)
) ≤ 1/n .
We can moreover suppose that xn ∈ E for all n. Since E is compact, we can also suppose
this sequence is convergent. If the limit is in E then F = E and if the limit is in ∂E
then it is also the limit of (yn) and thus a point in ∂E ∩ ∂F .
Since the Euclidean field is invariant Egb = gEb and then b, b
′ 7→ dGH(Eb, Eb′) in
invariant. Thanks to double ergodicity, this function is essentially equal to some r ≥ 0.
If r > 0, we choose a Euclidean subspace E and a point x such that U(E, x, r/2) has
positive measure for the image measure by b 7→ Eb and we find P ⊂ Ω × Ω which has
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positive measure such that (b, b′) ∈ P , dGH(Eb, Eb′) < r. Thus r = 0.
This implies that for almost all (b, b′), Eb = Eb′ or ∂Eb∩∂Eb′ 6= ∅. The set {(b, b′)| Eb =
Eb′} is G-invariant and measurable then by double ergodicity it is null or conull. In the
first case this implies that that for almost all (b, b′) ∂Eb ∩ ∂Eb′ 6= ∅ and in the second
one this implies by Fubini’s theorem that there exists b such that for almost every b′,
Eb = Eb′ . 
Proof of Theorem 1.7. Since we suppose the action Gy Xp(K) is non-elementary then
Lemma 10.1 implies there exists a minimal closed convex invariant subspace X of Xp(K).
Let X = E × Y be the Euclidean de Rham decomposition of X. It is a property
of Euclidean de Rham decomposition that the action G y X is diagonal and thus it
induces an action G y Y which is also minimal. Moreover, fixing a point x ∈ X, Y
identifies with a unique totally geodesic subspace of X which contains x. We note this
subspace is not invariant under the action of G on X. However the embedding ∂Y ⊂ ∂X
does not depend on the identification. Thus ∂Y is G-invariant (as subspace of ∂X) and
the extension on ∂Y of the actions Gy X and Gy Y are the same. We will retain the
following data on Y
• The space Y is a complete CAT(0) space of finite telescopic dimension.
• The action Gy Y is minimal.
• The boundary ∂Y is a subset of ∂Xp(K).
Let Y be the constant field over B associated to Y . We apply Theorem 1.8 to this
field. This gives an invariant section of ∂Y or an invariant Euclidean subfield. An in-
variant section of ∂Y gives a G-equivariant map B → ∂Y ⊂ ∂Xp(K) when the latter
is equipped with the visual topology and is thus homeomorphic to a separable Hilbert
sphere.
Suppose now E is an invariant Euclidean subfield of Y. Since Y is a subfield of X,
E is also a subfield of X and we can apply proposition and then for almost every (b, b′),
∂Eb ∩ ∂Eb′ 6= ∅ or there is E0 Euclidean subspace of Y which is invariant. In the second
case this means that E × E0 is a Euclidean invariant subspace of Xp. So we suppose
that for almost every (b, b′), ∂Eb ∩ ∂Eb′ 6= ∅.
We consider now the building structure Ip(K) on ∂Xp(K). Since ∂Eb is a subspace
of an apartment of Ip(K) we note Cb the minimal subcomplex of Ip(K) which contains
∂Eb. This is a finite subcomplex.
If C is a subcomplex included in an apartment of Ip(K) we call the type of C, its
class under the action of Isom(Xp(K)). The set of types is finite because each apartment
is a finite subcomplex and Isom(Xp(K)) acts transitively on apartments of Ip(K). We
know that for almost every (b, b′), Cb ∩ Cb′ is a non-empty subcomplex. Since the type
is invariant under the action of G, double ergodicity implies that there is a type D such
that for almost all (b, b′) Cb ∩ Cb′ has type D.
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We claim that the map (b, b′) 7→ Cb∩Cb′ is essentially constant. We setDb,b′ = Cb∩Cb′ .
Fubini’s theorem implies that there is a conull measurable set B0 ⊆ B such that for all
b ∈ B0 there is Bb ⊆ B which is conull such that for all b′ ∈ B′, Db,b′ has type D. We
fix b1, b2 ∈ B0 and we set C1 = Cb1 and C2 = Cb2 . Since there is a finite number of
subcomplexes of C1 there exists B1 ⊂ B with positive measure and a subcomplex D1 of
type D such that for all b ∈ B1
C1 ∩ Cb = D1.
Then for all for b, b′ ∈ B1, Db,b′ = D1. Since there is also a finite number of subcomplexes
of C2 there is a measurable subset of positive measure B2 ⊂ B1 such that for all b, b′ ∈ B2,
Db,b′ = C2∩Cb = C2∩Cb′ . Since C1∩C2 has type D we have C1∩C2 = D1. This implies
that b 7→ Db1,b is essentially equal to D1. Since for almost b, b′ Db1,b = D1 = Db1,b′ and
Db,b′ has type D, we have Db,b′ = D1. This shows this complex is G-invariant.
Let f be the mean of the Busemann functions (of Y ) associated with the circumcen-
ters of the cells of D1 and that vanish at some point x0 ∈ Y . Since G permutes the
circumcenters of the cells of D1, the function f is quasi-invariant. That is for all g ∈ G
and x ∈ Y , f(gx) = f(x) + f(gx0). Thus g 7→ f(gx0) is a homomorphism. If f has
a minimum then this homomorphism is trivial and the subset Z where f achieves its
minimum is a closed convex non-empty closed subspace of Y which G-invariant. By
minimality, Z = Y and then f is constant on Y . This means that Y has at least one
affine Busemann. This is a contradiction because Y has a trivial de Rham factor.
If f does not achieve its minimum the center of directions associated with the nested
family of sublevel sets is a fixed point at infinity for the action Gy Y and thus there is
a fixed point at infinity for the initial action G y Xp(K). This is a contradiction with
non-elementarity.
Finally, we a have obtained a measurable G-equivariant map ϕ : B → ∂Xp(K).

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