Abstract-This paper explores the use of Semiotic Engineering theory in the design of different interfaces for the control of a mobile robot. Based on a set of sign classes for human-robot interaction, we have elaborated a common interaction model and designed different interfaces for controlling an e-puck robot, a small sized mobile robot used for education and research. We implemented three interfaces using different technologies (desktop, Tablet PC, and handheld) and tested them with a group of users, in order to evaluate if the sign classes and their representations were adequate and also the differences perceived in the use of diverse interaction technologies.
I. INTRODUCTION
Human-Robot Interaction (HRI) has become a very active field, attracting researchers from various areas, such as robotics and human-computer interaction as well as from the humanities (psychology, anthropology and sociology among others). This growing interest is motivated by the expectation of an increasing number of robots being used in society by people who are not specialists, creating demands on interaction quality.
In general, different types of interfaces can be designed for human-robot interaction: software interfaces in desktops or mobile computers [1] , touch interfaces such as Tablet PCs [2] , tangible interfaces [3] or visual, audio and gestural commands [4] . Despite their differences, it is possible to analyze these interfaces looking for common interaction model that will depend mostly on the characteristics of the tasks being commanded by the user to the robots that are executing them.
This paper presents the design and implementation of different interfaces for controlling a small sized robot. We base our design on Semiotic Engineering, an HCI theory that considers the interaction between people and computers as a particular case of the computer-mediated communication between humans. Building on our previous work [5] , in which we identified a set of sign classes for the control of an e-puck robot, we propose a common interaction model for controlling the e-puck and design three different interfaces: one for desktop PCs that uses keyboard and mouse; other for Tablet PCs, based on the interaction using a pen directly on the screen; and one for a mobile device (an iPod touch R ), which allows interaction through its touch screen and the movement of the device itself. The interfaces were evaluated by a group of users in the execution of different tasks and the obtained results are analyzed and discussed.
Some works in the literature have proposed the analysis of different interfaces under a common framework. Richer and Drury [6] , for example, proposed a framework to describe interfaces based on video games. They analyzed several game types and described the interaction in terms of the components of gaming interfaces and the successful interaction styles used on these games. This framework can help a robot interface project by providing descriptions for interface components that are application-independent, creating a common language for analysis and comparison of different works.
Fong et al [7] presented a collaborative system for robot teleoperation based on a dialog between the user and the robot. The robot can ask questions to the user about its condition and how to proceed in certain situations. The user can also ask questions to the robot regarding its state and task status. This dialog allows the levels of autonomy and human-robot interaction to vary according to each situation, being specially useful for environments that are unknown or pose difficulties for planning.
Steinfeld et al. [8] proposed common metrics to improve quality of HRI and also evaluate existing interfaces, providing some common basis for research comparison. Due to the diverse range of human-robot applications, they state that it is not simple to propose metrics, but they believe that the metrics they have proposed will be able to cover a wide range of these applications.
All these works focused more on evaluating existing interfaces and trying to provide a common ground for research analysis. The Video Game Based Framework proposed by Richer and Drury can also be used on design, but it deals mostly with interface feedback rather than with the interaction itself. Our main contribution presented in this paper is the use of Semiotic Engineering to identify some common aspects in human-robot interaction, more specifically in the control of mobile robots, and to use these aspects in the design of different interfaces.
This paper is organized as follows: next section presents the sign classes for robot interaction based on Semiotic Engineering. In Section III we present how the interfaces were designed based on these classes and in Section IV we show how this design was applied in the development of the interfaces. Section V describes user tests with the implemented interfaces, with the results of these tests being presented in Section VI. Finally, in Section VII, we discuss the results and present our final remarks.
II. SIGN CLASSES FOR HUMAN-ROBOT INTERACTION
Our goal was to investigate the impact of the use of different technologies in teleoperating a robot. Thus, the first step was to elaborate an abstract interaction model that could describe what aspects needed to be conveyed in the usersystem interaction, independently of the technologies used. The idea was that by identifying common aspects in mobile robot control and teleoperation we would then be able to elaborate such model.
In order to do so, we based our work on Semiotic Engineering [9] , an explanatory, i.e. non-predictive, theory of HCI that perceives an interactive system as a designer-to-user communication. The designers convey their design vision through the interface, telling who the users are, what they need or want to do and how they should interact with the system to achieve their goals. This message is composed of signs, which, as defined by Peirce [10] , are "anything that stands for something else, to somebody in some respect or capacity". In other words, it is something that associates an object with its meaning and its representation. A classical example is a common printer image on an interface: it is a sign linking a printer (the object) to the action of printing a file (the meaning) and the printer button (the representation).
Using Semiotic Engineering as a theoretical framework, our first step was to focus on what the interfaces needed to comunicate to the user rather than on how we should develop them. In our previous work [5] we presented the results of an investigation sign classes that could be used to describe the relevant aspects that should be represented in teleoperated human-robot interaction. To do so, we applied the Semiotic Inspection Method [11] in an analysis of two different interfaces used to control an e-puck [12] robot. The results were then contrasted with other works such as the ones from Fong et al. [7] and Richer and Drury [6] . As a result of this investigation 5 sign classes of interface elements in teleoperated human-robot interaction were identified:
• Movement: class that represents the signs related to robot movement, such as robot destination, movement direction and movement speed.
• Positioning: represents the signs related to robot positioning. This positioning can be relative to a given point or absolute within a map. It comprises a finer grain robot positioning, such as the coordinates of its location inside a room, or a coarser grain positioning, like showing which room the robot is in inside a building. This class also relates to robot orientation at a given moment and the distance from arbitrary points.
• Environment: these are the signs that represent the environment state around the robot, such as obstacles, detection of changes in the environment (e.g., temperature or humidity) or changes that can impact robot actions, like closing doors or other obstacles that were not detected previously.
• Task: this class represents the signs related to robot task execution. The signs in this class depend on the task being executed by the robot. In a search and rescue task, for example, we would have victim location, identification of potential hazards, among others. In reconnaissance or vigilance tasks there would be signs regarding the coverage level provided by the robot, intruder detection, among others.
• Operation: signs that represent the internal state of the robot and how it is working, such as battery level, communication signal level, actuators' and sensors' current state. In the next section we describe how we used the class signs identified to design the user interaction with e-puck robot idependently of the technology in which it will be implemented.
III. DESIGNING THE INTERACTION MODEL
As previously mentioned, in this research the development was based on the Semiotic Engineering theory [9] in which an interface is seen as message being sent from designers of the system to its users about who the system is for, what problems it solves and how to interact with it to solve them. The message is being sent through the system, that is, as users interact with the system they understand who the system is for, what they can do with it and how to interact with it to achieve their goals.
Within the Semiotic Engineering theoretical framework, designing an interface means to define how designer-touser communication will take place through user-system interaction. Thus, the theory proposes that designers should be offered support in defining their communication to users. In that direction, the Modeling Language for Interaction as Conversation (MoLIC) [13] , [14] was proposed to support the designers' definition of and reflection about their message being sent to users through the system. To do so, MoLIC describes a language that allows for the representation of the conversation to take place between users and system.
MoLIC is currently composed of the following artifacts: a goals diagram, a conceptual sign schema, an interaction diagram and a situated sign specification. The goals diagram allows designers to describe which goals users will be able to achieve with the system. The conceptual sign schema organizes the concepts involved in the user interaction with the system. The interaction diagram describes the systemuser communication available for users to achieve their goals. Finally the situated sign specification describes details of the signs used in the interaction diagram.
The sign classes identified for human-robot interaction were used to enrich the proposed existing conceptual sign schema component in MoLIC by adding a sign classification attribute. The advantage of adding the sign classes is that it supports the designer in identifying which aspect of the interaction with the robot is being described. Furthermore, once the description is done, the designer may appreciate whether all relevant aspects have been described. If he identifies that there are no signs associated to a class, he can then reflect about whether they should be defined or not.
MoLIC enriched by the sign classes was used to represent an interaction model to represent the user interaction with the proposed human-robot interface. In this article we will present the interaction diagram and sign schema designed. We focus on these two because the interaction diagram describes the user-system communication that will be implemented at the interface, and the sign specification uses the proposed human-robot interaction sign classes to define the signs used in the interaction model. The goals diagram and situated sign specification are less impacted by the fact that the interface is a human-robot interface, and due to space constraints will not be detailed in this paper. Figure 1 ). Notice that the diagram represents the turns in conversation between user and system. The system is represented by the letter 's' and the user by 'u', and the diagram depicts whose turn it is and what the conversation is about. The interaction model describes the possible topics of conversation as being: Robot Status -system communicates robot status and users can talk about how they want to control the robot movement (moving or teleoperating); Move Robot -defining points for it to go; and Drive Robot -controlling its movement (real time). During the robot's movement it is also possible to "talk" about this movement. Notice that the interaction diagram describes the main topics of the user-system interaction, which does not change according to the technology in which the interface will be implemented.
Once the interaction diagram was created, the next step was to define the sign conceptual schema. In this MoLIC whether the values has a default or not component we specified what sign types would be necessary to express the conversation described. The sign classes were added to the sign attributes, which originally were: identification, description, sign-type content, sign-token value, breakdown prevention and recovery mechanisms, and sign-expression. Table I briefly describes each of these attributes. Table II shows part of the sign schema generated for the interaction model, namely the attributes: identification, sign class and description. Notice that there are no signs related to the Task class. The reason for this is that in this context the goal was just to control the e-puck and the task was generic -that is any task that could be performed by the e-puck. Thus, no representation of task aspects was included in the interaction. At any rate, if that had not been the intention, the fact that no Task class signs were represented could lead the designer to consider whether that was the case (as in this context) or not. If not, he would then reflect about what signs should be part of the system-user interaction and to which topics of conversation (in the interaction diagram) they should be related to. This example shows how class signs could lead the designer to reflect about specific aspects of the human-robot interaction model. Therefore, we may argue that adding the sign classes have improved MoLIC's ability to support human-robot interaction designers in their reflections and consequently decisions about the system being designed.
IV. DEVELOPING THE INTERFACES
As mentioned, based on the interaction model described in the previous section, three interfaces were developed using diferent technologies: desktop, Tablet PC, and handheld. For the Tablet PC we chose a HP Compaq Tablet PC model tc4400. As for the mobile device, we chose the iPod touch R , a device with many resources, such as multitouch, internal accelerometer and wi-fi, among others. The interfaces were developed to control an e-puck robot. The e-puck [12] , shown in Fig. 2 , is a small sized (7cm diameter) differential robot designed by EPFL -École Polytechnique Fédérale de Lausanne -for educational and research purposes. It has a 16-bit dsPIC processor, bluetooth communication, a VGA camera, a 3D accelerometer, eight infrared sensors, a speaker, three microphones and a LED ring around it. The e-puck project was created to develop a robot with a clean mechanical structure that is simple to understand; has the ability to cover a large range of activities; is small and easy to operate; resistant to student use; provides cheap and simple maintenance; and has low price for large scale uses [15] . Also, the e-puck was developed under the "open hardware" license, allowing anyone to use the documentation and develop extensions to it. To program it, an open source library written in C is available, allowing control over the robot features.
The connection with the robot and the basic sensing and actuation commands were programmed using the Player Framework [16] . In order to allow the interfaces to be developed using any programming language and to allow easier wireless communication via wi-fi, a server was created. This way, there was no need to port the e-puck driver to the programming languages used in each interface. The interfaces comunicate with the robot by sending messages to this server, which used the player e-puck driver [17] to send commands to the robot via bluetooth.
We also used the server to solve another problem: e-puck positioning. The e-puck has only odometry sensors to calculate its position, which is an unreliable source since it can generate cumulative errors. Within the server, we used the silvver [17] library to locate the e-puck more precisely. This library uses computer vision to locate a geometric pattern placed on the top of the robot. In our tests, we used three overhead cameras on the test arena to locate the e-puck. The server also provides the location map and the e-puck camera feed to the interface. This architecture is shown in Fig. 3 . 
A. Desktop PC interface
The desktop PC interface was developed on a Windows platform, using .NET framework with C#. It contains a single screen, as seen on Fig. 4 , showing the map with the current position of the robot and the waypoints, if they are given using the mouse. The user can use the buttons on the top of the map to add and remove waypoints by clicking on the desired locations on the map and to command the robot to follow the given waypoints. If the user chooses to drive the robot directly, there is an area on the bottom-right where he can click and hold/drag to make the robot move forward and backwards, steering right or left if desired. The linear and angular speeds depend on where the user has clicked. There is a small bar indicating how fast, and in which direction, the robot is going, and a small wheel to indicate whether the robot is steering and with what angular speed. There is also the e-puck camera feed located on the top of the area used to drive the robot. It is a small square containing the images generated by the robot's camera. Below this area, there is a button that allows the user to save a still image from the camera feed.
There is also another area that contains the proximity sensors' readings: a small icon representing the robot, surrounded by eight bars that indicate how close an obstacle is from the robot, going from green (no obstacles close to that sensor) to red (an obstacle is very close).
B. Tablet PC interface
Shown on Fig. 5 , the Tablet PC interface was also developed on a Windows platform, with .NET and C#. This interface allows the user to interact using a stylus directly on the screen instead of using a mouse. It is very similar to the Desktop PC interface described above, but with a different way of interacting with it. By using a stylus instead of a mouse, it allows the user to easily draw the path directly on the map instead of clicking to add each desired waypoint. This path is automatically converted to waypoints later for the robot to follow.
C. iPod touch R interface
The iPod touch R interface was developed on a Mac OS platform, using the Apple SDK. The programming language used was Objective-C. With the iPod, the user can interact by touching the screen with his fingers and by tilting the device, making use of its internal accelerometer. Since the iPod's screen is small, the interface was divided into two screens: one to guide the robot using waypoints and other to drive it directly. In both screens we have the camera feed and the proximity sensors' readings. We can see the direct driving screen on Fig. 6 and the waypoints screen on Fig. 7 .
Adding waypoints to the map is done in a similar way as in the desktop interface. The user must touch each desired place to add the waypoints and then command the robot to follow them. On the other hand, driving the robot is executed differently. The user has to touch a button in the interface and drag it forward or backwards to change the robot's linear speed. To steer, the user must tilt the iPod to the desired side, like a steering wheel. The angular speed is given by how much the user tilts the device.
V. USER TESTING
In order to evaluate if the sign classes and their representations were adequate for robot control and also to evaluate the different interaction styles, we conducted user tests with the developed interfaces. The tests were executed inside the UFMG Computer Vision and Robotics Lab (VeRLab). A small arena, shown in Fig. 8 , was created on a large table inside the lab and three cameras were placed atop the table to locate the robot using the silvver library. We used a search-and-rescue based scenario to guide the tests. The arena represented a building that is about to collapse. Since it is not safe to send a human inside, a robot was deployed to retrieve three important objects and to photograph three places to assess the danger level.
For these tests we gathered 9 participants, two women and seven men, with ages ranging from 19 to 34 years old, with different experiences regarding robots and the devices used. All participants were from Computer Science, Information Systems or Information Science. Three of them were undergraduate students, four were finishing their master's degree and two already had a master's degree. Three participants had previous experience with robots, one of them had already dealt with simple robot programming.
Regarding Tablet PC experience, four participants had never used one, other four had used at least once and another participant had extensive experience, using the Tablet for handwriting and drawing. Regarding iPod touch R (or an iPhone R , that has a very similar interaction style), three participants either owned one or had used it used it for some time and knew how it worked, having some experience with it.. The other participants had little or no experience with the iPod touch R .
Each participant had to perform three tasks, one with each interface. Each task consisted on retrieving an object marked with a certain symbol (square, circle or triangle) and taking a picture of a place with the same symbol as the object retrieved. The participant should guide the robot from the starting point to the point of interest (place to take a picture or from which object should be retrieved) using waypoints and bring the robot back by driving it directly.
We divided the participants into three groups to vary the interface execution order. The first group used the desktop interface first, then the iPod touch R and then used the Tablet PC. The second group used the iPod first, then Tablet and then desktop. The last group used the Tablet interface first, followed by the iPod and then the desktop. By doing that we expected to minimize the influence of the order that the tasks were executed.
After the use of each interface, a simple interview was conducted, so participants could talk about their experiences with that interface. At the end of the experiment, a final interview was conducted, but now regarding the overall experience in order to compare the three interfaces. All the interactions were recorded on video. The audio from the interviews was also recorded.
VI. TEST RESULTS

A. iPod touch R
The first thing observed is that previous experience with an iPod R had little influence on the participants when interacting with that device to drive the robot. Two of the participants who were more experienced had difficulties driving the robot, while two others with no experience managed to drive without having any problems. Only one participant, which had no experience with the iPod R , drove the robot in a continuous way. The others used discrete actions, only going forward or steering in place, instead of steering while going forward.
These participants said that they used discrete actions because they feared losing control of the robot and hitting the wall or getting stuck on an obstacle. Three reasons were pointed out for this problem during the interviews. First, the sensibility when steering. They felt that it was difficult to maintain control, even with the left-right indicator on the interface. Another reason was that they had difficulties doing two separate tasks at once: accelerating with the finger and steering by tilting the device. Sometimes the participant would forget the iPod tilted sideways and tried to go forward, then noticing the robot doing an unexpected curve. The last reason was robot orientation versus participant orientation. The participants were always in the same place during the test, so some of them got confused while looking to the robot and trying to drive when the e-puck was not facing the same way that they were.
On the other hand, users with previous experience with the iPod had less difficulties to guide the robot using waypoints. In the iPod, one uses fingers to interact with the screen, and not a stylus like a Tablet PC. So there is a loss of accuracy proportional to the fingertip area when adding points to the map. Users with previous experience knew that they had to touch the screen lightly to minimize the contact area and add points with more accuracy, while the others had to delete and add the points again to get the desired path.
All participants managed to guide the robot using waypoints successfully. This means that they could overcome the problems mentioned before without much effort and understand how to set the waypoints for the e-puck. All of them also completed the task of driving the robot back pushing the object recovered. However, mistakes like hitting a wall or getting the robot stuck in a corner happened.
One of the participants mentioned the fact that the iPod is a small mobile device, meaning it is highly portable and allows the robot to be taken to different kinds of environments. He also said that since the screen is small, the controls are closer making it easier to pay attention to more than one aspect of the interface. Another one said he managed to drive the robot using only the map and not looking directly to the robot.
B. Tablet PC
Only a few participants had previous Tablet PC experience, but this was not a problem for the tasks executed. Only one participant could not identify a symbol using the camera feed, but it was more a limitation from the e-puck itself than from the interface, since the camera only sent images in black and white and in a poor resolution (40x40 pixels). The other participants completed the tasks with success.
All participants mentioned that using the stylus was easy, because of the precision and the interaction is similar to using a pen on a notebook. Another thing worth noticing is the 1:1 movement mapping when using a stylus, so the cursor on the screen moves by the same amount the stylus is moved. A mouse has a different scale, since the cursor usually moves more than the device itself. So, drawing the path for the robot was easy for all participants except one, who added some isolated points and then drew the path, forgetting to erase the previously added waypoints. Because of that, the robot did an unexpected path, since it had to reach all the points added before the participant drew the correct path. In the end, six participants preferred the Tablet PC over the other devices. The participants who liked the Tablet PC interface best mentioned that it was because they thought the stylus was more precise and more intuitive.
One difficulty some participants had was regarding the use of the wheel (see Figure 4 , lower right corner). The wheel was used to represent the angular speed. Thus, the closer to the edge of the user clicked in this area, the more the wheel would turn, setting a higher angular speed. However, some participants did not understand this. They believed that steering the wheel by clicking on it and dragging it to rotate would steer the robot in the same direction. Therefore, these participants only managed to set a low angular speed to the robot.
Those who understood how to drive the robot from the start completed the tasks easily. All the participants that used the desktop interface before the Tablet PC one managed to guide the robot correctly.
C. Desktop PC
The participants who used the Tablet PC interface before the Desktop PC interface had no problems executing the tasks in it, since they are similar. This interface was the one that the participants had less problems using. All of them added waypoints correctly, even though the robot had to be stopped twice and the points re-added because it got stuck in some tests. The same driving problems encountered in the Tablet PC interface were also encountered here. Once again, those who had already had a previous experience, in this case using the Tablet PC interface, did not experiment a problem in this interface.
Two participants preferred this interface over the others. One of them was the one who had problems while drawing the path using the Tablet PC, so he found this interface more precise. The second one preferred using a mouse to add the points than drawing a path using the stylus.
D. Overall results
In the end, six participants preferred the Tablet PC interface, two preferred the Desktop PC and only one preferred the iPod touch R interface. As said, the Tablet PC interface was preferred mainly because of the stylus. The participants felt they had more control over the robot and that the stylus was more precise to draw the path for it to follow.
The iPod touch R interface was the less preferred one because participants had difficulties with the accelerometer sensibility while tilting the device to steer the e-puck. They also had trouble because accelerating and steering were performed by two different actions (dragging the accelerator on the screen to accelerate and tilting the device to steer). More than one user forgot the device tilted while accelerating, resulting in a movement unexpected to the participant.
A common difficulty shared amongst the three interfaces was related to orientation. Since the map in the interfaces was not in the same direction as the arena (it was rotated by 180 degrees), the participants usually turned the robot in one direction expecting it would turn the other way. This made the participants look at the table almost the whole time instead of using the map for orientation. Only one participant reported that he managed to use the map but mentioned that it was less reliable since the robot position was imprecise. This happened because the cameras were not reporting the e-puck's position precisely, having some variations even when the robot was stopped.
Five participants said they did not use the map because it did not show where the objects that should be recovered were and it was not possible to identify these objects using the camera. So they had to look at the table anyway to locate the objects. This indicates that task class signs, which were intentionally not included in the interface, were missed by the users.
The e-puck camera feed brought difficulties to the participants. Although being a color VGA camera, we could only get 40x40 pixels black and white images in 2 or 3 frames per second, because the robot does not have enough memory to process larger images. It was used only to locate the places that must be photographed, because these places had high-contrast symbols that could be identified even with a low resolution image. Some participants said they believed that, if the camera was better, it would be possible to guide the robot by using it together with the map instead of looking to the table.
The proximity sensors sign was only used once in one of the tasks, when the robot was behind a box and the participant could not see it. So he looked to the proximity readings to assess if the robot was stuck or not. In all other cases the participants reported that the proximity readings were not necessary at all, since they could see the robot.
VII. CONCLUSIONS AND FUTURE WORK
In this paper we proposed the use of the Semiotic Engineering in the design of interfaces for controlling an e-puck robot. Based on a group of sign classes identified for human-robot interaction, more specifically for mobile robot control, we built a common interaction model and designed and implemented different interfaces using diverse technologies (desktop, Tablet PC and handheld). An evaluation performed with a group of users allowed us to observe the adequacy of the model and the nuances of each interface. The issues raised during user evaluation were more related to the way signs were expressed rather than to failures on the semantics of designer to user communication. Based on this, we can argue that the interaction model was capable of representing the basic interaction classes and helped the designer in the construction of the interfaces.
Our future work is direct towards different fronts. We intend to perform more experiments with this methodology, trying to better analyze the importance of the interaction model in HRI under a developer point of view. We also want to use this approach in the development of more sophisticated interfaces, in special for the control of multi-robot systems. Finally, this work contributes to the research being done in Semiotic Engineering theory since it provides insight on how it may be applied to an HRI context.
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