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ABSTRACT 
Following Arnold’s techniques, we obtain a local canonical form of a holomorphic 
family of pairs of matrices ( A( A), B(h)) ac e on by the state feedback group. We t d 
obtain an explicit formula to compute the dimension of the base space of any 
miniversal deformation of ( A(O), B(O)). W e m ak e some applications to local perturba- 
tions of a pair of matrices. 0 EZseuier Science Inc., 1997 
INTRODUCTION 
We consider pairs of matrices (A, B) corresponding to a time-invariant 
linear system i = Ax + Bu. For convenience, we identify the pair (A, B) 
with the rectangular block matrix (A B). We consider the following action of 
the state feedback group: 
i 1 ; ; .(a,B)=P-‘(A,B)(; ;). 
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As in the case of the reduction of a matrix to its Jordan canonical form, 
the reduction of a pair of matrices to its Brunovsky-Kronecker canonical form 
is an unstable operation. Following Arnold’s technique, the starting point for 
studying local perturbations, bifurcations diagrams, etc., is the obtaining of a 
holomorphic canonical form of a local family of pairs, that is to say, the 
construction of a versa1 deformation of the central element of the family. 
Following this pattern, here we obtain an explicit versal deformation of a 
pair (A, B) relative to the action above. In fact it is a miniversal deformation 
with the simplest possible form, in the sense that the number of the nonzero 
entries is as small as possible. 
As an application, we derive a simple proof of the result of J. C. Willems 
[ll, Theorem (6.511 about the structural stability of a pair (A, B). We also 
present an interesting example of local perturbation of a particular pair. 
Following the same technique of Arnold, Tannenbaum [lo, Chapter V] 
constructed a versa1 deformation of a pair, but relative to the action of the 
general linear group via change of basis in the state space. 
Notice that the construction of the local transformation of a family into its 
canonical form lies outside Arnold’s technique. For the particular case of 
families having constant Brunovsky-Kronecker type, see for example [3] or 
141. 
The organization of this paper is as follows: 
In Section I we recall the definition and fundamental properties of the 
local theory of deformations, and we focus on the situation considered above. 
In Section II we construct the above-mentioned miniversal simplest 
deformation of a pair (11.2.2). In fact, we derive it from an orthogonal 
miniversal deformation (11.1.5), which presents many more nonzero entries. 
In particular we give an explicit formula (III.91 to compute the dimension of 
the space of parameters of any miniversal deformation. 
Section III contains two applications. In Section III.3 we apply (11.2.2) to 
prove the structural stability theorem mentioned above, and in Section III.4 
we show that the Brunovsky-Kronecker forms which arise from the small 
perturbations of a pair of the type 
are in correspondence with the Whitney stratification of the classical Whitney 
umbrella. 
Throughout the paper M,, ,, (C) denotes the vector space of 9 x h 
matrices with complex entries. If 4 = h we write M,(C). 
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I. PRELIMINARIES 
1.1. The Action of the State Feedback Group 
(1.1.1). We recall that the state feedback group is the subgroup of the 
linear group Gl(n + m; C) consisting of the matrices of the form 
P 0 
i 1 R Q 
where P E Gl( n, C), Q E Gl( m, C), and R E M,,“(C). We will denote this 
group by S’ and its unit element by I. We can identify 9 with the open 
subset {(P, Q, R): det P f 0, det Q Z O} of the space of triples M,(C) X 
M,(C) X M,X.(C), so that .Y is a complex manifold. 
(1.1.2). We consider the action of 3’ on M,(C) X M, X ,(C) 
a : .IfF x [M,(C) x M,xm(C)J + M,(C) x ~nxvz(C) 
defined by 
The following notation is also used: 
a((; ;),(U)) = (; ;)-(AR). 
If we fuc the pair (A, B), then cycA, a) is the map 
such that 
It is clear that the mappings LY and cqA, a) are holomorphic. Moreover, 
czcA, a) is a rational map. 
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(1.1.3). The action defined by (Y induces the following equivalence 
relation between pairs of matrices: (A, B) and (C, D) are called block-simi- 
lar if and only if there exists g E F such that (Ye*, s)(g) = (C, 0). 
Then the equivalence class of (A, B) is its orbit under the action of LX, 
‘Y(*, ,,(.F”>, which we shall denote by @‘(A, B). 
(1.1.4) 
PROPOSITION. The orbits @(A, B) are complex 
x M,,,(C). 
submanifolds of M,(C) 
Proof. We follow the reasoning of [7]. Since_ czcA, _ _ _ __ s) is a rational map and 
?F is obviously a constructible set, Chevalley’s theorem (see for example [8, 
Theorem (4.411 states that (Y(~, s) (5) = &‘( A, B) is also constructible. Then 
@(A, B) has a nonsingular point. Taking into account that given any two 
points on the orbit there is a diffeomorphism of M,(C) X M, x ,,(C> preserv- 
ing the orbit and mapping one onto the other, it follows that every point on 
the orbit is nonsingular. Hence 6’( A, B) is a complex manifold. ??
(1.1.5). We denote by ES/( A, B) the stabilizer of ( A, B) under the 
action of Y?; that is to say, the closed subgroup of k? defined by 
af( A, B) = E g?; a(A,B) R Q (* “i =(a,B)). 
It is well known that &f(A, B) is a complex manifold. In our case it is 
obvious, since a/( A, B) is the intersection of the open set g with a linear 
variety. 
Also, the homogeneous manifold S/&f(A, B) is diffeomorphic to the 
manifold @(A, B), so that 
dim @(A, B) = dim .F - dim%3/( A, B) 
=n2+m2+nm-dim&(A,B) 
(1.1.6). If dff(,, Bj, I is the differential mapping of ocA, Bj at the point I, 
one has: 
(3 Kerdq, Bj I n 22’ = 2% A, B), . > 
(ii) Im da(, s) r = TcA,s,@(A, B). . > 
(1.1.7). We shall use an explicit description of d a( A. Bj, I. It can be 
derived from (i) above. We also present a direct computation. 
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Recall that, since .F is an open subset of M,(C) X M,(C) X M, x,(C), 
the tangent space Z’,.!? is M,(C) X M,(C) X M, x ,(C). 
LEMMA. With the notation above, 
= ([A, P] + RR, BQ - PB). 
Proof. We compute 
where E E R is small enough: 
z+&P 0 
Z + EQ 
=(Z+cP)-l(A,B) ‘;;’ ,+OcQ) 
( 
= (I - EP + c2P2 - *+*)(A, B) 
z+&P 0 
ER Z + EQ 
= (A, B) + e([ A, P] + RR, BQ - PB) + c”( . ..) + ... . 
Then the lemma follows easily. ??
1.2. Versa1 Deform&ions 
(1.2.1). Let (A, B) E M,(C) x M, x,(C), and A be a neighborhood of 
the origin in C’. A def ormution of (A, B) is a holomorphic mapping 
cp: A -+ M,(C) x M,,,(C) 
such that q(O) = (A, B). We set q(h) = (A(h), B(h)) for A E A; then we 
call {(A(h), B(h))}, E A a family of o!efomtions of (A, 23). 
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Usually, the set A is called the base of the deformation cp, and if 
h = (A,,..., A,) E A, we say that each h, is a parameter of the deforma- 
tion. 
(1.2.2). Let r be a neighborhood of the origin in Ck, 9 a deformation of 
(A, B), and 0 : r + A a holomorphic map such that e(O) = 0. Then the 
deformution induced by 6 is the map 
e*cp : r + M,(C) x M”,,(C) 
defined by O*q = cp 0 6, that is to say, 
and {( A( IN p)), B( 0( CL)))]+ E r is the family of deformations of ( A, B) in- 
duced by 8. 
(1.2.3). A deformation of (A, B), 40 : A + M,(C) X M,x,,,(C), is called 
versal at 0 if for any deformation rC, : r + M,(C) X M,.,,(C) of (A, B) 
there exists an open set r’ c r with 0 E l?‘, a holomorphic map 8 : r + A 
with 0(O) = 0, and a deformation y : r’ + 27 of Z E g such that 
that is to say, if 
(4 CL)> B( CL)) = P-‘( P)(A@( I-‘))> B(o( P))) 
(1.2.4). As Tannenbaum pointed out [lo, Theorem (V.1.2)], the geomet- 
ric characterization of the versa& condition given by Arnold [l] holds in the 
general situation where .Y is a complex Lie group acting on a complex 
manifold. 
For the convenience of the reader we will outline the proof in our 
particular setting. It is based on the following: 
(1.2.5) 
LEMMA. Let rp : A + M,(C) X M, x ,(C> be a deformation of (A, B) 
transversal to the orbit U( A, B) at 0, with dim A = n2 + nm - 
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dim @(A, B), and V c g a submanqold which is transversal to k%( A, B) at 
1, with dim V = dim @(A, B). Then the mapping 
p : A x v --) M”(C) x M,,,(C) 
defined by 
= P-‘( A( A), B(A)) 
is a local difiomorphism at (0, I). 
We recall (see for example [9]) that the condition of transversality means 
that 
Im ho + qzt, sj @(A, B) = M,(C) X M,,,(C). (*I 
Proof. Since dim(V X A> = n2 + nm, it is enough to see that d&,, Ij is 
surjective, and this follows from the conditions imposed on p, A, and V, and 
(1.1.6). ??
(1.2.6) 
PROPOSITION. A deformation rp : A + M,(C) X M, x,(C) of (A, B) is 
versa1 at 0 if and only if it is transversal to the orbit 6% A, B). 
Proof. Assume that cp is versal at 0. We have to show the equality ( * ). 
Take (C, D) E M,(C) X M,xm(C), an d consider the deformation of ( A, B) 
9 :C + M,(C) x W,,,(C) 
defined by I)( /.L) = (A, B) + p(C, D). 
Since cp is versal, then 
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and computing d&,, it follows that 
(C, D) E Im docA,B),I + Im &, = T~A,B~@( A, R) + Im G,,. 
Conversely, let q be a deformation of (A, B) as in the lemma. Then, if 
* : r -+ M”(C) x M”X,(C) 
is a deformation of ( A, B 1, and p is small enough, we have 
where 
e( CL) = r1 ON CL) and PC l-4 R( p) 
rTT1 and rTTz being the natural projections on V 
0 
Q( CL) = ~2P-w PI, 
and A, respectively. H 
II. CONSTRUCTION OF MINIVERSAL DEFORMATIONS 
Il.1. First Miniversal Deformation 
Firstly, we construct a miniversal deformation as a submanifold of M,(C) X 
M,,,(C) orthogonal to 8( A, B) with respect to an appropriate hermitian 
product. 
(11.1.1). A versa1 deformation of (A, B) is called miniversal if it has the 
minimum number of parameters among all the versal deformations of ( A, B). 
Assume that we have a hermitian scalar product in M,(C) X M, x,(C), 
and let (Vi, V i)14 iG d be a basis of [TcA, s@ A, B)ll . Then according to 
(1.2.6) the mapping 
defined by 
rp : Cd + M,(C) x M,,,(C) 
cP(A,,..., Ad) = (A, B) + i Ai( U’, Vi) 
i=l 
is a miniversal deformation of (A, B) at 0. 
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(11.1.2). We shall consider in M,(C) X M,.,(C) the hermitian scalar 
product defined by 
where 
((x,Y),(U,V)) = tr[(X,Y) *(U,V)*l, 
(u,v)* = ;I 
i 1 
is the adjoint of (U, V) and “tr” stands for trace. 
(ZZ.1.3). The following lemma gives a useful condition for obtaining 
[T~,,,,d(A, B)ll . 
LEMMA. With the above notation, (U,V) E [T(,,,,d(A, B)ll q and 
only if 
[A,U*] + BV* = 0 
U*B =0 . 
V*B = 0 I 
Proof. w, v> E [Tc*, B) @(A, B)] L if and only if for any 
one has 
From (1.1.7) it follows that this condition is equivalent to 
(([A, P] + BR, BQ - PB),(U,V)) = 0. 
It can be checked that 
tr{([A> ~1 
= tr 
[( 
= tr 
[( 
+ BE, BQ - PB),(U,V)(U,V)*} 
[A,u*] +BV* -U*B P o 
0 -V*B I( )I R Q 
[A,u*]+BV* -U*B 
0 -V*B 
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because S does not play any role for computing the trace. So (U, V) E 
[TCA, ,,@(A, B)]’ if and only if 
tr [A,U*] +BV* [( 0 
Since 
is arbitrary, this condition is equivalent to the ones stated in the lemma. ??
11.1.4. If (A, B) is in the Brunovsky-Kronecker form, it is possible to 
write down explicitly the miniversal deformation of (A, B) considered in 
(1.1.1) and in particular to compute its number of parameters. In order to do 
this, we recall that a Brunovsky-Kronecker matrix has the form (see [5, 
Theorem (6.2.5)]) 
where 
(a> N = diag(N,,...,N,)with 
Ni = 
0 1 0 *** 0 
0 0 1 *** 0 
. . . . . . . . . . . . . 
0 0 0 *** 1 
0 0 0 *** 0 
\ 
. E K,(C), l<i<?- 
/ 
(we assume that k, > *a* > k,, and we write p = k, + ... +kJ, 
(b) J = diag(j,, . . . , JI) with 
‘Aj 1 0 *** 0’ 
0 
Aj 
1 *** 0 
Ii = . . . 0 _O.. .O.. . . . . EiqC), l,<j<S, . . . .i. 
0 0 0 --* Aj 
and 
(c) E = diag(E ,,..., E,)with Ei = (0 ,..., O,lY E L'M~,~~(C), 1 < i < r. 
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(ZZ.1.5). Now, we partition the matrices U* and V* in (11.1.3) into 
blocks 
according to the partition of the Brunovsky-Kronecker matrix (A, B), so that 
the systems of the lemma (11.1.3) split into the following systems: 
[NJ,‘] + EV,’ = 0 
U;E=O , 
I 
(1) 
V;E = 0 
(11) 
NU,’ - U;] + EV,’ = 0, (III) 
V,2E = 0, (1”) 
[I> Uz”] = 0, (“) 
the matrix Vl being arbitrary. 
In order to solve these systems we again decompose the unknown 
matrices Vii, Usi,. . . , Vii,. . . into blocks, this time according to the block 
decomposition of N, J, and E. Then, denoting now by U and V the (i, j) 
block of any of the above unknown matrices, we reduce this to solving the 
following systems: 
N, - UNj + E,V = 0 
UEj = 0 , 
I 
(1) 
VEj = 0 
Jiu- uiy=o 
1 
UEj = 0 ’ 
N,U - UJj + E,V = 0, 
VEj = 0, 
[I> U] = 0. 
(2) 
(3) 
(4) 
(5) 
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(11.1.6). The system (5) is solved in [6, Chapter VIII]. By means of 
similar techniques we obtain the following explicit description of the solutions 
of the other systems: 
PROPOSITION. Let 9,) . . . , Y4 be the spaces of solutions of the system 
(0,. . . , (4, respectively. Then: 
(i) (U, V) E Y1 if and only if 
((~1 qkj < ki + 1, then U = 0, V = 0; 
( p) $kj > ki + 2, then 
01 02 *** *** Vk,-k,-l 0 0 . . . 0 0 
0 Vl ... *.- vk,-k,-2 Vk,-k,-l 0 . . . 0 0 U= . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 . . . v1 . . . . . . . . . 
vkj-k,-l o o 
v = 0 . . . () 
i 
k,+ 1 
vi . . . ok-k-1 I ’ 0 -lxk,tCh 1 
(ii) U ~9~ if and only if U = 0. 
(iii) (U, V) E Y3 $ and only if the coejyicients of U and V can be 
obtained from u:, . . . , IL; by means of the following set of recurrent relations: 
where u = (u:), V = (v,), 1 < r < k, 1 < s < 1. (We have written k and 1 
instead of ki and lj. Observe that the parameters IA:, . . . , u: are independent.) 
(iv) V E Y4 if and only 
v = (Ol ‘*’ Ok,-1 “). 
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(11.1.7). Counting the independent coefficients in the unknown matri- 
ces, we obtain: 
COROLLARY. With the notation of the preceding proposition, we have 
that 
(i) dim y1 = max{O, kj - ki - l}, 
(ii) dim .X2 = 0, 
(iii) dim 2Z3 = 1. 3’ 
(iv) dim P4 = kj - 1. 
(11.1.8). From (11.1.7) and [l] we have 
PROPOSITION. Let 2TI,..., yv be the spaces of solutions of the systems 
(I), . . . , (V) in (11.1.5). Then 
(i) dim 9, = C, ~ i, jG r maxtO, kj - ki - I), 
(ii) dim ylr = 0, 
(iii) dim 9m = r(n - p), 
(iv)dimPw=(m-rXp-r), 
(v) dim 9v = C,(6,(h) + 36,(h) + 5&(A) + *** ), 
where 6,(h) > 6,(A) > S,(A) B *a* is the Segre characteristic of the eigen- 
value A, which runs over the set of all the eigenvalues of]. 
(11.1.9). From the above proposition we obtain immediately 
PROPOSITION. The dimension of the base space of any miniversal defor- 
mation of (A, B) at 0 is given by 
dim [r,,,.,@(A~ B)]’ 
= c max{O, kj - ki - 1) + r(n - p) + (m - r)( p - r) 
l<i,j<r 
+ z($(A) + 36,(A) +56,(A) + ***) + (m - r)(n -p). 
A 
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(11.1.10) 
EXAMPLE. Let (A, B) be the pair 
A= 
0 1 0 0 
0 0 1 0 
0 0 0 1 
0 0 0 0 
0 1 
0 0 
0 
A 1 
A 
B= 
0 
0 
0 
1 
0 
1 
1 
with n = 9, m = 4, r = 3, k, = 4, k, = 2, k, = 1, I!, = 2. 
From (11.1.6) it follows that (U, V) E [I’(*, Bj6’( A, B)l L if and only if it is 
of the form 
V= 
I 
0 0 0 v: 
0 0 v3” v4” 
0 II; v3” v4” 
0 0 0 0 
0 0 v4” 
0 0 0 
0 0 
04 a 
\ 04” 
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Then we obtain a basis of [T(,, s) @(A, B)]’ by setting one of the parameters 
equal to 1, the remaining ones being 0. For instance, if u! = 1 and the other 
parameters are 0, we obtain 
(Vl,Vl) = 
/ 
1 h h2 h3 
,o 1 2A 3A2 
0 
\’ 
I 
Notice that, according to (11.1.91, dim [TcA, a)&‘( A, B)]’ = 17. 
(II. 1 .ll). It is clear that the procedure given in the above example for 
obtaining a basis of [TtA, s)B( A, B)] ’ is a general one: A basis is obtained in 
a similar way, setting all the independent parameters to zero except one of 
them, in the set of matrices (U, V ) given by 
where the (i, j) blocks of Vii, ZJ:, . . . , V:, . . . are the solutions obtained in 
(11.1.6). 
11.2. Second Miniversal Deformution 
Now, we are going to obtain a new miniversal deformation (A, B) + 
(X, Y > of (A, B) in which the number of nonzero entries of (X, Y > will be 
minimal, that is, only the number of independent parameters. 
(11.2.1). From (1.2.6) it follows that in order to obtain a miniversal 
deformation of (A, B) it is sufficient to get a linear variety defined by a 
supplementary subspace to T,,s,8(A, B) in M,(C) X M,.,,,(C). To this 
end we characterize T (A. BJB( A, B) by means of the basis (Vi, V i)i ~ i < d of 
K% B) &A, B)]’ in (11.1.11) as follows: (C, D) E M,(C) X M,,,(C) be- 
longs to TcA, ,,@(A, B) if and only if 
tr[(Ui,Vi)($)] =O, 1 <i <d, 
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Therefore, to obtain a basis of a miniversal deformation of (A, B) at 0, it is 
sufficient to take the linear variety defined by a set of pairs (X, Y ) with 
exactly d parameters pi. . . . , pd, each one placed in only one entry in such a 
way that 
Then (A, B) + ( X, Y > will be a miniversal deformation verifying the above 
condition. 
We are going to illustrate the method of obtaining such a pair (X, Y) 
using the example (11.1.10). 
Firstly, we order the basis (Vi, Vi) in the following natural way: 
(U’,v’),(u2,v2), . . . ,tU17,V17) are the elements of the basis obtained by 
making 0 all the parameters of (U, V) except u;, u!, u!, ui, . . .) u;, u;, o;, 
v;, vi, II;, vi,. . . , vi, which are respectively equal to 1. Then, if we consider 
the pair 
Y= 
0 0 0 y; 
0 0 Y3” Y4” 
0 Yz" Y3" Yf 
0 0 0 0 
0 0 0 Y4" 
0 0 0 0 
0 0 0 0 
0 0 0 y4” 
0 0 0 y4” 
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it is easy to check that 
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((A:,B:),(W)) =% 
((A;,B,2),(W)) =Z;> 
((A;,B;),(XJ)) =% 
so the above pair has the desired property. 
(ZZ.2.2). In general one has the following 
THEOREM. Let (A, B) be a pair in the BrunovskcpKroneckerform, and 
( X, Y ) the linear variety of M,(d x M,,,(C) define2 
x= 
i 
X: X,l 
X,z X,z 
where: 
(i> X: = 0, X,l = 0. 
i 
Y,’ yz1 
1 
Y= 
yl” yz” 
(ii) All the entries of XF are zero except the ones corresponding to 
which are arbitrary. 
(iii) J + Xi is the Arnold canonical form (11, Theorem (4.411; see the 
remark (11.2.3) below). 
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(iv) All the entries of Y,’ are zero except the ones corresponding to 
k,+ 1 
Y2 
k,-I 
y*..>yz 
k,+k,+l 
1 y3 ,_.v,y;i+ -+k,-,+k,+l,.__, y,“,+ ..-+k,_,-1, 
which are arbitrary. 
(VI Yi is such that 
k, Yr+ 1 = . . . = y;~ = yr”;:kz = . . . = Y$+k, = . . . = yp+l = . . . = y; = 0. 
(vi) rp = 0. 
(vii) All the parameters in Yi are arbitrary. 
Then (A, B) + (X, Y > is a miniuersal deformation of (A, B) at 0 such that 
the nonzero entries of (X, Y 1 are just the independent parameters. 
(ZZ.2.3) 
REMARK. We recall that if, for example, J is a Jordan block of the form 
IA 1 \ 
h 1 
h 1 
I= h 
Al ’ 
h 
\ A 
then Xl in (iii) of (11.2.2) is 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
x,z= * * * * * * * 
* 0 0 0 0 0 0 
* ooo*** 
* 0 0 0 * 0 * 
In general, if J = diag(j,, . . . , Iv), where II,. . . , Jv denote Jordan blocks 
corresponding to different eigenvalues, then Xz is a block-diagonal matrix 
X,” = diag((Xz),, . . . , ( X,">,>, each block (X,“>{ corresponding to ji as above. 
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(ZZ.2.4) 
EXAMPLE. For n = 15, m = 5, r = 3, k, = 6, k2 = 4, k, = 1, 6,(h) = 
S,(A) = 2, the above conditions on X, Y are 
x= 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
000000000000000 
*ooooo*ooo*oooo 
*ooooo*ooo***** 
*ooooo*ooo** 0 0 0 
*ooooo*ooo**o** 
Y= 
‘0 0 0 * * 
0 0 * * * 
0 0 * * * 
0 0 * * * 
0 * * * * 
0 0 0 0 0 
0 0 0 * * 
0 0 * * * 
0 0 * * * 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 * * 
0 0 0 * * 
0 0 0 * * 
,o 0 0 * * 
where * denotes independent parameters. 
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III. SOME APPLICATIONS TO LOCAL PERTURBATIONS 
III. 1 
The matrix (A, B) + (X, Y > has not, in general, the same Brunovsky- 
Kronecker form as that of (A, B). In order to study the influence of the 
parameters of (X, Y > in the reduced form of (A, B) + (X, Y >, we are going 
to consider separately the incidence of the parameters according to whether 
they belong to Xf, Yii, Y,‘, or Yss, respectively. 
6) If yi # 0 or yi # 0, it is clear that 
rank(B + Y) > T, 
so that the number of nilpotent blocks increases. 
(ii) Assume Ysi = 0, Y,’ = 0, Yii # 0. This means that there exists ki 
such that ki > ki+l + 2. We can suppose that 
(A, B) + (KY) = ((7 ;)(z g))p 
where j = i + 1 and 2 = (0, . . . , 0, zi, . . . , z~,_~,_ i, 0)‘. Then, if the indices 
of controllability of this pair are ki, ki, it is easy to see that 
k: - k; < ki - kj. 
That is to say, if Y,’ # 0, the difirences ki - k, + 1 tend to decrease. In other 
words, the indices of controllability tend to difler at most by 1. 
(iii> Assume Y = 0, Xl” # 0. We suppose that 
(A, B) + (XY) = ((: ;). (Edi)- 
Then the index of controllability of this new pair is ki + 1. So, if Xl # 0, the 
size of the lordan block &creases. 
HI.2 
From the previous discussion it follows that: 
PROPOSITION. With the above notation, if (X, Y > Z 0, then the pair 
(A,B) + (X, Y) is not block-similar to (A, B). 
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zzz. 3 
We recall that a pair (A, B) is called structurally stable if there is a 
neighborhood Z of ( A, B) such that any pair in Z is block-similar to (A, B). 
From the above proposition we obtain the following characterization due 
to J. C. Willems [ll, Theorem (6.5)]: 
PROPOSITION. L.et c and d be integers such that n = mc + d. Then 
(A, B) is structurally stable if and only if r = min(n, m], k, = *a- = k, = 
c + 1, kd+l = --- = k, = c. 
Proof. We know that any pair in a sufficiently small neighborhood % of 
( A, B) is block-similar to some pair arising in a versal deformation of ( A, B), 
that is, to some pair of the form (A, B) + (X, Y) in (11.2.2). 
Therefore, from the above proposition, a pair ( A, B) is structurally stable 
if and only if the minimal deformation (A, B) + (X, Y > of ( A, B) in (11.2.2) 
is such that (X, Y) = O-or, equivalently, the dimension in (11.1.9) is zero. In 
particular, ai = 0 for all i, h. That is equivalent to n = p. In addition, we 
must have r = min{n, m} and k, < k, + 1. Conversely, the conditions in the 
proposition imply that the dimension in (11.1.9) is zero. ??
zzz. 4 
As the above proposition shows, the knowledge of the versa1 deformation 
of a pair (A, B) gives us a method for investigating the possible Brunovsky- 
Kronecker form of a perturbation of ( A, B). The investigation of such a form 
leads us to consider the partition of the space of parameters into subsets 
(strata) with the following property: for all the values of the parameters 
belonging to the same strata, the resulting pairs have the same indices of 
controllability and their Jordan blocks are of the same type (that is, the 
eigenvalues can differ, but the number of distinct eigenvalues and the list of 
sizes of Jordan blocks corresponding to different eigenvalues are the same). 
As an example we consider the pair 
whose miniversal deformation in (11.2.2) is 
(**I 
(A, B) + (X,Y) = 
[j g 4 *r,lis))* 
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The controllability matrix of this pair is 1 1 0 0 
0 x Ax + y 
0 I y zx+(h+t)y ’ 
so that ( A, B) + (X, Y ) is completely controllable if and only if 
x Ax + y 
Y =+(*+t)y 
= 2x2 + xyt - y2 # 0, 
this is to say, for all (x, y, z, t> E C4 not belonging to the variety 
2x2 + xyt - y2 = 0. 
If we make the change of coordinates defined by 
x =u, 
t2 
z=w-- 
4’ 
t 
y=u+u-, 
2 
the above equation become 
u2w - v2 = 0, 
which is the well-known Whitney umbrella. So in the exterior of the cylinder 
in C4 obtained by moving this Whitney umbrella along the t-axis, the 
corresponding pair is completely controllable. 
We leave the other cases to the reader. 
We collect in the following proposition the resulting classification. 
PROPOSITION. Zf (A, B) is block-similar to the pair (* *> above, then 
there exists a neighborhood 2Y of (A, B) such that any pair in % is 
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block-similar to one of the pairs listed below: 
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Moreover, these cases correspond respectively to the following values of the 
above parameters u, v, and w, the variable t being arbitra y : 
(2) u = v = w = 0. 
(ii’) u = v = 0, w # 0. 
(iii’) u’w - 0’ = 0; u # 0 or v # 0. 
(iv’) u’w - 0’ # 0. 
Notice that this corresponds to the standard stratification of the Whitney 
umbrella [2, p. 4, example iii]. 
We are grateful to the referees for their suggestions and their careful 
review. 
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