Abstract-Differential interference contrast (DIC) microscopy is widely used for observing unstained biological samples that are otherwise optically transparent. Combining this optical technique with machine vision could enable the automation of many life science experiments; however, identifying relevant features under DIC is challenging. In particular, precise tracking of cell boundaries in a thick (>100μm) slice of tissue has not previously been accomplished. We present a novel deconvolution algorithm that achieves the state-of-the-art performance at identifying and tracking these membrane locations. Our proposed algorithm is formulated as a regularized least squares optimization that incorporates a filtering mechanism to handle organic tissue interference and a robust edge-sparsity regularizer that integrates dynamic edge tracking capabilities. As a secondary contribution, this paper also describes new community infrastructure in the form of a MATLAB toolbox for accurately simulating DIC microscopy images of in vitro brain slices. Building on existing DIC optics modeling, our simulation framework additionally contributes an accurate representation of interference from organic tissue, neuronal cell-shapes, and tissue motion due to the action of the pipette. This simulator allows us to better understand the image statistics (to improve algorithms), as well as quantitatively test cell segmentation and tracking algorithms in scenarios, where ground truth data is fully known.
drug action, or monitoring disease progression. For these experiments, tissue from an organ such as brain, heart, or liver is sliced and imaged while it is still alive [1] [2] [3] [4] . Fluorescence microscopy is often used for live cell imaging but is not always practical because it requires the use of dyes or genetic engineering techniques to introduce fluorophores into the sample. Instead, it is often desirable to image unlabeled, otherwise optically transparent samples. This is often done using a phase contrast-enhancing technique such as differential interference contrast (DIC) microscopy.
Using machine vision to automatically segment individual cells under DIC optics in real time would be highly useful for microscopy automation of life science experiments. However, precise cell segmentation is challenging and the vast majority of existing algorithms are not directly applicable to segmentation under DIC in tissue. General purpose segmentation algorithms in the computer vision literature typically assume statistical homogeneity within (or outside) a segmentation region that would be lost under contrast-enhancing optical approaches such as DIC. While it is possible that these algorithms could be applied after application-specific preprocessing [5] , [6] , these existing approaches are not directly applicable to the target application without being combined with deconvolution. There are additionally a number of specific cell segmentation and tracking methods that [7] [8] [9] [10] [11] [12] are also not directly applicable to cell segmentation under DIC in tissue. For example, algorithms proposed in the Cell Tracking Challenge (CTC) [13] , [14] are developed on the CTC dataset that consists only of microscopy imagery of cultured cells (rather than tissue slices) that had minimal organic tissue interference (Fig. 1) . These cell-tracking methods (1) often assume simple noise statistics, (2) target gross cell location tracking for mechanobiology tasks (e.g., studies on cell migration, morphology) rather than precise membrane localization, and (3) are designed to be run offline rather than in realtime [15] .
We present the first cell segmentation and boundary tracking algorithm for DIC imagery of tissue slices. While our broad approach may generalize to other tasks, we focus here on one experiment type: patch-clamp recording in brain tissue. In this experimental paradigm, brain tissue is sliced into 100 − 400μm thick sections, each containing thousands of neurons embedded in a dense biological milieu. The slice is imaged with a microscope and glass probe is inserted into the tissue to sample the electrical activity of individual cells [16] , [17] . While manual patch clamp electrophysiology is considered to be the gold-standard for high-fidelity singlecell analysis, the challenge and labor intensity of the process Fig. 1 . Images obtained with DIC microscopy (40x magnification). Left: cultured human embryonic kidney (HEK293) cell. Right: neuron in mouse brain tissue (400 um thickness). The image on the right has high levels of imaging noise due to light scatter and interference due to organic material in surrounding tissue. Scale bar 10 μm. makes it extremely advantageous to automate. Recent work has demonstrated the possibility of automating the patch clamp process by using a motorized robotic actuator to maneuver the probe to the target cell [18] , [19] ; for this purpose, real-time tracking of the target cell boundary is essential. This application presents several challenges that make cell membrane localization very difficult: (1) heavy interference from the presence of organic tissue around the target cell, (2) low SNR due to scattering of light characteristic of thick tissue samples, and (3) cell motion induced by the glass probe.
Extending the framework provided by [20] , our proposed algorithm is formulated as a regularized least-squares optimization that incorporates a filtering mechanism to handle organic tissue interference and a robust edge-sparsity regularizer that integrates dynamic edge-tracking capabilities. We specifically note that the proposed algorithm is performing a deconvolution of the complex effects of DIC imaging integrated into a segmentation process and is not a direct segmentation of raw DIC images. Toward this end, our focus is specifically on cell boundary tracking instead of more typical deconvolution metrics such as least-square image reconstruction. Ancillary to our main contribution, this paper also describes new community infrastructure in the form of a MATLAB toolbox for accurately simulating DIC microscopy images of in vitro brain slices. Building on existing DIC optics modeling, our simulation framework additionally contributes an accurate representation of interference from organic tissue, neuronal cell-shapes, and tissue motion due to the action of the pipette. This simulator allows us to better understand the image statistics to improve algorithms, as well as quantitatively test cell segmentation and tracking algorithms in scenarios where ground truth data is fully known. The simulation toolbox is freely available under GNU GPL at http://siplab.gatech.edu.
II. BACKGROUND

A. DIC Microscopy
DIC microscopy enhances the contrast of an image by exploiting the fact that differences in the tissue will have different optical transmission properties that can be measured through the principle of interferometry. Specifically, the signal that we aim to reconstruct is known as the optical path length (OPL) signal image, which is proportional to the the underlying phase-shift. The OPL is defined as the product of refractive index and thickness distributions of the object relative to the surrounding medium [20] , [21] . This OPL signal shall be denoted as x k ∈ R N (a vectorized form of the √ N × √ N OPL image's intensity values), and indexed in time by subscript k. DIC microscopy amplifies differences between the cell's refractive index and its environment to enhance visibility of the cell, highlighting edge differentials and giving the appearance of 3D relief. This effect may be idealized as a convolution between the optics' point spread function and the OPL, and denoted as Dx k , where D ∈ R N×N is a matrix that captures the 2D convolution against a kernel d ∈ R K ×K .
While more sophisticated DIC imaging models (c.f., [22] ) exist, for simplicity we use a kernel d corresponding to an idealized DIC model proposed by Li and Kanade [20] which is a steerable first-derivative of Gaussian kernel:
where σ d refers to the Gaussian spread and θ d refers to a steerable shear angle. This model assumes an idealized effective point spread function (EPSF), where the condenser lens is infinite-sized and the objective is infinitely small (with respect to the wavelength). This model also ignores any phase wrapping phenomenon by assuming that the specimen is thin enough or the OPL varies slowly enough such that it behaves in the linear region of the phase difference function [22] . In practice, d(x, y) is discretized as d with a proportionality constant of 1, and with x and y each taking the discrete domain {−
B. Deconvolution Algorithms
DIC cell segmentation algorithms fall broadly into three categories: direct, machine-learned, or deconvolution (or phasereconstruction) algorithms. Direct algorithms apply standard image processing operations such as low-pass filtering, thresholding, and morphological shape operations [5] , [6] , [23] but are not robust and work only on very low-noise/interference imagery. Machine-learned algorithms perform statistical inference learned from a large number of cell-specific training images (e.g., deep convolutional networks [24] or Bayesian classifiers [25] ). Such algorithms have been shown to perform coarse segmentation surprisingly well in challenging scenarios (e.g., cells with complicated internal structures with low-noise/interference) for applications like cell-lineage tracking or cell-counting, yet they appear to lack precision for accurate cell-boundary localization. Deconvolution algorithms [22] , [26] [27] [28] [29] may be defined as a reconstructive process which estimates the OPL (or phase-shift image) that has been convolved by the DIC microscopes optical point spread function. Early work involved closed-form reconstructive methods such as deconvolution by Wiener filtering [22] or the Hilbert transform [27] , [29] which were not robust against noise. Other work involved DIC deconvolution by constraining the support of deconvolution along a single line along the shear axis [28] . While computationally quick, this made the reconstruction prone to discontinuities between lines (especially in highnoise/interference images), resulting in significant streaking artifacts which corrupt the cell boundary estimates. Deconvolution (in 2D) was proposed in [26] by assuming some linear approximation to the point spread function optical model, yet this formulation lacked regularization, thus making the problem ill-posed and also highly susceptible to noise.
Recent developments in fast and robust 1 (i.e., · 1 ) reconstruction approximations motivated Li and Kanade [20] to develop a mixed-norm pre-conditioning approach that exploited sparsity and smoothness in the OPL image using 1 -norm and total variation (TV) norm (i.e., · T V ) regularizers:
where β, γ are sparsity and smoothness parameters that control the weight of pixel sparsity and edge-sparsity against reconstruction fidelity respectively. The same paper proposed an alternative approach that replaced the TV norm by a Laplacian Tikhonov term to make it more computationally efficient, but placed less emphasis on smoothness:
where is a positive weighting diagonal matrix (which may be optionally applied to further encourage pixel-sparsity), and L is a matrix that applies a 2D convolution of a Laplacian filter against the image. A recent deconvolution algorithm intended to facilitate cell segmentation [30] advanced the work in [20] by reducing the computational complexity as well as introducing a dynamical prior (exploiting temporal structure) and a re-weighting process that improves reconstruction accuracy. The core algorithm can be summarized by two steps, an optimization step and a reweighting step as follows:
where refers to the transpose operator, is a positive diagonal matrix defining the 1 weights, J is a Laplacian matrix defining similarity between spatial neighbors, is a matrix defining the similarity between temporal pixel neighbors, t represents the algorithmic iteration index, δ is a parameter that controls the influence of the dynamical regularizer, and η is a small positive constant that prevents division by zero. These methods were effective at retrieving the OPL for noisy microscopy images with little interference. However, organic tissue interference surrounding the cell negatively affected the reconstruction (and subsequently segmentation), especially around the edges of the cell (later demonstrated in Section IV).
C. Reweighted 1 Algorithms
The reweighted 1 framework introduced by Candes et al. [31] was found to produce robust reconstructions because each signal element's statistics were individually parameterized as opposed to having them globally parameterized by a single term (in the non-weighted 1 setup). Garrigues and Olshausen [32] furthered this work using the Bayesian inference framework, and formulated it as a hierarchical probabilistic model, treating the signal elements as Laplacian random variables conditioned by the weights. Their key contribution was that the weights themselves could be treated as random variables with Gamma hyperpriors, and that solving the maximum a posteriori estimation using the expectation maximization (EM) approach admitted a closed form expectation-step for the weight update. Charles et al. [33] applied this framework to design a robust dynamical 1 reweighing algorithm by crafting how dynamical information should propagate through the distribution of the hyperprior. In essence, by reweighing of the 1 term using dynamics, second order statistics are propagated through time in a spirit similar to the Kalman filter. This method, though very effective for the tracking of sparsely distributed signals, could not be directly applied to our problem since our signal space (i.e., our DIC imagery) distribution was not adequately sparse (as will be later shown, in Section IV, by the inferiority of 1 methods).
The reweighted TV minimization was introduced in [31] as a regularization method (in compressive sensing), for recovering the Shepp-Logan phantom [34] from sparse Radon projections, demonstrating potential for application in bioimagery. The method however has never been applied to cellular imagery, nor has it the capability to exploit dynamical information in temporal data.
D. Cell Simulator
Accurate cell simulators are a valuable tool for two reasons: they allow objective testing with known ground truth, and provide insights into generative models that facilitate algorithm development. Currently, the vast majority of existing cell simulator packages focus specifically on fluorescence microscopy [35] [36] [37] [38] [39] rather than DIC microscopy. While some simulators [36] , [37] excelled at providing a large variety of tools for simulating various experimental scenarios and setups, most lacked simulation of synthetic cellular noise similar to that found in DIC microscopy images of brain slices (due to the presence of cellular tissue). Most simulators tend to target very specific types of cells [35] , [36] , [39] and there have been initial efforts to organize and share cellular information (e.g., spatial, shape distributions) into standardized formats across simulators [15] , [16] . Despite this, no existing simulator currently generates synthetic DIC imaging of neurons such as those used in patch clamp experiments for brain slices. To facilitate algorithm design and evaluation on the important problem of automated patch clamping, we have built and released MATLAB toolbox for accurately simulating DIC microscopy images of in vitro brain slices (described in the Appendix and freely available under GNU GPL at http://siplab.gatech.edu).
III. DECONVOLUTION ALGORITHM
The goal of the system is to provide automated visual tracking of the membrane of a user-selected target cell to guide a robotic patch clamping system. We will achieve these goals with an approach described by three general stages visualized by Fig. 2 . The first stage uses standard computer vision Fig. 2 . The full required imaging system has three stages: patch tracking, deconvolution, and segmentation. In patch tracking, a user-defined template is provided for template matching and tracking spatial coordinates over time with a Kalman filter. In deconvolution (the main focus of this paper), the patch is deconvolved to infer the OPL approximation. In segmentation, a global threshold is applied (using Ostu's method [45] ) to yield a binary segmentation mask to determine the cell membrane location.
tracking techniques to identify the general patch of interest containing the target cell on the current frame. The second stage implements dynamic deconvolution to recover a timevarying OPL image that can be used for segmentation. The novel contribution of this paper is a proposed deconvolution algorithm for this stage, and the details of this algorithm will be the focus of this section. We will also describe an extension of the basic proposed algorithm that retains good performance when the recording pipette overlaps with the cell by removing the pipette image and performing inpainting. The third stage is a segmentation on the output of the deconvolution, which is performed with simple thresholding. We point out that a simple segmentation strategy is sufficient after a robust deconvolution process.
A. Preliminaries
The deconvolution and segmentation algorithms will be run on a limited image patch size (e.g., 64 × 64, as a trade-off between speed and resolution) that is found by tracking gross motion in the image. Specifically, template matching (via normalized cross-correlation) is performed on each frame using a user-selected patch (e.g., obtained via a mouse-click to associate coordinates of the image patch center with the targeted cell's center). Patch-tracking robustness may be improved by running a standard Kalman filter on the positional coordinates of the found patch (i.e., tracking a two-dimensional state vector of the horizontal and vertical location of the patch center). To ensure efficacy with the correlation approach, a preprocessing stage of lighting bias elimination (i.e., uneven background substraction) is performed on each video frame 1 using quadratic least squares estimation (with a polynomial order of 2) as described in [20] and by Eq. (14) . While tracking the detailed cell membrane locations is challenging, tracking the general location of the patch containing the target cell can be done with very high accuracy using this approach. Yet, more sophisticated and robust computer vision methods such as multi-cue visual tracking [40] [41] [42] [43] can replace this basic correlation approach to improve on the patch-tracker's performance. Specific implementation details to the template matching approach may be found in [44] .
Following insight gained from developing the simulator in the Appendix, we assume that at each time step (indexed by k) the bias eliminated image has the following generative model:
where y k ∈ R N is the vectorized form of the microscopy image (e.g., 64 × 64 image patch), n organic k ∈ R N is a noise component consisting of organic materials surrounding the cell and modeled by a non-white Gaussian distribution (i.e., nonflat frequency profile), and n sensor k ∈ R N consists of 2 distinct additive noise elements: thermal noise modeled as a whiteGaussian distribution and photon noise modeled as a Poisson distribution. We also assume that the signal evolution over time is governed by a dynamics model:
where g k (·) : R N → R N is a dynamic evolution function and ν k ∈ R N is an innovations term representing errors in the dynamic model g k (·).
We note that DIC deconvolution is particularly sensitive to uneven (i.e., non-matching) boundaries. Hence, the implementation of the matrix operator D, though application dependent, should be treated carefully. We employ a discrete convolutional matrix implementation that handles non-matching boundary but could cause memory issues when N is large since D scales quadratically in size (though it could be mitigated using sparse matrices). Alternatively, an FFT/IFFT surrogate implementation implies circular boundary conditions that need to be explicitly taken care of (e.g., via zero-padding).
B. Pre-Filtered Re-Weighted Total Variation Dynamic Filtering (PF+RWTV-DF)
In this section, we construct the proposed algorithm Pre-Filtered Re-Weighted Total Variation Dynamic Filtering (PF+RWTV-DF) from two distinct components: a pre-filtering (PF) operation, and the re-weighted total variation dynamic filtering (RWTV-DF) deconvolution algorithm. The two parts play distinct yet important roles: PF performs interference suppression while the RWTV-DF deconvolution achieves dynamic edge-sparse reconstructions.
1) Pre-Filtering:
The presence of non-white Gaussian noise due to organic tissue interference causes significant challenges in recognizing membrane boundaries. The pre-filter's goal is to estimate the interference-free observation, which is achieved by "whitening" the spectra associated with the observation and amplifying the spectra associated with the signal. Specifically, the filter's design is derived using the Wiener filter and given in the spatial-frequency domain by:
where F k is the spatial Fourier spectrum of the pre-filter, F {d} is the spatial Fourier transform of the DIC imaging function from Eq. (1), X k is the OPL signal's spatial Fourier spectrum estimate, N k is the spatial Fourier spectrum estimate of n organic k combined with n sensor k , and Y k is the signal-plusnoise's spatial Fourier spectrum estimate. We estimate all Fig. 3 . Radially averaged power density spectrum (RAPSD) plots in log-scale from an example 64×64 cell patch. The Wiener filter utilizes an approximation to the signal (in blue) and the signal-with-noise (in red) power spectral density modeled as a linear polynomial least-square fitting over the radially averaged power spectral density (RAPSD). The signal approximation is computed by averaging the power spectral density of simulated cells. The signal-with-noise approximation is extracted from an observed patch. The final filtered spectrum is shown in black. Fig. 4 . Positive contribution of pre-filtering seen as interference-suppression. The first column of images pertain to the ground truth simulation. The second and third columns pertain to PF+RWTV-DF performed without and with the pre-filter respectively. While the pre-filter blurs high frequency interference content, it also blurs the cell's edges. We consider this an acceptable tradeoff that we can thereafter comfortably recover from, using our proposed deconvolution method. The pre-filtered observation has its edge integrity retained while suppressing surrounding interference found at the bottom left corner and immediate right of the cell; this results in an overall segmentation that is closer to the ground truth.
spatial Fourier spectra using least-squares polynomial fits of the radially averaged power spectral density (RAPSD), defined as a radial averaging of the DC-centered spatial-frequency power spectrum density. Intuitively, this estimates an image's underlying spectrum via a form of direction-unbiased smoothing. Specifically, we estimate the signal-only component X k from averaged RAPSDs from OPLs of simulated cells generated from the realistic simulation framework described in the Appendix, and we estimate the combined signal-plusnoise spectra Y k from RAPSDs of observed images y k . Fig. 3 illustrates the estimation process and effect of the pre-filter in the frequency domain. The positive contribution of the prefilter is highlighted in Fig. 4 in the segmentation algorithm to be described next.
2) RWTV-DF: Given the edge-sparse nature of the data and our particular need for accuracy in the cell membrane locations during segmentation (in contrast to the more typical MSE minimization of the deconvolved image), we use the TV norm as the core regularization approach [46] for this algorithm. Specifically, we calculate isotropic TV as:
where T i ∈ R 2×N is an operator that extracts the horizontal and vertical forward-differences of the i -th pixel of x k into an R 2 vector, whose 2 norm we denote as an individual edgepixel t k [i ] . This basic regularizer was improved in [31] via an iterative estimation of weights on the individual edges through a Majorize-Minimization algorithm. While effective, this regularizer does not incorporate any dynamical information for the tracking of moving edges.
To address this issue, we draw inspiration from [32] and [33] and develop a hierarchical Bayesian probabilistic model where dynamics are propagated via second-order statistics from one time step to the next, the key difference being our proposed method operates solely in the edge-pixel space. To give intuition first, we note that the sparse edge locations at the previous frame is strong evidence that there will be an edge nearby in the current frame. We model edge locations with a sparsity-inducing probability distribution with a parameter controlling the spread (i.e., variance) of the distribution. When previous data gives evidence for an edge in a given location, we adjust the parameter to increase the variance of the prior in this location, thereby making it easier for the inference to identify the presence of the edge from limited observations. In contrast, when previous data indicates that an edge in a location is unlikely, this variance is decreased thereby requiring more evidence from the observations to infer the presence of an edge. For more details about this general approach to dynamic filtering (including its enhanced robustness to model uncertainty) see [33] .
In detail, at the lowest level of the hierarchy, we model the pre-filtered observations conditioned on the OPL signal x k with a white Gaussian distribution:
where F k is the matrix operator describing 2D convolution (in the frequency domain) against the pre-filter F k described earlier by Eq. (6) . At the next level, the individual edge-pixels 
where γ 0 is a positive constant. At the top-most level, the weights γ k [i ] are themselves also treated as random variables with a Gamma hyperprior: where α is a positive constant, (·) is the Gamma function, and θ k [i ] is the scale variable that controls the Gamma distribution's mean and variance over γ k [i ] . We will use this top level variable to insert a dynamics model into the inference that controls the variance of the prior being used to infer edge locations based on previous observations. Fig. 5 illustrates the multiple prior dependencies of the hierarchical Laplacian scale mixture model described in Eq. (7, 8, 9 ) using a graphical model. To build dynamics into the model, we observe that the Gamma distribution's scale variable θ k [i ] controls its expected value (i.e., E γ k [i ] = αθ k [i ]). Inspired by [33] , we designed a dynamic filtering approach to the problem of interest by using a dynamics model on the edge-pixels that sets the individual variances θ k [i ]'s according to predictions from the dynamics model g k (·):
where ξ is a positive constant and η is a small constant that prevents division by zero. 
. A large Laplacian variance implies a higher likelihood that the edgepixel in the current frame is active (in contrast to the reverse situation where a weak edge pixel would result in a small Laplacian variance at the next time step). Therefore, this approach propagates second-order statistics (similar to classic Kalman filtering for Gaussian models) through the hyperpriors γ k using dynamic information via the evolution function g k (·) at each time-step. One option for g k (·) is a convolution against a Gaussian kernel (with its σ proportional to expected motion variation), which expresses a confidence neighborhood of edge locations based on previous edge locations [47] . As with any tracking algorithm, the tracking quality depends on the accuracy of the dynamics model and including better models (e.g., more accurate motion speeds, motion direction information based on pipette movement, etc.) would improve the performance of any approach. With a fixed dynamics function, for each frame the algorithm will take a re-weighting approach where multiple iterations are used to adaptively refine the estimates at each model stage (illustrated for a simulated patch in Fig. 6 ).
The final optimization follows from taking the MAP estimate for Eq. (7, 8, 9) and applying the EM approach to iteratively update the weights. The maximization step is given as a convex formulation
The expectation step may be derived using the conjugacy of the Gamma and Laplace distributions, admitting the closedform solution
where the EM iteration number is denoted by superscript t, t (t )
k 2 is the estimate of the edge at iterate t,
is the estimate of the edge at the previous time-step, γ 0 is the positive constant that controls the weight of edge-sparsity against reconstruction fidelity, and δ is the positive constant that controls the weight of the current observation against the dynamics prior. The Gaussian convolution implemented by g k (·) effectively "smears" the previous time-step's estimation of edges to form the current prior, accounting for uncertainty due to cell movement over time. The EM algorithm is initialized by setting all weights to 1 (i.e., γ (0) k = 1) and solving Eq. 10, which is simply (non-weighted) TV-regularized least squares. The reweighting iterations are terminated upon reaching some convergence
C. Pipette Removal via Inpainting
When the pipette draws near to a cell for patching, the pipette tip in the image patch can cause significant errors in the deconvolution process. We propose a simple yet effective extension of the proposed PF+RWTV-DF algorithm that requires only a minor modification of Eq. (10) . Specifically, we propose an inpainting approach [48] that masks away the pipette's pixels and infers the missing pixels according to the same inverse process used for deconvolution. To begin, we track the pipette location in the image with a similar template matching process as described in section III-A (which could be improved with positional information from the actuator if available). Simultaneously, an associated pipette mask (obtained either via automatic segmentation or manually drawn) is aligned and overlaid on top the cell image patch using the updated pipette locations. This pipette mask overlay takes the form of a masking matrix M ∈ {0, 1} M×N whose rows are a subset of the rows of an identity matrix, and whose subset is defined by pixel indices outside the pipette region. The original filtered observation F k y ∈ R N is reduced to M F k y ∈ R M (with M ≤ N) while the convolution operator becomes M D. The inpainting version of Eq. (10) is
Intuitively, we simply remove pixels in the pipette region from the data used in the deconvolution but allow the algorithm to infer pixel values consistent with the statistical model used for regularization.
IV. RESULTS
A. Experimental Conditions
We evaluate the performance our algorithm by using a cell simulator that generates synthetic DIC imagery of rodent neurons in brain slices. In this subsection, we present the simulation framework and demonstrate its realism by comparisons against data.
Most cell simulators can be described as having three distinct stages: cell-shape generation, optical imaging, and noise generation. The simulation framework implemented for this work uses these same three stages (shown in Fig. 7) , adapting general approaches used in the literature for each stage so that the simulated data reflects the statistics of the DIC microscopy images for in vitro brain slice electrophysiology. In the first stage, a synthetic cell-shape is generated and embedded into the pixel-space as an ideal OPL image (i.e., the ground truth). In the second stage, the OPL image is transformed using a convolution against an idealized point spread function that approximately describes the DIC microscope's optics. Lastly, interference from static components (e.g., organic material) and dynamic noise components (e.g., the image acquisition system) are generated and incorporated into the image during the third stage. In this work we have used existing general approaches to build and validate the model components in the simulator using real DIC imagery of in vitro brain slices from adult (P50-P180) mice as described in [49] . Note that this simulator is unique in that it is tailored to simulate this type of cells. Given the similarity to frameworks already existing in the literature, full implementation details for this simulator are located in the Appendix to streamline readability.
To evaluate the realism of synthetically generated cellshapes, we compared several of their shape features to actual hand-drawn cell shapes from rodent brain slice imagery using four dimensionless shape features: 1) Aspect Ratio is defined as the ratio of minor axis lengths to major axis lengths. The major/minor axis is determined from the best fit ellipsoid of the binary image. 2) Form factor (sometimes known as circularity) is the degree to which the particle is similar to a circle (taking into consideration the smoothness of the perimeter [50] ), defined as 4π A P 2 , where A is area and P is the perimeter. 3) Convexity is a measurement of the particle edge roughness, defined as P cvx P , where P cvx is the convex hull perimeter and P is the actual perimeter [51] . 4) Solidity is the measurement of the overall concavity of a particle, defined as
, where A cvx is the convex hull area and A is the image area [51] . Using 50 shape-coordinates per cell we generated 115 synthetic cells. The quartile-quartile plots in Fig. 8 show that all four features are similarly distributed, demonstrating that the simulation renders realistic cell shapes for rodent in vitro brain slices.
Several simulation images were generated in Fig. 9 for visual comparison against actual cell images. The following user-defined parameters (as defined in Table I found in Appendices) were used: image size was 60 × 60, cellrotation (θ rot ) was randomized, cell-scaling defined as factor of image width was γ scale = 0.8, DIC EPSF parameters c-1,c-2,d-1,d-2 ) Several outlier pairs from the convexity and solidity plots are identified and shown. The outlier pairs appear to be caused by actual cell shape outlier statistics that are underrepresented (due to lack of training examples) and thus not fully captured by the model. Fig. 9 . General qualitative similarity between randomly drawn samples of (a) synthetically generated DIC cell images using the proposed simulator, and (b) actual DIC microscopy images of rodent neurons. Similarities in imagery characteristics include: (1) DIC optical features as shown by the 3D relief which are highlighted by the high/low intensity 'shadows' in the cell edges, (2) organic interference which appears as Gaussian noise with a frequency profile (further elaboration on quantitative similarities are found in the Appendix, (3) cell shapes as demonstrated by the cell shapes' organic and natural contours, and (4) uneven lighting bias as shown by the smooth but uneven background gradient.
were {θ d = 225 • , σ d = 0.5}, dynamic noise parameters were {A g = 0.98, σ g = 0.018, A p = 20.6, λ p = 10 −10 }, and SNR χ = −1 dB. Cell shapes were randomly generated based on learned real cell-shapes, a lighting bias was taken randomly from actual image patches, and organic noise was generated using a RAPSD curve learned from real DIC microscopy images. In general, the synthetic and actual cells are qualitatively similar in cell shapes and noise textures.
B. Segmentation of Synthetic Data
We test the PF+RWTV-DF algorithm on synthetic cell data and compare its performance against the state-of-theart deconvolution algorithms such as least-squares regularized by 1 and TV (L1+TV) [20] , least-square regularized by 1 and Laplacian Tikhonov (L1+Tik) [20] , and least-square by regularized re-weighted 1 , weighted Laplacian Tikhonov, and weighted dynamic filtering (RWL1+WTik+WDF) [30] . The deconvolution from each algorithm is then segmented using a global threshold (using Otsu's method [45] ) to produce a binary image mask for algorithmic evaluation.
For evaluation, we employ three boundary metrics that capture errors relevant to the process of patch clamping. The metrics Average Boundary Error (ABE), Maximum Boundary Error (MBE), and Variance of Boundary Errors (VBE) measure the (average, maximum, and variance of) distance errors between the approximated cell boundary and the actual cell boundary around the entire membrane of the cell at each video frame. Specifically, these metrics capture the statistics of the distance errors between the actual and estimated cell boundaries as the pipette tip approaches the cell membrane in a straight path (directed towards the true centroid).
To compute these metrics, we first discretized potential pipette paths towards the true centroid using a set of lines {l a }, defined as lines that start at the true centroid and that infinitely extend through each point p a in the set of ground truth contour pixels {A}. Next, traveling along each l a toward the centroid we found the intersecting point in the set of estimated contour pixels {B}, defined as p a,B = arg min p b ∈B p b − p l 2 s.t. p l ∈ l a , where p l are points on the line l a . In other words, we found the points that the algorithm would identify as the membrane location during every hypothetical approach direction of the pipette. The p b − p l 2 in the objective considers only orthogonal projections of p b unto the line l a (since it is a minimization), and it searches over all of B to find the p b whose orthogonal projection distance is minimal. Note that that due to the contour discretization, p a,B does not lie exactly along l a but rather close to it on some p b ∈ B. With each discretized boundary error expressed as ε(a, B) = p a,B − p a 2 , the metrics are then defined as:
Fig . 10 illustrates the terms involved in these error metric computations. We generated 100 videos of synthetic cell patches (each video contains 64 × 64 pixels × 100 frames) using the proposed cell simulator with DIC EPSF parameters σ d = 0.5 and θ d = 225 • (assumed to be known either by visual inspection (to accuracy of ±15 • ) or more accurately by using a calibration bead [22] ). By physically relating real cells to simulated cells, we determined the relationship between physical length and pixels to be approximately 3.75 pixels per 1.0μm.
For the algorithms L1+TV (Eq. (2)), L1+Tik (Eq. (3)), and RWL1+WTik+WDF (Eq. (4)), the parameters for sparsity (β) and smoothness (γ ) were tuned via exhaustive parameter sweep on the first frame of the video (to find the closest reconstruction/deconvolution by the 2 least squares sense). Specifically, the sweep was conducted over 10 logarithmically spaced values in the given ranges: L1+TV searched over Average boundary errors (ABE), maximum boundary errors (MBE), and variance of boundary errors (VBE) for each of the algorithms across 100 video trials of simulated data. ABE/MBE/VBE was aggregated from 100 frames of 100 trials (i.e., 10,000 data points). The PF+RWTV-DF algorithm was found to have a state-of-the-art performance, showing statistically significant improvements in ABE/MBE/VBE compared to other algorithms ( p ≤ 0.001, denoted by the 3 stars based on paired t-tests).
used in all experiments because it was experimentally found to be better performing compared to the reweighted version (i.e., set = I for Eq. (3)); reweighting over-induces sparsity of pixels, which is not advantageous to segmentation in our particular application. For RWL1+WTik+WDF, the dynamics parameter was set to be δ = 1.0 × 10 −3 , with a maximum of 80 reweighting steps (where convergence is fulfilled before each reweighting). For PF+RWTV-DF (Eq. (10, 11) ), we fixed γ 0 = 3.0 × 10 −4 , δ = 5, with 4 reweighting steps (where convergence is fulfilled before each reweighting). The programs specified by L1+TV, RWL1+WTik+WDF, and PF+RWTV-DF were solved using CVX [52] , [53] , while L1+Tik was solved using TFOCS [54] . Fig. 11 reflects statistics of the respective algorithms from each of the 100 frames from the 100 video trials. The height of each bar refers to the average of ABE/MBE/VBE while the error bars refer to ±1 standard error of the ABE/MBE/VBE over the 100 video trials. PF+RWTV-DF was the best performing algorithm in the three metrics, Fig. 12 . ABE, MBE, and VBE evolving with time are shown from (a) to (c) (respectively) for a single representative video (Trial #4) of a simulated DIC microscopy cell with 100 video frames after deconvolution and segmentation using four different algorithms. The images in (d) are snapshots of the deconvolution output at frame 100, and the images in (e) are their respective segmentations.
and there is a significant difference ( p ≤ 0.001) between PF+RWTV-DF and the other algorithms for all metrics. Notably, PF+RWTV-DF results in boundary tracking errors on the order of 1-2 μm, which is comparable to the error in mechanical pipette actuators.
The proposed edge reweighing strategy is adaptive by design, making it very attractive in practice because it requires minimal parameter fine-tuning. The algorithm's performance was responsive to the smoothness parameter (effective range being γ ∈ [2.0 × 10 −4 , 4.0 × 10 −4 ]) and the dynamics parameter (effective range being δ ∈ [10 0 , 10 2 ]), yet not over-sensitive: our algorithm's superior results were from fixed Three example image patches of real cell data were deconvolved using four algorithms and the resulting segmentations (top row) and deconvolutions (row below) are displayed. Segmentations were obtained from deconvolution by global thresholding using Otsu's method [45] . The proposed PF+RWTV-DF algorithm performs consistently well even in severe interference (defined by the degree of distortion around the edges and surface undulations within the cell).
parameters (γ , δ) across all trials, while other algorithms required exhaustive two-parameter sweeps (β, γ ) for each synthetic video trial.
In Fig. 12 we take a closer look at one representative trial (Trial #4) in the time-series to observe the qualitative differences between the algorithms. We observe that the PF+RWTV-DF reconstruction has a fairly flat magnitude (for pixel values within the cell) compared to the other reconstructions. The proposed algorithm's inherent segmentation capability under such high-interference synthetic data is apparent from these results. Although PF+RWTV-DF reconstruction loses cell details (i.e., in an 2 reconstruction sense), the reduction in surrounding interference serves to improve the boundary identification at the segmentation stage. On the other hand, the other algorithms produce reconstructions that contain significant surrounding interference, resulting in distorted edges in their subsequent segmentations (that may require further image processing to remove). Video showing the deconvolution and tracking time series is included in a multimedia supplement to this paper.
C. Segmentation of Real Data
In addition to the synthetic data where we have known ground truth, we also tested the algorithms on in vitro DIC microscopy imagery of rodent brain slices from the setup Snapshots from real video data of a cell undergoing patch clamping demonstrate the efficacy of the proposed pipette removal method (via inpainting). The pipette mask is outlined in red while the cell segmentation is outlined in blue. Each snapshot illustrated varying degrees of overlap between the pipette and the cell: (a) the pipette is far from the cell, (b) the pipette is in close proximity to the cell, and (c) the pipette is "touching" the cell. The efficacy of the proposed inpainting method for pipette removal (versus no inpainting) is qualitatively demonstrated by its ability to cleanly segment the cell despite the pipette's presence. described in [49] . For each algorithm, a parameter search was performed using a brute-force search to find the parameters that best segmented the cell by means of visual judgement. The DIC EPSF was estimated visually to be
In Fig. 13 , we selected 3 particularly challenging cell samples with respect to the amount of observable interference around and within the cell. A fixed global threshold was applied to each patch for segmentation using Otsu's method [45] . The first example (from the top) demonstrates that reconstructions of other algorithms (compared to the proposed algorithm) are characteristically not piecewise smooth. Therefore, even in a case of moderate difficulty such as this one, these algorithms produce images with rounded edges which are not ideal for segmentation. The second example illustrates difficulty in segmenting cells with significant interference along the cell's edges, around the outside of the cell, and within the body of the cell. In this case, only the proposed algorithm is able to produce a clean segmentation, especially along the cell's edges. Moreover, other algorithms reproduce the heavy interference scattered around the outside of the cell and this requires subsequent image processing to remove. The third example is a very difficult case where interference occurs not only as distorted boundaries, but also as a close neighboring cell. All other algorithms visibly perform poorly while the proposed algorithm remains fairly consistent in its performance.
In Fig. 14, snapshots from a video of a cell undergoing patch clamping was compared with and without the proposed pipette removal method (from section III-C). The pipette (and its respective mask) was tracked using a template matching algorithm via a user-selected template of the pipette; more details are described in [44] . In Fig. 14(a) , the pipette does not cause interference when it is relatively far away from the cell. As the pipette approaches the cell in Fig. 14(b) , interference begins to enter the deconvolution when inpainting is not applied. Without inpainting, an obfuscation between the pipette and the cell is observed in the deconvolution even when the pipette is not overlapping with the cell. In Fig. 14(c) , the pipette is now seen to be overlapping the cell image. Without inpainting, this causes such severe interference that attempting a pipette removal at the segmentation stage is clearly non-trivial. With inpainting, the deconvolution is shown to effectively suppress the interfering pipette in all three snapshots.
V. CONCLUSION
We present the first deconvolution algorithm to locate cell boundaries with high precision in DIC microscopy images of brain slices. In summary, the main technical contributions of this algorithm are: (1) a pre-filtering step that is a computationally cheap and effective way at removing heavy organic interference with spectral characteristics, (2) a dynamical 1 reweighing approach for the propagation of second-order edge statistics in online DIC cell segmentation, and (3) an inpainting approach for pipette removal that is possible with little modification due to the inherently flexible framework of the algorithm. To quantitatively validate the performance of segmentation algorithms, this paper also describes the novel adaptation of cell simulation techniques to the specific data statistics of DIC microscopy imagery of brain slices in a publicly available MATLAB toolbox. The proposed algorithm achieves state-of-the-art performance in tracking the boundary locations of cells, with the average and maximum boundary errors achieving the desired tolerances (i.e., 1-2 μm) driven by the accuracy of actuators used for automatic pipette movement. These results lead us to conclude that accurate visual guidance will be possible for automated patch clamp systems, resulting in a significant step toward high-throughput brain slice electrophysiology. The main shortfall of the proposed algorithm arises from the implicit assumption that dynamics are spatially limited. In order for dynamics to positively contribute to the deconvolution process, edges in the current frame should fall within the vicinity of the previous frame's edges; specifically, it should be bounded by the support of the prediction kernel as described by Eq. (11). Future work aims at developing a real-time numerical implementation of this algorithm using parallelization methods such as alternating direction methods of multipliers (ADMM) similar to work found in [55] and [56] , exploring the inclusion of shape-regularizers [57] [58] [59] into the optimization, investigating alternative methods that incorporate dynamics in a fashion that is not spatially-limiting, and characterizing dynamical functions that take into account physical models of motion in the system (e.g., motion induced by the pipette, fluid dynamics, cell deformation physics).
APPENDIX SIMULATION FRAMEWORK
A. Simulation Stage 1: Cell Shape Generation
The cell-shape is unique to different applications and plays a significant role in algorithm development, necessitating customization in cell simulations [35] , [60] . Extensive work on generic shape representation in [60] demonstrated that applying principal components analysis (PCA) on cell-shape outlines is an excellent strategy for reconstructing cell shapes. In this work, we applied a similar approach as [35] to generate synthetic cell-shapes using PCA and multivariate kernel density estimation sampling on subsampled cell contours. For shape examples, we used hand drawn masks of neurons from DIC microscopy images of rodent brain slices.
Example cell-shapes are collected such that K coordinates are obtained in clockwise continuous fashion (around the contour), beginning at the north-most point. These points are centered such that the centroid is at the origin. The (x, y) coordinates are concatenated into an R d vector
where d = 2K . This vector is then normalized via x i = x i /x i 2 . All N normalized examples are gathered into the following matrix
Eigen-decomposition is performed on the data covariance matrix formed as S = X X T = V V T . Cell-shapes may thus be expressed with the coefficient vector b i and the relationship given by
Since PCA guarantees that cov(b i , b j ) = 0, ∀i = j , kernel density estimation is performed individually on each of the coefficients to estimate its underlying distributions. This allows us to randomly sample from these distributions to produce a synthetically generated coefficient vector, b. The cell-shape may then be trivially converted into coordinates using the relationship given in Eq. (13) . A rotation (θ rot ) and scaling (γ scale ) are added to the cell-shapes where necessary. Fig. 15 shows a sampling of synthetic and actual cell-shapes extracted from the data.
1) Textured OPL Pixel-Space Embedding:
The previously generated cell-shape is embedded into the pixel space f x,y by a texture generation method similar to methods found in other fluorescence microscopy simulators [61] , [62] . In this stage, the cell-shape is embedded into the pixel space with the generation of a textured OPL image. Perlin noise [63] is a well-established method for generating synthetic cell textures in fluorescent microscopy [61] , [62] , and we apply a similar concept because it generates realistic looking cell textures.
First, a binary mask, m(x, y), is generated using the cellshape's coordinates as polygon vertices and cast into an M × M image. Next, a textured image, t (x, y) is generated by frequency synthesis; a 2-D filter with a 1/ f p frequency spectra is applied to white Gaussian noise, where p is a persistence term which controls the texture's heterogeneity. t (x, y) is rescaled such that t(x, y) ∈ [0, 1]. Finally, the OPL image is constructed by
where * signifies 2D convolution, and h(x, y) is a 2-D filter (e.g., a circular pillbox averaging filter) that rounds the edges of the OPL image. An example surface texture is simulated and shown in Fig. 7(b) .
B. Simulation Stage 2: Optical Imaging
Microscopy optics is modeled here using two linear components: an effective point spread function (EPSF) and a lighting bias. DIC microscopy exploits the phase differential of the specimen to derive the edge representations of microscopy objects. The EPSF is approximated as a convolution of the OPL image f (x, y) against the steerable first-derivative of Gaussian kernel, in Eq. (1) .
Nonuniform lighting of a microscope often causes a pronounced lighting bias in the image. As presented in [20] and [64] , a linear approximation of quadratic coefficients sufficiently expresses such a bias:
An example noiseless simulated image with the optical imaging model (including EPSF convolution and lighting bias) is shown in Fig. 7(c) . Polynomials p 0 , . . . , p 5 are estimated from a randomly extracted patch from an actual DIC image using a least-squares framework detailed in [20] .
C. Simulation Stage 3: Noise Generation 1) Synthetic Noise Generation Framework:
Noise in a video frame may be linearly decomposed into organic and sensor components: n k (x, y) = n organic (x, y) + n sensor k (x, y), with k denoting the frame index in time. We define n organic (x, y) as the components comprising of organic contributions in the specimen (e.g., cellular matter, fluids) that remain static frameto-frame, while n sensor k (x, y) refers to noise from the CCD that is iid across every pixel and frame. For the purpose of statistical estimation, we selected sequences of image frames {y k (x, y)} k=1,...,K that represented noise only (i.e., no target cell) with no tissue motion from pipette insertion. We estimate the organic noise component by averaging a series of image frames (to reduce sensor noise):
Similarly, a sensor noise sample may be estimated by subtracting the the frame-average from the individual frame: 
2) Organic Noise:
We employ a spectral analysis framework to model and generate realistic looking interference caused by organic tissue. We define the radially averaged power spectral density (RAPSD), P( f ), as an averaging of the power spectral density (PSD) magnitudes along a concentric ring (whose radius is proportional to frequency, denoted by f ) on a DC-centered spatial PSD Fourier plot. The RAPSD of random noise images reveal spectral characteristics shown in Fig. 16(d) . Phase information is simulated by randomly sampling from a uniform distribution (m, n) ∼ Uniform([0, 2π]), with m, n representing the spatial coordinates in the DC-centered Fourier domain, while the magnitude information is composed as a mean spectraP( f ) from RAPSD of example image patches {P k } k=1,...,K as
The organic noise spectrum is thus described by its magnitude and phase components as m, n) ).
An inverse spatial Fourier transform on the organic noise spectrum yields a synthetic organic noise image: n organic (x, y) = F −1 { S(m, n)}. An example organic noise image patch n organic (x, y) (shown in Fig. 16(a) ) exhibits visual similarities with a patch of organic noise from an actual DIC image (shown in Fig. 16(b) ). Additionally, similarities were observed in pixel distributions between synthetic organic noise and actual organic noise, qualitatively as shown in Fig 16(c) , as well as quantitatively via a Kolmogorov-Smirnov twosample goodness-of-fit test at the 5% significance level (after normalization by their respective sample standard-deviations).
3) Sensor Noise: The CCD sensor contributes a mixture of Poisson noise and zero-mean white-Gaussian noise [62] , [64] . For modeling simplicity we assume that the sensor's individual Fig. 17 . Four snapshots in time (indexed by k) from a synthesized video (of 100 frames), generated from a single cell image. The cell's motion induced by external forces (i.e., pipette motion, though not explicitly present) is simulated by a slight contraction followed by expansion over time, while performing a linear translation, from left to right of the frame. Synthetic interference (simulating organic material) shows up as a high-intensity blob around the bottom left corner of the cell, interfering with the cell's edges.
TABLE I
USER-DEFINED SIMULATOR PARAMETERS pixels are uncorrelated in time and space, and generated using 
where n g ∼ Normal(0, σ 2 g ) and n p ∼ Poisson(λ p ) are randomly generated intensity values, {A g , A p } are amplitude parameters, and {σ g , λ p } are the Gaussian's standard deviation and the Poisson's mean parameters respectively. 
where χ is a user-defined signal-to-noise ratio (in dB), and where · F is the Frobenius norm. Table I summarizes the user-defined parameters of this simulator.
2) Video Synthesis: During the patch clamp process, pipette motion causes the cells to undergo overall translation (e.g., moving from left to right with respect to the frame), and some sequence of dilation and contraction. Videos of K image frames are generated to simulate motion of the cell (rather than the pipette itself) by evolving a single textured OPL pixel-space embedding image over time using a series of geometric transformations. Specifically, we simulate a dialation/contraction using MATLAB's barrel transformation function [65] and apply geometric translation along a random linear path through the center of the image with a parabolic velocity profile (e.g., an acceleration followed by a deceleration). These transformations produced a set of frames { f k (x, y)} k=1,2,. .. which are convolved in 2D using Eq. (1) and synthesized using Eq. (16) to generate a set of time-varying observations {y k (x, y)} k=1,2,... comparable to a video sequence of DIC imagery from a patch clamp experiment. Example snapshots from a synthetic video is shown in Fig. 17 .
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