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SUMMARY 
Conventional articulation test procedures as described, for exam-
ple, by Egan have been widely used to measure the intelligibility of 
speech and the performance of speech communication systems. Such tests 
consist basically of passing a set of speech items, such as syllables, 
words, or sentences, through a transmission channel and presenting the 
channel output to a group of human subjects (listeners)., The percentage 
or fraction of speech items correctly identified by the listeners is 
known as the articulation or articulation score. In the case where 
words are used as speech items, this quantity is referred to as word arti-
culation or word score„ The data from such tests are conventionally 
presented in the form of an articulation curve, this being a plot, of word 
score versus some test variable. The test variable is usually some trans-
mission. property of the channel, such as bandwidth or amount of noise 
added to the speech. In this study, the intelligibility of the speech 
was degraded by the addition of masking noise, and the test variable was 
s ignal/no ise rat io„ 
The articulation curve may be viewed as representing the intelli-
gibility characteristics possessed by the word set under the conditions 
of the test. While such a curve is useful for many purposes, the informa-
tion it contains concerns only the behavior of the word set as a whole. 
Such a curve contains nc information, concerning the individual words, and 
cannot be used to predict the intelligibility of either a given word or 
of a subset of the original word set. 
The main object of t h i s s tudy i s to r e l a t e noise-masked a r t i c u l a -
t i o n s c o r e , as conven t iona l ly de f ined , t o a s e t of ba s i c speech and no i se 
parameters def ined for i n d i v i d u a l words. Su i t ab l e parameters a r e shown 
t o b e , fo r a given n o i s e , t h e power, t he noise-masked t h r e sho ld of i n t e l -
l i g i b i l i t y , and the width of t h e t h r e sho ld region„ Expe r imen ta l l y -de t e r -
mined values of t he se parameters a r e p r e sen t ed , a long wi th t h e i r d i s t r i -
b u t i o n s , for a l imi ted number of monosyllabic words imbedded in. random 
white no i se and for a p a r t i c u l a r combination of speaker and l i s t e n e r s . 
I t i s shown t h a t t h e t h re sho ld parameter can be obtained from t h e n o i s e -
masked gain function> which in turn, can be obtained from convent ional 
a r t i c u l a t i o n t e s t d a t a . I t i s shown, t h a t word power and no i se power can 
be obtained from measurements of energy and t ime du ra t i on for i n d i v i d u a l 
words and for word- length b u r s t s of n o i s e . The equipment and techniques 
for measuring energy an i time du ra t i on a r e d e s c r i b e d . 
By p r e s e n t i n g convent iona l t e s t da ta in a novel form, a t t e n t i o n 
i s d i r e c t e d t o the t h r e sho ld a c t i o n occur r ing as a word "emerges," in -
t e l l i g i b i l i t y - w i s e , from masking n o i s e , The ex i s t ence and sharpness of 
t h e s e t h r e sho ld s i s demonstrated for the se t of f o r t y t e s t words and for 
each of + he t h r e e l i s t e n e r s , and t h e na tu r e of the t h re sho ld region, is 
i l l u s t r a t e d by means of noise-masked ga in f u n c t i o n s . The genera l na tu re 
of t he se f u n c t i o n s , which a r e e s s e n t i a l l y a r t i c u l a t i o n curves for Individ 
u a l words, i s examined? and two d e s c r i b i n g parameters of such func t ions , 
namely, t h r e sho ld and spread , a r e defined and t a b u l a t e d . The. s e t of 
t a b u l a t e d values i s used t o c a l c u l a t e and p l o t a r t i c u l a t i o n cu rves , which 
a re then compared t o exper imental cu rves . From the c lose agreement of 
ca l cu l a t ed and exper imental cu rves , i t i s concluded t h a t the se t of 
X l l 
parameter values conta ins e s s e n t i a l l y t he same information contained in 
t h e convent iona l a r t i c u l a t i o n cu rve , thus e x h i b i t i n g t h e b a s i c r o l e of 
such parameters in determining t h e i n t e l l i g i b i l i t y c h a r a c t e r i s t i c s of 
word s e t s . 
In a d d i t i o n t o d e s c r i b i n g t h e i n t e l l i g i b i l i t y c h a r a c t e r i s t i c s of 
s e t s of words, t he se parameters exh ib i t t h e c h a r a c t e r i s t i c s of i n d i v i d u a l 
words, showing the v a r i a t i o n s from word t o word and from l i s t e n e r to 
l i s t e n e r . I t i s shown t h a t t he se p r o p e r t i e s make the word parameter 
approach usefu l in two ways: 
(1) I t f a c i l i t a t e s t h e a n a l y s i s of a r t i c u l a t i o n t e s t r e s u l t s , 
y i e l d i n g more information than, t h e convent iona l type of da ta and e x h i b i t -
ing the e f f ec t s of . individual words on t h e a r t i c u l a t i o n curve as we l l as 
pe rmi t t i ng a word-by-word comparison of r e s u l t s from d i f f e r e n t l i s t e n e r s . 
(2) I t makes p o s s i b l e t he syn thes i s of word-se t s t o obtain, a 
spec i f i ed a r t i c u l a t i o n curve , 
The usefulness of t h e word, parameter' approach in syn thes i z ing a 
des i r ed a r t i c u l a t i o n cuj~ve is i l l u s t r a t e d for four d i s t i n c t types of 
curve , two of which have the same shape but d i f f e r e n t l o c a t i o n s and two 
of which have t h e same l o c a t i o n but d i f f e r e n t shapes <, In t h i s connec-
t i o n , i t i s demonstrated t h a t , for a given masking n o i s e , t he shape of 
the a r t i c u l a t i o n curve i s determined p r i m a r i l y by the fhreshold- to-power 
r a t i o s of t h e i nd iv idua l words. The e f f ec t of t h e shaping technique on 
the histograms for th resho ld and for spread i s i l l u s t r a t e d for four sub-
s e t s . 
A procedure , wi th v a r i a t i o n s , i s developed for p r e d i c t i n g a r t i c u -
l a t i o n curves in cer ta in , c a s e s . This procedure i s based on a mathematical 
formulat ion of t he process by which i n d i v i d u a l words c o n t r i b u t e t o the 
a r t i c u l a t i o n cu rve , and makes use of t he word parameters r e f e r r ed t o 
above. E s s e n t i a l l y two p r e d i c t i o n schemes a r e o u t l i n e d , based on d i f -
f e ren t degrees of approximation t o t he noise-masked gain f u n c t i o n s . 
Curves obtained by t he two schemes a re compared wi th each o the r and 
to exper imenta l ly -ob ta ined cu rves , for t h e case where l i s t e n e r s a re 
t r a i n e d and ga in funct ion da ta i s obtained on a master word se t and 
where curves a r e des i r ed for var ious subse t s of the master s e t . Under 
such c o n d i t i o n s , t he n a t u r e of t he subset curves depends s t r o n g l y upon 
whether or not t he l i s t e n e r s a re r e t r a i n e d on each subse t before making 
t e s t s . The subset t e s t s in t h i s s tudy were made wi th no r e t r a i n i n g on 
subset words. That such subset curves can be p red ic t ed wi th good accu-
racy without making a c t u a l t e s t s i s demonstrated by comparing pred ic ted 
curves t o exper imenta l curves for four twenty-word s u b s e t s . 
The d i s c r e p a n c i e s between p red ic t ed and exper imental curves a re 
d i scussed and explained on t h e b a s i s of p a r t i a l memorization ( i n a d v e r t -
ent t r a i n i n g ) dur ing the t e s t s . A s impl i f i ed mathematical model of t he 
noise-masked l i s t e n i n g process i s used t o p r e d i c t t he n a t u r e of d i s c r e p -
anc ies a r i s i n g from, t h i s cause , and i t i s shown t h a t t he word s e t s and/ 
or l i s t e n e r s most c l o s e l y s a t i s f y i n g the assumptions under lying the 
model e x h i b i t t h e p red ic t ed d i s c r epanc i e s most markedly., 
A number of s u b s i d i a r y r e s u l t s a re g iven , such as t he d i s t r i b u t i o n 
of noise-masked ga in func t ion parameters for va r ious l i s t e n e r s , t h e use 
and v a l i d i t y of l e a s t squares for f i t t i n g s t r a i g h t l i n e s t o experiment-
a l l y determined gain., funct ion p o i n t s , and t h e d i s t r i b u t i o n s of energy, 
power, and duration, for 'the t e s t words. The l i s t e n e r s a re compared on 
XIV 
several bases, and it is shown that listeners may be similar in their 
responses to a set of words as a whole, while differing significantly 
in their responses to Individual words. It is also shown that the result 
of averaging predicted curves for several listeners is not significantly 
different from the result obtained by predicting a single curve from 
averaged thresholds* 
It is concluded that, in the noise masked case, the word parameters 
used in this investigation play a basic role in determining the articula-
tion curve, and that prediction and curve-shap.ing schemes based on these 
parameters are practical and useful. In particular, subset curves are 
obtainable which are directly comparable one to another, and, when large 
numbers of such curves are .involved, they are obtainable more easily, 
from the standpoint of :naintaining stability of test conditions, than by 
use of conventional testing techniques. It is further concluded that the 
word parameter approach provides a consistent and logical basis for exam-
ining the variation of intelligibility among listeners and/or words. 
Finally, two aspects of the word parameter approach which merit further 
investigation are given. 
In an appendix, the detailed preparation of magnetic tapes for 
use in the tests is described, and, in another appendix, the details 
of listener training and articulation test procedures are given. 
CHAPTER I 
INTRODUCTION 
S t a t e m e n t of O b j e c t i v e s 
The p r i m a r y o b j e c t i v e o f t h i s s t u d y i s t o r e l a t e t h e i n t e l l i g i -
b i l i t y c h a r a c t e r i s t i c s of a s e t of n o i s e - m a s k e d t e s t words t o t h e c h a r -
a c t e r i s t i c s of t h e i n d i v i d u a l words in, t h e s e t , 
More s p e c i f i c a l l y , t h e a im i s t o show t h a t a r t i c u l a t i o n s c o r e , a s 
c o n v e n t i o n a l l y d e f i n e d f o r s u c h w o r d s , can be c a l c u l a t e d from v a l u e s of 
s u i t a b l y - d e f i n e d word p a r a m e t e r s , a n d , i n c e r t a i n c a s e s , t h a t t h e a r t i c u -
l a t i o n c u r v e i s d e t e r m i n e d b y t h e d i s t r i b u t i o n of one o r more of t h e s e 
p a r a m e t e r s . 
C e r t a i n s u b s i d i a r y o b j e c t i v e s , p r e d i c a t e d upon t h e a t t a i n m e n t of 
t h e p r i m a r y o b j e c t i v e , i n c l u d e t h e f o l l o w i n g ^ 
1. Development of a method for p r e d i c t i n g a r t i c u l a t i o n curves for 
subse ts of words and/or l i s t e n e r s , us ing word parameters determined by 
t e s t s on t h e master worc.-set and a team of l i s t e n e r s . This method i s to 
be based on. a mathematical formulat ion of t h e process by which i n d i v i d u a l 
words c o n t r i b u t e t o t h e a r t i c u l a t i o n cu rve , and involves t h e assumption 
of no l i s t e n e r t r a i n i n g on t he subseto 
2 . I n v e s t i g a t i o n of t he n a t u r e and q u a n t i t a t i v e d e s c r i p t i o n of 
the t h re sho ld region for i n d i v i d u a l noise-masked words, and of t he v a l i d -
i t y of us ing t h r e sho ld q u a n t i t i e s in t h e p r e d i c t i o n scheme of s u b s i d i a r y 
ob j ec t i ve 1. 
5 . A s tudy of the way in which word parameters inf luence t h e shape 
2 
and l o c a t i o n of t he a r t i c u l a t i o n curve for noise-masked speech, and an 
experimental measurement of such curves for s e t s of words chosen on the 
b a s i s of c e r t a i n of these pa ramete r s . 
'+. An examination of t h e word parameters themselves and of t h e i r 
d i s t r i b u t i o n s and v a r i a t i o n s from word t o word and from l i s t e n e r t o l i s -
t e n e r . 
Summary of Resul t s 
A major r e s u l t cf t h i s s tudy i s t h e es tab l i shment of c e r t a i n word 
parameters as a v a l i d replacement of convent iona l a r t i c u l a t i o n scores in 
c h a r a c t e r i z i n g t h e i n t e l l i g i b i l i t y of a s e t of noise-masked words. Exam-
i n a t i o n of t h e t h r e sho ld a c t i o n occur r ing as a word "emerges" from 
no i se led t o t h e c h a r a c t e r i z a t i o n of a word by i t s "noise-masked gain 
func t i on , " which, t o g e t h e r wi th l i n e a r and s t e p - l i k e approximat ions , was 
obta ined for f o r t y t e s t words and for each of t h r e e members of a l i s t e n i n g 
team. Noise-masked t h r e s h o l d , def ined as t h e value of s i g n a l / n o i s e r a t i o 
a t t he 50 per cent l e v e l of i n t e l l i g i b i l i t y , , was obtained for each word 
from i t s gain .function. 
Under t h e cond i t i ons for which t e s t s were made, i t i s shown t h a t 
t h e parameters of word power, t h r e s h o l d , and noise-masked ga in funct ion 
spread a r e s u f f i c i e n t t c def ine t h e a r t i c u l a t i o n cu rve , and t h a t t he se 
parameters thus con ta in e s s e n t i a l l y a l l t h e informat ion embodied in t h e 
se t of a r t i c u l a t i o n scores obtained fo r a s e t of words. A comparison of 
exper imental and c a l c u l a t e d curves fo r t h e t h r e e l i s t e n e r s shows a maximum 
d i sc repancy , in, SN r a t i o s a t a given word s c o r e , of 1 db , wi th much 
smal le r d i s c r e p a n c i e s in. r.he 20~to-80 pe r cent region of t he curves o The 
maximum disc repancy a t t h e 50 per c e r t l e v e l i s 0,25 dbo Comparison of 
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team curves reveals even closer agreement, with no discernible discrep-
ancy at the 50 per cent level. 
When the curves are calculated by using only word power and thresh-
old, they are still in good agreement with the experimental curves, 
particularly at the 50 per cent level where the maximum discrepancy is 
0.3 db for individual listeners and 0.0 db for the team. 
For a given masking noise, the shape of the curve was found to 
depend on, and to be closely predictable from, the ratio of threshold 
to normalized word power„ When this fact is used to predict the articu-
lation curves for subsets of words, using data taken for the master set 
and using subjects trained only on this set, the agreement with experi-
mental curves is good. Considering all three listeners and all four sub-
sets, the discrepancy has a maximum value of 2.7 d-b, and an average value 
of 1.3 db, at the 50 per cent level„ Somewhat better accuracy is obtained 
by using noise-masked gain function (NMGF) spreads in the prediction 
scheme. 
The prediction scheme is mathematically formulated on a proba-
balistic basis, and two modifications of the scheme are presented for the 
cases of constant noise power and negative-slope NMGF'5. 
Application of the NMGF parameters of threshold and spread to the 
shaping of articulation curves is illustrated. Four sets of words were 
chosen on a basis of these parameters with the following results: 
L Two curves were produced which had the same spread between 
20 and 80 per cent points, but which were displaced by approximately 
four db of signal/noise ratio. 
2. Two curves were produced which had no displacement (at the 
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50 per cent l e v e l ) , but whose 20 - to -80 per cent spreads d i f f e r e d by 5.5 
db, 
Exper imenta l ly determined va lues of energy, t ime d u r a t i o n , and 
power for individual words are p r e sen t ed , a long wi th histograms and d i s -
t r i b u t i o n f u n c t i o n s . These i n d i c a t e , for t h e monosyllabic t e s t words 
used, t h a t low-energy words predominate , t h a t t ime du ra t i ons a r e un i -
formly d i s t r i b u t e d , and hence t h a t low-power words a r e predominant* 
Examination of var ious word parameters r evea l s a f a i r l y s t rong c e n t r a l 
tendency in t h e his tograms for NMGF th re sho ld and sp read , wi th c l e a r 
s epa ra t i on of the c e n t r a l peaks of t h r e sho ld histograms in t h e case of 
subse ts chosen t o g ive d i sp laced a r t i c u l a t i o n c u r v e s . The th r e sho ld 
parameter i s shown t o have only a weak dependence on NMGF spread . Thresh-
olds a r e shown t o have a d e f i n i t e c o r r e l a t i o n from, l i s t e n e r t o l i s t e n e r 
for two of t h e t h r e e p o s s i b l e l i s t e n e r p a i r s , v h i l e NMGF spreads a r e shown 
t o have l e s s c o r r e l a t i o n . F i n a l l y , t h e mu l t i p l e choices a v a i l a b l e t o a 
l i s t e n e r , among words having a recognized vowel soundj, a r e shown t o be 
r e l a t e d t o t h e t h r e s h o l d v a l u e s . 
The fac t t h a t subset curves can be p red ic t ed with good accuracy 
under c e r t a i n cond i t ions has two imp l i ca t ions of importance in t h e f i e l d 
of noise-masked a r t i c u l a t i o n t e s t i n g s 
1. A s i g n i f i c a n t r educ t ion in t e s t i n g t ime appears a t t a i n a b l e , 
in t he case where a r t i c u l a t i o n curves a r e des i r ed for a l a rge number of 
subse ts having many common words. 
2 . Subset curves obtained by t h e p r e d i c t i o n scheme a r e d i r e c t l y 
comparable, s ince they a r e obtained from t h e same master s e t of word 
pa ramete r s . Obtaining such comparable curves for l a r g e numbers of 
subsets is much easier by the methods described than with conventional 
t e s t methods, mainly because of the d i f f i cu l ty , with conventional methods, 
of maintaining s table t e s t conditions over extended periods of time, 
A f inal implication of in te res t is that word sets may be chosen 
for equal d i f f i cu l ty , i ^ e . , homogeneity of basic aud.ibil.ity or ident i ty 
of a r t i cu la t ion curves, on a basis other than phonetic balance, and that 
word sets for special applications (such as speech audiometry) may be 
chosen to yield the desired shape of curve on a basis of the word param-
eters described. 
Background 
Art iculat ion t e s t i n g , as a systematic means of assessing the in-
t e l l i g i b i l i t y properties of a communication system, had i t s beginnings 
in the early years of the twentieth century ( l ) , with much of the ea r l i e r 
work being done at the Bell Telephone labora tor ies , beginning about 1919 
(2) . Over the years , t h i s work has continued, with contributions from 
such apparently diverse f ields as communications engineering, psychology, 
l i ngu i s t i c s , phonetics, mathematics, physics, and certain, areas of medi-
cine such as otolaryngology and speech audiometry- Much was done during 
World War I I a t Harvard's Psycho-Acoustic Laboratory to standardize a r t i -
culation t e s t i ng methods, as exemplified by the work of Egan (3)° Egan 
described the development of a set of phon.erically-balan.ced (PB) word 
l i s t s containing monosyllabic words whose phoneme content, over each l i s t , 
closely approximates the d i s t r ibu t ion of phonemes in. the English language. 
Adding to e a r l i e r work at Bell Labs, Egan, and l a t e r Eav.ley [h), described 
standardized tes t ing methods, while at the Central I n s t i t u t e for the Deaf, 
various word l i s t s were developed (5) for use in speech audiometry. The 
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earlier PB words were monosyllables, such as "bar," "jam," and B:dill"; 
lists of spondaic words ("baseball," "cupcake") were-also developed at 
Harvard (PAL Tests number 9 and 1^), such "spondees8' being dissylables, 
with equal stress on both syllables. The CID lists are essentially im~ 
proved versions of the Harvard lists, recorded on disks after correction 
for varying intensity among words in some cases, and include CID Tests 
W-l and W-2 (spondees) and CID Test W-22 (phonetically balanced monosyl-
lables). Various other word, syllable, and sentence lists are used, not 
only for the study of hearing and the der ermination of hearing loss for 
speech, but in the evaluation of speech processing devices and military 
communications systems (6,7*8*9)-
An articulation test, shown in block diagram, form in Figure 1, 
generally consists of transmitting a set of speech items through a com-
munication channel to a team of human subjects (listeners) who attempt 
to identify the items<, The fraction or percentage of items correctly iden-
tified is called the articulation score or, s.imply3 the articulation. 
Various speech units, such as phonemes, syllables, vowels, words, and 
sentences, are used as test items, and these may be spoken aloud by a 
Speech 
Items 
'igure 1. Block Diagram of Art iculat ion T^s' 
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speaker or recorded In some way (as on magnetic t ape ) . The "channel" 
may be simply a free-f ield path through a i r from speaker to l i s t e n e r s , 
or i t may be a complicated electronic communication system which in-
cludes transducers to convert the sound-pressure waves of the speaker 's 
voice to e l e c t r i c a l form and back again. In the former case, the speech 
level a t any point in the system may be measured in terms of the inten-
s i t y ( ra te of sound energy transmission per unit area) or the effective 
sound pressure (rms value of instantaneous pressure waveform). In the 
l a t t e r case, the analogous quant i t ies of power and rms speech voltage may 
be measured a t any point in the electronic system. 
When the t e s t items are sy l l ab les , the score Is referred to as 
"syl lable a r t i c u l a t i o n , " with the terms "word a r t i cu la t ion" and "sen-
tence a r t i cu la t ion" applying in the appropriate cases. Definite re la -
tionships have been found ( l ) (10) between scores for sy l l ab les , words, 
and sentences, which show that a r t i cu la t ion generally increases with the 
length of t e s t item. Hence scores for spondees are higher than for mono-
sy l lab les , and scores for sentences are higher than for spondees. 
The many applicat ions of a r t i cu la t ion testing"might be described 
as a group by the broad term " i n t e l l i g i b i l i t y s tud ies . " Although the 
applications are qui te varied (1.1,12,13., l^ A5) > nearly all. of them can 
be f i t ted into the basic s t ructure of Figure 1. The in te res t s of dif-
ferent groups of researchers generally center on only one or two "blocks" 
of t h i s f igure . Psychologists, for example, are more interested in. the 
stimulus-response charac te r i s t i c s of the subjects , as opposed to the t rans 
mission propert ies of the channel, and hence are primarily concerned with 
the f i r s t and las t blocks. For th i s group, the term "speech perception 
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t e s t " has been suggested (16) as being more appropriate than "ar t icu la t ion 
t e s t . " Physicians and others special izing in speech audiometry are con-
cerned with determining the optimum set of speech items with which to t e s t 
the hearing acuity and discrimination loss of the l i s t e n e r s , the l i s t eners 
in t h i s case being pat ients with possible hearing defects (5,17,18,19,20, 
21) . Communications engineers may consider the subjects merely as "mea-
suring devices" for determining the qual i ty of the channel; in t h i s appl i -
cat ion, as well as in. the study of a rch i tec tu ra l acoust ics , the center 
block of Figure 1 is of primary i n t e r e s t . 
Whether one is t e s t i ng the set of speech items, the channel, or 
the l i s t e n e r s , the procedure has become fa i r ly well standardized (3,^-). 
Although various parameters, such as the number and type of speech items, 
the number of l i s t eners and t h e i r hearing acui ty , ins t ruc t ions , and t r a in -
ing, may be used as t e s t var iab les , the most commonly-used variable is 
some parameter of the channel such as gain, frequency response, or amount 
of noise added to the speech signals When the propert ies of a channel are 
varied by control l ing a single variable such as s ignal /noise r a t i o , the 
a r t i cu la t ion scores are commonly plotted as a function of tha t variable 
to yield an a r t i cu l a t i on curve, as shown in Figure 2 for words as t e s t 
items. Such curves are also referred to as "gain functions" when the 
variable is channel gain (22)» One exception to the use of a r t i cu la t ion 
curves for presenting t e s t data is the case where an information-theo-
re t i c presentat ion, such as a confusion matrix (23), is desired. 
The word score, a t a given point on the curve of Figure 2 , is a 
function not only of the value of s ignal/noise r a t i o and other fixed 





SN in db 
Figure 2. Articulation Curve for Words in Noise 
various subjective and physiological factors associated with the 
listeners, such as their auditory acuity, degree of training, and .inter-
est in the test. Such factors often change in a random way from day to 
day and test to test, implying that "word score" or "articulation curve" 
are not quantities capable of precise reproduction, even in tests where 
conditions are apparently identical (24, p0 389)0 Although word scores 
have the characteristics of a random variable, the reliability of the mean 
score (average over a number of tests or listeners) can be increased by 
increasing either the number of tests or the number of listeners (3, 25), 
and the terms "score" or "curve" are often used to denote such averages„ 
If subjective factors can be minimized, as by careful selection and training 
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of l i s t e n e r s , s tandard iza t ion , of t e s t c o n d i t i o n s , and t h e use of average 
s c o r e s , t h e r e s u l t i n g values of a r t i c u l a t i o n c o n s t i t u t e a f a i r l y r e l i a b l e 
measure of "speech i n t e l l i g i b i l i t y " a t t he channel output,, Indeed, by i t s 
very d e f i n i t i o n , t h e " i n t e l l i g i b i l i t y " cannot be measured d i r e c t l y except 
with human l i s t e n e r s . Thus, r e g a r d l e s s of t h e v a r i a t i o n in d e t a i l or 
mot iva t ion involved in making a r t i c u l a t i o n t e s t s , such t e s t s occupy an 
important p lace in i n t e l l i g i b i l i t y s t u d i e s . 
Aside from t h e inheren t random na tu re of a r t i c u l a t i o n s c o r e s , t he 
r e s u l t s of d i f f e r e n t i n v e s t i g a t o r s a r e not always d i r e c t l y comparable, 
due t o d i f f e r e n c e s in speakers and l i s t e n e r s , in. t r a i n i n g and i n s t r u c -
t i o n of l i s t e n e r s , in d e f i n i t i o n and measurement of q u a n t i t i e s such as 
s i g n a l / n o i s e r a t i o , and in t e s t c o n d i t i o n s . Even the r e s u l t s of a s i n g l e 
i n v e s t i g a t o r us ing s tandard ized procedures may not be comparable in some 
c a s e s . For example, cons ide r t he d i f f i c u l t y of main ta in ing s t a b l e t e s t 
cond i t ions over long per iods of t i m e , as l i s t e n e r s exper ience a change in 
mot iva t ion or i n t e r e s t In t h e t e s t s or even drop out of t h e team, n e c e s s i -
t a t i n g rep lacements . Other changes may g r a d u a l l y occur in equipment, or 
in record ings of speech i t ems , due t o ex tens ive u s e . A not i n s i g n i f i c a n t 
e f fec t i s due t o " l e a r n i n g " by t h e l i s t e n e r s ( 1 , 2 4 , 2 5 , 2 6 ) . Although 
l ea rn ing r a t e decreases wi th exper i ence , t h e r e i s evidence t h a t l e a rn ing 
never ceases e n t i r e l y , and hence causes a r e l a t i v e inc rease in scores as 
time goes on. 
To i l l u s t r a t e t h i s problem, cons ider t h e case where a r t i c u l a t i o n 
curves of noise-masked monosyllabic words a re des i r ed for a l a r g e number 
of word s e t s , and suppose f u r t h e r t h a t many of t h e words a r e common t o two 
or more s e t s . I n t u i t i v e l y , i t i s was te fu l of t e s t i n g t ime t o t e s t t he se 
common words more than once, assuming that the influence of factors such 
as size of word sets and context (par t icular words in a se t ) is known. 
For def in i teness , l e t the total, number of different words be 1,000, and 
l e t each subset to be tes ted consist of exactly 50 words. The 1,000-word 
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"master set" contains a fan tas t i ca l ly large number (approximately 10 ') of 
d i s t inc t 50-word subsets , a l l of which are different by at least one word. 
Even i f only 100 of these subsets are of i n t e r e s t , the number of word 
transmissions required to determine an a r t i cu la t ion curve for each set 
is approximately 50,000. This large number of transmissions resul ts 
par t ly from having to transmit a given word several tim.es a t each s igna l / 
noise r a t io if the word is common to several subsets , A rea l ly exhaustive 
study, involving other possible 50-word subsets and subsets containing 
different numbers of words, might well be impractical, from a standpoint 
of s t a b i l i t y of t e s t conditions over the extended period of t es t ing time 
required, l e t alone the economic considerations involved. I t would 
c lear ly be advantageous to have a procedure for predict ing the various 
subset curves from t e s t ? on the master set only.. Such, a procedure, an 
example of which is developed in the following pages, would yield curves 
which were d i r ec t l y comparable, since they would have been obtained from 
the same basic set of da ta , the acquis i t ion of which would have + aken a 
r e l a t ive ly short time from the point of view of t e s t condition s t a b i l i t y . 
Because of the tediousness of making a r t i cu la t ion t e s t s , much 
effort has been expended toward the development of estimation procedures 
which could predict a r t i cu la t ion scores, pa r t i cu la r ly in, the case of l in -
ear channels corrupted by masking noise (27)• Mas4 of these attempt to 
predict word scores from simple acoust ical measurements, coupled with 
tone thresholds for a human subject with normal hearing. The method 
involves determination of the frequency response of the channel, together 
with the spectra l charac ter i s t ics of the speech and noise , and is essen-
t i a l l y limited to l inear systems. 
The best-known cf these estimation procedures is the Art iculat ion 
Index approach begun i n i t i a l l y at Bell Labs (2,24,26,28,29,30), although 
other spect ra l approaches, such as tha t of Tkachenko (31), have been 
developed. At leas t four var ia t ions of the or ig inal Art iculat ion Index 
method have been devised, mainly in an attempt to decrease the large 
number of tedious calculat ions required by the or ig ina l method. The 
number of required calculat ions is one disadvantage of such procedures; 
another is the lack of accuracy and general i ty in many cases (10,32). Of 
significance is the fact that such methods do not take into account the 
par t icu la r words or other speech units to be t ransmit ted. The r e s u l t s , 
while f a i r l y accurate for "average" speech, can be in error for par t icu-
la r choices of words. The prediction method described in following pages 
avoids th i s problem by taking .into account the contribution of individual 
words to the a r t i cu la t ion curve. 
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CHAPTER I I 
FORMULATION OF PROBLEM IN TERMS OF THRESHOLDS 
Nature of t he Threshold Approach 
Thresholds and Gain Functions 
The th re sho ld ccncept , as appl ied t o t h e p sycho -acous t i ca l s tudy 
of s t imulus - response phenomena, i s a r e l a t i v e l y old one, one of t h e 
e a r l i e s t de t e rmina t ions of a u d i t o r y t h r e s h o l d s being made in I876 (33)° 
Various types of t h r e sho ld have been defined and used in t h e s tudy of 
hea r i ng , t he most common one being t h e th re sho ld for pure t o n e s . Tone 
t h r e s h o l d , a l s o r e f e r r e d to as hear ing a c u i t y , t h r e sho ld of d e t e c t a b i l i t y , 
or t h r e sho ld of a u d i b i l i t y , i s t h e sma l l e s t e f f e c t i v e sound p res su re of 
pure tone which i s j u s t d e t e c t a b l e by a human s u b j e c t . I t v a r i e s wi th the 
frequency of t h e tone and from subjec t t o s u b j e c t , being about 0.0001 
o 
dynes/cm under optimum cond i t ions (16 ) . Thresholds have a l s o been d e t e r -
mined for i n t e r r u p t e d t o n e s , frequency-modulated t o n e s , and tones masked 
by an i n t e r f e r i n g sound such, as o the r tones or n o i s e . Both masked t h r e s h -
olds and t h r e s h o l d s wi th no masking have been determined for o the r acous-
t i c s t i m u l i , n o t a b l y c l i c k s , n o i s e , and speech., 
The somewhat crude concept of a t h r e sho ld as a l e v e l above which a 
s t imulus i s always p e r c e p t i b l e , and below which i t i s never p e r c e p t i b l e , 
i s not s t r i c t l y a p p l i c a b l e t o any s i t u a t i o n involv ing human s u b j e c t s . 
Because of t h e s u b j e c t i v e randomness involved in the r e s p o n s e s , a given 
s t imulus l e v e l is sometimes d e t e c t e d , and sometimes n o t , over some range 
of l e v e l s which might be c a l l e d a " reg ion of ambiguity" o r " th resho ld 
region." Thus a better definition of threshold is that level which is 
detected a certain percentage of the time, during a number of trials 
(2k). One might then define many types of threshold, i.e., "50 per cent 
threshold," "90 per cent threshold," or "100 per cent threshold." The 
last example naturally raises the question as to whether there is a mini-
mum level above which the stimulus is always detected, or, conversely, a 
maximum level below which the stimulus is never detected, such points 
logically serving to define the threshold region. Aside from the purely 
practical consideration of not being able to experimentally determine such 
levels because of the words "always" and "never," the answer is intuitively 
"no." Furthermore, the experimentally determined percentage of detections 
at any given level will be found to fluctuate with the number of trials 
made, although this percentage may tend toward some fixed number (the 
probability of detection.) as the number of trials increases without limit. 
Instances in which, for all practical, purposes, a single "all-or-none" 
threshold may be specified are the cases where the width of the threshold 
region is considerably less than the experimental error in setting the 
level, or where the increments in level are required to be larger than the 
width of the threshold region. Not only is the nature of this region 
indeterminate in such cases, but the very fact of its non-zero width is 
insignificant for experimental purposes. 
As applied to speech, several types of threshold have been used, 
in addition to threshold' of detection. The thresholds of perceptibility 
and of intelligibility have been defined (3) as the levels at which the 
listener can, respectively, " . ..understand, with difficulty, the gist of 
connected discourse.," and " ...just ...obtain without perceptible effort 
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t h e meaning of almost every phrase of connected d i s c o u r s e . . . " When par -
t i c u l a r speech u n i t s a r e used as s t imulus i t ems , t h e r e s u l t i n g t h r e s h o l d s 
can be r e f e r r e d t o as "word t h r e s h o l d , " "vowel t h r e s h o l d , " "phoneme 
t h r e s h o l d , " e t c . , and t h e s e can be f u r t h e r p a r t i c u l a r i z e d t o inc lude 
masking wi th va r ious sounds. The word " t h r e s h o l d , " t h e n , when appl ied 
t o speech wi thout q u a l i f i c a t i o n , i s somewhat vague; i t has p r e c i s e mean-
ing only when a q u a n t i t a t i v e d e f i n i t i o n i s given and t h e s t imulus item 
speci f iedo 
The d e f i n i t i o n of noise-masked word th resho ld used here i s t h a t 
value of s i g n a l / n o i s e r a t i o a t which t h e word i s c o r r e c t l y i d e n t i f i e d .in 
50 per cent of t h e t r i a l s , i . e . , t h e va lue a t which t h e p r o b a b i l i t y of 
c o r r e c t r ecep t ion i s 0.1}. The use of 50 P e r cent t h r e s h o l d s in s t u d i e s 
of t h e non-masked case i s common, t h i s d e f i n i t i o n having been u t i l i z e d 
for words ( 5 , 2 0 ) , vowels ( j 4 ) , and a lphabet l e t t e r s ( 2 2 ) . 
C l e a r l y , t h e l e v e l a t which o t h e r percentages of i d e n t i f i c a t i o n 
occur can be found, in t h e non-masked c a s e , by vary ing t h e ga in of t h e 
t e s t system; such d a t a , as noted e a r l i e r , a r e of ten p l o t t e d in t h e form 
of ga in f u n c t i o n s . By e x t e n s i o n , t h e term, "noise-masked ga in funct ion" 
(NMGF) i s used here t o denote t h e a r t i c u l a t i o n curve for a s i n g l e word 
imbedded in n o i s e , p l o t t e d as a funct ion of s i g n a l / n o i s e r a t i o , whi le the 
term " a r t i c u l a t i o n curve" i s reserved for t h e curve p e r t a i n i n g t o a se t 
of such words. Word th r e sho ld i s then the a b s c i s s a of t h e 50 per cent 
point on t h e NMGF, expressed in db of s ignal . /noise r a t i o „ The use of 
t he r a t i o of speech t o no i se l e v e l as t h e independent v a r i a b l e i s conven-
t i o n a l , p r i m a r i l y because t h e scores a r e not a funct ion of speech l e v e l 
or of no i s e l e v e l a l o n e , but of t h e i r r a t i o , a t l e a s t above a cer ta in . 
minimum noise level. That thresholds depend on this ratio alone, above 
some minimum noise level, has been shown by Hawkins and Stevens (15), 
although exceptions to this were later found by Kryter (11) at extremely 
high speech and noise levels. In the studies described here, the use of 
signal/noise ratio as the test variable permits the measurement of speech 
and noise powers at any point in the linear test system., and permits 
acoustical measurements on sound waves to be replaced by electrical mea-
surements on the corresponding voltage waveforms. 
Based on the supposition that the intelligibility characteristics 
of words are adequately described by their NMGF's, the nature and describ-
ing parameters of such functions become of interest, as does the question 
of whether these describing parameters alone constitute a valid description 
of the "intelligibility" of words. Non-masked gain functions have been 
found to have roughly the same general shape as the curve in. Fig. 1, and 
parameters which have been used to describe such functions for speech 
units include 50 per cent threshold and slope in the vicinity of the 50 
per cent point. Essentially these same parameters were found useful in, 
the present study for the masked case, except that "spread" of the NMGF 
was used instead of slope. The spread, or width of threshold region, is 
approximately inversely proportional to the slope, and hence contains the 
same information. Although much work has been done on the selection of 
word sets having similar articulation curves, or having curves which are 
very steep, relatively little has been done to formally relate the arti-
culation curve to the gain-function parameters of the individual words in 
the set. 
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The Effect of I n t e n s i t y Differences 
That t h e r e l a t i v e i n t e n s i t y or power of speech u n i t s i s a f a c t o r 
in. r e c o g n i t i o n , has been known for some t i m e . Indeed, t h i s f a c t o r i s t he 
p r i n c i p l e one in determining r e l a t i v e i n t e l l i g i b i l i t i e s in t h e case where 
a l l of t h e speech u n i t s have e s s e n t i a l l y t h e same t h r e s h o l d , i . e 0 , where 
the t h r e s h o l d spread i s much l e s s than t h e . in tens i ty spread , and t h i s f ac t 
has a t t imes obscured t h e e f f e c t s of t h r e sho ld d i f f e r ences between words. 
In 19^-7 Hudgins and o the r s (18) descr ibed two methods for ob t a in ing homo-
gene i ty in a s e t of speech items (as evider zed by t h e s t eepness of t he gain 
f u n c t i o n ) , based on t h e assumption t h a t d i f f e r ences in. b a s i c a u d i b i l i t y 
a r e due t o i n t e n s i t y d i f f e r ences alone,, H a r r i s , in a paper (20) publ ished 
two years l a t e r , poin ted out t h a t equal i n t e n s i t y does not guaran tee equal 
i n t e l l i g i b i l i t y . Using recorded ve r s ions of s e l e c t e d PB words, he showed 
t h a t t h e spread in t h r e s h o l d s was not s i g n i f i c a n t l y changed by process ing 
words for equal i n t e n s i t y , but was reduced from ^2 db t o 26 db by equat ing 
words for t h r e s h o l d . The r e s u l t i n g gain funct ion for t h e word se t had a 
s lope approaching t h a t of spondees in. s t e e p n e s s . In 1950 Curry {^>h), con-
cluded t h a t " oo .so ie f a c t o r in a d d i t i o n t o i n t e n s i t y i s c o n t r i b u t i n g t o 
the i d e n t i f i c a t i o n . . . / ' a f t e r making t e s t s on n ine American vowel sounds 
to determine t h e i r r e l a t i v e i n t e n s i t i e s and t h r e s h o l d s . When he ca l cu -
l a t ed r e l a t i v e t h r e s h o l d s , co r r ec t ed for i n t e n s i t y , a spread of 2.75 db 
s t i l l , remained, causing him t o s t a t e t h a t " . . . some f a c t o r , unique to 
each vowel, in a d d i t i o n t o i n t e n s i t y makes t h e i d e n t i f i c a t i o n of each 
vowel p o s s i b l e . " In r e t r o s p e c t , i t seems apparent t h a t 4 h i s f a c t o r i s 
the d i f f e r e n c e in t h r e s h o l d s among vowels . I t should be noted t h a t t h e 
th re sho ld region for vowels was appa ren t l y too narrow, compared t o t h e 
experimentally used increments in gain, to permit the recognition or 
specif icat ion of individual vowel gain, functions. Hirsh and others (5) 
in 1952 confirmed Hudgins ' r e su l t s by equalizing in tens i t i e s of spondaic 
words, resul t ing in CID Test W-l. Due, perhaps, to t e s t procedures, no 
significant threshold differences between spondees was discovered, although 
the l i s t s were found to be not equal in d i f f i cu l ty , indicating tha t some 
(small) spread in thresholds did ex i s t . 
F inal ly , Curry and others reported (22) in i960 t h e i r invest igat ion 
of the i n t e l l i g i b i l i t y of non-masked alphabet l e t t e r s . Points on the gain 
functions for individual l e t t e r s were obtained, using a 5 db increment in 
gain, and these were v isua l ly f i t t ed with smooth curves. These, in turn , 
yielded 50 P^r cent thresholds and also slopes in the 20-to-80 per cent 
region. Large differences were found in. the shape and location of curves, 
with a spread in thresholds of 17*75 db, part of which was due to inten-
s i ty differences. When the data was adjusted so as to equate thresholds, 
the pooled curve (averaged over a l l speakers, l i s t e n e r s , and l e t t e r s ) 
exhibited a steeper slope than before adjustment. Upon adjustment for 
in tensi ty differences, the spread in thresholds exhibited only a one db 
change, confirming ea r l i e r r e s u l t s . Final ly , adjustment of the data for 
in tens i ty differences resulted in a pooled curve with somewhat higher 
slope, indicating that a t leas t part of the spread in t h i s curve is due to 
in tens i ty differences. 
To summarize, individual speech elements with no masking character-
i s t i c a l l y exhibit a spread in both in tens i ty and threshold, both of which 
contribute in some way to the spread and steepness of the a r t i cu la t ion 
curve for a set of such elements. The present study extends these concepts 
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to the noise-masked case, and in the following sect ion, shows how the 
parameters of word power, noise power, and NMGF threshold and spread 
are mathematically related to the a r t i cu la t ion curve, 
Mathematical Formulation 
General 
The prediction of a r t i cu l a t ion curves, in the sense used here, stems 
from the in tu i t ive idea tha t if one knows the s igaa l /nc ise threshold of 
each of a set of words, and knows that the set is to be transmitted at a 
given s ignal /noise r a t i o , one ought to be able to predict which words wi l l 
be understood, i . e . , which words are received above threshold. The frac-
t ion of words above threshold is then the a r t i cu l a t ion score. Such a 
scheme, depending on a word being e i ther "above threshold" or "below 
threshold" is c lear ly valid only when the NMGF's are step-functions, i . e . , 
when a single "all-or-none" threshold is adequate to describe the s i tua-
t ion . A high degree of va l id i ty may s t i l l remain in the case of non-
zero NMGF spread, provided the thresholds are sharp; in. t h i s case the 
NMGF spreads wi l l be small and a single "all-or-none" threshold might be 
specified a t the 50 per cent l eve l . In the case where NMGF's have large 
spreads, the threshold alone may s t i l l suffice for use in. a predict ion 
scheme, provided the number of words is large enough. As an a l t e rna t ive 
to replacing the NMGF with, a step function, the actual spread may be taken 
into account by use of a l inear approximation in the threshold region* 
Both of these approaches are considered in the following<, 
In addi t ion, the problem of defining s ignal /noise r a t io for individ-
ual words and sets of words is considered, so tha t the a r t i cu la t ion curve 
can be predicted without a tedious .inspection of each word at each leve l . 
These and other quant i t ies are defined as introduced, and a summary of 
a l l such def ini t ions is included in Appendix C. In general , capi ta l 
l e t t e r s are used for quant i t ies expressed in db and. the corresponding 
lower case l e t t e r is used when the quanti ty is not in db, while most 
Greek l e t t e r s represent quant i t ies expressed in db. 
Definition of Signal/Noise Ratio 
Before ca lcula t ing , for an individual word, the r a t io of word 
power to noise power, the l a t t e r quant i t ies must be precisely defined. 
Consider a set of words recorded at intervals on one t rack of a magnetic 
tape, an adjacent t rack on the same tape containing recorded noise . When 
the tape is played back, the speech and noise signals appear as e l e c t r i -
cal waveforms which, when l inear ly added, produce a set of noise-masked 
words in the form of an e l e c t r i c a l s igna l . When the r e l a t ive levels of 
speech and noise are varied by means of an at tenuator in the speech chan-
n e l , i t is assumed that a l l words are attenuated equally, thus preserving 
t he i r r e l a t ive powers and at the same time a l t e r ing the mean power of the 
s e t . The power o f a g i v e n word i s d e f i n e d a s t h e a v e r a g e e l e c t r i c a l , power 
in the word waveform, the average being taken over the time duration T of 
the word. I t w i l l be assumed that t h i s power is to be measured a t a 
specific point in the playback system and for a standard se t t ing of the 
playback gain control , so that a well-defined and reproducible voltage 
waveform e ( t ) , of duration T, exis ts for a given wordo If t h i s waveform 
is produced across a r e s i s t i ve impedance R at the point of measurement, 
the word power p is the average power dissipated in R by e(t) . ; t h i s 
quantity is given, for the i word, by 
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Pi . J_ r kpt at . 4, (1) 
T1 V R T1 
where w is the word energy. In the case of N words in the set (i = 
1,2,3,,...,N), the mean word power over the set is given by 
N 
P - B X p± ' (2) 
i~l 
and the word power in db relative to the mean power is 
l 
p1 =• io log 2- . (3) 
Each word is masked by the section of noise waveform lying adja-
cent to it on the magnetic tape; this part of the noise is always played 
back in time coincidence with the word. Thus a "noise word" of duration 
T and voltage e (t) is defined, having power 
n 
P 
i 1 [»; 1 w dt = ~ (h 
n T1 JT1
 R T1 
th for the noise associated with the i word, provided the noise voltage 
is also developed across R. The mean, noise power, over the set of "noise 
words," is 
N 
Pn = N L Pn > (5) 
i=l 
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and the noise power in db relative to the mean noise power is 
1 
P* = 10 log -2 „ (6) 
Pn 
As it was for the speech, it is assumed that varying the noise level by 
means of an attenuator in the noise channel will cause all noise words to 
be equally attenuated, thus preserving their relative power while at the 
same time altering the mean noise power. The extension of this idea to 
the case of gain inserted in either channel, or of gain in one channel 
and attenuation in the other, is apparent., 
It is now possible to precisely define the signal/noise ratio for 
the i word, as follows: 
sn1 = 4 . (7) 
Pn 
or, in db, 
SN1 = 10 log sn1 = P1 - P1 + 10 log ~- •. (8) 
Pn 
The last quantity can logically be defined as the signal/noise ratio SN 
for the set of noise masked words. 
SN = 10 log •£- = 10 log sn , (9) 
Pn 
where sn is the mean word power for the set divided by the mean (masking) 
noise power for the set. Other possible definitions for sn, such as the 
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mean value of sn or zw /Zw have no apparent advantage over the one 
given above; furthermore, the definition given in equation (9) is some-
what more easily incorporated into a mathematical formulation of the pre-
diction scheme. As a final justification, the experimental, values obtained 
with these various definitions are later shown to be almost identical for 
N > 20. 
The group signal/noise ratio SN can be varied by changing p, p , 
or both.. Note that when this is done, P and P' do not change, since 
' n ' 
t hey a r e measures of r e l a t i v e power, wi th r e spec t t o t h e mean, SN i s t h e 
t e s t v a r i a b l e for ob ta in ing t h e a r t i c u l a t i o n curve of a w o r d - s e t , and i s 
measured along the a b s c i s s a of such a cu rve . I t i s , in g e n e r a l , d i f f e r -
ent for d i f f e r e n t w o r d - s e t s , hence the P depend upon the word-set in -
volved . 
Formulation fo r Step-Like NMGF;s 
Consider t h e case of a word having a very sharp i n t e l l i g i b i l i t y 
t h r e s h o l d . As SN fo r t he s e t i s i nc reased , t h e SN a l s o i n c r e a s e , by 
i t h 
t he same amount. When t h e SN of t h e i word reaches the t h r e sho ld 
v a l u e , denoted by OL , t h e word suddenly emerges from t h e no i s e and be -
comes i n t e l l i g i b l e , r e s u l t i n g in t h e s t e p - l i k e NMGF of Figure 3 . The 
v a r i a b l e a , t h e n , i s t h e smal l e s t va lue of SN for which t h e word i s 
i n t e l l i g i b l e , and hence 
SN > a / i ' word i s understood , (10) 
and SN < O. \ i word i s not understood., (11.) 








Figure 3 . Step-Like NMGF. 
of Figure 3 may be considered as simply an approximation t o t he a c t u a l 
NMGF in i t s very narrow th re sho ld region = 
An " i n t e l l i g i b i l i t y v a r i a b l e " | may now be defined for t h e i t h 
word by 
so t h a t 
and 
6 1 - a 1 - SN1 , (12) 
I < 0 y i word i s unders tood, 
. t h I > 0 y i word i s not understood 
(13) 
(U0 
Using previous d e f i n i t i o n s , | can now be put i n to a more use fu l 
form, as fo l lows: 
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I 1 = a 1 - SN1 = a 1 - 10 lof 
i - p 
P_ JL _£ 
P P p 
n * ^n 
= a - 10 log 
I p -
P_ _£ _P 
P P P 
n *n 
(15) 
- O L - IO log 2- + 10 log — - 10 log 
n n 
a 1 - P 1 + P^ - SN . 
In t h e l a s t form, £ i s a funct ion of SN only through t h e l a s t te rm, s ince 
a , P , and P do n o t , by previous d e f i n i t i o n s and assumpt ions , vary wi th 
e i t h e r "p or "p for a g iven word - se t . Hence t h e f i r s t t h r e e components of 
| may be combined in to a new v a r i a b l e £ which i s independent of SN, 
y i e l d i n g 
I 1 - (31 - SN , (16) 
where 
P 1 - a" P
1 + P 1 n (17) 
The q u a n t i t y (3 i s seen t o be an "adjus ted" t h r e s h o l d , where a has been 
adjus ted for word power and n o i s e power v a r i a t i o n s among the words . Thus (31 
i s t h e va lue of SN a t which t h e word becomes i n t e l l i g i b l e , and thus P' 
v a r i e s from one word-set t o ano ther having a d i f f e r e n t SN, whi le OC does 
not so v a r y . 
I t w i l l now be shown t h a t t h e a r t i c u l a t i o n score i s F f t(SN), i . e * , 
t h e d i s t r i b u t i o n funct ion of f3 evaluated a t t h e des i r ed s i g n a l - n o i s e r a t i o . 
From the N experimentally determined values of | the cumulative distri-
bution function F can be plotted, as shown in Figure 4. By definition, 
this function, evaluated at x, is the fraction of |'s having values equal 
to or less than x, and hence for finite values of | is a monotone curve 
which increases from zero at the smallest value of £ to unity at the 
largest value. For finite N, the curve is a series of steps; for a 
continuous distribution of |'s it is a smooth curve as shown,, 
The ordinate of F at x, is a probability, namely, the probability 
that a | chosen at random, i.e., for a randomly chosen word, will be equal 
to or less than x , assuming that all words are equally likely choices. 
Thus F (o) is the probability that a randomly-chosen word will have a £ 
which is equal to or less than zero, i.e., 
-m 0 
Figure 4 . Distr ibution Functions for £ and £ ' . 
Ffe(0) - P r h
X < o J , (18) 
n . n where superscript i has been used to identify the randomly-chosen 
word. The event in brackets of equation (18) is ident ica l with the 
event, "the randomly-chosen word is understood," from equation (P5), and 
the probabi l i ty of t h i s event is equal to the fraction of words under-
stood when a l l words in the set are transmitted (26, p . 280). Hence the 
fract ional a r t i cu la t ion score is given by 
Fractional score « Pr £a randomly-chosen word is understood 
](19) 
= Fg (0) . 
The fractional score may be obtained, then, by reading F (0) from 
the plotted curve, as shown in Figure k; this number, multiplied by 100, 
is the per cent word score. 
The values of |, and hence the location of F (but not its shape), 
vary with SN', A possible value of SN to use in calculating |'s and plot-
ting the curve is the value at the standard measurement point, but a more 
useful, result is obtained by plotting for SN = 0. For this choice, | is 
identical with £, from equation (16), and hence F is identical with F 
and one can write 
F (x) = Fp(x) , SN = 0 . (20) 
Assuming t h i s is done, consider the effect on F of t ransmit t ing a word 
set at some non-zero value of SN, say a t SN = -m, where m > 0. Each of 
the SN ss w i l l be decreased by m db from i t s value for SN = 0 and hence, 
from equation (12), each of the | ' s w i l l increase by m db. The resul t ing 
new values of £, denoted by | ? , have a new d i s t r ibu t ion function F ' , 
where 
£? = | + m M (21) 
It follows that 
F ,(x) = F&(x - m) , (22) 
and hence 
Fractional score = F ,(0) = F (-m) (23) 
The curve plotted for SN = -m is the or ig inal curve (SN = 0) shifted to 
the r ight by m db, and the fract ional score may be read e i ther from the 
new curve a t the origin or from the or iginal curve at -m, as shown in 
Figure ko This l a t t e r is equivalent, by equation (20), to evaluating Ffi 
at -m, and hence 
Fractional score = F (-m). (2^) 
Ey similar reasoning, if the words are transmitted a t SN = m, then 
Fractional score - FR(m)o (25) 
Replacing the specific values -m or m by the general variable SN permits 
the score to be expressed very compactly by 
Fractional score = F (SN)„ (26) 
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To summarize for the sha rp - th re sho ld ca se : i f t he t h r e s h o l d s a 
a r e ob ta ined , a long wi th va lues of i n d i v i d u a l word power p and no i se power 
p , a va lue of (3 can be c a l c u l a t e d for each word, t h e s e va lues be ing 
independent , for a fixed w o r d - s e t , of SN a t t he po in t where p and p 
a re measured. FR can now be p l o t t e d , and t h e f r a c t i o n a l word score read 
d i r e c t l y from t h i s curve fo r any va lue of SN. A l t e r n a t i v e l y , i f Fft can 
be approximated by a c losed-form mathematical, exp re s s ion , scores can be 
c a l c u l a t e d d i r e c t l y from t h i s express ion , using equat ion ( 2 6 ) . 
Formulat ion fo r Broad Threshold Regions 
In t h e case where t h r e s h o l d s a r e not sha rp , t h e NMGF (or some 
approximation t o i t ) would l o g i c a l l y serve b e t t e r than a s i n g l e " t h r e s h -
old" t o def ine a given word ' s c o n t r i b u t i o n t o t h e a r t i c u l a t i o n curve , 
C l e a r l y , t h e s e t of a c t u a l NMGF's def ine t h e a r t i c u l a t i o n curve e x a c t l y , 
s i n c e , as desc r ibed in Chapter I I I , t hey c o n s t i t u t e simply an a l t e r n a -
t i v e way of p r e sen t i ng t h e same da ta as i s used t o p l o t t h i s curve 0 I t 
i s d e s i r a b l e t o r ep re sen t t h e c o l l e c t i o n of NMGF's by a reduced se t of 
d a t a , such as a c o l l e c t i o n of d e s c r i b i n g pa rame te r s , in which each NMGF 
i s r ep resen ted by numbers c h a r a c t e r i z i n g i t s shape and l o c a t i o n . 
Assuming t h a t t he NMGF's vary in a f a i r l y smooth and monotone 
fashion from zero t o u n i t y f r a c t i o n a l s c o r e , one might ob ta in good r ep -
r e s e n t a t i o n s of t h e s e curves by means of p i ece -wise l i n e a r approximat ions , 
as i l l u s t r a t e d in Figure 5 . Such an approximat ion, r e f e r r e d t o hencefor th 
as a l i n e a r approximat ion, i s completely c h a r a c t e r i z e d by two paramete rs ; 
CCX, a r b i t r a r i l y defined as t he value of SN for 0-5 f r a c t i o n a l score and 
r e f e r r e d t o as t he " t h r e s h o l d " ; and A , t h e t o t a l spread in db of t h e 
threshold, reg ion defined by t h e approximating curve . Not only do OC and 
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Figure 5 . NMGF and Piecewise Linear Approximations. 
A serve t o de f ine t h e l i n e a r approximat ion , but a l s o , t o t h e ex ten t 
t h a t t h e approximation i s a c lo se one, they convey information about 
t h e a c t u a l spread and t h r e sho ld of t h e NMGF„ In t h e l a t t e r s ense , OC 
and A can be considered as parameters of t he i ' " word which d e s c r i b e i t s 
i n t e l l i g i b i l i t y p r o p e r t i e s . 
The 1 in.ear approximation can, be expressed mathemat ica l ly as a func 
t i o n of e i t h e r word s i g n a l / n o i s e r a t i o SN o r , for a given w o r d - s e t , as 
a funct ion of group s i g n a l - n o i s e r a t i o SN, t h e r e l a t i o n s h i p between t h e s e 
v a r i a b l e s be ing , from equat ions ( 3 ) , ( 6 ) , ( 8 ) , and (9)3 
SN 10 log £ - = 10 log 
n 
^ T i „ i „ i SN - P + P 
n 
1 — p 
E_ £_ _E 
i i — 
P P P 
*n n 
(27) 
In the case where NMGF!s of a rb i t r a ry words are to be compared, the more 
basic variable SN may be used; in the case where a set of NMGF's is to 
be studied for i t s re la t ion to the a r t i cu la t ion curve, SN is more appro-
pr ia te as the variable„ In the l a t t e r case, the threshold value is (3 
and the l inear NMGF approximation may be expressed mathematically as 
31(SN) -
' o , S N ^ 1 - ! 
AJ 
SN + *. - e 1 ^ " I T < SN < P 1 + ^ (28) 
1.0, SN > p 1 + | -
If each of N words is assumed to contribute independently to the 
articulation curve, then intuitively the curve is expressible as the sum 
of N individual NMGF's, each one being weighted by a factor of •== . This 
can be Justified mathematically by interpreting a point on G (SN) as the 
probability that the i ' word will be understood when the word set is 
transmitted at SN. Then, 
Fractional score - Prob a randomly chosen word is understood (29) 
= Prob (the first word is chosen and the 
first word is understood) or (the 
second word is chosen and the second 
word is understood) or *... (the N 





) Prob i word i s chosen and i word i s understood 
i = l 
N 
= ) Prob i word i s chosen Prob i word i s understood 
i= l 
N N 
I * G±^) - I I G± <®> ' 
i=l i=l 
since each of the words is an equally likely choice. Once the G are 
determined in the form given by equation (28), the articulation curve is 
completely described by equation (29)° The accuracy of this description 
depends on how closely the G functions approximate the actual NMGF's. A 
practical way of obtaining as many points as desired on the articulation 
curve, assuming the A and OC are known, would be to use a digital com-
puter programmed to compute equation (29) • If a relatively small number 
of words are involved, and if their G functions are available, points can 
be read or computed by hand and summed to give the word score. 
Modifications for Various Cases 
If, as was found to sometimes be the case (see Chapter III), the 
NMGF points in the signal/noise region of interest are best fitted by a 
negative-slope line, then certain modifications must be made in the mathe-
matical expressions derived above. Such a situation might arise if the 
test range (of SN) of interest does not cover the entire threshold region 
of one of the NMGF^s, and if in addition the NMGF is not monotone increa-
sing but has a region of negative slope which falls in the test range. 
Two examples are shown in Figure 6. 
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F i g u r e 6 . NMGF's w i t h N e g a t i v e S l o p e s i n t h e T e s t Range . 
The s i t u a t i o n i l l u s t r a t e d may h e a g g r a v a t e d i f o n l y a s m a l l number 
of p o i n t s i s a v a i l a b l e f o r p l o t t i n g t h e NMGF a n d / o r i f t h e r e i s c o n s i d e r -
a b l e p o s s i b l e e r r o r i n a n y g i v e n p o i n t . At a n y r a t e , t h e f a c t t h a t t h e 
s l o p e of t h e l i n e a r a p p r o x i m a t i o n i s n e g a t i v e does n o t a f f e c t t h e a c c u -
r a c y of t h e p r o c e d u r e d e s c r i b e d a b o v e , p r o v i d e d a good f i t t o t h e c u r v e 
i s o b t a i n e d in t h e t e s t r e g i o n and p r o v i d e d t h e p r o c e d u r e i s a p p l i e d o n l y 
t h e r e o I t i s t r u e t h a t t h e l i n e a r a p p r o x i m a t i o n no l o n g e r r e p r e s e n t s t h e 
NMGF a s a w h o l e , and hence v a l u e s of a 1 and A' d e t e r m i n e d from s u c h l i n e s 
a r e n o t v a l i d d e s c r i p t o r s of t h e NMGF t h r e s h o l d and s p r e a d . 
Fo r words e x h i b i t i n g n e g a t i v e - s l o p e G f u n c t i o n s , t h e d e f i n i t i o n 
g i v e n b y e q u a t i o n (28) i s r e p l a c e d , i n t h e t e s t r e g i o n , by 
1 G^.SN) - - -4 
A 
SN - * . - P 1 (30) 
equat ion (29) then being used a s before t o p l o t t h e a r t i c u l a t i o n 
curve 
^ 
In using t h e method based on a s tep-approximat ion t o t h e NMGF, 
the n e g a t i v e - s l o p e G funct ions p resen t somewhat more d i f f i c u l t y . For 
c a l c u l a t i o n s in t h e t e s t range , t h i s method i s s t i l l v a l i d provided the 
Oi obtained from t h e G funct ion i s i n t e r p r e t e d as shown in Figure 7. 
Here, QL , t h e 50 per cent po in t on G , i s i n t e r p r e t e d as a " r eve r se 
i 
t h r e s h o l d , i . e . , a va lue of SN below which the word i s understood and 
above which i t i s not unders tood. Such an approximation can never be 
va l i d e i t h e r fo r r e p r e s e n t i n g t h e e n t i r e NMGF or fo r d e s c r i b i n g t h e i n t e l -
l i g i b i l i t y p r o p e r t i e s of t h e word, but i t may s t i l l be employed as a 
mathematical s u b s t i t u t e for t h e NMGF in the t e s t r e g i o n , and when so used 
i s as v a l i d as the more t y p i c a l s t e p of Figure 3* The procedure may be 
developed as fo l lows . 
Consider a s e t of n , + n„ = N words, where n. words have p o s i t i v e -
F r a c t i o n a l 
Score 
Test Range (x— J{ 
Figure 7 . NMGF wi th Negat ive-Slope Linear Approximation and 
Reversed Step Approximation in Test Range. 
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i i i 
s lope G funct ions and n p words have n e g a t i v e - s l o p e G f u n c t i o n s . I f p 
and p a r e measured for each of t h e words , then SN for t h e N-word s e t i s 
n 
determined. Values of £ and |3 a r e c a l c u l a t e d from equat ions (12) and 
(1.7) for t h e n-.-word se t and denoted by £-, and fi-, , r e s p e c t i v e l y . Simi-
l a r l y , va lues i9 and Pp a r e obtained for t h e np-word s e t . The f r a c t i o n a l 
•word score i s given by 
and 
Fractional score ~ Pr a randomly-chosen word is understood 
=-• Pr the word is in. n Pr an n word is understood 
+ Pr the word is in 
nl + n2 
Pr 
n„ Pr an n word is understo odl 
an n, word is understood! 
(3D 
n, 
n, + n 
Pr an n p word i s understood 
Now 
= K l P r l + K 2 P r 2 * 
Pr . Prob [~£ < 0~| = Prob f p - SN < ol 
P r o b ( " p i < SN~1 = F (SN) , 
(32) 
[ Pr = Prob an np word is below threshold •] 
^ Prob I I > 0 = 1 - Prob | g < 0~| = 1 - Prob P2 < SN 
(33) 






Fractional word score - — - — FA (SN) i 
nl+n2 Pl ' ni+n2 
1 - F (SN) 
P2 
. (3*0 
The articulation curve may now be plotted as described earlier, but using 
equation (jk) in place of equation (26)° 
For the case where the noise power p is constant from word to word, 
n } 
v\ - Pn , i - 1,2,„.„. ,N . (35) 
Such a case might a r i s e , for example, when r e l a t ive ly long-duration, words, 
such as spondees, are masked by band-limited white noise . The calcula-
t ion of cer ta in quant i t ies is then made eas ie r , since 
i 
i Pn 
P = 10 log -~ « 0 and (36) 
Pn 
p 1 = a - p 1 -f p 1 = a 1 - P 1 . (37) 
In computing the "corrected threshold" (3' (threshold value of SN"), equa-
t ion (37) reveals that C£ need be corrected only for var ia t ions of word 
power, i . e . , there is no longer any contribution to the spread of the 
a r t i cu l a t i on curve from a spread in noise power. 
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CHAPITER I I I 
EXPERIMENTAL INVESTIGATION OF NOISE-MASKED GAIN FUNCTIONS 
General Approach 
I t has been shown in Chapter I I t h a t t h e a r t i c u l a t i o n curve i s 
r e l a t e d in. a s p e c i f i c way t o t h e word parameters p , p } QL3 and A. The 
exper imenta l measurement of t h e s e and r e l a t e d parameters i s no¥ desc r ibed } 
for t h e s e t of kO monosyllabic t e s t words in Table 1 below. 
Table 1 . Master Set of Test Words 
ache deck jam please thrash 
bald dill law pulse toil 
bead fame leave rate turf 
cast fig lush rouse vow 
check flush muck shout wedge 
class gnaw neck size wharf 
c rave gob nest stag who 
;rime hurl path take why 
The t e s t words were s e l e c t e d from l i s t s 3 and 20 of t h e Harvard 
phone t i ca l ly -ba l anced word l i s t s . The number of words was chosen as 
being l a r g e enough t o i n d i c a t e t h e range of v a r i a t i o n in word parameters 
to be expected for such monosyl lables and a l s o l a r g e enough t o permit a 
convenient decomposit ion in to s e v e r a l subse t s possess ing a r t i c u l a t i o n 
curves of d i f f e r e n t shapes . At t h e same time., t h e number was small enough 
38 
to permit the required measurements and calculations to be done in a rea-
sonable amount of time. 
The general approach taken .In this experimental part of the research 
was to record the words and noise on magnetic tape, thus fixing the test 
material, in a standard reproducible form, and to then measure, with in-
strumentation designed for this purpose, the word power, word duration, 
and noise power on these "master" tapes0 The noise-masked words were then 
presented to a listening team at various signal/noise ratios, and the 
resulting individual word scores were processed to yield NMGF's for indi-
vidual words and listeners. Finally, the NM.GF parameters OL and A were 
calculated, followed by calculation of quantities such as £. 
The results, especially of the articulation tests, are relative, 
rather than absolute, since they involve specific choices of talker, lis-
teners, and test environment. As many of the test variables as possible 
were fixed, and the tests arranged so that effects of unknown factors 
were as random as possible, thus clearly placing in evidence the effects 
of changing the controlled variables. 
Power Measurements and SN Calculations 
Various specific types of power have been defined (10,26) with 
respect to speech; the definition found most useful here is that given 
by equation (l) of Chapter II, in terms of the instantaneous speech volt-
age and impedance level. Except for instantaneous power, all definitions 
of speech power (as well as all devices for measuring it) involve an 
averaging interval:; in the present study where this is taken to be the 
word duration, a means of measuring this duration was necessary. Essen-
tially, the measurement process, based on equation (l)^ was split .into two 
o p e r a t i o n s , a l though t h e s e were performed s imul taneous ly . A device ("word 
t i m e r " ) was cons t ruc ted t o measure t he d u r a t i o n T dur ing which t h e word 
vo l t age waveform, a t a s tandard measurement p o i n t , exceeded some p r e - s e t 
t h r e sho ld v o l t a g e 0 A second device ("energy meter") was cons t ruc ted t o 
measure, a t t h e same p o i n t , t he energy w in t h e waveform, where, from. 
equat ion ( l ) , 
i 1 w -•g / . [ e^ t }]2 dt (38) 
T 
for the i° word, and where p = w /T . 
Since "both the impedance level R and the location of the standard 
measurement point involve arbitrary choices, the absolute values of w 
(and hence of p) are of less interest than relative values, particularly 
in view of the fact that only ratios of energy are used as basic vari-
ables in the equations. For example, 
,39) P
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i y WVT1 
N Z-, 
SN = 10 log i L = 10 log ^ • '>2) 
Pv 
n i > WVT1 N ^ wn / 
i= l 
I t i s c l e a r from t h e above equat ions t h a t t h e va lues of w .may a l l be mul-
t i p l i e d by a cons tan t wi thout changing t h e values of t he q u a n t i t i e s on the 
l e f t ; t he same i s t r u e of t h e va lues of T. Another way of saying t h e same 
t h i n g i s t h a t t h e u n i t s in which w, T, and p a re expressed a re immater ial <• 
In a l l fol lowing curves and t a b u l a t i o n s involving numerica l valuer, of 
t h e s e q u a n t i t i e s , t h e u n i t s a r e non- s t anda rd , a l though they may r e a d i l y 
be converted t o mks u n i t s of j o u l e s , seconds , and wa t t s as descr ibed 
belowo 
Because of t h e gain cons tan t s and read-out c a l i b r a t i o n of t h e t imer 
and energy meter , t h e energy in jou les and t ime d u r a t i o n in. seconds o47" a 
word were not numer ica l ly equal to t he va lues w and T read a t t h e ou tpu t , 
but were p r o p o r t i o n a l t o them through c a l i b r a t i o n cons t an t s K and Kp 
r e s p e c t i v e l y , so t h a t 
Word energy in. j ou les - (K-.)(w) (^-3) 
Time d u r a t i o n .in seconds a= (Kp)(T) (44) 
S ince , fo r p resen t purposes , t h e va lues of K, and Kp a r e immater-
i a l , t h e output readings w and T, as we l l as t h e i r r a t i o p , a r e used 
d i r e c t l y as numerical va lues for word energy, t ime d u r a t i o n , and word 
kl 
power. As a matter of interest, K was evaluated and found to be given 
by 
K± = 1.63 * i.o"
5 , :>3) 
while Kp, from the nature of the timer operation, was known to be 
K 2 - io~
3 . (46) 
Thus w and T, wherever numerical va lues a r e g iven , a r e .in u n i t s of Kn 
j ou le s and m i l l i s e c o n d s , r e s p e c t i v e l y , and corresponding va lues of p (or 
of no i s e power p ) a r e in u n i t s of 16.3 m i l l i w a t t s . 
A b lock diagram of t h e ins t rumenta t ion i s shown in Figure 8, with 
va r ious p o i n t s i d e n t i f i e d for r e l a t i o n t o t h e vo l t age waveforms of Figure 
10. A l l c i r c u i t s except t h e s q u a r e r , 10 Kc o s c i l l a t o r , and i n d i c a t i n g 
ins t ruments were b u i l t up on a Donner S c i e n t i f i c model 3IOO Analog Com-
p u t e r , u t i l i z i n g t h e computer 's dc o p e r a t i o n a l a m p l i f i e r s , p r e c i s i o n 
p o t e n t i o m e t e r s , and s tandard re fe rence v o l t a g e s . Add i t i ona l e x t e r n a l 
components such as r e s i s t o r s , c a p a c i t o r s , and f a s t s o l i d - s t a t e d i o d e s , 
were u t i l i z e d by plugging them in to the computer ' s problem board,, whi le 
connect ions t o t h e external ly-mounted r e l a y and t o va r ious floatiner v o l t -
age sources (dry c e l l b a t t e r i e s ) were made through t r a n s f e r bus t e rmina l s 
a v a i l a b l e a t t h e r e a r of t h e computer and a t t h e problem, board* A l l c i r -
c u i t connect ions were then, made by wi r ing the program board . 
The computer 's o p e r a t i o n a l a m p l i f i e r s were high g a i n , s o l i d s t a t e , 
c h o p p e r - s t a b i l i z e d dc a m p l i f i e r s having e x c e l l e n t d r i f t c h a r a c t e r i s t i c s 
and a l a rge dynamic output r ange . Care was taken in. t h e measurements t o 
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Figure 8 . Block Diagram of Word Timer and Energy Meter, 
ic 
ground loops in t he c i r c u i t r y . A l l e x t e r n a l equipment was grounded t o a 
s i n g l e poin t in t he computer ground system t o a id in l i n e frequency hum 
r e d u c t i o n . Waveforms a t va r ious po in t s in t he c i r c u i t were monitored 
wi th an o sc i l l o scope having a l o n g - p e r s i s t e n c e s c r een . A photograph of 
the equipment i s shown in Figure 9 . 
Operation of t he t imer and energy meter w i l l now be d e s c r i b e d , 
wi th re fe rence t o t he vo l t age waveforms of Figure 10 and t o the c o r r e s -
ponding po in t s in Figure 8 . At the s tandard measurement po in t s "a" and 
"f," h igh ly rep roduc ib le speech and no ise s i g n a l s were a v a i l a b l e from 
the two-channel r e c o r d e r . A l l measurements were made on t h e master t apes 
descr ibed e a r l i e r , t he se t apes being played a t a s tandard l e v e l which was 
s e t by means of c a l i b r a t i o n tones recorded on each t r a c k of the t a p e . 
Figure 9 . Equipment for Measuring Word Durat ion and Energy. 
kk 
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Figure 10. Voltage Waveforms at Various Points of Measurement System. 
The peak speech t o t ape no i se r a t i o was we l l in excess of kO db , thus 
making a v a i l a b l e a s i g n a l e s s e n t i a l l y f ree of no i s e over t h e useful 
dynamic range of speech. Only a small amount of extraneous no i se s were 
i n a d v e r t e n t l y recorded on the t ape between words, and these presented no 
d i f f i c u l t y in opera t ion of t h e equipment. Both speech and no i se s i g -
n a l s were l imi t ed t o e igh t kc in bandwidth, t h e former by means of t he 
f i l t e r shown in Figure 8, t h e l a t t e r by an i d e n t i c a l f i l t e r used while 
r eco rd ing t h e n o i s e . 
The g e n e r a l p r i n c i p l e of ope ra t ion of t h e t imer i s s i m i l a r t o 
t h a t of a p r ev ious ly repor ted device ( 6 ) . The speech waveform of a s i n -
g l e word a t po in t "a" has t h e gene ra l form depic ted in Figure 10. Th i s , 
and o ther waveforms shown, a r e q u i t e abbrev ia ted as t o number of zero 
c r o s s i n g s . They a r e a l s o p l o t t e d as p o s i t i v e - g o i n g waves in a l l c a s e s , 
using d i f f e r e n t v e r t i c a l , s c a l e s for convenience0 The purpose of such 
s imp l i f i ed waveforms i s t o p r e s e n t , as c l e a r l y as p o s s i b l e , t h e b a s i c 
f e a t u r e s of equipment o p e r a t i o n . Af te r 20 db of ampl i f i ca t ion^ t h e t ape 
and a m p l i f i e r n o i s e a r e more pronounced, as shown for po in t "to." The wordj 
a f t e r 20 db more a m p l i f i c a t i o n and approximately 30 db of symmetrical 
peak c l i p p i n g , has t h e gene ra l form, shown for po in t " c . " In t h e mag-
n i t u d e e x t r a c t o r , two frequency-compensated operat ional , a m p l i f i e r s $ 
i n t e rconnec ted in what i s commonly known as a " V - c i r c u i t " .conf igura t ion , 
provide ful l -wave r e c t i f i c a t i o n , r e s u l t i n g in t h e waveform shown for poin t 
"d . " 
The b lock fol lowing t h e V - c i r c u i t con ta ins a h igh-ga in a m p l i f i e r / 
c l i p p e r s t age having an a d j u s t a b l e b a s e - c l i p p i n g l e v e l , followed by a 
second a m p l i f i e r / c l i p p e r . The f i r s t of t h e s e s t ages has a gain (below 
clip level) of approximately 150 db, but its output is held at ground 
potential by the action of a fast diode clamp and by the application of 
an adjustable "threshold" voltage at the amplifier input- As a resuli 9 
the amplifier provides an output only when the voltage at "d" exceeds 
the threshold value. When this occurs, the output increases rapidly to 
the peak clipping level set by a biased fast-diode clamp* .For voltages 
in excess of the clip level of the first clipper this stage provides 
approximately 160 db of peak clipping, resulting, after further amplifica-
tion and clipping in the last stage, .in the waveform shown, for point "e0" 
At this point the noise, as well as word voltages on the order of the 
noise level, have been removed and the signal appears as a serrated 
rectangular pulse of length T (the "duration" of the word)o Due ro the 
large amount of peak clipping, the serrations, which are quite few .in num-
ber for most words, have durations of considerably less than a millisecond, 
the actual value being set by amplifier bandwidth limitations rather than 
input rise time. The waveform at Me" is applied to a fast (millisecond) 
relay having two sets of SPDT contacts. Further electrical smoothing in 
the relay coil, plus inertial effects in the contact assembly, insured 
continuous chatterless contact closure during the interval T. For a few 
of the words this interval was composed of two or more distinct sub-
intervals; these "holes" occurred at .inter-phonemic transitions where 
the signal level dropped temporarily below the threshold value. 
Closure of the relay contacts permitted a 10 kc clock signal from 
an oscillator to enter the digital counter during the time T, thus permit-
ting the word duration to be read directly from the counter, A second 
set of contacts, actuated in synchronism with the timer, was available 
k7 
for gating the energy meter input as described later. 
The requirements for setting the timer sensitivity (i.e.,, the timer 
threshold), were that practically all. of the word energy be contained in 
T, and that the threshold be far enough above noise level so that the 
timer was not unduly sensitive to spurious tape noises (such as breath 
noises made by the speaker during recording). The actual threshold selected 
was ̂ 6»5 millivolts, referred to the standard measurement point "a." This 
value was kO db below the largest peak word voltage observed at this point, 
and resulted in only a very few spurious timer responses„ These caused 
no difficulty in actual operation since they occurred between words and 
could easily be avoided by manually resetting the counter„ 
By operating the manual switch shown in Figure 8, the energy meter 
could be connected to either the speech or noise signal at standard mea-
surement point "a" or "f/1 respectively. When measuring noise energy, it 
was necessary to gate the input to the squarer by means of the relay con-
tact operated by the word timer; in this way only the T-second section of 
noise which was coincident with a word was measured. Except for the input 
gating the process of measuring this "noise word" energy was identical to 
that for words, and hence only the latter will be discussed. Squarer-
integrator devices for measuring energy have previously been described 
(6,35j36), ̂ ut in most of these the integrator was an RC type and in all 
but one case the integration time was fixed, though adjustable. 
Due to the low background noise on the word channel of the tape, 
the energy meter had no detectable response during the 10~second interval 
between words, except for the small number of spurious noises recorded on 
the tape. As was true for the timer, the effect of such noises was easily 
4 8 
avoided , in t h i s case by manually r e s e t t i n g t h e i n t e g r a t o r j u s t p r i o r t o 
a word. The speech waveform, a f t e r squar ing and dc a m p l i f i c a t i o n , appeared 
as shown in Figure 10 for po in t "g" ; t h i s func t ion of t ime i s p r o p o r t i o n a l 
t o t h e ins tan taneous square of t h e word v o l t a g e . The squa re r comprised 
an a t t e n u a t o r , a m p l i f i e r , and a t e m p e r a t u r e - s t a b i l i z e d diode funct ion 
g e n e r a t o r , t h e s e be ing p a r t of a B a l l a n t i n e model ^20 " t r u e rms" v o l t -
meter . The RC i n t e g r a t o r and i n d i c a t i n g meter of t h i s instrument were 
d isconnected dur ing energy measurements. The funct ion gene ra to r cons i s ted 
of e igh t low-leakage germanium, diodes in te rconnec ted wi th p r e c i s i o n r e -
s i s t o r s and a r egu la ted vo l t age source so as t o ob ta in a nine-segment 
approximation t o t h e i d e a l ( p a r a b o l i c ) t r a n s f e r func t ion . The squaring 
e r r o r was l e s s than one per cent over a 34 db range of input vo l t age and 
t h e a t t e n u a t o r s e t t i n g was chosen such t h a t t h i s range coincided wi th the 
upper p a r t of t h e 40 db speech r ange . The frequency range of t h i s i n s t r u -
ment i s given as 5 CPS "to 500 kcps by the manufacturer ; t e s t s confirmed 
a c c u r a t e squar ing t o a t l e a s t 20 kc output frequency. The square r was* 
found t o have a small r e s i d u a l dc output (with no i n p u t ) , but t h i s was 
balanced out by adding an equ iva len t vo l t age of oppos i te p o l a r i t y t o t he 
i n t e g r a t o r input ("DC Offset Correc t ion" in Figure 8 ) . 
The squared and ampl i f ied vo l t age i s app l i ed t o an o p e r a t i o n a l 
a m p l i f i e r connected as an i n t e g r a t o r and provided wi th a manual r e s e t . 
6 The e f f e c t i v e t ime cons tant of t h e i n t e g r a t o r was 2 .5 x 10 seconds , 
wi th the a c t u a l in tegra t ion , t ime be ing e f f e c t i v e l y t h e word d u r a t i o n T. 
The i n t e g r a t o r o u t p u t , a f t e r pass ing through a uni ty-gain, buf fe r ampl i -
f i e r , appeared as shown for poin t " h . " This vo l t age reached i t s maximum 
value a t t h e end of T seconds and t h e r e a f t e r remained cons tant u n t i l t he 
^9 
integrator was reset, thus permitting an operator to read its value on an 
indicating dc voltmeter. The voltmeter reading was recorded as w<, 
Measured values of T for the ̂ -0-word master list ranged from k$k °5 
milliseconds for "ache" to 671*5 milliseconds for "rouse," and had an 
average value over the set of ^k-6.7 milliseconds, Measured values of w 
ranged from 23-8 for "fig" to 67-3 tor "goh," with an average value, 
over the set, of 35»64, while values of w for noise ranged from 3C?«>7 
to 52.5 j wi"t-h a-n average value of ̂ 2ol. The complete set of values, 
which are actually averages of four separate measurements, is shown in 
Table 2. From the four sets of measurements made, values of word and 
noise power were calculated using equations (l) and (*f), and these aver-
aged to obtain the values of p and p shown in Table 2. In addition, 
the mean word power p and mean noise power p were calculated from equa-
tions (2) and (5)> a s well as relative word and noise power in db with 
respect to these mean values, using equations (3) and (6)° Finally, the 
individual SN ratios in. db were calculated from equations (7) and (8), 
and the group ratio, SN, was calculated from equation (9)» Only individ-
ual quantities are given in Table 2, but the group quantities p, p , and 
SN were found to be 6k.9, 77 = 0, and -Oo75 db, respectively. Note x,h&t 
these group quantities, as well as the set of SN , P , and P , are pecu-
liar to this particular word-set, and are different tor various subsets 
considered later. All quantities except T, P , and P' are variable during 
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an a r t i c u l a t i o n t e s t , va lues in t h e t a b l e being simply t h e i r re fe rence 
va lues a t t h e s tandard measurement p o i n t . 
Fixed sources of e r r o r in measuring T include t h e d i f f e r ence in 
c lo su re and r e l e a s e t ime of t h e r e l a y (0»Q m i l l i s e c o n d ) , round-off e r r o r 
Table 2. Experimentally Determined Values of Duration, 
Energy, Power, and Signal/Noise Ratio for Words 
and Masking Noise in the Master Set 
mi i i i i -ni r^i ™Ti 
word T w w p p P P SN 
n ^ ^n n 
a c h e 4 5 4 . 5 2 4 . 7 3 6 . 4 5 4 . 4 8 0 . 0 - O . 7 7 + 0 . 1 7 - 1 . 6 9 
b a l d 6 3 5 0 3 5 . 3 4 8 . 0 5 5 . 6 75*5 - 0 . 6 7 - 0 . 0 8 - 1 . 3 3 
bead 554-5 3 2 . 1 4 5 . 4 5 7 . 9 8 1 . 8 - 0 . 5 0 + 0 . 2 6 - 1 . 5 0 
c a s t 5 5 0 . 8 370O 4 4 . 6 6 7 . 1 8 0 . 9 +0 .14 + 0 . 1 7 -o.ei 
check 4 8 9 - 5 2 4 . 9 3 5 . 7 5 0 . 8 7 2 . 9 - 1 . 0 7 - 0 . 2 5 - 1 . 5 7 
c l a s s 5 3 7 . 0 3 9 . 3 4 2 . 1 7 3 . 2 7 8 . 4 +0 .52 +0o09 - 0 . 3 0 
c r a v e 596 .5 37 -6 4 5 . 6 63 .O 76 05 - 0 . 1 3 - 0 . 0 4 - 0 . S 4 
c r ime 595-5 3 6 . 8 4 6 . 0 6 I 0 8 7 7 . 2 - 0 . 2 2 0 . 0 0 - O . 9 7 
deck 4 9 9 - 3 2 9 . 4 3 9 . 7 5 8 . 8 79-5 -0o43 + 0 . 1 3 - 1 . 3 2 
d i l l 625.O 3 1 . 5 4 6 . 8 5 0 . 4 7 4 . 8 - 1 . 1 0 - 0 . 1 3 - 1 . 7 2 
fame 519 = 0 3 6 . 5 4 0 . 5 7 0 . 4 77°9 +0 .35 + 0 . 0 4 - 0 . 4 4 
f i g 469-5 2508 3 7 . 2 5 0 . 8 7 9 . 2 - 1 - 0 7 + 0 o l 3 - 1 - 9 3 
f l u s h 5 1 8 . 0 5 0 . 8 3 7 . 3 980I 7 1 . 9 + I080 -0o32 f l . 3 6 
gnaw 6 1 4 . 8 3 7 . 8 4 7 . 5 6 1 . 5 77*3 - 0 . 2 4 0 . 0 0 -O .99 
gob 5 6 0 . 5 6 7 . 3 4 0 . 7 1 2 0 . 0 7 2 . 6 + 2 . 6 7 - 0 . 2 6 + 2 . 1 9 
h u r l 6 0 5 . 8 37»5 4 7 . 3 6 I 0 9 78o0 - 0 . 2 1 +0 .04 - 1 . 0 1 
jam 5 8 5 . 5 3 3 - 7 4 4 . 2 57 -5 75*5 - 0 . 5 3 - 0 . 0 8 .1 .1 .9 
law 5 8 9 . 0 4 2 . 0 4 4 . 7 710 2 7 5 . 9 f0o40 - 0 . 0 8 - 0 . 2 8 
l e a v e 5 5 6 . 3 2 8 . 7 4 3 . 4 5 1 . 5 7 8 . 0 - 1 . 0 1 +0 .04 - 1 . 8 1 
l u s h 5 0 0 . 0 2 7 . 4 3 8 - 8 5 4 . 7 77 .6 - 0 . 7 4 +o,o4 - l 0 S 2 
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Table 2 . (Continued) 
word T1 w1 w1 p 1 p 1 P 1 P 1 SK1 
n n n 
muck 4 7 ^ - 5 2 6 . 2 37-4 55o2 7 8 . 7 - 0 . 7 1 +O0O9 - 1 . 5 4 
n e c k 459 = 8 2 4 . 6 3 6 . 1 5 3 . 5 78*5 -0*84 I O . 09 - 1 . 6 6 
n e s t 5 3 0 . 8 2 9 - 3 4 0 . 1 5 5 . 2 75 .5 - 0 . 7 1 - 0 . 0 8 - 1 . 3 6 
p a t h 4 8 4 . 0 3 3 - 3 3 7 . 6 6 8 . 8 7 7 . 6 +0 .25 0 , 0 0 - 0 0 5 3 
p l e a s e 5 5 2 . 5 3 6 . 2 4 0 . 7 6 5 . 4 7 3 . 6 +O0O3 - 0 . 2 1 -0o52 
p u l s e 5 1 9 . 8 4 0 . 5 3 9 . 0 7 8 . 0 7 4 . 9 + 0 . 8 0 - 0 . 1 3 + 0 . 1 7 
r a t e 4 6 0 . 8 2 4 . 4 3 6 . 1 5 3 . 0 7 8 . 3 - 0 . 8 8 +0 .09 - l o 7 0 
r o u s e 6 7 1 . 5 6 4 . 6 5 2 . 5 9 6 . 2 7 8 . 1 + 1 . 7 1 + 0 . 0 9 +O09I 
s h o u t 6 1 0 . 0 3 0 . 8 4 6 . 9 5 0 . 5 7 6 . 9 - 1 . 0 9 - 0 . 0 1 - 1 . 3 3 
s i z e 6 4 4 . 5 4 o . 9 4 8 . 8 6 3 . 4 7 5 - 8 - 0 . 1 0 - 0 . 0 8 - 0 . 7 8 
s t a g 6 3 5 . 5 4 4 . 0 4 7 . 6 69°2 7 4 . 9 + 0 . 2 8 - 0 . 1 3 - 0 . 3 4 
t a k e 4 8 9 - 3 2 6 . 0 3 8 . 2 5 3 . 1 7 8 . 0 - 0 . 8 7 +0 .04 - 1 . 6 7 
t h r a s h 5 3 2 . 8 3 8 . 4 4 1 . 4 7 2 . 0 7 7 - 8 +Oo45 +o.o4 - 0 . 3 4 
t o i l 593-5 3 0 . 4 4 4 . 4 5 1 . 2 7 4 . 8 - l o 04 - 0 . 1 3 - 1 . 6 4 
t u r f 4 9 5 . 5 2 7 . 0 38.O 5 4 . 6 7 6 . 6 - 0 . 7 5 - 0 . 0 4 - 1 . 4 8 
vow 5 5 7 . 3 5 1 . 3 4 4 . 8 9 2 . 1 8 0 . 4 •• j- l .52 + 0 . 1 8 + 0 . 5 9 
wedge 5 8 1 . 5 3 4 . 8 4 3 . 7 5 9 . 9 7 5 . 2 - 0 . 3 6 -0.1 .0 -O.99 
whar f 50 I03 3 1 . 0 4 0 . 2 6 1 . 7 8 0 . 3 - 0 . 2 2 + 0 . 1 8 - l o l 4 
who 5070O 2 6 . 5 3 9 . 4 5 2 . 3 77*7 - 0 . 9 4 0 . 0 0 =» 1.72 
why 5 1 1 . 3 5 1 . 3 3 8 . 6 100 .4 75-5 + 1 . 9 0 - 0 . 0 8 1 1 . 2 3 
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in the counter (a maximum of 0.6 millisecond), and errors in setting the 
clock frequency. Clock frequency was measured by an eput meter utilizing 
an internal crystal-controlled oscillator,. In addition, this measure-
ment was checked against a second eput meter; the two compared to within 
0.1 per cent. Total maximum possible error due to these causes is only 
0.53 per cent of the smallest measured value of T. Care was taken to 
minimize, as far as possible, random errors due to fluctuations in temper-
ature, line voltage, and settings of playback level. Recorder reproduce 
heads were kept free of tape oxide particles by periodic cleaning, and 
intermittent oscillation of unused operational amplifiers was minimized 
by connecting output to input. Finally, in order to obtain a rough esti-
mate of the repeatability of measurements, the set of four measured values 
of T and their mean value were examined for eight of the test words. 
Assuming a t-statistic, the 95 Per cent confidence interval (37) about the 
mean, as a percentage of the mean, was calculated„ The worst case found 
was ±1,5 Per cent about the mean, implying that, for this case, the "true" 
mean is within ±1.3 per cent of the sample mean, with 0.95 probability. 
The principal source of error in measuring w was the modified Bal-
lantine voltmeter. The manufacturer specifies 3 per cent accuracy when 
the instrument is used as an indicating voltmeter for waveforms whose rms 
value, expressed as a fraction of full scale, is no more than five times 
the reciprocal of the crest factor. .In order to apply this criterion, the 
rms value of each word was calculated from the power measurements, and 
the peak word voltages were measured by finding, for each word, T.he amount 
of attenuation necessary to reduce the peak just below the timer thresh-
old. Crest factors were then computed. The results showed that no rms 
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value exceeded t h e f u l l - s c a l e va lue "by more than seven per c e n t , and t h a t 
t h e product of c r e s t f a c t o r and f r a c t i o n - o f - f u l l - s c a l e rms va lue was below 
t h e manufac tu re r ' s upper l i m i t of 5 except for one word. For t h i s word 
("gob") , t h e product was 5 . 8 . 
The squar ing accuracy of t h e diode funct ion g e n e r a t o r was checked 
by measuring t h e dc component of t h e squared and ampl i f ied input vo l t age 
for va r ious rms values of i n p u t . I d e a l l y , t h e s e should be r e l a t e d by 
E^ = C E2 . (h.7) 
dc rms v 
The constant C was evaluated for both sinusoidal and band-limited 
gaussian noise inputs, by satisfying equation (̂ 7) at approximately half 
the maximum rms input used. The value obtained was the same in both 
cases, and was used to plot equation (k'j) a s shown in Figure 11. Indicated 
also in this figure are the measured values of E for various values of 
sinusoidal and noise inputs. 
This graph shows only a k per cent full scale error for the squared 
sine wave, and indicates that when rms input does not exceed about 1 volt, 
excellent squaring exists over the range of input voltages0 The largest 
rms voltage input for any of the test words was 1.07 volts. As a final 
check on squaring accuracy, the energy of each of 50 monosyllables was 
measured and the mean speech energy for the set was calculated. This was 
then repeated, with the speech input attenuated by 2 db. The resulting 
change in average measured speech energy was 2.09 db. 
Measured values of energy showed somewhat less repeatability than 
values of T, especially for word energy. Considering 12 words selected 
on the basis of maximum spread in w and w , the confidence interval for 
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Figure 1 1 . I l l u s t r a t i o n of Squaring Accuracy of Squarer, 
the mean of four measured values of v, expressed in db with respect to the 
sample mean, was 0.86 db in the worst case for words, and 0.2 db in the 
worst case for noise. These calculations indicated that, with .95 proba-
bility, the true mean differed by no more than ±0ok6 db from the sample 
mean in the case of word energy, and by no more than ±0.1 db in the case 
of noise energy. The repeatability of w measurements is clearly very 
good, being of the same order of magnitude as that for T, while the w 
measurements have a smaller, although acceptable, repeatability. 
From the foregoing, it is apparent that the precision of values 
of both p and sn depends mainly on the repeatability of word energy 
measurementso Further consideration of data indicated that the values 
used for these quantities are probably correct to within 0o5 db. 
As indicated in Chapter II, definitions of group SN ratio other 
than that given in equation (9) are possible. If one considers all the 
words of a set to be joined end-to-end, so as to form a continuous speech 
N 
signal of duration ) T , and if one also imagines all corresponding 
i=l 
noise segments to be joined to form a noise signal of the same duration, 
then one might logically define the SN ratio of the set by 
SN^1' = 10 log 
i.e., as the value in db of the ratio of word power in the continuous 
speech to noise power in the continuous noise. The expression (kt; ii 
N N 
w w n 
i=l . 1=. 
T1 V T1 
(43) 
i=l i*l 
seen to be equivalent to 
SN(1) « 10 log !L 
( • ' • • . 
where w and w a r e the mean word and n o i s e energy for the s e t . Ai tsxna 
t i v e l y , one might de f ine t h e group SN .rat io as 
SN (2) - 10 log 
N 
sn 




SN (3) _ SN" 
.1=1 
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where SN i s defined by equat ion ( 8 ) . Values of group SN r a t i o were cal-
cu la ted from equat ions ( ^9 ) , ( 50 ) , and (51) for bo th the 40-word master 
se t and for four 20-word subse t s used .in t h e t e s t s . These v a l u e s 3 a long 
wi th those obtained by use of equat ion (9) and denoted by SN., a r e given 
in Table 3 . 
Table 3 . Values of Group SN Computed 
from Various D e f i n i t i o n s 
Word Set SN (1^ (?) 
SN- ; 
SN"'-^J 
Master Set -0.75 -0 ,73 - 0 . - 3 -0 .85 
Subset A -O.76 -0 .74 -Oo75 -o„S5 
Subset B -0 .73 -0 .72 -0o71 -0 .85 
Subset G -0 .71 -0 .67 -0 .70 ~0.Pl 
Subset H -0 .79 -0 .78 -0 ,77 -G.69 
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It is clear from Table 3 that the various definitions give very 
nearly the same results, indicating that the choice of definition of 
group SN is immaterial, insofar as numerical values are cor."erred, for 
sets of at least 20 words. It is important, in measuring masking SN 
ratio, that the bandwidths of speech and noise be specified. In the 
work described here, both speech and noise were limited to the same 
(8 kc) bandwidth. 
Art ic ulation Te qfs 
The g e n e r a l procedures used in t he a r t i c u l a t i o n t e s t e a r e b r i e f l y 
descr ibed below, as a re t he t e s t runs made on t h e 40-word master set* 
Tests made on 20-word subse t s g e n e r a l l y followed t h e same procedures ; 
t h e s e subse t t e s t s a r e descr ibed in. Chapter IV. A complete d i s cus s ion 
of tape p r e p a r a t i o n i s given in Appendix A, and a d e t a i l e d d e s c r i p t i o n of 
t e s t p rocedures , inc lud ing l i s t e n e r t r a i n i n g and e f f e c t s of va r ious sub-
j e c t i v e f a c t o r s , i s given in Appendix B. These appendices should be r e -
fe r red t o for any d e t a i l s of t h e t e s t s which a r e not d i scussed below. 
The t e s t s on t h e master word-set had two purposes , namely., 
a , t o ob ta in a convent iona l a r t i c u l a t i o n cu rve , and 
b . t o ob ta in da ta for p l o t t i n g the NMGF8s„ 
No s p e c i a l t e s t s were made t o determine a or A for each word; t h e s e were 
determined, as descr ibed in t he next s e c t i o n , from. N'MG.F p l o t s . In e f f e c t , 
t h e ^-0-word t e s t s were made t o do double-duty ; by p rocess ing the t e s t 
r e s u l t s in two d i f f e r e n t ways, both purpose "a" and purpose "foJ! irere 
accomplished a t t h e same t i m e . In a d d i t i o n t o convenience and reduced 
t e s t i n g t i m e , t h i s procedure had t h e advantage of avoid ing the r e s i d u a l 
l e a r n i n g e f f e c t s t o be expected from s e p a r a t e t e s t s . 
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In cases where one i s i n t e r e s t e d only in ob ta in ing NMG.F's, a l t e r -
n a t i v e procedures which save some t e s t i n g t ime a r e poss ib le , , One way of 
doing t h i s i s t o remove words from t h e l i s t as soon as t h e i r KMGF8f3 have 
been def ined ; t h e danger of thus dec reas ing t h e vocabulary s i z e i s t h a t 
l i s t e n e r s who d e t e c t such changes w i l l make choices from a smal le r word-
se t and hence achieve higher scores. . This e f f ec t of changing vocabulary 
s i z e i s well, known (16, p . 77 )> a n d po in t s up t h e fac t t h a t word param-
e t e r s measured by s u b j e c t i v e t e s t s a r e not a b s o l u t e but depend upon the 
s i z e of t h e t e s t vocabulary in g e n e r a l . Another way of ob t a in ing HMCsF's 
i s t o t r a n s m i t one word t o t h e l i s t e n e r s , a t s u c c e s s i v e l y h igher va lues 
of SN, u n t i l t h e word i s heard on every t r ansmis s ion by a l l l i s t e n e r s , 
and t o then r epea t t h i s process for o ther words in. t h e se t u n t i l a l l NMGFP 
have been de f ined . Each word must, of cou r se , be t r a n s m i t t e d in. t h i s way 
many t imes in order t o ob ta in s t a t i s t i c a l l y v a l i d mean scores a t each of 
t h e SN r a t i o s 0 A convenient way of doing t h i s i s t o record each word on 
a s e p a r a t e loop of magnetic t a p e which i s then played back con t inuous ly , 
wi th SN adjustments be ing made between occurrences of t h e word„ The 
loops a r e then randomly s e l ec t ed and used in t h i s way u n t i l each loop has 
been used a spec i f i ed number of t i m e s . Each use of a g iven loop provides 
an NMGF for t h a t word; t h e f i n a l curve i s obtained v y averaging t h e s e 
i n d i v i d u a l curves a t each point* Some p re l imina ry t e s t s made in t h i s 
way ind ica t ed a s e r ious f a u l t , namely, t h a t t h e l i s t e n e r t ends t o be b iased 
in subsequent responses on t h e same loop once he has unders tood, or t h inks 
he has unders tood, t he word on t h a t loop . 
The a c t u a l procedure used was t o p lay an e n t i r e t a p e , con ta in ing 
kO words, a t some i n i t i a l SN r a t i o , and t o repea t t h i s p r o c e s s , us ing 
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different tapes having the same words but in different orders, at steadily 
increasing values of SN until 10 such "runs" had been madeo Each run 
provides a single point on the articulation curve, while each collection 
of 10 runs, termed a "repetition," describes a complete 10-point curve„ 
This process was repeated until 10 repetitions had been made, following 
which the score-sheet data was processed to yield the desired curves. 
The tapes used in these listener tests were transcribed from the master 
tapes which had been used for power measurements, ioe„, they were second-
generation copies. By using great care in the transcription process, 
eight copies were obtained which were practically identical to the mas-
ter. Minor differences in. these tapes were averaged out by randomizing 
the order of tapes from run to run such that each tape was played at 
least once at every SN ratio. The initial and final runs of each repeti-
tion were made at SN ratios outside the range of interest; specifically, 
they were played at SN values of-8.75 db and -26.75 db. Tapes used for 
these points were somewhat less perfect copies of the master tape than 
the others, and these runs are not included in the final data. The eight 
"good1" copies were used to cover the range -10.75 db to -2k.75 db in two-
db steps; these values of SN corresponded to integral settings of a step 
attenuator when the tapes were played back, at standard level. 
In addition to preliminary "practice words," the spaced test 
words of Table 1, and (on a separate track) continuous noise, each tape 
contained auditory "cues" superimposed on the noise„ These were in the 
form of a short burst of two kc tone occurring approximately three sec-
onds before each word, and served to alert the listeners and thus prevent 
words being missed due to inattention or momentary distractioL.o 
There were several c r i t e r i a used for select ing the k-0 t e s t words 
from the PB l i s t s ( a l l 1000 PB words were or ig ina l ly recorded on the 
master t apes ) . F i r s t , the four best masters, each containing one FE 
l i s t , were se lected, using the c r i t e r i a of good pronounciation and voice 
qua l i ty . Tapes having s l ight defects such as momentary "drop-outs" due 
to i r r egu l a r i t i e s in the oxide coating were discarded during t h i s process, 
Next, the tapes were monitored aura l ly and v i sua l ly , using headphones and 
a VU meter, for uniform, accurately timed cues and for constancy of noise 
l eve l . Final ly , 39 words from PB 3 and 1 word from PB 20 -were chosen0 
The PB 20 word was chosen to increase the spread in word power for the 
se t ; i t had one of the largest measured values of power. The remaining 
words were selected with a view toward invest igat ing the effect of com-
mon-vowel groupings in a word seto The f inal set contained groups of 6, 
5, h} 3 , 2 , and 1 words, a l l words within each group having the same 
vowel sound. There were, respect ively , 1, 2 , 2 , 3 , 2 , and 3 groups hav-
ing the number of common-vowel words specified above. Thus, for example, 
there were two 5-word groups, three 3-word groups, three 1-word groups, 
and one 6-word group„ 
The t e s t equipment was set up in an acoust ica l ly t reated room, in 
which were individual tables for the l i s t e n e r s , each equipped with a pai r 
of high-quali ty headphones and an adjustable level, contro l . Provision 
was made for an operator who dis t r ibuted and collected score sheets and 
monitored a l l tes t s„ In addi t ion, the operator cal ibrated the equipment 
and set the recorder play-back levels to standard values-> A block dia-
gram of the equipment is shown in Figure 12. 
The recorder was the same one used in making the original masters 
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Figure 12. Block Diagram of A r t i c u l a t i o n Test Equipment. 
and in the power measurements. I t was a l s o one of two i d e n t i c a l 
r ecorders used in t h e t r a n s c r i p t i o n process fo r making c o p i e s . The 
s t e p - a t t e n u a t o r provided a means of a d j u s t i n g the SN r a t i o by a t t e n -
ua t ion of t h e speech. The f i l t e r and a t t e n u a t o r bo th had 600 ohms 
i t e r a t i v e impedance, t h e proper t e rmina t ion fo r t h e a t t e n u a t o r , as 
wel l as for t h e no i s e channel ou tpu t , being provided by a r e s i s t i v e 
b r i d g e - t y p e mixer . The speech and no i se were l i n e a r l y added in t h i s 
mixer , which had an i n s e r t i o n los s of 6 .28 db t o both speech and no i se 
and an i s o l a t i o n between inputs of 52 db . The mixer output was monitored 
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with a vacuum tube voltmeter and high-impedance c rys ta l phones, the VTVM 
being used to set the recorder 's playback levela The noise-masked speech 
was amplified in a high-quali ty audio amplifier possessing f l a t frequency 
response and low d i s to r t ion over the signal bandwidth, and whose output 
was matched to an eight-ohm l ine by means of a high-quali ty matching t rans-
former „ Only 3 of 6 avai lable l i s ten ing s ta t ions were usedj each consisted 
of a set of 50-ohm dynamic binaural phones connected to the l ine by means 
of an adjustable 50-ohm T-pad. Dummy 50-ohm r e s i s t i ve loads were used to 
terminate the pads on the unused s t a t i ons . The amplifier gain was c a l i -
brated by means of a second VTVM connected to the l i n e . 
Three undergraduate students (JB, WN, and NS) possessing normal 
hearing acui ty and having previous l i s ten ing experience were trained for 
use as l i s t e n e r s , using the master l i s t (see Appendix B for de ta i l s of the 
t ra in ing program and the instruct ions given the l i s teners) . , Listener r e s -
ponse was not s t r i c t l y forced-choice, the l i s t eners being allowed to indi-
cate on the score sheet those words which could not be heard or which were 
too un in te l l ig ib le to permit a reasonable guess as to t h e i r idem i'ty. 
The completed score sheets were graded by the operator3 who com-
pared the response to a randomization key avai lable only to him. Each 
response was marked as correct or incorrect , and word scores in per cent 
recorded for each run. 
Following the above procedures, 10 repet i t ions were made, involving 
^,000 word transmissions to each of the three l i s t e n e r s . The resul t ing 
data was tabulated in a form permitting the rapid determination of NMGF 
points for individual words and l i s t e n e r s . The scores of each l i s t ene r 
were also averaged over the 10 runs at each SN r a t i o in. order to obtain 
e i g h t - p o i n t , m a s t e r - s e t a r t i c u l a t i o n curves,, These curves were then ave r -
aged over t he l i s t e n e r s t o ob ta in a "team curve" for t he master s e t . Seme 
NMGF and a r t i c u l a t i o n curves a r e presented in fol lowing s e c t i o n s . 
A l l da ta from t h e a r t i c u l a t i o n t e s t s were o r i g i n a l l y in. terms of 
a t t e n u a t o r s e t t i n g s . Since t h e s e s e t t i n g s r e p r e s e n t t h e number of db by 
which t he SN r a t i o s a r e decreased from t h e i r va lues a t t he s tandard r e -
corder output l e v e l , t h e va lues of SN and SN corresponding t o a given 
a t t e n u a t o r s e t t i n g of | x |db a r e e a s i l y c a l c u l a t e d from, t h e measured va lues 
a t s tandard l e v e l . Thus t h e s i g n a l / n o i s e r a t i o a t t he phones i s g iven , 
for t h e i word, by 
SN1 = SN1 . t X , (52) 
measured 
and t he group s i g n a l / n o i s e r a t i o i s 
SN = ["SNI , + X , (53) 
L J measured ' K 
where X i s t he r a t i o , in db , of a t t e n u a t o r output t o input (a nega t ive 
number in a l l c a s e s ) . 
Noise-Masked Gain Funct ions and Their Parameters 
Each poin t on t h e NMGF for a p a r t i c u l a r word and l i s t e n e r was cal-
cu la ted as fo l lows: 
1 . The d a t a was examined for t h a t word and t h a t l i s t e n e r a t t he 
lowest of t he e igh t t e s t va lues of SN r a t i o , and. t h e number of c o r r e c t 
r e sponse s , out of t h e 10 r e p e t i t i o n s , was determined. 
2« The f r a c t i o n of c o r r e c t responses was determined by d i v i d i n g 
the number of c o r r e c t responses by 10, r e s u l t i n g in t he f rac t iona l . »rord 
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score a t t h e SN value in quest ion„ 
3 . The above s t eps were repea ted for each of t h e remaining seven 
values of SN r a t i o , thus determining e igh t po in t s on t h e NMGF which were 
then p l o t t e d . 
k. Steps 1 through 3 were repeated for each of t h e words and for 
each of t h e l i s t e n e r s , r e s u l t i n g in 120 c o l l e c t i o n s of NMGF po in t s* 
I t i s c l e a r from t h e foregoing t h a t t h e c a l c u l a t e d po in t s a re 
simply an a l t e r n a t i v e way of presentin.g t h e same da ta which goes in to 
t h e convent iona l a r t i c u l a t i o n cu rve . 
At t h i s s t a g e , t h e a b s c i s s a for each po in t was s t i l l given in terms 
of X, t h e "gain" from input t o output of t h e a t t e n u a t o r „ The independent 
v a r i a b l e used for p l o t t i n g depends upon the use t o be made of t h e NMGF„ 
I f i t i s t o be compared wi th o the r ga in funct ions as t o l o c a t i o n along a 
s i g n a l / n o i s e r a t i o a x i s , then t h e i n d i v i d u a l SN of t h a t word i s t h e l o g i -
c a l c h o i c e . I f t h e p r e d i c t i o n schemes of Chapter I I a r e t o be app l i ed t o 
a s e t of t h e s e f u n c t i o n s , then SN, for t h a t s e t , i s t h e l o g i c a l cho ice , 
bea r ing in mind t h a t SN depends upon the p a r t i c u l a r words in t h e set,, 
Since t h e func t ions were t o be used for both purposes , inc lud ing a p p l i -
c a t i o n of p r e d i c t i o n schemes t o f ive d i f f e r e n t w o r d - s e t s , t h e da ta was 
l e f t in terms of X u n t i l f u r t h e r p rocess ing could be done. Note t h a t t he 
shape of t h e funct ions and t h e i r spread depend in. no way upon t h e choice 
of independent v a r i a b l e , fur thermore , va lues of SN and SN a r e r e a d i l y 
obtained from values of X, by using equat ions (52) and -.53)* 
Severa l t y p i c a l and a t y p i c a l noise-masked gain funct ions a r e s.ho¥n 
in Figure 13 , wi th SN as t h e independent var iab le , , As can be seen from 
t h e f i g u r e , when smooth curves can be f i t t e d v i s u a l l y t o t h e s e t s of 
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Figure 13 . Examples of Noise-Masked Gain Func t ions , 
p o i n t s , t hey a r e q u i t e va r i ed in shape. Curves (a) through ( e ) , plus (g) 
and ( h ) , a r e more t y p i c a l of t he r e s u l t s than t he o t h e r s . Curves of t h i s 
gene ra l t ype occurred in about 85 per cent of t he c a s e s , and a r e charac -
t e r i z e d by f a i r l y smooth and monotone non-decreas ing v a r i a t i o n from lex t o 
high s c o r e s , wi th t he except ion of a t most one p o i n t . The curves of ( a ) , 
( b ) , ( c ) , and (d) i l l u s t r a t e t he case where e s s e n t i a l l y t h e e n t i r e func-
t i o n i s defined by t h e e igh t a t t e n u a t i o n va lues used t o cover t he t e s t 
r ange , whereas t h e curves of (e) and ( f ) i l l u s t r a t e funct ions which a re 
only p a r t i a l l y defined by t he t e s t p o i n t s . Curves in ( a ) , ( b ) , and (c 
show, in t h a t o rde r , i nc reas ing va lues of SN spread between 0 and 1.0 
f r a c t i o n a l s c o r e , whi le curves (d) and (e) e x h i b i t widely d i f f e r i n g v a l -
ues of SN a t t h e i r 0.5 l e v e l s . Various a typica l , curves exh ib i t ed anomal-
ies such as d e f i n i t e r e v e r s a l s in d i r e c t i o n , nega t ive or very small s lopes 
over t h e e n t i r e t e s t r eg ion , and lack of any d e f i n i t e t r e n d . The l a t t e r 
two types of anomaly a r e i l l u s t r a t e d by t h e da ta po in t s of ( i ) , (j), (k) 
and ( 1 ) . 
I t i s c l e a r t h a t a three-segment p iece-wise l i n e a r approximat ion , 
as r equ i red by one of t h e p r e d i c t i o n schemes of Chapter I I , cannot provide 
a good f i t t o a c o l l e c t i o n of po in t s such as shown in p a r t ( J ) . On the 
o ther hand, such extreme cases were r e l a t i v e l y r a r e and t h u s , in o rde r 
t o t e s t t he p r e d i c t i o n scheme, a l l s e t s of po in t s were f i t t e d by eucb 
l i n e a r approximat ions . This was done by using an a r b i t r a r y r u l e , appl ied 
uniformly t o a l l s e t s of p o i n t s , t o d iv ide t he po in t s in to t h r e e c o n t i g -
uous r e g i o n s : a reg ion in which t he curve could be approximated "by a 
h o r i z o n t a l l i n e segment through t h e o r i g i n , a reg ion in which t h e curve 
could be approximated by a s t r a i g h t l i n e segment of non-zero s l o p e , and a 
region in which the curve could be approximated by a horizontal line seg-
ment through the 1.0 value of score. A complete set of such regions did 
not, of course, exist for all words. The linear approximation, was then 
obtained as follows" 
1. The po in t s t o be approximated by a l i n e of non-zero s lope were 
t a b u l a t e d for each word and each l i s t e n e r , wi th va lues of a t t e n u a t o r gain 
X as t h e independent v a r i a b l e . 
2o A s t r a i g h t l i n e of s lope m, X- in t e r cep t X , and a b s c i s s a X 
a t t he 0.5 value of s c o r e , was f i t t e d t o t h e po in t s by t h e method cf 
l e a s t s q u a r e s , employing a high-speed d i g i t a l computer for t h e c a l c u l a -
t i o n s . The computer a l s o c a l c u l a t e d A, t he a b s c i s s a i n t e r v a l in which 
t h e r e g r e s s i o n l i n e spanned un i t d i s t a n c e a long t h e o r d i n a t e s c a l e . 
3 . Using t he r e s u l t s of s t e p 2 , t he l e a s t - s q u a r e s l i n e was drawn 
through t h e s c a t t e r of p o i n t s and te rminated a t score va lues of 0=0 and 
1.0. 
k. Hor izon ta l s t r a i g h t - l i n e segments were drawn t o t he end-poin ts 
of t h e r e g r e s s i o n l i n e segment., 
In t h e cases where pa r t of t h e curve lay ou t s ide t h e t e s t r e g i o n , 
s t eps 3 and k were not completed, i . e . , only t h a t p a r t of t he l i n e a r 
approximation l y ing in t h e t e s t reg ion was drawn. Some of t h e r e s u l t i n g 
curves a r e shown in Figure Ik, w i th d a s h e d - l i n e ex tens ions of t he curves 
drawn beyond t he t e s t region in some c a s e s . 
Approximations for which t h e s lop ing l ine-segment lay e s s e n t i a l l y 
w i th in t h e t e s t r e g i o n , shown in pa r t (a) of Figure l ^ , were t h e most 
numerous, comprising about 68 per cent of t he c u r v e s . To t h e ex ten t t h a t 
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Figure 14. Linear Approximations t o Noise-Masked Gain Func t ions . ô  
00 
measures of t he th re sho ld and spread of t h e a c t u a l cu rve . After computing 
OL from X , t he se " v a l i d " va lues of OL and A can be used t o compare words 
( for a given l i s t e n e r ) or l i s t e n e r s ( fo r a given word) , as d i scussed in 
Chapter V. Of t he remaining l i n e a r approximat ions , a l l but a few were 
s u f f i c i e n t l y we l l defined in t he t e s t region t o y i e ld v a l i d va lues of a 
and A. Examples of l i n e a r approximations y i e ld ing non-va l id va lues of 
t h re sho ld and spread a r e shown in p a r t s ( b ) , ( c ) , and (d) of Figure lk. 
Such "non-va l id" cases comprised only about 9 per cent of a l l cu rves . 
For l i n e a r approximations having nega t ive s l o p e s , such as in. pa r t 
(b) of Figure lk, t he va lue of a computed from X i s c l e a r l y not a 
" th re sho ld" in the usual s ense , nor i s A a va l i d measure of t h e spread . 
An ambiguity as t o the n a t u r e of t he curve ou t s ide t he t e s t range , ev i -
dent in p a r t s (c) and (d) of t he f i g u r e , causes t h e va lues of a and A 
determined from the extended l i n e t o be non-va l id e s t ima tes of t h re sho ld 
and spread for t he corresponding w o r d - l i s t e n e r combinat ions . In, four 
c a s e s , t he va lues of OC determined from the approximation was judged to be 
v a l i d , whi le t h e corresponding A's were judged t o be n o n - v a l i d . In. a l l , 
113 v a l i d va lues of a and 109 v a l i d va lues of A occurred out of t h e 120 
cu rves . 
I t i s important t o no te t h a t t he words "va l id" and " n o n - v a l i d , " as 
used above, apply only t o t he use of va lues of a and A as e s t ima tes of 
t he a c t u a l t h r e sho ld and sp read . For o the r u s e s , such non-va l id va lues 
may be p e r f e c t l y a c c e p t a b l e . In p a r t i c u l a r , i t i s shown l a t e r t h a t t h e 
use of such va lues in the p r e d i c t i o n schemes y i e l d s good r e s u l t s . This i s 
t o be expected i f p r e d i c t i o n i s confined t o the t e s t r eg ion , and i f , in 
t h i s r e g i o n , t he l i n e a r approximation i s a good es t ima te of t h e NM.GF. 
Such va lues of a and A a r e then viewed not as e s t ima tes of t h r e s h o l d and 
spread , but merely as cons t an t s d e s c r i b i n g a s t r a i g h t l i n e . A method of 
handling n e g a t i v e - s l o p e l i n e s in the p r e d i c t i o n schemes has a l r e a d y l e e r 
given in Chapter I I . 
For t he p r e d i c t i o n scheme r e q u i r i n g only values of OL, or of t he 
r e l a t e d v a r i a b l e p , t he NMGF's a r e , in e f f e c t , replaced by a unii; s t ep 
a t OL (or a t (3 or a t X , depending on t he v a r i a b l e being u sed ) , as shown 
in Figure 15. Pa r t s (a) and (b) of t h i s f igure i l l u s t r a t e t h e two pos-
s i b l e r e s u l t s , namely, a "convent iona l" t h re sho ld and a " reversed" 
t h r e s h o l d . Again, t he reversed s t e p s , as w e l l as some of the o t h e r s , do 
not r ep re sen t va l i d e s t ima tes of t h r e s h o l d , but a r e a c c e p t a b l e , for t he 
p r e d i c t i o n scheme, as mathematical approximations t o t he NMGF's, 
From values of X n furnished by t he computer, t h e values of OL 













Figure 15 . Step Approximations t o N'MGF*s. 
va lue of SN when X is equal t o X _. The p can be c a l c u l a t e d from equa-
t i o n ( 1 7 ) , but a s impler method i s t o make use of t he fac t t h a t 
p 1 = a 1 - P 1 + P 1 = a 1 - SN1 + SN (^k 
n 
= (SN1 + X ) - SN1 + SN = X + SN , 
where SN i s t he observed group s i g n a l no i se r a t i o a t t he s tandard measure-
ment p o i n t . Since SN d i f f e r s for d i f f e r e n t w o r d - s e t s , the c a l c u l a t i o n s 
must be repeated for each d i s t i n c t s e t . 
F i n a l l y , t he va lues of X , a , {3 and A were t a b u l a t e d for each 
l i s t e n e r and for each of the words of t he master s e t , us ing SN for t h a t 
s e t . The r e s u l t s a r e given in Table h. 
Tables 2 and k con ta in a l l of the bas i c word parameters for t he 
master s e t . I t has been shown, in Chapter I I , t h a t t he a r t i c u l a t i o n curve 
i s e x p r e s s i b l e mathemat ica l ly in terms of t h e s e pa ramete r s . Before i l l u s -
t r a t i n g t he a p p l i c a t i o n of t h i s t e chn ique , two f a c t o r s a f f e c t i n g t h e accu-
racy of t he l i n e a r approximations w i l l be b r i e f l y cons ide red . 
One source of e r r o r in t he f i t t e d l i n e s i s t he e r r o r in determining 
t he po in t s de f in ing t he NMGF. This e r r o r i s g r e a t e s t nea r the 50 per ceri; 
l e v e l of i n t e l l i g i b i l i t y , i . e . , t he confidence which one has in an exper-
imenta l ly determined NMGF poin t i s l e a s t when t he o r d i n a t e of t h a t point, 
i s 0.5* The o rd ina t e observed a t a given SN r a t i o can be viewed as an 
es t imate of t he p r o b a b i l i t y 0 of success (word understood) a t t h a t SN 
r a t i o . The confidence i n t e r v a l for 6 i s an i n t e r v a l such t h a t one can 
s t a t e , wi th a given p r o b a b i l i t y p , t h a t 0 l i e s w i th in t he i n t e r v a l . This 
i n t e r v a l was determined (37) > ?or P = ° » 9 5 J ^ "the case where t h e exper t -
word 
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a c h e - 1 7 . 0 0 
b a l d - 1 6 . 6 8 
bead - 5 . 6 9 
c a s t - 2 0 . 4 6 
check - 1 5 . 7 3 
c l a s s - 1 1 . 8 5 
c r a v e - 1 7 . 7 6 
c r ime - 1 7 . 9 4 
deck - 1 9 . 2 8 
d i l l - 1 5 . 1 5 
fame - 1 4 . 2 4 
f i g - 2 4 . 1 3 
f l u s h - 1 9 . 1 2 
gnaw - 2 2 . 8 9 
gob »17 .15 
h u r l -20=58 
jam ~12c40 
law - 1 5 . 5 2 
l e a v e - l6.4o 
l u s h -15.90 
L i s t ene r JB 
~ar 7? 
- 1 8 . 6 8 - 1 7 . 7 5 
- 1 8 . 0 1 - 1 7 . 4 5 
- 7 . 1 9 - 6 . 4 4 
- 2 1 . 2 7 - 2 1 . 2 1 
- 1 7 . 3 0 - 1 6 . 4 8 
- 1 2 . 1 5 - 1 2 . 6 0 
- 1 8 . 6 0 - 1 8 . 5 1 
- 1 8 . 9 0 - 1 8 . 6 9 
- 2 0 . 6 0 - 2 0 . 0 5 
- 1 6 . 8 7 - 1 5 . 9 0 
1 4 . 6 8 - 1 4 . 9 9 
- 2 6 . 0 6 - 2 4 . 8 8 
- 1 7 . 7 6 - 1 9 . 8 7 
- 2 3 . 8 8 - 2 5 , 6 4 
- 1 4 . 9 6 -17=90 
- 2 1 . 3 9 - 2 1 . 1 3 
- 1 3 . 5 9 - 1 3 . 1 5 
- 1 5 . 8 0 - 1 6 . 2 7 
- 1 8 . 2 1 = 1.7.15 
- 1 7 . 4 2 - 1 6 . 6 5 
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4.00 -5 .87 
9.52 =13.67 
Masked Gain Function Parameters 
Lis t ene r WN 
7~ IF 
-16 .21 -15 .28 4 .00 
-15 .33 -14.75 8.00 
-73.10 -72.55 168.00 
-19.65 -19.57 10.77 
-14.57 -13.75 5.88 
-16.10 -16.55 12.07 
-20.57 -20 .48 4.00 
-20.96 -20.75 8.55 
-19.19 -18.62 10.45 
-22.79 -21.82 13.33 
-19.07 -19.38 10.98 
-18 .51 -17.13 16.63 
-14.64 -16.75 7.14 
-19.85 . 1 9 . 6 1 5.71 
-15 .81 -18-75 4.00 
-19 .81 -19.55 8.00 
-12.75 -12.31 4.44 
-16.79 -17.26 9 . % 
=7.68 -6.62 37.33 
-15.19 =14.42 10.00 
L i s t ene r NS  
X5Q a± ^ A " 
17,5£ -19.24 -18 .31 11.11 
14.60 -15 .93 -15.35 10.00 
27-78 -29 .28 -28 .53 45 .41 
19-.00 -19 .81 -19.75 10.61 
14U.3 -15 .70 -14.88 4 .00 
10.62 -IO.92 -11 .57 15.58 
17.60 -18.44 -18.55 4 .oo 
19.45 -20 .41 -20 .20 9.09 
17.56 -18 .68 -18 .11 8.00 
.17.56 -19 .08 -18 .11 11.20 
• 14.57 -15 .01 -15.52 5«71 
•1303 -15.26 -14 .08 8.33 
• 13.62 -12.26 -14 .37 9.52 
•15.59 -16 .58 -16.34 14.36 
.15-^4 =13.75 -16 .69 6.25 
•17.44 -18.45 -18.19 8.86 
•12.86 -14.05 -13 .61 5.71 
.17.74 -13.02 =18.49 10.77 
.16.00 -17 .81 -16.75 7«4l 
•12.86 -14 .38 -13 .61 5 .71 
Table 4 . (Cont inued) 
L i s t ene r JB L i s t e n e r WN L i s t e n e r NS 
X50 
-18.39 
a1 e1 A1 X50 
-19.15 




muck -19.93 -19.14 9.21 -20.69 -19 .90 6.06 -22.27 -23 .81 -23.02 14.00 
neck -28 .81 - 3 0 ^ 7 -29.56 52.50 -21.09 -22.75 -21.84 9.09 -17*97 -19 .63 -18.72 10.29 
nes t -12.86 - _L4 . d.d. -13 .61 5 . + 1 -11.24 -12.60 -11.99 5.71 -11 .93 -13.29 -12 .68 7.14 
path -14.40 -14.93 -15.15 4.00 -14.13 -14.66 -14 .88 6.45 -14.17 -14 .70 -14.92 8.70 
p lease -13.52 -14.04 -14.27 19.31 +8.00 +7.^8 +7.25 80.00 -136.00 -136.52 -136.75 280.00 
pulse -26.00 -25.83 -26.75 13.33 -22.30 -22 .13 -23.05 7.41 -19.15 -18.98 -19.90 6.06 
r a t e -15.76 -17.46 -16 .51 6.06 -14.33 -16 .03 -15 .08 8.33 -13 .38 -15.08 -14.13 7.69 
rouse -15.67 -14.76 -16.42 6.67 -15.87 -14.96 -16.62 6.45 -15 .90 -14.99 -16.65 9.52 
shout -13 .87 -15.70 -14.62 6.45 -15.00 -16 .83 -15.75 5.56 -14 .67 -16 .50 -15.42 8.33 
s i ze -16 .61 -17.39 -17.36 8.70 -17.52 -18.30 -18 .27 8.00 -15 .29 -16.07 -16.04 5.88 
s t ag -15.16 -15.50 -15 .91 6.45 -17.14 -17-48 -17.89 5.71 -17.00 -17.34 -17.75 6.25 
t ake -18,46 -20.13 -19 .21 7.69 -21.19 -22.86 -21.94 7.41 -17.26 -18.93 -18 .01 20.74 
thrash. -13.80 -14.1.4 -14.55 10.00 -17.84 -18 .18 -18.59 8.00 -17 .17 -17 .51 -17.92 13.44 
t o i l -1.9.52 -21.16 -20.27 10.45 -17.33 -18.97 -18 .08 11.67 -17 .04 -18.68 -17.79 8.00 
t u r f -16 .13 -17 .61 -16.88 4.00 -24.40 -25.88 -25.1.5 8.00 -16.44 -17.92 -17.19 7.41 
vow -13 .73 -13.14 -14„48 4,oo -16.05 -15.46 -16 ,80 9.46 -51.00 -50 .41 -51.75 100.00 
wedge -21.69 -22,68 -22.44 13.46 -1.8.42 =19.41 -19.17 14.24 -16,46 -17.45 -17 .21 7.69 
wharf -18 .67 -19.8.1 -19.42 9.52 =18.86 -20.00 -19 .61 5.71 -16.00 -17.14 -16.75 4,00 
who -16 ,00 -17.72 = 16.75 7,69 -24.33 -26.05 =25,08 1.0.00 -21.45 -23.17 -22.20 9.09 
why -21 ,33 -20.10 -22.08 6.67 -25.OO -23.77 -25.75 10,00 -21 .00 -19.77 -21.75 6.67 
mentally found ordinate was 0.5> i.e., where the word was understood in 
5 out of the 10 repetitions made. This 95 Per cent confidence interval 
extended from 0.18 to 0.82, thus permitting one to state, with 9": per 
cent confidence, that when the measured value is 0.5, the "true" value 
lies between 0.18 and 0.82. It is clear that a large amount of uncer-
tainty exists in this worst case. Furthermore, the number of repetitions 
which must be made to decrease the confidence interval to a reasonably 
small value is prohibitively large. To obtain a 95 per cent confidence 
interval which extends from 0.̂ 5 "to 0.55 (±10 per cent spread about the 
observed value) would require over 250 repetitions, almost an impossi-
bility from the standpoint of maintaining stable test conditions for tests 
on ̂ 0 words at eight SN ratios. Fortunately, the confidence in a value 
of score predicted from kO NMGF points is considerably higher than the 
confidence in one point. 
A second source of error arises from the fact that a straight line 
is not a perfect fit to the set of NMGF points. A measure of the "lin-
earity" of the NMGF, i.e., a measure of the extent to which score is 
linearly dependent on SN ratio, is given by the linear correlation coef-
ficient r (j8)• These correlation coefficients, when computed for each 
of the 120 regression lines, were found to range in magnitude from 0.l4l 
to 1.000. A histogram for |r|, shown in Figure 16, reveals that about 78 
per cent of the correlation coefficients exceed 0.90 in magnitude, indica-
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PREDICTION AND SHAPING OF ARTICULATION CURVES 
Appl i ca t ion of P r e d i c t i o n Schemes to Master Set 
The two p r e d i c t i o n schemes of Chapter I I , t o g e t h e r wi th t he t abu-
la ted word parameters of Table 4 , provide t he necessa ry means for "p re -
d i c t i n g " t h e a r t i c u l a t i o n curve for t h e 40-word master s e t . The r e s u l t i n g 
curves a r e not t r u l y p r e d i c t i o n s , in t h e usua l sense of t h e word, but 
merely r e p r e s e n t a l t e r n a t e ways of using t he bas i c a r t i c u l a t i o n t e s t 
da ta for ob ta in ing a c l a s s i c a l a r t i c u l a t i o n curve . When t h e s e curves 
a r e compared wi th curves obtained in t h e convent iona l manner, one would 
expect c lo se agreement i f t he fol lowing hypotheses a r e t r u e : 
(a) The p r e d i c t i o n schemes a r e sound, and 
(b) The word parameters QC (or (3) and A used in t h e p r e d i c t i o n con-
t a i n e s s e n t i a l l y a l l of t he information t o be found in t h e convent ional 
curve . 
In a s e n s e , t h e n , applying t he se schemes t o t h e master s e t t e s t s 
t he v a l i d i t y of the word parameters as a means of r e p r e s e n t i n g t h e i n t e l -
l i g i b i l i t y of a s e t of words. The use of t h r e s h o l d s a l o n e , and t h e use 
of both t h r e s h o l d s and sp r eads , r ep re sen t two d i f f e r e n t degrees of approx-
imation t o t he NMGF's. One would expect t h e former, in which an NMGF is 
replaced by a s i n g l e - s t e p func t ion , t o r e s u l t in a poorer " p r e d i c t i o n " 
than t h e l a t t e r , in which an NMGF is rep laced by s t r a i g h t l i n e segments. 
The f i r s t s t e p in applying the s tep-approximat ion scheme i s to 
a r range t h e va lues of p from Table 4 in. ascending o rde r , a t t he same time 
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removing, and arranging in ascending order, any values corresponding to 
words having "reversed" step approximations (negative-slope NMGF!s)„ 
When this was done for listener JB, application of equation (̂ V) to the 
two sets of values yielded the typical monotone-increasing "stair-step" 
curve shown in Figure 17. In this and other following curves, the word 
score has been expressed in per cent, rather than in fractional values 
obtained from the prediction equations. The abscissa of the curve is 
group signal/noise ratio, SN, for the master set. 
The linear approximation scheme was next applied, using equalior 
(29) and points from the linear approximations to the NMGF's. This was 
done only at the eight test values of SN, not only because of the consid-
erable time involved in calculating each point (these calculations were 
made by hand), but also because experimentally-obtained scores were avail-
able for comparison only at these points. The points from the Linear 
prediction scheme, as well as those from the experimental articulation 
curve, are plotted for listener JB in Figure 17, Note that the experi-
mental points could have been obtained from the collection of NMGF 
points calculated as described in Chapter III, since this collection of 
points is simply another way of expressing the articulation curve, and 
hence these points may be viewed as applying equation (29) to the NMGF's 
with no approximation. 
From a comparison of the three values of score at each of the +est; 
points of Figure 17, it is clear that the errors resulting from, the lin-
ear and step approximation of the NMGF's are small. The maximum error 
for the step approximation (with respect to the conventional score) 
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Figure 17. Experimental, and Predicted Values of Word Score for JB (Master Set). 
of score, while the maximum error for the linear approximation is only 
three percentage points. The largest difference between any two points 
is about nine percentage points between the linear and step prediction at 
SN = -12.75 db. 
To facilitate a visual comparison, smooth curves were drawn through 
the sets of points of Figure 17, as shown in Figure 18. The two "pre-
dicted" curves show excellent agreement with the experimental curve and 
with each other over the entire test range. For example, the linear pre-
diction and the experimental curve differ, at their 50 Pe^ cent levels, 
by only 0.25 db, while the step prediction differs from the experimental 
curve by only 0-3 db at this level. As one would expect from the nature 
of the approximation, the step prediction over-estimates the actual score 
at the high end of the curve, and under-estimates at the low end. 
Following the same procedure, smooth curves were visually fitted 
to the three sets of points obtained by computing the actual curve (ex-
perimental scores), the linear prediction, and the step prediction, at 
each of the eight test values of SN and for each of the two remaining 
listeners. These curves are shown in Figures 19 and 20. Again, extremely 
good "prediction" is evident, except possibly in the case of the step 
prediction for listener NS. Finally, each of the curves was averaged 
over the listeners at each point to obtain "team curves" as shown in 
Figure 21. Figures 18 through 21 reveal uniformly good prediction from 
the linear approximation, with somewhat poorer, but still good, predic-
tion from the step approximation. All of the curves exhibit an apparently 
typical tendency of the step prediction to over- and under-estimate at 
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Figure 21. Experimental and Predicted Articulation Curves for Team (Master Set). 
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with the actual curve at the 50 per cent level. 
To facilitate a comparison of errors, both here and for subset 
predictions described later, the following notation is used: 
(a) e. . = directed distance in db along the SN coordinate, from 
curve i to curve j, at the 50 per cent level of score. 
(b) T]. . = directed distance, in percentage points along the word 
score axis, from curve i to curve j, at the 50 per cent 
value of SN on curve i. 
(c) Values of i and j range from 1 to 3, with 1 denoting the 
experimental curve, 2 denoting the linear prediction, 
and 3 denoting the step prediction. 
Using the above terminology, the errors are tabulated in Table 5„ 
Table 5* Tabulation of Errors between 








£ 12 0 . 0 0 
e 2 5 
-0 .05 - 0 . 1 0 - 0 . 2 0 0 . 0 0 
6 1 3 
- 0 0 0 - . 1 0 - 0 . 0 5 0 . 0 0 
1 l 2 +2.5 0 . 0 - 1 . 5 0 . 0 0 
"23 
+0.5 + 1.0 + 4 . 0 0 . 0 0 
121 
- 5 . 0 0 . 0 + 1.5 0 . 0 0 
" 3 1 
-3.5 - 1 . 0 - 0 . 5 0 . 0 0 
Table 5 reveals extremely good agreement between the various 
curves at the 50 per cent level. The maximum difference magnitudes Je |, 
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|G | , | e - , ^ l a r e °»25^ 0.20, and 0.3 db, respectively, considering al l 
three listeners, while the team curves show zero displacement. The aver-
age values (over the three listeners) of the difference magnitudes above 
are only 0.13, 0.12, and 0.15 db, respectively. The magnitudes JTU J, 
|T] I, |TJP1 J, and |T) , | , have maximum values over the three listeners of 
2.5, 4.0, 3*®t a n ( ^ 3*5 percentage points of word score, respectively, with 
the team curves again showing perfect agreement. The average values over 
the listeners of these magnitudes are only 1.3.? 1»8, l»5j a n (^ 1*7 per-
centage points, respectively. 
Based on the foregoing curves, there is justification for conclu-
ding, at least for test material of the general nature used in this study, 
that the two prediction schemes are sound and that the intelligibility 
characteristics of a word set are adequately described by the word param-
eters of threshold and NMGF spread. It follows that the shape of the 
articulation curve is dependent upon the distribution of these or of 
derived parameters, and hence that the curve may be shaped by choosing 
words on a basis of their threshold and spread. This is illustrated in 
following sections. 
Subset Tests 
Articulation tests on subsets of the master word-set had two pur-
poses : 
1. To evaluate the effectiveness of choosing subset words, on a 
basis of their threshold or spread, as a means of altering the location 
and spread of the articulation curve. 
2. To evaluate the application of the prediction schemes to sub-
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s e t s , where t h e word parameters used for p r e d i c t i o n a re obtained from 
t e s t s on t h e master s e t . 
When NMGF parameters obtained from master s e t t e s t s a r e used to 
shape or p r e d i c t a r t i c u l a t i o n curves for s u b s e t s , t h e assumption made i s 
t h a t l i s t e n e r s respond t o a given word, in i t s subset environment, in 
t he same way t h a t they responded t o i t in i t s m a s t e r - s e t environment. 
This implies t h a t when a l i s t e n e r i s unce r t a in of a word, he chooses 
his response from t h e l a r g e r m a s t e r - s e t , r a t h e r than from t h e smal le r 
s u b s e t . For t h i s t o be t r u e , t h e l i s t e n e r i d e a l l y should be unaware thai; 
he i s l i s t e n i n g t o a reduced s e t , but t h i s i s d i f f i c u l t t o achieve in 
p r a c t i c e unless words a r e repeated more than once . Such r e p e t i t i o n i s 
c l e a r l y undes i r ab le i f t h e mas t e r - s e t words we're not so r epea t ed , s ince 
the responses depend upon t h e r e l a t i v e frequency of occurrence of the 
words. 
The next bes t approach would be t o allow the l i s t e n e r s t o r e a l i z e 
t h a t a smal le r s e t i s being used, but t o prevent them, i f p o s s i b l e , from 
determining which words a r e in t he reduced s e t . This i s e s s e n t i a l l y t he 
approach followed h e r e . Four 20-word subse t s were chosen from t h e 40-
word master s e t , and t he se were presented by t r a n s m i t t i n g each word only 
once dur ing a given run, e x a c t l y as had been done for the master s e t . 
These subset t e s t s were made under the same cond i t ions and wi th the same 
genera l procedures as were used for p rev ious ly -desc r ibed t e s t s . In order 
to prevent memorization of t he subset v o c a b u l a r i e s , s e v e r a l p recau t ions 
were t a k e n , as fo l lows : 
1. The number of r e p e t i t i o n s of each subset was l imi ted t o f i v e . 
(A r e p e t i t i o n cons i s ted of e igh t p r e s e n t a t i o n s of t he subset a t va r ious 
values of SN.) 
2. The listeners were not given any training on the subsets. 
They did not know the words to be expected in a given subset, nor did 
they know which subset was being used. 
5. The listeners were never told whether specific responses 
were correct or incorrect, nor were their scores available to them. 
k. The listeners were required to cover up, on their score 
sheets, all previous responses, so that they would not be biased in 
their choices by having a record of previous responses. Score sheets 
were taken up immediately following each run. 
5. The eight tapes available for each subset were in different 
random orders, and these were presented in such a way that no tape was 
presented twice at the same SN ratio, with the exception of one out of 
the total of 20 repetitions. 
6. For two of the subsets, the word order on each tape was altered 
during the series of repetitions for that subset. 
7. The subset tests were made in two parts. In the first half of 
the tests, two of the subsets were alternated randomly during the combined 
total of 10 repetitions. These repetitions, in turn, were interspersed 
with repetitions using "bogus" tapes, i.e., tapes containing the same 
number of words as the subsets being tested but having a different choice 
of words. The scores from these "bogus subsets" were not used, since 
their only purpose was to inhibit memorization of subset vocabularies. 
In effect, the listeners were presented with 10 different vocabularies 
rather than 2, during this half of the tests. The second half of the 
subset tests was made in exactly the same way, except that all "bogus" 
tapes were re-randomized. 
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8. The sub jec t s were r epea t ed ly reminded t o avoid any conscious 
e f fo r t a t memorizing v o c a b u l a r i e s , and were t o l d not t o d i s cus s t h e t e s t s 
among themselves , 
In s p i t e of t h e s e p r e c a u t i o n s , some memorization appa ren t ly took 
p l a c e ; t h i s i s d i scussed more f u l l y in a l a t e r s e c t i o n . Also , t h e r e was 
probably a r e s i d u a l l ea rn ing e f f e c t , but t h i s was judged t o be sma l l . 
The e f f e c t s of memorization, assuming an equal amount of memorizing on 
each s u b s e t , would be t o a l t e r t he shape and l o c a t i o n of each of t h e sub-
se t curves in approximately t h e same way. This c l e a r l y would a f f e c t t he 
accuracy wi th which such curves could be p red ic t ed from m a s t e r - s e t d a t a , 
but should have much l e s s e f f ec t on the r e l a t i v e shapes and/or l o c a t i o n s 
of t h e c u r v e s . I f , fo r example, two subse t s were chosen on a b a s i s of 
word t h r e s h o l d s , so as t o give d i sp laced a r t i c u l a t i o n cu rves , then the 
curves should s t i l l be d i sp laced a f t e r an equal amount of memorization on 
each s u b s e t . Only t h e a b s o l u t e l o c a t i o n s of t h e curves on t h e SN a x i s , 
and not t h e i r r e l a t i v e l o c a t i o n , would be expected t o change. 
Shaping of Subset Curves 
In order to i l l u s t r a t e t h e use of word parameters in shaping the 
a r t i c u l a t i o n curve , i t was des i r ed to choose four subse t s on the bases 
of word t h r e s h o l d and spread . Because of t ime l i m i t a t i o n s , i t was neces -
sa ry t o f ix t h e vocabu la r i e s for t h e subset t apes before da ta from the 
mas t e r - s e t t e s t s could be completely p rocessed , hence f i n a l va lues of (3 
and A were not a v a i l a b l e for use in s e l e c t i n g t h e words . As a s u b s t i t u t e , 
rough va lues of t h re sho ld and spread were computed, using da ta from f ive 
mas t e r - s e t r e p e t i t i o n s and cons ide r ing t h e three-man l i s t e n i n g team as a 
s i n g l e composite " l i s t e n e r * " This was done as fo l lows; 
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1. The da ta was examined for each l i s t e n e r a t each of t he e ight 
SN values and each of t h e f ive r e p e t i t i o n s . The scores (0 or l ) on a 
given t r ansmis s ion of one word were then t abu l a t ed s e p a r a t e l y for each 
word in the l i s t , t he t a b u l a t i o n covering a l l ^0 t r ansmis s ions of t h a t 
word. 
2 . Scores were added for t h e t h r e e l i s t e n e r s , so t h a t t he "com-
p o s i t e score" obtained on a given t r ansmis s ion was a number ranging from 
0 t o 3 . 
3 . At each value of SN, t he s e composite scores were summed over 
t he f ive r e p e t i t i o n s , thus y i e l d i n g a sequence of e igh t numbers charac-
t e r i z i n g a given word. This sequence of numbers can be viewed, a f t e r 
d i v i s i o n by 15, as ordered o rd ina t e s on a "composite NMGFM r ep r e sen t i ng 
the i n t e l l i g i b i l i t y c h a r a c t e r i s t i c s of t h a t word, i n so fa r as t he team i s 
concerned. 
k. Each word 's number sequence was examined for 50 per cent 
th resho ld and 13- to-87 per cent spread . The SN a t which t h e sequence 
2 
f i r s t increased t o 2 or more (corresponding t o - ^ x 100 or 13*3 P e r cent 
lb 
score) was recorded, as was the SN at which the sequence first reached or 
exceeded 13 (corresponding to 86.6 per cent score). Linear interpolation 
was used for sequences not containing the numbers "2" or "13." The dif-
ference in recorded values of SN was taken as the "spread" in db for that 
word. The value of SN at which the sequence first reached 7*5 > (cor-
responding to 50 Per cent score) was determined in a similar manner, and 
was taken as the "threshold" for that word. 
The k-Q words were divided into two subsets, denoted by "A" and nB," 
such that the 20 words having the lowest thresholds constituted subset A 
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and the 20 words having the highest thresholds constituted subset B. 
Subset A then consisted of the "most intelligible" words and subset B 
consisted of the "least intelligible" words. 
The ̂ -0 words were again divided into two subsets, denoted by "G" 
and "H." Subset G consisted of the 20 words having the smallest spreads 
(largest NMGF slopes) and subset H consisted of the 20 words having the 
largest spreads (smallest NMGF slopes). The composition of these four 
subsets is given in Table 6. 
Using the values of word power p and noise power p given in 
Table 2, the mean word and noise powers p and p and the group signal/ 
noise ratio SN was calculated for each subset. For subsets A, B, G, and 
H, the values of SN (at the standard measurement point) were, respectively, 
-O.76 db, -O.73 db, -0.71 db, and -O.79 db. These are very close to one 
another and to the value of SN for the master set (-0.75 db), indicating 
homogeneity of all five sets with respect to SN. 
The team scores resulting from the previously-described subset 
tests were tabulated, along with values of SN computed from equation (53); 
using the above values of group signal/noise ratio. The scores were then 
plotted versus SN, resulting in the articulation curves of Figures 22 and 
23, where smooth curves have been visually fitted to the points. 
As can be seen from Figure 22, the division of the master set on 
a basis of low or high threshold resulted in the well-displaced curves 
for subsets A and B. These curves are seen to have the same general shape 
and the same SN spread of about seven db between 20 per cent and 80 per 
cent score levels, but are displaced, at the 50 per cent level, by almost 
four db• Figure 23 illustrates the effects of choosing words on a basis 
Table 6. Composition of Subsets 
Subset A Subset B Subset G Subset H 
1. cast ache bald ache 
2. crave bald cast bead 
3- crime bead check class 
k. deck check crave dill 
5. dill class crime fig 
6. fame fig deck flush 
7- gnaw flush fame gnaw 
8. hurl gob gob leave 
9- muck jam hurl lush 
10. neck law jam nest 
11. pulse leave law please 
12. rouse lush muck pulse 
13- take nest neck rate 
1^. toil path path take 
15. turf please rouse thrash 
16. vow rate shout turf 
17. wedge shout size vow 
18. wharf size stag wedge 
19. who stag toil who 
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Figure 27). Experimental A r t i c u l a t i o n Curves for Subsets G and H. 
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of small or l a r g e NMGF spread . I t shows t h a t t he low-spread s e t , sub-
se t G, and the h igh-spread s e t , subse t H, have curves which a re not d i s -
placed a t t he 50 per cent l e v e l but which have 20- to -80 per cent spreads 
t h a t a r e q u i t e d i f f e r e n t . These spreads a re 6 .0 db and 11.5 db for G 
and H, r e s p e c t i v e l y , r evea l ing a d i f f e r ence of 5.5 db in spread . 
Apparent ly t he shaping technique used, a l though somewhat c rude , 
i s q u i t e e f f e c t i v e . More s o p h i s t i c a t e d p rocedures , based on the p r e d i c -
t i o n schemes and using values of (3 and A as defined in Chapter I I , should 
be p o s s i b l e . 
To i l l u s t r a t e the e f f e c t s of t he shaping technique j u s t d e s c r i b e d , 
histograms were p l o t t e d for CC and for A. Only v a l i d values of t he se 
parameters (see Chapter I I I ) were used in c o n s t r u c t i n g t h e s e h i s tograms , 
shown in Figure 2k. The a-h is tograms a r e shown for subse t s A and B and 
for each of the l i s t e n e r s , while A-histograms a r e shown for subse t s G 
and H and fo r each of the l i s t e n e r s . The a-h is tograms for subse t s A and 
B show c l e a r s e p a r a t i o n of the cen t ro id fo r a l l t h r e e l i s t e n e r s , i l l u s -
t r a t i n g t he preponderance of low-threshold and h igh - th re sho ld words, 
r e s p e c t i v e l y . This e f fec t i s not q u i t e so apparent in t he A-his tograms , 
al though t he curves for a l l t h r e e l i s t e n e r s i n d i c a t e t h a t t h e words having 
the l a r g e s t spreads a r e contained in subset H. The v a l i d values of a and 
A were next combined for the t h r e e l i s t e n e r s , and t h i s da t a grouped by 
s u b s e t , r e s u l t i n g in the team histograms of Figure 25 • The mean value 
i s ind ica ted by a dashed l i n e on each curve . 
Considering f i r s t t he CC-histograms, i t i s c l e a r t h a t good separa -
t i o n , in terms of t h r e s h o l d , was obtained for t h e team, in subse t s A and 
B. The mean t h r e s h o l d s for subse t s G and H a r e almost I d e n t i c a l , a l though 
.mi i i , 
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(Al l L i s t e n e r s ) . 
most of the very high and very low t h r e s h o l d s a re found in H. Consider-
ing t h e A-his tograms, subse t s A and B show cons ide rab le d i sp lacement , an 
unexpected r e s u l t . Subsets G and H, chosen on a b a s i s of small arid l a rge 
sp read , show, con t r a ry t o e x p e c t a t i o n s , very l i t t l e displacement in mean 
spread , a l though most of t he very l a r g e spread words a r e seen t o be in H, 
as would be expected. Apparent ly , based on the curves of Figure 2 ^ , t he 
inc lus ion of a small percentage of very l a rge - sp read words can s i g n i f i -
c a n t l y inc rease the spread of the a r t i c u l a t i o n curve . 
In summary, t he t h re sho ld and spread parameters have been shown to 
be useful in shaping a r t i c u l a t i o n cu rves . The p o s s i b i l i t i e s in applying 
these ideas to t h e c o n s t r u c t i o n of curves having spec i f i ed shapes a re 
i n t r i g u i n g , e s p e c i a l l y in view of t he fac t t h a t a t h i r d and important 
word parameter , namely, r e l a t i v e power, i s a l s o a v a i l a b l e for use in a 
s o p h i s t i c a t e d shaping scheme. 
P r e d i c t i o n of Subset Curves 
At t h i s p o i n t , t he p r e d i c t i o n schemes have been evaluated only for 
a p p l i c a t i o n t o t he master s e t , i . e . , t o the same se t used for determining 
the word pa rame te r s . The r e a l t e s t of t he se schem.es as a means of p re -
d i c t i n g a r t i c u l a t i o n curves a r i s e s in applying them t o s u b s e t s . 
Following t h e procedures descr ibed e a r l i e r , t h e s t e p - a p p r o x i -
mation and l inea r -approx ima t ion schemes were appl ied t o p r e d i c t a r t i c u -
l a t i o n curves for subse t s A, B, G, and H, using values of (3 and A d e t e r -
mined from t e s t s on t h e master s e t and values of SN given for t h e four 
subse ts in t he preceding s e c t i o n . Note t h a t va lues of B must be r e c a l -
cu la ted for each d i f f e r e n t s u b s e t , s ince by equat ion (5k) t h i s parameter 
depends on the SN a t s tandard l e v e l , and the l a t t e r q u a n t i t y i s d i f f e r e n t 
for different subsets. 
Points on the predicted curves were calculated for each subset 
and each listener,, but only at the test values of SN. This was done to 
facilitate comparison with the actual scores obtained from the subset 
tests, these being available only at the test points. Points on the 
step predict ion, linear prediction, and experimental curves were plot-
ted on the same graph for each listener-subset pair,, and smooth curves 
visually fitted to the points. These are shown, in Figures 26 through 33, 
each set of curves being identified as to subset and listener. Figures 
32 and 33 illustrate curves obtained by averaging the actual and pre-
dicted curves over the three listeners and are therefore labeled as 
"team curves." 
The figures show generally good agreement between the experimental 
curves and the predicted curves. As was the case for the master set, the 
step predictions tend to over- and under-estimate the linear prediction 
at the high and low ends, respectively. The linear prediction generally 
agrees more closely in, shape •with the actual curve than does the step 
prediction, but .in nearly all. cases a distinct displacement of the lin-
ear prediction from the actual, curve is seen to occur. This displacement 
is in the direction, of higher scores for the actual subset tests than 
are predicted from master-set data and is most pronounced near the low 
end and in the center region of the curves. Despite this displacement, 
which is discussed in the following section, the predicted curves are 
satisfactory estimates of the actual curves for many purposes. The aver-
age error between the experimental curve and the linear prediction, at 
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curves and is only 1.2 db for the k team curves. Such accuracy is quite 
satisfactory in situations where the location of the 50 per cent level 
is needed to within only two or three db, or in cases where the intel-
ligibility is being estimated at a value of SN which is known only to 
this accuracy. Such situations occur, for example, in the analysis of 
military communication system performance. 
For a more detailed analysis of discrepancies between the vari-
ous curves at the 50 per cent level, the quantities e. . and ri. ., as 
' ij '10' 
defined in the first part of this chapter, were obtained. As before, 
the possible subscript values are 1, 2, and 3̂  denoting experimental, 
linear prediction and step prediction curves respectively. The values 
of these quantities are distances between curves, in db for e and per-
centage points of score for T]. The magnitudes of these errors are tab-
ulated in Table 7« From the data in this table, maximum and average 
values (over the three listeners) were obtained for the error magni-
tudes. These, along with values of error magnitude for the team curves, 
are summarized in Table 8. 
The average and team values for e and r\ in Table 8 give some idea 
of what error magnitudes to expect in using the prediction schemes, at 
least for tests involving roughly the same conditions as those described 
here. First, the error between the linear and step approximation, as 
given by |e |, is generally very small. In spite of the over- and 
under-estimation of the step prediction (with respect to the linear one) 
which occurs at high and low values of score, the two curves agree very 
closely at the 50 per cent level, the maximum error observed being only 
0.7 db for all subsets and listeners, and the "grand average" error over 
all listeners and subsets being only O.34 db. The error for the team 
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Table "J. DB and Score Er ro rs between Various 
Curves a t t h e SO Per Cent Level 
A B G H 
0.8S l.OS 1.25 1.60 
0.S0 1.20 1.95 2.1S 
0.70 1.20 1.25 2 .10 
JB 0.4s 0.30 O.IS 0.4s 
e _ J WN O.35 0.S0 O.3O O.55 
23 
NS 0.70 0.15 0.05 0.10 
JB 0.40 O.75 1.40 1.15 
e, I WN O.85 0.70 1.65 2 .70 
13 1 
NS 1.40 l.OS I . 3 0 2 .00 
JB 8.0 12.5 14.0 12.0 
TI J WN 6 .0 12.5 21.5 l 4 . 0 
NS 7.5 i 4 . o 15.5 15.5 
JB S.O 4.5 3 .0 3.5 
r\ \ WN 7.S 7.5 6 .0 6 .0 
NS 13.0 2 .0 2 . 0 1.0 
JB 7.5 11.0 10,5 I I . 5 
T J 2 1 I WN 6 .0 12.5 I7 .5 9.5 
NS 10.5 10.0 21 .0 18.0 
3.5 7.5 H.5 8.5 
10.0 8.5 15.0 11.5 











Table 8. Maximum, Average (Over Three Listeners), 
and Team Values of Error Magnitudes at 
the 50 Per Cent Level 
Subset Average 
Over 
Type of Er ror A B G E Subsets 
€ i o l 
1 12' max 
0.85 1.20 1.95 2.15 1.54 
1 GnJ 
• 23 max 
0.70 0.50 0,30 0.55 0 .51 
13 max i . 4 o 1.05 1.65 2 .70 1.70 
' G 12 'av 0.68 1.15 1.48 1.95 1.32 
! € 2 y a v O.50 0.32 0.17 0.37 0.34 
' 13 'av 0.88 O.83 1.44 1.95 1.28 
12' team O.85 1.20 1.25 1.50 1.20 
' 23 ' team 0.15 0.25 0.05 0.10 0.14 
13 team 1.00 0.95 1.30 1.4o 1.16 
I1112'max 8 . 0 14.0 21.5 15.5 14.8 
1^23!max 13.O 7.5 6.0 6 . 0 8 . 1 
1^21'max 1.0.5 L2.5 21 .0 1.8.0 1.5.5 
1 "H 1 
! '31'max 
22 .0 8.5 22.0 17..5 17.5 
^ 1 2 lav 7.2 13.0 17.0 13.8 12.8 
' ^23 'av 8.5 ^ • 7 3 . 7 3 .5 5 . 1 
1^21lav 8 .0 11.2 1.6.3 13.0 12 ,1 
lT]3lJav 11.8 8.2 16.2 12.5 12.2 
1 T) 1 
l '12 ' team 
8.5 13.0 14.0 10.0 11.4 
^ 2 3 ! team. 2 . 0 3 .5 1.0 1.0 1.9 
1^21'team 9 . 0 12.0 15.0 1.5.0 12.8 
1 il 1 
1 ' 3 ! ' t eam 
10.5 10.0 15.5 1.4.0 12.5 
curves is even smaller, a relationship which can be observed to hold for 
most of the tabulated values. 
Although the error magnitudes do not add (i.e. |ei*l i-s not' equal 
to [e j + |e I), one would generally expect, because of the relatively 
small values of |e |, about the same error between the actual, curve and 
either of the predictions. This is borne out by the tabulation in Table 
8, where the maximum observed prediction error is seen to be 2.15 db for 
|e | and 2„70 db for J e |• That is, if one predicted the 50 per cent 
value of SW by either of the schemes, the maximum error to be expected 
during tests on several subsets with several listeners should be on the 
order of 2.5 db. Likewise, the average prediction error to be expected, 
considering all listeners and subsets, should be on the order of 1.3 db. 
Again, the prediction error for team curves is somewhat smaller, its 
average value over all subsets and listeners being about 1.18 db for 
either prediction scheme. 
The percentage score errors, as given by T], are numerically much 
larger than the db errors; this is due to the large slope (typically 
about 10 percentage points per db) of the curves near the 50 per cent 
level. Except for this numerical factor of roughly 10, the r)'s follow 
essentially the same pattern as the e's, that is, the linear and step 
predictions agree fairly closely at the 50 per cent level, while yielding 
roughly the same error when used to predict the actual scores. Again, 
the score errors for the team curves are never much greater, and in most 
cases less, than the corresponding errors for individual curves„ Finally, 
when prediction errors averaged over listeners are compared with those 
averaged over subsets, the latter are found to be both larger and more 
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variable than the former, indicating that choice of subset has somewhat 
more to do with the accuracy of prediction than choice of listener. 
In summary, the prediction errors resulting from either scheme are 
reasonably small, for many purposes, at the 50 per cent level of intel-
ligibility. A conservative estimate of the maximum and average error to 
be expected, under conditions similar to those described previously, is 
2.0 and 1.5 db, respectively. 
The slopes at the 50 Per cent level, in percentage word score per 
db of SN, were calculated for each listener, subset, and type of curve, 
using the curves of Figures 18 through 21, and Figures 26 through 33* 
These, along with averages over the three listeners, are given in Table 
9« Slopes for the master-set curves are included for comparison. As 
can be seen from the table, the average slopes for subsets A and B are 
very nearly the same for each of the three types of curves, whereas the 
slopes for G and H are quite different, as would be expected. The step 
prediction slopes are uniformly higher than corresponding ones for the 
linear prediction and actual curves, whereas the latter two have some-
what similar slopes. Finally, the slope for the actual curve, averaged 
over all listeners and all subsets, is 10.5 per cent per db, compared to 
9.9 f°r "the master set and an average of 10.3 for the team subset curves. 
These results compare closely with corresponding figures for the linear 
prediction. 
Discussion of Results 
The fact that master-set curves are uniformly "predicted" with 
great accuracy by the linear approximation scheme indicates not only that 
this scheme accounts in a valid way for the contributions of individual 
Table 9. Slopes at 50 Per Cent Level, in Per Cent 
per DB, for Various Curves 
Curve 
Step Prediction 
Linear P r e d i c t i o n 
Actual 












A 11.0 20.0 27.3 19.4 13.9 
B 16.4 18.7 15.0 16.7 15.4 
G 14.0 19.0 30.0 21.0 1.6.1 
H 9*3 10.2 10.0 9.8 11.6 
Master 10.0 8.8 11.1 10.0 9.3 
A 9-1 12.0 11.1 1.0 c 7 11.8 
B 12.3 ICO 12.0 11.4 11.3 
G 11.7 10.7 13.8 11.8 12.0 
H 7-7 6.7 7.0 7.1 6.8 
Master 10.7 8.8 10.3 9»9 9»7 
A 8.6 12.3 13.0 11.3 10.5 
B 10.4 I.5.O 10.0 11.8 11.3 
G 8.8 9v5 16.7 11.7 11.4 
H 7.0 4.6 9.8 7.2 7-8 
words to the articulation curve, but also that the set of NMGF thresh-
olds and spreads contain essentially all of the information concerning 
the intelligibility of a word set. These conclusions are supported by 
40-word curves for individual listeners as well as for the team; intui-
tively the conclusions should be even more valid when larger numbers of 
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words are used. It seems reasonable to expect qualitatively similar 
results on speech units other than monosyllables, for types of masking 
other than white noise, and possibly for channel parameters other than 
signal/noise ratio. 
The curves and tabulated errors indicate that the step-approxima-
tion scheme is as accurate as the linear one, at intelligibility levels 
near 0, ^0, and 100 per cent, while diverging somewhat at intermediate 
points. Although only a limited number of listeners was used, it is of 
interest that for all three listeners, as well, as for the team, the slope 
of the actual master-set curves can be obtained in a consistent way from. 
the step-predictions for this set. Specifically, points are located on 
the step prediction at four db above and below its 50 Per cent point, 
and a straight line is drawn between the points. The slope of this line 
closely approximates that of the actual, curve, which, in turn, is fairly 
approximated, between its ̂ 0 and 60 per cent levels, by such a line. This 
same consistent estimation of actual curve slope from the step prediction 
can also be made for subsets, if only the team curves are considered. 
The displacement of actual from linear or step predictions in the case 
of subsets is a different matter, such displacement, as explained later, 
being dependent on the degree to which subset responses are chosen from 
the master-set vocabulary. In the present case, where such choices were 
not made consistently, the resulting displacement for team curves is 
still remarkably uniform from subset to subset, being 1.0, 1.0, 1..3., and 
1„5 db for subsets A, B, G, and H respectively. The foregoing facts 
imply that the step prediction can be used to obtain a fair estimate of 
the actual curve over most of its range, provided, in the case of subsets, 
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that there is either no memorization of subset vocabulary or else a 
known "memorization shift" for at least one subset of each size. 
A comparison of the team subset curves has been made to illus-
trate the possibility of shaping the articulation curve by choosing words 
on a basis of threshold and spread. The two subsets chosen on the former 
basis have curves which were displaced, one to the left and one to the 
right of the master-set curve. The subsets chosen on a spread basis 
exhibited curves differing in spread and, as would be expected, in. 
slope. The slopes, at the 50 per cent level, were 11.4 and 7»8 Ver cent 
per db for subsets G and H, respectively (team curves). As was pointed 
out earlier, more sophisticated shaping techniques should be possible, 
utilizing not only choice of words but adjustment of individual word 
power. It is interesting to note from Table 9 that the various team 
curve slopes for subsets are roughly twice as great as that reported by 
Curry and others (22) for the 26 alphabet letters while for the master set 
team curve the slope is also about twice the value obtained by others for 
50 PB words. The slightly smaller number of stimulus items used for the 
present study explains part of this difference in each case but such com-
parisons are difficult, at best, due to differences in speaker, number of 
listeners, and listener training. 
The main error in predicting subset curves was a fairly consistent 
displacement of predicted and actual curves which was more pronounced at 
low and medium values of SN» Although the prediction accuracy is suffi-
ciently good for many purposes, some effort was made to determine the 
source of this error. It has already been postulated that the main 
source was partial memorization of the subset vocabulary; this apparently 
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occurred in spite of the precautions taken. Such memorization obviously 
would improve the scores above the values predicted on a basis of no 
memorization. A rough qualitative explanation, given below, of why 
scores would be increased more at the low end of the curve than at the 
high end, involves the number of guesses made by the listeners in respond 
Ing to the transmitted words. 
It is not possible, from score sheet data alone, to determine 
which responses were guesses (since some guesses turn out to be correct), 
but it is possible to determine the number of wrong guesses, simply by 
counting the number of word responses which are incorrect. It should be 
pointed out here that some responses were "blanks" (nothing heard); 
these are not counted as guesses. At small SN, the scores are generally 
small and the number of wrong guesses approximates the total number of 
guesses, assuming, as was the case, relatively few "blanks." The data 
was examined at the two lowest test values of SN, and the average (over 
listeners, subsets, and values of SN) number of wrong guesses determined 
to be 14.8 out of the 20 responses. This indicates that at least 7^ Per 
cent of the responses near the low end of the curve were guesses, as com-
pared to only a few per cent near the high end. 
If partial subset memorization occurs, then the responses would 
tend to be words from the partially known subset vocabulary, rather 
than from the master set. In the extreme case of complete memorization 
(amounting to training the listeners on subset words), each guess would 
be a choice selected from the 20 subset words rather than the 40 master 
set words, and the probability of guessing correctly, on a given trial, 
would be doubled. In any event, one would expect a larger number of 
c o r r e c t guesses than i f no memorization occur red , pu re ly on t he b a s i s of 
choosing from a smal le r s e t . At the same t ime , t h e f r a c t i o n of t o t a l 
c o r r e c t responses a t t r i b u t a b l e to c o r r e c t guesses i s l a r g e r a t t he low 
end of t he curve where r e l a t i v e l y more guess ing i s done. Hence any 
event (such as memorization) which makes c o r r e c t guesses more l i k e l y 
w i l l a f f e c t scores a t t he low end more than a t t he high end. In the 
p resen t c a s e , one would expect t o find the improvement in lower scores 
t o be l a r g e r , pe rcen tage -wise , than for higher s c o r e s , when comparing the 
a c t u a l curve t o the p red ic t ed one. This i s t he gene ra l e f f ec t observed 
in Figures 26 through 33• Before proceeding t o formulate t h i s explana-
t i o n in mathematical t e rms , i t i s p e r t i n e n t t o observe t h a t in t he extreme 
case of t r a i n i n g on s u b s e t s , i . e . , complete memorization of vocabulary , 
some exper imenta l curves have been publ ished by M i l l e r (16) which can be 
used t o approximate an upper bound on the s h i f t produced by changing the 
s i z e of the word s e t . M i l l e r ' s curves a r e a r t i c u l a t i o n curves for 2 , 4 , 
8, 16, 32 , 256, and 1000 monosyl lab les , and show a p rog re s s ive s h i f t t o 
t he l e f t ( smal le r SN for a given score ) as the number of t e s t items i s 
reduced. The s h i f t can be est imated for vocabulary s i z e s o the r than the 
above by p l o t t i n g , a t a given s c o r e , t he SN versus number of words, using 
M i l l e r ' s c u r v e s . When t h i s i s done, on semi-log paper , and a smooth 
curve f i t t e d t o t he p o i n t s , t he SN r e s u l t i n g in t he given score can be 
read from t h i s curve for any number of t e s t i t ems . This procedure was 
fol lowed, using a score value of 50 per cent and t h e r e s u l t i n g d i s p l a c e -
ment of 20- and lj-0-woixl curves determined t o be about 1.7 db . The a c t u a l l y 
observed s h i f t in team curves ( p r e d i c t i o n e r r o r ) , averaged over t h e four 
s u b s e t s , i s about 1.2 db , i n d i c a t i n g something l e s s than complete memori-
za t ion . 
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That t h e observed s h i f t in curves was r e a l , and not due t o some 
c o n s i s t e n t c a l c u l a t i o n e r r o r or defec t in t he l i n e a r p r e d i c t i o n scheme, 
was v e r i f i e d by p l o t t i n g subset curves d i r e c t l y from the a p p r o p r i a t e 
se t of NMGF's, using a c t u a l NMGF po in t s r a t h e r than a l i n e a r approximat ion. 
The se t of subset curve po in t s so obtained f i t t e d the l i n e a r p r e d i c t i o n 
curve extremely we l l in every c a s e , except a t t h e lowest and h ighes t 
point on each curve , and even a t t he s e po in t s t h e d i screpancy was f a i r l y 
sma l l . A q u a n t i t a t i v e exp lana t ion of t h e e f fec t i s thus d e s i r a b l e ; t h i s 
can be developed by assuming a s impl i f i ed model of t he s t imulus - response 
mechanism for a l i s t e n e r . 
In t h i s ; s i m p l i f i e d model, t he fol lowing assumptions a re made: 
(1) The N-word vocabulary i s known in every c a s e , and t h e l i s t e n e r 
makes a forced-choice response t o each t r a n s m i t t e d word. 
(2) When a word i s t r a n s m i t t e d , t h e l i s t e n e r e i t h e r understands 
i t unambiguously (abso lu te c e r t a i n t y ) or e l s e hp.s no c lue whatever and 
makes a pure g u e s s . This i s equ iva len t t o assuming a s t e p - l i k e NMGF for 
a l l words. 
(3) For pure gues se s , t h e response i s not b iased by any previous 
response and i s chosen wi th equal l i ke l i hood from t h e a v a i l a b l e N words. 
This i s equ iva len t t o assuming t h a t guesses a r e independent Be rnou l l i 
t r i a l s wi th p r o b a b i l i t y p = — of "success" ( c o r r e c t guess) on each t r i a l . 
(4) The f r a c t i o n of t o t a l words accounted for by unambiguous ones 
depends on, and only on, SN, t h i s dependence being fixed and independent 
of N. This i s equ iva len t t o assuming t h a t t h e d i s t r i b u t i o n of t h r e sho ld s 
Fft i s independent of N, s ince t h i s f r a c t i o n i s t he f r a c t i o n of words 
above t h r e s h o l d , and hence i s given by FR(SN). For convenience h e r e , 
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t h i s q u a n t i t y i s denoted simply by F , a monotone non-decreas ing funct ion 
of SN ranging in va lue from 0 t o 1.0. 
The N responses t o each t e s t c o n s i s t of a c e r t a i n number n of 
pure guesses and a number N-n of unambiguous r e sponses . Then 
^ - F , (55) 
and hence 
n =. N(l - F) . (56) 
The fractional score on a given test is then 
Score = — (total correct responses) (57) 
• i (NF + V -
where S is the number of correct guesses out of the n total guesses, 
i.e., the number of successes in n Bernoulli trials. S is thus a bino-
' n 
m i a l l y - d i s t r i b u t e d random v a r i a b l e , wi th a p r o b a b i l i t y t h a t e x a c t l y k 
successes w i l l r e s u l t given by (39* chap te r 9) 
Prob | k successes in n t r i a l s ! = b (k ; n , p ) (58) 
nl 
" k! (n-TO'I 
The expected value of the score is, from (57): 
E { S c o r e } = F + * E U 1 = F + i f (59) 
k / , Nn-k 
„ yf\\ P ( I - P ) 
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Using equat ion (56) and the fac t t h a t p = — , t h i s becomes 
E j s c o r e j = F + i (1 - F) , (60) 
where t h e f i r s t term, r e p r e s e n t s t he c o n t r i b u t i o n to t h e score of the 
unambiguous words and t h e last} term r e p r e s e n t s t h e c o n t r i b u t i o n of cor-
r e c t g u e s s e s . Assuming a s p e c i f i c funct ion for F , t he score v a r i e s 
wi th SN as shown by t h e s o l i d curve in Figure ^h. 
To b e t t e r i l l u s t r a t e t h e e f f ec t of N, equat ion (60) i s r e a r -
ranged as fo l lows . 
Score = i + F ( l - 1 ) (6 l ) 
Referring to equation (6l) and Figure 3k, it is seen that, for values 
of SN less than SN , F is zero and the fractional score is constant at o' 
— . For values of SN greater than SN\ , F is unity and the score is 
constant at 1.0. As SN increases from SN to SI\L , the score rises mono-
o 1 ' 
t o n i c a l l y according t o equat ion (61 ) , d e s c r i b i n g t h e s o l i d - l i n e a r t i -
c u l a t i o n curve . 
The e f f ec t of t r a n s m i t t i n g a subset of N' words chosen from the 
o r i g i n a l N words i s now i n v e s t i g a t e d for two extreme c o n d i t i o n s : 
(a) The l i s t e n e r r ece ives no t r a i n i n g on the new N'-word vocab-
u l a ry (no memorization of subset vocabulary) and s t i l l makes guesses as 
before from t h e o r i g i n a l N-word vocabulary . 
(b) The l i s t e n e r i s r e - t r a i n e d on the N'-word vocabulary and 
makes a l l guesses from t h i s reduced s e t . 




— N' < N words 
*--SN 
Figure 34. Variation of Score with SN. 
the tests described here, an attempt was made to maintain condition (a), 
but the actual result was somewhere between (a) and (b), i.e., partial 
memorization. The prediction schemes are, of course, based on (a), and 
hence exhibit discrepancies in the present case. First, it will be 
shown that under (a) there should be no discrepancy, and then it will 
be shown that under (b) the discrepancy is of the same nature as actu-
ally occurred. 
Under condition (a), the probability p remains at its original 
value — , but equation (57) "becomes 
Score = jr (N'F + SN), (62) 
and t h e expected value of the score becomes 
E \ Score f = F + £ ? , (63) 
where, from equat ion ( 5 6 ) , n = N ' ( l - F ) and p s= —. Hence the expected 
score i s 
E ^ Score ^ = F + i (1 - F) (64) 
which i s i d e n t i c a l wi th equat ion ( 6 l ) . Hence, under t he assumptions on 
F , the a r t i c u l a t i o n curve i s unchanged and i s s t i l l r epresen ted by t he 
s o l i d - l i n e curve of Figure $k. 
Now under cond i t ion ( b ) , the p r o b a b i l i t y p becomes =p and, as 
b e f o r e , t h e expected score becomes 
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= ^ + F(l - ir) . (65) 
When equation (65) is plotted, assuming the same F as before, the result 
is the dashed curve in Figure 3k. This curve is identical with the one 
for condition (a) and SN > SN-. , but is constant at a new value •—? > — 
for SN < SN . Hence the discrepancy between the two curves is greatest 
near the low end of the curve, and gradually decreases as the scores 
increase. Near the ̂ ow end of a curve for N words, the value of F is 
small, and, from equation (6l), the determining factor is N. Near the 
high end of the curve, F is nearly unity and the determining factor is 
F. If, as assumed, F is the same for different values of N, then the 
high end of the curve is relatively unaffected by a reduction of N to N', 
while the low end is greatly affected by such a change. At intermediate 
values of SN, the discrepancy is less than at SN , since the F factor 
then accounts for a larger percentage of the score, and the "guessing 
factor" — accounts for a smaller percentage of the score, than was the 
case near SN . 
O 
In summary, t h e guess ing i s more important in determining score 
the low end of t he curve and l e s s important a t t h e high end. Hence 
any f a c t o r (such as memorization of t h e subse t vocabulary) which in-
c reases t he p r o b a b i l i t y of a c o r r e c t guess w i l l r a i s e t h e low end of the 
curve more than the high end. This gene ra l e f f ec t i s observed in compar-
ing t h e a c t u a l and l i n e a r p r e d i c t i o n curves of F igures 26 through 33-
The n o n - v a l i d i t y of t h e four i n i t i a l assumptions made in t h i s 
s impl i f i ed model w i l l a f f e c t the above conc lus ions , as fo l lows: 
( l ) I f t h e response i s not fo rced -cho ice , t he presence of "blank" 
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responses w i l l make guess ing r e l a t i v e l y l e s s important ( s ince fewer 
guesses a r e made), and tend to reduce the p red ic t ed d i sc repancy . The 
d iscrepancy should s t i l l be of t h e n a t u r e p red ic t ed by t h e simple model, 
however, and w i l l be p resen t as long as any guesses a r e made. 
(2) I f some guesses a r e "informed guesses" and not random, the 
scores w i l l tend t o be h igher a t a l l po in t s on t h e curve , both for 
condi t ion (a) and condi t ion ( b ) . As long as any random guesses a r e made, 
however, a d i sc repancy , of t h e p red ic t ed n a t u r e , should remain. The more 
c l e a r - c u t t h e d i v i s i o n of words in to unambiguous and completely ambiguous, 
i . e . , t he more n e a r l y s t e p - l i k e the NMGF's, then the b e t t e r t he accuracy 
of t h e s imp l i f i ed model. 
(3) 1^ guesses a r e not random, but a r e b iased by previous r e s -
ponses , t h e r e s u l t i n g "bias e f f e c t " i s d i f f i c u l t t o e v a l u a t e . However, 
t h i s e f f ec t i s i n t u i t i v e l y of t h e same order of magnitude, as far as 
score i s concerned, for both N and N' words, assuming memorization, and 
hence should not q u a l i t a t i v e l y a l t e r t he p red ic t ed d i sc repancy . 
(k) I f F (which i s a c t u a l l y t he th re sho ld d i s t r i b u t i o n ) i s not 
t he same for N and NT, then the s impl i f i ed model i s c l e a r l y not v a l i d , 
To t he ex ten t t h a t the s e t of t h r e s h o l d s of t he N' subset words have the 
same d i s t r i b u t i o n (or his togram) as t h a t of t he N words, t he model i s 
v a l i d . 
From t h e above, i t i s seen t h a t t h e n a t u r e of t h e d i sc repancy 
p red ic t ed by t h e model i s not e s s e n t i a l l y changed provided only t h a t 
t he l a s t assumption ( i n v a r i a n t F) i s approximately t r u e . Thus the ob-
served d i sc repancy , being of t he n a t u r e p red ic t ed by the model, can r ea -
sonably be assumed to r e s u l t from the increased p r o b a b i l i t y of co r r ec t 
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guesses which accompanies memorization of t he s u b s e t . I t i s of i n t e r e s t 
to compare, for d i f f e r e n t subse t s and l i s t e n e r s , t he degree t o which the 
p red ic t ed d i sc repancy a c t u a l l y occur red , and t o c o r r e l a t e t h i s wi th the 
degree t o which var ious subse t s and l i s t e n e r s f i t t h e s imp l i f i ed model. 
F i r s t , a l though not so i n s t r u c t e d , t h e l i s t e n e r s approximated a 
forced-choice type of r e sponse , in t h a t "b lanks" were r e l a t i v e l y i n f r e -
quen t , as compared t o wrong g u e s s e s . Near t he low end of t h e curve , 
where t h e number of c o r r e c t responses i s sma l l , t h e number of wrong 
guesses i s approximately equal t o t he t o t a l number of guesses (such 
guesses have a l r e a d y been s t a t e d t o comprise 74 per cent of a l l responses 
a t t he two lowest values of SN). At t h e lowest SN, the r a t i o 7\ was c a l -
cu la ted for a l l l i s t e n e r s , s u b s e t s , and r e p e t i t i o n s , where 
.. (number of wrong r e sponses ) - (number of b lanks ) (f,f,\ 
(number of wrong responses) ^ 
(number of wrong guesses ) 
(number of wrong responses) 
_o (number of forced-choice guesses) 
(number of ambiguous words) 
When averaged over a l l l i s t e n e r s and s u b s e t s , 7\ was found t o be 0 .886, 
i n d i c a t i n g roughly t h a t 87 per cent of t he ambiguous words had been r e s -
ponded t o by a forced cho ice , and only 13 per cent had been responded to 
by b l a n k s . Hence assumption ( l ) i s approximately c o r r e c t . F u r t h e r , when 
examined by l i s t e n e r (averages over subse t s ) and by subset (averages over 
l i s t e n e r s ) i t was found t h a t 1\ had the fol lowing average v a l u e s : 
JB: 0.90 WN: 1.00 NS: O.76 
A: O.85 B: O.83 G: O.95 H: 0 .9I 
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Referr ing t o Figures 26 through 33J i t i s seen t h a t t h e n a t u r e of t he d i s -
crepancy agrees most c l o s e l y wi th t h a t p red ic ted by t h e model for l i s -
t e n e r WN, as would be expected because of h is pe r fec t compliance wi th the 
forced-choice assumption. Also , t h e subset ag ree ing most c l o s e l y wi th 
the p red ic t ed e f fec t i s subset G, as would be expected from t h e fact 
t h a t t h e l i s t e n e r s tended t o make more forced-choice responses for t h a t 
subset than for any o t h e r . In p a r t i c u l a r , t h e d i sc repancy for subset G 
and l i s t e n e r WN i l l u s t r a t e s almost p e r f e c t l y t h e e f f ec t p red ic ted by the 
model, 7\ for t h i s case being 1.00. The main anomalies a r e for l i s t e n e r 
NS, who responded wi th a much l a r g e r percentage of blanks than e i t h e r 
JB o r WN. 
Secondly, t he subset having the most n e a r l y s t e p - l i k e NMGF's 
(assumption (2)) i s subset G, in fac t t h i s was t h e b a s i s of choice for 
words in t h i s s u b s e t . Again, t h i s subset e x h i b i t s t he p red ic t ed d i s -
crepancy more c l e a r l y than any of t he o t h e r s . 
F i n a l l y , t h e two s e t s having t h r e sho ld histograms most n e a r l y l i k e 
those of t h e master s e t (Assumption (h)) a r e G and H, from Figures 25 
and k-3» Again, t h e agreement wi th the p red ic t ed n a t u r e of t he d i s c r e p -
ancy i s more marked for t he se subse t s than for A or B. 
Based on t h e foregoing d i s c u s s i o n , i t seems reasonable t o accept 
t he s impl i f i ed l i s t e n i n g model as an exp lana t ion of d i s c r e p a n c i e s between 
p red ic ted and a c t u a l subset cu rves . Some comments a r e in order concern-
ing t h e assumption of no t r a i n i n g on t h e s u b s e t . Although t h e p r e d i c t i o n 
schemes make t h i s assumption, i t should be p o s s i b l e t o modify the schemes, 
by assuming a more complex model of t he l i s t e n i n g p r o c e s s , so as t o t ake 
in to account va r ious amounts of memorization. The most important p r ac t i ca l 
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case i s t h a t of complete memorization ( r e - t r a i n i n g on s u b s e t s ) ; t h i s i s 
the s i t u a t i o n in many a r t i c u l a t i o n t e s t s . A p r a c t i c a l s i t u a t i o n analogous 
t o t he t e s t cond i t ions and assumption of no t r a i n i n g on subse t s would be 
a communication system r e s t r i c t e d t o a r e l a t i v e l y small vocabulary and 
through which messages ( subse t s of t he master vocabulary) a r e s e n t . The 
messages should be cons t ra ined t o have e i t h e r a very low redundancy or 
e l s e roughly equal redundancy, so t h a t guesses for ambiguous words a re 
e i t h e r random or made wi th roughly equal p r o b a b i l i t i e s of s u c c e s s . Such 
a s i t u a t i o n could conceivably a r i s e in m i l i t a r y or c o n t r o l tower voice 
communication. 
A l l of t he r e s u l t s of applying the p r e d i c t i o n schemes, both to t he 
master se t and t o s u b s e t s , i n d i c a t e t h a t the s e t of t h r e s h o l d s p lays a 
lead ing r o l e in determining the shape of t h e a r t i c u l a t i o n curve . To the 
extent t h a t t h i s curve i s ob t a inab le from the s t e p p r e d i c t i o n scheme, 
one can s t a t e t h a t t h e shape i s determined by F f t , t h e d i s t r i b u t i o n of SN 
t h r e s h o l d s (see equat ion ( 2 6 ) ) . Another way of p u t t i n g t h i s i s t h a t p>, 
given by 
p = a - p + p , (67) 
n 
i s t h e b a s i c f ac to r in shaping t h e curve . From previous d e f i n i t i o n s , 
however, f3 i s e x p r e s s i b l e as 
P 1 = 10 log 
1 1 
p_ - 10 log IL + P 1 
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is t he th re sho ld value of word s i g n a l / n o i s e r a t i o , expressed 
l . 
as a numeric , and 7 i s t he r a t i o of t h i s t h r e sho ld to t he normalized word 
power, a l s o expressed as a numeric . Thus, for a given se t of no i se powers, 
i . e . , for given va lues of P , t h e ba s i c determinant of t he shape of the 
a r t i c u l a t i o n curve i s seen t o be 7, t he r a t i o of word th resho ld t o word 
power. In t he case where t he P a re equa l , i = 1 , 2 , . . . . , N , t h e d i s t r i -
bu t ion of (3 depends only on t he d i s t r i b u t i o n of 7, and one can s t a t e t h a t 
t he shape of the a r t i c u l a t i o n curve depends on the d i s t r i b u t i o n of 




In this chapter are presented some miscellaneous results which, 
although not necessarily unimportant, are subsidiary to the major objec-
tives of the research. For the most part, these results are presented 
with only brief comment. 
Energy, Duration, and Power Distributions 
The measurement of various physical parameters associated with 
the speech and noise waveforms was discussed in Chapter III. From the 
measured values it is possible to plot histograms and distribution func-
tions which give some idea of how these parameters are distributed in 
magnitude. Caution is indicated in extending any conclusions drawn from 
such curves to the general case of monosyllabic words, primarily because 
of the relatively small amount of data available. In particular, the kO 
measured values of each parameter are not sufficient, in plotting the 
histograms, to provide a good approximation to the probability density 
function of the underlying random variable. This can be seen by observ-
ing that the choice of different intervals in plotting the histograms 
causes significant changes in the shape of the curve. For the most part, 
fairly large intervals were used in order to present the gross charac-
teristics of the distribution. 
In Figure 35 is shown a histogram for the numerical values of word 
energy w. As in following histograms, the ordinate in each interval is 
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the fraction of observed values falling within that interval. The histo-
gram indicates that low values of energy predominate. The total spread 
in energy covers a range of k,^2 db, and the average energy, indicated 
by the dotted line, is about 35*6. 
In Figure 36 is shown a histogram of word duration T with the 
abscissa in milliseconds. The average duration (5^7 milliseconds) is 
indicated by a dotted line. This curve indicates that values of T are 
fairly uniformly distributed over the master set. When the percentage 
spread (total spread in values divided by the mean value) is calculated 
for w and T, the values are, respectively, 122 and 39.6 per cent, indi-
cating that the value of T is much more constant, relatively speaking, 
than is the value of w. Hence it is not surprising that values of the 
ratio p = w/T (word power) tend to be distributed somewhat like w, i.e., 
low values predominate. This is illustrated in the word power histogram 
of Figure 37, where a dotted line has been drawn through the mean word 
power (p = 64.9). 
When word power in db relative to p~, i.e., P, is considered, the 
resulting histogram appears as shown in Figure 38. The total range of 
word power is 3*77 db, approximately 0.77 db of which is accounted for 
by the most powerful word ("gob"). 
Cumulative distribution functions F , Fm, F , and F^ are shown 
w' T p P 
in Figures 39^ ^0> k±, and k2 r e s p e c t i v e l y . These curves g ive a more 
accu ra t e and d e t a i l e d p i c t u r e of t h e way in which t h e word energy, dura-
t i o n , and power a re d i s t r i b u t e d than do the corresponding h i s tograms . 
The energy d i s t r i b u t i o n funct ion r evea l s the concen t r a t ion of va lues in 
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from a c o n s i d e r a t i o n of t h e h is togram, can be f a i r l y we l l approximated 
by a s t r a i g h t l i n e , 
The numeric and d e c i b e l va lues of word power a re d i s t r i b u t e d as 
shown by F and F of Figures kl and k2, r e s p e c t i v e l y . Again, t he shapes 
of t h e s e curves c o r r e l a t e we l l wi th those of t he corresponding h i s t o -
grams. The shape of t he F curve i s s i m i l a r t o one p rev ious ly obtained 
(6) for t h e f i f t y monosyllables of PB 1. 
D i s t r i b u t i o n s were not p l o t t e d for the va lues of no i s e power over 
each word- length segment of n o i s e , i . e . , for P , but c o n s i d e r a t i o n of 
t abu l a t ed values r evea l s t h a t spread in va lues of no i se power i s q u i t e 
sma l l , being only O.58 db . Fur ther cons ide r a t i on of va lues measured for 
" l i v e " (unrecorded) no i se i n d i c a t e s even l e s s v a r i a t i o n over word- length 
i n t e r v a l s than fo r t h e recorded no i se a c t u a l l y used. Much of t he v a r i a -
t i o n in P can be a t t r i b u t e d t o magnetic t ape coa t ing i r r e g u l a r i t i e s , 
i n d i c a t i n g t h a t no i se power, in the " l i v e no i s e " c a s e , can be considered 
as being p r a c t i c a l l y cons tan t and c o n t r i b u t i n g very l i t t l e to t h e spread 
in word s i g n a l no i s e r a t i o s . For speech items of s h o r t e r d u r a t i o n than 
the monosyllables used h e r e , or for types of no i s e d i f f e r e n t from the 
band- l imi ted white gauss ian type used, t he no i s e power cannot be consid-
ered c o n s t a n t . 
When values of word energy w and du ra t i on T a re arranged in i n c r e a s -
ing o r d e r , a weak c o r r e l a t i o n between t he s e two parameters i s ev iden t . 
That i s , t o some ex ten t words having s h o r t e r du ra t i ons tend t o have 
smal ler energy, a l though many except ions e x i s t . This c o r r e l a t i o n seems 
t o be most pronounced for low-energy words, as can be seen from Table 1.0, 
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duration increase with rank number. As can be seen, eight of the first 
ten words are common to both rankings. Further examination of the data 
indicates that only part of the variation in energy is attributable to 
variation in duration. Other factors_, such as the inherent relative 
intensity of the different vowel sounds {^h)} undoubtedly contribute to 
the variation. 
Table 10. Ranking of Words by Energy and Duration 
By En< srgy 
rank word 
1 . f i g 




6. t ake 
7- muck 
8. who 
9- t u r f 
10 . lush 
By Duration 
rank word 
1 . ache 
2 o neck 
3< r a t e 
k. f i g 
5- muck 
6. path 
7- t ake 
8. check 
9- t u r f 
10 . deck 
Reliability of Scores 
Although no detailed investigation was made of the statistical 
accuracy of articulation curve points, the 90 per cent confidence inter-
val was calculated in several cases. As already pointed out, the relia-
bility of the mean score (averaged over several tests or several listeners 
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or both) increases with the number of tests and/or listeners, and is 
greatest near the low and high ends of the articulation curve. Near the 
50 per cent level, where scores have the least reliability, the data 
was examined for several arbitrarily-chosen listener/word-set combin-
ations, and 90 Per cent confidence intervals calculated. The results 
including the confidence interval expressed as a symmetric percentage 
interval about the mean score, are given in Table 11. 
Table 11. The 90 Per Cent Confidence Intervals 
for Several Articulation Curve Points 
Confidence Interval 
Mean Score Confidence as a Percentage of 
Line Listener Word Set in Per Cent Interval Mean Score 
1 . Team M a s t e r Se t 55-7 5 5 . 7 + 3 . 1 8 55-7 ± 5-7$ 
2 . Team Subse t G 5 0 . k 50.1*15.85 5 0 . 4 ± 11 .6$ 
3- Team Subse t H 5 0 . 1 50.1±5.84 5 0 . 1 ± 1 1 . 7 * 
k. NS M a s t e r Set 5 1 . 5 5l.5±5-70 5 1 . 5 ± 1 1 . i # 
5- NS Subse t H 1*8.0 1*8.0110.9!* 1*8.0 ± 22.8/0 
From values in Table 11, one can make statements such as, "With 0.9 pro-
bability, the "true" mean score lies within ±5-7 Per cent of the observed 
mean score (value used in plotting curve), for the point nearest the 50 
per cent level on the team articulation curve for the master word-set." 
These "worst case" values set a rough upper limit on percentage possible 
error (with probability 0.9) when using the observed mean score for plot-
ting a point on the curve. For example, in the case just cited, the 
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maximum possible such error is about ±6 per cent, that is, with 90 Per 
cent confidence one would expect the plotted point to be no more than 
5»k per cent below, or 6.O5 per cent above, the true value, 
From lines 1, 2, and 3 °f Table 11, it is clear that the uncer-
tainty in the true value is roughly twice as great for subset team curves 
as for the master-set team curve, this being due to having averaged over 
more repetitions in the latter case. Averaging over only one listener 
instead of three also increases the uncertainty (lines 1 and 4), as does 
decreasing the number of repetitions for a single listener (lines k and 
5)« The raw scores, from which mean scores are computed, also possess a 
varying degree of uncertainty, depending upon whether k-0 words or 20 
words are involved. Based on these few calculations, the scores seem 
to be satisfactorily reliable. In the worst case tabulated, one could 
expect, with 90 Per cent confidence, that the "true" value of mean score 
lay between roughly 38 and 58 per cent, whereas the value used for plot-
ting was 48 per cent. 
Distribution of Subjective Word Parameters 
In addition to being useful in the prediction schemes, the subjec-
tive word parameters of threshold and spread are of interest in them-
selves, at least to the extent that they describe the intelligibility 
properties of the words. When viewed in this way, only "valid" values 
of these parameters should be considered, i.e., only those Ql's and A's 
which represent good estimates of the NMGF threshold and spread, as dis-
cussed in Chapter III. A fairly wide range of values were encountered 
for OL and A, including variations from listener to listener (for the 
same word) and from word to word (for the same listener). For listeners 
JB, WN, and NS, respectively, the ranges covered by valid values of OL 
are 14.9, 18*4, and 12.9 db. Thus, to NS, the words seemed to be grouped 
more closely in intelligibility than to WN, and hence possessed a 
greater "density" over their smaller range along the SN axis. This 
fact is reflected in the larger slopes observed for the actual and pre-
dicted master-set articulation curves for NS (see Table 9). The ranges 
between highest and lowest values of A were 15.3, 12.6, and 16.7 db for 
JB, WN, and NS, respectively. Thus the words seemed more "alike" in 
spread to WN than to the other listeners. The smallest A observed was 
the same for each listener, namely, 4 db, the above differences being 
due entirely to different maximum values for the three listeners. On 
this basis, one would expect the master-set curves for WN to be more 
"spread out," i.e., to have smaller slopes. That this is true can be seen 
from Table 9. 
Considering the combined set of valid thresholds for all listeners, 
the master-set words have a threshold distribution approximated by the 
histogram of Figure 45. In constructing this histogram, 7 of the 120 
values of a were discarded as being "non-valid." The mean value of all 
the thresholds is indicated by a dashed line. Again considering all 
valid values (109 of 120) of A for the 40 words and three listeners, the 
distribution of spreads was determined and plotted as the histogram of 
Figure 44. From a comparison of Figures 43 and 44, it is evident that a 
strong central tendency exists in the CC-histogram, showing that values of 
threshold tend to cluster around the mean value. The symmetry about the 
mean value is less pronounced in the A-histogram, but the apparent skew-
ness may be due to the small amount of data involved or to the quantization 
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of A's r e s u l t i n g from t h e method of s e l e c t i n g po in t s for l e a s t squares 
f i t t i n g of t he NMGF's. I t i s a p p a r e n t , from t he s e f i g u r e s , t h a t n e i t h e r 
t h r e sho ld s nor spreads a r e uniformly d i s t r i b u t e d , and t h a t t h e i n t e l l i -
g i b i l i t y c h a r a c t e r i s t i c s of words a r e q u i t e v a r i e d , even for a r e l a t i v e l y 
small s e t of words. 
When words a r e ordered by th r e sho ld or spread for t he t h r e e l i s -
t e n e r s , no marked or c o n s i s t e n t c o r r e l a t i o n can be observed between a 
word s phonet ic s t r u c t u r e and i t s rank order in a or A, Although one 
would expect a r e l a t i o n s h i p between phonet ic s t r u c t u r e and i n t e l l i g i -
b i l i t y , t h i s r e l a t i o n s h i p in t h e p re sen t case i s appa ren t ly masked by 
the e f f e c t s of c o n t e x t , i . e . , the fac t t h a t t he i n t e l l i g i b i l i t y of a 
word i s s t r o n g l y dependent upon t h e choice of o the r words in the t e s t 
s e t . For example, t h e r e a r e s ix words in t h e master s e t possess ing "9£" 
(as in "pa th") for t h e vowel sound, and only two words possess ing " X " 
(as in " f i g " ) for t he vowel sound. Assuming t h a t t he vowel sound i s 
t h e f i r s t t o be recognized as SN i s i nc reased , a l i s t e n e r c l e a r l y must 
choose between s ix or two a l t e r n a t i v e s when t h e sound i s 3 0 or X , r e s -
p e c t i v e l y , implying a h igher p r o b a b i l i t y of making t h e co r r ec t choice in 
t h e l a t t e r c a s e . Hence one would expect the words con ta in ing X t o be 
more of ten guessed c o r r e c t l y , and hence to give higher scores a t a given 
SN. This was s u b s t a n t i a t e d by computing the average th re sho ld OL over a l l 
l i s t e n e r s and a l l words con ta in ing 9 3 , r e s u l t i n g in an Oi of -15 .8 db , 
and r epea t i ng the process for X } r e s u l t i n g in an Q! of -19-7 db . Thus 
the six-word subgroup was some 4 db l e s s i n t e l l i g i b l e , .in terms of t h r e s h -
o ld , than t h e two-word group. Considering n-word subgroups, where n ranged 
from s ix (9e) to one (cl , X U a n d o i ) , and averaging over a l l subgroups having 
l U 
t h e same number of words n , the average th re sho ld was found t o vary wi th 
n as shown in Table 12. 
Table 12. Var i a t ion of a wi th Size n of 
Common Vowel-Sound Groups 
n 6 5 ^ 3 2 1 
a - 15 .8 db - I 7 . 9 db -18 .3 db - I7 .O db -20 .0 db -18 .9 db 
A gene ra l t rend to lower t h r e sho ld s wi th decreas ing n i s evident 
from Table 12, a l though the v a r i a t i o n i s undoubtedly a f fec ted by o t h e r 
c o n s i d e r a t i o n s , such as t he v a r i a t i o n of inherent i n t e l l i g i b i l i t y among 
the vowel sounds themse lves . The t rend i s most c l e a r - c u t in t h e cases 
where t h e number of words a v a i l a b l e for averaging was g r e a t e s t , i . e . , 
for n = 6 , 5 , and 4 . Only t h r e e words were averaged for n = 1. One rea -
sonable conclus ion which can be drawn from these r e s u l t s i s t h a t context 
had a marked e f f ec t on t h e r e l a t i v e i n t e l l i g i b i l i t y of var ious words in 
t he p resen t c a s e , and t h a t t h i s e f fec t i s d i f f i c u l t t o s e p a r a t e from the 
e f f ec t of phonet ic s t r u c t u r e . 
While cons ider ing t h e OL and A paramete r s , t h e ques t ion n a t u r a l l y 
a r i s e s as t o whether t h e r e i s any r e l a t i o n s h i p between them, i . e . , whether 
a low value of OL implies a l a rge A, or whether the r eve r se i s t r u e . Some 
idea of t h e interdependence of t he s e parameters can be obtained by order -
ing words by t h r e s h o l d , t a b u l a t i n g t h e corresponding va lues of A, and 
averaging the values over two-db increments of OL, When t h i s i s done and 
t h e r e s u l t s p l o t t e d for each l i s t e n e r , t he r e s u l t s appear as in Figure 
k-5 . From the se cu rves , a weak t rend in the d i r e c t i o n of sma l l e r A's 
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for i nc reas ing Ctf's i s ev iden t , t h i s t rend "being most pronounced for 
l i s t e n e r JB. This implies t h a t high th re sho ld ( l e s s i n t e l l i g i b l e ) words 
tend t o have smal le r NMGF spreads o r , what i s t he same t h i n g , l a r g e r NMGF 
s l o p e s . This t rend i s a l s o evident in Figure 46 , in which r e s u l t s have 
been averaged over a l l l i s t e n e r s , except for the r igh t -mos t p o i n t . This 
po in t i s due e n t i r e l y t o t h e one word " c l a s s " as heard by NS, t h i s word 
being t h e only one in t he f i n a l averaging i n t e r v a l . For t h i s reason , 
not much s i g n i f i c a n c e can be a t t ached to t h i s po in t or t o t he sharp 
r e v e r s a l of t r end a s soc i a t ed wi th i t . If t h i s po in t i s ignored, t h e curve 
implies a weak t rend toward smal le r spreads wi th inc reas ing t h r e s h o l d . 
That i s , the curve implies an inc rease in NMGF slope wi th i nc reas ing 
t h r e s h o l d , This r e s u l t i s con t r a ry t o t h a t obtained for a lphabet l e t -
t e r s by Curry, Fay, and Hutton (22) , who s t a t e t h a t t h e r e i s " . . . a s t rong 
inverse r e l a t i o n between s lopes and 50 per cent i n t e l l i g i b i l i t y l e v e l s , " 
In the p r e d i c t i o n scheme based on s tep-approximat ions t o t he NMGF's, 
t h e use of t h e (3 parameter i s q u i t e t ed ious when team curves a r e to be 
p l o t t e d for a l a rge group of l i s t e n e r s . The procedure involves p r e d i c t i n g 
an a r t i c u l a t i o n curve for each l i s t e n e r and then averaging t h e cu rves . 
A g r e a t d e a l of l abor could be saved i f t h r e s h o l d s could be averaged 
over a l l t h e l i s t e n e r s and then the p r e d i c t i o n scheme appl ied only once 
t o y i e ld t h e team curve . The ques t ion involved here i s whether t he 
t h r e s h o l d i n g and averaging opera t ions a re commutative, and t h e answer i s 
c l e a r l y in t he nega t ive because of the n o n - l i n e a r n a t u r e of the t h r e s h o l d -
ing o p e r a t i o n . This can be shown e a s i l y by p o s t u l a t i n g a one-word t e s t 
wi th two l i s t e n e r s : t he average of t h e s t e p - p r e d i c t i o n s would be a two-
s t e p curve (assuming the l i s t e n e r s had d i f f e r e n t t h r e s h o l d s for t he word) , 
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whereas a s t e p - p r e d i c t i o n based on t h e average th re sho ld would be a one-
s t e p curve . In t h e p resen t case i t i s c l e a r t h a t t he use of kO va lues 
of average t h r e s h o l d w i l l y i e l d a more g r anu l a r curve (kO s t e p s ) than the 
average of the t h r e e 40 - s t ep i n d i v i d u a l curves (120 s t e p s ) . N e v e r t h e l e s s , 
for a s u f f i c i e n t l y l a rge number of l i s t e n e r s t he use of average t h r e s h o l d s 
may r e s u l t in e s s e n t i a l l y t he same p red ic ted curve a t a cons ide rab le sav-
ing in e f f o r t . To eva lua te t h i s p o s s i b i l i t y , a team curve was p red ic ted 
by t h e s tep-approximat ion procedure , using values of p which were averages 
over t h e l i s t e n e r s . This curve , as d i scussed in Chapter I I , i s essen-
—i t h 
t i a l l y a p l o t of F^, where p i s the average th resho ld for t he i word. 
For comparison, po in t s on the p rev ious ly ca l cu l a t ed team s t e p - p r e d i c t i o n 
(see Figure 21) were p l o t t e d on the same graph; t h i s curve i s e s s e n t i a l l y 
F , t he average of FR for t he t h r e e l i s t e n e r s . The r e s u l t s , shown in 
Figure k^, show good agreement between ~F-^ and Fa. A s i n g l e curve has 
P P 
been f i t t e d t o t h e combined s e t s of po in t s t o emphasize the c lose ag ree -
ment. Apparen t ly , for as few as t h r e e l i s t e n e r s and kO words, t h e use of 
average t h r e s h o l d s in t h e s t e p - p r e d i c t i o n of team curves i s p e r m i s s i b l e . 
Comparison of L i s t e n e r s 
From a comparison of the var ious a r t i c u l a t i o n curves and NMGF's, 
i t i s evident t h a t cons ide rab le d i f f e r ences e x i s t between t h e l i s t e n e r s 
in t h e i r responses t o p a r t i c u l a r words. The s imples t way of comparing 
one l i s t e n e r t o another i s t o cons ide r the values of t h re sho ld and spread 
a s s o c i a t e d wi th t h e two l i s t e n e r s for a given word. For example, t h e r e 
i s a wide v a r i a t i o n of t h r e sho ld among the l i s t e n e r s for the word " f i g , " 
t he values of a being - 2 6 . 1 , - 1 8 . 3 , and - I 5 . 3 d b f o r JB, WN, and NS r e s -
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"class/1 of 7.7 db, 12.1 db, and I5.i1- db, respectively. Some of this 
variation is accounted for by differences in hearing acuity, "listening 
ability," intelligence, and motivation. Even if such factors could be 
equalized for all listeners, there would undoubtedly remain some varia-
tions in response, in the sense that one listener might find particular 
words difficult while another might find the same words relatively easy. 
A gross comparison of listener performance can be made on a basis 
of the average threshold, or average spread, for all words. A more de-
tailed comparison can be made by considering the distribution of thresh-
olds and or spreads for the three listeners, as displayed by the six 
histograms of Figure 48. The histograms for a, indicate that NS, in 
general, had slightly higher thresholds than did JB or WN, while WW had 
the largest range of thresholds. Also, from the shape of the curves, 
the thresholds for NS seem to be clustered more densely in the central 
region of the curve, which would explain the larger slope, for the step-
predicted master set curve, observed for NS. The average threshold, con-
sidering all valid values of CL, was found to be -18.0 db for JB, -1.8.2 db 
for WN, and -I7.2 db for NS. The A-histograms indicate that JB had a 
"tighter" distribution of A's than either WN or NS, while NS displayed 
the largest range of A's. The average A's for JB, WN, and NS are, res-
pectively, 8.2 db, 8.3 db, and 8.8 db, reflecting the slight preponder-
ance of large spreads for NS. 
At least on a basis of average threshold and spread, the listeners 
are not too dissimilar, the small differences being in the detailed struc-
ture of their Ot and A distributions. This is displayed most accurately 
by the cumulative distribution functions of Figures k^) and ^0, which were 
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p l o t t e d for a l l v a l i d values of a and A,, r e spec t ive lyo In each of t he s e 
f i g u r e s , t he red curve i s for l i s t e n e r JB, t h e da rk -b lue curve i s for WW, 
and t h e b lack curve i s for NSo These func t ions , denoted by F and F , 
a r e seen t o be q u i t e s i m i l a r t o one another in. shape and l o c a t i o n , t he 
major d i f f e r ences being found a t small va lues of t h r e sho ld and a t l a rge 
values of th resho ld and spread» This i n d i c a t e s t h a t t h e gene ra l responses 
of t he t h r e e l i s t e n e r s t o t h e master s e t , wi thout t a k i n g in to account 
p a r t i c u l a r words, were q u i t e s i m i l a r . 
From t h e foregoing , one can conclude t h a t i f t h e r e a r e any major 
d i f f e r e n c e s between l i s t e n e r s , they must l i e in t h e v a r i a t i o n of response 
t o p a r t i c u l a r words, and not in t he gene ra l response t o t h e word-set <> I t 
would be p o s s i b l e , for example, for t h e l i s t e n e r s t o have i d e n t i c a l F ' s 
but t o have completely d i f f e r e n t o rder ings of t h i s parameter , i » e „ ; words 
which had low t h r e s h o l d s for one l i s t e n e r might have high t h r e s h o l d s for 
ano the r , and v i c e v e r s a . C l e a r l y , t h r e e p o s s i b l e l i s t e n e r - p a i r s must be 
considered in making any such comparisons, and only words which have 
va l i d parameters for a l l t h r e e l i s t e n e r s can be used. A rough compari-
son of t h e o rde r ing sequences a s s o c i a t e d wi th t h e a ' s and A's of t he 
l i s t e n e r s can be made by t ak ing the d i f f e r ences In r ank-o rde r and p l o t t i n g 
from t h e s e a histogram., I f t h e ranking by t h r e s h o l d , for example, pro-
duced the same sequence of words for l i s t e n e r s number 1. and 2 , then the 
two order-numbers a s s o c i a t e d wi th each word would be i d e n t i c a l , and a l l 
d i f f e r ences In t h e s e pa i red order-numbers would be z e r o . I f t h e d i f f e r -
ence i s denoted by QL^, then t h e histogram, of QL^ would c o n s i s t of a 
J 12 ' 12 
s i n g l e bar enc los ing t h e value " z e r o , " i n d i c a t i n g e x c e l l e n t c o r r e l a t i o n 
between the ranking of t h r e s h o l d s for l i s t e n e r number 1 and for l i s t e n e r 
number 2 . One could conclude, from such a h is togram, t h a t i f a word 
has a low th r e sho ld for l i s t e n e r 1, i t a l s o has a low th re sho ld for l i s -
t e n e r 2 , and converse ly for high th resho ld words. In f a c t , in t h i s case 
of complete i d e n t i t y in response , one could say t h a t t he word having t he 
f i f t h lowest t h r e sho ld for number 1 a l s o has the f i f t h lowest t h re sho ld 
for number 2 , and, in g e n e r a l , t he word of rank " i " for l i s t e n e r 1 a l so 
has rank " i " for l i s t e n e r 2 . Words having a low rank for l i s t e n e r 1 and 
a high rank for l i s t e n e r 2 (or v i ce ve r sa ) would e x h i b i t l a rge CC ' s , and 
t he se l a rge va lues would cause the his togram t o spread o u t . In the 
"worst" c a s e , where the o rder ing sequences were exac t l y r eve r sed , and i f 
d i f f e r ences a r e taken in a c o n s i s t e n t d i r e c t i o n ( thus y i e l d i n g both pos-
i t i v e and nega t ive values of a p ) , then t he his togram would be " f l a t " 
or uniform in h e i g h t , and centered a t z e r o . This would i n d i c a t e t h a t 
low-threshold words for one l i s t e n e r were h igh - th r e sho ld words for t h e 
o t h e r , and v ice v e r s a , whi le median-ranked words for one l i s t e n e r were 
a l s o median-ranked for t he o t h e r . The a c t u a l case i s somewhere between 
t h e s e two ext remes , as explained below. 
With l i s t e n e r s JB, WW, and NS being i d e n t i f i e d by t he numbers 1, 
2 , and 3> r e s p e c t i v e l y , the t h r e e rankings of words by t h r e sho ld were 
examined, word by word, to ob ta in t he d i f f e r ences a , a , and a , 
where 
a = (rank order for l i s t e n e r k ) - ( r ank order for l i s t e n e r j ) . (69) 
Jk 
A complete d e s c r i p t i o n i s obtained by cons ider ing only the j , k p a i r s 
1,2; 1,3; and 3,1; since a is simply the negative of a . and since 
J-̂  kj 
the a., and (X n are trivial. Histograms of these three differences are JJ kk 
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shown in Figure 5±, where t h e OC histogram, compares JB and WN, t h e 
a h is togram compares WN and NS, and the OC h is togram compares NS and JB„ 
From Figure 5 1 , i t can be seen t h a t a s t rong c e n t r a l tendency 
e x i s t s for OC and CC , i n d i c a t i n g t h a t most words a re c lose in rank-order 
23 3 1 
for WN and NS, and a l s o for NS and JB., This tendency i s l e s s marked for 
0! , i n d i c a t i n g t h a t t h e words d i f f e r more in order of i n t e l l i g i b i l i t y fo r 
JB and WN. The two l i s t e n e r s who respond most n e a r l y a l i k e a re WN and NS; 
for t h i s p a i r of l i s t e n e r s over 36 per cent of t he words d i f f e r in rank-
order by 2 or l e s s , compared t o the l a r g e s t p o s s i b l e d i f f e r ence ( in rank-
o rde r ) of 35 £°r "the 36 words used. For NS and JB, over 30 pe r cent of 
t he words d i f f e r by 2 or l e s s in r ank -o rde r , whi le for JB and WN l e s s than 
17 per cent of t he words d i f f e r by t h i s amount. One can conclude t h a t , 
for WN and NS, t h e " i n t e l l i g i b i l i t y " i s d i s t r i b u t e d over t h e var ious 
words in a very s i m i l a r manner, and t h a t t h i s i s t r u e , t o a l e s s e r e x t e n t , 
fo r NS and JB. At t h e same t i m e , t he i n t e l l i g i b i l i t y rank of a given 
word for JB does not imply a g r e a t dea l about t h e rank of t h a t word for 
WN. Note t h a t in t he se comparisons the a b s o l u t e va lues of t h r e sho ld 
have no b e a r i n g , t h e "c loseness" of two l i s t e n e r s ' responses t o a given 
word implying only t h a t t h e r e l a t i v e p o s i t i o n of t he word in i n t e l l i g i -
b i l i t y i s s i m i l a r . 
In a s i m i l a r manner, t h e histograms for A , A , and A , where 
12 c.3 pL 
A.n is defined in a manner analogous to a., . were plotted as shown in Jk & jk' 
Figure 52. In this case, the listeners most alike in terms of NMGF 
spread (or slope) were JB and WN, while the most dissimilar listeners were 
NS and JB. 
Finally, the appropriateness of the linear approximations to the 
154 
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NMGF's was i n v e s t i g a t e d for each of the t h r e e l i s t e n e r s . This was done 
by p l o t t i n g histograms for the magnitudes of t h e l i n e a r c o r r e l a t i o n coef-
f i c i e n t | r | a s s o c i a t e d wi th t h e s e t s of NMGF p o i n t s . The his togram for 
each l i s t e n e r i s shown in Figure 53> from which i t can be seen t h a t WN 
has t h e l a r g e s t percentage of high | r | v a l u e s . The percentage of | r | f s 
equal to o r g r e a t e r than 0.95 i s ^-2*5 j 60} and 57 P
e ^ c e n t , fo r JB, WN, 
and NS r e s p e c t i v e l y . To the ex ten t t h a t high values of | r | i n d i c a t e t h a t 
s t r a i g h t l i n e s a r e good approximations t o t he NMGF's, t he s e histograms 
show t h a t t h e l i n e a r approximations were somewhat b e t t e r r e p r e s e n t a t i o n s 
for WN and NS than fo r JB . This i s confirmed by the l i n e a r p r e d i c t i o n 
of the m a s t e r - s e t a r t i c u l a t i o n curve (see Figures 18, 19, and 2 0 ) , t h i s 
p r e d i c t i o n being c l o s e r t o t he a c t u a l curve in t he case of l i s t e n e r s WW 
and NS than in t h e case of l i s t e n e r JB. 
I t i s c l e a r t h a t t h e accuracy wi th which t h e NMGF's a r e approx i -
mated by s t r a i g h t l i n e segments, as roughly measured by | r | , a f f e c t s t he 
v a l i d i t y of bo th p r e d i c t i o n schemes. I t i s a l s o reasonable t o expect words 
having small va lues of spread A t o g ive b e t t e r r e s u l t s than l a rge -A 
words in t h e s t e p - p r e d i c t i o n scheme, s ince t h i s scheme assumes A = 0 . The 
Irl q u a n t i t y -^-J- , t h e n , can reasonably serve as a c r i t e r i o n of s u i t a b i l i t y 
for t he use of a given word in the s t e p - p r e d i c t i o n scheme, l a r g e va lues 
of t h i s q u a n t i t y i n d i c a t i n g more s u i t a b i l i t y than small ones . The va lues 
of t h i s q u a n t i t y were c a l c u l a t e d for a l l k-0 words and for each l i s t e n e r , 
wi th the r e s u l t t h a t t he average value of -U-̂ - was 0 .129, 0 . 1 2 1 , and 0 * l l 4 , 
fo r JB, WN, and NS, r e s p e c t i v e l y . One might thus expect t h e s t e p - p r e d i c -
t i o n scheme t o be more accu ra t e for JB and WN than for NS, a fac t which 
i s confirmed by comparing a c t u a l and s t e p - p r e d i c t i o n curves in Figures 
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Figure 53. Histograms for Magnitude of Correlation Coefficient 
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18, 19, and 2 0 . As can be seen from the cu rves , t he l i s t e n e r s rank in 




From t h e r e s u l t s of s u b j e c t i v e and non- sub jec t ive measurements on 
a s e t of noise-masked mono-syl labic words, i t has been shown t h a t such 
words may be cha rac t e r i zed by t h r e e b a s i c pa ramete r s . One of t h e s e , the 
word power, i s a phys i ca l a t t r i b u t e of t he speech waveform; whi le the 
remaining two, t h r e sho ld and spread , a r e a t t r i b u t e s of t he s u b j e c t i v e l y -
measured noise-masked gain func t ion . The ex i s t ence and m e a s u r a b i l i t y of 
t he se parameters has been demonstra ted, and t h e i r usefulness has been 
i l l u s t r a t e d for a p a r t i c u l a r s e t of t e s t c o n d i t i o n s . Cer ta in conc lus ions , 
v a l i d fo r t he given t e s t cond i t ions but i n t u i t i v e l y a p p l i c a b l e for l a r g e r 
numbers of l i s t e n e r s or t e s t words, can be drawn from t h e r e s u l t s , as 
fo l lows: 
1 . The r e s u l t s of convent ional a r t i c u l a t i o n t e s t s can be p r e -
sented in a novel way, i . e . , the se t of t h r e s h o l d s and gain funct ion 
s p r e a d s , which, t o g e t h e r wi th va lues of no i s e power and i n d i v i d u a l word 
power, con ta ins e s s e n t i a l l y a l l of t h e information in t he s tandard a r t i -
c u l a t i o n cu rve . I t follows t h a t t he se parameters p lay a b a s i c r o l e in 
de termining the i n t e l l i g i b i l i t y of a se t of noise-masked t e s t words . 
2 . For a given s e t of words and masking n o i s e , t he shape and 
l o c a t i o n of t he a r t i c u l a t i o n curve depend on, and can be p red ic t ed from, 
the b a s i c word pa rame te r s . The major determinant of t h e a r t i c u l a t i o n 
curve i s , for a given n o i s e , t he s e t of r a t i o s of t h re sho ld t o normalized 
word power. 
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3 . When l i s t e n e r s a r e t r a i n e d on a master s e t of words, and 
when the s u b j e c t i v e word parameters a r e determined from t e s t s on t h a t 
s e t , then a r t i c u l a t i o n curves for var ious subse t s can be p red ic t ed wi th 
good accuracy from t h e s e pa rame te r s , for t h e case where l i s t e n e r s r ece ive 
no t r a i n i n g on the s u b s e t . The e r r o r in such p r e d i c t i o n s i s d i r e c t l y 
r e l a t e d t o any inadver t en t t r a i n i n g (subset memorization) of the l i s -
t e n e r s , and can be kept small by t a k i n g reasonable p recau t ions dur ing 
subset t e s t s . 
k. To the extent t h a t subset p r e d i c t i o n s a r e good e s t ima tes of 
t he a c t u a l cu rves , one i s ab l e t o o b t a i n , by the methods de sc r i bed , 
subset curves t h a t a r e d i r e c t l y comparable. For a l a rge number of sub-
s e t s , such comparable curves can be obtained by t h e word parameter method 
more e a s i l y , from the s tandpoin t of t ime and s t a b i l i t y of t e s t c o n d i t i o n s , 
than by convent iona l t e s t i n g t e c h n i q u e s , 
5» The a r t i c u l a t i o n curve can be shaped by choosing words on a 
b a s i s of t h re sho ld and spread . 
6 . The word parameter approach provides a l o g i c a l and c o n s i s t e n t 
b a s i s for examining t h e v a r i a t i o n of i n t e l l i g i b i l i t y between i n d i v i d u a l 
words, between s u b s e t s , and between l i s t e n e r s * 
7 . Cer ta in a spec t s of word-set i n t e l l i g i b i l i t y revealed by t h i s 
s tudy mer i t f u r t h e r i n v e s t i g a t i o n . One such aspec t i s t h e p o s s i b i l i t y 
of c o n s t r u c t i n g a gene ra l method for syn thes i z ing a r t i c u l a t i o n curves 
having a spec i f i ed shape; ano the r i s the p o s s i b i l i t y of q u a n t i t a t i v e l y 
p r e d i c t i n g t h e changes in a r t i c u l a t i o n curves which r e s u l t from subset 
t r a i n i n g , 
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A P P E N D I C E S 
APPENDIX A 
PREPARATION OF TAPES 
A l l r e c o r d i n g s , b o t h o r i g i n a l and t r a n s c r i p t i o n s , we re made w i t h 
Ampex 35V-2 r e c o r d e r s a t 7*5 i n c h e s p e r s e c o n d . Of t h e two r e c o r d e r 
c h a n n e l s , one was a lways used f o r s p e e c h , t h e o t h e r f o r n o i s e ; t h e s e two 
s i g n a l s were r e c o r d e d o n , o r p l a y e d b a c k from, two a d j a c e n t t r a c k s on 
t h e q u a r t e r - i n c h m a g n e t i c t a p e . A " l o w - p r i n t " t a p e ( S c o t c h I 3 8 ) h a v i n g 
1«5 m i l p o l y e s t e r b a c k i n g was used t o r e d u c e " p r i n t - t h r o u g h " and i n s u r e 
d i m e n s i o n a l s t a b i l i t y . S h i e l d e d t w o - w i r e 600 ohm u n b a l a n c e d l i n e s were 
used in making a l l r e c o r d i n g s and t r a n s c r i p t i o n s e x c e p t t h e o r i g i n a l 
s p e e c h r e c o r d i n g s ; f o r t h e s e , t h e i n p u t was t h r o u g h a s h i e l d e d u n b a l a n c e d 
200 ohm l i n e . The 600-ohm impedance l e v e l was m a i n t a i n e d b y u s i n g p r e -
c i s i o n r e s i s t o r s a s e x t e r n a l l o a d s , and by b r i d g i n g t h e s e l i n e s o n l y w i t h 
h i g h - i m p e d a n c e d e v i c e s such a s vacuum- tube v o l t m e t e r s and c r y s t a l head -
p h o n e s . R e c o r d e r s w e r e a l i g n e d , a d j u s t e d , and c a l i b r a t e d t o f a c t o r y 
s p e c i f i c a t i o n s b e f o r e u s e , and were p e r i o d i c a l l y m a i n t a i n e d and c a l i b r a -
t e d d u r i n g t h e r e s e a r c h . Record a n d / o r r e p r o d u c e l e v e l s were s e t t o 
s t a n d a r d v a l u e s each t i m e a r e c o r d e r was u s e d , such t h a t t h e r e c o r d - r e p r o 
duce s e q u e n c e r e s u l t e d i n a p l a y e d - b a c k r e p l i c a of t h e o r i g i n a l r e c o r d e d 
s i g n a l , i . e , t h e r e c o r d e r o p e r a t e d a s a o n e - t o - o n e t r a n s d u c e r w i t h a n y 
d e s i r e d t i m e l a g be tween I n p u t and o u t p u t . The o u t p u t c a l i b r a t i o n was 
s u c h t h a t a s t a n d a r d 1000 c y c l e t o n e r e c o r d e d on a t a p e p l a y e d b a c k a t 
+ k dbm; t h i s c o r r e s p o n d e d t o 0 VU on t h e o u t p u t m e t e r , a l e v e l n o t ex -
ceeded b y more t h a n 1,5 VU f o r any word p e a k . 
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Cer ta in p recau t ions were taken to minimize v a r i a t i o n s and d i s -
t o r t i o n s in t h e recorded s i g n a l s and to a s s u r e a high degree of r e p e a t a -
b i l i t y on playback, as fo l lows: 
1. A l l record ing equipment was operated in a i r - c o n d i t i o n e d rooms 
and a minimum of one hour warm-up time was requi red before u s e . 
2 . The e r a s e , r ecord , and playback heads were cleaned r e g u l a r l y 
wi th s o l v e n t , in order t o prevent accumulation of fore ign m a t t e r , such as 
t ape oxide coa t ing p a r t i c l e s , in t h e a i r gaps . Al l p a r t s of t he t ape pa th , 
inc luding g u i d e s , r o l l e r s , and caps t an , were kept sc rupu lous ly c l e a n . 
3 . The r eco rde r head assembly was demagnetized p e r i o d i c a l l y . 
k. F i n a l measurements or t r a n s c r i p t i o n s were not made from any 
t apes u n t i l they had been "worn in" by repeated p l a y i n g . 
5» A l l t apes were c a r e f u l l y bu lk -e rased before i n i t i a l u s e . Vir-
gin t ape was used for a l l masters and c o p i e s . 
6 . A l l t ape re-winding was done a t low speed (7»5 ip s ) to prevent 
" p r i n t t h rough . " 
7 . A l l recorded t apes were p ro t ec t ed from s t r a y magnetic f i e l d s 
by s to rage in demagnetized s t e e l c o n t a i n e r s . 
8 . A l l s i g n a l s were monitored a u r a l l y and v i s u a l l y dur ing record-
ing , so as t o ca tch any "drop-outs" due to non-uniform oxide coa t ing or 
t o t he momentary lodging of an oxide p a r t i c l e in t h e head gap . 
9. Extraneous " c l i c k s " and o the r no i s e t r a n s i e n t s , recorded on 
the tape due to s topping and r e - s t a r t i n g the r eco rde r dur ing a run , were 
avoided . 
10. Tubes, c a p a c i t o r s , and r e s i s t o r s in t he r eco rde r a m p l i f i e r s 
were replaced as they became n o i s y . 
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With t h e above p r e c a u t i o n s , a high degree of r e p e a t a b i l i t y was 
obtained on playback, even wi th second-genera t ion c o p i e s . I t i s e s t i -
mated t h a t recorded s i g n a l ampli tudes were r ep roduc ib le w i th in ± 0.75 
db, and t h a t , w i th in t he se l i m i t s , mu l t i p l e copies of a master t ape could 
be made which were e s s e n t i a l l y i d e n t i c a l . 
A 29-min.ute no i s e t a p e , used l a t e r to provide a r ep roduc ib le no i se 
for r e c o i l i n g on one t r a c k of t he master t a p e s , was recorded using the 
gauss ian whi te no i s e output of a General Radio I39O-A n o i s e g e n e r a t o r . 
The output of t he no i se gene ra to r was passed through a low-pass f i l t e r 
(UTC LML 8000) having an e igh t kc cu tof f frequency before be ing appl ied 
t o t he recorder i n p u t . A mi l l i second r e l a y was used in conjunct ion wi th 
t h e t i m e r and energy meter t o sample and measure word- length s e c t i o n s of 
t h e no i s e waveform, wi th t h e sample time being determined by manually 
opera t ing a sw i t ch . The t imer measured the sample du ra t ion and operated 
t h e r e l a y , whi le t he energy meter measured t h e energy of t h e sample. In 
t h i s way the power (energy divided by d u r a t i o n ) of word l eng th no i se 
samples could be monitored a t t h r e e p o i n t s : the r e co rde r input ( f i l t e r 
o u t p u t ) , the "record output" (an ampli f ied ve r s ion of r eco rde r input 
a f t e r pass ing through the record l e v e l c o n t r o l and most of the record 
e l e c t r o n i c s ) , and the "playback output" (an ampl i f ied ve r s ion of t h e 
s i g n a l played back from the t a p e ) . In a d d i t i o n , a B a l l a n t i n e Model ^20 
" t r u e rms" vo l tme te r was a v a i l a b l e for measuring the rms no i se a t t he s e 
p o i n t s . During a t r i a l run t o determine the no i se g e n e r a t o r s e t t i n g for 
t h e d e s i r e d n o i s e power p , i t was noted t h a t p had both a s h o r t - t i m e 
n' n 
variation about some mean value as well as a long time drift over a 30-
minute period. These drifts were stabilized by a four-hour warmup of 
equipment. The no i se gene ra to r output was then s e t t o g ive approximately 
t he same n o i s e power as possessed , on t he ave rage , by the t e s t words, 
and the record ing was s t a r t e d . Measurements of p and rms n o i s e vo l t age 
were made con t inuous ly a t t he r eco rde r input and playback ou t pu t , a t 
average r a t e s of t h r e e per minute for p and once every t h r e e minutes 
for rms v o l t a g e . By recording under cont inuous ly monitored c o n d i t i o n s , 
subsequent power checks and p o s s i b l e r e - r eco rd ing of the t ape were el im-
i n a t e d . From the recorded v a l u e s , and from subsequent monitor ing of the 
t ape wi th headphones and VU meter , i t was p o s s i b l e to s e l e c t an 11-minute 
s e c t i o n of the t ape which was f ree of d rop-ou ts and whose long-t ime 
average p d r i f t e d by only one per c e n t . This s e c t i o n of the n o i s e t ape 
was used t o t r a n s c r i b e no i se to a l l master t a p e s . 
The master t a p e s , on which word and no i se power measurements were 
made and from which a l l l i s t e n e r t apes were copied , were made in t h r e e 
s t e p s : 
1 . Recording of words on speech t r a c k . 
2 . T r a n s c r i p t i o n of no i se (from the n o i s e t ape ) onto t he n o i s e 
t r a c k . 
3« Recording of a u d i t o r y cues for the l i s t e n e r s . 
I n i t i a l l y , a l l 1000 of the Harvard PB words were recorded , a l though 
subsequent ly only kO of t he se were s e l ec t ed for t e s t i n g . Each of t h e 
twenty 50-word l i s t s was recorded on a s epa ra t e master t a p e . Four 
t r a i n e d speakers ( rad io announcers) w e r e aud i t i oned before making a 
f i n a l s e l e c t i o n of speaker . After i n s t r u c t i o n , f a m i l i a r i z a t i o n wi th the 
words, and some p r a c t i c e , each speaker recorded the words of PB 1. After 
moni tor ing t h e s e r e c o r d i n g s , t h e speaker having t he b e s t combination of 
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voice q u a l i t y , p ronunc ia t ion , and a b i l i t y to s u s t a i n a cons tan t vocal 
e f f o r t , was s e l e c t e d . This speaker then spent s e v e r a l hours f a m i l i a r -
i s ing himself wi th a l l t he PB words and, a f t e r "being i n s t r u c t e d t o use 
cons tan t vocal e f f o r t , in p r a c t i c i n g word p r o n u n c i a t i o n . The speaker was 
i n s t r u c t e d t o use f a i r l y c r i s p p ronunc ia t ion wi thout any marked r i s e or 
f a l l in p i t c h . He was a l s o warned a g a i n s t c l ipped (unna tu r a l l y shor tened) 
words and a g a i n s t a l lowing h i s e f f o r t a t d i s t i n c t l y pronouncing each sound 
wi th in a word to lengthen the word u n n a t u r a l l y . 
The l i s t s were recorded in a broadcas t s tud io wi th the speaker 
reading the words from a p r i n t e d l i s t a t 10-second i n t e r v a l s , t he t iming 
being determined by v i s u a l cue from t h e equipment o p e r a t o r . The micro-
phone, a low-impedance dynamic type (Shure model 5 l ) , was pos i t ioned 
about e igh t inches in front of, and about two inches below, t h e speak-
e r ' s mouth. Great care was taken t o minimize t h e record ing of ex t r ane -
ous no i se s on the t a p e , p a r t i c u l a r l y dur ing the 9«5-second i n t e r v a l 
between words ( t h i s l a t e r permi t ted t h e use of an extremely small v o l t -
age t h r e s h o l d s e t t i n g In the t i m e r ) . A l l doors t o t he sound-proofed s t u -
dio were kept c lo sed , and a l a rge s c r een , made of sound-absorbent mater-
i a l , was used t o p a r t i a l l y enclose the record ing equipment and ope ra to r 
and t o s e p a r a t e them from t h e speaker , thus p reven t ing t ape t r a n s p o r t 
rumble and motor no i s e from reaching the microphone. This h igh ly anechoic 
environment reduced r e v e r b e r a t i o n and microphonic e f f e c t s t o a minimum. 
Hum pickup was minimized by proper p o l a r i z a t i o n of ac l i n e cord connec-
t o r s . A l l but one of t h e f luo rescen t l i g h t f i x t u r e s was turned off t o 
minimize p ick-up of a " c rack l ing" no i s e t r a ced to t h i s sou rce . Air 
no i se was reduced by t u r n i n g off t he a i r cond i t i on ing equipment, and the 
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microphone was positioned so that its directional pattern discriminated 
against equipment noise. 
Immediately after each word, the "head gate" o'f the recorder was 
opened by the operator and then reclosed just prior to the following 
word, thus temporarily destroying the tape-to-head contact and prevent-
ing any signal from being recorded in the inter-word interval. This 
prevented noises made by the speaker, such as from breathing or swallow-
ing, from being recorded. Recordings were made in the evening or at 
night, when few people were in the building, thus minimizing noises from 
outside the studio. When, in spite of these precautions, aural monitoring 
of a tape revealed extraneous noises, the tape was discarded and a new 
one made. A vocal introduction followed by calibration tones was re-
corded at the start of each master tape. The speaker was required to 
adjust his vocal effort to give a standard VU meter deflection on several 
fixed test words before reading a word list, and was required to record 
as "practice words" the first five words of PB 1 near the start of each 
tape. The tapes were later monitored for correctness of word spacing, 
conformity with the list, voice quality, and pronunciation. Tapes lack-
ing in any respect were discarded, and new ones made. 
Next, a selected portion of the noise tape was transcribed to the 
noise track of each master tape. The noise crosstalk into the speech 
channel was observed and found to be below the ambient room noise recorded 
during words on the speech track. After monitoring the noise track of 
each master, those masters having no "drop-outs" near or during a word 
were selected for later transcription onto listener tapes. Finally, 
audible "cues" were recorded in the form of a short (0.5 second) burst 
of two kc tone p r i o r t o each word and a t a l e v e l of -7 dbm. The nominal 
cue-to-word spacing was t h r e e seconds; most cues were wi th in 0.5 second 
of t h i s p o s i t i o n and no cue p o s i t i o n was in e r r o r by more than one sec-
ond. Cues were placed on t h e n o i s e t r a c k , r a t h e r than on t h e speech 
t r a c k , for two r e a s o n s : cues on t h e speech t r a c k would have i n t e r f e r e d 
wi th l a t e r power measurements, and cues on t h i s t r a c k a l so would have 
become inaud ib le as the speech was a t t e n u a t e d dur ing l i s t e n i n g tes tes . 
The cues were recorded by manually swi tching the record head in such a 
way t h a t t h e no i se was e f f e c t i v e l y suppressed during each cue, thus pro-
v id ing a cons t an t - ampl i t ude , n o i s e - f r e e cue to a l e r t t h e l i s t e n e r s for 
t he following word. The f i n a l r e s u l t of t hese procedures was a se t of 20 
master t a p e s , each having the record ing sequence shown in Figure 1A. 
Since it was planned to present to the listeners many different 
orderings of a given word set, it was not feasible to use the master 
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Figure 1A. Typica l Master Tape. 
mas te r s , a l a r g e number of copies was t r a n s c r i b e d from the m a s t e r s . The 
uniformity of t he se copies was assessed by monitor ing the no i se t r a c k of 
kQ such copies wi th a VU meter . The r e s u l t s , on copies from four mas t e r s , 
revealed only ±0.5 db v a r i a t i o n in average no i se l e v e l from copy t o copy 
(from the same m a s t e r ) , and only ± 0 . 1 db between t he "copy average" 
(average n o i s e l e v e l over a l l copies of a given master) for d i f f e r e n t 
mas t e r s . The extreme values of average no i se l e v e l over a l l copies were 
only 1 db a p a r t . The major cause of such v a r i a t i o n s was non-uniformi ty 
of the t ape oxide c o a t i n g , a l though e r r o r s in s e t t i n g playback gain a l so 
played a p a r t . Not only were t h e r e coa t ing v a r i a t i o n s from tape t o 
t a p e , but a l s o long- t ime v a r i a t i o n s from end t o end of a given t a p e . 
The l a r g e s t observed r e s u l t of the l a t t e r v a r i a t i o n was 1.75 db end- to -
end, wi th only 10 per cent of t he t apes e x h i b i t i n g end-to-end v a r i a t i o n s 
of more than 1 db . The r e s u l t s of t h e s e measurements were used as a par-
t i a l b a s i s for choosing the be s t t a p e s , wi th the r e s u l t t h a t maximum 
e r r o r in no i se l e v e l s dur ing l i s t e n i n g t e s t s was es t imated t o be +O.75 
db, wi th most e r r o r s being l e s s than ±0.5 db . 
A l l copies were monitored wi th phones and VU meter t o screen out 
any tapes con ta in ing " d r o p - o u t s . " On t he b a s i s of t h i s t e s t , t o g e t h e r 
wi th the n o i s e - u n i f o r m i t y t e s t s j u s t d e s c r i b e d , t he 8 b e s t copies of PB 3 
and PB 20 were s e l e c t e d , out of t he 38 a v a i l a b l e , for use in t h e l i s t e n -
ing t e s t s . The f i n a l s t ep in prepar ing t h e l i s t e n e r t apes was t o cut t he 
s e l ec t ed copies in to s t r i p s , wi th one word on each s t r i p , and to assemble 
e igh t 40-word t apes by s p l i c i n g t h e s t r i p s t o g e t h e r in random o r d e r s , 
Each such t ape contained 39 words from PB 3 ( a l l from the same copy) , and 
1 word from PB 20 , i . e . , each l i s t e n e r t ape contained t he master word 
se t l i s t e d in Table 1 . Mul t ip le t r a n s c r i p t i o n s of the f ive " p r a c t i c e 
words" were made from one of t he mas t e r s , and one of t h e s e sp l i ced onto 
the s t a r t of each l i s t e n e r t a p e . Each s t r i p forming p a r t of a t ape was 
i d e n t i f i e d as t o word, copy number, and d i r e c t i o n of p lay by v i s i b l e 
colored markings, whi le each complete tape was i d e n t i f i e d by markings 
on i t s l eader and t r a i l e r , as w e l l as on the s to rage can. No c a l i b r a -
t i o n tones were placed on t he l i s t e n e r t a p e s . I n s t e a d , s e v e r a l 10-sec-
ond recordings of a c a l i b r a t i o n tone were made and formed in to loops , 
using t he same r e c o r d e r , t ape t y p e , and l e v e l s e t t i n g s as were used in 
making t h e c o p i e s . Three of t he se "tone loops" having e s s e n t i a l l y i d e n t i -
ca l tone l e v e l s were l a t e r used t o c a l i b r a t e the p lay-back machine for 
the l i s t e n e r t e s t s , t he playback machine having been modified so as to 
p lay e i t h e r a t ape loop or r e e l of t a p e , as d e s i r e d . This approach, 
wherein s tandard ized tone loops could be used for t r a n s f e r c a l i b r a t i o n 
between record and playback machines, was considered more d e s i r a b l e than 
p lac ing tones on each t a p e , p a r t i c u l a r l y s ince the playback recorder needed 
c a l i b r a t i n g only about once every hour. 
The 20-word subset t a p e s , used a f t e r t he m a s t e r - s e t t e s t s had 
been completed, were made by c u t t i n g t h e ^0-word t apes in to s t r i p s aga in , 
and reassembling t h e s e t o form the A and B subset t a p e s , using t h e same 
procedures ou t l i ned above. L a t e r , t he A and B tapes were r e - c u t i^ito 
s t r i p s , and reassembled t o form G and H subset t apes* The subset t apes 
d i f f e r ed from mas t e r - s e t t apes in t h a t only two p r a c t i c e words were used 
to precede the t e s t words, and in the l eng th of the s t r i p s ( i . e . , t ime 
i n t e r v a l between words ) . Due t o the c u t - a n d - s p l i c e p r o c e s s , which was 
a l so used in t he continuous re - randomiza t ion program c a r r i e d on dur ing 
•Lf-L 
the tests, a continuous reduction in strip-length occurred as a result 
of removing approximately 1.5 inches of tape during each splicing oper-
ation. Since this seemed to have no effect on listening (the original 
10-second word spacing was greater than required by the listeners), all 
strips were shortened to 60 inches (8-second word spacing) before assem-
bling the subset tapes. 
The s p l i c e s in t h e l i s t e n e r t apes caused an aud ib le " c l i c k " and 
momentary i n t e r r u p t i o n of t he no i se on playback, b u t , s ince t h e s e minor 
d i s c o n t i n u i t i e s occurred a t r e g u l a r i n t e r v a l s and we l l away from the 
cues or words, they caused no d i f f i c u l t y . The problem of s t o r i n g tape 
s t r i p s p r i o r t o assembly was solved by a p o r t a b l e wood s to rage rack , 
assembled wi th non-magnetic screws and provided wi th l a b e l l e d wooden 
pegs on which the s t r i p s were hung. This s to rage rack was kept we l l 
away from s t rong magnetic f i e l d s . 
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APPENDIX B 
ARTICULATION TESTING PROCEDURES 
The general nature of the articulation tests and test material 
has already "been described, as have the various tapes used during the 
tests. The two variable test parameters of principal interest were the 
signal noise ratio and the composition of word sets; these were varied 
in a controlled manner to yield raw data in the form of stimulus-res-
ponse pairs for each listener. This raw data was classified, tabulated, 
and reduced to yield desired quantities such as articulation scores or 
NMGF points. 
As is well known such tests are affected by a large number of 
environmental, psychological, and procedural factors, only some of which 
are under control of the operator administering the tests. Some of these 
factors, along with measures taken to control them, are discussed below. 
The listening team was composed of three male college students 
(JB, WN, and NS), all of whom had previous experience (ranging from 3 "to 
21 months) as members of articulation test teams. When the listeners 
were tested for hearing loss, using standard tone-audiometry techniques, 
the resulting audiograms showed normal hearing with no deficiencies. 
Intelligence of the listeners, based on grades in college courses, was 
judged to be above average, and neither personal interviews nor consul-
tations with previous employers revealed any obvious mental or physical 
impediments to performance as members of a listening team. 
The number of listeners is smaller than usual in articulation 
t e s t i n g . Aside from p r a c t i c a l cons ide ra t i ons such as a v a i l a b i l i t y of 
l i s t e n e r s , one f a c t o r of importance was the requirement of s a t i s f a c t o r y 
s t a t i s t i c a l r e l i a b i l i t y of team s c o r e s , such r e l i a b i l i t y being d i r e c t l y 
r e l a t e d t o the number of l i s t e n e r s . Since team scores were only one of 
s e v e r a l r e s u l t s t o be obtained from the t e s t s , and s ince number of repe-
t i t i o n s and number of l i s t e n e r s a r e in te rchangeab le as fa r as r e l i a b i l i t y 
of mean scores i s concerned (25 , p . ^7), t h e t h r e e - l i s t e n e r team was con-
s idered adequate in view of t h e number of r e p e t i t i o n s planned. That t he 
r e s u l t i n g confidence in scores was s a t i s f a c t o r y has a l r eady been i l l u s -
t r a t e d in Chapter V. Another reason for not using a l a rge number of 
l i s t e n e r s was t h e n a t u r e of t he ob j ec t i ve in making the t e s t s . This 
ob jec t ive was not t o ob ta in r e s u l t s which would be " t y p i c a l " for an 
"average" l i s t e n e r , but simply t o e s t a b l i s h the u t i l i t y of t he word 
th re sho ld concept and t o r e l a t e t h i s t o a r t i c u l a t i o n s c o r e s . For t h i s 
purpose , only one l i s t e n e r would have been s u f f i c i e n t , but t he l a r g e r 
number of r e p e t i t i o n s r e q u i r e d , and the p o s s i b i l i t y of l o s ing a l i s t e n e r 
before t he t e s t s were complete , argued aga in s t a s i n g l e l i s t e n e r . In 
a d d i t i o n , t he use of more than one l i s t e n e r permi t ted a comparison of 
l i s t e n e r responses to var ious words. 
The primary o b j e c t i v e of a " s tandard ized" r e sponse , r a t h e r than a 
" t y p i c a l " one, permi t ted a c e r t a i n amount of f l e x i b i l i t y in t he type of 
response requi red of a l i s t e n e r . In p a r t i c u l a r , t he commonly-used forced-
choice response was not r e q u i r e d , a l though , as d i scussed in Chapter IV, 
one of t h e l i s t e n e r s seemed t o have made an almost pe r f ec t fo rced-choice 
response dur ing t he t e s t s . The i n s t r u c t i o n s to t he l i s t e n e r s a r e r ep ro -
duced in pa r t below; as can be seen , t hey permit t h r e e types of r e sponse . 
Listening Tests 
1. No talking during runs. 
2. Do not discuss tests with other listeners. 
3. Do not change volume control without permission. 
k. Report any equipment trouble. 
5. Report any unusual sounds, tape defects, clues, or fatigue. 
6. Use practice words to accustom yourself to the speech level. 
Noise level will remain constant. Cues are about 3 seconds before words. 
Responses to Tests 
1. Initially, you will work with a set of kO words, which should 
be memorized. You will not always know how many words to expect on a run. 
2. At low SN ratios (low speech levels) you may not detect the 
presence of a word. Record a "dash" (-). 
3. If you detect the presence of a word, but are unable to iden-
tify any specific sound, record a "plus" (+). 
k, If you identify at least one sound, form the best possible 
estimate of the word and write it down before the next word is sent. If 
you are so uncertain that you have not decided by the time of the next cue, 
fill in a "plus" (+). 
5. Do not go back and fill in spaces, make erasures, or mark 
through words, once the word is past. 
Consistency 
Consistency is the most important goal. Try to choose a level of 
listening effort which you will be able to maintain for two hours of tests. 
Overly intense concentration and strain will accelerate fatigue and cause 
175 
inconsistent responses. A certain amount of learning and improvement 
is expected, and is not inconsistent with constant listening effort. 
Subjective Factors 
Responses are greatly affected "by variations in your mental and 
physical state. Report any unusual conditions such as colds, sickness, 
lack of sleep, and physical discomfort. Every effort will be made to 
develop a standard routine for tests and to avoid delays or variations 
of procedure. 
Because of the above instructions concerning listener's responses, 
the articulation curves obtained are probably somewhat atypical, espec-
ially for low values of SN, but this is unimportant in view of the objec-
tives of the tests. Listeners were not told any of the scores or test 
results, or what SN ratio was being used. The only identification of a 
run available to the listeners was a run number which they entered on 
the score sheet. The "volume control" referred to in the instructions 
was an individual level control (attenuator) placed at each listening 
station. The listeners were initially allowed to experiment with the 
adjustment of this attenuator until a comfortable listening level was 
obtained; the level was then fixed and no changes were allowed. 
In order to maintain a fairly constant average sound level at 
the headphones, the noise level was held constant and the speech level 
was varied to obtain different signal/noise ratios. Since the noise was 
continuous, and since a word typically occupied only 0.5 second out of the 
10-second word spacing, the speech level contributed very little to the 
average total (speech plus noise) sound level over the 10-second interval. 
The purpose in holding the average sound level approximately constant was 
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t o avoid s h i f t s in masked hear ing t h r e sho ld in t h e l i s t e n e r s . I t has 
been shown (k-O) t h a t e s s e n t i a l l y t h e same r e s u l t s a r e obtained by t h e 
above procedures as a r e obtained when t h e t o t a l (speech p lus n o i s e ) 
l e v e l i s held c o n s t a n t . 
Some l i s t e n e r f a t i g u e could not be avoided, of cou r se , but s tud-
ies have shown (3) t h a t f a t i g u e has l i t t l e e f f ec t for as much as s i x hours 
per day of l i s t e n i n g , when a p p r o p r i a t e r e s t per iods a re provided . Fur-
thermore , any r e s i d u a l f a t i g u e e f f ec t s were made c o n s i s t e n t , from one 
day t o the n e x t , by t e s t i n g a t t he same SN, in t h e same sequence, and a t 
t he same time wi th in t h e t e s t p e r i o d , for each day of t e s t i n g . In run-
ning a 40-word a r t i c u l a t i o n curve , for example, t h e f i r s t point (lowest 
SN) was always obtained a t t he s t a r t of t h e t e s t pe r i od , success ive po in t s 
a t h igher r a t i o s were obta ined a t r e g u l a r i n t e r v a l s dur ing t h e pe r iod , 
and the f i n a l poin t (h ighes t SN) was always obtained a t t he end of the 
p e r i o d . Thus po in t s for t h e same SN, but run on d i f f e r e n t days , should 
be a f fec ted in an i d e n t i c a l manner by f a t i g u e . The l eng th of t he t e s t 
period was s tandard ized a t two hours per day, wi th a one minute break 
between e igh t minute runs and a f i f t e e n minute break midway through t h e 
t e s t p e r i o d . Tes ts were run f ive or s i x days a week, over a per iod of 
about 12 weeks. 
In a d d i t i o n t o t r a i n i n g , cons i s t ency of t e s t procedures and condi-
t i o n s con t r ibu ted t o s t a n d a r d i z i n g the l i s t e n e r s ' performance, Tests 
were run in t he a f t e r n o o n s , wi th l i s t e n e r s seated s i d e - b y - s i d e a t i n d i -
v i d u a l l i s t e n i n g s t a t i o n s separa ted by movable b a f f l e s . Severa l t e c h -
niques were used t o minimize extraneous n o i s e s . The t e s t i n g room i t s e l f 
was sound-deadened by a c o u s t i c a l t r ea tment of the wa l l s and c e i l i n g , and 
oversize foam rubber cushions were used on the headphones. A warning 
light over the door to the room prevented interruptions during tests. 
During most runs, the loudest noise audible in the testing room was that 
made by the recorder tape transport. 
Each run was started by having the listeners fill in the heading 
of a standard score sheet, shown in Figure IB. Minor modifications were 
made in the score sheet after training was completed, consisting princi-
pally of removing the numbers from the spaces provided for responses. 
Each run proceeded according to a standard sequence, as illustrated by 























































Test log entries were made by the test monitor. The first four items 
in each test log entry were also recorded by the listeners on their 
score sheets, along with the listeners initials and his headphone level. 
Score sheets were taken up as soon as completed. Grading of score sheets 
GEORGIA INSTITUTE OF TECHNOLOGY 
SCHOOL OF ELECTRICAL ENGINEERING 
Articulation Test Sheet 
| Run Number Monitor Score 1 
| Date Listener Scorer 
| Time Level Tape Number | 
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Figure IB. Listener Score Sheet. 
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was u s u a l l y done by the monitor dur ing the t e s t per iod and was l a t e r 
re-checked a f t e r a l l t e s t s had been completed. In a d d i t i o n to t h e above, 
t he monitor a l s o i n s t r u c t e d the team, operated t h e equipment, announced 
r e s t p e r i o d s , and c o l l e c t e d and f i l e d the score s h e e t s . The monitor was 
r e spons ib l e for c a l i b r a t i n g the equipment, c lean ing t h e recorder tape 
path and heads , and rewinding the t a p e s . 
The t ape r eco rde r playback l e v e l s were se t t o s tandard values a t 
the s t a r t of each t e s t per iod and again midway through the t e s t pe r i od , 
using the c a l i b r a t i o n tone loops descr ibed in Appendix A. Af te r check-
ing t h e speech and no i se channels s e p a r a t e l y , t h e t o t a l (mixed) s i g n a l 
l e v e l was checked a t t he output of the mixer . F i n a l l y , the l e v e l a t the 
eight-ohm l i n e t o t he headphones was s e t a t a s tandard l e v e l by means of 
the audio a m p l i f i e r ga in c o n t r o l . 
The monitor was ab le t o a u r a l l y and v i s u a l l y monitor t he s i g n a l s 
dur ing a run by means of headphones, vacuum-tube v o l t m e t e r s , and VU 
me te r s . Af ter an i n i t i a l f a m i l i a r i z a t i o n pe r iod , each of the two moni-
t o r s a v a i l a b l e was a b l e t o ca r ry out t e s t s a t a r a t e of approximate ly 
260 word t r ansmis s ions per hour, inc luding b r e a k s , t ape changing, and 
c a l i b r a t i o n . 
I t has been long known ( l ) and i s widely recognized (2k, 26) t h a t 
t h e amount of exper ience and p r a c t i c e possessed by a l i s t e n e r has a s i g -
n i f i c a n t e f f ec t on s c o r e s . This i s known as " l e a r n i n g e f f ec t " or "prac-
t i c e e f f e c t " and i s a t t r i b u t e d to the i nc r ea s ing f a m i l i a r i t y of the 
l i s t e n e r wi th the t e s t items as we l l as h i s i nc reas ing a b i l i t y , in the 
noise-masked c a s e , t o "hear through the n o i s e . " Another f a c t o r which 
r e s u l t s in h igher - than-expec ted scores i s memorization, i . e . , t he memori-
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zing of the order-sequence in which test items are sent. This effect, 
which is observed only where the same sequence of items is transmitted 
many times (as occurs when using taped word lists), leads to situations 
where a sequence of several words is known immediately upon recognizing 
a key word-pair. The effects of learning are usually minimized by fol-
lowing a listener training program, while memorization is minimized by 
repeating a given word sequence as few times as possible. A third, and 
usually less important, effect is the listener's association of a word 
with some acoustic "clue" such as a sharp break in noise level near the 
word or perhaps an unusually long or short burst of tone used for cueing. 
In such cases the listener responds with the correct word because he 
recognizes the clue and not because he recognizes the word. 
In spite of precautions, some memorization apparently took place 
during the subset tests, as discussed in Chapter IV. Auditory clues were 
minimized by using great care in producing the listener tapes (see Appen-
dix A), so as to introduce as few anomalies into the tapes as possible. 
As far as could be determined by monitoring the tapes and questioning the 
listeners, all tapes were essentially identical, except for word order, 
and free of auditory clues. Only one or two such clues were reported by 
the listeners during the tests. 
It has been observed (3)> even when memorization effects and 
acoustical clues are absent, that practice results in considerable 
improvement in scores. This "learning" results from increasing famil-
iarity with test procedures, speaker's voice, vocabulary, and with the 
way various words sound when masked by noise (the same word may sound 
different at different signal/noise ratios). These effects are commonly 
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exhib i ted by means of a " l e a r n i n g curve" such as t h a t in Figure 2B. This 
curve , which was obtained for a s i n g l e l i s t e n e r (NS) and fixed va lue of 
SN (-12.75 d b ) , shows t he improvement in s c o r e , for a 40-word t e s t , wi th 
t h e number of r e p e t i t i o n s of the t e s t . This curve i l l u s t r a t e s t he t y p i c a l 
high l e a r n i n g r a t e which occurs a t t he s t a r t of the t e s t s and t he gradual 
s t a b i l i z a t i o n of scores as t he curve reaches a p l a t e a u , i . e . , as t r a i n i n g 
i s completed. Actual t e s t r e s u l t s repor ted and used in t h i s t h e s i s were 
taken only a f t e r a t r a i n i n g per iod of 21 r e p e t i t i o n s , as shown on the 
curve . Since t h e l ea rn ing process never ceases e n t i r e l y , t he expe r i -
men te r ' s ob j ec t i ve i s t o reach a po in t where r e s i d u a l l e a rn ing i s s t a t i s -
t i c a l l y i n s i g n i f i c a n t compared t o o the r f a c t o r s a f f e c t i n g t he s c o r e s . 
To t h i s end, the t r a i n i n g program descr ibed below was followed. 
Af te r i n i t i a l f a m i l i a r i z a t i o n and p r a c t i c e , t he l i s t e n e r s ran 
s e v e r a l 1000-word cu rves , using a l l 20 PB l i s t s and e igh t values of SN. 
The r e s u l t s of t h i s t e s t , which involved NS, JB, WN, and t h r e e a d d i t i o n a l 
l i s t e n e r s a r e repor ted elsewhere ( 9 ) , and i n d i c a t e g e n e r a l l y t y p i c a l per -
formance. Following t h i s , JB, WN, and NS were s e l e c t e d as members of the 
f i n a l l i s t e n i n g team, and t h e i r t r a i n i n g on t h e 40-word master l i s t was 
begun. The l i s t e n e r s were given a copy of t h i s master l i s t and asked to 
memorize t he words and t h e i r s p e l l i n g . Severa l hours of ve rba l and w r i t -
t e n p r a c t i c e in r e p e a t i n g t he word l i s t fol lowed, inc luding p r a c t i c e in 
i d e n t i f y i n g l i s t words from a gene ra l c o l l e c t i o n of PB words. The team 
then l i s t e n e d to four r e p e t i t i o n s of a t ape con ta in ing t he master l i s t 
but wi thout no i se masking, w r i t i n g a response to each t r a n s m i t t e d word 
before c o n s u l t i n g a p r i n t e d ve r s ion of the word sequence on the t a p e . 
Next, a s e r i e s of t r a i n i n g r e p e t i t i o n s was begun, each r e p e t i t i o n 
9 13 17 21 
Repetitions of Master Set at SN = -12-75 DB 
Figure 2B. Learning Curve for Listener NS. 00 
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consisting of a complete 10-point articulation curve for the master list. 
The words and procedures for these training runs were the same as for 
the final data runs, except that the SN increment was 3 db instead of the 
2 db used in data runs. Ten randomized versions of the list were played 
at different signal/noise ratios for each repetition, with SN being varied 
(in equal steps) so as to cover a word score range of approximately 5 to 
95 per cent. There was some initial experimentation to determine the SN 
range to be covered, and this range had to be changed from time to time 
as learning progressed. Initially, the range was -18.75 db to -0.75 db, 
but by the end of the training it had become -30.75 db to -6.75 db. With 
two exceptions, a repetition was made by increasing, in steps, the value 
of SN; the results of the two decreasing SN repetitions were not signifi-
cantly different. Copies of the word list were available to the listeners 
during these runs, but were not used after about ten runs. 
One way of exhibiting learning progress is to plot curves similar 
to Figure 2B for each listener and each value of SN. Such a set of 
curves (approximately 30 curves in the present case) would reveal learn-
ing at different rates for the various listeners, as well as the fact 
that learning rate is also a function of SN. That is, the superiority 
of one listener'1's learning rate at a given SN may be reversed at a dif-
ferent SN. Perhaps the most inclusive way of plotting a learning curve 
is to plot score per repetition, i.e., the team scores averaged over all 
values of SN used in the repetition, as a function of number of repeti-
tions. This is difficult in the present case because of the variation in 
SN range which took place during training. As a compromise, scores were 
averaged over the listeners and over those values of SN common to all 
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t r a i n i n g r u n s , wi th the r e s u l t s shown in Figure ^>B. This team l ea rn ing 
curve shows t h a t l e a rn ing r a t e had slowed cons ide rab ly by t h e end of 
t he t r a i n i n g p e r i o d . The number of p r a c t i c e hours (approximately 27) and 
r e p e t i t i o n s (21) requi red for t r a i n i n g was c o n s i s t e n t wi th p rev ious ly -
repor ted r e s u l t s (k-0, p . k-0) (25 , p . 3k). 
As mentioned above, t he l e a r n i n g r a t e s vary in a complicated 
way from l i s t e n e r to l i s t e n e r , wi th SN, and wi th r e p e t i t i o n s . A method 
u t i l i z i n g a n a l y s i s of va r iance techniques has been developed (25) which 
provides a more s o p h i s t i c a t e d es t ima te of t h e po in t a t which l e a rn ing 
becomes s t a t i s t i c a l l y i n s i g n i f i c a n t . This method i s based on t h e assump-
t i o n t h a t scores vary wi th l i s t e n e r , SN, r e p e t i t i o n , and experimental 
e r r o r , and, in a d d i t i o n , wi th f i r s t - o r d e r i n t e r a c t i o n s between t he s e 
f a c t o r s . This method was appl ied t h r e e t imes dur ing t r a i n i n g , t he c a l -
c u l a t i o n s being made on a d i g i t a l computer (Burroughs 2 2 0 ) . The ana ly-
ses for r e p e t i t i o n s 1 through 5 and 6 through 9 showed s i g n i f i c a n t l e a rn -
ing , as was expec ted . The t h i r d a n a l y s i s , for r e p e t i t i o n s 16 through 
2 1 , showed s i g n i f i c a n t l y lower scores on r e p e t i t i o n 19 which were sub-
sequen t ly t r a c e d t o low scores on two of the t en runs comprising t h a t 
r e p e t i t i o n . These runs being s e q u e n t i a l , i t was suspected t h a t some 
temporary cond i t i on (probably excess ive ambient room n o i s e ) caused the 
low s c o r e s . The f ac t t h a t t he scores were low r a t h e r than high argues 
aga ins t l e a r n i n g as t he cause; consequent ly , t h i s e n t i r e r e p e t i t i o n was 
dropped from t h e a n a l y s i s , wi th t h e r e s u l t t h a t r e p e t i t i o n e f fec t and 
a l l i n t e r a c t i o n s involving i t showed no s i g n i f i c a n c e . Thus, based on t h e 
a r b i t r a r y , though r e a s o n a b l e , c r i t e r i o n of f ive success ive n o n - s i g n i f i -
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Repetitions of Master Set to Team 
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Figure jJB. Learning Curve fo r Team. 
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2 1 . This method i s supe r io r to use of t he l ea rn ing curve in Figure 3B 
in t h a t a l l e igh t SN r a t i o s were used ins tead of the f ive used t o p l o t 
Figure 3B-
A program of re-randomizing word sequences , which was c a r r i e d on 
cont inuous ly dur ing the t e s t s , was accomplished "by c u t t i n g t h e t apes in to 
s t r i p s and reassembling t he se in a new o r d e r . Quest ioning of the l i s -
t e n e r s revealed t h a t they had begun t o remember a few two-word sequences 
by the end of t he n i n t h r e p e t i t i o n . Also , some l i s t e n e r s had begun to 
remember t h a t c e r t a i n words occurred a t some r a t h e r vaguely-def ined point 
in a sequence. For example, they might remember t h a t t he word " f ig" 
occurred near t he bottom of t he f i r s t column of a score sheet for one of 
the t a p e s , but could not p inpo in t i t as be ing , say , t h e n i n e t e e n t h word. 
In order for 'such memorization t o be e f f e c t i v e , t he l i s t e n e r s must have 
some way of i d e n t i f y i n g a t a p e ; t h i s seemed t o occur mainly through using 
the f i r s t word on t h e t ape as a "key," an a c t i o n e a s i l y f r u s t r a t e d by 
moving t h e f i r s t word to some new l o c a t i o n in t h e t a p e . Because of t h i s , 
and s ince a complete re - randomiza t ion of a t ape was a lengthy and t ed ious 
p r o c e s s , most of the re-randomizing cons i s ted of d i v i d i n g a t ape in to 
two t o four s e c t i o n s and s h i f t i n g the r e l a t i v e p o s i t i o n s of t h e s e sec -
t i o n s , t a k i n g care t o break up any two-word sequences known t o have been 
memorized. 
As a f i n a l p r e c a u t i o n , t h e o rder in which tapes were presented 
dur ing the da ta runs was v a r i e d . To avoid c o n s i s t e n t l y p laying a given 
tape a t high s i g n a l / n o i s e r a t i o s where memorization i s e a s i e s t , t e s t s were 
arranged so t h a t , in each sequence of e igh t r e p e t i t i o n s , each t ape was 
heard once and only once a t each value of SN. This was accomplished for 
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the eight test values of SN by arranging the eight tapes in a Latin 
square (37, p. 77)j as shown in Figure k-B. 
In Figure ^B, the test tapes have been arbitrarily numbered 1 
through 8. The eight columns (or eight rows, for that matter) furnish 
a set of eight tape sequences, i.e., eight repetitions, in which each 
tape is heard at each value of SN. Averaging scores over at least eight 
repetitions would tend to average out any differences in the tapes and to 
make the scores independent of any such differences. 
6 1 3 h 2 5 7 
3 8 k l 5 6 2 
8 2 5 7 k 3 1 
k 3 7 2 1 8 6 
1 5 6 3 7 2 8 
2 7 l 6 8 4 5 
7 6 8 5 3 1 4 
5 k 2 8 6 7 3 
Figure k-B. Lat in Square of Tape Numbers. 
APPENDIX C 
DEFINITIONS OF SYMBOLS 
I n s t a n t a n e o u s word v o l t a g e waveform d u r i n g i n t e r v a l T , 
. t h 
fo r 1 word . 
i n s t a n t a n e o u s n o i s e v o l t a g e d u r i n g t h e T - s e c o n d 
i n t e r v a l a s s o c i a t e d w i t h t h e i w o r d . 
Prob p < x I = d i s t r i b u t i o n f u n c t i o n f o r p . 
Prob | < x = d i s t r i b u t i o n f u n c t i o n f o r | . 
linear approximation to NMGF, expressed as a function of 
SN, for 1th word. 
number of words in a set. 
noise-masked gain function, 
i , , 
10 log — = power of i word in db relative to p. 
P 
pi 
10 log — = power of i noise segment in db 
\ 
relative to "p . 
n̂ 
N 
l V i 
— ) p = average noise power over set. 
i=l 
N 
1 V i 
— > p = average word power over set. 
i= l 
± -
T1 ( I R 
r i/, n2 n i w
1 ^ . t h 
e ( t ) d t = —r = power of i word . 
T 1 
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dt = —r = power of T -second 
T1 
t h segment of no i se co inc iden t wi th i word. 
R e s i s t i v e impedance ac ross which a speech Or no i se wave-
form i s produced a t some s tandard measurement p o i n t . 
l i n e a r c o r r e l a t i o n c o e f f i c i e n t for po in t s f i t t e d wi th 
l e a s t - s q u a r e s l i n e . 
10 log — = group s i g n a l / n o i s e r a t i o , in db , for 
e n t i r e word - se t . 
i t h 
10 log sn = s i g n a l / n o i s e r a t i o for i word in db. 
•=-r = s i g n a l / n o i s e r a t i o for i word. 
P n 
time d u r a t i o n of i word. 
• P - t h energy of l word . 
t h energy of no i se which masks i word. 
"gain" from input to output of a t t e n u a t o r . Note t h a t 
.i 
X| is the number of db of attenuation and that X = SN" 
- [r-1 SN" < 0. 
_ measured — 
a t t e n u a t i o n for feero word scored on a* l i n e a r approximation 
t o an NMGF, i . e . , t h e X- in t e r cep t of a G (X) func t ion . 
a t t e n u a t i o n for 0.5 word score (50 per cent s c o r e ) . 
i t h 
t h re sho ld value of SN , for i word. 
a 1 - P 1 + P 1 = th resho ld value of SN for i word. 
n 
spread in db of i NMGF or of i t s l inear approximation, 
from 0.0 to 1.0 fract ional score. 
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