Abstract-The distance metric is the corner stone of nearest neighbor (NN)-based methods, and therefore, of nearest prototype (NP) algorithms. That is because they classify depending on the similarity of the data. When the data is characterized by a set of features which may contribute to the classification task in different levels, feature weighting or selection is required, sometimes in a local sense. However, local weighting is typically restricted to NN approaches. In this paper, we introduce local feature weighting (LFW) in NP classification. LFW provides each prototype its own weight vector, opposite to typical global weighting methods found in the NP literature, where all the prototypes share the same one. Providing each prototype its own weight vector has a novel effect in the borders of the Voronoi regions generated: They become nonlinear. We have integrated LFW with a previously developed evolutionary nearest prototype classifier (ENPC). The experiments performed both in artificial and real data sets demonstrate that the resulting algorithm that we call LFW in nearest prototype classification (LFW-NPC) avoids overfitting on training data in domains where the features may have different contribution to the classification task in different areas of the feature space. This generalization capability is also reflected in automatically obtaining an accurate and reduced set of prototypes.
I. INTRODUCTION

N
EAREST PROTOTYPE (NP) classifiers [1] allow to define the class of a new example, usually called query, on the basis of a set of previously classified prototypes. The way of computing this set of prototypes is based on selecting them from an original set of labelled samples, or by replacing the original set by a different and reduced one [2] . Learning vector quantization (LVQ) algorithms [3] are a family of algorithms focused on NP classification. They are based on the dynamical computation of a set of prototypes in order to minimize the classification error. Several approaches are based on this model [4] .
It has been proved that NP classifiers have an asymptotic error rate that is at most twice the Bayes error rate, no matter the distance used in the classification [5] . However, this advantage decreases when the dimensionality of the input data increases [6] . Unfortunately, as the dimensionality of the input becomes higher, the choice of the distance metric becomes more important in determining the outcome of the NP classification. A commonly used distance metric is the Euclidean distance. It is based on the assumption that the input space is isotropic or homogeneous. This assumption is not true in many practical domains. Usually, the domains contain a high dimensionality spuriously, there are irrelevant features and those are not homogeneous, and many times the normalization of the space in a global way does not produce any advantage.
To reduce dimensionality, two approaches can be followed. On the one hand, feature selection methods try to identify the important features for the classification process, eliminating the rest of the features [7] . This can be done by projecting the input space into a new lower dimensional one, improving the classification accuracy [8] ; or by finding out relationships, linear or nonlinear, among the attributes, that allow a better classification after applying the found transformation [9] . On the other hand, weighting methods try to weight the importance that the distance metric gives to each feature, so different features can receive different treatments [10] .
Weighting approaches are typically followed to introduce both feature selection or weighting, using a weighting factor that can be constant, or a function of the example which is being classified. If the weighting factor is constant, it is called global weighting, given that the whole domain will receive the same weighting vector. If the weighting factor is not constant, it is called local weighting, given that the weighting factor applied is a function that typically depends on the example, and hence, on the area of the domain where it is located. An extensive documentation on feature weighting methods for nearest neighbor (NN) classification can be found in [10] .
In this paper, we present a method for local weighting in NP classification. The way to do this is to provide the prototypes their own continuous weight vector. Thus, the algorithm follows a prototype-specific weighting approach, instead of a typical instance-specific one [11] . This approach allows for the borders among Voronoi regions to be nonlinear, which provides better generalization capabilities in domains where the relevance of the features may be different in different areas of the space. To do that, we include a new method of computing the weights for each prototype, in such a way that the values of all the components of the distortion vector of a prototype are the same. The distortion vector is defined as the average difference contributed by each training instance belonging to the region with respect to the prototype, as it is explained in Section IV.
This prototype-specific weighting approach could be used in many classification algorithms. Here, the method is implemented as an extension of the evolutionary nearest prototype classification (ENPC) algorithm [12] , a nearest prototype (NP) approach that follows an evolutionary process to compute a correct number of prototypes. We have called this extension local feature weighting in nearest prototype classification (LFW-NPC). In this new approach, weighting vectors are computed at the same time as prototype locations, given that both are considered as characteristics of the prototypes, and both can be modified in the evolutionary process.
Section II summarizes the related work. Section III defines our method for local feature weighting (LFW) in NP classifiers. Section IV shows how LFW is integrated in the previously developed ENPC algorithm. Section V describes the experiments performed, and Section VI summarizes the main conclusions.
II. RELATED WORK
Reducing dimensionality can be done by projecting the input space into a new low-dimensional "effective" subspace, where the relationships between variables allows a better classification performance. Torkkola [9] proposed using nonparametric estimation of some relationship between input space and output space, so called mutual information, to find an "effective" subspace represented by a matrix that maximizes that relationship. In a similar way, Bach and Jordan [13] show how to use reproducing kernel Hilbert spaces to characterize marginal independence between pairs of variables, and thereby, design an objective function for independent component analysis (ICA). This work has been extended in [8] to achieve conditional independence to generate projection functions to reduce dimensionality. Estébanez et al. [14] automatically generate those projection functions by genetic programming, for some specific domains. Some other approaches follow the idea of optimizing the metric of the nearest neighborhood rule. In [15] , the authors propose to search this measure in a local way. First, the set of prototypes are extracted in the learning phase, and then, for such a distribution of prototypes, a metric is searched trying to optimize the accuracy.
In the following, we will focus on approaches similar to our proposal, i.e., methods for reducing the dimensionality by using weighting factors in the NN rule. Such methods are typically based on the weighted euclidean distance, defined in 1 (1) where is the weighting vector, in the -dimensional space. For instance, Peng et al. [17] introduce a locally adaptive neighborhood morphing classification method to try to minimize the bias due to the curse of dimensionality. The authors use local support vector machine (SVM) learning to estimate an effective metric for producing neighborhoods that are elongated along less discriminant feature dimensions and constricted along most discriminant ones. As a result, the class conditional probabilities can be expected to be approximately constant in the modified neighborhoods, which is the assumption needed for -NN techniques to work optimally. In this method, the authors uses the weighted Euclidean distance defined in (1), where does not evolve, but it is adapted from the query (so depends on the query ) following: (2) where is a constant and is computed by following an SVM scheme. It captures the relevance information along each individual dimension. In this way, the neighborhood changes while decreasing the distance between the query and the decision boundary, making it more elliptical. This method has three main parameters: or the number of NNs in the final NN rule, or the number of NNs in the final nearest neighborhood for SVM computation, and or the positive factor for the exponential weighting scheme defined in the (2).
Hastie and Tibshirani [18] iteratively change the weights of the attributes for each query. They select the neighborhood of a query and apply local discriminant analysis to shrink the distance, parallel to the boundary between decision classes. This new metric is then used to select the -NNs as usual.
Domeniconi et al. [19] - [21] use a similar idea, but they use SVM instead of local discriminant analysis to shrink the distance. In [22] , they propose an adaptive -NN classification method, also to minimize the estimation bias in high dimensions. They estimate a flexible metric for computing neighborhoods based on chi-squared distance analysis. This technique is capable of producing a local neighborhood in which the posterior probabilities are approximately constant and that is highly adaptive to query locations. They utilize the same weighted distance computation as in (1) and [18] . The weights are assigned for each query in an iterative process: The weights are initialized to one for each query, and then modified in an iterative process that ends after some few iterations. In a more recent work [23] , SVM is used to determine the most discriminant direction in a neighborhood around a query, providing also a LFW scheme.
The aforementioned methods are instances of lazy learning methods, and need to execute the whole training procedure for each query. That makes -NN algorithms impractical when fast answers are required over large databases, given that answer time should be very long. This problem is typically mitigated using different organization methods as trees [24] . However, when the distance metric depends on the query, it is not clear how to perform such an organization.
Another way to minimize the answer time of a query is by using the NP classification, which represents the whole data set with a reduced set of prototypes. Feature weighting has also been applied to the NP approaches, and some methods have been proposed to adapt metrics during training. For instance, distinction sensitive learning vector quantization (DSLVQ) [25] automatically determines weighting factors to the input dimension of the training data. These weights are adapted according to some heuristics.
Hammer and Villmann [26] try to automatically scale the input dimensions and to adapt the Euclidean metric to the specific training problem. The idea is to introduce weighted factors that could be adapted automatically to minimize the classification errors. This scheme is similar to the LVQ2 where the NP is attracted to the query if it belongs to the correct class, and it is repelled otherwise. LVQ2.1 works similarly, and the nearest correct prototype is attracted while the nearest wrong prototype is repelled. Different authors use a similar scheme, where attraction and repulsions are implemented by sigmoidal functions. This leads to the generalized learning vector quantization (GLVQ) method [27] . However, the computation of distances for selecting the NPs are still based on Euclidean distance. A modification of this method, called relevance learning vector quantization (RLVQ), has been proposed in [28] , where the computation of the distance is also weighted [following (1) ] and the weights are updated following: if and same class otherwise.
(3)
This same scheme is used in generalized relevance learning vector quantization (GRLVQ), where the updating of the weights changes, using the same sigmoidal function as for the updating of the prototypes.
In all those last cases, authors are not using a lazy perspective. However, they follow a global weighting approach. In this paper, by the opposite, we describe an approach for LFW in a nonlazy way, by following the NP approach. The idea is to provide each prototype with its own weight vector, so each prototype is given a different distance metric. Thus, the distance metric depends on the prototype and not the query, as the previously mentioned methods for LFW in -NN do.
There are some previous approaches for local metric adaptation in NP classification. For instance, soft nearest prototype classification with relevance learning (SNPC-R) adapts its metric providing the distance measure with a weighting vector parameter . That work describes the idea of using an individual parameter for each prototype (like LFW-NPC does) or a classwise metric shared within prototypes with the same class label. The second approach was implemented resulting in the LSNPC-R algorithm [29] .
There are other clustering methods that use adaptive metrics for each prototype. For instance, the fuzzy clustering algorithms Gustafson-Kessel [30] and Gath-Geva [31] compute the distance of any data point from the cluster prototype as defined in (4) with symmetric and positive definite. The matrices s allow variations in the shape of the clusters, like our approach does, although our approach is for supervised learning.
Providing each prototype with its own weight vector generates nonlinear Voronoi regions among the different prototypes. These nonlinear regions are computed from a set of training instances, in a nonlazy way, and are afterward used to classify future queries. The definition of nonlinear Voronoi regions provides the classifier with a more accurate definition of the borders between categories, and improves the performance of predicting the class to whom the queries belong. This new local weighted NP (nonlazy) perspective, and the way of computing the weights, are explained in Section III.
III. LOCAL FEATURE WEIGHTING
LFW-NPC requires a set of prototypes . Each of these prototypes is composed of its location, class, and weight vector, so , where , (the set of all the possible classes), and , with . Next, we include a formal description of the distortion measure used and the NP rule.
A. Distortion Measure and the NP Rule
Weighted Euclidean distance, defined in (5), is typically applied to global weighting in NNs methods (5) where is the dimension of the data, and are the elements for which we are computing the distance, and is the weighting vector. This vector is the same for the whole feature space. However, to introduce local weighting, we are interested in using a different weighting vector for measuring the similarity of any instance to each prototype. This new similarity function is defined in (6) where is the weight vector associated with the prototype For simplicity of the notation, the weight vector of a prototype , will be also denoted by . Given the new similarity function, membership function of an instance to a region of a prototype can be defined using the NP rule defined in then iff (7) where is the location of the example and its associated class This new NP rule shows how the similarity between the instances and each prototype is computed using the weight vector of each prototype. This property provides the method with an interesting advantage: borders generated among the different Voronoi regions are not linear, as is described in Section III-B.
B. Nonlinear Decision Boundary Between Voronoi Regions
Given two prototypes and with weighting vectors and , respectively, the classification boundary among them is defined by the points , which satisfy (8) Following the NP rule defined in (5), we can transform the previous equation in (9) For simplicity, let us assume that . If we develop both sides of the equation, the following is achieved: (10) If we put all the terms depending on to one side, and the terms depending on to the other side, we have (11) Extending the squared terms, we obtain (12) Finally, reorganizing the terms, we can obtain the equation of the border, shown in (13) We can see that each side of the equation is quadratic and depends on and , respectively. Furthermore, we can see how the quadratic terms on both sides depend on the difference between the weights of the prototypes, for the left-hand side of the equation and for the right-hand side. If the weights of both prototypes are the same, for instance, the weight vector as it occurs in global weighting methods, the difference becomes zero, eliminating the quadratic behavior and obtaining (14) . This equation is a developed version of the linear boundary equation between Voronoi regions when the Mahalanobis distance is used. If in (14) we make the weight vector to take the value of , the Mahalanobis distance reduces to the Euclidean distance [32] (14)
Therefore, the distance function can be considered as a generalization of the Mahalanobis distance, where each prototype receives a different weight factor, in a similar way that adaptive metrics for fuzzy clustering introduced in Section II do. Our case is also equivalent to the use of a different covariance matrix for each cluster when generating discriminant functions for a Bayesian classifier, assuming that the class-conditional probability densities are multivariate normal. Therefore, the decision surfaces are hyperquadratics, and may assume any of the general forms: pairs of hyperplanes, hyperspheres, etc., [32] .
C. Computing the Weights of the Prototypes
Computing the weighting vectors of the prototypes is based on a local normalization of the data. The normalization is based on the variance of the location of the instances of each region with respect to the average, i.e., the centroid of the region or prototype. From a practical point of view, it is intended to ensure that all the features produce the same contribution to the total distortion. This must be done in a local way, i.e., for each prototype. So, each prototype is given one weighting vector that defines its own similarity metric in order to attract or to move away the training examples.
The average distortion of a prototype (or a region) , say , is defined as the average distortion contributed by each training instance belonging to the region with respect to the prototype, as defined in [33] ( 15) where is the size (number of elements) of the set (the set of all the instances for which is the closest prototype).
Furthermore, we can obtain an average distortion vector for this prototype , which contains the distortion contributed by each feature, as defined in for (16) which uses the similarity function defined in (6) Formally, if we assume that the prototype is the centroid of the region, average distortion is the average squared distance of the location of all the instances in the region from the centroid. Then, the goal of this method is for the values of all the components of the distortion vector of a prototype to be the same. More formally, this can be seen as a normalization of the data in the region of the same variance that mathematically is represented by (17) The way of computing the weighting vectors derives from (17) . For simplicity, suppose and a prototype . The previous goal can be defined as (18) which is transformed using (16) into (19) However, when data is not normalized, the typical situation is that or that . To ensure the equality becomes true, we can add a modification factor , as defined in (20) If we operate in (20) , we obtain (21) This, generalized for features, is transformed in (22) . The first component has been taken as a reference (any other component could have been taken) (22) Furthermore, given that the first feature is taken as reference, we can fix it to a defined value, say 1 . Then, (22) can be simplified to (23) From (23), we can compute the new weights of any prototype using the formula defined in (24) . In the equation, a smoothing parameter has been included to adjust the intensity of change of the weights. In the experiments in Section V, we show that by modifying these parameters different results can be obtained when otherwise.
Equation (24) includes a temporal element . That means that we need to define how often the weights of the prototypes are updated. That depends on how LFW is integrated in an NP algorithm. Section IV defines that for the ENPC algorithm.
IV. LFW IN ENPC
In this section, we introduce the main concepts of the ENPC algorithm. Furthermore, we describe the modifications introduced in the algorithm in order to provide it with the LFW capability.
A. Evolutionary Nearest Prototype Classification
The ENPC is based on the adaptation of a set of prototypes in a competitive domain. The biological inspirations of this algorithm are defined in [34] . The algorithm performs iteratively the evolution of a set of prototypes (initially only one) based on the execution of different prototype operators. The operators allow the prototypes to modify their characteristics in order to improve their quality, where this quality measure is related to their contribution to the classification success of the whole classifier. In this section, we introduce the main concepts of the algorithm, although extensive explanations can be found in [12] .
1) Algorithm Basis:
The ENPC is composed of set of prototypes . Each prototype is characterized by its quality, say quality . This quality is defined as a function of the goodness of the prototype, taking into account the number of patterns in its Voronoi region, and whether those patterns belong to the same class as the prototype or not, as defined in quality accuracy contribution (25) The main idea is that the quality of a prototype is high only if it classifies correctly, what in the equation is called accuracy of the prototype, and if it classifies a sufficient amount of patterns, it is called contribution. The value is limited to the range . Extended explanation, as well as an exact formulation of how to compute both accuracy and contribution of a prototype, can be found in [12] .
Most of the operations that the prototypes can execute depends on this quality measure. The learning process is defined by the flow shown in Fig. 1 .
The learning process begins with a classifier of only one prototype. Then, the different operators are executed in the iterative cycle represented in Fig. 1 that ends when a predefined number of iterations has been executed. The goal is that the prototypes evolve until a stable situation is achieved. In that situation, prototypes are supposed to produce a successful classifier. In the evolutionary process, the prototypes are allowed to execute different operators, some of them taken from the literature. This approach uses them from an evolutionary point of view, giving the prototype capabilities to decide when to execute each of the operators and introducing a high level of randomness in those decisions. Next, the different operations that the prototypes can execute are briefly defined. An extended description can be found in [12] .
2) Initialization: To avoid the definition of parameters is always a desirable feature of a new algorithm [35] , and one of the main features of our method is the absolute lack of initial conditions. These initial conditions, typically summarized in the number of prototypes, the initial set of prototypes, and a smoothing parameter are avoided given the following.
• The initial number of prototypes is always one. The method is able to generate new prototypes stabilizing in the most appropriate number, in terms of the previously defined "quality" measure.
• The initial location of the only prototype is not relevant (it clusters the whole domain, wherever it is located).
• There are no smoothing parameters. The method automatically adjust the intensity of change in prototypes taking into account their qualities in each iteration.
3) Mutation Operator:
The goal of this operator is to label each prototype with the most populate class in each region. Following the NN rule, each prototype knows the number of patterns of each class located in its region. Then, the prototype changes, if needed, and becomes the same class as the most abundant class of patterns in its region. Fig. 2 shows an example of this operator. In the example, a prototype of class 2 changes to class 1, given that it has 19 patterns of class 1 and only 7 of class 2.
This approach to obtain the main class is typically used when unsupervised learning is applied to supervised classification [36] , [37] .
4) Reproduction Operator:
The goal of this operator is to introduce new prototypes in the classifier. The insertion of new prototypes is a decision that is taken by each prototype, in the sense that each prototype has the opportunity of introducing a new prototype in order to increase its own quality. Thus, the regions with patterns belonging to different classes can create new regions containing the patterns of a different class from the class of the prototype, as it is shown in Fig. 3 . The probability of reproduction is proportional to the difference in the number of instances belonging to the same and different classes.
5) Fight Operator:
This operator provides the prototype with the capability of obtaining patterns from other regions. The steps to execute are defined as follows.
1) Each prototype chooses the prototype against which to fight. Prototypes are chosen from the set of prototypes in its neighborhood. To decide which prototype to choose from the neighbors set, a roulette is used assigning to each region neighbors a slice of size proportional to the difference between its quality and the quality of . 2) Decide whether to fight or not. The probability of fighting between prototypes and is proportional to the distance of their qualities. 3) If prototype decides to fight against prototype , there are two possibilities. Given as the class associated to and as the class associated to , we have the following possibilities. a) If (cooperation). Both prototypes belong to different classes. In this case, the prototype will give the prototype the patterns of the class . Fig. 5 shows an execution of this operator, where the prototype 1 that owns patterns of the classes 1 and 2 gives the patterns of class 2 to the prototype 2. b) If (competition). Fig. 4 shows an execution of this operator, where prototype 1 steals some patterns from prototype 2. The winner is decided again by using a roulette with only two slices, each slice belonging to each prototype, and sizes proportional to the qualities of each prototype. Furthermore, the amount of patterns that are transferred depends on a probability proportional to the qualities of both prototypes. Figs. 4 and 5 show that the translation of patterns from one set to another changes the border between the regions. For example, suppose there were instances of class 2 at the top left of Fig. 5 . A cooperative fight would transfer them to the prototype of class 2, even though there is no simple movement of the border that corresponds to this. The real modification of the border will be performed with the execution of the move operator, that will move the prototype location, and hence, the borders of the Voronoi regions, as explained in Section IV-A6.
6) Move Operator:
The move operation relocates each prototype to the best expected place. This is the centroid of all the training data in its region that belongs to the same class. Fig. 6 shows the execution of the move operator from the situation achieved in Fig. 5 . The figure shows how the prototype 2 changes its position to the centroid of the region 2. This operation, based on the second step of Lloyd iteration [38] , allows us to make a local optimization of each prototype, increasing the performance of the whole classifier.
7) Die Operator: Probability to die is 1 minus the double of the quality, as defined in (26) . Successful prototypes will survive with probability of 1, while useless prototypes with quality less than 0.5 may die when quality quality when quality (26)
8) End Condition and Classifier Selection:
In [12] , several end conditions as well as methods for selecting the output classifier are defined. However, in that work, it was shown that executing the algorithm a limited number of iterations is a single way to obtain successful results. On the other hand, the algorithm generates a different classifier in each iteration, so any of them can be chosen as an output. However, the best one obtained in training is typically chosen, although sometimes, a validation set can be used to improve generalization capabilities.
B. Applying LFW in NP Classification
A way to apply LFW in ENPC algorithm is by including the computation of the weights of the prototypes (described in Section III) at the end of each iteration, as it is defined in Fig. 7 . The weighting vector of the only prototype included at the beginning of the algorithm is set to 1 for all its components.
Weight updates are executed as a new operator of the evolutionary process of the original ENPC algorithm. First, at the end of each iteration, and after executing the die operator, all the prototypes recompute their weight vector following (23) and (24) . Second, given that the equation introduces a learning factor , the original ENPC algorithm can be seen as LFW-NPC with (no change in the weights is performed). Last, the move operator ensures that prototypes are located in the centroid of the regions if all the instances in the region are of the same class of the prototype. It means that, for such regions, the average distortion defined in (15) agrees with the variance in the location of the instances in each region with respect to the average. Therefore, we can ensure that the normalization process is performed correctly. The introduction of this new operator only influences the reproduction operator, in the sense that the new prototype must inherit the weight vector of the ancestor. The other operators remain as before. The evolutionary process ensures that the right weight vectors are computed, obtaining successful results, as will be demonstrated in Section V.
We have shown that the integration of LFW in ENPC is performed very easily. We believe this is an interesting advantage of LFW that could also be integrated with other algorithms very easily. Table I summarizes the characteristics of LFW-NPC following the framework introduced in [10] .
V. EXPERIMENTS
In this section, we describe the experiments performed with the LFW-NPC algorithm both in artificial and real data sets. The artificial ones are the XOR data set and waveform, which have been obtained from the University of California at Irvine (UCI) Machine Learning Repository [39] . The real data sets, also extracted from the UCI, are glass identification, heart disease (Cleveland), Pima Indians diabetes, and liver disorders (Bupa).
The goal of this experimentation is to characterize the types of data sets for which LFW is more powerful than methods based on a nonweighted Euclidean distance. We want to identify in which data sets such algorithms fail, and to verify that LFW improves their result. Specifically, we will compare with an NN approach-the IBK algorithm, and with an NP approach-the ENPC algorithm. The advantage that LFW provides could be extended to other NP-based algorithms in the future. The experiments also demonstrated that the LFW-NPC algorithm works well when compared with other methods. In all the experiments with ENPC and LFW-NPC, we have run both algorithms for 300 iterations.
A. Artificial Data 1) XOR Domain:
The problem of the ENPC algorithm, similarly to most of the nonweighted NN-rule-based algorithms, appears when not all the features have the same contribution to the classification task. This problem is illustrated with the domain described in Fig. 8, which shows the continuous XOR domain. The data in this data set is continuously and uniformly distributed between predefined values. The data belongs to one of the two different classes, separated by straight line boundaries.
This domain, which seems to be very simple, is a hard domain for several classifiers, mainly when the range of values of the features and is different, and when additional irrelevant features are included. For instance, Table II shows the results of executing a tenfold cross validation of several algorithms over a set of 1000 instances randomly generated, following the uniform distribution shown in Fig. 8 . In this case, and and and are variables and are defined in the first column of the table. Furthermore, several experiments have been performed adding noisy features. The additional noisy features follow a uniform distribution in the same range defined for feature . Thus, DIM2 means that the data has only two original dimensions, but DIM3 means that one additional feature has been added, DIM4 means that two features have been added, and so on.
The experimentation has been executed with ENPC and LFW-NPC, using a value of . We also have used other algorithms, like decision trees (J48) [40] , decision rules (PART) [41] , voted perceptron [42] , SVMs [sequential minimal optimization (SMO)] [43] , naive Bayes [32] , [44] , and IBK [45] for different values of . The implementation of these algorithms is provided by WEKA [45] , and they are used with the predefined parameters.
From Table II , several conclusions can be obtained. First, J48, naive Bayes, SMO, and voted perceptron fail in this simple domain, obtaining very poor results with the default parameters.
Second, IBK is not influenced by the range of the feature given that, by default, the WEKA implementation of IBK normalizes the values of the different features. However, IBK is influenced by the number of dimensions. As the number of dimensions increases, the performance is reduced from around 98% to 89%. Interestingly, as the value of the parameter becomes lower, the method is more sensitive to the irrelevant features. Last, ENPC is influenced both by the range of the feature and by the number of noisy features. Thus, ENPC and IBK fail in this domain, because the nonweighted Euclidean distance fails. The table shows that the results of the LFW-NPC algorithm remain very similar (around 98%) independently of the number or the range of the features that are used. When the dimension of the data set is 2 (no additional features have been added), the results are very close to the results of IBK, but when the number of features increases, the results of the new approach significantly improve the first one. The improvement is higher when compared with its ancestor ENPC, which has worse results when the number of dimensions and the differences among the values of the features increases.
The reason for the strong improvement of LFW-NPC over its ancestor ENPC is illustrated in Table III , which shows the results of executing both the ENPC and LFW-NPC algorithms on the XOR domain, for , , and . Each row represents the results obtained for the number of dimension indicated, and in each cell, the first value corresponds with ENPC (or LFW-NPC for ), and the second with LFW-NPC, for . The table shows the iteration where the best classifier was obtained in training, the success of that classifier on training and test, and the number of prototypes of the classifier. The values shown are the average and standard deviation of ten executions performed in the cross-validation process.
The table shows that the improvement obtained with LFW-NPC over ENPC is very strong, mainly, because of its capability to avoid overfitting, which is illustrated by the following: 1) the difference between test success and training success is around one point in all the cases for LFW-NPC, while for ENPC, it is of more than 40 once an additional feature is inserted and 2) the number of prototypes obtained for LFW-NPC is very small (around 5), and it does not increase with the number of irrelevant features. However, for ENPC, the number of prototypes obtained grows with the number of irrelevant features. Thus, we can say that LFW is required in situations in which the nonweighted Euclidean distance fails, i.e., where the ENPC algorithm fails. Fig. 9 shows an example of the borders between the Voronoi regions. The four prototypes shown in the figure are obtained by executing the LFW-NPC in the XOR domain with two dimensions (DIM2),
, and . The figure shows the decision borders between the region generated by prototype and the other prototypes, showing that these borders corresponds with parabolas. In this case, the advantage of using weighted Euclidean distance is that the decision boundaries are less influenced by small differences in the location of the prototypes. For instance, prototype 1 is located in the position (0.74, 37.48), while prototype 4 is located in (0.24, 38.81). Although the difference between the component of the two prototypes seems small (only 1.35), it is huge when compared with the range of the component, which is only 1. This situation produces a nonweighted Euclidean distance to generate a decision boundary almost horizontal in the figure, producing a very high classification error. Obviously, a method for global weighting should be also useful in this domain, but local weighting is required in many domains.
2) Waveform: This domain has been obtained from the UCI Machine Learning Repository [39] [10] . Table IV summarizes the results.
From the results, several following conclusions can be obtained.
1) SMO obtains the best results, both for waveform-21 and waveform-40. 2) Naive Bayes is influenced by the 19 more irrelevant features included in waveform-40, decreasing its performance in around three points. 3) IBK obtains results under 80% in all the cases and, in the same way as in the XOR domain, the influence of the irrelevant features is stronger for lower values of . 4) Decision trees and rules (J48 and PART, respectively) also obtain poor results, but they do not seem to be very influenced by the irrelevant features. 5) Both relief-F and -NN obtain good results both for waveform-21 and waveform-40. The common element of both algorithms is that they are performance bias methods, as described in [10] . 6) In this case, preset bias methods [CCF, VDM, modified value differenced metric (MVDM), and MI] also obtain similar results for both data sets, showing that their capability to manage irrelevant features is also high. 7) ENPC obtains very good results both in waveform-21 and waveform-40. 8) LFW-NPC (with ) obtains the second best result for both waveform-21 and waveform-40, showing that it is not influenced by the irrelevant features. This algorithm is also a preset bias algorithm, given that it does not follow a performance-based policy to weight the features, but the weighting process is only guided by the average distortion, as it was defined in Table I . Opposite to the XOR domain, in this domain, the nonweighted Euclidean distance seems to work well, so LFW does not provide a strong improvement. Section V-B describes additional experimentation to show the performance of LFW over real data sets.
B. Real Data Sets
This section describes the results obtained by the LFW-NPC algorithm in several data sets. The data sets are composed of real data, and have been extracted from the UCI Machine Learning Repository. The domains are Pima Indians diabetes, glass identification, heart disease (Cleveland), and liver disorders (Bupa). The characteristics of each domain (number of instances, attributes, and classes) are summarized in Table V .
First, we are interested in evaluating if the LFW-NPC algorithm is very sensitive to its parameter , and we use the Pima Indian diabetes data set for such purpose. Table VI shows the results for different values in the Pima Indian diabetes data set when a tenfold cross validation is performed and repeated ten times (due to the stochastic behavior of the ENPC algorithm). For each value of , the table shows the execution time, in seconds, of the LFW-NPC algorithm (on an Intel Pentium 4, 3.6 GHz), the performance on learning, on test, and the number of prototypes of the classifier obtained. For all of them, the average and the standard deviation is provided.
The results show several important conclusions. First, higher values of the parameter produce higher test accuracy, which grows from 67.55% for up to the 74.39% obtained for . Another interesting element is the number of prototypes. Notice that for , the number of prototypes obtained by the classifier is only 5.31, while with it generates around 140. This reduction in the number of prototypes is a signal of the generalization capabilities of the algorithm, which are also reflected in the differences among the results on training and test. For instance, for , difference between test and trial success is around 23 points, while for , the difference is lower than 4. That shows that LFW-NPC is able to avoid overfitting to the training data, obtaining very successful results on test.
Another interesting result is that, when performing a t-test with a 95% confidence level, the accuracy in test obtained when is only significantly different than the one obtained when and . Thus, we can say that the accuracy obtained is not very sensitive to the parameter.
Last, execution time depends on the number of prototypes obtained. If such number is low, as is the case of and higher, execution time is under 1 s. While the number of prototypes obtained grows, the execution time also grows. Thus, although LFW-NPC adds some complexity to the ENPC algorithm, due to the reduction on the number of prototypes of the evolving classifier, the resulting execution time is much smaller.
We have compared these results with other classification algorithms, summarizing the results in Table VII . We can see that there are other algorithms that improve the results of LFW-NPC, but LFW-NPC obtains the result close to the best one.
Given that small variations in the parameter do not provide significant differences in the accuracy, for the rest of domains, we have executed the LFW-NPC algorithm with the value of . For comparison reasons, we also include the result when (equivalent to ENPC). Furthermore, we have executed J48, PART, naive Bayes, SMO, and IBK for and , all of them with the default parameters defined in WEKA. We execute the default parameter setting given we do not perform any parameter optimization in the LFW-NPC algorithm either. The only parameter set for LFW-NPC and ENPC is the number of iterations, which has been set to 300 in all the cases. For all the algorithms and domains, a tenfold cross validation has been performed. In addition, given that some of the algorithms have a stochastic behavior, we repeat the learning and test processes of each fold ten times. A two-tailed t-test has been performed to study whether the differences of the results are significant or not. Specifically, we are interested in knowing when the results of the LFW-NPC algorithm are significantly better or worse than the results of the other algorithms for each domain. Thus, following the notation introduced in [53] , the superscripts " " and "
" indicate that LFW-NPC's average accuracy was significantly higher that the other method's average accuracy at a 90% and 95% confidence level, respectively. Similarly, superscripts " " and "
" indicate that LFW-NPC's average accuracy was significantly lower that the other method's average accuracy at a 90% and 95% confidence level. The superscript " " indicates that differences are not significant at such confidence levels.
From these results, we can evaluate when our method for LFW should be applied, and when it should not. LFW provides additional capabilities to NP methods based on a nonweighted Euclidean distance, so LFW should be useful in domains where such a distance metric fails. A way to evaluate when such a distance fails is by studying when the methods that use it fail, i.e., when NP (ENPC) and NN (IBK) algorithms fail. When we have a new and unknown domain, we cannot use test data to do this evaluation. However, we can always use a validation set obtained from training data, in a similar way as it was used in [12] . The obtained results in the validation can be used as a way of telling when to use LFW-NPC without using test data results.
For instance, in the glass data set, both ENPC and IBK obtain very good results, around 70%, which is a value similar to the ones obtained by J48 and PART, and higher than the ones obtained by SMO and naive Bayes. In this domain, LFW-NPC obtains a poor result, similar to SMO and naive Bayes. In the BUPA data set, ENPC and IBK also obtain good results and, in this case, LFW-NPC also does. However, in the Cleveland domain, ENPC and IBK with fail, obtaining the worst results. That means that the distance metric is failing. In this case, LFW-NPC improves the result of ENPC in almost 20 points. Last, in the Pima Indians data set, where ENPC and IBK also obtain the worst results, LFW-NPC significantly improves them.
These results extend the conclusions obtained in the XOR domain, where we demonstrated that LFW-NPC obtained very good results in the data sets where methods based on the nonweighted Euclidean distance failed. The failure of the distance metric can be identified both through the results of IBK and ENPC. In the case of IBK, a fail in the distance metric produces a very low classification accuracy for . Such result may be improved with a higher value of . In the case of ENPC, a fail in the distance metric produces both a huge number of prototypes and very high differences between the accuracy on training and the accuracy on test. In such cases, LFW provides better results.
VI. CONCLUSION
In many real classification problems, it is usual to find domains that contain a great number of attributes. These attributes sometimes are essential in the classification task, but at other times are superfluous. In addition, it could be the case that a dependency, more or less complex, exists between the attributes, in such a way that it makes difficult both the classification task and the detection of the irrelevant attributes. It could also be possible that the ranges of values of the attributes are very different.
NN and NP approaches use a distance function in the -dimensional space defined by the features of the data. This function is affected by all the features of the data set that, as defined previously, may include noisy and/or irrelevant information which could make the distance function fail. As an example, in a bidimensional space in which one of the dimensions has a rank much greater than the other, the Euclidean distance will detect differences in the greatest dimension, although the classification can depend on both. This is the reason why the systems based on neighborhoods give poor results when they are evaluated in domains with these characteristics. Furthermore, these differences are not uniform in the whole space, but they depend on small regions in such a space, and therefore, global weighting methods cannot be successfully applied.
We have described a new method for LFW in NP classification. The main ideas of the method are as follows: 1) each prototype owns a weight vector, so the NN rule is based on a locally weighted similarity function and 2) weight vector computation is performed based on local normalization of the data. The method generates Voronoi regions whose borders are not linear. This property is very important, because it allows the method to generate nonlinear partitions of the space that adapt better to the real data generated by the problem.
We have integrated our method for LFW in a previous algorithm, called ENPC, which has proved to obtain good results following an iterative process where a set of prototypes evolves by executing several operators to modify their characteristics, like location, class, etc., [12] . A new phase, called prototype weights update, is added in each iteration to modify the weight vector of each prototype, obtaining the new version of the algorithm, called LFW-NPC.
Experimental results have shown that the methods that use the nonweighted Euclidean distance (as ENPC and IBK) fail in the same domains due to the distance metric. In such domains, LFW-NPC improves the results of its ancestor. The improvements are based on a higher generalization capability, reflected in its capability to generate classifiers with less prototypes, and to generate a lower difference among training and test results.
Analyzing the results of Table VIII , it is possible to remark that there is not a method that performs better than the rest in all domains. In a first look, it could be concluded that SMO performs better in most of the domains. However, experiments prove that in such domains in which SMO performs not well, it performs worse, showing a very high domain dependence. By the opposite, our approach has a more regular behavior in all domains. It can be observed how the performance of LFW-NPC is either optimal or near the optimum in the cases where some other technique performs better.
The results yield the conclusion that when there is no domain knowledge that can tell what is the best method, our approach can be the best choice, because of its characteristic of regularity in the performance.
