The path to the existing multi-path routing protocol in interference and the flow distribution imbalance problem, put forward an effective load distribution algorithm in source node traffic load distribution not only consider the path number of hops, but considering the link quality, delay and residual energy information of each path. According to the relevant information of each path performance index, the ratio of data forwarding on each path is calculated according to the information. Simulation results show that the improved multi-path tree routing protocol to ensure the success rate of data transmission at the same time, effectively reduces the network overhead and reduce the average end-to-end delay, increase network throughput and prolong the network life cycle, so as to improve the performance to ZigBee network.
ALGORITHM DESCRIPTION
The improved algorithm can establish multiple node irrelevant path between the source node and center node, the path of increasing effective bandwidth can increase data transmission, reduce the path loss in the collision because the path congestion caused by interference, at the same time in order to reduce the inter path interference effect on the quality of data transmission, to avoid data collision and a large number of retransmission algorithm by shielding the interference node establish non interfering paths to solve this problem. Multiple paths for data transmission will face load distribution problems, relying solely on the distribution path number of hops for traffic network will give great imbalance to the rational allocation of the source node load flow, the main path to avoid premature death, this load distribution mechanism based on path performance index, performance index the value for the path delay, average energy of node and link the LQI value of the performance index, obtain very simple does not need too much control overhead of these indicators.
Path establishment
The performance of wireless link is changing with time, and it is easy to be interfered with each other. ZigBee uses direct sequence spread spectrum (DSSS) to transmit data, which is easily affected by negative multipath. As shown in Figure 1 , if the two nodes on different paths are in the communication range of each other (each neighbor node), the data transmission on the path of the two will be wireless interference (M Radi,B Dezfouli,BK Abu,M Lee, 2012) . A large number of wireless interference in the path will greatly reduce the packet delivery rate, increase the energy consumption of nodes and reduce the security of information. In order to solve this problem, in the process of establishing the main path, the neighbor nodes of the intermediate nodes are set as interference nodes. The so-called interference node is a node in the communication range of the intermediate node of the established path, and the interference node will not be able to participate in the establishment of a new path. In the process of establishing the network, the node will establish a neighbor table, save the information of its neighbor nodes, and dynamically maintain it. In the neighbor table, define five fields: Neighbor ID Relationship type to the neighbor node address; for the connections between nodes, including node, the parent node or nodes; Muse flag to use the flag, said 1 neighbors have been using other paths, can not be used to establish a new path. 0 said that this node can be used to establish a new path; Interference flag interference flag, 1 said that this node is the interference node, cannot be used for the establishment of a new path; Depth network node depth, the value should be less than L m .
If there is neither a public node nor a neighbor node between any two paths, it is a non interference path. The performance of the network can be improved by using the non interference path, and a few interference free paths will bring better network performance than a large number of interference paths. In order to establish non interfering paths, the introduction of the concept of node interference in the path of the neighbor node is the main path, the intermediate node symbol interference node, establishing interfering nodes can not participate in the new path. The most important thing is the establishment of the main path, how to avoid the interference node from the path, the path of the specific steps are as follows:
Step 1 Source node sends the ID=1 (to identify different paths) routing data packets according to the tree routing, and the nodes on the tree path will inform the neighbor nodes that they have been involved in the establishment of the path.
Step 2 Node updates the neighbor table information, changes the Inuse flag bit of the neighbor node to 1, and sends the information to the neighbor node as the interference node. When the node receives the notification information of the neighbor node interference, the corresponding Interference in the neighbor table is set to 1
Step 3 When the source node receives the confirmation message from the Sink node to the main path, the main path is completed. At the same time, the source node sends the data packets with different ID numbers (2,3,...) to the neighbor nodes of the Inuse=0 in the neighbor table.
Step 4 From the path of the establishment process, the node selects the neighbor table Inus and Interference flag bits are 0 and the minimum depth of network nodes for the next hop node.
Step 5 When a node receives the same ID number of routing data packets, the data packets that are discarded will not be forwarded.
Step 6 When the routing data packet arrives at the Sink node, the Sink node returns the confirmation information from the path.
Load allocation and data transmission
The reasonable allocation of the source node load can protect the main path from premature failure due to excessive use, and make the network resources more efficient. To run an appropriate load balancing algorithm at the source node, the link quality, delay, and residual energy of each path must be known. When the Sink node receives the information sent by the source node, it will reply to a ACK confirmation message, which can contain the information required by the ACK. When the path is complete and returns the ACK confirmation message. The source node can obtain the relevant information of each path performance index, and then calculate the ratio of data forwarding on each path according to the information. The path between the frequent flow adjustment will bring a larger control overhead, in order to reduce the source node calculation and load redistribution overhead, the provisions only when they are updated with the final value change compared to more than 10%, the ACK package will be used to spread the updated value. Assuming that the source node receives the ACK packet from the path i, it can calculate the path quality P of path i by Formula 1.
(1)
There are three main elements in the formula: (1) LQI is the abbreviation of link quality indication, which can well represent the energy and quality of the received data frame on each path. The value of LQI depends on the intensity of received signal and the signal to noise ratio (SNR) on the path. The MAC layer is used to calculate the LQI value of the received signal strength and signal to noise ratio, and the value of LQI is related to the probability of receiving the data frame correctly.
(2) Delay is the average end to end delay of the path, which indicates the time of the packet to reach the destination node from the source point. Delay can well represent the transmission efficiency of the path, the size of the cover is also related to the length of the path and the degree of congestion on the path.
(3) Resbatt (Residual battery) is the average residual energy of nodes in the path. The energy of the nodes in the network is limited, when the energy is lower than a certain value, the node will fail. Therefore, the residual energy of the node is also an important factor affecting the quality of the path.
The α、β、γ is the weight coefficient, and to meet the |α|+|β|+|γ|=1, but also can adjust the weight coefficient to change the proportion of these 3 parameters in the path performance, which is the impact of the path performance. According to the calculation of the quality of each path to the source node of the traffic load for a reasonable allocation, Ri indicates that the source node to the i path to the ratio of the data, the specific formula 2, formula 3.
(2) (3) Finally, the source node transfers and transfers the data according to the data forwarding ratio R i of each path. If there is a new ACK packet containing the change of path performance information, the source node will recalculate the data forwarding ratio and redistribute the load.
ALGORITHM SIMULATION AND ANALYSIS

Simulation parameters
The nodes in the network are static, and the Sink node is located in the center of the network, and other routing nodes and terminal nodes are randomly distributed around the coordinator. Compare the improved algorithm, the algorithm of literature 10 and Tree Routing algorithm in the same simulation environment. The simulation results are compared under different traffic loads of 1-100pps, including packet delivery rate, average end-to-end delay, network lifetime and throughput. In order to ensure the accuracy of the experimental data, the three routing protocols are run independently for the same time in the same simulation environment, and the average values of the 20 simulation data are compared. Specific network simulation parameters are shown in table 1. 
Performance analysis of improved algorithm
(1) Packet delivery ratio Packet delivery ratio refers to the ratio of the packet to the destination node, which is used to measure the reliability of a network. Figure 2 shows that the packet delivery rate in the network changes with the change of network traffic when the improved algorithm, the algorithm of literature 10 and the Tree Routing algorithm are used. It can be found that when the traffic load is in the range of 1 to 20pps, the three routing algorithms are able to deal with the traffic load very well, but with the increase of the traffic load, their packet delivery rate is declining. This is due to the increase in the number of collisions on the channel and the packet queue length beyond the capacity of the min, resulting in packet loss. When the traffic load is more than 20pps, multipath routing is better than single path routing, mainly because of the single path bandwidth capacity is not strong enough to support the traffic load, and the single path has a higher path collision and interference. The performance of the improved algorithm is better than that of literature 10, it is because in the process of establishing path to reduce the inter path interference, thereby reducing the interference in the data path in the process of transmission, improve the success probability of the data to the destination node. End -to -end delay is the time the packet experiences from the source point to the destination. Figure 3 is the average end-to-end delay of the improved algorithm, the algorithm of literature 10 and Tree Routing algorithm. When the traffic load is small, the average hops of a single path is lower than the multipath, so the delay is relatively small. With the increase of traffic load, the average end-to-end delay of multipath and single path is greatly increased, but the average end-to-end delay of single path is much larger than that of multi-path routing. This is because of the increase in traffic load, resulting in more queuing delay at the source node. At the same time, intra and inter path interference severely reduces the performance of the network. Frequent packet collisions and interference will result in data packets being retransmitted, and increase the data transfer time. In multipath routing, data packets are assigned to disjoint paths of multiple nodes, and the number of collisions and interferences in the path is reduced, resulting in less retransmission, which is smaller than the end-to-end delay of a single path. At the same time, the improved algorithm can reduce the packet collision caused by the inter path interference, and reduce the packet retransmission probability and reduce the average end-to-end delay. Figure 3 . Average End-To-End Delay (3) Network life cycle When the node in the network causes the Sink node to receive the data flow from the source node, the network is paralyzed and the life cycle is over. Figure 4 shows the comparison of the improved algorithm, the algorithm of literature 10 and the Tree Routing algorithm. As can be seen from the graph, the increase of traffic load will reduce the network lifetime. For single path routing, the entire network traffic load will only be transmitted along a path, when the first node on the path is dead, the Sink node stops receiving traffic from the source node. In multipath routing, using node disjoint paths, the total network load is assigned to these paths, which can reduce the single path energy consumption, extend the network life cycle. Figure 5 shows the comparison between the improved algorithm and the algorithm of literature 10 and the Tree Routing algorithm. The throughput of the network is analyzed based on the packet delivery ratio of Qos. The packet delivery rate is limited to 96%, the maximum throughput of the Tree Routing algorithm is 20.6Kbps, the maximum throughput of the literature 10 is 41.5Kbps, the maximum throughput of the improved algorithm is 45.6Kbps. It can be seen that the improved algorithm can provide higher throughput, and increase the network bandwidth to some extent. 
CONCLUSION
From the simulation results, we can find that the improved routing algorithm is better than the algorithm of literature 10 and the Tree Routing algorithm in packet delivery rate, network lifetime, end to end delay and network throughput. This is also verified by reducing inter path interference and traffic load distribution can effectively reduce network overhead, reduce the average end-to-end delay, increase network throughput and prolong the network life cycle, so as to improve the performance of the ZigBee network.
