Word frequency and neighborhood density are properties of lexical organization that differentially influence spoken-word recognition. This study examined whether these same properties also affect spoken-word production, particularly as related to children with functional phonological delays. The hypothesis was that differential generalization would be associated with a word's frequency and its neighborhood density when manipulated as input in phonological treatment. Using a multiple baseline across subjects design, 8 children (aged 3;10 to 5;4) were randomly enrolled in 1 of 4 experimental conditions targeting errored sounds in high-frequency, low-frequency, high-density, or low-density words. Dependent measures were generalization of treated sounds and untreated sounds within and across manner classes as measured during and following treatment.
A long-standing debate in the study of phonological development relates to the nature of children's underlying lexical representations. This debate has been of interest from both theoretical and clinical perspectives. A basic theoretical question is whether children's underlying representation of words in the lexicon is adultlike or nonadult-like in phonological structure. At issue is the mapping between the representation and a child's corresponding productive output of this same form. A number of investigations have examined this problem from different theoretical perspectives, with supporting evidence being drawn from articulatory and acoustic phonetics, perception, learning, metalinguistic, and psycholinguistic studies (e.g., Dinnsen & Elbert, 1984; Edwards, Fourakis, Beckman, & Fox, 1999; Gerken, Murphy, & Aslin, 1995; Kornfeld & Goehl, 1974; Maxwell, 1984; McGregor & Schwartz, 1992) .
The nature of children's lexical representations also holds applied significance. For children with functional phonological delays in particular, the underlying representation has potential clinical ramifications in diagnosis and treatment. With respect to diagnosis, children's underlying representations have been thought to reflect their productive phonological knowledge of the target language (Dinnsen, 1984; McGregor & Schwartz, 1992 ). Children's underlying representations may be gleaned through use of conventional descriptive techniques of linguistic analysis that include characterizations of the phonetic inventory and distribution of sounds, the contrastive use of sounds as phonemes, and static and dynamic rules of the system which may further serve to constrain a child's outputs. The results of such independent analyses help to establish what a child knows about the target sound system and what remains to be learned. This, in turn, facilitates the selection of sounds for treatment because a child's underlying representations have been shown to be predictive of learning. Greater generalization results when treatment is aimed at a sound that is phonologically unknown to a child (Dinnsen & Elbert, 1984; Gierut, Elbert, & Dinnsen, 1987; Tyler, Edwards, & Saxman, 1990) . The extent of generalization directly corresponds to a child's underlying knowledge of sounds. With respect to treatment then, the underlying representation has been added to an emerging list of clinical-linguistic variables known to enhance phonological treatment efficacy (Gierut, 2001) . Perhaps more important, the clinical extensions lend further credence to theoretical claims concerning the nature of children's underlying representations by providing a unique slant on the issues.
Although the theoretical and applied work has been informative, there remains an apparent gap associated with lexical organization. Consider that words are represented in a child's mental lexicon as adult-like and/or nonadult-like in phonological structure, but these representations must also be organized in some way to facilitate lexical access and spokenword recognition (Morton, 1979) . The structure and organization of lexical representations must go handin-hand. To date, however, there has been little attention given to the organization of children's lexical representations or to the potential interface between representational structure and its organization (Charles- Luce & Luce, 1990 , 1995 Dollaghan, 1994) . It is in this regard that the clinical population of children with functional phonological delays may provide a distinct vantage. If the structure and organization of representations work in tandem as presumed, and if representational structure predicts phonological learning in treatment as demonstrated, then perhaps representational organization has a comparable effect on learning. The goal of this paper is to test the hypothesis that factors associated with lexical organization will induce differential generalization learning during treatment for children with phonological delays. Potentially, these independent but parallel lines of study will be revealing of children's lexical organization as well as the interface between structure and organization. By way of background, we begin with a review of the parameters that are thought to define lexical organization and then consider these relative to phonological generalization.
Lexical Organization
The study of lexical organization has been viewed primarily from psycholinguistic perspectives associated with spoken-word recognition. The main body of literature has been grounded in perception by adult listeners, but recently has been extended to include production by adults and also perception by infants and children. Thus far, the research has identified five parameters that are thought to provide organizational structure to words in the mental lexicon. These are word frequency, word age-of-acquisition, neighborhood density, phonotactic probability, and neighborhood frequency (Carroll & White, 1973; Jusczyk, Luce, & Charles-Luce, 1994; Luce, Pisoni, & Goldinger, 1990) . Of these, the most widely studied have been a word's frequency and its neighborhood density; these are the factors we examine herein.
Word frequency refers to the number of times a given word occurs in a language. Studies have shown that listeners recognize high-frequency words more rapidly and accurately than low-frequency words (e.g., Hohne, Jusczyk, & Rendanz, 1994; Jusczyk & Aslin, 1995; Landauer & Streeter, 1973; Luce, 1986) . This effect has been robust across ages (infants through adults) and tasks, suggesting that word frequency facilitates perceptual processing. Evidence from production has similarly shown that high-frequency words are less susceptible to speech errors and malapropisms than lowfrequency words (Dell & Reich, 1981; Vitevitch, 1997a Vitevitch, , 1997b . One explanation for this effect is that the structural representations of high-frequency words may be more firmly intact, thereby rendering them resistant to productive errors. Within linguistic theory, behavioral differences such as these have been interpreted to mean that a word's frequency is directly encoded in the underlying representation (Boersma, 1999; Bybee & Hopper, 2001 ). Alternate psycholinguistic theories that draw upon connectionism would posit that a word's frequency is wholly derivable from levels of activation in processing (Luce & Pisoni, 1998; Norris, 1994) . The preferred account aside, behavioral evidence nonetheless supports differential organization of the lexicon into categories of high-versus low-frequency items.
Neighborhood density is defined as the number of words that minimally differ in phonetic structure from a given word as based on a one-phoneme substitution, deletion, or addition. For example, rock, cake, ache, and break are all neighbors of rake. As with word frequency, neighborhood density influences spoken-word perception and production. Words from low-density neighborhoods with few phonetically similar counterparts are recognized faster and more accurately than words from highdensity neighborhoods (Luce, 1986; Luce & Pisoni, 1998; Luce et al., 1990) . The same facilitory effect has been observed in production, with low-density words being produced more rapidly and accurately than high-density words (Goldinger & Summers, 1989) . These effects are consistent for adults, but, interestingly, the limited data from infants and children have generated somewhat different outcomes. In perception, infants and toddlers attend to words in the input that are from highdensity neighborhoods Logan, 1992) , whereas preschoolers and early readers respond best to words from low-density neighborhoods (Metsala, 1997) . Asymmetries in the findings imply that the organization of representations in the mental lexicon undergoes changes with development (cf. Charles- Luce & Luce, 1990 , 1995 Logan, 1992; Metsala & Walley, 1998; Storkel, in press; Walley, 1993) . This notwithstanding, the behavioral effects again support that neighborhood density functions to organize the lexicon into categories of phonetically similar forms yielding high-versus lowdensity neighborhoods.
If we extend these results consistent with the hypothesis of study, then it might be predicted that highfrequency words will be most facilitative of learning in treatment of children with phonological delays. Predictions about the impact of neighborhood density on phonological learning are less clear, given the variation in perceptual findings and the general lack of production data in development. In this regard, preliminary evidence from the study of lexical diffusion bears on these predictions and serves to further motivate the present study.
Productive Sound Change
Lexical diffusion is a longitudinal process of sound change whereby the production of sounds in words changes on a case-by-case basis. This process has been commonly observed in historical linguistics, as well as in phonological acquisition (Labov, 1994; Locke, 1983; Smith, 1973 , Tyler & Edwards, 1993 . The study of lexical diffusion has been driven by two complementary questions: Which words of the input trigger sound change in the first place? and Which words of the output undergo sound change as a result? The latter "output" question has received attention in the literature on phonological development, but with mixed results (Gierut & Morrisette, 1998; Leonard & Ritterman, 1971; Moore, Burke, & Adams, 1976; Morrisette, 1999; Morrisette & Gierut, 2001 ). The former "input" question is most relevant to the purpose of this study because it appeals to the lexical characteristics of the words in treatment as potential precipitators of phonological change.
Thus far, there has been one study that has evaluated treatment words in establishing a possible relationship between lexical organization and productive sound change (Gierut, Morrisette, & Champion, 1999) . In this investigation, the frequency and neighborhood density of words were experimentally manipulated to determine their relative effects on generalization learning by 12 children with functional phonological delays. A complex alternating-treatments with staggered multiple baseline across-subjects design was used, with all logically possible pairings of high-or low-frequency and high-or low-density being compared. The alternatingtreatments design exposes a child to two different experimental conditions within the same session. The premise is that a child will respond differentially to the conditions, thereby yielding a relative comparison of treatment effects. In this case, each child was taught two target sounds that were never produced or used. Qualitatively, these were sounds of which a child had least productive knowledge, and quantitatively they maintained 0% baseline accuracy in all contexts. Each sound was treated in words with specific lexical properties as determined a priori by a child's experimental assignment. The dependent variable was generalization of treated sounds to untreated words and contexts. To illustrate, Child 1 was assigned to the treatment comparison of high-versus low-frequency words. Consequently, this child was treated on /s/ presented in the initial position of high-frequency words relative to /S/ in the initial position of low-frequency words, with generalization accuracy of these sounds being measured throughout. Consistent with the alternating treatments design, this provided a within-subject comparison of the relative (generalization) effects of treatment associated with properties of lexical organization.
Results revealed a hierarchy of differential generalization. As predicted from psycholinguistic studies, treatment of high-frequency words was most effective in inducing phonological generalization to treated sounds. In particular, high-frequency words were a better type of input than low-frequency, low-density, or highdensity items. Nonetheless, treatment of the other seemingly less effective types of words did have relative effects on generalization learning. Low-frequency words, for example, were as good as or better than either low-or high-density words in promoting generalization learning. In turn, low-density words were more effective than high-density words. The rankings of relative generalization were captured by the following equation: high frequency > low frequency = low density > high density. This hierarchy lent an optimality theoretic account of the process of lexical diffusion in development (cf. Boersma, 1999; Bybee & Hopper, 2001) . Perhaps more important, it provided preliminary evidence of the hypothesized relationship between lexical organization and phonological learning on par with the observed relationship between lexical structure and phonological learning.
The purpose of this paper is to build upon and extend these initial findings in an across-subjects experimental test of the hypothesis that properties of lexical organization differentially influence productive sound change in treatment. A staggered multiple baseline (MBL) across-subjects design is employed in manipulations of word frequency and neighborhood density to complement the prior alternating treatments experiment. This serves to potentially replicate and strengthen the generalizability of the findings in three unique ways. First, the MBL provides for an absolute investigation of treatment effects so as to evaluate the independent contribution of each variable associated with lexical organization on learning. This is in contrast to the relative (dependent) comparisons of the prior study in which lexical variables were manipulated jointly. Second, the MBL allows for more broadly defined dependent variables associated with generalization to treated and untreated sounds within and across class. This is in contrast to the prior study in which the design restricts measures of generalization to the treated sound only. Consequently, it will now be possible to establish global, system-wide changes in children's sound systems, in addition to potentially replicating local changes associated with the treated sound only. Finally, the MBL supports the documentation of phonological generalization during and following treatment. Again, this contrasts with design constraints of the prior study, where generalization could be traced only during treatment. Monitoring during treatment will establish causal relationships between the treatment itself and generalization learning (cf. McReynolds & Thompson, 1986, pp. 198-200) , but extending the period of monitoring beyond treatment may also reveal properties of lexical organization that sustain sound change in the absence of treatment. Clinically, the results to emerge will have implications for systematically planning generalization as based on the input introduced in phonological treatment. Predictably, different patterns of generalization will derive from treatment of different types of words. Theoretically, the results will add to the paucity of research on the influence of lexical organization on production. This holds promise for bringing us closer to understanding the interface between representational structure and organization in phonological development.
Method Participants and Phonemic Inventories
Eight children with functional phonological delays (CA: 3;10 to 5;4) participated. The children resided in monolingual English-speaking homes and, with the exception of their sound system, performed within normal limits on a standard battery of clinical diagnostic tests. These included measures of oral-motor structure and function (Robbins & Klee, 1987) , receptive vocabulary (Dunn & Dunn, 1981) , receptive and expressive language (Hresko, Reid, & Hammill, 1991; Newcomer & Hammill, 1988) , nonverbal intelligence (Levine, 1986) , and audiometric screening (ASHA, 1985) . In addition to these, a test of digit span recall was administered (Kirk, McCarthy, & Kirk, 1968) . Digit span has been linked to the speech-processing capabilities of children, especially as related to lexical storage and retrieval (Dodd, 1995) . Given related concerns of this study, digit-span recall was tested as a way of ensuring that children did not have subtle processing difficulties (cf. Baddeley, Gathercole, & Papagno, 1998) . On all measures, children were required to score not less than one standard deviation below the mean for the normative sample. Entry test results for each child are shown in Table 1 .
In terms of their sound systems, children were required to score at or below the 5th percentile (M = 3rd percentile; range = -1st to 5th percentile) relative to ageand gender-matched peers on the Goldman-Fristoe Test of Articulation (Goldman & Fristoe, 1986) . Results are shown in Table 2 . Following this, independent phonological analyses were developed for each child (Dinnsen, 1984) . Analyses were based on a child's spontaneous word productions using the Phonological Knowledge Protocol (PKP; Gierut et al., 1987, p. 477) . The PKP samples all target consonants of English in at least five different words in each relevant sound position. Monoand multisyllabic words are sampled, reducing a possible occurrence of syllabic productions particularly with respect to liquids in postvocalic position. The PKP further allows a child the opportunity to produce morphophonemically related forms (e.g., shave, shaving) as well as minimal pairs (e.g., shoe, you). Minimal pairs are especially relevant because they indicate which segments of a language are used to signal meaning differences among morphemes; these are the phonemes of that language. Consistent with standard linguistic analyses, phonemes are presumed to be the possible constituents of underlying representations. Thus, minimal pairs were a primary source of evidence in this study for determining each child's phonemic inventory. Following pre-established criteria (Gierut, Simmerman, & Neumann, 1994) , two unique sets of minimal pairs had to be produced in order for a target sound to be considered phonemic, regardless of whether or not these were correct relative to the adult language. Any target sound that did not meet this criterion was said to be "excluded" from a child's phonemic inventory. Children in this study were required to have at least seven target sounds excluded from the phonemic inventory (M = 8, range = 7 to 12); these are presented in Table 2 . Moreover, the excluded phonemes had to come from at least two different manner classes. Although consonants were the main interest, it should be noted that none of the children evidenced overt errors in their production of vowels.
Experimental Design and Procedures
Single-subject, staggered multiple baseline, acrosssubjects designs were used. This design exposed children to a period of no treatment followed by treatment. Children entered the treatment phase in succession, with the number of pretreatment baselines increasing by one as each consecutive child was enrolled (cf. . For example, Child 7 completed two baselines administered over a period of 21 days before the initiation of treatment. Meanwhile, Child 8 continued on in the baseline phase for an additional period of 19 days to complete a total of three baselines before beginning treatment. A general premise of the multiple baseline design is that experimental control is demonstrated with the occurrence of change during treatment, but not during baseline for any of the subjects. This establishes a cause-effect relationship between the manipulation of treatment and behavioral change . Moreover, for demonstration of experimental control in an across-subjects design, there is a further requirement of extended baseline stability for those subjects who are not the first to enter treatment. Stability of baselines over time and across multiple subjects is presumed to take into account maturation. That is, if behavioral change does not take place even over a protracted baseline, then any changes that do occur during treatment are thought not to be attributable to development; rather, they are due to the treatment itself . Finally, it is important to note that the multiple baseline, across-subjects design is distinct from a multiple baseline, across-behaviors design. In an across-subjects manipulation, it is possible to sample multiple aspects of behavior that are of interest and to expect that these may change during treatment (Hersen & Barlow, 1976, p. 228 ). The reason is that experimental control comes (Kirk, McCarthy, & Kirk, 1968) scores are scaled-scores with M = 30 and SD = 6. from the other subjects in successive legs of the design and not from specific behaviors within a given subject (McReynolds & Kearns, 1983; ).
The lexical properties of word frequency and neighborhood density were manipulated as independent variables in treatment. Two children each were assigned to 1 of 4 conditions: treatment of high-frequency, low-frequency, high-density, or low-density words. Children were randomly assigned to a condition in light of the comparability of their phonemic inventories, entry test results, and independence of these to age. Those enrolled within a given condition served to directly replicate the treatment effects . In essence then, each condition represented an independent multiple baseline, across-subjects manipulation.
One sound was selected for treatment for each child. Based on these children's error patterns, treated sounds were limited to either a fricative /f s/ or a liquid /l r/. Further characteristics of the treated sound include exclusion from a child's pretreatment phonemic inventory in all contexts, 0% production accuracy on extended baseline measures, and nonstimulable before the initiation of treatment. To control for possible effects of the treated sound itself, these were balanced within and across treatment conditions such that children in the same experimental condition were taught sounds from different manner classes, and those in different experimental conditions were taught sounds from the same manner class. Table 2 illustrates this with Child 1, for example, taught /f/ and Child 2, /l/, yet both were assigned to the high-frequency treatment condition. Whereas Child 2 was taught /l/ in high-frequency words, Child 7 was taught /l/ in words from high-density neighborhoods. In this way, it was possible to further demonstrate systematic replications of the treatment effects .
Treated sounds were taught in the word-initial position of 10 picturable real-word stimuli. Sample word sets are shown in Appendix A. Treated words were selected based on the lexical characteristics of word frequency and neighborhood density as dictated by a child's experimental assignment. Selection procedures were consistent with Gierut et al. (1999) such that a word's frequency was determined by counts from Kuc* era and Francis (1967), and neighborhood density from a computerized dictionary database of the 1964 MerriamWebster Pocket Dictionary (Nusbaum, Pisoni, & Davis, 1984) . The dictionary database catalogued approximately 20,000 words according to the lexical properties of interest, in addition to other defining characteristics like phonemic composition, canonical shape, grammatical category, and familiarity (Nusbaum et al., 1984) . Operationally, high-frequency words had a mean count of 239 per million occurrences (range = 109 to 831), and low-frequency words a mean count of 15 per million occurrences (range = 2 to 35). High-density words had a mean of 23 phonetically similar neighbors (range = 10 to 32) as compared to low-density words with a mean of 4 neighbors (range = 0 to 9). It should be noted that these lexical databases and operational definitions draw from an adult model of lexical organization (cf. Luce, 1986) . Although other lexical databases (e.g., adult vs. child, spoken vs. written) and other computational methods (e.g., raw vs. log frequency) have been used in related types of investigations (Beckman & Edwards, 2000; Dollaghan, 1994; Munson, 2001) , our purpose was to replicate and extend the prior study of Gierut et al. (1999) ; therefore, we adopted their procedures. There has been debate, however, about whether an adult model of the lexicon is appropriate for use in the study of children. This not withstanding, there have been several demonstrations that the two are, in fact, quite comparable (Kelly & Martin, 1994) . Studies have reported positive correlations between word frequency counts based on the adult and child Metsala, 1997; Munson, 2001) . There was also a significant correlation between the adult density count used in this study (Nusbaum et al., 1984) and the child density count reported by Dollaghan (1994; r = 0.653, p = < 0.01). Moreover, and perhaps most important to the purpose of this study, adult and child databases yield identical lexical characterizations of the words that change in production following treatment by children with phonological delays (Dale & Gierut, 2001; Morrisette, 1999; Selfridge & Gierut, 2001 ).
Words selected for treatment in a given condition were further balanced in terms of the alternate lexical property. That is, in either of the frequency conditions, half of the words (5 of 10) were drawn from high-density neighborhoods and half from low-density neighborhoods. Similarly, in the density conditions, half were high-frequency and half low-frequency words. This provided for independent manipulations of lexical organization associated with word frequency and neighborhood density in light of the fact that every word of the language has both a frequency and a density count. In addition, words selected for treatment were highly familiar, as rated by adults on a 7-point scale, with 7 being most familiar (M = 6.96, range = 6.33 to 7; Nusbaum et al., 1984). Children's receptive knowledge of the treated words was not tested before treatment, although as with frequency and density, studies have established the comparability of adult and child ratings of word familiarity (Metsala, 1997) . Nonetheless, an attempt was made to select treated words that would be familiar to young children and easy to picture. Given this, treated words were chosen from among the digital displays available in Picture Gallery (Psychological Corporation, 1995) . This is a commercial software program intended for clinical use with preschoolers who have speech and language disorders. In treatment then, treated words were visually depicted and presented as computerized displays. The treated word set for each child further varied canonical shape, stress, length, and syntactic category so as to avoid potential interference associated with blocking these variables. These were not, however, systematically balanced given known asymmetries in the phonotactics of the English language (Logan, 1992) . For example, high-density words of English tend to be monosyllabic and shorter relative to low-density words, and multisyllabic forms tend to have trochaic rather than iambic stress.
Treatment procedures were consistent with previous multiple baseline reports (Gierut, Morrisette, Hughes, & Rowland, 1996) . Children attended three 1-hour sessions per week and proceeded through two phases of treatment: imitation and spontaneous production. During the imitation phase, a child produced the target sound in treated words following the experimenter's model. Imitation treatment continued until the child achieved 75% production accuracy of the target sound across two consecutive sessions or until seven sessions were completed, whichever came first. When the imitation phase was completed, the child advanced to spontaneous production of the treated sound in treated words without the assistance of a model. The spontaneous phase continued until the child achieved 90% production accuracy of the treated sound across three consecutive sessions or until 12 sessions were completed, whichever came first. Auditory and visual feedback about the accuracy of production was provided throughout both phases of treatment. Procedures remained constant across children, but each child's personal interests were considered when incorporating drill-play activities in the sessions. Once a given child completed the spontaneous phase of treatment they immediately proceeded to monitoring at posttreatment and returned again at 2 weeks and 2 months posttreatment.
There was no difference in the time required to complete treatment or in performance during treatment for children enrolled in different conditions. This was due in part to the fixed time-or performance-based criteria for advancement. Treatment duration was approximately 6 weeks (range = 2 to 8 weeks). On average, children required 11 of 19 possible treatment sessions (range = 5 to 19 sessions) to meet criterion for completion of both imitation and spontaneous phases. Across children and conditions, performance during the imitation phase ranged from 66% to 98%, and during the spontaneous phase from 87% to 100% production accuracy. Children's familiarity with the treated words did not appear to influence production accuracy, and, further, all were able to readily name the treated words during the spontaneous phase. Thus, all children acquired the treated sound in treated words with some degree of accuracy and consistency during the delivery of treatment. This will be relevant when dependent variables associated with phonological generalization are evaluated.
Dependent Measures and Analyses
Dependent variables included generalization to the treated sound in untreated words and contexts, withinclass generalization to untreated sounds of the same manner class as the treated sound, and across-class generalization to untreated sounds of different manners than the treated sound. In this way, local change associated with the treatment target and global change associated with system-wide phonological gains were examined for each child by condition. There was an additional time component with a differentiation between generalization that occurred during treatment, as opposed to that which occurred following treatment. This allowed for examination of the direct impact of treatment on generalization (consistent with the causeeffect premise of single-subject designs), as well as potential generalization that might have been sustained after treatment was withdrawn. Thus, the dependent variables included three types of generalization, each at two different points in time.
To assess each child's generalization, two complementary measures were used in conjunction: the PKP and the treatment probe. The PKP, as described above, was an extended sample of all target sounds across contexts. It was administered before treatment in baseline, immediately after the completion of treatment, and again 2 weeks and 2 months posttreatment. The administration schedule mapped onto the time course of treatment for an individual child; that is, as a child completed treatment, successive probes were scheduled accordingly. The treatment probe was a measure of just those sounds excluded from a child's pretreatment phonemic inventory as an abbreviated (but more frequent) sample of generalization. Every sound excluded from a child's inventory was elicited in four exemplars, with two wordinitial and two word-final forms. Because the treatment probe was specific to each child, the number of items on the probe varied, depending on the number of sounds a child excluded. On average, the treatment probe consisted of 31 words (range = 24 to 44) that were equally balanced to include high-and low-frequency words from high-and low-density neighborhoods. As in treatment, this provided an opportunity for generalization to words with a range of lexical characteristics. Treatment probe words were familiar to young children and spontaneously elicited in a picture-naming task comparable to that of the PKP. The order of administration of treatment probe words was randomized at each sampling. The treatment probe was administered in parallel to the PKP at the same time points of baseline, immediately posttreatment, and 2 weeks and 2 months posttreatment. In addition, treatment probes were administered throughout the course of intervention, following a variable ratio schedule of two sessions. The collective probe data (PKP + treatment probe) gathered from the beginning of treatment to immediately posttreatment were defined as generalization during treatment. The additional data collected at 2 weeks and 2 months posttreatment were termed generalization following treatment.
At each administration of the PKP and treatment probe, children's responses were digitally recorded and phonetically transcribed using narrow notation of the IPA. A subset of all probe data (21%) were retranscribed by an independent trained listener for purposes of establishing interjudge reliability. Mean point-to-point consonant transcription agreement was 94% (range = 92% to 96% based on 1,831 consonants transcribed) between listeners. In this study, the transcribed probe data were used to compute percentages of accuracy in sound production; the actual transcriptions were relevant to other related descriptive and computational examinations of lexical diffusion in acquisition (Morrisette & Gierut, 2001) . Transcribed data from the probe measures were used to compute mean percentages of generalization accuracy for each child and for each experimental condition. Generalization means were determined for treated sounds and untreated sounds within and across classes during and following treatment. Mean data were then examined from quantitative and qualitative perspectives.
Quantitatively, a rank procedure for replicated AB multiple baseline design was used (Busk & Marascuilo, 1992) . The rank procedure determined whether treatment effects associated with each experimental condition were significantly greater than chance during and then again following treatment. This procedure makes use of the combined Sign test (Marascuilo & Serlin, 1988) by combining behaviors across subjects for increased power. As applied herein, generalization accuracy of treated and untreated sounds (n = 2) within and across classes (n = 2) for each subject (n = 2) yielded a total of 6 factors for each experimental condition. Mean generalization during treatment was ranked relative to 0% extended baseline performance for each factor. A like ranking was also completed for baseline data relative to mean generalization following treatment. The difference of ranks was then totaled by experimental condition. A binomial distribution with p = 0.50 was used to determine significance. Given an N of 6 for each condition, a positive change in all six factors was deemed significant (p = 0.0156); improvements in five or fewer factors was not significant. The ranked procedure thus established which of the four independent treatment manipulations resulted in statistically significant generalization. It is important to emphasize that this procedure did not also establish whether a given treatment manipulation was statistically different from another.
Qualitatively, a descriptive analysis of the generalization data was also warranted for further insight into specific patterns of change that might have been affiliated with different treatment conditions. Note that the ranked procedure required summing changes in treated versus untreated sounds, within versus across classes, within versus across children. Consequently, it was not possible to establish whether or not differential patterns of generalization resulted from the different treatment manipulations using a quantitative statistic. To address this, we adopted an accepted criterion level of 10% or greater mean generalization accuracy as a qualitative metric to describe differential phonological change (Elbert, Dinnsen, & Powell, 1984; Gierut, 1990 Gierut, , 1991 Gierut, , 1992 Gierut & Neumann, 1992) . As applied in this study, if mean generalization accuracy in a given experimental condition was greater than or equal to 10%, then this was interpreted as "change"; all else was interpreted as "no change." The 10% criterion was systematically considered for each type of generalization (i.e., treated sound change, within-class generalization, across-class generalization) at each of the relevant points in time (i.e., generalization during and following treatment). In this way, it was possible to qualitatively differentiate among the experimental treatment conditions in terms of the generalization patterns that emerged.
Results
Results are presented quantitatively and qualitatively in terms of mean generalization accuracy following treatment of sounds in words with different lexical characteristics of frequency and neighborhood density. Generalization is examined for treated sounds and untreated sounds excluded from children's pretreatment phonemic inventories at two points in time: during and following the completion of treatment. Generalization is in reference to the 0% baseline accuracy that all children evidenced for treated and untreated sounds excluded from the pretreatment inventory as sampled over time. Results are reported by condition rather than individually by child; for completeness and consistency with the premises of single-subject design, the individual data are provided in Appendix B following established criteria explicated by Ellis Weismer and Murray-Branch (1989) . Previous visual inspection of the trends in each child's learning curves revealed similarities in performance within a given condition (Morrisette, 2000) . Thus, the results are reported statistically and descriptively and evaluated in terms of the differential generalization patterns that emerged from each of the four independent treatment manipulation of word frequency and neighborhood density.
Word Frequency
Quantitative results for participants enrolled in treatment manipulations of word frequency indicated that treatment of high-frequency words resulted in generalization effects that were significantly greater than chance (p = 0.0156). This was true for the period both during and following treatment collapsed across dependent measures. The alternate treatment of low-frequency words did not yield generalization effects above chance. During treatment, generalization effects approached significance (p = 0.0938), but the same did not hold following treatment (p = 0.2344). Thus, high-frequency words yielded statistically significant generalization, but low-frequency words did not.
From a qualitative perspective, this difference can be described further by specifically examining differential generalization to the treated sound, within-class generalization, and across-class generalization. Figure  1 illustrates these differences in plots of the mean percentages of generalization for the high-(left panel) and low-frequency (right panel) treatment conditions respectively. The minimum 10% criterion of change is indicated by the dashed line. In treatment of high-frequency words (Figure 1, left panel) , generalization was observed to the treated sound itself and to untreated sounds within the same manner category. During and following treatment, mean accuracy of the treated sound was 31% and 76% respectively, both exceeding the 10% cut-off. Similarly, within-class generalization had a mean accuracy of 21% and 26% during and following treatment respectively, again above the 10% mark. Across-class generalization was not observed during treatment of sounds in high-frequency words, but this type of generalization was enhanced following treatment with 18% mean generalization observed.
In treatment of low-frequency words, there was no generalization to the treated sound either during or following treatment, with mean accuracy below 10% (Figure 1, right panel) . However, both within-and across-class generalization were observed during the course of treatment. Within-class generalization was not maintained following treatment, with mean performance declining from 10% to 3%, whereas acrossclass generalization was sustained at criterial levels following treatment.
Taken together, the qualitative description of generalization revealed that treatment of high-frequency words induced change in treated and untreated sounds within and across classes. This serves to replicate the prior findings of Gierut et al. (1999) in terms of predicted local changes in the sound system that follow from high-frequency words as input in treatment. It further demonstrates that treatment effects associated with high-frequency words may extend to other untreated sounds, suggesting that this condition may indeed induce the greatest phonological gains in children's sound systems. In contrast, treatment of low-frequency words resulted in generalization to untreated but not treated sounds. Despite the fact that children in this condition acquired the treated sound to pre-established levels of performance during treatment, there was no transfer of learning. Moreover, generalization to untreated sounds was only consistent across-classes. Thus, on statistical and descriptive grounds, system-wide generalization was only observed for children in treatment of high-frequency words. 
Neighborhood Density
From a quantitative perspective, treatment of highdensity forms resulted in generalization effects that were not significantly greater than chance either during (p = 0.0938) or following (p = 0.2344) treatment. As in Gierut et al.'s (1999) treatment manipulation, high-density words as input did not seem to trigger phonological change at least on quantitative grounds. In contrast, generalization in treatment of low-density forms was significantly above chance both during and following treatment (p = 0.0156) collapsed across dependent variables.
Qualitatively, results following the manipulation of high-versus low-density words in treatment are shown in Figure 2 . The high-density treatment condition resulted in no transfer of learning to treated or untreated sounds during the course of treatment (left panel). With the exception of modest gains within-class, the lack of generalization remained constant following the completion of high-density treatment. Qualitatively, these results mirror the statistical comparisons that demonstrated little to no change for this experimental condition. In the alternate low-density condition, the results showed changes across time in the treated sound only, as in Figure 2 , right panel. There were no corresponding changes in other untreated sounds.
The collective findings from neighborhood density manipulations are again consistent with Gierut et al.'s (1999) study. Treatment of high-density words largely failed to promote productive sound change, and treatment of lowdensity words supported only limited change in the treated sound only. Thus, treatment of low-density words appeared to be effective in triggering generalization, but it should be noted that system-wide improvements in children's sound systems were not associated with treatment of neighborhood density generally.
Discussion
This study examined the potential relationship between lexical organization and productive sound change in experimental manipulations of treatment of children with phonological delays. The question was whether the words used as input in treatment trigger differential learning in parallel with observable effects associated with representational structure and phonological change (Dinnsen & Elbert, 1984; Gierut et al., 1987; Tyler et al., 1990) . In general, the results identified different kinds of generalization for each independent condition. High-frequency words as input in treatment resulted in system-wide improvements in children's phonologies, spanning treated and untreated sounds within-and across-classes. Treatment of low-frequency words and low-density words each promoted one type of generalization, but it varied by condition. Low-frequency words motivated generalization to untreated sounds only, and low-density words to the treated sound only. High-density words in treatment did not generally or consistently trigger changes in the sound system. These results bear strong similarity to the hierarchy of phonological change proposed by Gierut et al. (1999) with respect to lexical diffusion of the treated sound only. The unique extension here was to untreated sounds with longitudinal examinations of change. Thus far, the effects of word frequency and neighborhood density in treatment appear to converge across two studies, involving a total of 20 children, using different types of single-subject experimental designs. Evidence of this type begins to attest to the potential generality of the results and lends novel contributions to application and theory.
Clinical Implications
The results of this study (coupled with those of Gierut et al., 1999) may be used to explicitly plan for generalization in phonological treatment (Powell, 1991) . That is, the words presented as input in treatment may be indicative of the specific kind of generalization to occur. This may be especially relevant for children with functional delays of varying severity (Shriberg & Kwiatkowski, 1982) . Consider that if a desired goal of treatment is to promote change in only the treated sound, then low-density words with few phonetically similar counterparts might be the most appropriate forms to present. Input of this type may be appropriate for children with surface-level articulatory errors affecting a few isolated sounds. Alternatively, if a goal is to trigger change in untreated sounds only, then low-frequency words may be selected for use in treatment. This may be considered in treatment plans that follow the predictions of typological markedness. It has been observed, for example, that treatment of a marked property of the sound system may result in change only in the corresponding unmarked property, but not also in the treated marked property (Dinnsen, Chin, Elbert, & Powell, 1990; Tyler & Figurski, 1994) . It might be expected that treatment of a marked property in low-frequency words may lead to this pattern of change. However, if the ultimate goal is to promote system-wide change in the phonology, then the best targets are likely to be high-frequency words. This seems appropriate for children with multiple sounds in error that severely constrain the phonotactics of the sound system (Gierut et al., 1987) . Finally, words from high-density neighborhoods may need to be avoided altogether if an end goal is generalization of any sort.
These clinical recommendations derive from treatment aimed at eliminating children's phonotactic constraints. Recall that only those sounds excluded from the pretreatment inventory were taught in the various lexical conditions. Phonotactic constraints, by some accounts, are thought to be associated with nonadult-like underlying representations (Dinnsen, 1984) . It may be that a different set of findings would emerge if treatment focused on errors associated with phonological rules, as in the case of allophonic variation. In these instances, children's underlying representations are likely to be adult-like (Gierut et al., 1987) . In future research, properties of lexical organization will need to be tested against adult-like and nonadult-like phonological structure for a complete view of their influence on generalization in treatment.
Other subject-and treatment-related factors will also need to be examined in future extensions. For example, in this study, generalization effects and age may seem to be related because the two oldest children received highfrequency words as input, with system-wide generalization (see Table 1 ). However, that treatment condition was randomly assigned. All children evidenced similar phonological characteristics in the number of sounds excluded from the inventory and in their performance on entry testing. Moreover, there was no correlation between age and number of sounds excluded from children's pretreatment phonemic inventories (r = -0.544, p = 0.163). It is also of note that the ages of children assigned to highfrequency manipulations in the parallel study by Gierut et al. (1999) ranged from 3;0 to 5;2, and this condition still emerged as inducing the greatest generalization. Nonetheless, chronological age and phonological status may need to be systematically manipulated with frequency and density in treatment. Similarly, generalization effects and the treated sound may also appear to be related in this study. Greater generalization occurred for the children who were taught /f l/ in high-frequency and low-density conditions, as compared to others who were taught /r s/ in low-frequency and high-density conditions. Recall that treated sounds were all on par in that they were excluded from a child's inventory and produced with 0% baseline accuracy. Despite different treated sounds, all children reached at least 90% accuracy in production at some point during treatment. Moreover, there was no apparent relationship between the time in treatment and treated sound. For example, Child 2 of the high-frequency condition met criterion for /l/ in a total of 13 sessions; likewise, Child 6 of the high-density condition met criterion for /s/ in 12 sessions. Again, it is of note that in the prior Gierut et al. (1999) study, the seeming effectiveness of treated sounds was just the reverse of that observed herein. Children who were taught /f l/ (under the less effective low-frequency or high-density conditions), in fact, showed less generalization than those others taught /r s/ (under the more effective high-frequency or low-density conditions). This notwithstanding, another potential manipulation might involve the treated sound relative to frequency and density (see, however, Shillcock & Westermann, 1998) . In addition to the treated sound, it may also be fruitful to consider the treated words. Recall that the words taught in this study were not equated in terms of canonical shape, stress, length, or syntactic category. This followed from the procedures of Gierut et al. (1999) and is consistent with the phonotactic patterns of English generally. However, future research may be structured to systematically manipulate these properties relative to frequency and density (see, however, Service, 1998) .
There are at least two other questions that also warrant further clinical attention. In this study, the clinical outcome contributed to the identification of treatment effects resulting from variables associated with lexical organization. This complemented Gierut et al.'s (1999) findings associated with relative effectiveness of the same variables. A next extension will need to examine treatment efficiency to delineate whether one condition is better than another in either treatment time or generalization performance, with these not being constrained a priori. This then would round out the possibilities that define treatment efficacy research generally-namely, effects, effectiveness, and efficiency (Olswang, 1990) .
In this and the Gierut et al. (1999) study, the effects of word frequency and neighborhood density were examined independently of one another. However, because every word has both a frequency and a density value, it should be possible to manipulate these properties either in tandem or additively. For example, treatment input might appeal to high-frequency words that are drawn solely from high-(or, alternatively, low-) density neighborhoods. A relevant question is whether combinatorial input crossing frequency with density will yield comparable generalization effects. As another example, treatment input might include a mix of both low-density and low-frequency words to potentially trigger generalization to treated and untreated sounds. Perhaps these two lexical conditions when used additively may achieve essentially the same outcome as treating high-frequency words alone.
Theoretical Implications
In addition to the clinical replications, the results of this study were consistent with the psycholinguistic literature on spoken word recognition by adults given the distinct advantage of high-frequency words and words from low-density neighborhoods (e.g., Landauer & Streeter, 1973; Luce & Pisoni, 1998) . The results add a new dimension to this line of research because they demonstrate that lexical organization influences phonological learning in preschoolers to complement previous research on the influence of lexical organization on perception and production in infants and adults. An important next step will be to ground the present findings within the broader context of processing accounts of lexical organization.
In this regard, models of spoken word recognition generally attribute the behavioral effects of high frequency and low density to the demands of processing (Luce & Pisoni, 1998; Storkel & Morrisette, in press ). High-frequency words are said to have a decreased processing load because the path to retrieving these forms is well-established, as they occur so often in the input. Similarly, low-density words have fewer similar sounding neighbors to act as competitors in retrieval, thereby again reducing processing demand. Processing accounts of spoken-word recognition may be applicable to the observed generalization effects on children's sound productions. Perhaps, high-frequency and low-density words were effective in inducing phonological change because of the reduced load on children's processing of these forms. These forms may be easier to hold in shortterm memory, allowing a child to execute more detailed analyses of the input (Gathercole, Frankish, Pickering, & Peaker, 1999; Metsala & Walley, 1998) .
Another line of research that is implicated is the relationship between lexical properties of the input versus output. Although lexical properties of the input have yielded consistent results across studies, the same has not been true for research aimed at the lexical properties associated with change in a child's output. Some have reported that changes in a child's productions take place in words that are of high frequency and first acquired (Leonard & Ritterman, 1971; Morrisette, 1999; Tyler & Edwards, 1993) . Other studies were unable to replicate these same effects, arguing instead that productive sound change is not affected by lexical properties of words, but rather by surface-level production variables such as stimulability (Moore et al., 1976; cf. King, 1969) . Still other research has observed that words which undergo productive change may be influenced by their phonological properties, thereby linking lexical organization with phonological structure in sound change. In this regard, phonological properties such as markedness, distribution, manner, feature specification, and functional status of sounds as phonetic or phonemic have been suggested as contributing to sound change through lexical diffusion (Gierut & Morrisette, 1998; Gierut & Storkel, 2001; Morrisette, 1999; Morrisette & Gierut, in press; Phillips, 1984) . Clearly, a line of research that considers the mutual role of lexical properties in the input and output remains open-ended, but holds much promise for an understanding of the relationship between the structure and organization of words in a child's mental lexicon.
