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A simple stochastic model of OR-trees is investigated in which the directional 
search algorithm has a very high average run time. The optimal algorithms just 
make the opposite of directional search: they spread their questions over the tree 
as balanced as possible. This is the first time that in a nontrivial stochastic recur- 
sion tree model the optimality of a nondirectional algorithm with respect to the 
average run time has been proved. o 1990 Academic PKSS, IK. 
I. INTRODUCTION 
The analysis of search trees is one of the fundamental topics in artificial 
intelligence and decision analysis (see, for instance, Nilsson, 1971; Kanal 
and Kumar, 1988; Pearl, 1984; Kumar and Kanal, 1983). In this paper a 
simple OR-tree model is investigated: The rooted tree T(X, E) with a set 
of nodes X, a set of edges E, and a specified root is a regular binary tree of 
depth t E fV; i.e., every node at some distance k < t from the root has two 
successors, and all nodes at distance t from the root are leaves (or tip 
nodes or terminal nodes) without any successors. T(x) denotes the set of 
all (= 2 or 0) successors of node x. 
To the tree belongs a function u: X + (0, l}, which is called OR- 
admissible iff 
u(x) = max{v(y) I Y E r(x)) 
for all nonterminal (or inner) nodes x. (T, u) is called an OR-tree, iff T(X, 
E) is a rooted tree and u: X+ (0, 1) is OR-admissible. Figure 1.1 shows an 
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FIGURE 1.1 
OR-tree of depth 3. The u-values (or shortly values) are drawn into the 
nodes. In the sequel we only investigate OR-admissible functions u. 
FACT. Let (T, u) be an OR-tree. Then 
u(root) = 0 e u(z) = 0 for all leaves z of T 
or equivalently 
u(root) = 1 e there exists a leafz with u(z) = 1. 
In the root determination problem (RDP) (for OR-trees) an OR-tree is 
given, but all its values are unknown. The task is to determine u(root) as 
quickly as possible. For that it is in every elementary unit of time allowed 
to reveal the value of one leaf. The values of nonterminal nodes are not 
allowed to be asked, but may only be determined by the leaf values in the 
subtrees below them. (The RDP has widely been studied in another type 
of recursions trees, the game trees (see, for instance, Knuth, 1973; Pearl, 
1984; Tarsi, 1983; Althofer, 1988a). 
When a leaf with value 1 has been found, then u(root) = 1 and the 
search can stop. In case of u(root) = 0 all 2’ leaf values must be revealed. 
LetL(T)={O,l,. . ., 2’ - 1) be the set of all leaves of T, where the 
leaves are numbered as in Fig. 1.1 (from left to right for some embedding 
of Tin the plane). A deterministic algorithm for the RDP in T consists of a 
permutation 7~ of L(T) and the following rule: 
At time i reveal the value of leaf r(i). If u(r(i)) = 1, then 
u(root) = 1 and stop. If u(7c(i)) = 0 and i < 2’ - 1, then go on 
with step i + 1. If u(r(i)) = 0 and i = 2’ - 1, then u(root) = 0 and 
stop. 
Often we identify the deterministic algorithm with its permutation m. 
For a given depth t we want to find deterministic algorithms for the 
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RDP which have in the case of root value 1 the smallest possible average 
run time. (The run time is i + 1, if u(r(l)) = 0 for 1 = 0, . . . , i - 1 and 
u (m (i)) = 1.) Before speaking of average run time we must introduce a 
probability distribution on the set of all OR-trees of depth t with a l-root 
(l-root means v(root) = 1>. This is done by a random top-down construc- 
tion of the u-values in T, which depends only on one real-valued parame- 
ter s E [0, 11: 
(i) u(root) = 1. 
(ii) Let U(X) = 0 for some inner node x of T. Then we must set 
u(y) = 0 for all direct and indirect successors y of X. 
(iii) Let U(X) = 1, and the values of yl, y2 E I(x) are not already 
fixed. Then we set 
4YJ = 4Y2) = 1 with probability 1 - s (1.1) 
U(Yl) = 1, 4Y2) = 0 with probability i (1.2) 
HYI) = 0, U(Y2) = 1 with probability 1. (1.3) 
Random decisions at different l-nodes of the tree are made indepen- 
dently of each other. A random OR-tree constructed in this way is called 
an s-OR-tree. In this model the tree of Fig. 1.1 has probability (1 - s)~(s/ 
2)2 in the set of all OR-trees of depth 3 with l-root. In general 
Pr(T, u) = (1 - s)” ($‘, 
if (T, u) has m inner l-nodes with two l-successors and n inner l-nodes 
with only one l-successor. (This simple top-down method for construct- 
ing random recursion trees had been introduced by Schrtifer (1986) in the 
field of bivalued game trees.) 
In Section II we determine the algorithms for the RDP which have 
minimal average run time in the s-tree model. It turns out that these 
optimal algorithms do not depend on s. The numbers at the leaves of the 
tree in Fig. 1.2 belong to an optimal algorithm for depth 4. 
The results for general depths t are analogous. The optimal algorithms 
?T~ spread their questions over the tree in as balanced a way as possible. 
THEOREM. For every s E [0, l] there exist constants c(s), c’(s) > 0, 
such that the average run times Err, of the optimal algorithms rr,for s-OR- 
trees of depth t with root value 1 are bounded by 
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for all t E N. 
In contrast to these optimal algorithms directional search traverses 
L(T) from left to right, until a l-leaf has bee,1 found. Let d, be the average 
run time of directional search in s-OR-trees of depth t with a l-root. We 
have 
&,=l, and 
d t+, = (1 - s)d, + ; dt + ; [2’ + d,] 
= dt + ; . 2’ 
for all t 2 0, thus 
lim 4 = S 
,-+P 2’ 2’ 
Hence, on the average, directional search must visit a constant fraction of 
the whole tree. 
The s-OR-trees are the first example of a nontrivial stochastic recursion 
tree model, in which directional search is suboptimal and the optimal 
(nondirectional) algorithm for the RDP is known. 
Section III contains some concluding remarks. 
II. THEPROOFOFTHETHEOREM 
For K C L(T) we define 
PrW = Pm, VI I CT, ) u is a s-OR-tree of depth f with v(z) = 0 
for ail z E K} 
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Sometimes we simply write p(K) instead of p#) when there are no 
doubts about the corresponding tree T. 
EXAMPLE 2.1. For the tree T of depth 1, L(T) = (0, I}. We get 
Pm = 1 (0 means the empty set), 
P(Qw = P({lH = p, 
pm 1)) = 0. 
LEMMA 2.2. Let T consist of the root and the two pending subtrees TI 
and T2. Let be K C L(T), K = K1 U K2, where Kj = K fl L(Tj)forj = 1,2. 
Then 
PTK) = (1 - s)PT,WI)PT~(&) + ;PT,(KI) + ;~,(Kzh (2.1) 
Proof. For j = 1, 2 let yj be the successors of the root, yj the root of 
subtree Tj, and Vj the restriction of u on Tj, u(K) = 0 means u(z) = 0 for all 
z E K. 
m(K) = 2 Pr(T, u)u:u(root)=l, u(K)=0 
= c Pr(T, u) 4 2 Pr(T, u) + 2 Pr(T, u) 
u:u(y,)=u(y2)=l, o:o(y,)=l. u:u(yl)=o, 
u(K)=0 u(yz,=O, u(yz)= I, u(K)=0 u(K)=0 
= 2 (1 - WG”~, udPr(T2, ~2) 
u:u(y,)=u(y*)=I 
u(K)=0 
+ u:u~=I p Pr(L 4 + u:uI=o i Pr(T2, ~2) 
u(Y*,=o: u(yz,= 1: v(K,)=O v(K2)=0 
= (1 - s) 
[ 
“,:“;)=, Pr(T1y ul) . I[ "*:"g)=, pr(T27 u2) vdK,)=O u*(K*)=O' 1 
+ p .,:.z,=t, R-VI, I) +5 ,:v~jz, WT2, 4) u,(Kd=O u&)=0’ 
= (1 - ~)PT,(KI)PT,(Kz) + ; PT,(KI) + f pTJK2). 
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FIGURE 2.1 
The last three equation signs hold because of the independency assump- 
tion in the s-tree construction. n 
FACT 2.3 Let B f K Cj K’ 5 L(T). Then 
1 > PTW) > PT(K’)> 0. 
Proof. By induction with the help of Lemma 2.2 and Example 2.1 as a 
start of induction. n 
Figure 2.1 shows a tree of depth 22. The subtree rooted at yj is called q 
forj = 1, . . . , 6. 
Let, as before, L(T) = (0, . . . , 2’ - l}; thus, L(T3) = (0, . . . , 
2f-2 - l}, L(T4) = {2’-2, . . . , 2’-’ - l}, L(Ts) = {2’-‘, . . . , 3 . 2’-2 - l}, 
L(T,J = (3 + 2’-2, . . . , 2’ - l}. For K C L(T) we say Kj = K fl L(TJ, and 
K+m:={k+m(kEK},K-m:={k-mIkEK}formEN. 
Furthermore we define 
K; = K3, K; = KS - 2’-2, K; = K4 + 2r+2, K;, = KG, 
K’; = K3, K; = KG - 2’-‘, K;’ = KS, K;: = K4 + 2’-‘, 
K’ = K; U K; U K; U K;, K” = K’; u KI; u K; u KI;, 
(K’ results from K by an “exchange” of T4 and T5, K” by an “exchange” 
of T4 and T& 
Pj = Pl;(Kj), qj = PT,CK~‘>, rj = PT,<K$ 
for-j= 1,. . . ,6. Obviously p3 = q3 = r3, p4 = q5 = rg, p5 = q4 = r5, p6 = 
q6 = r4. 
LEMMA 2.4 Let p3 L psL p6 2 p4. Then 
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Proof. By a twofold application of Lemma 2.2 we get 
PTW) = (1 - S)PIPZ + $1 + $2 
+ ; (1 - s)p4pSp6 f (1 - s> ; p3p4pS + (1 - s) ; p3P4P6 1 
+ ; 
[ 
(1 - SlP3P4 + ;p3 + ;p4 1 
+ ; (1 - s)pSp6 + $5 + $6 1 . 
Analogously we derive formulas for p#‘) and p#“) and get 
pdK’) - pdK) = ; (l - s)b3pS + p4p6 - p3p4 - p5p6] 
= ; (1 - s)(p3 - p6)(p5 - P4) z 0, 
pdK”> - dK) = ; (1 - s)b3p6 + p4p5 - p3p4 - p5p6] 
= ; (1 - s)(p3 - pS)(p6 - p4) > 0. ’ 
# K denotes the cardinality of a finite set K. 
LEMMA 2.5 Let t 2 1, K C L(T), and pi(K) = min{pl(K’) 1 K’ C 
L(T) and #K = #K’}. Then [#KI - #K2 ( I 1, where the Kj have the 
same meaning as before. 
Proof. Works by induction in t. 
The case t = 1 holds trivially. 
Now assume t 2 2. By the monotonicity and positivity of (2.1) 
PT,(Kj) = min{p@‘) 1 Kj’ C L(q), #Kj = #Kj} 
forj= 1,. . ., 6. Let kj = #Kj. Fact 2.3 and Lemma 2.4 together yield 
max(k3, k4} z- max(k5, k6} 2 min(k5, ks) 2 min(k3, kJ (2.2) 
or 
max{k5, k6} 2 max(k3, k4) 2 min(k3, k4) 2 min{ks, k6). (2.2’) 
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By the induction hypothesis for t - 1 we have Ik3 - k41 I 1 and Ik5 - k61 
5 1; thus, together with (2.2) or (2.2’) max{k3, . . . , k6} - min{k3, . . . , 
k6} % 1, hence jki - kZI = Ik3 + k4 - k5 - k61 I 1. n 
An iterated application of Lemma 2.5 yields a still somewhat stronger 
result. 
LEMMA2.6. LetbetENandKCL(T)={o,l,. . .,2’-1)with 
p(K) = min{p(K’) / K’ C L(T) and #K = #K’}. 
Then 
IK n {c. 21, . . . ) (c + 1) . 2’ - 1}1 - IK n {c’ * 2’, . . . ) 
(c’ + 1) * 2’ - l}l / 5 1 
for all 1 E (0, . . . , t - 1) and all c,c’ E (0, . . . , 2’-’ - I}. 
In the second part of this section we estimate the expected (= average) 
run time of the optimal algorithms. Let 7~ be an algorithm for depth t, i.e., 
a permutation of (0, . . . , 2’ - 1). We define 
K;(n) = {r(O), . . . , QT(~ - 1)) for i=l,. . .,2!, 
and 
K,(r) := 0. 
Let EAT denote the expected run time of r in s-trees of depth t with a l- 
root for some fixed s ; then 
LEMMA 2.7. En = i p(Ki(w)). 
i=o 
(2.3) 
Proof. p(Ki-l(r)) - p(Ki(m)) is the probability that the first l-leaf in a 
tree with l-root is found by 7~ in its ith question. 
Thus 
ET = 5 [p(Ki-l(r)) - p(Ki(~))li 
i=l 
= - PWI(T)) 
+ MK1(77N - 217(K2(77N 
+ ~P(&(T)) - 3NG(~N . . . 1 
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COROLLARY 2.8 Let T, T’ be two algorithms for depth t with 
P&(T)) 5 p(Ki(r’)) for i = 0, . . . 2’; then 
Lemma 2.6 and Corollary 2.8 together show that it is optimal (and the 
only optimal way) to spread the questions over the tree in as balanced a 
way as possible. Formally this spreading can be done, for instance, in the 
following way: 
Let i = xklt,, a,2” with a, E (0, I} for all n be the binary representation 
of i: then 
t-1 
r(i) := C a,2(‘-l)-“. 
n=O 
The enumeration in Fig. 1.2, for example, has been obtained in this way. 
Let w be an optimal algorithm for depth t, and 
form=O,l,. . ., t. By the Lemmas 2.2 and 2.5 
(1 - s)p,-dt - 1j2 + sPm-10 - 11, if 1 I m 5 t (2.4) 
P&> = 
(1 - s)p()(t - 1) + ;po(t - 1) + ; 1, ifm=O (2.5) 
for all t 2 1, and p,,(O) = 0. 
LEMMA 2.9. (i) p,(t) < p,-l(t)for all m = 1, . . . , t, all t E N. 
(ii) p&t) = 1 - (1 - s/2)‘for all t E N. 
(iii) Zfpm(t) = 1 - E, 0 < E < 1, then 
< 1 - E and 
pm+l(t + 1) = 1 - (2 - S)& + (1 - S)&2 
= 1 - (2 - S)E, if& is small. 
(iv) ZfpJt) = E, 0 < E < 1, then 
< E and 
pm+l(t + 1) = SE + (1 - s)a2 
= SE, if E is small. 
Proof. Using (2.4), (2.5) and straightforward computations. I 
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Let 6 = logz(2 - s). 
FACT 2.10. 
(i) (1 - :)’ (2 - s)I-~ = 1 
I 
for all s E (0, 1). 
(ii) 2P < 1 
LEMMA 2.11. For every S,E E (0, 1) there exist constants b,(s, E), 
MS, E) E N, such that 
>l-& 
Pm(t) 
for all m 5 (1 - 6)t - b,(s, E) 
<E for all m 2 (1 - 8)t + b2(s, E) (2.6) 
ford t E N. 
Proof. Combine Lemma 2.9(i), (ii), (iii), and Fact 2.10(i). For in- 
stance, if m < (1 - 8)t - b 
p,(t) = I - (1 - ;)‘m (2 - s)” 
> 1 - 1 - 2 6’ (2 - S)(I-6)r . 
i 1 2 i 1 1 - ; b (2 - $6 




In the case m > (1 - 8)t we get more exactly 
LEMMA 2.12. For every s E (0, 1) there exists a constant b(s) E N, 
such that 
pm(t) < b(s) . ~vwwwm), if m > (1 - 6)t. 
Idea of the Proof, Combine (2.6) and the linearized part of Lemma 
2.9(iv). H 
Now we are able to upperbound the average run time of the optimal 
algorithms. For t L 2, let 
274 INGO ALTHdFER 
<1+ c 2m . 1 + 2 2m . bts) Sm-K-S)lG)(r-m)~ (2.7) 
05m~(l-6)t “-Wgy - 
Let m = L(1 - S)rl + 1 + n for some IZ E N. Then 
2rn&) S”-Kl-SISwm) 
= 21w9rJ+1+n &) s l(l-s)rkl+n-((I-s)/s)(r-l(l-S)r~l-n) 
= &) 2l~I-S,d+l . [2” $. l(~-s)rh~+n-((~-s)/s)crsrl-~)+((t -mn] 
5 b(S) 2bS,lJ+I . [2p]“* 
Thus (2.7) is not greater than 
rstl- I 
1 + 2L(l-s,rJ+l + 2( 1 I - 6 ) A+1 &) 2 (2p)” 
n=O 
1 
5 1 + 2’(‘-Qfk’ [ 1 + b(S) 1 1 _ 2S,,6 ) 
as 2s*‘* < 1 (Fact 2.1O(ii)). 
Hence there exist constants c(s) > 0 for every s E (0, 1). such that 
2’ 
En 5 c(s) 2(‘-8)’ = c(s) ‘3-hc2-3)1~ = c(s) - 
(2 - s)f’ (2.8) 
On the other hand, we have 
> .! . 2k-WJ-bkl) > c’(s) 2(1-W 
2 
for an appropriate constant c’(s), where b,(s, 6) is the constant from 
Lemma 2.11. 
Equations (2.8) and (2.9) together are the statement of the theorem. 
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III. CONCLUDING REMARKS 
(a) Tarsi (1983) had proved that in a special stochastic game tree model 
directional search is optimal. In Althofer (1988a) it was shown that in a 
wide range of other stochastic game tree models directional search is not 
optimal. Unfortunately, the method of this paper (for proving the optimal- 
ity of a nondirectional algorithm) cannot be applied to game trees. OR- 
trees are just easier than game trees or AND/OR-trees (Kumar and Kanal, 
1983)! 
(b) Consider an s-OR-tree of depth t, where the root value is 0 or 1 
either with probability 4. When an algorithm 7~ has already revealed i 
leaves, all with value 0, then in the ‘remaining” tree 
Pr{u(root) = 1 1 u(7~(0)) = . . . = u(7r(i - 1)) = 0) = 1 ~(~~~~~~)). 
Especially, by Lemma 2.11, after 2 - (I B)f+b2(S~E) O-leaves there remains only a 
probability < ~(1 + E) < E for root value 1, and thus the probability for 
root value 0 has become greater than 1 - E. 
Statements like the last one are made in the root determination problem 
with error E > 0 (E-RDP): The algorithms are allowed to give a wrong 
answer with a probability not exceeding E. The results of Section II can be 
reformulated in terms of the E-RDP: 
Let an algorithm be given, which solves the E,-RDP in s-OR-trees of 
depth t with an average run time 52~’ for all t, where p < 1 - log2(2 - s). 
Then 
lim Ed = i. 
*--tm 
Hence also in the E-tolerant model the average search costs remain expo- 
nential in the depth t of the tree. We conjecture that this exponential 
lower bound for the E-RDP does not hold only for s-OR-trees but for all 
other recursion tree models (like game trees and majority trees) with a 
nontrivial stochastic top-down structure. 
The zero error counterpart to this conjecture is a product inequality 
(Althofer, 1988) from which the lower bound b”* for any b-regular tree of 
depth t with symmetric recursions can be derived. 
(c) The optimal algorithms for s-OR-trees can simply be parallelized 
with a linear speedup: When 2” processors are given, the parallel algo- 
rithm reveals those leaves at time i, which are revealed at the times (i - 
1)2”, (i - 1)2” + 1, . . . i2” - 1 by the sequential (= l-processor) algo- 
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rithm. (Parallelization of search in game trees, for instance, is much more 
complicated (Althofer, 1989b; Karp and Zhang, 1989).) 
(d) Randomization (“in the next step reveal leaf z with probability pz,” 
pz 2 0 for all z, xp, = 1) does not improve the average search time. 
Similar observations have been made for game trees. 
(e) The optimal algorithms for the s-OR-trees do not only have minimal 
average run times but also minimal mth moments 
ET” := $ [P(&l(fl)) - P(Ki(~))li” 
for all m 2 1. It remains an open question whether they are also minimal 
with respect to the variances Var r = Er2 - (ETT)~. 
(f) Let e,(s) denote the average number of l-leaves in a s-OR-tree of 
depth t with a l-root. 
e06) = 1, e,+,(s) = (1 - s)2et(s) + se,(s) = (2 - s)e,(s), 
thus e,(s) = (2 - s)’ for all t E N. Together with the result of the theorem 
this yields, not unexpectedly, the product-“equality” 
e,(s) . ET = (2 - s)~ & = 2t. 
(g) The results in this paper depend heavily on the assumption that 
nonterminal nodes do not give any information (neither correct nor erro- 
neous) about their values. A relaxation of this assumption leads to com- 
pletely different situations and questions (Nilsson, 1971; Berliner, 1979; 
Pearl, 1984; Althofer, 1987). 
(h) We conclude this section with an Open Problem: Partial preordering 
at inner nodes can be introduced in the s-OR-tree model by a modification 
of the stochastic top-down rules (1.2) and (1.3): 
4Yl) = 1, u(y2) = 0 with probability SI (1.2’) 
U(Yl) = 0, u(y2) = 1 with probability ~2, (1.3’) 
where 0 I si, s2 and s1 + s2 = s. 
In the case of s1 > s2 the l-successors of a l-node are hanging more 
often to the left side. Thus a good algorithm should also concentrate its 
questions on those leaves which can be reached from the root by more 
frequently turning to the left. 
What is the optimal algorithm in this (s,, sJ-model and what is its 
average run time? 
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