Abstract. Local existence of solutions is proved for equations describing the motion of a magnetohydrodynamic incompressible fluid in a domain bounded by a free surface. In the exterior domain we have an electromagnetic field which is generated by some currents located on a fixed boundary. First by the Galerkin method and regularization techniques the existence of solutions of the linarized equations is proved; next by the method of successive aproximations the local existence is shown for the nonlinear problem.
Introduction.
In this paper we prove the existence of local solutions to equations describing the motion of a magnetohydrodynamic incompressible fluid in a domain Ω t ⊂ R 3 bounded by a free surface S t . In the domain D t ⊂ R 3 which is exterior to Ω t we have a gas under constant pressure p 0 . Moreover in the domain D t we have an electromagnetic field which is generated by some currents which are located on a fixed boundary B of D t .
In the domain Ω t the motion is described by the following problem, (1.1)
where Ω T = 0≤t≤T Ω t × {t}, v = v(x, t) is the velocity of the fluid, p = p(x, t) is the pressure,
H(x, t) is the magnetic field, f = f (x, t) is the external force field per unit mass, µ 1 is the constant magnetic permeability, σ 1 is the constant electric conductivity,
E(x, t) is the electric field, and
is the stress tensor, where ν is the viscosity of the fluid. Moreover, by
we denote the dilatation tensor. In the domain D t which is a dielectric (gas) we assume that there is no fluid motion inside (v = 0). Therefore we have the electromagnetic field only described by the following system:
where D T = 0≤t≤T D t × {t}. On S t = ∂Ω t ∩ ∂D t we assume the following transmission and boundary conditions:
where S T = 0≤t≤T S t × {t}, n is the unit outward vector to Ω t and normal to S t , τ α , α = 1, 2, is the tangent vector to S t , φ(x, t) = 0 describes S t at least locally.
Next we assume the following boundary conditions on B:
where H * and E * are connected by
,
where (τ 1 , τ 2 , n) are curvilinear coordinates and A τ 1 , A τ 2 , A n the Lamé coefficients of the transformation (τ 1 , τ 2 , n) → (x 1 , x 2 , x 3 ). Finally, we assume the initial conditions (1.7)
To prove the existence of solutions to the above problem we introduce the Lagrangian coordinates ξ ∈ Ω. The Lagrangian coordinates are connected with the velocity v as the initial data for the Cauchy problem 
v(ξ, t) = v(x v (ξ, t), t).
To introduce the Lagrangian coordinates in D t we extend v onto D t . Let us denote the extended functions by v . Then we define ξ ∈ D to be the Cauchy data for the problem 
Definition 2.1. By weak solutions to problem (1.1)-(1.7) we mean functions v, H which satisfy the integral identities (2.1)
where ϕ, ψ are sufficiently regular with ϕ(x, T ) = ψ(x, T ) = 0, and n v is the unit outward vector normal to S or B.
In (2.1), (2.2) we use the notation
Let A be the Jacobi matrix of the transformation
,Ω t and ϕ is an increasing positive function.
To prove the existence of a solution to the above problem we introduce Lagrangian coordinates connected with a given divergence-free function u. Moreover we linearize the terms with v in (1.1) writing them in the form u · ∇v and u × 1 H. Then from (2.1), (2.2) we get
H is a given function. We have the following main theorem of this paper, which is proved in Section 5. 
where A is a positive constant.
3. Existence and regularity of solutions of the linearized problem (1.12). To prove the existence of a solution to the problems (1.12), (1.13) we use the Galerkin method. Take a basis {ϕ k } in L 2 (Ω) and {ψ k } in L 2 (Π). Then we are looking for an approximate solution in the form
where the functions c kn , d kn , k = 1, . . . , n, are solutions of the following system of ordinary differential equations:
for k = 1, . . . , n. The equations (3.2), (3.3) can be written in the form
where k = 1, . . . , n and summation over repeated indices is assumed. Then from (3.2), (3.3) we see that
where a = t 1/2 u 3,2,2,Ω t and ϕ is an increasing positive function. Assuming
we have the following initial conditions for solutions to the problem (3.2), (3.3):
The existence and uniqueness of solution to the problem (3.2), (3.3), (3.5) follows from the theory of ordinary differential equations.
Next we have to assume that (3.6) sup
where δ is sufficiently small and I is the unit matrix. Now we obtain estimates for solutions of (3.2), (3.3).
where α is an increasing positive function, a = t 1/2 u 3,2,2,Ω t and 0 ≤ t ≤ T .
Proof. Multiplying (3.2) by c kn and summing over k from 1 to n we get (3.8)
Using in (3.8) the Hölder and Young inequalities together with the Korn inequality
,Ω . Integrating (3.9) with respect to time and using the Gronwall inequality we get (3.7).
We want to obtain more regular solutions of (3.2); therefore we show Lemma 3.2. Let the assumptions of Lemma 3.1 be satisfied and
, where α is an increasing positive function.
Proof. Multiplying (3.2) by
d dt c kn and summing over k from 1 to n we get
Using in (3.11) the Hölder and Young inequalities we get
Integrating (3.12) with respect to time and applying the Korn and Gronwall inequalities we get (3.10).
To estimate v nt 2 1,2,2,Ω t we need the following result.
Lemma 3.3. Let the assumptions of Lemma 3.1 be satisfied and
,Ω , where α is an increasing positive function.
Proof. Differentiating (3.2) with respect to t, multiplying by d dt c kn , summing over k from 1 to n and using the Korn, Hölder and Young inequalities we get
Integrating (3.14) with respect to time we get (3.13).
From (3.7), (3.10), (3.13) we have Lemma 3.4. Let the assumptions of Lemmas 3.1-3.3 be satisfied. Then
where α is an increasing positive function. Now choosing a subsequence and letting n → ∞ we get
(Ω)) we consider the following elliptic problem:
Applying to (3.17) the regularization technique for elliptic problems (see [4] ) and Lemma 3.5 we get
Integrating (3.18) with respect to time we get Lemma 3.6. Let the asumptions of Lemma 3.5 be satisfied and
where α is an increasing positive function.
(Ω)) we differentiate (3.17) with respect to time. Then we get the following elliptic problem:
Applying to (3.20) the regularization technique for elliptic problems we get (see [4] )
,Ω . Integrating (3.21) with respect to time and using Lemmas 3.5-3.6 we get Lemma 3.7. Let the assumptions of Lemmas 3.5-3.6 be satisfied and
Next we have to obtain an estimate for v tt 1,2,2,Ω t . Let
and suppose that 
where α is an increasing positive function. Now adding inequalities (3.22) and (3.23) for p = q + p 0 we get Lemma 3.9. Let the assumptions of Lemmas 3.5-3.8 be satisfied. Then
4. Existence and regularity of solutions of the linearized problem (1.13)
. Then for solutions of (3.3) the following inequality holds:
Applying to (4.2) the Hölder and Young inequalities and the inequality (see Appendix)
. Integrating (4.4) with respect to time and using the Gronwall inequality we get (4.1). 
Lemma 4.2. Let the assumptions of Lemma 4.1 be satisfied and
Applying to (4.6) the Hölder and Young inequalities we get
. Integrating (4.7) with respect to time using (4.3) and the Gronwall inequality we get (4.5).
To 
Now choosing a subsequence and letting n → ∞ we get
Let Ω be one of the Ω i and ζ(ξ) = ζ i (ξ) the corresponding function.
In a boundary subdomain Ω ∩ B = ∅, ω ∩ B = ∅, ω ⊂ Ω we introduce local coordinates {y} connected with {ξ} by (4.12)
where Further, we introduce new variables by (4.14) z i = y i , i = 1, 2, z 3 = y 3 − F (y), y ∈ Ω, which will be denoted by z = φ(y), where F is an extension of F to Ω with
, where χ(ξ) = φ(ψ(ξ)) and y = ψ(ξ) is described by (4.12).
If Ω ∩ S = ∅ we similarly introduce local coordinates, but now Ω = {y :
We also introduce the following notation: (4.17) where ζ(z) = ζ(ξ) ξ=χ −1 (z) and z = τ , z 3 = n.
From (1.1), (1.4) and (1.5) we get (4.18) 1
In local z coordinates, (4.18) has the form 1
Thus we get
where A i , i = 1, 2, 3, are the Lamé coefficients of the transformation z → x and from (1.1) 5 , (1.4) 3 , (1.5) 2 we have
Under the above notation problem (1.1), (1.4) has the following form in a boundary subdomain Ω ∩ S = ∅:
Multiplying (4.20) by
1 H and (4.21) by 2 H, integrating respectively over Ω ∩ Ω and D ∩ Ω, adding the resulting equalities, using the transmission conditions (4.19), assuming that | Ω| is sufficiently small, integrating with respect to time and using the Gronwall inequality we get
Here and below, α is an increasing positive function. 
Integrating (4.23) with respect to time, using (4.22) and the Gronwall inequality we get 
Then from (4.22), (4.26), (4.27) we get
Now differentiating (4.20), (4.21) with respect to τ, multiplying respec-
H τ τ , integrating over Ω ∩ Ω, Ω ∩ D and integrating with respect to time using the transmission conditions (4.19) we get 
Next we estimate H t 
Adding the above inequalities we get the estimates
Now we consider interior subdomains. Let Ω ⊂ Ω. Then as above we prove
Now let Ω ⊂ D. Then similarly to (4.32) we prove
Now we consider the following problem in boundary subdomains Ω∩B = ∅ :
where H * is a given function. Then we get the system (4.37)
H * | B = 0. Then as above we get 
Next we have to obtain estimate for H tt
Then from the weak solution to the linearized problem (1.13) after letting n → ∞ we get Lemma 4.7. Let the assumptions of Lemmas 4.5-4.6 be satisfied and 
Then from Lemmas 4.5-4.8 we deduce that 1.1)-(1.7) . We prove the existence of
Existence of solution of (
First we show the boundedness of the sequence described by (5.1)-(5.4) in the norm 
We have proved that
Applying to (5.12) the Korn inequality, integrating with respect to time and using (5.13), (5.14) we get
,Ω t ). Now using in (5.9) local z coordinates, and (4.19), as in (4.22) we get
Multiplying (5.8) by V m+1,t , integrating over Ω and using Young and Hölder inequalities we get 
