Abstract. Formally capturing spatial semantics is a challenging and still largely unsolved research endeavor. Qualitative spatial calculi such as RCC-8 and the 9-Intersection model have been employed to capture humans' commonsense understanding of spatial relations, for instance, in information retrieval approaches. The bridge between commonsense and formal semantics of spatial relations is established using similarities which are, on a qualitative level, typically formalized using the notion of conceptual neighborhoods. While behavioral studies have been carried out on relations between two entities, both static and dynamic, similar experimental work on complex scenes involving three or more entities is still missing. We address this gap by reporting on three experiments on the category construction of spatial scenes involving three entities in three different semantic domains. To reveal the conceptualization of complex spatial scenes, we developed a number of analysis methods. Our results show clearly that (I) categorization of relations in static scenarios is less dependent on domain semantics than in dynamically changing scenarios, that (II) RCC-5 is preferred over and (III) that the complexity of a scene is broken down by selecting a main reference entity.
Introduction
Formally capturing spatial semantics is a challenging and still largely unsolved research endeavor. Over the last two decades, a multitude of different spatial (and temporal) formalisms, often referred to as qualitative spatial calculi, have been suggested in the literature to model human commonsense understanding of spatial and spatiotemporal relations (see Cohn & Renz, 2008 for an overview). Calculi developed in the general area of qualitative spatial and temporal representation and reasoning (QSTR) allow for meaningful processing of spatio-temporal information because they focus on categorical (discrete) changes or salient discontinuities (Egenhofer & Al-Taha, 1992; Galton, 2000) in the environment, which are thought to be relevant to an information processing system (both human and artificial). While qualitative calculi are naturally appealing and, on a general level, widely acknowledged in both spatial and cognitive sciences (e.g. Kuhn, 2007; Lakoff & Johnson, 1980) , there is comparatively little behavioral assessment of the cognitive adequacy of these calculi (see Klippel, Li, Yang, Hardisty, & Xu, in press and Mark, 1999 for overviews) . To the best of our knowledge, there are no studies involving more than two entities at the same time, an observation that forms the motivation for the work described in this paper.
The two most prominent qualitative spatial formalisms in GIScience are arguably the 9-Intersection model (Egenhofer & Franzosa, 1991) and RCC-8 (Randell, Cui, & Cohn, 1992) . Although, the underlying formalization is different in each approach, both formalisms make the same eight basic distinctions for topological relations holding between two simple regions in the plane (see Figure 1 ). When we look at applications of these and other qualitative models, many of them already employ or could benefit from incorporating a suitable notion of similarity between spatial configurations of objects. In querying and retrieval scenarios based on qualitative information (Papadias & Delis, 1997) , for instance, a model of relational similarity allows for providing a ranked set of solutions (instead of returning just one solution).
The common approach to measure the similarity between two qualitative relations from the same qualitative calculus is based on so-called conceptual neighborhood graphs (CNG) (Egenhofer & Al-Taha, 1992; Freksa, 1992) . CNGs are based on a notion of continuous change on a qualitative level (Galton, 2000) and two relations and are said to be conceptual neighbors if it is possible for to hold over a tuple of objects at a certain point in time, and for to hold over the tuple at a later time, with no other (third) mutually exclusive relation holding in between (Cohn, 2008) . A CNG has one node for each relation and an edge between two nodes if the corresponding relations are conceptual neighbors. In Figure 1 , the edges show the CNG structure of RCC-8 and the 9-Intersection model. Traditionally, the dissimilarity (or distance)
, between two relations has been measured by assuming uniform weights for the edges in the CNG and counting the number of elementary changes or steps along the shortest connecting path in the CNG (Bruns & Egenhofer, 1996; Schwering, 2007) . The dissimilarity of RCC-8 relations DC and PO, for instance, is 2 while it is 4 for DC and NTPP (see Figure 1) . However, this simplistic approach has been challenged: On the one hand, researchers have developed alternative approaches using different weighting schemes, mainly based on intuition and introspection such as in the work by Li and Fonseca (2006) : a weight of 3 is assigned to the edge between DC and EC, a weight of 2 for EC and PO, and a weight of 1 for TPP and NTPP. Only a few empirical investigations on the appropriateness of qualitative calculi using, for instance, grouping experiments with visual stimuli (Mark & Egenhofer, 1994) have been undertaken with the goal of painting a clearer picture of human relational similarity assessments and its relation to qualitative spatial formalisms. Related to this is the question whether the relational equivalence classes introduced by a qualitative calculus make the relevant distinctions to begin with or whether, for instance, coarser models such as RCC-5 or the coarse version of the 9-Intersection model (Knauff, Rauh, & Renz, 1997) should be preferred.
While progress has been made over the last years in evaluating the appropriateness of qualitative calculi and grounding similarity weighting of the respective relations in empirical data, we are facing a lack of similar work with respect to the problem of defining suitable similarity measures for complex spatial scenes. Complex is defined here as spatial configurations involving more than two objects. This fact is astonishing as such measures are urgently needed for application areas such as similaritybased querying and retrieval. Existing computational approaches (Bruns & Egenhofer, 1996; Dylla & Wallgrün, 2007; Papadias & Delis, 1997) compute similarities between qualitative equivalence classes (QECs) defined by the 1 /2 qualitative relations holding between n spatial entities by aggregating, in particular summing up, elementary neighborhood distances over corresponding relations, for example:
where and stand for the th relation from and , respectively. With eight base relations in RCC-8, there exist 512 possible equivalence classes for three entities; but, only 193 of these are consistent QECs in the sense that they can be satisfied by actual triples of simple regions in the plane. Figure 2 shows approximately 15% of these 193 QECs depicted by an exemplary configuration of three ellipses with the respective qualitative relations listed on the side. The QECs for n entities can be connected to form a conceptual neighborhood graph (called CCNG for complex conceptual neighborhood graph) in the same way as the CNG for individual relations. The edges in the depicted CCNG connect those QECs in which exactly one of the relations has changed to a conceptual neighbor (e.g., EC to PO). The connected pairs of QECs are exactly those for which the dissimilarity , is 1. This, however, raises many important questions with regard to a suitable choice for the involved aggregation operators as well as the appropriateness of the overall approach. st of three Figure 3 ). om Figure  TPPI -DCQECs we metrically; metric layconfiguraowing pas, x and y probability rameter in shold valdegree for e relations within the parameter ossible pag., NTPPI) erated icon r the pureins) using rent back-QEC that to be recgenerated o received 11 for the had to be ptions, see place in a t the same time with workplaces separated by view blocks. Computers were Dell workstations with 24" widescreen LCD displays. The experiment was administered through our custom made software CatScan (Klippel, Li, Hardisty, & Weaver, 2010) . Participants only grouped one of the three scenarios and were explicitly introduced to the semantics of the scenario that they were supposed to imagine. To ensure that they understood the task and semantics of the scenario, they had to enter keywords (e.g., forest, habitat) into the interface before they could start the experiment. Keywords were checked for their correctness. They also were given an unrelated category construction task (Medin, Wattenmaker, & Hampson, 1987) to acquaint themselves with the general idea of category construction and the interface. Participants then performed the category construction task on the stimuli. All 116 icons were initially presented on the left side of the screen with no groups on the right side. Participants were required to create all groups (as many as they thought appropriate) themselves. CatScan allows for icons to be moved around (into, out off, and between groups) by a simple mouse drag and drop procedure. After sorting all icons into group(s), participants were again shown the groups they had created and asked to provide a short linguistic label (max. 5 words) and a more detailed description of their grouping rational.
Results
The data we collected in the three experiments comprised information about the categories each participant created in the form of binary matrices ranging over the icon sets containing a '1' if the respective icons were put into the same group and a '0', otherwise. These matrices form the basis for the analyses conducted and described in this section. In addition, the linguistic descriptions were collected in spreadsheets. Our analysis and evaluation described in this section addresses the question of the influence of domain semantics as well as a detailed analysis of the category construction behavior of participants. The latter can be taken as a basis for evaluating existing approaches on defining similarities (semantics) of spatial scenes.
Comparison of Raw Similarities
To derive overall raw similarities for each of the three experiments, we combine the binary matrices from individual participants into a single overall similarity matrix (OSM) by summing up corresponding matrix cells. As a result, we get a matrix with values from 0 for pairs of icons that were never put into the same group (and, hence, are rated as maximally dissimilar) to N (= number of participants; here: 22) for pairs that were put into the same group by all participants, considered to be maximally similar. Figure 4 illustrates the resulting OSMs in form of heat maps using colors from white (corresponding to 0) to red (corresponding to N). The entries are alphabetically ordered such that all 4 icons belonging to the same QEC correspond to a group of neighbored rows and columns in the matrices. The heat maps allow for a first visual inspection of the grouping behavior. The red 4x4 squares along the diagonals of all three matrices are a clear indication that icons belonging to the same QEC are rated as being very similar, that is, they are (almost) always placed together into the same group. To back up this observation by numbers, we computed the sum over all entries for each block (QEC), took the average over all QECs, and normalized the result to be within [0, 1] . The results show an average of 0.95 with 0.03 standard deviation for the purely geometric domain, 0.93 for ocean (standard deviation 0.04), and 0.94 for forest (standard deviation 0.04). This can be interpreted as evidence that topological equivalence classes potentially offer an explanation of how humans conceptualize spatial scenes. Additionally, however, there are several other areas in the OSMs with high similarities. This is a first indication that the 29 topologically defined equivalence classes form coarser conceptual groups. Further comparison of the heat maps in Figure 4 shows that overall the three patterns are very similar. To make, however, the differences more explicit, we computed difference-matrices for each pair of OSMs using the operation abs(OSM 1 -OSM 2 ) for each cell. The resulting matrices are shown in Figure 5 emphasizing where differences do exist. Computing the average differences over all entries (except the diagonals which have to be zero) and normalizing them to [0,1], we get the following results: 0.08 for geometry-ocean, 0.08 for geo-forest, and 0.09 for forest-ocean. This means that the difference in similarity assessment averaged over all pairs of icons is less than 9% between the domains. This is a very low number given that within each domain individual differences exist, too. Figure 5 . Heat maps showing the differences between OSM matrices for geometryocean, geometry-forest, and forest-ocean (white = 0 difference; maximal difference would be red but does not occur). 2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3 3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3  4  2  3 Now that we know that individual QECs are potential category predictors, we seek to find QECs most similar to each other. To this end, we continued the bottom up analysis of consistent clustering results across all three scenarios and all clustering methods using the greatest common divisor algorithm shown in Alg. 1. This algorithm aims at determining the largest groups of QECs for which the order of combination is identical over all three experiments and all three clustering methods. It consists of two phases: the initialization and the main loop (clustering).
In the initialization phase, the algorithm merges leaf nodes starting with the individual icons, until we have nine tree structures with identical leaves in terms of associated icons, and each leaf represents all icons from one or more QECs. In Figure 6 , for instance, we end up with the new leaf nodes marked by the arrows with the left one representing two QECs and the other two representing individual QECs.
In the main loop, the algorithm combines leaf nodes if they exist in all trees and are connected to the same parent node, meaning that clusters are merged in the same local order along rising branches in all dendrograms. The result of this procedure applied to our nine dendrograms is shown in Fig. 7 (colored lines surrounding QECs). Several larger groups are identified using this algorithm that are plausible from the perspective of applying a coarser calculus such as RCC-5 (we will come back to this discussion in the conclusion/discussion section). However, we also find that several parts of the CCNG are split up to form clusters with only one or two QECs. To address this issue, we modified Alg. 1 to use a less restrictive criterion in line 8: We allowed merging when the respective groupings were combined in at least six out of nine cluster analyses. Using this modification, we were able to reveal some essential aspects of the grouping behavior of participants across all three experiments. First, it is noteworthy that the words "in", "inside", "out", and "outside" are most frequently mentioned across the three domains. This suggests that the nonoverlapping relation (DC and EC) are distinguished from overlapping relations (TPPI and NTPPI). Second, the only word referring to connecting relations (EC and TPPI) is "touching" (ranked 9th in geometry scene), which may indicate that the connecting relation is more relevant in the geometric domain (compared to forest and ocean). Third, "both" and "two" are frequently used by participants across all semantic domains. By additionally looking into the original descriptions, we found that, in most cases, these two words are used to describe the relations of the two smaller entities to the larger entity in each scene. The abovementioned findings support the conclusions we drew from the cluster analysis, i.e., participants' overall grouping rationale relies on RCC-5 and the relation between two smaller entities is often ignored.
Discussion and Conclusions
Constructing categories is arguably one of the most fundamental abilities that humans possess. Paralleling this aspect, the disciplines of the spatial sciences focus strongly on conceptualization and categorization to structure spatial as well as temporal information, often using ontological frameworks (Bateman, Hois, Ross, & Tenbrink, 2010) . In the spatial sciences and related branches of artificial intelligence, qualitative spatio-temporal representation and reasoning formalisms play a prominent role in connecting human category construction with formal approaches to advance processes at the human-machine interface (representation, reasoning, retrieval). The research reported in this paper closes an important gap: While approaches on simple configurations exist, no data is available on more complex scenarios, here: relations between three entities. Explorations into more complex and real world scenarios are important: First, because discontinuities identified by qualitative calculi focusing on two relations may behave differently in complex scenes with more relations (e.g., similarities/dissimilarities may or may not be adding up directly); and second, because it is not clear whether and how domain semantics influence the conceptualization of static spatial relations (see Coventry & Garrod, 2004 for a general discussion and Klippel, accepted for dynamic processes).
The results reported here can be summarized as follows: 1) Topological equivalence is a strong grouping criterion / category predictor. This is prominently demonstrated by the analysis of the grouping behavior of instances within QECs that are almost always placed together into the same groups. 2) Overall, the similarities between all three scenarios are highly indicating that-in this static case-the semantics of individual domains may not play a substantial role on the construction of categories of spatial relations, at least not for the domains chosen here. This analysis is reinforced by the linguistic descriptions provided by participants. They reveal that participants placed a strong focus on purely spatial aspects rather than incorporating domain specific language (other than referring to ellipses by using their color). 3) As the decision space gets more complex in CCNGs, there is more variation across different experiments and classic clustering methods are not necessarily well suited to distinguish commonalities from differences. To address this issue, we designed an algorithm that revealed the most fundamental coarse categories constructed by participants by comparing (here) nine different cluster analyses (three for each experiment/domain). We were able to demonstrate, clearly, two factors that explain the category construction behavior of participants: RCC-5 works well as a predictor of category membership taking additionally into account that the largest entity was used as a reference. As a result, the relations between the two smaller ellipses only played a subordinate role. We found the clarity of these results quite surprising. 4) Within all experiments and all cluster analyses (the original nine, not the aggregated one), we did never find a violation of category membership induced by the CCNG. In other words, all members of groups identified in the nine cluster analyses are always neighbors in the CCNG. This is probably one of the most promising results as it adds to the validity of using CCNGs for similarity assessments and category prediction.
These results support existing theories on conceptualization and category construction for spatial and non-spatial information. It has been a long debate how humans deal with complexity (Heil & Jansen-Osmann, 2008) . Across different disciplines it is generally assumed (and experimentally confirmed) that humans will reduce complexity and lower the individual pieces of information that they have to deal with (Cowan, 2001 ). In the end, this is what categorization is all about. What is less clear is which mechanisms they use and how to formally describe them such that they may be used in artificial systems, too. Two approaches are worth considering: a) participants could try to holistically assess the similarity of the scenes we presented them with; b) participants single out a particular dimension along which they construct categories (Pothos & Close, 2008) . While both approaches are mutually exclusively discussed in the literature, our results seem to indicate that participants used a combination of both strategies. On the one hand, they singled out aspects (dimension in a looser interpretation) that they were able to use as anchors to categorize the scenes, specifically, a reduction of three relations to two by ignoring the relations between the smaller ellipses. On the other hand, they holistically simplified the scenes by ignoring RCC-8 and adopting a coarser perspective that can be captured by RCC-5.
Based on the promising results we will pursue this line of research to assess spatial similarity on different levels of scene complexity to advance approaches to formalize spatial semantics. We will perform additional experiments with, for example, varying domains and relaxation of the spatial constraints which we applied in the current experiments (e.g., to include additional aspects of spatial knowledge). One critical topic will be to investigate how the similarity measures derived from behavioral data can be transformed best into weights in (complex) conceptual neighborhood graphs.
