Currently, how to effectively store and transfer image, video and other multi-media files has become a research focus. The purpose of image compression is to minimize the image distortion under as small bit rate as possible. Fractal image compression method is a new image compression algorithm which has been developed in recent years and it can achieve a high compression ratio. However, there still exist many problems in both the theory and applications of fractal image compression algorithm, including the enormous encoding computation, the convergence of the decoding iteration and the block effect of the decoded image. With its energy concentration, multi-resolution analysis and the function of both decomposition and reconstruction, wavelet transform has been widely applied in the field of signal processing. This paper proposes a searchless fractal image compression algorithm based on wavelet transform. The experiment result and analysis shows that while preserving the high compression ratio, the algorithm of this paper greatly improves the encoding speed of the existing fractal image compression algorithm, protects the detail components of the original image, increases the quality of the reconstructed image and reduces the block effect brought by the traditional fractal encoding.
INTRODUCTION
Due to the huge data volume in the image, image storage, transmission and processing have been quite difficult. Under this circumstance, to compress the image data has become greatly significant. In recent years, a large number of image compression encoding methods have come into being together with the emergence of new theories and methods. Among them, fractal encoding and wavelet transform are two important methods and fractal image compression encoding is one of the image compression encoding methods which has attracted relatively extensive research (Pascal and Christian et al, 2015) . Besides, it has drawn much attention with its novel theory and rapid decoding. Because it has excellent spatial resolution and frequency resolution, wavelet analysis is especially suitable for the analysis of non-stationary signals. On one hand, various improved algorithms based on the existing fractal encoding have been raised. On the other hand, the development of wavelet packet, multi-wavelet and the second-generation wavelets have refreshed wavelet analysis. Therefore, broader development potential has been provided for the combination of these two algorithms (Shuyuan and Bing et al., 2015) .
Wavelet image encoding and fractal image encoding are two different image encoding methods. In as early as 1990, Jaquin has come up with the fractal image compression algorithm based on blocks and it has become a typical method in this research direction (Shiping and Liyun et al., 2014) . In spite of the continuous improvements in the fractal image automatic encoding and decoding, it is still not mature enough, the compression ratio is not high and the compression effect is not very ideal. Theoretically, the fractal image compression encoding technique has many advantages in improving the compression ratio of the image, it only takes a short time in the decoding and it is good to enhance the communication speed, however, in practical applications, it takes a long time in the compression, which requires further improvement (Davide and Erwin et al, 2015) . Wavelet transform has the multi-scale and multi-resolution characteristics which coincide the visual characteristics of human beings and fractal means the similarities of the image in different scale, therefore, the fractal encoding integrating wavelet transforms has its own advantages. Wavelet image encoding decomposes the image into the sub-band images in different spatial directions and with different resolutions and then performs different quantization strategies for different sub-band images for the encoding (Gorkem and Betul et al., 2015) . The fractal image encoding is applicable for the image with strong self-similarity. From this perspective, the image encoding combining wavelet and fractal has already become a development trend. This paper firstly introduces the encoding and decoding model of the image compression. Then, it analyzes the wavelet transform and fractal compression encoding and makes a detailed description of the image compression encoding algorithm integrating wavelet and fractal which is proposed in this paper. Finally, it conducts compression experiment with the standard testing images, compares the reconstructed images with different algorithms and analyzes their differences, advantages and disadvantage.
ENCODING AND DECODING MODEL OF IMAGE COMPRESSION
Digital image is the discrete approximation of image and it is usually acquired by three steps: discretization, quantization and encoding. The research on image compression include the representation, transmission, transfer and encoding methods of data and it is aimed to reduce the space to store the data and the transmission time. Image compression is the technique to represent the previous pixel matrix lossily or losslessly with few bits and it is also called as image encoding. The process to remove redundant data is actually to transform the two-dimensional pixel array into the statistically irrelevant data collection. The reason why the image can be compressed is that it has redundancy. The image redundancy includes spatial redundancy, time redundancy, information entropy redundancy and visual redundancy (Eduardo M. and Diego, 2015) . Fig.1 below is the common model of image compression. The objects of video coding and image coding mainly include natural video signal, image signal or other predicted residual signal (including intra-frame and inter-frame). Before the image compression, the image domain is required to be processed and discrete cosine transform (DCT) is a transform method to highly efficiently transform the image into the frequency domain.
For the discrete cosine transform (DCT), if the function through Fourier series expansion is an even function, then only cosine term is included in its Fourier series. After that, discretize it and derive the cosine transform. Therefore, it is called discrete cosine transform (DCT). For an image, before performing DCT to the input image, divide the image into sub-images, usually 8×8 then transform them separately. Perform DCT on every row of every sub-image and then every column. After that, a transform coefficient matrix can be obtained. Transform every pixel block into 64 DCT coefficients with the forward two-dimensional DCT method. The element of the position of (0,0) is the direct component and other elements in the matrix can represent the alternating components of different frequencies according to their positions. Among them, one numerical value is the direct current coefficient, namely the mean value of the sub-images of 8×8 spatial domain and it is the coefficient of the high frequency part. To remove its impact on the image is to eliminate the redundancy. The relevance of the image signal in the spatial domain has been partially weakened, but the residual data still has strong relevance under certain circumstance. Therefore, like the image signal and video signal, the residual signal also needs to be processed. The process the remove the relevance is the transform encoding (Yuancheng and Yiliang et al., 2013) . The principle of DCT is shown in Formula (1).
In this formula, () Fu is the th u cosine transform coefficient, u is the frequency variable in broad sense and 1, 2,... 1 uN  , () fx is the N-point sequence of the time domain and 0,1, 2,..., 1 xN  . These two formulas constitute the discrete cosine transform pair. Fig.2 is the 8 x 8 array of basis images for the twodimensional discrete cosine transform. In the above Fig.3, (a) is 8 x 8 image of the letter A, (b) is the2D DCT pixels arrangement of letter A, and (c) is the inverse 2D DCT pixels arrangement of letter A.After having DCT, the low-frequency components of the image are concentrated in the top left corner while the high-frequency components are distributed in the bottom right corner (actually, DCT is the low-pass filter of the spatial domain). Since the low-frequency components include the key information of the image (including brightness), the high-frequency components are less important; therefore, we can ignore the high-frequency components and achieve the goal of compression (Dimitrios and George E. et al, 2012; Siraj, 2015) .
WAVELET COMPRESSION ENCODING AND FRACTAL COMPRESSION ENCODING
The image has such non-steady characteristic and it can be seen as the linear combination of the signals of spatial concentration (image edges and details) and frequency concentration (smooth change part of the image). Wavelet image compression uses wavelets transform and the excellent spatial resolution and frequency resolution to concentrate the energy of the transform coefficient in the frequency and space so as to remove the pixel redundancy.
Wavelet Compression Encoding
Wavelet image compression encoding not only preserves the spatial characteristics of the original image, but also extracts the high-frequency information of the image. In other words, it has high frequency resolution and time resolution in the low-frequency part as well as high time resolution and low frequency resolution in the high-frequency part and the wavelet has excellent ability in removing the relevance and energy interaction. The energy is mainly concentrated in the low-frequency sub-image. The low-pass direct current components in every level are the same and each band-pass component is 0. The wavelet component has direction selectivity and it is divided into horizontal, vertical and diagonal directions. These characteristics coincide with the visual features of humans. Below is the definition of wavelet transform.
Wavelet is a function or signal () x  which meets the following conditions in the function space 2 () LR. If
In this formula, * {0} RR  means all the non-zero real number, ˆ()  is the Fourier transform of ()
is the mother wavelet and () x  has volatility. For the real-number pair ( , ) ab , a is non-zero and the following function. 
is called as the continuous wavelet function produced by the mother function () x  and depending on the parameter pair ( , ) ab and it is known as wavelet for short. In this formula, a is the scaling factor and b is the translation factor.The continuous wavelet transform of the signal () fx is defined as
Its inverse transform formula is
The discrete wavelet transform of signal () fx is defined as follows
Its inverse transform is
Here, C is a constant which is not relevant to the signal. HH  . The image can be seen as a two-dimensional matrix. Generally, the matrix is assumed as M*N. 1, 2 and 3 in Fig.4 are the decomposition levels. "L" is low-frequency while "H" is high-frequency. It can be seen from Fig.4 that after performing wavelet decomposition on an image, a series of sub-images of different resolutions can be obtained and the sub-images with different resolutions correspond to different frequencies. The four sub-images after the first-level two-dimensional discrete wavelet transform have been marked as LL3 (low-frequency part), HL3 (horizontal high-frequency part), LH3 (vertical high-frequency part) and HH3 (highfrequency part) respectively. As required, multi-level wavelet transform can be performed on LL3. The secondlevel sub-images are marked as LL2, HL2, LH2 and HH2 respectively. Different levels are mutually independent from each other and correspond to different frequencies and resolutions (Shivnarayan and Ram, 2014; Joewono, 2013) .We decompose the Lena image in the first order, and the image is decomposed into the wavelet coefficients of the spatial distribution of 2*2: the approximate value coefficient, the horizontal detail coefficients, the vertical detail coefficients and the diagonal detail coefficients. As shown in the 
Fractal Compression Encoding
The basic theoretical foundation of fractal compression encoding includes packed transform, affine transform, iterated function system theorem and collage theorem. The fractal compression mainly considers the grayscale distribution of the image as well as the strategy to find the probability. The fractal image encoding includes the following steps.
(1) Segment into appropriate blocks Segment each part of the image with such methods as edge detection, fractal dimension and texture analysis. In general, every part has the feature of visual self-similarity.
(2) Find IFS encoding Use collage theorem and seek the IFS encoding of each part. In order to guarantee the constringency of affine transform, the copy of each block must be smaller than the original block. Every copy for the collage must be disconnected or adjacent instead of overlap or vacancy. The probability of the affine transform is set as the following formula. 
( , ) F i j is the image grayscale of point ( , ) ij and the probability can be defined as follows. 
Procedures of the Algorithm of this Paper
The wavelet-fractal image compression encoding algorithm in this paper is described as follows.
(l) Block the original image with wavelet packet Because wavelet has excellent compression capability, perform wavelet decomposition on the original image. Assume that the size of the original image is N*N and divide it into two range blocks with the size of 8*8. Perform wavelet transform on all blocks. Extract the 8*8 blocks in the top left corner from the transformed 16*16 image. The reason to extract the top left corner is that after the transform, the key image information has been stored in the low-frequency region. Use the upgraded Daubechies9/7 wavelet, obtain the lifting coefficient and realize the wavelet transform of the data with the lifting scheme.
(2) Fractal encoding of the low-frequency part of the image Use the self-similarity of the image to perform fractal compression and find a group of affine transform, namely the block matching process. Divide the low-frequency part LL after the lifting wavelet transform into 4*4 non-overlapping sub-blocks. Perform another lifting wavelet decomposition on LL and use the unique space-frequency characteristic of the image blocks after wavelet decomposition in the fractal encoding. Directly differentiate these direct current components before quantization and entropy encoding. Construct better classification and search methods and greatly improve the speed of fractal encoding.
(3) Wavelet encoding of the high-frequency part of the image Use the SPIHT algorithm of wavelet analysis and perform entropy encoding on the position information of the threshold and the coefficient of the affine transform so as to further improve the compression ratio. Use Huffman Coding or arithmetic coding as the encoding algorithm. Perform three-level wavelet decomposition on the original image and form 10 sub-images. Only perform wavelet SPIHT encoding on the high-frequency subimages in the wavelet encoding. In order to accelerate the encoding speed and reduce the encoding complexity, this paper selects the encoding scheme of selective block matching. In other words, this paper doesn't perform block matching on the plain blocks; instead, it directly outputs its direct current components.
(4) Reconstruct the image Fuse the high-frequency and low-frequency coefficients of the image according to the reconstruction algorithm of wavelet packet decomposition and obtain the reconstructed image from the reconstruction of the wavelet packet. After performing wavelet transform on the image, adopt fractal encoding on the low-frequency part according to the specific encoding requirements and continue the compression encoding based on wavelet transform with different depths on the high-frequency part so as to achieve the best effect between the decoding effect and the compression ratio.
SIMULATION EXPERIMENT AND ANALYSIS
This paper uses the standard test images Cameraman and Coins with the size of 512*512 as the experiment objects. This algorithm uses Matlab and the testing performance parameters are the peak signal to noise ratio (PSNR) and the encoding time (s). We will use MSE and PSNR in the experiment result analysis and the evaluation of the algorithms. The mean square error between the original and the reconstructed images (MSE) is used to describe the differences between these two images or the accuracy of the data of the reconstructed image.
The peak signal to noise ratio (PSNR) is used to evaluate the quality of the reconstructed image and assess whether the result is satisfactory or not. 
This paper has compared the algorithm of this paper with the traditional fractal encoding algorithm and SPIHT algorithm. Fig.7 and Fig.8 are the reconstructed images from the compression decoding of Cameraman and Coins with different algorithms. See the experimental data in Table 1 and Table 2 . According to the above experiment results, it can be seen that compared with the traditional compression algorithm, the algorithm of this paper has greatly reduced the operation time and the PSNR is close to the practical. Besides, it can also be seen that with the increase of the compression ratio, the reconstructed image has become better and better and there is few difference between the reconstructed and the original images. After the image compression, there must be certain differences between the reconstructed image and the original image. As the value of PSNR is becoming bigger, the image quality and definition have become better and better. In contrast with the basic fractal algorithm, it can be seen from the encoding reconstructed image that algorithm the quality of the decoded image has been degraded, the encoding time has been greatly reduced. Additionally, compared with SPIHT algorithm, the algorithm of this paper can better preserve the image edge details, further improve the value of PSNR and the subjective quality of the image.
CONCLUSIONS
Image compression uses various algorithms to minimize the data redundancy and reduce as much distortion as possible so as to improve the transmission efficiency and save the storage space. This paper starts with the theories of fractal image compression encoding and wavelet analysis, integrates the different advantages of fractal encoding and wavelet transform and proposes a rapid fractal image compression algorithm of lifting wavelet transform, which can significantly improve the block effect caused in the image restoration by fractal compression. The analysis of simulation experiment has shown that compared with the traditional algorithms, the algorithm of this paper has high compression ratio and it shortens the encoding time and increases the encoding speed.
