The aim of this paper is to prove the well-posedness (existence and uniqueness) of entropy solutions to the general anisotropic degenerate parabolic-hyperbolic equations with L ∞ initial data and homogeneous Dirichlet boundary condition. We use the doubling variables device to prove a comparison theorem, which implies the uniqueness. The existence of entropy solutions can be obtained by finding the limit of solutions for the regularized equation of strictly parabolic type.
while the diffusion function A(u) = (a ij (u) ) is a symmetric d × d matrix of the form Degenerate parabolic-hyperbolic equations have been intensively studied in many important applications such as sedimentation-consolidation processes and two phase flows in porous media, see [13, 15, 22] and the references cited therein. Since the regions of parabolicity and hyperbolicity are coupled in a way that depends on the solution itself, there is almost no hope of decoupling the regions and then taking into account the parabolic and the hyperbolic features separately. It is well known that (1.1) may possess discontinuous solutions and weak solutions are not uniquely determined by its initial-boundary conditions (the scalar conservation law is a special case of (1.1) with fully degenerate diffusion term: A(u) ≡ 0). Hence (1.1) must be interpreted in the sense of entropy solutions. In recent years the Cauchy problem for the isotropic diffusion case A(u) = a(u)I has received much attention.
Vol'pert and Hudjaev [33] first obtained the well-posedness of BV solutions. But unfortunately there was small flaw on their discontinuity condition. Later Wu and Yin [35] got the complete result of uniqueness for generalized solutions in BV setting for one-dimensional case. In 1999 Carrillo [14] extended BV solutions to L ∞ solutions and proved a general uniqueness result using Kruzkov's doubling variables device, which was first used for conservation laws [27] . Various extensions of his important result can be found in [11, 23, 24] . Chen and DiBenedetto [16] handled the case of unbounded entropy solutions which grow at most linearly as |x| → ∞ for a class of nonlinear parabolic-hyperbolic equations.
The general anisotropic diffusion case is more delicate and was first treated by Chen and Perthame [19] in 2003. They introduced the fundamental chain-rule property and extended the notion of kinetic solution, which applies to more general situations than entropy solution. They provided a well-posedness result for L 1 kinetic solutions of the Cauchy problem. Later, under the kinetic framework, they obtained the explicit continuous dependence and error estimates for L 1 ∩ L ∞ entropy solutions [17] . The large time behavior of periodic entropy solutions was considered in [20] . Bendahmane and Karlsen [7] proved the well-posedness of renormalized entropy solutions. Perthame and Souganidis [32] introduced the notion of dissipative solutions and analyzed the relationship between the dissipative and entropy weak solutions. Chen and Karlsen [18] also obtained the well-posedness for the quasi-isotropic equations with time-space dependent diffusion coefficients. For the Dirichlet boundary value problem, how to deal with the boundary conditions becomes the key point. Many papers have been devoted to the hyperbolic problem
Since boundary layers may appear, the solution may not assume the given conditions at the boundary otherwise the problem will be overdetermined. In [5] the authors proposed an "entropy" inequality on Σ = (0, T ) × ∂Ω, which was called BLN condition, to solve the well-posedness of (1.5) in BV setting. Later F. Otto [31] extended the result to the case of L ∞ data. He proposed that the boundary condition should be held in the integral form by introducing appropriate boundary entropy-entropy flux pairs. Further generalizations of his work can be found in [34] . For the degenerate parabolichyperbolic equations, most efforts are focused on the isotropic diffusion case. Carrillo [14] solved the homogeneous Dirichlet boundary value problem using doubling variables method. K. Kobayasi [25] gave the definition of weak and entropy solutions and proved their equivalence under some assumptions. Mascia, Porretta and Terracina [29] and Michel and Vovelle [30] studied the inhomogeneous Dirichlet boundary value problems. The main difference between their results lies in the proofs of the existence of entropy solutions, in which vanishing viscosity method and finite volume method were used, respectively. However, the well-posedness, especially the uniqueness issue is not well developed for the anisotropic diffusion case. Karlsen [8] proved the well-posedness result for the homogeneous boundary value problem of doubly nonlinear degenerate parabolic equation with a special anisotropic diffusion matrix of diagonal form. Andreianov, Bendahmane and Karlsen [4] studied the doubly nonlinear degenerate parabolic equations with Leray-Lions type second order operator. K. Ammar [3] proved the well-posedness of triply nonlinear problems with inhomogeneous boundary conditions. However, there are few results on the boundary value problem for general anisotropic diffusion case. Wu and Zhao [36] proved the existence and uniqueness of generalized solutions in BV space with homogeneous boundary condition. BV solutions are somehow easier to handle since they have traces on the boundary. Recently K. Kobayasi and H. Ohwa [26] studied the well-posedness for anisotropic degenerate parabolic equations with inhomogeneous boundary condition on a bounded rectangle by using the kinetic formulation which was introduced in [28] . In this paper we will consider the entropy solutions of the homogeneous Dirichlet boundary value problem (1.1)-(1.2) in an arbitrary bounded domain. Since the entropy solutions are only in L ∞ space, the existence of the trace on the boundary is not guaranteed. We will give an appropriate definition of entropy solutions, and prove the uniqueness by doubling variable device and the existence by vanishing viscosity method.
Since (1.1) is of great importance in applications, there is also a large literature for design and analysis of various numerical methods for (1.1) and its variants, see [1, 4, 6, 9, 10, 12, 21] and the references cited therein.
The remaining part of this paper is organized as follows. In Section 2, we introduce the notion of entropy solutions for problem (1.1)-(1.2) and state the main well-posedness theorems. In Section 3, we use the doubling variables device to prove the uniqueness and Section 4 is devoted to the existence proof of entropy solutions.
Definitions and main results
We start by introducing some notations and notions. Suppose 
We refer to (η, q, r) as an entropy-entropy flux triple. Remark 2.1. The "entropy-entropy flux triple" was first introduced for the Cauchy problem for anisotropic degenerate parabolic equations by Bendahmane and Karlsen in [7] . The terminology "boundary entropy-entropy flux pair" was first posed by Otto for scalar conservation laws with boundary conditions, see [31] .
We now introduce the definition of entropy solutions as follows.
Definition 2.3 (Entropy solution
). An entropy solution of (1.1)-(1.2) is a measurable function u : Q T → R satisfying the following conditions: 
where n η is called the parabolic dissipation measure associated with the entropy η(u), and n ϕ (t, 
Remark 2.2. The chain-rule property was first formulated by Chen and Perthame [19] for kinetic solutions of Cauchy problems to the anisotropic degenerate parabolic-hyperbolic equation. For isotropic and quasi-isotropic cases, (D.2) is automatically satisfied and can be eliminated from the definition. The chain-rule and parabolic dissipation measure are crucial to the uniqueness for anisotropic diffusion case.
Remark 2.3. (D.3) means that for any test function
Thus the initial condition is included in the definition of entropy solutions in the sense of distribution.
Remark 2.4. Let us make some comments on the "boundary condition" (D.4). Since We first introduce a particular set of boundary entropy-entropy flux triples. Let sgn
(II) Let a ∈ R be arbitrary but fixed. For a.e. b ∈ R,
Remark 2.5. We notice that the approximate functions of sgn ± (z) in [8] are not C 1 at z = 0, so we modify them as above. However, Proposition 2.1 can still be proved similarly to [8] , we omit it here.
We choose η ± (z, c) as the entropy and define the corresponding entropy flux functions ) ) c 0 is a family of boundary entropy-entropy flux triples, we choose the entropy-entropy flux triples in (2.2) as above and then let → 0, we can get
3) ) ) c 0 is a family of boundary entropy-entropy flux triples, then for the entropy solution v = v(s, y), we can get in the same way that
Noticing the facts sgn
in order to unify (2.4) with (2.3), we reduce (2.4) into
for the same pairs (φ, c) as before.
Our main results are the following:
Theorem 2.1 (Uniqueness). Let u and v be entropy solutions of (1.1) with initial data u 0 and v 0 , respectively,
a.e. in Q T .
Theorem 2.2 (Existence
, there exists at least one entropy solution of problem (1.1)-(1.2).
Uniqueness of entropy solutions
The proof of Theorem 2.1 is based on the following two lemmas.
Lemma 3.1. Let u and v be the entropy solutions of (1.
We leave the proofs of Lemmas 3.1 and 3.2 behind, and first finish the proof of Theorem 2.1 on the basis of these two lemmas.
Proof of Theorem 2.1. In Lemma 3.2, we pick a test function φ of the form φ(t,
Moreover, exchanging u and v, we can complete the proof of Theorem 2.1. 2
In the proofs of Lemmas 3.1 and 3.2, we will use the estimates of the following lemma. 
Proof. We only prove (I), the proof of (II) is similar. Since
by using the chain rule (D.2) and the boundary condition (D.4), we have
According to Proposition 2.1, we have lim →0 Ψ ik (θ) = sgn + (u − θ)σ ik (θ), then from the above inequality, we can arrive at lim inf
If we change u, v into u + , v + , respectively, in the above calculation, we can obtain lim inf
Now we turn to the proofs of Lemma 3.1 and Lemma 3.2.
Proof of Lemma 3.1. We use doubling variables approach [14, 27] 
For the test function φ in Lemma 3.1(I), choosing c = v(s, y) in (2.3) and integrating with respect to (s, y) over Q T , we get
Choosing c = u(t, x) in (2.5) and integrating in (t, x) over Q T , we obtain
Adding (3.2) and (3.3) yields 
Thus from (3.4), we have
, where E 1 (φ m,n ) and E 2 (φ m,n ) are defined as in Lemma 3.3. Then from (3.5) and Lemma 3.3, we get
where
Sending m, n → ∞, we can easily obtain
However since the entropy solutions are not assumed to be continuous in time with value in L 1 (Ω), the last two integrals in (3.6) should be dealt with carefully. We shall proceed as in [14] .
I u 0 ,v (m, n) can be written as
From (2.5) with c = u 0 (x) and φ = φ n (s, x, y) m , we have
where H m is an integrable function independent of n. Sending n → ∞, we have
Similarly we have lim sup
This completes the proof of Lemma 3.1. 2 
Proof of Lemma 3.2. Let
is Lipschitz continuous function .
Let (ϕ l ) 0 l L be a partition of unity related to the above covering, so
From Lemma 3.1, we have Λ(u, v, φϕ 0 ) 0. Next we only need to prove
which will be finished in the following proposition. Hence Lemma 3.2 is proved. 2
Proof. Noticing that
we would like to divide the proof of Proposition 3.1 into three steps. First we will get the estimate of Λ(u + , v + , φ) formally using (2.3) and (2.5) with the special choice of c. In the second step, we will choose the special test functions to obtain the estimate of Λ(u + , v + , φ). At last we will get the estimate of Λ(v − , u − , φ).
Step 
We choose c = u + (t, x) in (2.5) and integrate over (t, x) to obtain
Moreover,
Then (3.9) can be reduced into
Adding (3.8) and (3.10) yields
where we used Lemma 3.3(II).
Step 2. We now construct special test functions φ in Lemma 3.3(II), which is very similar to [14] as well as [8] , but for convenience we include it here briefly:
For n 1, let ω n : R → R be a sequence of mollifiers with supp(ω n ) ⊂ (− , where c is a positive constant depending on B.
then φ m,n can be taken as the test function in Lemma 3.3(II) for m and n large enough. Moreover, if
Substituting φ = φ m,n in (3.10) and using the facts
we have (3.11) where
Similarly to the proof of Lemma 3.1, passing to the limit as m, n → +∞ in (3.11), we have 
Step 3. Observing that if w is an entropy solution of (1.1) with initial data w 0 , then W := −w is an entropy solution of
Step 2, respectively, and get
Adding (3.12) and (3.13) yields 
Existence of entropy solution
We use the vanishing viscosity method to prove Theorem 2.2. → 0, as n 1 , n 2 → ∞. 
