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9 Regularity of Schro¨dinger’s functional equation
in the weak topology and moment measures ∗
Toshio Mikami†
Abstract
We study the continuity and the measurability of the solution to
Schro¨dinger’s functional equation, with respect to space, kernel and
marginals, provided the space of all Borel probability measures is en-
dowed with the weak topology. This is a continuation of our previous
result where the space of all Borel probability measures was endowed
with the strong topology. As an application, we construct a convex
function of which the moment measure is a given probability measure,
by the zero noise limit of a class of stochastic optimal transportation
problems.
1 Introduction
E. Schro¨dinger considered the following problem to find the statistical prop-
erty of a particle on a finite time interval. Suppose that there exist N ≥ 2
particles in a set A := {a1, · · · , an0} ⊂ R3 and each particle moves indepen-
dently, with a given transition probability, to a set B := {b1, · · · , bn1} ⊂ R3,
where 1 ≤ n0, n1 ≤ N . Find the maximal probability of such events, provided
the numbers of particles in each point ai, bj are fixed (see section 7 in [41] and
also [40]). Though he did not succeed in finding the maximal probability, he
obtained Euler’s equation for the variational problem above. The continuum
limit is called Schro¨dinger’s functional equation (see [5, 9, 21, 23] for the
solution of this problem). S. Bernstein [4] generalized Schro¨dinger’s idea and
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introduced the so-called Bernstein processes which are also called reciprocal
processes. The theory of stochastic differential equation for Schro¨dinger’s
functional equation was given by B. Jamison [24]. The solution is Doob’s
h-path process (see [15]) with given two end point marginals. Schro¨dinger’s
problem is also related to the theory of large deviations, the optimal mass
transportation problem, entropic estimates and functional inequalities (see,
e.g. [1, 2, 11, 12, 16, 18, 22, 26, 27, 28, 30, 31, 35, 36, 37, 43] and the references
therein).
We describe E. Schro¨dinger’s functional equation (see e.g. [23]) in the
setting considered in this paper. Let S be a σ-compact metric space and
q ∈ C(S × S; (0,∞)). For Borel probability measures µ1, µ2 on S, find
nonnegative σ-finite Borel measures ν1, ν2 on S for which the following holds:

µ1(dx) = ν1(dx)
∫
S
q(x, y)ν2(dy),
µ2(dy) = ν2(dy)
∫
S
q(x, y)ν1(dx).
(1.1)
It is known that there exists a solution (ν1, ν2) of (1.1) (see [9, 23]). (ν1, ν2) is
unique up to a constant though the product measure ν1×ν2 is unique. Indeed,
for any C > 0, (Cν1, C
−1ν2) is also a solution of (1.1). By the uniqueness
of the solution to (1.1), we mean that of the product measure ν1 × ν2. Let
{Km}m≥1 be a nondecreasing sequence of compact subsets of S such that
S = ∪m≥1Km, where K1 ≡ S when S is compact. When we consider ν1
and ν2 separately, considering (C(µ1, µ2)ν1, C(µ1, µ2)
−1ν2) if necessary, we
assume that the following holds:
ν1(Km(µ1,µ2)) = ν2(Km(µ1,µ2)), (1.2)
where
m(µ1, µ2) := min{m ≥ 1|µ1(Km)µ2(Km) > 0}, C(µ1, µ2) :=
√
ν2(Km(µ1,µ2))
ν1(Km(µ1,µ2))
.
µ(dxdy) := ν1(dx)q(x, y)ν2(dy), (1.3)
ui(xi) := log
(∫
S
q(x1, x2)νj(dxj)
)
, i, j = 1, 2, i 6= j. (1.4)
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Then exp(u1(x)) and exp(u2(x)) are positive and
µ(dxdy) = q(x, y) exp(−u1(x)− u2(y))µ1(dx)µ2(dy). (1.5)
(1.1) can be rewritten as follows: for i, j = 1, 2, i 6= j,
µi(dxi) = exp(−ui(xi))µi(dxi)
∫
S
q(x1, x2) exp(−uj(xj))µj(dxj). (1.6)
In particular, Schro¨dinger’s problem (1.1) is equivalent to finding functions
u1 and u2 for which (1.6) holds. (u1, u2) is unique up to a constant though
u1(x1) + u2(x2) is unique.
Let M(S) and P(S) denote the space of all Radon measures and that
of all Borel probability measures on S, respectively, where a Radon measure
means a locally finite and inner regular Borel measure. It is easy to see that
ν1 and ν2 are functionals of µ1, µ2 and q:
νi(dx) = νi(dx; q, µ1, µ2), ui(x) = ui(x; q, µ1, µ2), i = 1, 2. (1.7)
In [33], we considered the case where P(S) is endowed with the strong topol-
ogy and showed that if S is compact, then the following is continuous:
νi(dx; ·, ·, ·) : C(S × S)×P(S)×P(S) 7→ M(S),
{ui(x; ·, ·, ·)}x∈S : C(S × S)×P(S)×P(S) 7→ C(S)
and ui ∈ C(S × C(S × S) × P(S) × P(S)). Here M(S) is endowed with
the strong topology and C(S × S) and C(S) are endowed with the topology
induced by the uniform convergence on S × S and S, respectively. We also
showed that if S is σ-compact, then the following is Borel measurable:∫
S
f(x)νi(dx; ·, ·, ·) : C(S × S)× P(S)× P(S) 7→ R, f ∈ C0(S)
ui : S × C(S × S)× P(S)×P(S) 7→ R ∪ {∞}.
As an application of this measurability result, we showed that the coefficients
of the mean field PDE system for the h-path process with given two end point
marginals are measurable functions of space, time and marginal.
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Remark 1.1 (1.2) was assumed in [33] and implies that for i, j = 1, 2,
νi(dxi; q, µ1, µ2) =
νi(dxi; q, µ1, µ2)νj(Km(µ1,µ2); q, µ1, µ2)√
ν1(Km(µ1,µ2); q, µ1, µ2)ν2(Km(µ1,µ2); q, µ1, µ2)
.
In particular, the measurability of (q, µ1, µ2) 7→ ν1(dx1; q, µ1, µ2)ν2(dx2; q, µ1, µ2)
implies that of (q, µ1, µ2) 7→ νi(dxi; q, µ1, µ2).
In this paper we consider the case where P(S) is endowed with the weak
topology and show the continuity and measurability results on νi and ui (see
Theorem 2.1 and Corollaries 2.1-2.3 in section 2). Our continuity result in the
weak topology is useful when one considers the existence of a minimizer of a
variational problem (see [10] for the continuity result on optimal transport).
Indeed, it is not easy to show that a minimizing sequence is compact in
the strong topology. As an application (see Theorem 2.2 in section 2), we
give a stochastic optimal transportation approach to moment measures (see
[13, 39]). The definition of a moment measure of a convex function is the
following.
Definition 1.1 Given a convex function u : Rd 7→ R ∪ {∞}, the following
is called the moment measure of u:
µ(dx) := (Du)#(exp(−u(x))dx). (1.8)
Remark 1.2 If µ is a moment measure of a convex function u : Rd 7→ R ∪
{∞}, then exp(−u(x))dxδDu(x)(dy) is the unique minimizer of the 2−Wasserstein
distance W2(exp(−u(x))dx, µ(dx)), provided W2(exp(−u(x))dx, µ(dx)) is fi-
nite (see [7, 8, 43]). Here δx(dy) denoes the delta measure on {x} and for
µ1, µ2 ∈ P(Rd),
W2(µ1, µ2) := inf
{∫
Rd×Rd
|x− y|2m(dxdy)|m ∈ P(Rd × Rd), (1.9)
m(dx× Rd) = µ1(dx), m(Rd × dy) = µ2(dy)
}1
2
.
We describe an application of our continuity result more precisely. Let
ε > 0 and let W (t) and γ(t) = γ(t;ω) denote a d-dimensional Brownian
motion and a progressively measurable Rd-valued stochastic process on a
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filtered probability space, respectively. Consider the following SDE in a weak
sense (see e.g. [19]):
dXε,γ(t) = γ(t)dt+
√
εdW (t). (1.10)
For P0, P1 ∈ P(Rd),
Vε(P0, P1) := inf
{
E
[∫ 1
0
1
2ε
|γ(t)|2dt
]∣∣∣∣PXε,γ(t)−1 = Pt, t = 0, 1
}
, (1.11)
where Vε(P0, P1) := ∞ if the set over which the infimum is taken is empty
(see [1, 2, 16, 18, 25, 27] for related problems on large deviations). For
P ∈ P(Rd),
S(P ) :=


∫
Rd
p(x) log p(x)dx, if p(x) :=
P (dx)
dx
exists,
∞, otherwise.
(1.12)
For ε, r > 0, P1 ∈ P(Rd),
Ψε,r(P1) (1.13)
:= inf
{
S(P )− εVε(P, P1) + 1
2
∫
Rd
|x|2P (dx)
∣∣∣∣P (dx) = p(x)dx ∈ P(Br)
}
,
where
Br := {x ∈ Rd : |x| ≤ r}.
By our weak continuity result of (q, µ1, µ2) 7→ µ(dxdy; q, µ1, µ2), we can easily
prove the existence of a minimizer P0,r,ε of Ψε,r(P1) from the lower semiconti-
nuities of a relative entropy and of S with respect to the weak topology (see
(1.20) and also Lemmas 3.4 and 3.5 in section 3). We show that a subse-
quence of {p0,r,ε(x)dx}ε>0 weakly converges, as ε→ 0, to a Borel probability
measure p0(x)dx such that − log p0(x) is convex and P1 is a moment measure
of − log p0(x). This is formally implied by the representation of P0,r,ε and
the SDE for the minimizer of Vε(P0,r,ε, P1) (see (2.11) and (1.17)). We also
show that p0,r,ε(x) has a subsequence which uniformly converges, as ε → 0,
to p0(x), provided P1 is compactly supported.
Ψε,r(P1) formally converges, as ε→ 0, to the functional considered in [39]
where they take the infimum over P(Rd) instead of P(Br). Our approach
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makes the proof easier than [39] since P(Br) is compact in the weak topology
but can not be applied if we replace P(Br) by P(Rd), which we regret.
In the proof of the representation of P0,r,ε in (2.11), we also make use
of properties of the solution to Schro¨dinger’s functional equation and the
duality theorem for Vε(P0, P1):
Vε(P0, P1) = sup
{∫
Rd
f(x)P1(dx)−
∫
Rd
ϕ(0, x; f)P0(dx)
∣∣∣∣f ∈ C∞b (Rd)
}
.
(1.14)
Here the supremum is taken over all classical solutions ϕ(t, x; f) to the fol-
lowing Hamilton-Jacobi-Bellman PDE:
∂ϕ(t, x)
∂t
+
ε
2
△xϕ(t, x) + ε
2
|Dxϕ(t, x)|2 = 0, (t, x) ∈ [0, 1)× Rd, (1.15)
ϕ(1, x) = f(x)
(see [30, 31, 34, 42] and the references therein).
gε(t, z) :=
1√
2piεt
d
exp
(
−|z|
2
2εt
)
, t > 0, z ∈ Rd, (1.16)
gε(t)(x, y) :=gε(t, y − x), t > 0, x, y ∈ Rd.
It is known that for any P0, P1 ∈ P(Rd) for which P1(dy)≪ dy, there exists
the unique weak solution to the following two end points problem of SDE
(see [24] and also [33, 34]):
dXε(t) =εDxu1(X
ε(t); gε(1− t), PXε(t)−1, P1)dt+
√
εdW (t), 0 < t < 1,
(1.17)
PXε(t)−1 =Pt, t = 0, 1.
Xε(t) is called the h-path process for
√
εW (t) on [0, 1] with initial and ter-
minal distribution P0 and P1, respectively. The following is also known:
P (Xε(0), Xε(1))−1(dxdy) =ν1(dx; gε(1), P0, P1)gε(1, y − x)ν2(dy; gε(1), P0, P1).
(1.18)
Suppose that Vε(P0, P1) is finite (see Remark 2.2 in section 2 for a sufficient
condition). Then Xε in (1.17) is the unique minimizer of Vε(P0, P1) (see
6
[14, 20], [26]-[38], [42], [44] and the references therein). Besides, there exists
fo ∈ L1(P1) which is unique up to a constant such that the following holds
(see [30, 31, 33, 34, 42] and the references therein and also (1.5)):
fo(y)− ϕ(0, x; fo) = log p1(y)− u2(y; gε(1), P0, P1)− u1(x; gε(1), P0, P1).
(1.19)
In particular, the following holds:
Vε(P0, P1) =
∫
Rd
f0(x)P1(dx)−
∫
Rd
ϕ(0, x; f0)P0(dx) (1.20)
=S(P1)−
∫
Rd
u2(x; gε(1), P0, P1)P1(dx)
−
∫
Rd
u1(x; gε(1), P0, P1)P0(dx)
=H(P (Xε(0), Xε(1))−1(dxdy)|P0(dx)gε(1, y − x)dy)
=S(P1)−H(P0(dx)P1(dy)|P (Xε(0), Xε(1))−1(dxdy))
−
∫
Rd×Rd
log gε(1, y − x)P0(dx)P1(dy).
Here H denotes the relative entropy of two measures: for m,n ∈ P(S × S),
H(m|n) =
{∫
S×S
log m(dxdy)
n(dxdy)
m(dxdy), if m≪ n,
∞, otherwise. (1.21)
Remark 1.3 If Vε(P0, P1) is finite, then P1(dy)≪ dy. Indeed, Vε(P0, P1) is
the relative entropy of P (Xε)−1 with respect to P0∗P (√εW )−1 on C([0, 1];Rd)
and
P0 ∗ P (
√
εW (1))−1(dy) =
(∫
Rd
gε(1, y − x)P0(dx)
)
dy.
Here ∗ denotes the convolution of two measures.
In section 2 we state our main results and prove them in section 4 by lemmas
which are given in section 3.
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2 Main result
In this section we state our main results. We first describe assumptions
precisely.
(A1) S is a complete σ-compact metric space.
(A1)’ S is a compact metric space.
(A2) q ∈ C(S × S; (0,∞)).
We remark that P(S) is endowed with the weak topology and C(S × S)
is endowed with the topology induced by the uniform convergence on every
compact subset of S.
Under (A1), let {ϕm}m≥1 be a nondecreasing sequence of functions in
C0(S; [0, 1]) such that the following holds:
ϕm(x) = 1, x ∈ Km, m ≥ 1.
(see (1.2)). If S = Rd, thenKm := Bm and we assume that ϕm ∈ C0(Bm+1; [0, 1]).
For i 6= j, i, j = 1, 2,
ui|m(xi; q, µ1, µ2) := log
(∫
S
q(x1, x2)ϕm(xj)νj(dxj ; q, µ1, µ2)
)
, (2.1)
provided the right hand side is well defined (see (1.7) and also (1.4)).
µ(dxdy; q, µ1, µ2) := ν1(dx; q, µ1, µ2)q(x, y)ν2(dx; q, µ1, µ2). (2.2)
The following is the continuity result on ν1 × ν2, µ and ui|m.
Theorem 2.1 Suppose that (A1) and (A2) hold and that qn ∈ C(S×S; (0,∞)),
µi, µi,n ∈ P(S), n ≥ 1, i = 1, 2 and
lim
n→∞
qn = q, locally uniformly, (2.3)
lim
n→∞
µ1,n × µ2,n = µ1 × µ2, weakly. (2.4)
Then for any f ∈ C0(S × S),
lim
n→∞
∫
S×S
f(x, y)ν1(dx; qn, µ1,n, µ2,n)ν2(dy; qn, µ1,n, µ2,n) (2.5)
=
∫
S×S
f(x, y)ν1(dx; q, µ1, µ2)ν2(dy; q, µ1, µ2).
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In particular,
lim
n→∞
µ(dxdy; qn, µ1,n, µ2,n) = µ(dxdy; q, µ1, µ2), weakly. (2.6)
For any {xi,n}n≥1 ⊂ S which converges, as n → ∞, to xi ∈ S, i = 1, 2 and
for sufficiently large m ≥ 1,
lim
n→∞
2∑
i=1
ui|m(xi,n; qn, µ1,n, µ2,n) =
2∑
i=1
ui|m(xi; q, µ1, µ2). (2.7)
Since (µ1, µ2) 7→ m(µ1, µ2) is measurable, Theorem 2.1 implies the fol-
lowing.
Corollary 2.1 Suppose that (A1) and (A2) hold. Then the following are
Borel measurable: for i = 1, 2,∫
S
f(x)νi(dx; ·, ·, ·) : C(S × S)×P(S)× P(S) 7→ R, f ∈ C0(S),
ui : S × C(S × S)× P(S)×P(S) 7→ R ∪ {∞}.
If S is compact, then ν1(S) = ν2(S) (see (1.2)). This implies, from
Theorem 2.1, the following of which the proof is omitted.
Corollary 2.2 Suppose that (A1)’ and the assumption of Theorem 2.1 ex-
cept (A1) hold. Then the following holds: for i = 1, 2,
lim
n→∞
∫
S
f(x)νi(dx; qn, µ1,n, µ2,n) =
∫
S
f(x)νi(dx; q, µ1, µ2), f ∈ C(S),
and for any {xn}n≥1 ⊂ S which converges, as n→∞, to x ∈ S,
lim
n→∞
ui(xn; qn, µ1,n, µ2,n) = ui(x; q, µ1, µ2).
A uniformly bounded sequence of convex functions on a convex neighbor-
hoodNA of a convex subset A of R
d is compact in C(A), provided dist(A,N cA)
is positive (see e.g., [3], section 3.3). We describe an additional assumption
and state a stronger result than above, provided S ⊂ Rd.
(A3.r) There exists Cr > 0 for which x 7→ Cr|x|2+log q(x, y) and y 7→ Cr|y|2+
log q(x, y) are convex on Br for any y ∈ Br and any x ∈ Br, respectively.
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Remark 2.1 If log q(x, y) has bounded second order partial derivatives on
Br, then (A3.r) holds.
||f ||∞,r := sup
x∈Br
|f(x)|, f ∈ C(Br). (2.8)
The following is a stronger convergence result than Corollary 2.2.
Corollary 2.3 Let r > 0. Suppose that (A3.r) and the assumptions of
Corollary 2.2 with S = Br hold. Then for any r
′ < r,
lim
n→∞
2∑
i=1
||ui(·; qn, µ1,n, µ2,n)− ui(·; q, µ1, µ2)||∞,r′ = 0. (2.9)
Pp(Rd) :=
{
P ∈ P(Rd)
∣∣∣∣
∫
Rd
|x|pP (dx) <∞
}
, p ≥ 1. (2.10)
As an application of our regularity result, we show that there exists a convex
function of which the moment measure is a given probability measure.
Theorem 2.2 For any P1(dx) = p1(x)dx ∈ P2(Rd) for which S(P1) is fi-
nite, there exists a minimizer of Ψε,r(P1). For any minimizer P0,r,ε(dx) =
p0,r,ε(x)dx of Ψε,r(P1),
p0,r,ε(x) =
1
Cε
IBr(x) exp
(
− εu1(x; gε(1), P0,r,ε, P1)− 1
2
|x|2
)
, (2.11)
where Cε is a normalizing constant. Besides, there exists a subsequence of
p0,r,ε(x)dx which weakly converges, as ε→ 0, to a probability measure p0(x)dx
such that p1(x)dx is a moment measure of − log p0. Suppose, in addition, that
P1 is compactly supported. Then there exists a subsequence of p0,r,ε(x) which
uniformly converges, as ε → 0, to a probability density function p0(x) such
that p1(x)dx is a moment measure of − log p0.
Remark 2.2 If P0, P1(dx) = p1(x)dx ∈ P2(Rd) and S(P1) is finite, then
Vε(P0, P1) is finite. Indeed, from the last equality of (1.20),
Vε(P0, P1) ≤ S(P1)−
∫
Rd×Rd
log gε(1, y − x)P0(dx)p1(y)dy
since, the relative entropy is nonnegative.
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3 Lemmas
In this section we state and prove lemmas. When it is not confusing, we omit
the dependence of ui, νi on q, ν1, ν2.
3.1 Lemmas for the proof of Theorem 2.1 and Corol-
lary 2.3
The following lemma will be used in the proof of Theorem 2.1.
Lemma 3.1 Suppose that (A1) and (A2) hold. Then for any µ1, µ2 ∈ P(S),
µ defined by (1.3),
min
x,y∈Km
q(x, y)−1µ(Km ×Km) ≤
∫
S
ϕm(x)ν1(dx)
∫
S
ϕm(y)ν2(dy) (3.1)
≤ max
x,y∈supp(ϕm)
q(x, y)−1.
(Proof) The proof is done by the following (see (1.3)):
ν1(dx)ν2(dy) = q(x, y)
−1µ(dxdy).✷
For r > 0 and q ∈ C(Br × Br; (0,∞)),
mq,r :=min{q(x, y)| |x|, |y| ≤ r}, (3.2)
Mq,r :=max{q(x, y)| |x|, |y| ≤ r}.
Lemmas 3.2 and 3.3 will be used to prove Corollary 2.3.
Lemma 3.2 ([5], p. 194) Let r > 0. Suppose that (A2) with S = Br holds.
Then, for any µ1, µ2 ∈ P(Br), the following holds (see (1.4) for notation):
mq,r√
Mq,r
≤ exp(ui(x)) ≤ Mq,r√
mq,r
, x ∈ Br, i = 1, 2. (3.3)
By the method of proving the convexity of a log moment generating func-
tion, we obtain the following.
Lemma 3.3 Let C and ν ∈M(Rd) be a convex subset of Rd and a nonneg-
ative Radon measure, respectively. Suppose that C ∋ x 7→ f(x, y) is convex,
ν(dy)-a.e.. Then C ∋ x 7→ log ∫
Rd
exp(f(x, y))ν(dy) is convex.
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(Proof) For x, y ∈ C and λ ∈ (0, 1), by Ho¨lder’s inequality,∫
Rd
exp(f(λx+ (1− λ)y, x2))ν(dx2) (3.4)
≤
∫
Rd
exp(λf(x, x2) + (1− λ)f(y, x2))ν(dx2)
≤
(∫
Rd
exp(f(x, x2))ν(dx2)
)λ(∫
Rd
exp(f(y, x2))ν(dx2)
)1−λ
.✷
3.2 Lemmas for the proof of Theorem 2.2
In this subsection, we prove lemmas for the proof of Theorem 2.2. Lemma
3.3 will be also used in the proof of Theorem 2.2.
BPp(Rd),r :=
{
P ∈ Pp(Rd)
∣∣∣∣
∫
Rd
|x|pP (dx) ≤ r
}
.
The lower semicontinuity of a relative entropy and the continuity result in
Theorem 2.1 imply the following.
Lemma 3.4 Suppose that Theorem 2.1 holds. Then for any r, ε > 0, the
following is lower-semicontinuous on BP2(Rd),r × BP2(Rd),r (see (1.4), (1.7)
and (1.16) for notation):
µ1 × µ2 7→ −Vε(µ1, µ2) + S(µ2) +
2∑
i=1
∫
Rd
|x|2
2ε
µi(dx). (3.5)
(Proof) From (1.20),
− Vε(µ1, µ2) + S(µ2) +
2∑
i=1
∫
Rd
|x|2
2ε
µi(dx) (3.6)
=H(µ1(dx)µ2(dy)|µ(dxdy; gε(1), µ1, µ2))
+
1
ε
〈
∫
Rd
xµ1(dx),
∫
Rd
yµ2(dy)〉 − log
√
2piε
d
(see (1.18) and (2.2) for notation). Since (m,n) 7→ H(m(dxdy)|n(dxdy)) is
lower semicontinuous (see [17], Lemma 1.4.3), the proof is over from Theorem
2.1. ✷
The following lemma can be proved by the lower semicontinuity of a
relative entropy.
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Lemma 3.5 For any r > 0, S is lower-semicontinuous on BP2(Rd),r in the
weak topology.
(Proof)
q(x) :=
(1 + |x|)−d−1∫
Rd
(1 + |y|)−d−1dy , x ∈ R
d.
The proof is done by the following:
S(P ) = H(P (dx)|q(x)dx) +
∫
Rd
log q(x)P (dx) (3.7)
(see e.g. [17], Lemma 1.4.3).✷
Lemma 3.6 Suppose that (A1) and (A2) hold. Then for any µ1, µ2 ∈ P(S),
µ defined by (1.3) and sufficiently large m ≥ 1, m 7→ ui|m is nondecreasing,
i = 1, 2 and the following holds:
min
x,y∈supp(ϕm)
q(x1, y)q(x, x2)
q(x, y)
×
∫
S×S
ϕm(x)ϕm(y)µ(dxdy) (3.8)
≤ exp(u1|m(x1) + u2|m(x2))
≤ max
x,y∈supp(ϕm)
q(x1, y)q(x, x2)
q(x, y)
, x1, x2 ∈ S.
(Proof) The proof is done by the following (see (1.3) and (2.1)):
exp(u1|m(x1) + u2|m(x2)) =
∫
S×S
q(x1, y)q(x, x2)
q(x, y)
ϕm(x)ϕm(y)µ(dxdy), (3.9)
provided the right hand side is positive. ✷
For i = 1, 2, m ≥ 1, ε > 0, x ∈ Rd,
ui,ε(x) :=εui(x; gε(1), P0,r,ε, P1) +
1
2
|x|2, (3.10)
ui|m,ε(x) :=εui|m(x; gε(1), P0,r,ε, P1) +
1
2
|x|2.
In the following lemma, the boundedness of the set Br plays a crucial role.
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Lemma 3.7 For any ε, r > 0 and P1(dx) = p1(x)dx ∈ P(Rd),
Ψε,r(P1) ≤ − logVol(Br) + 1
2
∫
Br
|x|2 dx
Vol(Br)
. (3.11)
Suppose that P0,r,ε in (2.11) is a minimizer of Ψε,r(P1). Then for y0 :=∫
Rd
xP1(dx),
exp(−εS(P1)−
∫
Rd
1
2
|x|2P1(dx)−Ψε,r(P1)) ≤ Cε exp(−u2,ε(y0)). (3.12)
In particular, for any sequence {εn}n≥1 which converges to 0 as n→∞, the
set {x ∈ Br| lim infn→∞0(u1,εn(x) + u2,εn(y0)) < ∞} has a positive Lebesgue
measure, provided P1 ∈ P2(Rd) and S(P1) is finite.
(Proof) Let puni,r denote the probability density function of the uniform
distribution on Br. Then the following implies (3.11):
Ψε,r(P1) ≤ S(puni,r(x)dx) + 1
2
∫
Br
|x|2 dx
Vol(Br)
. (3.13)
We prove (3.12). We only have to consider the case where S(P1) is finite and
P1 ∈ P2(Rd). From (1.20) and (2.11), by Jensen’s inequality,
Ψε,r(P1) =S(P0,r,ε)− ε
(
S(P1)−
∫
Rd
u2(x; gε(1), P0,r,ε, P1)P1(dx) (3.14)
−
∫
Rd
u1(x; gε(1), P0,r,ε, P1)P0,r,ε(dx)
)
+
∫
Rd
1
2
|x|2P0,r,ε(dx)
=− logCε − εS(P1) +
∫
Rd
u2,ε(x)P1(dx)−
∫
Rd
1
2
|x|2P1(dx)
≥− logCε − εS(P1) + u2,ε(y0)−
∫
Rd
1
2
|x|2P1(dx).
Indeed, one can show that u2,ε is convex from Lemma 3.3 and that u2,ε is
finite and continuous on Rd since ν1(dx; gε(1), P0,r,ε, P1) is a finite measure
on Br. The last part of this lemma can be shown by Fatou’s lemma from
(3.8) in Lemma 3.6 and from the following: for m > r,
u1,ε(x) + u2,ε(y0) ≥ u1|m,ε(x) + u2,ε(y0), u2,ε = u2|m,ε
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since ν1(dx; gε(1), P0,r,ε, P1) is supported on Br.✷
For a convex function f : Rd 7→ R∪{∞}, the 0-sublevel set f−1((−∞, 0])
is convex. Roughy speaking, the following lemma can be proved from the
fact that a uniformly bounded sequence of convex functions defined on the
same open set is compact in the sup norm on any compact subset of the open
set (see section 3.3 in [3]).
Lemma 3.8 (i) For a convex set C ⊂ Rd, dist(x, C) is a convex func-
tion. (ii) For a bounded sequence of convex sets {Cn ⊂ Rd}n≥1, there exists
a closed convex set C∞ and a subsequence {Cnk}k≥1 of {Cn}n≥1 such that
{dist(x, Cnk)}k≥1 converges, as k → ∞, to dist(x, C∞) uniformly on every
compact subset of Rd. (iii) For any γ > 0, the following holds: for sufficiently
large k ≥ 1,
U−γ(C∞) := {y ∈ C∞|Uγ(y) ⊂ C∞} ⊂ Cnk ,
where Uγ(y) := {x ∈ Rd : |x− y| < γ}.
(Proof) (i) For x1, x2 ∈ Rd, λ ∈ (0, 1), y1, y2 ∈ C, since λy1 + (1− λ)y2 ∈ C,
dist(λx1 + (1− λ)x2, C) (3.15)
≤|λx1 + (1− λ)x2 − (λy1 + (1− λ)y2)|
≤λ|x1 − y1|+ (1− λ)|x2 − y2|.
Taking the infimum over all y1, y2 ∈ C, the proof is done.
(ii) Since {Cn}n≥1 is bounded, {dist(x, Cn)}n≥1 is also locally bounded,
which implies that there exists a convex function h(x) and a subsequence
{dist(x, Cnk)}k≥1 such that
dist(x, Cnk)→ h(x), k →∞,
uniformly on every compact subset of Rd (see, e.g., [3], section 3.3).
C∞ := h
−1(0).
Then it is easy to see that the set C∞ is a closed convex set and h(x) =
dist(x, C∞).
(iii) We only have to consider the case where U−γ(C∞) 6= ∅. From (ii), for
sufficiently large k ≥ 1,
C∞ ⊂ Uγk(Cnk), (3.16)
15
where
γk := sup
{
|dist(x, Cnk)|+
γ
2
∣∣∣∣x ∈ C∞
}
→ γ
2
, k →∞.
For x ∈ U−γ(C∞), if x /∈ Cnk , then the following which contradicts (3.16)
holds: for γ˜ < γ,
∅ 6= Uγ(x) ∩ Uγ˜(Cnk)c ⊂ C∞ ∩ Uγ˜(Cnk)c.
Indeed, since Cnk is convex, for x /∈ Cnk , there exists p ∈ Rd such that
{y|〈p, y − x〉 ≥ 0} ⊂ Ccnk .✷
4 Proof of main results
In this section we prove our main results.
(Proof of Theorem 2.1) We first prove (2.5). For the sake of simplicity,
νi,n(dx) :=νi(dx; qn, µ1,n, µ2,n), (4.1)
µn(dxdy) :=ν1,n(dx)qn(x, y)ν2,n(dy).
Since {µ1,n(dx) = µn(dx × S), µ2,n(dy) = µn(S × dy)}n≥1 is convergent,
{µn}n≥1 is tight. Indeed, for any Borel sets A,B ∈ Rd,
µn((A×B)c) ≤ µn(Ac × S) + µn(S × Bc) = µ1,n(Ac) + µ2,n(Bc),
and a convergent sequence of probability measures on a complete separable
metric space is tight by Prohorov’s Theorem (see, e.g., [6]). Here notice that
a σ-compact metric space is separable. By Prohorov’s theorem, take a weakly
convergent subsequence {µnk}k≥1 and denote the limit by µ. Then it is easy
to see that the following holds:
µ1(dx) = µ(dx× S), µ2(dy) = µ(S × dy).
From (A2) and (2.3)-(2.4), the following holds: for any f ∈ C0(S × S),
lim
k→∞
∫
S×S
f(x, y)ν1,nk(dx)ν2,nk(dy) =
∫
S×S
f(x, y)q(x, y)−1µ(dxdy). (4.2)
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Indeed,
ν1,n(dx)ν2,n(dy) = (
1
qn(x, y)
− 1
q(x, y)
)µn(dxdy) +
1
q(x, y)
µn(dxdy).
The rest of the proof of (2.5) is divided into the following (4.3)-(4.4) which
will be proved later.
There exists a subsequence {nk} ⊂ {nk} and finite measures ν1,m, ν2,m ∈
M(supp(ϕm)) such that for sufficiently large m ≥ 1 and any f ∈ C0(S × S),
lim
k→∞
∫
S×S
f(x, y)ϕm(x)ϕm(y)ν1,nk(dx)ν2,nk(dy) (4.3)
=
∫
S×S
f(x, y)ν1,m(dx)ν2,m(dy).
From (4.3), for sufficiently large m ≥ 1 and any Borel sets A1, A2 ⊂ S,∫
A1×A2
q(x, y)−1µ(dxdy) =
∫
A1×Km
q(x, y)−1µ(dxdy)
∫
Km×A2
q(x, y)−1µ(dxdy)
ν1,m(Km)ν2,m(Km)
.
(4.4)
(4.4) implies that q(x, y)−1µ(dxdy) is a product measure which satisfies (1.1).
(4.2) and the uniqueness of the solution to (1.1) implies that (2.5) is true.
We prove (4.3)-(4.4) to compete the proof of (2.5). (4.3) can be proved by
the diagonal method, since {µn}n≥1 is tight and since for sufficiently large
m ≥ 1,
ϕm(x1)ϕm(x2)ν1,nk(dx1)ν2,nk(dx2) (4.5)
=
∫
S
ϕm(x)ν1,nk(dx)
∫
S
ϕm(y)ν2,nk(dy)
ϕm(x1)ν1,nk(dx1)∫
S
ϕm(x)ν1,nk(dx)
ϕm(x2)ν2,nk(dx2)∫
S
ϕm(x)ν2,nk(dx)
has a convergent subsequence from (3.1) in Lemma 3.1 by Prohorov’s Theo-
rem and since any weak limit is a product measure. We prove (4.4). From
(4.2) and (4.3), for sufficiently large m˜ ≥ 1,∫
(A1×A2)∩(Km˜×Km˜)
q(x, y)−1µ(dxdy) (4.6)
=
∫
(A1×A2)∩(Km˜×Km˜)
ϕm˜(x)ϕm˜(y)q(x, y)
−1µ(dxdy)
=
∫
(A1×A2)∩(Km˜×Km˜)
ν1,m˜(dx)ν2,m˜(dy)
=ν1,m˜(A1 ∩Km˜)ν2,m˜(A2 ∩Km˜).
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From (4.6), for m˜ ≥ m, setting Ai = Km,
ν1,m˜(A1 ∩Km˜) =
∫
(A1×Km)∩(Km˜×Km˜)
q(x, y)−1µ(dxdy)
ν2,m˜(Km)
, (4.7)
ν2,m˜(A2 ∩Km˜) =
∫
(Km×A2)∩(Km˜×Km˜)
q(x, y)−1µ(dxdy)
ν1,m˜(Km)
,
ν1,m˜(Km)ν2,m˜(Km) =ν1,m(Km)ν2,m(Km) =
∫
Km×Km
q(x, y)−1µ(dxdy).
Substitute (4.7) to (4.6) and let m˜ → ∞. Then we obtain (4.4). (2.7) can
be shown from (2.5) by the following: from (2.1),
exp
(
2∑
i=1
ui|m(xi,n; qn, µ1,n, µ2,n)
)
(4.8)
=
∫
S×S
qn(x1,n, y)qn(x, x2,n)ϕm(x)ϕm(y)ν1,n(dx)ν2,n(dy),
provided the right hand side is positive.✷
For a compact set K ⊂ S, P(S) ∋ ν 7→ ν(K) is upper semicontinuous in
the weak topology and is hence measurable. Corollary 2.1 can be proved in
the same way as in [33] and we omit the proof.
As we mentioned in section 2, we omit the proof of Corollary 2.2. Corol-
lary 2.2 and Lemmas 3.2 and 3.3 immediately imply Corollary 2.3 (see [3],
section 3.3) and we omit the proof. Indeed, if a sequence of pointwise con-
vergent continuous functions has a uniformly convergent subsequence, then
it is uniformly convergent.
Before we prove Theorem 2.2, we briefly describe the idea of the proof.
Theorem 2.1 and Lemmas 3.4 - 3.5 imply the lower semicontinuity of the
functional that we minimize in Ψǫ,r(P1). (3.11) in Lemma 3.7 implies the
finiteness of Ψǫ,r(P1). In particular, the existence of a minimizer p0,r,ε of
Ψǫ,r(P1) is obtained. (2.11) can be proved by the Duality Theorem (1.14)
for Vε(P0,r,ε, P1) and by the fact that the relative entropy of two probability
measures is nonnegative and is equal to zero if and only if two probability
measures are the same. The characterization of the limit p0 of p0,r,ε, as ε→ 0,
can be inferred from the following. Roughly speaking, from [28],√
2εVε(P0,r,ε, P1) ∼W2(p0(x)dx, P1), ε→ 0
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(see (1.9) and (1.11) for notation). Besides, there exists a convex function
u : Rd 7→ R∪ {∞} such that for the minimizer Xε of Vε(P0,r,ε, P1), as ε→ 0,
εDxu1(x; gε(1− t), PXε(t)−1, P1) + x ∼ Du(x), 0 ≤ t ≤ 1,
µ(dxdy; gε(1), P0,r,ε, P1) ∼ P0(dx)δDu(x)(dy).
In particular,
εu1(x; gε(1), P0,r,ε, P1) +
|x|2
2
∼ u(x) + Constant.
(Proof of Theorem 2.2) Since P(Br) is tight, by Prohorov’s Theorem (see,
e.g., [6]), Lemmas 3.4-3.5 and (3.11) in Lemma 3.7 imply the existence of a
minimizer P0,r,ε(dx) = p0,r,ε(x)dx of Ψε,r(P1). By (1.14),
Ψε,r(P1) = inf
{
S(p(x)dx)− ε
(∫
Rd
f(x)p1(x)dx−
∫
Rd
ϕ(0, x; f)p(x)dx
)
(4.9)
+
1
2
∫
Rd
|x|2p(x)dx
∣∣∣∣p(x)dx ∈ P(Br), f ∈ C∞b (Rd)
}
.
Let f0,r,ε denote fo in (1.19) with P0 = P0,r,ε. Then
Ψε,r(P1) = inf
{
S(p(x)dx) +
∫
Rd
(
εϕ(0, x; f0,r,ε) +
|x|2
2
)
p(x)dx (4.10)∣∣∣∣p(x)dx ∈ P(Br)
}
− ε
∫
Rd
f0,r,ε(x)p1(x)dx
(see (1.19), (1.5) and Remark 2.2). Indeed, for p(x)dx ∈ P(Br),∫
Rd
ϕ(0, x; f0,r,ε)p(x)dx−
∫
Rd
f0,r,ε(x)p1(x)dx ≥ −Vε(p(x)dx, P1),
since ∫
Rd
ϕ(0, x; f0,r,ε)p(x)dx−
∫
Rd
f0,r,ε(x)p1(x)dx
=−
∫
Rd×Rd
log
(
µ(dxdy; gε(1), P0,r,ε, P1)
P0,r,ε(dx)gε(1, y − x)
)
µ(dxdy; gε(1), p(x)dx, P1),
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Vε(p(x)dx, P1)
=−
∫
Rd×Rd
log
(
p(x)dxgε(1, y − x)
µ(dxdy; gε(1), p(x)dx, P1)
)
µ(dxdy; gε(1), p(x)dx, P1),
and by Jensen’s inequality,∫
Rd×Rd
log
(
µ(dxdy; gε(1), P0,r,ε, P1)
P0,r,ε(dx)gε(1, y − x)
p(x)dxgε(1, y − x)
µ(dxdy; gε(1), p(x)dx, P1)
)
×µ(dxdy; gε(1), p(x)dx, P1) ≤ 0.
(2.11) holds since ϕ(0, x; f0,r,ε) − u1(x; gε(1), P0,r,ε, P1) is a constant C (see
(1.19)) and since, for p(x)dx ∈ P(Br),
S(p(x)dx) +
∫
Rd
(
εϕ(0, x; f0,r,ε) +
|x|2
2
)
p(x)dx
=
∫
Br
p(x)dx log
p(x)
C−1ε IBr(x) exp(−εu1(x; gε(1), P0,r,ε, P1)− 12 |x|2)
− logCε + C
≥− logCε + C.
Here
Cε :=
∫
Br
exp
(
−εu1(x; gε(1), P0,r,ε, P1)− 1
2
|x|2
)
dx,
and the equality holds if and only if
p(x) =
1
Cε
IBr(x) exp
(
−εu1(x; gε(1), P0,r,ε, P1)− 1
2
|x|2
)
.
We prove the second part of Theorem 2.2. For i = 1, 2, m ≥ 1 and x ∈ Rd,
νi,ε(dx) :=νi(dx; gε(1), P0,r,ε, P1), (4.11)
µε(dxdy) :=ν1,ε(dx)gε(1, y − x)ν2,ε(dy),
ui|m,ε(x) :=ui|m(x; gε(1), P0,r,ε, P1)
(see (2.1) for notation). Since P(Br) is compact, {P0,r,ε}ε>0 and {µε}ε>0 has a
weakly convergent subsequence by Prohorov’s theorem in the same way as in
the proof of Theorem 2.1 (see [6]). Let P0 and µ denote the weak limit along
the same subsequence, as ε→ 0, of P0,r,ε and µε, respectively. For sufficiently
large m ≥ 1, by the diagonal method, u1|m,ε(x)+u2|m,ε(y) has a subsequence
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which is uniformly convergent, as ε→ 0, on every compact subset of Rd×Rd
(see (3.10) for notation). Indeed, for sufficiently large m ≥ 1 and small
ε > 0, ui|m,ε, i = 1, 2 are convex from Lemma 3.3, and u1|m,ε(x) + u2|m,ε(y) is
uniformly bounded on every compact subset of Rd×Rd, from (3.8) in Lemma
3.6:
|u1|m,ε(x) + u2|m,ε(y) + ε log
√
2piε
d| (4.12)
≤(m+ 1)2 + (m+ 1)(|x|+ |y|)− ε logµε(Bm × Bm), x, y ∈ Rd.
Let {εn}n≥1 denote a sequence which converges to 0, as n → ∞ and along
which the above sequences are all convergent.
um(x, y) := lim
n→∞
(u1|m,εn(x) + u2|m,εn(y)), m ≥ 1, x, y ∈ Rd. (4.13)
There exists the limit
u(x, y) := lim
m→∞
um(x, y), x, y ∈ Rd. (4.14)
Indeed, m 7→ um is nondecreasing since
exp(u1|m,ε(x1) + u2|m,ε(x2)) (4.15)
=
∫
S×S
gε(1, x1 − y)gε(1, x− x2)
gε(1, x− y) ϕm(x)ϕm(y)µε(dxdy).
From the last statement of Lemma 3.7, there exists x0 ∈ Br such that
u(x0, y0) <∞, since
u1,εn(x) + u2,εn(y0) ≥ u1|m,εn(x) + u2|m,εn(y0).
To complete the proof of Theorem 2.2, we show that the following holds:
〈x, y〉 = u(x, y), µ− a.s., (4.16)
x = Dyu(x0, y), y = Dxu(x, y0), µ− a.s., (4.17)
P0(dx) =
ID(x)
C
exp(−u(x, y0))dx, (4.18)
where D is a convex subset of Br and C is a normalizing constant. Notice
that u(x, y) is convex and is differentiable a.e. on its domain.
21
Proof of (4.16) The following implies that (4.16) holds: for sufficiently large
m ≥ r,
〈x, y〉 = um(x, y), (x, y) ∈ Rd × Int(supp(ϕm)), µ− a.s.. (4.19)
Indeed, from (4.14) and (4.19), for sufficiently large m > r,
〈x, y〉 = um(x, y) = um′(x, y) = u(x, y), m′ > m,
(x, y) ∈ Rd × Int(supp(ϕm))(⊂ Rd × Int(supp(ϕm′))), µ − a.s.. To prove
(4.19), we first prove that the following holds: for sufficiently large m ≥ r,
〈x, y〉 ≤ um(x, y), (x, y) ∈ supp(P0)× (supp(P1)∩ Int(supp(ϕm))). (4.20)
For i 6= j, i, j = 1, 2,
µi|m,ε(dxi) := νi,ε(dxi) exp(ui|m,ε(xi)) =
∫
{xj∈Rd}
ϕm(xj)µε(dx1dx2). (4.21)
Then for δ > 0 and (x, y) ∈ supp(P0)× (supp(P1) ∩ Int(supp(ϕm))),
exp
(
u1|m,ε(x) + u2|m,ε(y)
ε
)
(4.22)
=
∫
Rd×Rd
1
(2piε)d
exp
(〈x1, y〉+ 〈x, x2〉 − u1,ε|m(x1)− u2,ε|m(x2)
ε
)
× ϕm(x1)ϕm(x2)µ1|m,ε(dx1)µ2|m,ε(dx2)
≥
∫
Uδ(x)×Uδ(y)
1
(2piε)d
exp
(〈x1, y〉+ 〈x, x2〉 − u1,ε|m(x1)− u2,ε|m(x2)
ε
)
× ϕm(x2)µ1|m,ε(dx1)p1(x2)dx2
(see (4.15)). Indeed, for m > r, µ1|m,ε(dx) is supported on Br since P0,r,ε ∈
P(Br) and
µ2|m,ε(dy) =
(∫
Br
gε(1, y − x)ϕm(x)ν1,ε(dx)
)
ν2,ε(dy) = p1(y)dy.
(4.22) implies (4.20) since∫
Uδ(y)
ϕm(x2)p1(x2)dx2 > 0,
lim inf
n→∞
µ1|m,εn(Uδ(x)) ≥
∫
Uδ(x)×Rd
ϕm(x2)µ(dx1dx2)
≥P0(Uδ(x))− P1(Bcm) > 0, for sufficiently large m.
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Next we prove that the following holds: for sufficiently large m ≥ 1,
〈x, y〉 ≥ um(x, y), µ− a.s.. (4.23)
Am,δ,k := {(x, y) ∈ Br × Uk(0)|〈x, y〉 − um(x, y) < −δ}, δ > 0, k ≥ 1.
Then Am,δ,k is open since um is convex and finite (see (4.12)-(4.13)) and
is continuous. The following implies that (4.23) is true: from (4.13), for
sufficiently large m ≥ 1,
µ(Am,δ,k) ≤ lim inf
n→∞
µεn(Am,δ,k), (4.24)
µεn(Am,δ,k) =
∫
Am,δ,k
1√
2piεn
d
exp
(〈x, y〉 − u1|m,εn(x)− u2|m,εn(y)
εn
)
× µ1|m,εn(dx)µ2|m,εn(dy)
→0 n→∞.
Proof of (4.17) For (x, y) ∈ supp(P0)× supp(P1),
〈x, y〉 ≤ u(x, y) = u(x, y0) + u(x0, y)− u(x0, y0). (4.25)
Indeed, from (4.14) and (4.20), for sufficiently large m > r such that y ∈
Int(supp(ϕm)),
〈x, y〉 ≤ um(x, y) ≤ u(x, y).
(4.14) and the following imply (4.25): from (4.13),
um(x, y) = um(x, y0) + um(x0, y)− um(x0, y0).
A := {(x, y) ∈ Rd × Rd|〈x, y〉 = u(x, y)}.
u(x, y0) and u(x0, y) are finite for (x, y) ∈ A from (4.12), since from (4.14)
and the equality in (4.25),
〈x, y〉 = u(x, y)
≥max(u(x, y0) + um(x0, y)− u(x0, y0), um(x, y0) + u(x0, y)− u(x0, y0)).
For a set B ⊂ Rd and a function f : B 7→ R,
co B :=
{
d+1∑
i=1
λixi
∣∣∣∣
d+1∑
i=1
λi = 1, λi ≥ 0, xi ∈ B, 1 ≤ i ≤ d+ 1
}
,
23
con f(x) :=


inf
{d+1∑
i=1
λif(xi)
∣∣∣∣x =
d+1∑
i=1
λixi,
d+1∑
i=1
λi = 1,
λi ≥ 0, xi ∈ B, 1 ≤ i ≤ d+ 1
}
, x ∈ co B,
∞, x /∈ co B.
Then, from (4.25), for x ∈ supp(P0),
u(x, y0)− u(x0, y0) ≥ sup{〈x, y〉 − u(x0, y)|y ∈ supp(P1)} (4.26)
= sup{〈x, y〉 − con (u|supp(P1))(x0, y)|y ∈ Rd}.
Here (u|supp(P1))(x0, y) denotes the restriction of u(x0, y) on supp(P1) and
the equality holds if (x, yx) ∈ A for some yx ∈ supp(P1), in which case
x ∈ ∂ycon (u|supp(P1))(x0, yx), where for a function f : Rd 7→ R ∪ {∞},
∂yf(y) := {x ∈ Rd|f(z) ≥ f(y) + 〈x, z − y〉, for any z ∈ Rd}.
In particular, x ∈ ∂ycon (u|supp(P1))(x0, y) µ−a.s. from (4.16). x = Dyu(x0, y), µ−
a.s. since
con (u|supp(P1))(x0, y) = u(x0, y), y ∈ supp(P1),
∂ycon (u|supp(P1))(x0, y) = {Dyu(x0, y)}, dy − a.e. on supp(P1)
and since P1(dx) has a probability density function. In the same way, one
can show that y = Dxu(x, y0) µ− a.s..
Proof of (4.18)
DR,ε := {x ∈ Br|u1,ε(x) + u2,ε(y0) ≤ R}, R, ε > 0
(see (3.10) for notation). Then, from Lemma 3.7,
lim
R→∞
lim sup
ε→0
∫
DcR,ε
p0,r,ε(x)dx = 0. (4.27)
Indeed,∫
DcR,ε
p0,r,ε(x)dx =
1
Cε exp(−u2,ε(y0))
∫
Br∩DcR,ε
exp(−u1,ε(x)− u2,ε(y0))dx
≤ exp(−R) V ol(Br)
Cε exp(−u2,ε(y0)) .
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For δ > 0,
ψδ,R,ε(x) := max
(
0, 1− dist(x,DR,ε)
δ
)
.
Then, from Lemma 3.8, there exists a convergent subsequence {ψδ,R,εnk (x)}k≥1
in C(Br) and a closed convex set DR,0 ⊂ Br such that
lim
k→∞
||ψδ,R,εnk − ψδ,R,0||∞,r = 0. (4.28)
D := ∪R>0DR,0.
Then we prove that the following holds: for a closed set B ⊂ Br,
lim
R→∞
lim sup
k→∞
∫
B∩DR,εnk
p0,r,εnk (x)dx (4.29)
≤ 1∫
D
exp(−u(x, y0))dx
∫
B∩D
exp(−u(x, y0))dx.
The proof of (4.29) is done by the following (4.30)-(4.31) which will be proved
later.
lim
R→∞
lim sup
k→∞
∫
B∩DR,εnk
exp(−u1,εnk (x)− u2,εnk (y0))dx (4.30)
≤
∫
B∩D
exp(−u(x, y0))dx,
lim inf
k→∞
Cεnk exp(−u2,εnk (y0)) ≥
∫
D
exp(−u(x, y0))dx. (4.31)
Notice that, from (4.13)-(4.14) and Lemma 3.7, the following holds:∫
D
exp(−u(x, y0))dx
> exp
(
−
∫
Rd
1
2
|x|2P1(dx) + log Vol(Br)− 1
2
∫
Br
|x|2 dx
Vol(Br)
)
> 0.
We prove (4.30). For sufficiently large m ≥ 1,∫
B∩DR,ε
exp(−u1,ε(x)− u2,ε(y0))dx ≤
∫
B
ψδ,R,ε(x) exp(−u1|m,ε(x)− u2,ε(y0))dx
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(see (3.10) for notation). Let ψδ denote the function ψδ,R,0 with DR,0 replaced
by D. Then for m > r, from (4.13) and (4.28),
lim
k→∞
∫
B
ψδ,R,εnk (x) exp(−u1|m,εnk (x)− u2,εnk (y0))dx (4.32)
=
∫
B
ψδ,R,0(x) exp(−um(x, y0))dx→
∫
B
ψδ(x) exp(−u(x, y0))dx, m,R→∞,
→
∫
B
ID(x) exp(−u(x, y0))dx, δ → 0,
since R 7→ DR,ε is nondecrerasing.
We prove (4.31).
D˜δ,m,ε := {x ∈ Br|u1,ε(x)− u1|m,ε(x) < δ}, δ > 0.
Then
Cε exp(−u2,ε(y0)) (4.33)
≥
∫
Br
ψδ,R,ε(x) exp(−u1,ε(x)− u2,ε(y0))dx
≥ exp(−δ)
∫
D˜δ,m,ε
ψδ,R,ε(x) exp(−u1|m,ε(x)− u2,ε(y0))dx
=exp(−δ)
∫
Br
ψδ,R,ε(x) exp(−u1|m,ε(x)− u2,ε(y0))dx
− exp(−δ)
∫
Br∩D˜cδ,m,ε
ψδ,R,ε(x) exp(−u1|m,ε(x)− u2,ε(y0))dx.
From (4.32), we only have to prove that the following holds:
lim
δ→0
lim
R→∞
lim sup
m→∞
lim sup
k→∞
∫
Br∩D˜cδ,m,εnk
ψδ,R,εnk (x) (4.34)
× exp(−u1|m,εnk (x)− u2,εnk (y0))dx = 0.∫
Br∩D˜cδ,m,ε
ψδ,R,ε(x) exp(−u1|m,ε(x)− u2,ε(y0))dx
≤
∫
Br∩Uδ(DR,ε)∩D
c
R,ε
exp(−u1|m,ε(x)− u2,ε(y0))dx
+
∫
Br∩D˜cδ,m,ε∩DR,ε
exp(−u1|m,ε(x)− u2,ε(y0))dx,
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since ψ−1δ,R,ε((0, 1]) = Uδ(DR,ε). For any γ > 0, sufficiently large m ≥ m0 ≥ 1
and k, from Lemma 3.8 and (4.13),∫
Br∩Uδ(DR,εnk
)∩DcR,εnk
exp(−u1|m,εnk (x)− u2,εnk (y0))dx
≤
∫
Br∩Uδ+γ(DR,0)∩U−γ(DR,0)c
exp(−u1|m0,εnk (x)− u2,εnk (y0))dx
→
∫
Br∩Uδ+γ(DR,0)∩U−γ(DR,0)c
exp(−um0(x, y0))dx, k →∞,
→
∫
Br∩Uδ+γ(D)∩U−γ(D)c
exp(−um0(x, y0))dx, R→∞,
→0, δ, γ → 0.
∫
Br∩D˜cδ,m,ε∩DR,ε
exp(−u1|m,ε(x)− u2,ε(y0))dx (4.35)
≤
∫
D˜c
δ,m,ε
exp(−u1|m,ε(x)− u2,ε(y0) +R − u2,ε(y0))Cεp0,r,ε(x)dx
≤ exp(−2 inf{u1|m0,ε(x) + u2,ε(y0)|x ∈ Br}+R)V ol(Br)
∫
D˜c
δ,m,ε
p0,r,ε(x)dx,
∫
D˜c
δ,m,ε
p0,r,ε(x)dx =
∫
D˜c
δ,m,ε
×Rd
µε(dxdy) ≤ µ1|m,ε(D˜cδ,m,ε) + P1(Bcm)
(4.36)
≤
∫
D˜c
δ,m,ε
exp
(
u1,ε(x)− u1|m,ε(x)− δ
ε
)
µ1|m,ε(dx) + P1(B
c
m)
≤ exp
(
−δ
ε
)∫
Br
p0,r,ε(x)dx+ P1(B
c
m)→ P1(Bcm), ε→ 0,
→0, m→∞.
Here, from (3.10) and (4.21) (see also (1.1)),
exp
(
u1,ε(x)− u1|m,ε(x)
ε
)
µ1|m,ε(dx) = exp(u1(x; gε(1), P0,r,ε, P1))ν1,ε(dx) = p0,r,ε(x)dx.
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(4.12) and (4.13) complete the proof of (4.34).
If P1 is compactly supported, then ui|m,ε = ui|m′,ε and u(x, y) = um′(x, y)
for m′ ≥ m, provided Br ∪ supp(P1) ⊂ Bm. (4.11)-(4.13) imply that the last
statement of Theorem 2.2 holds.✷
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