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A critical aspect in the risk assessment of geologic carbon storage, a carbon-
emissions reduction method under extensive review and testing, is effective multiphase 
CO2 flow and transport simulation.  Relative permeability and capillary pressure are flow 
parameters particularly critical for accurate forecasting of multiphase behavior of CO2 in 
the subsurface. The relative permeability relationship assumed and especially the residual 
saturation of the gas phase greatly impacts predicted CO2 trapping mechanisms and long-
term plume migration behavior. The capillary pressure relationship assumed will impact 
the long-term CO2 plume movement in the reservoir and the sealing behavior of the cap 
rock.    
A primary goal of this study is to evaluate the impact the selection of relative 
permeability and capillary pressure relationships has on the efficacy of regional-scale 
CO2 sequestration models. To accomplish this, we selected the San Rafael Swell area of 
East-central Utah as a case study to evaluate the impact of two-phase relative 
permeability formulations on CO2 plume movement and behavior. We evaluated five 
different relative permeability relationships to quantify their relative impacts on 
forecasted flow results of the model, with all other parameters maintained uniform and 
constant. A second study site, the Farnsworth Unit (FWU) in North Texas, was used to 
evaluate the impact of relative permeability and capillary pressure relationships in a 
three-phase environment (gas, oil, water). We applied a novel approach to assigning 
iv 
relative permeability and capillary pressure relationships in the FWU numerical model. 
Ongoing work by the SWP has identified distinct regions of porosity and permeability 
coloration that are believed to exhibit similar flow characteristics called 
hydrostratigraphic units. We assign and calibrate relative permeability and capillary 
pressure by hydrostratigraphic units (heterogeneous parameter assignment). Petrophysical 
and mercury intrusion capillary pressure measurements for each of the hydrostratigraphic 
units were used to calibrate and parameterize relative permeability relationship and 
capillary pressure relationships. Results of forward simulations with the newly-calibrated 
models were compared to models that assigned relative permeability and capillary 
pressure by geologic formation or lithology alone (homogenous parameter assignment). 
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Geologic carbon storage (GCS) is a promising technology for reducing 
greenhouse gas emissions from large point-source emitters, like coal and gas power 
plants, or heavy industry, like steal and cement manufacturing. This technology works by 
capturing CO2 from these large point-source emitters, compressing it into a supercritical 
state, and injecting it into deep underground formation for permanent storage (Bachu, 
2016; Bacon et al., 2016; Dai et al., 2014a; Dai et al., 2014b; Yang et al., 2014). A couple 
of promising options for GCS sites are mature oil fields undergoing CO2-Enhanced Oil 
Recovery (CO2-EOR), depleted oil and gas reservoirs, and deep saline aquifers. The latter 
is the object of the first part of this study due to its advantages of having very large global 
storage capacity and common occurrence in sedimentary basins throughout the world 
(Metz et al., 2005). Estimates of global CO2 storage capacity for deep saline aquifers are 
in excess of 1 trillion tons versus estimates of between 675 and 900 billion tons for oil 
and gas fields (Metz et al., 2005).  In the US, the GCS potential in saline aquifers is 
estimated to be 98 billion tons and many large point-source emitters are near either 
transmission lines or suitable storage sites (Bergman et al., 1997; Winter and Bergman, 
1993). Oil and gas fields offer the benefit of both CO2 storage and economic benefit. 
Incremental recovery after secondary water flooding can produce an additional 7-23% of 
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the oil in place and effectively store about 40% of the injected CO2 (Metz et al., 2005). 
Perhaps the most critical tool for designing an effective GCS project is multiphase 
CO2 flow and transport simulation. Such simulations are essential not only for project 
design, but also for forecasting storage capacity and quantifying possible risks.  Relative 
permeability is probably the most important multiphase flow parameter for CO2 
migration. Multiple studies have indicated that it is critical for accurate model forecasting 
of multiphase flow to use an appropriate relative permeability relationship for the target 
formation (Dai et al., 2008; Dana and Skoczylas, 2002a; Han et al., 2010; Krevor et al., 
2011; Krevor et al., 2012; Morgan and Chidsey, 1991). Research into CO2-water relative 
permeability has taken place mostly in the last 20 years in response to growing interest in 
GCS as a mitigation plan for the power and heavy industry sector (Bennion and Bachu, 
2005, 2006; Bennion and Bachu, 2008; Busch and Muller, 2011; Dana and Skoczylas, 
2002b; Krevor et al., 2012; Perrin et al., 2009). Prior to this, research was focused on 
gas/oil and gas/oil/water relative permeability laboratory measurements and most of the 
empirical relationships that are used for GCS numerical simulations were developed to 
describe these relationships (Baker, 1988; Corey, 1954; Dietrich and Bondor, 1976; 
Land, 1968; Oak et al., 1990; Saraf et al., 1982; Stone, 1970, 1973). Corey (1954) 
developed a relative permeability relationship to described oil and gas flow in porous 
media. This relationship has since been widely used in both CO2-EOR and CO2/brine 
numerical simulations (Ampomah et al., 2016a; Bennion and Bachu, 2005; Moodie et al., 
2014; Pruess et al., 1999). Another popular relative permeability relationship used for 
GCS applications is the van Genuchten function. Developed as a two-phase relative 
hydraulic conductivity relationship for unsaturated soils, it has since been used in 
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numerical simulation of deep saline CO2 sequestration (Moodie et al., 2014; Pruess et al., 
1999; Pruess et al., 2003; Zhang et al., 2011). 
The principal trapping mechanisms in both oil and gas fields and deep saline 
aquifers is physical trapping, principally stratigraphic trapping, hydrodynamic trapping, 
and solubility trapping, principally dissolution trapping. Stratigraphic trapping contains 
the gas in the target formation with an impermeable cap rock, usually of shale or 
dolomite, and lateral impermeable boundaries like folds, sealed faults, or formation 
pinch-out caused by changes in depositional environment (Metz et al., 2005). 
Hydrodynamic trapping occurs where there are no closed boundaries to the formation but 
the distances to the edge of the confining layers are significant, on the order of hundreds 
of kilometers. As the supercritical CO2 plume migrates outward from the injection well as 
a separate phase, it is initially trapped in local structures and traps. Capillary forces acting 
between the rock matrix and the fluid phases then cause some of the gas to be trapped in 
the pore space in an immobile phase as the plume continues to migrate. This residual 
trapping can account for a significant volumes of trapped CO2 (Kumar et al., 2005; 
Obdam et al., 2002). Residual saturation of CO2 has been shown to be as high as 15-25% 
for a typical saline formation (Holtz, 2002). Dissolution trapping occurs when the CO2 
dissolves into the formation fluid and is a much more important trapping mechanism in 
oil fields then in saline formation (Metz et al., 2005). 
Laboratory testing of CO2 and brine relative permeability has indicated that there 
is large variability in the relative permeability relationship between rock types and even 
within the same rock type, like Berea sandstone (Dana and Skoczylas, 2002a; Krevor et 
al., 2011; Krevor et al., 2012). The relative permeability curve is strongly correlated to 
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the wettability and saturation history of the rock type being tested as well as the 
heterogeneity inherent within that rock type (Bennion and Bachu, 2008; Busch and 
Muller, 2011; Dana and Skoczylas, 2002b; Krevor et al., 2012). The uncertainty 
associated with laboratory data and the general lack of relative permeability relationships 
for most GCS candidate sites must be considered a large source of model uncertainty and 
should be considered in the risk assessment for any GCS candidate site. Numerical 
studies on the impact uncertainty in relative permeability and capillary pressure 
relationships has on CO2 phase behavior and trapping mechanics are rare, especially at 
regional scale. Therefore, a primary goal of this study was to evaluate the impact of 
relative permeability on the efficacy of regional-scale CO2 sequestration models. 
 
1.1 Fundamentals of Flow in Porous Media 
A comprehensive review of the fundamentals of flow in porous media was 
conducted to grasp a full understanding of the physical processes that control numerical 
models and the uncertainty inherent in them. Flow porous media is a difficult and 
uncertain process to measure. Numerical modeling can help us understand the uncertainty 
and make predictions based on that uncertainty. However, it is critical to understand the 
methods and their limitations and uncertainty if successful and meaningful GCS 
simulations are to be attained. 
The fundamental flow equations are derivations of Darcy’s Law. This empirical 
relationship was discovered experimentally in 1856 by Henry Darcy (Ingebritsen et al., 
2008). It accurately predicts the flow of water through a porous media. It has been 
extrapolated to include two or more phases and to describe flow in all three dimensions. 
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As would be expected of highly nonlinear problems like the flow problems, they cannot 
be solved analytically and the use of numerical methods to approximate a solution is the 
most efficient way to solve these problems. 
 
1.1.1 Darcy's Law 
Darcy's law describes the flow of fluid through a porous media. Darcy's law gives 
an accurate description of the following properties of groundwater flowing in an aquifer. 
It tells us that flow can only occur when there is a pressure gradient, if there is no 
pressure gradient than the reservoir is hydrostatic or at ‘steady state’. It also shows us that 
increasing the pressure gradient across the same formation will increase the discharge 
rate. However, the same pressure gradient applied to different materials (or even flowing 
in a different direction through the same material) can have different discharge rates. 
Darcy’s Law is a relationship of the total discharge to the fluid transmissibility times the 
pressure drop over a given distance (Equation 1.1). 
 




      [1.1] 
 
The total discharge, Q (units of volume per time, e.g., m3/s) is equal to the product 
of the intrinsic permeability of the medium, k (m2), the cross-sectional area to flow, A 
(units of area, e.g., m2), and the total pressure drop (Pb – Pa), (Pascals), all divided by the 
viscosity, µ (Pa·s), and the length over which the pressure drop is measured (L). The 
negative sign is needed because fluid flows from high pressure to low pressure. Darcy's 
law is only valid for laminar flow regimes and the Reynolds Number should be <1.0 for it 
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to apply. Other key assumptions are that the fluid is incompressible and the density does 
not significantly vary in space and the hydraulic conductivity is not effected by variations 
in fluid properties. These assumptions are needed for the following 3-D form of Darcy’s 











�     [1.2] 
 
Key assumptions for Darcy’s Law are that the fluid density (ρf) does not significantly 
vary in space (incompressible flow), the hydraulic conductivity tensor K is not effected 
by variations in fluid properties, and the principal directions are aligned with the spatial 
coordinates x, y, z. 
In order to properly define flow of multiple phases in a porous media it is 
necessary to use a term called relative permeability. It is a dimensionless measure of the 
effective permeability of that fluid phase. The relative permeability is the ratio of the 
effective permeability of that phase (ki) to the absolute permeability of the porous media 
(k) and is written ki=kri*k. Substitute this relative permeability relationship into Equation 
1.1 and divide the discharge by the area (Q/A=q) and you get the multiphase from of 
Darcy's Law in terms of Darcy velocity of flux for each phase (qi) (Equation 1.3) 
(Dullien, 1992; Ingebritsen et al., 2008). 
 




1.1.1.1 Governing Equations for Fluid Flow and Heat Transport in 3-D 
Equation 1.3 is substituted into Equation 1.2 to derive the fully coupled 3-D two-
phase version of Darcy’s Law (Equation 1.4) (Dullien, 1992; Ingebritsen et al., 2008). 
The heat transport equation is very similar to the fluid flow equation and is given in 




− ∇ ∙ �
𝜌𝜌𝑛𝑛𝑛𝑛𝑘𝑘𝑟𝑟𝑛𝑛𝑛𝑛𝑘𝑘�
𝜇𝜇𝑛𝑛𝑛𝑛
(∇𝑃𝑃 + 𝜌𝜌𝑛𝑛𝑛𝑛𝑔𝑔∇𝑧𝑧)� − ∇ ∙ �𝜌𝜌𝑛𝑛𝑘𝑘𝑟𝑟𝑛𝑛𝑘𝑘�𝜇𝜇𝑛𝑛 (∇𝑃𝑃 + 𝜌𝜌𝑛𝑛𝑔𝑔∇𝑧𝑧)� −




− ∇ ∙ �
𝜌𝜌𝑛𝑛𝑛𝑛𝑘𝑘𝑟𝑟𝑛𝑛𝑛𝑛𝑘𝑘�𝐻𝐻𝑛𝑛𝑛𝑛
𝜇𝜇𝑛𝑛𝑛𝑛




(∇𝑃𝑃 + 𝜌𝜌𝑛𝑛𝑔𝑔∇𝑧𝑧)� − ∇ ∙ 𝐾𝐾𝑚𝑚∇𝑇𝑇 − 𝑅𝑅ℎ = 0      [1.5] 
 
1.1.2 Relative Permeability and Numerical Simulators 
There are generally three types of relative permeability relationships that are used 
in numerical simulation. There are two-phase functions that relate wetting phase 
saturation to relative permeability of immiscible fluids. These are useful in describing 
CO2/brine relative permeability relationships under GCS scenarios. There are three-phase 
combination models that use pairs of two-phase relationships, gas/oil and water/oil, to 
calculate a three-phase relationship. This family of functions is useful in describing the 
three-phase conditions that exist in many types of GCS scenarios. Some simulators, such 
as Eclipse, use lookup tables of tabular two-phase or three-phase data that contain 
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saturations versus relative permeability to calculate the two- and three-phase relative 
permeability through linear interpolation between table values.  
 
1.1.2.1 Two-Phase Relative Permeability 
Some widely used two-phase relative permeability functions are the Corey’s 
Curve function, the Brooks and Corey function, the van Genuchten function, and the 
linear function. Corey (1954) developed a relative permeability relationship based on the 
Kozeny-Carman equation for oil and gas flow in porous media (Equation 1.6 and 1.7) 
(Corey, 1954; Pruess et al., 1999). This relationship has been widely used for both fitting 
experimental data and for reservoir simulations (Bennion and Bachu, 2005; Moodie et al., 
2014; Pruess et al., 1999).  
 
    𝑘𝑘𝑟𝑟𝑟𝑟 = 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟 4      [1.6] 
 
  𝑘𝑘𝑟𝑟𝑟𝑟 = �1 − 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟 �2 �1 − �𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟 �2�     [1.7] 
 
Brooks and Corey (1964) modified Corey’s original relationship for use by soil 
engineers trying to describe two-phase systems of water and air in irrigation and drainage 
systems. Previous work had focused on oil and gas reservoirs and was not used by 
engineers who assumed that either the soil was 100% saturated or 100% air and 
resistance of air flow by intermediately saturated soils was considered to be negligible, 
which is not the case in the real systems (Brooks and Corey, 1964). The Brooks and 
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Corey formula is often used to fit laboratory data as it has greater flexibility in both 
endpoints and curve shape. Van Genuchten (1980) developed a two-phase relative 
hydraulic conductivity relationship for unsaturated soils that is a closed form analytical 
expression (Equation 1.8 and 1.9) (Pruess et al., 1999; van Genuchten, 1980). It 
addressed the problem of noncontinuity in the Brooks-Corey equation that will cause 
convergence issues in numerical simulations (van Genuchten, 1980). The van Genuchten 
relationship has been widely used for numerical simulations of deep saline sequestration 
simulations by Moodie et al. (2014), Pruess et al. (1999), Pruess et al. (2003), and Zhang 
et al. (2011).  
 
  𝑘𝑘𝑟𝑟𝑟𝑟 = �𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟𝑆𝑆𝑙𝑙𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟 �1 − �1 − �𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟𝑆𝑆𝑙𝑙𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟�1 𝜆𝜆� �𝜆𝜆�2    [1.8] 
 
  𝑘𝑘𝑟𝑟𝑟𝑟 = �1 − 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟−𝑆𝑆𝑔𝑔𝑟𝑟�2 �1 − � 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟−𝑆𝑆𝑔𝑔𝑟𝑟�2�    [1.9] 
 
The linear relative permeability relationship is a simple linear relationship 
between the residual saturation and the max saturation of each phase. Although it is not 
used widely in the literature for sequestration models, some experimental relationships do 
show a strong linear trend and it may be appropriate to use in these situations (Bennion 





1.1.2.2 Three-Phase Relative Permeability 
True three-phase relative permeability testing is very complicated and expensive, 
which may cause the reliability of the data to be questioned (Baker, 1988; Stone, 1970, 
1973). For this reason, some researchers use pairs of two-phase relationships, oil/water 
and oil/gas, to construct a three-phase relationship for oil relative permeability using 
some form of combination model, such as the Stone I, Stone II, or Baker methods 
(Dietrich and Bondor, 1976). This can be justified as research suggests that in strongly 
water wet systems, the water relative permeability is only dependent on water saturation 
and gas relative permeability is only dependent on gas saturation, but oil relative 
permeability is dependent on both the water and the gas saturation (Dietrich and Bondor, 
1976). There are some issues with this approach as there can be significant differences 
between what the combinations models predict and what the three-phase experimental 
data show (Oak et al., 1990; Saraf et al., 1982). Saraf et al. (1982) used Berea sandstone 
to test how well Stone I and Stone II models predict actual three-phase relative 
permeability. They discovered that in low oil saturation systems, the Stone I model gave 
more accurate results, but in high oil systems, the Stone II model (Equation 1.10) agreed 
with the experimental data better (Saraf et al., 1982). Baker (1988) addressed this issue 
by comparing available experimental data to the available theoretical models, Stone I and 
Stone II, and to saturation-weighted interpolation and true-linear interpolation models 
that he developed. It was found that the data agreed better with the linear and saturation-





𝑘𝑘𝑟𝑟𝑟𝑟 = 𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 �� 𝑘𝑘𝑟𝑟𝑟𝑟𝑛𝑛𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 + 𝑘𝑘𝑟𝑟𝑛𝑛� ∗ � 𝑘𝑘𝑟𝑟𝑟𝑟𝑔𝑔𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛 + 𝑘𝑘𝑟𝑟𝑟𝑟� − 𝑘𝑘𝑟𝑟𝑛𝑛 − 𝑘𝑘𝑟𝑟𝑟𝑟�  [1.10] 
 
Preliminary data from this study have already indicated that capillary pressure can 
have a measured impact on numerical model of both two- and three-phase systems. 
Capillary pressure is a measure of the pressure of any two phases at any two points in the 
porous medium as laid out by Leverette (1939) in the following formula (Equation 1.11) 
(Dullien, 1992). 
 
   ∇𝑃𝑃2 − ∇𝑃𝑃1 = ∇𝑃𝑃𝑟𝑟       [1.11] 
 
It is thought that the interfacial pressure difference (capillary pressure) in a two-
phase system is dependent on the pore geometry and therefore a function of the wetting 
phase saturation (Dullien, 1992; Parker et al., 1987). In such a system, each fluid phase 
can be thought of as independent of the other phase and Darcy’s Law (Equation 1.3) is 
assumed to be valid and the relative permeability only depends on the wetting phase 
saturation (Dullien, 1992). This assumption can then be extrapolated to a three-phase 
system (gas, oil, water) described by pairs of two-phase relationships, oil/water and 
gas/oil (Dietrich and Bondor, 1976; Parker et al., 1987). 
 
1.1.3 Capillary Pressure and Numerical Simulators 
Capillary pressure is another critical parameter to consider in numerical model 
design. Depending on the fluid system being modeled, the decision to use capillary 
pressure or not depends on the phase behavior at the pressure and temperature being 
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modeled. In this study, two different fluid systems were modeled; a two-phase CO2 and 
brine system and a three-phase CO2, oil, and water. There is capillary pressure between 
the CO2 and water system under a GCS scenario and a consistent capillary pressure 
function was applied. In a three-phases fluid system under CO2-EOR conditions, 
capillary pressure is negligible between the gas and oil phases as they are miscible, but 
there is capillary pressure between the oil and water phases and capillary pressure must 
be considered. 
In fluid statics, the capillary pressure is the difference in pressure across the 
interface between two immiscible fluids (Equation 1.12) (Brooks and Corey, 1964; 
Dullien, 1992). 
 
  𝑝𝑝𝑟𝑟 = 𝑝𝑝𝑛𝑛𝑟𝑟𝑛𝑛−𝑛𝑛𝑤𝑤𝜕𝜕𝜕𝜕𝑖𝑖𝑛𝑛𝑟𝑟 − 𝑝𝑝𝑛𝑛𝑤𝑤𝜕𝜕𝜕𝜕𝑖𝑖𝑛𝑛𝑟𝑟      [1.12] 
 
In a multiphase system, the capillary pressure is the pressure required to force the 
imbibing phase to displace the in situ phase in porous media (Daniel and Kaldi, 2009; 
Dullien, 1992). It works against the interfacial tension between the two phases and 
increases as the pour throat size decreases. The Brooks-Corey correlation that describes 
this relationship is shown in Equation 1.13 where Pe is the capillary entry pressure, Sw is 
the normalized water saturation, and 𝜆𝜆 is the pore-size distribution index (Krevor et al., 
2011; Krevor et al., 2012). A three-phase relationship has been derived from Equation 
1.13. The gas/oil capillary pressure is described by Equation 1.14 and the oil/water 




    𝑃𝑃𝑟𝑟 = 𝑃𝑃𝑤𝑤𝑆𝑆𝑛𝑛1 𝜆𝜆�       [1.13] 
   𝑃𝑃𝑟𝑟 = 𝑃𝑃𝑤𝑤 � 𝑆𝑆𝑡𝑡−𝑆𝑆𝑡𝑡𝑟𝑟𝑆𝑆𝑡𝑡 𝑚𝑚𝑎𝑎𝑥𝑥−𝑆𝑆𝑡𝑡𝑟𝑟�−1 𝜆𝜆�       [1.14] 
   𝑃𝑃𝑟𝑟 = −𝑃𝑃𝑤𝑤 � 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟𝑆𝑆𝑙𝑙 𝑚𝑚𝑎𝑎𝑥𝑥−𝑆𝑆𝑙𝑙𝑟𝑟�−1 𝜆𝜆�       [1.15] 
 
Parker et al. (1987) derive a three-phase capillary pressure relationship from the 
van Genuchten’s two-phase capillary pressure formula. Equation 1.16 describes the 
oil/water capillary pressure versus water saturation. Equation 1.17 describes the gas/oil 
capillary pressure versus oil saturation. These two equations were used in this study to 
generate the capillary pressure curves for some of the simulation. 
 
   𝑐𝑐𝑃𝑃𝑟𝑟𝑛𝑛 =  𝑟𝑟𝜌𝜌𝑛𝑛𝛼𝛼𝑟𝑟𝑛𝑛∗100 �� 1−𝑆𝑆𝑟𝑟𝑛𝑛𝑟𝑟𝑛𝑛𝑆𝑆𝑛𝑛𝑟𝑟𝑛𝑛−𝑆𝑆𝑟𝑟𝑛𝑛𝑟𝑟𝑛𝑛� 11−1 𝜆𝜆� − 1�1 𝜆𝜆�     [1.16] 
 𝑐𝑐𝑃𝑃𝑟𝑟𝑟𝑟 =  𝑟𝑟𝜌𝜌𝑛𝑛𝛼𝛼𝑔𝑔𝑟𝑟∗100 �� 1−𝑆𝑆𝑟𝑟𝑟𝑟𝑔𝑔𝑟𝑟𝑆𝑆𝑟𝑟𝑔𝑔𝑟𝑟−𝑆𝑆𝑟𝑟𝑟𝑟𝑔𝑔𝑟𝑟� 11−1 𝜆𝜆� − 1�1 𝜆𝜆�    [1.17] 
 
The Leverett’s capillary pressure function is a two-phase capillary pressure versus 
water saturation. Equation 1.18 and 1.19 are the empirical relationship is used by the 
TOUGH2 simulator as an option for describing two-phase capillary pressure with Pe 
being the capillary entry pressure and 𝜎𝜎(𝑇𝑇), the surface tension of water, calculated 
internally by TOUGH2 (Pruess et al., 1999). Originally, this relationship was developed 
to describe simultaneous, steady-state flow of oil and water in porous media but has since 
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been used for multiphase flow problems involving CO2 and water or brine (Leverett, 
1939; Moodie et al., 2016; Pruess et al., 1999). In this study, the Leverett’s function was 
used to describe CO2 and brine capillary pressure. 
 
   𝑃𝑃𝑟𝑟 = −𝑃𝑃𝑤𝑤 ∗ 𝜎𝜎(𝑇𝑇) ∗ 𝑓𝑓(𝑆𝑆𝑟𝑟)      [1.18] 
 𝑓𝑓(𝑆𝑆𝑟𝑟) = 1.417 �1 − 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟 � − 2.120 �1 − 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟 �2 + 1.263 �1 − 𝑆𝑆𝑙𝑙−𝑆𝑆𝑙𝑙𝑟𝑟1−𝑆𝑆𝑙𝑙𝑟𝑟 �3   [1.19] 
 
1.1.3.1 Contact Angle 
The contact angle quantifies the wettability of a solid matrix by a liquid or vapor 
(Dullien, 1992). In a multiphase system, it is the angle measured through the wetting-
phase liquid at the liquid/liquid or liquid/vapor and matrix interface. For a multiphase 
system at a given temperature and pressure, there is unique equilibrium contact angle that 
reflects the relative strength of the liquid/liquid/matrix or liquid/vapor/matrix molecular 
interactions (Daniel and Kaldi, 2009; Dullien, 1992). 
The Young-Laplace equation (Equation 1.14) describes the pressure difference 
across the interface (capillary pressure) between two static fluids due to surface tension 
(Brooks and Corey, 1964; Dullien, 1992). The shape of a liquid/vapor or liquid/liquid 
interface is determined by the Young–Laplace equation and the contact angle is 
considered a boundary condition where ∆p is the pressure difference across the fluid 
interface, γ is the surface tension or interfacial tension, 𝑛𝑛� is the unit normal pointing out 





    ∆𝑝𝑝 = 2𝛾𝛾𝛾𝛾       [1.14] 




�       
 
1.1.3.2 Wettability 
Wetting is the ability of a liquid to maintain contact with a solid surface, resulting 
from intermolecular interactions when the two are in contact. The degree of wetting or 
wettability is determined by a force balance between adhesive and cohesive forces and is 
the interaction between vapor (or liquid) phase, liquid phase, and solid matrix (Dullien, 
1992; Saraji et al., 2012). In multiphase systems with two or more liquids, there is usually 
one that has a stronger adhesive force with the solid matrix and is called the wetting 
phase (Chalbaud et al., 2007; Dullien, 1992; Saraji et al., 2012). The liquid or vapor that 
has a low adhesion force with the solid is the nonwetting phase. A good example is oil 
and water in a porous media. If water is present and then oil is flowed into the sample, the 
wetting phase is the water. If oil is present first and then water is flowed through, then the 
oil can act as the wetting phase and the water the nonwetting phase (Dullien, 1992). 
 
1.2 Considerations in Numerical Simulation Design 
There are a few things to consider when designing a numerical model that can 
help the simulation run more efficiently if they are designed properly. The solution 
method and solver properties are major ones to consider. It is also important to consider 
the relative phase modality weighting schemes used as it can help improve simulation 
behavior and performance. Seeding the grid with a small amount of the phase that is 
planned on being injected, CO2 in this study, helps the simulator run more stably by 
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eliminating zeros along the diagonal of the Jacobian matrix, where the source and sink 
terms are calculated (Pruess et al., 1999). 
 
1.2.1 Direct and Indirect Solution Methods and Solvers 
Attention should be paid to the solver used because of the computationally 
intensive requirements of solving the system of linear equations at each Newton-Raphson 
iteration time-step (Pruess et al., 1999). This means that the solution method needs to be 
tailored to the problem at hand while keeping in mind the robustness and accuracy of the 
solver. There are two types of solution methods used in numerical simulators, direct 
solution methods and iterative solution methods. Direct linear equation solvers are the 
most reliable and predictable but can take up a large amount of storage as the problem 
domain gets larger, typically the number of linear equations cubed (N3) (Moridis and 
Pruess, 1998; Pruess et al., 1999). Iterative solutions methods, by contrast, scale much 
better for large problems, having a much lower storage requirement, around N1.4 to N1.6, 
generally making them the choice for three-dimensional problems with large numbers of 
cells (Moridis and Pruess, 1998; Pruess et al., 1999). One drawback of the iterative 
method is that it can suffer from convergence issues when the model is near steady state 
(Moridis and Pruess, 1998; Pruess et al., 1999). 
TOUGH2 uses a Lanszos-type bi-conjugate gradient solver as the default, 
DSLUCS (Pruess et al., 1999). It has been shown by Moridis and Pruess (1998) that this 
is not the most efficient solver for grids with a large number of cells with zeros on the 
diagonal in their matrices. The DSLUSTB is a more robust preconditions conjugate 
gradient (PCG) solver that is based on the BiCGSTAB(m) method (Moridis and Pruess, 
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1998). Moridis and Pruess (1998) indicate that the DLUSTB solver with Z2 or Z3 
preconditioning is more efficient and solves convergence issues that the DSLUCS solver 
cannot. Adding the additional O-preconditioning also help in some situations with 
convergence issues, but not in this case.  
Changing to the DLUSTB with Z3, O0 preprocessing addressed convergence 
issues with the unconfined sloping 2-D model. Most of these issues did not involve any 
of the parameters, like temperature or pressure, being out of bounds. This is what led to 
the conclusion that it was a solver issue and not a grid or parameter issue. To test this 
hypothesis, any of the simulations that were having convergence issues the solver was 
switched from DSLUCS to the DLUSTB with Z3, O0 preprocessing. This switch has 
fixed the convergence issues that have not been caused by parameters being out of 
bounds.  
 
1.2.2 Upstream Weighting in Numerical Modeling 
At each new time step in the simulation, individual phase mobilities need to be 
estimated at the interface between grid cells to define the initial downstream phase values 
for the linear iterations. A weighting scheme, such as harmonic or up-stream, is generally 
used to give the up-stream cell more weight because numerical instability and 
convergence issues result from averaging the individual phase mobilities halfway 
between finite-difference grid cells (Frauenthal et al., 1985; Pruess et al., 1999). In 
single-phase flow, harmonic weighting is the best approach for absolute permeability 
weighting but in two-phase flow, the weighting of relative permeability must also be 
considered adding to the complexity of the problem (Pruess et al., 1999). Research has 
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shown that for transient flow problems, the relative permeability must be upstream 
weighted or the phase fronts move farther than should be the case (Aziz and Settari, 
1979; Pruess et al., 1999). While no single weighting scheme has the optimal accuracy in 
all environments, the most consistently accurate method for both relative permeability 
and absolute permeability is upstream weighting (Pruess et al., 1999; Tsang and Pruess, 
1990). TOUGH2 uses upstream weighting of the flux terms to help achieve stability and 
Eclipse also uses an upstream weighing scheme by default (Pruess et al., 1999; Tsang and 
Pruess, 1990). 
 
1.2.3 Jacobian Matrix and Grid Seeding 
The Jacobian matrix is the coefficient matrix of the linearized flow equations and 
accumulation (source and sink) terms, in effect a measure of the change between linear 
iterations (Equation 1.15) (Pruess et al., 1999). It considers the change in the flow 
equation and in all sinks and sources and multiplies that by the delta x matrix (guessed at 
change) to compute the residuals. Those are compared with limits to determine if the 
nonlinear iteration converges. The accumulation terms are in a submatrix located on the 
diagonal of the Jacobian matrix and the flow terms are in a submatrix located in the off-
diagonal matrix locations (Pruess et al., 1999). 
 





� ∗ �𝑥𝑥𝑖𝑖,𝑝𝑝+1 − 𝑥𝑥𝑖𝑖,𝑝𝑝� = �𝑅𝑅𝑛𝑛𝑘𝑘|𝑝𝑝�    [1.15] 
 
The 2-D sloping unconfined aquifer model seeded all of the grid cells with an 
initial dissolved CO2 mass fraction of 0.00001 kg/kg. This was done to address issues 
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with the solver due to large portions of the model being close to steady state and resulting 
in large matrices with 0’s for the accumulation terms on the diagonal. This was causing 
convergence issues and generally slowing slow down the simulations.  
Keeping these issues in mind when building a numerical model will help expedite 
the process and lead to less convergence and general simulator issues. 
 
1.2.4 Limitations of Continuum-Based Modeling 
When up-scaling a model grid from a fine-scale (millions of cells) geological 
model to a course-scale (thousands of cells) model, some limitations must be accounted 
for. A balance needed to be achieved between acceptable computational time and model 
resolution. A major limitation with coarser cells is the loss of finer-scaled details like thin 
high-permeability flow paths or baffles that are below the resolution of the course-scale 
model and would tend to be ‘averaged out’ by most up-scaling techniques (Li et al., 
1995; Saad et al., 1995). Another major limitation to up-scaling is that even if the up-
scaled model yields a similar answer to the fine-scaled model, there is no indication if the 
underlying assumptions made in up-scaling hold true (Christie, 1996). 
In the models used in this study, it was necessary for computational time to keep 
the total cell count below 40,000 cells. This constraint caused the loss of some of the 
finer details in the permeability and porosity distribution present in the geological model 
and had the potential to hid finer details that may influence the flow field. The results 
from the numerical model used in Chapter 3 and 4 (200ft by 200ft cells) were compared 
to a finer-scale model (100ft by 100ft cells) of the same domain. Results from the two 
models indicate that they both preformed nearly the same and increasing the cell size to 
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save computation time did not impact the results significantly. A direct comparison of 
modeling results between the flow model and the geological model was not possible due 
to computations constraints.  
 
1.2.5 Impacts of Boundary Conditions on Model Development 
The San Rafael Swell simulation model used in Chapter 2 utilized a combination 
of no-flow, base of the model, and open lateral boundaries and surface boundary 
conditions. Minimizing the impact that the boundary conditions have on the model was 
paramount. Extensive testing and modification of domain size and boundary conditions 
was conducted so that the fluid injection and resulting pressure plume was not influenced 
by the lateral or bottom boundaries. The surface boundary was modeled to mimic the 
ground surface/atmosphere interface pressure. The final model domain size and geometry 
showed was selected to eliminate the influence of the boundary conditions on the 
pressure and fluid plumes. 
The Farnsworth Unit simulation model used in Chapter 3 and Chapter 4 utilizes 
no-flow boundary conditions. The overlying and underlying formation are assumed to be 
no-flow boundaries, recognizing that we are neglecting the potential long-term 
hydrologic role played by those adjacent formations. No-flow boundaries are also 
assigned along all the lateral bounds of the model domain, again with acknowledgment 
that we are neglecting long-term impacts of the potential hydrologic interaction beyond 








IMPACTS OF RELATIVE PERMEABILITY FORMULATION ON  
FORECASTS OF CO2 PHASE BEHAVIOR, PHASE  
DISTRIBUTION, AND TRAPPING MECHANISMS  
IN A GEOLOGIC CARBON STORAGE  
RESERVOIR 
 
Journal of Greenhouse Gases: Science and Technology (2016) 7, DOI 
10.1002/ghg. Impacts of relative permeability formulation on forecasts of CO2 phase 
behavior, phase distribution, and trapping mechanisms in a geologic carbon storage 
reservoir. Moodie, N., Pan, F., McPherson, B., Jia, W. © Owned by the authors, 
published by Society of Chemical Industry and John Wiley & Sons, Ltd. With kind 
permission of the Journal of Greenhouse Gases: Science and Technology and my co-
authors. 
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BY HYDROSTRATIGRAPHIC UNITS FOR MULTIPHASE FLOW  
ANALYSIS CASE STUDY: CO2-EOR OPERATIONS AT  
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3.1 Abstract 
Among the most critical factors for geological CO2 storage site screening, 
selection, and operation is effective simulation of multiphase flow and transport. Relative 
permeability is probably the greatest source of potential uncertainty in multiphase flow 
simulation, second only to intrinsic permeability heterogeneity. The specific relative 
permeability relationship assigned greatly impacts forecasts of CO2 trapping mechanisms, 
phase behavior, and long-term plume movement. A primary goal of this study is to 
evaluate the impacts and implications of different methods of assigning relative 
permeability relationships for CO2-EOR model forecasts.  
Most simulation studies published in the literature base selection of relative 
permeability functions on the geologic formation or rock type alone.  In this study, we 
initially implemented reservoir model grids with previously-identified hydrostratigraphic 
units based on porosity and permeability, then assigned relative permeability functions 
for those hydrostratigraphic units. Specific, constrained relative permeability 
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relationships were created and assigned to each hydrostratigraphic unit using 
petrophysical data, micro-computer-tomography (micro-CT), and Mercury Intrusion 
Capillary Pressure (MICP) measurements, from cores samples of each hydrostratigraphic 
unit. Results of forward simulations with the newly-calibrated models will be compared 
to those of previous models as well as to simulation results for a range of different 
relative permeability relationships.  
The study site is the Farnsworth Unit (FWU) in the northeast Texas Panhandle, an 
active CO2-EOR operation. The target formation is the Morrow ‘B’ Sandstone, a clastic 
formation composed of medium to course sands.  
 
3.2 Introduction 
Three-phase compositional oil simulations are critical for selecting and designing 
geologic carbon storage projects because they are the principal tool for predicting CO2 
storage capacity potential, plume movement, storage security, as well as future oil 
production and expected lifetime of a given oil field. Among the requirements for such 
projects, one of the least understood, most nonlinear, and expensive parameters to obtain 
is three-phase relative permeability. Further complicating relative permeability 
acquisition is that reservoir heterogeneity gives rise to heterogeneity in the relative 
permeability relationship. This is something not considered by most GCS numerical 
simulations (Dai et al., 2014a; Juanes et al., 2010; Kumar et al., 2004; McPherson and 
Cole, 2000; Moodie et al., 2014; White et al., 2003; Xu et al., 2005). In some cases, 
relative permeability is measured in the laboratory on core samples from the target 
reservoir and a single relationship is devised for the entire reservoir unit in question 
42 
 
(Dana and Skoczylas, 2002a; May, 1988; Oak et al., 1990; Perez-Carrillo et al., 2008). 
That lab-scale relationship is then parameterized in numerical models for history 
matching and forward simulations to predict future storage or production (Ampomah et 
al., 2016b; Bennion and Bachu, 2005; Moodie et al., 2016; Pruess et al., 1999; Zhang et 
al., 2011). The inherent heterogeneity of intrinsic permeability will likewise affect 
relative permeability; thus, any two points in a specific reservoir may have very different 
relative permeability relationship just due to rock heterogeneity.  However, 
characterization of intrinsic permeability is a geostatistics problem at best, with 
correlation length as dictated by the length-scales of geologic features perhaps the most 
easily addressed aspect.   
 Another approach is to identify spatial correlation among measured porosity and 
permeability, guided by demarcation of stratigraphic boundaries, and use that information 
to identify individual hydrologic units.  Such geologically-hydrologically correlated units 
are commonly referred to as “hydrostratigraphic units,” a term coined by Maxey (1964) 
and used in hundreds of groundwater studies since then (e.g., Belitz and Bredehoeft, 
1988; Bredehoeft et al., 1994; Person and Garven, 1994; Ross-Coss et al., 2016; Senger 
and Fogg, 1987; Shi et al., 2008; Svirsky et al., 2004). While some studies have used 
hydrostratigraphic units to classify flow properties by lithologies, such as alluvial flan 
deposits, evaporates, mudstones, sandstones, shales, etc. (Person and Garven, 1994; 
Senger and Fogg, 1987) or by geologic formations, such as the Colton Formation, the 
Green River Formation, or the Morrow ‘B’ Sandstone (Ampomah et al., 2016b; Belitz 
and Bredehoeft, 1988; Bredehoeft et al., 1994; Ross-Coss et al., 2016), they use 
hydrostratigraphy to classify a geologic formation or lithologic zone versus heterogeneity 
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within that formation or zone. To our knowledge, nobody has applied this combined 
geologic-hydrologic approach for classifying subregions within a single geologic or 
lithologic zone for relative permeability, and thus a primary goal of this study is to 
evaluate the impacts and implications of assigning a single relative permeability 
relationship for a rock formation (geologic or hydraulic information only) vs. assignment 
of heterogeneous relative permeability based on hydrostratigraphic units (hydrologic and 
geologic information combined) on CO2-EOR model forecasts.   
For the Farnsworth Unit (FWU), geologists identified eight unique 
hydrostratigraphic units: the “Hydraulic Flow Units” described by Ross-Coss et al. 
(2016); due to the historical precedent and more common usage of the term 
“hydrostratigraphic units,” we adopted that original terminology for this study. These 
hydrostratigraphic units (HSUs) were identified on the basis of core taken from wells 13-
10A and 32-8 (Ross-Coss et al., 2016). Mercury intrusion capillary pressure (MICP) 
measurements were conducted for a number of samples, including for each of the eight 
HSUs. The data indicate that each HSU has a unique capillary pressure curve (capillarity 
versus saturation), suggesting that each hydrostratigraphic units will also exhibit its own 
relative permeability relationship. On this basis, we assigned unique relative permeability 
relationships to each of the identified hydrostratigraphic units and compare results to 
those of a model that utilizes a single relative permeability relationship determined for 
the reservoir by UNOCAL in 1988 (May, 1988). Our goal was to evaluate the potential 
extent of resolution gained by basing relative permeability on combined hydrologic and 




3.3 Study Site: Farnsworth Unit, Texas 
The study site is the Farnsworth Unit, CO2-EOR site active since 2010, in the 
Anadarko Basin area of the Texas panhandle located about 90 miles northeast of 
Amarillo, Texas, in Ochiltree County (Figure 3.1). The principal reservoir is the Morrow 
Formation, a Pennsylvanian marine shale unit interbedded with fluvial sandstone 
packages (Ball et al., 1991; Bolyard, 1989; Simon et al., 1979). It is situated in the 
Anadarko Basin, a major gas and oil producing area since the 1960s (Ball et al., 1991; 
May, 1987). The initial exploration well at the Farnsworth Unit was drilled in October 
1955 on the east side of the field (May, 1987; Munson, 1994).  
The Anadarko Basin was a major depocenter during the Lower 
Pennsylvanian/Upper Mississippian age (Ball et al., 1991; Simon et al., 1979). Morrow 
strata are divided into an upper and a lower unit with a sharp boundary, indicating a 
transition from regressive fluvial/deltaic depositional system to a marginal marine-
transgressive depositional system (Ball et al., 1991; Simon et al., 1979). The principal oil 
and gas reservoir is in the Upper Morrow sequence, consisting of mainly marine shale 
that is interbedded with coastal plain/fluvial delta deposits laid down when the Morrow 
Sea retreated (Bolyard, 1989; Munson, 1994). The Morrow ‘B’ interval is a fluvial 
valley-fill sandstone sequence that has produced more than 1.9 million barrel of oil and 
27 billion cubic feet of gas, and is the target of the ongoing CO2-EOR operations 
(Bolyard, 1989; May, 1988; Munson, 1994). This interval consists of connected 
sandstone found between 7550 and 7950 feet depth, with an average dip of less than one 
degree (Ampomah et al., 2015; May, 1987; Munson, 1994). The sandstone sequences 
occur at the base of the ‘B’ unit, are up to 44 feet thick, and consist of medium to course 
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sand and conglomerates, apparently deposited as a series of contiguous fluvial point-bars 
(Bolyard, 1989; Munson, 1994; Ross-Coss et al., 2016). Porosities range from 10-32% 
with permeabilities up to 1880 mD, with an average permeability of ~141 mD 
(Ampomah et al., 2016a; Ampomah et al., 2015; Bolyard, 1989). 
 
3.4 Numerical Model Development 
Recent work yielded a detailed geological model of the Farnsworth Unit based on 
analysis and interpretation of petrophysical data including XRD, SEM, and thin sections, 
well logs, core samples, and seismic data sets (Cather and Cather, 2016; Czoski, 2014; 
Hutton, 2015; Ross-Coss et al., 2016). Petrophysical properties of porosity and 
permeability of the model domain were populated by a stochastic algorithm constrained 
by well logs (Ampomah et al., 2016a). For this study, a subset of that model domain 
centered on the west half of the field was selected for analysis, indicated by the red 
polygon in Figure 3.2. This particular area is the only active injection and production area 
of the reservoir.  
Ross-Coss et al. (2016) delineated eight hydrostratigraphic units based on analysis 
of core and well logs.  HSUs were identified by correlating porosity to permeability; 
readers are referred to Ross-Coss et al. (2016) for details of their analysis. Figure 3.2 
maps the hydrostratigraphic units’ distribution across the full model domain. Rose-Coss 
et al. (2016) grouped hydrostratigraphic units into 5 major flow units, classifying similar 
low mobility units (HSU1 and HSU2 and HSU3 and HSU4) as one group, high mobility 
units (HSU7 and HSU8) as another, while leaving HSU5 and HSU6 as distinct flow 
units.  These same groupings were adopted for this study. 
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3.4.1 Relative Permeability and Capillary Pressure 
We assigned relative permeability heterogeneously by hydrostratigraphic unit, 
rather than a single curve for each lithology or otherwise.  Review of the literature to date 
suggests that no previous studies used such an approach, and thus a primary purpose of 
this work is to compare forecasts based on this HSU assignment method versus forecasts 
by the more traditional method of assigning relative permeability based on lithology or 
hydrology alone. The hydrostratigraphic units delineated by Ross-Coss et al. (2016) were 
the basis of our relative permeability assignments. Specifically, each of these HSUs was 
assigned a unique relative permeability relationship and flow simulations were conducted 
and results compared to results of a “Base Case” simulation model, in which a single 
relative permeability curve was assigned to the formation.   
 
3.4.2 Base Case Model Permutation 
The Base Case model was constructed using the only existing relative 
permeability curve for the Morrow ‘B’ Sandstone (Figure 3.3). This relative permeability 
curve was derived from laboratory measurements for a water flood and CO2 flood 
simulation study carried out by UNOCAL in 1987 and 1988 (May, 1987, 1988). No 
associated capillary pressure curve was measured or estimated and factored in for this 
relative permeability relationship. For this site and indeed for many previous studies, 
capillary pressure was neglected for sake of simplicity and computational speed 
(Ampomah et al., 2016b; Ampomah et al., 2015). We also neglect capillary pressure in 
the work presented in this paper, except for dictating end-point values in one of the model 
permutations (HS3, below), but ongoing work and a separate, completed manuscript 
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(Moodie, 2017) focuses on the impact of capillary pressure on flow and transport. In sum, 
the “Base Case” model represents a very common scenario in flow and transport 
simulation analyses of multiphase reservoirs such as petroleum reservoir engineering and 
carbon storage forecasting: a single relative permeability function assigned 
homogeneously to the target reservoir, and no capillary pressure function assigned. 
 
3.4.3 Corey’s Curve 
For the creation of the relative permeability model permutations, described in the 
next section of this paper, a modified version of the Corey’s relative permeability 
function (Corey, 1954; PNNL, 2015) was used (Figures 3.4 and Figure 3.5). Corey’s 
function was chosen because of its flexibility for changing the shape or trend of the 
relative permeability curve.  Only three input parameters need be modified for calibrating 
Corey’s curve: residual saturation, maximum relative permeability, and a curve 
parameter, λ. The gas and oil relationship is expressed by Equations 3.1 and 3.2 and the 
water and oil relationship is expressed by Equations 3.3 and 3.4 (PNNL, 2015). These 
formulas (Equations 3.1 through 3.4) were converted to look-up tables for the Eclipse © 
simulator. 
 
        [3.1] 
    [3.2] 
         [3.3] 
𝑘𝑘𝑟𝑟𝑟𝑟(𝑆𝑆𝜕𝜕) = 𝑘𝑘𝑟𝑟𝑟𝑟𝑚𝑚𝑚𝑚𝜕𝜕 �1 − 𝑆𝑆𝜕𝜕 − 𝑆𝑆𝜕𝜕𝑟𝑟1 − 𝑆𝑆𝜕𝜕𝑟𝑟 − 𝑆𝑆𝑟𝑟𝑟𝑟�𝜆𝜆 
𝑘𝑘𝑟𝑟𝑛𝑛(𝑆𝑆𝜕𝜕) = 𝑘𝑘𝑟𝑟𝑛𝑛𝑚𝑚𝑚𝑚𝜕𝜕 � 𝑆𝑆𝜕𝜕 − 𝑆𝑆𝜕𝜕𝑟𝑟1 − 𝑆𝑆𝜕𝜕𝑟𝑟 − 𝑆𝑆𝑟𝑟𝑟𝑟�𝜆𝜆 
𝑘𝑘𝑟𝑟𝑟𝑟(𝑆𝑆𝑟𝑟) = 𝑘𝑘𝑟𝑟𝑟𝑟𝑚𝑚𝑚𝑚𝜕𝜕(𝑆𝑆?̅?𝑟)𝜆𝜆 
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        [3.4] 
 
3.4.4 Relative Permeability Model Permutations  
As suggested in the introduction of this paper, one of our primary goals is to 
compare the impact of selection and assignment of homogeneous relative permeability 
(i.e., one relative permeability relationship assigned to all points in the reservoir) to that 
of relative permeability assignment based on variability in hydrostratigraphy (i.e., 
multiple relative permeability relationships assigned throughout the reservoir).  However, 
the variability of relative permeability properties inherent to hydrostratigraphy variability 
suggests additional sensitivity analysis may be useful.  Specifically, lithology-based 
relative permeability functions usually involve a defined curvature (nonlinearity) with 
respect to the relative permeability trend, and a set of definitive endpoints or irreducible 
saturations of each phase.  However, hydrostratigraphic units are characterized or 
delineated by correlations of intrinsic permeability (dictating mobility) to porosity 
(dictating maximum saturations and residual saturations).  Thus, we designed a 
systematic strategy with intent to ascertain the relative roles of the two main components 
of the relative permeability curves, including systematic variations in the curvature (non-
linearity) and maximum relative permeability representing mobility contrasts among 
hydrostratigraphic units and systematic variations in endpoints representing contrasts in 
maximum saturation and residual saturation, in effect comparing the impact of 
heterogeneity in the relative permeability curve assignment. The following paragraphs 
detail the model permutations set up for this systematic comparison, effectively a 
sensitivity analysis. 
𝑘𝑘𝑟𝑟𝑛𝑛(𝑆𝑆𝑟𝑟) = 𝑘𝑘𝑟𝑟𝑛𝑛𝑚𝑚𝑚𝑚𝜕𝜕(1 − 𝑆𝑆?̅?𝑟)𝜆𝜆 
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In addition to the Base Case model described in the previous section, three models 
using heterogeneous relative permeability, assigned by hydrostratigraphic units, and 16 
models using homogeneous relative permeability were created. The different FWU 
simulation models were set up, each with a different permutation of relative permeability 
functions, stipulating contrasts in curvature and/or saturation parameters as well as 
heterogeneous or homogeneous assignment strategy. The following five model 
permutations highlighted here are representative of the variation seen across all model 
permutations. All model permutations used in this study were described in detail in 
Appendix C: 
• Heterogeneous Permutation 1 = HS2 model = variable curvature and 
saturation endpoints with variable relative permeability endpoints, 
resulting in a unique relative permeability function for each 
hydrostratigraphic unit, heterogeneous relative permeability assignment by 
hydrostratigraphic unit; capillary pressure data not utilized in any way, 
i.e., relative permeability NOT constrained by capillary pressure data. 
• Heterogeneous Permutation 2 = HS3 model = variable curvature with 
fixed relative permeability endpoints resulting in a unique relative 
permeability function for each hydrostratigraphic unit, heterogeneous 
relative permeability assignment by hydrostratigraphic unit; saturation 
endpoints are based on capillary pressure data, i.e., relative permeability 
IS constrained by capillary pressure data. 
• Homogeneous Permutation 1 = L1 model = no curvature (linear) relative 
permeability and, by necessity, fixed saturation endpoints, resulting in a 
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single relative permeability function for the Morrow ‘B’ Sandstone, 
homogeneous relative permeability assignment. 
• Homogeneous Permutations 2 and 3 = L7 and L11 = Fluid mobility 
endpoint models, L7 is lowest fluid mobility curve and L11 is highest 
fluid mobility curve (nonlinear), resulting in a single relative permeability 
function for the Morrow ‘B’ Sandstone, homogeneous relative 
permeability assignment. 
Results of simulations of the two heterogeneous relative permeability models and 
the three homogeneous relative permeability models were compared to the Base Case 
model.  And, results for HS2 and HS3 were compared to each other to ascertain roles of 
mobility and saturation parameters, and specifically to compare how different results can 
be if relative permeability is constrained by capillary pressure data.  Results of HS2 and 
HS3 were also compared to results for the L1, L7, and L11 models, to ascertain how 
heterogeneous relative permeability assignment compares to homogeneous relative 
permeability assignment. Table 3.1 summarizes all six model permutations. 
The relative permeability relationships for all model permutations except the Base 
Case were constructed using Equations 3.1 through 3.4, with individual model 
permutations parameterized by varying the saturation endpoints, relative permeability 
end-points, and curve parameter, λ.  The L1 model utilized a nearly linear relative 
permeability relationship.  Tables 3.2 and 3.3 summarize the parameters used to dictate 
the form/shape of the relative permeability curves for the heterogeneous models, HS2 and 
HS3.  
In model HS2, the maximum relative permeability end-point values were varied 
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along with curve parameter λ and saturation endpoints (Figure 3.4). Our conceptual basis 
for this analysis strategy is that as fluid migrates from formations with less-linear relative 
permeability curves to formations with more-linear relative permeability curves, the end-
points of saturation and associated relative permeability suggest transition from lower 
fluid mobility to higher fluid mobility (see and compare the less-linear to the more-linear 
curves in Figures 3.4). This strategy was applied as a systematic (sensitivity) analysis of 
the FWU’s hydrostratigraphic units, with low permeability/porosity flow units assigned 
low mobility relative permeability curves (most nonlinear) and high 
permeability/porosity flow units assigned curves with highest fluid mobility (most 
linear).  Specifically, referring to Figure 3.6 for components of the hydrostratigraphic 
units and associated relative permeability functions used in the HS2 permutation, the low 
flow units (HSU1, HSU2, HSU3, HSU4) are assigned the most nonlinear curves and 
largest saturation end-points spread and the high flow units were assigned the most-linear 
curves and the narrowest saturation end-points spread (HSU7 and HSU8).  
The curves assigned within HS3 used a different approach for determining the 
saturation end-points (Figure 3.5). Specifically, capillary pressure data for each of the 
HSUs were used to constrain the saturation end-points for the relative permeability 
formulas, Slr, Sgr, Sor. Inflection points in the capillary pressure curves were used to 
identify the residual saturation and critical saturations end-points for the relative 
permeability tables (as assigned within Eclipse, per Engler (2010)). Given the lack of 
laboratory-measured relative permeability curves in the literature, this method seemed 
promising for constraining the relative permeability curves with some site-specific 
measurements (capillary pressure data for the HSUs were measured by Heath (2017) who 
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provided the data via written correspondence). Table 3.3 summarizes the parameters used 
to set up the HS3 relative permeability models; again, the primary difference between 
HS2 and HS3 is that HS3 relative permeability functions are constrained by capillary 
pressure data. 
A nearly-linear relative permeability relationship (permutation L1 of Table 3.1) 
was also constructed using the saturation and relative permeability endpoints from a data 
set published by UNOCAL (1988), including the same λ value corresponding to the 
HSU7-8 relative permeability curves assigned in HS2 (Figure 3.7). This relationship – 
effectively linear relative permeability with no capillary pressure – represents the highest 
mobility environment possible within the constraints of all available data 
 
3.4.5 FWU Simulation Model Domain 
The reservoir appears to be hydraulically split between the east and west half, 
with higher permeability and porosity and therefore most production/injection operations 
in the western half, historically through present day (May, 1988; Munson, 1994). As 
such, for sake of expediency and numerical economy, all simulation models simulated 
only the western half of the field. 
The simulation model was refined from the original 2015 FWU geologic model to 
encompass only the western half of the field and only the Morrow ‘B’ interval. The 
geologic model grid includes over 26 million cells parameterized for multiphase flow 
simulations. The overlying and underlying formation are assumed to be no-flow 
boundaries, recognizing that we are neglecting the potential long-term hydrologic role 
played by those adjacent formations. No-flow boundaries are also assigned along all of 
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the lateral bounds of the model domain, again with acknowledgment that we are 
neglecting long-term impacts of the potential hydrologic interaction beyond the produced 
area of the Farnsworth field. The grid size used in this study is 103 x 95 x 4 cells (x,y,z) 
for a total of 39,140 total cells with 33,756 active cells. 
Faults within the model consist of three mapped faults, as recently interpreted by 
the co-authors of this paper (with collaborators) by tracer data. One main fault trends 
East-West (shown in green in Figure 3.8) and two faults lie fairly close together and both 
trend North-South (shown in blue and purple in Figure 3.8). Although the faults are 
present in all model grids, the hydrologic impacts of those faults are excluded (no special 
porosity or permeability assigned to the faults) because such processes are outside the 
scope of our study.  
Grid properties were up-scaled from the geological model and included the 
permeability distribution in the three principal directions (x,y,z), porosity, and the 
hydrostratigraphic units layer (Figure 3.9). The initial conditions used in this study were 
drawn from Ampomah et al. (2016), who conducted a reservoir history match analysis 
built from the same geological model used in this study. The oil saturation and 
component distribution, water saturation distribution, and pressure from the Ampomah et 
al. (2016) model were applied as initial conditions to all the model permutations in this 
study. Gas saturation was set to zero because, as there is still CH4 dissolved in the oil 
phase, none exists in the gas phase and we assumed that initially no CO2 was present. 
A compositional fluid model was developed and refined by fluid modeling (see 
Hinds (1956); Ampomah and Gunda, (2015) for details). Nine oil components were 
specified; their properties are summarized in Table 3.4. 
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3.4.6 Injection/Production Schedule 
The production and injection schedule for this study has two main periods, both 
based on actual and planned operations of the FWU. For the first five and a half years, 
from December 1st, 2010 to July 31st, 2016, the production and injection schedule uses 
actual monthly injection and production data to constrain well rates. Injected CO2 is 
specified from two sources, ‘imported’ (new) CO2 and CO2 produced (recycled) from the 
field. During this first period time, 10,000 MSCF/day of imported CO2 is injected before 
any recycled CO2 is used for injection. This schedule mimics current practices at the 
Farnsworth Unit and is the same schedule as the previous history-matched model 
(Ampomah et al., 2016b) used.  
The second period of the schedule is a projection of future injection and 
production from August 1st, 2016 to January 1st, 2036, the expected end of operations at 
the FWU. During this period, the well injection targets are specified as a group, 
consisting of 10,000 MSCF imported CO2 plus the CO2 produced from the field and 
recycled. Injection is limited to this amount of CO2 and the bottom-hole pressure 
specified at each well (5000 psi). A transition from imported CO2 to using only produced 
CO2 starts January 1st, 2024. The imported gas is cut to 8,000 MSCF/day and then on 
January 1st, 2027, it is reduced again to 7,000 MSCF and then again on January 1st, 
2028, it is reduced to 6,000 MSCH/day. Finally, on January 1st, 2030, only recycled CO2 
is used in the injection wells.  This forecasted schedule is based on discussions with the 





3.4.7 Historical Production Data and Model Fit 
The Base Case was compared against historical production data from December 
2010 to January 2016 to check model fit. It then was compared to the history-matched 
model of Ampomah et al. (2016), who match the five and a half years the operator has 
been operating the FWU, and utilizes the relative permeability formulation published by 
Unocal (May, 1988). Oil production was used as the criterion to determine if the Base 
Case sufficiently matched historical production data. The model specified oil production 
rates based on actual monthly production data from the Farnsworth Unit between 
December 1st, 2010 and July 31st, 2016. A regression analysis of the oil production 
results versus the historical data yielded an R2 value of 0.94 (Figure 3.10), indicating a 
reasonable fit and suggesting that the Base Case performs accordingly. Figure 3.11 
compares monthly oil production between the Base Case (solid red line), the history-
matched model of Ampomah et al. (2016) (dashed red line), and the FWU historical data 
(black line), suggesting definitive correlation among the three. 
Individual wells ‘fit’ to historical production data were analyzed over the same 
temporal interval as the total oil production. There was little to no deviation from 
historical data in 18 of the 23 wells that have historical production data, with R2 values of 
between 0.86 and 1. The five wells that deviated from historical data have R2 values of 
between 0.16 and 0.63. It is suggested that these wells be addressed in future modeling 
efforts to expand and augment interpretations. With the limited number of wells that did 
not have an adequate match, we felt confident that the model matched historical data 
sufficiently for the purpose of this study. 
Recent production data from the FWU has allowed an analysis of forward model 
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forecasts from September 2016 to April 2017. The Base Case model over-forecasts oil 
production by about 9% between September 2016 and February 2017 (Figure 3.12). 
Planned wells were brought online in the model on January 31st, 2017; however, in the 
actual FWU, these wells were (and still are) delayed due to economic reasons. Thus, as 
shown in Figure 3.12, forecasted March and April oil production sharply deviates from 
field data. All models were developed, executed, and analyzed prior to February, 2017.  
Across all model permutations, there is an increasing deviation from the historical data 
starting at 7% and increasing to 19% before the new wells come online in the model 
(Figure 3.13). Re-running all models without those planned wells would require at least 6 
to 12 months of additional work. However, given that our purpose is to evaluate the 
impact of homogenously assigned relative permeability versus heterogeneously assigned 
relative permeability methods, we decided that the mismatch between forecasted oil 
production and observed production after January 2017 was acceptable.  Thus, all model 
simulations include simulated operations of eight planned wells that Chaparral Energy 
LLC has yet to bring online, starting in February, 2017. 
 
3.5 Results 
In general, results suggest that assigning the relative permeability curves 
heterogeneously based on hydrostratigraphic units yields significantly different forecasts 
than models that utilize a single relative permeability curve. Furthermore, constraining 
relative permeability curves with measured capillary pressure data appears to change 
model projections even more. Use of heterogeneously assigned relative permeability 
functions generally increases oil production, decreases gas production, and leads to more 
57 
 
trapped supercritical CO2.  However, it must be emphasized that while the results are 
very different for the two approaches (heterogeneous relative permeability assigned by 
hydrostratigraphy versus homogeneous relative permeability assigned by lithology or 
rock type), it is not clear if either approach is better without knowing the actual “ground 
truth” distributions in the subsurface. Our opinion, based on this study, is that the 
heterogeneous relative permeability based on hydrostratigraphy is probably better 
because the forecasts explicitly factor in more observed information, including porosity, 
permeability, and capillary pressure measurements. 
 
3.5.1 Gas in Place 
The total amount of stored CO2 forecasted by the models developed in this study 
is between 2.8 million tons and 3.0 million tons, or about a 7% variance. Using capillary 
pressure to provide endpoints for the relative permeability curve had little impact on the 
total forecasts of CO2 stored. The HS3 model indicates that the total amount of gas in 
place is nearly identical to the Base Case, exhibiting only a 0.2% variation in total gas in 
place. The homogeneous curves (L1 – L11) indicate larger variability (12%) compared to 
only 3% for the heterogeneous curve assignment method (Table 3.5).  
The larger impact of the relative permeability assignment strategy is in the CO2 
phase composition. The HS3 model results indicate 34% of the CO2 is in the mobile or 
supercritical phase compared to 30% for the Base Case forecasts. The heterogeneous 
models exhibited a 26% variation while the homogeneous models exhibited 79% 
variation in supercritical CO2, predicting between 1.37 million tons (L11) and 1.28 
million tons (L7). The Base Case predicts 62% of the CO2 will be dissolved in the oil 
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phase, very close to the HS2 model, at 65%. The HS3 model predicts significantly less 
CO2 dissolution in oil, at 57% or about 1.7 million tons. The lest mobile curve in 
homogeneous models (L7) predicts the highest dissolution trapping in oil at 82% while 
the highest mobility homogeneous model (L11) predicts the least dissolution in oil 
trapping at 42%. Dissolution trapping in water exhibits a much smaller variation across 
all model permutation of only a couple percent. The Base Case forecasts 261,000 tons of 
CO2 in the aqueous phase or about 8.6% of the total CO2 in the reservoir. The L7 and 
L11, lithologic-based extreme cases, again forecast the extreme values for aqueous 
trapping, 8% (L7) and 11% (L11). The HS2 and HS3 models forecast nearly the same 
aqueous trapping, at 272,000 tons (9.1%) and 276,000 tons (9.1%), respectively. 
Figure 3.14 highlights the variation around the Base Case (red line) results 
through time. There is a clear trend of increasing variability from the Base Case, with 
most of that occurring after the injection wells start relying on the recycled CO2. It is 
important to note that the supercritical CO2 phase and CO2 and CH4 dissolved in the oil 
phase have a quasi-inverse relationship when analyzed against the Base Case. The lower 
mobility model (L7) results indicate less supercritical CO2 phase and more dissolved in 
the oil phase than the Base Case. As mobility of the relative permeability curve is 
increased the mass of CO2 in the supercritical phase increases overall and is greater 
relative to the Base Case. The opposite happens to the dissolved phase; more is present in 
lower mobility model results, with decreasing amounts as the mobility of the relative 
permeability curve is increases. The lowest mass of dissolved phase CO2 is in the highest 
mobility models (L11). Not all models exhibited this trend, most notably the HS3 model, 
exhibiting more total CO2 in the reservoir and more dissolved phase (oil and water) and 
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supercritical phase CO2. Table 3.5 summarizes these results.  
 
3.5.2 Oil Production 
Comparing the oil production between the HS3 model and the Base Case, 12% 
more oil is produced when relative permeability is assigned heterogeneously by 
hydrostratigraphy (Table 3.6), or about 2.5 million barrels over the field’s lifetime. At 
$45/barrel, that translates to a projected increase in production of $112 million. The 
variations in total oil produced exhibited when all of the model permutations (HS2 and 
HS3 and L1-L11) is 48% with L7 and L11 being the extreme cases (Table 3.6). That 
equates to almost 14 million barrels of oil difference in production, a quite large 
uncertainty. Using heterogeneous relative permeability assigned by hydrostratigraphic 
units the HS2 and HS3 models reduces this wide range of uncertainty from 48% to 12%, 
or roughly 2.5 million more barrels of oil than the Base Case. The lithologic models that 
represent the higher mobility relative permeability curves exhibited more oil production 
by a significant amounts, 7.4 million more barrels with L11 model (Table 3.6). Oil 
production shows a pattern that as mobility increases oil production increases, which is to 
be expected.  However, the Base Case exhibits among the lowest oil production numbers, 
suggesting that the core sample this curve was measured from may have come from one 
of the lower oil mobility areas of the reservoir.  
 
3.5.3 Gas Production 
Results of the heterogeneous relative permeability models exhibit 2% variation 
between them, or about 127,000 MSCF of produced gas (CO2 and CH4). The 
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heterogeneous relative permeability models show significantly less gas produced than the 
Base Case, 6.0 million (HS2) and 6.1 million (HS3) tons of CO2, or about 12% less. 
Analysis of the cumulative gas production from all wells across all model permutations 
exhibits a variation of 63%, 3.0 million tons (L7) to 7.4 million tons (L1) (Table 3.7). 
The Base Case forecasts gas production of almost 7 million tons, one of the highest 
values indicating a high gas mobility relative permeability curve. This is opposite what 
was seen for the oil production. Only the highest fluid mobility models (L1 and L11) 
project more gas production than the Base Case (Table 3.7). This may indicate that the 
core sample measured for the Base Case relative permeability was sampled from an area 
of high gas mobility. 
 
3.5.4 Pressure 
The field pressure was also analyzed to elucidate the impact of relative 
permeability assignment methods. When the HS3 model is compared to the Base Case, 
there is very little variation through time and both models have virtually the same 
pressure at the end of the simulation, 11 psi. An interesting trend is that both models are 
producing the same pressure field across the reservoir, but the HS3 model is projecting 
increased oil production and increased CO2 storage, indicating that using capillary 
pressure data to constrain the relative permeability curve endpoints and hydrostratigraphy 
to dictate the distribution may give more realistic model forecasts. More production data 
could help clarify this possibility. 
The pressure variation observed across all model permutations is a 27% (Figure 
3.15) with high fluid mobility curves forecasting higher pressure and low fluid mobility 
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curves forecasting lower field pressure and the Base Case in the middle. The HS2 model 
shows a 7% higher pressure than the Base Case model. The variation seen across the 
heterogeneous relative permeability models when compared to the Base Case is much 
less than seen across the homogeneous relative permeability models. The fluid mobility 
of the relative permeability curve/s effects the pressure response of the field in this 
model. The variation in pressure also increases with time, especially when the start of 
injection of only recycled CO2 begins, 1/1/2030. There is a marked inflection point in all 
of the models at that time, showing a quick draw-down in pressure that then tapers off. 
The magnitude of the draw-down is related to the fluid mobility of the relative 
permeability curves. 
 
3.5.5 Three-Phase Saturation Profile 
The distribution of each phase (oil, gas, water) across the simulation domain 
highlights the variability that the relative permeability relationship has on the model 
forecasts. As discussed above, the Base Case and HS3 models have similar pressure 
profiles but forecast different volumes of CO2 phases in the reservoir and total amounts 
of oil and gas production. Figure 3.16 shows the three-phase saturation for the top layer 
of the HS3 model (right) and the Base Case model (left). The yellow and brown boxes 
highlight areas of significant variation between models. The CO2 plumes around each of 
the injection wells in the HS3 model show a lot of variation from the Base Case model, 
with some wells predicting far less gas phase, especially in the South-central portion of 
the reservoir (yellow box). 
There is a striking difference in spatial saturation distribution of the phases 
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present when the two end member, or extreme models, are examined, L7 and L11 (Figure 
3.17). Model L7 has the lowest overall fluid mobility and forecasts localized CO2 plumes 
around the injection wells while L11 has the highest fluid mobility and forecasts the 
widest CO2 plume extent. The three-phase saturation maps are a good visual 
representation of the magnitude of difference in fluid distribution across the reservoir that 
variations in relative permeability curve assignment approach impart.  
 
3.6 Conclusion 
This study suggests that variations in the relative permeability curve assignment 
strategy used for the gas/oil and oil/water binary pairs has a significant impact on the 
model results, greatly contributing to model uncertainty. Assigning relative permeability 
heterogeneously by hydrostratigraphic unit, rather than homogeneously based on 
lithology, appears to improve resolution of the results, if only because more information 
is utilized to construct the relative permeability relationships. Using capillary pressure 
measurements on core from each of the hydrostratigraphic units to constrain the relative 
permeability curves’ saturation end points appears to improve resolution of model 
predictions. Results suggest more CO2 is left in the reservoir in supercritical form and 
there is an increase in predictions of oil production.  Simulation results for the 
heterogeneous relative permeability models reflect more oil produced and less CO2 
produced than predicted by the Base Case. However, this may simply suggest that the 
relative permeability relationship measured by May (1988) is on the extreme end of the 
parameter space, representative of a high phase mobility relationship for the gas and 
water and a low phase mobility relationship for the oil.  
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Assigning relative permeability with only lithologic information as a guideline 
(e.g., “typical” sandstone functions are often invoked in previous studies) may impart 
more uncertainty across the model domain. Assigning heterogeneously by 
hydrostratigraphic unit for curve assignment may reduce the model uncertainty, but this 
can require expensive MICP and relative permeability testing to calibrate effectively. 
Ideally, an exhaustive suite of relative permeability tests for each identified 
hydrostratigraphic unit would be acquired, but this is typically prohibitively time 
consuming and expensive and limited due to lack of available core. For this study, the 
relative permeability testing was still ongoing at the time this paper was written, and only 
MICP measurements were available.  
In sum, it appears that assignment of relative permeability by hydrostratigraphic 





Table 3.1 Model permutations.  Note that HS2 and HS3 invoke a unique relative 
permeability function for each hydrostratigraphic unit within the Morrow ‘B’ Sandstone 
(i.e., heterogeneous relative permeability), and the Base Case, L1, L7, and L11 each use a 
single relative permeability function for the entire Morrow ‘B’ Sandstone (i.e., 
























Table 3.5 Supercritical CO2 and CH4 in the reservoir at surface pressure and temperature at the end of the simulation for each 







Table 3.6 Total oil production at the end of the simulation and the delta between the Base 



















Figure 3.2 Hydrostratigraphic Units map for the entire domain showing the top 
most layer of the reservoir domain. 
 
 
Figure 3.3 The Base Case relative permeability relationship, measured and 




Figure 3.4 HS2 relative permeability curves. 
 
 





Figure 3.6 Gas/oil relative permeability curves from the HS2 relative permeability 
model overlaid on the hydrostratigraphic units layer indicating the curve 
association with specific areas of the reservoir. The oil/water curves were assigned 
in the same way the oil/gas curves are shown here. This method was followed for 
both the HS2 and HS3 models; recall that the difference between HS2 and HS3 is 
the relative permeability functions of the latter are constrained by capillary 
pressure data.  This figure is intended to illustrate that for both HS2 and HS3, 
unique relative permeability functions are assigned to hydrostratigraphic unit 
according to mobility. 
 
 





Figure 3.8 Fault model for the reservoir domain.  
 
 
Figure 3.9 Hydrostratigraphic Unit (HSU) layer up-scaled from the Ross-Coss et 





Figure 3.10 Regression analysis comparing the FWU history oil production data to 






Figure 3.11 Oil production per month through time for the Base Case model (red 
line) and Ampomah et al. (2016) History-Matched model (SWP_HM) (green line) 
versus the Farnsworth Units historical production data (black line). Both numerical 





Figure 3.12 Oil production per month forecast by the Base Case model (red line) 
compared to the actual monthly oil production data from the FWU. January 31st 
2017, two new wells come online in the model that were delayed at the FWU, 





Figure 3.13 Historical data (HistData) compared to the mean, minimum, maximum 
and percent deviation from historical data forecast by all model permutations 
between September 2016 and April 2017. Two new wells come online at the end 





Figure 3.14 Top plot is the cumulative volume, in thousands of cubic feet (MSCF), 
of supercritical CO2 in the reservoir and the bottom plot is the cumulative volume 
of gas (CO2 and residual CH4) dissolved in the oil phase. The red line indicates the 





Figure 3.15 Pressure across the entire model domain 
 
 
Figure 3.16 Three-phase saturation map (oil, CO2(gas) and water) of the Base Case 
model (left) and the HS3 model (right) at the end of the simulation. The gas phase 















QUANTITATIVE ANALYSIS OF THE INFLUENCE OF CAPILLARY  
PRESSURE ON GEOLOGIC CARBON STORAGE FORECASTS  
CASE STUDY: CO2-EOR IN THE ANADARKO BASIN, TEXAS 
 
4.1 Abstract 
Numerical models are a critical tool for forecasting subsurface multiphase flow 
associated with geologic carbon storage.  Uncertainty of model results stems from many 
factors, including and especially uncertainty in multiphase flow parameters. Specifically, 
relative permeability and capillary pressure relationships depend on both the rock 
properties and fluid properties, and the latter may be highly nonlinear as fluid 
temperature and pressure conditions change. Forecasts of trapping mechanisms, phase 
behavior, and plume movement are impacted by the choice of relative permeability and 
capillary pressure functions and how those functions are calibrated and constrained.  In 
particular, one of the most neglected aspects of such model simulations is meaningful 
capillary pressure processes, most likely due to lack of measured data.  A primary goal of 
this study is quantify the difference in forecasts or results for models that utilize capillary 
pressure functions calibrated with measured data from results of models without such. 
Additionally, the relative permeability models developed here were derived from 
measured capillary pressure data. Those data were used to constrain saturation end points 
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in the relative permeability curves and dictate how that relative permeability was 
distributed spatially. 
The case study area for the research presented here is the Farnsworth Unit (FWU), 
an active CO2 – enhanced oil recovery field in the Anadarko Basin of northern Texas. 
Correlation among porosity and permeability data within the FWU suggest a series of 
definitive hydrostratigraphic units, zones of the reservoir that exhibit similar flow 
properties.   In a separate study, capillary pressure was measured by mercury intrusion 
testing of 46 core samples from two different wells in the FWU. Thirteen of those 46 
samples were correlated to specific hydrostratigraphic units within the principal reservoir, 
the Morrow ‘B’ Sandstone. Five of the 13 samples were chosen for this study to represent 
each of the five hydrostratigraphic units identified in the reservoir. The relative 
permeability curve assigned to each of these flow units included saturation end-points 
determined from the capillary pressure data for that particular flow unit, in effect a 
heterogeneous parameter assignment. Results of models parameterized with this approach 
were compared to models that utilize a more conventional approach of assigning a single 
relative permeability and capillary pressure relationship to a reservoir, typically based on 
lithology type or geologic formation.  Also compared were results of models 
parameterized with other synthetic relative permeability relationships paired to measured 
capillary pressure relationships and simulations run without capillary pressure.   
The main conclusions drawn from this analysis include (1) heterogeneity in 
relative permeability plays a major role in simulated forecasts of CO2 migration, trapping 
mechanisms and storage capacity, as well as oil and water production, and (2) capillary 
pressure, and in particular the magnitude of capillarity, also plays a major role in these 
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processes; conversely, if the magnitude of capillarity is small relative to in situ fluid 
pressures, it imparts insignificant effects on these processes. 
 
4.2 Introduction 
Storing large amounts of anthropogenic CO2 emissions in underground reservoirs, 
whether depleted oil and gas fields or in deep saline formations, is a promising mitigation 
strategy for addressing climate change. Understanding sources of uncertainty and how to 
mitigate that uncertainty is key to meaningful numerical simulation results. One of the 
major sources of uncertainty is the relative permeability relationship assumed for the 
reservoir model. Laboratory testing can be very expensive and time-consuming, and, 
repeat measurements on the same sample can sometimes vary significantly (Dietrich and 
Bondor, 1976; Dullien, 1992; Perez-Carrillo et al., 2008). Thus, most case studies simply 
lack relative permeability data. Less expensive than relative permeability measurements 
are Mercury Intrusion Capillary Pressure (MICP) tests. Resulting MICP data can provide 
phase saturation end-points of relative permeability functions, and thus constrain an 
estimated relative permeability relationship in the absence of laboratory-measured 
relative permeability data.  
In addition to the uncertainty inherent to both measured and inferred relative 
permeability relationships, the choice of capillary pressure function assigned to a 
reservoir model will have a significant impact on forward modeling results (Krevor et al., 
2011; Li et al., 2012; Perez-Carrillo et al., 2008). Heath (personal and written 
communication, 2017) provided capillary pressure data from MICP tests on 46 different 
core plug samples from two different wells within the Farnsworth field, wells 13-10A and 
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32-8. Ross-Coss et al. (2016) then correlated thirteen of the core samples to specific 
hydrostratigraphic units that they previously identified within the Farnsworth Unit. In this 
study, we compare results of a previously-constructed, history-matched CO2-EOR model 
that did not include capillary pressure to results of different model permutations that do 
include capillary pressure.  We carried out a suite of systematic model analyses in the 
form of a sensitivity analysis, to gauge the impact the selection of capillary pressure 
functions and relative permeability functions has on model results.  
 
4.3 Study Site 
The Farnsworth Unit (FWU) is an active CO2-EOR field in the Anadarko basin 
(Figure 4.1) that has been under production since 1955 (May, 1987; Munson, 1994). It is 
now a mature oil field, with primary production long since finished and followed by 
extensive water-flooding stage since the 1960s and CO2 flooding since 2010 (Balch and 
McPherson, 2016; Ball et al., 1991; May, 1987). The formation of interest is the Morrow 
Formation, a Pennsylvanian age marine shale unite with interbedded units of sandstone; a 
subunit, the Morrow ‘B’ Sandstone, is the producing reservoir and the target of this study 
(Ball et al., 1991; Bolyard, 1989; Simon et al., 1979). This interval has produced more 
than 1.9 million barrels of oil and 27 billion cubic feet of gas since operations began in 
1955 (Bolyard, 1989; May, 1988; Munson, 1994). Porosities range from 10-32% with 
permeabilities up to 1880 mD and an average of 141 mD (Ampomah et al., 2015; 





4.4 Simulation Models and Parameterization 
All model permutations designed, set up, and simulated are described and a 
summary tabulated in a subsequent section of this paper (“Model Permutations: Relative 
Permeability and Capillary Pressure Assignment”).  Before the description and summary 
of the model permutations, however, it is useful to summarize previously-measured 
capillary pressure data and previously-established hydrostratigraphy analyses used to 
design those permutations. 
 
4.4.1 Capillary Pressure Data 
Capillary pressure data provided by Heath (written communication, 2017) were 
measured using Mercury Intrusion Capillary Pressure tests. The MICP testing includes 
injection of mercury into a clean, dry core plug. Pressure is increased stepwise and 
allowed to equilibrate before a mercury saturation measurement is taken and then 
pressure is plotted against the saturation (Van Brakel et al., 1981; Vavra et al., 1992). 




This study utilizes a hydrostratigraphic framework previously published by Ross-
Coss et al. (2016). Hydrostratigraphic units, or HSUs, are areas of the reservoir that 
exhibit similar flow properties and can be correlated through their porosity and 
permeability relationship to create a distribution across the reservoir (Abbaszadeh et al., 
1996; Amaefule et al., 1993; Kolodzie Jr, 1980; Maxey, 1964; Ross-Coss et al., 2016). 
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Specifically, thirteen of the available core samples were correlated to eight 
hydrostratigraphic units, delineated Ross-Coss et al. (2016), within the Morrow ‘B’ 
Sandstone. The eight HSU’s were further grouped into five distinct units based on 
similarity in capillary pressure data and petrophysical properties. Specifically, the data 
suggest that HSU1 and HSU2 could be combined, HSU3 and HSU4 could be combined, 
and HSU7 and HSU8 could be combined to reduce the computational requirements of the 
planned numerical modeling, i.e., the resulting five units used in the model study are 
HSU1-2, HSU3-4, HSU5, HSU6, and HSU7-8 (Figure 4.2).  
 
4.4.3 Conversion of MICP Data to Reservoir P/T Conditions 
The raw MICP data were converted from mercury/air fluid pairs to CO2/oil and 
oil/water fluid pairs at the target reservoir’s pressure and temperature. For a CO2/Oil 
system, with or without residual water, the interfacial tension (IFT) decreases with 
increasing pressure until the miscibility point is reached (Hemmati-Sarapardeh et al., 
2013). At the temperature and pressure conditions at FWU (165 °C and 4500 psi), the 
CO2/oil phase is completely miscible and the IFT is assumed to be 0 or close to 0.  For 
the sake of comparative analysis, capillary pressure within some model simulations was 
neglected, i.e., capillary pressure was assumed to be 0 for the gas/oil and oil/water pairs 
at all saturations. The assumption of null capillary pressure between the gas/oil pair is 
thought to be valid because oil and gas are fully miscible at those conditions. However, 
note that within this study, the interfacial tension value for the gas/oil pair was set to 0.1 
dyne⋅cm-1 instead of 0, because some capillary pressure between the gas and oil phases 
was desired. Specifically, both field production data and results of simulations suggest 
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clearly that two CO2 phases are present, a supercritical phase and a phase dissolved in oil 
(which is why CO2 must be separated from oil following production), and accordingly at 
least a very small extent of interfacial tension exists between the phases and thus a 
correspondingly small amount of capillary pressure. The contact angle for the gas/oil 
system was set to a relatively small value, an arbitrary value of 5 degrees, because 
between the oil and gas pair, the oil is strongly ‘wetting’ and the contact angle between 
them will thus be very shallow (Daniel and Kaldi, 2009; Vavra et al., 1992). 
The case for the oil/water pair is different as they are not miscible at this pressure 
and temperature, and thus it is inappropriate to neglect or minimize capillary pressure for 
this fluid pair. Measurements of IFT in various oil/water systems suggest that about 30 
dyne⋅cm-1 is a typical value for the temperature and pressure conditions at the Farnsworth 
Unit (Firoozabadi and Ramey Jr, 1988; Hocott, 1939; McCaffery, 1972). The FWU 
water/oil system appears to be water-wet, and the contact angle of 55º deg was selected 
based on measurements from other water-wet sandstone reservoirs in the region 
(Espinoza and Santamarina, 2010; Treiber and Owens, 1972). 
The formula to convert air-mercury system from MICP measurements to the 
appropriate CO2/oil and oil/water systems is shown in Equation 4.1 (Daniel and Kaldi, 
2009; Lu et al., 2011; Van Brakel et al., 1981). 
 
𝑃𝑃𝑟𝑟(𝑏𝑏𝑟𝑟𝑖𝑖𝑛𝑛𝑤𝑤/𝐶𝐶𝐶𝐶2) = 𝑃𝑃𝑟𝑟(𝑚𝑚𝑖𝑖𝑟𝑟/𝐻𝐻𝑟𝑟) 𝛾𝛾(𝑏𝑏𝑟𝑟𝑟𝑟𝑛𝑛𝑏𝑏/𝑟𝑟𝑟𝑟2)∗𝐶𝐶𝑟𝑟𝑠𝑠𝜃𝜃(𝑏𝑏𝑟𝑟𝑟𝑟𝑛𝑛𝑏𝑏/𝐶𝐶𝐶𝐶2)𝛾𝛾(𝑎𝑎𝑟𝑟𝑟𝑟/𝐻𝐻𝑔𝑔)∗𝐶𝐶𝑟𝑟𝑠𝑠𝜃𝜃(𝑎𝑎𝑟𝑟𝑟𝑟/𝐻𝐻𝑔𝑔)    [4.1]  
 
Conversion parameters for the MICP measurements are summarized in Table 4.1, 
where γ is the interfacial tension and θ is the contact angle measured from the solid 
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matrix through the wetting phase. Figure 4.3 illustrates the resulting MICP-based gas/oil 
and oil/water capillary pressure pairs at FWU conditions. For the models that invoked 
capillary pressure (described in the next section), the curves in Figure 4.3 were “mapped” 
(recalibrated) to the saturation points on each of the relative permeability relationships for 
those hydrostratigraphic units.  These recalibrated capillary pressure curves are plotted in 
Figure 4.4 and Figure 4.5. Note that the Eclipse© simulator uses “look-up table” data for 
wetting phase saturation, wetting and nonwetting phase relative permeability, and 
capillary pressure versus wetting phase data. An advantage to this approach versus fitting 
a continuous function is that experimental data, in this case capillary pressure, can be 
used directly without the need to ‘fit’ the data to a curve or formula a priori (because 
Eclipse© does so with a linear interpolation algorithm). 
 
4.5 Model Permutations: Relative Permeability and Capillary Pressure  
Assignment Method 
 Many modeling studies neglect capillary pressure, an approach not uncommon in 
porous media multiphase flow research. Thus, one of the goals of this study is to quantify 
the ramifications of capillarity versus no capillarity in multiphase flow models of CO2-
EOR and associated CO2 storage forecasts. Table 4.2 summarizes a subset of the model 
permutations designed and simulated for purposes of a systematic sensitivity analysis to 
establish the competing roles of relative permeability and capillary pressure, including 
how these processes impact each other. See Appendix D for details on the entire suite of 
model permutation used in this study. We designed this sensitivity analysis to evaluate 
common scenarios that multiphase flow researchers often invoke in reservoir analysis.   
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With respect to relative permeability, multiple scenarios are often employed in 
multiphase flow simulation research, including: 
1. A single (homogeneous) relative permeability function measured from a 
core sample but applied to the entire reservoir of interest; 
2. A single (homogeneous) relative permeability function, not measured but 
designed based on general lithology or regional geology, applied to the 
entire reservoir of interest; 
3. Multiple (heterogeneous) relative permeability functions, not measured 
but designed based on lithology designations, applied to multiple subunits 
within the reservoir of interest; 
4. Multiple (heterogeneous) relative permeability functions, measured from, 
and applied to, multiple subunits within the reservoir of interest. 
And with respect to capillarity, multiple scenarios are often employed in 
multiphase flow simulation research, including: 
1. No capillary pressure effects (assumed negligible); 
2. A single capillary pressure function (uniform or homogeneous) for a 
reservoir, based on a set of measurements for one formation or lithology; 
3. A single capillary pressure function (uniform or homogeneous) for a 
reservoir, based on an estimate of capillarity (empirical relationship); 
4. Multiple capillary pressure functions, applied to different subunits within a 
reservoir and based on measurements corresponding to lithology 
designation. 
For both relative permeability and capillarity, item (1) under each list above is 
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probably the most commonly applied, if only because data are lacking due to the high 
expense and time required for measurements.   
We designed a sensitivity study specifically to understand and compare the 
implications of the range of scenarios above, and in particular the competing roles of 
capillary pressure functions and relative permeability functions and how different choices 
of these functions impact forecasts of CO2 storage under an enhanced oil recovery 
operation scenario.  The total number of permutations in the sensitivity analysis was 16, 
but for the sake of brevity, we detail results of only six of these, as these six permutations 
alone can demonstrate the main conclusions of the analysis:  
(1) Homogeneous relative permeability, no capillary pressure:  called the 
“BC” or Base Case, this model consists of the single relative permeability 
model of Ampomah et al. (2016); the Morrow reservoir in this model was 
parameterized homogeneously with Unocal’s (May, 1988) relative 
permeability relationship and no capillary pressure.  This Base Case 
represents probably the most common scenario involving measured data:  
a single measured relative permeability curve set applied to an entire 
reservoir (Figure 4.6), with no measured capillary pressure data; 
(2) Homogeneous relative permeability, homogeneous capillary pressure: in 
model permutation “BCwPc”, the same relative permeability function of 
(1) was assigned homogeneously to the model domain (Figure 4.6), with 
the addition of a homogeneous distribution of capillary pressure – one 
function for the entire model domain, depicted by Figure 4.4; 
(3) Linear relative permeability, no capillary pressure: model L1 was also 
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homogeneous with respect to relative permeability, but with the simplest 
relative permeability function of all (linear; Figure 4.7) and no capillary 
pressure; 
(4) Linear relative permeability, homogeneous capillary pressure: model 
“L1wPc” is the relative permeability model from (3) (Figure 4.7) with a 
capillary pressure curve (Figure 4.8); 
(5) Heterogeneous relative permeability, heterogeneous capillary pressure: 
model “HS2wPc” assigned a heterogeneous distribution of relative 
permeability functions and capillary pressure functions, both assigned by 
hydrostratigraphic unit (Figures 4.5); the relative permeability functions 
here were estimated by the authors for each hydrostratigraphic unit based 
on previously published functions corresponding to the observed porosity 
and permeability values for each unit; the method of relative permeability 
curve estimation is based on previous studies (Dullien, 1992; Engler, 
2010; Krevor et al., 2011) that utilized curve trends for transitions from 
highly nonlinear to more linear the saturation end-points and, in the case 
of the model here (Figure 4.5), the trend in relative permeability end-
points represent a transition from low fluid mobility/high residual trapping 
to high fluid mobility/low residual trapping; 
(6) Heterogeneous relative permeability, no capillary pressure: model “HS2” 
is identical to that of (5), but with no capillary pressure. 
These six model permutations are also summarized by Table 4.2. Note that the 
linear relative permeability model (L1) with no capillary pressure created, effectively, the 
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greatest fluid mobility conditions among the model permutations. 
For model permutations (5) and (6), those that include heterogeneous multiphase 
properties based on both hydrologic and lithologic information (hydrostratigraphy), note 
that the capillary pressure function saturation end points are determined by the saturation 
end points of the relative permeability functions.  
 
4.6 Model Domain and Initial Conditions 
The model domain encompasses only the west half of the Farnsworth Unit and 
only the Morrow ‘B’ Sandstone formation. The overlying and underlying formation are 
assumed to be flow barriers and were assigned as no-flow boundaries. The limitations of 
this approach are recognized, but impacts of those seal-layer boundaries are immaterial to 
the goals of this study.  No-flow boundaries are also assigned along all of the lateral 
boundaries as the reservoir is pressure controlled. The grid size used in this study is 103 x 
95 x 4 cells (x,y,z) for a total of 39,140 total cells with 33,756 active cells. Figure 4.9 
shows the model domain along with the hydrostratigraphic units (HSU) layer. 
The initial conditions used in this study were provided as the final time-step from 
a history-matched water-flooding model (Ampomah et al., 2016b). The output included 
the oil saturation (Figure 4.10), oil component distribution, water saturation distribution 
(Figure 4.11), and pressure. These were applied as initial conditions to all the models 
with an initial CO2 saturation set to zero. A total of 22 injection wells (Figure 4.10) and 
35 production wells (Figure 4.11) were simulated, matching the wells in the actual field 
(Figure 4.1). The wells are simulated as rate-controlled with bottom-hole pressure 
limiting of 2400 psi for the production wells and 5000 psi for the injection wells, per the 
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actual field design. The injection wells operate on a water alternating gas (WAG) 
schedule intended to replicate historical WAG schedules on all existing wells. For wells 
to be drilled in the future and for wells with no historical data, a 20/40-day schedule of 
water/CO2 injection is used.  
The injection stream for all the injection wells is supercritical CO2 that consists of 
CO2 that is imported from outside the field plus CO2 produced from the reservoir. The 
initial injection stream consists of 10,000 MSCF/day imported CO2 (new) plus recycled 
CO2 (produced from the reservoir), and a ‘make-up gas’. The ‘make-up gas’ is additional 
CO2 provided to the injection wells, if needed, that ensure the wells inject at their target 
rates even if the imported CO2 plus recycled CO2 together are not enough to meet targets. 
The injection scheme then switches on January 20th, 2016 to 10,000 MSCF/day imported 
CO2 plus recycled CO2 but no ‘make-up gas’ so the injectors now have limited amount of 
CO2 for injection. On January 1st, 2024, the imported gas is cut to 8,000 MSCF/day and 
then on January 1st, 2026, the imported gas is cut again to 7,000 MSCF/day. On January 
1st, 2028, the imported gas is cut to 6,000 MSCF/day. Then on January 1st, 2030, the 




The use of capillary pressure to constrain the relative permeability curves and 
improve model predictions reflects some significant differences when compared to 
models run without capillary pressure. An assumption of no capillary pressure between 
the oil/water pair is inadequate from a fundamental prospective. At the FWU pressure 
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and temperature, water and oil are immiscible and will experience capillary forces 
between phases and the pore matrix. However, the gas/oil pair is miscible at FWU 
conditions and the assumption of zero capillary pressure could be justified in the absence 
of capillary pressure data. Field data and simulations have shown that there is a distinct, 
separate supercritical CO2 phase present in the reservoir and there must be an interface 
between the CO2 supercritical phase and the oil phase even at full miscibility. With this 
assumption in mind, assigning small capillary pressure numbers for the gas/oil curve are 
reasonable but may not be necessary. 
 
4.7.1 CO2 Storage 
The major effect of adding capillary pressure in any form to the model is the 
decrease in CO2 volume in the reservoir in both the phase dissolved in the oil and water 
and the supercritical phase. Model results exhibit a 19% difference in the total CO2 mass 
in place across all model permutation. The maximum forecasts of CO2 mass is by the BC 
model, at 3.04 million tons. The minimum is predicted by the HS2 model, at 2.5 million 
tons in place. The Base Case with capillary pressure (BCwPc) forecasts less gas in place 
than the BC model, but only by about 2% or 72 thousand tons. The addition of capillary 
pressure had the largest impact on the heterogeneous curve models, HS2 and HS2wPc. 
Adding capillary pressure reduced the mass of CO2 stored by 17% or 0.5 million tons.  
Table 4.3 summarized these data and the top plot in Figure 4.12 shows the total CO2 





4.7.2 Supercritical CO2 
The supercritical CO2 phase in the reservoir is particularly sensitive to capillary 
pressure. The BC model predicts 898,000 tons of supercritical CO2 in the reservoir at the 
end of the simulation. There is a 44% difference between all the model permutations with 
the linear model without capillary pressure (L1) forecasting the most CO2 at 1.28 million 
tons and the heterogeneous model without capillary pressure (HS2) forecasting the least 
CO2 at 722,000 tons. Those models with no capillary pressure and high mobility, like the 
L1 model and the BC model, forecast the most supercritical CO2 in place while models 
using a capillary pressure relationship predict less supercritical CO2. (Table 4.3). Adding 
capillary pressure to the numerical model showed a clear trend of lowering the mass of 
supercritical phase CO2 stored in the reservoir. There is quite a lot of variability through 
time, but when the simulator shuts of the imported CO2 and injects recycled CO2 only, 
there is a marked change in the graph (Figure 4.12). The rate at which the CO2 is being 
injected decreases for most of the models after this change in the injection schedule. This 
is due to the volume of oil containing dissolved CO2 in the reservoir decreasing with 
continued production and without an outside source of CO2, the amount available for 
reinjection steadily decreases. 
 
4.7.3 CO2 and CH4 Dissolved in the Oil Phase 
The dissolved phase CO2 can also be sensitive to the capillary pressure and 
relative permeability assignment strategy. The CO2 dissolved in the oil phase shows a 
variance over all the model permutations of 36% with the BC model predicting 1.88 
million tons. The highest at 1.94 million tons was the HS2 model and the lowest at 1.24 
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million tons was the L1 model, both models without capillary pressure.  
The temporal variation in model forecasts become larger at the point when 
recycled CO2 becomes the primary injection fluid (Figure 4.12). Because of the injection 
wells switching from using imported and recycled CO2 to injection of only recycled CO2, 
there is less dissolved phase CO2 in the reservoir at the end of the simulation than is seen 
when injection was both recycled CO2 and imported CO2. Using recycled CO2 only 
accounts for the drop in dissolved phase because as more oil is pumped out of the 
reservoir, the dissolved phase is depleted along with the oil, separated, and reinjected as a 
supercritical phase.  
It is also worth noting that the heterogeneous relative permeability and capillary 
pressure model (HS2wPc) forecast a very different evolution of the dissolved gas, 
consistently exhibiting lower volumes than the other models through most of the 
simulation. The L1 model, representing the highest reasonable mobility relationship, 
forecasts less dissolved phase CO2 for the last part of the simulations then all other 
models, decreasing to almost its initial conditions by the end of the simulation (about 2 
million MSCF above initial value). 
 
4.7.4 CO2 Dissolved in the Aqueous Phase 
The BC model forecasts 9% of the CO2 will be dissolved in the aqueous phase. 
When capillary pressure is added, that increases the volume of CO2 present in the 
aqueous phase by about 43,000 tons or 1%. Adding capillarity to the model has the effect 
of increasing the volume of CO2 that is dissolved, and effectively trapped, in the aqueous 
phase. This is seen across all model permutations and the results are summarized in Table 
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4.3 and Appendix C. 
 
4.7.5 Oil Production 
Oil production is another key output variable to investigate the influence that 
capillary pressure has because of the implication for the future economics of the study 
site. All model permutations predicted more oil production than the BC model, regardless 
of whether capillary pressure is assigned (Table 4.4). The BC model predicts 21.6 million 
barrels of oil produced over the reservoir lifetime (Table 4.4). The HS2 model forecasts 
22.6 million barrels of oil, 5.3% more production from the reservoir than the BC. That is 
about 1 million more barrels of oil or about $50 million dollars at today’s prices. The 
HS2 (no capillary pressure) predicts about 22.2 million barrels, about half a million 
barrels less than what is forecast with capillary pressure (HS2wPc) or about $30 million 
more dollars less of production over the 30-year lifetime of the reservoir.  
Adding capillary pressure to the Base Case model (BCwPc) increased oil 
production by about 1 million barrels. A similar trend is seen when adding capillary 
pressure to the HS2 model (Table 4.4). The opposite is seen with the linear model (L1); 
adding capillary pressure reduced forecasts of oil production and brought it more in line 
with the rest of the models. It is also worth noting that all model permutations, both with 
and without capillary pressure, exhibit more oil production than the Base Case (Table 4.4 






4.7.6 Water Production 
Water production shows an inverse relationship to the oil production. Water 
production for all model permutations is less than the BC model at 20.9 million barrels. 
The HS2 model produced 6 million barrels of water less than the BC model. When 
capillary pressure is added to the HS2 model, the water production decreases from 17.2 
million barrels to 14.8 million barrels (HS2wPc). Assigning heterogeneous relative 
permeability and capillary by hydrostratigraphic unit predicts the lowest water production 
(Table 4.5).  
There is a clear trend showing that most models with capillary pressure curves 
produce less water than models without capillary pressure (Table 4.5 and Appendix C), 
except for the linear models. This could be due to the capillary pressure relationship for 
the oil/water pair being significantly higher than for the gas/oil pair. This causes the 
mobility of the water phase to be reduced by increased pressure compared to the gas/oil 
phases and this allows more oil to bypass the water and flow to the production wells. The 
divergent behavior of the linear models, L1 and L1wPc, could be due to the very high 
mobility of the water phase to the oil and gas phases compared to the other models. 
Adding capillary pressure increases the pressure on the oil phase compared to the water 
phase and results in lowered oil mobility relative to what is seen with the other relative 
permeability/capillary pressure relationships. 
 
4.7.7 Pressure 
It is worth noting that capillary pressure has a small impact on the pressure plume 
in this study, 10% over all model permutation. There is only a difference of 750 psi in 
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pressure at the end of the simulation across all of the model permutations in the study. 
The field pressure is 3756 psi for the BC model and nearly the same when capillary 
pressure is added, representing close to the mean pressure observed across all model 
permutations (Figure 4.13). HS2 forecasts 245 psi higher reservoir pressure than the BC 
model, but when capillary pressure is added (HS2wPc), the pressure response is much 
closer to the BC model (Figure 4.13). The linear models, with and without capillary 
pressure, are on average 365 psi below the BC model. The variation across all model 
permutations gets larger with time with almost no variation in pressure until imported and 
recycled CO2 only are used in the injection stream. When the model does not have to rely 
on the produced CO2, the capillary pressure does not make a difference to the pressure 
plume and the simulation with and without capillary pressure predict nearly the same 
pressure. It is only after the model starts using recycled CO2 does capillary pressure 
affect the pressure plume (Figure 4.13). 
 
4.8 Conclusion 
This study illustrates that capillary pressure is particularly important in controlling 
fluid flow in numerical models. Using measured capillary pressure data in numerical 
model creation may help reduce model uncertainty and increase the confidence in the 
forecasts of oil and water production as well volumes of CO2 that can be stored over the 
lifetime of a CO2-EOR operation. Capillary pressure also has a far larger impact on fluid 
phase distribution and mobility than on pressure distribution. Overall, adding capillary 
pressure, whether heterogeneously assigning it by hydrostratigraphic units or other 
heterogeneous approaches, or assigning it as a single relationship for the whole domain, 
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the model forecasts increased estimates of oil recovery and reduced estimates of water 
production. Adding heterogeneity to the relative permeability and capillary pressure 
relationships forecasted more oil production and less water production than the BC 
model. Adding capillary pressure had the effect of reducing water production, increasing 
oil production, and increasing the amount of CO2 dissolved in the aqueous phase. An 
interesting trend observed with single curve models is that as the fluid mobility described 
by the relative permeability and capillary pressure relationships decreases, there is 
increasing oil production, decreasing water production, and increased CO2 production 
with lower overall volumes of CO2 stored in the reservoir. The variation observed in all 
these results are fundamentally attributed to the difference between relative permeability 
and capillary pressure assignment strategies (homogeneous vs heterogeneous) used to 
define the reservoir. The shape of the relative permeability curve and strength of the 
capillary pressure curve define the mobility of each phase at a given three-phase 
saturation. A heterogeneous assignment of these parameters yields at each point in the 
reservoir an effectively different fluid mobility for a given saturation. This results in 
different fluid evolutions at any given point in the reservoir yielding the variations seen in 
the results. The dominant effect that adding in capillary pressure has is to limit the water 
mobility by adding additional pressure to the water phase.  
This highlights how critical it is to have laboratory data to define model 
parameters. Using hydrostratigraphic units and their associated capillary pressure curves 
to define and populate heterogeneous relative permeability and capillary pressure, the 
mobility of the water phase is reduced and the oil phase increased compared to the Base 
Case model, yielding the production trends observed. Even more problematic is that the 
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BC numerical models forecast significantly more CO2 stored in the reservoir at the end of 
the simulation than if the heterogeneous relative permeability and/or capillary pressure 
data are used in the model.  
An important result of this study is how critical it is to quantify the capillary 
pressure relationship for the target reservoir in question and, if possible, the 
hydrostratigraphic units within that reservoir. Assuming no capillary pressure in the 
reservoir can lead to inaccurate characterizations of the three-phase system and over-
forecast the CO2 storage potential and even underforecast economics of the field by 
indicating higher water to oil production ratios. At a CO2-EOR site, the pressure and 
temperature is above the miscibility point of only the CO2 and oil, not the oil and water. 
Therefore, neglecting the capillary pressure between the oil and water will impact the 





Table 4.1 The parameters used in Equation 4.1 to convert from mercury/air to CO2/oil 












Table 4.3 Phase composition of the CO2 trapped in the reservoir as supercritical CO2, CO2 dissolved in the oil phase, CO2 







Table 4.4 Cumulative oil production for all model permutation. 
 
 







Figure 4.1 Location of the Farnsworth Unit in the North Texas panhandle near the 
Oklahoma border. [Inset] Detailed map of the Farnsworth oil field (adapted from 





Figure 4.2 Mercury Intrusion Capillary Pressure (MICP) data that have been 
correlated to a specific hydrostratigraphic units (HSU). The left plot is the full data 
range and the right plot is zoomed into 500 psi to highlight the shape of each curve 






Figure 4.3 Gas/oil and oil/water capillary pressure curves for FWU pressure and 
temperature conditions converted from the MICP measurements.  
 
 
Figure 4.4 The HSU1-2 capillary pressure curve from Figure 4.3 mapped to the 






Figure 4.5 HS2 capillary pressure (top) and relative permeability (bottom) model. 
These curves were assigned heterogeneously across the model domain by the 
hydrostratigraphic unit to which it belongs; e.g., hydrostratigraphic units 1 and 2 
are assigned relative permeability curve HSU1-2 and capillary pressure curve 





Figure 4.6 Base Case (BC) model uses a single relative permeability relationship 
for the whole Morrow ‘B’ Sandstone formation. It was derived from a water-
flooding and CO2 flooding numerical model study conducted in 1988 and used to 
previously characterized the performance history at the FWU (Ampomah et al., 
2016b; May, 1988). 
 
 
Figure 4.7 Linear model (L1) is a linear relative permeability curve without 
capillary pressure. The saturation end points are the same as the Base Case (Figure 
4.6) and the lamda (λ) is 1.25 for all curves except the krog curve, with that being 
1, creating an almost linear relationship that provides the highest fluid mobility to 










Figure 4.9 Hydrostratigraphic Unit (HFU) layer up-scaled from the spatial data 
created by Ross-Coss et al. (2016) in their study of flow delineation methods based 





Figure 4.10 Initial oil saturation and injection wells. 
 
 












Figure 4.12 The total gas in place is the volume at surface pressure and temperature 
conditions of CO2 and CH4 in the reservoir. Solution gas in place is the volume at surface 
pressure and temperature of CO2 and CH4 dissolved in the liquid phases and the free gas 










Figure 4.13 Field pressure through time. The red line is the BC model. The legend 










This study has dramatically illustrated the importance of considering relative 
permeability and capillary pressure as key parameters when designing effective Geologic 
Carbon Storage (GCS) numerical models. Whether modeling two-phase CO2 and brine 
GCS systems or three-phase CO2-EOR systems, relative permeability and capillary 
pressure relationships must be considered in model development.  
The shape of the relative permeability and capillary pressure curves and the 
saturation and relative permeability end-points selected will have a large impact on the 
simulation forecasts of CO2 plume movement and distribution as well as oil and water 
production volumes and in situ saturations. Using a relative permeability and capillary 
pressure curve tailored to the regions being modeled is critical for accurate prediction of 
fluid movements and trapping mechanisms in all scenarios. Assuming a ‘default’ 
relationship and neglecting the capillary pressure may result in forecasts of rapid CO2 
migration, poor reservoir seal performance, and unfavorable oil/water production ratios. 
By using laboratory-measured MICP data, the relative permeability saturation end-points 
can be constrained in lieu of experimental relative permeability data. Assigning these 
‘constrained’ relative permeability curves and correlated capillary pressure curves 
heterogeneously across the domain by hydrostratigraphic flow regions may make the 
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forecast more realistic by introducing site-specific data to guide parameter assignment.  
A major finding from this study is the difference parameter assignment method 
has on the model forecasts, specifically the relative permeability curves and capillary 
pressure curves. Using the heterogeneous relative permeability and curve assignment 
approach can provide more realistic forecasts of oil production, water production, gas in 
place, and the phase composition of the CO2 in the reservoir. In numerical scenarios that 
attempt to maximize the CO2 dissolution in oil and increase oil production, assigning 
relative permeability heterogeneously by hydrostratigraphic unit (or other heterogeneous 
approach) may improve model forecasts. Assigning relative permeability and/or capillary 
pressure heterogeneous causes the saturation evolution to vary spatially. In effect at a 
given saturation, any point in the reservoir will be at a different point on the relative 
permeability and capillary pressure curves and thus a different fluid mobility. This 
creates areas of high fluid mobility and areas of low fluid mobility that, in this study, 
result in forecasts close to the average forecasted by all models permutations. This is 
likely due to the relative uniform distribution of hydrostratigraphic flow units in this 
model, with nearly an equal number of high mobility areas as low mobility areas.  
Characterizing the mobility of the relative permeability, and capillary pressure, 
relationship is important. As seen in this study, the Base Case relative permeability curve 
is one of the outliers, possibly from a high mobility area of the reservoir. Using an outlier 
can cause the numerical model to overpredict CO2 in place, and overpredict the water 
production and underpredict the oil production. Basing economic decisions without 
considering the uncertainty inherent in relative permeability assignment could affect 
investments into further oil field development or in new exploration. Using a 
116 
 
homogeneous relative permeability curve assignment can, in some cases, such as the 
Base Case curve, overpredict gas in place leading to unrealistic projections of CO2 
storage, causing the project to fall short of its targets and risk carbon credits or other 
incentives that may be available in the future. 
Another major finding is that capillary pressure assignment has a greater impact 
on the water/oil and water/gas pairs than on the gas/oil pair in this study. This is due to 
the gas (CO2 and CH4) being above the miscibility point and thus having very little to no 
interfacial tension and close to zero capillary pressure. Simulation results have shown 
that the assumption of zero capillary pressure for previous simulation is valid with 
respect to the gas and oil pair. The oil and water at the Farnsworth Unit are not miscible 
and capillary pressure does have an impact on the model forecasts, impacting water and 
oil production but having very little effect on the total stored CO2. Therefore, the 
capillary pressure should not be neglected for this pair.   
The results of this study suggest that choice of relative permeability and capillary 
pressure relationship were ultimately critical for designing and forecasting GCS and CO2-
EOR projects, and at the least, it may be best to quantify the uncertainty due to the 
implementation of different relative permeability functions and propagate that uncertainty 
appropriately. In the absence of any measured relative permeability or capillary pressure 
data for the reservoir in question, these variables must be considered as a large source of 

















A.1 2-D Sloping Unconfined Aquifer Model Residual CO2  
Saturation Data Extraction 
The GCS model detailed in Chapter 2 used the simulation code TOUGH2. 
TOUGH2 does not output the residual fluid saturation values or the amount of mobile or 
“free” CO2, only the total amount of CO2 present. A Fortran 77 script was written to 
extract the mass of trapped supercritical and dissolved CO2, as well as the mass of the 
mobile supercritical CO2 and the extent of the plume that is at or below irreducible 
saturation. To calculate the mass of residually trapped CO2 and mobile CO2, the gas 
saturation of each cell must be evaluated at each time step to determine if the 
supercritical CO2 saturation is at or below residual saturation. If it is above residual, then 
the residual saturation is used for that cell in the mass calculations. The gas above 
residual is considered the mobile CO2 phase. The mass of residually trapped CO2 was 
calculated as the gas saturation (Sg) time the liquid density (ρl) times the pore volume 
(cell volume (Vcell)*porosity(η)): 
 
 𝑆𝑆𝑟𝑟 ≤ 𝑆𝑆𝑟𝑟𝑟𝑟 𝑇𝑇𝑇𝑇𝑇𝑇𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶2 = 𝑆𝑆𝑟𝑟 ∗ 𝜌𝜌𝑟𝑟 ∗ (𝑉𝑉𝑟𝑟𝑤𝑤𝑟𝑟𝑟𝑟 ∗ 𝜂𝜂)   [A.1] 
   𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶2 = 0 
 𝑆𝑆𝑟𝑟 > 𝑆𝑆𝑟𝑟𝑟𝑟 𝑇𝑇𝑇𝑇𝑇𝑇𝑝𝑝𝑝𝑝𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶2 = 𝑆𝑆𝑟𝑟𝑟𝑟 ∗ 𝜌𝜌𝑟𝑟 ∗ (𝑉𝑉𝑟𝑟𝑤𝑤𝑟𝑟𝑟𝑟 ∗ 𝜂𝜂)   [A.2] 
   𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀𝑙𝑙𝑇𝑇𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶2 = �𝑆𝑆𝑟𝑟 − 𝑆𝑆𝑟𝑟𝑟𝑟� ∗ 𝜌𝜌𝑟𝑟 ∗ (𝑉𝑉𝑟𝑟𝑤𝑤𝑟𝑟𝑟𝑟 ∗ 𝜂𝜂) 
 
The initial mass fraction of 0.00001 kg/kg CO2 that was seeded across the 
simulation domain was accounted for in the calculations to correct for the mass of 
dissolved CO2 in each cell and the total that was sequestered. The mass of CO2 trapped in 
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the dissolved phase is calculated by: 
 
 𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝐶𝐶𝐶𝐶2𝑇𝑇𝑞𝑞 = �𝐶𝐶𝐶𝐶2𝑚𝑚𝑎𝑎 − 𝐶𝐶𝐶𝐶2𝑚𝑚𝑎𝑎 𝑖𝑖𝑛𝑛𝑟𝑟𝑟𝑟𝑛𝑛� ∗ 𝜌𝜌𝑟𝑟 ∗ (𝑉𝑉𝑟𝑟𝑤𝑤𝑟𝑟𝑟𝑟 ∗ 𝜂𝜂)   [A.3] 
 
The code output the residual or ‘trapped’ CO2 saturation and mass as well as the 
mass of mobile CO2 and the mass of CO2 dissolved in the aqueous phase. This is in 
addition to the standard TOUGH2 variables. It prints out a file that is similar to the native 
TOUGH2 ‘output’ file that can then be processed into data for animations and data 
analysis in Tecplot©, Excel©, or Matlab©. Figure A.1 shows a screenshot of the section 






Figure A.1 Section of the code that calculates the mass of residually trapped, 


















B.1 Main Program Data File  
The following is the Base Case main data input file for the Eclipse© simulator. 
All simulations in this study used this file as their main *.DATA file, only varying the 
relative permeability and capillary pressure *.INC file. 
 
-- Created     : Nathan Moodie 
-- Format      : ECLIPSE keywords (grid properties) (ASCII) 
-- Exported by : Petrel 2013.7 (64-bit) Schlumberger 
-- Date        : August 19, 2016 
-- Project     : FWU 2015 Model.pet 
-- Grid        : FWU_2015 West Half Fault Model (WHFM) 
-- Unit system : ECLIPSE-Field 
-- Section     : Main Data File 
-- Any line starting with '--' implies a comment and is for user's 
help only  
-- Any line ending with '/' implies the end of data for that specific 
keyword 
-- If '/' is before the expected end of data, then the rest will assume 
default 
-- simulator values 
-- All keywords must be in capital letters 
-- All keywords will be preceded with comments for user's reference 
-- For more info refer to online ECLIPSE100 manual by typing @frame 
-- 
---------------------------- Runspec Section -----------------------
------------ 
-- Implies the beginning of Runspec section 
RUNSPEC 
 
-- Specifies the title for the run 
TITLE 
Farnsworth Unit CO2-EOR West Half Fault Model 
 
-- Gives global dimensions (number of blocks in each direction)  
DIMENS 
-- NX   NY   NZ 
   103  95   4 / 
 






-- Specify units used in the model (metric, field, lab) 
FIELD 
 





-- Specify the size of saturation and PVT tables 
TABDIMS 
-- NTSFUN NTPVT NSSFUN NPPVT NTFIP NRPVT NRPVT NTENDP
 NEosReg MNEosSC MFlux MTherm NTROCC   
     1        1       50     50       1    20  20    1 
   1    9   10    1     1   / 
 
-- Specify the dimensions of well data in the model 
WELLDIMS 
-- MaxNo  MaxPerf  MaxGroup MaxWell/Group 
    60       4        1*         60 / 
  
UDQDIMS 
  3* 10 10 10 10 10 1* 10 1* / 
   
UDADIMS 
  10 2* / 
   
 
-- Specify the injection well VFP table dimensions 
VFPIDIMS 
-- MaxNoFlow  MaxTHP MaxNoTables 
     15         10      5 / 
 
-- Specify the production well VFP table dimensions 
-- note: keep tab dims close to actual data dimensions for memory use 
VFPPDIMS 
-- MaxNoFlow  MaxNoTHP  MaxWFR  MaxGFR  MaxALQ  MaxNoTables 
      13         9        1       1       1         1 / 
 
-- Specify the starting date of the simulation 
START 
  1 'DEC' 2010 / 
 




-- Equation of State 
EOS 
  PR / 
 
-- Number of Oil components including CO2 and CH4(C1)   
COMPS 





-- Options for equilibration 
-- Enables threshold pressure option between equilibration regions 
(faults) 
EQLOPTS                                 
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  THPRES /  
 
-- specifies parallel run. Set to the number of processors on the 
machine 
PARALLEL 
--Number of processors/Domains 
    12 / 
 
INCLUDE 
  'FWU_WHFM_2015runspec-splits12.INC' /            -- Recomended 
partitioning for 12 cores 
------------------------------- Grid Section -----------------------
------------ 
-- Implies the beginning of Grid section 
GRID 
 
-- Creates initial summary data for GRID, PROPS ... (needed for 
graphics and/or 
-- 3D visualization tools, such as Floviz) 
INIT 
 
-- Creates a grid file speciifying the geometry (needed for graphics 
and/or 
-- 3D visualization tools, such as Floviz) 
GRIDFILE 






-- Include external file grid1, created by Patrel, containing the 
corner point  
-- grid, porosity and permeability values.   
INCLUDE 
  'FWU_WHFM_2015grid.GRDECL' / 
   
INCLUDE 
  'FWU_WHFM_2015faults.INC' / 
 
INCLUDE 
  'FWU_WHFM_2015perm.GRDECL' / 
COPY 
  PERMX PERMY / 
  PERMX PERMZ / 
  /   
   
INCLUDE 








------------------------------- Edit Section -----------------------
------------ 
-- Implies the beginning of Properties section 
EDIT 
 
-- Include external file designed to alter the transmissibility in Z 
direction 
 
------------------------------ Properties Section ------------------
------------ 
-- Implies the beginning of Properties section 
PROPS 
 
-- Include a prop.INC file with the appropriate relative permeability 
curve 
INCLUDE 
 'FWU_WHFM_2015props.INC' / 
 
------------------------------- Regions Section --------------------
------------ 






  'FWU_WHFM_2015regions.INC' / 
   
ECHO 
 
------------------------------ Solution Section --------------------
------------ 
-- Specifies the initial conditions of the reservoir 









------------------------------- Summary Section --------------------
------------ 





  'FWU_WHFM_2015summary.INC' / 
 
EXCEL 








  'FWU_WHFM_2015CO2_thp.VFP' / 
   
INCLUDE 
  'FWU_WHFM_2015COMP_thp.VFP' / 
 
INCLUDE 
  'FWU_WHFM_2015schedule.INC' / 
 




B.2 Grid Properties and Geometries Include Files 
The grid geometries are specified in a series of *.GRDECL. The grid properties 
such as permeability, porosity, and fault properties are specified in *.INC files. 
 This section specifies the simulation grid and fault model to be used as well as 
the permeability distribution in the x, y, z directions and the porosity distribution. The 
following file is truncated to save space; the full file is over 1,000 pages long. 
-- Created by  : Nathan Moodie 
-- Format      : ECLIPSE keywords (ASCII) 
-- Exported by : Petrel 2013.1 (64-bit) Schlumberger 
-- Date        : August 19, 2016 
-- Project     : FWU 2015 Model.pet 
-- File name   : FWU_WHFM_2015grid.GRDECL 
-- Section     : GRID 
 
NOECHO                                 -- Generated : Petrel 
 
MAPUNITS                               -- Generated : Petrel 
  FEET / 
 
MAPAXES                                -- Generated : Petrel 
  1037249.18 13181085.47 1037249.18 13180085.47 1038249.18 
13180085.47 / 
 
GRIDUNIT                               -- Generated : Petrel 
  FEET MAP / 
 
SPECGRID                               -- Generated : Petrel 




COORDSYS                               -- Generated : Petrel 
  1 4 / 
 
COORD                                  -- Generated : Petrel 
  1037146.11 13179909.57 4392.48 1037154.38 13179917.56 4629.65 
1037315.10 13179913.60 4392.47 1037324.64 13179921.72 4629.64 
  1037484.09 13179917.63 4392.44 1037494.89 13179925.87 4629.61 
1037653.08 13179921.66 4392.41 1037665.14 13179930.02 4629.57 
  1037822.07 13179925.68 4392.37 1037835.40 13179934.17 4629.52 
1037991.06 13179929.71 4392.31 1038005.65 13179938.33 4629.46 
  1038160.05 13179933.74 4392.25 1038175.90 13179942.48 4629.37 
1038329.04 13179937.77 4392.18 1038346.16 13179946.63 4629.29 
 
 
B.3 Fluid Properties Include File 
The following data file describes the fluid properties and relative permeability 
relationships used in the study. All the fluid properties are consistent throughout the 
study, while the relative permeability relationship is varied with each simulation. The 
relative permeability and capillary pressure curves are specified in a separate *.INC file 
for easy modification without having to directly edit this props file. The Base Case used 
the following file name: ‘FWU_WHFM_2015relp-Morrow2.INC’.  
[-- Created by  : Nathan Moodie 
-- Format      : ECLIPSE keywords (ASCII) 
-- Exported by : Petrel 2013.1 (64-bit) Schlumberger 
-- Date        : August 19, 2016 
-- Project     : FWU 2015 Model.pet 
-- Relp curve  : Morrow2 
-- File name   : FWU_WHFM_2015props.INC 
-- Section     : PROPS 
-- Comments    : William's props data 
 
EOS                -- Equation of State                 
  PR /             -- Peng-Robertson 
 
------------- oil properties seaction of include file --------------
---- 
CNAMES             -- component names 
  CO2 C1 C2 C3 C6 C4+ C5+ HC1 HC2 / 
MW 
--  
-- Molecular Weights (Reservoir EoS) 
--  






-- EoS Omega-a Coefficient (Reservoir EoS) 
--  




-- EoS Omega-b Coefficient (Reservoir EoS) 
--  
  0.077796074 0.077796074 0.077796074 6*0.0778 / 
  
-- Units: R 
TCRIT 
--  
-- Critical Temperatures (Reservoir EoS) 
--  
  548.46 343.08 549.77 665.64 913.32 760.78 840.38 1262.62 1537.41 / 
  
-- Units: psia 
PCRIT 
--  
-- Critical Pressures (Reservoir EoS) 
--  
  1071.3347 667.7839 708.3447 615.7617 430.5921 547.8210 489.8112 
326.1798 235.7207 / 
  
-- Units: ft3 /lb-mole 
VCRIT 
--  
-- Critical Volumes (Reservoir EoS) 
--  





-- Critical Z-Factors (Reservoir EoS) 
--  





-- EoS Volume Shift (Reservoir EoS) 
--  
  -0.04958 -0.1486264 -0.10863408 -0.112702 0.012573 -0.09108 -0.06083 












-- Binary Interaction Coefficients (Reservoir EoS) 
-- William's data 
  0.12 0.12 0.0 0.12 0.0 0.0 0.12 0.0 0.0 0.0 0.12 0.0 0.0 0.0 0.0 




-- Component Parachors 
--  
  78 77 108 151.9 271 190.183 231.265 570.66 1495.233 / 
-- Units: ft3 /lb-mole 
VCRITVIS 
--  
-- Critical Volumes for Viscosity Calc (Reservoir EoS) 
--  




-- Critical Z-Factors for Viscosity Calculation (Reservoir EoS) 
--  
  0.27407 0.28472 0.28463 / 
   
DENSITY            -- Stock tank fluid densities 
  1*       62.366 / 
 
ROCKOPTS           -- Option for rock compressibility 
  1* 1* ROCKNUM / 
 
ROCK               -- Rock compressibility 
-- reference pressure(psia) rock compressibility(1/psi) 
     2217.1700                   4E-006 / 
 
-------------relative permeability / capillary pressure section of 
include file------------- 
-- FILLEPS            -- Requests saturation end points for all cells 
written to INIT file 
 
STONE2             -- Three-phase relative permeability model  
 
INCLUDE 
  'FWU_WHFM_2015relp-Morrow2.INC' 
/ 
 
-------------Properties versus depth data---------------------------
------------------------- 
TEMPVD             -- Temperature veriation with respect to depth 
-- Depth (ft) Temp (F) 
  7800.00      168.00 




PVTW               -- Water PVT functions 
-- Pref(psi)   waterFVF       compressibility(1/psi) viscosity(cP)     
viscoibility(1/psi)  
        2217.2       1.0034     3.3E-006          0.4       1E-006 /] 
 
 
B.4 Regions Include File 
This file allows the reservoir to be divided up into different regions based on 
saturation function (SATNUM), rock compaction/material strength (ROCKNUM), 
equations of state (EOSNUM) and PVT (PVTNUM) regions. For this modeling study 
there is only one region specified for the rock compaction, equation of state, and PVT 
regions. The saturation regions is divided into hydrostratigraphic units using a base map 
derived from the work of Ross-Coss et al. (2016).  This section has eight previously 
identified saturation regions called Hydrostratigraphic Units in this study. 
[-- Created     : Nathan Moodie 
-- Format      : ECLIPSE keywords (grid properties) (ASCII) 
-- Exported by : Petrel 2013.7 (64-bit) Schlumberger 
-- Date        : August 19, 2016 
-- Project     : FWU 2015 Model.pet 
-- Grid        : West Half Fault Model 
-- Section     : REGIONS 
 
-- Saturation function region numbers for HFU sims 
--INCLUDE 
--  'FWU_WHFM_2015HFUregions.GRDECL' / 
 
-- single saturation region 
SATNUM  
 39140*1 / 
   
-- Rock compaction table region numbers for each cell 
ROCKNUM 
  39140*1 / 
 
-- Equation of state region numbers 
EOSNUM 
  39140*1 / 
   
-- PVT region numbers 
PVTNUM 
  39140*1 /] 
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B.5 Solution Include File 
The solution include file specifies the initial conditions of the reservoir. For this 
study, enumeration was used to specify the initial pressure, oil and water saturations, and 
oil component makeup. All of the initial condition data are from the end of the waterflood 
history-matched simulation provided by Ampomah et al. (2016). All data were processed 
in Petrel and mapped to the study simulation grid and compared to historical production 
data and the history-matched grid for consistency. 
[-- Created by  : Nathan Moodie 
-- Format      : ECLIPSE keywords (ASCII) 
-- Exported by : Petrel 2013.1 (64-bit) Schlumberger 
-- Date        : August 19, 2016 
-- Project     : FWU 2015 Model.pet 
-- File name   : FWU_2015solution.INC 
-- Section     : SOLUTION 
 
RPTRST 
--  BASIC=3 FREQ=10                      -- creates a restart file 
every 10th timestep 
  AMF XMF YMF ZMF                      -- Aqueous/Vapor/Liquid/Total 
component mole fractions 
  PRES                                 -- Output grid pressures 
  SGAS SOIL SWAT                       -- Output grid block gas/oil/water 
saturations 
  RS RV                                -- Output dissolved GOR / 
vaporized OGR  
  RESTART                              -- Output data neede for 
flexible restarts 
  FIP                                  -- Output fluid in place at 
reservoir conditions   
  BGAS BOIL BWAT                       -- Output gas, oil, water molar 
densities 
  DENG DENO DENW                       -- Output gas, oil, water mass 
densities 
  MLSC MWAT                            -- Output total component 
densities (hydrocarbon and water) 
--  CONV                                 -- Output cells with 
convergence problems 
--  CELLINDX                             -- Output cell indix 
  / 
   
--RPTSOL                                 -- Generated : Petrel 
--  FIP                                  -- Output fluid in place at 
reservoir conditions 
--  AMF XMF YMF ZMF                      -- Aqueous/Vapor/Liquid/Total 
component mole fractions 
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--  BGAS BOIL BWAT                       -- Output gas, oil, water 
molar densities 
--  DENG DENO DENW                       -- Output gas, oil, water 
mass densities 
--  MLSC MWAT                            -- Output total component 
densities (hydrocarbon and water) 
--  / 
   
FIELDSEP                               -- Set field seperator conditions 
for gas re-injection 
  1 80 65 / 
  2 60 14.6959 / 
  /   
   
INCLUDE 
  'FWU_WHFM_2015pressure.GRDECL' / 
   
INCLUDE 
  'FWU_WHFM_2015incon.GRDECL' / 
 
INCLUDE 
  'FWU_WHFM_2015ymf.GRDECL' / 
 
INCLUDE 
  'FWU_WHFM_2015xmf.GRDECL' / 
 
AMF 
  39140*0.0 
  39140*1.0 
  /] 
 
 
B.6 Summary Include File 
This section specifies the data to be written to an output file after each time step 
or specified output time. This section is necessary for analyzing and plotting the data 
temporally. For this study, the data were exported on a monthly schedule that 
corresponds to the raw production and injection historical data used to check the 
goodness of fit the Base Case model. 
[-- Created by  : Nathan Moodie 
-- Format      : ECLIPSE keywords (ASCII) 
-- Exported by : Petrel 2013.1 (64-bit) Schlumberger 
-- Date        : July 29 2016 
-- Project     : FWU 2015 Model.pet 
-- File name   : FWU_WHFM_2015summary.INC 
-- Section     : SUMMARY 
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-- Note        : All comments following a keyword must be in column 9 
or greater (default to 25 for safety) 
-- Note        : There must be no tabs in the include files 
 
RUNSUM                  -- Tabulate output of summary file data 
TIMESTEP                -- Output timestep lengths 
SUMTHIN                 -- Data output every nth timestep  
  5 / 
 
--  Field Output Variables ----------------------------------------- 
FPR                     -- Field pressure 
FWGR                    -- Field water-gas ratio 
--FVPR                    -- Field reservoir volume production rate 
--FVPT                    -- Field reservoir volume production total 
--FVIR                    -- Field reservoir volume injection rate 
--FVIT                    -- Field reservoir volume injection total 
FWPR                    -- Field water production rate 
FOPR                    -- Field oil production rate 
FGPR                    -- Field gas production rate 
FWPT                    -- Field water production total 
FOPT                    -- Field oil production total 
FGPT                    -- Field gas production total 
FWIP                    -- Field water in place 
FOIPG                   -- Field oil in place (gas phase) 
FGIPL                   -- Field gas in place (liquid phase) 
FOIP                    -- Field oil in place (liquid phase and wet 
gas phase) 
FOIPL                   -- Field oil in place (liquid phase) 
FGIP                    -- Field gas in place (liquid and gas phases) 
FGIPG                   -- Field gas in place (gas phase) 
FRGR                    -- Field re-injection gas rate 
FRGT                    -- Field re-injection gas total 
FGIT                    -- Field gas injection total 
FWIT                    -- Field water injection total 
FGOR                    -- Field gas oil ratio 
-- Group Output Variables ------------------------------------------ 
GWGR                     -- Group water-gas ratio 
  'PRODUCER' 
  / 
GWCT                     -- Group water cut 
  'PRODUCER' 
  / 
GRGR                     -- Group re-injected gas rate 
  'INJECTOR' 
  / 
GRGT                     -- Group re-injected gas total 
  'INJECTOR' 
  / 
--  Well Output Variables ------------------------------------------ 
WWCT                     -- Well water cut 
  / 
WBHP                     -- Well bottom hole pressure 
  / 
WWGR                     -- Well water-gas ratio 
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  / 
WWPR                     -- Well water production rate 
  / 
WOPR                     -- Well oil production rate 
  / 
WGPR                     -- Well gas production rate 
  / 
WOPT                     -- Well oil production total 
  / 
WGPT                     -- Well gas production total 
  / 
WWPT                     -- Well water production total 
  / 
WWIR                     -- Well water injection rate 
  / 
WGIR                     -- Well gas injection rate 
  / 
WWIT                     -- Well water injection total 
  / 
WGIT                     -- Well gas injection total 
  / 
WGOR                     -- Well gas oil ratio 
  / 
WCMPR                    -- Hydrocarbon component molar production 
rate 
'*' 1 / 
'*' 2 / 
'*' 3 / 
'*' 4 / 
'*' 5 / 
'*' 6 / 
'*' 7 / 
'*' 8 / 
'*' 9 / 
/ 
WCMPT                    -- Hydrocarbon component molar production 
total 
'*' 1 / 
'*' 2 / 
'*' 3 / 
'*' 4 / 
'*' 5 / 
'*' 6 / 
'*' 7 / 
'*' 8 / 
'*' 9 / 
/ 
WYMF                    -- Well vapor mole fraction  
'*' 1 / 
'*' 2 / 
'*' 3 / 
'*' 4 / 
'*' 5 / 
'*' 6 / 
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'*' 7 / 
'*' 8 / 
'*' 9 / 
/ 
WXMF                    -- Well liquid mole fraction 
'*' 1 / 
'*' 2 / 
'*' 3 / 
'*' 4 / 
'*' 5 / 
'*' 6 / 
'*' 7 / 
'*' 8 / 
'*' 9 / 
/ 
WZMF                    -- Well total mole fraction 
'*' 1 / 
'*' 2 / 
'*' 3 / 
'*' 4 / 
'*' 5 / 
'*' 6 / 
'*' 7 / 
'*' 8 / 




B.7 Schedule Include File 
This section specifies the reservoir operations schedule. The schedule includes 
injection and production controls like bottom-hole pressure (BHP) and surface flow rate. 
It also specifies all of the well variables, like schedules, well type and statues, well WAG 
cycles, and rate and bottom-hole pressure limits and controls. This section also specifies 
the print times for the output and restart files. For this study, a monthly output of data 
was sufficient. Vertical flow performance tables (VFP) were created for each of the 
injection wells, specifying CO2 and oil flow performance in the well bore.  
The following is an outline of the schedule: 
1. Specify data to be reported to the restart file (RPTRST) for each cell at each time 
step. This is used in Petrel© to visualize these grid properties through time. 
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1.1. Aqueous, vapor, liquid, total fluid component mole fractions 
1.2. Pressure 
1.3. Oil, water, gas saturations, masses, and densities 
1.4. Fluid component densities 
2. Set the simulation tuning parameters 
2.1. Set the minimum time step from 28 minutes (0.02 days) to 1 minute (6.94e-4 
days) to help with convergence problems that were forcing time steps to be 
accepted without convergence being reached in some of the testing. 
2.2. Specify the composition of the gas used in the injection wells. For this study, 
‘well stream’ is pure CO2 coming from both new and recycled sources. 
2.3. Specify the separator conditions. This is important if recycle and reinjection of 
the produced CO2 is part of the schedule. For this study, 100% of the produced 
CO2 from the separator is sent to the injectors. 
2.4. Specify the well properties 
2.4.1. Location cells (x,y) and the depth intervals that are perforated (z). 
2.4.2. Specify injector or producer and the initial injection fluid (gas or water) 
and if the well is open or closed 
2.4.3. Well group and other properties like the tubing diameter  
2.4.4. Well are set to a rate controlled schedule with BHP limiting 
2.4.5. Imported CO2 is assigned to the injectors at a rate of 10,000 Mscf/day 
along with all recycled CO2 and any shortfall is covered by additional gas as 
needed.  
2.4.5.1. This gas stream is used first and then recycled gas is injected if the 
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group rate exceeds the imported gas rate 
3. Specify the injection and production schedule 
3.1. December 1st, 2010 to January 1st, 2016 follows a schedule that followed actual 
production data from the operator of the oil field 
3.2. January 1st, 2016 to January 1st, 2036 follows a schedule intended to mimic 
future operations at the FWU that focuses on phasing out the imported CO2 and 
using only recycled CO2 by the end of the simulation 
The following excerpt from the schedule file is truncated to save space but still 
shows the important sections. 
 
 [-- Created by  : Nathan Moodie 
-- Format      : ECLIPSE keywords (ASCII) 
-- Exported by : Petrel 2013.1 (64-bit) Schlumberger 
-- Date        : July 29 2016 
-- Project     : FWU 2015 Model.pet 
-- File name   : FWU_2015schedule.INC 
-- Section     : SCHEDULE 
-- NOTES       : using NMT 2010 to 2016 co2 flood schedule modified 
from history matching to forward sim keeping injection and production 
rates 
-- NOTES       : Injection changes to WAG after 31 dec 2015, injection 
targest are averages of each well's 2010-2014 injeciton data 




--  BASIC=3 FREQ=10                      -- creates a restart file 
every 10th timestep 
  AMF XMF YMF ZMF                      -- Aqueous/Vapor/Liquid/Total 
component mole fractions 
  PRES                                 -- Output grid pressures 
  SGAS SOIL SWAT                       -- Output grid block gas/oil/water 
saturations 
  RS RV                                -- Output dissolved GOR / 
vaporized OGR  
  RESTART                              -- Output data neede for 
flexible restarts 
  FIP                                  -- Output fluid in place at 
reservoir conditions   




  DENG DENO DENW                       -- Output gas, oil, water mass 
densities 
  MLSC MWAT                            -- Output total component 
densities (hydrocarbon and water) 
--  CONV                                 -- Output cells with 
convergence problems 
--  CELLINDX                             -- Output cell indix 
  / 
 
--RPTSCHED                -- Controls on output from SCHEDULE section 
to the Print file 
--  CPU=1                 -- CPU time                    
--  FIP=1                 -- Fluid in place 1=field 
--  KRG KRO KRW           -- phase relative permeabilities 
--  PRES                  -- cell pressure 
--  SGAS SOIL SWAT        -- cell phase saturations 
--  XFW YFW               -- component mass fraction in liquid and 
gas phase 
--  XMF YMF ZMF AMF       -- component mole fractions in all phases 
--  / 
 
TUNING                  -- Sets simulator control parameters 
-- TSINIT TSMAXZ TSMINZ TSMCHP TSFMAX TSFMIN TSFCNV TFDIFF THRUPT 
TMAXWC --units days 
     1     365   0.041  0.15   3.0    0.30   0.2    3*  -- defaults 
  / 
-- TRGTTE TRGCNV TRGMBE TRGLCV XXXTTE XXXCNV XXXMEB XXXLCV XXXWFL 
     0.1  0.0001 1.0e-7 0.0001  10.0   0.01  1.0E-6 0.001  0.001   -
- defaults 
  / 
-- NEWTMX NEWTMN LITMAX LITMIN MXWSIT MXWPIT DDPLIM DDSLIM TRGDPR 
XXXDPR  
     36      1    30      1     16      16   1.0E6  1.0E6  1.0E6  
1.0E6 -- changed newmx, litmax, well flow 
  / 
 
TSCRIT                  -- Sets the time stepping criteria.  
-- Reduced TSmin from 0.02 days(28.8min) to 0.000694 days(1min) 
--TSint TSmin    TSmax 
  1*    0.000694  




-- Start of WAG operations after William's history matched schedule 
 
WELLSTRE                -- Set composition of injection gas stream 
-- Name  CO2   C1    C2    C3    C4+   C5+   C6    HC1   HC2   
  'CO2'  1.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00  0.00 / 
  / 
 
SEPCOND                 -- Introduces a new separator condition stage 
  'SEHS2' PRODUCER 1 80.0 65.0 2 / 
  'SEHS2' PRODUCER 2 60.0 14.6959 / 
139 
 
  / 
   
WAVAILIM                -- Requests availability limiting of injection 
 
WELSPECS                               -- Generated : Petrel 
--'#5-2' is the simulation well name used to describe flow from '#5-
2' 
--'#8-3' is the simulation well name used to describe flow from '#8-
3' 





  #5-2    INJECTOR 33 16 1* WATER / 
  #8-3    INJECTOR 32 31 1* GAS   / 




GRUPTREE                               -- Generated : Petrel 
  PRODUCER FIELD / 
  INJECTOR FIELD / 
  / 
   
GADVANCE                               -- Assign advance imported gas 
to the injectors 
  PRODUCER 'CO2' 10000 / 
  / 
 
GRUPSALE                               -- Specifies group gas sales 
rate 
  PRODUCER 0.0 1* / 
  / 
 
GINJGAS                                -- Specifies the nature of the 
injected gas 
  INJECTOR GV PRODUCER 'CO2' 1* / 
  / 
 
WINJGAS                                -- Generated : Petrel 
  #13-1   GV PRODUCER 'CO2' 1* / 
  #6-2    GV PRODUCER 'CO2' 1* / 
  #13-9   GV PRODUCER 'CO2' 1* / 
   
... 
 
DATES                                  -- Generated : Petrel 
  1 JAN 2011 / 
  / 
WCONINJE  
  #9-8  WATER OPEN RATE 800.00  1* 5000.0 /  --This well is not in 
the SWP_CO2_HM_2 model 
  #13-1 GAS   OPEN RATE 798.90  1* 5000.0 / 
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  #13-3 GAS   OPEN RATE 1443.80 1* 5000.0 / 
  #13-9 GAS   OPEN RATE 1654.50 1* 5000.0 / 
  #14-1 WATER OPEN RATE 531.10  1* 5000.0 / 
  #14-3 WATER OPEN RATE 12.90   1* 5000.0 / 
  #15-2 WATER OPEN RATE 773.60  1* 5000.0 / 
  / 
WCONPROD 
  #15-6 OPEN ORAT 0.0  0.0 3* 2400.0000 / 
  #18-2 OPEN ORAT 23.0 22.0 3* 2400.0000 / 
  #20-8 OPEN ORAT 5.2  50.0 3* 2400.0000 / 
  #5-1  SHUT ORAT 0.0  0.0 3* 2400.0000 / 
  #6-2  OPEN ORAT 23.0 1100.0 3* 2400.0000 / 
  #7-2  OPEN ORAT 11.5 440.0 3* 2400.0000 / 
  #8-1  OPEN ORAT 20.9 800.0 3* 2400.0000 / 
  #8-2  OPEN ORAT 27.0 50.0 3* 2400.0000 / 
  #8-6  SHUT ORAT 0.0  0.0 3* 2400.0000 / 
  #9-4  SHUT ORAT 0.0  0.0 3* 2400.0000 / 






















C.1 Additional Model Permutations 
The following model permutations are in addition to the models described in 
Chapter 3. Table C.1 has the complete list of models and references to the corresponding 
figures.  
• Heterogeneous Permutation 3 = HS1 model = variable curvature and 
saturation endpoints with fixed maximum relative permeability endpoints, 
resulting in a unique relative permeability function for each 
hydrostratigraphic unit, heterogeneous relative permeability assignment by 
hydrostratigraphic unit. 
• Homogeneous Permutation 4-8 = L2 – L6 = Each of the relative 
permeability curves used in the heterogeneous model HS1 is assigned as a 
single homogeneous relative permeability curve; curves increase in 
mobility from L2 to L6. 
• Homogeneous Permutation 2, 3, and 9-11 = L7 – L11 = Each of the 
relative permeability curves used in the heterogeneous model HS2 is 
assigned as a single homogeneous relative permeability curve; curves 
increase in mobility from L7 to L11. Models L7 and L11 are described in 
Paper II under Homogeneous Permutations 2 and 3. 
• Homogeneous Permutations 14-18 = L12 – L16 = Each of the relative 
permeability curves used in the heterogeneous model HS3 is assigned as a 
homogeneous relative permeability curve; curves increase in mobility 




C.2 Additional Modeling Results 
Comparing the stored CO2 forecasts of all of the heterogeneous relative 
permeability models to the Base Case shows similar results to what is explained in detail 
in Chapter 3 results section. Figure C.2 is a bar chart that shows the total gas in the 
reservoir, the amount dissolved in the oil and water phases, and the amount of 
supercritical CO2. The homogeneous relative permeability curve assignment strategy 
exhibits some clear trends with respect to the phases present in the domain. As the 
mobility dictated by the relative permeability curves increases, the amount of CO2 






Table C.1 All the model names and nomenclature with references to the figures 









Figure C.1 HS1 relative permeability curves. Curve parameter lamda (λ) and 








Figure C.2 CO2 stored in the reservoir at the end of the simulation by the 

























D.1 All Model Permutations Used in Chapter 4 
The following model descriptions are in addition to the models described in 
Chapter 4. They are categorized as heterogeneous relative permeability and capillary 
pressure assigned by hydrostratigraphic unit and homogeneous relative permeability and 
capillary pressure assigned uniformly across the entire model domain. Table D.1 outlines 
all model permutations used in this study. 
 
D.1.1 Heterogeneous Relative Permeability Model Permutations 
• Heterogeneous model permutation 2 = HS1 = HSU capillary pressure curves 
paired to relative permeability functions defined by variable curvature and 
saturation endpoints with fixed maximum relative permeability endpoints (Figure 
D.1); heterogeneous relative permeability and capillary pressure assigned by 
hydrostratigraphic units. 
• Heterogeneous model permutation 3 = HS3 = HSU capillary pressure curves 
paired to relative permeability functions defined by variable curvature and fixed 
maximum relative permeability endpoints. Saturation endpoints are defined by the 
capillary pressure data (Figure D.2); heterogeneous relative permeability and 
capillary pressure assigned by hydrostratigraphic units. 
• Heterogeneous model permutation 4 = HS4 = HSU capillary pressure curves 
(Figure D.3) paired to the Base Case relative permeability curve defined by fixed 
curvature, saturation endpoints, and relative permeability endpoints; 
homogeneous relative permeability and heterogeneous capillary pressure assigned 
by hydrostratigraphic unit. 
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It has been noted that the inflection points on the capillary pressure curve can be 
used to indicate the residual saturations of the wetting and nonwetting phases (Dana and 
Skoczylas, 2002b; Engler, 2010). The nonwetting phase residual saturation is determined 
from where the entry slope on the capillary pressure graph ends and the transition zone 
begins (Figure D.4). The residual wetting phase saturation is determined by the inflection 
point on the graph where the slope begins to curve upwards steeply towards the vertical 
from the transition zone (Figure D.4). This method is used to define the endpoint 
saturations in the HS3 model. 
 
D.1.2 Homogeneous Relative Permeability Model Permutations 
The second category of model permutation assign a single relative permeability 
and capillary pressure curve across the entire reservoir domain: homogeneous relative 
permeability and capillary pressure assignment (Table D.1). As described in Chapter 4, 
the Base Case model neglected capillary pressure.  To analyze the impact of capillary 
pressure, a suite of homogeneous relative permeability and capillary pressure models 
were developed using each different HSU capillary pressure curve (Figure D.3) but only 
one relative permeability curve, the Base Case relative permeability curve (Figure 4.6). 
This created five distinct relative permeability/capillary pressure models, called L2, L3, 
L4, L5, and L6 models (summarized in Table D.1). In addition to the homogeneous 
models described above, a linear relative permeability/capillary pressure relationship 
(L1wPc) was created using the HSU7-8 capillary pressure curve (Figure D.5), considered 




To better understand how the measured capillary pressure data compared to the 
empirical formula for predicting capillary pressure, the converted measured capillary 
pressure curves were compared to the van Genuchten capillary pressure formula derived 
for a three-phase system by Parker et al. (1987), model L7 (Equations D.1 and D.2). In 
model L7 (Figure D.5), a single capillary pressure curve was created based on the 
saturation endpoints used in the Base Case relative permeability curve. 
Equation D.1 describes the oil and water capillary pressure versus water 
saturation empirical relationship. 
 
  𝑐𝑐𝑃𝑃𝑟𝑟𝑛𝑛 =  𝑟𝑟𝜌𝜌𝑛𝑛𝛼𝛼𝑟𝑟𝑛𝑛∗100 �� 1−𝑆𝑆𝑟𝑟𝑛𝑛𝑟𝑟𝑛𝑛𝑆𝑆𝑛𝑛𝑟𝑟𝑛𝑛−𝑆𝑆𝑟𝑟𝑛𝑛𝑟𝑟𝑛𝑛� 11−1 𝜆𝜆� − 1�1 𝜆𝜆�     [D.1] 
 
Equation D.2 describes the gas and oil capillary pressure versus oil saturation 
empirical relationship. 
 
  𝑐𝑐𝑃𝑃𝑟𝑟𝑟𝑟 =  𝑟𝑟𝜌𝜌𝑛𝑛𝛼𝛼𝑔𝑔𝑟𝑟∗100 �� 1−𝑆𝑆𝑟𝑟𝑟𝑟𝑔𝑔𝑟𝑟𝑆𝑆𝑟𝑟𝑔𝑔𝑟𝑟−𝑆𝑆𝑟𝑟𝑟𝑟𝑔𝑔𝑟𝑟� 11−1 𝜆𝜆� − 1�1 𝜆𝜆�     [D.2] 
 
D.2 Additional Modeling Results 
The addition of capillary pressure to the flow models has the effect of reducing 
the total amount of CO2 that is forecast to be stored in the reservoir. This trend is 
independent of parameter assignment strategy; i.e., heterogeneous versus homogenous 
relative permeability and capillary pressure (Figure D.2). This trend is also seen with the 
amount of CO2 dissolved in the oil phase and the amount as supercritical CO2, or ‘free 
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gas’ (Figure D.2). The difference seen between relative permeability and capillary 
pressure assignment strategy is that the heterogeneous model sees a much larger decrease 
in the trapped CO2 versus the homogeneous models. 
When oil and water production were analyzed across all model permutations, the 
heterogeneous parameter assignment strategy showed no clear trend, but the single curve 
models (homogeneous relative permeability and capillary pressure) indicate a trend 
related to fluid mobility as described by the capillary pressure curve (Figure D.3). As the 
total fluid mobility described by the capillary pressure curves increases, the oil 
production decreases (Figure D.3) and the water production increases (Figure D.4). This 
is due to the decreasing relative strength of the capillary pressure on the water phase as 
compared to the oil and gas phases. The high mobility capillary pressure curves (HSU7-
8) allow greater movement of the water phase as opposed to the oil and gas phases when 
compared against the lowest mobility capillary pressure curve (HSU1-2). This reinforces 















Table D.3 Total oil production across all model permutation and the difference between 













Table D.4 Total water production across all model permutation and the difference 







Figure D.1 HS1 relative permeability and capillary pressure relationships used in 





Figure D.2 HS3 relative permeability and capillary pressure relationship used in 





Figure D.3 HS4 capillary pressure relationship. 
 
 












Figure D.6 Total gas (CO2 and residual CH4) in the reservoir with the volume of 














SUPPLEMENTAL INFORMATION ON PETROPHYSICAL DATA, 
HYDROSTRATIGRAPHY, AND RELATIVE PERMEABILITY  







E.1 Notes About Permeability, Porosity Data, and Hydrostratigraphic  
Unit Delineation: 2015 SWP Geo-model 
The hydrostratigraphic unit delineation used in this study is based on porosity and 
permeability data both measured and legacy. The measured porosity data are a 
combination of wire-line logs, thin section analysis, and elemental analysis. Porosity was 
measured on three characterization wells, two in the West side of the field, 13-10A and 
13-14, and one on the East side, 32-8. These data are supplemented by legacy porosity 
data from 48 existing wells, 10 having core descriptions and five of those thin section 
analysis (Gallagher, 2014; Munson, 1994). Most of the data comes from the East side of 
the field, with only about 27% of the data on the West side. The permeability was 
measured using air permeability at 400 psi confining pressure by TerraTek on samples 
from the three characterization wells. Another 47 wells in the SWP 2015 Geologic Model 
have legacy ‘H-Perm’ values associated with them. 
Properties (porosity and permeability) were then stochastically assigned across 
the reservoir using a Gaussian simulation. Only 27% of the wells were located in the 
West side of the field where the injection and production area is to be modeled. There is 
also a dearth of wells in the south-western portion of the geological model domain 
(southern portion of the flow model domain). This will lead to larger uncertainty in this 
area of the model domain because there were no data to constrain the Gaussian 
simulation. 
It is also noted that using a Gaussian simulation to model a fluvial point-bar 
system may not be the best approach. There may also be many different realizations that 
could fit the available data. Future work in understanding the uncertainty imparted by the 
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limited data available and the various methods of stochastically assigning properties 
across the model domain is planned that could yield further insight into how this field 
works. 
 
E.2 Notes About Unocal Relative Permeability Curves 
The relative permeability relationship derived by UNOCAL was used in both the 
history-matched model (Ampomah et al., 2016b) and the Base Case model. The gas/oil 
relative permeability relationship was based on measurements of core obtained from well 
27-2 on the east side of the field (May, 1987). The water/oil relative permeability 
relationship is also based on laboratory core flood measurements of core obtained from 
well 13-10 on the West side of the field (May, 1987). Both curves were then modified 
during history matching “to correct for problems associated with these laboratory 
measurements and for numerical considerations” (May, 1987). May (1987) attributed the 
need for modification of the curves because of possible mobility of fine sand or clays that 
were causing the maximum relative permeability to be reached before maximum 
saturations. May (1987) also noted an abnormally rapid increase in relative permeability 
and very rapid breakthrough in the experiments, indicating possible preferential pathways 
or conduits being created during the tests. It is also important to note that May (1987) 
indicated that the “very low permeabilities to water at lower water saturations in the 
simulator curve were introduced to reduce the numerical dispersion associated with the 








Abbaszadeh, M., Fujii, H., Fujimoto, F., 1996. Permeability prediction by hydraulic flow 
units-theory and applications. SPE Formation Evaluation 11, 263-271. 
 
Amaefule, J.O., Altunbay, M., Tiab, D., Kersey, D.G., Keelan, D.K., 1993. Enhanced 
reservoir description: using core and log data to identify hydraulic (flow) units and 
predict permeability in uncored intervals/wells, SPE annual technical conference and 
exhibition. Society of Petroleum Engineers. 
 
Ampomah, W., Balch, R., Cather, M., Ross-Coss, D., Dia, Z., Heath, J., Dewers, T., 
Mozley, P., 2016a. Evaluation of CO2 storage mechanism in CO2 enhanced oil recovery 
sites: Application to Morrow Sandstone reservoir. Energy & Fuels. 
 
Ampomah, W., Balch, R., Grigg, R., Will, R., Dai, Z., White, M., 2016b. Farnsworth 
field CO 2-EOR project: performance case history, SPE Improved Oil Recovery 
Conference. Society of Petroleum Engineers. 
 
Ampomah, W., Balch, R.S., Grigg, R.B., Dai, Z., Pan, F., 2015. Compositional 
simulation of CO2 storage capacity in depleted oil reservoirs, Carbon Management 
Technology Conference. Carbon Management Technology Conference. 
 
Ampomah, W., Gunda, D., 2015. Farnsworth field reservoir fluid analysis. Petroleum 
Recovery Research Center, New Mexico Tech  
 
Aziz, K., Settari, A., 1979. Petroleum reservoir simulation. Chapman & Hall. 
Bachu, S., 2016. Identification of oil reservoirs suitable for CO2-EOR and CO2 storage 
(CCUS) using reserves databases, with application to Alberta, Canada. International 
Journal of Greenhouse Gas Control 44, 152-165. 
 
Bacon, D.H., Qafoku, N.P., Dai, Z., Keating, E.H., Brown, C.F., 2016. Modeling the 
impact of carbon dioxide leakage into an unconfined, oxidizing carbonate aquifer. 
International Journal of Greenhouse Gas Control 44, 290-299. 
 
Baker, L.E., 1988. Three-Phase Relative Permeability Corrections, Enhanced Oil 
Recovery Symposium. Society of Petroleum Engineers, Tulsa, Oklahoma. 
 
Balch, R., McPherson, B., 2016. Integrating Enhanced Oil Recovery and Carbon Capture 
and Storage Projects: A Case Study at Farnsworth Field, Texas. Society of Petroleum 
166 
 
Engineers SPE Western Regional Meeting. 
 
Ball, M.M., Henry, M.E., Frezon, S.E., 1991. Petroleum Geology of the Anadarko Basin 
Region, Province (115), Kansas, Oklahoma, and Texas, Open File Report 88-450W. U.S. 
Geological Survey, Denver. 
 
Belitz, K., Bredehoeft, J.D., 1988. Hydrodynamics of Denver Basin: Explanation of 
subnormal fluid pressures. The American Association of Petroleum Geologists Bullitin 
72, 1334-1339. 
 
Bennion, B., Bachu, S., 2005. Relative Permeability Characteristics for Supercritical CO2 
Displacing Water in a Variety of Potential Sequestration Zones in the Western Canada 
Sedimentary Basin, SPE Annual Technical Conference and Exhibition. Society of 
Petroleum Engineers, Dallas, TX. 
 
Bennion, B., Bachu, S., 2006. The Impact of Interfacial Tension and Pore-Size 
Distribution/Capillary Pressure Character on CO2 Relative Permeability at Reservoir 
Conditions in CO2-Brine Systems, SPE/DOE Symposium on Improved Oil Recovery. 
Society of Petroleum Engineers, Tulsa, Oklahoma. 
 
Bennion, D.B., Bachu, S., 2008. Drainage and imbibition relative permeability 
relationships for supercritical CO2/brine and H2S/brine systems in intergranular 
sandstone, carbonate, shale, and anhydrite rocks. SPE Reservoir Evaluation & 
Engineering 11, 487-496. 
 
Bergman, P.D., Winter, E.M., Chen, Z.-Y., 1997. Disposal of power plant CO2 in 
depleted oil and gas reservoirs in Texas. Energy Conversion and Management 38, S211-
S216. 
 
Bolyard, D.W., 1989. Upper Morrowan" B" sandstone reservoir, Flank field, Baca 
County, Colorado. Search for the subtle trap, hydrocarbon exploration in mature basins: 
West Texas Geological Society Publication, 255-268. 
 
Bredehoeft, J.D., Wesley, J.B., Fouch, T.D., 1994. Simulations of the origin of fluid 
pressure, fracture generation, and the movement of fluids in the Uinta Basin, Utah. 
AAPG Bulletin 78, 1729-1747. 
 
Brooks, R.H., Corey, A.T., 1964. Hydraulic Properties of Porous Media, Hydrology 
Papers, Colorado State University. 
 
Busch, A., Muller, N., 2011. Determining CO2/brine relative permeability and capillary 
threshold pressures for reservoir rocks and caprocks: Recommendations for development 
of standard laboratory protocols. Energy Procedia 4, 6053-6060. 
 
Cather, S., Cather, M., 2016. Comparative petrography and paragenesis of Pennsylvanian 
(Upper Morrow) sandstones from the Farnsworth Unit 13-10A, 13-14, and 32-8 wells, 
167 
 
Ochiltree County, Texas. PRRC Report, 16-01. 
 
Chalbaud, C.A., Lombard, J.-M.N., Martin, F., Robin, M., Bertin, H.J., Egermann, P., 
2007. Two Phase Flow Properties of Brine-CO2 Systems in a Carbonate Core: Influence 
of Wettability on Pc and kr, SPE/EAGE Reservoir Characterization and Simulation 
Conference. Society of Petroleum Engineers. 
 
Christie, M.A., 1996. Upscaling for Reservoir Simulation. Journal of Petroleum 
Technology, 1004-1010. 
 
Corey, A.T., 1954. The interrelation between gas and oil relative permeabilities. 
Producers Monthly 19, 38-41. 
 
Czoski, P., 2014. Geologic characterization of the Morrow B reservoir in Farnsworth 
Unit, TX using 3D VSP seismic, seismic attributes, and well logs. New Mexico Institute 
of Mining and Technology, Department of Earth and Environmental Science, 
Geophysics. 
 
Dai, Z., Middleton, R., Viswanathan, H., Fessenden-Rahn, J., Bauman, J., Pawar, R., Lee, 
S.-Y., McPherson, B., 2014a. An integrated framework for optimizing CO2 sequestration 
and enhanced oil recovery. Environmental Science & Technology Letters 1, 49-54. 
 
Dai, Z., Samper, J., Wolfsberg, A., Levitt, D., 2008. Identification of relative 
conductivity models for water flow and solute transport in unsaturated bentonite. Physics 
and Chemistry of the Earth 33, S177-S185. 
 
Dai, Z., Stauffer, P.H., Carey, J.W., Middleton, R.S., Lu, Z., Jacobs, J.F., Hnottavange-
Telleen, K., Spangler, L.H., 2014b. Pre-site characterization risk analysis for commercial-
scale carbon sequestration. Environmental Science & Technology 48, 3908-3915. 
 
Dana, E., Skoczylas, F., 2002a. Experimental study of two-phase flow in three 
sandstones. I. Measuring relative permeability during two-phase steady-state 
experiments. International Journal of Multiphase Flow 28, 1719-1736. 
 
Dana, E., Skoczylas, F., 2002b. Experimental Study of Two-Phase Flow in Three 
Sandstones. II. Capillary Pressure Curve Measurement and Relative Permeability Pore 
Space Capillary Models. International Journal of Multiphase Flow 28, 1965-1981. 
 
Daniel, R.F., Kaldi, J.G., 2009. Evaluating seal capacity of cap rocks and 
intraformational barriers for CO2 containment. 
 
Dietrich, J.K., Bondor, P.L., 1976. Three-Phase Oil Relative Permeability Models. 
Society of Petroleum Engineers 6044. 
 
Dullien, F.A.L., 1992. Porus Media: Fluid Transport and Pore Structure, Second ed. 
Academic Press, Inc., San Diego, CA. 
168 
Engler, T.W., 2010. Fluid Flow in Porous Media, Petroleum Engineering 524, New 
Mexico Tech. 
Espinoza, D.N., Santamarina, J.C., 2010. Water‐CO 2‐mineral systems: Interfacial
tension, contact angle, and diffusion—Implications to CO2 geological storage. Water 
resources research 46. 
Firoozabadi, A., Ramey Jr, H.J., 1988. Surface tension of water-hydrocarbon systems at 
reservoir conditions. Journal of Canadian Petroleum Technology 27. 
Frauenthal, J.C., di Franco, R.B., Towler, B.F., 1985. Reduction of grid-orientation 
effects in reservoir simulation with generalized upstream weighting. Society of petroleum 
engineers journal 25, 902-908. 
Gallagher, S.R., 2014. Depositional and diagenetic controls on reservoir heterogeneity: 
Upper Morrow Sandstone, Farnsworth Unit, Ochiltree County, Texas. Citeseer. 
Han, W.S., McPherson, B.J., Lightner, P.C., Wang, F.P., 2010. Evaluation of Trapping 
Mechanisms in Geologic CO2 Sequestration: Case Study of SACROC Northern 
Platform, A 35-year CO2 Injection Site. American Journal of Science 310, 282-324. 
Hemmati-Sarapardeh, A., Ayatollahi, S., Ghazanfari, M.-H., Masihi, M., 2013. 
Experimental determination of interfacial tension and miscibility of the CO2–crude oil 
system; temperature, pressure, and composition effects. Journal of Chemical & 
Engineering Data 59, 61-69. 
Hinds, R.F., 1956. Reservoir Fluid Study, Messall No. Well, Farnsworth  (Upper 
Morrow) Field. Core Laboratories, Inc., Fort Worth, p. 13. 
Hocott, C., 1939. Interfacial tension between water and oil under reservoir conditions. 
Transactions of the AIME 132, 184-190. 
Holtz, M.H., 2002. Residual gas saturation to aquifer influx: A calculation method for 3-
D computer reservoir model construction, SPE Gas Technology Symposium. Society of 
Petroleum Engineers, Calgary, Alberta, Canada. 
Hutton, A.C., 2015. Geophysical modeling and structural interpretation of a 3D reflection 
seismic survey in Farnsworth Unit, TX. New Mexico Institute of Mining and 
Technology. 
Ingebritsen, S., Sanford, W., Neuzil, C., 2008. Groundwater in Geologic Processes, 
Second Edition ed. Cambridge University Press, New York. 
Juanes, R., MacMinn, C., Szulczewski, M., 2010. The footprint of the CO2 plume during 
carbon dioxide storage in saline aquifers: Storage efficiency for capillary trapping at the 
basin scale. Transport in Porous Media 82, 19-30. 
169 
Kolodzie Jr, S., 1980. Analysis of pore throat size and use of the Waxman-Smits equation 
to determine OOIP in Spindle Field, Colorado, SPE Annual Technical Conference and 
Exhibition. Society of Petroleum Engineers. 
Krevor, S.C., Pini, R., Boxiao Li, Benson, S.M., 2011. Capillary heterogeneity Trapping 
of CO2 in a Sandstone Rock at Reservoir Conditions. Geophysical Research Letters 38. 
Krevor, S.C.M., Pini, R., Zuo, L., Benson, S.M., 2012. Relative permeability and 
trapping of CO2 and water in sandstone rocks at reservoir conditions. Water Resources 
Research 48. 
Kumar, A., Noh, M., Pope, G., Sepehrnoori, K., Bryant, S., Lake, L., 2004. Reservoir 
simulation of CO2 storage in deep saline aquifers, SPE/DOE Symposium on Improved 
Oil Recovery. 
Kumar, A., Noh, M.H., Sepehrnoori, K., Pope, G.A., Bryant, S.L., Lake, L.W., 2005. 
Simulating CO2 storage in deep saline aquifers, Carbon Dioxide Capture for Storage in 
Deep Geologic Formations-Results from the CO2 Capture Project, v. 2: Geologic Storage 
of Carbon Dioxide with Monitoring and Verification, SM Benson. 
Land, C.S., 1968. Calculation of imbibition relative permeability for two- and three-phase 
flow from rock properties. Society of Petroleum Engineers 8, 149-156. 
Leverett, M.C., 1939. Flow of oil-water mixture through unconsolidated sands. 
Transactions of the AIME 132, 149-171. 
Li, B., Tchelepi, H.A., Benson, S.M., 2012. The Influnce of Capillary Entry-Pressure 
Representation of the Rate of CO2 Solubility Trapping. Proceedings, TOUGH 
Symposium 2012. 
Li, D., Cullick, A.S., Lake, L.W., 1995. Global scale-up of reservoir model permeavility 
with local grid refinement. Petroleum Science & Engineering 14, 1-13. 
Lu, J., Milliken, K., Reed, R.M., Hovorka, S., 2011. Diagenesis and sealing capacity of 
the middle Tuscaloosa mudstone at the Cranfield carbon dioxide injection site, 
Mississippi, USA. Environmental Geosciences 18, 35-53. 
Maxey, G.B., 1964. Hydrostratigraphic units. Journal of Hydrology 2, 124-129. 
May, R.S., 1987. A numerical simulation study of the Farnsworth Unit waterflood (west 
side), Science and Technology Project Report 87-32. UNOCAL Corporation, Brea. 
May, R.S., 1988. A simulation study for the evaluation of tertiary oil recovery by CO2 
injection in the Farnsworth Unit, Science and Technology Division Project Report No. 
88-37. UNOCAL Corporation, Brea.
170 
McCaffery, F.G., 1972. Measurement of interfacial tensions and contact angles at high 
temperature and pressure. Journal of Canadian Petroleum Technology 11. 
McPherson, B.J., Cole, B.S., 2000. Multiphase CO2 flow, transport and sequestration in 
the Powder River Basin, Wyoming, USA. Journal of Geochemical Exploration 69, 65-69. 
Metz, B., Davidson, O., Coninck, H.d., Loos, M., Meyer, L., 2005. Carbon Dioxide 
Capture and Storage, in: III, W.G. (Ed.). Cambridge University Press, New York. 
Moodie, N., McPherson, B., Lee, S.-Y., Mandalaparty, P., 2014. Fundamental Analysis 
of the Impacts Relative Permeability has on CO2 Saturation Distribution and Phase 
Behavior. Transport in Porous Media 104. 
Moodie, N., Pan, F., McPherson, B., Jia, W., 2016. Impacts of relative permeability 
formulation on forecasts of CO2 phase behavior, phase distribution, and trapping 
mechanisms in a geologic carbon storage reservoir. Greenhouse Gases: Science and 
Technology 7, 241-258. 
Morgan, C.D., Thomas C. Chidsey, J., 1991. Gordon Creek, Farnham Dome, and 
Woodside Fields, Carbon and Emery Counties, Utah. Utah Geological Association 19, 
301-310.
Moridis, G.J., Pruess, K., 1998. T2SOLV: An enhanced package of solvers for the 
TOUGH2 family of reservoir simulation codes. Geothermics 27, 415-444. 
Munson, T.W., 1994. Depositional, diagenetic, and production history of the Upper 
Morrowan Buckhaults Sandstone, Farnsworth Field, Ochiltree County Texas. 
Oak, M.J., Baker, L.E., Thomas, D.C., 1990. Three-Phase Relative Permeability of Berea 
Sandstone. Society of Petroleum Engineers 42, 1054-1061. 
Obdam, A., Meer, L.G.H.V.d., May, F., Kervevan, C., Bech, N., Wildenborg, A., 2002. 
Effective CO2 storage capacity in aquifers, gas fields, oil fields, and coal fields, in: Gale, 
J., Kaya, Y. (Eds.), Proceedings of 6th International Conference on Greenhouse Gas 
Control Technologies, pp. 1-4. 
Parker, J.C., Lenhard, R.J., Kuppusamy, T., 1987. A parametric model for constitutive 
properties governing multiphase flow in porous media Water Resources Research 23, 
618-624.
Perez-Carrillo, E.-R., Zapata-Arango, J.-F., Santos-Santos, N., 2008. A New Method For 
The Experimental Determination of Three-Phase Relative Permeabilities. Ciencia, 
Tecnologia y Futuro 3, 23-43. 
Perrin, J.-C., Krause, M., Kuo, C.-W., Miljkovic, L., Charoba, E., Benson, S.M., 2009. 
171 
Core-Scale Experimental Study of Relative Permeability Properties of CO2 and Brine in 
Reservoir Rocks. Energy Procedia 1, 3515-3522. 
Person, M., Garven, G., 1994. A sensitivity study of the driving forces on fluid flow 
during continental-rift basin evolution. Geological Society of America Bulletin 106, 461-
475. 
PNNL, 2015. STOMP - Subsurface Transport Over Multiple Phases, in: White, M. (Ed.). 
Pacific Northwest National Laboratory. 
Pruess, K., Oldenburg, C., Moridis, G., 1999. TOUGH2 User's Guide, Version 2.0. Earth 
Sciencees Division, Lawrence Berkeley National Laboratory, University of California, 
Berkeley. 
Pruess, K., Xu, T., Apps, J., Garcia, J., 2003. Numerical modeling of aquifer disposal of 
CO2. Spe Journal 8, 49-60. 
Ross-Coss, D., Ampomah, W., Balch, R.S., Cather, M., Mozely, P., Rasmussen, L., 2016. 
An Improved Approach for Sandstone Reservoir Characterization. SPE International 
SPE-180375-MS. 
Saad, N., Cullick, A.S., Honarpour, M.M., 1995. Effective Relative Permeability in 
Scale-Up and Simulation. Society of Petroleum Engineers Low Permeability Reservoirs 
Symposium. 
Saraf, D.N., Batycky, J.P., Jackson, C.H., Fisher, D.B., 1982. An Experimental 
Investigation of Three-Phase Flow of Water-Oil-Gas Mixtures Through Water-Wet 
Sandstones. Society of Petroleum Engineers 10761. 
Saraji, S., Goual, L., Piri, M., 2012. Wettability in CO2/brine/quartz systems: an 
experimental study at reservoir conditions, SPE Annual Technical Conference and 
Exhibition. Society of Petroleum Engineers. 
Senger, R.K., Fogg, G.E., 1987. Regional underpressuring in deep brine aquifers, Palo 
Duro basin, Texas: 1. Effects of hydrostratigraphy and topography. Water resources 
research 23, 1481-1493. 
Shi, X., Wu, J., Ye, S., Zhang, Y., Xue, Y., Wei, Z., Li, Q., Yu, J., 2008. Regional land 
subsidence simulation in Su-Xi-Chang area and Shanghai City, China. Engineering 
Geology 100, 27-42. 
Simon, D., Kaul, F., Culbertson, J., 1979. Anadarko basin Morrow-Springer sandstone 
stimulation study. Journal of Petroleum Technology 31, 683-689. 
Stone, H.L., 1970. Probability Model for Estimating Three-Phase Relative Permeability. 
Journal of Petroleum Technology 22, 214-218. 
172 
Stone, H.L., 1973. Estimation of Three-Phase Relative Permeability and Residual Oil 
Data. Journal of Petroleum Technology 12, 53-61. 
Svirsky, D., Ryazanov, A., Pankov, M., Corbett, P.W., Posysoev, A., 2004. Hydraulic 
flow units resolve reservoir description challenges in a Siberian Oil Field, SPE Asia 
Pacific Conference on Integrated Modelling for Asset Management. Society of Petroleum 
Engineers. 
Treiber, L., Owens, W., 1972. A laboratory evaluation of the wettability of fifty oil-
producing reservoirs. Society of petroleum engineers journal 12, 531-540. 
Tsang, Y., Pruess, K., 1990. Further modeling studies of gas movement and moisture 
migration at Yucca Mountain, Nevada. LBL-29127, Lawrence Berkeley Laboratory, 
Berkeley, California. 
Van Brakel, J., Modrý, S., Svata, M., 1981. Mercury porosimetry: state of the art. Powder 
technology 29, 1-12. 
van Genuchten, M.T., 1980. A closed-form equation for predicting the hydraulic 
conductivity of unsaturated soils. Soil Science Society of America 44, 892-898. 
Vavra, C.L., Kaldi, J.G., Sneider, R.M., 1992. Capillary pressure: Part 5. Laboratory 
Methods. 221-225. 
White, S.P., Allis, R.G., Moore, J., Chidsey, T., Morgan, C., Gwynn, W., Adams, M., 
2003. Injection of CO2 into an unconfined aquifer located beneath the Colorado Plateau, 
Central Utah, Proceedings Annual Conference on Carbon Sequestration, Alexandria, VA. 
Winter, E.M., Bergman, P.D., 1993. Availability of depleted oil and gas reservoirs for 
disposal of carbon dioxide in the United States Energy Conversion and Management 39, 
1177-1187. 
Xu, T., Apps, J.A., Pruess, K., 2005. Mineral sequestration of carbon dioxide in a 
sandstone–shale system. Chemical Geology 217, 295-318. 
Yang, C., Dai, Z., Romanak, K.D., Hovorka, S.D., Trevino, R.H., 2014. Inverse modeling 
of water-rock-CO2 batch experiments: Potential impacts on groundwater resources at 
carbon sequestration sites. Environmental Science & Technology 48, 2798-2806. 
Zhang, Y., Freifeld, B., Finsterle, S., Leahy, M., Ennis-King, J., Paterson, L., Dance, T., 
2011. Single-Well Experimental Design for Studying Residual Trapping of Supercritical 
Carbon Dioxide. International Journal of Greenhouse Gas Control 5, 88-98. 
Reproduced with permission of copyright owner. Further reproduction prohibited without permission.
