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I. INTRODUCTION
I N THIS paper, we are concerned with the performance analysis and design of orthogonal frequency-divisionmultiplexing (OFDM)-based systems implementing transmit diversity strategies. OFDM is widely recognized as a convenient modulation format for both indoor and outdoor applications [1] , [2] . The adoption of transmit diversity techniques has proven to be useful for the improvement of system performance, particularly when the channel is weakly frequency selective over the portion of bandwidth used by a given user.
The statistical properties of the propagation channel set theoretic limits that serve as guidelines for system design and performance analysis. In particular, signals transmitted over wireless links propagate through different branches, which produce several information-bearing replicas. Thus, the receiver has to cope with, and take advantage of, these available diversity degrees by taking into account all the multipath components. Indeed, the remarkable benefit of diversity on the correct reconstruction of information data has been intensely investigated in the literature by emphasizing that effective diversity exploitation requires suitable channel-coding schemes and data-detection criteria. In OFDM systems, the demodulated samples depend on the frequency response of the channel, which fades over the transmission bandwidth according to its spaced frequency correlation function. In this case, multipath diversity can be exploited in the frequency domain by coding across the OFDM tones.
It has been noted that frequency diversity affects the statistical distribution of the channel mutual information [3] , [4] . In general, the achievable information outage rates improve with an increase in diversity [5] . Consequently, it is of practical interest to introduce additional diversity branches into the system to support higher transmission rates [6] . Indeed, several transmit diversity techniques have been proposed over the last decade [7] , [8] and applied to OFDM systems [9] - [12] with the objective of reducing the system bit error rate (BER)/packet error rate. In linear delay diversity (LDD) systems [9] , [11] , spatial diversity is obtained by sending differently delayed versions of the same OFDM-modulated signal over different antennas. A similar effect can be obtained by cyclic delay diversity (CDD) systems [9] , [10] , [12] , where cyclic delays are used in place of linear delays. The use of cyclic delays is a very effective strategy that, differently from LDD, allows adding diversity without the need for a longer cyclic prefix. Another interesting transmission scheme is subcarrier diversity (SD) [5] , [9] , where disjoint sets of subcarriers are simultaneously transmitted by different antennas.
In contrast with prior works that have mainly dealt with BER system performance, this paper proposes an analysis based on the outage behavior of the transmit diversity schemes. A related approach was proposed by Bauch [13] , where the author studied the effect of delay selection in CDD schemes through the numerical evaluation of the mutual information for data symbols belonging to a discrete signal constellation. In this paper, we extend the analysis to other transmit diversity techniques and propose an analytical approach for their comparison. Indeed, information-theoretic limits are analytically studied with the twofold objective of giving a comparison among the different transmit diversity solutions and finding the transmitter configuration that maximizes the achievable information rates. In [9] and [10] , Kaiser and Dammann compared LDD, CDD, and SD through BER simulation of some standard-compliant architectures, and then, the results obtained were dependent on the specific system configuration (channel coding, signal detection, etc.). In this paper, we characterize the performance limits that can theoretically be approached by an optimal design of the transmission chain (well-coded scheme, optimal detectors, etc.).
The study of the outage rates provides details for system design. In fact, a diversity scheme can be optimized by maximizing its correspondent channel outage capacity by conveniently setting the transmission parameters, such as the delays in LDD and CDD solutions. However, since closed-form expressions for the outage probability in frequency-selective fading channels are not forthcoming (see [4] for a few exceptions), we take the variance of the mutual information as design measure. Hence, the variance is minimized to reduce the statistical dispersion of the mutual information about its mean, which is independent of the transmit diversity scheme. The mean (ergodic capacity) and the variance of the mutual information represent a sufficient statistics for the many cases of interest, where a Gaussian approximation for the distribution of the mutual information well describes the behavior of the system.
The outline of this paper is as follows: First, in Section II, the system model is introduced under a general framework that allows a clear study of the considered diversity techniques. The mutual information is formulated in Section III, and its mean and variance are derived in exact form. Moreover, an approximation for the variance is given to better understand how design parameters and propagation channel modeling influence the system performance. In Section IV, spatial repetition (SR) [which is equivalent to the standard single input-single output (SISO)], LDD, CDD, and SD schemes are investigated. Optimal delay selection for LDD and CDD transmissions is addressed by information-theoretic means. The results obtained fully support the previously proposed selections [9] , [12] . Moreover, we show that well-designed SD and CDD should provide equal outage rates. The effect of spatial correlation on the SD schemes is also considered. Some numerical results of description are reported in Section V. Finally, concluding remarks are stated in Section VI, whereas Appendices A and B contain details of the derivations.
II. SYSTEM MODEL
In this section, we shall describe the transmitter, the channel model, and the receiver of the discrete-time baseband transmit diversity scheme whose block diagram is depicted in Fig. 1 .
A. Transmitter
T denote the information symbol column vector (the superscript (·)
T represents the transpose) to be transmitted at rate 1/T over the M subcarriers of the OFDM modulators in Fig. 1 . Transmit diversity is implemented by repeating the data block A on N t different branches corresponding to the transmit antennas. In addition, on a given line t, t = 1, 2, 
B. Channel Model
The radio channel model characterizes downlink transmissions in an outdoor (indoor) environment, where the base station (access point) is equipped with N t antennas, whereas each terminal has one receive element. For each link, it is considered as a single cluster of multipath components, where there are enough paths having a time resolution of less than T c . Consequently, a wide-sense-stationary with uncorrelatedscattering (WSS-US) tapped-delay-line model with Gaussiandistributed taps is adopted to give a reliable approximation of the real transmission scenario. First, the elements of the transmit array are assumed to be sufficiently spaced to have equal-power spatially independent radio links [5] . That assumption holds, for instance, in indoor wireless local area networks where the antennas of a fixed access point can be installed far enough from each other. However, in general, there may be some correlation among the transmit antennas N t ; hence, in Section IV-D, we consider spatially correlated links. Finally, the channel is assumed to be static over the transmission of an OFDM symbol but to change independently on successive blocks (block-fading model).
Therefore, for a generic OFDM symbol, the channel impulse response between a tth, t = 1, 2, . . . , N t transmit antenna and the receive antenna is given by
where the linear delay ε t T c has been included as a time shift within the Dirac delta function δ(·). The N p ≤ N cp T c -spaced taps have attenuations modeled as zero-mean complex Gaussian random processes with variances σ
represents the expectation, whereas x ∼ CN(0, σ 2 ) denotes the random variable x be circularly symmetric complex Gaussian distributed with zero mean and statistical power σ 2 /2 per dimension. The channel power delay profile (PDP) is normalized as
p=0 σ 2 p = 1 to get equal average transmitted and received powers.
C. Receiver
The superimposition of the N t transmitted signals is detected by the receive antenna, where the cyclic prefix is removed, and OFDM demodulation is performed. In more detail, perfect time and frequency synchronization is realized, and the length of the cyclic prefix N cp is at least equal to N p + max t {ε t } ≤ M so that neither intersymbol nor intercarrier interference is present, because it is also the channel static over an OFDM symbol for assumption. Hence, the received data sample in correspondence with the mth subcarrier reads 
where
is the pth tap of the equivalent channel. We note that
* denotes the complex conjugate). Therefore, the random variables H m , m = 0, 1, . . . , M − 1 are jointly Gaussian distributed with marginal distribution of any component independent of the subcarrier index m and given by the complex
The M terms corresponding to the whole set of OFDM subcarriers are now arranged in matrix form as y = HA + n, where y = [y 0 , y 1 , . . . ,
T . Hence, the system is described as a single-antenna OFDMbased transceiver, where the complete statistical distribution of the complex Gaussian random matrix H is a function of both channel PDP and system parameters (N t , φ, ε).
III. CHANNEL MUTUAL INFORMATION
In this section, the mutual information of the system introduced in Section II is analyzed. The channel matrix H is assumed to be known perfectly at the receiver but unknown at the transmitter. Therefore, the ergodic capacity, under an average transmitter power constraint P , is maximized by selecting a complex random Gaussian input vector A whose entries are independent with zero-mean and identically distributed powers [15] . The covariance matrix of A results in Σ
and (·)
H denotes the transpose conjugate (Hermitian). The mutual information I for a given H reads [3] , [5] , [14] , [15] 
where β = (P/M )/σ 2 n is the average SNR for each OFDM subcarrier at the receiver. In this paper, I is measured in bits per second per hertz, and then, logarithms are taken to the base 2. We note that P is fixed and independent of the set (N t , φ, ε) . Finally, without loss of generality, the spectral efficiency loss due to the cyclic prefix is neglected.
The mutual information [see (3)] is a real random variable given by the sample average of the usually correlated random variables I m
representing the mutual information of the mth OFDM tone m = 0.1, . . . , M − 1. In the following, we begin the analysis by deriving the first-and second-order statistics of I through the computation of its expected value and variance.
A. Ergodic Capacity
The expectation of I directly follows from (3) 
The mean mutual informationĪ is the ergodic capacity of a Rayleigh fading channel with SNR β (for details on information-theoretic limits in Rayleigh fading environments, see [4] and reference therein). It is known that the ergodic capacity is approachable by transmitting Gaussian codebooks that are long enough to span (in time domain) a sufficiently large number of fading blocks to reflect the ergodic properties of the channel [14] .
We note that the ergodic capacity is independent of the system parameters (N t , φ, ε) .
B. Variance of the Mutual Information
The variance σ [17] with correlation coefficient 2 ] can numerically be found as
Therefore, the variance of the mutual information depends on the system parameters (N t , φ, ε) through the covariance value between couples of squared channel taps in the frequency domain. In particular, the minimum variance is obtained for independent H m , m = 0, 1, . . . , M −1 that sets ρ m 1 ,m 2 = 0 for m 1 = m 2 and simplifies (5) as σ
In this case, while the expectation of the mutual information is equal to the narrowband Rayleigh fading case, its variance is M times smaller. For independent I m , in the limit of the number of subcarriers M that goes to infinity, the mutual information [see (3) ] converges almost surely to the ergodic capacityĪ for the strong law of large numbers. Therefore, it is found that the correlation among frequency channel taps increases the variance of the mutual information. On the other hand, it is also shown that we can change the correlation values by selecting convenient system parameters (N t , φ, ε) .
The following sections of this paper deal with the selection of (N t , φ, ε) with the objective of improving the outage capacity.
C. Outage Capacity and Approximated Variance
Since the mutual information is a random variable, it is of relevant interest to minimize the probability that it falls below a fixed rate R, P out (R) Δ = P (I ≤ R). In fact, in practical systems, data transmissions occur for a limited and delayconstrained time so that the ergodic capacity limit [see (4) ] cannot be reached by covering a short fading block, particularly if the channel is slowly time varying [4] , [14] . In addition, the outage probability P out (R) represents an accurate prediction of the error probability for well-designed systems [3] - [5] .
The computation of P out (R) requires the cumulative density function (cdf) of I for which, however, to the best of the author's knowledge, exact closed-form solutions are not forthcoming. Nevertheless, in this paper, rather than propose an exact expression for P out (R), we are interested in understanding how a transmit diversity scheme should be designed to minimize the failure probability for rates as close as possible to the ergodic capacity. Hence, since, in Section III-A, we found that the expected value of I is independent of (N t , φ, ε) , we focus on a second-order statistical description. The analysis could further be detailed by computing moments of higher order, e.g., the kurtosis and skewness of I [20] . Nevertheless, for the single-antenna case, it was shown in [5] , by the central limit theorem for dependent identically distributed random variables, that a Gaussian approximation for I is suitable for systems having sufficiently large transmission bandwidths B whenever the channel taps H m sufficiently decorrelate quickly with increasing m. Hence, under a Gaussian assumption, the mutual information is approximately completely defined byĪ and σ 2 I . Then, the x% outage rate R(x%) can be approximated as R(x%) ≈Ī + Φ −1 (x%)σ I , where
The numerical results given in Section V confirm the accuracy of Gaussian approximation when transmit diversity is employed.
Therefore, in the sequel, we aim to minimize σ 2 I . In particular, we know we can work on the system parameters (N t , φ, ε) to minimize σ 2 I . However, although (5) numerically provides the exact value of σ 2 I , it does not clearly point out how such parameters have to effectively be selected. Hence, we propose to approximate the variance of I by means of the delta method [21] to obtain a more constructive, though approximated, form for σ 2 I . The delta method is also known as the Taylor series method because it gives an approximation of the moments of a function of random variables by a truncated Taylor series expansion of the function itself. As detailed in Appendix B, the function log
= N t and truncated to its second term to give the following approximated varianceσ
where the derivatives have been evaluated at E[|H m | 2 ] = N t , and we have defined γ Δ = log(e)(β/1 + β). Expression (8) can more straightforwardly be investigated than (5) by providing a direct relation involving the correlation coefficients ρ m 1 ,m 2 . Moreover, the SNR β is taken into account by the multiplicative term γ 2 , and then,σ 2 I can be minimized independent of the SNR regime, although it should be noted how it increases with β. On the other hand, for a fixed β, the distribution of I only depends on the statistical behavior of the random channel matrix H. Indeed, it is important to remark that with H being a random Gaussian matrix with equal power components, it is completely statistically defined by the set of correlation coefficients ρ m 1 ,m 2 .
IV. TRANSMISSION DIVERSITY SCHEMES
In this section, we study the variance of the mutual information to deduce how propagation channel and design parameters (N t , φ, ε) impact on system performance limits.
A. SR-SISO OFDM
The first considered strategy consists of transmitting the same data vector from all the N t antennas with no symbol phase rotation or signal linear delay. Therefore, by setting in (7) ε t = 0 and φ t m = 0 for any t = 1, 2, . . . , N t and m =  0, 1, . . . , M − 1, or, briefly (N t , ∅, ∅) , the approximated variance in (8) reads
It follows that (9) is independent of the number of transmit antennas. Hence, the SR scheme is equivalent to the conventional SISO OFDM system. This study points out how the approximated variance in (9) 
which is a periodic function even around i B, i ∈ Z, i.e.,
The last sign of equality in (10) follows the property that the Fourier transform of a signal sampled in the time domain becomes a periodic repetition, at the sampling rate, of the Fourier transform of the original signal. We note that if R h (·) decays quickly within B, i.e., R h (B/2) 0, then the aliasing on the right-hand side of (10) can be neglected. In any case, replacing (10) in (9) and exploiting the symmetries ofR h (ΔF m ) results iñ
where the last sign of equality is due to Parseval's theorem for discrete-time signals. 1 Therefore, we see that the variance 1 It is interesting to note that the last term in (11) has the same form found in [5] . However, here, while γ = log(e)β/(1 + β), in [5] , the authors proposed (1 + β) , and the value of γ was optimized for a fixed β through computer simulations. 
B. LDD
In LDD transmissions, the signal transmitted by each antenna is a delayed version of the same modulated sequence [7] - [9] . That strategy is recoverable from Fig. 1 by setting the system  parameters to (N t , ∅, ε) . The correlation coefficient in (7) with definition (10) then reads
Therefore, the correlation between channel taps can be reduced by properly selecting the delays ε t , t = 1, . . . , N t . We note that ρ
still has the same symmetry of the inner term R h (ΔF m 1 −m 2 ), and then, the approximated variance [see (8) ] of the mutual information can be rewritten by following similar steps as for (11), i.e.,
The integer delays ε t that minimize (13) are ε t = N p (t − 1), which let the minimum variance be
which is N t times smaller than for the SISO case. Hence, with an optimal delay, the approximated variance linearly decreases with the increasing of the number of transmit antennas. This behavior well emphasizes the benefit of diversity, which reduces the statistical dispersion of the mutual information about its mean, i.e., about the ergodic capacity value given in Section III-A. LDD schemes may suffer the drawback of requiring a longer cyclic prefix to hold longer equivalent channel impulse responses [see (1)] [9] . In OFDM systems, such a drawback has been overcome by the following scheme.
C. CDD
The generalized formulation of the correlation coefficient (7) shows how the LDD transmissions are equivalent to fixing the system design parameters to (N t , φ, ∅) , where the roles of ε t and φ m t are interchanged by setting φ m t = −2 πε t m/M . In this case, it is not necessary to provide a longer cyclic prefix because symbol phase rotations are performed before OFDM modulation. That solution is named CDD, since it is equivalent to applying a cyclic delay on each branch t = 1, 2, . . . , N t before cyclic prefix insertion [10] .
For the CDD scheme, since e (12) and (13), the approximated variance becomes
where the operation x mod M returns the modulus of x/M .
In OFDM systems, it is common to set N cp = M/α with α an integer number (WLAN: α = 4, WiMAX: α = 8). The length N cp can represent the maximum number of channel taps N p that are expected in a specific propagation environment. Therefore, assuming that N t ≤ α, then the optimal delay ε t that minimizes (15) 
. We note that with these delays we get the maximum number of components in the resulting channel impulse response as suggested in [12] . However, it should be noted from (11) that there are cases where channels having a shorter PDP lead to smaller variances for SISO transmissions. Moreover, in the less-practical case of N t > α (and N p is unknown at the transmitter), a suboptimal selection is required because the components of the PDP may sum up in (15) . In particular, since channels often have a decaying PDP to set ε t = M/N t (t − 1) appears to be an effective choice, which is still optimal if N p ≤ M/N t .
D. SD
In the previous sections, the analysis has been focused on understanding how the use of linear and cyclic delays impact outage rates. The last remark was that CDD with φ m t = −2 πε t m/M and ε t = M/N t (t − 1) is the most suitable solution for any value of N t . That result was obtained by studying the behavior of the approximated variances (13) and (15) with emphasis on the composite PDP. On the other hand, it is interesting to observe that by replacing ε t = M/N t (t − 1) in (12) (the same expression holds for CDD), the result is
Hence, two subcarriers that are spaced of a noninteger multiple of N t turn to be perfectly uncorrelated (see also [12] T on each transmit antenna, the symbol A m , m = 0, 1, . . . , M − 1 can be assigned to the mth subcarrier of one among the N t OFDM modulators of Fig. 1 . In detail, from the previous remarks, we allocate, to a tth antenna t = 1, 2, . . . , N t , the tones having indexes m ∈ {t − 1, N t + (t − 1), 2N t + (t − 1), . . .} to the point that the M symbols on the N t branches are completely loaded. That diversity scheme was named SD in [9] and alternating scheme in [5] .
Therefore ∼ CN(0, 1) . The ergodic capacity, under the transmitter power constraint P , is maximized by a zeromean complex Gaussian codebook with independent components having equal power P/M . With that choice, the mutual information for SD systems is given by
Since H
t(m) m
∼ CN(0, 1), it follows that the ergodic capacity is still given by (4), whereas its variance can be computed through the same correlation coefficient given in (16) . In conclusion, it has been shown that SD and CDD with ε t = M/N t (t − 1) have exactly the same system outage capacity.
1) Spatial Correlation in SD Schemes:
The previous analysis has assumed spatially uncorrelated channels. That scenario has also implicitly characterized an orthogonal frequencydivision multiple-access system, where disjoint sets of subcarriers are assigned in an interleaved order to N t different users, each with a single transmit antenna [2] . In the following, this paper is extended to take into account spatial correlation in a linear antenna array.
The channel is a WSS-US random process, where the spatial correlation function is defined by a "spatial correlation 22] . The correlation coefficient between the squared envelopes of the channel taps in the frequency domain ρ
Therefore, from the comparison between (16) and (18), it follows that spatial correlation reduces the decorrelating effect achievable with SD transmissions, and then, it increases the variance of the mutual information. However, the first element on the right-hand side of (18) is very small for not-too-large values of ρ, and then, a small performance loss is expected for moderate spatial correlations. On the contrary, for ρ close to 1, the performance deteriorates to the point that any performance gain with respect to the SISO case is lost completely.
V. NUMERICAL RESULTS
To obtain a numerical description of the analysis reported in this paper, we consider a channel with an exponentially decaying PDP: Fig. 2 reports the 1% outage rate for an SD scheme as a function of the number of channel taps N p for different numbers of transmit antennas N t . The SNR is fixed to β = 10 dB, whereas the number of subcarriers is M = 64. Results assuming a Gaussian approximation for the outage rates with both exact and approximated variances are compared with the numerical values obtained by computer simulations. Similar results are reported in Fig. 3 by setting N p = 5 and varying the value of β. We note that the real behavior of the outage rates is well predicted by the Gaussian approximation. Moreover, the Gaussian assumptions with either exact or approximated variances are pretty tight. We also note the benefit of diversity on outage rates with the increasing of the number of transmit antennas and channel frequency selectivity. On the one hand, with transmit diversity, higher gains are obtained over weakly frequency-selective channels. On the other hand, when the number of channel paths is high, using many antennas does not lead to much gain. This behavior can be named channel hardening [23] . In Fig. 4 , simulated 1% outage rates are plotted versus the spatial correlation coefficient ρ with β = 10 dB. We note that the outage rates decrease with the increase of spatial correlation, reducing the advantage of transmit diversity. With the adopted correlation model, we also find that, for a fixed value of ρ, the outage rates improve with N t , just like for the spatially uncorrelated case. However, with spatial correlation being a function of the distance among the radiating elements, a smaller number of transmit antennas placed on a platform of fixed size results in smaller values of ρ and possibly in higher outage rates. For example, from Fig. 4 , we see that over flat Rayleigh fading channels, an array with two elements and correlation ρ < 0.3 performs close to an array with four transmit antennas, but ρ = 0.7. This is an important aspect to take into account during the design phase of the transmitter and the definition of the antenna pattern.
In the foregoing examples, the ratio M/N t was always greater than N p , representing the most likely transmission scenario. In addition, it could be shown that the outage rates have almost the same value for any M ≥ N p N t (such a behavior can be explained by interpreting I in (3) as a Riemann sum over B with the interval ΔF getting smaller with increasing values of M ). For M/N t < N p , as a numerical example, we consider an SD scheme with N t = 4, N p = 10, and β = 10 dB. The simulated 1% outage rates for M = 16, 32, 64, and 128 result in 2.12, 2.34, 2.42, and 2.42, respectively, showing that if M/N t < N p , then there is some performance loss, as discussed at the end of Section IV-C for CDD systems.
In Fig. 5 , we consider CDD (and LDD) transmissions with N t = 2 varying the delays ε t = ε(t − 1), t = 0, 1 for different channel lengths N p with fixed β = 10 dB and M = 64. We see that the outage rates improve with the increase of the delays in the way predicted in Sections IV-B and C. In fact, for a given N p , the best CDD performance is obtained for ε ≥ N p . We finally note that the maximum rate achieved by CDD is equal to the SD solution, as expected.
VI. CONCLUSION
In this paper, open-loop transmit diversity methods for OFDM-based systems have been analyzed and compared by investigating their respective outage capacity limits. We proposed a simplified analysis based on an approximated expression of the variance of the mutual information, which allows a fast and rather accurate evaluation of the outage rates, by a Gaussian assumption on the distribution of the mutual information. It was emphasized how frequency and space diversity affect the variance of the mutual information. Indeed, the delays that optimize the performance of LDD and CDD schemes are the ones that minimize the variance. On one hand, it was well known that LDD and CDD are equivalent for equal values of delays. On the other hand, we also proved that CDD, in turn, is equivalent to SD for many cases of interest. We finally studied the impact of spatial correlation on SD schemes, and we showed that, to get an effective gain, the correlation between adjacent elements should be kept small when increasing the number of transmit antennas.
