Eiszeiten in einem einfachen Klimamodell by Rickert, Tilman
Diplomarbeit
Eiszeiten in einem einfachen Klimamodell
Tilman Rickert
MATHEMATISCH - NATURWISSENSCHAFTLICHE FAKULTA¨T DER
CHRISTIAN-ALBRECHTS-UNIVERSITA¨T ZU KIEL
ERSTELLT AM LEIBNIZ - INSTITUT FU¨R MEERESWISSENSCHAFTEN
FORSCHUNGSBEREICH 1








1.1. Eiszeiten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2. Klimamodelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3. GREB-Modell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4. Ru¨ckkopplungsmechanismen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5. Statistische Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2. Solarer Antrieb, Milankovitch-Zyklen 19
2.1. Exzentrizita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2. Obliquita¨t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3. Pra¨zession . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4. Resultierende Insolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3. Experimente 31
3.1. Experimentelle Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2. Experimente mit stationa¨ren Forcings . . . . . . . . . . . . . . . . . . . . . . . 34
3.3. Transiente Experimente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4. Diskussion 65
A. Anhang 69
A.1. EOF-Analysen zu Kap.3.3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
A.2. Fortran-Code, Modell.f90 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
A.3. Fortran-Code, Shell.f90 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
A.4. k-Shell: start.com . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92







1.1. Relative Temperaturverla¨ufe in C fu¨r die letzten 450 ka: blau nach EPICA Com-
munity Members [2004], gru¨n nach Petit et al., [1999]. Die rote Kurve zeigt die
qualitative Entwicklung des globalen Eisvolumens nach Lisiecki, Raymo [2005] . 3
1.2. Heutige (schwarz) und maximale Vergletscherung der quarta¨ren Glaziale (grau).
Darstellung von Grobes, (2008) mit Eisdaten von Ehlers, Gibbard [2007] . . . . 5
1.3. GREB Randbedingungen: a) Topographie, b) Gletscher-Maske, c) To f d) Luft-
feuchte, e) atmospha¨rische Zirkulation, f) Wolkenbedeckung, g) Bodenfeuchte
und h) Deckschichttiefe [Dommenget, Flo¨ter, 2010 eingereicht] . . . . . . . . . 8
1.4. Darstellung der To f -Tendenzgleichungsterme: Insolation (gelb), Austrahlung (rot),
Wa¨rmeflu¨sse (gru¨n), Tiefer Ozean (zyan), weitere abgebildete Prozesse: Meereis
(hellgrau), Wolken (dunkelgrau), Deckschichttiefe, Landseeverteilung . . . . . . 9
1.5. Schemata von a) positivem Eis-Albedo-, b) positiven Wasserdampf- und c) nega-
tiven Ausstrahlungsfeedback (gru¨ner Pfeil bedeutet Erho¨hung oder Versta¨rkung,
roter Pfeil Veringerung oder Abschwa¨chung) . . . . . . . . . . . . . . . . . . . 12
2.1. Einstrahlungen a) im Pala¨ontologischen Mittel (PM) der letzten 3 Ma, b) heute, c)
beider Differenz, Einheit istW/m2 . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2. Einstrahlungen a) im globalen Jahresmittel fu¨r die letzten 3 Ma, b) Mittsommer-
einstrahlung (Mitte Juni) bei 65N, mittlere und heutige Werte in Gru¨n gezeichnet 21
2.3. Schematische Darstellung der Exzentrizita¨t [Zachos et al., 2001] . . . . . . . . . 21
2.4. EOF-Analyse fu¨r die exzentrizita¨tsbedingten Einstrahlungsa¨nderungen: a) EOF1,
b) PC1-Zeitserie und absolute Exzentrizita¨t (rechte Y-Achse), c) PC1-Spektrum
mit Milankovitch-Zyklen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5. Schematische Darstellung der Obliquita¨t [Zachos et al., 2001] . . . . . . . . . . 23
2.6. EOF-Analyse fu¨r die obliquita¨tsbedingten Einstrahlungsa¨nderungen: a) EOF1, b)
+ d) Obliquita¨t und PC1, c) PC1-Spektrum . . . . . . . . . . . . . . . . . . . . . 23
2.7. Schematische Darstellung der Pra¨zession [Zachos et al., 2001] . . . . . . . . . . 24
2.8. EOF-Analyse fu¨r Einstrahlungsa¨nderung alleinig durch die Kombination Exzen-
trizita¨t, Pra¨zession . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.9. Pra¨zessionszyklus der Einstrahlung der vergangenen 22 ka inW/m2 . . . . . . . 27
2.10. EOF-Analyse fu¨r die resultierende Gesamteinstrahlungsvariation, in f) sind die
gestrichelten Perioden die Milankovitch-Zyklen: Schwarz Exzentrizita¨t, blau Ob-
liquita¨t und rot Pra¨zession. Das Spektrum der ersten und zweiten PC-Zeitserie ist
gleich und blau eingezeichnet. . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.11. Einstrahlungsanomalien von 22 ka BP bis heute, Einheit istW/m2 . . . . . . . . 29
2.12. Spektra verschiedenartig gemittelter Einstrahlungen: a) nicht (blau), b) jahres-
(rot), c) global (gru¨n) und d) global jahresgemittelt (magenta) . . . . . . . . . . . 30
2.13. Landanteil in Prozent: Deutlich erkennbar: Antarktis, antarktische Zirkumpolar-
strom und Peak bei 65N . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
iii
iv ABBILDUNGSVERZEICHNIS
3.1. Response-Entwicklungen der fu¨nf Basisvariablen To f , Tat , Toz (in a), q und a (in
b) im globalen Jahresmittel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2. Beispiel-Responsen von Lauf 1 - 4 mit Ozean. Obere Farblegende gilt fu¨r Lauf 1
und 2, untere fu¨r 3 und 4. Einheit ist Grad Celsius . . . . . . . . . . . . . . . . . 34
3.3. RSP-Entwicklung der TM-To f , gestrichelt sind die La¨ufe ohne tiefen Ozean . . . 34
3.4. Stationa¨re Forcings, relativ zur (heutigen) Kontrollklima-Einstrahlung: a) Solar-
konstantena¨nderung um+10W/m2, b) 3Ma Insolationsmittel, c) reale 22, d) reale
232 und d) reale 376 ka BP-Einstrahlung, inW/m2 . . . . . . . . . . . . . . . . 35
3.5. To f -RSP in C fu¨r diverse Antriebe . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6. To f -RSP-Entwicklungen im globalen Jahresmittel in Gru¨n von oben bei Einstrah-
lungserho¨hungen von 50,10 und -verminderungen um -10, -30, -35, -40 W/m2,
rot um -41 und weiter in Blau um -42, -43, -44, -45, -50W/m2; Die zyanfarben
gestrichelte Kurve ist die am Ausgangswert gespiegelte +10W/m2 Kurve, [C] . 36
3.7. Absolutwerte von To f im Jahresmittel bei DS= 41W/m2 zu verschiedenen Zeit-
en t, Einheit ist Grad Celsius . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.8. To f -Responsen fu¨r PMI-Antrieb mit und ohne Ru¨ckkopplungsmechanismen in
C,. Verschiedene Farblegenden! . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.9. To f -RSP wie Abb. 3.8, nur ohne tiefen Ozean . . . . . . . . . . . . . . . . . . . 39
3.10. To f -RSP-Entwicklung in C, Fa¨rbung siehe Legende. Gestrichelte Zeitreihen sind
ohne tiefen Ozean berechnet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.11. To f -RSP auf 22 ka BP-Einstrahlungs-FRC nach 10, 30, 80 und 1000 Jahren, [C] 40
3.12. EOF-Analyse fu¨r To f -RSP von 22 ka BP Experiment: Zeitserien sind in Standard-
abweichungen, Eigenwerte in erkla¨rter Varianz [%] angegeben . . . . . . . . . . 41
3.13. To f -RSP in C: a) 376 und b) 232 ka BP - Einstrahlungsexperiment . . . . . . . . 42
3.14. EOF-Analyse des 232 ka BP-Experiments: Zeitserien sind in Standardabweichun-
gen, Eigenwerte in erkla¨rter Varianz [%] angegeben . . . . . . . . . . . . . . . . 43
3.15. Zeitentwicklung der 232-ka BP-RSP: nach 10, 40 und 300 Jahren, [C] . . . . . . 44
3.16. a) TM der To f fu¨r verschiedene Perioden: 200a in Zyan,, 1000a in Rot, 2000a
in Gru¨n und 4000a in Blau, FRC-Amplitude ist 5W/m2, b-e) Formvergleich von
FRC (rot) und RSP-Kurve (blau) der verschiedenen Perioden. . . . . . . . . . . . 45
3.17. Normierte, globale Jahresmitteloberfla¨chentemperatur verschiedener Modellla¨ufe
mit P = 4ka: a) Standardlauf mit DS = 5W/m2, b) ohne Eisfeedback mit DS =
8.5W/m2, c) ohneWasserdampffeedback mit DS= 45W/m2, d) ohne Dampf- und
Eisfeedbacks mit DS = 53.3W/m2; Das sinusoidale Forcing ist jeweils schwarz-
gestrichelt dargestellt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.18. Wie oben, nur Temperaturkurven fu¨r Winter (DJF) der Nordhemispha¨re (50-70N) 46
3.19. Momentaufnahmen verschiedender, chaotischer Forcings: a) weißes oder rotes, b)
saisonales und c) Solarkonstantenrauschen [W/m2], na¨here Beschreibung im Text,
d) Zeitreihe der globalen Jahresmitteleinstrahlung fu¨r das weiße (blaue Kurve) und
rote Rauschen (rote Kurve) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.20. Kreuzspektralanalyse fu¨r weißes FRC und RSP: a) Absolutwertzeitserien von Ein-
strahlung und TM-Oberfla¨chentemperatur, b) FRC-(rot), RSP-(gru¨n) und Kreuzspek-
trum (blau), c) Phase und d) Koha¨renz . . . . . . . . . . . . . . . . . . . . . . . 48
3.21. Normierte Zeitserien von FRC (rot) und RSP (blau), oben TM, mittig DJF und
unten JJA fu¨r Nord- und Su¨dhemispha¨re (jeweils 50-70) . . . . . . . . . . . . . 49
3.22. EOF-Analyse der Response des weißen Rauschen Experiment . . . . . . . . . . 50
3.23. wie Abb. 3.20, nur fu¨r rosa Rauschen . . . . . . . . . . . . . . . . . . . . . . . . 51
ABBILDUNGSVERZEICHNIS v
3.24. wie Abb. 3.21, nur fu¨r rosa Rauschen . . . . . . . . . . . . . . . . . . . . . . . . 51
3.25. EOF-Analyse zum rosa Rauschen Response . . . . . . . . . . . . . . . . . . . . 52
3.26. Wie Abb. 3.20, nur fu¨r saisonales Rauschen . . . . . . . . . . . . . . . . . . . . 53
3.27. Wie Abb. 3.21, nur fu¨r saisonales Rauschen . . . . . . . . . . . . . . . . . . . . 54
3.28. Anomalien fu¨r NH-Sommer- (rot) und NH-Winterinsolation (blau) inW/m2 und
fu¨r TM-RSP-To f (schwarz) in C . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.29. Mittwintereinstrahlung (Mitte Dezember) bei 65N, mittlere und heutige Werte in
Gru¨n eingezeichnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.30. Erste EOF-Muster zu saisonalen (links) und faktoriellen Forcing (rechts) . . . . . 55
3.31. wie Abb. 3.20, nur fu¨r solares Rauschen . . . . . . . . . . . . . . . . . . . . . . 56
3.32. wie Abb. 3.21, nur fu¨r solares Rauschen . . . . . . . . . . . . . . . . . . . . . . 57
3.33. Einstrahlungsforcing und Standardlaufresponse der vergangenen 400 ka: a) Glo-
bales Jahresmittel der Einstrahlung (rot) und der Oberfla¨chentemperatur (blau),
b) Spektren von Insolation (rot) und Temperatur (blau) in doppeltlogarithmischer
und c) semilogarithmischer Darstelllung . . . . . . . . . . . . . . . . . . . . . . 58
3.34. Standard-Modellsimulation der vergangenen 400 ka: a) Su¨dsommereinstrahlung
auf SH (rot) und entsprechende Oberfla¨chentemperatur (blau), b) Spektren von
Insolation (rot) und Temperatur (blau), c) Phasenversatz und d) Koha¨renz; e)-h)
wie a)-d), nur fu¨r Su¨dwinter; Wenn der Phasenversatz kleiner als 0, folgt SCN
dem FRC, wenn gro¨ßer, dann umgekehrt. . . . . . . . . . . . . . . . . . . . . . 59
3.35. Insolationen der letzten 1000 ka gemittelt: a) Jahresmittel auf NH (rot) und SH
(blau), b) Sommer- (rot) und Wintereinstrahlung (blau) auf SH . . . . . . . . . . 59
3.36. Wie Abb. 3.34, nur fu¨r Lauf ohne Eis-Albedo- und Wasserdampffeedback . . . . 60
3.37. Wie Abb. 3.34, nur fu¨r Nordhemispha¨re . . . . . . . . . . . . . . . . . . . . . . 60
3.38. Wie Abb. 3.34, nur fu¨r Nordhemispha¨re und ohne Eis-Albedo- und Wasserdampf-
feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.39. SCN-Jahresmittelvergleich zwischen NH (rot) und SH (blau): a) Oberfla¨chentem-
peraturen, b) Spektren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.40. Jahresmittel EOF-Analyse des 400 ka - Response. PCs sind in Standardabwei-
chungen, Eigenwerte in erkla¨rter Varianz angegeben. . . . . . . . . . . . . . . . 62
3.41. Wie Abb. 3.39, aber ohne Feedbacks . . . . . . . . . . . . . . . . . . . . . . . . 63
3.42. SCN Vergleich mit Vostokdaten: a) Globale Jahresmittel Oberfla¨chentemperatur-
anomalien des Modells (schwarz), hoch- (rot) und tiefpassgefiltert (blau) mit ein-
er Schnittfrequenz von 30 ka, b) farblich entsprechendes Spektrum, c) analog
gefa¨rbte und gefilterte Vostokdaten und d) zugeho¨riges Spektrum. . . . . . . . . 63
3.43. Normierte Zeitserien von Vostok- und GREB-Modell-Datensatz: a) im Original, b)
tief- und c) hochpassgefiltert, die entsprechenden Korrelationen sind oben rechts
notiert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
A.1. EOF-Analyse des 400 ka - Nordsommerresponses (JJA). PCs sind in Standardab-
weichungen, Eigenwerte in erkla¨rter Varianz angegeben. . . . . . . . . . . . . . 69
A.2. Wie Abb. A.1, aber fu¨r den Nordwinterresponse (DJF) . . . . . . . . . . . . . . 70
A.3. Jahresmittel EOF-Analyse des 400 ka - Response ohne Feedbacks. PCs sind in
Standardabweichungen, Eigenwerte in erkla¨rter Varianz angegeben. . . . . . . . 70
A.4. Wie Abb. A.3, aber fu¨r den Nordsommerresponse (JJA) . . . . . . . . . . . . . . 71
A.5. Wie Abb. A.3, aber fu¨r den Nordwinterresponse (DJF) . . . . . . . . . . . . . . 71
vi ABBILDUNGSVERZEICHNIS
Tabellenverzeichnis
1.1. Bezeichnungen und Determination der vergangenen Kalt- undWarmzeiten (Glaziale
und Interglaziale) in Norddeutschland [Litt et al., 2007] . . . . . . . . . . . . . . 4
1.2. Wesentliche Klimaprozesse des GREB-Modell . . . . . . . . . . . . . . . . . . 7
1.3. Modellalbedowerte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4. Direkt definiert Gesamtalbedowerte . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1. Typisches Experiment mit 8 Szenarien und ihre beru¨cksichtigten Prozesse und
Feedbacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2. Kontrolllaufausgangswerte im globalen Jahresmittel (abgeku¨rzt: TM): Oberfla¨-
chen-, Atmospha¨ren- und Ozeantemperatur To f , Tat , Toz sowie von spezifischer




Diese Arbeit befasst sich mit der Weiterentwicklung des Globally Resolved Energy Balance Model (GREB)
[Dommenget, Floeter, 2010 eingereicht] zur Untersuchung von Fragestellungen auf Zeitskalen von Jahrtau-
senden bis Jahrhunderttausenden. Dafu¨r werden zuna¨chst diverse Analysen u¨ber die solare Einstrahlung und
der ihr zu Grunde liegenden Milankovitch Theorie [Milankovitch, 1941] durchgefu¨hrt. Im Anschluss daran
wird das Modell mit verschiedenen, teils realen, teils fiktiven Einstrahlungsmustern angetrieben und die
Responsen mit diversen statistischen Methoden analysiert, um letzten Endes ein Urteil u¨ber die Fa¨higkeiten
und Mo¨glichkeiten des GREB-Modells zu formulieren.
Das konzeptuelle GREB Modell reduziert das Klima auf seine wesentlichen Prozesse, wie solare Ein- und
terrestrische Ausstrahlung, Meereisentwicklung, Eis-Albedo- und Wasserdampffeedbacks etc. pp. Diese
Prozesse werden mit zum Teils sehr stark vereinfachten Formeln umschrieben und machen das Modell ef-
fizient und schnell. Es hat kein Eisschildmodell und einen fix atmospha¨rischenCO2-Wert von 280 ppm.
Die Milankovitch-Zyklen der Exzentrizita¨t, Obliquita¨t und Pra¨zession werden auf Basis der nach Berger
[1978] berechneten Einstrahlungsmuster der vergangenen drei Millionen Jahre mittels Spektral- und EOF-
Analyse (Empirische Orthogonale Funktionen) untersucht. Dazu werden sie weitestgehend isoliert betra-
chtet, um zuna¨chst die Auswirkungen der einzelnen Zyklen zu erforschen. Die EOF-Analyse der kom-
binierten Zyklen, also der realen Einstrahlung [Berger, 1978], dass sich die wichtigsten Einstrahlungenvari-
ationen durch Pra¨zession und Exzentrizita¨t erkla¨ren und die Obliquita¨t nur noch 2.5% der Varianz erkla¨rt.
Weitergehend wird untersucht, welche Effekte globale, zonale und saisonale Einstrahlungsmittlungen auf
die Frequenz der Variationen haben.
Im Experimentalteil werden Modellla¨ufe mit diversen Einstrahlungen durchgefu¨hrt und analysiert, wie das
Modellklima reagiert. Die Bandbreite von verwendeten Einstrahlungen geht von der einfachen Variation
der Solarkonstante um verschiedene Werte u¨ber chaotische A¨nderungen in der Sta¨rke der Jahreszeiten bis
hin zur Zeitreihe der realen Einstrahlungsmuster nach Berger [1978] und Berger und Loutre [1991]. Fu¨r das
letzte glaziale Maximum bei 22 ka BP (20.000 Jahre vor heute) berechnet das GREB-Modell eine schwache
globale Abku¨hlung, die polar am sta¨rksten ist. Sonst gibt es aber im Vergleich mit einem komplexen Zirku-
lationsmodell [Kutzbach et al., 1998] kaum A¨hnlichkeiten im Ergebnis. Ein Vergleich der pala¨ontologisch
rekonstruierten Temperaturkurve der letzten 400 ka von Petit et al. [1999] mit der entsprechend simulierten
Kurve ergibt eine zu hohe Sensitivita¨t des GREB-Modells, eine andere Periodizita¨t von 40 statt 100 ka
und eine trotzdem gute Korrelation von 0.65 in den tiefen Frequenzen (Perioden u¨ber 70 ka). Weitere The-





This study reports on further development of the Globally Resolved Energy Balance Model (GREB) [Dom-
menget, Flo¨ter, 2010 submitted] for paleoanalysis on timescales between millennia and hundred thou-
sands of years. For that purpose, the incoming solar radiation and its underlying Milankovitch theory [Mi-
lankovitch, 1941] have been analyzed. Subsequently, various experiments have been carried out, forced by
different, fictitious and real insolation patterns. The outcomes have been analyzed by statistical methods in
order to judge the model by its capacities and possibilities.
The conceptual GREB-Model reduces the Earth’s climate to a hand full of its most important processes,
such as incoming shortwave and outgoing long-wave radiation, sea ice, ice albedo and water vapor feed-
backs, etc pp. These processes are described by a set of highly reduced bulk formulas and result in an
efficient and fast, conceptual model. It don’t feature ice sheet dynamics and has only a fix atmospheric
carbon dioxide concentration.
The Milankovitch cycles of eccentricity, obliquity and precession are statistically examined based on the
insolation patterns calculated as Berger [1978] for the last 3 million years. They has been individually
analyzed by EOF- and spectral Analysis, both individually and altogether. Hence, the most variance is ex-
plained by precession and eccentricity, the obliquity only explains 2.5% of the variance. Furthermore, the
effects of global, zonal and annual averaging on the frequencies of the insolation variations are studied.
The experimental part contains model runs with divers insolation forcings varying from simple reductions
of the solar constant via chaotic strengths in seasonality to the real time serie of real insolation patterns,
calculated as Berger [1978] and Berger and Loutre [1991]. For the last glacial maximum (22 kyr BP, i. e.
22.000 years before present), GREB calculates a weak global cooling, that is stronger at the poles. Other-
wise there are no more similarities to the calculation of a complex circulation model [Kutzbach et al., 1998].
In comparison to temperature data from a paleo-reconstruction of the past 400 kyr [Petit et al., 1999], the
accordingly GREB-simulated curve shows a too high sensitivity, a periodicity of 40 instead of 100 kyr, but
nevertheless a quite good correlation of 0.65 at low frequencies (periods above 70 kyr). Further topics are






a Jahre (lateinisch: annus)
Abb Abbildung
AM Jahresmittel
BP vor heute (engl.: Before Present)
CTL Kontrolllauf
DJF Dezember, Januar, Februar
EBM Energy Balance Model
EMIC Earth system model of intermediate complexity
EOF Muster der Hauptkomponentenanalyse
FRC Forcing, Antrieb
GCM General Circulation Model
GM Globales Mittel
JJA Juni, Juli, August
ka Jahrtausend
Kap Kapitel
LGM Letztes Glaziale Maximum bei ca. 21 ka BP
Ma Jahrmillionen




PM Pala¨ontologisches Mittel (u¨ber die letzten 3 Ma)
PMI Pala¨onologisch gemittelte Insolation
q Spezifische Luftfeuchte
RSP Response
SCN Szenario, Szenariolauf, RSP-Entwicklung
SH Su¨dhemispha¨re
SON September, Oktober, November








Les cieux me^me ont varie, et toutes les choses de l'univers phy-
sique sont comme celles du monde moral, dans un mouvement continuel
de variations successifs. de Buffon, Epoques de la Natures, 1778
Die vorliegende Arbeit befasst sich mit der Fortentwicklung eines einfachen Klimamodells zur
Untersuchung von Klimavera¨nderungen auf Zeitskalen von Jahrtausenden bis Jahrmillionen. Dafu¨r
erstmals im Einsatz ist das Globally Resolved Energy Balance Modell, kurz GREB-Modell [Dom-
menget, Flo¨ter, 2010 eingereicht], das im vergangenen Jahr neugeschrieben wurde und im Laufe
dieser Arbeit fu¨r die Benutzung auf solchen Zeitskalen angepasst und erweitert wurde. Es be-
schra¨nkt sich auf die wichtigsten klimatischen Prozesse und Feedbacks, die zum Teil stark vere-
infacht und parametrisiert wurden, sodass eine schnelle Berechung von bis zu 86.000 Jahren pro
Rechentag und ein 1-Million-Jahre-Lauf in zwei Wochen mo¨glich ist. Dass konzeptuelle Modelle
mit starken physikalischen Vereinfachungen gute und realita¨tsnahe Ergebnisse liefern ko¨nnen, ist
zum Beispiel in North [1988] oder Gal-Chen und Schneider [1975] diskutiert. Ohne die Erkennt-
nisse der konzeptuellen Modelle und Energie Bilanz Modelle (EBMs) wa¨ren die Ergebnisse der
hochkomplexen, gekoppelten Ozean-Atmospha¨ren-Zirkulations Modelle (AOGCMs) kaum zu in-
terpetieren. Vergleichbare Modelle, vor allem die Earth system models of intermediate complexi-
ty (EMICs), rechnen oft mit noch immer komplexen Zirkulations- und Biospha¨renmodellen und
meist weitaus langsamer. Von 13 verglichenen Modellen [Claussen, 2005] rechnet nur eines mit
a¨hnlicher Geschwindkeit. Alle anderen haben einen ho¨heren Rechenzeitbedarf und liefern meist
gro¨ber aufgelo¨ste Ergbnisse. Wie macht sich das GREB-Modell in der Praxis, wie gut sind seine
Ergebnisse? Erbringt das Modell unter entsprechenden orbitalen Vera¨nderungen Eiszeiten? Wie
stark sind sie und wann treten sie auf? Lassen sich die bekannten Eiszeittheorien besta¨tigen oder
vielleicht neue aufstellen?
Im folgenden ersten Kapitel wird zuna¨chst kurz die Historie der Eiszeitforschung und der Klim-
ageschichte selbst angerissen: Welche Eiszeiten gab es, welche Auswirkungen hatten sie, wo ste-
hen wir heute? Im Anschluß werden Klimamodelle im Allgemeinen und das GREB-Modell im
Speziellen vorgestellt. Dabei wird auf die Entwicklung der Klimamodellierung eingangen und
das GREB-Modell im großen Feld der Klimamodellierung zwischen EBMs, EMICs und Zirkula-
tionsmodellen (GCMs) eingeordnet. Es wird gekla¨rt, auf welchen Variablen und Gleichungen die
GREB-Berechnungen basieren und welche Prozesse wie berechnet werden. Positive und negative
Ru¨ckkopplungsmechanismen des Klimas werden vorgestellt und verwendete statistische Metho-
den erla¨utert.
Im zweiten Kapitel wird der Antrieb des Modells, die solare Einstrahlung genauer untersucht. Die
zyklischen Vera¨nderungen in der Einstrahlung werden durch leichte Variationen in den orbitalen
Parametern der Exzentrizita¨t, der Obliquita¨t und der Pra¨zession verursacht [Milankovitch, 1941],
die auf Gravitationskra¨fte anderer Planeten zuru¨ckzufu¨hren sind [Muller, MacDonald, 2000]. Diese
Milankovitch-Zyklen haben kaum Auswirkungen auf den Betrag der solaren Gesamteinstrahlung,
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doch sie variieren den Einstrahlungsbetrag der Hemispha¨ren und der Jahreszeiten. Resultieren
diese Vera¨nderungen in warmen Wintern [Geiger, 1944] und ku¨hlen Sommern [Ko¨ppen, Wegener,
1924; Milankovitch, 1930] kommt es zur Kaltzeit. Die Untersuchungen sollen ero¨rtern, welche
Frequenzen und welche regionalen und saisonalen Auswirkungen die einzelnen Zyklen haben und
inwiefern sie von einander abha¨ngen. Wie stark sind die Auswirkungen relativ zu einander und
welchen Effekt haben globale oder zonale Mittlung? EOF- und Frequenzanalysen der zyklischen
Einstrahlungsvera¨nderungen liefern die Antworten.
Das dritte Kapitel beinhaltet den Experimentalteil: Zuna¨chst wird die heutige Einstrahlung durch
verschiedene, zeitlich konstante Einstrahlungsmuster ersetzt. So wird die Solarkonstante variiert
und Einstrahlungsmuster vergangener Jahrtausende (20.000, 376.000, 232.000 vor heute) ver-
wendet. Senkt sich die globale Mitteltemperatur und falls ja, wie sehen die Abku¨hlungsmuster
aus? Gibt es A¨hnlichkeiten zu analogen La¨ufen komplexen Zirkulationsmodellen [Kutzbach et
al., 1998] Dann werden dem Modell transiente Antriebe auferlegt, d. h. Einstrahlungsmuster, die
sich mit jedem Jahrtausend a¨ndern: Zu Beginn wird wieder die Solarkonstante gea¨ndert, dieses
Mal zyklisch, um zu kla¨ren, ob das Modellklima der exakten Antriebskurve folgt, ob es eine feste
Verzo¨gerung gibt und ob es symmetrisch reagiert, d. h., ob es auf eine Verringerung der Ein-
strahlung betraglich gleich reagiert, wie auf eine Einstrahlungserho¨hung. Die verrauschten Ein-
strahlungsversuche sollen untersuchen, ob dass Antwortmuster darauf ebenfall verrauscht ist und
ob es vielleicht Eigenfrequenzen imModell gibt, die angeregt werden. Zum Ende wird das Modell
mit dem real variierenden Einstrahlungsmuster angetrieben, um im Vergleich zu Eisbohrkerndaten
[Petit et al., 1999] ein Urteil u¨ber die Fa¨higkeiten und Optionen des Modells zu fa¨llen. Die Ergeb-
nisse werden erla¨utert und im vierten Kapitel diskutiert.
1.1. Eiszeiten
Eiszeiten sind die wichtigsten und dramatischsten Klimavera¨nderungen der Vergangenheit: Zeit-
weilig war fast der gesamte Globus mit Eis und Schnee bedeckt [Kirschvink, 1992; Hoffman et
al., 1998; Hoffman, Schrag 2002], zu anderen Zeiten war die Erde komplett eisfrei [Frakes et
al., 1992; Veizer et al., 2000; Veizer et al., 1999]. Heutige Landschaften, insbesondere auch in
Schleswig Holstein, sind gepra¨gt und geformt von den Eispanzern der Kaltzeiten, Berge wur-
den abgetragen und angeha¨uft [Ehlers, 1994; Penck, 1882], Meere aufgestaut oder trockengelegt
[Ku¨ster, 2002]. Menschen sind seit jeher von dieser unba¨ndigen Urgewalt des Klimas fasziniert
und die Wissenschaft seit Mitte des 19. Jahrhunderts an den Ursachen und Wirkungsweisen der
Eiszeiten interessiert. Buckland [1823] noch suchte die Ursache fu¨r erratische Blo¨cke und geolo-
gische Funde noch in der Sintflut und pra¨gte den Namen Diluvium (lat.: U¨berschwemmung) fu¨r
das heutige Pleistoza¨n. Schimper hielt 1835-36 Vortra¨ge u¨ber Weltsommer und Weltwinter und
pra¨gte ab 1837 den Begriff der ’Eiszeit’. Adhe´mar [1842] erwa¨hnt erstmals die Erdbahnelemente
als mo¨gliche Eiszeitursachen, Croll [1875] greift diese Idee auf und entwickelt sie weiter.
Eine Eiszeit ist heute ihrer fachsprachlichen Definition nach gleichzusetzen mit einem Eiszeital-
ter, bezeichnet also die Phasen der Erdgeschichte, in denen zumindest ein Pol vergletschert ist
und beinhaltet sowohl die Kalt- als auch die Warmzeiten, auch Glaziale und Interglaziale genannt
[Murawski, Meyer, 2004]. Dieser Definition nach befinden wir uns seit circa 30 Millionen Jahren
in der aktuell anhaltenden Eiszeit, da seit dem der Su¨dpol vergletschert ist [Wise et al., 1991].
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Erdgeschichtlich wird in dieser Arbeit aber kaum u¨ber das Quarta¨r hinausgegangen, das vor knapp
2,6 Millionen Jahren mit der Vereisung der Arktis eingela¨utet wurde [Rio et al., 1998;Gradstein et
al., 2004; Haug, 2005] und bis heute anha¨lt. Es wird gewo¨hnlich eingeteilt in die geologischen Se-
rien Pleistoza¨n und Holoza¨n, wobei das Holoza¨n 11.7 ka BP beginnt [Walker, 2008]. Die Gru¨nde
fu¨r die pleistonza¨ne Vereisung werden in externe, geologische, interne und Zufallsfaktoren un-
terteilt (aus Bryant [1997]):
 Die externen Faktoren wirken von außerhalb auf das Erde-Atmospha¨rensystem und sind
meist zyklisch (Milankovitch-Zyklen) ko¨nnen aber allein nicht die hohen Temperaturunter-
schiede zwischen Glazial und Interglazial erkla¨ren.
 Geologische Faktoren erkla¨ren die pleistoza¨ne Abku¨hlung, verursachen aber keine zykli-
schen Vera¨nderungen.
 Interne Faktoren, Selbstversta¨rkungs- und -abschwa¨chungsprozesse sind komplex, aber bie-
ten bislang kombiniert mit den externen Faktoren die beste Erkla¨rung fu¨r Determination,
Amplitude und Zyklizita¨t der Kaltzeiten.
 Zufallsfaktoren verantworten plo¨tzliche Systemwechsel, chaotische Fluktuationen, zumBei-
spiel: Vulkanismus.
Abbildung 1.1.: Relative Temperaturverla¨ufe in C fu¨r die letzten 450 ka: blau nach EPICA Com-
munity Members [2004], gru¨n nach Petit et al., [1999]. Die rote Kurve zeigt die
qualitative Entwicklung des globalen Eisvolumens nach Lisiecki, Raymo [2005]
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Der klare Fokus liegt in dieser Arbeit aber insbesondere auf den vergangenen 400.000 Jahren,
zu denen Eisbohrkerndaten bezu¨glich der Temperaturentwicklung vorliegen: Abb. 1.1 zeigt Tem-
peraturverla¨ufe und globale Eisvolumen verschiedener Quellen. Bei den Vostok und EPICA Da-
tensa¨tzen [Petit et al, 1999; EPICA Community Members, 2004], in der Abbildung gru¨n und
blau dargestellt, wird das in antarktischen Eisbohrkernen eingeschlossene Deuterium Isotopen-
verha¨ltnis als Proxy zur Bestimmung der Vera¨nderung der Oberfla¨chentemperatur genutzt und je
nach Fundtiefe zeitlich eingeordnet. Grundlegend dafu¨r ist der Zusammenhang zwischen Ozean-
Elster-Kaltzeit ab 400 ka vor heute
Holstein-Warmzeit ab 320 ka vor heute
Saale-Kaltzeit ab 300 ka vor heute
Eem-Warmzeit ab 126 ka vor heute
Weichsel-Kaltzeit ab 115 ka vor heute
Holoza¨n-Warmzeit ab 11 ka vor heute
Tabelle 1.1.: Bezeichnungen und Determination der vergangenen Kalt- und Warmzeiten (Glaziale
und Interglaziale) in Norddeutschland [Litt et al., 2007]
temperatur und Anteil von Deuterium im Ozeanwasser, das in den su¨dlichen Ozeanen verdampft
und als Schnee im antarktischen Eispanzer konserviert wird. Das globale Eisvolumen (rot) wird
aus Sedimentbohrkernen bestimmt [Lisiecki, Raymo, 2005]. Es wird angenommen, dass die Tem-
peraturentwicklung am A¨quator qualitativ a¨hnlich, doch betraglich schwa¨cher war. Die heutigen
Werte sind schwarz gestrichelt. Ins Auge fallen drei Eigenschaften der Kurven:
 Die Korrelation von Eisvolumen und Temperaturverla¨ufen besta¨rkt die Annahme, dass die
Kurven stellvertretend fu¨r die qualitative globale Klimaentwicklung betrachtet werden ko¨n-
nen.
 Es gibt fu¨nf wa¨rmere, relativ zu den ka¨lteren kurze Phasen um 400, 300, 200, 100 und 0 ka,
die als Interglaziale bezeichnet werden. Ihre sogenannte ’Determination’, die Festlegung,
wann genau sie eintraten und endeten, ist wie auch ihre Namensgebung regional unter-
schiedlich. Die norddeutschen Namen und Determinationen sind nach Litt et al. [2007] in
Tabelle 1.1 aufgelistet. Namengebend sind fu¨r die Kaltzeiten oft Flu¨sse, bis zu denen der
arktische Eispanzer zeitweise vordrang.
 Die Sa¨gezahnform der Kurven, die auf eine langsame Abku¨hlung und eine relativ rasche
Erwa¨rmung hindeutet, die ha¨ufig interpretiert wird als langwierige Eisakkumulationszeit
und dramatisches Abschmelzen der (subpolaren) Vergletscherungen.
Die Periodizita¨t von rund 100.000 Jahren gibt es ’erst’ seit gut einerMillionen Jahren. Davor gab es
einen sta¨rkeren 40 ka Zyklus. Der Wechsel von 40 zu 100 ka Zyklus ist Teil des wissenschaftlichen
Diskurses, zum Beispiel in Ruddiman et al. [1986] und [1986], an dieser Stelle aber nicht weiter
von Interesse.
Die quarta¨r maximale (grauschattiert) und heutige Eisausdehnung (schwarz) an Nord- und Su¨dpol
sind in Abb. 1.2 abgebildet [Ehlers, Gibbard, 2007]: Die Fla¨che des nordamerikanischen In-
landeises der maximalen Vereisungen im Pleistoza¨n u¨bertraf die der heute vereisten Antarktis.
Deutschland war bis zu den Mittelgebirgen vergletschert. Das Maximum der letzten Vereisung
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Abbildung 1.2.: Heutige (schwarz) und maximale Vergletscherung der quarta¨ren Glaziale (grau).
Darstellung von Grobes, (2008) mit Eisdaten von Ehlers, Gibbard [2007]
liegt bei etwa 20.000 Jahren vor heute, im Folgenden wird auch die Bezeichnung 20 BP verwen-
det (BP steht dabei abgeku¨rzt fu¨r das englische ’Before Present’). Die Folgen waren damals durch
ein Absenken des Meerespiegels um etwa 120-135 Meter im Vergleich zu heute ein gro¨ßtenteils
trockenes Nordseebecken [Clark, 2002] und die Beheimatung des Eisba¨ren in Norddeutschland
[Post, 2005]. Die Ausdehnung der Gletscher in den vorherigen Saale und Elster-Kaltzeiten war
aber deutlich gro¨ßer als die in der Weichseleiszeit [Hohl, 1985].
1.2. Klimamodelle
Klimaprognosen sind gerade in den heutigen, globalisierten Zeiten gefragt wie nie zuvor, beein-
flussen volkswirtschaftliche und politische Entscheidungen und sind stets Gegenstand des medi-
alen und wissenschaftlichen Diskurs, zum Beispiel im vierten Sachstandsbericht des IPCC [2007].
Sie basieren meist auf den ho¨chstkomplexen Berechnungen von Dutzenden von Klimamodellen,
die zusammen eine Spannweite mo¨glicher Klimaentwicklungen aufzeigen, und so eine Prognose
erlauben. In aktuellen Zirkulationsmodellen, wie zum Beispiel dem ECHAM5 vom Hamburger
Max Planck Institut [Roeckner et al., 2003] oder dem HadGEM1 vom britischen Hadley Institute,
Exeter [Martin et al., 2006] sind viele Kreisla¨ufe und Ru¨ckkopplungen beru¨cksichtigt, die zum
Teil ineinander greifen und so der Komplexita¨t des wahren Klimas nahe zu kommen versuchen.
Wie weit die Prognosen von der ’wahren’ Zukunft abweichen, la¨sst sich statistisch abscha¨tzen,
exakt zeigen wird sich die Gu¨te der Prognose aber immer erst mit der Zukunft selbst. Nach North
[1975] und Gal-Chen, Schneider [1975] lassen sich Klimamodelle nach ihren geometrischen Di-
mensionen klassifizieren:
Klassische Energie Bilanzmodelle (abgeku¨rzt: EBM), wie von Budyko [1969] und Sellers [1968]
werden als nulldimensional bezeichnet. Sie mitteln die Erdoberfla¨che meridional und zonal und
betrachten die Energiebilanz im Jahresmittel, basierend auf solarer Einstrahlung und infraroter
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Ausstrahlung. Eine U¨bersicht u¨ber EBMs bietet Schneider und Dickenson [1974], North et al.
[1981] und North [1988]. Ein einfaches Bilanzmodell ist
(1 a) S0 = 4esT 4, (1.1)
wobei die Einstrahlung der Sonne der Ausstrahlung der Erde gleichgesetzt und mit dem Stefan-
Boltzmann-Gesetz in eine konstante Strahlungstemperatur T der Erde umgerechnet wird. S0 =
1367W/m2 ist die Solarkonstante, die Einstrahlung pro Einheitsfla¨che,a = 0.3 ist die gemittelte
Erdalbedo [Goode et al., 2001], s = 5.67 10 8J /K4 m2  s ist die Stefan-Boltzmann Konstante
und e = 0.612 die effektive Emissivita¨t der Erde, die den Treibhauseffekt beru¨cksichtigt. Dieses
einfache Modell liefert schon eine Oberfla¨chentemperatur von T = 15C und eine grobe Vorstel-
lung von mo¨glichen Auswirkungen von Albedoerho¨hungen oder Einstrahlungsabschwa¨chungen.
Es gibt aber keinen Aufschluß u¨ber regionale oder saisonale Ausdehnung zum Beispiel von Er-
wa¨rmungen oder Abku¨hlungen.
Eine Erweiterung dieser Strahlungsmodelle um Konvektion mu¨ndet in den eindimensionalen Sa¨u-
lenmodellen, die aus verschiedenen vertikalen Luftschichten bestehen und die einzelnen Schich-
ten mit einander interagieren lassen. Adem [1970] parametrisierte erstmals mit horizontalen Aus-
tauschkoeffizienten die horizontalen atmospha¨rischen und ozeanischenWa¨rmetransporte als U¨ber-
gang zu den zuna¨chst noch zweidimensionalen, nur noch zonalgemittelten Modellen. Diese er-
lauben weitergehend schon eine Unterscheidung der Randbedingungen und der Ergebnisse in po-
lar und a¨quatorial (zum Beispiel: Albedo) und auch meridionaleWa¨rmeflu¨sse. Aber erst die dreidi-
mensionalen Modelle ko¨nnen realgetreue Landverteilungen und Zirkulationsmuster abbilden und
liefern. Sie werden GCMs (Englisch fu¨r General Circulation Model) genannt und enthalten als
vierte Dimension die Zeit. Sie diskretisieren die Gleichungen fu¨r Fluidbewegungen und Energi-
etransfer und integrieren sie, mu¨ssen aber subskalige Prozesse, wie Wolkenbildung und Konvek-
tion parametrisieren, so genutzt von Manabe et al. [1991] und Meehl et al. [2007]. Der Kopplung
von Ozean- und Atmospha¨renmodell zu AOGCMs folgten viele Erweiterungen um kryo-, litho-
und biospha¨rische Prozesse und Ru¨ckkopplungen, sodass die großen, komplexen Modelle heute
als Erdsystemmodelle bezeichnet werden. Ihr Ziel ist die mo¨glichst realgetreue Nachbildung der
bekannten Klimaprozesse und - Ru¨ckkopplungen. Der mit der Komplexita¨t stets wachsende Be-
darf an Rechenzeit geht einher mit dem steigenden Bedarf an Rechenzeit fu¨r die Interpretation der
Ergebnisse, die ha¨ufig nur mit hohem statistischen Aufwand gelingen kann. Ohne die Ergebnisse
der kleinen, einfachen Modelle wa¨re eine Interpretation der komplexeren kaum mo¨glich.
Die große Vorteile der einfachen Modelle bleiben allerdings, dass die Rechnungen weniger zeit-
intensiv sind, die Ergebnisse leichter interpretiert und Fehler schneller gefunden werden ko¨nnen.
Daher erfolgt zeitgleich die Entwicklung von EMICs (Earth-system Models of Intermediate Com-
plexity), vereinfachte, abgespeckte Versionen der großen AOGCMs. Sie erlauben schnellere Be-
rechnungen nur mit den notwendigen und studienspezifisch relevanten Prozessen, liefern aber auch
nur grobaufgelo¨ste, prinzipielle Erkenntnisse. Da sie nur eine simplifizierte Welt darstellen, hegen
diese Modelle sie kaum den Anspruch, die Zukunft mo¨glichst exakt zu prognostizieren als viel
mehr die Physik und die grundlegenden Strukturen des Erdsystems zu verstehen und zu erkla¨ren.
Durch die verminderte Zahl an Variablen und Prozessen und ein einfaches Baukastenprinzip la¨sst
sich das Klima Prozess fu¨r Prozess aufbauen und somit die Relevanz der einzelnen Prozesse un-
tersuchen. Ihre Rechenzeit ist bei weitem geringer als die der komplexen GCMs und ermo¨glicht
somit auch Langzeitmodellierungen u¨ber Jahrtausende hinweg. Ein so verbessertes Versta¨ndnis
der vergangenen Klimaa¨nderung und des Klimas an sich fu¨hrt zu letztendlich zu leistungsfa¨higeren
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Modellen und damit zu besseren Prognosen. Einen guten U¨berblick u¨ber EMICs liefert Claussen
[2002].
Das hier verwendete, konzeptuelle ’Globally Resolved Energy Balance’ Modell, kurz GREB-
Modell [Dommenget, Flo¨ter, 2010 eingereicht] la¨sst sich am besten zwischen den EMICs und
den einfachen EBMs einorden. Wie der Name schon verra¨t ist es eher ein einfaches EBM als
ein Erdsystemmodell und rechnet auf Grund der starken Verinfachungen und der geringen An-
zahl an Prozessen zum Teil erheblich schneller als die meisten EMICs [Claussen, 2005]. Diese
Schnelligkeit la¨sst es zu, lange La¨ufe von einer Millionen Jahre in zwei Wochen zu rechnen und
derartige Langzeitstudien im zeitlich engbegrenzten Rahmen einer Diplomarbeit zu untersuchen.
Im folgenden Abschnitt wird das GREB-Modell mit seinen wichtigsten Prozessen vorgestellt.
1.3. GREB-Modell
Das Globally Resolved impliziert die Berechnung der Energie Bilanz fu¨r jeden Punkt der auf dem
globalen 3.75 Grad Gitter (96x48 Gitterpunkte); der entsprechende Fortran-Code ist im Anhang
zu finden. Die im GREB-Modell beru¨cksichtigten Prozesse berechnen sich mit stark vereinfacht-
en Faustformeln und Abscha¨tzungen und sind in der Tab. 1.2 aufgefu¨hrt. ’Konstant’ steht dabei
variabel konstant









Tabelle 1.2.: Wesentliche Klimaprozesse des GREB-Modell
auch fu¨r aus Klimatologien entnommene oder a¨hnlich zyklisch konstante Werte. Die mit einem
* versehenen, wesentlichen Randbedigungen sind in Abb. 1.3 dargestellt. Einfache Klimamodel-
le, wie auch das vorliegende, sind in der Regeln nicht in der Lage, den mittleren Zustand des
Klimas mit ausreichender Genauigkeit simulieren zu ko¨nnen. Gewo¨hnlich werden Parameter em-
pirisch nachjustiert oder eine Flusskorrektur berechnet, um die Abweichungen vom realen Klima
zu minimieren. Die Flusskorrektur ist im GREB-Modell so berechnet, dass das Kontrollklima des
Modells immer dem mittleren Zustand des realen Klimas entspricht. Diese Flusskorrektur wird
bei jedem Experiment fu¨r Oberfla¨chen-, Atmospha¨ren- und Ozeantemperaturklimatologien neu-
berechnet und wird dann konstant gehalten. Nicht beru¨cksichtigt sind interne Variabilita¨ten, so-
genanntest Wetterrauschen, das der chaotischen Atmospha¨renphysik statistisch entspricht. GREB
entha¨lt auch kein Eisschildmodell und hat damit nicht die Fa¨higkeit, Eis zu akkumulieren und
tra¨ge Eispanzer aufzubauen. Der CO2-Atmospha¨renanteil ist im Modell konstant bei vorindu-
striellen 280 ppm, variiert aber in der Realita¨t gerade wa¨hrend der Kaltzeiten stark[Petit et al.,
1999]. Auch andere Treibhausgase, wie Methan und Lachgas, variieren stark, spielen im Modell
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Abbildung 1.3.: GREB Randbedingungen: a) Topographie, b) Gletscher-Maske, c) To f d) Luft-
feuchte, e) atmospha¨rische Zirkulation, f) Wolkenbedeckung, g) Bodenfeuchte
und h) Deckschichttiefe [Dommenget, Flo¨ter, 2010 eingereicht]
aber keine direkte Rolle. Bathymetrie und Meeresstro¨mungen sind nicht explizit vorgegeben oder
berechnet, fließen aber zusammen mit turbulenten Mischprozessen und anderen, nicht aufgelo¨sten
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Prozessen, in die Flusskorrektur.
Das GREB-Modell schafft auf einem Hochleistungsrechner bei einem Zeitschritt von zwo¨lf Mo-
dellstunden rund ein Modelljahr pro Sekunde, also gut 85.000 Jahre pro Tag oder auch eine
Million Jahre in zwei Wochen. Zum Vergleich: Das Climber2 [Petoukhov et al., 2000] rechnet
ohne Eisschildmodell bis zu 20 ka pro Tag und kann keine interannuale Variation erzeugen. Das
McGill paleoclimate model, unter anderem von Wang, Mysak [2001] verwendet, braucht a¨hnlich
lange. Nur das GENIE [Gulamali, 2003] kommt unter bestimmten, optimierten Umsta¨nden an
a¨hnliche Geschwindigkeiten (96 ka/Tag). Die meisten EMICs beinhalten je nach Anwendungs-
gebiet und Modell mehr oder weniger komplexe, dynamische oder statistische Atmospha¨ren-,
Ozean-, Biospha¨ren-, Ozeansedimentmodelle etc. Das GREB-Modell hingegen beschra¨nkt sich
auf die wichtigsten klimatischen Prozesse.
Abbildung 1.4.: Darstellung der To f -Tendenzgleichungsterme: Insolation (gelb), Austrahlung
(rot), Wa¨rmeflu¨sse (gru¨n), Tiefer Ozean (zyan), weitere abgebildete Prozesse:
Meereis (hellgrau), Wolken (dunkelgrau), Deckschichttiefe, Landseeverteilung
Das Modell basiert auf den vier prognostischen Variablen der Temperaturen von Oberfla¨che To f ,
Atmospha¨re Tat und Ozean Toz und der Feuchtigkeit q, die allesamt mit sehr vereinfachten Glei-
chungen berechnet werden. Die Oberfla¨chentemperatur To f folgt als Hauptvariable der Tendenz-




= Fsolar+Fthermisch+Flatent +Fsensibel +Fozean+Fkorrektur. (1.2)
Sie wird also bestimmt durch die verschiedenen Antriebe von kurzwelliger, solarer Einstrahlung
oder Insolation Fsolar (in Abb. 1.4 gelb dargestellt), terristrischer, langwelliger Austrahlung Fthermisch
(rot), latenter und sensibler Wa¨rmeflu¨sse Flatent und Fsensibel (gru¨n), demWa¨rmeaustausch mit dem
tiefen Ozean Fozean (zyan) sowie vom FlusskorrekturtermsFkorrektur (nicht abgebildet), der em-
pirisch systematische Modellfehler korrigiert. Die Oberfla¨chenwa¨rmekapazita¨t go f ist fu¨r eisfreie
Wasserfla¨chen die Wa¨rmekapazita¨t der saisonal variierenden Deckschicht und ansonsten die einer
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zwei Meter tiefen Wasserschicht entsprechenden. Durch diese Wahl beinhaltet go f schon per de-
finitionem ein stark simplifiziertes Meereismodell. Stellvertretend fu¨r die anderen Variablen wird
bei der Diskussion von Modellergebnissen meist die Oberfla¨chentemperatur untersucht, da diese
die tragende und wichtigste Variable des Systems ist.
1.3.1. Solare Einstrahlung
Der solare Antrieb
Fsolar = (1 atotal) S0  r(f , t julian) (1.3)
wird aus Solarkonstante S0, Gesamtalbedo atotal und der Funktion r(f , t julian) berechnet. r(f , t julian)
ist der gemittelte Anteil der Einstrahlung pro Einheitsfla¨che an der Obergrenze der Atmospha¨re
und ha¨ngt von der geographischen Breite f und dem julianischen Tag t julian im Jahr ab. Die
Gesamtalbedo atotal setzt sich aus atmospha¨rischer aat und Bodenalbedo ao f nach
atotal = ao f +aat  ao f aat (1.4)
zusammen. aat wird dabei aus einer Wolkenklimatologie bestimmt, ao f ha¨ngt direkt von To f ab.





fla¨chen, die einer linear gegla¨tteten Stufenfunktion folgt:
ao f =
8<:
0.3 falls To f   10C
0.1 falls To f  0C
F(To f ) sonst
(1.5)
F(To f ) steht abku¨rzend fu¨r die linear gla¨ttende, von To f abha¨ngige Funktion zwischen den defi-
nierten Temperaturbereichen. Fu¨r Ozeanfla¨chen gelten andere Schwellenwerte:
ao f =
8<:
0.3 falls To f   7.0C
0.1 falls To f   1.7C
F(To f ) sonst
(1.6)
Es la¨sst sich Tabelle 1.4 erstellen, die in den direkt definierten Temperaturbereichen gilt, also fu¨r
To f 62 [ 10,0]C: Fu¨r den anderen Bereich, d. h., wenn To f 2 [ 10,0]C und somit die Albedo
von der Temperatur abha¨ngt, erwirkt die Berechnung der Albedo eine positive Ru¨ckkopplung,
entsprechend der Eis-Albedo-Ru¨ckkopplung, die im Kap. 1.4 neben anderen erla¨utert wird.
1.3.2. Warmestrahlung
Der Antrieb der langwelligen, terrestrischen Ausstrahlung Fthermisch ist beschrieben durch





Tabelle 1.4.: Direkt definiert Gesamtalbedowerte
wobei g der Teil der Austrahlung ist, der von der Atmospha¨re, im Modell ausschließlich durch
Luftfeuchte, Wolken und Kohlenstoffdioxid absorbiert und wieder zuru¨ck zur Erde emittiert wird.
Hier wird der Wasserdampfru¨ckkopplung Rechnung getragen, auf die ebenfalls in Kap. 1.4 na¨her
eingegangen wird. Fu¨r Kohlenstoffdioxid wird, abgesehen vom 2xCO2-Experiment vom vorindus-
triellen, konstanten Wert von 280 ppm ausgegangen, - jeglicher CO2-Feedback also ausgeschlos-
sen.
1.3.3. Latente und sensible Warme
Der latente Wa¨rmefluss wird nach vereinfachenden Faustformeln aus der Differenz zwischen
Sa¨ttigungsfeuchte und aktuellen Oberfla¨chenluftfeuchte, aus fixen, klimatologischenWindgeschwin-
digkeiten und einigen Konstanten berechnet. Der sensible Wa¨rmefluss Fsensibel zwischen Ober-
fla¨che(To f ) und Atmospha¨re (Tat) berechnet sich mit
Fsensibel = cat  (Tat  To f ), (1.8)
mit der Kopplungskonstante cat = 25W/K/m2 [Barsugli und Battisti, 1998].
1.3.4. Tendenz der atmospharischen Temperatur
Die verwendete Tendenzgleichung der Atmospha¨rentemperatur Tat lautet
gat  dTatdt =  Fsensibel +Qlatent +k Ñ
2T 2at  ~u ÑTat , (1.9)
ha¨ngt also ab von Wa¨rmeaustausch Fsensibel mit der Oberfla¨che, der durch Kondensation von at-
mospha¨rischen Wasserdampf freigesetzten, latenten Wa¨rme Qlatent und den Advektions- und Dif-
fusionstermen der atmospha¨rischen Zirkulation.~u ist der sich saisonal a¨ndernde NCEP Reanalyse
Winddatensatz fu¨r die geopotentielle Ho¨he von 850 hPA. k = 2  10 5m2/s ist die Diffusion-
skonstante und die atmospha¨rische Wa¨rmekapazita¨t gat entspricht der einer fu¨nf Kilometer hohen
Luftsa¨ule.
1.3.5. Tendenz des tiefen Ozeans





goz  go f Foz,sensibel +Foz,korrekt (1.10)
Sie ha¨ngt also vom Wa¨rmeaustausch mit der Oberfla¨che des Ozeans DToz,misch ab, der mit dem
Absinken der Deckschichttiefe einhergeht. Sie ha¨ngt weiter ab von turbulenten Mischprozessen
mit der Deckschicht Foz,sensibel und vom Flusskorrekturterm Foz,korrekt . In der vorliegenden Arbeit
wird bei einigen Experimenten der Ozean ’ausgeschaltet’ wird, um eine schnellere oder andere
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Entwicklung des Klimas zu erreichen. Das heißt aber nur, dass der tiefe Ozean ausgestellt und
damit die Ozeantemperatur fixiert wird. Die variierende Deckschicht, der flache Ozean, wird im-
mer beru¨cksichtigt.
1.3.6. Tendenz des atmospharischen Wasserdampfes
Die spezifische Luftfeuchte q hat folgende Tendenzgleichung
dq
dt
= Dqeva+Dqprez+k Ñ2q ~u Ñq, (1.11)
ha¨ngt somit sowohl von Ausregnung (Niederschlag, Prezipitation) und Verdunstung (Evaporation)
als auch von Diffusion und Advektion ab.
1.4. Ruckkopplungsmechanismen
Ru¨ckkopplungsmechanismen spielen im Klima eine außerordentlich wichtige Rolle. Bei den letz-
ten Kaltzeiten la¨sst sich der Großteil der 6C Abku¨hlung auf Ru¨ckkopplungen zuru¨ckfu¨hren, aus
dem Englischen auch ’Feedback’ genannt. Allerdings ist es schwer, einzelnen Feedbacks einen
fixen Anteil an Erwa¨rmung oder Abku¨hlung zuzuschreiben, da sie meist mit anderen Feedbacks
verkoppelt sind und sich gegenseitig da¨mpfen oder versta¨rken. Hunderte solcher Mechanismen
steuern das Klima und machen eine exakte Klimaberechnung immens kompliziert und fehler-
anfa¨llig.
Abbildung 1.5.: Schemata von a) positivem Eis-Albedo-, b) positiven Wasserdampf- und c) nega-
tiven Ausstrahlungsfeedback (gru¨ner Pfeil bedeutet Erho¨hung oder Versta¨rkung,
roter Pfeil Veringerung oder Abschwa¨chung)
Bei der Untersuchung der Mechanismen gilt es, a) die Feebacks physikalisch zu verstehen, b)
abzuscha¨tzen, wie wichtig die einzelnen Mechanismen absolut und relativ zueinander sind und
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c) ihre Sensitiva¨t na¨her zu erforschen: Sind es lineares oder exponentielle, symmetrisches oder
asymmetrische Mechanismen, gibt es Schwellenwerte, wann springen sie an...? Insbesondere ist
es von grundlegender Bedeutung, ob es sich um positive oder negative Feedbacks handelt, d. h., ob
sie selbstverta¨rkend oder -abschwa¨chend wirken. Im GREB-Modell werden nur Eis-Albedo- und
Wasserdampffeedback genauer untersucht, diese und einige weitere Beispiele werden hier kurz
angesprochen.
Wasserdampf Ruckkopplung
Der positive Wasserdampffeedback (Abb. 1.5b) ist der wichtigeste, zumal er u¨berall dort wirkt,
wo viel Wasserdampf in der Atmospha¨re ist, was in tropischen und subtropischen Regionen der
Fall ist und somit auf dem Großteil der Erde. Er erkla¨rt sich dadurch, dass je ho¨her die Tempera-
tur ist, desto gro¨ßer wird auch der Sa¨ttigungsdampfdruck und somit der potentielle Wassergehalt
der Atmospha¨re. Da Wasserdampf aber das wichtigste und sta¨rkste Treibhausgas ist, wird mehr
Infrarotstrahlung der Erde absorbiert und zuru¨ckemittiert, was eine weitere Erwa¨rmung bewirkt.
Diverse Publikationen bescheinigen ihm, die Erwa¨rmung in 2xCO2-Modellla¨ufen komplexer Kli-
mamodelle alleinig zu verdoppeln und andere Feedbacks enorm zu versta¨rken [Cess et al., 1990;
Hall und Manabe, 1999; Schneider et al., 1999; Held und Soden, 2000].
Eis-Albedo-Ruckkopplung
Eis reflektiert mit seiner hohen Albedo relativ viel solare Einstrahlung und ku¨hlt so die Erde, was
erneut zu mehr Eis fu¨hrt (vgl Abb. 1.5a). Der initiale Prozess wird also weiter angekurbelt, - es
handelt sich um einen positiven Feedback. Zusa¨tzlich geht mit der Vereisung von Wasserfla¨chen
eine Isolation eben jener einher, es findet kein Wa¨rmeaustausch mehr mit der Atmospha¨re statt.
Trotz der normalerweise relativ kleinen betroffenen Fla¨che, - es sind nur die Eisrandgebiete der
Erde, die diesem Feedback unterliegen -, tra¨gt dieser Feedback nicht unwesentlich zur Klimaen-
twicklung bei.
weitere Ruckkopplungen
Ein einfacher negativer, stabilisierender Feeback ist der Ausstrahlungsfeedback (Abb. 1.5c): Ho¨he-
re Oberfla¨chentemperaturen fu¨hren zu mehr Austrahlung und somit zur Abku¨hlung. Der positive
CO2-Feedback erkla¨rt sich durch die abnehmende Lo¨slichkeit von CO2 in Wasser bei ho¨heren
Wassertemperaturen: Steigt die Temperatur des Ozeans, gibt er CO2 an die Atmospha¨re ab, ein
Treibhausgas, das eine weitere Erwa¨rmung erwirkt. Weitere wichtige Feedbacks sind biologische
und diverse Wolken-Feedbacks, die aber im GREB Modell nicht beru¨cksichtigt sind.
1.5. Statistische Methoden
Zur genaueren Untersuchung habe sich diverse statistischen Methode als sehr hilfreich erwiesen.
In diesem Abschnitt werden zuna¨chst grundlegende statistische Methoden und dann Techniken




Die zentralen statistischen Momente dienen dazu, die Wahrscheinlichkeitsdichtefunktion (engl.:
probability density function, abgeku¨rzt: PDF) einer Zufallsvariable X zu charakterisieren. Die
PDF ordnet jedem Punkt x einer Zufallsverteilung X einen Wahrscheinlichkeitswert zu und das




(x m)k fX (x)dx (1.12)
wobei X all seine Werte im Intervall W annimmt und fX (x) die Wahrscheinlichkeitsdichtefunk-
tion ist. Die Beschreibung des Variablenverhalten durch das erste zentrale Moment ist das Mittel
(Erwartungswert):






x fX (x)dx (1.13)








Fu¨r die Beru¨cksichtung der spha¨rischen Fla¨chengewichtung muss bei der Mittelung u¨ber die geo-












Das zweite Moment beschreibt die Varianz, die Streuung der Variablen:
Var(X) = m (2) =
Z
W













und ist ein Maß fu¨r die Breite der Wahrscheinlichkeitsdichtefunktion fX (x). Weitere formbeschrei-
bende Momente, wie Schiefe m (3) und Kortosis m (4), sind in dieser Arbeit nicht von No¨ten.
1.5.2. Normierung
Zum Vergleich zweier verschiedender Variablen X , Y , wie zum Beispiel Einstrahlung und Ober-
fla¨chentemperatur, bei dem es nicht auf die Absolutwerte, sondern auf den qualitativen Verlauf
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1.5.3. Korrelation
Die Korrelation basiert auf der Kovarianz. Letztere ist ein Maß fu¨r das Bestreben zweier Datenrei-
hen, gleichzeitig und qualitativ gleichgerichtet zu variieren, - zu kovariieren. Die Kovarianz zweier
kontinuierlich und zufa¨llig verteilter Variablen X , Y ist gegeben durch





(x mx)  (y my)  fX ,Y (x,y)dxdy (1.20)

















Festzuhalten ist, dass die Kovarianz, wie auch die Korrelation auf Linearita¨t basiert und somit eine
Aussage nur u¨ber lineare Zusammenha¨nge zula¨sst.
1.5.4. Auto- und Kreuzkorrelation
Wurden bei der Korrelation zwei verschiedene Zeitreihen mit einander verglichen, wird nun nur
eine einzige Zeitreihe im Zeitintervall T untersucht und mit sich selbst nach einer Zeitspanne von













Die Autokorrelation von t = 0 ist also 1 und fa¨llt dann mit voranschreitender Zeit ab. Dabei
wird nach Maxima oder Minima der Korellation in Abha¨ngigkeit von t gesucht, um zum Beispiel
Periodische Verhalten zu detektieren. Analog dazu la¨sst sich mit der Kreuzkorrelation berechnen,



















sX sY . (1.27)
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1.5.5. Spektralanalysen
Transformiert man die Autokovarianzfunktion nach Jean Baptiste Joseph Fourier ergibt das fu¨r






Das Spektum einer Zeitserie ordnet jeder Frequenz den entsprechenden Varianzwert zu und gibt
so die Mo¨glichkeit ein zyklisches Verhalten zu detektieren und charakterisieren. Frequenzen und
ihre relativen Varianzamplituden lassen sich finden, was in der statistischen Analyse von u¨beraus
großem Interesse ist.
Darstellung
Die semilogarithmische Darstellung von G(w) w gegen log(w) ist gewa¨hlt, um niedrigere Fre-
quenzen gut aufzulo¨sen und dennoch die Verteilung der Varianz anhand der Fla¨che zwischen
Graph und X-Achse abscha¨tzen zu ko¨nnen. Um auch den Unterschied in schwach variierenden
Frequenzbereichen deutlich zu machen, wird auch Darstellung mit logarithmischen X- und Y-
Achsen gewa¨hlt. Des weiteren finden sich ha¨ufig schwarze, blau und rote Markierungen fu¨r die
Frquenzbereiche der drei Milankovitch Zyklen fu¨r Exzentrizita¨t, Obliquita¨t und Pra¨zession, die im
Kapitel 2 erkla¨rt werden.
1.5.6. Kreuzspektralanalyse






gXY (t)exp( 2pt iw) (1.29)
Da die Kreuzkovarianzfunktion anders als die Autokovarianzfunktion auch unsymmetrisch sein
kann, ist das Kreuzspektrum eine komplexe Funktion, die auf verschiedenen Arten dargestellt
werden kann: Aufgesplittet in Real- und Imagina¨rteil
GXY (w) = LXY (w)+ iYXY (w) (1.30)
liefert der Realteil das Ko-Spektrum, das oft mit den Spektren der urspu¨nglichen Zeitreihen zusam-
men in einem Koordinatensystem abgebildet werden.In Polarkoordinaten umgeschrieben liefert
das Kreuzspektrum ein Amplituden- und ein Phasenspektrum
GXY (w) = AXY (w)exp(iFXY (w)), (1.31)
wobei fu¨r Ersteres gilt:
AXY (w) =
q
LXY (w)2+YXY (w)2 (1.32)
Das Amplitudenspektrum la¨sst sich auch umschreiben in ein Koha¨renzspektrum, das eine dimen-
sionlose Maßzahl fu¨r die quadrierte Korrelation liefert:
kXY (w) =
A2XY (w)
LXX (w) LYY (w) 2 [0,1] (1.33)
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Das Phasenspektrum ist gegeben durch




fu¨r YXY (w) 6= 0 und LXY (w) 6= 0.
Im Normalfall werden also zuna¨chst die Kohera¨nz und Phase betrachtet; das Kospektrum liefert
ho¨chstens den Hinweis, dass es in einem Frequenzband keine Varianz vorhanden und eine weitere
Untersuchung in diesem Band obsolet ist.
1.5.7. Empirische Orthogonal Funktionen
Bislang lag der Fokus der Untersuchungen auf eindimensionalen Zeitserien oder Datensa¨tzen. Nun
sind aber ha¨ufig mehrdimensional oder auch dreidimensional ra¨umlich aufgelo¨st; es handelt sich
um Felder, die untersucht werden mu¨ssen, sodass die einfache Analyse nicht mehr ausreicht. Hier
kommen vor allem Empirische Orthogonalfunktionen (kurz: EOF) zum Tragen. Dazu wird eine
Variable c tx, die an verschieden Orten x = 1,2,3, ..,S und zu verschiedenen Zeiten t = 1,2, ...,T
gemessen oder errechnet wurde, in eine T S-Datenmatrix D geschrieben:
D=
0BBBBB@
c11 c12 c13 : : : c1S
c21 c22 c23 : : : c2S






cT1 cT2 cT3 : : : cTS
1CCCCCA (1.35)
In jeder Spalte von D steht also eine Zeitreihe eines Ortes x, der die ra¨umlichen x-, y- und z-





Es handelt sich dabei um eine SS-Matrix, deren Diagonalelemente die Varianzen der Zeitserien
an jedem Ort x sind, wa¨hrend die anderen Elemente die Kovarianz zweier verschiedener Punkte
darstellen.
Da in einer solchen Matrix sehr viele redundante Daten vorhanden sind, ist es sinnvollD in eine ef-
fizientere Form zu bringen. Die EOF-Analyse reduziert die Daten auf eine repra¨sentative Auswahl,
die auch die meiste Varianz erkla¨rt. Dazu wird die Datenmatrix D in eine Matrix P mit einer An-
zahl an Mustern pi zerlegt, die jedes fu¨r sich eine Zeitserieyi in der ZeitserienmatrixY zugeordnet
bekommt:
D(T S) = Y(T N)P(NS) (1.37)
Die Varianz, die von einem Muster + Zeitserien-Pa¨rchen erkla¨rt wird, la¨sst sich als Eigenwert-
problem mit
li = (fiD)0(fiD) (1.38)
bestimmen und somit la¨sst sich die Datenmatrix D auch umschreiben in
D(T S) = Y(T N) L(NN) P(NS), (1.39)
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also aufteilen in Zeitserien, Amplituden und Muster, wobei die Amplitudenmatrix eine Diagonal-
matrix ist mit den Elementen
p
li. Durch einfache Linearkombination der Moden (eine Mode =








Es gibt eine Vielzahl Methoden, die Muster zu bestimmen. Die Hauptkomponentenanalyse (en-
gl.: ’Principle Component Analysis’, PCA) bietet zum Einen zueinander orthogonale Muster und
unkorrelierte Zeitserien, zum Anderen die Sortierung der Muster nach dem Betrag der erkla¨rten
Varianz, so dass die fu¨hrenden Moden meist schon stellvertretend fu¨r den gesamten Datensatz
untersucht werden ko¨nnen. Wird das erste und meist erkla¨rende Muster vom Datensatz abgezo-
gen, folgt als na¨chstes Muster dann das mit der zweitmeist erkla¨renden Varianz und so fort. Zur
wissenschaftlichen Nomenklatur: Die PC, als Abku¨rzung fu¨r ’Principle Component’, zu deutsch
’Hauptkomponente’ bezeichnet die Zeitserie, die EOF (Empirische Orthogonal Funktion) bezeich-
net das Muster und der Eigenwert wird auch Amplitude oder erkla¨rte Varianz genannt.
Eektive Anzahl der Freiheitsgrade





die sogenannte effektive spatiale Anzahl der Freiheitsgrade Nspatial eines Systems ausrechnen, d.
h., die Anzahl der Moden bestimmen mit dem das System ausreichend gut charakterisiert ist.
Darstellung
Dargestellt werden bei EOF-Analysen im Allgemeinen die fu¨hrenden Muster, meist mit Angabe,
wieviel Varianz sie erkla¨ren, und die zugeho¨rigen Zeitserien, wenn es sich um mehr als ein Haupt-
muster handelt auch die U¨bersicht u¨ber die ersten Muster und ihre Varianzamplituden sowie die
effektive Anzahl an Freiheitsgraden. Die PC-Zeitserien sind normiert und haben die Einheit Stan-
dardabweichungen.
1.5.8. Autoregressive Prozesse
Physikalische Systeme ko¨nnen ha¨ufig mit autoregressiven Prozessen p-ter Ordnung (AR (p)), an-








In dieser Arbeit dient ein AR(1)-Prozess um ein tieffrequentes, daher rotes Rauschen zu erzeugen.
Der Antrieb z(t) wird dabei unter Verwendung von Zufallszahlen berechnet, und ist somit weißes
Rauschen. Diskretisiert la¨sst sich die AR(1)-Gleichung auch schreiben als









2. Solarer Antrieb, Milankovitch-Zyklen
Eine Schwalbe macht noch keinen Sommer. A¨sop, 6. Jh. v. Chr.
Als Modellantrieb dient die quarta¨re Variation der solaren Einstrahlung an der oberen Erdatmo-
spha¨rengrenze, die sich praktisch alleinig durch die astronomischen Milankovitch-Zyklen charak-
terisieren la¨sst. Es gibt drei Zyklen:
Die Exzentrizita¨t beschreibt die Abweichung der Erdbahn um die Sonne von einem Kreis. Eine ho-
he Exzentrizita¨t bedeutet eine elliptische Erdbahn. Dass die Erde nach dem Keplerschen Gesetzen
nicht sta¨ndig die gleiche Ellipse beschreibt, liegt an den Gravitationskra¨ften der anderen Planeten,
insbesondere von Saturn und Jupiter, aber auch von der leichteren, aber zeitweise na¨heren Venus
[Muller et al., 2000]. Die Folge ist eine im Jahresverlauf mehr oder weniger stark variierende Ent-
fernung der Erde zur Sonne und damit eine mehr oder weniger starke, solare Einstrahlungvariation
zwischen 23% und 2% [Muller et al., 2000].
Die Obliquita¨t ist die Neigung der Erdachse zur Erdbahn und variiert zwischen 22.1 und 24.5
Grad. Sie bestimmt Sta¨rke der Sasonalita¨t und Lage der Wendekreise.
Die Pra¨zession beschreibt als dritter Zyklus meist die axiale Pra¨zession, die ein Kreiseln der Er-
dachse auf ihrer Bahn relativ zu den Fixsternen beschreibt. Sie ist schon seit 120 v. Chr. bekan-
nt: Der griechische Astronom Hipparchus misst Abweichungen der Lage der Fixsterne Regulus
und Spica zu fru¨herern babylonischen Daten [Irby-Massie, Keyser, 2002]. Begru¨ndet liegt diese
A¨nderung in einem Drehmoment, das das Zusammenspiel der Gravitationskra¨ften von Sonne und
Mond auf die Erde ausu¨ben.
NachMilankovitch [1930] und auch schon fru¨her nach Ko¨ppen und Wegener [1924] kommt es im-
mer dann zu Kaltzeiten, wenn die Sommer der hohen Breiten besonders kalt ausfallen. Ku¨hle Som-
mer sind demnach wichtig, wie auch milde Winter: Nach Untersuchungen von Geiger [1944] fa¨llt
der maximale Niederschlag in Nordeuropa in den Monaten November bis April bei einem Tem-
peraturwert von +4C. Die ku¨hlen Sommer ermo¨glichen das Anwachsen einer Schneedecke zum
Eispanzer und die erho¨hte Albedo versta¨rkt die Abku¨hlung. Diese Ru¨ckkopplung wurde schon
von Croll 1876 schriftlich festgehalten [Imbrie, Imbrie, 1976]. Croll vermutete aber zuna¨chst ana-
log zur Einstrahlung alternierende Kaltzeiten auf Nord- und Su¨dhemispha¨re. Milankovitch aber
erkla¨rt die Simultanita¨t der Kaltzeiten durch die Dominanz der nordhemispha¨rischen Insolation
u¨ber Land. Anzumerken bleibt, das sich nur die saisonalen und ra¨umlichen, also zonalen Ein-
strahlungen durch die Milankovitch-Zyklen a¨ndern. Im Mittel bleibt der Betrag der Einstrahlung
aber konstant. Eine U¨bersicht u¨ber die Forschung bieten Imbrie und Imbrie, 1976], Imbrie [1982]
und Paillard [2001]
Auf Grund einiger Ungenauigkeiten in den Theorien Milankovitchs ist eine rege Diskussion im
Gange, inwiefern die Theorien auszubauen, zu widerlegen oder zu ersetzen sind: Ruddiman, Mcin-
tyrer [1981] diskutiert eine Versta¨rkung des 23 ka Zyklus durch ozeanische Prozesse, Ridgwell
19
20 SOLARER ANTRIEB, MILANKOVITCH-ZYKLEN
et al. [1999] untersucht die Milankovitch Theorie zur Erkla¨rung der 100 ka Zyklen, wie auch
Wunsch [2004], der die statistische Aussagekraft bei nur sieben Kaltzeitzyklen u¨berpru¨ft. Roe
[2006] verteidigt die Milankovitch Theorie und Muller, MacDonald [1997] stellt die astronomis-
che Alternative der orbitalen Inklination auf. In dieser Arbeit wird aber weiter von der Richtigkeit
der Milankovitch Theorie ausgegangen.
Der Berechnung der Insolation liegen die Orbitalparameter von Berger [1978] und Berger, Loutre
[1991] und das Berechnungsprogramm ’daily insolation.m’ [Huybers, Eisenman, 2006] zu Grunde.
Es liefert die Tagesdurchschnittinsolation jedes Breitengrades der letzten 3000 Jahrtausende, d. h.
von 3 Millionen Jahren bis heute in Jahrtausend-Zeitschritten (Abku¨rzung fu¨r Million Jahre im
Folgenden: Ma). Zur Anschauung ist in Abb. 2.1a die heutige, in Abb. 2.1b die u¨ber die letzten
drei Ma gemittelte Einstrahlung und in Abb. 2.1c die Differenz beider dargestellt, die Einheit ist
Watt pro Quadratmeter. Zu erkennen ist in Abb. 2.1a und b die winterlich polar verschwindene
Einstrahlung in Blau und die sommerlich maximale in Rot. In dieser Arbeit wird ha¨ufig auf diese
Darstellung Latitude gegen Monat verwendet. Der Unterschied wird erst durch Substraktion deut-
lich: Abb. 2.1c zeigt heute in der Su¨dhemispha¨re sta¨rkere Einstrahlungswerte in Dezember und
Januar und verringerte in August bis Oktober, der Nordpol hingegen kriegt im September mehr
und in Juni und Juli weniger Einstrahlung ab als im Mittel der letzten drei Millionen Jahre.













































Abbildung 2.1.: Einstrahlungen a) im Pala¨ontologischen Mittel (PM) der letzten 3 Ma, b) heute,
c) beider Differenz, Einheit istW/m2
In Abb 2.2a ist blau der zeitliche Verlauf der global und ja¨hrlich gemittelten Einstrahlung zu se-
hen, die durchgezogene gru¨ne Linie zeigt den gemittelten, die gestrichelte den heutigen Wert.
Offensichtlich ist zumindest ab 2500 ka BP eine Periodizita¨t von circa 100 ka. Die U¨berlagerung
einer 400 ka Schwingung ist sichtbar, insgesamt sind die Variationen mit einer Amplitude von
weniger als 0.3W/m2 sehr schwach. Die Asymmetrie der Abweichungen vom Mittel liegt in
der Fla¨chengewichtung begru¨ndet. Bemerkenswert ist, dass der heutige Wert klar niedriger als
das Mittel und sogar fast minimal ist, das Holoza¨n inter- oder auch postglazial aber noch immer
anha¨lt (vgl. Abb. 1.1) und sich somit der intuitive Zusammenhang zwischen derart gemittelter Ein-
strahlung und Temperaturverlauf als fa¨lschlich erweist.
Abb. 2.2b zeigt die zonale Einstrahlung von 65N im Sommer. Diese Kurve wird ha¨ufig herange-
zogen, weil sie eine relativ hohe Korrelation mit der Temperaturverlaufskurve (im Folgenden
Vostok Kurve) aufweist. Diese Insolation bedingt die Entstehung von Eisschilden auf der Nord-
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Abbildung 2.2.: Einstrahlungen a) im globalen Jahresmittel fu¨r die letzten 3 Ma, b) Mittsommer-
einstrahlung (Mitte Juni) bei 65N, mittlere und heutige Werte in Gru¨n gezeichnet
hemispha¨re und hat durch die Eis-Albedo Ru¨ckkopplung (spa¨ter erla¨utert) erheblichen Einfluss
auf die Vostokkurve. Hier steht nun eine 20 ka Periodizita¨t im Vordergrund, u¨berlagert auch von
400 und 100 ka Perioden. Die Amplitude ist hier mit bis zu 70W/m2 viel sta¨rker und bezu¨glich
des heutigen Wertes la¨sst sich wieder festhalten, dass dieser klar unter dem Mittel liegt.
Diese Abbildungen weisen schon auf die Existenz der Milankovitch Zyklen und der zonalen und
saisonalen Relevanz ihrer Wirkung hin, auf die im Folgenden na¨her eingegangen wird.
2.1. Exzentrizitat
Abbildung 2.3.: Schematische Darstellung der Exzentrizita¨t [Zachos et al., 2001]
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Die Exzentrizita¨t beschreibt die Form der Umlaufbahn der Erde um die Sonne (Abb. 2.3). Bei
verschwindender Exzentrizita¨t beschreibt die Erde eine Kreisbahn, bei Werten zwischen 0 und 1
eine elliptische, bei Werten gro¨ßer eins eine hyperbolische Bahn. Der Wert schwankt zwischen
0 und 0.06 und liegt heute bei 0.017. Da die Ursache fu¨r die Schwankung in der Gravitation der
anderen Planeten liegt, die mal mehr und mal weniger Einfluss auf die Erdbahn haben, la¨sst sich
das Auftreten nicht exakt mit einer Periode, sondern eher mit einem Frquenzbereich beschreiben:
So kann man zusammenfassend sagen, dass alle auf die Exzentrizita¨t wirkenden Mechanismen
entweder Perioden um 400 ka haben oder zwischen 95 und 135 ka und sich zu einer Periode
von ca. 100 ka vereinen. Anzumerken ist noch, dass bei einer gegebenen Exzentrizita¨t das zweite
Keplersche Gesetz angewandt werden kann, das besagt, dass die Erde ferner der Sonne langsamer
ist als nahe der Sonne. Dieser Effekt macht derzeit das astronomische Herbst-Winter-Halbjahr der
Nordhemispha¨re um circa sieben Tage ku¨rzer als das Fru¨hlings-Sommer-Halbjahr.
Um die alleinigen Auswirkungen der Exzentrizita¨t auf die solare Einstrahlung genauer zu unter-
suchen, wird zuna¨chst eine Einstrahlungszeitreihe errechnet, in der die Erdachsenneigung auf null
gesetzt und die Pra¨zession bei heutigen Stand angehalten wird. Die Variationen dieser Zeitserie
sind folglich nur auf die A¨nderung der Exzentrizita¨t zuru¨ckzufu¨hren. Durch eine anschließende
EOF-Analyse dieser Zeitreihe lassen sich die ha¨ufigsten Einstrahlungsvariationsmuster bestim-
men (Abb. 2.4). In Abb. 2.4a ist das erste EOF-Muster abgebildet. Es erkla¨rt knapp 100 % Vari-
























































Abbildung 2.4.: EOF-Analyse fu¨r die exzentrizita¨tsbedingten Einstrahlungsa¨nderungen: a) EOF1,
b) PC1-Zeitserie und absolute Exzentrizita¨t (rechte Y-Achse), c) PC1-Spektrum
mit Milankovitch-Zyklen
anz und ist somit das einzig relavante. Es zeigt am A¨quator starke, entgegengesetzte Amplituden
zwischen Dezember und Februar und zwischen Juni und August. Zum Pol hin nimmt die Varia-
tion ab. Da die Pra¨zession der A¨quinoktien, der Tagnachtgleichen, (Abschnitt 2.3) auf heutigem
Stand angehalten wurde, findet sich auch die Nulllinie in Ma¨rz Oktober wieder. Die fehlende Er-
dachsenneigung resultiert in einer u¨ber das Jahr konstanten Einstrahlung, die nun durch die Exzen-
trizita¨t eine neue Art von Saisonalita¨t erha¨lt. Diese neue, exzentrische Saisonalita¨t gilt fu¨r beide
Hemispha¨ren simultan, d. h., Nord- und Su¨dhemispha¨re haben gleichzeitg Sommer oder Win-
ter. Dreht sich das Vorzeichen der Zeitserie (blau in Abb.2.4b) wechselt auch die Saisonalita¨t ihr
Vorzeichen, Sommer wird zum Winter und andersherum. In Abb.2.4b ist zusa¨tzlich noch schwarz
gestrichelt die absolute Exzentrizita¨t (rechten Y-Achse) gezeigt, die im Kurvenverhalten mit der
Zeitserie u¨bereinstimmt.
Das Spektrum der ersten PC-Zeitserie (Abb. 2.4c) peakt, wie zu erwarten bei den Perioden von
ungefa¨hr 400 und 100 ka.
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Festzuhalten ist, dass der Exzentrizita¨tszyklus der einzige ist, der sich direkt auf die totale Ein-
strahlungsmenge auswirkt, da bei ho¨heren Werten der mittlere Abstand zwischen Sonne und
Erde variiert. Quantitativ ist die Wirkung aber zu vernachla¨ssigen. Auswirkungen hat sie aber
in Verbindung mit der Pra¨zession (Abschnitt 2.3).
2.2. Obliquitat
Auch als Schiefe der Ekliptik bekannt, bezeichnet die Obliquita¨t die Neigung der Erdachse zur
Abbildung 2.5.: Schematische Darstellung der Obliquita¨t [Zachos et al., 2001]
Ebene der Erdbahn um die Sonne (Abb. 2.5). Sie variiert zwischen 21550 und 24180 mit ein-
er Periode von circa 41 ka und liegt heute bei 23.4. Die Obliquita¨t verursacht bekannter Weise
entgegengesetzte Sommer und Winter auf beiden Hemispha¨ren. Im Extremfall von 90 wu¨rde im































































































Abbildung 2.6.: EOF-Analyse fu¨r die obliquita¨tsbedingten Einstrahlungsa¨nderungen: a) EOF1, b)
+ d) Obliquita¨t und PC1, c) PC1-Spektrum
Nordsommer nur die NH von der Sonne beschienen und die Saisonalita¨t wa¨re maximal, im an-
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deren Extremfall, bei einer verschwindenden Erdachsenneigung wa¨re die Saisonalita¨t minimal.
Aus einer Untersuchung analog zur obigen, mit fixierter Pra¨zession und verschwindender Exzen-
trizita¨t, folgt ebenfalls nur ein einziges Variationsmuster (Abb. 2.6a), das ausschließlich durch die
Obliquita¨t verursacht wird. Es zeigt alternierende, quadropolare Struktur: Wird der Sommer der
Nordhemispa¨re mehr bestrahlt, so erha¨lt der su¨dhemispha¨rische Winter weniger Einstrahlung. Die
PC1-Zeitserie dieses Musters liegt wieder unter der absoluten Kurve (vgl. Abb. 2.6b). Das qua-
dropolare Muster ha¨ngt in seiner jahreszeitlichen Lage abermals von der Longitude des Perihels
ab und stellt nichts anderes als eingangs Erla¨utertes dar: Eine Versta¨rkung bzw. Abschwa¨chung
der bekannten Saisonalita¨t, die auf beiden Hemispha¨ren entgegengesetzt ist. Im Spektrum (Abb.
2.6c), bzw. in der Zeitserie (Abb. 2.6b und d) offenbart sich, neben dem schon erwarteten Fre-
quenzbereich von ca. 41 ka, eine u¨berlagernde Modulation mit einer Periode von circa einer Mil-
lionen Jahren, die hier aber nicht weiter untersucht wird.
2.3. Prazession
Die Pra¨zession als der dritte Zyklus ist auch der komplexeste: Er setzt sich aus der axialen und
Abbildung 2.7.: Schematische Darstellung der Pra¨zession [Zachos et al., 2001]
orbitalen Pra¨zession zusammen:
Die axiale Pra¨zession ist vergleichbar mit der Pra¨zession eines Kreisels der neben seiner Eigenro-
tation auch um seinen Standpunkt kreiselt, nur muss man sich diesen Standpunkt der Erde gleich-
sam in den Erdmittelpunkt denken (vgl. Abb. 2.7), sodass die Verla¨ngerungen der Erdachse entge-
gengesetzte Kreise beschreiben. Zur Folge hat das unter anderem, dass der Nordstern nicht sta¨ndig
u¨ber dem Nordpol stand und stehen wird.
Die orbitale Pra¨zession bezeichnet die Bewegung der Umlaufbahn der Erde um die Sonne, die
sich in Ansa¨tzen a¨hnlich einem Hula Hoop Reifens verha¨lt und so den sonnenna¨chsten Punkt der
Erdbahn (Perihel) im Raum verschiebt.
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In Kombination spricht man von der Pra¨zession der Equinoktien, die mit Perioden zwischen 19
und 23 ka, im Mittel bei 21 ka auftritt. Sie wird mit der Longitude des Perihels umschrieben.
Die Darstellung ist ein wenig komplexer, da die Pra¨zession der Equinoktien, zum einen von der
Obliquita¨t, zum anderen von der Exzentrizita¨t abha¨ngt: Verschwindet die Obliquita¨t, gibt es keine
axiale Pra¨zession, verschwindet die Exzentrizita¨t, keine orbitale Pra¨zession. Man kann sich mit
dem Pra¨zessionsindex
PI = e  sin(w) (2.1)
behelfen, dem Produkt aus Exzentrizita¨t e und Sinus der La¨nge des Perihels w , da die axiale
Pra¨zessionsvariation vergleichsweise vernachla¨ssigbar ist. PI setzt sich also aus der sinusoidalen
Pra¨zessionskurve und derer der Exzentrizita¨t zusammen, schwankt zwischen 0.05 mit einer Pe-
riode von rund 21 ka und ergibt die schwarz gestrichelte Kurve in Abb. 2.8d und e, in der sowohl
die 21 ka als auch die u¨berlagernden 100 und 400 ka Perioden deutlich zuerkennen sind. Eine
EOF Analyse liefert hier zwei Hauptvariationsmuster (Abb. 2.8a und b), die von der Exzentrizita¨t
schon bekannt sind. Ihre verschobene Lage im Jahr und die phasenverschobenen PC1- und PC2-
Zeitserien (blau und gru¨n in Abb.2.8d und e) deuten ein zyklisches Verhalten mit einer Periode von
ca. 21 ka an, wie aus dem Spektrum, Abb.2.8f entnommen werden kann. Bei na¨herer Betrachtung
zeigt sich dementsprechend eine Verlagerung der ’exzentrische Saisonalita¨t’ nach hinten in der
Jahreszeit, wie sie in Abb. 2.9 dargestellt. Dort abgbildet ist die absolute Einstrahlung, die bei ei-
ner verschwindenden Achsenneigung die Erde treffen wu¨rde. In einem Zeitschritt von 2 ka ist ein
Zyklus von 22 ka BP bis heute, also der letzte Zyklus dieser Wanderung des exzentrita¨tsbedingten,
globalen Sommers gezeigt. Der globale Sommer kann in der roten Ellipse gesehen werden, die sich
auf Grund der laufenden Pra¨zession, d. h. der Verschiebung der A¨quinoktien, langsam nach hinten
im Jahr verlagert. Zu Beginn, bei 22 ka BP befindet sie sich zwischen November und Februar, 10
ka BP ist sie zwischen Juni und Oktober und heute liegt sie wieder zwischen November und Febru-
ar. Der Kombination aus Pra¨zession und Exzentrizita¨t ist es also zu verdanken, dass wir auf der
Nordhemispha¨re derzeit leicht wa¨rmereWinter und ku¨hlere Sommer haben. Der Periheldurchgang
ist zur Zeit am 3. Januar.
2.4. Resultierende Insolation
Aus den erkla¨rten Milankovitch-Zyklen wird nun nach Berger [1978] eine resultierende Ein-
strahlung berechnet. Zur Untersuchung der resultierenden Vera¨nderung in der solaren Einstrahlung
ergibt eine EOF-Analyse drei Hauptmuster (Abb. 2.10a - c) mit regionalen unterschiedlich stark
agierenden Zonen und Phasen. Obwohl es im Allgemeinen gewagt ist, EOF-Mustern physikalische
Moden zuzuweisen, da diese ja per definitionem orthogonal zueinander sein mu¨ssen, la¨sst sich
konstatieren, dass das dritte Muster dem der Obliquita¨t entspricht. Auch seine PC3-Zeitserie hat
einen ausgepra¨gten Periodizita¨t bei 41 ka (magenta in Abb. 2.10e und f), sodass davon ausgegan-
gen werden kann, dass die dritte Mode die Obliquita¨t widergibt, aber nur rund 2.5 % zur gesamten
Strahlungsvarianz beitra¨gt und der Obliquita¨t somit eine untergeordnete Rolle zuspricht. Die er-
sten beiden Muster hingegen scheinen dann eine Kombination aus Exzentrizita¨t und Pra¨zession zu
sein, die sich von Abb.2.8a und b auf Grund der Schiefstellung der Erde stark unterscheidet. Die
phasenverschobenen Zeitserien PC 1 und PC 2 weisen abermals auf ein zyklisches Verhalten hin.
Der letzte Zyklus von 22 ka BP bis heute ist in Abb. 2.11 dargestellt und zeigt die sehr komplexe
Verlagerung von Fla¨chen ho¨herer und niedrigerer Einstrahlung im Jahr nach hinten.
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b) 2. EOF (49.8117% erkl. Var.)






























d) PR−Index (schwarz) vs PC1 (blau) und PC2 (gruen)
Zeit [ka BP]
















































Abbildung 2.8.: EOF-Analyse fu¨r Einstrahlungsa¨nderung alleinig durch die Kombination Exzen-
trizita¨t, Pra¨zession
Mittelungseekte
Weiter von Interesse ist die hemispha¨risch oder saisonal gemittelte Einstrahlung. Zuna¨chst weist
das Spektrum der ungemittelten Einstrahlung nur Obliquita¨ts- und Pra¨zessionspeaks bei 41 und
21 ka auf (blaue Kurve in Abb. 2.12a). Obgleich die Exzentrizita¨t die einzige ist, die den Be-
trag der Gesamteinstrahlung a¨ndert, schla¨gt sie nicht zu Buche. Warum dennoch die vergangenen
Eiszeiten mit einer Periode von circa 100 ka auftraten, ist eine breit diskutierte Fragestellung der
Wissenschaftsgemeinde [Ruddiman et al., 1986 und 1988;Ghil, 1994;Gildor, Tzipperman, 2000] .
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Abbildung 2.9.: Pra¨zessionszyklus der Einstrahlung der vergangenen 22 ka inW/m2
Erfolgt eine globale Mittelung, gru¨ne Kurve in Abb. 2.12a und c, fa¨llt die Obliquita¨tsperiodizita¨t
weg, d. h., dass der Einstrahlungseffekt auf Nord- und Su¨dhemispha¨re entgegengesetzt und damit
konsistent ist zu obiger EOF-Analyse. Man ko¨nnte abschließend festhalten, dass die Obliquita¨t
vor allem regionale, hemispa¨rische Auswirkungen auf die Einstrahlungen hat.
Erfolgt eine Jahresmittelung, rote Kurve in Abb. 2.12a und b, fallen die Pra¨zessionspeaks weg,
was wiederum bedeutet, dass der Einstrahlungseffekt auf Sommer und Winter entgegengesetzt ist.
Festzuhalten hier wa¨re also, dass sich die Pra¨zession mehr saisonal auf die Einstrahlung auswirkt.
Relativ zur globalen Mittelung wird durch die Jahresmittelung sehr viel mehr Varianz ’weggemit-
telt’, sodass die Schwankungen jetzt durch die Mittelung um ungefa¨hr zwei Gro¨ßenordnungen
kleiner sind. Extremer noch ist diese Auswirkung auf die Varianz bei einer globalen Jahresmit-
telung: Hier ist die Varianz um fu¨nf Gro¨ßenordnungen kleiner als bei der ungemittelten Ein-
strahlung. Der Peak ist jetzt ausschließlich bei 100 ka zu finden, bei der Exzentrizita¨tsperiode,
entsprechend der Annahme, dass dieser Milankovitch-Zyklus der einzige ist, der sich auf den Be-
trag auswirkt, - wenn auch nur minimal.
Die drei erla¨uterten Milankovitch Zyklen resultieren also in einer sich betraglich (Exzentrizita¨t)
und regional(Obliquita¨t, Pra¨zession) a¨ndernden solaren Einstrahlung, die sich wiederum auch
zeitlich und o¨rtlich unterschiedlich auf die Erdtemperatur auswirken, vor allem bedingt durch
die Land-See-Verteilung. In Abb. 2.13 ist die zonal gemittelte Landanteil jeden Breitengrades
dargestellt. Deutlich erkennbar ist die Antarktis su¨dlich von 80, der antarktische Zirkumpo-
larstrom und der Peak bei ca. 65N. Der Landanteil betra¨gt hier 82% und da auf Landfla¨chen
der gefallene Schnee bei vielen kalten Sommern nicht aufgeschmolzen wird, sondern sich zu
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b) 2. EOF (44.082% erkl. Var.)






c) 3. EOF (2.5076% erkl. Var.)




















































Abbildung 2.10.: EOF-Analyse fu¨r die resultierende Gesamteinstrahlungsvariation, in f) sind die
gestrichelten Perioden die Milankovitch-Zyklen: Schwarz Exzentrizita¨t, blau
Obliquita¨t und rot Pra¨zession. Das Spektrum der ersten und zweiten PC-Zeitserie
ist gleich und blau eingezeichnet.
einem tra¨gen Eispanzer akkumuliert, gilt nach Milankovitch 1930] die Einstrahlung bei 65N als
Schlu¨sselrolle in der Determination von Kaltzeiten. Im verwendeten GREB-Modell ist allerdings
kein Eisschildmodell enthalten und somit auch diese Art von Sensitivita¨t und Ru¨ckkopplungseffekt
zuna¨chst nicht zuerwarten.
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Abbildung 2.11.: Einstrahlungsanomalien von 22 ka BP bis heute, Einheit istW/m2
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Abbildung 2.12.: Spektra verschiedenartig gemittelter Einstrahlungen: a) nicht (blau), b) jahres-
(rot), c) global (gru¨n) und d) global jahresgemittelt (magenta)










Abbildung 2.13.: Landanteil in Prozent: Deutlich erkennbar: Antarktis, antarktische Zirkumpolar-
strom und Peak bei 65N
3. Experimente
Die grote Tragodie in der Wissenschaft uberhaupt ist der Tod einer
wunderschonen Hypothese durch die Hand einer hasslichen Tatsache.
Thomas Henry Huxley, 19. Jh.
Wie reagiert das Modell auf Einstrahlungsvera¨nderungen? Dieser zentralen Fragestellung wird
nun zu Leibe geru¨ckt. Dazu werden eine Vielzahl von Experimenten unterschiedlichster Antriebe
(engl.: ’forcing’, daher abgeku¨rzt: FRC) und unter unterschiedlich modellierten Rahmenbedin-
gungen durchgefu¨hrt.
Zuna¨chst werden pala¨ontologisch konstante Einstrahlungsmuster genutzt: Ab einem Startzeit-
punkt wird die heutige durch eine andere Einstrahlung ersetzt. Diese kann einen Jahresgang und
zonale Unterschiede aufweisen, ist aber jedes Jahr diegleiche und wird daher im Folgenden auch
als stationa¨res Forcing bezeichnet. Es werden ku¨nstlich erzeugte, stationa¨re Forcings, wie die
pala¨ontologisch gemittelte Einstrahlung oder die ku¨nstliche A¨nderungen der Solarkonstante unter-
sucht, um aufzuzeigen, was fu¨r ein pala¨ontologisch mittleres Klima modelliert wird und wie sich
die Reaktion des Klimas mit sinkender Solarkonstante verha¨lt: Gibt es vielleicht Schwellen- oder
Maximalwerte fu¨r Abku¨hlung oder Erwa¨rmung? Bei den untersuchten realen Antriebsmustern von
20, 232 und 376 ka BP stellt sich die Frage, ob diese Einstrahlungen Eiszeiten nachsichziehen und
wenn ja, wie die aussehen. Um 20 ka BP gab es das letzte glaziale Maximum, 376 ka BP gab es
die schwa¨chste Gesamteinstrahlung und 232 die schwa¨chste Sommereinstrahlung bei 65N.
Transiente Forcings unterscheiden sich von den stationa¨ren dahingehend, dass sie sich mit den
Jahrtausenden a¨ndern. Untersucht werden zuna¨chst sinusoidale A¨nderungen der Solarkonstante,
um zu sehen ob das Modell symmetrisch mit einer Sinusschwingung reagiert. Dann werden ver-
schiedene, chaotische Einstrahlungsmuster entworfen und als Antrieb verwendet: Sieht die Reak-
tion a¨hnlich chaotisch aus, gibt es etwas wie Resonanzfrequenzen des Modells. Als Letztes wird
das Modell mit der realen Einstrahlungszeitreihe angetrieben, um Kalt- und Warmzeiten zu mod-
ellieren und sie mit den Vostok-Datensa¨tzen zu vergleichen.
Um die Abha¨ngigkeit mancher Ergebnisse von einzelnen Feedbacks zu testen, wurde in eini-
gen La¨ufen auf manche Feedbacks verzichtet. Ein Lauf, in dem alle verfu¨gbaren und eingangs
erla¨uterten Feedbacks und Prozesse beru¨cksichtigt sind, wird im Folgenden als Standardlauf be-
zeichnet. Andere, in denen einzelne Prozesse ausgeschaltet werden, sind gesondert bezeichnet.
3.1. Experimentelle Methoden
Fu¨r alle Experimente werden zuna¨chst relativ kurze Kontrollla¨ufe (engl.: ’control run’, CTL) des
heutigen Klimas von meist fu¨nf Jahren berechnet, um die numerische Stabilita¨t des Modells zu
testen und ein dem heutigen a¨hnliches Bezugsklima zu haben. Dabei bleibt festzuhalten, dass sich
beim Ein- und Ausschalten von Prozessen das Kontrollklima nicht a¨ndert, weil die Flußkorrektur
eben genau das verhindert und stets das heutige Klima als Kontrollklima erzwingt. Es werden
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Szenarien (engl.: ’scenario’, SCN) mit stationa¨ren oder transienten Forcings erstellt, die sich außer
in Antrieb oder Rahmenbedingungen nicht vomKontrolllauf unterscheiden. In dieser Arbeit ist der
Antrieb meist gegeben durch eine gea¨nderte oder variierende Einstrahlung, die dann mit Start des
Szenariolaufes einsetzt.
Stationare Szenarien
Stationa¨re Szenarien sind solche, bei denen ab dem Zeitpunkt t = 0 ein anderer Antrieb das Aus-
gangsklima steuert, wie zum Beispiel eine um konstant 5W/m2 verminderte solare Einstrahlung.
Im Normalfall wird sich das Klima auf Grund der Topographie und von anderen regional unter-
schiedlichen Variablen und Konstanten regional unterschiedlich stark abku¨hlen. Dieser Abku¨h-
lungsprozess findet in der Regel asymptotisch sein Gleichgewicht je nach Experiment nach bis
zu 1000 Modelljahren. Das Klima hat sich dann auf die A¨nderung eingestellt und wegen der
fehlenden, internen Variabilita¨t bleibt das Klima auch auf dem Niveau. Wenn nun die Reaktion
des Klimas auf den Antrieb von Interesse ist, wird der sogenannte Response (engl. fu¨r Antwort,
abgeku¨rzt: RSP) durch Subtraktion der Ergebnisse von Kontroll- und Szenariolauf errechnet.
RSP= SCN CTL (3.1)
Es kann aber auch die Entwicklung des Klimas, der Weg zum Gleichgewicht von Interesse sein.
Dann ist die direkte Betrachtung des Szenariolaufes sinnvoller.
Als Anschauungsbeispiel wird das  5W/m2-Experiment mit acht verschiedenen 1000 Jahre-
La¨ufen durchgefu¨hrt, die in Tabelle 3.1 aufgeschlu¨sselt sind. Der erste Lauf wird, wie eingangs
Laufnr. Tiefer Ozean Eis-Albedo Wasserdampf
1 X X X
2 X - X
3 X X -
4 X - -
5 - X X
6 - - X
7 - X -
8 - - -
Tabelle 3.1.: Typisches Experiment mit 8 Szenarien und ihre beru¨cksichtigten Prozesse und
Feedbacks
schon erwa¨hnt, auch als Standardlauf bezeichnet. Die Kontrollla¨ufe der Experimente unterschei-
den sich erst in der sechsten Nachkommastelle und somit nur auf numerischer Ebene, sind dem-
nach stabil. Das Kontrollklima ist, wie oben schon diskutiert, auf Grund der Flusskorrektur das
vorgegebene, heutige Klimamit den in der Tabelle 3.2 aufgefu¨hrtenMittelwerten.Weitere Randbe-
dingungen sind in Abb. 1.3 dargestellt. Das globale Jahresmittel wird im Folgenden auch als totales
Mittel bezeichnet und mit ’TM’ abgeku¨rzt.
In Abb. 3.1 a und b sind die Responseentwicklungen aller fu¨nf Variablen To f , Tat , Toz, q und
a im globalen Jahresmittel dargestellt. In den Untersuchungen wird meist nur To f als wichtig-
ste stellvertretend fu¨r die anderen Variablen untersucht. In Abb. 3.2a-d sind die verschiedenen
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To f Tat Toz q a
13.81 C 15.98 C 12.77 C 8.9g/kg 47.35%
Tabelle 3.2.: Kontrolllaufausgangswerte im globalen Jahresmittel (abgeku¨rzt: TM): Oberfla¨chen-,
Atmospha¨ren- und Ozeantemperatur To f , Tat , Toz sowie von spezifischer Feuchte q
und Albedo a














a) Atmosphaeren− (zyan), Oberflaechen− (grÃ¼n) und Ozeantemperatur (blau)























Abbildung 3.1.: Response-Entwicklungen der fu¨nf Basisvariablen To f , Tat , Toz (in a), q und a (in
b) im globalen Jahresmittel
RSP-Muster der Ozeanla¨ufe 1-4 einzusehen, in Abb. 3.3 die entsprechenden zeitliche Entwicklun-
gen der global- und jahresgemittelten Oberfla¨chentemperaturen. Durchgezogene Kurven beru¨ck-
sichtigen dabei den tiefen Ozean, gestrichelte nicht. Im Vergleich von Standard- zu Kein-Ozean-
La¨ufen ist sichtbar, dass im Allgemeinen der tiefe Ozean eine Verzo¨gerung hervorruft, also durch
seine Tra¨gheit die Entwicklungen verlangsamt. Das Endklima von Kein-Ozean- und Standardlauf
ist aber a¨hnlich bis identisch, und somit auch die entsprechenden RSP-Muster, die daher nicht
nochmal abgedruckt sind. Verglichen werden kann in den Mustern die verschieden hervorgerufe-
nen Abku¨hlungen: Man erkennt zuna¨chst fu¨r den Standardlauf eine Abku¨hlung, kontinental um
bis zu 7C. Wird der Eis-Albedo-Feedback ausgeschaltet ist die Abku¨hlung insbesondere in der
Arktis zum Teil um 4 Grad Celsius schwa¨cher (Lauf 2, 3.2b). Fixiert man den Wasserdampf (Lauf
3 und 4, 3.2c und d), wird die Abku¨hlung mit 5 - 6 Grad Celsius abgeschwa¨cht und die charak-
teristische kontinentale Versta¨rkung verschwindet. Damit besta¨tigt auch das GREB-Modell, dass
der Wasserdampffeedback den Lo¨wenanteil an der Erwa¨rmung zu verantworten hat. Werden beide
Feedbacks ausgeschaltet, ist der Modellresponse am schwa¨chsten, und weist weder kontinentale,
noch arktische Abku¨hlungsversta¨rkungen auf.
Transiente Szenarien
Bei transienten Szenarien, also Szenarien, bei denen der Antrieb mit der Zeit variiert, ist die En-
twicklung der Absolutwerte der Klimas meist von gro¨ßerer Bedeutung als der Endzustand. Ein
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a) Lauf 1
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d) Lauf 4
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Abbildung 3.2.: Beispiel-Responsen von Lauf 1 - 4 mit Ozean. Obere Farblegende gilt fu¨r Lauf 1
und 2, untere fu¨r 3 und 4. Einheit ist Grad Celsius




















Kein Eis, kein Dampf
Abbildung 3.3.: RSP-Entwicklung der TM-To f , gestrichelt sind die La¨ufe ohne tiefen Ozean
Beispiel fu¨r einen transienten Antrieb ist eine solare Einstrahlung, zu der eine einfache Sinus-
schwankung mit bestimmter Amplitude und Periode addiert wird, wie im Abschnitt 3.3 disku-
tiert. Der Endzustand, beziehungsweise der Endresponse des Klimas ist hier zweitrangig, da er
abha¨ngig von Frequenz und Amplitude der auferlegten Schwingung schwankt und somit nicht
eindeutig definiert ist.
3.2. Experimente mit stationaren Forcings
In Abb. 3.4 sind einige Antriebe, also Unterschiede zwischen Kontroll- und Szenarioeinstrahlungs-
muster dargestellt und werden in den folgenden Abschnitten na¨her erla¨utert.
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Abbildung 3.4.: Stationa¨re Forcings, relativ zur (heutigen) Kontrollklima-Einstrahlung: a) Solar-
konstantena¨nderung um +10W/m2, b) 3 Ma Insolationsmittel, c) reale 22, d)
reale 232 und d) reale 376 ka BP-Einstrahlung, inW/m2
3.2.1. Konstante Anderung der Solarkonstante, 'Schneeball Erde'
Zuna¨chst wird die Solarkonstante S0 = 1367W/m2 auf S00 = 1377W/m
2 erho¨ht, in dem die





multipliziert wird, also in Ihrer Amplitude um DS= +10W/m2 versta¨rkt wird.
Der exemplarische Unterschied zur Kontrolllaufeinstrahlung fu¨r DS = +10W/m2 ist in Abb.
3.4a dargestellt. Es stellt also eine prozentuale Versta¨rkung Einstrahlung jeder Latitude und je-
der Jahreszeit gleichermaßen dar. Absolut versta¨rkt sich also die Einstrahlung der Polarna¨chten
nicht, aber die in dern polaren Sommern maximal. Unter diesen Bedingungen la¨uft das Modell
bis es sich wieder in seinem Gleichgewicht befindet. Der dann errechnete To f -Response ist in
Abb. 3.5a dargestellt. A¨hnliche Muster ergeben sich auch bei anderen Erwa¨rmungszenarios, wie
zum Beispiel bei einem Lauf mit doppelten CO2-Gehalt der Atmospha¨re (Abb. 3.5c): Es handelt
sich um eine globale Erwa¨rmung, im Falle der Solarkonstantena¨nderung um lokal bis zu 15 Grad
Celsius, wobei sie u¨ber Kontinenten und in den Subtropen zum Teil erheblich sta¨rker ist als u¨ber
den Ozeanen bzw. sonstigen Regionen der Erde. Auch die winterliche, arktische Versta¨rkung der
Erwa¨rmung [ASCI, 2005] ist nachzuweisen. Bei weiteren Werten der Insolationserho¨hung a¨ndert
sich wohl die Amplitude, nicht aber das Muster. Anders ist das bei Abku¨hlung, beziehungswei-
se Verminderung der Einstrahlung: Eine analoge Verminderung um DS =  10 bzw. extremer
DS =  50W/m2 entsprechend Gleichung 3.2 ergibt den in Abb. 3.5b+d dargestellten Response
des Modells. Im ersten Fall (DS= 10) ku¨hlen sich die no¨rdlichen mittleren und subpolaren Brei-
ten insbesondere kontinental mit bis zu -15C am sta¨rksten ab. Nach Su¨den hin schwa¨cht sich die
Abku¨hlung ab, die Antarktis bleibt davon praktisch unberu¨hrt. Offentsichtlich ist somit der Ober-
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Abbildung 3.5.: To f -RSP in C fu¨r diverse Antriebe
drei su¨dlichen Weltmeeren, Pazifik, Atlantik und Indik machen die Zirkulationstrukturen u¨ber die
Atmospha¨renemperatur durch eine leicht schwa¨chere Abku¨hlung im o¨stlichen Teil bemerkbar.
Bei einer unrealistischen Einstrahlungsverringerung um DS =  50W/m2 ergibt sich ein sich
von dem ersten unterscheidendes Muster: In erster Linie sind jetzt die Tropen und Subtropen
am sta¨rksten von der Abku¨hlung um bis zu -50C betroffen. Eine kontinentale Versta¨rkung der
Abku¨hlung und ihre regionale Abschwa¨chung im su¨do¨stlichen Teil des Pazifiks bleibt zu erken-
nen. Dieses zweite Muster la¨sst sich als eine Vereisung des kompletten Erdballs verstehen, bei


















Abbildung 3.6.: To f -RSP-Entwicklungen im globalen Jahresmittel in Gru¨n von oben bei Einstrah-
lungserho¨hungen von 50,10 und -verminderungen um -10, -30, -35, -40 W/m2,
rot um -41 und weiter in Blau um -42, -43, -44, -45, -50W/m2; Die zyanfarben
gestrichelte Kurve ist die am Ausgangswert gespiegelte +10W/m2 Kurve, [C]
der die Tropen, - als derzeitig wa¨rmste und feuchteste Region am meisten abku¨hlen ko¨nnen. Abb.
3.6 zeigt die zeitlichen Entwicklungen der Temperaturabfa¨lle fu¨r verschiedene Solarkonstanten-
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variationen, insbesondere in Rot die erste, die ein Zufrieren der tropischen Ozeane beschreibt
(DS =  41W/m2). Das GREB-Modell la¨sst zwar relativ schnell die Kontinente vereisen, doch
erst ab einer Verminderung der Solarkonstante um  41W/m2 friert der a¨quatoriale Ozean zu und
erwirkt auf Grund seiner riesigen Fla¨che einen starken Abfall im Temperaturverlauf um gut  5C
in 100 Jahren. Diese Abku¨hlungsentwicklung ist in Abb. 3.7 gezeigt: Die erste Phase eines rapi-
t = 0 Jahre
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Abbildung 3.7.: Absolutwerte von To f im Jahresmittel bei DS= 41W/m2 zu verschiedenen Zeit-
en t, Einheit ist Grad Celsius
den Temperatursturzes zwischen Jahr 0 und Jahr 300 ist verbunden mit der kontinentalen ’Land-
vereisung’, die sich von beiden Polen aus a¨quatorwa¨rts vollzieht. Die zweite Phase eines Tem-
peratursturzes erfolgt dann, bei dem Schwellenwert (DS =  41W/m2) erst nach weiteren 500
Jahren mit der Vereisung der Ozeans, die sich durch die mit dem Meereis verbundenen Prozesse
der Wa¨rmekapazita¨tsa¨nderung und des Eis-Albedo-Feedbacks selbst versta¨rkt und beschleunigt
bis zur vo¨lligen Vereisung der dann nach Kirschvink [1992] sogenannten Schneeball Erde. Die
wa¨rmsten Stellen bleiben iin den subtropischen Ozeanen, der A¨quator ist vereist.
Es gibt zahlreiche Studien u¨ber die Schneeball Erde, zum Beispiel Hoffman et al. [1998] und
Hoffman, Schrag [2002]. Hyde et al. [2000] stellt sich die Frage, wie Kleinstlebewesen ein solch
dramatisches Klimaereignis (600–800 Ma BP) u¨berleben konnten und simuliert einen offene Was-
sergu¨rtel entlang des A¨quators. Allerdings unter vo¨llig, insbesondere geographisch anderen Be-
dingungen und unter Verwendung eines Eisschildmodells. Allen [2008] bietet eine U¨bersicht zur
Diskussion.
3.2.2. Mittlere Palao-Insolation
Sukzessiv na¨chster Schritt ist es, ein qualitativ anderes Einstrahlungsmuster zu untersuchen als das
heutige. Als Antrieb dient nun die u¨ber die letzten drei Millionen Jahren gemittelte Einstrahlung
(im Folgenden mit ’PMI’ fu¨r pala¨ontologisch gemittelte Insolation abgeku¨rzt), wie in Abb. 2.1a
absolut und in Abb. 3.4b relativ zur heutigen Einstrahlung dargestellt. Unterschied zum vorigen
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Versuch ist nun, dass die Sonne nicht global gleichfo¨rmig auf- oder abgedimmt wird, sondern,
dass es regionale und saisonale A¨nderungen in der Einstrahlung gibt, was der Realita¨t schon
na¨her kommt. So wird im Vergleich zu heute die Nordhemispha¨re im Hochsommer sta¨rker und
im Herbst schwa¨cher, und der Su¨dhemispha¨re im Fru¨hjahr sta¨rker und im Sommer schwa¨cher be-
strahlt (Abb. 3.4b).
Es ergibt sich der in Abb. 3.8 dargestellte Response. Es la¨sst sich konstatieren, dass die PMI im
a) Standard−Lauf
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b) Kein Meereis, kein Schnee
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c) Kein Wasserdampf Feedback
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d) Kein Dampf, kein Eis
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Abbildung 3.8.: To f -Responsen fu¨r PMI-Antrieb mit und ohne Ru¨ckkopplungsmechanismen in
C,. Verschiedene Farblegenden!
Modell eine globale Abku¨hlung mit ihrem Maximum u¨ber den Ozeanen der Su¨dhemispha¨re er-
wirkt. Im globalen Jahresmittel, in Abb. 2.2a durchgezogen gru¨n eingezeichnet, liegt sie aber u¨ber
der heutigen Einstrahlung, gru¨n gestrichelt. Dieser kontraintuitiven Zusammenhang wurde schon
eingangs erwa¨hnt: Obwohl die PMI ho¨her ist als die heutige Einstrahlung, liegt die pala¨ontologisch
gemittelte Durchschnittstemperatur deutlich unter der der heute anhaltenden, inter- oder post-
glazialen Warmzeit (vgl. Abb. 1.1). So sieht es auch das Modell und simuliert eine deutliche
globale Aku¨hlung beim Antrieb mit der PMI.
Spannend ist die modellierte Sensitivita¨t der zwei Feedbacks, Eis-Albedo und Wasserdampf. Zu-
na¨chst wird der Wasserdampffeedback unterdru¨ckt, indem der latenten Wa¨rmefluss unterbunden
und der Wasserdampfgehalt der Atmospha¨re konstant gehalten wird (Abb. 3.8c). Der Response
zeigt ebenfalls eine Abku¨hlung, die aber nur noch halb so stark ist als mit Wasserdampf. Dann
wird nur das Meereis unterdru¨ckt, indem seine Wirkung auf Albedo und Wa¨rmekapazita¨t der
Oberfla¨che unterdru¨ckt wird. Auch das da¨mpft die Abku¨hlung (Abb. 3.8b), aber deutlich geringer
als beim Wasserdampf. Das heißt, dass der Wasserdampffeedback deutlich mehr zur Abku¨hlung
beitra¨gt als es das Eis tut, was dem Wasserdampffeedback wieder seine Fu¨hrungsrolle besta¨tigt.
Der Lauf ohne Wasserdampf und ohne Eis (Abb. 3.8d) weist eine leicht sta¨rkere Abku¨hlung in
den su¨dlichen Ozeanen auf als der Modelllauf ohne Wasserdampf und mit Eis (Abb. 3.8c). Glei-
ches gilt fu¨r die La¨ufe mit Wasserdampf, insbesondere fu¨r das Weddelmeerl. Daraus folgt unter
der Annahme eines korrekten Modells, dass das Eis direkt oder indirekt die polare Abku¨hlung,
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insbesondere im Weddelmeer abschwa¨cht.
Um sich der Wirkung des tiefen Ozeans klarer zu werden, ist eine na¨here Untersuchung mit
La¨ufen erforderlich, in denen der tiefe Ozean ausgeschaltet ist und nur die Deckschicht der Ozeane
beru¨cksichtigt wird. Empirisch erwarten wu¨rde man a¨hnliche RSP-Muster, da der Ozean im All-
a) Standard−Lauf
   0o    60oE  120oE  180oW  120oW   60oW 
  80oS 
  40oS 
   0o  
  40oN 






b) Kein Meereis, kein Schnee
   0o    60oE  120oE  180oW  120oW   60oW 
  80oS 
  40oS 
   0o  
  40oN 






c) Kein Wasserdampf Feedback
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d) Kein Dampf, kein Eis
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Abbildung 3.9.: To f -RSP wie Abb. 3.8, nur ohne tiefen Ozean
gemeinen nur verzo¨gernde, aber nicht qualitativ entscheidende Wirkung nachgesagt wird. Berech-
nen la¨sst sich jedoch nur der RSP nach Abbildung 3.9, die kaum A¨hnlichkeiten und zum Teil gar
Widerspru¨che zum obigen Ozean-Lauf aufzuweisen scheint. Das Muster stellt global gemittelt
sogar eine leichte Erwa¨rmung dar, solange der Wasserdampffeedback beru¨cksichtigt wird (Abb.
3.9a und b). Eine wa¨rmendeWirkung desWasserdampfes in den niederen und mittleren Su¨dbreiten
ist offensichtlich, imWiderspruch zu Abb. 3.8a+c. Die zeitliche Entwicklungen (Abb. 3.10) zeigen


























Kein Eis, kein Dampf
Abbildung 3.10.: To f -RSP-Entwicklung in C, Fa¨rbung siehe Legende. Gestrichelte Zeitreihen
sind ohne tiefen Ozean berechnet.
sich, wie erwartet mit einer schnellen Entwicklung des Laufes ohne Ozean (gestrichelt) und ei-
ner langsamen mit Ozean (durchgezogen), aber eben unerwartet mit Erwa¨rmung und Abku¨hlung,
abha¨ngig davon, ob der Ozean tief ist oder nicht.
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Erkla¨rungen bieten sich hierzu noch nicht an, eher die Vermutung, dass das Modell nicht ganz
zuverla¨ssig arbeitet. Hierzu mehr in der Diskussion (Kap. 4). Ob also tatsa¨chlich der Ozean die
Verantwortung fu¨r das heute trotz geringer Einstrahlung warme Klima tra¨gt, bleibt also zu kla¨ren.
3.2.3. Weichselkaltzeit
Na¨chstes Ziel ist es, eine Kaltzeit unter Verwendung einer realen Einstrahlung zu simulieren. Da-
fu¨r werden drei Jahrtausende aus dem Einstrahlungssatz heraus gegriffen:
 Weichselkaltzeit (22 ka BP)
 Globales Einstrahlungsminimum der letzten 1000 ka (376 ka BP)
 Zonales Sommereinstrahlungsminimum bei 65N (232 ka BP)
Die entsprechenden Forcings sind in Abb. 3.4c-e abgedruckt, zum Teil mit verschiedenen Farble-
genden. In der Vostokkurve (Abb. 1.1) finden sich alle drei Zeitpunkte in Kaltzeiten, aber nur bei
22 ka BP handelt es sich wirklich um ein glaziales Maximum.
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Abbildung 3.11.: To f -RSP auf 22 ka BP-Einstrahlungs-FRC nach 10, 30, 80 und 1000 Jahren, [C]
Das Forcingmuster des letzten glazialen Maximums (LGM) um 22 ka BP (Abb. 3.4c) erinnert in
seiner Form an das invertierte der ersten EOF der Obliquita¨t in Abb. 2.6. Es beschreibt eine leichte
Abschwa¨chung der Sommereinstrahlung auf NH und SH und eine noch leichtere Versta¨rkung der
Wintereinstrahlung. Das Muster ist also Ausdruck einer abgeschwa¨chten Saisonalita¨t.
Der Response darauf ist in Abb. 3.11 rechts unten abgebildet. Er zeichnet sich durch eine mo-
derate Abku¨hlung bis -2.5C in den hohen und vor allem arktischen Breiten sowie eine leichte
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Erwa¨rmung der Tropen aus. Die global- und jahresgemittelte Abku¨hlung betra¨gt insgesamt -
0.34C und liegt damit sowohl weit unter den realen 6C als auch unter den Erwartungen an das
simplifizierte GREB-Modell ohne wichtige Kohlenstoffdioxid- oder Landeis-Feedbacks. Weitaus
interessanter gestaltet sich die Betrachtung der Entwicklung des Responses (Abb. 3.11). Die schwa-
che tropische Erwa¨rmung tritt im Verlauf mal sta¨rker (Jahr 30) und mal schwa¨cher (Jahr 80
und spa¨ter) bei anhaltender Abku¨hlung der Arktis auf. Die Vermutung von zumindest zwei ver-
schiedenen Erwa¨rmungsmustern liegt nahe und motiviert zu einer EOF-Analyse (Abb. 3.12), die
tatsa¨chlich zwei unabha¨ngige Variationsmuster der RSP-Zeitreihe detektiert. Das erste erkla¨rt gut
   0o    60oE  120oE  180oW  120oW   60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
1. EOF RSP (86.5633% erkl. Var.)
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Abbildung 3.12.: EOF-Analyse fu¨r To f -RSP von 22 ka BP Experiment: Zeitserien sind in Stan-
dardabweichungen, Eigenwerte in erkla¨rter Varianz [%] angegeben
86 % der Varianz und beschreibt eine globale Abku¨hlung, die global von Su¨d nach Nord zunimmt,
a¨quatorial etwas abnimmt und maximal wird u¨ber Nordrussland. Das zweite EOF-Muster erkla¨rt
noch immerhin gut 13 % und beschreibt eine tropische und su¨dsubtropische Erwa¨rmung und eine
Abku¨hlung der hohen Nordbreiten. Das dritte EOF zeigt nur noch lokale Maxima und erkla¨rt mit
0.12 % zu wenig Varianz, um ihm eine pysikalische Bedeutung zuschreiben zu ko¨nnen.
Nach Modelldaten [Kutzbach et al., 1998] liegen die Oberfla¨chentemperaturen der entsprechen-
den Zeit (21 ka BP) u¨berall signifikant unter den heutigen und am tiefsten (bis zu 16C ka¨lter als
heute) in der Na¨he der Eisschilde und in Regionen von ausgedehntem Meereis in beiden polaren
Ozeanen. U¨ber den nordamerikanischen und europa¨ischen Eisschilden liegen sie unter -20C im
Nordsommer. Im gro¨ßten Teil der Tropen ist es 2-4C ka¨lter. Hier werden nur noch selten Jah-
resmittelwerte von 25C erreicht. In den meisten extratropischen Regionen ist es entsprechend
der tieferen Temperatur und dem implizit verringerten, potentiellen Wasserdampfgehalt der At-
mospha¨re auch trockener als heute.
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Im Vergleich lassen sich nun nur wenige Gemeinsamkeiten feststellen oder Ru¨ckschlu¨sse ziehen,
zumal auch Kutzbach et al. [1998] die extremen Bedingungen auf die Eisschilde und die tiefen
CO2-Werte zuru¨ckfu¨hren, was beides im GREB-Modell nicht beru¨cksichtigt ist.
3.2.4. 376 ka BP - Einstrahlung
Als na¨chstes wird als Forcing die global gemittelt minimale Einstrahlung der vergangenen 1000
ka von 376 ka BP zum Einsatz kommen, abgebildet in Abb. 3.4e. Sie ist, wie die PMI, sta¨rker als
heute in Mai bis Juni auf der Nordhemispha¨re und schwa¨cher von August bis September, wa¨hrend
sie auf der Su¨dhalbkugel gerade zwischen August und Oktober niedriger ausfa¨llt.
Es ergibt sich diesmal, - auch nach EOF-Analyse -, nur ein RSP-Muster, das in Abb. 3.13a
abgebildet ist: Stark ausgepra¨gt ist eine polare Erwa¨rmung um circa 2 C, die einhergeht mit
a) 376 ka BP−RSP
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b) 232 ka BP−RSP
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Abbildung 3.13.: To f -RSP in C: a) 376 und b) 232 ka BP - Einstrahlungsexperiment
einer tropischen bis su¨dsubtropischen Abku¨hlung um maximal -3.5C. Insgesamt fu¨hrt diese Ein-
strahlung auf ein Absinken der Globaltemperatur um -1.57C, was den Erwartungen schon recht
nahe kommt.
Augenfa¨llig ist die A¨hnlichkeit der Forcings von 376 ka BP und der PMI (vgl. Abb. 3.4b und
e). Vergleicht man die entsprechenden Response (Abb. 3.8a und 3.13a), unterscheiden sich diese
erheblich in den polaren Breiten. Beim PMI-Experiment ku¨hlen sich die Pole um circa -2C ab,
beim 376 ka BP-Experiment erwa¨rmen sie sich um den selben Betrag. Das besta¨rkt die Annahme,
dass schon kleine A¨nderung im Einstrahlungsmuster weitreichende Folgen haben, die nicht trivial
abzuscha¨tzen sind, sondern mit einem eigenen Modellauf errechnet werden mu¨ssen.
3.2.5. 232 ka BP - Einstrahlung
Um etwaige Dominanz der 65N Sommereinstrahlung [Milankovitch, 1930] trotz fehlenden Eiss-
childmodells zu u¨berpru¨fen, wird aus Abb. 2.2b das Jahrtausend mit der minimalen Sommerein-
strahlung bei 65N bestimmt: 232 ka BP. Dieses Forcing (Abb. 3.4d) a¨hnelt dem negativen Abbild
des 376 ka BP-Forcing: Der nordhemispha¨re Hochsommer wird sta¨rker bestrahlt, der Herbst je-
doch schwa¨cher. Auf der Su¨dhemispha¨re ist die A¨nderung im Vergleich zu heute moderat negativ,
am Pol wird der Oktober sehr viel schwa¨cher bestrahlt.
Auch der Response ist dem vorherigen 376 ka BP-Versuch qualitativ entgegengesetzt: Er verzeich-
net eine sehr starke arktische Abku¨hlung bei einer moderaten a¨quatorialen Erwa¨rmung, dargestellt
in Abb. 3.13b. Im Mittel fu¨hrt dies im Vergleich zu heute auch zu einer Abku¨hlung von -0.42C.
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Es wird deutlich, dass das Insolationsmuster des globalen Insolationsminimums global gemittelt
einen dreimal sta¨rkeren Response hat als jenes des lokalen Minimums bei 65N. Daraus ließe sich
zuna¨chst die Vermutung ableiten, dass tatsa¨chlich erst ein Eisschildmodell die 65N Sommere-
instrahlung dominieren la¨sst. Das GREB-Modell reagiert jedenfalls im globalen Mittel mit einer
schwa¨cheren Abku¨hlung als beim globalen Minimum. Es bleibt allerdings darauf hingewiesen,
dass das 232-ka-BP-Forcing auch lokal rund doppelt so stark ist. Dementsprechend hat auch der
Response eine zwei- bis dreimal gro¨ßere Amplitude von knapp 15C. Fu¨r weitere, insbesondere
transiente Studien mit realem Antrieb kann aber schon mal konstatiert werden, dass Kaltzeiten
anders auftreten werden als in den Vostok- Daten verzeichnet, da die Dominanz der Nordsom-
mereinstrahlung [Milankovitch, 1930] mit dem aktuellen GREB-Modell nicht besta¨tigt werden
kann.
Auch hier wird eine EOF-Analyse angestrengt, um Anzahl und Muster der EOFs zu bestim-
men, einsehbar in Abb. 3.14. Wie schon beim Weichselkaltzeitlauf gibt es auch hier zwei Er-
1. EOF RSP (92.6226% erkl. Var.)
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Abbildung 3.14.: EOF-Analyse des 232 ka BP-Experiments: Zeitserien sind in Standardabwe-
ichungen, Eigenwerte in erkla¨rter Varianz [%] angegeben
wa¨rmungsmuster mit 93 und 7% erkla¨rter Varianz, die im Zusammenspiel mit ihren Zeitserien die
zeitliche Entwicklung in Abb. 3.15 zulassen: Eine schnelle polare Abku¨hlung in 40 Jahren und ein
langsames, schwaches Erwa¨rmen der Tropen und Su¨dsubtropen, das u¨ber 300 Jahre anha¨lt. Dieses
Verhalten weist eindringlich auf die mo¨gliche Existenz multipler Erwa¨rmungsmuster hin.
3.3. Transiente Experimente
In diesem Abschnitt wird eine zeitlich vera¨nderliche, transiente Einstrahlung als Forcing verwen-
det, wodurch in Kombination mit der Tra¨gheit des Klimas verschiedene Reaktionen und Respon-
sen mo¨glich sind. Untersucht werden sinusoidale, chaotische und reale Einstrahlungsszenarien.
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Abbildung 3.15.: Zeitentwicklung der 232-ka BP-RSP: nach 10, 40 und 300 Jahren, [C]
3.3.1. Sinusoidale Modulation der Solarkonstante
Die Solarkonstante S0 wird mit einer Periode P und einer Amplitude DS sinusoidal gea¨ndert. Der










Zuna¨chst wird eine FRC-Amplitude DS = 5W/m2 mit einem Muster wie in Abb. 3.4a bei ver-
schiedenen Perioden P2 [200 a, 1 ka, 2 ka, 4 ka] untersucht. Das Modell liefert die in Abb. 3.16a
dargestellten Verla¨ufe der globalen Jahresmitteltemperatur. Nach einer Einschwingzeit von rund
einem Jahrtausend a¨ndert sich der RSP dem FRC folgend sehr regelma¨ßig. Zu erkennen sind vor
allem drei Charakteristiken: Mit wachsender Periode gehen
1. eine wachsende Amplitude des RSP-Signals,
2. ein sich schwach senkender Mittelwert der RSP-Schwingung und
3. eine wachsende Abweichung von einer gewo¨hnlichen sinusoidalen Form einher.
Der erste Punkt la¨sst sich durch die schon angesprochene Tra¨gheit des Klimas, inbesondere des
tiefen Ozeans erkla¨ren, die bewirkt, dass hochfrequente A¨nderungen in der Einstrahlung weniger
Auswirkungen haben als niederfrequente. Die RSP-Amplituden-Versta¨rkung nimmt mit steigen-
der Periode asymptotisch ab und ist bei P = 4000a schon anna¨hernd abgeschlossen, sodass sich
die Amplitude von P= 6000a kaum noch von der des P= 4000a-Laufs unterscheidet.
Bezu¨glich der schwachen Absenkung des Mittelwertes lassen sich nur Vermutungen aufstellen.
Eine ist, dass ein asymmetrisch stark sensitiv auf negative Impulse reagierender, tiefer Ozean sich
umso sta¨rker auf die Kurve auswirkt, je mehr Zeit er dazu hat. Naheliegend ist auf jeden Fall die
Verbindung zum tiefen Ozean, da nur der auf derart langen Zeitskalen agiert.
Die Abweichung von einer klassischen Sinuskurve und die Verzo¨gerung (engl.: ’Delay’) von RSP
zum FRC sind weitere variierende Charakteristika und in den Abbildungen 3.16b bis e dargestellt.
Die aufsteigende Flanke des Responses des 4 ka Perioden-Laufs (Abb. 3.16e) weist kaum noch
eine Verzo¨gerung zum FRC auf, wa¨hrend die abfallende sich um bis zu 200 Jahre verzo¨gert; eine
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e) P = 4 ka
Zeit [ka]
Abbildung 3.16.: a) TM der To f fu¨r verschiedene Perioden: 200a in Zyan,, 1000a in Rot, 2000a in
Gru¨n und 4000a in Blau, FRC-Amplitude ist 5W/m2, b-e) Formvergleich von
FRC (rot) und RSP-Kurve (blau) der verschiedenen Perioden.
leichte Asymmetrie, die unten weiter erla¨utert wird. Ansonsten sind weder Zeit-, noch Phasenver-
schiebung von RSP zu FRC konstant oder mit der Periode in linearen Zusammenhang zu bringen.
Die Periode von 4000 Jahren wird genauer auf Abha¨ngigkeiten von Ru¨ckkopplungsmechanis-
men untersucht (Abb. 3.17). Dargestellt sind neben den normierten Temperaturkurven der vier
La¨ufe (Standard blau, kein Eis zyan, kein Dampf magenta, kein Eis und kein Dampf rot) ihre
zugeho¨rigen, skalierten Einstrahlungsforcings (schwarz gestrichelt). Um eine rein durch eine er-
ho¨hte Amplitude verursachte, nonlineare Wirkung und Sinusverformung auszuschließen, wer-
den die jeweiligen Einstrahlungen mit verschiedenen Amplituden forciert, die einen vergleich-
bar starken Response hervorrufen. Die exakten Amplitudenwerte sind der Bildunterschrift zu ent-
nehmen.
Allein bei der Betrachtung der Amplituden fa¨llt abermals auf, dass der Wasserdampffeedback
quantitativ einen erheblich gro¨ßeren Anteil am Standardresponse hat als der Eisfeedback. Schaltet
man beide Feedbacks aus, so erfordert das ein gut zehnmal ho¨heres Forcing, um dieselbe RSP-
Gro¨ßenordnung zu erreichen. In der Hoffnung auch ohne jedes Eisschildmodell schon eine Art
asymmetrischen Sa¨gezahn in der Verformung zu entdecken, kann man nun die blaue mit der
schwarz gestrichelten Kurve vergleichen und feststellen, dass sie nur leicht, aber, wie oben schon
angemerkt, asymmetrisch verformt ist. Ihre absteigende Flanke stellt eine leichte Verzo¨gerung
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Abbildung 3.17.: Normierte, globale Jahresmitteloberfla¨chentemperatur verschiedener Model-
lla¨ufe mit P = 4ka: a) Standardlauf mit DS = 5W/m2, b) ohne Eisfeedback
mit DS= 8.5W/m2, c) ohne Wasserdampffeedback mit DS= 45W/m2, d) ohne
Dampf- und Eisfeedbacks mit DS= 53.3W/m2; Das sinusoidale Forcing ist jew-
eils schwarzgestrichelt dargestellt.
zum Forcing dar, wa¨hrend die Erwa¨rmung sehr schnell reagiert. Die Minima der Kurve sind
demzufolge sta¨rker versetzt als die Maxima. Man ko¨nnte daher von den Anfa¨ngen eines Sa¨gezahns
sprechen, der sich wahrscheinlich schon auf die To f -abha¨ngige Albedo zuru¨ckfu¨hren la¨sst. Aller-
dings spielt in dieser Verformung auch der Wasserdampffeedback eine Rolle. Seine zyanfarbene
Kurve deutet einen symmetrischen Versatz der Kurven in der ersten Ha¨lfte einer jeden Erwa¨rmung
und Abku¨hlung an, wa¨hrend das Eis in seiner magentafarbenen Kurve eine kleine asymmetrische
Verzo¨gerung nur bei der Abku¨hlung aufweist, die aber auch schon im ganz feedbacklosen Lauf
(rot) in Ansa¨tzen vorhanden ist.











Abbildung 3.18.: Wie oben, nur Temperaturkurven fu¨r Winter (DJF) der Nordhemispha¨re (50-
70N)
Werden nun die unter gleichen Umsta¨nden extremer reagierenden Winterresponsen der Nord-
hemispha¨re (50-70N) in Abb. 3.18 hinzugezogen, la¨sst sich feststellen, das hier auf Grund des
großen Landanteils der Eis-Albedo-Effekt (magenta) sta¨rker zu Buche schla¨gt als der Wasser-
dampffeedback (zyan). Der Versatz in der abfallenden Kurve des Standardlaufs (blau) ist etwas
gro¨ßer als beim globalen Mittel. Zusammenfassend muss man festhalten, dass der kleine asym-
metrische Versatz durch beides, Wasserdampf- und Eis-Albedo-Feedback bedingt wird, und durch
die Abwesenheit von einem der beiden in seinem Ausmaß geschma¨lert wird. Die relative Sig-
nalamplitude deutet darauf hin, dass die Eisru¨ckkopplung ursa¨chlich ist fu¨r einen asymmetrischen
Response und dass der Wasserdampffeedback versta¨rkendeWirkung auf die Amplitude der Asym-
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metrie hat.
3.3.2. Chaotische Einstrahlungsvariationen
Nun wird untersucht, wie das Klima sich auf chaotische, verrauschte Einstrahlungen verha¨lt. Dafu¨r





























































d) TM − Zeitreihe
Abbildung 3.19.: Momentaufnahmen verschiedender, chaotischer Forcings: a) weißes oder rotes,
b) saisonales und c) Solarkonstantenrauschen [W/m2], na¨here Beschreibung im
Text, d) Zeitreihe der globalen Jahresmitteleinstrahlung fu¨r das weiße (blaue
Kurve) und rote Rauschen (rote Kurve)
wird eine Reihe von verschiedenen Einstrahlungsforcings kreiert, die in Abb. 3.19 dargestellt sind.
Jedes dieser Forcings variiert alle tausend Jahre. Im Modell werden die Forcings dann ja¨hrlich
eingelesen und interpoliert.
3.3.2.1. Weies Rauschen
Fu¨r dieses Experiment wird eine chaotische Zeitreihe wr
wrti j = (x ti j 0.5) STDi j (3.5)
fu¨r jedes Jahrtausend t erstellt und auf das heutige Insolationsmuster addiert. Weiß heißt nur,
dass die Schwankungen chaotisch sind und alle Frequenzen gleichermaßen beru¨cksichtigt. In der
obigen Gleichung ist i 2 (1,365) der Tag im Jahr, j 2 (90S,90N) der Breitengrad, x ti j 2 (0,1)
eine Zufallszahl und STDi j die Standardabweichung der 3 Ma-Einstrahlungszeitserie des Brei-
tengrades j am iten Tag im Jahr. Die Standardabweichung als Amplitude zu verwenden scheint
deshalb sinnvoll, weil sie negative Einstrahlungswerte in Zonen keiner oder geringer Insolation
marginalisiert. Jeder Zeitschritt wird neu berechnet und es gibt somit keinerlei Zusammenhang
zwischen jedem einzelnen. Abb. 3.19a zeigt eine Momentaufnahme, entspricht also dem Forcing
fu¨r ein einziges Jahrtausend. Die gro¨ßten Schwankungen betragen rund 50W/m2 und treten in
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den Bereichen auf, in denen die Eintrahlung maximal ist (vgl. Abb. 2.1b). Die weiße Zeitserie ist
blau gezeichnet in Abb. 3.19d zu finden.

















































Abbildung 3.20.: Kreuzspektralanalyse fu¨r weißes FRC und RSP: a) Absolutwertzeitserien von
Einstrahlung und TM-Oberfla¨chentemperatur, b) FRC-(rot), RSP-(gru¨n) und
Kreuzspektrum (blau), c) Phase und d) Koha¨renz
Zum Studium der Ergebnisse der Chaos-Experimente werden jeweils Kreuzspektralanalysen und
Korrelationsuntersuchungen durchgefu¨hrt, - die des weißen Rauschens sind in Abb. 3.20 und 3.21
abgebildet. Zuna¨chst sind in Abb. 3.20a in Rot die globalen Jahresmittel der Einstrahlung und in
Blau der Oberfla¨chentemperatur (rechte Y-Achse) gezeigt. Auf Grund der zonal und jahreszeitlich
unabha¨ngigen, chaotischen Einstrahlungsvorgaben wa¨re zu erwarten gewesen, dass sie sich gegen-
seitig entgegenwirken und ein wirklicher, geordneter Response nicht enstehen ko¨nnte. Doch die
global- und jahresgemittelten Einstrahlungsschwankungen um circa 0.2W/m2 bewirken eine ent-
sprechende Temperaturantwort von rund einem halben Grad Celsius, die deutlich korreliert sind
mit dem FRC. In Abb. 3.20b ist in Rot das Spektrum des Forcings, in Gru¨n das des Responses
und in Blau das Kreuzspektrum dargestellt. Deutlich zuerkennen ist die A¨hnlichkeit der Verla¨ufe
der drei Spektren. Dass weder hohe noch tiefe Frequenzen viel sta¨rker vertreten sind als die je-
weils anderen, ist charakteristisch fu¨r das weiße Rauschen. Abb. 3.20c zeigt die Phase und 3.20d
die Koha¨renz. Ist die Phase negativ, bedeutet das, dass das Forcing den Response anfu¨hrt, wie
es auch physikalisch zu erwarten ist. So auch in dem vorliegenden Experiment. Der Phasenver-
satz wa¨chst mit der Frequenz etwa auf bis zu 60 Grad bei einer Periode von 2k. Die Koha¨renz
gibt Auskunft, auf welchen Frequenzen dieser berechnete Versatz mathematisch u¨berhaupt Sinn
macht. Je ho¨her die Koha¨renz, umso ho¨her auch die Korrelation, und umso stichhaltiger sind auch
die Phasenangaben. Die Koha¨renz hier ist durchweg sehr hoch, mit einem geringfu¨gigen Einbruch
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TM−FRC vs TM−RSP: Korr = 0.89357
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DJF FRC vs DJF RSP: KorrNH = 0.12084, KorrSH = 0.43801
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JJA FRC vs JJA RSP: KorrNH = 0.31617, KorrSH = 0.052454
Zeit [ka]
Abbildung 3.21.: Normierte Zeitserien von FRC (rot) und RSP (blau), oben TM, mittig DJF und
unten JJA fu¨r Nord- und Su¨dhemispha¨re (jeweils 50-70)
bei einer Periode von 7 ka.
Die Korrelationsuntersuchung in Abb. 3.21 zeigt jeweils mit der Standardabweichung normierte
Zeitserien von Einstrahlungsforcing in Rot und Oberfla¨chentemperaturressponse in Blau. Oben
sind die Zeitserien des globalen Jahresmittels abgebildet, mittig die Zeitserien fu¨r den Zeitraum
Dezember bis Februar fu¨r Nord- und Su¨dhemispha¨re (abgeku¨rzt:NH und SH) und unten analog
fu¨r Juni bis August. In den Titeln ist die die Korrelation der Kurven angegeben. Sie ist mit 0.89
maximal in der gemittelten Kurve. In den zonalen und saisonalen Kurven ist sie deutlich klei-
ner, aber stets positiv. Die Sommerhemispha¨re weist jeweils die ho¨heren Korrelationswerte auf,
was die Annahme, dass die Sommereinstrahlung wichtiger fu¨r die Temperaturentwicklung als die
Wintereinstrahlung ist, unterstu¨tzt. Dieser Effekt beruht wahrscheinlich auf der viel gro¨ßeren Ein-
strahlung im Sommer und den damit einhergehenden, viel gro¨ßeren Einstrahlungsschwankungen,
die viel gro¨ßeren Einfluss haben auf die Temperatur. Anfa¨ngliche Vermutungen einer Eis-Albedo-
Wirkung erwiesen sich nach einem Experiment ohne Eis mit denselben Ergebnissen als haltlos.
Das ra¨umliche Responsemuster eines derart chaotischen Forcings ist in Abb. 3.22 als erstes EOF
Muster dargstellt. Das Hauptmuster erkla¨rt knapp 93 % der Varianz und zeigt eine starke Ampli-
tude in den subtropischen und mittleren Breiten und eine kontinentale Versta¨rkung. Eine schwache
Entwicklung findet u¨berall statt, außer in der Antarktis. Das zweite Muster erkla¨rt knapp 6 % Va-
rianz und weist nord- und su¨dhemispha¨risch entgegengesetzte Temperaturvera¨nderungen auf. Die
Zeitserien sind nur fu¨r einen Ausschnitt von 10 ka zwischen 50 und 60 ka abgebildet und zeigen,
wie erwartet, ein chaotisches Verhalten.
Obwohl die Einstrahlungsmuster jedes Jahrtausends saisonal und zonal unabha¨ngig aufeinander
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folgen, erfolgt eine global geordnete Temperaturentwicklung mit einem einzigen, klaren Haupt-
a¨nderungsmuster.
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Abbildung 3.22.: EOF-Analyse der Response des weißen Rauschen Experiment
3.3.2.2. Rosa Rauschen
Analog zum weißen gibt es auch beim roten oder rosa Rauschen rr wieder eine chaotische Zeit-
serie
rrti j = 0.95  rrt 1i j +(x ti j 0.5) F STDi j, (3.6)
die jetzt einen Erinnerungsterm entha¨lt, also einen AR1-Prozess darstellt und mit F skaliert auf das
heutige Insolationsmuster addiert wird. Dabei sorgt die Skalierung fu¨r mit anderen Experimenten
vergleichbare Amplituden. Ein Momentanbild ko¨nnte wieder Abb. 3.19a sein. Das darauffolgende
Bild fu¨r das na¨chste Jahrtausend wu¨rde jedoch von ersterem abha¨ngen und ihm somit a¨hneln,
anders als beim weißen Rauschen. Die rote Zeitserie (Abb. 3.19d) weist somit auch mehr nieder-
als hochfrequente Schwankungen auf als im Abschnitt zuvor.
Die zum weißen Rauschen analoge Responseuntersuchung ist in Abb. 3.23 und 3.24 abgebildet
und ergibt eine etwas sta¨rkere TM-Zeitserien-Korrelation (Abb. 3.24 oben), normiert von 0.93.
Die zonalen und saisonalen Werte unterscheiden sich allerdings stark vom weißen Rauschen und
sind nun fu¨r die Hemispha¨renwinter negativ und fu¨r die Sommer positiv und unterschiedlich stark
korreliert. Koha¨renz und Phasenverschiebung sind a¨hnlich verteilt wie beim weißen Rauschen, das
Spektrum hat jetzt deutlich mehr tiefe Frequenzen als hohe, wie vorgegeben war (Abb.3.23b-d).
Mit dem Erinnerungsterm und dem Tra¨gheitsfaktor von 0.95 a¨ndert sich die Einstrahlung an je-
dem Modellgitterpunkt nicht mehr derart chaotisch wie zuvor, sondern weist zonale und saisonale
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Abbildung 3.23.: wie Abb. 3.20, nur fu¨r rosa Rauschen




TM−FRC vs TM−RSP: Korr = 0.9341
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DJF FRC vs DJF RSP: KorrNH = −0.32537, KorrSH = 0.51203
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JJA FRC vs JJA RSP: KorrNH = 0.085945, KorrSH = −0.21889
Zeit [ka]
Abbildung 3.24.: wie Abb. 3.21, nur fu¨r rosa Rauschen
Entwicklungen auf, die sich in den unterschiedlichen Korrelationen niederschlagen.
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Abbildung 3.25.: EOF-Analyse zum rosa Rauschen Response
Bezu¨glich der EOF-Analyse ergeben sich aber kaum nennenswerte A¨nderungen gegenu¨ber dem
weißen Rauschen RSP (vgl. Abb. 3.25).
3.3.2.3. Jahreszeitliches Rauschen
Dieses Experiment wird forciert mit einem lokal und saisonal abha¨ngigen Rauschen: Die Saisona-
lita¨t wird hochfrequent chaotisch versta¨rkt oder abgeschwa¨cht. Dafu¨r wird zuna¨chst die latitudina-
le Anomalie des Jahresgangs d j bestimmt, indem fu¨r jede Breite j dem heutigen Einstrahlungswert
I j der Mittelwert abgezogen wird.
d j = I j m(I j) (3.7)
Dann wird wieder ein AR1-Prozess fu¨r die Zeitschritte t konstruiert
AR10t = 0.95 AR1t 1+(x t  0.5) (3.8)




Eine maximale Amplitude A= 10W/m2 der Einstrahlungsschwankung wird definiert. Die heutige
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und mit der latitudinalen Anomalie multipliziert zu einem Wert g 0, der wiederum noch auf sein
Betragsmaximum skaliert wird.




Die Einstrahlungsmuster sr werden dann fu¨r jeden Zeitschritt t aus heutiger Einstrahlung I und
dem Variationsterm zusammengesetzt.
srt = I+A  g AR1t (3.12)
EineMomentaufnahme ist in Abb. 3.19b zu sehen, die eine Abku¨hlung der beider hemispha¨rischen
Sommer und eine schwache Erwa¨rmung der Winter zeigt. Das chronologisch folgende Bild wu¨rde
sich von dieser nur in Sta¨rke und eventuell Vorzeichen unterscheiden. Das saisonale Rauschen
a¨hnelt in seiner Natur dem Obliquita¨tszyklus, der anfa¨nglich schon diskutiert wurde.















































Abbildung 3.26.: Wie Abb. 3.20, nur fu¨r saisonales Rauschen
Die Spektralanalyse ist in Abb. 3.26 dargestellt: Die Einstrahlungsschwankungen haben eine global-
und jahresgemittelte Amplitude von 0.8W/m2, eine RSP-Amplitude von 3C und beide eine sehr
starke Korrelation von nahezu 1.00 nach Normierung (Abb. 3.27, oben). Abgesehen von der
entsprechend hohen Koha¨renz zeigen sich Phasenverschiebung und Spektrum wie zuvor beim
roten Rauschen. Das Verha¨tnis von FRC zu RSP, die sogenannte Klimasensitivita¨t, liegt nach
diesem Experiment bei ungefa¨hr 3.75C/W/m2, einem sehr realita¨tsnahenWert: Der IPCC [2007]
nennt Werte zwischen 2 und 4,5C wahrscheinlich und gibt den wahrscheinlichsten mit 3C an.
Die Ergebnisse der Korrelationsbetrachtung scheinen zuna¨chst widersinnig: Die Wintereinstrah-
lung ist der Wintertemperatur auf der Nordhemispha¨re geradezu perfekt antikorreliert. Erkla¨rbar
wird das wieder durch den schon oben erwa¨hnten Effekt, das die Sommereinstrahlung auch fu¨r
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Abbildung 3.27.: Wie Abb. 3.21, nur fu¨r saisonales Rauschen
den Winterresponse verantwortlich ist, und zusa¨tzlich Sommer und Wintereinstrahlung exakt an-
tikorreliert sind, a¨hnlich wie es bei den realen Einstrahlungen spa¨ter im Abschnitt 3.3.3 diskutiert
wird.












Abbildung 3.28.: Anomalien fu¨r NH-Sommer- (rot) und NH-Winterinsolation (blau) inW/m2 und
fu¨r TM-RSP-To f (schwarz) in C
Eine Frage ist, ob es denn nun eine derartige Versta¨rkung des Jahresgangs eine Erwa¨rmung oder
eine Abku¨hlung der Globaltemperatur nach sich zieht. Zur Beantwortung sind in Abb. 3.28 die
nordhemispha¨rischen (50-70N) Sommer- (rot) undWintereinstrahlungsanomalien (blau), die glo-
bale Jahresmitteltemperatur (schwarz) abgebildet. Die Sta¨rke der Einstrahlungssaisonalita¨t wird
durch die Differenz von Sommer- und Wintereinstrahlungen charakterisiert und verha¨lt sich auf
Grund der relativ schwachen Schwankungen im Winter a¨hnlich der Sommereinstrahlungskurve.
Vergleicht man also qualitativ stellvertretend die rote mit der schwarzen Kurve, wird deutlich, dass
bei einer Zunahme der Saisonalita¨t, der Unterschied zwischen Sommer und Wintereinstrahlung
sta¨rker wird, - wie in den ersten 10 ka - , und die TM-Temperatur zunimmt, wa¨hrend sie bei
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einer Abschwa¨chung der Saisonalita¨t abnimmt. Die TM-Temperatur steigt also mit der Sta¨rke
der Saisonalita¨t. Dieses Ergebnis stu¨tzt auch die einleitend genannten Kaltzeittheorien. Schwache
Saisonalita¨t unterstu¨tzt durch eine global gemittelte Abku¨hlung die Entstehung von Kaltzeiten,
neben dem Effekt von mehr Niederschlag in warmen Wintern [Geiger, 1944] und Eisakkumula-
tionsmo¨glichkeiten durch kalte Sommer [Milankovitch, 1930]. Auch die Einstrahlungsdaten stu¨tzen
die Theorie: Beim Beginn des letzten Glazials um 116  1 ka BP [Stirling et al., 1998], war die
Sommereinstrahlung bei 65 N um -40W/m2 geringer, wie aus Abb. 2.2b zu entnehmen und auch
bei Loutre et al. [2004] zu sehen, und die entsprechende Wintereinstrahlung um 4W/m2 ho¨her,
gezeigt in Abb. 3.29.


















Abbildung 3.29.: Mittwintereinstrahlung (Mitte Dezember) bei 65N, mittlere und heutige Werte
in Gru¨n eingezeichnet
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Abbildung 3.30.: Erste EOF-Muster zu saisonalen (links) und faktoriellen Forcing (rechts)
Eine EOF-Analyse liefert bei dem Experiment nur ein einziges Hauptmuster, das rund 99 % der
Varianz erkla¨rt; es ist in Abb. 3.30 links abgebildet ist. Es zeigt einmal mehr ein Standarder-
wa¨rmungsmuster mit kontinentaler Versta¨rkung, tropischer Abschwa¨chung und fast untangierter
Antarktis. Neu ist allenfalls die hohe Amplitude u¨ber den no¨rdlichen Eisrandgebieten, die sich auf
den Eisfeedback zuru¨ckfu¨hren la¨sst, der bei schwacher Saisonalita¨t, d. h. warmen Wintern und
kalten Sommern gerade hier zum Tragen kommt.
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3.3.2.4. Sonnenrauschen
Beim Sonnenrauschen sora wird indirekt die Solarkonstante chaotisch gea¨ndert, was Nord- und
Su¨dhemispha¨re gleichermaßen und gleichzeitig betrifft und was einer chaotischen A¨nderung der
Distanz zwischen Sonne und Erde entsprechen wu¨rde. A¨hnlich dem stationa¨ren Forcing-Versuch
mit variierter Solarkonstante (im Abschnitt 3.2.1) wird die heutige Einstrahlung auch hier multip-
likativ gea¨ndert:
sorat = I  I¯+A AR1(t)
I¯
(3.13)
Hierbei ist I die heutige Einstrahlung, A = 0.5W/m2 die A¨nderungsamplitude, AR1t bekannt
aus Gleichung 3.9 und I¯ der skalare Wert der u¨ber die letzten 3 Ma pala¨ontologisch, global-
und jahresgemittelten Einstrahlung I¯ = 341.38W/m2. Eine Momentaufnahme hierzu findet sich
entsprechend in Abb. 3.19c, die Responseuntersuchung ist in Abb. 3.31 und 3.32 einzusehen.
Das Ergebnis: Die Korrelation liegt, wie die Koha¨renz (Abb 3.31d), wieder bei u¨ber 0.98 und das
u¨berall und in allen Jahreszeiten, was auch zu erwarten ist, da sich durch eine Betragsa¨nderung
der Einstrahlung die Qualita¨t, das Muster der Einstrahlung nicht a¨ndern sollte. Das erste und
einzige Muster der EOF-Analyse, dargestellt in Abb. 3.30 rechts, zeigt wieder ein Standard-
erwa¨rmungmuster mit keinerlei Besonderheiten.















































Abbildung 3.31.: wie Abb. 3.20, nur fu¨r solares Rauschen
3.3.3. Realer Einstrahlungsantrieb
Als letztes wird der Versuch unternommen, die reale Einstrahlung der letzten 400 ka (Abb. 2.2)
als Antrieb zu verwenden, um zu einer Temperaturkurve des GREB-Modells zu kommen, die sich
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Abbildung 3.32.: wie Abb. 3.21, nur fu¨r solares Rauschen
dann mit dem Forcing und mit dem realen Temperaturverlauf der Vostokkurve (Abb. 1.1) ver-
gleichen la¨sst, um so ein abschließendes Urteil u¨ber die Fa¨higkeiten des GREB-Modells fa¨llen zu
ko¨nnen. Die Einstrahlung wird dazu allja¨hrlich aus den zwei na¨chstliegenden Jahrtausendwerten
interpoliert, a¨ndert sich also anna¨hernd jedes Jahr und verhindert so ein langwieriges Einschwin-
gen des Klima auf die neue Einstrahlung.
Der SCN-Temperaturverlauf des Standardlaufes ist in Abb. 3.33a blau dargestellt und zeigt ein
SCN mit einer stark schwankenden Oberfla¨chentemperatur mit Amplituden von knapp 10 C.
Deutlich zu erkennen ist die Periodizita¨t von 20 - 30 ka, und auch eine U¨berlagerung einer 100
ka Schwingung ist zu sehen. Eine weitere mit einer Periode von 400 ka ist aus der Symmetrie
heraus zu erahnen, aber statistisch nicht zu belegen. Betrachtet man die darunter gezeichnete,
gleichgemittelte Insolationskurve (rot), fallen die Periodizita¨ten von ebenfalls 100 und 400 ka auf,
aber auch die abwesenden 20-30 ka Schwankungen. Auch in den Spektren (Abb. 3.33b) wird deut-
lich, dass das Forcing niederfrequenter ist als der SCN-Lauf. Um diese Versta¨rkung des hochfre-
quenten Rauschens zu untersuchen, wurden auch andere Szenarien, nur mit Eis, nur mit Dampf
und ohne Eis- und Dampffeedback erstellt, die aber zu dem gleichen Schluss kommen, dass bei ho-
hen Frequenzen im globalen Jahresdurchschnitt um fu¨nf Gro¨ßenordnungen mehr Varianz auftritt.
Dieses hochfrequente Rauschen ab einer Frequenz von rund 15 ka BP hat aber kaum mehr als
numerische Bedeutung, da diese Frequenzbereiche in einer repra¨sentativen, semilogarithmischen
Darstellung (Abb. 3.33c) zu vernachla¨ssigen sind. Um regionale und saisonale Zusammenha¨nge
zu finden, sind umfangreiche Korrelations- und Kreuzspektralanalysen durchgefu¨hrt worden.
Zuna¨chst wird die Su¨dhemispha¨re na¨her untersucht: Abb. 3.34a zeigt in Rot die Einstrahlung fu¨r
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Abbildung 3.33.: Einstrahlungsforcing und Standardlaufresponse der vergangenen 400 ka: a) Glo-
bales Jahresmittel der Einstrahlung (rot) und der Oberfla¨chentemperatur (blau),
b) Spektren von Insolation (rot) und Temperatur (blau) in doppeltlogarithmischer
und c) semilogarithmischer Darstelllung
Su¨dsommer (DJF) und Su¨dhemispha¨re sowie die entsprechende SCN-Temperatur. Offensichtlich
ist die hohe Korrelation der Kurven, die sich in der hohen Koha¨renz der niederen Frequenzen
(Abb. 3.34d) und dem dort verschwindenden Phasenversatz widerspiegelt (Abb. 3.34c). Die ho-
hen Frequenzen zeigen sich zwar sehr verrauscht, erkla¨ren aber auch nicht mehr sonderlich viel
Varianz (Abb. 3.34b). Betrachtet man die analoge Abb. 3.34e-h fu¨r die Wintereinstrahlung, fa¨llt
die Antikorrelation von Insolation und Temperaturverlauf ins Auge: Je ho¨her die solare Ein-
strahlung, desto ka¨lter sind die Temperaturen, - so scheint es. Dieser Umstand la¨sst sich, wie
schon beim saisonalen Rauschen, darauf zuru¨ckfu¨hren, dass erstens die Sommereinstrahlung in
diesen Breiten (50-70) fu¨r die Wintertemperatur mit verantwortlich ist, da ihre Varianz rund
doppelt so groß ist wie die im Winter und zweitens die Winter- und Sommereinstrahlung in
diesen 20 ka-Perioden -su¨dhemispha¨risch betrachtet- exakt entgegengesetzt ist. Abb. 3.35 zeigt
die hochgradig korrelierten Jahresmitteleinstrahlungszeitreihen der letzten 1000 ka von Nord-
und Su¨dhemispha¨re (rot und blau in Abb. 3.35a) und die exakt antikorrelierten Su¨dsommer- und
Su¨dwintereinstrahlungen, rot und blau in Abb. 3.35b. In letzterer sei auf die unterschiedlichen
Y-Achsen und die entsprechend kleineren Amplituden im Winter hingewiesen. Von Eis-Albedo-
oder Wasserdampffeedback ha¨ngt dieser Effekt nicht ab, wie Abb. 3.36e ohne Feedbacks mit der
anhaltender Antikorrelation im Su¨dwinter deutlich macht.
Die Nordhemispha¨re verha¨lt sich etwas anders als ihr su¨dliches Pendant, zu sehen in Abb. 3.37.
Die Koha¨renz und die Korrelation bzw. Antikorrelation im Periodenintervall (20 ka, 60 ka) ist nur
noch schwa¨cher gegeben als auf der SH (Abb. 3.37d+h) und zudem ist das Maximum der Varianz
erkla¨renden Perioden nicht mehr bei 20-30 ka, sondern hat sich verbreitert bis mindestens nach
40 ka (Abb. 3.37b+f). Vergleicht man, ohne Blick auf das Spektrum, die Winter- mit der Som-
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b) FRC−, SCN−, Kreuzspektrum





















































f) FRC−, SCN−, Kreuzspektrum






















Abbildung 3.34.: Standard-Modellsimulation der vergangenen 400 ka: a) Su¨dsommereinstrahlung
auf SH (rot) und entsprechende Oberfla¨chentemperatur (blau), b) Spektren von
Insolation (rot) und Temperatur (blau), c) Phasenversatz und d) Koha¨renz; e)-h)
wie a)-d), nur fu¨r Su¨dwinter; Wenn der Phasenversatz kleiner als 0, folgt SCN
dem FRC, wenn gro¨ßer, dann umgekehrt.








































Abbildung 3.35.: Insolationen der letzten 1000 ka gemittelt: a) Jahresmittel auf NH (rot) und SH
(blau), b) Sommer- (rot) und Wintereinstrahlung (blau) auf SH
mertemperaturkurve (Abb. 3.37a+e), kann man schon eine Art Halbierung der Frequenz und eine
Neigung zu spitzen negativen Ausbru¨chen beobachten. Beides la¨sst sich auf die Wirkung des Fest-
landeises zuru¨ckfu¨hren. In der entsprechenden Abb. 3.38e ohne Feedbacks ist offensichtlich die
Korrelation wieder ho¨her und starke negative Abweichungen gibt es auch nicht mehr. Des Weite-
ren la¨sst sich eine Reduktion des hochfrequenten Rauschens in der SCN-Varianz feststellen (Abb.
3.38b+f) und sich somit das Rauschen auf die Kombination aus Landverteilung und Eis-Albedo-
oder Wasserdampffeedback zuru¨ckfu¨hren. Wenn sich das hochfrequente Rauschen mit einer einzi-
gen Quelle erkla¨ren ließe, la¨ge diese in der Modellphysik vereister Fla¨chen, die su¨dhemispha¨risch
durch die Antarktis konstant und auf der NH temperatur- bzw Eis-Albedo-Feedback-abha¨ngig
gegeben sind. Allgemein sind die Auswirkungen der Feedbacks auf der NH deutlich sta¨rker als
auf der SH, sodass auch hierbei davon ausgegangen werden muss, dass die Feedbacks durch Land-
fla¨chen versta¨rkten Einfluss haben.
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b) FRC−, SCN−, Kreuzspektrum




















































f) FRC−, SCN−, Kreuzspektrum






















Abbildung 3.36.: Wie Abb. 3.34, nur fu¨r Lauf ohne Eis-Albedo- und Wasserdampffeedback




























b) FRC−, SCN−, Kreuzspektrum



















































f) FRC−, SCN−, Kreuzspektrum






















Abbildung 3.37.: Wie Abb. 3.34, nur fu¨r Nordhemispha¨re
Trotz der nahezu identischen Einstrahlungen (Abb. 3.35a) ergeben sich in den Responsetempe-
raturverła¨ufen in Abb. 3.39a erhebliche Unterschiede, die sich im Spektrum (Abb. 3.39b) veran-
schaulichen lassen. Zum einen weist die Nordhemispha¨re (rot) mehr hochfrequente Varianz auf als
die Su¨dhemispha¨re (blau), die aber relativ zur niederfrequenten vernachla¨ssig werden kann, und
zum anderen deutet sich eine Art Varianzverschiebung an: Auf der Su¨dhalbkugel (blau) wird die
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b) FRC−, SCN−, Kreuzspektrum



















































f) FRC−, SCN−, Kreuzspektrum






















Abbildung 3.38.: Wie Abb. 3.34, nur fu¨r Nordhemispha¨re und ohne Eis-Albedo- und
Wasserdampffeedback





































Abbildung 3.39.: SCN-Jahresmittelvergleich zwischen NH (rot) und SH (blau): a) Oberfla¨chen-
temperaturen, b) Spektren
gro¨ßte Varianz im Spektralbereich um die Periode von 21 ka erkla¨rt. Dieser Peak ist auf der Nord-
hemispha¨re (rot) schwa¨cher ausgepra¨gt, dafu¨r aber ein anderer sta¨rker bei einer Periode von 40 ka.
Somit stellt sich die Frage, warum die NH tendenziell sta¨rker auf die 40 ka-Frequenz reagiert als
die SH, oder andersherum, warum die SH mehr auf die 20 ka Frequenz reagiert.
Zur genaueren Untersuchung wurden EOF-Analysen der entsprechenden Jahresmittelzeitreihe
durchgefu¨hrt (Abb. 3.40). Weitere EOF-Analysen der Zeitreihen von Sommer- und Winterrespon-
sen sowie fu¨r die Responsen ohne Wasserdampf- und Eis-Albedo-Feedbacks finden sich im An-
hang. Das erste Muster erkla¨rt knapp 80% der Varianz und zeigt eine versta¨rkte Amplitude auf
der Su¨dhemispha¨re, insbesonere u¨ber den su¨dlichen Ozeanen und dem antarktischen Zirkumpo-
larstrom. Eine entgegengesetzte Tendenz findet sich u¨ber dem eurasischen und nordafrikanischen
Kontinent. Das zweite Muster erkla¨rt noch rund 16% und weist Entwicklungen auf der NH ins-
besondere in den hohen Breiten Asiens auf. Das dritte EOF-Muster deutet auf regionale Strukturen
u¨ber den Ozeanen der no¨rdlichen, mittleren Breiten und weist dem entgegengesetzte Amplitu-
den u¨ber Nordasien auf. Eine eindeutige Interpretation liefern die Muster allein noch nicht, die
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Abbildung 3.40.: Jahresmittel EOF-Analyse des 400 ka - Response. PCs sind in Standardabwei-
chungen, Eigenwerte in erkla¨rter Varianz angegeben.
Zeitreihen verraten mehr: Sind erste und dritte Zeitserie relativ a¨hnlich zueinander und haben au-
genscheinlich eine Periode von um die 20 ka, sticht die PC2, rot dargestellt, mit einer Frequenz von
circa 40 ka hervor. Dieser Unterschied ist auch in den drei vorigen Jahrhunderttausenden offen-
sichtlich und unterstu¨tzt die Vermutung, dass mindestens das zweite EOF-Muster physikalisch be-
deutsam ist. Es erkla¨rt das Vereisen, oder besser: die Schneedeckenentwicklung u¨ber den Landge-
bieten der no¨rdlichsten Kontinente, die gro¨ßtenteils mit der Obliquita¨tsfrequenz auftritt.
Eine mo¨gliche, mit vorherigen Ergebnissen konsistente Theorie macht die schwankende Saiso-
nalita¨t fu¨r die Vereisung verantwortlich: Der Obliquita¨tszyklus wirkt sich mit einer Periode von
circa 40 ka auf die Sta¨rke der Saisonalita¨t aus. Schwache Saisonalita¨t bedeutet warme Winter,
mit viel Feuchtigkeitstransport und Niederschlag, und kalte Sommer mit einer perennierenden,
also ganzja¨hrig geschlossenen Schneedecke, die durch ihre hohe Albedo die Abku¨hlung lokal
versta¨rkt. Auch schon nach den Chaosexperimenten bedeutet eine schwache Saisonalita¨t eine sin-
kende mittlere Jahrestemperatur und ist somit fu¨r die Varianzverschiebung des Spektrums und den
Frequenzunterschied in den Zeitserien verantwortlich. In einem Pru¨fszenario ohne Eis-Albedo-
und Wasserdampffeedback passen sich Nord- und Su¨dhemispha¨re aneinander an und der Effekt
verschwindet, was die Theorie untermauert (siehe dazu die entsprechende Abb. 3.41). Ohne Feed-
backs weist die Su¨dhemispha¨re auch mehr Varianz im hochfrequenten Bereich auf. Da sich die
Schneedecke auf Grund der geringeren Wa¨rmekapazita¨t von Landfla¨chen schneller ausbreitet,
ließen sich mit der Theorie sowohl die hemispha¨rischen Unterschiede in 40 und 20 ka Perio-
den als auch die A¨nderung in den hochfrequenten Varianzen bis 2 ka erkla¨ren. Fest steht auf jeden
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Abbildung 3.41.: Wie Abb. 3.39, aber ohne Feedbacks
Fall, dass die Feedbacks bei diesem Unterschied zwischen NH und SH eine entscheidende Rolle
spielen.
Vergleich mit Vostokdaten
Zum Vergleich wird die Vostokkurve Abb. 1.1 herangezogen, die allerdings keine Absolutwerte,
sondern nur relative Temperatura¨nderungen aufweist. Zuna¨chst bleibt es bemerkenswert, dass









































Abbildung 3.42.: SCN Vergleich mit Vostokdaten: a) Globale Jahresmittel Oberfla¨chentempera-
turanomalien des Modells (schwarz), hoch- (rot) und tiefpassgefiltert (blau) mit
einer Schnittfrequenz von 30 ka, b) farblich entsprechendes Spektrum, c) analog
gefa¨rbte und gefilterte Vostokdaten und d) zugeho¨riges Spektrum.
u¨berhaupt Eiszeiten entstehen. Betraglich verglichen liegt das GREB-Modell mit einer globalen
Temperaturamplitude von knapp 10 Grad Celsius aber weit u¨ber den Erwartungen, scheint also
zu sensitiv mit zu starken Kaltzeiten auf externe Forcings zu reagieren, zumal wichtige positive
Feedbacksysteme von variierenden Eisschilden und atmospha¨rischen CO2-Anteilen noch fehlen.
Dennoch lassen sich Unterschiede und auch A¨hnlichkeiten finden. In Abb. 3.42 sind Zeitreihen
und Spektren von Modelllauf und Vostokdatensatz zu sehen, je in hoch- und niederfrequente Be-
reiche (rot und blau) aufgeteilt. Das GREB-Modell weist einen starken Frequenzpeak bei 23 ka
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und kleinere bei 40 und 19 ka auf, wa¨hrend im Vostok-Datensatz die tiefen Frequenzen sta¨rker
und ha¨ufiger sind (100, 50, 40, 28 ka). Der 23 ka Peak ist in beiden Abbildungen offensichtlich.











a) Modell vs Vostok, normiert
Korr = 0.046311










b) Tiefpass gefiltert, normiert
Korr = 0.35018











c) Hochpass gefiltert, normiert
Korr = −0.10327
Abbildung 3.43.: Normierte Zeitserien von Vostok- und GREB-Modell-Datensatz: a) im Original,
b) tief- und c) hochpassgefiltert, die entsprechenden Korrelationen sind oben
rechts notiert
Die tieferen Frequenzen werden nicht stark genug modelliert. Dem Vostokdatensatz a¨hnlich ist die
Neigung zu positiven Extremen: Das Maximum der Anomalienkurve in Abb. 3.42 liegt bei +6C,
wa¨hrend das Minimum nur knapp unter die  4C-Marke fa¨llt. Die direkten Gegenu¨berstellungen
der Zeitreihen in originaler, tief- und hochpassgefilterter Version (Abb. 3.43) ergeben eine ver-
schwindend geringe Korrelation der nichtgefilterten Datenreihen (Abb 3.43a), aber eine respek-
table Korrelation von 0.35 der tiefen Frequenzen (Abb. 3.43b). Erho¨ht man die Cutoff-Frequenz
von 30 auf 70 ka, gelangt man zu einer Korrelation der tiefen Frequenzen von 0.65. Sie erkla¨rt
sich durch die 100 ka Schwingung, die sowohl im Vostokdatensatz als auch im Modelllauf gut
vertreten ist. Fu¨r die hohen Frequenzen lassen sich nur schwache, zum Teil negative Korellationen
feststellen.
Die Vostokkurve wurde, wie schon erla¨utert, auf Basis der dO18 Methode aus dem antarktischen
Eis bestimmt. Das Eis besteht aus dem verdunsteten Wasser der su¨dlichen Ozeane. Eine Betrach-
tung der Simulationszeitreihe fu¨r die su¨dlichen Ozeane im Vergleich zur Vostokkurve liefert aber
kaum abweichende Ergebnisse vom der obigen Untersuchung..
4. Diskussion
Ihr habt den Gang der Gestirne bis ins letzte erforscht, als eine
Generation von Helden des Laboratoriums, aber ihr kennt das Gestirn
nicht mehr. Es ist nur noch ein Kapitel in euren Buchern, aber es
ist fur euch nicht mehr ein Licht, denn ihr wit weniger von ihm als
ein kleines Kind. Antoine de Saint-Exupe´ry, 1966
In diesem Kapitel sollen die Modellergebnisse der vorigen der kritischen Betrachtung unterzogen
werden, sollen Fehlerquellen und Probleme erla¨utert und Verbesserungen oder Anregungen fu¨r
zuku¨nftige Studien vorgestellt werden.
Die Untersuchungen der Einstrahlung lassen wenig Raum fu¨r Fehler bzw. Interpretation. Die A¨n-
derungsmuster der einzelnen Milankovitch-Zyklen stehen in logischer Konsequenz der Analysen
und entsprechen dem gemeinen Versta¨ndniss des orbitalen Antriebs oder erweitern es teils. Das
der Obliquita¨tszyklus nur 2.5% der Varianz ausmachen (2.10) soll, ist nicht bekannt gewesen. Auf
der anderen Seite ist er es, der die Kaltzeiten im GREB-Modell determiniert. So scheint es, dass
die Aussage u¨ber die geringe erkla¨rte Varianz physikalisch kaum relevant zu sein scheint.
Die Experimente mit stationa¨ren Forcings liefern hingegen schon mehr Stoff zum Diskutieren:
Beginnend mit dem Anschauungsbeispiel in Abb. 3.2, bei dem der Standardlauf aus ungekla¨rten
Gru¨nden eine unterschiedliche globale Jahresmittelresponseoberfla¨chentemperatur ergibt, je nach
dem, ob der tiefe Ozean an- oder ausgeschaltet ist. Diese Diskrepanz bleibt auch bei schwa¨cheren
Amplituden bestehen. Vielleicht ist das Problemmit dem ozeanabha¨ngigen Verhalten imAbschnitt
3.2.2 um die PM-Einstrahlung in Verbindung zu bringen. Letzteres bedu¨rfte auf jeden Fall einer
na¨heren Untersuchung, um diesem bifurkativen Verhalten auf den Grund zu gehen, die Physik
dahinter zu verstehen oder die Fehler im Modell zu beseitigen.
Bezu¨glich der Schwellenwertuntersuchung in Abschnitt 3.2.1 ist festzuhalten, dass es sich bei der
Schwelle von -41 W/m2 ausschließlich um den nur unter diesen exakten Bedingungen gu¨ltigen
Wert handelt. Jede Variation am Modell oder am Forcing wu¨rde eine A¨nderung dieses Wertes
beinhalten, und sowie das Modell kaum realistisch ist, ist dieser Wert erst recht nicht auf die reale
Welt zu u¨bertragen. Die Existenz eines solchen Tippingpoints ko¨nnte mit realistischeren Klima-
modellen genauer lokalisiert werden.
Auf der Suche nach respektablen Eiszeiten la¨sst sich fu¨r das GREB-Modell das GM-Einstrah-
lungsminimum bei 232 ka BP finden. Die ho¨here Abha¨ngigkeit von der 65N-Sommereinstrah-
lung konnte nicht gezeigt werden, wahrscheinlich auf Grund des fehlenden Eisschildmodells und
des fixen CO2-Wertes. Auch die Weichseleiszeit konnte mit einer Abku¨hlung von -0.34C nur
schwach nachgerechnet werden und weist zum Lauf des komplexen Modells erhebliche Unter-
schiede auf. Die zwei Erwa¨rmungsmuster sind hingegen ein Novum, das auf jeden Fall auch bei
anderen Erwa¨rmungen und Abku¨hlungen dazufu¨hren sollte, nicht nur von einem Muster auszuge-
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hen. Die zeitliche Rekombination anhand der Zeitserien in Abb. 3.12 ist auf Grund der EOF-
Brechnung impliziten Subtraktion des Mittelwertes der Entwicklung kaum mo¨glich, a¨ndert aber
nichts an der erkla¨rten Varianz der Muster. Im Vergleich der Forcingmuster zu den Response-
mustern wird auch deutlich, dass stets Experimente von No¨ten sind, um fu¨r eine nur etwas kom-
plexere Einstrahlungsa¨nderung den Response zu errechenen. Ein einfaches Abscha¨tzen ist kaum
mo¨glich, bzw sehr risikoreich.
Die transienten Experimente liefern weitere Ergebnisse. Zuna¨chst besta¨tigt das GREB-Modell
die Priorita¨t des Wasserdampf-Feedbacks in fast allen Experimenten. Zusa¨tzlich stellt sich in
den sinusoidalen Experimenten heraus, das er den Eis-Albedo-Feedback, als vermuteter Verur-
sacher der Asymmetrien in den SCN-Kurven, versta¨rkt, selbst aber nicht zu Asymmetrien fu¨hrt.
Die chaotischen Experimente, zeigen zuna¨chst einmal das Ergebnis, dass eine meridional vo¨llig
chaotischer Einstrahlungsvariation ein meridional relativ geordnetes Temperaturmuster antreibt.
Das die EOF-Analyse nur ein Hauptmuster ergibt ist ebenfalls erstaunlich, - viele gleichwertige
ha¨tten erwartet werden ko¨nnen. Der Unterschied zwischen weißem und rosa Rauschen ist zu ver-
nachla¨ssigen, abha¨ngig auch vom Erinnerungsfaktor. Diesen zu a¨ndern und auch allgemein Stu-
dien mit einer Vielzahl aus mit weiß verrauscht Strahlung angetriebenen Experimenten wu¨rden
wahrscheinlich interessante Ergebnisse liefern, vielleicht auch eine Art Resonanzfrequenz des
GREB-Modells finden. Bei der vorliegenden kleinen Anzahl an Modellla¨ufen, war das noch nicht
mo¨glich. Ein sich chaotische a¨nderndes Einstrahlungsmuster, das in drei Dimensionen, meridio-
nal, saisonal und neu auch zonal chaotisch ist, wu¨rde zwar keiner realen Einstrahlung, keinem
Sonnenrauschen mehr entsprechen, - aber sicherlich auch interessante Ergebnisse bringen. Das
saisonale Rauschen entspricht in seinen effektiven A¨nderungen auf die Einstrahlung der Obliqui-
ta¨t und liefert, wie auch das Sonnenrauschenexperiment, die gleiche Erkla¨rungen fu¨r den dem
Winterforcing antikorrelierten Winterresponse und die Erkenntnis, dass Sta¨rke der Saisonalita¨t
und Oberfla¨chentemperatur stark korrelieren. Letztere unterstu¨tzt die Theorie von warmen Win-
tern und ku¨hlen Sommern. Die hier punktuell zu 3.75C/W/m2 Klimasensitivita¨t trifft erstaunlich
gut die vom IPCC [2007] angegebenen. Hier mu¨sste man aber weitere Studien explizit zur Kli-
masensitivita¨t durchfu¨hren, um den Wert abzusichern. Die Analyse der simulierten Vostokkurve
liefert immerhin a¨hnlichen Amplituden und die hohe Korrelation in den tiefen Frequenzen, die
vor allem auf den Exzentrizita¨tsantrieb zuru¨ckzufu¨hren ist. Die Vermutungen u¨ber antarktischen
Wasserdampf mu¨ssten sich zuna¨chst durch weitere Untersuchungen besta¨tigen lassen, um weitere
Ru¨ckschlu¨sse zu ziehen.
Wa¨hrend der Arbeit traten einige mehr oder minder schwere Komplikationen, die aber gelo¨st
werden konnten. Die Suche nach dem Einstrahlungsforcing verlief gut: Uta Krebs-Kanzow, Kiel
stellte neben der von ihr in einen Matlab-Code u¨bersetzte Berechnungsroutine des Kiel Climate
Models (KCM) das Programm von Huybers, Eisenman [2006] zur Verfu¨gung. Jonathan Levine
schickte sein Berechnungsprogramm nach Daten von Quinn et al. [1991] aus Berkeley, Kali-
fornien. Huybers Programm lieferte von den drei Mo¨glichkeiten die besten und benutzerfreundlich-
sten Ergebnisse und wurde zur Grundlage dieser Arbeit. Die Suche nach einer geeigneten Rechen-
plattform mit entsprechenden Fortran-Compilern im Leibniz-Institut fu¨r Meereswissenschaften,
Kiel gestaltete sich schwieriger und zeitaufwa¨ndig. Sie endete auf dem Hochleistungs-Vektor-
rechner NEC SX-8 der Kieler Christian Albrechts Universita¨t. Der Fortran Code musste dazu
angepasst, Umgebungsvariablen gesetzt und das Programm zur Benutzung in einer Queue um-
geschrieben werden. Schon in dieser Phase wurden immer wieder numerische Fehler berichtigt
und der Code auch physikalisch weiter verbessert und erweitert. Probleme mit instabilen Kontrol-
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lla¨ufen und Ozeantemperaturen unter dem arktischen Eis von lokal bis Toz =  10000C wurden
unter anderem durch Verbesserungen an turbulenten Mischprozessen im tiefen Ozean, durch ein
Wolkenmodell und durch A¨nderungen des Wasserdampfes von Dietmar Dommenget, Melbourne
behoben.
Einige Ungenauigkeiten und grobe Abscha¨tzungen, wie beispielsweise die gemittelten Gesam-
talbedo von aGREB = 0.47 des Kontrollklimas sind bekannt (aErde = 0.31), werden aber in Kauf
genommen, um dasModell einfach zu halten. So liefert das Modell viele zufriedenstellende Ergeb-
nisse und ermo¨glicht durch seine Einfachheit und Effizienz pala¨ontologische Langzeitstudien in
kurzer Rechenzeit.
Um es fu¨r realita¨tsna¨here Untersuchungen brauchbar zu machen, wa¨re ein Eisschildmodell, der
CO2-Feedback mit Kopplung an die Ozeantemperatur oder auch die Beru¨cksichtigung anderer




A.1. EOF-Analysen zu Kap.3.3.3
1. EOF (83.3971% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
2. EOF (10.2795% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
3. EOF (5.5916% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
























Abbildung A.1.: EOF-Analyse des 400 ka - Nordsommerresponses (JJA). PCs sind in Standard-
abweichungen, Eigenwerte in erkla¨rter Varianz angegeben.
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1. EOF (76.3794% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
2. EOF (17.3596% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
3. EOF (5.6045% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 























Abbildung A.2.: Wie Abb. A.1, aber fu¨r den Nordwinterresponse (DJF)
1. EOF (62.1959% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
2. EOF (26.8298% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
3. EOF (10.8288% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 























Abbildung A.3.: Jahresmittel EOF-Analyse des 400 ka - Response ohne Feedbacks. PCs sind in
Standardabweichungen, Eigenwerte in erkla¨rter Varianz angegeben.
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1. EOF (72.072% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
2. EOF (17.8333% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
3. EOF (9.9275% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 























Abbildung A.4.: Wie Abb. A.3, aber fu¨r den Nordsommerresponse (JJA)
1. EOF (60.3971% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
2. EOF (25.6943% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 
  80oN 
3. EOF (13.7857% erkl. Var.)
   0o    60oE  120oE 180oW 120oW  60oW 
  80oS 
  40oS 
   0o  
  40oN 




























module mo numer ics
!+++++++++++++++++++++++++++++++++++++++
6
! numer i ca l parame te r
i n t eger , parameter : : xdim = 96 , ydim = 48 ! f i e l d d imen s i on s
i n t eger , parameter : : n d a y s y r = 365 ! number o f days per year
i n t eger , parameter : : d t = 123600 ! t ime s t e p [ s ]
11 i n t eger , parameter : : d t c r c l = 23600 ! t ime s t e p c i r c u l a t i o n [ s ]
i n t eger , parameter : : n d t d a y s = 243600/ d t ! number o f t i m e s t e p s per day
i n t eger , parameter : : n s t e p y r = nd ay s y r  nd t d a y s ! number o f t i m e s t e p s per year
i n t e g e r : : t i m e f l u x = 0 ! l e n g t h o f i n t e g r a t i o n f o r f l u x
c o r r e c t i o n [ y r s ]
i n t e g e r : : t i m e c t r l = 0 ! l e n g t h o f i n t e g r a t i o n f o r
c o n t r o l run [ y r s ]
16 i n t e g e r : : t i m e s c n r = 0 ! l e n g t h o f i n t e g r a t i o n f o r
s c e n a r i o run [ y r s ]
i n t e g e r : : i px = 1 ! p o i n t s f o r d i a g o n s t i c p r i n t o u t s
i n t e g e r : : i py = 1 ! p o i n t s f o r d i a g o n s t i c p r i n t o u t s
i n t eger , parameter , dimension ( 1 2 ) : : jday mon =
( / 3 1 , 2 8 , 3 1 , 3 0 , 3 1 , 3 0 , 3 1 , 3 1 , 3 0 , 3 1 , 3 0 , 3 1 / ) ! days per
rea l , parameter : : d lon = 3 6 0 . / xdim ! l i n e a r i n c r emen t i n l on
21 rea l , parameter : : d l a t = 1 8 0 . / ydim ! l i n e a r i n c r emen t i n l a t
i n t e g e r : : i r e a l = 1 ! r e co rd l e n g t h f o r IO ( machine
dependen t )
name l i s t / numer i c s / t im e f l u x , t i m e c t r l , t i m e s c n r
26 end module mo numer ics
!+++++++++++++++++++++++++++++++++++++++
module mo phys i c s
!+++++++++++++++++++++++++++++++++++++++
31
use mo numer ics
! p r o c e s s c o n t r o l l o g i c s
i n t e g e r , dimension ( 1 4 ) : : l o g p r o c = 1
! l o g p r o c ( 1 ) = b lackbody r a d i a t i o n o f s u r f a c e
36 ! l o g p r o c ( 2 ) = s e n s i b l e h ea t f l u x
! l o g p r o c ( 3 ) = l a t e n t h ea t f l u x
! l o g p r o c ( 4 ) = l a t e r a l d i f f u s i o n o f T
! l o g p r o c ( 5 ) = l a t e r a l d i f f u s i o n o f q
! l o g p r o c ( 6 ) = l a t e r a l a d v e k t i o n o f T
41 ! l o g p r o c ( 7 ) = l a t e r a l a d v e k t i o n o f q
! l o g p r o c ( 8 ) = hum i d i t y i s a l l owed t o vary
! l o g p r o c ( 9 ) = f l u x c o r r e c t i o n i s used
! l o g p r o c ( 1 0 ) = a lbedo
! l o g p r o c ( 1 1 ) = sea i c e
46 ! l o g p r o c ( 1 2 ) = CO2 s c e n a r i o
! l o g p r o c ( 1 3 ) = deep ocean
! l o g p r o c ( 1 4 ) = normal run =1 , r e s t a r t r u n =0
i n t e g e r : : l o g exp = 0
51
! p h y s i c a l parame te r ( n a t u r a l c o n s t a n t s )
parameter ( p i = 3 .1416 )
parameter ( s i g = 5 .6704 e 8 ) ! s t e f a n bo l t zmann c o n s t a n t [W/mˆ 2 /Kˆ 4 ]
parameter ( r ho oc e an = 999 .1 ) ! d e n s i t y o f wa ter a t T=15C [ kg /mˆ 2 ]
56 parameter ( r h o l a n d = 2600 . ) ! d e n s i t y o f s o l i d rock [ kg /mˆ 2 ]
parameter ( r h o a i r = 1 . 2 ) ! d e n s i t y o f a i r a t 20C a t NN
parameter ( cp ocean = 4186 . ) ! s p e c i f i c h ea t c a p a c i t y o f wa ter a t T=15C [ J /
kg /K]
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parameter ( c p l a n d = cp ocean / 4 . 5 ) ! s p e c i f i c h ea t c a p a c i t y o f dry land [ J / kg /K]
parameter ( c p a i r = 1005 . ) ! s p e c i f i c h ea t c a p a c i t y o f a i r [ J / kg /K]
61 parameter ( eps = 1 . ) ! e m i s s i v i t y f o r IR
! p h y s i c a l parame te r ( model v a l u e s )
parameter ( d ocean = 50 . ) ! d ep th o f ocean column [m]
parameter ( d l a n d = 2 . ) ! d ep th o f l and column [m]
66 parameter ( d a i r = 5000 . ) ! d ep th o f a i r column [m]
parameter ( c ap ocean = cp ocean  r ho oc e an ) ! h ea t c a p a c i t y 1m ocean [ J /K /mˆ 2 ]
parameter ( c a p l a n d = cp l a n d  r h o l a n d  d l a n d ) ! h ea t c a p a c i t y l and [ J /K /mˆ 2 ]
parameter ( c a p a i r = c p a i r  r h o a i r  d a i r ) ! h ea t c a p a c i t y a i r [ J /K /mˆ 2 ]
parameter ( c t s e n s = 25 . ) ! c o up l i n g f o r s e n s i b l e h ea t
71 parameter ( d a i c e = 0 . 2+0 . 0 ) ! a lbedo d i f f e r e n c e no i c e / i c e
parameter ( a n o i c e = 0 . 1 ) ! a lbedo f o r non i c e cove r ed p o i n t s
parameter ( a c l o u d = 0 . 5+0 . 1 ) ! a lbedo f o r c l o ud s
parameter ( g c l d = 0 . 7 +0 . 0 5 ) ! g f o r c l o ud s
76 parameter ( T l i c e 1 = 273.15 10. ) ! t empe r a t u r e range o f l and snow 
a lbedo f e edbac k
parameter ( T l i c e 2 = 273 .15 ) ! t empe r a t u r e range o f l and snow 
a lbedo f e edbac k
parameter ( To i c e1 = 273.15 7. ) ! t empe r a t u r e range o f ocean i ce 
a lbedo f e edbac k
parameter ( To i c e2 = 273.15 1.7 ) ! t empe r a t u r e range o f ocean i ce 
a lbedo f e edbac k
parameter ( zo = 600 .0 ) ! ocean dep th [m]
81 parameter ( c o t u r b = 1 . 0 ) ! t u r b o l e n t m ix ing t o deep ocean [W/K
/mˆ 2 ]
parameter ( kappa = 2e5 ) ! atmos . d i f f u s i o n c o e f f i c i e n t [mˆ 2 / s
]
parameter ( ce = 2e 3 ) ! l a t e n hea t t r a n s f e r c o e f f i c i e n t f o r
ocean
parameter ( c q l a t e n t = 2 .257 e6 ) ! l a t e n t h ea t o f c o nd en s a t i o n /
e v a poa r t i o n f wa ter [ J / kg ]
86 parameter ( c q r a i n =  0 . 1 / 2 4 . / 3 6 00 . ) ! d e c r ea s e i n a i r wa ter vapor due t o
r a i n [ 1 / s ]
parameter ( z a i r = 8400 . ) ! s c a l i n g h e i g h t atmos . hea t , CO2
! mimic o f f i c i a l
parameter ( z v apo r = 5000 . ) ! s c a l i n g h e i g h t atmos . wa ter vapor
d i f f u s i o n
91 parameter ( r qv iwv = 2 .6736 e3 ) ! r e g r e s . f a c t o r be tween v iwv and
q a i r [ kg /mˆ 3 ]
! d e c l a r e c l i m a t e f i e l d s
rea l , dimension ( xdim , ydim ) : : z t opo , g l a c i e r , z oc e an
rea l , dimension ( xdim , ydim , n s t e p y r ) : : Tclim , ucl im , vcl im , qcl im , mldclim , Toclim ,
c l d c l im ! m i x e d l a y e r d e p t h c l im .
96 rea l , dimension ( xdim , ydim , n s t e p y r ) : : TF co r r e c t , q F c o r r e c t , ToF co r r e c t , swe t c l im
rea l , dimension ( ydim , n s t e p y r ) : : sw so l a r , sw so l a r 2 , sw s o l a r 3
rea l , dimension ( 3 , ndays y r , ydim ) : : swpa l eo f
rea l , dimension ( 3 001 , 3 ) : : swpa lpc
rea l , dimension ( 3001 , ydim , nd ay s y r ) : : swtmp
101 rea l , dimension ( 400 , ydim , nd ay s y r ) : : n o i s e
! d e c l a r e c o n s t a n t f i e l d s
rea l , dimension ( xdim , ydim ) : : c a p s u r f
rea l , dimension ( xdim , ydim ) : : gmax = 0 .99
106 rea l , dimension ( xdim , ydim ) : : gmin = 0 . 4
rea l , parameter : : e o f f a k = 2.416206527183881 ! Fak to r f o r EOF
Re c o n s t r u c t i o n
i n t e g e r jday , i t y r , i t s t a r t
111 name l i s t / p h y s i c s / l o g p r o c , l o g exp
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end module mo phys i c s
!+++++++++++++++++++++++++++++++++++++++
116 module mo d i a g n o s t i c s
!+++++++++++++++++++++++++++++++++++++++
USE mo numerics , ONLY: xdim , ydim
121 ! d e c l a r e d i a g n o s t i c f i e l d s
rea l , dimension ( xdim , ydim ) : : Tsmn , Tamn , qmn , swmn , lwmn , qlatmn , qsensmn , &
& ftmn , fqmn , amn , Tomn
! d e c l a r e o u t p u t f i e l d s
126 rea l , dimension ( xdim , ydim ) : : Tmm, Tamm, Tomm, qmm, apmm, DJFT , QUAT, DJFTa ,
&
& DJFTo , DJFq , DJFap , QUATa, QUATo, QUAq, QUAap
i n t e g e r : : DJF , QUA, WAI !WHERE AM I
131 end module mo d i a g n o s t i c s
!+++++++++++++++++++++++++++++++++++++++
subrout ine c l im a t e
!+++++++++++++++++++++++++++++++++++++++
136 ! c l i m a t e model main loop
use mo numer ics
use mo phys i c s
use mo d i a g n o s t i c s
141
! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : Ts0 , Ts1 , Ta0 , Ta1 , q0 , q1 , sw , a lbedo , &
& Q sens , Q l a t , Q l a t a i r , dq eva , d q r a i n , &
& dTa c r c l , d q c r c l , dTs , dTa , dq , LW surf , &
146 & LW air , t s i n i , t a i n i , q i n i , Ty0 , Ty1 , &
& To0 , To1 , dT ocean , dTo , t o i n i , Ts2 , Ta2 , q2 ,&
& To2
r e a l : : p e r i o d e
rea l , dimension ( ydim , nd ay s y r ) : : p ia , vpi , vp i2
151 i n t e g e r : : year , s t a r t
open ( 31 , f i l e = ’ / g f s / work imk5 / smomw141 / r e s e a r c h / c o n t r o l ’ ,ACCESS= ’DIRECT ’ ,FORM= ’
UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 32 , f i l e = ’ / g f s / work imk5 / smomw141 / r e s e a r c h / s c e n a r i o ’ ,ACCESS= ’DIRECT ’ ,FORM= ’
UNFORMATTED’ , RECL= i r e a l xdimydim )
156
i f ( ( l o g exp >= 672 . and . l o g exp < 680) . o r . l o g p r o c ( 1 4 ) == 0) then
i r e s t a r t r e c = 0
open ( 34 , f i l e = ’ / g f s / work imk5 / smomw141 / r e s e a r c h / r e s t a r t . f 1 ’ ,ACCESS= ’DIRECT ’ ,FORM= ’
UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 35 , f i l e = ’ / g f s / work imk5 / smomw141 / r e s e a r c h / r e s t a r t . f 2 ’ ,ACCESS= ’DIRECT ’ ,FORM= ’
UNFORMATTED’ , RECL= i r e a l )
161 e l s e i f ( l o g exp . eq . 7 . o r . l o g exp . eq . 11 . o r . l o g exp . eq . 12 ) then
i s r e c =0
open ( 23 , f i l e = ’ f l u x e s ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
end i f
166
WAI=0 ! Where Am I : 0 = PRE , 1 = Flux , 2 = CTL , 3 = SCN)
i f ( l o g p r o c ( 1 3 ) == 0) mldcl im = d ocean ! no deep ocean
z ocean =0
171 do i =1 , n s t e p y r ! s e t ocean dep th
where ( mldcl im ( : , : , i ) . g t . z o c e an ) z ocean = mldcl im ( : , : , i )
end do
z ocean = 1 . 52 . 0 z ocean
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176 i f ( l o g exp == 3) then ! no topography
where ( z t o p o > 0 . ) z t o p o = 1 .
end i f
! h ea t c a p a c i t y g l o b a l [ J /K /mˆ 2 ]
181 where ( z t o p o > 0 . ) c a p s u r f = c a p l a n d
where ( z t o p o <= 0 . ) c a p s u r f = cap ocean mldcl im ( : , : , 1 )
! i n i t i a l i z e f i e l d s
T s i n i = Tcl im ( : , : , n s t e p y r ) ! i n i t i a l v a l u e temp . s u r f
186 T a i n i = Ts0 DTa0 ! i n i t i a l v a l u e atm . temp .
To i n i = Tocl im ( : , : , n s t e p y r ) ! i n i t i a l v a l u e temp . s u r f
q i n i = qc l im ( : , : , n s t e p y r ) ! i n i t i a l v a l u e atmos water vapor
d q c r c l =0 .
191 i f ( l o g exp > 100) then
CO2 c t r l = 280 . ! p r e i n d u s t r i a l CO2
e l s e
i f ( l o g p r o c ( 1 2 ) . eq . 1 ) CO2 c t r l = 340 . ! 2xC02
i f ( l o g p r o c ( 1 2 ) . eq . 2 ) CO2 c t r l = 298 . ! A1B
196 i f ( l o g p r o c ( 1 2 ) . eq . 3 ) CO2 c t r l = 340 . ! 340ppm
end i f
i f ( l o g exp == 671) then ! t o da y s i n s o l a t i o n r e c o n s t r u c t e d by EOFs
! f o r a l l ( i =1: ndays y r , j =1: ydim )
201 do i =1 , n d ay s y r ; do j =1 , ydim
p i a ( j , i ) = swpa l eo f ( 1 , i , j )  swpa lpc ( 1 , 1 ) + swpa l eo f ( 1 , i , j )  swpa lpc ( 1 , 2 ) + swpa l eo f ( 3 , i
, j )  swpa lpc ( 1 , 3 )
end do ; end do
! end f o r a l l
do n=1 , n s t e p y r
206 j d ay = mod ( ( n 1) / nd t d ay s , n d ay s y r ) +1
sw s o l a r ( : , n ) = e o f f a k  p i a ( : , j d ay )
end do
sw s o l a r = sw s o l a r 2 + sw s o l a r !  s i n ( f l o a t ( i t ) / ( f l o a t ( n s t e p y r )  p e r i o d e ) 2 . p i ) ! (
Paleomean + Anomaly )
! where ( sw s o l a r < 0 . ) sw s o l a r = 0 . ! t o e vo i d n e g a t i v e i n s o l a t i o n from EOF
211 end i f
! compute Q  f l u x c o r r e c t i o n s
WAI=1
216 pr in t  , ’% f l u x c o r r e c t i o n ’ , CO2 c t r l
c a l l q f l u x c o r r e c t i o n ( CO2 c t r l , T s i n i , T a i n i , q i n i , T o i n i )
i f ( l o g p r o c ( 9 ) == 0) then ! no f l u x c o r r e c t i o n
TF c o r r e c t = 0 . ; q F c o r r e c t = 0 . ; T oF c o r r e c t = 0 .
end i f
221
! c o n t r o l run
WAI = 2
pr in t  , ’% CONTROL RUN CO2= ’ , CO2 c t r l , ’ t ime= ’ , t i m e c t r l , ’ y r ’
226 Ts1 = T s i n i ; Ta1 = T a i n i ; To1 = To i n i ; q1 = q i n i ; ! i n i t i a l i z e f i e l d s
mon=1; y e a r =1970; i r e c =0; Tmm=0 . ; Tamm=0 . ; qmm=0 . ; apmm=0 . ;
do i t =1 , t i m e c t r l  n s t e p y r ! main t ime loop
! do i t =1 , 300
! p r i n t  , ’ c o n t r o l l oop : ’ , i t , t s 1 ( ipx , i p y ) , q1 ( ipx , i p y )
231 c a l l t im e l o o p ( i t , i s r e c , year , CO2 c t r l , CO2 c t r l , i r e c , mon , 31 ,
&
& Ts1 , Ta1 , q1 , To1 , Ts0 , Ta0 , q0 , To0 , d q c r c l )
Ts1=Ts0 ; Ta1=Ta0 ; q1=q0 ; To1=To0 ! memory





! s c e n a r i o run
WAI = 3
pr in t  , ’% SCENARIO RUN ’ , l o g p r o c ( 1 2 ) , ’ t ime= ’ , t ime s c n r , ’ y r ’
241 i f ( l o g exp == 111) d sw so l a r =  10 ! s o l a r c o n s t a n t change
i f ( l o g exp == 113) d sw so l a r =  30 ! s o l a r c o n s t a n t change
i f ( l o g exp == 112) d sw so l a r = +10 ! s o l a r c o n s t a n t change
i f ( l o g exp == 666) pr in t  , ’ Pa l eo Mean I n s o l a t i o n ’
i f ( l o g exp == 667) pr in t  , ’ Pa l eo Mean I n s o l a t i o n + 2 x EOF1 ’
246 i f ( l o g exp == 668) pr in t  , ’ Pa l eo Mean I n s o l a t i o n   2 x EOF1 ’
i f ( l o g exp == 669) pr in t  , ’ Pa l eo Mean I n s o l a t i o n + 2 x EOF1 by 2nd way ’
i f ( l o g exp >= 10000 . and . l o g exp <= 13000) pr in t  , ’ I n s o l a t i o n of ’ , l og exp  10000 , ’
kyr BP ’
i f ( l o g exp == 111 . o r . l o g exp == 113 . o r . l o g exp == 112) then
251 pr in t  , ’dSW = ’ , d sw so l a r , ’w/m2 ’ ! s o l a r c o n s t a n t change
sw s o l a r = sw s o l a r (1365+ d sw so l a r ) /1365 ! s o l a r c o n s t a n t change
e l s e i f ( l o g exp >= 666) then
sw s o l a r = sw s o l a r 2 ! i n s o l a t i o n change
e l s e i f ( l o g exp . eq . 555) then ! s i n u s o i d a l change
256 sw s o l a r 2 = sw s o l a r
d sw s o l a r = 5 . 0 ! Amp l i t ude Watt /mˆ2
p e r i o d e = 4000 . ! Pe r i ode i n Years
end i f
261 Ts1 = T s i n i ; Ta1 = T a i n i ; q1 = q i n i ; To1 = To i n i ! i n i t i a l i z e f i e l d s
yea r =1940; CO2=280 . 0 ; mon=1; i r e c =0; Tmm=0 . ; Tamm=0 . ; qmm=0 . ; apmm=0 . ;
QUA=0; DJF=0; QUAT = 0 . ; QUATa = 0 . ; QUATo = 0 . ; QUAq = 0 . ; QUAap = 0 . ;
DJFT = 0 . ; DJFTa = 0 . ; DJFTo = 0 . ; DJFq = 0 . ; DJFap = 0 . ; i t s t a r t =1
i f ( l o g exp >= 672 . and . l o g exp < 680) y e a r = 0
266
i f ( l o g p r o c ( 1 4 ) == 0) then ! R e s t a r t i n g t h e Model
271 pr in t  , ’ r e ad from r e s t a r t   f i l e ’
i r e s t a r t r e c =0
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) Ts1
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) Ta1
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) q1
276 i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) To1
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) d q c r c l
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) DJFT
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) DJFTa
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) DJFTo
281 i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) DJFq
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 34 , rec= i r e s t a r t r e c ) DJFap
i r e s t a r t r e c =0
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) i t
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) i s r e c
286 i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) y e a r
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) CO2
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) CO2 c t r l
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) i r e c
i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) mon
291 i r e s t a r t r e c = i r e s t a r t r e c +1; read ( 35 , rec= i r e s t a r t r e c ) DJF
i t s t a r t = i t +1
pr in t  , ’ r e s t a r t i n g s c e n a r i o i n ye a r , i t ’ , year , i t
end i f
296
do i t = i t s t a r t , t i m e s c n r  n s t e p y r ! main t ime loop
c a l l c o 2 l e v e l ( i t , year , CO2)
i f ( l o g exp >= 555 . and . l o g exp <= 590) then ! s i n u s o i d a l i n s o l a t i o n
change
301 sw s o l a r = sw s o l a r 2  (1365 .+ d sw so l a r  s i n ( f l o a t ( i t ) / ( f l o a t ( n s t e p y r )  p e r i o d e )
2 . p i ) ) /1365
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e l s e i f ( l o g exp == 669) then ! Paleo I n s o l a t i o n
R e c o n s t r u c t i o n by EOFs
sw s o l a r = sw so l a r 2 +2. sw s o l a r 3
e l s e i f ( l o g exp == 670 . o r . l o g exp == 671) then ! S i n u s o i d a l EOF Exper imen t
p e r i o d e =4000.
306 do i =1 , n d ay s y r ; do j =1 , ydim
p i a ( j , i ) = swpa l eo f ( 1 , i , j )  swpa lpc ( 2 33 , 1 ) + swpa l eo f ( 2 , i , j )  swpa lpc ( 2 33 , 2 ) + swpa l eo f
( 3 , i , j )  swpa lpc ( 2 33 , 3 )
end do ; end do
do n=1 , n s t e p y r ! i n t e r p o l a t e SW on t ime s t e p s , s h e l l  l i k e
j d ay = mod ( ( n 1) / nd t d ay s , n d ay s y r ) +1
311 sw s o l a r ( : , n ) = e o f f a k  p i a ( : , j d ay )
end do
sw s o l a r = sw s o l a r 2 + sw s o l a r !  s i n ( f l o a t ( i t ) / ( f l o a t ( n s t e p y r )  p e r i o d e ) 2 . p i ) ! (
Anomaly + Paleomean )
e l s e i f ( l o g exp == 672) then ! v o s t o k run
s t a r t = 1000000 ! s t a r t y r s BP = s t a r t
316 i f ( ( mod ( year , 1 0 00 ) == 0 . and . mod ( i t , n s t e p y r ) == 1) . o r . i t == i t s t a r t ) then
k=abs ( ( year mod ( year , 1 0 00 )  s t a r t ) / 1 000 ) ! m i l l e n i a l r ead i ng o f
i n s o l a t i o n
pr in t  , ’ c a l c u l a t i n g pa l e o i n s o l a t i o n o f y e a r ’ , k , ’ ky BP ’
vp i = swtmp ( k + 1 , : , : ) ! v a r i a b l e (VOSTOK) pa l eo i n s o l a t i o n
vp i2 = swtmp ( k , : , : ) ! v a r i a b l e (VOSTOK) pa l eo i n s o l a t i o n
321 do n=1 , n s t e p y r
j d ay = mod ( ( n 1) / nd t d ay s , n d ay s y r ) +1
sw s o l a r 2 ( : , n ) = vp i ( : , j d ay )
sw s o l a r 3 ( : , n ) = vp i2 ( : , j d ay )
end do
326 end i f
i f (mod ( i t , n s t e p y r ) == 1 . o r . i t == i t s t a r t ) then ! annua l i n t e r p o l a t e
sw s o l a r =( sw s o l a r 2 + f l o a t (mod ( year , 1 0 00 ) )  ( sw so l a r 3 sw s o l a r 2 ) / 1 0 0 0 . ) !
 (1365 .  30 . ) / 1 3 6 5 .
end i f
e l s e i f ( l o g exp >= 673 . and . l o g exp < 680) then ! No i se Expe r imen t s
331 s t a r t = 400000 ! y r s BP , s t a r t <= t c t r l , y ear=0 vor scnrun ! !
i f ( ( mod ( year , 1 0 00 ) == 0 . and . mod ( i t , n s t e p y r ) == 1) . o r . i t == i t s t a r t ) then
k=abs ( ( year mod ( year , 1 0 00 )  s t a r t ) / 1 000 )
pr in t  , ’ c a l c u l a t i n g n o i s e i n s o l a t i o n o f y e a r ’ , k , ’ ky BP ’
vp i = n o i s e ( k + 1 , : , : ) ! v a r i a b l e (VOSTOK) pa l eo i n s o l a t i o n
336 vp i2 = no i s e ( k , : , : ) ! v a r i a b l e (VOSTOK) pa l eo i n s o l a t i o n
do n=1 , n s t e p y r
j d ay = mod ( ( n 1) / nd t d ay s , n d ay s y r ) +1
sw s o l a r 2 ( : , n ) = vp i ( : , j d ay )
sw s o l a r 3 ( : , n ) = vp i2 ( : , j d ay )
341 end do
end i f
i f (mod ( i t , n s t e p y r ) == 1 . o r . i t == i t s t a r t ) then
sw s o l a r = sw so l a r 2 + f l o a t (mod ( year , 1 0 00 ) )  ( sw so l a r 3 sw s o l a r 2 ) / 1 0 0 0 .
end i f
346 end i f
i f ( l o g exp > 100) CO2=CO2 c t r l ! P r e i n d u s t r i a l
c a l l t im e l o o p ( i t , i s r e c , year , CO2 , CO2 c t r l , i r e c , mon , 32 ,
&
& Ts1 , Ta1 , q1 , To1 , Ts0 , Ta0 , q0 , To0 , d q c r c l )
351 Ts1=Ts0 ; Ta1=Ta0 ; q1=q0 ; To1=To0 ! memory
i f ( i t == t im e s c n r  n s t e p y r ) then ! C a l c u l a t i o n s f i n i s h ! !
open ( 37 , f i l e = ’ / g f s / work imk5 / smomw141 / r e s e a r c h / f e t t i g ’ ,ACCESS= ’DIRECT ’ ,FORM= ’
UNFORMATTED’ , RECL= i r e a l )
s top
356 end i f
i f (mod ( i t , n s t e p y r ) == 0) ye a r = yea r +1 ! c u r r e n t year
i f (mod ( i t , n s t e p y r 30000) == 0) then ! Wr i t i n g R e s t a r t f i l e s e v e r y 30 ka
! c o n a t i n i n g a l l da ta t h a t migh t be
impo r t a n t
78 ANHANG
361 pr in t  , ’ w r i t i n g r e s t a r t f i l e o f year 1 / i t ’ , year  1, ’ / ’ , i t
i r e s t a r t r e c =0
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) Ts0
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) Ta0
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) q0
366 i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) To0
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) d q c r c l
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) DJFT
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) DJFTa
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) DJFTo
371 i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) DJFq
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 34 , rec= i r e s t a r t r e c ) DJFap
i r e s t a r t r e c =0
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) i t
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) i s r e c
376 i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) y e a r
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) CO2
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) CO2 c t r l
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) i r e c
i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) mon
381 i r e s t a r t r e c = i r e s t a r t r e c +1; wr i t e ( 35 , rec= i r e s t a r t r e c ) DJF




386 end subrout ine
!+++++++++++++++++++++++++++++++++++++++
subrout ine t im e l o o p ( i t , i s r e c , year , CO2 , CO2 c t r l , i r e c , mon , ionum , Ts1 , Ta1 , q1 , To1
, Ts0 , Ta0 , q0 , To0 , d q c r c l )
!+++++++++++++++++++++++++++++++++++++++
391 ! main t ime loop
use mo numer ics
use mo phys i c s
396 rea l , dimension ( xdim , ydim ) : : Ts1 , Ta1 , q1 , To1 , Ts0 , Ta0 , q0 , To0 , sw , &
& albedo , Q sens , Q l a t , Q l a t a i r , dq eva , &
& dq r a i n , dTa c r c l , d q c r c l , dTs , dTa , dq , &
& LW surf , LW air , t s i n i , t a i n i , q i n i , Ty0 , &
& Ty1 , dT ocean , dTo , t o i n i
401 i n t e g e r : : y e a r
j d ay = mod ( ( i t  1) / nd t d ay s , n d ay s y r ) +1 ! c u r r e n t c a l e nda r day i n year
i t y r = mod ( ( i t  1) , n s t e p y r ) +1 ! t ime s t e p i n year
406
c a l l t e n d e n c i e s (CO2 , CO2 c t r l , Ts1 , Ta1 , To1 , q1 , a lbedo , SW, LW surf , Q l a t , &
& Q sens , LW air , Q l a t a i r , dq eva , d q r a i n , d q c r c l , &
& dTa c r c l , dT ocean , dTo , i t )
411 ! s u r f a c e t empe r a t u r e
Ts0 = Ts1 +dT ocean + d t  ( SW +LW surf +Q l a t +Q sens + TF c o r r e c t ( : , : , i t y r ) ) /
c a p s u r f
! a i r t empe r a t u r e
Ta0 = Ta1 + dT a c r c l + d t  ( LW air + Q l a t a i r  Q sens ) / c a p a i r
416
! deep ocean t empe r a t u r e
To0 = To1 +dTo +ToF c o r r e c t ( : , : , i t y r )
! a i r wa ter vapor
421 dq = d t  ( dq eva+ d q r a i n ) + d q c r c l + q F c o r r e c t ( : , : , i t y r )
where ( dq . l e .  q1 ) dq =  0.9q1 ! no n e g a t i v e q ; numer i ca l s t a b i l i t y
q0 = q1 + dq
! sea i c e h ea t c a p a c i t y
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426 c a l l s e a i c e ( Ts0 )
! w r i t e o u t p u t
c a l l ou t p u t ( i t , ionum , i r e c , mon , t s0 , t a0 , to0 , q0 , a lbedo , y e a r )
431 ! d i a g n o s t i c s : annua l means p l o t s
c a l l d i a g o n s t i c s ( i t , year , CO2 , t s0 , t a0 , to0 , q0 , a lbedo , sw , lw su r f , q l a t , q s e n s )
end subrout ine t im e l o o p
436 !+++++++++++++++++++++++++++++++++++++++
subrout ine t e n d e n c i e s (CO2 , CO2 c t r l , Ts1 , Ta1 , To1 , q1 , a lbedo , SW, LW surf , Q l a t ,
Q sens , LW air , &
& Q l a t a i r , dq eva , d q r a i n , d q c r c l , dTa c r c l , dT ocean , dTo , i t )
!+++++++++++++++++++++++++++++++++++++++
441 use mo numer ics
use mo phys i c s
! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : Ts1 , Ta1 , q1 , a lbedo , sw , &
446 & Q sens , Q l a t , Q l a t a i r , dTa c r c l , &
& dq c r c l , dTs , dTa , dq , LW surf , LW air , &
& To1 , dT ocean , dTo , dq eva , d q r a i n
! SW r a d i a t i o n model
451 c a l l SWrad i a t i on ( Ts1 , sw , a l b edo )
! LW r a d i a t i o n model
c a l l LWrad ia t i on ( Ts1 , Ta1 , q1 , CO2 , CO2 c t r l , LW surf , LW air )
! s e n s i b l e h ea t f l u x
i f ( l o g p r o c ( 2 ) == 1) then
456 Q sens = c t s e n s  ( Ta1 Ts1 )
e l s e
Q sens = 0 .
end i f
! hydro . model
461 c a l l hydro ( Ts1 , q1 , Q l a t , Q l a t a i r , dq eva , d q r a i n )
! atmos . c i r c u l a t i o n
c a l l c i r c u l a t i o n ( Ta1 , dTa c r c l , z a i r , l o g p r o c ( 4 ) , l o g p r o c ( 6 ) , i t ) ! a i r temp .
c a l l c i r c u l a t i o n ( q1 , d q c r c l , z vapo r , l o g p r o c ( 5 ) , l o g p r o c ( 7 ) , i t ) ! atmos
water vapor
! deep ocean i n t e r a c t i o n
466 c a l l deep ocean ( Ts1 , To1 , dT ocean , dTo )
end subrout ine t e n d e n c i e s
!+++++++++++++++++++++++++++++++++++++++
471 subrout ine q f l u x c o r r e c t i o n ( CO2 c t r l , Ts1 , Ta1 , q1 , To1 )
!+++++++++++++++++++++++++++++++++++++++
! compute h ea t f l u x c o r r e c t i o n v a l u e s
USE mo numer ics
476 USE mo phys i c s
! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : Ts0 , Ts1 , Ta0 , Ta1 , q0 , q1 , sw , a lbedo , &
& Q sens , Q l a t , Q l a t a i r , dq eva , d q r a i n , &
481 & dTa c r c l , d q c r c l , dTs , dTa , dq , T e r r o r , &
& LW surf , LW air , To0 , To1 , dT ocean , dTo
! t ime loop
do i t =1 , t i m e f l u x  nd t d a y s  nday s y r
486 j d ay = mod ( ( i t  1) / nd t d ay s , n d ay s y r ) +1 ! c u r r e n t c a l e nda r day i n year
i t y r = mod ( ( i t  1) , n s t e p y r ) +1 ! t ime s t e p i n year
c a l l t e n d e n c i e s ( CO2 c t r l , CO2 c t r l , Ts1 , Ta1 , To1 , q1 , a lbedo , SW, LW surf , Q l a t ,
&
& Q sens , LW air , Q l a t a i r , dq eva , d q r a i n , d q c r c l , &
80 ANHANG
& dTa c r c l , dT ocean , dTo , i t )
491 ! s u r f a c e t empe r a t u r e w i t h o u t h ea t f l u x c o r r e c t i o n
dTs = d t  ( sw +LW surf +Q l a t +Q sens ) / c a p s u r f
Ts0 = Ts1 +dTs +dT ocean
! a i r t empe r a t u r e
dTa = d t  ( LW air + Q l a t a i r  Q sens ) / c a p a i r
496 Ta0 = Ta1 + dTa + dT a c r c l
! deep ocean t empe r a t u r e w i t h o u t h ea t f l u x c o r r e c t i o n
To0 = To1 +dTo
! a i r wa ter vapor w i t h o u t f l u x c o r r e c t i o n
dq = d t  ( dq eva+ d q r a i n )
501 q0 = q1 +dq + d q c r c l
! h ea t f l u x c o r r e c t i o n T s u r f
T e r r o r = Tcl im ( : , : , i t y r )  Ts0 ! e r r o r r e l a t i v e t o Tc l im
TF c o r r e c t ( : , : , i t y r ) = T e r r o r  c a p s u r f / d t ! h ea t f l u x i n [W/mˆ 2 ]
! s u r f a c e t empe r a t u r e w i t h h ea t f l u x c o r r e c t i o n
506 Ts0 = Ts1 +dTs +dT ocean + TF c o r r e c t ( : , : , i t y r )  d t / c a p s u r f
! h ea t f l u x c o r r e c t i o n deep ocean
ToF co r r e c t ( : , : , i t y r ) = Tocl im ( : , : , i t y r )  To0 ! h ea t f l u x i n [K / d t ]
! deep ocean t empe r a t u r e w i t h h ea t f l u x c o r r e c t i o n
To0 = To1 +dTo +ToF co r r e c t ( : , : , i t y r )
511 ! wa ter vapor f l u x c o r r e c t i o n
q F c o r r e c t ( : , : , i t y r ) = qc l im ( : , : , i t y r )  q0
! a i r wa ter vapor w i t h f l u x c o r r e c t i o n
q0 = q1 + dq + d q c r c l + q F c o r r e c t ( : , : , i t y r )
! sea i c e h ea t c a p a c i t y
516 c a l l s e a i c e ( Ts0 )
! d i a g n o s t i c s : annua l means p l o t s
c a l l d i a g o n s t i c s ( i t , 0 . 0 , CO2 c t r l , t s 0 , t a0 , to0 , q0 , a lbedo , sw , lw su r f , q l a t ,
q s e n s )
! memory
Ts1=Ts0 ; Ta1=Ta0 ; q1=q0 ; To1=To0 ;
521 end do
end subrout ine q f l u x c o r r e c t i o n
!+++++++++++++++++++++++++++++++++++++++
526 subrout ine SWrad i a t i on ( Tsur f , sw , a l b edo )
!+++++++++++++++++++++++++++++++++++++++
! SW r a d i a t i o n model
USE mo numerics , ONLY: xdim , ydim , ipx , i py
531 USE mo phys ics , ONLY: i t y r , sw so l a r , d a i c e , a n o i c e , a c l oud , z t o p o &
& , T l i c e 1 , T l i c e 2 , To ice1 , To ice2 , g l a c i e r &
& , c l d c l im , l o g p r o c
! d e c l a r e t emporary f i e l d s
536 rea l , dimension ( xdim , ydim ) : : Tsur f , sw , a lbedo , a s u r f , a a tmos
! atmos a lbedo
a a tmos= c l d c l im ( : , : , i t y r )  a c l o u d
541 ! s u r f a c e a lbedo
! Land : i c e  > a lbedo l i n e a r f u n c t i o n o f T s u r f
where ( z t o p o >= 0 . . and . T su r f <= T l i c e 1 ) a s u r f = a n o i c e + d a i c e ! i c e
where ( z t o p o >= 0 . . and . T su r f >= T l i c e 2 ) a s u r f = a n o i c e ! no i c e
where ( z t o p o >= 0 . . and . T su r f > T l i c e 1 . and . T su r f < T l i c e 2 ) &
546 & a s u r f = a n o i c e + d a i c e (1 ( Tsur f T l i c e 1 ) / ( T l i c e 2 T l i c e 1 ) )
! Ocean : i c e  > a lbedo / h ea t c a p a c i t y l i n e a r f u n c t i o n o f T s u r f
where ( z t o p o < 0 . . and . T su r f <= To i c e1 ) a s u r f = a n o i c e + d a i c e ! i c e
where ( z t o p o < 0 . . and . T su r f >= To i c e2 ) a s u r f = a n o i c e ! no i c e
where ( z t o p o < 0 . . and . T su r f > To i c e1 . and . T su r f < To i c e2 ) &
551 & a s u r f = a n o i c e + d a i c e (1 ( Tsur f To i c e1 ) / ( To ice2 To i c e1 ) )
! g l a c i e r  > no a lbedo changes
where ( g l a c i e r > 0 . 5 ) a s u r f = a n o i c e + d a i c e
i f ( l o g p r o c ( 1 0 ) . eq . 0 ) a s u r f = a n o i c e
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556
! new c loud model
a l b edo= a s u r f +a a tmos a s u r f  a a tmos
! SW f l u x
561 do i =1 , xdim
sw ( i , : ) = sw s o l a r ( : , i t y r ) (1  a l b edo ( i , : ) )
end do
end subrout ine SWrad i a t i on
566 !+++++++++++++++++++++++++++++++++++++++
subrout ine LWrad ia t i on ( Tsur f , Ta i r , q , CO2 , CO2 c t r l , LWsurf , LWair )
!+++++++++++++++++++++++++++++++++++++++
USE mo numerics , ONLY: xdim , ydim , ipx , i py
571 USE mo phys ics , ONLY: s i g , eps , qcl im , z topo , jday , gmax , gmin , l o g p r o c , &
& log exp , i t y r , r qv iwv , z a i r , z vapo r , c l d c l im , g c l d
! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : Tsur f , Ta i r , q , LWsurf , LWair , g , g a i r , g c l o ud
576 rea l , dimension ( xdim , ydim ) : : LWair up , LWair down , LWsurf up , em down , em up
rea l , dimension ( xdim , ydim ) : : rg co2 , g vapo r
! p o i n t s i n t h e v iwv vs . g pd f i n s t e p s o f 5 ( 0 : 5 : 7 0 )
i n t eger , parameter : : pdim = 17
581 rea l , parameter , dimension ( pdim ) : : p viwv = ( / . 6 2 , . 6 8 , . 7 1 , . 7 2 5 , . 7 4 , . 7 7 , . 7 9 5 , . 8 2 , &
& . 8 4 0 , . 8 5 5 , . 8 6 7 , . 8 7 7 , . 8 8 5 , . 8 9 , . 8 9 5 , . 8 9 7 , . 8 9 9 / )
rea l , dimension ( 3 8 ) : : qx = ( / ( i , i =0 ,74 ,2 ) / )
r g co2 = max ( 0 . , ( 0 . 0 0 9 0  0.006/60 ( q r qv iwv ) ) ) ! 17 . 02 . 2010
586
ga1 =  0.16; ga2 = 0 . 0 7 5 ; ga3 = 1e 3; ga4 = +2e 4
gq05 = ga2 l og ( ( 5 .0+ ga4 ) / ga3 )
g vapo r = ga2 l og ( ( q r qv iwv+ga4 ) / ga3 )
591 ! emp i r i c a l f u n c t i o n o f l i n e a r s t e p s
ga1 = 0 . 0
dwv = 2 . 5
g rad = ( p viwv ( 2 ) p viwv ( 1 ) ) / dwv
where ( q r qv iwv . l t . dwv ) g vapo r = g rad  r qv iwv q +p viwv ( 1 )
596 do i =2 , 4 ; viwv = dwv i
g r ad = ( p viwv ( i +1) p viwv ( i ) ) / dwv ;
where ( q r qv iwv . ge . viwv dwv . and . q r qv iwv . l t . viwv ) &
& g vapo r = g rad  ( r qv iwv q (viwv dwv ) ) +p viwv ( i ) ;
end do
601 dwv = 5 . 0
do i =5 , pdim 1; viwv = dwv ( i  2)
g rad = ( p viwv ( i +1) p viwv ( i ) ) / dwv ;
where ( q r qv iwv . ge . viwv dwv . and . q r qv iwv . l t . viwv ) &
& g vapo r = g rad  ( r qv iwv q (viwv dwv ) ) +p viwv ( i ) ;
606 end do
g rad = ( p viwv ( pdim ) p viwv ( pdim 1) ) / dwv
where ( q r qv iwv . ge . 6 5 . ) g vapo r = g rad  ( r qv iwv q 65. ) +p viwv ( pdim 1)
! gq l i n e a r f u n c t i o n
611 i f ( l o g exp == 13) then
g vapo r = 0 . 1 9 5 / 6 0 . q 2 .6736 e3 +0.72 0.00
! g l i n e a r = +0.15 /60 x +0 .75 ; % l i n e a r f u n c t i o n o f q
end i f
616 g a i r = ga1 + g vapo r + r g co2  l og (CO2 / CO2 c t r l )
g c l o ud = c l d c l im ( : , : , i t y r )  g c l d
g = g a i r +g c loud g a i r  g c l oud
i f ( l o g exp . ne . 5 ) g = exp(  z t o p o / z a i r ) g
621
g=min ( gmax , 0 .90 g ) ! s c a l e 23 . 02 . 2010
82 ANHANG
g=max ( 0 . , g )
LWsurf =  (1 g )  s i g Tsu r f 4
626 LWair = 0 .
i f ( l o g p r o c ( 1 ) == 0) LWsurf = 0 .
i f ( l o g p r o c ( 1 ) == 0) LWair = 0 .
end subrout ine LWrad ia t i on
631
!+++++++++++++++++++++++++++++++++++++++
subrout ine hydro ( Tsur f , q , Qla t , Q l a t a i r , dq eva , d q r a i n )
!+++++++++++++++++++++++++++++++++++++++
! h y d r o l o g i c a l model f o r l a t e n t h ea t and water vapor
636
USE mo numerics , ONLY: xdim , ydim , dt , ipx , i py
USE mo phys ics , ONLY: r h o a i r , ucl im , vcl im , z topo , swe tc l im , i t y r , &
& ce , c q l a t e n t , c q r a i n , z a i r , r qv iwv , l o g p r o c
641 ! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : Tsur f , q , Qla t , Q l a t a i r , dq , qs , dq eva
rea l , dimension ( xdim , ydim ) : : d q r a i n , abswind
abswind = s q r t ( uc l im ( : , : , i t y r ) 2 +vc l im ( : , : , i t y r ) 2)
646 where ( z t o p o > 0 . ) abswind = s q r t ( abswind 2 +2 .02) ! l and
where ( z t o p o < 0 . ) abswind = s q r t ( abswind 2 +3 .02) ! ocean
! s a t u r a t e d h um i d i t i y ( max . a i r wa ter vapor )
qs = 3 .75 e 3exp ( 17 . 08085 ( Tsur f  273.15) / ( Tsur f  273 .15+234 .175) ) ;
651 qs = qsexp(  z t o p o / z a i r ) ! DD: s c a l e qs by t o pog r aph i c a l t i t u d e
! l a t e n t h ea t f l u x s u r f a c e
Qla t = ( q qs )  abswind c q l a t e n t  r h o a i r  ce swe t c l im ( : , : , i t y r )
! change i n wa ter vapor
dq eva =  Qla t / c q l a t e n t / r qv iwv ! e v a p o r a t i o n
656 d q r a i n = c q r a i n q ! r a i n
! l a t e n t h ea t f l u x atmos
Q l a t a i r =  d q r a i n  c q l a t e n t  r qv iwv
661 i f ( l o g p r o c ( 3 ) == 0) Q l a t =0 .
i f ( l o g p r o c ( 3 ) == 0) Q l a t a i r =0 .
i f ( l o g p r o c ( 8 ) == 0) dq eva = 0 .
i f ( l o g p r o c ( 8 ) == 0) d q r a i n = 0 .
666 end subrout ine hydro
!+++++++++++++++++++++++++++++++++++++++
subrout ine s e a i c e ( T su r f )
!+++++++++++++++++++++++++++++++++++++++
671 ! SW r a d i a t i o n model
USE mo numerics , ONLY: xdim , ydim , ipx , i py
USE mo phys ics , ONLY: i t y r , z t opo , c a p s u r f , c ap l and , cap ocean , &
& log p r o c , To ice1 , To ice2 , g l a c i e r , mldcl im
676
! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : T su r f
where ( z t o p o < 0 . . and . T su r f <= To i c e1 ) c a p s u r f = c a p l a n d ! sea
i c e
681 where ( z t o p o < 0 . . and . T su r f >= To i c e2 ) c a p s u r f = cap ocean mldcl im ( : , : , i t y r ) !
open ocean
where ( z t o p o < 0 . . and . T su r f > To i c e1 . and . T su r f < To i c e2 ) &
& c a p s u r f = c a p l a n d + ( c ap ocean mldcl im ( : , : , i t y r ) c a p l a n d ) &
& / ( To ice2 To i c e1 )  ( Tsur f To i c e1 )
686 i f ( l o g p r o c ( 1 1 ) == 0) then
where ( z t o p o > 0 . ) c a p s u r f = c a p l a n d ! sea i c e
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where ( z t o p o < 0 . ) c a p s u r f = cap ocean mldcl im ( : , : , i t y r ) ! open ocean
end i f
691 ! g l a c i e r  > no sea i c e change
where ( g l a c i e r > 0 . 5 ) c a p s u r f = c a p l a n d ! i c e s h e e t
end subrout ine s e a i c e
696 !+++++++++++++++++++++++++++++++++++++++
subrout ine deep ocean ( Ts , To , dT ocean , dTo )
!+++++++++++++++++++++++++++++++++++++++
! deep ocean model
701 USE mo numerics , ONLY: xdim , ydim , n s t e p y r , d t
USE mo phys ics , ONLY: i t y r , z t opo , mldclim , l o g p r o c , l o g exp &
& , cap ocean , To ice2 , zo , c o t u r b , t c l im , z ocean
! d e c l a r e t emporary f i e l d s
706 rea l , dimension ( xdim , ydim ) : : Ts , Tx , To , dT ocean , dTo , dmld
i f ( i t y r > 1) dmld = mldcl im ( : , : , i t y r ) mldcl im ( : , : , i t y r  1)
i f ( i t y r == 1) dmld = mldcl im ( : , : , i t y r ) mldcl im ( : , : , n s t e p y r )
711 dT ocean = 0 . 0 ; dTo = 0 . 0
! e n t r a i nmen t & d e t r a i nmen t
where ( z t o p o < 0 . and . Ts >= To i c e2 . and . dmld < 0) &
& dTo =  dmld / ( z ocean mldcl im ( : , : , i t y r ) )  ( Ts To )
where ( z t o p o < 0 . and . Ts >= To i c e2 . and . dmld > 0) &
716 & dT ocean = dmld / mldcl im ( : , : , i t y r )  (To Ts )
c e f fm i x = 0 . 5
dTo = c e f fm i x dTo
dT ocean = c e f fm i x dT ocean
721
ccc = 5 .0 c o t u r b
! t u r b u l e n t m ix ing
Tx = max ( To ice2 , Ts ) ! TEST
726 dTo = dTo + d t  ccc  (Tx To ) / ( c ap ocean  ( z ocean mldcl im ( : , : , i t y r ) ) ) ! TEST
dT ocean = dT ocean + d t  ccc  (To Tx ) / ( c ap ocean mldcl im ( : , : , i t y r ) ) ! TEST
! no deep ocean
i f ( l o g p r o c ( 1 3 ) == 0) dTo = 0 . 0
731 i f ( l o g p r o c ( 1 3 ) == 0) dT ocean = 0 . 0
end subrout ine deep ocean
!+++++++++++++++++++++++++++++++++++++++
736 subrout ine c i r c u l a t i o n ( X in , dX crc l , h s c l , l d i f f , l a dv , i t )
!+++++++++++++++++++++++++++++++++++++++
! c i r c u l a t i o n w i t h s h o r t e r t ime s t e p
USE mo numerics , ONLY: xdim , ydim , dt , d t c r c l
741
rea l , dimension ( xdim , ydim ) : : X1 , X, X in , dX crc l , d x d i f f u s e , dx advec
i n t e g e r t ime , t t
t ime=max ( 1 , n i n t ( f l o a t ( d t ) / d t c r c l ) )
746
X1=X in ;
do t t =1 , t ime ! t ime loop c i r c u l a t i o n
! d i f f u s i o n
751 i f ( l d i f f == 1 ) c a l l d i f f u s i o n (X1 , d x d i f f u s e , h s c l , i t )
i f ( l d i f f == 0 ) d x d i f f u s e = 0 .
! a d v e c t i o n
i f ( l a d v == 1 ) c a l l a d v e c t i o n (X1 , dx advec )
84 ANHANG
i f ( l a d v == 0 ) dx advec = 0 .
756
X = X1 + d x d i f f u s e +dx advec ; X1=X;
end do ! t ime loop
dX c r c l = X X in
761 end subrout ine c i r c u l a t i o n
!+++++++++++++++++++++++++++++++++++++++
subrout ine d i f f u s i o n ( T1 , dX d i f f u s e , h s c l , i t )
!+++++++++++++++++++++++++++++++++++++++
766 ! d i f f u s i o n
USE mo numerics , ONLY: xdim , ydim , dt , d lon , d l a t , d t c r c l
USE mo phys ics , ONLY: p i , z t opo , l og exp , kappa
771 i n t eger , dimension ( ydim ) : : i l a t = ( / ( i , i =1 , ydim ) / ) ! r a i n = 1 , 2 , 3 , . . . , 1 0
rea l , dimension ( ydim ) : : l a t , d x l a t , ccx
rea l , dimension ( xdim ) : : Th , T1h , dTxh
rea l , dimension ( xdim , ydim ) : : ddx , T1 , dX d i f f u s e , dTx , dTy
i n t e g e r t ime2 , d t d f f 2 , t t 2
776
deg = 2 . p i 6 .371 e6 / 3 6 0 . ; ! l e n g t h o f 1deg l a t i t u d e [m]
dx = d lon ; dy= d l a t ; dyy=dydeg
l a t = d l a t  i l a t  d l a t / 2 .  90 . ; d x l a t =dxdeg cos ( 2 . p i / 3 6 0 . l a t )
781 ccy=kappa d t c r c l / dyy2
ccx=kappa d t c r c l / d x l a t 2
! l a t i t u d i n a l
do k=1 , ydim
786 km1=k 1; kp1=k+1
i f ( k>=2 . and . k<=ydim 1) dTy ( : , k ) =ccy  (T1 ( : , km1 ) 2T1 ( : , k ) +T1 ( : , kp1 ) )
i f ( k==1 ) dTy ( : , k ) =ccy( T1 ( : , k ) +T1 ( : , kp1 ) )
i f ( k==ydim ) dTy ( : , k ) =ccy  (T1 ( : , km1 ) T1 ( : , k ) )
! l o n g i t u d i n a l
791 i f ( d x l a t ( k ) > 2 . 5 e5 ) then ! u n i t l 25 degree
do j =1 , xdim ! l o n g i t u d i n a l
jm1= j  1; i f ( jm1 == 0) jm1=xdim
jp1= j +1; i f ( j p1 > xdim ) jp1 =1
jm2= j  2; i f ( jm2 < 1) jm2=xdim+jm2
796 j p2= j +2; i f ( j p2 > xdim ) jp2= jp2 xdim
jm3=j  3; i f ( jm3 < 1) jm3=xdim+jm3
jp3= j +3; i f ( j p3 > xdim ) jp3= jp3 xdim
! 3 . o rde r s o l u t i o n : s t a b l e u n i t l 84 degree ( dx =2.5 degree , a=5e5 )
dTx ( j , k ) =ccx ( k )  ( 10 ( T1 ( jm1 , k ) 2T1 ( j , k ) +T1 ( jp1 , k ) ) &
801 & +4( T1 ( jm2 , k ) 2T1 ( jm1 , k ) +T1 ( j , k ) ) &
& +4( T1 ( j , k )  2T1 ( jp1 , k ) +T1 ( jp2 , k ) ) &
& +1( T1 ( jm3 , k ) 2T1 ( jm2 , k ) +T1 ( jm1 , k ) ) &
& +1( T1 ( jp1 , k ) 2T1 ( jp2 , k ) +T1 ( jp3 , k ) ) ) / 2 0 .
806 end do
e l s e ! h igh r e s o l u t i o n  > sma l l e r t ime s t e p s
dd=max ( 1 , n i n t ( d t c r c l / ( 1 .  d x l a t ( k ) 2/ kappa ) ) ) ; d t d f f 2 = d t c r c l / dd
t ime2=max ( 1 , n i n t ( f l o a t ( d t c r c l ) / f l o a t ( d t d f f 2 ) ) )
ccx2=kappa d t d f f 2 / d x l a t ( k ) 2
811 T1h=T1 ( : , k )
do t t 2 =1 , t ime2 ! a d d i t i o n a l t ime loop
do j =1 , xdim ! l o n g i t u d i n a l
jm1= j  1; i f ( jm1 == 0) jm1=xdim
jp1= j +1; i f ( j p1 > xdim ) j p1 =1
816 jm2= j  2; i f ( jm2 < 1) jm2=xdim+jm2
jp2= j +2; i f ( j p2 > xdim ) j p2= jp2 xdim
jm3= j  3; i f ( jm3 < 1) jm3=xdim+jm3
jp3= j +3; i f ( j p3 > xdim ) j p3= jp3 xdim
dTxh ( j ) =ccx2 ( 10 ( T1h ( jm1 ) 2T1h ( j ) +T1h ( j p1 ) ) &
821 & +4( T1h ( jm2 ) 2T1h ( jm1 ) +T1h ( j ) ) &
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& +4( T1h ( j )  2T1h ( j p1 ) +T1h ( j p2 ) ) &
& +1( T1h ( jm3 ) 2T1h ( jm2 ) +T1h ( jm1 ) ) &
+1( T1h ( j p1 ) 2T1h ( j p2 ) +T1h ( j p3 ) ) ) / 2 0 .
end do ! l o n g i t u d i n a l
826 where ( dTxh . l e .  T1h ) dTxh =  0.9T1h ! no n e g a t i v e q ; numer i ca l
s t a b i l i t y
Th=T1h+dTxh ; T1h=Th
end do ! a d d i t i o n a l t ime loop
dTx ( : , k ) =Th T1 ( : , k )
831 end i f
end do ! y l oop
ddx=dTx+dTy ;
dX d i f f u s e = exp(  z t o p o / h s c l ) ddx
836 end subrout ine d i f f u s i o n
!+++++++++++++++++++++++++++++++++++++++
subrout ine a d v e c t i o n ( T1 , dX advec )
!+++++++++++++++++++++++++++++++++++++++
841 ! a d v e c t i o n a f t e r DD
USE mo numerics , ONLY: xdim , ydim , dt , d lon , d l a t , d t c r c l
USE mo phys ics , ONLY: p i , z t opo , ucl im , vcl im , i t y r
846 i n t eger , dimension ( ydim ) : : i l a t = ( / ( i , i =1 , ydim ) / )
rea l , dimension ( ydim ) : : l a t , d x l a t , ccx
rea l , dimension ( xdim ) : : Th , T1h , dTxh
rea l , dimension ( xdim , ydim ) : : ddx , T1 , T , dX advec , dTx , dTy
i n t e g e r t ime2 , d t d f f 2 , t t 2
851
deg = 2 . p i 6 .371 e6 / 3 6 0 . ; ! l e n g t h o f 1deg l a t i t u d e [m]
dx = d lon ; dy= d l a t ; dyy=dydeg
l a t = d l a t  i l a t  d l a t / 2 .  90 . ; d x l a t =dxdeg cos ( 2 . p i / 3 6 0 . l a t )
856 ccy= d t c r c l / dyy / 2 .
ccx= d t c r c l / d x l a t / 2 .
! l a t i t u d i n a l
do k=1 , ydim
861 km1=k 1; kp1=k +1; km2=k 2; kp2=k+2
do j = 1 , xdim
i f ( vc l im ( j , k , i t y r ) >= 0 . ) then
i f ( k>=3 ) dTy ( j , k ) =  vc l im ( j , k , i t y r )  ccy  ( 2T1 ( j , k ) T1 ( j , km1 ) T1 ( j , km2
) ) / 3 .
i f ( k==2 ) dTy ( j , k ) =  vc l im ( j , k , i t y r )  ccy  ( T1 ( j , k ) T1 ( j , km1 ) )
866 i f ( k==1 ) dTy ( j , k ) = 0 . 0
e l s e
i f ( k <= ydim 2 ) dTy ( j , k ) =  vc l im ( j , k , i t y r )  ccy  (  2T1 ( j , k ) +T1 ( j , kp1 ) +
T1 ( j , kp2 ) ) / 3 .
i f ( k == ydim 1 ) dTy ( j , k ) =  vc l im ( j , k , i t y r )  ccy  (  T1 ( j , k ) +T1 ( j , kp1 ) )
i f ( k == ydim ) dTy ( j , k ) = 0 . 0
871 end i f
end do
! l o n g i t u d i n a l
i f ( d x l a t ( k ) > 2 . 5 e5 ) then ! u n i t l 25 degree
do j =1 , xdim ! l o n g i t u d i n a l
876 jm1= j  1; i f ( jm1 == 0) jm1=xdim
jp1= j +1; i f ( j p1 > xdim ) j p1 =1
jm2= j  2; i f ( jm2 < 1) jm2=xdim+jm2
jp2= j +2; i f ( j p2 > xdim ) j p2= jp2 xdim
i f ( uc l im ( j , k , i t y r ) >= 0 . ) then
881 dTx ( j , k )= uc l im ( j , k , i t y r )  ccx ( k )  ( 2T1 ( j , k ) T1 ( jm1 , k ) T1 ( jm2 , k ) )
/ 3 .
e l s e





886 e l s e ! h igh r e s o l u t i o n  > sma l l e r t ime s t e p s
dd=max ( 1 , n i n t ( d t c r c l / ( d x l a t ( k ) / 1 0 . 0 / 1 . ) ) ) ; d t d f f 2 = d t c r c l / dd
t ime2=max ( 1 , n i n t ( f l o a t ( d t c r c l ) / f l o a t ( d t d f f 2 ) ) )
ccx2= d t d f f 2 / d x l a t ( k ) / 2
T1h=T1 ( : , k )
891 do t t 2 =1 , t ime2 ! a d d i t i o n a l t ime loop
do j =1 , xdim ! l o n g i t u d i n a l
jm1= j  1; i f ( jm1 == 0) jm1=xdim
jp1= j +1; i f ( j p1 > xdim ) j p1 =1
jm2= j  2; i f ( jm2 < 1) jm2=xdim+jm2
896 j p2= j +2; i f ( j p2 > xdim ) j p2= jp2 xdim
jm3= j  3; i f ( jm3 < 1) jm3=xdim+jm3
jp3= j +3; i f ( j p3 > xdim ) j p3= jp3 xdim
i f ( uc l im ( j , k , i t y r ) >= 0 . ) then
dTxh ( j )= uc l im ( j , k , i t y r )  ccx2  ( 10 ( T1h ( j )   T1h ( jm1 ) ) &
901 +4(T1h ( jm1 )   T1h ( jm2 ) ) &
& +1(T1h ( jm2 )   T1h ( jm3 ) ) ) / 2 0 .
e l s e
dTxh ( j ) = uc l im ( j , k , i t y r )  ccx2  ( 10 ( T1h ( j )   T1h ( j p1 ) ) &
+4(T1h ( j p1 )   T1h ( j p2 ) ) &
906 & +1(T1h ( j p2 )   T1h ( j p3 ) ) ) / 2 0 .
end i f
end do ! l o n g i t u d i n a l
where ( dTxh . l e .  T1h ) dTxh =  0.9T1h ! no n e g a t i v e q ; numer i ca l
s t a b i l i t y
Th=T1h+dTxh ; T1h=Th
911 end do ! a d d i t i o n a l t ime loop
dTx ( : , k ) =Th T1 ( : , k )
end i f
end do ! y l oop
dX advec=dTx+dTy ;
916
end subrout ine a d v e c t i o n
!+++++++++++++++++++++++++++++++++++++++
subrout ine c o 2 l e v e l ( i t , year , CO2)
921 !+++++++++++++++++++++++++++++++++++++++
USE mo numerics , ONLY: ndays y r , n d t d a y s
USE mo phys ics , ONLY: l o g p r o c
926 i n t e g e r : : y e a r
i f ( l o g p r o c ( 1 2 ) . eq . 1 ) CO2 = 680 .
i f ( l o g p r o c ( 1 2 ) . eq . 3 ) CO2 = 170 .
i f ( l o g p r o c ( 1 2 ) . eq . 2 ) then
931 CO2 1950 =310 .
CO2 2000 =370 .
CO2 2050 =520 .
i f ( y e a r <= 2000) CO2=CO2 1950 + 6 0 . / 5 0 .  f l o a t ( year  1950)
i f ( y e a r > 2000 . and . y e a r <= 2050) CO2=CO2 2000 + 1 5 0 . / 5 0 .  f l o a t ( year  2000)
936 i f ( y e a r > 2050 . and . y e a r <= 2100) CO2=CO2 2050 + 1 8 0 . / 5 0 .  f l o a t ( year  2050)
end i f
end subrout ine c o 2 l e v e l
941 !+++++++++++++++++++++++++++++++++++++++
subrout ine d i a g o n s t i c s ( i t , year , CO2 , t s0 , t a0 , to0 , q0 , a lbedo , sw , lw su r f , q l a t ,
q s e n s )
!+++++++++++++++++++++++++++++++++++++++
! d i a g o n s t i c s p l o t s
946 USE mo numerics , ONLY: ndays y r , xdim , ydim , i px , ipy , nd t d ay s , n s t e p y r
USE mo phys ics , ONLY: i t y r , TF co r r e c t , q F c o r r e c t , c a p s u r f , Tcl im
use mo d i a g n o s t i c s
A.2 FORTRAN-CODE, MODELL.F90 87
! d e c l a r e t emporary f i e l d s
951 rea l , dimension ( xdim , ydim ) : : Ts0 , Ta0 , To0 , q0 , sw , a lbedo , Q sens , Q l a t , LW surf
i n t e g e r : : y e a r
100 format ( I6 . 2 , 3F9 . 2 , F7 . 2 , E12 . 4 , 1F9 . 2 )
103 format ( ’% main loop : ’ , I6 . 2 , 1F7 . 1 , 9F7 . 2 , F9 . 5 , 2F8 . 2 )
956
x n e t h e a t =sw ( ipx , i py ) +Q sens ( ipx , i py ) +Q l a t ( ipx , i py ) +LW surf ( ipx , i py )
! d i a g n o s t i c s : annua l means
tsmn=tsmn+Ts0 ; tamn=tamn+ t a 0 ; tomn=tomn+ to0 ; qmn=qmn+q0 ; amn=amn+a lb edo
961 swmn=swmn+sw ; lwmn=lwmn+LW surf ; q la tmn=qla tmn+ q l a t ; qsensmn=qsensmn+Q sens ;
f tmn=ftmn+TF c o r r e c t ( : , : , i t y r ) ; fqmn=fqmn+ q F c o r r e c t ( : , : , i t y r ) ;
i f ( i t y r == n s t e p y r ) then
tsmn = tsmn / n s t e p y r ; tamn = tamn / n s t e p y r ; tomn = tomn / n s t e p y r ;
qmn = qmn / n s t e p y r ;
966 amn = amn / n s t e p y r ; swmn = swmn / n s t e p y r ; lwmn = lwmn / n s t e p y r ;
q la tmn = qla tmn / n s t e p y r ; qsensmn = qsensmn / n s t e p y r ; f tmn = ftmn / n s t e p y r ;
fqmn = fqmn / n s t e p y r ;
! p r i n t 103 , i t / n s t e p y r , year , CO2 , tsmn ( ipx , i p y )  273.15 , tamn ( ipx , i p y )  273.15 , &
971 !& tomn ( ipx , i p y )  273.15 , swmn ( ipx , i p y ) , lwmn ( ipx , i p y ) , q la tmn ( ipx , i p y ) , &
!& qsensmn ( ipx , i p y ) , f tmn ( ipx , i p y ) , fqmn ( ipx , i p y ) , qmn ( ipx , i p y ) , amn ( ipx ,
i p y )
pr in t  , yea r , sum ( tsmn ) / ( 9 648 )  273.15 , tsmn (48 ,24+3 )  273.15 , tsmn (16 ,24+14 )
 273.15 , swmn ( 3 , 3 8 )
tsmn = 0 . ; tamn = 0 . ; qmn = 0 . ; amn = 0 . ; swmn= 0 . ; tomn =0 . ! r e s e t annua l mean v a l u e s
lwmn = 0 . ; q la tmn = 0 . ; qsensmn = 0 . ; f tmn = 0 . ; fqmn = 0 . ; ! r e s e t annua l mean v a l u e s
976 end i f
end subrout ine d i a g o n s t i c s
981 !+++++++++++++++++++++++++++++++++++++++
subrout ine ou t p u t ( i t , i u n i t , i r e c , mon , t s0 , t a0 , to0 , q0 , a lbedo , y e a r )
!+++++++++++++++++++++++++++++++++++++++
! w r i t e o u t p u t
986 USE mo numerics , ONLY: xdim , ydim , jday mon , n d t d a y s
USE mo phys ics , ONLY: j d ay
use mo d i a gno s t i c s , ONLY: Tmm, Tamm, Tomm, qmm, apmm, DJF , DJFT , &
& DJFTa , DJFTo , DJFq , DJFap , QUAT, QUATa,&
& QUATo, QUAq, QUAap , QUA, WAI
991
! d e c l a r e t emporary f i e l d s
rea l , dimension ( xdim , ydim ) : : Ts0 , Ta0 , To0 , q0 , a lbedo , TAM, TaAM, ToAM, qAM, apAM
i n t e g e r : : year , nyr
996
i f ( i u n i t == 0) re turn ! no o u t p u t
! t e s t o u t p u t each t ime s t e p
i t e s t =0
1001
i f ( i t e s t ==1 ) then
! p r i n t  , ’ w r i t e ’ , i r e c , , mon
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) t s 0
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) q0
1006 end i f
! d i a g n o s t i c s : mon th l y means
Tmm=Tmm+Ts0 ; Tamm=Tamm+ t a 0 ; Tomm=Tomm+ to0 ; qmm=qmm+q0 ; apmm=apmm+a lbedo
1011 i f ( j d ay == sum ( jday mon ( 1 : mon ) ) &
& . and . i t / f l o a t ( n d t d a y s ) == n i n t ( i t / f l o a t ( n d t d a y s ) ) &
& . and . i t e s t == 0 ) then
88 ANHANG
ndm=jday mon (mon )  nd t d a y s
1016 i f (WAI == 3) then ! S c ena r i o Run : s e a s o na l & c e n t u r a l da ta
nyr = 100 ! w r i t e s da ta e v e r y ’ nyr ’ y e a r s
i f ( ( mon == 12 . and . mod ( year , nyr ) == 8) . o r . ( ( mon == 1 . o r . mon == 2) &
& . and . mod ( year , nyr ) == 9) ) then
DJFT = DJFT + Tmm/ ndm
1021 DJFTa = DJFTa + Tamm/ ndm
DJFTo = DJFTo + Tomm/ ndm
DJFq = DJFq + qmm/ ndm
DJFap = DJFap + apmm/ ndm
DJF = DJF + 1
1026
i f ( DJF == 3) then ! W in t e r da t a (DJF ) comp l e t e
pr in t  , ’ s c h r e i b e WINTER Daten im yea r ’ , y e a r
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) DJFT / 3 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) DJFTa / 3 .
1031 i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) DJFTo / 3 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) DJFq / 3 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) DJFap / 3 .
TAM=DJFT / 3 . ; TaAM=DJFTa / 3 . ; ToAM=DJFTo / 3 . ; qAM=DJFq / 3 . ; apAM=DJFap / 3 .
DJF = 0 ; DJFT = 0 . ; DJFTa = 0 . ; DJFTo = 0 . ; DJFq = 0 . ; DJFap = 0 .
1036 end i f
e l s e i f (mod ( year , nyr ) . eq . 9 . and . mon . ne . 12) then
QUAT = QUAT + Tmm/ ndm
QUATa = QUATa + Tamm/ ndm
1041 QUATo = QUATo + Tomm/ ndm
QUAq = QUAq + qmm/ ndm
QUAap = QUAap + apmm/ ndm
QUA = QUA + 1
1046 i f (QUA == 3) then ! q a r t a l Data comp l e t e => wr i t e !
pr in t  , ’ s c h r e i b e w e i t e r e Q u a r t a l s d a t e n im yea r ’ , year , QUAT(1 , 2 4 ) / 3 .  273 .15 , ’
GuiBa ’
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) QUAT/ 3 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) QUATa / 3 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) QUATo / 3 .
1051 i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) QUAq / 3 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) QUAap / 3 .
TAM=TAM+QUAT / 3 . ; TaAM=TaAM+QUATa / 3 . ; ToAM=ToAM+QUATo / 3 . ; qAM=qAM+QUAq / 3 . ; apAM
=apAM+QUAap / 3 .
QUA = 0 ; QUAT = 0 . ; QUATa = 0 . ; QUATo = 0 . ; QUAq = 0 . ; QUAap = 0 .
1056 i f (mon . eq . 11) then ! Annual mean da ta ( as w r i t t e n as 5 . s eason )
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) TAM/ 4 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) TaAM/ 4 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) ToAM/ 4 .
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) qAM/ 4 .
1061 i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) apAM / 4 .





e l s e i f (WAI == 2) then ! mon th l y & annua l da ta
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) Tmm/ ndm
1071 i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) Tamm/ ndm
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) Tomm/ ndm
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) qmm/ ndm
i r e c = i r e c +1; wr i t e ( i u n i t , rec= i r e c ) apmm/ ndm
end i f
1076
Tmm=0 . ; Tamm=0 . ;Tomm=0 . ; qmm=0 . ; apmm=0 . ;
mon=mon+1; i f (mon==13) mon=1
A.2 FORTRAN-CODE, MODELL.F90 89
end i f
1081 end subrout ine ou t p u t
90 ANHANG
A.3. Fortran-Code, Shell.f90
program t ime ex
4 USE mo numer ics
USE mo phys i c s
! d e c l a r e o u t p u t f i e l d s
rea l , dimension ( xdim , ydim , nd ay s y r ) : : Tc1 , Ta1 , q1 , ap1
9 rea l , dimension ( xdim , ydim , nd ay s y r ) : : Tc2 , Ta2 , q2 , ap2
! d e c l a r e f i e l d s
rea l , dimension ( xdim , ydim ) : : qs , qr , t c l im2
rea l , dimension ( xdim , ydim , nd ay s y r ) : : q r e ad
14 rea l , dimension ( ydim , nd ay s y r ) : : swread , sw2read , sw3read
i n t eger , dimension ( n d ay s y r ) : : t = ( / ( i , i =1 , n d ay s y r ) / ) ! j d a y i nd e x
100 FORMAT( ’ c l im a t e : ’ , F9 . 2 , 5E12 . 4 )
19
pr in t  , ’% s t a r t c l im a t e s h e l l ’
i px =46; i py =24+2 ! t r oppac ( T31 )
24
pr in t  , ’% d i a g o n s t i c p o i n t l a t / l on : ’ , 3 . 75 ipy  90 , 3 .75 i px
open ( 10 , f i l e = ’ / g f s / work imk5 / smomw141 / r e s e a r c h / n ame l i s t ’ )
open ( 11 , f i l e = ’ t c l im ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
29 open ( 12 , f i l e = ’ qc l im ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 13 , f i l e = ’ z t opo ’ , ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 14 , f i l e = ’ mo i s t ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 15 , f i l e = ’ s o l a r ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l ydim nday s y r )
open ( 16 , f i l e = ’ uwind ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
34 open ( 17 , f i l e = ’ vwind ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 18 , f i l e = ’ mldcl im ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 19 , f i l e = ’ c l oud ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 20 , f i l e = ’ g l a c i ’ , ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l xdimydim )
open ( 21 , f i l e = ’ pmi ’ , ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l ydim nday s y r )
! pa l eo mean i n s .
39 open ( 22 , f i l e = ’ pmp2eof1 ’ , ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l ydim nd ay s y r )
! pm + 2x eo f 1
open ( 23 , f i l e = ’pmm2eof1 ’ , ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l ydim nd ay s y r )
! pm   2x e o f 1
open ( 24 , f i l e = ’ s o p a l ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 3001ydim nday s y r
) ! Paleo Array
open ( 25 , f i l e = ’ eo f ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 3 nday s y r ydim )
! 3 Main EOFs
open ( 26 , f i l e = ’ pc ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 30013)
! 3 PCs
44 open ( 40 , f i l e = ’ wfrc ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 400ydim nd ay s y r )
! wh i t e n o i s e
open ( 41 , f i l e = ’ r f r c ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 400ydim nd ay s y r )
! red n o i s e
open ( 42 , f i l e = ’ sea sono ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 400ydim
nday s y r ) ! s ea so n o i s e
open ( 43 , f i l e = ’ f a k t o r f r c ’ ,ACCESS= ’DIRECT ’ ,FORM= ’UNFORMATTED’ , RECL= i r e a l 400ydim
nday s y r ) ! s o l a r n o i s e
49 ! read n ame l i s t
read ( 10 , numer i c s )
read ( 10 , p h y s i c s )
! read f i x da ta
54 read ( 13 , rec =1) z t o p o
A.3 FORTRAN-CODE, SHELL.F90 91
where ( z t o p o < 0 . ) z t o p o =  0.1
read ( 20 , rec =1) g l a c i e r
read ( 24 , rec =1) swtmp
59 swread = swtmp ( 1 , : , : )
! NOISE Expe r imen t s
i f ( l o g exp . eq . 673) then ! wh i t e n o i s e
read ( 40 , rec =1) n o i s e
64 e l s e i f ( l o g exp . eq . 674) then ! red n o i s e
read ( 41 , rec =1) n o i s e
e l s e i f ( l o g exp . eq . 675) then ! s ea so n o i s e
read ( 42 , rec =1) n o i s e
e l s e i f ( l o g exp . eq . 676) then ! s o l a r n o i s e
69 read ( 43 , rec =1) n o i s e
end i f
i f ( l o g exp . eq . 666) read ( 21 , rec =1) sw2read ! pa l eo mean i n s .
i f ( l o g exp . eq . 667) read ( 22 , rec =1) sw2read ! pm + 2x eo f 1
74 i f ( l o g exp . eq . 668) read ( 23 , rec =1) sw2read ! pm   2x e o f 1
i f ( l o g exp . eq . 669) then !EOF1 I n s o l a t i o n
read ( 21 , rec =1) sw2read
read ( 22 , rec =1) sw3read
sw3read =( sw3read sw2read ) / 2 .
79 e l s e i f ( l o g exp . eq . 670 . o r . l o g exp . eq . 671) then ! f o r EOF Re c o n s t r u c t i o n
read ( 21 , rec =1) sw2read
read ( 25 , rec =1) swpa l eo f
read ( 26 , rec =1) swpa lpc
e l s e i f ( l o g exp >= 10000 . and . l o g exp <= 13000) then
84 sw2read = swtmp ( log exp  10000+1 , : , : ) ! d i s k r e t I n s o l a t i o n o f x k y r BP
end i f
! i n t e r p o SW on t ime s t e p s
do n=1 , n s t e p y r ;
89 j d ay = mod ( ( n 1) / nd t d ay s , n d ay s y r ) +1
sw s o l a r ( : , n ) = swread ( : , j d ay )
sw s o l a r 2 ( : , n ) = sw2read ( : , j d ay )
i f ( l o g exp . eq . 669) sw s o l a r 3 ( : , n ) = sw3read ( : , j d ay )
end do
94
! read d a i l y c l i m a t e
do n=1 , nd ay s y r
read ( 12 , rec=n ) q r ead ( : , : , n )
end do
99 do n=1 , n s t e p y r
i d = ( n+1) / 2
qc l im ( : , : , n ) = q r ead ( : , : , i d )
i f ( mod ( n , 2 ) == 1 . and . n > 1 ) qc l im ( : , : , n ) = ( q r e ad ( : , : , i d ) + q r ead ( : , : , id  1) ) / 2
i f ( mod ( n , 2 ) == 1 . and . n == 1 ) qc l im ( : , : , n ) = ( q r e ad ( : , : , i d ) + q r ead ( : , : , n d a y s y r )
) / 2
104 end do
! read 730 t i m e s t e p s c l i m a t e
do n=1 , n s t e p y r
read ( 11 , rec=n ) t c l im ( : , : , n )
109 t c l im2 = t c l im ( : , : , n )
! SST  BIAS exp . w i t h unchanged r e l . h um i d i t y
i f ( l o g exp . eq . 22 . o r . l o g exp . eq . 21 . o r . l o g exp . eq . 20 . o r . l o g exp . eq .
201) then
qs = 3 .75 e 3exp ( 17 . 08085 ( Tclim2  273.15) / ( Tclim2  273 .15+234 .175) )
q r = qc l im ( : , : , n ) / qs
114 qs = 3 .75 e 3exp ( 17 . 08085 ( Tcl im ( : , : , n )  273.15) / ( Tcl im ( : , : , n )  273.15+234.175) )
qc l im ( : , : , n ) =qrqs
end i f
! c o r r e c t wa ter vapor
119 qs = 3 .75 e 3exp ( 17 . 08085 ( Tcl im ( : , : , n )  273.15) / ( Tcl im ( : , : , n )  273.15+234.175) )
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where ( qc l im ( : , : , n ) <= 0 .20 exp(  z t o p o / 4 0 0 0 . ) qs ) qc l im ( : , : , n ) = 0 .20 exp(  z t o p o
/ 4 0 0 0 . ) qs
where ( qc l im ( : , : , n ) >= 0 .95 exp(  z t o p o / 4 0 0 0 . ) qs ) qc l im ( : , : , n ) = 0 .95 exp(  z t o p o
/ 4 0 0 0 . ) qs
i f ( l o g exp . eq . 1 . o r . l o g exp . eq . 2 . o r . l o g exp . eq . 5 . o r . l o g exp . eq . 51)
&
& qc l im ( : , : , n ) = 0 .72 exp(  z t o p o / 4 0 0 0 . ) qs
124 i f ( l o g exp . eq . 52 . o r . l o g exp . eq . 202 . o r . l o g exp . eq . 501) qc l im ( : , : , n ) =
0 .0052
read ( 14 , rec =1) swe t c l im ( : , : , n )
! c o r r e c t f o r i n c o n s i s t c y w i t h z t o p o
where ( z t o p o < 0 . . and . swe t c l im ( : , : , n ) < 1 . 0 ) swe t c l im ( : , : , n ) = 1 . 0
129 read ( 16 , rec=n ) uc l im ( : , : , n )
read ( 17 , rec=n ) vc l im ( : , : , n )
read ( 18 , rec=n ) mldcl im ( : , : , n )
where ( mldcl im ( : , : , n ) < 1 0 . 0 ) mldcl im ( : , : , n ) = 10 .0
where ( mldcl im ( : , : , n ) > 500 . 0 ) mldcl im ( : , : , n ) = 500 .0
134
! c l oud model
read ( 19 , rec=n ) c l d c l im ( : , : , n )
where ( c l d c l im ( : , : , n ) < 0 . 0 ) c l d c l im ( : , : , n ) = 0 . 0
where ( c l d c l im ( : , : , n ) > 100 . 0 ) c l d c l im ( : , : , n ) = 100 .0
139 end do
c l d c l im =0.01 c l d c l im
! d e f i n e deep ocean temp . as min o f T s u r f bu t > 3 . 0 C e l c i u s
do i =1 , xdim ; do j =1 , ydim
144 Tocl im ( i , j , : ) = minva l ( Tcl im ( i , j , : ) )
end do ; end do
where ( Tocl im ( : , : , 1 )  273.15 <  1.7) Tocl im ( : , : , 1 ) =  1.7+273.15
do i =1 , xdim ; do j =1 , ydim
149 Tocl im ( i , j , : ) = Tocl im ( i , j , 1 )
end do ; end do
pr in t  , ’% t ime f l u x / c o n t r o l / s c e n a r i o : ’ , t im e f l u x , t i m e c t r l , t i m e s c n r
! MODELCALL:
154 c a l l c l im a t e
END
A.4. k-Shell: start.com
# ! / b i n / ksh
########### comp i l e
rm  f  .mod  . x
4 sx f90  Chopt g reb . model . f90 g reb . s h e l l . f90  o model . SX . x
########### subm i t t o queue
echo ’ qsub ’
qsub . / n ew s t a r t . com
e x i t
A.5. k-Shell: newstart.com
# ! / b i n / ksh
2
#PBS  q sma l l que # s p e c i f y queue ( e x p r e s s )
#PBS   l cpunum prc=1 # number o f p r o c e s s o r s per node
#PBS   l c p u t im j o b =09:59:00
#PBS  b 1 # number o f nodes
7 #PBS  N r1 vo s t o 2 # job name
#PBS  M t r i c k e r t@ i fm geomar . de # your e mai l add r e s s f o r e r r o r massages e t c
#PBS   l r l g 0 c a p j o b=0 # d i e s e Z e i l e muss immer s e i n !
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#PBS   l memsz job=5gb # memory per j ob
#PBS   j o # j o i n e r r and ou t t o ou t
12 #PBS  T mpisx
#PBS   l e l a p s t i m r e q =09:59:00 # new sx9
#PBS   l cpunum job=1 # new sx9
export F UFMTENDIAN




# VERSION FOR NEC SX6 NQS I I
i n t e g e r NCPUS
22 i n t e g e r NODES
i n t e g e r mp i pe r node
i n t e g e r i
#
s e t  ex
27 #
NODES=1
mp i pe r node =1







37 export F ERRCNT
#
d a t e
MDIR= ’ / g f s / work imk5 / smomw141 / r e s e a r c h ’
IDIR= ’ / g f s / work imk5 / smomw141 / i n p u t ’
42 ODIR=$MDIR ’ / o u t p u t ’
###################################################
#EXP 2xCO2 NO DEEP OCEAN
###################################################
47 #
OUTFILE= ’ vo s t ok . 1Ma’
echo ’ Run expe r imen t : ’ $OUTFILE





ca t > / g f s / work imk5 / smomw141 / r e s e a r c h / n ame l i s t <<EOF2
&NUMERICS
t im e f l u x =3
t i m e c t r l =$TIME CTRL
62 t i m e s c n r =$TIME SCNR
/
&PHYSICS
l o g p r o c ( 1 4 ) =1 ! run from s t a r t =1 , r e s t a r t =0
67 ! l o g p r o c ( 1 0 ) =0 ! no a l b edo ( Ts )
! l o g p r o c ( 1 1 ) =0 ! no s e a i c e
! l o g p r o c ( 8 ) =0 ! no vapor
! l o g p r o c ( 3 ) =0 ! no vapor
l o g exp = 672 ! vo s t ok s e r i e s
72 /
EOF2
# run model !
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77 d a t e
$MDIR / model . SX . x
i f [  f $MDIR / f e t t i g ]
then
82 # t e rm i n a t i n g
mv $MDIR / c o n t r o l $fODIRg / $fOUTFILEg . c o n t r o l . gad
mv $MDIR / s c e n a r i o $fODIRg / $fOUTFILEg . s c e n a r i o . gad
e l s e
87 # r e s t a r t i n g
echo ’ 2nd or h i g h e r qsub ’
d a t e
qsub $MDIR / r e s t a r t . com
f i
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