Machine Learning (ML) algorithms have been used for assessing soil quality parameters along with non-destructive methodologies. Among spectroscopic analytical methodologies, energy dispersive X-ray fluorescence (EDXRF) is one of the more quick, environmentally friendly and less expensive when compared to conventional methods. However, some challenges in EDXRF spectral data analysis still demand more efficient methods capable of providing accurate outcomes. Using Multi-target Regression (MTR) methods, multiple parameters can be predicted, and also taking advantage of inter-correlated parameters the overall predictive performance can be improved. In this study, we proposed the Multi-target Stacked Generalisation (MTSG), a novel MTR method relying on learning from different regressors arranged in stacking structure for a boosted outcome. We compared MTSG and 5 MTR methods for predicting 10 parameters of soil fertility. Random Forest and Support Vector Machine (with linear and radial kernels) were used as learning algorithms embedded into each MTR method. Results showed the superiority of MTR methods over the Single-target Regression (the traditional ML method), reducing the predictive error for 5 parameters. Particularly, MTSG obtained the lowest error for phosphorus, total organic carbon and cation exchange capacity. When observing the relative performance of Support Vector Machine with a radial kernel, the prediction of base saturation percentage was improved in 19%. Finally, the proposed method was able to reduce the average error from 0.67 (single-target) to 0.64 analysing all targets, representing a global improvement of 4.48%.
Introduction
Evaluation of soil management is of fundamental importance in modern agriculture to achieve an effective soil correction with focus on highly productive crops as well as high harvesting performance (Suchithra and Pai, 2019) . In order to obtain such performance, precision agriculture with proximal soil sensor (PSS) is an optimal solution and a tendency. In this case, non-destructive spectroscopic analytical methodologies coupled to machine learning have been studied to correlate the analytical signal to the soil fertility parameter of interest Chlingaryan et al., 2018; Mancini et al., 2019; Nawar et al., 2019; Rawal et al., 2019; Zhang et al., 2019; Margenot et al., 2020) . Particularly, X-ray Fluorescence (XRF) has been revealed as an upcoming PSS technique, especially with the popularisation of the portable XRF equipment (Sharma et al., 2015; Dao, 2016; Morona et al., 2017; Declercq et al., 2019) .
The Energy Dispersive XRF (EDXRF) is the modality that has been successfully applied for soil parameters analysis in different fields such as agronomy and environment (soil pollution) (Weindorf et al., 2014) . The EDXRF spectral data signal or the soil elemental concentrations are obtained faster, it is non-destructive, environmentally friendly, and is less expensive than the conventional methods. These features make EDXRF feasible as a PSS. However, analytical drawbacks such as poor performance for low-Z elements, matrix effects (due to moisture, granulometry, complex soil composition) and spectral interferences are challenges to be overcome with improvement in data collection and data analysis. In this paper we focus on data analysis, i.e., in the use of machine learning algorithms to pursuit high performance regression models for soil fertility parameters.
Commonly more than one parameter is involved in these analyses, forming an output set Y composed of d target variables. The traditional method to attack these problems is transforming the problem into d sub-problems with a single output variable, sharing the same input set X. This method is known as Single-target (ST) and serves as a baseline when referring to problems with multiple targets. In ST, independent individual models (regressors) are generated for each sub-problem considering the same input set X and the actual target.
Recent literature shows that new methods were developed especially to address multitarget settings. These methods, which are named Multi-target Regression (MTR) methods, oppose to ST by taking into account the correlation that the targets might have (Borchani et al., 2015; Spyromitros-Xioufis et al., 2016; Melki et al., 2017; Moyano et al., 2017; Mastelini et al., 2018b) . Transforming the original problem into sub-problems is a well-grounded strategy of MTR based on two main strategies: stacking and chaining.
In stacking, one or more regressors are trained for each target (as in ST). They can be referred to as base-models. After that, predictions are obtained using the base-models for training a new regressor for each target in different manners. These new models, called meta-models, can be obtained following different stacking assumptions (Spyromitros-Xioufis et al., 2016; Santana et al., 2017 Santana et al., , 2018 . The precursor was Stacked Single Target (SST) proposed by Spyromitros-Xioufis et al. (2016) . SST creates one base-model with a given regression algorithm (base-learner) for each target. Predictions are made by merging the output of base-models and the original input set, forming an augmented dataset. A new regressor is trained for each target taking into account the transformed dataset, generating d meta-models in the second layer. Santana et al. (2017) proposed the Deep Regressor Stacking (DRS), which a stacking process of SST is repeated continuously for creating a deep metamodel. It stops when a maximum amount of pre-defined layers is reached. In another method, called Multi-target Augmented Stacking (MTAS), multiple distinct base-learners (related to different algorithms) are trained for each target using the same strategy as SST. However, the authors took advantage of predictions for only relevant targets, obtaining boosted base-models. After that, just one final predictor per target is generated using the best set of augmented data, obtaining an accurate meta-model.
Chaining strategies, as the name implies, cascade the insertion of target-related information when creating new predictors. Similarly to stacking, chaining methods augment the original training set with predictions of the targets. Nonetheless, rather than using predictions of all responses at once, the chaining methods incrementally augment the datasets one target at the time. This idea is similar to the Bayesian network inference in design and was designed initially for classification problems (Read et al., 2009) . Different strategies were proposed in the recent MTR literature (Spyromitros-Xioufis et al., 2016; Mastelini et al., 2018a) . The Ensemble of Regressor Chains (ERC) constructs multiple randomly ordered target chains (Spyromitros-Xioufis et al., 2016) . For each chain, base-models are trained for each target, starting from the first one. New regressors use the prediction of the previous base-models as extra input features. The final predictions for each target are accounted for as the average output between all chains. Multi-output Tree Chaining (MOTC) (Mastelini et al., 2018a) constructs a tree structure rather than multiple chains, where each node represents a target. To this end, a measure of inter-target correlation is used. Once the tree is constructed, starting from the leaves to the root, MOTC starts training the basemodels. Each node uses its descendants' base-models predictions as extra outputs. Thus, a specialised chain based on a tree branch is created to improve each target prediction.
The MTR methods have been applied to different fields, as to predict vegetation condition, water quality and rock mass parameters, wheat flour quality and even in soil assessment for heavy metal concentration (Kocev et al., 2009; Spyromitros-Xioufis et al., 2016; Barbon Junior et al., 2019; Liu et al., 2019) . The potential gains that MTR could bring motivated the application and evaluation of these methods to handle soil samples analysed by EDXRF, which presents difficulties of identification due the complexity of the soil EDXRF spectra.
Also, inspired by the stacking ensemble strategy, we developed a novel MTR method, Multi-target Stacked Generalisation (MTSG). Stacked Generalisation (SG) was the first stacking technique proposed in the literature, but it has not been explicitly addressed in the MTR tasks. In our proposal, as an ensemble technique, SG aims at combining the learning biases of different base-learners towards reducing the prediction error. MTSG follows the same principle, but differently from the other MTR stacking based methods, MTSG uses the original input set only in the first phase. After creating the first base-model and obtaining the predictions outputted by them, new base-models are created based only on those predictions as the input. Hence, MTSG not only models inter-target dependencies but also consider the learning strategies of different regressor algorithms to provide responses. As shown in the SG literature, if these regressors are dissimilar in their bias, this methodology is capable of reducing error (Breiman, 1996) . We believe this error reduction can also be achieved in the MTR field, particularly on EDXRF spectra, since the signal represents different properties and linearities from the same set of data. In other words, the proposed method is able to support the improved predictions of several targets taking advantage of different base-learner characteristics such as linearity, monotonicity and kernel function.
This work aims at evaluating MTR methods in an EDXRF soil spectra dataset to predict 10 soil quality parameters and attest the best predictor for each target. Besides, it assesses the performance of the new method MTSG for minimising the prediction error. Random Forest and Support Vector Machine (with linear and radial kernel) were used as base learners for the methods.
After examining the background of this research, the work is organised as follows: Section 2 introduces MTSG, the new developed multi-target method. Following this, Section 3 details the experimental setup, showing the dataset acquisition, the compared methods and algorithms, and the evaluation metrics. In Section 4, the results and their discussion are presented. Section 5 outlines the main conclusions of the work. Lastly, two appendices were added with descriptive statistic of the soil parameters and the MTSG performance in benchmarking datasets.
Multi-Target Stacked Generalisation
Ensemble methods were used in different tasks to improve predictive performance over single predictors (Brown et al., 2005; Mendes-Moreira et al., 2012) . The wisdom of ensembles consists of the combination of different specialised components (with local minima) to produce a global minimum. Besides, these components can be obtained by different learning processes (either by different learning algorithms, parameters or training sets). The mentioned components can be classifiers or regressors, depending on the kind of problem. Since we deal with a regression problem, the specialised components in this work equal to regressors.
Ensemble approaches evolve generally two steps: ensemble generation step and integration step. The first is when the components are built and in the second the output of the components are aggregated to generate a new prediction (Rooney et al., 2004) . This aggregation can be made in different forms, for example, by a linear combination of the models.
Another strategy to integrate the specialised components is to obtain a model that has as input the prediction generated by the components, process known as Stacked Generalisation (SG) (Wolpert, 1992) . Figure 1 represents SG technique. SG consists of two main phases. The Level 0 training set is composed of the input set X with f features and the output variable y. Considering R as the set of possible regression algorithms, j instances of it (r 1 ...r j ∈ R) will be used to obtain the base-models m (1) . . . m (j) for the targets.
After creating these base-models, the X set is used once again to obtain the first predictions (Y 0 ). The set of predicted targets Y 0 is then considered the new input set at Level 1.
In the second phase, one learning algorithm is chosen as the regressor (r b ). Thus, one Level 1 meta-model will be induced and considered the final predictor, and its prediction (y 1 ) will be considered the final output.
The Multi-Target Stacked Generalisation (MTSG) extends the SG concept to multiple outputs: whereas in original stacked generalisation multiple meta-models are trained for a single target, in MTSG multiple meta-models are trained for the multiple targets. Figure 2 illustrates the MTSG design.
MTSG also has the generation and integration phases, with an intermediate pruning step made by a filterF . The Level 0 training set is composed by the input set X with f features and the output set Y with d targets. j base-learners will be used to obtain base-models for each target. In the first phase, j base-models m are induced for each target using the original training set.
The Level 0 base-models will be used along with the X set to obtain the first predictions (Y 0 ). Since j base-models are induced for each target at Level 0 and there are d targets, j × d values will be delivered for each instance at this level.
As an additional step, the set of predicted targets Y 0 will pass by the filterF . This filter will assess the relevance of the predictions in relation to each target and will preserve only the relevant ones for each target (Y 0 ). Those will be considered the new input set at Level 1. For performing the filtering, different metrics can be used (e.g. liner correlation among the targets). In this work we adopted the importance extracted from Random Forest (RF), as in Santana et al. (2018) , since it is capable of modelling nonlinear relationships.
In the integration step, similarly to SG, one learning algorithm is chosen as the baselearner (r b ). In a supervised fashion, d Level 1 meta-models will be induced, i.e., there will be one new regressor (m (b) ) for each target. These will be considered the final models and their predictions (Y 1 1...d ) will be considered the final output of the method. The training procedure of MTSG is shown in Algorithm 1. It receives X and Y , representing the input and output sets, respectively. R represents the set of base-learners that will be used at Level 0 and r b represents the base-learner employed to create the final meta-models.
In this method, the original problem's features are disregarded at Level 1. To the best of our knowledge, this represents a distinction when comparing to the other multi-target stacking methods of the literature.
Besides, since it is an ensemble method, the performance of MTSG is sensitive to the diversity achieved by the Level 0 regressors. Using more learning algorithms tend to bring more diversity, however it increases the complexity of the method. For this reason, the number and type of regressors that will be used represent the compromise between performance and complexity in MTSG. 
Level 0 t(r) ← m t(r)
13:
// Second layer of meta-models 14:
Level 1 ← {} 15:
for t = 1 to d do 16:
EDXRF working principle
EDXRF is a technique used in several study fields for identification and quantification of chemical elements present in varied materials (Byers et al., 2019; Khuder et al., 2010; Mantler and Schreiner, 2000; Parsons et al., 2013; Rodrigues dos Santos et al., 2017; Weindorf et al., 2012) . The working principle of EDXRF depends on the interaction of high-energy Xrays with matter. These interactions may be performed by photoelectric effect, elastic and inelastic scattering (Van Grieken and Markowicz, 2002) . The fluorescent phenomenon is related with the photoelectric effect in which electrons are ejected from inner shells of the atom by the incidence of an external X-ray beam. As a consequence, to stabilise the atom, electrons from external layers fill these vacancies and the energy difference is emitted as characteristic X-ray photons. Thus, it is possible to identify the elements present in the sample since these energies differences are well defined for each transition in each element. By evaluating the peak intensities in the spectra, the elemental concentrations may be calculated (Van Grieken and Markowicz, 2002) . Besides the total inorganic content, the EDXRF spectra also provide some information about the samples complex organic content. The inorganic and organic samples information is mainly embodied in the spectra scattering region since the cross-section of the scattering effects is greater for low Z-elements.
Conventional analyses and spectral measurements
Soil samples (n=396) from an agricultural area in Ribeirão Vermelho basin in Cambé municipality, Paraná State, Brazil (north region of Paraná state) were used in this study. The area has two types of soil classified as Latossolo Vermelho Amarelo Distrófico (Orthic Ferralsol) and Nitossolo Vermelho Distrófico, according to Brazilian classification system and FAO classification (WRB, IUSS Working Group, 2014; Santos et al., 2006) , both with high clay texture. Samples were collected in three depths (0-5 cm, 5-10 cm e 10-20 cm), dried at 40 o C for 48 h, grinded and sieved through a 2 mm stainless steel sieve. Next, soil samples were sent to laboratory for conventional analysis of the chemical parameters and EDXRF spectral measurements.
The soil fertility parameters analysed were: bioavailable phosphorus (P), total organic carbon (TOC), pH, potential acidity (H + + Al 3+ , that will be denoted by H+Al for simplification purpose), Ca +2 (Ca), M g +2 (Mg), K + (K), sum of exchange bases (SB), cation exchange capacity (CEC) and base saturation percentage (BSP). All analyses were carried out in the IAPAR Soil Analysis Laboratory in Londrina, Paraná, Brazil following the recommendations of Pavan et al. (1992) .
The EDXRF measurements were carried out in the Shimadzu (EDX720 model) benchtop equipment with Rh X-ray tube. For this, five grams of samples were placed in XRF plastic cups covered with Mylar films. The measurements were repeated three times in different sample portions (shaking the XRF cup before each measurement) using the operation condition of 15 kV for 200 s. The detection was carried out using a Si (Li) detector cooled with liquid nitrogen. All samples were measured using 10-mm focal spot without any filter in the primary beam.
Methods and algorithms
The use of machine learning tools may help to work around and minimise the analytical drawbacks mentioned in the introduction and also perform rapid dataset analyses for soil characterisation (Kaniu et al., 2012; Nawar et al., 2019) .
The original dataset was split into two sub-sets following Kennard-Stone algorithm, which reserves 2/3 of the samples for training and 1/3 for test. This resulted in a training set containing 264 examples and a test set containing 132 examples. The samples were further pre-processed using auto-scaling.
ST was compared to SST, ERC, MTAS, MOTC, DRS and the novel method, MTSG. Random Forest (RF) and Support Vector Machine (SVM) were used as Level 0 and base regressors in this work. All methods along with the base regressors were implemented in R 3.4.0 with default settings, and the implementation can be accessed in 1 . The packages used for RF and SVM were ranger and e1071, respectively.
RF creates multiple decision trees considering subsets of training set features, forming a forest with specialised trees. The output of RF, when applied to regression problems, is the average of the trees in the forest.
SVM creates a hyperplane that minimises the training error. When using a linear kernel (SVM L), it creates a linear function to accomplish the task of minimising the error. When using a radial kernel (SVM R), it maps the training data to a higher dimension via a radial function and then finds a hyperplane that best minimises the error.
These algorithms were chosen due to the expressive performance in previous studies and to guarantee a diversity to ensemble, since they offer different biases.
Evaluation metrics
For analysing the quality of the methods concerning the prediction of each soil variable, the Root Mean Squared Error (RMSE) of each target t was calculated between the predicted value (y t ) and the true value of the target (ŷ t ) for the N testing instances. It indicates the concentration of the data in relation to the fitting model (Elavarasan et al., 2018) .
Still focusing on the performance for each target, the multi-target methods can be compared to the single-target by the Relative Performance per Target (RPT), in which a value greater than 1 is a synonym of improved performance of MTR method in relation to the ST method:
For this problem, t corresponds to each soil parameter and r, to the base learner. To compare the performance of different methods for different problems, it is necessary a metric that can be computed regardless of the number of targets d. The general performance of each method can be computed by the average Relative Root Mean Square Error (aRRMSE) (Borchani et al., 2015) :
A complementary metric to access the performance of the best models related to the reference values is the ratio of performance to deviation (RPD) which is the ratio of the standard deviation (SD) of the conventional analysis (reference) to the RMSE of the prediction.
According to Rossel et al. (2006) for soil attributes RPD < 1.0 indicates very poor predictions and their use is not recommended; RPD between 1.0 and 1.4 indicates poor predictions where only high and low values are distinguishable; RPD between 1.4 and 1.8 indicates fair predictions which may be used for assessment and correlation; RPD values between 1.8 and 2.0 indicates good predictions where quantitative predictions are possible; RPD between 2.0 and 2.5 indicates very good, quantitative predictions, and RPD > 2.5 indicates excellent predictions.
Results and Discussion
The results were presented and discussed starting by exposing the correlation between the targets (Section 4.1). This information corroborates with the importance of applying MTR methods since correlated targets lead to reduced errors in MTR predictions. Afterwards, in Section 4.2, we present the results of ST and MTR methods, highlighting the contribution of MTSG, which overcome the other methods. Finally, the predictions of each soil property are compared for evaluating their predictive performance and bring insights from patterns of EDXRF spectra in Section 4.3. Figure 3 reveals the Pearson correlation coefficients among the targets. They were computed pair-wisely and the closer to 1 or -1, the higher the linear correlation among the two variables. Coefficients closer to 0 means a low correlation. As observed, several targets are strongly correlated: Ca and SB result in the most expressive coefficient since they presented a correlation coefficient of 0.95, almost a perfect positive linear correlation. Other targets pairs that are strongly correlated are BSP and SB (0.91), BSP and pH (0.86), BSP and Ca (0.83), CEC and Ca (0.82), and Mg and pH (0.79). The targets BSP and H+Al presented a negative strong correlation (-0.90). The targets that were mostly uncorrelated were P and SB (0.03), P and BSP (-0.03), P and H+Al (0.05), and P and CEC (0.08). In fact, P was the most uncorrelated target among the other nine. Figure 4 shows the aRRMSE for all methods and base-learners. For this, the lower the value, the better the performance. Comparing the base-learners with the average error of all targets, SVM L was an effective machine learning algorithm, obtaining the same performance in all methods (ST and MTR, except for MTAS). SVR R and RF were able to reduce the average error only when used embedded in MTAS and MTSG. With ST, the lowest aRRMSE was obtained using SVM with a linear kernel, resulting in an aRRMSE of 0.67. Despite of introducing non linearities, the MTSG presented a significative improvement in the predictive power of the models. MTSG using SVM with a radial kernel and RF as base regressor led to the lowest aRRMSE, 0.64. Other improvements in relation to the lowest ST value were obtained by DRS using RF (0.66), MTAS with SVM L (0.66) and MTAS with RF (0.66).
Soil properties correlation

Multi-target prediction
After evaluating the general error results of the methods, their performances were evaluated for each target in terms of RPT, as registered in Table 1 . For this metric, values greater than 1 represent an improvement of MTR over ST.
For P, TOC, pH, H+Al, Ca, Mg, K, SB, CEC and BSP, i.e., all the targets, all the combinations of MTR methods obtained improved or at least equivalent performance with respect to their corresponding ST version. It is noteworthy that many improvements reached up to around 10% (using MTSG) in relation to the corresponding ST. When observing the average RPT (last column in Table 1), just MTAS was able to improve results using SVM L, the other MTR methods shared the same performance of ST for this algorithm. However, using SVM R and RF, MTSG was the most promising method. It may also be noted in Table 1 that RF generated a performance improvement in all the MTRs in relation to ST for SB.
Regressor P TOC pH H+Al Ca Mg K SB CEC BSP Average RP T SST SVM L 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T SST SVM R 1.00 1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.01 1.01 RP T SST RF 1.01 1.00 1.00 1.00 1.13 1.00 1.00 1.10 1.00 1.03 1.03 RP T ERC SVM L 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T ERC SVM R 1.00 1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T ERC RF 1.01 1.00 1.00 1.00 1.13 1.00 1.00 1.10 1.00 1.02 1.03 RP T M T AS SVM L 1.01 1.05 1.00 1.00 1.00 1.00 1.00 1.00 1.13 1.03 1.02 RP T M T AS SVM R 1.01 1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.04 1.01 RP T M T AS RF 1.03 1.04 1.00 1.00 1.13 1.00 1.00 1.10 1.00 1.03 1.03 RP T M OT C SVM L 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T M OT C SVM R 1.00 1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T M OT C RF 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.10 1.00 1.03 1.01 RP T DRS SVM L 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T DRS SVM R 1.01 1.04 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.04 1.01 RP T DRS RF 1.01 1.00 1.00 1.00 1.13 1.00 1.00 1.10 1.00 1.08 1.03 RP T M T SG SVM L 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 RP T M T SG SVM R 1.06 1.14 1.00 1.11 1.13 1.00 1.11 1.10 1.13 1.19 1.10 RP T M T SG RF 1.08 1.14 1.00 1.00 1.13 1.00 1.00 1.10 1.13 1.00 1.06 
Soil properties prediction
Continuing the discussion for individual targets, we present ( Figure 5 ) the absolute error values between the ST and the MTR methods for each target. For all the targets, except for BSP, ST models presented the lowest RMSE using SVM L, and thus indicates a linear relationship between the EDXRF spectral data and the studied targets.
Two properties, pH and Mg, did not improve their predictive performances through the use of MTR. For pH and Mg, all base-learners (SVM L, SVM R and RF) provided the same lowest RMSE in ST and MTR methods, respectively 0.3 and 0.4 cmol c kg −1 .
All the other properties, we have at least one meta-model with reduced error in comparison to ST. Regarding K, all ST and MTR methods obtained 0.10 cmol c kg −1 , except our proposal. MTSG (SVM R) was able to reduce the error to 0.09 cmol c kg −1 . For P, SVM L provided the lowest RMSE in ST method (7.8 mg kg −1 ). Considering P and MTR methods, MTSG with RF was able to reduce this error to 7.6 mg kg −1 . For TOC, SVM L provided the lowest RMSE in ST method (2.3 g kg −1 ). Regarding TOC and MTR methods, MTSG with SVM R and RF was able to reduce the error to 2.1 g kg −1 . Dealing with H+Al, SVM L and RF provided the lowest RMSE in ST method (0.9 cmol c kg −1 ). About MTR methods and this property, SVM L and RF achieved the same error (0.9 cmol c kg −1 ). MTSG with SVM R was also able to achieve this value. When predicting Ca, SVM L provided the lowest RMSE in ST method (0.8 cmol c kg −1 ). Using MTR methods, SST, ERC, MTAS and DRS with SVM L and RF achieved the same error (0.8 cmol c kg −1 ). MOTC achieved this error only using SVM L and MTSG achieved this error with RF, SVM L and SVM R. Regarding SB, SVM L provided the lowest RMSE in ST method (1.0 cmol c kg −1 ). Considering MTR methods, SVM L and RF achieved the same error (1.0 cmol c kg −1 ). MTSG with SVM R was also able to achieve this value. For CEC, SVM L, SVM R and RF provided the lowest RMSE in ST method (0.9 cmol c kg −1 ). Considering MTR methods, MTAS with SVM L and MTSG with SVM R and RF were able to reduce the error to 0.8 cmol c kg −1 . Finally, regarding BSP, RF provided the lowest RMSE in ST method (6.6%). Considering MTR methods, DRS with RF was able to reduce the error to 6.1%. To summarise, in ST method, for pH and, Mg, all base-learners shared the same RMSE. RF alone presented the lowest error in ST only for BSP. Thus, for ST method, SVM R was not the unique best regressor for any of the targets, and there is a prevalence of SVM L. This scenario, however, changed when these regressors were used as base-learners for the MTR methods: ignoring the cases that MTR did not bring improvements to ST, RF was present as the base-learner for 4 targets (P, TOC, CEC and BSP), SVM R for 3 targets (TOC, K and CEC) and SVM L for 1 target (CEC). This shows that the modifications inherent to MTR methods introduced non-linearity to the data. P is one target that was favoured by this non-linearly: the Pearson correlation coefficients of P with other targets, as discussed in Figure 3 , revealed that it was least linearly correlated to other targets. Nonetheless, its RMSE lowered with MTSG coupled with RF.
As observed, the best MTR methods resulted in RMSE values at least equivalent to ST. For the targets pH, H+Al, Ca, Mg and SB, none of the MTR methods improved the performance, so ST would be preferable to predict them due to the lower complexity. On the other hand, for the other 5 targets, at least one MTR method improved the performance, specially MTSG, but also DRS and MTAS.
In order to evaluate the accuracy of the best models for each target related to the conventional methods, the RPD for the predictions were calculated ( Table 2 ). The standard deviation data used for RPD calculation is on the Appendix A.
Targets
Best model(s) RMSE RPD P (mg kg −1 ) MTSG (RF) 7.6 1.2 TOC (g kg −1 ) MTSG (SVM R, RF) 2.1 2 pH All models 0.3 1.3 H+Al (cmol c kg −1 ) Several models 0.9 1.3 Ca (cmol c kg −1 ) Several models 0.8 1.9 Mg (cmol c kg −1 ) All models 0.4 1.5 K (cmol c kg −1 ) MTSG (SVM R) 0.09 1.3 SB (cmol c kg −1 ) Several models 1 1.9 CEC (cmol c kg −1 ) MTAS (SVM L), MTSG (SVM R, RF) 0.8 1.9 BSP (%) DRS (RF) 6.1 1.8 The targets that presented poor prediction, where only high and low values are distinguishable, were P, pH, H+Al and K. These targets had low prediction performance with EDXRF sensor due to its low detection sensibility for light elements. For Mg, the models obtained fair predictions, indicating the viability of the method. BSP is in the threshold of fair and good predictions. Ca, SB and CEC presented good predictions. Finally, TOC is in the threshold between good and very good quantitative predictions.
Conclusion
In this work, we evaluated the usage of MTR methods to predict 10 soil parameters based on EDXRF as input information. We also developed MTSG, a novel MTR method. In relation to the aRRMSE, MTR methods were able to reduce the error over ST, especially MTAS, DRS and MTSG. Concerning RPT, for all targets, all MTR methods were better than or equal to their respective regressor version in ST. MTSG was the best method for predicting the soil characteristics of the problem, obtaining the lowest RMSE for 4 out of the 10 targets and was able to reduce the baseline aRRMSE from 0.67 to 0.64, representing a global improvement of 4.48%. In the best target improvement, i.e. base saturation percentage (BSP), the proposed method boosted in 19% the predictive performance using SVM R baseline. The comparison to reference methods also showed that the predictions were at least fair for 6 targets. Based on the results, MTR is capable of improving the prediction of soil properties.
As future work, we will investigate the use of MTSG with more different base-learners when creating the base-models, even the meta-model, since it was observed suitable algorithms for particular targets. Besides, the combination of different types of PSS (e.g. Infrared spectroscopy, Raman spectroscopy, EDXRF, etc) and MTR methods may offer a viable solution for direct soil analysis, and it can be further explored.
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Appendices Appendix A: General comparison of MTSG with other methods
The Table 3 presents the descriptive statistic of the soil parameters determined by conventional analysis for all samples, calibration set and prediction set.
Parameters
Mean ± SD CV (%) Minimum Maximum All samples (n=396 2.0 ± 0.6 30 0.6 3.7 K (cmol c kg −1 ) 0.20 ± 0.12 60 0.05 0.65 P (mg kg −1 ) 13.5 ± 9.4 70 0.6 55 SB (cmol c kg −1 ) 7.9 ± 1.9 24 2.1 11.9 CEC (cmol c kg −1 ) 13.4 ± 1.4 11 9.4 17.2 BSP (%) 58 ± 11 18 18 77 
Appendix B: General comparison of MTSG with other methods
MTSG is being first proposed in this work. To validate this method, MTSG performance was assessed in benchmarking datasets commonly used in MTR literature.
These datasets enclose different kind of problems, as shown in (Spyromitros-Xioufis et al., 2016) : air ticket prices (atp1d and atp7d), machining parameter settings (edm), solar flares types (sf1 and sf2), heavy metals concentration in soil (jura), energy efficient buildings requirements (enb), concrete properties (slump), water quality properties (andro) and online engagement (scpf).
The aRRMSE resulting of the usage of ST, SST, ERC, MTAS, MTSG, MOTC and DRS with the base learners RF and SVM R for these datasets are presented in Table 4 . The average rankings obtained by each of the MTR methods are also presented at the bottom of the As observed, none of the methods is the best for all the problems. MTAS presented the lowest performance in 3 datasets for both RF and SVM R. ERC, MTSG, MOTC and DRS presented the lowest aRRMSE for 3 datasets each, depending on the base regressor. SST and ST were able to minimise the aRRMSE once each.
To conclude, the result shows that MTSG performance is comparable to previous proposed methods. Also, depending on the problem, its performance can be superior to the other methods. 20
