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Abstract 
Sensitivity analysis studies how changes in the parameters affect 
the systems variables. 	Its application to metabolic systems 
Metabolic Control Analysts, MCA ) was traditionally developed under 
certain assumptions: 
i ) the steady state is stable ( the effect on the steady state values 
only is studied ). 
ii ) each reaction is catalyzed by one enzyme, the rates being 
proportional to the corresponding enzyme concentration. 
iii ) the parameters are changed by a small ( strictly speaking 
Infinitesimal ) amount. 
In the present work MCA is extended to deal with the 
instantaneous values of time-dependent metabolite concentrations and 
fluxes. Their summation and connectivity relationships are derived. In 
some cases it is more convenient to characterize the time courses by 
time-invariant variables ( such as period and amplitude in oscillating 
systems ). Summation relationships for time-invariant variables are also 
derived. Stability analysis shows that a linear chain of four 
enzyme- catalized reactions, where the third metabolite is a negative 
effector of the first enzyme constitutes a minimal' oscillator. The 
model is used to gain insight in the control of oscillations. 
The control exerted by enzyme concentrations and other 
parameters that are not proportional to the rate is appropriately 
described by parameter-unspecified coefficients ( C, ). A proof of the 
theorems of steady-state MCA in terms of C. is given. By a similar 
procedure an attempt is made to derive the theorems in terms of C v 
for time-dependent systems, which is only successful for the particular 
case of constant ,r-matrix. 
The effect that a simultaneous change in all the enzyme 
concentrations by the same factor oe ( Coordinate-Control Operation. 
CCO ) has on the variables of time-dependent metabolic systems is 
investigated. This factor a can have any arbitrary large value. The 
metabolic variables are classified according to the relationships they 
fulfil when the CCO is applied. A method is given to test these 
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Chapter  I 
General InLroduetlon 
1.1) Some thoughts concerning the status of Biology today. 
The scientific community is witnessing the greatest rate of 
production of scientific information ever attained, the Biological 
Sciences being responsible for the main quantitative contribution. The 
experimental approach to the biological world reveals a non-ending 
number of fascinating structures (e.g. the uncountable number of 
species). Every different molecule in each living organism is a potential 
object of study. The exploration of a non-negligible proportion of the 
natural structures appears to be an almost infinite task. Much of the 
effort of biologists has been and is invested in the acquisition of 
biological facts. Following this direction. techniques were developed to 
analyse and modify the composition of living organism ranging from 
bacteria to mammals. Many structural features are known today. The 
responses to a variety of stimuli have been recorded and classified. 
Together with the acquisition of knowledge two main strategies have 
emerged. namely Artificial Selection and Artificial Induction'. Artificial 
Selection is one effective way to modify populations genotypically and 
hence phenotypically. Among its most outstanding achievements is the 
increase in food and antibiotics production. A common experience, 
however, is that, as the population becomes more and more extreme. 
no further progress under selection is possible when e.g. viability and 
fertility decreases or genetic variance for the character is exhausted. In 
such situations, a number of generations without selection ( to allow 
recombinants to be formed ) or an increase in the mutation rate may 
2 
allow further improvement in the population. The time required to 
achieve a certain average value of a paticular character may be long. 
Artificial Selection is based in the principle that making an appropiate 
choice from the elements of the actual population, an increase of a 
desirable character will appear in a future population. If our interest is 
to change the present components of the population ( e.g. to heal an 
ill person ) the methods of Artificial Selection are not useful by 
themselves. A different procedure, namely 'Artificial Induction', may be 
applied consisting in an 'environmental' change that results in a 
temporary or permanent modification of the organism. In this way the 
Medical Sciences use pharmaceutical preparations to give an answer to 
most of our health problems. Therefore, the obvious achievements of 
this approach do not need further comment. On the other hand, the 
properties required for a new drug to have a desirable effect are 
usually unpredictable. Some hints may be obtained from previous work, 
but most of the search relies on trial and error. Even after a big 
amount of time, work and money have been invested it is not possible 
to avoid a list of non-desirable effects. It would be most unfair not 
to recognize the major contribution of Artificial Selection and 
Induction to our life quality and expectancy. We must however admit 
that while biological research has substantially increased our 
knowledge' of living organisms, it has not improved in the same 
proportion our power to make predictions about situations that have 
not been explored yet. I feel that to increase predictive power in 
the biological sciences may probably require a revision of some of our 
basic concepts and schemes of work. 
Behind every experimental design, attempting to answer a 
particular scientific question, there is a preconception of the system. 
This perconception ( framework or theory ) is not the simple sum of 
previous experimental results. It includes our present view of the 
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system that is infiltrated by bur logic, history, feelings and prejudices. 
Frequently, new findings do not coincide with expectations. The failure 
of the predictions follows from the inexactitude of the assumptions. 
Some aspects of our preconception of the system have to be modified 
before a new question may be formulated. The introduction of 
mathematical tools has greatly improved the predictive power of our 
frameworks. This is particularly clear in the Physical Sciences. To 
mention one classic example, let us. remember that Isaac Newton not 
only put forward a theory of how bodies move in space and time, but 
he also developed the mathematics needed to analyse those motions. In 
contrast, in the Biological Sciences the interaction between experiments 
and mathematical frameworks is a relatively recent and rare 
phenomenon. Biologists still feel suspicious about the importance of 
mathematical frameworks, and the fact that theoretical biology has not 
many great successes to claim closes the circular chain of negative 
effects. Most of the scientists that are seduced by the beauty of 
theoretical approaches tend to work in Astronomy or Physics, while 
many natural scientists that disregard these approaches are attracted 
by the Medical or Biological Sciences. This social situation is probably 
contributing negatively to the rate of development of a strong 
theoretical biology, but is by no means the only factor causing the 
delay. 
In addition, biological systems have properties, the understanding 
of which constitutes a great challenge. One of these outstanding 
properties is high complexity. We can recognize at least two types: 
structural and functional complexity. The first one is reflected in the 
fact that even the simplest living organisms are built up of an almost 
uncountable number of different structures ( molecular and 
supramolecular ). It is difficult to find an example of a non-living 
system with comparable structural features. Biological systems may 
also exhibit complex behaviour. A biochemical example is metabolic 
self-sustained oscillations. Although structural and functional 
complexity are related, one does not imply the other. Simple structures 
may come together with complex behaviour or vice versa. It is not 
difficult to conceive that complex behaviour is a property of the whole 
system and can not be attributed to any of its individual components. 
What is striking is the finding that some laws of complexity hold 
universally, irrespective of the details of the components. The 
development of a 'science of complexity' has greatly widened our 
comprehension of many phenomena, including some of our every day 
experience such as clouds, waterfalls and storms, the understanding of 
which was usually taken for granted. Importantly, it has also 
contributed to build up a conceptual link through our tigthly 
compartmentalized scientific knowledge. Furthermore, this novel 
conception of complex systems promoted the development of new 
mathematical tools, which will subsequently contribute to enlarge the 
ideas that inspire their development. Following similar lines, one can 
envisage that the reformulation of challenging biological questions 
could constitute a starting point towards a unified view of the 
phenomenon of life. 
Scientific research is a repeating succession of theory and 
experiments and, therefore, progress is only possible if both advance 
in parallel. At the same time, mathematics appears to be one 
important component to achieve success. But, no matter how 
self-sufficient this powerful machinery called science may seem to 
be, it was created and it is driven by human action and thought. Only 
our imagination and desire for intelectual adventure may lead us 
to see what everyone has seen and think what no one has thought ' 
( Albert Szent-Gyrgyi) 
1.2) Historical background 
Genetics, Biochemistry and Physiology have grown during many 
years to achieve their status as separate branches of the Biological 
Sciences. Each subject has its particular questions, methods and ways 
of reasoning. They share, however, a common goal, i.e. to understand 
the properties of living organisms. In this section I give a brief 
account of what I think are some lines of thought tending to make 
the link among these areas. 
The concept of the gene ( though not the name ) was first put 
forward by Mendel ( Mendel, 1866 ) when he proposed the hypothesis 
of particulate inheritance. He showed that the experimental evidence 
was consistent with his explanatory hypothesis by applying simple 
mathematical analysis to his 'strategically' obtained data. The existence 
of a cause-effect link between a genetic determinant ( genotype ) and 
its corresponding character ( phenotype ) was clearly established then. 
Mendel invented the terms 'dominant' and 'recessive' to describe the 
situation where the ability to produce certain phenotypes in diploid 
heterozygotes is or is not expressed. Later, terms such as pleiotropy 
and epistasis were also coined to describe some special features of the 
genotype-phenotype relationship. An important part of the study of 
genetics is the study of allelic substitutions causing qualitative 
differences in the phenotype. Most of the actual variation in natural 
populations among organism, however, is not qualitative but 
quantitative. The continuity of phenotype may result from the 
dependence of the expression of the genotype on variable 
environmental conditions or the existence of many segregating loci 
whose alleles affect to a large extent the phenotype being observed. 
Quantitative genetics makes use of statistics to answer questions of 
genetic variation in populations. It is not possible when applying these 
tools to make predictions of how an individual's phenotypic character 
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will be modified by a new mutational change in a particular gene. 
From the point of view of genetics , the organism is a black box 
where genotypic inputs correspond to phenotypic outputs. A 
quantitative theory to make the black box transparent is still not 
available. One early attempt to fill up this gap was made by Kacser ( 
1957 ). In this essay, he showed how some simple physicochemical 
systems can display properties which we normally associate with living 
organisms. Examples are given where the genetic concepts of 
pleiotropy, epistasis, phenocopy, etc are associated with the kinetic 
behaviour of simple reaction networks. 
In the early sixties a reasonably satisfying picture of the cell was 
available: ' Nutrients diffuse or are transported into the cell. They are 
transformed by sequences of metabolic reactions catalyzed by enzymes. 
Many enzyme activities are regulated by allosteric mechanisms and 
their synthesis is under genetic control'. The 'waste' products are 
eliminated from the cell.' This view was obtained by applying the 
analytical approach. The organism is divided and its components are 
extracted and identified. The small organic molecules ( metabolites 
are classified according to their chemical properties, and the enzymes 
to their specific function. It is also established which elements 
physically interact with each other and what is the nature of the 
interaction. This is achieved, for example. by studying in isolation 
which metabolites affect the rate of an enzyme-catalyzed reaction. The 
outcome of this work is the structure of the system, and its compact 
representation: the metabolic map. Some extreme modes of metabolic 
functioning may be inferred from this structural information. 
Although anatomy and physiology are closely related, the knowledge of 
the anatomy of an organ is not enough to understand its function. 
Similarly, the static nature of the metabolic map is not a sufficient 
basis to make quantitative statements about metabolic behaviour. With 
the pioneering papers of Umbarger ( 1956 ) and Yates and Pardee 
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(1956) it was first established that some 'control structures' used for 
a long time in the design of mechanical, electrical and electronic 
devices were present in metabolic networks. These 'control structures' 
are particular types of interactions that result in e.g. the input of a 
system to be affected by its own output ( i.e. feedback ). Moreover, 
their existence suggested that metabolic systems could potentially 
exhibit instabilities resulting in oscillations or even non-periodic 
changes on the metabolite concentrations. Higgins ( 1965 ) termed the 
study of the changes in time and position of the cellular 
concentrations as 'cellular dynamics'. 
The kinetic study of enzyme catalyzed reactions is a major part of 
enzymology. The enzyme in the presence of its substrates, products 
and effectors catalyzes the appearence of products. The reaction rate 
is measured for the different values to which the concentrations are 
fixed by the kineticist. As a result a rate law is formulated. This 
approach reveals outstanding catalytic features of enzyme molecules. It 
is important to acknowledge, however, that the way the enzyme is 
assayed does not correspond to the functioning conditions within 
metabolism. When the enzyme is embedded in the metabolic network 
most of the metabolite concentrations are internally adjusted by the 
system, i.e. they are not fixed by the experimenter. The systems 
behaviour is not attributable to any one component but is the result of 
the components together with their interactions acting as an 
irreducible functional entity. It has been argued that in a chain of 
reactions there is always a 'slow reaction' ( 'master reaction' or 
rate-limiting step' ) which determines the rate of the whole ( 
Blackman, 1905; Burton, 1937; Burton, 1939; Denton and Pogson, 1976 
and Cohen, 1976 ). This idea was sometimes assumed to be self-evident 
without even a clear definition being stated. What is obvious is that in 
a linear chain of enzyme catalyzed reactions, if the activity of any one 
enzyme is abolished, the flux through the pathway vanishes whatever 
the activities of the other enzymes are. In fact, the large number of 
examples in which a particular mutation has been found to give rise to 
a growth-factor requirement by blocking a single reaction in a 
biosynthetic pathway inspired the 'one gene-one enzyme hypothesis' ( 
Beadle and Tatum, 1941 and Horowitz, 1945 ). In this respect, all 
enzymes are equally important. An important observation, however, was 
that the dramatic decrease of the activity of some enzymes, e.g. 
reduction to 5% in the activity of argininosuccinase in Neurospora 
crassa ( Donachie, 1962 ), has no measurable effect on the growth rate. 
Moreover, theoretical arguments show that if the activity of an enzyme 
is changed by a small fractional amount ( i.e. modulation, see Kacser 
and Burns, 1968 ) the change in the flux depends also on the activity 
of the other enzymes ( Kacser and Burns, 1973 ). Equal modulations of 
different enzymes result in different changes in flux. The quantitative 
nature of these phenomena appears to be undeniable. Oversimplified 
assumptions, e.g. the existence of a 'master reaction', tend to ignore 
some of these aspects. To measure the quantitative effect that enzyme 
activity has on fluxes, sensitivity coefficients (nowadays called control 
coefficients, Burns et al., 1985 ) were defined. They represent the 
relative change in the variable ( e.g. flux ) per relative change in the 
modulated parameter ( e.g. enzyme concentration ). This type of 
coefficient was independently introduced in a biochemical context by 
Higgins (1965 ), Kacser and Burns (1968 ) and Savageau ( 1971 ). Some 
mathematical relationships involving the control coefficients, namely 
summation and connectivity relationships, have been derived ( Kacser 
and Burns. 1973 and Heinrich and Rapoport, 1974 ). They reflect how 
the values of the coefficients depend on each other and on some 
properties related to the enzymatic components. The introduction of 
this type of theoretical framework constitutes an outstanding 
contribution to our understanding of metabolism and its relationships 
with genes and environment. 
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1.3) Methodological Background 
Historically, science had become increasingly subdivided into 
different disciplines. We are now seeing the reverse process namely 
that the boundaries between the different areas of knowledge are 
becoming increasingly diffuse. Understanding of metabolism is now 
closely related to the knowledge, apart from Biochemistry, of Genetics, 
Physiology, Physical Chemistry, Chemistry, Physics, Mathematics, etc. 
For the development of a quantitative account of metabolism the use 
of some mathematical and physicochemical tools is of particular 
importance. In this section I shall give an overview of these tools and 
stress their usefulness in the present thesis. 
1.3.1 ) Thermodynamics and kinetics 
Classical thermodynamics, as developed during the 19th century, is 
mainly concerned with equilibrium situations. From the first and 
second laws, outstanding results such as Gibbs phase rule and the law 
of mass action were obtained. The second law of thermodynamics in 
its most general formulation applies to both equilibrium and 
nonequilibrium situations. The early conception, however, was that 
while equilibrium represented order and permanence, nonequilibrium 
appeared to be a non-desirable perturbation ( e.g. to grow big cristals 
by cooling a solution a slow decrease in temperature is required to 
maintain near equilibrium conditions ). Many examples are available 
today that show how the flow of energy and matter in a 
nonequilibrium process may be used to maintain functional and 
structural order. When a constant temperature gradient is applied to a 
mixture of two gases the concentration of one of them increases near 
the hot wall, while the other concentrates at the cold wall. The 
entropy in this steady state situation is lower than it would be in the 
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uniform mixture at equilibrium. This phenomenon appears even if the 
temperature gradient is small, i.e. the conditions are near equilibrium. 
Another well known example is a container heated from below. For 
small temperature gradients heat passes through the liquid by 
conduction. When a critical value of the temperature gradient is 
attained regular convection cells appear spontaneously. This new 
structure involving coherent behaviour is called the Benard cells. 
Certain chemical reactions ( e.g. Belousov-Zabotinski reaction ) present 
spatial and temporal cell organization. Glycolytic oscillations, i.e. 
oscillations in time of the metabolite concentrations involved in the 
glycolitic pathway, discovered by Chance and co-workers ( Chance et 
al., 1964a and 1964b ) was the first biochemical example where such 
temporal patterns were unambiguosly recognized. The extension of 
thermodynamics to near and far from equilibrium situations was 
essential as a common language to describe phenomena like the ones 
mentioned above ( Onsager, 1931 and Glansdorff and Prigogine, 1971 ). 
Moreover, it suggests that life is not an 'improbable' event struggling 
against the laws of physics, but a consequence of these laws 
appropriate to specific non linear interactions and far from equilibrium 
conditions. 
Thermodynamics is not the most suitable tool when the purpose 
is to study a particular chemical mechanism. In contrast, kinetics has 
proven to be very useful for obtaining and analysing reaction 
mechanisms. Chemical kinetics may be divided in two main areas: i 
the empirical analysis of reaction rates and ii ) the theories of 
chemical kinetics. The first one studies how the rate of a process 
depends on the species present in the reaction mixture. This 
information is summarized in an equation called a rate law. Apart from 
the participating concentrations, it involves kinetic constants which 
also determine how the rate depends on the temperature, viscocity and 
other physical properties. The rate law is experimentally determined, 
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for which several procedures are available. A further objctive of 
empirical kinetics is to propose a plausible mechanism, i.e. a set of 
'elementary' reactions which will conform to the observed irate law. 
This kinetic approach may be applied to systems of differert nature 
and complexity. For example, the kinetics of gas phase reactions have 
been extensively studied. The mechanisms of some 'simple' Oas phase 
reactions, such as H2 + 12 = 2 HI, first described a century ago, are 
still a matter of debate. Enzymes are biological catalysts, i.e. they 
increase the rate of cellular reactions without being consumed or 
produced in the overall process. A basic mechanism of nzymatic 
action was proposed by Michaelis and Menten ( see e.g. 
Cornish-Bowden, 1976 ) to explain the hyperbolic relationshi, between 
rate and substrate concentration. Many other kinetic features of enyme 
-catalysed reactions have been established since then. Ori.e of the 
most outstanding findings is that the catalytic power of art enzyme 
may be reversibly modulated by the presence of specific molecules 
located in a 'distant position' to the enzyme in the metabolic map. 
Allosteric activators and inhibitors belong to this type of molecule. 
This phenomenon contributes to the highly interactive nature of 
metabolic reactions. It must be pointed out, however, that most of 
enzyme kinetics is concerned with the study of isolateci enzyme 
catalyzed reactions. The kinetic analysis was also applied to intact 
living systems. Monod ( Monod 1942, Lwoff and Ullmann, 1978 ) was 
the first to obtain an hyperbolic rate equation between bacterial 
specific growth rate and the concentration of an essenti.1 growth 
substrate. A detailed mechanism to give account of this rate law 
includes in principle all the metabolic processes occuring in the cell. 
The second area of chemical kinetics is the develcpment of 
theories. Its main goals are to gain insight into the factors that 
influence reaction rates and to make calculations from first principles 
of the rate of reactions. Neither of these two objectives hav yet been 
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satisfactorily attained. The first theory to give some useful results 
was the Collision Theory. It assumes that molecules can be treated as 
hard spheres and that there are no interactions between molecules 
until they touch ( Trautz, 1916 and Lewis, 1918 ). This theory is 
altogether too crude and gave reasonable predictions only for reactions 
that involve very simple molecules. In the 1930s' it was superseded by 
the Activated - Complex Theory ( Eyring, 1935 and Evans and Polanyi, 
1935 ). This theory is based in the assumption that the reacting 
molecules cross a potential energy barrier. The state of the molecule 
with maximum potential energy along the reaction coordinate 
corresponds to the activated complex. Another important postulate is 
that the reactants are always in equilibrium with the activated 
complexes. A consequence of the latter assumption is that the rate 
constant is amenable to a thermodynamic formulation in terms of 
entropy and enthalpy of activation. This thermodynamic description of 
the activated-complex formation has been used to gain understanding 
of some factors contributing to enzymatic catalysis ( Leinhard, 1973 ). 
Stochastic theories of reaction rate consider the chemical reaction as a 
stochastic process, i.e. a process about which only probabilistic 
predictions are possible. One of this type is Kramers' Theory ( Kramers, 
1940 ). In this theory the molecules are supposed to become activated 
through their collisions with other molecules of the surrounding 
medium, which acts as a constant temperature heat bath. After many 
exchanges of energy during such collisions a molecule may acquire 
sufficient energy to cross a time-independent potential barrier. The 
interaction of the reactant molecules with the heat bath is analogous 
to the Brownian motion of the particle in a viscous medium. During 
many decades, the use of Kramers' Theory was overwhelmed by the 
use of the Activated-Complex Theory. Recent experimental and 
theoretical studies of enzyme catalysis, however, suggest that the 
catalytic constant can be better described using Kramers° Theory of 
reaction rate ( Gavish, 1986 ). An important piece of evidence is the 
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experimental dependence of the catalytic constant ( kcat ) with the 
solvent viscocity ( ): kcat a n " ( 0 :~ p !~ 1 ) ( Gavish. 1986 ). which 
is in agreement with the theoretical predictions of Kramers' Theory. 
It is my intention in this thesis to study properties of living 
systems and, therefore, the analysis of nonequilibrium situations is 
essential. Although some thermodynamic concepts such as distance 
from equilibrium are very helpful in the analysis of particular 
situations, thermodynamics is chiefly a conceptual reference. In 
contrast, the kinetic approach is appropriate to describe the dynamical 
behaviour of metabolic networks and is used throughout the thesis. 
Combined with sensitivity and stability analysis It constitutes the main 
tool of this work. 
1.3.2 ) Differential equations and stability. 
The traditional kinetic description of metabolic reactions is by the 
use of deterministic differential equations. These equations relate the 
change of each metabolite concentration with time to the rates of 
production and consumption of the metabolites. The solution of the 
system 	of 	differential 	equations 	is 	the 	time 	course of 	the 
concentrations. 	For different sets 	of parameter values the solution 
may exhibit different temporal behaviours. When there exists a unique 
stable 	steady 	state, 	the 	variables 	show 	temporary 	changes that 
asymptotically approach constant values. i.e. the steady state values. If 
the 	unique 	steady 	state 	is 	not 	stable, 	oscillatory 	or 	even 	chaotic 
regimes in the metabolite concentrations may be obtained ( Decroly 
and 	Goldbeter, 	1982 	). 	 The 	stability 	of 	the 	steady 	state may be 
analysed by the technique of 	linearized stability analysis' 	( see 	e.g. 
Stucki, 1978 ). As a consequence of the non-linearities in the rates the 
system may 	have 	multiple 	steady 	states. 	In 	such 	a 	situation 	for 
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different initial conditions ( and the same parameter values ) different 
final behaviours can be attained. Degn ( 1968 ) was the first to find 
bistability in an enzymatic system. He suggests that the inhibition of 
horseradish peroxidase 	by 	its 	oun 	substrate ( 	 02 	) 	 is 	a 	possible 
mechanism to explain 	the 	existence 	of 	two stable 	steady 	states. 
Another 	form 	under 	which 	double 	steady 	states may 	appear 	is 
birrithmicity. In this case the existence of two unstable steady states 
gives 	rise to two 	different 	periodic 	regimes. Birrithmicity has been 
found 	in 	very 	simple 	metabolic 	models 	with two 	( 	Moran 	and 
Goldbeter. 1984 ). or three variable metabolite concentrations ( Decroly 
and Goldbeter, 1982 ). These theoretical findings suggest that it is not 
unlikely 	that 	real 	metabolic 	networks 	may exhibit 	this 	type 	of 
behaviour. 	Birrithmicity has 	recently 	been 	demonstrated 	in 	chemical 
oscillatory 	reactions 	( 	 Alamgir 	and 	Epstein. 1983 	and 	Lamba and 
Hudson 1985 ). It has, however, not yet been observed in biological 
systems. 
The study of the phenomenon of chaos helped to clarify the 
difference between determinism and predictability. The description by 
differential equations mentioned above may be classified as 
deterministic, because for a given set of initial conditions and 
parameter values there is a unique solution. If this solution is chaotic 
an additional property emerges. The result obtained with slightly 
different initial conditions diverges from the original solution in such a 
way that after a short period of time almost all resemblance 
disappears ( i.e. high sensitivity on initial conditions ). The initial 
conditions can not be measured with an infinite precision. Even if we 
assume that the system of differential equations is a perfect model of 
the process we want to describe, and that the parameters are known, 
small errors in the initial values of the variables may give very 
different predictions of how the values evolve in time. In this case the 
future is unpredictable, though determined. A four steps metabolic 
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chain where the second and third reactions are activated by their 
products can display chaotic behaviour ( Decroly and Goldbeter, 1982 ). 
This regime is obtained when the pathway is fed with a constant input 
flux ( it is not forced by a time-dependent input ). Metabolic networks 
are, therefore, potential generators of chaotic regimes even in a 
constant environment. It is important to point out that there is not 
enough evidence to affirm whether chaotic biochemical behaviour is 
physiological, pathological or an unimportant curiosity. In contrast, 
chaos is used as a valuable tool for the determination of the number 
of independent variables that describe the system ( Shuster, 1984 ). 
This method was applied to the chaotic response of the glycolitic 
pathway obtained under a sinousoidal glucose input flux ( Markus et 
al., 1984, Markus and Hess, 1990 ). The experimental results show that 
three independent variables are needed to describe the dynamic 
properties of the metabolic system. Therefore, a plausible model must 
be constructed with, at least, three autonomous differential equations. 
This number is smaller than the total number of variable metabolite 
concentrations involved in the system. 
The concentrations in a chemically reacting system fluctuate due 
to the random structure of the intermolecular interactions. The 
magnitude of the fluctuations is usually related to the inverse of the 
volume. Thus, for macroscopic systems the fluctuations are often 
negligible and deterministic differential equations provide an accurate 
description. There are situations, however, in which even in 
macroscopic systems fluctuations are important. If the system 
posseses multiple steady states and it is initially close to an unstable 
steady state, then the transition to one of the stable steady states can 
be driven by fluctuations ( Mangel, 1978 ). A convenient description of 
fluctuating reacting systems is the use of stochastic differential 
equations. These equations are similar to the deterministic ones 
mentioned above except for the addition of random terms. This 
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approach was used, for example, in the study of kinetic processes in 
micellar systems. Here, the reacting molecules are characterizaed by 
lengths which are not orders of magnitude smaller than the space 
within which the chemical reaction takes place ( Hatlee and Kozak, 
1980 ). 
The time evolution of metabolic systems is a central topic in the 
present thesis. The description by differential equations is appropriate 
to this subject and used throughout. I do not intend to ask 
questions in which fluctuations play an important role and, therefore, 
stochastic terms are not included. In all the situations considered the 
concentrations are homogeneous in space and diffusion terms can be 
omitted. Linearized stability analysis is used to characterize the 
stability of the steady state. This technique allows a classification into 
simple models according to the type of dynamical behaviour that may 
or may not be expected. Minimal models that present, for example, 
oscillations are recognized here by this method. Stability analysis is 
also used to divide the parameter space into regions each 
corresponding to a particular behaviour. Finally, sensitivity analysis of 
the variables ( e.g. metabolite concentrations, fluxes, period and 
amplitude of oscillation ) in different regions is performed. 
1.3.3 ) Minimal and 'mimical' models. 
Two conceptions ( or strategies ) of metabolic modeling by 
differential equations can be detected in the literature. The first one 
takes into account all the known components and interactions existing 
in the system. One differential equation is written to describe the 
change in each variable concentration. The rate laws representing the 
quantitative interaction between the components, and the values of the 
constants involved are also assumed to be known. Due to the 
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non-linearities of these rate equations only a numerical solution is 
possible. The outcome of the numerical simulation is a table where 
the concentrations corresponding to the time intervals explored are 
given. The model is said to be succesful when the experimental data 
coincide with the result of the numerical simulation. One of the main 
goals of this approach is, therefore, to mimic reality. I propose the 
term 'mimical' to describe this type of model. Examples of mimical 
models have been used by Garfinkel. ( see e.g. Garfinkel and Hess, 1964 
and Wright ( see e.g. Wright and Albe, 1990 ). The second strategy 
focuses its attention on a small number of properties of the system. 
The model is constructed with the aim of answering a particular 
question related to these properties. For example, in certain conditions 
metabolic systems exhibit oscillations. Thus, one may ask, what are 
the structural requirements to obtain this type of behaviour. Possible 
answers include positive and negative feedbacks. If it is known that 
the system presents a negative feedback, further questions may be 
addressed. There are usually many models with different numbers of 
variables that exhibit the property of interest. The criterion in this 
case is to choose the 'minimal' model i.e. the 'smallest' model that 
gives the answer we search. Kacser has used minimal models to 
exemplify the existing relationships between the control coefficients ( 
system changes ) and elasticity coefficients ( isolated rate changes ). 
These relationships give insight on the contribution that the properties 
of the components have to the behaviour of the whole system. 
Importantly, he pointed out that each control and elasticity coefficient 
of the minimal model could represent the resulting response of a 
group of reactions in a more detailed model ( Kacser. 1983 ). Goldbeter 
has extensively used minimal models to show how complex patterns 
may arise in regulated enzymatic systems. In a model consisting only 
of two variables his group showed the existence of birrithmicity, 
multiple thresholds and tristability ( Goldbeter and Moran, 1987 ). 
Mizraji and co-workers have used models including time delays to 
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analyse the stability of metabolic pathways controlled by end product. 
They assume that the kinetics of the intermediate steps of the 
pathway are unknown and the lack of Information is covered by using 
a time delay.. ( see e.g. Mizraji et al. 1988 ). 
Mimical models rely on a complete knowledge of the structure 
and properties of the components of the metabolic network. Therefore, 
the acquisition of new facts promotes, automatically, the growth of 
the model. In principle, all possible behaviour of the real system can 
be reproduced by its formal twin, if the latter is sufficiently accurate. 
At this point, the advantage of operating on the model over 
performing the equivalent experiments may be questioned. It may be 
argued that manipulating the model may show some unexpected 
behaviour that can be later reproduced in the experimental system. 
But, Is the model contributing to our understanding much more than 
the direct analysis of the experimental data ? Moreover, it is usually 
suggested that these models reproduce the in vivo behaviour. It is, of 
course, a very difficult task to determin the kinetic parameters of 
enzyme -catal ized reactions in vivo. As a consequence, most of them 
are obtained in in vitro conditions. The environment presented to 
an enzyme by the cell, where all the other proteins, membranes, etc 
are present, is very different from the conditions where the pure 
enzyme acts in a test tube. In addition, the in vitro conditions, in 
which the enzymes are assayed differ from one reaction to another. 
Taking into account these considerations it is difficult to sustain the 
hypothesis that the quantitative responses of the model mimic those of 
the living organism. Minimal models are less pretentious than mimical 
models. They are based on a small number of facts and they are built 
up to address a particular question. Consequently, they are usually not 
suitable to answer many other questions. In contrast, they can give a 
satisfactorily answer even if many facts are not known and, hence, 
they have the advantage to be able to overcome our ignorance. If new 
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facts relevant to the question of interest are acquired the present 
model may be modified to obtain a more realistic one. 
I would like to point out, briefly, one consequence of aiming to 
mimic nature as far as It is possible. In the description of metabolic 
networks by differential equations the immediate protagonists are the 
concentrations of the different molecular species. These macroscopic 
concentrations result from the average behaviour of a large collection 
of molecules, each showing random motions. The molecules are 
constituted of atoms and these of subatomic particles. One may. In 
principle, argue that the quantum mechanical transitions in some 
atoms are relevant to the catalytic events occuring in the enzymes. 
Following this argument, a microscopic quantum mechanical treatment 
of the metabolic system would be a better approach than the 
macroscopic description. Such a model, even if physically right, would 
be impossible to handle because of its size. Thus, it is important to 
make an adequate choice of the level of description ( e.g. microscopic 
or macroscopic ) according to the phenomenon of interest, if a 
tractable model is to be obtained ( see discussion In Mizraji et al., 
1987 ). 
Minimal and mimical models, considered above, are the extreme 
conceptions of a spectrum of intermediate solutions. Both have 
advantages and disadvantages. In principle, depending on the aim 
underlying the model building, it could be preferable to be closer to 
one extreme or the other. In the present stage of our knowledge, I am 
inclined to choose minimal models. In this thesis; minimal models are 
used either to answer metabolic questions or to exemplify general 
metabolic properties. Importantly, they provide the substance to 
perform numerical experiments, which may be very useful to discover 
new relationships. 
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Finally. I would like to relate an anecdote. In January 1988, 1 
arrived in Edinburgh to work with Henrik Kacser. Then, one of the 
things he let me know was about the existence of the 'Edinburgh 
organism. This organism was composed of three enzyme catalized 
reactions and two variable metabolite concentrations ( S1 and S. ), i.e. 
X0 ---> S1 ---> S2 ---> X3 . This structure lacks most of the 
structural and functional features that even the simplest living 
organisms have. It is. however, sufficiently complex to show the 
essence of some properties of living organisms. Using this model many 
answers to general questions related to the control of metabolic 
networks could be tested. In the meeting 'Control of Metabolic 
Processes' ( Ii Ciocco. Luca, Italy. 1989 ) organized by Athel 
Cornish-Bowden, the Edinburgh organism was, of course, present 
in Kacser's talk. This time its objective was to reveal some 
consequences of enzyme-enzyme interactions on the control properties 
of metabolic pathways. The Edinburgh organism was not alone in this 
meeting. A close friend, the 'Bordeaux organism'( as Mazat named it 
). i.e. X0 ---> S ---> X1, was an important protagonist in Jean-Pierre 
Mazat' s talk exemplifying geometrical aspects of metabolic control. 
These two organisms have been successfully used for several years and 
.therefore, share a thoroughlly deserved reputation. In that meeting, I 
presented another organism. I named this new born the 
'Edinburgh-Montevideo organism', because . although it was born in 
Edinburgh, it was also inspired in an oscillator including a time delay 
that Eduardo Mlzraji introduced to me in Montevideo some years ago. 
It consists of four enzyme-catalysed reactions and three variable 
metabolites. In addition, the third metabolite is a negative effector of 
the first enzyme. This organism shows stable and unstable steady 
states. It constitutes a minimal oscillator with negative feedback. 
Depending on the environmental conditions it exhibits either smooth 
transients to the steady state or self-sustained oscillations. It was a 
very useful tool for the development of the sensitivity analysis of 
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time-dependent metabolic systems included in this work. To conclude. 
I must say that I am grateful to the three 'organisms' mentioned 
above and many others of the same group for the achievements 
obtained in this thesis ( For another anecdote concerning minimal 
models see Gleick. 1989 ). 
1.3.4 ) Sensitivity Analysis 
The description of metabolic systems by differential equations 
renders the variables ( e.g. metabolite concentrations ) as functions of 
time. This solution, whether analytical or numerical, depends on the 
parameter values. When the aim is to change the system's outcome in 
a certain way, the question of which parameters to manipulate arises. 
Quantification of the role of the parameters in the systems outcome is 
the traditional task of sensitivity analysis. This type of analysis is at 
present used in different areas of science and engineering ( see e.g. 
Tomovic and Vukobratovik, 1972; Rabitz et al.. 1983 ). 
Basic concepts of sensitivity analysis were first applied 
to metabolic systems by Higgins ( 1965 ). He brought the 
sensitivity coefficients of sensitivity analysis into a metabolic context. 
The development of a sensitivity analysis appropriate to metabolic 
systems was independently initiated by several groups. The three main 
approaches were those pioneered by: i ) Savageau ( 1972 ), ii ) Kacser 
and Burns ( 1973 ) and Heinrich and Rapoport ( 1974 ) and iii ) 
Crabtree and Newsholme ( 1985 ). Each of them show particular formal 
features and aims, although the differences are probably less than the 
common aspects they share ( Cornish-Bowden. 1989 and 1990 ). There 
has been debate concerning their power, accuracy, limitations, easy 
handling and other advantages and disadvantages ( see TIBS ( 1987 
Vol 12 ). Unfortunately. these discussions are not easy to grasp to 
many of the biologists engaged in traditional biochemistry. It is a 
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matter of fact, however, that the most extensively used by 
theoreticians and experimenters is the analysis introduced by Kacser 
and Burns ( 1973 ) and Heinrich and Rapoport ( 1974 ) ( based on 
Science Citation Index 1988, 1989 and 1990 ). This framework is 
nowadays called 'Metabolic Control Analysis' or 'Metabolic Control 
Theory' and abbreviated MCA and MCT respectively ( in what follows 
MCA ). The main part of the present thesis is concerned with the 
development of some aspects of MCA. At this point, I could give a 
list of objective arguments to justify my choice in favour of MCA, but 
I feel I would be diluting one important point: " MCA provides me 
with a 'confortable' language to develop intuition and materialize ideas 
". This is, of course, a subjective argument, even though I think it is 
valid when evaluating equivalent tools for scientific inquiry. 
Next, I shall give an outlook on some ideas of steady-state MCA. 
More technical aspects are left for next section. The starting point of 
MCA is to classify the metabolic quantities dividing the system 
into parameters or variables. Kinetic constants, external effectors ( 
nutrients, waste products, etc ) and enzyme concentrations are usually 
considered as parameters while internal metabolites and fluxes are the 
variables. For steady-state systems the only way to achieve a 
permanent change in the value of a variable is by modulation of one or 
more parameters. The control coefficient ( Burns et al., 1985 ) of a 
variable V, with respect to a parameter p, represents the relative 
change in V ( W/V ) divided by the small relative change in p ( 6p/p ) 
when the other parameters are not altered. The effect of environmental 
factors on metabolism can be quantified by evaluating the control 
coefficient involving external effectors. The smaller the values of these 
coefficients, the more independent is the system's state on 
environmental fluctuations. If the parameter considered is an enzyme 
concentration. the control coefficient may represent, for example, the 
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effect of a change in the corresponding gene expression. The control 
coefficients with respect to enzyme concentrations satisfy some 
relationships called summation theorems. The flux summation theorem 
Kacser and Burns, 1973 ) states that the sum of the control 
coefficients for any one flux with respect to all the enzyme 
concentrations in the system equals one. This result constrains the 
value that the control coefficients can take. In a linear chain of 
reactions, and if substrates increase and products decrease the rates, 
the flux control coefficients are all positive ( Kacser, 1983 ). Thus, no 
coefficient can be greater than one, because the unit amount of 
control is shared by all the enzymes. Furthermore, the greater the 
number of enzymes, the smaller is the value expected to be obtained 
when a control coefficient is determined. The definition of control 
coefficient and the summation theorem have clarified the concept of 
•rate limiting' enzyme. Due to the usual proportionality between rate v, 
and enzyme concentration E. an enzyme modulated in isolation by a 
relative amount ( iE/E ) produces an equal relative change in the rate 
&v/v ). If the same relationship exists between enzyme concentration 
and flux when the enzyme is embedded in a metabolic network, we 
describe it as a 'rate limiting' enzyme. According to the summation 
theorem, in a linear chain of reactions, if any one enzyme is rate 
limiting all the others have no effect on the flux. Moreover, the 
existence of a rate limiting enzyme, is by no means inevitable, and the 
usual situation is probably that the control of the flux is shared by 
two or more enzymes. The flux summation theorem is also a very 
important component in a metabolic description of some genetic 
phenomena such as dominance (Kacser and Burns. 1981 ). Other 
relationships constraining the values of the control coefficients such 
as the concentration summation theorem ( Heinrich and Rapoport, 1974 
), connectivity theorems ( Kacser and Burns. 1973 and Westerhoff and 
Chen. 1984 ), branch theorems ( Fell and Sauro, 1985 Sauro et al.. 1987 
and Small and Fell, 1989 ) and substrate cycles ( Fell and Sauro, 1985, 
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Hofmeyer et al., 1986 and Sórribas and But-tons, 1986 ) have also been 
derived. 
The modulation of a parameter causes an immediate change in the 
rate ( or rates ) in which it occurs. Consequently, this change tends to 
modify the concentration of the flanking substrates and products. The 
perturbation spreads across the system affecting metabolite 
concentrations and fluxes. The control coefficients describe the 
metabolic network as a whole and therefore take into account all 
these changes. On the other hand, the component blocks of 
metabolism are the enzyme-catalyzed reactions. One task of the 
enzymologist is to study their kinetic properties in 'isolation'. The 
procedure followed by the enzyme kineticist is different from the one 
used to determine control coefficients. While in the determination of 
the control coefficients the internal metabolite concentrations are 
adjusted by the system ( i.e. are variables ), in the 'isolated' enzyme 
assay they are adjusted by the experimenter ( i.e. are parameters ). 
Thus, in the conditions of an enzyme assay a new coefficient can be 
defined . the elasticity coefficient ( Kacser and Burns, 1973 ). It 
represents the relative change in the rate ( 8v/v ) per relative change 
in concentration ( 8S/S ), when all the other concentrations affecting 
the rate are maintained constant. One important result of MCA is that 
the control coefficients can be expressed in terms of the elasticity 
coefficients. These relationships show how small changes in the whole 
system can be dissected into the changes of its components. Moreover, 
they allow the prediction of to what extent changes in the properties 
of the isolated components affect the system's behaviour. Several 
methods have been proposed to obtain the control coefficients in 
terms of the elasticity coefficients. The first one was introduced by 
Kacser ( 1983 ). It is based in the use of the equations that relate the 
small change in a parameter with the resulting changes in the variables 
( i.e. modulation equations ). Although this is a general method the 
difficulties to apply it increase rapidly with the size of the model. 
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This problem can, however, be overcome by introducing the modulation 
equations into a matrix form ( Westerhoff and Chen, 1984 ). Fell and 
Sauro ( 1985 ) developed a different 'matrix method'. The control 
coefficients are obtained in terms of the elasticity coefficients by 
solving matrix equations generated directly from the theorems ( see 
also Sauro and Fell, 1987 ). Recently, Small and Fell ( 1990 ) showed 
how the matrix method can be used to calculate the sensitivity of 
control coefficients to the change in elasticity coefficients. Reder ( 
1988 ) has developed a structural approach to MCA. The advantage of 
this method lies in the fact that the structure of the metabolic system 
depends neither on the environment nor on the internal state of the 
system. Moreover, it leads to a generalization of the theorems. It is 
important to acknowledge, however, that the mathematical elegance 
and rigour of Reder's work makes It very difficult to understand by 
experimental biochemists. Theoretical biochemists will have to 
'translate' this powerful approach to a more suitable language ( e.g. 
modulation equations ) to make it amenable to experimental 
application. Other methods to calculate control coefficients in terms 
of elasticity coefficients are given in Cascante et al. ( 1989a and b ), 
Giersch (1988 ) and Hofmeyer (1990 ). 
In the final part of this section I shall describe some 
assumptions made in the traditional approach to MCA, and how this 
thesis could at least partially overcome them. MCA as proposed by 
Kacser and Burns ( 1973 ) studies metabolic pathways where all the 
variables ( metabolite concentrations, fluxes, etc ) have constant values 
in time, i.e. the steady state. Most of the subsequent contributions to 
the field ( including all the ones previously mentioned in this section 
also deal with this particular state. Many biological systems exhibit a 
quasi-steady state behaviour during considerable intervals of time, for 
which the steady state treatment is a good approximation. On the 
other hand, fluctuations of the environment, both temporary and 
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permanent. will affect the internal composition, giving rise to transient 
changes in the values of the variables. Furthermore, as is well known. 
the widely distributed allosteric mechanisms in metabolism are 
potential generators of temporal and spatial patterns ( see e.g. Rapp, 
1979; Boiteux et al.. 1980 ). Although, abundant theoretical and 
experimental evidence is available concerning unstable steady states 
and transients, metabolic control analysis for these situations has not 
been developed. A few contributions in this field have been made ( 
Higgins et al., 1973, Kohn et al.. 1979 and Kohn and Chiang, 1982 ). but 
no complete theoretical treatment is available. 
In MCA two assumptions were made regarding the kinetic 
properties of the enzymes. The first is that the rate equations of all 
enzyme-catalysed reactions are first order with respect to the total 
enzyme concentration ( i.e. Vj a E1 ), namely additivity. This hypothesis 
is based on the kinetic data collected from a wide range of purified 
enzymes. There are, however, exceptions, e.g. enzymes that show 
monomer-dimer associations ( see e.g. Kurganov 1978 ). The second 
assumption is that the catalytic properties of any one enzyme does not 
depend on the concentrations of the other enzymes, namely 
independence. There is structural evidence that enzyme-enzyme 
complexes are formed ( see e.g. Ovadi et al., 1983 ). but there is not 
general agreement yet about what the kinetic consequences of the 
interaction are ( Cornish-Bowden, 1991 ). The traditional summation and 
connectivity theorems of MCA ( Kacser and Burns, 1973 and Heinrich 
and Rapoport, 1974 ) are only valid if all the enzymes satisfy the 
assumption of additivity and independence. Thus, if these assumptions 
break down, the derivation of more general relationships is required 
The coefficients of MCA apply, strictly speaking, to infinitesimal 
changes. The main reason to introduce infinitesimal changes was to 
search for a constant coefficient. independent of the size of the 
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modulation ( Kacser and Burns. 1968 ). Due to the non-linear 
relationship between variables and parameters, the ratio between the 
relative change in the variable and the relative change in the parameter 
depends on the size of the latter change, when finite ( i.e. 
non-infinitesimal ) changes are considered. Another advantage of the 
use of infinitesimal changes is that they are additive. This means that 
the overall change in the variable caused by simultaneous changes in 
several parameters can be written as the sum of the changes in the 
variable resulting from the independent modulation of those 
parameters. The additivity of infinitesimal changes is essential to the 
derivation of the theorems of MCA. Experimental changes, in metabolic 
systems, are always finite. In practice, however, if sufficiently small, 
they are amenable to MCA. On the other hand, it must be recognized 
that some responses due to either environmental, physiological or 
developmental processes are the consequence of large changes. 
Goldbeter and Koshland ( 1982 ) define a sensitivity amplification 
factor that is based on finite changes to quantify the amplification 
properties of simple biochemical systems ( e.g. enzyme subject to 
covalent modification and substrate cycles ). Large metabolic changes 
is one of the areas where less theoretical understanding has been 
achieved. 
One aim of the present thesis is to extend MCA of the steady state 
to time-dependent metabolic systems. This implies to develop a formal 
- framework such that, if the system approaches a stable steady state, 
the definitions and relationships take the form of the traditional 
steady state counterparts. Moreover, it is desirable that the extension 
could be used to analyse temporal behaviours which result from the 
existence of non-stable steady states. The present work fulfils these 
requirements. Some contribution to the analysis of large changes is 
made. A general approach to the problem appears to be very difficult. 
Some insight may be obtained, however, by considering particular large 
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changes. Some consequences of the breakdown of the proportionality 
between rate and enzyme concentartion are also analysed in steady 
states and time-dependent systems. 
1.4) Technical Background to MCA of the steady state 
In this section I will introduce some technical aspects related to 
steady-state MCA. The definitions, relationships and procedures 
described, will lay the basis to understand the following chapters of 
this thesis. Here, I do not intend to make an exhaustive revision, 
because a number of reviews covering the field are now available ( 
Westerhoff et al., 1984, Porteous, 1985, Derr, 1985, Kacser, 1987, Kacser 
and Porteous, 1987 and Small, 1988 ). Historically, control coefficients 
were defined before the elasticity coefficients in the context of MCA. 
This is easy to conceive, because while control coefficients are 
essential to the description of the systemic changes, elasticity 
coefficients are useful to give an interpretation of how these changes 
are originated. The order followed in this section is not the 
chronological one. I will first analyse the isolated enzyme-catalyzed 
reaction, and in a second stage, how a group of these rates linked by 
their substrates and products behaves. This order has the advantage of 
following the increase in complexity. 
A 'system' can be defined as the set of measurable quantities that 
the observer ( or experimenter ) select from those available. It is the 
part of the universe on which the interest is focused: the rest of the 
universe is known as the 'surroundings' ( or environment ). The 
measurable quantities may be classified in two groups: parameters and 
variables. Parameters are the quantities whose values are under direct 
control of the experimenter. These values are either constant or forced 
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to change in time in a pre-determined way. In the case of steady state 
systems parameters are fixed to a constant value. The variables are 
the quantities whose values depend on the values of the parameters. 
1.4.1 ) The isolated enzyme-catalized reaction 
I shall first consider an isolated enzyme-catalized reaction. In the 
absence of catalyst the rate at which the reaction takes place is 
negligible, i.e. only the enzyme-catalyzed rate is measurable. Two 
substrates ( X1 and X1' ) are reversibly converted into products ( X2 
and X9' ). An effector ( Xm ) of the enzyme ( E1 ) is also present. 
xl + xl' -- E1/Xm ---------> 	x2 + x2' 
The mechanism of this reaction will involve, apart from the species 
shown in the scheme other species such us enzyme-substrate 
complexes. It Is assumed that the concentrations of free substrates ( 
xl and x1' ), products ( x ,) and x2'  ) and effector ( Xm ), and the 
total enzyme concentration ( E ) are maintained constant in time, i.e. 
are parameters. It may be shown that under these conditions the 
variables ( i.e. enzyme-substrate complexes, free enzyme 
concentrations, etc ) approach a unique asymptotically stable steady 
state ( Wyman, 1975 ). In this state all the variables have constant 
values which can be explicitly expressed in terms of the parameters. A 
rate law relating the steady-state rate as a function of the parameters 
can be written: 
V1 = v ( x, xi', X2, X9' , Xm, E1, ks ) 	 (1.2 
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where ks represents all the kinetic constants involved. The change in 
any one of the parameters, causes a change in the rate. The effect 
that a small absolute change in a parameter, for example xi,  has on 
the steady state rate, when all the other parameters are not altered, 
can be described by the partial derivative of the rate with respect to 
the parameter, i.e. dvi /oxl. Similarly, if we are interested in relative 
changes, the log-log derivative may be introduced: 
It 
v1 	c In v1 _ = 	_ 	"1 	 (1.3 ) = 
Xl )lnxj 	 V1 	)X 
VI is called the 'n-elasticity coefficient' of the rate vi with respect 
to the parameter xl.  There is, in principle, one elasticity coefficient for 
each parameter in the rate equation. Activators, i.e. parameters the 
increase of which produces an increase in the rate, such as substrates 
or positive allosteric effectors, give rise to positive elasticity 
coefficients, while inhibitors of the rate, such as products or negative 
effectors result in negative elasticity coefficients. Substrates ( 
products ) may produce negative ( positive ) elasticity coefficients in 
the special case of substrate inhibition ( product activation ). The 
range of values that the elasticity coefficients can take depends on the 
rate equation ( see e.g. Westerhoff et al., 1984 and Sauro, 1986 ). One 
very frequent feature of the steady state rate of an enzyme-catalyzed 
reaction is its proportionality to total enzyme concentration. If this is 
the case, Eq ( 1.2 ) can be written as follows: 
vi = E1 f ( x, xf, x2, x', Xm, ks ) 	 (1.4 ) 
It may be easily shown that when proportionality holds the elasticity 
coefficient with respect to enzyme concentration equals one, thus, in 
the case of eq( 1.4 ) we can write: 
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E1 	r) V1 
it 	= 	 = E1 vi aE1 
(1.5 ) 
Deviations from proportionality may appear, for example, when the 
enzyme presents monomer- oligomer associations. 
1.4.2 ) Bienzyme system 
In addition to the reaction in scheme ( 1.1 ), we consider another 
reaction, 
X2 ------------> x3 	 (1.6 ) 
The rate equation for this enzyme-catalized reaction is given by: 
V2 = E2 g ( X2, X3, ks 
	
(1.7 ) 
where x ,) and x3  are the free substrate and product concentrations, E2 
the total enzyme concentration and ks rate constants. The product of 
reaction scheme ( 1.1 ) is the substrate of reaction scheme ( 1.6 ). 
Thus, we can study both reactions combined in a multienzyme system. 
The overall scheme is: 
X1 	
E1/Xm 
--,.___-_..,> S- ---- — 
E-2 -----> x3 	(1.8 ) 
xl. 	x2' 
where the symbol X', has been substituted by S2 to show that the 
concentration of this substance is now a variable. The concentration of 
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S2, is not under direct control of the experimenter, but may be 
changed only indirectly by modulation of the parameters. We shall 
assume that for the values of the parameters considered the 
concentration. of S2 reaches a steady-state value s2.  This value 
depends in principle on all the parameters, i.e. 
S9 	= 	2 ( X, Xf, X2', X3, Xm,  E1, E2, ks ) 	(1.9 ) 
At this state, as a consequence of mass conservation, the rate of 
transformation from X1 to S2, equals the rate from S2 to X3. This 
overall rate is called the flux, J , and may be calculated by 
substituting S2  into any of the two rate equations ( eqs( 1.4 ) and ( 1.7 
) ). 






A coefficient may be defined to study the sensitivity of the 
steady-state concentration and flux to the change in a parameter, for 
example E1, when all the other parameters are not altered. 
	
-F1 	r)S2 
C 	- 	 (1.11a) 
E1 2 )E1 
CJ= 
	F1 	j 	 (1.11b) 
E1 	J aE1 
They represent the relative change in the variable per unit relative 
change in the parameter. The substrate control coefficient ( eq( 1.11a ) 
is characteristic of multienzyme systems, because when we are 
dealing with a single enzyme -catalized reaction all the concentrations 
are parameters ( Section 1.4.1 ). On the other hand, the flux control 
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coefficient ( eq( 1.11b ) ) has a similar formal appearance to the 
It-elasticity coefficient ( eq( 1.5 ) ). There is, however, an important 
difference between them. While the rate ( v ) is only 'immediately' 
affected by the change in E1 ( eq( 1.4 ) ), the flux ( J ) is both 
affected by the immediate change in El and by the cumulative' effect 
due to the change in the variable concentration S9 ( eq( 1.10a ) ). This 
is the reason why, although the individual rates are proportional to the 
corresponding enzyme concentrations, the flux is a non-linear function 
of them. As a consequence, even though 7t!j = 1, is usuallyEl 
different from one. 
The control and elasticity coefficients fulfil some relationships. 
For example, differentiating eq( 1.10a ) with respect to E1 ( taking into 
account that s2  depends on E1 too, see eq( 1.9 ) ) and scaling by the 
appropriate factors we obtain: 




+ 	E51 CE! 	 ( 1.12a 
E VI  is defined as 11 	in eq( 1.3 ), i.e. 	( s/v1 )( c)v1/ôs2 ). The 
S2 xi
change in notation from it to E is to emphasize that while X1 is a 
parameter of the system, sq is a variable. The usefulness of this 
notation will become apparent in Chapter 3. Eq( 1.12a ) expresses the 
flux control coefficient in terms of the It and E-elasticity coefficients 
and the substrate control coefficient. The effect of E1 on J is due to 
two contributions, one associated to each term in the right hand side 
of equality ( 1.12a ). The first term represents the change in vi before 
the metabolite concentration s2 has changed, i.e. the immediate 
change. The second term represents the contribution to the change in 
flux caused by the change in i.e. the cumulative change. This 
contribution is, in turn, expressed as a product of two factors: i ) the 
effect that the change in E1 has on and ii ) the effect that a 
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change in S2 has on J.  E 
V  Iis a product elasticity coefficient and 
usually negative, while E1 is an enzyme upstream S2 and, hence, 
C s2 
El 
usually positive. The product of these two factors has a negative 
contribution to the increase in flux. This means that the substrate's 
movement tends to compensate or buffer the immediate effect of the 
enzyme concentration change. As a consequence, the flux control 
coefficient, although It is positive, it is smaller than one due to the 
buffering effect ( note that  El 1 , eq( 1.5 ) ). Similar conclusions 
may be obtained from the analysis of eq( 1.12b ), that describes the 
effect of E2 on the flux. 
= 	1t 2 	+ 	E" 	cs2 	( 1.12b ) 
S2 E2 
This equation is obtained by differentiation of eq( 1.10b ) with respect 
to E2 and appropriate scaling. Eqs( 1.12a ) and ( 1.12b ) are the direct 
consequence of applying the chain rule of partial differentiation. By 
more elaborate procedures other relationships may be obtained. 
Summation relationships involve control coefficients only. The flux 
summation theorem ( Kacser and Burns, 1973 ) corresponding to 
scheme ( 1.8 ) is: 
C 	+ c J - 
E1  	1 	 (1.13) 
and the concentration summation theorem ( Heinrich and Rapoport, 




CE - 	0 (1.14 
From the analysis of eq( 1.12a ) we concluded that the change in one 
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enzyme does not result in an equal relative change in the flux; the 
flux control coefficient with respect to E1 is smaller than one. C J is 
also smaller than one. According to eq( 1.13 ), however, if we 
simultaneously change both enzymes by the same relative amount ( or 
if we add the contributions to the change In flux caused by equal and 
Independent relative changes in both enzymes ) the flux changes by 
the same relative amount. Moreover, eq( 1.14 ) shows that in this 
situation the concentration of S2  does not change. 
The concentration connectivity theorem ( Westerhoff and Chen, 
1984 ) can be obtained adding member by member eqs( 1.12a ) and ( 
1.12b ) and substracting eq( 1.13 ). The result is: 
V i 	 V. 	S9 El C 	+ E - C  S2 E1 S2 E2 
The terms on the left hand side of eq( 1.15 ) are the ones appearing in 
eq( 	1.12a ) 	 and 	( 	 1.12b 	) 	 respectively. As was discussed above, they 
represent the negative contribution to the change in flux due to the 
movement of S9 when the enzyme is modulated. Eq( 1.15 ) shows that 
the sum of the buffering terms corresponding to the enzymes flanking 
the substrate equals -1. The flux connectivity theorem may be obtained 
as follows. Differentiating eqs( 1.10b ) and ( 1.10a ) with respect to E1 
and E2 respectively we first obtain: 




C 	 I v i C 
 S2 	
(1.16b 
E 2 S2 	E2 
If we multiply eqs( 1.16a ) and ( 1.16b ) by E V1 and E v respectively, s2 	s2 
and add member by member the resulting equations, taking into 
account eq( 1.14 ) we finally obtain: 
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J 	i C £ V' 	+ 	C 	E " 	- 
E1 S2 E 2 	S 1.17a 9  	 ( 	) 
This is the flux connectivity theorem ( Kacser and Burns, 1973 ). Eq( 
1.17a ) may be rearranged giving: 
J I %T2 
CE C S2 
= (1.17b) 
C J -C V I 
This equation shows that the relative values of the enzyme control 
coefficients of adyacent reactions can be expressed as the ratio of the 
elasticity coefficients of those reactions with respect to the common 
metabolite. It is an interesting property, and quite unexpected, that the 
ratio of systemic changes ( i.e. control coefficients ) can be expressed 
as the simple ratio of the changes in isolation ( i.e. elasticity 
coefficients ). It must. however, be recognized that, although the 
elasticity coefficients represent changes when the reaction is isolated, 
their values depend on the steady state values of the metabolite 
concentrations and these, in turn on all the parameters of the system. 
In this sense, the elasticity coefficients are systemic properties too. 
The control coefficients can be expressed in terms of the 
elasticity coefficients. This may be achieved by operating on eqs( 1.12a 
). ( 1.12b ), ( 1.16a ) and ( I.16b ). A similar procedure was introduced 







El v 2 v l 
5 2 s2 
C
S 2 	- - 	1 ( 1.18b 




- S9 (1.18c) 






- S2 (1.18d) 
V2 - 	V1 
S2 S2 
These equations show how the response of the system to changes in 
the enzyme concentration can be expressed in terms of the properties 
of the enzymes studied in isolation. 	The 	analysis of these equations 
may give insight concerning the origin of the values of the control 
coefficients. Let us assume the usual situation where E ( product 
elasticity 	coefficient 	) 	is negative 	and 	£ ( 	substrate elasticity 
coefficient ) is positive. In this case, according to eqs( 1.18 ), C 
C 2 and C 	are positive while C 	is negative. As described by eq( 
1.12a ) an increase in E1 produces an identical immediate relative 
change in vi, before  s2 and v2 move. Subsequently S2 increases. As a 
consequence, v2  increases while vi decreases ( from the value achieved 
after the immediate change ) until v1 and v2 are equal to each other 
and to the final value of the flux. If - £ v s2 and E V2 2 are large then 
- small changes in S2 produce relatively large changes in the rates. 
Therefore, the change in S9 necessary to balance the rates in order to 
reach the new steady state is small. This is shown in eqs( 1.18a ) and 
( 1.18b ). The minus sign in eq( 1.18b ) indicates that an increase in E2 
decreases the value of S2 although the absolute values of the control 
coefficients are the same. The sum of the flux control coefficients ( 
eqs( 1.18c ) and ( I.18d ) ). is equal to one. If the elasticity 
coefficients, £ and E ' , are equal in absolute value the change in 2 
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to attain the new steady state will produce an increase in v equal to 
the decrease in v1. Therefore, the final flux will be half way between 
the initial flux and the value of vi immediately after the change in 
enzyme concentration. In this case, the relative change in the flux due 
to a unit relative change in the concentration of any one of the 
enzymes is 0.5 as stated by eqs( 1.18c ) and (1.18d ). But, on the other 
hand, If the increase in s2 due to an increase in El has a greater 
effect on. for example, rate v,, i.e. £ v 2 > - £ , then the final value 
of the flux will be closer to the value of vi immediately after the 
increase in El than to the initial flux. Following a similar reasoning, it 
may be shown that when changing E2 the final value of the flux is 
closer to the initial flux. Consequently, C l  > C 2 . This Inequality 
can also be deduced from eqs( 1.18c ) and ( 1.18d ). Eqs( 1.18 ) show 
that the control coefficients can be calculated from the values of the 
E-elasticity coefficients. The E-elasticity coefficients can be obtained, 
by at least three different procedures: i ) direct modulation of the 
concentrations in the isolated enzyme-catalized reaction, ii ) double 
modulations in the system ( Kacser. 1983 ) and iii ) calculation of the 
normalized partial derivatives of the rate laws evaluated with the 
steady state concentration values. The latter procedure involves the 
knowledge of the rate laws and the values of the kinetic constants 
obtained in the in vivo conditions. This detailed knowledge, related to 
the main aims of enzyme kineticists, is not necessary to MCA. The 
only properties relevant to the values of the control coefficients are 
the values of the elasticity coefficients. On the other hand, if the aim 
is to analyse in what conditions the elasticity coefficients may be 
small or large, then the use of the rate laws is essential. 
So far, we analysed the effect that changes in the enzyme 
concentrations have in the variables. The theorems described are only 
valid when the rates are proportional to the corresponding enzyme 
concentrations ( i.e. T[ vJ = 1 for all E1 ). If we consider parameters Ej 
that do not affect proportionally the rate, e.g. the substrate 
concentration xj, two other relationships hold: 
Vi 
1.19a cx 	= 	c 	it 1 
C 	= 	C 	lt
Vi
( 1.19b 
X1 El X1 
This was originally called the partitioned response ( Kacser and Burns, 
1973 ). Eqs( 1.19a ) and ( 1.19b ) show that the response of the variable 
to a small change in the parameter ( x ) can be expressed as the 
product two factors: i ) it YJ represents the effect that a change in xi 
has on the isolated rate ( scheme ( 1.1 ) ), and II ) C 	or C El El 
represent how the change in the enzyme concentration ( parameter 
fulfilling proportionality ) affects the systems' variables. It may be 
immediately shown that if in eqs( 1.19 ) xj is replaced by F1 the value 
of the elasticity coefficient is one resulting in trivial identities. The 
response equations reveal an important property. The effect of an 
external effector on an isolated rate, even though large, can only 
produce a substantial effect in a metabolic variable if the variable is 
reasonably sensitive to changes in the concentration of the enzyme 
affected by the external effector. 
1.4.3 ) Multienzyme system 
The theorems exemplified for the bienzyme system represented in 
scheme ( 1.8 ) can be extended to systems of any number of reactions. 
In what follows the more general versions of the theorems and some 
of their consequences are given. Parts of proofs are also introduced to 
gain understanding on their operational meaning. A system with 
variable metabolite concentrations and n reactions is described by a set 
of rn differential equations: 
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ds1 	= 	Y' 	flIjVJ 	1=1. m 
d j=1 
(1.20 
where Vj are the rates and njj the stoichiometric coefficients. At the 
steady state ds1/dt=0(i=1. ... ,m). 
Y' 	nljvj 	= 	0 	1=1 .....m 	 (1.21) 
j=1 
The solution of eqs( 1.21 ) are the steady state concentrations of 
metabolites: SS  ( i = 1 . ... . rn ). In what follows the superscript ss 
stands for steady state. As was mentioned above, we assume that the 
rates are proportional to the corresponding enzyme concentration. i.e. 
Vj c E. Consequently. the change in any enzyme concentration Ej by a 
factor a ( Ej = a E ) produces a change in the rate Vj by the same 
factor: 
Vj , 	= aVj 	 (1.22) 
where Vj , is the final value of the rate. If we simultaneously change 




ij Vj, 	= 	0 	i = 1. ... , m 	(1.23 
j=! 
Introducing eq( 1.22 ) into eqs( 1.23 ) we obtain: 
n 	 n 	 n 
0 = 	fljjVj 0 = 	nijVj = (x 	flijvj  0=1 .....m) 
j=1 	 j=1 	 j=1 
(1.24) 
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The sum in the last member of eq( 1.24 Y. i.e. 	fli vj, must be equal 
to zero because ce is different from zero. This is the same set of 
equations as for the initial state, given in eqs( 1.21 ). We can, 
therefore, conclude that the change of all the enzyme concentrations 
by the same factor a does not affect the steady state values of the 
metabolite concentrations. In contrast, all the steady state fluxes 
jSS ) are modified by the factor x ( eq( 1.22 ) ). In theory, these 
conclusions are valid irrespective of the values of cz . When small 
changes ( cz 1 ) are considered, they may be used to derive the flux 
and concentration summation theorems ( Kacser and Burns, 1973 and 
Heinrich and Rapoport, 1974 ) given respectively by: 
ss 
= 	1 	 (1.25) 
k 	'-k 
ss 
Ic, C 	= 	0 	 (1.26) 
rEk 
Some of the implications of the flux summation theorem, when a 
linear chain of reactions ( i.e. unbranched pathway ) is considered, 
were already described in a previous section, and are not repeated 
here. In the case of a branched pathway some flux control coefficients 
are negative, when the enzyme modulated is in a different branch from 
the flux measured. Whatever the signs and magnitudes of the control 
coefficients are, if any one control coefficient is changed by some 
means, other or others must change to fulfil eqs( 1.25 ) or ( 1.26 ). 
The changes in all the enzyme concentrations by the same factor 
produce, as was mentioned above, a change in the flux by that factor 
without alteration of the metabolite concentrations. Conversely, the 
system may be subject to another type of modulation of the enzyme 
concentrations that changes one or more metabolite concentrations 
without modification of the flux. Let us assume that a metabolite Si is 
42 
produced at a rate given by the rate law 'Vj =Ej f (Si, ... ) and is 
decomposed by another rate = E 1 ..1 g (S1, ... ). If Si changes by an 
amount 8 Si then vj and vj+i will also change. As the rates are 
proportional to the corresponding enzyme concentrations, it is always 
possible to change these concentrations in such a way to compensate 
the change in the rate due to the change in Si, i.e. 
EJ f 	(Si, 	•,, = 	( Ej + 8 E 	) 	f ( Si+ 	6 S, 	... 	) ( 1.27a 
Ej+1 g 	( 	Si, 	... 	) = 	( E 	+ 	) g ( Si + 	6S1, 	... 	) ( 	1.27b 
In this situation, the change in Si does not produce a change in the 
rates and, therefore, the rest of the system remains unaltered. From 
these considerations, the flux and concentration connectivity theorems 









£ss 	= -811 	 (1.29) '- 	Ek 	S 1 
8 ii  is the Kronecker 6; it equals one if 1=1 and zero if Wi. 
1.4.4 ) Transition time 
So far, the control of steady state metabolite concentrations and 
fluxes has been considered. Now we consider another variable, the 
transition time t Easterby 1981, 1984 and 1986 ). This quantity is 
a measure of the time required for a linear chain of reactions to relax 
to the steady state when starting with an empty system. It has the 
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peculiarity that can be defined from the values of the steady state 
flux ( JSS  ) and metabolite concentrations ( ) only. 
c SSS 
t = 	 1 	 (1.30) 
J ss 
As a consequence, the transition time control coefficient, can be 
expressed in terms of the flux and concentration control coefficients ( 
Melendez-Hevia et al. 1990 ), 
T c p 
SSS 	 JSS 
= 	C - 	C 






E SC 1 
- SS 
(1.32 ) 
Using eqs( 1.30 ) to ( 1.32 ) in conjunction with eqs( 1.25 ), ( 1.26 ), ( 
1.28 ) and ( 1.29 ) summation and connectivity theorems for the 
transition time were derived. 
- 	Ek 	
= 	-1 	 (1.33) 
	
cT 	Vk 	- Sr 
Ek Sr = 	
(1.34 ) 
The c 	can be expressed in terms of the elasticity coefficients and 
metabolite concentrations using either eqs( 1.31 ), ( 1.32 ) and the ones 
relating C J and C to the elasticity coefficients or directly from 
eqs( 1.33 ) and ( 1.34 ). A similar summation as eq( 1.33 ) was obtained 
by Heinrich and Rapoport ( 1975 ) using a somewhat different 
definition of transition time. 
Chapter 2 
Control Analysis of Time-Dependent 
Metabolic Variables * 
2.1) Introduction 
The main purpose of this chapter is to extend Metabolic Control 
Analysis to systems whose variables are functions of time. First, a 
description of the metabolic system is given. It is assumed that the 
time derivative of the metabolite concentrations can be written as a 
linear combination of rate laws, each one propotional to the 
corresponding total enzyme concentration. Under these conditions the 
consequences of changing all enzyme concentrations by the same 
arbitrary factor are studied. When infinitesimal changes are considered, 
these arguments are used in the derivation of concentration and flux 
summation relationships. The control coefficients involved in these 
relationships are an extension of the traditionally used in steady state 
MCA ( see section ( 1.4 ) ), and a new type of coefficient ( time 
coefficient, T ) has to be defined. Next, we compare two situations 
were all the rates are identical, differing only in the concentration of 
one metabolite. The conclusions obtained are used to show how to 
construct connectivity relationships. Up to this point all the 
derivations are made using modulation equations. A mathematical proof 
for the summation and connectivity relationships, in matrix form, is 
also given. Finally we illustrate, by an example, how the control 
coefficients can be expressed in terms of the elasticity coefficients. 
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* see footnote on page 79 
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In this paper we lay the conceptual and mathematical foundations 
for the control treatment of metabolic systems that exhibit 
time-dependent phenomena of biological relevance. While the usual 
approach to such questions involves the simulation of particular 
systems with assumed parameters ( which are rarely known in vivo ), 
our treatment enables us to make some general statements which are 
independent of detailed mechanistic considerations. Although the 
restriction of a steady state analysis  is overcome in the present 
chapter, the assumption of proportionality between rate and enzyme 
concentration is maintained. The breakdown of this assumption is 
considered in next chapter. 
2.2 ) The system 
We consider a metabolic system ( d ) whose dynamics is 
described by a system of differential equations: 
d  = 	N 	 (2.1) 
d  
where s is the column vector of concentrations of metabolites Si . t 
the independent variable time, v the column vector of the rates 
and N the stoichiometry matrix. The element nij of this matrix is the 
stoichiomtry coefficient of the metabolite Si in the reaction j, and is 
positive, negative or zero if Si is product, substrate or is not 
transformed in the reaction respectively. In v we assume that each 
individual rate law is of the form: 
v = Ej fj(s.k) 	 (2.2) 
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Here E is the total enzyme concentration of step j , and the function 
f1 depends on the concentrations of some intermediates of the pathway 
and of the parameters k . f 1 is independent of enzyme concentrations 
and time. kj includes kinetic constants, external effectors or other 
parameters related to the step j . We also assume that the 
stoichiometry matrix is constant. 
The solution of equation ( 2.1 ) is 
s = s ( k ,s0 ,t0 ,t) 	 (2.3) 
( 5o , to ) is the vector of initial conditions of metabolite 
concentrations and time, and k is the vector of parameters of the 
system. Without loss of generality we assume t o = 0 . Combining 
equations ( 2.2 ) and ( 2.3 ) we obtain the flux for each step J1 , as 
a function of time: 
Jj = Ej f. ( a ( k .S 	. 0 . t ) 	k j 	 2.4 
We use the symbol Vj in equation ( 2.2 ) and Jj in equation ( 2.4 ). 
Although both quantities have the same value when evaluated in the 
system, in Vj we consider the metabolite concentrations as parameters 
isolated reaction ), while in jj they are affected by change of enzyme 
concentrations and all the other parameters. A further distinction will 
be made in section ( 2.4 ). 
2.3 ) The change In time scale 
We compare the system described previously ( fl) with another 
metabolic system ( 	. The only difference between them is that all 
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the enzyme concentrations of jda ( E 	) are obtained by multiplying 
those of LI by the same arbitrary ( not necessarily small ) constant CL 
= cxE 	 (2.5) 
The dynamics of the new metabolic situation is described by a new 
system of differential equations: 
A Sm - N va 	 2.6) 
d t, - 
a and v are the vectors of metabolite concentrations and rates 
respectively. Even though t is measured by the same time scale as t 
it is useful to mark the time in the system 	by a different symbol. 
The solution of equation ( 2.6 ) can, in principle, be written with the 
same notation of equation ( 2.3 ) as follows: 
act =  &( kae ,s o . 0 , t ) 	 ( 2.7 ) 
where we take the same initial condition as in id ( s , t o = 0 ). 
From equations ( 2.2 ) and ( 2.5 ) we immediatly obtain: vae = c V 
Substituting this relation into equation ( 2.6 ) . the equation takes 
the form: 
d So 
= N  
d (cc t) 
where x t is a new time scale ( for a similar concept see Selwyn, 
1965 ). The right members of equations ( 2.1 ) and ( 2.8 ) are identical. 
Then, the only effect of changing all enzyme concentrations by a 
factor a , is to affect the time scale . without qualitative modification 
of the dynamics of the metabolic system. Taking into account these 
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considerations we can write the solution Ba in terms of the solution S 
given by equations ( 2.7 ) and ( 2.3 ) respectively. 
= a ( k . 	, 0 , c to ) 	 ( 2.9 
Finally , comparing equations ( 2.3 ) and ( 2.9 ) we obtain the relation 
between t and t so that the solutions of equations ( 2.1 ) and ( 2.6 ) 
have the same value. That is if 
tcx 	= 	t/cx 	 2.10 ) 
then 
	
at ( t / x ) 	= 	S ( t ) 	 ( 2.11 ) 
In other words, if for a time t , the system Li' has a particular set of 
values of metabolite concentrations, then the system LI' oe exhibit the 
same values of concentrations at the time t/ct. This statement is true 
for any point of the temporal evolution of the system. 
The flux through reaction j for Li'o is 
1j, 0' 	 Ej, x fj(s a (ka , o . 0 ,t cc ) , k) 	(2.12) 
Combining equations ( 2.5 ), ( 2.10 ), ( 2.11 ) and ( 2.12 ) we obtain: 
Jj,(tix ) 	= 	of 	Jj( t ) 	 (2.13) 
Equation (2.13) tell us that, if for any time t, the fluxes in LI present 
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certain values, then idoe has values of fluxes that are cx times those of 
at a time t/cL ( where all metabolite concentrations have the same 
values as in 
If cx is greater ( smaller ) than one, the system id evolves cx times 
faster ( slower ) , that is: 
Ida 	 a ds 	 (2.14) 
d cx = 	dt 
Then, as is stated by Equation ( 2.11 ), to obtain the same values of 
metabolite concentrations in both systems we have to look in id a at a 
smaller ( greater ) time t/oc. But, at that smaller ( greater ) time , as 
x evolves cx times faster ( slower ), the fluxes are cx times greater ( 
smaller ) than in the reference system it!, as appears in equation ( 2.12 
If id and it! a are at a stable steady state, the variables ( metabolite 
concentrations, fluxes, etc ) have constant values in time. In this case 
equations ( 2.11 ) and ( 2.13 ) can be written: a at = a and Jj, oe = c( J 
respectively. In other words, in a stable steady state situation, for any 
time. both systems have the same values of metabolite concentrations, 
and all the fluxes in £fx  are cx times the corresponding ones in itl'. 
These results are related to the conclusions derived from the 
Summation relationships ( section 2.5 ). 
2.4 ) Control, elasticity and time coefficients 
In the last section we considered the consequences of a 
simultaneous change in all enzyme concentrations by a factor cx . This 
factor can be, in principle, any real number and the enzyme 
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concentrations in both metabolic situations ( PJ and doe ) can differ by 
a large finite amount. From now on, however, we are going to deal 
with infinitesimal differences in enzyme concentrations, as is usual in 
control analysis. The first question we are going to pose is: How does 
an infinitesimal relative change in a particular enzyme concentration ( 
at the initial conditions ) affect the value of one variable Y 
(metabolite concentration or flux ) at any time ? The quantitative 
answer to this question is given by the value of the control coefficient 
of the variable, at that time, with respect to the enzyme 
concentration. We define two types of control coefficient for time 
dependent metabolic systems. The unscaled control coefficients "( 
U Y) tell us what is the absolute change in the value of the 
variable per relative change in one enzyme concentration. And what we 
simply call " control coefficients " C 
Ek ) account for the relative 
change in the variable per relative change in enzyme concentration. For 
the variable Y the unscaled control coefficient with respect to enzyme 




t (j 	k) 	
( 2.15 ) 
The subscripts under the parenthesis indicate that while changing Ek 
all the other enzyme concentrations ( parameters in general ) and time 
are held constant. The control coefficients ( scaled ) can be obtained 
from the unscaled control coefficients dividing by the variable: 
Ek /Y 
C 	 (2.16) 
Ek 	Y 	Ek 
	
E,t (J 	k) 
These, apart from their time dependence. are the ones used in classical 
control analysis at steady state ( Burns et al, 1985 ). It is important to 
note that the coefficients defined by equations ( 2.15 ) and ( 2.16 
51 
depend on the properties of the whole metabolic system. 
Next, we introduce another type of coefficient: the elasticity 
coefficients. These tell us what the relative change of a local• ( 
isolated ) rate is, given by equation ( 2.2 ). when the concentration of 
one of the metabolites which explicitly appears in that rate equation 
changes by an infinitesimal amount, holding all the other variables 
constant. In this case we define unscaled and scaled elasticity 
coefficients with respect to the metabolite concentration. The 
unscaled elasticity coefficients " are defined in mathematical terms 
as follows: 
/ 
u Vk= 	( a Vk 	 ( 2.17 ) 
Si 	- Vk \ aSi )Sj 
	(ji) 
The scaled elasticity coefficients, that from now on we simply call 
elasticity coefficients ", are obtained from the unscaled ones by 
multiplying by the corresponding metabolite concentration: 
/ 
vk 	Si I âV 
E 	
a Si ) 	(j 	i) 	
( 2.18 
These, apart from their time dependence, will be recognized as 
identical to the elasticity coefficients used in steady state analysis. 
From equations ( 2.17 ) and ( 2.18 ) it is clear that the elasticity 
coefficients can be defined only if the rates are non zero. The 
mathematical function that gives the elasticity coefficients in terms of 
the metabolite concentrations can be obtained by making the partial 
derivative of v ( given by equation ( 2.2 ) ) with respect to Si and 
then scaling with the appropriate factor. The elasticity coefficients are 
defined for isolated rates, and in that sense they represent local 
variations in the metabolic system. But, the actual values of the 
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elasticity coefficients depend on the values of the metabolite 
concentrations that are functions of time. Through these 
concentrations, the elasticity coefficients are affected by the properties 
of the whole system. 
The definitions of control and elasticity coefficients given in 
equations ( 2.16 ) and ( 2.18 ), respectively, constitute an extension of 
the steady state coefficients (Burns et al., 1985 ). In general, the 
time-dependent control and elasticity coefficients have different values 
for different times; but if the metabolic system is one that approaches 
a stable steady state, then in the limit, they are identical to the 
coefficients defined for steady state. 
Finally, we define a new type of coefficient: the "time 
coefficients". They tell us how a relative infinitesimal change in the 
time of observation of the metabolic system affects the value of the 
variable ( metabolite concentration or flux ) under consideration, when 
all the parameters ( enzyme concentrations. etc ) are held constant. As 
before, we define unscaled and scaled time coefficients with respect to 












These coefficients are directly related to the time evolution properties 
of the variable. It is clear from equations ( 2.19 ) and ( 2.20 ), that if 
the system is in a stable steady state, when all the variables have 
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constant values, their time coefficients are zero. This is the reason 
why they do not appear explicitly in control analysis of steady state 
systems. It has to be pointed that if we do not choose the initial time 
equal to zero ( see section ( 2.2 ) ) . the definitions given in equations 
2.19 ) and ( 2.20 ) have to be modified, substituting the factor t by ( 
t - to ). 
We have introduced the unscaled coefficients, which are not used in 
steady state analysis. These are required when the connectivity 
relationships are considered. Furthermore, unscaled control and time 
coefficients, can be used when, in the time evolution of the system. 
the variable at a particular time is zero. 
2.5) Summation relationships 
Here, using some results of section ( 2.3 ), we derive summation 
relationships for time-dependent metabolic systems. We symbolize by 
Y any variable of the system id. This variable depends, in general, on 
the parameters, initial conditions and time. In this section we consider 
Y as a function of all enzyme concentrations and time only. 
Y 	= 	Y ( E1 . .......... ..., t 	) ( 2.21 
We compare the system id with another metabolic system id 13 . They 
differ in the values of all enzymes concentrations by infinitesimal 
amounts . The relative difference between the enzyme concentrations is 
a constant ( the same for all enzymes ) . That is: 
Ek 0 = 	Ek + 	dEk 	( k = 1 . ....... .n ) 	( 2.22 ) 
where 
dEk = 	13 Ek 	(k=l 	, n) 	(2.23) 
In comparing the systems Jdand jef r we will take a different time in 
each one, t and t13 respectively, their inverse being different by an 
infinitesimal amount d( l/t ). 
I / t13 	= 1 / t 	+ d (I /t) 	 ( 2.24 ) 
We choose the relative differences between the inverses of the times 
of observation, t and t, for each time, such that they are a constant 
equal to 13: d (l/t ) = 13 ( l/t ) . Taking into account that d ( l/t 
= -( d t )/ t 2 , this leads to: 
dt 	= - 	t 	 (2.25) 
From equations ( 2.22 ) and ( 2.23 ) it follows that Ek = ( 1 + 13 
Ek. Similarly, from equations ( 2.24 ) and ( 2.25 ) we obtain: t,3 = t / ( 
1 + 13 ). Then equations ( 2.23 ) and ( 2.25 ) are equivalent conditions 
to equations ( 2.5 ) and ( 2.10 ) respectively when infinitesimal 
differences are considered ( with c = 1 + 13 ). From equation ( 2.11 ), 
we know that any metabolite concentration Sihas the same value in id 
and LI o. Similarly if we consider equation ( 2.13 ), all the fluxes jj 
differ in the same relative amount 13 . Then if equations ( 2.23 ) and ( 
2.25 ) are fulfiled, the differences between the metabolite 
concentrations dS1, and the differences between fluxes d ii   are: 
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dS 1 	= 	0 	 (2.26) 
55 
and 
dij 	0 ii 	 (2.27) 
The infinitesimal difference in any variable Y ( see equation ( 2.21 ) ), 
between it! and id' i, is given in terms of the differences in enzyme 
concentrations and time by the following equation: 
d 	= 	y 	dEk + 
	dY 
d 	 (2.28) 
- c Ek 	 at 
We can introduce equations ( 2.23 ) and ( 2.25 ) into equation ( 2.28 ) 
obtaining: 
dY = 	( EkdY 	- toy \ 
dEk d t 	) 	
(2.29) 
k 	 / 
In the right member of equation ( 2.29 ) appear the unscaled control 
and time coefficients defined by equations ( 2.15 ) and ( 2.19 
respectively, and therefore equation ( 2.29 ) can be written as follows: 
U 	 u y 
dY = 	( 	CEk 	- 	T 	) 	 ( 2.30) 
k 
This equation can be written in terms of the scaled control and time 
coefficients defined in equations ( 2.16 ) and ( 2.20 ), dividing both 
members by Y: 
dY/Y 	= 	( v 	
Ek 
 C 	- 	T ' 	 (2.31) 
k 
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If Y is the metabolite concentration Si , we combine equation ( 2.26 
with equation ( 2.30 ) and ( 2.31 ), and as is a non-zero constant. we 
obtain: 
cu Si 	 U 








= 	 (2.33) 
Ek 
k 
We call equation ( 2.32 ) the " unscaled summation relationship " for 
metabolite concentration coefficients. The " summation relationship 
scaled ), obtained from the unscaled one, dividing by the metabolite 
concentration, appears in equation ( 2.33 
Now we consider the case when Y is the flux through reaction j 
J. Combining equation ( 2.27 ) with equations ( 2.30 ) and ( 2.31 ) we 
obtain, respectively, 
¶5- 	 J U J. 	 U 
c = + 	T 	 (2.34) 






- 	1 	+ 	T 	 (2.35) 
k 
Equations ( 2.34 ) and ( 2.35 ) are the unscaled and scaled summation 
relationships for flux coefficients. 
All the summation relationships, obtained in this section. are 
independent of the value of the infinitesimal constant 	. They are 
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links between the control and time coefficients, and impose constraints 
on the values these coefficients can attain. 
If d and FJ 13 represent stable steady state situations, as the 
metabolite concentrations and fluxes are constant in time, all the time 
coefficients are zero. In this case equations ( 2.33 ) and ( 2.35 ) take 
the form of the well known summation theorems of steady state 
control analysis ( Kacser & Burns. 1973; Heinrich & Rapoport. 1974 ). 
2.6) The Invariance of rates 
In this section., we compare the original system £1', with another 
metabolic system LI' y . They differ In the concentration of one 
metabolite Si , and in the values of some parameters and time. S 
appears explicitly in some of the rate laws Vk ( k = 1 . ....... , 1 ; I ~ n 
introduced in equation ( 2.2 ). We assume that for a particular time 
and values of the parameters of £1, the values of the quantities of  Jef 
given below with subscript y, are related to those of LI as follows: 
= 	Si + dS 1 	 ( 2.36 ) 
Ek1= 	Ek + dEk 	(k=1 .......1) 	(2.37) 
t 	= 	t 	+ d 	 (2.38) 
Ek are the enzyme concentrations corresponding to rates vk  mentioned 
above, and t is time. The other parameters are identical in both 
systems. 
For a particular infinitesimal value dS1, we adjust dEk ( k = 1 
1 ), so that the rates Vk ( k = 1 . ..... , 1 ) of LI y are equal to 
58 
those of jd', and therefore their relative differences are zero. 
	
dvk 	= 	E v k 	+ 	dEk 	
= 0 	(k=1 . ..... ,l) 
Vk Si Ek 
2.40 ) 
The unscaled elasticity coefficients that appear in these equations were 
defined in equation ( 2.17 ). Here the relative difference In the enzyme 
concentrations is multiplied by a factor equal to one, because the 
rates are proportional to total enzyme concentration ( see equation ( 
2.2 ) ). Simultaneously, for the values of dEk calculated from 
equations ( 2.40 ) we can adjust dt introduced in equation ( 	 2.38 	), 
such that the derivative of Si with respect to t ( Si ) 	 , has the same 
value in both systems, and the difference d S1, is zero. This difference 
can be given in terms of the differences in enzyme concentrations and 
time as fbllows: 
d 	
= 	k=j : 
	
dEk + 	:i d t 	= 	0 	(2.41) 
Then, for a particular value of d Si , if we choose appropriate values 
of dEk ( k = 1 . ..... , I ) and dt , all the rates immediatly related to 
Si ( vk,  k = 1 .......1 and Si) are the same in £1 and £1' y. It has to 
be noted that, for a given dS 1 , the values of dEk ( k = 1 .......1 ) 
and dt are different for each time. 
To obtain the invariance of rates immediatly related to S, we 
only adjust the differences in enzymes concentrations corresponding to 
those rates, maintaining all the other enzyme concentrations and 
parameters constant. For this reason, all the other rates in id and gf - 
are also the same. In this situation we expect that all the fluxes, 
metabolite concentrations and their time derivatives are the same in 
S9 
both systems, Si being the only variable with different value in both 
systems. 
The quantitative conclusions obtained above, are used in next 
section to construct connectivity relationships for time-dependent 
metabolic systems. Even though these conclusions depend on the 
validity of the considerations made, their consequences ( connectivity 
relationships ) are verified by a separate mathematical procedure in 
Section ( 2.8 ). 
2.7) Connectivity relationships 
The quantitative conclusions obtained from the 	comparison of 
systems d and .93 -( described above, 	are 	now 	used to 	construct 
relationships that link the control and elasticity coefficients. Si is the 
metabolite whose concentration is different in the systems 	we 	are 




t) S 1 
= 	 dEk + 	6S1 d  
k= 1 
( 2.42 
As all other concentrations are equal in both systems, we can write 






	= 	0 	(2.43) ôEk 0  
Using equations ( 2.40 ) we can eliminate dEk ( k = 1 .......1 ) 
from equations ( 2.41 ) to ( 2.43 ) obtaining equations ( 2.44 ) to ( 
2.46 ) respectively. 
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1 	
/ E 	\ UVj 1 - 	 C)j 
dS1I 
	





dS l [ 1 	+ 	
Si '\E Vk ] -  
k=J 	
Ek / 	Si 	- 	
dt 	2.45 () 
1 
dS1[ 	
(Ei dSj 	 d  '\ 






The time derivatives that appear in the right members of equations ( 
2.44 ) to ( 2.46 ) are linked by the following equation: 
. 	 m 	/ 	. 
	
- 	 , ( 2.47 ) 
- 	
S 	c) t 
h=1 	
)  
where the sum is carried over all the metabolite concentrations. 
including S, that appear explicitly in the differential equation 
corresponding to Si ( equation ( 2.1 ) ). 
Equations ( 2.44 ) to ( 2.47 ) have to be satisfied simultaneously, so 
we combine them by eliminating the time derivatives, obtaining: 
1 	/ . 	 m 	• 	I 	/ 
(Ek dS 
\U 	k 	+ [!..i. (Ek oSh \U Vkl 
k = 	
Ek ) 	Si - c) Si h = 1 	
Sh k 
= 	
c Ek ) £ Si 
( 2.48 ) 
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The quantities between curved parenthesis, in the right member of the 
last equation, are the unscaled concentration control coefficients. In 
the left member appear the analogous coefficients for S 1 . For a 
particular set of the values of the parameters, equation ( 2.48 ) is a 
function of time only. Then if we interchange the derivatives with 
respect to time and enzyme, in the metabolite concentration control 
coefficients of S 1, we obtain a differential equation in the metabolite 
concentration control coefficients. Taking into account these 
considerations, equation ( 2.48 ) can be written as follows: 
u S1u 
£ Vk 
	 + 	[rj_ 	CShkl 
Ek 	Si = 	cS1 	h=1 Lash k=1 	Ek 	
Si] 
k= 1 
( 2.49 ) 
where 
u . 	 : 	' U 
C' 
Sj = 	u (C 	 (2.50) 
Ek 	 t 	Ek 
Equation ( 2.50 ) is one connectivity relationship for a time dependent 
metabolic system. It relates the metabolite concentration control 
coefficients and elasticity coefficients. By the procedure used a number 
of connectivity relationships equal to the number of metabolite 
concentrations to the square can be constructed. A mathematical 
derivation of all the connectivity relationships, in a matrix form, is 
given in Section ( 2.8 ). 
If we consider a stable steady state situation, the right members 
of equations ( 2.45 ) and ( 2.46 ) vanish. As dS1 is non-zero, the 
quantities between square parenthesis in both equations must be zero. 
After appropriate scaling, and using equations ( 2.16 ) and ( 2.18 ), 
equations ( 2.45 ) and ( 2.46 ), for steady state conditions become 
S c E:Z 	E 	= 	
- 'ij 	 (2.51) 
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where 8ij is the Kronecker 6 ( 8ii= 1 and 8ij= 0 0 ; ~ j) ) 	These 
expressions are the connectivity relationships for steady state 
concentration control coefficients ( Westerhoff & Chen. 1984 ). 
2.8) Summation and connectivity relationships (Matrix equations). 
The definitions of the vectors and matrices used in this section 
are given in Table ( 2.1 ) in pages 80-81. 
2.8.1 ) Preliminary equations 
First, we obtain general equations that are used in the derivation 
of summation and connectivity relationships. The solution of equation ( 
2.1 ) is given in equation ( 2.3 ), and the resulting fluxes in equation ( 
2.4 ). Substituting the solution in both members of equation ( 2.1 ), 




where j is the flux vector, and we symbolize by i the partial derivative 
of the solution with respect to time . The derivative of the flux vector 
with respect to e ( enzyme concentration vector ) is: 
a 	a 	a 	as 
- = 
- + - 	 (2.53) 
a a 	as a  
Here we assume that the derivative of J with respect to e at fixed a. 
equals the derivative of v with respect to e ( ( a I /a e )a = a v là e 
), and the derivative of J with respect to 5 at fixed e, equals the 
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derivative of v with respect to s ( ( a I la a )e=  a v la a ). This is 
true only if the concentrations of metabolites are not linked by 
conservation equations ( see also: Reder, 1988 ). We differentiate 
equation ( 2.52 ) with respect to e and postmultiply both members by 
E ( the enzyme concentration matrix ), remembering that the 
stoichiometry matrix N is constant. In the left member appears the 
successive partial derivatives of a with respect to time ( first ) and 
enzyme concentration ( second ). Assuming that the concentrations of 
metabolites and their derivatives are continuous functions of time and 
enzyme concentration, we can change the order of partial 
differentiation. After these considerations we obtain: 
(  
= 	N 	J + 
	
ày uC 
	 ( 2.54 
E 
For a particular set of the values of the parameters, equation ( 2.54 ) 
is a function of time only. If we assume that the fluxes ( elements of 
J ) and their derivatives with respect to metabolite concentrations ( a v 
la a ) are known functions of time, this equation represents a system 
of linear differential equations in the metabolite concentration control 
coefficients( UC as ). The solution tells us how the control coefficients 
depend on the fluxes, and their derivatives with respect to metabolite 
concentration ( these can be seen as totally unscaled elasticity 
coefficients ). Equation ( 2.54 ) can be used, even when one or more 
rates are zero, at some point of the interval of time considered ( and 
elasticity coefficients given in equations ( 2.17 ) and ( 2.18 ) are not 
defined ). 
Taking the derivative of equation ( 2.52 ) with respect to time, it 
is easy to derive the equation that relates the vector of time 
coefficients ( UT S with its time derivative ( UT  5 ): 
o v 
N — UTS 	 (2.55) 
2.8.2 ) Summation Relationships 
To prove the summation relationships, we begin by post 
	
multiplying equation ( 2.54 ) by a unit column vector , 	 , obtaining: 
U8 	 a 	U S 
C IL = S + N — C 	(1 	 (2.36) E 	 ôs 	E 
Then we substract, member by member, equation ( 2.35 ) from 
equation ( 2.56 ), to eliminate 
T C 	IL 
- 	av (u a 	u 	 (2.56) - N — I C 
B - 	 ôs 	EIL 	
T 
In this expression appears the summation vector Z . and its time 
derivative ( see Table ( 2.1 ) ). Introducing this notation into equation ( 
2.57 ): 
I 
E 	= 	(N — 	E 	 (2.57) 
as 
This is a linear homogeneous system of differential equations in E . At 
the initial conditions, the derivatives of the metabolite concentrations 
with respect to enzyme concentrations are zero, and as an immediate 
consequence, the unscaled control coefficients are zero. As the initial 
conditon for time is zero ( see section ( 2.2 ) ). the initial time 
coefficient is also zero. ( If t o ;~ 0 , the definition of the time 
coefficient has to be extended, see section ( 2.4 ) ). Then the 
summation vector at the initial conditions is equal to the vector of 
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zeros. The solution of equation ( 2.58 ) in these conditions is zero for 
all times: 
= 	0 	 (2.59) 
The last equation can be written in its equivalent notation: 
U S 	 U S 
CE IL 	= 	T 	 (2.60) 
Equation ( 2.60 ) is the summation relationship for unscaled metabolite 
concentration coefficients, written in vector form. It represents a 
number of scalar equations equal to the number of variable 
metabolites. The equalities between the components of these vectors 
are given in equation ( 2.32 ). 
Postmultiplying equation ( 2.53 ) by E ( enzyme concentration 
matrix ) we obtain the relation between the unscaled flux contol 




	 ôv U S 
E = 	J 	+ 	 C E 	 (2.61) 
where J is the flux matrix. The time derivative of the flux vector J  is 
given by: 
a 	 a 	as 
— (2.62) 
at 	 as 	at 
If we multiply both members by the variable time t , we obtain the 
relation between the unscaled flux and concentration time coefficient 
vectors: 
U TJ 	= 	 UTS 	 (2.63) 
8s 
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Finally, we postmultiply equation ( 2.61 ) by the unity vector V , and 
premultiply equation ( 2.60 ) by a v /a a . Combining the resulting 
equations and equation ( 2.63 ) we obtain: 
uJ 
C E  IL 	= 	I 	+ UTJ 	 (2.64) 
Equation ( 2.64 ) is the summation relationship for unscaled flux 
coefficients. The scalar relationships between the components are given 
in equation ( 2.34 ). 
Now we assume that the metabolite concentration matrix S and the 
flux matrix J ( both diagonal matrices ) are invertible, which means 
that all metabolites and fluxes are different from zero. Then 
premultiplying equation ( 2.60 ) by S - ( the inverse of S ) we obtain 
the summation relationship for metabolite concentration coefficients ( 
scaled ): 
	
CIL 	= 	TS 	 (2.65) Is 
and premultiplying equation ( 2.64 ) by j -1  the inverse of J ) we 
obtain the summation relationship for flux coefficients ( scaled ) in 
matrix form: 
I 	 I 
CE (L 	= 	(L 	+ 	T 	 (2.66) 
The relation between the flux and concentration control coefficients 
scaled ) is obtained by premultiplying both members of equation ( 
by J 1,  and premultiplying the concentration control coefficient 
matrix by S S -1 
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CI 	+ 	E 	C 	 (2.67) 
E 	 VXV 	 S E 
2.8.3 ) Connectivity Relationships 
If J is invertible, in equation ( 2.54 ), we can premultiply a v /a a 
by J j -1 Then postmultlplying by the unscaled elasticity coefficient 
matrix and rearranging the right member, we obtain: 
	
u.suv 	 av / 	 u a u v 
C 	E = N - I + C 	E I ( 2.68 E a as \ 	 B 5) 
Equation ( 2.68 ) is the connectivity relationship In matrix form. It 
represents s 2 number of scalar relationships, were s is the number of 
metabolites. Equation ( 2.49 ) is one of these scalar relationships. If 
we are dealing with an unbranched pathway, the number of steps ( 
enzymes ) is equal to the number of variable metabolites plus one 
The number of metabolite control coefficients in this metabolic system 
is equal to the number of steps ( s + 1 ) times the number of 
metabolites ( s ). Then equations ( 2.60 ) and ( 2.68 ) together 
constitute a system of differential equations, that has the same 
number of equations ( s + s 2 ) as unkown metabolite control 
coefficients. Assuming that a v / a s the time coefficients and the 
elasticity coefficients are known functions of time, we can integrate 
the linear system of differential equations. The solution shows us how 
the metabolite control coefficients ( system variations ) are related to 
the elasticity coefficients ( local variations ). Substituting this solution 
into equation ( 2.61 ) the relation between the flux control coefficients 
and the elasticitiy coefficients is obtained. If the pathway is not linear 
( e.g. branched ) additional relationships are needed to complete the 
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analysis. 
If the metabolic system is in a stable steady state, the left 
member of equation ( 2.68 ) equals to a (sxs) matrix of zeros ( 0 ). 
As in this metabolic situation the N ô v /a s ( the Jacobian matrix 
is invertible, the expression betweeen parenthesis in the right member 
of equation ( 2.68 ) is equal to 0 . We assume that the metabolite 
concentration matrix S is invertible ( the steady state concentrations 
of metabolites are all non-zero ). Substracting the identity matrix from 
both members, premultiplying them by S . and postmultiplying them 





£ 	= 	- Isxs 	 (2.69) 
Equation ( 2.69 ) is the metabolite concentration connectivity 
relationship in matrix form for steady state systems ( Westerhoff & 
Chen, 1984 ). 
We can conclude by noting equations ( 2.54 ), ( 2.60 ), ( 2.61 ), ( 
2.64 ), ( 2.65 ), ( 2.66 ), ( 2.67 ) and ( 2.68 ) as representing the main 
results of our analysis, and they reveal the well known theorems of 
steady state control analysis, as the time evolution approaches a stable 
steady state. 
2.9) Example 
It is instructive to apply the general conclusions to a particular 
example. This will also reveal some of the biological relevance of the 
foregoing treatment. In what follows we shall point out what pattern 
of behaviour can be expected without commitment to specific 
mechanisms or to particular values of parameters. 
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We consider a metabolic pathway whose scheme is given in ( 2.70 
E 1 	 E., 
X 0 	> S 	> 	X 1 	 2.70) 
The concentrations of metabolites X 0 and X 1 are held constant, S 
being the only metabolite whose concentration is free to move. For 
this scheme , with one variable metabolite concentration and two 
rates, the stoichiometry matrix is 
	
N 	[ 1 	-1 ] 	 (2.71) 
The reactions, catalyzed by enzymes E1 and E9 respectively, are in 
general reversible, and their rate laws are subject only to the same 
restrictions as equation ( 2.2 ). 
For this example. the components of equation ( 2.54 ) are: 
U.S 	 (v1-v2) 	U S 
CE = 	 + 	 C E 
(2.72 
U5 	 (v1-v2) 	U 5 
CE = 	 + 	 C E 
) 	S 
Equations ( 2.72 ) constitute a system of differential equations that 
can be solved to obtain the unscaled concentration control coefficients. 
If we integrate, taking into account that at the initial condition of 
time ( t = 0 ) the concentration control coefficients are zero, we 
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obtain: 





C = 	( Ji - J 2 ) 	 d  f - J 2 
0 	J 1 -j 2 
In this particular example, the summation and connectivity 
relationships given by equations ( 2.60 ) and ( 2.68 ) respectively, take 
the form: 
U 
C + C 
S 	U s 	UT5 
El 	E2 = 2.74) 
and 
I U 	Uv U • 	U 	 U • 	U V9 - 	(v -v2) I 1 + C 	U E"l + C 2 
	




Equation ( 2.74 ), its time derivative, and equation ( 2.75 ) are 
functions of time, and constitute a system of equations that can be 
solved to obtain the unscaled control coefficients in terms of the 




t 	E(12) 	u E v2 
f S 	 s U E V 1 - u E v 2 
us 	 S 	 S 
CE! 
= 	U T S  
t 
and 





vi 	U V9 
-ES Es 
CE 
= 	U TS 
t 
( 2.76 
It will be noted that equations ( 2.73 ) and ( 2.76 ) are two forms of 
the same relationship, but the latter exhibits explicitly the 
concentration control coefficients in terms of the ( time -dependent ) 
elasticity and time coefficients. 
The control coefficients ( scaled ) are obtained in terms of the scaled 
elasticity coefficients applying the appropriate transformations to 
equations ( 2.76 ). 
t 	E(12) 	
V2 







t 	E"l - E(12) 
I s 	s dt vi 	C V2 
- S 	




Once the unscaled concentration control coefficients are known, the 
unscaled flux control coefficients can be obtained using equation ( 2.61 
U 	 6 
Jl 	= 	





j 	 C) V, 	us 
E. = 	 CE 
U T 	 c)V., 	U 
CE = 	 CEl 
uJ 	 V2 US c 2 - 	 ___ + E9 - CE 
( 2.78 
The expressions that relate the scaled control coefficients are: ( see 
equation ( 2.67 
C ii 	- - 	 + 	E: 1 c E1 El 
EVI c E2 	= 	S 
C2 	
- 	 V2 	S 	
(2.79) 
El s- - CE 
C 2 	- - 	1 	+ 	E 2 c 
It is worth pointing out that, unlike the steady state solution ( see 
below ), we have four different ( not two ) flux control coefficients. 
This is because, at any time before the steady state, the two fluxes Ji 
and J2 are not necessarily equal to one another and, as shown here, 
respond differently to a particular enzyme variation. This is true, not 
only for the small system considered here ( 2.70 ). but for any system 
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of any complexity. The immediate biological relevance of this is that, 
in e.g. developing systems, different parts can show differential 
sensitivities even if at steady state no such differences are detectable. 
Equations ( 2.76 ) to ( 2.79 ) show how the sensitivity of the 
metabolite concentration and fluxes, to changes in one enzyme 
concentration, are quantitatively affected by the kinetic properties of 
the individual enzymes, included in the elasticity coefficients. It is 
important to note that the elasticity coefficients appear within the 
time integral. This is so , because the effect of the local variations ( 
given by the elasticity coefficients ) on the system variations ( given 
by the control coefficients ) depend not only on the properties of the 
individual rates, and the topology of the network, but on the extent of 
time the system has, in fact, evolved. Furthermore, at the initial 
condition of time, even if the elasticity coefficients are non-zero, the 
metabolite concentration control coefficients are all zero, since the 
metabolite concentration has not changed. In these conditions the flux 
control coefficient ( scaled ) is one. If the flux considered corresponds 
to the step where the enzyme was changed, and zero if that flux is 
affected only by the movement of the metabolite concentration. 
If the system is one that approaches a stable steady state, the limit 
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\ S S 
2.80 ) 
the subscript an indicating steady state values. Substituting equations 
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( 2.80 ) 	into equations ( 2.79 ) we obtain: 
I V\ 
Jss 
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/SS
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Equations ( 2.80 ) and ( 2.81 ) are the same expressions obtained for 
the control coefficients in terms of the elasticity coefficients, when 
the scheme ( 2.70 ) is studied using steady state control analysis ( 
Kacser, 1983 ). 
The equations derived in this section, and the general conclusions 
obtained hold whatever function the dependence of the rates on the 
concentration of S is assumed. 
Let us now restrict our treatment to the case where the rate laws 
are monotonic functions in the concentration of S ( decreasing for the 
first and increasing for the second step ). With this assumption. the 
sign of the concentration control coefficients can be studied using 
equations ( 2.73 ). If the initial value of S ( Sini ) is less than the 
steady state value ( S ss ), then Ji > 0 and Ji > J2 for any time. 
Considering these inequalities together with equation ( 2.73 ) we 
conclude that'C 1 > 0 for any time. If, in addition. Sini > Xi /K2 ( 
K2 is the equilibrium constant of the second step ), then J2 > 0 and 
UC2 < 0. for any time . But. if Sini < Xi /K2. J2 changes sign as 
time goes from zero to infinity. Then, in this last situation, for small 
time uC>  0 and for large time UC < 0. In the case where Sini > 
S ss. UC2 < 0. If. in addition. S ml < Ki Xo ( Ki is the equilibrium 
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constant of the first step )."C l  > 0. But If Sini > Ki Xo . th
en UC 1 
changes sign in the time course, being negative for small time and 
positive for large time. The sum of the concentration control 
coefficients, given by equation ( 2.74 ), is positive or negative 
depending on Sini < Sss or Sini > Sss respectively. It is obvious that 
the scaled concentration control coefficients have the same sign as the 
unscaled ones. We conclude that for monotonic rate laws, even though 
at steady state U C 
S 




E2  < 0 and their sum is equal to 
zero ( see equations ( 2.80 ) ), the corresponding time dependent 
coefficients and their sum can be either positive or negative depending 
on the Initial concentration of S and the time. The steady state flux 
control coefficients, given in equations ( 2.81 ), are each positive and 
less than one, their sum being equal to one. In time dependent 
situations, it may be shown that each of the four flux control 
coefficients ( equations ( 2.79 ) ) and the sum of those corresponding 
to the same flux, can be either positive or negative for different initial 
conditions and temporal points. These conclusions are independent of 
the enzyme mechanisms provided only that we could assume 
monotonicity. To illustrate one possible pattern of behaviour, in Figure 
( I ), we show a diagram of the change in time of the two flux 
control coefficients (CJ 1 and CJ1 and their sum obtained by 
simulation of system ( 2.70 ) with particular mechanisms, parameters 
and initial conditions. 
Using the assumptions of monotonicity of the rate laws we studied 
the signs of the time dependent control coefficients, comparing the 
results with those at steady state. Let as now impose additional 
restrictions to the rate laws, with the aim of making predictions about 
the magnitude of the control coefficients. We assume reversible 
Michaelis -Menten rate laws for both steps of scheme ( 2.70 ). The 
elasticity coefficients can be written as the sum of two terms, one 
that depends on the disequilibrium and other on the saturation 
Westerhoff et al., 1984 ). In this case we consider two extreme 
76 
situations: a ) the overall reaction ( from Xo to Xi ) is near 
equilibrium, and b ) both reactions are far from equilibrium and 
substancially saturated by the substrate at steady state. In situation a 
the elasticity coefficients at steady state are large ( Westerhoff, 1984 
and, from equation ( 2.80 ), the concentration control coefficients 
are small. At the initial conditions the concentration control 
coefficients are zero. Between the initial conditions and the steady 
state we can find points where the interval of time elapsed from the 
initial conditions is such that the concentration of S can change 
significantly, but the elasticity coefficients are not large and the time 
coefficient is not small. At these points the concentration control 
coefficients can have values that are not small as they would be in 
the initial stages and at steady state ( see equation ( 2.77 ) ). 
Furthermore, when, in addition, unsaturated rate laws are considered, 
it can be shown ( Acerenza, Sauro and Kacser, unpublished results 
that the sum of the time dependent concentration control 
coefficients ( scaled ) can attain a maximun positive value of one, for 
cases where Sini < Sss or considerably large negative values for cases 
where Sini > S ss. Now we consider the extreme situation b ). If both 
reactions are far from equilibrium and saturated by substrate at steady 
state, the elasticity coefficients ( at steady state ) are small and the 
control coefficients are large ( equations ( 2.80 ) ). As was pointed 
above, the concentration control coefficients at the initial condition are 
zero. Then, in this situation, the concentration control coefficients, 
given by equations ( 2.77 ). take a wide range of values, as the system 
evolves from the initial condition to the steady state. 
10) Discussion 
In the definitions of control, time and elasticity coefficients ( 
section ( 4 ) ). and in the derivation of summation and connectivity 
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relationships several mathematical assumptions were made. The 
variables and their derivatives were considered to be continuous 
functions of the parameters and time. A large and simultaneous 
change in all enzyme concentrations by the same factor will not 
change the qualitative behaviour of the system, the only difference 
being a constant time scale transformation ( see section ( 2.3 ) ). 
Other changes, however, in some of the parameters could change, for 
example, a stable steady state, into sustained oscillations, if a 
bifurcation point is reached. Due to the discontinuities occurring in 
these points, bifurcation behaviour is excluded in our treatment. In 
equation ( 2.1 ), the temporal change of the metabolite concentrations 
is written as a linear combination of the kinetic laws of individual 
enzymes. This implies that, even if the concentrations of metabolites 
are changing in time, a quasi-stationary approximation for the different 
forms under which each enzyme exists, is plausible. If hysteretic 
enzymes " ( Neet & Ainslie, 1980 ) are present, however, these can 
present lags or bursts with relaxation times up to minutes, and in 
general they do not satisfy the last approximation. We also assumed 
that each enzyme affects only one step ("independence's ) and that the 
reaction rate is of first order with respect to the total concentration 
of this enzyme ("additivity"), ( see equation ( 2.2 ) ). There is some 
experimental evidence suggesting that enzymes can act 
non-independently, and that metabolites can be transfered by 
enzyme-enzyme interaction, but it is not established how frequent this 
phenomenon is in vivo ( Srivastava & Bernhard, 1986; Srere, 1987 ). 
Enzymes that present association-dissociation mechanisms ( Frieden, 
1967 ) do not fulfill the additivity requisite, and are excluded from our 
treatment. Metabolic Control Analysis for steady state systems that 
are non-additive and non-independent has been recently developed ( 
Kacser et al., 1990 and Kacser and Sauro, 1990 ) Furthermore, the 
present treatment excludes metabolic structures, such as conserved 
cycles, where the concentrations of metabolites are linked by 
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conservation equations ( see equation ( 2.53 ) ). All other systems that 
do not violate the mathematical assumptions made are, strictly 
speaking, included in our treatment, while systems which contain some 
of the above aspects may nevertheless be amenable to the present 
analysis if, quantitatively, the deviations are not significant. 
The time response of ( parts of ) organisms can be an important 
factor in the proper functioning of the organism in its environment. 
Thus, transition from one steady state to another caused by some 
external stimulus must be under enzymatic ( and eventually genetic ) 
control. Similarly, certain periodic phenomena ( from high frequency 
'songs' to circadian rythms ) are known to be genetically determined 
and may operate through some system of enzyme mediated steps. The 
distribution of control between the different steps of the network is 
therefore a critical aspect of the fitness of the organism. It was 
shown ( and supported by one example ) that in a system which had 
only positive steady state flux control coefficients, the control of the 
time course can display high negative coefficients. An enzyme ( El 
which have little control over the steady state flux, could be seen to 
exert a mayor ( negative ) control on the development of the system. 
The establishment of the relationship between the time-dependent 
control coefficients and the kinetic nature of the enzymes is a first 
step towards understanding the molecular basis of these phenomena. 
It is known that in many cases ( particularly in microoganisms ) 
whole pathways are coordinately induced or repressed ( see for 
example Stuart et al., 1986 ). This is very close to the summation 
transformation, where the control exerted by a simultaneous and equal 
change in all the enzyme concentrations of a pathway, by the same 
factor ( 'coordinate control' ) are considered ( see section ( 2.5 ) ). It 
should be noted that the coordinate control is directly related to the 
time scale transformation of the time course of the metabolite 
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concentrations ( see section ( 2.3 ) ). 
The summation and connectivity relationships , as was stated in 
sections 	( 	 2.8 	) 	 and 	( 2.9 	), 	can be 	used 	to write 	the 	control 
ceofficients 	in terms 	of the 	time and 	elasticity coefficients, 	when 
linear pathways are considered. These equations are not as simple as 
for steady state situations, because the elasticity coefficients appear 
inside the time integral ( see equations ( 2.74 ) to ( 2.77 ) ). In spite 
of this fact, the analysis of these relationships gives insight on the 
way the main features of the kinetics of each metabolic reaction can 
affect the control coefficients, even if a complete knowledge of the 
rate laws is not available ( see section ( 2.9 ) ). This is one important 
achievement of Metabolic Control Analysis. Unlike traditional 
approaches to the problems of 'control' which either are concerned 
with detailed mechanistic arguments or make use of in vitro values of 
parameters for simulations of putative in vivo models, Metabolic 
Control Analysis draws its principal conclusions without such specific 
assumptions. 
The theory developed in the present paper is an extension of 
traditional Metabolic Control Analysis to time dependent systems. Each 
of the relationships derived has its counterpart in the known steady 
state theory. But even if many of the basic ideas here are not new, 
they are enlarged from the static vision of the stable steady state, to 
a wider domain that includes time evolution, oscillations and chaos. 
Chapter 2 and 4 were transformed into two publications: i 
Acerenza, L., Sauro. H. and Kacser, H. ( 1989 ) J. theor. Biol. 137, 444 
and ii ) Acerenza, L.. Kacser. H. ( 1990 ) Biochem. J. 269, 697. In these 
papers I am a co-author with Henrik Kacser and Herbert Sauro. Their 
critical comments and permanent encouragement were an invaluable 
contribution to this work. Having started with this topic and being 
responsible for the main developments and results I hope not to be 
wrong to Include these papers in the present thesis as my own work. 
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Table 2.1 : Definitions of vectors and matrices. 
Symbol Name (*) Dimension(**) 	Element ij.(..*) Equation(*.**) 
N Stoichiometry (M) s x v fljj Eq ( 2.1 
a Metabolite concentration (V) s x I Si Eq ( 	2.3 
a Time derivative of a 	(V) Si 
V Rate (V) v x 1 vi Eq ( 2.2 
J Flux (V) v x 1 Ji Eq ( 2.4 ) 
S Metabolite concentration (M) s x s S 1 = Si. 	Sjj=O (Wi) 
J Flux (M) v x v Jii=Ji , J 11 0 	(4j) 
a V Metabolite concentration < s a Eq ( 2.17 a a derivative of v 	(M) a Sj 
e Enzyme concentration (V) V x 1 E1 E  ( 2.2 
E Enzyme concentration (M) v x v E1E1 	. E 1 O 	09j) 
U c  S Unscaled 	concentration s X v U 	Si Eq ( 	2.15 	) 
control coefficient (M) Ej 
U 
Time derivative of 
U 
s X V i 
Ej 
Eq ( 2.50 
Unscaled 	flux v x v U 	J Eq ( 2.15 
control coefficient (M) 
U T a Unscaled concentration S X 1 	 U T Si E 	( 2.19 
time coefficient (V) 





UT J Unscaled flux V x 1 	 U T Eq ( 2.19 ) time coefficient (V) 
U 	V 
£ 
Unscaled elasticity v x s 	
U 
- Eq ( 2.17 
S coefficient (M) CS j 
'axs Identity (M) s x s 	d11=1 , d110 (i;~j) 
Ivx y Identity (M) v x v 	d11=1 . d11 =O (iXJ) 
Unity (V) v x 1 	 Vi = 	1 
Z = 	Z 	c - LiT S Summation (V) s x 1 
Z Time derivative of E 	(V) s x 1 	a E j 
at 
(.) 	Name of the vector (V) or matrix (M). 
(**) Dimension of the vector or matrix, where " s " is the number of metabolites 
and " v ' the number of rates. 
(***) Element of row " I " and column 
" j " of the vector or matrix. 
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Fig. 2.1 : Time evolution of flux control coefficients in system ( 2.70 
The rate equations for both steps were represented by : vi = Vi 
Xo - S / Ki) and V2= V2 (S - Xi / K2) Vi = 10. V2 = 1, Ki = 1. 
K20.1,Xo1000.1,X1!OO and atto=O,So=558/100.We 
show only changes in C J1 ( curve A ), C ( curve B ). and their 
sum ( curve C ). The latter is also equal to I + TJ 1  . At large values 





and 	param eter-unspeelfied 
control coefficients * 
3.1) Introduction 
Two assumptions were made in MCA regarding the functional 
relationship between the rate of an enzyme-catalized reaction and the 
concentration of the enzymes. The first is that the reaction rate of an 
isolated enzyme is proportional to the total concentration of this 
enzyme ( i.e. additivity ). The second assumption is that the catalytic 
properties of anyone enzyme are not affected by the presence of other 
enzymes ( i.e. independence ). When in a metabolic network one or 
more enzymes present non-additivity or non-independence the 
traditional theorems of MCA must be modified ( Kacser et al.. 1990 
and Sauro and Kacser. 1990 ). The effect that changes in parameters ( 
enzyme concentrations or others ) that are non-proportional to the 
rates. have on the system's variables can be appropriately described by 
introducing parameter-unspecified control coefficients ( C ). Here a 
proof of the steady state summation and connectivity theorems in 
terms of C v is given ( see also Reder, 1988 ). The expressions for the 
concentration and flux control coefficients in terms of the elasticity 
coefficients are also derived. Matrix notation is used throughout. 
Finally, in section ( 3.3 ). I show an attempt to introduce a description 
in terms of parameter-unspecified control coefficients in 
time-dependent metabolic systems. which is successful only in a 
particular case. 
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+ see footnote on page 91 
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3.2) Parameter-unspecified control coefficients: the steady state. 
In what follows, the parameters ( concentrations of enzymes. 
external effectors. etc ) are represented by the parameter vector P. 
The components of this column vector are the values of the 
parameters that the experimenter chooses to modulate. No assumption 
is made about the functional relationship between p and the rate 
vector v . thus, the rates are not, necessarily proportional to the 
parameters. The definitions of vectors and matrices used in this 
section are given in Table ( 3.1 ) in pages 92-93. 
In this section we only consider the steady state. The steady 
state concentrations are constant in time and therefore the steady 
state flux vector satisfy the following matrix equation ( see eq( 2.52 )): 
	
NJ = 	0 	 (3.1) 
where the stoichiometry matrix N is independent of the parameters. 
Differentiating eq( 3.1 ) with respect to p we obtain: 
N I 	av + 	8  	= 0 	( 3.2 
. ap ds 	ap 
The metabolite concentration ( S ) and the flux ( J ) matrices, and 
their inverses, can be used to scale the partial derivatives in the 
previous equations, i.e. 
N (jj_1 	 + 	
ôv 	-1 ' 	P 	= 0 	( 3.3 ap 	 as op 
obtaining an expression in terms of the control and elasticity 
coefficients: 
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N 	 1 it 	+E 	C 	=0 
	
( 3.4 
The quantity between brackets in eq ( 3.4 ) is equal to the flux 
control coefficient matrix. 
	
J 	V 	 V 	S 
C = 	1E + 	E 5 C 	 (35) 
Now we assume that the number of parameters is equal to the number 
of rates i.e. 71 V is a square matrix. Moreover, we consider a set of 
parameters such that this matrix is invertible ( i.e. the determinant is 




E 5 	 r C(,t;' 	1 = 0 	(3.6) 
Now the parameter-unspecified control coefficient matrix ( C, ) can be 
defined. The one corresponding to metabolite concentrations is 
5 	 3 
C C(7tr' 	 (3.7) 
The left hand member of this identity must only be interpreted as a 
symbol representing the product of matrices in the right hand side. It 
is not the partial derivative of the metabolite concentrations vector ( a 
with respect to the rate vector ( v ) ( for an interpretation in terms 
of scalar modulation equations see Kacser et al.. 1990 ). Some of its 
properties are analysed below. Substituting definition ( 3.7 ) into eq ( 
3.6 ) we obtain: 
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NJ( I 	+ L V 
VxV 	S 
S 
cv ) = 0 ( 3.8 
The matrix N ,J E V is equal to N (. v / a s) S. N ( v / a s) is the 
jacobian matrix and for a steady state system is invertible. S is a 
diagonal matrix whose elements are the metabolite concentrations. As 
any of these concentrations vanish. S is also invertible. Finally, as the 
product of two invertible matrices is an invertible matrix, we conclude 
that N J E v is invertible. Based on this property, eq ( 3.9 ) can be 
easily solved for C 
C 	= 	- 	NJE 	NJ 	 (3.10) 
The postmultiplication of eq ( 3.5 ) by ( 7t V )1 renders: 
	
ci V 	S = 	I 	+ 	E C 	 (3.11) V 	 YxY 	S 	y 
where C a  was defined in eq( 3.7 ) and C ,, the parameter-unspecified 
flux control coefficient matrix, is defined by 
C 	C(7t)_ 1  
Introducing eq( 3.10 ) into ( 3.11 ) we obtain. 
C, 	
= 	' VV - 	 ( N j 	NJ 	(3.13) 
Eqs ( 3.10 ) and ( 3.13 ) show that C a and C 	can be expressed in 
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terms of the fluxes and E-elasticity coefficients ( an example was 
given in eqs ( 1.18 ) ). The parameters modulated do not appear 
explicitly in these expressions. Therefore, the C do not depend on 
the parameters used to define them. If the parameters chosen are the 
enzyme concentrations, and the assumptions of additivity and 
independence are valid. 1 is equal to the identity matrix. In this case 
C and C J are equal to C and C respectively ( eqs( 3.7 ) and ( 
3.12 ) ). We can also conclude, that under the assumption of 
proportionality between rate and enzyme concentration the following 
equations hold. 
C 	= 	C 	( 71 	 ( 3.14a P 
C: 	= 	C(7t '1 r 1 P 	 (3.14b) 
( because each member of these equations is equal to the 
corresponding C ) or postmultiplying by it 
C 8 = 	C 8 7t' 	 (3.15a) P 	E 	P 
C i = 	c 1 it 	 (3.15b) 
• Eqs( 3.15a ) and ( 3.15b ) are the matrix version of the partitioned 
response theorem ( Kacser and Burns, 1973 ). 
The summation and connectivity theorems can be easily derived 
from the previous equations. The concentration summation theorem is 
obtained by postmultiplying eq( 3.10 ) by tL ( a unitary column vector ). 
The product J z equals J. and according to eq( 3.1 ) N J = 0, therefore, 
	
c: 	t = 	0 	 (3.16) 
Eq( 3.16 ) is the matrix form of the concentration summation theorem 
for parameter-unspecified control coefficients. Similarly, 
postmultlplying eq( 3.13 ) by tt we obtain the matrix form of the flux 
summation theorem for parameter-unspecified control coefficients, i.e. 
c4 	IL 	= 	1' 	 (3.17) 
The concentration connectivity theorem is obtained by multiplying eq( 
3.8 ) by E and premultiplying It by the inverse of N J E ( this 
matrix is invertible as was discussed above ). The result Is: 
B 	V 
I 
SxB 	 V 	B 
+ C E 	=0 	 (3.18) 
Finally, by postmultiplication of eq( 3.11 ) by E and taking into 
account eq( 3.18 ) the matrix version of the flux summation theorem 
for parameter-unspecified control coefficients is obtained: 
C 
V 
£ B  = 0 	 (3.19) 
The theorems given in eqs( 3.16 ) to ( 3.19 ) are identical to those 
satisfied by the enzyme control coefficients when all the rates are 
proportional to the corresponding enzyme concentration. Yet the 
theorems in terms of C y apply irrespective of the functional 
relationship between rate and enzyme concentration. 
The only way to produce a change in a variable is by modulation 
of a parameter. But the primary effect of changing a parameter is to 
change the rate to which the parameter belongs. Subsequently, the 
change in the rate spreads throughout the system affecting the values 
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of the variables. It is, therefore, natural to attempt to split the effect 
that a change in a parameter has on a variable ( C' ) as the product 
of two contributions i ) the effect that the parameter has on the rate 
( it V ) and ii ) the effect that the rate has on the variable ( C' ). 
This is symbolized by the equation 
CY 	Cy 71 V 	 3.20) 
The usefulness of eq( 3.20 ) relies on the fact that, even though the 
rate changes as a result of a parameter change, the values of C do 
not depend on the particular set of parameters chosen. This is the 
case when the variable Y is the steady state metabolite concentration 
or flux vector, but is not necessarily true for other variables. As was 
shown above, MCA of steady state metabolite concentrations and 
fluxes may be described in terms of the C V only . i.e. without 
explicit mention to parameters. Yet the effect of particular parameters 
can be asserted from eq( 3.7 ) and ( 3.12 ) ( which are particular cases 
of eq( 3.20 ) ). 
3.3 ) Parameter-unspecified control coefficients: time-dependent 
systems 
An extension of MCA to time-dependent systems was given in 
chapter 2. There the assumptions of additivity and independence were 
made. In this section. we shall briefly show some of the difficulties 
encountered when trying to extend time-dependent control analysis to 
parameters that are not proportional to the rate. Here ( as in section 
3.2 and in contrast to section 2.8.1 ), we make no assumptions about 
the functional relationship between the rate vector v and the 
parameter vector p. The definitions of vectors and matrices used below 
are given in Table 3.1. Following a similar procedure as in section 
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2.8.1 ). we obtain an equation analogous to eq( 2.54 ): 
u-S 	 / 	V 	a 	u S 
C p = 	N I J 71 p + 	as C 	) 	
( 3.21 
If the It-elasticity matrix 	it V is invertible we can postmultiply eq( 
3.21 ) by its inverse obtaining: 
S11 U 	
71 )' = 	N 	+ 	as 
ôv U 
 c 	( 71 	 ( 3.22 
Using the rule for differentiation of a product it is easily shown that 
U S  
( 7 y) 1 	= ue 
8 	
it; )1 	+ u 
	
( it; )1 	( 3.23 
P 	p 	 p 
and combining this equation with eq( 3.22 ) we obtain 
U 	
;; )1 = N ( J 
+ 	av u 	 )1 




Eq ( 3.24 ) is the counterpart to eq( 3.6 ) when time-dependent 
metabolic systems are considered. At this point we could make an 
attempt to introduce parameter-unspecified control coefficients. 
Following this line of thought we define 
	
U 8 	U S 
C C 	
( 71V 	i 	 (3.25) V p p 
Substituting eq( 3.25 ) into ( 3.24 ) we finally obtain: 
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3v U S 
	
U.S 	 i T 	___ 
C N(J+ 	 C 	)+ 	
US(1tY)1 
V 	 V 
( 3.26 
The last term in the right hand side of eq( 3.26 ) still depends 
explicitely on the it-elasticity matrix and on the parameter control 
coefficient matrix. It is therefore clear that by this simple procedure 
we have not succeeded to describe the control behaviour of the system 
by the parameter-unspecified coefficients only. However, in the case 
where it is constant In time the last term in eq( 3.26 ) disappears. 
In this particular case eq( 3.26 ) has the same form as eq( 2.54 ), the 
only difference being that it is expressed in terms of C. As a 
consequence, all the relationships following eq( 2.54 ) in Chapter 2 ( 
summation, connectivity. etc ) are valid substituting CE by C y . This 
is the only case where we can describe the control properties by 
parameter-unspecified coefficients. It is also important to note that if 
this is not the case the partition response theorem of the steady state 
eq( 3.15 ) ) is not valid for time-dependent processes. I can only 
conclude that if a general description in terms of 
parameter-unspecified coefficients for time-dependent systems is to be 
developed, a different definition from eq( 3.25 ) is required. 
Chapter 3 is a sequel of the paper: Kacser. H.. Sauro. H. and 
Acerenza. L. ( 1990 ) Eur. J. Blochem. 187. 481. Most of the results 
appearing in this paper were developed by Kacser and Sauro before I 
Joined the Edinburgh Group' and I only participated in the discussions 
In the last stages of this work. It would be difficult to assess what 
my particular contribution to this work was. Therefore, in chapter 3 I 
only include some aspects of the subject that were not considered in 
the paper. 
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Metabolite concentration (V) 
Time derivative of s (V) 
Rate (V) 
Flux (V) 
Metabolite concentration (M) 
Flux (M) 
Metabolite concentration 
derivative of v (M) 
Parameter (V) 
Dimension (**) 	Element ii (**) Equation(****) 
s x v njj Eq(2.1) 
sxl Si Eq(2.3) 
v l Vi Eq(2.2) 
v ! Ji Eq(2.4) 
5 X s S 1 =Sj., 	Si=O (ivj) 
v x v Jii=Ji 	, 	JjO 	(iij) 







Parameter derivative of v (M) v x v 
Parameter derivative of s (M) s x v 
C 1 
cL 
Concentration 	 s x v 
control coefficient (M) 
Flux control coefficient (M) 	v x v 





S p-unspecified 	concentration s x v Si Eq ( 3.7 
control coefficient (M) V 
C p-unspecified 	flux V X V c Ji Eq ( 	3.12 
control coefficient (M) V1 
U 	S 
C Unscaled 	concentration S XV u 	S 
control coefficient (M) C Pj 
U 
C Ti 	d ime erivative of U  C 	(M) S X V U . 	Si c 
U 	S Unscaled p-unspecified concen- s x v U 	Si Eq ( 3.25 V tration control coefficient (M) C Vj 
U 
C.: Time derivative of 
U 
 C V 	(M) S X V U • 	Si c Eq ( 3.26)) 
V E-elasticity v x vi E 
coefficient (M) 
S E s Eq ( 2.18 ) 
7E 
V it -elasticity v x v 71 
V1 
Eq (1.3 ) P coefficient (M) Pj 
I5XS Identity (M) s x s d 11=1 , d110 	(Wj) 
IV x V 	Identity (M) 
	
v x v 	d 11=1 , d1=O (iXj) 
(*) 	Name of the vector (V) or matrix (M). 
(**) Dimension of the vector or matrix, where " s " is the number of metabolites 
and " v " the number of rates. 
(**) Element of row " I " and column " j " of the vector or matrix. 
(****) Equation where the elements, vector or matrix are introduced or defined. 
Chapter 
On the consequences of large changes: 
the Co-ordinate Control Operation 
4.1) Introduction 
In the previous chapters we study the sensitivity of metabolic 
variables to small ( infinitesimal) changes in the values of individual 
parameters. In what follows, a different method from modulating 
individual parameters ( Co-ordinate Control Operation, CCO ) will be 
described. It applies to time-dependent systems and has the advantage 
of not being restricted to small ( infinitesimal ) changes. First, we 
assume, for each enzyme measured in isolation, the validity of the 
steady state approximation and the proportionality between reaction 
rate and enzyme concentration. Under these assumptions the 
time-dependent and time-invariant variables are classified according to 
the relationships they fulfil when the CCO is applied. A method is 
given to test these relationships in experimental systems and to 
quantify deviations from the predicted behaviour, when the 
assumptions are not fulfilled. 
4.2) Parameters and variables 
A metabolic system is, basically, a network constituted of 
molecules. x . 'connected' by chemical reactions. The rates of 
interconversion between each pair of molecules are given by the rate 
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see footnote on page 79 
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laws vk  These may be functions of the concentrations, xi, Involved ( 
free metabolites, free enzymes, enzyme-metabolite complexes, 
enzyme-enzyme complexes, etc ), temperature, pressure, pH, ionic 
strength, etc. 
The 'parameters' of the system are the quantities that can be 
manipulated independently of each other. Once their values are fixed at 
the initial point of time, they remain constant during the whole 
interval of time that the system is studied. In what follows, we 
consider as parameters the total concentration of each enzyme ( free 
plus complex forms ) and physicochemical quantities such as 
temperature and pressure. The fluxes or free concentrations that act 
as inputs of the system ( e.g. sources and sinks of matter and 
external effectors ) are either held constant or changed in time in 
some pre-determined way ( an example of the later situation is given 
in Markus et al., 1984 ). 
The 'variables' of the system are the quantities whose values 
depend on the values of the parameters. We may define two types of 
variables : time-dependent and time-invariant, whether their magnitudes 
do or do not change with time respectively. The instantaneous 
concentrations x 1 , mentioned above, and other quantities that are 
functions of these concentrations ( e.g. fluxes ), are time-dependent 
variables. The succesive values that they take in time depend on the 
values to which the parameters and Initial concentrations are set at 
the initial time. Examples of time-invariant variables are: the stable 
steady state concentrations and fluxes, the transition time of a 
metabolite ( Heinrich and Rapoport, 1975 ) or a pathway ( Easterby, 
1981, 1986 ) to a stable steady state, the period and amplitude of 
variables that exhibit sustained oscillations ( Hofmann et al., 1985; 
Goldbeter & Moran, 1987 ; Mizraji et al., 1988 ) and the maximun 
Lyapunov exponent that characterizes a chaotic regime ( Hess & 
Markus, 1987 ). 
First, we centre the attention on the time-dependent variables 
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x 1 . The change of each x 1 with time, d xi d t , may be written as the 
balance of all the rates, vk,  that affect its concentration directly: 
dx1 
= 	nikvk 	 1=1 .....q 	(41) dt 	k=1 
Here nik  is the stoichiometric coefficient of the molecule x 1 in the 
reaction k. It is positive, negative or zero if xi is produced, consumed 
or not altered directly by the rate v k  respectively. For a given set of 
values of the parameters and initial concentrations, the solutions of 
eqs ( 4.1 ) constitute the time courses of the concentrations: x1(t), 
i =1.....q . Introducing these xi(t) into the rate laws v k • we obtain 
the time courses of the fluxes: J k (t), k =1.....p 
The values of the time-invariant variables may be obtained from 
the time courses of the time-dependent variables. For example, when a 
system settles to a stable steady state, an estimate of the steady 
state values of metabolite concentrations and fluxes may be obtained 
from the time courses, waiting a 'long enough' period of time. In a 
system that exhibits sustained oscillations in time, the period of 
oscillation ( the interval of time between two consecutive maxima in 
the time course ) is such a time-invariant variable. 
4.3) The Co-ordinate Control Operation 
Changes in the values of the parameters affect, to varying 
degrees, the values of the variables ( control of variables by 
parameters ). For a time-dependent variable, one may define a 
'reference time course' generated by a chosen set of values of the 
parameters, the 'reference parameter values'. If one or more of the 
reference parameter values are altered at the initial time, the resulting 
time course may be significantly different from the reference one. In 
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what follows, we shall study the control of the variables by 
a particular group of parameters: the total enzyme concentrations. E1. 
We assume that all the rn enzyme concentrations are simultaneously 
changed by the same arbitrary factor ( not necessarily 1 ). If Ej r  
( j =1.....m ) are the values of the enzyme concentrations that 
generate the reference time course, then the new time course is 
obtained using enzyme concentrations E1 ( j =1 .....m ) given by: 
E1, Ot = X Ej, r 	 ( 4.2 
We call this equal and simultaneous change in all the enzyme 
concentrations: the coordinate-control operation ( abbreviated: CCO 
briefly introduced in Acerenza et a!, 1989; Acerenza, 1989 ). The 
subscripts r and a will be used to indicate the value of a parameter or 
variable before ( reference ) and after the CCO is applied respectively. 
We shall use this operation throughout the following treatment. This 
approach will reveal certain simple properties of time-dependent 
metabolic systems, when some assumptions are made ( see below ). 
Furthermore we suggest how the resulting relationships, and hence the 
assumptions made. may be experimentaly tested in reconstituted 
systems or biological extracts. We shall discuss the practical problems 
associated with attempting to apply a CCO in a later section. 
4.4 ) Assumptions 
We now make some assumptions concerning the properties of 
the metabolic system. These shall be used to derive some theoretical 
consequences of the CCO in sections ( 4.5 ) and ( 4.6 ). The analysis 
of cases where there is a breakdown of the assumptions is considered 
in sections ( 4.9 ) to ( 4.11 ). 
In the general case ( see section ( 4.2 ) ), the 	concentrations 
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x1 that appear in eqs ( 4.11 may be classified in two groups: n free 
metabolite concentrations, Si, and enzyme concentrations in their 
different forms ( free or combined with metabolites ). C 1 . If the 
steady state approximation for the concentrations Ci is plausible * 
then d C1 / d t =0 for each C1 ( Segel, 1988 ). Applying these conditions 
to eqs ( 4.1 ), the reduced resulting system of differential equations, 
dS 	m 
	
1 = 	Y' 	njj Vj , 	1=1 n 	4.3) 
dt 	j=t 
involves only the free metabolite concentrations as variables. In 
addition, we assume that the rates Vj are proportional to the 
corresponding total enzyme concentrations E1, 
Vj = 	E1 f j , 	 j=1,...,m, 	(4.4) 
where f j are functions of the concentrations Siand parameters, and 
are independent of enzyme concentrations and time. The 
Michaelis- Menten rate equation, for example, fulfills eq ( 4.4 ). 
Applying the CCO to a metabolic system whose rates are given 
by equation ( 4.4 ), the resulting rates, Vj , are related to the 
reference rates, vj, r ( see eq ( 4.2 ) ). as follows, 
vj , 	= 	Vj,r 	, j = 1 .....m 	. ( 4.5 ) 
Then, under the assumptions described by eqs ( 4.3 ) and ( 4.4 ), the 
first important consequence of the CCO is to multiply each term of 
the right hand member of eqs ( 4.3 ) by the same factor Ot. It is 
important to note that, if matter is introduced into the system via one 
or more constant input fluxes, these should also be modified 
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according to eq ( 4.5 ) when applying the CCO. However, any constant 
( input) concentrations, if present, should not be modified when the 
rate that transforms them is given by eq ( 4.4 ). The discussion of the 
case where the inputs are changed in time, by the experimentalist, is 
postponed to section ( 4.5 ). 
4.5 ) Co-ordinate Control of time-dependent variables 
In this section, we outline some consequences of the 
coordinate-control operation, related to the control of time-dependent 
variables. Some mathematical details of this treatment are given in 
chapter 2. 
Combining eqs ( 4.3 ) and ( 4.5 ) we obtain the relationship 
between the derivative of Siwith respect to time after and before ( 
reference ) the CCO: 
dSi 	
= 	c 	 (4.6) dt )(X 	 \ dt Jr 
The only effect of a simultaneous change in all the enzyme 
concentration by a factor , is to make the metabolite concentrations 
change at a rate that is times the original one. Then, the CCO is 
equivalent to a change in the time scale of the time courses of the 
metabolite concentrations. For each time tr of the reference time 
courses ( the reference time courses are the functions of time, Si(t), 
obtained with the reference parameter values ) there exists one time 
t , in the new time courses, that has the same value for all the 
metabolite concentrations. The value of t is given by: 
tr 
	
tcx = 	 (4.7) 
100 
and, hence, 
5i.c* (tr/a) = S ir (tr) 	 ( 4.8 
From eqs ( 4.5 ) and ( 4.8 ) we obtain the analogous relationship for 
the fluxes: 
J,0t (tr/) 	= Of 	Jj,r(tr) 	 ( 4.9 ) 
Eqs ( 4.8 ) and ( 4.9 ) tell us that when applying the CCO to a 
time-dependent metabolic system, which satisfies the assumptions 
made in eqs ( 4.3 ) and ( 4.4 ), the instantaneous values of the 
metabolite concentrations are 'shifted' from the time t to t/ 
while, the instantaneous values of the fluxes 	are 	multiplied by the 
factor and 'shifted' from t to t / tX. It is important to note that, if 
matter is introduced in the system via concentrations or fluxes that 
change in time, these inputs should be altered in the same way as 
shown by 	eqs 	( 	4.8 	) 	and 	( 	4.9 	) respectively, 	when the CCO is 
applied. 
An immediate consequence of eq ( 4.8 ) is that if one plots the 
metabolite concentrations after the CCO against multiplied by time, 
the resulting curve should coincide with the reference time course ( 
see Figs ( 4.1a ) and ( 4.1b )). This result will be used in section ( 4.8 
). ( A similar procedure is used as a test for inactivation of a single 
- enzyme during assay, Selwyn, 1965, see also Cornish-Bowden, 1979 ). 
Scheme ( 4.1 ): 	X0 	
1 S 
	2 > x1 
101 
4.6) Co-ordinate Control of time-Invariant variables: 
4.6.1 ) with dimension of time 
Time-invariant variables with dimension of time, that 
characterize some temporal aspect of the time course of the 
metabolite concentrations satisfy eq ( 4.7 ). Examples of these 
variables are transition times, period of oscillation and the reciprocal 
of the maximum Lyapunov exponent ( mentioned in section ( 4.2 ) ). 
Then if Tr is the value of such a time-invariant variable with 
dimension of time, obtained from the reference time-course, after the 
CCO the new value of the variable, T , is given by: 
T 	= Tr  
Of 
That is, a simultaneous increase ( decrease ) in all enzyme 
concentrations by a factor , causes a decrease ( increase ), in the 
value of T, by the same factor. 
4.6.2 ) of a transition to a stable steady state. 
If the metabolic system is one that approaches a stable steady 
state, after a long enough period of time the variables exhibit 
approximately constant values independent of time. Therefore, eqs ( 
4.8 ) and ( 4.9 ) take the form, 
	
.ss 	 ss 
Si, c( = 	Si, r 	 ( 4.11 ) 
ss 	 ss 
Jj,x = 	a 	Jj,r 	 ( 4.12 
where the superscript ss indicates steady state values. Eqs ( 4.11 ) and 
4.12 ) show the effect that the CCO has on the steady state 
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metabolite concentrations and fluxes. 
To characterize the transition between the initial conditions and 
the steady state one may use the transition time as defined by 
Easterby ( 1981 ). This is, of course, a time-invariant variable that 
behaves according to eq ( 4.10 ) when the CCO is applied. 
4.6.3 ) of sustained oscillations. 
Here we consider the situation where the time-dependent 
variables ( metabolite concentrations and fluxes ) exhibit stable 
oscillations in time. In this type of behaviour, the values of the 
time-dependent variables repeat at constant intervals of time, T ( 
period of oscillation ). Two time-invariant variables are frequently used 
to characterize oscillatory phenomena: the period and amplitude. The 
period is a time-invariant variable with dimension of time, and when 
the CCO is applied, it behaves as shown in eq ( 4.10 ). The amplitude 
of oscillation ( As 1 ) for a metabolite concentration Si may be defined 
as half the difference between the maximum ( S/" ) and minimum ( 
S 11 ") values: A5 1 = ( - sJI1l ) / 2 . The maximum and 
minimum values, and hence the amplitude, depend on the reference 
parameter values. If we apply the CCO, and wait until the system 
settles to a new stable oscillation, even though the value of the 
period is modified as described by eq ( 4.10 ), the maximum and 
minimum values of the metabolite concentrations are not altered ( see 




!r"n 	min 	 (4.13) Sj,(X = Si,r  
Introducing eqs ( 4.13 ) into the definition of amplitude we immediatly 
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obtain: 
As,,oc = 	As j ,r 	 ( 4.14 ) 
i.e. the value of the amplitude is unaffected by the CCO. The fluxes j j 
may be calculated by introducing the metabolite concentrations into 
the rate equations given in eq ( 4.4 ). If the metabolite concentrations 
are periodic functions of time, with period T, the corresponding fluxes 
are periodic functions of time with the same period. Therefore, when 
applying the CCO, the period of these fluxes is also modified 
according to eq ( 4.10 ). The metabolite concentrations corresponding 
to the maximum and minimum fluxes are not modified and, therefore, 
the same applies to the values of fj, at these points, introduced in eq 
( 4.4 ). However, as the rates are proportional to enzyme 
concentration, even if the values of fj are unaltered, the new maximum 
and minimum values of the flux are times those of the reference 
oscillation: 
max 	 max 
Jjx = a 	Jj,r 
min 	 mm 
Jj,(X = a 	Jj,r 
( 4.15 
The amplitude of oscillation ( Aj 	) for a flux jj may be defined as: 
A J j = ( 
Jpax 
- ) / 2. Combining eqs ( 4.15 	) with this definition, 
the relationship between the flux amplitude before and after the CCO 
is obtained 
AJJ, 	= 	a AJ j , r 	 ( 4.16 ) 
Besides the period and amplitude, another quantity that may be used 
to characterize an oscillatory regime is the mean value in a cycle. The 
mean value of a time-dependent variable Y in an interval of time T is 
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defined by the expression: 
T 
Y dt 	
(4.17) V = 
T 
It is important to note that we evaluate the mean value in an interval 
of time equal to the period of oscillation. When applying the CCO, the 
resulting mean value can be written as follows: 
f
Tcx 
0 Vo 	= 	 (4.18) 
I CC 
In the following, we discuss the relationship between Vr and ¶, 
when the variable is a metabolite concentration or flux that shows 
stable oscillations. As was mentioned before, the period of oscillation, 
T, satisfies eq ( 4.10 ). If Y is a metabolite concentration, eq ( 4.8 
is fulfilled and can be written in an equivalent way: SIc,! (t) = 51,r 
( t). Using this equation together with eqs ( 4.10 ), ( 4.17 ) and ( 
4.18 ), and properties of integrals, we finally obtain: 
,x 	= 	,r 	 ( 4.19 
In the case where Y is a flux, eqs ( 4.9 ), ( 4.10 ), ( 4.17 ) and ( 4.18 
) are used to obtain: 
Jj,CC 	= Ot 	Jj,r (4.20) 
In other words, the simultaneous change of all enzyme concentrations 
by a factor 	, do not affect the 	mean values of the metabolite 
concentrations, but alters all the mean fluxes by the same factor 	( 
being the mean values evaluated in a period of oscillation ). Eqs ( 4.19 
and ( 4.20 ) may be seen as equivalent to the steady state conditions 
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( 4.11 ) and ( 4.12 ) when stable oscillations are considered.. 
4.7 ) Classification of the variables 
In sections ( 4.5 ) and ( 4.6 ) we considered the effect that the 
CCO has on time-dependent and time-invariant variables respectively. 
In each one of these groups we may distinguish variables that behave 
like a metabolite concentration ( S-type ) or like a flux ( i-type ). 
Such a classification may serve as a summary of the relationships 
established and constitutes the basis of experimental tests. 
4.7.1 ) Time-invariant variables. 
All the time-invariant variables, Y , considered in section ( 4.6 
), may be classified in two groups, S-type and i-type, according to 
the expected response when the system is subject to the CCO . We 
define as S-type time-invariant variables those that remain unaltered 
after the CCC: 
5 x 	= 	Sr 	 (4.21) 
Examples of this type of variable are: S7 ( eq ( 4.11 ) ), srax and 
Sr1  ( eq ( 4.13 )). As1 ( eq ( 4.14 ) ) and ( eq ( 4.19 ) ). J-type 
time-invariant variables appear multiplied by the factor X when the 
CCO is applied: 
Joe 	U Jr 	 (4.22) 
and examples of this type are-" ( eq ( 4.12 ) ) Jpax  and r1fl ( eq 
( 4.15 ) ). Aj ( eq ( 4.16 ) ) and ] ( eq ( 4.20 ) ). The reciprocal of 
T ( 1 / T ) also belongs to this type ( see eq ( 4.10 ) ). 
106 
It should be noted that, if Y is a J-type time-invariant variable, 
then Y/ O( behaves like a S-type time-invariant variable ( see eqs ( 4.21 
and ( 4.22 ) ). 
4.7.2 ) Time-dependent variables. 
The time-dependent variables may also be classified as S-type or 
J-type depending on the predicted behaviour when the CCO is applied 
see section ( 4.5 ) ). The effect of the CCO on a S-type 
time-dependent variable is simply expressible as an alteration in the 
time scale of its time course 
S(t/a)S r (t) 	 (4.23) 
The time-dependent metabolite concentrations are S-type variables ( eq 
( 4.8 ) ). In the case of i-type variables, the CCO scales 
simultaneously the time and the variable according to the following 
relationship: 
J(t/(X) 	= 	a J r (t) 	 (4.24) 
Examples of J-type variables are the time-dependent fluxes ( eq ( 4.9 
We therefore see that the values of a S-type ( i-type 
• ) time-dependent variable, corresponding to different a and identical t, 
behave like the values of a S-type ( J-type ) time-invariant variable. 
Similarly to the case of time-invariant variables, if Y is a i-type 
time-dependent variable, Y i a behaves like a S-type time-dependent 
variable 
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4.8) Test of the general relationships 
The data obtained from a coordinate-control operation 
experiment may be used to test the general relationships summarized 
in section ( 4.7 ) ( eqs ( 4.21 ) to ( 4.24 ) ). Here we propose simple 
plots to test these relationships. Depending on whether the variables 
analysed are time-dependent or time-invariant, the procedures are 
slightly different. 
4.8.1 ) Time-invariant variables. 
To test the behaviour of a time-invariant variable, Y, the basic 
experimental information needed is a table with the values of the 
variable corresponding to different values ( Y vs ). 
The 'direct coordinate-control plot' ( D-plot ) is simply the 
plot: Y cx / Y r  against Y. is the value of the variable when CY = I ( 
reference point ). The expected result of a D-plot for a S-type 
variable is a straight line where the quotients, oc / 'r are equal to 
one for all ( see eq ( 4.21 ) and Fig ( 4.2 ) ). J-type variables should 
give a straight line, with tangent one ( 45 degrees ), that, extrapolated 
to Ot equal to zero, passes through the origin ( see eq ( 4.22 ) and Fig 
4( .2 ) ). If the D-plot is not as expected, the variable shows 
departures from the theoretical relationship ( eq ( 4.21 ) for S-type 
and eq ( 4.22 ) for J-type variables ). Provided no systematic errors in 
applying the CCO have been introduced ( see section ( 4.12 ) ), this 
result should be interpreted as a breakdown of the assumptions 
introduced in section ( 4.4 ). On the other hand, if the D-plot is as 
expected, the deviations from the assumptions, if they exist, do not 
contribute significantly to the behaviour of the variable when the 
enzymes are changed. 
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4.8.2 ) Time-dependent variables. 
To test eqs ( 4.23 ) and ( 4.24 ) the experimental information 
needed is the time courses for different values of , namely Y Oe (t). 
Based on the properties of time-dependent variables, discussed in 
section ( 4.7 ), we suggest to plot the data in a 'rescaling 
coordinate-control plot' ( R-plot ). The R-plot for S-type variables is: 
S (t) against Ut. If the variable behaves according to eq ( 4.23 ), the 
plots for different should appear superimposed on the reference 
curve ( 0(= 1 ) ( see Fig ( 4.1 ) ). Similarly, in the case of i-type 
variables, the R-plot is: J (t) / Ot against Ott. As a consequence of eq 
( 4.24 ). the curves corresponding to the different time courses J ot ( t  
should appear superimposed on the reference time course Jr (t) ( 
where = 1) in the R-plot ( not shown ). If such an R-plot does not 
give coincident curves, this would be an indication that the 
assumptions made in section ( 4.4 ) are not fulfilled, and that these 
deviations contribute significantly to the behaviour of the system 
variable when the enzymes are modified. 
As was mentioned in section ( 4.7 ) the values of a S-type ( 
i-type ) time-dependent variable, corresponding to different 	and 
identical 	t, behave like the values of a S-type ( J-type 
time-invariant variable. Therefore, a D-plot may be constructed with 
these values. 
What we have called the R-plot , for S-type time-dependent 
variables, is similar to a test used to detect inactivation of an enzyme 
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Fig ( 4.1 ). Example where assumptions ( eqs ( 4.3 ) and ( 4.4 )) are valid . a) Concentration of 
S vs time, and b) R-plot. 
In a). we show time courses of the concentration of S ( scheme ( 4.1 ) ) corresponding 
to different a values. The concentrations of X0 and X I are constant . The rate laws v 1 and v2 
are proportional to the corresponding enzyme concentrations. In b). we plot the same ordinate 
values as in a). but against a multiplied by time. In this rescaling plot the three curves coincide. 
It shoud be noted that, due to the rescaling procedure, the curves, in a). corresponding to 
(xO.S, 1.0 and 2.0 end In b) at oct2.S. 5.0 and 10.0 respectively. ( In Figs ( 4.3a ) and ( 4.3b 
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• Fig ( 4.2 ). D-plots. Y/ Y r against 	. when eqs ( 4.3 ) and ( 4.4 
apply. 
The horizontal straight line is the D-plot of a S-type variable 






4.9) Breakdown of the assumptions 
The relationships derived in sections ( 4.5 ) and ( 4.6 ), and 
summarized in section ( 4.7 ), are based on the assumptions introduced 
in eqs ( 4.3 ) and ( 4.4 ). If the steady state approximation for the 
different forms of the enzyme concentrations is not valid or the rates 
are not proportional to the corresponding enzyme concentrations, the 
system variables may exhibit significant deviations from the predicted 
behaviour ( eqs ( 4.21 ) to ( 4.24 ) ) when applying the CCO. Here we 
enumerate some enzyme mechanisms that are known to violate those 
assumptions and, when embedded in a metabolic network, are potential 
generators of deviations. 
Many proteins described in the• literature have a quaternary 
structure. Depending on the experimental conditions, more than one 
polymeric form may coexist in significant amount. If a protein with 
catalytic function shows these structural features, it constitutes a 
candidate to generate rate laws that do not behave as eq ( 4.4 ). ( see 
e.g. Kurganov, 1978 ). The simplest example of association-dissociation 
between homologous subunits is the monomer-dimer equilibrium. In 
section ( 4.11 ) we shall analyse some effects of this type of 
mechanism on transients to a stable steady state. The existence of 
associations between different enzymes ( heterologous associations ) 
may generate rate laws that depend on more than one enzyme 
concentration, showing departures from eq ( 4.4 ). Some consequences 
of homologous and heterologous associations on the control properties 
of steady state metabolic concentrations and fluxes have recently been 
addressed ( Kacser et al., 1989; Sauro & Kacser, 1989 ). 
The time courses of some enzymatic reactions show 'lags' or 
'bursts' under normal assay conditions ( see e.g. Neet & Ainslie, 1980 ). 
This phenomenon is associated with the existence of slow 
conformational transitions in the enzyme mechanism. In these cases 
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the steady state approximation is not valid and, therefore, it is not 
possible to express the behaviour in time by eqs ( 4.3 ). The existence 
of slow conformational changes may have mayor effects on the control 
of the time course of a variable, while having no effect on the control 
properties of the steady state of the system. 
Some concentrations of metabolites within a system appear to 
be linked by conservation constraints ( e.g. MAD + NADH = constant ). 
If the total concentrations of enzymes are negligible with respect to 
the concentrations of conserved metabolites to whom they bind, the 
steady state approximation is valid. In this frequently considered 
situation, as there is no significant sequestration of the conserved 
metabolites by the enzymes, when the CCO is applied, eq ( 4.4 ) is 
also valid.. Even if the total concentrations of the enzymes are of the 
same order as the conserved metabolite concentrations, the steady 
state assumption may still be satisfied, provided that those 
concentrations are much smaller than the Michaelis constant ( see: 
Segel, 1988 ). Due to the low 'affinity' ( large Michaelis constant ) 
between enzyme and metabolite, the fraction of the metabolite under 
complex form is still small. If, however, the total concentrations of 
the enzymes and the metabolites are of the same order, but greater 
than the Michaelis constant , the validity of the steady state 
assumption is no longer ensured. Furthermore, in this conditions, there 
is considerable sequestration of the conserved metabolites, and we may 
expect significant deviations in the system variables when the CCO is 
applied. 
The enzyme mechanisms mentioned above may be responsible for 
the appearence of departures from the quantitative relationships 
derived in sections ( 4.5 ) and ( 4.6 ). Furthermore, they may be the 
cause of a qualitative change in the dynamics of the system, if a 
'bifurcation point' is reached when applying the CCO. Such situation, 
e.g., may transform a sustained oscillation into a stable steady state 
or vice versa 
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4.10) Quantification of the deviations 
The D-plots and R-plots may be used to test the existence of 
deviations from the predicted relationships ( eqs ( 4.21 ) to ( 4.24 
). Such a case is illustrated in Figs ( 4.3a ) and ( 4.3b ). Here we 
introduce additional plots to assess the quantitative importance of the 
deviations. These plots constitute a phenomenological description of 
the deviations. Furthermore, as we shall see, they may be useful in the 
search of the origin of the deviations. 
In section ( 4.7 ). we discussed two properties of metabolic 
variables: a) if Y is a i-type variable ( time-dependent or 
time-invariant ), then the values of the variable divided by , Y/Ot, 
behave like a S-type variable ( time-dependent or time-invariant 
respectively ), and b) if Y(t)  is a time-dependent variable ( S-type or 
J-type ), then the values of the variable for the same t and different 
, Y (t), behave like a time-invariant variable ( of the same type ). 
This properties allow us to transform the values of any of the 
variables, described in section ( 4.7 ), into the values of a S-type 
time-invariant variable. If we want, for example, to compare the 
deviations of a S-type variable with those of a J-type variable, or to 
compare the deviations of a time-dependent variable corresponding to 
different time points, such transformtions should be applied. The 
plots, that we shall introduce in this section, are defined for S-type 
time-invariant variables. However, they may also be used in the 
analysis of other types of variables, applying the appropriate 
transformations described above. 
To quantify deviations, the data from a CCO experiment may be 
plotted in, at least, two different ways. In what follows we define and 
discuss two plots, that we call: 'reference point sensitivity 
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coordinate-control plot' ( RPS-plot ) and 'point to point sensitivity 
coordinate-control plot' ( PPS-plot ). 
4.10.1 ) Reference point sensitivity coordinate-control plot ( RPS-plot ) 
The RPS-plot is established to characterize the changes of a 
variable with respect to a unique reference point ( point corresponding 
to 	O(=1 ). We define a deviation function d r ( for a S-type 
time-invariant variable ) as: d r = [(S - S r ) / S r / 	- 1). A plot of d r 
against LX represents the relative change in the value of the variable. 
with respect to the reference value ( Sr  ), per relative change in the 
enzyme concentrations, Of - 1 ( see eq ( 4.2 ) ), when the CCO is 
applied. The ordinate values in this plot would constitute a measure of 
the quantitative importance of the deviations, for different U changes. 
The sign of the ordinate values is positive or negative if the change in 
the variable is in the same or opposite direction to the change in the 
enzyme concentrations respectively. In the absence of deviations, the 
ordinate values dr  are equal to zero, for all X. 
4.10.2 ) Point to point sensitivity coordinate-control plot ( PPS-plot ) 
In the previous ( RPS ) plot we used a unique reference point. 
Alternatively, it is possible to establish a plot where each set of 
enzyme concentrations serve succesively as the reference point. 
Let En-1, E n and En-1 ( En-1 < E n < En-1 ) be three 
consecutive values of the concentration of anyone enzyme, and S_1 
Sn and S+i the corresponding values of a S-type time-invariant 
variable, resulting from the application of the CCO. The point E n is 
momentarily considered as the reference point. The relative change in 
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the variable per relative change in the enzyme concentration, from E 
to E.,1 , is: d+1 = [ (S n+1 - S) / S n ] / [ (E n+1 - E ) / E a)). Similarly, 
the relative change in the variable per relative change in the enzyme 
concentration, from E n to E n-1 , is: d -1 = [( Sn-I - S) / Sn 
] / [ (E n-i - E ) / E ) I. If the increase and decrease of the enzyme 
concentration from the reference point are equal ( i.e. E n+i E n = 
En - En-1 ), then the relative change in the variable per relative change 
in the enzyme concentration at the reference point may be estimated 
by the simple arithmetic mean: dn = ( d+1 + d-1 )/2. From p 
experimental points, p-2 values of d n  may be calculated ( d2 to d-
). 
We define the PPS-plot as: d n  against En. The ordinates in this 
plot may be considered as an estimate of the deviation in the variable 
corresponding to each En when the CCO is applied. In the absence of 
deviations the ordinates are equal to zero. The signs of the ordinates 
are positive or negative if the change in the variable is in the same or 
opposite direction to the change in the enzyme concentrations 
respectively. 
It should be noted that if the experimental data are given as S 
against Ot, the relative changes in the enzyme concentrations may be 
calculated directly from the values of M (En+iEn) /E 	= 
(an+in)/Xn and (E-i-E)/E= (Xni -)/ 	( see eq ( 2 ) 
). In addition, the value of d n  may be plotted against 
The arithmetic mean used above to calculate d n may not be a 
good estimation when E+iE * En - En-1- In this case we propose 
to use d= [ (En+iEn) d-1 + (E n E n...i) d+iI /( En-1 - En-O. This 
weighted mean is equivalent to obtain the value of dn by linear 
interpolation between d+1 and d-1 . Here the enzyme concentrations 
may also be substituted by the corresponding values without 
changing the results. 
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There is a link between the values of the ordinates in a 
PPS-plot and the summation relationships of control analysis. This is 
given in the appendix. The construction of these plots is illustrated in 
section ( 4.11 
4.11) Example 
Here we show, by way of simulation, how the proposed plots 
can be used to test and quantify deviations. Although the example 
chosen is of a monomer-dimer equilibrium ( eq ( 4.4 ) is violated ), 
the same treatment can be applied to any of the deviations discussed 
in the previous section. 
We consider one metabolic pathway, whose structure is 
represented in scheme ( 4.1 ). The first step is catalyzed by an enzyme 
that presents a monomer-diiner equilibrium. X 0 and X1 are the 
constant source and sink concentrations respectively. S is the only 
metabolite whose concentration is free to move. The rate for the first 
step is: 
vj 	an, M+2adD 	 ( 4.25) 
where am and ad  are the specific activities of the monomer and dimer 
subunits, respectively. The total concentrations of monomer and dimer, 
M and D, appearing in eq ( 4.25 ), are given by: 
M=1-1+(1+8KappE1 ) 1
"
2 1/(4Kapp) and DKappM 2•  E1 is the 
total enzyme concentration expressed in monomer units ( E 1 = M+ 2 D 
). Kapp ( the apparent equilibrium constant ), a m and ad  depend on 
the concentration of the substrate X 0 , and are independent of E1 . It 
should be noted that, if a m  = ad . then v 1 is proportional to E1 , and 
eq ( 4.4 ) is fulfilled. Here we consider situations where this is not 
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the case. 
The second step, in scheme ( 4.1 ), is catalyzed by an irreversibe 
Michaelis- Menten enzyme, 
S 
	
v., = kcat E2 	 ( 4.26 ) 
KM+ S 
E. is the total enzyme concentration and kcat and KM  are constants. 
The time course of the metabolite concentration is obtained 
solving the differential equation: 
V1 - 	 ( 4.27) d 	- 
where v 1 and v 2 are given in eqs ( 4.25 ) and ( 4.26 ) respectively. Fig 
( 4.3a ) shows the reference time course, O(= l, obtained for a 
particular set of reference parameter values ( given in the legend of 
Fig ( 4.3 ) ), and the time courses after applying the CCO using values 
of different from 1. The corresponding curves ( not shown ) for the 
flux carried by the second step ( flux 2 ) are obtained substituting the 
instantaneous values of the metabolite concentration into eq ( 4.26 ). 
The R-plots corresponding to Fig ( 4.3a ) are shown in Fig ( 
4.3b ). The five curves in each R-plot do not coincide, and this fact is 
a positive test for the existence of deviations from the predicted 
relationship ( eqs ( 4.23 ) ). Similar results are obtained in the R-plot 
for flux 2 ( not shown ) which reveals significant deviations from eq 
4.24 ). We are going to characterize and quantify these deviations at 
two different points of time: t = 1 and the steady state . The values 
appearing in Table ( 1 ), are the ordinates corresponding to the 
abscissa Xt = 1 in the plot of Fig ( 4.3b ). The values J)  are 
calculated from the ordinates ( ) /(X ) corresponding to the 
abscissa a t = 1 of the R-plot corresponding to flux 2 ( not shown 
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The steady state values ( S 	and j 	) are the constant values 
attained after a'Iong enough time'. From the steady state values, 
another time-invariant variable, namely, the transition time of the 
system can be calculated ( Easterby. 1981. 1986 ): T = S ss, jSS 
Table ( 1) shows how this value changes with U. 
The PPS-plot, calculated from the data of Table ( 4.1 ), appears 
in Fig ( 4.4 ). Here the deviations are different, for the different 
variables ( concentration of S. flux 2 and T ) and t ( t = 1 and 
steady state, for time-dependent variables ). Due to the values chosen 
for the parameters, the deviations are positive. In the case of the 
metabolite concentrations ( S-type variables ) positive deviations mean 
that, when applying the CCO, the variable moves in the same direction 
as the enzyme concentrations. For the fluxes and the reciprocal of T ( 
i-type variables ) positive deviations indicate that the change in the 
variable is greater than the proportional increase expected when the 
CCO is applied with Of greater than unity. It is important to note that 
the deviation for S SS  increases with X. while the deviations for the 
other metabolite concentration and fluxes decrease. These properties of 
the PPS-plot constitute a quantitative phenomenological description of 
the deviations. 
In what follows, we analyse how the properties of the 
component rates ( v 1 and v2 ) affect the resulting behaviour of the 
variables when the CCO is applied. This analysis is based on 
infinitessimal changes ( ( 1 ) as used in control analysis. It will 
provide us with an interpretation of the deviations appearing in Fig ( 
4.4 ). It may be shown that, in the simple example under 
consideration, the ordinates of the PPS-plot for the metabolite 
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concentration may be estimated by: 
Ds(t) =71 El 
S 
- 	1 ) 
	
CVI ( 4.28 
Here, 	it = 	(E 	/ v 1 ) ( a v 1 / a E 1 ). 	This 	it 	elasticity is equal to one 
when the rate v 1 is proportional to the enzyme concentration E 1 	. C 
= ( v 1 / S ) / (a 	S / c) v 1 ) 	is the control 	coefficient. In general, this 
control coefficient is time-dependent. though in the limit, it represents 
the usual steady state value [ see appendix and Kacser et al.. 1989 
].The analogous equation for flux 2 is: 
/  
D 2 ( t 	
v1 	
1 ) 	.J2 	 (4.29) ) = 	 c El - 	 vi 
It is important to note that eqs ( 4.28 ) and ( 4.29 ) are valid 
in this particular example. because 711 is independent of time ( In a 
more general case they must be substituted by expressions that 
involve integrals, what will be the subject of a forthcoming 
publication ) . Therefore, for this particular example, the signs and 
magnitudes of the deviations in a PPS-plot depend on the product of 
two factors: a ) the sign and magnitude of the deviation of the rate ( 
it v1 - 1) and b ) the sign and magnitude of the effect that a change 
in the rate has on the variable ( C 1 or C ) . The values of these 
quantities are given in Table ( 4.2 ). In the case studied both factors ( 
a ) and b) ) are positive, which results in a positive deviation in the 
PPS-plot . The deviation of the rate ( it - 1 ) decreases with X. C 
((Xt = I ) shows the same tendency, while C 	( steady state ) is 
constant and equal to one ( first step is irreversible ) and C 1  S ( 0(t = 
1 ) increases slightly with . This dependence with explains the 
decreasing curves exhibited by the three variables under consideration 
(Fig (4.4)). On the other hand. CS ( steady state ) increases with 
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X in such a way that the product C S( it 	- 1 ) increases too, being 
the cause of the increase in the deviation with 	in the PPS-plot. It 
should be pointed out that the increase in C. 1 is due to an increase in 
the saturation of the second enzyme with . However, as S is built up 
from zero, the saturation effect is not important at the early stages 
of the time course ( Of t = 1 ). 
It is important to note that, even though the values of 	used 
to construct the PPS-plot are relatively large, the deviations calculated 
with eqs ( 4.28 ) and ( 4.29 ), which are based on infinitessimal 
changes, are in reasonable agreement ( see Table ( 4.2 ) ) with the 
values of the ordinates, d. in Fig ( 4.4 ). 
Eqs ( 4.28 ) and ( 4.29 ) illustrate that the existence of strong 
deviations from proportionality between rate and enzyme concentration 
( e.g. 7111 >> 1 ) may be irrelevant to the behaviour of a metabolic 
variable if the magnitude of the control coefficient ( C' 1 ) is small. 
However, in other cases, the deviation from proportionality in the rate 
equation may be greatly amplified, if the variable shows a high value 
of the control coefficient ( e.g. S SS  in the situation shown above ). 
4.12 ) Discussion 
The ideal CCO consists in the change of all the enzyme 
concentrations by the same factor, without any alteration in the other 
parameters of the experiment ( Exceptions are time-invariant input 
fluxes and time-dependent input metabolite concentrations and fluxes, 
see sections ( 4.4 ) and ( 4.5 ) ). It now remains to discuss how far 
this operation can be applied to experimental systems. As always, 
there are special problems which will be encountered in particular 
applications. 
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The CCO may be applied to reconstituted systems. These 
systems are built up by the use of component molecules that had 
been previously purified. They are of course much more simple than 
the biological systems they intend to mimic. However, they may give 
insight concerning, e.g., the main components and conditions needed to 
obtain a certain behaviour ( see e.g. Eschrich et al., 1983, oscillations; 
Torres et al., 1989, transition time; Salerno et al.. 1982. transition time 
). The composition of a reconstituted system is known and under the 
control of the experimentalist. Therefore, the CCO may, in principle, 
be applied to reconstituted systems in a simple way. These seem to be 
the most immediate experimental applications. 
In the case of a biological extract, many aspects of the 
composition are probably not known, which makes it more difficult to 
apply the CCO. One way to approach this goal might be to take a 
fraction of the extract and make a complete enzyme inactivation ( e.g. 
denaturation by temperature or proteolitic enzymes ). Mixing the 
original extract and the one subjected to inactivation, in different 
proportions, we might obtain dilutions of the active enzyme 
concentrations, without altering the concentrations of the other 
components of the system. In the ideal conditions, the inactivator and 
the products of inactivation must not react with non-enzymatic 
components of the system. It is evident that, the agent used to 
inactivate the enzymes should be totally removed before the mixing is 
done. If there is considerable enzyme inactivation during the 
experiments, ( spontaneous or induced by unremoved inactivator ) the 
total enzyme concentrations may not be treated as parameters and will 
constitue a source of deviations. An alternative method consists of 
successive dilutions of the extract which would reduce all enzyme 
concentrations by the same factor. It is however necessary to 
supplement with all the metabolites which are not generated in the 
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system to maintain the original concentrations. Such an attempt was 
made by Das & Busse ( 1985 ) in studying glycolitic oscillations in 
yeast extracts. Although the ( NAD + NADH ) and ( ATP + ADP + 
AMP ) were maintained constant. other co-factors may have been 
altered by the dilutions. The PPS-plot for the period, which can be 
constructed with the data obtained from the above publication, shows 
both positive and negative deviations. This suggests a change of sign 
of the control coefficient but, in view of the experimental difficulties 
referred above, this interpretation may be questionable. If it is desired 
to extrapolate from experiments on biological extracts to the in vivo 
situation, it is important to note that in the preparation of the extract 
a dilution takes place. In so doing the quantitative importance of the 
deviations may be modified. 
The application of the CCO to an in vivo system appears to be 
difficult. One may think that the use of, for example, haploid. diploid 
and tetraploid yeast can be a way to achieve this goal. However, in 
these series, the volume increases proportional to the gene ploidy, 
leaving most of the enzyme concentrations approximatly unchanged ( 
Mortimer, 1958; Ciferri et al.. 1969 ). On the other hand, some enzyme 
concentrations ( e.g. enzymes bound to membranes ) may suffer 
significant changes ( Hilger. 1972 ). This situation is therefore far from 
what we define as CCO. 
A method where enzyme concentrations can be manipulated in 
vivo consists in using conditions when co-ordinate 
repressions/inductions of pathways occur. These are well known in 
both fungal and bacterial micro-organisms. By definition the CCO 
requires all enzymes in the system to be simultaneously altered and 
this is certainly not the case in the above systems. Nevertheless, such 
studies may approach the requirements of a CCO if the system outside 
the pathway does not interact significantly with it when such 
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repressions/inductions are effected. It is an almost universal 
observation that single null mutants in one pathway do not impose 
double ( or multiple ) requirements on other pathways. This argues 
against important interactions between pathways. The absence of such 
interactions, however, will have to be established rigorously or the 
system will have to be manipulated to eliminate them. 
The non-existence of deviations, as a result of a CCO 
experiment, is informative by itself. This fact indicates that either the 
assumptions ( eqs ( 4.3 ) and ( 4.4 ) ) are fulfilled or their violation 
is unimportant concerning the behaviour of the variables. On the other 
hand, the discovery of deviations strongly suggests that the properties 
of one or more components of the network do not coincide with the 
assumptions made . Furthermore. a positive test for deviations shows 
that these features of the components have a significant effect on the 
behaviour of the variables when the enzyme concentrations are 
changed. The experimental design to perform the CCO does not 
necessarily rely on a detailed knowledge of the structure of the 
metabolic system. However. if we want to have an interpretation to 
the deviations, the existing profuse amount of information concerning 
the structure of metabolic systems and the kinetic properties of its 
component reactions may be useful. This information ( e.g. 
non- proportionality between a rate, v1, and an enzyme concentration, 
E i ) may suggest candidates to be the 'cause' of the deviations in a 
variable of the system ( Y ). To test the candidate, the values of the 
control and it coefficients ( e.g. C Y Ej and it 
Vi 
Ej should be 
experimentally obtained, in the same conditions used when the CCO 
was applied ( see section ( 4.11 ) ). We conclude that the 
coordinate-control operation and coordinate-control plots may be used 
as a first approach to study the control properties of time-dependent 
metabolic systems. They constitute a possible way to obtain relevant 
information and may guide the design of later experiments, leading to 
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Fig ( 4.3 ). Example where assumption eq. ( 4.4 ) is not valid: monomer-dimer 
equilibrium, 	a) Concentration of S vs time, and b) R-plot. 
In the example of section ( 4.11 ). the reference parameter values used to generate the 
reference time course (x = 1. dashed line) are: a m 1. ad = 10. Kapp = 0.1, K A =. E 1=4 and 
"= 22 and the concentration of S at the initial time zero ( S111 ) is zero. The same values for 
a m ad, Kapp. KA and Sin are used to calculate the curves for = 0.5, 0.75. 1.5 and 2.0, while 
the values of E 1 and VA are multiplied by the corresponding cc ( see eq ( 4.2 ) ). The time 
Courses for different cc are given in a). In b) the same concentrations of S are plotted against cc 
Multiplied by time. 
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Table ( 4.1 ). Concentration of S and flux., ( J ) vs of - 
The concentrations appearing in this table may be obtained from 
Fig ( 4.3a ) and ( 4.3b ). The plots for the fluxes are not shown. The 
values given correspond to the steady state ss. and c t = I M. t 
is equal to S/ J 5 
CSS 1S8 T(1) T 
0.50 3.90 6.22 3.31 5.77 0.63 
0.75 6.02 11.01 4.37 9.78 0.55 
1.00 8.76 16.39 5.29 14.04 0.53 
1.50 18.12 28.31 6.79 22.88 0.64 
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Fig. 	( 4.4 ). 	PPS-plot, d n against . in a case where assumption eq 	( 
4.4 	) 	 is not valid. Behaviour of 	time-invariant and 
time-dependent variables. 
These plots are constructed using the data from Table ( 4.1 ). 
a a The ordinates corresponding to d, SS  ( 0 ). S 1 ( X ) J 5 ( 
+ ) and 1 / T ( A ), are calculated as described in section 
4.10 ). The dashed line indicates the plot of all variables expected in 




Table ( 4.2 ).Control coefficients and deviations. 
The values of the parameters used to generate the coefficients 
appearing in this table are given in Fig ( 4.3 ). Deviations D s  and D 
were obtained using eqs ( 4.28 ) and ( 4.29 ). They are evaluated at 
two different points: Ott=l and ss ( steady state ). The values of d 
were 	obtained 	from 	the PPS-plot of 	Fig ( 	 4.4 	). 	The 	numerical 
simulations were carried out using the program SCAMP ( Sauro. 1986 ). 
VI 
C 1 	C41 	 D 	d 	D 	dj 
0.75 3.01 1.00 0.39 1.19 1.21 0.39 0.40 
ss 1.00 3.92 1.00 0.37 1.45 1.55 0.37 0.38 
1.50 7.04 1.00 0.33 2.30 3.06 0.33 0.34 
0.75 1.73 0.70 0.39 0.68 0.68 0.28 0.29 
xt=1 1.00 1.75 0.63 0.37 0.65 0.65 0.23 0.25 
1.50 1.76 0.54 0.33 0.58 0.59 0.18 0.19 
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4.13 ) Appendix: Relationship of the CCO to control analysis: 
summation relationships. 
4.13.1 ) The assumptions of eqs ( 4.3 ) and ( 4.4 ) are valid. 
Let us consider a time-invariant variable Y . A small relative 
change in Y, dY /Y, originated by simultaneous small relative 
changes in all the enzyme concentrations, d E / E j ( = - 1 ), can be 




= 	j=1 CE. 
	 (A4.1) 
where C E  is the control coefficient of the variable Y. by the enzyme 
concentration Ej and it is defined as follows: 
	
C', 	 (A4.2 Ej 
) 
Y 	c) Ej 
When the changes in Ej correspond to a CCO ( see eq ( 4.2 ) ) 
d E / E 1 = - 1 ( for j1.....m ). If the assumptions introduced in eqs 
4.3 ) and ( 4.4 ) are valid, the relative change in the variable, d Y /Y, 
is zero in the case of a S-type time- invariant variable , S , and - I 
for a i-type time-invariant variable. J ( see eqs ( 4.21 ) and ( 4.22 ) 
Introducing these results into eq ( A4.1 ), we obtain: 
CS 	= 	0 	 (A4.3) 
k 	Ek 




Equations ( A4.3 ) and ( A4.4 ) are the summation relationships for 
S-type and J-type time-invariant variables respectively. Examples of 
these variables are given in section ( 4.7 ). Particular cases of eqs ( 
A4:3 ) and ( A4.4 ) are the summation relationships for the control 
coefficients of the steady state metabolite concentrations and fluxes ( 
Kacser & Burns. 1973; Heinrich & Rapoport. 1974 ). The reciprocal of a 
time-invariant variable with dimension of time, 1 / T, fulfils eq ( A4.4 





This general relationship was previously obtained for particular 
definitions of transition time ( see Heinrich & Rapoport, 1975; Torres et 
al. 1989; Melendez-Hevia et al. 1989 ), but is general for any variable 
which obeys the transformation eq ( 4.1 0 ). 
The summation relationships for the control coefficients of 
S-type and J-type time-dependent variables can be written as follows: 
S  
CEk - T S = 0 	 (A4.5) 
C 	- 1 - T = 0 	 (A4.6) 
The 	'time 	coefficients', 	T 
S 	and 	T j 	are 	defined 	by: 
= (t / Y) / (c Y / c) t). where Y stands for S or J ( see Acerenza et 
al., 1989 ). 
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4.13.2 ) Deviations from the assumptions of eqs ( 4.3 ) and ( 4.4 ). 
Eqs ( A4.3 ) to ( A4.6 ) are derived using the assumptions 
introduced in eqs ( 4.3 ) and ( 4.4 ). If these assumptions are not 
fulfiled , the left hand members of eqs ( A4.3 ) to ( A4.6 ) are not 
equal to zero. It may be shown that, when the CCO is applied with 
small changes ( of 1 ), those left hand members are not equal to 
zero but approximatly equal to a deviation term ( D ) given by eqs ( 
A4.7 ) to ( A4.10 ) respectively. 
S 	S r 
Ds 	
Sr 	 (A4.7) = 
ct- i 
(J/ct) - Jr 
	
D 	
_________________ 	 A4.8 = 	
Jr 
ct - I 
S ( (Xt,= t ) - Sr ( t 
Sr ( t 
D 5 ( t) = 	 (A4.9 
ct- i 
Jot: ( act oc = t )/ Of ) - 	Jr 	t ) 
D t 
Jr ( t) (A4.i0) 
( 	) = 
ct-I 
It is important to note that, these D values are the better 
approximations to the left hand members of eqs ( A4.3 ) to ( A4.6 
the closer ct tends to 1 
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The deviations given in eqs ( A4.7 ) to ( A4.10 ) are those 
plotted against 01 in a PPS-plot ( see section ( 4.10 ) ). The only 
difference is that. in the PPS-plot, we use the mean between positive 
and negative 0( - 1 values to compensate ( partially ) the error 
introduced by the use of relatively large changes. It is immediate to 
show that all D values are zero when the assumptions eqs ( 4.3 ) and 
( 4.4 ) apply. 
Chapter 5 
A minimal oscillator with 
negative feedback 
5.1) Introduction 
The existence of feedback loops is a common feature of 
metabolic networks. The mechanism by which an 'end product' of a 
pathway inhibits an enzyme upstream is called a negative feedback. In 
this case. the accumulation of the 'end product' tends to diminish the 
flux that produces it. As a consequence this type of mechanism makes 
the metabolite concentrations and fluxes within the pathway less 
sensitive to external perturbations. The same interactions that tend to 
maintain the steady state values of the variables at certain 
physiological levels, introduce simultaneously the possibility of 
existence of unstable steady states. The stability of some models 
including negative feedback loops has been studied ( Hunding, 1974: 
Rapp. 1975a and b ). The usual assumptions made in these models were 
that the first enzyme was cooperatively inhibited by the end product 
and that the other enzymes were operationg with first order kinetics. 
Under these assumptions it was shown that the smaller the number of 
first order reactions in the linear chain the grater the cooperativity 
required to obtain oscillations. Moreover. cooperativity was a necessary 
condition for oscillations ( Viniegra-Gonzalez and Martinez. 1969 ). 
Mizraji and co-workers have studied the stability of negative feedback 
loops using discrete and distributed time delays ( Mizraji et al.. 1988 ). 
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They have shown that the fact that oscillations could only arrise in 
the presence of cooperativity was a sequel of the linear kinetics 
hypothesis. 
Here. I show that the model in scheme ( 5.1 ) may exhibit 
sustained oscillations even when the first enzyme is non-cooperative. 
This simple metabolic oscillator with negative feedback is also used to 
analyse the control properties of the period of oscillation. 
5.2 ) The oscillator 
We consider a metabolic model, whose structure is represented in 
scheme ( 5.1 ) ( Acerenza. 1990 ). 
I 
- ) > S1 > S2 > S3 > X4  
V0 V1 V9 V3 
Si ( i = 1, 2, 3 ) are variable metabolite concentrations while X. and 
X4 are maintained constant. The first step is catalized by a MWC 
allosteric enzyme. Its activity is modulated by a negative effector, S3, 
whose concentration is internally adjusted by the system. For the sake 
of simplicity we also assume exclusive binding and non-cooperativity. 
The rate equation for the first step is given by: 
V0 	= 	k0 E0 	
/ K0 + L (1 + S3 / K1 
	 ( 5.2 
where k0 , K0 , L and K1 are constants and E0 is the enzyme 
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concentration. The other steps in scheme ( 5.1 ) are catalyzed by 
irreversible Michael is- Menten enzymes, their rate laws being: 
S. 
V 	= 	k.E. 	
j 	 (j=1.2,3) 	(5.3) 
J 	K ) + Si 
where kj and Kj are constants and Ej are the enzyme concentrations. 
The behaviour in time of the metabolite concentrations is described by 
the system of three differential equations: 
d S-_ 	
= 	j-1 	- 	
v 
	 ( j = 1, 2, 3 ) 	( 5.4 
d  
where the rates V1 are given in eqs( 5.2 ) and ( 5.3 ). Due to the 
non-linearities appearing in these equations the time courses of the 
metabolite concentrations must be obtained by numerical simulation. 
However, the steady state metabolite concentrations may be 
algebraically solved in terms of the parame ter values ( see Appendix 
5.5 ). 
The stability of the steady state is studied using the Hurwitz Criterion 
see e.g. Stucki. 1978 ), the condition of unstable steady state being: 
d1+ d9 + d3 ) ( d1 ci', + dl d3 + d9 d3 	
( 5.5 
- dl d2 ( d3 - d 0 ) < 0 
where 
/ r V0 
\ c S3 
-k0 E0 (X0 /K0 ) ( L /K1 ) 






/ 	V . \ 
d. = J 
- 	J ss 
= k J E J K J 
Kj + Si )2 
(j=1,2,3) 	(5.7) 
In the particular case where k1 E1 = k9 E2 = k3 E3 and K1 = K2 = K3 
the steady state concentrations are equal and d1 = d2 = d3 S dh. 
Therefore inequality ( 5.5 ) reduces to: 
8 dh < -d 0 	 (5.8) 
If we use parameter values for which condition ( 5.5 ) is fulfilled, the 
metabolite concentrations exhibit sustained oscillations in time. 
Stability analysis of the homologous models to the one represented in 
scheme ( 5.1 ) with two or three steps, i.e. one or two 
Michaelis- Menten enzymes. do not show unstable steady states. 
Consequently, the model described above constitutes a minimal 
oscillator with negative feedback. 
5.3) The control of period 
The period of oscillation depends on the values at which all the 
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parameters are fixed at the initial time. In what follows we will be 
interested in a particular group of parameters, namely the enzyme 
concentrations. 
In the previous chapter we analyse the consequences that a 
simultaneous change in all the enzyme concentrations by the same 
factor a ( Co-ordinate Control Operation. CCO ) has on the values of 
different metabolic variables. There, we assumed that the steady state 
approximation and the proportionality between rate and enzyme 
concentration were valid for each enzyme mechanism. Under these 
assumptions some relationships were derived. In particular, we showed 
( section 4.6.1 ) that in an oscillating system the period of oscillation 
before ( T ) and after ( T ) the CCO is applied fulfil the following 
relationship: 
	
T = 	 (5.9) 
ot 
An immediate consequence of eq( 5.9 ) is the summation relationship 
for the period control coefficients 
C i 	= 	-1 	 (5.10) 
where 
T 	- ___ 	T 	 (5.11) 
CE. - 	T ciE1 
are the control coefficients of the period with respect to the enzyme 
concentrations. The model given in section ( 5.2 ) satisfies the 
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assumptions made to derive eqs( 5.9 ) and ( 5.10 ). and therefore these 
equations apply to that model. According to eq( 5.9 ) if all the enzyme 
concentrations are increased by a factor a. the period decreases by the 
same factor ( see Fig( 5.1 ) ). This is an intuitive result. because when 
all the enzymes are increased by a factor a the evolution of the 
system is oc times faster and hence the period is a times smaller. By 
analogy one may be mislead to conclude that the increase in anyone 
enzyme concentration will decrease the period. However. eqs( 5.9 ) and 
5.10 ) do not describe what is the effect that an increase in one 
enzyme has on the period when all the other enzyme concentrations 
are not altered. This was studied by numerical simulation of eq( 5.4 ). 
The parameter values used satisfy eq( 5.5 ). In Fig( 5.2 ) we show one 
example of the results obtained for the period of oscillation as a 
function of the enzyme concentrations. For all the numerical situations 
studied. an increase in E1 and E2 decreases the period while an 
increase In E0 and E3 increases the period. As a consequence. C and 
are negative while C o  and C 3 
are positive. The sum of the 
negative coefficients must be. 	in absolute 	terms. 	greater than the 
sum of positive coefficients in such a way that the sum of the four 
coefficients is equal to -1 ( see eq( 5.10 	) 	 ). 
5.4) Discussion 
The stability analysis of models with one or two variable 
metabolite concentrations. where the last metabolite is a negative 
effector of the first enzyme. does not show unstable steady states ( 
this analysis is not shown ). The model described in section ( 5.2 ) is 
therefore the shortest of this type to exhibit sustained oscillations 
and constitutes a minimal oscillator. It must be pointed out, however. 
that a model with only two variable metabolite concentrations may 
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show sustained oscillations if a positive feedback is present ( see e.g. 
Heinrich et al., 1977 .). 
When all enzyme concentrations are increased by the same factor 
CCO ) the period of oscillation decreases by that factor. This general 
result, that applies to the model analysed in this chapter, can be easily 
understood in terms of a change in the time scale of the time course 
of the metabolite concentrations ( see sections 4.5 and 4.6.1 ). It is 
however less easy to understand why the period control coefficients of 
the first and last enzymes in the model ( 5.1 ) are positive while the 
ones corresponding to the second and third enzymes are negative. The 
transition time t introduced in eq( 1.30 ) can be calculated using the 
unstable steady state values of the metabolite concentrations and 
fluxes which, in turn, can be calculated with the equations given in 
Appendix ( 5.5 ). The signs of the transition time control coefficients 
with respect to the four enzymes in the model are equal to the 
corresponding ones of the period control coefficients described in 
section ( 5.4 ). This result suggests that the effect that an enzyme 
concentration has on the period, strongly depends on how the 
transition time is affected by that enzyme concentration change. 
Many hormones ( e.g. growth hormone ) must be delivered in a 
periodic manner to exert their physiological effect. Similarly, in the 
slime mold Dictyostelium discoideum periodic pulses of cyclic AMP 
control aggregation and differentiation after starvation. In these cases 
periodic signaling represents an optimal mode of intercellular 
communication that allows for maximum responsiveness where 
constant stimuli bring desensitization ( Martiel and Goldbeter, 1987 ). 
There is not enough experimental evidence, however, to decide whether 
metabolic oscillations ( e.g. glycolitic oscillations ) are physiologically 
or pathologically relevant. 
SS 







V2 	= ss 




5.5 ) Appendix: The steady state metabolite concentrations. 
The steady state concentrations ( SS. S' 
S  and SS  ) are derived 
solving the non-linear algebraic system of equations obtained by seting 
eqs( 5.4 ) equal to zero. The result is: 
ss 
S3 = K3 ( YZ + ( ( Y-Z )2 + 4 y )1/2 ) / 2 
where 
Y 	
K1X0V0 	and = 
K3 L 1( V3 
ss 
S 2 = 
where 
V3 = - 






K3 + sr 
A sufficient condition for the existence of the steady state is: 
V1 ;-' V9 2 V3 
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Fig( 5.1 ) Effect of the CCO on the period of oscillation. 
The model used is shown in scheme ( 5.1 ). The system of 
equations ( 5.4 ) was solved with X0 = 5, K0 0.02, K1 = 0.2, L=10,  K=5. 
The reference values ( dashed curve ) of the maximum rates are 
V0 = 50 and V1 = 5. After the CCC is applied ( continuous line ) we use 
V0 = 100 and V = 10 ( i.e. a = 2 ). One may see from the graphs that 
doubling all the maximum rates decreases the period T to half its 
reference value, T = T / a. Numerical simulations were carried out 
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Fig( 5.2 ) Log( period of oscillation ) 	vs Vmax. 
The values of the parameters used appear in the legend to Fig( 
5.1 ). The curves labelled V0 . V1. V', and V3 correspond to independent 
changes in 	these 	maximum 	rates. 	while 	the 	one labelled 	V193 
corresponds to an equal and simultaneous change in V1. V2 and V3. 
Chapter 6 
Final Remarks 
This final chapter is a summary of some aspects of metabolic 
behaviour and control which I think would require further 
investigation. 
1 ) In this thesis we were mainly concerned with the control of 
time-dependent metabolic processes by parameters which are 
proportional to the rates. The attempt in chapter 3 to extend this 
treatment to any parameter. irrespective of their functional relationship 
to the rates. was only successful in a particular case. The question 
still remains whether there is a general and useful description of the 
control of time-dependent metabolic systems in terms of 
parameter-unspecified control coefficients. 
2 ) Most of the definitions and relationships of MCA apply only 
to infinitesimal changes. It is. of course. possible to design 
experiments where the response of metabolic variables to small 
changes in the parameters is obtained. The outcome of these 
experiments may be analysed using MCA. It is. however, a standard 
procedure today to change the dose of a certain gene by genetic 
manipulation. The result of adding an extra copy of the gene will 
usually have the effect of doubling the corresponding enzyme 
concentration ( or if multi-copy vectors are used the increase is by a 
larger factor ). This type of modulation can not be considered a small 
change, and we still do not have a framework to analyse what effect 
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on the variables is to be expected. On the other hand, there are 
physiological situations. such as the release of a hormone. where the 
concentrations. in the target cells, increase by a large factor. These 
changes of what could be considered an external effector are also not 
amenable to the analysis of small changes. In chapter 4 we studied 
the effect of simultaneous changes in all the enzyme concentrations by 
the same. not necesarilly small, factor. The effects caused by large 
changes in individual parameters. however, remains to be investigated. 
3 ) Enzyme concentrations are usually considered as parameters. 
This assumption is valid when e.g. we measure the response of 
extracted or reconstituted systems under conditions where enzyme 
denaturation is negligible. In living organisms we know that enzyme 
concentrations may be considered constant during periods of time in 
which the rates of synthesis and degradation do not change. 
Enivronmental changes, however. may trigger enzymatic 
induction-repression mechanisms. In addition. in time scales 
corresponding to developmental processes the enzyme concentrations 
are internally modified by the system and must be considered as 
variables. Further study is needed to deal with this type of situations. 
4 ) The present thesis was concerned with systems that are 
homogeneous in space. Some aspects of the control of temporal 
patterns ( i.e. metabolic oscillations ) were studied. The control 
analysis of spatial patterns, relevant to the phenomenon of 
morphogenesis, is still to be developed. 
5 ) Metabolic systems are constituted of a large number of 
elements which appear to be operating in a coordinated way. It has 
been suggested that some kind of hierarchical metabolic structure 
could be present such as . for example. a time hierarchy ( Reich and 
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Sel'kov. 1975 ) or a 'reaction level' hierarchy ( Westerhoff et al.. 1990 ). 
Further studies are needed to give light into these matters. 
6 ) The understanding of metabolic processes together with the 
development of new methods and techniques will have a future impact 
on many branches of applied science and biotechnology. It is of 
biotechnological interest to increase the fluxes to some desired 
products such as the fluxes to antibiotics in micro-organisms. 
Techniques are available to add additional copies of cloned genes 
which will result in a large increase in the corresponding enzyme 
concentration. What enzyme or enzymes have to be up-modulated in 
order to achieve the desired increase in flux is a problem that requires 
further investigation. Many drugs are known where the pharmacological 
effect starts by the inhibition of a specific enzyme. The final effect, 
however, depends not only on the efficiency of the drug to inhibit the 
protein but also on the effect that the inactivation of the protein has 
on the metabolic state. Thus, a deeper understanding of quantitative 
aspects of metabolism may be an essential guide in the design of 
medical strategies. 
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Metabolic Control Analysis is extended to time dependent systems. It is assumed 
that the time derivative of the metabolite concentrations can be written as a linear 
combination of rate laws, each one of first order with respect to the corresponding 
enzyme concentration. The definitions of the control and elasticity coefficients are 
extended, and a new type of coefficient ("time coefficient", "T") is defined. First, 
we prove that simultaneous changes in all enzyme concentrations by the same 
arbitrary factor, is equivalent to a change in the time scale. When infinitesimal 
changes are considered, these arguments lead to the derivation of general summation 
theorems that link control and time coefficients. The comparison of two systems 
with identical rates, that only differ in one metabolite concentration, leads to a 
method for the construction of general connectivity theorems, that relate control 
and elasticity coefficients. A mathematical proof in matrix form, of the summation 
and connectivity relationships, for time dependent systems is given. Those relation-
ships allow one to express the control coefficients in terms of the elasticity and time 
coefficients for the case of unbranched pathway. 
1. Introduction 
Metabolic Control Analysis, as developed by Kacser & Burns (1973) and Heinrich 
& Rapoport (1974), is concerned with the effect of changes in enzyme concentration 
or activity on the steady state metabolite concentrations and fluxes of metabolic 
systems (metabolic variables). The basic relationships are the summation and con-
nectivity theorems. They allow one to express the behaviour of the system variables 
in terms of the kinetic properties of the isolated enzymatic reactions that build up 
the metabolic network. The theory was subject to later developments, and theorems 
were obtained for branched pathways, substrate cycles and moiety conserved cycles 
(Kacser, 1983; Westerhoff & Chen, 1984; Fell & Sauro, 1985; Hofmeyr et al., 1986; 
Sorribas & Bartrons, 1986). A matrix method was derived (Fell & Sauro, 1985; 
Sauro et al., 1987) that allows the determination of the flux and concentration control 
coefficients of enzymes from their kinetic properties represented by the elasticity 
coefficients. All these developments were applicable to metabolic systems with 
asymptotically stable steady states (Wyman, 1975; Nicols & Prigogine, 1977). For 
recent reviews in this area see Kacser & Porteous (1987) and Kacser (1987). 
Many biological systems exhibit a quasi-steady state behaviour during consider-
able intervals of time, for which the above treatment is a good approximation. On 
tPart of this study was presented in a condensed version at the Biothermokinetics Workshop of the 
International Study Group for Biothermokinetics, Aberystwyth, Wales, 26-28 July 1988. 
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the other hand, fluctuations of the environment, both temporary and permanent, 
will affect the internal composition, giving rise to transient changes in the values 
of the variables. Furthermore, as is well known, the widely distributed allosteric 
mechanisms in metabolism are potential generators of temporal and spatial patterns 
(Goodwin, 1965; Hunding, 1974; Rapp, 1979; Boiteux et al., 1980; Mizraji et al., 
1988). Even a simple model with two positive feedback loops (Decroly & Golbeter, 
1982) can generate a wide range of different behaviours, such as birhythmicity, 
oscillations and chaos (Procaccia, 1988). Although abundant theoretical and experi-
mental evidence is available concerning unstable steady states and transients, meta-
bolic control analysis for these situations has not been developed. A few contributions 
in this field have been made (Higgins et al., 1973; Kohn et al., 1979; Kohn & Chiang, 
1982), but no complete theoretical treatment is available. 
The main goal of this paper is to extend Metabolic Control Analysis to systems 
whose variables are functions of time. First, in Section 2, we give a description of 
the metabolic system. In Section 3 we study the consequences of changing the 
concentrations of all enzymes by the same factor. In Section 4 we extend the 
definitions of control and elasticity coefficients to time dependent systems. A new 
type of coefficients ("time coefficient") is introduced. Next, summation relationships 
between the control coefficients are derived. In Section 6, we compare two situations 
where all the rates are identical, differing only in the concentration of one metabolite. 
The conclusions obtained are used in Section 7 to show how to construct connectivity 
relationships. A mathematical proof for the summation and connectivity relation-
ships are given in Section 8. In Section 9, we illustrate, by an example, how the 
control coefficients can be expressed in terms of the elasticity coefficients. 
In this paper we lay the conceptual and mathematical foundations for the control 
treatment of metabolic systems that exhibit time-dependent phenomena of biological 
relevance. While the usual approach to such questions involves the simulation of 
particular systems with assumed parameters (which are rarely known in vivo), our 
treatment enables us to make some general statements which are independent of 
detailed mechanistic considerations. 
2. The System 
We consider a metabolic system (S°) whose dynamics is described by a system 
of differential equations: 
ds 
—=Nv 	 (1) 
dt 
where s is the column vector of concentrations of metabolites S i , t the independent 
variable time, v the column vector of the rates v, and N the stoichiometry matrix. 
The element nij  of this matrix is the stoichiometry coefficient of the metabolite S i 
in the reaction j, and is positive, negative or zero if S i is product, substrate or is 
not transformed in the reaction respectively. In v we assume that each individual 
rate law is of the form: 
v = E,f(s, k1 ). 	 (2) 
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Here E is the total enzyme concentration of step j, and the function f depends on 
the concentrations of some intermediates of the pathway and of the parameters k. 
f is independent of enzyme concentrations and time. k3 includes kinetic constants, 
external effectors or other parameters related to the step j. We also assume that the 
stoichiometry matrix is constant. 
The solution of eqn (1) is 
	
s=s(k,s0 , t0 , 	0 (3) 
(s0 , t0) is the vector of initial conditions of metabolite concentrations and time, and 
k is the vector of parameters of the system. Without loss of generality we assume 
to = 0. Combining eqns (2) and (3) we obtain the flux for each step, J,, as a function 
of time: 
Jj = Ef[s(k, So,  0, 	t), k]. 	 (4) 
We use the symbol v in eqn (2) and J in eqn (4). Although both quantities have 
the same value when evaluated in the system, in Vj we consider the metabolite 
concentrations as parameters (isolated reaction), while in J they are affected by 
change of enzyme concentrations and all the other parameters. A further distinction 
will be made in Section 4. 
3. The Time Scale 
We compare the system described previously (9) with another metabolic system 
(.90). The only difference between them is that all the enzyme concentrations of 
.9°c ( E) are obtained by multiplying those of .9° by the same arbitrary (not necessarily 
small) constant a. 
E=aE. 	 (5) 




—=Nv, 	 (6) 
Sa and v, are the vectors of metabolite concentrations and rates respectively. Even 
though ta is measured by the same time scale as t, it is useful to mark the time in 
the system Y. by a different symbol. The solution of eqn (6) can be written with 
the same notation of eqn (3) as follows: 
s=s,(k,,,s0 ,0,t) 	 (7) 
where we take the same initial condition as in 9 (s 0 , to = 0). 
From eqns (2) and (5) we immediately obtain: Va = av. Substituting this relation 
into eqn (6), the equation takes the form: 
dsa 
=Nv 	 (8) 
d( at,,) 
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where ate, is a new time scale (for a similar concept see Selwyn, 1965). The right 
members of eqns (1) and (8) are identical. Then, the only effect of changing all 
enzyme concentrations by a factor a, is to affect the time scale, without qualitative 
modification of the dynamics of the metabolic system. Taking into account these 
considerations we can write the solution Sa  in terms of the solution s given by eqns 
(7) and (3), respectively. 
Sa =S(k, so , 0, at,). 	 (9) 
Finally, comparing eqns (3) and (9) we obtain the relation between ta and t so that 
the solutions of eqns (1) and (6) have the same value. That is if 




sa(h/a)=s(t). 	 (11) 
In other words, if for a time t, the system 5" has a particular set of values of 
metabolite concentrations, then the system 9'a  exhibit the same values of concentra-
tions at the time I/a. This statement is true for any point of the temporal evolution 
of the system. 
The flux through reaction j for 9. is 
= j. 5[Sa(ka, S0, 0, t x ), ky ]. 	 (12) 
Combining eqns (5), (10), (11) and (12) we obtain: 
J(t/a)=aJ3 (t). 	 (13) 
Equation (13) tell us that, if for any time t, the fluxes in 5" present certain values, 
then Y. has values of fluxes that are a times those of 97  at a time I/a (where all 
metabolite concentrations have the same values as in 5"). 




Then, as is stated by eqn (11), to obtain the same values of metabolite concentrations 
in both systems we have to look in 9. at a smaller (greater) time t/a. But, at that 
smaller (greater) time, as 9.. evolves a times faster (slower), the fluxes are a times 
greater (smaller) than in the reference system S', as appears in eqn (13). 
If 9 and 9. are at a stable steady state, the variables (metabolite concentrations, 
fluxes, etc.) have constant values in time. In this case eqns (11) and (13) can be 
written as sa = s and J. = aJ respectively. In other words, in a stable steady state 
situation, for any time, both systems have the same values of metabolite concentra-
tions, and all the fluxes in Y. are a times the corresponding ones in SP.  
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These results are related to the conclusions derived from the Summation relation-
ships (Section 5). 
4. Control, Elasticity and Time Coefficients 
In the last section we considered the consequences of a simultaneous change in 
all enzyme concentrations by a factor a. This factor can be, in principle, any real 
number and the enzyme concentrations in both metabolic situations (S° and S") 
an differ by a large finite amount. From now on, however, we are going to deal 
with infinitesimal differences in enzyme concentrations, as is usual in control analysis. 
The first question we are going to pose is: how does an infinitesimal relative change 
in a particular enzyme concentration (at the initial conditions) affect the value of 
ne variable Y (metabolite concentration or flux) at any time? The quantitative 
answer to this question is given by the value of the control coefficient of the variable, 
it that time, with respect to the enzyme concentration. We define two types of 
control coefficient for time dependent metabolic systems. The "unscaled control 
coefficients" (UC k ) tell us what is the absolute change in the value of the variable 
per relative change in one enzyme concentration. And what we simply call "control 
oefficients" (C k ) account for the relative change in the variable per relative change 
in enzyme concentration. For the variable Y the unsealed control coefficient with 




E,, 	 (15) 
Fhe subscripts outside the parenthesis indicate that while changing Ek , all the other 
mzyme concentrations (E'), parameters in general and time are held constant. The 
ontrol coefficients (scaled) can be obtained from the unsealed control coefficients 
lividing by the variable: 
, E/aY\ 
(16) 
rhese, apart from their time dependence, are the ones used in classical control 
Inalysis at steady state (Burns et aL, 1985). It is important to note that the coefficients 
Jefined by eqns (15) and (16) depend on the properties of the whole metabolic 
ystem. 
Next, we introduce another type of coefficient: the elasticity coefficients. These 
ell us what the relative change of a local (isolated) rate is, given by eqn (2), when 
he concentration of one of the metabolites which explicitly appears in that rate 
quation changes by an infinitesimal amount, holding all the other variables constant. 
[n this case we define unsealed and scaled elasticity coefficients with respect to the 
netabolite concentration. The "unsealed elasticity coefficients" are defined in mathe-
natical terms as follows: 
(17) 
Vk 3S 
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The scaled elasticity coefficients, which we simply call "elasticity coefficients" a 
obtained from the unscaled ones by multiplying by the corresponding metaboli 
concentration: 
Si 	
Vk ( 8Si)Sj_  
These, apart from their time dependence, will be recognized as identical to ti 
elasticity coefficients used in steady state analysis. From eqns (17) and (18) it 
clear that the elasticity coefficients can be defined only if the rates are non-zer 
The mathematical function that gives the elasticity coefficients in terms of ti 
metabolite concentrations can be obtained by making the partial derivative of 
[given by eqn (2)] with respect to Si and then scaling with the appropriate facti. 
The elasticity coefficients are defined for isolated rates, and in that sense th 
represent local variations in the metabolic system. However, the actual values 
the elasticity coefficients depend on the values of the metabolite concentrations th 
are functions of time. Through these concentrations, the elasticity coefficients a 
affected by the properties of the whole system. 
The definitions of control and elasticity coefficients given in eqns (16) and (1 
respectively, constitute an extension of the steady state coefficients (Burns et 
1985). In general, the time-dependent control and elasticity coefficients have differe 
values for different times; but if the metabolic system is one that approaches a stab 
steady state, then in the limit, they are identical to the coefficients defined for stea' 
state. 
Finally, we define a new type of coefficient: the "time coefficients". They tell 
how a relative infinitesimal change in the time of observation of the metabol 
system affects the value of the variable (metabolite concentration or flux) und 
consideration, when all the parameters (enzyme concentrations, etc.) are he 
constant. As before, we define unscaled and scaled time coefficients with respect 
the variable. Their mathematical definition is given, respectively, by: 
= 




These coefficients are directly related to the time evolution properties of the variab] 
It is clear from eqns (19) and (20) that if the system is in a stable steady state, wh 
all the variables have constant values, their time coefficients are zero. This is t] 
reason why they do not appear explicitly in control analysis of steady state systen 
It has to be pointed out that if we do not choose the initial time equal to zero (s 
Section 2), the definitions given in eqns (19) and (20) have to be modified, substitutii 
the factor t by (t - to). 
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We have introduced the unscaled coefficients, which are not used in steady state 
ialysis. These are required when the connectivity relationships are considered. 
irthermore, unscaled control and time coefficients, can be used when, in the time 
'olution of the system, the variable at a particular time is zero. 
5. Summation Relationships 
Here, using some results of Section 3, we derive summation relationships for 
me-dependent metabolic systems. We symbolize by Y any variable of the system 
This variable depends, in general, on the parameters, initial conditions and time. 
i this section we consider Y as a function of all enzyme concentrations and time 
Y=Y(E 1  ..... E,t). 	 (21) 
le compare the system S° with another metabolic system 9°. They differ in the 
flues of all enzymes concentrations by infinitesimal amounts. The relative difference 
rtween the enzyme concentrations is a constant 0 (the same for all enzymes). That 
Ek,pEk+dEk 	(k=1,.. .,n) 	 (22) 
here 
dEk=/3Ek 	(k=1,.. .,n). 	 (23) 
i comparing the systems 97 and 9 we will take a different time in each one, t and 
respectively, their inverse being different by an infinitesimal amount d(1/ t). 
1/t=1/t+d(1/t). 	 (24) 
/e choose the relative differences between the inverses of the times of observation, 
and t, for each time, such that they are a constant equal to 6: d(1/t)=/3(1/t). 
aking into account that d(1/t) = —(dt)/t 2 , this leads to: 
dt=—/3t. 	 (25) 
rom eqns (22) and (23) it follows that Ek,3 =(1+)3)Ek. Similarly, from eqns (24) 
rid (25) we obtain t,9 = 1/(1 + 0). Then eqns (23) and (25) are equivalent conditions 
eqns (5) and (10), respectively, when infinitesimal differences are considered 
Nith a = 1 +/3). From eqn (11), we know that any metabolite concentration S i has 
ie same value in S° and 9',. Similarly if we consider eqn (13), all the fluxes J differ 
i the same relative amount /3. Then if eqns (23) and (25) are fulfilled, the differences 
etween the metabolite concentrations dS,, and the differences between fluxes dJ,, 
dS=O 	 (26) 
dJ=/3J. 	 (27) 
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The infinitesimal difference in any variable Y [see eqn (21)], between .9' and 
is given in terms of the differences in enzyme concentrations and time by 
following equation: 
dY= - dEk+ - dt. 
kdEk 	at 




\k 	3Ek 	at 
In the right member of eqn (29) appear the unsealed control and time coefficiei 
defined by eqns (15) and (19), respectively, and therefore eqn (29) can be writt 
as follows: 
dY=P(C_T 1') . 
This equation can be written in terms of the scaled control and time coefficiei 




If Y is the metabolite concentration S i , we combine eqn (26) with eqns (30) 
(31), and as p is a non-zero constant, we obtain: 
Ucg = U7S. 
and 
C = T5' 
We call eqn (32) the "unscaled summation relationship" for metabolite concentrati 
coefficients. The "summation relationship" (scaled), obtained from the unscali 
one, dividing by the metabolite concentration, appears in eqn (33). 
Now we consider the case when Y is the flux through reaction j, J,. Combinii 
eqn (27) with eqns (30) and (31) we obtain, respectively, 





Equations (34) and (35) are the unscaled and scaled summation relationships f 
flux coefficients. 
All the summation relationships, obtained in this section, are independent of tl 
value of the infinitesimal constant P. They are links between the control and tin 
coefficients, and impose constraints on the values these coefficients can attain. 
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If 5P  and .9°, represent stable steady state situations, as the metabolite concentra-
ns and fluxes are constant in time, all the time coefficients are zero. In this case 
ins (33) and (35) take the form of the well known summation theorems of steady 
ate control analysis (Kacser & Burns, 1973, 1979; Heinrich & Rapoport, 1974). 
6. The Invariance of Rates 
In this section, we compare the original system 9°, with another metabolic system 
. They differ in the concentration of one metabolite Si , and in the values of some 
arameters and time. S i appears explicitly in some of the rate laws Vk (k = 1,..., 1 l 
) introduced in eqn (2). We assume that for a particular time and values of the 
arameters of S° the values of the quantities of 9,,, given below with subscript y, 
e related to those of 9 as follows: 
(36) 
	
Ek,,=Ek+dEk 	(k=1,.. .,l) 	 (37) 
t,,=t+dt. 	 (38) 
are the enzyme concentrations corresponding to rates Vk mentioned above, and 
is time. The other parameters are identical in both systems. 
For a particular infinitesimal value dS, we adjust dEk (k = 1,..., 1), so that the 
ites Vk (k = 1,.. . , 1) of .9°,, are equal to those of 9, and therefore their relative 
ifferences are zero. 
dEk 	(k=1,...,1). 	 (40) 
Vk 	 Ek 
he unscaled elasticity coefficients that appear in these equations were defined in 
n (17). Here the relative difference in the enzyme concentrations is multiplied by 
factor equal to one, because the rates are proportional to total enzyme concentration 
;ee eqn (2)]. Simultaneously, for the values of dEk calculated from eqns (40) we 
an adjust dt introduced in eqn (38), such that the derivative of S i , with respect to 
has the same value in both systems, and the difference dS, is zero. This 
ifference can be given in terms of the differences in enzyme concentrations and 
me as follows: 
(41) 
k=läEk 	at 
hen, for a particular value of dS 1 , if we choose appropriate values of dE k (k = 
1) and dt, all the rates immediately related to S i ( Vk, k = 1, . -, 1 and 5,) are 
ie same in .9° and 9°,,. It has to be noted that, for a given dS,, the values of dEk  
= 1,..., 1) and dt are different for each time. 
To obtain the invariance of rates immediately related to Si , we only adjust the 
ifferences in enzymes concentrations corresponding to those rates, maintaining all 
ie other enzyme concentrations and parameters constant. For this reason, all the 
ther rates in 9' and 9°,, are also the same. In this situation we expect that all the 
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fluxes, metabolite concentrations and their time derivatives are the same in b 
systems, Si being the only variable with different value in both systems. 
The quantitative conclusions obtained above are used in the next section 
construct connectivity relationships for time-dependent metabolic systems. E 
though these conclusions depend on the validity of the considerations made, ti 
consequences (connectivity relationships) are verified by a separate mathemati 
procedure in Section 8. 
7. Connectivity Relationships 
The quantitative conclusions obtained from the comparison of systems .9' and 
described above, are now used to construct relationships that link the control 
elasticity coefficients. Si is the metabolite whose concentration is different in 
systems we are considering, the difference being: 
dS1 = 
k=IaEk 	at 




Using eqns (40) we can eliminate dEk (k = 1,..., 1) from eqns (41-43), obtain 
eqns (44-46), respectively. 
dS1 [ (Eke) urvi] 5'd 
at 
dS, I i+ 	(Ek) urvk] 
dS, IkY_ (Ek 	 =dt 	(j0 i).aEk 	at 
The time derivatives that appear in the right members of eqns (44-46) are link 
by the following equation: 
asi m  (a 1 \aS,, 
at h=I \ash) at 
where the sum is carried over all the metabolite concentrations including S, ti 
appear explicitly in the differential equation corresponding to S, [eqn (1)]. 
Equations (44-47) have to be satisfied simultaneously, so we combine them 
eliminating the time derivatives, obtaining: 
(Ek )u=+ 	 (Ek.)u]. 
aEk 	as1 h1 ash k=I 	aEk 
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.e quantities between curved parenthesis, in the right member of the last equation, 
the unscaled concentration control coefficients. In the left member appear the 
alogous coefficients for S. For a particular set of the values of the parameters, 
n (48) is a function of time only. Then if we interchange the derivatives with 
;pect to time and enzyme, in the metabolite concentration control coefficients of 
we obtain a differential equation in the metabolite concentration control 
efficients. Taking into account these considerations, eqn (48) can be written as 
[lows: 
	
U 	 U 	 UC uvi] 	 (49) 
k=1 	 8S1 h=l aSh k=1 
ere 
a 	Si u0 = -- ("C). 	 (50) 
luation (49) is one connectivity relationship for a time dependent metabolic system. 
relates the metabolite concentration control coefficients and elasticity coefficients. 
i the procedure used, a number of connectivity relationships equal to the number 
metabolite concentrations to the square can be constructed. A mathematical 
rivation of all the connectivity relationships, in a matrix form, is given in 
ction 8. 
If we consider a stable steady state situation, the right members of eqns (45) and 
6) vanish. As dS, is non-zero, the quantities between square brackets in both 
Luations must be zero. After appropriate scaling, and using eqns (16) and (18), 
lflS (45) and (46) for steady state conditions become 
(51) 
Ek Si 
here 3., is the Kronecker 8 [5ii = 1 and 8, = 0 (i Oj)]. These expressions are the 
rnnectivity relationships for steady state concentration control coefficients 
iesterhoff & Chen, 1984). 
8. Summation and Connectivity Relationships (Matrix Equations) 
The definitions of the vectors and matrices used in this section are given in 
able 1. 
(A) PRELIMINARY EQUATIONS 
First, we obtain general equations that are used in the derivation of summation 
d connectivity relationships. The solution of eqn (1) is given in eqn (3), and the 
suiting fluxes in eqn (4). Substituting the solution in both members of eqn (1), 
is equation takes the form: 
s=Nj 	 (52) 
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TABLE 1 
Definitions of vectors and matrices 
Symbol 	 Namet 	 Dimensiont 	Element ijjj 	Equation 
N Stoichiometry (M) s X  n eqn (1) 
s Metabolite concentration (V) s x I Si eqn (3) 
s Time derivative of s (V) s x 1 Si  - 
v Rate (V) v x I Vi eqn (2) 
j Flux (V) v x I ji eqn (4) 
S Metabolite Concentration (M) sxs S 1 =S1 ,S1 =0(i0j) - 
J Flux (M) vxv J,=J1 ,J,=O(i?6 j) - 
äv/äs Metabolite concentration v x s av1 13s eqn (17) 
derivative of v (M) 
e Enzyme concentration (V) v x 1 Ej eqn (2) 
E Enzyme concentration (M) ox v E,, = E., Eij = 0(1  
uC sE Unscaled concentration control s x v eqn (15) 
coefficient (M) 
"Ct Time derivative of "C 	(M) s x v Ej eqn (50) 
"C E Unscaled flux control ox v eqn (15) 
coefficient (M) 
"V Unsealed concentration time s x 1 u Ts, eqn (19) 
coefficient (V) 
"V Time derivative of 'P (V) s x 1 a'T/a: - 
"T 3 Unscaled flux time coefficient (V) v x I u Tji eqn (19) 
Unsealed elasticity coefficient (M) ox s 
Si 
eqn (17) 
1,< , Identity (M) sxs d. 1 = 1, d1 =0(i34j) - 
p. Unity (V) ox 1 . 	= 1 - 
Summation (V) sxl 
Ej 
- 
Time derivative of I (V) s x 1 3 - 
t Name of the vector (V) or matrix (M). 
Dimension of the vector or matrix, where "s" is the number of metabolites and "v" the numbe 
rates. 
11 Element of row "i" and column "j"  of the vector or matrix. 
§ Equation where the element, vector or matrix is introduced or defined. 
where j is the flux vector, and we symbolize by § the partial derivative of the soluti 
with respect to time. The derivative of the flux vector with respect to e (enzy 
concentration vector) is: 
äj av avas 
—=—+— - 
3e ae asae 
Here we assume that the derivative of j with respect to e at fixed s, equals I 
derivative of v with respect to e[(aj/ae)s = av/ae], and the derivative of j with resp 
to s at fixed e, equals the derivative of v with respect to s[(aj/as)e = av/as). This 
true only if the concentrations of metabolites are not linked by conservati 
equations (see also Reder, 1988). We differentiate eqn (52) with respect to e a 
postmultiply both members by E (the enzyme concentration matrix), rememberi 
that the stoichiometry matrix N is constant. In the left member appears the successi 
partial derivatives of s with respect to time (first) and enzyme concentration (secon 
Assuming that the concentrations of metabolites and their derivatives are continuc 
TIME-DEPENDENT METABOLIC SYSTEMS 	 435 
.inctions of time and enzyme concentration, we can change the order of partial 
ifferentiation. After these considerations we obtain: 
UcSN(J+UCS) 	 (54) 
as 
or a particular set of the values of the parameters, eqn (54) is a function of time 
nly. If we assume that the fluxes (elements of J) and their derivatives with respect 
) metabolite concentrations (av/as) are known functions of time, this equation 
,presents a system of linear differential equations in the metabolite concentration 
ontrol coefficients (C). The solution tells us how the control coefficients depend 
n the fluxes, and their derivatives with respect to metabolite concentration (these 
an be seen as totally unscaled elasticity coefficients). Equation (54) can be used, 
yen when one or more rates are zero, at some point of the interval of time considered 
and elasticity coefficients given in eqns (17) and (18) are not defined]. 
Taking the derivative of eqn (52) with respect to time, it is easy to derive the 
civation that relates the vector of time coefficients ("r) with its time derivative (ur): 
	
Ui+NavU.r 	 (55) 
as 
(B) SUMMATION RELATIONSHIPS 
To prove the summation relationships, we begin by post multiplying eqn (54) by 
unit column vector, p, obtaining: 
(56) 
as 
hen we subtract, member by member, eqn (55) from eqn (56), to eliminate . 
ucslL_UtsN(Ucs#L+Ur) 	 (57) 
as 
n this expression the summation vector E, and its time derivative appear (see Table 
). Introducing this notation into eqn (57): 
(N 
 av .. 	 (58) 
as) 
his is a linear homogeneous system of differential equations in X. At the initial 
onditions, the derivatives of the metabolite concentrations with respect to enzyme 
oncentrations are zero, and as an immediate consequence, the unscaled control 
oefficients are zero. As the initial condition for time is zero (see Section 2), the 
nitial time coefficient is also zero. (If t0O, the definition of the time coefficient 
ras to be extended, see Section 4). Then the summation vector at the initial conditions 
s equal to the vector of zeros. The solution of eqn (58) in these conditions is zero 
or all times: 
(59) 
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The last equation can be written in its equivalent notation: 
U S 
Equation (60) is the summation relationship for unscaled metabolite concentrati 
coefficients, written in vector form. It represents a number of scalar equations eqi 
to the number of variable metabolites. The equalities between the components 
these vectors are given in eqn (32). 
Postmultiplying eqn (53) by E (enzyme concentration matrix) we obtain t 
relation between the unscaled flux control coefficient matrix uQj , and concentrati 
control coefficient matrix: 
uc=j+!uc , 
as 
where J is the flux matrix. The time derivative of the flux vector j is given by: 
aj avas 
at as at 
If we multiply both members by the variable time t, we obtain the relation betwe 
the unscaled flux and concentration time coefficient vectors: 
UTJ a' UV 
as 
Finally, we postmultiply eqn (61) by the unity vector tL, and premultiply eqn 
by äv/as. Combining the resulting equations and eqn (63) we obtain: 
UCJj+UTJ 
Equation (64) is the summation relationship for unscaled flux coefficients. The scat 
relationships between the components are given in eqn (34). 
Now we assume that the metabolite concentration matrix S and the flux matr 
J (both diagonal matrices) are invertible, which means that all metabolites al 
fluxes are different from zero. Then, by premultiplying eqn (60) by S' (the inver 
of S) we obtain the summation relationship for metabolite concentration coefficien 
(scaled): 
c=r 
and premultiplying eqn (64) by J (the inverse of J) we obtain the summati 
relationship for flux coefficients (scaled) in matrix form: 
Cp 
The relation between the flux and concentration control coefficients (scaled) 
obtained by premultiplying both members of eqn (61) by J', and premultiplyir 
the concentration control coefficient matrix by SS': 
(.,j - I 
vxv 
_L Vg'S 
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(C) CONNECTIVITY RELATIONSHIPS 
If J is invertible, in eqn (54), we can premultiply 3v/3s by JJ'. Then postmultiply-
ing by the unscaled elasticity coefficient matrix and rearranging the right member, 
we obtain: 
UC:N_(I+UCSUV) 	 (68) 
as 
Equation (68) is the connectivity relationship in matrix form. It represents s 2 number 
of scalar relationships, were s is the number of metabolites. Equation (49) is one 
of these scalar relationships. If we are dealing with an unbranched pathway, the 
number of steps (enzymes) is equal to the number of variable metabolites plus one. 
The number of metabolite control coefficients in this metabolic system is equal to 
the number of steps (s+ 1) times the number of metabolites (s). Then eqns (60) 
and (68) together constitute a system of differential equations that has the same 
number of equations (s ± 2) as unknown metabolite control coefficients. Assuming 
that av/3s, the time coefficients and the elasticity coefficients are known functions 
of time, we can integrate the linear system of differential equations. The solution 
shows us how the metabolite control coefficients (system variations) are related to 
the elasticity coefficients (local variations). Substituting this solution into eqn (61) 
the relation between the flux control coefficients and the elasticity coefficients is 
obtained. If the pathway is not linear (e.g. branched) additonal relationships are 
needed to complete the analysis. 
If the metabolic system is in a stable steady state, the left member of eqn (68) 
equals to a (s x s) matrix of zeros (0). As in this metabolic situation Nay/as (the 
Jacobian matrix) is invertible, the expression between parenthesis in the right 
member of eqn (68) is equal to 0. We assume that the metabolite concentration 
matrix S is invertible (the steady state concentrations of metabolites are all non-zero). 
Subtracting the identity matrix from both members, premultiplying them by S 1 , 
and postmultiplying them by S we obtain: 
c:= —i. 	 (69) 
Equation (69) is the metabolite concentration connectivity relationship in matrix 
form for steady state systems (Westerhoff & Chen, 1984). 
We can conclude by noting eqns (54), (60), (61), (64), (65), (66), (67) and (68) 
as representing the main results of our analysis. They approach the well known 
theorems of steady state control analysis, as the time evolution tends to a stable 
steady state. 
9. Example 
It is instructive to apply the general conclusions to a particular example. This 
will also reveal some of the biological relevance of the foregoing treatment. In what 
Follows we shall point out what pattern of behaviour can be expected without 
commitment to specific mechanisms or to particular values of parameters. 
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We consider a metabolic pathway whose scheme is given in eqn (70). 
E 1 	E, 
(70 
The concentrations of metabolites X 0 and X 1 are held constant, S being the oni 
metabolite whose concentration is free to move. For this scheme, with one variabi 
metabolite concentration and two rates, the stoichiometry matrix is: 
N=[1 —11. 	 (71 
The reactions, catalyzed by enzymes E 1 and E2 respectively, are in general reversibli 
and their rate laws are subject only to the same restrictions as eqn (2). 
For this example, the components of eqn (54) are: 
= , + 8(v





= 	 a( V.  v2) ucs 
2' 
Equations (72) constitute a system of differential equations that can be solved t 
obtain the unscaled concentration control coefficients. If we integrate, taking mt 
account that at the initial condition of time (t=0) the concentration contrc 





dt. UcS_(JJ) 0JI—J2 
In this particular example, the summation and connectivity relationships give] 
by eqns (60) and (68), respectively, take the form: 
Uc s +UCc 	UTS 	 (74 
and 
8(v —v 2 ) 
uUtv + USUgV 
- 	
( 1 + UCS UevI + UCSUeV2) 
35 	
(75 
Equation (74), its time derivative, and eqn (75) are functions of time, and constitut 
a system of equations that can be solved to obtain the unscaled control coefficient 
in terms of the unsealed elasticity coefficients. Integrating the system from tim 
zero, we obtain: 
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It will be noted that eqns (73) and (76) are two forms of the same relationship, but 
the latter exhibits explicitly the concentration control coefficients in terms of the 
(time-dependent) elasticity and time coefficients. 
The control coefficients (scaled) are obtained in terms of the scaled elasticity 
coefficients applying the appropriate transformations to eqns (76). 
C= Ti 
- - dt 
and  
E v t_e(vl_ v2 ) 
S 	S fo, E S es2 
t 
Once the unscaled concentration control coefficients are known, the uñscaled flux 
control coefficients can be obtained using eqn (61): 





Uf2 - av2 urs 
E EI8S 
UC.12J+2 uCs 
The expressions that relate the scaled control coefficients are [see eqn (67)]: 
1 =1+'C5E1 E 
= E tCSEz 
 
C1 = S E l 
-, J_, 
E2 	 S 
= I+ E2C 2 . 
It is worth pointing out that, unlike the steady state solution (see below), we have 
four different (not two) flux control coefficients. This is because, at any time before 
the steady state, the two fluxes J1 and J2 are not necessarily equal to one another 
and, as shown here, respond differently to a particular enzyme variation. This is 
true, not only for the small system considered here [eqn (70)], but for any system 
of any complexity. The immediate biological relevance of this is that, in e.g. 
developing systems, different parts can show differential sensitivities even if at steady 
state no such differences are detectable. 
Equations (76)-(79) show how the sensitivity of the metabolite concentration and 
fluxes to changes in one enzyme concentration are quantitatively affected by the 
kinetic properties of the individual enzymes, included in the elasticity coefficients. 
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It is important to note that the elasticity coefficients appear within the time integral 
This is so because the effect of the local variations (given by the elasticity coefficients 
on the system variations (given by the control coefficients) depend not only on th 
properties of the individual rates, and the topology of the network, but on the exteni 
of time the system has, in fact, evolved. Furthermore, at the initial condition ol 
time, even if the elasticity coefficients are non-zero, the metabolite concentratior 
control coefficients are all zero since the metabolite concentration has not changed 
In these conditions the flux control coefficient (scaled) is one, if the flux considered 
corresponds to the step where the enzyme was changed, and zero if that flux is 
affected only by the movement of the metabolite concentration. 
If the system is one that approaches a stable steady state, the limit of the functions 
given in eqns (77), as time goes to infinity, is: 
(C)5= 	- 
( 2)_ (e") 
and 	 (80) 
(C 2 ) 5 = S (eV 	
—1 
2)(E V I) 
the subscript ss indicating steady state values. Substituting eqns (80) into eqns (79) 
we obtain: 
(E '2 ) 
SS (C)55 = ( C) = (r 5 -) 55 -- (e') 	
(81) 
-( E ' ) 
(C2)55=(C)55= 
(eV2)(VI) 
Equations (80) and (8 1) are the same expressions obtained for the control coefficients 
in terms of the elasticity coefficients, when the scheme (70) is studied using steady 
state control analysis (developed in Kacser, 1983). 
The equations derived in this section, and the general conclusions obtained hold 
whatever function the dependence of the rates on the concentration of S is assumed. 
Let us now restrict our treatment to the case where the rate laws are monotonic 
functions in the concentration of S (decreasing for the first and increasing for the 
second step). With this assumption, the sign of the concentration control coefficients 
can be studied using eqns (73). If the initial value of S is less than the steady 
state value (S), then J1 >0 and J1 > J2 for any time. Considering these inequalities 
together with eqn (73) we conclude that U C SE > 0 for any time. If, in addition, 
S 1 >X1 /K 2 (K 2 is the equilibrium constant of the second step), then J2 >0 and 
uCSE .o for any time. But, if Si ni  J2 changes sign as time goes from zero 
to infinity. Then, in this last situation, for small time UCSE2>  0 and for large time 
"C 2 <0. In the case where S> S55 . "C 2 <O. If, in addition, S,, 1 < K 1 X 0 (K 1 is 
the equilibrium constant of the first step), "C E , >0. But if S,> K 1 X0 , then "C, 
changes sign in the time course, being negative for small time and positive for large 
time. The sum of the concentration control coefficients, given by eqn (74), is positive 
or negative depending on S < S. or Sjflj > S5. respectively. It is obvious that the 
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We conclude that for monotonic rate laws, even though at steady state C> 0 and 
C ' 2  <0 and their sum is equal to zero [see eqns (80)], the corresponding time 
dependent coefficients and their sum can be either positive or negative depending 
on the initial concentration of S and the time. The steady state flux control 
coefficients, given in eqns (81), are each positive and less than one, their sum being 
equal to one. In time dependent situations, it may be shown that each of the four 
flux control coefficients [eqns (79)] and the sum of those corresponding to the same 
flux, can be either positive or negative for different initial conditions and temporal 
points. These conclusions are independent of the enzyme mechanisms provided 
only that we could assume monotonicity. To illustrate one possible pattern of 
behaviour, in Fig. 1, we show a diagram of the change in time of the two flux control 
coefficients (C JEI , and C 2 ) and their sum obtained by simulation of system (70) 
with particular mechanisms, parameters and initial conditions. 
Using the assumptions of monotonicity of the rate laws we studied the signs of 
the time dependent control coefficients, comparing the results with those at steady 
state. Let us now impose additional restrictions to the rate laws, with the aim of 
making predictions about the magnitude of the control coefficients. We assume 
reversible Michaelis- Menten rate laws for both steps of scheme (70). The elasticity 
coefficients can be written as the sum of two terms, one that depends on the 
disequilibrium and the other on the saturation (Westerhoff el al., 1984). In this case 
we consider two extreme situations: (a) the overall reaction (from X 0 to X 1 ) is near 
equilibrium, and (b) both reactions are far from equilibrium and substantially 
0 	2 	4 	6 	8 	10 	12 	14 	16 	18 	20 	22 	24 
Time 
FIG. I. Time evolution of flux control coefficients in system (70). The rate equations for both steps 
were represented by: v = V 1 (X 0 -S/K 1 ) and 02 =  V,(S-X,/K 2 ) V 1 = 10, V,=I, K 1 =1, K, =01, 
X= I000I, X 1 = 100 and at :=0, S0 = SJI00. We show only changes in C (curve A), CJ, (curve 
B), and their sum (curve C). The latter is also equal to I + T. At large values of time they nearly reach 
their steady state values. 
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saturated by the substrate at steady state. In situation (a) the elasticity coefficient 
at steady state are large (Westerhoff, 1984) and, from eqn (80), the concentratioi 
control coefficients are small. At the initial conditions the concentration contrc 
coefficients are zero. Between the initial conditions and the steady state we can fin 
points where the interval of time elapsed from the initial conditions is such that th 
concentration of S can change significantly, but the elasticity coefficients are no 
large and the time coefficient is not small. At these points the concentration contra 
coefficients can have values that are not small as they would be in the initial stage 
and at steady state [see eqn (77)]. Furthermore, when, in addition, unsaturated rat 
laws are considered, it can be shown (Acerenza, Sauro and Kacser, unpublishe 
results) that the sum of the time dependent concentration control coefficients (scaled 
can attain a maximum positive value of one, for cases where Si n i < S or considerabl 
large negative values for cases where S 11 > Sst,. Now we consider the extrem 
situation (b). If both reactions are far from equilibrium and saturated by substrat 
at steady state, the elasticity coefficients (at steady state) are small and the contro 
coefficients are large [eqns (80)]. As was pointed out above, the concentratioi 
control coefficients at the initial condition are zero. Then, in this situation, th 
concentration control coefficients, given by eqns (77), take a wide range of values 
as the system evolves from the initial condition to the steady state. 
10. Discussion 
In the definitions of control, time and elasticity coefficients (Section 4), and ii 
the derivation of summation and connectivity relationships several mathematica 
assumptions were made. The variables and their derivatives were considered to b 
continuous functions of the parameters and time. A large and simultaneous chang 
in all enzyme concentrations by the same factor will not change the qualitativi 
behaviour of the system, the only difference being a constant time scale transforma 
tion (see Section 3). Other changes, however, in some of the parameters couli 
change, for example, a stable steady state, into sustained oscillations, if a bifurcatiol 
point is reached. Due to the discontinuities occurring in these points, bifurcatioT 
behaviour is excluded in our treatment. In eqn (1), the temporal change of th 
metabolite concentrations is written as a linear combination of the kinetic laws o 
individual enzymes. This implies that, even if the concentrations of metabolites an 
changing in time, a quasi-stationary approximation for the different forms unde 
which each enzyme exists, is plausible. If "hysteretic enzymes" (Neet & Ainslie 
1980) are present, however, these can present lags or bursts with relaxation time 
up to minutes, and in general they do not satisfy the last approximation. We als* 
assumed that each enzyme affects only one step ("independence") and that th 
reaction rate is of first order with respect to the total concentration of this enzym 
("additivity") [see eqn (2)]. There is some experimental evidence suggesting tha 
enzymes can act non-independently, and that metabolites can be transferred b 
enzyme-enzyme interaction, but it is not established how frequent this phenomenor 
is in vivo (Srivastava & Bernhard, 1986; Srere, 1987). Enzymes that present associ 
ation-dissociation mechanisms (Frieden, 1967) do not fulfill the additivity requisite 
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and are excluded from our treatment. Metabolic Control Analysis for steady state 
systems that are non-additive and non-independent has been recently developed by 
Kacser, Sauro and Acerenza (unpublished results). Furthermore, the present treat-
ment excludes metabolic structures, such as conserved cycles, where the concentra-
tions of metabolites are linked by conservation equations [see eqn (53)]. All other 
systems that do not violate the mathematical assumptions made are, strictly speaking, 
included in our treatment, while systems which contain some of the above aspects 
may nevertheless be amenable to the present analysis if, quantitatively, the deviations 
are not significant. 
The time response of (parts of) organisms can be an important factor in the 
proper functioning of the organism in its environment. Thus, transition from one 
steady state to another caused by some external stimulus must be under enzymatic 
(and eventually genetic) control. Similarly, certain periodic phenomena (from high 
frequency "songs" to circadian rhythms) are known to be genetically determined 
and must operate through some system of enzyme mediated steps. The distribution 
of control between the different steps of the network is therefore a critical aspect 
of the fitness of the organism. It was shown (and supported by one example, Fig. 
1) that in a system which had only positive steady state flux control coefficients, 
the control of the time course can display high negative coefficients. An enzyme 
(E1 ) which had little control over the steady state flux could be seen to exert a 
mayor (negative) control on the development of the system. The establishment of 
the relationship between the time-dependent control coefficients and the kinetic 
nature of the enzymes is a first step towards understanding the molecular basis of 
these phenomena. 
It is known that in many cases (particularly in microorganisms) whole pathways 
are co-ordinately induced or repressed (see, for example, Stuart et al., 1986). This 
is very close to the summation transformation, where the control exerted by a 
simultaneous and equal change in all the enzyme concentrations of a pathway, by 
the same factor ("co-ordinate control") are considered (see Section 5). It should 
be noted that the coordinate control is directly related to the time scale transformation 
of the time course of the metabolite concentrations (see Section 3). 
The summation and connectivity relationships, as was stated in Sections 8 and 
9, can be used to write the control coefficients in terms of the time and elasticity 
coefficients, when linear pathways are considered. These equations are not as simple 
as for steady state situations, because the elasticity coefficients appear inside the 
time integral [see eqns (74)-(77)]. In spite of this fact, the analysis of these 
relationships gives insight on the way the main features of the kinetics of each 
metabolic reaction can affect the control coefficients, even if a complete knowledge 
of the rate laws is not available (see Section 9). This is one important achievement 
of Metabolic Control Analysis. Unlike traditional approaches to the problems of 
"control" which either are concerned with detailed mechanistic arguments or make 
use of in vitro values of parameters for simulations of putative in vivo models, 
Metabolic Control Analysis draws its principal conclusions without such specific 
assumptions. 
The theory developed in the present paper is an extension of traditional Metabolic 
Control Analysis to time dependent systems. Each of the relationships derived has 
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its counterpart in the known steady state theory. But even if many of the basic idea 
here are not new, they are enlarged from the static vision of the stable steady stat 
to a wider domain that includes time evolution, oscillations and chaos. 
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Enzyme-enzyme interactions and control analysis 
1. The case of non-additivity: monomer-oligomer associations 
Henrik KACSER, Herbert M SAURO and Luis ACERENZA 
Department of Genetics, University of Edinburgh, Scotland 
(Received April 13/August 9, 1989) - EJB 890469 
Two usual assumptions of the treatment of metabolism are: (a) the rates of isolated enzyme reactions are 
additive, i.e. that rate is proportional to enzyme concentration; (b) in a system, the rates of individual enzyme 
reactions are not influenced by interactions with other enzymes, i.e. that they are acting independently, except by 
being coupled through shared metabolites. On this basis, control analysis has established theorems and experimen-
tal methods for studying the distribution of control. These assumptions are not universally true and it is shown 
that the theorems can be modified to take account of such deviations. This is achieved by defining additional 
elasticity coefficients, designated by the symbol ir, which quantify the effects of homologous and heterologous 
enzyme interactions. Here we show that for the case of non-proportionality of rate with enzyme concentration, 
(7r & 1), the summation theorems are given by 
C17r=1 and 	0/7r=0. 
The example of monomer-oligomer equilibria is used to illustrate non-additive behaviour and experimental 
methods for their study are suggested. 
In the classical study of the control of metabolism, two 
fundamental assumptions are usually made regarding the 
properties of the enzymes which constitute metabolic systems. 
The first is that the reaction rate of an isolated enzyme is first 
order with respect to enzyme concentration and the second 
assumption is that all enzymes are independently acting cata-
ysts. 
The first assumption, that of additivity, (i.e. rate cc .E) is 
based on the observations of the kinetics of a wide range of 
xtracted enzymes. However, there are a number of instances 
where additivity may not apply [1]. For example, if an enzyme 
rnonomer-oligomer equilibrium exists and if the overall 
specific activity of the mix of monomer and homologous 
Dligomer varies with the proportions of the two forms, then 
leviations from additivity will occur. Similar deviations could 
ccur if the total concentration of a particular enzyme is 
Dartitioned between the free enzyme and enzyme bound to a 
atalyticalIy inert substratum, such as a membrane or 
ytoskeleton, present in constant amount. If the bound en-
yme has different kinetics from the free enzyme, then non-
idditivity would be observed. Similar arguments apply to 
mzymes operating in cascades. 
The second assumption, that of independence, is usually 
represented by each enzyme catalysing one step without the 
nzyme associating with any other. Such associations between 
;ome enzymes, however, are known to take place. Neverthe-
ess, there would be no functional consequences of such associ-
stion if the catalytic activities of the enzymes in the 
ieterologous complex were the same as those of the free 
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enzymes. In the analysis, they would still be treated as inde-
pendent catalysts, having a total concentration equal to free 
plus complex. If, however, the interaction by association of 
two enzymes affects the kinetic parameters of one or both of 
the constituent enzymes, the independence assumption is no 
longer valid. 
Control analysis [2, 31 has recognised explicitly that inter -
mediate metabolite(s) in all metabolic systems interact with 
each of their flanking enzymes. Thus adjacent enzymes are 
coupled via their shared metabolites and it necessarily follows 
that a perturbation in, e. g. an enzyme activity at any catalytic 
locus will create a response in reaction rate, the effects of 
which will spread through the whole system. Thus, although 
the enzymes may be assumed to act independently of each 
other, the fluxes sustained by them are not independent. 
Starting with this recognition, it has been possible to relate 
local responses (at each individual step in a metabolic system) 
to the consequential system responses and thus to establish 
experimentally quantifiable criteria for control of systemic 
functions such as flux rates and metabolite concentrations. In 
establishing these quantitative criteria, control analysis of the 
steady state has made the common assumptions of additivity 
and independence. It should be noted that in such an analysis, 
each enzyme in a metabolic pathway may display any form 
of kinetics, such as cooperative effects, substrate activation, 
saturation, inhibition, etc. The analysis is not confined to 
enzymes which obey the simple Michaelis-Menten formu-
lation, as has sometimes been implied [4]. Furthermore, path-
ways of any network complexity may be analysed. It is not 
the case that only unbranched chains can be examined by 
control analysis [5-9]. Finally, whether an enzyme, when 
acting in a system, has a concentration which is comparable 
to, or even greater than, its substrate level is immaterial to the 
conclusions of control analysis of the steady state. 
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With the assumptions of independence and additivity it 
was possible to describe the distribution of control in any 
system by establishing a number of theorems. These are the 
summation and connectivity theorems [2,3,6, 7, 10, 11]. In this 
paper we wish to describe the modifications to the theorems of 
control analysis and the consequences for the control proper-
ties of pathways when the assumptions of additivity are viol-
ated. We shall deal with the violation of independence in the 
subsequent paper. We will not be concerned with how the 
molecular events of complex formation lead to kinetic changes 
in the constituent subunits. This latter aspect is a strict 
enzymological problem. We are only concerned with studying 
the effects on the control properties of systems when such 
changes do occur. 
DEFINITIONS AND THEOREMS 
To approach the analysis of metabolic systems we begin 
by setting up general perturbation equations for the steady 
state. We shall consider a very simple step, i, in the whole 
system carrying a steady state flux, J, and steady state concen-
trations of the variables, S 1 and S. 
(J1) 
- - S1 _ Sm ' 
E j 
The rate of transformation of S i to S. will be given by an 
equation of the form vi = f(S 1 , Sm , E, k, ...). Changes from 
one steady state to another only occur if one (or more) pa-
rameters, p, of the system are changed. These may be either 
external, e.g. nutrient, external effector concentrations, etc., 
or internal parameters associated with the rate equation of 
some step, e. g. E, k cat, Km , K1 , etc. Let us consider for the 
moment an internal parameter change affecting the rate only 
at  somewhere in the system, but not a parameter associated 
with the rate equation of step i. Here we shall not be concerned 
with transient perturbations but only with permanent ones. 
Changes at i will occur because the initial change at] will tend 
to be transmitted right through the system. The system will 
eventually settle to a new steady state with the changes at I 
being given by 5J1 , 5S and 55m.  In our formulations we 
will always consider fractional changes, 5x/x, which eliminate 
units of measurements of x. Because S and Sm  occur directly 
in the rate equation governing step i the system change 5J1/J, 
can occur in this example if, and only if, there are changes in 
either or both S and Sm.  Each change, 5511S1 and "SSm/Sm, 
will make a separate contribution to the net change 5J11J1 . 
Each of these contributions will be the product of the potential 
change in the rate, i.e. the elasticity coefficient, and the actual 
change in the steady state of the particular metabolite concen-




where the elasticity coefficient is defined as: 
s ( av\
ôlnv 
= - V as Y, 	 = älns 	
(1) 
The elasticity coefficient is the partial derivative of a rate, 
v with respect to S (multiplied by the scaling factor, sly). Since 
the elasticity is defined as the partial derivative, all other 
quantities are held constant. We therefore have to consider the 
step as isolated, i.e. all molecular concentrations (including  
metabolites), clamped at their steady-state values. For pur-
poses of defining (and measuring) these local elasticity coef-
ficients, metabolites are therefore parameters of the isolated 
rate while they are, of course, dependent variables in the free 
system. 
Considering both contributions from 6S 11S, and S.IS_ 
we can write the net change in flux at step i, as 
8f1 v, 	,,, 8& 2 
T = Es + ESm 	 ()SM 
This is only true provided the 5 changes are small. 
We now focus our attention at the source of the pertur-
bation, i.e. the step j. Let the change in a parameter, p, 
associated with the rate at], be the perturbation imposed on 
the system. The effect of this on the rate at] will be given by 
(3) 
vi 
where 7rvj is a 'parameter-elasticity coefficient'. 
Pj  Definition: 
p(0v\ 	ôlnv 
lrp =_I—1 =-. 	 (4) 
V 	 alnp 
Because this elasticity is of a different kind from the metabolite 
elasticity, E, (Eqn 1), although of the same form, it is useful to 
designate it by the symbol 11 (standing for parameter). The 
general usefulness of such a notation will become apparent 
as our treatment proceeds. (Note: this is not the elasticity 
described by the ir elasticity of Heinrich [12].) 
We shall term 6v jlvj as the local rate change. It could be 
considered as measured in isolation or at the moment of the 
imposed change in p j . This local rate change, then is the cause 
of the eventual movement of all metabolites (including those 
at land]) to the new steady state. 
We can give quantitative expression of the cause (change 
in local rate v) on the effect (change in net flux J1 ) by dividing 
Eqn (2) by öv/v 
- 	= E' - 	+ E: 	
/. 	
(5) 
Ji / v 	S / v 	S. 	Vi 
We can take the limit as bvj - 0, to be 
= c' 
fi t v 	J(3v) 
symbolised as 'Cr '. We can do a similar operation to the 6 
terms on the right-hand side of Eqn (5) to obtain the concen-
tration control coefficients measured with respect to rate. In 
general, we can write the definition for this global control 
coefficient as 
(6) 
Y\ \ VJJ 
with Y standing for any system variable (metabolite concen-
trations or fluxes). The usefulness of introducing the C,, no-
tation for these parameter-unspecified coefficients will become 
apparent below. 
We can now write Eqn (5), for infinitesimal changes as 
Ci,' = a C + a C" . 	 (7) 
This expresses the flux control coefficient for J, in terms of 
the concentration control coefficients for the metabolites and 
their respective elasticity coefficients for changes in a distant 
parameter modulation at]. 
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If we now consider, instead, that the change occurs at step 
i, i.e. a modulation of a parameter, p, occurring in the rate 
equation for v, the change in the local rate is 
v i 
- = Thp - 
V i 
Eqn (2) now becomes 
öJi = 	6S 1 	5S 	(5t'j
Vi 	 (8) 
ii 	S S. 	V 
here now being three direct contributions to the change in 
lux j. 
Dividing this time by bv ilv i we obtain 
C; =C +C+ 1. 	 (9) I 	 S_ Vi 
We can write Eqn (7) and Eqn (9) more neatly as 
C = e; C + esvi C + b ij , 	 (10) 
where the symbol b ij is the Kronecker delta with values of I 
[or] = i and 0 forj 0 i. Equations of this type form the basis 
Df the subsequent analysis. 
If the reaction considered is more complicated because of, 
my, bimolecularity or effector participation, additional terms 
f the same form would appear in the equations. It should be 
rioted that the control coefficients are defined with respect to 
infinitessimal) changes in a local rate without specifying the 
Darameter(s) producing the change. The only requirement is 
:o specify at which step in the metabolism the change is made. 
These parameter-unspecified definitions, C values, are the 
ontrol coefficients from which all particular versions, specify -
ng the modulated parameter, are derived. The theorems 
vhich can be obtained apply to these C,, values and are valid 
rrespective of any assumptions concerning the relationships 
rietween parameters and local rates and are therefore quite 
eneral. In this paper we are particularly concerned with en-
yme concentration as a parameter. We investigate how the 
;heorems must be modified if control coefficients are ex-
)ressed (and measured) with respect to enzyme concentrations. 
[HE CASE OF ADDITIVITY AND INDEPENDENCE 
When we choose the enzyme concentration, E, as the 
)arameterp 1, the local rate change is given by 
	
- =1r i --. 	 (11)
Ei 
With the assumption of additivity, 6v ilv i = 8E/E, and there-
ore 
(12) 
Mich is a formal restatement of the additivity property. A 
)arameter-specific control coefficient can now be defined for 




CE 1 =-j(--) 	 (13) 
nd'it follows by using Eqn (6) and Eqn (12) that Q', = C. 
see also Burns et al. [13]). 
An additional assumption is implicit in this identity which 
that no enzyme affects the reaction rate of any other. This  
means that the elasticity of any rate with respect to changes 
in enzymes other than its own is zero, that is: 
= 0 for all] :A i. 	 (14) 
Eqn (14) represents a formal statement of independence. Non-
independence is dealt with in the subsequent paper. 
For this case of additivity and independence (and only this 
case) the C. terms are equal to the CE terms. Heinrich et al. 
[14] gave their definitions in terms similar to C,, terms but also 
noted the possible formulations of CE terms. They make, 
however, no symbolic distinction between the two nor that 
relations Eqn (12) and Eqn (14) are implied when the two are 
numerically equal. Higgins [15] was the first to give a general 
definition. See also Salter et al. [16]. 
The theorems of control analysis 
One of the major contributions of control analysis has 
been the derivation of theorems (or properties) of metabolic 
systems. Of these, two classes may be discerned. There is the 
class of theorem which applies to all pathways no matter what 
their complexity. These include the summation theorems, 
which are relationships between the control coefficients, and 
the connectivity theorems which are relationships between 
the control coefficients and elasticity coefficients. The second 
class of theorem relates to particular pathway structures such 
as branching structures and moiety-conserved cycles [6-8, 
10] and are additional relationships which may be regarded as 
modified summation and connectivity theorems, respectively 
[17]. By their nature, all the theorems possess both heuristic 
and computational properties which have been exploited by 
a number of workers in the field [16, 181. Computationally, 
the theorems are important since they can be used to derive 
the control equations which relate, for particular pathway 
structures, the elasticities to the control coefficients, i.e. they 
relate the local enzymological properties at their operating 
values to the system behaviour. A number of matrix-related 
techniques have been developed to exploit this [9, 19, 20]. 
The undernoted theorems Eqn (15) are given in terms of 
C,, and can be shown to follow necessarily from their defi-
nitions and the modulation procedures as given in [2, 3, 11, 
21]. 
Summation theorems 
C=1; 	0=0. 	(15) 
Connectivity theorems 
Cc=0; 	C k = 5 jk 
where b jk = I for] = k, and = 0 for] :~4- k. J is any flux and 
S any one metabolite in the whole system having n rates. 
If conditions of Eqn (12) and Eqn (14) can be assumed, an 
identical set of theorems apply with all C. terms replaced by 
CE terms. This is the form in which they are most usually 
presented, e.g. [2, 6, 16, 22], and a distinction between the two 
formulations is not neccessary for such a case. 
If, however, we wish to consider modulations of enzyme 
concentrations (as we are forced to do when considering cer-
tain practical problems of determining the coefficients) in 
situations where the assumptions Eqn (12) and/or Eqn (14) 
do not hold, then the theorems Eqn (15) written in terms of 
changes in enzyme concentration (C5) are not adequate and 
must be modified. 
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The use of perturbation and matrix equations 
As an example we may consider a complete system con-
sisting of a three-step unbranched pathway (Scheme 1): 
El 
X0 	
E 	 E3 
 X3 
(Ji) 	 (J2) 	(J3) 
Scheme 1. Three-step unbranched pathway for an enzyme system. X 0 
represents a constant source of substrate while X 3 represents a product 
sink [22]. S 1 and S 2 represent the substrates of enzymes E 2 and E 3 , 
respectively. J is the rate of reaction 
Considering all possible changes at each of the three steps 
leads to the formulation of three perturbation equations of 
the form shown in Eqn (8). 
81 1 1 5S 1 
= 
5v 1 
+—, 	 (16) 
1 
812 2 5S l 5S2 	8V2 
+ a— + (17)  , 
J2 Sl S2 	V2 
8f3  3 8S2 = C2 -;;- 
8V3 (18) 
3 
We now consider a change in one of the local rates, e.g. v 1 
only (i.e. c5v 2 = 0 and 5v3 = 0). Dividing both sides of each 
equation by 5v 1 /v 1 , taking the limit as 6v,lv l —+ 0 and solving 
for the steady state when J1 = J2 = J3 = f, leads to three 
equations for (v 1 1J) (aJ/av1 ) = C 1 : 
cjv  = a[C+1, 	 (19) 
Cf 1  = a C + a C V 	 , 	 (20) 
C .' = aE C . 	 (21) 
Elimination of C sv l and C gives the flux control coefficient 
with respect to v1 in terms of elasticities. A similar operation 
can be carried out using 6v21v2 or 6 V31V3  instead of 5v1/vi to 
obtain expressions for C 2 and C 3 . 
Thus, for additivity and independence assumptions, C,, = 
CE and the complete set of flux control coefficients for 
Scheme 1 is, 
C .' = ___________ Vj 	
aa — 2aal + 
1 	2 = C, 	(22) 
l 2 
31 
2 9 1  
3231 	12 92C 1 — 92 C1 T a 1  12 
al a 
C.' = 	 = 
— 21 + 	
C 3 . 	(24) 
E261
V3 	3 2 	3 1 
By appropriate elimination from Eqns (19-21), it is also 
possible to obtain expressions for C, C, etc., in terms of 
elasticities only. If the assumptions in Eqns (12) and (14) can 
be made, a direct transformation to CE  values is possible. The 
procedure just outlined is a derivation from basic equations 
and does not rely on any theorems. For large systems contain-
ing many enzymes, branches and loops, the method is exactly 
the same but becomes more tedious. A simpler method and 
one which can be applied to any system is based on a solution 
to the set of theorems associated with the pathway [6, 101. In 
the example here, we can obtain the particular summation 
theorem and two connebtivity theorems Eqn (25). They may 
be recognised from Eqn (15). 
Summation theorem 	Cl', + Cl'2 + cl'3  = 1 
I 




,-.' 2 	 — 
'__V 2 a2 + —  
The three theorems (Eqn 25) constitute a set of thre 
equations in three unknowns, the C' , values, which may b 
solved. This is the basis of the matrix method [6, 10]. Th 
above set of equations may be written in matrix form an 
rearranged to give: 
	
C, 	1 
CJ' = 1:a0 	0 . 	 (26 
Cl' 3 	0 aa 0 
The solution to this equation, which involves matrix inversior 
yields exactly the same expression as in Eqns (22-24). 
The matrix method may also be easily extended to evaluat 
simultaneously the concentration control coefficients [10, 1 
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0 aa 0 	0 —1CV  03' C 3 J 
 
from which all control coefficients can be obtained from th 
elasticities. With the assumptions, Eqn (12) and Eqn (14), a 
C. expressions can be replaced by CE expressions. It shoul 
be noted that other methods [9, 14, 17, 20, 23, 241 arrivin 
at the theorems (Eqn 15) and the control equations may als 
be used to achieve the same results (although it should l 
noted that Reder [17] uses unscaled coefficients in her anal 
sis). 
THE CASE OF NON-ADDITIVITY 
All approaches to the solution of the control equation 
yield the same formulations for the C expressions. Assumin 
additivity and independence, modulation of enzyme concer 
tration yield CE values which are identical in form and valu 
to C values. Consider now that the additivity assumption n 
longer applies say to the second enzyme in scheme 1, i.e. 5v 
V2 :A 5E2/E2 . The local rate change is now given by, 
5v2 	V2  5E2 = 7EE2 — 
V2 	 E2 
The it elasticity defines the potential effect on the isolated rat 
of a change in the concentration of the enzyme. 
R V2 =(= ir). 	 (2 
V2GE2)s~ ,S,  
Thus, for the modified Scheme 1, the second equation, repla 
ing Eqn (17), must be written as: 
5J2 2 5S1 	2 5S2 	2 5E2 
(2 
S 1 S2 E2 
with ir no longer necessarily equal to unity. Modulation c 
enzyme concentration produces the control equations, derive 




12 Cj — 9 2 6  + al a 
— aCi 
i 2ir 
C 2 ca —aal + 1C2 
al a 
C3 
aa —  aaI +aa 
One may now observe that, algebraically, the equation lo 
C, and C 3 are the same as those derived previously on th 
CJ 
V2 = C 2 	(23) 
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additivity assumption, Eqns (22) and (24). It is only the second 
equation which is different to the extent that there is an ad-
ditional multiplier, n. 
It should be pointed out that if one considers a possible 
experiment where one replaces the simple enzyme E 2 by one 
showing non-additivity, we would have a completely new sys-
tem. The rate equation would be of a different form and hence 
the elasticities would be different. This in turn would affect 
substrate levels and, hence, fluxes. We end up with formu-
lations which are algebraically the same for two of the control 
coefficients (Eqns 22 and 24) but with different magnitudes 
for the elasticities and hence different magnitudes for the 
control coefficients. Additionally the control coefficient for 
step 2 will have the it multipler. If non-additivity exhibits 
itself in either the first or third enzyme then the corresponding 
control equation is modified in a similar manner with a corre-
spondingly appropriate it elasticity. If non-additivity applies 
to all three steps, then all three control equations are modified 
by the addition of a multiplier, it. Individual it values may be 
greater or less than 1, i.e. rate more or less than proportional 
to E. 
, 	(31) 32 
8281 — 88 	+8182 
1 	
2 1 
= (32) 1 	2' 3 	2 
8281 - 	a + 
c 3 = 
a 1  62 
 
I E2 
ir 	 (33) 1 	2 . 32 
a2 a1 — 6261 +8i 82 
Using Eqns (22-24) and (31-33) yields the following identi-
ties (see also [17, 24]): 
= C 1 it 
C 2 = C 2 ir 2 2 	 (34) 
c'J _ , -'J 3 
- Lv3 It3 
Thus there is a direct relationship between the flux control 
coefficients defined with respect to enzyme concentration and 
the flux control coefficients defined with respect to rate. It is 
evident that this must affect the summation theorems. In 
general, for a system of n enzymes, and using 	C, = I 
(from Eqn 15), it follows, from generalising Eqn (34), that: 
Y_ CjEj 1, 
but 	
z=1 
= 1. 	 (35) 
Modulating the enzyme concentrations to obtain the control 
coefficients would not yield a unit sum if one or more n are 
not equal to one. Thus 	C 1 = 1 + DEV, where DEV is 
the deviation from unity. DEV may be positive or negative. 
Similarly it may be shown that: 
I oppri = 0. 	 (36) 
Eqns (35) and (36) are the general summation theorems for 
non-additive enzyme systems and revert to the classical ones 
when all values of ir are equal to unity. 
The matrix equations (Eqn 27) will also be modified to 
give 




GSI Cs2 	= 82 	82 
0 	0] [itt 
0 	ir 	0 
[11 
ac i 0 lo —1 01 
C C' 	(2 
	
E3 E3 0 	0 0 Lo 	0 —i] 
(37) 
or using Eqn (27) 
C 2 C I c81 	
C'S  
C 	= 17 CJ V [CC"2 
 Cs' Vj 
CsI 
C1 Oj 	 I 
C82 (38) 





CS2 I 03j 
where Ii is the diagonal matrix of it coefficients. These will 
give the same results as Eqns (31 —34). 
In a system with properties of independence and additivity, 
the distribution of control is constrained according to the 
classical summation theorem such that a large finite increase 
in the flux control coefficient of one enzyme (for whatever 
reason) will be compensated by a decrease in the flux control 
coefficient of one or more other enzymes (and vice versa). 
An interesting corollary is that in a system displaying non-
additivity, consequential changes in other coefficients (CE) 
may not necessarily compensate the effect of the altered flux 
control coefficient. As a result, the value for the deviation may 
change and the previously found sum will be different. 
For the particular case when only the second enzyme in 
the three-step pathway exhibits non-additivity, the summation 
theorem, Eqn (35), gives: 
C, + C217[  + C 3 = 1 	 (39) 
while 
C, + C 2 + C 03 = 1 	 (40) 
To summarise, if a particular step in a metabolic pathway 
exhibits non-additivity (for whatever reason) then, although 
the sum of flux control coefficients with respect to changes in 
rate always sums to unity, the sum of control coefficients with 
respect to changes in enzyme concentration will not. The 
correct summation theorem for control coefficients is one 
where each of the C expressions are scaled by an appropriate 
it elasticity. Considerations (or measurements) of C ex-
pressions only would therefore miss an important biological 
aspect of control. 
KINETIC MODELS 
It is no part of control analysis sensu stricto to describe 
metabolic systems in terms of kinetic mechanism of their 
reactions. Both systemic control coefficients and local elas-
ticity coefficients are defined algebraically as partial deriva-
tives of unspecified functions, whatever their kinetic formu-
lations may be, or whether explicit expressions are obtainable 
or not. It will have been noted that the foregoing analysis has 
been conducted in this manner. The operational equivalents 
of the coefficients are specified by certain experimental pro-
cedures which again, in principle, require no detailed kinetic 
information. There is, however, a not unnatural interest to 
link such an analysis to the formulations of kineticists and 
enzymologists. In the following we shall discuss some kinetic 
models which may represent particular cases of the general 
treatment given above. 
X 0 	 51 	 5 2 
Scheme 2. Monomer-dimer model of a three-step unbranched enzyme 
system. For definition of the components see the legend to Scheme 1. 
Monomer, M; dimer, D 
Monomer/dimer model (example 1) 
Monomer-oligomer association/dissociation is one phe-
nomenon which would show non-additivity of reaction rate 
against enzyme concentration [1]. A typical example is the 
case of monomer-dimer association. Let us consider the three-
step unbranched pathway as described in Scheme 1 but where 
the second enzyme (E 2) now consists of two active forms, a 
dimeric form designated D, and a monomeric form designated 
M (Scheme 2). We will assume that there is an equilibrium 
between the two forms such that the equilibrium constant is 
given by K = DIM 2 . The equilibrium constant, K, is strictly 
Kapp since the effects of S 1 and S 2 may affect its value. For 
constant, steady-state levels of S 1 and S 2 , however, it is fixed. 
(For a general treatment, see the Appendix.) We will also 
assume that E 1 and E 3 show no special polymerizing behav-
iour that affects the kinetic properties of these enzymes. Since 
the second enzyme consists of two forms there will be two 
rates, Vm and Cd, by which S 1 is converted to S 2 . At steady 
state, the sum of both rates is equal to the system flux (J = 
V m + Cd) which is the same through E 1 and E 3 . 
Although phenotypically the second step is distinguished 
by two protein forms, monomer and dimer, there is, in reality, 
only one gene responsible for expressing the two forms and 
hence one gene product, the monomer. Changes in the ex-
pression of this gene, say via some hormone effect, will alter 
the total concentration of protein (E2) which then distributes 
itself between monomer and dimer with a change in their 
proportions. An interesting control coefficient to consider is 
C 2 , i.e. the response of the pathway flux to changes in total 
protein concentration (E2). Because many physiological, 
phenomena involve changes in enzyme concentration (induc-
tions/repressions), CE coefficients are the biological relevant 
measures of the effect. They are also experimentally accessible. 
Thus the question we wish to ask concerns the nature of 
C 2 , how its magnitude is affected by the presence of the 
monomer-dimer system and how we involve the it elasticities. 
We begin by considering the conservation between the total 
protein and the individual protein forms. From the nature of 
the stoichiometry between monomer and dimer it is evident 
that, apart from the equilibrium constraint, their concen-
trations areconstrained by mass conservation, according to 
E2 = M +2 D, _ where E2 is expressed in terms of monomer 
units. Modulation of E 2 , however, will change the equilibrium 
distribution of the two forms and therefore the partition of 
each flux through each of the arms of Scheme 2. If the specific 
activity of each catalytic site is not different due to the associ-
ation, there will be no net effect on the combined rate due to 
the change in distribution (apart from the effect of changing 
the total by the modulation). In general, however, we must 
consider possible differences in the catalysis by monomer and  
dimer and consequently the it elasticity, n, will not necess-
arily be equal to unity. Since V2 = Vd + Cm, the form of 
expression for m which equals 1rT + Vd must involve the ef-
fects of E2 modulations on the component rates Vd and Vm. 
This property may be expressed in the form of the component 
it elasticities. Thus the component elasticities, iz may be 
shown to be equal to (see the Appendix) 
	
E2(avm)i( i 	1 	\ 
it=_v: 	2 j/i+8KE2) 	(41) 
RE"
E2(avd\,(l+ 	1 	\ 
- Cd äE2, 	 i+ 8 KE2) 
Note that it = 2 z. If we consider it for the moment, it ~2 E2
is seen that its value depends in an inverse manner on both 
the value of the equilibrium constant and the total protein 
concentration. Thus for values of K E2 much less than 1, 
the x elasticity approaches 1.0 and for high values of K 
E2 , it approaches 0.5. Simultaneously, the value for 7[ld  E 2 	 E2 
varies between 2.0 and 1.0. Both the equilibrium constant and 
the total protein concentration are independent parameters 
and so the effect of a small value of, e.g. K, may be compen-
sated by a high value for E2 and vice versa. 
One may now express n, the overall elasticity with respect 
to the net velocity through both forms, i.e. Cm + Vd, in terms 
of the components it. It is easily shown that the following 
relationship is true: 
2 - it Vm 




2 	 (42) 
V m +Vd 	Vm+Vd 
or 
it=ito+ir(1 -) 
where a is the fraction of total flux going through the dimer 
D. The rates, C m  and Cd depend on the kinetic parameters as 
well as on enzyme and metabolite concentrations. 
Eqn (42) may be seen to be made up of two components. 
The first comprises the values for the component it elasticities, 
i.e. it and it. These depend on the value of the equilibrium 
constant and total enzyme concentration, E2 (Eqn 41); they 
represent a thermodynamic contribution to 7 r 2 . The second 
component, a kinetic factor, is the relative distribution [x and 
(1 —ct)] of the flux, J, through the individual monomer and 
dimer enzymes, Vd and Vm, and will depend on kinetic proper-
ties of the two forms. The flux, is of course, a systemic property 
and depends on the kinetics of all the enzymes in the pathway. 
Using Eqn (41) we reduce Eqn (42) to: 
7E=7Z(1+06). 	 (43) 
This is the same type Ofn 2 elasticity which appears in Eqn (39) 
and for a complete control analysis of the system shown in 
Scheme 2 it would be necessary to determine the magnitude 
of it at the operating point of the system. We note that 
equations (Eqns 41 and 42) set the limits of it2 between 0.5 
and 2.0. (The experimental determination of 7r2  is discussed 
in Experimental Methods.) 
Since our system obeys Eqns (39) and (40), the flux-con-
trol coefficient, C 21  is, as before, given by the product. 
C 2 ir" + Ud In the most extreme case, when C 2 & 1, the 
flux control coefficient, C 21  could approach a maximum value 
of 2.0 or a minimum of 0.5. The sum of the control coefficients, 
coefficients, could therefore lie between 0.5 and 2.0. The exact 
value for the control coefficient is however a complex function 
of a number of factors, including the equilibrium constants 
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0  
;cheme 3. Monomer-dimer-tetramer model of enzyme association. (0) 
vlonomer; (0) dimer; () tetramer 
overning the distribution of oligomeric forms, the total level 
f protein (E2 ), the partitioning of flux between the different 
arms and the values for all the control coefficients (Ci). 
Ion omer-dimer-tetramer model (example 2) 
More complex protein polymerizing systems might also be 
onsidered, for example a monomer-dimer-tetramer system as 
hown above (Scheme 3). 
The equations for x, m and ir 2 are more complex [see 
ie Appendix in relation to Eqn (41) and the text of Kurganov 
11 for further details]. The equations involve two equilibrium 
onstants in this case. For any values of the equilibrium con-
tants and total protein concentration, the magnitudes of the 
values are constrained within the following limits: 
at high E2 at low E2 
0.25 	7c'1.0 
0.5 < it 	2.0 
1.0 	7t 2 4.0. 
will be noted that the quantitative range within which the 
elasticities lie is independent of the values of the catalytic 
onstants between the different forms. They depend only on 
he stoichiometry of the polymerisation. Since the monomer 
nd each polymeric form catalyses the same reaction, the it 
lasticity of the total flux (Vm + Vd + v, = J), i.e. + Vd + v t  
given by 
	




V m + Vd + V1 
+V,j 	
+ 	 . 	(44) 
V m +t)d+Vt 	 V m +Vd+Vt 
rom Eqn (44) it can be concluded that the limits of 
.Vrn + Vd + V1 are 0.25 and 4.0. Similar to the case of the mono- 
E2 
[ier-dimer system, the limits of the sum of the CE coefficients 
herefore lie between 0.25 and 4.0. 
:oupling of pathway effectors to non-additive enzymes 
example 3) 
Up to now we have considered how the change in total 
nzyme concentration affected the association/dissociation 
[istribution. In the study of 7r'2 it was assumed that the specific 
ctivities of monomer and dimer, and the apparent equilib-
ium constant between them, are constant, because all the free 
etabolite concentrations are fixed. 
However, the association/dissociation properties of many 
nzymes, are greatly affected by the levels of substrates, prod-
cts and other effectors. Examples include yeast hexokinase 
nd rabbit glyceraldehyde-3-phosphate dehydrogenase [25]. 
n the case of hexokinase it has been reported that a dimer -
onomer equilibration exists which is affected by ATP [26]. 
similar case is where an enzyme exists in a phosphorylated 
nd dephosphorylated form (with different activities) such 
Uat the distribution depends on the concentrations of a path-
iay effector. For example, the enzyme, isocitrate dehydroge-
ase, which catalyses a step in the citric acid cycle, is known 
M 
0 0 
E, 	 E2 	K, 4,0 
X 	Si 	3 2 
D 
Scheme 4. Positive feed-forward mechanism involving enzyme associ-
ation in a three-step enzyme system. For definition of the components 
see the legend to Scheme I 
to exist in two forms in Escherichia co/i, one of which is 
inactive and dephosphorylated and the other active but phos-
phorylated [27]. It is known that the degree of phos-
phorylation/dephosphorylation is partly determined by the 
level of isocitrate so that there is a coupling between the 
pathway and the enzyme-enzyme interaction system. A list of 
many other cases is given by Kurganov [1]. 
It is with reference to such examples, that we now wish to 
ask how the property of non-additivity is affected by coupling 
to pathway effectors. The general case of ligand-dependent 
effects is dealt with in the Appendix. Scheme 4 shows a pos-
sible specific system. Although we have specified a positive 
feed-forward mechanism, the general relationships will apply 
to any interacting system. The assumption is that S  somehow 
affects the equilibrium and thereby the net rate through step 3. 
We first consider the resultant new elasticity, e, which 
describes the overall effect of S  coupling, irrespective of the 
nature of the enzyme(s), at step 3. When this elasticity is 
incorporated in the system equations, the control coefficients 
(Ce) are given by: 
C, (s, ) = 
cc - 
 
C 2(s 1) = -  
C 3(S , ) = 
g,1 g 2 
 
where the subscript, (Si),  denotes the system with S  as an 
effector. Comparing this with Eqns (22-24) it is seen that 
additional terms, involving c, are now present in the control 
equations. It will be noted that, as before, EC = 1. In our 
oligomeric example, however, we wish to consider that the 
effect of S is mediated via its effect on the apparent equili-
brium constant, K, and not by affecting specific activity. The 
model we have in mind is one where S  acts as a ligand which 
by some mechanism changes the ratio of dimer/monomer (cf. 
allosteric effectors in oligomeric systems). This, in turn, will 
have an effect on the individual rates, Vm and Vd. This allows 
us to decompose the overall 01  into three further elasticity 
components 
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It is easily shown (Appendix) that: 
3_ K 3 E1 - SS, 	—1). 	 (48) 
This now gives us the coupling between the ir, previously 
described, and the coupling of S 1 on K given by e. If the 
effect of S 1  on the specific activities is as considered, additional 
terms including e' and t (see the Appendix for and expla-
nation of these terms) will appear in Eqn (48). It can be seen 
(Eqns 45-47) that all three control coefficients contain terms 
with e and therefore are now all implicit functions of the it 
and e. Inspection of Eqns (45-47) in comparison with Eqns 
(22-24), for two systems of equal fluxes and substrate con-
centrations (and hence equal elasticities) shows that in such a 
linear chain with 'normal' kinetics and, e.g. positive values of 
3 
- 
C 2(Si) 	C; 2 
-'.1 
'-v 3 (S j ) -. '- V3 
The effect of the loop is therefore to redistribute the values. 
For the first and second step the C expressions are equal to 
the CE  expressions, but the third step is, as before, 
/-,J 	_/_,J 	3 
'-E3 (S 1 ) - '.-u3(S i ) 71 3 
The effect of such a coupling is therefore to alter the magni-
tudes of the C values (and CE) and to alter all the algebraic 
expressions to incorporate additional elasticities. Cases of 
particular kinetic properties have been dealt in extenso by 
Kurganov [1] concerned with problems of mechanism rather 
than control properties. 
EXPERIMENTAL METHODS 
There are three usual experimental methods for deter-
mining the control coefficients; (a) specific inhibitor titration 
which involves a knowledge of the mechanism of inhibition 
[2, 28]; (b) induction or repression of the enzyme by changes 
of some external effector [16, 29, 30]; (c) change of gene dose 
by some genetic or quasi-genetic method [31-33]. All three 
methods have been used. As far as method (a) is concerned, 
if the inhibition is strictly irreversible and specific to that 
enzyme only, an estimate of CE  can be obtained [28, 34, 35]. 
If the inhibitor acts on the activity of the enzyme, then C 
values will be obtained [16]. Methods (b) and (c) will yield CE 
values. An experimental method of obtaining the values of 
elasticity coefficients is given in [21]. 
Recently a new method for specifically reducing the con-
centration of gene product has been devised, namely the use of 
anti-sense RNA (e. g. see the review [36]). This would provide a 
universal method of reducing specifically any chosen enzyme 
concentration in any organism. It is the complement of the 
cloning method of increasing concentrations [32, 331. 
The examples of the kinetic models given all show how 
various kinetic assumptions lead to a variety of non-additive 
behaviour when enzyme modulations are performed. 
Although these models may be of interest to those who are 
concerned with the detailed mechanism, they all suffer from 
the fact that only in the rarest cases are the kinetic constants 
accessible and their interpretation are heavily model depen-
dent. Control analysis is not concerned with mechanism. It 
is, however, essential that any nonlinear properties, such as 
non-additivity of rates, are discovered and quantified. For 
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Fig. 1. Simulation of a monomer-dimer equilibrium. The model simu- 
lated is X 0 X 1 , where the enzyme can exist in two forms, the mono-
mer, M, and the dimer, D. The system is constrained by E = M + 
2D and K = D2 /M. The overall rate is the sum of the rates through 
each form, i.e. v = v.. + Vd, where V m = am M and Vd = ad2D (see 
Appendix, Eqn A7). The parameters used were K = 3 1iM; am = 10 
s' and ad varying (a) 1000, (b) 100, (c) 10, (d) I and (e) 0.1 s_ i . 
Enzyme concentrations(S) were varied from iO to 10 5 1.tM. Values 
ofJare in .iM s. The slope at any point of the log/log plot shown 
gives the value of it for the particular enzyme concentration. The 
dashed line (c) is the simulation when am = ad, i.e. when the activity/ 
subunit is unaltered by the association. In this case it = I at all enzyme 
concentrations. The range over which the nonproportionality occurs 
depends, of course, on the parameters chosen and the nature of 
the model (monomer-dimer, monomer-dimer-tetramer, etc.) and is 
therefore to some extent arbitrary. The inserted square corresponds 
to the range of the experimental plot of Fig. 2 but no commitment as 
to the lit of the above model to those data is implied. The curves show 
the types of non-additive behaviour obtained in a model monomer-
dimer system 
This can be estimated experimentally even if we have little 
information about the mechanism or the values of the con-
stants. 
Given that 7r'i is defined by 
alnv 
it1 = 
 v i (aEj),,,, 2 = ôlnE1 
(see Eqn 28), if we study the isolated enzyme, a plot of lnv 1 
against lnE1 will give nl as the slope of this relationship for 
different values of E. This is an experimental method for 
detecting non-additivity, quantifying its effects and is model 
independent. Two important qualifications of this method 
must, however, be stated. Since the it value will depend on the 
absolute value of the enzyme concentration (see examples I 
and 2), a knowledge of the in vivo concentration of the enzyme 
is required so that the in vitro determination of the slope 
includes this concentration range. Secondly, since it may also 
be influenced by the concentrations of substrates and effec-
tors, pH etc., a reasonable close approximation of the in 
vivo milieu is required in the experiment in order to obtain 
physiologically significant values. With these provisos, we 
show a simulation for a monomer-dimer system (example 1). 
















ig. 2. Experimental estimates of it values. A log/log plot off against 
The lines are least-square fits. We show three sets of data: () 
spartate aminotransferase (pig heart) from [1]; (0) glycerol-3-phos-
hate dehydrogenase (rabbit muscle) from [39] (details kindly supplied 
y Dr Ovadi); (a.) glyceraldehyde-3-phosphate dehydrogenase (rab-
it muscle) from [25]. The enzyme concentrations (E) are expressed 
1 micromolar and the rates (.1) for substrate lost (jiM . s 1 ). The 
ashed line is 45° and hence represents it values of unity. The 
iaximum or minimum values of the experimental it values are mdi-
ated. No estimate of the in vivo concentrations of the enzyme are 
iven nor whether the experimental conditions approach those of the 
vivo milieu. The range of E values shown are possibly limited by 
chnical problems of rate determination. On the other hand, if the 
dditional information obtainable by extending the range had been 
ealised, a more complete picture may well have been obtained. The 
-iagnitudes of the it values so determined are independent of any 
inetic assumptions of the mechanism but clearly indicate non-addi-
ive behaviour 
ated. It will be noted that at both ends of the range, the slope 
unity (450)  but at intermediate values of E it is greater (or 
rnaller) depending on the specific activity ratio of monomer! 
imer. It can be shown (Appendix) that the maximum possible 
lope is given by 7r'i = 2 and the minimum by 0.5. Furthermore, 
lie ratio of specific activities of the forms can be obtained by 
lie extreme slope actually obtained (see Eqn All in Appen-
ix). 
Another method of obtaining the value of a particular it 
ay be considered by using the relationship in Eqns (41) and 
12). However, this is not a satisfactory method since neither 
lie values of Ka pp nor 0m  (or c) are easily determinable. The 
xperimental method discussed above does not have these 
isadvantages and is free from model assumptions. 
If now the control coefficients (CE) in the system are deter-
'ined (by any method) the distribution of control, including 
he role of any non-additivity can be ascertained. 
In Fig. 2 we give experimental estimates of it elasticities 
rom published data. It is evident that, at low concentrations, 
oth aspertate aminotransferase and glycerol-3-phosphate de-
rydrogenase data approach unit slope. This is expected since 
Lt low concentrations very little oligomer will be present. At 
righer enzyme concentrations, the curves diverge. The slope 
of the aspartate aminotransferase in Fig. 2 declines, indicating 
hat the oligomeric form(s) has a lower specific activity than 
he monomer. The opposite is true for glycerol-3-phosphate 
lehydrogenase which reaches a value of it = 1.4. Neither set 
of data, however, covers the range of enzyme concentration 
vhen the it values would again tend to unity (see Fig. 1). This 
probably due to technical reasons, since concentrations 
above in 10 pM in vivo are not unusual. In Fig. 2, the small 
range of values for the glyceraldehyde-3-phosphate dehydro-
genase points suggests that the available data are in the range 
after the inflexion point of the curve (cf. Fig. I) while the range 
of the other two enzymes are clearly before it. The value of 
our graphical method is of interest not for the magnitudes of 
the it values here reported but as an indication that it is a 
relatively simple procedure giving information on an 
important control aspect. These results may not be immedi-
ately related to the in viva milieu since this may be rather 
different from the experimental conditions used. 
Once the it values are ascertained, their effects on the 
control analysis can be determined (see, e.g. Eqn 35). It may 
turn out that, in spite of unambiguous evidence of an associ-
ation mechanism, the value of n may not differ significantly 
from unity. The control distribution may therefore be only 
marginally affected. 
GENERAL DISCUSSION 
The occurrence of oligomeric forms of enzymes is well 
documented (see for example the list in Kurganov [1], 
Table 4.1). Although we have only considered association/ 
dissociation phenomena in our previous examples, the analy-
sis is equally applicable to mechanisms which involve 
phosphorylation/dephosphorylation of 'inactive' and 'active' 
forms, as found in many cascade systems [37]. In addition, 
enzyme forms which are found distributed between free forms 
and forms bound to membranes, organelles or the cyto-
skeleton can be treated in an analogous manner. 
Occasionally the suggestion is made (see e.g. [14, 23]) that 
high enzyme concentrations (E ? S) result in it :A 1. This 
is a mistaken notion based on the misinterpretation of the 
assay equation for such a situation (e.g. [38]). Such equations 
describe the change in rate, given an initial fixed total concen-
tration of substrate. The free concentration will change by 
sequestration on the enzyme when enzyme concentrations are 
increased and as a result the rate will not increase pro-
portionally. Elasticities, on the other hand, refer to the behav-
iour in open systems when the free substrate concentration will 
readjust consequent to any change is enzyme concentration. 
Thus, by definition, 7rvE,, is measured at constant free substrate 
concentrations. Irrespective of the relative concentrations of 
enzyme and substrate, the nV, will be equal to unity unless 
some unusual mechanism operates. When conserved metab-
olites are considered (as in moiety conserved cycles [6]) such 
an unusual situation may arise, where a change in E will 
result in an alteration in the total free concentrations of the 
conserved moieties. As a result the elasticity matrix will have 
a different form. Further discussion of this important problem 
will be left to a future publication. 
It now remains the task of the experimentalist to obtain 
values for the it elasticities in known cases of oligomeric en-
zymes or other non-additive systems. We have described an 
experimental method for determining the value of the it elas-
ticities for such enzymes (Figs 1 and 2). From a control point 
of view the detailed kinetic description of the enzyme in its 
various forms is not required. The effect on the control proper-
ties are completely defined by the value of it. Since this value 
depends on the properties of the cellular environment (includ-
ing the enzyme concentration) a knowledge of the in viva 
conditions is, however, required. Thereafter the usual pro-
cedures of determining the control coefficients can be applied 
to complete the analysis. 
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APPENDIX 
Mon omer/dimer model 
We consider a single reaction catalysed by an enzyme 
that exists in a monomer/dimer equilibrium. The equilibrium 




where M 0 and D0 are the concentrations of free monomer 
and dimer respectively. In the presence of ligands (substrates, 
products and effectors), monomer and dimer will exist in a 
number of different forms which differ either in the confor-
mation or in the level of occupation by ligand. Designating a 
particular form of monomer or dimer by M, or D, respctively, 
the total concentration of monomer (MT) or dimer (DT) can 
be expressed as the sum of the corresponding forms: 
	
MT = Zmi 	 (A2) 
DT = ID, 
and they satisfy the conservation equation: 
ET=MT+2DT 	 (A3) 
where ET is the total concentration of enzyme in monomer 





By assuming an equilibrium between the different forms 
of monomer, we can write each M, as proportional to M0 . 
Similarly each D, is proportional to D 0 . In both cases the 
proportionality constants depend only on the free ligand con-
centrations and equilibrium constants. Then, from Eqns (Al), 
(A2) and (A3) we conclude that the apparent equilibrium 
constant (Kapp) depends only on the concentration of free 
ligands and is independent of the total enzyme concentration. 
Using Eqns (A3) and (A4) we obtain MT and DT as func-
tions of ET and Kapp. 
-1 + V1 + 8 KapPET 
4 Kapp 	 (AS) 
(_ 1 + VI + 8 KappET) 2 
DT= 	
16 Kapp 
The overall rate of reaction, v, catalysed by the enzyme can 
be written as the sum of the rates through the monomer (Cm) 
and the dimer (Vd) 
V = Vm+Vd. 	 (A6) 
In turn, each of these corresponding rates, can be expressed 
as the product of the specific activity (activity/subunit; am for 
monomer and ad  for dimer) and the concentration of enzyme 
subunits with that specific activity: 
V m = am MT 	 (A7) 
Cd = a (2 DT) 
The specific activities, am and ad, are independent of total 
enzyme concentrations (as for Kapp). They depend on the 
free ligand concentrations and can be considered constant 
whenever these concentrations are not changed. 
Since C m  oc MT and Cd cx: DT, differentiation of Eqn (A5) 
give the it elasticities shown in Eqn (41) of the main text. 
Now we can calculate ThT  using Eqns (A5—A7), 
ET 3v - 	1—A 	2DT  
I 
V 	 +V1+8KappET2DT+AMT 	
(A8) 
where 
A=. 	 (A9) 
ad 
It can be easily shown using Eqn (A8) that 7tET  is greater than, 
equal to or less than unity if, and only if, A is less than, 
equal to or greater than unity, respectively, whatever is the 
concentration of enzyme. For very small or very large concen-
trations of enzyme, 1TET tends to unity, whatever the value of 
A. Thus the deviation of ThT  from unity is evidence for non-
additivity. 
Differentiating 1tET  with respect to ET and equating to zero, 
it can be shown that this quantity. has a relative extreme 
(maximum if A < I or minimum if A > 1). The value of ET 
where the maximum or minimum appears is: 
(ET)extreme 	 (AlO) 
4Kapp 
Substituting Eqn (AlO) into Eqn (A8) the extreme value of 
ItET is obtained 
(itT)cxtremc = 1 + 	
I - A 	
(All) 
[j/+l] 2 
From this equation, it can be seen that (itT)extreme  takes values 
between 0.5 and 2 as A decreases from infinity to zero, and is 
one when A = I (as was expected). The expression that 
relates A with (itT)extreme  is: 
1 - ( itT)extreme 
A=l+ 	 (Al2) 
(V2(7r)ex1rerne 
- 1) 2 
The deviation of ItET  from unity is due to the existence of 
different specific activities of monomer and dimer. Then A, 
the ratio of the specific activities, is an alternative measure of 
departure from additivity. Using Eqn (Al2), A can be calcu-
lated from the value of (lTT)cxtrcmc  determined experimentally. 
Derivation of Eqn (48) in the main text 
Given that EVd = a, CV  and a = e EVm  the elasticity of 
the combined rate, Vm + Vd, is 
= Ed + Vm = K [d Vd/(Vd + V m) + 927 VmI(Vd + I' m)] 
or 	 3 
= 	+ 	( - c()]. 	(A13) 
For the particular case of the monomer-dimer model, one can 
show that a' = 	- I and am = ir - 1, so that 
3_ K 
- Cs 1 [mc + m(l - z) - 1] . 	(A14) 
By analogy with Eqn (42), ii= [it 	+ ir' (I -a)] and 
therefore 
= e(ir - I). 	 (A15) 
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Chapter 25 
Temporal Aspects of the Control of 
Metabolic Processes 
LUIS ACERENZA 
A MEFABOLIC system can be defined as composed of metabolites that are interconverted by 
enzyme reactions. The change of each metabolite concentration with time (dS a/dt) depends 
on the balance between the rates v, of production and consumption of the metabolite: 
L=njjv1, i=l,... ,m 	 (1) 
in which nij is the stoicheiometnc coefficient of S i in the reaction j and in is the number of 
metabolites. 
Metabolic control analysis as proposed by Kacser & Burns (1973) and Heinrich & 
Rapoport (1974) studies the case where the metabolite concentrations are constant in time 
(dS1/dt = 0 for all i), i.e. the steady state. Most of the contributions to the field, including 
most of the work described in other chapters of this book, deal with this particular case. 
Metabolic control analysis of the steady stare is principally concerned with the effects of 
small changes in parameters (concentrations of enzymes, external effectors, etc.) on the 
steady-state values of the variables (metabolite concentrations and fluxes). In operational 
terms, this aspect of metabolism may be described by the following basic recipe: "Measure 
the steady-state value of the variable (reference state). Modify one parameter by a small 
relative amount. Wait until the system settles to a new steady state. Measure the final steady-
state value of the variable." The quantitative description is summarized by the control coef-
ficient (Bums et al., 1985): 
p 	 (2) 
where MY is the small relative change in the steady-state value of a particular variable Y 
induced by the small relative change 6p/p in the parameter p, when all the other 
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parameters are maintained at their reference values. In the basic recipe of steady-state 
control analysis the time is considered implicitly. After the change in a parameter we assume 
that the system will reach a new steady state. This is an asymptotic state, and therefore we 
need, in theory, an infinite time to attain it. In practice we wait a "long enough" but finite 
period of time to reach a good approximation of the new steady-state value. To estimate 
what is "long enough" one needs to know the order of magnitude of the relaxation time of 
the variable to the new steady stale, but a detailed knowledge of the instantaneous values of 
the variable during the transition is not required.. 
The steady-state treatment is a good description for answering some questions, but there 
are many biological phenomena at different structural levels of organization where the 
steady-state assumption is not a good approximation. At the molecular level, metabolic 
systems may exhibit temporal behaviour that ranges from simple monotonic transients to 
oscillations and deterministic chaos (Higgins, 1967; Higgins et al., 1973; Kohn et al., 
1979; Easterby, 1981; Decroly & Goldbeter, 1982; Kohn & Chiang, 1982; Markus et al., 
1984; Pachot & Demongeot, 1987; Mizraji etal., 1988; see also Chapter 26 by Markus and 
Hess in this book). To study the effect of parameters on different variables of a time-
dependent metabolic system, control analysis should be extended. We recently developed 
the basic definitions and relationships to analyse some control features of the instantaneous 
values of metabolite concentrations of metabolic concentrations and fluxes (Acerenza et al., 
1989). Here I shall outline some aspects of this work, and use them to analyse some control 
properties of time-invariant variables of time-dependent systems. 
Returning to eqn. (1), describing the metabolic system, the solutions of this system of 
differential equations are the values that each Si  can take in time. From these values and the 
rate equations, the instantaneous fluxes J can be calculated. These time courses depend on 
the values of the parameters. Then, considering a reference time course (generated by a set 
of reference parameters), we may pose the following question: how are the reference values 
of a variable modified when one or more parameters are changed at the initial time? In what 
follows I am interested in one particular change of the parameters. I shall study the case 
where all the enzyme concentrations are simultaneously altered from their reference values 
by the same factor a. I shall call this simultaneous change of parameters the coordinate-
control operation. If E are the reference values of the enzyme concentrations, the values 
after the coordinate-control operation are as follows: 
Ej 0Ej 	 (3) 
I shall use the subscript a to indicate the value of a parameter or variable after the 
coordinate-control operation. From now on, I assume that the rates v j are proportional to the 
corresponding total enzyme concentrations: 
vj=Ejt 	 (4) 
where!1  is a function of some metabolite concentrations and parameters, but not of enzyme 
concentrations and time. Under this hypothesis, if we apply the coordinate-control operation 
the new rates are given by: 
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Vba = av 
	
(5) 
and, combining eqns. (1) and (5), the system of differential equations that describes the new 
situation is as follows: 
dSi a c' 
	
dTa = 	fljVj, I = 1,... , m 	 (6) 
J 
where ta = ate. As the right-hand sides of eqns. (1) and (6) are identical, the only effect of 
the coordinate-control operation is to produce a change in the time scale given by 
T= at 	 (7) 
Therefore, the solutions of eqns. (1) and (6), S 1 (t) and S(Ja) respectively, are identical if 
a and t are numerically equal. Since 'r = at [eqn. (7)], this condition is fulfilled when 
t=t/a 	 (8) 
Fhis means that if for a time t the metabolite concentrations obtained from eqns. (1) have 
ertain values, the solutions of eqns. (6) exhibit the same values at a time 1/a: 
Sj,a(t/a) = Si Q) 	 (9) 
For the fluxes, we obtain 
Jj.a(t/cz) = ctJ(t) 	 (10) 
When the system approaches a stable steady state, the variables attain approximately 
:onstant values in time, and eqns. (9-10) take the following forms: 




- cuss ja 	j 
vhere the superscript ss denotes steady-state values. The results given in eqns. (9-11) are 
ilustrated in Fig. I with a simple example. As an immediate consequence of the change in 
ime scale, if one plots the metabolite concentration after the coordinate control operation 
gainst time multiplied by a, the resulting curve should coincide with the reference curve. A 
iniilar procedure is used as a test for inactivation of an enzyme during assay (Selwyn, 1965; 
ee also Cornish-Bowden, 1979). 
In time-dependent systems there are variables which, although having the dimen-
ions of time, have time-invariant values, for example relaxation time, period of oscillation, 
tc. These time-invariant variables that characterize the time course of the metabolite 
E ' 
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Scheme 1. Model used to obtain the results shown in Fig. 1. 
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t/2 	t 	 time 
Figure 1. Effect of the coordinate-Control operation on the instantaneous values of (a) metabol 
concentration and (b) flux. The model used is shown in Scheme 1, and the rate laws for the two steps are 
follows: v 1  = V 1 (X 0 -SIK 1 ) and v 2 = V 2(S -X 2/K2), with X 0 
= 1, X 2  = 0. 1, K 1 = 1, K2 = 1. For I 
reference curve (dashed), V 1 = 0.2 and V2 = 5, 
whereas for the curve after the coordinate-control operati 
(Continuous), V 1  = 0.4 and V 2 
 = 10, i.e. in this case a = 2. The reference values of the metabol 
concentration and flux 1 at time t (arbitrarily chosen) are S and 
J respectively. After the coordinate cont 
operation (doubling both V 1 and V2 
 at time zero) we obtain the same value of the metabolite concentrati 
s.  , at time :/2 (Fig. 1 a), but at the same time the flux has twice its reference value (Fig. 1 b). 
2 J, 
J. 
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) S1 	 >13 	-> 
Scheme 2. Model used to obtain the results shown in Fig. 2. 
concentrations, T, satisfy eqn. (8), i.e. 
Ta7'/a 	 (12) 
This is shown for a particular example in Fig. 2, where the variable T is the period of oscill-
ation. Eqn. (12) may be used as the starting point for obtaining the summation relationship 
for changes in the variable T with the enzyme concentrations E. The result is as follows: 
(13) 
where 	 cL= .i 	 (14) 
The general summation relationship given by eqn. (13) has previously been given for 
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igure 2. Effect of the coordinate-control operation on the period of oscillation. For the model shown in 
cheme 2, the rate law for the first step is v 1 = V0X1J(X 0 + K 0[l + L(1 + S,/KO]), and for the other three 
is vi = VS,/(K+ S), for i = 1,2,3, with parameters X 0 = 5, K0 = 0.02, K= 0.2, L = 10, K = 5. The 
ference values (dashed curve) of the maximum rates are V0 = 50 and V = 5. After the coordinate-control 
peration (continuous line) we use V0 = 100 and V= 10 (a = 2). One may see from the plots that doubling all 
e maximum rates causes the period T to decrease to half its reference value, Ta = 172. Numerical 
mulaiioas were carried out using the program SCAMP (Sauro, 1986). 
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Meldndez-Hevia et al., 1990). The same relationship applies to the period of oscillation. 
One quantitative measure for characterizing chaotic behaviour is the Lyapunov exponent X 
(see Chapter 26 by Markus and Hess in this book): this quantity has the dimensions of 
inverse of time, and it may be shown that its reciprocal 1/k satisfies eqns. (12-13). 
Eqns. (9-13) are some of the consequences of the effect that the coordinate-control 
operation has on the variables of the metabolic system. In their derivation, some assump-
tions were made (see Acerenza et al., 1989). One of the most important is that all the rate 
laws are proportional to the corresponding enzyme concentrations. If the deviations from 
this assumption are significant (see Chapter 20 by Kacser, Sauro and Acerenza in this book), 
the equations obtained are not fulfilled. The departures from the expected results may give 
some information about the control properties of the system. For example if we apply the 
coordinate-control operation (with a small a) to an oscillatory system (see Chapter 26 by 
Markus and Hess), and we find that the period does not satisfy eqn. (12), then we may 
conclude that there are deviations from the assumed hypothesis that contribute significantly 
to the control of the period. This operation may be applied relatively easily to a biological 
extract. Therefore, the coordinate-control operation may be used as a simple experimental 
strategy to gain some insight into the control features of metabolic systems. 
Acknowledgements: I wish to thank Dr H. Kacser for continuous encouragement and critical discussion, an 
the Commission of the European Communities for financial support. 
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Enzyme kinetics and metabolic control 
A method to test and quantify the effect of enzymic properties on metabolic variables 
Luis ACERENZA*  and Henrik KACSERt 
Department of Genetics, University of Edinburgh, King's Buildings, West Mains Road, Edinburgh EH9 3JN, U.K. 
It is usual to study the sensitivity of metabolic variables to small (infinitesimal) changes in the magnitudes of individual 
parameters such as an enzyme concentration. Here, the effect that a simultaneous change in all the enzyme concentrations 
by the same factor ot (Co-ordinate-Control Operation, CCO) has on the variables of time-dependent metabolic systems 
is investigated. This factor a can have any arbitrary large value. First, we assume, for each enzyme measured in isolation, 
the validity of the steady-state approximation and the proportionality between reaction rate and enzyme concentration. 
Under these assumptions, any time-invariant variable may behave like a metabolite concentration, i.e. S = Sr  (S-type), or 
like a flux, i.e. J. = czfr (f-type). The subscripts rand a correspond to the values of the variable before and after the CCO 
respectively. Similarly, time-dependent variables may behave according to S(t/x) = Sr(t) (S-type) or to J(t/a) = air(t) 
(J-type). A method is given to test these relationships in experimental systems, and to quantify deviations from the 
predicted behaviour. A positive test for deviations proves the violation of some of the assumptions made. However, the 
breakdown of the assumptions in an enzyme-catalysed reaction, studied in isolation, may or may not affect significantly 
the behaviour of the system when the component reaction is embedded in the metabolic network. 
INTRODUCTION 
Enzymologists have been studying the kinetic properties of 
isolated enzyme-catalysed reactions for many years. In the great 
majority of the reactions the steady-state rate is proportional to 
the total enzyme concentration. Many exceptions to this property 
are reported, and this fact is often connected with the existence 
of subunit associations (see, e.g., Kurganov, 1978). Another 
common characteristic of most enzyme assays is that the rate 
remains constant during the early course of the reaction. Some 
examples are, however, known where the 'initial' rate increases 
(lag) or decreases (burst) in time (see, e.g., Neet & Ainslie, 1980). 
In these cases the steady-state assumption for the concentrations 
of the different enzyme forms is violated. 
Enzyme-catalysed reactions are the building blocks of metab-
olism, and the knowledge of their kinetic features is an important 
step towards understanding how metabolic networks behave. 
Nevertheless, we must note that these individual reactions are 
part of a system where the components influence each other in 
intricate ways. In metabolic systems the metabolite concen-
trations are not held constant, as in traditional enzyme kinetic 
assays. In these systems the rates (i.e. fluxes) affect the metabolite 
concentrations, and these in turn affect the rates (Kacser, 1987). 
We must conclude that all the components contribute to the 
system behaviour to some extent. However, if a component is 
replaced by a different one, are the properties of the system 
;ignificantly changed? Or, to particularize the question, is a 
2articular kinetic feature of an enzyme-catalysed reaction (e.g. 
rate non-proportional to enzyme concentration) relevant to the 
behaviour of a metabolic variable when the enzyme concentration 
s changed? As we show in the present paper, the existence of 
;trong deviations from proportionality between rate and enzyme 
oncentration (in a traditional assay) may be almost irrelevant 
vhen the enzyme concentration is changed within a metabolic  
network, whereas in other cases small deviations from pro-
portionality (measured in isolation) may be greatly amplified in 
the system. Similar conclusions apply to enzymes that exhibit 
lags or bursts. Furthermore, we show how the quantitative 
importance of the effects that these kinetic properties of enzymes 
have on a metabolic variable may be experimentally determined. 
The relationships and methods developed in the present paper 
apply to time-dependent metabolic systems. They enable one to 
analyse the properties of the instantaneous values of a time-
dependent variable as well as the properties of the time-invariant 
variables that may be defined from the time course (e.g. steady-
state values). 
2. PARAMETERS AND VARIABLES 
A metabolic system is, basically, a network constituted of 
molecules, x, 'connected' by chemical reactions. This is usually 
represented by a 'static' metabolic map, but in our treatment we 
wish to study some quantitative aspects of its dynamical be-
haviour. The rates of interconversion between each pair of 
molecules are given by the rate laws, 0k•  These may be functions 
of the concentrations, x, involved (free metabolites, free enzymes, 
enzyme—metabolite complexes, enzyme—enzyme complexes etc.), 
temperature, pressure, pH, ionic strength etc. 
The 'parameters' of the system are the quantities that can be 
manipulated independently of each other. Once their values are 
fixed at the initial point of time, they remain constant during the 
whole interval of time that the system is studied. In what follows, 
we consider as parameters the total concentration of each enzyme 
(free plus complex forms) and physicochemical quantities such as 
temperature and pressure. The fluxes or free concentrations that 
act as inputs of the system (e.g. sources and sinks of matter and 
external effectors) are either held constant or changed in time in 
Abbreviations used: CCO, Co-ordinate-Control Operation; D-plot, Direct co-ordinate-control plot; R-plot, Resealing co-ordinate-control plot; 
PS-plot, Reference-Point Sensitivity co-ordinate-control plot; PPS-plot, Point-to-Point Sensitivity co-ordinate-control plot. 
* Permanent address: Departamento de BiofIsica y BioquImica, Facultad de Humanidades y Ciencias, Universidad de la Repüblica, Montevideo, 
Jruguay. 
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some pre-determined way (an example of the latter situation is 
given in Markus et al., 1984). 
The 'variables' of the system are the quantities whose values 
depend on the values of the parameters. We may define two types 
of variables, namely time-dependent and time-invariant, whether 
their magnitudes do or do not change with time respectively. The 
instantaneous concentrations x, mentioned above, and other 
quantities that are functions of these concentrations (e.g. fluxes) 
are time-dependent variables. The successive values that they 
take in time depend on the values to which the parameters and 
initial concentrations are set at the initial time. Examples of time-
invariant variables are the stable steady-state concentrations and 
fluxes, the transition time of a metabolite (Heinrich & Rapoport, 
1975) or a pathway (Easterby, 1981, 1986) to a stable steady 
state, the period and amplitude of variables that exhibit sustained 
oscillations (Hofmann et al., 1985; Goldbeter & Moran, 1987; 
Mizraji et al., 1988) and the maximum Lyapunov exponent that 
characterizes a chaotic regime (Hess & Markus, 1987). 
First, we centre the attention on the time-dependent variables 
x. The change of each x with time, dx]dt, may be written as the 
balance of all the rates, Vk,  that affect its concentration directly: 
dx 
i_ 	 i=1.....q 	 (1) ut k-i 
Here n k  is the stoichiometric coefficient of the molecule x 1 in the 
reaction k. It is positive, negative or zero if x is produced, 
consumed or not altered directly by the rate vk  respectively. For 
a given set of values of the parameters and initial concentrations, 
the solutions of eqns. (1) constitute the time courses of the 
concentrations: x(t), i = 1..... q. Introducihg these x(t) into 
the rate laws vi,,  we obtain the time courses of the fluxes: Jk (t), 
k=l.....p. 
The values of the time-invariant variables may be obtained 
from the time course of the time-dependent variables. For 
example, when a system settles to a stable steady state, an 
estimate of the steady-state values of metabolite concentrations 
and fluxes may be obtained from the time courses, by waiting a 
'long enough' period of time. In a system that exhibits sustained 
oscillations in time, the period of oscillation (the interval of time 
between two consecutive maxima in the time course) is such a 
time-invariant variable. 
3. THE CO-ORDINATE-CONTROL OPERATION (CCO) 
It has been traditional to investigate systems by a sensitivity 
analysis of the variables with respect to specific parameters. Thus 
control analysis (Kacser & Burns, 1973; Heinrich & Rapoport, 
1974) considers the responses of metabolic concentrations and 
fluxes to modulations of any one of the parameters of the system. 
Some progress has been made to use this approach to detect 
deviations from the assumption of proportionality between rate 
and enzyme concentration in steady-state systems (Kacser et al., 
1990; Sauro & Kacser, 1990). In what follows, a different method 
from modulating individual parameters is described. It applies to 
time-dependent systems and has the advantage of not being 
restricted to small (infinitesimal) changes. 
Changes in the values of the parameters affect, to various 
degrees, the values of the variables (control of variables by 
parameters). For a time-dependent variable, one may define a 
'reference time course' generated by a chosen set of values of the 
parameters, the 'reference parameter values'. If one or more of 
the reference parameter values are altered at the initial time, the 
resulting time course may be significantly different from the 
reference one. In what follows, we study the control of the  
variables by a particular group of parameters, namely the total 
enzyme concentrations, E,. We assume that all the m enzyme 
concentrations are simultaneously changed by the same arbitrary 
factor a (not necessarily 1). If Ejr(i = I..... m) are the values 
of the enzyme concentrations that generate the reference time 
course, then the new time course is obtained by using enzyme 
concentrations E,(i = I ..... m) given by: 
E, = aEjr 	 (2) 
We call this equal and simultaneous change in all the enzyme 
concentrations: the Co-ordinate-Control Operation (CCO) 
(briefly introduced in Acerenza et al., 1989; Acerenza, 1990). The 
subscripts r and a are used to indicate the value of a parameter 
or variable before (reference) and after the CCO is applied 
respectively. We use this operation throughout the following 
treatment. This approach reveals certain simple properties of 
time-dependent metabolic systems, when some assumptions are 
made (see below). Furthermore we suggest how the resulting 
relationships, and hence the assumptions made, may be ex-
perimentally tested in reconstituted systems or biological extracts. 
We discuss the practical problems associated with attempting to 
apply a CCO in a subsequent section. 
4. ASSUMPTIONS 
We now make some assumptions concerning the properties of 
the metabolic system. These are used to derive some theoretical 
consequences of the CCO in sections 5 and 6. The analysis of 
cases where there is a breakdown of the assumptions is considered 
in sections 9-11. 
In the general case (see section 2) the q concentrations x 1 that 
appear in eqns. (I) may be classified in two groups: n free 
metabolite concentrations, S, and q—n enzyme concentration in 
their different forms (free or combined with metabolites), C. If 
the steady-state approximation for the concentrations C is 
plausible, then dC/dt = 0 for each C. (Segel, 1988). Applying 
these conditions to eqns. (I), the reduced resulting system of 
differential equations: 
i= 1..... n 	 (3) 
dt 	J-1 
involves only the free metabolite concentrations as variables. In 
addition, we assume that the rates v, are proportional to the 
corresponding total enzyme concentrations E: 
v,= E, -f,, 	1=1.....m 	 (4) 
where are functions of the concentrations S and parameters, 
and are independent of enzyme concentrations and time. The 
Michaelis—Menten rate equation, for example, fulfils eqn. (4). 
Applying the CCO to a metabolic system whose rates are given 
by eqn. (4), the resulting rates, are related to the reference 
rates, Vir  (see eqn. 2), as follows: 
= avrl 	j = I..... m 	 (5) 
Then, under the assumptions described by eqns. (3) and (4), the 
first important consequence of the CCO is to multiply each term 
of the right-hand member of eqns. (3) by the same factor a. It is 
important to note that, if matter is introduced into the system via 
one or more constant input fluxes, these should also be modified 
according to eqn. (5) when the CCO is applied. However, any 
constant (input) concentrations, if present, should not be 
modified when the rate that transforms them is given by eqn. (4). 
The discussion of the case where the inputs are changed in time, 
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5. CO-ORDINATE CONTROL OF TIME-DEPENDENT 
VARIABLES 
In this section we outline some consequences of the CCO, 
related to the control of time-dependent variables. Some math-
ematical details of this treatment are given in Acerenza et al. 
(1989). 
Combining eqns. (3) and (5), we obtain the relationship 
between the derivative of S with respect to time after and before 




dt 	dt S _(LS1 
The only effect of a simultaneous change in all the enzyme 
concentrations by a factor a is to make the metabolite con-
centrations change at a rate that is a times the original one. Then, 
the CCO is equivalent to a change in the time scale of the time 
courses of the metabolite concentrations. For each time 'r  of the 
reference time courses [the reference time courses are the functions 
of time, S1(t), obtained with the reference parameter values] there 
exists one time ç, in the new time courses, at which all the 
metabolite concentrations have the same values as in the reference 
state at time tr  The value of ç is given by: 
(7) 
and hence 
S(t r/a) = S r(tr) 	 (8) 
From eqns. (5) and (8) we obtain the analogous relationship for 
the fluxes: 
Jj (t r/Z) = a.J, r(t r) 	 (9) 
Eqns. (8) and (9) tell us that, when the CCO is applied to a time-
dependent metabolic system, which satisfies the assumptions 
made in eqns. (3) and (4), the instantaneous values of the 
metabolite concentrations are 'shifted' from the time t to t/a, 
while the instantaneous values of the fluxes are multiplied by the 
factor a and 'shifted' from t to t/a. It is important to note that, 
if matter is introduced into the system via concentrations or 
fluxes that change in time, these inputs should be altered in the 
same way as shown by eqns. (8) and (9) respectively when the 
CCO is applied. 
An immediate consequence of eqn. (8) is that if one plots the 
metabolite concentrations after the CCO against a multiplied by 
time the resulting curve should coincide with the reference time 
course (see Figs. la and lb). This result is used below in section 
8. [A similar procedure is used as a test for inactivation of a single 
enzyme during assay (Selwyn, 1965); (see also Cornish-Bowden, 
1979).] 
6. CO-ORDINATE CONTROL OF TIME-INVARIANT 
VARIABLES 
Co-ordinate control of time-invariant variables with 
dimension of time 
Time-invariant variables with dimension of time, which charac-
terize some temporal aspect of the time course of the metabolite 
concentrations, satisfy eqn. (7). Examples of these variables are 
transition times, period of oscillation and the reciprocal of the 
maximum Lyapunov exponent (mentioned in section 2). Then, if 
i is the value of such a time-invariant variable with dimension 
of time, obtained from the reference time course, after the CCO 
the new value of the variable, i, is given by: 
T= 	 (10) 
that is a simultaneous increase (decrease) in all enzyme con-
centrations by a factor a causes a decrease (increase) in the value 
of T by the same factor. 
Co-ordinate control of a transition to a stable steady state 
If the metabolic system is one that approaches a stable steady 




Fig. 1. Example where assumptions eqns. (3) and (4) are valid: (a) concentration of S versus time and (b) R-plot 
In (a) we show time courses of the concentration of S (Scheme 1 in section II) corresponding to different z values. The concentrations of X 0 and 
X 1 are constant. The rate laws v,-and v 2 are proportional to the corresponding enzyme concentrations. In (b) we plot the same ordinate values 
as in (a), but against a multiplied by time. In this rescaling plot the three curves coincide. It should be noted that, as a result of the rescaling 
procedure, the curves in(a) corresponding to a = 0.5, 1.0 and 2.0 end in (b) at at = 2.5, 5.0 and 10.0 respectively. [In Figs. 3(a) and 3(b) we show 
the same types of plots in a situation where assumption eqn. (4) is not valid.] 
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approximately constant values independent of time. Therefore 	cycle. The mean value of a time-dependent variable Y in 
eqns. (8) and (9) take the form: 
	
interval of time T is defined by the expression: 
S 7 = Srr 	 (II) 
JSS = XJj r (12) f.T Ydt  
T 
(17) 
where the superscript ss indicates steady-state values. Eqns. (11) 
and (12) show the effect that the CCO has on the steady-state 
metabolite concentrations and fluxes. 
To characterize the transition between the initial conditions 
and the steady state one may use the transition time as defined by 
Easterby (1981). This is, of course, a time-invariant variable that 
behaves according to eqn. (10) when the CCO is applied. 
C. Co-ordinate control of sustained oscillations 
Here we consider the situation where the time-dependent 
variables (metabolite concentrations and fluxes) exhibit stable 
oscillations in time. In this type of behaviour, the values of the 
time-dependent variables repeat at constant intervals of time, T 
(period of oscillation). Two time-invariant variables are fre-
quently used to characterize oscillatory phenomena, namely the 
period and the amplitude. The period is a time-invariant variable 
with dimension of time, and when the CCO is applied it behaves 
as shown in eqn. (10). The amplitude of oscillation (A..) for a 
metabolite concentration S, may be defined as half the difference 
between the maximum (S") and minimum (S") values: 
= (Stm" —S)/2. The maximum and minimum values, and 
hence the amplitude, depend on the reference parameter values. 
If we apply the CCO, and wait until the system settles to a new 
stable oscillation, even though the value of the period is modified 
as described by eqn. (10), the maximum and minimum values of 
the metabolite concentrations are not altered (see eqn. 8): 
= 	iax 	
(13) 
Sn. = 5 n. ir 
Introducing eqns. (13) into the definition of amplitude, we 
immediately obtain: 
= Asr 	 (14) 
i.e. the value of the amplitude is unaffected by the CCO. The 
fluxes J may be calculated by introducing the metabolite 
concentrations into the rate equations given in eqn. (4). If the 
metabolite concentrations are periodic functions of time, with 
period T, the corresponding fluxes are periodic functions of time 
with the same period. Therefore when the CCO is applied the 
period of these fluxes is also modified according to eqn. (10). The 
metabolite concentrations corresponding to the maximum and 
minimum fluxes are not modified, and therefore the same applies 
to the values of fj at these points, introduced in eqn. (4). 
However, as the rates are proportional to enzyme concentration, 
even if the values of fJ  are unaltered, the new maximum and 
minimum values of the flux are a times those of the reference 
oscillation 
(15) Jn. = aj min. 
The amplitude of oscillation (A ' ) for a flux J may be defined as: 
A i  = —Jy")/2. Combining eqns. (15) with this definition, 
the relationship between the flux amplitude before and after the 
CCO is obtained: 
= cxA 	 (16) 
Besides the period and amplitude, another quantity that may be 
used to characterize an oscillatory regime is the mean value in a 
It is important to note that we evaluate the mean value in ar 
interval of time equal to the period of oscillation. When the CCC 
is applied the resulting mean value can be written as follows: 
f.Tl  lç•dt (18) 
T 
In the following, we discuss the relationship between Y and F.  
when the variable is a metabolite concentration or flux that 
shows stable oscillations. As was mentioned above, the period of 
oscillation, T, satisfies eqn. (10). If Y is a metabolite concen-
tration, eqn. (8) is fulfilled and can be written in an equivalent 
way: Si (t) = S r(Xt). Using this equation together with eqns. 
(10), (17) and (18), and properties of integrals, we finally obtain: 
= Si,r (19) 
In the case where Yis a flux, eqns. (9), (10), (17) and (18) are used 
to obtain: 
= 	 (20) 
In other words, the simultaneous change of all enzyme con-
centrations by a factor z does not affect the mean values of the  
metabolite concentrations, but alters all the mean fluxes by the 
same factor (being the mean values evaluated in a period of 
oscillation). Eqns. (19) and (20) may be seen as equivalent to the  
steady-state conditions (11) and (12) when stable oscillations are  
considered. 
7. CLASSIFICATION OF THE VARIABLES 
In sections 5 and 6 we considered the effects that the CCO has 
on time-dependent and time-invariant variables respectively. In 
each one of these groups we may distinguish variables that 
behave like a metabolite concentration (S-type) or like a flux 
(J-type). Such a classification may serve as a summary of the 
relationships established and constitutes the basis of experimental 
tests. 
A. Time-invariant variables 
All the time-invariant variables, Y, considered in section 6, 
may be classified in two groups, S-type and f-type, according 
to the expected response when the system is subject to the CCO. 
We define as S-type time-invariant variables those that remain 
unaltered after the CCO: 
(21) 
Examples of this type of variable are S 1, 1 (eqn. 11), 5i and 
(eqn. 13), A (eqn. 14) and S (eqn. 19). f-type time-invariant 
variables appear multiplied by the factor a when the CCO is 
applied: 
= 	 (22) 
and examples of this type are f (eqn. 12), f' and f7n 
(eqn. 15), A, J (eqn. 16) and .J,(eqn. 20). The reciprocal of T(l/T) 
also belongs to this type (see eqn. 10). 
It should be noted that, if Yis a f-type time-invariant variable, 
then Yla behaves like an S-type time-invariant variable (see 
eqns. 21 and 22). 
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The time-dependent variables may also be classified as S-type 
r f-type depending on the predicted behaviour when the CCO 
s applied (see section 5). The effect of the CCO on an S-type 
ime-dependent variable is simply expressible as an alteration in 
he time scale of its time course: 
S(t/cx) = Sr(t) 	 (23) 
rhe time-dependent metabolite concentrations are S-type van-
Lbles (eqn. 8). In the case of f-type variables, the CCO scales 
imultaneously the time and the variable according to the 
ollowing relationship: 
f(t/x) = 	r() 	 (24) 
xamples of f-type variables are the time-dependent fluxes 
eqn. 9). 
We therefore see that the values of an S-type (f-type) time-
lependent variable, corresponding to different a and identical at, 
)ehave like the values of an S-type (f-type) time-invariant 
'ariable. Similarly to the case of time-invariant variables, if Y is 
f-type time-dependent variable, Y/a behaves like an S-type 
ime-dependent variable. 
L TEST OF THE GENERAL RELATIONSHIPS 
The data obtained from a CCO experiment may be used to test 
he general relationships summarized in section 7 (eqns. 21-24). 
-lere we propose simple plots to test these relationships. Depend-
ng on whether the variables analysed are time-dependent or 
ime-invariant, the procedures are slightly different. 
Time-invariant variables 
To test the behaviour of a time-invariant variable, Y, the basic 
xperimental information needed is a table with the values of the 
,ariable corresponding to different a values (Y versus a). 
The 'Direct co-ordinate-control plot' (D-plot) is simply the 
lot Y/ Yr  against a. Yr  is the value of the variable when a = 
reference point). The expected result of a D-plot for an S-type 
iariable is a straight line where the quotients, Y/ iç, are equal to 
I for all a (see eqn. 21 and Fig. 2). f-type variables should give 




rig. 2. D-plots, Yj Y, against a, when eqns. (3) and (4) apply 
The horizontal straight line is the D-plot of an S-type variable and 
the straight line of 45° corresponds to a f-type variable. 
to zero, passes through the origin (see eqn. 22 and Fig. 2). If the 
D-plot is not as expected, the variable shows departures from the 
theoretical relationship (eqn. 21 for S-type and eqn. 22 for f-type 
variables). Provided that no systematic errors in applying the 
CCO have been introduced (see section 12), this result should be 
interpreted as a breakdown of the assumptions introduced in 
section 4. On the other hand, if the D-plot is as expected, the 
deviations from the assumptions, if they exist, do not contribute 
significantly to the behaviour of the variable when the enzyme 
concentrations are changed. 
B. Time-dependent variables 
To test eqns. (23) and (24) the experimental information 
needed is the time courses for different values of a, namely }.(t). 
On the basis of the properties of time-dependent variables, 
discussed in section 7, we suggest to plot the data in a 'Rescaling 
co-ordinate-control plot' (R-plot). The R-plot for S-type vari-
ables is S(t) against at. If the variable behaves according to eqn. 
(23), the plots for different a should appear superimposed on the 
reference curve (a = 1) (see Fig. 1). Similarly, in the case of f-
type variables the R-plot is f(t)/a against at. As a consequence 
of eqn. (24), the curves corresponding to the different time 
courses J(t) should appear superimposed on the reference time 
course Jr(t) (where a = 1) in the R-plot (not shown). If such an 
R-plot does not give coincident curves, this would be an 
indication that the assumptions made in section 4 are not 
fulfilled, and that these deviations contribute significantly to the 
behaviour of the system variable when the enzyme concentrations 
are modified. 
As was mentioned in section 7, the values of an S-type (f-type) 
time-dependent variable, corresponding to different a and identi-
cal at, behave like the values of an S-type (f-type) time-invariant 
variable. Therefore a D-plot may be constructed with these 
values. 
What we have called the R-plot, for S-type time-dependent 
variables, is similar to a test used to detect inactivation of an 
enzyme during assay (Selwyn, 1965). 
9. BREAKDOWN OF THE ASSUMPTIONS 
The relationships derived in sections 5 and 6, and summarized 
in section 7, are based on the assumptions introduced in eqns. (3) 
and (4). If the steady-state approximation for the different forms 
of the enzyme concentrations is not valid or the rates are not 
proportional to the corresponding enzyme concentrations, the 
system variables may exhibit significant deviations from the 
predicted behaviour (eqns. 21-24) when the CCO is applied. 
Here we enumerate some enzyme mechanisms that are known to 
violate those assumptions and, when embedded in a metabolic 
network, are potential generators of deviations. 
Many proteins described in the literature have a quaternary 
structure. Depending on the experimental conditions, more than 
one polymeric form may coexist in significant amount. If a 
protein with catalytic function shows these structural features, it 
constitutes a source for the generation of rate laws that do not 
behave as eqn. (4) (see, e.g., Kurganov, 1978). The simplest 
example of association—dissociation between homologous sub-
units is the monomer—dimer equilibrium. In section 11 below we 
analyse some effects of this type of mechanism on transients to 
a stable steady state. The existence of associations between 
different enzymes (heterologous associations) may generate rate 
laws that depend on more than one enzyme concentration, 
showing departures from eqn. (4). Some consequences of hom-
ologous and heterologous associations on the control properties 
of steady-state metabolic concentrations and fluxes have recently 




L. Acerenza and H. Kacser 
The time courses of some enzymic reactions show 'lags' or 
'bursts' under normal assay conditions (see, e.g., Neet & Ainslie, 
1980). This phenomenon is associated with the existence of slow 
conformational transitions in the enzyme mechanism. In these 
cases the steady-state approximation is not valid, and therefore 
it is not possible to express the behaviour in time by eqns. (3). 
The existence of slow conformational changes may have major 
effects on the control of the time course of a variable, while 
having no effect on the control properties of the steady state of 
the system. 
Some concentrations of metabolites within a system appear to 
be linked by conservation constraints (e.g. [NAD] + [NADH] = 
constant). If the total concentrations of enzymes are negligible 
with respect to the concentrations of conserved metabolites to 
which they bind, the steady-state approximation is valid. In this 
frequently considered situation, as there is no significant seques-
tration of the conserved metabolites by the enzymes, when the 
CCO is applied eqn. (4) is also valid. Even if the total con-
centrations of the enzymes are of the same order as the conserved 
metabolite concentrations, the steady-state assumption may still 
be satisfied, provided that those concentrations are much smaller 
than the Michaelis constant (see Segel, 1988). Owing to the low 
'affinity' (large Michaelis constant) between enzyme and metab-
olite, the fraction of the metabolite in complexed form is still 
small. If, however, the total concentrations of the enzymes and 
the metabolites are of the same order, but greater than the 
Michaelis constant, the validity of the steady-state assumption is 
no longer ensured. Furthermore, in this condition there is 
considerable sequestration of the conserved metabolites, and we 
may expect significant deviations in the system variables when 
the CCO is applied (see Fell & Sauro, 1990). 
The enzyme mechanisms mentioned above may be responsible 
for the appearance of departures from the quantitative relation-
ships derived in sections 5 and 6. Furthermore, they may be the 
cause of a qualitative change in the dynamics of the system if a 
'bifurcation point' is reached when the CCO is applied. Such 
situations, for example, may transform a sustained oscillation 
into a stable steady state, or vice versa. 
10. QUANTIFICATION OF THE DEVIATIONS 
The D-plots and R-plots may be used to test the existence of 
deviations from the predicted relationships (eqns. 21-24). Such a 
case is illustrated in Figs. 3(a) and 3(b). Here we introduce 
additional plots to assess the quantitative importance of the 
deviations. These plots constitute a phenomenological descrip-
tion of the deviations. Furthermore, as we show below, they may 
be useful in the search of the origin of the deviations. 
In section 7 we discussed two properties of metabolic variables: 
if Y is a J-type variable (time-dependent or time-invariant), 
then the values of the variable divided by a, Y/a, behave like an 
S-type variable (time-dependent or time-invariant respectively); 
if Y(i) is a time-dependent variable (S-type or J-type), then 
the values of the variable for the same at and different a, Y(t), 
behave like a time-invariant variable (of the same type). These 
properties allow us to transform the values of any of the variables 
described in section 7 into the values of an S-type time-invariant 
variable. If we want, for example, to compare the deviations of 
an S-type variable with those of a f-type variable, or to compare 
the deviations of a time-dependent variable corresponding to 
different time points, such transformations should be applied. 
The plots, which we introduce in this section, are defined for S-
type time-invariant variables. However, they may also be used in 
the analysis of other types of variables, with application of the 
appropriate transformations described above. 
To quantify deviations, the data from a CCO experiment may 
be plotted in, at least, two different ways. In what follows we 
define and discuss two plots, which we call 'Reference-Point 
Sensitivity co-ordinate-control plot' (RPS-plot) and 'Point-to-
Point Sensitivity co-ordinate-control plot' (PPS-plot). 
Reference-Point Sensitivity co-ordinate-control plot (RPS-
plot) 
The RPS-plot is established to characterize the changes of a 
variable with respect to a unique reference point (point cor-
responding to a = I). We define a deviation function dr  (for an 
S-type time-invariant variable) as d r = [(S—S)/Sr]/(a—l). A 
plot of d r against a represents the relative change in the value of 
the variable, with respect to the reference value (S),  per relative 
change in the enzyme concentrations, a - I (see eqn. 2), when the 
CCO is applied. The ordinate values in this plot would constitute 
a measure of the quantitative importance of the deviations for 
different a changes. The sign of the ordinate values is positive or 
negative if the change in the variable is in the same or opposite 
direction to the change in the enzyme concentrations respectively. 
In the absence of deviations the ordinate values dr  are equal to 
zero for all a. 
Point-to-Point Sensitivity co-ordinate-control plot (PPS-plot) 
In the previous (RPS) plot we used a unique reference point. 
Alternatively, it is possible to establish a plot where each set 
of enzyme concentrations serves successively as the reference 
point. 
Let 	E and E 1 (E_ 1 < E < E,1 ) be three consecutive 
values of the concentration of any one enzyme, and S_ 1 , S. 
and S,,+  the corresponding values of an S-type time-invariant 
variable, resulting from the application of the CCO. The 
point E. is momentarily considered as the reference point. 
The relative change in the variable per relative change in 
the enzyme concentration from E. to E,, 1 is: d+1 = 
- S,,)1S,,]1[(E,, 1 - E,,)/E,,)]. Similarly, the relative change 
in the variable per relative change in the enzyme concentration 
from E. to E,,_ 1 is: d_ 1 = [(S 1 —S,,)/S,]/[(E,,_ 1 —E,,)/E,,]. If the 
increase and decrease of the enzyme concentration from the 
reference point are equal (i.e. E,,,—E,, = E,,—E,,_ 1 ), then the 
relative change in the variable per relative change in the enzyme 
concentration at the reference point may be estimated by the 
simple arithmetic mean: d,, = (d, + d_ 1)/2. From p experimental 
points, p-2 values of d,, may be calculated (d 2 to d_ 1). 
We define the PPS-plot as d,, against E,,. The ordinates in this 
plot may be considered as an estimate of the deviation in the 
variable corresponding to each E. when the CCO is applied. In 
the absence of deviations the ordinates are equal to zero. The 
signs of the ordinates are positive or negative if the change in the 
variable is in the same or the opposite direction to the change in 
the enzyme concentrations respectively. 
It should be noted that if the experimental data are given as S. 
against a the relative changes in the enzyme concentrations may 
be calculated directly from the values of a: (E,, 1 —E,,)1E,, = 
(a,, 1 —a,,)/a,, and (E,,_ 1 —E,j/E,, = (a,,_ 1 —(x,,)/a,, (see eqn. 2). 
In addition, the value of d,, may be plotted against a,,. 
The arithmetic mean used above to calculate d,, may not be a 
good estimation when E,, 1 —E,, + E,,—E,,_ 1 . In this case we 
propose to use d,, = [(E,, 1 —E,jd_ 1 +(E,,—E,,_ 1)d 1]/(E,, 1 -
E,,_ 1). This weighted mean is equivalent to obtaining the value of 
d,, by linear interpolation between d +1 and d_ 1 . Here the enzyme 
concentrations may also be substituted by the corresponding a 
values without changing the results. 
There is a link between the values of the ordinates in a PPS-
plot and the summation relationships of control analysis. This 
is given in the Appendix. The construction of these plots is 
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Here we show, by way of simulation, how the proposed plots 
can be used to test and quantify deviations. Although the 
example chosen is of a monomer-dimer equilibrium (eqn. 4 is 
violated), the same treatment can be applied to any of the 
deviations discussed in the preceding section. 
We consider one metabolic pathway, whose structure is 
represented in Scheme I. The first step is catalysed by an enzyme 
that presents a monomer-dimer equilibrium. X. and A' 1 are the 
constant source and sink concentrations respectively. S is the 
only metabolite whose concentration is free to alter. The rate for 
the first step is: , = am M±2ad D (25) 
where am  and  ad  are the specific activities of the monomer and 
dimer subunits respectively. The total concentrations of monomer 
and dimer, M and D, appearing in eqn. (25), are given by 
M = [- I +(l +8Kapp Ei)4]/(4Kapp ) and D = Kapp M E1 is 
the total enzyme concentration expressed in monomer units 
(E1 = M+2D). Kapp.  (the apparent equilibrium constant), am 
and ad  depend on the concentration, A' 0 , of the substrate X 0 , 
and are independent of E1 . It should be noted that if am = ad 
then v 1 is proportional to E1 , and eqn. (4) is fulfilled. Here we 
consider situations where this is not the case. 
The second step in Scheme I is catalysed by an irreversible 
Michaelis-Menten enzyme: 
= kcatE2 	 (26) 
E2 is the total enzyme concentration and kent and  Km  are 
constants. 
The time course of the metabolite concentration is obtained 
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Scheme I. 
where v 1 and v 2 are given in eqns. (25) and (26) respectively. 
Fig. 3(a) shows the reference time course, a = I, obtained for a 
particular set of reference parameter values (given in the legend 
to Fig. 3) and the time courses after application of the CCO using 
values of a different from I. The corresponding curves (not 
shown) for the flux carried by the second step (flux 2) are 
obtained by substituting the instantaneous values of the meta-
bolite concentration into eqn. (26). 
The R-plots corresponding to Fig. 3(a) are shown in Fig. 3(b). 
The five curves in each R-plot do not coincide, and this fact is a 
positive test for the existence of deviations from the predicted 
relationship (eqns. 23). Similar results are obtained in the R-plot 
for flux 2 (not shown), which reveals significant deviations from 
eqn. (24). We here characterize and quantify these deviations at 
two different points of time, namely at = I and the steady state. 
The values S 11 , appearing in Table I, are the ordinates cor -
responding to the abscissa at = 1 in the plot of Fig. 3(b). The 
values J.111 are calculated from the ordinates (J)/a)  corre-
sponding to the abscissa at = I of the R-plot corresponding to 
flux 2 (not shown). The steady-state values (Ss.s and J' s) are the 
constant values attained after a 'long enough' time. From the 
steady-state values another time-invariant variable, namely the 
transition time of the system, can be calculated (Easterby, 1981, 
1986): r = S'/J. Table I shows how this value changes with a. 
The PPS-plot, calculated from the data of Table 1, appears in 
Fig. 4. Here the deviations are different, for the different variables 
(concentration of S, flux 2 and ) and at (at = I and steady state, 
for time-dependent variables). Because of the values chosen for 
the parameters, the deviations are positive. In the case of the 
metabolite concentrations (S-type variables) positive deviations 
mean that, when the CCO is applied, the variable moves in the 
same direction as the enzyme concentrations. For the fluxes and 
the reciprocal of r (f-type variables) positive deviations indicate 
that the change in the variable is greater than the proportional 
increase expected when the CCO is applied with a greater than 
unity. It is important to note that the deviation for Ss , increases 
with a, whereas the deviations for the other metabolite con-
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Fig. 3. Example where assumption eqn (4) is not valid, namely monomer—dimer equilibrium: (a) concentration of S versus time and (b) R-plot 
In the example considered in section II the reference parameter values used to generate the reference time course (a = I, broken line) are a m  = I, 
ad = 10, K 0 = 0.1, KA  = 3, E1 = 4 and VA 22 and the concentration of S at the initial time zero (5") is zero. The same values for a m , a,,, 
i.ç0 , K,, and 5'fl.  are used to calculate the curves for a = 0.5, 0.75, 1.5 and 2.0, and the values of E1 and V,, are multiplied by the corresponding 
a (see eqn. 2). The time courses for different a are given in (a). In (b) the same concentrations of S are plotted against a multiplied by time. The 
numerical simulations were carried out by using the program SCAMP (Sauro, 1986). 
704 
	
L. Acerenza and H. Kacsei 
Table 1. Concentration of S and flux 2 (J) versus a 
The concentration appearing in this Table may be obtained from 
Figs. 3(a) and 3(b). The plots for the fluxes are not shown. The 
values given correspond to the steady state, ss, and at = I, (I). r is 
equal to S'11J11  
a S S' J l) T. 
0.50 3.90 6.22 3.31 5.77 0.63 
0.75 6.02 11.01 4.37 9.78 0.55 
1.00 8.76 16.39 5.29 14.04 0.53 
1.50 18.12 28.31 6.79 22.88 0.64 
2.00 45.77 41.29 7.94 31.94 1.11 
constitute a quantitative phenomenological description of the 
deviations. 
In what follows, we analyse how the properties of the 
component rates (v 1 and v 2) affect the resulting behaviour of 
the variables when the CCO is applied. This analysis is based 
on infinitesimal changes (a 1) as used in control analysis. It 
provides us with an interpretation of the deviations appearing in 
Fig. 4. It can be shown that, in the simple example under 
consideration, the ordinates of the PPS-plot for the metabolite 
concentration may be estimated by: 
D(t) = (ir - l)C 	 (28) 
Here, ir = (E1 1v 1)(öv 11E1 ). This ir elasticity is equal to unity 
when the rate v 1 is proportional to the enzyme concentration E1 . 
C = (v 1 1S)1(aS1F3v 1 ) is the Control Coefficient. In general, this 
Control Coefficient is time-dependent, though in the limit it 
represents the usual steady-state value (see the Appendix and 
Kacser et al., 1990). The analogous equation for flux 2 is: 
D(t) = (7T - l)C' 	 (29) 
It is important to note that eqns. (28) and (29) are valid in this 
particular example, because ir' is independent of time (in a more 
general case they must be substituted by expressions that involve 
Table 2. Control Coefficients and deviations 
The values of the parameters used to generate the coefficients 
appearing in this Table are given in Fig. 3. Deviations D5 and D 
were obtained by using eqns. (28) and (29). They are evaluated at 
two different points: at = I and ss (steady state). The values of d 
were obtained from the PPS-plot of Fig. 4. The numerical simulations 
were carried out by using the program SCAMP (Sauro, 1986). 
a CS 
vi Cj,' ij - I D ds. D d 
0.75 3.01 1.00 0.39 1.19 1.21 0.39 0.40 
ss 	- 	 1.00 3.92 1.00 0.37 1.45 1.55 0.37 0.38 
1.50 7.04 1.00 0.33 2.30 3.06 0.33 0.34 
0.75 1.73 0.70 0.39 0.68 0.68 0.28 0.29 
at = 1 	1.00 1.75 0.63 0.37 0.65 0.65 0.23 0.25 
1.50 1.76 0.54 0.33 0.58 0.59 0.18 0.19 
integrals). Therefore for this particular example the signs and 
magnitudes of the deviations in a PPS-plot depend on the 
product of two factors: (a) the sign and magnitude of the 
deviation of the rate (irj - 1) and (b) the sign and magnitude of 
the effect that a change in the rate has on the variable (C or 
C). The values of these quantities are given in Table 2. In'the 
case studied both factors (a and b) are positive, which results in 
a positive deviation in the PPS-plot. The deviation of the rate 
(irj - ') decreases with a. C (at = 1) shows the same tendency, 
whereas C
' ' 
, (steady state) is constant and equal to 1 (first step is 
irreversible and C (at = I) increases slightly with a. This 
dependence on a explains the decreasing curves exhibited by the 
three variables under consideration (Fig. 4). On the other hand, 
C,',  (steady state) increases with a in such a way that the 
product C,', (ir - I) increases too, being the cause of the 
increase in the deviation with a in the PPS-plot. It should be 
pointed out that the increase in C is due to an increase in the 
saturation of the second enzyme wit k a. However, as S is built up 
from zero, the saturation effect is not important at the early 
stages of the time course (at = 1). 
It is important to note that, even though the values of a used 
to construct the PPS-plot are relatively large, the deviations 
calculated with eqns. (28) and (29), which are based on 
infinitesimal changes are in reasonable agreement (see Table 2) 
with the values of the ordinates, d, in Fig. 4, although it is 
recognized that this need not generally be the case. 
Eqns. (28) and (29) illustrate that the existence of strong 
deviations from proportionality between rate and enzyme con-
centration (e.g. ir > I) may be irrelevant to the behaviour of a 
metabolic variable if the magnitude of the Control Coefficient 
(C') is small. However, in other cases the deviation from 
proportionality in the rate equation may be greatly amplified if 
the variable shows a high value of the Control Coefficient (e.g. 
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Fig. 4. PPS-plot, d,, against a, in a case where assumption eqn. (4) is not 
valid: behaviour of time-invariant and time-dependent variables 
These plots are constructed by using the data from Table 1. The 
ordinates corresponding to d, S (0),  S' (x), J J), J" t+ 
and 11re () are calculated as described in section 10. The broken 
line indicates the plot of all variables expected in the absence of 
deviations. 
12. DISCUSSION 
The ideal CCO consists in the change of all the enzyme 
concentrations by the same factor, without any alteration in the 
other parameters of the experiment. [Exceptions are time-
invariant input fluxes and time-dependent input metabolite 
concentrations and fluxes (see sections 4 and 5)] It now remains 
to discuss how far this operation can be applied to experimental 
systems. As always, there are special problems that will be 
encountered in particular applications. 
The CCO may be applied to reconstituted systems. These 
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ystems are built up by the use of component molecules that had 
een previously purified. They are, of course, much more simple 
han the biological systems that they are intended to mimic. 
-lowever, they may give insight concerning, for example, the 
nain components and conditions needed to obtain a certain 
)ehaviour [see, e.g., Eschrich et al. (1980), oscillations; Torres 
t al. (1989), transition time; Salerno et al. (1982), transition 
ime]. The composition of a reconstituted system is known and 
inder the control of the experimentalist. Therefore the CCO 
nay, in principle, be applied to reconstituted systems in a 
imple way. These seem to be the most immediate experimental 
ipplications. 
In the case of a biological extract, many aspects of the 
;omposition are probably not known, which makes it more 
lifficult to apply the CCO. One way to approach this goal might 
e to take a fraction of the extract and make a complete enzyme 
nactivation (e.g. denaturation by heating or proteolytic 
nzymes). By mixing the original extract and the one subjected to 
nactivation in different proportions, we might obtain dilutions 
)f the active enzyme concentrations without altering the concen-
rations of the other components of the system. In the ideal 
onditions the inactivator and the products of inactivation must 
ot react with non-enzymic components of the system. It is 
vident that the agent used to inactivate the enzymes should be 
otally removed before the mixing is done. If there is considerable 
nzyme inactivation during the experiments (spontaneous or 
nduced by unremoved inactivator), the total enzyme concen-
rations may not be treated as parameters and will constitute a 
ource of deviations. An alternative method consists of successive 
lilutions of the extract, which would decrease all enzyme 
;oncentrations by the same factor. It is, however, necessary to 
•upplement with all the metabolites that are not generated in the 
ystem in order to maintain the original concentrations. Such an 
Ittempt was made by Das & Busse (1985) in studying glycolytic 
)scillations in yeast extracts. Although the [NAD} + [NADH] 
md the [ATP] + [ADP] + [AMP] were maintained constant, other 
ofactors may have been altered by the dilutions. The PPS-plot 
or the period, which can be constructed with the data obtained 
'rom the above publication, shows both positive and negative 
leviations. This suggests a change of sign of the Control 
Thefficient, but, in view of the experimental difficulties referred 
• above, this interpretation may be questionable. If it is desired 
• extrapolate from experiments on biological extracts to the 
ituation in vivo, it is important to note that in the preparation of 
he extract a dilution takes place. In so doing the quantitative 
mportance of the deviations may be modified. 
The application of the CCO to a system in viva appears to be 
lifficult. One might think that the use of, for example, haploid, 
liploid and tetraploid yeast cells could be a way to achieve this 
oal. However, in these series the volume-increases proportionally 
o the gene ploidy, leaving most of the enzyme concentrations 
mpproximately unchanged (Mortimer, 1958; Ciferri etal., 1969). 
)n the other hand, some enzyme concentrations (e.g. enzymes 
ound to membranes) may suffer significant changes (Hilger, 
1973). This situation is therefore far from what we define as 
:CO. 
A method where enzyme concentrations can be manipulated 
n vivo consists in using conditions when co-ordinate repressions/ 
nductions of pathways occur. These are well known in both 
'ungal and bacterial micro-organisms. By definition the CCO 
equires the concentrations of all enzymes in the system to be 
imultaneously altered, and this is certainly not the case in the 
mbove systems. Nevertheless, such studies may approach the 
equirements of a CCO if the system outside the pathway does 
mot interact significantly with it when such repressions/inductions 
ire effected. It is an almost universal observation that single null  
mutants in one pathway do not impose double (or multiple) 
requirements on other pathways. This argues against important 
interactions between pathways. The absence of such interactions, 
however, will have to be established rigorously or the system will 
have to be manipulated to eliminate them. An approach to this 
has been achieved in studying co-ordinate de-repression in the 
arginine pathway of Neurospora crassa (Stuart et al., 1986). 
Introduction of a regulatory mutant (cpc-1) decreases the con-
centrations of the enzymes by about 3-fold compared with their 
'basal' (reference) concentrations in the wild-type. The effects on 
the flux to arginine of this substantial factorial change, however, 
are virtually buffered by a strong negative feedback inhibiting an 
early enzyme of the pathway. When grown in minimal medium, 
a comparison of the two strains shows only a 16 % decrease in 
the flux in the mutant. This feedback effect can, however, be 
abolished by growth on citrulline-supplemented medium, which 
effectively 'shortens' the pathway to the last three steps. When 
this is done, it is found that the 3-fold decrease in enzyme 
concentrations results in a 3-fold decrease in flux. In this instance, 
therefore, no evidence of deviations due to the last three enzymes 
is observed. 
The non-existence of deviations, as a result of a CCO ex-
periment, is informative by itself. This fact indicates that either 
the assumptions (eqns. 3 and 4) are fulfilled or their violation is 
unimportant concerning the behaviour of the variables. On the 
other hand, the discovery of deviations strongly suggests that the 
properties of one or more components of the network do not 
coincide with the assumptions made. Furthermore, a positive test 
for deviations shows that these features of the components have 
a significant effect on the behaviour of the variables when the 
enzyme concentrations are changed. The experimental design for 
performance of the CCO does not necessarily rely on a detailed 
knowledge of the structure of the metabolic system. However, if 
we want to have an interpretation of the deviations, the existing 
profuse amount of information concerning the structure of 
metabolic systems and the kinetic properties of its component 
reactions may be useful. This information (e.g. non-proportion-
ality between a rate, v, and an enzyme concentration, E) may 
suggest candidates for the 'cause' of the deviations in a variable 
of the system (Y). To test the candidate, the values of the Control 
and Elasticity Coefficients (e.g. C.1, and (ir i— 1) should be 
experimentally obtained, in the same conditions used when the 
CCO was applied (see section 11). We conclude that the CCO 
and co-ordinate-control plots may be used as a first approach to 
study the control properties of time-dependent metabolic systems. 
They constitute a possible way to obtain relevant information 
and may guide the design of later experiments, leading to a 
deeper understanding of how metabolic networks work. 
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APPENDIX 
Relationship of the CCO to control analysis: summation relationships 
(a) The assumptions of eqns. (3) and (4) of the main paper are 
valid 
Let us consider a time-invariant variable Y. A small relative 
change in Y, dY/Y, originated by simultaneous small relative 
changes in all the enzyme concentrations, dE1/E( = a - I), can 




Ej  E 
where C is the Control Coefficient of the variable Y, by the Ej 
enzyme concentration E1 , and it is defined as follows: 
C, 	a y 
	 (A2) 
Ej - y 
When the changes in E correspond to a CCO (see eqn. 2) 
dE,/E, = a - 1 (for j = 1 ..... m). If the assumptions introduced 
in eqns. (3) and (4) of the main paper are valid, the relative 
change in the variable, d Y/ Y, is zero in the case of an S-type 
time-invariant variable, 5, and a - I for a f-type time-invariant 
variable, J (see eqns. 21 and 22 of the main paper). Introducing 
these results into eqn. (Al), we obtain: 
(A3) Fk 
EC k _l= 0 	 (A4) 
Eqns. (A3) and (A4) are the summation relationships for S-type 
and f-type time-invariant variables respectively. Examples of 
these variables are given in part A of section 7 of the main paper. 
Particular cases of eqns. (A3) and (A4) are the summation 
relationships for the Control Coefficients of the steady-state 
metabolite concentrations and fluxes (Kacser & Burns, 1973; 
Heinrich & Rapoport, 1974). The reciprocal of a time-invariant 
variable with dimension of time, 1/T, fulfils eqn. (A4). Note that 
C'' = - C and therefore, for these variables: 
E CT k  
This general relationship was previously obtained for particular 
definitions of transition time (see Heinrich & Rapoport, 1975; 
Torres et al., 1989; Meléndez-Hevia et al., 1990), but is general 
for any variable that obeys the transformation eqn. (10) of th 
main paper. 
The summation relationships for the Control Coefficients c 
S-type and J-type time-dependent variables can be written a 
follows: 
C k _TS =0 	 (A 
Vc J -l-Tr0 	 (A 
k 
The 'Time Coefficients' T8 and T1 are defined by T" 
(t/ Y)/( Y/J1), where V stands for S or J (see Acerenza et a! 
1989). 
(b) Deviations from the assumptions of eqns. (3) and (4) of the 
main paper 
Eqns. (A3)-.(A6) are derived by using the assumptions intro 
duced in eqns. (3) and (4) of the main paper. If these assumption 
are not fulfilled, the left-hand members of eqns. (A3)-(A6) an 
not equal to zero. It may be shown that, when the CCO is applie 
with small changes (a 1), those left-hand members are no 
equal to zero but are approximately equal to a deviation term (D 




) D- 	r (A8 
- a- I 
fS(aç = t)- Sr(t)) 
= Ds(t)
S' (0  
(A9 
a-I 
 1)/a] - t) ([J(ac =
	
J(  
JJO  = D(t) (AlO 
a-I 
It is important to note that these D values are the bette 
approximations to the left-hand members of eqns. (A3)-(A6) tht 
closer a tends to I. 
The deviations given in eqns. (A7)-(A10) are those plottec 
against a in a PPS-plot (see section 10 of the main paper). Tht 
only difference is that in the PPS-plot we use the mean betweer 
positive and negative a- 1 values to compensate (partially) th 
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error introduced by the use of relatively large changes. It is 	Heinrich, R. & Rapoport, T. A. (1974) Eur. J. Biochem. 42, 89-95 
asy to show that all D values are zero when the assumptions Heinrich, R. & Rapoport, T. A. (1975) BioSystems 7, 130-136 
qns. (3) and (4) of the main paper apply. 	 Kacser, H. & Burns, J. A. (1973) Symp. Soc. Exp. Biol. 27, '65- 
104 
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