We present a preprocessing algorithm for hyperspectral remote sensing datasets. The algorithm is based on a geostatistical method and should be helpful when a spatial relationship is detected in a dataset. One significant advantage of hyperspectral remote sensing using spectral profiles is the ability to compare an unknown pixel's profile with endmembers that have already been identified by a variety of methods (e.g., laboratory experiments with high-precision spectrometers), with the final goal of determining the unknown pixel. The conditions under which the airborne or spaceborne hyperspectral data are collected, however, differ from those that prevail in the laboratory or field. Therefore, a dataset should be preprocessed so as to eliminate or considerably reduce these differences; the algorithm presented here could be used for that purpose. The result will not only improve the smoothness of spectral profiles, but it may also offer advantages for geological investigations to study mineral anomalies using hyperspectral data. Concentrations of minerals in rock bodies often have certain patterns and follow trends that can be modeled by computing a semivariogram. The advantages of using such a trend have induced mining engineers to develop innovations in geostatistics. These trends should be taken into account when handling hyperspectral datasets. In all methods presented for boosting spectral profiles, the spatial relationships among pixels' DNs are neglected, but, in the method presented here, this relationship is calculated by geostatistics, and an algorithm is applied to improve spectral profiles. The nugget effect is calculated separately for each channel, and its square root is subtracted from the reflectance of all pixels in that channel. Finally, we examine the effectiveness and validation of the method examined using the AVIRIS dataset from Cuprite, Nevada. The results are satisfactory, as the algorithm yields a better mineral detection process.
INTRODUCTION
After applying classical statistics in ore-deposit exploration, mining engineers realized that using mineral distribution patterns in ore deposits could help them obtain more realistic results. They found that mineralization trends could often be distinguished and modeled. The attempts of scientists such as Krig and Siechel produced an innovation of geostatistics that was successfully developed by Matheron and others (Armstrong, 1998) . Its use was then extended to other fields, including environmental science, hydrogeology, and agriculture. Interest in applying geostatistics to analyze remotely sensed data has been increasing recently with the aim of using inherent spatial information, so geostatistics has been extended to a diverse set of fields of image analysis (e.g., Atkinson and Lewis, 2000; Chica-Olmo and Hernandez, 2000; Boucher and Kyriakidis, 2006; Erickson and Michalak, 2006) . It is possible to recognize a pattern or model for the variance of data with regard to the pixels' locations in the scene. In other words, in addition to other factors, the position of each pixel with respect to a source of mineralization directly affects its reflectance.
Smoothing (polishing) is described by Boardman (1998) as a mathematical renormalization method for removing artifacts from reflectance spectra using only the data themselves. When properly implemented, it dramatically reduces spurious, systematic spectral structure due to wavelength registration errors and molecular absorption residuals while leaving the true spectral features of the surface intact. Many types of smoothing filters have been adopted by remote sensing practitioners for hyperspectral applications, including linear and non-linear methods (Chaichoke, 2006) . Consistent noise or error may appear in apparent hyperspectral reflectance data because of the limited accuracy of the standards, measurements, and models used as well as the limited accuracy of calibrations performed along the data signal processing chain. This algorithm is significantly different and uses a regional variable as a model to predict the spectral behavior of a geological surface; thus, it employs additional information based on geological continuity rather than the dataset itself. The method used in this algorithm considers a special fact concerning geological occurrence in addition to the above concepts. The variations in the magnitudes of variables (DN in remote sensing datasets) in geological structures often show a particular order or trend, which is the basis of geostatistics. By defining this trend, one can eliminate systematic errors, or at least a considerable portion thereof, making the resultant data easier to interpret.
The case that we selected for applying the algorithm was a Hyperion scene of the Erongo region in Namibia. The goal was to map alteration zones. This area has a typical geological appearance because of sparse vegetation and obvious outcrops of rocks (Wigand, 2003) . We used an AVIRIS atmospheric-corrected dataset acquired in 1997 from the well-known Cuprite district in Nevada (http://aviris.jpl.nasa.gov) as a standard and pre-identified data to evaluate the functionality of the algorithm. In comparison with airborne hyperspectral sensors like AVIRIS and HyMap, Hyperion has a lower signal-to-noise ratio (see Fig. 1 ). The data were atmospherically corrected by means of Atmospheric CORrection Now (ACORN) mode 1, which is designed for use with calibrated hyperspectral data, and three types of artifact suppression from 3 that software were then applied to the data. Artifact suppression types 1 and 2 attempt to address spectral and radiometric calibration mismatches between the image dataset and the radiative transfer code model of the atmosphere, and type 3 attempts to address artifacts due to low measured signal (ACORN user guide available at http:/ /www.imspec.com).
GEOSTATISTICS AND VARIOGRAM
Geostatistics was originally developed in the mining industry when classical statistics failed to estimate parameters for sophisticated deposits with sufficient accuracy. Krige, a South African mining engineer, and Sichel, a statistician, developed this new method of estimation in the early 1950s. The basic tool in geostatistics, the variogram, is used to quantify spatial correlation between observations. A mathematical function is fit to the experimental variogram, and it can then be used to estimate values at unsampled points (Armstrong, 1998) .
Spatially independent data show the same variability regardless of the location of the data points. In most cases, however, spatial data are not spatially independent. Data values that are spatially close show less variability than data values that are farther away from each other (Goovaerts, 1997) . The exact nature of this pattern varies from dataset to dataset: each set of data has its own unique function of variability and distance between data points. This variability can be analyzed with a correlogram, covariance function, or variogram. Because different mathematical models (spherical, exponential, Gaussian, etc.) are developed better for variogram modeling, the latter is applied in this investigation.
Traditionally, the variogram is presented as a graph: variance (γ(h)) vs. distance. This graph represents the variation of sample values with distance. A set of variograms can be used to describe the sample variation with direction. As an example, a spherical model variogram is shown in Figure 2 , in which the principal components 
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OSKOUIE AND BUSCH are identified. The sill is equal to the dataset variance and, for distances less than the range, the estimated value of γ(h) is lower than the sill (the dataset variance). The sill is composed of two components: the nugget and C. The nugget is the expected variance when two different samples are separated by a zero distance (too small to measure or from a split sample). Normally one would expect this to be 0.0, but, in practice, this is often not the case. If the identical point could be re-sampled with no measurement error, the variation would actually be 0.0, but this reproducibility is not normally possible. As a result, there can be significant variation over very small, or "zero," distances, hence a non-zero variance (Isaaks and Srivastava, 1988) . In other words, we can define the nugget effect as the sum of all immeasurable errors in the whole sampling procedure; with the imagery dataset, it could represent the noise and some other unknown factors throughout the sensing process.
The value of γ(h) for varied distances between samples can be calculated as follows:
, where N is the number of sample pairs, and Z(x i ) and Z(x i + h) are measured variables in the pairs of samples per distance of h.
Why Geostatistics?
Geostatistics has found a broad range of applications in a variety of sciences today. In fact, for any sampling population that shows a trend, one can model a 
regional variable on the raw data and thus apply geostatistics to interpret the parameters of the population. A prominent advantage of applying geostatistics is that it calculates some parameters that are not accessible or at least not easily accessible with the use of ordinary statistical methods. One of those parameters is the nugget effect, mentioned above.
Hyperspectral Imaging
Hyperspectral remote sensors collect image data in many narrow, contiguous spectral bands. The resulting datasets contain numerous image bands, each depicting the scene as viewed within a narrow wavelength range. The hyperspectral scene can also be considered as a single image with a spectrum of brightness values stored for each image cell. These image spectra can be compared with field or laboratory spectra to recognize and map the spectral signatures of ground materials such as green vegetation or particular minerals.
Absorption Features
Every material on or off the earth's surface reflects electromagnetic energy in a characteristic pattern, and the manner in which light of different wavelengths is reflected or absorbed by each material is known as its reflectance spectrum. By filtering reflected light to specific wavelengths of the electromagnetic spectrum (or color for the visible part of the spectrum), images can be created that enhance our ability to differentiate materials (Adler-Golden et al., 1999) . After this, one of the important tasks in dealing with remotely sensed image analysis, and especially in dealing with hyperspectral data, is to compare spectral profiles of pixels with prototype spectral profiles (endmembers), such as spectra from standard libraries or field spectra. This requires recognizing likely absorption features (see Fig. 3 ).
In mineral exploration, for example, the variety of absorption processes and their wavelength dependence allows us to derive information about the chemistry of a mineral from its reflected or emitted light (McHugh et al., 2001; Clark 1999) . The causes of these features can be categorized into two main groups: electronic and vibration processes. Details of these processes are beyond the scope of this article; the interested reader should refer to Clark (1999) . A serious challenge for researchers in the field of image analysis is to distinguish between those features that are related to terrestrial objects and those that are due to factors in the sensing process.
DESCRIPTION OF THE ALGORITHM
The algorithm calculates the nugget effects for each channel separately, which are equal to the intersection of the semivariogram model and vertical axis of the plot. It therefore computes the practical semivariogram for different lag amounts until it reaches the sill, which is the variance of the specified channel. The algorithm checks the gradient of the semivariogram after each calculation to accomplish this task, fits a linear function to the resultant points, and finds the intersection of this line with the vertical axis. Since the dimension of the nugget effect is the same as that of the variance, then the algorithm subtracts the square root of the nugget effect from all pixels' reflectances in the specified band.
Selecting a direction for computing the practical semivariogram model is important. It is best to calculate it in different possible directions; the best one can then be chosen by considering its effects on spectral profiles. Having prior information about geometrical anisotropies in the study area will produce better results. The image can be partitioned into a few smaller scenes based on their geological features and with the use of that information. The algorithm consists of several steps, briefly explained in the following:
Input
The IDL platform was used for programming this algorithm, so the .tif format was chosen for the input 0f image files because of some restrictions on input file format for IDL. Besides choosing the input and output file routes, the user should choose the direction of the variogram and the length of lag. When the available prior information on structural geology of the terrain is not sufficient, variograms and, consequently, nugget effects should be calculated in at least four directions (approximately N-S, E-W, NW-SE, and NE-SW). This is because of considerations about possible geometric anisotropy in the region. For zonal anisotropy, however, the scene should be partitioned into small isotropic parts to achieve reliable results.
Lag
The sample spacing is considered equal to the ground resolution of the data, i.e., the distance between successive pixel centers. The user will have the option to define the pixel base length of lag. 
Calculating γ(h) and the Nugget Effect
The algorithm calculates the variogram magnitudes for each band separately, continuing until it arrives at the sill. This condition is checked by controlling the changes in the gradient of γ(h). The program finds the intersection of the model with the γ axis and then subtracts its square root from all digital numbers in the related band.
1. h = length of lag (ll) 2. N = number of sample pairs, dependent on the direction and length of lag 3.
for all pixels in a specified band 
RESULTS
To explore the concepts of this algorithm, some factors should be taken into account when applying it. Choosing the direction of the variogram is one such factor. This direction should coincide with the maximum variability as much as possible, especially when there is a zonal anisotropy in the geological features of area. The maximum variability in an area with layered structures is almost perpendicular to the strikes of structures, but it is approximately parallel to the radius for bulk structures.
If the structures of the area are complicated and the strikes differ in various parts of the region, it may be advisable to divide the scene into smaller parts and to apply the algorithm separately for each part. Some other non-geological factors should be considered as well. Significant variations in atmospheric conditions should be considered and rectified during the atmospheric correction process. Regions with a high vegetation index should also be marked and separated from the understudy scene before applying the algorithm. Figure 4 illustrates the magnitude of nugget effects in three directions for Hyperion data. Because the Hyperion scenes are very narrow in
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OSKOUIE AND BUSCH the E-W direction, we did not calculate their nugget effect. As can be seen from the diagrams, the results in the NW-SE and NE-SW directions are almost the same. Which of these results should be used for correcting the data? It seems that one should try all of them and select the best one by comparing the results. Figure 5 demonstrates the resultant spectral profiles for the same pixel. We can expect that this method helps the interpreter to better distinguish absorption features. Therefore, any direction of the variograms that boosts absorption features and more effectively smoothes undefined parts of the profile will be helpful.
From the plots in Figure 5 , we can see and compare the effect of each. As mentioned above, the NW-SE and NE-SW directions both have the same effect. The range from 2000 to 2500 nm is shown in Figure 5 because of its importance in geological studies and rock and mineral detection. In this plot, the effect of correction using the NW-SE variogram for boosting absorption features in bands number 2012, 2153, and 2183 nm is obvious. Thus, we can conclude that this direction is most helpful in this area. It should be mentioned that this correction must be performed before unmixing and quantitative analysis, as indicated by previous studies for similar corrections (Parra et al., 2000) . This is the main goal of spectral profile enhancement, as we wish to achieve accurate results in subsequent stages and in the unmixing process.
To validate the method and evaluate its capability in mineral detection, a standard AVIRIS dataset from the Cuprite district in Nevada was tested (Fig. 6) . Our goal was to compare the spectral-feature fitting method and its score for predetermined pixels Fig. 4 . Calculated nugget effects for Hyperion, various bands from Erongo, Namibia using the algorithm in three specified directions after atmospheric correction.
in both images (before and after application of the algorithm). In Figure 7 , the nugget effect was plotted versus the band number for the data in the NW-SE direction. From this result, bad bands (106-114 and 152-168) , equal to wavelength ranges of 1343. 95-1423.61 and 1801.92-1948 .56 nm, respectively, were determined and discarded from the data. Predetermined pixels were extracted as regions of interest (ROI) (Fig. 6 ) from research conducted by Kruse et al. in that area with the use of AVIRIS and Hyperion datasets (Kruse et al., 2003) . Table 1 illustrates the number of pixels of the selected minerals' (alunite, buddingtonite, muscovite, and kaosmectite [kaolinite+smectite)]) ROIs. The average spectral profiles for each mineral's ROI were used to perform the comparison. The upper curve is the spectral profile of this pixel after atmospheric correction and before applying the algorithm. N-S is the profile after atmospheric correction and after applying the algorithm with the use of nugget effects calculated in the N-S direction. NW-SE and NE-SW yield the same result for specified directions (reflectance scale: 0-1). Because this algorithm boosts absorption features, the spectral feature fitting (SFF) method available within the ENVI platform was used to evaluate the functionality of the algorithm. This method uses the locations and shapes of absorption features on both unknown and reference profiles to measure the similarity between them. A score between 0.0 and 1.0 is assigned to the compared profiles (1.0 is for perfect fit of absorption features).
3 In addition to that score, mineral ranking on the resulting look-up table is also important. This indicates how many unexpected minerals have a higher score than the predetermined mineral. By this means, spectral profiles of both images (before and after application of the algorithm) are compared to standard USGS mineral library profiles (available on the ENVI 4.3 platform). Figure 8 contains plots of spectral profiles for each mineral with respect to library profiles; the resulting spectral feature fittings are presented in Tables 2 and 3 .
DISCUSSION
The algorithm has proven helpful in noise whitening and boosting of absorption features in the spectral profile. Although these effects seem slight from a visual point of view, the comparison with non-rectified images by means of SFF indicates the 3 The ENVI user guide is available at www.ittvis.com. usefulness of the algorithm for improving the accuracy of mineral detection. As can be seen from Tables 2 and 3 , all mineral rankings are improved, except for alunite, which was constant in both images; the absolute score was also improved in general. The ranking is more important than the given score because it expresses how many unexpected minerals have a better match to the understudy mineral spectral profile. For instance, ranking of muscovite has been increased significantly after the algorithm was applied despite a slight reduction in its SFF score (only 5 minerals are detected with a better match after applying the algorithm, in comparison to 14 before). The rankings of the minerals muscovite and buddingtonite are not 1, even after applying the algorithm, possibly because other minerals significantly participate in their ROIs' average spectral profiles.
In contrast to mathematical polishing methods, which only smooth profiles and exhibit different functionality for narrow and broad absorption features, the algorithm presented here is based on spatial continuity among pixels. Therefore, narrow and broad features are treated in the same way. It is noteworthy that the boost in the absorption features results from a decrease in overall errors in handling the hyperspectral dataset. At small SNR for Hyperion data, the boost in absorption features by the algorithm is more explicit than for AVIRIS data. Therefore, more effective performance is expected for these data. 
