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1 INTRODUCTIO N 
l.1 Purpose of the Study 
The use of pooling cros -section and time-series data, so-called pooled data, is a very 
common method to estimate production technologies. In the field of agricultural economics, 
pooled data are often utilized to estimate the nationwide or worldwide aggregate technology. 
The tudy by Griliches (1963) wa one of the pioneering and important works that estimated 
the aggregate production technology by using the pooled data. One of the advantages of 
using pooled data is to be able to construct a multivariate model without uffering severe 
mul ticollinearity wh ich usually ari ses when using time-series data. The use of pooled data 
also has the advantage of decomposing the factors which contribute to the production and the 
technolog ical change. Thus, pooled data are often employed in the literature of growth 
accounting. 
Hayami and Ruttan (1971 , 1985)1 in troduced the concept of the metaproduction 
function which is the envelope of each country's prod uction function and applied the pooling 
technique to the estimation of the in tercountry me taproduc tio n function. A crucia l 
assumption of the intercountry metaproduction fu nction is that technology which is assumed 
to be available to all agric ultural producers in each country can be identified by the 
production frontier. 
However, most works on the mea ure of the intercountry metaprod uction function 
includ ing Hayami and Ruttan's original one use the eta sical pooling technique (CP) done by 
ordinary least-square (OLS) which imply estimate the production technology with the 
pooled data (Hayami , 1969; Hayami and Ruttan, 197 1, 1985; Nguyen, 1979; Yamada and 
I The main content of Chapter 6 of Hayami and Ruttan (1985) was orig inally published 
as Kawagoe, Hayami and Ruttan (1985) and both contents are essentia lly the same. We 
hereafter refer to these works Hayami and Ruttan (1985). 
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Ruttan, 1980; Antle, 1983). These studies do not explicitly take account of the each 
country' differences in the basic economic environments such as c limate, natural resource 
endowments and production structures, which are disparate between economies. As Nelson 
(1968) pointed out, economic agents in different countries are not necessarily on the same 
micro production function. Though Hayami and Ruttan theoretical ly recognized Nelson's 
perspective (Hayami and Ruttan , 1985, pp 142- 143), their empirical estimation of the 
intercountry metaproduction function implied that all agricu ltu ral producers engaged in 
production under the same technology. 
Statistically, tJ1e ignorance of heterogeneity among economic agents can bring a problem 
of heterogeneity bias which may result in the inconsistent or meaningless parameter estimates 
in the models. In order to avoid such bias, the variable-intercept and/or slope model is 
needed. Using international cross-section data may cause heteroscedastic variance in the 
error term of the regression model , too. If heteroscedasticity is exhibited in the model, the 
OLS estimator is no longer the best linear unbiased estimator (BLUE) and is less efficient 
than the generalized least-squares (GLS) estimator. Therefore, the use of the CP in their 
study might not be appropriate unles there was no heterosceda ticity or GLS could be used 
to correct heteroscedasticity.2 
The development of panel data methods, which was intended to handle pooled data 
rigorously, started in the l 960's and it use is sti ll quite popular even for applied researchers 
today. One of the advantages of using panel data methods over the CP is to avoid 
heterogeneity bias. The power of panel data comes from utilizing several forms of GLS that 
are able to correct any heteroscedasticity observed in the regression. 
2 Although Moll ( 1988) indicated the possible existence of heteroscedasticity in H-R 
model and suggested the use of the weighted least squares, Kawagoe, Hayami and Ruttan 
(1988) did not answer their ignorance of the possible existence of heteroscedasticity in their 
model. As we will show it later, the heteroscedasticity is obse1ved in our OLS reestimation 
ofHayami and Ruttan ' study. 
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Therefore, it is natural to apply this technique to the estimation of the intercountry 
metaproduction function which is likely to use widely diversified cross-sectional data. Only 
a few previous studies, Even on and Ki lev (1975), MundJak and Hellingbausen (1982), 
Lau and Yotopoulos ( 1988, 1989) and Fulg initi and Perrin (1992), utilize panel data 
methods, but some of the studie are limited to the use of very simple panel data procedures. 
The main objective of thi s thesis is to apply panel data methods to the estimation of 
international agricultural production by means of the metaproductjon function. In order to 
compare the results with the previous sLUclies, the basic model spec ifications and the data 
used here depend on Hayami and Ruttan (1985). The vaii able inte rcept models in which 
effects are treated as constant or random over the cross-sectional units will be introduced. 
Among the previous studies, only Lau and Yotopoulos (1989) used the transcendental 
logarithmic (translog) function to estimate the intercountry ag ricultural technology. 
Furthermore, they insisted that the translog specification was preferable to the Cobb-Douglas 
one. This claim will be carefully examined. The following analysis may provide a more 
sophisticated procedure to estimate the intercountry metaproduction function . This study 
should clarify the importance of taking intercountry heterogeneities into account when using 
international cross-section data to estimate agricultural technology. 
1.2 Plan of the Study 
The paper starts with a brief review of panel data methods in Chapter 2, and continues 
with an examination of previous studi.es on the es timation of intercountry agricultura l 
productiv ity by using the metaproduction function. It conclude with a cli c ussion and 
clarification of the problems in the former analyses. 
Chapter 3 pre ents the basic analytical framework and the data used in the study. The 
newly developed and more appropriate econometric methods dealing with pooled-data are 
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introduced and their relevance to application of the metaproduction function is illustrated. 
We will also examine the more suitable method to detect multicollinearity which is also one 
of the major difficulties encountered in estimating a productjon function with multiple 
explanatory variables in Section 3.3. 
Based upon the data and the estimation techniques discussed in the preceding chapter, 
the results of the estimation and their possible interpretation are shown in Section 4.1 and 
4.2 of Chapter 4. The connection of our results with the past studies are also elucidated in 
Section 4.3. 
The summary of this study is given in Section 5.1 of Chapter 5. The study ends with a 
future research recommendation. 
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2 LITERATURE REVIEW 
We start with a brief review of the relevant topics to this study. The literature on panel 
data methods and international agricultural productivity is discussed in the subsequent 
sections. Then, we move on to pointing out the problems of the previous studies on the 
estimation of the intercountry metaproduction function. 
2.1 Development and Advantages of Panel Data Methods 
A brief review of the development of panel data methods and the definition of the terms 
are given in the next section. Since there are only three time periods in the data set and the 
effects of the autocorrelation on the estimates are relatively trivial, we focus on the 
comparison between the least-square dummy variable model (LSDV) and the error 
component model (EC) in Section 2.1.2. 1 
2.1.1 Overview 
The use of pooled data has been very popular in estimating production technologies. 
The numerous early studies on pooled data were conducted without explici tly considering 
autocorrelation and heteroscedasticity U'eatments, though both problems are likely to occur in 
pooled data. The technique which simply pools the data we hereafter label as the classical 
pooling technique. Typical pooled data often consist of a relatively large number of cross-
sectional units and a few time-series data.2 This type of pooled data will be called panel data 
I LSDV may be called by the fixed-effects models and EC by the random-effects 
models. We hereafter use those terms interchangeably. 
2 .(\s we will show later, the data used in this study consist of 3 time periods and 43 
countries. 
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and define the techniques dealing with panel data properly as panel data methods.3 
The development of panel data methods started in the 1960's and the study of panel data 
has been one of the most energetic and innovative areas in econometrics for the last two 
decades.4 The power of panel data comes from its theoretical ability to isolate the effects of 
an economk agent' s individual actions and other effects such as climate, technical efficiency 
and natural resource endowments. Ignoring such differences among cross-sectional and/or 
time-series units could lead to inconsistent or meaningless estimates of parameters, i.e., 
heterogeneity bias. Using international cross-section data may also cause the heteroscedastic 
variance in the error term of the regression model. If heteroscedastici ty appears in the 
model, the ordinary least-squares (OLS) estimator is no longer the best linear unbiased 
estimator (BLUE) and is less efficient than the generalized least-squares (GLS) estimator.S 
2.1.2 General models 
As a reference model, a linear regression model is given by 
Y ;,=a; +~ X ;,+ e;, t= 1, ... , T i= 1, ... , N 
m= l, ···,M 
(2-1) 
3 Some author prefers using the term ' longitudinal data' to 'panel data,' but tJ1e word 
longitudinal implies that the data set contains long time-series data. Thus, we prefer to use 
panel data. 
4 Balestra and Nerlove (1966) Hildreth and Houck (1968), Nerlove (197 1), Maddala 
(1971), Swamy (1971), Fuller and Battese (1973, 1974), Hsiao (1974), Mundlak (1978), 
Hausman and Taylor (1981), Chamberlain (1984), Hsiao (1986), Dielman (1989) are ones 
of the important and relevant theoretical works. Baltagi and Raj (1992) is a brief survey 
paper which discussed recent theoretical developments of panel data methods. 
s Since the data used in this study has three-period observations, we focus on our 
discussion in connection with the problems of the heterogeneity bias and heteroscedasticity 
rather than autocorrelation in panel data. 
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where X;,= 
X;2, 
, ~= ~2 
x iMI 
Subscripts i, m and t denote the number of the cross-sectional units in the data, the 
explanatory variables in the model and time periods in the data, respectively. yit is an 
output, a; is an intercept which is assumed to be constant over time, X;1 is an Mx l vector of 
inputs, ~ is an Mx l vector of s lope coefficients and is assumed to be constant over time t, £;, 
is a disturbance term. We further assume that Ef £;1]=0 for al l i and r, Var[ t1iJ=o2 for all i 
and t, Cov[£;,,£j1 ]=0 if it=j, Cov[Ximt• Ej1]=0 for all i , j, m and t, and £ ;, - N (0, <>2) for all i 
and t. 
If a;'s and f3 are the same across the cross-sectional units in the model (2-1), the model 
is known as the classical poollng model (CP) . A refonnulation of the model (2-1) is 
I 
y ;, = a + ~ X ;, + c;, t = 1 , ··· , T i = 1, ... , N (2-2) 
m=l , ···, M 
where a is a scalar for the intercept. Under the above assumptions the OLS estimators of a 
and f3 are consistent and efficient. 
It is common to construct a simple model in which the indjvidual effects are captured by 
the intercept of the regression. 6 The effects are assumed to be ei ther fixed or random among 
6 The more general case in which both the intercepts and slope vary across the countries 
is possible . In this study, however, the size of the data is not large enough to estimate the 
mode l with both variable intercepts and slopes. Consequentl y, our models will be limited to 
varying only intercepts across the countries in the data. Economically, our models can 
capture the individual effects as the difference in the leve ls of the technology across the 
countries; the model with variable .intercepts and slopes can capture the effects as the 
difference in output elasticities, too. 
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cross-sectional units but constant over time.7 The fixed-effects are usua lly described by 
dummy va1iables. Let y; and X; be the T observations for ith unit, i is a Tx l vector of one, 
and e; be the associated Txl vector of disturbances. Then, the model (2-1) can be altered by 
(2-3a) 
Putting these together, we have 
Y1 0 ... 0 a , x , 
Y2 0 I ... 0 a1 X2 
= + ~ + (2-3b) 
YN 0 0 .. . I XN 
aN 
Gathering all NT rows gives the least-square dwnmy variable model (LSDV), 
0 0 
I 0 I ... 0 
y = Dex. + ~ X + E , where D = (2-3c) 
0 0 ··· I 
If N is relatively small, the parameters in the model can be estimated by simple OLS 
with dummy variables. If N is very large, exceeding the data storage capacity of the 
computer, the LSDY estimators can be calculated by using the transformed data by taking the 
first-difference of the data and the individual means (Hsiao, 1986, pp.31 -32). The estimator 
obtained by the LSDY model is called the within-group estimator which utilizes only the 
variation within each group when it is calculated. One drawback of this model is the 
significant loss of degrees of freedom. 
A natural extension of the LSDY model is a model in wh ich intercepts vary randomly 
7 It is possible to assume that the coefficients vary not only across the cross-sectional 
units but also over time. Since there are three time periods in the data sets used this study, 
our model will be limited to the variable coefficients over the countries. 
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among the individuals.8 A reformulation of the model (2-2) is to add the random disturbance 
term u;. which is assumed to be constant over time. This is the error component (EC) 
model. The model is given by 
y ii = a + P X ii+ u i + ei1 , t = 1, ... , T i= J , ... , N 
m=J , ... , M . 
Jn addition, we further assume that 
2 2 2 2 
E[e;,]=E[u,]=0, E[e,
1
]=ac, E[u,]=a,, , 
E[e. u ]=0,forall i,tandj, E[t: t: . ]=0,ift ~s ori 7) 
II J II JS 
and let, 
therefore, 
Let 0.=E[w·w ·'] I I " > 
2 2 2 2 
E[w ;1] = ac +a,, and E[w;1w is]= a,, . 
2 2 
a +a 
c " 
2 
a 
" 
2 
a,, 
2 
a u 
2 2 
a +a c u 
2 
a u 
2 
a ,, 
2 
a,, 
2 2 
a +a c " 
2 2 
=a l + a ii ' c u 
(2-4) 
8 The more general case in which both the intercepts and slope vary across the countries 
is possible in this estimation. As before, the size of the data is not large enough to estimate 
the model with both variable intercepts and slopes. 
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where n is a Tx T covariance matrix for all the cross-sectional units, I is a TxT identity 
matrix and i is a Tx J vector of ones. IL is c lear that this covariance matrix n is not the 
2 
scalar-identity one. Therefore, the model is estimated by generalized least-squares (GLS) if (J, 
2 
and (J
11 
are known. Usually, those variances are likely to be unknown and thus feasible 
generalized lea t-squares (FGLS) can be used to estimate the parameters. 
The important and interesting question is which effects would be more desirable 
especial ly in the context of this study? Taylor (1980) insisted that the within-group e tirnator 
is less efficient than the random-coefficient model of the FGLS estimator in the case of the 
'moderate sample size' .9 Judge et al. (1985) suggested if we were interested in inference on 
the group in the sample as a whole and the individua l observation were regarded as a 
random sample from the population, then the FGLS estimator was better because the 
distu rbance term in the model was random and inference was unconditionaJ. If we are 
interested in the individuals in the sample and the data cannot be regarded as a random 
sample from the population, then the within-group estimator is appropriate to use because the 
disturbance term in the model is fixed and inference is conditional. Our main objective is to 
estimate the metaproduction function not the individual micro functions. Therefore, the 
FGLS estimator may provide more usefu l information for ow· purpose. 
2.2 Intercountry Agricultural Productivity 
Bhattacharjee (1955) first estimated the intercountry agricultural production function, 
which used the 22 country cross-section data of 1949. Hayami and Ruttan (1970, 1971) 
used five conventional inputs uch as labor, land, livestock, fertilizer and machine and two 
proxy variables for human capital to estimate the intercountry metaproduction function based 
9 According to Taylor, if the condition, t~3, i-(m+ 1 )~9 (where t, i and m denote the 
number of the time periods, ind ividuals and regressor in the model, respectively), is met, 
then the FGLS e timator i more efficient. 
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on the 38 country data of 1955, 1960 and 1965. They hypothesized that the intercountry 
aggregate production function, the metaproduction function, could be depicted by the 
envelope of the individual-country production functions. Ruttan et al. (1978) distinguished 
the metaproduction function from the innovation possibility curve. The former was defined 
as "the envelope of the production points of the most efficient countries. As a consequence, 
the metaproduction function can be measured econometrically" The latter curve was defined 
as "the envelope of all neoclassical production functions that might be invented, given the 
existing state of scientific knowledge." We agree with this view on the distinction between 
the two concepts. However we define the metaproduction function as the regression line of 
the production points of the countries in the sample because the data used here are not 
necessarily the most efficient countries' ones. 
Applying panel data methods to the estimation of world agricultural production was not 
common though panel data methods correctly examine the heterogeneity among different 
countries. The agricultural production function in Israel during the years of 1954-58 was 
first estimated by Mundlak (1961) using the fixed-coefficient model . Evenson and Kislev 
(1975) used the fixed-coefficient model to estimate the intercountry metaproduction function 
with data from 36 countries between 1955, 1960, 1965 and 1968. Mundlak and 
Hellinghausen (1982) introduced the random-coefficient model of the metaproduction 
function with data from 58 nations between 1960 and 63. Fulginiti and Perrin (1992) 
estimated both the fixed- and the random-coefficient intercountry production function based 
on data from 18 developing countries between 1960 and 1984. 
The transcendental logarithmic (translog) form of the metaproduction functions of the 
within-group estimator was estimated by Lau and Yotopoulos (1988, 1989). They found 
that the results of Hayami and Ruttan (1985) were possibly biased because of 1) the absence 
of intercountry differences in the definitions, measurements, and qualities of the outputs and 
12 
inputs, 2) failure to take into account the differences of the actual efficiencies of the inputs 
across countries, 3) the inappropriate specification of the functional form. The analysis used 
the same data sets and the same variables of Hayami and Ruttan 's study in order to make the 
results comparable. Lau and Yotopoulos argued that bias may be reduced or eliminated by 
taking into account country-specific effects and using a flexible functional form. They also 
estimated the fixed-coefficient Cobb-Douglas metaproduction functions and concluded that 
the translog specification was superior to the Cobb-Douglas one. 
Trueblood (1991) surveyed the intercouncry metaproduction function literature and 
discussed other studies not covered here. The primary results from the relevant studies are 
summarized in Table 4-5, 4-6, 4-7 in Chapter 4.10 
2.3 Problems of the Previous Studies 
As pointed out before, most empirical studies which estimate the metaproduction function 
have not explicitly taken account of the heterogeneity among countries. As a result, 
ignoring such differences among countries may cause estimator biased. If 
heteroscedasticity, which is likely to exist in cross-sectional models, occurs, the OLS 
estimator is no longer the best linear unbiased estimator and is less efficient than the GLS 
estimator. As a result, the use of OLS may no longer be appropriate. 
Even though some of the previous research took each country's heterogeneity into account 
(Evenson and Kislev, 1975; Lau and Yotopoulo , 1988, 1989), their choice of panel data 
technique is limited to the use of the within-group estimator. Following the definition of the 
metaproduction function by Ruttan et al. (1978), which said that the metaproduction function 
10 The relevant studies are Bhattacharjee (1955), Hayami (1969), Hayami and Ruttan 
(1970, 1971, 1985), Evenson and Kislev (1975), Nguyen ( 1979), Yamada and Ruttan 
(1980), Mundlak and Hellinghausen (1982), Antle (1983), Kawagoe, Hayami and Ruttan 
(1985), Lau and Yotopoulos (1989), and Fulginiti and Perrin (1992). 
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could be considered the envelope of the each country's production points, the with in-group 
estimator did not exactly represent the metaproduction function. Since the within-group 
estimator is calculated using the within-group variance, which is calculated by subtracting the 
between-group variance from the total variance, the within-group estimator ignores the effect 
of the between-group estimator. The within-group estimator is also interpreted as the 
inference within each cro s-sec tional group. If one i interested in each country 's 
agricultural production structure, then the within-group estimator may provide useful 
information. One of the principal interests of thi s study, however, is to identify the 
agricultural production structure as a whole. Therefore, the more exact metaproduction 
function should be measured based on the total estimator. The schematic relationship among 
three e timator in the case of one input, one output, two countries and two time periods is 
shown in Figure 2-1. 
Output 
Be1ween·group 
Esuma1or 
Metaproducllon tunc1ion 
------------------------- lnpul 
Figure 2-1 The relationship among the three estimators 
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Multicollinearity among explanatory variables u uall y exists in multivariate models with 
time-series data. Consequently, one of the motivations to use panel data rather than time-
serie data is to reduce multicollinearity. The methods to detect multicollinearity used in the 
previous studies , however, are not really sophisticated. For example, Hayami (1969) and 
Antle (1983) presented the partial-coefficient correlation tables among the inputs. The 
partial-correlation coefficient is not an exact measure of multicollinearity when there are three 
or more explanatory variables in the regression and therefore its use will be misleading 
(Bel ley, Kuh and Welsch, 1980; Gujarati, 1988; Maddala, 1992). The more advanced 
measure, the condition index ccn, should be used in a multiple regression when there are 
three or more variables in the regressor. The Cl wi ll be introduced later in Chapter 3. 
Lau and Yotopoulos (1988, 1989) in isted that some of the bias in the parameter estimate 
may be reduced or eliminated through the use of a flexible functional form and they 
concluded that the translog specification was superior to the Cobb-Douglas one. However, 
considering the seven inputs, which imply 42 variables in the translog specification, the 
results of the translog specification toe timate the metaproduction function are likely to 
suffer from severe multicollinearity which Lau and Yotopoulos never mentioned in their 
papers. 
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3 DATA AND ANALYTICAL SETTINGS 
Based on the review and questions di scussed in the last section, the analytical 
framework of this study will be shown in this chapter. 
3.1 T he Data 
The data used here are the same data sets in Appendix A of Haya.mi and Ruttan (1985), 
hereafter H-R. Lau and Yotopoulos (1988, 1989), hereafter L-Y, also used the same data 
sets wi thout any modification and estimated the other forms of metaproduction functions. 
Since the major motivation of this study is the comparison of our results with those by H-R 
and by L-Y, the same data set wi ll be used. I 
The data consist of 43 countries' observations for three time periods, 1960, 1970 and 
1980.2 They are also classified in two subsets of 22 developing countries and 21 developed 
countries. All the conventional inputs such as labor (L), land (A), livestock (S), fertilizer 
(F), machinery (M) and the outputs (Y) are converted to per-farm basis by dividing the 
original data by the number of fanns in order to examine returns to scale. 3 Either the literacy 
ratio (EL) or the school enrollment ratio (ES) is used as a proxy for general education. And 
the number of agricultural college graduates per 10,000 male farm worker (T) i.s used as a 
proxy for technical education. 
More details on the data are given in Chapter 6 and Appendix A of Hayami and Ruttan 
1 Though the update of the data is beyond the coverage of this study, we recognized the 
everal arguments on validity and Limitation of the data, for example Schuh (1980) and 
Tmeblood (1991). 
2 The flow variables such as output and fertilizer in the data sets are actually averages of 
1957-62, 1967-72 and 1975-80, respectively. 
3 Both H-R and L-Y also do the same operation to examine returns to scale. 
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(1985). 
3.2 The Models 
We will estimate the metaproduction functions for each of the three groups using the 
Cobb-Douglas and translog models ba ed on the general models pre ented in Section 2.1 .2. 
We will call the each function ALL for the group of all 43 countries, LDC for the subset of 
22 developing countries, and DC for the subset of 21 developed countries, respectively. 
3.2. l Cobb-Douglas models 
We will first trace the OLS estimation done by H-R as a reference. 4 The mathematical 
expression of the H-R model in logarithmic form is a follows: 
7 
lny11 =ln a+ L /3mlnX in11 +/38DWCi1+/39 Dl970 11 +{310DJ980;,+e;, (3-1) 
m= I 
t= 1960, 1970, 1980 i = 1,···, 43 . 
where In denotes natural log, y ;1 is an output, a is an intercept which is assumed to be 
constant over time and the same across the cross-sectional units, X;1 is an input, /3m is an 
slope coefficient of the input m which is assumed to be constant over time t and the same 
across the cross-sectional units, /Jg, /};, f310 are slope coefficients fo r the dummy variables, 
DLDC;1 is an LDC dummy, Dl970;1 is a time dummy for 1970, D1980;1 is a time dummy 
4 As Lau and Yotopoulos (1989) indicated in their footnote 7, there were minor errors 
in Kawagoe, Hayami and Ruttan (1985) and Hayami and Ruttan (1985). According to Dr. 
Yujiro Hayami in private correspondence, there were two mistakes when they entered the 
data of India and South Africa in the computer, though the data themselves in the appendix 
were correct. Consequently, H-R' s results are slightly different from L-Y's reestimation and 
it is not surprising that our reestimation of H-R is quite similar to L-Y's reestimation results 
rather than H-R's original ones. Therefore, we hereafter refer to our reestimation of H-R 
instead of the results presented in H-R. 
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for 1980, and e;, is a clisturbance term which ha the properties as same a the equation (2-
2). Subscripts i, m and t denote the number of the cross-sectional units in the data, the 
explanatory variables in the model and time periods in the data, respectively. 
The LSDV model is depicted as, 
7 
lny;, =ln ap,+ L /3)n ximt+E;, (3-2) 
m=I 
t= 1960, 1970, 1980 i= I, ··· , 43. 
where a; is an ith intercept which is a sumed to vary among the cross-sectional units but be 
constant over time t and D; denotes a dununy variable for the ith individual in the cross-
ection data. L-Y used the first-difference specification to estimate the Cobb-Douglas model 
allowing the intercepts to vary. Their results are qualitatively the same as our results by 
LSDV because both estimators are regarded as the within-group estimators.s 
As we discussed in Section 2. 1.2, the error component (EC) model version of the 
model (3-1) is formed by adding the random disturbance term u ; and it is assumed to be 
con tant over time. This modified model i given by 
7 
ln y,,=lna+ [ /3)nX ,"'1 +u,+£11 , (3-3) 
m=I 
t=l960, 1970, 1980 i = l, ···, 43. 
In addition, we further assume that 
2 2 2 2 
E[e;,]=E[u;]=O, E[e,., ]= err, Efu ,. ]=cr,,, 
E[e,.,u,. ] = 0, for all i, t and), Ef e e ] = 0, if u = s ori ~:J 
II JS 
5 Since L-Y incorporate the time dummy variabJes into their model, the results are 
s lightly different from ours. 
and let 
therefore, 
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2 2 2 2 
E[w;,] = ac +a., and E[w ,,w •. r1 =a,, . 
I 
W;,=t:;,+U;, and W;= [w 11 w,'2 ... W;, ] . 
In practice, the variance component are not likely to be known and GLS cannot be 
computed. As Fuller and Battese (1 973) suggest, the two-stage FGLS method is used to 
2 
estimate thi mode l. In the first stage, the consistent disturbance variance ac is e timated 
2 
using LSDV and the other dj sturbance variance au is estimated by OLS with the country-
2 2 2 
means for each variable. We need to check whether ().=(Ju - ( (Jc I T) is positive because 
2 2 
the negative variance (;_implies the specification of the model is in question. If ().is 
positive, calculate p = 1 - (Jr. I (Ju for the transformation of the variables. The variables will 
be transformed to 
ln y;, =In Y;,- pln Y; , ln x ;m, =ln Ximr-p ln x im and C"= l-p. 
h 
Y ir + y i(r+ I)+ y i(r+2) and 
w ere y ,= 
3 
X = X ;,,,, +X im(r+l) +X 1m(1+ 2) 
'"' 3 
y, is a unit-mean of outputs, X ;,,, i a unit-mean of inputs and C* is a calar for the 
constant term. In the second stage, OLS i used on the transformed data, 
7 
ln i, =In a c· + L /3)nx ,:,,+t:,,, 
m=I 
(3-4) 
t= 1960, 1970, 1980 i = ), .. ., 43. 
Fuller and Battese show that the two-stage FGLS estimator will have the same 
asymptotic efficiency as the GLS e timator. Taylor (1980) shows that the two-stage 
19 
procedure is still more efficient than the LSDV estimator even for moderate sample size. As 
we presented the conctition in Footnote 8 in Chapter 2, our data meet the condition (t=3 and 
i - [m+ 1]=13 for DC, 14 for LDC and 35 for ALL). Thus, the FGLS estimator is more 
efficient than LSDY in this study. 
3.2.2 Translog models 
The mathematical expression of the translog version of the simple OLS model in 
logarithmic form is as follows: 
1 1 1 7 
ln y ;, = 1 n a + [ f3 ,,,In X ;,,., + 2 [ [ f3 ""'1 n X ;,,) n X itr 
m=l m=l k=l 
+ {3 8 DWC;,+ {3901970 ;, + {3 10Dl980 ,,+ e;, , 
t= 1960. 1970, 1980 i= l, ···, 43. 
(3-5) 
The symmerry condition, f3 ,,.t= f3 1an, is imposed to reduce the number of the parameter 
estimates without Joss of generality. 
The LSDY version of the translog specification i as follows 6 
6 This specification is not the same as L-Y's first-differenced specification, even though 
both estimations are used by the within-group estimator. Mathematically, their specification 
is given by, 
7 I 5 5 
ln y ,= ln cx + [ /3 lnX . + - [ [ f3 ln X. lnX . 
II m = 1 m w11 2 m = l k= 1 mk 11111 1kt 
5 
+ {3
9
01970+ /3 
0
0 1980 + L /3. lnX . +t:. , 
I I 1111 IT/'// II 
m = 
I= 1960, 1970, 1980 i= l. ···, 43. 
Since L-Y omitted the proxy variables for education in the second-order terms and made 
some srrong assumptions to make the estimation feasible, the results are not comparable with 
ours. See Lau and Yotopoulos ( 1989, pp. 259-262) 
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7 1 7 7 
ln y;,= Ln a,D;+ L /3)n x im1 +2 L L /3 mk ln x imtlnX ;~-i +E;, , (3-6) 
m=l m=l k=I 
t= 1960, 1970, 1980 i = 1, .. ., 43. 
As before, D is an irxi vector of country dummies, a. is an itxl vector of intercepts and Eis 
an irxl vector of the disturbance terms. 
The error component version of the translog model is given by 
7 1 7 7 
lny;,=ln a+ L /3)n X ;m,+2 L L /3 mk ln X;,,,,ln x ikt+u;+E;,' (3-7) 
m=l m=l .t=I 
t= 1960, 1970, 1980 i = 1, ... ' 43. 
By the same token of the Cobb-Douglas model, we further assume that 
E[E;,ui] = 0, for all i , t and j , E[E;,Ei,] = 0, if t * s or i * j 
E[u;u) = 0, if i * j. 
As before, the transformed data on the two-stage FGLS are used in estimation. The 
transformed version of the equation (3-7) is given by 
7 7 7 
in y ~ =In a c· + L /3,)n x ;n,, + ~ L L /3 mkln x~mt ln x ;kt + E;, ' (3-8) 
m=I m=I k=I 
t = 1960, 1970, 1980 i = l ,···, 43. 
3.3 Detection of Multicollinearity 
Multicollinearity is likely to exist in multivariate models with time-series data. The 5 to 7 
variables in the Cobb-Douglas models and tl1e 20 to 42 variables in the translog models, 
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including the second order tenns, used here will result in a multico.llinearity problem even 
though the panel data will be used to all eviate the problem. The typical symptoms of 
multicollinearity are: 1) estimated coeffic ients may have the wrong sign or an economically 
meaningless magnitude, 2) estimated coefficients may have very high standard error , which 
implies insignificant t-ratios, though the coefficient of determinant R2 will be relatively high, 
3) small change in the data may cause noticeable change in the parameter estimates. 
Though many previou studies recognized the possible existence of multicollinearity in 
their data, they used the partial -correlation coeffic ients co detect it (Hayami, 1969; Yamada 
and Ruttan, 1980; Antle, 1983). However, this diagnostic may be mi leacling fo r the case of 
three or more variables.? As an alternati ve, many authors have sugge ted the use of the 
condition index (CI)8 to detect multicoll inearity. The condition index i a measure of the 
sen itivity of the parameter estimates in the regression and is defined as: 
CI = 
Muimwn eigenvalue 
Minimum eigenvalue 
9 
The greater is the corre lation among the variables, the larger wi ll be the CI. Belsley, Kuh 
and Welsch (1980) showed that if the CI was between 5 and I 0, 'weak ' multicollinearity 
existed among variables. ' Moderate ' to 'strong' multicoll ineari ty is associa ted with a CI 
7 This point is shown in the most elementary text books such as Maddala ( 1978), 
Gujarati (1988) and they insist that the use of the partial-con-elation coefficient matrix may be 
ineffective. For its unsophisticated nature, some advanced textbooks, Judge, Griffiths, Hill, 
Lutkepohl and Lee (1985), Greene ( 1993) do not mention it even as a rule of thumb. 
8 The deta iled di scussion about the condition index is beyond the coverage of this 
thesis. See Belsley, Ku h and Welsch (1980), Johnston (1985), Judge et a l. (1985), 
Kennedy (1985), Maddala (1991) and Greene (1993). 
9 A di scussion on the condition index is beyond the coverage of this thesis. More 
details on the related topics are given in Belsley, Kuh and Welsch (1980). In practice, an 
econometric package such as SHAZAM can calculate the conditional indice to diagnose 
multicollinearity. 
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between 30 and 100, which implies that we reserve unambiguous judgement on the 
parameter estimates. lf the CI exceeds 100, the 'strong' multicollinearity is suggested, 
causing possible harm to the paramete r estimates. We will use this measure to observe the 
presence of multicollinearity. 
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4 RE ULTS 
Based on the data and analytical settings in the last chapter, the results of thee timation 
and the possible interpretation of them will be shown in this chapter. SHAZAM version 6.2 
is used to estimate the models. 
4.1 Cobb-Douglas Models 
The results of the ree timation of H-R for 43 countries (ALL) are pre ented in the 
column 1 and 2 of Table 4-1. The intere ting finding here is that the CI' are below 30 
which implies the absence of severe multicollinearity in their models. Though H-R as erted 
that there was severe multicollinearity between land and livestock, their assertion can be 
rejected. I 
The columns (3) and (4) of Table 4-1 show the results of LSDY for ALL. 2 The 
estimates for land are remarkably high and the estimate for labor in column (3) and fertilizer 
are not tatistically significant at the 5% leve l. The sum of the conventional inputs exceeds 
one, which implies that increa ing return to cale exist. To justify introducing panel data 
method to this analysis, we need to examine the significance of the country-specific effects 
J H-R just mentioned that ' Intercorrelation was especially serious between land and 
livestock and resulted in nonsignificant or negative coefficients for the land variable when 
estimated by OLS in previous studies.' They did not even show the partial-correlation 
coefficients matrix as a proof of the existence of multicollinearity. (Hayami and Ruttan, 
1985, p.141) 
2 Lau and Yotopoulos (1989) also caJculated the within-group estimates by the 
transformed fir t-differenced method. Their results are qualitatively ame as our becau e 
the e timators by the first-differenced method and LSDY are the within-group e timators. 
Their results are summarized in Table 4-4, 4-5 and 4-6. 
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by the F test.3 The test statistics are 219.8 for regression (3) and 229.5 for regression (4), 
respectively and the null hypothesis that there is no country-specific effects is rejected at the 
1 % level. Therefore the use of panel data method is justified. 
Next, we will interpret the results of the EC model for ALL which is presented in 
columns (5) and (6) of Table 4-1 . 4 The estimated parameters are statistically significant and 
take economically meaningful values except for the general education variables. These 
results are consistent with the theoretical properties of the total estimator which is more 
efficient than the within-group estimator. The estimates for livestock are slightly higher than 
those of the previous studies. The sum of the conventional inputs is around 0.89 which 
indicates that decreasing returns to scale may exist in agriculture production worldwide. 
The condition indexes range between 12 and 18 which is evidence for no significant 
multicollinearity in the Cobb-Douglas models regardless of the estimation methods. This 
contradicts H-Y 's statement that there is severe multicollinearity and that the collinearity 
makes the estimates biased. 
The resu lts for DC and LDC basically have the same stati stical properties as those for 
ALL. Though the null hypothesis of homoscedasticity cannot be rejected at the 5% level for 
DC, the null hypothesis that there is no couna·y-specific effects is rejected at the 1 % level. 
For LDC, the null hypothesis of homoscedasticity is rejected at the 5% level and the null 
hypothesis of no country-specific effects is also rejected at the 1 % level. Therefore the use 
of panel data methods is supported for LDC and DC. Overall, the results of the Cobb-
Douglas model are statistically stable and economically reasonable. 
3 This F test is conducted by the comparison between the H-R models without time 
dummy variables and our LSDV models. 
2 
4 As we cli scussed, the sign of fJ. should be checked to make estimations of FGLS 
2 
possible. All fi.' s are positive and thus FGLS can be used in this study. 
Table 4-1. The results of the estimations for 43 countries (ALL) 
Cobb-Do uglas Translog 
(I) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 
Reestimation Reestimation LSDV LSDV EC EC OLS OLS LSDV LSDV EC EC 
ofH-R (OLS) of H-R (OLS) 
Labor 0.560 0.632 0.112 0.142 0.180 0.178 0.451 0.893 0.235 0.427 0 .2 11 0.387 
(7 .989) (5.883) ( l.568) (2.182) (2.64 1) (2.690) (0.083) (7 .352) (2.242) (2.661) (2.664) (3.445) 
Land 0.035 -0.061 0.927 0.950 0.132 0.135 0. 019 0. 101 0.209 0.536 0.004 0.061 
(1.010) (-0.990) (8.700) (8.881) (2.442) (2.533) (0.253) (1.444) (0.983) (2.219) (0.051) (0.806) 
Livestock 0.293 0.302 0.151 0.166 0.372 0.349 0 .085 0 .051 0 .277 0.161 0.308 0.204 
(6.303) (3.598) (2.372) (2.65 1) (6.265) (5.800) (0. 793) (0.518) (2.070) (l.177) (3.064) (1.961) 
Fertilizer 0.154 0.084 0.050 0.029 0.135 0. 152 0.239 0.143 0.212 -0.027 0. 173 0.145 
(4.009) (l.514) (1.824) (0.924) (4.687) (5 .068) (2.717) ( 1.733) (3.006) (-0.324) (3.235) (2.432) 
Machinery 0.070 0. 143 0.098 0.098 0.068 0.071 0.392 0.236 0.218 0 .279 0.304 0.312 
(l.999) (2.767) (4.778) (4.850) (2.886) (3.040) (5.268) (3.393) (3.421) (4.424) (5.895) (5.7 16) N 
General education Vl 
Literacy ratio 0.123 0.195 -0.138 
(J.380) (l .668) (-1.306) 
School 0.388 0.243 -0.247 
enrollment ratio (2.565) (2.055) (-2. 178) 
Technical 0.181 0.167 0.093 0.084 0.129 0.143 0.297 0.209 0.075 
education (6.026) (4. 13 1) (4.0 19) (3.489) (5.671) (6.029) (3 .1 93) (2.3 16) (0.956) 
Constant 1.905 0.669 -0.273 -0.325 3. 153 2.358 -0.263 -0.491 
(4.789) ( 1.047) (-5 .350) (-5.923) (18 .378) (5.137) (- 15.524) (-6.985) 
Sum of the 1.049 I.JOO 1.297 1.385 0.887 0 .885 1.1 86 1.423 1.15 1 1.376 1.000 1.107 
conventional 
inputs 
- 2 0.946 0.9 19 0.994 0 .995 0.892 0.895 0 .960 0.97 1 0.995 0.996 0.933 0.946 R 
Condition Index 12.4 17 .6 12.4 J 7 .6 14.2 15.6 274.0 3 12.9 274.0 312.9 121.l 186.5 
Note: Numbers in parentheses are !-ratios. 
OLS: ordinary least-squares model, LSDV: least-squares dummy variable model. EC: eroor component model. 
Table 4-2. The results of the estimations for 22 developing countries (LDC) 
Cobb-Douglas Trans log 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 
Reeslimation Reestimation LSDV LSDV EC EC OLS OLS LSDV LSDV EC EC 
ofH-R (OLS) of H-R (OLS) 
Labor 0.672 0.632 0.275 0.336 0.457 0.476 0.299 0.737 0 .096 0.372 0.221 0.339 
(6.074) (5.883) (2.586) (3. 258) (4.826) (4.880) ( t.830) (2.329) (0.469) (1.612) (2.484) (3 .125) 
Land -0.048 -0.061 0.828 0 .839 0.191 0.176 -0.425 -0 .440 0. 103 0.334 -0.022 0 .062 
(-0.773) (·0.990) (5.691) (5.517 ) (2.586) (2.361) (-2.212) (-2.028) (0.264) (0.792) (-0.260) (0.739) 
Livestock 0.262 0.302 0.053 0.099 0.185 0.206 0.620 0 .562 0.472 0 .384 0 .324 0 .233 
(3.014) (3 .598) (0.081 ) ( 1.210) (2.354) (2.580) (3 .204 ) (2.643) (1.38 1) ( l.354) (3.043) (2.187) 
Fenilizer 0.082 0 .084 0.053 0.019 0.090 0.096 0 . 136 0 .396 0.212 -0.126 0 . 150 0 . 162 
( 1.456) (1.514) (0.031 ) (0.487 ) (2.969) (2.657 ) (1.050) (2.358) (1.849) (-0.958) (2.826) (2.829) 
Machinery 0.139 0 .143 0.065 0.077 0.033 0.039 0.405 0 .377 0.171 0 .192 0.245 0 .240 
(2.690) (2 . 767) (0.025) (2.996) (1.291 ) ( l.504 ) (3 .149) (2.951 ) ( l.663) (2.280) (4 .713) (4 .383) N 
General education °' 
Literacy ratio 0 .269 0.316 0.195 
(2.499) (2.539) (1.648) 
School 0.388 0.330 0.064 
enrollmenl ratio (2 .565 ) (2.191) (0.454 ) 
Technical 0.179 0.J 67 0.095 0.084 0.112 0.117 0.365 0 .194 0.075 
education (4.536) (4.131 ) (3.53 7) (2.741) (4.526) (4.205 ) (3 .125) (2.537 ) ( 1.626) 
Constan t 1.104 0.669 -0.092 -0.144 3 .209 2.382 -0.263 -0.491 
(2.256) (1.047) (-2.073) (-2.483) (9 .888) (3.238) (-15.524) (-6.985) 
Sum of the 1.107 1.100 
conventional 
1.274 1.370 0 .956 0 .993 1.035 1.632 1.050 l.156 0.918 1.035 
inputs 
-1 0.9 18 0 .9 19 0 .993 0.993 0.859 0 .853 0.956 0.960 0.990 0.995 0.933 0.946 R 
Condi tion Index 11.3 12.7 11.3 12.7 12. l 14 .1 318.0 445 .3 318.0 445.3 121. l 186.5 
Note: Numbers in parentheses are t-ratios. 
OLS: ordinary least-squares model, LSDV: least-squares dummy variable model, EC: eroor component model. 
Table 4-3. The results of the estimations for 21 developed countries (DC) 
Cobb-Douglas Trans log 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (1 1) (12) 
Reestimation Rees timation LSDV LSDV EC EC OLS OLS LSDV LSDV EC EC 
ofH-R (OLS) of H-R (OLS) 
Labor 0.652 0 .705 0.209 0.284 0.374 0.348 0.137 0.340 -0.190 0 .511 0 .257 0.497 
(7. 866) (8.527) ( 1.862) (2.816) (4.565) (4.3 10) (0.338) (0.634) (-0.574) (0.964) ( 1.934) (2.940) 
Land 0.066 0.100 0.289 0.246 0.103 0.009 0.172 0.1 27 0.312 0.270 -0.017 0.007 
(2.030) (3. 167) (1.593) (1.397) (2.254) (2.059) (l.890) ( 1.439) (0.769) (0.72 1) (-0.207) (0.099) 
Livestock 0.182 0.139 0.356 0.321 0.200 0.251 0.051 0.13 3 0.5 17 0.296 0 .339 0.233 
(2.771) (2.017) (3.881) (3.773) (3 .180) (3.671) (0.207) (0.598) (1.823) ( 1.025) (3.234) (2 .1 53) 
Fertilizer 0.197 0.193 0.174 0.166 0.195 0.186 0.370 0.385 -0.002 -0.042 0.160 0. 134 
(2.498) (2.278) (2.988) (2.81 6) (3 .837) (3.760) (1.738) (l.644) (-0.015) (-0.265) (2.277) (1.7 12) 
Machinery 0.228 0.1 86 0.097 0.106 0.158 0.131 0.209 0.056 0.307 0.273 0.365 0.385 
(4.132) (3.436) (2.345) (2.741) (4.851) (3 .838) ( 1.404) (0.385) (2. 685) (2.003) (5.363) (5 .550) 
N 
General education -.l 
Literacy ratio -1. 763 1.836 -0.377 
(-2.302) (l.781) (-0.524) 
School -0.187 0.348 0.198 
e nrollment ratio (-0.694) (1.733) (1.037) 
Technical 0.135 0.142 0.103 0.127 0.160 0.155 -0.068 0.003 0.055 
educ at.ion (3.890) (3.640) (2.333) (3.172) (4.615) (4.525) (-0. 182) (0.015) (0.544) 
Co ns tant 1.905 3 .1 85 -0.533 -0.164 2.187 1.332 -0.263 -0.491 
(4.789) (2.680) (-1.256) (-1.783) (2.755) (1.110) (-15.524) (-6.985) 
Sum of the J.325 1.323 1.125 1.123 1.039 1.015 0.939 1.042 0.943 1.307 1.103 1.256 
conventional 
inputs 
- 2 0.965 0 .962 0 .995 0.995 0.966 0.967 0 .966 0.977 0.996 0.997 0.933 0.946 R 
Condition Index 74.3 28 .0 74.3 28.0 95.0 26.3 1052.9 1528.6 1052.9 1528.6 121.1 186.5 
Note: Numbers in parentheses are t-ratios. 
OLS: ordinary least-squares model, LSDV: least-squares dummy variable model, EC: eroor component model. 
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4.2 Translog Models5 
Since the parameter estimates of the translog model are not the output elasticities with 
respect to the inputs, the output elasticities are approximated by the mean of the inputs, and 
their standard errors and t-ratios are calculated by using the moments of Linear combinations 
of random variables.6 The columns (7) through (12) in Table 4-1, 4 -2 and 4-3 summarize 
the results of the translog model. 7 Unlike the results of the Cobb-Douglas model , several 
parameter estimates are not statistically significant and take negative values though the 
adjus ted coefficients of determination are very high. Thi is a typical symptoms of 
multicollinearity. The C ls are greater than 100, which imply that there exists severe 
multicollinearity regardless of the estimation methods. Therefore, one must be cautious in 
interpreting the results. 
One s ignificant contrast to the results of the Cobb-Douglas models is that the estimated 
coefficients show large changes after including the variable for technical education. This 
result may be caused by severe multicollineari ty. 
5 Multicollinearity in the translog models with 7 variables was very severe and the 
results of the estimation were both economically and statistically meaningless. Thus, the 
estimations of the translog models were limited to 5 and 6 variables. Severe multicollinearity 
still exists even in the models with five variables. Inc luding the proxies for general 
education makes the estimation unsatis factory, the variables used are limited to the 
conventional five inputs and technical education. 
6 The parameter estimates obtained by the computer program, SHAZAM, are presented 
in the Appendix. 
7 Unlike the Cobb-Douglas model, the parameter estimates of the translog model by EC 
for DC and LDC are calculated based on the estimates for ALL. Since the sample sizes for 
DC and LDC are not large enough to e timate it, the results presented in column (11) and 
(12) of. Table 4-2 and 4-3 are evaluated at the average value of the inputs for DC and LDC, 
respecuvely. 
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4.3 Relevance to the Previous Studies 
It is very interesting to compare our results with the previous studies and to evaluate the 
relevance of our study. Our results appearing in the prev ious sections are direc tly 
comparable with H-R and Lao and Yotopoulos (1989) because aJI use the same data sets and 
similar model specifica tion. Although some previous studies such as Evenson and Kislev 
(1975), and Nguyen (1979) used data and model specification similar to H-R, the results are 
not dfrectly comparable because of differences in the model specifications, the estimation 
methods, the countries in the sample, and the length and time point of the data. The results 
from the previou studie are pre ented in Table 4-4, 4-5 and 4-6. 
In the Cobb-Douglas model, the estimates of labor by LSDV for ALL are significantly 
lower than tl10se obtained by the previous studies. The estimates of land by LSDV for ALL 
and LDC are exceptionally higher than those of the previous studies and these cause returns 
to scale to increase. The estimates of both fertilizer and machinery are consi tent with the 
results of the previous studies. 
The estimates of the random-coefficient model in the Cobb-Douglas specification for 
ALL are quite similar to those by Evenson and Kislev (1975). The estimates of the same 
model for DC is consistent with that by H-R except for the estimates of labor. Similar to the 
estimation by LSDV, the estimates of labor by EC for ALL are significantly lower than those 
of the former studies. The estimates of land by EC take the value between 0.09 and 0.19 
while those of the previous studies, except Muncllak and Hellinghausen, and Fulginiti and 
Penin. are almo t zero. These two studies used the random-effect models in estimation and 
this may cause e timates for land to be economically and statistical ly reasonable. It should 
be noted that the estimates for livestock is relatively higher than those by the others. 
Among the previous studies, only L-Y estimated the translog metaproduction function 
and they insisted that the translog specification was better than a Cobb-Douglas specification. 
Table 4-4. Some previous resuJts of the intercountry agricultural metaproduction function for 43 countries (ALL) 
Source Bhallacharjec Hayami 
(1955) 
'umber of 
countries 
Period(s) of 
esLimaLion 
Estimat.ion 
method(s) 
Functionnl fo1T11 
Data specification 
Coefficients estimated 
Labor 
Land 
Livestock 
Fertili7.er 
Machinery 
Sum of Lhe 
(.'Onventionnl inputs 
General education 
Technical 
cducaLion 
Research 
Infrastructure 
22 
1949 
OLS 
CD 
S: 'G 
.30 
.36 
.04 
.27 
.03 
(1969) 
38 
1960 
OLS 
CD 
M:NG 
.43-.53 
.18-.25 
.13-. 18 
.05-. 19 
.34-.46 
.06-. 11 
Hayami-
Ruttan 
(1970: 
1971) 
38 
1955, 
60.65 
OLS& IV 
CD 
M· 'G. 
PF&PW 
.39-.49 
.10-.11 
.19-.24 
. 10-.14 
.06-.12 
.94-.98 
.26-.37 
.15-.20 
• The data used in Lhis study are OOI per-farm basis. 
Evenson- Nguyen 
Kislev 
(1975) (1979) 
36 
1955, 60, 
65.68 
OLS-F 
CD 
M: G 
-.01 -.24 
.05-. 15 
.30-.42 
.08-.12 
.02-. 10 
.66-.77• 
-.01-.08 
.05-. 14 
40 
1955, 60. 
65.70,75 
OLS 
CD 
M: "G 
&PH 
.36-.39 
.01-.02 
.33-.34 
. 10-. 13 
.14-. 16 
.97-.98• 
-. 10-.JO 
.15-.19 
+ The estimated function is restricted to constant returns to scale. 
Yamada-
Ruuan 
( 1980) 
41 
1970 
OLS 
CD 
M: 'G 
.21-.40 
.0 1-.02 
.22-.24 
.23-.32 
. 11 -. 15 
.91 -1.00•· 
-.03-.26 
.14-. 17 
Mundlak- Antle Kawagoe-
Hayami-Ruuan 
Lau-
Yotopoulos 
This study 
Hc:IJinghausen 
(1982) (1983) (1985) (1988: 1989) 
58 
1960~3 
OLS -R 
&PC 
CD 
S· 'G 
.38 
.14 
. 16 
.09 
.06 
.01 
43-66 
1965 
OLS& 
PC 
CD 
S:NG 
43 
1960, 70. 
80 
OLS 
CD 
M: NG. PF&PW 
43 
1960, 70, 
80 
OLS-F 
43 
1960, 70. 
80 
FGLS 
CD TL CD TL 
M: PF M:PF 
.33-.36 .56 .44-.47 .16-.33 .40 . 18 .04 
.17-.20 .03-.04 .09 .67-.94 .40 . 13 .65 
. 16-.29 .29-.30 .19-.20 . 13-.15 .14 .37 .16 
.05-.13 .15 .19-.20 .01-.06 .06 .13 .19 
.07-.08 .10-. 11 .06 .11 .07 .13 
1.11 1.03-1.04 1.25- 1.35 I.I I .88 1.16 
.04 .. 28 .12-.15 .09 .19 -. 14 
.18 .25 . 11 -. 17 .13 
.13 
.20...25 
OLS: ordinary least-squares, IV: instrumental variable. PC: principal componenL, OLS-F: fixed-effects model estimated by OLS, OLS-R: random-effects model estimated by OLS, 
FGLS: random-effeets model estimated by feasible generalized least-squares. 
CD: Cobb-Dougals function. TL: Lrnnslog functioo 
S: single-year observations. M: multi -year observations 
G: national aggregates. PF: per-farm average, PW: per-worker average. PH : per-hectare average. 
w 
0 
Table 4-5. Some previous results of the intercountry agricultural metaproduction function for 22 developing countries (LDC) 
Sources Antle Kawagoe-Hayami-Ruttan Lau· Yotopoulos Fulginiti-Perrin This study 
( 1983) (1985) ( 1988: 1989) (1992) 
Number of countries 26-47 26 22 22 18 22 
Pcnod(s) of estimation 1965 1960. 70.80 1960, 70.80 1960-84 1960. 70.80 
Estimation melhod(s) OLS re OLS re OLS-F OLS-F OLS-R FGLS 
FunCI ional form CD CD CD CD CD CD TL 
Data specification S;NG M; G.PF& PW M;PF M:PH M; PF 
Coefficients estimated 
Labor .32-.40 .19 .63-.67 .53-.55 .33-.40 .33 .25 .46 .04-.19 
Land .09-.12 .44 -.06- -.05 .09 .40-.94 -. 10 .25 .19 .45-.64 
Livestock .04-.25 .04 .26-.30 . 14-. 16 .13-. 15 .40 . 17 .19 .15-.20 
Fcnilizcr -.0 1-. 14 .14 .08 . 14-. 16 .01 -.06 .03 .18 .09 . 15-.19 
Machinery . 14-.15 .06-.07 .06-. 11 . 17 .21 .03 .11-. 15 
Sum of the convent ional .st• l.10-1.1 1 1.00-1.01 1.30-1.37 .83• 1.06+ .96-1.15 1.14-1.15 
inputs 
General education -.0 1-.07 -. 14 .27-.39 .28-.45 . 19 .19 
Technical education . 17-.18 .16 .01 -. 11 . I I 
Research . 10 .II 
lnfnutructure .19-.37 .27 
• The dat.a used in !his study are not per-farm basis. 
OLS: ordinary least-squares. IV: instrumental variable, PC: principal component, OLS-F: fixed-effects model estimated by OLS. OLS-R: random-effecLS model enimnted by OLS, 
FGLS: random-effects model estimated by feasible generalized least-square$. 
CD: Cobt>-Dougals function, TL: translog function 
S: single-year observations. M: multi -year observations 
G: national aggregates, PF: pcr-fami average, PW: per-worker average. PH: per-hccuire average. 
w ...... 
Table 4-6. Some previous results of the intercountry agricultural metaproduction function 
for 21 developed counoies (DC) 
Sources Kawagoe-Hayami-Ruuan 1...au-Y 01opoulos This study 
(1985) (1988: 1989) 
'umber of countries 2 1 21 21 2 1 
Period(s) of es1imation I 9(i(). 70, 80 I 9(i(). 70, 80 19(i(). 70.80 I 9(i(), 70. 80 
Estimation method(s) OLS l:C OLS-F FGLS FGLS 
Functional fo m1 CD CD CD TL 
Dnta speci fi cnt ion M;NG, PF& PW M;PF M; PF M: PF 
Coefficients estimnied 
Labor .66-.7 1 .65-67 .23-.32 .37 .07-.23 
Land .07-.10 .08-. 10 .22-.38 .10 -.08-.6-1 
Livestock .15-. 19 .18-.19 .2fr..33 .21 . 18-.45 
Fertilizer .19 .22-.23 . l{}-.15 .19 . 18-.36 
Machinery .18-.22 .13-. 14 .04-.13 .16 .14-. 15 
Sum of the 1.32 1.29 1.08-1.09 1.04 1.11- 1.22 
conventional inputs 
General educntion -1.6{}- -.17 -.71- -. 11 .-2 .77 -.38 
Technical educniion .13-.14 . 11 -. 1-1 .01-. 11 .16 
Research 
l1urastructure 
OLS: ordinary least-squares. IV: instrumental variable. PC: principal component, OLS-F: rued-effect~ model estimated by OLS. 
OLS-R: random-effects model cstim:ued by OLS. FGLS: random-effects model estimated by feasible generalized least-squares. 
CD: Cobb-Dougals function, TL: translog function 
S: single-year observations. M: multi-year observacions 
G: nacional aggregates, PF: per-farm average. PW: per-worker average, PH: per-hectare average. 
w 
IV 
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On the contrary, our results may indicate that the translog model is neither robust nor 
reliable, and that the Cobb-Douglas specification is still useful for estimating the elasticities 
of output with respect to inputs and returns to scale if we rigorously apply panel data 
methods to the metaproduction function. 
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5 CONCLUSIONS 
5.1 Summary 
The original Hayami and Ruttan study using OLS was reestimated. The results indicated 
that their estimation suffered from heteroscedasticity but not from multicollinearity. 
It was found that the introduction of country-specific effects to the H-R model was 
statistically significant. It was also shown that the models with country-specific effects had 
less heteroscedasticity and may have had smaller heterogeneity biases. Though some 
coefficients in the LSDV models were economically meaningless, the estimates of the Cobb-
Douglas specification were robust in general. No negative estimates were observed in our 
results, except for general education for ALL and DC. These facts appear to show that the 
introduction of country-specific effects is significant not only statistically but also 
economically. 
Though Lau and Yotopoulos (1989) insist that the trnnslog specification is better than the 
Cobb-Douglas specification to estimate the metaproduction function, our results show that 
the translog version of the metaproduction function suffers from severe multicollinearity. 
Thus, the parameter estimates are unreliable and relatively inefficient in the translog 
specification. 
5.2 Recommendation for Future Research 
As Schuh (1980) and Trueblood (1991) suggest, the improvement of the quality of the 
data used in estimating tJ1e intercountry agricultural production is the prior issue. For 
example, the use of the price index of Japan as the representative middle-income country is 
no longer effective and may cause the data calculation to be biased. 
The analysis here is limited to varying only the intercepts of the model because of the 
35 
small sample ize. If we increased the sample s ize, the model with variable intercepts and 
slope could be estimated, which might give us other interesting findings. The increase in the 
sample size and time periods would also increase the degrees of freedom. 
This study shows that severe multicollinearity causes the estimation to be unrel iable, 
especially in the translog specification. To avoid multicollinearity problem, the use of a cost 
function may be promising. 
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APPENDIX: COMPUTER OUTPUTS OF THE TRANSLOG ESTIMATIONS 
Table A-1 The outputs of the parameter estimates for the translog models with five 
variables (ALL) 
OLS (Column 7 of Table 4-1) LSOV (Column 9 of Table 4-1) EC (Column 11 ofTable4- I) 
Variables Pa rameter Standard t-ratios Paramete r Standard 1-ratios Parameter Standard I-ratios 
Estimates Errors Estimates Errors Estimates Errors 
L 0.795 1 0.23 18 3.4293 0.2741 0.2506 1.0939 0.4215 0.1550 2.7 196 
A 0.2080 0. 1258 1.6539 0.8069 0.2983 2.7053 0.1553 0.1127 1.3780 
s -0.3399 0.1760 - 1.9312 -0.0469 0. 1426 -0.3290 -0.0016 0.1150 -0.0140 
F 0.5409 0.1154 4.6887 0.2896 0.1033 2.8051 0.2588 0.0499 5.1814 
M 0.045 1 0.0950 0.4743 0.1115 0.053 1 2.0992 0. 1309 0.0385 3.3991 
LL 0.0938 0.2743 0.3420 -0.0067 0. 1860 -0.0358 -0.1176 0. 1552 -0.7577 
AA -0.0177 0.0642 -0.2761 -0.1474 0.1126 -1.3091 -0.0539 0.0570 -0.9457 
SS 0.2550 0.1464 1.7410 0.2056 0.1151 1.7861 0.1997 0. 1010 J.9765 
w 0.1609 0.0661 2.4332 0.0503 0.0367 1.3701 0.0355 0.0329 1.0776 
MM 0. 168 1 0.061 1 2.7524 0.0077 0.0385 0.1998 0.0133 0.0352 0.3784 
LA 0.0464 0.1 105 0.4201 0.0488 0. 17R8 0.2731 0.0571 0.0796 0.7174 
LS -0.3234 0.1475 -2.1925 -0.0667 0. 1271 -0.5248 -0.0605 0.1 114 -0.5433 
LF -0.18 10 0.1105 -1.6389 0.0328 0.0947 0.3464 0.0552 0.0740 0.7468 
LM 0 .1 872 0.11 79 1.5878 -0.0206 0.0882 -0.2337 -0.0806 0.0720 -I.I 198 
AS -0.0161 0.0890 -0.1812 -0.0295 0.0725 -0.4075 -0.0365 0.062 1 -0.5877 
AF 0.0584 0.0598 0.9767 -0.0130 0.0396 -0.3285 -0.0231 0.0368 -0.6291 
AM -0.0373 0.0482 -0.7755 0.0580 0.0387 1.4985 0.0675 0.0352 1.9164 
SF -0.0603 0.0782 -0.7709 -0.0 158 0.0625 -0.2522 -0.0 146 0.0498 -0.2931 
SM -0.0210 0.0774 -0.27 10 -0.0549 0.0605 -0.9074 -0.0433 0.0500 -0.8(i61 
FM -0.1360 0.0573 -2.37 19 -0.0001 0.0360 -0.0018 0.0094 0.0325 0.2889 
LDC -0.2799 0.1129 -2.4797 
070 0.0080 0.0612 0.1315 
0 80 0.0065 0.0735 0.088 1 
Constant 3.170 0.1675 18.8440 -0.2630 0.0169 -15.5240 
Note: Symmetry condition is imposed in the second-order terms. 
L: labor, A: land, S: livestock, F: fertilizer, M: machinery, LOC:dummy for 22 developing countries. 
070: time dummy for 1970, 080: Lime dummy for 1980. 
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Table A-2 The outputs of the parameter estimates for the translog models with six 
variables (ALL) 
OLS (Column 8 ofTable4- l ) LSDV (Column J 0 o f Table 4- 1) EC (Column 12 ofTable 4 - l ) 
Variables Pa ram el er Standard 1-ra1ios Parameter Standard 1-ra1ios Parameter Standard t-ratios 
Estimates Errors Estimales Errors Estimates Errors 
L 0 .3519 0.2717 1.2949 0.02 15 0.275 1 0.0782 0.4176 0. 1829 2.2827 
A 0.1862 0.15 18 1.2266 0.6779 0.3276 2.0692 0.2230 0.1284 1.7364 
s -0.08 15 0.1854 -0.4397 -0.0103 0.1713 -0.0598 -0.0365 0. 1328 -0.2752 
F 0.2258 0. 1256 1.7978 0.1667 0.1120 1.4884 0.3 104 0.0589 5.2697 
M 0.0759 0.0996 0.7615 0. 1524 0.0555 2.7457 0.06 19 0.0508 1.2194 
T 0.2226 0.0727 3.063 1 -0.0469 0.075 1 -0.6246 0.1130 0.0436 2.5921 
LL 0.1201 0 .2716 0.4423 0.0795 0.1784 0.4455 -0.2104 0. 1826 -1.1521 
AA 0.0262 0.0624 0.4204 -0.0962 0. 1318 -0.7294 -0.0699 0.0567 -l.2326 
SS 0.1822 0.1332 1.3676 0.1724 0. 1048 1.6457 0. 1838 0. 10 14 1.8136 
FF 0.1273 0.0638 1.9944 -0.00)8 0.0389 -0.252 1 0.0398 0.0358 1.1130 
MM 0.2615 0.0635 4. 1174 -0.0536 0.0379 -1.4172 -0.0131 0.0420 -0.3116 
TT 0.0217 0.0343 0.6327 0.0348 0.0344 1.0106 -0.0049 0.0312 -0.1567 
LA 0.1433 0.1026 1.3964 0.1485 0.0948 J.5662 0.1038 0.0885 1.1729 
LS -0.2687 0.1334 -2.0142 -0.1475 0.1 191 -1.2381 -0.07 19 0.0720 -0.6362 
LF -0.2328 0.113 1 -2.0582 -0.0494 0.0905 -0.5464 0.0454 0.0825 0.5502 
LM 0. 1733 0. 1077 l.(,()83 0.0036 0.0767 0.0466 -0.0934 0.0755 -1.2377 
LT 0.0982 0.0738 1.3320 0.0586 0.0455 1.2884 0.0367 0.0456 0.8046 
AS -0.0436 0.0848 -0.5 144 -0.0 121 0.0726 -0.1670 -0.0306 0.0645 -0.4733 
AF 0.0960 0.0586 1.6390 -0.0683 0.0408 -1.6735 -0.04 12 0.04 18 -0.9851 
AM -0.0954 0.0452 -2.1084 0.0919 0.0358 2.5700 0.0826 O.D381 2. 1700 
AT 0.0391 0.0382 1.0226 0.0085 0.0279 0.3053 -0.008 1 0.0261 -0.31 18 
SF -0.0437 0.0731 ·0.5978 0.0340 0.062 1 0.5474 -0.0073 0.0536 -0. 1365 
SM -0.0105 0.0736 -0. 1420 -0.0844 0.0526 -1.6056 -0.0364 0.05 18 -0.7019 
ST -0.02 18 0.0579 -0.3770 ·0.0045 0.0369 -0. 1225 -0.0253 0.0347 -0.7280 
FM -0. 1910 0.0542 -3.5224 0.0501 0.0341 1.4689 0.0146 0.0352 0.4160 
Fr 0.1031 0.0348 2.9631 -0.0392 0.0230 -1.7077 -0.0120 0.0214 -0.5615 
MT -0.0626 0.0272 -2.3035 0.0428 0.0149 2.8660 0.0265 0.0163 1.6245 
LDC -0.3495 0. 1029 -3.3972 
0 70 -0.0074 0.0558 -0.1333 
0 80 -0.0584 0.0719 -0.8 127 
Constant 2.3583 0.4591 5. 1373 -0.49 14 0.0704 -6.9852 
Note: Symmetry cond ition is imposed in Lhe second-o rder terms. 
L: labor, A : land. S: livestock, F: fertilizer. M : machinery. LDC:dummy fo r 22 developing countries, 
D70: time dummy for 1970. D80: time dummy for 1980. 
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Table A-3 The outputs of the parameter estimates for the translog models with five 
variables (LDC) 
OLS (Column 7 of Table 4-2) LSDV (Column 9 of Table 4-2) 
Variables Parameter Standard I-ratios Parameter Standard L-rat.ios 
Estimates Errors Estimates Errors 
L 0.2514 0.3577 0 .7029 0.1489 0.3681 0.4046 
A 0.1032 0.2377 0.4341 0.7734 0.5621 1.3759 
s -0 .0 159 0.4034 -0.0394 -0.2943 0.3415 -0.8616 
F 0.8488 0.2028 4.1862 0.3762 0.1715 2.1938 
M -0 .1352 0 .1252 - t.0797 0.0525 0.0771 0.6811 
LL 1.4910 0.4972 2.9986 -0.0964 0 .4265 -0.2259 
AA -0.1430 0.1621 -0.8820 -0.1434 0.2130 -0.6733 
SS 0.6467 0 .2298 2.8139 0.3083 0 .1994 1.5460 
FF 0.2 148 0. 1047 2.0503 0.0795 0.0577 1.3795 
MM 0.0569 0.0837 0.6799 -0.0044 0.0583 -0.0758 
lA 0.1006 0.1692 0.5949 0.0157 0.2053 0.0767 
l.S -0 .9386 0.2769 -3.3904 -0.0374 0.3415 -0.1096 
LF -0.6 181 0.1866 -3.3 127 -0.0500 0.1669 -0.2996 
LM 0.3952 0.1577 2.5056 0.0252 0.1439 0.1752 
AS -0.0461 0.1409 -0.3272 -0.0283 0.1308 -0.2 164 
AF -0. 1091 0.0972 -1.1226 0.010 1 0 .0897 0.1131 
AM 0.0532 0.1124 0.4732 0.0336 0.1032 0.3260 
SF 0.2062 0 .1284 1.6058 -0.0330 0 .1377 -0.2395 
SM -0.0684 0. 1597 -0.4286 -0.0172 0. 1537 -0.1121 
FM -0 .0800 0.0825 -0.9696 -0.0047 0.0549 -0.0864 
070 -0.0157 0.0893 -0.1763 
080 -0.1585 0. 1075 -1.4744 
Constant 3.2093 0 .3246 9.8877 
Note: Symmetry condition is imposed in the second-order terms. 
L: labor, A: land, S: lives tock, F: ferti lizer, M: machinery, 070: lime dummy for 1970, D80: time dummy for 1980. 
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Table A-4 The outputs of the parameter estimates for the translog models with six 
variables (LDC) 
OLS (Column 8 of Table 4-2) LSDV (Column 10 of Table 4-2) 
Variables Parameter Standard t-ratios Parameter Standard I-ratios 
Estimates Errors Estimates Errors 
L 0.4982 0.5369 0.9279 0.0992 0.3787 0.2621 
A -0.0398 0 .2971 -0.1339 J.4598 0 .5823 2.5069 
s 0.13 18 0.4604 0 .2862 -0.43 I 8 0.3170 -1.3623 
F 0 .3661 0 .2537 1.4432 0.0381 0.1754 0.2175 
M 0.0125 0 .1474 0.8454 0 .2007 0.0779 2.5775 
T 0.2392 0.1131 2.1154 -0.1154 0.1064 -1.0843 
1L 0.8304 0.5912 1.4047 -0.3700 0.3775 -0.9802 
AA -0.0341 0 .1827 -0.1869 -0.36 18 0 .2430 - I .4893 
SS 0.5060 0.2432 2.0805 0.1858 0.1741 1.0672 
FF 0.0876 0.123 l 0.7120 -0 .0018 0 .06 16 -0 .0288 
MM 0.1371 0.0937 1.4630 -0.0335 0.0509 -0.6571 
TI 0.02 12 0.0529 0.4008 0.0637 0.0535 1.1905 
LA 0.0645 0.1854 0 .3480 0.1263 0.1630 0.7747 
LS -0.5051 0.3387 -1.4912 -0 .0213 0 .2865 -0.0742 
LF -0.3662 0 .2181 -1.6791 0.0224 0.1400 0.1597 
LM 0.3071 0 .1634 1.8790 0.0716 0.1149 0.6236 
LT -0.0278 0.1460 -0.1907 0.0050 0.0763 0 .0661 
AS -0.1193 0.1628 -0.7323 0 .0988 0.1204 0 .8204 
AF -0.0687 0 .1028 -0.6681 -0.0332 0 .0748 -0.4439 
AM -0.0577 0 . 1161 -0.4970 0.0419 0.0860 0.4877 
AT 0.0814 0.0599 1.3596 0.0319 0 .0375 0.8498 
SF 0.1132 0. 1378 0.8218 0.0239 0 .1139 0.2102 
SM 0.0347 0.1660 0.2092 -0.0846 0 .1216 -0.6956 
ST -0.0640 0.1068 -0.5992 -0 .0162 0 .0550 -0.2950 
FM -0.0981 0.0875 - 1.1212 0 .02 19 0.0466 0.4693 
FT 0.0968 0.0504 1.9225 -0.0562 0.0337 -1.6689 
MT -0.0408 0 .0333 -1.2241 0.0522 0 .0180 2.9055 
D70 -0.0562 0 .0977 -0.5752 
D80 -0 .2500 0.1312 -J.9048 
Constant 2.3816 0.7356 3.2375 
Note: Symmetry condition is imposed in the second-order terms. 
L: labor, A: land, S: livestock, F: fertilizer, M: machinery. 070: time dummy for 1970, D80: time dummy for 1980. 
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Table A-5 The outputs of the parameter e timates for the translog models with five 
variables (DC) 
OLS (Column 7 of Table 4-3) LSOV (Column 9 of Table 4-3) 
Variables Parameter Standard I-ratios Pnrameter Standard !-ratios 
Estimates Errors Estimates Errors 
L 2.2387 0 .9556 2.3428 0.9257 0.5946 1.5569 
A -0. 1296 0 .3645 -0.3557 0 .0298 0 .5305 0.0563 
s 0 .3766 0.7601 0.4954 0.7020 0.4071 1.7245 
F -0 .2412 0.9037 -0.2668 0.3925 0.4297 0.9 135 
M 0.5720 0.4116 1.3898 0.0447 0.2486 0. 1800 
LL 1.4210 0.7163 1.9839 0.4554 0.3648 1.2483 
AA 0.1063 0.1181 0.9000 0.0523 0.2140 0.2444 
SS 0.6182 0.4701 1.3151 0.5945 0.3166 1.8776 
FF 0.0431 0.4745 0.0909 -0.0473 0.2143 -0.2206 
MM 0.5062 0.2185 2.3166 0.1441 0.11 50 1.2528 
LA -0.0486 0.1948 -0.2494 -0.0657 0.1612 -0.4078 
LS -1.0812 0 .4505 -2.4000 -0.3366 0.2939 -1.1452 
LF -0 .3056 0.4056 -0.7534 0.0729 0.2051 0 .3554 
LM 0.5916 0.4054 1.4593 0.0815 0.1997 0.4080 
AS -0. 11 99 0 .2352 -0.5095 -0.1889 0.1732 -1.0908 
AF -0.1236 0. 1904 -0.6493 -0.2123 0. 1079 - 1.9681 
AM 0.0858 0.0963 0 .89 10 0.2460 0.0610 4.0306 
SF 0.6300 0.4472 1.4088 0.2063 0.2215 0.931 2 
SM -0.6786 0.2827 -2.4005 -0.4203 0.1762 -2.3857 
FM -0.2786 0.2071 -1 .3454 -0.0068 0.0932 -0.073 1 
070 -0.0440 0.0792 -0.5555 
0 80 0.0306 0.1034 0.2959 
Constant 2. 1872 0.7938 2.7554 
Note: Symmetry condition is imposed in the second-order terms. 
L: labor, A: land, S: livestock, F: ferti ljzer, M: machinery, 070: Lime dummy for 1970. 0 80: time dummy for 1980. 
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Table A-6 The outputs of the parameter estimate for the translog models with six 
variables (DC) 
OLS (Column 8 of Table 4-3) LSOV (Column 10 of Table 4-3) 
Variables Parameter Standard t-ra tios Parameter Standard t-ratios 
Estimates Errors Es timates Errors 
L 0.4982 0.5369 0.9279 0.0992 0.3787 0.262 1 
A -0.0398 0 .2971 -0 .1339 1.4598 0.5823 2.5069 
s 0.13 18 0.4604 0.2862 -0.4318 0.3170 - 1.3623 
F 0.366 1 0.2537 1.4432 0 .038 1 0 .1754 0.2 175 
M 0.0125 0. 1474 0.8454 0.2007 0.0779 2.5775 
T 0.2392 0.1131 2.1154 -0.1154 0. 1064 -1.0843 
LL 0.8304 0.5912 1.4047 -0 .3700 0.3775 -0.9802 
AA -0.0341 0.1827 -0.1869 -0 .3618 0.2430 - 1.4893 
SS 0.5060 0.2432 2.0805 0 .1858 0. 1741 1.0672 
FF 0.0876 0.1231 0.7120 -0.0018 0.0616 -0.0288 
MM 0.1371 0 .0937 1.4630 -0.0335 0.0509 -0.6571 
TI 0 .02 12 0 .0529 0.4008 0 .0637 0.0535 1.1905 
LA 0 .0645 0.1854 0.3480 0. 1263 0.1630 0.7747 
LS -0 .5051 0.3387 - 1.491 2 -0.0213 0 .2865 -0.0742 
LF -0.3662 0.2 181 -1.6791 0.0224 0.1400 0.1597 
LM 0.3071 0 .1634 1.8790 0.07 16 0.1 149 0.6236 
LT -0.0278 o. 1460 -0. 1907 0.0050 0.0763 0 .0661 
AS -0 .1193 0 . 1628 -0.7323 0.0988 0 .1204 0.8204 
AF -0 .0687 0 .1028 -0 .668 I -0.0332 0.0748 -0.4439 
AM -0.0577 0 . 116 I -0.4970 0.0419 0.0860 0.4877 
AT 0.0814 0.0599 1.3596 0.03 19 0.0375 0.8498 
SF 0.1132 0.1378 0 . 218 0.0239 0.1139 0.2102 
SM 0.0347 0.1660 0.2092 -0.0846 0.12 16 -0.6956 
ST -0.0640 0.1068 -0.5992 -0.0162 0.0550 -0.2950 
FM -0.098 1 0 .0875 -1.1212 0 .02 19 0.0466 0.4693 
Ff 0.0968 0.0504 1.9225 -0 .0562 0.0337 -1.6689 
MT -0.0408 0 .0333 -1.2241 0 .0522 0.0180 2.9055 
070 -0.0562 0 .0977 -0.5752 
080 -0.2500 0 .1312 - 1.9048 
Constan t 2.38 16 0.7356 3.2375 
Note: Symmetry condition is imposed in the second-order terms. 
L: labor. A: land, S: livestock, F: ferti lizer. M: machinery. 070: Lime dummy for 1970, D80: time dummy for 1980. 
