ABSTRACT AUV docking requires the platform to have both wide range cruising and accurate operating abilities, to against challenges of ocean currents, obstacles, and constraints. This paper proposed an evolutionary-based method, for the purpose of docking path optimization. First, the ocean environment and constraints are analyzed and modeled. Next, the control points are designed to satisfy the model constraints. Then, the adaptive law and quantum behavior are introduced in particle swarm optimization (PSO), to achieve global time-optimization. Finally, the proposed approach is evaluated via Monte-Carlo trials, which demonstrates a significant improvement with respect to the state-of-the-art approaches.
I. INTRODUCTION
AUV docking is considered as the key underwater technology [1] - [3] , which includes the process of path planning and motion controlling. In AUV docking, a path planner should be capable of rapidly finding a safe trajectory in challenging environments, and the motion controller should track the trajectory during the docking task [4] .
Various methods have been applied for AUV path planning, which include Graph-based methods [5] - [7] , Fast Marching (FM) algorithm [8] , [9] , Artificial Potential Field (APF) method [10] and Rapidly-exploring Random Trees (RRT) algorithm [11] . Graph schemes are criticized for their discrete state transitions [12] , in which the vehicle motion is constrained to limited directions [13] . FM algorithm is regarded as the continuous Graph method, which has been improved by [8] and [14] . However, FM is limited in the nonlinear computational efficiency. APF can incorporate various linear terms, inlcuding energy, obstacles, travel time and ocean currents [10] , [15] , [16] , but, it has the drawbacks of producing locally optimal solutions. RRT is also a widely used method to solve the underwater path planning [11] , [17] .
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However, the optimality is not guaranteed and the result often requires further refinement [18] .
Meanwhile, the computational requirements of the aforementioned methods grow exponentially in scenarios of high dimensional space [18] . So far, Evolutionary Algorithms (EA) have been proved to be an efficient and effective way of dealing with Non-deterministic Polynomial-time (NP) hard problems [19] , which could also be used with parallel implementation by multi-core processors [20] . The Genetic Algorithm (GA) [21] and the Particle Swarm Optimization (PSO) [22] are two widely approaches originated from EA, and have been applied in the path optimization [23] - [25] . In [18] , GA and PSO have been utilized for AUV path planning, in which the methods are easily prone to precocity, and have low efficiency to obtain global optimal solution. Moreover, the AUV path in [18] is the heading-free, and the maneuverability of AUV is not considered as well. Quantumbehaved Particle Swarm Optimization (QPSO) is another form of EA, which has been successfully utilized in various path planning application [26] - [28] . Compared with standard evolutionary algorithms, the introduction of quantum behaviour improves the diversity of the population, which increases the possibility of obtaining the global optimal solution. W.r.t. motion controlling, to improve the safety and efficiency of AUV docking, two types of constraints should be considered. One is called the terminal constraint, which includes the position and direction constraints at the beginning and end of the docking path [29] . The other is the kinematic constraint, which requires the docking path to meet the manoeuvrability of AUVs. Besides, the currents and the obstacles in ocean environment also bring extra complexities for AUV docking. Various control methods have been applied for AUV motion controlling, which could be divided into the mode-information based control strategy [30] - [32] , the on-line approximation based control strategy [33] - [35] and the disturbance observation based control strategy [36] , [39] . However, these methods could not completely solve the constraints to reduce the complexities in motion controlling.
In this paper, a path planner is proposed to solve the above challenges in AUV docking, by introducing cubic B-spline and Adaptive Quantum-behaved Particle Swarm Optimization (AQPSO). First, the constraints are analysed, and the ocean environment is modelled. The potential path is built via cubic B-spline. Next, to describe the path curve, the control points and basis function of the B-spline are jointly designed. Then, the adaptive law and quantum behaviour are introduced in PSO, to improve the searching performances. Finally, Monte-Carlo trials are utilized to estimate the effectiveness of the proposed method. Comparing with the state-of-the-art approaches, the proposed path planner has better performance w.r.t. searching ability and robustness.
Main contributions are as follows:
• A path optimization model is established for AUV docking by considering geometric constraints.
• The adaptive law and quantum behaviour are jointly utilized to improve the global performances.
The remainder of this paper is organized as follows: Section II formulates the problem. Section III designs the B-spline based docking path. Section IV introduces AQPSO algorithm, and Monte-Carlo trials are given in Section V. The conclusions are drawn in Section VI.
II. PROBLEM FORMULATION
As exhibited in figure 1 , the AUV has been designed to achieve both abilities of cruising in the water and crawling on the floor. The manoeuvrability of AUV is controlled by both the rudders and propellers, to switch the sliding/flapping models during the docking procedure.
As shown in figure 2 , to match the AUV motion capability, the docking procedure is divided into four stages [37] , [38] . In the 2 nd stage, AUV is guided by the acoustic beacon. The global optimal path is planned and tracked. When reaching the recovery cabin (3 rd stage), the AUV navigation system turns to the docking mode. In the 4 th stage, AUV enters the cabin to replenish the energy and upload the data. During the whole phrase, each stage should be smoothly connected, while the planning route should be consistent with the design route. However, not only ocean current changes AUV's route, but also the obstacles in ocean environment bring extra dangers. Therefore, both the constraints and environments should be carefully analysed and modelled.
In this section, the terminal constraint is analysed at the beginning and end of AUV docking, while the kinematic constraint is given by analysing AUV motion in horizontal plane. The ocean current is modelled by Lamb-Ossen vortices. To increase the safety during the docking procedure, the obstacle avoidance should be also considered.
A. TERMINAL CONSTRAINT
Since the motion slope is consistent with the velocity direction, the terminal constraint is obtained by:
where P s is the initial position, and V is the velocity vector.
As shown in figure 3 , the AUV is required to locate at the center line of the recovery cabin, with distance D V from the center of the acoustic to the visual guidance. Moreover, the ending segments of the path are set to be tangent and partially overlapped to the center line, for the sake of the connected navigation system between the 2 nd stage and the 3 rd stage. The length of the segments is D L and the constraint could be given by Eq. 2.
where P f is the end position, (ξ f , ζ f ) is the center position of the recovery cabin,Ṗ i is the slope of the i th segment and i is the unit vector on E − ξ axis. The values of a and b would be introduced in Section 3, and
the distance between the beginning of the a th segment and the end of the b th segment.
B. KINEMATIC COSNTRAINT
As the AUV attitude is controlled by the rudders and propeller, the motion also has kinematic constraints in horizontal plane. y are the hydrodynamic parameters, δ r is the horizontal rudder, µ, Ḡ ,x c are the dimensionless forms of the physical quantities. The gyratory radius R s is formulated in Eq. 4, and the curvature radius should be larger than R s . Thus, the kinematic constraint is as follows:
whereP i (t) represents the curvature of the path curve.
C. RESUTLTANT VELOCITY IN CURRENT ENVIROMENT
The currents exist in the ocean environment, and the consideration of the current would verify the effectiveness and robustness of the proposed method. The real velocity of the current would be measured by the Doppler Velocity Log (DVL). With the improvement of the embedded computer on AUV, the docking path could be planned in real time. Figure 4 exhibits the AUV velocity composition, where p i (x i , y i ) and p i+1 (x i+1 , y i+1 ) are two adjacent points on the path. V sw and V c are the AUV velocity in both the static current and the dynamic current, respectively. V r is the resultant velocity towards ψ r . Eq. 6 shows the relationship of the velocities V sw , V c and V r , and Eq. 7 gives the magnitude and direction of V r .
Meanwhile, the ocean currents could also be modelled as numerical equations, by Lamb-Ossen vortices in Eq. 8, where
represent the vortex center and the spatial position, respectively. u(r) and v(r) are the velocity components. α and β are the parameters to control the vortex radius and strength.
Furthermore, the Gaussian noise is introduced in Eq. 9, to estimate the continuous time varying ocean current, where
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FIGURE 5.
Obstacle avoidance model: two adjacent path points p i (x i , y i ) and p i +1 (x i +1 , y i +1 ), the intersection of path and obstacle p ob (x ob , y ob ).
system.
Various obstacles exist in the ocean environment, e.g. islands, rigs and coral reef, which are represented as the external circles with radius R i and center position O(x o , y o ). The docking path is considered as safe if the distance between any point on the path and the obstacle center is larger than R i . However, as the actual path is in the form of the discrete points, a situation may occur that all the path points are safe, whereas the path segment is through the obstacle, as shown in figure 5 .
Assuming that the path intersects the obstacle at point p ob (x ob , y ob ), we have:
Combining Eq. 10 and Eq. 11:
where
. Property examples of the cubic B-spline curve.
Therefore, safe condition is adjusted according to Eq. 13.
III. B-SPLINE BASED PATH DESIGN
In this section, the docking path is built to satisfy the constraints and safe condition via cubic B-spline. B-spline is a special piecewise function, and essentially defined by the basis function N i,k in Eq. 14. The docking path could be constructed (shown in figure6) through selecting a sequence of control point P i , to match the desired positions, directions and obstacle avoidance.
A
. BASIS FUNCTION DETERMINATION
The basis function of B-spline is determined by the node vector sequence U :
The relationship between the node vector and the basis function is as follows:
where i = 0, 1, 2, . . . , n + k + 1 and k = 3. For the sake of the piecewise Bezier B-spline curve, the calculation of node vector sequence U : u 0 ≤ u 1 ≤ . . . ≤ u n+k+1 is shown in Algorithm 1. NodeVector is the n + k + 1 dimensional column vector. Based on Standard for the Exchange of Product Model Data (STEP), the piecewise Bezier curve is required to satisfy Eq. 16, and has the degree of repetition k + 1. The internal nodes have the degree of repetition k, formulated as Eq. 17. for i = 2 : piecewise do 6: for j = 1 : k do 7 : end if 12: return NodeVector 13: end if
Algorithm 1 Piecewise Bezier NodeVector(n, k)
1: Initialize NodeVector 2: if k, n ∈ Z + satisfied mod(n − 1, k) = 0 (16)NodeVector(1, k +1+flag * k + j) = i−1 piecewise(17)
B. CONTROL POINTS DESIGN
According to Eq. 1, the start position is set as the triple control point:
Meanwhile, a point is set as P 3 to keep the slope of the path. ψ s is the attitude angle at the start position, and l 1 > 0 is the path parameter.
With the same manner, the end position is set as another triple control point according to Eq. 2:
Notice that a line parallel to E − ξ axis is required to the terminal guidance (figure 3), while two control points are set as:
where l 2 , l 3 are the parameters, satisfying l 2 > l 3 > D V and
The internal control points {P 3 , P 4 , . . . , P n−5 } are determined based on the terminal control points. As exhibited in figure 7 , the point o i (i = 4, 5, . . . , n − 5) is on the line P 3 P n−5 , modelled as:
where λ i , T ∈ N + are the position parameters. The candidate P i is distributed on the segment l i , satisfying: Combining the points from Eq. 18 to Eq. 21, each group of internal points {P 3 , P 4 , . . . , P n−5 } generates an unique curve. The more interval points {P 3 , P 4 , . . . , P n−5 }, the better curve shape and the longer computation time. For the sake of the balancing these performances, more interval points are taken near the terminal positions and ocean obstacles, and fewer interval points are taken on the other positions. Various potential docking paths satisfy the constraints and safety condition, whereas only one of them is optimal. Therefore, an optimization algorithm is required to optimize the generated path. The flowchart of the path optimization algorithm is shown in figure 8 .
IV. AQPSO-BASED PATH OPTIMIZATION
In this section, the Particle Swarm Optimization algorithm (PSO) is introduced to optimize AUV docking from potential paths. A time-optimal docking path should be selected, which satisfies both the constraints and the safety conditions. PSO is always regarded as the quasi-global optimal algorithm, in which the optimal solution is obtained among various candidates. The more diversity of the particle, the closer to the global optimal solution. To improve the performance of PSO, quantum behaviour and adaptive law are jointly introduced.
A. TRADITIONAL PARTICLE SWARM OPTIMIZATION
For the purpose of time-optimal, the travel time is chosen as the fitness function F of PSO, modelled as Eq. 24. (24) where N is the total number of path points, and κ i , ε i are the weights of the constraint at Eq. 5 and the safe condition at Eq. 13. Notice that lower value of the function represents a better performance. ε i = 1 if curve satisfied Eq.13 inf else (25) According to Eq. (18-21), the particle swarm dimension is n − 8, and each particle represents one of the sequence {P 4 , P 5 , . . . , P n−5 }. The size of particle swarm is set as m, and the iteration number is set as ITR. The present position, velocity and optimal position of the particle are set as
The limitation of the position can be achieved from Eq. 23, and the velocity is limited in range of [V min , V max ]. The update strategy is as follows:
in which ω is the inertial factor, c 1 , c 2 are two constant values, and r 1 , r 2 are the random values in range of [0, 1].
B. ADAPTIVE QUANTUM-BAHAVED PARTICLE SWARM OPTIMIZATION
To against local optimal constraint, quantum behaviour and adaptive law are introduced to the PSO.
1) PARTICLE INITIALIZATION AND SOLUTION TRANSFORMATION
In AQPSO, the amplitude of quantum bit is used to encode the position, and the initialization is as follows: (27) where θ ij = 2π * rnd is the quantum angle, rnd is the random value in (0, 1), i = 1, 2, . . . , m, j = 1, 2, . . . , n − 8. Each particle occupies the searching space in two positions, called cosine position P ic and sine position P is .
Since the value of the searching space is only in range of [−1, 1], the transformation from the quantum space to the solution space is required. Each amplitude of a quantum bit is an optimization variable of the solution space. The j th quantum bits on particle P i are represented as [cos θ ij sin θ ij ] T , and the corresponding solution space variables are represented as:
where [a i , b i ] is the abscissa range of the point o i , obtained by Eq. 23.
2) PARTICLE STATE UPDATE
The particle update in AQPSO is implemented by quantum rotate gate. The velocity and position update in PSO are converted to the angle update of quantum rotate gate and the quantum angle update, respectively. Without loss of generality, the optimal position P il searched by P i is assumed as the cosine position.
The global optimal position is then given by:
The quantum angle increment is updated as follows:
By using quantum rotation gate, the quantum amplitude is updated as:
Therefore, the new position of particle P i is updated as follows:
As the searching space is extended by quantum bit encoding, the efficiency is thus improved.
3) MUTATION OPERATION AND ADAPTIVE LAW
The traditional PSO is easily prone to the premature. The quantum-behaviour is firstly added in PSO to increase the population size, and the mutation operator is then applied to promote the convergence. The mutation possibility p m and the inertial factor ω in PSO would adaptively change with the algorithm iteration. In AQPSO, the mutation operation is implemented by the quantum non-gate (Eq. 35). The possibility of mutation is given by p m . A random number in (0, 1) is set as rnd i , and if rnd i < p m , half of quantum bits of the particle are selected to exchange the quantum amplitudes by Eq. 35. The optimal position P il and the quantum angle remain unchanged.
As the solutions are widely searched in the initial stage, the mutation operator and the inertial factor are required to be adaptively adjusted: low possibility of mutation p m and high inertial factor ω at the beginning, and vice versa. Thus, p m and ω are modelled as the Logistic function.
EX + 1 DX where γ is the coefficient representing the similarity among the particles, modelled by the average fitness of the particle swarm E(X ) and the corresponding variance D(X ). During the searching processes, p m fluctuates from 0.01 to 0.1, and ω fluctuates from 0.9 to 0.4. Hence, the global requirement of the docking path should be guaranteed.
V. RESULT OF THE PATH OPTIMIZATION ALGORITHM
In this section, the AQPSO is compared with GA, PSO and QPSO, while Monte-Carlo trials are also utilized to evaluate the optimization ability and the robustness of the algorithms.
A. COMPARISON OF GA PSO AND AQPSO PATH PLANNER
The path parameters are set at Tab. 1. In [18] , the GA, PSO and QPSO have been used for AUV path planning. To verify the performances of AQPSO in this paper, the parameters of these path planners are referred from [18] . First, the comparison of GA, PSO, QPSO and AQPSO path planner is evaluated without obstacles, which exhibited in figure 9, figure 10 and figure 11. The best trajectory is able to follow the desired path produced by AQPSO, and the travel time is shorter than those produced by GA, PSO and QPSO. The results of curvature and yaw angle in figure 11 also indicate that the trajectory generated by AQPSO is smoother for AUV docking.
Then, the obstacles are considered in current environment, and the results are exhibited in figure 12, figure 13 and figure 14 . Therefore, the planning task becomes more challenging. Large number of candidate paths are invalid, once they are unable to avoid the obstacles. As shown in figure 13, the travel time increases by comparing the results in figure 10 . Although the convergence speed of the three algorithms simultaneously slows, AQPSO still has better performance w.r.t. time consumption and path smoothness.
B. MONTE-CARLO SIMULATION
Meanwhile, two Monte-Carlo trials are also provided, to estimate the proposed approach both qualitatively and quantitatively. In first trial, the simulations are performed on 1000 times-M.C. for two test cases as described in Section V-A. The numerical results are recorded in Tab 2. The mean and the standard deviation of the fitness values are presented, which reflects the searching capability and stability of the algorithm, respectively. It is obvious that the AQPSO achieves the best performances.
In second trial, the positions of P s and P f , currents and obstacles are randomly generated. The optimal travel time is marked as succeed, and vice versa. The results are recorded in Tab. 3, where the AQPSO path planner is more likely to achieve the path with less cost value under the two conditions (77.1% and 80.54%, respectively).
The results of the simulations indicate that the proposed path planner could generate a global optimal docking path for AUV.
VI. CONCLUSION
This paper presents a method for AUV docking, to against the challenges from geometric constraints and ocean environments. As traditional PSO easily falls into premature convergence, the proposed approach applies an adaptive quantum-behaved particle swarm optimization algorithm in framework of the B-spline scheme. Simulation results indicate that the proposed method is effective to achieve the global optimal docking tasks. Further research will focus on the practical utilization of the proposed method.
