For many queueing systems the server is not continuously available. Service interruptions may result from repair times after server failures, from planned maintenance periods or from periods during which customers from other queues are being served. These service interruptions cause an overall performance degradation which is most striking when interruptions can start while a customer is being served and his service has to start all over after the interruption. This is the so-called preemptive repeat service discipline. This paper investigates stability conditions for discrete-time queueing systems with preemptive server interruptions. Under renewal assumptions for arrival, service and interruption processes, sufficient conditions for the positive recurrence of the single-server and multiserver queueing processes are established for the preemptive repeat different and the preemptive resume service disciplines.
Introduction
For queueing systems with service interruptions [1] , service to customers is regularly suspended. Service interruptions may result from resource sharing or server breakdowns and failures. In particular, when several queues share a common server, service interruptions are a natural abstraction to model the access of the other queues to the server. From the viewpoint of the customers of a particular queue, the server is unavailable whenever it serves customers from other queues.
Clearly, the service interruptions paradigm is most useful when the interruption process is independent of the arrival and service processes. If this is the case, the original queueing problem breaks down into two easier problems: the determination of the characteristics of the interruption process and the analysis of the queueing system with interruptions. In particular, such an approach greatly simplifies the analysis of queueing systems with a preemptive priority discipline. For the low priority customers of queueing systems with such a priority discipline, service interruptions occur when a high priority customer arrives during a low priority customer's service time. In accordance with the preemptive priority discipline, the low priority customer immediately leaves the server such that the high priority customer can enter the server upon arrival. After all high priority customers are served, the interrupted customer reenters the server and either continues its service (preemptive resume), restarts its service (preemptive repeat) or restarts its service with a new service time (preemptive repeat different). If the arrival and service processes of the high and low priority customers are independent, it is easily verified that the arrival, service and interruption processes of the low priority queue are independent as well.
Note that for some applications, independence of the interruption process cannot be assumed. For example, in a preemptive-repeat first-come-last-served queueing system, zero-length interruptions can be introduced to model the service interruptions upon arrival of new customers. However, in this case synchronisation of arrival and interruption process is required and the interruption process and queueing process cannot be studied separately.
White and Christie [2] were the first to study queueing systems with interruptions in connection with priority queueing systems. These authors investigated the M/M/1 queueing system with a preemptive resume priority discipline. Their results were later extended by Avi-Itzhak and Naor [3] and Thiruvengadam [4] who study preemptive resume priority queues with general service times. Gaver Jr. investigated the preemptive repeat and the preemptive repeat different priority disciplines [5] . Queues with batch Poisson arrivals and generally distributed service times were studied. Nain [6] has used the interruption paradigm to retrieve diffusion approximations for preemptive resume priority queues. More recently, Fiems, Steyaert and Bruneel [7] consider the discrete-time M X /G/1 queueing system with a preemptive resume, preemptive repeat and a preemptive partial repeat priority discipline. These authors also provide expressions for the generating functions of the idle and busy periods of the queueing system with interruptions which enables them to study multi-class preemptive priority systems.
Apart from a priority scheduling discipline, a single server can be shared by multiple queues by polling or a cyclic service discipline. The server cyclically visits the different queues and remains with a particular queue until this queue is completely empty (exhaustive service) or until all customers are served that were present upon arrival of the server at the queue (gated service). Additionally, a limit can be placed upon the number of customers that are served during a visit (number-limited) or upon the duration of the visit (time-limited). For the exhaustive and the gated polling disciplines, the queueing process relates to a branching process and therefore exact expressions are available for the various performance measures of interest [8, 9] . For (exhaustive) number-and time-limited polling systems no exact results are available and various approximation methods have been proposed. In particular, the decomposition method focuses on a single queue of the polling system and models the access of the other queues as server interruptions. However, the arrivals, service and interruption processes are no longer independent for these systems, even if the arrival and service processes of the different queues are independent. An iterative procedure is then devised to find the stochastic characteristics of the interruption process.
The literature on limited polling systems is mostly concerned with number-limited [10, 11] and nonpreemptive time-limited polling systems [12, 13, 14] . Only few authors consider preemptive time-limited polling systems which are the most interesting from the vantage point of the present contribution since service interruptions are allowed. De Souza e Silvia et al. [15] investigate such a polling system with Poisson arrivals, exponential service times, finite capacity buffers and a preemptive resume polling discipline. In this particular traffic setting, the polling discipline coincides with the preemptive repeat different discipline due to the lack of memory of the exponential service time distribution. Frigui and Alfa [16] focus on a time-limited polling system with a preemptive repeat different polling discipline as an approximation for the preemptive resume polling discipline. These authors assume a Markovian arrival process, phase-type service times and finite capacity buffers.
As already mentioned, interruptions also result from server failures or breakdowns. Some of the authors of the interruption models for priority queues discussed above [2, 3, 4, 5, 6, 7] also consider the case where the interruptions are triggered by server breakdowns. In addition, various authors also consider server breakdowns outside the priority queueing context. Federgruen and Green [17] provide bounds and approximations for the M/G/1 queue with generally distributed on-and off-times and a preemptive resume discipline. Notice that we adopt the priority queueing terminology to indicate how service is taken up after the interruption. Generally distributed on-and off-periods are also considered by Bruneel [18] for discrete-time queueing systems. Here, single-slot service times are considered such that there is no service preemption. Also Lee [19] considers a discrete-time queueing system with single slot service times but investigates a Markovian interruption process. Discrete-time queueing systems with generally distributed service times are investigated by Fiems et al. [20, 21] . In these papers, some generalisations of preemptive-repeat service disciplines are investigated. Tang [22] considers Poisson breakdowns when the server is working and renewal type breakdowns when it is idle whereas Li, Shi and Chau [23] investigate the transient behaviour of the M/G/1 queue subject to Poisson breakdowns. In both contributions a preemptive resume discipline is adopted. This is also the case in [24] where Nuñez Queija considers a processor sharing queue with Poisson 2 breakdowns. More recently, Balcioglu et al. [25] approximate a GI/D/1 queue with correlated server breakdowns and preemptive resume by the corresponding system with an interruption process with (independent) hyper-exponentially distributed on-times and general off-times. Fiems et al. [26] study the M/G/1 queue where the server is simultaneously subjected to preemptive resume breakdowns and either preemptive repeat different or preemptive repeat identical breakdowns. Multiple server queues with breakdowns are studied by Mitrany and Avi-Itzhak [27] and Neuts and Lucantoni [28] . Both contributions consider a Poisson arrival and breakdown process and exponential service times. In the former contribution, server repair starts immediately and the repair times are exponentially distributed. In the latter contribution, the servers are repaired only when a number of servers have broken down. Although queueing systems with service interruptions have been investigated since the late 1950s, to the best of our knowledge, stability conditions for these systems have not yet been formally proved. Such conditions are not straightforward though; typically the queueing systems are not work-conserving and therefore not always stable when the server capacity exceeds the arrival load. For preemptive repeat disciplines one intuitively sees that some service capacity is lost whenever service is interrupted. This contribution is the first to tackle the problem of the stability of queues with service interruptions with a regenerative stochastic process approach [33, 34] , enabling us to prove the obtained conditions rigorously. The main contribution of the current work is its generality. The stability conditions we present below are valid for multiserver queues with generally distributed inter-arrival and service times and generally distributed server on-and off-times. Further, both preemptive repeat different and preemptive resume service disciplines are investigated. The conditions we obtain are simple and general, and therefore easily applicable. An important advantage of the presented approach is that it applies to non-Markovian processes as can be seen from the analysis below.
Before proceeding, we mention some applications of the queueing model at hand. In line with the literature described above, the server interruptions can be used to model high-priority traffic. In particular, stability of the low priority queue in a multiserver queueing system can be investigated, where each server has its dedicated stream of high-priority traffic. In addition, the server interruptions can model production interruptions in a production system with parallel possibly non-identical servers, each server being prone to errors. Interruptions then correspond to the server repair times and production may (preemptive repeat) or may not (preemptive resume) be lost if an error occurs. The stability results established in this paper then correspond to the maximum load that the respective buffer systems can sustain.
Key elements of our analysis are the synchronisation (coupling) of renewal processes based on the discrete structure of the distributions and a characterisation of the limit forward renewal process of the regenerations. Moreover, we use a new approach to extend the stability analysis to general initial states of the basic regenerative process. An important motivation for the paper was also to present different techniques in the framework of regenerative method for a wide class of models. For this reason, a refinement of the stability condition is included as well.
For completeness, we mention the fluid approximation approach as an alternative to the regenerative approach followed here. The fluid approximation approach replaces the stochastic model by a deterministic analogue termed the fluid model and stability of the original system is deduced from the stability of this fluid model. Such an approach has lead to significant progress in stability analysis of multiclass queueing networks [29, 30, 31] . See also Foss and Konstantopoulos [32] for a survey of various approaches to stability of queueing systems with a focus on the fluid approach. Nevertheless, the present paper does not rely on a fluid approach since the regenerative method turns out to be suitable to obtain complete and transparent proofs as well as natural stability conditions for the model at hand.
The remainder of this contribution is organised as follows. In the next section the queueing system is introduced and notation is established. Section 3 then concerns the regenerative structure of the multiserver queueing process. Stability conditions are established in section 4 and further extended in Section 5. In particular, the latter section concerns the inclusion of arbitrary initial states. Section 6 is devoted to some refinements of the main stability conditions for the single-server queueing system. Finally, conclusions are drawn in section 7.
Queueing system and notation
We consider a discrete time queueing system. Time is divided into fixed length intervals or slots and all arrivals and departures are synchronised with respect to slot boundaries. Therefore, service times and interarrival times are expressed in terms of numbers of slots. We here assume that the service times of the consecutive customers constitute a sequence of independent and identically distributed (iid) non-negative random variables; let S n denote the service time of the nth customer. Similarly, the interarrival times between the consecutive customers also constitute a sequence of iid non-negative random variables; let τ n denote the interarrival time between the nth and the (n + 1)st customer. For further use, the arrival instant of customer n + 1 is denoted by A n = τ 1 + · · · + τ n , n ≥ 1, A 0 = 0, whereas the residual renewal time of the arrival process A = {A n , n ≥ 0} is given by,
There are m servers which are unavailable from time to time. Let X n are not assumed to be independent. Let Z
n denote the length of the nth cycle of server i; a cycle consists of a blocked period followed by an available period, i = 1, . . . , m. Since, for each i, {Z
n , n ≥ 1} is a sequence of iid random variables, we introduce the (zero-delayed) renewal processes
as well as the corresponding forward renewal time processes,
In addition to the random variables introduced above and throughout the paper, indices of sequences of iid random variables are suppressed to denote generic elements of these sequences; for example, X (i) denotes a generic blocked period of server i, τ denotes a generic inter-arrival time, etc.
A server is free if it is neither serving customers nor interrupted. If a server becomes free and there are customers in the queue, a new customer enters the server. It is possible that more than one server becomes free simultaneously. Customers in the queue then choose a free server according to some algorithm, possibly random, for which no further restrictions are imposed.
The combination of multiple-slot service times and (independent) service interruptions, implies that an unavailability period can start while a customer is receiving service; service is then immediately interrupted. We here adopt either the preemptive resume service discipline or the preemptive repeat different service discipline. In the former case, service continues after the interruption whereas service is repeated from the start in the latter case. The service time after the interruption is independent of the original service time. In both cases, customers remain with the same server until service completion. Note that there are some technical complications if customers are allowed to change server. Intuitively, changing servers seems the right thing to do if another server is available when an interruption starts. However, in this case, one should avoid that customers constantly join servers that do not remain available for a sufficiently long time (such that their service is interrupted over and over again). Moreover, there may be technical reasons which forces customers to stay at a particular server.
Remark 1.
The dependence between X n and Y n is natural in the context of GI/G/1 preemptive priority queues. LetŜ n andτ n denote the service time of the nth high-priority customer and the interarrival time between the nth and the (n + 1)st high-priority customer, respectively. From the vantage point of a lowpriority customer, service is available whenever there are no high-priority customers in the system. The 4 low-priority queue can thus be modelled as a queueing system with interruptions whereby interruption and available periods correspond to busy and idle periods of the high priority queue, respectively. Hence, the lengths of the consecutive interruption and available periods can be expressed as follows,
with customer Q n initiating the nth busy period of the high-priority class,
Clearly, if both sequencesŜ n andτ n are iid, the sequence (X
For queues with more than 2 classes, consecutive idle and busy periods are no longer independent for generally distributed inter-arrival times since the arrival processes of higher-priority customers do not regenerate at the same epoch. Therefore we have limited the discussion to two classes.
Regenerative structure of the queueing process
We have m + 1 independent renewal processes A and
For the construction of regenerations, these processes have to be synchronised in such a way that common renewal points are obtained. It is well-known that in continuous time a synchronisation of two processes can be achieved by splitting and coupling under a regularity property of the densities of the involved renewal processes. Namely, at least one of these renewal-time distributions must be spread-out, that is a convolution of this distribution with itself has a density with respect to the Lebesgue measure. It is also possible to synchronise any number of independent renewal inputs under suitable assumptions; for the definition and more details see [35, 36] .
However, it is not enough to construct a common renewal point for the superposed process to obtain regeneration of the queueing process (the queue size or workload process). The main difficulty in the continuous-time setting lies in the construction of a common renewal point such that the queue process simultaneously achieves zero state (or any other regeneration state, see below). The difficulty comes from the construction of a common renewal point, which is based on splitting and coupling. In typical situations a change of the original distributions makes it difficult to synchronise a common renewal point with a fixed state of the queueing process.
Fortunately, the situation is more tractable in the discrete-time setting. In particular, construction of common renewal points can be achieved without extra assumptions which contrasts with the spread-outness required in continuous time. Indeed, denote P(
k and P(τ = k) = q k . Since (by the natural assumption) cycle lengths and interarrival times are proper random variables,
Therefore, for each i, there exist constants k i and n 0 such that p ki > 0 and q n0 > 0, i = 1, . . . , m. Hence the processes have the same renewal interval κ = n 0 m i=1 k i with positive probability q
> 0. For further use, we introduce the renewal process,
describing the common renewal points of the superposed process A ∪ i T (i) , and let γ(t) denote the residual renewal time of this process at instant t,
Note that γ(0) = γ 1 . In contrast to synchronisation of arrival and interruption processes, synchronisation with a fixed state of the queueing process however requires additional assumptions as shown further. We now construct a family of classical regenerations of the queue-size process under the assumption (for the moment) that the synchronisation mentioned above exists. Let ν(t) denote the number of customers in the system (in the queue and in the servers) at instant t; ν(t) excludes the departures at instant t but includes arrivals at that instant; we thus observe after possible departures and arrivals.
Define β 0 = 0 and
As usual, it is assumed that inf ∅ = ∞. It is easy to see that the instants β n constitute a renewal process of classical regenerations of the process
Our goal is to find assumptions which guarantee the existence of the renewal process β = {β n } with finite mean regeneration period. The latter property is called positive recurrence. More exactly, we call the renewal process (3) positive recurrent if β 1 < ∞ with probability 1 and
We characterise the recurrence property of the renewal process β by the limiting behaviour of the forward regeneration time at instant t, which is defined as follows:
Hence, for any instant t, the first joint renewal epoch of the arrival process and all interruption processes from time t onwards, occurs at time t + β(t). It is known [37, pp. 366 ] that
regardless of the initial value β(0). The key step of the stability analysis presented below is to establish that β(t) ⇒ ∞ (in probability) which implies α 0 < ∞. Such an approach has been successfully applied before, see amongst others [34, 38] .
In the remainder, we consider the zero-delayed process β first. In this case, we have T 1 (0) = · · · = T m (0) = A(0) = 0 and ν(0) = 1 such that the following stochastic equivalence holds,
and such that Eβ 1 = α 0 . Then α 0 < ∞ implies β 1 < ∞ with probability 1 (w.p.1), and positive recurrence (4) follows.
For the zero-delayed process, we call the process U positive recurrent if the renewal process β is positive recurrent. Probabilities and expectations are indicated by P and E, respectively. For a more general initial state U (0) = z, probabilities and expectations are indicated by P z and E z as usual. However, for a general initial state z, β is delayed. This means that, in general, the first regeneration period β 1 has a different distribution, and stability analysis requires some extra effort to establish finiteness of this first regeneration period, P z (β 1 < ∞) = 1. In Section 5, we present a new approach to address this issue.
Remark 2. The process U also regenerates when T 1 (t) = · · · = T m (t) = A(t) = 0 and ν(t) = i for all i ∈ N + = {1, 2, . . .}. By the interruption strategy adopted, the service times of customers that are interrupted at time t are resampled which implies that U regenerates. Nevertheless, in the remainder we solely focus on the regeneration instants {β n } defined above.
Arrival process τ n interarrival time between the nth and (n + 1)st customer A n arrival instant of customer n + 1 A(t) residual renewal time of the arrival process Interruption process X
residual renewal time of the superimposed process of the arrivals and interruptions 
Main stability results
We now present the basic stability result. To facilitate the exposition, table 1 summarises the notation introduced in Sections 2 and 3. We first consider the multiserver queue with a preemptive repeat interruption discipline. Afterwards, the preemptive resume discipline is investigated. In either case, the zero-delayed process is considered: the arrival process and the cycle processes regenerate at t = 0. At instant t = 0 there is a single customer in the queue which arrived at that instant.
Preemptive repeat
We consider a queueing system with m servers and recall that superscripts are used to distinguish between the random processes related to the different servers. Let N (t) = min(k ≥ 1 : A k ≥ t) be the number of arrivals in interval [0, t], t ≥ 0. Moreover, we assume that,
Here, λ denotes the arrival rate and λ (i) 0 denotes the cycle rate of server i. The cycle rate is the inverse of the mean cycle time. Also some assumptions are introduced which ensure that synchronisation is achieved. In particular, assume the existence of integer θ 1 , . . . , θ m such that
Note that a wide class of discrete distributions satisfy assumption (8) . This assumption is for example automatically satisfied if Y (i) has infinite support (for i = 1, . . . , m) and τ 's support equals the non-negative integers. In this particular case, there is no need to impose further restrictions on the service time distribution. To illustrate this assumption by a concrete example, let m = 2, interarrival time τ follow a Poisson distribution and Y (i) be unbounded (and independent of X (i) ), i = 1, 2. Then, because ES < ∞, it is easy to check that (8) holds with θ 1 = θ 2 = 1.
We now have the following theorem. Theorem 1. Assume that conditions (7) and (8) hold and that the interarrival times τ and cycles Z (i) , i = 1, . . . , m, are aperiodic. If the following negative drift condition is satisfied,
then the queue size process {ν(t), t ≥ 0} is positive recurrent with respect to the zero delayed renewal process β as defined in (3).
Proof. Let
be the total time when the queue content is less than the number of servers, within interval [0, t]. Further, let µ (i) 0 (t) and X i (t) denote the idle time and the blocked time of server i in the interval [0, t] respectively, and let µ 0 (t) and X(t) denote the total idle time and the total blocked time of all servers during this interval:
Since µ(t) counts the slots where at least one server is idle and µ 
Let W (t) denote the workload -the sum of the (remaining) service time of all customers in the queueat time t. In view of the interruption discipline, it is assumed that whenever the service of a customer is interrupted, the remaining service time of this customer is served immediately and a new customer service time is added to the workload. Since ν(0) = 1, we have W (0) < ∞ w.p.1. Now we have the following lower bound for the arrived workload V (t) within interval [0, t]:
V (t) includes repeated service as well as the initial workload V (0) = W (0). For the first inequality, the remaining service time of interrupted service is neglected. The second inequality neglects the workload at instant t whereas the third inequality follows from (10) . Summarising, we find,
Let F i (t) denote the number of interrupted service times of server i in interval [0, t] and G i (t) denote the number of breakdowns of server i starting within the interval [0, t]. To simplify notation, we further assume that the service times which are assigned after interruptions are selected from a doubly indexed sequence of the iid random variables S (i) j , distributed as S, where S (i) j is the service time assigned after the jth interruption at server i = 1, . . . , m, j ≥ 1. Since there is at most one service interruption for every blocked period, we find,
8 By the strong law of large numbers (SLLN) for renewal processes, we have w.p.1 as t → ∞,
Now (11), (12) and (13) imply
or,
The right-hand side of the last inequality is positive by the negative drift condition (9) . Since µ(t)/t ≥ 0, Fatou's lemma and equation (15) imply,
Moreover, Eµ(t) = 1≤n≤t P(ν(n) < m), t ≥ 1 such that the former inequality implies,
This means that there exists a non-random (sub)sequence of time instants n k → ∞ (as k → ∞) and some ε > 0 such that inf
All renewal periods have a finite mean value and the renewal intervals are aperiodic. Therefore, the following weak limits exist,
These limits hold for arbitrary initial states T i (0), A(0), and in particular for T i (0) = A(0) = 0. Hence, we have, lim
Therefore, denote = min 0≤i≤m {λ, λ
0 } > 0. By (17) , there exists a constant t 0 such that for all t ≥ t 0 , we have,
Recall that γ(t) denotes the residual renewal time at instant t of the superimposed process A ∪ i T (i) ; see equation (2) . By (18) and by the independence of the renewal processes, we obtain that residual regeneration time γ(t) satisfies,
In other words, γ(t) ⇒ ∞ and positive recurrence of the (zero-delayed) process follows, Eγ 1 < ∞. In particular, the forward regeneration time process γ(t), t ≥ 0, is tight. We then conclude that there exists a constant D such that (see (16) ) inf
In the remainder of this proof, we focus on an arbitrary (fixed) n k satisfying (16) . Hence, by (19) , a common renewal point φ k (for all renewal processes) appears in the interval [n k , n k + D] with positive probability ≥ ε/2 and ν(φ k ) ≤ m + D since there are at most m + D customers in the queue at this instant.
We rewrite assumption (8) as follows. There exist numbers j 0 , b i , u i , i = 1, . . . , m and r 0 such that
and which are connected by j 0 = b i θ i , r 0 < u i , i = 1, . . . , m. The conditions above allow us to unload the system with positive probability in a finite time while retaining synchronisation. Indeed, we realise (i) θ i cycles of b i slots of server i with u i slots for the active periods, i = 1, . . . , m; (ii) service times S = r 0 for all customers (being in the system at the instant φ k and the new ones); (iii) interarrival times of j 0 slots. It then follows that (starting at the instant γ φ k ) the number of customers being in the system at the beginning of a cycle is reduced at least by one as long as at least two servers are busy. Indeed even in that worst case the number of available periods included in the cycles is ≥ min i =j (θ i +θ j ) ≥ 2 and thus the number of served customers within a cycle is not less than 2. Hence, we can unload the queue till there is a single customer in the queue and a regeneration occurs. Note that we realise the events {τ = j 0 }, at most for (m + D − 1) arrivals, until a customer arrives in an empty queue (assuming that the event {ν(n k ) < m, γ(n k ) ≤ D} holds). Such a scenario occurs in interval [φ k , φ k + j 0 (D + m − 1)] with a positive probability bounded below by,
We conclude that on the event {ν(n k ) < m, γ(n k ) ≤ D} a regeneration occurs in interval [n k , n k + H] with a probability ≥ εδ 0 /2 whereby the length H := D + j 0 (D + m − 1) does not depend on n k . In other words, the forward regeneration time at instant n k satisfies
Since the lower bound is uniform in n k , positive recurrence in the zero-delayed case follows.
Preemptive resume
We now touch upon the stability of the model with preemptive resume service interruptions. As opposed to queues with preemptive repeat different interruptions, interrupted service continues when the server returns from a blocked period for queues with preemptive resume interruptions. It is intuitively clear that the negative drift condition must be changed to take into account both the arriving workload (as in the system without interruptions) and the blocked periods. However, for preemptive resume, the interruptions bring no additional workload.
Theorem 2. The statement of Theorem 1 holds for the system with preemptive resume service interruptions if the negative drift assumption (9) is replaced by
Proof. Indeed, in this case,
This gives (38) . The proof of the 2nd part of Theorem -appearance of a regeneration point in a finite interval -holds unchanged.
Remark 3. The negative drift condition (9) has a nice qualitative explanation. The standard term λES relates to incoming workload as usual, the term
0 EX (i) describes the loss of capacity caused by the interruptions, and finally, the term λ 0 ES expresses the loss caused by service repetitions of interrupted customers. To guarantee stability, it is enough to consider the behaviour of the process when the queue is heavily loaded. In this case the rate of the actual interruptions approaches the rate of the blocked periods because the queue is almost always busy. This effect has been observed in many other models, see for instance [34] . Nevertheless, the estimate of the capacity loss by the service repetitions can be further refined as shown in Section 6.2.
Although we do not include instability analysis in this paper, the proofs of the stability theorems suggest that the negative-drift condition (9) of Theorem 1 is tight in the sense that, for any given λ, λ 0 , EX and ES that do not satisfy the negative-drift condition, distributions of the interarrival times, service times, available and unavailable periods can be found such that the system is not stable. However, this does not mean that the system is always unstable if (9) is not satisfied. Section 6.2 is concerned with tightening the negative-drift condition. However, the negative-drift condition found there is not an expression of a finite number of moments of the arrival, service and interruption processes.
Extension of the initial conditions
We now extend our stability result to the case of non-zero initial conditions. For this, we introduce the processÛ = {Û (t), t ≥ 0} withÛ (t) = {ν(t), γ(t)} and where γ(t) is defined in (2) . Note that the processÛ is not Markovian; we may extend the processÛ to a Markovian process if we include the residual service times S (i) (t) in the different servers, the remaining blocked times X (i) (t) and the remaining available times Y (i) (t) of the different servers and the remaining interarrival time A(t) (i = 1, . . . , m). We may however restrict ourselves to the processÛ since the component γ(t) dominates these processes, that is,
. . , m} w.p.1 for all t. Note that, as mentioned in the introduction, this shows an advantage of our approach: we do not need the Markov property.
Theorem 3.
Under the conditions of Theorem 1 and for any initial stateÛ (0) = z := (z 1 , z 2 ), the queue size process is positive recurrent with respect to the (delayed) renewal process β.
Proof. We split the proof into two parts. First, we show that the time within the interval [0, t] during which the basic processÛ is in a compact set increases to infinity as t → ∞. In the second step, we show that the number of visits to the compact set by the process {Û (t), t ≥ 0} within the first regeneration period [0, β 1 ) is finite w.p.1 for any initial state. From these facts, it immediately follows that the total number of regeneration cycles cannot be less than two, and thus, β 1 < ∞ w.p.1. Part 1. Using the positive recurrence (and thus the tightness) of the process γ(t), t ≥ 0 , one can find a constant D 0 such that
whereby ε 0 is defined in equation (15) . The inequality above follows from the observation that the process
is a cumulative process in terms of the positive recurrent process {γ(t)}; see [39] . By a slight adaptation of the argument leading to equation (15), we find, lim sup
Introducing the compact set B 0 = [0, m) × [0, D 0 ] and associated counting function Γ 0 (t) = t−1 u=0 I(Û (u) ∈ B 0 ), it then easily follows from (25) and (26) 
We conclude that the time within the interval [0, t] during which the basic processÛ is in the compact set B 0 increases to infinity as t → ∞. D 0 ) . By a similar argument as the one leading to equation (22), it is easy to show that forĤ = B 2 + j 0 (B 1 + B 2 ) and j 0 in accordance with equation (21), there exists a constantδ 0 > 0 such that,
for any u ∈B 0 and all t ≥ 0. We then obtain
By analogy, we have for n = 0, . . . ,Ĥ − 1,
Summing up all inequalities, we obtain the following upper bound
LetG 0 = β1−1 t=0 I(Û (t) ∈B 0 ) denote the number of visits to the setB 0 by the processÛ in the first regeneration period [0, β 1 ). The former equation then shows that E zG0 < ∞ which in turn implies,
In other words, the renewal process is in the compact setB 0 during a finite number of slots during the first regeneration period. Since B 0 ⊂B 0 , the number of slots that the renewal process is in the compact setB 0 grows unbounded and the statement of theorem follows.
6. Stability of the single-server system: some refinements
In this section, we present some extensions of the stability result. In Section 6.1, we relax the aperiodicity assumption of the interarrival times which was imposed in the preceding section, thereby limiting ourselves to the single server case. As in the preceding sections, we first consider stability of the preemptive repeat discipline and then simplify our argument for the preemptive resume discipline.
The stability conditions of the interruption system are further refined as well. The conditions of the preceding section may fail to hold while the queueing process is positive recurrent. Tighter stability conditions are obtained in Section 6.2. For ease of notation and since there is only one server, we drop the superscripts which refer to the different servers.
Relaxing the aperiodicity assumption
Recall that τ and Z = X + Y denote a generic interarrival time and a generic cycle length, respectively. Now we do not require aperiodicity of Z (i) and τ . To assure regeneration, we make the following assumptions,
and there exists some k 0 ≥ 1 such that
Assumption (31) is equivalent to the existence of numbers i 0 and l 0 such that
Recall that p k (q k ) denotes the probability that the cycle length (interarrival time) equals k slots. Moreover, assumption (32) can be reformulated in terms of the given distributions as follows. There exist numbers j 0 > 0 and 0 < u 0 < k 0 j 0 such that
Here v n = P(S = n) denotes the probability that the service time equals n slots. Notice that P(u 0 > S 1 + · · · + S k0+1 ) > 0 if and only if there exists a number r 0 > 0 such that
Assumption (34) means that the number of customers served within the active period Y exceeds the number of new arrivals k 0 during period Z = k 0 τ with a positive probability. Note that a wide class of discrete distributions satisfy assumptions (31) and (32).
Theorem 4. Assume that conditions (31) and (32) hold and that,
Moreover, assume that the following negative drift condition is satisfied,
Then the zero-delayed queue-size process ν = {ν(t), t ≥ 0} is positive recurrent with respect to the zerodelayed process β.
Proof. As in Theorem 1, we use negative drift assumption (9) to establish that there exists a non-random (sub)sequence of time instants n k → ∞ (as k → ∞) and some ε > 0 such that,
We now use the tightness of the residual renewal time processes {T (t), t ≥ 0} and {A(t), t ≥ 0}. This well-known property (under finite mean interrenewal times) can be obtained from the weak convergence of the residual renewal time to a proper limit in the aperiodic case and also holds when the renewal interval is periodic, for more detail see [35, 33] . By the tightness, one can find a constant D < ∞ such that (38) implies, inf
Let ζ A (n) := n + A(n) and ζ T (n) ≡ n + T (n) denote the first renewal after (or at) boundary n of the arrival and interruption process, respectively. Further, denote ζ(n) = |ζ T (n) − ζ A (n)|. In the event
we have ζ(n k ) ≤ D. Recall that assumption (31) implies the existence of numbers i 0 and l 0 such that p i0 q i0 > 0 and/or p l0+1 q l0 > 0. We now consider the two cases separately, assuming the event E(n k , D) holds. 13
ζ(ζA(n k )) interarrival times of i0 + 1 slots ζ(n k ) synchronisation Case 1:
In this case, we realise ζ(n k ) interarrival times of length i 0 + 1 and ζ(n k ) cycles of length i 0 such that a common renewal point is reached at instant figure 1 (a). By construction, it is further observed that there are ζ(n k ) ≤ D customers in the queue at this common renewal instant. Now assume ζ A (n k ) > ζ T (n k ). We realise cycles of the interruption process of length i 0 until the renewal instant exceeds or equals ζ A (n k ) as shown in figure 1(b) . Clearly, ζ(n k )/i 0 such cycles are required which are realised with probability ≥ p D/i0 i0 > 0. By realising ζ(ζ A (n k )) cycles of length i 0 and ζ(ζ A (n k )) interarrival times of length i 0 + 1, a common renewal point is reached at instant
Here, we used the fact that the overshoot ζ(ζ A (n k )) of the interruption process at instant ζ A (n k ) is bounded by i 0 . By construction, there are at most ζ(ζ A (n k )) ≤ i 0 customers in the queue at the common renewal instant.
Hence, we find that for each n k a common renewal point of A and T can be realised within a finite
such that there are at most max(i 0 , D) customers in the queue at this instant. By (34) we can then realise a cycle of length k 0 j 0 during which at least k 0 + 1 customers are served and k 0 interarrival times of length j 0 are realised with positive probability. We can thus reduce the queue size while retaining synchronisation between T and A. At most max(i 0 , D) − 1 such realisations are required.
Summarising, we find a regeneration point with positive probability in the interval
Neither the length of the interval nor the probability depend on n k . Because the sequence {n k } is nonrandom, positive recurrence (4) follows by the characterisation (6).
Case 2: p l0+1 q l0 > 0. With a minor modification of the previous considerations, one can again construct a common renewal point of T and A within a finite interval
The queue size at this common renewal point is bounded by max( D/l 0 + l 0 , D) and can be reduced by realising cycles, service times and interarrival times as in case 1. Finally, the positive recurrence (4) follows by the characterisation (6).
Remark 4. We believe that the most restrictive assumptions (8) and (34) can be replaced by some other assumptions. But we do not think any such assumptions may be (much) less restrictive because, to some extent, it is the price that needs to be payed for the complicated and delicate coupling procedure used in the proofs of Theorem 1 and 4.
Tighter stability conditions
As noted in Remark 3, the negative-drift condition (9) of Theorem 1 is tight in the sense that, for any given λ, λ 0 , EX and ES that do not satisfy the negative-drift condition, distributions of the interarrival times, service times, available and unavailable periods can be found such that the system is not stable. However, this does not mean that the system is always unstable if (9) is not satisfied. Hence, this section is concerned with tightening the bounds. This comes at a cost; the negative-drift condition in the following theorem is not in terms of the moments of the various driving random variables, but in terms of the counting function of the service process N S (t),
In view of the former expression, N S (t) denotes the number of completed service times in an interval of length t.
Theorem 5. Assume that assumptions (31), (32) and (36) hold and that the following negative drift condition is satisfied,
Then the queue-size process ν = {ν(t), t ≥ 0} is positive recurrent with respect to the zero-delayed renewal process β.
Proof. By the discrete time scale of the queueing model, the number of departures during an interval is bounded by the length of that interval. In particular,
Applying the dominated convergence theorem on the sequence min(l, N S (Y )), l = 1, 2 . . ., shows that this sequence converges to E[N S (Y )]. Hence, in view of the negative drift condition (40), there exist a finite integer K such that,
We first consider the queue content at the end of cycles. Letν n = ν(T n ) denote the queue content at the end of the nth cycle and let ∆ A (n) = N A (T n ) − N A (T n−1 ) denote the number of arrivals during this cycle. We have the following recursion,
where N n is the actual number of departures in the interval (T n−1 , T n ]. For ease of notation, let S n,l denote the lth customer service time of a customer which is served during the nth available period and let
One then easily shows that for given A n , X n , Y n and S n,l , we haveν n ≤ u n , the latter being defined by the recursion
for n ≥ 0 and with u 0 = 1. Notice that the numbering of the service times is key to obtain the dominance of u n . In addition, the sequence {u n } can be interpreted as the queue content at the end of cycles for a queueing system with interruptions, whereby arrivals cannot be served during the cycle in which they arrive and whereby at most K customers are served during a cycle. By the identity (x) + = x + (−x) + , we further find,
Let µ(n) denote the time that the queue size is less than K in the interval (0, n]. We obtain the following inequality,
In view of inequality (42), we find the following upper bound for µ(n),
By the SLLN we have w. p. 1,
Equation (43) and (44) then yields,
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The argument leading to equation (16) of Theorem 1 again applies. Hence, there exist a non-random (sub)sequence of time instants n k → ∞ (as k → ∞) and some ε > 0 such that
Finally, the arguments of Theorem 4 show the positive recurrence of the queue-size process with respect to β.
Remark 5. The negative drift condition in the preceding theorem has a simple intuitive interpretation. EN S (Y ) denotes the mean number of customers that can receive service during an available period. Moreover λ/λ 0 denotes the mean number of customers that arrive during a cycle. Since there is only service during the available periods, EN S (Y ) also denotes the number of customers that can receive service during a cycle. The negative drift condition thus states that the mean number of possible services during a cycle should exceed the mean number of arrivals during a cycle.
Now we show the relation between the negative drift condition found above and the corresponding condition of Theorem 4. In particular, the following theorem shows that Theorem 5 refines Theorem 4.
Theorem 6. Assume that (36) and (37) hold. Then (40) is satisfied.
Proof. In view of the definition of λ 0 , the negative drift condition (37) can be rewritten as follows,
Wald's equality for renewal processes and the independence of the service and interruption processes further yields, 
Combining (45) and (46) yields the stated result.
Remark 6. Denote the generating function of the service times by G(z) = Ez S and let EY = 1/ϕ. Moreover, assume that available periods are geometrically distributed. Then the drift condition (40) simplifies to,
This condition was already established in [7] as necessary stability condition.
Concluding comments
In this paper, we considered stability of queues with preemptive service interruptions. Stability conditions are not trivial since such queueing systems are in general not work-conserving. We first obtained a stability condition based on the workload process. This condition is expressed in terms of the first moments of the arrival, service and interruption processes and therefore easy to evaluate. Also we presented a new approach to extend stability analysis to non-zero initial states. Further, the condition is tight in the sense that, for any given λ (i) 0 , λ, EX (i) and ES that do not satisfy the negative-drift condition, distributions of the interarrival times, service times, available and unavailable periods can be found such that the system is not stable. However, this does not mean that the system is always unstable if the condition is not satisfied. We therefore refined the stability condition by focusing on the queue-size process. However, this refinement came at the cost that the stability condition is no longer expressed in terms of the first moments of given variables.
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