Investigation of the stability and convergence of difference schemes for the three-dimensional equations of the atmospheric boundary layer by Gromaszek, Konrad et al.
INTL JOURNAL OF ELECTRONICS AND TELECOMMUNICATIONS, 2018, VOL. 64,  NO. 3, PP. 391-396 




Abstract—In this article we construct a finite-difference scheme 
for the three-dimensional equations of the atmospheric boundary 
layer. The solvability of the mathematical model is proved and 
quality properties of the solutions are studied. A priori estimates 
are derived for the solution of the differential equations. The 
mathematical questions of the difference schemes for the 
equations of the atmospheric boundary layer are studied. 
Nonlinear terms are approximated such that the integral term of 
the identity vanishes when it is scalar multiplied. This property of 
the difference scheme is formulated as a lemma. Main a priori 
estimates for the solution of the difference problem are derived. 
Approximation properties are investigated and the theorem of 
convergence of the difference solution to the solution of the 
differential problem is proved. 
 
Keywords— atmospheric boundary layer equations, difference 
scheme, approximation error, stability, convergence algorithm, 
numerical solution. 
I. INTRODUCTION 
ATHEMATICAL models of computational fluid 
dynamics serves as the basis for the study of various 
natural phenomena, technological processes and 
environmental problems. In this regard, the development and 
study of efficient and stable numerical algorithms for solving 
the system of equations of the atmospheric boundary layer and 
their practical implementation is relevant. There are various 
methods for the numerical solution of differential equations, 
new techniques have been developing, the work on their 
improvement has been continuously performed, and 
reassessing the methods is carried out. Basic methods for 
solving grid equations are systematized and described in detail 
in [1]. When solving the Navier–Stokes equations, explicit 
schemes are inefficient due to hard restrictions on the ratio of 
temporal and spatial steps of the computational grid, especially 
on finding stationary establishing solutions. Therefore, the 
most frequently used implicit difference scheme is 
unconditionally stable or has weaker constraints on the 
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stability. An overview of the most commonly used numerical 
algorithms is presented e.g. in papers [2]-[10]. 
In [11] a new symmetric method of approximation of the 
non-stationary Navier-Stokes equations of the Cauchy-
Kovalevskaya type is proposed. The properties of the modified 
problem are studied. The convergence of the solution of 
modified problem to the solution of the original problem is 
proved on an infinite time interval when 0→ε . In [12] the 
convergence of a finite-difference scheme, approximating the 
primitive equations with the second order in the spatial 
variables, to the solution of the differential problem is proved 
under the natural assumption of smoothness of the solution of 
the original problem. Paper [13] studies difference schemes by 
time which accuracy order can be arbitrarily high. Difference 
schemes by time for solving the Navier-Stokes equations are 
presented. The impact of the scheme order on the calculations 
accuracy is examined. In [14]-[16] numerical algorithms for 
solving the Navier-Stokes equations using the finite element 
method are proposed. The analysis of stability and 
convergence of the proposed methods is conducted. 
In [17], stable and convergent difference schemes for the 
boundary layer equations of the atmosphere, transport and 
transformation of impurities of harmful substances were 
constructed. A package of applied programs for the numerical 
simulation of atmospheric air pollution taking into account 
photochemical transformations and visualizations of the 
corresponding scenarios was developed. The problem of 
impurities’ distribution from point sources was considered. 
The results of numerical modeling of the harmful impurities’ 
propagation and transformation on the mesometeorological 
processes were presented on the example of Ust-
Kamenogorsk.  
II. STATEMENT OF THE PROBLEM 
Consider the three-dimensional equations of the 
atmospheric boundary layer in a domain  
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                                                   (4)                                                        
where t  is time, 32 x,x,x1  are Cartesian coordinates, V

 is 
the wind velocity vector with components  ωυ,u, , p  is 
pressure, De  is a dimensionless characteristic describing 
deviation of the wind from the geostrophic value, TRe  is a 
dimensionless number of turbulent exchange, λ  is a 





horizontal coefficients of atmospheric turbulence for the 
amount of movement, 
3
xa  is a vertical coefficient of 
atmospheric turbulent exchange for the amount of movement. 
 The system of equations (1)-(4) is complemented by the 
following initial and boundary conditions: 
 Sx=t)(x,VΩ;x(x),V=)(x,V  0,0 0

.                     (5)  
In Ω  the function (x)V 0





For the numerical solution of the equations of the 
atmospheric boundary layer (1)-(4), a mesh with distributed 
velocities is used. In Ω , we introduce the meshes 
,ΩΩΩΩ=Ω,Ω zyxhHH   where 
( ) ,kh=x,jh=x,ih=x,x,x,x=Ω 3k2j1i3k2jih 3211  
( )321 ///0,1,...0,1,...1,...0, Nl=h,Nl=h,Nl=h,N,=k;N,=j;N,=i 332211321  
( ) ( ) ,kh=x,jh=x,h+i=x,x,x,x=Ω 33k2j+i3k2j+ix 212/112/11 2/1     (6)                  
( )321 ///0,1,...0,1,...10,1,... Nl=h,Nl=h,Nl=h,N,=k;N,=j;N,=i 332211321 −  
( ) ( ) ,kh=x,h+j=x,ih=x,x,x,x=Ω 33kj+1i3k212j+iy 22/121/1 2/1  
( )321 ///0,1,...10,1,...0,1,... Nl=h,Nl=h,Nl=h,N,=k;N,=j;N,=i 332211321 −  
( ) ( ) ,h+k=x,jh=x,ih=x,x,x,x=Ω 21+3k2j1i21+3k2jiz 3/21/1 2/1  
( )3211 ///1,0,1,...0,1,...0,1,... Nl=h,Nl=h,Nl=hN,=k;N,=j;N,=i 33221321 − .                                    
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III. STUDY OF THE STABILITY AND CONVERGENCE OF THE 
DIFFERENCE SCHEME 
 
Lemma. For any grid functions 
xkj,+i Ωu 2,/1 , 
yk,+ji, Ωυ 2/1 , z+kj,i, Ωω 2/1  satisfying conditions (10), (11), 
the following identities hold:  
( ) ( ) ( ) 0/2/131/2,/121/2,/111 =ω,ωL=υ,υL=u,uL 21+kj,i,+kj,i,)( hk2,1+ji,k+ji,)( hkj,2,1+ikj,+i)( h   (12)                         (12) 
where the summation is performed by internal nodes of the 
mesh .zyx ΩΩΩ    
We define the norm of the velocity vector as follows: 























      (13) 













respectively, then summing them over points of 
zyx Ω,Ω,Ω , 










































































       14) 
Let us evaluate the term in equation (14). Considering the 























































































































Using Young's inequality and the boundedness of the 

























++= ,                                         (17) 
Taτ=C Re/0,51 . 












































2,/12,/1          (18)  

























































+hhh)(u+hhh)(υS         (19) 
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−+ + .                                                     (21) 
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+         (25) 
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                   (27) 
In order to study the convergence of the solution of finite 
difference problem to the solution of the differential problem, 
we consider the finite difference equations for the equations of 
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Let us define the error of solutions of the differential problem 


























































,,21 ,,,  +++  from (33) and 

















































































































































                                     (37) 
where error of approximation of the difference scheme (28)-
(32) on the exact solution of the differential problem (1)-(5) is 
defined as 

















































































































−−−+         (38) 
and it has the second order of approximation by h  and the 
first order by τ [19]. 
The initial and boundary conditions of the problem for 














































































































respectively, then summing by grid domains zyx Ω,Ω,Ω , 
we obtain 
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                (41) 
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1 −−−−          (43)            
Then considering that the third and fifth terms in the left-hand 













                              (44) 
 where  .215 4τC=C −   






1 2 +++ +− nnnh
nn C 
 .                      
Considering similarly as for problem (1)-(5), we obtain the 




























                                 (45) 
Further, considering that  )O(h=ψ
n 2
 according to (38), we 

















                                          (46) 
which proves the convergence of the solution of the difference 
problem (28)-(32) to the solution of the differential problem 
(1)-(5). 
Theorem. Let the conditions (43) hold. Then the difference 
scheme (28)-(32) is stable and its solution converges to the 
solution of the differential problem (1)-(5) with the speed 
determined by the inequality (46). 
IV. NUMERICAL CALCULATIONS 
The numerical calculations with different values of the 
input parameters were performed based on the model and 
proposed algorithm described above. The considering area is 
35х35 km2, and the height of the surface layer is 3500 m. The 
convection parameter )/(16,0 Csm = . The stratification 
parameter S  in terms of physical meaning  determine the 
temperature variations with altitude; therefore the calculations 
were performed based on the vertical temperature gradient. 
Carioles force is equal to 1410 −−= sl . 
The values of the horizontal and vertical turbulent 
exchange coefficients were taken as follows: 
smух /106
23==  , sm /30
2= . 
The characteristic scale of length, the wind speed and 
temperature are set as follows: 35000=L  m, 10=
U  m/s, 
С= 20 . 
The following formulas were used for determination of 
dimensionless values of the input parameters  , l , S , x , 

































X = , 
L
Y
Y = , 
L
H
H =  
where *U  is characteristic velocity,   is characteristic 
temperature, L  is the length scale. 
 
 
Fig. 1. The deviation of wind direction above the water surfaces at a wind 
speed equal to 1 m/s 
 
Figures 1 and 2 show the wind deflection over the water 
surfaces. This process is observed at moderate wind speeds 
and it is difficult to see it at high speeds of the fluctuations 
wind over water surfaces. 




Fig. 2. The deviation of wind direction above the water surfaces at a wind 




Fig. 3. Isolines of CO (carbon monoxide) distribution under the unstable 
weather conditions (in the absence of wind) 
 
Fig. 4. Isolines of CO2 (carbon dioxide) distribution under the unstable 
weather conditions (in the absence of wind) 
 
Fig. 5. Isolines of CO (carbon monoxide) distribution at the west wind 
direction at a speed equal to 1 m/s 
 
 
Fig. 6. Isolines of the distribution of CO2 (carbon dioxide) 
in the west wind direction at a speed equal to 2 m/s 
 














Fig. 7. The isolines of CO distribution (carbon monoxide) in the north-west 
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The source of carbon monoxide CO is the gas emission of 
cars. It is formed by the combustion of fuel in the internal 
combustion engines at insufficient temperatures [20]-[22]. 
Under the natural conditions, CO carbon monoxide is formed 
on the surface of the earth during the incomplete 
decomposition of organic compounds and the combustion of 
biomass, mainly during the forest fires. Figures 3 and 4 show 
the distribution isolines of this substance over the city of Ust-
Kamenogorsk in the absence of wind. 
Figures 5, 6 and 7 show the isolines of contaminant 
distribution in the west and north-west wind directions.  
As a result of numerical experiments, it was established 
that the anthropogenic impurity produced by industrial 
enterprises and picked up by wind currents at different 
directions, moves to large distances depending on the wind 
speed, which leads to the imposition of pollution fields. At 
unfavorable metaconditions, anthropogenic impurity forms a 
cloud over an industrial city. 
REFERENCES 
[1] A. A. Samarskiy, E.S. Nikolayev, “Metody resheniya setochnykh 
uravneniy,” Nauka, 1978, pp.420–592. 
[2]  V. C. Loukopoulos, G. T.Messaris, G. C. Bourantas, “Numerical 
solution of the incompressible Navier–Stokes equations in primitive 
variables and velocity–vorticity formulation,” Applied Mathematics and 
Computation, 222, Oct. 2013, pp. 575-588. 
[3] K. Wang, “Iterative schemes for the non-homogeneous Navier–Stokes 
equations based on the finite element approximation,” Computers & 
Mathematics with Applications, 71, Jan. 2016, pp. 120-132. 
[4] A. Veneziani, Ch. Vergara, “An approximate method for solving 
incompressible Navier–Stokes problems with flow rate conditions,” 
Computer Methods in Applied Mechanics and Engineering, 196, Feb. 
2007, pp. 1685-1700. 
[5] X. Zhang., M. Chen, C.S. Chen, Li. Zhiyong, “Localized method of 
approximate particular solutions for solving unsteady Navier–Stokes 
problem,” Applied Mathematical Modelling, 40, Feb. 2016, pp. 2265-
2273. 
[6] C. Taylor, P. Hood, “A numerical solution of the Navier-Stokes 
equations using the finite element technique,” Computers & Fluids, 1, 
Jan. 1973, pp. 73-100. 
[7] J. Feifei, L. Jian, Ch. Zhangxin, Z. Zhonghua, “Numerical analysis of a 
characteristic stabilized finite element method for the time-dependent 
Navier–Stokes equations with nonlinear slip boundary conditions,” 
Journal of Computational and Applied Mathematics, 320, Aug. 2017, pp. 
43-60. 
 
[8] V. M. Kovenya, “Ob ustoychivosti skhem rasshchepleniya i 
priblizhennoy faktorizatsii dlya resheniya sistem mnogomernykh 
uravneniy,” Vychislitel'nyye tekhnologii. 6, 2011, pp. 38-47. 
[9] A. Smolarz, V. Lytvynenko, O. Kozhukhovskaya, K. Gromaszek, 
“Combined clonal negative selection algorithm for diagnostics of 
combustion in individual PC burner,” Informatyka, Automatyka, Pomiary 
w Gospodarce i Ochronie Środowiska, 4, 2013, pp. 69-73. 
[10] V. Mashkov, A. Smolarz, V. Lytvynenko, K. Gromaszek, “The problem 
of system fault-tolerance,” Informatyka, Automatyka, Pomiary w 
Gospodarce i Ochronie Środowiska, 4, 2014, pp. 41-44.  
[11] G. M. Kobel'kov, “Simmetrichnyye approksimatsii uravneniy Nav'ye–
Stoksa,” Matem. sb., 193(7), 2002, pp. 87–108. 
[12] A. V. Drutsa, G. M. Kobel'kov, “O skhodimosti raznostnykh skhem dlya 
uravneniy dinamiki okeana”, Matem. sb., 203(8), 2012, pp. 17–38. 
[13] N. I. Sidnyayev, N. M. Gordeyeva, “O tochnosti raznostnoy skhemy dlya 
uravneniy Nav'ye–Stoksa,” Vestn. Sam. gos. tekhn. un-ta. Ser. Fiz.-mat. 
nauki, 1(34), 2014, pp. 156–167. 
[14] J. Blascoa, R. Codinab, “Space and time error estimates for a first order, 
pressure stabilized finite element method for the incompressible Navier–
Stokes equations,” Applied Numerical Mathematics, 38, 2001, pp. 475–
497. 
[15] H. Guoliang, H. Yinnian, Z. Chen, “A penalty finite volume method for 
the transient Navier–Stokes equations,” Applied Numerical Mathematics 
58, 2008, pp. 1583–1613. 
[16] J. de Frutos., B. García., J. Novo, “Two-Grid Mixed Finite-Element 
Approximations to the Navier-Stokes Equations,” Journal of Scientific 
Computing, 52, Sept. 2012, pp. 619-637. 
[17] A. N. Temirbekov, N. T. Danaev, E. A. Malgazhdarov, “Modeling of 
Polutants in the Atmosphere Based on Photochemical Reactions,” 
Eurasian chemico-technological journa., Vol. 16, 2014, pp. 61-71. 
[18] O. A. Ladyzhenskaja, “ Matematicheskie voprosy dinamiki vjazkoj 
neszhimaemoj zhidkosti”, Nauka, Moscow, 1970, pp 27-243  
[19] O. M. Belocerkovskij, “Chislennoe modelirovanie v mehanike sploshnyh 
sred, Fizmatlit,” Moscow, 1994, pp. 34-321. 
[20] I. Manak, W. Wójcik, V. Firago, P. Komada “Pomiar stężenia CO z 
wykorzystaniem metod TDLAS w bliskiej podczerwieni,” Przegląd 
Elektrotechniczny, 3, 2008, pp. 238-240. 
[21] S. Cięszczyk, P. Komada, A. Akhmetova, A. Mussabekova, “Metoda 
analizy widm mierzonych z wykorzystaniem spektrometrów OP-FTIR w 
monitorowaniu powietrza atmosferycznego oraz gazów w procesach 
przemysłowych,” Rocznik Ochrona Środowiska, 18, 2016, pp. 218-234. 
[22] D. Sawicki, A. Kotyra, “Porównanie wybranych metod wyznaczania 
obszaru płomienia w wizyjnym systemie diagnostycznym,” Informatyka, 
Automatyka, Pomiary w Gospodarce i Ochronie Środowiska, 4, 2013, 
pp. 14-17. 
 
 
 
