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An elementary proof is given that there exists a constant cz = I’m such that for 
.x sufficiently large (depending on k). the interval (r, I + czs”], where I)= 
5/( 10k + 1 ), contains a k-free number. This result improves on a previous result of 
Halberstam and Roth [.I. London M&h. Sot. (2) 26 (1951). 268-2731. ” 1988 
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1. INTR~~NJCTION 
The purpose of this paper is to present an elementary approach to the 
problem of determining, for a given integer k 3 2, a small value of h = 
h(x) = h(k, X) such that for .Y sufficiently large, there exists a k-free number 
in the interval (x, .Y + 111. For k = 2, Fogels [l] proved that one can take 
h =q2!5 t 8. where E is a fixed arbitrary number > 0. Later Roth [ 121 repor- 
ted short elementary proofs of Esterman and Davenport that one can take 
h 9 .Y ‘/’ and h B .v’j3( log X) - ‘j3, respectively, for suitably large choices of 
the implied constants. He then gave an elementary argument that one may 
take h = x”~+‘, and using a direct application of van der Corput’s method, 
he proved h 9 .u’!“(log x) 4P13 is permissible. Later Nair [9] noted that the 
elementary argument could be modified to omit the E in the exponent 
to obtain h 9 .Y”‘~. Using the method of exponent pairs, Richert [ 111, 
Rankin [lo], Schmidt [13], and Graham and Kolesnik [2] obtained 
the improvements h 9 .x*!~ log s, h = .Y’ + ‘. where a = 0.221982..., c( = 
109556/494419 = 0.221585..., and 2 = 1057/4785 = 0.2208986..., respectively. 
In this paper, we will not improve on the results from the exponent pair 
methods for k = 2, but we will be able to show that one can give an 
elementary argument to improve slightly on Roth’s result 
h b x”“(log .x)~/” which arose from non-elementary techniques. We will 
establish 
208 
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THEOREM 1. There is a constant c, such that for x sufficient[v large, 
there exists a squarefree number in the interval (x, x + c,.x~“~]. 
Our main interest shall be in the more general k-free problem. Here it 
has been established by Halberstam and Roth [4] that for any E > 0 and x 
sufficiently large, there is a k-free number in the interval (x, x + h] where 
h = .Y”‘~~‘+&. Nair’s approach [9] implies h 9 x”(*~) is permissible. Using 
exponential sum techniques, this result can be improved by replacing the 
2k in the denominator of the exponent by 2k+ w(k) where w(k)= 
0( 1/(2k)) (see [4]). In this paper, we will obtain a better result using only 
elementary methods. We will prove that one may take w(k) to be the 
constant +. 
THEOREM 2. Let k 3 2. There is a constant c2 = c2(k) such that fur .Y suf- 
ficiently large, there exists a kTfree number in the interval (x, x + c2xo] 
where 
5 @=- 
lOk+l’ 
In Section 2, we develop some preliminaries including a lemma related to 
Sidon sequences, sequences of positive integers with distinct pairwise sums. 
In Section 3, we develop an altered finite difference method closely related 
to the method Halberstam and Roth used to obtain their above result. We 
then prove Theorem 2. Finally, we establish Theorem 1 by showing in fact 
that there is a constant ci = c,(k) such that for k E {2,3,4} and x suf- 
ficiently large, there is a k-free number in the interval (x, x + c, x3’lbk + “1. 
We comment that if, in the above results, h = h(x) is replaced with 
h(x) g(x) where g(x) tends to infinity with x, then the asymptotic propor- 
tion of k-free numbers in the resulting intervals is l/[(k). This is discussed 
further in Section 2. 
Finally, the author thanks Professor Halberstam for suggesting the 
problem of gaps between k-free numbers for research, for his 
encouragement, and for several suggestions during the writing of this 
paper. 
Before proceeding, we give for convenience some common notation for 
the remainder of this paper. 
Notcition (unless specified otherwise): 
k is an integer 22. 
(‘I 9 c2, c3, . . . are positive constants depending only on k. (Such con- 
stants will usually be specified as being sufficiently large, but on occasion 
we will need to take such a constant to be sufficiently small.) 
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0 = 0, = 5/( 1Ok + 1) if k 3 3 and Oz = A. 
k = czxiH where cz = c,(k) is sufficiently large and c,(2) = c,. To obtain 
our results, it is necessary to make every constant c,, with j> 2, indepen- 
dent of c7. 
d is a number greater than 0, but q4 may depend on s. In any case, we 
will need that xH- 4~ tends to 0 as x tends to infinity. For that reason, we 
specify here that .x4 >, x0 &. 
n, WI, u, u, h, and h’ represent positive integers. 
p denotes a prime. 
a, B, y, 6, B, ~11, 112. ~1, and u2 represent positive real numbers. 
2. PRELIMINARIES 
Let S denote the number of integers in (x, I + h] which are not k-free. 
Then 
where 
and 
Using that CT-Z n k d C,“=, n--’ = (7r’/6) - 1 and the prime number 
theorem (or a Chebyshev estimate will suffice), we get that 
2 
yh 
for .Y sufficiently large. Thus, to prove Theorem 1 (where k = 2) or 
Theorem 2, we need only establish that 
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Although we shall obtain our theorems in the above manner, it is worth 
noting here that with a bit more care, one can get that if I? = x’g(x) where 
g(x) tends to infinity with x, then there exist (l/[(k) + o(l))h numbers 
which are k-free in the interval (x, x + h]. This is done as follows. One 
replaces the role of S, in estimating S above with 
S; = 1 {?I E (x, .Y + h]: there exists p < xyH G such that px- I H > I. 
Now. if one defines 
Sy = 1 {n E (x, x + I?]: there exists p <log x such that pk (n} I 
and 
then one gets S; = S;l+ O(Sg). An argument as before gives that S;l= o(h). 
Also, the sieve of Eratosthenes gives that S; - (1 - (l/[(k)))h. Thus, one 
gets that S; - (1 - (l/[(k)))h. The methods of this paper are sufficient to 
establish that if h is replaced by h in the definition of Sz, then S, = o(R) 
from which one can conclude that the density of k-free numbers in 
(x, x + i] approaches l/<(k). 
We now return to estimating S,. Define 
S(t,,t,)= ju~(tr,t,]:thereexistsanintegermsuch 
that nruk E (x, x + h]}. 
Notice that for p > xt’ & and x sufficiently large, [(x + h)/pk] - 
[x/p”] is either 0 or 1; furthermore, it is 1 precisely when p is in 
S(xs &, 2 &). Thus, we get that S, < IS(xH &, 2 &)I. 
Therefore, we next seek to estimate IS(t,, t,)l. The first step in this direc- 
tion uses an idea of Roth [12]. We will show that to estimate IS(t,, t2)lr 
one can restrict one’s efforts to estimating the expression IS(t, 2t)l. Thus, a 
“global” problem becomes a “local” problem. 
LEMMA 1. If 
(1) 
(2) IS(x”’ , x”‘)l -g#&fl XZPPU’. 
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Proof First, suppose that (I) holds. Let r be the positive integer 
satisfying 2’ ‘YI < xc1 < 2rxU1. Then 
IS(.uU’ , x”)l < i; IS(2’ ‘.?, 2’.u”‘)l 
,=I 
Hence, (2) is true. 
Now, suppose (3) holds. Let r be the positive integer satisfying 
2’~- ‘.P < .+ < 2rxU’. In this case, we get 
This completes the proof. 
Next we describe two lemmas which will aid in estimating the size of 
IS(.@, 2x4)1. We are mainly interested in establishing Lemma 3 which 
essentially implies the other. These lemmas describe how one can bound 
the size of a set T if one has a bound on the size of 
t(a) = I{ u : u and u + a are consecutive elements of T) 1. (4) 
LEMMA 2. Let 4 > 0, and let T he a set of positive integers contained in 
(x”, 2x6]. For each positive integer a, define t(u) as in (4). Let v > -1 and N* 
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be constants satisfying (v + 1 )c$ + w  2 0. Suppose that for any positive integer 
a<~Kcr-I~vr~+2) 
t(a) G a“x”‘. (5) 
Then 
ITI <x (,I’+ I )/lr~+ 2114 + wire + 2, (6) 
Proof: Since (v + 1 )b + M’ 3 0, the right-hand side of (6) is $1. Hence, 
we may suppose that 1 TI 3 2. Let u,, . . . . U, be the elements of T with 
U, < <II,. Then 
r- I % 
x63 1 (ui+, -ui)= C at(a) 
j= I a=1 
3 C at(a)2.x’4P”““‘+“’ 1 t(a), 
‘*) I*) 
where (*) denotes the condition given by 
(*) 
On the other hand, denoting by “not (* )” the condition that (*) does not 
hold, we get from (5) that 
Note that if xy($ “)A’ + 2’ < 1, then the sum above is vacuously zero. 
Therefore, since v > - 1, we may suppose (x k-d/‘~+2))~‘+ 1 > 1. Hence, 
C t(a) @s”‘(.u (d-~nl/(L+2) c+I=~~~l~~+ll/(~+2))~+~l~i(r+2) ) 
not (‘1 
Thus, combining the above asymptotic inequalities and using that 1 TI > 2, 
we now get 
ITI = ( f t(a)) + 1 < 2 f t(a) 
o=l o=l 
=2 c t(a)+2 c t(a)~~K”“+l)‘rI-+2))~+VI/rL’+2)) 
‘*I IlO1 I*) 
completing the proof. 
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Before proceeding, we note that Lemma 2 is connected to Sidon sequen- 
ces (or Bz-sequences) (cf. [3, 51). A Sidon sequence is a set T of positive 
integers such that if a,, a,. a3, and a4 are in T and a, +u~=u,+u,, then 
either a, = uj or a, = ~1~. Lemma 2 (with o = u’ = 0 and C#J = 1) implies that 
such a set T satisfies 1 Tn (0, X] 1 < &. That & is the correct order of 
magnitude for the best possible upper bound on / T n (0, X] 1 follows, for 
example, from work of Lindstrom [7] and Singer [ 143. In connection with 
gaps between k-free numbers, it would be of interest to know whether, in 
fact, the more general result of Lemma 2 is best possible. 
LEMMA 3. Let d > 0, and let T he a set of positive integers contained in 
(.x4, 2x”]. Let r he a positive integer. Let vl, v?, . . . . v, > -1 and iv,, w2. . . . . w, 
be constants with ( vj + 1 )q5 + w, 2 0 for each j E { 1, . . . . r }. Suppose that for 
anypositive integeru<max,.,.,~x’~~“‘i”“‘i+~?’), 
(7) 
Then 
ITI Gmax{.u ((r’,+l)/(1,+Z))~+n,.ll~,+2) , . ..) .K (It,+ I ,:,c,+2,)c,d + ll-,!(I’,+2), 1. (8) 
Pro@ Suppose (7) holds. Again, we may further suppose that 1 TI 3 2. 
By (7) there exists a constant C such that 
t(u) < C maxi u”‘.y”“, . . . . u?P). 
Hence, 
IT162 i t(u)<2 i ( c t(a) ) 
Now, each of the sums on the right-hand side above can be dealt with as in 
the previous proof to give the desired result. 
3. AN EXTENSION OF A METHOD OF HALBERSTAM AND ROTH 
We begin by sketching how one may view the method of Halberstam 
and Roth developed in [4] as an altered first difference technique. Later in 
this section, we will give a more detailed approach of a similar second dif- 
ference method. Suppose u and u + a are elements of S(X”, 2x”) where 
4 > 0 > 0. Then there exist m and m’ such that muk and m’(u + u)~ are in 
(I, x + h]. The Halberstam-Roth method first establishes the existence 
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of polynomials P = P(u, a) and Q = Q(u, a) in Z[u, a] which are 
homogeneous and of degree k - 1 such that if a is sufficiently small, then 
mP - m’Q = 0. 
To,construct such polynomials, note that 
tn=-Y+O h 
Uk 0 u”’ 
and 
If zd and M + a are in S(x”, 2x4), then necessarily ad u; hence, we get that 
P(u, a) <,(. Uk-’ and Q(u, U) +k Uk-‘. 
But then 
Notice that the right-hand side of this last expression is a first difference of 
X/U” altered by the appearance of the polynomials P and Q. Since u > x” 
and q5 > 8, the above expression reduces to 
mf-J - ,‘Q = (” + u)k ’ - ‘lkQ x + o( 1 ), 
Zlk( zl + a)” 
(9) 
We will choose P and Q so that mP-m’Q is small. To achieve this, the 
above suggests that we should choose P and Q so that (U + u)~ P -- u”Q is 
small. Keeping in mind that (U + u)~ P - ukQ is a homogeneous polynomial 
of degree 2k - 1 in the variables u and a and that u b a, we should find P 
and Q so that (U + u)~ P - u”Q is of small degree in U. A counting 
argument can establish the existence of polynomials P and Q such that 
(u+~)kp-ukQ=a2k-‘. (10) 
Halberstam and Roth gave an explicit example of such P and Q which we 
will make use of here. Define p(z) and q(z) in Z[z] both of degree k - 1 by 
the relation 
(1 pZ)2k-’ =p(z)-24(z). (11) 
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Then take 
and 
Letting I = u/(u + a) in (11) gives (10). From (9) and (lo), we now get that 
m P - m’Q = 
u2k - Ix 
Uk( u + a)“i 
+0(l). 
Since u >, x@, this implies that if .Y is sufficiently large and a < 
c 3 .x’*~)-- “Y’~ ” for a small enough constant cj, then ImP - m’Ql < 1. Since 
mP-m’Q is an integer, we get that 
if a < c3.yI*kd 1 )/I*’ “, then mP - m’Q = 0. (13) 
We will shortly develop a similar altered second difference method. From 
there we will take the approach of Nair [9] in the Halberstam-Roth 
method. He showed that from (13) and similar statements, one can obtain 
that if ZC(X(,~X~] and II] <c~.x(‘@~““‘~~~‘, then )S(.u”,2.u”)nII <k 1. 
This easily implies that 
From Lemma 1, it follows that if cq is a sufficiently large constant and x is 
sufficiently large, then there is a k-free number in the interval 
(x, x + L-&y. 
Let a be fixed with 0 <ad .x~““~ + “. Set 
r(a) = (u: u and u + a are consecutive elements of S(x”, 2x”)), 
where 
5 6 
---<lp<-----. 
1Ok+ 1 lOk+ 1 
Taking T= S(.@, 2-u”) in (4), we get that t(u) = I T(a)l. Fix 
B = cg min 
1 
xm, 
$IZk + I Id 1 l/5 
‘.+2k 5)/S 
I 
’ 
Divide (x@, 2x8] into [x4/B] + 1 intervals of length $ B. Let I denote such 
an interval. We will show that there are <k 1 elements in T(u) n I. To do 
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this, we need only consider the case that ) T(a) n I) 3 2. Therefore, we sup- 
pose that this is the case and fix u and u+ 6’ to be the two minimal 
elements of T(a)n I. Let m,, m,, m;, and rnk be the integers such that 
m, uk, mz(u + ~2)~, m;(u+b’)k, and m&(u+a+b’)k are in (x,x$-h]. We 
bound the number of b such that u+ bE T(a)nZ. So suppose u+ bE 
T(a) n Z, and let nz3 and m., be such that m3(u + b)k and m4(u + a + b)k are 
in (x, x + h]. Note that if c5 is sufficiently small and x is sufficiently large, 
then u<b’<b<B<u and u>.9’>.u0. 
We now construct polynomials R,, R,, R,, and R, in Z[u, a, b] which 
are homogeneous of degree k - 1 such that 
m,R,-m,R,-m,R,+m,R, @k 
u2k-3 3 b 
- x + o( 1). l,2k + 1 (15) 
These polynomials will be used for all k > 2. For k 3 3, we will find yet 
other polynomials G,, G,, G,, and G, in Z[u, a, b] which are 
homogeneous of degree k- 1 such that 
u2k ~ 565 
m,G,-m,G,-m,G3+m4G, $k1(,,,,.x+o(l). (16) 
Since u 2x4 > a, we get from the definition of B and from (15) and (16) 
that 
and 
m,R,--m,R,-m,R,+m,R,=O 
(17) 
m,G,--mzGz-m,G,+m,G,=O. 
We begin by constructing polynomials R = R(u, a) and S = S( u, a) in 
Z[u, a] which are homogeneous of degree k - 2 and which satisfy 
Nair [S] discussed the existence of such polynomials, and Huxley and Nair 
[6] constructed them. Their construction was more general and con- 
sequently more complicated than what is necessary here. To keep this 
paper self-contained, we present here a construction of R and S similar to 
that of P and Q. 
Consider the identity 
(l-:)+3(1+2)=1+ 1 (-1) ‘*I’ t((2k~3)-(~~~))-j-12k~2. 
218 MICHAEL FILASETA 
Note that (‘,” :)-(2,“:2)=0. H ence, there are polynomials r(z) and s(z) in 
Z[z] of degree k - 2 such that 
(1-:)2k 3 (1 + 2) = Y(Z) - ?.Y(Z). (19) 
Let 
and 
Then (18) follows from (19). 
We now define 
v= Qu, u, b) = 2U + a - 2(k - 1 )b 
and 
w== W(u,u,b)=2u+a+2kb. 
In addition to (18), we will also need the following asymptotic result which 
holds for all ad h < u as u tends to infinity: 
(ufb)” (u+u+b)k (2u+u)V-Uk(zc+u)~ (2u+u+2b) w Gk uZk- ‘b3. 
(20) 
The above asymptotic inequality can be established by a direct com- 
putation of the coefficients of uzkf2, u2k + ‘, and Use on the left-hand side 
(which are all 0) and by using that the left-hand side is a homogeneous 
polynomial of degree 2k + 2 in the variables U, a, and b. 
We now define 
R, = R,(u, u, b) = R(u, (I) V, R, = Rz(u, u, b) = S(u, a) I’, 
R, = R,(u, a, b) = R(u + 6, a) W, 
and 
R, = R,(u, a, b) = S( u + b, a) W, 
To prove ( 15) we use (18) and (20) as follows: 
m,R,-m2Rz-m,R,+m,R, 
=$R,-+ ___ 
(u+(l)- R2-(U;),)k R3+(U+;+),)k R‘!+” 
=(~+u)~R(~,u)--~S(u.u) v.u 
Uk(U + u)k 
-(u+u+b)“R(u+b,u)-(u+b)kS(u+b,u) 
(U+b)k (u+u+b)k 
Wx+o(l) 
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=aL”m3(2u+a)Vs-a’k 3(2u+u+2b)WY+0(1) 
uk( u + a)” (u+b)” (u+a+b)k . 
=(1(+h)k(U+n+h)“(2u+a)V-Irk(u+u)k(2u+u+2h)W 
uk(u + a)” (u + b)” (u + a + b)k 
a Ii. 3x 
For k 3 3, we now construct polynomials G = G( U, a) and H = H( u, a) in 
Z[u. u] which are homogeneous of degree k - 3 and which satisfy 
(u+a)kG-uliH=a2k~5 ((4k-6)u2+(4k-6)au+(k-1)a’). (21) 
As with R and S, we note that G and H were constructed by Huxley and 
Nair [6]. To obtain G and H, we consider the identity 
where one can easily check that we can take deg g(z) = deg h(z) = k - 3. 
We get (21) by setting z = u/( u + a ) above and defining 
and 
We will need a result analogous to (20). We define 
K= K(u, a, 6) = 6(2k - 3)u2+ 6(2k - 3)au- 3a2 - 6(k - 2)(2k -- 3)bu 
- 3(k - 2)(2k - 3)ab + (k 2)(2k 3)’ - - b’ 
and 
L = L(u, a, b) = 6(2k - 3)~’ + 6(2k - 3)au - 3a2 + 6k(2k - 3)bu 
+ 3k(2k-3)ab+k(2k-1)(2k-3)b’. 
Note that 
(u+b)k(u+a+b)ks u4+ku3b+(;)u2b2+(!$ub’+(kq)b4) 
x (u+a)4+k(u+a)3b+ 
k 
+ 3 (u+a)b3+ 
0 
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module h”. We obtain the following asymptotic identity for a,<h< u by 
considering its left-hand side modulo h5 (note that zlk 4(u + .)kmm4 is a 
factor module bS): 
(~+h)~(~+a+h)“((4k-6)u’+(4k-6)au+(k-l)u~)K 
- uk(~+u)k((4k-6)(u+h)2+(4k-6)u(u+h)+(k-1)a2)L 
@ uZk ‘h5. h (22) 
The above calculations were done using MAPLE, a symbolic manipulation 
package developed at the University of Waterloo. 
Now, define 
G, = G,(u, a, h) = G(u, a)K, G, = G,( u, a, b) = H( u, a)K, 
G, = G,(u, a, b) = G(u + h, u)L, 
and 
G, = G4( 24, a, h) = H(u + h, u)L. 
The proof of (16) follows easily from (21) and (22) in a manner analogous 
to the proof of (15) from (18) and (20). 
For later purposes, we establish that 
GS- RHfO. (23) 
From (21) and (IS), we get that 
(~+a)” GS-u”HS=u 2k 5((4k-6)u2+(4k-6)uzi+(k- l)u’)S, 
and 
(~+a)~ RH-u”SH=u” m3(2u+u)H. 
Thus. 
(~+a)” (GS- RH) 
=u2”~5(((4k-6)z~2+(4k-6)uu+(k-1)u’)S-u~(2u+u)H). 
(24) 
From the definition of S(u, a), the coefficient of u’ ’ in S(u, a) is s( 1) 
where S(Z) is defined in (19). Recall that S(u, a) is homogeneous and of 
degree k - 2 whereas H( u, a) is homogeneous and of degree k - 3. Suppose 
for the moment that s( 1) # 0. The leading coefficient on the right-hand side 
of (24) viewed as a polynomial in u is the coefficient of uk which is 
Use 5(4k - 6) s( 1). For s( 1) # 0, this coefficient is non-zero. Recall that 
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O<u~~u4/‘10k+1)~~~5/(IOk+Il< , u so that for x sufficiently large, we now get 
that the right-hand side of (24) must be non-zero. Therefore, (23) will 
follow from (24) if we can establish that s( 1) # 0. 
We will prove s( 1) # 0 by assuming s( 1) = 0 and arriving at a contradic- 
tion. Assume s( 1) = 0. From (19), we get that r( 1) = 0. Hence, 1 - z is a 
factor of r(z) and S(Z). Since the degree of r(z) is k-2, we now get from 
(19) that 
(1 -Z)2km4(l +Z)=?(Z)-L?(Z), 
where the degree of F(Z) is k - 3. But the coefficient of zkm ’ on the 
right-hand side above is 0 whereas the coefficient of zk ~ ’ on the left-hand 
side is ? (( ‘,“I,“) - (t?“)) # 0, giving the desired contradiction. 
We now consider the case when k 3 3. Note that (17) holds for any h 
such that 0 < a 6 h < B; in particular, (17) is true with h replaced by h’, m, 
replaced by nz>, and nz4 replaced by m>. Hence, we get that 
m,R,-m,R,-m,R,+m,R,=O and nz,R;-rn,R~-m;R;$m&R;=O, 
where for Jo ( 1, 2, 3, 41, RI = R,(u, a, h’). Therefore, 
m,R(u,a)(2u+a-2(k- l)h)-m,S(u,u)(2u+u-2(k-1)b) 
-m3R(u+h,u)(2t~+u+2kh)+n~,S(u+h,u)(2u+u+2kh)=0, 
and 
m,R(u, u)(2u+u-2(k- l)h’)-mzS(u,u)(2u+u-2(k- 1)b’) 
-ml,R(u+h’,u)(2u+u+2kb’)+mi,S(u+h’,u)(2u+u+2kh’)=O. 
Multiplying both sides of the first equation by 2u+ a-2(k - I)b’, the 
second by 224 + a - 2(k - 1 )h, and taking their difference gives that 
m; R(u + h’, u)(2u + a + 2kh’)(2u + a - 2(k - 1 )h) 
-mj,S(u+ h’, u)(2u+u+2kh’)(2~+~-2(k- 1)h) 
- m3 R(u + h, u)(2u + a + 2kh)(2zd + a - 2(k - 1)6’) 
+nz4S(u+h,u)(2u+u+2kb)(2u+u-2(k- l)h’)=O. (25) 
For Jo { 1, 2, 3, 41, we now define R,T’ = R,(u + h’, a, h-h’). Note that 
u + h’ and u + b’ + (b -h’) are in T(u) n Z; hence, we get that 
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In other words, 
m;R(u+h’,a)(2u+a-2(k-1)b+2kb’) 
-m~S(zf+h’,u)(2u+u-2(k- l)h+2kh’) 
- m3 R(zc + h, a)(224 + a + 2kh - 2(k - 1 )h’) 
+ mJ S( K + h, a)( 2u + u + 2kh - 2( k - 1) b’ ) = 0. (26) 
Multiplying both sides of (25) by 2u + u- 2(k- 1 )h + 2kb’, multiplying 
both sides of (26) by (2u+u+ 2kbf)(2u+&2(k- l)b), and taking the 
difference gives that 
(m,R(u+h,u)-m,S(zc+h,u)) 
x((2u+u+2kb-2(k- l)b’)(2u+u+2kb’)(2u+~-2(k- 1)b) 
-(2u+u+2kh)(2u+u-2(k- l)b’)(2u+u-2(k- l)b+2kb’))=O. 
Simple algebraic manipulation reduces the above to 
8k(k- 1)(2k- l)bb’(b’-b)(m,R(u+h,u)-m,S(u+b,u))=O. 
Thus, for k 3 2 and 6’ #h, 
m3 R(u + h, a) - m,S(u + b, u) = 0. (27) 
Let G: = G,(u. u, b’) and G;’ = G(u + h’, u, b-b’) for Jo 
we get that 
m,G,-mzG,-nl,G,+m,G,=O, 
m,G~-nz,G~-n~~G1,+mjG~=O, 
and 
m’,G;‘-nz;GP~nz,G~+m,G~=O. 
{ 1, 2, 3,4 1. Then 
Using an argument with the G,, GI, and G,” analogous to the previous 
argument with the R,, RI, and R:, we arrive at (with the assistance of 
MAPLE) the equation 
-6k(k- l)(k--2)(2k- 1)(2k-3)*hh’(b’-b)F(u, b,h’, U) 
x (m,G(u+b, a)-m,H(u+h,u))=O, 
where F(u, h, h’, u) E Z[u, h, h’. u] is a quadratic in h with the coefficient of 
b” being (2k - 3)’ (a + b’ + 2~). Thus, there are at most 2 values of b (for 
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fixed a, h’, u > 0) such that F(u, 6, b’, U) = 0. For any other b with 
II + b E T(a), b # b’, we get that 
nz,G(u+b,a)-m,H(u+b,a)=O. (28) 
Since m,(u + b)” and nz4(zd + u + b)” are in (x, X+/Z], m3 and nz4 are 
non-zero whenever .Y > 0. Thus, Eqs. (23), (27), and (28) are inconsistent. 
In other words, U, u + b’, and u + b cannot all be in T(a) n I. Hence, we 
now get that 1 T(u) n II < 4. Since I denotes an arbitrary interval of length 
d B in (.x4, 2.~~1, we get from the definition of B that 
We now use Lemma 3 with L’, = n’] = 0, ~1~ = (2k- 5)/5, and M’~ = 
(l-(2k-4)#)/5. Note that u,> -1, ZJ,> -1, (t~,+l)~+rt~,=~>O, and 
(u? + 1 )# + II’? = (1 + 4#)/5 > 0 so that the lemma applies. We get that 
whenever 
8 
d<- 
lOk+ 1 ’ 
Recall that d d 6/( 10k + 1) d 8/( 10k + 1) and apply Lemma 1 to get that 
IS(.K@&, .K6i(‘Ok+‘))l Gk x ~1+4~6/~10k+I)~V(2k+51=~~5/(10k+I! 
For 6/( 10k + 1) 6 4 d l/2, we use (14) and Lemma 1 to obtain that 
Combinjng these, we now get that for k 3 3 
establishing Theorem 2 in the case that k > 3. 
We now consider the case when k = 2. In fact, we will extend the 
argument to k d 4. Fix such a k, and consider 4 satisfying 
3 4 
-<(b<- 
6k-t 1 6k+l’ 
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Redefine B as follows: 
B=c, min 
Defining R,, Rz, R,, and R, as before, we can conclude as in the argument 
for k 3 3 that (27) holds. We will prove that 1 T(a) n 11 + 1 by showing that 
(27) is impossible whenever u > 6 >a >O and UE (x”, 2P’]. For this 
purpose, we use (18) as follows: 
m,R(u+h,a)-nz,S(u+b,a)= 
.uR(u+b,a) xS(u+6,a) 
(U+6)k -(rc+a+b)“+O 
=dk ‘(2u+u+26).~+~ 
(~+h)~(~+u+b)~ 
(29) 
The main term in the last expression is $.u’ “li ‘Id. On the other hand, 
h/u’ = O(C.~S” ‘b). With 13 = 3/(6k + 1) and the above range for q5, we get 
that for k 64 and .Y sufftciently large, the last expression in (29) is non- 
zero. Hence, (27) cannot hold so that / T(u) n 11 < 1. We now get as in the 
previous arguments that 
We use Lemma 3 with D, = \r, = 0, ~1~ = (2k - 3)/3, and ~1~ = 
(1-(2k-2)$)/3. Note that II,> -1, 02> -1, (uI+l)#+w,=~>O, and 
(u2 + 1 )q5 + M’? = (1 + 2q5)/3 > 0 so that the lemma applies. We get that 
(2k 71)):(2k+3) _ 
) - x 
(1+2~l/l2k+3) 
Applying Lemma 1 now gives that 
IS(XO J&, x4i’6k + “)I <k x l1+2~4/l6k+l~~~/l2k+3~~~~3/l6k+1~ 
Combining this estimate with an estimate derived from (14) and Lemma 1 
as before gives that 
establishing Theorem 1 and, hence, Theorem 2 in the case k = 2. 
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