In this paper, we study the problem of group testing, in which one seeks to identify which items are defective given a set of suitably-designed tests whose outcomes indicate whether or not at least one defective item was included in the test. The most widespread recovery criterion seeks to exactly recovery the entire defective set, and relaxed criteria such as approximate recovery and list decoding have also been considered. In this paper, we study the fundamental limits of group testing under two significantly relaxed criteria: The weak detection criterion only seeks to distinguish (with high probability) between whether the outcomes were produced according to the group testing model or independently from the test design, and the weak recovery criterion only seeks to identify a small fraction (e.g., 0.01) of the defective items. In the case of Bernoulli random testing, we identify scenarios in which an allor-nothing phenomenon occurs: When the number of tests is slightly below a threshold, weak detection and weak recovery are impossible, whereas when the number of tests is slightly above the same threshold, high-probability exact recovery is possible. Our impossibility results significantly strengthen existing ones that only hold for stricter recovery criteria. testing [14], [22] a single test design is required to succeed for all defective sets up to a certain size, whereas in probabilistic group testing [3], [25] only high-probability recovery is required with respect to a random defective set. Various relaxed recovery criteria have also appeared, including list decoding recovery [9], [12], [16], [20], [27], [28], [32] and approximate recovery criteria that allow a small number of false positives and/or false negatives in the reconstruction [23], [31], [32], [32]. In this paper, focusing on probabilistic group testing, our goal is to better understand the limitations on what can be recovered/achieved in the group testing problem under significantly weaker recovery criteria. For instance, L. V. Truong is with the
I. INTRODUCTION
The group testing problem has recently regained significant attention following new applications and connections with compressive sensing; see [3] for a recent survey. Briefly, the idea of group testing is to identify a small subset of defective items within a larger subset of items, based on a number of tests whose binary outcomes indicate whether or not at least one defective item was included in the test.
The standard recovery goal in group testing is to exactly identify the entire defective set. In combinatorial group instead of asking when it is possible to recover most of the defectives, we seek to understand scenarios in which not even a small fraction can be recovered. We study this problem for a widely-adopted i.i.d. 1 Bernoulli test matrix design. In particular, we identify scenarios under which an all-or-nothing phenomenon occurs: When the number of tests is slightly above a certain threshold, high-probability exact recovery is possible, whereas slightly below the same threshold, essentially nothing can be learned from the tests.
A. Problem Setup
We consider a population of p items indexed as {1, . . . , p}, and we let k denote the number of defective items.
The set of defective items is denoted by S, and is assumed to be uniform over the p k possibilities. A group testing procedure performs a sequence of n tests, with X (i) ∈ {0, 1} p indicating which item is in the i-th test. The resulting outcomes are Y (i) = j∈S X (i) j for i = 1, . . . , n, where n is the number of tests. That is, the test outcome is 1 if there is any defective item in the test, and 0 otherwise. The tests can be represented by a matrix X ∈ {0, 1} n×p , whose i-th row is X (i) . Similarly, the outcomes can be represented by a vector Y ∈ {0, 1} n , whose i-th entry is Y (i) .
In general, group testing procedures may be adaptive (i.e., X (i) may be chosen as a function of the previous outcomes) or non-adaptive (i.e., all X (i) must be selected prior to observing any outcomes). We focus on the nonadaptive setting, which is often preferable in practice due to permitting highly parallelized tests. More specifically, we consider the widely-adopted (i.i.d.) Bernoulli random test design [3, Sec. 2.1] , in which every item is independently placed in each test with probability ν k for some ν > 0, and we choose ν to be such that
This choice ensures that the probability of a positive test is exactly 1 2 , which maximizes the entropy of each test outcome. More importantly, this choice of ν leads to a provably optimal number of tests in broad scaling regimes, as we survey in Section I-B. A simple asymptotic analysis gives ν = (log 2)(1 + o(1)) as k → ∞, which behaves similarly to the choice ν = log 2, but the exact choice described by (1) will be more convenient to work with.
B. Related Work
There have recently been numerous developments on theory and algorithms for probabilistic group testing [1] , [6] , [8] , [10] , [11] , [26] , [31] , [33] (see [3] for a survey); here we focus only on those most relevant to the present paper.
The most relevant works to us are those attaining upper and/or lower bounds on the number of tests of the form k log 2 p k (1 + o(1)). The most straightforward way that this quantity arises is that with p k possible defective sets and 2 t possible sequences of outcomes, we require t ≥ log 2 p k for each defective set to produce different outcomes. In the sublinear regime k = o(p), this simplifies to t ≥ k log 2 p k (1 + o(1)). Building on this intuition, Fano's inequality was used in [7] , [25] to show that t ≥ (1 − δ) log 2 p k is required to attain an error probability of at most δ, and a refined bound t ≥ log 2 p k (1 − δ) was established in [5] .
More recently, various results showed that k log 2 p k (1 + o(1)) tests are sufficient for certain recovery guarantees under broad scaling regimes on k as a function of p. In [31] , high-probability exact recovery was shown to be possible under Bernoulli random testing when k = O(p 1/3 ) and t = k log 2 p k (1 + o(1)), and in addition, this result was extended to all k = o(p) when the exact recovery criterion is replaced by the following approximate recovery criterion (see also [32] ): Output a set S ⊆ {1, . . . , p} of cardinality k such that
for some α ∈ (0, 1). The above-mentioned result holds for arbitrarily small α > 0, as long as it is bounded away from zero as p → ∞. Analogous results for a different random test design based on near-constant tests-per-item can be found in [10] , [11] .
On the other hand, the lower bounds for approximate recovery in [31] , [32] only state that in order to attain (2) for fixed α ∈ (0, 1), it is necessary that t ≥ (1 − α) k log 2 p k (1 + o (1)). This suggests that as α increases, the constant factor in the number of tests could improve in a linear fashion. One of the goals of the present work is to show that, for Bernoulli random testing, such an improvement is in fact impossible when k grows sufficiently slowly with respect to p: Even with a choice such as α = 0.99, one still requires t ≥ k log 2 p k (1 + o(1)). Our work is inspired by a recent study of the all-or-nothing behavior of sparse linear regression [29] , [30] under i.i.d. Gaussian measurements. While group testing can be viewed as a non-linear Boolean counterpart to sparse linear regression [4] , [19] , and our work will adopt the same high-level approach as [30] , the details will be entirely different.
C. Overview of the Paper
As hinted above, in this paper, we will investigate the question of whether some significantly milder recovery requirements are possible in group testing under Bernoulli random testing:
• (Weak detection) Can we perform a hypothesis test on (X, Y) to distinguish between the above group testing model and the "null model" in which P Y (y) = 2 −n and Y is independent from X?
• (Weak recovery) Can we find a setŜ of size k such that |S ∩Ŝ| ≥ δk for small δ > 0 with some non-zero constant probability?
• (Identify a definite defective) Can we identify just a single defective item, i.e., output a single index I ∈ {1, . . . , p} with certainty that I ∈ S? (Here we also allowing "detected errors", in which the decoder declares that it is uncertain)
The first two goals are particularly mild -essentially, their study is asking whether we can learn even a small amount of information from the test outcomes. As a result, any hardness result (lower bound on the number of tests) under these criteria serves as a much stronger claim compared to a hardness result for exact recovery.
While our main goal is to identify an all-or-nothing phenomenon concerning the weak recovery criterion, it will be more convenient to start with the weak detection problem (Section II). Once that has been studied, our results on weak recovery will follow naturally (Section III), and also permit a hardness result on identifying a definite defective (Section IV). Some conclusions and open problems are discussed in Section V, and some proofs are relegated to the appendices.
II. WEAK DETECTION
In this section, we consider the problem of distinguishing between two joint distributions on the pair (X, Y):
Under the distribution P , we have the joint distribution described in Section I, whereas under the distribution Q, the X and Y marginals match those of P , but X and Y are independent. This is a binary hypothesis testing problem. The distribution Q corresponds to "completely uninformative outcomes", so intuitively, if we cannot reliably distinguish between P and Q, then we can view the group tests (under the distribution P ) as being highly uninformative.
For concreteness, we consider the Bayesian setting, where the observed pair (X, Y) is drawn from P or Q with probability 1 2 each. The error probability of the hypothesis test is denoted by P e . Trivially, choosing the hypothesis via a random guess gives P e = 1 2 . It is a standard result in binary hypothesis testing that if d TV (P, Q) → 0 as p → ∞, then one cannot do better than random guessing asymptotically, i.e., it is impossible do better than
Hence, to prove a hardness result for distinguishing P from Q, it suffices to show that χ 2 (P Q) → 0 as p → ∞.
Our first main result, stated in the following theorem, gives conditions under which this is the case. 
as p → ∞. Hence, the smallest possible error probability for the binary hypothesis test between P and Q behaves
Proof. See Section II-A for some preliminary calculations, and Section II-B for the proof. ). In the following, we provide two partial results addressing this:
• Theorem 2 below shows that the above χ 2 -divergence does not approach zero when n ≥ (1 − η) log 2 p k and k = Ω p η 1+η . Note that χ 2 -divergence approaching zero is sufficient, but not necessary, to establish the hardness of distinguishing P from Q. Hence, this result does not establish such hardness, but it does show that any proof establishing hardness must move beyond the approach of bounding the χ 2 -divergence.
• Theorem 3 below shows that P and Q can be reliably distinguished when n ≥ (1 − η) log 2 p k and k = p 1+η 3+η +Ω (1) . This provides an interesting point of contrast with the analogous sparse linear regression problem [30] , where the analogous hardness result to Theorem 1 holds for all k = O( √ p).
Formally, these results are stated as follows. Bernoulli random testing using the choice of ν in (1) , and suppose that n = (1 − η) log 2 p k for some η ∈ (0, 1).
for some constant c > 0.
Proof. The proof is fairly technical compared to Theorem 1, so is deferred to Appendix A, also making use of the preliminary calculations in Section II-A. Proof. See Section II-C.
Before proceeding with the proofs, we provide some useful preliminary calculations.
A. Preliminary Calculations
Since the group testing (GT) model P and the null model Q have the same X distribution, and the null model assigns probability 2 −n to each Y sequence, we have
where here and subsequently, the summation over S is implicitly over all p k subsets of {1, . . . , n} of cardinality k. Since the observation model defining P is deterministic,
and take the square to obtain
Taking the average over (X, Y) ∼ Q and using the middle form in (3), we obtain
The average here is the probability that a randomly generated (X, Y) (independent of each other) is consistent with both S and S ′ . By the symmetry of (X, Y) with respect to re-labeling items, we can assume without loss of generality that S equals the set
and average over S ′ alone; by splitting into S ′ with ℓ entries in {k + 1, . . . , p} (non-overlapping with S 0 ) and k − ℓ entries in {1, . . . , k} (overlapping with S 0 ), we obtain
where
is the probability (with respect to Q) that every one of the n tests satisfies any one of the following:
• The test outcome is negative, and all k + ℓ items from S 0 ∪ S ′ are excluded;
• The test outcome is positive, and at least one item from S 0 ∩ S ′ is included;
• The test outcome is positive, and no items from S 0 ∩ S ′ are included, but at least one item from each of S 0 \ S ′ and S ′ \ S 0 are included.
For a single test, we characterize the probabilities of these three events under Q as follows follows (recalling (1)):
• The first event has probability 1
• The union of the second and third events above can be reformulated as the event the test outcome is positive and none of the following events occur: (i) All items from S 0 ∪ S ′ are excluded; (ii) All items from S 0 are excluded, but at least one from S ′ \ S 0 is included; (iii) All items from S ′ are excluded, but at least one from S 0 \ S ′ is included. Using this formulation, the union of the second and third events above has probability
Summing these two probabilities together gives an overall probability of 2 · 1 2 2+ ℓ k = 1 2 1+ ℓ k associated with a single test. Since the tests are independent, taking the intersection of the corresponding n events gives
and substitution into (11) yields
B. Proof of Theorem 1 (Impossibility of Weak Detection for n ≤ (1 − η) log 2 p k )
We first prove the following lemma, which provides an upper bound on the χ 2 -divergence. as p → ∞, it holds that
Proof. Using the assumption n ≤ (1 − η) log 2 p k , we bound (13) as follows:
In addition, for all l < k, we have
Since (22) also holds for l = k, it follows that
for all 0 ≤ l ≤ k.
From (18) and (23), we obtain
where (26) To prove Theorem 1, it suffices to show that the right-hand side of (14) tends to zero as p → ∞. To see this, observe that the condition
can equivalently be written as
and this condition implies that (1)). Hence, it suffices to prove the theorem for n = (1 − η)k log 2 p k , since we can incorporate the 1 + o(1) term into δ. In the following, we use the terminology that the j-th column X j of X is covered by Y if the support of X j is a subset of the support of Y (i.e., whenever the i-th entry of X j is 1, the outcome y i is also 1). We consider distinguishing models P and Q by counting the number of columns of X that are covered by Y. Given any sequence y ∈ T , when an independent random column X j is generated, the (conditional) probability q 0 of it being covered satisfies
For n = (1 − η)k log 2 p k , recalling the choice of ν in (1), we have
and similarly
Hence, we have
Then, the distribution of the numberÑ (X, y) of covered columns under the two hypotheses is given as follows:
, where the addition of k is due to the fact that the defective items' columns are almost surely covered due to the definition of the group testing model.
We consider the following procedure for distinguishing these two hypotheses:
Then, given y, the error probability P e (y) with a uniform prior satisfies
For the first term in (40), observe that by the Berry-Esseen Theorem [17] (see Corollary 8 in Appendix A), we have
where Q(t) = 1 √ 2π ∞ t e −u 2 /2 du denotes the standard Gaussian upper tail probability function, and as also shown in Appendix A, the relevant moments are
The ratio appearing in (42) can be simplified as follows:
Similarly, again using the Berry-Essen theorem, we have
and since k = o(p), we have from (48) that
We know from (38) that q 0 → 0, and combining this with k = o(p), we see from (48) and (51) that P e → 0 as long as pq 0 → ∞ and k = ω( √ pq 0 ). The condition pq 0 → ∞ follows as an immediate consequence of (38) (with k = o(p) and δ < 1). In addition, again using (38), we find that the condition k = ω √ pq 0 is satisfied if
Letting a = (1−η)(1−ζ), we find that this condition holds if k 1− a 4 = ω p Substituting a = (1 − η)(1 − ζ), and recalling that η is constant and ζ is arbitrarily small, we find that the preceding condition holds as long as
for arbitrarily small δ ∈ (0, 1). This completes the proof of Theorem 3.
III. WEAK RECOVERY
In this section, we prove the following hardness result concerning the weak recovery criterion, as described in Section I. Theorem 5 is complemented by existing positive results [31] , [32] stating that when k = o(p) and n = (1 + η)k log 2 p k for arbitrarily small η > 0, it is possible achieve approximate recovery with o(k) false negatives and o(k) false positives in the reconstruction (i.e., max | S \ S|, |S \ S| ≤ αk for some α = o(1)) with probability approaching one.
Hence, when k is sufficiently sparse so that k = o(p η 1+η ) holds for any η > 0 (e.g., k = poly(log n)), the threshold n * = k log 2 p k serves as an exact threshold between complete success and complete failure. Phase transitions were proved in [10] , [11] , [31] regarding the error probability of recovering the exact defective set, whereas Theorem 5
gives the much stronger statement that one cannot even identify a small fraction of the defective set.
In the remainder of the section, we prove Theorem 5. As mentioned previously, χ 2 (P Q) → 0 implies that D(P Q) → 0. Consider (X, Y) ∼ P , along with an additional pair (X ′ , Y ′ ) ∈ {0, 1} p × {0, 1} with the same joint distribution as a single test in (X, Y), independently from (X, Y). Following the steps of [30] for sparse linear regression, we consider the following conditional mutual information term:
where D(P Q) is now defined according to P and Q containing n + 1 tests instead of n (one extra for X ′ , Y ′ ).
Under P , we have P (Y, Y ′ |X, X ′ , S) = 1 almost surely, and combining this with Q(Y, Y ′ ) = 2 −(n+1) , it follows that
Moreover, by the chain rule for mutual information, we have
where the two terms are attained as follows by expanding the conditional mutual information as as a difference of conditional entropies:
• For the first term, write I(S; Y|X, X ′ ) = H(Y|X, X ′ ) − H(Y|X, X ′ , S) ≤ H(Y|X, X ′ ), and note that H(Y|X, X ′ ) ≤ n log 2 since Y ∈ {0, 1} n and entropy is upper bounded by the logarithm of the number of outcomes;
• For the second term, write
Combining (58) and (60) gives
since D(P Q) → 0 for n ≤ (1 − η) log 2 p k by Theorem 1 (the replacement of of n by n + 1 only amounts to a negligible multiplicative 1 + o(1) change in η). Since the entropy functional is continuous, and the entropy of a binary random variable is at most log 2 with equality if and only if the random variable is equiprobable on its two values, we deduce from (61) that the following holds: With probability 1 − o(1) with respect to (X, X ′ , Y), the conditional distribution of Y ′ places probability 1 2 + o(1) on each of Y ′ = 0 and Y ′ = 1. To complete the proof of Theorem 5, we show that the preceding claim precludes the possibility of weak recovery, i.e., (54) holds. Suppose by contradiction to (54) that it were possible to use (X, Y) to attain |S ∩Ŝ| ≥ δk with probability at least δ, for some δ > 0. In the following, we assume the worst-case scenario |S ∩Ŝ| = δk; the case of strict inequality follows similarly. Consider a procedure that uses thisŜ to construct an estimator that takes the test vector X ′ as input and returns an estimateŶ ′ of Y ′ as follows: SetŶ ′ = 1 if the test includes any item from S, andŶ ′ = 0 otherwise. There are two scenarios in which the estimate is incorrect:
• The test may include no items from S (and hence Y ′ = 0), but an item from S ′ \ S (and henceŶ ′ = 1). By the choice of ν in (1), the probability (with respect to P ) of this occurring is 1
• The test may include no items from S ′ (and henceŶ ′ = 0), but an item from S \ S ′ (and hence Y ′ = 1). By the same argument as above, the probability of this occurring is 1
Hence, when |S ∩Ŝ| = δk, the estimator producesŶ ′ = Y ′ with probability 1 2 1−δ . As a result, for any fixed δ > 0, the success probability behaves as 1 2 + Ω(1). This is in contradiction with the conditional distribution of Y ′ stated following (61) (which only permits a 1 2 + o(1) probability of correctness), and this completes the proof by contradiction establishing (54).
IV. IDENTIFYING A DEFINITE DEFECTIVE
In this section, we consider a different recovery objective to those of the previous sections, for which an impossibility result turns out to follow easily from Theorem 1. We consider the goal of identifying a definite defective, in which the decoder either outputs a single index I ∈ {1, . . . , p} believed to be defective, or declares "I don't know" by outputting I = 0. In the former scenario, we insist that I must be defective (i.e., I ∈ S) with probability one, meaning that the only errors allowed are detected errors corresponding to I = 0. This setup is partly motivated by the definite defectives algorithm for recovering the defective set [1] , [21] , as well as the notion of zero undetected error capacity in information theory [18] .
In this setting, given X and Y the optimal (but computationally expensive) decision rule is in terms of minimizing the probability of a detected error is as follows: (i) Find all defective sets S 1 , . . . , S m consistent with (X, Y); (ii) If S 1 ∩ . . . ∩ S m = ∅ then output an arbitrary index I in this intersection; otherwise output I = 0. With this in place, we have the following negative result. Proof. Fix any algorithm that, with probability one, only outputs I = 0 when I is the index of a defective item.
If S is the true defective set, then it is easy to see that an error occurs (i.e., I = 0) if some S ′ disjoint from S is still consistent with (X, Y). Denoting this event by E S ′ , it follows that
where (64) follows from de Caen's lower bound on the probability of a union [13] . However, for S ′ and S ♮ both disjoint from S (but possibly overlapping with each other), P[E S ′ ∩ E S ♮ ] is exactly the same quantity as (12) . In particular, P[E S ′ ] corresponds to the case that S ′ = S ♮ . Substituting the expression in (12) gives P[E S ′ ∩ E S ♮ ] = 2 −n(1+ ℓ k ) when |S ′ ∩ S ♮ | = k − ℓ, and substitution into (64) gives
where (66) follows by equating with (13) . From Theorem 1, we know that χ 2 (P Q) → 0 under the conditions of Theorem 6, and we conclude that P[I = 0 | S] → 1. Since this holds regardless of which S is conditioned on, we obtain P[I = 0] → 1 as desired.
V. CONCLUSION
We have studied the hardness of noisy group testing when the usual exact-recovery guarantee is relaxed to the significantly less stringent notions of weak detection, weak recovery, and identifying a single definite defective item. In particular, in sufficiently sparse scaling regimes such that k = O(n α ) for all α > 0 (e.g., k = poly(log n)),
we have established that n * = k log 2 p k exhibits a precise all-or-nothing threshold: For arbitrarily small η > 0, if n * ≤ (1 − η)k log 2 p k then it is impossible to reliably recover even a small constant fraction of the defectives, whereas if n * ≥ (1 + η)k log 2 p k then exact recovery is known to be possible [31] . We briefly highlight the following potential directions for future work:
• Perhaps the most immediate direction is to establish positive and/or negative results analogous to those of Sections II and III in the regime k = Θ(p θ ) with θ ∈ 0, 1 3 . It may be that a more sophisticated hypothesis testing technique succeeds in this regime (or a subset of it) when n = (1 − η)k log 2 p k for small η > 0, or it may be that it is impossible to succeed when n = (1 − η)k log 2 p k no matter how small the choice of η > 0. • We have considered Bernoulli testing with probability ν k for the widely-adopted choice of ν in (1) that makes positive and negative test outcomes equally likely [2] , [31] , [33] . It would be of interest to extend our hardness result to general ν > 0. Similarly, it would be of interest to consider the near-constant column weight design [10] , [21] in which L = νn k items are placed in each test uniformly at random with replacement. • Finally, it would be of interest to consider the noisy setting, e.g., in which each test outcome is flipped with probability ρ ∈ 0, 1 2 [6] , [24] , [33] . In this case, under the choice of ν satisfying (1), the relevant threshold becomes n * = log 2 ( p k ) 1−H2(ρ) [ 
Denote V = p j=1 σ 2 j and T = p j=1 ρ j . Then, for any λ ∈ R, we have
where Q(t) = ∞ t 1 √ 2π e − u 2 2 du.
More precisely, we use the following simple corollary.
Corollary 8. Let Z ∼ Binomial(p, q 0 ). Then, for any λ ∈ R, the following holds:
Proof. Since Z ∼ Binomial(p, q 0 ), we can write Z = p j=1 Z j , where the Z j are i.i.d. with distribution Bernoulli(q 0 ). We shift to a zero-mean summation by writing Z − pq 0 = p j=1 (Z j − q 0 ), and observe that
and
for ρ and σ defined in (109)-(110). Hence, (108) follows directly from Theorem 7 with T = pρ 3 1 = pρ 3 and V = pσ 2 1 = pσ 2 .
