1. My aim was to investigate, by mathematical simulation, the errors inherent in the measurement by the primed infusion method of the rate of appearance of glucose in man when turnover was as low or lower than in overnight-fasted normal subjects (control subjects). The simulations were based on published data for means and variances of turnover rates and concentrations in nondiabetic subjects and diabetic patients.
1. My aim was to investigate, by mathematical simulation, the errors inherent in the measurement by the primed infusion method of the rate of appearance of glucose in man when turnover was as low or lower than in overnight-fasted normal subjects (control subjects). The simulations were based on published data for means and variances of turnover rates and concentrations in nondiabetic subjects and diabetic patients.
2. Systematic errors (bias) were shown to be considerable whether or not the Steele equation was used, unless run-times were longer than is customary. Errors were greater the lower the turnover rate, and were greatest in patients with diabetes, owing to insulin resistance. Studies of, for example, control subjects, age, obesity, exercise, sepsis and injury, are, however, all likely to be affected.
3. Estimates of variance, within-group means, between-group differences and slopes of rate-concentration relationships were all biased. Entirely spurious results appeared statistically significant.
4. When the Steele equation was not used, run-times had to exceed 3 h in control subjects and 10 h in some diabetic patients to reduce bias to acceptable levels. The nature of the bias depended on how the priming dose/ infusion rate ratio was chosen. Each choice implies a particular hypothesis about the values of the rate of appearance of glucose, their variance, and how they are related to concentration. The bias was always such as to favour that hypothesis.
5. When the Steele equation was used, the accessible glucose space (pool fraction x distribution volume) had to be correct to 20-30 ml to avoid unacceptable bias in some patients in runs 4 h long. The space is not known Correspondence: Dr D. F. Heath this accurately. Theoretically, in the near-steady metabolic states considered, the pool fraction should be near 1.00, i.e. the accessible space should be near the glucose distribution volume of 200-300 mg/kg. There is some confirmatory experimental evidence.
6. Large random errors from variance of specific (radio)activity measurements when the Steele equation is used can be reduced by a suitable choice of protocols.
7. The propagation of errors is too complex to permit correction of results. It is essential to choose protocols that can be shown to give results that are acceptably biasfree. Ways of doing this are discussed.
INTRODUCTION
Primed infusion of labelled glucose [l-41 is the most widely used technique for measuring glucose replacement in man. Among the many factors affecting glucose metabolism that have been studied by this technique are age [5, 61, obesity [7] , hyper-and hypo-thyroidism [8] , burn injury [9, lo], diabetes [ll-131 and exercise [14] . (Here and below, references are chosen mainly to illustrate methodology, not other subject matter.)
The method consists of the injection of a bolus ( P ) of tracer (the priming dose) at the start of the infusion of tracer at a constant rate (IR). The specific (radio)activity-time (SA-t) curve is followed by measurement of SA over a time span to the end of the run.
There are many protocols, but commonly the first measurement is made at 60-90 min, with a span of 30-60 min [ 12, 131. The appearance rate (R,) is calculated from the terminal SA or, more usually, from the slopes of the SA-t and concentration-t curves by the Steele equation [2,151. A colleague asked me for a protocol for the measurement of glucose appearance in septic patients before and during a hypennsulinaemic, euglycaemic clamp. It is well known that primed infusion gives implausible results when very high rates or rapid changes of rate and glucose concentration are forced by insulin and glucose infusion, and that other, more complex, methods then give better results [ll, 16, 171. It would, however, be convenient to use a primed infusion to measure the pre-clamp base rate. Was this feasible?
A few calculations showed that it was difficult to devise a procedure with a run-time of under 4 h that could be shown to be free of systematic error when, as in septic patients, glucose uptake was reduced by insulin resistance [18] . The errors were inherent in the method, and were worse the slower the SA-t curve approached equilibrium during unprimed infusion, i.e. the slower the glucose turnover. This finding led to the present investigation.
The effects are demonstrated by mathematical simulation, based on experimental findings. ples. I assumed that in a typical study the inter-group difference between patients and control subjects (overnight fasted, normal subjects) would be estimated and evidence sought for rate-concentration relationships.
What errors are acceptable? The variance of R, in a study is the measure of the random errors. This is the sum of the natural within-group variance, and variance from random errors of measurement. Such errors of method do not invalidate statistical tests, they merely reduce their sensitivity, and I decided to consider them acceptable if they did not contribute more than half of the total variance. Usually this would require the method to be precise to lo%, i.e. the coefficient of deviation (CD) from the method to be below 0.1. Systematic errors, however, bias estimates of mean R,, thus distorting statistical tests, and must be made much smaller. Even a 5% error in the mean R, could distort tests badly when, as is often the case, the SEM is only 5-10% of the mean. I have taken 5% as the upper limit of acceptability.
The findings do not depend on the isotopic label, except in-so-far as this affects the measured turnover rate. For brevity, only radioactive labelling, mostly with 'H, is discussed. Isotope effects are not considered. The treatment is confined to the rate of appearance of tracee (unlabelled glucose), R,. The value of R, given by the Steele equation is unaffected by the rate of change in glucose concentration, unlike that of the rate of disappearance, R, [2, 151. A steady state, in which R, and R, have the same value, was assumed when rates were calculated without the Steele equation.
THEORY AND METHOD
Only the main principles are dealt with here. A general mathematical treatment is given in the Appendix, and equations there are referred to by the prefix 'A'. By convention, the units of time are minutes, and 'min' is omitted after values of P/IR (priming dose/infusion rate ratio).
In the direct estimation of R,, the SA-t curve is followed until it is believed that the equilibrium SA (ESA) has been reached, and the rate is calculated by:
where IR is the infusion rate of label. The value of R, is in error when the measured ESA, i.e. the value of SA at the end of the run, differs from the true ESA.
The relationship between SA and ESA is discussed in the Appendix (eqns. Al-Al3), where a one-pool model is shown to be generally adequate, but to underestimate errors slightly when compared with more accurate threepool models. For the one-pool model:
where QT is the whole-body free glucose. In this particular model in the steady state, the coefficient g is a measure of the turnover rate, namely the fraction of QT that is replaced per min by unlabelled glucose. Such a simple interpretation, however, cannot be made of the coefficient in more complex models, for example, of g, in a threepool model. Whatever the interpretation, in the steady state the SA-t curve tends towards ESA exponentially unless P/IR= l/g. Errors are caused by any mismatch between P/IR and l/g unless run-times are long enough to make the exponential term zero within experimental error.
The more commonly used Steele equation is:
where p is the fraction of the total distribution volume of glucose ( V,,) accessible under the conditions of the experiment, C is the concentration of glucose (usually in plasma, when V,, is in ml of plasma/kg), dSA/dt is the slope (derivative) of the SA-t curve at any time on it, and S q is the value of SA at that time. For any actual value of V, it can be shown that p should be close to 1.00 in the near-steady state. This is illustrated by a two-pool model (Fig. l ) , but the argument is readily generalized to more complex cases.
Glucose enters the system via pool 1 from liver or gut or by infusion. Exchange with pool 2 is normally slow: a typical value of R,, in control subjects is 25 pmol min-l kg-l [30] . When glucose or insulin are infused, glucose tends, at least initially, to be taken up directly from pool 1, i.e. R,,, increases. The greater the value of R , , / R , , , the more the system behaves like a single pool with the volume of pool 1, in this model 60% of V,, i.e. p=O.6. When glucose is not infused, however, rates of change in glucose concentration correspond to only small changes in R, I. In a typical study of NIDDM [ 121, for instance, the required change in R,, was only 3-4 pmol min-' kg-I, not enough to affect measurably the distribution of newly input glucose. The pool fraction had, therefore, to be similar to that in the steady state, and I have, therefore, assumed that p = 1.00.
Values of accessible space, p.VD, can be calculated from certain experiments. Thus Glauber et al. [ 131, using an accessible space of 123.5 ml/kg, measured R, at the same time of day in the same subjects: first, at 600 min after the start of infusion, and, secondly, after only 120 or 180 min. The values of R, should have been identical. In fact, those after the longer infusion were significantly lower. This difference disappears on re-calculation with a space of 240 ml/kg. The SEM of R, corresponds to an SEM of the space of 34 ml/kg. [I calculated the values of R , from those of R,, and varied accessible space in eqn. (3) until the difference disappeared. The mean value of R, was 7.9 pmol min-' kg-I.] Chen et al. [12] also found a downward drift of R, with run-time, and attributed it to the use of too small a glucose space. Their results give Fig. 1 . Two-pool model for glucose in man. Insulinstimulated loss from the periphery is from pool 2; losses to liver and central nervous system are from pool 1 (3) Non-ionic contaminants are also removed, by paper chromatography. Precision in the rat is 2.5-3.0%
Precision was taken to be 3.0%, in line with these measurements. Since effects are proportional to the precision assumed, those of any other value are readily assessed.
2% [31].
[331.
Basic data-sets
Many of the examples use data taken from the two studies [ 12, 131 already referred to. Glucose concentrations in control subjects and patients with NIDDM were taken as 5 mmol/l and 13 It: 3 (SD) mmol, respectively, with 95% confidence limits for the latter of 7 and 19 mmol/l. The mean rate (R,) in control subjects was taken to be 12.5 pmol min-l kg-I, typical of published values. A similar value was often taken for the mean R, in patients, but in some cases R , was varied with concentration around this value. In control subjects, P/IR was set at 100. In patients, P/IR may be set constant, not necessarily at 100 [12-14, 22, 25, 261, or proportional to the prerun concentration relative to the value in control subjects [24, [27] [28] [29] , e.g. with a mean control concentration of 5 mmol/l and the concentration in a particular patient of 13 mmol/l, P/IR= 100 x 13/5, i.e. 260. Both methods were used in simulations.
Methods of calculation
Each simulation required the generation of an SA-t curve. Sometimes the more accurate three-pool model was used, and the curve was calculated directly from published parameter values (eqns. A8 and A9). Otherwise, calculation was by eqn. (2) or some rearrangement of it, for example eqn. (Al8). Values of P/IR, R, and concentration (C) were chosen (sometimes by randomization about mean values, or, for R,, by randomization about a linear R,-C relationship), and an arbitrary value of IR was assigned. The equation from these values was then calculated. 3). Values of SA were calculated at chosen equispaced (sampling) times. The derivative, dSA/dt, was calculated by unweighted least mean square fitting of these values to a linear regression, and SA, was taken as the mean value of SA. The accuracy of this method is discussed below.
When the Steele equation is not used, a bad choice of P/IR gives an exponential SA-t curve, with slope and curvature. These may be obscured by variance in SA. Such effects were calculated by varying the exact values of SA at set sampling times by random normal deviates, using a standard algorithm and the chosen CD of SA. Each such set was the equivalent of an experimental SA-t curve in one subject. Two thousand such sets derived from a single curve were fitted to a quadratic [34] , so that the probability of finding significant slope or curvature could be assessed.
Strategy
Most workers use the Steele equation even in the steady state of tracee, since this reduces run-time. This procedure, however, gives the most complex errors, depending as they do on the run-time, span and timing within the span of measurements of SA, the CD of SA, and the choices of pool fraction and f'/lR. Two simpler cases are, therefore, considered first, namely, that when the Steele equation is not used, and that when it is, but with the correct pool fraction. In the first case, only the value of P/IR and the run-time have much effect. Variance of SA is relatively unimportant, since only the terminal value of SA is used, and this is readily measured to better than 3%. In the second, errors depend only on the CD of SA and the timing of the SA measurement.
RESULTS

No Steele correction
All the errors described in this section are systematic. Most results are presented in terms of ESA, error in which depends linearly on the error in P/IR. The error in R,, which is inversely proportional to ESA, is not proportional to the error in P/IR. Constant P/IR ratio. Since typical 95% confidence limits of measurements of ESA are k 30% of the mean, P/IR may well be at least this much in error for some individuals in a group. Fig. 2 illustrates some consequences, calculated from a three-pool model (eqn. A9). When the turnover rate was about three times that in control subjects [ 17, 301, ESA was measured accurately by 90 min, and, in general, errors were always found to be negligible by 120 min when g in eqn. (2) or g3 in eqn. (A8) was twice that in control subjects, i.e. above about 0.02/min. Such results led me to concentrate on conditions with smaller values of g. In the control subjects, however, systematic errors did not fall to 5% until 180 min.
In patients with NIDDM the slower turnover caused greater errors (Fig. 3) . The value of R, was given the same value in each subject, and P/IR was set at 150 [12] . As expected, the error in ESA was greater the higher the concentration. It was always negligible at the lower confidence limit of blood glucose for NIDDM (7 mmol/l), but at the upper limit (1 9 mmol/l) was over 20% at 7 h and had not fallen below 5% at 10 h.
In a real study the values of ESA measured at some pre-set run-time would be taken as correct. Then the effect of concentration would appear as a spurious CD of ESA, 13% with 3 h runs and 5% with 7 h runs. A comparison with control subjects, in which ESA would be measured more accurately (compare Fig. 2 ), would show a spurious difference. A plot of R, against concentration would show a marked relationship, the stronger the shorter the run-time. That shown in Fig. 4 is for a runtime of 120 min. Moreover, if R, was in fact variable (instead of constant, as previously assumed), but still unrelated to concentration, the variance about the line of best fit would be less than the true variance, as shown by the envelopes in Fig. 4 . Effects of run-time on the calculated ESA for normal subjects before ( -) and during ( ---) a hyperinsulinaemic-euglycaemic clamp when the P/IR ratio is 30% low. The calculated/true ratios of ESA are shown. Values were calculated from the three-term exponential equations given by Cobelli et (11. [17] as described in the Appendix. Thus, when the same value of P/IR is used in all of a group of patients in whom mean rate is independent of concentration, the within-group variance is over-estimated, and a spurious R,-concentration relationship is found with over-good fit; spurious between-group differences are also produced.
There are two other simple cases, that when R, is different at the same concentration, and that when R, is proportional to concentration.
The first is exemplified by the measurement of rates with [3-'HI-and [U-'4C]-glucose in the same subject. The measured ratio of the rates, 3H/14C, is always less than the true ratio by an amount which is greater the lower the value of g in eqn. (2). This has an unfortunate implication. Suppose there are two subjects in which the measured ratio is the same, but that in one a higher glucose concentration reduced the values of g. Then in that patient the ratio will be more in error, and the true ratio greater, corresponding to greater recycling of I4C.
In the second case (R, proportional to concentration) variances are underestimated. Calculation from one-and three-pool models gave similar results. For the three-pool model the value of P/IR was set at the correct value, 107.5, for the mean R, (see the Appendix), and the variance about the mean was calculated when R, and concentration were changed proportionally (eqns.
A19-A21).
The calculated variances were 0.2 and 0.5 of the true values at 60 and 120 min respectively. I thought that published results might show this effect. One group of six subjects [35] showed about half of that calculated, but another [17, 301 did not. Apparently R, was too weakly related to concentration in these subjects. (For each set the equation for the SA-t curve after bolus injection for each subject was converted to that for primed infusion and the rate was calculated with the correct P/IR for the mean of the set.) P/IR proportional to concentration. When R, was varied linearly with concentration the estimated slope was less than the true slope, and any difference between mean R, in patients and control subjects was underestimated. When R, was varied randomly and independently of concentration about a mean value, dispersion was underestimated by an amount which depended on both concentration and run-time (Fig. 5) . At the upper confidence limit of concentration, 19 mmol/l, the apparent CD of R, was only half of its true value at 300 min.
Slope and curvature of SA-t curves. Inspection of Fig.  3 shows that even when SA is very different from ESA the gradient of the SA-t curve may be only a few per cent per hour. Consequently, the slope and curvature of such curves only provide weak tests of differences in SA and ESA. For instance, eqn. (A8) for control subjects gave ESA 12% in error at 120 min when P/IR was 40% low, but only 800 of 2000 SA-t curves, each from seven measurements of SA at 10 min intervals from 60 to 120 min, showed significant slope or curvature ( P < 0.01, ttest). (I think it unlikely that curves would be rejected on a weaker test.)
Such tests must not, of course, be used to weed out results from individual subjects, as that would bias the sample. 
The Steele equation with the correct pool fraction
Errors in the estimation of slope of the SA-t curve cause random errors in R,. These are referred to as error (or variance) from slope. They are given by:
where CDR is the coefficient of deviation of R , and CD that of SA, Q is the accessible glucose ( p . C. V"), values of ti are the sampling times measured from the mean value, and m is the number of measurements made at each time (eqn. A24). For example, CDR for R,= 12.5 ymol min-l kg-' measured in a subject with a glucose concentration of 13 mmol/l and a glucose-space of 250 ml/kg by making duplicate measurements of SA with c~= 0 . 0 3 at the end of a 60 min span is, from eqn. (5): 13 x 250 x 0.03/12.5d-i.e. 0.13. The SD of R , from the error in the estimation of the slope is 0.13 x 12.5, i.e. 1.63 ymol min-l kg-'.
In addition there are random errors from the estimate of the mean SA. These are much less, and are ignored below.
The curvature of the SA-t curve causes systematic errors, since the linear estimate of the slope is not the true slope at the mean SA. It can be shown analytically, however, that for a single exponential function the error is small, and in the following examples it was, in fact, usually under 0.2% and never more than 1%. Under non-steadystate conditions errors can be much greater, but that could not have been the case during the slow changes of concentration and R, considered here, and such systematic errors are ignored for the rest of this section. Eqn. (5) leads to a number of conclusions. Some have been reported elsewhere [ 151. Thus, error is independent of P/IR, and is the same for primed and unprimed infusion. It does not depend upon when the SA-t curve is measured from, but does upon the span over which it is measured. Other implications do not seem to have been reported.
(1) Since error is proportional to Q, and Q to concentration (assuming V , is constant), R , is measured less accurately the higher the concentration, and all measures of dispersion are biased. Calculation showed that bias was negligible when the slowest rate in a group was measured to 10% precision.
(2) Error is reduced by confining measurements to the ends of the span. Table 1 shows the number of measurements required to reduce random error in R, to 10% according to whether measurements were made in this way ('End') or were distributed equally over it ('Spread'). (Calculation of CDR was carried out for increasing numbers of measurements until its value fell below 0.1.) With distributed measurements, 1.8-3.0 times as many were needed. (Distributed sampling is necessary in the very non-steady-state because then the curve may deviate markedly from a single exponential.) For replicated measurements, cD/,/rn is the coefficient of error of SA, sEM/mean. The value of 16 under 'End' in Table 1 corresponds to m = 8, and implies a coefficient of error only slightly above 1%. It would be hard to validate a measurement of SA to this accuracy. Thus, a span of 6 0 min would be barely sufficient at the higher concentrations; and in control subjects a 30 min span could only be used with numerous or unusually accurate measurements of SA. For 'Spread' measurements longer spans would be needed. Table 1 . Number of measurements of SA required to reduce the CD of R, from the error in the estimate of slope of the SA-rcurve to 10% of mean R, The CD of SA was 0.03 (3%). The number of measurements was calculated from eqn. (5) in two ways: from values of SA measured only at the ends of the span ('End'), and from values at equal intervals along ('Spread'). Thus '8' under 'End' with a span of 60 min implies that four measurements were made at each of two times separated by 60 min; while '7' under 'Spread' with the same span implies seven measurements at 10 min intervals. Rates (true value 12.5 ymol min-I kg-I) were calculated at the concentrations shown assuming a V, of 250 ml/kg. A single calculation of R, from the whole of a span is more accurate than the mean of the values calculated from constituent shorter spans, for example that from a 60 min span is more accurate than the mean of the three from successive 20 min spans. The reason is that successive values are not independent estimates, but tend to oscillate about the mean. Overall, it seems that the slope of the SA-t curve should be measured more precisely than it usually is, but that this is not hard to do.
Concn
The Steele equation with incorrect pool fractions
Errors with an incorrect pool fraction are intermediate between those produced when the Steele equation is not used (equivalent to Q = 0) and those when the equation is used with the correct pool fraction, here 1.00. Thus, marked systematic errors, which vary with P/IR and the times at which SA is measured, are superimposed on the high random errors from the Steele correction (from the slope). Of most interest are the relationships between systematic errors and the value of the pool fraction.
Constant P/IR. The basic data-set was used with P/IR= 150 [12], and R, and concentration were vaned independently about their mean values, i.e. R, was unrelated to concentration. An 'experiment' consisted of the calculation of R, by using eqn. (Al4) in each of a number of subjects drawn randomly from a population with these characteristics. The pool fraction was altered in steps of 0.05, and for each step the results of 400 'experiments' were calculated. Fig. 6 shows some results. In the absence of error, every line would be horizontal. To give some idea of the effects of errors on statistical tests, the differences between true and calculated values of mean R, and slope of R,-concentration curves are shown as mean/sEM ( t values; Figs. 6 b and 6 c ) . Fig. 6 ( d ) shows the percentages of the 400 slopes calculated at each value of the pool fraction that were positive with P < 0.05 by the t-test. The unbiased value is 5%. The excess values show the likelihood of claiming a relationship to be significant when it was not. Three examples corresponded to exacting protocols.,ln all three the group size was 20, and the slope of the SA-t curve was calculated from values of SA measured to 1.5% at the ends of a 60 min span, so that variance from slope was always small. With a run-time of YO min, mean R, was significantly in error when the pool fraction was 0.88, only 0.1 2 in error. Spurious, but significant, R,-concentration gradients were calculated in half the experiments when the pool fraction was 0.2 in error. Increasing the run-time to 4 h halved the errors, but the systematic error of the mean was still 0.8 SEMS when the pool fraction was 0.9, only 0.1 in error. Reduction of V , to 200 ml/kg increased g in eqn. (2), so that l/g became closer to P/IR at the higher concentrations, thus reducing the error on mean R,. It barely affected, however, the error of the gradient, which was caused by the constancy of PIIR, not by its value. ( 6 ) The fourth protocol was designed to mimic the many studies in which random errors were more substantial: only 10 subjects in each experiment, and SA measured at 20 rnin intervals from 60 to 120 min with only 3% precision. Accordingly, the calculated SEM of R, was similar to many published values, 6% of the mean. Variance from slope was over twice the true variance of R:,. The t values of the error of R, were similar to those from 240 min runs with more accurate measurement of slope.
In runs of equal length the error was greater the earlier the first measurement of SA was made, i.e. the longer the span. With a run-time of 210 min, a P/IR of 150, a pool fraction of 0.65, an R, of 12.5 pmol min-' kg-I and a concentration of 13 mmol/l, a span of 180 min (30-2 10 min from the start of infusion) gave an R, of 14.38 f 0.33 pmol min-l kg-l (SEM, n = 2 0 ) and 93% of the slopes were significantly above zero, whereas a 60 min span (150-210 min) gave an R , of 13.70k0.33 pmol min-' kg-' and only 56.5% of the slopes were significantly above zero.
P/IR proportional to concentration.
The basic dataset was used with P/IR= 100 when concentration = 5 mmol/l. For one set of simulations it was assumed that R;, varied linearly with concentration. In this case the slope was underestimated (Fig. 7) . The significance of the change was greater at a given pool fraction the greater the true slope.
The calculated variance about the line of best fit was almost independent of slope, but very dependent upon the pool fraction and timing of measurements (Fig. 8) . The measured variance of R, about the line of best fit (the gradient of which was also in error except when the pool fraction was correct) fell as the pool fraction decreased Dependence on assumed pool fraction of errors in the measured gradient of the R,-concentration relationship when P/IR was set proportional to concentration. Concentration was 13 f 3 mmol/l, and I / , was 250 ml/kg. The SD of the rate was 1.3 pmol min-' kggl. SA was measured to 1.5% precision at 30 and 90 min. The true pool fraction was 1.00. The error is shown as a t value (see the legend to Fig. 6 ). -, true mean rate = 1 .0C, calculated slope was 0.69 when p = 0.6; ---, true mean rate = 6.5 + 0.5 C, calculated slope was 0.35 when p = 0.6.
P)
.? from a value greater than the true variance of R, to a value that was less. This was to be expected. When the pool fraction is correct the measured variance is the sum of the true variance of R , and the variance from the slope of the SA-t curve. As the pool fraction decreases the value of Q in eqn. ( 5 ) becomes less, and with it the variance from slope. The true variance is also increasingly underestimated: Fig. 5 can be regarded as showing the effect when the pool fraction is zero. The value of p at which the measured and true variances are equal is lower the higher the ratio of the variance from slope to the true variance of R,, as shown in Fig. 8 . Thus this value of the pool fraction was lower the less exact the measurements of SA and the greater the true variance of R,.
DISCUSSION
Errors in measurements of R, by the primed infusion method under very non-steady-state conditions are well known [36] . The errors considered in this paper, however, arise when the metabolic state is steady, or nearly so, and glucose turnover is fairly slow. The errors are mostly systematic, and are greater the slower SA tends to its equilibrium value [the smaller the value of g in eqn. (2)] when the choice of P/IR is wrong. There are two corol-laries. First, since there is no way in which P/IR can be correctly chosen for individual subjects, systematic errors are ubiquitous. Secondly, the effects are not confined to studies of glucose. They may be more extreme in studies of the expiration of metabolically produced 14C02, and not negligible in studies of amino acids such as ["C]-leucine [4] . The likelihood of systematic errors when runs are too short has been discussed before on the basis of experiments in patients with NIDDM [12, 131. The present paper greatly extends and generalizes those conclusions. The most obvious finding is the complexity of the propagation of the errors. There is no general way in which results can be corrected. It is essential to use protocols that can be shown to give accurate results.
The present treatment somewhat underestimates the errors, partly by using the one-pool model, which has this effect (see the Appendix), and by the neglect of at least four other sources of error.
( (2) Changes of R, during the run. When these are reflected in changes of g, the SA-t curve seeks an everchanging equilibrium value when the Steele equation is not used. When it is, the simple method used for calculating the derivative of the SA-t curve may be in error. These effects should have been very small under the conditions considered here.
(3) Lumping. Multi-exponential curves tend to masquerade as single exponentials [38, 391, and such lumping may affect the SA-t curves from primed infusion. Test calculations, not shown here, were based on data from control subjects given a bolus of [3-3H]glucose [17] , and indicated that lumping might cause an additional error of 10% in R, in control subjects with a run-time of 120 min.
(4) Systematic errors in the measurement of SA.
Values of SA obtained by the ion-exchange method of measurement (method 2, experimental variance, etc.) diverged increasingly with time from those obtained by using paper chromatography (method 3) after bolus injection of [5-3H]-and [U-'4C]-glucose [33] in the rat. These findings do not conflict with those often quoted as validation of the ion-exchange method [40] , that merely showed that it was probably accurate to 10% shortly after injection. The ion-exchange and simpler methods are almost universally used, and are likely to overestimate SA increasingly with time during a run. The methods should be checked in man with the more usual labelling, 3-or 6-'H. 
Calculations without the Steele equation
The systematic error in R, depends upon the error in the choice of P/IR. Except when P/IR= l/g in eqn. (2) or eqn. (A8), measured R, falls between its true value and that which matches P/IR. This effect has the curious consequence that the values of R, are biased towards the hypothesis about their values implied by the way in which P/IR is chosen. This flattering tendency to confirm hypotheses is most marked when run-times are far too short, i.e. the experiment is badly designed. The two main examples given in the Results section illustrate the effect. In both it is assumed that I/, is constant, so that g is inversely proportional to concentration.
(1) The use of the same P/IR in each member of a group with different glucose concentrations implies that g has the same value in each subject that matches P/IR, and thus that R, is proportional to concentration. If, in fact, R, is independent of concentration, its measured value will be dependent, with variance about the line of best fit lower than the true variance about the true mean.
( 2 ) The use of P/IR proportional to concentration implies that R,, not g, has a particular, identical value in each subject, independent of concentration. If, in fact, mean R , is concentration-dependent then the gradient of the R,-concentration curve will be underestimated, and the mean value of R, will be dragged towards the value that matches P/IR.
Run-times can be prohibitive, over 10 h for some patients with NIDDM, and even in control subjects a runtime of at least 3 h is desirable.
Calculation with the Steeie equation
Besides random errors from the measurement of slope of the SA-t curve, there are systematic errors that depend on the error in the accessible space and the choice of P/IR. Accessible space here is expressed as the pool fractionof V,.
For the calculation of base rates, the pool fraction should be close to 1.00, but there is much uncertainty in the value of V,, published values of which cover at least the range 200-300 ml/kg [13, 30, 351, and which may vary with metabolic state. In Figs. 6-8 , V,, was treated as constant at 250 ml/kg. The uncertainty of 100 ml/kg in I/, thus corresponds to an uncertainty of 0.4 in pool fraction. Since even an error of 0.1, corresponding to an error of 20-30 rnl in accessible space, could introduce unacceptable bias in runs as long as the 4 h recently recommended for patients with NIDDM [12], it is clear that there is a high likelihood of serious bias when the more common run-times of 90-120 min are used in any patients with insulin resistance. What can be done?
Strategies to reduce systematic errors
Substantial bias may not matter when only a rough value of R, is needed, although even for this purpose runs of the usual length, about 2 h, would often be useless without the Steele correction. The problems appear when an attempt is made to utilize the seeming precision of the primed infusion method. It is perfectly feasible to reduce random errors of measurement to below 10% in each patient; and if the true variance of R, corresponded to a CD of lo%, the mean R, of a group of 20 would be given with an SEM of 3% of the mean. Very little bias would then invalidate statistical tests. I can suggest three strategies. It is assumed that the accessible space lies in the range 200-300 ml/kg. Other values are easily substituted.
(1) Use a run-time which simulation suggests is adequate. A rough clearance rate is used to calculate g, which is used in eqn. ( 2 ) and 300 ml/kg, respectively) were 12.88 and 12.14 pmol min-I kg-I. Thus a rate measured with a space of 250 ml/ kg at a concentration of 10 rnrnol/l would be biased by only 3%. Random error from slope would be about 7% of the mean if SA was measured to 1.5% precision at 60 and 120 min. This seemed good enough. jects, one for a very long span after priming, the other for a short span unprimed, both spans terminating at the same hour. The value of the accessible space would be that that gave the same value of R, with both isotopes. By exchanging the labels in different subjects isotope effects could be eliminated.
In the second method, unprimed infusion is carried out for two successive spans of at least 60 min over a period during which either R, or g can be assumed to be c o n stant. R, and accessible space are treated as variables to fit the results. A trial calculation indicated that R, and the space could be calculated with about 12% precision in a subject with NIDDM. The method might be more reliable if more than two successive spans were used, and metabolic clearance rate was treated as a variable changing linearly with time.
For bolus injection: where g3 is the lowest exponent. When the experiment is ended at time t the SA is the measured value of ESA, and its fractional error'is given by:
The fractional error is thus proportional to the error in the choice of P/IR, i.e. to (PIIR-l/g3), and is zero when P/IR = 1 /g3.
Single exponential approximation
Since two-or three-term equations were not available for many metabolic states the one-pool approximation had to be used. How good is it?
After bolus injection, by eqn. (A5):
Also:
For primed infusion, since, rearranging eqn. (A1 1 ), QT = IR/g . ESA:
(:: ) Since for a given error in P/IR, the error is less the greater the value of g, the errors calculated by the one-pool model are always a little less than those from the more accurate three-pool model. The three-pool model also differs in requiring a slightly higher value of P/IR, 107.5 against 100.
The Steele equation for one-and three-term exponentials compared
In Constant R, and V,, variable C (one-pool approximation)
When R , is constant, g is inversely proportional to C. Effect on variance when R, is proportional to C It is assumed here that all changes in rate are accounted for by changes in g,, in a three-exponential equation, and that pool sizes are constant.
With similar conventions to those above, let there be two values of ESA, ESA, and ESA,, respectively + n and -n SD about the mean, with exponential coefficients g,, and g,,. But the true SD is (ESA,-ESA,)/2n and the apparent SD is (SAA-SAB)/ 2n. Hence the apparent SD and variance are always less than the true SD and variance.
Random error from the Steele equation
The error considered is that caused in R, by error in the estimate of the slope of the SA-t curve from experimental error in values of SA. The error is that in the function: F = Q . dSA/SA, .dt (A221 The derivative is calculated by unweighted least mean squares fitting of values of SA at times t,, measured from the mean time, each value of SA obtained by rn replicated measurements, each of precision CD. The variance of the slope, sb2, is the ratio of the variance of the dependent variable, SA, about the line of best fit to the sum of squares of the independent variable about its mean [2], i.e. s:, =so2/rn.Ztf (A231 where SD is the standard deviation of SA. Taking square roots of both sides to get the error of the slope, noting that sD/SA, = CD by definition, and dividing both sides by R, to get its CD: CDR= Q.cD/R,.Jm.Ztf ('424) 
