Abstract-We describe a relatively simple derivation of the bit-error probability for a lightwave communications system using an amplitude-shift-keying (ASK) pulse modulation format and employing optical amplifiers such that amplified spontaneous emission noise dominates all other noise sources. This noise may be either polarized in the same direction as the signal or it may be unpolarized. Mathematically, it is represented as a Fourier series expansion with Fourier coefficients that are assumed to be independent Gaussian random variables. Prior to square-law detection, signal and noise passed through an optical bandpass filter. The detected current is finally filtered by temporal integration over the time slot occupied by one bit (integrate-and-dump receiver). The bit-error probability is given in a closed analytical form that is derived by the approximate evaluation of several integrals appearing in the analysis. Finally, we use our theory to derive the wellknown Gaussian approximation and find that it overestimates the biterror rate by one to two orders of magnitude. Derivations of the biterror probability of binary ASK signals are not new, the contribution of this paper consists in its simplified approach (Fourier series expansion of the noise) and in the closed analytical form in which the final result is presented in terms of elementary functions.
I. INTRODUCTION
E present a relatively simple derivation of the prob-W ability for the occurrence of errors for a lightwave transmission system employing optical amplifiers and using a binary amplitude shift-keying (ASK) modulation format [l] , [2]. The signal is assumed to be accompanied by amplified spontaneous emission noise that is generated by the optical amplifiers and dominates all other noise sources. We model the noise as a Fourier series whose time base is chosen to coincide with the duration of a single bit. The Fourier amplitudes are independent, identically distributed Gaussian random variables. This Fourier representation has two advantages. It is well suited for modeling the influence of the optical bandpass filter through which signal and noise are passed prior to detection. Furthermore, letting the time base domain T for the Fourier series expansion coincide with the bit period has the advantage of making the sine and cosine functions of the expansion mutually orthogonal over T. Thus, when we integrate signal and noise over one bit period, after performing the squaring operation demanded by the detector, cross-product terms in the double series vanish.
Our analysis is conceptually very simple. Complications arise only from the necessity of having to evaluate several integrals. One type of integral occurs in the process of computing probability densities by means of their characteristic functions. A second set of integrals enters the analysis when we convert probability densities to cumulative probabilities. Some of these integrals can be expressed precisely, others must be approximated. However, we obtain very accurate analytical approximations by using the method of steepest descent and the method of repeated integration by parts.
Our results agree very well with earlier published results of bit-error probabilities [2], [3] . The value of the present contribution consists in the relative simplicity of the derivation and in the fact that the desired bit-error probabilities are here expressed in closed form in terms of simple functions.
OUTLINE OF THE DERIVATION OF BIT-ERROR
PROBABILITIES We represent the optical signal of a logical ONE (a nonreturn to zero pulse) in the time interval T of one bit by the complex representation E, ( t ) = E , exp ( iw,t), w, is the angular carrier frequency. E , has a given constant value for a logical ONE and it is zero for a logical ZERO. Added to the signal pulses is amplified spontaneous emission noise e ( t ) , which we represent as a Fourier series that is also defined only for the time duration T of one bit
Note that the summation extends only over positive frequencies since we want e ( t ) to correspond to the complex notation of the signal, the real part of these complex quantities represent the physical signal and noise. The expansion coefficients c, of the noise are assumed to be independent Gaussian random variables with zero mean, ( c, ) = 0, and with a variance (T that is related to the noise power in the frequency band 1 / T that is occupied by one Fourier component.
obtain readily Prior to entering the square-law detector, signal and noise are passed through an optical bandpass filter whose
Its effect on the noise is to reject all frequencies outside of the passband of width Bopt which extends from v = v I to v = v 1 + M with and realizing that all integrals are actually identical, we 2M 1 width is sufficient to permit the signal to pass unaltered.
&U
-w (9) or after performing the integration
Thus, the filtered noise is simply represented by The probability density is now obtained as the inverse of the Fourier integral (8)
Y = V I
The detector moduces an electrical current that is Droportional to the absolute square value of the sum of signal plus noise M integrations by parts convert this integral to the form
To decide whether a logical ONE or a logical ZERO has been received, the current is averaged over the time duration of one bit so that the decision is based on the quan-which can be by the residue method tity
. We begin the computation of probability densities for the random variable y with the case of a logical ZERO. decision threshold current Z, , an error is made. The probability for the Occurrence of an error is Setting E ( t ) = 0, we substitute (4) into ( 5 ) and ( 5 ) into (6). The squaring operation indicated in ( 5 ) converts the 
where the absolute square magnitude of the complex expansion coefficients has been expressed as the sum of the squares of their real and imaginary parts.
To reach our goal of deriving an expression for the probability density WO( y ) for y , we introduce its characteristic function [4] m Go({) = ' j ~o ( y ) e '~~~y . (8) According to its definition, the characteristic function is defined as the average value of exp (iry). This average can be computed by introducing the probability densities for the real and imaginary parts of c appearing in (7). Since all of them are independent Gaussian random variables, the characteristic function can be expressed as a 2-m fold integral over products of 2-M Gaussian probability densities. Substituting (7) into this multiple integral A useful and accurate approximation of the incomplete gamma function can be obtained by repeated integrations by parts of the integral in (14). Keeping the first two terms of the resulting series yields the desired approximation Expression (13) for the probability density can be used to compute the average lo = ( y ) = 2Ku2M (17) and the variance 2 1;
Next, we turn to the problem of computing the probability density and the probability of error for detecting a logical ONE. We now write ( 5 ) in the form (19) Proceeding in close analogy to the procedure just outlined for computing WO ( y ), we obtain the following expression for the probability density Wl ( y )
We list an exact solution of this integral in the appendix. Here, we present a simpler and hence more useful approximation. The terms of the integrand that are proportional to a*{ stem from I e l2 in (19) and can be interpreted as the contributions to the detector current of noise beating with noise. For reasonably large signal power the contributions of noise-noise beats are small compared to the contribution of the beats between signal and noise components, but they are not negligible and must be included in the approximations. With the help of (17) we use the approximation
which holds for MKa2 << 1 as well as for M + 00. With this approximation we can write (20) as follows (22) with the signal current for logical ONES defined as
(23) A good approximation to this integral can be obtained with the method of steepest descent [6] (also known as saddle point method). Without going into the details of this calculation we state its result
To evaluate the accuracy of this approximation we plot in Fig. 1 the logarithm of the exact solution (see Appendix) as a solid curve for ?l/jo = 75 and M = 3. The logarithm of the approximation (24) is plotted as the dotted curve. The range of applicability of the approximation (24) is somewhat restricted since the expression in (24) becomes infinite at y = Io. This pole is unphysical and hence is not included in Fig. 1 , where the dotted curve is terminated at about y = 1.1 To. According to the physics of the problem we expect WO (0 ) = 0. Fig. 1 shows clearly that the probability density is not symmetrical around its maximum value. If we had omitted the effect of noise-noise beats by replacing in (22) ( 1 -2iKu2() -+ 1 we would have obtained the Gaussian probability distribution that is shown as the dash-dotted line in Fig. 1 . (The analytical form of this function is given in (49)). This comparison shows clearly that noisenoise beats are not negligible even when a logical ONE is being received.
The error probability for mistaking a ONE for a ZERO is given by the expression
When we substitute (24) into (25) we obtain an integral that does not seem to have a simple solution in terms of known functions. By changing the variable of integration via the substitution
we obtain with the integration limits and x2 = ( 4 -JQ2 Even though this integral does not seem to have a simple exact solution either, a very good approximation can be obtained by realizing that the integrand contributes primarily near the lower limit x = xl. By expressing the denominator of the integrand by the first two terms of its Taylor series expansion centered at x = xl , and by letting the upper limit of the resulting integral go to infinity, we obtain the following approximate solution:
with x1 given by (28) and Id0 defined as
(31) If ZEROS and ONES are sent with equal probability one half, the total probability for an error in detecting either a ZERO or a ONE is It is possible to express the bit-error probability in terms of the optical signal-to-noise ratio (SNR). To do this, we recall that the detected current 7, is proportional to the optical signal power of a pulse representing a logical ONE in the absence of noise. Likewise, the average current Io is proportional (with the same proportionality constant) to the optical noise power that exists after the optical filter. The optical signal-to-noise ratio existing after the optical filter can thus be expressed as (33)
I O Using (16), (17), (30), and (32) through (33), we can finally write the bit-error probability as In (34) we used M = pTBopt. This extension of ( 3 ) requires an explanation. So far we have assumed that the spontaneous emission noise is polarized in the same direction as the signal, so that p = 1. However, for unpolarized noise each of the two polarization states contributes an equal amount of statistically independent noise which doubles the number of terms in the sum (7). Thus, for unpolarized noise, M in (7) and all subsequent formulas must be replaced by 2 M, so that we have p = 2 in this case. Note also that the factorp is Lmplicitly included in the definition of the average current Io. But it is important to remember that M appears only in terms originating from noise-noise beats. Beats between signal and noise (the term E,e* + E,:e in (19)) do not contribute a factor M since only a single term in ( 4 ) survives the integration in (6) due to the orthogonality of the functions exp ( i w , t ) over the time interval T. (We assume that w, = 27rp/T with integral p. ) In addition, we expressed the factorial ( M -1 ) ! by the gamma function I? ( M ) to extend its applicability to nonintegral values.
DETERMINING THE OPTIMUM DECISION LEVEL AND PLOTS OF BER
If the decision level is set optimally, the error probability should assume a minimum. Setting the derivative of (32) with respect to Id equal to zero yields, with the help of (14) and ( 2 5 ) , the implicit defining equation for Id
We take the logarithm of both sides of this equation and, after rearranging terms, obtain the following implicit equation for determining sd = I d / j o
We have again used
and defined the parameter A appearing in (38) as Equation (38) the product TBopt. The integration of the detected current over the bit-time interval T is equivalent to a low pass filter with baseband bandwidth B, = 1 / ( 2 T ) , so that we may interpret TBopt as the ratio Bo,/(2B,).
Since s d / s is nearly constant over a wide range of s values and since it does not depend critically on the values of TBopt, it is possible to compute approximate values of BER from (34) without having to solve (38), by setting s d / s = 0.28. However, it is not much more complicated to obtain the optimum decision level from iterative solutions of (38) and use them to compute BER from (34). This has been done to plot the curves shown in Fig. 3(a) and (b). The ordinate in these figures represents a normalized signal-to-noise ratio SNRT = SNR T * Bopt. (42) However, since the amount of optical noise is proportional to the bandwidth of the optical filter Bopt the normalized ratio can be regarded as the ratio of optical signal-to-noise power where the noise is limited to the frequency range that can pass through the electrical filter with bandwidth 2B, = 1 / T. For this reason, we have labeled the normalized signal-to-noise ratio as SNRT which must be interpreted in the above-mentioned sense. bit-time interval times the bandwidth of the optical filter Tilopt. To understand the apparent disparity between the two sets of figures it is important to remember that a given SNRT value for polarized noise would be reduced to one half of its value if noise is admitted to the receiver in both polarizations. Thus, a value of SNRT = 150 in Fig. 3(a) corresponds to SNRT = 75 in Fig. 3(b) . Furthermore, the point SNRT = 75 and TBopt = 1 on the curve in Fig. 3(b) correspond to the point SNRT = 150 and TBopt = 2 in Fig. 3(a) since the amount of noise doubles when either the width of the optical filter is doubled or when the second polarization is admitted to the receiver. The results plotted in Fig. 3(a) and ( The probability density for measuring a given current level in the presence of amplified spontaneous emission noise is given by (13) for logical ZEROS and by (24) for logical ONES. Neither of these probability densities is Gaussian. For M = 1 (13) is clearly an exponential function. However, by applying the central limit theorem to When we substitute (4) into (19) and substitute the resulting expression into (6), the central limit theorem may be invoked once more to assert that W , ( y ) must also approach a Gaussian distribution in the limit M -+ 03. This transition can also be proved by substituting
into (24) and letting TI and/or M become very large. However, it is easier to invoke the central limit theorem and obtain the mean value and the variance of the distribution from the characteristic function for the probability distribution W ( y ) which is the Fourier inverse of (20) ' (45)
The mean is obtained as [2] with 7, and Io defined by (23) and (17) 
Thus, we obtain for M + 03 as the Gaussian limit of (13) with 7, and U, defined by (17) and (18). The Gaussian limit of (24) is likewise We can now compute the bit-error probability in Gaussian approximation. The probability for mistaking a logical ZERO for a logical ONE is n m
The right-hand side of this expression is based on an approximation of the complementary error function that is valid for large values of its argument [3] . The probability of mistaking a logical ONE for a logical ZERO is likewise (II + I, -I,)?]
The optimum decision level Id is obtained if we replace the probability densities in (37) This approximation causes only a slight shift of the optimum decision level because of the very rapid variation of the exponential functions with small changes of their arguments. Equating the exponents of (48) and (49) For this reason we obtain from the Gaussian equivalent of (32) the following simple expression for the bit-error probability (bit-error rate (BER)) [7] , [8] e -( Q ' / 2 ) BER = -.
The Gaussian approximation of the bit-error rate is much simpler than the corresponding expression (34), but this gain in simplicity is bought at the expense ofaccuracy. Fig. 4 shows the relative decision level Id/Zl as a function of the SNR. This curve corresponds to Fig. 2(a) and (b) of the more accurate theory. We see that the optimum decision level of the Gaussian approximation is lower than that of the more accurate theory and that
The bit-error rate in the Gaussian approximation is plotted in Fig. 5(a) for polarized noise, p = 1 and in Fig. 5(b) for unpolarized noise p = 2. Comparison with the more accurate curves of Fig. 3(a) and (b) shows that the BER in the Gaussian approximation is between one and two orders of magnitude larger than the more accurate values. fiber losses. However, optical amplifiers generate spontaneous emission noise that travels through the system and is amplified together with the signal. As the signal level is kept constant by repeated amplification, the amplified spontaneous emission noise grows proportionally with the number of amplifiers. Thus, for long systems the noise becomes completely dominated by this amplified spontaneous emission noise. Other noise contributions such as shot noise or avalanche noise of the detector and thermal noise in the electrical circuits is assumed to be negligible by comparison.
For comparison with established theories we use our results to derive the bit-error rate in Gaussian approximation. We find that the customary Gaussian approximation overestimates the bit-error rate of the system by one to two orders of magnitude.
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APPENDIX
The integral in (20) can be converted to a tabulated Laplace transform by transforming the variable of integration as follows:
Rearranging terms permits us to write
The integral in (A2) is listed in tables of Laplace transforms. With their help and with the use of (17) and (23) we obtain the following exact expression for the probability density This loss of accuracy should be kept in mind when using the Gaussian approximation for bit-error rate calculations of optical communications systems where the noise is overwhelmingly contributed by optical amplifiers.
V. CONCLUSIONS
We have studied the bit-error rate performance of an the noise of the system is overwhelmingly contributed by optical amplifiers. Such systems, envisioned for very long optical fiber systems operating near the zero-dispersion wavelength would not need regenerative repeaters but would rely on analog optical amplifiers to compensate the optical communications system under the assumption that 
