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Chapter 1
Introduction
If all the components of a metal alloy are heated to a high enough tempera-
ture, they will quickly form an almost perfect homogeneous mixture. If this
mixture is then rapidly quenched below a certain temperature, the alloy solid-
ifies and a process of phase separation does set in. How this process looks like
crucially depends on the initial concentrations of the two alloy components.
If the relative initial concentration µ is in the so-called spinodal region S (see
Figure 1.2) and we start close to the homogeneous mixture u(0) ≈ h0 ≡ µ,
one observes in a first stage the formation of snake-like patterns exhibiting a
characteristic length scale, see the left side of Figure 1.1, [31], and [32].
On the other hand, if µ is in the so-called metastable region M (see Figure
1.2), we observe the sprouting of island-like regions which are rich in one
of the components. These regions pop up at some random positions within
the alloy. Different experiments will lead to different sizes and locations of
the islands, regardless of how carefully the initial conditions are chosen. We
call this process - illustrated in Figure 1.1 on the right side - nucleation. In
order to describe phase separation of alloys around 1960 Cahn and Hilliard
proposed in [10] a deterministic model. They considered the fourth-order
parabolic partial differential equation
ut = −∆( 1
λ2
∆u− f˜(u)) in G ,
∂u
∂ν
=
∂∆u
∂ν
on ∂G ,
(1.1)
for the concentration u = u(t, x) of one of the two metals as a function of
time and space, where u is affine scaled to be between −1 and 1. The domain
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Figure 1.1: Snap shots of the solutions u at some time t0 > 0 of the Cahn-
Hilliard-Cook equation (1.3) on the square G = (0, 1)2, generated by Thomas
Wanner. Depending on mass µ of the initial condition u(0) one observes
Spinodal Decomposition or Nucleation.
G ⊂ Rn, n ∈ {1, 2, 3} is bounded with sufficiently smooth boundary - in
Figure 1.1 one has for instance G = (0, 1)2. The function f˜ is the derivative
of a double-well potential F˜ , the standard example being the cubic function
f˜(u) = u3−u, see Figure 1.2. The small parameter 1
λ2
> 0 models interaction
length. Note that due to the homogeneous Neumann boundary conditions
the Cahn-Hilliard equation is mass-conserving, i.e., the total concentration
1
|G|
∫
G
u dx remains constant equal to µ along any solution u. Moreover, the
dynamics of (1.1) can be viewed as a gradient flow induced by the Ginzburg-
Landau free energy functional E (cf. Definition (3.8) in Section 3.3), i.e. if
the gradient is taken in the right topology, then the system (1.1) is equivalent
to the evolutionary equation
ut = −∇E(u) .
In the spinodal case this model agrees quite good with the experiments as
shown in [31], [32], and [36].
One of the shortcomings of the deterministic Cahn-Hilliard model is that it
neglects the continuous effect of small thermal fluctuations. For example,
this becomes apparent if we choose as initial condition a function u(0) which
is close to the homogeneous function h0 ≡ µ with µ in the metastable region,
i.e. f˜ ′(µ) > 0. Then the solution of (1.1) converges to h0 as t → ∞, since
h0 is a locally stable equilibrium - compare [6]. In other words, this model
7f˜(u)
F˜ (u)
u
−1
1
M
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Figure 1.2: f˜(u) = u3 − u and F˜ (u) = 1
4
u2(u2 − 2) + c
does not match our physical experiments where we observe nucleation and
not stability.
A way out is to start with initial conditions which are sufficiently inhomoge-
neous. Indeed Bates and Fife proved in [6] for the one-dimensional domain
G = (0, 1) existence of spike-like solutions s1+ and their mirrored versions s
1
−
which they called canonical nuclei. Their detailed structure is displayed in
Section 3.9. The local stable manifolds of these spikes have codimension one.
Hence, Bates and Fife conjectured that these manifolds separate the domains
of attraction of the locally stable homogeneous equilibrium h0 and the glob-
ally stable interface solutions i0+, i
0
− - see Figure 1.3 and Section 3.9. We will
prove this (to some extend) in Section 5.6. In this sense the spike-solutions
describe the necessary impurity which has to be introduced, in order to trig-
ger nucleation. Of course there already exist many results concerning exis-
tence and uniqueness of solutions of (1.1) or special features of the dynamics
like attractors, inertial manifolds, or Hartman-Grobman results. Confer for
instance [7], [30], [34], [37], or [38]. However, for a selfcontained presentation
we provide the semiflow S induced by (1.1) on a suitable Hilbert space. We
show existence of a global attractor A and an inertial manifold M. For small
parameters λ the global attractor consists of the single equilibrium h0. But
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Figure 1.3: Conjecture of Bates and Fife
with increasing λ the attractor gets more and more complicated (cf. Section
5.7). Due to [22] and [23] the changes of the set of equilibria E ⊂ A are com-
pletely known. Nevertheless we are far away from a systematic description
of A. In order to investigate the fine structure of the attractor, the inertial
manifold can be used to reduce the semiflow S to a finite dimensional flow
ϕ which already contains all relevant dynamics, in particular the attractor.
See Chapter 5. In this setting we can use the theory of index filtrations to
determine some local attractors contained in A. With a continuation argu-
ment in λ it is possible to prove that the connecting orbits from s1± to h
0
persist on a nontrivial interval λ ∈ Λ. In other words the first spikes s1± are
located on the boundary of the basin of attraction B = B(h0) of the stable
equilibrium h0. Moreover, we show in Section 6.3 that these spikes s1± are
the unique minimizers of the problem
E(u)→ min , u ∈ ∂B .(1.2)
The set of equilibria which lie on the boundary ∂B is denoted by E0, see
Figure 1.4. It follows s1± ∈ E0 and
e ∈ E0 \ {s1±} ⇒ E(e) > E(s1±) .
Instead of choosing the initial condition sufficiently impure, we will follow
another approach to match the stochastic element. Cook proposed in [15] a
stochastic partial differential equation model, commonly referred to as Cahn-
9s1+
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Figure 1.4: Equilibria in E0 with minimum energy: the first spikes s
1
±
Hilliard-Cook model. He considered
ut = −∆( 1
λ2
∆u− f˜(u)) + σξ in G ,
∂u
∂ν
=
∂∆u
∂ν
on ∂G ,
(1.3)
with G, f˜ and λ like above. But unlike (1.1) the right-hand side of the equa-
tion incorporates an additive noise term σξ, this stochastic force is described
by the noise strength σ > 0 and the distributional derivative ξ = ∂tW of
a Wiener process {W (t, ω) : t ≥ 0, ω ∈ Ω} in phase space, realized over
some probability space (Ω,F ,P). For rigorous treatment of this equation
see, for instance, [8]. The immediate advantage of the Cahn-Hilliard-Cook
model is that there is a natural notion of the stochastic element in the pat-
tern formation process. We do not have to consider randomly chosen initial
conditions u0 close to the homogeneous equilibrium h
0 ≡ µ. Rather, one
can consider the fixed initial condition u(0) = h0, which is no longer a sta-
ble equilibrium due to the additive noise term. Even though the underlying
deterministic dynamics tends to drive the motion back towards the homo-
geneous state, the cumulative effect of the stochastic fluctuations results in
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a positive probability for leaving the domain of attraction, thus leading to
the onset of nucleation. To understand nucleation in the one-dimensional
Cahn-Hilliard-Cook model, our goal is to show that with high probability
solutions of (1.3) exit the domain of attraction of h0 in a small neighborhood
of the first spikes s1±.
The essential ideas of the proof can be explained on the basis of a sim-
pler problem, considered by Freidlin and Wentzell [21], who applied large
deviation techniques on perturbed systems of the form
x˙ = b(x) + σw˙ ,
x(0) = x0 ,
(1.4)
with x ∈ Rr for some r ∈ N and smooth vector field b : Rr → Rr. The
noise is given by the distributional derivative of a r-dimensional Brownian
motion w defined on some probability space (Ω,F ,P). It is weighted with
intensity σ > 0. Moreover, they considered a suitable domain D in Rr
which is positive invariant and attracted by a stable equilibrium e ∈ D in
the deterministic flow (σ = 0). One can ask the question when and where
a stochastic trajectory xσ(t) starting from the interior of D is leaving the
closure cl D. For small σ > 0 clearly the trajectories tend towards e with
high probability, see Figure 1.5. But nevertheless with probability one they
leave cl D at some random time τσ due to the additive noise term. A set
E ⊂ ∂D is called an exit set for equation (1.4) and set D if
P (xσ(τσ) ∈ E)→ 1 as σ → 0 .(1.5)
In many cases one can determine an exit set E occupying only a small portion
of the boundary ∂D. For the system (1.4) we can define a quasi-potential
with respect to e given by
I(e, x) = inf{IT (ϕ) : ϕ ∈ C([0, T ];Rr), ϕ(0) = e, ϕ(T ) = x, T > 0}
where IT is the action functional of (1.4):
IT (ϕ) =
1
2
∫ T
0
‖ϕ˙(s)− b(ϕ(s))‖2 ds.
If the integral is not defined one sets IT (ϕ) = +∞. Intuitively we can think
of I(e, x) as the least energy which is necessary to get from e to x. If I(e, ·)
11
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Figure 1.5: Exit from the attracting domain D
attains its minimum on ∂D at a unique point y0 one has the following result,
cf. [21]:
For fixed δ > 0
P (‖xσ(τσ)− y0‖ < δ)→ 1 as σ → 0 .(1.6)
In other words, if we choose the noise intensity σ sufficiently small, then
with high probability we leave D close to y0. On the right side in Figure
1.5 we see a typical trajectory for σ small. We want to apply this result to
the one-dimensional Cahn-Hilliard-Cook equation. As the first step towards
extending this theory to the infinite dimensional case one has to derive the
action functional IT . The specific form of the action functional is similar to
the finite dimensional case. In [21] it is shown that if b(x) has a potential
U(x), i.e.
b(x) = −∇U(x) ,
then the quasi-potential I(e, x) can be expressed in terms of U(x), more
precisely one has the explicit formula
I(e, x) = 2 [U(x)− U(e)] .
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In fact this is the reason why I(e, x) is called ’quasi-potential’. Then the
problem of finding the minimizers of I(e, ·) on ∂D reduces to a minimization
problem of the potential U on ∂D. This result has been extended to certain
infinite-dimensional settings in [18] and [16] and we adapt it to the Cahn-
Hilliard-Cook equation. We choose the noise in such a way that we can use
the underlying gradient structure with respect to the Ginzburg-Landau free
energy E. Then the quasi-potential essentially coincides with this energy,
just as in the finite-dimensional setting.
Before we can prove a result like (1.6) we have to define a suitable neigh-
borhood D of the isolated equilibrium h0. The canonical candidate for D is
the basin of attraction B of h0 in the deterministic semiflow. However, for
technical reasons we will choose D = D(κ, ρ), ρ > κ > 0 as suitable bounded
subsets of B, see Figure 1.6. These sets exploit B in the following sense: For
n ∈ N one has
D( 1
n
, n) ⊂ D( 1
n+ 1
, n+ 1) ,
and
B =
⋃
n∈N
D( 1
n
, n) .
For such D we are able to localize the minimizers of the quasi-potential on
∂D, which is equivalent to determine the minimizers of the energy E - see
Section 7.4. Using (1.2) one finds that these minimizers are close to the first
spikes s1±. Finally we prove that for δ > κ the sets
E = E(δ, κ) = ∂D ∩Bδ(s1±)
are exit sets for the Cahn-Hilliard-Cook equation (1.3) and the attracting set
D in the sense of (1.5), see Figure 1.6.
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Figure 1.6: Exit set E close to the first spikes
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Chapter 2
Preliminaries
We consider the following equation for the scalar field u = u(t, x)
∂tu+
1
λ2
∂4xu = ∂
2
x(f(u)), for x ∈ [0, 1] and t ≥ 0 ,∫ 1
0
u(x)dx = 0, for t ≥ 0 ,
∂xu = ∂
3
xu = 0, for x ∈ {0, 1} and t ≥ 0 ,
u(0, x) = u0(x) for x ∈ [0, 1] .
(2.1)
This equation is derived from the standard Cahn-Hilliard equation by a mass
shift, i.e. u = u˜− µ, where µ = ∫ 1
0
u˜(x)dx. The nonlinearity has the form
(2.2) f(u) = f˜(u+ µ) ,
with f˜(u˜) = u˜3 − u˜ being the standard nonlinearity of the Cahn-Hilliard
equation. Since we investigate nucleation we fix the mass µ to be in the
metastable region, i.e. µ ∈ (−1,+1) such that:
(2.3) χ := f ′(0) = f˜ ′(µ) > 0 .
For convenience we assume that λ is contained in a compact parameter range
Λ = [λmin, λmax] ⊂ (0,+∞). We rewrite equation (2.1) as an evolutionary
equation in an appropriate Hilbert space containing mass constraint and
Neumann boundary conditions. With the right choice of this space equation
(2.1) leads to an explicit gradient system. This additional structure is partic-
ularly useful in the stochastic part where the evolutionary equation in (2.1)
is disturbed by a stochastic noise term.
15
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2.1 Function Spaces and the Operator A
Let L˙2(0, 1) be the Hilbert space of all square integrable functions u on (0, 1)
with average zero and the standard inner product of L2(0, 1) denoted by
(·, ·)0. The functions
(2.4) ek(x) =
√
2 cos(kπx), k ∈ N ,
build an orthonormal basis in L˙2(0, 1) and the Fourier coefficients of u ∈
L˙2(0, 1) are given by
uk = (u, ek)0 , k ∈ N .
The operator A = ∂4x is selfadjoint in L˙
2(0, 1) with compact resolvent. The
spectrum of A is
σ(A) = {µk = (kπ)4, k ∈ N} .
The corresponding unit eigenvectors are the functions ek given above
Aek = µkek, k ∈ N .
In particular A is positive
µ1|u|20 ≤ (Au, u)0, for all u ∈ D(A) ,
where the domain D(A) can be characterized as
D(A) = {u ∈ L˙2(0, 1) :
∞∑
k=1
µ2ku
2
k <∞} .
The operator A generates a family of interpolation spaces {Hα, α ∈ R} (cf.
[37, Section 3.7]):
H2α = {u ∈ L˙2(0, 1) : |u|22α =
∞∑
k=1
µαku
2
k <∞} for α ≥ 0 ,
and for α < 0 let H2α denote the topological dual space of H−2α.
For all α ∈ R the space H2α becomes a Hilbert space with inner product
(u, v)2α =
∞∑
k=1
µαkukvk ,
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and is represented as
H2α = {u =
∞∑
k=1
ukek : |u|22α = (u, u)2α <∞} .
Since A is positive and sectorial, one can define its fractional powers
Aβu :=
∞∑
k=1
µβkukek, for all u ∈ D(Aβ) := H4β , β ≥ 0 .
For β ≥ 0 the interpolation spaces H4β are the domains of Aβ equipped with
the graph norm, i.e.,
|u|4β = |Aβu|0 .
Furthermore Aβ is an isometry from Hα+4β to Hα, for all α ∈ R and β ≥ 0
such that
(Aβu,Aβv)α = (u, v)α+4β, for all u, v ∈ Hα+4β ,
and
(Aβu,Aβv)α = (A
2βu, v)α for u ∈ Hα+8β and v ∈ Hα+4β .
For integer exponents the spaces Hα, α ∈ N0 are closely related to the
corresponding Sobolev spaces Hα = Hα(0, 1) = W α,2(0, 1). Indeed Hα is a
closed subspace of Hα and the norms are equivalent:
‖u‖α,2 ∼ |u|α, for all u ∈ Hα.
This relation can be extended to arbitrary exponents which leads to Besov
spaces (cf. [1] or [2]). For real α1 < α2 one has the compact imbedding
(2.5) Hα2 →֒ Hα1 .
The functions e˜k(x) =
√
2 sin(kπx), k ∈ N build an an orthonormal basis in
H0 as well as the functions ek(x), k ∈ N, see (2.4), together with e0 = 1.
One easily verifies
(2.6) (∂xu, ∂xv)0 = (u, v)1 , for all u, v ∈ H1 .
Here (·, ·)0 is extended to the standard inner product on H0.
We remark that on Hα
(2.7) A
1
2 = −∂2x , with D(A
1
2 ) = Hα+2 .
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In this context we also introduce the operator P0 in H
α which projects u =∑∞
k=0 ukek to its mass free part
P0u =
∞∑
k=1
ukek .
2.2 The Analytic Semigroup
The linear term in (2.1) contains an additional parameter λ ∈ Λ. Therefore
we introduce the operator
Aλ =
1
λ2
A .
The operator Aλ has essentially the same properties as A. In particular it is
a positive, selfadjoint linear operator with compact resolvent on H0. Under
this conditions −Aλ generates an analytic semigroup {Tλ(t), t ≥ 0} (cf. [35]).
The following representation for u =
∑∞
k=1 ukek is true:
Tλ(t)u = e
−Aλtu =
∞∑
k=1
exp
(
−µk
λ2
t
)
ukek .
The semigroup {Tλ(t), t ≥ 0} on H0 extends to, or restricts to, an analytic
semigroup on each Hα, α ∈ R, see for instance [37, Theorem 37.2]. We collect
some properties of Tλ(t) in the following lemma.
However, for the construction of the inertial manifold we will need results for
a slightly more general situation: Let P denote the orthogonal projection of
H0 onto span{e1, . . . , en} and Q = I−P . Then −AλQ generates an analytic
semigroup {e−AλQt, t ≥ 0}, on QH0 and on QHα, α ∈ R, respectively. In
the following we will regard e−AλQt as a mapping on Hα, α ∈ R, i.e. for
u =
∑∞
k=1 ukek we define:
(2.8) e−AλQtu =
∞∑
k=n+1
exp (−µk
λ2
t)ukek .
In particular we get e−AλQt|t=0 = Q. For the special case P = 0, Q = I−P =
I the next lemma collects properties of the semigroup e−AλQt = Tλ(t).
Proposition 2.2.1 Let α ∈ R. Then the following statements hold:
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1. For u ∈ Hα, one has
lim
t→0+
e−AλQtu = Qu in Hα,
and
|e−AλQt|L(Hα) ≤ e−
µn+1
λ2
t, for all t ≥ 0 .
2. For any β ≥ 0 and t > 0, the operator e−AλQt maps Hα into Hα+4β
and is strongly continuous in t > 0.
3. For any β > 0 one has
|e−AλQt|L(Hα,Hα+4β) = |Aβe−AλQt|L(Hα) ≤ b(t), for all t > 0 ,
where b(t) = bn,λ,β(t) is defined by
b(t) :=
{
(βλ2)βe−βt−β, for 0 < t ≤ βλ2
µn+1
,
µβn+1e
−µn+1
λ2
t, for βλ
2
µn+1
≤ t .
One can estimate the term bn,λ,β(t) uniformly in n by
b(t) ≤Mt−β , for all t > 0 ,
for some constant M =M(β, λ) > 0.
4. For β > 0 and t > 0 the mapping Λ → L(Hα,Hα+4β), λ 7→ e−AλQt is
continuous.
5. The semigroup e−AλQt is compact for t > 0.
6. For any 0 < β ≤ 1 there is a constant K = K(β, λ) > 0 such that
|e−AλQtu−Qu|α ≤ Ktβ |AβQu|α, for t ≥ 0, u ∈ Hα+4β.
7. The functions e−AλQtu are Lipschitz continuous in t, for t > 0 and
u ∈ Hα. More precisely, for every β ≥ 0, there is a constant C =
C(β, λ) > 0 such that
|Aβ(e−AλQ(t+h) − e−AλQt)u|α ≤ C|h|t−(1+β)|Qu|α,
for all t > 0, u ∈ Hα .
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8. For β ≥ 0, γ > 0 and u ∈ Hα, one has
e−AλQtu ∈ C([0,∞);Hα) ∩ C0,γloc ([0,∞);Hα−4γ) ∩ C0,1((0,∞);Hα+4β) .
Proof: The convergence and the estimates can be verified by a direct com-
putation and the representation (2.8). Compactness of the semigroup follows
from the compact imbedding (2.5). Item 8 follows directly from items 1,5
and 6.
Alternatively these results can be found in a more abstract setting in [37] or
[35]. 
Chapter 3
The Cahn-Hilliard Model as an
Evolutionary Equation
We rewrite equation (2.1) now as an evolutionary equation in a suitable
Hilbert space. Mass constraint and Neumann boundary conditions are ful-
filled automatically for u ∈ Hα in the sense that for sufficiently large α the
function u fulfills these conditions in the classical manner. We choose H−1.
With this special choice of the exponent we get an explicit gradient system.
Of course there already exist many results concerning the unique, global so-
lution of the Cahn-Hilliard equation. For instance in [34],[38] the solution is
constructed by the Faedo-Galerkin method. In [37] they prove global exis-
tence in terms of mild solutions, considering the evolutionary equation in the
space H0. However, all these methods use the existence of a Lyapunov func-
tion. From this point of view it is natural to consider the gradient system,
derived directly from this Lyapunov function. In fact (2.1) was derived in [19]
in exactly this way, i.e. taking the Ginzburg-Landau free energy functional
(see Section 3.3 for the definition) and looking for mass conserving gradient
flows of this functional.
For (2.1) we define the associated evolutionary equation on H−1 for t ≥ 0 by
∂tu+ Aλu = G(u) ,
u(0) = u0 ,
(3.1)
G to be defined in (3.2).
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3.1 The Nonlinearity
In (2.1) the nonlinearity has the form ∂2x(f(u)), where f is given in (2.2) by
the polynomial
f(u) = u3 + 3µu2 + (3µ− 1)u+ µ(µ2 − 1) .
Before we define the nonlinearity G we establish some regularity results for
f considered as a nonlinear operator on the space Hα, α ∈ N.
We recall that for Banach spaces V,W the space CLip(V,W ) consists of all
continuous functions g : V →W with the property that for any bounded set
B in V there exist constants K0 = K0(B) and K1 = K1(B), such that
|g(v)|W ≤ K0, for all v ∈ B ,
and for all v1, v2 ∈ B,
|g(v1)− g(v2)|W ≤ K1|v1 − v2|V .
For an open set U ⊂ V we define C1F (U,W ) to be the space of all continuously
Fre´chet differentiable functions on U . Finally we define
C1Lip(V,W ) = CLip(V,W ) ∩ C1F (V,W ) .
The spaces CLip, C
1
Lip are Fre´chet spaces with the topology induced by uni-
form convergence of g, and (g,Dg) respectively, on bounded sets.
For α ∈ N the spaces Hα are Banach algebras, i.e. with u, v ∈ Hα also
the pointwise product uv belongs to Hα and there exists a positive constant
K = K(α) such that
|uv|α ≤ K|u|α|v|α .
See for instance Theorem 4.39 of [2]. An easy calculation shows that for
u, v, h ∈ R and certain polynomials pi, i ∈ {1, 2, 3}
f(u)− f(v) = p1(u, v)(u− v) ,
f(u+ h)− f(u)− f ′(u)h = p2(u, h)h2 ,
f ′(u)− f ′(v) = p3(u, v)(u− v) ,
and the Banach algebra property yields f ∈ C1Lip(Hα, Hα) for all α ∈ N with
Df(u)h = f ′(u)h.
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Since constant functions are in the kernel of the operator ∂2x we have for
u ∈ Hα, α ∈ N
∂2xu = ∂
2
xP0u .
Now it is clear how to define the nonlinearity. Using (2.7) we set
G(u) = −A 12P0f(u) .(3.2)
We have −A 12P0 ∈ L(Hα,Hα−2), and together with f ∈ C1Lip(Hα, Hα) it
follows G ∈ C1Lip(Hα,Hα−2) for all α ∈ N. The Fre´chet derivative is
DG(u)h = −A 12P0[f ′(u)h], u, h ∈ Hα .
3.2 Mild and Strong Solutions
For α ∈ N we introduce the following two solution concepts for functions
u : [0, τ)→Hα, τ > 0:
The concept of mild solutions is based on the Variation of Constants For-
mula. A pair (u, τ) is said to be a mild solution of (3.1) in the space Hα,
provided u ∈ C([0, τ);Hα) is a solution of the integral equation
u(t) = e−Aλtu0 +
∫ t
0
e−Aλ(t−s)G(u(s))ds, in Hα for all t ∈ [0, τ) .(3.3)
In particular u satisfies the initial condition u(0) = u0 ∈ Hα.
We will also need the notion of a strong solution (u, τ) of (3.1) in the space
Hα. That is a function u ∈ C([0, τ);Hα) which satisfies u(0) = u0, is strongly
differentiable almost everywhere with ∂tu and Aλu ∈ L1loc[0, τ ;Hα−2), and
satisfies the differential equation
∂tu(t) + Aλu(t)
a.e.
= G(u(t)), in Hα−2 and on [0, τ) .(3.4)
Note that under the condition G ∈ CLip(Hα,Hα−2) a strong solution must
be a mild solution, if it exists. See for instance [37].
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Theorem 3.2.1 Let α ∈ N. Then for all λ ∈ Λ and all u0 ∈ Hα there is
a unique, maximally defined, mild solution (u, T ) = (u, T )(λ, u0) of (3.1) in
Hα with
u ∈ C([0, T );Hα−2+2β) ∩ C0,1−γloc ((0, T );Hα−2+4γ) ∩ C((0, T );Hα+2) ,(3.5)
for all β and γ with 0 ≤ β ≤ 1 and 0 ≤ γ < 1. This mild solution is already
a strong solution in Hα. Furthermore, either T =∞ or
lim
t→T−
|u(t)|α =∞ .(3.6)
The set Ξ = {(λ, t, u0) ∈ Λ × R+0 × Hα : 0 ≤ t < T (λ, u0)} is open in
Λ×R+0 ×Hα and the mild solution mapping
S : Ξ→Hα, (λ, t, u0) 7→ Sλ(t)u0 = u(t)
is continuous.
For every λ ∈ Λ the mapping Sλ defines a nonlinear local semigroup, i.e. for
all u0 ∈ Hα
Sλ(0)u0 = u0 and
Sλ(s)Sλ(t)u0 = Sλ(s+ t)u0, for all s, t ≥ 0 with s+ t < T (λ, u0) .
(3.7)
Proof: For parameter independent problems all these results can be found
for instance in [37, Section 4.7]. The continuity in λ follows similarly by using
an extension of the Contraction Mapping Theorem containing an additional
parameter, see [12]. 
Our next goal is to prove global existence, which means to exclude the pos-
sibility of a blow-up (3.6) in finite time. As a consequence the semigroup
property (3.7) holds for arbitrary s, t ≥ 0 and S becomes a continuous fam-
ily of nonlinear semiflows Sλ, which are continuous at t = 0, respectively.
Since the nonlinearity G is not linearly bounded, we can not use direct meth-
ods to prove global existence. However, we now show that the Ginzburg-
Landau free energy E is a Lyapunov function and finally the coercivity of E
yields global existence.
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3.3 The Ginzburg-Landau Free Energy
We define the energy functional as follows
Eλ(u) :=
∫ 1
0
1
2λ2
|∂xu|2 + F (u) dx ,(3.8)
where F is a primitive of f :
F (u) =
∫ u
−µ
f(s) ds .(3.9)
Note that for the standard Cahn-Hilliard equation the energy E˜λ(u˜) is defined
in almost the same manner, i.e.
E˜λ(u˜) =
∫ 1
0
1
2λ2
|∂xu˜|2 + F˜ (u˜) dx ,(3.10)
where F˜ is a primitive of f˜ :
F˜ (u˜) =
∫ u˜
0
f˜(s) ds .(3.11)
With regard to (2.2) we have F˜ (u˜) = F (u) and hence E˜λ(u˜) = Eλ(u).
As F is a fourth order polynomial with positive leading coefficient there exist
positive constants c1, c2 such that
− c1 ≤ F (u) ≤ c2u4 + c1 .(3.12)
Now we consider Eλ as a functional on H1. Using (2.6), it can be written as
Eλ(u) =
1
2λ2
|u|21 + V (u) ,(3.13)
where
V (u) :=
∫ 1
0
F (u) dx .(3.14)
Like for the nonlinearity G one shows that for u, v, h ∈ R and certain poly-
nomials pi, i ∈ {1, 2, 3}
F (u)− F (v) = p1(u, v)(u− v) ,
F (u+ h)− F (u)− f(u)h = p2(u, h)h2 ,
f(u)− f(v) = p3(u, v)(u− v) .
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Moreover, the Banach algebra property of H1 yields Eλ ∈ C1Lip(H1,R) with
DEλ(u)h =
1
λ2
(u, h)1 + (f(u), h)0 .(3.15)
Furthermore, we deduce from (3.12) that Eλ is coercive on H1 with
1
2λ2
|u|21 − c1 ≤ Eλ(u) ≤ c3|u|41 +
1
2λ2
|u|21 + c1 ,(3.16)
for some constant c3 > 0.
Later we will need that the nonlinearity G can be written as the negative
H−1-gradient of V :
G(u) = −∇V (u), for all u ∈ H1 .(3.17)
This follows from
(∇V (u), h)−1 = DV (u)h = (f(u), h)0 =
(
A
1
4P0f(u), A
1
4h
)
−1
=
(
A
1
2P0f(u), h
)
−1
= (−G(u), h)−1 .
Consequently the evolutionary equation (3.1) is equivalent to
∂tu = −∇Eλ(u) ,
u(0) = u0 .
(3.18)
3.4 The Energy as a Lyapunov Function
We recall that a Lyapunov function E of a local semigroup S on H1 is by
definition a continuous function E : H1 → R, such that
1. for any u0 ∈ H1, the function E(S(t)u0) is decreasing;
2. if E(S(t0)u1) = E(u1), for some t0 > 0, then u1 is a fixed point of the
local semigroup S.
Now we show that for all λ ∈ Λ the Ginzburg-Landau free energy Eλ defined
in (3.8) or (3.13) is a Lyapunov function for the local semigroup Sλ given in
(3.7) for α = 1.
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In a first step we consider initial conditions u0 ∈ H3. Theorem 3.2.1 gives
a strong solution u in H3 on a maximal interval of existence [0, T ), i.e.
u ∈ C([0, T );H3) satisfies u(0) = u0, is strongly differentiable almost ev-
erywhere with ∂tu and Aλu ∈ L1loc[0, T ;H1), and satisfies the differential
equation
∂tu(t) + Aλu(t)
a.e.
= G(u(t)), in H1 and on [0, T ) .
Hence Eλ(u) is differentiable a.e. with
∂tEλ(u) = DEλ(u)∂tu
=
1
λ2
(u, ∂tu)1 + (f(u), ∂tu)0
=
1
λ2
(
A
1
2u,A
1
2∂tu
)
−1
+
(
A
1
4P0f(u), A
1
4∂tu
)
−1
= (Aλu, ∂tu)−1 − (G(u), ∂tu)−1
= −|∂tu|2−1 .
In addition we conclude from (3.5) that Eλ(u) ∈ C0,1loc [τ, T ;R) for 0 < τ < T
and the Newton-Leibniz formula holds
Eλ(u(t)) = Eλ(u(τ))−
∫ t
τ
|∂tu(s)|2−1 ds ,
for τ ≤ t < T . Confer for instance [37, Lemma C.6]. Passing to the limit
τ → 0 yields ∂tu ∈ L2loc[0, T ;H−1) and
Eλ(u(t)) = Eλ(u0)−
∫ t
0
|∂tu(s)|2−1 ds .
In particular we get
Eλ(u(t)) ≤ Eλ(u0) ,(3.19)
for u0 ∈ H3 and t ∈ [0, T ).
In the second step we rely on H3 being dense in H1. Let u0 ∈ H1 be an
arbitrary initial condition and (un) ⊂ H3 a sequence converging to u0 in H1.
Due to Theorem 3.2.1 we have a solution u(t) = Sλ(t)u0 inH1 on [0, T (u0, λ))
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and the semigroup is defined on an open set Ξ. Hence for any t ∈ [0, T (u0, λ))
we find some n0 = n0(t), such that t ∈ [0, T (un, λ)) for all n ≥ n0 and the
continuity of S implies
Sλ(t)un → Sλ(t)u0, in H1 for n→∞ .
Together with the continuity of Eλ ∈ C1Lip(H1,R) the estimate (3.19) holds
for arbitrary u0 ∈ H1 and t ∈ [0, T (u0, λ)). This proves part 1. of the defini-
tion.
For part 2. let u1 ∈ H1 be an initial condition with Eλ(Sλ(t0)u1) = Eλ(u1)
for some 0 < t0 < T = T (u1, λ). Then Sλ(τ)u1 ∈ H3 for arbitrary 0 < τ < t0
due to the regularization of the semigroup - cf. (3.5). As above the Newton-
Leibniz formula holds,
Eλ(u(t)) = Eλ(u(τ))−
∫ t
τ
|∂tu(s)|2−1 ds ,
for u(t) = Sλ(t)u1 and τ ≤ t < T . Together with part 1. it follows for t = t0
∂tu
a.e.
= 0, on (τ, t0) .
From (3.5) we get u ∈ C0,1[τ, T ;H−1) and [37, Lemma C.6] implies
u(t) = u(τ) +
∫ t
τ
∂tu(s) ds, for all t ∈ [τ, t0] .
Since the integral vanishes we have u(t) = u(τ) for all t ∈ [τ, t0]. Passing to
the limit τ → 0 yields u(t) = u1 for all t ∈ [0, T ).
3.5 Global Existence and Dissipativity
For the maximal time of existence T = T (u0, λ) Theorem 3.2.1 provides the
following two alternatives: T = ∞, i.e., the solution exists globally for all
times t ≥ 0, or T <∞, which is necessarily connected with a blow-up (3.6).
Since Eλ fulfills (3.16) and decays along trajectories u(t) = Sλ(t)u0 we get
|u(t)|21 ≤ 2λ2[Eλ(u(t)) + c1]
≤ 2λ2[Eλ(u0) + c1]
≤ 2λ2c3|u0|41 + |u0|21 + 4λ2c1
≤ K1 ,
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for some positive constant K1 = K1(u0, λ). Therefore we can exclude a blow-
up and the solution u(t) exists globally.
We remark that this result completes the construction of the nonlinear semi-
flow Sλ(t) on H1, i.e. (3.7) holds for all s, t ≥ 0. We now ask, if this semiflow
is point dissipative or simply dissipative: Is there a nonempty bounded set
A ⊂ H1 such that A attracts every point in H1? To answer this question we
show that for sufficiently large r = r(Λ) > 0 the open ball
Br = {u ∈ H1 : |u|1 < r}
is an absorbing set for the family of semiflows {Sλ(t);λ ∈ Λ} on H1, i.e. for
any u0 ∈ H1 and any λ ∈ Λ there is a time t1 = t1(u0, λ) such that
Sλ(t)u0 ∈ Br, for all t ≥ t1 .
In other words the semiflow Sλ(t) is dissipative on H1 with A = Br indepen-
dent from λ ∈ Λ.
Let u0 ∈ H1 be an arbitrary initial condition. First we show the existence of
an absorbing set in H−1. Theorem 3.2.1 gives a strong solution in H1 with
∂tu, Aλu ∈ L1loc[0,∞;H−1), and
∂tu(t) + Aλu(t)
a.e.
= G(u(t)), in H−1 and on [0,∞) .
Applying the operator 2 (u, ·)−1 on both sides yields
∂t|u|2−1 +
2
λ2
(
A
1
2u,A
1
2u
)
−1
+
(
A
1
4u,A
1
4P0f(u)
)
−1
a.e.
= 0 ,
which is equivalent to
∂t|u|2−1 +
2
λ2
|u|21 + (u, f(u))0 a.e.= 0 .
Obviously we have for u ∈ R and a suitable constant c4 > 0
F (u) ≤ uf(u) + c4 ,
which yields
∂t|u|2−1 + Eλ(u)
a.e.≤ c4 .(3.20)
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From (3.16) and the imbedding H1 →֒ H−1 we get for constants K2 =
K2(λ) > 0, c5 = c1 + c4 > 0
∂t|u|2−1 +K2|u|2−1
a.e.≤ c5 .
A simple comparison argument (see for instance [25]) yields
|u(t)|2−1 ≤ (|u0|2−1 −K3)e−K2t +K3 ,
for all t ≥ 0 and K3 = K3(λ) = c5K2 > 0. Hence
lim sup
t→∞
|u(t)|−1 ≤
√
K3 ,
and for ρ = ρ(λ) >
√
K3 the ball Bρ ⊂ H−1 is an absorbing set in H−1. Let
t0 = t0(u0, λ) be an entrance time for u0, i.e.
u(t) ∈ Bρ, for all t ≥ t0 ,
then integrating (3.20) yields for all τ ≥ 0
∫ t0+τ
t0
Eλ(u(s)) ds ≤ c4τ + |u(t0)|2−1 − |u(t0 + τ)|2−1 ≤ c4τ + ρ2 .
Since Eλ(u(t)) is decreasing and bounded from below the limit for t → ∞
exists and the inequality implies
lim
t→∞
Eλ(u(t)) ≤ c4 ,
and with (3.16)
lim sup
t→∞
|u(t)|1 ≤ K4 ,
where K4 = K4(λ) = λ
√
2c5 > 0. Finally we can choose r = r(Λ) > 0 such
that r > K4(λ) for all λ ∈ Λ and Br ⊂ H1 is an absorbing set in H1 for all
λ ∈ Λ.
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3.6 Compactness of the Semiflow and
Existence of the Global Attractor
Besides dissipativity, compactness is another important property of a semi-
group. We say the semigroup Sλ(t) on H1 is compact for t > 0, if for every
bounded B ⊂ H1 and every t > 0 the set Sλ(t)B lies in a compact subset of
H1.
To prove that our semiflow has this property we first note that the set of
trajectories through B
γ+λ (B) = {Sλ(t)u0 : t ≥ 0 and u0 ∈ B}
is bounded in H1. This follows directly from the fact that Eλ is a Lyapunov
function together with the coercivity (3.16). Note that G ∈ C1Lip(H1,H−1),
i.e. we find a constant K5 = K5(B, λ) > 0, such that for all u0 ∈ B and
u(t) = Sλ(t)u0
|G(u(t))|−1 ≤ K5, for all t ≥ 0 .
Let u(t), t ≥ 0, be a mild solution (3.3). Then we get for any t > 0, δ > 0
and u0 ∈ B
|u(t)|1+δ ≤ |e−Aλt|L(H1,H1+δ)|u0|1 +K5
∫ t
0
|e−Aλ(t−s)|L(H−1,H1+δ) ds ,
and with Proposition 2.2.1 we find constants M1,M2 > 0, such that
|u(t)|1+δ ≤ M1t− δ4 |u0|1 +K5M2
∫ t
0
s−
2+δ
4 ds .
For δ < 2 the integral exists and the set Sλ(t)B is bounded in H1+δ for all
t > 0 and 0 < δ < 2. In particular Sλ(t)B is relative compact in H1 due to
the compact imbedding (2.5)
H1+δ →֒ H1 .
Therefore the semiflow Sλ(t) on H1 is compact for t > 0.
Before we prove existence of the global attractor we briefly recall some basic
definitions. For two bounded sets A and B in H1 we define the semidistance
δ(B,A) = sup
u∈B
(
inf
v∈A
|u− v|1
)
,
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and we say A attracts B if
δ(Sλ(t)B,A)→ 0, as t→∞ .
Definition 3.6.1 A set Aλ ⊂ H1 is called an attractor for the semiflow Sλ,
provided that
1. Aλ is a compact, invariant set in H1, and
2. there exists a neighborhood Uλ of Aλ in H1, such that Aλ attracts every
bounded set in Uλ.
A set A is called invariant under the semiflow Sλ, if Sλ(t)A = A for all
t ≥ 0. The basin of attraction of Aλ is defined by
B(Aλ) = {u ∈ H1 : δ({Sλ(t)u},Aλ)→ 0, as t→∞} .
If Aλ fulfills in addition B(Aλ) = H1 it is said to be a global attractor. The
following theorem (as well as further properties of the global attractor) can
be found in [37, Section 2.3].
Theorem 3.6.2 Let Sλ be a dissipative and compact semiflow on H1, with
the property that for every compact set K ⊂ H1, there is a τ ≥ 0 such
that γ+λ (Sλ(τ)K) is bounded. Then there exists a unique global attractor Aλ.
Moreover Aλ is connected and attracts all bounded sets in H1.
Note that in our case the assumptions of this theorem are fulfilled, in fact
we can replace the compact set K by a bounded set B and choose τ = 0.
We remark that Aλ is upper semicontinuous in λ, confer [37, Subsection 2.3.6]
’Robustness of Attractors’ for more details. In particular from [37, Theorem
23.14, Item (2)] and the compactness of Λ we deduce that the family of the
global attractors {Aλ} is bounded uniformly in λ ∈ Λ, more precisely there
exists a constant R1 = R1(Λ) > 0, such that BR1 ⊂ H1 contains Aλ for all
λ ∈ Λ and
(3.21) Aλ = ωλ(BR1), for all λ ∈ Λ .
The omega limit set ωλ(A) of a set A is defined as the set of all v ∈ H1 for
which one has
v = lim
n→∞
Sλ(tn)un ,
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for some sequences un ∈ A, tn →∞.
Note that the trajectories through the closed ball cl BR1 can be bounded
uniformly in t ≥ 0 and λ ∈ Λ:
(3.22) γ+λ (cl BR1) ⊂ BR2 , for all λ ∈ Λ .
This follows similar to the argument in the beginning of this section, using
the Lyapunov function and the estimate (3.16).
3.7 Equivariance of the Semiflow
Our equation respects a simple symmetry. Denote by γ the reflection of a
function u : [0, 1]→ R, x 7→ u(x) on the straight line x = 1
2
,
(γu)(x) := u(1− x) .
In particular for the eigenfunctions of the operator A and e0 = 1, see Section
2.1, we get
γek =
{
ek, if k is even ,
−ek, if k is odd .
More generally we define for u =
∑∞
k=0 ukek
(3.23) γu =
∞∑
i=0
u2ie2i −
∞∑
i=0
u2i+1e2i+1 ,
In particular the group Γ := {id, γ} acts linearly on Hα, α ∈ R and on Hn,
n ∈ N . We show that the semiflow Sλ is Γ-equivariant, i.e. for all t ≥ 0,
λ ∈ Λ we have
(3.24) Sλ(t) (γu) = γ (Sλ(t) (u)) , for all u ∈ H1 .
Since the semiflow is by definition the unique solution of (3.3) it is sufficient
to check that γ commutes with the linear semigroup e−Aλt, t ≥ 0 and the
nonlinearity G. But that follows immediately since the operators
A,A
1
2 , e−Aλt, P0
are diagonal with respect to {e0, e1, e2, . . .} and f(γu) = γf(u) for u ∈ H1.
34 CHAPTER 3. THE CAHN-HILLIARD MODEL
3.8 A Rescaling Argument
A further feature of the semiflow Sλ is that for fixed λ ∈ Λ every trajectory
γ+λ (u0) = {u(t) = Sλ(t)u0 : t ≥ 0}
can be lifted to a trajectory γ+
λ˜
(u˜0), if λ˜ is a multiple of λ, i.e. if there exists
an integer n, such that
λ˜ = λ˜(n) = nλ and λ˜ ∈ Λ .
For fixed n ∈ N let γn denote the operator defined by
γnek = enk, k ∈ N0 .
An easy calculation shows that for u =
∑∞
k=1 ukek one has
γne
−Aλn2tu = e−Aλ˜tγnu for t ≥ 0 .
From A
1
2γnu = n
2γnA
1
2u, P0γnu = γnP0u and f(γnu) = γnf(u) we infer
G(γnu) = n
2γnG(u) .
Note that u(t) fulfills (3.3). We substitute t = n2t˜ and get
u
(
n2t˜
)
= e−Aλn
2t˜u0 +
∫ n2t˜
0
e−Aλ(n
2 t˜−s)G(u(s))ds .
Finally we apply the operator γn on both sides and define u˜
(
t˜
)
= γnu
(
n2t˜
)
which yields
u˜
(
t˜
)
= e−Aλ˜ t˜u˜0 +
∫ t˜
0
e−Aλ˜(t˜−s˜)G(u˜(s˜))ds˜ .
In other words u˜ is the unique solution of (3.1) with parameter λ˜ ∈ Λ and
initial condition u˜(0) = u˜0 = γnu0:
u˜(t) = Sλ˜(t)u˜0 ,
and the lifted trajectory is given by
γ+
λ˜
(u˜0) = {u˜(t) = Sλ˜(t)u˜0 : t ≥ 0} .
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3.9 The Set of Equilibria
In this section we collect what is known about the set of equilibria
Eλ = {u ∈ H1 : Sλ(t)u = u, for all t ≥ 0} .
Up to now we did not use the fact that in the standard Cahn-Hilliard equa-
tion the initial condition has fixed mass µ in the metastable region, see (2.3).
Note that in our setting this parameter only appears in the nonlinearity and
the energy, more precisely we have f(u) = f(u;µ) and F (u) = F (u;µ).
However, for the set of equilibria and the structure of the attractor the choice
of µ is crucial. The bifurcation diagrams of the equilibria (varying the pa-
rameter λ) are completely examined in [22] and [23]. These diagrams can be
divided into two different situations, where they qualitatively look the same
• µ in the spinodal region: µ2 < 1
3
,
• µ in the metastable region: 1
3
< µ2 < 1.
The spinodal case has been studied for instance in [31], [32], and [36]. We will
concentrate on the metastable case, without loss of generality let µ ∈ ( 1√
3
, 1)
- the case where µ is negative is symmetric.
We remark that due to the regularizing effect of the semigroup Sλ(t) the
equilibria are arbitrarily smooth and fulfill the classical boundary conditions.
It is easy to see that the equilibrium problem
(3.25) Aλu = G(u)
is equivalent to
(3.26)
1
λ2
A
1
2u = −P0f(u) = −f(u) + a(u) ,
where a(u) is the nonlocal term
∫ 1
0
f(u)dx. Obviously for all λ > 0 the
homogeneous function h0(x) = 0, x ∈ [0, 1] is an equilibrium, see Figure 3.2.
The most significant step to understand the structure of Eλ is the following
result taken from [22, Theorem 2.3] and [23, Theorems 1.6 and 4.1].
Theorem 3.9.1 For all µ ∈ ( 1√
3
, 1) there exists a λ1 = λ1(µ) > 0, such that
the solutions of (3.26) fulfill
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1. λ < λ1: no nontrivial solution ,
2. λ = λ1: exactly one monotone increasing solution f
1
+ ,
3. λ > λ1: exactly two monotone increasing solutions i
0
+,λ and s
1
+,λ .
The bifurcation parameter fulfills λ1(µ)→∞ as µ→ 1.
For the energies of these equilibria we have
1. Eλ
(
s1+,λ
)→ E (h0) as λ→∞ ,
2. Eλ
(
i0+,λ
)→ −1
4
< E (h0) as λ→∞ ,
3. ∂λ
[
Eλ
(
s1+,λ
)]
< 0 and ∂λ
[
Eλ
(
i0+,λ
)]
< 0 for λ > λ1 ,
4. Eλ
(
i0+,λ
)
< Eλ
(
s1+,λ
)
for λ > λ1 .
Note that the energy of the trivial solution does not depend on λ, i.e.
Eλ (h
0) = E (h0) is a fixed value that only depends on µ.
The symbols for the equilibria contain the following additional information:
f 1+ stands for foldpoint, since at λ = λ1 we have a saddle-node bifurcation,
see Figure 3.1. After this bifurcation we have two equilibria i0+,λ and s
1
+,λ,
which stand for interface solution and spike solution, respectively. This
nomenclature is justified, since for large values of λ the equilibrium i0+,λ con-
tains a sharp transition layer, whereas the equilibrium s1+,λ has a boundary
layer, see Figure 3.2. The widths of these layers are of order O( 1
λ
), respec-
tively. See [11] and [6] for more details. The name ”spike” refers to the
fact that by piecing together s1+,λ and its reflected counterpart s
1
−,λ at their
boundary layer ends, a solution is obtained which has the appearance of a
spike.
We will see that the interface, spike and homogeneous solutions are hyper-
bolic equilibria and the numbers in the superscript give the index, i.e. the
dimension of the unstable manifold. Of course the foldpoints are not hyper-
bolic. We conjecture that f 1+ has a center manifold of dimension one. More
generally in the following the superscript in the foldpoints indicates the (con-
jectured) dimension of their center-unstable manifold. We will discuss this
point later.
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H−1
s1+,λ
i0+,λ
λ1 λ
f 1+
Figure 3.1: Saddle-node bifurcation at λ1
x
u(x)
1
s1+,λ
1 − µ
i0+,λ
−1 − µ
h0
s1−,λ
Figure 3.2: The equilibrium solutions s1+, i
0
+ and h
0
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H−1
i0+
s1+
f1
+
f2
+
f3
+
f4
+
s2
+
s3+
s4
+
i1+ i2
+ i3
+
λλ1 λ2 λ3 λ4
· · ·
· · ·
h0
γ
0
Figure 3.3: Complete bifurcation diagram
The methods of Sections 3.7 and 3.8 allow to construct more equilibria. The
equivariance and Theorem 3.9.1 give:
f 1− := γ f
1
+ ,
s1−,λ := γ s
1
+,λ ,
i0−,λ := γ i
0
+,λ .
With the rescaling argument we set for m ∈ N
fm· := γm f
1
· ,
sm·,mλ := γm s
1
·,λ ,
im−1·,mλ := γm i
0
·,λ ,
where · stands alternatively for + or −. The equilibrium problem (3.26) is
equivalent to a two dimensional system of ODEs. A discussion of its phase
portrait yields that the equilibria constructed up to now already build the
whole set Eλ. See for instance [6]. The complete bifurcation diagram is given
in Figure 3.3. Moreover the corresponding energies fulfill
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h0
F (0)
− 1
4
0 λ1 λ2 λ3 λ4
s1·
s2·
λ
Eλ
s3·
i1·
i2·
i3·
· · ·
s4·
i0·
Figure 3.4: Energy diagram
Emλ (f
m
· ) = Eλ
(
f 1·
)
,
Emλ
(
sm·,mλ
)
= Eλ
(
s1·,λ
)
,
Emλ
(
im−1·,mλ
)
= Eλ
(
i0·,λ
)
,
(3.27)
as shown in Figure 3.4.
3.10 The Linearization at an Equilibrium
As already mentioned the equilibria sm·,λ and i
m−1
·,λ are hyperbolic. We discuss
this point here in detail, since we want to conserve this property for the pro-
jections of these equilibria on the finite dimensional space X and the flow
ϕλ, which will be constructed in Chapter 5.
For the moment assume that u0 = u0(λ) is an arbitrary element in Eλ:
Aλu0 = G(u0) ,
then the linearization at u0 is given by
Lλ = Lλ(u0) = −Aλ +DG(u0) .(3.28)
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To discuss the properties of this operator it is convenient to consider Lλ as
a perturbation of −Aλ.
In a first step we collect some facts about the operator A - see Section 2.1
for the definition. Of course, since Aλ =
1
λ2
A, the following lemma is also
valid for Aλ.
Lemma 3.10.1 The operator
A : H−1 →H−1, D(A) = H3
is selfadjoint with compact resolvent.
Proof: The operator A−1 : H−1 → H−1 defined by A−1ek = 1µk ek is com-
pact: Note that A is an isometry from H3 to H−1 and consequently A−1 is
an isometry from H−1 to the space H3 which is compactly imbedded in H−1
- see (2.5).
Hence A is closed and obviously symmetric. Furthermore A has deficiency
index (0, 0), which implies that A is selfadjoint. Confer [26, Theorem 3.16]
for more details. 
For the perturbation B = B(u0) = DG(u0) we have
Lemma 3.10.2 The operator
B : H−1 →H−1, D(B) = H1
is symmetric. There exists a constant c > 0 such that
|Bu|−1 ≤ c |u|1, for all u ∈ D(B) ,(3.29)
i.e. B can also be considered as an element of L(H1,H−1).
Proof: The second part follows directly from Section 3.1 where we have
shown in particular, that G ∈ C1Lip(H1,H−1). For the symmetry of B let
v1, v2 ∈ D(B) = H1:
(Bv1, v2)−1 = −
(
A
1
2P0[f
′(u0)v1], v2
)
−1
= −
(
A
1
4P0[f
′(u0)v1], A
1
4v2
)
−1
= − (f ′(u0)v1, v2)0
= − (v1, f ′(u0)v2)0
= (v1, Bv2)−1 .
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
We say an operator B : H−1 → H−1 with domain D(A) ⊂ D(B) is A-
bounded, if there are nonnegative constants a and b such that
|Bu|−1 ≤ a |u|−1 + b |Au|−1, for all u ∈ D(A) .(3.30)
In that case we call the constant b an A-bound.
Lemma 3.10.3 The operator B defined in Lemma 3.10.2 is Aλ-bounded.
The Aλ-bound is positive, but can be chosen arbitrarily small.
Proof: We have the following interpolation inequality: For every ǫ0 > 0
there exists a finite constant K = K(ǫ0) > 0 such that if 0 < ǫ ≤ ǫ0 and
u˜ ∈ H4 = W 4,2(0, 1), then
|u˜|2,2 ≤ K
(
ǫ |u˜|4,2 + 1
ǫ
|u˜|0,2
)
.
See for instance [2, Theorem 5.2].
In particular we get for ǫ0 = 1 and a constant K = K(1)
|A 14 u˜|1 ≤ K
(
ǫ |A 14 u˜|3 + 1
ǫ
|A 14 u˜|−1
)
, for all u˜ ∈ H4 and ǫ ∈ (0, 1).
Here we used that A
1
4 is an isometry from Hα+1 to Hα. Together with (3.29)
and the substitution u = A
1
4 u˜ it follows
|Bu|−1 ≤ Kc
(
ǫ |u|3 + 1
ǫ
|u|−1
)
, for all u ∈ H3 .
Finally we use the isometry A from H3 to H−1 which yields
|Bu|−1 ≤ Kc
(
ǫλ2 |Aλu|−1 + 1
ǫ
|u|−1
)
, for all u ∈ H3 .
Hence B is Aλ-bounded with Aλ-bound ǫKcλ
2, which can be chosen arbi-
trarily small by making ǫ = ǫ(K, c, λ) small. 
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This lemma provides the following inequality
|Bu|−1 ≤ a |u|−1 + b |Aλu|−1, for all u ∈ D(A) ,(3.31)
where we fix the constants, such that 0 < b < 1, i.e. the Aλ-bound is smaller
than 1.
In the next lemma and the following remark we observe that the perturbed
operator Lλ = −Aλ +B has essentially the same properties as −Aλ:
Lemma 3.10.4 The operator Lλ = −Aλ +B,
Lλ : H−1 → H−1, D(Lλ) = D(Aλ) = D(A)
is selfadjoint with compact resolvent.
Moreover if ζ ∈ ρ(−Aλ) fulfills
a ‖R(ζ,−Aλ)‖+ b ‖AλR(ζ,−Aλ)‖ < 1 ,(3.32)
where a, b are the constants of (3.31), then ζ ∈ ρ(Lλ) with
‖R(ζ, Lλ)‖ ≤ ‖R(ζ,−Aλ)‖
1− a ‖R(ζ,−Aλ)‖ − b ‖AλR(ζ,−Aλ)‖ .(3.33)
Here ‖ · ‖ denotes the operator norm in H−1: ‖ · ‖ = | · |L(H−1,H−1).
Proof: Under the condition (3.31) with b < 1 [26, Chapter 5, Theorem
4.3] gives
−Aλ selfadjoint, B symmetric ⇒ Lλ selfadjoint .
The estimate (3.33) and the compactness of the resolvent of Lλ follow from
the next remark together with [26, Chapter 4, Theorem 3.17]. 
Remark 3.10.5 Since −Aλ is selfadjoint one has the representations
‖R(ζ,−Aλ)‖ = sup
µ∈σ(−Aλ)
1
|µ− ζ | = supk∈N
λ2
|µk + λ2ζ | ,
‖AλR(ζ,−Aλ)‖ = sup
µ∈σ(−Aλ)
|µ|
|µ− ζ | = supk∈N
|µk|
|µk + λ2ζ | .
(3.34)
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See for instance [26, Chapter 5, Section 3]. Since b < 1 condition (3.32)
is fulfilled if we choose ζ > 0 big enough. In particular −Lλ is a sectorial
operator.
For the reduction to an finite dimensional flow we need the following re-
sult. It compares the spectra of Aλ and −Lλ in more detail. The idea is to
separate the spectrum of Aλ into two parts and to show that the spectrum
of −Lλ is likewise separated, i.e. independent from the choice of λ ∈ Λ and
u0 ∈ Eλ there exists a common spectral gap. Let µλ,k and νλ,k denote the
eigenvalues of Aλ and −Lλ, respectively, which are ordered, such that
µλ,k < µλ,k+1 and νλ,k ≤ νλ,k+1 .(3.35)
The spectra are given by
σ(Aλ) =
{
µλ,k =
µk
λ2
: k ∈ N
}
and σ(−Lλ) = {νλ,k : k ∈ N} .
Lemma 3.10.6 Let C1, C2 be arbitrary positive constants. Then there exists
an n0 = n0(C1, C2,Λ) ∈ N, such that for all n ≥ n0, λ ∈ Λ and all u0 =
u0(λ) ∈ Eλ the eigenvalues of the linearization −Lλ = −Lλ(u0) fulfill
C1λ
2 ≤ νλ,n ,
C2λ
(
ν
1
2
λ,n+1 + ν
1
2
λ,n
)
≤ νλ,n+1 − νλ,n .
(3.36)
In particular these estimates also hold for the eigenvalues µλ,n of Aλ.
Proof: We set
r = r(λ, n) :=
n
5
2
λ2
,
and define three closed curves Γi = Γi(λ, n), i = 1, 2, 3 as shown in Figure 3.5.
For sufficiently large n these curves have no intersection points, in particular
one has
dist(Γi, σ(Aλ)) = r, for all i = 1, 2, 3 .
Due to Lemma 3.10.3 and its proof the estimate (3.31) holds for
a = a(n) = n2 and b = b(λ, n) =
K2c2λ2
n2
,
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r
µλ,1 µλ,n−1 µλ,n
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µλ,n+1µλ,2
Γ1 Γ2 Γ3
· · ·
Figure 3.5: Separation of the spectrum
if n is sufficiently large. Simply choose ǫ = Kc
n2
in the proof. For all i = 1, 2, 3
and sufficiently large n we get
sup
ζ∈Γi
(a ‖R(ζ, Aλ)‖+ b ‖AλR(ζ, Aλ)‖)
= sup
ζ∈Γi
(
a sup
k∈N
1
|µλ,k − ζ | + b supk∈N
µλ,k
|µλ,k − ζ |
)
≤ a 1
r
+ b
µλ,n+1
r
= λ2
(
n−
1
2 +K2c2π4(n + 1)4n−
9
2
)
≤ λ2c˜ n− 12
for some suitable constant c˜ > 0. In particular for sufficiently large n we
obtain
sup
ζ∈Γi
(a ‖R(ζ, Aλ)‖+ b ‖AλR(ζ, Aλ)‖) < 1, for all λ ∈ Λ .
Under this condition [26, Chapter 4, Theorem 3.18] gives that the eigenvalues
νλ,n and νλ,n+1 of the perturbed operator −Lλ lie inside the circles Γ2 and
Γ3, respectively. This allows the following estimates:
νλ,n ≥ µλ,n − r = 1
λ2
n
5
2
(
π4n
3
2 − 1
)
,
which proves the first part of (3.36). Furthermore,
νλ,n+1 − νλ,n ≥ µλ,n+1 − µλ,n − 2r and
ν
1
2
λ,n+1 + ν
1
2
λ,n ≤ µ
1
2
λ,n+1 + µ
1
2
λ,n + 2r
1
2 .
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Hence for the second part of (3.36) it is sufficient to provide the estimate
µλ,n+1 − µλ,n − 2r ≥ C2λ
(
µ
1
2
λ,n+1 + µ
1
2
λ,n + 2r
1
2
)
.
The leading term on the left hand side π
4
λ2
n3 grows faster than the right hand
side with leading term 2π2n2. The estimate is fulfilled uniformly in λ ∈ Λ if
n is sufficiently large. 
If u0 is not a fold point it is known that there is no eigenvalue zero in the
spectrum σ(−Lλ), i.e. u0 is hyperbolic. More precisely we have the following
result from [23]:
Lemma 3.10.7 The equilibria h0 (m = 0), sm·,λ (m ∈ N) and im·,λ (m ∈ N0)
are hyperbolic with index m, i.e. the linearization at these equilibria −Lλ has
exactly m negative eigenvalues and no zero eigenvalue.
Proof: In [23, Theorem 5.1] they prove that away from fold points zero
is not in the spectrum of −Lλ. The detailed indices of the spike and inter-
face solutions are given in [23, Theorem 6.1]. Finally for h0 one observes
−Lλ = 1
λ2
A+ χA
1
2 ,
and since we are in the metastable case χ > 0 (2.3), the operator −Lλ is
positive. 
Concerning the fold points we conjecture that for fm·,λ the operator −Lλ has
exactly m−1 negative and one zero eigenvalue. This follows from the generic
assumption that passing from the sm·,λ solution branch to the i
m−1
·,λ branch one
eigenvalue of −Lλ crosses the imaginary axis, whereas all other eigenvalues
keep a certain distance. However, in the sequel we will not need the detailed
spectra of the fold points.
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Chapter 4
Reduction to an Inertial
Manifold
Our goal is to understand the longtime behavior of the solutions Sλ(t)u0.
Since we have Sλ(t)u0 → Aλ, as t→∞ one should investigate the structure
of the attractor Aλ. For example one can try to determine certain subsets of
Aλ like
1. the set of equilibria Eλ
2. connecting orbits between these equilibria
3. periodic orbits
Of course the existence of a Lyapunov function Eλ permits item 3. and we
will concentrate on the first two items. We have already seen that the set
of equilibria Eλ is finite. Together with the gradient structure this is the
setting of the classical Morse theory for finite dimensional flows except for
the fact that we have a semiflow on an infinite dimensional space instead of
a flow on a local compact space. To overcome the leak of compactness in our
phase space H1 we concentrate our attention to a finite dimensional invariant
manifold, the so called inertial manifold Mλ. We will see that the semiflow
induces a flow on Mλ and Morse theory applies on Mλ.
Before we construct the inertial manifold Mλ using the Lyapunov-Perron
method, we list some properties taken from [37]. Note that for the under-
standing of longtime dynamics the existence of an inertial manifold is of great
value at its own:
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Y
Mλ
Φλ
Aλ
X
Figure 4.1: The inertial manifold Mλ
• The inertial manifold Mλ is a positively invariant finite dimensional
manifold in the ambient infinite dimensional phase space H1.
• The evolutionary equation (3.1) reduces to a finite dimensional ordinary
differential equation on Mλ.
• Every compact, invariant set and every attractor, including the global
attractor Aλ, lies in Mλ.
• Every solution Sλ(t)u0 of the nonlinear evolutionary equation (3.1) is
tracked at a (fast) exponential rate by a solution on Mλ.
For the construction of Mλ we follow the lines of [37, Chapter 8]. But
note that in our situation we have an additional parameter λ ∈ Λ and con-
sequently a family of inertial manifolds {Mλ}. We will show that all the
manifolds can be parameterized over a fixed finite dimensional space X in
virtue of a smooth mapping Φλ which depends continuously on λ ∈ Λ.
It is convenient to construct the manifold for a modified evolutionary equa-
tion
∂tu+ Aλu = H(u) ,
u(0) = u0 .
(4.1)
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Compared to (3.1) we replaced the function G ∈ C1Lip(H1,H−1) by a nonlin-
earity H ∈ C1Lip(H1,H−1) that is globally Lipschitz and coincides with G on
a ball BR2 ⊂ H1 with sufficiently large radius R2 > 0. More detailed, there
exist two positive constants K1, K2, such that
H(u) = G(u), for all u ∈ BR2 ,
H(u) = 0, for all u ∈ H1 with |u|1 ≥ 2R2 ,
|H(u)|−1 ≤ K1, for all u ∈ H1 ,
|H(u)−H(v)|−1 ≤ K2|u− v|1, for all u, v ∈ H1 .
(4.2)
Confer for instance [37, Lemma 47.10]. This cut-off modification is justified,
since BR1 ⊂ BR2 is an absorbing set uniformly in λ ∈ Λ, as shown in Section
3.6. In BR2 the semiflow generated by (4.1) coincides with Sλ(t) generated by
(3.1). In particular every orbit starting in the absorbing set BR1 is a solution
of (3.1) as well as of (4.1), see Figure 4.2. We make the following convention:
u0 ∈ BR1
BR1
u0 /∈ BR1
BR2
Figure 4.2: Justification of the cut-off
In this chapter we only work with solutions of the evolutionary
equation (4.1) and for notational convenience we denote the semi-
flow generated by (4.1) still with Sλ(t).
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We remark that the sets Aλ of Section 3.6 are no global attractors any-
more, since all u0 ∈ H1 with |u0|1 ≥ 2R2 are equilibria of the semiflow Sλ(t).
But of course they are still local attractors, whose basins of attraction satisfy
Aλ ⊂ BR1 ⊂ B(Aλ) .
Essential for the existence of an inertial manifold is the spectral gap con-
dition, i.e. that for sufficiently large n ∈ N the distance of two adjacent
eigenvalues of Aλ
µλ,n+1 − µλ,n
is large compared to the Lipschitz constant K2 of H . To be more precise: Let
K3, K4 be positive constants, which only depend on the nonlinearity H but
not on n. We give the detailed restrictions for these constants later at the
places where they are needed and mark them with the labels (K). Then due to
Lemma 3.10.6 (note that µλ,n =
1
λ2
µn) there exists an n = n(K3, K4,Λ) ∈ N,
such that for all λ ∈ Λ
K3λ
4 ≤ µn ,
K4λ
2(µ
1
2
n+1 + µ
1
2
n) ≤ (µn+1 − µn) .
(4.3)
The basic idea is now to decompose the phase space according to
H1 = X ⊕ Y
into a finite dimensional part X = PH1 and an infinite dimensional part
Y = QH1, where P and Q = I −P are the orthogonal projectors introduced
in Section 2.1 and n satisfies (4.3). Using this decomposition u = p + q we
can rewrite (4.1) equivalently as
∂tp+ AλPp = PH(p+ q) ,
∂tq + AλQq = QH(p+ q) ,
p(0) + q(0) = u0 .
(4.4)
We seek for a function Φλ : X → Y with the property: Whenever x is a
solution of the inertial form
∂tx+ AλPx = PH(x+ Φλ(x)) ,(4.5)
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which is an ordinary differential equation(!), then y = Φλ(x) is a solution of
∂ty + AλQy = QH(x+ y) .(4.6)
In that case (p, q) = (x,Φλ(x)) is a solution of (4.4) for the initial condition
u0 = x0 + Φλ(x0). The graph of Φλ is then the candidate for the inertial
manifold Mλ.
4.1 The Lyapunov-Perron Transformation
We will construct Φλ as a fixed point of a certain operator T 0λ , called the
Lyapunov-Perron transformation. We need some preparations.
For the moment assume that Φ : X → Y is an arbitrary globally Lipschitz
continuous function. Then the finite dimensional initial value problem
∂tx+ AλPx = PH(x+ Φ(x)) ,
x(0) = x0 ,
(4.7)
has a unique global solution x(t) = x(Φ, x0, λ, t) - recall that PH is globally
bounded. We define Hˆ(t) = Hˆ(Φ, x0, λ, t) by
Hˆ(t) = H(x(t) + Φ(x(t))) ,
and note that Hˆ : R → H−1 is Lipschitz continuous and globally bounded as
well. Next we consider the inhomogeneous linear equation on Y given by
∂ty + AλQy = QHˆ(t) .(4.8)
Lemma 4.1.1 In this setting for every x0 ∈ X there is a unique mild solu-
tion y(t) = y(Φ, x0, λ, t) of (4.8) in H1 that satisfies supt≤0 |y(t)|1 <∞. This
solution is given by
y(t) =
∫ t
−∞
e−AλQ(t−s)QHˆ(s) ds .(4.9)
Moreover, y is a strong solution of (4.8) in H1 on R.
For existence it is sufficient to show that the integral in (4.9) exists, which
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can be seen easily with Proposition 2.2.1. For uniqueness consider the dif-
ference of two solutions y1 − y2 which fulfills a homogenous linear equation.
Since this difference is bounded for t → ∞ it follows y1 = y2. For a more
detailed proof confer [37, Lemma 82.1].
According to this lemma we define the Lyapunov-Perron transformation as
follows:
Definition 4.1.2 For globally Lipschitz continuous Φ we set T 0λ Φ = Φˆ,
where the function Φˆ = Φˆ(Φ, λ) : X → Y is given by the unique solution
of Lemma 4.1.1 evaluated at t = 0
Φˆ(Φ, x0, λ) = y(Φ, x0, λ, 0), for all x0 ∈ X, λ ∈ Λ .(4.10)
Note that if Φλ is a fixed point of T 0λ and if x(t) = x(Φλ, x0, λ, t) is the
solution of (4.7). Then y(t) = y(Φλ, x0, λ, t) solves by definition (4.8) and
fulfills
y(t) = y(Φλ, x0, λ, t) = y(Φλ, x(t), λ, 0) = Φˆ(Φ, x(t), λ) = Φλ(x(t)) .
To apply the uniform contraction mapping theorem (see [37, Lemma 85.1])
it is necessary to find a complete metric space F such that T 0 : Λ×F → F
is continuous and a contraction, i.e. there exists a constant 0 < k < 1 such
that
d(T 0λ Φ1, T 0λ Φ2) ≤ k d(Φ1,Φ2), for all λ ∈ Λ and Φ1,Φ2 ∈ F .
Under these conditions T 0λ has a unique fixed point Φλ ∈ F which depends
continuously on λ ∈ Λ.
We give now a possible definition of F and show that with this choice T 0 is
a uniform contraction. The space Cb(X, Y ) equipped with the norm
|Φ|∞ = sup
x∈X
|Φ(x)|1
is a Banach space. We fix some 0 < l < 1 and set
F = Cb(X, Y ) ∩ {Φ : Supp Φ ⊂ (B2R2 ∩X)} ∩
{Φ : Φ is globally Lipschitz continuous with Lip Φ ≤ l} .(4.11)
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F is a closed subset of Cb(X, Y ) and hence a complete metric space with
metric
d(Φ1,Φ2) = |Φ1 − Φ2|∞ .
For Φ ∈ F we set
Hˆ(Φ)(x) = H(x+ Φ(x)), for all x ∈ X ,
and get the following estimates:
|Hˆ(Φ)(x1)− Hˆ(Φ)(x2)|−1 ≤ 2K2|x1 − x2|1, for all x1, x2 ∈ X .(4.12)
|Hˆ(Φ1)(x1)− Hˆ(Φ2)(x2)|−1 ≤ 2K2|x1 − x2|1 +K2|Φ1 − Φ2|∞,
for all Φ1,Φ2 ∈ F and x1, x2 ∈ X .
(4.13)
With Proposition 2.2.1 we get for Φ ∈ F and x0 ∈ X
|T 0λ Φ(x0)|1 = |Φˆ(x0)|1
≤
∫ 0
−∞
|e−AλQ(−s)|L(H−1,H1) |QHˆ(s)|−1 ds
≤
∫ ∞
0
bn,λ, 1
2
(t) K1 dt
= 2K1µ
− 1
2
n+1e
− 1
2λ2 .
(4.14)
In other words |Φˆ|∞ <∞.
Assume that |x0|1 ≥ 2R2, then for negative times t ≤ 0 the solution of
(4.7) is obviously given by
x(t) = e−AλPtx0 ,
since |e−AλPtx0|1 ≥ e−
µ1
λ2
t|x0|1 ≥ 2R2 for t ≤ 0 and Supp Φ, Supp H ⊂
B2R2 . By definition it follows Φˆ(x0) = 0, and we observe that
Supp Φˆ ⊂ (B2R2 ∩X) .(4.15)
The following lemmas can be found in [37, Section 8.3]. The proofs are
simple applications of the estimates (4.12),(4.13) together with the Gronwall
inequality. We formulate them including the additional parameter λ. The
extension is straight forward.
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Lemma 4.1.3 Let Φ1,Φ2 ∈ F and let xi(t) = x(Φi, x0i, λ, t) be solutions of
(4.7) for i = 1, 2 respectively. Then one has for s ≤ t
|x1(s)− x2(s)|1 ≤ e−γ(s−t)
(
|x1(t)− x2(t)|1 +K2µ−
1
2
n λ
2|Φ1 − Φ2|∞
)
,
(4.16)
where γ = γ(n, λ) > 0 is given by
γ =
µn
λ2
+ 2K2µ
1
2
n .(4.17)
Lemma 4.1.4 Let Φ ∈ F . Then under the spectral gap condition (4.3) with:
(K1) K4 > 2K2 ,
we get for all x1, x2 ∈ X
|T 0λ Φ(x1)− T 0λ Φ(x2)|1 ≤ L |x1 − x2|1 ,(4.18)
where L = L(n, λ) > 0 is given by
L = 2K2
∫ ∞
0
bn,λ, 1
2
(t)eγt dt <∞ .(4.19)
We remark that in this lemma we have a first condition (K1) for the choice
of K4 in the spectral gap condition (4.3). It is only used to ensure that the
integral in (4.19) is finite. More precisely we infer from 2K2 < K4, that
λ2γ < µn+1 and
L ≤ 2K2λ2
(
µ
− 1
2
n+1 + µ
1
2
n+1(µn+1 − λ2γ)−1
)
.(4.20)
Lemma 4.1.5 Let Φ1,Φ2 ∈ F . Then under the conditions of Lemma 4.1.4
we get
|T 0λ Φ1 − T 0λ Φ2|∞ ≤ K |Φ1 − Φ2|∞ ,(4.21)
where K = K(n, λ) > 0 is given by
K = K2λ
2
(
Lµ
− 1
2
n + 2µ
− 1
2
n+1e
− 1
2
)
.(4.22)
From (4.15) and Lemma 4.1.4 we deduce that T 0λ maps F into F , if L is
smaller than the constant l, which appears in the definition of F . Hence we
tighten (K1) to
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(K2) K3 >
(
4K2
l
)2
and K4 >
4K2
l
,
which ensures L < l. Lemma 4.1.5 implies that T 0λ is a contraction: Note that
(4.3) with (K2) yields K < k uniformly in λ ∈ Λ for some suitable constant
0 < k < 1 (for instance k = 3
4
is possible). The next lemma completes
the proof that T 0 is a uniform contraction. It essentially states that T 0 is
continuous in λ. Since it is not taken from [37], we give the proof.
Lemma 4.1.6 Under the condition (4.3) with (K2) the mapping
T 0 : Λ× F → F
is continuous.
Proof: We have to show that
T 0λ1Φ1 → T 0λ2Φ2 in F ,
as (λ1,Φ1)→ (λ2,Φ2). If we add ±T 0λ2Φ1 and use Lemma 4.1.5 the problem
reduces to
T 0λ1Φ→ T 0λ2Φ in F ,
as λ1 → λ2.
We remark that since X is a finite dimensional space it is locally compact. In
particular a sequence {Φn} ⊂ F that converges pointwise to Φ ∈ F already
converges uniformly, i.e. |Φn − Φ|∞ → 0 as n→∞.
Hence it is sufficient to provide pointwise convergence.
Let xi(t) = x(Φ, x0, λi, t) be solutions of (4.7) for i = 1, 2, respectively. They
depend continuously on λ and one has for all s < 0
x1(s)→ x2(s) in X ,
and consequently
QHˆ(Φ)(x1(s))→ QHˆ(Φ)(x2(s)) in H−1 as λ1 → λ2 .
We set now
gi(s) = e
AλiQsQHˆ(Φ)(xi(s)) .
Then with Proposition 2.2.1, item 4. it follows
g1(s)→ g2(s) in Y as λ1 → λ2 .
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The functions gi are dominated by an integrable function:
|gi(s)|1 ≤ bn,λ, 1
2
(−s)K1 ,
for some suitable λ ∈ Λ with λ ≥ λi, see (4.14). One can apply Lebesgue’s
dominated convergence theorem and gets∫ 0
−∞
g1(s) ds→
∫ 0
−∞
g2(s) ds in Y as λ1 → λ2 .
That’s equivalent to
T 0λ1Φ(x0)→ T 0λ2Φ(x0) in Y as λ1 → λ2 ,
and since x0 ∈ X was arbitrary the proof is complete. 
The uniform contraction mapping theorem gives a unique fixed point Φλ
of T 0λ . In particular Φλ has uniformly in λ ∈ Λ the following properties:
• |Φλ|∞ ≤ K1K2 (combine (4.14),(4.3),(K2)).
• Φλ is globally Lipschitz continuous with Lip Φλ ≤ L < l < 1.
• Supp Φλ ⊂ (B2R2 ∩X).
• Φλ depends continuously on λ in the norm | · |∞.
With regard to the dynamics of (4.1) we remark that Mλ = Graph Φλ
is an invariant manifold for the semiflow Sλ(t). Furthermore Mλ has an
exponential tracking property, i.e. for all u0 = x0+y0 there is a solution uˆ(t)
on the manifold such that for u(t) = Sλ(t)u0
|u(t)− uˆ(t)|1 ≤ 3|y0 − Φλ(x0)|1e−ηt, for all t ≥ 0 ,(4.23)
where uˆ(t) is given in terms of a continuous mapping
πλ : H1 → X , u0 7→ xˆ0(4.24)
and
uˆ(0) = xˆ0 + Φλ(xˆ0) .
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The tracking rate is given by
η = η(n, λ) =
µn+1
λ2
−K4µ
1
2
n+1 .(4.25)
The spectral gap condition (4.3) ensures that η > γ > 0 where γ is the
growth rate given in (4.17). Confer [37, Theorem 81.3] for more details.
We say that u0 ∈ H1 has a global trajectory
γλ(u0) = {u(s) : s ∈ R} ,
if u(0) = u0 and Sλ(t)u(s) = u(s+ t) for all t ≥ 0 and s ∈ R.
The manifold Mλ consists of global trajectories of the semiflow Sλ(t) with a
certain growth rate for t → −∞ which is smaller than the tracking rate η.
We have the following lemma which gives an useful criterion if a given point
u0 is in Mλ.
Lemma 4.1.7 If u0 ∈ H1 has a global trajectory γλ(u0) that fulfills
|u(t)|1 ≤ c e−γ˜t on (−∞, 0] ,(4.26)
for some growth rate
γ˜ <
µn+1
λ2
,
and some constant c > 0, then
γλ(u0) ⊂ Mλ .
Proof: In the case where γλ(u0) is bounded we argue as follows: Let u1 ∈
γλ(u0). Then with (4.23) we can construct a sequence {uˆn} ⊂ Mλ such that
|u1 − uˆn|1 ≤ 3C e−ηn ,
for some constant C > 0. Since Mλ is closed and uˆn → u1 as n → ∞ it
follows u1 ∈ Mλ.
If γλ(u0) is not bounded, then it contains some u1 = u(t1) outside B2R2 .
Since H vanishes outside B2R2 we get for t ∈ (−∞, t1]
u(t) = e−Aλ(t−t1)u1 .
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Assume u1 /∈ X, then a not vanishing Fourier coefficient of order k ≥ n + 1
together with (2.8) yields
|u(t)|1 ≥ c˜ e−
µn+1
λ2
t for t ≤ t2 ,
for some constant c˜ > 0 and t2 = min{t1, 0}. With (4.26) we infer
0 <
c˜
c
≤ eαt, for all t ≤ t2 ,
where α = µn+1
λ2
− γ˜ is positive. This is obviously a contradiction and it
follows u1 ∈ X. But outside B2R2 the manifold Mλ coincides with X. In
particular for t ∈ (−∞, t1] the trajectory u(t) stays in Mλ and for t ∈ [t1,∞)
the invariance of Mλ implies that u(t) stays in Mλ. 
4.2 Smoothness of the Inertial Manifold
In the following we will need additional regularity of the inertial manifold
Mλ. In this section we show that Φλ ∈ C1Lip(X, Y ) for all λ ∈ Λ and that the
Fre´chet derivative DΦλ depends continuously on λ. In other words {Mλ} is
a family of C1-manifolds. Therefore we consider a mapping
Tλ(Φ,Ψ) =
(T 0λ Φ, T 1λ (Φ,Ψ)) ,(4.27)
where T 0λ is the fixed point operator above. Our goal is to construct T 1λ such
that Tλ has a unique fixed point (Φλ,Ψλ) and
T 1λ (Φλ,Ψλ) = Ψλ = DΦλ .
This method is based on the argument in [12]. The basic tool is the following
lemma which is an extension of the contraction mapping theorem. Confer
[37, Lemma 85.1] and [12] for the proof.
Lemma 4.2.1 Let F and G be complete metric spaces with metrics dF and
dG, and let Λ be a locally compact Hausdorff space. Let T : Λ×F×G → F×G
be a continuous function satisfying the following properties:
1. Tλ(f, g) = (T 0λ (f), T 1λ (f, g)), where T 0λ does not depend on g.
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2. There is a constant k with 0 ≤ k < 1 such that
dF
(T 0λ (f1), T 0λ (f2)) ≤ k dF(f1, f2), f1, f2 ∈ F ,
dG
(T 1λ (f, g1), T 1λ (f, g2)) ≤ k dG(g1, g2), f ∈ F , g1, g2 ∈ G ,
for all λ ∈ Λ.
Then for each λ ∈ Λ, Tλ has a unique fixed point (fλ, gλ) ∈ F × G. Further-
more, the mapping
λ→ (fλ, gλ)
is a continuous mapping of Λ into F×G. Moreover, if (fn, gn) is any sequence
of successive approximations, i.e. (fn+1, gn+1) = Tλ(fn, gn) for n ≥ 1 and
some fixed λ ∈ Λ, then
(fn, gn)→ (fλ, gλ), as n→∞ .
First we define a suitable complete metric space G. The space Cb(X,L(X, Y ))
equipped with the norm
|Ψ|∞ = sup
x∈X
|Ψ(x)|L(X,Y )
is a Banach space. Using the constant 0 < l < 1 that appears in the definition
of F we set
G = Cb(X,L(X, Y )) ∩ {Ψ : Supp Ψ ⊂ (B2R2 ∩X)} ∩
{Ψ : |Ψ|∞ ≤ l} .
(4.28)
G is a closed subset of Cb(X,L(X, Y )) and hence a complete metric space
with metric
d(Ψ1,Ψ2) = |Ψ1 −Ψ2|∞ .
Assume for the moment that Φλ constructed in the previous section and the
solution x = x(Φλ, x0, λ, t) of (4.7) are smooth, and let
ρ = ρ(Φλ, x0, λ, t) = ∂x0x
and u = u(Φλ, x0, λ, t) = x+Φλ(x). Then differentiating equations (4.7),(4.8)
yields
∂tρ+ AλPρ = PDH(u)(IX +DΦλ(x))ρ ,
∂tDΦλ(x)ρ+ AλQDΦλ(x)ρ = QDH(u)(IX +DΦλ(x))ρ .
60 CHAPTER 4. REDUCTION TO AN INERTIAL MANIFOLD
For the construction of the operator T 1λ we will simply replace DΦλ by Ψ on
the right hand side respectively.
To be more precise, let now ρ = ρ(Φ,Ψ, x0, λ, t) denote the unique global
solution of the following linear ordinary differential equation in the finite
dimensional space L(X,X):
∂tρ+ AλPρ = PDH(u)(IX +Ψ(x))ρ ,
ρ(0) = IX ,
(4.29)
where Φ ∈ F , Ψ ∈ G, x = x(Φ, x0, λ, t) solves (4.7), u = x + Φ(x) and
IX denotes the identity in X. Next we consider the inhomogeneous linear
equation in L(X, Y )
∂tς + AλQς = QDH(u)(IX +Ψ(x))ρ .(4.30)
Like in Lemma 4.1.1 one observes that there exists a unique solution
ς = ς(Φ,Ψ, x0, λ, t) ,
that is bounded as t→ −∞. It is given by
ς(t) =
∫ t
−∞
e−AλQ(t−s)QDH(u(s))(IX +Ψ(x(s)))ρ(s) ds .(4.31)
With these preparations we are able to define the operator T 1λ .
Definition 4.2.2 Let Φ ∈ F , Ψ ∈ G and let ς ∈ L(X, Y ) be the solution of
(4.30) given in (4.31). Then we define
T 1λ (Φ,Ψ) = Ψˆ ,
where the function Ψˆ = Ψˆ(Φ,Ψ, λ) : X → L(X, Y ) is given by
Ψˆ(Φ,Ψ, x0, λ) = ς(Φ,Ψ, x0, λ, 0), for all x0 ∈ X, λ ∈ Λ .
We will show now that T 1λ together with T 0λ from the previous section fulfill
the conditions of Lemma 4.2.1 and that the unique fixed point fulfills
(Φλ,Ψλ) = (Φλ, DΦλ) .
The following lemmas in this section are taken from [37, Section 8.5]. We
give slightly more general versions due to the additional parameter λ. But
the adaptation of the proofs is straight forward.
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Lemma 4.2.3 For every Φ ∈ F and Ψ ∈ G, one has
|ρ(Φ,Ψ, x0, λ, s)|1 ≤ e−γs, for s ≤ 0, x0 ∈ X ,(4.32)
where ρ is the solution of (4.29) and γ is given in (4.17).
We have to check whether T 1λ maps into G. For |x0|1 ≥ 2R2 and t ≤ 0
we have like in (4.15)
u(t) = x(t) and |u(t)|1 ≥ 2R2 .
Since with H also DH vanishes outside B2R2 we get
Supp Ψˆ ⊂ (B2R2 ∩X) .
Note that x, u, ρ all depend continuously on x0. The following calculation
shows that as a consequence of Lebesgue’s dominated convergence theorem
also Ψˆ is continuous in x0. In fact we even have
|Ψˆ(Φ,Ψ, x0, λ)|L(X,Y ) ≤
∫ 0
−∞
bn,λ, 1
2
(−s)2K2|ρ(s)|1 ds
(4.32)
≤
2K2
∫ ∞
0
bn,λ, 1
2
(t)eγt dt
(4.19)
= L
(K2)
< l, for all x0 ∈ X .
(4.33)
In other words, under the spectral gap condition (4.3) with (K2) we have
|Ψˆ|∞ < l and finally Ψˆ ∈ G.
For the contraction property of T 1λ we need the following two lemmas. For
fixed Φ ∈ F ; Ψ1,Ψ2 ∈ G we use the notation
ρi = ρ(Φ,Ψi, x0, λ, t) ,
Ψˆi = T 1λ (Φ,Ψi) ,
for i = 1, 2.
Lemma 4.2.4 For λ ∈ Λ and t ≤ 0 one has
|ρ1(t)− ρ2(t)|1 ≤ K2µ−
1
2
n λ
2e−γt |Ψ1 −Ψ2|∞ ,(4.34)
where γ is given in (4.17).
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Lemma 4.2.5 For λ ∈ Λ one has
|Ψˆ1 − Ψˆ2|∞ ≤ K |Ψ1 −Ψ2|∞ ,(4.35)
where K is given in (4.22).
Like in the previous section the spectral gap condition (4.3) with (K2) en-
sures that K < k for some suitable constant 0 < k < 1. In particular T 1 is
a contraction uniformly in λ and Φ:
|T 1λ (Φ,Ψ1)− T 1λ (Φ,Ψ2)|∞ ≤ k |Ψ1 −Ψ2|∞ ,
for all λ ∈ Λ and Φ ∈ F .
The last missing condition before we can apply Lemma 4.2.1 is the continuity
of
T 1 : Λ× F × G → G .
It follows by the same arguments used in the proof of Lemma 4.1.6.
We summarize: The mapping T = (T 0, T 1) satisfies all conditions of Lemma
4.2.1. For all λ ∈ Λ the mapping Tλ has a unique fixed point (Φλ,Ψλ) in
F × G which depends continuously on λ. Every sequence (Φn,Ψn) in F × G
with
(Φn+1,Ψn+1) = Tλ(Φn,Ψn)(4.36)
converges to (Φλ,Ψλ).
Finally we show now that Φλ ∈ C1(X, Y ) with DΦλ = Ψλ. The most
important step in the proof of the smoothness of Φλ is the following lemma
Lemma 4.2.6 Let Φ ∈ F , Ψ ∈ G and λ ∈ Λ. Set (Φˆ, Ψˆ) = Tλ(Φ,Ψ).
If Φ ∈ C1(X, Y ) with DΦ = Ψ, then
Φˆ ∈ C1(X, Y ) and DΦˆ = Ψˆ .
Now we consider the sequence given by (Φ0,Ψ0) = (0, 0) and (4.36). Note
that due to the previous lemma we have
Φn ∈ C1(X, Y ) and DΦn = Ψn, for all n ≥ 0 .
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Passing to the limit n→∞ in the equation
Φn(x0 + h)− Φn(x0) =
∫ 1
0
Ψn(x0 + θh) dθ h
yields
Φλ(x0 + h)− Φλ(x0) =
∫ 1
0
Ψλ(x0 + θh) dθ h ,
for all x0, h ∈ X. Hence we have the estimate
|Φλ(x0+h)−Φλ(x0)−Ψλ(x0)h|1 ≤
∫ 1
0
|Ψλ(x0+ θh)−Ψλ(x0)|L(X,Y ) dθ |h|1 .
Since Ψλ is uniformly continuous in x the integral converges to zero as
|h|1 → 0 ,
in other words Φλ is Fre´chet differentiable at x0 with DΦλ(x0) = Ψλ(x0).
Since x0 was arbitrary and Ψλ is continuous we have
Φλ ∈ C1(X, Y ) with DΦλ = Ψλ .
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Chapter 5
The Finite Dimensional Flow
In this chapter we construct a continuous family of flows ϕλ(t) on the finite
dimensional space X introduced in the previous sections. This flow will con-
tain all information of the semiflow Sλ(t) restricted to the inertial manifold
in virtue of a conjugation
[Mλ, Sλ(t)]⇄ [X,ϕλ(t)] .
Already derived information about [Mλ, Sλ(t)] like the set of equilibria and
their stability properties can be transferred to the flow [X,ϕλ(t)]. Finally we
use the fully developed theory for local compact systems like [X,ϕλ(t)] to
detect certain heteroclinic orbits, which of course have to exist in the primal
system [Mλ, Sλ(t)], too.
5.1 Construction of the Finite Dimensional
Flow
We define the mapping
ϕ : Λ× R×X → X
by
ϕλ(t)x0 = x(Φλ, x0, λ, t) ,(5.1)
where x(Φλ, x0, λ, t) is the solution of the inertial form (4.7).
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Lemma 5.1.1 The mapping ϕ generates a continuous family of flows on X.
Proof: The inertial form is an ordinary differential equation, whose so-
lution operator generates a flow. We recall that Φλ depends continuously
on λ in the norm | · |∞ and also the solution x(Φ, x0, λ, t) of (4.7) depends
continuously on the data. Hence the continuity of ϕ follows. 
In the previous chapter we introduced the mappings P and Φλ which we
will need now to define the conjugation. We recall that P projects H1 or-
thogonally on X, whereas Φλ : X →H1 parameterizes the inertial manifold
Mλ = Graph Φλ .
Directly from the construction of Mλ we get:
Lemma 5.1.2 The mappings P and IX + Φλ define a conjugation between
the systems [X,ϕλ(t)] and [Mλ, Sλ(t)]:
Sλ(t) = (IX + Φλ) ϕλ(t) P on Mλ ,
ϕλ(t) = P Sλ(t) (IX + Φλ) on X .
5.2 The Projected Equilibria
Of course the equilibria u0 for the semiflow Sλ(t) contained in Eλ ⊂ Aλ ⊂ Mλ
induce equilibria of the form x0 = Pu0 ∈ X for the flow ϕλ. We ask now
whether the stability properties discussed in Lemma 3.10.7 can be transferred
to the flow [X,ϕλ(t)]. Before we give the answer we need a preliminary
lemma.
Lemma 5.2.1 Let u0 = u0(λ) ∈ Eλ be an equilibrium of the semiflow Sλ(t)
and Lλ = Lλ(u0) its linearization given in (3.28). Then the tangential space
of Mλ at u0
Tu0Mλ = {x+DΦλ(u0)x : x ∈ X}
is spanned by the first n eigenvectors of the operator −Lλ. In particular
Tu0Mλ is invariant for Lλ.
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Proof: We can rewrite the system (4.1) as
∂tu− Lλu = H(u)−DH(u0)u ,
u(0) = u0 .
(5.2)
Note that u0 ∈ BR2 and hence H(u0) = G(u0).
Let e˜1, e˜2, e˜3, . . . , e˜n denote the first n eigenfunctions of the operator −Lλ.
We order them like their corresponding eigenvalues νλ,k, compare (3.35). The
idea is to construct at u0 a local manifold M˜λ that is tangent to u0+X˜, where
X˜ = span{e˜1, e˜2, e˜3, . . . , e˜n} .
Obviously X˜ is invariant for Lλ and the lemma follows, if we are able to show
that
M˜λ ⊂ Mλ .(5.3)
In this case both manifolds coincide, since they have the same dimension n.
For the construction of M˜λ we consider the operator −Lλ − γ˜I for some
γ˜ ∈ R. In Lemma 3.10.6 we observed that between the eigenvalues νλ,n and
νλ,n+1 of −Lλ there is a gap: We can choose the parameter γ˜ ∈ (µλ,n, µλ,n+1)
such that −Lλ− γ˜I has exactly n negative eigenvalues and for some suitable
α > 0 there are no eigenvalues in the interval (−α, α). Under these condi-
tions one can apply [37, Lemma 71.2] to the system (5.2):
There exists a local manifold M˜λ which has the following properties: It is
tangent at u0 to u0 + X˜ and for all u1 ∈ M˜λ, there is a unique negative
continuation and consequently a global trajectory γλ(u1) = {u(t) : t ∈ R},
such that for some constant c > 0
|u(t)|1 ≤ c e−γ˜t, for all t ≤ 0 .
Now Lemma 4.1.7 yields γλ(u1) ⊂ Mλ, in particular we get (5.3). 
We discuss now the stability of x0 = Pu0 which is an equilibrium of the
flow ϕλ. By definition this flow is the solution of the inertial form (4.7):
∂tx+ AλPx = PH(x+ Φλ(x)) ,
x(0) = x0 .
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Hence, for the stability of x0 we have to consider the linearization operator
L˜λ = L˜λ(x0) : X → X
given by
L˜λ = −Aλ P + P DH(u0) (IX +DΦλ(x0)) ,
or equivalently
L˜λ = P Lλ (IX +DΦλ(x0)) .(5.4)
From Lemma 5.2.1 it follows that we can restrict the operator Lλ to the
subspace
X˜ = Tu0Mλ = R(IX +DΦλ(x0)) ,
and that the spectrum of the restricted operator Lλ|X˜ : X˜ → X˜ coincides
with the spectrum of L˜λ
σ(Lλ|X˜) = σ(L˜λ) .
In combination with Lemma 3.10.7 we get immediately
Lemma 5.2.2 Let u0 be one of the following equilibria for the semiflow
Sλ(t): h
0 (m = 0), sm·,λ (m ∈ N) or im·,λ (m ∈ N0), which are hyperbolic
with index m. Then its projection x0 = Pu0 on the space X is hyperbolic for
the flow ϕλ(t) with the same index m, i.e. the corresponding linearization
operator L˜λ(x0) given in (5.4) has exactly m negative and no zero eigenval-
ues.
5.3 A Characterization of the Unstable Set
In this section we want to describe the unstable manifolds of the hyperbolic
equilibria x0 given in Lemma 5.2.2. We know that x0 = x0(λ) exists on an
interval of the form (λx0, λmax] ⊂ Λ where it has constant index m. For fixed
λ it is clear that one can place a set Σm−1 = Σm−1λ into the unstable manifold
W uλ (x0) = {x ∈ X : ϕλ(t)x→ x0 as t→ −∞} ,
such that this set is homeomorphic to the m− 1 dimensional sphere
Σm−1 ∼ Sm−1 ,
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m = 2
Wu(x0)
W s(x0)
x0
Σ1
Figure 5.1: Two-dimensional unstable manifold spanned by Σ1
and the trajectories through Σm−1 span the whole unstable manifold (except
for x0)
γλ(Σ
m−1) = {ϕλ(t)x : x ∈ Σm−1, t ∈ R} = W uλ (x0) \ {x0} .
Figure 5.1 illustrates the case when the unstable manifold has dimension
two. Next we show that one can choose Σm−1λ to be continuous in λ. More
precisely we have
Lemma 5.3.1 For every closed interval Λ˜ ⊂ (λx0, λmax] ⊂ Λ there exists a
continuous mapping
ς : Λ˜× Sm−1 → X ,
such that for all λ ∈ Λ˜ the set
Σm−1λ = ς(λ, S
m−1)
fulfills the following properties:
1. Σm−1λ ∼ Sm−1 ,
2. γλ(Σ
m−1
λ ) =W
u
λ (x0) \ {x0} .
Proof: First we note that the linearization operator L˜λ of (5.4) considered
as a mapping
L˜ : Λ˜→ L(X,X)
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is continuous. Then the eigenvalues
νλ,1, νλ,2, . . . , νλ,n
depend continuously on λ, cf. for instance [26, Chapter 2, Theorem 5.1]. In
particular we find an α = α(Λ˜) > 0, such that the band
Bα = {z ∈ C : |Re(z)| ≤ α}
separates the spectra σ(L˜λ), more precisely: Independent from λ ∈ Λ˜ the
eigenvalues
νλ,1, νλ,2, . . . , νλ,m(5.5)
stay on the left hand side of Bα, whereas
νλ,m+1, νλ,m+2, . . . , νλ,n(5.6)
stay on the right hand side. Hence we can decompose the phase space X
into two corresponding subspaces
X = X1,λ ⊕X2,λ ,
where dim X1,λ = m and dim X2,λ = n−m.
It is convenient to transform the space X into a fixed reference space
Z = Z1 ⊕ Z2 ,
in virtue of an affine transformation
z = Tλ(x− x0) ,
where Tλ is given by a continuous mapping
T : Λ˜→ GL(X,Z) ,
that respects the decomposition, i.e.
Tλ : X1,λ → Z1 and Tλ : X2,λ → Z2 .
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Note that the spacesX1,λ andX2,λ depend continuously on λ, cf. [26, Chapter
2, Theorem 5.1]. Hence we can choose T to be continuous in λ.
The inertial form (4.5) can be written as
∂tx = L˜λx+ H˜λ(x) ,(5.7)
where H˜λ is smooth and the mappings
H˜ : Λ˜×X → X and DH˜ : Λ˜×X → L(X,X)
are continuous with
H˜λ(x0) = DH˜λ(x0) = 0 .
In the new coordinates z = z1 + z2 the systems (5.7) rewrites as
∂tz1 = L1,λ z1 +H1,λ(z) ,
∂tz2 = L2,λ z2 +H2,λ(z) .
(5.8)
The spectra of L1,λ and L2,λ are given in (5.5) and (5.6), respectively. The
nonlinearities H1,λ, H2,λ are the components of Hλ given by
Hλ(z) = Tλ
[
H˜λ
(
x0 + T
−1
λ (z)
)
+ L˜λx0
]
.
The system (5.8) has an equilibrium z0 = 0 with Hλ(0) = DHλ(0) = 0. It
is easy to see that locally at z0 the Lipschitz constant of Hλ can be chosen
arbitrarily small uniformly in λ ∈ Λ˜, since Λ˜ is closed. Under these conditions
locally at z0 the unstable manifoldW
u
λ (z0) for the system (5.8) can be written
as the graph of a continuous function
ψ : Λ˜× Z1 → Z2 .
More precisely there exists a neighborhood B̺(0) ⊂ Z such that
W uλ (z0) ∩ B̺(0) = Graph ψλ, for all λ ∈ Λ˜ .
Furthermore uniformly in λ ∈ Λ˜ there exists a common Lipschitz constant
for the functions ψλ on B̺(0) ⊂ Z. This result can be proved in terms of
integral manifolds, see [5].
Now we can transform W uλ (z0) back to W
u
λ (x0) and get that for a suitable
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0 < ˆ̺ < ̺ the set B ˆ̺(0) ⊂ Z1 is locally homeomorphic to W uλ (x0) in virtue
of the continuous mapping
h : Λ˜×B ˆ̺(0)→W uλ (x0) ,
given by
hλ(z1) = T
−1
λ (z1 + ψλ(z1)) + x0 .
Finally we define for arbitrary 0 < ˜̺< ˆ̺ the continuous mapping
ς : Λ˜× ∂B ˜̺(0)→ X
by
ς(λ, z1) = hλ(z1) ,
which obviously fulfills the claimed properties. 
5.4 Partial Orders and Index Filtrations
We give now some basic definitions, which we will use to define Morse de-
compositions, index pairs and index filtrations. It is convenient to give these
definitions in a more general setting. Hence, in this section let
ϕ : R×X → X
be an arbitrary flow on a locally compact metric space X. The following
definitions and lemmas are taken from [20].
A set A ⊂ X is an invariant set for ϕ if
ϕ(t)A = A, for all t ∈ R .
A compact set N ⊂ X is an isolating neighborhood for ϕ if
Inv(N,ϕ) = {x ∈ N : ϕ(t)x ∈ N, for all t ∈ R} ⊂ int N .
We call A ⊂ X an isolated invariant set for ϕ if
Inv(N,ϕ) = A ,
for some isolating neighborhood N .
A partial order on a finite set P is a relation > which satisfies
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1. p > p never holds for p ∈ P .
2. If p > q and q > r then p > r .
In this context we also introduce certain intervals. An interval is a subset
I ⊂ P for which p, p′ ∈ I together with p′ > p′′ > p imply that p′′ ∈ I. We
denote the set of intervals by
I(>) .
An attracting interval is a subset I ⊂ P for which p ∈ I together with p > p′
imply that p′ ∈ I. We denote the set of attracting intervals by
A(>) .
For A ⊂ X an isolated invariant set and a given partial order (P, >) we
define: a (> ordered) Morse decomposition of A is a collection
M = M(A) = {M(p) : p ∈ P}
of mutually disjoint compact invariant subsets M(p) ⊂ A such that if
x ∈ A \
⋃
p∈P
M(p) ,
then there exist p′ > p with x ∈ C(p′, p).
Here C(p′, p) denotes the set of connecting orbits fromM(p′) to M(p). More
generally we define
C(B1, B2) = C(B1, B2, A) = {x ∈ A : α(x) ⊂ B1 and ω(x) ⊂ B2} ,
where α(x) and ω(x) denote the alpha and omega limit sets under the flow ϕ,
respectively. For notational convenience one sets C(p′, p) = C(M(p′),M(p)).
Note that the order > on P is not assumed to be unique. In fact, for
M = {M(p) : p ∈ P} there may exist different relations > such that M
admits a Morse decomposition and every ordering of P with this property is
called admissible. The partial order > induces an obvious partial order on
M , which we also denote by >.
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For each I ∈ I(>) and Morse decomposition M(A) we define
M(I) =
(⋃
p∈P
M(p)
)
∪
( ⋃
p,p′∈P
C(p′, p)
)
,
and call M(I) a Morse set of the admissible ordering > of M . The collection
of Morse sets of the admissible ordering > is denoted by
MS(>) = {M(I) : I ∈ I(>)} .
For I ′, I ∈ I(P, >) the connecting orbits from M(I ′) to M(I) are given by
C(I ′, I) = C(M(I ′),M(I)).
A special subset in the collection of Morse sets MS(>) is the collection
of attractors. It is denoted by
AF (>) = {M(I) : I ∈ A(>)} ,
where AF stands for attractor filtration, cf. [20, Definition 2.5]. We remark
that M(I) ∈ AF (>) is an attractor in the isolated invariant set A but not
necessarily in the ambient space X, cf. [20, Proposition 2.4].
Given A ⊂ B ⊂ X, we call A positively invariant relative to B if x ∈ A
and ϕ([0, t])x ⊂ B together imply that ϕ([0, t])x ⊂ A.
By a compact pair (N1, N0) we mean an ordered pair of compact sets with
N0 ⊂ N1.
Definition 5.4.1 A compact pair (N1, N0) in X is called an index pair for
A if
1. A ⊂ int (N1 \N0), and A = Inv(cl (N1 \N0)) ,
2. N0 is positively invariant relative to N1 ,
3. x ∈ N1 and ϕ([0,∞))x 6⊂ N1 imply that there is a t ≥ 0 such that
ϕ([0, t])x ⊂ N1 and ϕ(t) ∈ N0 .
Note that orbits leaving N1 do so through N0, i.e. N0 acts as an exit set for
N1.
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Definition 5.4.2 An index filtration for the admissible ordering > of M is
a collection of compact sets
N = {N(I) : I ∈ A(>)}
satisfying
1. for each I ∈ A(>),
(N(I), N(∅)) is an index pair for the attractor M(I) ∈ AF (>) ,
2. for each I1, I2 ∈ A(>),
N(I1 ∩ I2) = N(I1) ∩N(I2) and N(I1 ∪ I2) = N(I1) ∪N(I2) .
We give now the main result of this section, which states that for a given
Morse decomposition and a given admissible ordering there always exists
an index filtration. Let M(A) be a > ordered Morse decomposition of an
isolated invariant set A. We order the elements of P: p1, p2, . . . , pn such that
pi > pj implies that i > j.
Theorem 5.4.3 Assume (N1, N0) is an index pair for A, and set
N = cl (N1 \N0) .
Then there exists a collection
C = {Ci ⊂ N : i = 1, . . . , n}
of compact subsets of N such that for each i, j ∈ {1, . . . , n} the following
hold:
1. Ci is an isolating neighborhood of M(pi) ,
2. if pi and pj are non-comparable, then Ci ∩ Cj = ∅ ,
3. if we set
N(I) = N0 ∪
(⋃
pi∈I
Ci
)
,
then the collection N = {N(I) : I ∈ A(>)} is an index filtration for
the admissible ordering > of M .
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This result can be found in [20, Theorem 3.8]. We remark that the proof
uses some fundamental results, which go back to Conley and Kurland, confer
[13], [14], [27], [28] and [29] for more details. In our application we will use
the following easy corollary:
Corollary 5.4.4 Assume that the index pair for A has the special form
(N1, N0) = (N1,∅) .
Then for each I ∈ A(>) the attractor M(I) has an index pair of the form
(N(I),∅), i.e. M(I) has a positively invariant, isolating neighborhood N(I).
In particular M(I) is a local attractor in X and M(I) attracts N(I).
The next lemma is essentially taken from Conley [13]:
Lemma 5.4.5 Let N 6= ∅ be a compact subset of X with
ϕ(t)N ⊂ int N ,
for some t > 0. Then the omega limit set ω(N) is not empty and
ω(N) ⊂ int N .
In particular ω(N) is an isolated invariant set with
Inv(N,ϕ) = ω(N) .
Moreover ω(N) is an attractor in X which attracts N .
Proof: It is clear that for a suitable open set V ⊂ X one gets
ϕ(t)N ⊂ V ⊂ cl V ⊂ int N ,
and since N is compact we have for some δ > 0
ϕ([t− δ, t+ δ])N ⊂ V .
For each s ≥ s0 = t2δ there exists a decomposition s = s1 + . . . + sk, k ∈ N
with si ∈ [t− δ, t+ δ] for all i = 1, . . . , k. Consequently we have
ϕ(s)N ⊂ V, for all s ≥ s0 .
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The rest of the lemma follows by standard theory, see for instance [37, Lemma
23.1]. 
Before we return now to our concrete setting we consider the more general
situation of a continuous family of flows
ϕ : Λ× R×X → X
on a locally compact metric space X, where Λ ⊂ R is an interval. The
following two lemmas give that certain situations are continuous in λ, i.e.
if the situation holds for a fixed λ0 ∈ Λ then it already holds on an open
neighborhood.
Lemma 5.4.6 Let K ⊂ X be compact and U ⊂ X open. Assume that for
some fixed λ0 ∈ Λ and some t > 0 we have ϕλ0(t)K ⊂ U . Then
ϕλ(t)K ⊂ U
already holds on some open neighborhood Λ˜ of λ0 in Λ.
Proof: The lemma follows from the continuity of the family ϕ and a simple
compactness argument: The mapping
φ = ϕ·(t)(·) : Λ×X → X
is continuous, i.e. for each (λ0, x) ∈ {λ0}×K we find an open neighborhood
Bx ⊂ Λ×X with φ(Bx) ⊂ U . Since {λ0} ×K is compact in Λ×X we find
{λ0} ×K ⊂ Λ˜×K ⊂
n⋃
i=1
Bxi ,
for some suitable n ∈ N, xi ∈ K and some neighborhood Λ˜ of λ0 in Λ. 
Lemma 5.4.7 Let (N,∅) be an index pair for the isolated invariant set
Aλ0 = Inv(N,ϕλ0) .
Then, for some open neighborhood Λ˜ of λ0, N is an isolating neighborhood
of
Aλ = Inv(N,ϕλ)
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for all λ ∈ Λ˜ and Aλ attracts N under the flow ϕλ.
Proof: Aλ0 attracts N under the flow ϕλ0 . In particular one finds some
time t > 0 such that
ϕλ0(t)N ⊂ int N .
Lemma 5.4.6 gives
ϕλ(t)N ⊂ int N
on an open neighborhood Λ˜. The rest follows from Lemma 5.4.5. 
5.5 The Morse Decomposition
Now we consider again our concrete situation, i.e. the continuous family of
flows
ϕ : Λ×R×X → X
defined in (5.1). Let Aλ be the attractor for the semiflow Sλ introduced in
(3.21). To detect heteroclinic orbits we study the corresponding set PAλ for
the flow ϕλ.
First we observe that PAλ ⊂ X is an isolated invariant set for ϕλ:
Recall that the trajectories through BR1 are bounded (3.22), consequently
the compact set
Kλ = Mλ ∩ γ+λ (BR1)
is positively invariant for Sλ(t) and attracted by Aλ. With the conjugation
defined in Lemma 5.1.2 we get that the compact set
Nλ = PKλ
is positively invariant for ϕλ(t) and attracted by PAλ. Note that since Aλ ⊂
BR1 the set PAλ lies in the interior of Nλ and we get:
Lemma 5.5.1 For every λ ∈ Λ there exists a positive invariant, isolating
neighborhood Nλ ⊂ X with
Inv(Nλ, ϕλ) = PAλ .
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In particular PAλ is an isolated invariant set, which has an index pair of the
form
(Nλ,∅) ,
in other words PAλ is an attractor in X, that attracts Nλ.
For fixed λ ∈ Λ we define now a Morse decomposition for the isolated invari-
ant set PAλ. The set
PEλ = {Pu0 : u0 ∈ Eλ}
consists of a finite number of equilibria for the flow ϕλ. We recall that
Eλ : H1 → R is a Lyapunov function for the semiflow Sλ and induces a
Lyapunov function E˜λ : X → R for the flow ϕλ in terms of
E˜λ(x) = Eλ(x+ Φλ(x)) .
Hence the system (
ϕλ, E˜λ
)
is a gradient system in the sense of [37, Section 7.2]. In this case the alpha
and omega limit sets of a point x ∈ PAλ consist of a single equilibrium,
respectively. See for instance [37, Theorem 72.3]. We define now the Morse
decomposition Mλ such that every Morse set of the form M(p) consists of a
single equilibrium, i.e. the indexing set Pλ and the equilibria set PEλ have
the same number of elements. For notational convenience we identify the
elements p ∈ Pλ and the corresponding Morse sets M(p) and set
Mλ =M(PAλ) = {Pu0 : u0 ∈ Eλ} = Pλ .(5.9)
Then obviously Mλ is a Morse decomposition of PAλ. Furthermore we get
immediately the following admissible orders:
1. The flow ordering >ϕλ which is defined by:
p′ >ϕλ p if and only if there exists a sequence of distinct elements of
Pλ p = p0, . . . , pk = p′, such that C(pj, pj−1) 6= ∅ for each j = 1, . . . , k.
2. The ordering >E˜λ which is induced by the Lyapunov function E˜λ:
p′ >E˜λ p if and only if E˜λ(p
′) > E˜λ(p).
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One can show that each admissible order of Mλ is an extension of the flow
ordering. In this sense >ϕλ is extremal for Mλ. See for instance [20, Propo-
sition 2.3]. Our goal is to detect or to exclude as many relations p′ >ϕλ p as
possible, since these relations imply (possibly indirect) connections between
M(p′) and M(p). The ordering >E˜λ is completely known, compare Section
3.9. We can use the fact that >E˜λ is an extension of >ϕλ to exclude many of
the possible relations p′ >ϕλ p. The proof that a relation >ϕλ in fact exists
is more delicate. In the next section we will detect some of them.
5.6 The Structure of the Attractor
Before we state the main result it is convenient to introduce some new no-
tation. If a set B ⊂ X is attracted by a set A ⊂ X under the flow ϕλ, we
write
B
λ−→ A .
For a hyperbolic equilibrium x0 = x0(λ) with index m ≥ 2, compare Section
5.3, we write
x0
λ−→ A
as a short form for
Σm−1λ
λ−→ A .
Here Σm−1λ is the connected sphere that spans the whole unstable set W
u
λ (x0)
in virtue of Lemma 5.3.1, item 2.
The case m = 1 is special, since the according sphere Σ0λ consists of two
isolated points and consequently is not connected:
Σ0λ = {σ1, σ2} = {σ1(λ), σ2(λ)} .
Each of the two heteroclinic orbits starting from x0 contain exactly one of
the points σ1, σ2 and we write
x0
j,λ−→ A
as a short form for
{σj} λ−→ A , j = 1, 2 .
We make some preparing observations for intervals Iλ ∈ A(>ϕλ) concerning
the continuity in λ:
5.6. THE STRUCTURE OF THE ATTRACTOR 81
Lemma 5.6.1 Let Iλ0 ∈ A(>ϕλ0 ) be an attractor for some fixed λ0 ∈ Λ
which contains no foldpoints, i.e. all equilibria in Iλ0 exist on an open neigh-
borhood of λ0. Then there exists an isolating neighborhood N of M(Iλ0) and
some open neighborhood Λ˜ of λ0 such that for all λ ∈ Λ˜ one has
1. Iλ = {x0(λ) : x0(λ0) ∈ Iλ0} ∈ A(>ϕλ) ,
2. N is an isolating neighborhood of M(Iλ) ,
3. N
λ−→M(Iλ) .
Proof: From Lemma 5.5.1 and Corollary 5.4.4 we infer that M(Iλ0) has an
index pair of the form (N,∅). With Lemma 5.4.7 it follows that there exists
an open neighborhood Λ˜ such that for all λ ∈ Λ˜ the set N is an isolating
neighborhood of
Aλ = Inv(N,ϕλ) ,
that attracts N
N
λ−→ Aλ .
Since the equilibria of the flow ϕλ depend continuously on λ and Iλ0 contains
no fold points we observe that we can choose Λ˜ so small that
Inv(N,ϕλ) = M(Iλ), for all λ ∈ Λ˜ ,
and the lemma follows. 
Lemma 5.6.2 For some fixed λ0 ∈ Λ let x0 = x0(λ0) be a hyperbolic equi-
librium with index m ≥ 1 and Iλ0 ∈ A(>ϕλ0 ) an attractor which contains no
foldpoints.
If m ≥ 2 and
x0
λ0−→ M(Iλ0) ,(5.10)
then there exists some open neighborhood Λ˜ of λ0 such that for all λ ∈ Λ˜ one
has
x0
λ−→M(Iλ) .
For the special case m = 1 we get in turn: If
x0
j,λ0−→M(Iλ0) for some j ∈ {1, 2} ,(5.11)
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then there exists some open neighborhood Λ˜ of λ0 such that for all λ ∈ Λ˜ one
has
x0
j,λ−→ M(Iλ) .
Proof: First we consider the case m ≥ 2. From (5.10) it follows that for
some t > 0 one has
ϕλ0(t)Σ
m−1
λ0
⊂ int N ,
where N is the isolating neighborhood of M(Iλ0) given in Lemma 5.6.1. We
consider the mapping
ξ = ϕ·(t)ς(·, ·) : Λ¯× Sm−1 → X ,
where Λ¯ is a neighborhood of λ0 and ς is the mapping given in Lemma 5.3.1.
ξ is continuous with ξ(λ0, S
m−1) ⊂ int N which yields ξ(Λ˜, Sm−1) ⊂ int N for
some open neighborhood Λ˜ ⊂ Λ¯ of λ0. Due to Lemma 5.6.1 we can assume
that Λ˜ is small enough such that N
λ−→ M(Iλ) for all λ ∈ Λ˜. In particular
one has Σm−1λ
λ−→ M(Iλ) for all λ ∈ Λ˜ and therefore x0 λ−→M(Iλ).
For the casem = 1 one only has to replace Σm−1λ by σj(λ) for some j ∈ {1, 2},
where Σ0λ = {σ1(λ), σ2(λ)}. 
Before we come to the main results we briefly recall the bifurcation dia-
gram of Section 3.9:
It is clear that the projected equilibria Pu0, u0 ∈ Eλ induce essentially the
same bifurcation diagram. The interface solutions im−1·,λ as well as the spike
solutions sm·,λ exist on the λ-interval (λm,∞), where the rescaling argument
gives λm = mλ1.
We define λ∗1 as the unique parameter where the i
0
·,λ branch intersects the h
0
branch in the energy diagram. Again the rescaling argument yields that the
im−1·,λ branches intersect the h
0 branch at λ∗m = mλ
∗
1, respectively. See Figure
5.2.
For the rest of this section we make the following assumption (A)
concerning the parameter range Λ = [λmin, λmax].
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Assumption 5.6.3 The left border of Λ fulfills λmin < λ1 and for all λ ∈ Λ
the s1·,λ branch intersects the i
m−1
·,λ branch (m ≥ 1) in a unique point. We
denote the corresponding λ value by λ˜m, i.e.
Eλ˜m
(
s1·,λ˜m
)
= Eλ˜m
(
im−1·,λ˜m
)
.(5.12)
See Figure 5.2 above.
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Remark 5.6.4 From numerical simulations we know that Assumption (A)
is true for sufficiently small, but nontrivial λ values. On the other hand from
the monotonicity and the limit behavior of the branches the assumption also
follows for sufficiently large λ. So there is hope that in fact for all λ > 0 the
assumption holds.
However, up to now this question is still open and we settle for some non-
trivial interval Λ, assured by numerical simulations. For instance for mass
µ = 0.7 one obtains the diagram in Figure 5.2 below.
In Figure 5.2 above we show a qualitative diagram with the introduced no-
tation. Note that the diagram for the projected equilibria looks exactly the
same - simply replace all equilibria x0 by Px0 and Eλ by E˜λ.
In Figure 5.2 below we see a numerical simulation of Dr. Ulrich Miller
achieved by a path following algorithm.
Note that since the branches decrease in λ and Eλ(s
1
·,λ) > Eλ(h
0) one
always has
λk < λ˜k < λ
∗
k ,
except for k = 1, where we have λ1 = λ˜1 < λ
∗
1. The sets
{Ph0} and I1,λ = {Pi0·,λ}
consisting of stable equilibria, respectively, are in A(>ϕλ) for all λ where
these equilibria exist. Furthermore for k ≥ 2 the set Ik,λ defined by
Ik,λ = {Pi0·,λ, P i1·,λ, . . . , P ik−1·,λ }(5.13)
is in A(>ϕλ) at least for λ ≥ λ∗k.
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Figure 5.2: Energy diagram for µ = 0.7
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In our first result we observe that this is the case already for λ ≥ λ˜k. In this
parameter range we have the following situation
Ph0
Pi0
·,λ
Pi1
·,λ
Pik−2
·,λ
Pik−1
·,λ
E˜λ
Due to the energy it is clear that only downward orbits are possible. The
next theorem says that there are no connecting orbits from M(Ik,λ) to Ph
0,
i.e. in the diagram we have only downward orbits which do not intersect the
dotted line. In particular we can exclude orbits from points in Ik,λ to the
equilibrium Ph0, which has possibly lower energy.
Theorem 5.6.5 Let Λ fulfill (A) and assume that (λ1, λ˜k) ⊂ Λ for some
k ≥ 2. Then there exists some λˆk < λ˜k such that
Ik,λ ∈ A(>ϕλ), for all λ ∈ Λ with λ > λˆk .(5.14)
Proof: We use induction over k.
Let k = 2 and x0 = x0(λ) ∈ {Pi1·,λ}. It is sufficient to show that for some
suitable λˆ2 < λ˜2 and arbitrary j ∈ {1, 2}
x0
j,λ−→M(I1,λ) ,
for all λ > λˆ2. Assume for the moment that λ ≥ λ˜2. Then due to the energy
one and only one of the following alternatives is true
1. x0
j,λ−→M(I1,λ) or
2. x0
j,λ−→ Ph0.
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For λ > λ1 one has I1,λ, {Ph0} ∈ A(>ϕλ) and with Lemma 5.6.2 we get
that both alternatives hold on an open interval, respectively. For λ ≥ λ∗2 the
energy eliminates the second alternative and 1. holds on an open interval
including [λ˜2,∞) ∩ Λ.
Now we conclude from k to k + 1. Let x0 ∈ {Pik·,λ}. We show that for some
suitable λˆk+1 < λ˜k+1
x0
λ−→M(Ik,λ) ,
for all λ > λˆk+1. Like above assume for the moment that λ ≥ λ˜k+1. Note
that the induction hypothesis gives that Ik,λ, {Ph0} ∈ A(>ϕλ) for λ ≥ λ˜k.
In particular Ph0 is non-comparable to any element of Ik,λ and Corollary
5.4.4 gives two disjoint isolating neighborhoods N1, N2 of M(Ik,λ) and Ph
0,
respectively. The omega limit set of the connected sphere spanning the un-
stable manifold of x0 is connected. The energy yields that this omega limit
set is completely contained in one of the sets N1 or N2 and we get again that
one and only one of the following alternatives is true
1. x0
λ−→ M(Ik,λ) or
2. x0
λ−→ Ph0.
Lemma 5.6.2 gives that both alternatives hold on an open interval, respec-
tively. For λ ≥ λ∗k+1 the energy eliminates the second alternative and 1.
holds on an open interval including [λ˜k+1,∞) ∩ Λ. 
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Under these conditions we are able to determine the behavior of the orbits
starting in the spikes Ps1·,λ:
Ph0
Ps1
·,λ
E˜λ
Pik−1
·,λ
Pik−2
·,λ
Pi1
·,λ
Pi0
·,λ
Theorem 5.6.6 Let Λ fulfill (A). Then for all λ ∈ (λ1,∞) ∩ Λ one has
Ps1·,λ
1,λ−→ Ph0.(5.15)
For all k ≥ 1 there exists a λ¯k+1 > λ˜k+1 such that
Ps1·,λ
2,λ−→ M(Ik,λ), for all λ ∈ (λ˜k, λ¯k+1) ∩ Λ .(5.16)
Proof: First we consider some λ > λ1 which is very close to λ1. Then
between the equilibria Ps1+,λ and Pi
0
+,λ which have branched from Pf
1
+ there
must be a heteroclinic orbit. For this result one can use for instance the
continuation property of the Conley index, cf. [33, Theorem 3.10]. With the
same argument one observes an orbit from Ps1−,λ to Pi
0
−,λ.
Since PAλ is connected and the flow inherits the equivariance property of
the semiflow Sλ(t) the other orbits starting from Ps
1
·,λ go to Ph
0. Without
loss of generality we label these orbits in terms of Lemma 5.3.1 as follows
Ps1·,λ
1,λ−→ Ph0 ,
P s1·,λ
2,λ−→ Pi0·,λ .
(5.17)
For arbitrary λ ∈ (λ1,∞)∩Λ the theorem follows by a continuation argument:
From the energy we conclude that for fixed j ∈ {1, 2} one and only one of
the following alternatives is true
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1. Ps1·,λ
j,λ−→ Ph0 ,
2. Ps1·,λ
j,λ−→ M(Ik,λ) where k ≥ 1 such that λ˜k < λ ≤ λ˜k+1 .
Due to Theorem 5.6.5 and Lemma 5.6.2 both alternatives hold on open in-
tervals respectively. With (5.17) the theorem follows. 
Of course the orbits starting in Ps1·,λ can be lifted to according orbits starting
in Psm·,λ, m ∈ N with the rescaling argument of Section 3.8.
Corollary 5.6.7 Let λ ∈ Λ with λm < λ for some m ∈ N. If we set
λ¯ = λ¯m,λ =
λ
m
then λ1 < λ¯ and Theorem 5.6.6 gives
Ps1+,λ¯
1,λ¯−→ Ph0.
Moreover we find a minimal k¯ = k¯m,λ ∈ N such that λ¯ ∈ (λ˜k¯, λ¯k¯+1) where
λ¯k¯+1 is given in Theorem 5.6.6 and we obtain an orbit
Ps1+,λ¯
2,λ¯−→ Pil¯α,λ¯ with l¯ = l¯m,λ ∈ {0, 1, . . . , k¯ − 1}, α = αm,λ ∈ {+,−} .
According to Section 3.8 we may apply the operator γm and obtain corre-
sponding orbits from
Pγms
1
+,λ¯ = Ps
m
+,λ to Pγmh
0 = Ph0 ,
and from
Psm+,λ to Pγmi
l¯
α,λ¯ = Pi
m(l¯+1)−1
α,λ .
With the same argument one gets the according orbits starting from Psm−,λ
to Ph0 and Pi
m(l¯+1)−1
β,λ , respectively. Note that due to the equivariance (3.24)
the sign β = βm,λ ∈ {+,−} is opposite to α from Pim(l¯+1)−1α,λ above.
For fixed λ > λm we find some maximal k ∈ N such that Ik,λ is an attractor,
cf. Theorem 5.6.5. In Figure 5.3 below we suppress the fixed parameter λ in
the notation. The open domain B(Ph0) looking like a disk displays the basin
of attraction of Ph0. The other domain N is an isolating neighborhood of the
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Ps1+
Ph0
Ps1−
Psm+
Fix(γ)
γ
Psm−
Pi
m(l¯m+1)−1
αm
Pi
m(l¯m+1)−1
βm
Pil¯1β1
Pil¯1α1
N
B(Ph0)
Figure 5.3: Illustration of Corollary 5.6.7
attractor M(Ik,λ), cf. Lemma 5.6.1. Note that the equilibrium Pi
m(l¯m+1)−1
α,λ
is not necessarily an element in Ik,λ. However, under the condition
m(l¯m + 1) ≤ k
we have Pi
m(l¯m+1)−1
α,λ ∈ Ik,λ.
For instance in the case m = 1 one always finds λ ∈ (λ˜kˆ, λ˜kˆ+1] for some
suitable kˆ ∈ N and we have by definition k¯ ≤ kˆ ≤ k. With l¯1 + 1 ≤ k¯ the
condition above follows, i.e. one always gets
Pil¯1α,λ ∈ Ik,λ and Pil¯1β,λ ∈ Ik,λ .
We close this section with a similar result concerning the fold points:
Corollary 5.6.8 Let λ ∈ Λ be a bifurcating parameter value, i.e. λ = λm
for some m ∈ N. In this case we have λ
m
= λ1. The attractor PAλ1 contains
the set of equilibria
PEλ1 = {Ph0, P f 1+, P f 1−} .
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Since PAλ1 is connected there have to be connecting orbits from Pf
1
· to Ph
0,
respectively. Other orbits are forbidden due to the energy.
Like above we may apply the operator γm of Section 3.8 and get orbits from
Pγmf
1
· = Pf
m
· to Pγmh
0 = Ph0 , respectively.
5.7 A Closer Look to Small Parameter Values
For λ small the results of the previous section are sufficient to determine
completely the structure of the attractor PAλ. Of course, if we increase λ
the structure gets more complicated and up to now we are far away from a
systematic description of PAλ. To illustrate this gain of complexity we con-
sider in this section parameter values up to λ˜2 and give snap shots of PAλ
for certain λ values:
In the trivial case 0 < λ < λ1 the attractor PAλ consists only of the equilib-
rium Ph0:
Fix(γ)
γ
Ph0
For λ = λ1 the attractor PAλ contains at least the set shown below. Under
the generic assumption that at the fold points Pf 1· one has a bifurcation
with one dimensional kernel, cf. the remark at the end of Section 3.10, one
gets that this set is already the complete attractor. However, without this
assumption the attractor may have multiple orbits (a continuum of orbits)
from the foldpoints to Ph0.
Fix(γ)
γ
Ph0
Pf1+
Pf1
−
In the case λ1 < λ < λ2 we have due to Theorem 5.6.6 and its proof the
following situation. Note that in this λ interval an orbit starting in a spike
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solution and ending at an interface solution may not switch its endpoint to
the other interface solution: Each interface solution alone is a local attractor,
in particular such an orbit has to exist on an open λ interval.
Fix(γ)
γ
Ph0
Pi0+
Ps1+
Ps1
−
Pi0
−
Remark 5.7.1 Up to some λˇ2 > λ˜2 this set is an unchangeable component
of the attractor. It cannot be perturbed by other equilibria, since they have
higher energy.
For λ = λ2 the attractor PAλ contains at least the following set (rescaling
argument). Like at λ1 the attractor may have (and probably has) additional
orbits (a continuum of orbits) starting from the foldpoints f 2· indicated by
the dotted arrows, since we conjecture that the center unstable manifold has
dimension two. In any case the picture has to be symmetric with respect
to the horizontal axis due to the equivariance γ, but not necessarily with
respect to the vertical axis!
Ps1
−
Ps1+
Pi0+
Fix(γ)
γ
Pf2
−
Ph0
Pi0
−
Pf2+
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We consider now the interval λ2 < λ < λ˜2. The rescaling argument gives that
PAλ contains at least:
Pi0
−
Pi0+
Fix(γ)
γ
P i1+Ps
2
+Ph
0Ps2
−
Pi1
−
Ps1
−
Ps1+
Concerning the orbits starting in Pi1+ we know from the energy and symmetry
that only one of the following situations is possible:
Pi1+Pi
1
+Pi
1
+
Pi0
−
Ps1
−
Ph0
Ps1+
Pi0+
Ph0
Ps1
−
Pi0
−
Pi0
−
Ps1
−
Ph0
Ps1+
Pi0+
Ps1+
Pi0+
For the orbits starting in Pi1− we have the same alternatives.
Due to Lemma 5.5.1 the attractor PAλ has an isolating neighborhood Nλ ⊂
X which is attracted by PAλ. Consider the set Aλ ⊂ PAλ which attracts
points with smaller energy than Eλ(s
2
· ):
Aλ = ωλ({x ∈ Nλ : E˜λ(x) < Eλ(s2· )− ε}) ,
for some 0 < ε ≪ 1. Here ωλ denotes the omega limit set with respect to
the flow ϕλ. The set Aλ, which is a local attractor, has one of the following
forms: For the two equilibria Pi1· choose two of the dotted orbits respectively
such that the whole picture is symmetric with respect to the horizontal axis:
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Ps1
−
Ps1+
Pi0+
Fix(γ)
γ
P i1
−
Pi1+Ph
0
Pi0
−
Aλ
Let us consider now the orbits starting in Ps2· . Note that the orbits from
Ps2· to Ph
0 imply already a continuum of orbits. This follows immediately
from the continuity of the flow and the fact that Ph0 is stable: Let Σ1 be
the one dimensional sphere which describes the unstable manifold of Ps2+ in
terms of Lemma 5.3.1. Then the single orbit from Ps2+ to Ph
0 implies that
a whole neighborhood U is mapped by ϕ(t) into a neighborhood V which is
a subset of the basin of attraction B(Ph0) of Ph0. This implies immediately
a bundle of connecting orbits through the set U ∩ Σ1.
Fix(γ)
γ
V Ps
2
+Ph
0
U
Σ1
ϕ(t)
B(Ph0)
The same argument can be generalized to
Lemma 5.7.2 For m ≥ 2 there exists a continuum of orbits from Psm· to
Ph0.
Consider now the case λˆ2 < λ < λˇ2, where λˇ2 > λ˜2 is given in Remark 5.7.1.
Like before the complete attractor PAλ contains a subset Aλ which attracts
points with smaller energy than E(s2· ). But now this set is completely deter-
mined by Theorem 5.6.5 and Remark 5.7.1:
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Pi0+
Fix(γ)
γ
Ph0Pi1
−
Pi1+
Pi0
−
Aλ
Ps1
−
Ps1+
Moreover, from the rescaling argument we infer that PAλ contains
Pi0+
Fix(γ)
γ
Ph0Pi1
−
Pi1+Ps
2
−
Ps2+
Pi0
−
Ps1
−
Ps1+
The unstable manifold of Ps2+ generated by the circle Σ
1 is attracted by the
subset Aλ. More precisely, the connected set Σ
1 is attracted by the omega
limit set ω(Σ1) which is also connected and equivariant.
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Fix(γ)
γ
ϕ(t)
Ps2+
Σ1
ϕ(t) ϕ(t)
ϕ(3t)Σ1
Aλ
We do not know exactly how Σ1 is attracted by Aλ. But we know the orbits
from Ps2+ to Ph
0 and from Ps2+ to Pi
1
+. Hence the omega limit set ω(Σ
1) has
to be an equivariant and connected subset of Aλ which contains the points
Ph0 and Pi1+. In other words ω(Σ
1) contains at least the following set:
Ps1+
Pi0+
Fix(γ)
γ
Ph0 Pi1+
Pi0
−
Ps1
−
Now one obviously has
Lemma 5.7.3 For λˆ2 < λ < λˇ2 we observe the existence of the following
orbits:
1. a continuum of orbits from Ps2+ to Ph
0 ,
2. at least one orbit from Ps2+ to Pi
1
+ ,
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3. at least one orbit from Ps2+ to Ps
1
+ ,
4. at least one orbit from Ps2+ to Ps
1
− ,
5. a continuum of orbits from Ps2+ to Pi
0
+ ,
6. a continuum of orbits from Ps2+ to Pi
0
− .
Of course the same argument works for the spike Ps2−.
Proof: We can choose an open neighborhood U of Aλ such that locally
at Ps1+ the stable manifold W
s(Ps1+) separates U into two parts. Therefore
we need the Hartman-Grobman theorem, see for instance [24].
Ps1
−
Ps1+
Pi0+
Ph0Pi1
−
Pi1+
Pi0
−
U
Aλ
W s(Ps1+)
Moreover, if U is sufficiently small it has homotopy type Σ1 ∨ Σ1 (like Aλ).
For sufficiently large t > 0 the connected and equivariant image ϕ(t)Σ1 is
contained in U and the orbits Ps2+ −→ Ph0 and Ps2+ −→ Pi1+ enforce the
intersection of ϕ(t)Σ1 andW s(Ps1+), which gives a connecting orbit Ps
2
+ −→
Ps1+. This argument works for the other orbits, too. 
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Chapter 6
Another Phase Space
In the following chapters we fix the parameter λ such that the orbits
s1·,λ
1,λ−→ h0 and s1·,λ 2,λ−→ A˜λ(6.1)
exist, where A˜λ is a local attractor disjoint from the local attractor {h0} -
cf. Theorem 5.6.6. For notational convenience we suppress from now on the
dependency on the parameter λ.
It turns out that in the stochastic Cahn-Hilliard model we can not provide
a solution in C([0, T ];H1). The reason for that is the stochastic convolution
process WAλ(t, x), see (7.8), which is the main tool to solve the stochastic
equation. It is not regular enough to achieve solutions in C([0, T ];H1). Any-
way, one can show that WAλ(t, x) has a continuous version, see Theorem
7.1.3. Under this condition the stochastic Cahn-Hilliard equation has solu-
tions living in C([0, T ]; C) where the phase space C is defined as the Banach
space
C =
{
u ∈ C([0, 1]) :
∫ 1
0
u(x) dx = 0
}
endowed with the sup norm | · |∞.
Since we want to compare the behavior of solutions of the deterministic and
stochastic models it is necessary to change the phase space in the determinis-
tic model fromH1 to C. In this chapter we provide the semiflow S on C. With
similar methods we used in Chapter 3.6 we can prove existence of the global
attractor. Due to the regularization for t > 0, a trajectory S(t)u coincides
with the trajectory induced by the semiflow on H1. Hence, the attractor
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is the same for both semiflows, and we can use the results of the previous
chapters. To simplify the presentation in the stochastic model we replace the
polynomial f by a regular (C3) cut-off function fˆ with the properties
fˆ(u) = f(u) for |u| < R
fˆ(u) = 0 for |u| > 2R
(6.2)
for sufficiently large R > 0. We fix some ρ > 0, such that the global
attractor A of the non-truncated Cahn-Hilliard equation is contained in
Bρ = Bρ(0) ⊂ C and choose R such that R > 2ρ. Note that this modification
is only necessary for the stochastic equation, since we can exclude a blow
up of deterministic solutions with the arguments of Section 3.5. However,
for a consistent presentation we work now with fˆ in both (the deterministic
and the stochastic) models. In what follows we are only interested in deter-
ministic and stochastic solutions as long as they stay in a certain bounded
neighborhood of the stable equilibrium h0. In this sense the truncation of f
is justified.
We make the convention:
In the following we work with solutions in the phase space C. If not
stated otherwise, we use the topology of C, in particular we define
for A ⊂ C and δ > 0
Bδ(A) = {u ∈ C : |u− a|C < δ, for some a ∈ A} ,
The boundary ∂A, the closure cl A and the complement Ac are
taken with respect to the space C and its topology. In the special
case A = {h0} we use the abbreviation Bδ = Bδ(h0).
Let us fix the setting on the new phase space C. Let B be the realization of
the operator −∂2x in C subject to Neumann boundary conditions, i.e.
B = −∂2x ,
D(B) =
{
u ∈
⋂
p≥1
W 2,p(0, 1) :
∫ 1
0
u(x) dx = 0; ∂2xu ∈ C; ∂xu(0) = ∂xu(1) = 0
}
.
(6.3)
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The operator B is positive and sectorial in C, see for instance [30, Section
7.3.4]. Consequently the extrapolated fractional power scale of order m ∈ N
generated by (C, B) is well defined, cf. [4, Chapter 5]. For our application it
suffices to consider the case m = 1 and the scale of spaces
[Cα; α ∈ [−1,∞)] .(6.4)
In particular we have C0 = C and C1 = D(B) endowed with the norm
|u|C1 = |Bu|C0 = |Bu|C .
More generally, the fractional powers Bβ, β ∈ R are well defined. For β > 0
they are isometric isomorphisms from Cα+β to Cα. Moreover B considered as
an operator on C−1 is positive and sectorial (confer for instance [4, Chapter
5, Lemma 1.3.7]).
6.1 Solutions in the New Phase Space
With regard to the stochastic model we consider the following generalized
non-autonomous problem
∂tu+
1
λ2
B2u = Hw(u, t), t ≥ 0 ,
u(0) = u0 .
(6.5)
The function Hw is given by
Hw(u, t) = −BP0fˆ(u+ w(t)) ,(6.6)
where w is a fixed function in C([0, T ]; C), fˆ defined in (6.2) and P0 is the
projection defined by
(P0u)(x) = u(x)−
∫ 1
0
u(x) dx .
Note that the nonlinearity in (6.6) depends on t only through w. For w ≡ 0
H0(u, t) = H0(u) = −BP0fˆ(u) .
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In this case the system simplifies to the autonomous Cahn-Hilliard model
with modified nonlinearity.
One easily verifies that Hw ∈ CLip(C × R+, C−1). Moreover, the nonlinearity
is globally bounded. There exists a constant c > 0 such that
|Hw(u, t)|C−1 ≤ c, for all (u, t) ∈ C ×R+ .
Under these conditions we have the following result:
Theorem 6.1.1 For every u0 ∈ C and w ∈ C([0, T ]; C) the problem (6.5)
has a unique mild solution u = u(t) in C with
u ∈ C([0, T ); C) ∩ C0,θ1loc ([0, T ), Cα1) ∩ C0,θ2loc ((0, T ), Cα2),(6.7)
for all α1, α2 with −1 ≤ α1 < 0 and −1 ≤ α2 < 1, where θ1 > 0, and θ2 > 0.
The solution mapping C × C([0, T ]; C)× [0, T ]→ C
(u0, w, t) 7→ u(t)
is continuous.
Proof: This Theorem is a direct consequence of [37, Lemma 47.1, Theo-
rem 47.5 and Theorem 47.7]. 
For w ≡ 0 this theorem provides the semiflow S(t) on C for the trun-
cated Cahn-Hilliard model. With a bootstrap argument one can show that
u(t) ∈ Cα for all α > −1 provided t > 0. With the imbeddings
C1 →֒ H2 →֒ H1
we observe that trajectories {u(t) : t > 0} coincide with those constructed in
the Hilbert space setting as long as they stay in B2ρ.
6.2 Extended Definition of the Energy
We also adapt the definition of the energy function (3.13) and set
(6.8) E(u) :=


1
2λ2
|u|21 + V (u), if u ∈ H1 ,
+∞, otherwise .
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Recall that V was defined in (3.14) by
V (u) =
∫ 1
0
F (u) dx ,
where F was a primitive of f . Since we only consider solutions in B2ρ, its not
necessary to adapt the definition of E to the modified nonlinearity fˆ . The
functional V : C → R is continuous, but of course the functional E : C → R¯
is not. Anyway, we have the following lemma:
Lemma 6.2.1 The functional E defined in (6.8) considered as a function
E : C → R¯
is lower semicontinuous, i.e., if a sequence (un) converges to u in C, then
E(u) ≤ lim inf
n→∞
E(un) .
In particular E attains its minimum on closed subsets of C. For w ≡ 0 and
u0 ∈ C the mapping
t 7→ E(S(t)u0)
is continuous in t ≥ 0. If in addition u0 ∈ B2ρ it is monotone decreasing as
long the solution S(t)u0 stays in the ball B2ρ.
Proof: Lower semicontinuity follows from [21, Chapter 3, Lemma 2.1]. With
the compact imbedding H1 →֒ C and the estimate (3.16) it is clear that E
attains its minimum on closed sets. The other statement follows from the
fact that for t > 0 the solution S(t)u0 coincides with the solution constructed
in the Hilbert space setting, at least as long it stays in B2ρ where the modi-
fied nonlinearity has no effect. Recall that in the Hilbert space setting E is
a Lyapunov function for the semiflow S(t). 
We remark that, if u0 is not contained in H1, it follows that
E(S(t)u0)→ +∞ as tց 0 .
6.3 Construction of a Special Attracting Set
We will see that trajectories of the stochastic Cahn-Hilliard equation starting
in h0 can overcome the attracting influence of the underlying deterministic
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Bρ
B
s1+
s1
−
D(ρ)
e+
e−
h0
Figure 6.1: D(ρ) ⊂ B
system, in which h0 is a stable equilibrium. In fact a trajectory of the stochas-
tic equation leaves any bounded neighborhood D of h0 almost surely, see for
instance [18, Proposition 12.17]. One can ask, if there is an exit set E occupy-
ing only a small portion of the boundary ∂D where the stochastic trajectories
leave D with high probability. The canonical candidate for the set D is the
open basin of attraction of the stable equilibrium h0 in the non-truncated
semiflow, cf. [37, Theorem 71.1]. However, we work now with the truncated
semiflow S on C. In this semiflow the basin of attraction B = B(h0) may
differ from the one above. Hence, we define D(ρ) ⊂ C as illustrated in Figure
6.1 as:
D(ρ) = {u ∈ B : S(t)u ∈ Bρ, for all t ≥ 0} .(6.9)
It is clear that D(ρ) is a bounded open set in C and each point u ∈ D(ρ)
is attracted by h0 in both semiflows. Recall that ρ > 0 is sufficiently large,
such that the attractor of the non-truncated semiflow is contained in Bρ. In
particular the set of equilibria E and their connecting orbits are contained in
Bρ. Due to Lemma 6.2.1 and (3.16) we can assume that all points on ∂Bρ
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have larger energy than any of the equilibria
E¯ := min {E(u) : u ∈ ∂Bρ} > E(e), for all e ∈ E .(6.10)
Then we observe
Lemma 6.3.1 The first spikes s1+ and s
1
− are the unique minimizers of the
problem
E(u)→ min for u ∈ ∂D(ρ) .
Proof: Since s1+ ∈ ∂D(ρ) it is clear that the minimum is equal or smaller
than E(s1±). Assume there exists some u ∈ ∂D(ρ)\
{
s1±
}
with E(u) ≤ E(s1±).
Then the trajectory S(t)u stays in ∂B for all t ≥ 0 and since S is a gradient
semiflow it follows S(t)u→ e for some e ∈ E0 with E(e) ≤ E(s1±), where
E0 := E ∩ ∂B .(6.11)
Here we used the fact that E is a Lyapunov function. From Section 5.6 and
(6.1) we know that all equilibria e 6= s1± with E(e) ≤ E(s1±) belong to the
local attractor A˜, which is disjoint from the local attractor {h0}. This is a
contradiction to e ∈ ∂D(ρ). 
The essential information for the set D(ρ) is contained in Figure 6.1. Note
that the orbits starting from the first spikes, which are not attracted by h0
necessarily are attracted by some equilibria e+ and e− = γ(e+), respectively
- confer (6.1). These equilibria fulfill e+, e− ∈ A˜ and E(e±) < E(s1±). In the
stochastic part we will need the following Lemma:
Lemma 6.3.2 Let δ > 0 and let Bδ(E0∪{h0}) be the open δ-neighborhood of
the boundary equilibria and h0. Then the first hitting time of the deterministic
trajectories {S(t)u0 : t ≥ 0} with this neighborhood is bounded uniformly in
u0 ∈ cl D(ρ), i.e. there exists 0 < T0 < +∞ such that
sup
u0∈clD(ρ)
inf{t ≥ 0 : S(t)u0 ∈ Bδ(E0 ∪ {h0})} ≤ T0 .(6.12)
Proof:
Suppose T0 does not exists. Then there exists a sequence (un)n∈N in cl D(ρ)
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such that S(t)un /∈ Bδ(E0 ∪ {h0}) for all t ≤ n. Due to the regularization
of S and the compact imbedding C1 →֒ C there exists a point u ∈ cl D(ρ)
such that un → u in C as n → ∞, where we passed to a subsequence. Now
S(t)u /∈ Bδ(E0 ∪ {h0}) for all t ≥ 0. On the other hand cl D(ρ) is positive
invariant, which contradicts the fact that in a gradient system every point is
attracted by an equilibrium. 
Chapter 7
The Cahn-Hilliard-Cook Model
We consider now an extension of the Cahn-Hilliard equation (2.1). The
Cahn-Hilliard model ignores thermal fluctuations which are present in any
material. Therefore Cook [15] extended the model by incorporating random
thermal fluctuations. The Cahn-Hilliard-Cook equation reads as follows:
∂tu+
1
λ2
∂4xu = ∂
2
x(f(u)) + σξ for x ∈ [0, 1] and t ≥ 0 ,∫ 1
0
u(x)dx = 0, for t ≥ 0 ,
∂xu = ∂
3
xu = 0, for x ∈ {0, 1} and t ≥ 0 ,
u(0, ·) = u0 for x ∈ [0, 1] .
(7.1)
Compared to the Cahn-Hilliard equation (2.1) this model contains an addi-
tional noise term ξ weighted by the noise intensity σ ≥ 0. We understand
the noise term as a distributional derivative ξ = ∂tW of a suitable Wiener
process
{W (t, ω) : t ≥ 0, ω ∈ Ω} ,(7.2)
realized over some probability space (Ω,F ,P).
7.1 The Noise Term
In order to get an explicit formula for the quasi-potential, we consider (7.1)
as an integral equation in H−2. Therefore we specify the noise in terms of a
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H−2-valued Wiener process W . Let ek, k ∈ N be the H0-eigenfunctions of
the operator A defined in Section 1.1. Recall that they build an orthonormal
basis of H0. We define the stochastic process W by
W (t) =
∞∑
k=1
√
αkβk(t)ek ,(7.3)
where {αk : k ∈ N} is a sequence of positive numbers and the sequence
{βk : k ∈ N} consists of mutually independent real Brownian motions in a
fixed probability space (Ω,F ,P). We will consider the equation not in H0.
Hence it is convenient to consider W as a process with values in some other
fractional power spaces.
For arbitrary γ ∈ R the functions
ek,γ = µ
− γ
4
k ek
build an orthonormal basis in Hγ which yields the alternative representation
W (t) =
∞∑
k=1
√
αk,γβk(t)ek,γ ,(7.4)
where αk,γ = µ
γ
2
k αk. We define the operators Qγ by
Qγek,γ = αk,γek,γ , k ∈ N .(7.5)
Note that these operators are completely determined by γ and the given
sequence {αk : k ∈ N} in terms of
Qγek = αkµ
γ
2
k ek ,
and commute with fractional powers of A.
We determine now the process W by choosing αk = µ
1
2
k , i.e. formula (7.3)
reads as
W (t) =
∞∑
k=1
µ
1
4
k βk(t)ek .(7.6)
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In particular we get
Q−2 = A
− 1
2 ,(7.7)
where the operator Q−2 is trace class, i.e.,
Tr Q−2 =
∞∑
k=1
αk,−2 =
∞∑
k=1
µ−1k αk =
∞∑
k=1
µ
− 1
2
k ≤ C
∞∑
k=1
k−2 <∞ .
Under this condition W is called a H−2-valued Q−2-Wiener process, i.e. W
satisfies
1. W (0) = 0 ,
2. W has continuous trajectories ,
3. W has independent increments ,
4. L (W (t)−W (s)) = N (0, (t− s)Q−2), t ≥ s ≥ 0 .
See for instance [18, Chapter 4]. We assume that besides the probability
space (Ω,F ,P) we have a normal filtration {Ft}, t ∈ [0,∞). Then one
can define the predictable σ-fields P and PT on Ω∞ = [0,∞) × Ω and on
ΩT = [0, T ]× Ω respectively. Confer [18, Section 3.3] for more details.
Remark 7.1.1 The noise defined in (7.6) is white in time and colored in
space. More precisely, it is given by the spatial derivative of space-time white
noise
∑∞
k=1 βkek , known as mass-conservative noise.
The basic tool to solve the Cahn-Hilliard-Cook equation is the stochastic
convolution process
WAλ(t) =
∫ t
0
e−Aλ(t−s)dW (s) ,(7.8)
where e−Aλt is the analytic semigroup defined in Proposition 2.2.1. Using the
system of eigenfunctions we obtain
WAλ(t, x) =
∞∑
k=1
µ
1
4
k
∫ t
0
e−
µk
λ2
(t−s)dβk(s)ek(x) .(7.9)
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The operators e−Aλt are selfadjoint in H−2 and commute with Q−2. As∫ t
0
Tr
[
e−AλrQ−2(e
−Aλr)∗
]
dr ≤ t Tr Q−2 <∞ ,
we have the following theorem which can be found in [18, Section 5.1.2].
Theorem 7.1.2 Consider WAλ defined in (7.8) as a process in H−2. Then:
1. the process WAλ is Gaussian, continuous in mean square and has a
predictable version.
2.
Cov WAλ(t) =
∫ t
0
A−
1
2e−2Aλr dr .
3. trajectories of WAλ are P-a.s. square integrable and the law L (WAλ)
is a symmetric Gaussian measure on the Hilbert space
HT = L
2(0, T ;H−2) ,(7.10)
endowed with the norm |u|HT =
(∫ T
0
|u(s)|2−2 ds
) 1
2
.
The covariance operator is given by
(K ϕ)(t) =
∫ T
0
g(t, s)ϕ(s) ds ,(7.11)
where
g(t, s) =
∫ t∧s
0
A−
1
2 e−Aλ(t+s−2r) dr .
To solve the Cahn-Hilliard-Cook equation we will need additional regularity
of the stochastic convolution process. The desired regularity is
WAλ ∈ C([0, T ]; C) ,(7.12)
for arbitrary T > 0. A sufficient condition is given in terms of the following
theorem, which is essentially taken from [17, Proposition 1.1] and relies on
the celebrated Kolmogorov test.
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Theorem 7.1.3 Let W be the process defined in (7.4). Then the process
WAλ has a version which is α-Ho¨lder continuous with respect to (t, x), t ≥ 0,
x ∈ [0, 1], for any α ∈ [0, 1
8
).
Proof: Using (7.9) we obtain
E
(|WAλ(t, x)−WAλ(t, y)|2) =
∞∑
k=1
µ
1
2
k
∫ t
0
e−2
µk
λ2
(t−s)ds |ek(x)− ek(y)|2 .
Since the eigenfunctions ek are uniformly bounded in the | · |∞ norm, we find
for any α ∈ (0, 1) a constant c0 = c0(α) > 0 such that
|ek(x)− ek(y)| ≤ c0|ek(x)− ek(y)|α ,
and the mean value theorem gives
|ek(x)− ek(y)| ≤ c1µ
α
4
k |x− y|α ,
for some constant c1 = c1(α) > 0. We finally get
E
(|WAλ(t, x)−WAλ(t, y)|2) ≤ c3
∞∑
k=1
µ
α−1
2
k |x− y|2α ,(7.13)
for some constant c3 = c3(λ, α) > 0.
Now we fix t ≥ s ≥ 0, then
E
(|WAλ(t, x)−WAλ(s, x)|2)
≤ 2
∞∑
k=1
µ
1
2
k E
(
|
∫ s
0
e−
µk
λ2
(t−σ) − e−µkλ2 (s−σ) dβk(σ) +
∫ t
s
e−
µk
λ2
(t−σ) dβk(σ)|2
)
= c4
∞∑
k=1
µ
− 1
2
k
[
2(1− e−µkλ2 (t−s))− (e−µkλ2 t − e−µkλ2 s)2
]
,
for some constant c4 = c4(λ) > 0. Let
Cα = sup
x,y≥0
|e−x − e−y|
|x− y|2α <∞ ,
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then
E
(|WAλ(t, x)−WAλ(s, x)|2) ≤ c4(2Cα + C2α/2)
∞∑
k=1
µ
4α−1
2
k |t− s|2α .(7.14)
If α < 1
8
, by (7.13) and (7.14) we obtain the existence of a constant c5 =
c5(λ, α) > 0 such that for all x, y ∈ [0, 1], t, s ≥ 0
E
(|WAλ(t, x)−WAλ(s, y)|2) ≤ c5(|x− y|2 + |t− s|2)α .
Since the random variable WAλ(t, x) −WAλ(s, y) is Gaussian, for all m ∈ N
there exists a constant c6 = c6(λ, α,m) > 0 such that
E
(|WAλ(t, x)−WAλ(s, y)|2m) ≤ c6(|x− y|2 + |t− s|2)mα .
It remains to use the Kolmogorov test (cf. [18, Theorem 3.4]) to deduce
that WAλ is Ho¨lder continuous with respect to (t, x) of arbitrary exponent
smaller than α− 2
m
. Since α is arbitrary in (0, 1
8
) and m is arbitrarily large,
we deduce the result. 
7.2 The Integral Equation and its
Mild Solution
We interpret the Cahn-Hilliard-Cook equation (7.1) as an integral equation
in H−2
du =
(
− 1
λ2
B2u+H0(u)
)
dt+ σdW (t) ,
u(0) = u0 .
(7.15)
The operator B and the nonlinearity H0 are defined in the introduction of
Chapter 6 and Section 6.1, respectively. Compared to (7.1) we replaced the
original nonlinearity by the truncated version H0. One can consider random
initial conditions u0. But in the sequel we restrict to the deterministic initial
conditions u0 ∈ C. We prove that problem (7.15) is well posed. A C-valued
process u = uu0σ is said to be a mild solution of (7.15) if, for arbitrary t ≥ 0,
we have
uu0σ (t) = e
− 1
λ2
B2tu0 +
∫ t
0
e−
1
λ2
B2(t−s)H0 (uu0σ (s)) ds+ σWAλ(t), P− a.s.
(7.16)
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Note that the operators Aλ and
1
λ2
B2 coincide where they are defined in
common. In particular the semigroup e−Aλt defined on H−2 (H0) is an ex-
tension of the semigroup e−
1
λ2
B2t defined on C−1 (C0) due to the imbeddings
C−1 →֒ H−2 (C0 →֒ H0) and the mild solution (7.16) also fulfills
uu0σ (t) = e
−Aλtu0 +
∫ t
0
e−Aλ(t−s)H0 (uu0σ (s)) ds+ σWAλ(t), P− a.s.
(7.17)
Theorem 7.2.1 Equation (7.15) with initial condition u0 ∈ C has a unique
mild solution u = uu0σ in C([0,∞); C). Moreover there exists a constant
M > 0 such that for all u0, u1 ∈ C and t ≥ 0
|uu0σ (t)− uu1σ (t)|C ≤ eMt|u0 − u1|C .(7.18)
Proof: We fix ω ∈ Ω, then wσ(t) = σWAλ(t) is a deterministic function
and due to Theorem 7.1.3 we have wσ ∈ C([0,∞); C) with wσ(0) = 0. With
the substitution
u˜u0σ (t) := u
u0
σ (t)− wσ(t)
formula (7.16) is equivalent to
u˜u0σ (t) = e
− 1
λ2
B2tu0 +
∫ t
0
e−
1
λ2
B2(t−s)H0 (u˜
u0
σ (s) + wσ(s)) ds .
But this is the mild solution of the problem
∂tu˜(t) +
1
λ2
B2u˜(t) = Hwσ(u˜(t), t), t > 0 ,
u˜(0) = u0 ,
discussed in Section 6.1. Existence and uniqueness follow from Theorem
6.1.1. For the estimate we use that uu0σ and u
u1
σ solve (7.16) for the same
wσ(t) = σWAλ(t), respectively. The existence of M > 0 follows by standard
estimates for the analytic semigroup e−
1
λ2
B2t. 
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7.3 The Law of the Mild Solution
In the previous section we proved existence of the stochastic process uu0σ (t)
solving the Cahn-Hilliard-Cook equation in the form (7.15). Since these so-
lutions are continuous functions from [0, T ] to C they induce a law L (uu0σ (·))
on the Banach space
CT = C([0, T ]; C) ,(7.19)
endowed with the norm |u|CT = maxt∈[0,T ] |u(t)|C.
The goal of this section is to provide the large deviation estimates of Freidlin
and Wentzell for the law L (uu0σ (·)). Following the lines of [18] we proceed in
three steps: First we provide the according estimates for the linear problem
on the space HT defined in (7.10). Using that these linear solutions in fact
live in the smaller space CT the results can be easily transferred to this space.
Finally we lift these estimates to the nonlinear problem by a transformation
argument.
In the first step we consider now the corresponding linear equation in the
Hilbert space H−2
dv = −Aλvdt+ σdW (t) ,
v(0) = v0 .
(7.20)
For v0 ∈ H−2 the mild solution v = vv0σ is given by
vv0σ (t) = e
−Aλtv0 + σWAλ(t) ,(7.21)
and with Theorem 7.1.2 we obtain that the law of this solution is Gaussian
and concentrated on HT :
M
v0
σ := L (v
v0
σ (·)) = N (e−Aλtv0, σ2K ) ,(7.22)
where K is the covariance operator defined in (7.11). Under these conditions
we have the following result
Lemma 7.3.1 The family {M 0σ}σ>0 satisfies the Large Deviation Principle
(LDP) with the rate function I0T : HT → [0,∞] defined by
(7.23) I0T (h) :=


1
2
|K − 12h|2HT , if h ∈ Im(K
1
2 ) ,
+∞, otherwise .
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In particular the estimates of Freidlin and Wentzell hold: Let
K0T (r) = {h ∈ HT : I0T (h) ≤ r}
then ∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀σ ∈ (0, σ0), r ∈ (0, r0)
M
0
σ (Bδ(K
0
T (r))) ≥ 1− e−σ
−2(r−γ) ,
and ∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀σ ∈ (0, σ0), h ∈ K0T (r0)
M
0
σ (Bδ(h)) ≥ e−σ
−2(I0T (h)+γ) ,
where Bδ denotes the open δ-neighborhood with respect to the norm | · |HT .
For the proof of this lemma as well as for the precise definition of the LDP we
refer to [18, Proposition 12.8, Chapter 12]. It is convenient to use an alter-
native representation of the rate function I0T (h) defined in (7.23). Therefore
we consider the control system associated with equation (7.20)
∂tv = −Aλv +Q
1
2
−2c ,
v(0) = v0 ,
(7.24)
with control c ∈ HT . Recall that we defined in (7.7) Q−2 = A− 12 . Hence the
mild solution v = vv0c ∈ C([0, T ]; C) of (7.24) is given by
vv0c (t) = e
−Aλtv0 +
∫ t
0
e−Aλ(t−s)A−
1
4 c(s) ds .(7.25)
For v0 = 0 the corresponding solution operator S is
S : HT → HT , S c = v0c ,
its adjoint is given by
S
∗c(t) =
∫ T
t
A−
1
4e−Aλ(s−t)c(s) ds ,
and consequently K = S S ∗, where K is the covariance operator defined
in Theorem 7.1.2, (7.11). Under this condition one has
Im(S ) = Im(K
1
2 ) ,
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and
|K − 12h|HT = |S −1h|HT := min{|c|HT , S c = h} , for all h ∈ Im(S ) .
Confer for instance [18, Appendix B]. In our case we have
Im(S ) =W 1,20 (0, T ;H−1) ∩ L2(0, T ;H3) ,
where W 1,20 (0, T ;H−1) = {u ∈W 1,2(0, T ;H−1) : u(0) = 0}. The initial con-
dition is well defined due to the imbedding W 1,2(0, T ;H−1)∩L2(0, T ;H3) 7→
C([0, T ];H1). Moreover the operator S is one-to-one, which yields
|K − 12h|HT = |c|HT , where S c = h, for all h ∈ Im(S ) .
We infer the following lemma:
Lemma 7.3.2 The rate function I0T defined in (7.23) has the alternative
representation
(7.26) I0T (v) :=


1
2
|c|2HT , if v = v0c ,
+∞, if v /∈ Im(S ) ,
where v0c is the mild solution (7.25) of the associated control problem (7.24)
with v0 = 0.
We define
Iv0T (v) = I
0
T (v − e−Aλtv0), v ∈ HT and
Kv0T (r) = {v ∈ HT : Iv0T (v) ≤ r} .
(7.27)
Since v0c = v
v0
c − e−Aλtv0 and hence v ∈ Kv0T (r)⇔ v˜ := v− e−Aλtv0 ∈ K0T (r),
we deduce from Lemmas 7.3.1 and 7.3.2 the following result:
Theorem 7.3.3 The family {M v0σ }σ>0 satisfies the LDP with the rate func-
tion Iv0T : HT → [0,∞]. In particular the estimates of Freidlin and Wentzell
hold:
∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀σ ∈ (0, σ0), r ∈ (0, r0)
M
v0
σ (Bδ(K
v0
T (r))) ≥ 1− e−σ
−2(r−γ) ,
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and ∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀σ ∈ (0, σ0), v ∈ Kv0T (r0)
M
v0
σ (Bδ(v)) ≥ e−σ
−2(I
v0
T (v)+γ) ,
where Bδ denotes the open δ-neighborhood with respect to the norm | · |HT .
In the second step we observe that for v0 ∈ C the solutions vv0σ of (7.20)
as well as the solutions vv0c of (7.24) lie in fact in the smaller space CT ⊂ HT ,
and we provide the estimates of Theorem 7.3.3 with respect to the norm |·|CT .
Due to the imbedding C 7→ H−2 it follows easily that also CT is continuously
imbedded into HT . As a nontrivial consequence we get that CT is a Borel
set in HT , see for instance [3, Theorem 10.28]. Under these conditions we
have as a corollary of Theorem 7.3.3 the following result, cf. [18, Theorem
12.14]:
Theorem 7.3.4 Let v0 ∈ C and vv0c be the mild solution (7.25) of the asso-
ciated control problem (7.24) and like above
Kv0T (r) = {v ∈ HT : Iv0T (v) ≤ r} = {vv0c ∈ CT :
1
2
|c|2HT ≤ r} ,
then the mild solution vv0σ (7.21) of problem (7.20) fulfills the estimates of
Freidlin and Wentzell in the form:
∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀v0 ∈ C, σ ∈ (0, σ0), r ∈ (0, r0)
P (distCT (v
v0
σ , K
v0
T (r)) < δ) ≥ 1− e−σ
−2(r−γ) ,
and ∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that
∀v0 ∈ C, σ ∈ (0, σ0) and ∀v ∈ CT satisfying Iv0T (v) ≤ r0
P (|vv0σ − v|CT < δ) ≥ e−σ
−2(I
v0
T (v)+γ) .
In the final step we consider solutions uu0σ of the nonlinear problem (7.15)
with initial condition u0 ∈ C. The associated control system is given by
∂tu = −Aλu +H0(u) +Q
1
2
−2c ,
u(0) = u0 ,
(7.28)
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with control c ∈ HT and mild solution u = uu0c
uu0c (t) = e
−Aλtu0 +
∫ t
0
e−Aλ(t−s)H0(uu0c (s)) ds+ v
0
c(t) .(7.29)
For the transformation argument we consider the integral equation
θ(t) =
∫ t
0
e−Aλ(t−s)H0(θ(s)) ds+ η(t) ,(7.30)
Using the Banach fixed point theorem and the Gronwall-Henry inequality
we obtain: For η ∈ CT this equation has a unique solution θ = θ(η) ∈ CT ,
moreover there exists a constant L > 0 such that
|θ(η1)− θ(η2)|CT ≤ L |η1 − η2|CT .(7.31)
Recall thatH0 is the truncated nonlinearity which is globally Lipschitz. Since
uu0σ and v
u0
σ fulfill (7.17) and (7.21) respectively, it follows
uu0σ = θ(v
u0
σ ) ,
and with the same argument, considering (7.29) and (7.25)
uu0c = θ(v
u0
c ) .
With (7.31) we infer
|uu0σ − uu0c |CT ≤ L |vu0σ − vu0c |CT ,
and together with Theorem 7.3.4 and the definition
(7.32) Iu0T (u) :=


1
2
|c|2HT , if there exists a c ∈ HT with u = uu0c ,
+∞, otherwise ,
we finally obtain
Theorem 7.3.5 Let u0 ∈ C and uu0c be the mild solution (7.29) of the asso-
ciated control problem (7.28) and
Ku0T (r) = {u ∈ HT : Iu0T (u) ≤ r} = {uu0c ∈ CT :
1
2
|c|2HT ≤ r} ,
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then the mild solution uu0σ (7.17) of problem (7.15) fulfills the estimates of
Freidlin and Wentzell in the form:
∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀u0 ∈ C, σ ∈ (0, σ0), r ∈ (0, r0)
P (distCT (u
u0
σ , K
u0
T (r)) < δ) ≥ 1− e−σ
−2(r−γ) ,(7.33)
and ∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that
∀u0 ∈ C, σ ∈ (0, σ0) and ∀u ∈ CT satisfying Iu0T (u) ≤ r0
P (|uu0σ − u|CT < δ) ≥ e−σ
−2(I
u0
T (u)+γ) .(7.34)
7.4 The Energy as Quasi-Potential
For u0, u1 ∈ C the quasi-potential I(u0, u1) for the problem (7.15) is defined
by
I(u0, u1) = inf
{
1
2
∫ T
0
|c(s)|2−2 ds : uu0c (T ) = u1, T > 0
}
,(7.35)
where uu0c is the solution of the associated control problem (7.28). Note that
in this definition the time T is not fixed. Using (7.32) we observe that
I(u0, u1) = inf {Iu0T (u) : u(T ) = u1, T > 0} .
Interpreting the integral 1
2
∫ T
0
|c(s)|2−2 ds as energy dissipated by the control
c, one can say that I(u0, u1) is the minimal energy required by the control
system (7.28) to transfer the point u0 to the point u1.
We consider now the energy I(h0, u1) dissipated by the control c to transfer
the stable equilibrium h0 to a point u1 ∈ D(ρ) with E(u1) < E¯, cf. (6.10).
Lemma 7.4.1 For u1 ∈ D(ρ) with E(u1) ≤ E¯ the quasi-potential coincides
with the free Ginzburg-Landau energy
I(h0, u1) = 2[E(u1)−E(h0)] .(7.36)
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Proof: First we show that I(h0, u1) ≤ 2[E(u1) − E(h0)]. For any control
c(t) we set c˜(t) = A−
1
4 c(s). For u ∈ B2ρ ∩H1 we have due to (3.17):
H0(u) = G(u) = −∇V (u) .
Thanks to the regular initial condition h0 the solution uh
0
c is in fact a strict
solution in C([0, T ];H1) and as long as it stays in B2ρ the control system
(7.28) is equivalent to the following gradient system in the Hilbert space
H−1
∂tu = −Aλu−∇V (u) + c˜ ,
u(0) = h0 .
(7.37)
Let u = uh
0
c be the solution of (7.37) and T > 0 such that u stays in B2ρ
during the time [0, T ], then follows
Ih
0
T (u
h0
c ) =
1
2
∫ T
0
|c(s)|2−2 ds
=
1
2
∫ T
0
|c˜(s)|2−1 ds
=
1
2
∫ T
0
|u˙(s) + Aλu(s) +∇V (u(s))|2−1 ds
=
1
2
∫ T
0
|u˙(s)− Aλu(s)−∇V (u(s))|2−1 ds
+
∫ T
0
d
dt
[
1
λ2
|A 12u(s)|2−1 + 2V (u(s))
]
ds
=
1
2
∫ T
0
|u˙(s)− Aλu(s)−∇V (u(s))|2−1 ds+ 2
[
E(u(T ))− E(h0)] .
We construct now a path u = uh
0
c from h
0 to u1 which stays in Bρ such that
the integral in the last line is arbitrarily small. Let u : [0, T ] → C be the
union of two pieces u1 : [0, T1] → C and u2 : [0, T2] → C with T = T1 + T2
and u1(T1) = u2(0): The first piece u1(t) =
t
T1
u2 is the linear interpolation
between h0 and u2 := S(T2)u1 in time T1 = |u2|C, the second piece is the
deterministic orbit {S(t)u1 : 0 ≤ t ≤ T2} with reversed time u2(t) = S(T2−
t)u1.
7.5. EXIT FROM THE ATTRACTING SET 121
For T2 → ∞ we have |u2|3 = |S(T2)u1|3 → 0 uniformly in u1 ∈ D and
the action of the first piece Ih
0
T1
(u1) converges to 0. In the action of the
second piece the integral term in the last line vanishes and one has Ih
0
T2
(u2) =
2 [E(u1)−E(u2)]. This term converges to 2 [E(u1)− E(h0)] as T2 →∞ and
we obtain
Ih
0
T (u) = I
h0
T1
(u1) + I
h0
T2
(u2)→ 2
[
E(u1)− E(h0)
]
as T2 →∞ .
It remains to prove I(h0, u1) ≥ 2[E(u1)−E(h0)]. Either a path u : [0, T ]→ C
from h0 to u1 stays in Bρ during [0, T ] or there exists time T0 ∈ (0, T ) with
u(T0) ∈ ∂Bρ and u(t) ∈ Bρ for all t ∈ [0, T0). In the first case the action can
be estimated like above by Ih
0
T (u) ≥ 2[E(u1) − E(h0)]. In the second case
we observe Ih
0
T (u) ≥ Ih0T0 (u) ≥ 2[E(u(T0)) − E(h0)]. Due to (6.10) and the
assumption E(u1) ≤ E¯ we finally obtain
Ih
0
T (u) ≥ 2[E¯ −E(h0)] ≥ 2[E(u1)−E(h0)] .

7.5 Exit from the Attracting Set
For fixed σ > 0 the solutions {uu0σ (t)}t≥0,u0∈C of the Cahn-Hilliard-Cook
model are a strong Markov family, cf. for instance [18, Chapter 9]. In this
section it is more convenient to work with the corresponding strong Markov
process (uσ(t),Pu0) given by
Pu0(uσ(t) ∈ Γ) = P(uu0σ (t) ∈ Γ) ,
confer [21, Chapter 1, Paragraph 2], for more details. Then Theorem 7.3.5
yields that for arbitrary T > 0:
∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that ∀u0 ∈ C, σ ∈ (0, σ0), r ∈ (0, r0)
Pu0 (distCT (uσ, K
u0
T (r)) < δ) ≥ 1− e−σ
−2(r−γ) ,(7.38)
and ∀r0 > 0, δ > 0, γ > 0 ∃σ0 > 0 such that
∀u0 ∈ C, σ ∈ (0, σ0) and ∀u ∈ CT satisfying Iu0T (u) ≤ r0
Pu0 (|uσ − u|CT < δ) ≥ e−σ
−2(I
u0
T (u)+γ) .(7.39)
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In Section 6.3 we constructed a special subset D(ρ) of the deterministic basin
of attraction B(h0). We are interested in the points where the stochastic
trajectories {uu0σ (t) : t ≥ 0} starting in u0 ∈ D(ρ) leave D(ρ). To keep proofs
simple it is convenient to consider instead D(ρ) a slightly smaller set and
define for small κ > 0, and large ρ > 0
D = D(κ, ρ) = D(ρ) \Bκ(s1±) .(7.40)
See Figure 7.1. The exit points fromD can be defined in terms of the stopping
time
τ = τ(σ,Dc) ,(7.41)
where in general we define for Borel sets G and the given Markov process
(uσ(t),Pu0)
τ(σ,G) := inf {t ≥ 0 : uσ(t) ∈ G} .
Then the exit points are given by uσ(τ). In Lemma 6.3.1 we observed that the
first spikes are the unique minimizers of the energy E on ∂D(ρ). Recalling
that in D(ρ) the energy E(u) essentially coincides with the quasi-potential
I(h0, u) (see Lemma 7.4.1) one expects:
Theorem 7.5.1 Let D = D(κ, ρ) and let τ be given as in (7.40) and (7.41).
Then for any δ > κ
Pu0
(
uσ(τ) /∈ Bδ(s1±)
)→ 0 as σ → 0 ,(7.42)
uniformly in the initial condition u0 ∈ Bc(h0), where c > 0 is sufficiently
small such that Bc(h
0) ⊂ D, and the deterministic orbits {S(t)u0 : t ≥ 0}
remain at a positive distance of ∂D if u0 ∈ Bc(h0).
For the proof of this result we follow the lines of [9], who proved a similar re-
sult for the stochastic Allen-Cahn model with Dirichlet boundary conditions.
The basic idea illustrated in Figure 7.1 goes back to Freidlin and Wentzell
[21]. We briefly describe the outline of the proof and introduce some notation:
Define for each r > 0 the sphere
Γ(r) = ∂Br(h
0) = {u ∈ C : |u|C = r} ,
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s1
−
s1+
κ
κ
D
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Γ(a)
Γ(b)
ρ
h0
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Figure 7.1: D
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and, for a and b positive numbers such that a < 1
2
b (we choose them later
conveniently small), the increasing sequence of Markov times:
ζ0 = 0 , η0 = inf {t > ζ0 : uσ(t) ∈ Γ(b)} ,
and for n ∈ N,
ζn = inf {t > ηn−1 : uσ(t) ∈ Γ(a) ∪ ∂D} , ηn = inf {t > ζn : uσ(t) ∈ Γ(b)} .
Define the Markov chain
Zn = uσ(ζn) ,
and the random variable
N = inf {n ≥ 0 : Zn ∈ ∂D} .
We are only interested in the process until it hits ∂D at the time τ , hence
we do not need to take care of the possibility of Zn not being well defined.
Since (uσ(t),Pu0) is a strong Markov process, one has like in [21, Chapter 4,
Paragraph 2], for u0 ∈ Γ(a),
Pu0
(
uσ(τ) /∈ Bδ(s1±)
) ≤ sup
u0∈Γ(a)
Pu0
(
Z1 ∈ ∂D \Bδ(s1±)
)
Pu0 (Z1 ∈ ∂D)
.(7.43)
To complete the proof in the case u0 ∈ Γ(a), it suffices to establish a lower
bound for the denominator, and an upper bound for the numerator such that
the quotient converges to zero as σ → 0.
The connecting orbit s1+ −→ h0 hits the boundary ∂Bκ2 (s1+) in a point u3
with energy smaller than E(s1+). Let denote
∆E = E(s1±)− E(h0) ,
then follows
∆˜E := E(u3)− E(h0) < ∆E .(7.44)
The following lemma provides the lower bound for the denominator in (7.43):
Lemma 7.5.2 Given b > 0, with Bb(h
0) ⊂ D, let a ∈ (0, 1
2
b) be such that
if u0 belongs to Γ(a), then the deterministic orbit {S(t)u0 : t ≥ 0} does not
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intersect Γ(1
2
b). Then there exists a σ0 > 0, such that for any u0 ∈ Γ(a) and
σ < σ0,
Pu0(Z1 ∈ ∂D) ≥ e−σ
−2(2∆˜E+kb) ,(7.45)
where k > 0 is a constant that does not depend on b.
Proof: The idea is to construct a path u : [0, T ] → D(ρ) from u0 ∈ Γ(a)
to u3 ∈ ∂Bκ
2
(s1+), which hits Γ(b) in a single point u2 ∈ Γ(b). Then we
can choose δ < min{1
4
κ, 1
2
b} and any sample path uσ with distT (uσ, u) < δ
enforces Z1 ∈ ∂D. The action of this path can be estimated by
Iu0T (u) ≤ 2∆˜E +
1
2
kb ,
and then the lemma follows with (7.39) choosing δ like above and γ = 1
2
kb.
We construct u as the union of three pieces u1, u2, u3: Let u1 be the deter-
ministic semiflow S(t)u0, t ∈ [0, T1] = [0, 1] from u0 to u1 = S(1)u0, and u2
the linear interpolation between u1 and u2 in time T2 = |u1 − u2|C, where
u2 = S(T3)u3 ∈ Γ(b) is the first hitting point of the deterministic orbit start-
ing in u3 with the sphere Γ(b). Finally the last piece is this deterministic
orbit with reversed time: u3(t) = S(T3 − t)u3. The estimate of the action
Iu0T (u) follows with the same arguments like in the proof of Lemma 7.4.1. 
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s1
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The Path u = u1 ∪ u2 ∪ u3
Now we try to estimate the numerator in (7.43). Due to the strong Markov
property we have for u0 ∈ Γ(a)
Pu0
(
Z1 ∈ ∂D \Bδ(s1±)
)
= Eu0
[
Puσ(η0)
(
uσ(τ˜) ∈ ∂D \Bδ(s1±)
)]
,
where
τ˜ := τ(σ,Γ(a) ∪ ∂D) .(7.46)
Hence it suffices to estimate the probability
Pu0
(
uσ(τ˜) ∈ ∂D \Bδ(s1±)
)
,(7.47)
uniformly in u0 ∈ Γ(b). We consider the set
Bd = Bd(∂D \Bδ(s1±)) ,
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where we choose d > 0 sufficiently small such that
cl Bd ∩ cl
{
Bκ(s
1
±) ∪ Bb(h0) ∪B2d(h0)
}
= ∅ ,(7.48)
and
inf
u∈B2d(∂D\Bδ(s1±))
E(u) > E(s1±) .(7.49)
Γ(b)
Γ(a)
s
1
−
s
1
+
κ
δ
κ
δ
D
Bd
h
0
The set Bd
Moreover we introduce the hitting time of Bd
τd = τ(σ,Bd) .(7.50)
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For T > 0 fixed the event in (7.47) decomposes into two disjoint parts:
A =
{
uσ(τ˜) ∈ ∂D \Bδ(s1±)
}
= A0 ∪A1 = [A ∩ {τd > T}] ∪ [A ∩ {τd ≤ T}] .
(7.51)
In order to estimate the probabilities of the events A0, A1 we need the fol-
lowing two lemmas.
Lemma 7.5.3 Let F be a closed and bounded subset of C such that the de-
terministic orbits starting at F escape from Bµ(F) , µ > 0 in time less or
equal than T0 > 0, then there exist K > 0 and σ0 > 0 such that
Pu0(τ(F c) > T0) ≤ e−σ
−2K ,(7.52)
for all u0 ∈ F and σ < σ0. Moreover for arbitrary M > 0 there exist T > 0
and σ0 > 0 such that
Pu0(τ(F c) > T ) ≤ e−σ
−2M ,(7.53)
for all u0 ∈ F and σ < σ0.
Proof: Define the set of paths u which start in F and stay in Bµ
2
(F) during
[0, T0] by
U(T0) =
{
u : [0, T0]→ Bµ
2
(F) : u(0) ∈ F
}
.
Then there exists a constant K such that
Iu0T0 (u) ≥ 3K > 0, for all u ∈ U(T0) .(7.54)
Otherwise there exist paths un with un = un(0) ∈ F staying in Bµ
2
(F) such
that
IunT0 (un)→ 0 as n→∞ .
Using S(t)un = θ(v
un
0 ) we deduce from (7.30) and (7.31)
sup
t∈[0,T0]
|S(t)un − un(t)|C ≤ L sup
t∈[0,T0]
|v0cn(t)|C .
Since IunT0 (un) =
1
2
∫ T0
0
|cn(s)|2−2 ds → 0 it follows (cf. [37, Theorem 42.12].)
that
sup
t∈[0,T0]
|v0c(t)|C → 0 .
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On the other hand the deterministic orbits escape from Bµ(F) during [0, T0]:
sup
t∈[0,T0]
|S(t)un − un(t)|C ≥ µ
2
,
which gives a contradiction. Due to (7.54) a path in Ku0T0 (2K) must leave
Bµ
2
(F) during [0, T0] and have the estimate
Pu0(τ(F c) > T0) ≤ Pu0(distCT (uσ, Ku0T0 (2K) ≥
µ
2
) .
Now (7.52) follows from (7.38) with δ = µ
2
and γ = K. For (7.53) we use
(7.52) and the strong Markov property
Pu0(τ(F c) > NT0) ≤ (e−σ
−2K)N ,
Choosing N > M
K
, and T = NT0, the desired estimate follows. 
Lemma 7.5.4 If F ⊂ B2ρ, and, for a certain point u1 ∈ B2ρ
inf
u∈B2µ(F)
E(u) > K > E(u1)
for some µ > 0 such that dist(u1,F) > 3µ, then for sufficiently large R > 2ρ
and arbitrary T > 0 there exists σ0 > 0 such that
Pu1(τ(B 4
3
µ(F)) ≤ T ) ≤ e−σ
−2(2K−2E(u1)) ,(7.55)
for all σ < σ0. Moreover for sufficiently small ν > 0 one has
Pu0(τ(Bµ(F)) ≤ T ) ≤ e−σ
−2(2K−2E(u1)) ,(7.56)
for all u0 ∈ Bν(u1) and σ < σ0.
Proof: First we choose R > 2ρ sufficiently large such that
inf
u∈Γ(R)
E(u) > K ,
and B2µ(F) ⊂ BR. Then like in the proof of Lemma 7.4.1 we can estimate
the action of a path u starting in u1 and hitting the neighborhood B 5
3
µ(F)
before time T by
Iu1T (u) > 2K − 2E(u1) + γ ,
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for some suitable γ > 0 and (7.55) follows from (7.38) with δ = 1
3
µ and
r = 2K − 2E(u1) + γ.
From (7.18) we infer that for ν < 1
3
e−MTµ
sup
t∈[0,T ]
|uu0σ (t)− uu1σ (t)|C <
1
3
µ ,
consequently (7.56) follows from (7.55). 
Proof of Theorem 7.5.1:
First we choose b > 0 small enough such that
2∆˜E + kb ≤ 2∆E − ξ ,
for some ξ > 0. From Lemma 7.5.2, (7.45) we infer
Pu0(Z1 ∈ ∂D) ≥ e−σ
−2(2∆E−ξ) .
In the second step we provide the missing estimates for the probabilities of
the events A0 and A1. First we consider A0 and define
F = D \ {Bd ∪ Ba(h0)} .
Without loss of generality we can assume that δ > 0 is sufficiently small such
that
dist(s1±,E0 ∪ {h0}) > δ ,
then for 0 < µ < min {a, d, κ} we infer
Fµ ∩
(
E0 ∪ {h0}
)
= ∅ .
Under these conditions Lemma 6.3.2 gives the existence of a time T0 > 0
such that all deterministic orbits starting in F escape from Fµ in time less
or equal to T0 and we can apply Lemma 7.5.3: For arbitrary M > 0 there
exist T > 0 and σ0 > 0 such that
Pu0(τ(F c) > T ) ≤ e−σ
−2M ,
for all u0 ∈ F and σ < σ0. In particular one has (choosing M = 2∆E)
Pu0(A0) ≤ Pu0(τ(F c) > T ) ≤ e−σ
−22∆E ,
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for all u0 ∈ Γ(b) and σ < σ0.
It remains to estimate the probability of A1. Due to (7.48) and (7.49) we can
apply Lemma 7.5.4 with F = ∂D \Bδ(s1±), u1 = h0, K = E(s1±), and µ = d,
in particular we obtain: There exists σ0 > 0 such that for sufficiently small
ν > 0
Pu0(A1) ≤ Pu0(τd ≤ T ) ≤ e−σ
−22∆E ,
for all u0 ∈ Bν(h0) and σ < σ0. If necessary, we make b > 0 smaller such
that this estimate holds for all u0 ∈ Γ(b).
Recalling (7.47), the estimates for Pu0(A0) and Pu0(A1) finally yield
Pu0(Z1 ∈ ∂D \Bδ(s1±)) ≤ 2e−σ
−22∆E ,
uniformly in u0 ∈ Γ(a) for all sufficiently small σ > 0 and (7.43) can be
estimated by
Pu0(uσ(τ) /∈ Bδ(s1±)) ≤ 2e−σ
−2ξ .
Since ξ is positive this probability converges to zero as σ → 0, which com-
pletes the proof for the case u0 ∈ Γ(a). For general u0 ∈ Bc(h0) note that
Pu0(uσ(τ) /∈ Bδ(s1±))
≤ Pu0(uσ(τ˜ ) ∈ ∂D) +Pu0(uσ(τ˜) ∈ Γ(a), uσ(τ) /∈ Bδ(s1±))
Using the Lemmas 7.5.3, 7.5.4 like above it is easy to see that the first
probability converges to zero as σ → 0. For the second probability we use
the strong Markov property
Pu0(uσ(τ˜) ∈ Γ(a), uσ(τ) /∈ Bδ(s1±))
= Eu0 [uσ(τ˜ ) ∈ Γ(a); Puσ(τ˜ )(uσ(τ) /∈ Bδ(s1±))]
and the probability inside the expectation can be estimated like above. 
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