Abstract. We recall two approaches to recent improvements of the classical Sobolev inequality. The first one follows the point of view of Real Analysis, [21] , [3] , while the second one relies on tools from Convex Geometry, [32] , [16] . In this paper we prove a (sharp) connection between them.
Introduction and notation
The classical Sobolev inequality states that for 1 ≤ p < n and
n , there exists a constant C p,n > 0 such that for every f : R n → R in the Sobolev space
∇f p ≥ C p,n f q where · q denotes the L q −norm of the Euclidean norm of functions and ∇f is the gradient of f . The best constant in the case p = 1 (q = n/(n − 1)) was obtained by H. Federer, W. Fleming, [8] and independently by V. Maz'ja, [18] [19] . They proved C 1,n = n ω 1 n n , where ω n denotes the Lebesgue measure of the Euclidean unit ball in R n , and showed that this fact is equivalent to the isoperimetric inequality (see for instance [5] for a survey). For the other values of 1 < p < n, Aubin and Talenti got the best constants, [1] , [28] . See also the recent approaches in [2] and [7] .
We point out that one key step in classical proofs of (1) is the use of Polya-Szegö rearrangement inequality, see [26] , (2) ∇f p ≥ ∇f
where f • (x) := f * (ω n |x| n ), is a radial extension to R n of the decreasing rearrangement of f , f * (t) = inf{λ > 0 ; |{|f | > λ}| n ≤ t}, t ≥ 0, | · | is the Euclidean distance in R n and | · | n is the Lebesgue measure on the (suitable) n-dimensional space. f
• has the same distribution function as f and f * . It is called the symmetric Schwarz rearrangement of f .
For p = n, the inequality with q = ∞ is not true. In the sixties Trudinger [31] and Moser [23] proposed an Orlicz space, MT (Ω), of functions defined on open domains Ω ⊂ R n with |Ω| n < ∞ and showed the continuous inclusion W (Ω), in the Sobolev space W 1,n (Ω). More precisely, they proved that there exists C n > 0 such that for all f ∈ W 1,n 0 (Ω) ∇f n ≥ C n f MT and the constant (depending on |Ω| n ) is sharp.
In the late seventies, Hansson [12] and Brezis-Wainger [4] improved the target space in the inclusion above. They introduced a rearrangement invariant function space, H n (Ω), such that W 1,n 0 (Ω) → H n (Ω) → MT (Ω). Moreover, H n (Ω) was proved to be the optimal target space in the class of rearrangement invariant spaces. Equivalently, they obtained an inequality of the form ∇f n ≥ c n f Hn ≥ c n f MT for some constants c n , c n > 0 (depending on |Ω| n ).
Tartar [30] , Maly-Pick [20] and Bastero-Milman-Ruiz [3] , see also [13] , refined those estimates using classes of functions as follows: For 1 ≤ p < ∞ denote
where f * * is the Hardy transform of f
n f ∞,n ≥ c n f Hn for some c n > 0 (depending on |Ω| n ). Observe that the constant in the first inequality depends neither on the measure of Ω nor on the support of f .
Once one considered classes of functions instead of vector spaces, Sobolev type inequalites could be extended further. At this point we recall the well known fact that W [19] . In [21] the authors proved
and some constants c n,p , c n,p > 0. We now move on to a different philosophy. We start by recalling the so called Petty projection inequality, stated in [25] for convex bodies and extended by Zhang [32] 
where P u ⊥ is the the orthogonal projection onto the hyperplane u ⊥ and du is the normalized Haar probability on the unit sphere S n−1 . Petty projection inequality directly implies the isoperimetric inequality.
In 1999 Zhang [32] (see also [11] and the references therein) introduced a new class of functions
The expression E p (f ) is an energy integral having applications in information theory. It is invariant under transformations of R n of the [17] . Moreover, by Jensen's inequality and Fubini's theorem the following relation holds
The following remarkable inequality
was proved in a series of papers: Zhang [32] initiated the approach by showing that his extension of the Petty projection inequality (5) is actually equivalent to (6) for p = 1. The general case was proved via the L p -Brunn-Minkowski theory in [16] , [17] , [6] . The invariance of E p (f ) implies, by homogeneity, that (6) is affineinvariante i.e. invariant under transformations of R n of the form
The inequality (6) is stronger than Polya-Szegö rearrangement inequality (2) and thus it yields to a new proof of Sobolev's inequality
See [32] , [17] for such a proof of (1) with sharp constants. We remark the fact that
In [9] [10], [11] , the authors investigated the space E + p (R n ) defined analogously as before by
which refined (7) for 1 ≤ p < n.
In the case p ≥ n, affine-invariant inequalities of Sobolev type were studied in [6] , [10] and [11] with the hypothesis of f having support of finite measure. In the limiting case p = n they proved the sharp inequality
where the constant depending on the size of the support of f is sharp (take f
). In conclusion, the first approach so described looked for improvements of the right hand side of (1), while the second approach concerned the left hand side of (1) . In this note we link these two approaches and show that for all 1 ≤ p < ∞ and
(see Theorem 2.1) where the constant is sharp. As a consequence, for 1 ≤ p < n it gives the right constant in the first inequality in (4) and enables to connect (7), (8) and (4) . For p = n, Theorem 2.1 and its Corollary 2.1 connect (3) and (9), improving the first inequality in (3). In the case p > n it links the first inequality in (4) and (7), (thanks to (8) and to the fact that they are also valid for p > n). Moreover, in Proposition 2.1 we see how it yields to lower estimates for E + p (f ) better than (10) .
In the third section we include a proof of the inequalities (6) and (8) which directly derives from Zhang's extension of Petty projection inequality, paying the penalty of an extra constant Ip I1 (which is independent of the dimension n). No use of the L p -Brunn-Minkoswki theory and polytope approximation appearing in the papers [16] , [17] , [6] and [10] is made.
The results
The first result is the correct relation between E + p (f ) and f ∞,p .
Moreover the constant is sharp.
Proof. Taking (8) into account it is enough to see that for any f :
Now, f
• is Lipschitz and f * locally Lipschitz and f * integrable (see for instance [13] and [24] ). Therefore since
Apply Hardy's inequality
p ds s p/n to g(s) = s|f * (s)| (see [19] for a reference on Hardy's inequalities with weights) to obtain
On the other hand, by definition of f
and so by polar integration x = rθ and the change of variables s = ω n r
and the result follows.
In order to see that the constant is sharp consider truncations of the function f * (t) = t −1/q , whenever p < n, f * (t) = log(1/t), for p = n and f * (t) = (1 − t −1/q )χ [0, 1] , whenever p > n.
Straightforward computations show that f * and therefore f ∞,p are invariant under transformations of R n , x → x 0 + Ax, x 0 ∈ R n , A ∈ SL(n). Consequently, the inequality in Theorem 2.1 is affine-invariant.
In particular, for p = n we have ∇f n ≥ n ω
Remark. The result refines the inequalities (4), (3) and (9).
Proof. It follows from the previous Theorem and the facts stated in the introduction
We pass to the case p > n. As we said in the introduction we shall see how Theorem 2.1 provides better estimates than inequality (10).
for some α n,p > 0 (independent of the support of f ).
Remark. The proof gives α p,n = p(1
Proof. For any t > 0 we have
By Hölder's inequality, the latter expression is bounded from above by
Now, on one hand, for any s > t > 0 we have after integrating by parts
On the other hand, by Hölder's inequality and since p > n,
Thus, for any t > 0 we have
which finishes the proof.
and so Proposition 2.1 shows that Theorem 2.1 is, up to constant, better than (10). The example f * (t) = (
A simplified approach to affine Sobolev inequalities
In this part we will show a direct way to deduce the key inequalities (6) and (8) from Zhang's inequality, paying a penalty on the constant. We use similar ideas to those appearing in [24] which prove Polya-Szegö rearrangement inequality from the isoperimetric inequality.
Remark. It is well known that
Proof. Suppose f is a C 1 function of compact support. Let Φ(t) represent either |t| or max{t, 0}. By Sard's theorem, for almost all t > 0 the level set {|f | ≥ t} is compact with C 1 boundary {|f | = t} and ∇f (x) = 0, ∀x ∈ {|f | = t}. By Federer's co-area formula
where, for almost every t > 0, dµ(x) = dH n−1 (x) |∇f (x)| being dH n−1 (x) the corresponding Hausdorff measure on {|f | = t}. Next we use Jensen inequality
dx. For almost every t > 0, another use of the co-area formula yields to
and so For every "good" t > 0 from Sard's theorem, one can easily see, [32] , that the linear functional g ∈ C(S n−1 ) → {|f |=t} g(ν(x))dH n−1 (x) can be represented by a finite measure dµ t on S n−1 . That is
g(ν(x))dH n−1 (x) ∀ g ∈ C(S n−1 ).
Recall (see for instance [27] ) that every convex body K ⊂ R n determines a surface area measure on S n−1 denoted by S K . It is also proved in [32] that, by Minkowski existence theorem (see [27] ), there exists a unique up to translations convex body K t in R n whose surface area measure S Kt is µ t . For this reason µ t is also called the surface area measure of (the compact set) {|f | ≥ t}.
