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Abstract: 
The ageing effect of glass/epoxy composite laminates exposed to seawater 
environment for different periods of time was investigated using acoustic emission (AE) 
monitoring. The mass gain ratio and flexural strength of glass fiber reinforced plastic (GFRP) 
composite laminates were examined after the seawater treatment. The flexural strength of the 
seawater treated GFRP specimens showed a decreasing trend with increasing exposure time. 
The degradation effects of seawater are studied based on the changes in AE signal parameters 
for various periods of time. The significant AE parameters like counts, energy, signal 
strength, absolute energy and hits were considered as training data input. The input data were 
taken from 40% to 70% of failure loads for developing the radial basis function neural 
network (RBFNN) and generalised regression neural network (GRNN) models. RBFNN 
model was able to predict the ultimate failure strength and could be validated with the 
experimental results with the percentage error well within 0.5% - 7.2% tolerance, whereas 
GRNN model was able to predict the ultimate failure strength with the percentage error well 
within 0.5% - 4.4% tolerance. The prediction accuracy of GRNN model is found to be better 
than RBFNN model. 
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1. Introduction 
Glass fiber reinforced polymer (GFRP) composite materials are widely used in 
marine, aircraft, spacecraft and automobile engineering due to their high strength to weight 
ratio. However, wet environments greatly influence the strength of composite materials. The 
mechanical properties of composite material become weaker and induced degradation on 
exposure to seawater. The degradation property of GFRP is unavoidable in marine 
applications; the laminates may be corroded after long-term service in seawater environment 
[1, 2]. The most noticeable effects of exposure to moisture are the plasticization of matrix and 
degradation of fiber matrix interface [3-5]. The structural health monitoring (SHM) of 
composite materials is important in seawater environment, due to degradation induced during 
in-service operation resulting in failure of composite structure. Hence, artificial neural 
network (ANN) works well in predicting the ultimate failure strength of composite materials. 
ANN was developed especially to relate the mechanical parameters of the material between 
the experimental and simulated values. ANN model simulates different mechanical 
behaviours of composite materials related to non-linear properties including elasticity, 
plasticity, viscoelasticity [6]. Perera et al [7] found that ANN model successfully simulated 
the desired phenomenon and the prediction accuracy was improved by increasing the training 
database. 
When a material is strained, various failure modes are activated such that, a part of the 
total strain energy is dissipated as a wave that propagates from the failure source through the 
medium [8]. The resulting stress waves are acoustic emissions (AE) which are transient 
elastic waves generated by rapid release of energy from localized sources within a material 
when it undergoes deformation [9]. The significant AE parameters such as rise time, count, 
energy, duration and amplitude were used for materials characterisation and structural 
integrity evaluation [10-13]. AE peak amplitude and energy parameter were fed in to neural 
network (NN) for predicting the tensile strength of carbon/epoxy composite laminates [14, 
15]. Arumugam et al [16] predicted residual tensile strength of impacted carbon/epoxy 
laminates using ANN with AE as input cumulative counts and amplitude frequency data 
collected up to 50% of failure loads.  
ANN models would be able to capture more of the non-linear characteristics and work 
fairly well with linear cumulative damage rule [17]. The similar NN model was used to detect 
an embedded delamination size, shape and location in FRP composite laminates using natural 
frequencies as input parameter. The actual efficiency of NN model was found better when it 
was trained and tested with real life data [18]. The training and testing results in the NN 
models have shown that they have strong potential for predicting the split tensile strength and 
percentage of water absorption values of concretes [19]. Recent studies have proved that 
ANN drastically reduced the computational cost for large composite structures while 
providing sufficient accuracy [20]. ANN model was developed for computing transverse 
elasticity modulus of unidirectional composites structure [21]. Shao et al [22] used fuzzy 
neural network to provide desirable tolerance, and improve identification accuracy in 
structural damage detection. Adaptive neuro-fuzzy inference system (ANFIS) and multilayer 
feed forward ANN learning by back propagation algorithm can be used as a non-destructive 
procedure for health monitoring of structural elements [23]. 
Zhang and Friedrich [24] proposed ANN models for predicting fatigue life, wear 
performance and dynamic properties of polymer composite materials. ANN could be used to 
accurately predict additional material properties such as heat transfer coefficients and crack 
speed [25]. It is found that once the neural network training is completed, the optimum values 
for not only learned thermal conditions but also for unlearned thermal conditions can be 
predicted very quickly by making use of the neural network [26]. Bayesian probabilistic 
neural network (BPNN) was used to detect the damage in sandwich composite materials 
identifying the type, location and extent of the damage [27]. The success of ANN training 
algorithms depends on the training data set and the structure of the network [28]. The NN 
proved to be more consistent with its lower standard deviation for the prediction of the shear 
strength of FRP reinforced concrete members [29]. Topcu has successfully developed ANN 
model for prediction of compressive strength and splitting tensile strength of concrete 
structure [30].  
In the past, many researchers have revealed the capability of ANN models for 
predicting the mechanical strength and properties in composite materials. But there is a lack 
of research on developing the ANN model with high prediction accuracy using acoustic 
emission (AE) parameters. This research focuses on improving prediction accuracy and rate 
of convergence of NN by radial basis function (RBF) and generalised regression (GR) 
techniques. Hence, multilayer feed forward type ANN learning algorithms were used to 
develop the radial basis function neural network (RBFNN) model and generalised regression 
neural network (GRNN) model from AE parameters. However, durability of the glass fiber 
reinforced composite laminates in seawater environment has hardly been investigated using 
AE parameters with the help of RBFNN model and GRNN model. The prediction ability of 
GRNN model is very satisfactory, after the desired training set selection and spread 
optimization [31]. 
In the present work, degradation behavior of glass/epoxy composite laminates 
exposed to seawater environment was investigated using acoustic emission (AE). The 
acoustic activity and acoustic signatures of aged glass/epoxy composite laminates were 
recorded during 3 point bending test with AE monitoring. The significant AE parameters 
such as AE hits, cumulative AE counts, cumulative AE energy, cumulative AE signal 
strength and cumulative AE absolute energy were considered as training data input. The 
radial basis function neural network (RBFNN) model and generalised regression neural 
network (GRNN) model was developed from 40% to 70% of failure load of AE parameters 
as training data input. RBFNN model was able to predict the ultimate failure strength and 
validated with the experimental results with the percentage error well within 0.5% - 7.2% 
whereas GRNN model was able to predict the ultimate failure strength with the percentage 
error well within 0.5% - 4.4%. This model can be used for health monitoring of composite 
materials for application in the shipping industry.   
2. Experimental Procedure 
2.1. Materials and specimen preparation 
 Laminates were fabricated from 16 layer symmetrical bidirectional plies of E-Glass 
fabric (300 GSM) impregnated in epoxy resin (LY556) with hardener (HY 951) by sealant-
vacuum bagging at 1 atmospheric pressure for 2 hours, curing at room temperature for 8 
hours and subsequent post-curing processing at 100oC for 2 hours. The glass/epoxy laminates 
were built up to a total thickness of 3.4 (±0.2) mm. The specimens were cut from the 
laminates using water jet cutting as per ASTM D790 for flexural testing. The dimensions of 
the specimen are kept as 120 mm x 20 mm. 
2.2. Exposure to seawater environment 
The specimens were immersed in a container with sea water at room temperature for 
various periods as shown in Fig.1, and regular weight gain measurements were carried out. 
Water uptake was calculated as weight gains related to the weight of the dry specimen. Four 
composite specimens were tested and results averaged. 
 Fig.1: GFRP specimens immersed in seawater environment 
 
2.3. Flexural testing 
Three points bending testing was carried out using a 100kN Tinius Olsen universal 
testing machine to compute the mechanical properties as shown in Fig.2.  A span-to-depth 
ratio equal to 25 has been used, so that span was finally equal to 85 mm. The cross-head 
speed for testing of all the specimens was kept at 0.25mm/min. 
 
                               Fig.2: Specimen under flexural loading with AE sensors 
2.4 Acoustic emission monitoring 
             An 8 channel AE system supplied by physical acoustics corporation (PAC) with a 
sampling rate of 3 MHz and 40 dB pre-amplification was used for this study. Preamplifiers 
having a bandwidth of 10 kHz-2 MHz are used. The ambient noise was filtered using a 
threshold of 45dB. AE measurements were performed using two wide-band sensors at a 
mutual distance of 50 mm. High vacuum silicon grease was used as a couplant between 
specimens’ surface and AE sensors. Pencil lead break procedure was used to generate 
repeatable AE signals for the calibration of each sensor. The wave velocity of GFRP 
composite laminates was found to be 3127 m/s. The input parameters used for AE monitoring 
are as follows: peak definition time (PDT) =25 µs, hit definition time (HDT) =160 µs, hit 
lock-out time (HLT) =300 µs. The significant AE parameters such as counts, energy, signal 
strength, absolute energy, and hits were recorded for all the specimens.    
3. Artificial Neural Networks 
 ANN resembles the model of the biological neural system of human beings. It models 
the most important feature of the brain, the ability to learn. An ANN is defined by three types 
of parameters: 
a. The interconnection pattern between the different layers of neurons 
b. The learning process to update the weights of the interconnections 
c. The activation function to convert a neuron's weighted input to its output activation. 
                               
 
 
 
 
 
 
 
 
 
 
Fig.3:  Schematic representation of ANN training process     
 Fig.3 shows the schematic representation for ANN modelling steps in training the 
neural network until the specified mean square error and epochs are reached. The proposed 
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methodology uses two different types of artificial neural networks, namely radial basis 
function neural networks (RBFNN) and generalised regression neural networks (GRNN). 
3.1 Radial Basis Function Neural Network (RBFNN) 
  Radial basis function network is a type of ANN which is used in problems of 
regression, classification and prediction. It is a real valued function whose value depends on 
the distance from its receptive field centre   to the input x. It is a positive radially symmetric 
function whose centre has separate maximum and the value drops to zero away from the 
centre. If the distance between x and   is smaller than the receptive field width , the 
function is said to be appreciable. 
                        
            Input Layer            Hidden Layer          Output Layer 
 Fig.4: Architecture of RBF network 
  A radial basis function is one whose output depends on the distance of the input from 
a given stored vector. In a RBF network, the hidden layer uses neurons with RBF activation 
functions which describe local receptors. The outputs of the hidden neurons are combined 
linearly with one output node. Typical architecture of RBF network is shown in Fig.4. It 
consists of one hidden layer which uses RBF activation function            and output layer             
with linear activation function. 
                                                                                                                                                (1) 
         where                                                                       . 
   Typically, RBF has three layers feed-forward structures. The first layer, which   
serves as an input to the hidden layer by giving inputs without changing their values, is called 
input layer. The second layer, where all the neurons simultaneously receive the n-dimensional 
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real-valued input vector x, is called hidden layer. Each neuron in this layer uses RBF as the 
activation function. A commonly used RBF is Gaussian basis function.                                                                                                                                                                                                                                                                          
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  where j  and j  are the mean and the standard deviation of the receptive field of the 
jth hidden layer neuron and Rj(x) is the corresponding activation function. The third layer is 
the output layer. The output can be expressed as y = [y1, y2, y3......., yk] with yi as the output 
of the ith neuron given by 
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  where h is the number of neurons in the hidden layer and wji is the weight associated 
with the jth hidden layer neuron and ith output layer neuron.     
3.2 Generalised Regression Neural Network (GRNN) 
 The GRNN is a one-pass learning algorithm which has a highly parallel structure. 
Although, with sparse data in a multidimensional measurement space, smooth transition is 
provided by the algorithm from one observed value to another, the algorithmic form is used 
for any regression problem in which an assumption of linearity is not justified.  
                       
                                           Input             Pattern         Summation    Output 
                                           Layer             Layer           Layer             Layer 
 
          Fig.5: Architecture of GRNN network 
 A GRNN is a variation of the radial basis neural network, which is based on kernel 
regression networks. An iterative training procedure is not required in GRNN unlike 
multilayer perceptron based back propagation (BP) networks. It approximates any arbitrary 
function between input and output vectors by drawing the function estimate directly from the 
training data.  A GRNN consists of four layers with input layer, pattern layer, summation 
layer and output layer, as shown in Fig.5. The number of input  units  in  the input  layer  
depends  on  the  total  number  of  the observation  parameters.  The first layer is connected 
to the pattern layer and each neuron presents a training pattern and its output in this layer. 
The pattern layer is being connected to the summation layer. There are two different types of 
summation units present in summation layer, which are the single division unit and 
summation units.  
 During training of network, radial basis and linear activation functions are used in 
hidden and output layers respectively. Each pattern layer unit is connected to the two neurons 
in the summation layer named as S and D neurons. S summation neuron is used to compute 
the sum of weighted responses of the pattern layer. D summation neuron calculates              
un-weighted outputs of pattern neurons. The output layer divides  the  output  of  each  S-
summation  neuron  by  that  of each  D-summation  neuron which yields  the  predicted  
value  Yi  to  an unknown input vector x as given in equation 4, 5 as follows. 
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            where yi  is  the  weight  connection  between  the  i
th  neuron  in  the  pattern layer 
and the S is summation neuron, n indicates the number of the training patterns, D denotes the 
Gaussian function, m is the number of elements of an  input  vector,  xk  and  xik  are  the  j
th  
element  of  x  and  xi, respectively and r  is  the  spread  parameter of the Gaussian function. 
 
4. Results and Discussion 
 The Glass-epoxy composite laminates exposed to seawater in the period of 4,5,6,7 
months are subjected to flexural testing with AE monitoring. Acoustic emission data are 
collected during loading until the failure of the specimens. The ANN prediction models were 
developed from the recorded AE data during testing. The feature which was followed for 
developing models can be summarized as follows: 
 Developed RBFNN and GRNN models have higher accuracy and quicker 
convergence when compared with other supervised learning network. 
 The optimization of spread value   in RBFNN as 0.108 and GRNN as 0.01. 
 The normalized AE cumulative parameters are chosen as input for training network. 
 The input AE parameters are considered only in the linear region (500 ms to 800ms) 
of every 1% of ultimate load (40% to 70%) for minimising the error. 
 The mean and median of predicted failure load is also computed and compared with 
experimental failure load.  
4.1. Arrangement and Normalization of AE data 
The acquired AE parameters are chosen as input data and are considered cumulatively 
for every 1% of load. The five considered AE parameters are number of hits, cumulative 
counts, cumulative energy, cumulative absolute energy and cumulative signal strength. The 
Target parameter used is maximum failure load of each specimen. All the data used as inputs 
and targets are normalized individually between -1 and +1 and are given to network for 
training. There are totally 20 composite laminates taken for experimentation. These 
specimens are of different aged types of 4,5,6,7 months with each aged type consisting of five 
specimens. Out of these 20 specimens, 16 specimens (4 in each type) are used for training the 
network and 4 specimens (1 in each type) are used for testing. 
4.2. Selection of Range of Input Parameters for Training 
The range of input parameters to be selected for training the network is based on the 
analysis of variation of % load versus all the five input parameters. % Load versus all of the 
input parameters plotted for each aged category of specimens is shown in fig.6 to fig.9. 
 
   
Fig.6: Input parameters Vs various % of load for aged-4 months category specimen 
 
 
Fig.7: Input parameters Vs various % of load for aged-5 months category specimen 
 
Fig.8: Input parameters Vs various % of load for aged-6 months category specimen 
       
         Fig.9: Input parameters Vs various % of load for aged-7 months category specimen 
   
  From the above Fig.6 to Fig.9, it is clear that all the input parameters are almost in the 
constant range when the load varies from 40% to 70%. At below 40% of load, some of the 
specimens have no hits occurring in them and at above 70% of load, input parameters are 
increasing and varying drastically to a very high value. This may be attributed to echo of 
failure on the specimen at the time of increasing damage in it at higher loads [11, 12, 32]. So 
input parameters used for training are considered from 40% to 70% load for least error. 
 
4.3 Prediction with RBFNN and GRNN Models 
4.3.1 Developing the RBFNN and GRNN Models 
 The failure load prediction is done with RBFNN and GRNN models since the training 
is easier and faster with higher accuracy and quicker convergence when compared to the back 
propagation (BP) network model. The coefficients of GRNN model are determined in one 
pass through the data and hence no iterative algorithm is required when compared to the BP 
network model and RBFNN model. Both of the network models have feed forward type 
architecture and uses supervised learning where the target parameter of ultimate failure load 
of each specimen is specified during training. The activation function used is the Gaussian 
distribution function where the tuning parameter is the spread value. The spread value   is 
found optimally as 0.108 in RBFNN model and 0.01 in GRNN model. The number of 
neurons in input layer is 5 since there are 5 input parameters used for training and the number 
of neurons in the output layer is 1 since there is only one target used for training. The number 
of neurons in the hidden layer in RBFNN model is found optimally as 23 by iteratively 
increasing till it reaches the specified mean square error (MSE) of 0.01. 
Fig.10 (a) shows the structure of the RBFNN model with 5 neurons in the input layer, 
23 neurons in the hidden layer and 1 neuron in the output layer. From fig.10(b) and fig.10(d) 
shows the regression plot of RBFNN and GRNN models with the correlation coefficient, R as 
0.99233 and 0.99647 respectively which indicates that both the models are well trained such 
that the MSE between network outputs and targets reached the specified minimum value of 
0.01. Fig.10(c) shows the structure of the GRNN model with 5 neurons in the input layer, 39 
neurons in the hidden layer and 1 neuron in the output layer. Fig.10 (e) shows the training 
performance of RBFNN model where the MSE of 0.0079 is reached at 23 epochs.   
         
                     (a)                                                                 (b) 
      
               (c)                    (d) 
 
                                     
      (e)                   
Fig.10 (a) Structure of RBFNN model (b) Regression plot of RBFNN training (c) Structure of 
GRNN model (d) Regression plot of GRNN training (e) Training performance of             
RBFNN model 
4.3.2 Simulation and Testing the RBFNN and GRNN Models 
 Four new specimens that are not used in training the network are used for testing. The 
same five input parameters are calculated cumulatively for each new specimen in time scale 
of every 1 ms and are given as testing inputs to the network. The specimen is tested from 1 
ms time to a maximum of 800 ms (where original breaking time is around from 1400 ms to 
1600 ms identified from trained specimen data) up to which the specimen is not overly 
stressed. To identify the time range at which the trained network predicts the failure load of a 
new specimen with minimum error, trained specimens are simulated using the trained 
network and it is found that from 500 ms to 800 ms, RBFNN and GRNN models predict with 
minimum error.  
     
 (a)                                                            (b)               
 Fig.11: Time versus (a) True load and predicted load (b) Median of true load and predicted   
load of trained specimens using RBFNN Model 
      
                                     (a)                                                                     (b)                                                                 
Fig.12: Time versus (a) True load and predicted load (b) Median of true load and predicted 
load of trained specimens using GRNN Model 
 
Fig.11 and Fig.12 show the plot of time versus true load and predicted load and with 
cumulative median of true load and predicted load with RBFNN and GRNN models 
respectively, for trained specimens used in simulation to identify the time range at which the 
trained RBFNN and GRNN model predicts the failure load of a new specimen with minimum 
MSE of 0.0079.  
        
                                    (a)                                                            (b) 
Fig.13: Time versus (a) True load and predicted load (b) Median of true load and predicted 
load of new testing specimens using RBFNN model 
      
                                    (a)                                                                         (b) 
Fig.14 Time versus (a) True load and predicted load (b) Median of true load and predicted load 
of new testing specimens using GRNN model 
 
The load is applied to the four new specimens that are not used in training and they 
are tested using the trained RBFNN and GRNN models and hence mean of predicted failure 
load and median of predicted failure load are found out between 500 ms and 800 ms from the 
results of tested specimens. Evidently, Figs.13 and 14 show the plot of time versus true load 
and predicted load and with cumulative median of true load and predicted load, for validation 
of developed RBFNN and GRNN models respectively. Mean and median of their predicted 
failure load values are plotted against experimental failure load for various ageing categories 
as shown in fig.15 (a) and fig.16 (a) for RBFNN and GRNN models respectively.  
 
  
 Fig.15 (a): Variation of ageing with ultimate                  Fig.15 (b): Variation of % error in  
         strength prediction with RBFNN model                  aged specimens with RBFNN model 
      
Fig.16 (a) Variation of ageing with ultimate                Fig.16 (b) Variation of % error in   
        strength prediction with GRNN model                 aged specimens with GRNN model 
 
Fig.15 (a) and Fig.15 (b) show the variation of ageing with ultimate failure strength 
with experimental results and by using RBFNN and GRNN model prediction respectively.    
It is found that when ageing increases, ultimate strength starts decreasing. Fig.16 (a) and 
Fig.16 (b) shows the plot of prediction error in failure load with RBFNN and GRNN model 
respectively during testing of new specimens. It is found that from the experimental and 
predicted values of failure load, the percentage error is well within 0.5% - 7.2% using 
RBFNN model and 0.5% - 4.4% using GRNN model. It is also found that median is the best 
parameter when compared with mean, with less error.  
5. Conclusions 
  The ultimate flexural strength of GFRP composite laminates was decreased with 
increasing the period of 4, 5, 6 and 7 month in seawater treatment. The degradation effects of 
seawater in GFRP composite specimens were analysed using acoustic emission monitoring. 
AE hits, cumulative counts, cumulative energy, cumulative signal strength and cumulative 
absolute energy were computed in the range of 40% to 70% of the maximum failure load and 
they were used as input data to ANN for developing the model. The radial basis function 
neural network (RBFNN) and generalised regression neural network (GRNN) models were 
developed to predict the failure strength of GFRP composite specimens. The variation of the 
experimental and predicted failure strength of RBFNN and GRNN models were determined 
with an error tolerance of within 0.5% - 7.2% and 0.5% - 4.4% respectively. The prediction 
accuracy of the GRNN model is found to be better than the RBFNN model. Therefore, AE 
combined with the ANN becomes an effective method of health monitoring of composite 
materials for application in the shipping industry.  
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