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Abstract
We study the asymptotic behaviour of the solution of elliptic problems with periodic data when
the size of the domain on which the problem is set becomes unbounded.
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Résumé
On s’intéresse au comportement asymptotique de la solution de problèmes elliptiques à données
périodiques lorsque la taille de l’ouvert sur lequel le problème est posé devient infinie.
© 2005 Elsevier SAS. All rights reserved.
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1. Introduction
If x = (x1, . . . , xk) denotes the points in Rk we consider in this note problems of the
type:
{−∂xi (aij (x)∂xj un)+ a(x)un = f in Ωn,
+ boundary conditions, (1.1)
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distribution f —to be periodic in all or in certain directions; Ωn is a bounded open set
whose size is supposed to become infinite in all or in certain directions. We make in (1.1)
the Einstein convention of repeated indices. The issue that we address here is to determine
if the periodicity of the data will force at the limit the solution to converge towards a
periodic function. Of course, our goal is also to determine this limit and when possible to
have an idea of the rate of convergence of the solution un towards it.
Denote by T a positive number. We say that f ∈ L1loc(Rk) is T -periodic in the xj -
direction if it holds that
f (x + T ej ) = f (x) a.e. x ∈ Rk,
((ej ) denotes the canonical basis of Rk). Assuming that p is a positive integer satisfying
1 p  k, then we consider
aij (x), i, j = 1, . . . , k, a(x) functions in L∞
(
R
k
)
, T -periodic in x1, . . . , xp-directions,
(1.2)
f function in L2loc
(
R
k
)
, T -periodic in x1, . . . , xp-directions. (1.3)
(When p < k, we say that the functions are T -periodic in certain directions. When p = k,
we say that the functions are T -periodic in all directions.)
The paper is divided as follows. In the next section we consider the case where the
data are not periodic in all directions but only in some. Similarly Ωn is allowed to become
unbounded in these directions only. In Section 3 we consider the case of periodicity in all
directions when in addition a(x) is not identically equal to 0. Finally in the last section we
address the case of periodicity in all directions when a(x) vanishes identically.
Somehow in the case where a(x) ≡ 0 the behaviour of un is relatively expected, i.e.,
one can characterize its limit with no ambiguity. It is not the case when a(x) ≡ 0 where the
limit could be known only up to a constant and not for every situation.
2. T -periodic data in some directions
In this section we will study the case when data are T -periodic in certain directions.
For p < k, we define Ωn, Q k-dimensional domains given by:
Ωn = (−nT ,nT )p ×ω, Q = (0, T )p ×ω,
where ω is an open bounded set in Rk−p .
We consider:
aij (x), i, j = 1, . . . , k, a(x) functions in L∞
(
R
p ×ω),
T -periodic in x1, . . . , xp-directions,
fi, i = 0, . . . , k, functions in L2
(
R
p ×ω), T -periodic in x1, . . . , xp-directions,loc
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0 a(x)Λ a.e x ∈ Rk, (2.1)
λ|ξ |2  aij (x)ξiξj a.e. x ∈ Rk, ∀ξ ∈ Rk (2.2)
((2.2) is the usual uniform ellipticity condition). Define Vn a linear space such that
Vn is closed in H 10 (Ωn, ∂ω), H
1
0 (Ωn) ⊂ Vn ⊂ H 10 (Ωn, ∂ω),
where H 10 (Ωn, ∂ω) = {v ∈ H 1(Ωn) | v = 0 on (−nT ,nT )p × ∂ω}. We denote then by un
the weak solution to:{
un ∈ Vn,∫
Ωn
aij (x)∂xj un∂xi v + a(x)unv dx =
∫
Ωn
f0v + fi∂xi v dx ∀v ∈ Vn, (2.3)
and by u∞ the solution to⎧⎪⎨
⎪⎩
u∞ ∈ H 10,per(Q,∂ω),∫
Q
aij (x)∂xj u∞∂xi v + a(x)u∞v dx =
∫
Q
f0v + fi∂xi v dx
∀v ∈ H 10,per(Q,∂ω),
(2.4)
where H 10,per(Q,∂ω) = {v ∈ H 10 (Q,∂ω) | v(x) = v(x + T ej ) ∀x ∈ ∂Q ∩ {xj = 0},
j = 1, . . . , p}.
Clearly, under the above assumptions, there exist unique solutions to (2.3) and (2.4)—
see [4,7,8]. Moreover we have:
Theorem 2.1 (Convergence result). For any n0 > 0, any γ > 0, there exists a constant c,
independent of n, such that
|un − u∞|H 1(Ωn0 ) 
c
nγ
,
where un and u∞ are the solutions to (2.3) and (2.4) respectively, Ωn0 = (−n0T ,n0T )p×ω.
In the above inequality, we have set:
|v|2
H 1(K) =
∫
K
|∇v|2 + v2 dx.
Our proof of the theorem is based on several lemmas. We begin with:
Lemma 2.2 (Poincaré inequality). For any v ∈ H 10 (Ωn, ∂ω), it holds that∫
Ωn
v2 dx  c
∫
Ωn
|∇v|2 dx,
where c = c(ω) is a constant independent of n.
348 M. Chipot, Y. Xie / J. Math. Pures Appl. 85 (2006) 345–370Proof. We set X1 = (x1, . . . , xp), X2 = (xp+1, . . . , xk), ∇X2 = (∂xp+1 , . . . , ∂xk ). Since
v ∈ H 10 (Ωn, ∂ω), it is clear that v(X1, ·) ∈ H 10 (ω), for a.e. X1 ∈ (−nT ,nT )p . There exists
a constant c = c(ω), depending on ω, such that for a.e. X1 it holds that∫
ω
v2 dX2  c(ω)
∫
ω
|∇X2v|2 dX2.
Integrating on X1, we obtain that∫
Ωn
v(X1,X2)
2 dx  c(ω)
∫
Ωn
∣∣∇X2v(X1,X2)∣∣2 dx
 c(ω)
∫
Ωn
|∇v|2 dx. 
Lemma 2.3 (Estimate of un). There exists a constant C, independent of n, such that∫
Ωn
|∇un|2 dx Cnp
∫
Q
|f |2 dx, (2.5)
where |f |2 =∑ki=0 f 2i .
Proof. We take v = un in (2.3), then we obtain:∫
Ωn
aij (x)∂xj un∂xi un + a(x)u2n dx =
∫
Ωn
f0un + fi∂xi un dx.
From (2.2) and applying the Cauchy–Schwarz inequality on the right-hand side, we have:
∫
Ωn
λ|∇un|2 + a(x)u2n dx

{∫
Ωn
f 20 dx
}1/2{∫
Ωn
u2n dx
}1/2
+
{∫
Ωn
k∑
i=1
f 2i
}1/2{∫
Ωn
k∑
i=1
∂xi u
2
n dx
}1/2
 c
{∫
Ωn
|f |2 dx
}1/2{∫
Ωn
|∇un|2 dx
}1/2
+
{∫
Ωn
|f |2 dx
}1/2{∫
Ωn
|∇un|2 dx
}1/2
= (1 + c)
{∫
|f |2 dx
}1/2{∫
|∇un|2 dx
}1/2
. (2.6)
Ωn Ωn
M. Chipot, Y. Xie / J. Math. Pures Appl. 85 (2006) 345–370 349This is due to Lemma 2.2. c is a constant independent of n, depending on ω. We can omit
the term a(x)u2n on the left-hand side, which will lead to
∫
Ωn
λ|∇un|2 dx  (1 + c)
{∫
Ωn
|f |2 dx
}1/2{∫
Ωn
|∇un|2 dx
}1/2
 (1 + c)
{∫
Ωn
|∇un|2 dx
}1/2{
(2n)p
∫
Q
|f |2 dx
}1/2
,
i.e., ∫
Ωn
|∇un|2 dx Cnp
∫
Q
|f |2 dx,
where C is independent of n. (In the above estimate we used the periodicity of f in the
p-first directions.) 
Lemma 2.4. The solution to (2.4) satisfies:
−∂xi
(
aij (x)∂xj u∞
)+ a(x)u∞ = f0 − ∂xi fi in D′(Rp ×ω), (2.7)
i.e., in particular,
∫
Ωn
aij (x)∂xj u∞∂xi v + a(x)u∞v dx =
∫
Ωn
f0v + fi∂xi v dx ∀v ∈ H 10 (Ωn). (2.8)
Proof (Compare to [5]). First we consider φ ∈D(Rp ×ω) such that
K := suppφ ⊂ S(x0) =
p∏
i=1
(
xi0 −
T
4
, xi0 +
T
4
)
×ω,
for some x0 = (x10 , . . . , xk0 ) ∈ Rp ×ω.
It is easy to see that there exists a finite family of {Q
}N
=1, Q
 is defined as
Q
 =∏pj=1(nj
T , (nj
 + 1)T )×ω, nj
 ∈ Z, such that
K ⊂
N⋃

=1
Q¯
, Q
 ∩Qm = ∅, when 
 = m.
If φ|Q
 is the restriction of φ to Q
, we denote by φ
 its translation by periodicity from Q

to Q1, 
 = 1, . . . ,N . We remark that ∑N φ
 is a periodic function in Q1, i.e.,
=1
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N∑

=1
φ

)
(x) =
(
N∑

=1
φ

)
(x + T ej ) ∀x ∈ ∂Q1 ∩
{
xj = nj1T
}
, j = 1, . . . , p.
Hence it leads to∫
Rp×ω
aij (x)∂xj u∞∂xi φ + a(x)u∞φ dx =
∫
K
aij (x)∂xj u∞∂xi φ + a(x)u∞φ dx
=
N∑

=1
∫
Q

aij (x)∂xj u∞∂xi φ + a(x)u∞φ dx =
N∑

=1
∫
Q1
aij (x)∂xj u∞∂xi φ
 + a(x)u∞φ
 dx
=
∫
Q1
aij (x)∂xj u∞∂xi
(
N∑

=1
φ

)
+ a(x)u∞
(
N∑

=1
φ

)
dx
=
∫
Q1
f0
(
N∑

=1
φ

)
+ fi∂xi
(
N∑

=1
φ

)
dx
=
N∑

=1
∫
Q

f0φ + fi∂xi φ dx =
∫
K
f0φ + fi∂xi φ dx =
∫
Rp×ω
f0φ + fi∂xi φ dx.
(In the above computations we used the fact that our coefficients are T -periodic.) This
shows that (2.7) holds locally around any point and thus it holds in Rp×ω (see [9,13]). 
We can now complete our proof:
Proof of Theorem 2.1. Let ρ be the piecewise continuous affine function such that
ρ = 1 on
(
−1
2
,
1
2
)
, ρ = 0 outside (−1,1), ρ is affine on
(
−1,−1
2
)
,
(
1
2
,1
)
.
(2.9)
Moreover, for any n1  n
(un − u∞)
p∏
i=1
ρ2
(
xi
n1T
)
:= (un − u∞)Π2
is a test function in H 10 (Ωn), also in H
1
0 (Ωn1). It follows that∫
Ωn1
aij (x)∂xjun∂xi
{
(un − u∞)Π2
}+ a(x)un(un − u∞)Π2 dx
=
∫
Ω
aij (x)∂xju∞∂xi
{
(un − u∞)Π2
}+ a(x)u∞(un − u∞)Π2 dx,
n1
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Ωn1
aij ∂xj (un − u∞)∂xi
{
(un − u∞)Π2
}+ a(un − u∞)2Π2 dx = 0. (2.10)
This leads to ∫
Ωn1
aij ∂xj (un − u∞)∂xi(un − u∞)Π2 + a(un − u∞)2Π2 dx
= −2
∫
Ωn1
aij ∂xj (un − u∞)∂xiΠ(un − u∞)Π dx. (2.11)
By the ellipticity assumption (2.2) and since ∂xiΠ = 1n1T ′(
xi
n1T
)
∏
j =i (
xj
n1T
), we derive
easily that it holds
min{1, λ}
∫
Ωn1
{∣∣∇(un − u∞)∣∣2 + a(x)(un − u∞)2}Π2 dx
 C
n1
∫
Ωn1
∣∣∇(un − u∞)||un − u∞∣∣Π dx, (2.12)
where C = C(T ,aij ) is independent of n. Using the Cauchy–Schwarz inequality we get:∫
Ωn1
{∣∣∇(un − u∞)∣∣2 + a(x)(un − u∞)2}Π2 dx
 C
n1 min{1, λ}
{ ∫
Ωn1
∣∣∇(un − u∞)∣∣2Π2 dx
}1/2{ ∫
Ωn1
(un − u∞)2 dx
}1/2
. (2.13)
From this it follows that we have:∫
Ωn1
{∣∣∇(un − u∞)∣∣2 + a(x)(un − u∞)2}Π2 dx  c
n21
∫
Ωn1
(un − u∞)2 dx, (2.14)
where c is a constant independent of n1, n. We notice that un − u∞ ∈ H 10 (Ωn, ∂ω). By
Lemma 2.2 and omitting the positive term of the left-hand side, it comes
∫
Ω
{∣∣∇(un − u∞)∣∣2}Π2 dx  c
n21
∫
Ω
∣∣∇(un − u∞)∣∣2 dx
n1 n1
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Ωn1/2
∣∣∇(un − u∞)∣∣2 dx  c
n21
∫
Ωn1
∣∣∇(un − u∞)∣∣2 dx. (2.15)
Choosing n1 = n/2
−1 in (2.15) and iterating the above formula leads to∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 dx  C
n2

∫
Ωn
∣∣∇(un − u∞)∣∣2 dx
 C
n2

{∫
Ωn
|∇un|2 dx +
∫
Ωn
|∇u∞|2 dx
}
.
Since u∞ is T -periodic, by Lemma 2.3 we will have:
∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 dx  C
n2

{
cnp
∫
Q
|f |2 dx + (2n)p
∫
Q
|∇u∞|2 dx
}
 C
n2
−p
,
where C is independent of n.
Recalling that un − u∞ ∈ H 10 (Ωn/2
 , ∂ω), we apply Lemma 2.2 for a second time. This
leads to ∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx  (1 + c(ω))
∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 dx

(
1 + c(ω)){ C
n2
−p
}
 c
n2
−p
,
where c is a constant depending on ω, independent of n. By choosing n0  n/2
,
2
− p > 2γ the proof is complete. 
Remark 1. For simplicity we considered a domain built with rectangular boxes. We can
also have the same convergence result for more general domains. For example, in 2 dimen-
sion, Ωn and Q could be as in Fig. 1.
3. T -periodic data in all directions, the nondegenerate case
3.1. The case Ωn = (−nT ,nT )k
We are now interested in the case when all the data are T -periodic in all directions. We
consider:
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Ωn = (−nT ,nT )k, Q = (0, T )k,
aij (x), i, j = 1, . . . , k, a(x) functions in L∞
(
R
k
)
, T -periodic in x1, . . . , xk-directions,
(3.1)
fi, i = 0, . . . , k, functions in L2loc
(
R
k
)
, T -periodic in x1, . . . , xk-directions. (3.2)
(2.1), (2.2) still hold. Furthermore we assume that
a(x) ≡ 0
in (1.1). We denote Vn a subspace of H 1(Ω) such that
Vn is closed in H 10 (Ωn), H
1
0 (Ωn) ⊂ Vn ⊂ H 1(Ωn).
We denote by un the weak solution to{
un ∈ Vn,∫
Ωn
aij (x)∂xj un∂xi v + a(x)unv dx =
∫
Ωn
f0v + fi∂xi v dx ∀v ∈ Vn, (3.3)
and by u∞ the solution to{
u∞ ∈ H 1per(Q),∫
Q
aij (x)∂xj u∞∂xi v + a(x)u∞v dx =
∫
Q
f0v + fi∂xi v dx ∀v ∈ H 1per(Q),
(3.4)
where H 1per(Q) = {v ∈ H 1(Q) | v(x) = v(x + T ej ) ∀x ∈ ∂Q∩ {xj = 0}, j = 1, . . . , k}.
Under the above assumptions, there exists a unique solution to (3.3) and (3.4) respec-
tively. Then we would like to show:
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Ωn0 = (−n0T ,n0T )k , there exists a constant C independent of n such that
|un − u∞|H 1(Ωn0 ) 
C
nγ
.
The proof is based on several lemmas. First:
Lemma 3.2. For any n0 > 0, Ωn0 = (−n0T ,n0T )k , if a(x) is nonnegative and not identi-
cally equal to 0, furthermore a(x) is T -periodic in all directions, it holds that
∫
Ωn0
|∇v|2 + v2 dx C
∫
Ωn0
|∇v|2 + a(x)v2 dx ∀v ∈ H 1(Ωn0), (3.5)
where C is a constant, independent of n0, depending only on Q = (0, T )k and a(x).
Proof. It is well know (see [1,2]) that there exists a constant C, depending on Q and a(x),
such that ∫
Q
|∇v|2 + v2 dx C
∫
Q
|∇v|2 + a(x)v2 dx ∀v ∈ H 1(Q).
Define B by:
B =
k∏
i=1
(
niT , (ni + 1)T
)
, ni ∈ Z, i = 1, . . . , k. (3.6)
We notice that for any v(x) ∈ H 1(B), if x = y +∑i nieiT , by setting vT (y) = v(y +∑
nieiT ) = v(x), vT ∈ H 1(Q). Since a(x) is T -periodic in all directions, for the same
constant C that in the above inequality, we have:
∫
B
∣∣∇v(x)∣∣2 + v(x)2 dx = ∫
Q
∣∣∇vT (y)∣∣2 + (vT (y))2 dy
 C
∫
Q
∣∣∇vT (y)∣∣2 + a(y)(vT (y))2 dy
= C
∫
B
∣∣∇v(x)∣∣2 + a(x −∑nieiT )v2(x)dx
= C
∫ ∣∣∇v(x)∣∣2 + a(x)v2(x)dx.
B
M. Chipot, Y. Xie / J. Math. Pures Appl. 85 (2006) 345–370 355For any n0 > 0, n0 ∈ N, there exists a covering of Ωn0 by sets of the type B , i.e., by some
Bi such that
Bi ∩Bj = ∅, i = j,
⋃
Bi = Ωn0 .
Thus, ∫
Ωn0
|∇v|2 + v2 dx =
∑∫
Bi
|∇v|2 + v2 dx

∑
C
∫
Bi
|∇v|2 + a(x)v2 dx
= C
∫
Ωn0
|∇v|2 + a(x)v2 dx. 
Lemma 3.3 (Estimate of un). There exists a constant c independent of n such that∫
Ωn
|∇un|2 + u2n dx  cnk
∫
Q
|f |2 dx,
where |f |2 =∑ki=0 f 2i .
Proof. Taking v = un as test function in (3.3), arguing as in Lemma 2.3, (2.6) holds, i.e.,∫
Ωn
λ|∇un|2 + a(x)u2n dx

{∫
Ωn
f 20 dx
}1/2{∫
Ωn
u2n dx
}1/2
+
{∫
Ωn
k∑
i=1
f 2i
}1/2{∫
Ωn
k∑
i=1
∂xi u
2
n dx
}1/2
 2
{∫
Ωn
|f |2 dx
}1/2
|un|H 1(Ωn).
Due to Lemma 3.2, with the constant C of (3.5), we have:
min{1, λ}
C
∫
Ωn
|∇un|2 + u2n dx  2
{∫
Ωn
|f |2 dx
}1/2
|un|H 1(Ωn).
Recalling that f is T -periodic in all directions, for some constant c, independent of n, we
obtain:
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|∇un|2 + u2n dx 
{
2C
min{1, λ}
}2 ∫
Ωn
|f |2 dx  cnk
∫
Q
|f |2 dx.
The proof is complete. 
Lemma 3.4. It holds that
−∂xi
(
aij (x)∂xj u∞
)+ a(x)u∞ = f0 − ∂xi fi in D′(Rk), (3.7)
i.e., in particular,
∫
Ωn
aij (x)∂xj u∞∂xi v + a(x)u∞v dx =
∫
Ωn
f0v + fi∂xi v dx ∀v ∈ H 10 (Ωn). (3.8)
This is just a generalization of Lemma 2.4.
Proof of Theorem 3.1. We still denote ρ the function satisfying (2.9). We set:
v = (un − u∞)
k∏
i=1
ρ2
(
xi
n1T
)
:= (un − u∞)Π2 ∀n1  n.
Thus arguing as (2.10)–(2.14), due to the properties of Π , we have:
∫
Ωn1/2
∣∣∇(un − u∞)∣∣2 + a(x)(un − u∞)2 dx
 c
n21
∫
Ωn1
(un − u∞)2 dx  c
n21
∫
Ωn1
∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx. (3.9)
Choosing n1 = n/2
−1, it is always possible choosing n appropriately to assume that n1/2
is an integer. Applying Lemma 3.2 repeatedly to the left side we obtain that
∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx  C
n2
∫
Ω
n/2
−1
∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx
 C
n2

∫
Ωn
∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx
 C . (3.10)
n2
−k
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, 2
− k > 2γ , we have:∫
Ωn0
∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx  C
n2γ
. 
Remark 2. In the nondegenerate case, in some situations, we can show that un converges
towards u∞ exponentially (see [3] for reference).
3.2. The case of a more general domain
We denote by Ω ′n, an open subset of Rk , satisfying
Ωn ⊂ Ω ′n ⊂ Ωn′ (3.11)
for some integers 0 < n< n′, where Ωn = (−nT ,nT )k , Ωn′ = (−n′T ,n′T )k . For instance,
in two dimension, Ω ′n is depicted in Fig. 2.
We set un to be the weak solution to{
un ∈ H 10 (Ω ′n),∫
Ω ′n aij (x)∂xj un∂xi v + a(x)unv dx =
∫
Ω ′n f0v + fi∂xi v dx ∀v ∈ H 10 (Ω ′n).
(3.12)
Then we have:
Theorem 3.5 (Convergence result). Let us assume that for some α  1, it holds that
n′ = O(nα).
Fig. 2.
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that
|un − u∞|H 1(Ωn0 ) 
C
nγ
,
where u∞ is the solution to (2.4), C is a constant independent of n,n′.
Before to prove the theorem, we need to show:
Lemma 3.6 (Poincaré inequality). Let Ω ′n defined as (3.11). If a(x) satisfies the assumption
in Lemma 3.2, it holds that there exists a constant C, independent of n, such that
∫
Ω ′n
|∇v|2 + v2 dx  C
∫
Ω ′n
|∇v|2 + a(x)v2 dx ∀v ∈ H 10 (Ω ′n).
Proof. We denote by (Q
) a finite set of translated copies of Q satisfying:
Q
 ∩Ω ′n = ∅, Q
 ∩Qm = ∅ (
 = m), Ω ′n ⊂
⋃


Q¯
.
Since v ∈ H 10 (Ω ′n), v can be extended by 0 outside Ω ′n. For a(x) as in (3.12), we have:
∫
Ω ′n
|∇v|2 + v2 dx =
∫
⋃

 Q

|∇v|2 + v2 dx =
∑


∫
Q

|∇v|2 + v2 dx

∑


C
∫
Q

|∇v|2 + a(x)v2 dx  C
∫
⋃

 Q

|∇v|2 + a(x)v2 dx
= C
∫
Ω ′n
|∇v|2 + a(x)v2 dx. 
Proof of Theorem 3.5. Let ρ defined as in (2.9). For any n1  n, taking v = (un −
u∞)
∏k
i=1 ρ2(
xi
n1T
) := (un − u∞)Π2 as test function in (3.8) and (3.12), (3.9) and (3.10)
still hold. Choosing 2n1 = n/2
 ∈ N and iterating the inequality, we get:
∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx  C
n2

∫
Ωn
(un − u∞)2 dx
 C
n2

{∫
Ω
u2n dx +
∫
Ω
u2∞ dx
}
 C
n2

{∫
Ω ′
u2n dx +
∫
Ω
u2∞ dx
}
. (3.13)n n n n
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Ω ′n u
2
n dx. Taking v = un in (3.12), we get:
∫
Ω ′n
aij (x)∂xj un∂xi un + a(x)u2n dx =
∫
Ω ′n
f0un + fi∂xi un dx.
This implies (cf. Lemma 3.3):
min{1, λ}
∫
Ω ′n
|∇un|2 + a(x)u2n dx 
{∫
Ω ′n
|f |2 dx
}1/2{∫
Ω ′n
|∇un|2 + u2n dx
}1/2
.
Applying Lemma 3.6 to the left-hand side, we can conclude that there exists a constant c
independent of n,n′ such that
∫
Ω ′n
|∇un|2 + u2n dx  c
{∫
Ω ′n
|f |2 dx
}1/2{∫
Ω ′n
|∇un|2 + u2n dx
}1/2
,
i.e.,
∫
Ω ′n
|∇un|2 + u2n dx  c
∫
Ω ′n
|f |2 dx  c
∫
Ωn′
|f |2 dx  C(n′)k.
We now can complete the proof. Going back to (3.13), we have:
∫
Ω
n/2

∣∣∇(un − u∞)∣∣2 + (un − u∞)2 dx  C
n2

{∫
Ω ′n
u2n dx +
∫
Ωn
u2∞ dx
}
 C
′
n2

{
(n′)k + nk} C′
n2

{
nkα + nk} C
n2
−kα
.
By choosing n0  n/2
, 2
− kα > 2γ , the proof is complete. 
4. T -periodic data in all directions, the degenerate case
In this section we will always assume that
a(x) ≡ 0
in (1.1).
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Set
Ωn = (−nT ,nT ),
and denote by un the weak solution to
{−(A(x)u′n)′ = f0(x)− f ′1(x) in Ωn,
un(−nT ) = un(nT ) = 0, (4.1)
where A(x),f0(x), f1(x) are T -periodic and A(x) is positive, A(x) ∈ L∞(0, T ), f0, f1 ∈
L2(0, T ).
Proposition 4.1. If for any n > 0, for the solution to (4.1) to be bounded, it must hold that
T∫
0
f0(s)ds = 0.
Proof. First we introduce some notation:
F(x) =
x∫
0
f0(s)ds, c0 =
T∫
0
f0(s)ds.
Thus
F(x + T ) =
x+T∫
0
f0(s)ds =
x∫
0
f0(s)ds +
x+T∫
x
f0(s)ds = F(x)+ c0.
Integrating in (4.1), we have for some constant c1,
−A(x)u′n =
x∫
0
f0(s)ds − f1(x)+ c1,
Thus, we have:
−u′n(x) =
F(x) − f1(x) + c1 . (4.2)
A(x) A(x) A(x)
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−un(x) =
x∫
−nT
F (s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds.
Since un(nT ) = 0,
0 = −un(nT ) =
nT∫
−nT
F (s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds. (4.3)
By setting
m1 =
T∫
0
1
A(s)
ds, m2 =
T∫
0
F(s)
A(s)
ds, m3 =
T∫
0
f1(s)
A(s)
ds, (4.4)
we have for any negative integer k,
(k+1)T∫
kT
F (s)
A(s)
ds =
(k+1)T∫
kT
F (s + T )− c0
A(s)
ds
=
(k+1)T∫
kT
F (s + T )
A(s)
ds − c0m1
=
(k+2)T∫
(k+1)T
F (s)
A(s)
ds − c0m1 (recalling that A is periodic)
=
T∫
0
F(s)
A(s)
ds − c0m1|k|
= m2 − c0m1|k| (by iteration).
Similarly, for any positive integer k, we have:
(k+1)T∫
kT
F (s)
A(s)
ds = m2 + c0m1k.
Hence,
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−nT
F (s)
A(s)
ds =
n−1∑
i=−n
(i+1)T∫
iT
F (s)
A(s)
ds
=
−1∑
i=−n
{
m2 − c0m1|i|
}+ n−1∑
i=0
{m2 + c0m1i}
= 2nm2 − c0m1n.
Going back to (4.3), we have, since f1, A are T -periodic
0 = 2nm2 − c0m1n− 2nm3 + c12nm1,
which leads to
c1 = 12c0 +
m3
m1
− m2
m1
.
Thus,
un(x) = −
x∫
−nT
F (s)
A(s)
ds +
x∫
−nT
f1(s)
A(s)
ds −
{
1
2
c0 + m3
m1
− m2
m1
} x∫
−nT
1
A(s)
ds. (4.5)
We consider this equality the origin x = 0. It comes:
un(0) = −
0∫
−nT
F (s)
A(s)
ds +
0∫
−nT
f1(s)
A(s)
ds −
{
1
2
c0 + m3
m1
− m2
m1
} 0∫
−nT
1
A(s)
ds
= −
−1∑
i=−n
(i+1)T∫
iT
F (s)
A(s)
ds + nm3 −
{
1
2
c0 + m3
m1
− m2
m1
}
nm1
= −nm2 + c0m1 n(n+ 1)2 + nm3 −
{
1
2
c0 + m3
m1
− m2
m1
}
nm1
= n
2
2
c0m1,
which will blow up if c0 ≡ 0, since m1 > 0. 
From now on, we will always assume that
∫ T
0 f0(s)ds = 0. With this assumption, we
notice that
F(x + T ) = F(x)+ c0 = F(x),
i.e., F(x) is T -periodic. This leads to:
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is T -periodic.
Proof. We take the same notation as in (4.4). From (4.5), we consider any x ∈ [−nT ,
(n− 1)T ],
un(x + T )− un(x) = −
x+T∫
−nT
F (s)
A(s)
ds +
x+T∫
−nT
f1(s)
A(s)
ds −
{
m3
m1
− m2
m1
} x+T∫
−nT
1
A(s)
ds
+
x∫
−nT
F (s)
A(s)
ds −
x∫
−nT
f1(s)
A(s)
ds +
{
m3
m1
− m2
m1
} x∫
−nT
1
A(s)
ds
= −
x+T∫
x
F (s)
A(s)
ds +
x+T∫
x
f1(s)
A(s)
ds −
{
m3
m1
− m2
m1
} x+T∫
x
1
A(s)
ds
= −
T∫
0
F(s)
A(s)
ds +
T∫
0
f1(s)
A(s)
ds −
{
m3
m1
− m2
m1
} T∫
0
1
A(s)
ds
= −m2 +m3 −
{
m3
m1
− m2
m1
}
m1 = 0,
i.e., un is T -periodic. 
We can then denote by u∞ the function,
u∞(x) = −
x∫
−nT
F (s)
A(s)
ds +
x∫
−nT
f1(s)
A(s)
ds −
{
m3
m1
− m2
m1
} x∫
−nT
1
A(s)
ds, (4.6)
since it is T -periodic and independent of n.
From Theorem 3.1, we know that the boundary value of un (solution to (3.3)) will not
play any role in forcing un to converge towards u∞ (solution to (3.4)) in the nondegenerate
case. We want to analyse whether it works in the degenerate case. That is to say, in the
problem of (4.1), if we assume that there exist two constants a and b, such that
un(−nT ) = a, un(nT ) = b,
the solution to this problem is unique. We want to see now if un goes towards a T -periodic
function when the size of the domain in which the problem is set becomes unbounded. In
addition (compare to Theorem 3.5) we assume that
Ωn =
(−(n+ δ)T , (n+ ε)T ),
where δ, ε are two constants.
It holds then:
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un(−(n+ δ)T ) = a, un((n+ ε)T ) = b, (4.7)
where A(x),f0(x), f1(x) are T -periodic and A(x) is positive.
Then
un → u∞ +C uniformly
in any subdomain of R. Here C is a constant which can be determined, u∞ is defined by
(4.6).
Proof. (4.2) holds in the case (4.7). Integrating from −(n + δ)T to x and taking into
account that un(−(n+ δ)T ) = a, we have:
−un(x) =
x∫
−(n+δ)T
F (s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds − a
where c1 is a constant needed to be determined.
Since un((n+ ε)T ) = b,
−b = −un
(
(n+ ε)T )=
(n+ε)T∫
−(n+δ)T
F (s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds − a.
Denote by m1,m2,m3 the quantities defined in (4.4). In addition, we set:
m¯1 =
εT∫
−δT
1
A(s)
ds, m¯2 =
εT∫
−δT
F (s)
A(s)
ds, m¯3 =
εT∫
−δT
f1(s)
A(s)
ds.
Hence we have:
−b =
{ −nT∫
−(n+δ)T
+
nT∫
−nT
+
(n+ε)T∫
nT
}
F(s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds − a
=
{ 0∫
−δT
+
nT∫
−nT
+
εT∫
0
}
F(s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds − a
=
{ εT∫
+
nT∫ }
F(s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds − a−δT −nT
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−b = {m¯2 + 2nm2} − {m¯3 + 2nm3} + c1{m¯1 + 2nm1} − a ⇒
c1 = − 1
m¯1 + 2nm1 {m¯2 + 2nm2 − m¯3 − 2nm3 + b − a}.
It is easy to see that c1 goes to −m2/m1 +m3/m1 when n → ∞.
Consider
un(x)− u∞(x) = −
x∫
−(n+δ)T
F (s)
A(s)
− f1(s)
A(s)
+ c1
A(s)
ds + a
+
x∫
−nT
F (s)
A(s)
− f1(s)
A(s)
+
{
m3
m1
− m2
m1
}
1
A(s)
ds
= −
−nT∫
−(n+δ)T
F (s)
A(s)
− f1(s)
A(s)
ds −
x∫
−nT
{
c1 − m3
m1
+ m2
m1
}
1
A(s)
ds
− c1
−nT∫
−(n+δ)T
1
A(s)
ds + a
= −
0∫
−δT
F (s)
A(s)
− f1(s)
A(s)
ds −
{ x∫
0
+
0∫
−nT
}{
c1 − m3
m1
+ m2
m1
}
1
A(s)
ds
− c1
0∫
−δT
1
A(s)
ds + a
= −
0∫
−δT
F (s)
A(s)
− f1(s)
A(s)
ds −
x∫
0
{
c1 − m3
m1
+ m2
m1
}
1
A(s)
ds
− n
{
c1 − m3
m1
+ m2
m1
} T∫
0
1
A(s)
ds − c1
0∫
−δT
1
A(s)
ds + a. (4.8)
Now we compute:
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{
c1 − m3
m1
+ m2
m1
} T∫
0
1
A(s)
ds
= n
{
c1 − m3
m1
+ m2
m1
}
m1
= n
{
− 1
2n+ m¯1
m1
{
2n(m2 −m3)+ m¯2 − m¯3 + b − a
}−m3 +m2
}
= n 1
2n+ m¯1
m1
{
−2n(m2 −m3)−
{
2n+ m¯1
m1
}
{m3 −m2} − m¯2 + m¯3 − b + a
}
= n 1
2n+ m¯1
m1
{
− m¯1
m1
{m3 −m2} − m¯2 + m¯3 − b + a
}
n→∞→ −1
2
{
m¯1
m1
(m3 −m2)+ m¯2 − m¯3
}
− 1
2
(b − a).
For simplicity, we set:
M = 1
2
{
m¯1
m1
(m3 −m2)+ m¯2 − m¯3
}
. (4.9)
Thus, (4.8) leads to
un(x)− u∞(x)
n→∞→ −
0∫
−δT
F (s)
A(s)
− f1(s)
A(s)
ds +M + 1
2
(b − a)−
{
m3
m1
− m2
m1
} 0∫
−δT
1
A(s)
ds + a
= −
0∫
−δT
{
F(s)
A(s)
− f1(s)
A(s)
+
{
m3
m1
− m2
m1
}
1
A(s)
}
ds +M + 1
2
(b + a),
which completes the proof and determines the constant C. 
Remark 3. If we set δ = ε = 0, un − u∞ will converge towards 12 (b + a) which is the
average of the boundary values.
4.2. The higher-dimensional case
We go back to the definition of Ωn and Q as in Section 3, which means we set:
Ωn = (−nT ,nT )k, Q = (0, T )k.
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un ∈ H 10 (Ωn)
−∂xi (aij (x)∂xj un) = f0(x)− ∂xi fi(x) in Ωn,
(4.10)
u∞ solution to {
u∞ ∈ H¯ 1per(Q)
−∂xi (aij (x)∂xj u∞) = f0(x)− ∂xi fi(x) in Q,
(4.11)
where aij , fi(x) satisfy (3.1), (3.2) and (2.2),
∫
Q
f0 dx = 0, H¯ 1per(Q) = {v ∈ H 1per(Q) |∫
Q
v dx = 0}.
Under the above assumptions, (4.10) and (4.11) admit both a unique solution. We have:
Theorem 4.4. Under the assumptions (2.2), let un, u∞ the solution to (4.10), (4.11). If in
addition
u∞ ∈ L∞(∂Q),
there exists a subsequence of un that we will still label by n such that
un ⇀ u∞ + c in L∞(Rk) weak∗.
(un is supposed to be extended by 0 outside Ωn, c denotes some constant.)
Proof. By Lemma 3.4, we remark that un − u∞ satisfies:{−∂xi (aij (x)∂xj (un − u∞)) = 0 in Ωn,
un − u∞ = −u∞ on ∂Ωn.
By the maximum principle, un − u∞ is uniformly bounded in Rk and there exists
v∞ ∈ L∞(Rk) such that—up to a subsequence:
un − u∞ ⇀v∞ in L∞(Rk) weak∗.
The above convergence takes also place in D′(Rk) and thus it holds that
−∂xi
(
aij (x)∂xj v∞
)= 0 in D′(Rk).
By the Liouville theorem (see [10–12], for reference) it follows that
v∞ = cst
which completes the proof. 
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instance, the Laplace operator, we will obtain a stronger convergence result, i.e., Let un be
the solution to {−un = f0(x)− ∂xi fi(x) in Ωn,
un = 0 on ∂Ωn, (4.12)
and u∞ the solution to {−u∞ = f0(x)− ∂xi fi(x) in Q,
u∞ ∈ H¯ 1per(Q). (4.13)
We have:
Theorem 4.5. Let un, u∞ be the solution to (4.12), (4.13), for a.e. x, it holds that
un → u∞ +
∮
∂Q
u∞(s)dσ(s),
where
∮
∂Q
u∞(s)dσ(s) = 1|∂Q|
∫
∂Q
u∞(s)dσ(s).
Proof. Setting wn(x) = un(x)− u∞(x), wˆn(x) = un(nx)− u∞(nx), we have:{−wn(x) = 0 in Ωn,
wn(x) = −u∞(x) on ∂Ωn, ⇒{−wˆn(x) = 0 in Ω1,
wˆn(x) = −u∞(nx) on ∂Ω1.
It is well-known that there exists a Green function such that
wˆn(x) = −
∫
∂Ω1
∂
∂ν
G(x, y)u∞(ny)dσ(y) ∀x ∈ Ω1,
:= −
∫
∂Ω1
H(x,y)u∞(ny)dσ(y).
For any x, we can choose n large enough such that x/n ∈ Ω1, then
wn(x) = wˆn
(
x
n
)
= −
∫
∂Ω1
H
(
x
n
,y
)
u∞(ny)dσ(y).
Since
H
(
x
, ·
)
→ H(0, ·) in L2(∂Ω1)
n
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u∞(ny)⇀
∮
∂Ω1
u∞(s)dσ(s) in L2(∂Ω1),
(see [5,6]) we have:
wn(x) → −
∫
∂Ω1
H(0, y)
{ ∮
∂Ω1
u∞(s)dσ(s)
}
dσ(y). (4.14)
But the solution of the Dirichlet problem,
{−w = 0 in Ω1,
w = ∮
∂Ω1
u∞(s)dσ(s) on ∂Ω1,
is given by the constant
w =
∮
∂Ω1
u∞(s)dσ(s),
so that we have:
∮
∂Ω1
u∞(s)dσ(s) = w = −
∫
∂Ω1
H(0, y)
{ ∮
∂Ω1
u∞(s)dσ(s)
}
dσ(y). (4.15)
Then we get from (4.14), (4.15)
wn(x) →
∮
∂Ω1
u∞(s)dσ(s) =
∮
∂Q
u∞(s)dσ(s).
This completes the proof of the theorem. 
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