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Coherence arises from the superposition principle and plays a key role in quantum mechanics.
Recently, Baumgratz et al. [T. Baumgratz, M. Cramer, and M. B. Plenio, Phys. Rev. Lett. 113,
140401 (2014)] established a rigorous framework for quantifying the coherence of finite dimensional
quantum states. In this work we provide a framework for quantifying the coherence of Gaussian
states and explicitly give a coherence measure based on the relative entropy.
PACS numbers: 03.65.Ud, 03.67.Mn, 03.65.Aa
I. INTRODUCTION
Coherence is a basic feature in quantum mechanics, it
is a common necessary condition for both entanglement
and other types of quantum correlations. Many works
have been undertaken to theoretically formulate quan-
tum coherence [1–7], but up to now there has been no
well-accepted efficient method for quantifying coherence.
Recently, Baumgratz et al. established a comprehensive
framework of coherence quantification [8], by which co-
herence is considered to be a resource that can be charac-
terized, quantified, and manipulated in a manner similar
to quantum entanglement [9–12]. This seminal work has
triggered the community’s interest of other proper mea-
sures for coherence [13, 14], the freezing phenomenon
[15], and some further developments [16–22]. Ref.[23]
revealed the condition of coherence transformations for
pure states, and then built a universal method for quan-
tifying the coherence of mixed states via the convex roof
scheme.
All above results for quantifying quantum coherence
are implicitly assumed the finite dimensional setting,
which is neither necessary nor desirable. In relevant phys-
ical situations such as quantum optics, it must require
the quantum states in infinite dimensional systems, es-
pecially the Gaussian states [24–26]. In this work we
investigate the quantification of coherence for Gaussian
states.
This work is organized as follows. In section II, we
discuss the necessary conditions any measure of coher-
ence for Gaussian states should satisfy. In section III,
we prove that the incoherent one-mode Gaussian states
are just thermal states. In section IV, we determine the
structure of one-mode incoherent Gaussian operations.
In section V, we explicitly provide a coherence measure
for one-mode Gaussian states based on the relative en-
tropy. In section VI we consider the multi-mode case.
Section VII is a brief summary.
∗Electronic address: xxujianwei@nwafu.edu.cn
II. HOW TO QUANTIFY THE COHERENCE
OF GAUSSIAN STATES
A state ρ (finite or infinite dimensional) is said to
be incoherent if it is diagonal when expressed it in a
fixed orthonormal basis. We denote the set of all in-
coherent states by I. A quantum map is called inco-
herent operation (ICPTP) if it is completely positive,
trace-preserving, and maps any incoherent states into in-
coherent states. Ref.[8] presented the postulates that
any proper measure of the coherence C(ρ) for finite-
dimensional state ρ must satisfy as follows.
(C1) C(ρ) ≥ 0 and C(ρ) = 0 iff ρ ∈ I.
(C2a) Monotonicity under all incoherent completely
positive and trace-preserving (ICPTP) maps: C(ρ) ≥
C(ICPTP (ρ)).
(C2b) Monotonicity for average coherence under sub-
selection based on measurement outcomes: C(ρ) ≥∑
n pnC(ρn), where ρn = KnρK
+
n /pn and pn =
tr(KnρK
+
n ) for all n,
∑
nK
+
nKn = I, KnIK+n ⊂ I, with
+ the adjoint and I identity operator.
(C3) Nonincreasing under the mixing of quantum
states:
∑
n pnC(ρn) ≥ C(
∑
n pnρn).
Note that (C2b) and (C3) together imply C(2a).
For the case of Gaussian states, we adopt (C1) and
C(2a) as necessary conditions that any coherence mea-
sure should satisfy, while give up C(2b) and C(3). Gaus-
sian states do not form a convex set, then it seems hard
to establish the counterparts of C(2b) and C(3).
III. INCOHERENT STATES OF ONE-MODE
GAUSSIAN STATES
In this section, we find out the incoherent states of
one-mode Gaussian states. We first note that, coherence
is basis dependent, so wherever we talk about coherence
we must be clear which basis is presupposed.
Theorem 1. For fixed orthonormal basis {|n〉}∞n=0, a
one-mode Gaussian state is diagonal iff it is a thermal
state.
Proof. A state ρ is called Gaussian if its characteristic
2function χ(ρ, λ) = tr[ρD(λ)] is of the form
χ(ρ, λ) = exp{−1
2
(xλ, yλ)ΩV Ω
t
(
xλ
yλ
)
−i[Ω
(
d1
d2
)
]t
(
xλ
yλ
)
}, (1)
where D(λ) = eλa
+−λ∗a is the displacement operator,
a, a+ are creator operator and annihilation operator,
xλ and yλ are the real and imaginary parts of λ, Ω =(
0 1
−1 0
)
, d = (d1, d2)
t with d1 and d2 real numbers, t
denotes transpose, V =
(
V11 V12
V21 V22
)
is real symmetric
positive and satisfies V + iΩ ≥ 0. A Gaussian state ρ is
fully described by the covariance matrix V and the dis-
placement vector d. detV ≥ 1 and detV = 1 iff ρ is pure.
We write a Gaussian state as ρ(V, d).
A state is called thermal if it has the form
ρth(n) =
∞∑
n=0
nn
(n+ 1)n+1
|n〉〈n|, (2)
where n = tr[a+aρth(n)] ≥ 0 is the mean number.
It is easy to check that the characteristic function of the
thermal state ρth(n) is Gaussian with covariance matrix
(2n + 1)I and zero displacement vector. Hence we only
need to prove that the diagonal Gaussian states must be
thermal states. To this aim, we calculate the elements
ρmn = 〈m|ρ|n〉 from Eq.(1) and its inverse relation
ρ =
∫
d2λ
pi
χ(ρ, λ)D(−λ), (3)
where d2λ = dxλdyλ and
∫
=
∫∞
−∞. We thus have
〈m|ρ|n〉 =
∫
d2λ
pi
χ(ρ, λ)〈m|D(−λ)|n〉, (4)
〈m|D(−λ)|n〉
=
∫ ∫
d2α
pi
d2β
pi
〈m|α〉〈α|D(−λ)|β〉〈β|n〉, (5)
〈α|D(−λ)|β〉 = 〈0|D(−α)D(−λ)D(β)|0〉, (6)
where |α〉 = e− |α|
2
2
∑∞
n=0
αn√
n!
|n〉, |β〉 =
e−
|β|2
2
∑∞
n=0
βn√
n!
|n〉 are coherent states. Using the
formula
D(α)D(β) = e
αβ∗−α∗β
2 D(α+ β), (7)
and after direct algebras, we get
〈m|ρ|n〉 =
∫ ∫ ∫
d2λ
pi
d2α
pi
d2β
pi
αmβ∗n√
m!n!
exp b, (8)
b = −α∗λ+ α∗β + λ∗β − |α|2 − |β|2 − 1
2
|λ|2 − χ(ρ, λ).(9)
Eq.(8) is somewhat similar to the results of Refs.[27–29],
but in fact not the same thing. To calculate Eq.(8), we
introduce the integration
J =
∫ ∫ ∫
d2λd2αd2β exp{b+ uα+ vβ∗}, (10)
where u, v are real numbers. As a result,
ρmn =
1
pi3
(
∂m
∂um
∂n
∂vn
J)u=v=0. (11)
J is a Gaussian integration we can calculate as follows.
Write b+ uα+ vβ∗ as
b+ uα+ vβ∗ = −1
2
(xα, yα, xβ , yβ , xλ, yλ)A
·(xα, yα, xβ , yβ, xλ, yλ)t +B(xα, yα, xβ , yβ, xλ, yλ)t,(12)
where A is a 6×6 symmetric complex matrix, B is a 6×1
row complex vector,
A =


2 0 −1 −i 1 i
0 2 i −1 −i 1
−1 i 2 0 −1 i
−i −1 0 2 −i −1
1 −i −1 −i 1 + V22 −V12
i 1 i −1 −V12 1 + V11


, (13)
detA = 16(detV + V11 + V22 + 1) > 0, (14)
B = (u, iu, v,−iv,−id2, id1). (15)
Apply the Gaussian integration formula we get
J =
(2pi)3√
detA
exp[
1
2
BA−1Bt]. (16)
Let
ξ =
1
2
BA−1Bt =
1
2
[(u, v)B2(u, v)
t + B1(u, v)
t +B0],(17)
where
B2 =

 V11−V22+2iV121+V11+V22+V11V22−V 212 V11V22−V
2
12−1
1+V11+V22+V11V22−V 212
V11V22−V 212−1
1+V11+V22+V11V22−V 212
V11−V22−2iV12
1+V11+V22+V11V22−V 212

 ,
B1 = 2(
(1− iV12 + V22)d1 + i(1 + V11 + iV12)d2
1 + V11 + V22 + V11V22 − V 212
,
(1 + iV12 + V22)d1 − i(1 + V11 − iV12)d2
1 + V11 + V22 + V11V22 − V 212
)
B0 = − (1 + V22)d
2
1 − 2V12d1d2 + (1 + V11)d22
1 + V11 + V22 + V11V22 − V 212
.
Introduce the symbols
Jk1k2...km =
∂mJ
∂k1∂k2...∂km
, (18)
ξk1k2...km =
∂mξ
∂k1∂k2...∂km
, (19)
3where k1, k2, ...km ∈ {u, v}, m ∈ {1, 2, 3, ...},and let J(0),
Jk1k2...km(0), ξ(0), ξk1k2...km(0) represent the correspond-
ing values when u = v = 0. Direct calculations show that
ξk1(0) =
1
2
(B1)k1 , (20)
ξk1k2(0) = (B2)k1k2 , (21)
ξk1k2...km(0) = 0 when m ≥ 3, (22)
Jk1(0) = J(0)ξk1(0), (23)
Jk1k2(0) = J(0)[ξk1k2(0) + ξk1(0)ξk2(0)], (24)
Jk1k2k3(0) = J(0)[ξk1(0)ξk2k3(0) + ξk2(0)ξk1k3(0)
+ξk3(0)ξk1k2(0) + ξk1(0)ξk2(0)ξk3(0)], ..., (25)
Jk1k2...km(0) = J(0)
∑
σ(k1k2...km)
[m
2
]∑
r=0
ξk1k2(0)ξk3k4(0)
...ξk2r−1k2r (0)ξk2r+1(0)...ξkm(0), (26)
where [m2 ] =
m
2 when m is even and [
m
2 ] =
m−1
2 when
m is odd, σ(k1k2...km) is any permutation of k1k2...km,∑
σ(k1k2...km)
sums all permutations of k1k2...km.
From Eqs.(11,26) we can calculate any ρmn in princi-
ple.
If the Gaussian state ρ is diagonal thus ρ01 = ρ02 = 0,
ρ01 =
23√
detA
J(0)
1
2
(B1)2 = 0⇒ (B1)2 = 0. (27)
ρ02 =
23√
detA
J(0)[(B2)22 +
1
2
(B1)2
1
2
(B1)2] = 0
⇒ (B2)22 = 0. (28)
Similarly ρ10 = ρ20 = 0 yield
(B1)1 = 0, (29)
(B2)11 = 0. (30)
Taking Eqs.(27-30) into B2, B1, we get
V11 − V22 = V12 = d1 = d2 = 0, (31)
hence ρ is a thermal state. We then complete this proof.
IV. INCOHERENT OPERATIONS OF
ONE-MODE GAUSSIAN STATES
A one-mode Gaussian operation is described by
(T,N, d), it performs on the Gaussian state ρ(V, d) and
get the Gaussian state with the covariance matrix and
displacement vector as [30]
d→ Td+ d, V → TV T t +N, (32)
where N , T are real matrices satisfying N = N t ≥
0, detN ≥ (detT − 1)2.
We give the definition of incoherent operation for one-
mode Gaussian states. A one-mode Gaussian operation
is called incoherent if it maps any incoherent Gaussian
state into incoherent Gaussian states. We denote the set
of all incoherent operations by I. We now study the
structure of one-mode Gaussian incoherent operation.
Suppose one-mode Gaussian operation (T,N, d) is in-
coherent, for any incoherent state ρ(rI, 0) with r ≥ 1,
after the action of (T,N, d), ρ(rI, 0) becomes the inco-
herent state ρ(sI, 0) with s ≥ 1. From Eq.(32), we have
d = 0, (33)
rTT t +N = sI, (34)
N = sI − rTT t =
(
s− r(TT t)11 −r(TT t)12
−r(TT t)21 s− r(TT t)22
)
.(35)
For any r ≥ 1, there exists s ≥ 1 such that Eq.(35) holds,
then we get (TT t)11 = (TT
t)22, (TT
t)12 = (TT
t)21 = 0.
Let
(TT t)11 = (TT
t)22 = t
2, (36)
T = tO with OOt = I, (37)
where t, α, β are all real numbers, O is a real orthogonal
matrix. Taking Eqs.(36,37) into Eq.(35) we get
N =
(
w 0
0 w
)
, (38)
where w = s − rt2. The conditions N ≥ 0, detN ≥
(detT − 1)2 yield
w ≥ |t2 detO − 1|. (39)
We conclude this section as Theorem 2 below.
Theorem 2. A one-mode Gaussian operation is called
incoherent if it maps any incoherent Gaussian state into
incoherent Gaussian states. Any one-mode incoher-
ent Gaussian operation can be expressed by (T,N) in
Eqs.(37-39).
V. A COHERENCE MEASURE OF ONE-MODE
GAUSSIAN STATES BASED ON RELATIVE
ENTROPY
For any one-mode Gaussian state ρ(V, d), we define a
coherence measure as
C(ρ) = inf
δ
{S(ρ||δ) : δ is an incoherent state}, (40)
where S(ρ||δ) = tr(ρ log2 ρ) − tr(ρ log2 δ) is the relative
entropy, inf runs over all incoherent Gaussian states.
The entropy of ρ, S(ρ) = −tr(ρ log2 ρ) is [31]
S(ρ) = g(ν) =
ν + 1
2
log2
ν + 1
2
− ν − 1
2
log2
ν − 1
2
,(41)
where ν =
√
detV . We now calculate supδ tr(ρ log2 δ).
Suppose
δ(n) =
∞∑
n=0
nn
(n+ 1)n+1
|n〉〈n|, (42)
4then
tr[ρ log2 δ] = tr[ρdiag log2 δ] =
∞∑
n=0
ρnn log2
nn
(n+ 1)n+1
= (
∞∑
n=0
nρnn) logn− (
∞∑
n=0
nρnn + 1) log(n+ 1),(43)
where ρdiag =
∑∞
n=0 ρnn|n〉〈n|. It follows that
∂
∂n
tr[ρ log2 δ] =
1
ln 2
1
n+ 1
[
∑∞
n=0 ρnnn
n
− 1]. (44)
Let ∂
∂n
tr[ρ log2 δ] = 0, we get
n =
∞∑
n=0
ρnnn. (45)
The remaining is how to calculate n =
∑∞
n=0 ρnnn.
n =
∞∑
n=0
〈n|ρ|n〉n =
∞∑
n=0
〈n|ρa+a|n〉 = tr(ρa+a)
=
∫
d2α
pi
〈α|ρa+a|α〉 =
∫
d2α
pi
α〈α|ρa+|α〉
=
∫
d2α
pi
α
∫
d2λ
pi
χ(ρ, λ)〈α|D(−λ)a+|α〉, (46)
where we have used a+a|n〉 = n|n〉, the coherent state
|α〉, a|α〉 = α|α〉, and Eq.(3).
It is easy to check that
a+|α〉 = e− |α|
2
2
∞∑
n=1
nαn−1√
n!
|n〉, (47)
〈α|D(−λ) = eαλ
∗−α∗λ
2 〈α + λ|, (48)
thus direct algebras show that
〈α|D(−λ)a+|α〉 = (α∗ + λ∗)e 3αλ
∗−α∗λ+|α|2−|α+λ|2
2 . (49)
n =
1
pi2
∫ ∫
dxαdyαdxλdyλ[x
2
α + y
2
α + xαxλ + yαyλ
+i(yαxλ − xαyλ)] exp[−1
2
∑
ij
Qijxixj +
∑
i
aixi], (50)
where α = xα + iyα, λ = xλ + iyλ, a = (0, 0,−id2, id1),
(x1, x2, x3, x4) = (xα, yα, xλ, yλ).
Q =


0 0 0 2i
0 0 −2i 0
0 −2i 1 + V22 −V12
2i 0 −V12 1 + V11

 , (51)
Q−1 =


1+V11
4
V12
4 0 − i2
V12
4
1+V22
4
i
2 0
0 i2 0 0
− i2 0 0 0

 , (52)
Q−1at = (
d1
2
,
d2
2
, 0, 0)t, aQ−1at = 0. (53)
Using the result of Ref.[29] with some algebras we get
n =
1
4
(V11 + V22 + d
2
1 + d
2
2 − 2). (54)
In conclusion, we get
C[ρ(V, d)] =
ν − 1
2
log
ν − 1
2
− ν + 1
2
log
ν + 1
2
+(n+ 1) log(n+ 1)− n logn, (55)
ν =
√
detV =
√
V11V22 − V 212, (56)
n =
1
4
(V11 + V22 + d
2
1 + d
2
2 − 2). (57)
We next prove C[ρ] is nondecreasing under any inco-
herent operation. For any incoherent operation O, sup-
pose C[ρ] = S(ρ||ρ) with the thermal state ρ = ρ(n) and
n =
∑∞
n=0 ρnnn as specified in Eq.(57), then we have
C[O(ρ)] ≤ S[O(ρ)||O(ρ)] ≤ S[ρ||ρ] = C[ρ]. (58)
In Eq.(58) above, the first inequality comes from the def-
inition of C[O(ρ)] and the fact that O(ρ) is a thermal
state, the second inequality comes from the monotonicity
of relative entropy under completely positive and trace
preserving mapping [32].
From Eqs.(55-57), we see that the coherence measure
C[ρ(V, d)] is strictly monotonically decreasing in ν while
strictly monotonically increasing in n. For pure Gaussian
states ν = 1 reaches the minimum of ν. In this sense, we
say that the maximally coherent states are pure.
VI. MULTI-MODE GAUSSIAN STATES
We extend the results of one-mode Gaussian states into
multi-mode Gaussian states. For the positive integer
m ≥ 2, an m-mode Gaussian state ρ(V, d) is described
by [26] its covariance matrix V , a 2m × 2m real sym-
metric positive matrix, and its displacement vector d, a
2m dimensional real vector. V satisfies V + iΩ ≥ 0 with
Ω =
(
0 1
−1 0
)⊗m
.
A. Incoherent states
For fixed orthonormal basis ({|n〉}∞n=0)⊗m with posi-
tive integer m ≥ 2, the diagonal states is of the form
ρA1A2...Am
=
∑
n1,...,nm
ρn1n1,...,nmnm |n1〉〈n1| ⊗ ...⊗ |nm〉〈nm|,(59)
where Ai denotes the ith mode, and
ρn1n1,...,nmnm
= 〈n1|〈n2|...〈nm|ρA1A2...Am |nm〉...|n2〉|n1〉. (60)
5It is easy to check that
[ρA1A2 , ρA1 ] = 0, (61)
where ρA1 is the reduced state with respect to the A1
mode, ρA1A2 is the reduced state with respect to the
A1A2 modes, and [·] denotes commutator. Recall that
for two-mode Gaussian states [33]
[ρA1A2 , ρA1 ] = 0⇔ ρA1A2 = ρA1 ⊗ ρA2 . (62)
Together with Theorem 1 above, we get that the inco-
herent two-mode Gaussian states are of the form
ρA1A2 = ρA1th (n1)⊗ ρA2th (n2), (63)
where ρA1th (n1) and ρ
A2
th (n2) are all thermal states with
mean numbers n1 and n2.
For m-mode incoherent Gaussian state ρA1A2...Am , we
consider its covariance matrix V . Since ρAiAj for any
1 ≤ i ≤ j is of the form ρAiAj = ρAi ⊗ ρAj , hence the
covariance matrix V must be of diagonal form, that is
ρA1A2...Am = ⊗mi=1ρAith (ni). (64)
B. Incoherent operation
An m-mode Gaussian operation is described by
(T,N, d), it performs on the Gaussian state ρ(V, d) and
get the Gaussian state with the covariance matrix and
displacement vector as [30]
d→ Td+ d, V → TV T t +N, (65)
where d ∈ R2m, N , T are 2m×2m real matrices satisfying
N + iΩ− iTΩT t ≥ 0. (66)
Similar to the one-mode case, it is easy to determine the
incoherent operation is of the form as follows. T consists
of {tiOi}mi=1 with ti real number, Oi 2 × 2 real matrix
satisfying OiO
t
i = I, each (2i − 1, 2i) row has just tiOi,
each (2j − 1, 2j) column has just one of {tiOi}mi=1, and
other elements are all zero. N = diag{w1I, w2I, ..., wmI}
with wi ≥ 0 and I being 2 × 2 identity.The condition
Eq.(65) then reads
wi ≥ |t2i detOi − 1| for all i. (67)
C. A coherence measure
Similar to the one-mode case, we can generalize
Eqs.(55-57) into m-mode case, that is
C[ρ(V, d)] = −S(ρ)
+
m∑
i=1
[(ni + 1) log2(ni + 1)− ni log2 ni],(68)
S(ρ) = −
m∑
i=1
[
νi − 1
2
log2
νi − 1
2
− νi + 1
2
log2
νi + 1
2
],(69)
ni =
1
4
{V (i)11 + V (i)22 + [d(i)]21 + [d(i)]22 − 2}, (70)
where S(ρ) is the entropy of ρ [31], {νi}mi=1 are symplectic
eigenvalues of V [26], ni is determined by the ith-mode
covariance matrix V (i) and displacement vector d(i). We
can prove Eq.(68) fulfills (C2a) in the similar way as the
one-mode case.
VII. SUMMARY
In summary, along the line of quantifying coherence of
finite-dimensional quantum states, we provided a mea-
sure for Gaussian states. To this aim, we proved that
the incoherent Gaussian states are just thermal states.
We defined the Gaussian incoherent operations as the
Gaussian operations which maps incoherent states into
incoherent states and found out the structure of Gaus-
sian incoherent operations. The central result is that we
provided a coherence measure for Gaussian states based
on the relative entropy, it satisfies (C1) and (C2a).
There remain many questions for future investigations.
Firstly, whether or not we can establish the counterparts
of (C2b) and (C3) for Gaussian states, in present work
we only adopt (C1) and (C2a) as necessary conditions for
any coherence measure. Secondly, how about the behav-
iors of coherence in Gaussian dynamical systems, such as
frozen coherence [15], sudden change etc.
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