Investigating microearthquake finite source attributes with IRIS Community Wavefield Demonstration Experiment in Oklahoma by Fan, Wenyuan & McGuire, Jeffrey J.
Geophys. J. Int. (2018) 214, 1072–1087 doi: 10.1093/gji/ggy203
Advance Access publication 2018 May 21
GJI Seismology
Investigating microearthquake finite source attributes with IRIS
Community Wavefield Demonstration Experiment in Oklahoma
Wenyuan Fan and Jeffrey J. McGuire
Department of Geology and Geophysics, Woods Hole Oceanographic Institution, 266 Woods Hole Rd., Woods Hole, MA 02543, USA. E-mail:
wfan@whoi.edu
Accepted 2018 May 18. Received 2018 May 11; in original form 2018 February 9
SUMMARY
An earthquake rupture process can be kinematically described by rupture velocity, duration
and spatial extent. These key kinematic source parameters provide important constraints on
earthquake physics and rupture dynamics. In particular, core questions in earthquake science
can be addressed once these properties of small earthquakes are well resolved. However, these
parameters of small earthquakes are poorly understood, often limited by available data sets and
methodologies. The Incorporated Research Institutions for Seismology Community Wavefield
Experiment in Oklahoma deployed ∼350 three-component nodal stations within 40 km2 for a
month, offering an unprecedented opportunity to test new methodologies for resolving small
earthquake finite source properties in high resolution. In this study, we demonstrate the power
of the nodal data set to resolve the variations in the seismic wavefield over the focal sphere due
to the finite source attributes of an M2 earthquake within the array. The dense coverage allows
us to tightly constrain rupture area using the second moment method even for such a small
earthquake. The M2 earthquake was a strike-slip event and unilaterally propagated towards
the surface at 90 per cent local S-wave speed (2.93 km s−1). The earthquake lasted ∼0.019 s
and ruptured Lc ∼70 m and Wc ∼45 m. With the resolved rupture area, the stress-drop of
the earthquake is estimated as 7.3 MPa for Mw 2.3. We demonstrate that the maximum and
minimum bounds on rupture area are within a factor of two, much lower than typical stress-
drop uncertainty, despite a suboptimal station distribution. The rupture properties suggest that
there is little difference between the M2 Oklahoma earthquake and typical large earthquakes.
The new three-component nodal systems have great potential for improving the resolution of
studies of earthquake source properties.
Key words: Inverse theory; Waveform inversion; Body waves; Earthquake dynamics; Earth-
quake source observations; Seismic instruments.
1 INTRODUCTION
Rupture velocity, duration and spatial extents directly character-
ize basic earthquake rupture processes. These key kinematic finite
source parameters can provide observational constraints for earth-
quake dynamic processes. For instance, earthquake stress-drop,
which is closely related to near-field ground motion, can be directly
estimated from the earthquake moment and rupture area (Brune
1970; Madariaga 1976). Therefore, accurate, model-free estimates
of these key kinematic parameters will help in understanding earth-
quake physics, fault zone properties and the conditions of rupture
dynamics (e.g. Beroza & Ellsworth 1996; Mai & Beroza 2000;
Archuleta & Ji 2016; Meier et al. 2017; Melgar & Hayes 2017;
Thingbaijam et al. 2017). However, even for moderate earthquakes,
these parameters sometimes are poorly constrained because of the
limitations of available data sets and current analysis methods (e.g.
Venkataraman et al. 2000). For small earthquakes, these kinematic
attributes are often assumed to be unresolveable and the events
are represented with simple models despite near-field observations
suggesting the opposite (e.g. Lanza et al. 1999; Ide 2001; McGuire
2004; Yamada et al. 2005; McGarr et al. 2009; Boettcher et al.
2015). Moderate and small earthquake rupture processes are often
examined through spectral fitting techniques, which require an a
priori physical rupture model (e.g. Abercrombie 1995; Imanishi
et al. 2004; Shearer et al. 2006; Noda et al. 2013). However, numer-
ical experiments by Kaneko & Shearer (2014, 2015) demonstrated
that standard spectral fitting can lead to roughly one order of magni-
tude variation in stress-drop estimates that do not reflect the actual
rupture properties even for the simple crack model. These data and
methodology limitations make some of the fundamental earthquake
questions elusive. For example, do small and large earthquakes rup-
ture in similar fashions (e.g. Dreger et al. 2007; Meier et al. 2016)?
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Is the large scatter in stress-drop estimates due to earthquake com-
plexities or caveats of the spectral fitting techniques (e.g. Allmann
& Shearer 2009, 2007)? To address these questions, it is impor-
tant to have dense near-source seismograph instrumentation and
kinematic finite source measurements that are independent from
assumed rupture models (McGuire 2004, 2017).
Here, we apply the second moment method to resolve the rup-
ture process of one local M2 earthquake recorded by the Incor-
porated Research Institutions for Seismology (IRIS) Community
Wavefield Demonstration Experiment in Oklahoma (Anderson et al.
2016; Sweet et al. 2018). The second-degree moments of an earth-
quake describe the length, width, duration and directivity of its
rupture (Backus & Mulcahy 1976a,b; Backus 1977a,b; Doornbos
1982a,b; Stump & Johnson 1982; Silver 1983; Gusev & Pavlov
1988; Bukchin 1995; Das & Kostrov 1997; McGuire et al. 2001;
Cle´ve´de´ et al. 2004). The second moments can be inverted for using
measurements of apparent duration of any particular seismic phase
at different stations for a given earthquake. The apparent durations
are measured from the apparent source time functions (ASTF) for
each station and seismic phase by removing the path effects, which
is often done by empirical Green’s function (EGF) deconvolution
(McGuire 2004, 2017). The second moment approach does not re-
quire an a priori physical rupture model, and is particularly useful to
resolve moderate to small earthquake (Mw ≤ 6) rupture processes
when near-field geodetic observations are absent (e.g. McGuire
2004; Chen & McGuire 2016; Gong & McGuire 2018).
Aiming to observe the seismic wavefield with minimal aliasing
and maximum resolution, IRIS conducted a wavefield experiment
at north central Oklahoma (OK) in summer 2016 (Anderson et al.
2016; Sweet et al. 2018). The experiment installed 386 seismo-
graphs, including 359 three-component short-period seismometres
(nodes), 18 broad-band stations and 9 infrasound stations (Fig. 1).
The stations were deployed within ∼5 km × ∼8 km with the nodal
array recording about one month of data. The nodal array captured at
least two M2 earthquakes during its deployment (Fig. 1). Compared
to typical data sets (∼20 observations), the wavefield experiment
offers an unprecedented opportunity to evaluate small earthquake
finite source attributes and a platform to test new finite source
estimation techniques that take advantage of the next-generation
seismographs.
2 DATA : IR I S COMMUNITY
WAVEFIELD DEMONSTRATION
EXPERIMENT IN OKLAHOMA
The Oklahoma wavefield experiment had four main components,
including 3 seismic lines, a 7-layer gradiometer, 18 broad-band
stations and 9 infrasound stations (Fig. 1). The seismic lines and
nested gradiometer are nodal sensors. The experiment array geom-
etry was determined by permitting conditions in the field. In this
study, we focus on the three seismic lines. The three seismic lines
are composed of 220 5-Hz three-component nodal stations with in-
terstation spacing ∼100 m following roads. These three lines were
initially designed in anticipation of a controlled source experiment.
During the wavefield experiment, the nodal stations record signals
at a 250 Hz sampling rate. The experiment field site has a rel-
atively simple velocity structure (Schoenball & Ellsworth 2017).
Our following analysis is based on the 1-D velocity model used in
Schoenball & Ellsworth (2017) and by the Oklahoma Geological
Survey (OGS; Darold et al. 2015) with the top of basement set as
2270 m (adjustment suggested by Maria Beatrice Magnani, personal
communication, 2017; inset of Fig. 1).
Two M2 earthquakes occurred beneath the array during the nodal
array deployment (Fig. 1). The 2016 July 15 M2 earthquake had
only two usable EGFs (consecutively ruptured within 5 s) for sec-
ond moments analysis. Here, the useable EGFs can be clearly vi-
sually identified with sharp onsets, have high signal-to-noise ratios
(SNRs; root mean squares of 0.3 s signal windows are at least three
times larger than those of the 0.3 s preceding time window) and
share similar moveout pattern as the main shock. To identify the
moveout pattern, we apply cross-correlation to empirically align
the main-shock records (Houser et al. 2008) and then apply the
obtained alignment to continuous 1-hr records after the main-shock
origin time. EGFs close to the main shock would have a vertical
moveout pattern, while events away from the main shock would
have a skewed moveout pattern. Due to uneven temporal distribu-
tion of these EGFs, there is no temporal preference. To minimize
the EGF finite source effects, EGFs with small amplitudes but low
noise levels are preferred.
We focus on the source process of the 2016 July 11 M2 earth-
quake, which was hosted by an active fault with strike at ∼240◦. We
first bandpass three components of the stations at 10–100 Hz with a
second-order Butterworth filter, then cross-correlate the records to
pick P- and S-wave arrivals (Houser et al. 2008). With our preferred
velocity model, 3-D grid search is performed to fit the S–P times at
each station of the three line profiles. The M2 earthquake is located
at latitude 36.617◦, longitude −97.687◦ at 2.8 km depth (Table 1).
We then visually identify the P-wave polarities at each station to
resolve the focal mechanism of the earthquake with HASH (Hard-
ebeck & Shearer 2002, 2003). The preferred focal mechanisms are
328.0◦/80.0◦/−176.0◦ and 237.3◦/86.1◦/−10◦ for strike, dip and
rake. The 237.3◦/86.1◦/−10◦ fault plane is preferred because of its
close agreement with the fault strike delineated by local seismic-
ity (catalogue provided by Heather DeShon and Louis Quinones,
personal communication, 2018; Fig. 1).
With the earthquake location, three components at each station
are rotated into vertical, radial and transverse components (Fig. S1–
S3, Supporting Information). As shown in Fig. S1 of the Supporting
Information, the P waves are complex with multiple arrivals in a
short time window. Therefore, we do not use P waves for second
moment analysis because of the interference between the direct P
waves and these high amplitude phases (e.g. multiples and converted
phases). We focus on using the transverse component (SH) S waves
to resolve the ASTFs and do not use the radial component because
of redundant information and lower SNRs. To solve the ASTFs at
each station, we use seven EGFs that are detected within 1 hr after
the M2 main shock. These EGFs are recorded with peak S-wave
amplitudes at least 100 times smaller than the main shock at a given
station (Fig. 2; Figs S4 and S5, Supporting Information). SH waves
of the main shock and the EGFs are tapered into 0.3 s windows by
a Tukey window with the first and last 2.5 per cent samples equal to
parts of a cosine. At each station, a given EGF is cross-correlated
with the main shock and is shifted 0.04 s ahead to assure causality
for the later resolved ASTFs.
3 METHODS
3.1 Second moments inversion
The centroid location (r 0) and time (t0) are the first moments (μˆ
(1,0)
and μˆ(0,1)) of an earthquake representing the spatiotemporal means
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Figure 1. Station distribution of the IRIS Community Wavefield Demonstration Experiment in Oklahoma. The coloured lines show three seismic line profiles
and the grey squares are the rest of the array. The 7/11 M2 earthquake of interests is labelled as a red cross with its focal mechanism by the side. The dense
instrumentation yields high location precision with horizontal uncertainties within 100 m. The upper left inset shows the array location in central northern
Oklahoma (red square). The lower right inset shows the local 1-D velocity model with the basement of the sedimentary layer set to be 2270 m.
Table 1. M2 earthquake and its second moments.
Time Location Fault geometry Magnitude
(UTC) [Lat◦/lon◦/depth (km)] (Strike/dip/rake) (ML)
2016/7/11 5:55:16.5 36.617/−97.687/2.8 237.3/86.1/−10 2.3
Length (Lc, m) Width (Wc, m) Vs (km s−1) Vd (km s−1) Duration (s)
71.2 44.5 −0.58 −2.87 0.0192
Vs: rupture velocity along strike, Vd: rupture velocity along dip and ML: local magnitude.
of its moment release:
r 0 = μˆ(1,0) =

f˙ (r , t) · r · dV dt,
t0 = μˆ(0,1) =

f˙ (r , t) · t · dV dt, (1)
where f˙ (r , t) is the scalar source spatiotemporal function that
describes the variations in moment release along the fault as
M˙(r , t) = M f˙ (r , t). Here M is the seismic moment tensor, M˙(r , t)
is the moment rate function and f˙ (r , t) is defined to integrate to
unity (Backus 1977a,b; McGuire et al. 2001). The second moments
of an earthquake are the second-order space and time moments of
the normalized moment-rate distribution function (McGuire et al.
2001):
μˆ
(2,0) =  f˙ (r , t)(r − r 0)(r − r 0)dV dt,
μˆ(0,2) =  f˙ (r , t)(t − t0)(t − t0)dV dt,
μˆ
(1,1) =  f˙ (r , t)(r − r 0)(t − t0)dV dt.
(2)
These second moments are related to characteristic rupture proper-
ties of an earthquake (Silver 1983; McGuire et al. 2001):
xc(nˆ) = 2
√
nˆT μˆ(2,0)nˆ,
τc = 2
√
μˆ(0,2),
vc = Lc/τc,
v0 = μˆ(1,1)/μˆ(0,2),
(3)
where second spatial moment μˆ(2,0) describes the spatial distribution
of the rupture area with xc as the nˆ direction rupture extent and Lc
as the maximum spatial extend in space (maximum value of xc).
The second temporal moment μˆ(0,2) describes rupture duration and
the mixed moment μˆ(1,1) is related to rupture propagation with
vc as characteristic rupture velocity and v0 as the instantaneous
centroid velocity (McGuire et al. 2001; McGuire 2004). The second
moments are related to the azimuthal variations in the duration of
ASTFs at a given station as
μ(0,2)(s) = μˆ(0,2) − 2s · μˆ(1,1) + s · μˆ(2,0) · s, (4)
where μ(0,2)(s) is measured at each station and s presents the slow-
ness of a given phase in the source region (McGuire 2004, 2017).
This relationship is subject to[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0, (5)
which enforces the physical constraint forbidding a negative source
volume.
In practice, s is constructed from an assumed velocity model and
μ(0,2)(s) of each station is measured by EGF deconvolution (Fig. 2).
In this study, we construct the EGF deconvolution as a linear inverse
problem, d = G · m, such that the product of G and the ASTF m
is the convolution of m and the EGF g (e.g. Fig. 2A2), where the
convolution matrix G is a Toeplitz matrix constructed from g and d
is the M2 main-shock SH wave. The problem is solved with convex
optimization (Vandenberghe & Boyd 1996; Boyd & Vandenberghe
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Figure 2. Example of SH apparent duration measurements. Each column (A–D) shows results of a different station along Line 1. The first row shows the data
fit (records are self-normalized to unity). The second row compares one EGF with the main-shock records (records are self-normalized to unity). The third row
shows the misfit curves of both the ending point and the starting point. The fourth row shows the obtained apparent source time functions with the red dots
indicating centroid times and the red bars indicating the apparent durations.
2004; Grant & Boyd 2008, 2014):
min ||d − G · m||2
subject to mi ≥ 0 when i ≤ Nm
and mi = 0 when Nm < i ≤ N0,
(6)
whereN0 is the prescribed length of an ASTF andNm is looped from
2 to N0 to determine the ending point of the ASTF for a series of
increasing length (e.g. Fig. 2A3). From the misfit curve, the ending
point (Ne) is measured as the misfit drops within 5 per cent of the
lower-state reference level (e.g. Fig. 2A3). The lower and higher
states are estimated from a histogram approach, which can be easily
implemented, for example, by statelevels and falltime in MATLAB
(Thompson & Shure 2016). We then loop through the starting point
to determine the minimum duration for an ASTF:
min ||d − G · m||2
subject to mi ≥ 0 when Ns ≤ i ≤ Ne
and mi = 0 when i < Ns
and mi = 0 when Ne < i.
(7)
The starting point (Ns) is determined when the misfit exceeds the
Ne misfit (e.g. Fig. 2A3). We then solve for a non-negative function
as the ASTF with the starting and ending points fixed as Ns and Ne,
from which the second moment at the station (μ(0,2)(s)) and the char-
acteristic duration (τc(s)) of the ASTF are measured (e.g. Fig. 2A4).
During the EGF deconvolution, we assume the source time function
will last less than 0.1 s (N0 = 25), and measurements are discarded
if the final misfits exceed 50 per cent. For the earthquake of interests
here, the duration limit is tested from 0.1 to 0.3 s, and the duration
limit does not introduce variations in the resolved ASTFs. The short
source time duration (0.1 s) is preferred simply for computational
efficiency, which can be extended/adjusted for larger events. Here
as an example, the obtained ASTFs from one EGF is shown in
Fig. 3 for the three seismic lines. It is worth mentioning that for the
same station, different EGFs may lead to different ASTFs, which is
related to the EGF data quality and variable magnitudes (Fig. 4). To
reduce the uncertainty, we apply the same procedure at each station
for all seven EGFs.
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Figure 3. Example of SH data fit and resolved apparent source time functions (ASTF) with one EGF for three seismic line profiles.
For a given station, the estimates of apparent duration, τc(s) =
2
√
μ(0,2)(s), from different EGFs generally agree with each other,
albeit outliers with extreme values may be present (Fig. 4). We first
conservatively remove measurements with τc(s) less than 0.008 s
(two sample points). As we know τc(s) varies smoothly over space
(McGuire 2004, 2017), this useful a priori information can be used
to efficiently remove the outliers. For instance, we first combine all
the measurements for Line 1 and then fit a cubic smoothing spline
to the data set (Fig. 4B). Each data point is inversely weighted by
its misfit and a smoothing parameter is applied to obtain the cubic
smoothing spline. The smoothing parameter is calculated from p =
1
1+h3/6 , where h is the interstation spacing (0.1 km; Thompson &
Shure 2016). When p is set to 0, a straight line is fitted to the data set
and p> 1 will lead to a rougher variational cubic spline interpolant.
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Figure 4. Apparent duration (τc(s)) measurements from seven EGFs of the three seismic line profiles. The first row shows the measurements obtained from EGF
deconvolution. Different colours represent different EGFs. The second row shows all the measurements and cubic smoothing splines fitted to the measurements.
The third row shows the data after removing the outliers and their fitted spline functions of each line profiles.
Figure 5. Map view of the cubic smoothing splines from the cleaned data
(Fig. 4C). The lower left inset shows the measurement distribution. The
lower right inset is the polar plot of cubic smoothing splines, in which radii
are the incident angles at each stations and azimuths are calculated with
respect to the M2 main-shock epicentre.
After obtaining the smooth spline, we remove data points that are
one standard deviation (SD) away from the spline, where the SD
is calculated from all the measurements (Fig. 4C). A new cubic
smoothing spline function is fitted for the remaining data set for
visualization (Fig. 5). All the remaining data (658 measurements)
are used to invert the second moments for the M2 earthquake.
Combining all the 658 measurements of μ(0,2)(s) at different
stations as b, we can construct a linear function from eq. (4) as
b = A · x , where x consists of the six independent second moment
elements and A is constructed with local velocity structure and the
preferred fault plane (McGuire et al. 2001; McGuire 2004). The
problem is solved through convex optimization as
min ||b − A · x ||2
subject to
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0
and μˆ(0,2) ≤ 2 · max(b).
(8)
In addition to the physical constraint forbidding negative source
volume, we require second temporal moment less than twice the
largest measurement of μ(0,2)(s), which should be satisfied with the
good azimuthal data coverage of the earthquake.
3.2 Uncertainty: estimating upper and lower bounds on
rupture area
We further evaluate the uncertainties of rupture area, which is in-
versely proportional to stress-drop for a given earthquake. Follow-
ing McGuire & Kaneko (2018), we determine the upper and lower
bounds on rupture area that are permissible for a given data set.
These upper and lower bounds are different from the second mo-
ments variations determined from bootstrap or jackknife resampling
approaches (McGuire 2004, 2017), which may not constrain the full
range of permissible rupture areas due to intrinsic trade-offs among
elements of the second moments. Here, we use the 95 per cent con-
fidence interval based on χ 2 statistics to constrain the allowable
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data misfit while using convex optimizations to solve for the maxi-
mum/minimum area. The χ 2 statistic is defined as
χ 2 =
N∑
i
(bi − bˆi )2
σ 2i
, (9)
where σ 2i is the variance of the i th measurement. In practice, σ
2
i
is assumed to be the same for all the measurements (σ 2), which is
calculated from the minimum residual, for example, the misfit for
the optimal second moment estimates. In addition, we assume the
degrees of freedom as M − 3. Correspondingly, the χ 2 statistics
will be χ 295%,M−3, where M is the number of measurements used
for the inversion (McGuire & Kaneko 2018). With the degrees of
freedom and σ 2, we can obtain the misfit threshold as σ 2 · χ 295%,M−3,
which is used to constrain the misfit level when estimating the
maximum/minimum rupture area. For instance, maximizing rupture
area can be formulated as
max det μ(2,0)
subject to
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0
and
[
σ 2 · χ 295%,M−3 (Ax − b)T
Ax − b I N
]
≥ 0
and μˆ(0,2) ≤ 2 · max(b).
(10)
Solutions of eq. (10) set an upper bound on rupture area and hence
a lower bound on stress-drop. The posed problem is convex and can
be solved with convex optimization (Vandenberghe & Boyd 1996;
Boyd & Vandenberghe 2004; Grant & Boyd 2008, 2014). On the
other hand, minimizing det μ(2,0) is not a convex problem, which is
challenging to solve. Instead, we approximate the problem as
min L2c + W 2c
subject to
[
μˆ
(2,0)
μˆ
(1,1)T
μˆ
(1,1)
μˆ(0,2)
]
≥ 0
and
[
σ 2 · χ 295%,M−3 (Ax − b)T
Ax − b I N
]
≥ 0
and μˆ(0,2) ≤ 2 · max(b),
(11)
where Lc and Wc are the maximum and the second largest eigenval-
ues of μ(2,0) (eq. 3). Solutions of the problem can roughly estimate
the minimum rupture area at a given confidence level (McGuire &
Kaneko 2018). Details about the confidence level, degrees of free-
dom and convex problem formulation to determine the upper and
lower bounds of rupture area are discussed in McGuire & Kaneko
(2018).
3.3 Corner frequency (f c ) and fall-off exponent (n)
Earthquake source spectra are often modelled to investigate the
finite source attributes of earthquakes (e.g. Houston & Kanamori
1986; Houston 1990; Prieto et al. 2004; Baltay et al. 2010; Chen
& Shearer 2011, 2013; Baltay et al. 2013; Uchide et al. 2014;
Goebel et al. 2015; Imanishi & Uchide 2017). Two key parameters
describing an earthquake spectrum are the average corner frequency
(fc) and fall-off exponent (n). The average corner frequency can be
simply linked to earthquake static stress-drop (σ ) once a dynamic
rupture model is assumed (Eshelby 1957; Brune 1970; Sato &
Hirasawa 1973; Madariaga 1976; Boatwright 1980).
Here we use the spectral ratio method to estimate S-wave corner
frequencies and fall-off exponents at each stations (e.g. Ide et al.
2003; Imanishi et al. 2004; Abercrombie 2014; Lengline´ et al. 2014;
Uchide et al. 2014; Huang et al. 2016, 2017). We use the same seven
EGFs used for the second moment inversion to obtain the spectral
ratios of the M2 earthquake at each station. With the spectral ratios,
we then solve for the corner frequencies and fall-off exponents.
In practice, at a given station, we first remove the path effects by
deconvolving an EGF S-wave from the M2 main-shock record in the
frequency domain to obtain a source spectrum. The S-wave window
is 2 s long, which is long enough for obtaining stable solutions. A
5 per cent Tukey window is applied before calculating the spectrum.
The EGF deconvolution is performed with all the seven EGFs at
both transverse and radial components separately. We then derive
the S-wave source spectrum at a given station by geometrically
averaging all the obtained source spectra of different stations within
1 km of that station. The geometric mean is performed here to have
the arithmetic mean of the spectra in the log space. Finally, we
apply a nonlinear least-squares algorithm to fit the spectra from ∼5
to ∼35 Hz with the Boatwright spectral model assuming γ = 2
(Boatwright 1980; Huang et al. 2017; Imanishi & Uchide 2017).
The spectra fitting range is suggested in Huang et al. (2017) for
M2-induced earthquakes in Arkansas. No other smoothing or post-
processing is applied to the spectra.
4 RESULTS
4.1 Second moments
The estimates of the second moments are listed in Table 1. The
results suggest that the M2 earthquake ruptured unilaterally with
optimal estimates of Lc as 71.2 m and Wc as 44.5 m. The rupture
propagated near vertically towards the surface at ∼90 per cent lo-
cal shear wave speed (|v0|=2.93 km s−1) and had a characteristic
duration of τ c = 0.019 s. The horizontal component of rupture
propagation was to the northeast (−0.58 km s−1). The resolved M2
earthquake finite source model can explain the observations well
with residuals below the sampling rate (Fig. 6). As shown in Fig. 6,
predictions of τc(s) at each station agree well with the observa-
tions and share resemblances with the interpolated cubic smoothing
splines of the three seismic lines despite no requirement that they
have similar functional forms. With the inverted rupture length and
width, assuming the local magnitude is the same as the moment
magnitude (Sumy et al. 2017), Mw 2.3 (M0 = 3.16 × 1012 Nm),
the stress-drop of the earthquake is estimated as 7.3 MPa using
the solutions for an elliptical crack. Due to limited observations, a
scaling relationship between ML and Mw is not well defined for the
wavefield experiment region. To account for the magnitude uncer-
tainties, we also calculate stress-drops with Mw 2.2 and Mw 2.4 for
the M2 main shock (Table 2).
We first evaluate the uncertainties of the resolved second mo-
ments with bootstrap resampling of the measurements (Efron &
Tibshirani 1994). We randomly draw 50 per cent of all the measure-
ments (329 out of 658 measurements), which may not sample all
three seismic lines, and then invert for the second moments of the
earthquake following the same method described above (Fig. 7). The
procedure is performed 5000 times for obtaining distributions of
the second moments. The results show that the resolved second mo-
ments are tightly bounded with small SDs, suggesting that the earth-
quake finite source attributes are well resolved. The uncertainties
are further evaluated with bootstrapping all the measurements in-
cluding outliers that were removed from the cubic smoothing spline
procedure. The results show that the means of the second moments
are well constrained, while the SDs would increase when extreme
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Figure 6. Predictions of apparent durations (τc(s)) at each station from the inverted finite source model (Table 1). (A) Map view of the predictions, the legends
are similar with Fig. 5 except the lower left inset showing the residual distribution. (B–D) Data fits to the apparent duration measurements of three seismic line
profiles.
Table 2. Stress-drop estimates (σ MPa) from second moments.
Length (Lc, m) Width (Wc, m) Mw = 2.3 Mw = 2.2 Mw = 2.4
σ 0 71.2 44.5 7.3 5.2 10.34
σLd 78.3 46.3 6.2 4.4 8.7
σUd 63.5 40.5 9.9 7.0 14.0
σ sLm 93.1 47.0 5.0 3.5 7.0
σ sUm 74.1 39.1 9.1 6.4 12.8
σ aLm 94.4 50.6 4.3 3.0 6.0
σ aUm 43.1 21.0 54.0 38.2 76.2
σ 0 is the optimal stress-drop estimate, σLd and σ
U
d are the stress-drop lower and upper bounds derived from measurement bootstrapping, σ
sL
m and σ
sU
m
are the stress-drop lower and upper bounds derived from maximizing rupture area based on 95 per cent χ2 confidence level by fitting the cubic smoothing
splines, σ aLm and σ
aU
m are the stress-drop lower and upper bounds derived from maximizing rupture area based on 95 per cent χ
2 confidence level by fitting
all the data.
outliers are present (Fig. S6, Supporting Information). Considering
within one SD of the second moments in Fig. 7, the stress-drop of
the earthquake varies from 6.2 to 9.9 MPa (Table 2).
Inaccurate earthquake location or focal mechanism can introduce
uncertainties in the resolved second moments. Earthquake loca-
tion and focal mechanism have direct influences on A in eq. (8),
but do not impact the measurements (b in eq. 8). Because of the
dense instrumentation, the earthquake horizontal location can be
well resolved within 100 m uncertainty (Figs S1 and S2, Support-
ing Information). The resolution of absolute earthquake depth is
largely determined by the velocity model (e.g. Lin et al. 2007). In
Oklahoma, the absolute vertical precision peaks around 500 m and
D
ow
nloaded from
 https://academ
ic.oup.com
/gji/article-abstract/214/2/1072/5000170 by M
BL W
H
O
I Library user on 08 N
ovem
ber 2018
1080 W. Fan and J.J. McGuire
Figure 7. Distributions of characteristic length (A), width (B), duration (C)
and rupture velocity (D) obtained by bootstrap resampling. μ and σ are the
mean and SD for the parameters.
vertical precisions of 77 per cent of events are within 1 km (Schoen-
ball & Ellsworth 2017). To understand the uncertainties introduced
by inaccurate earthquake location, we perform second moments
inversion with source location grids within [−100 100] m along
latitude by [−100 100] m along longitude by [−500 500] m in
depth of the preferred location (36.617◦/ − 97.687◦/2.8 km). The
grids are separated 50 m in distance, leading to 525 grid points in
total. As shown in Figs 8(A)–(E), the means and SDs of the sec-
ond moments are similar to those derived from bootstrap analysis
(Fig. 7). Because of the good azimuthal station coverage and clear
onsets of the P-wave first motions, the focal mechanism is uniquely
determined by HASH for this case. To understand the influences of
possible inaccurate focal mechanism (strike and dip), we invert the
second moments with strike and dip varying from −10◦ to −10◦
of the preferred fault geometry (strike: 237.3◦, dip: 86.1◦) with 1◦
searching step. Similarly, the resolved means and SDs of the second
moments do not vary much from those obtained from bootstrap
analysis (Figs 8F–J). Consequentially, the stress-drop estimates are
well-resolved given the range of varying source locations and focal
mechanisms (6.0–10.6 MPa). The results show that the obtained
finite source attributes of the earthquake are robust.
Following the method described in Section 3.2, we finally esti-
mate maximum/minimum rupture area that is permitted by the data
set within 95 per cent confidence level. We then use the estimated
upper and lower rupture area to constrain the minimum and max-
imum possible stress-drops. These stress-drop limits are different
from the ones derived from the bootstrap analysis above and are
perhaps more accurate as they specifically search for the extreme
values given the full data set. For robust estimations, we use in-
terpolated cubic smoothing splines of three seismic lines as input
to stabilize the inversion. The stress-drop of the earthquake (Mw
2.3) varies from 5.0 MPa for maximum rupture area to 9.1 MPa for
minimum rupture area (Fig. 9 and Table 2). Due to uneven data dis-
tributions of three seismic profiles, the estimated stress-drop varies
from 4.3 MPa for maximum rupture area to 54.0 MPa for minimum
area when all the data are used for inversion. It is worth to note
that rupture velocity and rupture area are directly related because
of the well-resolved rupture duration (τ c  0.02 s): maximizing the
rupture area will increase the rupture velocity and minimizing the
rupture area will slow down the rupture propagation. The rupture
velocities corresponding to maximum/minimum rupture area range
from 3.8 to 2.88 km s−1 when fitting the cubic smoothing splines.
The resolved minimum area finite source model with all the data
suggests a very slow rupture, 1.27 km s−1, which leads to the rupture
length and width less than half of these parameters of the preferred
model. As shown in Fig. 9(C), the largest prediction discrepancies
between this extreme model to the rest would be present at the
western edge of Line 1. Unfortunately, we do not have high SNR
records in that region for a verdict. The predictions of the models
fall within the measurements spread, albeit less well fitted at the
northern end of Line 2 (Fig. 9). The resolved maximum and mini-
mum rupture areas, and hence stress-drops, represent two extreme
rupture scenarios that are permitted by the data (Fig. 9 and Table 2).
4.2 Source spectra
The source spectra (corner frequency and fall-off exponent) show
strong directivity effects (Figs 10 and 11). Stations in the rupture
direction have corner frequencies as high as 23.2 Hz, while stations
away from rupture direction have lower corner frequencies (Fig. 10).
The corner frequencies vary with incident angles corresponding
to the rupture direction, which inversely correlate to the apparent
duration predicted from the resolved finite source model at each
station. On the other hand, the fall-off exponent has more complex
spatial pattern than the corner frequency (Fig. 11). Source spectra
away from the rupture direction show ‘double humps’, suggesting
multiple subevents comprise the M2 main shock (e.g. Stations A, B
and D in Fig. 10). This observation indicates that the M2 earthquake
had a more complicated rupture evolution than a theoretical crack
rupture model. Due to different EGFs and different available records
for averaging (Figs S4 and S5, Supporting Information), the relative
moments are slightly different for each station as shown in Fig. 10.
Normalizing the relative moments does not change the resolved
corner frequency and fall-off exponent. Without knowing the EGF
moments, for simplicity, we keep the relative moments as shown in
Fig. 10. The overall averaged spectrum is smooth and can be well
fitted with the Boatwright model with corner frequency of 17.1 Hz
and fall-off exponent of 2. The averaged spectrum is different from
individual spectra and the SD of the measured corner frequencies
is 2.3 Hz among all the stations with maximum corner frequency
fmax = 23.8 Hz and minimum corner frequency fmin = 12.0 Hz
(Fig. 11).
5 D ISCUSS IONS
Earthquake stress-drop provides direct constraints on earthquake
scaling and insights of the hosting fault environments (e.g. Aber-
crombie 1995; Abercrombie & Rice 2005; Chen & Shearer 2013;
Cotton et al. 2013; Bilek et al. 2016; Thingbaijam et al. 2017).
Therefore, stress-drop from source spectral fitting techniques has
been extensively studied at both regional and global scales (e.g.
Allmann & Shearer 2007; Denolle & Shearer 2016). Previously,
anthropogenic-induced earthquakes (e.g. Keranen et al. 2013) are
reported to have possible lower stress-drops compared to tectonic
earthquakes in some studies (e.g. Goertz-Allmann et al. 2011;
Hough 2014; Sumy et al. 2017; Trugman et al. 2017), while the
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Figure 8. Distributions of characteristic length, width, duration, rupture velocity and stress-drop caused by uncertainties in earthquake location (first row) and
focal mechanism (second row). μ and σ are the mean and SD for the parameters.
others suggest no significant differences between the two types
(e.g. Huang et al. 2016, 2017), highlighting the importance of ac-
curate estimates of stress-drops. However, accurate determination
of stress-drops is challenging because of uncertainties from both
the data and incomplete knowledge of the dynamic rupture models
(Shearer et al. 2006; Kaneko & Shearer 2014, 2015). In particular,
Kaneko & Shearer (2014, 2015) pointed out that corner frequency
is largely dependent on take-off angle relative to the source, which
can result in a very complex spatial distribution and cause at least
one order of magnitude uncertainty in stress-drop estimates. The
dense instrumentation of the Oklahoma wavefield experiment pro-
vides a great opportunity to investigate the complex spatial pattern
of corner frequency and the associated uncertainties on stress-drop
estimates.
The stress-drop from the overall averaged corner frequency is
11.4 MPa for κ = 0.26 and 9.1 MPa for κ = 0.28 (Table 3). The κ
values are suggested for asymmetric elliptical (κ = 0.26) and circu-
lar (κ = 0.28) rupture scenarios in Kaneko & Shearer (2014, 2015).
The estimates are slightly higher than the stress-drop estimated from
the second moments (7.3 MPa). This is expected as the stations are
all in the rupture direction hemisphere, which would lead to a higher
averaged corner frequency than the whole sphere average. The gen-
eral agreement between stress-drops of the corner frequency and
the second moment methods is probably because the M2 earth-
quake ruptured at 90 per cent local shearer wave speed, which is
the assumed rupture velocity for corner-frequency-estimated stress-
drops. However uncertainties in κ (Kaneko & Shearer 2014, 2015)
may lead to one magnitude variation in the stress-drop estimates
(Table 3). In addition, due to the complex spatial pattern of corner
frequencies (Fig. 11) and large span of measured corner frequen-
cies (12.0 to 23.8 Hz), stress-drop estimated from a small number
of seismic stations may be less well constrained as limited spectra
measurements might introduce certain biases comparing to the esti-
mate of spherically averaged corner frequency (Kaneko & Shearer
2014, 2015). Comparatively, the stress-drop estimated from the sec-
ond moments is well bounded from ∼5 to ∼10 MPa. The lower limit
(∼5 MPa) is tightly resolved from both data resampling and rup-
ture area uncertainty analyses (both are data driven without a priori
assumptions, Table 2), and the upper limit is well resolved around
∼10 MPa, except when using all the data to estimate the minimum
area. For the rupture area variation related stress-drop uncertain-
ties, we prefer the 5.0 to 9.1 MPa bound. The preference is chosen
not because of its smaller range, but because the cubic smooth
splines sample observations at all azimuth evenly comparing to
using all the measurements (4.3 to 54.0 MPa). For example, the
all-data-minimum-area model predicts significantly smaller appar-
ent durations (τc(s)) at the western end of Line 1, which is different
from the predictions of the rest models (Fig. 9C).
The stress-drop of the M2 earthquake (either from second mo-
ments or from corner frequency) is slightly higher but not signifi-
cantly different from the median of stress-drops of tectonic earth-
quakes with similar magnitudes at other regions (e.g. Allmann &
Shearer 2007; Boyd et al. 2017). Similar stress-drop estimates for
potentially induced earthquakes have been reported with medians
ranging from ∼5 to ∼15 MPa (Clerc et al. 2016; Huang et al.
2016, 2017; Wang et al. 2016; Zhang et al. 2016; Boyd et al. 2017;
Wu et al. 2018). The stress-drop estimate in conjunction with the
resolved finite source properties do not suggest any abnormal rup-
ture behaviours of this M2 earthquake comparing to tectonic earth-
quakes. Therefore, this earthquake can serve as a potential exam-
ple showing induced earthquakes as indistinguishable from natural
tectonic earthquakes. On the other hand, the observed stress-drop
value here is significantly different than the median values reported
in other studies in nearby regions (e.g. Sumy et al. 2017; Trugman
et al. 2017). Sumy et al. (2017) and Trugman et al. (2017) find
low stress-drops of small induced earthquakes in Oklahoma and
Kansas (∼0.2 to ∼0.4 MPa), which scale with earthquake moments
and depths. This difference is unlikely from earthquake location er-
rors, focal mechanism errors, or extreme rupture scenarios (Figs 8
and 9, Table 2). One possible source of the high stress-drop estimate
comes from the inaccurate moment magnitude of the earthquake.
An Mw 1.3 earthquake would satisfy the resolved optimal source
dimension with a 0.23 MPa stress-drop, or an Mw 1.5 earthquake
with a 0.46 MPa. However, such a large magnitude deviation for
the Mw 2.3 earthquake is unlikely to occur as shown in Sumy et al.
(2017). If the local magnitude scales as Mw = 23ML + 1 (Huang
et al. 2016), the moment magnitude of the M2 earthquake would be
Mw 2.53, leading to a stress-drop of 16.2 MPa correspondingly. Pos-
sible physical mechanisms explain such variability often involves
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Figure 9. Predictions of apparent durations at each station from the inverted finite source model with maximum or minimum rupture area (Table 2). (A) Map
view of the predictions of inverted source model with maximum rupture area by fitting the cubic smoothing spline, the legends are similar to Fig. 6. (B) Map
view of the predictions of inverted source model with minimum rupture area by fitting the cubic smoothing spline. (C–E) Data fits to the apparent duration
measurements of three seismic line profiles. (C)–(E) share the same legend as in (C). Predictions with inverted models with maximum/minimum rupture area
by fitting all the data are also included for comparison.
fluids, for example, fluid pressure at the interface reducing the nor-
mal stress, and stable to unstable slip transition on given asperities
due to presents of fluids (e.g. Lengline´ et al. 2014). However, as
shown by reservoir induced earthquakes, the presence of water do
not affect stress-drop (e.g. Tomic et al. 2009). With only one event
in this study, it is difficult to conclude whether the observed stress-
drop is representative for earthquakes in the region. The unanswered
question warrants continued monitoring and further investigation of
earthquakes in the region.
To further explore the observed spatial patterns of apparent dura-
tion, S-wave corner frequency and fall-off exponent, we compare the
observations with a synthetic asymmetric elliptical source scenario
evaluated in McGuire & Kaneko (2018; Fig. 12). The simulated
earthquake mostly unilaterally propagated at 90 per cent of local
shear wave speed with Mw 3.9 (Fig. 12). The apparent durations
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Figure 10. Example S-wave spectra of three stations and the overall average spectra. The relative moments might be different due to different stations having
different EGFs and the number of available records for averaging. Spectra of Station A–D are the geometric mean derived from 133, 200, 191 and 203 spectra
separately. The overall average spectrum is derived from 2164 spectra.
Figure 11. Map view of the measured corner frequencies (A) and fall-off exponents (B). Black squares show the example stations in Fig. 10.
of the simulated earthquake are smooth and vary gradually with
incident angles, while the corner frequencies and fall-off exponents
show great variabilities over the focal sphere. The corner frequen-
cies are larger for receivers in the rupture direction than the re-
gion away from rupture propagation, while fall-off exponents show
complex spatial pattern (Figs 12D and F). Although the simulated
earthquake magnitude is different than that of the M2 earthquake,
apparent duration, S-wave corner frequency and fall-off exponent
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Table 3. Stress-drop estimates (σ MPa) from corner frequency.
Mw = 2.3 Mw = 2.2 Mw = 2.4
κ = 0.21 (Brune 1970) 21.6+10.1−7.7 15.3+7.2−5.5 30.5+14.3−10.9
κ = 0.26 (Kaneko & Shearer 2014, 2015) 11.4+5.3−4.1 8.0+3.8−2.9 16.0+7.5−5.7
κ = 0.28 (Kaneko & Shearer 2014, 2015) 9.1+4.27−3.25 6.4+3.0−2.3 12.8+6.0−4.6
κ = 0.32 (Huang et al. 2017) 6.1+2.9−2.2 4.3+2.0−1.5 8.6+4.0−3.1
κ = 0.372 (Madariaga 1976) 3.9+1.8−1.4 2.7+1.3−1.0 5.5+2.6−2.0
The stress-drop estimates are derived from σ = 716
(
f¯c
κβ
)3
M0 with β as local shearer wave speed 3.26 km s−1 and f¯c as 17.1 Hz. κ = 0.26 and κ = 0.28 are
suggested for asymmetric elliptical (κ = 0.26) and circular (κ = 0.28) rupture scenarios in Kaneko & Shearer (2014, 2015). The upper and lower stress-drops
are estimated with the corner frequency SD (2.3 Hz) in Fig. 11.
Figure 12. Comparison between the observed (left column) and synthetic
(right column) apparent duration, S-wave corner frequency and fall-off ex-
ponents. The synthetic simulation is from Kaneko & Shearer (2014, 2015).
The simulated earthquake is an asymmetric elliptical source that unilaterally
propagated at 90 per cent of local shear wave speed with Mw 3.9. Note that
the observed and simulated earthquake magnitudes are different.
share similar spatial patterns between the model and the real earth-
quake. These general agreements validate the dynamic rupture sim-
ulation, and highlight that rupture directivity can be well resolved
with dense nodal array even for subshear small earthquakes.
Seismic instrumentation has been evolving along with the fore-
front of seismology research. Large-N nodal arrays suggest one
future direction for data acquisition, which are composed of hun-
dreds to thousands short period seismic sensors deployed with tens
of kilometres (e.g. Schmandt & Clayton 2013; Sweet et al. 2018).
These large-N nodal arrays have been implemented to study local
seismic structures (e.g. Schmandt & Clayton 2013; Nakata & Beroza
2015; Ward & Lin 2017), infer fault zone geology (e.g. Qin et al.
2018), detect seismic events (e.g. Inbal et al. 2016; Li et al. 2018;
Meng & Ben-Zion 2018) and track anthropogenic footprints (e.g.
Riahi & Gerstoft 2015). Here, we show that second moment method
can be implemented with the large-N nodal arrays to resolve small
earthquake rupture dynamics at great precision. The rupture area
derived from the second moment method can be used to estimate
small earthquake stress-drop directly, which is independent of any a
priori model. The nodal systems of the IRIS wavefield experiment
have analogue-to-digital converter resolution as 24 bits, preampli-
fier gain adjustable from 0 to 36 dB, and sampling rate adjustable
from 250 to 2000 Hz. These flexibilities of the nodal instrument
suggest the system can be deployed to observe earthquakes with
a wide range of magnitude up to M3 earthquakes. Deployment of
such dense nodal arrays on active faults can potentially aid in un-
derstanding earthquake scaling and help in understanding the large
scatter of earthquake stress-drop estimates.
6 CONCLUS IONS
The IRIS Community Wavefield Experiment in Oklahoma provided
a great opportunity to examine local small earthquake finite source
properties in high resolution. In this study, the nodal array data
are implemented to resolve the finite source attributes of one lo-
cal M2 earthquake by the second moment method. In total, seven
EGFs and 658 SH apparent duration measurements were used to
invert for the second moments. The M2 earthquake unilaterally
ruptured with Lc ∼70 m and Wc ∼45 m at 90 per cent local S-wave
speed (2.93 km s−1), lasting for about 0.019 s. With the derived rup-
ture area, we obtain the stress-drop of the earthquake as 7.3 MPa,
which agrees with stress-drop estimates of other similar magnitude
earthquakes hosted by natural faults. The kinematic and dynamic
properties of this M2 earthquake suggest little difference in its rup-
ture process from typical large earthquakes. In addition, we fit the
Boatwright spectral model to investigate the spatial variation of
the corner frequency and fall-off exponent of the earthquake. The
observed spectral parameters show clear directivity effects of the
rupture propagation. By applying the second moment method to
nodal array data, we can obtain robust estimates of key finite fault
parameters, which can help in understanding small earthquake dy-
namics and may have potential to address the earthquake scaling
problem. The tight constraints on rupture area from this array are
noteworthy in that the array geometry (three short lines) was not
ideal for covering the focal sphere even for events located in its
centre. Future deployments of three-component nodal arrays, per-
haps with an even larger number of instruments and with a more
appropriate geometry, could improve on constraining rupture area
for small to moderate earthquakes.
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Supplementary data are available at GJI online.
Figure S1. Vertical component of the three seismic lines (P wave).
The records are filtered at 10–100 Hz. The red crosses indicate the
starting point of a time window derived from cross-correlation.
Figure S2. Transverse component of the three seismic lines (SH
wave). The legends are similar to Fig. S1.
Figure S3. Radial component of the three seismic lines (Sv wave).
The legends are similar to Fig. S1.
Figure S4. Seven EGFs of Line 1 (SH wave). The redlines indicate
the time window used for cross-correlation with the main-shock
records. The EGF colours correspond to the measurement colour
scheme in Fig. 4.
Figure S5. Seven EGFs of Lines 2 and 3 (SH wave). The legends
are similar to Fig. S4.
Figure S6. Distributions of characteristic length (A), width (B),
duration (C) and rupture velocity (D). The distributions are derived
from 5000 times bootstrap resampling including the data outliers
shown in Fig. 4(B).
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