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This work is dedicated to Robert Moog (1934-2005),
electronic music pioneer and technological innovator.
"(...) if the human brain was simple enough for us to understand,
we would still be so stupid that we couldn’t understand it."
Jostein Gaarder, Sophie’s World, 1991
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1. Introduction
1.1 Let there be music!
For most of us, music is an inherent part of daily life. It is something we like, or sometimes
hate. It touches us to tears or gives us cold shivers. It makes us aware of an incoming
phone call. It is vital to a good movie or dance performance. It stimulates our shopping
behaviour, or sets the mood in our favourite bar. It is part of celebrating birthdays and is
part of the ritual when putting young children to bed.
We may not realise this, but almost all of us are experts in processing the vast complexity
of sound patterns that music consists of. To convince you of this complexity, let us take a
moment to consider the ingredients of a typical musical piece.
The most simple sound is a sine wave oscillation (Figure 1.1a). This oscillation has a
certain amplitude, which we perceive as loudness, and a frequency, which we perceive as
pitch. Beyond the fundamental frequency, a sine wave has no harmonics (oscillations at
other frequencies, that co-occur with, and relate to the fundamental frequency). Now we
move on to a piano, and play a note with the same fundamental frequency as the sine
wave (Figure 1.1b). We perceive the same fundamental frequency, but additionally become
aware of the presence of harmonics generated by the strings and resonance of the piano’s
sound board. We perceive the piano as a different timbre from the sine wave, even though
they share the same fundamental frequency.
Now a series of the same notes is played on the piano, nine notes in total, the first,
fourth and seventh of which are played louder (see Figure 1.2a). We perceive the louder
notes as accented compared to the others (unaccented or non-accented). The regular pattern of
accents, repeating every three notes, induces a sense of rhythm and meter. The difference
between rhythm and meter is difficult to explain with only this example, but becomes clear
when looking at Figure 1.2. The figure shows two patterns of accented and unaccented
notes. While both (a) and (b) consist of a pattern repeating every three (equidistant) beats
- a 3-beat meter - they have a different temporal subdivision or rhythm. While concepts
of beat, meter and rhythm can become much more complex in practice, this explanation
should suffice for the sake of the thesis. The interval between the beats that make up the
3-beat meter is referred to as tempo, which is expressed in beats per minute (BPM). While
at first glance tempo seems merely a numerical property of music, in practice it is an im-
portant dimension of musical expression. Because temporal expectations do not scale over
time, and we are far more accurate in judging time intervals that fall around the so called
preferred rate of about 600 ms (Van Noorden and Moelants, 1999), a rhythm performed at a
different global tempo can drastically change the perceptual structure. Next to the overall
i
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Figure 1.1: Waveforms (left column) and normalized frequency spectra in the range of human hear-
ing (right column) of (a) a sine wave at 440Hz, (b) a piano note with a fundamental frequency of
440Hz, (c) a piano A-minor chord with fundamental frequencies at 440, 523.3, and 659.3Hz, and (d) a
fragment of Chopin’s piano concerto no.1 in E minor op.11
tempo, momentary increases (accelerando) or decreases (ritardando) in tempo can draw the
listeners attention to specific parts of a composition and are often linked to the melodic
phrase structure (Todd, 1985). On a larger time scale, small fluctuations in tempo through-
out a song can help communicate a sense of ’energy’ (listen for example to a few Beatles
songs and pay attention to differences in tempo between verses and choruses, and begin-
ning and ending sections of a song). On a smaller time scale local rhythmic patterns are
often performed non-metronomically, yielding expressive timing patterns that may induce
a sense of swing or groove.
A piano is a polyphonic instrument and can thus produce several notes at the same
time, making up a chord (see Figure 1.1c for its waveform and harmonic content). Sev-
eral chords after each other make up a chord progression. A typical musical composition
contains several sections, each with their own chord progression. On top of the chords a
melody may be played, or the instruments of an orchestra might be accompanying the pi-
ano, making it a piano concerto (see Figure 1.1d for its waveform and harmonic content).
We can buy ourselves a ticket and thoroughly enjoy the performance, without being aware
of the vast complexity of the sound patterns and perceptual processes dealing with them.
At this point it might sound like the process of enjoyment is merely triggered by bottom-
up processing of the sound that enters our ears, but this is in fact not the case. While
i
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Figure 1.2: Two different series of accented and unaccented notes, both following a 3-beat meter.
sounds are processed in a bottom-up fashion after perceiving them, top-down processes
are active at the same time, drawing our attention towards certain elements in the sound,
actively building temporal expectations (Desain, 1992) even for novel pieces, and linking
our perception to memories and emotions (Huron, 2006).
Interestingly, one could even enjoy part of the sensation without a ticket to a concert,
and without sound. Can you imagine your favourite song? Have you ever had a song
"stuck" in your head? This is also known as an ear worm, and is a form of music processing
without external stimulus. Musical hallucinations are another form, and see Sacks (2008)
for a wealth of similar musical phenomena. Music imagery turns out not to be so much
different from active listening, and even electroencephalography (EEG) traces of the differ-
ent tasks show commonalities (Schaefer et al., 2011b). Properties of imagery even suggest
the possibility of a generic cognitive mechanism active throughout various modalities (e.g.
visual, tactile, and auditory) (Kosslyn et al., 1995, 2001; Kraemer et al., 2005).
Beside purely imagining a musical piece, it is also possible to subjectively change (or
enhance) the perception of sounds. This becomes clear in the so-called "clock illusion",
where a 2-beat meter is nearly automatically induced on a series of identical clock pulses.
A clock physically making the sound "tick-tick-tick-tick" is subjectively transformed into
"tick-tock-tick-tock". While detecting pure music imagery from EEG is hard because of the
lack of a time lock, processes like these are ideal for event-related potential (ERP) studies
(Brochard et al., 2003; Snyder and Large, 2005; Zanto et al., 2006; Schaefer et al., 2010). A
2-beat meter is nearly automatically induced, with a little effort we could also subjectively
transform the clock pulses into a 3-beat ("tick-tock-tock...") or 4-beat meter ("tick-tock-tock-
tock..."). One could describe this process as "imagined accenting" or "subjective accenting".
When instead of a regular imagined pulse a more complex temporal pattern is imagined
we speak of "subjective rhythmization".
i
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1.2 On subjectivity, concepts and terminology
Composers and performers of classical music often communicate about music with terms,
such as "molto vivace" (very much lively), "con brio" (with vigor), or "grazioso" (grace-
fully). In other genres, terms like "groovy", "fat", or "oomph" are used. While this kind of
terminology has a surprising effectiveness in communication among musicians, it is almost
impossible to directly link these terms to quantifiable measurements. The highly subjective
nature of music complicates matters for scientific discussion and well-grounded universal
terminology, but also for science a consistent vocabulary is not that easy to achieve.
While a psychologist might talk about subjective accenting as a "fluctuating level of at-
tention" to auditory events, and about "expectancy" or "anticipation" of certain events in
a sound pattern, a neuroscientist might describe the same phenomenon as resonance of a
group of neurons with both exogenous and endogenous input. Alternatively, a cognitive
neuroscientist might be talking about modulation of the N1/P2 complex of the auditory
evoked potential.
How to bring the worlds of musicians, composers, psychologists and neuroscientists
together? How does a concept like attention, that has been defined before we were capable
of EEG and fMRI (functional magnetic resonance imaging) measurements, relate to modern
neurophysiological observations and insights? I am unable to answer this, but an update of
concepts and terminology to fit the recent knowledge of the field of cognitive neuroscience
is highly relevant to progress in our understanding of musical behavior and the brain.
1.3 Music and scientific research, the big questions
Several scientific disciplines are involved in music research, among them are psychology,
neuroscience, and artificial intelligence. The following paragraphs provide a glance at the
kind of questions and mysteries that motivated me (and possibly many of my colleagues)
to get involved in music research.
• It is amazing how much information is processed, how does the brain do that? What
areas are involved in the processing, and are these specialized for music, or shared with
other tasks (Levitin, 2006)? How are bottom-up and top-down processes combined
into the experience of perception of music?
• How come music can elicit emotions (Juslin and Sloboda, 2010), when certain patterns of
sounds occur? Are emotions triggered by the sound patterns themselves, such that
the same emotion is triggered every time the same piece is played? Or do emotions
co-occur because music triggers certain memories or thoughts?
i
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• Why do we have music? What is the evolutionary advantage (Peretz and Zatorre, 2003)?
Is it an artifact of other skills (Pinker, 1997; Huron, 2006)? Music and language (Patel,
2010) for instance share many properties, like time structure and intonation, but are
very different on other grounds.
• How come we can imagine music so well? Is it a simulation skill? How complex/detailed
are the images, or are they just memories of a complex percept (Hubbard, 2010)?
Such questions, again, are too big to answer in this thesis. The empirical work in this
thesis focuses on traces of music imagery in electroencephalography (EEG). It is comple-
mented by theoretical work, and attempts to answer to the following research questions:
• Can music imagery (or more specifically: subjective accenting) be detected in EEG?
• How does neuronal processing of music imagery (subjective accents) relate to that of
perceived music (perceived accents), are mechanisms shared?
• Can voluntarily imagined music patterns (subjective rhythms) be decoded from EEG
and used for real-time control of applications (such as a Brain-Computer Interface)?
• If such a technology would be developed and widely used, how would it impact
society and what ethical concerns arise along the road?
1.4 BCI, motivation and methodology
Now it is the time to introduce you to the field of Brain-Computer Interfacing (BCI), as most
of the work in this thesis was performed within the methodological framework common
to BCI research. There were several motivations for this methodological approach:
• First of all, the machine-learning methods common to BCI research are potentially
more sensitive to relevant details in the EEG. Regularized machine-learning meth-
ods are more robust to outliers than typical ERP analyses based on averaging, and
more suited to the multivariate nature of EEG recordings (e.g. multiple channels and
samples).
• Second, the use of single trial classification and machine-learning methods enforce
much more caution for overgeneralization from a limited set of observations.
• Third, there is benefit for two goals: while gaining insight in the brain with respect to
music processing, steps are also made towards practical application of those insights
in BCI.
i
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1.5 Definition of BCI
1 A Brain-Computer Interface (BCI) is a system that allows its user to control a machine (e.g.
computer, automated wheel chair, artificial limb) using purely mental activity, without util-
izing the peripheral nervous system (Dornhege et al., 2007; Van Gerven et al., 2009; Nijboer
et al., 2011; Nicolas-Alonso and Gomez-Gil, 2012). Control with a BCI is effectuated when a
user performs a specific mental task. A typical BCI combines neurophysiological measure-
ment technology with machine learning software to detect patterns of brain activity that
relate to this specific mental task. A user is often provided with a few mental tasks (e.g.
imagined movement of left hand, right hand or foot) that the system is trained to detect.
Once the system detects that the user has been performing one of the mental tasks, the
corresponding actions are automatically triggered (e.g. move cursor left, right or click).
1.6 BCI measurement modalities
Implementation of a BCI requires brain activity to be measured. Technology to do so can
be categorized as invasive, such as subdural or epidural electrocorticography (ECoG) or an
implanted multi-electrode array (MEA), or non-invasive, such as electroencephalography
(EEG), magnetoencephalography (MEG), functional magnetic resonance imaging (fMRI)
or near-infrared spectroscopy (NIRS). All of these technologies provide some measure-
ment of the brain’s activity. The choice for a specific method is often determined by a
balance between factors such as health risks, user comfort, signal quality, portability and
cost. While ’wet’ EEG, where conductive gel is used to improve the electrode’s connection
to the surface of the scalp, is still the most popular non-invasive method for clinical BCI
applications, low-cost, wireless, and ’dry’ alternatives are emerging rapidly, often aimed at
less critical consumer applications, such as BCI games and entertainment for healthy users
(see for instance Zander et al., 2011; Emotiv, 2013; NeuroSky, 2013).
The following sections will focus on the details of EEG as a measurement modality, as
this modality was used in the studies presented in this dissertation.
EEG is typically recorded on multiple channels with electrodes electrically connecting
to the skin on the head. These electrodes register the electrical potentials resulting from
neuronal activation in the brain. While EEG’s temporal resolution is relatively high, com-
pared to other methods, its spatial resolution is low. Any measurable response in EEG
has to be attributed to larger groups of simultaneously firing neurons. Signals from other
sources than the brain are also recorded with EEG, such as external electrical interference,
1Sections 1.5, 1.6 and 1.9 are expanded versions of sections from Vlek et al. (2012), which is in-
cluded in this thesis as chapter 4.
i
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and movement of the eyes and facial muscles. These have to be properly treated or correc-
ted for to ensure the BCI is using only brain signals.
1.7 BCI brain signatures
In a typical BCI system the user performs a mental task that is known to elicit a very specific
and measurable brain signal or signature. For an EEG-based BCI system two categories of
signatures can be distinguished, namely those evoked by a combination of external (exo-
genous) stimuli and internal (endogenous) cognitive processes, and those induced solely by
internal mental activity. Evoked responses typically are strongly time-, and phase-locked
to a stimulus event and observed in a time course of EEG, while induced responses often
are less strongly time-locked, oscillatory in nature, and more easily observed after the EEG
has been transformed to the frequency or time-frequency domain. Although temporal and
spectral features are often treated as two separate domains, it is important to realize that
both are a reflection of the same neurophysiological mechanism: the electrical activity of
collections of neurons.
A variety of evoked responses have been used for BCI purposes, such as the steady-
state evoked potential (SSEP) (Middendorf et al., 2000; Allison et al., 2008; Severens et al.,
2013), P300 (Farwell and Donchin, 1988; Sellers and Donchin, 2006; Schreuder et al., 2010;
Geuze et al., 2012; Van der Waal et al., 2012), error potential (EP) (Schalk et al., 2000), and
readiness potential (RP) (Krauledat et al., 2004). The most popular evoked response in
present BCI applications is the P300, which is typically elicited in an oddball paradigm,
where low probability ’target’ stimuli (which elicit the P300 response) are mixed with high
probability ’non-target’ stimuli.
Induced responses have also been used successfully for BCI, such as the slow cortical
potential (SCP) (Birbaumer et al., 1999), occipital alpha-band power or lateralization effects
modulated by attentional mechanisms (Van Gerven and Jensen, 2009; Treder et al., 2011),
and most notably the so-called sensory-motor rhythms (SMR) (Pfurtscheller and da Silva,
1999; Pfurtscheller et al., 2006) elicited by specific motor imagery tasks. The gamma-band
has also been used successfully for BCI, but seems more relevant for invasive measurement
technology (ECoG). When measuring the gamma-band with non-invasive EEG it is often
difficult to disentangle gamma-band effects originating from the brain and those generated
by muscles in the neighborhood of the sensors. This point is well illustrated by two recent
studies, the first showing virtually no gamma-band effects left in the EEG after temporary
chemical paralysis of facial muscles (Pope et al., 2009), and the second illustrating how
frontal gamma-effects observed in the EEG originate from micro-saccades made by the
eyes as part of a visual attention process (Yuval-Greenberg et al., 2008).
i
i
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In most BCI experiments, as well as in many other neurophysiological experiments, dis-
crete conditions or classes of mental activity are discriminated. Most BCIs attempt to dis-
criminate between a low number of classes of mental activity, often two. In case of a P300
BCI for instance, the two classes are brain responses to ’target’ versus ’non-target’ stimuli;
in a motor imagery BCI the classes can be brain signals related to ’left hand imagery’ versus
’right hand imagery’. Intuitively, one can understand that categorizing mental activity in a
few classes does not do justice to known properties and capabilities of the brain. We know
the brain is highly plastic, constantly adapting to and learning from past experiences and
observations, and constantly influenced by mental and physical conditions (e.g. emotions,
stress, fatigue, effects of caffeine or level of blood-sugars). This leads to the obvious con-
clusion that task-related signals within the ’classes’ used for BCI are not at all uniform.
This problem is known as ’non-stationarity’ (Roijendijk, 2009), and makes it difficult to
generalize a robust detection scheme for a specific task-related signal. The problem even
extends when comparing the brains of different individuals, each with their own physical
and mental configurations and past experiences. At this level the problem is known as
’inter-individual variability’ and transfer learning (Roijendijk, 2009).
1.8 Online detection and interpretation
In common neurophysiological research the detection and interpretation of task-relevant
components of the brain signals is done ’offline’, after the experiment has taken place.
This allows for a wide range of analysis techniques to be experimented with, it allows
for statistical properties of the entire dataset to be used, and computation time of a given
analysis method is hardly a limitation (see Figure 1.3a). Although a similar approach is
often used in the initial phases of BCI research (see Figure 1.3b), the realization of a true
BCI requires an ’online’ (and as close to ’real-time’ as possible) approach to detection of
task-relevant signals (see Figure 1.3c). In this online approach the detection is automated
by means of machine learning techniques, which need to be causal: they have access to
all previously collected data, but of course cannot look beyond the ’now’. Depending on
the latency requirements of the given BCI, computation time of the machine learning and
preceding signal-processing steps also needs to be taken into account.
1.9 BCI applications
BCI technology brings many promising applications in a variety of clinical and non-clinical
areas. However, present clinical success with BCI is predominantly achieved with proto-
i
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Figure 1.3: Comparison of setups and methodology in (row a) typical EEG research, (row b) BCI
research, and (row c) BCI application. Key differences are found in the separation of online and
offline parts, in the way data is treated, the role of the person as either ’subject’ or ’user’, and the final
outcome.
types in research laboratories.
Invasive BCI systems have been reported specialized at real-time decoding of motor
functions in non-human primates, sometimes even reproducing the decoded motor activ-
ity with a cursor or robotic arm (Wessberg et al., 2000; Carmena et al., 2003; Serruya et al.,
2002). Eventually, such technology may develop into neuromotor prostheses for humans
with motor disabilities. More recently, results of successful neural cursor control by a hu-
man with tetraplegia, implanted with a MEA in the motor cortex, were reported (Kim et al.,
2008). Both invasive and non-invasive BCI approaches are also being explored for rehabil-
itation of gait in stroke patients (Buch et al., 2008; Rodriguez et al., 2011).
Non-invasive BCI systems, mostly EEG-based, have been investigated for various ap-
plications, one of the most popular being communication. Spelling applications for in-
stance, relying on the so-called P300 response, enable a user to ’mentally type’ symbols
on a screen by focussing on a specific symbol in a matrix of randomly flashing symbols
(usually letters, punctuation symbols and numbers) (Sellers and Donchin, 2006; Nijboer
et al., 2008b). Variations to this application have also been presented for use in the auditory
(Schreuder et al., 2010) and tactile (Van der Waal et al., 2012) domain, which may be relev-
ant to users suffering from a progressive neurodegenerative disease affecting their vision
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in its later stages (e.g. ALS: amyotrophic lateral sclerosis). One of the key problems in these
types of communication applications is speed. In order to achieve sufficient reliability of
the system repeated measurement of the P300 response is necessary, resulting in reduction
of speed of the application. Attempts have been made to overcome this lack of speed by
adding artificial intelligence to the application in the form of automatic word completion
from a dictionary, or even sentence based communication databases (Geuze et al., 2008).
This increases throughput of language at the cost of verbal freedom. In addition to commu-
nication applications, successful prototypes for wheelchair control (Vanacker et al., 2007)
or 3-D cursor control (McFarland et al., 2011) have also been reported.
Beside current and potential clinical applications of BCI, applications are also being de-
veloped for game and entertainment purposes (Nijholt et al., 2009). Thanks to a very large
group of potential users, this seems a clever route to increase research and development
resources, from which clinical applications may benefit as a side-effect. Moreover, recent
work by Münssinger et al. (2010) reports on a BCI painting application, and illustrates that
even entertainment BCIs may have a certain degree of clinical relevance by improving a
patient’s social and expressive potential.
The fact that BCI technology for clinical use, while promising, still resides predomin-
antly in research labs can be explained by several factors. BCI systems are still rather un-
reliable. They may work for some person, and may not work for someone else. They may
suddenly stop working, due to changes in the environment or brain, to which most BCIs
are not capable of adapting. The technology required for a BCI is also not as user-friendly
and maintenance-free as required for intensive daily operation by an independent user.
Finally, artifacts may be a factor contributing to initial success with a prototype followed
by a compromised development into clinical application. Especially with EEG-based BCIs,
signals originating from other sources than the brain, such as eye-movement and muscle
activity, may - sometimes without being noticed - boost BCI performance. When the trans-
ition is made from healthy users (typically the first group to try a prototype) to patients,
some of the performance previously achieved may get lost as a consequence of the patients
physical condition. Much of the on-going BCI research is focussed at finding solutions for
these issues.
1.10 Performance of a BCI system
Evaluating performance of a BCI is not as straight-forward as one initially might think.
There are many different paradigms around, each with a certain speed, reliability, and type
of output (e.g. letters, movement of a cursor, wheelchair commands). In order to compare
different systems, their information transfer rate (ITR) is computed (Kronegg et al., 2003).
i
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This measure takes into account the variables of speed, reliability, and number of classes
(underlying the type of output), resulting in a certain number of bits per minute.2 Although
ITR is an important measure, other factors may also be taken into account when evaluating
a BCI’s performance, such as user comfort and stability of performance over users, and
within users over time.
1.11 BCI and ethics
While being involved in BCI research, and closely following its technological development
and innovation, my interest was drawn towards ethical aspects of BCI. From an ethical
point of view, at first glance BCI seems little more than a variation to EEG research, com-
bined with an engineering aspect. However, BCI is an interdisciplinary field to which
neuroscience, artificial intelligence, psychology and many other sciences contribute. A few
ingredients of the interdisciplinary field of BCI make it a rather unique topic for ethical dis-
cussion (Nijboer et al., 2011; Clausen, 2011). One of these ingredients is the direct, closed-
loop (see the setup in Figure 1.3c) interaction between brain and machine. In some BCIs
users receive feedback about their brain processes that they do not normally receive. This
may lead to unforeseen effects on the brain, affecting for instance learning. Another ethical
topic related to BCI is the work with locked-in patients as a target user group. Due to their
physical condition, these people are unable to communicate in any direct way. Obtaining
informed consent for BCI intervention, or taking actions based on the output of an experi-
mental BCI, raises complex ethical questions. If the field of BCI continues to grow further,
and produces useful applications to society, its general impact will grow with it. The eth-
ical, legal and societal implications that can arise may well be of comparable size to other
technological leaps forward, such as genetic modification, or the internet. Thus, a closer
study of ethical issues in BCI seems required and some results of this study are included in
the form of chapter 4 and 5 in this dissertation.
1.12 BCI and music
Music has met with BCI research in several occasions. Schreuder et al. (2010) have invest-
igated a P300-based BCI system with auditory stimuli, exploiting our capacity to focus at-
tention on sounds heard from different directions. Schaefer et al. (2011a) have investigated
the decoding of tunes perceived by a subject from their EEG, and Schaefer et al. (2011b)
2’Bits per minute’ is sometimes abbreviated as BPM, but as this conflicts with the musical defin-
ition of BPM as ’beats per minute’, the abbreviation of BPM for ’bits per minute’ is avoided in this
thesis.
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observed involvement of attentional mechanisms, differentiating between the process of
perception and imagery of tunes, as well as within these processes between different tunes.
While not part of this thesis, and as of yet unpublished, my interest was also drawn
towards experiments with the online detection of imagined rhythms, and the effects of
different mental strategies used for imagination (Hessels, 2012). As a side-project, a con-
nection between a P300-based BCI and an electro-mechanically controlled piano and syn-
thesizer was made, resulting in Winifred Atwell’s ’Black and White rag’ played by a human
player’s right hand and a BCI controlled left hand part. This experience was a nice diver-
sion, but also a valuable lesson in the problems that arise when a BCI is taken out of the
lab. Along the lines of creating music with BCI, see also a recent study by Miranda et al.
(2011), where SSVEP (a visual SSEP) was used.
1.13 Outlook on following chapters
The first two chapters following this introduction describe EEG studies performed on the
topic of subjective accenting, a musical cognitive task in which participants imagine the pres-
ence of a pattern of accents on top of the metronome pulses they perceive. This way a 2-, 3-,
or 4-beat meter is subjectively induced. Instructing the subject to imagine something is a
tricky issue. We seem to easily activate more modalities in such a task, not only imagining
a drum sound as a pure auditory event, but also as a dynamic visual image of a drummer
and possibly an imagined movement of our own arm hitting a drum. On the one hand
this seems more or less involuntary, especially for musicians, as e.g. sensori-motor activ-
ation has been observed in expert musicians during passive listening in an fMRI scanner
(Bangert et al., 2006). However, musical sounds that are quite abstract or are produced
on an unknown instrument can still be recalled and imagined, and thus we focus in our
studies on the aspect of pure auditory imagery.
Chapter 2 describes a study on the detectability of subjective accenting in EEG, and the
neurophysiological relationship between EEG observations during perception and imagery
of accents. Shared information between perception and imagery EEG was investigated by
means of principal component analysis and by means of single-trial cross-condition classi-
fication. Single-trial classification of accented and non-accented beats was successful from
500ms chunks of 64-channel EEG data, with an average accuracy of 70% for perception and
61% for imagery data. Cross-condition classification yielded significant performance above
chance level for a classifier trained on perception and tested on imagery data (up to 66%),
and vice-versa (up to 60%). The study revealed similarity in brain signatures relevant to
distinction of accents from non-accents in perception and imagery, supporting the idea of
shared mechanisms in perception and imagery for auditory processing.
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Chapter 3 is based on the same data and further investigates whether subjective accent-
ing is a feasible paradigm for BCI and how its time-structured nature can be exploited for
optimal decoding from EEG data. Several sequence classification approaches are presen-
ted and evaluated on their ability to decode the cyclic sequences of subjectively accented
and non-accented beats that occur in a 2-, 3-, and 4-beat meter. Classification performances
were compared by means of bit rate. The best scenario yielded an average bit rate of 4.4
bits/min over ten subjects.
As it is important to not only study the detailed empirical questions but also consider
what they mean and how they might influence society at large, the next two chapters con-
sist of studies on philosophical aspects of BCI, considering present and future use of BCI,
how BCIs could impact society, and what ethical issues may arise.
Chapter 4 describes several case scenarios of BCI use, inspired by current experiences in
BCI laboratories. With the help of the case scenarios, and a discussion group of BCI experts,
ethical issues were identified and disentangled, thus making the debate of ethical issues in
BCI accessible to a wider audience. Issues typical to the field of BCI relate to working with
sensitive user groups, dealing with technological complexity and handling multidisciplin-
ary teams. Ethical issues arise where there is a conflict of treatment and research interests.
Managing the personal and public expectations of BCI is also important.
Chapter 5 further elaborates on the ethical issues in BCI, and connects topics like ’locked-
in syndrome’, ’informed consent’, ’shared moral responsibility in teams’, and ’media hypes’
with background knowledge from philosophy and medical sciences. This chapter illus-
trates that acquiring an ethically sound informed consent from a locked-in patient may be
challenging due to the high expectations of the patient, the difficulty in communicating
and the lack of alternatives. The chapter also touches on the complexity of shared moral
responsibility in multidisciplinary teams typically involved in BCI research. The moral con-
sequences are discussed of the expectations raised by media attention to promising novel
BCI technology.
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2. Shared mechanisms in perception and
imagery of auditory accents
Published as: Vlek, R.J., Schaefer, R.S., Gielen, C.C.A.M., Farquhar, J.D. & Desain, P. (2011). Shared mech-
anisms in perception and imagery of auditory accents. Clinical Neurophysiology 122 (8), 1526-1532.1
Abstract
An auditory rhythm can be perceived as a sequence of accented (loud) and non-accented (soft) beats
or it can be imagined. Subjective rhythmization refers to the induction of accenting patterns during
the presentation of identical auditory pulses at an isochronous rate. It can be an automatic process,
but it can also be voluntarily controlled. We investigated whether imagined accents can be decoded
from brain signals on a single-trial basis, and if there is information shared between perception and
imagery in the contrast of accents and non-accents. Ten subjects perceived and imagined three differ-
ent metric patterns (2-, 3-, and 4-beat) superimposed on a steady metronome while electroencephalo-
graphy (EEG) measurements were made. Shared information between perception and imagery EEG
is investigated by means of principal component analysis and by means of single-trial classification.
Classification of accented from non-accented beats was possible with an average accuracy of 70% for
perception and 61% for imagery data. Cross-condition classification yielded significant performance
above chance level for a classifier trained on perception and tested on imagery data (up to 66%),
and vice-versa (up to 60%). Results show that detection of imagined accents is possible and reveal
similarity in brain signatures relevant to distinction of accents from non-accents in perception and
imagery. Our results support the idea of shared mechanisms in perception and imagery for auditory
processing. This is relevant for a number of clinical settings, most notably by elucidating the basic
mechanisms of rhythmic auditory cuing paradigms, e.g. as used in motor rehabilitation or therapy
for Parkinson’s disease. As a novel Brain-Computer Interface (BCI) paradigm, our results imply a
reduction of the necessary BCI training in healthy subjects and in patients.
1Chapters 2 and 3 make use of a single EEG dataset, analysed from different angles and answering
a different set of questions
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2.1 Introduction
Our sense for auditory rhythms, such as a pattern where every first beat out of two, three
or four beats is accented, is generally well-developed (Michon and Jackson, 1985). These
rhythmic structures in western music are usually stereotyped as a march (ONE-two), waltz
(ONE-two-three) or common rock rhythm (ONE-two-three-four). It has been shown that
this sense for rhythm is not only relevant for the perception and production of music (Lon-
don, 2004), but also plays a role in speech (Vatikiotis-Bateson and Kelso, 1993) and in motor
control tasks (Kelso, 1982). In these processes the underlying mechanism of entraining a
mental oscillator by its coupling to periodic external stimuli may follow the theoretical
accounts of complex dynamics (Large et al., 2002). Although in music, on top of the regu-
lar framework of beat and meter, rhythm is imposed which may be far from periodic and
predictable, the importance of processing regular periodic stimuli is clear across modal-
ities. This may point to general cognitive mechanisms and may explain why the use of
auditory rhythms or cues has become increasingly popular in clinical environments for
rehabilitation purposes. Motor rehabilitation has shown an increase in effect with the ad-
dition of external auditory cues, especially for gait rehabilitation (as in Roerdink et al.,
2007), but also in bilateral arm training (see Latimer et al., 2010). Apparently the rhythmic
processing adds something to the rehabilitation process. This is also seen in other types
of time-structured therapies; used in, for example, dyslexia (Overy, 2003), aphasia (Belin
et al., 1996), Parkinson’s disease (McIntosh et al., 1997; Willems et al., 2007), as well as
a number of cognitive functions (Thaut, 2010). Interestingly, it is not necessary for the
rhythmic cue to be externally presented, as patients have also been able to increase the
efficacy of their rehabilitation while moving to their own internal or imagined rhythm
to improve gait (Schauer and Mauritz, 2003). The ease at which such imagined rhythms
can take place is nicely demonstrated by the so-called clock illusion or ‘tick-tock’ effect
(Brochard et al., 2003). When a series of isochronous and equal sounding pulses is presen-
ted, such as the sound of a clock (‘tick-tick-tick-tick...’), the percept of a rhythmic pattern
is usually automatically induced, consisting of subjectively added accents on every second
beat (‘tick-tock-tick-tock...’). The mechanism of the brain inducing these accents is known
as subjective rhythmization (Bolton, 1894; Fraise, 1982; London, 2004). As the mechanism
of rhythm processing is not fully understood yet, we investigate the electrophysiology of
simple rhythm processing, both with externally presented and internally generated accents.
Several studies have looked into the perception of metric patterns and stimulus-induced
responses in electroencephalography (EEG). These studies have shown, that both the per-
ception of metric patterns (Snyder and Large, 2005) as well as the expectation of an accent
is reflected in EEG-activity (Zanto et al., 2006; Jongsma et al., 2005; Snyder and Large, 2005).
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Brochard et al. (2003) found that, for loudness deviations in a steady pulse train, subjects
automatically exhibited different neuronal responses to deviants in even and odd positions,
reflecting binary chunking. In a recent study Snyder and Large (2005) reported that (non
phase-locked) gamma-band activity in EEG can reflect the metric structure of the stimu-
lus and that at an omission of a stimulus this activity may persist. This suggests that a
form of imaginary rhythm or internal clock is active. Subjective accents can also be ad-
ded voluntarily, thus making it a deliberate process. Iversen et al. (2009) investigated this
phenomenon and describe an effect in the upper beta-band of magnetoencephalography
(MEG) measurements at subjectively accented versus non-accented tones. Studies invest-
igating auditory imagery of rhythms or accents with EEG are scarce (but for exceptions,
see Desain and Honing, 2003; Schaefer et al., 2010). A recent study by Navarro Cebrian
and Janata (2010) investigated the effect of auditory imagery on the N100 component of
the auditory event related potential (ERP) evoked by a target tone following a sequence of
imagined tones. They reported a correlation between the N1 (a.k.a. N100) amplitude and
the vividness of imagery, converging towards identical N1 amplitudes for perception and
extremely vivid imagery.
The relationship between mental imagery and perception and any similarities between
neuronal structures involved in these processes, have been studied for different sensory
modalities. Similarly, the relationship between imagery and actual motor activity has been
studied. For a comprehensive overview on these relationships see (Kosslyn et al., 2001).
Very similar neural activation patterns have been reported for actual and imagined move-
ment tasks, in terms of mu and beta-band desynchronization over sensorimotor cortex (Mc-
Farland et al., 2000; Munzert et al., 2009). Strong support has also been reported for shared
mechanisms in visual perception and visual imagery tasks. A study by Kosslyn et al. (1995)
showed that during visual imagery the primary visual cortex is activated.
Compared to the visual and motor domains, the number of studies focussing on the re-
lationship between auditory perception and imagery is relatively small. Support for shared
mechanisms in auditory perception and imagery comes from behavioural (e.g. Farah and
Smith, 1983; Halpern et al., 2004) as well as clinical angles (e.g. Kasai et al., 1999; Shinosaki
et al., 2003). Zatorre et al. (1996) reported evidence from a positron emission tomography
(PET) study for activation of parts of the auditory cortex during perception as well as dur-
ing imagination of music. A more recent fMRI study by Kraemer et al. (2005) reported
activation of secondary and primary auditory cortices during silent gaps in familiar tunes,
where subjects reported the experience of continuation of the tune in imagery. However,
support for the idea of shared mechanisms is predominantly found in studies concerning
timbre or pitch aspects of music (for an overview see Halpern, 2001; Hubbard, 2010). Sev-
eral studies have identified that timbre and pitch aspects are represented in our ’auditory
i
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mental image’, but interestingly, for loudness aspects this has never been shown (Hubbard,
2010). The idea of shared mechanisms in rhythm processing is supported by results of a
recent study by Schaefer et al. (2010), where overlap was found between ERP responses to
events in perceived and imagined rhythms.
Recent developments in single-trial multivariate decoding of EEG signals, generally
carried out in the context of brain-computer interface research (Dornhege et al., 2007; Van
Gerven et al., 2009), can also be used to uncover patterns of brain activity that were pre-
viously not detectable. Single-trial multivariate decoding methods are often specialized in
dealing with inter-trial variance and outliers, such that an optimal generalization and de-
tection of the effect is possible. The aim of this study was to investigate whether it is pos-
sible to decode auditory accents from brain signals on a single-trial level, in both perceived
and imagined auditory accenting patterns. Furthermore, we test the hypothesis that similar
brain structures are involved in perception and imagination of accenting patterns, superim-
posed on a train of auditory beats. In a perception condition, subjects listened to a stimulus
where the accents were physically different from the non-accents. In an imagery condition,
subjects were listening to identical stimuli without accents, while they were instructed to
imagine the accents. As pointed out by Hubbard (2010), a common problem in imagery
studies is the lack of control for the process of imagery. In our study a behavioral task at
the end of each imagery sequence guarantees a check on imagery processes. Differences
between accented and non-accented beats were found with a principal component ana-
lysis and by means of single-trial classification, hereby expanding on the work previously
reported with different data in a similar experimental design (Schaefer et al., 2010). Clas-
sification rates on both imagined and perceived accents are reported and comparison and
interpretation is done for the discriminative signal properties in both experimental condi-
tions. We hypothesize that similar brain structures are involved in imagery and perception
of auditory accents, and test this hypothesis by classification of data with a cross-condition
classification approach. This method allows to search for information shared between the
conditions in the contrast of accented and non-accented beats on a single-trial level.
2.2 Experiment and analysis
2.2.1 Experimental design and data acquisition
Ten subjects, five females and five males, aged between 22-34 years, participated in this
study. One subject had a professional musical training, and six participants actively play a
musical instrument. None of the subjects reported to be diagnosed with any neurological
disorder or hearing deficiency. The experiment was undertaken with the understanding
i
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and written consent of each subject, approved by the ethical committee of the faculty of
social sciences at the Radboud University Nijmegen, and in compliance with national le-
gislation and the code of ethical principles for medical research involving human subjects of the
World Medical Association (Declaration of Helsinki).
Subjects were seated in a comfortable chair in an electrically and acoustically shielded
room at a distance of approximately 0.5 m from a 17” TFT computer monitor. Two speakers
(Monacor, type MKS-28/WS), placed on each side of the monitor, were used to present aud-
itory stimuli to the subjects (stimuli can be found online at http://www.nici.ru.nl/mmm/).
A Biosemi active-electrode set (Ag-AgCl) with 64 electrodes was used in combination with
an ActiveTwo AD-box to measure EEG at a sampling frequency of 2048 Hz. No further
filtering or processing was done at the stage of recording. Simultaneously with the EEG,
an electro-oculogram (EOG) was made to exclude eye movements as a possible source of
information during EEG classification. Two pairs of auxiliary electrodes were placed. One
pair was positioned above and below the left eye to measure eye movements in vertical
direction. The other pair was positioned on the temples to measure horizontal eye move-
ments.
The stimulus sequences consisted of three phases, a perception phase, a fade and an
imagery phase. A metronome was playing throughout the whole sequence (see Figure 2.1).
In the perception phase of the sequence, an accent was superimposed on the metronome
every two, three or four beats, thus creating binary, ternary and quaternary patterns. The
metronome played at 120 BPM (beats per minute), resulting in inter-onset-intervals of 0.5
seconds between successive ticks. The rate of 120 BPM is chosen to avoid overlap of the
expected perceptual EEG responses, such as the auditory evoked potential (AEP), which
can have components as late as 400 ms (Burkard et al., 2007), and to stay close to a tempo
that is easy to track by human subjects (Fraise, 1982).
The sound was presented at a peak level of 57dB(A) for all subjects. In the perception
phase, accents were added with the general MIDI sound ‘high woodblock’. This accent in-
creased the peak loudness of the stimulus to 65dB(A). During the fade phase, as a transition
from the perception to the imagery phase, the accents were played less loudly, decreasing
the peak loudness of the stimulus to 61dB(A). In the imagery phase the accent was no
longer added. A sample sequence is illustrated in Figure 2.1, showing a sequence of 3-beat
patterns.
At the start of each sequence, a white fixation cross of 3 cm was shown on the monitor.
The appearance of the cross indicated the start of a sequence to the subject and served as
a fixation point for the eyes throughout the sequence. After a random delay in the range
between 1.0 and 1.8 s after the onset of the fixation cross, the pattern started. The accented
pattern was first played for three measures, which is indicated as the perception phase in
i
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perception fade imagery response
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Figure 2.1: The structure of a single sequence in the experiment is shown, in this case for a 3-beat
pattern. The sequence started with three repetitions of a ternary metric pattern (perception phase),
followed by one repetition (fade phase), where the intensity of the superimposed accent was reduced
by 4 dB. Then the subject had to imagine the accenting pattern for five repetitions (imagery phase).
At the end, an accented beat was presented to test whether the subject maintained the correct rhythm.
Figure 2.1. Subsequently, the pattern was played for one measure during the fade phase
followed by five measures containing only the metronome, called the imagery phase. In
the imagery phase subjects were explicitly instructed to imagine hearing the continuation
of the accent pattern, and not to use any other strategies, such as counting, imagining
bouncing balls or tapping hands to maintain the rhythm. During the experiment, subjects
were visually observed to control for hand, head or other body movements to make sure
that no artifacts would influence classification.
To check whether the subjects did not lose track of the accenting pattern, a probe ac-
cent was sounded at the end of the sequence and the subjects had to answer the question
whether this probe would have coincided with the accent in the pattern, if the accenting
sound had not stopped playing. Probe accents were randomly placed on either accented
or non-accented positions at the end of the sequence. This information was later used to
check the subject’s answers. Each next sequence was started with a button press, giving
the subject the opportunity to control the interval between sequences, and the opportunity
to move freely between sequences. However, during the sequences they were asked to sit
still and minimize any eye movements and eye blinks.
A block in the experiment consisted of 12 sequences of 2-, 3-, and 4-beat patterns, giving
a total of 36 sequences in a block. The order of beat patterns in a block was randomized
before the start of the experiment. With 4 of these blocks per subject we gathered 12×4×5 =
240 cycles of each imagery pattern and 12 × 4 × 3 = 144 cycles of each perception pattern.
Some of the cycles were rejected in further analyses, due to artifacts (see Section 2.2.2).
2.2.2 Preprocessing
The raw EEG signal was sliced in chunks of data around the markers indicating the present-
ation of a metronome tick. This means that the 2-, 3- and 4-beat cycles from the stimulus
sequences are split into individual beats. A time window of -50 ms to 450 ms was chosen
around each metronome tick where time 0 ms corresponds to the time of the tick. The
time window was chosen to start 50 ms before each metronome onset, to capture possible
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anticipatory responses to the coming event. We aim to detect contrasts in the imagined
auditory image, not in any co-incident imaginary movement preparation that would be
initiated much earlier. These data segments of 500 ms will be called trials. Bad channels
were identified for each trial individually with an algorithm sensitive to four properties.
Initially, any channel with a DC offset exceeding 30 mV was marked as ‘bad’, as well as
channels exceeding 3500 µV2 of power in the 50 Hz band (45 to 55 Hz) or with a maximum
derivative exceeding 200 µV/sample. Horizontal and vertical EOG channels were band-
pass filtered between 0.2 and 15 Hz and decorelated from the EEG (Schlögl et al., 2007),
thus removing eye drifts or blinks if present. The EEG signal, originally sampled at 2048
Hz, was temporally down sampled to a sample frequency of 128 Hz. Additionally, as a
fourth property for identification of bad channels, within-trial variance was computed and
channels exceeding a variance of 2000 µV2 were marked as ‘bad’. If - according to the four
criteria - more than 20% of the channels in a trial were bad, the trial was excluded from
further analysis. Trials from a sequence with a wrong answer to the probe accent at the end
of the sequence, were also excluded. Trials coming from the first cycle of the perception or
imagery phase of a sequence were rejected to avoid possible transient effects. For the re-
maining trials, bad channels were reconstructed by interpolation from the remaining good
channels with a spherical spline interpolation algorithm (Perrin et al., 1989). The exact
number of trials after artifact rejection and merging from different beat patterns is shown
in Table 2.1 for each condition. For these trials the average number of bad channels that
had to be reconstructed by interpolation was 1.5, with a maximum of 12 bad channels per
trial. The interpolation step assures a stable number of good channels for the classifiers to
work with, while avoiding rejection of channels throughout the whole data-set when chan-
nels are only occasionally bad. The remaining trials were re-referenced to a common aver-
age reference (CAR) and linearly de-trended. Trials were further processed using Fieldtrip
(http://www.ru.nl/fcdonders/fieldtrip/) functions. A high pass filter with a 3-dB cut-off
at 0.5 Hz and low pass filter with a 3-dB cut-off at 15 Hz were applied. Both filters were
of a 6th order Butterworth type. A more common low-pass cut-off at 40 Hz was also tried,
but only had a negative effect on classification performance (see Section 2.2.4), presumably
due to additional noise without additional information about the classes.
2.2.3 Principal component analysis
For a better view on the neurophysiological response to perceived and imagined accents a
principal component analysis (PCA) was performed (see Dien and Frishkoff, 2005, for an
example of PCA on ERP data). Grand average ERPs over all subjects were computed, as
well as ERPs per subject (the number of trials averaged to obtain these ERPs is shown in
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Table 2.1: The exact number of trials per subject, after artifact rejection and merging accented and
non-accented beats from different beat patterns for each condition. In the perception condition 144
cycles of each pattern were collected per subjected, but for analysis the first cycle is not used. The
remaining 96 cycles result in a maximum of 96 × 3 = 288 accented and 96 × 6 = 576 non-accented
trials, as each 2-, 3-, and 4-beat pattern contains one accented beat and one, two or three non-accented
beats, respectively. Similarly, the maximum number of trials in imagery is 192× 3 = 576 accented and
192 × 6 = 1152 non-accented trials. Due to the randomized position of the probe-accents a small
amount of additional trials may be available after the five imagery cycles (e.g. see the additional
accented beat available in Figure 2.1). If available, these trials were used for analysis and explain
why the previously computed maximum is sometimes exceeded.
perception imagery
subject accented non-accented accented non-accented
S1 284 564 638 1162
S2 226 452 509 935
S3 276 558 626 1150
S4 260 535 590 1115
S5 276 556 618 1143
S6 249 502 546 1006
S7 243 471 549 977
S8 266 514 601 1061
S9 281 567 632 1165
S10 278 559 620 1149
Table 2.1). These ERPs were decomposed per experimental condition by means of PCA,
resulting in spatial distributions and time-courses for each component, ordered accord-
ing to magnitude of the eigenvalue (i.e. amount of variance in the data explained by
the component). For the time-course of each component, differences between accented
and non-accented beats were statistically tested using a cluster randomization test, a non-
parametrical statistical test designed to deal with the multiple comparison problem present
in EEG data, using physiologically motivated constraints to increase the sensitivity of the
test (Maris, 2004; Maris and Oostenveld, 2007). A main advantage of the PCA is that its out-
put is easy to visualize and interpret. However, this approach works with averaged ERPs
and averaging is a fairly coarse way to obtain a generalization of the neurophysiological
response to specific mental tasks. Alternatively, a different approach was pursued that has
the potential to generalize more accurately over the individual trials.
2.2.4 Classification
A machine-learning paradigm was used to classify EEG data corresponding to accented
and non-accented beats for the perception and imagery conditions, respectively. Clas-
sification of the trials was done using a regularized (L2) Logistic Regression algorithm
i
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(Bishop, 2006). Given the experimental design, many more trials were available for the
non-acccented condition than for the accented condition. In order to avoid a bias towards
the non-accented class in the classifier’s output, the classifier’s loss-function was weighted
per class to compensate for the unbalanced training data, such that both classes become
equally important. To measure the performance of the classifier, 10-fold cross-validation
(Bishop, 2006) was performed. The protocol for 10-fold cross-validation was performed
multiple times, each with a different regularization parameter, and the best performance is
reported1. Since test-sets can be unbalanced and since we want to enforce equal importance
of classes, balanced classification rates - defined as the average of per-class performance -
will be reported. For classification of perception data, 713 trials were used on average for
training the classifier, and 79 for testing. For classification of imagery data, training sets
contained on average 1601 trials, using 178 trials for testing. All available time-points per
trial within the range of -50 to 450 ms around stimulus onset on all available EEG channels
(64) were used as features for classification.
In addition to the separate classification of imagery and perception data, ‘cross-conditional
classification’ was performed. For this approach a classifier was trained on imagery data
and tested on perception. A 10-fold cross-validation regime on the imagery data was used
to find the optimal regularization parameter, and a classifier using this regularization para-
meter was retrained on all available imagery data. To avoid a structural preference of the
retrained classifier to one of the classes in the new (perception) test set, calibration was per-
formed by a restricted retraining of the classifier’s bias and gain (see the work of Shenoy
et al., 2006) on a random set of 200 trials of perception data, while aiming for equal per-class
performance. The trials used for calibration were not used for performance evaluation. In
a similar fashion, cross-conditional classification was also performed in the other direction,
training a classifier on perception and testing it on imagery data.
2.3 Results
For a better understanding of the classification performance on this data set, a characteristic
of the signal relevant to discrimination of accented and non-accented beats is presented
first. A PCA was performed on grand average ERPs and ERPs of a representative sub-
ject (S4), and the resulting spatial distributions and time-courses corresponding to the first
1This approach to the selection of a regularization parameter has a potential of over-fitting, but
was chosen for computational reasons. As a check, the reported performances were compared with
those obtained with a double-nested cross-validation protocol with 10 outer and 5 inner folds, which
is robust against this type of over-fitting. As performances did not significantly differ, it can be
concluded that in this particular case the regularization parameter selection procedure does not lead
to over-fitting.
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Figure 2.2: A decomposition by means of PCA was made per experimental condition of grand aver-
age ERPs and ERPs from a representative subject (S4). The number of trials averaged to obtain these
ERPs is given in Table 2.1. Panels (a) and (b) show the topographical distribution and time-course of
the first PCA component of the decomposed grand average ERPs for perception and imagery, respect-
ively. Panels (c) and (d) show the same for the decomposed ERPs of a single representative subject
(S4). Areas contributing to a significant (p < 0.05) difference between accented and non-accented tri-
als are marked by grey bars on the time axis. Similarity can be observed between the grand average
and the single subject data, but more importantly, there is a large similarity for the perception and
imagery conditions.
PCA component, i.e. the principal component with the largest eigenvalue, are shown in
Figure 2.2. For the grand average, the first PCA component for perception (Figure 2.2a)
explains 53.6% of the variance, while for imagery (Figure 2.2b) this is 52.0%. For subject
S4 the first PCA component for perception (Figure 2.2c) explains 96.2% of the variance and
explains 93.1% for the imagery data (Figure 2.2d). Areas in the time-courses contributing
to significant differences (p < 0.05) are marked in grey on the x-axes in Figure 2.2.
When looking at the topographical distributions of the first PCA component in the
grand average data, a positive fronto-central distribution with a negative occipital counter-
part can be observed for both the perception (Figure 2.2a) and imagery (Figure 2.2b) condi-
tion. Similar topographical distributions can be observed for subject S4, where perception
(Figure 2.2c) shows a striking resemblance to the imagery (Figure 2.2d) condition. The
distributions appeared to be relatively invariant over subjects, resulting in great similar-
ity in the grand average distributions and single subject distributions, here illustrated by
showing data for S4. In our work the first PCA component explains more than half of the
variance, for one subject even much more. To see in how far other components can show
a contrast between the two tasks (imagery versus perception), which is an interesting issue
in itself, is better addressed by other methods that can simultaneously decompose both the
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task and condition dimensions (Schaefer et al., 2013).
Mapping these topographic distributions to the underlying cortical sources is not straight
forward. Despite the apparent fronto-central focus, we interpret this topography as corres-
ponding a pair of sources located in the auditory cortices. It has previously been shown
(Mayhew et al., 2010) that due to the orientation of these sources current-dipoles their ac-
tivation ‘projects’ onto the scalp as a positivity fronto-centrally and a negativity occiptally.
Though the topographies appear to show motor, premotor and SMA activity this is not
the case. Further, these distributions reflect time-domain activity, not induced activity as
would be expected for motor involvement.
In the time-courses of the PCA components, a significant (p < 0.001) difference between
accented and non-accented beats was found around 180 ms for both perception and im-
agery (Figure 2.2). In the grand average data, the second positive peak at this latency, pre-
sumably the P2 component of the AEP, shows a larger amplitude for accented beats than
for non-accented beats in the perception condition. In the imagery condition of the grand
average, this effect does not become significant until 200 ms. In the data of subject S4 the
effect appears to be reversed, showing a significantly (p < 0.01) larger positive deflection
around 180 ms for non-accented beats than for accent ones in both imagery and perception
condition. This illustrates the variability over subjects. For a more detailed decomposition
of grand average data from a similar experimental design, and interpretation of responses
to accented and non-accented beats with respect to their function in the overarching rhythm
patterns, see Schaefer et al. (2010).
In both the grand average data and subject S4 data, time-courses also show a signific-
antly (p < 0.001) larger negative deflection after approximately 350 ms for accented beats,
than for non-accented beats (Figure 2.2). This effect was found both for the perception and
imagery conditions, but occurs slightly later in the grand average than in the data of subject
S4. It persists until the end of the used time-window and possibly beyond, which may be
important when interpreting the early effect between -50 to 50 ms. This early effect is pre-
sumably the same long-latency effect, carrying over from the trials where a non-accented
beat is preceded by an accented beat. By dividing the non-accented beats into two groups,
depending on whether they were preceded by an accented beat, we found a significant
difference (p < 0.05) for both imagery and perception between these groups in the time
interval between -50 and 50 ms for both the grand average and the single subject S4. This
supports the idea that the strong negative deflection for accented beats starting around 350
ms persists beyond our time-window.
Next, a classifier was trained to distinguish accented and non-accented beats, based
on single-trial 64 channel time-domain data. Classifiers that implicitly build a spatial fil-
ter usually benefit from such high dimensional multi-channel data in which also channels
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Figure 2.3: Balanced classifier performances for the classification of accented versus non-accented
beats per subject and as subject-average (AVG) for both the perception (panel (a)) and imagery con-
dition (panel (b)). The error bars indicate the standard error within the 10-fold cross-validation.
Significance levels from chance level (0.5) are indicated by * for p < 0.05 and *** for p < 0.001.
that are non-informative of the signal itself still contribute by characterizing the noise. Of
course the high dimensionality comes with a risk of over-fitting that needs to be properly
restrained by regularization as was done here. Its performance per subject is visualized
in Figure 2.3. For the perception condition, the best subject (S4) reaches a classification
rate of 74.9%, while on average subjects reach 69.6%(SD=5.1%). For the imagery condition,
the best subject (S3) reaches 65.7% correct classification, while the average over subjects is
60.8%(SD=3.9%). These results illustrate that not only perceived accents, but also subject-
ive or imagery accents, not present in the stimulus, can be decoded from brain signals at
the level of single trials.
Since the long latency (>350 ms) difference between accented and non-accented beats
persists beyond the used time window, this could potentially influence classification per-
formance. To check this, the data was processed and classified in exactly the same way as
described, but the 500 ms time-window for a trial was now shifted forward 100 ms (origin-
ally starting at -50 ms and now at 50 ms). This way we avoid that the long-latency effect
of the accented trials is leaking into the non-accented trials. Classifier performance did
not significantly differ from the results achieved with the early time-window starting at
-50 ms. This means that the classifier’s performance was not unjustifiably boosted by our
initial choice of the time window.
The preprocessing step, where EOG channels were de-corrrelated from the EEG, ap-
peared to be a useful method for removing most of the eye artifacts in the EEG data. How-
ever, the method cannot guarantee that artifacts are completely removed. To make sure
that eye artifacts possibly remaining are not providing the classifier with class-relevant in-
formation, classification was performed on the EOG channels alone. None of the subjects
achieved a performance significantly different from chance level in this case.
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Figure 2.4: Balanced classifier performances for the classification of accented versus non-accented
beats are shown for all subjects and as subject-average (AVG) for a classifier that is trained on imagery
and tested on perception (panel (a)), and the other way around (panel (b)). The error bars indicate
the standard error within the 10-fold cross-validation. Significance levels from chance level (0.5) are
indicated by * for p < 0.05, ** for p < 0.01 and *** for p < 0.001.
The similarity between PCA components for the perception and imagery data in Figure
2.2 suggests that there is shared processing for perception and imagination. To investigate
this further, cross-condition classification has been carried out. Figure 2.4 shows balanced
classification performances for all subjects when a classifier was trained on perception (on
average 792 trials) and tested on imagery data, and the other way around (where the train-
ing set on average consisted of 1779 trials). For a classifier trained on imagery and tested
on perception data performance was 59.8% for the best subject (S3) and an average over
subjects of 54.9%(SD=3.7%). Classification rates are significantly (p < 0.05) different from
chance level for 6 out of 10 subjects. The classifier trained on perception and tested on
imagery data yielded a performance of 66.4% for the best subject (S4), and an average
performance of 58.8%(SD=5.8%) over all subjects. Classification rates are significantly (p <
0.05) different from chance level for 7 out of 10 subjects. For some subjects cross-conditional
classification did not yield performances significantly different from chance level. This pre-
dominantly concerns subjects that also performed worse in imagery and perception (e.g.
S9), which seems to point to a more general problem of signal strength.
2.4 Discussion
The results of this study show that it is possible to decode perceived and imagined accents
from brain signals on a single-trial level with a mean accuracy of 69.6% for perception and
60.8% for imagery, using 500 ms of data. We described a method for cross-condition clas-
sification and showed that it is possible to classify imagery data significantly above chance
with a classifier trained on perception data, and vice versa. The fact that cross-condition
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classification is possible, indicates that trials from the perception and imagery condition
contain shared information about the presence or absence of accents. Independent classi-
fication of EOG signals did not result in a performance significantly above chance for any of
the subjects, which allows us to conclude that possible eye-artifacts were not unjustifiably
boosting classifier performance.
According to the AEP literature (Mulert et al., 2005; Burkard et al., 2007; Mayhew et al.,
2010), the N1 and P2 components in the AEP may be influenced by intensity differences as
are present between accented and non-accented stimuli in the perception condition. Con-
sidering that these stimuli also differ in harmonic content, the effect of timbre (or harmonic
content) on P2 amplitude, reported by Meyer et al. (2006), may also be relevant. The N1
and P2 can be identified in the decomposed ERPs in Figure 2.2 at about 100 and 180 ms,
respectively. Although no significant difference in the N1 component is observed, possibly
due to relatively small intensity differences between accented and non-accented beats, the
P2 is significantly different between perceived accents and non-accents (see Figure 2.2a and
2.2c). Surprisingly, the P2 in the imagery condition is also significantly modulated (see Fig-
ure 2.2b and 2.2d). This could reflect the imagined difference in timbre between accented
and non-accented beats. Although some form of imagery process was guaranteed by the
behavioural task in our experimental design, it is hard to tell what strategy subjects ex-
actly used. Therefore, it is not unlikely that the inter-subject variability observed for the P2
modulation reflects the differences in imagery strategies.
An important effect observed for the distinction of accented and non-accented beats,
is a late (>300ms) effect, yielding a larger negative deflection for accented, than for non-
accented beats. Both timing and scalp distribution of this effect are consistent with the
findings of Schaefer et al. (2010). Similar effects were also observed in a different musical
task (Pearce et al., 2010), but a clear explanation of the underlying mechanism is not avail-
able yet. A connection to mechanisms for selective attention, with resulting ‘processing
negativity’ (Naatanen, 1982) or contingent negative variation (CNV) (Chen et al., 2009) ef-
fects, is not unlikely, but highly speculative (mainly because both effects have usually been
reported to occur at different latencies).
As shown in Figure 2.2, signals relevant to the discrimination of accents from non-
accents have an almost identical topographical distribution over the scalp and reveal much
resemblance in the time-course of the perception and imagery condition. In combination
with positive results of cross-condition classification, this suggests that similar brain areas
are involved in both perception and imagery. This is supported by the finding of shared
brain areas for musical perception and imagery as reported by Zatorre et al. (1996) and
Kraemer et al. (2005) and described by Halpern (2001) and Hubbard (2010). The finding
of shared mechanisms for rhythm processing seems to complement existing literature on
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shared mechanisms for timbre and pitch. Nonetheless, we are well aware that there are
large differences between the two processes too, like the absence of motor planning in
some instances of imagery. The importance of preparation for perceptual consequences of
an upcoming production is limited for both perception and imagery, though maybe e.g. a
vivid imagery of drumming may even include imagining the tactile sensations of the real
act.
Comparing the PCA analysis and single-trial classification, we conclude that both meth-
ods led to the same conclusion regarding information shared between perception and im-
agery data. Although the single-trial classification procedure potentially allows for a much
better generalization of an effect than PCA on the averaged ERP, it is also more susceptible
to noise and variance. Issues like non-stationarity in brain responses, in both background
activity and responses related to the task, as well as noise sources outside the brain (from
the environment or other parts of the body), cause performances to deviate from 100%
correct classification.
Independently of the neurophysiological or cognitive implications, our results will cer-
tainly be beneficial for research and applications in Brain-Computer Interfacing. Since sub-
jective accents can be voluntarily added, it allows users to encode their intentions in their
brain signals. The method described in this paper can be utilized to decode these inten-
tions (for application of this approach see Vlek et al., 2011a). The fact that a classifier can
be trained on perceptual data and later applied to imagery data adds extra convenience,
because this takes much load off the subject (listening is much easier than imagining). A
Brain-Computer Interface based on this auditory paradigm, may be able to augment or re-
store (communicative) abilities of patients (e.g. those suffering from amyotrophic lateral
sclerosis or spinal cord injury). The commonalities between perception and imagery also
have implications for cue based rehabilitation tasks. Based on these results, we might ex-
pect similar brain activations for self-generated rhythms in movement as in externally cued
rhythms. Although a number of relevant aspects of cuing, such as tempo and stimulus
complexity, were not investigated here, there is support for the notion that we can also de-
liberately generate the brain activity that would normally result from hearing a rhythmic
pattern. The practical implications of these findings need to be further investigated, but
considering the broad nature of functions apparently effected by rhythmic processing, the
current results show promise in multiple clinical directions.
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3. Sequenced subjective accents for
brain-computer interfaces
Published as: Vlek, R.J., Schaefer, R.S., Gielen, C.C.A.M., Farquhar, J.D. & Desain, P. (2011). Sequenced
subjective accents for Brain-Computer Interfaces. Journal of Neural Engineering, 8(3), 036002.1
Abstract
Subjective accenting is a cognitive process in which identical auditory pulses at an isochronous
rate turn into the percept of an accenting pattern. This process can be voluntarily controlled, mak-
ing it a candidate for communication from human user to machine in a Brain-Computer Interface
(BCI) system. In this study we investigated whether subjective accenting is a feasible paradigm for
BCI and how its time-structured nature can be exploited for optimal decoding from non-invasive
EEG data. Ten subjects perceived and imagined different metric patterns (2-, 3-, and 4-beat) su-
perimposed on a steady metronome. With an offline classification paradigm, we classified imagined
accented from non-accented beats on a single trial (0.5s) level with an average accuracy of 60.4%
over all subjects. We show that decoding of imagined accents is also possible with a classifier trained
on perception data. Cyclic patterns of accents and non-accents were successfully decoded with a
sequence classification algorithm. Classification performances were compared by means of bit rate.
The best scenario yields an average bit rate of 4.4 bits/min over subjects, which makes subjective
accenting a promising paradigm for an auditory BCI.
1Chapters 2 and 3 make use of a single EEG dataset, analysed from different angles and answering
a different set of questions
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3.1 Introduction
In general, humans have a good sense for basic metric structures (Michon and Jackson,
1985), such as an auditory pattern where every first beat out of two, three or four beats
is accented. These metric structures in western music are usually stereotyped as a march
(ONE-two), waltz (ONE-two-three) or common rock rhythm (ONE-two-three-four). It has
been shown that our sense for metric structures is not only relevant for the perception and
production of music (London, 2004), but also plays a role in speech (Vatikiotis-Bateson and
Kelso, 1993) and in motor control tasks (Kelso, 1982). The cognitive process responsible for
inducing our sense for metric structures happens in a subconscious and fairly automatic
way. This is demonstrated by the so-called clock illusion or ‘tick-tock’ effect (Brochard
et al., 2003). Here, a binary accenting pattern is automatically induced in the brain when a
series of isochronous sound pulses is presented. The name ‘clock illusion’ refers to one of
the best examples of this mechanism where the sound of a clock, which sounds identical for
every pulse (‘tick-tick-tick-tick. . . ’), is usually perceived with an induced subjective accent
(‘tick-tock-tick-tock. . . ’). The mechanism inducing these accents is known as subjective
accenting or subjective rhythmization (Fraise, 1982; London, 2004). Brochard et al. (2003)
found that subjects exhibited different neuronal responses to loudness deviations at even
and odd positions in a steady pulse train, reflecting binary chunking.
Several studies have explored the perception of metric patterns and stimulus induced
responses in EEG. These studies have shown, that both the perception of metric patterns
(Snyder and Large, 2005) as well as the expectation of an accent was reflected in EEG-
activity (Zanto et al., 2006; Jongsma et al., 2005; Snyder and Large, 2005; Desain and Hon-
ing, 2003; Schaefer et al., 2010). In a recent study Snyder and Large (2005) reported that
(non phase-locked) gamma-band activity (GBA) in EEG can reflect the metric structure of
the stimulus and that at an omission of a stimulus this GBA may persist. This suggests
that a form of imaginary rhythm or internal clock is active. Subjective accents can also be
added voluntarily, thus making it a deliberate process. Iversen et al. (2009) investigated
this phenomenon and described an effect in the upper beta-band of MEG measurements at
subjectively accented versus non-accented tones.
The focus of this study lies with subjective rhythmization as a mental task for driving
a Brain-Computer Interface (BCI) (Dornhege et al., 2007; Van Gerven et al., 2009). A BCI
system allows a user to control an output device (for instance a speller, a cursor or an auto-
matic wheel chair) with brain activity. By voluntary performing a specific metal task a
user can use his pattern of brain activity to communicate an intended signal - as if it were
a code. This activity is measured and in real-time (or as close as possible) decoded by a
computer and turned into the control signal for an output device. An intuitive mental task,
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such as subjective rhythmization, could be a useful addition to the existing variety of BCI
tasks, such as the P300 (Farwell and Donchin, 1988), steady state evoked potential (SSEP,
Regan, 1977; Müller-Putz et al., 2005) and imagined movement paradigm (Pfurtscheller
et al., 1997, 2006), some of which can be difficult to perform or require much attention and
concentration. The introduction of new mental tasks could also be a way to overcome so
called ’BCI illiteracy’ (Dornhege et al., 2007) of subjects for tasks commonly used. Recent
developments in the domain of auditory BCIs predominantly yield systems that provide
feedback in the auditory domain, but are based on (to BCI) rather conservative mental
tasks, such as modulation of sensorimotor rhythms (SMR, Nijboer et al., 2008a), slow cor-
tical potentials (SCP, Pham et al., 2005) or P300 responses to auditory events. Furdea et al.
(2009) attached acoustically presented numbers to a five-by-five classic P300 spelling mat-
rix (Farwell and Donchin, 1988), while in a similar way Klobassa et al. (2009) attached
environmental sounds to a six-by-six matrix. Schreuder et al. (2010) reported using spatial
hearing as an informative cue for evoking ERP responses (predominantly P300). Auditory
stimuli were presented through five speakers sequentially and in addition to the spatial
information thus provided, auditory stimuli were also acoustically different per speaker.
Alternatively, systems have been reported related to the concept of auditory stream se-
gregation (Hill et al., 2004; Kanoh et al., 2010). In these systems ERP responses to deviants
in two streams of auditory stimuli elicitepd detectable differences in EEG, depending on
the subject’s attention to one of the streams. With novel paradigms in the auditory domain,
accessibility of BCIs may increase for specific groups of users, for instance to users with a
visual impairment who are not capable of using a visual P300 speller.
In order to assess the feasibility of subjective rhythmization as a task for BCI, we in-
vestigate whether subjective accents can be decoded from EEG on a single-trial basis, and
more specifically, compare various approaches to decoding of subjective accents. Data seg-
ments are broken down into single accented and non-accented beats and classified. This
approach is extended by a sequence classification algorithm. Aiming at an easy-to-use BCI,
we also investigate the possibility of training classifiers on perception instead of imagery
data. These approaches are compared to a more conservative approach where longer seg-
ments of data are classified at once.
3.2 Materials and methods
3.2.1 Experimental design and data acquisition
Ten subjects, five females and five males, aged between 22-34 years (mean age 27), particip-
ated in this study. One subject (S9) had a professional musical training, and six participants
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(S1, S3, S5, S7, S9, S10) actively play a musical instrument. When asked, none of the sub-
jects reported to be diagnosed with any neurological disorder or hearing deficiency. The
experiment was undertaken with the understanding and written consent of each subject,
approved by the ethical committee of the faculty of social sciences at the Radboud Univer-
sity Nijmegen, and in compliance with national legislation and the code of ethical principles
for medical research involving human subjects of the World Medical Association (Declaration
of Helsinki).
Subjects were seated in a comfortable chair in an electrically and acoustically shielded
room at a distance of approximately 0.5 m from a 17” TFT computer monitor. Two speakers
(Monacor, type MKS-28/WS), placed on each side of the monitor, were used to present aud-
itory stimuli to the subjects (stimuli can be found online at http://www.nici.ru.nl/mmm/).
A Biosemi active-electrode set (Ag-AgCl) with 64 electrodes was used in combination with
an ActiveTwo AD-box to measure EEG at a sampling frequency of 2048 Hz. No further fil-
tering or processing was done at the stage of recording. Simultaneously with the EEG, an
electro-oculogram (EOG) was made in order to be able to exclude eye motions as a possible
source of information during EEG classification. Two pairs of auxiliary electrodes were
placed. One pair was positioned above and below the left eye to measure eye movements
in vertical direction. The other pair was positioned on the temples to measure horizontal
eye movements.
The stimulus sequences consisted of three phases, a perception phase, a fade and an
imagery phase. A metronome was playing throughout the whole sequence (see Figure
3.1). In the perception phase of the sequence, an accent was superimposed on the metro-
nome every two, three or four beats, thus creating binary, ternary and quaternary patterns,
respectively. Throughout this article we will refer to the span of such a pattern with the
term ‘cycle’, which could be considered equivalent to the musical term ‘measure’. The
metronome played at 120 BPM (beats per minute), resulting in inter-onset-intervals of 0.5
seconds between successive ticks. The rate of 120 BPM is chosen to avoid overlap of the
expected perceptual EEG responses, such as the auditory evoked potential (AEP) which
can have components as late as 400 ms (Burkard et al., 2007), and to stay close to a tempo
that is easy to track by human subjects (Fraise, 1982). The sound was presented at a peak
level of 57dB(A) for all subjects. In the perception phase, accents were added with the gen-
eral MIDI sound ‘high woodblock’. This accent increased the peak loudness of the stimu-
lus to 65dB(A). During the fade phase, as a transition from the perception to the imagery
phase, the accents were played less loudly, decreasing the peak loudness of the stimulus
to 61dB(A). In the imagery phase the accent was no longer added. A sample sequence is
illustrated in Figure 3.1, showing a sequence of a 3-beat pattern.
At the start of each sequence, a white fixation cross of 3 cm was shown on the monitor.
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perception fade imagery response
0.5s
metronome
accent
probe
time
EEG
classification:
single-beat (trial)
sequence
long-segment
-50 450 ms
Figure 3.1: The structure of a single sequence in the experiment is shown, in this case for a 3-beat
pattern. The sequence starts with three cycles of a ternary metric pattern (perception phase), followed
by one cycle (fade phase), where the intensity of the superimposed accent was reduced by 4 dB. Then
the subject had to imagine the accenting pattern for five cycles (imagery phase). At the end, an
accented beat was presented to test whether the subject maintained the correct rhythm. The lower
part of the figure schematically highlights the different ranges of data taken from the 64-channel EEG
for each of the different classification methods described in Sections 3.2.3, 3.2.4 and 3.2.5, respectively.
The appearance of the cross indicated the start of a sequence to the subject and served as
a fixation point for the eyes throughout the sequence. After a random delay between 1.0
and 1.8 s after the onset of the fixation cross, the pattern started. The accented pattern
was first played for three cycles, which is indicated as the perception phase in Figure 3.1.
Subsequently, the pattern was played for one cycle during the fade phase, followed by five
cycles containing only the metronome in the imagery phase. In the imagery phase subjects
were explicitly instructed to imagine hearing the continuation of the accent pattern, and not
to use any other strategies, such as counting, imagining bouncing balls or tapping hands
to maintain the rhythm. During the experiment, subjects were visually observed to control
for hand, head or other body movements to make sure that no artifacts would influence
classification.
To check whether the subjects did not lose track of the accenting pattern, a probe ac-
cent was sounded at the end of the sequence and the subjects had to answer the question
whether this probe would have coincided with the accent in the pattern, if the accenting
sound had not stopped playing. Probe accents were randomly placed on either accented
or non-accented positions at the end of the sequence and this information was later used
to check the subject’s answers. Each next sequence was started with a button press, giving
the subject the opportunity to control the interval between sequences, and the opportunity
to move freely between sequences. However, during the sequences they were asked to sit
still and avoid eye movements or blinks.
A block in the experiment consisted of 12 sequences of 2-, 3-, and 4-beat patterns, giving
a total of 36 sequences in a block. The order of beat patterns in a block was randomized
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before the start of the experiment. With 4 of these blocks per subject we gathered roughly
12×4×5 = 240 cycles of each imagery pattern and 12×4×3 = 144 cycles of each perception
pattern. Some of the cycles were rejected in further analyses, due to artifacts (see section
‘preprocessing’).
3.2.2 Preprocessing
Bad channels were identified from the raw EEG signal for each trial with an algorithm
sensitive to four properties. Initially, any channel with a DC offset exceeding 30 mV was
marked as ‘bad’, as well as channels with a power exceeding 3500 µV2 in the 50 Hz band
(45 to 55 Hz) or a maximum derivative larger than 200 µV/sample. Horizontal and vertical
EOG channels were band-pass filtered between 0.2 and 15 Hz and decorrelated from the
EEG (Schlögl et al., 2007), thus removing eye drifts or blinks if present. The raw EEG signal,
originally sampled at 2048 Hz, was temporally down sampled to a sampling frequency
of 128 Hz. Additionally, as a fourth property for identification of bad channels, within-
trial variance was computed and channels exceeding a variance of 2000 µV2 were marked
‘bad’. If - according to the four properties - more than 20% of the channels in a trial were
bad, the trial was excluded from further analysis. Trials from a sequence with a wrong
answer to the probe accent at the end of the sequence, occurring on average in 10.3% of the
sequences, were also excluded. For the remaining trials, bad channels were reconstructed
by interpolation from the remaining good channels with a spherical spline interpolation
algorithm (Perrin et al., 1989). The interpolation step assures a stable number of good
channels for the classifiers to work with, while avoiding rejection of channels throughout
the whole data-set when channels are only occasionally bad. Measures for bad channel
identification are based on single trial data only, instead of all available data. This choice
was motivated by the intention to use the same preprocessing pipeline in an online BCI
system. Data was re-referenced to a common average reference (CAR) and linearly de-
trended. The same preprocessing was used for all subsequent analyses.
3.2.3 Single-beat classification
Data acquired during 2-, 3- and 4-beat cycles from the stimulus sequences were split into
individual beats, which will be called trials from now on (see Figure 3.1). A time window
from -50 ms to 450 ms was chosen around each pulse of the metronome, where time 0 ms
corresponds to the time of occurrence of the pulse. Data collected during the first cycle
of a beat pattern in the perception or imagery phase were excluded from analysis. After
preprocessing, all trials were further processed using Fieldtrip (Fieldtrip, 2010). A high-
pass filter with a 3-dB cut-off at 0.5 Hz and low-pass filter with a 3-dB cut-off at 15 Hz
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were applied (both filters were of a 6th order Butterworth type). A more common low-pass
cut-off at 40 Hz was also tried, but only seemed to have a negative effect on classification
performance, presumably due to additional noise without additional information about
the classes. All remaining time-points (64) per trial on all available EEG channels (64) were
used as features for classification.
Single beats were classified with a regularized (L2) Logistic Regression algorithm (Bishop,
2006) applied directly to the pre-processed spatio-temporal data matrices. Since the brain’s
representation of subjective accents is not fully understood, two approaches to classifica-
tion have been explored. The first approach makes a distinction between accented and non-
accented beats only, requiring a binary classifier. The number of trials remaining after pre-
processing of perception data, was on average 264 (between 226 and 284) per subject for the
accented class and 528 (between 452 and 567) for the non-accented class. For the imagery
data on average 593 (between 509 and 638) trials were available for the accented and 1186
(between 935 and 1165) for the non-accented class. In the binary classification approach
with this experimental design, many more trials are available for the non-accented condi-
tion than for the accented condition. In order to avoid a bias towards the non-accented
class in the classifier’s output, the classifier’s loss-function was weighted per class to com-
pensate for the unbalanced training data, such that both classes become equally important
(Bishop, 2006).
The second approach assumes that each beat has a unique representation, depending on
the metric pattern as well as the position of the beat within the pattern. Classification under
this assumption requires a 9-class classifier. Figure 3.2(b) shows how the nine classes (labels
A to I) are distributed over the 2-, 3-, and 4-beat patterns. The multi-class classifier was
constructed from 36 binary classifiers, one for each possible pair of classes - also referred to
as a sub-problem - on a 1-against-1 basis (Bishop, 2006).
Figure 3.2 illustrates the order and class-labels of single beats from the overarching beat
patterns, for each of the two classification approaches. Figure 3.2(a) shows the accented
and non-accented beats as ‘1’ and ‘0’, respectively. Figure 3.2(b) illustrates the nine different
beats in the 2-, 3-, and 4-beat patterns. The total number of collected beat patterns led to
about 88 perception trials (between 70 and 96, depending on the number of trials rejected in
the preprocessing) and 187 imagery trials (between 140 and 216) for each of the nine classes
for each subject. The number of trials per class is not structurally unbalanced in the 9-class
approach.
To measure performance of the classifiers, double-nested cross-validation (Bishop, 2006)
was performed, using 5 inner folds for hyperparameter optimization and 10 outer folds for
the final performance evaluation. As a precaution to overfitting, folds were constructed
with the aim of keeping the trials in each fold consecutive in time (also known as in-order
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Figure 3.2: Two different ways of labeling the individual beats in a 2-, 3-, and 4-beat sequence are
shown, corresponding with two different hypotheses on cognitive processing. Each character in a
row represents a single beat within a specific beat pattern. Panel (a) shows the labeling when only
a binary distinction between beats is made (labels 1 and 0 for accented and non-accented). This
information is also relevant for sequence classification, since it can be interpreted as a ‘codebook’
that lists the possible ’code words’ as rows. Panel (b) shows the labeling when distinguishing nine
different classes of beats (labels A to I).
cross-validation). Significance of the classifier performance was calculated using a t-test.
Since test-sets in the binary classification approach can be unbalanced and since we want
to enforce equal importance of classes, balanced classification rates (defined as the average
of per-class performance) will be reported.
As shown by Vlek et al. (2011b) it is possible to classify imagery subjective rhythmiz-
ation data with a classifier that was trained on the perception data. This method, which
we will refer to as ‘cross-condition classification’, was also used here as a variation to the
binary classification approach. It also distinguishes imagined accents from non-accents in
a binary fashion, but is trained to do so on perception instead of imagery data. A 10-fold
cross-validation regime on the perception data was used to find the optimal regularization
parameter, and a classifier using this regularization parameter was retrained on all avail-
able perception data. To avoid a structural preference of the retrained classifier to one of
the classes in the new test set, calibration was performed by a restricted retraining of the
classifier’s bias and gain (see the work of Shenoy et al., 2006) on a random set of 200 trials of
imagery data, while aiming for equal per-class performance. The trials used for calibration
were not used for performance evaluation.
3.2.4 Sequence classification
Next to classification of single beats we explored sequence classification, which is a tech-
nique popular in P300 spellers (Hill et al., 2008). EEG signals were sliced into individual
beats, but classifier predictions on the slices were combined into predictions for a specific
sequence of beats (see Figure 3.1). The 2-, 3-, and 4-beat patterns could each be interpreted
as a unique and cyclic sequence of accented and non-accented beats (see Figure 3.2(a)).
Given a classifier’s prediction for an individual beat, a prediction for each sequence of
beats can be made by means of a sequence classification algorithm. The algorithm is in-
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formed about the order of accented and non-accented beats in each beat pattern through
a ’codebook’ (see Figure 3.2(a)). At each new beat, an underlying binary classifier will de-
liver probabilities for each of the single-beat classes (accented or non-accented). Taking
into account the possible codes in the codebook and the probabilities of all previous trials,
predictions on the level of beat pattern classes are updated. Assuming trial independence,
the probability for the ith row of the codebook matrix C (denoted Ci) given the sequence of
data, [X1, X2, . . .], is defined by the product of trial predictions as described in Equation 3.1.
Pr(Ci|X1, X2, . . .) =
∏
n=1,2,...
Pr(Cin|Xn) (3.1)
where Pr(Cin|Xn) represents the trial prediction for the nth element (column index) in the
ith row of codebook C, given the data Xn at trial n.
The choice for a binary single-beat distinction, with classes accented and non-accented,
was driven by the results of the single-beat classification (see Section 3.2.3). The imagery
data was sliced in exactly the same way as for single beats: -50 to 450ms around stimulus
onset. However, there was a difference with the previous procedure described in Section
3.2.3, in that the order of beats as they had occurred in the experiment was preserved,
and that data from the first cycle of each beat pattern was included. Preprocessing and
classifier training was done as described in Section 3.2.3. Performance of the sequence
classifier was evaluated using test sets of (on average 13) imagery sequences left out of the
training set. If bad trials, identified by the preprocessing pipeline, occurred somewhere in a
sequence, class probabilities were set to chance level for this trial. In this way, bad trials are
gracefully ignored, without negatively influencing the performance of the entire sequence.
Additionally, sequence classification was performed on the basis of the single-beat classifier
trained on perception data and tested on sequences of imagery data.
Since results of the sequencing method described above are limited by the amount
of available consecutive trials, a sequence simulation algorithm was developed. Using a
Monte Carlo approach, this algorithm allows for extrapolation of the sequence classifica-
tion performance curve by randomly sampling from the available data and applying the
classifier. Similar to the sequence classification algorithm for real data (see Equation 3.1),
the simulation algorithm as defined by Equation 3.2 is based on a product of per-trial pre-
dictions.
Pr(Ci) =
∏
n=1,2,...
Pr(Cin|s(Cin)) (3.2)
The classifier is provided with Monte Carlo sampled data, denoted by s(Cin), instead of
real data for computing per-trial predictions. The Monte Carlo sampling process is defined
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by Equation 3.3, where s(c) represents a random element taken from the set of trials tr with
the true class c.
s(c) = rand({tr : class(tr) ∈ c}) (3.3)
The accuracy of the Monte Carlo simulation algorithm is computed as an average per-
formance over 2000 simulated sequences per class.
3.2.5 Long-segment classification
To summarize the sequence classification approach, long segments of imagery data were
explicitly broken down into individual beats and classified, after which classifier predic-
tions were combined into sequence predictions. Explicit information about the time-structure
of the mental task, such as the time interval between beats and the order of beats in each
possible pattern, is in that case provided to the algorithm. As an alternative, we have
investigated how well a classifier can deal with longer data segments, when no such top-
down information is provided. We rely on the classifier to learn any time-structure be-
neficial to classification performance. For this, longer segments of data acquired during
the imagery phase of the stimulus sequences were sliced and classified (see Figure 3.1). A
segment consists of five cycles of each beat pattern, resulting in 5 s of data for the 2-beat
pattern, 7.5 s for the 3-beat and 10 s for the 4-beat data after the start of the imagery phase.
Since the classifier should work on equally sized data segments, these segments were all
truncated to the shortest length of 5 s (corresponding to the five cycles of the 2-beat pat-
tern). In addition to the preprocessing, described in Section 3.2.2, the data segments were
filtered by a high-pass filter with a 3-dB cut-off at 0.5 Hz and by a low-pass filter with a
3-dB cut-off at 15 Hz. Both filters were of a 6th order Butterworth type. The resulting
time-domain data on all 64 channels was fed to a regularized (L2) linear logistic-regression
classifier. The 3-class problem (with classes 2-, 3-, 4-beat) was addressed with a 1-against-1
style multi-class classifier. Classification performances were obtained by a leave-one-out
regime (Bishop, 2006), instead of cross-validation with 10 outer folds, since this provided a
more reliable estimate of the performance with the smaller number of data segments avail-
able. The average number of long-segment trials available per class was 44 (between 36
and 48).
3.2.6 Bit rate comparison
It is difficult to directly compare classification performances of all methods described, be-
cause of different numbers of output classes and different duration of the slices of data
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required for each method. A comparison can more easily be made through bit rate. Us-
ing the definition of bit rate by Wolpaw, as described in Kronegg et al. (2003), the bit rate
was computed for each of the classification methods. The bit rate is dependent on three
variables: the number of classifications per second, the number of classes and the mean
accuracy.
3.3 Results
3.3.1 Single-beat classification
A grand average ERP over imagery data of all subjects was computed, consisting of the
signals of 64 channels as a function of time from -50 ms to 450 ms relative to each beat. Prin-
cipal component analysis (PCA) was used to spatially decompose this grand average. Fig-
ure 3.3 shows the spatial distribution and corresponding time-course per class of the first
component, i.e. the principle component with the largest eigenvalue, explaining 52.0% of
the variance. Figure 3.3 shows a characteristic of the signals for accented and non-accented
beats, that are later provided to a classifier. Differences between accented and non-accented
beats in the time-courses of the first component were statistically tested using a cluster
randomization test, a non-parametrical statistical test designed to deal with the multiple
comparison problem present in EEG data, using biophysiologically motivated constraints
to increase the sensitivity of the test (Maris, 2004; Maris and Oostenveld, 2007). Areas in
the time-courses contributing to significant differences (p < 0.05) are marked in grey on
the time axis in Figure 3.3. The main difference between accented and non-accented beats
appears to be in the late part of the auditory evoked potential (AEP) (Burkard et al., 2007)
around 200 ms after stimulus onset, and in a negative deflection starting at 250 ms. Similar
neurophysiological effects to an identical task are discussed in more detail in Schaefer et al.
(2010) and in Vlek et al. (2011b). These effects follow a fronto-central distribution on the
scalp, similar to scalp distributions observed for distinction of musical stimuli (Schaefer
et al., 2011a).
For the binary single-beat approach to the decoding of subjective rhythmization from
brain signals, results are shown in Figure 3.4, where scaling of the y-axis ranges from chance
level to maximum performance (100% correct). This scaling convention is used consistently
for all performance figures. With the binary classification approach (Figure 3.4(a)), distin-
guishing perceived accented from non-accented beats, an average performance of 68.8%
(SD=5.6%) is achieved. The best subject (S6) reached 74.3%. Of more interest to BCI is
the classification of imagined accents, where the stimulus does not carry class information.
Here an average classification rate of 60.4% (SD=4.2%) was achieved over subjects, while
i
i
“_thesis_a4” — 2014/10/1 — 11:51 — page 42 — #50 i
i
i
i
i
i
Chapter 3. Sequenced subjective accents for brain-computer interfaces
42
Imagery (GA) comp.1   (expl.var.:52.0%)
 
 
−0.2
−0.1
0
0.1
0.2
0 0.1 0.2 0.3 0.4−15
−10
−5
0
5
10
15
time (s)
am
pli
tu
de
 (µ
V)
Imagery (GA) comp.1
 
 
accented
non−accented
Figure 3.3: A characteristic of the signal relevant to discrimination of imagery accented and non-
accented beats is shown. A grand average ERP over subjects was decomposed by means of PCA
and the spatial distribution and corresponding time-course is displayed for the strongest component
(explaining 52.0% of the variance). Areas in the time-course contributing to a significant (p < 0.05)
difference between accented and non-accented trials are marked by grey bars on the time axis.
the best subject (S4) reached an accuracy of 66.8%. All subjects performed significantly (p
< 0.001) above the chance level of 0.5.
Alternatively, with the multi-class approach applied to imagery data (Figure 3.4(b)), we
distinguish between nine beat classes. An average performance of 15.9% (SD=2.8%) was
achieved, while a performance of 20.6% was obtained for the best subject (S7). All subjects
performed significantly (p < 0.05) above the chance level of 1/9. Given the difference in
chance level between the binary (1/2) and 9-class (1/9) approach, a comparison of per-
formances is made by means of bit rates. Performance of the binary classification translates
to an average bit rate of 4.4 bits/min (in the range of 1.0 to 10.0 bits/min) over all subjects,
while the multi-class approach yields an average rate of 2.8 bits/min (in the range of 0.4 to
6.5 bits/min). Based on this finding, it was decided to construct the sequence classification
algorithm (see Section 3.2.4) from a binary classifier. Its performance will be described in
the following section (Section 3.3.2).
Results of the cross-condition classifier can also be seen in Figure 3.4(a). An average per-
formance of 58.2% (SD=4.8%) over subjects and 66.4% for the best subject (S4) is achieved.
Results are significantly (p < 0.01) above chance for seven out of ten subjects.
Beyond visual inspection of the subjects’ behaviour during the experiment, separate
classification of the EOG channels was performed. In this way, we were able to verify
that potentially remaining eye-artifacts (not completely removed by our decorrelation pre-
processing step) were not turning into artifactual sources of classifier performance. None
of the subjects performed significantly (p < 0.01) above chance when using only EOG chan-
nels.
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Figure 3.4: Panel (a) shows balanced classification rates for the binary approach to single beat clas-
sification of perception data, imagery data and with the method of training a classifier with percep-
tion, and testing it on imagery data (cross-condition). Panel (b) shows performances of the 9-class
approach for the perception and imagery condition. The average over subjects is labelled AVG. The
error bars indicate the standard error within the 10-fold cross-validation. Significance level is indic-
ated by * for p < 0.05, ** for p < 0.01 or *** for p < 0.001, based on a t-test.
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3.3.2 Sequence classification
Scaling up the recognition of single beats to the level where sequences of beats can be
decoded, we obtained the following results. Classification of 2-, 3- and 4-beat sequences
resulted in performances shown in Figure 3.5(a), yielding an average accuracy of 48.8%
(SD= 8.7%) over subjects and 63.2% for the best subject (S7). A more detailed view of the
sequence classification results for one of the best (S3) and worst (S9) subjects can be found
in Figure 3.5(b). This figure shows how classification accuracy on real data (both solid
lines) increases with each additional trial. Notice that it is not until the third trial, that
the performance starts to increase above chance level. Sequencing on the basis of a binary
classifier, trained with perception data, resulted in an average accuracy of 43.7% (SD= 5.2%)
and 50.0% for the best subject (S3).
Figure 3.5(b) also shows the result of the Monte Carlo simulation algorithm for sequence
classification for one of the best (S3) and worst (S9) subjects. After 10 trials, the performance
of the simulation algorithm deviates on average 5.4% from the performance on the real
data. The Monte Carlo simulation approach will be used in Section 3.3.4 for extrapolation
and exploration of other coding types.
3.3.3 Long-segment classification
In contrast with the sequencing approach, where top-down information about time-structure
in the neural correlates is provided to the algorithms, the classification method for long seg-
ments is not provided with such information. Results of the classification of long segments
of data are visualized in Figure 3.6. Seven out of ten subjects perform significantly (p <
0.05) above the chance level of 1/3. Over all ten subjects an average accuracy of 44.9%(SD=
7.6%) is achieved, with a maximum of 60.7% for the best subject (S7).
3.3.4 Bit rate comparison
For comparison of the reported results on imagery data, classification rates were translated
to bit rates, visualized in Figure 3.7. With an average bit rate of 4.4 bits/min over sub-
jects, the single-beat classification paradigm clearly performs best. From the classification
methods capable of dealing with longer segments or sequences of data, the sequence clas-
sification method achieved the highest bit rate, with an average of 1.1 bits/min, compared
to 0.7 bits/min for the long-segment classification method.
Using the Monte Carlo approach, simulations were performed on sequence classifica-
tion. First, we use the simulation for extrapolation of the sequences, that were otherwise
restricted to the length of 10 beats. Secondly, we will illustrate the effect of different types
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Figure 3.5: Panel (a) shows performances of the sequence classification of 2-, 3- and 4-beat patterns
based on 10 trials (5 s) of data. For a classifier trained and tested on imagery data, the error bars
indicate the standard error within the 10-fold cross-validation. For the cross-condition classification,
a classifier was trained on the perception data, allowing all imagery data to be used for performance
evaluation. For this regime, error bars thus indicate the standard error over all imagery trials. Sig-
nificance level above the chance level of 1/3 is indicated by * for p < 0.05, ** for p < 0.01 or *** for
p < 0.001, based on a t-test. The average over subjects is labelled AVG. Panel (b) gives an overview
of sequence classification and Monte Carlo simulation performances, as a function of the number of
trials. Performances of one of the best (S3) and worst (S9) subjects are shown.
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Figure 3.6: Performance of the classifier on long segments of time-domain data is shown. Subject
S1 is performing below chance and is not visible with current scaling. The average over subjects is
labelled AVG. Significance level above chance (1/3) is indicated by * for p < 0.05, ** for p < 0.01 or ***
for p < 0.001, based on a t-test.
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Figure 3.7: Performance of the different classification approaches for imagery data, described in Sec-
tions 3.2.3, 3.2.4 and 3.2.5, was translated to bit rate and visualized for all ten subjects as well as the
average over subjects. Cross-condition classification is abbreviated as ‘c-c’. The average over subjects
is labelled AVG.
of coding. These conditions were not present in the experimental design, but simulating
them may help in predicting the future possibilities of the subjective accenting paradigm.
Simulations were performed per subject, since the Monte Carlo method is data-driven and
thus subject specific. By computing the average bit rate curve over subjects, corresponding
with simulated sequence classification of the 2-, 3- and 4-beat patterns over 40 trials, we
found (Figure 3.8, solid line) that the optimum bit rate is reached within 5 trials.
Furthermore, simulation allows us to illustrate the expected performance with patterns
other than the standard 2-, 3-, and 4-beat. A positive shift in the average bit rate curve can
be observed when using all possible phase shifted versions in addition to the three standard
patterns (for instance a 2 beat pattern, started at the non-accented beat, as a separate class).
In a BCI system this would allow the user to encode his or her intention with 9 instead of
3 classes. A higher bit rate is expected when selecting more optimal codes, such as cyclic
codes of four beats with a Hamming distance of at least 2 bits to each other (being: 1001,
1010, 0101, 0110, 1100, 0011 and excluding 0000 and 1111). Such a type of coding would
result in a 6-class output of the BCI system, achieving an optimal average bit rate of almost
3 bits/min.
3.4 Discussion
We have shown that it is possible to decode subjective accents voluntarily imposed on an
auditory metronome from measured brain activity. A binary approach to classification of
single beats, distinguishing accented and non-accented beats, gave a higher bit rate than a
9-class approach. The use of time-domain features resulted in better classification perform-
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Figure 3.8: Using a Monte Carlo approach, simulations were performed with the sequence classific-
ation algorithm. Performances were translated to bit rates and averaged over subjects. The bit rate
curve of the standard 3-class situation, shows how the optimum bit rate is met within 5 trials. Fur-
thermore, the simulations illustrate how different types of coding are beneficial to the expected bit
rates, such as 9-class coding using all phase shifted versions in addition to the standard beat patterns,
or 6-class coding using cyclic patterns of four beats with a Hamming distance of two bits.
ance than time-frequency features, such as the gamma-band activity described by Snyder
and Large (2005), which was not found consistently and strongly enough to pursue fur-
ther investigation for BCI application. The results of single beat classification translate into
an average bit rate of 4.4 bits/min. This is better than the average bit rate of 2 bits/min
reported for an auditory P300 BCI (Klobassa et al., 2009), and close to bit rates of approx-
imately 5 bits/min reported for an auditory BCI based on the concept of auditory stream
segregation (Kanoh et al., 2010). It has to be considered that translation of the classification
performance to bit rate in the present study merely provides an estimate of the potential
speed of an online BCI relying on this paradigm. The translation does not take into ac-
count the influence on bit-rate of factors, such as the inter-trial interval required for the
subject to switch between different subjective accenting patterns or the time required to
establish these patterns. These factors will be investigated in future research. Independent
classification of EOG signals did not result in a performance significantly above chance for
any of the subjects, and allows us to conclude that possible eye-artifacts were not boosting
classifier performance.
We have also shown that it is possible to decode subjective accents with a cross-condition
classification method. This approach does not outperform conventional classification of
subjective accents, but is nonetheless considered useful to BCI. Using perception of aud-
itory accents during a BCI training regime takes away confusion for the user about what
mental task to perform. This simplification of the training regime will contribute to cor-
rect execution of the (now well-defined) mental task. Once a classifier is trained on data
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gathered during this training regime, feedback could be used to guide the subject to an
optimal performance of the less well-defined task of imagined accenting.
Although single imagery accented and non-accented beats were sliced and classified
successfully in this study, it has to be taken into account that these trials originate from data
of the overarching beat patterns. The brain response leading to succesfull classification of
a single accent may not exist without the presence of the overarching beat pattern. In other
words, a subject may not be able to voluntarily decide per beat whether it will be accented
or non-accented. Since this is crucial for BCI application of the single-beat approach, the
assumption that subjects can do this needs to be validated in further research.
In the case that this assumption would not be valid, an alternative is available through
classification of sequences of beats. This method allows for combination of any number
trials required to meet the desired accuracy of the BCI system. In a BCI application beat
patterns instead of single beats could then be used to encode the users intention. We have
shown that these patterns can be succesfully decoded with a sequence classification al-
gorithm. With this algorithm, the achieved bit rates were considerably lower than for
classification of single beats. This can be explained by suboptimal coding of the beat-
patterns. As shown in the codebook (Figure 3.2(a)), the first two beats of all beat patterns
are identical. Inherently, probabilities for the 2-, 3-, and 4-beat patterns are equal for these
trials, when using a distinction of only accented and non-accented classes. A similar ambi-
guity between beat patterns occurs at other points in the sequence. This effect is reflected
by the plateaus in the generally rising performance functions (see Figure 3.5(b)). While the
theoretical maximum bit rate of the single beat classification approach at maximum confid-
ence is 10.5/60 = 120 bits/min, the theoretical maximum of the sequence classification of beat
patterns has a ceiling of log2(3)4·0.5/60 ≈ 47.5 bits/min.
It has been mentioned that application of the single beat classification approach for
BCI requires certain assumptions to be true, while the sequence classification approach is
free of such assumptions, but a tradeoff in bit rate is inherent. By means of the Monte Carlo
simulations, we were able to illustrate that alternative coding types can be found that boost
the expected bit rate of the BCI system. These alternatives also have their own assumptions
on what mental task subjects are able to perform. In both the 9- and 6-class coding types, the
cyclic nature of the patterns persists, but it is assumed that subjects can voluntarily imagine
a phase-shifted pattern, or imagine a more complex pattern consisting of multiple accented
beats. Even in the standard 3-class coding, optimization may be possible by dynamically
stopping the sequence classification process when the desired confidence of a prediction
is reached. However, for rapid communication, this requires the subject to be able to stop
imagining a pattern on demand and switch to the next one. For BCI applications of these
types of coding, validation is first required. However, given the expected increase in bit
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rate, we believe this may be a fruitful direction for future research.
Comparison of the performance of the Monte Carlo simulation algorithm and sequence
classification on real data shows a relatively good fit. However, with this simulation al-
gorithm trial independence is assumed, which may not be completely realistic given the
brain’s properties. This is a possible reason for the Monte Carlo results to slightly deviate
from classification results on the real data.
For most subjects in this study, the sequence classification method yields slightly higher
bit rates than the long segment classification method (see Figure 3.7). This seems to suggest
that exploitation of the time-structure present in the neural correlates of the mental task is
beneficial to classification performance. Finally, we conclude that the successful single-trial
classification of both single beats and sequences of beats suggests that subjective rhythmiz-
ation is a feasible paradigm for an auditory BCI. The paradigm can be made easier for the
subject by using a cross-condition classification approach, such that the user’s task during
the training part of the BCI merely consists of the perception of rhythmic stimuli.
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4. Ethical issues in BCI research,
development, and dissemination
Four case scenarios
Published as: Vlek, R.J., Steines, D., Szibbo, D., Kübler, A., Schneider, M.-J., Haselager, W.F.G. & Nijboer,
F. (2012). Ethical issues in BCI research, development, and dissemination - four case scenarios. Journal of
Neurologic Physical Therapy, 36(2), 94-99.
Abstract
The steadily growing field of brain-computer interfacing (BCI) may develop useful technologies,
with a potential impact not only on individuals, but on society as a whole. At the same time, this
development presents significant ethical and legal challenges. In a workshop during the 4th Interna-
tional BCI-meeting (Asilomar, California, 2010), six panel members from various BCI laboratories
and companies set out to identify and disentangle ethical issues related to BCI use in four case scen-
arios, that were inspired by current experiences in BCI laboratories. Results of the discussion are
reported in this article, touching on topics such as the representation of persons with communication
impairments, dealing with technological complexity and moral responsibility in multidisciplinary
teams, and managing expectations, ranging from an individual user to the general public. Fur-
thermore, we illustrate that where treatment and research interests conflict, ethical concerns arise.
Driven by four case scenarios, we attempt to discuss salient practical ethical issues that may con-
front any member of a typical multidisciplinary BCI team. We encourage the BCI community to
further identify and address pressing ethical issues as they appear in the current and near future
practice of BCI research and its commercial applications.
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4.1 Introduction
4.1.1 Definition
A Brain-Computer Interface (BCI) is a system that allows its user to control a machine
(e.g. computer, automated wheel chair, artificial limb) using purely mental activity, without
utilizing the peripheral nervous system (Dornhege et al., 2007; Van Gerven et al., 2009).
Control with a BCI is initiated when a user performs a specific mental task. A typical BCI
combines neurophysiological measurement technology with machine learning software to
automatically detect patterns of brain activity that relate to this specific mental task. In most
BCIs the user is provided with a small selection of mental tasks (e.g. imagined movement
of left hand, right hand or foot) that the system is trained to detect. Once the system detects
that the user has been performing one of the mental tasks, the corresponding actions are
automatically triggered (e.g. move cursor left, right or click). The following subsections
will provide a short overview of relevant aspects of the technology and current state of the
art, leading up to the discussion of ethical aspects.
4.1.2 Measurement techniques
Implementation of a BCI requires brain activity to be measured. Technology to do so can be
categorized as either invasive, such as subdural or epidural electrocorticography (ECoG)
or an implanted multi-electrode array (MEA), or non-invasive, such as electroencephalo-
graphy (EEG), magnetoencephalography (MEG), functional magnetic resonance imaging
(fMRI) or near-infrared spectroscopy (NIRS). All of these technologies provide some rep-
resentation of the brain’s activity. The choice for a specific method is often determined by
a balance between factors such as health risks, user comfort, signal quality, portability and
cost. While ’wet’ EEG, where conductive gel is used to improve the electrode’s connection
to the surface of the scalp, is still the most popular non-invasive method for clinical BCI
applications, low-cost, wireless, and ’dry’ alternatives are emerging rapidly, often aimed
at less critical consumer applications, such as BCI games and entertainment for healthy
users. BCI technology brings many promising applications in a variety of clinical and non-
clinical areas. However, present clinical success with BCI is predominantly achieved with
prototypes in research laboratories.
4.1.3 Applications
Clinical applications of BCI can roughly be divided into two categories. The first category
aims at providing a technological alternative for a user’s lost function and can be con-
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sidered a form of assistive technology. The second category aims at rehabilitation of the
user’s own neural pathways in order to restore the lost function (see also Daly and Wol-
paw, 2008).
In the category of assistive technology, invasive BCI systems have been reported as
specialized at real-time decoding of motor functions in non-human primates, sometimes
even reproducing the decoded motor activity with a cursor or robotic arm (Wessberg et al.,
2000; Carmena et al., 2003; Serruya et al., 2002). Eventually, such technology may develop
into neuromotor prostheses for humans with motor disabilities. In humans, results have
been reported of successful neural cursor control by a person with tetraplegia, implanted
with a MEA in the motor cortex (Kim et al., 2008).
Non-invasive BCI systems, mostly EEG-based, have also been investigated for various
assistive applications, one of the most popular being communication. Spelling applications
for instance, relying on the so-called P300 response, enable a user to ’mentally type’ sym-
bols on a screen by focusing on a specific symbol in a matrix of randomly flashing symbols
(usually letters, punctuation symbols and numbers) (Sellers and Donchin, 2006; Nijboer
et al., 2008b). Variations to this application have also been presented for use in the auditory
domain (Schreuder et al., 2010), which may be relevant to users with a progressive neuro-
degenerative disease affecting their vision in its later stages (e.g. ALS: amyotrophic lateral
sclerosis). One of the key problems in these types of communication applications is speed.
In order to achieve sufficient reliability of the system repeated measurement of the P300
response is necessary, resulting in reduced speed of the application (Zickler et al., 2011).
Attempts have been made to overcome this lack of speed by adding artificial intelligence
to the application in the form of automatic word completion or error correction from a dic-
tionary (see for instance Ahi et al., 2011), or even entire graph-based sentence databases
(such as described in Geuze et al., 2008). This increases throughput of language at the cost
of verbal freedom. In addition to communication applications, prototypes for wheelchair
control (Vanacker et al., 2007) or 3-D cursor control (McFarland et al., 2011) have also been
reported.
In the category of applications for rehabilitation, various results have been reported us-
ing an invasive or non-invasive BCI for the rehabilitation of gait in persons with stroke
(Buch et al., 2008; Daly et al., 2009; Rodriguez et al., 2011). In these applications attempted
or imagined movement is detected by a BCI and used to artificially move the user’s limb
with a robotic aid, or by functional electrical stimulation (FES) of the muscles. This move-
ment provides the user with proprioceptive and visual feedback of the limb following his
or her intention, which in turn stimulates neural plasticity, and finally allows the user’s
own neural pathways to regain control of the limb. Furthermore, BCI is being investig-
ated as a therapy for various cognitive disorders. This is typically done by feeding back
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fMRI measurements to the subject in real-time, allowing them to self-regulate a specified
area of the brain. Initial studies have illustrated a wide variety of potential applications
in treatment of pain, depression, schizophrenia, tinnitus, emotional disorders and memory
(DeCharms et al., 2005; Weiskopf, ress; Zotev et al., 2011).
Besides current and potential clinical applications of BCI, applications are also being
developed for game and entertainment purposes (Nijholt et al., 2009). Thanks to a very
large group of potential users, this seems a route to increase research and development
resources, from which clinical applications may benefit as a side-effect. Moreover, recent
work by Münssinger et al. (2010) reports on a BCI painting application, and illustrates that
even entertainment BCIs may have a certain degree of clinical relevance by improving the
user’s social and expressive potential.
4.1.4 Present research and development issues
The fact that BCI technology for clinical use, while promising, still resides predominantly
in research laboratories can be explained by several factors. A key factor is the so-called
signal-to-noise ratio in a given measurement modality, where the definition of ’noise’ in-
cludes any signal (including brain signal) that is not of interest to the discrimination of
responses to the specific mental tasks used to control the BCI. Both speed and reliability of
a BCI system are dependent on this signal-to-noise ratio. Adding to this, is the factor that
the signal of interest typically varies greatly over subjects, as well as within subjects over
time. This makes prediction of the quality of a BCI for a specific individual at a specific time
very difficult, and may also lead to a frustrating experience for the user when the BCI sud-
denly stops working. It also means that most BCI systems require training or adjustment
to each subject individually. Finally, artifacts may be a factor contributing to initial success
with a prototype, but a difficult transition into clinical applications. Especially with EEG-
based BCIs, signals originating from sources other than the brain, such as eye-movement
and muscle activity, may (sometimes without being noticed) boost BCI performance. When
the transition is made from healthy users (which is typically the first group to try a proto-
type) to persons with disability, some of the performance previously achieved may be lost
as a consequence of the person’s physical condition. Much of the on-going BCI research is
focused at finding solutions for the issues described above.
4.1.5 Ethical aspects
In the future, Brain-Computer Interfacing has the potential to impact not only individual
users, but also society as a whole. The research and development of future BCI applications
such as BCI computer games, neuroprostheses, online cognitive research, neuromarketing
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or cognitive enhancement (Van Gerven et al., 2009), inevitably raises ethical and societal
challenges, and a public debate on rights and restrictions is to be expected. Apart from
being important in their own right, these ethical debates may substantially influence public
acceptance of BCIs and related neurotechnologies.
Nascent neuroethical debates have identified several topics of importance to BCI re-
search, development and dissemination (see Clausen, 2009; Haselager et al., 2009; Tam-
burrini, 2009; Tamburrini and Mattia, 2011; Fenton and Alpert, 2008; Walter, 2010). Some
of the ethical issues are well known in medical research and the medical device industry.
However, there is also a category of issues that are relatively unique to BCI research. Some
issues, such as the complicated process of obtaining informed consent from persons with
locked-in syndrome, can readily be identified (Clausen, 2009), while other issues may be
less obvious or concrete (e.g. privacy and mind-reading). One basic distinction that per-
meates ethical debates on BCI concerns the difference between research and treatment.
Ethical issues depend, at least in part, on whether the aim is to apply approved techno-
logies for treatment or to develop technologies. Especially in cases where treatment and
research interests conflict important ethical concerns can arise (see e.g. Section 4.2 below).
In an effort to triage issues according to technological imminence and ethical novelty
(Farah, 2002), we set out to identify and disentangle ethical issues related to BCI use in four
case scenarios, that were inspired by current experiences in BCI laboratories. Six panel
members from various BCI laboratories and companies discussed each case scenario in
the workshop on ‘ethical issues in BCI Research, Development, and Dissemination’, which
took place at the 4th International BCI-meeting (Asilomar, California, 2010). Results of the
discussion are reported in this article.
We have chosen to discuss ethical issues, driven by the case scenarios, in an attempt
to illustrate how issues relating to moral responsibility can, in different ways, confront
researchers, clinicians, and developers with backgrounds in any of the various disciplines
typically involved in BCI research or application. Since the case scenarios are kept close
to the current (case 1-3) and potentially near-future (case 4) issues confronting BCI teams,
they may also provide challenging material for analysis to those interested in the more
theoretical ethical debate on neurotechnologies (such as BCI and deep brain stimulation).
4.2 Case scenario ‘Jane’
Jane is a 46-year-old housewife who has had the neurodegenerative disease amyotrophic
lateral sclerosis (ALS) for 10 years. She lives at home where she is permanently super-
vised by a staff of caregivers. For one year she has been completely locked-in and thus
cannot communicate in any way. She has a legal representative who enrolled her in
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tests with non-invasive brain-computer interfaces. Until now the BCI researchers us-
ing non-invasive BCI say they can ‘see’ that Jane is making an effort, but that they are
unable to reliably decode Jane’s brain activity. Jane’s husband, who is eager to commu-
nicate with his wife again, has read about invasive BCIs in the media and would like to
try this method. He asks the BCI team if his wife could be considered for brain surgery.
Jane’s case illustrates BCI research with the most vulnerable participants, namely those
who cannot communicate. In such situations a ‘surrogate decision maker’ or legal repres-
entative is needed to represent the participant. Ethics in this regard are partially codified by
law. There are different international regulations specifying when a person is considered
to be legally incompetent and who should then be the legal representative. In the US and
Netherlands a close relative is a preferred representative, whereas in Germany the pre-
ferred representative is a neutral person. Such differences between countries prevent a
straightforward global discussion of the ethical aspects of BCI. Other legal issues include
the liability of research teams. Currently, initiatives are underway to systematically gather
information about international legal practices in relation to neuroscience and neurotech-
nologies (see e.g. Nadelhoffer, 2010). Furthermore, depending on national legislation, a
conflict of interest may occur when close relatives legally represent a person who is unable
to communicate. Caregivers and family members tend to underestimate the quality of life
of persons with disability (Kübler et al., 2005b), and may choose not to let their loved one
‘endure’ additional BCI training. Alternatively, caregivers and family members may be
so desperate to communicate with their loved one, that they would accept just about any
intervention offered to them.
The second topic raised in Jane’s case is how a BCI team should reply to the request
from the husband of a person with complete locked-in syndrome (CLIS) to try a BCI in-
tervention, assuming that the legal representative (if this is not the husband himself) also
shows an interest in the BCI intervention. It is not uncommon for BCI research laboratories
to receive such requests for intervention from people (when not yet CLIS) or from their
legal representatives. Researchers may also have an interest to work with persons with
CLIS, e.g. for understanding commonalities and differences between healthy user groups
and user groups with disabilities, thus creating a situation of mutual interest between po-
tential user or representative and researcher. Despite their mutual interest, both parties
often do not share the same goal. Motivation from a research perspective can conflict with
a therapeutic interest, sometimes leading to a ‘therapeutic misconception’ of the subjects
participating in the research. Subjects then ‘fail to distinguish between clinical care and
research and to understand the purpose and aim of research, thereby misconceiving their
participation as therapeutic in nature’ (Beauchamp and Childress, 2008, p.129). When re-
search is confused with therapy, not only may users or their legal representatives fail to
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decide in best interest of the participant to the research, but also teams may be operating
with an inadequate understanding of the person’s motives to participate in their research.
From a broader perspective, there is also another ethical aspect to BCI treatment and
research. At present, any BCI intervention would draw from scientific resources, for which
responsibility lies with the researcher or research group. A moral aspect of this responsibil-
ity yields a balancing act between the freedom and wellbeing of the individual versus that
of the public. Because of typical inter-individual differences between BCI users, resources
spent on improving a system for a single user do not necessarily improve BCI for other
users, whether these are individuals in the same disability group or in any of the other
potential BCI target groups. Moreover, the balance between individual and public welfare
may be skewed if pressure is put on access to experimental assistive technology by users
who face the prospect of communication impairments or physical disabilities. A similar
pressure was observed regarding experimental AIDS medication, where it led to public de-
bate and lawsuits concerning the public right to experimental treatment (see e.g. Richman,
1989; Leonard, 2009).
4.3 Case scenario ‘Nigel’
Nigel is a 51-year-old research scientist who has had ALS for 11 years. He has used
a P300 BCI home system for 4 years to communicate with his family members and
for professional purposes with his lab members. In recent months he has dramatically
reduced his use of the system and appears to be losing the capability to control it. The
BCI team has noticed the decline and is trying hard to determine if the algorithms need
to be adapted.
Unlike the first case scenario, Nigel is able to communicate. Persons with locked-in
syndrome (LIS) like Nigel may also have a legal representative who must give the legally
necessary informed consent. In addition, a person with LIS may still be able to give assent.
Where this is possible, even by only signaling ‘yes’ via eye blinks or other muscle twitches,
researchers must seek that assent in addition to the consent of the legal representative, and
dissent should be respected (Haselager et al., 2009; World Medical Association, 2008).
Second, the information regarding what to expect from a BCI system is crucial for giv-
ing informed consent. In this case scenario the subject should have been informed about a
possible decline in BCI performance, but managing expectations of a BCI proves to be diffi-
cult. While a BCI system in principle yields numerous useful applications for a user, factors
such as inter-subject differences and the brain’s plasticity make it hard to predict BCI suc-
cess for a specific user. The multidisciplinary nature and typical size of a BCI research team
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contributes to this problem. Various members of a team may assess expectations of a sys-
tem differently. Haselager et al. (2009) point out the similarity with other interdisciplinary
teams working in similarly demanding situations, such as intensive care units or teams
in mental health care. Furthermore, BCI performance may be related to physical decline
(Kübler and Birbaumer, 2008). If this is the case, informing the user with disability about
BCI expectations implies that information is also provided regarding the progress of the
disease, which the person may not (yet) want to know about (Borasio et al., 1998). Finally,
overly enthusiastic media coverage about BCIs could heighten individual’s expectations of
BCI, further undermining informed consent (Nijboer et al., 2011).
A third issue that arises when visiting severely paralyzed or locked-in persons at home
is that BCI training inevitably interferes with their (and their family’s and or caregiver’s)
daily life and care. This is something to be included in moral considerations of the re-
searcher. For example: a person with LIS with phantom limb pain reduced her morphine
intake on days when she was training with a P300 BCI, because she knew morphine could
reduce detection of the P300. Participants may opt to accept discomfort, changes of care
schedules, or even pain to be able to work with the BCI. For this reason, the interference
of BCI with daily life and care is a potential ethical concern. Information about the ex-
tent of interference with daily life is crucial for weighting positive and negative effects in
a decision on BCI intervention. Participants in BCI studies often report feeling positively
challenged by training. For example, subject H., who participated over two years in three
BCI studies, stated that he looked forward to every training session, because he knew he
could ‘work with his head’ and that he was mentally as healthy as other people (Nijboer
et al., 2009). A recent paper showed that most participants were highly motivated through-
out BCI training and mood was often good before training (Nijboer et al., 2010).
4.4 Case scenario ‘Ben’
Nine months ago Ben had a stroke resulting in paralysis of his right arm. He has
regained some function in his arm after months of extensive motor rehabilitation, and
Ben’s doctor asked him to enroll in a study that investigates whether BCI neurofeedback
could accelerate Ben’s recovery. Ben has difficulty understanding what the doctor is
asking of him (he has minor cognitive impairment), but he trusts his doctor.
Ben’s case refers to more recent BCI studies, which investigated the effects of neuro-
feedback training on the rehabilitation process after stroke (see for example Rozelle and
Budzynski, 1995; Pfurtscheller and Neuper, 2006; Buch et al., 2008; Daly and Wolpaw, 2008;
Prasad et al., 2009). The combination of acutely ill and vulnerable participants demands an
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especially careful evaluation of risk and benefit, the process of consent, and the permissible
treatment of control participants (Slyter, 1998). The question could be raised whether Ben,
given his cognitive impairment, is really the most suitable subject for the study. In this
situation, merely presenting Ben the option of BCI intervention may already carry some
coercive weight. The issue of coercion is not unique to BCI, and has been empirically ad-
dressed in literature (Rain et al., 2003). Furthermore, this case emphasizes the need for clear
inclusion and exclusion criteria for any study to be performed with participants in possible
need of BCI.
A second issue relates to possible side effects of BCI intervention and more specifically,
neurofeedback training. No adverse side effects of BCI intervention and training have been
reported, but no systematic research exists on this topic. Some BCI teams exclude study
participants with epilepsy, which may be of relevance in studies involving flickering visual
stimuli at specific frequencies and high contrasts, such as the stimuli sometimes used to
evoke a P300 or SSVEP (steady-state visual evoked potential) response. In a neurofeedback
study, Hoedlmoser et al. (2008) report an impact of sensorimotor rhythm (SMR) training
on sleep and declarative learning. Their training paradigm is very similar to a paradigm
regularly used in the BCI community (Nijboer et al., 2008a; McFarland et al., 2000). Regard-
ing the use of the brain’s plasticity for obtaining or improving BCI control or rehabilitation,
one of the panel members remarked that if we can do any good, we can certainly also do
harm. The question here is: how different is mental training in BCI from any other forms of
training that we are already very familiar with (e.g. learning to drive a car or subject pre-
parations for psychological experiments), and are any of these differences cause for ethical
concern? We recommend that in future clinical trials positive and adverse side-effects are
systematically investigated.
Beyond rehabilitation of gait after stroke, the principle of neurofeedback or self-regulation
is being investigated for treatment of various neurologic or cognitive disorders as dis-
cussed in the 4.1 section. The increasing number of potential applications in this thera-
peutical area brings us into a different domain of ethical questions, regarding identity, and
change of personality and self-perception (Tamburrini, 2009; Hildt, 2010). When for in-
stance BCI is used for rehabilitation of an emotional disorder, one could wonder how this
affects personality, albeit as a side-effect or as the main effect. A similar type of neurotech-
nology that is currently being investigated for a variety of diseases, such as psychiatric dis-
orders, Alzheimer’s and Parkinson’s disease, is deep brain stimulation (DBS). The ethical
debate surrounding DBS technology is addressing similar issues of identity and personality
(Klaming and Haselager, 2010; Clausen, 2011).
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4.5 Case scenario ‘Thomas’
Thomas is a 30-year-old air traffic controller who was told by his boss that starting this
month he would have to undergo attention training wearing a new neurotechnological
tool that provides him with neurofeedback. Thomas does not know exactly what the
device does but he feels that his attention has somewhat improved since he started train-
ing. The explanation that Thomas was given about the new tool was that it somehow
reads his brain, and so he is sometimes afraid the tool can also read his thoughts. Also,
last Monday Thomas got a lecture from his boss who said he could see that Thomas most
likely had been drinking alcohol on Sunday night.
The scenario of Thomas (albeit somewhat futuristic) touches upon more philosophical
topics such as extended (Fenton and Alpert, 2008) and enacted mind (Walter, 2010), but
most importantly it raises concern for mind reading and privacy. As this case scenario
illustrates, an employer may be able to gain more information than had been agreed upon
when they require an employee to use a BCI system. Furthermore, the subject may be
completely unaware of the extent of information that is being obtained from his or her
brain.
In this case the employer was able to discern the fact that the subject might have been
drinking the night before, but more generally a BCI system may be able to reveal other psy-
chological states, traits and mental health vulnerabilities (Farah, 2005). It may not be in an
individual’s best interest to have this personal information available to others, especially to
their employer, and workplace discrimination could be a concern. It could be seen as a vi-
olation of a person’s right to privacy. Furthermore, the case scenario raises concerns about
social stratification and brain enhancement (Caplan and Elliott, 2004; Forlini and Racine,
2009). If brain enhancement in the future does become effective and popular, there could
be pressure to enhance one’s brain to keep up with the competition. Barriers such as cost
could prevent some people accessing this enhancement. This issue, though complicated, is
not unique to BCI and is further discussed elsewhere (Farah, 2002, 2005; Haselager et al.,
2009; Tamburrini, 2009).
4.6 Conclusion
BCI may develop useful technologies for humankind, but at the same time presents sig-
nificant ethical and legal challenges. The challenges are due to several factors: BCI is a
rapidly growing research area with potential future applications of great daily significance,
both for medical and regular users, that is bound to attract the attention of media and com-
mercial enterprises.
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In four case scenarios we have identified ethical issues related to the application of BCI
for users with disabilities and healthy users. Issues typical to the field of BCI relate to
working with sensitive user groups, dealing with technological complexity and handling
multidisciplinary teams. We illustrated that where treatment and research interests conflict,
ethical concerns arise. Managing the expectations of this novel technology is important on
different levels, varying from a single user and his/her legal representative to the public
(via the media). We encourage researchers to facilitate the ethical and public debate and
keep expectations in line with achievements since the future success of both BCI research
and commercial application will rely on public acceptance of the technology.
Practical recommendations from the panel members consist of creating more awareness
of ethical aspects in the BCI field, which involves reaching members of all disciplines in
a typical BCI multidisciplinary team. To facilitate discussion and sharing of information
on ethics, we recommend the organization of an ethics workshop or discussion group in
future field-specific conferences. Moreover, we suggest inviting ethicists and philosophers
to participate in this dialogue. We hope that these recommendations, as well as this report,
will contribute to the ability to identify and address pressing ethical issues as they appear
in the rapid progress in BCI research and commercialization.
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5. A note on ethical aspects of BCI
Published as: Haselager, W.F.G., Vlek, R.J., Hill, N.J. & Nijboer, F. (2009). A note on ethical aspects of BCI.
Neural Networks, 22(9): 1352-1357. 1
Abstract
This paper focuses on ethical aspects of BCI, as a research and a clinical tool, that are challenging
for practitioners currently working in the field. Specifically, the difficulties involved in acquiring
informed consent from locked-in patients are investigated, in combination with an analysis of the
shared moral responsibility in BCI teams, and the complications encountered in establishing effective
communication with media.
1Rutger Vlek played a key role in generating the main idea, structure and several sections of the
paper, and co-authored all other sections.
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5.1 Introduction
Brain-Computer Interfacing (BCI) is a challenging and fast growing field of research, hold-
ing great promise for fundamental research and the development of a variety of applica-
tions, ranging from neurofeedback and neurostimulation to neurocontrol of actuators (e.g.
for the purpose of communication and movement). Like other new and promising devel-
opments in research areas like genetics, neuroscience and AI, BCI provides cause for con-
sidering its potential philosophical, ethical and societal consequences. Especially over the
last few years, there has been an enormous growth in publications in the area of neuroeth-
ics (Farah, 2005, 2007; Fins and Shapiro, 2007; Freeman, 2007; Fukushi et al., 2007; Glannon,
2007; Greely, 2007; Illes, 2005, 2007; Roskies, 2007; Wolpe, 2007). Various definitions of neur-
oethics have been offered, one of the more straightforward ones being the following: “a dis-
cipline that aligns the exploration and discovery of neurobiological knowledge with human
value systems” (Illes, 2007, p.537). For BCI, the ‘alignment’ mentioned in the definition spe-
cifically concerns the practical application of neurobiological knowledge, with a focus on
the development of technologies that mediate (facilitate, enhance) that application. Within
neuroethics, many different topics could potentially be relevant to BCI: mind-reading and
privacy; mind-control and the suppression/stimulation of (un)wanted impulses; person-
hood and the ownership of mind; elective enhancement and social stratification, to name
but a few. Undoubtedly this list could be expanded. However, in this paper we will not try
to give a comprehensive review of these major topics of neuroethics, but restrict ourselves
to a domain that we think is of particular relevance to practitioners currently working in
the field of BCI: the process of acquiring informed consent from locked-in patients. We will
also discuss two problems that are not often mentioned but that nonetheless can have sub-
stantial impact on acquiring informed consent: sharing moral responsibility in BCI teams,
and maintaining effective communication with the media. Adequately shared responsibil-
ity in interdisciplinary BCI teams is a prerequisite for good communication with patients
and the presentation of BCI research within the public media is an important factor in the
creation of reasonable expectations about the possibilities and limits of BCI.
Earlier this year Clausen (2009) observed that BCIs “pose ethical challenges, but these
are conceptually similar to those that bioethicists have addressed for other realms of ther-
apy.” (e.g. liability, side effect, ‘policy of normalizing’, risks). Moreover he suggested
that bioethics is well-prepared to deal with the issues that arise with BCI technologies. We
agree, and therefore, throughout this paper, we will attempt to extract valuable insights
from bioethical discussions of issues encountered in clinical research in general, as well as
from practical experiences of medical teams such as Intensive Care Units.
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5.2 BCIs for locked-in patients
The locked-in syndrome is often ill-defined in BCI research and, between varieties of the
locked-in syndrome, different ethical issues regarding informed consent may be present.
The classical locked-in syndrome (LIS) can be defined as lack of voluntary motor control
except for vertical eye movements and blinking, combined with preserved consciousness,
whereas if any other remnants of voluntary motion other than those mentioned are present,
one should consider the condition as an incomplete LIS (Bauer et al., 1979). A total lack of
voluntary motor control, including all eye movements with intact cognition and sensory
processing, is referred to as total or complete LIS (Bauer et al., 1979; Kübler and Birbaumer,
2008).
Several studies have shown that incomplete LIS and classical LIS patients can use a BCI
based on the electroencephalogram (EEG) for communication (Birbaumer et al., 1999; Kü-
bler et al., 2001, 2005a; Neuper et al., 2003; Nijboer et al., 2008b; Sellers and Donchin, 2006;
Vaughan et al., 2006). However, only two patients were able to use the BCI independently
for the purpose of private communication without BCI experts being present at their home
(Kübler et al., 2007; Vaughan et al., 2006). In addition, as long as reliable muscular func-
tions such as eye movements or a minimal thumb movement are available, muscular based
communication systems (e.g. with an infrared eye movement sensor) are probably more
efficient than BCIs at their current level (Neumann and Kübler, 2003).
Furthermore, to this date no complete locked-in patient has been able to use a BCI (Kü-
bler and Birbaumer, 2008). Possible reasons for this are published in Birbaumer (2006),
Hill et al. (2006) and Kübler and Muller (2007). Invasive Brain-Computer interfaces, which
measure brain signals directly from the surface of the brain or from within the brain may
provide better signal quality and dimensionality, in contrast to the above mentioned non-
invasive EEG-based BCIs (Huggins et al., 2007; Kübler and Muller, 2007; Leuthardt et al.,
2004). The electrocorticogram (ECoG) is recorded by placing an array of millimetre-scale
electrodes epidurally or subdurally on the surface of the cortex inside the skull, whereas in-
tracortical electrodes penetrate the grey matter and measure spike or field potentials from
small numbers (tens, hundreds) of cells. ECoG-based BCIs can provide accurate control
over a computer cursor in as little as 21 min in healthy subjects (Leuthardt et al., 2004).
However, a complete LIS patient, who had been implanted with an array of ECoG elec-
trodes did not achieve BCI control (Hill et al., 2006). Encouraging results come from the
studies performed by Cyberkinetics Inc. with Brown University, in which tetraplegic pa-
tients are shown to be able to operate simplified computer interfaces via neural spiking
recorded by intracranial electrodes (Hochberg et al., 2006; Kim et al., 2008). Significantly,
this included one incompletely locked-in patient with amyotrophic lateral sclerosis (Kim
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et al., 2008). Despite these and other promising results, there is no current out-of-the-box
BCI application that might be offered to LIS patients. It is clear, however, that as soon
as a BCI application effectively helps an individual who participated in a BCI study, one
can speak of the BCI as not only a research tool, but also as a therapeutic intervention to
maintain health and quality-of-life.
Regarding clinical research in general, the 35 articles of the Declaration of Helsinki
(World Medical Association, 2008), constitute a widely-accepted set of ethical rules gov-
erning work with human subjects. Emanuel et al. (2000) have grouped the ethical require-
ments of clinical research under the following diverse headings: social and scientific value,
scientific validity, fair subject selection, favourable risk-benefit ratio, independent review,
informed consent, and respect for subjects. Naturally one can expect to encounter BCI-
specific issues in many if not all of these categories (in addition to some of the issues unique
to BCI, as mentioned above). In the next section, we will focus specifically on the process
of acquiring informed consent.
5.3 Informed consent
In medicine, informed consent to an intervention is the process, dialog and invitation for
the fully informed patient to participate in choices about his/her healthcare (Liesegang,
2007). Faden and Beauchamp (1986) defined informed consent as the autonomous act by a
patient or research subject to expressly permit a professional person to perform a medical
action on a patient or to include a person in a research project. It implies that a discus-
sion has to take place about basic elements, including the nature of the decision procedure;
reasonable alternatives to the proposed intervention; the relevant risks, benefits and uncer-
tainties related to each alternative; assessment of the understanding of the patient; and the
acceptance of the intervention by the patient (Chenaud et al., 2007; Liesegang, 2007). For
participation in research, the basic elements of informed consent are required. In addition,
the patient should be informed about the purpose of the research, the expected duration
of the subject’s participation, a description of the procedures to be followed and an iden-
tification of all the procedures which are considered experimental. Moreover, the patient
should receive a statement describing the extent, if any, to which confidentiality of records
identifying the subject will be maintained.
For consent to be considered informed, patients and their relatives must have a realistic
picture of the procedure being offered. During initial patient contact, expectations of the
BCI should be clarified and misunderstandings carefully resolved: for example, do the pa-
tient and family erroneously believe that BCI is a treatment for a disease, or for the locked-
in state itself (Neumann and Kübler, 2003)? Do they understand the difference between
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the pathology of cases they may have heard about in the media, and their own? A stroke
patient should have rather different expectations of BCI than a spinal-cord-injury patient
whose cortex is essentially intact, for example. Do the patients realize the extent of media
exaggeration and gloss, or are they under the mistaken impression that BCI has already
allowed communication by people who cannot otherwise communicate at all? Researchers
should take all necessary steps to verify the patients’ understanding of the issues discussed,
perhaps by asking “comprehension” questions if appropriate, or by having patients give
their assessment of risks and probable benefits. If the risks of the procedure under consid-
eration are high, then to what extent is a patient’s decision based on reason, and to what
extent on desperation, given that no known treatment offers hope? The latter mode of
thinking can only weaken the ethical basis of consent. Is it possible to establish what level
of pain or risk the patient would not accept?
Then, there is the question to what extent the patient is able to signal their consent.
Some locked-in patients may not be able to express consent adequately without the help of
others to serve as interlocutors and may be declared incompetent. Incompetence is a legal
term and refers to a juridical declaration that a person cannot manage his or her affairs
(Terry, 2007). In this case, a legal representative of the patient is appointed, and informed
consent must be obtained from this person (World Medical Association, 2008, article 27).
In addition, a patient may still be able to give assent (the ethically necessary, but not suf-
ficient, expression of a legally “incompetent” person’s agreement to participate). Where
this is possible, even if it is only by signalling “yes” via eye-blinks, researchers must seek
that assent in addition to the consent of the legal representative, and dissent should be
respected (World Medical Association, 2008, article 28). Terry (2007) points out that obtain-
ing informed consent and/or assent is a process, rather than just a signature on a piece of
paper. Clearly it is desirable to begin this process as early as possible if the patient’s com-
petence is decreasing over time, and to make every reasonable effort to interpret whatever
signals may remain.
The weakness or unreliability of the patient’s signals leads to challenges in obtaining
consent or assent: one must also establish to what extent a patient’s consent, needs, or re-
quests for information have been correctly interpreted by researchers and physicians. As
Neumann and Kübler (2003) point out, a patient’s idiosyncratic signs for ‘yes’ and ‘no’
may require some study before they can be recognized reliably. Furthermore, does a weak
or ambiguous signal indicate physical inability to respond clearly, or does it reflect ambi-
valence, confusion or indecision in the mind of the patient? Or the reluctance to give a
yes/no answer to a question whose nuances the patient is not equipped to go into? Re-
searchers have a duty to make communication with patients as clear as possible. Yet, faced
with ambiguous or infrequent responses, it is common to observe how those attempting to
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communicate with a patient will compensate by projecting their own expectations select-
ively onto the patient’s movements and it can be difficult, even for a researcher or prac-
titioner who is aware of this, to avoid asking “leading questions” unless a rigid protocol
has been put in place. At the simplest level this involves ensuring that questions be for-
mulated unequivocally and be issued one at a time, leaving enough time for the patient to
consider and respond. Basic principles of experimental design must then assert themselves
in order to avoid bias: questions must not be unfairly weighted with regard to the time
allotted to them, and the criteria for judging whether a response has been made must be
consistent across questions. If the patient does not have a “yes” and “no” modality avail-
able to him or her, but only a unary “yes” in contrast to remaining inactive, adequate steps
have to be taken to distinguish a voluntary from an involuntary lack of response. In such
a case, questions must be asked in positive/negative pairs, sometimes with the positive
half presented first, and sometimes second, as would befit a well-designed trial-based ex-
periment. Responses should be objectively verified, perhaps by using EMG traces, or by
having colleagues score a video of the communication attempt while blind to the questions
being asked. From these measures, can we quantify our certainty of the interpretations we
make of a patient’s response, using the appropriate statistical methods? Finally, might an
impartial, untrained observer entertain any doubt that the patient can hear and understand
the questions, that the patient is cognitively capable of reaching the correct answer, or even
that the patient is conscious, at any given moment? If so, as in any experimental procedure,
a control is required: “stupid questions”, to which patient and researcher both know the
obvious answers, should be mixed into the design, and must occur in sufficient numbers
to provide the required statistical power. The purpose of such questions must of course be
made clear, diplomatically, to the patient.
Video and audio records of such conversations between researchers and patients are
very important, particularly when it comes to asking consent. Consent must also be asked
repeatedly at intervals during an ongoing study, since patients may, and have the right
to, change their mind during the study, yet they may be unable or be hesitant to report
this (Chenaud et al., 2007). Patients must also be well informed in advance of what is
expected of them in a study – in particular, how long a study will last (Liesegang, 2007).
Neumann and Kübler (2003) suggest that patients should be told that a first test training
of 4-6 weeks will be conducted, in which multiple approaches to BCI will be tested, after
which a decision will be made on the continuation of the training. Although the data of a
patient should always be kept confidential, it is wise to anticipate that researchers will want
to use videos and pictures of the patient in conference presentations and publications. It
should be a policy in BCI research to ask patients, early on, to what extent information
about them may be used for publications, conferences or press releases.
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It is vital, but in practice very complicated, to carefully explain the risks, disadvantages
and benefits of the BCI to the patient. Risks of an EEG-based BCI system consist of the
possibility of skin infections after applying the electrodes. Invasive methods carry a higher
risk, since craniotomy is required to implant the electrode grid, and subjects are put under
general or local anaesthesia, depending on whether interaction with the subject is required
to position the electrode grid correctly. Implants can cause tissue damage and the surgery
itself can lead to infections, although ECoG electrodes, particularly those placed epidur-
ally, run this risk to a lesser extent (Schalk et al., 2008). Infections may be a long-term risk
since the technology currently available for human use requires cables to be lead out of
the body at some exit point that is kept permanently open – ideally, wireless transmission
would be used in order to maintain full integrity of the skin. The long-term benefits of the
electrodes may be difficult to predict, since immune-system reactions, and restoration of
neurons’ myelin encapsulation, might conceivably change the signal properties over time,
something which is only beginning to be quantified in human subjects (Kim et al., 2008).
Functional disadvantages of the BCI may be the time-consuming nature of the training, and
the frustration that patients might experience when training does not go well (Neumann
and Kübler, 2003). BCI researchers should warn patients that ‘bad training’ days will inev-
itably occur and reassure them that this does not mean the end of the world and it is very
common in healthy subjects as well. A further (dis)advantage constitutes the many visits
of BCI researchers to the house of the patient. Although this is often rated by the patients
as a pleasant side-effect of entering in a BCI study, it may also inflict a further restriction to
the privacy of the household, which is already crowded due to always present caregivers
and visiting doctors, ergotherapists and physiotherapists. Lastly, it should be explained to
locked-in patients for whom muscular-dependent communication is still possible, that BCI
cannot be guaranteed to perform better than these.
A major problem regarding communication on this topic is that the often mentioned or
implicitly used method of risk-benefit calculation is not easily applicable, if at all. Hildt
(Hildt, 2006, 2008, p. 135) suggested that “Only those uses in which considerable benefit
can reasonably be expected and in which the expected benefits clearly outweigh the risks
can be considered acceptable.” However, the scientific community has not yet established
a reasonable expectancy of a considerate benefit of BCIs. Moreover, for people who are (on
the verge of being) completely locked-in, the potential benefit of a BCI, lacking alternatives,
means the difference between communicating and not communicating at all. Complete
locked-in patients or patients who are on the verge of this state could well (and reason-
ably?) be inclined to accept any disadvantage or any risk associated with non-invasive or
invasive BCI use to regain communication. Despite these difficulties with the risk-benefit
method, it is difficult to formulate an alternative decision principle that does not involve
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an attempt to weigh risks and potential benefits and that would not be troubled by the
problems indicated above.
A further issue is that, as Liesegang (2007) points out, alternatives should be mentioned
to the patient (although for complete-LIS patients no alternatives currently exist). A final
complicating factor in making a balanced decision is that expectations from patients and
caregivers are almost always (too) high, mainly because science fiction stories are told in
the media, sometimes partly induced by overly enthusiastic BCI researchers (we will return
to this point below). Clearly, no straightforward ethical procedure can be recommended
here, but repeated and careful conversations with patients should guarantee their maximal
understanding of the BCI system and its limits and possibilities.
5.4 Team responsibility
A full understanding of the limits and possibilities of BCI systems may not only be a dif-
ficult thing to achieve for the patient, but also not completely straightforward for the re-
searchers working in the interdisciplinary research projects on BCI. The source of the prob-
lem of team responsibility is that teams that include a wide variety of experts (in BCI from
mathematicians, electrical engineers and computer scientists to psychologists, neuroscient-
ists, surgeons and physicians) have to deal with a fragmentation in the understanding of
the overall picture. This is of course aggravated by the fact that the technology is develop-
ing fast, as is the knowledge about what the technology applies to (i.e. the brain). Further-
more, very different perspectives can be preferred by scientists from different disciplines.
A pragmatic and, in itself, respectable viewpoint from an engineering perspective might
be that we do not need to understand how the brain works as long as we can measure re-
lative differences between mental tasks to drive the BCI, whereas for a neuroscientist the
understanding of brain functioning is essential. Finally, it is not just knowledge about, or
perspectives on, but also responsibility for the effects of BCI that can become unclear due to
teamwork. As Hamilton et al. (1961, nr.70) once stated succinctly: “plurality in the Execut-
ive (...) tends to conceal faults and destroy responsibility.” The influence of group dynamics
on decision making is vividly illustrated by the Abilene Paradox (Harvey, 1974), where a
family ends up having a bad dinner in a lousy restaurant in Abilene, Texas. Each member
believes the others want to go and never questions this. It is vital to organize intra-group
communication in a way that such suboptimal outcomes can be prevented.
Especially in relation to clinical aspects of BCI applications, much can be learned from
interdisciplinary teams working in similarly demanding situations, such as intensive care
units (ICU), teams concerned with severe mentally disordered patients (Liberman et al.,
2001), or chronic or progressively ill patients facing end-of-life care decisions. A critical
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element in this type of interdisciplinary teamwork is that the different areas of expertise
must be integrated into a practical “service delivery” for the patient, while at the same
time “mechanisms for accountability” must be assured (Liberman et al., 2001, p.1334). It
is noticeable that disagreements arise easily in such situations. In one ICU study (Breen
et al., 2001) conflicts were observed to occur among staff in 48% of cases (equal to the per-
centage of conflicts between staff and family), whereas only 24% of conflicts among family
members were reported. In medical teams, conflict between medical and nursing staff is of-
ten “frequent and bitter” (Tchudin, 2001, p.465). The character of these conflicts is mainly
determined by the different viewpoints from the different types of experts, each having
contact with the patient. It is pressured even more by difference in social hierarchy (edu-
cational level). Similar to medical teams, a BCI team usually has a hierarchical structure,
potentially pressuring the influence of experts lower in rank in favour of their authorities.
However, whereas nurses have an intensive patient contact, many of the co-working ex-
perts in the BCI team do not. This difference can potentially decrease the feeling of moral
responsibility in those co-working experts, while their unique point of view may actually
be crucial for the evaluation of a specific moral consideration.
Among several recommendations to improve team functioning, many of which are reas-
onably obvious (e.g. regular team meetings, ensuring good lines of communication), two
are worth mentioning in relation to acquiring informed consent. First, ensure that appro-
priate members of the team are asked whether they should be present at a decision making
meeting with patient and family. Second, have a ‘preconference’ of team members to de-
velop team consensus and facilitate discussion of issues or conflicts that may occur within
the team (Shanawani et al., 2008, p.780). Current ethical guidelines, such as formulated in
the Declaration of Helsinki (World Medical Association, 2008), focus on a single scientific-
ally/medically competent individual who carries the responsibility for the human subject.
However, it is precisely this individualized type of responsibility that becomes problematic
in a multidisciplinary research environment. It may well be possible that the scientist with
the most encompassing perspective may not be the one actually communicating with the
patient or family.
In all, it is important that, within BCI projects, considerable attention is given to four
general ethical issues regarding team work (Frey, 2007): how teams achieve justice in the
distribution of work and the credits thereby attainable, assign responsibility for decisions
that are made, especially those that may have far-reaching consequences for participants or
patients, ensure reasonableness in allowing participation, resolution of conflicts and reach-
ing consensus, and maintain honesty in communication and reporting results. It requires
continuous effort and attention from the entire multidisciplinary BCI team to provide one
or more well-informed, multidisciplinary competent individuals as contact persons for the
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patient, capable of translating the multidisciplinary scientific content into understandable
indications of risks and benefits for the subject.
5.5 Communication with the media
The difficulties involved in communicating about BCI deserve specific attention. Publicity
about the possibilities and impossibilities of BCI will have implications for the expectations
of patients, thereby influencing the process of acquiring informed consent. As Illes et al.
(2005, p. 981) say: “A risk of public engagement is that of creating false hopes and expect-
ations”. There are two major aspects of communicating with the press about BCI that are
directly relevant to the topic of informed consent.
First, there is the general issue of the (un)certainty of scientific knowledge. Research-
ers are thoroughly familiar with the vagaries of science, especially when it comes to recent
developments and the process of acquiring new insights. For the general public, however,
a ‘scientific finding’ is taken as a fact, as equivalent to ‘100% accuracy’ (Garrett and Bird,
2000). Explaining that certain statements for the moment do not go beyond being con-
jectures or hypotheses under investigation can be a long and arduous process. As every
teacher knows, most students take years to go from a ‘tell me how it is’ attitude to the cau-
tious questioning approach towards scientific findings that is characteristic of professional
researchers. Even worse, uncertainty is generally not what the larger public seeks or appre-
ciates about science (Bird, 2003). Although it is hardly possible to communicate effectively
about the nature of science in general while announcing one’s recent research findings, this
difference in perception of scientific certainty helps to emphasize that it is “extraordinar-
ily important that scientists avoid over-hyping the significance of their findings” (Garrett
and Bird, 2000, p.439). Rather, the accent should be put on the qualifications and limita-
tions concerning the results reported. In other words, it is important to actively resist the
temptation to go along with the public’s desire for certainty.
The second problem in communicating with the media that is challenging in its own
right, but that may also affect the process of acquiring informed consent arises due to the,
at times large, gap between currently feasible and potentially possible applications in the
medium or long term. Specifically the topic of mind reading (in connection to all kinds
of spectacular applications) is bound to attract attention from the media. It is not hard to
find headlines in media like BBC news and Science Daily such as ‘Paralysed man’s mind
is ‘read” (BBCNews, 2007; ScienceDaily, 2008), ‘Brain fingerprints under scrutiny’ (McCall,
2004), ‘Towards zero training for BCI’ (ScienceDaily, 2008), and ‘Brain sensor for market
research’ (Greene, 2007). Such reports mostly deal with future possibilities. This focus on
what might be achievable with BCI is not objectionable in itself. If no one would expect
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important progress within a reasonable amount of time, BCI would not be the fast grow-
ing field it is now. Also, in relation to BCI’s ethical implications, potentially problematic
developments need to be identified before they arise, so that they may be dealt with prop-
erly. Therefore it is logical that future expectations do play a role in ethical analyses and
in communication between scientists and journalists. The big question, of course, is what
constitute reasonable expectations concerning which point (nearby, distant) in the future.
It is precisely regarding these aspects that self-restraint and clarity are called for. When
talking to the press about BCI it, therefore, would be advisable to be extremely reluctant
to engage in speculations concerning anything beyond the near future (3-5 years or so) or
depending on breakthroughs that, at present, are not foreseeable.
The two problems indicated above are aggravated by the potential occurrence of mis-
understandings or inadequate renderings in the media of a scientist’s statements. As most
people who have been involved with media will know, it is not unusual that journalists
come with a specific story in mind that they would like to tell their audience. Even if this
is not the case, public media are generally more interested in what may be possible than
in reporting scientists’ scepticism and reservations. It can be quite difficult to avoid seeing
one’s words appear as part of an overall message that is not the scientist’s own. Avoiding
this danger is, to a significant extent, the scientist’s responsibility, as Dennett (2003, p.17)
has suggested: “We need to recognize that our words might be misunderstood, and that
we are, to some degree just as responsible for likely misunderstandings of what we say
as we are for the “proper” effects of our words. (...) Sometimes the likelihood of misun-
derstanding (or other misuse) of one’s true statements, and the anticipatable harm such
misunderstanding could propagate, will be so great that one had better shut up.”
However, such radical non-cooperation with the press can be undesirable for many dif-
ferent reasons, ranging from a sincerely felt general duty to inform the public to creating
well-timed publicity for research project proposals that need funding. As Rose (2003, p.310)
formulates it: “Researchers depend on grants for their work, and the higher the public vis-
ibility, the more likely one feels that one’s work is going to be noticed and the grant money
flow in (...) It is no good announcing anything less than a major breakthrough”. Still, a
responsible media strategy may consist in being as explicit as possible concerning the lim-
itations of scientific ‘certainty’ in general and the current boundaries of BCI in particular.
Restricting discussions of topics and illustrative cases to a short term future cannot guaran-
tee against misinterpretations or exaggerated headlines, but it may help in taming the more
extravagant claims or expectations of the media. For similar reasons, a certain amount of
self-restraint concerning catchy but too promising titles of publications in scientific journals
(or statements in them) is called for.
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5.6 Conclusion
To conclude, many practical ethical issues surround BCI in relation to both research and in-
tervention. Acquiring an ethically sound informed consent from a locked-in patient may be
challenging due to the high expectations of the patient, the difficulty in communicating and
the lack of alternatives. However, more attention to strict and standardized policies like
the ones suggested above could help to maximise the chance that patients get adequate
information, have maximal comprehension and voluntarily enter the study. Similarly, a
focus on the ethical issues regarding teamwork may help to achieve responsible function-
ing of everyone involved in BCI research. Prudence in what researchers communicate to
the public media and watchfulness concerning how what has been said gets represented,
would help to reduce unrealistic expectations. Research into BCI, as well as its applica-
tions in clinical settings, involves the exploration of a relatively new terrain, and is likely
to become more important in the near future. A growing attention for the practical ethical
challenges faced by scientists, clinicians, participants and patients is clearly called for.
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6. General discussion
6.1 Subjective accenting and BCI
6.1.1 Summary and conclusions
In the previous four chapters two EEG studies were presented on the topic of subjective
accenting. This process allows subjects to add perceptual salience to specific tones in a
sequence, tones that are objectively equal. The first study investigated whether subject-
ive accents, voluntarily imposed by subjects in 2-, 3-, and 4-beat patterns on an auditory
metronome, are detectable from 500 ms chunks of single-trial EEG by means of multivari-
ate machine learning methods. Results show this is possible with classification rates sig-
nificantly above chance level for perceived (70%) as well as for imagined (61%) accents.
Moreover, a method was described for cross-condition classification and it was shown that
this allows to classify imagery data with a classifier trained on perception data, and vice
versa, thus revealing similarity in brain responses of heard and imagined accents. These
results support the hypothesis of shared mechanisms in perception and imagery for audit-
ory processing (see also Schaefer, 2011), which had been demonstrated before in the visual
domain (Kosslyn et al., 1995). There is indeed a whole spectrum between pure top-down
and bottom-up auditory processing (like hallucination, speech perception errors, select-
ive listening) that indicates that listening is not a closed perceptual one-way module that
simply translates sound into mental representation (Bregman, 1990). It is rewarding that a
paradigm emerged for investigating these issues, and that the suggestion of shared mech-
anisms finds support in the observed brain responses for accents. The technique of cross-
condition classification not only seems promising in this respect but also in a practical sense
of experimental control: instructing a subject to listen is often much easier (for both the ex-
perimenter and the subject) than explaining how to imagine something.
The second EEG study elaborated on the decoding of subjective accenting from EEG
and investigated its feasibility for use in a BCI. Multiple algorithms were presented for
decoding sequences of accented and non-accented beats (i.e. several cycles of 2-, 3-, or 4-
beat patterns). Decoding performances of these algorithms were compared by means of
bit rate. The best scenario yielded an average bit rate of 4.4 bits/min over subjects, which
whilst not high for auditory BCIs does prove the in principle feasibility of the paradigm.
6.1.2 Limitations and implications
Results of chapters 2 and 3 should be interpreted in the light of the following limitations.
Both studies are based on a relatively small number of subjects (10). Also, it is unknown
i
i
“_thesis_a4” — 2014/10/1 — 11:51 — page 76 — #84 i
i
i
i
i
i
Chapter 6. General discussion
76
how the estimated BCI performances reported in chapter 3 will translate to a BCI based on
a subjective accenting paradigm in the real world. Performances are expected to decrease
slightly due to a bigger impact of non-stationarities in an online setting. Negative effects on
the EEG, and thus on BCI performance, are also to be expected from a less well-controlled
electrical environment (i.e. BCI outside a laboratory). As with any imagery study, it is
difficult to control for the actual mental task that subjects perform. However, using probe
tones it was assured that subjects were able to maintain an internal pattern of subjective
accenting to the end of each sequence.
It must also be mentioned that sequences of imagery trials were always preceded by
sequences of perception trials (see chapter 3, figure 3.1). The experimental design and data
handling did not leave room for any direct overlap of perception responses to imagery tri-
als, but there may have been unforeseen ways in which subjects benefitted from the leading
perception part. Any future BCI application will rely on the subject’s ability to voluntar-
ily initiate different imagery patterns, so further investigation is needed to determine the
importance of this leading perception part.
Chapters 2 and 3 have illustrated that subjective accents are detectable, from EEG, when
voluntarily imposed by subjects on a steady metronome. This result emphasizes that per-
ception is very much an active process (Huron, 2006), where the percept is a combination
of bottom-up (exogenous) input and top- down (endogenous) control. The difference in
EEG waveforms relating to subjectively accented versus non-accented beats could be inter-
preted as originating from top-down modulation of the perceptual process. Thus, this work
is also important to music cognition research, where the mechanism of top-down modula-
tion (also in processing of melody and harmony) is a central topic (see the key questions of
music research in section 1.3, point one).
One hypothesis for the kind of top-down processes taking place is that perception util-
izes a form of active tracking, building expectations for future development of sound pat-
terns based on sound patterns so far perceived. Imagery may make use of the same struc-
tural mechanisms which is detected in the EEG signal as a common response component.
Another hypothesis is that the process of imagery makes use of perceptual mechanisms
by injecting information in the processing pipeline to simulate the imagined input. In this
case the imagery can be seen as an endogenous substitute for the perception of exogen-
ous stimuli. The fact that some phenomena (clock illusion, hallucinations) have a very
life-like character, and that the resulting impression is hard to distinguish from a real per-
cept provides intuitively good reasons to investigate this hypothesis further. The results
presented in Chapters 2 and 3 can contribute to a better general understanding, and devel-
opment of novel paradigms to investigate the central question of “what actually is auditory
imagery?” (see the key questions of music research in section 1.3, point four).
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In general, the Machine Learning (ML) methods commonly used for BCI have also
proven to be a valuable tool for research in neuroscience. Such ML methods impose very
strict rules on data treatment (reducing the risk of over-fitting the data), while providing
great sensitivity to multivariate details in the data. Such pattern based analysis techniques
are already coming to the fore in fMRI analysis (O’Toole et al., 2007) and becoming increas-
ingly common in analysis of electrophysiological data.
Chapter 3 reported positive results on the feasibility of using subjective accents for a
BCI. While visual P300-based BCIs are at present the most popular and reliable BCI method,
some situations call for an alternative. For users with a visual impairment, or when the
visual modality is occupied by other tasks, an auditory BCI based on subjective accents
may provide a worthwhile alternative. The cross-condition classification method reported
in chapters 2 and 3, using perception data to train a classifier for decoding imagery data,
yields several implications for BCI. It is difficult to instruct imagery and control for what
subjects are actually imagining, and whether the mental strategy they use remains stable
over time. This is partly overcome when classifiers can be trained on perception data. An
extra advantage in the case of subjective accents is that the EEG signals corresponding to
perception are stronger, leading to a better quality of training data for the classifier. It may
well be possible to extend the same approach to other mental tasks used for BCI based on
imagined percepts.
6.1.3 Future direction of BCI
As a conclusion to this section on subjective accenting and BCI, I would like to share some
considerations in the form of recommendations for future BCI research
• BCI research has been quite slow to move beyond the ‘proof of concept’ stage. In the
first stage fundamental knowledge (e.g. that motor imagery activates motor cortex in
a measurable way) has been shown to be applicable, but often by only proving feas-
ibility of a working BCI for a few of the population of subjects in a lab environment.
Now the field is entering the stage of bringing these results into the real world. In
real-world situations it can become clear that the internal mechanisms of the brain
are not as simple or static as one may have hoped or as was implied by laboratory
studies . The brain functions as a whole and can hardly be studied by looking only at
a small part of it. Thus, studying a single brain response in isolation from other cog-
nitive processes may by itself never provide us with the knowledge needed for robust
real-life BCI applications. The P300 response for example is not at all static, but influ-
enced by fluctuating attention levels and memory processes (Hohnsbein et al., 1995;
Polich, 2007), to name only a few factors. This means we have to start modeling for
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instance attentional effects and perception effects, and use those to predict elements
of other responses (e.g. a P300) with which they interact.
• To be able to bring BCI out of the lab into the real world, the signal analysis meth-
ods also need careful examination. Many ‘proof-of-concept’ BCIs are constructed
with methods that are not suited to fast, fully automated, and online use, some-
times they even rely on manual removal of trials with artifacts or outliers. In the
real world, signal analysis methods can only use the data available so far and prefer-
ably use streamed (per sample) processing. Further, the analysis methods should be
robust against outliers and non-stationarities, and suited to the type of classifier used.
Ideally, artifacts should be automatically detected and where possible corrected for.
Development and standardization of such online methods would provide a founda-
tion to more online BCI. Large BCI research consortia like Tobi and BrainGain have
taken-up this challenge (Tobi, 2013; BrainGain, 2013; BrainStream, 2013; OpenVibe,
2013; BCILab, 2013). This may result in systems that allow a faster turn-over of neur-
oscience and BCI research, as results become available during or immediately after
an experiment.
• As was shown in chapter 2, research results can yield both fundamental insights and
potential practical applications. BCI is a great new tool for fundamental neuroscience
research (Jensen et al., 2011) and the interaction of fundamental and applied research
forms very fertile ground from which I foresee new insights to grow. In fact the
quite rigid distinction between fundamental and applied research seems almost more
an evolved cultural one, as understanding the underlying theory is the first step to
developing a practical application, and attempting to apply a theory can reveal its
shortcomings and initiate a new round of scientific hypothesis formation and testing.
• While it seems safe to focus research efforts on the mental tasks known to work for
BCI (e.g. P300 and motor imagery), a wider exploration of potential BCI paradigms
is needed. Many of the present problems with BCI, such as BCI-illiteracy and signal
non-stationarity, were identified from a very limited set of paradigms. Novel mental
tasks may not suffer from these problems (or do so to a lesser extent) or have ad-
vantages for certain users, such as gaze-independence. There is a whole wealth of
alternative mental activities (e.g. covert attention Bahramisharif et al., 2010) or signs
thereof in measured brain activity (e.g. phase coherence) waiting to be explored in
the context of BCI research.
• While striving for success with BCI, we have to ask ourselves what exactly we are
aiming for. Publication criteria are perhaps most easily met when aiming for high
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BCI performance for a few subjects. In the long run however, our focus should be
on a robust BCI accessible to many people (Wolpaw et al., 2002). It is not unlikely
that problems with inter-subject variability and non-stationarity in part have been
a consequence of our evaluation methods. When we are aiming too much for high
performance on a few subjects in lab settings, we may be losing real-world robustness
over subjects and over time.
• Rather than aiming for a BCI that works ‘out of the box’, we should exploit the brain’s
capability to learn and adapt for control over a new BCI. Real-time feedback from the
BCI is crucial for this process. Even with respect to the body, we are not capable of at-
taining control without feedback, as is illustrated by the fact that a person deprived of
propriocepsis in the legs is hardly capable of walking, even though the pathway from
brain to muscles is fully in tact (Sacks, 1985; Schalk, 2011). BCIs may even help tap
this potential, like the emerging approaches for rehabilitation after stroke (Severens,
2013).
I sincerely hope these considerations and recommendations can be of help to facilitate
the transition of BCI into valuable technology for society.
6.2 BCI and ethics
6.2.1 Summary and conclusions
Chapters 4 and 5 focused on ethical aspects of BCI. Chapter 4 discussed four case scen-
arios related to the application of BCI for users with disabilities and healthy users, inspired
by current experiences in various BCI laboratories, and extrapolating along those lines.
By identifying and disentangling ethical issues from these case scenarios, I hope to have
made the ethical debate on BCI accessible to a wide audience. This is important because
future success of both BCI research and commercial applications will rely to a substantial
degree on public acceptance of the technology. Issues typical to the field of BCI relate to
working with sensitive user groups, dealing with technological complexity and handling
multidisciplinary teams. I illustrated that where treatment and research interests conflict,
ethical concerns arise. Managing the expectations of this novel technology is also import-
ant on a variety of levels, varying from a single user and his/her legal representative in
contact with medical staff to the general public addressed via the media.
Chapter 5 elaborated on the ethical issues surrounding BCI and aspired to make connec-
tions to background knowledge in medical sciences and philosophy. Acquiring ethically
sound informed consent from a locked-in patient may be challenging due to the high ex-
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pectations of the patient, the difficulty in communicating and the lack of alternatives. How-
ever, more attention to strict and standardized policies could help to increase the chance
that patients receive adequate information, have maximal comprehension and voluntarily
as well as knowingly enter the study. Similarly, a focus on the ethical issues regarding team-
work may help to achieve responsible functioning of everyone involved in BCI research.
Prudence in communication with the public media would help to reduce unrealistic ex-
pectations. Given the current rate of progress and potential impact of BCI in both clinical
settings and for healthy users, more attention for the practical ethical challenges faced by
scientists, clinicians, participants and patients is called for.
6.2.2 Implications and future direction
In relation to both chapters on ethics, I would first like to emphasize the value of first-hand
experience with BCI research when studying ethics, and would encourage young scientists
to take interest in the philosophical aspects of the research they are doing. I believe this is
of great importance to society, as researchers are best placed to communicate to the public
about the nature and implications of their work. With chapter 4 I hope to have made the
ethical debate surrounding BCI more accessible, and I look forward to the involvement of
a wider audience on the topics discussed. Furthermore, I hope that both chapter 4 and 5
provide useful insights and recommendations that current BCI researchers, developers and
clinicians can keep in mind, while working on the BCIs of the future.
Although an ethical debate is valuable in itself, a strong point can be made when the
debate is combined with a more elaborate empirical foundation. The following paragraphs
provide suggestions for a practical approach to obtaining such an empirical foundation,
focusing on some of the key topics from chapters 4 and 5.
• Shared moral responsibility in multidisciplinary teams and technological complexity: The
key here is to find out to what level different members (e.g. everyone from the doc-
tor or experimenter directly involved with a patient or subject to the programmer
who provided parts of the experimental software) of a multidisciplinary BCI team are
aware of ethical issues and their moral responsibility in the work of their group. With
a questionnaire (see e.g. Nijboer et al., 2011) awareness could be investigated, and
information obtained on relevant procedures. Questions should be included along
the lines of: who informs the subject? What information is exactly provided to the
subject? Who is held morally responsible throughout intervention or an experiment?
Is this a single person or is responsibility distributed? Did events occur in the past
that required moral judgments? If so, how was this handled, and by whom?
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• Public expectation and (mis)conceptions: A good approach here would be to organ-
ize a public discussion between experts (from both research and industry), potential
users and a wider audience. Before and after the discussion takes place conceptions
and expectations about BCI of both the audience and potential users could be meas-
ured by means of a questionnaire or short interviews. This allows us to observe
(mis)conceptions and unrealistic expectations, as well as the impact of the discus-
sion. Any misconceptions and unrealistic expectations persisting after the discussion
will be very informative to the experts, and provide them feedback on their way of
communicating. Another interesting topic would be to find out which ethical issues
mainly determine public (non-)acceptance of BCI technology.
• Conflicts between research and therapeutic interest: A wealth of information could be
obtained from independent observation of present BCI research and interventions.
An independent scientist could investigate interests and expectations of all parties
involved, allowing conflicts of interests to become crystal clear. Moreover, it would
be interesting to observe how such conflicts are dealt with, if they occur. Another
approach, especially relevant to (near-)future applications, would be to make use of
fictive BCI scenarios including conflicts of interest and ask researchers, clinicians and
potential users for their moral judgments regarding these scenarios. This should help
identifying situations that require extra attention.
With the increasing potential and use of BCI for society, ethical issues will become more
prominent to the general public. Current and future development in the area of cognitive
enhancement may raise additional ethical concerns, and when such technologies become
more widely used, attention to the legal aspects is also required. An appropriate answer
needs to be found to questions such as: Can a person be held legally responsible for harm
done to another person by his or her malfunctioning BCI or cognitive enhancement (e.g.
Haselager, 2013)? Can an employer require employees to use cognitive enhancements to
increase productivity? What about competition arising between employees willing, and
those unwilling to use cognitive enhancements? Such questions encourage continuing in-
volvement of ethicists with this topic, closely following on future developments.
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"Want men kan niet vroeg genoeg leren dat we ons,
als we prijs stellen op wat vreugd in dit leven,
nu eenmaal moeten behelpen met de werkelijkheid."
S. Carmiggelt, Duiven Melken, 1955
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Brief summary
Most people are familiar with the experience of ‘having a song in one’s head’, they ’hear’
the song (or parts of it) internally and are fully aware that the song is not audible in the
outside world. This form of musical activity is known as auditory imagery. For this thesis,
research was done on ‘subjective accenting’. This is a slightly different form of auditory
imagery, where there are sounds in the outside world presented to a person, but the person
subjectively changes the way the sounds are perceived by imagining emphasis (accents) on
some of them. The aim of the research in this thesis was to gain fundamental insights in
‘subjective accenting’, as well as to investigate the potential for practical application of this
knowledge in a brain-computer interface (BCI). BCI is a technique that allows devices to be
controlled by signals from the brain. For this to work, one has to select a mental task that,
when performed by a user, generates such a unique and strong activation of the brain that
it can be detected reliably and automatically (by a computer program) in measurements
of brain activity over a short period of time. Once a specific mental task can be detected,
it can be coupled to execution of commands on a computer, or actions of a device, thus
forming a brain-computer or brain-machine interface. BCI potentially serves a multitude
of applications, varying from entertainment (control of games) to assistive technology (e.g.
hands-free control of a tv or telephone). This thesis can be divided into two main sections,
both with a different angle to brain-computer interfacing.
The first section focuses on investigation of a novel musical paradigm for BCI, using
the mental task of subjective accenting. While users are listening to a series of identical and
regular pulse sounds, they are asked to imagine a stronger emphasis (or accent) on some
of these pulses, such that they subjectively turn the series of pulses into a 2-, 3-, or 4-beat
meter. While subjects were performing this mental task, also known as subjective accenting,
their brain activity was measured with electro-encephalography (EEG). Chapter 1 provides
an introduction to music cognition, brain-computer interfacing and ethics of BCI, comple-
mented by a brief overview of previous scientific work in these areas, as well as motivation
and background for the remaining chapters. Chapter 2 describes a study on the detectab-
ility of subjective accenting in EEG, and the neurophysiological relationship between EEG
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observations during perception and imagery of accents. Results show that single-trial clas-
sification of subjectively accented and non-accented beats was successful with an average
accuracy of 61%, meaning that subjective accenting (or imagined accents) can be detected
from the EEG. Aided by principal component analysis and single-trial cross-condition clas-
sification, shared information in the EEG was revealed between perceived and imagined
accents. This finding supports the idea that the brain uses shared mechanisms for audit-
ory perception and imagery. Chapter 3 describes a study investigating whether subjective
accenting is a feasible paradigm for BCI and how its time-structured nature can be ex-
ploited for optimal decoding from EEG data. Several sequence classification approaches
are presented and evaluated on their ability to decode the cyclic sequences of subjectively
accented and non-accented beats that occur in a 2-, 3-, and 4-beat meter. Classification per-
formances were compared by means of bit rate. The best scenario yielded an average bit
rate of 4.4 bits/min over ten subjects. This means that in principle a BCI driven by the
mental task of subjective accenting is possible.
The second section of the thesis approaches brain-computer interfacing from an ethical
perspective, considering present and future use of BCI, how BCIs could impact society,
and what ethical issues may arise. Issues typical to the field of BCI relate to working with
sensitive user groups, dealing with technological complexity and handling multidisciplin-
ary teams. Ethical issues arise where there is a conflict of treatment and research interests.
Managing the personal and public expectations of BCI is also important. Chapter 4 de-
scribes several case scenarios of BCI use, inspired by current experiences in BCI laborat-
ories. With the help of the case scenarios, and a discussion group of BCI experts, ethical
issues were identified and disentangled, thus making the debate of ethical issues in BCI
accessible to a wider audience. Chapter 5 further elaborates on the ethical issues in BCI,
and discusses topics like ‘locked-in syndrome’, ‘informed consent’, ‘shared moral respons-
ibility in teams’, and ‘media hypes’ against background knowledge from philosophy and
medical sciences.
In the last chapter all results are discussed and recommendations are outlined for future
directions of brain-computer interfacing research. The main conclusion of this thesis is that
subjective accenting is detectable for individual beats in EEG measurement of brain-activity.
2-, 3- and 4-beat sequences of subjectively accented and non-accented beats can be automat-
ically decoded in a way that makes brain-computer interfacing possible, although further
research is required to achieve real-life applications with this novel paradigm. Further-
more, evidence was found for the presence of shared mechanisms in the brain for auditory
perception and imagery. The unique nature of BCI brings forward a range of ethical issues.
With the discussion of these ethical issues, I hope to have provided useful insights and re-
commendations for current BCI researchers, developers and clinicians, as well as having
i
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made the ethical debate surrounding BCI more accessible to a wider audience.
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Korte samenvatting
De meeste mensen weten hoe het is om een ‘liedje in het hoofd’ te hebben, ze ‘horen’ dan
het liedje (of een deel ervan) intern en zijn zich er volledig van bewust dat het in de buiten-
wereld niet te horen is. Deze vorm van muzikale activiteit wordt auditieve voorstelling of
inbeelding genoemd. Voor dit proefschrift is er onderzoek gedaan naar ‘subjectief accen-
tueren’. Dit is een variant van auditieve inbeelding, waarbij er wel geluiden vanuit de bui-
tenwereld aan iemand worden aangeboden, maar waarbij diegene de subjectieve beleving
van deze geluiden beïnvloedt door zich op sommige van de geluiden een klemtoon (accent)
voor te stellen. Het doel van het onderzoek in dit proefschrift was om fundamentele inzich-
ten te krijgen in ‘subjectief accentueren’, en om te onderzoeken hoe deze kennis praktisch
toegepast kan worden in een brain-computer interface (BCI). BCI is een techniek die het
mogelijk maakt om apparaten te bedienen met signalen uit de hersenen. Hiervoor wordt
een mentale taak geselecteerd die, wanneer deze wordt uitgevoerd door een gebruiker, zo’n
sterke en unieke activiteit in de hersenen teweeg brengt dat deze activiteit betrouwbaar en
automatisch (door een computer) herkend kan worden in korte opnames van hersenacti-
viteit. Wanneer een specifieke mentale taak op deze manier herkend is, kan hiervan de
koppeling gelegd worden met het uitvoeren van taken op een computer of de bediening
van een apparaat. Op deze manier komt de brain-computer of brain-machine interface
tot stand. Met BCI is een grote diversiteit aan toepassingen mogelijk, van entertainment
(besturing van games) tot ondersteunende technologie (bijv. hands-free bediening van een
tv of telefoon). Dit proefschrift bestaat uit twee gedeeltes van waaruit met verschillende
invalshoeken naar brain-computer interfacing wordt gekeken.
In het eerste deel wordt een nieuw muzikaal paradigma voor BCI onderzocht, waarin
subjectief accentueren als mentale taak gebruikt wordt. Deelnemers luisteren hiervoor naar
een serie identieke en regelmatige puls geluiden, terwijl hen wordt gevraagd zich een ster-
kere klemtoon (accent) voor te stellen op sommige van deze pulsen, op zo’n manier dat de
serie pulsen subjectief verandert in een 2-, 3-, of 4-kwartsmaat. Terwijl deelnemers deze
mentale taak, namelijk subjectief accentueren, uitvoerden, werd hun hersenactiviteit geregi-
streerd middels electroencephalografie (EEG). Hoofdstuk 1 biedt een introductie tot mu-
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ziek cognitie, brain-computer interfacing en de ethiek van BCI, aangevuld met een kort
overzicht van eerder wetenschappelijk werk op deze gebieden, alsmede de motivatie en
achtergrond voor de opvolgende hoofdstukken. Hoofdstuk 2 bevat een studie naar de de-
tecteerbaarheid van subjectief accentueren in het EEG, en de neurofysiologische relatie tussen
de EEG observaties tijdens perceptie en voorstelling van accenten. De resultaten hiervan
laten succesvolle classificatie van accenten en niet-accenten zien op basis van een enkele
waarneming, met een gemiddelde betrouwbaarheid van 61%. Dit betekent dat subjectief ac-
centueren (of voorgestelde accenten) uit het EEG gedetecteerd kan worden. Met behulp van
principal component analysis (eigenwaarde decompositie), en kruis-conditie classificatie op
basis van een enkele waarneming, werd het mogelijk om gedeelde informatie in het EEG te
identificeren tussen waargenomen en voorgestelde accenten. Deze bevinding ondersteunt
het idee dat de hersenen gedeelde mechanismen gebruiken voor auditieve perceptie en
voorstelling. Hoofstuk 3 bevat een studie waarin wordt onderzocht of subjectief accen-
tueren een realiseerbaar paradigma voor BCI is, en hoe de inherente tijdsstructuur geëx-
ploiteerd kan worden voor optimale decodering uit het EEG. Verschillende benaderingen
worden gepresenteerd voor de classificatie van sequenties, en geëvalueerd naar hun ver-
mogen om de cyclische sequenties van subjectieve accenten en niet-accenten, die inherent
zijn aan 2-, 3-, en 4-kwartsmaten, te decoderen. Classificatie resultaten werden onderling
vergeleken met behulp van bitsnelheid. Het beste scenario leidde tot een gemiddelde bit-
snelheid van 4.4 bits/min over tien deelnemers. Dat betekent dat een BCI op basis van
subjectief accentueren in principe mogelijk is.
Het tweede deel van dit proefschrift benadert brain-computer interfacing vanuit een
ethisch perspectief, waarbij de huidige stand van zake en toekomstig gebruik van BCI be-
schouwd worden, wat voor impact BCIs op de samenleving zouden kunnen hebben, en
welke ethische bezwaren zich daarbij kunnen voordoen. Bezwaren die specifiek zijn voor
het veld van BCI zijn gerelateerd aan het werken met kwetsbare groepen gebruikers, de
omgang met technologische complexiteit en multidisciplinaire teams. Ethische bezwaren
doen zich voor in geval van belangenverstrengeling tussen behandelings- en onderzoeks-
doelen. Ook is het beheren van persoonlijke en publieke verwachtingen van belang. In
hoofdstuk 4 wordt een aantal voorbeeld scenario’s geschetst, geënt op huidige ervaringen
uit BCI laboratoria. Aan de hand van deze scenario’s, en met hulp van een discussiegroep
van BCI experts, werden ethische kwesties ontrafeld en ontleed. Met deze aanpak wordt
het debat over ethische kwesties in BCI toegankelijk voor een breder publiek. Hoofdstuk
5 gaat dieper in op ethische kwesties in BCI, en belicht onderwerpen als ‘locked-in syn-
droom’, ‘geïnformeerde toestemmingsverklaring’, ‘gedeelde morele verantwoordelijkheid
in teams’, en ‘media hypes’ tegen achtergrondkennis uit de filosofie en medische weten-
schappen.
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In het laatste hoofdstuk worden alle resultaten besproken en worden er aanbevelingen
geformuleerd voor toekomstige richtingen van het brain-computer interface onderzoek.
De belangrijkste conclusie van dit proefschrift is dat de hersenactiviteit bij subjectief ac-
centueren in het EEG herkend kan worden op basis van een enkele waarneming. 2-, 3-,
en 4-kwartsmaatsequenties van subjectieve accenten en niet-accenten kunnen automatisch
gedecodeerd worden op zo’n manier dat brain-computer interfacing mogelijk is, hoewel
verder onderzoek nodig is om toepassing van dit nieuwe paradigma in het dagelijks leven
te realiseren. Daarnaast werd bewijs gevonden voor de aanwezigheid van gedeelde me-
chanismen in de hersenen voor auditieve perceptie en voorstelling. De unieke kenmerken
van BCI brengen ook een aantal ethische kwesties met zich mee. Met het behandelen van
deze ethische kwesties hoop ik te hebben voorzien in zinvolle inzichten en aanbevelingen
voor huidige BCI onderzoekers, ontwikkelaars en clinici, en hoop ik dat het ethische debat
rondom BCI voor een breder publiek toegankelijk is geworden.
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