We develop the di erential geometric and geometric analytic studies of Hamiltonian systems. Key ingredients are the curvature operator, the weighted Laplacian, and the associated Riccati equation. We prove appropriate generalizations of the Bochner-Weitzenböck formula and Laplacian comparison theorem, and study the heat ow.
Introduction
The aim of this article is to apply the recently developed technique in Finsler geometry to the study of Hamiltonian systems. A Finsler manifold carries a (Minkowski) norm on each tangent space. Although Finsler manifolds form a much wider class than Riemannian manifolds, the notion of curvature makes sense and we can consider various comparison theorems similarly to the Riemannian case (see, e.g., [54] ). Especially, the weighted Ricci curvature introduced by the author [41] has fruitful applications including the curvature-dimension condition ( [41] ), Laplacian comparison theorem for the natural nonlinear Laplacian ( [44] ), Bochner-Weitzenböck formula and gradient estimates ( [46] ), and generalizations of the CheegerGromoll splitting theorem ( [43] ). To be precise, the weighted Ricci curvature is de ned for a pair consisting of a Finsler manifold and a measure on it, and our Laplacian depends on the choice of the measure (see Subsections 2.3, 4.1 for details).
Then, it is natural to expect that the theory of curvature can be applied beyond Finsler manifolds, and a class of manifolds M endowed with Lagragians L or, equivalently, Hamiltonians H is a natural choice. In fact, on the one hand, we know that Agrachev and Gamkrelidze [3] (see also [2] ) have developed the theory of curvature operator for Hamiltonian systems in connection with optimal control theory (see [1] for a dynamical application). On the other hand, optimal transport theory (which is related to the curvature-dimension condition) for Lagrangian cost functions has been well investigated ( [13] , [19] , [58] ). Furthermore, Lee [31] recently showed a Riccati equation (see also [4] , [5] , [32] for the sub-Riemannian case) as well as convexity estimates for entropy functionals along smooth optimal transports for general (time-dependent) Hamiltonian systems, by means of the curvature operator. His uni ed approach recovers both the curvature-dimension condition (CD(K, ∞) and CD( , N) to be precise) for Riemannian or Finsler manifolds and various monotonicity formulas along ows in Riemannian metrics related to the Ricci ow.
Our Hamiltonian will always be time-independent and non-negative. Compared with the Finsler situation, the lack of the homogeneity causes many di culties, for example, we need to take care of the di erence between the Lagrangian and the Hamiltonian (they coincide as functions via the Legendre transform in the Finsler case). Nevertheless, by combining the Riccati equation and the technique in the Finsler case, we prove Shin-ichi Ohta: Department of Mathematics, Kyoto University, Kyoto 606-8502, Japan, E-mail: sohta@math.kyoto-u.ac.jp the Bochner-Weitzenböck formula (Theorem 4.4) and Laplacian comparison theorem (Theorem 6.2). We also obtain functional inequalities from the convexity of the relative entropy (Theorem 7.6). In these results, we use the weighted Ricci curvature derived from the curvature operator as well as the Laplacian ∆
Preliminaries
Throughout the article, let M be a connected C ∞ -manifold of dimension n ≥ without boundary. 
. Lagrangians
We consider only time-independent (autonomous) Lagrangians for simplicity. General time-dependent Lagrangians can be treated similarly to a great extent (see [3] , [2] , [31] ).
(3) (Strong convexity) For any x ∈ M, L has the positive-de nite Hessian at every v ∈ TxM \ { } (with respect to an arbitrary linear coordinate of TxM).
Note that the strong convexity implies L > on TM \ TM and that the super-linearity (2) follows from (1) and ( To be precise, η is either a constant curve or a C ∞ -curve withη ≠ . Thus η is always C ∞ and (2.1) makes sense (note that L x i ( ) = since L| TM ≡ ). Given any v ∈ TM, there is a unique action-minimizing curve ηv : (−ε, ε) −→ M withηv( ) = v for su ciently small ε > . We say that (M, L) is forward complete (resp. complete) if ηv is extended to the action-minimizing curve ηv :
Let us summarize some fundamental remarks on the di erence from the Riemannian or Finsler case, caused by the non-homogeneity of L (see also Remark 2.3 below). (b) An action-minimizing curve η does not necessarily have a constant speed (i.e., L(η) may not be constant). This is one of the reasons why the Hamiltonian (which is constant along the Hamiltonian ow) ts better to our consideration.
(c) The strong convexity does not imply the uniform (strict) convexity of L even in a single tangent space TxM. For instance, for f (t) = |t| p on R with p ∈ ( , ∞), we have lim t→∞ f (t) = if p < and lim t↓ f ( ) = if p > . This is one of the major di erences from the Finsler setting, in which the uniform convexity and smoothness are used in various analytic and geometric estimates (see [44, Sections 2, 3] , [40] ).
. Hamiltonians
Let L be a Lagrangian as in De nition 2.1. The associated Hamiltonian is given by
Choosing v = ensures that H ≥ as well as H|
). The Hamiltonian is preserved along Φ t , namely H(Φ t (α)) = H(α) for all t A C ∞ -curve η solves the Euler-Lagrange equation (2.1) if and only if τ(η) veri es Φ t (τ(η( ))) = τ(η(t)).
That is to say, the Hamiltonian ow coincides with the ow on TM generated from the Euler-Lagrange equation via the Legendre transform. Thus the forward completeness (resp. completeness) of L is equivalent to that of Φ t , namely the existence of (Φ t ) t≥ (resp. (Φ t ) t∈R ) on whole T * M.
Let us denote by
.
Finsler manifolds
This subsection is devoted to a concise review on the special class of Finsler manifolds, where we have a clearer understanding of curvature and heat ow. We refer to [12] and [55] for basics of Finsler geometry.
De nition 2.4 (Finsler structures). We say that a function
it satis es the following:
is positive-de nite.
We do not assume the absolute homogeneity F(−v) = F(v) in general. Thanks to the positive homogeneity, the Lagrangian L F := F / and the corresponding Hamiltonian H F for instance satisfy
Euler's theorem on homogeneous functions is a key tool (see [12, In the Finsler world, corresponding to the sectional curvature of Riemannian manifolds is the ag curvature K(v, w) for linearly independent vectors v, w ∈ TxM. We remark that, di erent from the Riemannian case, K(v, w) depends not only on the plane v ∧ w spanned by v and w (the ag), but also on the choice of v in it (the agpole).
We know a useful interpretation of the ag curvature, due to Shen ([55, §6.2]), as follows. Fix v ∈ TxM \ { } and extend it to a C ∞ -vector eld V on a neighborhood U of x (i.e., V(x) = v) in such a way that all integral curves of V are geodesic (this is always possible, whereas the choice of V is not unique). By the strong convexity, V induces the Riemannian structure g V on U via (2.4) as
Then, for w ∈ TxM which is not co-linear with v, the sectional curvature of v ∧ w with respect to g V coincides with K(v, w) (independent of the choice of V 
As the limits, de ne
We also set Ric
It is easily seen that Ric N with N < ∞ was introduced by Qian (see [11] , [50] ). n > −∞ (see [42] ). This means that there is no nice reference measure in general, so that it is natural to start from an arbitrary measure.
It was demonstrated in [41] [16] , [51] , [56] , [57] , [33] , [34] ), and has many analytic and geometric applications via the general theory of curvature-dimension condition (developed in [56] , [57] , [33] , [34] , [58] ).
Moreover, the Laplacian and heat ow on (M, F, m) (both are nonlinear except for the Riemannian case) were studied in [44] , [45] and [46] , where we have shown the Bochner-Weitzenböck formula and the Bakry-Émery and Li-Yau gradient estimates among others. See also [43] for a further application to generalizations of the Cheeger-Gromoll splitting theorem.
Curvature for Hamiltonians
In [3] , Agrachev and Gamkrelidze introduced the curvature operator for Hamiltonian systems. We recall their de nition along the line of [31] (see also [30] ). Although our Lagrangian is assumed to be time-independent and non-negative, the original de nition is concerned with general time-dependent Lagrangians.
Remark 3.1. According to [7] , the construction of curvature in [3] is equivalent to those in the independent works [25] and [20] (see also Acknowledgment in the preprint version arXiv:1205.1442v6 of [31] ). We refer to [7] and the references therein for details and some other related works.
Fix α ∈ T * x M \ { } and put α(t) := Φ t (α) for t ∈ (−ε, ε) throughout this section. For each t ∈ (−ε, ε), let us consider 
Hence the horizontal part ofė is − n i,j= ξ j Hα i αj (α)∂ x i and we obtain the claim. Proof. This follows from ω(e i , e j ) = (since e i ∈ Vα) and
De nition 3.4 (Canonical frames). If a family of smooth curves e
Hence J t α is a Lagrangian subspace of Tα(T * M) with respect to ω. The next lemma yields the uniqueness of a canonical frame up to an orthogonal transformation. 
where we used Lemma 3.5 and O T is the transpose of O. It also follows from Lemma 3.5 that
ThereforeȮ t ≡ and O = O is our desired matrix.
De nition 3.7 (Curvature operator). For each
Note that R t α is a linear operator and is independent of the choice of the canonical frame (e t i ) n i= thanks to Lemma 3.6. In Appendix A.2, we explicitly calculate the curvature operator in coordinates along [31] . The following property of R t α shows that the de nition of R t α can be reduced to the case of t = .
Lemma 3.8. (see [31, (25) 
Proof. Fix t and observe thatẽ
gives a canonical frame along α(t + s). Thus we obtain
Lemma 3.9. The curvature operator R t α is symmetric in the sense that
for all i, j and t.
Proof. By Lemma 3.8, it su ces to see the claim at t = . We deduce from Lemma 3.5 that ω(e
De nition 3.10 (Ricci curvature). De ne the Ricci curvature Ric H (α) ∈ R as the trace of R α : Vα −→ Vα with respect to the inner product ·, · α given in Lemma 3.2. We also set Ric
We remark that setting Ric H ( ) = is reasonable since then α is constant. The weighted version can be introduced similarly to the Finsler case as follows (recall De nition 2.5).
De nition 3.11 (Weighted Ricci curvature)
. We x a positive C ∞ -measure m on M. Along the action-minimizing
where volη is the volume form of
for N ∈ (n, ∞), and
Laplacian
In this section, we introduce the natural nonlinear Laplacian ∆ H m associated with the Hamiltonian H and the reference measure m on M in a similar way to the Finsler case (see [44] ). It will turn out that ∆ H m coincides with the Laplacian ∆ H studied in [31] (see also [5] for the sub-Riemannian case) up to a di erence depending on m.
. Gradient vectors, Laplacian and Hessian
For a di erentiable function u on M, we call
For an open set U ⊂ M, we will use two types of Sobolev spaces:
Clearly they coincide in the Riemannian or Finsler case. We also introduce H loc (U; L) and H loc (U; H) similarly. 
Note that the right-hand side is well-de ned since
If V is di erentiable, then we can write down in coordinates as
Note that our Laplacian is a negative operator in the sense that
and equality holds if and only if u is constant. We remark that, even if u ∈ C ∞ (M), ∇u may not be di erentiable at points where ∇u vanishes (Remark 2.3(a)). On the set where ∇u ≠ , we can calculate
The Laplacian studied in [31] can be regarded as an unweighted version of ∆ H m . Let us recall the de nition in [31, §4] 
(which is a Lagrangian subspace with respect to ω). We x x ∈ M with dux ≠ and shall identify Px with the graph of a linear map via a canonical frame (e t i ) n i= along α(t) := Φ t (dux). To be precise, we decompose as
and is independent of the choice of a canonical frame by Lemma 3.6. Choose a coordinate around x such that Hα i αj (dux) = δ ij for all i, j, and take the canonical frame (e 
so that Px is the graph of the linear map sending
The negative of this map is called the Hessian Hess H u(x) : H dux −→ V dux of u at x, and its trace
with respect to the canonical frame is called the Laplacian in [31] .
To compare ∆ H m u with ∆ H u, similarly to De nition 3.11, let us decompose m along the action-minimizing
Then we observe from (4.1) that, since 
where g ij (∇u(x)) = δ ij is still assumed. We calculate by using the notations in [46] 
where (g ij (du)) is the inverse matrix of (g ij (∇u)). It follows from the homogeneity that
Moreover, sinceη( ) = ∇u(x), we have
Consequently, the geodesic equationη
Compare this with (4.2).
. Energy and harmonic functions
Let U ⊂ M be an open set. De ne the energy functional EU : H loc (U; H) −→ [ , ∞] by E U (u) := U H(du) dm.
Lemma 4.2. The energy functional E U is lower semi-continuous on L (U; m). Namely, for any sequence
Proof. Given ε > , let W ⊂ U be a compact set such that E W (u) ≥ E U (u) − ε (including the case where both energies are in nite). We cover W with nitely many, mutually disjoint open sets {U k } (up to an m-negligible set) such that each U k is di eomorphic to the unit ball in R n . Then Serrin's classical theorem ( [53] , see also [21] ) is applicable on each U k to obtain
We complete the proof by letting ε → . 
Similarly, u ∈ H loc (U; H) ∩ H loc (U; L) is weakly harmonic on U if and only if, for any relatively compact open set
Proof. The convexity of H yields that, for any t ∈ ( , ),
Hence the dominated convergence theorem implies that
which completes the proof of the both assertions.
Note that u ∈ H (U; H) was necessary to ensure E U (u) < ∞, while u ∈ H loc (U; L) was used to make ∆
. Riccati equation
In [31, §4] , Lee showed a Riccati type equation with respect to the Laplacian ∆ H in (4.3) (see also [4] , [5] and [32] for the sub-Riemannian case). We repeat his argument for completeness, and derive a generalization of the Bochner-Weitzenböck formula along the line of [46] in the next subsection.
Let u ∈ C ∞ (M) and x x ∈ M with dux ≠ . On a small neighborhood U of x on which du ≠ , let us consider the solution (u t ) t∈(−ε,ε) ⊂ C ∞ (U) to the Hamilton-Jacobi equation
A geometric (or dynamical) meaning of (4.5) is that, for each y ∈ U,
holds (as far as T t (y) ∈ U), where t −→ T t (y) is the action-minimizing curve with ∂ t [T t (y)]| t= = ∇u(y). Put η(t) := T t (x) and let (e gives a canonical frame along α(τ + t) (similarly to the proof of Lemma 3.8). We write down the map
where A(t) = (A ij (t)) and B(t) = (B ij (t)) are (n × n)-matrices. Applying dΦ t yields
(4.8)
On the one hand, sinceẽ
On the other hand, di erentiating (4.6) at 
B(t) = −A(t),Ȧ(t) = B(t)R(t).
We consequently obtain the matrix Riccati equation ([31, (31) 
where · HS(dut) denotes the Hilbert-Schmidt norm with respect to a canonical frame along α(t) = (du t ) η(t) .
. Bochner-Weitzenböck formula
Taking the reference measure m into account, we readily observe from (4.10) and (4.4) that
From this, similarly to the Finsler case, one can derive the Bochner-Weitzenböck formula.
Theorem 4.4 (Bochner-Weitzenböck formula). Let u ∈ C ∞ (M). At any x ∈ M with dux ≠ , we have
for N ∈ [n, ∞), where
Proof. Calculate the rst term in (4.11) at t = as
Then (4.12) follows fromη( ) = ∇u(x) and (4.5) since
One can derive (4.13) from (4.12) in a standard way with the help of (4. [43] , [59] , [61] for further applications). In these proofs, however, we were essentially indebted to the homogeneity of the Finsler metric (Euler's theorem [46, Theorem 2.2] to be precise) and it is unclear whether these gradient estimates can be generalized to general Hamiltonians.
Examples
This section is devoted to discussing several examples of Hamiltonians and calculating the curvature and Laplacian of them.
. Finsler Hamiltonians
Let (M, F) be a Finsler manifold as in Subsection 2.3. 
. Natural mechanical Hamiltonians
Let (M, g) be a Riemannian manifold and Z ∈ C ∞ (M).
Example 5.2 (Agrachev). The natural mechanical Hamiltonian
by identifying Vα on the LHS and TxM on the RHS as in Example 5.1, where τ * is the Legendre transform common to H g and H. In particular, we have Ric
We remark that H is allowed to be negative since it is C ∞ on whole T * M. Since Z is constant on each TxM, we 
We used Hα i αj α k ≡ in the rst equality. This yields ( Thus we nd from (4.1) that, for (u t ) and (ũ t ) as above,
We used Euler's theorem in the last line. Hence we have, by comparing (4.11) for H g and H, 
One can see this also by calculating (4.1). The calculation of the curvature is a little more involved, for that we go back to the de nition of the curvature operator. The following proposition shows that the ratio of Ric H (α) to Ric F (τ * F (α)) depends only on F * (α) and h. 
Proposition 5.3. Let H(α) = h(F * (α)) be as above. Then we have
Proof. 
Hence
give a canonical frame along α(t) with respect to H. Now we have
and similarly R For instance, if h(t) = (at) / with some a > , then we have
When we deform the Lagrangian as L(v) := h(F(v)) instead of the Hamiltonian, we observe from
and
Since the functionh(t) := t(h ) − (t)− h •(h ) − (t) is convex (note thath = (h ) − ) and satis esh( ) =h ( ) = , we can apply Proposition 5.3 and obtain
. Homogeneous deformations of Finsler Hamiltonians
Let (M, F) be a Finsler manifold again. One of the most important examples of convex deformations of F * is the p-homogeneous deformation: 
The corresponding Lagrangian is
One can perform better analysis for ∆ Hp m thanks to the homogeneity, although we do not pursue that direction in this paper (except for Example 8.8, we refer to recent works [28] , [29] 
instead). Note also that Ric
Hp N (α) = F * (α) (p− ) Ric
Laplacian comparison theorem
We return to a general Hamiltonian H on M and show a generalization of the Laplacian comparison theorem associated with the weighted Ricci curvature Ric 
. Laplacian comparison
Observe thatũ = −K −ũ /N and lim t↓ s K,N (t) ũ(t) = . Then the desired inequality u ≤ũ follows from lim t↓ s K,N (t) u(t) = and the calculation (see [60, (3.10 
Finally, lim t↓ s K,N (t) u(t) = can be seen as follows. Choose a local coordinate (x i ) n i= of a small neighborhood U of z such that every action-minimizing curve σ with σ( ) = z and H(τ(σ)) ≡ c is represented as 
by decomposing ∆mdz into the radial and spherical directions from z. It is unclear if a similar improvement can be done for general Hamiltonians (see also the Bonnet-Myers type theorem of Agrachev and Gamkrelidze). The point is that u c z (η(t)) is not proportional to t since (u c z • η) (t) = c+L(η(t)) and L(η) is not necessarily constant. We also remark that even the stronger inequality (6.2) does not imply the curvature bound Ric [57, Remark 5.6 ] for a simple example, and [27] for a related work on the gap between the measure contraction property and the curvature-dimension condition in Heisenberg groups).
. Measure contraction property
A geometric counterpart to the Laplacian comparison is the measure contraction property (see [38] , [57, §5] for the precise de nition on metric measure spaces, and [4] , [32] for related works on sub-Riemannian manifolds). To state it, we x c > , z ∈ M, α ∈ T * z M and η : [ , Tα] −→ M as in Theorem 6.2, and take a local coordinate (
We also introduce ς : U −→ R by m = e ς dx · · · dx n . Then the measure contraction property we consider is that the ratio
is non-increasing in t. This is clearly equivalent to
Therefore the above measure contraction property is equivalent to the Laplacian comparison (6.1): 
Optimal transports and functional inequalities
In this section, we brie y recall some properties of optimal transports measured by Lagrangian cost functions. Then, assuming that the relative entropy is convex along all optimal transports, we obtain functional inequalities along the lines of [49] , [34] . See the comprehensive reference [58] for optimal transport theory. Let M be compact throughout the section for simplicity, and L be our Lagrangian. For later use, we x an auxiliary Riemannian metric g of M.
. Optimal transport theory Π(µ, ν) the set of all couplings of µ and ν, which is nonempty since the product measure µ × ν is clearly a coupling of µ and ν. Then the transport cost from µ to ν (measured by L) is de ned as
which is nite since M is compact. A coupling π ∈ Π(µ, ν) achieving the in mum in (7.1) is called an optimal coupling of µ and ν. Under mild assumptions, there exists a unique optimal coupling whose support is drawn as the graph of some map T : M −→ M (an optimal transport from µ to ν). This fundamental fact was rst shown for the canonical Lagrangian on Euclidean spaces by Brenier [14] , and extended to compact Riemannian manifolds by McCann [37] , and then to general Lagrangians on noncompact spaces by Bernard and Bu oni [13] , Fathi and Figalli [19] and Villani [58, Chapter 10] . 
gives a unique optimal coupling π = (id M ×T T ) µ of µ and ν, i.e., (T T ) µ = ν and
Denoted by f µ was the push-forward measure of µ by a map f . Note that [58, Theorem 10.28 
We have µ t m for every t ∈ ( , T) (see [58, Theorem 8.7] ). The semi-convexity of φ implies that φ is twice di erentiable µ-almost everywhere, so that T t is di erentiable µ-almost everywhere. Remark 7.2. Lagrangians are assumed to be C on whole TM at some places in [58] . However, it causes no problem because our Lagrangian fails to be C only on the zero section TM which is isolated in the EulerLagrange ow (recall the paragraph following De nition 2.1).
To state the change of variables (or the Jacobian equation) for the map T t , we de ne the Jacobian determinant of T t at x ∈ M with respect to m by 
If in addition ν m, then (7.2) holds also at t = T. 
respect to Hp for T > when (1) K = and p ∈ ( , ∞); or (2) K > and p ∈ ( , ); or (3) K < and p ∈ ( , ∞).
For u ∈ H (M; H), de ne 
where the convergencew → w is in L (M; m).
Proof. Take a sequence
and normalize it as
It follows from the convexity of E that lim inf
Thus we have, together with the de nition of |∇(−E)|(u),
The convexity of E also implies that, for any i, j ≥ , We excluded the case of |∇(−E)|(u) = since (8.1) does not necessarily hold with w = .
De nition 8.2 (Gradient vectors of −E). At u ∈ H (M; H) with < |∇(−E)|(u) < ∞, we de ne the gradient vector of −E by ∇(−E)(u) := w ∈ L (M; m), where w is given in Lemma 8.1. We also set
A gradient curve of E should be understood as a solution to ∂ t u = ∇(−E)(u). We explain how to formulate and construct it. Fix u ∈ H (M; H) and δ > . Denote by U δ (u ) ∈ H (M; H) the unique minimizer of the strictly convex, lower semi-continuous functional
Then, as k → ∞, the discrete approximation scheme ( 
With the help of (8.4) and (8.5), the same discussion as Lemma 8.1 (replacingŵ i and w i with u t+δ − u t and (u t+δ − u t )/δ, respectively) shows that
for all t > , i.e., ∂ t u t = ∇(−E)(u t ) in the weak sense. In addition, we obtain the following similarly to [39, Lemma 6.4 ].
Lemma 8.3.
(i) Fix arbitrary t > and put σ δ := U δ (u t ) by suppressing the dependence on t. Then we have
(ii) Moreover, dσ δ converges to du t as δ ↓ in the L -norm with respect to g. (ii) The strict convexity of H and (8.7) show that {dσ δ } δ> is a Cauchy sequence and converges to du t , i.e., lim δ↓ M |dσ δ − du t | g dm = .
(We remark that, however, M |dσ δ | g dm = ∞ may happen.)
We are ready to show the main result of the subsection. Due to technical di culties, we impose the following assumption: at almost every t > . 
. Gradient flow of the relative entropy
We next consider the gradient ow of the relative entropy Entm with respect to the Lagrangian cost function C L T introduced in Section 7. We will verify that such a ow is produced from weak solutions to the evolution equation ∂ t u = − divm(u∇[− log u]), (8.10) which is di erent from the heat equation ∂ t u = ∆ H m u due to the non-homogeneity of the gradient operator ∇. Let us begin with a discussion on how to de ne gradient ows. Our strategy follows the metric approach recently intensively studied by Ambrosio, Gigli, Savaré and others (see [8] ). Given a C -function f : M −→ R, the gradient ow of f with respect to L (or H) is introduced as the family of maps {G t } t≥ sending x to G t (x) = η(t), where η is the C -curve solvingη Then, it is natural to introduce the following metric de nition. for ν ∈ P(M) with Entm(ν) < ∞, where (νs) s∈[ ,T] runs over all optimal transports with ν = ν (possibly ν t ≡ ν, so that |d(− Entm)| H ≥ ).
De nition 8.5 (Gradient ow of Entm
We assume that Entm is K-convex in the sense of (7.3) for some K ∈ R and all T > , and shall show that, for a weak solution (ρ t ) t≥ to (8.10) with µ t := ρ t m ∈ P(M), the curve (µ t ) t≥ enjoys (8.12). For simplicity, suppose that the following condition is satis ed:
(C) ρ t is locally g-Lipschitz on ( , ∞)×M, lim r↓ dρ t+r = dρ t in the L -norm with respect to g and inf M ρ t > for every t > (then clearly Entm(µ t ) < ∞ for t > ).
