The exchange algorithm for handling models with intractable partition functions is combined with new methods for adaptive rejection sampling in order to allow Markov chain Monte Carlo methods to sample from the posterior of a new class of exponential family models: exponential of even degree polynomials. It is demonstrated that these models have intuitive properties and can be fit to multimodal univariate datasets. Possible computational benefits of the new approach are contrasted with latent variable methods.
INTRODUCTION
Exponential family models are one of the most prominent building blocks of graphical models because they enjoy a number of analytically convenient properties, perhaps most notably a sample of independent and identical random variables can be summarised with a sufficient statistic. However the use of exponential family models is restricted to a fairly narrow class of unimodal models, due to the need to have analytical expressions for the normalizing constant or partition function. When the partition function is not available in analytical form the model becomes 'doubly intractable' and conventional Markov chain Monte Carlo (MCMC) methods such as the Metropolis Hastings or Gibbs Sampler [1] cannot be used to sample from the posterior, and specialised methods are required. One such specialised method is the exchange algorithm [2] [3] which avoids the need to evaluate the partition function by drawing an independent sample directly from the model. In this paper we show that by combining recent developments with adaptive rejection sampling of complex univariate densities [4] with the exchange algorithm it is possible to greatly enrich the class of exponential families that can be used for inference.
The exponential family models enabled by this method include flexible multi-modal models without the need for latent data. It is also argued that the construction of a model from sufficient statistics has advantages both from the point of view of computation where sufficient statistics only need computed once, but also from the point of view of understanding the model. The developed method differs from latent variable models in that an extra Monte Carlo step is required for dealing with the intractable partition function rather than sampling the latent data.
Doubly intractable models are mostly considered in the signal processing community in the context of the Potts model e.g. see [5] , here the focus is upon flexible models with a broad rangle of applications. Section 2 discusses the models considered, Section 3 discusses the exchange algorithm, Section 4 illustrates the algorithm. Discussion is given in Section 5.
EXPONENTIAL FAMILIES
An exponential family takes the following form
where θ are a vector of model (natural) parameters, T (x) maps the observations to a vector of statistics. The partition function Z(θ) normalises the density and is defined
The major advantage of the exponential family form is that it has sufficient statistics i.e. it is efficient to compute the probability of an independent and identical draw from an exponential family model using the following property
The data is fully summarised by the statistic (
, and the statistic also has an exponential family distribution.
On the surface it would appear that exponential family models are extremely flexible and different models can be contemplated by proposing different vectors of sufficient statistics. Some of the more familiar models can be understood in part by their choice of T (·) e.g. a normal distribution has
T , or the Poisson distribution which has T (X) = x.
Many statistical procedures such as the Metropolis Hastings algorithm require the evaluation of the likelihood function, including the partition function and the integral implicit in this function. In a 'doubly intractable' problem the partition function and, as a consequence, the likelihood cannot be evaluated; this means that many standard algorithms cannot be applied.
MCMC methods approximate Bayesian inference by sampling from the posterior P (θ|x) ∝ f (x|θ)g(θ) where g(θ) is the prior distribution. However these methods need to have an analytical expression for the partition function which restricts the distributions in common use to a relatively limited group of familiar distributions (normal, Poisson, multinomial, gamma, Dirichlet, von Mises-Fisher and inverse Gaussian). Notably all of these models are unimodal. The standard method for enriching this class of models is the use of latent variables and graphical models. For example the most common way to produce a multimodal model is by the use of a discrete latent variable resulting in a mixture model, however other ways of producing complex multimodal densities exist even within the exponential family.
One way to view the normal distribution is as being proportional to the exponential of a quadratic function and has sufficient statistics [x x 2 ]. It turns out that the analytical integral under this density is known and a simple expression for the density results. On this basis it would seem natural to consider the possibility of a higher degree polynomial such as a quartic which is also exponential family and has sufficient statistics [x x 2 x 3 x 4 ], but unlike the Gaussian distribution, this does not have an analytical expression for the partition function. Similarly interesting are other higher order even degree polynomials, the even constraint is required in order for the density to exist for unbounded real support on x. For the same reason it is also necessary that the highest degree polynomial takes a negative coefficient, in the same way as a Gaussian must have a positive variance.
In this paper we focus on a density constructed on four and six degree polynomials. A model with a fourth degree polynomial is parameterized in the following way
The derivative of this polynomial is
which has roots at θ 1 , θ 2 and θ 3 . When θ 4 is constrained to be greater than zero two of θ 1 , θ 2 and θ 3 will be modes and the other will be a local minimum. The parameter θ 4 does not locate a mode and rather takes on a role similar to the precision or inverse variance in a Gaussian distribution.
Similarly the mean of a Gaussian, usually denoted μ gives a root of the derivative of a two degree polynomial, here θ 1 , θ 2 and θ 3 play the same role in model constructed from a four degree polynomial.
From the same perspective a model based upon the exponential of a six degree polynomial can be constructed by a polynomial that is the integral with respect to x of
In this case θ 6 takes on a role similar to the precision or inverse variance of a Gaussian and θ 1 to θ 5 locate the three modes and two local minima.
THE EXCHANGE ALGORITHM, AVOIDING EVALUATING THE PARTITION FUNCTION BY INDEPENDENTLY SAMPLING DATA
The exchange algorithm represents an ingenious way to apply Monte Carlo methods to models without having to evaluate the partition function, in cases where it is possible to sample data from the model. The algorithm takes the following form Propose
It is shown in [2] that this algorithm satisfies detailed balance and is therefore a valid MCMC algorithm. While this algorithm does demonstrate a valid and useful way to avoid evaluating the partition function, there is one important limitation: the draw of the data from the model f (w|θ) Z(θ) must be independent i.e. cannot be based upon a relatively easily constructed MCMC kernel. As such only Monte Carlo algorithms that are capable of giving exact samples can be used for this step. One of the most flexible algorithms for achieving this end is the adaptive rejection sampling algorithm [6] which is capable of adapting a proposal distribution to univariate log concave densities in order to obtain independent samples. Unfortunately the log concave limitation severely restricts the type of models that this method can be applied to.
Fortunately recent innovations in adaptive rejection sampling have enabled the development of Monte Carlo algorithms which can generate independent samples from much more complicated univariate densities including multimodal densities [4] . The family of densities this algorithm can be applied to have the following form
where V v are convex functions and G v are either concave or convex functions. This formulation includes even degree polynomial of degree a where we have
lower order terms
The lower order terms can then be corrected by defining V a/2−1 and G a/2−1 applying the same rule substituting a − 2 for a, using a 'completing the square' type approach.
ILLUSTRATION OF METHODOLOGY
The algorithm is applied to a four and six degree polynomial model. As the four degree polynomial model has two modes it is applied to data drawn from the two component mixture model with modes at -5 and 7. The prior was uniform between 0.01 and 2 for θ 4 and between -10 and 10 for θ 1 , θ 2 , θ 3 . Fig. 3 . Samples from the predictive distribution.
A histogram of this data is shown in Figure 1 . The Metropolis Hastings algorithm is applied using a Gaussian proposal and a step size of 0.1 for θ 1 , θ 2 , θ 3 and 0.02 for θ 4 . The exchange algorithm is run for 2 × 10 5 samples. After a long burn-in almost 10 5 samples the chain is shown to mix adequately, note that chain identifies modes around 7 and -5 and a local minimum at 1. An aspect of the nature of this model is that it is not possible to construct the predictive distribution from samples from the posterior as it requires evaluation of the partition function. Instead it is possible to sample from the predictive distribution, which is shown in Figure 3 . Notably the predictive distribution locates both of the modes accurately, but it appears to have a larger spread. This may be due to the nature of the model, or the fact that the data set is small enough that posterior variance results in a broader predictive distribution.
A similar simulation is applied to the six degree polynomial model, the prior was uniform between 0.01 and 2 for θ 6 and between -10 and 10 for θ 1 , θ 2 , θ 3 , θ 4 , θ 5 . The test data set is a mixture of three Gaussian distributions with modes at -5, 2 and 7 (see Figure 4) . The six degree polynomial is applied using the Metropolis Hastings algorithm with Gaussian proposal and a step size of 0.1 for θ 1 to θ 5 and 0.02 for θ 6 . Again after a fairly long burn-in (around 1.2×10 5 samples) the chain appears to have converged and to be mixing well (see Figure  5 ). Again it is apparent the algorithm locates maxima around -5, 2 and 7 and minima at -2 and 4. The predictive distribution in Figure 6 again shows that the model captures the modes but smooths out regions where no data has been observed.
DISCUSSION
This paper shows that recent advances in adaptive rejection sampling, can be used to allow for the exchange algorithm to be applied to models that are constructed by the exponential of a high order polynomial. These doubly intractable models contain multiple modes and might therefore be used in similar places to Gaussian mixture models. Computationally the proposed approach has two advantages when applied to large datasets over latent variable methods: firstly the sufficient statistics need only be computed once. In contrast, latent variable models must recompute sufficient statistics for every new sample of the latent variables, similarly the computational complexity of sampling the latent variables grows with the size of the observed dataset. Fig. 4 . A tri-modal test dataset. The proposed approach opens up significant new classes of models. In practice exponential family models will be one of the more interesting classes, in part because of the presence of fixed dimensional sufficient statistics, but also because defining a model using sufficient statistics has intuitive appeal.
A significant limitation of the suggested approach is that the adaptive rejection sampling cannot be applied to multivariate models. The proposed exponential of polynomial model is likely to have increased subtlety in high dimensional space. Where the multivariate Gaussian has sufficient statistics of the sample mean and sample covariance models based upon higher degree polynomials will involve sufficient statistics that further generalise the sample covariance, in order to capture higher order dependencies between variables. Unfortunately a significant extension of the computational procedure developed here is needed in order to investigate such models. An interesting possible approach would involve the method of converting a 'doubly intractable' problem into a latent variable developed in [7] using reversible jump MCMC methods and expanded upon in [8] .
