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SHARP ENTROPY DECAY FOR HYPOCOERCIVE AND NON-SYMMETRIC
FOKKER-PLANCK EQUATIONS WITH LINEAR DRIFT
ANTON ARNOLD AND JAN ERB
Abstract. We investigate the existence of steady states and exponential decay for hypocoercive
Fokker–Planck equations on the whole space with drift terms that are linear in the position vari-
able. For this class of equations, we first establish that hypoellipticity of its generator and confinement
of the system is equivalent to the existence of a unique normalised steady state. These two conditions
also imply hypocoercivity, i.e. exponential convergence of the solution to equilibrium.
Since the standard entropy method does not apply to degenerate parabolic equations, we develop a
new modified entropy method (based on a modified, non-degenerate entropy dissipation–like functional)
to prove this exponential decay in relative entropy (logarithmic till quadratic) – with a sharp rate.
Furthermore, we compute the spectrum and eigenspaces of the generator as well as flow-invariant
manifolds of Gaussian functions.
Next, we extend our method to kinetic Fokker–Planck equations with a class of non-quadratic
potentials. And, finally, we apply this new method to non-symmetric, uniformly parabolic Fokker-
Planck equations with linear drift. At least in 2D this always yields the sharp exponential envelopes
for the entropy function. In this case, we obtain even a sharp multiplicative constant in the decay
estimate for the non-symmetric semigroup.
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1. Introduction
This paper is concerned with the large-time behaviour of degenerate parabolic Fokker-Planck equa-
tions. In applications, the most important model of this class is the kinetic Fokker-Planck equation
∂tf + v · ∇xf −∇xV · ∇vf = ν divv(vf) + σ∆vf ; x, v ∈ Rn; t > 0,(1.1)
describing the time evolution of the phase space probability density f(t, x, v), e.g. in a plasma [33, 39].
Here, V = V (x) is a given confinement potential for the system, and ν, σ denote the (positive) friction
and diffusion parameters, respectively. For quadratic potentials, (1.1) has a linear drift term and its
solution can be represented by the Mehler formula [24]. But for non-quadratic potentials its large-time
behaviour (i.e. exponential convergence towards the steady state) is highly non-trivial.
In the main part of this paper we shall analyse Fokker-Planck equations with linear drift terms.
Our objective is to develop a new entropy method for proving the exponential decay of Fokker-Planck
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solutions towards equilibrium and to understand the structure of their entropy decay — beyond ex-
plicit representation formulas. This new method has the potential to be generalised to non-quadratic
operators. To this end we shall also illustrate that it can be extended to certain kinetic Fokker-Planck
equations with non-quadratic potentials.
We start to consider a Fokker-Planck equation on (0,∞)× Rd of the form
∂tf = Lf := div(D∇f + Ff),(1.2)
f(t = 0) = f0 ∈ L1(Rd),∫
Rd
f0 dx = 1, f0 ≥ 0.
Throughout this paper, we make the assumptions
• DT = D ∈ Rd×d is positive semidefinite and constant in x,
• F : Rd → Rd, x 7→ Cx with C ∈ Rd×d.
So we consider the degenerate parabolic Fokker-Planck equation
∂tf = Lf := div(D∇f + Cxf) = div(D∇f) + xTCT∇f +Tr(C)f,(1.3)
and analyse solutions that satisfy f(t, ·) ∈ L1(Rd) along with ∫
Rd
f(t, x) dx = 1 for all t > 0.
Since D is symmetric, it can be diagonalised and normalised (all entries 0 or 1) by rescaling the space
variable. We can thus always assume D to be a “defect” identity, i.e.
D = diag{1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
d−k
},
where k := rankD, 1 ≤ k < d. The case k = d has been studied extensively, see for example [4]. In the
case k < d, the operator L is not elliptic, and classical parabolic results will not apply for (1.3). However,
if certain conditions on C are met, the solution still retains typical parabolic properties: regularisation,
long-term convergence and a maximum principle. This behaviour stems from an interaction between
the degenerate dissipative part and the non-symmetric part of L. Regularity and maximum principle for
solutions to (1.3) are due to the hypoellipticity of the operator ∂t −L; the long-term decay of solutions
to (1.3) is generally connected to hypocoercivity.
A very good, broad discussion of hypocoercivity can be found in [38], which also contains a precise
definition of hypocoercivity:
Definition 1.1. Let H be a Hilbert space, L an unbounded operator on H with kernel K. Let H˜
be another Hilbert space, which is continuously and densely embedded in K⊥. Then −L is said to be
hypocoercive on H˜ if and only if there is λ > 0 and some constant c ≥ 1 such that
∀h ∈ H˜, ∀t ≥ 0 : ‖etLh‖H˜ ≤ ce−λt‖h‖H˜ .
[38] also establishes a general criterion for exponential convergence of solutions for a class of hypoco-
ercive evolution equations, based on a Lyapunov functional equivalent to a weighted H1-norm. While
the main theorem in [38] covers a wide class of problems, the price paid is in the estimate for the decay
rate, which is off by orders of magnitude.
In the last few years several papers dealt with the large-time behaviour of hypocoercive equations.
But to our knowledge, sharp decay rates (so far only in L2) were obtained only via a spectral analysis:
in [31] for parabolic equations associated to hypoelliptic quadratic operators; and in [17] for two specific
toy models, using the spectral decomposition of their generators. In [29] several collisional kinetic mod-
els (including the Fokker-Planck equation, linearised Boltzmann and Landau) are analysed on the torus
(in the spatial variable): exponential convergence to the steady state is shown in the H1–norm. In [28],
a decay estimate is obtained for a 2-dimensional kinetic Fokker-Planck model using higher order time
derivatives of the L2-norm of solutions and their space derivative. Also [13] and [5] study dissipative
kinetic models (i.e. with k = d2 ) in H
1. While [13] uses a macro-micro decomposition of the models, [5] is
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based on an (augmented) Γ2–calculus and local computations (in contrast to the integrated functionals
used by most other authors), cf. also [6]. [12] and [5] also analyse much more general hypocoercive
equations. Along with [13] they require the following restriction on the interaction between the degen-
erate dissipative part and the non-symmetric part of L: It is assumed that the matrix CT does not
map any subspace of the kernel of D into the kernel of D, which is equivalent to using only first order
Ho¨rmander-commutators to span all of Rd (i.e. τ = 1 in Lemma 2.3 (iii) and Remark 2.4 below; cf. also
§3 in [5]). But this condition is more restrictive than necessary. In this paper we shall impose a weaker
condition (see the first part of condition (A) in Definition 2.1 below; or [38]).
The common approach to study the long-term behaviour of hypocoercive equations has been via
a Lyapunov functional - usually on a weighted H1-space, but [38] also contains (in Theorem 28) a
Lyapunov functional based on the logarithmic entropy. In [12], the authors get rid of the H1-regularity
restriction on initial states and prove decay towards the steady state using a modified L2-norm. In [38],
it is shown that even for methods based upon H1-functionals, one can often get rid of the regularity
assumptions by using the regularisation of the semigroup etL. So far, there is no knowledge on the decay
of general entropies “between” logarithmic and quadratic, nor on sharp decay rates for equations of type
(1.3). In this paper we shall modify the entropy method (see [4], [6]-[8]) to achieve all three results for
equations of type (1.3): no H1-regularity requirement for the initial state, sharp decay rates, and decay
for a wide class of relative entropies.
Figure 1. Prototypical behaviour of the logarithmic relative entropy e(t), its first and second time
derivatives. (a) Left: Non-degenerate case: The inequalities e′ ≤ −µe, e′′ ≥ −µe′ can be obtained.
(b) Right: Degenerate case; equation (1.3) with D = diag(1, 0), C = [1 − 1 ; 1 0] : The inequalities
e′ ≤ −µe, e′′ ≥ −µe′ are wrong, in general.
The strategy of the standard entropy method is to derive first a differential inequality between the
first and second time derivative of the relative entropy (of the solution w.r.t. the equilibrium state).
Their time evolution in a prototypic situation is shown in Fig. 1(a). Integration in time of the inequality
then allows to deduce exponential decay of the relative entropy, which is a convex function of time.
But this approach is not feasible for degenerate Fokker-Planck equations, since the entropy dissipation
can vanish for states other than the equilibrium. Hence, the second time derivative of the entropy may
change its sign along a trajectory. So the entropy functional exhibits a “wavy” decay in time, see Fig.
1(b) and Fig. 2. This oscillatory behaviour is also known from space-inhomogeneous kinetic equations
(cf. §3.7 of [39]; and [16] for a numerical study on the Boltzmann equation).
As a remedy for the analysis, one therefore has to use either some “modified relative entropies” (as in
[12]) or “modified entropy dissipations”. Here, we shall introduce an auxiliary functional – structurally
related to the entropy dissipation, but an upper bound for the latter. A Bakry-E´mery-type estimate then
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yields exponential decay of this auxiliary functional, and consequently also of the entropy dissipation.
A convex Sobolev inequality with the auxiliary functional as its relative Fisher information [4] finally
yields the exponential decay of the relative entropy. Initially, this approach shall need an additional
regularity assumption for the initial state. But this can then be removed using the regularisation of the
parabolic equation (1.3), as in [38].
The novelties of this paper include:
(1) A new modified entropy method for hypocoercive and non-symmetric Fokker-Planck equations
with the potential of a generalization to (some) equations with nonlinear drift;
(2) sharp exponential decay rates for relative entropies “between” logarithmic and quadratic func-
tionals;
(3) clarification of global entropy decay estimates as envelopes for entropy functionals that are non-
convex in time.
This paper is organised as follows: In Section 2, we give a sufficient and necessary condition on the
matrix C such that (1.3) is hypocoercive. We establish that the solutions will be positive for any t > 0.
Section 3 follows this up by explicitly giving the unique (up to normalisation) steady state f∞ and
discussing the operator L in L2(Rd, f−1∞ ), the standard space for Fokker-Planck equations. In Section
4 we state our main result in the Theorems 4.6, 4.9: a modified entropy method allows to compute an
explicit decay rate for solutions of (1.3) in relative entropy. In Section 5 we compute the spectrum of L
on the weighted space L2(Rd, f−1∞ ) as well as flow-invariant manifolds (the eigenspaces of L and Gaussian
manifolds). Sharpness of the decay rate and the multiplicative constant will be shown in Theorem 6.1
and Proposition 6.4 of Section 6. In Section 7 we illustrate the extension of our new method to kinetic
Fokker-Planck equations with nonlinear drift terms. Finally, in Section 8 we show how the presented
method improves known entropy decay rates also for non-symmetric Fokker-Planck equations that are
non-degenerate. In this context we shall distinguish between sharp local and sharp global decay rates.
For the latter, we derive an exponential function that is the global envelope for the entropy functional.
2. Existence of solutions and positivity
If D is not regular, the operator L is neither coercive nor elliptic. In general, such an operator does
not have a unique normalised steady state. We thus need additional assumptions on the parameters in
L, which shall be assumed throughout §2-6 of the paper:
Definition 2.1. The operator L from (1.3) fulfils condition (A) if and only if
• there is no non-trivial CT -invariant subspace of kerD,
• the matrix C ∈ Rd×d is positively stable1.
The first part of condition (A) is equivalent to the hypoellipticity of ∂t − L (cf. §1 of [23]), and it
allows for smooth solutions to (1.3) (see Proposition 2.2 below). Due to the special form of D, C cannot
be diagonal (under condition (A)) unless k = d.
The second condition, positive stability of C, means that there is a confinement potential. While there
are solutions even without a confinement potential, there would be no steady state. Indeed, Theorems
3.1 and 4.9 will show that condition (A) is both sufficient and necessary for the existence of a unique
normalised steady state and exponential convergence of solutions to the steady state. So for equations
of type (1.3), hypoellipticity and confinement are equivalent to hypocoercivity.
Proposition 2.2. Let f0 ∈ L1(Rd). Then there is a unique solution f ∈ C∞(R+ × Rd) of (1.3) iff no
non-trivial subspace of kerD is invariant under CT .
Proof: See page 148 of [23]. 
If the hypoellipticity condition in Proposition 2.2 does not hold, (1.3) clearly also has a unique so-
lution, but it would be less regular.
1A matrix is positively stable iff all eigenvalues have real part greater than zero.
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A heuristic explanation of this condition is that the solution cannot stay in the kernel of the dissipative
part of L, and therefore the evolution under (1.3) acts dissipative in all space directions: If one considers
merely the drift part of the equation,
ft = (Cx) · ∇f,(2.1)
the solution is f(t, x) = f0(e
Ctx). So, for the dissipative part to “extend” to the whole space, one needs
that eCtx reaches the whole space Rd for all x ∈ imD (imD being the image of D). Conversely, this
means that eC
T tx evolves into imD for all x ∈ kerD as shown in Lemma 2.3 (iv) below.
In the following lemma we give four equivalent characterisations of the hypoellipticity of L.
Lemma 2.3. The following four statements are equivalent:
(i) No non-trivial subspace of kerD is invariant under CT .
(ii) No eigenvector v of CT fulfils Dv = 0.
(iii) There exist constants τ ∈ {1, . . . , d− k} and κ > 0 such that
τ∑
j=0
CjD(CT )j ≥ κ Id,(2.2)
where k = rankD.
(iv) For any t ∈ R, h > 0, it holds that
∀0 6= ξ ∈ kerD ∃s ∈ [t, t+ h] ∃η ∈ imD : 〈eCT sξ, η〉 = 1.
Proof: (i)⇒(ii): Each eigenvector (or pair of complex conjugated eigenvectors) of CT with Dv = 0
spans a CT –invariant subspace of kerD.
(ii)⇒(i): Any CT –invariant subspace of kerD contains a (possibly complex) eigenvector of CT .
(i)⇒(iii): All matrices CjD(CT )j are symmetric and positive semidefinite, since D is symmetric and
positive semidefinite. It suffices to show that for any vector v 6= 0, there exists j ≤ d − k with
D
1
2 (CT )jv = D(CT )jv 6= 0, since then
τ∑
j=0
CjD(CT )j is regular for τ := max
v 6=0
min
j∈N
{j|D 12 (CT )jv 6= 0}.
If v /∈ kerD, we choose j = 0, and hence Dv 6= 0. So let now 0 6= v ∈ kerD. Then either CT v /∈ kerD,
in which case DCT v 6= 0, or CT v ∈ kerD. Repeating this procedure, we see that either there is j ≤ d−k
such that (CT )jv /∈ kerD or ∀0 ≤ j ≤ d− k : (CT )jv ∈ kerD. Assume the latter. Since the dimension
of kerD is d− k, the d− k + 1 vectors (CT )jv, 0 ≤ j ≤ d− k are not linearly independent. Thus, ∃ l ∈
{1, ..., d−k} such that span{CT v, . . . , (CT )lv} = span{v, . . . , (CT )l−1v}. Hence, span{v, . . . , (CT )l−1v}
is a CT -invariant subspace of kerD, which has to be trivial due to condition (A). But then v = 0, which
is a contradiction.
(iii)⇒(i): If 0 6= v ∈ kerD, then by (iii) there is a j ∈ {1, . . . , τ} such that D 12 (CT )jv 6= 0, i.e.
(CT )jv 6∈ kerD. Thus, no non-trivial subspace of kerD can be invariant under CT .
(i)⇒(iv): Let 0 6= ξ ∈ kerD, t ∈ R, and h > 0. To proceed by contradiction we assume
∀s ∈ [t, t+ h] ∀η ∈ imD : 〈eCT sξ, η〉 = 0.(2.3)
This implies
∀s ∈ [t, t+ h] : eCT sξ ∈ kerD,
and therefore in particular ν := eC
T tξ ∈ kerD. Differentiating (2.3) with respect to s yields
∀s ∈ [t, t+ h] ∀η ∈ imD : 〈eCT sCT ξ, η〉 = 0.(2.4)
But this implies CT ν ∈ kerD. Differentiating (2.4) repeatedly with respect to s yields (CT )jν ∈ kerD
for any 0 ≤ j ≤ d− 1. Hence, span{ν, . . . , (CT )d−1ν} ⊂ kerD is a CT -invariant subspace of kerD. This
contradicts (i).
(iv)⇒(i): Let ξ 6= 0 be in a CT –invariant subspace of kerD, i.e. (CT )jξ ∈ kerD for all j ∈ N0. Since
CT ∈ Rd×d, eCT s is a polynomial in CT . Hence, eCT sξ ∈ kerD ∀ s ∈ [t, t+ h] which contradicts (iv). 
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Remark 2.4. If τ is the minimal constant for which (2.2) holds, then L fulfils the finite rank Ho¨rmander
condition of order τ (see [23], Theorem 1.1). Using τ = d − k in (2.2) is the worst-case scenario. But
in many examples,
τ∑
j=0
(C)jD(CT )j with τ < d − k is already positive definite. This is the case in the
kinetic equations discussed in [5] and [13], which require τ = 1 and k = d2 . Also in [12], τ = 1 is assumed.
We shall now discuss further the connection between restrictions on τ and the first part of conditon
(A). Several approaches from the literature require a stricter condition than in Proposition 2.2: “That
no subspace of the kernel of D be mapped into the kernel of D by CT ,” which is equivalent to requiring
τ = 1. To illustrate this restriction, we consider the examples
D1 =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ; CT1 =


1 0 −1 0
0 1 0 −1
1 0 0 0
0 1 0 0

 which implies τ = 1,
and
D2 =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ; CT2 =


1 0 0 0
0 1 −1 0
0 1 0 −1
0 0 1 0

 which implies τ = 2.
In both cases, (1.3) has a unique normalised steady state and all solutions converge exponentially to
it. For the case of D1 and C1, the condition given in [12], [13] and [5] holds - no subspace of kerD is
mapped into kerD by CT . In the case of D2 and C2, that condition does not hold, but condition (A)
holds. The difference can be seen as follows: consider a vector of the form (0, 0, 0, a)T . If we apply CT1
to this vector, it is moved out of the kernel of D. However, if we apply CT2 , it is not. In order to move
it out of the kernel of D, we need to apply CT2 twice (i.e. multiply by (C
T
2 )
2). Invariance of a subspace
U under CT means that CTU ⊂ U . So the condition given in [38], [23] and in this paper is less strict.
As will be shown in §3, condition (A) is equivalent to the existence of a unique normalised steady state.
Let us recall from §1 of [23] the Green’s function for (1.3) (see also Lemma 1.5 of [14] for a short
proof):
Lemma 2.5. Let the first part of condition (A) hold. Then the Green’s function g to (1.3) is given by
g(t, x) =
1
(2π)
d
2 det(W (t))
exp(−xTW (t)−1x),(2.5)
where
W (t) =
t∫
0
eC(s−t)DeC
T (s−t) ds
is positive definite for all t > 0.
We now state an existence result on solutions in Lp, which is similar to Corollary 3.1 from [36]:
Corollary 2.6. Let f0 ∈ L1(Rd)∩Lp(Rd), for a p ∈ [1,∞]. Then there exists a unique classical solution
f to (1.3) with f ∈ C([0,∞), Lp(Rd)) ∩ C∞(R+ × Rd). If ∫
Rd
f0 dx = 1, it follows that
∫
Rd
f(t) dx = 1
for all t > 0.
Proof: Proposition 2.2 already yields a smooth solution f for any t > 0. With the Green’s function
from Lemma 2.5 we obtain
f(t, ·) = g(t, ·) ∗ f0.
Applying Young’s inequality yields
‖f(t)‖Lp(Rd) = ‖g(t) ∗ f0‖Lp(Rd) ≤ ‖f0‖Lp(Rd)‖g(t)‖L1(Rd),
where ‖g(t)‖L1(Rd) = 1. The claimed mass conservation then follows from the divergence form of the
operator L. 
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Next we pass to the positivity of solutions. For a non-degenerate Fokker-Planck equation, the solution
for a non-trivial f0 ≥ 0 is globally positive for any positive time. This follows from a strong maximum
principle supplied by the fully parabolic operator. In our degenerate case a (standard) strong maximum
principle does not hold. However, global positivity still holds and it is important for the computations
in the entropy method in §4.
Theorem 2.7. Let the first part of assumption (A) hold and f0 ∈ L1+(Rd). The solution f to (1.3) then
satisfies
∀t > 0 ∀x ∈ Rd : f(t, x) > 0.
This theorem follows directly from the strict positivity of the Green’s function g from Lemma 2.5.
However, we give a second proof via a sharp maximum principle for degenerate elliptic-parabolic equa-
tions, cf. [22]. This second approach is more general and will be used in §7 for the kinetic Fokker-Planck
equation with a nonlinear drift coefficient. To this end we introduce some notation.
First, we rewrite our operator in degenerate elliptic form:
L˜f :=
[(
∂t
∇
)T
D˜
(
∂t
∇
)]
f + b ·
(
∂t
∇
)
f,
where
D˜ :=
(
0 0
0 D
)
∈ R(d+1)×(d+1),
b(x) :=
( −1
Cx
)
∈ Rd+1.
Comparing this with our original operator L, we have
L˜f = Lf − ft − Tr(C)f.(2.6)
Due to the special form of D, the columns dj of D˜ are of the form
(dj)l = δjl
for 2 ≤ j ≤ k + 1 (k = rankD) and dj = 0 for j = 1; k + 1 < j ≤ d + 1. With this notation, we shall
now introduce drift and diffusion trajectories:
Definition 2.8. Let Ω be a connected open set in Rd+1, p0 ∈ Ω.
• If p(s) is the solution to
d
ds
p(s) = dj ,
p(0) = p0,
with some 2 ≤ j ≤ k + 1 and p(s) ∈ Ω for s1 ≤ s ≤ s2 with some s1 < 0 < s2, then we call
Γ := {p(s) | s1 ≤ s ≤ s2} a diffusion trajectory running through p0.
• If p(s) is the solution to
d
ds
p(s) = b(p(s)),(2.7)
p(0) = p0,
with b(p(s)) 6= 0 and p(s) ∈ Ω for 0 ≤ s ≤ s′ with some s′ > 0, then we call Γ := {p(s) |
0 ≤ s ≤ s′} a drift trajectory starting at p0.
Remark: Drift trajectories are oriented at p0 in the direction b(p0); they do not run both ways.
Diffusion trajectories are not oriented, they run in both directions. In our special case of a diagonal D,
each diffusion trajectory moves along one of the canonical unit vectors in imD.
Next, we introduce the propagation set:
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Definition 2.9. Let Ω ⊂ Rd+1. Two points p, q ∈ Rd+1 are connected by a diffusion trajectory in Ω iff
there is some diffusion trajectory Γ ⊂ Ω with p, q ∈ Γ. q is connected to p by a drift trajectory in Ω iff
there is a drift trajectory Γ ⊂ Ω starting at p with q ∈ Γ.
For any point p ∈ Ω, the propagation set S(p,Ω) consists of all q ∈ Ω that are connected to p by a finite
series of drift and diffusion trajectories.
Again, note that drift trajectories are oriented and can only connect to points backward in time.
Therefore, it is possible that q ∈ S(p,Ω) while p /∈ S(q,Ω).
With this notation, we can restate the interior maximum principle from Theorem 1 of [22]:
Theorem 2.10. Let p = (t, x) ∈ Ω ⊂ R+ × Rd. Let the function f ∈ C2(Ω) satisfy L˜f ≤ 0 on the
propagation set S(p,Ω) and
inf
S(p,Ω)
f ≥ 0.
If f(p) = 0, then f = 0 in S(p,Ω).
The propagation set corresponding to equation (1.3) can be characterised as follows:
Lemma 2.11. Let p = (t, x) ∈ Ω := R+ ×Rd. Then S(p,Ω) = [0, t)×Rd ∪ {(t, x0)} ×Rk, where x0 is
the orthogonal projection of x onto the kernel of D (restricted to Rd−k).
While elementary, the proof of Lemma 2.11 is somewhat lengthy and deferred to the appendix.
To see that the solution f of (1.3) fulfils f ≥ 0, one can employ the same method used for the
(standard) weak maximum principle for non-degenerate parabolic equations. Now we give the proof of
Theorem 2.7 via the sharp maximum principle from [22]:
Proof (of Theorem 2.7): Let f ∈ C2(R+ × Rd) be a solution to (1.3) for some f0 ≥ 0 with∫
Rd
f0 dx = 1. Then
g(t) := e−Tr(C)tf(t)
solves
gt − div(D∇g)− (Cx)T∇g = 0,(2.8)
g(t = 0) = f0 ≥ 0 .
The standard maximum principle then shows that g(x, t) ≥ 0 for t ≥ 0. From (2.6), we have L˜g = 0.
Assume g(t′, x′) = 0 for some t′ > 0, x′ ∈ Rd. Then Theorem 2.10 gives g = 0 on [0, t′] × Rd and in
particular f0 = 0. But this is a contradiction to∫
Rd
f0(x) dx = 1.
Hence, f(t, x) > 0 for all t > 0, x ∈ Rd. 
3. Existence of a steady state, decomposition of the generator L
In light of Theorem 2.7, we are looking for a steady state f∞ of (1.3) that fulfils the conditions∫
Rd
f∞(x) dx = 1,(3.1)
f∞ > 0.
In fact, the existence of such a steady state is equivalent to condition (A):
Theorem 3.1. (Existence of a steady state) There exists a unique steady state f∞ ∈ L1(Rd) of (1.3)
fulfilling (3.1) iff condition (A) holds.
Moreover, this steady state is of the (non-isotropic) Gaussian form
f∞(x) = cK exp(−xTK−1x2 ),
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where K is the unique, symmetric, and positive definite solution to the continuous Lyapunov equation
2D = CK +KCT ,(3.2)
and cK = (2π)
− d2 (detK)−
1
2 is the normalisation constant.
For the proof of Theorem 3.1 we consider the Fourier transform of (1.3):
fˆt(t, ξ) = −(ξTDξ)fˆ(t, ξ)− (CT ξ) · (∇ξ fˆ(t, ξ)),(3.3)
fˆ(t = 0) = fˆ0.
A steady state f∞ ∈ L1(Rd) implies fˆ∞ ∈ C0(Rd). Also note that
fˆ∞(0) =
∫
Rd
f∞(x) dx = 1
for the normalised steady state.
Thus, the steady state equation in Fourier space reads
0 = (ξTDξ)fˆ∞(ξ) + (C
T ξ) · ∇ξfˆ∞(ξ),(3.4)
fˆ∞(0) = 1.
The problem at hand is closely related to the stationary Fokker-Planck equation in §2.2 in [2]. But
for k < d, the singularity of D requires a more careful analysis.
We will split the proof of Theorem 3.1 into three lemmas: in Lemmas 3.2 and 3.4 we establish that
existence of a steady state is equivalent to condition (A). Lemma 3.3 establishes that the steady state
is Gaussian.
Lemma 3.2. Let (3.4) have a unique solution fˆ∞ ∈ C0(Rd). Then condition (A) holds.
Proof: First, we shall show that CT is regular: if CT had a non-trivial kernel, (3.4) restricted to the
kernel of CT would read
∀ξ ∈ kerCT : (ξTDξ)fˆ∞(ξ) = 0.(3.5)
Now, either kerCT ⊂ kerD, which would mean that both drift and diffusion in (1.3) only act on a
proper subspace of Rd and there would be no unique steady state; or (3.5) implies
∃v ∈ Rd : ∀s ∈ R\{0} : fˆ∞(sv) = 0.
Hence, f∞(0) = 0 by continuity, which is a contradiction to fˆ∞(0) = 1. So C
T is regular.
Next, we will show that C is positively stable, i.e. that all eigenvalues have a strictly positive real
part. The characteristic equations for (3.4) are
ξ˙(s) = CT ξ(s), s ∈ R,(3.6)
z˙(s) = −(ξ(s)TDξ(s))z(s), s ∈ R,
(z(0), ξ(0)) = (z0, ξ0) ∈ Rd+1.
The solutions to these equations are
ξ(s) = eC
T sξ0,
z(s) = z0 exp

− s∫
0
ξ(τ)TDξ(τ) dτ

 .
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Assume that C has an eigenvalue λ with ℜ{λ} < 0. Let v be a corresponding eigenvector of CT , i.e.
CT v = λv, chosen such that v /∈ iRd. Consider the characteristic curve starting at ξ0 := v + v¯ 6= 0:
ξ(s) = eλsv + eλ¯sv¯
⇒ |ξ(s)| = eℜ{λ}s|v + e2iℑ{λ}sv¯| → ∞, s→ −∞
⇒ ∀s ≤ 0 : |z(s)| = |z0| exp

 0∫
s
ξ(τ)TDξ(τ) dτ

 ≥ |z0|,
due to D being positive semidefinite. If z0 6= 0, this is a contradiction to |fˆ∞(ξ)| → 0, |ξ| → ∞. If
z0 = 0, we can take the limit s→∞ and obtain a contradiction to fˆ∞(0) = 1 and the continuity of fˆ∞.
So C cannot have eigenvalues with negative real part.
Now assume that C has a purely imaginary eigenvalue. Then there exist characteristics ξ(s) which
form circles. Due to
z(s) = z0 exp

− s∫
0
ξ(τ)TDξ(τ) dτ


and the continuity of fˆ∞, one of the following statements has to hold on any such characteristic curve:
(a) ∀s ∈ R : ξ(s) ∈ kerD,
(b) z0 = 0.
If (a) holds, then we have z(s) = z0 on this characteristic. Since the characteristic is closed, there will
be no uniqueness of fˆ∞.
So (b) holds, and for any ε we can find such a characteristic starting at a vector ξ0 with |ξ0| < ε. But
then fˆ∞(ξ(s)) = z0 = 0, which is a contradiction to the continuity of fˆ∞ at 0.
This shows that C has to be positively stable. It remains to show the first part of condition (A). We
employ the reformulation of Lemma 2.3 (ii). So assume CT has an eigenvector v with Dv = 0. Then
Dv¯ = 0, and for the characteristic starting at ξ(0) = v + v¯, we have
ξ(s) = eλsv + eλ¯sv¯,
z(s) = z(0) exp

− s∫
0
(eλτv + eλ¯τ v¯)TD(eλτv + eλ¯τ v¯) dτ

 = z(0).
This means that z is constant on the characteristic ξ. Now, since C is positively stable,
lim
s→∞
|ξ(s)| =∞,
lim
s→−∞
|ξ(s)| = 0.
So we would need z(0) = 1 because of the continuity in 0, and z(0) = 0 because fˆ∞ ∈ C0(Rn). That is
a contradiction, so there can be no eigenvector v of CT with Dv = 0. 
Lemma 3.3. Let C be positively stable. Then, the function
fˆ∞(ξ) := exp(− ξ
TKξ
2 )
is a solution to (3.4), where K ≥ 0 is the unique solution of (3.2).
Furthermore, K is regular iff no eigenvector v of CT satisfies Dv = 0. In this case, f∞ is Gaussian and
hence in L1(Rd).
Proof: We insert the ansatz
fˆ∞(ξ) = exp(− ξ
TKξ
2 )
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with a symmetric matrix K ∈ Rd into (3.4) and get
∀ξ ∈ Rd : 0 =
(
ξTDξ − (CT ξ) · (Kξ)
)
fˆ∞
⇔ ∀ξ ∈ Rd : 0 = ξT (D − CK)ξ
⇔D − CK is antisymmetric
⇔D − CK = KCT −D,
and this is equivalent to (3.2). This continuous Lyapunov equation has a unique, symmetric and positive
semidefinite solutionK since C is positively stable (see, e.g., Theorem 2.2 in [35], Theorem 2.2.3 in [25]).
Now assume that K is not regular. Then there is a v 6= 0 with Kv = 0 and (3.2) implies
2vTDv = vTCKv + vTKCT v = 0 .
Due to D = DT = D2 and (3.2) this implies
0 = 2Dv = CKv +KCT v = KCT v,
so CT v is also an eigenvector of K to the eigenvalue 0. Since v 6= 0 and CT is regular, CT v 6= 0.
Repeating this calculation with CT v instead of v, we can see that CT v is in the kernel of D, and thus
(CT )2v is in the kernel of K. A proof by induction then gives (CT )kv ∈ kerD ∩ kerK for all k ∈ N.
Therefore, the space
V := span[v, . . . , (CT )d−1v]
is a CT -invariant subspace of kerD. So K is regular if there is no eigenvector v of CT with Dv = 0.
For the reversed implication, assume that there is an eigenvector v of CT (corresponding to the eigenvalue
λv) with Dv = 0. This implies
0 = 2vTDv = vTCKv + vTKCT v = λvv
TKv + λvv
TKv
= 2ℜ{λv}vTKv.
Since ℜ{λv} > 0 for all eigenvalues of CT , it follows that vTKv = 0 and thus K is not regular. 
Lemma 3.4. Let condition (A) hold. Then the steady state f∞ from Lemma 3.3 is unique.
Proof: We will show that the characteristic equations (3.6) have a unique solution fulfilling (3.1).
As the starting manifold for the characteristics, we take Γ := {ξ0 ∈ Rd : |ξ0| = 1}, which is admissible
since C is positively stable. The characteristic curve starting at ξ0 is
ξ(s) = eC
T sξ0.
Since CT is positively stable, we have
lim
s→∞
|ξ(s)| =∞, lim
s→−∞
|ξ(s)| = 0,
and the characteristic curves cover all of Rd.
The value of solutions along the characteristics is
z(s) = z(0) exp

− s∫
0
ξ(τ)TDξ(τ) dτ

 .
So taking
z(0) = exp

− 0∫
−∞
ξ(τ)TDξ(τ) dτ


as initial condition implies 1 = lim
s→−∞
z(s) = fˆ∞(0). Since ξ(s) decays exponentially for s → −∞, z(0)
is always finite and there is a unique solution z(s). 
This lemma completes the proof of Theorem 3.1.
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In analogy to the entropy method for linear, non-degenerate Fokker-Planck equations presented in
[4], we now consider (1.3) in the weighted space L2 := L2(Rd, f−1∞ ) with inner product 〈·, ·〉. On this
space, the operator L = div(D∇ ·+Cx·) can be decomposed very naturally.
Theorem 3.5. Let (1.3) fulfil condition (A). Consider L on the weighted space L2. Then L can be
decomposed into its symmetric part Ls and its antisymmetric part Las as
Lsf = div(D∇( ff∞ )f∞),
Lasf = div(R∇( ff∞ )f∞).(3.7)
Here, R := 12 (CK −KCT ) is antisymmetric, K is the covariance matrix of f∞ from Theorem 3.1.
Remarks:
(i) Note that the steady state f∞ fulfils both Lsf∞ = 0 and Lasf∞ = 0.
(ii) R 6= 0 and hence (1.3) is non-symmetric in L2. Otherwise (3.2) would imply D = KCT and
kerD = kerCT , which contradicts condition (A).
Proof (of Theorem 3.5):
We compute
〈Lf, g〉 =
∫
Rd
(Lf)g exp(x
TK−1x
2 ) dx
= −
∫
Rd
[D∇f + Cxf ] · [∇g +K−1xg] exp(xTK−1x2 ) dx
=
∫
Rd
f div[(D∇g +DK−1xg) exp(xTK−1x2 )] dx−
∫
Rd
fxTCT [∇g +K−1xg] exp(xTK−1x2 ) dx
=
∫
Rd
f [div(D∇g +DK−1xg) + xTK−1D∇g + xTK−1DK−1xg − xTCT∇g − xTCTK−1xg]
× exp(xTK−1x2 ) dx.
Using (3.2), we have K−1DK−1 − CTK−1 = K−1RK−1. Since R is antisymmetric it follows that
xT (K−1DK−1 − CTK−1)x = 0 and hence
L∗g = div(D∇g +DK−1xg) + xTK−1D∇g − xTCT∇g.
Furthermore, Tr(DK−1−C) = Tr((D−CK)K−1) = 0, since D−CK = −R is antisymmetric and K−1
is symmetric. Thus we can write (using (3.2) in the last step)
L∗g = div(D∇g +DK−1xg + (DK−1 − C)xg)
= div(D∇g + (2DK−1 − C)xg)
= div(D∇g + (KCTK−1x)g).
So we get, again using (3.2),
Lsf =
L+L∗
2 f
= div(D∇f + 12 (C +KCTK−1)xf) = div(D∇f +DK−1xf)
= div(D∇( f
f∞
)f∞);
Lasf =
L−L∗
2 f
= div(12 (C −KCTK−1)xf) = div(RK−1xf)
= div(R∇( f
f∞
)f∞),
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where we have used div(R∇f) = 0 for the last equality. 
4. Entropy method, explicit decay rate
In this section, we will prove an explicit decay rate for the solution f of (1.3) under condition (A).
To do so, we consider relative entropies, as in [4]. We will see that, unlike in the fully parabolic case,
a direct entropy-entropy dissipation estimate cannot be obtained. Instead, we prove exponential decay
of an auxiliary functional that bounds the entropy dissipation. This still implies a decay rate for the
relative entropy, initially at the price of additional regularity requirements on the initial state f0. A
regularisation result adapted from [38] is then employed to obtain the sharp decay rate for solutions
with finite initial entropy. The sharpness of this rate will be shown in the next section.
With the notations of §3 we introduce the relative entropy:
Definition 4.1. Let 0 6≡ ψ ∈ C(R+0 )∩C4(R+), ψ(1) = ψ′(1) = 0, ψ′′ ≥ 0 on R+, (ψ′′′)2 ≤ 12ψ′′ψIV on
R+. Let f ∈ L1+(Rd) with
∫
f dx = 1. Then
eψ(f |f∞) :=
∫
Rd
ψ( f
f∞
)f∞ dx
is called an admissible relative entropy with generating function ψ.
The most important examples are the logarithmic entropy e1(f |f∞) with ψ1(s) = s ln s− s + 1 and
the quadratic entropy e2(f |f∞) with ψ2(s) = (s − 1)2. For the latter we admit f ∈ L1(Rd) and hence
we consider ψ2 on R. e1 and e2 are also the limiting cases of admissible relative entropies (cf. §2.2 of
[4]).
The entropy method is based on computing a bound on the first two time-derivatives of the relative
entropy eψ(f(t)) := eψ(f(t)|f∞) with f the solution to (1.3). Formally,
d
dteψ(f(t)) = −
∫
Rd
ψ′′(
f
f∞
)∇( f
f∞
)TD∇( f
f∞
)f∞ dx =: −Iψ(f) ≤ 0.(4.1)
However, there may be a technical problem if f(t, x) = 0 (which can happen at the initial state f0). For
example, ψ′′1 (s) =
1
s
, and this would lead to a division by zero. For this reason, we use a trick from [4]
(see Remark 2.12) to rewrite (4.1):
Definition 4.2. Let ψ generate an admissible entropy, and let f0 ∈ L1+(Rd) (or f0 ∈ L1(Rd) for
quadratic ψ) with
∫
Rd
f0 dx = 1. Define
w(x) :=
f0
f∞
(x)∫
1
√
ψ′′(s) ds.(4.2)
Then we call f0 a ψ-compatible initial state iff ∇w ∈ L2(Rd, f∞).
With Definition 4.2, (4.1) can be written as
Iψ(f) =
∫
Rd
(∇w)TD(∇w)f∞ dx.(4.3)
Whenever f 6= 0, this is equivalent to (4.1); however, now there is no longer a problem when f = 0. So
the assumption of Definition 4.2 clearly implies that the initial state has finite entropy dissipation. It
also has finite relative entropy, as we shall prove in Proposition 4.4 below.
Remark: The integral in Definition 4.2 can be calculated explicitly for the most common entropies:
For the quadratic entropy, ψ2(s) = α(s − 1)2 for some α > 0, and thus
w =
√
2α( f0
f∞
− 1).(4.4)
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For the logarithmic entropy, with
ψ1(s) = α(s+ β) ln(
s+β
1+β )− α(s− 1)(4.5)
for some α > 0, β ≥ 0, we have
w = 2
√
α(
√
f0
f∞
+ β −
√
1 + β).(4.6)
For the p-entropies, 1 < p < 2, ψp(s) = α[(s + β)
p − (1 + β)p − p(1 + β)p−1(s − 1)] for some α > 0,
β ≥ 0, and thus
w = 2
√
α(p−1)
p
(( f0
f∞
+ β)
p
2 − (1 + β)
p
2 ).
There is another, in fact systematic problem with the entropy dissipation (4.1): Since D is singular for
k < d, this functional is ‘lacking information’ on some partial derivatives of f
f∞
. But this information
would be vital for the (standard) entropy method to work. More precisely, the functional Iψ vanishes
not only for f = f∞. As shown in Corollary 6.3, for any t
∗ ≥ 0 there are initial conditions such
that Iψ(f(t
∗)) = 0. Also, due to the monotonicity of eψ(f(t)), Iψ(f(t
∗)) = 0 for some t∗ ≥ 0 implies
I ′ψ(f(t
∗)) = 0. So, for degenerate Fokker-Planck equations, eψ(f(t)) is not a convex function of t –
in contrast to the non-degenerate case from [4]. The possibility of having Iψ(f(t
∗)) = I ′ψ(f(t
∗)) = 0
for f(t∗) 6= f∞ also shows that the standard entropy method cannot be carried over directly to the
degenerate case in (1.3).
We therefore introduce the modified functional
Sψ(f) :=
∫
Rd
(∇w)TP (∇w)f∞ dx =
∫
f
f∞
>0
ψ′′(
f
f∞
)∇( f
f∞
)TP∇( f
f∞
)f∞ dx,(4.7)
where we replace the matrix D in Iψ with a symmetric, positive definite matrix P . P will be chosen
in such a way that it allows for an estimate between ddtSψ(f(t)) and Sψ(f(t)) for solutions f to (1.3),
as shown later in this section. Moreover, since P is positive definite, there is a constant cP > 0 with
P ≥ cPD, and hence Sψ ≥ cP Iψ.
Remark: Introducing the functional Sψ differs from the modified entropy dissipation approach in
[10]. There one considers an “intermediate functional” K(f), which measures the distance of f to the
set of stationary states of the symmetric part (Ls in our case).
Choosing the matrix P is the crucial ingredient for the definition of our modified entropy dissipation
Sψ:
Lemma 4.3. Let Q := KCTK−1, with K from (3.2). Let µ := min {ℜ{λ}|λ is an eigenvalue of C}.
Due to condition (A), µ > 0. Let {λm|1 ≤ m ≤ m0} be all the eigenvalues of C with µ = ℜ{λm}, only
counting their geometric multiplicity.
(i) If λm is non-defective
2 for all m ∈ {1, . . . ,m0}, then there exists a symmetric, positive definite
matrix P ∈ Rd×d with
QP + PQT ≥ 2µP.(4.8)
(ii) If λm is defective for at least one m ∈ {1, . . . ,m0}, then for any ε > 0 there exists a symmetric,
positive definite matrix P = P (ε) ∈ Rd×d with
QP + PQT ≥ 2(µ− ε)P.(4.9)
(iii) For any such matrix P , and for any ψ-compatible function f0, Sψ(f0) <∞.
2An eigenvalue is defective if its geometric multiplicity is strictly less than its algebraic multiplicity.
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Proof: The idea behind the construction of P is the following: If Q is not defective (and hence
diagonalizable) and w1, . . . , wd are its eigenvectors, then one can choose P as the weighted sum of the
following rank 1 matrices:
P :=
d∑
j=1
bj wj ⊗ wjT ,(4.10)
with bj ∈ R+, j = 1, . . . , d. As {wj}j=1,...,d is a basis of Cd, P is positive definite. If any wj is complex,
its complex conjugate wj is also an eigenvector of Q, since Q is real. By taking the same coefficient bj
for both, we obtain a real matrix P . Apart from this restriction, the choice of bj > 0 is arbitrary. For
P from (4.10), we obtain
QP + PQT =
d∑
j=1
bj(λj + λj)wj ⊗ wjT ≥ 2µ
d∑
j=1
bj wj ⊗ wjT = 2µP .
If at least one of the eigenvalues of Q is defective, one can still construct P in a similar fashion to
(4.10), but including now the generalised eigenvectors of Q. To this end, we consider the Jordan normal
form J of Q, given by the similarity transformation A−1QA = J with some A ∈ Cd×d. Let J have N
Jordan blocks, each of length ln; n = 1, . . . , N .
(i) By assumption, all Jordan blocks corresponding to eigenvalues with ℜ{λn} = µ are trivial, i.e. of
length 1. Corresponding to the structure of J , we define the positive diagonal matrix
B := diag(B1, . . . , BN ),
with
Bn := diag(b
ln
n , . . . , b
1
n) , n = 1, . . . , N .
Its entries are defined as
b1n := 1; b
j
n := cj (τn)
2(1−j) ; j = 2, . . . , ln ,(4.11)
where c1 := 1, cj := 1+(cj−1)
2; j = 2, . . . , ln, and τn := 2(ℜ{λn}−µ) ≥ 0 for n = 1, . . . , N . This yields
for the n-th Jordan block Jn in the case ln = 1: Bn = 1 and
JnBn +BnJ
H
n = (λn + λn)Bn ≥ 2µBn.
Here, JHn denotes the Hermitian adjoint of Jn. In the case ln > 1, we have τn > 0 and
JnBn +BnJ
H
n − 2µBn =


2(ℜ{λn} − µ)blnn bln−1n
bln−1n 2(ℜ{λn} − µ)bln−1n
. . .
. . .
. . . b1n
b1n 2(ℜ{λn} − µ)b1n

 ≥ 0.
The last inequality follows from
Mm :=


τ3−2mcm τ
4−2mcm−1
τ4−2mcm−1 τ
5−2mcm−1
. . .
. . .
. . . c1
c1 τc1

 ≥ 0, m = 1, . . . ,maxn (ln),
for any τ > 0, which can be verified by the principal minor test and the recursion
detMm = τ
3−2mcm detMm−1 − (τ4−2mcm−1)2 detMm−2 = τm(2−m) > 0 for m ≥ 3 .
In total, we have JB +BJH ≥ 2µB, and hence
A−1QAB +BAHQT (A−1)H ≥ 2µB,
which implies
QABAH +ABAHQT ≥ 2µABAH .
The claim then follows with P := ABAH .
(ii) In this case, there exists a non-trivial Jordan block Jn˜ corresponding to an eigenvalue with ℜ{λn˜} =
µ. In (4.11) of the above construction, we then choose (instead of τn) τn˜ := 2(ℜ{λn˜} − µ+ ε) > 0 for
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some ε > 0. Hence, Jn˜Bn˜+Bn˜J
H
n˜ ≥ 2(µ−ε)Bn˜ and the result follows. However, in this case P depends
on ε.
(iii) Using P ≤ c Id with some c > 0, this is clear from (4.7). 
Remarks:
(i) The matrix P in Lemma 4.3 is not uniquely determined (in general not even up to a multiplicative
factor; see the construction (4.10)).
(ii) From (4.11) with τn˜ := 2(ℜ{λn˜} − µ+ ε), we see that for a defective eigenvalue λn˜,
∀1 < j ≤ ln˜ : lim
ε→0
bjn˜ =∞ .
With this “scaling” of P = P (ε) we thus have (for general f0)
lim
ε→0
Sψ(f0, ε) =∞,
with Sψ(f0, ε) :=
∫
Rd
(∇w)TP (ε)∇wf∞ dx. An alternative “scaling” of P would be to multiply
with an appropriate power of ε, to keep Sψ(f0, ε) bounded. But then, P would be singular in
the ε→ 0 limit.
(iii) To appreciate the matrix inequality (4.8) we multiply it with
√
P
−1
from both sides:
√
P
−1
Q
√
P +
√
PQT
√
P
−1 ≥ 2µ Id .
With the similarity transformation Q˜ :=
√
P
−1
Q
√
P we have µ = min {ℜ{λ} |λ ∈ σ(Q˜)}, and
the above inequality reads
Q˜s ≥ µ Id .
But note that, in general, we would have the opposite inequality for the smallest eigenvalue of
the symmetric part of a matrix. This motivates that the choice P = Id will not work in general.
(iv) (4.8) can be rewritten as (Q − µ)P + P (QT − µ) ≥ 0, which bears a close resemblance to the
continuous Lyapunov equation from Theorem 3.1. If we assume equality in (4.8) and if Q − µ
were positively stable, then there would be a unique solution P = 0, see e.g. [25]. But since µ
is the real part of an eigenvalue of Q, Q− µ is not positively stable. This explains why we can
find a non-trivial solution of (4.8) at the price of uniqueness.
There is equality in (4.8) iff all eigenvalues of Q have the same real part µ and are non-
degenerate. For additional details, we refer to [25], [35].
Next we show that any ψ-compatible f (or equivalently Sψ(f) < ∞) also has finite relative entropy
generated by ψ:
Proposition 4.4. Let f be ψ-compatible. Then it holds that
eψ(f |f∞) ≤ 1
2λP
Sψ(f) <∞ ,(4.12)
where λP > 0 is the largest possible constant in the matrix inequality K
−1 ≥ λPP−1.
Proof: Consider the Fokker-Planck operator
LP f := div(P∇( f
f∞
)f∞)
on L2. Then LP is symmetric due to the symmetry of P , and f∞ spans the kernel of LP . One easily
checks that
d
dteψ(f˜(t)|f∞) = −Sψ(f˜(t))
for a solution f˜(t) to f˜t = LP f˜ . As shown in Corollary 2.17, [4], this symmetric, non-degenerate
Fokker-Planck equation leads to an exponential decay of the relative entropy, and in parallel to a convex
Sobolev inequality: Using the notation f∞(x) := cKe
−V (x), V (x) := x
TK−1x
2 , we have the Bakry-E´mery
condition
∂2V
∂x2
= K−1 ≥ λPP−1 .
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Hence, all g ∈ L1+(Rd) with
∫
Rd
g dx = 1 satisfy the convex Sobolev inequality
eψ(g|f∞) ≤ 1
2λP
Sψ(g),
where both sides may be infinite. Since f is ψ-compatible, we have Sψ(f) < ∞, f ∈ L1+(Rd) and∫
Rd
f dx = 1. This completes the proof. 
The strategy of the standard entropy method is to prove first the exponential decay of the entropy
dissipation. In analogy, we shall prove first the decay of the modified entropy dissipation Sψ. After-
wards, this will yield the decay of f(t) in relative entropy.
Proposition 4.5. Assume condition (A). Let ψ generate an admissible entropy and let f be the solution
to (1.3) with a ψ-compatible initial state f0, µ := min {ℜ{λ}|λ is an eigenvalue of C}. Let P , Sψ(f0)
be defined as in Lemma 4.3, {λm|1 ≤ m ≤ m0} be the eigenvalues of C with µ = ℜ{λm}.
(i) If all λm, 1 ≤ m ≤ m0, are non-defective, then
Sψ(f(t)) ≤ Sψ(f0)e−2µt, t ≥ 0.
(ii) If λm is defective for at least one m ∈ {1, . . . ,m0}, then
Sψ(f(t), ε) ≤ Sψ(f0, ε)e−2(µ−ε)t, t ≥ 0,
for any ε ∈ (0, µ).
Remark: This result holds for all matrices P chosen according to Lemma 4.3. Clearly, the rate µ is
independent of the choice of P .
Proof (of Proposition 4.5): Due to Proposition 2.2, the solution f is sufficiently smooth to al-
low the following computations. They are inspired by the decay estimate for the entropy dissipation in
non-degenerate Fokker-Planck equations (cf. Lemma 2.13 of [4]). Due to the global positivity shown in
§2, the solution remains ψ-compatible for all t > 0. Let u := ∇ f
f∞
and Sψ be given as in Lemma 4.3.
Then
ut = −∂
2V
∂x2
(D +R)u− ∂u
∂x
(D −R)∇V + (∇TD∇)u.
We compute
Zψ(f(t)) :=
d
dtSψ(f(t))
= 2
∫
Rd
ψ′′( f
f∞
)(ut)
TPuf∞ dx
︸ ︷︷ ︸
=:(I)
+
∫
Rd
ψ′′′( f
f∞
)uTPuft dx
︸ ︷︷ ︸
=:(II)
,
where we have used the symmetry of P . We have
(I) = 2
∫
Rd
ψ′′( f
f∞
)(ut)
TPuf∞ dx
= −2
∫
Rd
ψ′′( f
f∞
)uT (D −R)∂
2V
∂x2
Puf∞ dx− 2
∫
Rd
ψ′′( f
f∞
)(∇V )T (D +R)∂u
∂x
Puf∞ dx
+ 2
∫
Rd
ψ′′( f
f∞
)((∇TD∇)u)TPuf∞ dx.
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For the last term, we compute (using the summation convention over double indices)
2
∫
Rd
ψ′′( f
f∞
)(∇TD∇u)TPuf∞ dx
= 2
∫
Rd
ψ′′( f
f∞
)Dlkuj,klPjrurf∞ dx
= −2
∫
Rd
DlkPjruj,k(ψ
′′( f
f∞
)urf∞),l dx
= −2
∫
Rd
ψ′′′( f
f∞
)Dlkuj,kulPjrurf∞ dx− 2
∫
Rd
ψ′′( f
f∞
)Dlkuj,kPjrur,lf∞ dx
+ 2
∫
Rd
ψ′′( f
f∞
)Dlkuj,kV,lPjrurf∞ dx
= −2
∫
Rd
ψ′′′( f
f∞
)uTD
∂u
∂x
Puf∞ dx− 2
∫
Rd
ψ′′( f
f∞
)Tr(D
∂u
∂x
P
∂u
∂x
)f∞ dx
+ 2
∫
Rd
ψ′′( f
f∞
)(∇V )TD∂u
∂x
Puf∞ dx,
where we have used uk,j = uj,k in the last equality. We obtain
(I) = −2
∫
Rd
ψ′′( f
f∞
)(∇V )TR∂u
∂x
Puf∞ dx− 2
∫
Rd
ψ′′( f
f∞
)Tr(D
∂u
∂x
P
∂u
∂x
)f∞ dx
− 2
∫
Rd
ψ′′( f
f∞
)uT (D −R)∂
2V
∂x2
Puf∞ dx− 2
∫
Rd
ψ′′′( f
f∞
)uTD
∂u
∂x
Puf∞ dx.
Next, we rewrite the first term of this formula:∫
Rd
ψ′′( f
f∞
)(∇V )TR∂u
∂x
Puf∞ dx
=
∫
Rd
ψ′′( f
f∞
)V,lRlkuj,kPjrurf∞ dx
= −
∫
Rd
RlkujPjr(V,lurf∞ψ
′′( f
f∞
)),k dx
= −
∫
Rd
ψ′′( f
f∞
)RlkV,lkujPjrurf∞ dx−
∫
Rd
ψ′′( f
f∞
)V,lRlkur,kPjrujf∞ dx
+
∫
Rd
ψ′′( f
f∞
)V,lRlkV,kujPjrurf∞ dx−
∫
Rd
ψ′′′( f
f∞
)V,lRlkukujPjrurf∞ dx
= −
∫
Rd
ψ′′( f
f∞
)(∇V )TR∂u
∂x
Puf∞ dx−
∫
Rd
ψ′′′( f
f∞
)[(∇V )TRu][uTPu]f∞ dx.
Here we have used the skew-symmetry of R to conclude RlkV,lk = 0, V,lRlkV,k = 0. Hence,
−2
∫
Rd
ψ′′( f
f∞
)(∇V )TR∂u
∂x
Puf∞ dx =
∫
Rd
ψ′′′( f
f∞
)[(∇V )TRu][uTPu]f∞ dx.
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So we arrive at
(I) = −2
∫
Rd
ψ′′( f
f∞
)Tr(D
∂u
∂x
P
∂u
∂x
)f∞ dx− 2
∫
Rd
ψ′′( f
f∞
)uT (D −R)∂
2V
∂x2
Puf∞ dx
− 2
∫
Rd
ψ′′′( f
f∞
)uTD
∂u
∂x
Puf∞ dx+
∫
Rd
ψ′′′( f
f∞
)[(∇V )TRu][uTPu]f∞ dx.
Next, we compute
(II) =
∫
Rd
ψ′′′( f
f∞
)uTPuft dx
=
∫
Rd
ψ′′′( f
f∞
)uTPu div(f∞(D +R)u) dx
=
∫
Rd
ψ′′′( f
f∞
)urPrjuj(f∞(Dlk +Rlk)uk),l dx
= −
∫
Rd
ψ′′′( f
f∞
)urPrjujV,l(Dlk +Rlk)ukf∞ dx+
∫
Rd
ψ′′′( f
f∞
)urPrjuj(Dlk +Rlk)uk,lf∞ dx.
Take a closer look at∫
Rd
ψ′′′( f
f∞
)urPrjuj(Dlk +Rlk)uk,lf∞ dx
=
∫
Rd
ψ′′′( f
f∞
)urPrjujDlkuk,lf∞ dx
= −
∫
Rd
ukDlkPrj(urujf∞ψ
′′′( f
f∞
)),l dx
= −
∫
Rd
ψ′′′( f
f∞
)ukDlkur,lPrjujf∞ dx−
∫
Rd
ψ′′′( f
f∞
)ukDlkuj,lPrjurf∞ dx
−
∫
Rd
ψIV ( f
f∞
)ukDlkulurPrjujf∞ dx+
∫
Rd
ψ′′′( f
f∞
)ukDlkV,lurPrjujf∞ dx,
and it follows that
(II) = −2
∫
Rd
ψ′′′( f
f∞
)uTD
∂u
∂x
Puf∞ dx−
∫
Rd
ψIV ( f
f∞
)[uTDu][uTPu]f∞ dx
−
∫
Rd
ψ′′′( f
f∞
)[(∇V )TRu][uTPu]f∞ dx.
With this, we obtain
Zψ(f(t)) = −2
∫
Rd
ψ′′( f
f∞
)uT (D −R)∂
2V
∂x2
Puf∞ dx− 2
∫
Rd
ψ′′( f
f∞
)Tr(D
∂u
∂x
P
∂u
∂x
)f∞ dx
− 4
∫
Rd
ψ′′′( f
f∞
)uTD
∂u
∂x
Puf∞ dx−
∫
Rd
ψIV ( f
f∞
)[uTPu][uTDu]f∞ dx
= −2
∫
Rd
Tr(XY )f∞ dx−
∫
Rd
ψ′′( f
f∞
)uT [(D −R)∂
2V
∂x2
P + P
∂2V
∂x2
(D +R)]uf∞ dx.
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Here, the matrices X , Y are given as (cf. Lemma 2.13 in [4])
X =
(
ψ′′( f
f∞
) ψ′′′( f
f∞
)
ψ′′′( f
f∞
) 12ψ
IV ( f
f∞
)
)
, Y =
(
Tr(D ∂u
∂x
P ∂u
∂x
) uTD ∂u
∂x
Pu
uTD ∂u
∂x
Pu (uTPu)(uTDu)
)
.
Due to the assumptions on ψ (cf. Definition 4.1), X ≥ 0. To see Y ≥ 0, we use the Cauchy-Schwarz
inequality for the Hilbert-Schmidt norm and the symmetry of D, P to obtain
(uTD
∂u
∂x
Pu)2 = Tr
(√
PuuT
√
D ·
√
D
∂u
∂x
√
P
)2
≤ Tr
(√
PuuT
√
D
√
DuuT
√
P
)
Tr
(√
D
∂u
∂x
√
P
√
P
∂u
∂x
√
D
)
= [uTDu][uTPu] Tr
(
D
∂u
∂x
P
∂u
∂x
)
.
This implies Tr(XY ) ≥ 0, and thus
Zψ(f(t)) ≤ −
∫
Rd
ψ′′( f
f∞
)uT [(D −R)∂
2V
∂x2
Puf∞ + P
∂2V
∂x2
(D +R)]uf∞ dx.(4.13)
We can now use Lemma 4.3 to establish the decay rate for Sψ. First, compute
(D −R)∂
2V
∂x2
= (D −R)K−1 = 12 (CK +KCT − CK +KCT )K−1
= KCTK−1 = Q,
∂2V
∂x2
(D +R) = K−1CK = QT ,
with Q from Lemma 4.3. So the right hand side of (4.13) reads − ∫
Rd
ψ′′( f
f∞
)uT (QP +PQT )uf∞ dx. In
Lemma 4.3 we proved
QP + PQT ≥ 2κP ,(4.14)
where κ = µ for case (i), and κ = µ− ε for case (ii) with some ε ∈ (0, µ). Thus
d
dtSψ(f(t)) ≤ −2κSψ(f(t)),
and applying Gronwall’s lemma completes the proof. 
Remark: Inequality (4.14) is the key ingredient of the above proof, and it is a direct generaliza-
tion of the well known Bakry-E´mery condition from the standard entropy method. Indeed, for D = Id
and C = CT ≥ µ > 0, (1.3) is a symmetric Fokker-Planck equation. With K−1 = Q = C one can
choose P = Id. Then, (4.14) reads
1
2
(QP + PQT ) = C =
∂2V
∂x2
≥ µ Id ,
and it is the Bakry-E´mery condition in its simplest form (cf. (A2) in [4]).
For D = Id, and C 6= CT normal and positively stable, (1.3) is a non-symmetric Fokker-Planck
equation with K−1 = Cs := (C + C
T )/2 and Q = CT . Here, the Bakry-E´mery condition reads
K−1 = Cs ≥ λK Id, while inequality (4.14) yields the improvement
CTP + PC ≥ 2µP ,
with µ = min{ℜ(λ) |λ ∈ σ(C)}. We always have µ ≥ λK = minλ(Cs) and the strict inequality holds
in many examples. We shall return to this comparison for non-symmetric Fokker-Planck equations in §8.
In the standard entropy method for fully parabolic equations, one derives decay of the relative entropy
from the decay of the entropy dissipation by integrating the inequality d
2
ds2
eψ(f(s)) ≥ − ddseψ(f(s)) over
(t,∞). This requires a-priori knowledge that eψ(f(t =∞)) = 0, which, as shown in [1], can be derived
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from the decay of Sψ (which is the entropy dissipation functional for fully parabolic equations). Since
the decay estimate in Proposition 4.5 depends on the modified entropy dissipation of the initial data,
this time integration does not work for hypocoercive equations.
Still, the convex Sobolev inequality from Proposition 4.4 already implies exponential decay of the
relative entropy under the assumption that Sψ(f0) <∞:
Theorem 4.6. Assume condition (A). Let ψ generate an admissible entropy and let f be the solution
to (1.3) with a ψ-compatible initial state f0, µ := min {ℜ{λ}|λ is an eigenvalue of C}. Let P , Sψ(f0)
be defined as in Lemma 4.3, {λm|1 ≤ m ≤ m0} be the eigenvalues of C with µ = ℜ{λm}.
(i) If all λm, 1 ≤ m ≤ m0, are non-defective, then
eψ(f(t)|f∞) ≤ 1
2λP
Sψ(f0)e
−2µt, t ≥ 0.(4.15)
(ii) If λm is defective for at least one m ∈ {1, . . . ,m0}, then
eψ(f(t)|f∞) ≤ 1
2λP
Sψ(f0, ε)e
−2(µ−ε)t, t ≥ 0,(4.16)
for any ε ∈ (0, µ).
Remark 4.7 (sharpness of the constants in Theorem 4.6).
(i) While the l.h.s. of (4.15) is independent of P , the r.h.s. clearly depends on P . So, for each fixed
f0, the multiplicative constant
1
2λP
Sψ(f0) can be optimised w.r.t. the admissible matrices P
from Lemma 4.3 (in the family (4.10), e.g.). The same statement applies to the defective case
of (4.16) (for each fixed ε > 0).
(ii) But for each fixed P , the leading multiplicative constant 12λP in (4.15) and (4.16) is sharp for
the logarithmic and quadratic entropies. This is understood in the sense that (for each P ) there
exists an optimal function rendering the convex Sobolev inequality (4.12) an equality. (The
coordinate transformation x =
√
Py changes f˜t = LP f˜ into a Fokker-Planck equation with Id
as diffusion matrix such that the sharpness results from §3.5 in [4] apply.) Using this optimal
function as f0 hence makes (4.15) and (4.16) an equality at t = 0.
(iii) The sharpness of the exponential rates in (4.15) and (4.16) (for all admissible entropies) will be
proved in §6 below.
(iv) For the case d = 2, the combined optimality of rate and multiplicative constant will be shown
in Proposition 6.4.
Using the regularisation of (1.3) we shall next generalise the entropy decay to initial states with (only)
finite relative entropy. The basic concept is that evolutions with hypoelliptic operators regularise, though
in a weaker sense than non-degenerate parabolic equations. Local estimates of this sort first appeared
in the proof by Ho¨rmander [23] as well as in [26], [34]. Our result generalises Theorems A.12, A.15 in
[38] (expressed for quadratic and logarithmic entropies) to all admissible ψ-entropies. Those results, in
turn, used an idea developed by He´rau [20]. The regularisation depends on the order τ of the finite rank
Ho¨rmander condition for L (cf. Remark 2.4).
Theorem 4.8. Let condition (A) hold, f0 ∈ L1+(Rd) with
∫
Rd
f0 dx = 1 and eψ(f0|f∞) <∞. Let f(t) be
the solution of (1.3) with initial condition f0, and let τ be the minimal constant such that (2.2) holds.
Then there is a positive constant cr > 0 such that
∀t ∈ (0, 1] : Sψ(f(t)) ≤ crt−(2τ+1)eψ(f0|f∞).(4.17)
Proof: The idea of the proof is to construct a decaying-in-time functional F that is a (positive)
linear combination of both sides of (4.17) – multiplied by t2τ+1.
Step 1 (construction of F): With Q = KCTK−1 from Lemma 4.3, we define the matrices
Mj := Q
jD(QT )j ≥ 0, Nj := QjD(QT )j+1 +Qj+1D(QT )j ; j = 0, . . . , τ + 2 .
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Since QT = K−1CK = 2K−1D − CT , we can apply (2.2) to
τ∑
j=0
Mj and obtain
τ∑
j=0
Mj ≥ c0 Id
for some c0 > 0. Thus there is c1 > 0 such that
Mτ+2 ≤ c1
τ∑
j=0
Mj .(4.18)
We compute
QMj +MjQ
T = Nj,(4.19)
QNj +NjQ
T = 2Mj+1 +Q
jD(QT )j+2 +Qj+2D(QT )j .(4.20)
Using D2 = D, we have for any ε > 0:
0 ≤
(
1√
ε
QjD ±√εQj+2D
)(
1√
ε
D(QT )j ±√εD(QT )j+2
)
=
1
ε
Mj + εMj+2 ±
(
QjD(QT )j+2 +Qj+2D(QT )j
)
.(4.21)
Then (4.19) and the analogue of (4.21) with j + 2 replaced by j + 1 yield the estimate
±Nj ≤ 1
ε
Mj + εMj+1.(4.22)
Further, (4.21) yields
± (QjD(QT )j+2 +Qj+2D(QT )j) ≤ 1
ε
Mj + εMj+2.(4.23)
Now we define the matrix-valued polynomial in t:
P (t) :=
τ+1∑
j=0
(
ajt
2j+1Mj
)
+
τ∑
j=0
(
bjt
2j+2Nj
)
,
with P (0) = 0. As (positive) coefficients, we first choose aτ+1 :=
1
c1
,
bτ :=
2
3
[1 + aτ+1(2τ + 4)] , aτ := 2
b2τ
aτ+1
.
Then we choose iteratively, starting with j = τ and finishing with j = 1:
bj−1 :=
2
3
[
2 + c1 + aj(2j + 1) + b
2
j +
2(bj(2j + 2)− aj)2
bj
]
, aj−1 := 8
b2j−1
aj
.(4.24)
Using (4.22) with ε =
2bjt
aj
, 0 ≤ j ≤ τ , we obtain
∀j = 0, . . . , τ : bjt2j+2Nj ≥ −aj
2
t2j+1Mj −
2b2j
aj
t2j+3Mj+1,
and thus
τ∑
j=0
bjt
2j+2Nj ≥ −a0
2
tM0 −
τ∑
j=1
(
[
aj
2
+
2b2j−1
aj−1
]t2j+1Mj
)
− 2b
2
τ
aτ
t2τ+3Mτ+1
= −a0
2
tM0 −
τ∑
j=1
(
3aj
4
t2j+1Mj
)
− aτ+1t2τ+3Mτ+1,
where we have used (4.24). Inserting this into P (t) yields
P (t) ≥ a0
2
tM0 +
τ∑
j=1
aj
4
t2j+1Mj .
22
Writing c3 := min{a02 , a14 , . . . , aτ4 }, this implies for t ∈ [0, 1]:
P (t) ≥ t2τ+1c3
τ∑
j=0
Mj ≥ c0c3t2τ+1 Id .(4.25)
So P (t) is positive definite for all t > 0, and we define the functional
F(t) := γeψ(f(t)|f∞) +
∫
Rd
ψ′′(
f
f∞
)uTP (t)uf∞ dx ≥ 0,
with some γ > 0 to be chosen later.
Step 2 (decay of F): For F , we can repeat all the computations in the proof of Proposition 4.5 and
arrive at
d
dtF(t) ≤ −γIψ(f(t)|f∞) +
∫
Rd
ψ′′(
f
f∞
)uT
[
P˙ (t)− (QP (t) + P (t)QT )]uf∞ dx
=
∫
Rd
ψ′′(
f
f∞
)uT
[
P˙ (t)− (QP (t) + P (t)QT )− γM0]uf∞ dx ,
where P˙ (t) denotes the time derivative of P (t). We compute
P˙ (t) =
τ+1∑
j=0
(
aj(2j + 1)t
2jMj
)
+
τ∑
j=0
(
bj(2j + 2)t
2j+1Nj
)
and further, using (4.19), (4.20), and (4.23) with ε := t
2
bj
:
− (QP (t) + P (t)QT ) = − τ+1∑
j=0
(
ajt
2j+1Nj
)− 2 τ∑
j=0
(
bjt
2j+2Mj+1
)
−
τ∑
j=0
(
bjt
2j+2[QjD(QT )j+2 +Qj+2D(QT )]
)
≤ −
τ+1∑
j=0
(
ajt
2j+1Nj
)− 2 τ∑
j=0
(
bjt
2j+2Mj+1
)
+
τ∑
j=0
bjt
2j+2
(
bj
t2
Mj +
t2
bj
Mj+2
)
= −
τ+1∑
j=0
(
ajt
2j+1Nj
)− 2 τ∑
j=0
(
bjt
2j+2Mj+1
)
+
τ∑
j=0
(
t2jb2jMj
)
+
τ+2∑
j=2
(
t2jMj
)
.
This implies
P˙ (t)− (QP (t) + P (t)QT )− γM0
≤ (a0 + b20 − γ)M0 + (3a1 + b21 − 2b0) t2M1
+
τ∑
j=2
(
[aj(2j + 1) + 1 + b
2
j − 2bj−1]t2jMj
)
+ (aτ+1(2τ + 3) + 1− 2bτ )t2τ+2Mτ+1
+
τ+1∑
j=0
(
αjt
2j+1Nj
)
+ t2(τ+2)Mτ+2,
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where αj := −aj + bj(2j + 2), 0 ≤ j ≤ τ ; ατ+1 := −aτ+1. Using
∀j = 0, . . . , τ : ±Nj ≤ 2|αj|
bjt
Mj +
bjt
2|αj |Mj+1,
Nτ+1 ≤ 1
t
Mτ+1 + tMτ+2,
we obtain
τ+1∑
j=0
(
αjt
2j+1Nj
) ≤ τ∑
j=0
(
2α2j
bj
t2jMj +
bj
2
t2j+2Mj+1
)
+ aτ+1t
2τ+2Mτ+1 + aτ+1t
2τ+4Mτ+2
=
2α20
b0
M0 +
τ∑
j=1
(
2α2j
bj
+
bj−1
2
)
t2jMj + (
bτ
2
+ aτ+1)t
2τ+2Mτ+1 + aτ+1t
2τ+4Mτ+2.
Thus, we finally arrive at
P˙ (t)− (QP (t) + P (t)QT )− γM0
≤
(
a0 + b
2
0 +
2α20
b0
− γ
)
M0 +
(
3a1 + b
2
1 +
2α21
b1
+
b0
2
− 2b0
)
t2M1
+
τ∑
j=2
(
aj(2j + 1) + 1 + b
2
j +
2α2j
bj
+
bj−1
2
− 2bj−1
)
t2jMj
+ (aτ+1(2τ + 4) + 1 +
bτ
2
− 2bτ )t2τ+2Mτ+1 + (aτ+1 + 1)t2τ+4Mτ+2.
We use (4.18) and obtain for sufficiently large γ and t ∈ [0, 1]:
P˙ (t)− (QP (t) + P (t)QT )− γM0
≤
(
c1(aτ+1 + 1) + a0 + b
2
0 +
2α20
b0
− γ
)
M0 +
(
c1(aτ+1 + 1) + 3a1 + b
2
1 +
2α21
b1
− 3b0
2
)
t2M1
+
τ∑
j=2
([
c1(aτ+1 + 1) + aj(2j + 1) + 1 + b
2
j +
2α2j
bj
− 3bj−1
2
]
t2jMj
)
+ (aτ+1(2τ + 4) + 1− 3bτ
2
)t2τ+2Mτ+1 ≤ 0,
where we have used (4.24).
This implies that F(t) is monotonously decreasing, and thus F(t) ≤ F(0) = γeψ(f0|f∞) for all t in
[0, 1]. Together with (4.25), we obtain
c0c3t
2τ+1
∫
Rd
ψ′′(
f
f∞
)|u|2f∞ dx ≤ γeψ(f0|f∞),
which completes the proof using Lemma 4.3 (iii). 
With this regularisation result, we can finally prove exponential decay of the relative entropy:
Theorem 4.9. Assume condition (A). Let ψ generate an admissible relative entropy and let f be the
solution to (1.3) with initial state f0 ∈ L1+(Rd) such that eψ(f0|f∞) < ∞. Let µ := min{ℜ{λ}|λ is an
eigenvalue of C}. Let {λm|1 ≤ m ≤ m0} be the eigenvalues of C with µ = ℜ{λm}, and let
e(t) := eψ(f(t)|f∞).
Then
(i) If all λm, 1 ≤ m ≤ m0, are non-defective, then there is a constant c > 1 such that
∀t ≥ 0 : e(t) ≤ ce−2µteψ(f0|f∞).(4.26)
24
(ii) If λm is defective for at least one m ∈ {1, . . . ,m0}, then for all ε ∈ (0, µ), there is cε > 1 such
that
∀t ≥ 0 : e(t) ≤ cεe−2(µ−ε)teψ(f0|f∞).(4.27)
Proof: Let P , Sψ(f0) be defined as in Lemma 4.3. Let δ > 0, and let κ := µ in case (i), and
κ := µ− ε in case (ii). Using (4.12), Proposition 4.5 and Theorem 4.8, we compute for t ≥ δ:
eψ(t) ≤ 1
2λP
Sψ(f(t)) ≤ 1
2λP
Sψ(f(δ))e
−2κ(t−δ)
≤ e2κδ cr
2λP δ2τ+1
eψ(0)e
−2κt.(4.28)
For t ≤ δ, it follows from the monotonicity of eψ (cf. (4.1)) that
eψ(t) ≤ eψ(0) .(4.29)
Writing cδ := e
2κδmax{1, cr2λP δ2τ+1 } and combining (4.28), (4.29) yields
∀t ≥ 0 : eψ(t) ≤ cδeψ(0)e−2κt.
cδ can now be optimized for δ > 0, completing the proof. 
Remark: In contrast to the standard entropy method for symmetric Fokker-Planck equations [4],
the decay estimates (4.26) and (4.27) have leading multiplicative constants c, cε > 1. This is typical for
non-symmetric Fokker-Planck equations, and it is due to the non-orthogonality of the eigenfunctions of
L (cf. §5 below; and [30] for a closely related discussion of L2-estimates for semigroups). Due to the
applied regularisation and the above proof, we expect that the multiplicative constants in (4.26) and
(4.27) are not sharp.
5. Spectral analysis and flow-invariant manifolds
In this section we shall characterise the spectrum of L in L2 and the corresponding eigenspaces, which
are of course flow-invariant. Moreover, we also find flow-invariant manifolds that consist of Gaussian
functions. In Section 6 we shall need these two types of manifolds to prove the sharpness of decay rates
for the quadratic and logarithmic entropy, respectively.
The main difficulty in the spectral analysis of L is the fact that the eigenfunctions of L are not orthog-
onal, in contrast to the symmetric, fully parabolic case. They do, however, generate finite dimensional,
L–invariant and mutually orthogonal subspaces of L2. And this fact will be a crucial ingredient for the
computation of the spectrum, cf. the proof of Theorem 5.3 below (for a closely related situation see also
[17], [3]).
First we introduce some notation. Let P(Rd) denote the polynomials over Rd (with complex coeffi-
cients) and let Q := P(Rd)f∞. Q is dense in L2(Rd, f−1∞ ), and it is the natural space for eigenfunctions
of the Fokker-Planck operator (see for example [19] or [33]).
Let α ∈ Nd0 be a multi-index. We write |α| =
d∑
j=1
αj , ∇α :=
d∑
j=1
∂
αj
j . We also introduce the notation
αl− and αl+:
(αl+)j := αj (j 6= l), (αl+)l := αl + 1,
(αl−)j := αj (j 6= l), (αl−)l := αl − 1 if αl ≥ 1,
αl− := 0 ∈ Nd0 if αl = 0.
So αl−, αl+ denote the multi-indices that one obtains by lowering or raising the l-th entry of α by 1.
Analogously we define iterated vector shifts like, e.g., (αl−)m− .
To establish the orthogonal decomposition of L2, we introduce a change of coordinates. Let
y :=
√
K
−1
x,
g0(y) := f∞(
√
Ky) = cK exp(−|y|
2
2
).
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Now let
gα(y) := ∇αy g0(y), α ∈ Nd0,
V˜m := span
{
gα
∣∣ |α| = m} ⊂ Q˜ := P(Rd)g0, m ∈ N0 .
Note that the polynomial part of gα has degree |α| and its (unique) leading monomial is (−1)|α|yα.
From [19], [33] we know that {gα}α∈Nd0 forms an orthogonal basis of L2(Rd, g
−1
0 ). Hence, the subspaces
V˜m are also mutually orthogonal. With the inverse coordinate transformation we see that the subspaces
Vm := span
{
fα
∣∣ |α| = m} ⊂ Q ; m ∈ N0 , with fα(x) := gα(√K −1x)
are mutually orthogonal in L2. With this discussion we already obtain the first part of
Proposition 5.1. (i) L2 has a decomposition in mutually orthogonal subspaces:
L2 =
⊕
m∈N0
Vm .
(ii) For every m ∈ N0, Vm is invariant under L, its adjoint L∗ (w.r.t. L2), and hence the semigroup
etL; t ≥ 0.
Proof: (ii) Using the above transformation we shall actually prove the equivalent invariance of the
subspaces V˜m. Acting on the transformed function g(y) := f(
√
Ky) ∈ L2(Rd, g−10 ), L has the form
L˜g := divy[(D˜ + R˜)(∇yg + yg)],
D˜ :=
√
K
−1
D
√
K
−1
,
R˜ :=
√
K
−1
R
√
K
−1
.
Note that the following properties of D, R, and C also hold for the transformed matrices (with C˜ :=√
K
−1
C
√
K
−1
):
2D˜ = C˜K +KC˜T , R˜T = −R˜.
The adjoint of L˜ has the form
L˜∗g = div[(D˜ − R˜)(∇g + yg)].
Now we compute for some l ∈ {1, ..., d}:
∂ylgα(y) = ∇α∂ylg0(y) = −∇α(ylg0(y))
= −αlgαl−(y)− ylgα(y).
So we have, writing hα := (αlgαl−(y))l=1,...,d,
∇gα(y) = −hα(y)− ygα(y).
Inserting this into L˜ gives
L˜gα = div[(D˜ + R˜)(−hα(y)− ygα(y) + ygα(y))]
= − div(D˜hα(y))− div(R˜hα(y)),
L˜∗gα = − div(D˜hα(y)) + div(R˜hα(y)).
Further we compute
div(D˜hα) =
d∑
j,l=1
∂yj
(
D˜jlαlgαl−
)
(y) =
d∑
j,l=1
αlD˜jlg(αl−)j+(y),
div(R˜hα) =
d∑
j,l=1
αlR˜jlg(αl−)j+(y) .
26
Thus we obtain, using R = 12 (CK −KCT ) and D = 12 (CK +KCT ),
L˜gα = −
d∑
j,l=1
αl(D˜ + R˜)jlg(αl−)j+(y)
= −
d∑
j,l=1
αl(
√
K
−1
C
√
K)jlg(αl−)j+(y),
L˜∗gα = −
d∑
j,l=1
αl(
√
KCT
√
K
−1
)jlg(αl−)j+(y).
We see that L˜gα, L˜
∗gα are linear combinations only of terms gβ , β ∈ Nd0, with |β| = |α|. This completes
the proof. 
For non-degenerate Fokker-Planck equations this orthogonal decomposition of L2 into invariant sub-
spaces (or equivalently, the block-diagonal structure of the semigroup etL) is well known, cf. (57) in [27].
So, Proposition 5.1 is its generalization to degenerate Fokker-Planck equations.
From the orthogonal decomposition of L2 we immediately have
(5.1)
⋃
m∈N0
σ(L
∣∣
Vm
) ⊂ σ(L) .
First we note that the r.h.s. cannot include any additional eigenvalue. Otherwise, the orthogonal pro-
jection of a corresponding eigenvector to some Vm would be non-trivial. Hence it would already be an
eigenvector of L
∣∣
Vm
. To have equality in (5.1) we have to rule out that eigenvalues of L
∣∣
Vm
accumulate.
To this end we now prove the compactness of the resolvent of L:
Lemma 5.2. Under condition (A), the operator L has a compact resolvent on L2(Rd, f−1∞ ).
The technical proof is deferred to the appendix.
As an immediate consequence we have σ(L) = σp(L). Moreover, the eigenvalues have no accumula-
tion point, and all eigenspaces are finite dimensional.
For the following spectral analysis, let λ1, . . . , λd be the eigenvalues of C, counted with their algebraic
multiplicity.
Theorem 5.3. Assume condition (A). Then it holds:
(i) The spectrum of L in L2 is given by
σ(L) = σp(L) =
{
−
d∑
j=1
αjλj
∣∣∣α = (αj) ∈ Nd0} ⊂ {0} ∪ (R− × iR) .(5.2)
(ii) The eigenspace to 0 is one-dimensional and spanned by f∞.
(iii) If C is not defective, then the eigenfunctions of L form a basis of Q.
(iv) If C is defective, then the eigenfunctions and generalised eigenfunctions of L form a basis of Q.
Remark: Formula (5.2) is well known for non-degenerate Fokker-Planck equations with linear drift
(cf. §1.4 of [27] and references therein). We show here that this formula carries over to degenerate
diffusion matrices.
Moreover, the following proof shows that all eigenfunctions and generalised eigenfunctions of L can
be computed explicitly.
Proof (of Theorem 5.3):
(i): Due to the orthogonal decomposition of L2 and the L-invariance of Vm, it only remains to prove
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that
(5.3) σ(L
∣∣
Vm
) =
{
−
d∑
j=1
αjλj
∣∣∣|α| = m} ,
for each m ∈ N. Eigenfunctions of L
∣∣
Vm
have the form ϕ(x) = q(x)f∞ ∈ Vm ⊂ Q, where q is a
polynomial of order m. Using D +R = CK (see §3) we obtain:
Lϕ = div(f∞(D +R)∇q) = f∞ div((D +R)∇q)− f∞(xTK−1(D +R)∇q)
= f∞
[
div(D∇q)− xTK−1CK∇q] .
Hence, ϕ ∈ Q is an eigenfunction of L iff ϕ ∈ P(Rd) is an eigenfunction of LP with:
LPq(x) := ∇TD∇q(x) − xTK−1CK∇q(x) = νq(x).
Since the eigenvalues of C (and thus of Q) may be complex, we shall consider the polynomial q in
the space P(Cd) in the sequel. Similar to Lemma 4.3, we shall now use the Jordan normal form J of
QT = K−1CK, with A1JA
−1
1 = Q
T for some regular A1 ∈ Cd×d.
We introduce the (complex) coordinate transformation
y := AT1 x, with y ∈ Cd,(5.4)
p(y) := q((A−11 )
T y) = q(x) ∈ P(Cd).(5.5)
So we obtain the following equation for the (transformed) eigenfunctions of LP :
L˜Pp(y) := ∇TyAT1DA1∇yp(y)− yTJ∇yp(y) = νp(y).(5.6)
A basis of the polynomials (overC) of degreem or lower is given by the monomials {yα|α ∈ Nd0, |α| ≤ m}.
We order this basis by increasing degree, and in decreasing lexicographic order for monomials of the
same degree. Next, we compute the matrix representation MP of L˜
P with respect to this basis. Let el
denote the l-th unit vector in Cd, and Idef be the set of all l ∈ {1, . . . , d} for which el is not an ordinary
eigenvector of J . We compute
L˜Pyα = [∇TAT1DA1 − yTJ ]
d∑
l=1
(αlely
αl−)
=
d∑
l,m=1
(
[αm − δlm]αleTmAT1DA1ely(αl−)m−
)
−
d∑
l=1
(αlλly
α)−
∑
l∈Idef
αly
T el−1y
αl−
=
d∑
l,m=1
(
dlm(α)y
(αl−)m−
)
+ ναy
α −
∑
l∈Idef
αly
(αl−)(l−1)+ ,(5.7)
where να := −
d∑
l=1
αlλl and dlm(α) := [αm − δlm]αleTmAT1DA1el. The first term of the r.h.s. has degree
max(|α| − 2, 0). The second and the third term both have degree |α|, but the exponents of the third
term come “earlier” in lexicographic order. Due to our ordering of the basis {yα| |α| ≤ m}, this implies
that MP is an upper triangular matrix. The entries on the diagonal are just the να, which are hence
the eigenvalues of L˜P and hence of LP .
All elements of Vm (except of 0) have a polynomial factor of order m. Hence (5.3) follows.
(ii) was already established in Theorem 3.1.
(iii, iv): This is a simple consequence of the decomposition of L into its action on the finite dimensional,
orthogonal subspaces Vm: The (generalised) eigenfunctions of L
∣∣
Vm
form a basis of Vm.
As described before, the representation of L
∣∣
Vm
on the polynomial factor of such functions (cf. (5.4))
can be transformed to an upper triangular matrix. If C is not defective, it is even diagonal since the
last term of the r.h.s. of (5.7) drops. Hence, the eigenfunctions of L
∣∣
Vm
already form a basis of Vm. If
C is defective, the generalised eigenfunctions of L
∣∣
Vm
have to be added to obtain a basis of Vm. 
Next we turn to the flow-invariant manifolds consisting of Gaussian functions, i.e., shifted and
(anisotropically) stretched versions of the steady state f∞(x) = cK exp
(
−xTK−1x2
)
:
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Proposition 5.4. Assume condition (A).
(i) The manifold M1 := {f∞(x − v) | v ∈ Rd} is invariant under the semi-flow of (1.3).
(ii) Let f0(x) = f∞(x− v0) with some v0 ∈ Rd. Then,
f(t, x) := f∞(x− v(t)) with v(t) = e−Ctv0(5.8)
is the unique solution to (1.3) with initial condition f0. The logarithmic relative entropy e1(t) :=
e1(f(t)|f∞) (with ψ1(s) = s ln s− s+ 1 in Definition 4.1) then satisfies
e1(t) =
v(t)TK−1v(t)
2
, t ≥ 0,
and hence it decays at least like O (‖e−Ct‖22) .
(iii) The manifold M2 := {(2π)−d2 (detA)− 12 exp
(
−xTA−1x2
)
| 0 < A = AT ∈ Rd×d} is invariant
under the semi-flow of (1.3).
(iv) Let f0(x) = (2π)
− d2 (detA0)
− 12 exp
(
−xTA
−1
0 x
2
)
with some 0 < A0 = A
T
0 ∈ Rd×d (i.e., f0(x) =√
detK
detA0
f∞(
√
K
√
A0
−1
x)). Then,
f(t, x) := (2π)−
d
2 (detA(t))−
1
2 exp
(
−x
TA(t)−1x
2
)
with(5.9)
A(t) = K + e−Ct(A0 −K)e−C
T t(5.10)
is the unique solution to (1.3) with initial condition f0. The logarithmic relative entropy then
satisfies
e1(t) =
1
2
Tr
(√
K
−1
A(t)
√
K
−1
)
− 1
2
Tr ln
(√
K
−1
A(t)
√
K
−1
)
− d
2
, t ≥ 0,
and hence it decays asymptotically (as t→∞) at least like O (‖e−Ct‖42) .
(v) The manifold M3 := {(2π)− d2 (detA)− 12 exp
(
− (x−v)TA−1(x−v)2
)
| 0 < A = AT ∈ Rd×d, v ∈ Rd}
is invariant under the semi-flow of (1.3).
Remarks:
(i) Proposition 5.4 also holds for non-degenerate diffusion matrices D > 0.
(ii) At least in special cases (e.g., symmetric Fokker-Planck equations, 1D case), the special solu-
tions (5.8), (5.9) are well known (cf. [4]; Ex. 13 in §11.4 of [18]). We include them here in full
generality, as we shall need the explicit formulas in §6.
Proof (of Proposition 5.4):
(i, ii): We insert f(t, x) := f∞(x− v(t)) into (1.3) and obtain
ft = (x− v(t))TK−1v˙(t) f(t),
div(f∞(D +R)∇ f
f∞
) = div[f(t)Cv(t)] = (∇f(t)) · Cv(t)
= −(x− v(t))TK−1Cv(t) f(t),
where we have used D +R = CK and the symmetry of K. Hence, v˙ = −Cv follows.
The logarithmic entropy satisfies:
e1(t) =
∫
Rd
ln
f(t)
f∞
f(t) dx =
∫
Rd
v(t)TK−1
(
[x− v(t)] + v(t)
2
)
f(t) dx =
v(t)TK−1v(t)
2
.
(iii, iv): Inserting (5.9) into (1.3), an easy computation (using the formulas d
dt
detA = (detA)Tr(A−1A˙),
d
dt
A−1 = −A−1A˙A−1) yields:
−1
2
Tr(A−1A˙) +
xTA−1A˙A−1x
2
= −Tr(DA−1) + xTA−1DA−1x− xTCTA−1x+TrC ∀x ∈ Rd .
(5.11)
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The x-dependent part of this equation yields
A−1A˙A−1 = 2A−1DA−1 − 2 (CTA−1)
s
,
where (·)s denotes the symmetric part of the matrix. Hence,
A˙ = 2D − CA−ACT ,(5.12)
and subtracting the Lyapunov equation (3.2) yields the evolution equation for A(t):
d
dt
(A−K) = −C(A−K)− (A−K)CT .
Multiplying (5.12) with A−1 and taking traces, shows that also the x-independent part of (5.11) is
commensurate with (5.12).
For f(t) from (5.9), the logarithmic entropy satisfies:
e1(t) =
1
2
(2π)−
d
2 (detA(t))−
1
2
∫
Rd
exp
(
−x
TA−1(t)x
2
) [
xT (K−1 −A−1(t))x + ln detK − ln detA(t)] dx
= −1
2
ln det
(√
K
−1
A(t)
√
K
−1
)
+
1
2
(2π)−
d
2
∫
Rd
exp
(
−|y|
2
2
)
yT (
√
A(t)K−1
√
A(t) − Id)y dy
= −1
2
Tr ln
(√
K
−1
A(t)
√
K
−1
)
+
1
2
Tr
(√
K
−1
A(t)
√
K
−1
)
− d
2
,
where we used the coordinate transformation x =
√
Ay. Using the expansion ln s− s+1 ≈ −(s− 1)2/2
and (from (5.10)) √
K
−1
A(t)
√
K
−1
= Id+O (‖e−Ct‖22) ,
we obtain the claimed decay of e1(t).
(v): Since the evolutions of v(t) and A(t) turn out to be independent withinM3, this result follows just
as for (i) and (iii). 
6. Sharpness of the decay rate
In this section, we investigate the sharpness of the decay rate obtained in Theorem 4.9 under condition
(A). In particular, we show that the rate is optimal for both the quadratic entropy e2 and the logarithmic
entropy e1. As shown in [4], all admissible entropies are bounded below by the logarithmic entropy and
above by the quadratic one. Thus, the rate we obtained is optimal for all admissible entropies.
Theorem 6.1. Let µ := min{ℜ{λ}|λ ∈ σ(C)}, where σ(C) denotes the spectrum of C.
(i) If µ is a (real) eigenvalue of C, then there exist initial conditions f0, g0 (different from f∞)
such that the corresponding solutions f(t), g(t) of (1.3) satisfy
e1(f(t)) = e
−2µte1(f0), e2(g(t)) = e
−2µte2(g0), t ≥ 0.
(ii) If C has a complex conjugate eigenvalue pair with ℜ{λ1,2} = µ, then there are initial conditions
f0, g0 (different from f∞) such that the corresponding solutions f(t), g(t) of (1.3) satisfy
e1(f(t)) ≤ ce−2µte1(f0), e2(g(t)) ≤ ce−2µte2(g0), t ≥ 0,(6.1)
with some c ≥ 1, and equality holds for t = t0 + nτ , t0 ≥ 0, τ > 0, n ∈ N0. So the right hand
sides of (6.1) are the sharp exponential envelope functions for the entropy decay.
(iii) If C has a defective eigenvalue λ with ℜ{λ} = µ, then there are initial conditions f0, g0 (different
from f∞) such that the corresponding solutions f(t), g(t) of (1.3) satisfy
e1(f(t)) = c0e
−2µt(e1(f0) +
c1
2
t+
c2
2
t2), e2(g(t)) = c0e
−2µt(e2(g0) + c1t+ c2t
2), t ≥ 0(6.2)
for some c0, c2 > 0, c1 ∈ R.
In all cases, f0 is ψ1-compatible and g0 is ψ2-compatible.
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Remark: In the defective case (iii), the right hand sides of (6.2) can also be of the form e−2µt(e1(f0)+
P2n(t)) or e
−2µt(e2(g0) + P2n(t)) (where P2n is some polynomial of degree 2n), if λ corresponds to a
Jordan block of size n+1. In all of these cases the exponential decay rate is indeed reduced to 2(µ− ε)
for an arbitrarily small ε > 0, as announced in Theorem 4.9. But this estimate will never be sharp.
The proof of Theorem 6.1 is based on special solutions of (1.3), and it is inspired by Theorem 3.11 in
[4]. There, the sharpness of the convex Sobolev inequality (4.12) was discussed. For the optimal decay
of the logarithmic entropy we shall consider here shifted Gaussians, whose evolution was already com-
puted in Proposition 5.4(ii). For the quadratic entropy we shall consider a second family that consists
of trajectories in f∞ + V1 (defined in §5). Their evolution is computed in the next lemma.
Lemma 6.2. Let v0 ∈ Rd. Then
(i)
g0(x) := (1 + x
TK−1v0)f∞
is in L1(Rd) with
∫
Rd
g0 dx = 1. Furthermore, g0 is ψ-compatible for the quadratic entropy with
ψ2(s) = (s− 1)2.
(ii) The function
g(t, x) := (1 + xTK−1v(t))f∞ with v(t) = e
−Ctv0
is the unique solution to (1.3) with initial condition g0.
(iii) The quadratic relative entropy e2(t) := e2(g(t)|f∞) satisfies
e2(t) = v(t)
TK−1v(t) , t ≥ 0.
Proof: First, we note that g0 ≥ 0 does not hold here. But this is not a problem, since we don’t
need positivity of the solution to define the quadratic entropy.
(i): Since f∞(x) = f∞(−x), we have ∫
Rd
vT0 K
−1xf∞ dx = 0,
and
∫
Rd
g0 dx = 1 follows from the normalisation of f∞. We recall from (4.4) that for quadratic ψ,
w =
√
2(
f0
f∞
− 1) =
√
2vT0 K
−1x .
Then
∇w =
√
2K−1v0 ∈ L2(Rd, f∞),
and thus g0 is ψ-compatible for quadratic ψ by Definition 4.2.
(ii): We insert g(t, x) into (1.3) and obtain
gt(t, x) = x
TK−1v(t)f∞,
div(f∞(D +R)∇g(t, x)
f∞
) = div(f∞Cv(t)) = x
TK−1Cv(t)f∞,
where we again used D +R = CK.
(iii): The quadratic entropy satisfies
e2(g(t)) =
∫
Rd
(
g(t, x)
f∞
− 1)2f∞ dx =
∫
Rd
(xTK−1v(t))2f∞ dx.
For fixed t ≥ 0, the directional derivative of f∞ satisfies
∂v(t)f∞ = −v(t)TK−1xf∞ = −xTK−1v(t)f∞.
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Hence, it follows that
e2(g(t)) = −
∫
Rd
(xTK−1v(t))∂v(t)f∞ dx =
∫
Rd
f∞∂v(t)(x
TK−1v(t)) dx = v(t)TK−1v(t)
∫
Rd
f∞ dx
= v(t)TK−1v(t).

From Proposition 5.4(ii) and Lemma 6.2, we see that we can reduce the discussion of sharp decay
rates for relative entropies to discussing the decay of the term v(t)TK−1v(t), where
v˙(t) = −Cv(t), v(t = 0) = v0 ∈ Rd.(6.3)
A direct consequence is
Corollary 6.3. Let condition (A) hold, and let t∗ ∈ R+0 . Then there is an initial condition f0 [g0]
distinct from f∞ such that for the solution f(t) [g(t)] to (1.3), the entropy dissipation Iψ1 [Iψ2 ] (see
(4.1)) for the logarithmic [quadratic] entropy vanishes at t∗, i.e. Iψ1(f(t
∗)) = 0 [Iψ2 (g(t
∗)) = 0].
Proof: We take the time derivative of v(t)TK−1v(t), where v fulfils (6.3), and obtain
d
dt
[
v(t)TK−1v(t)
]
= −v(t)TCTK−1v(t)− v(t)TK−1Cv(t) = −2v(t)TK−1DK−1v(t),
where we have used (3.2). Let 0 6= w ∈ kerD. Setting v0 := eCt∗Kw implies v(t∗) = Kw, and hence:
d
dt
(
vTK−1v
) ∣∣∣
t=t∗
= 0 .
This completes the proof. 
We will now use Proposition 5.4(ii) and Lemma 6.2 to prove Theorem 6.1.
Proof (of Theorem 6.1):
(i): There exists 0 6= v0 ∈ Rd with Cv0 = µv0. So the solution of (6.3) is v(t) = e−µtv0, and thus
2e1(f(t)) = e2(g(t)) = v(t)
TK−1v(t) = e−2µtvT0 K
−1v0 .
(ii): There exists 0 6= w ∈ Cd with Cw = λw, λ ∈ C, ℜ{λ} = µ > 0, ℑ{λ} = ω 6= 0. Then w fulfils
Cw = λw, since C is real. Moreover v0 := w + w ∈ Rd, and v1 := i(w − w) ∈ Rd. One easily verifies
that v(t) := e−µt (cos(ωt)v0 + sin(ωt)v1) is the solution to (6.3). We define
c := sup
t∈R+0
(cos(ωt)v0 + sin(ωt)v1)
T K−1 (cos(ωt)v0 + sin(ωt)v1) > 0,
since K is positive definite. Since v(t) is 2pi
ω
-periodic, the function v(t)TK−1v(t) takes the value c for
t = t0 + k
pi
ω
, with some t0 ∈ R+0 . It follows that
v(t)TK−1v(t) = e−2µt (cos(ωt)v0 + sin(ωt)v1)
T
K−1 (cos(ωt)v0 + sin(ωt)v1) ≤ ce−2µt,
with equality for t = t0 + k
pi
ω
.
(iii): We confine ourselves here to the case λ = µ ∈ R; the general case can be obtained by an
extension of (ii). So, let w, h ∈ Rd with Cw = µw, Ch = µh+w. Let v0 := h, then v(t) := e−µt(h− tw)
is the solution to (6.3), and
v(t)TK−1v(t) = e−2µt(h− tw)TK−1(h− tw) = e−2µt(vT0 K−1v0 + c1t+ c2t2).

From the proof of Theorem 6.1, we see that the constant c in eψ(f(t)) ≤ ce−2µt does not derive from
the initial entropy in a straightforward way, unless all eigenvalues of C are real and non-defective. For
case (ii), if |v1| ≫ |v0|, then c can be very large in comparison to eψ(f0); for case (iii), the same holds
32
for |w| ≫ |h|.
Next we shall discuss the sharpness of the leading multiplicative constant c > 1 in the decay estimate
of Theorem 4.6 (for the non-defective case). The quest for these sharp constants for non-symmetric
semigroups (particularly in L2-estimates) is an active research area (cf. [30]).
Next we shall establish that, for any (admissible) choice of the matrix P , the leading constant in the
entropy decay estimate (4.15) is sharp in 2D. This also holds for regular diffusion matrices, as discussed
in §8. But in higher dimensions it does not hold in general.
Proposition 6.4. Let d = 2 and let L be non-symmetric on L2, i.e. Las 6= 0 (cf. Theorem 3.5).
Further assume that C is not defective. Then for any matrix P chosen according to Lemma 4.3 and for
quadratic or logarithmic ψ, there exist initial data f0 such that the estimate
eψ(f(t)) ≤ Sψ(f0)
2λP
e−2µt , t ≥ 0(6.4)
is optimal both with respect to the rate and the multiplicative constant.
Proof: The idea of the proof is to find an initial condition f0 such that (6.4) is an equality at t = 0.
Hence, f0 has to be chosen as an “optimal function” for the convex Sobolev inequality (4.12). But at
the same time the trajectory f(t) has to prove that 2µ with µ = min{ℜ{λ} |λ ∈ σ(C)} is the sharp
decay rate.
Here we only give the proof for the logarithmic entropy, as the case of the quadratic entropy is very
similar. The first requirement (sharp constant at t = 0) holds iff f0 is a shifted Gaussian of the form
f0(x) = f∞(x − v0), where v0 6= 0 satisfies the eigenvalue equation PK−1v0 = λP v0 (cf. §3.5 in [4] and
Remark 4.7(ii)). For such an initial condition, Proposition 5.4(ii) shows that
e1(f(t)) =
v(t)TK−1v(t)
2
, with v(t) = e−Ctv0 .
With this explicit representation, it remains to show that e1(f(t)) does not decay faster than c e
−2µt
with some c > 0.
Since we assumed that C is non-defective, we have to discuss two cases: If C has a complex conjugate
eigenvalue pair (with real part µ), e−Ctv decays for all v 6= 0 exactly with rate µ. And this proves the
optimality statement.
It remains to discuss the case where C has two different real eigenvalues, 0 < µ < µ2. Here the
decay rate is sharp iff v0 is not an eigenvector of C to the eigenvalue µ2 (as we would have v(t) =
e−µ2tv0 otherwise). Equivalently, we want to rule out that v˜0 :=
√
K
−1
v0 is not an eigenvalue of
C˜ :=
√
K
−1
C
√
K pertaining to µ2.
The matrix C˜ can be diagonalised over R: C˜ = ACˇA−1 for some A ∈ R2×2 and Cˇ = diag(µ, µ2).
Inequality (4.8) then becomes
CˇPˇ + Pˇ Cˇ ≥ 2µPˇ ,
where Pˇ := AT P˜A is symmetric and positive definite, and P˜ :=
√
K
−1
P
√
K
−1
. A short computation
shows that this inequality can only hold if Pˇ is diagonal. We write
A =
(
a c
b d
)
,
where w1 := (a, b)
T and w2 := (c, d)
T are the eigenvectors of C˜ to µ and µ2, respectively. Assume now
that w2 is an eigenvector of P˜ pertaining to λP (just as v˜0 is). Using (A
T )−1Pˇ = P˜A we compute
P˜w2 =
Pˇ22
detA
( −b
a
)
.
Then the assumption P˜w2 = λPw2 implies that w1 ⊥ w2. Thus C˜ is symmetric, i.e. (after multiplying
the equality C˜ = C˜T by
√
K from left and right) CK = KCT . Then (3.2) implies D = CK.
If D is not regular, this is a contradiction. If D is regular (as in §8), then C = DK−1 and thus L
can be written as
Lf = div(D[∇f +K−1xf ]) = div(D[∇f + f ∇x
TK−1x
2
]) ,
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with a symmetric, positive definite K−1. But this is a symmetric Fokker-Planck equation with Las = 0,
which again contradicts our assumptions. 
Remark: For the case d = 3, there are counterexamples to this result: For certain choices of P one
cannot have both a sharp rate and a sharp constant. This is the case in the example
D =

 1 0 00 1 0
0 0 0

 , C =

 1 0 00 2 0
0 1 3

 , K =

 1 0 00 0.5 −0.1
0 −0.1 1/30

 , P :=

 2 0 00 61 −11
0 −11 2

 ,
with µ = 1. However, sharpness holds for “better” choices of P (e.g., with the modification P1 1 = 1).
It remains an open question, whether one can always choose P “sufficiently careful” such that both
rate and constant are sharp.
7. Kinetic Fokker-Planck equation
In this section we shall illustrate how the modified entropy method from §4 can be extended to
kinetic Fokker-Planck equations (1.1) with non-quadratic potentials (i.e. a drift term that is nonlinear
in the position variable). Several proofs of the entropy and L2–decay of this equation have already been
obtained in the last few years: In [11], algebraic decay was proved for potentials that are asymptotically
quadratic (as |x| → ∞) and for initial conditions that are bounded below and above by Gaussians.
The authors used logarithmic Sobolev inequalities and entropy methods. In [21], exponential decay was
obtained also for faster growing potentials and more general initial conditions. That proof is based on
hypoellipticity techniques. In §2 of [5], exponential convergence is proved with a modified Γ2–approach
for potentials with a bounded Hessian. In [12] exponential decay in L2 was proved, allowing for potentials
with linear or super-linear growth. This section will now provide an alternative proof of exponential
entropy decay for (1.1) with a certain class of non-quadratic potentials and for all admissible relative
entropies eψ.
It is well known [39] that the unique normalized steady state of (1.1) is given by
(7.1) f∞(x, v) = exp
{
− ν
σ
[V (x) +
|v|2
2
]
}
, x, v ∈ Rn .
Here we consider (1.1) with lim
|x|→∞
V (x) = ∞ such that f∞ ∈ L1(R2n). For well-posedness and instan-
taneous smoothing results of the kinetic Fokker-Planck equation (1.1) we refer to [21, 11, 39] as well as
§A.20, A.21 of [38].
First we rewrite (1.1) in the form of (1.2):
(7.2) ∂tf = Lf := divξ[D∇ξf +G(ξ)f ],
with the notation ξ := (x, v)T ∈ Rd, d = 2n, the block diagonal diffusion matrix D =
(
0 0
0 σ Id
)
,
and the drift vector field G(x, v) =
( −v
∇xV + νv
)
. Moreover, we shall use the abbreviation E(ξ) :=
ν
σ
[V (x) + |v|
2
2 ].
Concerning the positivity of the solution, we shall discuss here only the 1D case (i.e. x, v ∈ R; d = 2),
using the interior maximum principle as in §2:
Proposition 7.1. Let V ∈W 2,∞loc (R) and f0 ∈ L1+(R2) with
∫
f0(ξ) dξ = 1. Then the solution of (1.1)
satisfies
f(t, x, v) > 0 for t > 0; ∀x, v ∈ R .
Proof: As for Theorem 2.7 we first rewrite the kinetic Fokker-Planck operator in degenerate elliptic
form:
L˜f :=
[(
∂t
∇ξ
)T
D˜
(
∂t
∇ξ
)]
f + b ·
(
∂t
∇ξ
)
f,
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where
D˜ :=

 0 0 00 0 0
0 0 σ

 ∈ R3×3,(7.3)
b(x) :=

 −1−v
∇xV + νv

 ∈ R3.(7.4)
Comparing this with L, we have
L˜f = Lf − ft − νf.(7.5)
Using the drift and diffusion trajectories of L˜ (cf. Definition 2.8) we find that the propagation set of
each point p = (t1, x1, v1) ∈ R+ × R2 contains an open layer “before time t1”. More precisely, there
exists a continuous function t˜ : Rx → [0, t1) with
(7.6)
[{(t˜(x), t1)× {x} |x ∈ R} ∪ (t1, x1)]× Rv ⊂ S(p,R3) .
The slightly technical proof of this statement is deferred to the Appendix.
We proceed as in the proof of Theorem 2.7: Assuming f(t1, ξ1) = 0 for some t1 > 0, ξ1 ∈ R2 would
imply f = 0 on S((t1, ξ1),R3) and in particular f(t1, ·) ≡ 0. But this contradicts the mass conservation
of (1.1). 
In analogy to Theorem 3.5, the operator L from (7.2) can be decomposed on L2 := L2(Rd, f−1∞ ) in
its symmetric and antisymmetric part as:
Lsf = divξ(D∇ξ( ff∞ )f∞),
Lasf = divξ(R∇ξ( ff∞ )f∞),
with the skew-symmetric (and ξ–independent!) matrix R = σ
ν
(
0 − Id
Id 0
)
∈ Rd×d.
Next we introduce the modified entropy dissipation functional as in (4.7):
Sψ(f) :=
∫
f
f∞
>0
ψ′′(
f
f∞
)∇( f
f∞
)TP∇( f
f∞
)f∞ dξ,
with a positive definite and ξ–independent matrix P ∈ Rd×d to be chosen later. For the decay of
Sψ(f(t)), the computations from the proof of Proposition 4.5 carry over up to the following inequality:
d
dtSψ(f(t)) ≤ −
∫
Rd
ψ′′( f
f∞
)uT [(D −R)∂
2E
∂ξ2
P + P
∂2E
∂ξ2
(D +R)]uf∞ dξ ,(7.7)
with the notation u := ∇ξ ff∞ . In analogy to §4 we define the matrix
(7.8) Q(x) := (D −R)∂
2E
∂ξ2
=
(
0 Id
−∂2V
∂x2
(x) ν Id
)
.
In order to estimate the r.h.s. of (7.7) we need to find an x–independent matrix P > 0 and a constant
κ > 0, such that
Q(x)P + PQT (x) ≥ 2κP ∀x ∈ Rn .
In order to keep the presentation simple, we shall consider from now on only the 1D case, i.e. x, v ∈ R
(d = 2). More importantly, we shall consider potentials with bounded second derivatives. More precisely,
we assume
(7.9) V (x) = ω20
x2
2
+ V˜ (x) with |V˜ ′′(x)| ≤ const. ∀x ∈ R, and ω0 6= 0.
Corresponding to the “unperturbed” potential ω20
x2
2 , we define the constant matrix
Q0 :=
(
0 1
−ω20 ν
)
∈ R2×2 ,
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having the (real or complex) eigenvalues λ1,2 =
ν
2 ±
√
ν2
4 − ω20 . Following the proof of Lemma 4.3 we
choose the positive definite matrix P corresponding to Q0, using bj = 1 in (4.10). This choice of bj is
for simplicity of the presentation only, and the final result could be optimised w.r.t. the quotient b1/b2.
Let
(7.10) P :=
(
2 ν
ν ν2 − 2ω20
)
if 4ω20 < ν
2 ,
and
(7.11) P :=
(
2 ν
ν 2ω20
)
if 4ω20 > ν
2 .
Then, Lemma 4.3 implies
(7.12) Q0P + PQ
T
0 ≥ 2κ0P ,
with
(7.13) 2κ0 :=
{
ν −
√
ν2 − 4ω20, 4ω20 < ν2 ,
ν, 4ω20 > ν
2 .
We omit the defective case 4ω20 = ν
2 here. But also in this case, a matrix P = P (ε) could easily be
found from the proof of Lemma 4.3 (ii).
In order to include the perturbative term −V˜ ′′ from (7.8) we shall use the following lemma.
Lemma 7.2. Let λ > 0 be fixed. Then, for any 0 < P = PT ∈ R2×2 it holds:
(7.14) P˜ (τ) :=
(
0 0
τ 0
)
P + P
(
0 τ
0 0
)
+ λP ≥ 0
iff
(7.15) |τ | ≤
√
detP
p1 1
λ .
Proof: By construction, P˜ (τ = 0) is positive definite. Since the eigenvalues of P˜ are continuous in
τ ∈ R, we shall consider the zeros of det P˜ (τ). We have
1
λ
P˜ =
(
p1 1 p1 2 + τ˜ p1 1
p1 2 + τ˜ p1 1 p2 2 + 2τ˜p1 2
)
,
with τ˜ := τ/λ. Now, det(P˜ /λ) = −τ˜2p21 1 + (p1 1p2 2 − p21 2). And this proves condition (7.15). 
This allows us now to prove the exponential decay of Sψ(f(t)), in analogy to Proposition 4.5:
Proposition 7.3. Let 4ω20 6= ν2and let V˜ from (7.9) satisfy for some fixed λ ∈ (0, 2κ0) and ∀x ∈ R:
|V˜ ′′(x)| ≤
√
detP
2
λ =
√
|ω20 − ν2/4|λ
for the matrix P chosen in (7.10) or (7.11). Then
Sψ(f(t)) ≤ Sψ(f0)e−(2κ0−λ)t, t ≥ 0,(7.16)
with κ0 defined in (7.13).
Proof: From (7.12) and (7.14) with τ = −V˜ ′′(x) we obtain
Q(x)P + PQT (x) ≥ (2κ0 − λ)P ∀x ∈ R .
Hence, (7.7) yields
d
dtSψ(f(t)) ≤ −(2κ0 − λ)
∫
Rd
ψ′′( f
f∞
)uT P uf∞ dξ = −(2κ0 − λ)Sψ(f(t)) ,
and the result follows. 
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As in §4, the decay of the modified entropy dissipation functional Sψ(f(t)) implies the exponential
decay of the relative entropy. But in contrast to Theorem 4.9, we shall refrain here from extending the
regularisation Theorem 4.8 to non-quadratic drift terms.
Theorem 7.4. Let ψ generate an admissible entropy and let f be the solution to the kinetic Fokker-
Planck equation (1.1) with a ψ-compatible initial state f0 (in the sense of Definition 4.2). Under the
assumptions of Proposition 7.3 we then have:
(7.17) eψ(f(t)|f∞) ≤ c Sψ(f0)e−(2κ0−λ)t, t ≥ 0 ,
for some constant c > 0 independent of f0.
Proof: For the case 4ω20 > ν
2 we compute:
|V˜ ′′(x)| ≤
√
ω20 − ν2/4λ <
√
ω20 − ν2/4 ν ≤ ω20 ∀x ∈ R ,
and the same estimate also holds for the case 4ω20 < ν
2. Hence, V from (7.9) is uniformly convex on R.
Thus, we can proceed as in the proof of Proposition 4.4: There exists a λP > 0, such that the
following Bakry-E´mery condition for the operator LPf := divξ(P∇ξ( ff∞ )f∞) holds uniformly in x ∈ R:
∂2E
∂ξ2
(x) =
ν
σ
diag(V ′′(x), 1) ≥ λPP−1 .
This implies the convex Sobolev inequality
eψ(g|f∞) ≤ 1
2λP
Sψ(g) .
And (7.17) follows from (7.16). 
The strategy of this section also applies to further examples of hypocoercive Fokker-Planck equations
with nonlinear drift terms, see §1.7.3 in [14]. E.g., this includes the following, generalized kinetic Fokker-
Planck equation discussed in [11]:
∂tf +∇vW (v) · ∇xf −∇xV · ∇vf = ν divv(∇vW (v)f) + σ∆vf ; x, v ∈ Rn; t > 0,
with W (v) strictly convex and growing quadratically.
8. Non-degenerate, non-symmetric Fokker-Planck equations
In this section we shall illustrate how the above developed method applies to non-symmetric Fokker-
Planck equations that are non-degenerate. We shall consider
(8.1) ∂tf = Lf := div(D∇f + Cxf) ,
with D = DT positive definite and C positively stable. Its unique normalized steady state is still the
(non-isotropic) Gaussian given in Theorem 3.1:
f∞(x) = cK exp(−x
TK−1x
2
) = cKe
−V (x) ,
with the covariance matrix K defined via (3.2).
With the coordinate transformation x =
√
Dx˜ we can normalise the diffusion matrix and bring (8.1)
to the form analysed in §4:
(8.2) ∂tf˜ = div(∇f˜ + C˜x˜f˜) ,
with the similarity transformation C˜ :=
√
D
−1
C
√
D. Hence,
(8.3) µ := min{ℜ(λ) |λ ∈ σ(C)} = min{ℜ(λ) |λ ∈ σ(C˜)} .
Its steady state is
f˜∞(x˜) = cK˜ exp(−
x˜T K˜−1x˜
2
) ,
with K˜ =
√
D
−1
K
√
D
−1
. Clearly, the above computations of the hypocoercive entropy method still
apply without changes to the non-degenerate case. Therefore, the Theorems 4.6, 4.9 and Remark
4.7 apply verbatim to the non-degenerate, non-symmetric Fokker-Planck equation (8.1). Here, the
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functionals eψ and Sψ are expressed directly in the original variable x. Also, the scaling matrix P from
Lemma 4.3 is constructed directly from the original matrices C, K (and not from C˜, K˜). Moreover,
due to (8.3), the decay rate is independent of D!
Next we shall compare this new result to the known estimate from the standard entropy method.
For (8.1), the standard entropy method from §2.4 of [4] yields the decay estimate (with multiplicative
constant equal to 1):
(8.4) eψ(f(t)|f∞) ≤ e−2λKteψ(f0|f∞), t ≥ 0 .
Here, λK is the largest constant to satisfy the Bakry-E´mery condition
∂2V
∂x2
= K−1 ≥ λKD−1, i.e. the
smallest eigenvalue of
√
DK−1
√
D = K˜−1. For non-degenerate Fokker-Planck equations with Gauss-
ian steady states, it is well known that this decay rate λK is “optimal” (cf. §3.5 of [4], and the above
sketched transformation for D 6= Id). This also means that the non-symmetric entropy methods from
[1, 9] cannot yield an improvement for this class of equations. In order to understand this “optimality”
statement we first consider an example.
Figure 2. Entropy decay for the non-degenerate, non-symmetric Fokker-Planck equa-
tion (8.1) with D = diag(1/4, 1), C = [1/4 − 4 ; 4 1] : — decay of the logarithmic
entropy; · · · estimate of the local decay rate from the standard entropy method; - - -
estimate of the global decay rate from the hypocoercive entropy method.
We consider the non-symmetric Fokker-Planck equation (8.1) with
D = diag(1/4, 1) , C =
(
1/4 −4
4 1
)
:
The “wavy” decay of the logarithmic relative entropy (cf. the solid line in Fig. 2) is due to complex conju-
gate eigenvalue pairs of the operator L and/or the non-orthogonality of its eigenfunctions in L2(Rd, f−1∞ )
(as discussed in §5). The steady state is a Gaussian with K−1 = Id. So the standard Bakry-E´mery
condition K˜−1 = diag(1/4, 1) ≥ λK Id yields exponential entropy decay with the (optimal) local decay
rate λK = 1/4 (see the dotted curve in Fig. 2). This reflects the (in absolute value) smallest slope of
the relative entropy at any t ≥ 0. In Fig. 2 this is realized, e.g., at t = 0 with f0(x) := f∞(x− v0), and
v0 = (1, 0)
T is an eigenvector for the smallest eigenvalue of K˜−1 (cf. §3.5 of [4]). But the corresponding
exponential function on the r.h.s. of (8.4) is a crude estimate for large time.
The hypocoercive entropy method from §4 yields the estimate
(8.5) eψ(f(t)|f∞) ≤ 1
2λP
Sψ(f0)e
−2µt, t ≥ 0 ,
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where µ = min{ℜ(λ) |λ ∈ σ(C)} = 5/8. The corresponding exponential function from the r.h.s. of (8.5)
(see the dashed curve in Fig. 2) is here the sharp envelope of the relative entropy function; it accurately
describes its global decay. This was predicted in Proposition 6.4 for the case d = 2.
In contrast to the proof of Proposition 6.4 we did not choose here v0 as an eigenvector of PK
−1.
Hence this envelope does not touch the entropy function at t = 0, but periodically at later times. Since
C has a pair of complex conjugate eigenvalues, the 2D-trajectory v(t) from (5.8) converges to the origin
in a spiral. Thus it will eventually be in the direction of the λP –eigenvector of PK
−1. This shows that
any initial condition f0 ∈ M1 (cf. Proposition 5.4) yields an entropy function e1(t) with the r.h.s. of
(8.5) as its sharp envelope.
From the above discussion it is intuitively clear that the hypocoercive entropy method yields better
decay rates. For general non-symmetric Fokker-Planck equations (8.1) we have, in fact, the following
comparison of the two decay estimates (standard entropy method vs. the new hypocoercive entropy
method):
Proposition 8.1. The decay rates λK from (8.4) and µ from Theorem 4.6 satisfy:
(i) λK ≤ µ (and the strict inequality holds in many examples; see, e.g., Fig. 2).
(ii) If C is diagonalizable (and hence also C˜ :=
√
D
−1
C
√
D with C˜ = A˜ΛA˜−1 and some diagonal
matrix Λ), then
µ ≤ κ(A˜)2 λK ,
where κ(A˜) := ‖A˜‖2‖A˜−1‖2 is the condition number of the matrix A˜.
Proof: (i): We first note that K˜ satisfies the continuous Lyapunov equation
2 Id = C˜K˜ + K˜C˜T .
Let w be a (right) eigenvector of C˜T to an eigenvalue λm with ℜ{λm} = µ. Hence
2|w|2 = wT C˜K˜w + wT K˜C˜Tw = λ¯mwT K˜w + λmwT K˜w = 2ℜ{λm}wT K˜w .
This yields the following estimate on the Rayleigh quotient of K˜:
1
µ
=
wT K˜w
|w|2 ≤ λmax(K˜) =
1
λmin(K˜−1)
=
1
λK
.
(ii): For the upper bound on µ we consider again the Lyapunov equation for K˜. Then Problem 9b
of §5.5, [25] gives the following bound on its solution:
‖K˜‖2 ≤ κ(A˜)
2
µ
,
and the result follows with ‖K˜‖2 = λmax(K˜) = 1/λK . 
Finally, we remark that the hypocoercive entropy method cannot improve the standard decay estimate
for symmetric Fokker-Planck equations: In that case, the matrix D−1C is symmetric positive definite
in (8.1). Then, (3.2) yields K = C−1D. Hence, λK := λmin(
√
DK−1
√
D) = λmin(
√
D
−1
C
√
D), and
µ = λK follows.
9. Appendix
Proof of Lemma 2.11 (propagation set of Fokker-Planck equations with linear drift):
First, note that only drift-trajectories are non-constant in time, since the first row of D˜ is zero. A
drift trajectory ξ(s) = (t(s), v(s)) starting at ξ0 = (t0, v0) satisfies
d
dsξ =
( −1
Cv
)
,
ξ(0) = ξ0.
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The solution to this equation is
ξ(s) =
(
t0 − s
eCsv0
)
.
This means that drift trajectories move backwards in time linearly. Thus, for a point q = (t′, y) to be
connected to p = (t, x), it is necessary that t′ ≤ t. This is to be expected, as it is also the case for the
classical maximum principle for parabolic equations.
Since the diffusion trajectories span the subspace Rk = imD ⊂ Rd, we write p = (t, xD, x0) and
q = (t′, yD, y0), where x0 and y0 are the projection of x and y onto the kernel of D (restricted to R
d−k).
Without moving backwards in time, we can only connect via diffusion trajectories. This implies
S(p,Rd+1) ∩ {(t˜, x) ∈ Rd+1|t˜ = t} = {(t, x0)} × Rk.
It remains to show that any point q = (t′, y) with t′ < t can be connected to p. The strategy here is the
following: Since we can freely move around in imD, we only need to connect q and p in the kernel of
D and in time. To achieve this, we employ Lemma 2.3 (iv). We will proceed in a series of trajectories:
A number of drift trajectories (equal to µ := dim kerD + 1 = d − k + 1), each of them followed by up
to k = rankD diffusion trajectories. Starting at ξ0 = (t, x), such a series of two drift and 2k diffusion
trajectories will arrive at (
t− s1 − s2, eCs2 [eCs1x+ z1] + z2
)
,
where z1, z2 ∈ imD are the results of shifts by diffusion trajectories and 0 ≤ s1, s2. Thus, a series of µ
trajectories will arrive at
(
t−
µ∑
j=1
sj , exp(C
µ∑
j=1
sj)x+
µ−1∑
j=1
exp(C
µ∑
l=1+j
sl)zj + zµ
)
,
where zj ∈ imD, 1 ≤ j ≤ µ. Setting this equal to our target point q = (t′, y) and rearranging terms, we
obtain the following requirements:
µ∑
j=1
sj
!
= t− t′,(9.1)
y − eC(t−t′)x !=
µ−1∑
j=1
eCrjzj + zµ,(9.2)
with rj ∈ [0, t − t′], rj :=
µ∑
l=j+1
sl, sj ≥ 0. The projection of equation (9.2) (for sj , zj) onto imD can
always be solved by choosing zµ appropriately. For the projection onto kerD, we get
(Id−D)
µ−1∑
j=1
eCrjzj
!
= (Id−D)(y − eC(t−t′)x) =: v0 ∈ kerD.
The left hand side can be seen as a linear mapping from (imD)µ−1 to kerD, since each of the matrix
exponentials can take an arbitrary argument zj ∈ imD. So we need to show that
((Id−D)eCrj)1≤j≤µ : (imD)µ−1 → kerD,(9.3)
(zj)1≤j≤µ−1 7→ (Id−D)
µ−1∑
j=1
eCrjzj
is surjective for some choice of 0 ≤ rµ−1 < rµ−2 < · · · < r1 ≤ t− t′. Let r1 ∈ [ t−t′2 , t− t′]. Then either
(Id−D)eCr1 : imD → kerD
is surjective, or there is ξ ∈ kerD with ξ ⊥ (Id−D)eCr1 imD (since the image of a linear map is always
a linear subspace). But then, from Lemma 2.3 (iv) there is r2 ∈ (0, r1) and η ∈ imD with
〈(Id−D)eCr2η, ξ〉 = 〈η, eCT r2ξ〉 = 1.
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Now, since ξ 6⊥ (Id−D)eCr2 imD, we have
dim span
[
(Id−D)eCr1 imD, (Id−D)eCr2 imD] > dim(Id−D)eCr1 imD.
Then either (
(Id−D)eCr1 , (Id−D)eCr2) : imD × imD → kerD.
is surjective, or we repeat the process. Each repetition increases by at least one the dimension of the
reachable subspace of kerD. Thus, we will need at most µ − 1 = dimkerD iterations, and hence the
map (9.3) is surjective. 
Proof of the inclusion (7.6) (propagation set of the kinetic Fokker-Planck equation):
Here we shall consider points q = (t0, x0, v0) with t0 < t1 that can be connected to the given point
p = (t1, x1, v1) by a sequence of three trajectories (diffusion, drift, diffusion). Note that the form of D˜
in (7.3) lets the diffusion trajectories run purely in v–direction. Hence, we only need to connect (t0, x0)
to (t1, x1) (both with arbitrary velocities) via a single drift trajectory.
For simplicity we set s = −t in (2.7). So, we consider the forward characteristic system
(9.4)
d
dt
x = v ,
d
dt
v = −V ′(x)− νv ,
with the boundary data x(t0) = x0, x(t1) = x1. Here, t1 and x1 are fixed, and V
′ is locally Lipschitz.
Moreover, for all x0 ∈ R \ {x1}, we have to find a t˜(x0) ∈ [0, t1) such that (9.4) is solvable for all
t0 ∈ (t˜(x0), t1).
For the proof of Lemma 2.11 we just had to study the solvability of the linear system (9.1), (9.2).
But for the nonlinear system (9.4) this is not feasible explicitly. Hence we shall give an estimate
on the propagation region of the characteristics. To this end we define the total energy H(x, v) :=
V (x)− Vmin + v22 ≥ 0 with Vmin := minx∈R V (x). Along a trajectory ξ(t) of (9.4), it satisfies
−2νH(ξ(t)) ≤ d
dt
H(ξ(t)) = −νv2 ≤ 0 ,
and hence
(9.5) H(ξ1) ≤ H(ξ(t)) ≤ H(ξ1) e2νt1 , 0 ≤ t ≤ t1 .
Since V ր∞ as |x| → ∞, all level curves H(x, v) = const. are closed. We shall solve (9.4) in the spirit
of a (backward) shooting method starting at t = t1 with some initial data ξ1 = (x1, v˜). Here, we shall
choose |v˜| large enough such that the trajectory passes “above” all local maxima of V between x0 and
x1. So, v˜ has to satisfy H(x1, v˜) > max
x1≤x≤x0
V (x) − Vmin (w.r.o.g. we assumed here x1 < x0). For |v˜|
that large, the level curve H = const := H(x1, v˜) (and hence also the trajectory ξ(t), 0 ≤ t ≤ t1) crosses
the line x = x0 in the (x, v) phase-plane (see Fig. 3). The largest intersection time of ξ(t) with x = x0
can now be chosen as the desired time t˜(x0) < t1.
Increasing |v˜| further (and hence also H(x1, v˜)) shows that the drift from x0 to x1 can be achieved
in arbitrarily short time, i.e. for t0 arbitrarily close to t1. This proves the claim (7.6). 
Proof of Lemma 5.2 (compactness of the resolvent of L):
First we introduce the weighted H1-space:
H := {f ∈ L2|∇( f
f∞
) ∈ (L2(Rd, f∞))d},
‖f‖2H :=
∫
Rd
|f |2f−1∞ dx+
∫
Rd
|∇ f
f∞
|2f∞ dx = ‖ f
f∞
‖2H1(Rd,f∞) .
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Figure 3. The solution ξ(t) of the characteristic system (9.4) lies in a domain bounded
by two closed level curves, as estimated by (9.5): H = const := H(x1, v˜) (inner bound-
ary), H = const := H(x1, v˜)e
2νt1 (outer boundary).
For a (uniformly) elliptic operator, compactness of the resolvent can be shown by establishing that
it maps L2 into H and that the embedding H →֒ L2 is compact. However, for a degenerate elliptic
operator, the resolvent will not map L2 into H, in general. So one has to work in spaces with fractional
derivatives. For this proof, we shall therefore proceed in three steps. First we establish the space we
work in, then we extend the regularisation result from Theorem 4.8 for the solution semigroup eLt on
L2. Finally, we use these two results to show compactness of the resolvent of L.
Step 1 (interpolation spaces Hr): We start by introducing the spaces Hr, 0 < r < 1, between L2
and H. An orthonormal basis {zj|j ∈ Nd0} of L2(Rd, f∞) is given by the “polynomial part” of the
eigenfunctions zjf∞ of the (uniformly) elliptic Fokker-Planck operator
LIdf := div(∇( f
f∞
)f∞)
in L2. They satisfy
LId(zjf∞) = −|j|zjf∞,
with |j| the degree of the multi-index j. Then, for f ∈ H it holds
‖f‖2L2 =
∑
j∈Nd0
|cj |2, ‖f‖2H =
∑
j∈Nd0
(1 + |j|)|cj |2,
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where cj is the coefficient of
f
f∞
along zj . We thus define
Hr := {f ∈ L2|
∑
j∈Nd0
(1 + |j|)r |cj|2 <∞},(9.6)
and have the interpolation inequality
‖f‖Hr ≤ ‖f‖rH‖f‖1−rL2 .(9.7)
Step 2 (regularisation from L2 to Hr): Since L generates a contraction semigroup on L2, we have
∀t ≥ 0 : ‖eLtf‖L2 ≤ ‖f‖L2.(9.8)
In the following estimate, we shall use the L2-orthogonal decomposition f = f˜ + f∞
∫
Rd
f dx with∫
Rd
f˜ dx = 0, and the scaled version of (4.17) for quadratic ψ:
∫
Rd
(∇f(t)
f∞
)TP∇f(t)
f∞
f∞ dx ≤ ct−(2τ+1)
∫
Rd
(
f − f∞
∫
Rd
f dx
)2
f−1∞ dx.
We have:
‖eLtf‖2H = ‖eLtf‖2L2 +
∥∥∥∇eLtf
f∞
∥∥∥2
L2(Rd,f∞)
= ‖eLtf‖2L2 +
∥∥∥∇eLtf˜
f∞
∥∥∥2
L2(Rd,f∞)
≤ ‖f‖2L2 + ct−(2τ+1)‖f˜‖2L2
≤ (1 + ct−(2τ+1))‖f‖2L2,
where we have used the L2-contractivity of eLt and the positive definiteness of P . We thus obtain
∀0 < t ≤ 1 : ‖eLtf‖H ≤ c˜t−(τ+ 12 )‖f‖L2(9.9)
for all f ∈ L2. By combining (9.7) – (9.9), we obtain
∀0 < t ≤ 1 : ‖eLtf‖Hr ≤ βt−r(τ+
1
2 )‖f‖L2 ,(9.10)
with β := c˜r.
Step 3 (compact resolvent): For r := 1
τ+1 > 0, we can integrate (9.10) on (0, 1). This yields
‖
1∫
0
eLtf dt‖Hr ≤ c‖f‖L2.(9.11)
By a well-known result for semigroups (see e.g. [15], §II.1, Lemma 1.3 or [32], §1.2, Theorem 2.4), for
any λ > 0 it holds that
∀f ∈ D(L) ∀t > 0 :
t∫
0
e(L−λ)s(L− λ)f ds = e(L−λ)tf − f.
Due to (9.8), e(L−λ)t decays exponentially and we conclude
∞∫
1
e(L−λ)t(λ− L)f dt = eL−λf(9.12)
for all f ∈ D(L). Moreover (see e.g. [15], §II.1, Theorem 1.10 or [32], §1.3, Theorem 3.1), the resolvent
R(λ, L) := (λ− L)−1 has the representation
R(λ, L) =
∞∫
0
e(L−λ)t dt =
1∫
0
e(L−λ)t dt+
∞∫
1
eL−λ)t dt.
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We apply this representation to (9.11) and obtain
c‖f‖L2 ≥ ‖[R(λ, L)−
∞∫
1
e(L−λ)t]f dt‖Hr ,
which yields
‖R(λ, L)f‖Hr ≤ c‖f‖L2 + ‖
∞∫
1
e(L−λ)tf dt‖Hr .(9.13)
For g ∈ D(L), we set in (9.13) f = (λ− L)g and obtain, using (9.12),
‖g‖Hr ≤ c‖(λ− L)g‖L2 + ‖
∞∫
1
e(L−λ)t(λ− L)g dt‖Hr
= c‖(λ− L)g‖L2 + e−λ‖eLg‖Hr .
Applying (9.10) with t = 1 to the last term yields
‖g‖Hr ≤ c‖(λ− L)g‖L2 + βe−λ‖g‖L2.
Choosing λ > lnβ allows to “absorb” the last term into the left-hand side, and hence
‖R(λ, L)f‖Hr ≤ c‖f‖L2 .
Due to the spectral representation of Hr in (9.6), the embedding Hr →֒ L2 is compact for r > 0. Hence,
R(λ, L) is compact for the chosen λ, and by the first resolvent formula then also for all λ in the resolvent
set. 
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