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CONTRIBUTO ALLE IPERSTRUTTURE MATROIDALI
DOMENICO FRENI
In this paper we continue the investigation of matroidal hyperstructures,introduced in [8], [9], [15], [17], [22]. In the �rst section, we de�ne the sub-hypergroupoid [A] generated by a subset A of an hypergroupoid (H,•). Weintroduce the notion of defect and optimal defect of [A] and investigate theirproperties.In the following sections, we de�ne the class of Mλ-hypergroups, atta-ched to an action of a group on a set M . We give necessary, and necessaryand suf�cient conditions for a Mλ-hypergroupoid to be matroidal. The mostsigni�cant case is given by the canonical action of the multiplicative groupK ∗ of a �eld K on the set V − {0}, where V is a K -vector space. Mo-reover, we determine necessary conditions under which the defect of a sub-hypergroupoid [A] of a Mλ-hypergroupoid is optimal; we also give examplesof non-commutative matroidal hypergroupoids.In the last section, we continue the investigation of �nite non-commuta-tive exchange groups.
1. Sottoipergruppoidi generati da un sottoinsieme.
Se (H, •) e` un ipergruppoide ed A e` un sottoinsieme non vuoto di H , sipone:
A 1 = A;
A 2 = A • A = A 1 • A 1;
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A 3 = (A • A) • A� A • (A • A) = A 2 • A 1� A 1 • A 2e per ogni n ≥ 1
A n+1 =�nk=1 A k • A n−k+1 .
Linsieme [A] = �k≥1 A k e` un sottoipergruppoide di (H, •). Infatti, perogni coppia (x , y) di elementi di [A], esiste una coppia (r, s) di elementi di N∗
tale che x ∈ A r e y ∈ A s , quindi x • y ⊂ A r • A s ⊂ A r+s ⊂ [A] e dunque[A] • [A] ⊂ [A].Del resto, se S e` un sottoipergruppoide di (H, •) contenente A, si ha
A 2 = A • A ⊂ S • S ⊂ S e induttivamente si prova che A n ⊂ S • S , per ognin ∈ N∗ ; cioe` il sottoipergruppoide [A] e` contenuto in tutti i sottoipergruppoidicontenenti a, quindi e` il piu` piccolo sottoipergruppoide contenente A e vienechiamato sottoipergruppoide generato da A.Se linsieme A e` �nito, il sottoipergruppoide [A] si dice �nitamentegenerato da A e se linsieme A e` costituito dagli elementi a1, a2, . . . , an , allorasi scrive [a1, a2, . . . , an].Il sottoipergruppoide [a] generato dal singleton {a} si chiama sottoiper-gruppoide ciclico generato da a.Con [∅] si indica lintersezione di tutti i sottoipergruppoidi di H . Ovvia-mente, sono possibili due casi:
1) [∅] = ∅;2) [∅] �= ∅.
In particolare, nel secondo caso, linsieme [∅] e` un sottoipergruppoide diH , e piu` precisamente si ha che [∅] e` il piu` piccolo sottoipergruppoide di H see solo se [∅] �= ∅.Se A e` un sottoinsieme non vuoto di H , con CA e NA si indicano i dueinsiemi seguenti:
CA =
�s ∈ N∗|A s+1 ⊂
s�
k=1
A k�,
NA = N − CA
e si pone mA = max NA , convenendo di scrivere mA = ∞ nel caso in cui NA e`privo di massimo. Inoltre, se CA �= ∅, si pone cA = minCA .Lelemento mA si chiama ampiezza del sottoipergruppoide [A].Se mA = ∞, allora [A] si dice di ampiezza in�nita.Se mA �= ∞, il valore assoluto |mA − cA| si chiama difetto di [A].Il difetto si dice quasi ottimo se uguale ad uno e lo si chiama ottimo secA = mA + 1.
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Ovviamente ogni sottoipergruppoide [A] di difetto ottimo ha difetto quasiottimo.
Alcuni esempi:
Si considerino un intero n ≥ 2 e i due insiemi H = {0, 1, 2} e K =
{0, 1, 2, 3, 4}, e siano (H, ◦), (N, n, •), (N, �), (K , �) gli ipergruppoidi i cuiiperprodotti sono qui di seguito riportati:
◦ 0 1 2
0 1 1 H
1 1 {1, 2} H
2 H H H
(N, n, •) =


0 • 0 = 0 • 1 = 1 • 0 = {1};
1 • 1 = {1, 2};
m • i = i • m = {m + 1} ⇔ 2 ≤ m ≤ n, i ∈ {0, 1, 2, . . . ,m};
m • i = i • m = N ⇔ m > n, i ∈ {0, 1, 2, . . . ,m};
(N, �) =


0 � 0 = 0 � 1 = 1 � 0 = {1};
1 � 1 = {1, 2};
m � i = i �m = {m + 1} ⇔ m ≥ 2, i ∈ {0, 1, 2, . . . ,m};
� 0 1 2 3 4
0 1 1 3 K − {4} K
1 1 {1, 2} 3 K − {4} K
2 3 3 3 K − {4} K
3 K − {4} K − {4} K − {4} K K
4 K K K K K
Posto A = {0}, in tutti e quattro gli ipergruppoidi si ha:
A 1 = {0}, A 2 = A 3 = {1}, A 4 = {1, 2},
ma cambia, a secondo i casi, il difetto del sottoipergruppoide [A]. Infatti:
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1) Nellipergruppoide (H, ◦) si ha A n = H , per ogni n ≥ 5. DunqueNA = {0, 1, 3}, cA = 2 e il difetto di [A] e` quasi ottimo, ma non e` ottimoperche` mA > cA .
2) Nellipergruppoide (N, n, •), per ogni intero k tale che 3 ≤ k ≤ n + 3, siha:
A k = {1, 2, . . . , k − 2}.
Infatti A 3 = {1} e A 4 = {1, 2}, e supponendo che per ogni intero k tale
che 3 ≤ k ≤ n + 2 si ha A k = {1, 2, . . . , k − 2}, allora si ottiene:
A r ⊂ A r+1, per ogni intero r tale che 2 ≤ r ≤ n + 1.
Inoltre, preso x ∈ A n+3 , esiste un k ∈ {1, 2, . . . , n + 2} tale che x ∈
A k • A n+3−k .Se k = 1 oppure k = n + 2, si ottiene x ∈ A 1 • A n+2 = A n+2 • A 1 =0 • {1, 2, . . . , n} = {1, 3, . . . , n + 1}.
Mentre, se 2 ≤ k ≤ n + 1, allora x ∈ A k • A n+2 ⊂ A n+2 • A n+2 e quindi
esiste {a, b} ⊂ A n+2 = {1, 2, . . . , n} tale che x ∈ a • b. Supponendo a ≤ b,si ha x ∈ {1, 2} se a = b = 1, e x = b + 1 se b ∈ {2, . . . , n}. Pertanto, intutti i casi, si ottiene x ∈ {1, 2, . . . , n + 1} e cos�` resta dimostrata linclusione
A n+3 ⊂ {1, 2, . . . , n + 1}.
Viceversa, 1 ∈ 0 • 1 = A 1 • A 2 ⊂ A 1 • A n+2, 2 ∈ 1 • 1 ⊂ A 2 • A 2 ⊂
A 2•A n+1 ed in�ne, per ogni intero x tale che 3 ≤ x ≤ n+1, si ha 2 ≤ x−1 ≤ n
e x ∈ 0 • (x − 1) ⊂ A 1 • A n+2 .
Dunque e` provata anche linclusione {1, 2, . . . , n + 1} ⊂ A n+3 e di
conseguenza A n+3 = {1, 2, . . . , n + 1}.
Inoltre risulta N = 0 • (n + 1) ⊂ A 1 • A n+3 ⊂ A n+4 ⊂ N , quindi
N = A n+4 e induttivamente si prova che
N = A k, per ogni intero k ≥ n + 4.
Le considerazioni precedenti permettono di dedurre facilmente le seguenti:
a) A 2 �⊂ A 1, A 3 ⊂ A 1 ∪ A 2;
b) Per ogni intero m tale che 3 ≤ m ≤ n + 3 si ha A m+1 �⊂ �mk=1 A k , inquanto m − 1∈ A m+1 e m − 1 /∈ �mk=1 A k = {0, 1, . . . ,m − 2};c) A m+1 =�mk=1 A k = N , per ogni intero m ≥ n + 4.
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Dunque si ha NA = {0, 1, 3, . . . , n + 3}, cA = 2,mA = n + 3 e il difettodi [A] e` n + 1.
3) Nellipergruppoide (N, �), con dimostrazione analoga a quella svolta nel-
lesempio 2, si prova che per ogni intero k ≥ 3 si ha A k = {1, 2, . . . , k − 2} e
A n+1 �⊂�nk=1 A k , quindi CA = {2} e mA = ∞.
4) In questultimo esempio si ha A 5 = {1, 2, 3}, A 6 = A 7 = A 8 = A 9 =
{0, 1, 2, 3} e A k = K , per ogni k ≥ 10. Pertanto NA = {0, 1, 3, 4, 9}, quindicA = 2 < mA = 9.In�ne, si osservi che in questultimo ipergruppoide, tra i due interi cA emA , esistono degli elementi che appartengono a CA ed altri che appartengonoad NA .
Proposizione 1.1. Per ogni sottoinsieme non vuoto A di H si ha:
1) Se CA = ∅, allora |�n+1k=1 A k | ≥ n + 1, per ogni n ≥ 1;2) Se H e` un ipergruppoide �nito, allora CA �= ∅;3) Se mA �= ∞, allora mA < cA ⇔ il difetto di [A] e` ottimo;4) cA = 1⇔ [A] = A;5) CA = N∗ se, e solo se, A e` un sottoipergruppoide di H .
Dimostrazione. 1) Per ipotesi A 2 �⊂ A 1, quindi la cardinalita` dellinsieme
A 1 ∪ A 2 e` ≥ 2. Per induzione sia |�n+1k=1 A k | ≥ n + 1.Siccome A n+2 �⊂�n+1k=1 x¯ k , si ottiene |�n+2k=1 A k | ≥ |�n+1k=1 A k |+1 ≥ n+2e la dimostrazione di 1) e` conclusa.2) Se H e` �nito ed A e` un sottoinsieme non vuoto di H tale che CA = ∅, per1), si ha:
���
|H |+1�
k=1
A k��� ≥ |H | + 1 > |H |,
ma cio` e` impossibile.3) Se mA �= ∞, ovviamente si ha CA �= ∅, e se inoltre mA < cA , alloralinsieme {n ∈ N | n > mA} e` contenuto in CA . Del resto, per ogni interon ∈ N∗ tale che n < mA , si ha n < cA , e per la minimalita` di cA in CA si ottienen /∈ CA . Dunque si ricava n ∈ NA , NA = {0, 1, 2, . . . ,mA} e cA = mA+1, cioe`il difetto di [A] e` ottimo.Il viceversa e` evidente.4) cA = 1⇔ A 2 ⊂ A 1 ⇔ A e` un sottoipergruppoide di H ⇔ [A] = A.5) Se CA = N∗ si ha minCA = 1 ed A e` un sottoipergruppoide di H .Viceversa, se A e` un sottogruppoide di H , allora [A] = A e A s+1 ⊂ A 1,per ogni intero s ≥ 1. Dunque CA = N∗ .
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Proposizione 1.2. Per ogni sottoinsieme non vuoto A di H tale che mA �= ∞
si ha�mA+ik=1 A k =�mA+1k=1 A k , per ogni intero i ≥ 1, e [A] =�mA+1k=1 A k .
Dimostrazione. Per la massimalita` di mA in NA si ha {i ∈ N | i ≥ mA + 1} ⊂
N − NA = CA . Ora A mA+2 ⊂ �mA+1k=1 A k perche` mA + 1 ∈ CA , dunquesi ottiene �mA+2k=1 A k = �mA+1k=1 A k e per induzione si prova facilmente che�mA+ik=1 A k =�mA+1k=1 A k , per ogni intero i ≥ 1.Ovviamente si ha anche [A] =�mA+1k=1 A k .
Teorema 1.3. Se H e` un ipergruppoide �nito, per ogni sottoinsieme non vuoto
A di H , si ha mA �= ∞ e [A] =�mA+1k=1 A k .
Dimostrazione. Se mA = ∞, ordinando gli elementi di NA con lordinenaturale di N , linsieme NA costituisce una catena
n1 < n2 < · · · < nj < · · ·
Chiaramente, per ogni j �= 0, si ha:
nj�
k=1
A k ⊆
nj+1�
k=1
A k
e se�njk=1 A k =�nj+1k=1 A k , allora, essendo nj + 1 ≤ nj+1 , si ottiene:
A nj+1 ⊆
nj+1�
k=1
A k =
nj�
k=1
A k ,
impossibile perche` nj /∈ CA .
Quindi�njk=1 A k e` strettamente contenuto in�nj+1k=1 A k .Allora in H si trova una catena di sottoinsiemi luno strettamente contenutonellaltro n1�
k=1
A k ⊂
n2�
k=1
A k ⊂ · · ·
nj�
k=1
A k ⊂ · · ·
che non si blocca, ma cio` e` impossibile perche` H e` �nito.La Proposizione 1.2 completa la dimostrazione.
Proposizione 1.4. Se H e` un semi-ipergruppo �nito, per ogni sottoinsieme nonvuoto A di H , il difetto di [A] e` ottimo.
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Dimostrazione. Per la Proposizione 1.1 - 2), linsieme CA e` non vuoto e perlassociativita` delliperprodotto si ha A n = An , per ogni intero n ≥ 1. Quindi
AcA+2 = AcA+1 • A ⊆ �
cA�
k=1
Ak� • A =
cA+1�
k=2
Ak ⊆
cA+1�
k=1
Ak
e induttivamente si prova che
AcA+s ⊆
cA+s−1�
k=1
Ak , per ogni s ≥ 1.
Dunque n ∈CA se, e solo se, n + 1∈CA , ovvero CA = �n ∈ N∗ | n ≥ cA�e quindi NA = N − CA = {0, 1, . . . , cA − 1}.Pertanto mA = cA − 1 e ovviamente cA = mA + 1.
Osservazione. Se (H, •) e` isomorfo ad un gruppo, identi�cato il singleton {x}con lo stesso elemento x e supponendo che x sia un elemento di periodo �niton, si prova che cx = n e che [x ] e` il sottogruppo ciclico generato da x . Infatti,per la Proposizione 1.1 - 4), si ha c1G = 1 e se x �= 1G , allora, per ognik ∈ N∗ , si ottiene x¯ k = {xk} e �nk=1 x¯ k = {x , x 2, . . . , xn = 1G}. Quindix¯ n+1 = x ∈ �nk=1 x¯ k e di conseguenza cx ≤ n.Del resto xcx+1 appartiene allinsieme {x , x 2, . . . , xcx} e se esiste un interok tale che 2 ≤ k ≤ cx e xcx+1 = xk , allora si ottiene xcx−k+2 = x . Pertanto si hax¯ cx−k+2 ∈ �cx−k+1k=1 x¯ k e cx − k + 1∈Cx , con 1 ≤ cx − k + 1 < cx , impossibileper la minimalita` di cx in Cx . Dunque xcx+1 = x e quindi si ottiene xcx = 1G en ≤ cx . Sicche` cx = n e ovviamente [x ] e` il sottogruppo ciclico generato da x .
Proposizione 1.5. Se f : H → K e` un omomor�smo di ipergruppoidi, perogni sottoinsieme non vuoto A di H , si ha:
1) f ([A]) ⊂ [ f (A)];
2) [ f ([A])] = [ f (A)] e se f e` un omomor�smo buono, allora f ([A]) =[ f (A)];
3) Per ogni intero m ≥ 1 si ha f (A m) ⊂ f (A) m, inoltre vale luguaglianzase f e` un omomor�smo buono;
4) Se f e` un omomor�smo buono e CA �= ∅, allora cf (A) ≤ cA e m f (A) ≤ mA.E se inoltre cf (A) = cA , allora il difetto di [A] e` ottimo se, e solo se, il difetto di[ f (A)] e` ottimo.
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Dimostrazione. 1) E` facile veri�care che f −1([ f (A)]) e` un sottoipergruppoidedi H che contiene A, quindi contiene anche [A] e di conseguenza
f ([A]) ⊂ f ( f −1([ f (A)])) ⊂ [ f (A)].
2) Ovviamente si ha f (A) ⊂ f ([A]), quindi [ f (A)] ⊂ [ f ([A])]. Inoltref ([A]) ⊂ [ f (A)] e da qui si ricava [ f ([A])] ⊂ [[ f (A)]] = [ f (A)].Se f e` un omomor�smo buono, limmagine f ([A]) di [A] e` un sottoiper-gruppoide di K e f ([A]) = [ f (A)].
3) E` ovvio che f (A 1) = f (A) = f (A) 1 e supponendo che per ogni intero k
tale che 1 ≤ k < m si ha f (A k) ⊂ f (A) k , allora:
f (A m) = f � m−1�
k=1
A k • A m−k� =
m−1�
k=1
f (A k • A m−k) ⊂
⊂
m−1�
k=1
f (A k) • f (A m−k) ⊂
m−1�
k=1
f (A) k • f (A) m−k = f (A) m .
Dunque si e` dimostrato che per ogni intero m ≥ 1 si ha:
f (A m) ⊂ f (A) m .
Allo stesso modo, se f e` un omomor�smo buono, sostituendo il segno diinclusione con luguaglianza, si prova che
f (A m) = f (A) m .
4) Se f e` un omomor�smo buono ed esiste un intero positivo n tale che
A n+1 ⊂�nk=1 A k , allora si ricava linclusione:
f (A) n+1 = f (A n+1) ⊂ f �
n�
k=1
A k� =
n�
k=1
f (A k) =
n�
k=1
f (A) k .
Pertanto linsieme CA e` contenuto in Cf (A) e il minimo cf (A) di Cf (A) e` minoreo uguale a cA .Del resto, si ha anche Nf (A) = N − Cf (A) ⊂ N − CA = NA , quindimf (A) ≤ mA .In�ne, se cf (A) = cA , si ha:
cA = mA + 1 ⇔ cf (A) = mA + 1⇔ mf (A) ≤ mA =
= cf (A) − 1⇔ mf (A) < cf (A) ⇔ cf (A) = mf (A) + 1.
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2. Mλ-ipergruppoidi.
Siano M un insieme non vuoto e G un gruppo che opera a sinistra su Mmediante lazione ϕ : G × M → M tale che ϕ(x , a) = xa, per ogni coppia(x , a)∈G × M .Se λ e` un qualunque elemento di G , per ogni coppia (a, b) di elementi diM , si pone: a • b = b • a = {λa, λb}.
E` facile provare che liper-operazione prima de�nita e` riproducibile. Infatti,per ogni coppia (a, b)∈ M2, si ha b∈ a • (λ−1b) = (λ−1b)•a = {λa, b}, quindiper ogni a ∈ M si ottiene a • M = M • a = M e lipergruppoide (M, •) e` unquasi-ipergruppoide commutativo.In seguito, con abuso di notazione, si utilizzera` spesso il simbolo Mλ perindicare non solo il sostegno M del quasi-ipergruppoide (M, •), ma anche lostesso quasi-ipergruppoide.
Proposizione 2.1. Se per ogni elemento a di M, Stab(a) rappresenta lo stabi-lizzatore dellelemento a rispetto allazione ϕ di G su M, allora:
1) Mλ e` un ipergruppo se e solo se λ appartiene al nucleo Nϕ dellazione ϕ .(Il nucleo dellazione e` lintersezione�a∈M Stab(a) di tutti gli stabilizzatori);2) Se λ non appartiene al nucleo di ϕ , allora il quasi-ipergruppo Mλ e` unHV -gruppo, cioe` liper-operazione e` riproducibile e debolmente associativa.
Dimostrazione. 1) Sia Mλ un ipergruppo. Se Mλ = {a}, allora lo stabilizzatoredellunico elemento a coincide con G e limplicazione e` ovvia.Se |Mλ| ≥ 2, per ogni coppia (a, b) di elementi distinti di Mλ si ha:
{λ2a, λb} = (a • a) • b = a • (a • b) = {λa, λ2a, λ2b}
ed essendo a �= b, si distinguono i due casi: λa = λ2a oppure λa = λ2b.Nel primo caso si ha subito a = λa, quindi λ∈ Stab(a).Nel secondo caso si ha a = λb, di conseguenza {λ2a, a} = {λa, λ2a}.Pertanto λa = a oppure λa = λ2a, quindi λ∈ Stab(a).Dunque, in entrambi i casi e per ogni a ∈ Mλ , si ottiene λ ∈ Stab(a) elimplicazione⇒ e` provata.Viceversa, se λ∈ Nϕ =�a∈M Stab(a), per ogni terna (a, b, c)∈ M3λ si ha:
(a • b) • c = {a, b, c} = a • (b • c)
e poiche` liper-operazione e` anche riproducibile, Mλ e` un ipergruppo.2) Se λ /∈ Nϕ , liperprodotto • non e` associativo,ma per ogni terna (a, b, c) dielementi di Mλ si ha λ2b ∈ (a•b)•c∩a•(b•c) e cio` completa la dimostrazione.
Nei prossimi teoremi verra` studiata la struttura dei sotto-ipergruppoidi diMλ generati da un sottoinsieme.
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Proposizione 2.2. Per ogni coppia (A, B) di sottoinsiemi non vuoti di Mλ , siha:
1) A • B = λA ∪ λB;2) Se λ∈ Stab(A), allora [A] = A;3) Se λ appartiene al nucleo Nϕ dellazione ϕ , allora [A] = A;4) Se [A] = A ed esiste un intero n ≥ 1 tale che λn ∈ Stab(A), allora
λ∈ Stab(A);5) Se λ e` un elemento di G di ordine �nito q, λ ∈ Stab(A) se e solo se[A] = A.
Dimostrazione.
1) A • B = �
a∈A,b∈B
a • b = �
a∈A,b∈b
{λa, λb} =
=
�
a∈A,b∈B
λ{a, b} = λ� �
a∈A,b∈B
{a, b}� = λ(A ∪ B) = λA ∪ λB.
2) Se λ ∈ Stab(A), per 1), si ha A 2 = A 1 • A 1 = A • A = λA ∪ λA = A.
Se per ogni intero k tale che 1 ≤ k ≤ n si ha A k = A, allora A n+1 =�nk=1 A k • A n−k+1 = A • A = A. Pertanto [A] =�k≥1 A k = A.3) Immediata conseguenza di 2).
4) Se [A] = A si ha λA = A 2 ⊂ [A] = A e per induzione si prova che
λm A ⊂ λA ⊂ A, per ogni intero m ≥ 1.Del resto, per ipotesi, esiste un intero n ≥ 1 tale che λn ∈ Stab(A), per cuiA = λn A ⊂ λA ⊂ A e quindi λA = A.5) Immediata conseguenza di 2) e 3).
Teorema 2.3. Per qualunque coppia (A, B) di sottoinsiemi non vuoti di Mλ , siha:
1) A n+1 =�nk=1 λk A, per ogni n ≥ 1;2) Per ogni intero n ≥ 2, si ha: A n ⊂ A n+1 ;
3) Per ogni n ∈ N∗ , n ∈CA ⇔ A ∪ A n = A ∪ A n+1 ;4) [A] =�k≥0 λk A;5) Per ogni intero n ≥ 1, si ha: A ∪ B n = A n ∪ B n e [A ∪ B] = [A] ∪ [B];6) Per ogni sottoinsieme non vuoto A di Mλ , si ha: [A] =�a∈A[a];7) Se λ e` un elemento di G di ordine �nito q , allora
[A] =
q−1�
k=0
λk A = A ∪ A q .
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Dimostrazione. 1) Per la Proposizione 2.2 - 1), si ha:
A 2 = A • A = λA ∪ λA = λA;
A 3 = A 1 • A 2 ∪ A 2 • A 1 = A • (λA) ∪ (λA) • A = λA ∪ λ2A,
e induttivamente, se per ogni intero m tale che 3 ≤ m ≤ n si ha A m =�m−1r=1 λr A, allora
A k ⊂ A k+1, per ogni intero k tale che 2 ≤ k ≤ n − 1,
e inoltre
A n+1 =
n�
k=1
A k • A n−k+1 = A 1 • A n ∪ A n • A 1 ∪ �
n−1�
k=2
A k • A n−k+1� ⊂
⊂ A 1 • A n ∪ A n • A n = λA 1 ∪ λA n = A 1 • A n ⊂ A n+1.
In�ne
A n+1 = A 1 • A n = λA 1 ∪ λA n =
= λA ∪ �λ�
n−1�
k=1
λk A�� = λA ∪ �
n−1�
k=1
λk+1A� =
n�
k=1
λk A.
2) Immediata conseguenza di 1).
3) Se n ∈CA , allora A n+1 ⊂ �nk=1 A k . Per 2), si ottiene A n+1 ⊂ A 1 ∪ A n ,dunque
A 1 ∪ A n+1 ⊂ A 1 ∪ (A 1 ∪ A n) = A 1 ∪ A n ⊂ A 1 ∪ A n+1
e quindi A 1 ∪ A n = A 1 ∪ A n+1 .
Viceversa, si ha A n+1 ⊂ A 1∪A n+1 = A 1∪A n =�nk=1 A k , cioe` n ∈CA .4) Se x ∈ [A], allora esiste k ∈ N∗ tale che x ∈ A m . Se m = 1 si hax ∈ A = λ0A; mentre se m > 1, si ottiene x ∈ A m = �m−1k=1 λk A e quindi esistek ∈ {1, 2, . . . ,m − 1} tale che x ∈ λk A. Cioe`, in ogni caso, si ha x ∈ �k≥0 λk A,per cui [A] ⊂�k≥0 λk A.E` anche facile provare che�k≥0 λk A ⊂ [A].
5) Se n = 1, allora A ∪ B 1 = A ∪ B = A 1 ∪ B 1.
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Se n > 1, applicando 1), si ottiene:
A ∪ B n =
n−1�
k=1
λk(A ∪ B) = � n−1�
k=1
λk A� ∪ �
n−1�
k=1
λk B� = A n ∪ B n,
e inoltre
[A ∪ B] =�
n≥1
A ∪ B n =�
n≥1
(A n ∪ B n) =
=
��
n≥1
A n� ∪ ��
n≥1
B n� = [A] ∪ [B].
6) Posto H = �a∈A[a], per ogni coppia (x , y) ∈ H 2, esiste una coppia(a1, a2) di elementi di A tali che x ∈ [a1] e y ∈ [a2]. Per 5), si ha: x • y ⊂[a1] • [a2] ⊂ [[a1] ∪ [a2]] = [a1, a2] = [a1] ∪ [a2] ⊂ H , quindi H e` unsottoipergruppoide di Mλ che contiene A e per conseguenza [A] ⊂ H .Ovviamente si ha anche linclusione H ⊂ [A], dunque [A] = H .7) Per 2), si ha:
[A] =�
n≥1
A n = A 1 ∪ ��
n≥q
A n�.
Inoltre, il sottogruppo ciclico di G generato da λ ha ordine q e per ogniintero k > q , esiste un intero t tale che 0 ≤ t < q e λk = λt . Pertanto, per ognim > q , si ha:
A m =
m−1�
k=1
λk A ⊂
q−1�
t=0
λt A = A ∪ �
q−1�
t=1
λt A� = A ∪ A q,
e cio` conclude la dimostrazione.
Immediata conseguenza del Teorema 2.3 - 7) e` il seguente:
Corollario 2.4. 1) Per ogni a ∈ Mλ , si ha: [a] = {λka}k∈N .2) Se λ e` un elemento di G di ordine �nito q , allora [a] = {λka}q−1k=0 .
Nella prossima proposizione verranno dimostrate alcune proprieta` degliomomor�smi di Mλ -ipergruppoidi.
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Proposizione 2.5. Siano λ e µ due elementi distinti di G.
1) Se f e` un omomor�smo da Mλ in Mµ , per ogni a ∈ Mλ e per ogni n ∈ N,si ha: f (λna) = µn f (a).2) Una applicazione f : Mλ → Mµ e` un omomor�smo buono se e solo sef (λa) = µ f (a), per ogni a ∈ M.3) Ogni omomor�smo f : Mλ → Mµ e` buono e per ogni coppia (a, b)∈ Mλsi ha:
f −1( f (a) • f (b)) = [λ−2 f −1( f (λ2a))] • [λ−2 f −1( f (λ2b))].
4) Se λ e` un elemento di G di ordine �nito 2, allora f e` regolare.
Dimostrazione. 1) Luguaglianza e` ovvia se n = 0, inoltre si ha:
� f (λa)} = f (a • a) ⊂ f (a) • f (a) = {µ f (a)�,
quindi f (λa) = µ f (a). In�ne, per induzione, si ottiene:
f (λn+1a) = f (λ(λna)) = µ f (λna) = µ[µn f (a)] = µn+1 f (a).
2) Limplicazione⇒ segue subito da 1).Viceversa, se per ogni a ∈ Mλ si ha: f (λa) = µ f (a), allora
f (a) • f (b) = {µ f (a), µ f (b)} = { f (λa), f (λb)} = f ({λa, λb}) = f (a • b),
ed f e` un omomor�smo buono.3) Da 1) e 2) si ha che f e` un omomor�smo buono. Inoltre, se x ∈[λ−2 f −1( f (λ2a))] • [λ−2 f −1( f (λ2b))], allora x = λ−1 f −1( f (λ2a)) oppurex = λ−1 f −1( f (λ2b)). Se x = λ−1 f −1( f (λ2a)) (analogamente si tratta il ca-so x = λ−1 f −1( f (λ2b))), si ha λx = f −1( f (λ2a)) e quindi µ f (x ) = f (λx ) =f (λ2a) = µ2 f (a).Pertanto f (x ) = µ f (a) ∈ f (a) • f (b) e per conseguenza x ∈ f −1( f (a) •f (b)).Viceversa, se x ∈ f −1( f (a) • f (b)), allora f (x ) ∈ f (a) • f (b) =
{u f (a), µ f (b)}, e se f (x ) = µ f (a) si ha f (λx ) = µ f (x ) = µ2 f (a) = f (λ2a).Dunque λx ∈ f −1( f (λ2a)), quindi
x ∈ λ−1 f −1( f (λ2a)) ⊂ [λ−2 f −1( f (λ2a))] • [λ−2 f −1( f (λ2a))].
Si perviene allo stesso risultato supponendo f (x ) = µ f (b).4) Se λ ha ordine 2, allora λ−2 = λ2 = 1G e per 3) si ottiene:
f −1( f (a) • f (b)) = f −1( f (a)) • f −1( f (b)),
cioe` f e` regolare.
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3. Mλ-ipergruppoidi matroidali o cambisti.
Negli ipergruppoidi la nozione di sottoipergruppoide generato da un sot-toinsieme A si puo` riguardare come la chiusura di A ed analogamente a quantoe` stato svolto per gli ipergruppi cambisti (vedi [8], [9], [22]), si puo` sviluppareuna teoria dindipendenza lineare e dimensionale nella classe degli ipergruppoi-di cambisti o matroidali, ovvero veri�canti lassioma dello scambio:
x ∈ [A ∪ {y}], x /∈ [A] ⇒ y ∈ [A ∪ {x}].
Ebbene, sotto certe ipotesi gli Mλ -ipergruppoidi sono matroidali, e cio` e`quanto viene dimostrata nella seguente:
Proposizione 3.1. Se λ appartiene al nucleo Nϕ dellazione ϕ di G su Moppure λ e` di ordine �nito q , allora:
1) Per ogni coppia (a, b)∈ M2λ, b ∈ [a]⇒ a ∈ [b];2) Mλ e` un quasi-ipergruppoide matroidale.
Dimostrazione. 1) Se λ∈ Nϕ , Mλ e` un ipergruppo tale che [A] = A, per ognisottoinsieme non vuoto A di Mλ , e la dimostrazione di 1) e 2) e` immediata.Adesso, si supponga che λ sia un elemento di G − Nϕ di ordine �nito q .Per il Corollario 2.4, per ogni elemento a ∈ Mλ, si ha [a] = {λka}q−1k=0 e se be` un elemento di [a], allora esiste un intero k tale che 0 ≤ k ≤ q−1 e b = λka.Ora, se k = 0 si ha a = b e ovviamente a ∈ [b], mentre se 0 < k ≤ q − 1 siottiene a = λq−kb ∈ [b], in quanto 1 ≤ q − k ≤ q − 1. Pertanto, in entrambi icasi, b∈ [a] implica a ∈ [b] e il punto 1) e` dimostrato.2) Sia x ∈ [A ∪ {y}] e x /∈ [A].Se A = ∅, allora x ∈ [y] e per 1) si ha y ∈ [x ] = [A ∪ {x}].Se A �= ∅, applicando il Teorema 2.3 - 5), si ricava x ∈ [A] ∪ [y] conx /∈ [A], per cui si ha x ∈ [y] e per 1) si ottiene y ∈ [x ] ⊂ [A]∪ [x ] = [A∪{x}].
Proposizione 3.2. Per ogni elemento λ∈G, si ha:
1) Se |Mλ| > 1 e λ∈ Nϕ , allora [∅] = ∅;2) Se |Mλ| = 1, allora Mλ = [∅];3) Se G non opera transitivamente su M, si ha [∅] = ∅.
Dimostrazione. 1) Per la Proposizione 2.2 - 3), per ogni coppia (a, b) dielementi distinti di Mλ , si ha [a] ∩ [b] = {a} ∩ {b} = ∅, quindi [∅] = ∅.2) Immediato, perche` in Mλ non esistono sottoipergruppoidi propri.3) Per ipotesi, esistono almeno due orbite e quindi esistono due elementi a eb di Mλ tali che Ga ∩ Gb = ∅. Del resto, si ha [a] ∩ [b] ⊂ Ga ∩ Gb, quindi[a] ∩ [b] = ∅ e per conseguenza [∅] = ∅.
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Teorema 3.3. Se G opera liberamente su M e λ e` un elemento di G tale chenellipergruppoide Mλ si ha [∅] = ∅, allora Mλ e` matroidale se e solo se λ e`di periodo �nito.
Dimostrazione. Sia Mλ matroidale.Se esiste un elemento a ∈ Mλ tale che |[a]| = 1, allora {λa} = a •a = {a},quindi λa = a e di conseguenza λ = 1G , perche` ϕ opera liberamente su M .Dunque λ e` di periodo �nito.Se per ogni elemento a ∈ Mλ la cardinalita` di [a] e` maggiore di 1, presob ∈ [a] e b �= a, allora a ∈ [b], perche` b /∈ [∅] = ∅ e Mλ e` matroidale.Pertanto esistono due interi positivi m ed n tali che b = λna e a = λmb,per cui a = λm+na e di conseguenza λm+n = 1G , cioe` λ e` di periodo �nito.Il viceversa e` conseguenza della Proposizione 3.1.
Osservazione. Se V �= {0} e` un K -spazio vettoriale e K ∗ e` il gruppo moltipli-cativo di K , la restrizione a K ∗ × V ∗ delloperazione esterna di V determinaunazione di K ∗ su V ∗ = V − {0} e considerando un qualunque elemento λdi K ∗, sullinsieme V ∗ si puo` introdurre liperprodotto • de�nito negli Mλ-ipergruppoidi, ottenendo cos�` un V ∗λ -ipergruppoide. In questo caso, le orbite deivettori v ∈ V ∗λ sono uguali agli insiemi �v�∗ dei vettori non nulli dei sottospazivettoriali �v� generati da v e lo stabilizzatore di v e` costituito dalla sola 1K , cioe`K ∗ opera liberamente su V ∗ .
Proposizione 3.4. Se V e` un K -spazio vettoriale di dimV > 1 e λ e` un ele-mento del gruppo moltiplicativo K ∗ del campo K , allora nel V ∗λ -ipergruppoidesi ha [∅] = ∅.
Dimostrazione. Se v, w sono due vettori linearmente indipendenti di V , le dueorbite �v�∗ e �w�∗ sono distinte, quindi lazione di K ∗ su V ∗ non e` transitiva eper la Proposizione 3.2 - 3) si ha: [∅] = ∅.
Teorema 3.5. Se V �= {0} e` un K -spazio vettoriale e λ e` un elemento delgruppo moltiplicativo K ∗ di K , allora il quasi-ipergruppoide V ∗λ e` matroidalese e solo se λ e` di periodo �nito.
Dimostrazione. Per la Proposizione 3.1 basta provare limplicazione⇒. Dun-que si supponga Mλ matroidale.Se dimV > 1, la dimostrazione e` conseguenza della Proposizione 3.4 edel Teorema 3.3.Se |K | = 2, ovviamente λ = 1K e la dimostrazione e` conclusa.Se dimV = 1 e |K | > 2, si distinguono i due casi:
I) λ non genera K ∗;II) λ genera K ∗.
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Nel primo caso si ha [∅] = ∅. Infatti, se [∅] �= ∅ e V = �v�, preso w ∈ [∅],per ogni elemento α ∈ K ∗ − {1K }, si ha: v �= αv e w ∈ [v] ∩ [αv]. Quindiesistono due interi positivi m ed n tali che w = λnv e w = λmαv, per cui
λnv − λmαv = 0, α = λn−m e λ genera K ∗ , impossibile.Pertanto si ha: [∅] = ∅, e il Teorema 3.3 assicura che λ e` di periodo �nito.In�ne, nel secondo caso, K e` un campo con gruppo moltiplicativo K ∗ciclico, pertanto K ∗ e` ciclico �nito e λ e` un elemento di periodo �nito.Si osservi che il gruppo moltiplicativo K ∗ di un campo K non e` isomorfoal gruppo (Z ,+). Infatti, in (Z ,+) non esistono elementi diversi da 0 di periodo�nito, mentre nei campi K con Car K = p �= 2 oppure Car K = ∞, lelemento
−1K ha ordine 2. Inoltre, se Car K = 2 e per assurdo K ∗ e` isomorfo a (Z ,+),il sottocampo primo P di K e` isomorfo al campo Z2 e ogni elemento a ∈ K −Pe` trascendente su P . Pertanto, il sottocampo P(a) generato da a e` isomorfo alcampo K2[x ] delle frazioni dellanello Z2[x ] e il gruppo moltiplicativo K2[x ]∗di K2[x ] e` ciclico in�nito, perche` e` un sottogruppo di K ∗ , impossibile.
Il prossimo teorema permette di costruire altre classi di ipergruppoidimatroidali (anche non commutativi), ma prima si premette il seguente:
Lemma 3.6. Siano (A, B,C, D), h e k, rispettivamente, una quadrupla disottoinsiemi non vuoti e due sottoipergruppoidi di un Mλ-ipergruppoide,allora:
1) (A • B) • (C • D) = (A • C) • (B • D);
2) Per ogni intero positivo n, si ha λnh ∪ λnk ⊂ h • k;
3) Se λ e` un elemento di periodo �nito q , allora h • k e` un sottoipergruppoidedi Mλ e h • k = h ∪ k.
Dimostrazione. 1) Applicando la Proposizione 2.2 - 1), e` facile provare che
(A • B) • (C • D) = λ2A ∪ λ2B ∪ λ2C ∪ λ2D = (A • C) • (B • D).
2) Per la Proposizione 2.2 - 1), si ha λh ∪ λk = h • k e induttivamente,supponendo λnh ∪ λnk ⊂ h • k, per 1), si ha:
λn+1h ∪ λn+1k = λnh • λnk ⊂ (h • k) • (h • k) = (h • h) • (k • k) ⊂ h • k.
3) Applicando 2) e il Teorema 2.3 - 2), si ottiene:
h ∪ k = λqh ∪ λqk ⊂ h • k ⊂ [h ∪ k] = [h] ∪ [k] = h ∪ k
e quindi [h ∪ k] = h ∪ k = h • k.
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Teorema 3.7. Sia (H, ◦) un ipergruppoide ed m un intero≥ 2 tale che per ognix ∈ H e per ogni n > m si ha:
H = (· · · ((x ◦ x ) ◦ x ) ◦ · · ·) ◦ x , con x ripetuto n volte.
Se λ e` un elemento di G di ordine �nito q , nellipergruppoide prodotto(H × Mλ,⊗) si ha:
1) [(x , y)] = H × [y], per ogni coppia (x , y)∈ H × Mλ;2) Per ogni sottoipergruppoide S di H×Mλ , esiste un sottoinsiemenon vuotoA di Mλ tale che S = H × [A];3) [∅]H×Mλ = H × [∅]Mλ ;4) Per ogni coppia (S1, S2) di sottoipergruppoidi di H ×Mλ , si ha S1⊗ S2 =S1 ∪ S2;5) H × Mλ e` matroidale.
Dimostrazione. 1) Se (α, β) e` una coppia di elementi di H × [y], esiste n ∈ N∗tale che β = λn y . Certamente si puo` supporre n > m (se m ≤ n, preso ktale che n� = n + kq > m, si ha: β = λn y = λn� y), quindi β appartienealliperprodotto (· · · ((y • y) • y) • · · ·) • y , con y ripetuto n + 1 volte.Ora, posti P = (· · · ((x ◦ x ) ◦ x ) ◦ · · ·) ◦ x e Q = (· · · ((y • y) • y) • · · ·) • y ,con x e y ripetuti n + 1 volte, si ottiene P = H e
(α, β)∈ H × Q = P × Q = (· · · (((x , y)⊗ (x , y))⊗ (x , y))⊗ · · ·)⊗ (x , y).
Pertanto (α, β)∈ [(x , y)] e linclusione H × Mλ ⊂ [(x , y)] e` dimostrata.Linclusione inversa [(x , y)] ⊂ H × [y] e` ovvia, perche` (x , y)∈ H × [y] eH × [y] e` un sottoipergruppoide di H × Mλ .2) Sia S un sottoipergruppoide di H × Mλ ed A linsieme seguente:
A = �y ∈ Mλ | ∃ x ∈ H : (x , y)∈ S�.
Linsieme A e` non vuoto perche` S stesso e` non vuoto, e per ogni elemento y ∈ Asi puo` �ssare un elemento xy ∈ H tale che (xy, y)∈ S .Ora, applicando 1) e il Teorema 2.3 - 6), si ha:
H × [A] = H × ��
y∈A
[y]� = �
y∈A
H × [y] = �
y∈A
[(xy, y)] ⊂ S
quindi H × [A] ⊂ S ⊂ H × A ⊂ H × [A],
e la dimostrazione di 2) e` conclusa.
288 DOMENICO FRENI
3) Se [∅]Mλ = ∅ e [∅]H×Mλ �= ∅, per 2), esiste un sottoinsieme non vuotoA di Mλ tale che [∅]H×Mλ = H × [A]. Del resto, per ogni sottoinsieme Tdi Mλ , linsieme H × T e` un sottoipergruppoide di H × Mλ , per cui si haH × [A] = [∅]H×Mλ ⊂ H × T e A ⊂ T .Pertanto linsieme A e` contenuto in tutti i sottoipergruppoidi di Mλ e[∅]Mλ �= ∅, impossibile.Dunque, se [∅]Mλ e` vuoto, anche [∅]H×Mλ e` vuoto.Adesso, si supponga [∅]Mλ �= ∅. In questo caso linsieme H × [∅]Mλ e`un sottoipergruppoide di H × Mλ e per ogni sottoipergruppoide S di H × Mλ ,esiste un sottoinsieme non vuoto A di Mλ tale che S = H × [A]. PertantoH × [∅]Mλ ⊂ H × [A] = S e per de�nizione H × [∅]Mλ = [∅]H×Mλ .4) Se S1 e S2 sono due sottoipergruppoidi di H × Mλ e A1, A2 sono duesottoinsiemi non vuoti di Mλ tali che S1 = H × [A1] e S2 = H × [A2], per ilLemma 3.6 - 3), si ha:
S1 ⊗ S2 = (H × [A1])⊗ (H × [A2]) = H ◦ H × [A1] • [A2] =
= H × ([A1] ∪ [A2]) = H × [A1] ∪ H × [A2] = S1 ∪ S2.
5) Sia (x , y)∈ [X ∪ {(z, w)}] e (x , y) /∈ [X ]. Se X = ∅, si ha
(x , y)∈ [(z, w)] = H × [w] e (x , y) /∈ [∅]H×Mλ = H × [∅]mλ ,
quindi y ∈ [w] e y /∈ [∅]Mλ e di conseguenza w ∈ [y] e (z, w) ∈ H × [w] =[(z, w)] = [X ∪ {(z, w)}].Se X �= ∅, per 1), 2) e 4), esiste un sottoinsieme non vuoto A di Mλ taleche (x , y) ∈ [X ∪ {(z, w)}] = [X ] ∪ [(z, w)] = (H × [A]) ∪ (H × [w]), con(x , y) /∈ [X ] = H × [A].Dunque y ∈ [w] ⊂ [A ∪ {w}] e y /∈ [A], ed essendo Mλ matroidale, siricava w ∈ [y] e di conseguenza
(z, w)∈ H × [y] = [(x , y)] ⊂ [X ] ∪ [(x , y)] = [X ∪ {(x , y)}].
4. Difetto in un Mλ -ipergruppoide.
Nei prossimi teoremi verranno determinate delle condizioni af�nche` ildifetto di un sottoipergruppoide [A] generato da un sottoinsieme non vuoto Adi Mλ sia ottimo.
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Teorema 4.1. Sia A un sottoinsieme di Mλ di cardinalita` |A| ≥ 2 tale che
λ /∈ Stab(A) e tale che esiste un elemento b di A non appartenente allorbitaGa di ogni altro elemento a di A−{b}. Se linsieme S = �r ∈ N−{0, 1} | ∃a ∈A : λr ∈ Stab(a)� e` non vuoto ed e` tale che λmin S ∈ Stab(A), allora cA = min Se il difetto di [A] e` ottimo.
Dimostrazione. Sia min S = m e b un elemento di A non appartenenteallorbita Ga di ogni altro elemento a ∈ A − {b}. Ovviamente si ha m > 1e inoltre:
A m+1 =
m�
k=1
λk A = �
m−1�
k=1
λk A� ∪ λm A = �
m−1�
k=1
λk A� ∪ A = A 1 ∪ A m
quindi m ∈CA e cA ≤ m.Se cA = 1, allora A e` un sottoipergruppoide di Mλ tale che λm ∈ Stab(A),e per la Proposizione 2.2 - 4), si ha λ∈ Stab(A), impossibile. Dunque 2 ≤ cA ≤m. Applicando il Teorema 2.3 - 1) - 2) - 3), si ottiene:
λcA A ⊂ A cA+1 ⊂ A 1 ∪ A cA =
cA−1�
k=0
λk A,
e quindi esistono un intero r ed un elemento a ∈ A tali che 0 ≤ r ≤ cA − 1 e
λcAb = λr a. Del resto, per ipotesi, lelemento b non appartiene allorbita Ga diogni altro elemento a di A − {b}, quindi a = b, λcA−r a = a e cA − r ∈ S , edessendo m = min S si ottiene m ≤ cA − r ≤ cA , dunque m = cA .In�ne, per ogni n > m, posto n = mq + r con 0 ≤ r < m, si ha
λn A = λrλmq A = λr A ed applicando il Teorema 2.3 - 1) - 2), si ricava:
A n+1 =
n�
k=1
λk A =
m−1�
k=0
λk A =
= A ∪ �
m−1�
k=1
λk A� = A 1 ∪ A m ⊂
n�
k=1
A n.
Pertanto, per ogni n > m = cA , si ha n ∈CA , quindi NA = {0, 1, . . . , cA−1} e cA = mA + 1.
Corollario 4.2. Se λ e` un elemento di G − {1G} di ordine �nito q ed A e` unsottoinsieme di Mλ tale che |A| ≥ 2 e per ogni a ∈ A si ha [λ]∩Stab(a) = {1G},allora:
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1) Se esiste un elemento b di A non appartenente allorbita Ga di ogni altroelemento a di A − {b}, allora cA = q e il difetto di [A] e` ottimo;2) Se per ogni coppia di elementi distinti di A si ha: Ga∩Gb = ∅, allora [A]e` unione disgiunta degli insiemi λk A con k ∈ {0, 1, 2, . . . , q − 1} e se linsiemeA e` �nito si ha: |[A]| = q|A|.
Dimostrazione. 1) Se λ∈ Stab(A), allora λA = A ed esiste un elemento a ∈ Atale che b = λa, impossibile perche` b non appartiene alle orbite Ga di ognialtro elemento a ∈ A − {b} e λ �= 1G . Dunque λ /∈ Stab(A).Del resto, linsieme S = �r ∈ N − {0, 1} | ∃a ∈ A : λr ∈ Stab(a)� e` nonvuoto perche` λq = 1, e il minimo di S e` q in quanto [λ] ∩ Stab(a) = {1G}, perogni a ∈ A.Dunque sono soddisfatte tutte le ipotesi del Teorema 4.1 e per conseguenzaq = cA = mA + 1.2) Per il Teorema 2.3 - 4), si ha [A] = �q−1k=0 λk A. Inoltre se esistono dueinteri r ed s tali che 0 ≤ s < r ≤ q − 1 e λr A ∩ λs A �= ∅, allora esiste unacoppia (a, b) di elementi di A tali che λr a = λsb, dunque Ga ∩ Gb �= ∅ e diconseguenza a = b e λr−s = 1G , impossibile perche` lordine di λ e` q .In�ne, per ogni k ∈ {0, 1, . . . , q − 1}, lapplicazione f : A → λk A taleche f (a) = λka, per ogni a ∈ A, e` biunivoca, quindi |A| = |λk A| e se linsiemeA e` �nito si ha |[A]| = q|A|.
Osservazione. Se V �= {0} e` un K -spazio vettoriale, lazione determinata dallarestrizione a K ∗ × V ∗ delloperazione esterna di V e` tale che lo stabilizzatoredi ogni vettore v ∈ V ∗ e` costituito dalla sola 1K e ovviamente, per ogni λ∈ K ∗,si ha: [λ]∩ Stab(v) = {1K } oppure [λ]∩ Stab(v) = ∅ a secondo che λ e` o non e`di periodo �nito. Inoltre, se v e w sono due vettori linearmente indipendenti, lerispettive orbite �v�∗ e �w�∗ sono disgiunte e se λ e` un elemento di K ∗ di ordine�nito q �= 1 ed A e` un sottoinsieme libero di V di cardinalita` |A| ≥ 2, allorasono soddisfatte tutte le ipotesi del Corollario 4.2 ed [A] e` unione disgiuntadegli insiemi λk A con k ∈ {0, 1, . . . , q − 1}.
Con dimostrazione analoga a quella del Teorema 4.1 si dimostra il seguente
Teorema 4.3. Se λ e` un elemento di G di ordine �nito q ed a e` un elemento diMλ tale che λ /∈ Stab(a), allora ca = min{r ∈ N∗ | λr ∈Stab(a)} = ma + 1 e ildifetto di [a] e` ottimo
Immediata conseguenza del Teorema 4.3 e` il seguente:
Corollario 4.4. Se λ e` un elemento di G di ordine �nito q ed a e` un elementodi Mλ tale che [λ] ∩ Stab(a) = {1G}, allora ca = q , il difetto di [a] e` ottimo e
|[a]| = q .
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Corollario 4.5. Se λ e` un elemento di G di ordine �nito q ed A e` un sottoin-sieme �nito di Mλ tale che λ /∈ �a∈A Stab(a), allora posto m = max{ca}a∈A, siha: [A] = A 1 ∪ A m+1 e cA ≤ m + 1.
Dimostrazione. Per la Proposizione 1.2 e il Teorema 4.3, per ogni elementoa ∈ A e per ogni intero i ≥ 1, si ha [a] = �cak=1 a k = �ma+ik=1 a k , quindi[a] =�m+1k=1 a k perche` ma ≤ m < m + 1.Del resto, applicando il Teorema 2.3 - 1) - 2) - 5) - 6), si ottiene:
[A] = �
a∈A
[a] = �
a∈A
(m+1�
k=1
a k ) = �
a∈A
� m�
k=0
{λka}� =
=
m�
k=0
λk A = A ∪ �
m�
k=1
λk A� = A 1 ∪ A m+1.
In�ne, A m+2 ⊂ [A] = A 1 ∪ A m+1 = �m+1k=1 A k , dunque m + 1 ∈ CA ecA ≤ m + 1.
5. Gruppi cambisti.
Negli articoli [8] e [9], utilizzando la nozione di sottoipergruppo chiuso,sono stati de�niti e studiati gli ipergruppi cambisti ed e` stata introdotta la nozio-ne di epimor�smo proprio, che ha permesso di stabilire le relazioni esistenti trale dimensioni di un ipergruppo H e dellipergruppo quoziente H/h con h sotto-ipergruppo di H invertibile e invariante. Del resto, considerato il cuore ωH diH , per il Teorema 2.10 di [9], anche la proiezione canonica dellipergruppo Hsul gruppo quoziente H/ωH e` un epimor�smo proprio, dunque e` importante co-noscere la struttura dei gruppi cambisti per poter caratterizzare i sottoipergruppiparti complete di H e lo stesso ipergruppo cambista H .Su questo argomento e` stato dato un primo contributo nellarticolo [8], incui si e` osservato che lordine di ogni elemento x di un gruppo cambista G e` unnumero primo e si sono dimostrati i risultati seguenti:
1) Se G e` un gruppo abeliano, G e` cambista se e solo se, per ogni x ∈G − {1G}, lordine di x e` un numero primo.2) Tutti i gruppi abeliani cambisti sono isomor� ad una somma diretta deltipo ⊕i∈I Cp(i), dove Cp (i) e` il gruppo ciclico di ordine p.
Adesso si dimostrano alcune proprieta` che permettono di caratterizzare,in particolare, i gruppi cambisti �niti e non abeliani, ma prima si osservi chein questo paragrafo verranno utilizzate le stesse notazioni considerate in [8],
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pertanto �A� indichera` il sottogruppo generato da un sottoinsieme A di G eovviamente G e` cambista se:
x ∈ �A, y�, x /∈ �A� ⇒ y ∈ �A, x�.
Osservazione. Se p e q sono due primi tali che q divide p−1, allora nel gruppomoltiplicativo Z ∗p del campo Zp esiste un elemento n¯, con 1 < n ≤ p − 1,di ordine q e quindi nq ≡ 1 mod (p). Inoltre, se N e` un gruppo abelianodi esponente p (cioe` tutti gli elementi di N hanno ordine p), lapplicazione
α : N → N tale che α(x ) = xn , per ogni x ∈ N , e` un automor�smo di N diordine q , perche` αq(x ) = xnq = x , e si puo` considerare il gruppo G ottenutocome prodotto semi-diretto �α� ×j N , dove j : �α� → Aut N e` limmersione di
�α� nel gruppo degli automor�smi di N . In tale gruppo ogni elemento x �= 1Gha ordine p oppure q , perche` tutti gli elementi di G di ordine p stanno in Ne non centralizzano nessun elemento di G − N , inoltre tutti i sottogruppi di Nsono normali in G , perche` αs(�x�) = �x�, per ogni x ∈ N e per ogni αs ∈ �α�.
Si dimostra il seguente:
Teorema 5.1. Se N e` un p-gruppo abeliano �nito di esponente un primo p,allora il gruppo G = �α� ×j N e` un gruppo cambista (non commutativo).
Dimostrazione. Si incominci a provare che per ogni sottogruppo S di G e perogni x ∈G si ha [�S, x� : S]∈ {1, p, q}.Se x = 1G oppure S = G , ovviamente si ha [�S, x� : S] = 1. Allora, sianox �= 1G e S �= G .Se S e` un sottogruppo di N , allora S e` un sottogruppo normale di G e siha �S, x� = S�x�, quindi
�
�S, x� : S� = ��� S�x�S
��� =
��� �x�S ∩ �x�
���
e [�S, x� : S] divide |�x�| ∈ {p, q}. Dunque [�S, x� : S]∈ {1, p, q}.Se S non e` contenuto in N , allora contiene almeno un elementow di ordineq e si possono distinguere i due casi:
1) |�x�| = p, |�w�| = q ;2) |�x�| = |�w�| = q .
Nel primo caso si ha x ∈ N , quindi �x� e` un sottogruppo normale di G , percui �S, x� = S�x� e lindice [�S, x� : S] = [�x� : (S ∩ �x�)]∈ {1, p}.Nel secondo caso, i due sottogruppi �x� e �w� sono coniugati, perche` q -sottogruppi di Sylow di G , quindi esiste y ∈ N tale che �x� = y−1�w�y .
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Del resto y−1wy ∈ y−1�w�y = �x� e y−1wy �= 1G , dunque �x� = �y−1wy�e quindi si ha �x� ⊂ �w, y� ⊂ �S, y�, cioe` �S, x� ⊂ �S, y�.Inoltre, per il caso(1), [�S, y� : S] ∈ {1, p} e luguaglianza [�S, y� : S] = [�S, x� : S][�S, y� :
�S, x�] porge [�S, x� : S]∈ {1, p}.Dunque, in tutti i casi, si ottiene [�S, x� : S]∈ {1, p, q}.In�ne, per ogni sottoinsieme A di G e per ogni coppia (x , y) ∈ G2 taleche x ∈ �A, y� e x /∈ �A�, si ha �A� ⊂ �A, x� ⊂ �A, y�, con �A� �= �A, x� =
��A�, x� e �A� �= �A, y� = ��A�, y�. Pertanto, essendo [�A, y� : �A�] ∈ {p, q},si ha y ∈ �A, y� = ��A�, y� = ��A�, x� = �A, x� e il gruppo G e` cambista.
Lemma 5.2. Se G e` un gruppo cambista, per ogni coppia (x , y) di elementi diG − {1G} tali che x /∈ �y�, si ha che �y� e` un sottogruppo massimale in �x , y�.
Dimostrazione. Sia S un sottogruppo di �x , y� tale che �y� ⊂ S ⊂ �x , y� e
�y� �= S . Per ogni elemento a ∈ S − �y� si ha a ∈ �x , y� e a /∈ �y�, per cuix ∈ �a, y� e quindi �x , y� = �a, y� ⊂ S ⊂ �x , y�. Dunque S = �x , y�.
Proposizione 5.3. Se G e` un gruppo cambista �nito e nilpotente, allora G e`abeliano.
Dimostrazione. Sia (x , y) ∈ G2. Se {x , y} ∩ {1G} �= ∅ oppure x ∈ �y�, siha subito xy = yx . Allora, sia {x , y} ∩ {1G} = ∅ e x /∈ �y�. Siccome Ge` cambista, si ha y /∈ �x� e per il Lemma 5.2 i due sottogruppi �x� e �y�sono massimali in �x , y�. Del resto, �x , y� e` nilpotente, perche` lo e` G , e lamassimalita` di �x� e �y� comporta la loro normalita` in �x , y�. Inoltre si ha
�x� ∩ �y� = {1G}, perche` x /∈ �y� e �x�, �y� sono di ordine primo, quindix (yx−1y−1) = (xyx−1)y−1 ∈ �x� ∩ �y� = {1G}, dunque xyx−1y−1 = 1G exy = yx .
Lemma 5.4. Sia G un gruppo cambista, allora:
1) ∀ (x , y)∈G2− {(1G, 1G)} tale che y /∈ NG (�x�), si ha y ∈ �x , y−1xy�;2) Se H e` un sottogruppo abeliano di G, allora NG (H ) ⊂ NG (�x�), per ognix ∈ H .
Dimostrazione. 1) Se x ∈ �y−1xy� si ha �x� = �y−1xy�. Supponendo |�x�| =q , per ogni n ∈ {0, 1, . . . , q − 1}, esiste m ∈ {0, 1, . . . , q − 1} tale che xn =(y−1xy)m = y−1xm y , dunque yxn = xm y e y ∈ NG(�x�), impossibile.Pertanto x /∈ �y−1xy� e x ∈ �y−1xy, y�, e per lassioma dello scambioy ∈ �y−1xy, x�.2) Il risultato e` ovvio se x = 1G , per cui si supponga x ∈ H − {1G} ey ∈ NG(H ).Se y ∈ H , allora si ha subito y ∈ NG(�x�), in quanto x ∈ H e H e` abeliano.Mentre, se y ∈ NG (H )− H e y /∈ NG (�x�), allora si ottiene y−1xy ∈ y−1Hy =H e per 1) si ricava y ∈ �y−1xy, x� ⊂ H , impossibile.
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Osservazione. Se G e` un gruppo cambista �nito e non abeliano, allora, perla Proposizione 5.3, G non e` nilpotente, dunque non e` un q -gruppo e percio`esistono almeno due primi distinti che dividono lordine di G .
Teorema 5.5. Siano G un gruppo cambista �nito e non abeliano, q e` il minimoprimo che divide lordine di G e Q un q-sottogruppo di Sylow di G, alloraesiste un sottogruppo normale N di G tale che G = QN e Q ∩ N = {1G}.
Dimostrazione. Q e` nilpotente perche` e` un q gruppo �nito, ed applicando laProposizione 5.3 e il Lemma 5.4 - 2), si ottiene NG (Q) ⊂ NG (�x�), per ognix ∈ Q . Dunque, per ogni y ∈ NG(Q), si ha y−1xy ∈ y−1�x�y = y−1y�x� = �x�,quindi esiste n ∈ {0, 1, . . . , q − 1} tale che y−1xy = xn , per conseguenzayq−1 ∈CG (x ) (ex. 20, Cap. I di [14]).Del resto q e` il minimo primo che divide lordine di G , quindi (q −1, |G|) = 1, percio` esistono due interi r ed s tali che (q − 1)r + |G|s = 1.Pertanto y = y(q−1)r+|G|s = y(q−1)r ∈ CG (x ), cos�` si e` dimostrato che, per ognicoppia (x , y)∈ Q× NG (Q), si ha: yx = xy , cioe` Q ⊂ Z (NG (Q)).In�ne, per il teorema di Burnside sui complementi normali (Teorema 39.1di [1]), esiste un sottogruppo normale N di G tale che G = QN e Q ∩ N =
{1G}.
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