In the context of subaqueous ripple and dune formation, we perform here a detailed description of the turbulent flow over a hilly surface. We perform a systematic development of the velocity field with respect to the corrugation aspect ratio that extends the seminal calculation of Jackson & Hunt 1975 to small wavelengths and (moderately) large amplitudes. It allows to obtain a good analytical estimate of the turbulent flow around an obstacle, including separation. In particular, the influence of the hydrodynamic roughness, of sediment transport and of the turbulent closure is investigated. We show that the phase-lag between the elevation profile and the shear stress, at the origin of the formation of dunes, is localised in a sub-layer close to the bottom. The latter presents a universal structure that can be parametrised by the pressure gradient and the shear stress. From the weakly non-linear analysis, we derive the relation between the geometry of the bottom and the resulting apparent hydrodynamical roughness. We also show that the first non-linearities exert a negative feedback on the basal stress. Finally, we study the influence of a free surface on the flow and show how it can be interpreted in terms of standing gravity waves excited by topography. Linear and non-linear results are used in part 2 to analyse the formation of ripple and dune.
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Introduction
The formation of ripples and dunes at the surface of an erodible sand bed results from the interplay between the relief, the flow and the sediment transport. The aim of these two companion articles is to propose a coherent and detailed picture of the phenomenon in the generic and important case of a unidirectional turbulent stream. This first part is devoted to the study of the stationary flow over a wavy rough bottom. In the second part we propose a common theoretical description of the different modes of sediment transport. Hydrodymanics and transport issues at hand, we can then revisit the linear instability of a flat sand bed submitted to a water shear flow and show that, in contrast to ripples, sub-aqueous dunes do not form by a primary linear instability.
It has long been recognised that the mechanism responsible for the formation and growth of bedforms is related to the phase-lag between sediment transport and bed elevation (Kennedy 1963 , Reynolds 1965 . It has been shown in the context of aeolian dunes that this lag comes from two contributions, which can be considered as independent as the time scale involved in the bed evolution is much slower than the hydrodynamics relaxation (Andreotti & al. 2002 , Kroy et al. 2002 . First there is a shift between the bed and the basal shear stress profiles. This shift only results from the hydrodynamics Figure 1 . Iso-velocity lines over a wavy bottom (data after Poggi et al. 2007 ). The fluid is flowing from left to right along the x-axis. z is perpendicular. The bottom profile is z = Z(x) = ζ cos(kx). In that experiment, the wavelength and amplitude of the bumps are λ = 2π/k = 3.2 m and ζ = 0.08 m, for a water depth H = 0.6 m). The point of maximum shear on the bump is located upstream the crest.
and its sign is not obvious a priori, i.e. the stress maximum can be either upstream or downstream the bed crest depending on the topography. The second contribution comes from the transport: the sediment flux needs some time/length to adapt to some imposed shearing. This relaxation mechanism induces a downstream lag of the flux with respect to the shear. When the sum of these two contributions results in a maximum flux upstream the bed crest, sediment deposition occurs on the bump, leading to an unstable situation and thus to the amplification of the disturbance. In this part 1, we shall focus on the first of these contributions, the second one being treated in part 2.
In order to obtain the basal shear stress and in particular its phase, we consider the generic case of a turbulent flow over a fixed sinusoidal bottom of wavelength λ (see figure 1 for an illustration of the geometry and for the main notations). In the viscous limit, the hydrodynamics has been solved rigorously and analytically by Charru & Hinch 2000 . The turbulent case is more problematic as it requires the introduction of a turbulent closure. The first attempts to model turbulence in this geometry have dealt with potential flows (Kennedy 1963 , Reynolds 1965 , Parker 1975 , Coleman & Fenton 2000 , for which the velocity field does not present any lag with respect to the boundary. The shallowwater approximation (Gradowczyk 1970) implies that the ripples spread their influence on the whole depth of the flow. However, patterns at small wavelength λ only have an influence within a vertical distance on the order of λ from the boundary. It is then crucial to compute explicitly the vertical flow structure, taking into account its rotational character (Engelund 1970 , Smith 1970 , Fredsøe 1974 .
We revisit the problem, following an approach initiated in four important articles. The first is due to Jackson & Hunt 1975 who have analytically computed the shear stress for asymptotically large patterns, under an infinite flow depth assumption. Richards 1980 has used a k-epsilon closure and investigated the presence of a free surface. In the context of computational fluid dynamics, Ayotte & al. 1994 have compared the influence of the closure scheme on the linear flow over a relief. More recently, Colombini 2004 has computed numerically the flow over ripples and dunes using a Prandtl mixing length closure. Experimental data as well as large eddy simulations of this type of flow are also available (see e.g. Gong et al. 1996 , Henn & Sykes 1999 , Poggi et al. 2007 .
Here, our goal is not to provide a new closure or a new computational techniqueexcept for the noticeable non-linear calculations, our modeling is very close in spirit to that of Colombini 2004 -but rather to address new questions, or to revisit issues, related to the development of ripples and dunes. What is the range of amplitudes in which the linear approximation is quantitatively valid? How can we describe the separation of streamlines and the formation of a recirculation bubble in the lee sides of the bumps? What is the physical origin of the phase lag between the bottom shear stress and the relief? What is the effect of the corrugation amplitude on this phase? What is the effect of the free surface? Is it responsible for a new instability, namely that of dunes?
The article is structured as follows. In the next section, we compute a non-linear solution for the structure of the turbulent flow just above the wavy bottom. In section 3, we study the linear solution in the case of wavelengths much smaller than the flow depth. The robustness of these linear results is tested in section 4. Section 5 is devoted to the derivation of the first non-linear corrections. Finally, we investigate the effect of the free surface in the case of wavelengths comparable or larger than the flow depth (section 6) and interpret it in terms of topography induced standing gravity waves.
Inner layer

Turbulent flow over a uniform bottom
We consider the turbulent flow over a relief. Following the Reynolds decomposition between average quantities and fluctuating ones (denoted with a prime), the equations governing the mean velocity field u i can be written as:
where τ ij = u ′ i u ′ j is the Reynolds stress tensor (Reynolds 1874) . For the sake of simplicity, we omit the density factor ρ in front of the pressure p and the stress tensor. The aim of this paper is to describe quantitatively the stationary flow (in a statistical sense) over a fixed corrugated boundary within this framework.
The reference state is the homogeneous and steady flow over a flat bottom, submitted to an imposed constant shear stress τ xz = −u 2 * . This bottom is assumed to be characterised by an hydrodynamical roughness z 0 . In the absence of transport, z 0 is usually related to the geometrical bottom roughness, i.e. to the grain diameter d or to the wavelength and amplitude of the ripples, depending on the scale considered. It is precisely one of the goals of the present paper to establish the connection between geometrical and hydrodynamical roughness. We shall address later on (see section 4) the case where the roughness is modified by the negative feedback of sediment transport to the flow, as well as the situation for which the viscous sublayer thickness is larger than z 0 . For now, z 0 is assumed to be a known parameter. In this case, it is well known that the velocity has a single non zero component along the x-axis, which increases logarithmically with z (Tritton 1988) :
The velocity is assumed to vanish on the bottom (z = 0). This logarithmic profile is consistent with a first order turbulent closure between the shear stress and the velocity gradient 4) where the mixing length is L = z + z 0 and κ ≃ 0.4 is the von Kármán constant. As originally shown by Prandtl 1925 , this results from a dimensional analysis: as the turbulent regime is characterised by the absence of any intrinsic length and time scales, the only way to construct a diffusive flux is to take the velocity gradient |∂ z u x | as the relevant mixing frequency and the geometrical distance to the bottom as the relevant mixing length scale. Similarly, the normal stresses can be written as:
where χ is a second phenomenological constant estimated in the range 2.5 − 3. Note that χ does not have any influence on the results as it describes the isotropic component of the Reynolds stress tensor, which can be absorbed into the pressure terms. Stress anisotropy is considered in section 4 and appendix A. Introducing the strain rate tensoṙ γ ij = ∂ i u j + ∂ j u i and its squared modulus |γ| 2 = 1 2γ ijγij , we can write the above expressions in a general tensorial form:
In this paper, we focus on 2D steady situations, i.e. geometries invariant along the y-direction, see figure 1. As they are of permanent use for the rest of the paper, we express the components of the velocity and stress equations in the x and z directions. The Navier-Stokes equations read:
(2.10)
The stress expressions are the following:
11)
12)
In these expressions, the strain tensor components are given bẏ 14) and the strain modulus by:
Inner boundary layer
We first wish to solve the problem of the flow over the surface of the bottom under the boundary layer assumption. For this, we consider a layer of typical depth ζ above the surface characterised by a typical horizontal scale λ -later on, λ will denote the wavelength of the bottom corrugation and 2ζ its amplitude. The full dynamical equations can be simplified in the limit ζ/λ ≪ 1. From the equation of continuity, the horizontal derivative of u x , i.e. at the scale λ, should be equal to the vertical derivative of u z , i.e. at the scale ζ. We then get the following relation between the orders of magnitude of the vertical and horizontal velocities: The shear rate thus goes like O(|γ|) = O(γ xz ) = O(u x )/ζ. One can also show that the anisotropy of the normal strain rates as well as that of the normal stresses is negligible:
We introduce the notation ℘ = p + τ ll /3 for the pressure. In this limit, the Navier-Stokes equations then simplify into
The inner boundary layer is characterised by a unique dimensionless parameter A, which compares the driving by the pressure gradient and that by the basal shear stress
As seen in figure 2, a negative value of A corresponds to situations where the two driving forces have opposite directions. As the pressure ℘ does not depend on z, one can integrate the above equation into:
The convective terms of the shear stress relaxation equation (2.11) are smaller than the right hand side terms by a factor ζ/λ. As a consequence, the stress-strain relation reduces to τ xz = −κ 2 (z + z 0 ) 2 |γ|γ xz , where z denotes the vertical distance to the floor. We then get the differential equation: 20) whose solution depends on the sign of s. First case: s > 0 -The assumption of a positive s corresponds either to A > 0 or to A < 0 and A z/z 0 > −1. The velocity can be expressed as:
For A < 1 this immediately integrates into:
Now, for A > 1 we get instead:
Second case: s < 0 -The assumption of a negative s corresponds to A < 0 and z > −z 0 /A. We thus have now to integrate
which gives
These vertical velocity profiles are displayed in figure 2(b) for different values of A. The logarithmic case u x /u b = κ −1 ln (1 + z/z 0 ) is recovered for A = 0. The velocity profile also becomes logarithmic in the sub-layer where τ is roughly constant i.e. for z ≪ |u 2 b /∂ x ℘|. Interestingly, this family of profiles allows for the possibility of recirculation when A is negative, i.e. for a velocity which changes its sign. In practice, horizontal variations of pressure and shear stress are generated by the presence of a bump. For example, as the velocity is larger at the crests than in the troughs, there is a pressure gradient which is negative on the stoss side and positive on the lee side of the bump. The separation of streamlines and the formation of a recirculation bubble are commonly observed on the lee side of obstacles, which is consistent with a negative value of A as the back flow corresponds to u b < 0. Field measures have already evidenced that the vertical velocity profiles along dune surfaces is not well fitted by the logarithmic law (Wiggs 2001) . In particular, this makes difficult the estimate of the basal shear stress from the average velocity profiles. Our result suggests a simple way to overcome this problem by decomposing the flow field into a succession of profiles parametrised by the basal shear velocity u b (x) but also by the dimensionless number A(x). We will see in the next sections that this inner layer plays a key role in the formation of bedforms as the phase shift between shear stress and topography appears there.
Unbounded turbulent boundary layer over a wavy bottom
We now consider the turbulent flow over a wavy bottom constituting the floor of an unbounded boundary layer. In rivers, this corresponds to the limit of a flow depth H much larger than the bed-form wavelength λ. The solution is computed as a first order linear correction to the flow over a uniform bottom, using the first order turbulent closure previously introduced.
Linearised equations
For small enough amplitudes, we can consider a bottom profile of the form Z(x) = ζ cos(kx) without loss of generality. λ = 2π/k is the wavelength of the bottom and ζ the amplitude of the corrugation, see figure 1 . The case of an arbitrary relief can be deduced by a simple superposition of Fourier modes. We introduce the dimensionless variable η = kz, the dimensionless roughness η 0 = kz 0 and the function:
We also switch to the standard complex number notation: Z(x) = ζe ikx (real parts of expressions are understood).
We wish to perform the linear expansion of equations (2.8)-(2.15) with respect to the small parameter kζ. The mixing length is still defined as the geometrical distance to the bottom: L = z 0 + z − Z. We introduce the following notations for the first two orders:
The quantities U , W , etc, are implicitly considered as functions of η. An alternative choice is to consider functions of the coordinate ξ = η−kZ. Such alternative functions are denoted with a tilde to make the distinction. This important -but somehow technicalissue of the choice of a representation is discussed in appendix C. Although the curvilinear and Cartesian systems of coordinates are equivalent, the distinction between the two is of importance when it comes to the expression of the boundary conditions, and for the range of amplitudes ζ for which the linear analysis is no more valid (see section 5). In particular, vertical profiles in the forthcoming figures will be mostly plotted as a function of the shifted variable ξ. The linearised strain rate tensor readṡ (3.11) and the stress equations can be simplified into
(3.14)
Finally the Navier-Stokes equations lead to
(3.17)
Taking the difference of equations (3.13) and (3.14), one can compute
to obtain four closed equations:
Introducing the vector X = (U, W, S t , S n ), we finally get at the first order in kζ the following compact form of the equation to integrate:
(3.23)
Resolution of the linearised equations
Four boundary conditions must be specified to solve equation (3.23): two on the ground and two at infinity. Concerning the upper boundary condition, we impose that the vertical fluxes of matter and momentum should vanish asymptotically. This means that, for z → ∞, the first order corrections to the shear stress and to the vertical velocity must tend to zero: W (∞) = 0 and S t (∞) = 0. On the bottom, we require that both components of the velocity vanish. This leads to W (0) = 0 and
The solution is a linear superposition of a particular solution X s and the two general solutions X t and X n defined by:
(3.26)
Writing the solution under the form X = X s + a t X t + a n X n , the boundary conditions on the bottom are automatically verified, and the top ones are encoded into algebraic equations on the real and imaginary parts of a t and a n . In practice, the equations are solved using a fourth order Runge-Kutta method. A boundary at finite height H (at η H = kH) is introduced at which we impose a null tangential stress S t (η H ) = 0 and vertical velocity W (η H ) = 0. Then, we consider the limit H → +∞, i.e. when the results become independent of H.
Alternative boundary conditions
This derivation presents two important limits. The first is practical and concerns its numerical cost: indeed, one needs to resolve the inner length scale z 0 even for very large values of λ/z 0 . The second is physical: the expression ln (1 + z/z 0 ) is convenient but is an accurate description of real flows only far from the boundary. This suggests to perform an asymptotic matching between the physics valid at the scale z 0 and that valid at the scale λ. In the limit η 0 → 0, one can expand the solution of equation (3.23) in powers of η and ln η η0 . For this purpose, one can make use of the surface layer approximation developed in the previous section, replacing the variable z by the actual distance to the bottom z − Z. The limit of small η 0 corresponds to z − Z ≫ z 0 , and the linearity condition is satisfied if |A| (z − Z) ≪ z 0 . Under these assumptions, the velocity profile (2.22) is expressed at the first order as
In terms of S t and S n , we express u b and ∂ x ℘ as
where (3.30) corresponds to the function given in (3.1) in the limit η 0 ≪ η. Altogether we finally get the following expression of the modes:
33) Figure 3 . Vertical profiles of the first order corrections to velocities and stresses for η0 = 10 −4 . ξ = η − kZ is the distance to the soil rescaled by the wavenumber. In all panels, the solid lines represent the real parts of the functions, whereas the dashed lines represent the imaginary ones. We noteSt(0) = A + iB andSn(0) = C + iD. Close to the boundary, for ξ < 10 −2 , a zone of constant shear stress (a plateau) can be observed, which corresponds to the logarithmic zone. It is embedded into a larger layer of constant pressure (ξ < 10 −1 ) in which the shear stress varies linearly. Above this layer, all quantities decrease over one wavelength.
S n (η) = S n (0) (3.34)
In this limit, the general solution of the linear equations (3.23) can be decomposed over four modes: are O(η ln 2 η η0 ), which means that these expressions are excellent as soon as η is smaller than 1, whatever the value of η 0 .
The alternative boundary condition thus corresponds to a selection of two of the four asymptotic behaviours: a 1 = 0, a 2 = S t (0), a 3 = 0 and a 4 = S n (0). It allows to solve the two problems risen above. First, in the limit of small η 0 , these asymptotic expansions leads accurately to the same solutions and can be used to speed up the numerical integration of (3.23). As a matter of fact, one can start the Runge-Kutta algorithm at an initial value of η much larger than η 0 (it should verify η ln
Results
The velocity and stress profiles resulting from the integration of equation (3.23) are displayed in figure 3. Looking at panels (c) and (d), one can see a region close to the bottom where the stresses remain constant. This plateau corresponds to a boundary layer in which the flow is locally that of a uniform bottom, as computed above. The size of the shear stress plateau is of crucial importance for the transport issue (see next section and Part 2). Away from the bottom, all profiles tend to zero, so that one recovers the undisturbed flow field (2.3). The shape of these modes are very consistent with the work of Ayotte & al. 1994 , which means that the precise choice of the turbulent closure is only quantitatively important.
In order to visualise the effect of the bottom corrugation on the flow, the flow streamlines are displayed in figure 4 (see appendix D for explanations about their computation). It can be observed that the velocity gradient is larger on the crest than in the troughs as the streamlines are closer to each other. The flow is disturbed over a vertical distance comparable to the wavelength. A more subtle piece of information concerns the position along each streamline at which the velocity is maximum. These points are displayed on the right corner of figure 4. Away from the bottom, they are aligned above the crest of the bump. Very close to it, however, they are shifted upstream. In other words, the fluid velocity is in phase with the bottom in the upper part of the flow, but not in the inner boundary layer where the basal shear stress is exerted.
An inspection of the velocity profile evidences two distinct regions (see figure 5(a)-(c)). First there is a region above the bottom (η > 10 −1 ), where the profile decreases exponentially with η ( figure 5(b) ). Seeking for asymptotic solutions decreasing as e −ση , one has to solve the eigenvalue problem P X = −σ X for asymptotically large values of η. At the two leading orders, the decrease rate σ is given by:
The asymptotic behaviour is an oscillatory relaxation corresponding to σ = (1 ± i)/ √ 2. However, the observed decrease corresponds to the intermediate asymptotic regime η < ln η η0 for which the solution is σ = 1. This behaviour is reminiscent from that of a potential flow.
In contrast, very close to the bottom, the profile matches very well the asymptotic expression (3.31) computed in the frictional surface boundary layer approximation (thin lines in figure 5(c) ). This zone is responsible for the asymmetry of the flow as well as the upstream shift of the maximum velocity discussed above. Let us emphasise again that this is the physical key point for the formation of bedforms. One can understand the reason of the phase shift with the following argument. The external layer can be described as a perfect flow around a symmetric bump. The streamlines are symmetrical too, as the flow is solely controlled by the balance between inertia and the pressure gradient induced by the presence of the bump. As a consequence, the velocity is maximum at the crest. Now, inside the inner frictional layer, this flow must be slowed down. Due to inertia, the velocity needs some time to re-adapt to a change of shear stress. Thus, the shear stress is always phase-advanced with respect to the velocity. Focusing on the region of matching between the external and inner layers, one concludes that the shear stress is phase-advanced with respect to the bump.
As mentioned in the introduction, we are especially interested in the shear stress and pressure distributions on the bottom. We noteS t (0) = A + iB andS n (0) = C + iD. The upstream shift of the basal shear stress with respect to the bottom profile then Figure 6 . Coefficients A, B, C and D as a function of η0 = kz0. These plots show the dependence of the basal shear and normal stresses with the number of decades separating the wavelength λ from the soil roughness z0, for a given bump aspect ratio. The solid line corresponds to the regularised base flow µ = κ −1 ln(1 + η/η0) and the dotted line to the asymptotic matching with the inner boundary layer (i.e. to µ = κ −1 ln(η/η0). The results are very close to each other for η0 < 10 −2 . The dashed lines represent the analytical formula deduced from Jackson & Hunt work (Jackson & Hunt 1975 , Kroy et al. 2002 . They all agree well at very small η0.
corresponds to a positive coefficient B. The four coefficients A, B, C and D are displayed as a function of η 0 in figure 6 . Their overall dependence with η 0 is weak, meaning that the turbulent flow around an obstacle is mostly scale invariant. More precisely, following Jackson & Hunt's work (Jackson & Hunt 1975 , Kroy et al. 2002 , it has been shown that, for asymptotically small η 0 , one expects logarithmic dependencies:
where Euler's constant is γ E ≃ 0.577, φ is defined by the equation φ ln φ = 2κ 2 Φ and with Φ = π/(2η 0 ). Note that A tends to 2 as η 0 → 0, as expected from a simple Bernoulli argument. These expressions agree well with our numerical results for very small η 0 . For realistic values of η 0 however, e.g. 10 −4 < η 0 < 10 −2 , this approximation cannot be accurately used as it leads to errors of order one -note that Jackson & Hunt expressions tend to diverge. For η 0 < 10 −3 , the results are fairly robust with respect to the physics at the scale of z 0 . Indeed, the curves obtained starting from a base flow of the form µ = κ −1 ln(1 + η/η 0 ) and µ = κ −1 ln(η/η 0 ) are close to each other. However, one sees significant differences for η 0 > 10 −2 . For practical purposes, a very good empirical fit is obtained with
with {a1, a2, a3, a4, a5, a6} = {1.0702, 0.093069, 0.10838, 0.024835, 0.041603, 0.0010625}, {b1, b2, b3, b4, b5, b6} = {0.036989, 0.15765, 0.11518, 0.0020249, 0.0028725, 0.00053483}
and R = ln 2π η0 . The normal stress coefficients C and D are much more robust to the details of the model. In the limit of a perfect flow, the pressure varies as the square of the velocity. Here, one needs to consider the velocity at the scale λ of the perturbation, say u * µ, where the logarithmic factor µ should be evaluated for η of order unity. From this, we predict that the pressure coefficient C should scale as the square of ln η 0 (a parabola in figure 6 ), which is very accurately verified. More precisely, C = [µ(1/4)] 2 is an almost perfect approximation. Finally, it can be observed that the normal stress is also phase-shifted upstream with respect to the bottom profile. The coefficent D is positive and found to vary linearly with ln η 0 .
Robustness of the results
A second order turbulent closure
As already stated in the introduction, to solve quantitatively the 'dune problem', we need to take correctly into account the effects inducing a phase shift between the stresses and the relief. As a matter of fact, a first order closure assumes that the turbulent energy adapts instantaneously to the mean strain tensor. To take into account the lag between the stress and the strain tensors, one needs to formulate a second order turbulent closure. This can be achieved by deriving dynamical equations for τ ik , which relax the stresses towards their steady state expression prescribed by equation (2.7) (see Appendix B).
The parameter β encodes the time lag between an increase of the mean shear strain rate and the corresponding re-adjusment of the fluctuations of the shear stress. From dimensional analysis, we expect β ∼ 1.
In figure 7 , we show the effect of the parameter β. As expected for inertial effects in a relaxation process, finite values of β generate oscillations in the vertical profiles of the velocities and stresses. The example of the horizontal velocity is displayed in the panels (a), (b) and (c). The amplitude and the frequency of these oscillations increase with β. Interestingly, these oscillations do not affect much the behaviour of the modes close to the bottom. As a consequence, the coefficients A, B, C and D are weakly affected by β, see panels (d) and (e). Interestingly, both A and B decrease as β increases; their ratio i.e. the phase shift between shear stress and topography remains roughly constant. β has thus a negligible effect on the emergence of bedform. . β is a non dimensional parameter encoding the time lag between a change in the strain rate and that of the Reynolds stress. The three panels (a), (b) and (c) are for β = 0, β = 1 and β = 10 respectively. One can see that the profiles develop oscillations as β increases, but that the behaviour close to the bottom (in log scale) remains the same. In panels (d) and (e), we plot the coefficients A, B, C and D vs β (still for η0 = 10 −4 ). They are weakly affected, meaning again that the behaviour close to the bottom is almost unchanged.
Reynolds stress anisotropy
It is an experimental fact that, in a turbulent boundary layer close to a rough wall, the Reynolds stress tensor is not isotropic: τ xx is significantly larger than the other components (Raupach & al. 1991 , Shafi & Antonia 1995 . This anisotropy is however less pronounced for a larger bottom roughness (Keirsbulck & al. 2002) .
To account for this anisotropy, it is easy to generalise the Prandtl-like first order turbulent closure (2.7) with the following expression:
where the value of χ x now differs from that of χ z . Following the above-cited litterature, we expect χ 2 x /χ 2 z to be around 1.3-1.5. The modification of the matrix P due to this new closure is detailed in Appendix A. It is shown that the relevant anisotropic parameter entering the equations is χ 2 x − χ 2 z , for which a realistic value is on the order of unity. As evidenced in figure 8 , the corresponding values of the functions A, B, C and D are not much affected by anisotropy in the relevant range of η 0 . This is particularly true for the ratio B/A as soon as η 0 < 10 −2 . The normal stress anisotropy has thus a negligible influence on ripple and dune formation.
Influence of sediment transport
The dynamical mechanisms governing the sediment transport are discussed in part 2. They have an influence on the flow fields only if the particles are not passive and exert a stress on the fluid. In the simplest situation, the feedback of transport on the flow is negligible so that the above calculation is valid. As shown in part 2, this is probably the case close to the transport threshold u th . However, as the density of moving particles increases, the transport induces a negative feedback on the flow, which should be taken into consideration in the description.
The aeolian case provides the archetype of such a situation. It has been shown that this feedback slows down the flow in the transport layer, whose thickness H f is independent of the shear velocity u * . Above H f , the effect of the particles on the flow is negligible and one recovers the undisturbed logarithmic velocity profile, but with a roughness z a larger than that without transport z 0 . Below H f , the flow velocity is reduced and is independent of u * (Andreotti 2004 ). The profiles measured for different shear velocities thus cross at the "focus" point z = H f and u = U f . As there is no transport right at the transport threshold u th , one can write:
Imposing that the upper-layer logarithmic profile passes through the focus point, we get:
which allows to relate the roughness to the shear velocity:
In water, although the existence of a focus point has not been precisely investigated, it has been observed that the bed-load also leads to an increased apparent roughness, typically on the order of few grain diameters (Smith & McLean 1977) . This is significantly larger than its value below the transport threshold (z 0 ≃ d/10, see e.g. Kamphuis 1974 , Andreotti 2004 ).
To determine the flow field in such a situation, the crucial point is to compare H f with the size of the constant stress plateau (see figure 3) . If the transport layer is thicker than this plateau, it means that one cannot reduce the transport issue to a relationship between the sediment flux to the basal shear stress only. In that case, the whole vertical velocity profile, which depends on the entire bottom elevation, is involved. In contrast, if H f is smaller than the size of the shear stress plateau, one can account for transport in modifying the bottom boundary conditions and/or in reinterpreting the parameters of the model.
A first simple possibility is to perform the very same computation as before, but with η 0 = kz a instead of kz 0 . The corresponding results are plotted in figure 9 (white symbols) as a function of the velocity ratio u * /u th , for given values of H f /z 0 and λ/z 0 .
The second -perhaps more consistent -possibility is to change, besides, the bottom boundary conditions. We can impose that the fluid velocity at z = Z + H f is parallel to the bed and equal to U f . At the linear order, we then get:
The results of this second choice are also shown in figure 9 , with black symbols. Far from the transport threshold, both choices lead to the same prediction for the stress coefficient A and B. Close to u th , however, they behave differently. In the first calculation, the transport has a uniform effect on the flow: to change the roughness z a . In the second calculation, the boundary condition reflects the local value of the shear stress, which is modulated. In some sense, the roughness increases on bumps and decreases in troughs, which increases the rate of modulation of the shear stress. However, as far as bedforms are concerned (see Part 2), the ratio B/A is the only important quantity as it controls the phase between the shear stress and the elevation profile. This ratio turns out to be insensitive to these choices and remains constant when u * /u th is varied. These procedures should be distinguished from that used by Colombini 2004 . In this article, the flow boundary conditions are taken on the bottom (vanishing velocities), while the stresses are evaluated above the transport layer, in H f . This does not constitute a self-consistent assumption: either the transport modifies the flow and this should be taken into consideration or it does not. In the latter case, there is no reason to measure the basal shear stress above the transport layer.
Although not related to sediment transport, it is worth noting that the situation where the roughness scales on the viscous sub-layer thickness can be treated in a similar manner. The transition from viscous to turbulent regime is governed by the Reynolds number and occurs at a typical value R t ≃ 125. At the transition height H ν , the velocity U ν both verifies U ν = τ xz H ν /ν and U ν H ν = R t ν. To take into account the sub-layer, one imposes the velocity U ν at z = Z + H ν . Experiments in the hydraulically smooth regime have been performed by Abrams & Hanratty 1985 , who measured the ionic mobility between two nearby electrodes. This current is assumed to be related, without any spatial or temporal lag, to the basal shear stress. The measured phase shift between the signal and the bottom topography was as high as 80
• . It has been interpreted as the signature of a lag of the laminar-turbulent transition with respect to the Reynolds number criterion R = R t . Within the present model, no phase shift larger than 40
• could be achieved, i.e. far below the measured 80
• .
Weakly non-linear expansion
In this section we investigate the non-linear effects at finite values of the bottom corrugation amplitude ζ. In particular, we wish to address two issues: first, can one relate the hydrodynamic roughness to geometrical quantities; second, can we aim to describe with a weakly non-linear theory, the separation of streamlines, the formation of a recirculation bubble and their effect on the basal stress coefficients A, B, C and D. These results will be used in the second part of this work, to determine the equilibrium height of ripples. These curves have been computed with η0 = 2. 10 −3 .Ũ0 tends towards a negative constant value −E at large ξ. Notice also that, close to the bottom,St0 has a constant value, reminiscent of the surface boundary layer.
Expansion in amplitude
We perform an expansion with respect to the bottom corrugation amplitude up to ζ 3 and introduce non-dimensional functions for the different orders:
Although the principle of the expansion in amplitude is simple, the actual calculations are painful, and the technical details have been gathered in appendix E. In summary, the non-linear effects result from the expansion of the mixing length (terms in (kζ) 2 ) and from the self-interaction of the linear perturbations: in particular, the combination of terms (kζ)e ikx generates second order terms in (kζ) 2 . All functions are complex, except µ and those related to the second order homogeneous corrections (index 0). One obtains a linear hierarchy of linear equations: 6) where X α = (U α , W α , S tα , S nα ). Of course, P 1 and S 1 are the matrix and vector of expression (3.23) -for simplicity we set β = 0 in this section. We have P 3 = P 1 , P 2 is slightly different and P 0 is very simple: All the heaviness of the method is in the expression of the right hand terms S α : the components of such vectors at a given order depend on the lower order functions X α and their derivatives. The integration has thus to follow the hierarchy of the equations, one order after the other.
Boundary conditions
Some boundary conditions must be specified in order to perform the integrations. As before, both components of the velocity should vanish on the bottom z = Z. These conditions express easily in the shifted representation, i.e. written in terms of the curvilinear coordinates (see appendix C): they simply readŨ α (0) = 0 andW α (0) = 0. In terms of the Cartesian functions, we get: 12) and W 1 (0) = 0, (5.13) W 0 (0) = 0, (5.14)
As in the previous section, for each order, the solution is a linear superposition of the form: X α = X sα + a tα X tα + a nα X nα , where the different vectors are solutions of the following equations:
For the top boundary conditions, we introduce a lid at finite height H, impose S tα (η H ) = 0 and W α (η H ) = 0, and look at the limit H → +∞, i.e. when the results become independent of H. These conditions lead to two equations on a tα and a nα , whose solutions give S tα (0) and S nα (0) respectively.
Results
We first consider the corrections to the homogeneous base solution (index 0). The corresponding velocity profileŨ 0 and shear stress profileS t0 are displayed in figure 10 . The component in ζ 2 of the velocity decreases continuously from z ∼ z 0 to z ∼ λ and tends towards a negative constant −E far from the ground. Correspondingly, the shear stress decreases and tends to 0 far from the ground, as requested. The calculation thus predicts an increase of the turbulent drag (i.e. of the basal shear stress) with the corrugation amplitude, due to the non-linearities. In terms of the velocity profile, this corresponds to an increase of the apparent roughness z a of the surface, defined by:
Identifying the expressions far from the ground, we get:
As a consequence, z a increases with E and with the aspect ratio kζ. For the seek of illustration, several vertical profiles of the homogeneous part of the velocity µ + (kζ) 2Ũ 0 are Figure 12 . Vertical profiles of the third order corrections to the stresses:St3 (a) andSn3 (b). The solid lines represent the real parts of the functions, whereas the dashed lines represent the imaginary ones. These curves have been computed with η0 = 2. 10 −3 . Notice again the surface boundary layer where the stresses are constant. We noteSt3(0) = A3 + iB3 and Sn3(0) = C3 + iD3. Note that both A3 and B3 are negative. Figure 13 . Third order stress coefficients A3, B3, C3 and D3 as a function η0. Comparing the signs with those of A = A1, B = B1, C = C1 and D = D1, it can be inferred that the non-linearities oppose the linear effects. In particular, as the amplitude increases, the point of maximum shear stress drifts downstream: B = B1 + B3 ζ 2 decreases.
plotted in figure 11(a) for different values of kζ. z a is the extrapolation of the asymptotic part of the curves to vanishing velocities. Interestingly, the hydrodynamic roughness z a cannot be related to a single geometrical length, namely to the corrugation amplitude ζ (Raupach & al. 1991) . In particular, we predict that the macroscopic roughness z a associated to a wavy surface still depends on the microscopic roughness z 0 : as shown in figure 11 (b), for a given aspect ratio, the apparent roughness z a gets larger as η 0 gets smaller. The first non-linear corrections to the harmonic terms scale on ζ 3 . In figure 12 , we show the horizontal and vertical stress profiles. As in the first order case, there exists a boundary layer close to the bottom where the stresses are almost constant. As requested, both components vanish far from the ground. We noteS t3 (0) = A 3 + iB 3 andS n3 (0) = C 3 + iD 3 the shear and normal stresses acting on the boundary. These coefficients are plotted as a function of η 0 in figure 13. Both A 3 and B 3 are negative while A = A 1 and B = B 1 are positive, which means that the first non-linearities oppose the linear effects. We will show in part 2 that this is responsible for the selection of the height of current ripples and aeolian dunes.
The non-linear effects on the flow over obstacles are often described in terms of boundary layer separation. It has been proposed by Jensen & Zeman 1985 that one could still use the linear flow calculation in that case, introducing a fictive surface enveloping the obstacle and the recirculation bubble downstream of it. As the envelope creates a fictive bump maximum displaced downstream, this trick artificially moves the point of maximum shear stress in the same direction (Andreotti & al. 2002) . Although it is of practical use to simulate dunes, this envelope technique is not based on any solid theoretical ground. The weakly non-linear calculation performed here is thus of extreme interest to incorporate non-linear turbulent effects in dune numerical models in a more controlled way. More generally, it can be used in any problem in which a good approximation of the mean flow is needed at low calculation cost, including separation. For instance, it may find direct applications in the control of turbulence around vehicles.
Effect of a free surface
In this section, we investigate the effect of the additional presence of a free surface at a finite distance H to the bottom. This situation is relevant to the flow around river dunes (see part 2). We follow the outline of the section 3, stay with linear calculations in two-dimensional situations.
River equilibrium
In the case of a river inclined at an angle θ to the horizontal, the shear stress must balance gravity. It thus varies linearly as τ xz = g(z − H) sin θ and vanishes at the free surface. By definition of the shear velocity u * , we also write τ xz ≡ u 2 * (z/H − 1). In the context of a mixing length approach to describe turbulence, this length should vanish at the free surface. For the sake of simplicity, we take L = (z + z 0 ) 1 − z/H. This choice results in a base flow that is logarithmic as in the unbounded situation:
This is consistent with field and experimental observations. The stress balance equation along the z-axis allows to get the pressure, which reads:
We define the Froude number as the ratio of the surface velocity to the velocity of gravity surface waves (in the case of a flat bottom):
3)
The Froude number can be quite large for sloppy rivers. Take care that F is in general small for large natural rivers, as they flow on very small slopes.
Disturbances
In the same manner as in section 3, we consider now a wavy bottom Z = ζe ikx . We note again η = kz and η H = kH. We write the first order corrections to the base flow as
where the function µ is still defined by the relation (3.1). The free surface is also disturbed and we denote H + ∆(x) the flow depth at the position x. The modified expression for the mixing length then reads
Linearising the free surface profile as ∆(x) = δζe ikx , one can expand L to the first order as
The shear stress relaxation as well as the Navier-Stokes equations can be linearised in the same way as before, and we finally get at the first order in Z a system of differential equations which can be written under the following form:
(6.12)
Resolution of the linearised equations
Again, making use of the linearity of the equations, we seek the solution under the form X = X 0 + a t X t + a n X n + δ X δ , where the vector X δ is solution of equation: (dotted line). In the right part of the plots, the curves collapse on the shape displayed in panels (a) and (b) of figure 6. They differ at smaller η0, showing a resonance peak and a divergence at η0 → 0. This graph clearly shows the distinction between the hydrodynamics of ripples, that are not influenced by the free surface, and dunes, dominated by the free surface effect.
while X 0 , X t and X n are still solutions of equations (3.24)-(3.26). The bottom boundary conditions U (0) = −1/(κη 0 ) and W (0) = 0 are then automatically satisfied. At the free surface, we impose the material nature of the surface, W (η H ) = iµ(η H )δ, and vanishing stresses: S t (η H ) = δ/η H and S n (η H ) = δ/(η H tan θ). These last three conditions select the coefficients a t and a n as well as the value of δ. Finally note that the analytical approximation of the solution close to the bottom in the limit η 0 → 0 is the same as in the unbounded case -it does not depend on the position of the upper boundary -and expressions (3.31)-(3.34) are thus still correct in the limit H ≫ z 0 .
Results
In order to shed light on the role of the free surface, we have plotted A and B as functions of η 0 in figure 14 . For large enough wave-number k (small enough wavelength λ), one recovers the plots of the panels (a) and (b) of figure 6, independently of H/z 0 . This means that for a bottom wavelength much smaller than the flow depth H (i.e. for subaqueous ripples), the free surface has a marginal effect and the results of section 3 apply. For smaller η 0 however, the curves exhibit a peak, whose position depends on the value of H/z 0 , followed by a diverging behaviour when η 0 → 0. As discussed below, these peaks can be ascribed to a resonance effect with the free surface, meaning that the proper scale is now H and not z 0 . As the ratio λ/H is the key parameter separating ripples from dunes, we shall turn extensively in part 2 to this point.
Velocity profiles for different values of kH are plotted in figure 15 . For kH ∼ 1, as for the unbounded case the flow can be thought of as being divided into two regions: close to the ground where it can be described by the frictional surface layer approximation, and away from the bottom where it behaves like a potential flow. In the latter case, the modes can be decomposed into the sum of decreasing and increasing exponentials e ±η . For smaller values of kH, the potential flow-like region progressively vanishes and the whole flow is controlled by the frictional zone ( figure 15(c) ).
We display the phase and amplitude of the free surface as a function of kH in figure 16(b-c) . The sharp phase shift as well as the amplitude peak are typical of a resonance effect. For kH larger than the resonance value, the bottom and the surface are in phase. For smaller kH, they are in phase opposition. The streamlines in figure 16(a) have precisely been computed for ϕ = π/2. Interestingly, the streamlines are squeezed downstream to the crest at the resonance. This effect is model-independent as it comes from a very robust physical mechanism. As the fluid flows over the periodic bottom, gravity surface waves are excited at the frequency U/λ, where U is the surface velocity. In the deep water approximation, the latter propagate at a velocity g/k with respect to the flow. Thus, disturbances accumulate when their velocity with respect to the bottom vanishes i.e. for U = g/k or equivalently kH = 1/F 2 . ϕ and |δ| are displayed in figure 17 for different values of F . One can see that the amplitude of the resonance increases with the Froude number. For very small F , the phase curve is more complicated to interpret, but note that this corresponds to a vanishing amplitude δ: the resonance essentially disappears. For kH → 0, the free surface amplitude seems to converge to some finite value, but the phase slowly goes back to 0. This gentle crossover is indeed expected at very large wavelengths with respect to the water depth, for which the free surface must follow the bottom topography.
The basal shear stress and pressure and subsequently the coefficients A, B, C and D are modified by the presence of the free surface when kH is of order one and below. In figure 18 , the coefficients are plotted vs kH for different values of the Froude number. One can see that these resonance peaks are more pronounced for larger F -they are actually not visible when F is too small. In agreement with the streamlines of figure 16 (a), which shows a squeezing downstream the bump crest, the peak of B is negative, corresponding to a phase delay of the stress with respect to the bottom. Furthermore, the curves corresponding to the presence of a rigid lid at the same height H do not exhibit these peaks. Finally, the diverging behaviour of B as kH → 0 is also a free surface effect as, in the same limit, B reaches a plateau in case of a rigid top boundary. As a conclusion, there are two situations in which the excitation of standing waves by topography affects significantly the characteristics of the inner layer: around the resonance, since the surface wave amplitude is very large and when the distance H between the topography and the free surface is very small.
A friction force model
Several of these free surface effects can be recovered within a simple friction force model, for which analytical expressions of the linear solution of the flow can be derived. In particular, the resonance condition as well as the behaviour of the basal stress coefficients A, B, C and D for kH → 0 can be found and interpreted.
For the clarity of the paper, the detailed description of this model has been gathered in appendix F. In summary, the Navier-Stokes equations for a perfect flow are closed with crude additional turbulent friction terms as an approximation of the stress derivatives. The homogeneous and steady solution of these equations is a plug flow, around which they can be linearised for the case of a wavy bottom and in the presence of a free surface. The corresponding coefficients A, B, C and D can be computed and one gets
14) (6.17) where Ω is the phenomenological constant associated to the friction terms. In accordance with the behaviour of these coefficients as a function of kH (see figure 18 ), they present resonance peaks corresponding to the condition: F 2 kH = tanh kH. As the hyperbolic tangent is approximately equal to 1 as soon as kH ∼ 1, one recovers the resonant Figure 18 . A, B, C and D as functions of kH, for F = 0.1 (dotted dashed line), F = 0.8 (dotted line) and F = 1 (solid line). The dashed lines correspond to a rigid boundary at the same height H. The plots have been computed for H/z0 = 10 3 . Comparing a free surface to a rigid boundary condition (or to the case H ≪ λ), it can be inferred that the hydrodynamics is controlled by the surface waves. In particular, the resonance leads to a drop of the shear stress component B i.e. to a downstream shift of the point of maximum shear stress.) condition: (6.18) which is in good agreement with the solutions of the full equations and gives (kH) res between 1 and 20 for Froude numbers in the range 0.2-1 (Kennedy 1963) . Furthermore, the phase and amplitude of the surface are displayed in figure 17(c)-(d), bearing a remarkable quantitative resemblance with the panels (a) and (b). The behaviour of A, B, C and D at small kH (below the resonance condition) can be also analysed within this simple model. For kH → 0, but still with kH (and thus 1/F 2 ) larger than Ω, we get A ∝ 1/(kH), B ∝ −1/(kH) 2 , C ∝ 1/(kH) 3 and D ∝ 1/(kH) 2 . These scalings again fit fairly well the solutions of the full equations. For values of kH even smaller than Ω, however, we get that A ∝ kH, B and D tend to constants and C diverges like 1/(kH), which are this time specific to the model. Finally, it is worth noting that the friction force model predicts negative values of B for any kH. This means that there is always a phase delay of the shear stress with respect to the bottom, which is a clear disagreement with the full solution. In order to fix this flaw, one would need to empirically introduce an imaginary part to Ω. Finally, this discrepancy shows that a precise description of the phase between the basal friction and the relief is a subtle and difficult issue that fully justify the use of a rigourous but heavy formalism.
The fundamental reason for the upstream shift of the maximum shear stress was meditated with Brad Murray. This work has benefited from the support of the french minister of research with an 'ACI Jeunes Chercheurs'. We thank l'Éouvé for hospitality, where part of this paper was written.
As before, they can be written in the usual compact matrix form (3.23), now with
Appendix B. A second order turbulent closure
B.1. Relaxation equation
The dynamical equations governing the second-order moments τ ik can be derived rigorously. Under the assumption of turbulence isotropy at the dissipative scale, it can be written under the form:
ε is the dissipation rate; φ ik = u ′ i u ′ j u ′ k is the spatial flux of turbulent energy induced by fluctuations; the pressure term π ik = u ′ k ∂ i p ′ + u ′ i ∂ k p ′ conserves energy and is usually responsible for the isotropisation of fluctuations.
We wish to get a stress tensor that relaxes towards its steady state expression prescribed by equation (2.7). For dimensional reasons, we write the relaxation rate under the form |γ|/β, where β is a phenomenological constant, and keep the mixing length L fixed by the geometrical distance to the wall. The second moment equation then takes the form of a first order relaxation equation:
Setting β = 0, one recovers the stationary solutions (2.7). A finite value of β introduces a lag between a change of the flow velocity field and the point/time at which the Reynolds stress readapts to this change.
B.2. Equations for 2D steady flows
For 2D steady situations, the stress relaxation equations are the following:
)
At linear order, they simplify into: to obtain four closed equations:
) Expanding the functionsf α (η−kζe ikx ) with respect to kζ, one can relate a representation to the other as: Conversely:Ũ
) The passage from a representation to the other for the other fields works the same, except that there is no zeroth order (function µ) in the expressions.
Expressions of the different S α : In order to estimate the value of the friction coefficient, one can make use of the fact that typical turbulent velocity vertical profiles are logarithmic. However, as the logarithm varies slowly when z is much larger than z 0 , we write u ∼
F.4. Basal shear stress and pressure
The shear stress is not part of the variables of this model, but we can consistently define it as τ = −Ωu 2 x . Looking at the shear stress τ b and normal stress p b on the bottom, in accordance with the notations of the previous sections of the paper, we introduce the coefficients A, B, C and D as 
