We propose a multivariate nonlinear econometric time series model, which can be used to examine if there is common nonlinearity across economic variables. The model is a multivariate censored latent effects autoregression. The key feature of this model is that nonlinearity appears as separate innovation-like variables. Common nonlinearity can then be easily defined as the presence of common innovations. We discuss representation, inference, estimation and diagnostics. We illustrate the model for US and Canadian unemployment and find that US innovation variables have an effect on Canadian unemployment, and not the other way around, and also that there is no common nonlinearity across the unemployment variables.
Introduction
It is now widely accepted that nonlinear time series models can capture cyclical fluctuations in economic time series variables. There are by now many such models, see for example the surveys in Granger and Ter ä svirta (1993) and Franses and van Dijk (2001) , among others. Examples of popular models are the (smooth) threshold autoregressions, Markov switching models, and artificial neural networks.
In many instances the nonlinear models are considered for univariate time series. This may be due to the potentially large number of parameters involved in straightforward multivariate versions of the above models. It may therefore be relevant to examine if two or more time series share the same nonlinear features or in other words have common nonlinear features. An economic motivation for common nonlinear features is that two or more time series may be influenced by the same nonlinear cyclical fluctuations.
Testing for common nonlinearity is often not an easy exercise. The main reason for this is that most nonlinear econometric time series models incorporate the nonlinearity in the parameters. For example, the smooth transition autoregression basically assumes that the autoregressive parameters are varying over time, see Granger and Ter ä svirta (1993) , among others. Hence, when one aims to examine common nonlinearity, in a sense one has to look for common varying parameters. Anderson and Vahid (1998) propose a method to do so, but the resulting method is based on linear regression models, which only to some extent approximate the original nonlinear model.
In this paper we propose to circumvent the above noted problems by considering a new nonlinear time series model, which basically assumes that nonlinearity can be summarized by an additional innovationtype variable. The univariate version of this, so-called, censored latent effects autoregression [CLEAR] , is put forward in Franses and Paap (2002) . In words, this model consists of an autoregression with two error terms. The first error term is a standard white noise process, while the second error term only once in a while gets non-zero values, depending on the outcome of a censored regression model. In Franses and Paap (2002) the CLEAR model is applied to US unemployment, where unexpected large positive increases are explained by a censored regression with a single leading indicator variable. Once the right-hand side of this censored regression exceeds a stochastic threshold level, a positive innovation is added to the autoregressive model. Together, the CLEAR model can capture the nonlinear features in US unemployment very well, while the number of parameters is rather small. As the nonlinear feature enters the model through a variable, the CLEAR model seems well suited for investigating common nonlinearity of this specific form. Indeed, when a linear combination of two or more variables does not display the nonlinear feature, one has encountered common nonlinearity.
The outline of our paper is as follows. In Section 2 we outline the basics of the univariate CLEAR model and a suitable representation of its multivariate version. In Section 3, we briefly discuss unconditional inference. In Section 4, we treat parameter estimation, which can be done by Maximum Likelihood [ML] , and we deal with conditional inference. In Section 5, we illustrate our model for US and Canadian unemployment. We find that US innovation variables have an effect on Canadian unemployment, and not the other way around, and also that there is no common nonlinearity across the unemployment variables. In Section 6, we conclude with some remarks.
CLEAR models
In this section we discuss various features of the univariate CLEAR model, and a suitable representation of its multivariate extension. With our application in mind we limit ourselves to a specification of the CLEAR model which is suited for modeling unemployment series. We however want to stress that the models can be adjusted to describe nonlinear features for other types of variables. Franses and Paap (2002) is added as an extra innovation which helps to describe the sharp rise in unemployment, which is usually associated with recessions. Therefore, v t is imposed to be a censored variable modeled by
A univariate CLEAR model
u NID σ and where β and γ are ( k × 1) parameter vectors. The disturbances ε t and u t are assumed to be uncorrelated, although various extensions are possible. Also applications other than unemployment may require other versions of (2).
The effects of the exogenous variables on y t are given by γ when v t =0, while γ + β represent the effects of the exogenous variables when v t ≥ 0. Hence, the CLEAR model is a nonlinear model as it allows for a timevarying effect of the explanatory variables. The nonlinear part of the model concerns the variable v t . As (2) implies that only positive values of v t are added to the error term, the above CLEAR( p ) model contains an explicit description of what might be viewed as an exogenous positive innovation outlier generating mechanism. The variable v t is zero unless x′ t β exceeds a stochastic threshold level -u t , where u t is a normal random variable. When the threshold is exceeded, v t takes a positive value. Franses and Paap (2002) successfully describe the US unemployment rate using for x t a lagged value of a single leading indicator variable. In their application it turns out that the γ may be restricted to be zero, but that the censored variable v t cannot be removed from the model. Graphs of the estimates of v t show that the innovation outlier generating variable closely follows the cyclical pattern in US unemployment.
The CLEAR model is closely related to the smooth transition regression
see Granger and Ter ä svirta (1993) for a discussion of these type of models. The main difference of this specification is that regime switches are modeled deterministically, as there is no extra random variable u t that drives the regime switches. Franses and Paap (2002) show that the CLEAR model outperforms this smooth transition regression for the US unemployment rate. Another close competitor of the model is the discrete mixture regime switching specification =1 = . 
with
where Φ ( ‧ ) is the distribution function of a standard normal distribution. This model is a restricted version of the regime switching specification of Diebold, Lee, and Weinbach (1994) as the regime probabilities do not depend on the lagged state. The main difference of this discrete mixture regime switching model with our approach is that the u t is not included in (4) which makes the specification less flexible.
A Multivariate CLEAR model
The univariate CLEAR model (1) and (2) 
where ε t =( ε 1 t , ε 2 t ) ' ~ NID (0, Σ ε ) with Σ ε a (2 × 2) covariance matrix, and where A i , i =1, … , p ,, are (2 × 2) parameter matrices containing the autoregressive parameters. The x it variables are ( k i × 1) vectors of exogenous stationary variables including an intercept. The two innovation outlier mechanisms are modeled by , ,
where 2 NID( , )
, and where 
Note that this bivariate model would be suitable for modeling unemployment series again. Other applications of the model may require other variations of (7).
Common large innovations
The key feature of our bivariate CLEAR model, which makes it distinct from alternative multivariate nonlinear models, advocated in for example Philips (1991) , Krolzig (1997) , Diebold and Rudebusch (1996) Nelson (1998), is that we introduce nonlinearity in y 1 t and y 2 t through an innovation-type variable. When this variable is absent, the model is linear. This feature makes it well-suited for studying common nonlinearity.
There are several interesting restricted versions of (6) and (7), which somehow concern common properties across the two time series y 1 t and y 2 t . An extreme case is that y 1 t and y 2 t have absolutely no common nonlinear features at time t . This implies that the δ 12 and δ 21 parameters are zero.
It may also be the case that the two series share an innovation outlier mechanism. This may happen if one of the δ parameters equals zero. If, for example, δ 21 =0 the process y 1 t -δ 12 y 2 t is not affected by v 2 t as premultiplying the system in (6) by the row vector (1 -δ 12 ) cancels v 2 t . The two series have the nonlinear v 2 t process in common. Likewise, if δ 12 =0 the process y 2 t -δ 21 y 1 t does not contain v 1 t and hence the two series share the v 1 t innovation outlier process.
Finally, it may even be the case that the series have the two outlier generating mechanism in common. This happens if a linear combination of y 1 t and y 2 t is a linear process and hence does not depend on both v t processes. This occurs if δ 12 ≠ 0, δ 21 ≠ 0 and δ 21 =1/ δ 12 . Under this restriction the process y 1 t -δ 12 y 2 t is linear and not affected by v t anymore.
Other interesting cases concern the occurrence of the shocks. An interesting bivariate CLEAR model, which is slightly different from (6) to (7) imposes that shocks v 1 t and v 2 t enter the vector autoregression simultaneously. This innovation outlier mechanism is given by
In this specification it is not possible that v 1 t enters (6) while v 2 t does not and vice versa . The size of the shocks may differ, of course, and therefore we do not label this model as one with common nonlinearity but one might call it synchronous nonlinearity. Note that this specification is not nested in (7), and hence it is not possible to use a standard likelihood ratio [LR] test to compare the models. Although the synchronous specification (8) seems to be a restricted version of (7), the maximum likelihood value of the model with (8) does not have to be smaller than the specification with (7). To compare the two different specifications, one can use tests for non-nested models like the Vuong (1989) test, see also Santos Silva (2001) and Gourieroux and Monfort (1994) for a discussion on comparing non-nested models.
It is of course possible to have synchronous innovation-type variables but no common variables. In this case the model equals (6) with δ 12 = δ 21 =0 and with (8). The positive innovations occur at the same time but there is no relation between them. Common nonlinearities appear when one of the δ parameters is zero or when δ 21 =1/ δ 12 as discussed before.
In the remainder of this paper we focus on estimation and inference for model specification (6) with (7) as the analysis of specification (6) with (8) can be done in a similar way. In our empirical section below we will of course compare both models.
Unconditional inference
The v it variables in our bivariate CLEAR model are unobserved and hence we can only make probability statements about their realizations. The probability that v it =0 for i =1,2 equals the probability that <0,
where θ summarizes the model parameters, and φ ( ‧ ) and Φ ( ‧ ) are the density function and the cumulative density function of the standard normal distribution, respectively. The probability that v it > 0 is of course given by (1 -Φ it ). These probabilities can be used to predict the presence of one or two innovation-type variables at time t . Johnson and Kotz (1970, p. 81 -83) and Gourieroux and Monfort (1995, p. 483) . The variance of the variable v it is equal to 2 2
for i =1,2, see Franses and Paap (2002) for details. Hence, the censored regressions introduce heteroskedasticity in the model.
Inference
In this section we discuss maximum likelihood estimation of the model parameters and conditional inference on the unobserved outlier mechanism.
Maximum likelihood estimation
The model parameters of the bivariate CLEAR model (6) to (7) 
To obtain the density function of Y t conditional on Y t -1 but unconditional on V t , we have to integrate over the unknown error processes u it in the censored regressions. The density function of Y t can be decomposed in four parts corresponding to whether the v it terms are zero or not
, X t ; θ )= g 00 + g 01 + g 10 + g 11 , 
The log likelihood function is now simply the sum of the log of the unconditional density functions, that is, 1 =1 ( | ; )= ln ( | , ; ).
This log likelihood can be maximized using standard numerical optimization algorithms like NewtonRaphson. In this paper we opt for the BHHH algorithm of Berndt et al. (1974) . To ensure that the covariance matrix Σ ε is positive definite we write Σ ε as Q ′ Q where Q is a matrix with one of the off-diagonals equal to zero. The integrals in (15) can be evaluated using the result in the Appendix 7.
Conditional inference
In Section 3 we already discussed inference on the unobserved variables in the model. This inference is unconditional on the value of Y t and can therefore be used in forecast exercises. In this section, we consider probabilistic inference conditional on the observed values of the time series Y t . First, we consider the conditional probabilities that the elements of the unobserved vector V t equal zero. For instance, the conditional probability that v 1 t = v 2 t =0 given Y t and x t equals 
The other conditional probabilities are simply 
Hence, the marginal probabilities that v 1 t =0 and v 2 t =0 given Y t and X t equal 
These conditional probabilities indicate whether it is likely that a positive shock affects (one of) the series at time t . They can be used to give a business cycle chronology, see Franses and Paap (2002) for an example. 
A typical element in the expression for these conditional expectations is for instance 
and can be evaluated using the simplification of the integrand as shown in Appendix 7 and the results in Rosenbaum (1961) or Maddala (1983, p. 368) concerning the expectation of a truncated bivariate normal random variable. The same holds for the other expectations in (20) and (21).
Residuals
Finally, to analyze the fit of the model, one may consider residuals. Residuals are defined as the difference between Y t and the expectation of Y t given Y t -1 and X t evaluated in the parameter estimates. This expectation equals
where the unconditional expectation of V t is given in (10) for i =1,2. Note that the result in (11) implies that the residuals are heteroskedastic.
Unemployment in the US and Canada
To illustrate our bivariate CLEAR model, we consider an application to seasonally adjusted monthly observed unemployment rates of the United States [US] and Canada [CA], 1966 [CA], .01 -2011 . The results in Franses and Paap (2002) suggest that a univariate CLEAR is suitable for describing the US series, and hence our choice for a multivariate illustration. Figure 1 shows a graph of the natural log of both unemployment rate series. For both series we notice short periods characterized by large increases in unemployment, which are usually associated with recessions, and longer periods with a slow decline in the unemployment rate, which might match with expansions. The recessionary periods in both series seem to occur roughly in the same periods, except for the period between 1975 and 1980.
To describe both series, we consider the bivariate CLEAR model (6) and (7) for i =1,2. We examine whether the large increases in unemployment can be captured by two censored latent variables v 1 t and v 2 t . (2002), we use, as explanatory variables for the censored latent effects, the lagged values of leading indicator variables. We use the US Conference Board Composite Leading indicator denoted by US -CLI t , and the composite leading indicator series of Canada denoted by CACLI t . Both series display growth and have to be transformed to become approximately stationary. Based on our experience in Franses and Paap (2002) , we opt for the bi-annual growth rate of both series, that is, Δ 6 log US -CLI t and Δ 6 log CA -CLI t . Figure 2 displays the two leading indicator series, which clearly bear resemblance.
Following Franses and Paap
To estimate our bivariate CLEAR model, we need the order p and appropriate lags of the leading indicator variables. To determine this lag structure, we consider a VARX( p ) model which is equal to (6) with v 1 t = v 2 t =0. We allow for lag orders up to 12 and we consider for each lag order the appropriate lag structure of the indicator variables. It turns out that for all values of p , Δ 6 log US -CLI t -2 Δ 6 log CA -CLI t -1 produce the smallest determinant of the residual covariance matrix. Given this lag structure for the exogenous variables, the subsequent BIC value indicates that an AR order of 1 is best.
We estimate a bivariate CLEAR model of order 1, where Y t consist of log unemployment rate of the US and Canada, respectively. To test for misspecification of the lag order of the VAR suggested by BIC, we also estimate a bivariate CLEAR model of order 2. The LR statistic to compare both models equals 23.31 ( p -value is 0.00) which suggests that the order 2 is more appropriate. The ML parameter estimates of this latter model, with standard errors in parentheses, are found to be 6 1970 1975 1980 1985 1990 1995 2000 2005 2010 US CA Figure 1 The logarithm of US and Canadian unemployment rate, 1961.01 -1999 .12. 
The maximum log likelihood value of this model specification equals 2492.72. A LR statistic suggests that an extension to a third order model is not necessary. As the order of the estimated bivariate CLEAR model seems satisfactory, we try to analyze whether the estimated model can be simplified into a model with common aspects. First, we test whether we may delete the leading indicator variables from the VAR part (24), that is, we test whether the four γ parameters are zero. The LR statistic equals −2 × (2489.15 -2492.72)=7.14, which is not significant compared to the 95% percentile of a χ 2 (4) distribution. Hence we can delete the two indicator variables from (24).
After deleting the indicator variables from (24), we now focus on analyzing the role of the innovation generating censored regression. We first test whether there is a linear combination of the Canadian and US unemployment series which completely cancels both nonlinear processes. This corresponds to the restriction δ 21 =1/ δ 12 in (6). The LR statistic for this restriction equals -2 × (2481.19 -2489.12)=15.86 which is significant compared to a χ 2 (1) distribution. As the test indicates that US and Canadian unemployment series do not have both innovation outlier mechanisms in common, we now test whether the Canadian shocks ( ν 2 t ) have no effect on US unemployment which means that Canada and the US share one common innovative outlier mechanism. The LR test for δ 12 =0 equals -2 × (2487.73 -2489.15)=2.84 and hence this restriction seems valid. The LR test for δ 21 =0 equals -2 × (2476.74 -2489.15)=24.82 and hence the innovation outlier mechanism of the US seems to affect Canadian unemployment. The joint restriction δ 12 = δ 21 =0 is also rejected. In words, the cyclical pattern in Canadian unemployment bears similarities with that in the US, but often not the other way around. This conclusion stays the same if we do not remove the leading indicator variables from (24).
Fixing δ 12 =0, we may test whether the innovation outlier mechanism of Canada is superfluous, which corresponds to ν 2 t =0. The LR statistic for β 2 =0 and 
2 2 χ + χ distributed, see Wolak (1989, pp. 19 -20) .
The 95% percentile of this mixture distribution is 7.80 and hence we cannot remove ν 2 t from the model. 
where again standard errors appear in parentheses.
In Figure 3 we display the fit and the estimated residuals of the model in (27) -(29). Evidently, and even with not too many parameters, the multivariate CLEAR model provides an excellent fit. As there are no obvious large residuals around the sharp increases in unemployment, the bivariate CLEAR model with the leading indicator variables seems to predict the start of recessionary periods rather well.
In Figure 4 , we depict the estimated conditional probabilities. The left upper graph gives the probability that there are no positive innovations to both series, while the right bottom graph concern the probability that both variables both have large and positive innovations. These graphs show the familiar cyclical patterns around the oil crises, the recession in the 1990s, around 2000 and the recent financial crisis. The left bottom graph suggests that additional to the large shocks, the US only suffered from a few shocks which did not hit Canada, while the top right graph suggest that Canada was hit by more shocks than the US.
Finally, Figure 5 gives the estimated conditional expectations of the innovations. The top panel suggests that the increases in both unemployment series were largest before 1985. After the 1980s the changes during the recessions are relatively minor except for the recent financial crisis in Canada (note the scale on the y -axis). 
Concluding remarks
In this paper we put forward a new multivariate nonlinear time series model, which has the promising feature that it facilitates the analysis of common nonlinearity. This convenience is due to the fact that the model includes nonlinearity as additional variables. When linear combinations of these variables do not have such an innovation variable, these series share their nonlinearity. The model actually described nonlinear data very well, as could be seen from the illustration to US and Canadian unemployment. The illustration further suggested that nonlinear features of the US economy get reflected through Canadian unemployment, but not the other way around. The bivariate CLEAR model in this paper is developed to describe the nonlinear features of unemployment series. It is however straightforward to adjust the model to allow for negative shocks to describe negative growth in output series during recessions. Extensions to higher dimensions are in theory also straightforward but the number of terms in the likelihood function may quickly get large unless some synchronization structure is imposed. 
