We consider the situation where a temporal process is composed of contiguous segments with differing slopes and replicated noise-corrupted time series measurements are observed. The unknown mean of the data generating process is modelled as a piecewise linear function of time with an unknown number of change-points. We develop a Bayesian approach to infer the joint posterior distribution of the number and position of change-points as well as the unknown mean parameters. A-priori, the proposed model uses an overfitting number of mean parameters but, conditionally on a set of change-points, only a subset of them influences the likelihood. An exponentially decreasing prior distribution on the number of changepoints gives rise to a posterior distribution concentrating on sparse representations of the underlying sequence. A Metropolis-Hastings Markov chain Monte Carlo (MCMC) sampler is constructed for approximating the posterior distribution. Our method is benchmarked using simulated data and is applied to uncover differences in the dynamics of fungal growth from imaging time course data collected from different strains. The source code is available on CRAN.
Introduction
In many applications a non-stationary time series consists of an unknown number of segments. The observed data is described by different statistical generative models within each segment. In such cases, the objective is to identify the number and position of change-points which give rise to different segments of the data as well as to infer all remaining parameters of the underlying statistical model. In principle, there are two approaches for answering these questions: online and offline segmentation [3] , which refer to the task of inferring changes during or after the observation process, respectively. In this work, the latter scenario is considered.
In this paper, we develop a Bayesian method for detecting an unknown number of change-points in the slope of multiple replicated time series. There are many methods for detecting change-points, with the majority of them focused on analysis of univariate time series (reviewed below). Our problem differs from these as we model changes in slope rather than fitting a step function to the mean, and we consider multiple time series with replication. For a given period t = 1, . . . , T we observe multiple time series which are assumed independent, each one consisting of multiple measurements (replicates). Each time series is assumed to have its own segmentation, which is common among its replicates. Thus, different time series have distinct mean parameters in the underlying normal distribution. The variance, which is assumed known, can be either shared between different time series or not and in practice it is estimated at a preprocessing stage. We assume that we have enough data in order to obtain a robust estimate of variance, which is the case in our application.
Our method is motivated by the need to analyse fungal growth attributes on a massively parallel scale. Specifically, we are interested in identifying mutations which affect fitness in the major human fungal pathogen Aspergillus fumigatus. In such studies, growth is characterized by different phases which can be reasonably described by a piecewise linear model, as illustrated in Figure 1 . However, the protocol is more widely relevant to any scenario in which a detailed characterisation of microbial growth attributes is required. Microbial growth is a complex characteristic which is heavily influenced by nutritional, metabolic, proliferative, physiological and genetic factors. Multiple techniques have been developed with which to quantify microbial growth, including direct quantitation of cell counts using flow cytometry or microscopy, colony counts, biomass quantitation, or indirect methods involving light scattering or turbidity measurement in liquid phase cultures, or dye-based methods. Optimisation of data acquisition and analysis has received rather less attention, particularly where the quantitation of growth characteristics in filamentous and aggregative microorganisms, such as A. fumigatus or Streptomyces coelicolor is complicated by the occurrence of one or several morphological shifts during the mitotic life cycle [15] leading to altered light scattering patterns dependent upon the size and shape of the particulate sample (bacteria or yeast), as well as difference in the index of refraction between the particles and the culture media [43] . In the latter instance an accurate means of defining the number and timing of change-points during growth curve analysis would significantly empower the optimisation of drug discovery screens where inhibitors of microbial growth might be sought; or in optimisation of biotechnological processes where moderation of microbial growth conditions to favour a particular growth phase might boost industrial production of enzymes or metabolites.
In the seminal paper of [18] , the Reversible Jump MCMC (RJMCMC) algorithm used to detect the number of change-points in coal mining disaster data. Subsequently, the RJMCMC methodology was applied to a variety of change-point detection prob-Figure 1 : A subset of four growth data series described in Section 4.2, consisting of the growth level of three replicates (red, green and blue), measured every 10 minutes for a series of T = 289 time-points. The boxplots display the conditional marginal posterior distribution of each change-point, conditionally on the inferred Maximum A Posteriori number of change-points according the MCMC sampler detailed in Section 3.2.
lems [35, 25, 44, 47] . [28] proposed an MCMC sampler to estimate the number of change-points by introducing a latent sequence of independent and identically distributed Bernoulli random variables r t ; t = 1, . . . , T , with T denoting the number of time-points. In this context, r j = 1 indicates that a change occurs at time t = j, while r j = 0 means that no change occurs. This approach has the advantage that it can infer the target posterior distribution using an MCMC sampler that operates on random variables of constant dimension, in contrast to the RJMCMC approach. However, it turns out that the estimated marginal posterior probabilities of these artificial binary random variables overestimates the true number of change-points. We illustrate that similar issues arise in our set-up when imposing typical prior assumptions on the number of change-points, such as a Poisson distribution. To overcome this problem, [28] inferred configurations of change-points of high probability by sampling from a modified posterior distribution which is a tempered version of the original target, using a simulated annealing MCMC algorithm. In our set-up, we demonstrate that we are able to accurately infer the number of change-points when using priors that heavily penalize large values of change-points [7] . [10] formulates the change-point model in terms of a latent discrete state variable corresponding to the regime from which a particular observation has been drawn. The posterior distribution for a given number of change-points is then approximated using MCMC sampling, while inference on the number of change-points is carried out by estimating the marginal likelihood of the model using the method in [9] . [14] discusses exact Bayesian inference by assuming that the joint posterior distribution of the parameters is independent across the segments of the time series. Other Bayesian methods include [13, 23, 27, 39, 41, 22] . In all of the aforementioned studies, change-points are defined via a step-function in the mean, which is different than the change-in-slope we consider here. With the exception of [13] , all other methods are focusing on univariate time-series.
There are relatively few studies looking specifically at a change-in-slope model [40, 6, 2, 31] , although they only consider a single time-series. Popular non-Bayesian methods such as binary segmentation [42, 17] do not work for detecting changes-in-slope [2] . Furthermore, standard dynamic programming approaches [24, 26] cannot be directly applied to our problem as discussed by [31] .
There is a wide range of non-Bayesian approaches to change-point estimation, see for example [20, 30, 34, 46, 8, 16] . However, we choose a Bayesian approach for its competency in quantifying uncertainty and flexibility for incorporating prior information. In addition, frequentist methods which are based on the Expectation-Maximization (EM) algorithm [11] , such as [34, 8] , face the problem of converging to minor modes of the likelihood surface. As with any EM-type algorithm, multiple starts from different starting values may be required. On the other hand, the Bayesian approach allows to use flexible MCMC samping schemes which sufficiently explore the posterior distribution [38, 37] .
We construct a Metropolis-Hastings MCMC sampler [32, 21] for jointly inferring the number and position of change-points as well as the related mean parameters by adopting ideas from inference over sparse representations of sequences [7] . An advantage of our approach is that the proposed MCMC algorithm is straightforward to implement since it is based on standard Metropolis-Hastings move types and demands small modelling effort compared to other methods. In particular, our method avoids the complex step of designing trans-dimensional MCMC transitions as required by RJMCMC methods. Furthermore, we do not have to consider modified versions of the target posterior distribution [28] , analytical evaluation of integrals for computing marginal distributions are not required (needed by exact methods) and there is no requirement for fitting the same model under different number of change-points and approximating the marginal likelihood for model selection.
The rest of the paper is organised as follows. Section 2 introduces the proposed model and the corresponding prior assumptions are presented in Section 2.1. Section 3.1 deals with pre-processing the data in order to estimate the variance. The proposed Metropolis-Hastings MCMC sampler is detailed in Section 3.2. The proposed method is illustrated in simulated and real data in Sections B and 4.2, respectively. The paper 4 concludes in Section 5.
Model
Let X ntr denote a random variable describing replicate r at time point t for time series n, n = 1, . . . , N ; t = 1, . . . , T ; r = 1, . . . , R. It is assumed that {X ntr ; r = 1, . . . , R} is a normally distributed random sample and furthermore that measurements are independent across time, that is:
independent for n = 1, . . . , N ; t = 1, . . . , T ; r = 1, . . . , R, where N (·, ·) denotes the normal distribution. Since we are interested in detecting changes in the mean we will consider that the variances {σ 2 nt , n = 1, . . . , N ; t = 1, . . . , n} are known. In practice, the variance per time-point is estimated at a pre-processing stage as exemplified in Section 3.1. Without any further assumptions, the parameterization of the normal distributions in Equation (1) introduces a large number of mean parameters: a distinct mean parameter θ nt ∈ Θ = R is assigned to each sample (n) and time-point (t). However, θ nt is shared across replicates (r).
For sample n and an unknown non-negative integer n 0, assume that there are n + 1 underlying phases of mean behaviour, identified by the ordered time points 1 < τ n1 < τ n2 < . . . < τ n n < T.
Note that both the elements as well as the length of the ordered n -tuple τ n = (τ n1 , . . . , τ n n ) depends on n. Assume that for each phase the mean function is linear in time. For phase j = 1, . . . , n + 1, the piecewise linear mean measurement levels are defined as follows:
µ (t; θ n , τ n ) = θ nτ n;j−1 + θ nτ nj − θ nτ n;j−1 τ nj − τ n;j−1 (t − τ n;j−1 ) , τ n;j−1 t τ nj ,
where we also define τ n0 := 1 and τ n; n+1 := T ; ∀n = 1, . . . , N . Thus, for sample n, conditionally on τ n , we can write that
independent for n = 1, . . . , N ; t = 1, . . . , T ; r = 1, . . . , R. Note that given τ n , the likelihood depends on θ only through the subset θ τ n := θ n1 , θ nτ n1 , . . . , θ nτ n n , θ nT .
To be precise, the likelihood is defined as f x n |θ τ n , σ 2 n = n j=0 τ n;j+1
t=τ nj R r=1 ϕ x ntr ; µ(t; θ n , τ n ), σ
where ϕ(·; µ, σ 2 ) denotes the probability density function of the normal distribution with mean µ and variance σ 2 and µ(t; θ n , τ n ) defined in Equation (3). 5 
Prior assumptions
For the mean parameters we assume that
independent for n = 1, . . . , N ; t = 1, . . . , T . The quantities ν 0 > 0, σ 2 nt > 0 and µ 0t ∈ R; t = 1, . . . , T , correspond to fixed hyper-parameters. The following default values are considered: µ 0t = 1 N R N n=1 R r=1 x ntr , for t = 1, . . . , T . It is suggested that the parameter ν 0 should be sufficiently small so that the prior distribution in (7) has large variability around the global mean. This is particularly important in cases where the multiple time series of an experiment exhibit strong heterogeneity. Values between 10 −2 ν 0 10 −1 performed reasonably well in our setup. Regarding σ nt , see Section 3.1.
In order to specify the prior distribution of locations for a given number of changepoints ( n ), we are taking into account the prior assumption that later time-points are more likely to contain changes than earlier time-points. The growth levels of n consecutive time-points during the end of the observation period are more likely to break collinearity than earlier stages. For example, all time-series consist of an initial period with very small and almost constant growth level in which no change is expected to occur. On the other hand, the last part of the observation period may exhibit larger heterogeneity. A simple and efficient way to incorporate such a prior information while supporting (with positive probability) all possible configurations with respect to constraint (2) is the following.
Let g(i; i i , i 2 ) = 1 i 2 −i 1 +1 I(i 1 i i 2 ) denote the probability mass function of the discrete uniform distribution defined over the finite set of integers i such that i 1 i i 2 , where I(·) denotes the indicator function. For j = 1 we assume that τ n1 ∼ g(·; 2, T − n ). For j 2 and conditionally on the event (τ n1 = t 1 , . . . , τ n;j−1 = t j−1 ), we assume that τ nj follows a (discrete) uniform prior distribution defined over t j−1 + 1 τ nj T − n + j − 1. Thus, the prior distribution f (τ n | n > 0) for a specific realization (t 1 , . . . , t n ) of τ n is defined as f (t 1 , . . . , t n | n > 0) = P (τ n1 = t 1 , . . . , τ n n = t n | n > 0) = P(τ n1 = t 1 ) n j=2 P(τ nj = t j |τ n;j−1 = t j−1 , . . . , τ n1 = t 1 ) = g(t 1 ; 2, T − n ) n j=2 g(t j ; t j−1 + 1, T − n + j − 1) = 1 T − n − 1 n j=2 1 T − n + j − t j−1 − 1 I(1 < t 1 < . . . < t n < T ).
Note that according to Equation (8) , P(τ n1 = T − n , τ n2 = T − n + 1, . . . , τ n n = T − 1| n ) ≈ 1/T , while P( τ n1 = 2, τ n2 = 3, . . . , τ n n = n + 1| n ) ≈ 1/T n , which satisfies our prior expectation discussed in the previous paragraph. We assume a-priori independence of τ n for n = 1, . . . , N . Obviously, τ n makes sense only in the case that the total number of change-points is strictly positive, thus Equation (8) is defined conditionally on the event n > 0.
Finally, the prior distribution of the number of change-points should be defined. Recall that the distribution in Equation (1) assigns a distinct mean parameter per time-point. However, given n , only a small subset of θ's will influence the likelihood in Equation (4) and the rest of them will affect the posterior solely due to their contribution to the prior distribution. Our motivation is based on the fact that we are trying to find very minimal models with few change points because it makes the data easier to interpret. Typical prior assumptions on the number of change-points (for example a truncated Poisson or a uniform distribution over a pre-specified set of non-negative integer values) tend to overfit the number of change-points. This behaviour is demonstrated in Section B using simulated data with a known number of change-points, as well as in Section 3 of the Appendix using our real dataset. Therefore, the prior distribution of n should be biased towards sparse configurations and heavily penalize large values. For this purpose we consider that the number of change-points follows an exponentially decreasing prior distribution [7] .
The prior P(·) has exponential decrease if, for some constants C > 0 and D < 1,
where * denotes the true value of n . In the context of multivariate normal mean models with an underlying sparse true mean vector, it has been shown [7] that asymptotically, priors satisfying (9) lead to posterior distributions that concentrate on the sparse underlying true generative model. Members of the family of the so-called "complexity priors", defined as, f ( ) = P( n = ) ∝ e −α log(bT / ) , a, b > 0; = 0, 1, 2, . . .
have exponential decrease (9) for b > 1 + e [7] . For the parameters of the complexity prior distribution in Equation (10), we consider that b = 3 and α = 2, but we also report some prior sensitivity checks in the simulation section. As noted by [7] it holds that e log (T / ) T e log (eT / ) implying that (10) is inversely proportional to the number of models of size . Thus, this choice is suited to the purpose of penalizing model complexity. Note that the right hand side of Equation (10) for = 0 should be perceived as the limit lim ↓0 e −α log(bT / ) = 1.
Inference

Variance estimation at a pre-processing stage
The variance in our model is considered known. In practice, it should be estimated at a pre-processing stage. In our implementation we use the posterior mean arising from a multivariate normal-inverse gamma model as a point estimate. We use the same 7 likelihood as in Equation (1) and the same prior assumptions for θ nt as in Equation (7) .
We will assume two parameterizations: the full model where the variances are apriori distributed as:
independent for n = 1, . . . , N ; t = 1, . . . , T , where IG(α, β) denotes the inverse Gamma distribution. The second model parameterization imposes the restriction of common variance across different time series and replicates, that is,
Under (12), a-priori it is assumed that 
provided that α 0 + R/2 > 1 so that both posterior expectations exist. The default values we use for the constants in Equations (13) and (14) are α 0 = 1 and β 0 = 1, but we also report some prior sensitivity checks in the simulation section. 
Metropolis-Hastings MCMC Sampler
Observe that conditionally on the fixed vector σ 2 , {(θ n , n , τ n ); n = 1, . . . , N } are a-posteriori independent. Therefore, the inferential procedure breaks down to N independent tasks. The posterior distribution is written as
f θ n , n , τ n |x n , σ 2 n (15)
Although analytical evaluation of the marginal posterior distribution f (τ , |x, σ 2 ) = Θ f θ, τ , |x, σ 2 dθ is possible since we use conjugate prior assumptions, the discrete nature of the sampling problem will make the computation of the involved expressions a time consuming task since the possible combinations of change-points increases rapidly with T . Thus, in order to make inference on the target posterior distribution we approximately sample from the N posterior distributions in Equation (15) using a Metropolis-Hastings MCMC sampler. At each step, the state of the chain is updated using four move-types: move 1 updates the number of change-points, move 2 updates the mean parameters by using a random walk proposal centered at the current values, move 3 updates the position of change-points and move 4 updates the subset of mean parameters that are not allocated to a change-point. In each case the proposed move is accepted according to the usual Metropolis-Hastings acceptance ratio, that is, R n = min{1, α n } where α n = f θ n , n , τ n |x n , σ 2 n P prop θ n , n , τ n → θ
n , τ (m) n f (θ n , n , τ n |x n , σ 2 n ) P prop {θ n , n , τ n } → θ n , n , τ n .
In Equation (17) , (θ n , n , τ n ) denotes the current state of the n-th chain and θ n , n , τ n denotes the candidate state. Moreover, we use the notation P prop (x → y) to denote the probability of proposing state y when the current state of the chain is x.
Move 1 This move updates the number of change-points, while keeping the mean parameters constant. We introduce two move types which propose to update the total number of change-points by 1. These move-types are complementary to each other: addition/deletion of a change-point. In the following, {τ n ∪ t} denotes the resulting ordered set when a new change-point t is added to the current configuration τ n . In a similar fashion, {τ n \ t} denotes the remaining set when a specific member t of τ n is removed from the current configuration. At a given state consisting of n change-points, we propose addition/deletion with probabilities p a ( n ) and p d ( n ) = 1 − p a ( n ), respectively. The addition probabilities are defined as
where L denotes the maximum number of change-points (L T − 2). In case of addition, we propose to add a randomly drawn change-point between two successive ones. The probability of proposing the addition of change-point t * such that τ n;j−1 < t * < τ nj ; for some j = 1, . . . , n + 1, is equal to p a ( n ) 1 τ nj −τ n;j−1 −1
. In case that τ nj − τ n;j−1 = 1 the proposed move is immediately rejected. In the reverse move, a the previously added change-point is selected with probability p d ( n + 1)
and is deleted from τ n ∪ t * . Thus, the acceptace probability for an addition move is equal to α a ( n , θ n , τ n , τ n ) := f x n |θ {τ n∪t * } , σ 2 n f ({τ n ∪ t * }| n + 1) (1 − p a ( n + 1)) f (x n |θ τ n , σ 2 n ) f (τ n | n ) pa( n) τ nj −τ n;j−1 −1 , (19) In the case of proposing deletion of a change-point τ nj , the corresponding acceptance ratio term is equal to
At this point we underline that using an overfitted set of model parameters (one mean θ nt per time-point t = 1, . . . , T ) allows us to use the standard Metropolis-Hastings ratio for proposing additions/deletions of change-points. This would not be true if the number of mean parameters was defined conditionally on n : in such a case the Reversible Jump algorithm or integration of mean parameters is required.
Move 2 In this move the update of mean parameters θ is proposed, while all other parameters remain unchanged. For this purpose a random walk centered at the current values of the chain is used. For subject n = 1, . . . , N , let θ nt denote the current value of the mean parameters at time-point t = 1, . . . , T . Then a new state is proposed according to θ nt ∼ N θ nt , cσ 2 nt , independent for all t and n, for some constant c > 0. Recall that σ 2 nt denotes the variance of the random sample (X nt1 , . . . , X ntR ) which is assumed known. Note that the ratio of the proposal distribution for the transitions θ n → θ n and θ n → θ n is 1. Thus, the Metropolis-Hastings acceptance ratio (17) simplifies to α 4 (τ n , θ n , θ n ) = f x n |θ τ n , σ 2 n f θ n |σ 2 n f (x n |θ τ n , σ 2 n ) f (θ n |σ 2 n )
,
Move 3.a The candidate state is generated by using a proposal distribution which will jointly update the change-points τ n , while the total number of change-points n and mean parameters θ n are kept constant. Let ε = (ε 1 , . . . , ε n ) and
where d 1 > 0 denotes a pre-specified positive integer and g(·; −d 1 , d 1 ) denotes the discrete uniform distribution over {−d 1 , −d 1 + 1, . . . , d 1 − 1, d 1 }. Then, the proposed state is generated as τ ni = τ ni + ε i independently for i = 1, . . . , n , while n = n as well as θ n = θ n . In this case, the proposal ratio in Equation (17) is equal to 1 so the acceptance ratio is written as the posterior probability ratio.
where θ τ n as in (5) . A small value for d 1 will be capable of achieving optimal acceptance rates. Thus, this move is oriented towards the local exploration of the posterior surface, given the current state.
Move 3.b This is a similar proposal to Move 3.b, but instead of proposing the simultaneous update of all cut-points, just one entry is modified and the rest remain the same. As in Move 3.a, both the number of change-points as well as the values of mean parameters remain the same. Thus, let i * denote a randomly drawn index from the set {1, . . . , n } and ε ∼ g(·; −d 2 , d 2 ), where d 2 > 0 denotes a pre-specified positive integer. The proposed state is generated as
The Metropolis-Hastings acceptance probability simplifies to Equation (22) . In this case, a sufficiently large value for d 2 will propose moves that are more likely to be accepted compared to Move 3.a, since only one entry is changed. Thus, move 3.b will be used as complementary to move 3.a, in order to facilitate the ability of escaping from local modes of the posterior distribution.
Move 4 Let θ n[−τ n] denote the mean of those time-points that do not correspond to change-points for time series n. In this case it can be easily seen that the full conditional distribution of (θ n[−τ n] |τ n , x n , n ) is the prior distribution in Equation (7) . Hence, a draw from the prior distribution will perfom a Gibbs update to θ n[−τ n] .
Finally, note that both moves 3.a and 3.b are able to propose states that have zero prior probability in Equation (8) . Although this is not a frequent event, in this case the proposed state is immediately rejected, since the prior probability ratio is equal to zero.
Results
Simulation study
We considered simulated datasets of length T = 1000 time-points consisting of N = 1000 independent multivariate observations, while the number of replicates (R) is equal to R = 3 or 6. For n = 1, . . . , N , the number of change-points n is drawn uniformly at random from the set {0, 1, . . . , 9}. A detailed description of the simulation mechanism is given in the Supplementary Material. Figure 2 displays the output of the sampler using the two variance estimates in Equations (13) (lower panel) and (14) (upper panel) for a time-series where the true number of change-points equals to 8. In all cases, the sampler was initialized from a state with 1 change-point. The posterior distribution of the number of change-points is shown at the left panels, considering both the complexity prior distribution (gray trace) as well as a Poisson(1) distribution truncated on the set {0, 1, . . . , 30}. Observe that the first choice quickly converges to a state with 8 change-points (that is, the true number). This is not the case under the Poisson prior distribution, which supports larger values than the true number of change-points. This behaviour is typical in any other simulated dataset we tried, therefore, all results in the remaining sections are based on the complexity prior. The right panels display the posterior distribution of change-point locations (under the complexity prior) and it evident that the method is able to accurately infer all change-point locations. Figure 3 shows the selected number of change-points using the approximate MAP estimate from the MCMC sample. Prior-sensitivity checks are performed by considering that α ∈ {1, 2} in Equation (10) , ν 0 ∈ {0.01, 0.1} in Equation (7) and (α 0 , β 0 ) ∈ {(0.1, 0.1), (1, 1)} in Equations (13)- (14) . The results are stratified with respect to the true number of change-points used to generate each time series and we conclude that it is accurately estimated in most cases. Recall that the parameter α controls how fast is the exponential decrease in the prior distribution of the number of change-points, hence larger values of α yield heavier penalties for complex models. This behaviour is reflected in Figure 3 where we observe that α = 1 tends to produce larger MAP estimates than α = 2. Observe also that the results are reasonably robust with respect to the parameter ν 0 .
Although the scenario used to generate the data does not assume the same variance per time-series, we conclude that, for this specific range of replicates, estimating the variance with estimator (14) (Figure 3 .b) yields better estimates than using estimator (13) (Figure 3 .a). Furthermore, observe that the results corresponding to the same variance estimator are more robust with respect to the prior parameters (α 0 , β 0 ) where we conclude that when (α 0 , β 0 ) = (0.1, 0.1) the different variance estimator tends to produce overestimations of the number of change-points. Further simulation results
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(a) Using variance estimator (13) (b) Using variance estimator (14) Figure 3 : Estimation of the number of change-points on synthetic datasets generated under different variance per time series. The variance was estimated according to (a): the different variance estimator (13) and (b): the same variance estimator (14) . Different combinations of prior parameters (α, ν 0 , α 0 , β 0 ) were used to the MCMC sampler. Each pair of numbers in the horizontal axis displays the true number of change-points (first entry) and number of replicates (second entry). 14 are given in the supplementary material.
Phase detection in parallel time-series analysis of fungal growth
The filamentous fungal pathogen Aspergillus fumigatus is a major pathogen of the human lung causing more deaths per annum than tuberculosis or malaria [5] . A time series study of fungal growth was performed in liquid culture by analysing, in parallel, the growth characteristics of 411 independent transcription factor gene deletion mutants. The mutant strains were cultivated in a microtiter plate containing 200 µL of a fungal culture medium and incubated at 37 • C. Optical density (at 600 nm) was measured at 10 minute intervals for a total period of 48 hours. The growth analysis was performed on three separate occasions. The observed data consists of N × R × T growth levels for R = 3 replicates of N = 411 objects (mutants) measured every 10 minutes for T = 289 time-points. Figure  1 displays the observed time series for four mutants. Visual inspection reveals that describing growth with a piecewise linear mean function with an unknown number of segments is a reasonable assumption for the observed data. Regarding the fixed hyperparameter values, we considered that α = 2 (Equation (10)) and ν 0 = 10 −1 (Equations (7) and (14)). After estimating the variance per time-point using the estimator in (14) , the MCMC sampler ran for m = 50000 iterations, following a burn-in period of 20000.
The boxplots in Figure 1 correspond to the estimate of the marginal posterior distribution of each change-point for specific subset of four mutants, conditionally on the mode of the posterior distribution of the number of change-points. Figure 4 displays the averaged profile per mutant (mean of three replicates) coloured according to the most probable number of change-points for each of N = 411 subjects. We conclude that the majority of the mutants (343) consist of three growth phases. It is clear that mutants with a smaller number of change-points are also the more slowly growing mutants, which is reasonable since these mutants most likely have not been able to reach the later growth phases in the time of the experiment. In particular the method inferred 35 mutants with only 2 growth phases and slow growth behaviour while 12 mutants have a single phase and very slow growth behaviour. Finally, 21 mutants consist of 4 growth phases and some of them exhibit a faster growth rate at later observation stages (t > 220).
Amongst 12 fungal mutants identified as having a single change-point during growth curve analysis, and therefore exhibiting severely retarded growth kinetics, seven mutants had previously been characterised [29, 45, 19, 4, 1, 12] . Without exception previously characterised mutants had been reported as having various morphological defects. The remaining five mutants have, until now, remained uncharacterised and therefore provide promising candidates to investigate further in order to establish their roles in fungal morphogenesis.
Amongst the cohort of known morphogenesis phenotypes correctly identified in our analysis, the transcription factor null mutant ∆nsdC (lacking the AFUB 089440 gene) is defective in acquisition of developmental competence and exhibit dysmorphic spores, rapid germination kinetics, restricted hyphal growth and developmental abnor- malities prompting conidiogenesis from inappropriately differentiated hyphae [29] The sterol-regulatory element binding protein (SREBP) SrbA (encoded by AFUB 018340), required for cell polarity, hypoxia adaptation, and azole drug resistance is critical for normal hyphal branching and cell polarity [45] . The HapB component of the multimeric A. fumigatus CBC transcription factor complex (encoded by AFUB 030360), which antagonises the role of the SREBP family, including SrbA, is required for normal growth and loss of HapB function results in a severe growth deficit [19] . The pH-responsive A. fumigatus transcription factor ∆pacC (encoded by AFUB 037210) is required for normal colonial growth on supplemented solid DMEM medium pH 7.4. In contrast to colonies of wild type isolates, ∆pacC mutants exhibit fewer peripheral invasive hyphae and are composed of a denser hyphal network due to a hyperbranching morphology [4] . Null mutants of the MetR transcription factor [1] (encoded by AFUB 063610) demonstrate reduced rates of spore germination and germ tube formation and null mutants of SebA (encoded by AFUB 066180) demonstrate reduced growth rates under various nutrient limiting conditions [12] . We have also considered a Poisson(1) prior distribution on the number of changepoints. As already demonstrated in Section B, in this case the sampler selects a larger number of change-points which are less interpretable. The reader is referred to the Appendix. 16 
Discussion
A method for inferring the number of change-points in the underlying piecewise linear mean function of replicated time-series has been presented. Since our method focuses on changes in the mean, the varia nce was considered known and in practice is estimated at a pre-processing stage. A crucial characteristic of the model is that each time-point may have its own mean, an assumption which introduces an over fitting number of parameters. The method is able to penalize overfitting models by using an exponentially decreasing prior distribution [7] on the number of change-points and it was demon strated that this approach leads to a posterior distribution that can accurately recover the underlying sparse structure of the model.
There are many interesting extensions of our research. For example, one could assume more general models between replicates, such as a multivariate normal distribution with full covariance matrix and/or replicate-dependent means, or even models that are not necessarily normal. The core mechanism of the proposed MCMC sampler will be the same in these situations and it would be interesting to investigate wh ether the method can produce robust results in such settings. In our setup we observed that our sampler does not face any convergence issues and quickly reaches to a state where the number of change-point s reflects the underlying structure of the model. In the previously mentioned generalizations however, it might be beneficial to seek ways of improving the mixing and accelerating convergence by e.g. embe dding our sampler to parallel-tempering schemes.
In our biological application, we found that all of the slow-growing mutant strains identified by our method, and which had previously been characterised in the literature, were known to play roles in fungal morphogenesis. Further experiments are planned to explore how the growth dynamics of the mutants considered here changes under different environmental conditions. Our simple change-point method provid es a useful low-dimensional model of the growth dynamics to explore gene-environment effects on the growth phenotype.
Software and data availability
Our algorithm is available as an R package [33] at the Comprehensive R Archive Network [36] . Scripts to reproduce real and simulated data analysis are available at https://github.com/mqbssppe/growthPhaseMCMC. Benchmarking the estimation of the number of change-points on synthetic datasets according to the "noisy" and "exact" simulation scenarios. Different combinations of prior parameters ν 0 in Equation (7) and α in Equation (10) were used to the MCMC sampler. Each pair of numbers in the horizontal axis displays the true number of change-points (first entry) and number of replicates (second entry).Figure 7 : Change-point locations conditionally on the MAP number of change-points according to a Poisson(1) prior distribution, truncated on the set {0, 1, . . . , 30} for four time-series of our real dataset.
consider again a Poisson(1) distribution, truncated on the set {0, 1, . . . , 30} and use the same four time-series of the real dataset, depicted in Figure 1 of the main paper. As shown in Figure 7 , the posterior distribution of the number of change-points under the Poisson prior distribution supports much larger values than the complexity prior. The estimated posterior mode of the number of change-points correspond to 5 for "plate 5 E1" (instead of 1 under the complexity prior), 5 for "plate 1 F4" (instead of 2), 6 for "plate 1 A3" (instead of 3) and 7 for "plate 2 C4" (instead of 4). We conclude that in this case the sampler assigns additional change-points to intermediate observation periods, compared to the ones selected under the complexity prior. These additional change-points identify very small changes in the slope of the time-series and they do not contribute much in the interpretation of growth characteristics. In order to further inspect the differences between the results arising from the two z nt = 1, if t ∈ {τ 1 , . . . , τ n } 0, otherwise (27) for t = 1, . . . , T , n = 1, . . . , N . Note that z nt is a binary random variable with 1 denoting the event that a change-point is assigned at time-point t, t = 1, . . . , T , for time-series n = 1, . . . , N . The posterior probability P (z nt = 1|x, n ) can be estimated directly by averaging across the MCMC output. Figure 8 illustrates the estimates of these posterior probabilities for a subset of four time-series. The peaks correspond to the locations of sampled change-points across the MCMC run. Notice that a blue peak is always accompanied by a red one, which means that under the Poisson distribution the set of inferred change-points actually contains the change-points locations selected from the complexity prior. However, the reverse is not necessarily true, especially for the first time series ("plate 5 E1"). Finally, notice that under the complexity prior distribution all intermediate time-points between two peaks are assigned zero posterior probabilities of containing change-points. This is not the case for the Poisson prior distribution, where all time-points contain a change-point with strictly positive posterior probabilities, which is due to the presence of the additional change-points.
