Abstract-To narrow down the gap between low-level visual features and high-level semantic concepts in content-based image retrieval(CBIR) system, a new dimensionality reduction algorithm called tensor biased discriminant Euclidean embedding (TBDEE) is proposed in this paper. The key idea of this algorithm is as follows: First, the image data are represented with high order tensor structure so that the correlations among pixels within different dimensions can be effectively utilized. Second, the optimal objective function is constructed by considering both the intraclass geometry and interclass discrimination. Third, the transformation matrices are obtained by iteratively unfolding the tensor along different tensor directions. Finally, the high-dimensional image data are projected into the lower-dimensional feature for image retrieval by using the obtained transformation matrices. Comprehensive experiments on the COREL database demonstrate that the proposed algorithm outperforms other related algorithms in terms of effectiveness and efficiency. Index Terms-image retrieval, tensor biased discriminant Euclidean embedding, relevant feedback
I. INTRODUCTION
Recently, image retrieval has received a lot of attention in the multimedia information field due to the rapidly increasing requirements in many real-world applications, such as identity authentication, information surveillance, image/video browsing, human-computer interaction, and so on. Although numerous research efforts have been devoted to content-based image retrieval (CBIR) [1] [2] [3] [4] , the general image retrieval problem is still a very challenging research issue due to the semantic gap between low-level visual features and high-level semantic concepts.
With the explosive increase in image data on the Internet, to give text annotations to all images manually is tedious and impractical. Therefore, retrieving images from a large-scale image database based on low-level visual features has become a popular research topic. However, the low-level features may not accurately characterize the high-level semantic concepts. To narrow down this semantic gap, relevance feedback(RF) [5] is introduced into CBIR. With the user-provided negative and positive feedbacks, image retrieval can be considered as a classification problem. RF has been demonstrated to be a powerful tool which involves the user in the loop to enhance the performance of CBIR [6] [7] [8] [9] . In real-world image retrieval systems, the relevance feedbacks provided by the user is often limited, whereas the dimensionality of the image space can range from several hundreds to thousands. Consequently, the most critical issue in relevance feedback is the extremely large feature dimension in comparison to the limited available feedback samples in relevance feedback iterations. Due to the consideration of the curse of dimensionality, it is often necessary to first conduct dimensionality reduction to acquire an efficient and discriminative representation before formally conducting classification [10] [11] [12] . In the low-dimensional feature space, the traditional classification algorithms can be then applied. To this end, principal components analysis (PCA) and linear discriminant analysis (LDA) are the most well-known techniques [13] . PCA is based on the computation of lowdimensional representations of high-dimensional data that maximize the total scatter. PCA is optimal in terms of representation and reconstruction, but not for discriminating one image class from others. Unlike PCA which is unsupervised, LDA is supervised and aims to find a linear transformation that maximizes the betweenclass scatter and minimizes the within-class scatter, thus achieving maximum discrimination. Due to the utilization of label information, LDA is experimentally reported to outperform PCA for pattern classification, when sufficient labeled samples are provided [14] . However, both PCA and LDA are designed for discovering only the global Euclidean structure, whereas the local manifold structure is ignored.
Recently, a number of research efforts have shown that image presentation is fundamentally related to the problem of manifold learning and the images possibly reside on a nonlinear submanifold [15, 16] . Some manifold learning algorithms have been proposed to discover the geometric properties of the image space, and they have been successfully applied to image retrieval. The most representative such algorithm is biased discriminant euclidean embedding (BDEE) [17] . Given a set of highdimensional images, BDEE aims to find an optimal transformation that maps the images into a lowerdimensional space such that distances between positive samples and negative samples should be as large as possible while distances between positive samples should be as small as possible; and the local geometry of positive samples should be preserved as much as possible. However, BDEE algorithm unfolds input image data to vectors before dimensionality reduction, even through image data are intrinsically in the form of second or higher order tensors. However, image objects are intrinsically in the form of second or higher order tensors. It is often helpful to process the data in their original form and order. In fact, some researches have shown that the image-as-tensor representation can lead to good classification performance for different pattern recognition tasks [18] [19] [20] . Therefore, unfolding each image into a single column vector largely increases the computational costs of dimensionality reduction and seriously destroys the intrinsic tensor structure of highorder image data.
In this paper, to enhance the classification performance of BDEE algorithm, we propose a new algorithm termed Tensor BDEE (TBDEE) based on the tensor representation. TBDEE offers three main benefits: 1) the algorithm takes into account both discrimination and local geometry so that it can achieve better performance in classification; 2) the intrinsic structure information such as correlations among image rows and columns can be preserved; and 3) the algorithm can avoid the curse of dimensionality and alleviate the small size problem.
The rest of the paper is organized as follows. Section II gives a brief review of the BDEE algorithm and its limitation. In Section III, we describe the proposed new algorithm, i.e., Tensor BDEE (TBDEE). The experimental results are given in Section IV. Finally, we provide some conclusions in Section V.
II. BDEE AND ITS LIMITATION
BDEE is a recently proposed linear dimensionality reduction algorithm for image retrieval [17] . It is based on discrimination preservation and local geometry preservation principle, and seeks to an optimal transformation that maximizes the average weighed pairwise distance between the positive samples and the negative samples and minimizes the average weighed pairwise distance between two positive samples, and the local geometry of positive samples should is preserved by keeping linear reconstruction error minimization. 
BDEE implements the discrimination preservation by solving the following maximization problem:
arg max arg max
where D is a diagonal matrix and ii
BDEE implements the local geometry preservation for positive samples by assuming each positive sample can be reconstructed with its neighboring positive samples, i.e., ( )
arg min arg min
where ij W is the reconstruction weight, which can be obtained by solving the following reconstruction error minimization problem: By simultaneously considering the discrimination preservation defined in (2) and the local geometry preservation defined in (3), the optimal transformation U of BDEE can be obtained by solving the maximization problem:
with the constraint
where I is the identity matrix.
then the matrix U are the eigenvectors associated with the largest eigenvalues of the following standard eigendecomposition problem.
T XMX U U λ = (7) As can be seen from the above computation process of BDEE, we can observe that BDEE unfold each image into a single column vector before dimensionality reduction. In fact, the extracted feature of an image often has some specialized structures and such structures are in the form of second or even higher order tensors. Therefore, the original BDEE ignores the underlying image data structure and often leads to the curse of dimensionality problem and poor classification performance. In order to utilize correlations among the high-order image data and enhance the classification performance of BDEE algorithm, we propose a new algorithm termed Tensor BDEE (TBDEE) for image retrieval in the next section.
III. TENSOR BDEE ALGORITHM
In this section, we present a novel dimensionality reduction algorithm called Tensor BDEE (TBDEE).The TBDEE algorithm for image retrieval is based on tensor representation of image data and BDEE, it can utilize correlations among pixels within different dimensions such as rows, columns and so on. In addition, the smaller number of image data entries along each data dimension facilitates subspace learning with limited training data. Therefore, our proposed TBDEE algorithm not only can use multiple interrelated subspaces to discriminate different classes, but also can avoid the curse of dimensionality.
Before describing the proposed TBDEE algorithm, we briefly introduce some mathematical notations about tensor operations [19] . The inner product of two tensors A and B of the same dimensions is defined as , , , , , , , , , , , , , 1
Given n image samples { } 1
, TBDEE aims to find n transformation
Similar to BDEE, to preserve both discrimination information and local geometry in the lower-dimensional feature space, the objective function of TBDEE is given as follows:
with the constraint ( )
Generally, there is no closed-form solution for the nonlinear programming problem of (8) . To cope with this problem, we employ an iterative strategy to find a local optimal problem. In fact, according to the conception of k-mode unfolding of a tensor [19] , we can 
. If we first initialize the projection matrices , , , , , , The optimal objective function of (10) under the constraint of (11) can be approximately solved by the following standard eigenvalue decomposition problem:
Therefore, the optimal objective function of (8) under the constraint of (9) can be solved by iteratively optimizing different projection matrices while fixing the other projection matrices. In the following, we describe the procedure of TBDEE algorithm.
Step1: Initialize 
Step2.2:
Step2.3: Compute the eigenvalue decomposition problem:
Step2.4: If 2 t > and
Step3: Output the projection matrices
From the above algorithmic procedure of TBDEE, we can observe its iteration procedure is as follows. First, we fix 2 , , n U U L
, and obtain the optimal projection matrice 1 U by computing the largest eigenvectors of ( )
. Then we fix 1 3 , , , n U U U L
, and obtain the optimal projection matrice 2 U by computing the largest eigenvectors of ( )
. The rest can be computed by analogy. Finally, we obtain the optimal projection matrice n U by fixing 1 2
We repeat the above iteration procedure until algorithm converges. In the following, we prove the convergence of the proposed tensor BDEE(TDEE) algorithm.
Theorem 1:
The proposed TDEE algorithm will converge to a local optimum.
Proof: To prove the convergence of the proposed TBDEE algorithm, we need to show that the objective function in (8) is nondecreasing and has an upper bound. We rewrite the objective function in (8) , , ,
In fact, in each iteration step of TBDEE algorithm, the objective function ( ) 1 2 , , ,
The reason is that each update of projection matrice , , , , , ,
On the other hand, there exists an upper bound for the objective function in (8) is nondecreasing, i.e., ( )
, , ,
Therefore, the objective function ( ) 1 2 , , ,
is nondecreasing and has an upper bound, i.e., our proposed TBDEE algorithm will finally converge to a local optimum.
Once we obtain the optimal projection matrices of TBDEE, i.e., , , , , , ,
given image sample X , its lower-dimensional feature representation Y can be computed as
After the transformation by TBDEE, a feature matrix is obtained for each image. Then, the nearest neighbor classifier is used for classification. Here, the distance between two arbitrary lower-dimensional feature matrices, (1) (2) ( ) , , , 
IV. EXPERIMENTAL RESULTS
In this section, we describe how the TBDEE algorithm can be applied to content-based image retrieval(CBIR). In particular, we consider relevance-feedback-driven image retrieval. In this study, the image database that we tested consists of 7900 images of 79 semantic categories from the well-known COREL data set [21] . It is a large and heterogeneous image set.
Low-level image representation is a crucial problem in CBIR. Following the suggestions in [2, 4, 17] , we also represent images with three popular global features: color, texture and shape. For the color feature, we utilize color histograms [22] with 256 levels of hue, saturation, and value (HSV). We quantized hue and saturation into eight bins, and value into four bins. For the texture feature, a wavelet texture is extracted from the Y component in YCrCb space using the pyramid wavelet transform (PWT). An image is decomposed by the traditional pyramid-type wavelet transform with Haar wavelets. In the system, the mean and standard deviation are calculated in terms of sub-bands at each decomposed level. PWT results in a feature vector of 2 3 4 × × values.
For the shape feature, the edge histogram [23] captures the spatial distribution of edges in an image. The edge histogram is calculated on the Y component in YCrCb color space. Edges are grouped into five categories: horizontal, 45º diagonal, vertical, 135º diagonal, and isotropic. This gives a five-dimensional shape feature for image retrieval. Since each of these features has its own power to characterize a type of image content, the CBIR system combines the color, texture, and shape features into a feature vector and then normalizes the vector into a normal distribution with zero mean and one standard deviation.
Relevance feedback (RF) is one of the most important techniques for narrowing down the gap between lowlevel visual features and high-level semantic concepts.
RF focuses on the interactions between the user and the search engine by letting the user label semantically positive or negative samples. The working process of the relevance-feedback-driven image retrieval is as follows:
Step1: The user submits a query image sample to the image retrieval system. The system ranks the images in the database according to the predefined distance metric and presents to the user the top ranked images.
Step2: The user provides his relevance feedbacks to the system by labeling images as "positive(relevant)" or "negative(irrelevant)".
Step3: The system uses the user-provided information to rerank the images in the database and returns the top images to the user. Repeat step2 until the user is satisfied.
For the proposed TBDEE algorithm, we first learn a projection matrix according to (10) . Then, we project all samples including the query image, the positive samples, the negative samples, and the rest images in the database to the low-dimensional subspace in terms of (16) . Finally, each of these images is sorted according to the tensor distance with respect to the pseudo query. If the user is not satisfied with the retrieved results, the RF process is performed iteratively.
To demonstrate the effectiveness of our proposed TBDEE algorithm for image retrieval, we compare it with three state-of-the-art algorithms, that is, LDA, LPP [24] and the original BDEE [17] algorithms. The settings of the compared algorithms are identical to the description in the corresponding papers.
In this paper, the precision-scope curve and precision rate are used to evaluate the performance of the image retrieval algorithms [25] . The scope is specified by the number N of top-ranked images presented to the user. The precision is the ratio of the number of relevant images presented to the user to the scope N. The precision-scope curve describes the precision with various scopes and thus gives the overall performance evaluation of the algorithms. On the other hand, the precision rate emphasizes the precision at a particular value of scope.
In our CBIR system, 200 queries are first randomly selected from the data. For each submitted query, the CIBR system retrieves and ranks the images in the image database. The top 10 ranked images were selected as the feedback images, and their label information (positive or negative) is used for reranking. Note that the images that have been selected at previous iterations are excluded from later selections. For each query, the automatic relevance feedback mechanism is performed for three iterations. Fig.1 and Fig.2 show the average precisionscope curves of the different algorithms for the first two feedback iterations respectively. Precision rate at the top 10 and top 20 are respectively shown in Fig.3 and Fig.4 . From the experimental results, we can draw the following observations: 1) Our proposed TBDEE algorithm consistently outperforms LDA, LPP and BDEE algorithms, which indicates that utilizing the intrinsic tensor structure of high-order image data can effectively improve the performance of image retrieval.
2)
BDEE algorithm performs better than LDA and LPP algorithms in all experiments. This observation indicates that both intraclass geometry and interclass discrimination are important for lower-dimensional image feature extraction and are helpful in help in enhancing the relevance-feedback-driven image retrieval.
3)
The LPP algorithm performs better than the LDA algorithm. This is because LDA ignores the local manifold structure which is directly related to the discriminating power.
4)
As the number of feedbacks increases, the performance difference between difference algorithms gets smaller, which indicate that the user-provided relevance feedbacks are very helpful in improving the retrieval performance. In addition, we test the actual computational time of different algorithms, the experimental result is shown in Table I . As can be seen, all of these four algorithms can respond to the user's query very fast, that is, within 0.1s. Our proposed TBDEE is the fastest. This indicates that the tensor-structure can effectively decrease the computational costs of BDEE algorithm.
In summary, our TBDEE algorithm is an effective and efficient algorithm for image retrieval. The experimental results along with the theoretical proof show that TBDEE provides a good choice for practical image retrieval problems.
V. CONCLUSIONS
In this paper, a novel dimensionality reduction algorithm called tensor biased discriminant Euclidean embedding(TBDEE) has been proposed for image retrieval with tensor representation. TBDEE keeps the intrinsic structure of high-order image data as well as the intraclass geometry and interclass discrimination in the learning process. The empirical evaluation validates the effectiveness and efficiency of the proposed algorithm. 
