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Abstract 
We give a criterion, using oriented graphs, to decide whether an infinite word generated 
as fixed point of an expanding morphism on a finite alphabet is (effectively) almost-periodic. 
We present a non-almost-periodic system of almost-periodic predicates and deduce from it an 
example of structure (N; S, <,.U), where 9 is a set of unary predicates, whose first-order theory 
is decidable but which does not admit quantifier elimination. 0 1998 Elsevier Science B.V. All 
rights reserved. 
Ke~wwd.s; Word; Almost-periodicity; Graph; Morphism; Quantifier elimination 
1. Introduction 
In this paper, we study a specific problem of combinatorics on words and solve it 
using properties of graphs. We deduce from it consequences of logical content. 
One of the easiest way to obtain an infinite word on a finite alphabet is to consider 
a morphic word, i.e. a word obtained as image of an infinitely iterated morphism. 
Many works focus on repetitions of factors in this kind of words, like the fact that 
Thue-Morse sequence is overlap-free, etc. (see, for instance, [I]). 
A classical result characterizes, in terms of oriented graphs, those morphic words 
that are ‘uniformly recurrent’, i.e. such that any factor of this word occurs infinitely 
often in it and with a bounded distance between any two successive occurrences. We 
associate a graph to a morphic word W by linking each letter x of W to the letters 
of the image of x by the morphism. It is known that an infinite word generated by 
an expanding morphism is uniformly recurrent if and only if the associated graph is 
strongly connected, i.e. any vertex is reachable from any other (see Corollary 18). 
The main topic of this paper consists in a generalization of this result. We want to 
replace the uniform recurrence by the notion of almost-periodicity (as defined in [9]): 
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we say that an infinite word is almost-periodic if any of its infinitely repeated factors 
admits a bound on the distance between any two successive occurrences. This notion 
differs from the previous one by the fact that we do allow some factors to appear only 
finitely often. We give a criterion to decide whether a morphic word generated by an 
expanding morphism is almost-periodic, and we still express it in terms of the strong 
connectedness of some oriented graph. However, the vertices of that graph are now 
words of length 2 (see Theorem 17). 
We recall a result by Semenov that characterizes, in terms of almost-periodicity, 
the sets 9 of unary predicates on N such that the first-order theory of the struc- 
ture (N; S, <, O,Y) admits quantifier elimination. Our characterization enables us to 
build two predicates PI and P2 such that both the theories of (N; S, <,O, PI) and of 
(N; S, <, 0, P2) admit quantifier elimination, but not the theory of (N; S, <, 0, PI, P2) 
(see Example 32). We also extend Semenov’s result about quantifier elimination to the 
theories of structures of the form (Z; S,S-‘, <,O,Y) and (Z; S,S-‘, -, <, O,.Y). 
The layout of this paper is as follows: in Section 2, we define the notions of morphic 
words, of almost-periodicity and of oriented graphs. In Section 3.1, we define the 1- and 
2-graphs associated to morphisms. We express the main characterization and illustrate 
it in Section 3.2, and we prove it in Section 3.3. We finally consider the impact on 
first-order theories in Section 4. 
2. Definitions and notations 
2.1. Words and morphisms 
Let C = {ao,. . , a,_ 1) be a finite alphabet, i.e. a finite set whose elements are called 
letters. 
Definition 1. A finite (resp. infinite) word on C is a finite (resp. infinite) sequence of 
letters of C. For any m E N, we represent by C” the set of words of length m on C. 
The sets C* and C* are, respectively, the sets of finite and infinite words on C. The 
set C* gets a structure of monoid with the operation of concatenation ‘.’ (most of the 
time, we shall omit the dot and write ‘uv’ instead of ‘u . v’). 
We say “u is an m-word” to mean “u is a word of length IuI = m”. 
A finite word u occurring in the (finite or infinite) word w is said to be a factor 
of w. We write Fact,(w) to designate the set of m-factors of the word w. 
Definition 2. Let W be an infinite word and k, 1 be natural numbers, k < 1. We enu- 
merate the letters of W (starting with 0) and define W[k, oo[ to be the sequence of 
letters of W starting with the kth one. Similarly, W[k, Z] is the factor of W starting 
with the kth letter and ending with the lth one. 
This notion can be defined in the same way for a finite word w E C* if we require 
k and 1 to be strictly lower than 1~1. 
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Remark 3. For several reasons, it is more convenient to start the enumeration with 0. 
In order to avoid any confusion, we designate the letter numbered ‘0’ as the initial 
letter or the ‘0th’ one, the letter numbered ‘ 1’ as the first one, and so on.. . 
For each m E N, we extend this definition in the obvious way to initial m-word, first 
m-,l,ord, etc. An initial m-word is also called a pr& m-word. 
Definition 4. Let f : C* + C* be a morphism of monoid i.e. an application such that 
for any U, u E C*,f(u . v) = ,f(u) . f(v). The morphism ,f‘ is said to be expanding if it 
satisfies 
‘Ja E 2 If(a)1 >2. 
Proposition 5. Let f : C* -Z* be an expanding morphism and suppose that the ini- 
tial letter of ,f(ao) is ao, i.e. 
f(a0) E a0 . C*. 
Then ,f’ ‘generates’ a word of C’” : W = f’“(ao) = lim, _ a ,f’(ao). 
Indeed, since for any i,j E N with i<j, f’(ao) is a prefix word of fj(q,), the limit 
does exist. In particular, for all i E N, the initial letter of f’(ao) is ao, and so is it 
for W. Also, note that W = f (W). 
Definition 6. We say that W = f”(ao) is the ,$xed point of f generated by ao. We 
also say that W is a morphic word. 
See [8] for more about combinatorics on words. 
2.2. Almost-periodicity 
Definition 7. Let C be a finite alphabet. An infinite word W E Z”’ is almost-periodic if 
it satisfies the following property: for any finite word v E Z*, if v occurs infinitely often 
in W, then the distance between any two consecutive occurrences of v is bounded. More 
precisely, for any u E C*, it must exist a natural number d,, called an almost-period oj 
L: in W such that 
l either I) is not a factor of W[d,.,co[, 
l or for all k E N, u is a factor of W[k,k + A,]. 
If there exists an algorithm giving a d,, for each word C, then W is said to be 
@ectively almost-periodic. 
Definition 8. A uniformly recurrent word is an almost-periodic word whose factors 
all occur infinitely often. 
Remark 9. The difference between the notions of almost-periodicity and of uniform 
recurrency just lies ‘at the beginning’ of the words (this notion of beginning depends on 
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the words and the factor we are searching for). This slight difference has a large impact 
on the underlying characterization by graphs of the morphic words. As we shall see in 
Theorem 17 and Corollary 18, the uniform recurrence is expressed in terms of letters 
of the word, whereas the almost-periodicity requires the study of factors of length 2. 
2.3. Oriented graphs 
Definition 10. An oriented graph G is a pair (V,R) where V is a finite set of vertices 
and R C V x V is a relation. When it is clear what is the set of vertices, we just 
designate the graph by its relation R. 
We say that a vertex u E V can be reached from a vertex u E V if there exists a path 
p from u to v, i.e. a finite sequence of vertices p = (ug, ~1,. . , uk ) with k > 1 such that 
ug=u,uk=v and (ui,ui+l)ER for all i=O,...,k-1. We say that k=lpl is the length 
of the path linking u to v. 
A cycle based on a vertex is a path from the vertex to itself. A cycle of length 1 
(from a vertex to itself) is called a loop. 
Remark 11. The notion of oriented graph we consider is different from the notion of 
digraph used by some authors, since we do allow loops on vertices. As a consequence, 
we consider that a vertex is reachable from itself if and only if there exists a cycle of 
length at least 1 based on it, i.e. we do not consider paths of length 0. Also notice that 
our definition allows paths and cycles to pass several times through the same vertex. 
Definition 12. Let G = (V, R) be an oriented graph. For any non-zero natural number m, 
we define G” = ( V, Rm) to be the oriented graph of ‘m-apart vertices’: a pair of vertices 
(u,v) is in Rm if and only if there exists a path (in R) of length m linking u to v. 
Definition 13. Given a relation R C V x V and two subsets A, B 5 V, we denote by 
RlAXB the restriction of R to the subset A x B. 
Definition 14. An oriented graph G = (V, R) is strongly connected if there exists a 
path linking any vertex u to any vertex v. 
3. Characterization of almost-periodic morphic words 
In this section, we explain how to associate graphs to a given morphic word. Then 
we show that the strong connectedness of these graphs gives the criterion for deciding 
whether the word is almost-periodic or not. 
3. I. l- and 2-graphs of morphic words 
Consider an alphabet C = {ao,. . , a,_l} and an expanding morphism f : C* + Z* 
with fixed point W on ao. We associate to W two oriented graphs Gi = (VI, RI) 
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and Gl =(Vz, R2) which somehow describe the action of f on the I- and 2-factors 
of w: 
We set VI = Factt( W) and define the relation RI in the following way: 
l Each vertex a E VI is in relation R1 with all the letters occurring in f(a). 
Similarly, we set Vz = Factz( W) and define R2 like RI : 
l Each vertex h E V, is in relation R2 with all the 2-factors of f(b). 
We say that G1 and G2 are the 1- and 2-(oriented-)graphs associated to W. 
We also split VI (resp. V2) into two subsets Fr and II (resp. F2 and 12) correspond- 
ing to the sets of l-factors (resp. 2-factors) occurring finitely and infinitely often in 
w = f’“(a*)_ 
We shall prove (in Lemma 27) that the sets V,,Zt ,F,, V2,12, F2 can be found effec- 
tively. 
Definition 15. We denote by Gt I,, and Gzr,, the graphs (II, RI i,, x ,, ) and (12, RI,,, x ,2 ). 
Remark 16. We might define an n-graph in the same way for all n > 2. However, it 
will appear that these are not needed for the characterization (see Remark 28). 
3.2. Connectedness und almost-periodicity 
We are now able to state the main result of this paper. 
Let f be an expanding morphism satisfying f(ao) E a&*. 
Theorem 17. The word f "(ao) is (effectively) almost-periodic f and only if the graph 
G 2,,2 is strongly connected. 
This theorem, proved in the next section, generalizes the following classical 
result: 
Corollary 18. The word f “(uo) is uniformly recurrent if and only if the graph GI is 
strongly connected. 
Proof using Theorem 17. First, suppose that f”(ao) is uniformly recurrent. Then 
by definition VI =I1 and V2 = I2. Now, let a, b E VI. We must show that there is 
a path from a to b in Gt. Since f is expanding, f(u) is a word of length at 
least 2. Let u E Factz(f (a)) c 12. As b E II, b occurs as initial letter of some 2-word 
of I,, say 6.x. By Theorem 17, G2/,, = Gzl,,, = G2 is strongly connected. Due to this 
stong connectedness, bxE Factz(f”(u))C Factz(f”+‘(a)) for some nE N, and thus 
b E Fact 1 (f”+’ (a)), i.e. b can be reached from a by a path of length n + 1. This shows 
that G1 is strongly connected. 
Now, suppose that Gt is strongly connected and let us show that W = f “‘(uo) is 
uniformly recurrent. The strong connectedness of Gt implies that aa occurs infinitely 
often in W (see the proof of Lemma 27) and so do all its images by f and thus any 
factor of W. In particular, again, VI = It and V, =Zz. So it remains to show that W is 
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Fig. 2. The graphs GI and G2 for .fi 
almost-periodic by applying Theorem 17. Let u, u E V2. As Gr is strongly connected, 
a0 E Factr(f”(u)) for some n E N (just consider the images of any of the letter of u). 
Also, u E Factz(f”(aa)) for some m E N. So u E Fact&P+“(u)) and there is indeed a 
path from u to v in G2, showing that this graph is strongly connected, so that W is 
almost-periodic and even uniformly recurrent. 0 
Example 19. Let fr and f2 be the morphisms defined on .Z = { 0, 1,2} by 
OHOll, OHOlO, 
fl : 
1 
1 H 12, f*: l-12, 
2H 11, 1 2H 11, 
~f;“(o)=oll121212111211~~~ fi"(0) =01012010121101012~~ 
The graphs Gr and G2 for f, and fi are those of Figs. 1 and 2. Notice that Grr,, 
and G2,,, are strongly connected for f, but not for f2. As a consequence, f;"(O) is 
almost-periodic but not f;"(O) (h owever, jp’(0) is not uniformly recurrent due to the 
initial ‘0’: Gl I, , is strongly connected, but not Gr ). 
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Remark 20. As we see in the proof of Corollary 18, the strong connectedness of Cl 
is equivalent to that of Ct. The same argument as in the first part of that proof shows 
that, if G2t,, is strongly connected, then so is Gt I,,. However, the converse implication 
is not true as shown by the following example: 
Example 21. Let fx be the morphism defined on C = {0.1,2} by 
1 
OH01 
,fj : 1 H 22 
2t+ 11 
j;“(o) = 0122111122222222.. 
Then the l- and 2-graphs for .fj are those of Fig. 3. The graph Gt I,, is strongly 
connected but not GZ,, 2. As a consequence, the word f;"(O) is not almost-periodic (this 
fact being obvious). 
3.3. Proof qf Theorem 17 
We first show a few general lemmas on strongly connected graphs (independently 
from the fact that we shall later only consider I- and 2-graphs of morphisms). Then we 
prove that, given a morphism, the associated sets Vt,Il, Fl, I/i, 12, F2 can be found effec- 
tively. Finally, we bring everything together and give arguments specific to morphisms 
to conclude the proof. 
3.3.1. Powers of strongly connected graphs 
Lemma 22. Let G = (V, R) he u strongl~~ connected oriented gruph, and Irt m be (I 
non-zero natural number. Then the oriented graph G” is strongly connected if and 
onI)? iJ‘ there t>.xi.st.s u cycle in G whose length is prime to m. 
Proof. The case m = 1 is trivial. Suppose m 3 2. 
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Let us start with the ‘if’ part. 
Let w be the vertex on which is based a cycle c satisfying gcd(lc],m) = 1. Let 
u,v be any two vertices of V. We need to show that there exists a path from u 
to v whose length is a multiple of m. Since R is strongly connected, there exist a 
path p1 from u to w and a path p2 from w to v. Since gcd(]cl,m)= 1, we have 
1~11 + k . jcl + 1~21 E 0 (mod m) for some k E N. This gives the required path. 
Let us proof the ‘only if’ part. 
Let u and v be two vertices such that (u,v) ER. Since G” is strongly connected, 
there is a path from v to u of length k . m for some k E N. Thus, we have a cycle 
based on u of length 1 + k . m which is prime to m. 0 
Lemma 23. Under the same hypothesis, there exists a cycle in G whose length is 
prime to m if and only if for each prime factor p of m, there exists a cycle in G 
whose length is prime to p. 
Proof. Necessity is clear. Let us show the sufficiency. 
Let PI,..., pr be the prime factors of m. For each i = 1,. . . , r, we know that there 
exists a cycle ci based on a vertex vi which satisfies 
I~~l$OOmodpi) and (ci] E 0 (modpj) Vj#i 
(for i # j, the second condition can always be achieved by replacing ci by pjci, i.e. 
by looping pj times on c,). Since we supposed R to be strongly connected, for each 
i = 1,. . . , r, there exists a path bi from ~1 to vi and a path di from vi to VI. 
Now, for each i = 1,. , r, the lengths of the cycles 
(bj+Cj+dj)+(m-l).(bj+d,) 
are divisible by pi for all j # i, and thus so is the length of the cycle based on 01 
m . (bi + d,) + C [cj + m . (bj + dj)]. 
ifi 
As a consequence, the length of the cycle 
c= c [Cj + m (bj + d,)] 
j = l,...,r 
is prime to each pi, i.e. it satisfies gcd(lc],m)= 1. 0 
Remark 24. This result can even be improved into the following: if G is strongly 
connected and h is the greatest common divisor of the lengths of the cycles of G, then 
the number of connected component of G” is gcd(h,m), each of them being strongly 
connected (see [3]). 
Corollary 25. Let G = (V,R) be a strongly connected oriented graph, and suppose 
that for each prime number p, there exists a cycle in G whose length is prime to p. 
Then there exists a non-zero natural number m ~21 VI2 such that G” is symmetric 
and complete, i.e. Rm= V x V. 
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Proof. The hypothesis implies that G” is strongly connected for all II > 0. In particular, 
if we let n < /VI be the length of some cycle based on a vertex U, then G” is strongly 
connected and has a loop on u. 
Clearly, any vertex u E V can be reached from u by a path in R” of length at most 
1 VI and conversely. Thanks to the loop on U, the lengths of these paths can be increased 
to / V 1, and thus for all u E V, both (u, v) and (u, u) are in R”.l’l. As a consequence, 
we have R”== V x V for m=2nIV/621V~2. 0 
3.3.2. Computation of the sets VI, I,, Fi, V2,12, Fz 
Let f be an expanding morphism satisfying f(as) E a&*. We define VI ,ZI, F,, 
VZ, I2,F2 as in Section 3.1. 
Definition 26. For each i>O, we define f”(ao) to be the word w E C* such that 
f’(ao) = f'-'(a~) w, and we set f”(ao)=ao. Then clearly 
W=f”(a~)=,f’0(a~)~f”(a~)~f’2(a~)~~~. 
Notice that acl . f”(ao) = f(ao) and that f”(ao) = f(f”-‘(ao)) for all i> 1. 
For any prefix word w of W, like bo = W[O, 11, we define f”(w) similarly. The same 
properties are still satisfied. 
Lemma 27. For j E { 1,2}, we can eflectively find the set L$ and split it into two 
subsets F; and Ij corresponding to the sets of j-factors occurring finitely and infinitely 
often in W = f”(ao). In fact, if n = lC/ and if wj is the initial j-factor of W (either 
a0 or bo), we have 
l l$ = Factj(f”‘(wj)), 
l 1, = Factj(n,,,j,2,, f”(wj)), 
l F, = y\Ij. 
Moreover, 
l Rj/, x F is acyclic, except for a loop on wj, 
l Rj,,: x fii is empty, i.e. no vertex of I$ can be reached from a vertex of Ij. 
Proof. In order to find 4, we just have to construct the graph Gj. We start with an 
empty graph, we compute wj (of course, wj can be computed effectively) and we add it 
as vertex of the graph. Then, we proceed inductively: for any vertex v in the graph, we 
compute Factj( f (0)). If necessary, we add the new elements as vertices of the graph 
and link zj to all the vertices of Factj( f (0)). This process eventually stops, giving the 
graph Gj, since I l$ I < nj. At the ith step, we reach all the j-words that can be obtained 
from w, with i iterations off. So, as we need at most nj steps for getting I$, we have 
that I$ C Fact.,(f”‘(+vj)), and the other inclusion is obvious. 
The properties of RjiF, x F, and Rj I,, x FI are obvious consequences of the definitions 
of V,,Ij,Fj. The set Ij can be found as follows: Ij is the smallest set 
l that contains wj if wj occurs in f(wj) elsewhere than just as initial factor, 
l that contains all the vertices v #WI that lie on a cycle of Gi, 
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l and that is closed under the action of Rj, i.e. that contains all the vertices reachable 
from the above ones in Gj. 
The distinction between wj and the other vertices is needed to know whether the 
loop on wj is significant: the loop on w, might be there just to initiate the infinite 
word W. 
If a j-word v can be obtained from w, by i >nj iterations of f’, then we are 
sure that the corresponding path of length i linking Wj to v in G,j contains a cy- 
cle somewhere. Thus, by the previous caracterization of Ii, v E Ii. As a consequence, 
Fact,,(IIi>n, f”(y)) CJj. 
A ‘pumping’ argument shows that any v E Ij can be reached by such a path 
(with at least one cycle) of length i for some tzJ <i <2nj. This proves that I/ = 
Factj( JJ n/<j<Zn, .f”(Y$. q 
Remark that the arguments of this proof still hold for j 3 2 (even if we do not need 
this for the rest of the proof). 
3.3.3. Connectedness of 2-graphs of morphisms 
We get to the final part of the proof: we look closer at the graphs we consider and 
use the fact that they describe the action of an expanding morphism. Let us recall that 
we want to prove that, given an expanding morphism f’ satisfying f(ao) E a&*, the 
word W = f “(ao) is (ej’kctively) almost-periodic if and only if the graph GUI,, is 
strongly connected. 
Proof. The condition on the graph Gzl,, is clearly necessary: suppose for a contradic- 
tion that there exist two vertices br, b2 (i.e. two 2-words occurring infinitely often in 
W) such that there is no path from bi to b2. Then b2 does not occur in any of the 
words f(b~ ), f 2(bl ), f 3(bl ), . . . However, since bi E I2, these words all occur infinitely 
often in W, and are of strictly increasing size since f is expanding. This contradicts 
the existence of an almost-period for the word b2 in W. 
Now, suppose that the graph Gzl,, is strongly connected. We shall prove the almost- 
periodicity of W by induction on the length of the searched words. 
Let us start with the 2-words. 
Given a 2-word u, we are able to decide whether it appears finitely or infinitely 
often in W since we effectively know F2 and I,. 
As the proof of Lemma 27 shows, if v E F 2, it cannot occur in f’k(bo) for any 
k>n2. Thus d = lf”‘(bs)l is an almost-period for v in W. 
Now, let us consider the elements of 12. We first show that Cl,,, satisfies the hy- 
pothesis of Corollary 25, i.e. that there is no prime number dividing the length of every 
cycle of Rz~,, . This is the critical step of the proof. 
Suppose this is not true and let p be such a prime. This enables us to define an 
equivalence relation on 12 in the following way: two vertices are equivalent if and only 
if the length of any path between them is a multiple of p. We get a partition of 12 
into p non-empty sets, say 51,. . . ,.J,, and these can be ‘cyclically ordered’ according 
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I 
Fig. 4. An example of eqtwalence classes JI.. , J,. 
to the relation R2 so that we have 
Rzt,: C(4 xJ2)U...U(Jp--l xJp)U(Jp xJI). (1) 
(In fact, these sets are the sets of vertices of the connected components we referred to 
in Remark 24.) 
Let a be any letter of II. There exists a 2-word of I, containing a, say in Ji. Now, 
because of (l), any 2-factor of f(a) has to be in ,I,+, (see the example of Fig. 4) 
and thus any 2-word of 12 containing the letter a must be in Ji, otherwise we would 
have a path of length 1 between two non-successive classes. This leads to a partition 
of Ii into p non-empty sets, say Kr , . . . , Kp, such that J, C Kf for all i = 1,. , p. But 
since the infinite word f ‘“(ao) concatenates infinitely often words of different Kf’s, it 
must also contain infinitely many ‘mixed’ words, i.e. words of KiKj for some i #j. 
As there are only finitely many such mixed words, one of them lies in Zz, although it 
cannot be in any of the J;‘s. This contradiction shows that there is no prime dividing 
the length of every cycle of R~I,?. 
Thanks to Corollary 25, we know that for some m <2 1412, R2;, = 12 x 12. Let us 
replace ,f by its power ,q = f‘ m. Clearly, g is still a morphism, it ginerates the same 
word as f, 
W = f “‘(ao) = g”(ao) = g’O(ao) . g”(ao) . g’2(a0). . , 
so that it gives rise to the same sets Ii, FI, 12, F2, and its associated 2-graph is Gy = 
(h,R$‘). 
Since RTrr, = 12 x 12, the set of 2-factors of the image by g of any 2-word of I2 is 
I, itself. We’know by Lemma 27 that the 2-factors of gln2(bo), gln2+‘(ha), . . are all in 
I2 (let us recall that IZ = /Cl and bo is the prefix 2-word of W). We set Ai = Ig”‘(bo)l. 
Let 42 = 2 max{ Ig(v)l such that v E Iz}. The concatenation of the images by g of two 
elements of 12 is a word of length at most 42 and contains at least twice each 2-word 
of 12. Since by Lemma 27, Fact2(g”‘2(ba)) C 12, and since for any i E N, g”+’ = g(g”), 
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the infinite word yln2+l(b~).gln2+‘(b0). is a concatenation of images by g of elements 
of 12, and so we see that A = max{ A ~,Az} suits as almost-period for any 2-word of 12. 
The almost-periodicity for the l-words is a trivial consequence of that for the 
2-words: if a letter occurs infinitely often in fw(aa), then some 2-word containing 
it also appears infinitely often. Any almost-period for a 2-word suits as almost-period 
for its l-factors. 
Now, we inductively prove the (effective) almost-periodicity for the m-words, with 
m > 2. Let v be an m-word. Since f is expanding, if v appears somewhere in W = f w 
(a~), then it appears as the image by f of a word of length less or equal to I( 101 + 2)/2j 
<Jul. Let M = max{lf(w)lsuch that w E C}. Let F,_I and I,_, be the sets of finitely 
and infinitely repeated (m - I)-factors of W. Using the induction hypothesis, we ef- 
fectively know F,,_, and I,,_, as well as an almost-period for each of their elements. 
We set A to be the maximum of these almost-periods. We can compute the images by 
f of the elements of F,,_I and I,,-, . 
Suppose that v E V,,, only appears in the images of elements of F,_I . Since no 
element of F,,_, appears in W[A,w), v cannot appear in W(M . A,cG), i.e. the word 
v appears only finitely often and A4 . A is an almost-period for it. 
On the other hand, if v appears in the image of a word w E Im_l, which occurs in 
any A-factor of W, then v also appears infinitely often and appears in any (M’A)-factor 
of W, i.e. M. A is again an almost-period for v. This concludes the proof. 0 
Remark 28. We might have equivalently expressed Theorem 17 with an n-graph for 
any n 22. Indeed, a strongly connected n-graph implies the almost-periodicity of the 
n-factors, thus that of the 2-factors, and the induction argument concludes the proof. 
4. Almost-periodic systems and quantifier elimination 
In this section, we introduce a notion of almost-periodicity for sets of words, and 
use our characterization to give an example of non-almost-periodic system of almost- 
periodic words. We recall a logical theorem by Semenov on theories on N and apply 
it on the example. We also extend Semenov’s result to theories on Z. 
4. I. Theories on N 
Definition 29. Let C be a finite alphabet and let m be a non-zero natural number. We 
define z(m) = .f.} m tlmeS as the alphabet whose letters are tilings of m letters of C. 
The following notion is used in SemEnov [9]: 
Definition 30. A set Y of infinite words on a finite alphabet C is said to form an 
almost-periodic system if, for any m E N and any finite subset of words WI,. . . , W,,, E 9, 
the infinite word on Z@‘) obtained by ‘stacking’ the words .zi is almost-periodic. 
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Semenov [9] identifies any predicate on N with its characteristic word on the alphabet 
(0, 1) and proves the following logical result (see also [5, 61): 
Theorem 31. Given a set of wary predicates 9, the jrst-order theory of the structure 
(N;S, <,0,8) admits elimination of quantijiers if and only if B forms an almost- 
periodic system of predicates. 
Here, ‘S’ is the unary successor function ‘x HX + 1’. 
The first-order theory of a structure is said to admit elimination of quantifiers if 
it satisfies the following property: for any formula ~(xl,. . .,x,) in which xi,, . . ,xn 
are free variables but in which quantified variables can also appear, there exists an 
equivalent quantifier-free formula $(x1,. . . , xn), i.e. a formula without quantifiers such 
that the structure satisfies the formula 
~~l,.‘.,\Jx,(cp(Xl ,...,&I) @ Wl,...,X,)>. 
It is clear that an almost-periodic system of words/predicates is a set of almost-periodic 
words/predicates, but the converse implication was unclear. We show that it is false 
by the following example: 
Example 32. Let f, and f2 be the morphisms defined on 2 = (0, 1) by 
i 
0 ++ 0001, 
fl : 
1 H 1011, i 
0 H 0101, 
f2 : 
1 H 1110, 
f/“(O)= 0001000100011011 . ” f;“(o)=ololllloolollllo~~ 
Let IV, = f,“( 0) and I72 = f;“(O) be the fixed points of these morphisms. Then the set 
Y = { Wi, Wz} is a set of almost-periodic words but is not an almost-periodic system. 
Proof. Let us rename the alphabet Ct2) = {i, y, A, t } as J? = {a, b, c, d}. The stacked word 
r; is the fixed point on i of the morphism 
f3 : 
i I---) 000 101: I 
0 
- 
0001, 
1 1110, 
b 
1011, 
i.e. is the fixed point on a of f3 : 
0101, 
I 1011 t H 1110: 
fl “(a) = abadbbbcabaddbdc . . . 
I a ++ abad, 
b I-+ bbbc, 
c H cbcd, 
d H dbdc, 
It suffices to show that the graph G2 I,, is strongly connected for fi and f2 but not for 
L (actually, even Gi I,, is not strongly connected for ,f, ), and this is clear according 
to Figs. 5 and 6. 0 ’ 
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L______-__-_ ‘I2 L----_______ 
Fig. 5. The graph Ga for fi and f2. 
L__-___--_._- J II 
Fig. 6. The graph GI for 2. 
Corollary 33. Let P,(x) and Pz(x) be the predicates on N whose characteristic words 
are the words WI and Wz of Example 32. Although the theory of the structure 
(N; S, <, 0, PI, P2) is decidable by finite automata (see below or [2, 4]), Sem&ov’s 
result shows that it does not admit quantijier elimination. 
We very briefly explain how to decide the theory of (N; S, < , 0, PI, P2) using finite 
(deterministic) automata. 
The words WI and WZ are fixed points of a special type of morphisms: indeed, 
the lengths of the images by fi and f2 of any letter are all the same - a morphism 
satisfying this property is called a substitution of length 1. In this case, we have I= 4. 
We identify each natural number n with its representation in base 1. Similarly, we 
identify an m-tuple of natural numbers with the corresponding m-tuple of words on 
{O,...,I - 1). 
To each formula C&XI,. . . ,x,,), we associate a finite automaton that is constructed 
inductively according to the formula cp and that accepts an m-tuple of words if and 
only if the corresponding m-tuple of natural numbers satisfies the formula cp. 
So. it suffices to show that 
The atomic formulas can be converted into a finite automaton (for instance, the 
automaton that corresponds to the formula ‘xl = S(x2)’ simulates the addition of 1 
in base I). In particular, each of the formulas W,(x) and WZ(X) can be described 
by a 2-state automaton (see Fig. 7 for the automaton associated to W, ). 
From the automata associated to formulas cp and tj, it is possible to build new 
automata for the formulas cp A I/I, 19 and 3.q. 
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Fig. 7. The automaton associated to WI 
l All the steps of the induction can be done effectively. 
At this point, the problem of checking a sentence (i.e. a formula without quantifiers) 
is equivalent to the emptiness problem for automata, and this problem is decidable. 
See [2, 41 for more details on the problem of the decidability by finite automata. 
4.2. Theories on Z 
Let Z be the set of positive and negative integers. We now want to extend the notion 
of almost-periodicity to predicates on Z: 
Definition 34. We say that a predicate P(x) defined on .Z is almost-periodic if and 
only if the two predicates (seen as predicates on FV) P+(x) def P(x),~~~ and P-(x) def 
P(-x),_~~~ are both almost-periodic. Notice that we do not require the set {P+,P-} 
to form an almost-periodic system (see Remark 37). 
Definition 35. We say that a set .P of predicates on Z forms an almost-periodic system 
of predicates if and only if both the sets Y+ = {P+ 1 P E 9} and P = {P- 1 P E Y} 
form almost-periodic systems (seen as sets of predicates on FV ). 
Theorem 36. Let 9 be a set of predicates on Z. Then the first-order theory of the 
structure (Z; S,S-‘, <, 0,?7) admits quantijer elimination if und only tf d is un 
almost-periodic system. 
The proof is similar to Semenov’s proof: it suffices to split an existential formula 
3x&x, X) into two parts 
(3x30 cp(x,X>) v (lx<0 4$x,X)) 
and apply the same arguments as in [9] to each part. 
Remark 37. The same result does not hold for the theory of the structure (Z;S,S-‘, -, 
<, 0, P) (where - is the unary function x H -x) since we may now mix P(x) and 
P( -x) to build a non-almost-periodic predicate. However, we clearly have the following 
result: 
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Theorem 38. The theory of the structure (Z; S, S-‘, -, <, 0, 9) admits quantijer elim- 
ination if and only if the set 9+ u pp- is an almost-periodic system. 
Example 39. Let P be the predicate defined according to the functions of Example 32 
by 
{ 
P(n) w fiw(0)[n,n] = ‘l’, 
Vn>O 
P(-n) H f;“(O)[n,n] = ‘1’. 
Then the theory of the structure (Z; S, S-‘, < , 0, P) admits quantifier elimination, but 
not the theory of the structure (Z;S,S-‘,-, <,O,P). 
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