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To date, imaging systems have generally been designed to provide an even spatiotemporal resolution across the field of
view (FOV). However, this becomes a fundamental limitation when we aim to simultaneously observe varying dynam-
ics at different parts of the FOV. In conventional imaging systems, to capture fast dynamics occurring at only a small por-
tion of the FOV, the entire imaging system’s sampling rate must be increased. This is a major problem if different parts of
the FOV must rather be imaged at high spatial resolutions beyond the diffraction limit and require a sacrifice in temporal
resolution. To answer this unmet challenge, we propose tunable SIM, which enables adaptive modulation of spatiotem-
porally varying structured illumination across different parts of the FOV. Using tunable SIM, we exploit the varying and
designable spatiotemporal resolution to demonstrate simultaneous measurements of subdiffraction-limited changes in
the actin fine structure of U87MG-EGFP-CD9 cells and the fast viscous flow inducing these structural changes. ©2020
Optical Society of America under the terms of theOSAOpen Access Publishing Agreement
https://doi.org/10.1364/OPTICA.392800
1. INTRODUCTION
Recent development of fluorescence based super-resolution
(SR) microscopy techniques have opened a new era of biological
imaging at subcellular and even molecular scales, which could
not be dreamed of when using conventional diffraction-limited
microscopes [1–5]. Due to their large impact on the field, various
SR methods, such as single molecule localization microscopy
(SMLM) [6,7], stimulated emission depletion (STED) [8,9], and
structured illumination microscopy (SIM) [10–14] have been
successfully commercialized despite their relatively short history.
However, one of the major drawbacks of SR imaging is the fact that
temporal resolution must be sacrificed for the spatial resolution
enhancement. Because the characteristic scales of spatial structure
and temporal dynamics can vary widely across the FOV, an imag-
ing system that can actively change the spatiotemporal resolution
across the FOV can potentially benefit from both the high spa-
tial resolution of SR imaging and the fast temporal resolution of
conventional widefield imaging.
All SR methods are based on some type of spatial or temporal
modulation on the fluorescence signal which decreases the tem-
poral resolution. SMLM depends on repeated measurements of
stochastic fluorescent signals, and, therefore, the method cannot
arbitrarily obtain fast diffraction-limited images for selected parts
of the FOV if needed. The full image sequence for SMLM must
still be collected and summed to obtain a single conventional
diffraction-limited image. This limitation is similar for STED as
well. Although the imaging speed can fundamentally be similar
to conventional diffraction-limited confocal microscope systems,
the increased resolution requires higher spatial sampling resulting
in a decrease in temporal resolution for the same FOV. To increase
the framerate, laser scanning based SR systems can be easily tran-
sitioned to a diffraction-limited system by simply converting
the laser beam to a standard diffraction-limited focus. However,
because the framerate for a laser scanning microscope is affected
by the sequential sum of all sampling points over the FOV, there
is no trivial method to arbitrarily change the temporal resolution
simultaneously for different parts of the FOV.
Among the SR variants, SIM stands out in terms of temporal
resolution. SIM uses standard fluorescent probes and illuminates
the entire FOV simultaneously which is crucial for fast imaging.
Based on such characteristics, SIM is currently one of the methods
of choice for the everyday biologist because of low phototoxic-
ity and high speed. This enables fast live imaging over extended
periods of time which often becomes the deciding factor despite
the resolution being limited to only twice the diffraction limit
(∼100 nm for visible light). On the other hand, although SIM is
faster than SMLM or STED by more than 10-fold when imaging
the same FOV [12,15–17], SIM is still 9 or 15 times slower (for
2D, 3D-SIM, respectively) than conventional widefield imaging.
In short, simultaneous measurement of different areas of the FOV
at different spatiotemporal resolutions is not yet possible using
current SR techniques.
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To answer this unmet need, we propose tunable SIM, which
enables adaptive modulation of spatiotemporally varying struc-
tured illumination across different parts of the FOV. Using
tunable SIM, we demonstrate simultaneous measurements of
subdiffraction-limited changes in the actin fine structure of
U87MG-EGFP-CD9 (U87) cells and the fast viscous flow sur-
rounding the cells. Tunable SIM combines the best of SIM and
conventional widefield imaging to enable adaptive observation at
varying spatial resolutions across the FOV.
2. METHODS
A. Tunable SIM
By illuminating the sample with a pattern of light with uneven
intensity, we obtain a fluorescent image expressed as
I (r)= {O(r) · P (r)} ∗ PSF, (1)
where O(r) is the object of interest, P (r) is the patterned struc-
tured illumination, and PSF is the point spread function of the
optical system, respectively. SIM typically uses sinusoidal illumina-
tion patterns to obtain higher spatial frequency contents surpassing
the diffraction limit. By utilizing sinusoidal illumination patterns
with periods at the diffraction limit, lateral resolution of linear SIM
can be enhanced along the vertical direction of the illumination
fringes by two-fold. As the resolution enhancement is directional,
three different angles of sinusoidal illumination are typically
used to obtain isotropic resolution enhancement. In addition,
because the sinusoidal illumination on the sample manifests as
three overlapped convolution terms in Fourier space, at least three
measurements are needed for each illumination angle to decipher
the overlapped information. For 3D-SIM, three-beam interference
results in five overlapping terms in Fourier space which requires
five measurements per illumination angle for the corresponding
information retrieval.
Due to the additional information collection, although SIM
is the fastest SR method to date, it is still 9–15 times slower than
conventional widefield imaging. Although we can use a part of
the acquired SIM images to reconstruct a widefield image, the
reconstruction requires three or five images (for 2D and 3D-SIM,
respectively) which still suffers from temporal resolution loss.
Various SIM methods have been developed to decrease acquisition
time [12,15,18–24], but they all still need to acquire multiple
images which is the fundamental requirement for SIM [25–27].
Because the reconstruction is only valid for objects that do not
move or change during each image acquisition sequence, severe
artifacts can be seen in SIM image reconstruction of dynamic
objects [28–30].
Fortunately, for many real-life scenarios, the temporal dynamics
vary widely across the FOV. Exploiting this property, we can divide
the objects of interest into different regions as follows:
O(r, t)= O(r s )+ O(rd , t), (2)
where O(r s ) represents slowly changing object areas that can be
considered as stationary with respect to a single SIM illumination
sequence. On the other hand, O(rd , t) corresponds to dynamic
regions where the change is much faster than a single SIM illumi-
nation sequence time. By modulating the illumination pattern
in a spatially inhomogeneous manner, the patterned structured
illumination can also be separated into two terms,
P (r, t)= PSIM(r s , t)+ PWF(rd ), (3)
where PSIM(r s , t) and PWF(rd ) correspond to a sinusoidal SIM
illumination pattern sequence and homogeneous plane illumi-
nation for the stationary and dynamic regions, respectively. By
substituting Eqs. (2) and (3) into Eq. (1), we obtain,
I (r, t)= [{O(r s )+ O(rd , t)} · {PSIM(r s , t)+ PWF(rd )}] ∗ PSF
= {O(r s ) · PSIM(r s , t)+ O(rd , t) · PWF(rd )} ∗ PSF.
(4)
We see that the SIM image reconstruction can now be specifi-
cally applied upon target selected regions r s that can be considered
stationary for an entire SIM illumination sequence. In doing so,
the reconstructed super-resolved image is no longer corrupted by
movement induced artifacts. The dynamic regions rd can now
be independently observed to track dynamic processes faster than
the SIM acquisition speed, albeit at diffraction-limited resolution.
Therefore, by segmenting the illumination with respect to tem-
poral characteristics of the objects of interest, we realize a unique
imaging system that has varying spatiotemporal resolutions across
the FOV that can be tunable to the user’s needs. Furthermore, as
the illumination pattern can be changed arbitrarily without any
moving mechanical parts, the stationary and dynamic regions r s
and rd can adaptively change to track arbitrary objects of interest.
We also emphasize that in this work, the term “stationary” stands
for stationary with respect to a single SIM sequence. Dynamics
within the SIM temporal resolution can also be tracked in the
stationary regions as well.
The concept of tunable SIM is shown in Fig. 1. Figure 1(a)
shows a representative time-lapse of cells with complex subcellular
structures surrounded by flowing fluorescent beads. The cells have
subcellular structures that cannot be resolved with diffraction-
limited resolution. In the simulation, we assume that the cells do
not move or change shape during a single 3D-SIM acquisition
sequence. The flowing beads, on the other hand, change position at
every time point. In conventional microscopes, we would have to
resort to diffraction-limited widefield imaging shown in Fig. 1(b)
to prevent motion artifacts and capture the full dynamics. In this
case, the flowing beads can be tracked at the cost of a loss in SR
imaging of subcellular processes in the cells [Fig. 1(e)]. On the
other hand, if we perform conventional SIM, the flowing beads
cannot be tracked or imaged to any detail [Figs. 1(c) and 1(f )]. In
addition, the dynamics of the flowing beads also induces artifacts
in the SIM reconstruction as well. Although subcellular structures
deep within the cell can be imaged at subdiffraction-limited res-
olution via SIM reconstruction, important dynamics of the outer
cytoskeletal structure near the cell membrane interacting with
the time-varying environment cannot be imaged due to motion
artifacts (see Fig. S1 of Supplement 1). In tunable SIM, SIM illu-
mination patterns can be selectively applied to the cell-specific
regions as shown in Fig. 1(d). These selected regions need not be
continuous, and their shape can be perfectly adapted to match
the areas that must be observed at higher spatial resolution. The
rest of the FOV is illuminated with a homogeneous plane wave
that allows imaging at 15-fold temporal resolution with respect
to SIM. By combining the advantages of widefield imaging and
SIM, spatially varying spatiotemporal resolution can be achieved
to simultaneously observe varying dynamics in space and time
across different parts of the FOV as shown in Fig. 1(g). Due to the
independent illumination and reconstruction for the different
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Fig. 1. Schematic of tunable SIM. (a) Simulation model containing both subcellular fine structure and time-varying objects in a single time sequence
(t1 − t15). Gridlines are guides to the eye to show the uneven flow of beads. Simulated data acquired under different illumination conditions; (b) widefield,
(c) SIM, and (d) tunable SIM, respectively. Reconstructed (e) widefield, (f ) SIM, and (g) tunable SIM images. Widefield imaging misses SR imaging of sub-
cellular fine structure, while SIM fails to track dynamic objects. Tunable SIM can arbitrarily obtain full temporal resolution or subdiffraction-limited reso-
lution at different areas of the FOV to successfully image the subcellular structures and fast surrounding flow simultaneously. The fluid flow velocity map in
Fig. 1(g) was generated by combining 15 images obtained at different time points (t1 − t15).
areas, SIM reconstruction at targeted areas is not compromised by
nearby dynamic changes.
B. Experimental Setup
The experimental setup for tunable SIM is schematically rep-
resented in Fig. 2. A circularly polarized plane wave was sent to
the DMD (DLP LightCrafter 6500, Texas Instruments) to gen-
erate a constant modulation depth for the 3D-SIM patterns,
regardless of their orientation angle. If perfect modulation depth
is required, the three beams should maintain s-polarization for
all orientation angles which requires additional hardware and
synchronization of adjustable waveplates. A simpler option to
increase the modulation depth, although not perfect in this case,
would be to use a segmented azimuthal polarizer that filters just
the first order beams to s-polarization, while the zeroth order beam
maintains circular polarization (see Fig. S3 of Supplement 1 for
details on modulation depth per polarization). This option does
not require any moving parts or synchronization and will not
harm the imaging speed of the system. The DMD modulates the
incident light dynamically with binary patterns to generate tun-
able SIM illumination patterns, adaptive to time-varying objects.
Using acquired images as real-time feedback, the stationary r s
and dynamic rd regions were automatically segmented based on
movement between image frames as shown in Fig. 3. High-order
diffraction beams due to discrete DMD pixels were blocked by a
custom binary mask made with anodized aluminum foil placed
on a Fourier conjugate plane. By passing only the first and zeroth
diffraction orders through the mask, binary patterns on the DMD
were bandpass filtered to simultaneously obtain spatially varying
analog 3D-SIM and homogeneous illumination on the stationary
r s and dynamic regions rd , respectively. The pixels of the DMD
and sCMOS camera (Zyla 4.2, Andor) were matched pixel by
pixel to apply the appropriate tunable SIM illumination to correct
locations of the FOV (see Fig. S4 of Supplement 1). To maximize
the observable FOV while satisfying the Nyquist limit, the DMD
was demagnified by 88.8 times so that 2.5 pixels of the DMD
corresponded to the diffraction limit (210 nm for excitation)
defined by the numerical aperture of the objective lens (1.4 NA,
100×, oil immersion, OLYMPUS). The peak wavelengths for
excitation, and emission were 488 and 525 nm, respectively. To
minimize wavefront distortion and depolarization, we employed
a 3 mm thick ultraflat dichroic mirror (ZT488rdc-UF3, Chroma)
equipped in a custom cube (91044, Chroma). The DMD, camera,
and laser were synchronized using a TTL signal from the DMD
as the master clock for fast image acquisition without crosstalk
from delays between different hardware components (see Fig. S5 of
Supplement 1 for details of image acquisition sequence).
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Fig. 2. Experimental setup. Incident light is modulated by binary pat-
terns on a DMD. By selecting the first and zeroth diffraction orders using
a custom pinhole, tunable SIM patterns with simultaneous sinusoidal
3D-SIM and widefield illumination at arbitrary regions are obtained (see
Fig. S2 of Supplement 1 for details of illumination pattern generation).
Inset: Blue lines show the binary patterns displayed on the DMD, green
lines show the resulting filtered 3D SIM patterns on the object. DMD,
digital micromirror device; L1-L4, lenses ( f1 = 400, f2 = 750, f3 = 300,
f4 = 180 mm); PH, pinhole; OBJ, objective lens; DM, dichroic mirror;
EF, emission filter; M, mirror.
C. Operation
The operation flow chart for tunable SIM is shown in Fig. 3. The
tunable SIM patterns that realize the correct spatially varying
spatiotemporal resolutions were obtained automatically using
the acquired images. To start the process, the initial acquisition
was carried out by applying conventional SIM patterns onto the
entire FOV. Taking the first two SIM images, we applied Gaussian,
top-hat filters, and additional morphological image processing to
binarize the images (see Fig. S6 of Supplement 1 for details on tun-
able SIM pattern sequence generation). Assuming time-varying
objects exist at different locations in each image, we can differ-
entiate the stationary r s and dynamic regions rd by performing
an AND operation on the binary image pair. The relatively slowly
changing regions which are appropriate for structured illumination
and SIM reconstruction can be directly identified, while the rest of
the FOV maximizes their temporal resolution using homogeneous
plane wave illumination. By modulating the DMD adaptively in a
single image, arbitrary structured illumination patterns could be
displayed in different parts of the FOV simultaneously [26,31,32].
After the generation of the appropriate tunable SIM pattern, a
tunable SIM illumination sequence was measured. Thereafter,
the tunable SIM illumination sequence pattern was continuously
renewed to dynamically follow time-varying location and shape
of the biological samples. The adaptive tunable SIM illumination
pattern calculation was carried out repeatedly by employing the last
two images acquired in the previous tunable SIM pattern sequence
for the segmentation of the stationary r s and dynamic regions
rd for the next measurement sequence and enabled continuous
tracking of the cell body.
To enable seamless tracking of live dynamics, we implemented
the tunable SIM illumination pattern mask calculation in real-time
based on parallel computation. We used MATLAB 2017b for com-
puting the illumination patterns, sending the tunable SIM patterns
to the DMD, and acquiring images, simultaneously. Psychtoolbox
[33] was used to refresh tunable SIM patterns on the DMD at a
fixed repetition rate. However, we found that Psychtoolbox is sen-
sitive to delays induced by other computation processes that were
performed in the background of the same Matlab session. To solve
this issue, we divided the computation and hardware command
steps such that the tunable SIM illumination commands using
Psychtoolbox and the image acquisition and processing steps were
performed on two different MATLAB sessions. In this process,
we utilized the Sharedmatrix toolbox [34] to send the computed
tunable SIM illumination patterns to Psychtoolbox running on the
other MATLAB session. By parallelizing the illumination, image
acquisition, and tunable SIM pattern calculation steps, seamless
image acquisition was realized. The final SIM image reconstruc-
tion process for the SR resolved regions was performed using the
fairSIM plugin in ImageJ [35,36] (see Figs. S7–S9 of Supplement
1 for details of tunable SIM image reconstruction). Our current
implementation performs the data acquisition, calculation, and
DMD control all through the Matlab platform which poses an
upper limit on optimization. Future upgrades, for instance, by
Fig. 3. Tunable SIM flowchart. Image acquisition was initiated by applying conventional SIM patterns to the entire FOV, the first two images were
used to make a binary image pair for region identification. Dynamic object regions were identified by performing an AND operation on the image pair.
Tunable SIM illumination patterns were generated using the classification of dynamic and stationary regions. The acquired tunable SIM images were used
for sequent tunable SIM pattern updates.
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utilizing custom DMD-firmware and FPGA based computation,
can potentially enable the synergistic utilization of the full speed of
both DMDs and fast sCMOS cameras.
3. RESULTS
To quantify the spatial resolution of our tunable SIM system, we
carried out imaging experiments with 100 nm diameter fluores-
cent nanobeads (FCDG002, Bangs Laboratories). The results for
conventional widefield imaging, Wiener deconvolution, and SIM
images are shown in Figs. 4(a)–4(c), respectively. Widefield imag-
ing was simply performed by turning on all DMD pixels. The SIM
image was obtained by applying the appropriate 2D gratings over
the entire DMD as demonstrated in previous works. The image
resolution was quantified by averaging the intensity full width at
half maximum (FWHM) of 20 random beads in each image as
shown in Fig. 4(f ). As expected, we obtained a FWHM of 101 ±
7.9 nm for the SIM image demonstrating that resolution doubling
was well obtained in our DMD based SIM system, compared with
theoretical and measured diffraction-limited resolution of 229
and 243.3± 14.8 nm, respectively. See Fig. S10 of Supplement 1
for further verification using a resolution ruler target (SIM 140B,
GATTA-quant).
We next performed tunable SIM on the same sample to verify
that varying image resolutions can be obtained in arbitrary regions
of the FOV. We designed the tunable SIM illumination pattern to
double the resolution in only the areas within the boundaries of the
letters “UNIST” [Fig. 4(d)]. All DMD pixels were well matched
pixel by pixel to the camera to realize easy and accurate targeted
custom structured illuminations. The obtained resolution in the
different targeted areas also agreed with the results obtained using
conventional methods verifying that selective SIM illumination
Fig. 4. 100 nm diameter nanobeads imaged by (a) widefield,
(b) Wiener deconvolution, and (c) SIM. (d) Tunable SIM images of
nanobeads with SR applied only to the areas bounded by the letters
‘UNIST’, and (e) a magnified subarea outlined by a white solid square
in (d). (f ) Averaged intensity plot of 20 random beads. Scale bars; 5 µm.
0.5µm in insets of (a–c).
Fig. 5. Sample preparation. Cuboid shaped microfluidic chip was
fabricated with polydimethylsiloxane (PDMS). U87MG-EGFP-CD9
cells were cultured in the channel for 72 h. Fluorescent beads were intro-
duced into the channel with a constant pressure (2µl/min) using a syringe
pump.
and reconstruction can be directly applied without any resolution
loss.
Using tunable SIM, we next imaged dynamics at different scales
in both space and time. By culturing U87 cells in a microfluidic
channel (3 mm width× 20 µm height), we controlled the flow of
the surrounding medium to induce shear stress related response on
the U87 cells as shown in Fig. 5. By diluting 1µm fluorescent beads
(FCM-1052-2, Spherotech, Inc.) in the medium, we performed
simultaneous measurements of the subdiffraction-limited changes
of the subcellular actin cytoskeletal structure as well as the fast fluid
flow velocity distribution directly surrounding and influencing
the cells. Using a syringe pump (Fusion 200, Chemyx, Inc.), we
applied an input flow of 2µl/min to obtain a maximum flow veloc-
ity of approximately 830 µm/s based on the width and height of
the channel. Using conventional SIM, the moving beads and thus
the flow velocity distribution could not be observed due to motion
artifacts. To visualize the flow, conventional methods would have
to resort to diffraction-limited widefield imaging at the cost of
losing subdiffraction-limited resolution imaging of the actin fine
structure. In contrast, by applying tunable SIM, the bead flow was
visualized at the full frame rate of the image acquisition at 30 Hz,
while the actin fine structure of the U87 cells were reconstructed
using 3D-SIM resulting in image acquisition at 6 Hz (using rolling
reconstruction sequences, e.g., frames 1–15, 6–20, 11−25 . . .,
[15,37]) but at twice the resolution.
Using tunable SIM, we exploited the higher temporal res-
olution in visualizing the extracellular environment to analyze
the fluid stream surrounding the cell. The segmentation process
for bead flow visualization is shown in Fig. 6. First, tunable SIM
illumination pattern sequences were applied onto the sample to
obtain images with spatially varying spatiotemporal resolutions.
In this work, the liquid flow was still faster than the exposure time
of our camera; therefore, the beads were captured as ellipsoidal-
shapes as shown in Fig. 6(a), due to their movement within a
single exposure. We averaged all acquired images then subtracted
the averaged image from each raw data frame in the rd regions
to remove stationary objects such as debris and adhered beads
in the microfluidic channel. Through this simple procedure, we
obtained only the moving beads in the rd regions of each frame.
However, some beads can flow over the cell and travel through both
Research Article Vol. 7, No. 8 / August 2020 / Optica 978
Fig. 6. Analysis of fluid stream obtained with tunable SIM. (a) An
example of tunable SIM raw data including U87 cells surrounded by
beads flowing in a microfluidic channel. Region is visualized with yel-
low boundary. Segmented ellipsoidal-shaped beads are depicted in red.
(b) Beads flowing at different depths expressed with different colored
arrows in reconstructed tunable SIM image. (c) 3D fluid stream lines mea-
sured with tunable SIM. The target fluorescent cell is depicted in red. The
position of a nonfluorescent cell can be observed and is visualized with a
green boundary. (d) Velocity distribution map of a plane 10 µm from the
channel floor. (e) Velocity plot for ROI 1 and 2 at different distances from
the channel floor. Theoretical maximum flow velocity shown in orange
dashed line. Scalebars; 10µm.
r s and rd regions in a single frame. If we simply neglect informa-
tion contained in the r s regions, a single bead flowing through
such regions will be segmented and captured in a discontinuous
manner. To remove such artifacts, we analyzed beads flowing in r s
regions as well, for cases where the extracted bead flow was located
in close vicinity to the boundary between r s and rd regions. To
extract beads flowing in the r s regions, the difference between the
i -th, and i + 15-th images (which have identical orientation and
phase SIM illumination) was used. Assuming that slowly moving
objects have no significant change between a single tunable SIM
image acquisition sequence, only the flowing beads remain in the
subtracted image. The information extracted from both r s and
rd regions were then combined into a single image and used for
bead segmentation as shown in Figs. 6(a) and 6(b). (see Fig. S11 of
Supplement 1 for more details on bead segmentation).
The instantaneous speed and height was deduced by the size
of the major and minor axis of each bead [38,39]. Because the
imaging system was focused onto the bottom surface of the cell, we
assume that the size of the minor axis corresponded to the height of
the beads due to the defocused PSF. Considering the effect of defo-
cus, the size and direction of the major axis and the exposure time
of the camera were used to extract the instantaneous flow speed.
Based on automatic image segmentation with morphological
Fig. 7. Visualization of stress induced morphological changes.
(a) Comparison of reconstructed tunable SIM and widefield images. The
fluid flow is visualized with arrows, indicating the direction and velocity.
(b,c) Expanded widefield (upper column) and SIM image (lower column)
of the subarea depicted with yellow dashed square in (a). (d,e) Dynamics
of actin cytoskeletal structure observed by tunable SIM in the regions
marked by the cyan and green dashed squares in (a). Structure at initial
time point t0 is shown in red, while the structure at corresponding time
points t0 +1t are shown in green. Scalebars; 5 µm in (a), 2 µm in (b,c),
and 0.5µm in (d,e).
image processing, we visualized the fluid flow surrounding a target
cell of interest [Fig. 6(b)]. Each flowing bead was represented by an
arrow where the color corresponds to the depth, and the direction
and length correspond to the velocity. Accumulated beads flowing
in each frame during a 30 s interval were visualized with streamlines
in Fig. 6(c). The outline of the fluorescent U87 cell in the channel
was overlaid with a red boundary. At the edge of the FOV, we see
the straight laminar flow flowing in the y -axis direction. To check
the validity of our measurements, we analyzed the fluid speed dis-
tribution for two different regions of interest (ROI) in the laminar
flow region [Fig. 6(d)]. The average velocity of the beads follows a
parabolic distribution as a function of depth as shown in Fig. 6(e)
as we expect from hydrodynamic flow fully developed within the
channel [39,40]. However, this distribution is broken near the
volume of the cell where we see random direction and velocity of
the flow showing the disturbed turbulent flow due to the presence
of the cell. Furthermore, we can also deduce the existence of other
cells that failed to express fluorescence by observing the shape of the
3D fluid streamlines [Figs. 6(c) and 6(d), Visualization 1].
To understand the effects of shear stress on the cell, we also
observed the slower fine dynamics of the actin cytoskeleton struc-
ture. Figure 7(a) shows the comparison between conventional
widefield and tunable SIM images, overlaid with the average
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velocity plot of the surrounding fluid. In conventional widefield
imaging, the diffraction-limited resolution as well as the out of
focus background prohibits observation of fine structural changes
[Figs. 7(a)–7(c)]. Using tunable SIM, we obtained depth sectioned
and resolution doubled views of the entire cell without any artifacts
due to the rapidly flowing fluorescent beads [Figs. 7(a)–7(e)]. The
actin structure at the center of the cell as well as at the apical cell
membrane boundaries were all well resolved compared to conven-
tional widefield imaging. By tracing the fluorescent beads around
the cell and the subcellular actin structure simultaneously, we
succeeded in visualizing 100 nm scale subdiffraction-limited struc-
tural changes and the fast dynamics of beads flowing at∼800 µm/s
in a single experimental setup, for the first time to our knowledge.
Comparing the images when the microfluidic pressure pump
was turned on and off, we clearly saw that the external shear stress
had an effect on the movement and reconstruction of the actin
cytoskeleton. Interestingly, we observed that the actin structure
at the filopodia-like cellular boundary was most responsive to the
induced shear stress [Fig. 7(d) and 7(e), Visualization 2].
4. DISCUSSION
In our current demonstration, SIM reconstruction for the r s
regions was carried out using conventional methods simply with
the information in the rd regions removed. However, applying
constant reconstruction parameters to the entire image can induce
artifacts, due to spatially-varying PSFs in a single image. Recently,
research has shown that these artifacts can be removed by splitting
the acquired image into several tiles and applying different recon-
struction parameters to each tile during the SIM reconstruction
process [41]. In tunable SIM, the different parameters can be
simply extracted, from each segmented r s region and applied inde-
pendently for image reconstruction. Moving forward, tunable SIM
can potentially be adapted to apply spatially varying structured
illumination patterns during the illumination process as well, that
can further compensate spatially varying aberrations.
Although our current work focused on demonstrating the
advantage in simultaneous acquisition of conventional widefield
and SIM imaging, this is not the sole functionality limited by the
system. For example, although high speed cameras that can obtain
full pixel resolution images at ∼1000 s of frames per second are
commercially available, total measurement time is limited to only
a few seconds due to memory bottlenecks. Because DMDs offer
refresh rates of up to 20 kHz, our platform can be easily adapted
to perform stroboscopic imaging to target regions of the FOV
and track dynamics occurring faster than the camera framerate,
while imaging other regions at subdiffraction-limited resolutions
without an upper limit on the total observation time.
Because the system has no moving parts, it is robust and versatile
and can also be expanded to other applications that rely on specific
illumination or detection sequences such as optical sectioning SIM
[42], total internal reflection microscopy [43], ghost imaging [44],
optical tomography [45,46], and Fourier ptychography [47] (see
Fig. S12 of Supplement 1 for more details on optical sectioning
SIM). By adding the freedom of arbitrary designable illumination
across the FOV, our approach may also be used to design cus-
tom illumination and detection variables which can potentially
enhance the efficiency of computational imaging [48].
5. CONCLUSION
In this work, we proposed a customizable illumination and image
acquisition pipeline that can adapt to the characteristics of the
samples of interest. Using this pipeline, we demonstrated tunable
SIM, a simple imaging system that can obtain spatially varying spa-
tiotemporal resolutions across the FOV. Through experiments, we
verified that spatially varying dynamics that could not be measured
using SIM or conventional widefield imaging alone could be easily
observed using tunable SIM.
The optical characteristics of a microscope with respect to
space and time has been traditionally thought to be fixed across the
entire FOV. We believe that the present study will facilitate further
research that can break this common belief and enable imaging of
sophisticated objects that require different imaging characteristics
or modalities throughout the FOV.
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