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NITSCHE’S METHOD FOR KIRCHHOFF PLATES∗
TOM GUSTAFSSON† , ROLF STENBERG† , AND JUHA VIDEMAN‡
Abstract. We introduce a Nitsche’s method for the numerical approximation of the Kirchhoff–
Love plate equation under general Robin-type boundary conditions. We analyze the method by
presenting a priori and a posteriori error estimates in mesh-dependent norms. Several numerical
examples are given to validate the approach and demonstrate its properties.
Key words. Kirchhoff plate, Nitsche’s method
AMS subject classifications. 65N30
1. Introduction. Implementation of H2-conforming finite element methods can
be a challenge due to the C1-continuity requirement of the finite element basis [7]. In
fact, it is a common motivation for developing discontinuous Galerkin techniques [5]
where it is sufficient to guarantee the conformity in a weak sense only, other non-
conforming methods using special finite elements [2, 3], or mixed methods [1] where
the fourth-order problem is split into a system of lower order problems. At the same
time, however, finite element codes including classical H2-conforming elements—such
as, e.g., the Argyris triangle and the rectangular Bogner–Fox–Schmit element [25]—
abound and many are free and readily available [8, 14, 22, 23] to be used in the dis-
cretization of fourth-order differential operators. Thus, the main challenge remaining
for the end user is the proper implementation of external loads and boundary condi-
tions.
In [21], Nitsche introduced a consistent penalty-type method for imposing Dirich-
let boundary conditions in the second-order Poisson problem. Nitsche’s method
was extended to other boundary conditions (in particular, inhomogeneous Robin) in
Juntunen–Stenberg [16] by unifying the implementation and analysis via a parameter-
dependent boundary value problem; an improved a priori analysis was presented in
Lthen–Juntunen–Stenberg [19]. Different boundary conditions (Dirichlet, Neumann,
Robin) were obtained by changing the value of a single nonnegative parameter. The
resulting method performed similarly well in all cases, i.e. altering the parameter
value did not deteoriate the conditioning of the resulting linear system or lead to an
overrefinement as in traditional methods.
In this study we explore the above ideas [16, 19, 21] in the context of fourth-
order H2-conforming problems. In particular, we seek to unify the implementation
and the analysis of different boundary conditions for the Kirchhoff–Love plate equa-
tion [17, 18] by presenting a Nitsche’s method which incorporates the boundary con-
ditions in the discrete formulation as consistent penalty terms. We consider elastic
Robin-type boundary conditions for the deflection and the rotation including applied
external forces and moments. The classical boundary conditions for the Kirchhoff
plates (clamped, simply supported and free) are recovered as special cases. More-
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over, we allow general matching conditions at the corners of the domain so that ball
supports, point forces and springs [4, 10,24] are all covered by the same formalism.
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Fig. 1. Definition sketch of the plate with different boundary conditions and elastic supports:
springs at c1 and c4, a ball support at c2, applied point forces at c4 and c5, an applied shear force
on Γ1, a spring support on Γ2 and Γ3, an applied torque on Γ3, a torsion spring support on Γ4.
The Nitsche method is not only practical to implement but has also other advan-
tages. For a very stiff support, i.e. with almost clamped conditions, the traditional
method leads to two potential problems: 1) the corresponding stiffness matrix be-
comes ill-conditioned and 2) the standard a posteriori estimators lead to overrefine-
ment. As for the Poisson problem, these phenomena can be avoided using the Nitsche
method presented in this work. Moreover, if one is using plate elements in which sec-
ond derivatives are included as degrees-of-freedom, e.g., the Argyris triangle and the
Bogner–Fox–Schmit element, and if the boundary conditions are enforced by eliminat-
ing degrees-of-freedom, one must verify separately that the second-order derivatives
are zero along the boundary of the domain. In practice, e.g., in case of non-right an-
gles, this introduces additional linear constraints for the solution to satisfy. Nitsche’s
method circumvents this issue by enforcing the boundary conditions weakly.
The rest of the paper is organized as follows. In Section 2, we introduce the
Kirchhoff plate bending model and its boundary conditions. In Section 3, we de-
rive the Nitsche method by augmenting the model’s weak formulation with consistent
penalty-type terms. In Section 4, we prove the stability of the resulting discrete for-
mulation and present the ensuing a priori error estimate. In Section 5, we present
the residual a posteriori error estimators and prove an error estimate via a satura-
tion assumption. Finally in Section 6, we demonstrate the approach by performing
computational experiments.
2
2. The Kirchhoff plate model. We start by recalling the Kirchhoff plate
model with general boundary conditions, cf. [9, 10, 20]. Let Ω ⊂ R2 be a polygo-
nal domain, with corners ci, and the boundary ∂Ω = ∪mi=1Γi, i = 1, . . . ,m, where
each Γi is a line segment, see Figure 1. Given the deflection u : Ω → R of the
midsurface of the plate, the curvature K is defined through
(2.1) K(u) = −ε(∇u),
where the infinitesimal strain ε is given by
(2.2) ε(v) =
1
2
(∇v +∇vT ), (∇v)ij = ∂vi
∂xj
, i, j = 1, 2.
The moment tensor M is given by the constitutive relation
(2.3) M(u) =
Ed3
12(1 + ν)
(
K(u) +
ν
1− ν (trK(u))I
)
,
where d denotes the plate thickness and I is the identity tensor. Above, E and ν are
the Young’s modulus and the Poisson ratio, respectively.
The shear force Q is related to the moment tensor through the moment equilib-
rium equation
(2.4) divM(u) = Q(u),
where div is the vector-valued divergence operator. The transverse shear equilibrium
reads as follows
(2.5) − divQ(u) = f
where f is an external transverse loading. Combining the above expressions yields
the Kirchhoff–Love plate equation
(2.6) D∆2u = f,
where D, the plate rigidity, is defined as
(2.7) D =
Ed3
12(1− ν2) .
We consider quite general boundary conditions. A vertical force gvi and a normal
moment gri act on each segment Γi of the boundary and the support is elastic with
respect to both the deflection and the rotation, with the spring constants 1/εvi and
1/εri , respectively. At the corner ci, also connected to a spring with constant 1/ε
c
i ,
acts a point force gci .
The energy of the system can be written as
(2.8)
I(v) =
1
2
∫
Ω
M(v) : K(v) dx
+
m∑
i=1
{
1
2εvi
∫
Γi
v2 ds+
1
2εri
∫
Γi
( ∂v
∂n
)2
ds+
1
2εci
v(ci)
2
−
∫
Γi
gvi v ds+
∫
Γi
gri
∂v
∂n
ds−
m∑
i=1
gci v(ci)
}
−
∫
Ω
fv dx,
3
from where follows the variational formulation: find u ∈ H2(Ω) such that
(2.9)
∫
Ω
M(u) : K(v) dx+
m∑
i=1
{
1
εvi
∫
Γi
uv ds+
1
εri
∫
Γi
∂u
∂n
∂v
∂n
ds+
1
εci
u(ci)v(ci)
}
=
∫
Ω
fv dx+
m∑
i=1
{∫
Γi
gvi v ds−
∫
Γi
gri
∂v
∂n
ds+
m∑
i=1
gci v(ci)
}
∀v ∈ H2(Ω).
The corresponding boundary value problem is posed using the normal shear force,
and the normal and twisting moments
(2.10)
Qn(w) = Q(w) · n,
Mnn(w) = n ·M(w)n,
Mns(w) = Msn(w) = s ·M(w)n.
Above n denotes the outward unit normal on ∂Ω and s = (n1,−n2) is the respective
unit tangent vector. Moreover, we define the Kirchhoff shear force as
(2.11) Vn(w) = Qn(w) +
∂Mns(w)
∂s
,
and the jump in the twisting moment
(2.12) JMns(u)K|ci = lim
→0+
(
Mns(u)|ci+(ci+1−ci) −Mns(u)|ci+(ci−1−ci)
)
,
i = 1, . . . ,m, with cm+1 = c1. After repeated integrations by parts, one then obtains
(2.13)
∫
Ω
D∆2uv dx =
∫
Ω
M(u) : K(v) dx
+
m∑
i=1
{∫
Γi
Mnn(u)
∂v
∂n
ds
−
∫
Γi
Vn(u)v ds− JMns(u)K|civ(ci)}.
Substituting (2.13) into the weak form (2.9) leads to the differential equation (2.6)
and the boundary conditions on Γi
(2.14) Vn(u) +
1
εvi
u = gvi , Mnn(u)−
1
εri
∂u
∂n
= gri , i = 1, . . . ,m,
and the corner conditions
(2.15) JMns(u)K|ci + 1εci u(ci) = gci , i = 1, . . . ,m,
with the letters v, r, c indicating vertical, rotational and corner, respectively. The
boundary value problem is now formed by the equations (2.6), (2.14) and (2.15).
Remark 1. The boundary and corner conditions (2.14) and (2.15) include
• clamped at edge Γi when εvi , εri , εci , εci+1 → 0,
• simply supported at edge Γi when εvi , εci , εci+1 → 0, εri →∞, gri = 0,
• free at edge Γi when εvi , εri , εci , εci+1 →∞ and gvi = gri = gci = gci+1 = 0,
and various other combinations of prescribed forces and moments on the boundary
and at the corners of the domain.
4
3. The finite element method. The domain Ω is split into non-overlapping
regular elements K ∈ Ch. As usual, the mesh parameter is h = maxK∈Ch hK . The set
of the interior edges of the mesh is denoted by Eh and the set of the boundary edges by
Gh. By hE we denote the length of the edge E ∈ Eh∪Gh and by hi = maxK∈Ch,ci∈K hK
the local mesh length around the corner ci.
At times, we write in the estimates a . b (or a & b) when a ≤ Cb (or a ≥ Cb), for
some positive constant C, independent of the mesh parameter h and the parameters
εvi , ε
r
i , ε
c
i . Moreover, we use the standard notation (·, ·)R for the L2(R)-inner product
and write (·, ·) for the L2(Ω)-inner product.
The (conforming) finite element space is defined as
(3.1) Vh = {v ∈ H2(Ω) : v|K ∈ VK ∀K ∈ Ch}
with the polynomial VK space satisfying
(3.2) Pp(K) ⊂ VK ⊂ Pl(K),
for some p and l; Pl(K) is the complete space of polynomials of degree l in K.
Examples of such spaces include (cf. [6]), the Argyris triangle with p = l = 5, the Bell
triangle with p = 3 and l = 5 and the Bogner–Fox–Schmit rectangular element with
p = 3 and l = 6. The Hsieh–Clough–Tocher element is another option, but will lead
to an additional term in the a posteriori estimator and hence is not included in the
analysis.
The starting point for the design of the Nitsche method is the integration by parts
formula (2.13). From this we conclude that the exact solution u satisfies the equation
(3.3)
∫
Ω
M(u) : K(v) dx
+
m∑
i=1
{∫
Γi
Mnn(u)
∂v
∂n
ds−
∫
Γi
Vn(u)v ds− JMns(u)K|civ(ci)}
=
∫
Ω
fv dx ∀v ∈ Vh.
Defining the bilinear form A(u, v) as the left-hand side in (3.3), it follows that
(3.4) A(u, v) = (f, v) ∀v ∈ Vh.
Next, we introduce the stabilizing and symmetrizing terms that will be added
to the bilinear form. The spring constants and the loads corresponding to an edge
E ⊂ Γi are denoted by
(3.5) εvi |E = εvE , εri |E = εrE , gvi |E = gvE , gri |E = grE .
The first boundary condition in (2.14), which at edge E can be written as
(3.6) εvEVn(u) + u = ε
v
Eg
v
E ,
thus prompts the definition of the residual
(3.7) RvE(v) = ε
v
E(Vn(v)− gvE) + v.
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Now, let γ > 0 denote the stabilization parameter. The boundary condition (3.6)
implies that
(3.8)
∑
E∈Gh
1
εvE + γh
3
E
(RvE(u), v)E = 0 ∀v ∈ Vh,
and
(3.9)
∑
E∈Gh
γh3E
εvE + γh
3
E
(
RvE(u), Vn(v)
)
E
= 0 ∀v ∈ Vh.
Similarly, we introduce the residuals for the remaining boundary conditions, namely
(3.10) RrE(v) = ε
r
E(Mnn(v)− grE)−
∂v
∂n
, Rci (v) = ε
c
i (JMns(v)K|ci − gci ) + v(ci),
and write them all together as
(3.11) Rh(u, v) = 0,
where
(3.12)
Rh(u, v) =
∑
E∈Gh
{
1
εvE + γh
3
E
(RvE(u), v)E +
γh3E
εvE + γh
3
E
(
RvE(u), Vn(v)
)
E
− 1
εrE + γhE
(
RrE(u),
∂v
∂n
)
E
− γhE
εrE + γhE
(
RrE(u),Mnn(v)
)
E
}
+
m∑
i=1
{
1
εci + γh
2
i
Rci (u)v(ci) +
γh2i
εci + γh
2
i
Rci (u)JMns(v)K|ci}.
Hence, the exact solution u ∈ H2(Ω) satisfies
(3.13) A(u, v) +Rh(u, v) = (f, v) ∀v ∈ Vh.
Finally, rearranging the terms, (3.13) can be written as
(3.14) Ah(u, v) = Lh(v) ∀v ∈ Vh,
with the symmetric bilinear form Ah and the linear form Lh defined as
(3.15)
Ah(w, v) = a(w, v) + bh(w, v) + ch(w, v) + dh(w, v),
Lh(v) = l(v) + fh(v) + gh(v) + lh(v),
where
(3.16) a(w, v) =
∫
Ω
M(w) : K(v) dx, l(v) =
∫
Ω
fv dx,
(3.17)
bh(w, v) =
∑
E∈Gh
1
εvE + γh
3
E
{
γh3E
(
(Vn(w), v)E + (w, Vn(v))E
)
− γh3EεvE
(
Vn(w), Vn(v)
)
E
+ (w, v)E
}
,
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(3.18)
ch(w, v) =
∑
E∈Gh
1
εrE + γhE
{
γhE
((
Mnn(w),
∂v
∂n
)
E
+
(
∂w
∂n ,Mnn(v)
)
E
)
− γhEεrE(Mnn(w),Mnn(v))E +
(
∂w
∂n ,
∂v
∂n
)
E
}
,
(3.19)
dh(w, v) =
m∑
i=1
1
εci + γh
2
i
{
− γh2i (JMns(w)K|civ(ci) + JMns(v)K|ciw(ci))
− γh2i εci JMns(w)K|ciJMns(v)K|ci + w(ci)v(ci)},
and
(3.20) fh(v) =
∑
E∈Gh
εvE
εvE + γh
3
E
{
(gvE , v)E − γh3E(gvE , Vn(v))E
}
,
(3.21) gh(v) =
∑
E∈Gh
γεrEhE
εrE + γhE
{
− (grE , ∂v∂n)E − γhE(grE ,Mnn(v))E},
(3.22) lh(v) =
m∑
i=1
εci
εci + γh
2
i
{
− giv(ci)− γh2i giJMns(v)K|ci}.
The Nitsche method now reads as follows: find uh ∈ Vh satisfying
(3.23) Ah(uh, v) = Lh(v) ∀v ∈ Vh.
In the literature, it is often stated that the Nitsche’s method and stabilized meth-
ods are consistent only for a sufficiently smooth solution. In the present case, the
assumption would mean that Vn(u)|E and Mnn(u)|E are in L2(E). However, recall-
ing that we arrived at the method by adding weighted residuals to the variational
formulation, these residuals are smooth and vanish identically for the exact solution.
Hence the following theorem holds.
Theorem 1 (Consistency). The solution u to (2.9) satisfies
(3.24) Ah(u, v) = Lh(v) ∀v ∈ Vh.
4. Stability and a priori error analysis. The error analysis will be presented
in the mesh-dependent norms
(4.1)
‖w‖2h = a(w,w) +
∑
E∈Gh
{
1
εvE + h
3
E
‖w‖20,E +
1
εrE + hE
∥∥∥∥∂w∂n
∥∥∥∥2
0,E
}
+
m∑
i=1
1
εci + h
2
i
w(ci)
2,
|||w|||2h = ‖w‖2h +
∑
E∈Gh
{
h3E‖Vn(w)‖20,E + hE‖Mnn(w)‖20,E
}
+
m∑
i=1
h2i
(JMns(w)K|ci)2.
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The following inverse estimate—true for every v ∈ Vh with a constant CI > 0 inde-
pendent of the parameters h, εvi , ε
r
i , ε
c
i—can be proven by a scaling argument:
(4.2)∑
E∈Gh
{
h3E‖Vn(v)‖20,E + hE‖Mnn(v)‖20,E
}
+
m∑
i=1
h2i
(JMns(w)K|ci)2 ≤ CIa(v, v).
Consequently, the norms ‖ · ‖h and ||| · |||h are equivalent.
We will start by showing that the discrete bilinear form Ah is coercive.
Theorem 2 (Stability). Suppose that 0 < 2γ < C−1I . Then
(4.3) Ah(v, v) & ‖v‖2h ∀v ∈ Vh.
Proof. For v ∈ Vh, the Schwarz and Young’s inequalities with some δ > 0 give
(4.4)
bh(v, v) =
∑
E∈Gh
1
εvE + γh
3
E
{
− 2γh3E(Vn(v), v)E − γεvEh3E‖Vn(v)‖20,E + ‖v‖20,E
}
≥
∑
E∈Gh
γh3E
εvE + γh
3
E
{
− 2γh3E‖Vn(v)‖0,E‖v‖0,E
− γεvEh3E‖Vn(v)‖20,E + ‖v‖20,E
}
≥
∑
E∈Gh
γh3E
εvE + γh
3
E
{
− γh3E(εvE + δγh3E)‖Vn(v)‖20,E + (1− δ−1)‖v‖20,E
}
.
Choosing δ = 2 yields
(4.5)
bh(v, v) ≥
∑
E∈Gh
{
− γh3E
εvE + 2γh
3
E
εvE + γh
3
E
‖Vn(v)‖20,E +
1
2(εvE + γh
3
E)
‖v‖20,E
}
≥
∑
E∈Gh
{
− 2γh3E‖Vn(v)‖20,E +
1
2(εvE + γh
3
E)
‖v‖20,E
}
.
By similar arguments, we get
(4.6) ch(v, v) ≥
∑
E∈Gh
{
− 2γhE‖Mnn(v)‖20,E +
1
2(εrE + γhE)
∥∥∥∥ ∂v∂n
∥∥∥∥2
0,E
}
,
and
(4.7) dh(v, v) ≥
m∑
i=1
{
− 2γh2i
(JMns(v)K|ci)2 + 12(εci + γh2i )v(ci)2
}
.
This gives
(4.8)
Ah(v, v) ≥ a(v, v)− 2γ
( ∑
E∈Gh
{
h3E‖Vn(v)‖20,E + hE‖Mnn(v)‖20,E
}
+
m∑
i=1
h2i
(JMns(w)K|ci)2)
+
1
2
( ∑
E∈Gh
{
1
εvE + h
3
E
‖v‖20,E +
1
εrE + hE
∥∥∥∥ ∂v∂n
∥∥∥∥2
0,E
}
+
m∑
i=1
1
εci + h
2
i
v(ci)
2
)
.
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The assertion is thus proved after choosing 0 < γ < C−1I /2.
Stability, consistency and the continuity of the bilinear form Ah together imply
that
(4.9) ‖u− uh‖h . |||u− v|||h ∀v ∈ Vh.
Using standard interpolation theory, we thus arrive at the following error estimate:
Theorem 3 (A priori estimate). Let 7/2 < s ≤ p + 1. For any solution u ∈
Hs(Ω) of (2.9) it holds that
(4.10) ‖u− uh‖h . hs−2‖u‖s.
Remark 2. The regularity assumption s > 7/2 stems from the use of the mesh-
dependent norm ||| · |||h. When Nitsche’s method is applied to the Poisson problem, the
corresponding assumption can be avoided, cf. [19]. Similar approach could probably be
used for the plate problem as well, but it is bound to be very technical and we did not
attempt to carry it out. However, numerical computations with less regular solutions
lead to optimal convergence rates also if s ≤ 7/2.
5. A posteriori error analysis. The local error estimators are defined through
η2K(v) = h
4
K‖D∆2v − f‖20,K ∀K ∈ Ch,(5.1)
η2V,E(v) = h
3
E‖JVn(v)K‖20,E ∀E ∈ Eh,(5.2)
η2M,E(v) = hE‖JMnn(v)K‖20,E ∀E ∈ Eh,(5.3)
η2v,E(v) =
h3E
(εvE + h
3
E)
2
‖RvE(v)‖20,E ∀E ∈ Gh,(5.4)
η2r,E(v) =
hE
(εrE + hE)
2
‖RrE(v)‖20,E ∀E ∈ Gh,(5.5)
η2c,i(v) =
h2i
(εci + h
2
i )
2
(
Rci (v)
)2
i = 1, . . . ,m,(5.6)
for any v ∈ Vh, and the global error estimator ηh reads as
(5.7)
η2h(uh) =
∑
K∈Ch
η2K(uh) +
∑
E∈Eh
(η2M,E(uh) + η
2
V,E(uh))
+
∑
E∈Gh
(η2v,E(uh) + η
2
r,E(uh)) +
m∑
i=1
ηi(uh)
2.
In order to prove the reliability of the error estimator, we will use the following
assumption, justified by the a priori estimate for a regular enough solution.
Assumption 1 (Saturation assumption). There exists 0 < β < 1 such that
(5.8) ‖u− uh/2‖h/2 ≤ β‖u− uh‖h,
where uh/2 ∈ Vh/2 is the solution on the mesh Ch/2 obtained by splitting the elements
of the mesh Ch.
Theorem 4 (Reliability). If Assumption 1 holds true, then we have the estimate
(5.9) ‖u− uh‖h . ηh(uh) .
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Proof. From the coercivity of the bilinear form Ah/2 and the saturation assump-
tion, it follows that
(5.10) ‖u− uh‖h ≤ 1
1− β ‖uh/2 − uh‖h . Ah/2(uh/2 − uh, v) ,
for some v ∈ Vh/2 such that ‖v‖h/2 = 1. Let v˜ ∈ Vh be the Hermite interpolant of
v ∈ Vh/2. We have the following estimates
(5.11)
∑
K∈Ch/2
h−4K ‖v − v˜‖20,K +
∑
E∈Gh∪Eh/2
{
h−1E ‖∇(v − v˜)‖20,E + h−3E ‖v − v˜‖20,E
}
+
∑
E∈Gh/2
{
h3E‖Vn(v − v˜)‖20,E + hE‖Mnn(v − v˜)‖20,E
+
1
εvE + h
3
E
‖v − v˜‖20,E +
1
εvE + hE
∥∥∥∥∂(v − v˜)∂n
∥∥∥∥2
0,E
}
+
m∑
i=1
h2i
(JMns(v − v˜)K|ci)2
≤ C ‖v‖2h/2 . 1,
and
(5.12) ‖v˜‖h/2 . ‖v‖h/2 . ‖v‖h . 1.
Let w = v − v˜ and write
(5.13) Ah/2(uh/2 − uh, v) = Ah/2(uh/2 − uh, w) +Ah/2(uh/2 − uh, v˜).
To estimate the first term in (5.13), we write it as
(5.14)
Ah/2(uh/2 − uh, w) = Ah/2(uh/2, w)−Ah/2(uh, w)
= (f, w)−A(uh, w)−Rh/2(uh, w).
A repeated partial integration, and the fact that w vanishes at the nodes of Ch gives
(5.15)
(f, w)−A(uh, w)
=
∑
K∈Ch
{
(f −D∆2uh, w)K − (Vn(uh), w)∂K +
(
Mnn(uh),
∂w
∂n
)
∂K
}
=
∑
K∈Ch
(f −D∆2uh, w)K
+
∑
E∈Eh
{
− (JVn(uh)K, w)E + (JMnn(uh)K, ∂w∂n)E }.
Recalling that w = v − v˜, estimate (5.11) leads to the bounds
(5.16)
∑
K∈Ch
(f −D∆2uh, w)K
≤
( ∑
K∈Ch
h4K‖D∆2uh − f‖20,K
)1/2( ∑
K∈Ch
h−4K ‖w‖20,K
)1/2
.
( ∑
K∈Ch
h4K‖D∆2uh − f‖20,K
)1/2
. ηh(uh),
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and
(5.17)
∑
E∈Eh
{
(JVn(uh)K, w)E + (JMnn(uh)K, ∂w∂n)E }
≤
(∑
E∈Eh
h3E‖JVn(uh)K‖20,E
)1/2(∑
E∈Eh
h−3E ‖w‖20,E
)1/2
+
(∑
E∈Eh
hE‖JMnn(uh)K‖20,E
)1/2(∑
E∈Eh
h−1E
∥∥∥∥∂w∂n
∥∥∥∥2
0,E
)1/2
.
(∑
E∈Eh
h3E‖JVn(uh)K‖20,E
)1/2
+
(∑
E∈Eh
hE‖JMnn(uh)K‖20,E
)1/2
. ηh(uh).
Moreover, using the Schwarz inequality on each E ∈ Gh/2, the Cauchy inequality for
sums, and estimate (5.11), we get
(5.18) −Rh/2(uh, w) . ηh/2(uh) . ηh(uh).
Next, we consider the second term in (5.13). First, we note that
(5.19)
Ah/2(uh/2 − uh, v˜) = Ah/2(uh/2, v˜)−Ah/2(uh, v˜)
= Rh(uh, v˜)−Rh/2(uh, v˜).
For an edge E ∈ Gh/2 such that E ⊂ F , with F ∈ Gh, it holds hF = 2hE . Thus we
get
(5.20)
Rh(uh, v˜)−Rh/2(uh, v˜)
=
∑
E∈Gh/2
{
− 7γh
3
E
(εvE + γh
3
E)(ε
v
E + 8γh
3
E)
(RvE(uh), v˜)E
+
7εvEh
3
E
(εvE + γh
3
E)(ε
v
E + 8γh
3
E)
(
RvE(uh), Vn(v˜)
)
E
+
γhE
(εrE + γhE)(ε
r
E + 2γhE)
(
RrE(uh),
∂v˜
∂n
)
E
− γε
r
EhE
(εrE + γhE)(ε
r
E + 2γhE)
(
RrE(uh),Mnn(v˜)
)
E
}
+
m∑
i=1
{
− 3γh
2
i
(εci + γh
2
i )(ε
c
i + 4γh
2
i )
Rci (uh)v(ci)
+
−3γεcih2i
(εci + γh
2
i )(ε
c
i + 4γh
2
i )
Rci (u)JMns(v˜)K|ci}.
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The first term above we estimate as follows:
(5.21)
∣∣∣∣∣ ∑
E∈Gh/2
7γh3E
(εvE + γh
3
E)(ε
v
E + 8γh
3
E)
(RvE(uh), v˜)E
∣∣∣∣∣
.
∑
E∈Gh/2
h3E
(εvE + h
3
E)
2
‖RvE(uh)‖0,E‖v˜‖0,E
.
 ∑
E∈Gh/2
h3E
(εvE + h
3
E)
2
‖RvE(uh)‖20,E
1/2 ∑
E∈Gh/2
h3E
(εvE + h
3
E)
2
‖v˜‖20,E
1/2
.
 ∑
E∈Gh/2
h3E
(εvE + h
3
E)
2
‖RvE(uh)‖20,E
1/2 ∑
E∈Gh/2
1
(εvE + h
3
E)
‖v˜‖20,E
1/2
. ηh/2(uh)‖v˜‖h/2 . ηh(uh).
The other terms are estimated in the same way. Now, estimating separately each
term above, we conclude that
(5.22) Rh(uh, v˜)−Rh/2(uh, v˜) . ηh(uh).
The claim is now proved by collecting the estimates.
Next we turn to the lower bounds. We denote by ωE the union of two elements
that have E ∈ Eh as one of their edges, and by K(E) the element which has E ∈ Gh
as one of its edges. The data oscillations are defined as
oscK(f) = h
2
K‖f − fh‖0,K ,
oscv,E(g
v
E) =
h
3/2
E
εvE + h
3
E
‖εvE(gvE − gvE,h)‖0,E ,
oscr,E(g
r
E) =
h
1/2
E
εrE + hE
‖εrE(grE − grE,h)‖0,E ,
where fh, g
v
E,h, g
r
E,h are polynomial approximations to f, g
v
E and g
r
E , respectively.
Theorem 5 (Efficiency). For all v ∈ Vh it holds
ηK(v) . |u− v|2,K + oscK(f) K ∈ Ch,(5.23)
ηV,E(v) . |u− v|2,E +
∑
K⊂ωE
oscK(f) E ∈ Eh,(5.24)
ηM,E(v) . |u− v|2,ωE +
∑
K⊂ωE
oscK(f) E ∈ Eh,(5.25)
ηv,E(v) . |u− v|2,ωE +
1√
εvE + h
3
E
‖u− v‖0,E(5.26)
+ oscK(E)(f) + oscv,E(g
v
E) E ∈ Gh,
ηr,E(v) . |u− v|2,ωE +
1√
εrE + hE
∥∥∥∥∂(u− v)∂n
∥∥∥∥
0,E
(5.27)
+ oscK(E)(f) + oscr,E(g
r
E) E ∈ Gh.
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Proof. The bounds (5.23), (5.24), and (5.25) are proved in [15]. Let us now
consider (5.26). The triangle inequality gives
(5.28) ηv,E(v) ≤ h
3/2
E
εvE + h
3
E
‖RvE,h(v)‖0,E + oscv,E(gvE),
where
(5.29) RvE,h(v) = ε
v
E(Vn(v)− gvE,h) + v.
Let φE denote the eight degree polynomial with support in K(E) satisfying
(5.30)
∂φE
∂n
∣∣∣
∂K(E)
= 0,
φE > 0 on E and in the interior of K,
φE = 0 on ∂K(E) \ E,
maxφE = 1.
Denoting w = φER
v
E,h(v) we have
(5.31)
‖RvE,h‖20,E . ‖φ1/2E RvE,h‖20,E
= (RvE,h, w)E = (R
v
E , w)E + (g
v
E − gvE,h, w)E .
Integrating by parts we have
(5.32) (Vn(v), w)E = −(D∆2v, w)K(E) + (M(v),K(w))K(E).
On the other hand, from (2.9) we get
(5.33) (gvE , w)E + (f, w)K(E) = (M(u),K(w))K(E) +
1
εvE
(u,w)E ,
and, hence, it holds that
(5.34)
(RvE , w)E = ε
v
E
(
(M(v − u),K(w))K(E) + (f −D∆2v, w)K(E)
)
+ (v − u,w)E .
By scaling arguments, we have
(5.35) ‖K(w)‖K(E) . h−3/2E ‖w‖0,E . h−3/2E ‖RvE,h‖0,E ,
and
(5.36) ‖w‖K(E) . h1/2E ‖w‖0,E . h1/2E ‖RvE,h‖0,E .
This implies that
(5.37)
|(RvE , w)E | .
(
εvE
(
h
−3/2
E |u− v|2,K(E) + h1/2‖D∆2v − f‖0,K(E)
)
+ ‖u− v‖0,E
)
‖RvE,h‖0,E .
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From (5.37) and (5.31) we finally conclude that
(5.38)
h
3/2
E
εvE + h
3
E
‖RvE,h‖0,E
. ε
v
E
εvE + h
3
E
|u− v|2,K(E) + ε
v
Eh
2
E
εvE + h
3
E
‖D∆2v − f‖0,K(E)
+
h
3/2
E
εvE + h
3
E
‖u− v‖0,E + oscv,E(gvE)
. |u− v|2,K(E) + h2E‖D∆2v − f‖0,K(E)
+ (εvE + h
3
E)
−1/2‖u− v‖0,E + oscv,E(gvE).
Estimate (5.38) together with (5.28) and (5.24) leads to the asserted estimate (5.26).
The lower bound (5.27) is proved in an analogous manner using a weight function
φ′E satisfying
(5.39)
∂φ′E
∂n
∣∣∣
E
> 0,
∂φ′E
∂n
∣∣∣
∂K(E)\E
= 0,
φ′E > 0 in the interior of K,
φ′E = 0 on ∂K(E),
maxφ′E = 1.
Remark 3. We are unable to prove the efficiency of the corner estimators ηc,i
for all values 0 ≤ εri , εvi , εci ≤ ∞, i = 1, . . . ,m. In particular, when εci 6= 0 and εvi is
close to zero there seems to be a nontrivial coupling between ηc,i and R
v
E.
6. Computational results. For numerical experiments, we implement a finite
element solver based on the Argyris element. Our solver allows enforcing boundary
conditions either via the Nitsche method of Section 3 or, in simple cases, via the clas-
sical method of directly eliminating degrees-of-freedom. In all examples, we consider
the square domain Ω = [0, 1]2 defined by the corner points
c1 = (0, 0), c2 = (1, 0), c3 = (1, 1), c4 = (0, 1).
6.1. Clamped square plate. Let E = 1, ν = 0.3, and d = 1. The analytical
solution to the fully clamped problem (εri = ε
v
i = ε
c
i = 0, i = 1, . . . , 4) with loading
gvi = g
r
i = g
c
i = 0, i = 1, . . . , 4,
f(x, y) = 8pi4D(cos2 pix cos2 piy − 2 sin2 pix cos2 piy
− 2 cos2 pix sin2 piy + 3 sin2 pix sin2 piy),
reads as follows
u(x, y) = sin2 pix sin2 piy.
To validate our implementation, we solve the problem using a uniform mesh family for
both Nitsche’s method with γ = 10−3 and the classical method—the meshes and the
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Fig. 2. Mesh sequence (top row) and the deflections computed with the classical method (middle
row) and Nitsche’s method (bottom row). The source code for reproducing these results is available
in [11].
Table 1
Pointwise deflections in the mid point of the clamped square plate.
h Nitsche, uh(1/2, 1/2) traditional, uh(1/2, 1/2)
0.7071068 1.0058542 1.0109074
0.3535534 0.9999617 1.000042
0.1767767 0.9999951 0.9999951
0.0883883 0.9999999 0.9999999
solutions are given in Figure 2. The approximate deflections uh(1/2, 1/2) presented in
Table 1 show how the exact maximum deflection u(1/2, 1/2) = 1 is reproduced with
high accuracy by both approaches.
Continuing only with the Nitsche method, we calculate the discrete norm ‖u −
uh‖h and the following elementwise a posteriori error indicator:
EK(uh) =h
2
K‖D∆2uh − f‖0,K +
1
2
h
3/2
K ‖JVn(uh)K‖0,∂K
+
1
2
h
1/2
K ‖JMnn(uh)K‖0,∂K + h3/2K ‖uh‖0,∂K∩∂Ω
+ h
1/2
K
∥∥∥∥∂uh∂n
∥∥∥∥
0,∂K∩∂Ω
+ h−1K
4∑
i=1
uh(ci)χK(ci),
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Table 2
Convergence of the error and the error estimator.
h ‖u− uh‖h rate
√∑
K∈Ch E
2
K(uh) rate
0.7071068 2.5089 24.8552837
0.3535534 0.1935319 3.69638 2.3444698 3.40614
0.1767767 0.0130669 3.88846 0.161088 3.86324
0.0883883 7.6500122 · 10−4 4.09413 0.0103163 3.96474
where
(6.1) χK(x) =
{
1 if x ∈ K,
0 otherwise.
The results are summarized in Table 2. We observe that the convergence rates are
consistent with the expected rate O(h4) for fifth degree polynomials and regular so-
lutions. Moreover, the error indicator converges with similar rates as the true error
which is also a consequence of Theorems 4 and 5.
6.2. Plate supported at the corners. Next we consider the same problem
with loading f = 1 and εci = 0, ε
r
i = ε
v
i = ∞, gvi = gri = gci = 0, i = 1, . . . , 4,
i.e. the deflection is prevented only at the corners of the plate. We investigate the
convergence rate of the error indicator
EK(uh) =h
2
K‖D∆2uh − 1‖0,K +
1
2
h
3/2
K ‖JVn(uh)K‖0,∂K
+
1
2
h
1/2
K ‖JMnn(uh)K‖0,∂K + h3/2K ‖Vn(uh)‖0,∂K∩∂Ω
+ h
1/2
K ‖Mnn(uh)‖0,∂K∩∂Ω + h−1K
4∑
i=1
uh(ci)χK(ci)
as a function of the number of degrees-of-freedom N with uniform and adaptive mesh
refinement strategies. The results shown in Figure 3 indicate that an adaptive refine-
ment based on the error indicator EK(uh) successfully recovers the convergence rate
O(N−2).
6.3. Elastic support with applied loads at the boundaries. As the final
example, we consider the square plate problem with ν = 0, εvi = 1, ε
c
i = ∞, the
loading f = 0, and
(6.2) gvi = g
v(y) =
{
1 if y < 3/4,
0 otherwise,
gri = g
r(y) =
{
10 if y < 1/4,
0 otherwise,
for each i = 1, . . . , 4. Our aim is to compare the adaptive meshes resulting from
the Nitsche method and the classical method when εri = ε
r = 10−k, k = 0, 2, 4, 6,
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Fig. 3. The first four meshes in the uniform (top row) and the adaptive (middle row) mesh
sequences with the corresponding solutions and the a posteriori error estimator (bottom row) plotted
as a function of the number of degrees-of-freedom N with γ = 10−3. The source code for reproducing
the example is available in [12].
i = 1, . . . , 4. The error indicator for Nitsche’s method reads as
EK(uh) =h
2
K‖D∆2uh‖0,K +
1
2
h
3/2
K ‖JVn(uh)K‖0,∂K + 12h1/2K ‖JMnn(uh)K‖0,∂K
+
h
3/2
K
1 + h3K
‖Vn(uh)− gv + uh‖0,∂K∩∂Ω
+
h
1/2
K
εr + hK
∥∥∥∥εr(Mnn(uh)− gr)− ∂uh∂n
∥∥∥∥
0,∂K∩∂Ω
+ hK
4∑
i=1
JMns(uh)K|ciχK(ci).
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The error indicator for the classical method is
EK(uh) =h
2
K‖D∆2uh‖0,K +
1
2
h
3/2
K ‖JVn(uh)K‖0,∂K + 12h1/2K ‖JMnn(uh)K‖0,∂K
+ h
3/2
K ‖Vn(uh)− gv + uh‖0,∂K∩∂Ω
+ h
1/2
K
∥∥∥∥Mnn(uh)− gr − 1εr ∂uh∂n
∥∥∥∥
0,∂K∩∂Ω
.
The resulting adaptive meshes are presented in Figure 4. The results show that the
classical method can lead to overrefinement in the case of stiff elastic supports.
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εr = 1
εr = 10−2
εr = 10−4
εr = 10−6
Fig. 4. (Left column.) The derivative of the deflection u with respect to x. The presence of a
singularity at y = 1/4—due to a jump in the applied normal moment—is evident in the two topmost
figures but not so much in the two bottom figures. (Middle column.) The meshes corresponding
to the fifth adaptive refinement in the Nitsche method for different values of εr. If εr is small
enough, the estimators successfully discard the lower singularity at y = 1/4 and focus instead on the
singularity at y = 3/4 caused by a jump in the Kirchhoff shear force. (Right column.) The meshes
corresponding to the fifth adaptive refinement in the classical method for different values of εr. The
estimators of the classical method remain dominant near the lower singularity for small values of εr
due to the estimators scaling as O(1/εr). The source code for reproducing the example is available
in [13].
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