Abstract-The problem of estimating 3-D rigid motion from point correspondences over two views is formulated as nonlinear least-squares optimization, and the statistical behaviors of the errors in the solution are analyzed by introducing a realistic model of noise described in terms of the covariance matrices of "N-vectors." It is shown that the least-squares solution based on the epipolar constraint is statistically biased. The geometry of this bias is described in both quantitative and qualitative terms. Finally, an unbiased estimation scheme is presented, and random number simulations are conducted to observe its effectiveness.
INTRODUCTION ATHEMATICAL analysis of 3-D rigid motion estima-
M tion known as shape (or structure) from motion was initiated by Ullman [32] , who presented a basic mathematical framework that had a long lasting influence over the subsequent computer vision research. Roach and Aggarwal [28] applied this framework to real images and obtained the solution by numerical search. Nagel [24] presented a semianalytical formulation, reducing the problem to solving a single nonlinear equation. A complete analytical solution for eight feature points was independently given by LonguetHiggins [21] and Tsai and Huang [31] . The solution of Longuet-Higgins was based on elementary vector calculus, whereas the solution of Tsai and Huang involved singular value decomposition. Zhuang et al. [37] combined them into a simplified eight-point algorithm. Zhuang [36] also discussed the uniqueness issue. All these algorithms first compute the essential matrix from the so-called epipolar equation and then compute the motion parameters from it.
Since the essential matrix has five degrees of freedom, 3-D interpretations can be determined in principle from five feature points. Using a numerical technique called the homotopy method, Netravali et al. [25] showed the existence of, at most, ten solutions. Arguing from the standpoint of projective geometry, Faugeras and Maybank [7] also showed that, at most, ten solutions can be obtained from five feature points. They reduced the problem to solving an algebraic equation of degree ten and solved it by symbolic algebra software. Using the quaternion representation of 3-D rotation, Jerian and Jain [ll] reduced the problem to solving the resultant of degree 16 of a pair of polynomials of degree 4 in two variables and computed the solution by symbolic algebra software. Jerian and Jain [12] also reviewed known algorithms exhaustively and compared their performances for noisy data.
However, all these algorithms are constructed on the assumption that all data are exact. Hence, they are all fragile in the sense that inconsistencies arise in the presence of noise (e.g., the solution becomes different, depending on which of the theoretically equivalent relationships are used). A noise robust algorithm was presented by Weng et al. [34] . They estimated the essential matrix from the epipolar equation by least squares and then computed the motion parameters by least squares. Spetsakis and Aloimonos [29] , on the other hand, applied direct optimization to the epipolar equation without computing the essential matrix. Spetsakis and Aloimonos [30] also considered optimization over more than two frames.
In order to apply 3 -0 motion analysis to real systems, statistical analysis of error behaviors becomes a key issue since noise is inevitable for real systems. Even if errors are inevitable, the knowledge of how reliable each computation is is indispensable in guaranteeing achievable performance of the systems that use such computations. In addition, statistical reliability estimation becomes vital when using multiple sensors and fusing the data (sensor fusion) because in order to fuse multiple data, they must be weighted so that reliable date contribute more than unreliable data.
The statistical approach to image processing and computer vision problems is not new. The best known among them is the Kalman filter, which is essentially linearized iterative optimization. Each time new data is added, the solution is modified linearly under Gaussian approximation so that it is optimal over the data observed thus far. The Kalman filter was originally invented for linear dynamic systems, but its various variations and related ideas have been extended and applied to many types of computer vision problems involving a sequence of image data [3]-[6], [20] , [23] , [27] , [35] .
However, the main emphasis in such studies is the "techniques" for computing robust and accurate solutions; there has not been much systematic study of statistical error behaviors. Although error analyses have been given to 3-D motion analysis by several researchers. most of the studies were empirical and qualitative, e.g., estimating approximate orders of errors and conducting simulations with noisy data [19] , (261. A notable exception is Weng et al. [34] , who analyzed the perturbation of the essential matrix and the resulting motion parameters in detail. However, the method involving the essential matrix is not optimal in the presence of noise. The fact that the least-squares solution based on the epipolar equation are statistically biased has also been recognized [l] , [29] . In this paper, we give a rigorous statistical analysis of direct optimization that does not involve the essential matrix. We first establish a statistical model of noise in terms of the covariance matrix of the N-vector. This formulation is based on the theoretical framework Kanatani [17] called computational projective geometry. Then, the statistical bias of the solution is evaluated in quantitative terms, and the geometry of this bias is described in both qualitative and qualitative terms. Finally, an unbiased estimation scheme is presented, and random number simulations are conducted to observe its effectiveness.
GENERAL FORMULATION OF 3-D MOTION ESTIMATION
Let {P,}, (Y = 1, . . . , N be feature points, such as special markings and corner vertices, that can be clearly distinguished from other points. Let {m,} be unit vectors starting from the center of projection 0 (or the center of the lens of the camera), which we call the viewpoint. We call these vectors the N-vectors of the feature points. The image coordinates of the feature points play no role in obtaining 3-D interpretation other than in determining the N-vectors. Mathematically, the use of N-vectors is equivalent to considering a hypothetical spherical image surface of radius 1 centered at the viewpoint.
Since the 3-D motion of an object relative to a fixed camera is equivalent to the opposite 3-D motion of the camera relative to the object, we henceforth assume that the object we are viewing is fixed in the scene, relative to which the camera is rotated by R and translated by h (Fig. 1) . Hence, the 3-D motion of the camera is specified by the motion parameters If the camera is moved, feature points move into other positions on the image plane. Let { m & } be their N-vectors viewed from the camera coordinate system after the motion ( Fig. l(a) ). Viewed from the scene coordinate system, which we identify with the first camera coordinate system, they are Rm, because the second camera coordinate system is rotated by R relative to the first one ( Fig. l(b) ). Hence, if r, and r& are the depths (i.e., the distances from the viewpoint 0 ) of
{R, h).
From this, we immediately observe the following:
The translation h and the depths r, and r& are determined only up to scale. Namely, if r,, rk and {R, h} are a solution, so are kr,, krk and {R, kh} for any nonzero k . This means that a large motion far from the viewer is indistinguishable from a small motion near the viewer. In order to eliminate this scale indeterminacy, we adopt the scaling llhll = 1 whenever h # 0. (2) Such a rotation R is determined by the least-squares optimization Numerical search may be trapped into a local minimum if the initial guess is not close to the true solution. Fortunately, the problem can be solved analytically i f all data are exact [21] , [31] , [34] , [36] , [37] . The analytic solution is obtained by first computing the essential matrix and then computing the motion parameters (the procedure of Weng et al. [34] is summarized in Appendix C). Although this solution is not optimal in the presence of noise, it can be used as the starting value of the optimization search. In the following, we analyze how the resulting optimal solution is affected if the original data {m,} and {m&}, Q = 1, . . . , N are perturbed by noise.
v. STATISTICAL MODEL OF NOISE
We extend the meaning of the term "noise." A digital image consists of discrete pixels, and the noise in the strict sense affects the electric signal that carries information about the gray levels of the pixels. The signal is then quantized and stored as image data. As a result, point and line data detected by applying image operations are not accurate. Consequently, N-vectors computed from them are not exact. Here, we regard such errors as caused by "noise." This means that the noise behavior is characterized not only by the camera and the memory frame system but also by the image operations involved-edge operators, thinning algorithms, etc.
Let m be the N-vector of a point in the image when there is no noise. In the presence of noise, a perturbed N-vector m' = m + Am is observed. We regard the "noise" Am We adopt the following model of noise: "Noise (in our extended sense) occurs at each point on the image plane placed at distance f from the viewpoint 0 and is equally likely in all orientations with the same root mean square F" (Fig. 2) . We call the constant f the focal length and t (measured in pixels) 
Proof: Let m be the N-vector of point P. The eigenvector U for the largest eigenvalue is orthogonal to the plane defined by m and k (Fig. 2) . Hence 
V [ m ] = -( I -"T).

2
In our model, the true position of a point coincides with its expected position to a first approximation. This does not hold if higher order effects are considered. According to our model (Fig. 2) , the image coordinates (z.y) and the corresponding N-vector m = (ml. m2. m3)T are related in the form Conversely, the N-vector of a point ( 2 , y) on the image plane is given by 
Reliable data have small covariance matrices and are thereby assigned large weights, whereas unreliable data have large covariance matrices and are thereby assigned small weights. axes defined by U and U. This means that when projected the image origin than it. Our unsymmetric treatment effectively displaces data points toward the image origin to cancel this bias. However, this bias is a second-order effect onto the image, noise is more likely to occur away from the 'Ina1' image approximation and assumin& that the data are statistically independent, we now show that this perturbation is biased.
Lemma
and is extremely small. If t x 1 N 10 (pixels) for f = 1000 (pixels), then i2 x N lop4, which can be negligible as compared with 1. We introduce the following notations. Let U and 'U be vectors, and let A be a matrix. We define u x A to be the matrix constructed by the vector product of U and each "column" of A and A x 'U as the matrix constructed by the vector product of each "row" and U. To be precise, we define for vectors U = (ut), v = ( v i ) , and matrix A = ( A z 3 )
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On the other hand, we have (36), which is at the bottom of this page, where (35) 
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Since R + AR is a rotation matrix, there exists a vector A1
such that AR = A1 x R to a first approximation. Hence The computed rotation R is biased by a small rotation about an axis approximately perpendicular to both the translation h and the viewing orientation m.
Theorem 3: Computation of the translation h is statisti-
Ah x C ( ( M + RM'RT)h -(h, ( M + RM'RT)h)h)
The bias of the rotation is such that the viewing orientation f i is rotated closer to h if the camera approaches the object and away from h if the camera recedes from the object.
The computed translation h is biased toward the viewing
The biases of the rotation R and the translation h are both minimum when the camera moves in the viewing orientation or perpendicular to it. This is most steeply minimized if Ah is in the direction of the orientation of the steepest descent is the projection of 
From Theorem 2, we obtain (48).
Proposition 3: In the small object approximation, the statistical bias Ah of the computed translation h is Ah x C(rfi, h)(m -(a, h)h) .
where C is a positive constant. From Lemma 1 and (56) and (57), the expectation of (54) is Fig. 3(a) and (b) are simulated 512 x 512-pixel images of 100 feature points randomly generated inside a cube before and after a small camera motion. The focal length is set to f = 500 (pixels). A random noise obeying a normal distribution of standard deviation E = 1.0 (pixel) is added to the x and y coordinates of all the feature points independently before and after the motion.
IX. RANDOM NUMBER SIMULATIONS
The discrepancy between the computed rotation R and the true rotation R is measured by vector A1 = ARI', where AR and I' (unit vector) are, respectively, the angle and axis of relative rotation R R~ (i.e., R = R + ~1 x R + o ( A I )~) . 
X. CONCLUDING REMARKS
In this paper, the problem of estimating 3-D rigid motion from two views was formulated as nonlinear optimization, and the statistical behaviors of the errors in the solution were analyzed by introducing a realistic model of noise. It has been shown that the optimal solution based on the epipolar equation is "statistically biased." The expected bias was evaluated in analytical terms, and its geometry was described in both quantitative and qualitative terms by employing the small object approximation. Finally, an unbiased estimation scheme was presented, and random number simulations were conducted to observe its effectiveness. In order to apply the unbiased scheme, the statistical behaviors of noise-in particular, the root mean square of the error in each feature point-must be known. Many approaches are conceivable for estimating them. For example, we can use an "a posteriori estimation"-we guess the error magnitude and compute a 3-D interpretation, according to the feature points that are matched on the image plane. Then, the amount of average mismatch is regarded as the magnitude of noise. This process can be iterated if necessary. Alternately, we can guess the magnitude of noise from the residual of the leastsquares optimization. Detailed studies and comparisons of such error estimating techniques are beyond the scope of this paper and left to future research. The purpose of this paper it to establish the fact that accuracy can be greatly increased by correctly estimating the magnitude of noise and to present a new mathematical framework suitable for statistical error analysis. 
a=l Problem A.l is restated as follows:
[9] carry out minimization over orthogonal matrices. Umeyama [33] modified their methods so that minimization is carried out over rotations. We state these results in a more refined form without proofs (see [18] for the details).
The first method is to decompose the correlation matrix K 
Theorem A.l: If K = VAU' is the singular value decomposition, tr(RT K) is maximized over all rotations if
The solution is unique ifrankK > 1 and det(VUT) = 1 or if rankK > 1 and the minimum singular value is a simple root.
The second method to solve Problem A.2 is to decompose the correlation matrix K into the form
where V is an orthogonal matrix, and S and S' are semipositive definite symmetric matrices. This decomposition is known as the polar decomposition. The following theorem is an extension to the method of Horn et al. [9] . Theorem A.2: 
is the polar decomposition, t r ( R T K ) is maximized over all rotations if
each eigenvalue X i is perturbed into
If eigenvalue X i is a simple root, the corresponding eigenvector ui is perturbed into 
A matrix G is said to be decomposable if it is expressed in the form of (76) for a unit vector h and a rotation matrix R. The minimization (77) should be carried out under the constraint that G be decomposable. With a small compromise, we carry out the minimization (77) without the constraint of (76). The resulting solution is expected to be an approximation to the true solution, or at least as a good initial guess for the optimization search. The following summarizes the procedure of Weng et al. 
The minimym is attained by the 9-D eigenvector of norm fi of matrix $4 for the smallest eigenvalue. The computed 9- 
This problem is solved by the method of singular value decomposition (Theorem A. l), the method of polar decomposition (Theorem A.2), or the method of quaternion representation (Theorem A.3), as shown in Appendix A.
The above procedure determines the translation h only up to sign. The sign of h compatible with the (arbitrarily chosen) sign of G is easily determined from the following fact (we omit the proof). 
Proposition C.l:
where I h = 2hhT -I is a half-rotation about h.
[22]. We observe the following:
Thus, the true and the spurious rotations form a twisted pair
The number of unknowns for the essential matrix G is eight (since the scale is indeterminate); therefore, at least eight terms of the form (ma, Gmh)2 must be minimized to solve Problem C.l. This means that the number N of the feature points to be observed must be N 2 8.
The essential matrix G admits exactly two decompositions:
However, the sign of the essential matrix G computed by Problem C.l is indeterminate, and matrix -G also admits two decompositions
Hence, four decompositions are obtained. Proposition C.l reduces these four solutions to two if { R , U} is the true solution; the other is { R , -h}. Thus, the translation h is determined up to sign, and the rotation R is determined uniquely. Finally, the sign of h is determined so that the depths and r& given by (6) are positive.
Thus, the motion parameters { R , h} are uniquely determined. This algorithm works for N 2 8 unless the eight feature points are in a special configuration (i.e., unless they are on a critical surface; see 
3. For unit vector U and the identity matrix I , It is easy to see that the matrices U x A and A x U of (25) and (26) 
w It is easy to confirm that (U x I ) 2 = wT -I .
