Abstract. We prove a unique continuation result for a system of Stokes type equations in space dimension 2. This result is useful in the study of boundary stabilization of magnetohydrodinamic equations with boundary controllers.
1.
Introduction. This paper is concerned with a unique continuation result useful in the study of the local stabilization for the magnetohydrodynamic (MHD) equations in space dimension 2, with boundary controllers. The usual procedure for reducing a boundary controlled system to a system with controllers distributed in a subdomain is to extend the initial domain to a slightly larger domain, consider then the system in this new domain and control it with a controller distributed in the extension. The boundary controller for the former problem is the trace of the solution to the latter problem.
For the stabilization of the MHD equations with feedback controllers distributed in subdomains, we mention the paper [13] in space dimension 3 and [14] for the 2 dimensional case. However, these results are not directly applicable following the above procedure. The special feature of the MHD system is that the second equation, verified by the magnetic field, needs to have a divergence free right hand side. By using localized controllers, after applying the Leray projector, the controller becomes, usually, distributed in the whole domain and the above reduction to the internal controllers case fails to work. That is why a special form of the internal controller for the second extended equation must be used; this yields a particular unique continuation property, which is proved in the paper, in the case of simply connected two dimensional domains.
The method for stabilization, which is used in the above mentioned papers, is to linearize the system around the stationary state and then construct a feedback controller stabilizing the linear system. Then, it is shown that the same controller stabilizes, locally in a specified space, the nonlinear system. The stabilization of the linearized system is obtained via a spectral decomposition of the elliptic part. The linear system is projected on the stable and unstable subspaces corresponding to this decomposition. The unstable subspace is finite dimensional and the corresponding projected system is exactly controllable, as a consequence of the approximate controllability of the original linearized system. One constructs thus a feedback stabilizing this finite dimensional linear system. The projected system on the stable subspace is asymptotically stable and the feedback for the finite dimensional system is stabilizing the initial linearized equations. The key point in all this methodology of local stabilization is the approximate controllability of the linearized system and this is equivalent to a unique continuation property for the adjoint system.
For the method of spectral decomposition applied to Navier-Stokes equations with with internal controllers we mention the papers of Barbu [2] and Barbu and Triggiani [6] . Their approach for the stabilization of the finite dimensional projected equation relies on a Kalman type condition which is verified using a unique continuation property for a stationary Stokes type system. In [4] and [5] , Barbu, Lasiecka and Triggiani treated the stabilization of Navier-Stokes equations with boundary tangential controllers. We mention also the references [12] , [15] , [16] for the linearization method in the study of hydrodynamical stability and the existence of invariant manifolds.
Preliminaries and main result.
Let Ω ⊂ R 2 be a bounded, simply connected open set with C 2 boundary ∂Ω and let ω ⊂⊂ Ω an open subset of Ω. Let T > 0 and
We consider the following MHD controlled system:
in Ω.
The functions that appear in the system have the following physical meaning:
represents the density of the exterior forces ((· · · ) T denotes the matrix transpose). The coefficients ν, η are the positive kinematic viscosity and the magnetic resistivity coefficients. We denote by
the scalar version of the curl operator. We also note the formula curl curl B = −∆B + ∇div B. So, knowing the fact that the solution B will remain divergence free, we may write −∆B instead of curl curl B but we kept the notation in order to emphasize that the system models in fact phenomena in a 3 dimensional cylindrical body and the data depend only on
is the operator extending the functions in L 2 (ω) with 0 to the whole Ω. We denote by P ω , P Ω the Leray projectors corresponding to the domains ω, Ω.
In order to write (1) in an abstract form we define the following two operators:
where, denoting by
we have
With no loss of generality we will suppose that ν = η = 1 and system (1) may thus be written as (1):
We assume the following regularity assumption for our stationary solution:
The controlled linearized system around this stationary solution is:
In the linearized system, the second equation contains a supplementary Leray projector necessary in order to keep the solution with divergence free components y, B (see also [3] ).
Denote by A the operator defined by
Then, the linear controlled system (5) may be written in abstract form
where we denoted by z = (y, B) T , w = (u, v) T .
As we have mentioned in the Introduction, stabilization of the linear system (6) reduces to the approximate controllability in an arbitrary time T for problem (6) and this is equivalent to the unique continuation property for the dual equation, i.e.
To make explicit the dual system, let ξ = ( ζ C ) with ζ, C written as column vectors. Then, the dual of the linearized system is:
Here, terms like ∇C or (∇B) T are Jacobian matrices and belong to M 2×2 (R), while terms of the type (∇C)B are simply the matrix products and belong to M 2×1 (R). Observe also that (∇C)B = (B · ∇)C. The adjoint to the control operator is
where m ω denotes the restriction to ω of functions defined on Ω. Thus, the main result of this paper, concerning the unique continuation property is:
3. Proof of Theorem 1. The idea of the proof is to obtain Carleman type estimates for the system (8) , in the spirit of the corresponding inequalities used in controllability problems for parabolic and Navier-Stokes equations ( [7] , [1] , [9] , [8] ). Since the system contains the pressure terms, we apply the curl operator to the equations in (8) and deduce Carleman type inequalities for the obtained system. However, since we loose boundary conditions for the velocity field, we need to estimate also the corresponding boundary terms. For this, we follow and adapt some ideas from [13] ; in fact, a part of the computations, namely the estimates for the general parabolic equations, are almost identical as in the cited reference but we present them for the sake of completeness. However, we have to mention that there is a fundamental difference between this unique continuation result and the usual results for parabolic equations: in the present situation we make use, in an essential way, of the boundary conditions satisfied by the solution.
Step1. Estimates for general parabolic equations. Consider an elliptic operator of the form
, a ij = a ji and define a uniformly positive definite matrix:
In what follows we obtain Carleman type inequalities which have as consequence the well known fact that if a strong solution y ∈ L 2 (0, T ; H 2 loc (Ω)) satisfies
To present computations in a simple way, without losing generality, we consider the simplest case of (backward) heat equation:
with f ∈ L 2 (Ω × (0, T )) and with no boundary conditions specified.
Remark 1.
In the estimates we intend to obtain, the L 2 norm of the solution and its derivatives on Ω are controlled by the L 2 norm of the solution on ω, with some weights depending on parameters at our disposal.
Moreover, we shall make the following two assumptions which, in the concrete situation we treat, are not restrictive:
In the computations we make, for a given function z we denote by z t , z ,i , z ,ti etc. the partial derivatives ∂z ∂t ,
and we use the convention for summation when indices are repeated.
We choose an auxiliary function ψ ∈ C 2 (Ω) with the properties:
Such a function exists (see [7] ). Let for λ > 0
andᾱ(t) = α(·, t)| ∂B R ,φ(t) = φ(·, t)| ∂B R . Denote by z := e
sα y for some s, λ > 0. Using (11), the equations satisfied by z is:
We reorder the terms in equation (15) and, denoting by
we rewrite (15) as
We multiply (16) with X(x, t), we integrate on Q and, by Cauchy inequality we obtain:
We proceed as in [7] (see also [1] I.
The other terms in ∫ Q X(x, t)F (x, t)dxdt are of lower order in s, λ and may be evaluated by using Cauchy's inequality.
First estimates, for all solutions
Putting together (18)- (21) we find a constant C > 0, not depending on the solution y, and λ 0 > 0 such that if λ > λ 0 there exists s 0 = s 0 (λ), such that for all s > s 0 the following estimate holds:
Estimates for the boundary terms
We estimate now the integrals on Σ R denoted in the above formula, for short, ∫ Σ ... . Remember that ∂ψ ∂n ≡ −1 on ∂B R . We will see, after some computations, that concerning the integrals on Σ R , the dominant term, as a polynomial in s, λ, is
and this turns out to have the right sign + when in the left hand side of the inequality. The other boundary integrals, involving lower degree of the polynomials in s, λ will be generically denoted as l.o.t..
Since z = e sα y, z ,i = (sα ,i y + y ,i )e sα , we have:
Final estimates for the given solution y
If we look now to the formulas (23)-(27), after summation, we find that the dominant term for the integral on Σ, is
The dominant term on the boundary has positive sign and belongs to the left side of the inequality. In this situation, for s, λ > 0 big enough, the sum of the integrals on Σ becomes positive, that is the lower order terms are absorbed by the dominant term.
So, we find that there exist a constant C = C(y) > 0 and λ 0 > 0 such that if λ > λ 0 there exists s 0 = s 0 (λ), such that for all s > s 0 the following final estimate holds:
This implies immediately that if f ≡ 0 and y = 0 on ω × (0, T ) then necessarily y = 0 on Ω × (0, T ).
Step 2. Unique continuation for system (8) . We apply the rot operator to the equations in (8) . We denote by v = rot ζ, w = rot C. Observe that w = 0 on Σ but no boundary conditions are known for v. We obtain the following system in v, w:
The inequality (28) adapted to system (29), gives the following estimate ∫ Q\Qω
Denote by θ the stream function of ζ : ζ = (−θ ,2 , θ ,1 ) T . Since ζ = 0 on the boundary we have that ∇θ = 0 on ∂Ω and by the fact that the domain is simply connected we may choose θ = 0 on ∂Ω. Observe that
We need the following theorem of Imanuvilov and Puel established in [11] 
where
. Consider a function ψ ∈ C 2 (Ω) with the following properties, analogous to (14) : Observe that when g = 0 we may choose ψ as in (14) and keep estimate (33) valid.
We rewrite now (31) as (34) { ∆∇θ = ∇v in Ω ∇θ = 0 on ∂Ω.
We apply now inequality (33) to ∇θ for fixed t and we obtain, for all τ > τ , λ > λ, the inequality We plug now inequality (37) in the right hand side of (30) and obtain, after reducing the lower order terms concerning v the inequality ∫ 
