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1. Introduction
Some recent results [4,5,8,9] show that progress in solving Hilbert–Smith problem depends on the use of different
approaches originated from different parts of mathematics. In the present paper the author tries to add a combination
of some algebraic and functional analytical methods to these efforts.
New technique for study p-Adic groups of transformations exposed below is in fact a specialization of author’s general
approach to zero-dimensional mapping reviewed, for instance, in [13] or, more detailed, in [12]. This approach is based on
various types of algebraic characterizations of zero-dimensional mappings stimulated by the ﬁrst algebraic characterization
of zero-dimensional mappings given in the works of M. Katetov [2,3] (see also [1], where a reﬁnement of these papers is
presented). If we analyze the proof of the main theorem by M. Katetov and translate it into the language of commutative
algebra we may formulate the required theorem as follows [12]:
Theorem 1. (M. Katetov [2]) A continuous mapping ξ : X → Y of compact Hausdorff spaces is zero-dimensional iff the integral closure
of the algebra ξ∗CK(Y ) is dense in the normed algebra of continuous functions CK(X), K = R,C.
Here a continuous mapping of topological spaces ξ : X → Y is called zero-dimensional if for any point y ∈ Y the dimen-
sion of its pre-image is dim ξ−1 y  0.
The term “light mapping” is also used for this notion.
Main examples.
1) A ﬁnite-to-point mapping ξ : X → Y , i.e. a mapping such that the counter-image of any point is a ﬁnite set or is
empty, gives us an example of zero-dimensional mapping.
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Branched coverings give us examples of zero-dimensional mappings as well.
2) The canonical mapping onto the orbit-space of a discrete group action is zero-dimensional.
3) The inverse limit of ﬁnite-to-point mappings (= proﬁnite mapping) is zero-dimensional. In particular, p-Adic group is
zero-dimensional, so the canonical mapping onto the orbit-space of an p-Adic group action is zero-dimensional mapping.
Let us examine the simplest situation ξ : M → point ∗, where M is a ﬁnite discrete set in n elements {x1, . . . , xn} and
B = A(M) is the ring of all functions f : M → A, where A is a commutative ring with unity 1. Denote by δi the δ-function
δi(x) =
{
1, if x= xi ,
0, if x = xi .
It is clear that any function f ∈ A(M) can be represented as sum f =∑ni=1 f (xi)δi , so X = f is a root of the equation
P (X) =∏ni=1(X − f (xi)) = 0 which has a form of an integral dependence:
P (X) = Xn + a1Xn−1 + · · · + an−1X + an = 0.
Thus we have proved Theorem 1 in the trivial situation ξ : M → ∗.
In this proof we used the fact that δ2i = δi and that the idempotents δi separate points of the space M . For a perfect zero-
dimensional mapping (= closed zero-dimensional mapping with compact pre-images) ξ : X → Y we can construct necessary
quantity of idempotents in neighborhoods of any pre-image ξ−1(y), then choose appropriate continuous extensions, and in
this way obtain a family of functions from the integral closure Z [ξ∗C(Y ),C(X)] that separate points and closed subsets of
the space X . Thus, as the integral closure is a ring, the Stone–Weierstrass theorem concludes the proof of the theorems
similar to Theorem 1.
Of course, in the practical realization of the above ideas it is important to construct functions from the integral closure
Z [ξ ∗ C(Y ),C(X)] which are the most suitable to study concrete problems. It is just the direction we follow in the matter
below.
For this purpose, let us ﬁx some principal moments in the structure of p-Adic group Zp .
In additive notations, any p-Adic integer a ∈ Zp can be uniquely represented as a formal series
a =
∞∑
i=0
ai p
i, (1)
where the coeﬃcients ai are arbitrary representatives of the residue classes Fp = Z/p of integers modulo the prime num-
ber p. For instance, if as representatives of the residue classes we take the numbers {0,1, . . . , p − 1}, then we see that
integers a ∈ Z are embedded in the standard way into Zp ; this embedding is just the p-Adic writing of the number a.
We use also the multiplicative writing Ap for the additive group Zp . The elements of the corresponding cyclic group
Z ⊂ Ap will be written in the form {T k}k∈Z .
Often, more convenient is to take as representatives of the residue classes so-called Teichmuller representatives. In that
case a representative of a class α ∈ Fp is the limit
αˆ = lim
n→∞b
pn ,
where b is an arbitrary representative of the given class α, α = [b]. The advantage of Teichmuller representatives is that
they form multiplicatively closed family, i.e. α̂ · τ = αˆ · τˆ .
The additive group Zp has the standard ring structure, so terms p-Adic group or p-Adic ring indicate the structure we
want to use.
We denote by |a|p = p−ν(a) the p-Adic norm of a ∈ Zp . Here the exponential valuation ν(a) = min{k ∈ Z | ak = 0} is
deﬁned by the property: pν(a) is the greatest power of the prime p that divides a. A spherical neighborhood of an element
a can be represented in the form
Ok(a) =
{
x ∈ Zp
∣∣ |x− a|p  p−k}= a+ Gk,
where the set Gk is the subgroup of Zp consisting of elements that are divided by pk . Note, that in the multiplicative
writing x = pk y means x = ypk , so in the multiplicative writing Gk = {xpk | x ∈ Zp}; we use the same notation Gk both for
the additive writing Gk ⊂ Zp and for the multiplicative writing Gk ⊂ Ap . The set Gk is an open-closed subgroup of Zp ; the
subgroups Ok(0) = Gk form, by deﬁnition, the fundamental system of neighborhoods of zero 0 in Zp and of the unity 1
in Ap .
Lemma 1. The group of p-Adic integers can be represented as the inverse limit of the ﬁnite cyclic groups of order pr , namely the residue
groups Z/pr .
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r-th partial sum and the family of homomorphisms {θr} gives us a monomorphism θ of p-Adic integers into the inverse
limit lim←− Z/p
r . Now, take an arbitrary element{[br]}∞r=1, br ∈ Z, [br] ∈ Z/pr,
of the inverse limit. The concordance of elements of the inverse limit means that br+1 ≡ br (mod pr), therefore there exists
the limit b = limr→∞ br . If |b − bk|p  p−r for an appropriate index k > r, then |b − br |p =max{|b − bk|p, |bk − br |p} p−r .
Thus θr(b) = θr(br) + θr(b − br) = [br] and the homomorphism θ is epimorphic. 
Corollary. The group Zp of p-Adic integers is compact with respect the topology deﬁnite by p-Adic norm | |p .
Lemma 2. Any closed additive subgroup H of Zp is an ideal in the ring Zp and is either {e} or coincides with Gn for some n ∈ N0 =
N ∪ {0}.
Proof. Suppose a ∈ H and x = lim xk is an arbitrary p-Adic number, where xk ∈ Z. Then xa = lim xka ∈ H because all xka ∈ H
and H is closed. Hence, the subgroup H is an ideal in Zp .
If H = {0} choose n ∈ N0 such that H ⊂ Gn and H \ Gn+1 = ∅. Any element a ∈ H \ Gn+1 has a form a = bpn where b
is invertible in Zp , hence any element cpn ∈ Gn may represented in the form cpn = cb−1a ∈ H , because H is an ideal. It
follows that Gn ⊂ H , thus H = Gn . 
Recall, that a character of a topological group H is a continuous homomorphism χ : H → T = {z ∈ C | |z| = 1} into the
circle.
Lemma 3. Any character χ of the group Zp has a form χ = χar for some r ∈ N0 and a ∈ Z, (a, p) = 1, where χr(x) = exp 2π ixpr or (in
the multiplicative writing) χr(T k) → ζ kr , where ζr = exp 2π ipr .
Proof. In virtue of Lemma 2, the kernel Kerχ = 0 is a closed subgroup Gr for some r, so χ is a periodic function of the
strict period pr . The cyclic group χ(Ap) ⊂ T of the strict period pr is generated by a primitive pr-th root of unity. But all
primitive pr-th roots of unity are conjugate as elements of the cyclotomic ﬁeld Q(ζr), thus they have a form ζ ar for some
a ∈ Z, (a, p) = 1, that implies almost all results of the lemma.
It remains only to observe that we can exclude from our considerations the case Kerχ = {0}, for instance, because Ap
contains arbitrary small compact inﬁnite subgroups, while T does not. Indeed, if |1 − θ |2 < 1 for any element θ ∈ B of a
compact subgroup B ⊂ T, then for η ∈ B such that |1−θ |2  |1−η|2 < 1 for all θ ∈ B , we have |1−η|2|1+η|2 = |1−η2|2 
|1− η|2, thus
|1+ η|2  1.
On the other hand |1− η|2 = (1− η)2 + (η)2 = 2(1− η) < 1 implies η > 0, hence
|1+ η|2 = (1+ η)2 + (η)2 = 2+ 2η > 2.
These inequalities contradict each to other, thus the assumption |1− θ |2 < 1 for all θ ∈ B is false. The lemma is proved. 
Proposition 1. The group of automorphisms of Zp is isomorphic to the group of units (Zp)× of the ring Zp .
Proof. Let μ be an automorphism of Zp and μ(1) = ν ∈ Zp . Then for y ∈ Z we have μ(y) = yμ(1) = yν . For a ﬁxed x ∈ Zp
and k ∈ N choose an integer y ∈ Z such that x = y+ pkz with some z ∈ Zp . Then μ(x)−νx = μ(y)+ pkμ(z)− (ν y+ pkνz) =
pkμ(z)− pkνz, that is μ(x) ≡ νx (mod pk). Because the last relation holds for any k, it follows that μ(x) = νx for all x ∈ Zp ,
i.e. the automorphism μ is just the multiplication by ν ∈ Zp . As a homomorphism μ has an inverse, the element ν should
be a unite of the ring Zp . 
All spaces in the paper usually are supposed to be normal, Hausdorff, locally connected and locally compact, while
functions usually are complex-valued. Under these assumptions the canonical mapping θ : X onto−→ X/Zp onto the orbit space
is open-closed and proper (the counter-image of any compact set is compact). The Banach algebra of all bounded continuous
functions on a space X is denoted C(X). The number of elements of a ﬁnite set M is denoted by |M|. Usually we use a
symbol G for p-Adic group instead of Zp to indicate that we consider p-Adic group in multiplicative writing.
We use some basic notions of algebraic number theory and representation theory which are contained, for instance,
in [10].
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An appropriate tool for the study of continuous functions on Zp is the Haar measure, where Haar measure ([11, Chap-
ter II, § 7], [6]) on a compact group G is the unique biinvariant measure such that any continuous complex-valued function
is summable and the condition
∫
G 1dx = 1 is fulﬁlled.
Later on we will use a notation G = Ap  Zp and write the group operation in G in the multiplicative form, if we
consider this group as a transformation group. We have inclusions of subgroups
G = G0 ⊃ G1 ⊃ G2 ⊃ · · ·Gk ⊃ · · ·
such that G/Gk ∼= Z/pkZ and ⋂∞k=0 Gk = 1. For the generator of the inﬁnite cyclic group Z ⊂ G in multiplicative notations
we use the symbol T . Remark also, that the inﬁnite cyclic subgroup 〈T 〉 = {Tn}n∈Z  Z is dense in G , i.e. 〈T 〉 = G .
Lemma 4. Let the group G act on a locally compact space X and functions f and ϕ are continuous, respectively on X and G. Then for
any point x ∈ X and any ε > 0 there exists a neighborhood W (x) of the point x, such that∣∣ϕ(t−1) f (tx1) − ϕ(t−1) f (tx2)∣∣< ε (2)
for all t ∈ G and x1, x2 ∈ W (x).
Proof. It is suﬃcient to proof the lemma for a compact space X because the orbit Gx of a point x of locally compact
space with an p-Adic group G action possesses arbitrary small neighborhoods with the action of G . Consider a function
Φ : G × X → C deﬁned by the equality Φ(t, x) = ϕ(t−1) f (tx). A function F (t, x) = f (tx) is continuous as the superposition
of continuous functions, a function (x, t) → ϕ(t−1) is continuous as the composition of three mappings: the projection onto
the second factor, the inverse and the function ϕ . Therefore the function Φ is continuous on the compact space G× X as the
product of continuous functions; thus the function Φ is uniformly continuous on G × X . For a given ε > 0 choose a ﬁnite
open covering {Ui ×Vi} of this compact space such that |ϕ(t−11 ) f (t1a1)−ϕ(t−12 ) f (t2a2)| < ε for all (t1,a1), (t2,a2) ∈ Ui ×Vi .
Yet, for a given point x ∈ X denote by
W (x) =
⋂
x∈V j
V j
the intersection of all open sets V j containing x. Consider arbitrary points (t, x1), (t, x2) ∈ {t} × W (x), where t is a
ﬁxed element of the group G . Choose the index k such that (t, x) ∈ Uk × Vk . Then {t} × W (x) ⊂ Uk × Vk , in particular,
|ϕ(t−1) f (tx1) − ϕ(t−1) f (tx2)| < ε for all x1, x2 ∈ W (x), therefore, the arbitrariness of t ∈ G in the above arguments com-
pletes the proof of the lemma. 
Deﬁnition. Deﬁne the convolution of a continuous functions f : X → C and ϕ : G → C by the equality
f ∗ ϕ(x) =
∫
G
f (tx)ϕ
(
t−1
)
dt (3)
where the integral is taken with respect to Haar measure dμ.
Of course, this deﬁnition may be extended on actions of locally compact groups and, generally, considered as an instru-
ment in representation theory of such groups. The classical notion of convolution of functions presented, for instance, in
[11, Chapter III] deals mostly with functions on a group itself.
The starting point for applications the convolutions of functions is the following theorem.
Theorem 2. The convolution f ∗ϕ of a continuous function f : X → C and a continuous function ϕ : G → C is a continuous function
on X.
Proof. For a given ε > 0 and a ﬁxed point x ∈ X let us consider the neighborhood W (x) involved in Lemma 4. The integra-
tion of the inequality (2) leads to the following relations:
∣∣ f ∗ ϕ(x1) − f ∗ ϕ(x2)∣∣=
∣∣∣∣
∫
G
ϕ
(
t−1
)
f (tx1)dt −
∫
G
ϕ
(
t−1
)
f (tx2)dt
∣∣∣∣

∫
G
∣∣ϕ(t−1) f (tx1) − ϕ(t−1) f (tx2)∣∣dt < ε
for all x1, x2 ∈ W (x), because the Haar measure of the group G is 1. Since this inequality is true for arbitrary ε > 0 and
arbitrary point x ∈ X , it follows the statement of the theorem. 
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any continuous function ϕ on Gn , denoting the correspondent convolution by the symbol f ∗n ϕ(x) :=
∫
Gn
f (t−1x)ϕ(t)dμn ,
where μn is Haar measure on the group Gn , μ0 = μ.
General facts concerning convolutions are as follows.
Theorem 3. For the convolution of continuous functions f : X → C, g,h : G → C hold the associativity and commutativity:
(a) (associativity) ( f ∗ g) ∗ h = f ∗ (g ∗ h), (4)
(b) (commutativity) f ∗ (g ∗ h) = f ∗ (h ∗ g). (5)
Proof. Proof of associativity:
( f ∗ g) ∗ h(x) =
∫
G
( f ∗ g)(tx)h(t−1)dt = ∫
G
( ∫
G
f (τ tx)g
(
τ−1
)
dτ
)
· h(t−1)dt
= (s = τ t, τ−1 = s−1t)= ∫
G
∫
G
f (sx)g
(
s−1t
)
h
(
t−1
)
dsdt = (Fubini theorem)
=
∫
G
f (sx)
(
g ∗ h(s−1))ds = f ∗ (g ∗ h)(x).
Proof of commutativity:
f ∗ (g ∗ h)(x) =
∫
G
f (tx)
( ∫
G
g
(
st−1
)
h
(
s−1
)
ds
)
dt = (τ−1 = st−1, s−1 = τ t−1)
=
∫
G
f (tx)
( ∫
G
h
(
τ t−1
)
g
(
τ−1
)
dτ
)
dt =
∫
G
f (tx)h ∗ g(t−1)dt = f ∗ (h ∗ g)(x). 
The convolution with characters (in particular, with the trivial character χ0(g) ≡ 1) are of special importance.
First we mention the following two lemmas.
Lemma 5. For any non-trivial character χ of the group G we have∫
G
χ(t)dt = 0. (6)
In fact, for a ﬁxed τ ∈ G we have ∫G χ(t)dt = ∫G χ(τ t)d(τ t) = χ(τ ) ∫G χ(t)dt , what for χ(τ ) = 1 implies ∫G χ(t)dt = 0.
Lemma 6 (Orthogonality relations). For characters ϕ,ψ denote 〈ϕ,ψ〉 = ∫G(ϕψ)(t)dt. Then the following relations are true:
〈ϕ,ψ〉 =
{
1, if ϕ = ψ ,
0, if ϕ = ψ and ϕ ∗ ψ =
{
ϕ, if ϕ = ψ ,
0, if ϕ = ψ . (7)
Indeed, the ﬁrst relation follows immediately from Lemma 5 and
∫
G 1dt = 1. As to the second relation, the direct calcu-
lation shows that
ϕ ∗ ψ(x) =
∫
G
ϕ(tx)ψ
(
t−1
)
dt = ϕ(x)
∫
G
(ϕψ)(t)dt =
{
ϕ(x), if ϕ = ψ ,
0, if ϕ = ψ ,
again in virtue of Lemma 5 and
∫
G 1dt = 1.
The next theorem ﬁxes the most important property of the convolutions with characters.
Theorem 4. If the group G acts on a locally compact space X then for the convolutions of a continuous function f : X → C with
characters χ,ψ : G → C the following relations hold:
f ∗ χ(τ x) = χ(τ ) f ∗ χ(x) for any τ ∈ G, x ∈ X. (8)
In particular, the convolution with a ﬁxed character ψ is a projection of C(X) onto the space of eigenvectors of the character ψ , where
the action on functions is deﬁnite by the relation τ f (x) = f (τ x).
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f ∗χ(τ x) =
∫
G
f (tτ x)χ
(
t−1
)
dt = (t = τ−1s)= ∫
G
f (sx)χ
(
s−1τ
)
ds
=
∫
G
f (sx)χ
(
s−1
)
χ(τ )ds = χ(τ )
∫
G
f (sx)χ
(
s−1
)
ds = χ(τ ) f ∗χ(x).
Now, suppose that a function f ∈ C(X) is an eigenvector of a character ψ , i.e. τ f (x) = f (τ x) = ψ(τ ) f (x). Then we have
f ∗ ψ(x) =
∫
G
f (tx)ψ
(
t−1
)
dt =
∫
G
ψ(t) f (x)ψ
(
t−1
)
dt =
∫
G
f (x)dt = f (x).
The theorem is proved. 
We consider in the paper also the convolution with respect to the subgroups Gn ⊂ Zp ,
f ∗n g(x) :=
∫
Gn
f (tx)g
(
t−1
)
dt.
Deﬁnition. The convolution of a function f ∈ C(X) with the trivial character χ0 : G → 1 is called the symmetrization of
f by G and is denoted by σG f or simply by σ f if it is clear what the group is under consideration. Generally, we deﬁne
n-symmetrization of a function f ∈ C(X) by the formula:
σn f (x) =
∫
Gn
f (tx)dμn, (9)
where μn is the Haar measure in the group Gn .
Remark. The deﬁnition of the convolution, Theorem 2 and the most part of other results of this section are valid for
arbitrary compact group of transformations.
Now, it is natural to analyze the place that the convolutions with characters occupy inside continuous functions; an
eﬃcient tool for this is the notion of periodic functions.
3. Periodic functions and the convolution of functions onZp-space
Deﬁnition. A function f on a G-space X is called periodic if there exists k ∈ N such that f (T pk x) = f (x) for all x ∈ X . The
least pk with this property is called the period of the function f and is denoted Per f .
We use later on the same notation both for the character χkr : Z/pr → T as in Lemma 3 and for the character χkr : Zp → T
deﬁned by the property χkr (x) = ζ ar , where a ≡ x (mod pr), a ∈ Z. Thus in the multiplicative writing χkr (T i) = ζ kir .
In particular, characters χkr are periodic functions of the period  pr on the group G = Zp of p-Adic integers and it easy
to proof that the same is true for the convolutions with characters. Note, that the period Per(χkr ) is equal to p
r if (k, p) = 1.
Proposition 2. The convolution of any continuous function f ∈ C(X) on a G-space with the character χkr is a periodic function of the
period  pr . If the period of a function g ∈ C(X) does not exceed pm then the convolution of the function g with any character χkr ,
(k, p) = 1, of the period pr > pm is zero.
Proof. In virtue of Theorem 4 we have
f ∗χkr
(
T p
r
x
)= χkr (T pr ) f ∗ χkr (x) = f ∗χkr (x),
and the ﬁrst assertion of the proposition is proved.
Now, suppose that the period of a function g ∈ C(X) does not exceed pm , that is g(T pm x) = g(x). Then it follows that
g ∗ χkr (x) =
∫
G
g(tx)χ¯kr (t)dt =
∫
G
g
(
T p
m
tx
)
χ¯kr (t)dt = g ∗χkr
(
T p
m
x
)= χkr (T pm)g ∗ χkr (x) = ζ kpmr g ∗ χkr (x).
But in a case r >m and (k, p) = 1 we have ζ kpmr = 1, hence g ∗ χkr (x) = 0. 
For a ∈ G let Fix(a) = {x ∈ X | ax= x} be a set of elements of the G-space ﬁxed under the transformation x → ax.
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Proof. Indeed, if T p
r
x = x then
f ∗ χkn (x) = f ∗ χkn
(
T p
r
x
)= χkn (T pr ) f ∗χkn (x) = ζ kprn f ∗ χkn (x),
thus ζ kp
r
n = 1 if f ∗ χkn (x) = 0. But ζ kp
r
n = 1 is equal to the relation kpr ≡ 0 (mod pn), i.e. r  n that contradicts assumptions
of the proposition. 
The following theorem allows to localize a calculation of the convolution in certain cases.
Theorem 5. For a function f on X and a character ϕ of the group G such that Gn ⊂ Kerϕ the following relation holds:
f ∗ ϕ(x) = 1
pn
pn−1∑
i=0
ϕ(T )−i f ∗n ϕ
(
T ix
)
. (10)
Proof. The proof consists of few equalities:
f ∗ ϕ(x) =
∫
G
f (tx)ϕ
(
t−1
)
dt =
pn−1∑
i=0
∫
T iGn
f (tx)ϕ
(
t−1
)
dt
=
pn−1∑
i=0
∫
Gn
f
(
T i gx
)
ϕ
(
T−i g−1
)
dg =
pn−1∑
i=0
ϕ(T )−i
∫
Gn
f
(
T i gx
)
ϕ
(
g−1
)
dg
= 1
pn
pn−1∑
i=0
ϕ(T )−i
∫
Gn
f
(
T i gx
)
ϕ
(
g−1
)
dμn = 1
pn
pn−1∑
i=0
ϕ(T )−i f ∗n ϕ
(
T ix
)
,
because for the Haar measures we have dμ|Gn = p−ndμn , where μn is the Haar measure in the group Gn . 
Corollary. For any continuous function f on a space X with an action of G = Zp the following relation holds for symmetrizations:
σ f (x) = 1
pn
pn−1∑
i=0
σn f
(
T ix
)
. (11)
Indeed, in this case ϕ(t) ≡ 1.
Consider, for example, the convolution with the characteristic function
νn(t) =
{
1, if x ∈ Gn,
0, if x /∈ Gn
of the subgroup Gn . We have
f ∗ νn(x) =
∫
G
νn
(
t−1
)
f (tx)dt =
∫
Gn
f (tx)dμ = p−n
∫
Gn
f (tx)dμn = p−nσn f (x);
here we use again the relation dμ|Gn = p−ndμn between the Haar measures. In particular,
σn f = pn f ∗ νn(x), (12)
i.e. the symmetrization operator σn coincides with the convolution with the characteristic function, up to a coeﬃcient.
As above, the operator σ0 is denoted simply by σ , σ f =
∫
G f (tx)dt . The property of invariance of Haar measure means
that
∫
Gn
f (tx)dt = ∫Gn f (tαx)dt for all α ∈ Gn , that implies that a function σn f (x) is constant on the orbits of the group Gn;
thus it may be considered as a function on the orbit-space Yn = X/Gn . We preserve the same notation σn f for this function
on the orbit-space Yn , so in this case σn f (y) = σn f (x) for any x ∈ θn(y) from the counter-image of the point y under the
canonical mapping θn : X → Yn onto the orbit-space. The group Gn is open-closed in G , so the characteristic function νn is
continuous of the group G and from the relation (12) and Theorem 2 we get that the function σn f is continuous for any
continuous function f ∈ C(X). Henceforth we have proved the main part of the following statement.
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Composing with the mapping θn onto the orbit-space, we may identify continuous functions ξ on Yn with functions f ◦ θn on X. Then
the mapping σn : C(X) → C(Yn) is a projector onto C(Yn).
To complete the proof of the theorem we have to check the equality σn(ξ ◦ θn) = ξ ◦ θn for any continuous function
ξ ∈ C(Yn). But σn(ξ ◦ θn)(x) =
∫
Gn
ξ(θn(tx))dμn =
∫
Gn
ξ(θn(x))dμn = ξ(θn(x)), because the function ξ ◦ θn is constant on
arbitrary orbit of the group Gn . Theorem 6 is proved.
In this section, till the moment, we stressed our attention on the behavior of functions, when we act on their arguments.
But we may easily translate the main part of our results into functional analysis language using the standard deﬁnition.
Recall that an action of p-Adic group G on a topological space X deﬁnes an action of the group G on the Banach algebra
C(X) by the rule
af (x) = f (ax) for all f ∈ C(X), a ∈ G, x ∈ X .
In this way the group G is considered as a subgroup of the group of automorphisms of the Banach algebra C(X). In
particular, C(X) may be considered as a module over the algebra C(Y ) where Y = X/G , and any element a ∈ G may be
considered as C(Y )-endomorphism of the C(Y )-algebra C(X).
From this point of view we reformulate Theorem 6 as follows.
Theorem 7. An action of the group on a locally compact normal space X deﬁnes in C(X) a ﬁltration θ∗C(Y ) ⊂ θ∗1 C(Y1) ⊂ · · · ⊂
θ∗n C(Yn) ⊂ · · · consisting of Banach algebras θ∗n C(Yn), with θn : X → Yn = X/Gn the canonical mapping onto the orbit space. There
exist the canonical symmetrization projections σn : C(X) → θ∗n C(Yn) of θ∗C(Y )-modules.
In addition, for a compact Zp-space we formulate a topological theorem that can be deduced from Theorem 7 if we note
that
⋃∞
i=0 θ∗n C(Yn) is dense in C(X).1
Theorem 8. If the group G = Zp acts on a compact space X then the space X is the limit of the inverse system X = lim←−{Yn, n → ∞}
of the orbit-spaces.
Proposition 2 shows that the convolution of any function f ∈ C(X) with the character χkm is a periodic function of
the period  pm . The sum of convolutions of this type gives us again a periodic function of the period  pm . We give
now a simple answer to the natural question: does there exist for any periodic function f ∈ C(X) of the period  pm a
decomposition into a sum of convolutions with characters of the period  pm?
Theorem 9 (Decomposition theorem). For any function f ∈ C(X) of the period pm there exists a unique decomposition into the sum
f =
pm−1∑
i=0
f i of functions such that fi(T x) = ζ im f (x).
The function fi is the convolution of the function f with the character χ im.
Proof. We begin with a simple fact about sums of characters: for any h ∈ Zp we have
pm−1∑
i=0
χ im(h) =
{
0, if h ≡ 0 (mod pm),
pm, if h ≡ 0 (mod pm) or
1
pm
pm−1∑
i=0
χ im(h) =
{
0, if h ≡ 0 (mod pm),
1, if h ≡ 0 (mod pm). (13)
Indeed,
pm−1∑
i=0
χ im(h) =
pm−1∑
i=0
ζ ihm =
⎧⎨
⎩
ζ
pmh
m −1
ζhm−1 = 0, if h ≡ 0 (mod p
m),
pm, if h ≡ 0 (mod pm).
In the multiplicative writing the relations (13) means that for any h ∈ Z hold the equalities
pm−1∑
i=0
χ im
(
T h
)= {0, if h ≡ 0 (mod pm),
pk, if h ≡ 0 (mod pm) or
1
pm
pm−1∑
i=0
χ im
(
T h
)= {0, if h ≡ 0 (mod pm),
1, if h ≡ 0 (mod pm). (14)
Applying the relation (13) to the convolution with a function f of the period  pm we get
1 We see later that it is really true.
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pm−1∑
i=0
χ im(x) =
∫
G
f (tx)
pm−1∑
i=0
χ im
(
t−1
)
dt
=
pm−1∑
j=0
∫
T jGm
f (tx)
pm−1∑
i=0
χ im
(
t−1
)
dt =
pm−1∑
j=0
∫
Gm
f
(
T jtx
) pm−1∑
i=0
χ¯ im
(
T j
)
dt
=
∫
Gm
f
(
T 0tx
)
pm dt = pm f (x)μ(Gm) = f (x),
thus
f =
pm−1∑
i=0
f ∗ χ im. (15)
But Theorem 4 shows that f ∗χ im(T x) = χ im(T ) f ∗χ im(x) = ζ im f ∗χ im(x), thus the decomposition (15) has the form required
in Theorem 9.
It remains only to proof the uniqueness of a decomposition f =∑pm−1i=0 f i into functions with the property f i(T x) =
ζ im fi(x). By iterations this property we obtain a system of equations:
f
(
T jx
)= p
m−1∑
i=0
ζ
i j
m fi(x)
(
j = 0,1, . . . , pm−1).
The determinant d of this pm × pm-system is Vandermonde determinant∏
0i< j<pm
(
ζ im − ζ jm
) = 0,
thus the system has the unique solution which is completely determined by the data { f , T f , T 2 f , . . . , T pm−1 f } depending
only on f .
The determinant d may be calculated explicitly using the fact that the square d2 is the discriminant D(P (x)) of the
polynomial P (x) = xpm − 1, hence
d2 = (−1)pm(pm−1)/2
pm−1∏
i=0
P ′
(
ζ im
)= (−1)pm(pm−1)/2 p
m−1∏
i=0
pm
(
ζ im
)pm−1
= (−1)pm(pm−1)/2pmpm (−1)1−pm = (−1)(pm−1)(pm−2)/2pmpm
(see, for instance, [7, Chapter 1, 3.1–3.3]). In particular, d2 = (−1)(pm−1)/2pmpm if p > 2.
The proof of Theorem 9 now is completed. 
Remark. The last part of the proof is a specialization of the general principle of linear independence of eigenvectors corre-
sponding to different eigenvalues.
4. Integral closure of C(X/G) in C(X) for an action of p-Adic group G on a space X
For simplicity, in this section a G-space X is supposed to be compact. We identify the algebra C(Y ) = C(X/G) with a
subalgebra of C(X) via the inclusion θ∗ : C(Y ) → C(X) induced by the mapping θ : X → Y = X/G onto the orbit-space and
begin with the following observation.
Proposition 4. If a function f ∈ C(X) satisﬁes an equation P ( f ) = 0, where P (ω) is a monic polynomial P (ω) ∈ C(Y )[ω] with
coeﬃcients in C(Y ), then the function f takes only ﬁnite number of different values on any pre-image θ−1(y), y ∈ Y .
Proof. If P (ω) = ωn + a1(y)ωn−1 + · · · + an−1(y)ω + an(y), y ∈ Y , then for any y0 ∈ Y the values f (x), x ∈ θ−1(y0), satisfy
the equation(
f (x)
)n + a1(y0)( f (x))n−1 + · · · + an−1(y0) f (x) + an(y0) = 0.
But this polynomial equation possesses no more than n different roots, whence the required result. 
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different values on the pre-image θ−1(y) of any point y ∈ Y .
Corollary. For a mapping θ : X onto−→ Y any function f ∈ Z [θ∗C(Y ),C(X)] from the integral closure of the ring θ∗C(Y ) in C(X) is
θ -ﬁnite.
In this section we prove that the converse statement, practically, is true for the canonical mapping θ : X → Y = X/Zp
onto the orbit-space, if X is compact.
For this aim, further on we assume that the G = Zp and G-space X is locally connected. Then the orbit-space Y = X/G
is also locally connected, because the canonical mapping θ : X → Y is an open map.
For a mapping θ : X → Y of locally connected spaces the pre-image of an open subset θ−1(U ) is decomposed into
connected pairwise disjoint open components Uα which also are closed in θ−1(U ). In particular, if a mapping θ is open-
closed and the open set U is connected then this mapping maps any component Uα onto U . In a case Y = X/Zp we can
say much more.
Lemma 7. The set {y ∈ Y , |θ−1(y)| pn} is closed.
Proof. If the orbit θ−1(y0) = Gx0 consists of more than pn points, there exists a decomposition θ−1(y0) =⋃mi=1 Ei into
pairwise disjoint closed (= open in θ−1(y0)) subsets Ei with m > pn . Furthermore, we may found sets Di (i = 1, . . . ,m)
which are open in Y , such that Di ∩ D j = ∅ if i = j and Di ∩ θ−1(y0) = Ei . Choose a connected neighborhood W of the
point y0 with the property θ−1(W ) ⊂⋃ni=1 Di . As the mapping θ is open-closed on θ−1(W ), the sets θ(θ−1W ∩ Di) are
open-closed in W , hence θ(θ−1W ∩ Di) = W for all i = 1, . . . ,m. It follows that for any y ∈ W the intersection of the
pre-image θ−1(y)∩ Di is non-void for all i = 1, . . . ,m. So, for all y ∈ W the pre-image |θ−1(y)| contains at least m different
points and the lemma is proved.
Deﬁnition. A subset A ⊆ X is called simple if it is a component of the set θ−1θ(A) = GA =⋃g∈G gA.
Deﬁnition. An open subset U ⊂ Y is of r-type if the number of components {E} of the pre-image θ−1(U ) is pr and the
group G permutes the components, while Gr E = E for any such component.
Lemma 8. Any connected open set W ⊂ Y is of r-type for some r = 0,1, . . . .
Proof. Take arbitrary point y ∈ W . As W is connected, any open-closed subset of θ−1(W ) is mapped onto W , hence any
component E of θ−1(W ) intersects the compact set θ−1(y). It follows, that the number of components of θ−1(W ) is ﬁnite.
If E is a component of the set θ−1θ(E) = θ−1(W ) then for any g ∈ G the sets E and gE either are disjoint or coincide.
Indeed, if the sets E and gE have non-void intersection then E ∪ gE is a connected set containing the set E lying in
θ−1θ(E) = GE , thus E ∪ gE ⊂ E because a component of the set θ−1θ(E) = θ−1(W ) is maximal connected subset of this set.
In particular, gE = E if the sets E and gE have non-void intersection and the group G permutes the components. Finally,
the stabilizer St E of the component E is a closed subgroup of G = Zp , henceforth it coincides with Gr for some r in virtue
of Lemma 2. 
Lemma 9. For an open set A the stabilizer St(A) = {g ∈ G | gA ⊂ A}.
Proof. Suppose that gA ⊂ A and let a ∈ A be an arbitrary element of the set A. There exists an index k such that Gka ∈ A.
Then t p
k ∈ Gk for any t ∈ G and we have g−1a = gpk−1gpka ⊂ gpk−1A ⊂ A. Thus g−1a ∈ A for any a ∈ A, i.e. g−1A ⊂ A.
Therefore gA ⊂ A implies A ⊂ g−1A ⊂ A, hence g−1A = A and gA = A. The lemma is proved. 
We may reformulate these statements in another mode.
Proposition 5. For a simple set A the group G acts on components of the set θ−1θ(A) by permutations. If a simple set A is open then
the stabilizer St(A) is an open subgroup Gk of the group G for some k. In particular, for an open simple set A the number of components
of the set G A = θ−1θ(A) is pk for some k.
In fact, if M is another component of the set θ−1θ(A) and b ∈ M then the orbit Gb intersects the set A, i.e. hb ∈ A for
some h ∈ G . Then the connected set h−1A intersects the component M , hence, as above, it follows h−1A ⊂ M . But in this
case A ⊂ h−1M where h−1M is connected; in virtue of Lemma 9 that implies the equality h−1M = A. Thus, M = hA and
the ﬁrst part of the proposition is proved.
The second claim of the lemma is the direct consequence of Lemma 8 and the proof of the proposition is accom-
plished. 
A.V. Zarelua / Topology and its Applications 159 (2012) 2009–2020 2019Deﬁnition. The exponent k of the power pk involved in Lemma is called the height of the simple set A, hA. In general, for
a G-invariant set A the height hA is the least number m ∈ N such that GmA = A or, equivalently, GmA ⊂ A.
It is clear that simple sets form a basis of the space X , when the space X is locally connected. Thus, any ﬁnite open
covering Ω = {Ui}si=1 of a compact locally connected space X has a reﬁnement consisting of a ﬁnite set of open simple sets.
Now we apply the results on the topological structure of spaces with a Zp action to prove the following proposition.
Proposition 6. Let θ : X onto−→ Y = X/Zp be the canonical mapping onto the orbit-space. Then roots in C(X) of equations X pk = f pk ,
f ∈ θ∗C(Y ) (k ∈ N ∪ {0}), separate points and closed subsets of the space X.
Proof. Suppose x0 ∈ X and W  x0 is an open neighborhood of the point x0. Choose a pair of simple neighborhoods U , V of
the point x0 such that x0 ⊂ U ⊂ U ⊂ V and ﬁnd a continuous function f ∈ C(Y ) such that f | Y \ θ(V ) = 0 and f | θ(U¯ ) = 1.
If pk is the period of the simple open set V then θ−1θ(V ) =⋃pk−1i=0 T i(V ). Consider a function ε(x) on the open set θ−1θ(V ),
which takes value ε(x) = ζ ik if x ∈ T i V , and a function ω = ε(x) f (θ(x)) deﬁned on the whole space X , where we put
ω(x) = 0 if x /∈ θ−1θ(V ). It is easy to see that the function ε(x) f (θ(x)) is continuous on the space X . Thus ω(x) = 0 if x /∈ W
and ω(x0) = ε(x0) f (θ(x0)) = ε(x0) = 1, because x0 ∈ U ⊂ V = T 0V . On the other hand, ωpk (x) = εpk (x) f pk (θx) = f pk (θx) if
x ∈ θ−1θ(V ), and ωpk (x) = 0= f pk (θx) if x /∈ θ−1θ(V ); in both cases ωpk (x) = f pk (θx). The proposition is proved. 
Now we are ready to formulate, in case of Zp action, more strict result than Katetov’s Theorem 1.
Theorem 10. If the group Zp acts on a compact space X and θ : X → Y = X/Zp is the canonical mapping onto the orbit-space then
the ring of functions generated by roots of equations ωp
k = f ◦ θ , k ∈ N ∪ {0}, is dense in C(X). In particular, the integral closure
Z [θ∗C(Y ),C(X)] is dense in the normed algebra of continuous functions C(X).
Proof. Proposition 6 asserts that roots of equations ωp
k = apk separate points and closed subset of the compact space X ,
henceforth by Stone–Weierstrass theorem the ring generated by such roots is dense in C(X). Roots of that type belong to
the integral closure Z [θ∗C(Y ),C(X)], thus the integral closure Z [θ∗C(Y ),C(X)] is dense in C(X) as well. 
Corollary 1 (Peter–Weyl theorem for Zp). Linear combinations of characters are dense in C(Zp).
Indeed, in case of X = Zp the orbit space Y is a point, hence Theorem 10 asserts that linear combinations of characters
are dense in C(Zp), because the products of characters are characters too.
Yet, we formulate two other corollaries for the canonical mapping θ : X → Y = X/Zp in case the space X is compact.
Corollary 2. θ -ﬁnite functions are dense in C(X).
Indeed, the corollary of Proposition 4 implies that any function ξ ∈ Z [θ∗C(Y ),C(X)] is θ -ﬁnite, hence Theorem 10 gives
us the desired result.
Corollary 3. Periodic functions are dense in C(X).
The functions ω(x) involved in the proof of Proposition 6 are periodic with the period pk by its deﬁnition. It is clear also
that any polynomial in periodic functions is periodic function as well. Thus, the ring of periodic functions is dense in C(X)
by arguments used in the proof of Theorem 10.
The relation (15) shows that if f is a periodic function and f ∗ χkm = 0 for all characters χkm then f = 0. We show now
that it is true for arbitrary continuous function f ∈ C(X) if X is a compact Zp-space.
Theorem 11. If p-Adic group G acts on a compact locally connected space X and for a continuous function f ∈ C(X) the convolutions
f ∗χ im = 0 are zero for all characters then f = 0.
Proof. The subgroup Gl is open-closed in G , so a function δl(t) =
{
pl, if t ∈ Gl,
0, if t /∈ Gl is continuous on Zp . It is clear that the
sequence {δl(t)} deﬁnes the δ-function centered at 0, when l → ∞. Denote Ml(a) = supt∈Gl | f (ta) − f (a)|. Then∣∣ f ∗ δl(a) − f (a)∣∣=
∣∣∣∣
∫
G
[
f (ta)δl
(
t−1
)− f (a)]dt∣∣∣∣=
∣∣∣∣
∫
Gl
(
f (ta) − f (a))pl dt∣∣∣∣

∫ ∣∣ f (ta) − f (a)∣∣pl dt  Ml(a)pl
∫
dt = Ml(a). (16)Gl Gl
2020 A.V. Zarelua / Topology and its Applications 159 (2012) 2009–2020From Corollary 1 of Theorem 10 it follows that for any ε > 0 there exists a linear combination of characters ψs such that
|δl(t) −∑qs=1 λsψs(t)| < ε for all t ∈ G . But∣∣∣∣∣ f ∗
(
δl −
q∑
s=1
λsψs
)
(x)
∣∣∣∣∣
∫
G
∣∣ f (tx)∣∣
∣∣∣∣∣
(
δl
(
t−1
)− q∑
s=1
λsψs
(
t−1
))∣∣∣∣∣dt  ε‖ f ‖,
so the assumptions of the theorem imply the inequality ‖ f ∗ δl‖  ε‖ f ‖ for all ε > 0, hence f ∗ δl = 0. The relation (16)
gives now the inequality | f (a)| Ml(a), while from continuity of the function f we deduce that liml→∞ Ml(a) = 0. Therefore
f (a) = 0 for all a ∈ X . 
Corollary. If α,β ∈ C(X) and α ∗ χ = β ∗χ for all characters χ then α = β .
Remark. The assumption that spaces in this section are locally connected is used only to simplify arguments and may be
omitted.
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