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Teil I.
Einleitung
1

1. Motivation
Die Erschließung regenerativer Energiequellen ist wesentliche Grundlage einer zukünfti-
gen Energieversorgung. Mit der Sonne als größtem Energielieferanten gewinnt die Solar-
forschung mehr und mehr an Bedeutung.
Diese Arbeit leistet einen bescheidenen Beitrag für die Effizienzsteigerung solarthermi-
scher Parabolrinnenkraftwerke, in denen die Energie der Sonne in Wärme und schließlich
in elektrische Energie umgewandelt wird. Die wechselhafte Natur der solaren Einstrah-
lung, angestrebt hohe Betriebstemperaturen und Flüssigsalz als neues Wärmeträgerme-
dium geben Anlass zur regelungstechnischen Fragestellung, auf welche Art und Weise die
entstehenden Temperaturen für einen effizienten und sicheren Kraftwerksprozess gesteu-
ert werden müssen. Diese Arbeit findet in den folgenden Kapiteln Antworten, indem der
thermodynamische Hintergrund eines Parabolrinnenkraftwerks beleuchtet wird und auf
einem beschreibenden Modell aufbauend verschiedene Regelkonzepte auf ihre Eignung
zur Temperaturstabilisierung hin untersucht werden. Die zugrundeliegende Dynamik
kann durch hyperbolische partielle Differentialgleichungen erster Ordnung beschrieben
werden.
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2. Stand der Technik
2.1. Parabolrinnenkraftwerke
2.1.1. Geschichte und Eingliederung
Das erste Parabolrinnenkraftwerk ging 1984 in den USA ans Netz (vgl. Quaschning [24]).
In der kalifornischen Mojave-Wüste wurden bis 1990 weitere acht Anlagen zur Umwand-
lung von Sonnenwärme in elektrischen Strom in Betrieb genommen. Europa startete 2008
in Spanien mit „Andasol 1“ den stromproduzierenden Parabolrinnenbetrieb. Neben der
USA und Spanien entstanden und entstehen mittlerweile auch in anderen Ländern Pa-
rabolrinnenkraftwerke für den Betrieb am Netz.
Das Deutsche Zentrum für Luft- und Raumfahrt (DLR) forscht seit über 30 Jahren
im Gebiet der konzentrierenden Solarthermie. Im 2011 gegründeten Institut für So-
larforschung fließen Wissen und Kompetenz des DLR darüber zusammen, wie die aus
gebündelter Solarstrahlung gewonnene Wärme nutzbar gemacht werden kann. Dabei
werden vier verwendete Techniken unterschieden. Punktfokussierende Systeme werden
durch Solartürme oder Dishanlagen realisiert. Die Parabolrinne gehört zusammen mit
den Fresnel-Kollektoren zu den linienfokussierenden Systemen (siehe Abb. 2.1)1.
Diese Arbeit bezieht sich auf die Technik der Parabolrinne. Viele Konzepte sind aller-
dings allgemein auf linienfokussierende Systeme anwendbar.
2.1.2. Kollektorfeld
Die Fokussierung der Sonnenwärme in einer Parabolrinne beruht auf einer einfachen Geo-
metrie: Jede Parabel besitzt einen Brennpunkt. Parallel auf eine Parabellinie eintreffende
Strahlen werden so reflektiert, dass sie sich alle in einem Punkt, dem Brennpunkt, tref-
fen. Wird dieses Prinzip um eine dritte Dimension erweitert, entsteht ein Parabolspiegel
mit einer Linie als Fokalgeometrie (siehe Abb. 2.2)1.
1Unterabbildungen aus Quaschning [24]
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2. Stand der Technik
(a) Parabolrinne (b) Dish
(c) Fresnel (d) Turm
Abbildung 2.1.: Möglichkeiten der Konzentration solarer Einstrahlung.
Links linienfokussierende, rechts punktfokussierende Systeme
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2.1. Parabolrinnenkraftwerke
(a) Skizze des Spiegelquerschnitts (b) Technische Umsetzung in der Parabolrinne
Abbildung 2.2.: Fokussierung der Sonnenstrahlen in der Parabolrinne.
In dieser Fokallinie befindet sich beim Parabolrinnenkraftwerk ein Absorberrohr als Re-
ceiver, das die gebündelte solare Einstrahlung in Wärme umwandelt und schließlich an
ein Wärmeträgermedium abgibt, das in seinem Inneren fließt. Die Sonnenenergie wird
durch diesen Fließprozess aus dem Kollektorfeld transportiert und gelangt am Austritt
in die Dampfturbinenanlage. Hier erfolgt die Erzeugung elektrischer Energie aus der
zugeführten thermischen Energie.
Die Energieumwandlung im solarthermischen Kraftwerk erfolgt demnach in zwei ver-
schiedenen Prozessen, die jeweils dem Kollektorfeld und der Turbinenanlage zugeschrie-
ben werden können. Die Kopplung beider Prozesse kann ausreichend über die thermo-
dynamischen Größen (Temperatur, Druck, thermische Leistung) repräsentiert werden,
die an den Verbindungsstellen am Anfang und am Ende des Kollektorfelds übergeben
werden. Diese Zweiteilung wird in dieser Arbeit ausgenutzt, indem allein die Prozes-
se des Kollektorfeldes beleuchtet werden. Der Wirkungsgrad der Turbinenanlage wird
durch den theoretisch begrenzenden Carnot-Wirkungsgrad abgeschätzt (siehe Baehr und
Kabelac [1]). Ist Tout die Kollektorfeldaustrittstemperatur, und damit in etwa die Ein-
trittstemperatur des Turbinenkreislaufs, und Tamb die Umgebungstemperatur, so ist der
Wirkungsgrad der Dampfturbinenanlage höchstens der Carnot-Wirkungsgrad
ηC = 1− Tamb,K
Tout,K
.
Da alle technischen Realisierungen, aus thermischer Energie Strom zu erzeugen, diesen
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Wirkungsgrad anstreben, führt der Einfluss
lim
Tout→∞
ηC(Tout) = 1
der Kollektorfeldaustrittstemperatur Tout auf den maximal möglichen Wirkungsgrad
ηC(Tout) zu Forschungsansätzen, die auf eine Steigerung der Austrittstemperatur Tout
abzielen.
2.1.3. Neue Wärmeträgermedien
Aus diesem Grund verfolgen aktuelle Forschungsarbeiten den Betrieb von Parabolrin-
nenkraftwerken mit neuen Wärmeträgermedien, die höhere Temperaturen erlauben. Her-
kömmliches Thermoöl, wie es in den meisten Kraftwerken am Netz verwendet wird,
beschränkt wegen seiner chemischen Zusammensetzung den Betrieb auf ca. 400°C. Al-
ternative Wärmeträgerfluide sind z.B. Salz und Wasser.
Letzteres erlaubt eine Direktverdampfung noch im Absorberrohr des Kollektorfeldes,
um ohne weiteren Wärmetausch und damit verbundene Energieverluste direkt in den
Dampfturbinenkreislauf geführt zu werden (vgl. DLR-Projekt DUKE, Feldhoff et al.
[13]). Ein Nachteil besteht in Speicherproblemen. Gleichzeitig erhöhen die unterschied-
lichen Stoffeigenschaften von Wasser und Wasserdampf den Regelungsaufwand.
Zwar mit herkömmlicher Wärmeübertragung am Kollektoraustritt und einer zu beach-
tenden Erstarrungstemperatur, aber dafür mit großem Speicherpotential und homogenen
Stoffwerten kann Flüssigsalz als Wärmeträgermedium eingesetzt werden (vgl. Wittmann
et al. [30]). Diese Arbeit untersucht eine Nitratsalz-Mischung von 60% NaNO3 und 40%
KNO3 (siehe Zavoico [31]). Erstarrungs- und Zersetzungstemperatur erlauben einen Be-
trieb im Temperaturbereich von T ∈ [Tmin, Tmax] ≈ [250°C, 600°C].
2.2. Regelungstechnische Problemstellung
Die regelungstechnische Herausforderung bei der Prozessoptimierung im Parabolrinnen-
kraftwerk ergibt sich aus dem Zusammenspiel von solarer Einstrahlung auf das Kollek-
torfeld, dem Massenfluss durch das Absorberrohr und der resultierenden Austrittstem-
peratur. Im regelungstechnischen Sinn ist hierbei der Massenfluss m˙ die Stellgröße, die
Austrittstemperatur Tout die Regelgröße und da auf die solare Einstrahlung kein Einfluss
ausgeübt werden kann, fließt sie als Störgröße ein. Sie ist von Ort und Zeit abhängig
und wird mit Gb(x, t) bezeichnet.
Das Ziel der Sollwertfolge der Regelgröße klärt Abschnitt 2.2.1. Auf Stell- und Störgröße
geht Abschnitt 2.2.2 ein.
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2.2. Regelungstechnische Problemstellung
2.2.1. Temperaturstabilisierung Tout(t) ≡ const.
Die Effizienz der Energieumwandlung lässt sich grob durch zwei Wirkungsgrade be-
schreiben. Das Kollektorfeld erreicht bei der Umsetzung von Einstrahlungsenergie in
thermische Energie einen thermischen Wirkungsgrad ηth. Die Umwandlung thermischer
in elektrische Energie geschieht mit dem Faktor ηel < ηC . Trotzdem der Wirkungsgrad
ηel in dieser Arbeit nicht genauer untersucht wird, kann die qualitative Abhängigkeit des
Gesamtwirkungsgrads η = ηth·ηel ≈ ηth·ηC von der Austrittstemperatur skizziert werden
(siehe Abb. 2.3). Bei fester Kollektorfeldeintrittstemperatur Tin fällt der thermische Wir-
kungsgrad mit steigender Austrittstemperatur Tout, während der Carnot-Wirkungsgrad
ηC gleichzeitig steigt. Der Gesamtwirkungsgrad als Produkt derselben besitzt ein Maxi-
mum bei einer Temperatur Topt, die als angestrebte Soll-Temperatur Tsoll = Topt in das
Regelproblem einfließt. Eine Prozessoptimierung wird Tout(t) ≡ Tsoll zum Ziel haben.
Der scheinbare Widerspruch zwischen einer Temperaturstabilisierung Tout(t) ≡ Tsoll
und dem in Kapitel 2 geschilderten Forschungsziel einer Erhöhung der Austrittstem-
peratur Tout kann aufgelöst werden, indem die Temperaturstabilisierung als ein der Er-
schließung höherer Temperaturbereiche nachfolgendes Problem betrachtet wird. Im Fall
Topt > Tmax einer technisch unnerreichbaren Optimaltemperatur ist aus Sicherheitsgrün-
den außerdem eine Temperaturstabilisierung Tout(t) ≡ Tsoll / Tmax sinnvoll.
2.2.2. Stellgröße vin(t) und Störgröße Gb(x, t)
Der Fluidmassenstrom als Stellgröße wird über eine Speisepumpe geregelt. Sie liegt nor-
malerweise am Eintritt des Kollektorfeldes. Damit ist die Regelgröße genauer als Ein-
trittsmassenstrom m˙in(t) ∈ R in das Kollektorfeld zu bezeichnen. Aus technischen Be-
dingungen ergeben sich später Einschränkungen an realisierbare Massenströme. Da der
Massenstrom über die Dichte von der Fluidtemperatur abhängt, wird in dieser Arbeit
vorrangig mit der Fließgeschwindigkeit als unabhängige Größe gearbeitet. Die Umrech-
nung erfolgt über m˙in = A · ρ(Tin) · vin.
Die solare Einstrahlung Gb(x, t) variiert in Ort und Zeit. Dafür sind z.B. Wolkenbe-
wegungen oder der tageszeitabhängige Sonnenstand verantwortlich. Schwankungen der
Einstrahlung wirken sich auf die Temperaturentwicklung im Kollektorfeld aus und wer-
den im Idealfall durch eine Anpassung des Massenstroms m˙in ausgeregelt.
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Abbildung 2.3.: Skizze der wesentlichen Wirkungsgrade
2.3. Regelungsansätze
In kommerziell betriebenen Parabolrinnenkraftwerken werden heute hauptsächlich li-
neare PID-Regler für die Kontrolle der Austrittstemperatur eingesetzt. Der nichtlineare
Charakter der Wärmetransportprozesse und die Tatsache, dass eine unbeständige solare
Einstrahlung im kontrolltheoretischen Sinn als dynamisch variierende Störgröße aufzu-
fassen ist, stellen wesentliche Herausforderungen an die verwendeten Reglergesetze und
führen mit dem Ziel einer verbesserten Regelgüte auf erweiterte Reglerstrukturen. Eine
Übersicht verschiedener Entwicklungen gibt Camacho [6, 7]. Eine umfangreiche Ana-
lyse und die erweiterte Auslegung eines PI-Reglers für ein Ölsystem gibt Zunft [32].
Aus der Vielzahl der entwickelten Reglerstrukturen werden in dieser Arbeit zwei näher
betrachtet, die den angesprochenen Herausforderungen Rechnung tragen.
2.3.1. Modellbasierte prädiktive Regelung (MPR)
Die Arbeiten von Trebing [29] und Morille [22] ebnen den Weg für eine prozessangepasste
Regelung bei der Direktverdampfung mithilfe einer modellprädiktiven Regelung (MPR,
engl. MPC).
Die Wahl der Stellgröße erfolgt hierbei über eine vorhersagebasierte, computergestütz-
te Optimierung. Auf der Grundlage eines dynamischen Modells der Regelstrecke wird
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die Austrittstemperatur um weitere über das gesamte Kollektorfeld beobachtete Größen
ergänzt und diese Beobachtungen zusammen mit einer Vorhersage für die solare Ein-
strahlung genutzt, um eine optimale Steuerung zu berechnen. Eine Einführung in die
modellprädiktive Regelung geben z.B. Camacho und Bordons [5], Rawlings und May-
ne [25], Grüne und Pannek [14]. Zur nichtlinearen modellprädiktiven Regelung mit und
ohne Totzeiten siehe auch Reble [26]. Die wesentlichen Merkmale einer MPR sind die
folgenden:
Dynamisches Modell der Regelstrecke Für eine Vorhersage der Temperaturentwick-
lungen im Kollektorfeld ist ein Prozessmodell notwendig, das die zugrundeliegende Dy-
namik möglichst genau abbildet. Die rechnergestützte Optimierung bedarf außerdem
einer (numerischen) Implementierung.
Kostenfunktional J Ziel der Optimierung ist die Minimierung der Kosten. Sie werden
in einem Kostenfunktional J zusammengefasst. Dieses kann Abweichungen der Regel-
größe, den Regelaufwand (|u|, |u˙|) etc. berücksichtigen. Dem Ziel der Temperaturstabi-
lisierung wird in dieser Arbeit über das Kostenfunktional
J(Tout(·)) :=
ˆ
|Tout(t)− Tsoll|2 dt
entsprochen, das Abweichungen von der Soll-Temperatur aufwiegt. Andere Kosten wer-
den nicht aufgenommen.
Rechenzeit δ Die computergestützte Optimierung der Stellgröße benötigt eine gewis-
se Rechenzeit δ. Startet die Optimierung zum Zeitpunkt t = t0, so ist eine optimierte
Stellgröße zum Zeitpunkt t = t0 + δ verfügbar. Die Rechenzeit ist abhängig von der
gewünschten Genauigkeit der Optimierung, lässt sich andererseits aber auch durch ex-
terne Faktoren wie Prozessorleistung beeinflussen. Letzteres ist der Grund für einen
pauschalen Ansatz der Rechenzeit δ = 150s in dieser Arbeit.
Prädiktionshorizont tph Der Prädiktionshorizont bestimmt den Zeitrahmen der mo-
dellgestützten Vorhersage. Startet die Optimierung zum Zeitpunkt t = t0, so werden
Stell- und Regelgröße im Zeitintervall t ∈ [t0, t0 + tph] ausgewertet und berücksichtigt.
Der Prädiktionshorizont ist an das Regelproblem anzupassen.
Da die optimierte Steuergröße nur für Zeitpunkte t > t0 +δ angewendet werden kann, ist
tph > δ eine notwendige Voraussetzung. Weiterhin ist tph ≥ 2δ eine sinnvolle Einschrän-
kung, die sich aus den diskreten Berechnungszeitpunkten ergibt. So ist das Steuersignal
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für das Zeitintervall [t0, t0 +δ] nur aus der Optimierung zu gewinnen, die zum Zeitpunkt
t = t0− δ gestartet wurde (siehe Abb. 2.4). Letzteres erklärt die vorhandene Rückkopp-
lung des MPR-Regelglieds im Strukturplan des Regelkreises, die die MPR von klassischen
Regelkreisen unterscheidet (siehe Abb. 2.5). Streckendynamik und eine Prädiktion der-
selben laufen in Zeitintervallen der Länge δ parallel ab. Die Signale der Beobachtung,
Steuerung, Störung etc. werden nur zu den diskreten Zeitpunkten t = k·δ, k ∈ N übertra-
gen. Im Regelglied werden damit folgende Größen verarbeitet: Die Soll-Temperatur als
Führungsgröße w, die Einstrahlung als Störung d, die Temperaturen des Kollektorfeldes
als Beobachtung y und die Eintrittsgeschwindigkeit als Stellgröße. Für Prädiktion und
Optimierung der MPR sind Führungs- und Störgröße für das gesamte prädizierte Zeitin-
tervall [t0, t0+tph] zur Verfügung zu stellen (w(t) = Tsoll, d = Gb(x, ·) : [t0, t0+tph]→ R).
Die Vorhersage in der MPR benötigt außerdem das während der Optimierungsrechnung
angewendete Stellsignal u = vin(·) : [t0, t0 + δ] → R (siehe Abb. 2.5 und Tabelle 2.1).
Die Details der verwendeten MPR werden in Kapitel 7 näher erläutert. Auch wenn die
MPR oftmals Nichtlinearitäten, z.B. über das Prozessmodell, beachtet, wird in der Regel
zwischen MPR und nichtlinearer Regelung (NR) unterschieden.
Abbildung 2.4.: MPR-inhärente Zeitpunkte
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Abbildung 2.5.: Schaltbild der modellprädiktiven Regelung
Signal regelungstechnische Größe physikalische Größe zeitliche Referenz*
y
Beobachtungen und Temperaturen des Kollektorfeldes,
t0Regelgröße insb. Austrittstemperatur (Tout)
w Führungsgröße Solltemperatur (Tsoll) [t0, t0 + tph]
d Störgröße Einstrahlung (Gb) [t0, t0 + tph]
u Stellgröße Geschwindigkeit/Massenstrom (vin/m˙in) [t0, t0 + δ]
*bei Signalübertragung zum Zeitpunkt t = t0
Tabelle 2.1.: Signale der modellprädiktiven Regelung
2.3.2. Nichtlineare Regelung (NR)
Im Vergleich zur aktuellen PI-Regelung führt die Berücksichtigung vorhandener Mess-
daten abseits der Austrittstemperatur meist auf nichtlineare Reglerstrukturen. Aus der
Vielzahl der entwickelten Kontrollmöglichkeiten sollen hier noch einige wenige erwähnt
werden, die im Sinne einer modellbasierten Regelung auf Streckeneigenschaften aufbau-
en.
Johansen und Storaa [17] stellen auf Basis der inneren Energie des Wärmeträgermediums
über die gesamte Kollektorlänge einen linearen PID-Regler vor, der über die innere Ener-
gie auch die Austrittstemperatur stabilisiert. Dabei geht, neben Informationen über die
Einstrahlung, die Temperaturdifferenz Tout−Tin nichtlinear in das Reglergesetz ein. Eine
ähnliche Verwendung dieser Differenz im Reglergesetz findet sich bei Tóth, Nagy und
Szeifert [28]. Über örtliche Diskretisierung und nichtlineare Koordinatentransformation
gelangen Barão, Lemos und Silva [2] (siehe auch Igreja et al. [16]) zu einer nichtlinea-
ren Reglerstruktur, in die von n Temperaturen T1, T2, . . . , Tn die Temperaturdifferenz
Tn − Tn−1 am Ende des Kollektorstrangs einfließt. Die Realisierung dieses Teils der
Regelung wurde aufgrund fehlender Temperatursensoren wieder auf Tout−Tin reduziert.
Obwohl in allen erwähnten Arbeiten die nichtlineare Umsetzung eines (diskretisierten)
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örtlichen Temperaturgradienten ∂T∂x zu verbesserten Regelergebnissen führt, verbleibt die
Interpretation der Reglerstrukturen bei einem energiebasierten Zugang und es findet sich
kein Hinweis auf einen Zusammenhang mit der zugrundeliegenden Streckendynamik.
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Der komplexe Aufbau eines Parabolrinnenkraftwerks wird in dieser Arbeit auf die we-
sentlichen Elemente reduziert, die auf die regelungstechnische Fragestellung Einfluss neh-
men. So wird auf thermische Speicher und andere unterstützende Konstruktionen eines
wirtschaftlichen Kraftwerksbetriebs verzichtet. Die genannte Zweiteilung der Kraftwerk-
sprozesse wird insofern genutzt, als sich diese Arbeit allein der Dynamik des Kollek-
torfeldes widmet. Es besteht modellhaft aus vier Parabolspiegeleinheiten in einer Linie,
jeweils von 150m Länge und einer effektiven Spannweite von weff = 5, 45m. Die Gesamt-
länge beträgt damit 600m, flexible Verbindungen ausgenommen. Der in Abbildung 3.1
dargestellte Aufbau bildet einen Kollektorstrang, der als Grundbaustein größerer Kollek-
torfelder gesehen werden kann. Die übliche U-förmige Anordnung der Kollektorstränge
in Loops wird über eine Ergänzung des betrachteten Strangs durch einen zweiten oder
über eine Umstrukturierung desselben in zwei 300m-Stränge erreicht. Eine Übertragbar-
keit der erhaltenen Ergebnisse auf höherdimensionierte Anlagen ist zu erwarten. Weitere
feste Größen sind der Tabelle 3.1 zu entnehmen.
Als Wärmeträgermedium für die Simulationen dient eine bereits untersuchte Nitratsalz-
Mischung von 60% NaNO3 und 40% KNO3. Entsprechend der Bemerkungen zum Ge-
samtwirkungsgrad und die Stoffeigenschaften berücksichtigend (siehe 2.2.1) sollen am
Austritt des Kollektorfeldes Tsoll = 550°C erreicht werden. Die Eintrittstemperatur wird,
über dem Schmelzpunkt, konstant mit Tin = 300°C angenommen. Die inhaltliche Glie-
derung der einzelnen Kapitel ist die folgende.
Kapitel 4 stellt die thermodynamischen Grundlagen der Prozesse im Kollektorfeld be-
Abbildung 3.1.: Untersuchter Aufbau
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Größe Wert Beschreibung Einheit
L 600 Gesamtlänge m
weff 5,45 Effektive Kollktorspannweite m
ηopt 0,75 Optischer Wirkungsgrad -
ρW 8000 Dichte Absorberrohr kgm3
cp,W 500 Spezifische Wärmekapazität Absorberrohr Jkg·K
da 0,070 Außendurchmesser Absorberrohr m
di 0,064 Innendurchmesser Absorberrohr m
Tin 300 Fluidtemperatur am Kollektoreintritt °C
ζ(Tin) 6,1061 Umrechnungsfaktor Massenstrom↔Fließgeschwindigkeit kgm
Tsoll 550 Soll-Temperatur am Kollektoraustritt °C
Tabelle 3.1.: Feste Größen der untersuchten Anlage
reit. Aus Erhaltungsgleichungen werden dynamische Modelle abgeleitet, die später nu-
merische und analytische Verwendung finden. Auf ihre unterschiedliche Verarbeitung
bei Simulation, Prädiktion und Analyse geht Kapitel 5 ein. In Kapitel 6 werden ei-
nige Eigenschaften des Modellverhaltens studiert. Die Auswirkungen solarer Einstrah-
lungsschwankungen auf die Austrittstemperatur beleuchtet der Abschnitt 6.2 über die
Störgrößenübertragung, Abschnitt 6.3 beantwortet elementare Fragen der Regelbarkeit.
Kapitel 7 beschäftigt sich letztendlich mit der Reglersynthese und dem anschließen-
den Vergleich der drei verwendeten Reglerstrukturen. Als Referenzregelung dient eine
PI-Regelung. Als zweites folgt eine nichtlineare Regelung mit Störgrößenaufschaltung,
die sich aus der Streckendynamik ableiten lässt und den angesprochenen nichtlinearen
Regelansätzen ähnelt. Außerdem soll in Anlehnung an die aktuellen Arbeiten zur mo-
dellprädiktiven Regelung bei der Direktverdampfung das Potential einer MPR für das
Salzsystem ermittelt werden. Die Arbeit schließt mit dem Vergleich und einer Bewertung
der drei Reglerstrukturen anhand von Fallbeispielen für die solare Einstrahlung, auch
bzgl. der Genauigkeit ihrer örtlichen Auflösung.
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4. Thermodynamische Modellierung
Die dynamischen Prozesse im Kollektorfeld eines Parabolrinnenkraftwerks unterliegen
den Gesetzmäßigkeiten der Thermodynamik. Die Rohrströmung des Wärmeträgerme-
diums lässt zudem grundlegende Strömungsmechanik in die theoretische Betrachtung
mit einfließen. Da die Temperaturentwicklungen im Fokus stehen, können allerdings
mechanische Vereinfachungen im Modell vorgenommen werden. So wird im Sinne der
Stromfadentheorie (vgl. Durst [9]) jede Feldgröße über den Rohrquerschnitt gemittelt
eingehen, ohne wesentliche Temperaturentwicklungen zu verfälschen. Dazu können (me-
chanische) Impulsbilanzen im Detail vernachlässigt werden, weil die Geschwindigkeit der
Impulsausbreitung alle anderen Ausbreitungsgeschwindigkeiten soweit übersteigt, dass
eine zeitlich stationäre Betrachtung ausreicht. Dadurch können die thermodynamischen
Modelle und Zustandsgrößen druckunabhängig formuliert werden. In der Folge wird der
strömungsmechanische Einfluss allein in der Gleichung zur Massenerhaltung repräsen-
tiert. In einem zweiten Abstraktionsschritt der Modellierung wird dieser Einfluss weiter
reduziert, indem das aus den grundlegenden Erhaltungsgleichungen erhaltene (exak-
te) dynamische Modell (für numerische Simulationen) durch Näherungsmodelle ergänzt
wird, die u.a. eine analytische Behandlung ermöglichen.
Die drei fundamentalen Größen werden Fluid- und Receivertemperatur T,W sowie die
Fließgeschwindigkeit v. Unter Beachtung der örtlichen Ausdehnung des Kollektorfeldes
sind diese von Ort und Zeit abhängig: T,W, v : R × [0,L] → R. Dabei sind T (t, x) und
W (t, x) Temperaturen in °C und v(t, x) die Fließgeschwindigkeit in ms .
4.1. Erhaltungsgleichungen
Alle in der Parabolrinne ablaufenden thermodynamischen Prozesse lassen sich durch
grundlegende Erhaltungsgleichungen beschreiben. In diesem Abschnitt werden die Ener-
giebilanzen für Absorberrohr und Fluid und die Massenbilanz für das fließende Medium,
jeweils in einem Kontrollvolumen der Länge dx, eingeführt.
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4.1.1. Energieerhaltung Absorber
In der Energiebilanz für das Absorberrohr sind drei Wärmeströme beteiligt. Zum einen
erzeugt der Parabolspiegel durch die Konzentration der solaren Einstrahlung einen Wär-
meeintrag Q˙solar. Das erhitzte Rohr strahlt aufgrund der Temperaturdifferenz zur Um-
gebung wiederum Verlustwärme Q˙loss ab. Und letztendlich wird Energie an das Wärme-
trägermedium übertragen: Das Temperaturgefälle zwischen Rohr und Fluid ergibt einen
Wärmestrom Q˙heat (siehe Abb. 4.1).
Wegen der guten Wärmeleitfähigkeit des Absorberrohres kann die Rohrwandtemperatur
als radial konstant angenommen werden. Das ergibt pro Kontrollvolumen eine Tempe-
ratur W (x, t) für die Rohrwand. Ihre zeitliche Entwicklung wird dann in der Energieer-
haltungsgleichung
mW cp,W
∂W
∂t
= Q˙solar − Q˙loss − Q˙heat
ausgedrückt. Wärmeeintrag, -verlust und -übertragung sind abhängig von Rohr- und
Fluidtemperatur und ebenso zeitlich veränderlich. Für ein genaueres Verständnis werden
diese Beziehungen näher erläutert.
Solare Einstrahlung
Solare Strahlung, die auf die Erdoberfläche trifft, lässt sich in direkte und diffuse Strah-
lung aufteilen. Aufgrund der Konzentration von Sonnenstrahlen durch den Parabolspie-
gel lässt sich nur die direkte Strahlung nutzen. Die effektive Einstrahlintensität in W
m2 auf
der Kollektorfläche ergibt sich aus der Gb durch geometrische Faktoren und thermische
sowie optische Wirkungsgrade der Kollektoren. Sind diese bei Tagesverläufen zu berück-
sichtigen, so beschränken sich die regelungstechnischen Untersuchungen dieser Arbeit auf
Zeitintervalle, in denen eine pauschale Berücksichtigung aller Verlustfaktoren über einen
optischen Wirkungsgrad ηopt = 0, 75 ausreicht. Außerdem behalten alle Schlussfolgerun-
gen unabhängig von der tatsächlichen Generierung des verwendeten Wärmeeintrags ihre
Gültigkeit, solange realistische Grenzen nicht überschritten werden (0 ≤ Gb ≤ 1000).
Wo bei einer ganzheitlichen Betrachtung zwischen Solarstrahlung und effektivem Wär-
meeintrag unterschieden wird, verwenden wir ausschließlich eine Größe Gb für die solare
Strahlungsleistung. Daraus errechnet sich der Wärmeeintrag durch
Q˙solar = Gb(t, x) · ηopt · weff · dx
= I(t, x)dx.
Dabei ist Aeff = weff ·dx die effektiv bestrahlte Fläche der Parabolspiegel pro Kontroll-
volumen und die Umrechnung von direkter Solarstrahlung Gb(x, t) auf die Spiegelfläche
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(a) Querschnitt (b) Aufriss/Kontrollvolumen
Abbildung 4.1.: Wärmeströme am Absorberrohr der Parabolrinne
in den längenspezifischen Wärmeeintrag ist durch
I(t, x) = Gb(t, x) · ηopt · weff (4.1)
gegeben. Für Details verweisen wir den interessierten Leser auf Schenk und Eck [27].
Wärmeverlust
Der Wärmeverlust am Absorberrohr aufgrund der Temperaturdifferenz zur Umgebung
wird bei hohen Temperaturen durch Wärmestrahlung dominiert, weil es sich innerhalb
einer evakuierten Glasröhre befindet (siehe Abb. 4.2)1. Wie im Stefan-Boltzmann-Gesetz
der Wärmestrahlung geht die Absoluttemperatur WK = W + 273, 15 in vierter Potenz
ein. Für diese Arbeit wird die Korrelation L = L(W ) = −0, 103 ·WK + 1, 89 · 10−9W 4K
1Unterabbildungen aus Quaschning [24]
(a) Skizze (b) Photographie
Abbildung 4.2.: Receiver im Detail
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nach Burkholder und Kutscher [4] verwendet, die den Wärmeverlust pro Längeneinheit
angibt. Damit gilt
Q˙loss = L(W )dx.
Wärmeübertragung Rohr  Fluid
Das Gesetz der Wärmeübertragung besagt, dass der Energiefluss zwischen zwei Medien
proportional zur Temperaturdifferenz und der Übertragungsfläche ist, Q˙heat ∝ Ac · (W −
T ). Der Wärmeübergangskoeffizient α komplettiert diese Beziehung zur Gleichung der
Wärmeübertragung
Q˙heat = α ·Ac · (W − T ) (4.2)
= α · pi · di · (W − T )dx
= q · dx.
Er ist abhängig von den Stoffeigenschaften des Flüssigsalzes und der Fließgeschwin-
digkeit. Wir werden nachfolgend nur die später verwendeten Größen, Gleichungen und
Fakten aus der Lehre der Wärmeübertragung aufnehmen. Für Hintergründe und Erklä-
rungen verweisen wir z. B. auf McAdams [21].
In der Ähnlichkeitstheorie der Wärmeübertragung werden, unter anderen, Nußelt-, Reynolds-
und Prandtlzahl als (dimensionslose) stoffabhängige Kennzahlen definiert, die für ei-
ne Charakterisierung der Wärmeübertragung bei Strömungen herangezogen werden.
Zum Beispiel lassen sich Rohrströmungen grob anhand der Reynoldszahl in turbulent
(Re > 104) und nicht turbulent (Re < 104) einteilen. Da der Wärmeübergangskoeffizient
bei turbulenter Strömung deutlich höher liegt, ist
Re(T, p, v) = ρ(T, p) · v · di
ν(T, p) > 10
4 (4.3)
anzustreben. Er kann über die Gleichung α = α(T, p, v) = λ(T,p)di · Nu(T, p, v) be-
stimmt werden, wobei für die Nußelt-Zahl wiederum viele Korrelationen existieren. Für
eine turbulente Rohrströmung und unsere Zwecke ausreichend ist die Dittus-Boelter-
Gleichung Nu(T, p, v) = 0, 0235 · Re(T, p, v)0,8 · Pr(T, p)0,4, die die erwähnten Kenn-
zahlen miteinander in Verbindung setzt. Für spätere Untersuchungen soll hier erwähnt
werden, dass die Fließgeschwindigkeit v nur in die Reynoldszahl eingeht und die rechte
Seite obiger Gleichung in zwei Faktoren aufgeteilt werden kann, von denen einer al-
lein von den Stoffwerten abhängt und die Geschwindigkeit den zweiten bildet: Nu =
[0, 0235 · (Re/v)0,8Pr0,4] · [v0,8]. Der Wärmeübergangskoeffizient lässt sich dadurch auch
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ausdrücken über
α(T, p, v) = λ(T, p)
di
·Nu(T, p, v)
= λ(T, p)
di
· 0, 0235 ·Re(T, p, v)0,8 · Pr(T, p)0,4
= λ(T, p)
di
· 0, 0235 · (ρ(T, p) · di
ν(T, p) )
0,8 · Pr(T, p)0,4 · v0,8
= α˜(T, p) · v0,8 (4.4)
wenn α˜ alle (Druck- und) Temperaturabhängigkeiten zusammenfasst.
Von den drei Wärmeströmen zum und vom Absorberrohr lässt sich Q˙solar/I(t, x) als
veränderlicher, äußerer Einfluss auf das System Absorberrohr/Fluid erkennen. Dahinge-
gen hängen Wärmeverlust und –übertragung mit den relevanten Systemgrößen W und
T zusammen.
4.1.2. Energieerhaltung Fluid
Das Fluid nimmt den übertragenen Wärmestrom Q˙heat auf und transportiert die Energie
durch einen von der Speisepumpe geregelten Fließprozess. Durch die Bewegung ist es
notwendig, in der Energiebilanz eine örtliche Energiedifferenz zu berücksichtigen. Hier
tritt auch die Enthalpie h = u+pv als Summe der inneren Energie und Verschiebearbeit
auf:
∂
∂t
(ρu) + ∂
∂x
(ρvh) = Q˙heat
V
4.1.3. Massenerhaltung Fluid
Die Massenerhaltung beschreibt den Zusammenhang von Fließgeschwindigkeit v und der
Dichte ρ(T, p) des Flüssigsalzes:
∂
∂t
ρ+ ∂
∂x
(ρv) = 0
.
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4.1.4. System von Erhaltungsgleichungen
Aus den drei Erhaltungsgleichungen ergibt sich folgendes System von Gleichungen, das
die dynamischen Prozesse in der Parabolrinne vollständig beschreibt:
∂
∂t
ρ+ ∂
∂x
(ρv) = 0
∂
∂t
(ρu) + ∂
∂x
(ρvh) = Qheat
V
mW cp,W
∂W
∂t
= Qsolar −Qloss −Qheat
Diese Gleichungen wurden für ein Kontrollvolumen der Länge dx > 0 hergeleitet. Es ist
ohne weiteres möglich, und für eine mathematische Behandlung sinnvoll, eine infinite-
simale Beschreibung zu geben. Der Faktor dx kann in den Gleichungen zwei und drei
herausgekürzt werden:
Qheat
V
= q · dx
A · dx
dx ·AWρW cp,W ∂W
∂t
= I · dx− L(W ) · dx− q · dx
Das ergibt
∂
∂t
ρ+ ∂
∂x
(ρv) = 0
∂
∂t
(ρu) + ∂
∂x
(ρvh) = q
A
AW · ρW · cp,W ∂W
∂t
= I − L(W )− q
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4.2. Vereinfachende Annahmen
4.2.1. Druckunabhängige Formulierung
Alle intensiven thermodynamischen Zustandsgrößen des Flüssigsalzes hängen grund-
sätzlich von zwei voneinander unabhängigen, z.B. Druck und Temperatur ab: ρ =
ρ(T, p), h = h(T, p), λ = λ(T, p) . . . In Hirsch [15] wird der Einfluss des Drucks p
bzw. von Druckschwankungen ∂p∂t auf die Energiebilanzen eines Fluidelements als ver-
nachlässigbar gering festgestellt. Auch Profos [23] arbeitet unter der Annahme statio-
nären Drucks. Deshalb wird in dieser Arbeit das Druckprofil zeitlich stationär angesetzt:
∂p
∂t = 0. Wegen u = h− pρ , also ρu = ρh− p, kann deshalb die innere Energie u als Größe
des obigen Gleichungssystems aus der zweiten Gleichung eliminiert werden.
∂
∂t
ρ+ ∂
∂x
(ρv) = 0
∂
∂t
(ρh) + ∂
∂x
(ρvh) = q
A
(4.5)
AW · ρW · cp,W ∂W
∂t
= I − L(W )− q
Weiterhin kann die Abhängigkeit der Stoffwerte des Flüssigsalzes vom Druck vernach-
lässigt werden. Das ergibt die Beziehungen ρ = ρ(T ), h = h(T ), λ = λ(T )... Dadurch
verbleiben die Fluidtemperatur T , die Rohrwandtemperatur W und die Fluidgeschwin-
digkeit v als die drei unabhängigen, gesuchten Größen des obigen Gleichungssystems
von Differentialgleichungen. Eine (numerische) Lösung ist daher möglich. Davor ist es
allerdings sinnvoll, die in den Differentialoperatoren auftretenden Zustandsgrößen Dichte
ρ(T ) und spez. Enthalpie h(T ) zu untersuchen.
4.2.2. Lineare Temperaturabhängigkeit von Dichte und spezifischer
Enthalpie
Für Dichte ρ(T ) und spez. Wärmekapazität cp(T ) der Salzmischung werden von Zavoico
[31] Korrelationen aufgeführt. Die lineare Abhängigkeit der Dichte, ρ(T ) = a0 + a1 · T ,
a0 = 2090, a1 = −0, 636 wird übernommen. Da auch für cp(T ) eine lineare Korrelation
besteht, hängt die spez. Enthalpie wegen h(T ) =
´ T
T0
cp(T ) dT zunächst quadratisch von
der Temperatur ab. Allerdings ist im Temperaturbereich T ∈ [260, 600] ein konstanter
Ansatz cp(T ) ≈ cp = 1500 Jkg·K mit einer maximalen Abweichung von absolut 52 Jkg·K
und relativ 3, 3% möglich (siehe Abb. 4.3). Die daraus folgende Korrelation h(T ) =
h0 + cp · T ist mit der Angabe von cp für diese Arbeit ausreichend bestimmt, weil die
spez. Enthalpie ausschließlich differenziert auftritt (siehe (4.5)). Wir haben damit lineare
Temperaturabhängigkeiten für Dichte ρ(T ) und spez. Enthalpie h(T ) gewonnen, die die
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Integration des Systems (4.5) erleichtern werden.
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Abbildung 4.3.: Lineare Korrelationen für dynamisch relevante Zustandsgrößen
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4.3. Differentialgleichungen und deren Lösung
Die drei Erhaltungsgleichungen bilden ein System von (gekoppelten) partiellen Diffe-
rentialgleichungen für die Größen T ,W und v. Bevor wir an dessen numerische Lösung
gehen, können einige Umformungen vorgenommen werden. Daraus wird sich eine ge-
wöhnliche Differentialgleichung für die Geschwindigkeit ergeben, die von den Bestim-
mungsgleichungen der Temperaturentwicklung entkoppelt und mithilfe der in dieser Ar-
beit verwendeten Gesetze der Wärmeübertragung analytisch gelöst werden kann. Es
wird auch ersichtlich werden, welche Anfangsbedingungen bei t = 0 und x = 0 für eine
Lösung wirklich notwendig sind. Diese analytische Vorbehandlung steigert die Effizienz
der später verwendeten numerischen Methoden.
4.3.1. Gleichung für die Geschwindigkeit v
Die zweite Gleichung ∂∂t(ρh) +
∂
∂x(ρvh) =
q
A ist nach Kettenregel ausgeschrieben
ρ · ∂h
∂t
+ h · ∂ρ
∂t
+ ρ · v · ∂h
∂x
+ ρ · h · ∂v
∂x
+ v · h · ∂ρ
∂x
= q
A
.
Die Korrelationen für Dichte und spezifische Enthalpie werden genutzt, um zeitliche und
örtliche Ableitung der spez. Enthalpie gemäß ∂h∂ξ =
cp
a1
· ∂ρ∂ξ , ξ ∈ {t, x} zu ersetzen:
ρ · cp
a1
· ∂ρ
∂t
+ h · ∂ρ
∂t
+ ρ · v · cp
a1
· ∂ρ
∂x
+ ρ · h · ∂v
∂x
+ v · h · ∂ρ
∂x
= q
A
.
(ρ · cp
a1
+ h) · ∂ρ
∂t
+ v · (ρ · cp
a1
+ h) · ∂ρ
∂x
+ ρ · h · ∂v
∂x
= q
A
.
Schließlich erlaubt die Gleichung zur Massenbilanz die Darstellung ∂ρ∂t = − ∂∂x(ρ · v) =
−v ∂ρ∂x − ρ ∂v∂x und die ∂ρ∂x -Terme heben sich nach Einsetzen auf. Es bleibt
−ρ2 · cp
a1
· ∂v
∂x
= q
A
als gewöhnliche Differentialgleichung für die Geschwindigkeit v, wobei ρ = ρ(T ) und
q = q(T, v) zu beachten sind.
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4.3.2. Analytische Lösung der Gleichung für die Geschwindigkeit
Wird die rechte Seite mithilfe der Gleichungen (4.2) und (4.4) zur Wärmeübertragung
dargestellt, ist diese Differentialgleichung durch Trennung der Variablen lösbar.
∂v
∂x
(t, x) = − a1
cp ·A · pidi ·
α˜(T ) · (W − T )
ρ2(T ) · v
0,8
ˆ v(x)
vin
v−0,8dv = − a1
cp ·A · pidi ·
ˆ x
0
α˜(T ) · (W − T )
ρ2(T ) dx
v(t, x) =
(
v0,2in (t)−
1
5 ·
a1
cp ·A · pidi ·
ˆ x
0
α˜(T (t, x)) · (W (t, x)− T (t, x))
ρ2(T (t, x)) dx
)5
(4.6)
Für jeden (festen) Zeitpunkt kann damit zu gegebenem Temperaturprofil das Geschwin-
digkeitsprofil über die gesamte Kollektorlänge berechnet werden, wenn der Anfangswert
v(t, 0) = vin(t) vorgegeben wird. Als „Anfangsbedingung“ recht unscheinbar, ist diese
Fließgeschwindigkeit am Kollektoreintritt und ihre Regelung Kernpunkt dieser Arbeit.
4.3.3. Gleichungen für die Temperaturen T und W
Aus der Gleichung zur Energieerhaltung des Fluids lässt sich eine partielle Differential-
gleichung der Temperatur herleiten. Erneutes Ausnutzen der Massenbilanz lässt in
∂
∂t
(ρh) + ∂
∂x
(ρvh) = q
A
h( ∂
∂t
ρ+ ∂
∂x
(ρv)) + ρ( ∂
∂t
h+ v ∂
∂x
h) = q
A
den ersten Summanden verschwinden. Die Korrelation der Enthalpie führt dann auf
ρ(T )c¯p ·(∂T∂t +v · ∂T∂x ) = qA . Zusammen mit der Gleichung AW ·ρW ·cp,W ∂W∂t = I−L(W )−q
für die Rohrwandtemperatur erhalten wir das System von gekoppelten, nichtlinearen
partiellen Differentialgleichungen erster Ordnung:
kT (T ) · (∂T
∂t
+ v · ∂T
∂x
) = q(T,W, v)
kW · ∂W
∂t
= I − L(W )− q(T,W, v) (4.7)
mit kT (T ) = A · cp · ρ(T ) und kW = AW · cp,W · ρW .
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4.3.4. Numerische Lösung
Aufgrund der Kopplung beider Temperaturgleichungen durch die Wärmeübertragung,
repräsentiert über q = q(T,W, v), und dem nichtlinearen Charakter wird eine numerische
Lösung der Differentialgleichungen herangezogen. Dafür werden die folgenden örtlichen
und zeitlichen Diskretisierungen vorgenommen: Erstens kehren wir zum üblichen Bild
eines Kontrollvolumens zurück, indem die kontinuierlichen Temperaturprofile über dem
Intervall [0,L] in n Kontrollvolumen derselben Länge dx > 0 mit jeweils konstanter
Temperatur zerlegt werden, d.h. aus T = T (t, x) wird T = (T1(t), T2(t), . . . , Tn(t))
(siehe Abb. 4.4). Die örtliche Ableitung ∂T∂x ersetzen wir für jedes Kontrollvolumen
nach dem impliziten Euler-Verfahren durch ∂T∂x (t, xi) =
∂T
∂x (t, i · dx) = Ti(t)−Ti−1(t)dx . Die
Randbedingungen am Kollektoreintritt werden durch T0 := Tin berücksichtigt. Zweitens
wird das Zeitintervall [0, τ ] ebenfalls äquidistant zerlegt und die zeitlichen Ableitun-
gen für jeden Zeitpunkt 0 = t0, t1, . . . , tm durch die explizite Euler-Variante ersetzt:
∂Ti
∂t (tj) =
Ti(tj+1)−Ti(tj)
dt (analog für W (t, x)). Die nötigen Anfangsbedingungen werden
z.B. durch Ti(0) = Wi(0) = Tin gesetzt. Die Berechnung erfolgt dann nach dem Schema
Ti(tj+1) = Ti + dt ·
(q(Ti,Wi, vi)
kT (Ti)
− vi · Ti − Ti−1
dx
)∣∣
tj
Wi(tj+1) = Wi + dt · 1
kW
(
Ii − L(Wi)− q(Ti,Wi, vi)
)
|tj (4.8)
Nachdem die Anfangstemperaturen T (0, x) und W (0, x) eingegeben sind, kann also in
jedem Zeitschritt tj → tj + 1 zunächst das Geschwindigkeitsprofil aus Gleichung (4.6)
bestimmt werden, um danach mithilfe von Gleichung (4.8) den zeitlichen Temperatur-
verlauf zu berechnen.
Abbildung 4.4.: Kontrollvolumen
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4.4. Näherungslösungen
Das grundlegende System von Differentialgleichungen ist
∂
∂t
ρ(T ) + ∂
∂x
(ρ(T ) · v) = 0
kW
∂
∂t
W = I − L(W )− q(T,W, v)
kT (T ) · ( ∂
∂t
T + v ∂
∂x
T ) = q(T,W, v).
Die folgenden Vereinfachungen sind für ein Näherungsmodell möglich:
1. Konstante Stoffwerte im Temperaturbereich T ∈ [300, 600]°C Die Dichte des Flüs-
sigsalzes liegt zwischen 1700 kg
m3 und 1900
kg
m3 . Die zeitlichen und örtlichen Änderungen
der Dichte sind so gering, dass ρ(T ) = ρ = 1900 kg
m3 angenommen werden kann
2. Damit
reduziert sich die erste Gleichung auf ∂v∂x(t, x) = 0. Deswegen ist v(t, x) = v(t, 0) = vin(t)
und für dynamische Betrachtungen nur noch die Geschwindigkeit vin(t) am Kollektor-
eintritt zu beachten3. Damit wird außerdem kT (T ) = A · cp · ρ(T ) = A · cp · ρ¯ = 9168 JKm
temperaturunabhängig. Konstante Stoffwerte werden auch von Zunft [32] für Öl als
Wärmeträgermedium als gute Näherung gesehen.
2. (Linearer) Wärmeverlust in Abhängigkeit von der Fluidtemperatur Der Wärme-
verlust resultiert aus einer Temperaturdifferenz zwischen Receiver und Umgebung. Die
Temperaturdifferenz zwischen Receiver und Fluid liegt im Bereich von 0K bis 10K und
ist im Vergleich zur Receivertemperatur so klein, dass der Ansatz L(W ) ≈ L(T+∆ϑ) mit
einer mittleren Übertemperatur ∆ϑ gerechtfertigt ist. Für eine Näherung ausreichend
genau ist ∆ϑ = 5K.
Die Funktion L des Wärmeverlusts ist ein Polynom vierten Grades bzgl. der Rohr-
wandtemperatur W . Der Betriebsbereich 300-550°C erlaubt eine lineare Approximation
mit einer maximalen Abweichung von 64Wm . (siehe Abb. 4.5). Im Vergleich mit den
Größenordnungen der Einstrahlung I und dem übertragenen Wärmestrom q ist diese
Abweichung vernachlässigbar klein (vgl. Camacho et al. [6]).
Insgesamt bekommen wir eine vereinfachte Version des Wärmeverlusts L(W ) ≈ L(T +
5) ≈ l0 + l1 · T mit l0 = −740Wm und l1 = 2, 8 Wm·°C .
2Die Wahl des oberen Wertes geschieht, um den Eintrittsmassenstrom m˙in = A · vin · ρ(Tin) trotz
konstanter Dichte korrekt abzubilden.
3Bei späterer Verwendung dieser Vereinfachung wird ohne Verwechslungsgefahr vin(t) = v(t) geschrie-
ben.
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Abbildung 4.5.: Wärmeverlust des Absorberrohres
3. Rohrwandgleichung quasistationär In der Differentialgleichung für die Rohrwand-
temperatur bestimmt nach der rechten Seite vor allem die Konstante kW ≈ 2525 WsKm
die tatsächliche Änderungsgeschwindigkeit. Im Vergleich zu kT = 9168 WsKm ≈ 4 · kW und
der Gleichung für die Fluidtemperatur fällt auf, dass bei gleichen Größenordnungen der
rechten Seiten die Änderung ∂W∂t nicht nur 4-fach schneller geschieht, sondern sich die
langsamere Änderung der Fluidtemperatur auch in zeitliche und örtliche Anteile aufteilt.
Diese Geschwindigkeitsunterschiede lassen in vielen Fällen die Näherung ∂W∂t (x, t) = 0
zu, weil die Wandtemperatur in kurzer Zeit einen (nahezu) stationären Wert erreicht,
für den 0 = I − L(W ) − q(T,W, v) gilt. Diese letzte Vereinfachung ist im Sinne einer
realitätstreuen Abbildung der Kollektordynamik am kritischsten zu betrachten. Trotz-
dem ist sie für viele Betriebsszenarien mit noch folgenden Einschränkungen an Stör- und
Regelgrößen hinreichend genau. Außerdem wird sie mehr Einblick in die dynamischen
Beziehungen geben und in die Reglersynthese des nichtlinearen Reglergesetzes eingehen.
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Mit diesen drei Vereinfachungen erhalten wir eine entkoppelte, lineare partielle Dif-
ferentialgleichung erster Ordnung für die Fluid-Temperatur. Denn Gleichung 2 gibt
q(T,W, v) = I − L(W ) ≈ I − (l0 + l1T ) und, eingesetzt in Gleichung drei,
∂T
∂t
(t, x) + vin(t) · ∂T
∂x
(t, x) = − l1
kT
T (t, x) + I(t, x)− l0
kT
(4.9)
Für eine numerische Analyse ergibt die in Abschnitt 4.3.4 verwendete Diskretisierung
die Bestimmungsgleichung
Ti(tj+1) = Ti + dt · (− l1
kT
Ti +
Ii − l0
kT
− vin · Ti − Ti−1
dx
)
∣∣
tj
T0 = Tin.
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4.5. Validierung
Die beiden Modelle für die Dynamik der Parabolrinne wurden aus grundlegenden Erhal-
tungsgleichungen hergeleitet. Dabei wurden einige Vereinfachungen übernommen und
vorgenommen, die die weitere Behandlung erleichtern. Inwiefern durch diese Vereinfa-
chungen Abweichungen von den realen dynamischen Prozessen im Parabolrinnenkraft-
werk entstehen, kann mit einer Validierung der Modelle überprüft werden. Die Validie-
rung geschieht in dieser Arbeit indirekt über das am DLR bereits validierte Modell, das
die Programmiersprache Modelica mit Entwicklungsumgebung Dymola nutzt. Insgesamt
werden zwei Szenarien betrachtet.
Der Abbildung 4.6 ist das Verhalten der Austrittstemperatur bei jeweils sprunghafter
Änderung von Eintrittsgeschwindigkeit in und Einstrahlung auf das Receiverrohr zu
entnehmen. Die maximalen und stationären Abweichungen vom Dymola-Modell sind in
Tabelle 4.1 dargestellt. Die Abbildung des exakten dynamischen Modells in Matlab
zeigt keine wesentlichen Differenzen zum Dymola-Modell. Das stationäre Verhalten im
Näherungsmodell ist ebenfalls gleichwertig, was auf die Gültigkeit der Vereinfachungen
1 und 2 schließen lässt. Die Vernachlässigung der Dynamik der Receivertemperatur zeigt
sich in den deutlichen maximalen Temperaturabweichungen an den Sprungstellen. Eine
quasistationäre Näherung der Receivertemperatur ist nur verwendbar, solange ∂W∂t ≈ 0
die meiste Zeit gültig ist! Dass die Näherung trotzdem oft für eine Schätzung des Verhal-
tens herangezogen werden kann, zeigt ein Betriebsszenario mit sprunghaften Änderungen
von Einstrahlung und Geschwindigkeit (siehe Abb. 4.7). Die maximale Abweichung der
Näherungslösung an der Sprungstelle liegt bei 2K.
Temperaturabweichungen [K] exaktes Modell Näherungsmodell
max. stat. max. stat.
Validierungsszenario 1 1,2 0,8 / 0,7 12,1 0,2 / 0,3
Validierungsszenario 2 0,9 0,8 / 0,1 25,0 0,2 / 2
Tabelle 4.1.: Abweichungen der dynamischen Modelle von Ergebnissen mit Modeli-
ca/Dymola
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Abbildung 4.6.: Validierung
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Abbildung 4.7.: Gültigkeit des vereinfachten Modells
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5. Systeme hyperbolischer partieller
Differentialgleichungen
Das vorangegangene Kapitel liefert ein grundlegendes Modell zur Beschreibung der Kol-
lektordynamik. Daneben wurden weitere vereinfachende Modellannahmen auf ihre Gül-
tigkeit hin überprüft. Allen Modellansätzen ist gemein, dass sich die Fluiddynamik durch
eine hyperbolische partielle Differentialgleichung erster Ordnung beschreiben lässt. Der
dafür wesentliche Term ∂T∂t + v
∂T
∂x ist durch die nichtlineare Verknüpfung von Fließ-
geschwindigkeit und Fluidtemperatur geprägt. Trotz dieser Nichtlinearität bilden die
vereinfachten Modelle lineare Systeme bzgl. T und W und sind für einige Methoden
der linearen Systemanalyse geeignet. Für die Gleichung (4.9) lässt sich für geeignete
Steuerungen eine analytische Lösung angeben.
Die Validierung des letzten Kapitels zeigt, dass die hergeleiteten Prozessmodelle grund-
sätzlich dazu geeignet sind, die Kollektordynamik in Simulationen ausreichend genau
abzubilden. Die unterschiedliche Gültigkeit konstanter Stoffwerte und des linearen Wär-
meverlusts gegenüber einer quasistationären Receiverdynamik als mögliche Vereinfa-
chungen führt zusammen mit dem zugrundeliegenden Prozessmodell im Wesentlichen
auf drei verschiedene Modellierungsansätze. Da jeder dieser drei in späteren Teilen der
Arbeit Verwendung finden wird, werden sie noch einmal zusammengefasst und näher
erläutert.
5.1. Simulationsmodell
Für jede Simulation wird das grundlegende, exakte Modell herangezogen. Die Beziehun-
gen (4.7) und (4.6) für die Größen T,W, v : R× [0,L]→ R lassen sich im System
kT (T ) · (∂T
∂t
+ v · ∂T
∂x
) = q(W,T, v)
kW · ∂W
∂t
= I − L(W )− q(W,T, v)
v =
(
v0,2in −
1
5 ·
a1
cp ·A · pidi ·
ˆ x
0
α˜(T ) · (W − T )
ρ2(T ) dx
)5 (5.1)
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zusammenfassen. Die analytische Lösung für die Geschwindigkeit wird wie in Abschnitt
4.3 beschrieben durch die numerische Lösung der Temperaturen (4.8) ergänzt.
5.2. Modell für MPR und Übertragungsfunktionen
Die Annahmen 1 und 2 aus Abschnitt 4.4 ergeben ein gutes Näherungsmodell. Das
System (5.1) wird zu
kT · (∂T
∂t
+ v · ∂T
∂x
) = α˜pidi · v0,8(W − T )
kW · ∂W
∂t
= I − (l0 + l1 · T )− α˜pidi · v0,8(W − T )
v = vin (5.2)
und die Gleichung für die Geschwindigkeit wird obsolet. Die zwei verbleibenden Glei-
chungen bilden ein System gekoppelter linearer partieller Differentialgleichungen erster
Ordnung für die Temperaturen. Die Geschwindigkeit v(t) hängt von der Zeit ab, die
Einstrahlungsdichte I(t, x) von Ort und Zeit.
Die fehlenden und vereinfachten Temperaturabhängigkeiten bedeuten eine Zeitersparnis
bei der numerischen Lösung, weil während der Berechnungen kein dynamischer Abruf der
Größen ρ(T ), α˜(T ) und L(W ) notwendig ist. Deswegen eignet sich das Modell als internes
Modell für die MPR und wird später zur Prädiktion herangezogen (siehe Abschnitt 7.3).
Außerdem lassen sich aus diesem (bzgl. T und W ) linearen Modell für den ungeregelten
Fall vin(t) = const. Übertragungsfunktionen gewinnen (siehe Abschnitt 6.2).
5.3. Receiverunabhängiges Modell
Das lineare Modell
∂T
∂t
(t, x) + vin(t) · ∂T
∂x
(t, x) = − l1
kT
T (t, x) + I(t, x)− l0
kT
(5.3)
nach Gleichung (4.9) ist von der Receiverdynamik entkoppelt. In Johansen und Sto-
raa [17], Tóth, Nagy und Szeifert [28] und Barao, Lemos und Silva [2] wird zusätzlich
l1
kT
= 2,89168  1 vernachlässigt. Trotzdem dieses Modell die Kollektordynamik nicht exakt
abbildet, können einige Eigenschaften des Modellverhaltens daran abgeleitet werden. In
einer stationären Analyse ist es mit (5.2) gleichwertig. Wir stellen deswegen eine weitere
Vereinfachung der dynamischen Systembeschreibung vor.
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Gleichung (4.9) kann mithilfe der Methode der Charakteristiken auf eine gewöhnliche
Differentialgleichung reduziert werden. Dafür führen wir neue Koordinaten ein, die auch
als mitbewegte Koordinaten bezeichnet werden können. Für ein Fluidpartikel, das zum
Zeitpunkt tin in das Absorberrohr eintritt, sind Ort x und Zeit t durch die Hinzunahme
der Verweildauer s festgelegt. Die Koordinatentransformation schreibt sich
φ : R×R→ R×R, (s, tin) 7→ φ(s, tin) = (t(s, tin), x(s, tin)) = (tin + s,
ˆ tin+s
tin
vin(τ)dτ).
(5.4)
Die Charakteristiken der partiellen Differentialgleichung sind nun die Kurven φtin(s) =
(ttin(s), xtin(s)) für s ∈ R und festes tin. Bezeichnet Tˆ (s, tin) := T (φ(s, tin)) die Fluid-
Temperatur bzgl. der neuen Koordinaten, so erhalten wir eine gewöhnliche Differential-
gleichung bzgl. der Verweildauer s:
∂Tˆ
∂s
(s, tin) = ∇T (φ(s, tin)) · ∂φ
∂s
(s, tin)
= ∇T (φ(s, tin)) · (1, vin(tin + s))
= (∂T
∂t
+ v · ∂T
∂x
)|φ(s,tin)
= (− l1
kT
T + I − l0
kT
)|φ(s,tin)
= − l1
kT
Tˆ (s, tin) +
I(φ(s, tin))− l0
kT
Wenn Geschwindigkeit vin(t) und Einstrahlung I(t, x) ausreichend glatte Funktionen
sind, dann ist die Lösung dieser linearen Differentialgleichung
Tˆ (s, tin) = e
− l1
kT
s · Tˆ (0, tin) +
ˆ s
0
e
− l1
kT
(s−τ) · I(φ(τ, tin))− l0
kT
dτ
= e−
l1
kT
s · Tin(tin) +
ˆ s
0
e
− l1
kT
(s−τ) · I(φ(τ, tin))− l0
kT
dτ. (5.5)
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In jede prozessangepasste Regelung fließen Kenntnisse des dynamischen Verhaltens ein.
Ein PI-Regler braucht einen stationären Auslegungspunkt, eine Kompensation der Stö-
reinflüsse bei der linearen Reglersynthese benötigt die Kenntnis der Störungsübertragung
auf die Regelgröße und jede MPR gebraucht ein Prozessmodell. Als Vorbereitung auf
den Reglerentwurf in Kapitel 7 werden Aspekte des Modellverhaltens studiert, die die
Zusammenhänge zwischen solarer Einstrahlung Gb(t, x) als Störgröße und der Fließge-
schwindigkeit vin(t) als Stellgröße in Bezug auf eine Austrittstemperatur Tout(t) = Tsoll
aufzeigen. Dabei werden die Modelle aus Kapitel 5 verwendet.
Abschnitt 6.1 beleuchtet stationäre Zusammenhänge, in Abschnitt 6.2 wird der Einfluss
von Einstrahlungsschwankungen auf die Austrittstemperatur bei konstanten Geschwin-
digkeiten analysiert und grundlegende Fragen der Regelbarkeit beantwortet Abschnitt
6.3.
Die Abschnitte 6.1 und 6.2 arbeiten in Hinblick auf lineare Übertragungseigenschaften
mit Störsignalen I(t, x) der Form
I(t, x) = I0 + Aˆ · sin(ωt± 2pi
l
x) (6.1)
= Im(I0 + Aˆ · ei(ωt± 2pil x))
Hierbei schwankt die Einstrahlung also um den Wert I0 ∈ R mit Amplitude Aˆ ∈ R
und Frequenz ω ∈ R. Das Vorzeichen entscheidet über die Ausbreitungsrichtung der
Störung, während l ∈ R die örtliche Periodenlänge beschreibt. Der Spezialfall Aˆ = 0
steht für stationäre Störgrößen in Ort und Zeit. Im Übergang ω → 0 bzw. l→∞ erhält
man jeweils zeitlich bzw. örtlich (quasi-)stationäre Einstrahlungsszenarien.
6.1. Stationäre Zustände
Aus Gleichung (5.5) lässt sich eine erste stationäre Beziehung zwischen Einstrahlung
und Fließgeschwindigkeit in Bezug auf eine Austrittstemperatur Tout(t) = Tsoll folgern.
Für stationäre Größen I(φ(s, tin)) = I0, Tin(tin) = Tin, vin(τ) = vin ist Tˆ (s, tin) = Tˆ (s)
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und mit dem Ziel Tˆ (s) = Tsoll ergibt sich zunächst die nötige Durchlaufzeit
s = −kT
l1
· ln
[I0 − (l0 + l1Tsoll)
I0 − (l0 + l1Tin)
]
und aus der Koordinatentransformation wegen L = s · vin schließlich
vin = − L · l1
kT · ln
[
I0−(l0+l1Tsoll)
I0−(l0+l1Tin)
] . (6.2)
Die Werte vin einer stationären Regelung sind in Abbildung 6.1 über dem Bereich Gb ∈
[200, 1000] aufgetragen.
Als Auslegungspunkt der Einstrahlung gilt ein Wert von Gb = 850 Wm2 . Die entsprechende
Geschwindigkeit vin = 0, 79ms wird als Betriebspunkt in die lineare Regelung eingehen.
Die Frage nach (stationär) regelbaren Eintrahlungswerten nimmt später Abschnitt 6.3.1
auf.
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Abbildung 6.1.: Stationäre Regelung
6.2. Störgrößenübertragung
Im Fokus dieses Abschnitts liegt das Übertragungsverhalten von Störungen der Form
(6.1) auf Schwankungen Tout(t) = Tsoll + A˜ · sin(ωt + ϕ˜) der Austrittstemperatur im
linearen Modell (5.2). Diese Schwingungen selber Frequenz um die Soll-Temperatur stel-
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len sich im ungeregelten Fall vin = vin(I0) ein. Amplitude A˜ und Phasenverschiebung ϕ˜
ergeben sich aus Betrag und Argument der Übertragungsfunktion1
G(ω, l) = ηopt · weff
kW
· b
iω + d ·
al
l · f(iω)∓ ia2pi · (e
∓i 2pi
l
L − e− f(iω)a L) (6.3)
die aufgrund der örtlichen Ausdehnung der Störung auch von der Wellenlänge abhängt.
Die Berechnung der Übertragungsfunktion G(ω, l) befindet sich im Anhang (siehe Ab-
schnitt A). Die Wahl des Vorzeichens richtet sich nach der in Gleichung (6.1) und ent-
spricht jeweils einer Ausbreitungsrichtung der Störung in Bezug auf die Strömungsrich-
tung des Fluids. Sie werden getrennt voneinander betrachtet, weil sie unterschiedliches
Störverhalten zeigen.
6.2.1. Ausbreitung entgegen der Strömungsrichtung
Eine Ausbreitung der Störung entgegen der Strömungsrichtung äußert sich im positiven
Vorzeichen: I(t, x) = I0 + Aˆ · sin(ωt+ 2pil x).
Die Amplitudenübertragung für eine Störung mit l = 104 zeigt Abbildung 6.2b. Nach
einem Bereich von niederen Frequenzen (ω < 10−3), die hauptsächlich eine statische
Verstärkung der Störung von 0, 3K/ W
m2 bewirken, fällt die Amplitudenverstärkung in
10−3 < ω < 6 · 10−3 auf 5% ab und zeigt dann Resonanzverhalten, bis sie ab etwa
ω = 0, 1Hz zu vernachlässigen ist.
Dass sich eine örtliche Auflösung der Störgröße auf das Störverhalten auswirkt, zeigt sich
zum Beispiel für l = 600 (siehe Abb. 6.2c). Die Amplitudenverstärkung liegt im ersten
Bereich bei unter 5%, steigt dann bis zum ersten und höchsten Resonanzmaximum von
etwa 0, 06 bei einer Frequenz von ω = 6 · 10−3. Der Verlauf für ω > 6 · 10−3 entspricht
dem vorherigen.
Eine zusammenfassende Darstellung der Einflüsse von Frequenz und Wellenlänge auf die
Amplitudenverstärkung zeigt Abbildung 6.2a. Das Plateau von maximalen Verstärkun-
gen lässt sich Näherungsweise als Bereich (ω, l) ∈ [0, 6 · 10−3] × [600, 105] beschreiben.
Es umschließt den Bereich von Parametern (ω, l), die wegen geringer Frequenz ω oder
großer Ausdehnung l der Störung quasi als stationär angesehen werden können. Von den
betrachteten Störungen entgegen der Strömungsrichtung üben solche vernachlässigbar
geringen Einfluss auf die Austrittstemperatur aus, deren Wellenlänge klein, l < 600, oder
deren Frequenz groß ω > 6 · 10−3, ist.
1Zur Abkürzung wurden Konstanten a = vin, b = αpidikT , c =
(αpidi−l1)
kW
, d = −αpidi
kW
und die Funktion
f(s) = s+ b− bc
s+d eingeführt.
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Abbildung 6.2.: Amplitudengang einer Störung entgegen der Strömungsrichtung
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6.2.2. Ausbreitung in Strömungsrichtung
Eine Ausbreitung der Störung in Strömungsrichtung wird über das negative Vorzeichen
repräsentiert: I(t, x) = I0 + Aˆ · sin(ωt− 2pil x).
Da bei örtlich konstanter Einstrahlung die Störungsübertragung unabhängig von der
Strömungsrichtung erfolgen muss, zeigt Abbildung 6.3b, der Vollständigkeit halber, das
gleiche Verhalten wie Abbildung 6.2b. Die Unterteilung der Störungsübertragung in die
zwei möglichen Ausbreitungsrichtungen wird z.B. am örtlich aufgelösten Verhalten für
l = 600 deutlich (siehe Abb.6.3c). Ist im Diagramm mit globaler DNI das Resonanz-
verhalten gering und noch dazu vernachlässigbar, weil die Störgrößen künstlicher Natur
sind, so zeigt das wesentliche Resonanzmaximum bei l = 600, dass selbst im Fall rea-
ler Einstrahlungsszenarien die örtliche Auflösung der Störgrößen eine Herausforderung
darstellen kann. Welche Störgrößen in diesem Sinne problematisch sein werden, zeigt
auch der aus Abbildung 6.3a ersichtliche Zusammenhang zwischen Frequenz ω und Wel-
lenlänge l. Die gestrichelte Gerade lokal maximaler Amplitudenverstärkung genügt der
Beziehung vI = ωl2pi = 0.64
m
s . vI ist die Ausbreitungsgeschwindigkeit der Störung.
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Abbildung 6.3.: Amplitudengang einer Störung in Strömungsrichtung
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6.2.3. Übertragung im vereinfachten Modell
Die StörübertragungsfunktionG(ω, l) für das vereinfachte Modell kann durch Integration
aus Gleichung (5.5) gewonnen werden. Der Vergleich mit den Übertragungsfunktionen
des exakten Modells zeigt Abweichungen im quasistationären Parameterbereich, wo-
hingegen die geschwindigkeitsabhängige Amplitudenverstärkung erhalten bleibt. (siehe
Abb. 6.4) Da die wesentlichen Charakteristika der Störungsübertragung abgebildet wer-
den, kann von einem Regler auf Grundlage des vereinfachten Modells eine ausreichende
Störkompensation erwartet werden.
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Abbildung 6.4.: Störungsübertragung im vereinfachten Modell
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6.3. Regelbarkeit
Die vorigen beiden Abschnitte zeigen auf, welche Störgrößen sich für eine Temperatur-
stabilisierung Tout(t) = Tsoll als problematisch herausstellen können. Aus den stationären
Zusammenhängen leitet sich eine Mindesteinstrahlintensität ab, die dauerhaft nicht un-
terschritten werden darf (siehe folgender Abschnitt 6.3.1). Unter der Voraussetzung die-
ser genügenden Einstrahlung lässt sich ein positives Resultat für homogene Einstrahlung
zur Stabilisierbarkeit ohne Steuerrestriktionen formulieren (Abschnitt 6.3.2). Daraus er-
gibt sich der Entwurf eines idealisierten Reglers, dessen Realisierung im folgenden Ka-
pitel besprochen wird. Die technisch bedingten Steuerrestriktionen fasst Abschnitt 6.3.3
zusammen.
6.3.1. Mindestanforderung an Störgrößen
Grundlegende Anforderung an einen Betrieb des Kollektorfeldes bei einer Austrittstem-
peratur von Tsoll = 550°C ist eine Mindesteinstrahlung. Für jede Zieltemperatur Tsoll
darf die Einstrahlung I(t, x) ein von Tsoll abhängiges Minimum nicht unterschreiten. Die
notwendige Bedingung I > Imin(Tsoll) lässt sich aus der Differentialgleichung ableiten.
Denn damit die Fluidtemperatur von Tin = 300°C während des Durchlaufs durch den
Loop auf T (t,L) = Tsoll ansteigt, muss stets ∂Tˆ∂s > 0 gelten. Das ist gleichwertig mit
− l1
kT
Tsoll +
I(φ(s, tin))− l0
kT
> 0
I > l0 + l1 · Tsoll
Physikalisch selbstverständlich bedeutet diese Aussage zunächst nur, dass die am Re-
ceiver absorbierte Energie die Wärmeverluste überwiegt. Tatsächlich bewirkt jeder an-
dauernde Abfall, I < l0 + l1Tsoll, der Einstrahlung allerdings, dass die angestrebte Soll-
temperatur am Kollektoraustritt bei beliebiger Regelung des Massenstroms unerreichbar
wird. Für Tsoll = 550°C liegt die Mindesteinstrahlung bei Gb,min ≈ 200 Wm2 . Unter dieser
Bedingung wollen wir die Realisierbarkeit einer Zieltemperatur T (t,L) = 550°C weiter
untersuchen.
6.3.2. Stabilisierbarkeit ohne Steuerrestriktionen
Mit den Mindestanforderungen an die Einstrahlungsintensität aus dem letzten Abschnitt
wird die Soll-Temperatur am Kollektoraustritt erreichbar, wenn die Verweilzeit s nur
genügend groß ist. Ist die Soll-Temperatur (z.B. nach einem Anfahrvorgang) einmal
erreicht, stellt sich die Frage der Temperaturstabilisierung Tout(t) ≡ const. Dieser Ab-
schnitt widmet sich möglicher Steuerfunktionen vin(t), die bei homogener Einstrahlung
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für eine Temperaturstabilisierung geeignet sind, unter der folgenden Fragestellung zur
Stabilisierbarkeit ohne Steuerrestriktionen: Existiert eine Steuerfunktion vin : R → R,
sodass Tout(t) ≡ const. für alle Zeiten t gilt? Die Antwort fällt insofern positiv aus, als
auf die Existenz von Lösungen für kleine Zeiten geschlossen werden kann.
Wir schreiben das System (5.3) mit den Abkürzungen f(t) := I(t)−l0kT und b := −
l1
kT
noch
etwas kompakter als
∂T
∂t
(t, x) + v(t) · ∂T
∂x
(t, x) = b · T (t, x) + f(t). (6.4)
Tout(t) ≡ const. bedeutet keine Temperaturveränderung am Kollektoraustritt und damit
dasselbe wie ∂T∂t (t,L) = 0. In (6.4) eingesetzt, kann unter der Voraussetzung
∂T
∂x (t,L) 6= 0
auf folgende Kontrolle geschlossen werden:
v(t) = b · T (t, L) + f(t)
∂T
∂x (t,L)
(6.5)
Dass diese Funktion eine gültige Wahl für die Temperaturentwicklungen nach (6.4) ist,
klärt folgender
Satz (über die Stabilisierbarkeit ohne Steuerrestriktionen) Für den Zeitpunkt t = 0
sei das Temperaturprofil T (0, ·) = Φ1 ∈ C2([0,L],R) mit (nach unten beschränkter)
Ableitung ∂T∂x (0, ·) = Φ2 > a > 0 gegeben, außerdem f stetig differenzierbar. Sind
die Funktionen f und Φ1/2 durch eine Konstante M > 0 beschränkt und genügen die
Anfangsbedingungen außerdem der Lipschitz-Bedingung |Φ1/2(x)−Φ1/2(y)| ≤ LΦ ·|x−y|
mit LΦ > 0, so existiert mit der Wahl der Steuerfunktion nach (6.5) eine eindeutige
Lösung T ∈ C0([0, ]× [0,L],R), für die T (t,L) ≡ const. gilt.
Beweis Der Beweis nutzt die Äquivalenz zwischen Lösungen partieller Differentialglei-
chungen erster Ordnung (in zwei Variablen) und den Lösungen der auf den entsprechen-
den Charakteristiken gültigen gewöhnlichen Differentialgleichungen (siehe Courant und
Hilbert [8], Evans [12]). Existenz und Eindeutigkeit der Lösungen des noch zu entwi-
ckelnden Systems gewöhnlicher Differentialgleichungen werden dann mit einem üblichen
Fixpunktargument abgeleitet (siehe Satz von Picard-Lindelöf). Der wesentliche Unter-
schied zu den Standardargumenten liegt in der Rückkopplung von Temperaturen in der
Steuerung (6.5), die eine nichtlineare partielle Differentialgleichung generieren.
Zunächst stellen wir fest, dass eine örtliche Ableitung der Gleichung (6.4) wegen ∂v∂x = 0
auf die partielle Differentialgleichung ∂∂t(
∂T
∂x ) + v(t)
∂
∂x(
∂T
∂x ) = b · ∂T∂x für die Ableitung
∂T
∂x (t, x) führt, deren Charakteristiken mit denen der ursprünglichen Gleichung überein-
stimmen. Für u(t, x) = (u1(t, x), u2(t, x)) := (T (t, x), ∂T∂x (t, x)) lässt sich das Gleichungs-
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system
∂u
∂t
(t, x) + v(t)∂u
∂x
(t, x) = bu+ F (t)
mit F (t) :=
(
f(t)
0
)
formulieren. Daraus leitet sich das äquivalente System gewöhnlicher
Differentialgleichungen auf den Charakteristiken ab:
∂tˆ
∂s
(s) = 1
∂xˆ
∂s
(s) = v(tˆ(s))
∂uˆ
∂s
(s, x0) = b · uˆ(s, x0) + F (tˆ(s)) + b · Φ(x0 + xˆ(0))
mit uˆ(s, x0) := u(s, x0 + xˆ(s)) − u(0, x0 + xˆ(0)) = u(s, x0 + xˆ(s)) − Φ(x0 + xˆ(s)). Die
Anfangsbedingungen der Charakteristik (tˆ(s), xˆ(s)) seien (tˆ(0), xˆ(0)) = (0, 0). Wird die
Kontrolle (6.5) eingesetzt und dabei L = x0 + xˆ(s) beachtet, ergibt sich schließlich das
nichtlineare System
∂xˆ
∂s
(s) = b · uˆ1(s,L− xˆ(s)) + b · Φ1(L− xˆ(s)) + f(s)
uˆ2(s,L− xˆ(s)) + Φ2(L− xˆ(s)) (6.6)
∂uˆ1
∂s
(s, x0) = b · uˆ1(s, x0) + f(s) + b · Φ1(x0) (6.7)
∂uˆ2
∂s
(s, x0) = b · uˆ2(s, x0) + b · Φ2(x0). (6.8)
Dass stetige Lösungen w := (xˆ, uˆ1, uˆ2) ∈ C([0, ],R)×(C([0, ]×[0,L],R))2 für geeignetes
 > 0 existieren und eindeutig sind, folgt aus dem Anführen einer Kontraktion für das
vorliegende System.
Wegen der Abhängigkeit von uˆ1/2 von xˆ in Gleichung (6.6) suchen wir Lösungen im
Raum W := R × (Lip([0,L],R)2, wobei Lip([0,L],R) den Banachraum der Lipschitz-
stetigen Funktionen darstellt, dessen Norm durch ||g||Lip := ||g||∞ + L(g) gegeben ist
und
L(g) := sup
x,y∈[0,L]
|g(x)− g(y)|
|x− y|
die kleinste Lipschitz-Konstante der Funktion g ist.2 Außerdem wird die Kontraktion
auf die abgeschlossene Teilmenge Wc := R × (Lipc([0,L],R)2, Lipc([0,L],R) := {g ∈
Lip([0,L],R) | ||g||Lip ≤ c} beschränkt. Um u2 + Φ2 = 0 zu verhindern, sei ferner c < a2
2L : Lip([0,L],R)→ R ist ein stetiges Funktional.
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gewählt. Von der Abbildung
F : C([0, ],Wc) −→ C([0, ],Wc)
x(·)
u1(·)
u2(·)
 7−→ ˆ (·)
0

b·u1(s,L−x(s))+b·Φ1(L−x(s))+f(s)
u2(s,1−x(s))+Φ2(1−x(s))
b · u1(s, ·) + f(s) + b · Φ1(·)
b · u2(s, ·) + b · Φ2(·)
 ds,
wird nachgewiesen, dass sie eine Kontraktion ist, wenn nur  genügend klein gewählt
wird. 3 Es ist zu zeigen, dass es eine Konstante 0 ≤ L < 1 und  > 0 gibt, sodass die
Kontraktionsbedingung ||F (w)−F (wˆ)||C([0,],W ) < L · ||w−wˆ||C([0,],W )für alle w, wˆ ∈W
mit gleichen Anfangsbedingungen w(0) = wˆ(0) = 0 erfüllt ist.
Abschätzung u1 (3. Komponente/u2 identisch):
|| ´ t0 b · (u1(s, ·)− uˆ1(s, ·)) ds||Lip
≤ t ·maxs∈[0,t] ||b · (u1(s, ·)− uˆ1(s, ·))||Lip
≤ t · |b| ·maxs∈[0,] ||u1(s, ·)− uˆ1(s, ·)||Lip)
≤ t · |b| · ||w − wˆ||∞
Abschätzung x:
| ´ t0 b·u1(s,1−x(s))+b·Φ1(1−x(s))+f(s)u2(s,1−x(s))+Φ2(1−x(s)) − b·uˆ1(s,1−xˆ(s))+b·Φ1(1−xˆ(s))+f(s)uˆ2(s,1−xˆ(s))+Φ2(1−xˆ(s)) ds|
≤ t · || b·u1(x)+b·Φ1(x)+fu2(x)+Φ2(x) −
b·uˆ1(xˆ)+b·Φ1(xˆ)+f
uˆ2(xˆ)+Φ2(xˆ) ||∞ (abku¨rzendeSchreibweise)
≤ t · || b·u1(x)+b·Φ1(x)+fu2(x)+Φ2(x) −
b·uˆ1(xˆ)+b·Φ1(xˆ)+f
u2(x)+Φ2(x) ||∞ + t · ||
b·uˆ1(xˆ)+b·Φ1(xˆ)+f
u2(x)+Φ2(x) −
b·uˆ1(xˆ)+b·Φ1(xˆ)+f
uˆ2(xˆ)+Φ2(xˆ) ||∞
Erster Summand:
= t · || b·u1(x)+b·Φ1(x)+fu2(x)+Φ2(x) −
b·uˆ1(xˆ)+b·Φ1(xˆ)+f
u2(x)+Φ2(x) ||∞
≤ t · || bu2(x)+Φ2(x) ||∞ · ||(u1(x)− uˆ1(xˆ)) + (Φ1(x)− Φ1(xˆ))||∞
≤ t · | ba
2
| · (||u1(x)− u1(xˆ)||+ ||u1(xˆ)− uˆ1(xˆ)||+ ||Φ1(x)− Φ1(xˆ))||∞)
≤ t · | ba
2
| · (L(u1) · |x− xˆ|+ ||u1(xˆ)− uˆ1(xˆ)||+ L(Φ1) · |x− xˆ|)
≤ t · | ba
2
| ·maxs∈[0,t](L(u1) · |x(s)− xˆ(s)|+ ||u1(s, 1− xˆ(s))− uˆ1(s, 1− xˆ(s))||+ L(Φ1) · |x(s)− xˆ(s)|)
≤ t · | ba
2
| · (c+ c+ L(Φ)) · ||w − wˆ||
= t · 2|b|·(2c+L(Φ))a · ||w − wˆ||
3Die Abbildung F ist wohldefiniert, wenn  < c2|b|c+M(1+|b|)+|b|·L(Φ) gewählt wird (2./3. Komponente).
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Zweiter Summand:
= t · || b·uˆ1(xˆ)+b·Φ1(xˆ)+f[u2(x)+Φ2(x)]·[uˆ2(xˆ)+Φ2(xˆ)] ||∞ · ||(uˆ2(xˆ)− u2(x)) + (Φ2(xˆ)− Φ2(x))||∞
≤ +t · | b·c+M ·(b+1)(a2 )2 | · (||u2(x)− u2(xˆ)||+ ||u2(xˆ)− uˆ2(xˆ)||+ ||Φ2(xˆ)− Φ2(x))||)
≤ +t · | b·c+M ·(b+1)(a2 )2 | · (L(u2) · |x− xˆ|+ ||u2(xˆ)− uˆ2(xˆ)||+ L(Φ2) · |x− xˆ|)
≤ t · | b·c+M ·(b+1)(a2 )2 | ·maxs∈[0,t](L(u2) · |x(s)− xˆ(s)|+ ||u2(s, 1− xˆ(s))− uˆ2(s, 1− xˆ(s))|| +
+L(Φ2) · |x(s)− xˆ(s)|)
≤ +t · | b·c+M ·(b+1)(a2 )2 | · (c+ c+ L(Φ)) · ||w − wˆ||
= t · 4(|b|c+M(b+1))·(2c+L(Φ))
a2 · ||w − wˆ||
Für die erste Komponente ergibt sich damit die Abschätzung
|F1(w)(t)− F1(wˆ)(t)| ≤ t · (2a|b|+ 4|b|c+ 4M(b+ 1)) · (2c+ L(Φ))
a2
· ||w(t)− wˆ(t)||W
Insgesamt ergibt sich aus den Abschätzungen der drei Komponenten
||F (w)− F (wˆ)||C([0,],W )
= max
t∈[0,]
||F (w)(t)− F (wˆ)(t)||W
= max
t∈[0,]
(|F1(w, t)− F1(wˆ, t)|+ ||F2(w)(t)− F2(wˆ)(t)||Lip + ||F3(w)(t)− F3(wˆ)(t)||Lip)
≤  · ((2a|b|+ 4|b|c+ 4M(b+ 1)) · (2c+ L(Φ))
a2
+ |b|+ |b|) · ||w − wˆ||C([0,],W )
 · (2a|b|+ 4|b|c+ 4M(b+ 1)) · (2c+ L(Φ)) + 2a
2|b|
a2
· ||w − wˆ||C([0,],W )
und mit der Wahl von 0 <  := 12 · [ (2a|b|+4|b|c+4M(b+1))·(2c+L(Φ))+2a
2|b|
a2 ]
−1 folgt daraus
||F (w)− F (wˆ)||C([0,],W ) ≤
1
2 · ||w − wˆ||C([0,],W )
mit der Kontraktionskonstanten L = 12 .
Es gibt also genau einen Fixpunkt der Abbildung F . Dieser ist wegen der Beziehung
uˆ(s, x0) := u(s, x0 + xˆ(s)) − u(0, x0 + xˆ(0)) = u(s, x0 + xˆ(s)) − Φ(x0 + xˆ(s)) ebenfalls
lokale Lösung des Anfangswertproblems. Denn auch die Lösung zu u2(t, x) := ∂u1∂x (t, x)
stellt wirklich die örtliche Ableitung von u1 dar: Aus u(t, x) = uˆ(t, x− xˆ(t))+Φ(x− xˆ(t))
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folgt
∂T
∂x
(t, x) := ∂u1
∂x
(t, x)
= ∂uˆ1
∂x
(t, x− xˆ(t)) + ∂Φ1
∂x
(x)
= ∂
∂x
(
ˆ t
0
b · uˆ1(s, x− xˆ(s)) + f(s) + b · Φ1(x− xˆ(s)) ds+ ∂Φ1
∂x
(x)
=
ˆ t
0
b · ∂
∂x
uˆ1(s, x− xˆ(s)) + b · ∂Φ1
∂x
(x− xˆ(s)) ds+ Φ2(x)
=
ˆ t
0
b · ∂
∂x
(u1(s, x)− Φ1(x)) + b · Φ2(x− xˆ(s)) ds+ Φ2(x)
=
ˆ t
0
b · (u2(s, x)− Φ2(x)) + b · Φ2(x− xˆ(s)) ds+ Φ2(x)
=
ˆ t
0
b · uˆ2(s, x− xˆ(s)) + b · Φ2(x− xˆ(s)) ds+ Φ2(x)
= uˆ2(t, x− xˆ(t)) + Φ2(x)
= u2(t, x)
= ∂T
∂x
(t, x).
Da Lipschitz-stetige Funktionen erst recht stetig sind, haben wir die Existenz und Ein-
deutigkeit der stetigen Lösungen T (t, x) für t <  nachgewiesen. Aus (6.4) und (6.5) folgt
schließlich
∂T
∂t
(t, L) = b · T (t,L) + f(t)− v(t) · ∂T
∂x
(t,L)
= b · T (t,L) + f(t)− b · T (t,L) + f(t)
∂T
∂x (t,L)
· ∂T
∂x
(t,L)
= 0
und deswegen eine konstante Temperatur T (t,L) = T (0,L) = const.
Die ideale Kontrolle schreibt sich in den Größen des Systems (5.3) als
vin(t) =
I(t,L)− (l0 + l1Tout(t))
kT
∂T
∂x (t,L)
(6.9)
und wird in der nichtlinearen Regelung mit Störgrößenaufschaltung (siehe Abschnitt 7.2)
Verwendung finden.
51
6. Modellverhalten
6.3.3. Einschränkungen der Massenstromregelung
Die ideale Temperaturstabilisierung des letzten Abschnitts scheitert bei verschwinden-
den Temperaturgradienten ∂T∂x (t,L) = 0. Außerdem unterliegt die Steuerung des Mas-
senstroms durch die Pumpe den folgenden drei Einschränkungen.
1. Die Pumpenleistung ist auf ein Maximum des 1,4-fachen des Massenstroms am
Auslegungspunkt beschränkt. Das bedeutet m˙max = 1, 4 ·A ·ρ(Tin) ·0, 8ms = 6, 7kgs
bzw. vmax = 1, 12ms .
2. Um eine gute Wärmeübertragung zu gewährleisten, ist eine turbulente Strömung
durch das Receiverrohr einzustellen. Die kritische Reynoldszahl Recrit = 104 (siehe
(4.3)), über der turbulente Strömung vorliegt, stellt im Temperaturbereich 300-
600°C Anforderungen an die Geschwindigkeit: Re > 104 ⇒ v > vmin ≈ 0.3ms .
3. Die Änderung des Massenstroms/der Fließgeschwindigkeit wird ebenfalls durch die
Pumpe eingeschränkt und unterliegt der technischen Bedingung |m¨| < 0, 25kg
s2 bzw.
|v˙| < 0, 04m
s2 .
Jede Regelung muss diese Einschränkungen spätestens bei der Umsetzung des Steuersi-
gnals in die tatsächliche Steuerung beachten. Während der PI-Regler und die nichtlineare
Regelung des folgenden Kapitels Steuersignale ohne Berücksichtigung der Steuerrestrik-
tionen produzieren, werden in der modellprädiktiven Regelung alle Stellbeschränkungen
bereits bei der Optimierung des Steuersignals berücksichtigt.
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Mit einem vereinfachten Prozessmodell für die MPR (Gl. 5.2), der stationären Regel-
grundlage für den PI-Regler (Gl. 6.2, Abb. 6.1), einer idealisierten nichtlinearen Regeli-
dee (Gl. 6.9) und der Kenntnis problematischer Einstrahlungsszenarien (Kap. 6.2, Abb.
6.3a) sind alle Voraussetzungen erfüllt, um die drei Regelkonzepte zu realisieren und
hinsichtlich ihrem Regelverhalten bei entscheidenden Störgrößen zu vergleichen.
7.1. PI-Regler
Stand der Technik in Parabolrinnensolarkraftwerken sind einfache PI-Regler, die eine
Regelabweichung Tsoll−Tout(t) linear in ein Steuersignal umsetzen. P-Regler nutzen eine
statische Verstärkung, während I-Regler alle vergangenen Abweichungen integrieren.
• P-Regler: m˙in(t) = m˙0 + kP · (Tsoll − Tout(t))
• I-Regler: m˙in(t) = m˙0 + kI ·
´ t
0 Tsoll − Tout(τ) dτ
Die lineare Kombination beider Rückkopplungen ergibt einen PI-Regler:
m˙in(t) = m˙0 + kP · (Tsoll − Tout(t)) + kI ·
ˆ t
0
Tsoll − Tout(τ) dτ
In linearen Systemen kann mit einem PI-Regler die Abweichung Tsoll − Tout(t) ausge-
regelt werden, sofern Tsoll einen stationären Wert bzgl. des Massenstroms m˙0 darstellt.
Gemäß Abschnitt 6.1 fließt auch ein stationärer Wert der Einstrahlung in den Desi-
gnmassenstrom m˙0 = m˙0(Tsoll, I) ein. Für die später verwendeten Störgrößen sind die
entsprechenden Designgeschwindigkeiten in Tabelle 7.1 zusammengefasst. Im vorliegen-
den Fall einer nichtlinearen Dynamik und systembedingter Regelabweichungen ist beim
Einsatz eines I-Gliedes in der Wahl der Verstärkung kI Vorsicht geboten. Für den spä-
teren Vergleich werden kP = −1 und kI = −0, 002 angesetzt. Im einfachen PI-Regler
finden weder die dynamisch variierende Störgröße, noch die örtliche Ausdehnung des
Kollektorfeldes im Reglergesetz Berücksichtigung.
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Gb [ Wm2 ] 850 700
vin [ms ] 0.79 0.63
Tabelle 7.1.: Auslegungspunkte der Fließgeschwindigkeit
Abbildung 7.1.: Schaltbild PI-Regler
Signal regelungstechnische Größe physikalische Größe zeitliche Referenz*
y Beobachtung und Regelgröße Austrittstemperatur (Tout) t0
w Führungsgröße Solltemperatur (Tsoll) t0
d Störgröße Einstrahlung (Gb) t0
u Stellgröße Geschwindigkeit/Massenstrom (vin/m˙in) t0
*bei Signalübertragung zum Zeitpunkt t = t0. Der PI-Regler wertet alle Signale sofort/zeitnah aus.
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7.2. Nichtlineare Regelung mit Störgrößenaufschaltung
Das thermodynamische Modell der Regelstrecke zeigt eine nichtlineare Verknüpfung von
Massenstrom und Fluidtemperatur. In allen Modellen zeigt sich diese Verknüpfung im
bilinearen Term v · ∂T∂x (vgl. (5.1)-(5.3)). Erweiterte lineare Verfahren der Reglersynthe-
se sind möglich nach einer Linearisierung des Streckenmodells. Zunft [32] gelangt auf
diese Weise letztendlich zu einer nichtlinearen Regelung mit Störgrößenaufschaltung.
Es folgt die Synthese eines nichtlinearen Reglergesetzes mit Störgrößenaufschaltung aus
dem vereinfachten Modell.
7.2.1. Theoretische Ableitung aus dem Streckenmodell
Eine stabile Temperatur am Kollektoraustritt bedeutet im optimalen Fall ∂T∂t (t,L) =
0. Aus dem vereinfachten Streckenmodell (5.3) ergibt sich daraus die Regleridee (6.9)
mit Konstanten kT , l0 und l1, der Regelgröße Tout, dem Temperaturgradienten ∂T∂x am
Kollektoraustritt und der Störgröße I(t,L) am Kollektoraustritt. Für die Hinführung
zur Solltemperatur Tsoll = 550°C und den Ausgleich von Modellungenauigkeiten ist ein
P-Glied geeignet. Das ergibt insgesamt
vin(t) =
I(t,L)− (l0 + l1Tout(t))
kT
∂T
∂x (t,L)
+ kP · (Tsoll − Tout(t)) (7.1)
7.2.2. Optimalität
Im Kapitel Regelbarkeit wurde dargelegt, dass im Fall gutartiger Störgrößen mit Gb >
Gb,min das Gesetz (6.9) zu einer Temperaturstabilisierung führt, wenn der Temperatur-
gradient ∂T∂x nicht verschwindet und es die technischen Randbedingungen nicht verletzt.
Dann ist es insofern optimal, als es keine anderen Verfahren zur perfekten Tempera-
turstabilisierung gibt. Die Beachtung der Randbedingungen v > 0, 3, v < 1, 12 und
|v˙| < 0, 04 bei der Optimierung der Stellgröße leistet später die modellprädiktive Rege-
lung (siehe 7.3).
7.2.3. Realisierung
Stand der Technik sind Temperaturmessungen in der Mitte der Kollektoren. Demnach
stehen bei den Metern 75, 225, 375, 525 und 600 beobachtete Temperaturen zur Verfü-
gung. Mindestens eine Messung der Einstrahlung/Störgröße ist vorhanden.
In die Realisierung des nichtlinearen Reglergesetzes mit Störgrößenaufschaltung fließt die
gemessene Störgröße gemäß (4.1) direkt ein. Die Temperaturen T (t, 525) und T (t, 600)
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bilden den Gradienten ∂T∂x (t,L) =
T (t,L)−T (t,525)
75
K
m . Im Fall
∂T
∂x (t,L) ≤ 0 würde das
Reglergesetz eine Umkehr der Strömung erwirken. Der verkehrte Temperaturgradient
im Vergleich zum idealen Temperaturprofil wird in diesem Fall durch das Erzwingen von
vin(t) = vmax möglichst schnell ausgeregelt. Insgesamt ergibt sich damit das nichtlineare
Reglergesetz mit Störgrößenaufschaltung zu
vin(t) =

I(t,L)−(l0+l1Tout(t))
kT
∂T
∂x
(t,L) + kP · (Tsoll − Tout(t)) ,
∂T
∂x (t,L) > 0
vmax ,
∂T
∂x (t,L) ≤ 0
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Abbildung 7.2.: Schaltbild nichtlineare Regelung mit Störgrößenaufschaltung
Signal regelungstechnische Größe physikalische Größe zeitliche Referenz*
y
Beobachtungen und Temperaturen T (t0,L), T (t0,L− 75)
t0Regelgröße insb. Austrittstemperatur (Tout)
w Führungsgröße Solltemperatur (Tsoll) t0
d Störgröße Einstrahlung (Gb) t0
u Stellgröße Geschwindigkeit/Massenstrom (vin/m˙in) t0
*bei Signalübertragung zum Zeitpunkt t = t0
Bemerkung
Aus dem exakten Streckenmodell (4.7) leitet sich der Term
v(t,L) =
(
α˜(Tout(t))
kT (Tout(t))
· W (t,L)− Tout(t)
∂T
∂x (t,L)
)5
zur Temperaturstabilisierung ab. Er ist für ein störgrößenentkoppeltes Reglergesetz ge-
eignet. Dafür muss allerdings die Receivertemperatur am Kollektoraustritt zur Verfügung
gestellt (oder geschätzt) werden. Außerdem muss vin(t) = v(t, 0) aus v(t,L) bestimmt
werden. Bei der Annahme konstanter Stoffwerte ist vin(t) = v(t,L) zulässig (siehe 4.4).
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7.3. Modellbasierte prädiktive Regelung (MPR)
Der vorgestellte nichtlineare Regler mit Störgrößenaufschaltung ist optimal bzgl. perfek-
ter Temperaturstabilisierung Tout(t) ≡ Tsoll bei Vernachlässigung der Randbedingungen.
Sie sind die Ursache für unvermeidliche Temperaturschwankungen am Kollektoraustritt.
Es gibt also keine Regelstrategie, die Tout(t) = Tsoll für alle Zeitpunkte erfüllt, und ein
Regler wird optimal sein, wenn er die Abweichungen von der Soll-Temperatur minimiert.
Die regelungstechnische Aufgabe ist demzufolge
min
v
´ t
0 |Tsoll − Tout(v(.), τ)|2 dτ
bei Berücksichtigung der technischen Randbedingungen v ∈ Vad = {v : [0, t]→ [0, 3; 1, 12] | |v˙| <
0, 04}. Sie wird in dieser Arbeit mithilfe einer modellprädiktiven Regelung angegangen.
Ihre wesentlichen Merkmale wurden in 2.3.1 aufgezeigt (siehe auch Abb. 2.5). Es folgen
weitere Details der implementierten MPR.
Im Sinne einer Potentialabschätzung für die MPR wird die Beobachtung y als perfekt
angenommen und besteht aus allen Fluid- und Receivertemperaturen des Kollektorfel-
des. Im Anwendungsfall ist die Realisierung einer Zustandsschätzung anhand vorhan-
dener Messdaten notwendig (siehe dazu auch Knobloch und Kwakernaak [18] oder eine
Realisierung in einer MPR zur Direktverdampfung bei Trebing [29]). Die fehlende An-
passung an eine realisierte Messsensorik des Kollektorstrangs bedeutet gleichzeitig eine
allgemeingültige Übertragbarkeit des Reglervergleichs.
7.3.1. Optimierung
Wird das Regelglied der MPR zum Zeitpunkt t = t0 mit den nötigen Eingangsgrößen
versorgt, findet zunächst die Vorhersage des Zustands yˆ(t0 + δ) aus dem Zustand y(t0),
der aus dem letzten Optimierungsschritt übergebenen Steuerung u(t0) und der Vorher-
sage für die Einstrahlung dˆ(t, x) anhand des Streckenmodells statt. Dieser Zustand ist
Anfangswert des Optimierungproblems im Zeitintervall [t0 + δ, t0 + tph], für das eine
Vorhersage der Einstrahlung/Störgröße d(t, x) gegeben ist (siehe Abb. 7.3). Gesucht ist
die optimale Steuergröße u(t) bzgl. der Minimierung des Kostenfunktionals
min
v
ˆ t0+tph
t0+δ
|Tsoll − Tout(v(.), τ)|2dτ
Nichtlineare Probleme der optimalen Kontrolle mit Randbedingungen sind nur schwer
für die übliche Methode des dynamischen Progammierens (nach Bellman [3]) zugänglich
(Rawlings [25], Kap. 2). Bei Morille [22] wird für die MPR ein gradientenbasiertes Op-
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Abbildung 7.3.: MPR-Regelglied im Detail
timierungsverfahren als geeignet befunden. Die Optimierung wird in dieser Arbeit mit
der in MATLAB implementierten Funktion fmincon realisiert, wobei der active− set-
Algorithmus gewählt wird, mit dem numerische Lösungen der Karush-Kuhn-Tucker Glei-
chungen der nichtlinearen Optimierung mit Nebenbedinungen errechnet werden. Es las-
sen sich alle Kontrollrestriktionen als Nebenbedingungen einpflegen. Für die numerische
Berechnung wird die Stellgröße u(t) zeitlich diskretisiert eingegeben, d.h. als Vektor
u = (u1, u2, ..., uk). Bei Morille [22] wird eine Zeitschrittweite von 5 oder 10 Sekunden
für Regeleingriffe angesetzt. Wir verwenden 10s-Abstände. Weil für das gesamte Inter-
vall [t0 + δ, t0 + tph] die Vektorlänge k = tph−δ10s zu langen Rechenzeiten führt, wird die
Diskretisierung der Stellgröße noch folgendermaßen angepasst. Für die beiden Teilin-
tervalle [t0 + δ, t0 + 2δ] und [t0 + 2δ, t0 + tph] werden unterschiedliche Diskretisierungen
verwendet und der Steuervektor u = (u1, u2, ..., uk1 , uk1+1, ..., uk1+k2) setzt sich aus den
Anteilen beider Intervalle zusammen. Da die optimierte Größe u(t) ausschließlich im
Intervall [t0 + δ, t0 + 2δ] direkte Anwendung als Stellgröße findet, wird nur hier die zu
realisierende Eingriffszeit berücksichtigt, indem k1 = δ10s gesetzt wird. In der angepass-
ten Stellgröße stellen die ersten k1 Einträge also Signale für das Intervall der Länge δ
bereit. Die Steuergröße im Intervall [t0+2δ, t0+tph] beeinflusst die Optimierung, wird al-
lerdings auch in späteren MPR-Rechnungen genauer berechnet, sodass hier eine größere
Zeitschrittweite möglich ist. Bei den in dieser Arbeit untersuchten Prädiktionshorizonten
(siehe Abschnitt 7.3.2) führt eine Zeitschrittweite von 50 Sekunden auf zur Untersuchung
geeignete Rechenzeiten (k2 = tph−2δ50s ). Die Wirkung der festgelegten Zeitschrittweiten auf
die Optimierung wird nicht untersucht.
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7.3.2. Prädiktionshorizont
Ein geeigneter Prädiktionshorizont tph orientiert sich an den charakteristischen Zeitkon-
stanten der Regelstrecke und wird aus Effizienzgründen möglichst klein gewählt werden.
Die Durchlaufzeit sL im behandelten Flüssigsalzsystem liegt im Intervall [536s, 2000s].
Für zwei Störgrößen mit kritischer Amplitudenverstärkung werden mögliche Prädikti-
onshorizonte
tph ∈ {600s, 1200s, 1500s, 1800s, 2100s, 2400s, 2700s, 3000s} in einer dynamischen Simu-
lation bzgl. ihrer Auswirkung auf Temperaturabweichungen von der Solltemperatur un-
tersucht.
Das erste Einstrahlungsszenario behandelt eine Störgröße
Gb,1(x, t) = 850
W
m2
+ 100W
m2
· sin(ωt− 2pi
l
x) (7.2)
mit l = 2400, vI = 0, 5, also ω = 2pil ·vI ≈ 0, 0013. Die optimierte Steuerung ist in diesem
Fall unabhängig vom Prädiktionshorizont tph und erreicht nach der Initialisierung eine
maximale Temperaturabweichung unter 1°C (siehe Abb. 7.4a). Da diese Störung dem
quasistationären Parameterbereich der Strögrößen bzgl. Frequenz ω und Wellenlänge
l zugeordnet werden kann (siehe Abb. 6.2a), stellt sie die Regelung nicht vor große
Herausforderungen. Die zweite Störgröße
Gb,2(t, x) = 700
W
m2
+ 200W
m2
· sin(ωt− 2pi
l
x) (7.3)
mit l = 200, vI = 0, 5, also ω ≈ 0, 016, entspringt deswegen dem kritischen Bereich
veränderlicher Störgrößen mit Ausbreitung in Strömungsrichtung (siehe Abb. 6.2a). Mit
einer Amplitude von Aˆ = 200 W
m2 wird die Kontrollproblematik verdeutlicht. Die resul-
tierenden Austrittstemperaturen zeigen weiterhin einen untereinander ähnlichen Verlauf
und liegen allesamt im Temperaturintervall [530°C, 570°C]. Die geringsten Temperatur-
abweichungen von der Solltemperatur werden für tph = 1500s, 2100s und 2400s erreicht
(siehe Abb. 7.4b).
Für die MPR wird ein Prädiktionshorizont von tph = 2100s gewählt, weil er zusätzlich
über jeder möglichen Durchlaufzeit liegt und deswegen auch für allgemeine Störgrößen
und resultierende Stellgrößen v(t) geeignet erscheint.
Prädiktionshorizont 600 1200 1500 1800 2100 2400 2700 3000
Szenario 1 0,3
Szenario 2 6,7 6,7 6,4 6,8 6,6 6,7 6,9 6,7
Tabelle 7.2.: Standardabweichung σ der Regelergebnisse zur Solltemperatur
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7.3. Modellbasierte prädiktive Regelung (MPR)
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Abbildung 7.4.: Variation des Prädiktionshorizonts
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7.4. Vergleich
Die drei Regler werden bzgl. der beiden Einstrahlungsszenarien (7.2) und (7.3) vergli-
chen. Es werden jeweils die Regelergebnisse im Diagramm dargestellt und die Standard-
abweichung
σ(Tout(·)) =
(´ tend
tI
|Tout(t)− Tsoll|2 dt
tend − tI
) 1
2
von der Soll-Temperatur angegeben. tI ist für jede Störgröße jeweils eine zum Vergleich
geeignete Zeit der MPR-Initialisierung. Die Temperaturverläufe werden in einem Zeit-
fenster von tend = 2400s = 40min beachtet.
In Abschnitt 7.4.1 wird eine perfekte Kenntnis der örtlich und zeitlich aufgelösten Ein-
strahlung vorausgesetzt. Abschnitt 7.4.2 nimmt die Problematik meteorologischer Vor-
hersagen auf, indem die örtliche Auflösung der Einstrahlungsdaten variiert wird.
7.4.1. Perfekte Kenntnis der Einstrahlung
Szenario 1
Alle drei Regler erzielen (nach einer Initialisierung der MPR bis etwa tI = 460s) Regel-
ergebnisse mit einer maximalen Abweichung von unter 1°C (siehe Abb. 7.5a und Tabelle
7.3).
Szenario 2
Die Austrittstemperatur bei PI-Regelung ist Schwankungen von 535°C bis 575°C von
etwa 40°C unterworfen. Bei gleichen Ausschlägen nach unten bleiben nichtlineare und
modellprädiktive Regelung unter 565°C. Sie zeigen beide ähnlichen Verlauf, wobei die
MPR nach einem gleichzeitigen Temperaturmaximum näher an der Soll-Temperatur
regelt (siehe Abb. 7.5b). Die geringste Regelabweichung im Sinne einer mittleren qua-
dratischen Abweichung von der Soll-Temperatur erreicht die MPR. (siehe Tabelle 7.3)
Danach folgt die nichtlineare Regelung aufgrund längerer Zeitintervalle, in denen die
angestrebten 550°C unterschritten werden. Eine Schwankungsbreite von 40°C führt zu
den größten Abweichungen bei der PI-Regelung.
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Szenario 1 Szenario 2
PI 0,1 11,6
NR 0,1 7,2
MPR 1 6,2
Tabelle 7.3.: Standardabweichung σ der Regelergebnisse bei perfekter Kenntnis der Ein-
strahlung
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Abbildung 7.5.: Vergleich der Temperaturregelungen bei perfekter Kenntnis der Ein-
strahlungsdaten
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7.4.2. Variierende örtliche Auflösung der Einstrahlungsdaten
Eine örtlich und zeitlich perfekt aufgelöste Vorhersage der solaren Einstrahlung, wie sie
im letzten Abschnitt angenommen wurde, ist im Realfall nicht vorhanden. Während die
einfache PI-Regelung ohne jegliche Daten der Einstrahlung arbeitet, hängen die Regeler-
gebnisse von NR und MPR von gemessenen oder vorhergesagten Einstrahlungsdaten ab.
Deswegen ist ein Vergleich der Regelergebnisse bzgl. der Güte der Einstrahlungsdaten
sinnvoll. Sie variiert in diesem Abschnitt in der örtlichen Auflösung. Gibt es im perfekten
Fall für jedes der 50 Kontrollvolumen einen Wert für die Einstrahlung Gb(x, t), entspricht
das einer örtlichen Auflösung von 12m. Es werden in diesem Abschnitt die Auflösungen
h in Tabelle 7.4 untersucht. Dabei wird von einer Störgröße der Art (6.1) ausgegangen.
Die Vorhersage Gˆb,i(t) wird insofern energiegenau angenommen, als in einem Intervall
[xi, xi+h] konstant vorausgesagter Einstrahlung der Mittelwert der realen Einstrahlung
angesetzt wird:
Gˆb,i(t) =
1
h
ˆ xi+h
xi
Gb(t, x) dx.
Die in Abschnitt 7.4.1 besprochenen Störgrößen werden nun bzgl. der örtlichen Auflösung
h verglichen. Zur Übersicht werden jeweils nur ausgewählte Auflösungen der verschiede-
nen Reglerergebnisse in den Abbildungen 7.7 und 7.8 dargestellt. Vollständige Abbildun-
gen finden sich im Anhang (Kapitel B.2). Die Standardabweichung der Regelergebnisse
wird in den Tabellen 7.5a und 7.5b festgehalten. hc(NR) und hc(MPR) ist für für jeden
Regler jeweils die kritische Auflösung, ab der sich in Richtung höherer Auflösung das
Regelergebnis nicht mehr wesentlich verbessert und in der Nähe der Abweichung von
h = 12m liegt. Bei einem Vergleich von NR und MPR ist zu beachten, dass dieselbe
Variation der örtlichen Auflösung für beide Regler unterschiedlich interpretiert werden
muss. Lässt sich die örtliche Unschärfe bei der MPR noch auf die Vorhersage beziehen,
so wird sie bei der nichtlinearen Regelung eher durch ein diskretes Netz von Messungen
der Einstrahlung verursacht. Es ist also in erster Linie ein Vergleich beider Regelungen
Abbildung 7.6.: Schaltbild zur variierenden örtlichen Auflösung der Einstrahlungsdaten
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Auflösung h [m] 12 24 50 100 150 300 600
Anzahl der Gb-Werte 50 25 12 6 4 2 1
Tabelle 7.4.: Untersuchte Auflösungen der Einstrahlungsdaten
mit der PI-Regelung anzusetzen.
Szenario 1
Bei der nichtlinearen Regelung ist hc(NR) = 600m, bei der modellprädiktiven Regelung
hc(MPR) = 150m. Abweichungen der MPR bei grober Auflösung h sind in Abbildung
7.8a und Tabelle 7.5a zu erkennen. Nur für die MPR bei Auflösungen von h = 600m
und h = 300m liegt die Standardabweichung über 1°C.
Szenario 2
Auch in diesem Szenario beträgt der maximale Temperaturunterschied zwischen h =
12m und h = 600m in der nichtlinearen Regelung weniger als 1°C (siehe Abb. 7.7b). Die
Standardabweichung liegt nahezu konstant bei 7°C (siehe Tab. 7.5b). Eine weitergehende
Abhängigkeit von der Vorhersagegenauigkeit ist nicht erkennbar und hc(NR) = 600m.
Die modellprädiktive Regelung liegt bei hc(MPR) = 150m mit der Regelabweichung
wieder in der Nähe der feinsten Auflösung h = 12m. Insgesamt ist die Abweichung im
Intervall [6, 8] weiter gestreut. Sie erzielt eine geringere Abweichung als die nichtlineare
Regelung für h < hc(MPR). Die konstante Abweichung der PI-Regelung liegt hinsicht-
lich jeder Auflösung um mindestens 3°C höher als die Ergebnisse von nichtlinearer und
modellprädiktiver Regelung.
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h 12 24 50 100 150 300 600
PI 0,1
NR 0,0 0,0 0,0 0,1 0,1 0,1 0,1
MPR 1,0 1,0 1,0 1,0 1,0 1,3 3,5
(a) Szenario 1.
h 12 24 50 100 150 300 600
PI 11,6
NR 7,2 7,1 7,1 7,0 7,0 7,0 7,1
MPR 6,6 6,6 6,2 6,0 7,1 7,8 8,2
(b) Szenario 2.
Tabelle 7.5.: Standardabweichung σ der Regelergebnisse bei variierender örtlicher Auf-
lösung der Einstrahlungsdaten
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Abbildung 7.7.: Regler-Vergleich bei variierender Datengenauigkeit, PI vs. NR.
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Abbildung 7.8.: Regler-Vergleich bei variierender örtlicher Auflösung der Einstrahlungs-
daten, PI vs. MPR.
7.5. Bewertung
Auf Grundlage des Reglervergleichs sollen die drei untersuchten Regelkonzepte bzgl. ihrer
Eignung zur Temperaturstabilisierung bewertet werden. Ist die Datengrundlage zweier
Einstrahlungsszenarien zwar zu dünn, um allgemeingültige Schlüsse zu ziehen, so lassen
sich die erhaltenen Ergebnisse trotzdem mit Bezug auf die Eigenheiten der jeweiligen
Reglergesetze interpretieren.
7.5.1. PI-Regler
Der PI-Regler nutzt nach Festsetzen des stationären Massenstroms m˙0 als beobachte-
te Information lediglich die Austrittstemperatur Tout(t). Im Fall einer quasistationären
Störung (Szenario 1) ist diese Beobachtung ausreichend. Die zu regelnden Temperaturen
ändern sich langsam und der Einfluss von Nichtlinearitäten der Kollektorfelddynamik
ist gering, sodass gute Ergebnisse erzielt werden. Eine örtlich und zeitlich stark vari-
ierende Störgröße (Szenario 2) stellt den linearen PI-Regler allerdings vor Probleme.
Die Reaktion der Massenstromregelung auf die beobachtete Austrittstemperatur ist un-
genügend, weil die instationäre Störung zu stärker variierenden Temperaturgradienten
führt und die Beobachtung Tout(t) nicht ausreichend auf die örtlich verteilten Tempera-
turschwankungen vorbereitet. Deswegen ist der hier besprochene PI-Regler im zweiten
Einstrahlungsszenario den beiden anderen Reglern unterlegen, selbst bei sehr ungenauen
Einstrahlungsdaten.
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7.5.2. Nichtlineare Regelung mit Störgrößenaufschaltung
Das nichtlineare Reglergesetz mit Störgrößenaufschaltung nutzt zusätzlich einen Wert
der Einstrahlung am Kollektoraustritt und eine Fluidtemperatur möglichst nahe am
Ende des Loops. In der Form (7.1) stellt deren Verwertung im ersten Term eine dyna-
mische Adaption des festen Wertes m˙0 der PI-Regelung dar. Diese Adaption als Ver-
besserung wird in den Regelergebnissen des zweiten Szenarios erkennbar, in dem die
PI-Überschwinger um 60% reduziert werden. In Bezug auf ungenaue Einstrahlungsda-
ten ist die nichtlineare Regelung mit Störgrößenaufschaltung robuster als die MPR.
Sie verwendet nur eine beobachtete Einstrahlungsgröße und regelt ohne Vorhersage. Die
zweite Temperaturmessung als prädestinierte Austrittstemperatur kann dafür als Ersatz
gesehen werden.
7.5.3. Modellbasierte prädiktive Regelung
Die in dieser Arbeit verwendete MPR nutzt eine perfekte Beobachtung der Fluid- und
Receivertemperaturen. Sie erzielt die besten Ergebnisse im Sinne einer Stabilisierung
der Austrittstemperatur, weil Szenario 2 die wesentliche Regelproblematik hervorhebt.
Außerdem ist in Szenario 1 sehr gut der Einfluss der Rechenzeit δ auf die diskreten
Stellschritte zu erkennen, die im Anwendungsfall weiter reduziert werden können und
deswegen ein verbessertes Regelergebnis erwarten lassen. Voraussetzung für diese Ver-
besserung ist eine genaue Zustandsschätzung der Temperaturen anhand vorhandener
Messdaten. Die Qualität von Zustandsschätzung und Einstrahlungsvorhersage sind we-
sentliche Faktoren beim Vergleich mit der robusteren, vorhersagefreien nichtlinearen Re-
gelung.
Bei ausreichender Vorhersagegenauigkeit liegt ein großer Vorteil der MPR in der Ro-
bustheit gegenüber jeder Art von Störung. Da nicht alle realistischen, örtlich und zeitlich
variierenden Einstrahlungsszenarien berücksichtigt wurden, kommt diese Arbeit auch zu
keiner endgültigen Bewertung.
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8. Zusammenfassung
Diese Arbeit modelliert und analysiert die regeldynamischen Prozesse eines Parabolrin-
nenkollektorstrangs von 4x150m Länge, in dem eine Salzmischung aus 60% NaNO3 und
40% KNO3 von einer Pumpe angetrieben die solare Einstrahlungsenergie aufnimmt und
aus dem Kollektorfeld transportiert.
Das Ziel einer Stabilisierung der Salztemperatur Tout(t) = T (t,L) = Tsoll am Kollekto-
raustritt soll mit einer Regelung des Massenstroms m˙in(t) am Kollektoreintritt erreicht
werden. Da die Eintrittstemperatur Tin als konstant angenommen wird, ist die Fließ-
geschwindigkeit vin(t) eine äquivalente Stellgröße. Tout(t) ist Regelgröße, während die
unbeeinflussbare solare Einstrahlung Gb(t, x) als Störgröße eingeht. Nach einer thermo-
dynamischen Modellierung werden Zusammenhänge dieser drei Größen in den Kapiteln
zum Modellverhalten und der Regelbarkeit aufgezeigt und fließen im Kapitel Regelung
schließlich ein in die Reglersynthese und den Vergleich dreier Reglerstrukturen.
Die thermodynamischen Prozesse eines Parabolrinnenkollektorfeldes werden über Erhal-
tungsgleichungen beschrieben. Die wesentlichen Größen sind dabei die Temperaturen T
und W des Wärmeträgermediums bzw. des Receiverrohrs und die Fließgeschwindigkeit
v. Die Dynamik folgt dem System
∂
∂t
ρ+ ∂
∂x
(ρv) = 0
∂
∂t
(ρu) + ∂
∂x
(ρvh) = Q˙heat
V
mW cp,W
∂W
∂t
= Q˙solar − Q˙loss − Q˙heat
von Erhaltungsgleichungen (für ein diskretisiertes Kontrollvolumen der Länge dx), wobei
die Fluidtemperatur implizit durch die Größen ρ, u, h und Q˙heat repräsentiert wird.
Die Stoffwerte des in dieser Arbeit verwendeten Wärmeträgermediums erlauben eine
Vernachlässigung des Drucks im dynamischen Modell und die vereinfachte Abhängigkeit
der spezifischen Wärmekapazität cp(T ) = const. und, daraus resultierend, spezifischen
Enthalpie h(T ) = h0 + cp · T . Mit diesen Vereinfachungen ergibt sich schließlich das
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System
∂
∂t
ρ(T ) + ∂
∂x
(ρ(T ) · v) = 0
kW
∂
∂t
W = I − L(W )− q(T,W, v)
kT (T ) · ( ∂
∂t
T + v ∂
∂x
T ) = q(T,W, v).
nichtlinearer gekoppelter partieller Differentialgleichungen für die Temperaturen T, W
und die Geschwindigkeit v. Mit der Dittus-Boelter-Korrelation für die Nußelt-Zahl schreibt
sich der Wärmeübergangskoeffizient in q(T,W, v) = α(T, v) · pidi · (W − T ) als α(T, v) =
α˜(T ) · v0,8 und für das Geschwindigkeitsprofil existiert eine analytische Lösung in Ab-
hängigkeit vom Temperaturprofil. Die numerische Lösung der verbleibenden Tempera-
turgleichungen erfolgt durch finite Differenzen, speziell einer örtlich rückwärts- und einer
zeitlich vorwärtsorientierten Diskretisierung der Ableitungen durch Differenzenquotien-
ten erster Ordnung.
Eine Implementierung in Matlab für einen Kollektorstrang von 4x150m Länge bei Ver-
nachlässigung unbestrahlter Leitungsabschnitte zeigt in zwei Validierungsszenarien glei-
che Ergebnisse wie ein bereits validiertes Modell in Modelica/Dymola. Außerdem ergeben
konstante Salz-Stoffwerte und ein von der Fluid-Temperatur linear abhängiger Wärme-
verlust ein verwendbares Näherungsmodell. Eine quasistationäre Receivertemperatur W
bildet die Dynamik nicht mehr exakt ab und erlaubt durch weitere Modellvereinfachung
andererseits eine analytische Untersuchung des strukturellen Zusammenhangs zwischen
Fließgeschwindigkeit v und Fluid-Austrittstemperatur Tout. Dieses Strukturmodell
∂T
∂t
(t, x) + vin(t) · ∂T
∂x
(t, x) = − l1
kT
T (t, x) + I(t, x)− l0
kT
(8.1)
ist bei stationären Analysen widerum gleichwertig.
Für örtlich und zeitlich konstante Einstrahlung ergibt sich mit dem Ziel einer Aus-
trittstemperatur von Tout = 550°C ein nahezu linearer Zusammenhang zwischen Stör-
und Stellgröße, Einstrahlung und Fließgeschwindigkeit. Im üblichen Auslegungspunkt
Gb = 850 Wm2 ist eine Geschwindigkeit von v = 0, 8
m
s bzw. ein Massenstrom von 4, 8
kg
s
einzustellen. (Periodische) Schwankungen
Gb(t, x) = Gb,0 + Â · sin(ωt∓ 2pi
l
x) (8.2)
der Einstrahlung in Ort und Zeit zeigen bei einer dem Wert Gb,0 angepassten stationären
Regelung v(t) = v0 = const. unterschiedliche Störungsübertragung bzgl. ihrer Ausbrei-
tungsrichtung. Bei Ausbreitung entgegen der Fluid-Strömungsrichtung treten wesentli-
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che Temperaturschwankungen am Kollektoraustritt nur für quasistationäre Störungen
großer Wellenlänge l > 1200m und kleiner Frequenz ω < 6 · 10−3 1s auf. Bei Ausbrei-
tung in Strömungsrichtung tritt zusätzlich eine kritische Ausbreitungsgeschwindigkeit
vI = ωl2pi der Störung auf, in deren Umgebung der vorgenannte quasistationäre Bereich
hoher Amplitudenübertragung um dynamisch variierende Störgrößen erweitert wird. Für
den Betrieb v = 0, 8ms am Auslegungspunkt beträgt die kritische Ausbreitungsgeschwin-
digkeit vI = 0, 64ms . Auch im Strukturmodell findet sich dieses für die dynamische Re-
gelungsproblematik wesentliche Merkmal wieder.
Inwiefern sich die im Modellverhalten analysierten Störgrößen im Sinne einer Tempera-
turstabilisierung beherrschen lassen, klärt das Kapitel zur Regelbarkeit. Für das Errei-
chen einer Soll-Temperatur Tout = Tsoll ist eine Mindesteinstrahlintensität Gb,min(Tsoll)
notwendig (Gb,min(550°C) ≈ 200 Wm2 ). Ohne Restriktionen an die Stellgröße kann ideale
Temperaturstabilisierung Tout = const. durch
vin(t) =
I(t,L)− (l0 + l1Tout(t))
kT
∂T
∂x (t,L)
(8.3)
erreicht werden. Die lokale Existenz von Lösungen der Differentialgleichung (8.1) für ört-
lich konstante Einstrahlung Gb(t, x) = Gb(t) und geeignete Anfangsbedingungen beweist
der Satz über die Stabilisierbarkeit ohne Steuerrestriktionen.
Die Stellgröße vin(t) unterliegt zusätlich den Beschränkungen vin(t) < vmax, |v˙in(t)| <
v˙max und vin(t) > vmin. Die ersten beiden sind technische Einschränkungen der För-
derpumpe, die dritte resultiert aus der Forderung einer optimalen Wärmeübertragung
(Re > 104). Zusammen mit einer örtlich variierenden Einstrahlung erzwingen diese
Randbedingungen eine Erweiterung der Temperaturstabilisierung hin zur Minimierung
des Kostenfunktionals J(Tout(.)) :=
´ |Tout(t) − Tsoll|2 dt, weil Tout = const. nicht für
alle Zeiten erreicht werden kann.
Es werden drei Reglerstrukturen untersucht. Eine PI-Regelung mit konstanten Verstär-
kungsfaktoren wandelt die Temperaturabweichung Tsoll−Tout linear in ein Stellsignal vin
um. Sie dient als Referenzregelung, die den Stand der Technik abbildet. Die ideale Re-
gelung (8.3) fließt nach geeigneter Behandlung problematischer Temperaturgradienten
∂T
∂x (t,L) ≤ 0 in eine nichtlineare Reglerstruktur ein, die neben der Austrittstemperatur
auch eine weitere Fluid-Temperatur in der Nähe des Austritts und einen Wert für die
Einstrahlung verwendet. Diesen beiden Reglern ist gemein, dass sie die realen Stellbe-
schränkungen nicht berücksichtigen und nach Ermittlung des Stellsignals möglicherwei-
se eine Anpassung stattfindet. Eine direkte Berücksichtigung der Stellbeschränkungen
leistet die modellbasierte prädiktive Regelung (MPR). Sie optimiert das angewendete
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Stellsignal unter realen Bedingungen, indem das Kostenfunktional durch wiederholte
Vorhersage des Temperaturverlaufs minimiert wird. Die Prädiktion in der MPR erfolgt
mit dem numerisch schnelleren Näherungsmodell bei idealer Beobachtung aller Receiver-
und Fluidtemperaturen.
Die drei Regler werden bzgl. zweier Einstrahlungsszenarien miteinander verglichen. Dazu
werden zwei Störgrößen der Form (8.2) gewählt, die im Bereich maximaler Amplituden-
verstärkung liegen. Die erste entspringt dem beschriebenen quasistationären Bereich und
die zweite breitet sich mit einer kritischen Geschwindigkeit in Strömungsrichtung aus.
Zeigen alle Regler im quasistationären Fall gute Ergebnisse, so fällt die PI-Regelung im
zweiten Fall von den anderen beiden deutlich ab. Nichtlineare Regelung und modell-
prädiktive Regelung zeigen ähnlichen Temperaturverlauf, während die MPR die beste
Minimierung des Kostenfunktionals erreicht. Der Unterschied zwischen vorhersagefrei-
er nichtlinearer Regelung und prädiktiver Regelung wird erkennbar, wenn die örtliche
Auflösung der Einstrahlungsdaten variiert wird. In beiden Szenarien nimmt ab einer
kritischen Auflösung von 4 Einstrahlungswerten auf 600m (im Vergleich zu 50 in der
Simulation) die Regelqualität der MPR ab, während sich eine variierende Auflösung auf
die PI-Regelung gar nicht und auf die nichtlineare Regelung vernachlässigbar auswirkt.
Unabhängig von der örtlichen Auflösung zeigen nichtlineare und modellprädiktive Rege-
lung im Fall der dynamisch variierenden Störgröße mit kritischer Ausbreitungsgeschwin-
digkeit im Vergleich zur PI-Regelung stabilere Temperaturen.
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Die vorgestellte Modellierung der dynamischen Prozesse im Parabolrinnenkollektorfeld
orientiert sich an dem regelungstechnischen Zusammenspiel vin(t)/m˙in(t)  Tout(t) 
Gb(t, x). Daraus resultieren Modellvereinfachungen, deren Gültigkeit vor allem in Hin-
sicht auf diese grundsätzliche Problemstellung bewertet wird.
Die Modellvalidierung betrachtet lediglich die Größe Tout und bezieht keine weiteren
Temperaturen mit ein. Sowohl die Wärmeverluste des Absorberrohrs als auch die Wär-
meübertragung zwischen Receiver und Fluid wurden auf die wesentlichen Prozesse re-
duziert. Letztendlich erlaubt bei der Wärmeübertragung ein Nußelt-Potenzgesetz der
Form Nu ∝ Rea ·Prb eine analytische Lösung des Geschwindigkeitsprofils und die damit
verbundene (numerische) Vereinfachung. Die verwendete Dittus-Boelter-Korrelation ver-
nachlässigt detaillierte Grenzschichterscheinungen und fällt in diese Kategorie. Für eine
Übertragung der Modelle und Modellgleichungen auf andere Anwendungsfälle müssen
alle Modellvereinfachungen ihre Gültigkeit beibehalten.
Eine druckunabhängige Formulierung der Dynamik ist für den (zweiphasigen) Parabol-
rinnenbetrieb mit Wasser/-dampf erschwert, weil der Druck im (kompressiblen) gasför-
migen Zustand auf Stoffeigenschaften einwirkt. Andererseits behält sie allgemein bei
inkompressiblen Fluiden ihre Gültigkeit. Neben dem betrachteten Flüssigsalz als Wär-
meträgermedium können mit den abgeleiteten Modellgleichungen z.B. auch herkömm-
liche Thermoöle in die Simulation eingebunden werden, wenn sie die eingangs gestell-
ten Stoffwertvereinfachungen für spezifische Wärmekapazität cp = const. und Dichte
ρ(T ) = a0 + a1 · T mit geringer Abweichung zulassen.
Die Störübertragungsfunktionen wurden für lineare Signale/Schwingungen hergeleitet,
wie sie in der linearen Regelungstechnik analysiert werden. Die Grundlage dafür bilden
Fourier- bzw. Laplacetransformation, die eine eineindeutige Beziehung zwischen realem
Signal und seinem Frequenzspektrum herstellen. In der Analyse der Störungsübertra-
gung als kritisch bzgl. der Amplitudenverstärkung erkannte Störgrößen wurden für den
Reglervergleich herangezogen. Aufgrund ihrer Periodizität und jeweils einer einzigen ab-
gebildeten Frequenz sind sie reiner Natur und nicht als reale Einstrahlungsszenarien zu
verstehen. Es werden Zeitintervalle von max. 40 Minuten Länge betrachtet, in denen die
Sonne modellhaft im Zenit steht (und verbleibt). Die Analyse von Tagesgängen würde
eine genauere Abbildung der Kollektorgeometrie verlangen. Außerdem ist zu beachten,
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dass die hergeleiteten Übertragungsfunktionen sich ausschließlich auf den Aufbau aller
Kollektoren in einer Linie beziehen.
Die idealisierte Regleridee ist unabhängig vom Aufbau der Kollektoren, weil zur Tempe-
raturstabilisierung nur lokale Informationen am Kollektoraustritt genutzt werden. Der
Beweis zur Existenz und Eindeutigkeit (für kleine Zeiten) sichert eine konstante Aus-
trittstemperatur bei örtlich konstanter Einstrahlung. Wie weit die erhaltene Lösung
zeitlich fortgesetzt werden kann oder welche nicht nur in der Zeit, sondern auch im Ort
variierenden Einstrahlungswerte die ideale Regelung z.B. durch verschwindende Tempe-
raturgradienten aushebeln, vermag diese Arbeit nicht zu beantworten.
Die im nichtlinearen Reglerentwurf umgesetzte ideale Regelung scheitert im zweiten
Vergleichsszenario, während der Temperaturverlauf dabei dem der numerischen Optimie-
rung in der modellprädiktiven Regelung ähnelt. Letztendlich kann aufgrund der wenigen
Vergleichsdaten dieser Arbeit nicht entscheiden werden, inwiefern die modellprädiktive
Regelung durch erweiterte Optimierungsstrukturen verbessert werden kann oder ob die
ähnlichen Regelergebnisse dafür sprechen, dass der Einbezug von Stellbeschränkungen
im Reglergesetz beim Parabolrinnenbetrieb mit Flüssigsalz kaum zu erhöhter Regelqua-
lität führt. Es sind erneute Vergleiche notwendig, wenn im Anwendungsfall weitere Kos-
ten wie Regelaufwand oder Materialbelastung über die Temperaturabweichung hinaus
berücksichtigt werden.
Alle Regelstrategien sind insofern auf die Regelung eines linienfokussierenden Kollektor-
feldes übertragbar, als sie als Regelung der einzelnen Kollektorstränge betrachtet werden
können.
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Sowohl die modellprädiktive, als auch die nichtlineare Regelung sind im Hinblick auf
eine Stabilisierung der Flüssigsalztemperatur am Kollektoraustritt der PI-Regelung vor-
zuziehen. Aus den angestellten Untersuchungen zu beiden Regelkonzepten und ihrem
Vergleich untereinander ergeben sich Fragestellungen, die im Rahmen dieser Arbeit nicht
angegangen wurden und deren Beantwortung die vorliegenden Ausführungen sinnvoll er-
gänzen würde.
Die idealisierte Regleridee als Vorstufe der nichtlinearen Regelung wurde durch einen
Beweis zur (lokalen) Existenz und Eindeutigkeit der Temperaturentwicklung für örtlich
konstante Einstrahlung gestützt. Es ist im Sinne der Regelbarkeit weiter zu verfolgen,
ob und unter welchen Einstrahlungsbedingungen in Ort und Zeit die Lösung konstanter
Austrittstemperatur fortgesetzt werden kann. Im Sinne der Regelbarkeit ließe sich damit
beleuchten, inwiefern die idealisierte Regleridee bereits an Einstrahlungsschwankungen
scheitert oder ob die später beobachteten Temperaturabweichungen erst durch Stell-
beschränkungen hervorgerufen werden. Mit einer erweiterten Kenntnis der regelbaren
und nicht regelbaren Störgrößen lässt sich das Potential der modellprädiktiven Regelung
genauer abschätzen und eventuell durch Erweiterung der vorliegenden Optimierungs-
strukturen weiter ausschöpfen.
Nach der vorliegenden theoretischen Potentialabschätzung der Regelkonzepte ist ein zu-
sätzlicher Schritt der Vergleich des technischen Potentials. Die modellprädiktive Rege-
lung verlangt für die Anwendung nach einer geeigneten Zustandsschätzung. Außerdem ist
es von Interesse, wie sich neben linearen Störsignalen reale, zeitlich und örtlich aufgelös-
te Einstrahlungsbedingungen auf die Regelqualität und den Reglervergleich auswirken.
Hierbei ist die übliche U-förmige Anordnung der Kollektorstränge umzusetzen.
Die Übertragung der dynamischen Modelle und entwickelten Regelkonzepte für Flüssig-
salz als Wärmeträgermedium auf den linienfokussierenden Kraftwerksbetrieb mit ande-
ren inkompressiblen Fluiden ist möglich, sofern die gleichen Temperaturabhängigkeiten
von spezifischer Wärmekapazität und Dichte vorliegen. Damit steht ein Vergleich der
Regelkonzepte bzgl. ihrer Eignung für verschiedene Wärmeträgermedien in Aussicht.
Letztendlich bildet die Implementierung am Test-Aufbau eines Kollektorstrangs den Ab-
schluss des Entwurfs und des Vergleichs verschiedener Regelkonzepte zur Temperatur-
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stabilisierung im Parabolrinnenbetrieb mit Flüssigsalz als Wärmeträgermedium.
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A. Ableitung der
Störgrößenübertragungsfunktion
System:
∂T
∂t
+ a∂T
∂x
= b(W − T )
∂W
∂t
= I
kW
+ cT − dW − e
mit Konstanten a, b, c, d, e, kW . Sind Ω, ϑ und J die zeitlichen Laplacetransformationen
von W , T und I so ergibt sich für diese das System
sϑ(s, x)− T (0, x) + a∂ϑ
∂x
(s, x) = b(Ω(s, x)− ϑ(s, x))
sΩ(s, x)−W (0, x) = J(s, x)
kW
+ cϑ(s, x)− dΩ(s, x)− e
Gleichung 2 nach Ω umgestellt, ergibt Ω(s, x) = 1s+d · (J(s,x)kW + cϑ(s, x) + W (0, x) − e).
Daraus folgt nach Einsetzen in Gleichung 1 eine lineare gewöhnliche Differentialgleichung
erster Ordnung für ϑ(s, x) mit (bzgl. des Ortes) konstanten Koeffizienten:
a
∂ϑ
∂x
(s, x) = ( bc
s+ d − s− b) · ϑ(s, x) +
b
(s+ d) ·
J(s, x)
kW
+ T (0, x) + b
s+ dW (0, x)−
eb
s+ d
Mit den Abkürzungen p(s) := −s
2−(b+d)s+b(c−d)
a(s+d) , q(s) =
b
akW (s+d) und r(s, x) :=
1
a(T (0, x)+
b
s+dW (0, x)− ebs+d) schreibt sich die Lösung als
ϑ(s, x) = ep(s)xϑ(s, 0) +
ˆ x
0
ep(s)(x−y) · (q(s)J(s, y) + r(s, y)) dy.
Der Einfluss der Störung wird dabei über den mittleren Term
ϑI(s, x) = q(s) · ep(s)x ·
ˆ x
0
e−p(s)yJ(s, y) dy
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repräsentiert. Mit dem Ansatz I(t, x) = Aˆ·ei(ωt± 2pil x) (siehe (6.1)) ist J(s, x) = Aˆ·e±i 2pil x ·
1
s−iω , wobei
Aˆ
s−iω die Transformation des Signals Aˆ · eiωt darstellt. Deswegen ist
ϑI(s, x, ω, l) = q(s) · ep(s)x ·
ˆ x
0
e−(p(s)∓i
2pi
l
)y dy · A
s− iω
= q(s) · e
p(s)x
p(s)∓ i2pil
· (1− e−(p(s)∓i 2pil )x) · A
s− iω
= q(s)
p(s)∓ i2pil
· (ep(s)x − e±i 2pil x) · A
s− iω
= Gˆ(s, x, l) · A
s− iω
Die Auswirkung von Einstrahlungsschwankungen auf die Austrittstemperatur kann letzt-
endlich über x = L gewonnen werden. Es ergibt sich die Übertragungsfunktion
G(s, l) = Gˆ(s,L, l)
= q(s)
p(s)∓ i2pil
· (ep(s)L − e±i 2pil L)
= b
a · kW · (s+ d) ·
1
−s2−(b+d)s+b(c−d)
a(s+d) ∓ i2pil
· (e
−s2−(b+d)s+b(c−d)
a(s+d) L − e±i 2pil L)
= b
kW
· 1−s2 − (b+ d∓ 2piial )s+ b(c− d)∓ 2piiadl
· (e
−s2−(b+d)s+b(c−d)
a(s+d) L − e±i 2pil L)
= b
kW
· 1
s2 + (b+ d∓ 2piial )s− b(c− d)± 2piiadl
· (e±i 2pil L − e−
s2+(b+d)s−b(c−d)
a(s+d) L)
und die Variante (6.3) ergibt sich durch s = iω.
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B.1. Störungsübertragung
Es folgen die vollständigen Bode-Diagramme und Darstellungen der Übertragungsfunk-
tionen zu den in Abschnitt Modellverhalten behandeltenWellenlängen l = 600m, 10000m
von Störgrößen bzgl. beider Ausbreitungsrichtungen.
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B.1.1. Ausbreitung entgegen der Strömungsrichtung
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Abbildung B.1.: Übertragungsfunktion und Bode-Diagramm von Störungen entgegen
der Strömungsrichtung
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B.1.2. Ausbreitung in Strömungsrichtung
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Abbildung B.2.: Übertragungsfunktion und Bode-Diagramm von Störungen in Strö-
mungsrichtung
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B.1.3. Vereinfachtes Modell
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Abbildung B.3.: Störungsübertragung im vereinfachten Modell
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B.1.4. Störungsübertragung für Einstrahlungsszenario 2
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Abbildung B.4.: Störungsübertragung für Einstrahlungsszenario 2.
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B.2. Vollständige Daten des Reglervergleichs
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Abbildung B.5.: Daten NR
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B.2.2. MPR
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Abbildung B.6.: Daten MPR
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