The Mondrian process is a stochastic process that produces a recursive partition of space with random axis-aligned cuts. Random forests and Laplace kernel approximations built from the Mondrian process have led to efficient online learning methods and Bayesian optimization. By viewing the Mondrian process as a special case of the stable under iterated tessellation (STIT) process, we utilize tools from stochastic geometry to resolve three fundamental questions concern generalizability of the Mondrian process in machine learning. First, we show that the Mondrian process with general cut directions can be efficiently simulated, but it is unlikely to give rise to better classification or regression algorithms. Second, we characterize all possible kernels that generalizations of the Mondrian process can approximate. This includes, for instance, various forms of the weighted Laplace kernel and the exponential kernel. Third, we give an explicit formula for the density estimator arising from a Mondrian forest. This allows for precise comparisons between the Mondrian forest, the Mondrian kernel and the Laplace kernel in density estimation. Our paper calls for further developments at the novel intersection of stochastic geometry and machine learning.
Introduction
The Mondrian process is a spatial generalization of the stick-breaking process, one that underpins much of nonparametric Bayesian methods for clustering [23, 32, 8, 14, 24, 7, 33, 31] . It recursively creates a random partition of R d into axis-aligned boxes (a guillotine partition) as follows: starting from an initial partition of space into axisaligned boxes, one assigns to each box d independent exponential clocks, one for each dimension, whose rate is the length of the box in this dimension. When the first clock rings at some time t, say at box B in dimension r ∈ {1, . . . , d}, one draws an independent uniform point along the dimension of this box and cuts it into two, yielding a new axis-aligned partition. Then one resets all the clocks and repeats. In the case d = 1, this is the self-similar fragmentation process with the binary uniform split measure [3] , and the evolution of the stick containing a given point is the stick-breaking process with uniform split.
The Mondrian process has primarily been employed to build non-adaptive random forests [15] . Such forests are easy to simulate, parallelizable, and updated online, yielding considerable computational advantages while giving similar performance to other online random forest methods [15] . In addition, their probabilistic construction yields a simple posterior update under hierarchical Gaussian prior, making them suited for developing efficient Bayesian optimization algorithms [16, 35] . The Mondrian process has also been used as a random approximation of the Laplace kernel [2] . [19] showed that Mondrian forests yield randomized classification algorithms that achieve minimax rates for the estimation of a Lipschitz regression function. These promising results, along with the simple recursive description of the Mondrian process, calls for a more solid theoretical foundation.
In this paper, we employ tools from stochastic geometry to resolve three fundamental questions on the Mondrian forest. The first is generalizability. Prior to its discovery in the machine learning community by [25] , the Mondrian process existed in much greater generality as the stable under iteration (STIT) tessellation, first introduced by [21, 22] as models for crack formation processes. In the STIT framework, cuts are drawn from a given distribution Λ over hyperplanes, and exponential clocks are attached to each cell, whose rates are the expected number of hyperplanes drawn from Λ conditioned on hitting this cell. In particular, these cuts are not constrained to be axis-aligned, and each distribution on the unit sphere in R d gives rise to a unique STIT distribution. In [9] , a random tessellation process is presented, generalizing the Mondrian process using the construction in [22] . It is shown through a classification task and a simulation study that non-axis aligned cuts can perform better than the Mondrian process. This begs the question: do STIT tessellations with general cut directions retain the computational advantages of the axis-aligned case? For a given dataset, what would be the optimal cut directions for regression or classification with the corresponding Mondrian forests? Theorem 1.1 below shows that Mondrian processes with finitely many cut directions are intersections of axis-aligned Mondrian processes with a lower-dimensional subspace. Figure 1 . An example STIT process with three directions. Each cell W has an independent exponential clock with mean Λ([W ]). When the clock rings, the cell is cut by a hyperplane drawn from the specified distribution Λ conditioned to hit this cell. In this simulation, at time t = 0 we start with the unit square W = [−0.5, 0.5] 2 , and ran until time t = 9, called the lifetime of the STIT. The first three figures show the first three cuts, while the last figure shows the STIT at time t = 9, which has 14 cuts. Theorem 1.1. Let u 1 , . . . , u n be n points on the unit sphere S d−1 , and define U : R d → R n to be a n × d matrix with rows u 1 , . . . , u n . Let Y be a STIT tessellation in R d with 2 associated intensity measure
Let L be the linear subspace of R n spanned by the columns of U . Then, U (Y ) has the same distribution as the intersection of a Mondrian process in R n with the subspace L.
That is, in this STIT, a cell is split by a hyperplane supported by u i with probability proportional to the length of its projection onto the line spanned by u i . When the u i 's are the d standard coordinate vectors, then one obtains an axis-aligned STIT, i.e., the Mondrian process. Theorem 1.1 states that using finitely many cut directions has the same effect as performing a linear embedding of the data in higher dimensions and then partitioning it with the Mondrian process. For most machine learning tasks such as regression and classification considered above, such linear embeddings very often do not change the theory nor enhance algorithm performance. In these cases, one does not gain from considering more general cuts.
However, the situation differs when one uses the Mondrian process to randomly approximate kernels. While the standard Mondrian approximates the Laplace kernel [2, Proposition 1], we show that one can approximate many other kernels with the general STIT. In particular, the exponential kernel k(x, y) = exp(− x − y 2 /σ) can be approximated by the uniform STIT, whose cut directions are chosen uniformly at random from the sphere in R d . Figure 2 . Contour plots of the kernels K ∞ under different intensity measures Λ. As the kernels are translation invariant, the plot shows the contour of the function x → K ∞ (0, x) for d = 2. From left to right: the Laplace kernel obtained from axis-aligned STIT; the exponential kernel obtained from the isotropic STIT; a kernel obtained from a STIT with three cut directions orthogonal to (1, 0), (0, 1) and (1, 1); a kernel obtained from a STIT whose cut directions are ten random Gaussian vectors in R d . These plots show that the STIT can approximate many kernel functions. 
where κ d is the volume of the d-dimensional unit ball.
Our third main result gives an explicit formula for the density estimator of the Mondrian forest, showing that it is a kernel estimator with a Laplace component and a volume correction term. Theorem 1.3. Consider n i.i.d. points X 1 , . . . , X n drawn from a distribution with unknown density f . Let λ > 0, and let f n,M denote the random forest estimator obtained from running M independent Mondrian processes until lifetime λ. Let f n,∞ denote the ideal forest estimator (obtained with infinitely many trees). Then
The density estimator f n,M is a random approximation of the kernel density estimator f n,∞ corresponding to a bandwidth λ −1 and kernel
Note that the first term e − x 1 of K 0 is the Laplace kernel, while the second term measures volume of the smallest box drawn from x to the origin. Thus, for a pair of points x, X i , K(x, X i ) is smaller if it is further away from X i . In other words, the kernel of the Mondrian forest decays faster from the observed points compared to the Laplace kernel. This can be seen clearly in Figure 3 . With this explicit form, one can use it directly in analysis and obtain theoretical guarantees with usual techniques. As a demonstration, we show that the estimator is consistent (cf. Proposition 5.2). Theorem 1.3 gives a precise understanding of the differences between the Mondrian forest, the Mondrian kernel, and the Laplace kernel method for density estimation. While the conceptual connection between forests and kernel estimates is well-known [6, 11, 17, 4, 5] and has been noted for the Mondrian case in regression [2] , explicit The points X 1 , . . . , X n (shown in red on the x-axis) are sampled from the standard Gaussian (density shown in gray), with n = 10 on the left figure, and n = 1000 on the right. The Mondrian method gives more weight to existing data points, and less to those far away. For large number of points, empirically it gives faster convergence to the true density (gray).
formula like that of Theorem 1.3 have only been obtained for very few random forest models [1, 30] , most notably the purely random forest [10] . Compared to purely random forests, Mondrian forests and more generally STIT forests are derived from a self-similar and stationary stochastic process. We crucially exploit these properties to overcome the main hurdle in the analysis of random forests in density estimation, namely, evaluating the volume of the cell in the partition. This was the roadblock in previous analysis of Mondrian methods for density estimation [2] , for in general, it is a difficult random variable that depends on the given data. Here we show that density estimation from a STIT forest is always a kernel estimator, and for the Mondrian, we have a precise description of the distribution of the cell providing access to the volume. This leads to explicit formulas in the analysis. In summary, our paper points to more fruitful collaborations between stochastic geometry and machine learning.
Stochastic geometry background
The results we present here rely on the theory of stable under iteration (STIT) tessellations. We now summarize relevant results from the stochastic geometry literature that will be used throughout this paper. For a comprehensive text on stochastic geometry, we recommend [26] .
Stable under iteration tessellations (STIT)
. Define a mosaic in R d as a collection of convex polytopes that have pairwise disjoint interior and such that the union is R d . A random tessellation in R d is defined to be the random closed set consisting of the union of boundaries of a random mosaic [26] . A random tessellation is stationary if its distribution is translation invariant, and isotropic if its distribution is invariant under rotations about the origin. 5
Stable under iteration (STIT) tessellations are a class of stationary random tessellations in R d introduced in [21] . A rich theory has since been developed on the properties of these tessellations, see [18, 20, 27, 29, 28] . We will now summarize the construction of a STIT tessellation presented in [21] . Let H d denote the space of d − 1-dimensional hyperplanes in R d and let Λ be a locally finite and translation-invariant measure on H d . Assume there exist d hyperplanes with linearly independent normal directions contained in the support of Λ. This ensures the cells of the tessellation constructed on
Assume Λ is normalized so that Λ ([B(d, 1) ]) = 1, where B(d, 1) is a ball in R d of diameter 1. Start from an initial bounded frame W ⊂ R d . Assign to W a random exponential lifetime with parameter Λ([W ]). When the lifetime expires, a random hyperplane is generated from the probability measure Λ([W ]) −1 Λ(· ∩ [W ]), splitting the window W into two cells W 1 and W 2 . The construction continues recursively and independently in W 1 and W 2 until some fixed deterministic time λ > 0. We will denote the random tessellation constructed in W up until time λ by Y Λ (λ, W ). The subscript Λ will be omitted when the intensity measure is clear from context. The tessellation can be extended to R d , since the tessellation is consistent with respect to the window, that is, for
for all compact sets W ⊂ R d such that 0 < Λ([W ]) < ∞, the existence of which is stated in Theorem 1 of [22] . For all λ > 0, Y (λ) is stationary and satisfies the follows scaling property:
In addition, there is a closed formula for the capacity functional of Y (λ). Letting C denote the set of compact subsets of R d , the capacity functional of a random closed set Z is defined by
In particular, for C ∈ C with one connected component, it was shown in [22] that for a STIT tessellation with intensity measure Λ,
To better understand this construction, recall that a hyperplane in R d with normal vector u ∈ R d and displacement t ∈ R is defined by
The stationarity and normalization of the measure Λ imply that we can write
where φ is a probability measure on the unit sphere S d−1 , see Theorem 4.4.1 and (4.30) in [26] . In particular, for a compact set W ⊂ R d ,
where h W (u) := sup x∈W u, x is the support function for W . Thus, the random hyperplane H(U, T ) inducing a cut in a cell W is distributed as follows. The direction of the hyperplane U is chosen randomly from the distribution on S d−1 defined by
That is, U is chosen from the distribution φ weighted by the width of W in each direction. Then, conditioned on U , the displacement T is chosen uniformly from the
When the support of φ lies on the basis vectors {e i } d i=1 , the STIT tessellation construction corresponds to a Mondrian process. More precisely, the Mondrian process on R d arises when
Another particular case is when φ = σ, where σ denotes the normalized spherical Lebesgue measure on S d−1 . Then, the intensity measure Λ and the resulting tessellation are isotropic as well as stationary.
Example: Let W = [−0.5, 0.5] 2 and let dφ(u) = 3 i=1 δ u i , where u 1 = (1, 0), u 2 = (0, 1), and u 3 = (1/ √ 2, 1/ √ 2). When the exponential lifetime with parameter Λ([W ]) expires, a cut is made as follows. The direction is u i with probability
Then the displacement t is uniform on [−0.5, 0.5] if the direction is u 1 or u 2 and is uniform on Figure 1 shows a simulation of this STIT up to lifetime 9.
Zero cell.
The zero cell of a random tessellation in R d is defined to be the cell containing the origin. We denote the zero cell of Y (λ) by Z λ 0 . By stationarity, this random convex polytope will have the same distribution of the cell of Y (λ) containing any fixed point x ∈ R d . Theorem 1 in [28] implies the zero cell of the STIT tessellation has the same distribution as the zero cell of a stationary Poisson hyperplane tessellation with the same intensity measure, which has been studied in, for instance, [13, 12] . For the Mondrian process, we can be precise about the distribution of Z λ 0 . The intersections of the axis-aligned STIT with span(e i ), i = 1, . . . , d are independent one-dimensional 7
Poisson point processes of intensity λ d , implying that
where {T i,k } k=0,1;i=1,...,d are independent exponential random variables with parameter λ d .
An important quantity is the volume of the zero cell, which we will denote by V (Z 0 ). In particular, (4) implies that the volume of Z λ 0 is the product of d i.i.d. positive random variables distributed as the sum of two independent exponential random variables. For more general intensity measures, the volume of the zero cell is more difficult to describe. The volume in the isotropic case was studied in [13] , but only upper and lower bounds on the moments have been obtained.
Proof of Theorem 1.1
Consider a stationary STIT tessellation Y in R d where the directional distribution of the hyperplanes is the uniform distribution over n ≥ d fixed directions u 1 , . . . , u n ∈ S d−1 . While it is known that the intersection of a STIT tessellation with a lower dimensional linear subspace is distributed as a STIT tessellation [29, 22] , to the best of our knowledge, Theorem 1.1 is the first to give an explicit formula that shows any STIT with finitely many cut directions can be obtained from the intersection of an axis-aligned STIT in a higher dimension with an appropriate subspace.
Proof of Theorem 1.1. In [22] , Lemma 4 and Corollary 1 show that the capacity functional for a STIT tessellation is determined by its associated intensity measure on the space of hyperplanes. Thus it suffices to show that for any Borel set C ⊂ R d and λ > 0,
Letting {e (n) i } n i=1 denote the standard basis in R n , we see that for any
This completes the proof. Proof. As noted in [2] , the limit as M → ∞ of K M is the probability that x and y are contained in the same cell of the tessellation. We shall derive this probability from the capacity functional formula (3) . For x, y ∈ R d Part (i) follows from the following computation:
For part (ii), the hyperplane H(u i , t) hits the line segment [x, y] if and only if
where U ∈ R n×d is the matrix with rows u 1 , . . . , u n . This completes the proof.
Density estimation with Mondrian forests
Consider n i.i.d. points X 1 , . . . , X n drawn from a distribution with unknown density f . Let λ > 0 and consider a STIT tessellation Y (λd) with associated measure Λ and denote by Z λ x the cell of Y (λd) containing x ∈ R d . We consider lifetimes scaling with dimension d so as to better compare with Laplace kernel density estimation. Indeed, Theorem 1.2 shows that sampling from Y (d) approximates the Laplace kernel. Recall that we denote by V (Z) the volume of a cell Z. The density estimator for f from a single STIT tree is
.
The volume terms are needed in this definition so that f n (x) integrates to one, that is, it is indeed a density. Similarly, the density estimator for f from a STIT forest with M i.i.d trees is
where {f (m) n } M m=1 are i.i.d. copies of the estimator f n obtained from M i.i.d. copies of the STIT tessellation Y 1 , . . . , Y M . By the strong law of large numbers, as M → ∞,
almost surely. To prove Theorem 1.3, we first show that f n,∞ is always a kernel estimator for any STIT. Then we derive the explicit formula for the Mondrian process.
Proposition 5.1. In the above settings,
where
and Z 0 is the zero cell of a STIT in R d with intensity measure Λ and lifetime parameter d. That is, the ideal STIT forest density estimator (with infinitely many trees) is a kernel density estimator with kernel K 0,Λ and bandwidth λ −1 .
Proof. Let Z 0 be the cell containing the origin of the STIT tessellation Y Λ (d). Now, define the kernel K 0,Λ as in the Proposition. Note that K 0,Λ is symmetric and K 0,Λ (x)dx = 1. Also, for λ > 0, define
where the equalities follow from the self-similarity property of the STIT tessellation. By stationarity, E
. Thus, we obtain (5) .
Proof of Theorem 1.3. Following from Proposition 5.1, it remains to compute K 0,Λ explicitly for the Mondrian process. In this case, we will denote the kernel by K 0 . Recall from (4) that the zero cell Z 0 of Y (d) has the distribution Z 0 = d j=1 [−T j,0 , T j,1 ], where {T j,k } j=1,...,d;k=0,1 are i.i.d. exponential random variables with parameter 1. Then,
Then, by the change of variable z = t + s,
Finally, we have
i ) for each i = 1, . . . , n. This is indeed a density, since for each j, R e −|x j | dx j = 2 and R |x j |E 1 (|x j |)dx j = 1.
We now turn to showing consistency for the Mondrian random forest estimator f n,M . The mean squared error at x ∈ R d of an estimatorf for a probability density f is defined as
We will also consider the mean integrated squared error, defined for an estimatorf by
An estimator is said to be L 2 consistent if these errors tend to zero as n → ∞. We will show this is the case when the intensity λ grows to infinity with n in an appropriate way.
We first examine the limiting kernel estimator f n,∞ . Using (5), consistency follows using classical methods for kernel density estimators. Proof. We outline the proof here, details are given in Appendix A. This follows from the standard Taylor approximation arguments for the consistency of kernel density estimation, see [34] . In particular, as n → ∞,
The result follows from the assumptions on f , λ, and the following properties of K 0 : there exists constants c 1 := c 1 (d) and c 2 := c 2 (d) depending only on d such that
In particular, the first bound follows from the fact that for the STIT Y (d),
which follows from Theorem 10.4.1 and (10.4.6) in [26] .
In addition, the following statement shows that if f ∞ < ∞, then as M → ∞, consistency of f n,∞ implies consistency of the estimator f n,M . This estimator is a Monte Carlo estimate for the the Laplace kernel density estimator, indeed one obtainsf n in the limit as M → ∞.
This observation illustrates the precise difference between the Mondrian random forest and the Mondrian kernel in density estimation. In the limit, Mondrian random forest density estimation is just kernel density estimation with kernel K 0 that is similar, but not the same as the Laplace kernel, which is the limit of the Mondrian kernel. This difference was discussed in [2] in the context of regression. Here, we are able to make precise the limiting behavior of the Mondrian forest density estimator, illuminating its behavior relative to Mondrian kernel estimators.
Appendix A. Proof of Proposition 5.2
Analogously to the kernel estimator consistency, letting λ → ∞ as n → ∞ corresponds to letting the bandwidth h approach zero as n → ∞. We will show the kernel K 0 satisfies the conditions in [34] , and thus consistency follows from the standard Taylor approximation arguments. Indeed, recall that the distribution of Z 0 for the axis-aligned STIT Y (d) is a product of i.i.d. intervals with length distributed as the sum of two independent exponential random variables with parameter 1. Then, for each i = 1, . . . , d, Also, for i = j, We then have the following upper bound on the variance:
Hence,
For part (ii), we see that MISE(f n,M (·)) − MISE(f n,∞ (·)) =
