Abstract-With the increasing popularity of multicomputers, efficient way of communication within its processors is a popular area of research. Multicomputers refer to a computer system that has multiple processors, they have high computational power and they can perform multiple tasks concurrently. Mesh and Torus are some of the commonly used network topologies in building multicomputer systems. Their performance highly depends on the underlying network communication such as multicast. Multicast is a communication method in which a message is sent from a source node to a certain number of destinations. Two major parameters used to evaluate multicast are time that a multicast process takes to deliver the message to all destinations and traffic that indicates the number of links used for this process. Research indicates that in general, it is NP-complete to find an optimal multicasting algorithm which is efficient on both time and traffic. This paper suggests two new algorithms to achieve multicast in mesh and torus networks. Extensive simulations of these algorithms show that in practice they perform better than existing ones.
INTRODUCTION
Many fields such as telephone networks, aircraft control systems, etc., need enormous computational capabilities. As more and more people are getting connected to Internet, the demand of (processed) contents such as websites, video is also increasing. Multi-computers -a computer system that has multiple processors is used to meet these demands [8] . In these systems, each processor is connected to other processors in the same system. The computational power of multicomputersis high and they can perform multiple tasks concurrently. These systems are also known as Massively Parallel Computers (MPC) [15] . Each processor has its own local memory and does not share it with other processors. For the purpose of communication among them, messages have to be passed within the network of processors. The overall performance of a system can be improved by passing the message in an efficient manner. Messages can be passed using unicast (one to one), multicast (one to many) or broadcast (one to all) method. Unicast and broadcast are special cases of multicast [3] . Better the multicast system better is the performance of the network. Thus, highly efficient approaches are required to pass the message.
The main purpose of multicast is to improve the performance of the underlying network. Multicast is used for file distribution and caching in distributed and parallel systems to transfer big chunks of data. It is useful in monitoring a system and updating the results, such as stock prices and security. It can also be used to support concurrent data processing in parallel algorithms and for the coordination within a multicomputer system.
The performance of a multicast routing approach can be evaluated by two main factors: time and traffic. Traffic signifies the number of links used in distributing the message from source to all destinations. Time indicates the maximum time units used to complete the message distribution from the source node to any destination node. A routing approach that reduces time and traffic would be an efficient one. Mesh and Torus are two of the network topologies used to construct a multicomputer system, because of their important properties such as low cost (number of links), scalability and ease of implementation [9, 15] . Many algorithms have been developed recently for mesh-connected multicomputer systems [8, 12, 19, 24] . Several of these are based on unicast, which is not an efficient way to pass a messages it leads to high multicast time and traffic. However there are few algorithms, which use tree-based multicast approach and have better performance as compared to the unicast approach [3, 6, 11, 23] .
In this paper, two new tree-based multicast algorithms have been devised, which in practice perform better than earlier developed algorithms.
II. PROPOSED ALGORITHMS
Since optimizing both time and traffic is impossible, a good approach would be to design an algorithm that obtains optimal result on one parameter and then reduce the value of other parameter as much as possible with a reasonable complexity.
The 2-dimensional mesh fits into the positive quadrant of the 2-dimensional coordinate space with their origins overlapping. Each node of the mesh is located at a point that is identified by the location corresponding to a 2-coordinate vector, and each pair of neighboring nodes are connected with a line that represents a link between them.
Multicast problems in torus are similar to those in a mesh. In a 2D mesh, delivery of message always follows the positive direction, which depends on the position of the nodes, whereas in a 2D torus it can follow either positive or negative direction.
A 2D torus of size (݉ × ݊) can be divided into four zones as shown in Figure 7 and each node ‫,ݔ(‬ ‫)ݕ‬ where 0 ≤ ‫ݔ‬ ≤ ݉ − 1and 0 ≤ ‫ݕ‬ ≤ ݊ − 1, belongs to one of them.
ൗ ඇ, ඃ ݊ 2 ൗ ඇ൯ } A torus is partitioned into zones to use the wraparound links present, which helps in disseminating the message faster as compared to a mesh network. The division of 2D torus reduces the problem of multicast in 2D torus to a problem of multicast in four sub-meshes. At time unit one, message is sent from the source node ‫,0(ݏ‬ 0) to (݉ − 1, 0) and at next time unit message is sent from ‫,0(ݏ‬ 0) to (0, ݊ − 1) as well as from (݉ − 1, 0)to (݉ − 1, ݊ − 1).
In ‫݁݊ݖ‬ ଵ , message is routed from node ‫,0(ݏ‬ 0) to all the destinations in it. Similarly in ‫݁݊ݖ‬ ଶ , ‫݁݊ݖ‬ ଷ and ‫݁݊ݖ‬ ସ message routing is done from (݉ − 1, 0), (0, ݊ − 1) and (݉ − 1, ݊ − 1) respectively. Thus the problem of multicast in torus is reduced to the problem of multicast in four different sub-meshes.
A. Multicast Communication Model
The multicast communication model for any mesh network (N), that has a source node or originator ‫ݑ‬ and the message should be passed to ݇ destination nodes of set ‫ܭ‬ = ‫ݑ{‬ ଵ , … , ‫ݑ‬ } should satisfy the following conditions:
x During each time unit one processor may transmit the message to only one of its neighboring nodes.
x During each time unit a processor may receive at most one message. x During each time unit a message may be transmitted over different links simultaneously. x The communication process ends when all the destinations in set ‫ܭ‬ receive the anticipated message.
B. PAIR Multicast Algorithm
In-depth analysis of VH and DIAG algorithms shows that both of these algorithms have limitations in some scenarios. VH does not perform well if many destinations are located at the bottom of the mesh and DIAG does not perform well if destinations are located at a far distance from the diagonal of the mesh.
PAIR is a time-optimal multicast algorithm and is designed to further reduce the traffic of the previous treebased time-optimal DIAG algorithm. The algorithm first finds a pair of nodes from the destination set, in a way that the pair has minimum distance from the source node, and then constructs a multicast tree to include these two nodes. The next two nodes are then chosen in the same manner and the process is repeated until every destination node is included in the multicast tree.
The PAIR algorithm finds a pair of nodes such that one of the nodes has minimum ‫ݔ‬ value ‫ݔ(‬ , ‫)ݕ‬ and another has minimum ‫ݕ‬value ‫,ݔ(‬ ‫ݕ‬ ), where ‫ݔ(‬ , ‫)ݕ‬ and ‫,ݔ(‬ ‫ݕ‬ ) are the coordinates of two nodes from the destination set of a 2D mesh network. A multicast tree is constructed from the source to node ‫ݔ(‬ , ‫ݕ‬ ) and this node is called an intermediate node. The destinations ‫ݔ(‬ , ‫)ݕ‬ and ‫,ݔ(‬ ‫ݕ‬ ) are then connected to the intermediate node. This process is repeated until every destination node is included in the existing tree. The mesh is scanned in both dimensions to locate nodes that have ‫ݔ‬ and ‫ݕ‬ in order to find the intermediate When node ‫ݔ(‬ , ‫ݕ‬ ) receives the message, the problem size is reduced to the non-shaded area, with new source node located at last intermediate node, which is ‫ݔ(‬ , ‫ݕ‬ ) in this case. The main steps of PAIR algorithm for 2D mesh:
PAIR Algorithm in 2D Mesh
Step 1: Find a pair of destination nodes A and B, where node A has the minimum ‫ݔ‬ value ‫ݔ‬ in the destination set and node B has the minimum ‫ݕ‬ value ‫ݕ‬ in the destination set.
Step 2: Construct a multicasting tree between the source node and the node ‫ݔ(‬ , ‫ݕ‬ ).
Step 3: Connect node A and B to node ‫ݔ(‬ , ‫ݕ‬ ).
Step 4: Repeat steps 1-3 until every destination is included in the multicasting tree.
C. PAIR Algorithm in 2D Torus
This section discusses how PAIR algorithm can be applied to 2D tori. Step 1: Divide the torus ܶ into four sub-meshes ‫ܯ‬ ଵ , ‫ܯ‬ ଶ , ‫ܯ‬ ଷ , ‫ܯ‬ ସ as discussed earlier.
PAIR
Step 2: Partition the destination set ‫ܦ‬ into four subsets ‫ܦ‬ ଵ , ‫ܦ‬ ଶ , ‫ܦ‬ ଷ , ‫ܦ‬ ସ which contain the destination nodes in submesh ‫ܯ‬ ଵ , ‫ܯ‬ ଶ , ‫ܯ‬ ଷ , ‫ܯ‬ ସ respectively.
Step 3: Assume ‫ݏ‬ ଵ (0, 0) as the source node and origin of sub-mesh ‫ܯ‬ ଵ , ‫ܦ‬ ଵ as the set of destination nodes, apply PAIR algorithm in sub-mesh ‫ܯ‬ ଵ and get the multicast sub-tree ‫ܶܯ‬ ଵ . Similarly apply the PAIR algorithm for ‫ܯ‬ ଶ , ‫ܯ‬ ଷ , ‫ܯ‬ ସ to get multicast sub-tree ‫ܶܯ‬ ଶ , ‫ܶܯ‬ ଷ , ‫ܶܯ‬ ସ .
Step 4: Assemble the multicast sub-trees ‫ܶܯ‬ ଵ , ‫ܶܯ‬ ଶ , ‫ܶܯ‬ ଷ , ‫ܶܯ‬ ସ , into the overall multicast tree ‫ܶܯ‬ that is rooted at the source node.
D. MIN Multicast Algorithm
MIN is a tree-based multicast routing algorithm designed to further reduce the multicast traffic of time optimal PAIR algorithm and to obtain near optimal time. The main steps of MIN algorithm for 2D mesh:
Step 4: Select a node with minimum ‫ݔ‬ value in the remaining destination set, and find a shortest path to the existing multicast tree.
Step 5: Choose a node with a minimum ‫ݕ‬ value in the remaining destination set, and find the shortest path to the existing multicast tree if this node is different from the node found in Step 4.
Step 6: Repeat Steps 4 and 5 until every destination is included in the multicast tree.
MIN algorithm for 2D torus can be designed similar to PAIR algorithm. We skip the details because of space limitations.
III. SIMULATION AND ANALYSIS
A simulation program is developed to generate and evaluate the results of PAIR and MIN algorithms and compared their performance with the performance of the existing heuristics.
The time, traffic, and additional traffic reflects the changing trend of the average multicast time, average multicast traffic and average additional multicast traffic with respect to the number of destination nodes. Additional traffic is a better parameter to indicate the efficiency of the multicast traffic. Several graphs and tables are used for these parameters to evaluate and analyze the performance of multicast algorithms.
Another parameter used is mean, which indicates the average performance of a parameter using a particular algorithm. In general, mean multicast time, mean multicast traffic and mean average additional traffic are used as parameters to evaluate an algorithm.
A. Simulation Assumption
Following are the assumptions and conditions under which the simulations are done to evaluate the performance of algorithms. These assumptions and conditions are fairly similar to [3, 5] , as the newly designed algorithms are compared with these algorithms.
x To simplify the calculation, the size of both dimensions of the network is assumed equal.
x The unit of time is hops and the unit of traffic is number of links or simply links. x The sampling resolution for the graphs is 20 destination nodes per sample point. The value at each sample point is averaged over 100 runs of multicasts with the same number of destination nodes. x Dimension-ordered routing is used as the routing function between pairs of nodes that results in a shortest path and prevents deadlock.
The formulas to calculate multicast time, multicast traffic and average additional traffic, are as follows:
For each point in the graph, simulations are run 100 times. The generated result samples(100) for each algorithm are collected, after which 95% confidence interval of the population is computed based on the mean and the standard deviation of the set. As confidence interval is based on the sample mean, it is always denoted in the form of an interval around the mean.
B. Performance Evaluation of PAIR and MIN
The performance of PAIR algorithm in 2-D mesh is studied through simulations done on a 20 × 20 mesh and is compared with previous time-optimal DIAG algorithm. Individual value of a point in the above graph is extracted from Table 1 . It is clear that the multicast time curve is pretty flat and it does not relate very much to the number of destinations. This happens because the multicast time is mainly dependent on the distance from the source node to the farthest destination node and not on the number of destination nodes. However it usually increases with the increase in number of destinations. In the above table, the mean multicast time of PAIR is 37.10 hops, which is 0.40% better than DIAG's 37.25 hops. Table 2 shows multicast traffic in 2-D mesh. Multicast traffic varies depending on the distribution of the destination nodes. If all the destination nodes are located closer to the source node, multicast traffic will be less as compared to when all the destination nodes are located at a relatively farther distance. In the above table the mean multicast traffic of PAIR algorithm is 293.46 links, which is 12% less than DIAG's 334.06 links.
Nodes
Thus PAIR algorithm performs better on multicast traffic than DIAG algorithm in most cases.
Average additional traffic (AAT) first increases with the number of destinations and reaches at its peak at about 30% of the total nodes, and then decreases as the number of destination reaches their maximum value. This implies that when the number of destination nodes is very small or very large compared to the total nodes in the network, the overall multicast traffic is most efficient. In between, total multicast traffic generated will be more. Figure 29 indicates that performance of PAIR algorithm is better than that of DIAG algorithm, which means that PAIR algorithm generates less average additional traffic for a given number of destination nodes. Table 2 . AAT in 2D Mesh Table 3 shows that for a mesh of size 20 × 20, average additional traffic increases till the number of destination nodes become 120 (30%) and then it starts decreasing. This is due to the fact that ratio of number of links and destination nodes gets closer to 1, hence additional links used will reach its minimal value. From Table 3 , it is clear that mean average additional traffic of PAIR algorithm performs better than that of DIAG algorithm by over 30%. Table 4 shows that the multicast traffic increases with the increase in number of destination nodes. If all the destination nodes are located closer to the source node in all of the 4 sub-meshes network, multicast traffic will be less as compared to when the destination nodes are located at a relatively farther distance or in between of the torus network. In the above table the mean multicast traffic of PAIR algorithm in 2-D torus network is 306.57 links, which is 12% less than DIAG's 348.45 links.
Average additional traffic (AAT) first increases with the number of destinations and reaches its peak at about 30-35% of the total nodes, and then decreases as the number of destination reaches their maximum possible value. In between, total multicast traffic generated will be more.
Similar results are obtained for the torus for all the three parameters considered above. These results are omitted.
The performance of MIN algorithm in 2-D mesh is studied through simulations done on a 20×20 mesh and is compared with PAIR algorithm, which generates less multicast traffic than any other time optimal algorithm.
MIN From the simulation results of PAIR and MIN on a 2-D mesh, it has been determined that MIN algorithm reduces the multicast traffic by 15% and increases the traffic efficiency by 48%PAIR algorithm, with a little increase in the optimal multicast time.
The performance of MIN algorithm in 2-D torus is studied through simulations done on a 20×20 torus and is compared with PAIR algorithm, which generates less multicast traffic than any other time optimal algorithm. PAIR algorithm's mean multicast time is 26.34hops, which is over 2% better than that of MIN's 26.95hops.
The mean multicast traffic of MIN algorithm is 261.30 links, which is about15% better than PAIR's 306.57links.
Average additional traffic (AAT) first increases with the number of destinations and reaches its peak at about 35-45% of the total nodes as suggested by Figure 12 . Mean average additional traffic of MIN algorithm is better than that of PAIR algorithm by over 42%. The mean of MIN algorithm's average additional traffic is 61.30 links whereas mean of PAIR's average additional traffic is 106.57 links. From the simulation results of PAIR and MIN on 2-D torus, it has been determined that MIN algorithm reduces the multicast traffic by 15% and it increases the traffic efficiency by 42% over PAIR algorithm, with a little increase in the optimal multicast time of PAIR algorithm.
IV. CONCLUSION AND FUTURE WORK
We designed two algorithms for multicasting in mesh and torus networks. PAIR algorithm significantly reduces the traffic of previous time-optimal DIAG algorithm without an increase in the multicast time or time complexity of the algorithm, ܱ(݇ܰ). MIN algorithm further reduces the multicast traffic of PAIR algorithm but suffers in terms of multicast time and time complexity of the algorithm, which is ‫.)ܰܦ݇(ܱ‬ Simulations showed that each of algorithm has its pros and cons. Therefore, more consideration and research needs to be directed in this field. In particular, some interesting future research can be devoted to improvement of the complexities of the above algorithms, to design algorithms for higher dimensional mesh and torus, to develop algorithm for concurrent multiple multicasting of messages, to integrate these multicast algorithms with deadlock prevention, fault tolerant and traffic balancing.
