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Abstract
In this paper, we consider a model of impulsive recurrent neural networks with
piecewise constant delay. The dynamics are presented by differential equations with
discontinuities such as impulses at fixed moments and piecewise constant argument
of generalized type. Sufficient conditions ensuring the existence, uniqueness and
global asymptotic stability of the equilibrium point are obtained. By employing
Green’s function we derive new result of existence of the periodic solution. The
global asymptotic stability of the solution is investigated. Examples with numerical
simulations are given to validate the theoretical results.
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1 Introduction
Recurrent neural networks and impulsive recurrent neural networks have been
investigated due to their extensive applications in classification of patterns, as-
sociative memories, image processing, optimization problems, and other areas
[17,20,21,22,23,24,25,26,27,28,29,30,31,32]. It is well known that these appli-
cations depend crucially on the dynamical behavior of the networks. For ex-
ample, if a neural network is employed to solve some optimization problems,
it is highly desirable for the neural network to have a unique globally stable
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equilibrium [41,42,43,44,45,46,47,48]. Therefore, stability analysis of neural
networks has received much attention and various stability conditions have
been obtained over the past years. Another interesting subject is to study the
dynamical behavior of existence of the periodic solutions in recurrent neural
networks. These periodic solutions present periodic pattern and have been
used in learning theory, which are meant to capture the idea that certain
activities or motions are learned by repetition [15,16].
In numerical simulations and practical implementations of neural networks, it
is essential to formulate a discrete-time system, an analogue of the continuous-
time system. Hence, stability for discrete-time neural networks has also re-
ceived considerable attention from many researchers [35,36,37,38,39,40]. As
we know, the reduction of differential equations with piecewise constant argu-
ment to discrete equations has been the main and possibly a unique way of
stability analysis for these equations [49,50]. Hence, one has not investigated
the problem of stability completely, as only elements of a countable set were
allowed to be discussed for initial moments. Finally, only equations which are
linear with respect to the values of solutions at non-deviated moments of time
have been investigated. That narrowed significantly the class of systems. In
papers [3,4,5,6], the theory of differential equations with piecewise constant
argument has been generalized by Akhmet. Later, Akhmet gathered all results
for this type of differential equations in the book [2]. All of these equations are
reduced to equivalent integral equations such that one can investigate many
problems, which have not been solved properly by using discrete equations, i.e.,
existence and uniqueness of solutions, stability and existence of periodic solu-
tions. Moreover, since we do not need additional assumptions on the reduced
discrete equations, the new method requires more easily verifiable conditions,
similar to those for ordinary differential equations.
In this paper, we develop the model of recurrent neural networks to differ-
ential equations with both impulses and piecewise constant argument of gen-
eralized type. It is well known that impulsive differential equation [1,11,12]
is one of the basic instruments so the role of discontinuity has been under-
stood better for the real world problems. In real world, many evolutionary
processes are characterized by abrupt changes at certain time. These changes
are called to be impulsive phenomena, which are included in many fields such
as biology involving thresholds, bursting rhythm models, physics, chemistry,
population dynamics, models in economics, optimal control, etc. In the litera-
ture, recurrent neural networks have been developed by implementing impulses
and piecewise constant delay [8,9,26,27,28,29,30,31,32] issuing from different
reasons: In implementation of electronic networks, the state of the networks
is subject to instantaneous perturbations and experiences abrupt change at
certain instants which may be caused by switching phenomenon, frequency
change or other sudden noise. Furthermore, the dynamics of quasi-active den-
drites with active spines is described by a system of point hot-spots (with
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an integrate-and-fire process), see [33,34] for more details. This leads to the
model of recurrent neural network with impulses. It is important to say that
the neighbor moments of impulses may depend on each other. For example,
the successive impulse moment may depend upon its predecessor. The rea-
son for this phenomenon is the interior design of a neural network. On the
other hand, due to the finite switching speed of amplifiers and transmission of
signals in electronic networks or finite speed for signal propagation in neural
networks, time delays exist [21,22,24,25]. Moreover, the idea of involving de-
layed arguments in the recurrent neural networks can be explained by the fact
that we assume neural networks may “memorize” values of the phase variable
at certain moments of time to utilize the values during middle process till the
next moment. Thus, we arrive to differential equations with piecewise con-
stant delay. Obviously, the distances between the “memorized” moments may
be very variative. Consequently, the concept of generalized type of piecewise
constant argument is fruitful for recurrent neural networks [7,8,9]. Therefore,
it is possible to apply differential equations with both impulses and piecewise
constant delay to neural networks theory.
The intrinsic idea of the paper is that our model is not only from the appli-
cations point of view, but also from a new system of differential equations.
That is, we develop differential equations with piecewise constant argument
of generalized type to a new class of systems; impulsive differential equations
with piecewise constant delay and apply them to recurrent neural networks
[3,4,5,6,8,9]. Another novelty of this paper is that the sequence of moments
θk, k ∈ N, where the constancy of the argument changes, and the sequence of
impulsive moments, τk, are different. More precisely, each moment τi, i ∈ N,
is an interior point of an interval (θk, θk+1). This gives to our investigations
more biological sense, as well as provides new theoretical opportunities.
2 Model description and preliminaries
Let N = {0, 1, 2, . . .} and R+ = [0,∞) be the sets of natural and nonnegative
real numbers, respectively, and denote a norm on Rm by || · || where ||u|| =
m∑
i=1
|ui|. Fix two real valued sequences θ = {θk} , τ = {τk} , k ∈ N, τ ∩ θ = φ
such that θk < θk+1 with θk → ∞ as k → ∞ and τk < τk+1 with τk → ∞
as k →∞, and there exist two positive numbers θ, τ such that θk+1 − θk ≤ θ
and τ ≤ τk+1 − τk, k ∈ N. The condition of the empty intersection is caused
by the investigation reasons. Otherwise, the proof of auxiliary results needs
several additional assumptions.
The main subject under investigation in this paper is the following impulsive
recurrent neural networks with piecewise constant delay
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x′i(t) =−aixi(t) +
m∑
j=1
bijfj(xj(t)) (2.1a)
+
m∑
j=1
cijgj(xj(β(t))) + di, t 6= τk
∆xi |t=τk = Iik(xi(τ
−
k )), ai > 0, i = 1, 2, · · · , m, k ∈ N, (2.1b)
where β(t) = θk (see Fig. 1) if θk ≤ t < θk+1, k ∈ N, t ∈ R
+, is an identification
function, ∆xi(τk) denotes xi(τk)− xi(τ
−
k ), where xi(τ
−
k ) = limh→0− xi(τk + h).
Moreover, m corresponds to the number of units in a neural network, xi(t)
stands for the state vector of the ith unit at time t, fj(xj(t)) and gj(xj(β(t)))
denote, respectively, the measures of activation to its incoming potentials of
the unit j at time t and β(t), bij , cij , di are real constants, bij means the
strength of the jth unit on the ith unit at time t, cij infers the strength of the
jth unit on the ith unit at time β(t), di signifies the external bias on the ith
unit and ai represents the rate with which the ith unit will reset its potential
to the resting state in isolation when it is disconnected from the network and
external inputs.
x
t
t
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Fig. 1. The graph of the argument β(t).
In the theory of differential equations with piecewise constant argument [3,4,5],
we take the function β(t) = θk if θk ≤ t < θk+1, that is, β(t) is right contin-
uous. However, as it is usually done in the theory of impulsive differential
equations, at the points of discontinuity τk of the solution, solutions are left
continuous. Thus, the right continuity is more convenient assumption if one
considers equations with piecewise constant arguments, and we shall assume
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the continuity for both, impulsive moments and moments of the switching of
constancy of the argument.
We say that the function ϕ : R+ → Rm is from the set PCτ(R
+,Rm) if:
(i) ϕ is right continuous on R+;
(ii) it is continuous everywhere except possibly moments τ where it has dis-
continuities of the first kind.
Moreover, we introduce a set of functions PCτ∪θ(R
+,Rm) if we replace τ by
τ ∪ θ in the last definition. In our paper, we understand that ϕ : R+ → Rm is
a solution of (2.1) if ϕ ∈ PCτ(R
+,Rm) and ϕ′ ∈ PCτ∪θ(R
+,Rm).
Throughout this paper, we assume the following hypotheses:
(H1) there exist Lipschitz constants Lfj , L
g
j > 0 such that
|fj(u)− fj(v)| ≤ L
f
j |u− v|,
|gj(u)− gj(v)| ≤ L
g
j |u− v|
for all u, v ∈ Rm, j = 1, 2, · · · , m;
(H2) the impulsive operator Iik : R
+ → R+ satisfies
|Iik(u)− Iik(v)| ≤ ℓ|u− v|
for all u, v ∈ Rm, i = 1, 2, · · · , m, k ∈ N where ℓ is a positive Lipschitz
constant.
For the sake of convenience, we adopt the following notations in the sequel:
k1= max
1≤i≤m
(
ai + L
f
i
m∑
j=1
|bji|
)
, k2 = max
1≤i≤m
(
Lgi
m∑
j=1
|cji|
)
, k3 = max
k≥1
(
|Ik(0)|
)
,
k4= max
1≤i≤m
( m∑
j=1
(
|bji||fi(0)|+ |cji||gi(0)|
))
.
Denote by pk the number of points τi in the interval (θk, θk+1), k ∈ N. We
assume that p = max
k∈N
pk <∞.
Assume, additionally, that
(H3)
[
(k1 + 2k2)θ + ℓp
](
1 + ℓ
)p
ek1θ < 1;
(H4) k2θ + (k1θ + ℓp)(1 + k2θ)(1 + ℓ)
p ek1θ < 1.
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2.1 Equilibrium for neural networks models with discontinuities
In our paper, the main objects of discussion are the concepts of equilibria for
discontinuous neural networks models.
First of all, we must say that an equilibrium is a necessary attribute of any
models for neural networks. Since, in the applications of Hopfield-type neural
networks, when these networks can be considered as a nonlinear associative
memory, the equilibrium states of the network serve as stored patterns and
their stability means that the stored patterns can be retrieved representing
the fundamental memories of the system [13,14,17,18,26,27,28,29,30,31]. To
give more sense, the stable points of the phase space of the network are the
fundamental memories, or prototype states of the network. For example, when
a network has a pattern containing partial but sufficient information about
one of the fundamental memories, we may represent it as a starting point in
the phase space. Provided that the starting point is close to the stable point
representing the memory being retrieved, finally, the system converges onto
the memory state itself. Consequently, it can be said that Hopfield network is
a dynamical system whose phase space contains a set of fixed (stable) points
representing the fundamental memories of the system [13,14,17,18]. This is
obviously true for networks, which generalize the Hopfield one. For example,
Recurrent neural networks, which are considered in our manuscript, Cohen-
Grossberg neural Networks (Hopfield neural networks as a special version) [19]
and Cellular neural networks [20].
Now, we want to give a general analysis of the equilibrium concept for discon-
tinuous dynamics descibed by impulsive differential equations. Consider a x(t),
motion of a neural network, assuming that it is discontinuous. Since the process
is assumed right continuous, we have that x(τk)− x(τ
−
k ) = Ik(x(τ
−
k )), k ∈ N,
where Ik(x) is an activation function. If one expects that x = x
∗ is an equilib-
ria of the network, the necessarily Ik(x
∗) = 0, since x = x∗ is not a fixed point,
otherwise. Thus, this condition is to be the cornerstone of our manuscript. One
can see that the property of impulses to diminish at the equilibrium is not easy
to derive from the mathematical analysis as it is true for continuous dynamics
[23,24], and it should be introduced in a special way [26,27,28,29,30,31]. In
our paper we pay attention to the main subject more than usually. One must
emphasise that despite zero impulses at equilibria, motions near eqiulibria ad-
mit non-zero impulses, and it makes the systems considerable in the dynamics
theory. Thus, if one recognize the zero right-hand side of a differential equa-
tion at an equilibrium, then annihilated impulses have to be accepted, too.
Mechanically, the zero impulses are the same as the zero velocity. If motionless
points recognized, they must be accepted not only for smooth systems but also
for discontinuous systems. To illustrate this point of view let us remember the
impulsive differential equation in its general form
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x′ = f(t, x), t 6= tk
∆x |t=tk= Ik(x).
The system can be written as
x′ = f(t, x) +
∞∑
k=1
Ik(x)δ(t− tk),
where δ(t) is the delta function. Then the equation for equilibria has the form
f(t, x∗) +
∞∑
k=1
Ik(x
∗)δ(t− tk) = 0, (2.2)
which is very similar to that for ordinary differential equations.
It is obvious that equilibria are easier for analysis if equations are autonomous,
but they are also very popular for non-autonomous systems, in theory as well
as in applications. Investigation of eqution (2.2) is not more difficult, than
that of f(t, x) = 0, in general. We suppose that theoretically proven existence
of equilibria give us possibility to investigate concrete examples numerically
and by simulations, admitting small errors, as it is done in our example with
equation (5.15) in Section 5.
We denote the constant vector by x∗ = (x∗1, . . . , x
∗
m)
T ∈ Rm, where the com-
ponents x∗i are governed by the algebraic system
0 = −aix
∗
i +
m∑
j=1
bijfj(x
∗
j ) +
m∑
j=1
cijgj(x
∗
j)) + di. (2.3)
The proof of following lemma is very similar to that of Lemma 2.2 in [26] and
therefore we omit it here.
Lemma 2.1 Assume (H1) holds. If the condition
ai > L
f
i
m∑
j=1
|bji|+ L
g
i
m∑
j=1
|cji|, i = 1, . . . , m.
is satisfied, then there exists a unique constant vector x∗ = (x∗1, . . . , x
∗
m)
T such
that (2.3) is valid.
In this case, x∗ = (x∗1, . . . , x
∗
m)
T is an equilibrium point of equation (2.1b).
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Let us denote the set of all zeros of the impact activation functions by
Ω =
{
x = (x1, . . . , xm)
T ∈ Rm | Iik(x) = 0, i = 1, . . . , m, k ∈ N
}
.
From now on, we shall need the following assumption:
(A) x∗ ∈ Ω.
Theorem 2.1 If x∗ = (x∗1, . . . , x
∗
m)
T is an equilibrium point of equation (2.1b)
and the condition (A) is satisfied, then x∗ is an equilibrium point of (2.1).
Now we need the following equivalence lemmas which will be used in the
proof of next assertions. The proofs are omitted here, since it is similar in
[2,3,4,5,8,11].
Lemma 2.2 A function x(t) = x(t, t0, x
0) = (x1(t), · · · , xm(t))
T , where t0 is
a fixed real number, is a solution of (2.1) on R+ if and only if it is a solution,
on R+, of the following integral equation:
xi(t)= e
−ai(t−t0)x0i +
∫ t
t0
e−ai(t−s)

 m∑
j=1
bijfj(xj(s))
+
m∑
j=1
cijgj(xj(β(s))) + di

 ds+ ∑
t0≤τk<t
e−ai(t−τk)Iik(xi(τ
−
k )),
for i = 1, · · · , m, t ≥ t0.
Lemma 2.3 A function x(t) = x(t, t0, x
0) = (x1(t), · · · , xm(t))
T , where t0 is
a fixed real number, is a solution of (2.1) on R+ if and only if it is a solution,
on R+, of the following integral equation:
xi(t)= x
0
i +
∫ t
t0

−aixi(s) + m∑
j=1
bijfj(xj(s))
+
m∑
j=1
cijgj(xj(β(s))) + di

 ds+ ∑
t0≤τk<t
Iik(xi(τ
−
k )),
for i = 1, · · · , m, t ≥ t0.
Consider the following system


x′i(t) = −aixi(t) +
m∑
j=1
bijfj(xj(t)) +
m∑
j=1
cijgj(xj(θr)) + di, t 6= τr
∆xi |t=τr= Iir(xi(τ
−
r )), i = 1, 2, · · · , m, k ∈ N.
(2.4)
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In the next lemma the conditions of existence and uniqueness of solutions are
established for arbitrary initial moment ξ.
Lemma 2.4 Assume that conditions (H1)− (H3) are fulfilled, and fix r ∈ N.
Then for every (ξ, x0) ∈ [θr, θr+1] × R
m there exists a unique solution x(t) =
x(t, ξ, x0) = (x1(t), · · · , xm(t))
T of (2.4) on [θr, θr+1] with x(ξ) = x
0.
Proof. Existence : Denote ϑ(t) = x(t, ξ, x0), ϑ(t) = (ϑ1(t), · · · , ϑm(t))
T . From
Lemma 2.3, we have
ϑi(t) =x
0
i +
∫ t
ξ

−aiϑi(s) + m∑
j=1
bijfj(ϑj(s)) +
m∑
j=1
cijgj(ϑj(θr)) + di

 ds
+
∑
ξ≤τr<t
Iir(ϑi(τ
−
r )). (2.5)
Define a norm ||ϑ(t)||0 = max
[θr, θr+1]
||ϑ(t)|| and construct the following sequences
ϑni (t), ϑ
0
i (t) ≡ x
0
i , i = 1, . . . , m, n ≥ 0 such that
ϑn+1i (t)= x
0
i +
∫ t
ξ

−aiϑni (s) +
m∑
j=1
bijfj(ϑ
n
j (s)) +
m∑
j=1
cijgj(ϑ
n
j (θr)) + di

 ds
+
∑
ξ≤τr<t
Iir(ϑ
n
i (τ
−
r )).
One can find that
||ϑn+1(t)− ϑn(t)||0 ≤
([
(k1 + k2)θ + ℓp
])n
κ,
where
κ =
([
(k1 + k2)θ + ℓp
]
||ϑ0||+ θ
( m∑
i=1
di
)
+ θmk4 +mpk3
)
.
Since the condition (H3) implies
[
(k1 + k2)θ + ℓp
]
< 1, then the sequences
ϑni (t) are convergent and their limits satisfy (2.5) on [θr, θr+1]. The existence
is proved.
Uniqueness : Let us denote the solutions of (2.1) by x1(t) = x(t, ξ, x1), x2(t) =
x(t, ξ, x2), where θr ≤ ξ ≤ θr+1. It is sufficient to check that for each t ∈
[θr, θr+1], and x
2 = (x21, · · · , x
2
m)
T , x1 = (x11, · · · , x
1
m)
T ∈ Rm, x2 6= x1, the
condition x1(t) 6= x2(t). Then, we have
9
||x1(t)− x2(t)|| ≤ ||x1 − x2||+
m∑
i=1


∫ t
ξ

(ai + m∑
j=1
Lfi |bji|
) ∣∣∣x2i (s)− x1i (s)∣∣∣
+
m∑
j=1
Lgi |cji|
∣∣∣x2i (θr)− x1i (θr)∣∣∣

 ds+ ℓ ∑
ξ≤τr<t
∣∣∣x2i (τ−r )− x1i (τ−r )∣∣∣


≤ ||x1 − x2||+ k2θ||x
1(θr)− x
2(θr)||+ k1
∫ t
ξ
||x1(s)− x2(s)||ds
+ℓ
∑
ξ≤τr<t
||x1(τ−r )− x
2(τ−r )||.
Using Gronwall-Bellman Lemma for piecewise continuous functions [11,12],
one can obtain that
||x1(t)− x2(t)|| ≤
(
||x1 − x2||+ k2θ||x
1(θr)− x
2(θr)||
)
(1 + ℓ)p ek1θ .
Particularly,
||x1(θr)− x
2(θr)|| ≤
(
||x1 − x2||+ k2θ||x
1(θr)− x
2(θr)||
)
(1 + ℓ)p ek1θ .
Hence,
||x1(t)− x2(t)|| ≤

 (1 + ℓ)p ek1θ
1− k2θ(1 + ℓ)p ek1θ

 ||x1 − x2||. (2.6)
Also, we peculiarly have
||x1(τ−r )− x
2(τ−r )|| ≤

 (1 + ℓ)p ek1θ
1− k2θ(1 + ℓ)p ek1θ

 ||x1 − x2||. (2.7)
On the other hand, assume on the contrary that there exists t ∈ [θr, θr+1] such
that x1(t) = x2(t). Then
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||x1 − x2|| ≤
m∑
i=1


∫ t
ξ

(ai + m∑
j=1
Lfi |bji|
) ∣∣∣x2i (s)− x1i (s)∣∣∣
+
m∑
j=1
Lgi |cji|
∣∣∣x2i (θr)− x1i (θr)∣∣∣

 ds+ ℓ ∑
ξ≤τr<t
∣∣∣x2i (τ−r )− x1i (τ−r )∣∣∣


≤ k1
∫ t
ξ
||x1(s)− x2(s)||ds+ k2θ||x
1(θr)− x
2(θr)||
+ℓp||x1(τ−r )− x
2(τ−r )||. (2.8)
Consequently, substituting (2.6) and (2.7) in (2.8), we obtain
||x1 − x2|| ≤
[
(k1 + 2k2)θ + ℓp
](
1 + ℓ
)p
ek1θ ||x1 − x2||. (2.9)
Thus, one can see that (H3) contradicts with (2.9). The lemma is proved. ✷
Theorem 2.2 Assume that conditions (H1)− (H3) are fulfilled. Then, for
every (t0, x
0) ∈ R+ × Rm, there exists a unique solution x(t) = x(t, t0, x
0) =
(x1(t), · · · , xm(t))
T , t ≥ t0, of (2.1), such that x(t0) = x
0.
Proof. Fix t0 ∈ R
+. It is clear that there exists r ∈ N such that t0 ∈ [θr, θr+1).
Using previous lemma for ξ = t0, one can obtain that there exists a unique
solution x(t) = x(t, t0, x
0) on [ξ, θr+1]. Next, we again apply the last lemma to
obtain the unique solution on interval [θr+1, θr+2). The mathematical induction
completes the proof. ✷
3 Global asymptotic stability
In this section, we will focus our attention on giving sufficient conditions for
the global asymptotic stability of the equilibrium, x∗, of (2.1) based on lin-
earization [5,11].
The system (2.1) can be simplified as follows. Substituting y(t) = x(t) − x∗
into (2.1) leads to


y′i(t) = −aiyi(t) +
m∑
j=1
bijφj(yj(t)) +
m∑
j=1
cijψj(yj(β(t))), t 6= τk
∆yi |t=τk= Wik(yi(τ
−
k )), i = 1, 2, · · · , m, k ∈ N,
(3.10)
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where φj(yj(t)) = fj(yj(t) + x
∗
j )− fj(x
∗
j ), ψj(yj(t)) = gj(yj(t) + x
∗
j) − gj(x
∗
i )
and Wik(yi(τ
−
k )) = Iik(yi(τ
−
k )+x
∗
i )− Iik(x
∗
i ). From hypotheses (H1) and (H2),
we have the following inequalities: |φj(·)| ≤ L
f
j |(·)|, |ψj(·)| ≤ L
g
j |(·)| and
|Wik(·)| ≤ ℓ|(·)|.
It is clear that the stability of the zero solution of (3.10) is equivalent to the
stability of the equilibrium x∗ of (2.1). Therefore, in what follows, we discuss
the stability of the zero solution of (3.10).
First of all, we give the lemma below which is one of the most important results
of the present paper. One can see that this lemma is generalized version of the
lemmas in [3,4,5,6,8,9].
For simplicity of notation, we denote
λ =
(
1−
(
k2θ + (k1θ + ℓp)(1 + k2θ)(1 + ℓ)
p ek1θ
))−1
.
Lemma 3.1 Let y(t) = (y1(t), · · · , ym(t))
T be a solution of (3.10) and (H1)− (H4)
be satisfied. Then, the following inequality
||y(β(t))|| ≤ λ||y(t)|| (3.11)
holds for all t ∈ R+.
Proof. Fix t ∈ R+, there exists k ∈ N such that t ∈ [θk, θk+1). Then, from
Lemma 2.3, we have
||y(t)||=
m∑
i=1
|yi(t)|
≤ ||y(θk)||+
m∑
i=1


∫ t
θk

(ai + m∑
j=1
Lfi |bji|
)
|yi(s)|
+
m∑
j=1
Lgi |cji| |yi(θk)|

 ds + ℓ ∑
t0≤τk<t
∣∣∣yi(τ−k )
∣∣∣


≤ (1 + k2θ)||y(θk)||+ k1
∫ t
θk
||y(s)||ds+ ℓ
∑
t0≤τk<t
||y(τ−k )||.
Applying the analogue of Gronwall-Bellman Lemma [11,12], we obtain
||y(t)|| ≤ (1 + k2θ)(1 + ℓ)
p ek1θ ||y(θk)||. (3.12)
Particularly,
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||y(τ−k )|| ≤ (1 + k2θ)(1 + ℓ)
p ek1θ ||y(θk)||. (3.13)
Moreover, for t ∈ [θk, θk+1), we also have
||y(θk)|| ≤ ||y(t)||+ k2θ||y(θk)||+ k1
∫ t
θk
||y(s)||ds
+ℓ
∑
t0≤τk<t
||y(τ−k )||.
The last inequality together with (3.12) and (3.13) imply
||y(θk))|| ≤ ||y(t)||+
[
k2θ + (k1θ + ℓp)(1 + k2θ)(1 + ℓ)
p ek1θ
]
||y(θk)||
Thus, we have from condition (H4) that
||y(θk)|| ≤ λ||y(t)||, t ∈ [θk, θk+1).
Therefore, (3.11) holds for all t ∈ R+. This completes the proof of lemma. ✷
Now, we are ready to give sufficient conditions for the global asymptotic sta-
bility of (2.1). For convenience, we adopt the notation given below in the
sequel:
µ = max
1≤i≤m
(
Lfi
n∑
j=1
|bji|
)
.
From now on we need the following assumption:
(H5) γ − µ− λk2 −
ln(1+l)
τ
> 0, γ = min
1≤i≤m
ai.
The next theorem is a modified version of the theorem in [11], for our system.
Theorem 3.1 Assume that (H1)− (H5) are fulfilled.Then, the zero solution
of (3.10) is globally asymptotically stable.
Proof. Let y(t) = (y1(t), · · · , ym(t))
T be an arbitrary solution of (3.10). From
Lemma 2.2, we have
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||y(t)||≤ e−γ(t−t0)||y0||+
m∑
i=1


∫ t
t0
e−γ(t−s)

 m∑
j=1
Lfi |bji||yi(s)|
+
m∑
j=1
Lgi |cji||yi(β(s))|

 ds+ ℓ ∑
t0≤τk<t
e−γ(t−τk)|yi(τ
−
k )|


≤ e−γ(t−t0)||y0||+ (µ+ λk2)
∫ t
t0
e−γ(t−s)||y(s)||ds
+ℓ
∑
t0≤τk<t
e−γ(t−τk)||y(τ−k )||.
Then, we can write the last inequality as,
eγ(t−t0)||y(t)||≤ ||y0||+ (µ+ λk2)
∫ t
t0
eγ(s−t0)||y(s)||ds
+ℓ
∑
t0≤τk<t
eγ(τk−t0)||y(τ−k )||.
By virtue of Gronwall-Bellman Lemma [11], we obtain
eγ(t−t0)||y(t)|| ≤ e(µ+λk2)(t−t0)[1 + ℓ]i(t0,t)||y0||,
where i(t0, t) is the number of points τk in [t0, t). Then, we have
||y(t)|| ≤ e
−(γ−µ−λk2−
ln(1+ℓ)
τ
)(t−t0)||y0||.
Hence, using the condition (H5), we see that the zero solution of system (3.10)
is globally asymptotically stable. ✷
4 Existence of periodic solutions
In this section, we shall discuss the existence of periodic solution of (2.1) and
its stability. To do so, we need the following assumptions:
(H6) the sequences τk and θk, k ∈ N satisfy (ω, p) and (ω, p1)-properties; that
is, there are positive integers p and p1 such that the equations τk+p =
τk + ω and θk+p1 = θk + ω hold for all k ∈ N and Ik+p = Ik for a fixed
positive real period ω.
(H7) α1 = R
(
ω (µ+ λk2) + ℓp
)
< 1, where R = 1
1−e−γω
.
For τk and θk, let [0, ω] ∩ {τk}k∈N = {τ1, · · · , τp} and [0, ω] ∩ {θk}k∈N =
{θ1, · · · , θp1}, respectively.
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Here, we will give the following version of the Poincare’ criterion for system
(2.1) which can be easily proved (see, also, [11]).
Lemma 4.1 Suppose that conditions (H1)− (H3) and (H6) are valid. Then,
solution x(t) = x(t, t0, x
0) = (x1, · · · , xm)
T of (2.1) with x(t0) = x
0 is
ω−periodic if and only if x(ω) = x(0).
Theorem 4.1 Assume that conditions (H1)− (H3) and (H6)− (H7) are valid.
Then system (2.1) has a unique ω−periodic solution.
Proof. To begin with, let us introduce a Banach space of periodic functions
PCω = {ϕ ∈ PCτ∪θ(R
+,Rm) | ϕ(t + ω) = ϕ(t), t ≥ 0} with the norm
||ϕ||0 = max
0≤t≤ω
||ϕ(t)||.
Let ϕ(t) = (ϕ1(t), · · · , ϕm(t))
T ∈ PCω satisfying the inequality ||ϕ(t)||0 ≤ h.
Using Lemma 2.1, similarly to the proof in [11], one can show that if ϕ ∈ PCω
then the system


x′i(t) = −aixi(t) +
m∑
j=1
bijfj(ϕj(t)) +
m∑
j=1
cijgj(ϕj(β(t))) + di, t 6= τk,
∆xi |t=τk= Iik(ϕi(τ
−
k )), i = 1, · · · , m, k = 1, 2, · · · , p
has the unique ω− periodic solution
x∗i (t) =
∫ ω
0
Gi(t, s)

 m∑
j=1
bijfj(ϕj(s)) +
m∑
j=1
cijgj(ϕj(β(s))) + di

 ds
+
p∑
k=1
Gi(t, τk)Iik(ϕi(τ
−
k )),
where
Gi(t, s) = (1− e
−aiω)−1


e−ai(t−s), 0 ≤ s ≤ t ≤ ω,
e−ai(ω+t−s), 0 ≤ t < s ≤ ω,
which is known as Green’s function [11]. Then, one can easily find that
max
t,s∈[0,ω]
|{Gi(t, s)}i=1,··· ,m| =
1
1− e−aiω
.
Define the operator F : PCω → PCω such that if ϕ ∈ PCω, then
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(Fϕ)i(t)=
∫ ω
0
Gi(t, s)

 m∑
j=1
bijfj(ϕj(s)) +
m∑
j=1
cijgj(ϕj(β(s))) + di

 ds
+
p∑
k=1
Gi(t, τk)Iik(ϕi(τ
−
k )), i = 1, · · · , m.
Now, we need to prove that F maps PCω into itself. That is, we shall show
that Fϕ ∈ PCω for any ϕ ∈ PCω. It is easy to check that (Fϕ)(t) =
((Fϕ)1, · · · , (Fϕ)m)
T is ω−periodic function. Now, if ϕ ∈ PCω, then
||Fϕ||=
m∑
i=1
∣∣∣∣∣∣
∫ ω
0
Gi(t, s)

 m∑
j=1
bijfj(ϕj(s)) +
m∑
j=1
cijgj(ϕj(β(s))) + di

 ds
+
p∑
k=1
Gi(t, τk)Iik(ϕi(τ
−
k ))
∣∣∣∣∣
≤
m∑
i=1
1
1− e−aiω


∫ ω
0

 m∑
j=1
Lfj |bij ||ϕj(s)|+
m∑
j=1
Lgj |cij||ϕj(β(s))|
+
m∑
j=1
|bij ||ϕj(0)|+
m∑
j=1
|cij||ϕj(0)|+ di

 ds+ p∑
k=1
|Iik(ϕi(τ
−
k ))|


≤R
m∑
i=1


∫ ω
0

 m∑
j=1
Lfi |bji||ϕi(s)|+
m∑
j=1
Lgi |cji||ϕi(β(s))|
+
m∑
j=1
|bji||ϕi(0)|+
m∑
j=1
|cji||ϕi(0)|+ di

 ds+ ℓ p∑
k=1
|ϕi(τ
−
k )|+
p∑
k=1
|Iik(0)|


≤R
(∫ ω
0
[
µ||ϕ(s)||+ k2||ϕ(β(s))||
]
ds+ ℓ
p∑
k=1
||ϕ(τ−k )||+ ω
( m∑
i=1
di
)
+ ωmk4 +mpk3
)
.
In this periodical case, we take k3 = max
1≤k≤p
(
|Ik(0)|
)
. Thus, it follows that
||Fϕ||0≤R
((
ω (µ+ λk2) + ℓp
)
||ϕ||0 + ω
( m∑
i=1
di
)
+ ωmk4 +mpk3
)
≤α1h+ α2.
Choose h such that α2 ≤ h(1−α1), where α2 = R
(
ω
( m∑
i=1
di
)
+ωmk4+mpk3
)
.
Then, Fϕ ∈ PCω.
Next, the proof is completed by showing that F is a contraction mapping. If
ϕ1, ϕ2 ∈ PCω, then
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||Fϕ1(t)−Fϕ2(t)||=
m∑
i=1
∣∣∣(Fϕ1)i(t)− (Fϕ2)i(t)∣∣∣
≤
m∑
i=1


∫ ω
0
|Gi(t, s)|

 m∑
j=1
Lfj |bij ||ϕ
1
j(s)− ϕ
2
j(s)|
+ λ
m∑
j=1
Lgj |cij||ϕ
1
j(s)− ϕ
2
j (s)|

 ds
+ ℓ
p∑
k=1
|Gi(t, τk)||ϕ
1
i (τ
−
k )− ϕ
2
i (τ
−
k )|
}
≤R
m∑
i=1


∫ ω
0

 m∑
j=1
Lfi |bji||ϕ
1
i (s)− ϕ
2
i (s)|
+
m∑
j=1
Lgi |cji||ϕ
1
i (β(s))− ϕ
2
i (β(s))|

 ds+ ℓ p∑
k=1
|ϕ1i (τ
−
k )− ϕ
2
i (τ
−
k )|


≤R
(∫ ω
0
[
µ||ϕ1(s)− ϕ2(s)||+ k2||ϕ
1(β(s))− ϕ2(β(s))||
]
ds
+ℓ
p∑
k=1
||ϕ1(τ−k )− ϕ
2(τ−k )||
)
.
Hence,
||Fϕ1 − Fϕ2||0≤R
(
ω (µ+ λk2) + ℓp
)
||ϕ1 − ϕ2||0.
It follows from the condition (H7) that, F is a contraction mapping in PCω.
Consequently, by using Banach fixed point theorem, F has a unique fixed
point ϕ∗ ∈ PCω, such that Fϕ
∗ = ϕ∗. This completes the proof. ✷
Theorem 4.2 Assume that conditions (H1)− (H7) are valid. Then the peri-
odic solution of (2.1) is globally asymptotically stable.
Proof. By Theorem 4.1, we know that (2.1) has an ω−periodic solution
z∗(t) = (z∗1 , · · · , z
∗
m)
T . Suppose that z(t) = (z1, · · · , zm)
T is an arbitrary solu-
tion of (2.1) and let z(t) = z(t)−z∗(t) = (z1−z
∗
1 , · · · , zm−z
∗
m)
T . Then, similar
to the proof of Theorem 3.1, one can show that it is globally asymptotically
stable.
5 Numerical simulations
In this section, we give examples with numerical simulations to illustrate the
theoretical results of the paper. In what follows, let θk = k, τk = (θk +
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θk+1)/2 = (2k + 1)/2, k ∈ N be the sequence of the change of constancy for
the argument and the sequence of impulsive action, respectively.
Consider the following recurrent neural networks:


dx(t)
dt
= −

 5× 10−1 0
0 5× 10−1



 x1(t)
x2(t)

+

 10−4 2× 10−4
10−4 3× 10−4



 tanh(x1(t)10 )
tanh(3x2(t)10 )


+

 2× 10−2 3× 10−3
3× 10−3 5× 10−3



 tanh(x1(β(t))5 )
tanh(x2(β(t))5 )

+

 1
1

 , t 6= τk
∆x(t) =

 Ik(x1(τ−k ))
Ik(x2(τ
−
k ))

 =

 x1(τ
−
k
)
40 +
1
2
x2(τ
−
k
)
40 +
1
2

 , t = τk, k = 1, 2, · · · ,
(5.14)
By simple calculation, one can see that the corresponding parameters in the
conditions of Theorems 2.2, 3.1, 4.1, 4.2 are k1 = 0.5001, k2 = 0.0046, L
f
1 =
0.1, Lf2 = 0.3, L
g
1 = L
g
2 = 0.2, ℓ = 0.0250, θ = τ = 1, p = p1 = 1, γ =
0.5, λ = 9.6421, µ = 0.00015, ω = 1, R = 2.5415, α1 = 0.1766. For these
values, we can check that (H3) = 0.9032 < 1, (H4) = 0.8963 < 1, (H5) =
0.4308 > 0 and α1 = 0.1766 < 1. So, it is easy to verify that (5.14) satisfies
the conditions of these theorems. Hence, the system of (5.14) has a 1-periodic
solution which is globally asymptotically stable. Specifically, the simulation
results with some initial points are shown in Fig. 1. and Fig. 2. We deduce
that the non-smoothness at θk, k ∈ N is not seen by numerical simulations due
to the choosing the parameters small enough to satisfy the theorems. Hence,
the smallness hides the non-smoothness.
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Fig. 2. Transient behavior of the recurrent neural networks for the system (5.14)
with the initial points [0, 0]T and [7, 7]T .
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Fig. 3. Eventually 1-periodic solutions of system (5.14) with the initial points [0, 0]T
and [7, 7]T .
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On the other hand, in the following example, we illustrate a globally stable
equilibrium appearance for our system of differential equations:


dx(t)
dt
= −

 5× 10−1 0
0 5× 10−1



 x1(t)
x2(t)

+

 10−4 2× 10−3
10−4 3× 10−3



 tanh(x1(t)10 )
tanh(3x2(t)10 )


+

 2× 10−2 3× 10−2
3× 10−2 5× 10−2



 tanh(x1(β(t))5 )
tanh(x2(β(t))5 )

+

 1
1

 , t 6= τk
∆x(t) =

 I(x1(τ−k ))
I(x2(τ
−
k ))

 =

 (x1(τ
−
k
)−x∗1)
2
30
(x2(τ
−
k
)−x∗1)
2
30

 , t = τk, k = 1, 2, · · · ,
(5.15)
where x∗1 = 2.0987, x
∗
2 = 2.1577. One can check that the point x
∗ = (x∗1, x
∗
2)
satisfies the algebraic system
− aix
∗
i +
2∑
j=1
bijfj(x
∗
j ) +
2∑
j=1
cijgj(x
∗
j )) + di = 0, (5.16)
approximately. And it is clear that I(x∗i ) = 0 for i = 1, 2. By simple calcula-
tion, we can see that all conditions of Theorem 2.1 are satisfied and the point
x∗ is a solution of (5.16), approximately with the error, which is less than
10−11(evaluated by MATLAB).
The simulation, where the initial value is chosen as [10, 10]T , is shown in Fig.
3 and it illustrates that all trajectories converge to x∗.
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Fig. 4. The first and the second coordinates of the solution for the the system (5.15)
with the initial point [10, 10]T approaches x∗1 and x
∗
2, respectively, as time increases.
Now, let us take the parameters so that the non-smoothness can also be seen.
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Consider the following recurrent neural networks with non-smooth and impact
activations:


dx(t)
dt
= −

 20 0
0 8



x1(t)
x2(t)

+

 10 3
5 1



 tanh(x1(t))
tanh(x2(t))


+

 20 1
8 1



 tanh(x1(β(t)))
tanh(x2(β(t)))

+

 1
1

 , t 6= τk
∆x(t) =

 Ik(x1(τ−k ))
Ik(x2(τ
−
k ))

 =


x1(τ
−
k
)
3
+ 1
6
x2(τ
−
k
)
3
+ 1
6

 , t = τk, k = 1, 2, · · · ,
(5.17)
Clearly, one can see that our parameters are big now. Therefore, the system
of equations (5.17) does not satisfy the conditions of the theorems. However,
we can see the non-smoothness of the solution with the initial value [0, 0]T ,
which is illustrated by simulations in Fig.3. and Fig.4.
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Fig. 5. The impact and non-smoothness are seen at discontinuity points
τk (0.5; 1.5; 2.5; 3.5) and at switching points θk (1; 2; 3), respectively.
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Fig. 6. Eventually 1-periodic solutions of system (5.17) with the initial point [0, 0]T .
6 Conclusions
This is the first time that global asymptotic stability of periodic solutions for
recurrent neural networks with both impulses and piecewise constant delay is
considered. Furthermore, our model gives new ideas not only from the imple-
mentation point of view, but also from the system of differential equations. In
other words, we develop differential equations with piecewise constant argu-
ment to a new class of system, so called impulsive differential equations with
piecewise constant delay. For applications, we have also nice properties on the
system of equations that the moments of discontinuity τk and switching mo-
ments of constancy of arguments θk are not related to each other. That is, our
investigations are more applicable to the real world problems like recurrent
neural networks. Finally, the results given in this paper could be developed
for more complex systems [10].
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