Only sine or cosine trigonometric series have a wide range of applications in the natural sciences, the Fourier transform is to convert some functions to sine or cosine trigonometric series, Fourier series bring great convenience to our study, because the function convert only sine or cosine trigonometric series, the trigonometric series have good properties, it making the problem research is of great convenience. This article is how to transform the function into Fourier series only a sine or cosine trigonometric series, Fourier series.
Introduction
We know that the Fourier transform [1] [2] [3] [4] [5] [6] , is to some functions as trigonometric series [7] [8] [9] only sine or cosine function, or their linear combination of the integral. Once said became a trigonometric series, the function to have a lot of research on the problem of benefit, bring great convenience. This makes sense, because any periodic function [10] [11] can use sine and cosine function form of infinite series. In different fields of study, a variation of the Fourier transform has many different forms [1] [2] [3] [4] [5] [6] , such as continuous Fourier transform and discrete Fourier transform [12] . Initial Fourier analysis is a tool for as analytical analysis of thermal process was proposed.
In practical applications, truncation due to finite support causes ringing (ripple) effects that are referred to as spectral leakage. Periodic signals can be represented via Fourier series expansions as explained in trigonometric series. It is of interest to represent aperiodic signals [12] in a similar way. The concept of Fourier series expansion can be utilized to represent aperiodic signals as well.
Fourier Transform
An aperiodic signal does not repeat itself over time. Mathematically speaking, one can view an aperiodic signal as a periodic signal that repeats itself with a period of infinity. It might be helpful to look at the same reasoning from the perspective of frequencies. Recall that Fourier series expansion actually yields a set of frequencies of discrete values each of which is a multiple integer of the fundamental frequency: 
via base period formula. Therefore, in case the fundamental period 0 T gets larger, the gap between discrete frequency components becomes smaller, i.e., if 0 T → ∞ , then 0 ω ∆ → . Of course, in the limiting case the summation in the Fourier series expansion converts into an integral that is referred to as the Fourier integral. Therefore, the Fourier transform integral can be introduced as: (3) and (4) are the following relationships:
As a result of both (3) and (4), linearity applies also to
It is important to state that even though f(t) R ∈ , the Fourier transform in (3) can easily be extended to complex valued functions because of the linearity property since f z (t)= f x (t)+j(f y (t)) for any f z (t) C ∈ ,where f x (t)=Re((f z (t)) and f y (t)=Im(f z (t)) with Re (·)and Im (·) denoting the real and imaginary parts, respectively.
where δ(·) denotes the Dirac delta function.
Properties of Fourier Transform in Linear Systems
In the preceding subsection, very important fundamental properties of Fourier transform have been reviewed. However, the power of Fourier transform is better understood when linear systems are analyzed. As will be shown subsequently, the fundamental properties of Fourier transform will be of great help in the analysis of linear time-invariant (LTI) systems yielding very important results.
Important Equality. If F 1 (jω)= S {f 1 (t)} and F 2 (jω)= S {f 2 (t)},then
A special case of the Important Equality above is obtained for f 1 (t)= f 2 (t), which is known to be "Bessel's equality," or simply the energy conservation property.
Convolution. It is known that the output of an LTI system that is fed by an input signal x(t) is given by the convolution of the "impulse response" of the LTI system, say h(t), with the input signal x(t). Formally, this input-output relationship can be expressed as follows:
where ( ) y t is the output of the LTI system at the time instant t. If the frequency domain representation of this output is desired, then the following very important result is obtained:
where H(jω) is known to be the "frequency response" of the LTI system of interest. As shown in (7), the Fourier transform allows one to investigate directly the output of LTI systems in the frequency domain. Note that, considering the duality property mentioned earlier, the convolution property implies a very important simplicity in the analysis. For instance, because of the convolution property of Fourier transform, ordering is not important in cascaded systems from the perspective of overall system response.
Modulation. Through the use of duality, if convolution is applied in frequency domain, then the result in time domain should be characterized by multiplication. Formally, this is stated as:
(8) This property of Fourier transform is called "modulation" because the frequency domain convolution operation leads to a Generalization of one of the signals with the other signal in the time domain. Since multiplication of two signals is referred to as "amplitude modulation" (i.e., scale of the amplitude) in theory of communications, (8) is known as "modulation property."
Specific Conditions of Transformation
As we known, a transformation is an operation that allows to represent its input in another way. From this perspective, as will be shown subsequently, sampling can be considered to be a type of transformation under specific conditions. Moreover, sampling is the bridge between continuous-and discrete-time signals. Considering the fact that dealing with discrete values (samples) is more. flexible and preferable in terms of saving memory and processing, sampling actually lies at the heart of many engineering applications.
Before giving the details of the sampling theorem, it is appropriate first to show how sampling is mathematically established.
Impulse-Train Sampling
In order to collect samples from a continuous-time signal, one needs to have a mathematical object that allows to pick the value of the signal at a specific time and to repeat this process in a periodic manner. Both of these can be established by applying a Dirac delta function (impulse) in a periodic way. Assume that ( ) p t is the sequence of impulses (impulse train or sampling function) defined as follows: ( ) ( ) n n p t t nT
The period of ( ) p t is Ts and it represents the sampling period.
Then, the fundamental frequency of ( ) p t is 2
Hence, the sampling operation can be expressed as:
Therefore, (9) can be rewritten as:
Note that (9) (and also (10)) represents a multiplication in the time domain between two sequences. Therefore, the output can be expressed as the convolution of the Fourier transforms of ( ) p t and ( ) f t . Since S { ( ) p t } is another impulse train in frequency domain, the output is actually the sum of shifted replicas of S { ( ) f t }. Note that the property mentioned above points out shifted replicas of the signal and their summation along the frequency axis. This raises some concerns about replicas of the Fourier transform overlapping in the frequency domain because if an overlap occurs in the frequency domain, the recovery of the signal becomes impossible. In order to guarantee that no overlap occurs in the frequency domain, impulses forming S { ( ) p t } should be separated sufficiently apart from each other. This condition leads to the sampling theorem: It is important to emphasize that reconstruction of the signal ( ) f t in Theorem 1 is actually established by filtering the samples, which are sufficiently close to each other, with an ideal low-pass filter. This process is known to be "band-limited interpolation." However, due to practical considerations, it is difficult to implement an ideal low-pass filter. Therefore, different interpolation methods are applied in real-world applications.
Aliasing of Signal
One of the most important requirements in Theorem 1 is to sample the signal with a sufficiently high frequency such that the condition 
Cosine and Sine Transforms
Limited space we only cosine example is given. Even though they are not as tractable as Fourier transforms, cosine and sine transforms exhibit very interesting and nice properties in different areas of signal processing such as spectral analysis of real sequences and data compression. Therefore, it is worth reviewing these transforms.
For any function ( ) f t C ∈ that is defined over 0 t ≥ , the cosine transform is defined by: 
