Reputation Monitoring over Rule-stringent Social Media based on Advanced Wrapper Technologies  by Ntalianis, Klimis et al.
 Procedia - Social and Behavioral Sciences  148 ( 2014 )  559 – 566 
Available online at www.sciencedirect.com
ScienceDirect
1877-0428 © 2014 Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer-review under responsibility of the 2nd International Conference on Strategic Innovative Marketing.
doi: 10.1016/j.sbspro.2014.07.079 
ICSIM 
Reputation Monitoring over Rule-Stringent Social Media based on 
Advanced Wrapper Technologies 
Klimis Ntalianisa, Nikolaos Papadakisb and Petros Tomarasa 
aTechnological Educational Institute of Athens, Department of Marketing – Online Computing Group, 12210, Egaleo, Athens, GREECE  
b Hellenic Army Academy, Faculty of Mathematics and Engineering Science, , 16673, Vari, Athens, GREECE 
Abstract 
The so-called real-time web (RTW) is a web of opinions, comments, and personal viewpoints, providing personalized 
commentary in real-time. Facebook is undoubtedly the king of the RTW. It boasts 1+ billion users that spend about 23 billion 
minutes per day, generating in the region of 60 million posts per day. This RTW data is far from structured (in contrast to data 
such as ratings, product features, etc.), but it is very useful to consider for reputation monitoring. For enterprises in particular, 
being present and aware of what is discussed on social media about their products and services has become a must. It allows them 
to establish a communication channel with their customers, market their products, build brand equity and boost clientele 
faithfulness. However, as social media are two-way channels, they require effort and care to manage this communication. 
Dissatisfied customers can protest out loud, easily influence many other customers and damage the brand's image. In order to 
avoid these risks, several social media monitoring tools have been implemented, enabling enterprises to have access to real 
customers’ opinions, complaints and questions at real time in a highly scalable manner. Characteristic examples include the SM2 
tool of Alterian, Brandwatch, Converseon, Cymfony Maestro, My BuzzMetrics, Radian6, Sysomos and others. Even though very 
interesting and somehow effectively performing on open social media (twitter, blogs, microblogs etc), most aforementioned tools 
have very limited performance on rule-stringent media (where tough access policies are imposed). Furthermore usually extensive 
human guidance is needed and raw-tag manipulations are necessary. In order to bypass these problems, in this paper we propose 
an intelligent wrapper system that automatically segments closed social media web pages into structural tokens, extracts and 
associates opinions to each token. A key step towards retrieving the data of interest is to discover the sections contained in a web 
page and identify the ones holding the interesting information. To do that, our method is based on a clustering and statistics 
origin. The proposed system can operate without human intervention and training. Initial experiments are presented over 
Facebook content, which indicate the promising performance of the proposed scheme. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
In 1995 Tim Berners Lee stated: I had (and still have) a dream that the web could be less of a television channel 
and more of an interactive sea of shared knowledge. I imagine it immersing us as a warm, friendly environment 
made of the things we and our friends have seen, heard, believe or have figured out. I would like it to bring our 
friends and colleagues closer, in that by working on this knowledge together we can come to better understandings. 
In less than twenty years, this dream seams to have come to reality, using Social Media as its vessel. 
On the other hand, despite the complexity of modern life compared with just a century ago, and even more starkly 
to 10000 years ago, much remains the same in terms of the challenges that humans—as a social species—have to 
deal with. Throughout history, people have had to face two core, recurring challenges (Ybarra, Park, et. al., 2012). 
One deals with the need to gain social acceptance and to establish supportive social connections with others. The 
second deals with the need to attain competencies and status. These two evolutionary necessities have been related to 
the fundamental dimensions of social judgment, namely communion and agency, which are used to describe various 
psychological phenomena in personality, social psychology, and related disciplines. In other words, there are 
obvious benefits to people, companies, governments and so on in understanding what the public thinks about them, 
their products and/or services, but it is also in the interests of large public knowledge institutions to be able to 
collect, retrieve and preserve all the information related to certain events and their development over time (Maynard, 
Bontcheva & Rout, 2012). 
In particular, opinions are central to almost all human activities and are key-influencers of our behaviors. Our 
beliefs and perceptions of reality, and the choices we make, are, to a considerable degree, conditioned upon how 
others see and evaluate the world (Liu, 2012). For this reason, when we need to make a decision we often seek out 
the opinions of others. This is not only true for individuals but also true for organizations. Opinions and their related 
concepts such as sentiments, evaluations, attitudes, and emotions are the subjects of study of reputation 
management, sentiment analysis and opinion mining. The inception and rapid growth of the field coincide with 
those of the social media on the Web, e.g., reviews, forum discussions, blogs, microblogs, Twitter, and social 
networks, because for the first time in human history, we have a huge volume of opinionated data recorded in digital 
forms. Since early 2000, sentiment analysis for reputation management has grown to be of the most active research 
areas in natural language processing. It is also widely studied in data mining, Web mining, and text mining. In 
recent years, industrial activities surrounding reputation management and sentiment analysis have also thrived. 
Numerous startups have emerged and many large corporations have built their own inhouse capabilities, making 
reputation management a defining feature of online life for many internet users. Search engines and social media 
sites play a central role in building one’s reputation online and many users are learning and refining their approach 
as they go--changing privacy settings on profiles, customizing who can see certain updates and deleting unwanted 
information about them that appears online. Over time, several major trends have indicated growth in activities 
related to online reputation management (Madden & Smith, 2010): 
 
•    Online reputation-monitoring via search engines has increased – 57% of adult internet users now use search 
engines to find information about themselves online, up from 47% in 2006. 
•    Activities tied to maintaining an online identity have grown as people post information on profiles and other 
virtual spaces – 46% of online adults have created their own profile on a social networking site, up from just 20% 
in 2006. 
•    Monitoring the digital footprints of others has also become much more common—46% of internet users search 
online to find information about people from their past, up from 36% in 2006. Likewise, 38% have sought 
information about their friends, up from 26% in 2006. 
 
Obviously, reputation management is a very important service of high demand and its efficiency is heavily based 
mainly on two modules: (a) the data gathering and initial analysis module and (b) the Natural Language Processing 
(NLP) module. If data cannot be gathered and analyzed effectively then any further processing cannot be performed. 
On the other hand, if data can be gathered then the success of opinion mining/reputation monitoring is exclusively 
based on the performance of the NLP module. This paper focuses on data gathering/initial analysis 
(Stavrakantonakis, Gagiu et. al., 2012) and several intelligent web tools and technologies have been proposed in the 
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literature, including: the SM2 tool of Alterian (Laine & Frühwirth, 2010), which is a social monitoring and analysis 
tool that integrates with the other marketing solutions of the Alterian toolkit. Brandwatch (Dai, Kakkonen et. al., 
2013), which is a social media monitoring tool that focuses on gathering, “cleaning”, analyzing and presenting data. 
The application enables users to add their own filters of country, source, type, credibility and sentiment to analyze 
the data and allow the user to focus on the most relevant insights. Converseon (Schweidel, Wendy & Boudreaux, 
2011), which utilizes the concepts of listening by mining relevant data from the social media sphere, organizing the 
social media campaigns of the company and shaping its strategy in the market. Also, the toolkit supports the 
generation of reports and metrics regarding the performance of an organization in the market. Cymfony Maestro 
(Sarner, Thompson et. al., 2011), which is a third generation social media monitoring tool that gives clients (near) 
real time access to a comprehensive and custom built archive of traditional and social media. My BuzzMetrics 
(Eden, 2011), which makes feasible the gathering of data from social media, as well as filtering out any noise from 
the monitored social conversations towards focusing on relevant topics. Radian6, which delivers one of the most 
popular social media monitoring tools in the market. Radian6 (Murphy, Kim et. al., 2011) enables organizations to 
become Socially Engaged Enterprises by providing means for listening to social media, analyzing and measuring the 
raw data, producing insights based on Natural Language Processing and engaging with the streams of posts in the 
social media sphere (engagement console). Moreover, the users of Radian6 are able to use a summary dashboard 
tool, in order to get in brief the status of their monitored topics. Last but not least, Sysomos (Bansal & Koudas, 
2011), which provides tools for monitoring social media conversations and themes, identifying key-influencers and 
gathering insight and intelligence to help shape the business decisions and strategies of the client’s enterprise. 
Even though very interesting and effectively performing on open social media (twitter, blogs, microblogs etc), 
most aforementioned tools and technologies fail on rule-stringent social media. As characteristically mentioned on 
the site of Brandwatch (http://www.brandwatch.com/): Coverage of sites like LinkedIn and Facebook are 
notoriously difficult to retrieve data from, as both networks have a stringent set of scraping rules and privacy 
controls that prevent us from taking everything published on those platforms. In fact these tools have very limited 
performance on rule-stringent media. Furthermore usually extensive human guidance is needed and raw-tag 
manipulations are necessary. In order to avoid human intervention and succeed in rule-stringent media, in this paper 
we propose a middleware intelligent wrapper system that automatically segments closed social media web pages 
into structural tokens, extracts and associates opinions to each token. The proposed system is successfully applied to 
Facebook and the case of posted video clips is examined. In particular video clip posts are commonly presented in 
HTML pages, mostly structured, but this structure is not known in advance. The most obvious problem in designing 
a system for web posts extraction is the lack of homogeneity in the structure of the source data found in social 
media. In our case, managing this task is made somewhat easier by the fact that social media sites do have some 
structure of their own. The post is presented in a part of a web page while its corresponding comments (opinions 
having to do with reputation) are placed in another part. 
This sort of structure is exploited in this paper to derive the structure of the data. In particular a novel fully 
automated wrapper scheme is presented that is able to segment a web page into structural tokens and select the 
tokens of interest (e.g. posted video clips and associated comments). A key step towards retrieving the data of 
interest is to discover the sections contained in a web page and identify the ones holding the interesting information. 
To do that, our method is based on a clustering and statistics origin. The proposed system can operate without 
human intervention and training and it is tested in real-world social media sites. 
The rest of this paper is organized as follows: in section 2 an overview of the intelligent wrapper system is 
provided, while in section 3 the content preparation and segmentation modules of the wrapper system are presented. 
Some preliminary experimental results are provided in section 4, to exhibit the promising performance of the 
proposed scheme, while section 5 concludes this paper. 
2. Overview of the Intelligent Wrapper System 
In this paper social media content retrieval is performed by an automatic wrapper-based mechanism. The 
proposed wrapper exploits the format of social media sharing web sites to discover the underlying structure in order 
to finally infer and extract multimedia files (posts) and corresponding associated comments from the web pages. The 
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system first identifies the section of the web page that contains the multimedia file to be extracted and then extracts 
it by using clustering techniques and other tools of statistical origin. 
The proposed system is an evolution of STAVIES (Papadakis, Skoutas et. al., 2005) and comprises of two 
modules: namely the transformation and the extraction module. These modules are further subdivided into 
components, each one responsible for a different task. The overall system architecture, which extracts the 
information from the data source is composed of three distinct phases:  Preparation phase, Segmentation phase and 
Information Retrieval phase (see Figure 1).  
 
 
Fig. 1. Overall architecture of the middleware social media content retrieval system 
During the first phase, the web document is prepared for the extraction that will follow. This is done by inserting 
the HTML document into the Transformation module. This module parses the HTML document and transforms it 
into well-formed XHTML, correcting any existing irregularities that would misguide the extraction process. Then 
the produced XHTML document is used to generate a tree representation of the initial web page (see Figure 2). 
The terminal nodes of this tree correspond to elements of the web page among (namely images, links and text) 
where the useful information resides, while the intermediate nodes correspond to layout descriptive elements. 
Therefore the terminal nodes are the ones needed during the extraction process. At this point it is also important to 
note that the selection of the terminal nodes is performed in a way that preserves their ordering in the web page. The 
ordering of the terminal nodes is critical because it constitutes one of the criteria used to infer the semantic 
relationships between elements of the HTML page, since lack of locality in the ordering of these elements is 
translated into semantic irrelevance. Once the terminal nodes have been selected, the second phase (Segmentation 
phase) performs a clustering to identify the terminal nodes of interest and segment them into appropriate subsets. 
Finally the last phase concludes the operation by mapping the generated terminal node clusters to elements in the 
initial HTML web document. This task is straightforward, since there is one-to-one relationship between the 
terminal nodes of the tree and the elements of the initial web document. In this way the desired information is 
identified and can be retrieved. 
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Fig. 2. Tree representation of a web page, produced by an XHTML document 
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Fig. 3. A plot of the “target area” for a sample web page. Each “semantic token” represents a wall post. 
3. Content Preparation and Segmentation 
3.1. The Preparation Phase 
The first component acting during this phase is the “Validation, Correction and XHTML Generation 
Component”. Given a web document, like those shown in Figure 1, this component performs a syntactical correction 
to the source's HTML by transforming it into XHTML. This is necessary because, due to the leniency in HTML 
parsing by modern web browsers, a major portion of the web page is not well-formed. Data sources often either 
contain invalid tags or their tags are placed in a wrong manner. These irregularities could cause problems in the tree 
representation of the web page or, even worse, misguide the extraction process. Therefore this component's usage 
for cleaning and normalizing the HTML page is imperative. The cleaned and normalized page is then fed into the 
“Tree Transformation and Terminal Node Selection Component”, which generates a tree representation of the page. 
The root of this tree corresponds to the whole document. The intermediate nodes represent HTML tags (e.g. <table>, 
<ol>, <tr>, <p>, etc) that determine the layout of the page. Finally, the terminal nodes (leaf nodes) correspond to 
visual elements on the web page, namely images, links and/or text. Once the tree construction is completed, the 
terminal nodes are selected. We only select the terminal nodes for further processing since they represent the 
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elements of the page among which the useful information resides. The non-terminal nodes are not in our interest, 
since they represent layout descriptive elements, in other words the way the information is displayed in a web 
browser. We must note here that the selection of the terminal nodes happens in a way that preserves their ordering in 
the web page. The ordering of the terminal nodes is critical in our application. It is one of the criteria we use to infer 
the semantic relationships between elements of the HTML page since lack of locality in the ordering of these 
elements is translated into semantic irrelevance. 
3.2. The Segmentation Phase 
First the sections in the input page are identified and one of them is characterized as the target area, i.e. the area 
of the input page where the semantic tokens reside. In this way, irrelevant elements in the page e.g. logos, 
advertisements etc. are eliminated. The second step is to further segment the target area, thus extracting the semantic 
tokens. 
The segmentation phase is performed in two different steps: the “Target Area Discovery” and the “Target Area 
Segmentation” step. 
Given the list of terminal nodes n1, n2, …, nN, the “Target Area Discovery” process aims at selecting a subset of 
these nodes corresponding to the elements belonging to the target area. This is achieved by applying hierarchical 
clustering. The outcome of the hierarchical clustering will reveal the region in the web document that contains the 
semantic tokens. 
In the “Target Area Segmentation” step, a segmentation of the target area into further segments that represent the 
semantic tokens, is performed by locating a “cut-off” level. Once the cut-off level is located, the system performs a 
clustering similar to the one performed before. Each output cluster now represents a semantic token. A characteristic 
example of a target area is presented in the following figure, where clusters (semantic tokens) corresponding to 
different information objects can be easily observed. 
4. Experimental Results 
In this section we perform a preliminary evaluation of our system's performance in real-life scenarios. Evaluation 
has been performed on a large set of real web pages covering a variety of layout structures and templates. This set 
included Facebook and Linkedin. However, since Linkedin does not allow video clip posts and for evaluation 
reasons, only results on Facebook are presented. Towards this direction, in order to get some preliminary results, we 
have parsed the Facebook wall information of the members (∼170 persons) of the Online Computing Group (Onlog) 
(www.facebook.com/klimis.ntalianis.7) for a period of three months, discarding all other posts except of video clips. 
Here it should be mentioned that the intelligent wrapper could also parse the walls of the friends of all members of 
Onlog, totaling about 28000 profiles and continue to the friends of friends (when content is open to non-friends).  
In particular in Figure 4 a typical page of www.facebook.com is depicted, where the proposed system has located 
and traversed all video clips and the related comments. More specifically, after entering into a page of video clips, 
the semantic tokens segmentation agent detects that semantic token characterized by the keyword “Comment”. Then 
it retrieves all associated comments and relates them to the retrieved video clip. 
By this way, the proposed system can perform much better than other social media crawling tools, since it takes 
advantage of the already structured, annotated and organized content, posted on users’ walls (Bonneau, Anderson & 
Danezis, 2009). Another side virtue of the proposed scheme is that it can group all video clips of every 
singer/musician/band and provide search by title, comment, opinion etc. or even summarize comments to build a 
complete profile evaluation report of an artist, something that even facebook or youtube do not currently provide. 
By this way the artist can be straightforwardly informed of any possible negative comments or useful and 
constructive remarks. E.g. in Fig. 4 there are several positive comments but there are also some negative ones 
concerning concert locations, ticketing policy etc. From the point of reputation management view, these comments 
should be answered, so that no shadows are left over an artist’s figure. 
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Fig. 4. .  A video clip contained in the results page with the related metadata (comments) 
 
Here it should also be mentioned that the average time to wrap a Facebook page of moderate complexity (small 
number of posts) with our system is less than 0.03 seconds whereas other pages of high complexity are being 
wrapped in less than 0.17 seconds in a machine with typical configuration (Core 2 Quad  2.3 GHz PC with 4GB 
RAM). A major advantage of the algorithm, is its tolerance to the dissimilarities among the structural tokens 
especially since these dissimilarities occur very often in Facebook’s pages. For example in the typical case of a 
Facebook page, where the structural tokens are the contained video clips, their number may vary as well as the 
number of comments, contained links etc. Finally the proposed scheme can be applied in any social media and 
segment all kinds of posts (e.g. products commercials, advertising posters, images etc.) so that to support a full 
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gamut of reputation monitoring applications. Detection of video clips was just an example application for 
presentation purposes. 
 
5. Conclusion 
 
In this paper a novel fully automated social media content wrapper has been presented for reputation monitoring. 
In contrast to most of the existing tools, it does not require any human assistance or training phases, while its main 
contribution lies in the area of introducing a signal-wise treatment of the tag structural hierarchy of a web page. The 
importance of such a treatment is significant since it permits abstracting away from the raw tag-manipulating 
approach that other systems use. Evaluation of the system was performed on a large set of web pages covering a 
variety of layout structures and templates and coming from two different social media sites (Facebook and 
Linkedin). Another virtue of the proposed system is that it can execute in real-time, requiring less than 0.18 seconds, 
even for web pages of high complexity, on a PC with typical configuration. In the future, the system’s output could 
feed regular sentiment analysis and opinion mining tools to also provide reputation management capabilities. 
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