Abstract. In this paper we axiomatize some constructions and results due to Cayley and Hilbert. We define the concept of Ω-process for an arbitrary affine algebraic monoid with zero and unit group G. In our situation we show how to produce from the process and for a linear rational representation of G a number of elements of the ring of G-invariants S(V ) G that is large enough to guarantee its finite generation. Moreover, using complete reducibility, we give an explicit construction of all Ω-processes for reductive monoids.
Preliminaries
We assume throughout that the base field k is algebraically closed of characteristic zero and that all the geometric and algebraic objects are defined over k. A linear algebraic monoid is an affine algebraic variety M with an associative product M ×M → M which is a morphism of algebraic k-varieties, and that is also equipped with a neutral element 1 ∈ M for this product. In this situation, it can be proved that the group of invertible elements of M (called the unit group of M and denoted by G(M ) = {g ∈ M : ∃ g −1 }) is an affine algebraic group that is open in M . In [3] and [4] the reader will find two extensive surveys on the topic of linear algebraic monoids.
Also in this paper we will add the following density condition: G(M ) is a dense subset of M . This will allow us to have a better control of the representations of M in terms of those of G(M ).
A linear algebraic monoid M is a reductive monoid if its unit group is reductive (and dense in M , in accordance with the density condition).
An arbitrary algebraic monoid M with unit group G supports an action of G×G, given by (a, b) · m = amb −1 ; in [5, Thm. 1] it is proved that this action has G as an open orbit.
The following notation will be in force in this article. If M is an irreducible reductive monoid with unit group G = G(M ), we call T a maximal torus of G, B a Borel subgroup containing T , B − its opposite Borel subgroup, X (T ) the set of weights and X + (T ) the semigroup of dominant weights with respect to B. If λ ∈ X + (T ) is a dominant weight, then V λ will denote the irreducible G-module associated to λ.
If V is a rational representation of G, we denote by S(V ) the symmetric algebra built on V .
Representations and characters of algebraic monoids
If V is a finite-dimensional k-space, we say that an action M × V → V is polynomial if the associated map M → End k (V ) is a morphism of affine algebraic monoids; in particular in the case that M is endowed with 0 ∈ M , 0 · v = 0 for all v ∈ V .
Observe that the action map M × V → V induces a morphism of k-spaces
that is a counital comodule structure on V . The relationship between the structure χ V and the action of M is given as follows:
In this paper we consider in general the actions on the left side, but it is clear that all the concepts we deal with have a formulation for a right action.
If V is a polynomial M -module, we will denote as V M the subspace of Minvariants; it follows easily that
It is easy to prove, in the same way as for affine algebraic groups and their representations (see for example [1] ), that the above correspondence is an isomorphism between the category of finite-dimensional polynomial M -modules and the category of finite-dimensional counital comodules for the bialgebra k[M ].
If we drop the hypothesis on the dimension, we obtain the concept of a general polynomial M -module that is simply an arbitrary counital comodule V for the bialgebra k[M ]; the comodule structure in V will be denoted as
This corresponds to a vector space V endowed with a locally finite polynomial action of M . In other words the action of M on V is such that any element v ∈ V is contained in a finite-dimensional M -stable polynomial submodule V v ⊂ V . Definition 2.1. Let M be a linear algebraic monoid. A polynomial character of M is a multiplicative morphism ρ : M → k such that ρ(1) = 1. We will denote as X (M ) the abstract monoid of all characters of M .
We say that the character ρ is trivial if it only takes the value 1 ∈ k.
Observation 2.2. (1)
The description of GL n as the set of matrices with nonzero determinant can be generalized to general affine monoids. Indeed, if M is an arbitrary affine monoid, as is well known (see for example [3] ) we can suppose that M is a closed submonoid of M n (k) for some n and with
Hence the restriction of det to M is a character, and
(2) Observe that if 0 ∈ M and ρ is a nontrivial polynomial character, then 
is the restriction map that can be viewed as an inclusion.
Moreover, the density condition guarantees that the category Rep(M ) of polynomial M -modules is a full subcategory of Rep(G), the category of rational Gmodules. In particular, if G is reductive, then Rep(M ) is a semisimple category.
The following definition is relevant to pin down the difference between representations of G and of M . Definition 2.4. In the situation above, a rational representation θ of G is said to be polynomial (with respect to M ) if there exists a polynomial representation χ of M with the property that χ = θ. Equivalently, a rational representation of G is polynomial if the action of G can be extended to an action of M ; this extension is clearly unique.
In the case that G is an affine algebraic group and M is a monoid equipped with a polynomial character ρ : M → k with the property that
2), more can be said concerning the relationship between the rational and polynomial representations of G, as the following easy lemma shows.
Lemma 2.5. In the situation above, if
χ : V → V ⊗ k[G] is a rational finite- dimensional representation of G,there is an exponent n ≥ 0 with the property that the rational representation ofG, ρ n | G χ : V → V ⊗ k[G] is polynomial.
Generalized Cayley's Ω-processes
Let M be an affine algebraic monoid and assume that λ is a nontrivial character of M . In this section we will not need to use the density condition.
Definition 3.1.
An Ω-process (associated to λ) is a nonzero linear operator Ω :
We will usually abbreviate and call an Ω-process simply a process. In classical nomenclature the above definition is called the "first rule of the Ω-process".
Observation 3.2. Clearly, if Ω is a process associated to λ, then Ω
r is a process associated to λ r .
Example 3.3 (The classical Ω-process). Let
is an Ω-process; see [6] for a modern presentation.
Lemma 3.4. In the notation above, let µ ∈ X (M ) be a polynomial character of the monoid, and g, h ∈ k[M ] a right (respectively left) M -semi-invariant of weight
In particular,
In other words,
Proof. It follows easily from the definition of a process, and the fact that Ω r is a process for λ r .
Lemma 3.5. In the notation above, if M is irreducible we have that
Observation 3.6. In particular, if we call Ω r (λ s )(1) = α r,s , we deduce that
From Ω(λ
Definition 3.7. In the situation above we say that the Ω-process is proper if the elements c s ∈ k are not zero for all s ≥ 1.
Evaluating the above equality at 0 we deduce that
Existence of Cayley's Ω-processes
In this section we describe, in the case of an irreducible reductive monoid M , all the Ω-processes associated to a polynomial character λ ∈ X (M ). 
where Ω is a process associated to λ.
Proof. In the same manner as before, from the definition of a process we deduce that for all b 1 ∈ B and b 2 Proof. From the definition of a process, it is clear that Ω stabilizes the (G × G)-submodules of M , and hence Ω is characterized by its restrictions to
It follows from Corollary 4.3 that if µ − λ / ∈ C M , then a µ = 0. The assertion about the properness of the Ω-process follows directly from the above definition.
It is easy to show the converse, i.e., any election of a µ ∈ k, with µ − λ ∈ C M , is adequate in order to obtain an Ω-process.
Finite generation of invariants
In this section we show that the existence of a proper process guarantees the finite generation of the rings of invariants corresponding to linear actions.
Let M be a linear algebraic monoid with zero and dense unit group G. Assume that Ω is a proper process with associated character λ.
If V is a polynomial M -module, and r, s are positive integers, we define the map I r,s : V → V as the composition: 
