Far-from-equilibrium nanoparticle assemblies : patterns, transport and dynamics by Blunt, Matthew Oliver
Blunt, Matthew Oliver (2007) Far-from-equilibrium 
nanoparticle assemblies : patterns, transport and 
dynamics. PhD thesis, University of Nottingham. 
Access from the University of Nottingham repository: 
http://eprints.nottingham.ac.uk/13112/1/438591.pdf
Copyright and reuse: 
The Nottingham ePrints service makes this work by researchers of the University of 
Nottingham available open access under the following conditions.
· Copyright and all moral rights to the version of the paper presented here belong to 
the individual author(s) and/or other copyright owners.
· To the extent reasonable and practicable the material made available in Nottingham 
ePrints has been checked for eligibility before being made available.
· Copies of full items can be used for personal research or study, educational, or not-
for-profit purposes without prior permission or charge provided that the authors, title 
and full bibliographic details are credited, a hyperlink and/or URL is given for the 
original metadata page and the content is not changed in any way.
· Quotations or similar reproductions must be sufficiently acknowledged.
Please see our full end user licence at: 
http://eprints.nottingham.ac.uk/end_user_agreement.pdf 
A note on versions: 
The version presented here may differ from the published version or from the version of 
record. If you wish to cite this item you are advised to consult the publisher’s version. Please 
see the repository url above for details on accessing the published version and note that 
access may require a subscription.
For more information, please contact eprints@nottingham.ac.uk
Far-From-Equilibrium Nanoparticle 
Assemblies: Patterns, Transport and 
Dynamics. 
Matthew Oliver Blunt, MSci. 
Thesis submitted to the University of Nottingham 
for the degree of Doctor of Philosophy 
February 2007 
GEORGE GREEN LIBRARY OF 
SCIENCE Air Zw"-- + tiZERINQ 
Abstract 
This work is centered on the study of self-organisation and pattern forma- 
tion in a prototypical nanostructured system, namely colloidal nanoparticle 
assemblies. The particular system chosen for investigation, Au nanocrystals 
spin cast onto silicon substrates from a solvent, despite being chemically rather 
simple exhibits a rich variety of complex patterns. In the majority of experi- 
ments discussed in this thesis, far-from-equilibrium conditions are attained by 
a spin-casting process which drives rapid solvent evaporation. 
A systematic study was carried out to determine the various factors affect- 
ing the morphology of nanoparticle assemblies produced in this manner. These 
factors include the concentration of the nanoparticle solution, the particular 
solvent used, and the chemical/ physical nature of the substrate. Changing 
these variables can affect both the strength of interactions between individual 
nanoparticles and between nanoparticles and the substrate. The various mor- 
phologies of the nanoparticle structures produced were studied using atomic 
force microscopy (AFM). 
Particular attention is paid to the role of the substrate's surface chemistry 
in pattern selection. A range of different substrates are used to gauge the 
influence of differing surface chemistries. In addition, scanning probe lithog- 
raphy was employed to microscopically pattern surfaces. This facilitated the 
observation of effects caused by the presence of two radically different surface 
chemistries in the micron size range. This patterning process provides the 
experimenter some measure of control over the morphology of the nanopar- 
ticle assembly, allowing the enforcement of predefined length scales onto the 
network. Simulations of drying nanocrystal films produced using code written 
by Martin et al [1] have been shown to accurately reproduce the experimen- 
tal results. These simulations are used to develop theoretical explanations 
of the experimental data in terms of the varying solvent evaporation rate on 
the substrate and the manner by which the solvent dewets on chemically and 
topologically differing areas of a surface. 
A remarkable probe-induced coarsening of nanoparticle assemblies by 
repetitive scanning with an AFM probe has been studied. Repeated scanning 
of colloidal nanoparticle systems causes the irreversible growth of nanoparti- 
cle assemblies. The size distribution of structures produced by this growth is 
shown to be self-similar. With the size of the domains growing with a power 
law dependence on scan time. From a combination of these results the growth 
of structures is explained using a model of coarsening based on cluster diffusion 
and coalescence. This model is subtly different from coalescence in a thermally 
driven system due to the novel nature of the mechanical coarsening process. 
Electrical transport through different array morphologies produced via the 
spin-coating process was studied using D. C. electrical measurements and elec- 
trostatic force microscopy (EFM). Measurements over temperatures ranging 
from 4.5K to room temperature were made. Variations in the manner that 
power law scaling of the conduction behaviour alters for different arrays is 
linked to the topological characteristics of the arrays. 
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CHAPTER 1. Introduction 
Chapter 1 
Introduction 
It seems that recently in the field of nanoscience or nanotechnology (depending 
on your preferred name for the subject), it is almost a necessity to begin 
any formally written report by mentioning how much room there is at the 
bottom. The almost ritualistic referencing of Feynman's seminal talk of 1959 
[2], however, is probably less a result of a lack of imagination shown by modern 
scientific authors and more a testament to the intellect of the orator in question. 
In the few simple words of the title of his talk Feynman seems to have grasped, 
and in a simple fashion explained, the magnitude of technological possibilities 
that would be made available by the development of methods for the control 
of matter over the atomic to micrometric dimensions. I doubt, however, that 
even Feynman would have believed the scope of the current nanotechnology 
phenomenon. Heralded simultaneously as the possible saviour and destroyer 
of modern society, nanotechnology is one of the most intriguing areas of 21st 
century scientific research. 
Giving a concise definition of nanotechnology is a very difficult process. 
As with most of the names given to new, fashionable areas of scientific study, 
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nanotechnology encompasses ideas and expertise from a range of disciplines 
including biology, solid state physics, surface science and quantum mechanics 
to name but a few. Nanotechnology at its core concerns the manipulation and 
physical properties of matter over the nanometre size range. Over this size 
range, matter behaves in radically different ways as compared to its macro- 
scopic form. Effects which are minimal when considered for pieces of matter 
at larger sizes can have drastic consequences when we start to reduce the size 
to microns and below. It is by the control of effects that are unique to the 
nanometer size range that nanotechnology offers the promise of new designer 
materials having optical, magnetic and electronic properties tailored to suit a 
specific task. 
Top-down or bottom-up? 
Current manufacturing techniques used in the semiconductor microelectronic 
industry centre on the use of lithography to produce structures and devices. 
In these methods a bulk material is taken and a pattern is imposed upon 
it in some way either by selective exposure to a particular type of radiation 
or by mechanical pressure with a pre-patterned mask coated with a transfer- 
able coating of molecules. This patterning alters some property of the surface 
allowing other processes such as chemical etching to remove some of the ma- 
terial and leave behind structures which are defined by the original patterning 
process. Processes such as this, where material is removed from a bulk sample 
to create smaller structures, are referred to as top-down techniques. 
The obvious counterpart to this kind of technique is the bottom-up ap- 
proach. In this case the constituent parts (atoms or molecules) are brought 
together to form the desired structure with no waste material produced. The 
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initial advantage of this kind of process over the top-down approach appears 
obvious. However the task of bringing each individual constituent part of a 
complex nanostructure together individually and placing them in exactly the 
right place seems a daunting task. This is also coupled with a time constrain- 
ing factor: for any nano-device to perform a task effectively there will surely 
need to be a massive number of the devices working in parallel. 
At first glance even if the bottom-up manufacturing process takes only a 
fraction of a second to make one device, to make enough devices will take a pro- 
hibitive amount of time. The answer to this problem, as has been the case with 
many technological problems, can be found by observing how evolution has al- 
lowed nature to produce its own functioning nano-devices via self-assembly 
and self-organisation. 
Self-assembly and self-organisation 
Self-assembly and self-organisation are both processes by which ordered struc- 
tures may be created over a vast range of different length scales. The distinc- 
tion between self-assembly and self-organisation concerns the equilibrium state 
of the structure which is formed. Self-assembled structures are in a stable or 
metastable state of equilibrium, whilst self-organised structures are maintained 
out of equilibrium by a flow of energy/matter or a gradient in field. 
Examples of self-assembly are myriad in nature, from the recombination of 
DNA strands to the folding of protein molecules into a desired protein macro- 
molecule. The basic principle of self-assembly is that all of the information 
required to form a structure is contained within the individual constituent 
parts of that structure and the rules which govern how those constituent parts 
interact with each other and their environment. 
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Take, for example, a solution of molecules. The Brownian motion of the 
molecules in solution will cause them to sample a wide range of structural 
configurations. If, due to the structures of the individual molecules, one con- 
figuration is more energetically favourable than the rest, this structure will 
emerge from an initially random arrangement. 
This encoding can come in many different forms, from the obvious in- 
formation contained within the base pair sequences of a strand of DNA to 
something as simple as the difference in polarity between the two ends of a 
surfactant molecule. The possible advantages of self assembly for the nanotech- 
nologist are immense, and span, for example, the ability to quickly produce 
as many nanostructures as needed, to placing nano-devices on a surface and 
have them spontaneously form into larger pre-defined hierarchical structures. 
Due to these possibilities self-assembly has been the subject of a significant 
amount of research. These studies have ranged in focus from the self assembly 
of mono-layers of thiol molecules on gold surfaces (SAMs) [3], to the use of 
DNA functionalisation to force the self-assembly of nanoparticles into larger 
structures [4]. 
The important distinction between self-assembled and self-organised struc- 
tures is that self-assembled structures have reached a state of equilibrium. Re- 
turning to the example of molecules in a solution, the structure which emerges 
will be the one possessing the locally lowest potential energy. This may be 
a metastable state represented by a local minimum in the free energy or the 
thermodynamic ground state. The important factor is that the structure is in 
equilibrium, no flow of energy is required to maintain it. 
Self-organisation concerns pattern formation in systems that are main- 
tained out of equilibrium, examples include convection patterns, and reaction- 
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diffusion systems, such as the Belousov-Zhabotinsky reaction. Self-organisation 
is very often linked to a phase transition. Imagine a system at a certain tem- 
perature where a particular configuration of that system (phase) has the lowest 
free energy. If we now change the temperature we can drive the system through 
a phase transition to a point where a different configuration of the system has 
the lowest free energy. The individual molecules/atoms of the system will now 
be driven to adopt this new configuration. Importantly though, this change 
in configuration is not instantaneous. Finite timescales are required for the 
reordering of the system, and these time scales can be very long. Therefore, 
in certain situations a sharp change in a parameter, most often temperature, 
can cause a system to be effectively frozen at different non-equilibrium stages 
of this reordering process. Patterns can be formed which, while not represent- 
ing equilibrium states of the system, do possess a high degree of order. For 
a detailed review of non-equilibrium pattern formation see Cross and Hohen- 
berg [5]. 
Nanoparticles 
Nanoparticles, or nanocrystals, as the names would suggest, are a small crys- 
talline piece of solid with dimensions in the nanometre size range. These parti- 
cles can contain anywhere from a few to a few thousand atoms. The small size 
of the nanoparticles gives them some truly unique properties. Quantum con- 
finement of electrons radically alters the electronic structure of the nanoparticle 
as compared to the bulk material. This in turn can affect the optical, mag- 
netic and electrical transport properties of the nanoparticle. In addition, the 
extremely high surface-to-volume ratio of the nanoparticles can dramatically 
affect their chemical properties. 
5 
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Nanoparticles can be separated into two main categories: surface grown 
nanoparticles (perhaps more commonly referred to as quantum dots) and col- 
loidal nanoparticles. The first are only stable on surfaces and can be formed 
using a variety of techniques such as electron beam lithography and the ther- 
mal breakdown of thin films of materials on surfaces. Colloidal nanoparticles, 
however, are stable when dissolved in a solvent. This stability is achieved 
by overcoming the nanoparticles' natural tendency to aggregate into much 
larger particles. This may be achieved by a variety of methods including the 
use of charged nanoparticles and a polar solvent to create charge stabilised 
nanoparticles or by the bonding of passivating ligands to the surface of the 
nanoparticles. 
The early 1990s saw the development of a number of important methods 
for the production of size tunable, mono-disperse colloidal nanoparticles of a 
number of different materials. One of the most important [6] was used to 
produce -2nm Au nanoparticles with an outer covering of thiol molecules. 
These nanoparticles were shown to be extremely stable both in and out of 
solution. Indeed, the solvent could be evaporated, leaving the nanoparticles 
as a dry film for periods of weeks, which could subsequently be re-dissolved to 
recover the original nanoparticle solution. 
Work by Andres et al [7] demonstrated that colloidal nanoparticles could 
self-assemble into ordered close-packed hexagonal arrays when deposited from 
solution in conditions where the solvent evaporation was slow; i. e. where 
near-equilibrium conditions were maintained. For solutions of nanoparticles 
possessing a bimodal size distribution Kiely et al reported that for similar 
near-equilibrium conditions nanoparticles spontaneously formed into bimodal 
arrays. An example of such an array can be seen in Figure 1.1 (Kiely et al [8]). 
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The drying of nanoparticle solutions on solid surfaces has proven to be a 
particularly rich source of pattern formation. This is due in part to the wide 
range of pattern formation mechanisms which are possible in this system and 
in part to the nature of the nanoparticle motion in the absence of solvent. The 
nanoparticles become immobile on substrates in the absence of solvent and 
this allows the effective freezing of self-organised patterns at different points 
in their evolution. 
Patterns ranging from labyrinthine structures attributed to spinodal de- 
composition [9], to rings and hexagonal structures attributed to the Marangoni 
effect [10], have all been observed in the drying of nanoparticle solutions. 
Building on the work of Brus et. al. [9], work by Moriarty et al [11] demon- 
strated that nanoparticles deposited under far-from-equilibrium conditions, i. e. 
during a forced evaporation of the solvent, could form a wide array of different 
pattern morphologies. 
One of the most notable recurring patterns was that of the cellular network. 
As illustrated in Figure 1.2, the cellular network is a pattern that is ubiquitous 
in nature and is seen in fracture patterns in drying mud flats, the patterning 
on the skin of a giraffe, the foam on a pint of beer, and even the large scale 
7 
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structure of the universe. 
Figure 1.2: Examples of re°lluclnr networks. (a) Bi-layer nanoparticle cellular net- 
work. (b) fracture patterns of drying mud flats and (c) patterns on the skin of a 
giraffe. 
Cellular networks are of particular interest due to the rigorous math- 
ematical treatment and description they have already received from many 
sources [12]. Using these techniques and associated image analysis methods 
cellular networks can be classified and compared to each other. Perhaps most 
intriguingly. these methods allow a value for the geometric entropy associated 
with a particular network to be calculated. 
Thesis outline 
This thesis presents a detailed study, (mainly using scanning probe microscopy) 
of the morphology of self-organised nanoparticle structures formed by the spin 
coating of nanoparticle solutions onto solid substrates. Investigations are car- 
ried out into the various factors that affect the morphology of the structures 
that are produced and how the morphology of the resulting structures affects 
8 
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their electrical transport properties. Both surface modification and external 
mechanical driving forces are employed to control the morphology of nanopar- 
ticle assemblies over micron and sub-micron length scales. At various points 
in this thesis (chapter four and chapter five) Monte Carlo simulations of the 
drying of thin nanoparticle/solvent films are used to help gain physical in- 
sight to the processes underlying nanoparticle pattern formation. All such 
simulations were written and carried out by C. P. Martin at the University of 
Nottingham [1]. 
Chapter two: An overview of the current scientific knowledge concerning 
both theoretical and experimental studies of the structure and properties of 
colloidal nanoparticles will be given, along with a discussion of intermolecular 
forces and phase transitions. 
Chapter three: This chapter will centre on a description of the main ex- 
perimental techniques employed in this study, namely atomic force microscopy 
(AFM) and some of its derivative techniques. 
Chapter four: A systematic study of the factors affecting the morphology 
of nanoparticle networks produced by the spin casting process is carried out. 
Experiments studying the effect of variation in nanoparticle solution concen- 
tration, variation in the substrate surface chemistry, and the use of different 
solvents are all discussed. 
Chapter five: Scanning probe lithography is used to selectively pattern hy- 
drogen terminated surfaces with areas of silicon dioxide, with line widths as 
small as 50nm. The resulting closely spaced areas are shown to possess rad- 
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ically different surface chemistries and are used to tune the morphology of 
sub-monolayer nanoparticle assemblies. 
Chapter six: Mechanical coarsening of nanoparticle assemblies is induced 
by repeated scanning with an AFM probe. The scaling of nanoparticle aggre- 
gate size with the number of scans and the functional form of the aggregate 
size distribution are linked to the novel nature of the mechanically driven 
coarsening process. 
Chapter seven: The electrical conduction properties of two-dimensional 
nanoparticle arrays of varying morphologies and thiol capping ligand lengths 
are studied. D. C. electrical measurements taken over a range of lateral array 
sizes and temperatures from 4.5K to 80K were collected. Scaling properties of 
the electrical conduction are related to the topology of the nanoparticle arrays. 
Electrostatic force microscopy (EFM) is also used to observe charge transport 
in a nanoparticle network at room temperature. 
Chapter eight: Discussions of all the main results of the thesis will be given 
along with suggestions for the future directions of the research. 
10 
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Chapter 2 
An overview of nanoparticle 
science and phase transitions 
An overview of the current scientific knowledge concerning both theoretical and 
experimental studies of the structure and properties of colloidal nanoparticles 
will be given, along with a discussion of intermolecular forces and phase tran- 
sitions. 
2.1 Introduction 
Nanoparticles have been studied and used (sometimes unwittingly) in different 
forms for hundreds, if not thousands, of years. From the ancient Egyptians to 
Michael Faraday [13], the properties of small particulates of matter dispersed 
in solution, also know as colloids, have been of great interest. In this chapter 
the structural properties of colloidal nanoparticles will be discussed. Their 
stability in solution and the dependence of their physical properties on their 
size are amongst the key topics. A particularly important synthesis route by 
which colloidal nanoparticles may be fabricated will be detailed, along with a 
11 
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discussion of the size-dependent electrical properties of individual nanoparti- 
cles. 
Due to the importance of inter-particle forces when considering pattern 
formation in nanoparticle assemblies, a brief discussion of the theoretical basis 
for these interactions will be provided, followed by an overview of the theory 
of phase transitions and how it relates to pattern formation. 
2.2 The structure of nanoparticles 
Nanoparticles are crystalline pieces of matter with dimensions in the nanome- 
tre size range. This reduction in size from the bulk material to dimensions 
in the range tilnm to -100nm, causes drastic changes to many of the fun- 
damental physical properties of the material used to form the nanoparticle. 
These changes can come about due to a number of reasons ranging from the 
extremely small capacitance of such particles to quantum effects caused by the 
confinement of electrons within the dimensions of the nanoparticle. 
The extremely small size nanoparticles means that they have very high 
surface to volume ratios. A nanoparticle will therefore contain a far higher 
proportion of surface atoms than a bulk specimen of the same material. For 
example, a typical cluster of 1000 atoms will have approximately 25% of these 
atoms present at the surface of the cluster. For this reason, unterminated 
nanoparticles possess high numbers of unfilled dangling bonds at their surfaces. 
This in turn gives them extremely high surface free energies and makes free 
nanoparticles extremely reactive. This high reactivity can be responsible for 
uncontrolled and irreversible aggregation of nanoparticles, or oxidation of their 
surfaces. Neither of these effects are particularly desirable when the intriguing 
properties of nanoparticles brought about by their small size and chemical 
12 
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specificity are of interest. 
To overcome these issues the high surface free energy of the nanoparticle 
must be reduced. The most obvious means of doing this is to reduce the number 
of dangling bonds present at the surface. In bulk materials high surface free 
energies can be lowered by a reorganisation of the surface layer of atoms into 
a different crystal structure from that of the bulk. By adopting a crystal 
structure which presents a lower number of dangling bonds at the surface the 
surface free energy is thus reduced. This process is know as reconstruction. 
A similar process may occur in nanoparticle formation, where a different 
crystalline structure from that normally found in the bulk material is adopted 
within the nanoparticle. This process alone cannot, however, completely re- 
move the problem of high surface free energies. There are effective ways of 
further lowering the surface free energy of nanoparticles, and two of the most 
prevalent methods employed are detailed in the following section. 
2.2.1 Charge-stabilised nanoparticles 
Charge stabilisation methods for colloidal nanoparticles involve the creation of 
charged nanoparticles, and the use of oppositely charged co-ordination mole- 
cules/ions to form a terminating layer around the nanoparticle. When present 
in an ionic solution the charged nanoparticles will attract a surrounding cloud 
of oppositely charged ions. This cloud of ions will provide repulsion between 
the nanoparticles and overcome their natural tendency to coalesce. 
An example of this is the method developed by Frens et at [141 for the 
synthesis of citrate/chloride stabilised gold nanoparticles. In this method an 
aqueous solution of hydrogen tetrachloroaurate is reduced via the addition of 
sodium citrate. It is believed [15] that the charge state of the nanoparticles is 
13 
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that of a Au° core surrounded by an Aul shell. The positively charged outer 
shell of the nanoparticle is coordinated with a shell of negatively charged citrate 
and chloride anions, thus forming a stable nanoparticle solution. 
However, charge stabilisation techniques can also place limitations on the 
experimental usefulness of the nanoparticles. These may range from the re- 
striction to the use of ionic or markedly polar solvents, to the difficulties in- 
volved in forming close packed arrays of such nanoparticles when deposited 
onto surfaces. As noted by Andres et al. [7], the repulsive forces between 
like-charged nanoparticles make it extremely unlikely that they will form close 
packed structures when deposited onto surfaces. To overcome these obstacles 
a charge neutral surface passivation technique is preferred. 
2.2.2 Ligand-stabilised nanoparticles 
Nanoparticles may also be stabilised via the direct covalent bonding of mole- 
cules to the nanoparticle surface. Molecules used to perform this kind of task 
are often referred to as ligands. As opposed to charge stabilisation methods, 
where Coulombic repulsion is used to keep the nanoparticles apart, the ligand 
stabilisation method lowers both the surface free energy of the nanoparticle 
and introduces a steric hinderance to the coalescence of the nanoparticles. Di- 
rect covalent bonding of molecules to the surface of the nanoparticle occupies 
many of the dangling bonds, and thus lowers the surface free energy of the 
nanoparticle. The simple physical presence of a shell of molecules around the 
nanoparticles surface also hinders other nanoparticles approaching too closely, 
thus preventing coalescence. 
One of the most scientifically important nanoparticle-ligand systems to 
have been developed over the last few decades is that of thiol-terminated 
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gold/silver particles. The basis for the development of this system came from 
work on self assembled mono-layers (SAMs) of alkane thiol and other organo- 
sulphur molecules on gold surfaces [16,17]. Alkane thiol molecules consisting 
of a hydrocarbon chain with a sulphur atom at the end have been shown to 
form a wide array of ordered assemblies on single crystal gold surfaces. The 
strong affinity of the sulphur atom for the gold surface makes thiol molecules 
the perfect stabilisation ligand for gold nanoparticles. The thiol termination 
produces nanoparticles that are extremely chemically stable, both in and out 
of solution, and are also soluble in a wide range of organic solvents. 
2.2.3 Colloidal nanoparticle synthesis 
The nanoparticle synthesis method which is used to produce the majority of the 
nanoparticle solutions used in the experiments described in this work is based 
on that developed by Brust et al. in 1994 [6] and, for the work described in this 
thesis, was carried out mainly in Nottingham. This is a simple wet chemical 
preparative technique involving the reduction of a gold containing salt in the 
presence of surface terminating thiol molecules. 
The method is described as being a "two phase, liquid-liquid" process. 
The two liquid phases mentioned here refer to organic/inorganic or polar/non- 
polar phases. In this case ionic solutions containing gold are transferred from 
an aqueous (polar) solution to an organic (non-polar) solution by the use of 
a phase transfer agent. The phase transfer agent used is a surfactant mole- 
cule. Surfactants are termed amphiphilic, meaning they contain a hydrophilic 
part, generally known as the head, and a hydrophobic part known as the 
tail. In the method developed by Brust et. al. [6], the surfactant molecule 
used is tetraoctylammonium bromide ((CSH17)4NBr) which will subsequently 
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be referred to here as TOAB for simplicity (see Figure 2.1 for a schematic 
representation of this molecule). 
%-dFUUn 
=Nitrogen 
Ionic 
" Bond 
"= Bromine 
Figure 2.1: Schematic representation of tetraoctylammonium bromide (TOAB) 
molecule. 
The molecule consists of four aliphatic carbon chains. each consisting of 
eight carbon atones connected to a central nitrogen atom. Consequently, the 
central nitrogen atom is positively charged and forms an ionic bond with a 
negatively charged bromide ion. The ionic complex consisting of the charged 
nitrogen and bromine atoms provides one end of the TOAB molecule with a 
highly polar nature whilst the aliphatic carbon chains at the opposite end of 
the molecule are non-polar. This disparity in the polar nature of the two ends 
of the molecule leads to the molecule spontaneously forming a range of self 
assembled structures when dissolved in certain solvents. The type of structure 
formed is dependent on both the nature of the solvent (polar/non-polar) and 
the concentration of TOAB molecules. The structure of particular interest in 
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this case is that of a reverse micelle. formed when the molecule is dissolved in 
appropriate concentrations in organic solvents. 
Figure 2.2 shows a schematic representation of a reverse micelle structure. 
For the sake of simplicity on the diagram the four carbon chains present on each 
TOAB molecule are represented by a single chain on each molecule, referred 
to as the tail. The reverse micelle is a spherical structure in which the polar 
head groups of the TOAB molecule are oriented inwards and the non-polar 
tails outwards. This arrangement lowers the free energy of the structure by 
minimising contact between the polar head groups and the non-polar solvent, 
and maximising it for the non-polar tail groups. 
TOAB surfactant molecule. 
Tail (non-polar). 
} Head (polar). 
Figure 2.2: Schematic representation of a reverse micelle structure formed by TOAB 
surfactant molecules when they are dissolved in toluene. 
It is this reverse micelle structure that provides the two phase liquid-liquid 
nature of the reaction. referred to in the title of Brust's work [6]. The two 
phases are the polar and non-polar environments present on the inside and 
outside of the reverse micelle. Along with a solution of TOAB in toluene, 
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a second solution consisting of hydrogen tetrecholoroaurate (HAuC14. xH2O) 
dissolved in water is also prepared. This produces an ionic solution containing 
AuC14- ions. These two solutions are then mixed together. 
The AuCl4- ions would normally be extremely insoluble in an organic sol- 
vent such as toluene. The presence of the reverse micelle structures, however, 
allows the AuC14- ions to dissolve in the toluene solution by providing a polar 
environment within the toluene solution, namely that present at the center of 
the reverse micelles. The aqueous and organic parts of the mixture are then 
separated, leaving a toluene solution with reverse micelles that contain AuC14- 
ions. To this solution thiol molecules are added, followed by a slow, drop-wise 
addition of an aqueous solution of sodium borohydride (NaBH4). 
The sodium borohydride acts as an electron source and reduces the Au3+ 
species to Au(O). Upon creation of the Au(O) species aggregation into nanopar- 
ticles begins to occur. This aggregation process, is however, controlled by the 
presence of the thiol molecules. As the nanoparticles grow their surfaces are 
terminated by a layer of thiol molecules thereby arresting the growth of the 
nanoparticles at a certain size. The final size of the nanoparticles produced can 
be roughly controlled by alteration of the ratio of thiol to gold in the reaction 
mixture [18]. 
The mixture then undergoes a number of cleaning procedures to remove 
any leftover TOAB and excess thiol molecules. These cleaning steps involve the 
addition of an excess of ethanol to the toluene nanoparticle solution, and then 
placing this mixture in a low temperature environment (--18°C). Excess thiol 
and TOAB molecules remain soluble in an ethanol/toluene mixture while the 
nanoparticles fall out of solution and aggregate into a dark precipitate; the low 
temperature is not a required step, however it greatly speeds this process. This 
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mixture is then filtered and thiol and TOAB contaminants are washed through 
the filter while the nanoparticle precipitate is trapped. The nanoparticles may 
then be re-dissolved with toluene, or any other desired solvent, to give clean 
nanoparticle solutions. 
The nanoparticles produced by this method have been shown to be highly 
stable both in and out of solution, even to the point where they can be pre- 
cipitated and redissolved several times without any significant degradation. 
The synthesis procedure is also extremely versatile. By a simple substitution 
of hydrogen tetrachloroaurate with silver nitrate (AgNO3) silver nanoparticles 
may be produced instead of gold. 
The reaction is also very robust to variation of the size and type of thiol 
molecule used to terminate the nanoparticles. Molecules used as capping lig- 
ands range from alkanethiolates with varying chain lengths (C3-C24) [19] to 
more complex molecules such as diakyl sulfides [20], and even non-polar lig- 
ands such as arenethiolate [21]. The only prerequisite for the molecule used as 
a capping ligand is that it has an unhindered sulphur atom that can bond to the 
noble metal surface. The synthesis method developed by Brust et al [6] has 
been used as the basis for developing techniques to synthesise a wide range 
of different types of nanoparticles, ranging from semiconductor to magnetic 
nanoparticles. 
2.3 Electronic properties of single nanoparticles 
In bulk crystalline materials, electrons occupy what are essentially continuous 
energy bands. The separation and degree to which these bands are occupied 
are the determining factors for many of the fundamental optical and electrical 
properties of the material. Occupying the opposite end of the spectrum we 
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have electrons which are present in atomic and molecular systems. Within such 
systems electrons are confined to distinct energy levels. Once again it is the 
occupancy and separation of these levels that defines the physical properties 
of the system. The nanoparticle represents a middle ground between these 
two extremes. with neither the sharp well defined energy bands of the atomic 
system or the continuous energy bands of the bulk material. Combined with 
properties such as their extremely small capacitance, this makes nanoparticles 
an attractive medium for the study of electronic transport at the nanoscale. 
2.3.1 Size effects 
Size effects are simply alterations of the physical properties of a material that 
occur due to a reduction in size of a specimen of that material. At this point 
a distinction should be made between size effects and quantum size effects. A 
size effect is a change in the material's physical properties due to some classical 
parameter which is size dependent. An example which is of particular rele- 
vance to the current study is the reduction in capacitance which accompanies 
a reduction in size for spherical particles, this will be discussed in more detail 
shortly. 
A quantum size effect is a change in the material's properties due solely 
to the quantum confinement of electrons as the size of the material specimen 
is reduced. The most obvious quantum size effect, mentioned briefly above, 
is the alteration of the material's bulk electronic band structure. In essence 
when we reduce the size of a material we are reducing its dimensionality. By 
this we mean we are reducing the number of dimensions that the electrons of 
the material are free to move in. 
20 
CHAPTER .. An oren"reuw of nanoparticle science and phase transitions 
2.3.2 Band structure 
To see how the density of electronic states in a metal is altered by a reduction 
in dimensionality we shall use the free electron model [22]. In this model all 
the valence electrons of the metal atom are assumed to be completely free of 
that atom: the electrons behave as a free electron gas. 
The removal of the valence electrons from the atom cores leaves behind a 
lattice of positively charged ions. The potential produced by these ions is then 
assumed to be constant throughout the metal. These assumptions remove all 
of the detail in the band structure introduced by the periodicity of the crystal 
structure. However. this model will suffice to show qualitatively how reduced 
dimensionality affects the electronic band structure. 
Take a three dimensional cube of the metal in its bulk state, with sides 
of size L which has its faces perpendicular to the x, y and z axes. To find 
the allowed energy levels of electrons confined within this cube, we solve the 
(time-independent) Schrodinger equation; 
2 
-2m p2 ,=E, (2.1) 
If we take the uniform potential within the cube to be zero and assume 
periodic boundary conditions such that, 
u', (r+L, y+L, z+L)=e(x, y, z) (2.2) 
then the solutions of Schrodinger's equation are travelling plane waves, 
7'(T. Y, z) =1 ei(krs+kyy+kzz) (2.3) 1 
V2 
21 
CHAPTER 2. An ovenrieuw of nanoparticle science and phase transitions 
where V=L3 is the volume of the cube and the factor 1/V1/2 ensures that 
the wavefunctioin is normalised. To satisfy the periodic boundary conditions 
stated in equation 2.2 the wavevector components are limited to the values of 
2; ßp 27rq 27rr k=L ks, 
=L kz =L (2.4) 
with p. q and r taking any positive or negative integer value or zero. This 
solution to the Schrodinger equation corresponds to an energy of 
E 2ºk2 
2m 
(k= + ky + kZ) (2.5) 
We use the equation for the number of allowed k states in a spherical shell 
of k-space of radius k and thickness dl-, centered on the origin [22], 
g(k)dk =z dk' 2n (2.6) 
where g(k) is the density of states per unit magnitude of k. This result can 
be used to determine the number of allowed electronic states per unit energy 
range g(E), also referred to as the density of states. The fact that electrons 
have a spin value of 2 means that each k state represents two possible electron 
states of the same energy. Therefore the number of electronic states in a 
spherical shell between k and k+ dk, which correspond to energies between E 
and E+ dE, may be written as 
g(E)dE = 2g(k)dk. or g(E) = 2g(k)dE. (2.7) 
Combining equation 2.7 with equations 2.5 and 2.6 and rearranging gives 
the electronic density of states as 
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g(E) = j7 
v 
h3 
(2m) 2 E2. (2.8) 
The electronic density of states shows a smooth 1E dependence on the 
energy. This is shown in Figure 2.3 (a). The situation we have just studied is 
three-dimensional: the electrons are free to move in all three dimensions (x, 
y, and z). 
Now let us consider a situation where one of the dimensions of our system 
has been drastically reduced. Instead of a cube of side L, our system now 
consists of a thin square film of size L in the x and y directions, and d in the 
z direction. (where d« L). see Figure 2.3 (b). Adopting the same approach 
as used for the three dimensional situation, we again need to solve the time 
independent Schrodinger equation for our system. As before, periodic bound- 
ary conditions will be used for the x and y directions, (equation 2.2). In this 
case, however. the z dimension of our system has been greatly reduced, con- 
straining the electrons to the small length scale represented by d. To include 
this change in our solution the periodic boundary condition are replaced in 
the z direction by infinite potential barriers at z=0 and z=d. The presence of 
these barriers means that the wavefunction is forced to zero at z=0 and z=d. 
In effect. the electrons are free to move in the x and y directions and we have 
a one dimensional infinite square potential well in the z direction. In this case 
the solution to the time independent Schrodinger equation is 
13(x, y, z) - eck=seikv sin(kzz) (2.9) 
This solution is now plane travelling waves in the x and y directions, and 
standing waves in the z direction. To satisfy the altered boundary conditions 
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Figure 2.3: Schematic representations of the reduction in dimensionality of a ma- 
terial system frone 3D to OD (part (a) to (d)) and the consequent effect on the 
material's band structure. (a) In a 3D system the density of states shows a smooth 
VE dependence. (b) In a quasi 2D system, such as a quantum well structure, the 
density of states appears as a step like function of E. (c) In a quasi 1D system, such 
as a quantum wire structure, the density of states has a 1/v/E form within each 
band. (d) In a OD system, such as a quantum dot or nanoparticle, the density of 
states consist of discrete delta like functions. 
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the allowed values of k, ky and kz are now 
kx 
= 
2Lý, ky 
= 
2Lqý lýz 
=d (2.10 
The allowed components of the wave vector are the same for k and 4 as 
in the 3D system. However in the z direction the wavefunction corresponds 
to the stationary states of a 1D infinite square potential well. The kz values 
are those that fit an integral number of half wavelengths into the square well. 
Following the same method as before we obtain the energy eigenvalues as: 
h2222h2n2h2 
E 
2me 
(1ýx + ky + 1ýz) = 2mhL2(7ý2 + q2) + 8med2 (2.11) 
The final term in this equation equates to the energy levels of an infinite 
square potential well, while the term containing (p2+q2) is the energy associ- 
ated with motion in the xy plane. The implications of this energy level scheme 
can be seen in Figure 2.3 (b). 
The lowest energy state with n=2 (that with p=q= 0) is 3h2/8med2 
higher in energy than the lowest n=1 state. Thus for small enough con- 
finement lengths (d) the thermal energy at readily obtainable experimental 
temperatures (kB T) will be less than this difference. Therefore all of the elec- 
trons will be effectively trapped in the n=1 state. This freezes motion in the 
z direction; the electrons will behave as free particles in a 2D space. 
Following a similar method to that used for the 3D system the density of 
electronic states for a quasi 2D system, for a fixed value of n, is given by 
g(E) =2 (2.12) 
So for a fixed value of n the density of electronic states is independent of 
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the energy. Of course, as the energy is increased, more of the stationary states 
in the infinite potential well that makes up the z direction can be occupied. 
The leads to a step like dependence of the electronic density of states, as seen 
in Figure 2.3 (b). 
Similar methodologies can be applied to 1D and OD systems, leading to 
the density of states relationships shown in Figure 2.3 (c) and (d). Thus for 
a true OD system we have electrons confined in all three spatial dimensions, 
i. e. the particle in a box problem in quantum mechanics. The electronic 
energy levels produced by such confinement are discrete, delta function-like 
spikes. It is these discrete electronic energy levels produced by OD systems, 
such as nanoparticles, that has led them to be dubbed by many as artificial 
atoms [23,24]. However, unlike atoms, where the energy level spacing is strictly 
controlled by the numbers of protons and neutrons in the nucleus, the electronic 
energy levels of a nanoparticle are tuneable by alteration of the dimensions of 
the nanoparticle. 
2.3.3 Single electron charging 
Along with the alteration of a nanoparticle's band structure due to quantum 
size effects, the electronic structure is also complicated by the extremely small 
capacitance of the nanoparticle. Under certain conditions this classical size 
effect can give rise to a process known as single electron charging. The ex- 
tremely small capacitance of nanoparticles can lead to an appreciable charging 
energy (EE) per electron. For small enough nanoparticles this charging energy 
can become comparable to thermal energies at readily obtainable experimental 
temperatures. 
In a bulk specimen of a conductive material, attaching source and drain 
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electrodes to the material and applying a potential across the specimen causes 
the motion of vast numbers of delocalised valence electrons. The massive 
numbers of electrons involved in the charge flow means that even though there 
is a quantisation of charge for the individual electrons, the charge flow is 
essentially continuous and obeys Ohm's law (see Figure 2.4 (a)). 
In a OD system, such as a nanoparticle, where the electrons are localised on 
the nanoparticle by the presence of tunnel barriers between the nanoparticle 
and the electrodes, charge flow can be controlled at the single electron level. 
These structures have been described as `electron turnstiles' for this reason. 
A certain voltage between the electrodes must be exceeded (i. e. above the 
nanoparticle's charging energy) before an electron can tunnel from the elec- 
trode onto the nanoparticle, see Figure 2.4 (b). It is this controlled transfer 
of electrons as discrete entities onto and off the nanoparticle that is known as 
single electron charging. 
Extending the analogy introduced earlier of nanoparticles as artificial 
atoms, the charging energy is analogous to the ionisation potential of an atom. 
Typical ionisation potentials for atoms are in the range of a few electron volts, 
(the first two ionisation potentials for gold are 9.225eV and 20.521eV). This 
means that to study the electronic energy levels of atoms optical and other 
electromagnetic spectroscopic methods are usually employed. The much lower 
values obtained experimentally for the charging energies of metallic nanopar- 
ticles, (2.1nm Pt nanoparticles, EE = 50meV-500meV [25]) means that the 
electronic energy level structure of the nanoparticle may be probed by study- 
ing its electronic transport properties. 
Consider the system depicted in Figure 2.5; a ligand passivated nanoparticle 
on a conducting substrate with an STM tip placed directly above it. This 
27 
CHAPTER 2. An overview of nanoparticle science and phase transitions 
(a) 
Electrode 
(b) 
Conductor 
°ý Electrode 
Valence electrons 
Electrode' Electrode 
NanocrystaI 
Figure 2.4: Representation of charge flow in a bulk specimen of a conductor, and a 
nanoparticle. (a) In a bulk specimen of a conductor between electrodes an applied 
potential causes the migration of the conductor's delocalised valence electrons. The 
charge flow is essentially continuous due to averaging over the vast numbers of 
electrons involved. (b) In a system composed of a sufficiently small nanoparticle 
separated from electrodes by tunnel barriers, however, the electrons move on and 
off the nanoparticle as discrete entities. 
system is analogous to the electrode-nanoparticle-electrode system depicted in 
Figure 2.4 (a). with the ST\1 tip and the conducting substrate representing 
the electrodes. The ligands act as tunnel barriers separating the electrodes 
from the nanoparticle. 
If we assume that the tunnel barriers are high enough such that there is no 
overlap between the wavefunctions of electrons on the electrodes and electrons 
on the nanoparticle, i,. c'. the quantum coupling between the electrodes and 
the nanoparticle is minimal, then the number of electrons on the nanoparticle 
is an integer value N; thus, the charge on the nanoparticle is Ne. Now let us 
allow an electron to tunnel onto the nanoparticle. 
The charge on the nanoparticle has risen by the quantised amount e. The 
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(a) 
Figure 2. -): S( lu"niitiU 1(1 i- (, iitiit ion of an (lc(-tiode-natioparticle-electrode system: 
a ligand passivated nanoparticle on a conducting substrate with an STNI tip in close 
proximity. The STRM tip is the source. the conducting substrate the drain, and 
the passivating ligands provide tunnel barriers between the nanoparticle and the 
electrodes. 
change in the nanoparticle's charge changes its energy: the electrostatic po- 
tential of the nanoparticle has risen. This rise in electrostatic potential is 
equal to the charging energy. The charging energy may be expressed by com- 
bining the equations for the energy of a capacitor E= (112)CO and the 
relation between capacitance. charge, and voltage Q= CV, where the charge 
is equal to c. In this particular case the capacitance will be that of the collec- 
tive tip-nanoparticle-substrate system rather than just the capacitance of the 
nanoparticle. 
2 1Q 2_ e E, 
_2VV 2C* (2.13) 
The rise in the nanoparticle's electrostatic potential makes it subsequently 
harder for more electrons to tunnel onto the nanoparticle, and the charging 
energy must be exceeded again before this can happen. To truly observe single 
electron charging, the charging energy (Er) must be substantially greater than 
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the thermal energy of the system (kB T). If this requirement is not met then 
electrons will be thermally excited onto and off the nanoparticle irrespective 
of the potential across it. 
Classically, the capacitance of a spherical object is given by the equation 
C= 47rfrfoR, (2.14) 
where e, is the dielectric constant of the material surrounding the nanoparti- 
cle and R is its radius. If we take a value of Er=3 (calculated for a thiol self 
assembled monolayer on gold [261), we find that the charging energy becomes 
equal to the thermal energy at room temperature (kB T 
-0.03eV) for nanopar- 
ticle radii of R-16nm. Of course, to ensure that single electron charging takes 
place we would require the radius to be lower still so that the charging energy 
is well above the thermal energy at room temperature. This criterion is easily 
met by colloidal gold nanoparticles, which can have radii as small as 0.5nm. 
Another necessary criterion for single electron charging to take place in 
nanoparticle systems is that the electrons are localised to the nanoparticle. 
The tunnel barriers need to be high enough such that the electrons are either 
located on the source, on the drain, or on the nanoparticle. The quantum 
fluctuations in the number N of electrons on the nanoparticle needs to be «1 
over the time scale of the measurement. It has been shown that this criterion 
is met for tunnel resistances much greater than the resistance quantum h/e2 
= 
25.813k1t [27). If these two criteria are fulfilled then we have the possibility 
of single electron charging taking place. 
Returning to the system depicted in Figure 2.5, we have essentially a 
nanoparticle between two electrodes (a source and a drain). From the dis- 
cussion so far we can see that, with a finite value for the charging energy, if we 
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increase the potential across the nanoparticle from zero there will be a range 
of voltages around zero for which no conduction will occur: this is known as 
Coulomb blockade. As we increase the voltage across the nanoparticle fur- 
ther the level of current flowing goes up in a set of discrete steps known as a 
Coulomb staircase. To understand what is happening as electrons flow through 
the nanoparticle we need to examine the system in terms of a schematic repre- 
sentation of the energy level landscape of the source, drain, and nanoparticle. 
Figure 2.6 (a) shows a nanoparticle in the Coulomb blockade regime. The 
source and drain have electrons occupying levels up to their Fermi levels (Ef). 
The nanoparticle has N electrons filling its energy levels up to AN, the next 
available energy level is one charging energy higher than this at µN+l. The 
Fermi level of the source is below the first empty level available in the nanopar- 
ticle; thus no charge flows through the nanoparticle. 
If the potential across the nanoparticle is raised to a value which puts the 
Fermi level of the source above the energy level required to have N+1 electrons 
on the nanoparticle an electron can tunnel onto the nanoparticle occupying the 
µN+, energy level, Figure 2.6 (b). However, once occupied the µv+, energy 
level is now above the Fermi level off the drain contact, and thus the electron 
can tunnel from the nanoparticle to the drain. The process repeats itself and 
we have a fixed level of current flowing through the nanoparticle. 
Figure 2.6 (c) is an idealised I(V) relationship for such a nanoparticle cir- 
cuit, showing Coulomb blockade with zero conductance around zero potential 
across the nanoparticle. The current increases in a stepwise fashion (Coulomb 
staircase) with progressively larger potentials as more energy levels in the 
nanoparticle become available for electrons to tunnel into. 
The I(V) relationship shown in Figure 2.6 (c) is an idealised relationship 
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Figure 2.6: (a) Shows an energy level diagram of a nanoparticle in the Coulomb 
blockade regime. The source contact is occupied by electrons up to its Fermi level. 
The nanoparticle has N electrons occupying energy levels up to µ, ßr. The energy 
levels of the nanoparticle are separated in energy by the charging energy of the 
nanoparticle (E, ). The Fermi level of the source is not above that of the first 
unoccupied level on the nanoparticle (µN+i). Therefore no electrons can flow onto 
the nanoparticle. (b) The potential V is raised such that the Fermi level of the 
source is raised above the first unoccupied level of the nanoparticle. An electron 
may now tunnel from the source onto the nanoparticle occupying the µN+i energy 
level. However, the p,, v+I energy level is now above the Fermi level of the drain 
contact so the electron now tunnels from the nanoparticle to the drain. The process 
repeats itself and a constant current flows through the nanoparticle. (c) Shows 
a typical 1(V) relationship for such a circuit, showing Coulomb blockade and the 
Coulomb staircase effect which occurs as more energy levels in the nanoparticle 
become available for electrons to tunnel into. 
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only taking into account the effects of the nanoparticle's charging energy. Ex- 
perimental measurements on similar nanoparticle arrangements have produced 
1(V) curves where the step heights and widths do not remain constant, and ad- 
ditional structure to that expected from simple single electron charging effects 
is seen [28,29]. These differences are attributed to the discrete energy levels 
of the nanoparticle caused by quantum confinement and asymmetries in the 
structure of the nanoparticle and the height of the tunnel barriers. Random 
offset charges in the substrate may also play a role by shifting the internal 
energy levels of the nanoparticle. 
2.4 Intermolecular forces 
In the following section the physical interpretation of intermolecular forces 
will be discussed along with various methods that have been developed to 
quantify them on both microscopic and macroscopic scales. Intermolecular 
forces are of particular importance to this study in that they play a pivotal 
role in defining many of the patterns formed in nanoparticle assemblies but 
they are also the basis for the main experimental tool used in this work, the 
atomic force microscope. 
Intermolecular forces (also commonly known as van der Waals forces) are 
essentially electrostatic in nature. In this (loose) sense they are based on the 
same interaction as are ionic bonds. In the case of ionic bonds the interactions 
are between charged species that are created by the wholesale transfer of elec- 
trons. This transfer of electrons is, however, not the only basis for electrostatic 
interactions between atoms and molecules. Indeed there are universal attrac- 
tions present between any atomic or molecular species irrespective of charge 
or structural configuration. 
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The Van der Waals interaction is the sum of three distinct interactions, 
namely, orientation interactions, induction interactions, and dispersion inter- 
actions. The orientation and induction interactions are dependent on the pres- 
ence of molecular structures with fixed dipoles. In the absence of these fixed 
dipoles the orientation and induction interactions do not occur. The dispersion 
interaction however, is a ubiquitous force occurring between any set of atoms 
or molecules. 
The orientation interaction is an attractive interaction which occurs be- 
tween two fixed dipoles. The name orientation interaction arises specifically 
because the strength of these interactions is dependent on the orientation of 
the fixed dipoles with respect to each other. The induction interaction, also 
attractive, relies on the presence of a fixed dipole inducing transient dipoles 
in nearby species. These transient dipoles then interact with the fixed dipole 
creating the induction interaction. 
Finally we have the dispersion interaction. We shall cover this particular 
interaction in some detail as it is the most relevant to the work described in 
this thesis. The nanoparticles used in this study are charge neutral and possess 
no permanent electric dipoles. As such, it is dispersion interactions that will 
dominate the interparticle interactions. To understand the basis of the disper- 
sion interaction, it is useful to start with a simple classical model. Elements 
of a more complicated quantum mechanical approach will be introduced later. 
Consider two classical Bohr hydrogen atoms. At any one point in time, due 
to the relative positions of the nucleus and the orbiting electron, such an atom 
will have an instantaneous dipole moment. This dipole will induce a transient 
dipole in the second atom. The energy of the interaction between these dipoles 
can be calculated using purely classical arguments to give 
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2hvca2 
(4irEo)2R6' (2.15) 
where v is the electronic orbital frequency, a the polarizability of the atoms, 
and R-s is the separation of the atoms [30]. London performed the calculation 
using quantum mechanical methods and found that the same R-6 distance de- 
pendence was obtained. In fact, the classical and quantum mechanical results 
agreed to within a numerical constant [31]. 
The strength of the dispersion interactions can be quite large considering 
they seem to appear from nowhere. Dispersion interaction strengths between 
atoms in contact can be of the order of 
-4T. It is therefore not surprising 
that the interaction strength between macroscopic objects can be considerable. 
The London theory of dispersion interactions [31] makes the assumption that 
the field from a transient dipole is instantaneously experienced by the atom 
it is interacting with. In actuality the field takes some finite time to traverse 
the distance between the atoms. For distances where the separation is of the 
same order as the wavelength of the electric field fluctuations (< 10nm [32]) 
the non-retarded R-s relationship holds [33]. At distances much greater than 
this (> 50nm [32]) the retarded R-7 dependence dominates, with a smooth 
transition from R-6 to R-7 between these separations. 
Based on these calculations there are several different interaction potentials 
which have been defined in order to model the interactions of atoms and mole- 
cules. The potential functions must combine both the attractive dispersion 
forces and repulsive short range interactions due to electronic orbital overlap. 
Probably the most well known is the Lennard-Jones potential (also known as 
the 6-12 potential, Figure 2.7). This potential models Van der Waals attrac- 
tions in the non-retarded regime with the R-6 term, while the short range 
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Figure 2.7: The Lennard-Jones potential. The terms a and e are the hard sphere 
diameter of the interacting species and the depth of the interaction. These are 
material dependent properties specific to the system in question. 
The atomistic/molecular view of the Van der Waals force was first extended 
to encompass the interactions between macroscopic objects at small separa- 
tions by Hamaker [34]. Making the assumption that the atomic Van der WVaals 
interactions are additive. the interaction between macroscopic objects was cal- 
culated by a simple integration over their geometric shapes. Using this method 
Hamaker calculated equations for the interaction between a range of geometric 
shapes. For example. the equation for the Van der Waals interaction between 
two semi infinite slabs separated by a distance L is given by [30,341, 
A 
V 
127rL2' 
(2.16) 
The constant A is dependent on the physical properties of the material 
which make up the two slabs and the intervening media. This material depen- 
V(R)=[(. 3. )12 
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dent parameter is known as the Hamaker constant. The Hamaker constant 
for a particular system is directly linked to the strength of the Van der Waals 
interactions in that system. As such, the Hamaker constant is an oft quoted 
value, used to quantify the strength of interactions between various materials 
separated by different media. 
In the simple model of pairwise addition of atomic interactions put forward 
by Hamaker [34], the Hamaker constant is only dependent on the atomic den- 
sity and polarizability of the interacting media. This theory fails to incorporate 
many-body effects: the interaction between two atoms will be influenced by 
their neighbouring atoms. A later, more complete treatment of these interac- 
tions was presented by Lifshitz [35]. In this approach the materials are treated 
as continuum objects with certain dielectric properties. The Hamaker constant 
is then calculated directly from these dielectric properties. This approach has 
the advantage of automatically incorporating many-body effects. 
Due to the complexity of Lifshitz theory we limit out discussion to the 
calculation of the Hamaker constant for an interaction between two media, 1 
and 2, across a third medium 3. The Hamaker constant for such a system can 
be calculated using the following equation, 
3 E1 
- 
E2 3h °O E1(iv) 
- 
E3(2U) E2(iv) 
- 
E3(ZU) 
A123 
-4 bT 
(E1 
+62 
)+ 
47r 
J1 
\E1(Z1) + E3(2U) 
E2(2V) 
+ E3(2U) / 
CýU 
/(2.17) 
where 61, E2, and E3 are the static dielectric constants for the three media. 
However, at nonzero values of frequency the dielectric response function is 
complex. An estimate of this value can be obtained via knowledge of the 
absorption spectrum for the material (related to the imaginary part of the 
37 
CHAPTER'. An overview of nanoparticle science and phase transitions 
dielectric response function) and the use of the Kramers-Kronig (K-K) relations 
which relate the real and imaginary parts of a complex function [36]. E(iv) are 
the values of the complex dielectric response functions for the three media 
calculated at the frequency, 
I/ =(h (2,18) 
The dielectric response of a material is then estimated using the following 
equation [37], 
Cuv 
e(iu) =1+1+ (u/wuv)2 (2J9) 
where CUv and WUV are, respectively, the absorption strength and the charac- 
teristic absorption frequency (in the ultra-violet range). 
2.5 Phase transitions 
In the previous sections we have discussed the properties of individual colloidal 
nanoparticles. We have described how they are synthesised, how their small 
size affects their electronic structure and individual conduction properties, and 
how the forces that govern their interactions with each other are derived. From 
this discussion we see that nanoparticles possess some extremely interesting, 
and technologically useful, physical properties. In order to exploit these prop- 
erties to their full potential, however, methods for the controlled deposition of 
nanoparticles into ordered structures need to be developed. The goal of arrang- 
ing nanoparticles into hierarchical structures with predefined length scales has 
been the subject of much scientific endeavour and a wide variety of differing 
techniques have been suggested and studied. 
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Nanostructures and molecular assemblies have been formed via the direct 
manipulation of individual components, such as using an AFM or STM tip 
to arrange individual molecules [38]. This approach gives the experimenter a 
high degree of structural control but can be prohibitively time consuming for 
the formation of large, or multiple, structures. 
As discussed in the introduction, ordered patterns are often produced in 
nature via self-organisation processes which are often related to a phase tran- 
sition. A system which shows a marked propensity for such self-organisation 
is that of thin liquid films on solid substrates. Patterns ranging from the mi- 
cron up to millimeter length scales have all been observed in thin fluid layers. 
These patterns can be caused by an array of different physical processes, in- 
cluding the dewetting of the fluid layer from the surface, and hydrodynamic 
effects such as the Marangoni effect. This appears extremely advantageous 
for the production of ordered structures from colloidal nanoparticle solutions. 
We need only apply a thin film of the solution to a surface and, by careful 
control of experimental parameters, patterns of the desired length scale should 
spontaneously form. 
Given that phase transitions play such a pivotal role in pattern formation 
mechanisms, it is imperative that we understand the underlying physics of 
phase transitions, i. e. why and how certain patterns form and how they will 
evolve in time. The following section gives an overview of the physics of phase 
transitions by focussing on the de-mixing of a two component liquid system. 
Quite apart from the fact that this particular phase transition may play an 
important role in nanoparticle pattern formation (the two liquid components 
being represented by the nanoparticles and the solvent), the ideas behind it 
are universal and may be applied to many other processes common in thin 
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fluid layers such as wetting transitions. 
2.5.1 Liquid-liquid de-mixing 
Phase transitions may loosely be described as a change in the relative impor- 
tance of two or more factors. In the example of the de-mixing of two liquids 
these factors are the enthalpy of mixing and the entropy [391. As we will see 
later, in the wetting transition underlying the dewetting of thin liquid films on 
surfaces the factors of interest are the surface free energy and the intermolec- 
ular interactions within the liquid. 
This balance between factors controlling the phase transition is reflected 
in the free energy of the system. The choice of which specific free energy 
value best applies is dependent on the system. For the liquid-liquid de-mixing 
problem [40], a free energy with the same form as the Helmholtz free energy 
is applicable (i. e. where changes occur at a constant volume). 
F=U- TS. (2.20) 
In this situation, U is the internal energy of mixing and S is the entropy 
associated with mixing. The system in question will always strive to adopt the 
structure/composition of lowest free energy. However, a simple knowledge of 
the equilibrium phases with the lowest free energy is not sufficient to explain 
the wide variety of structures obtainable in such systems. Knowledge of the 
kinetics of the specific process by which the phase separation occurs is needed 
to interpret the many patterns observed [41]. In reality, on passing through a 
phase transition the atoms/molecules of a system will not instantaneously re- 
arrange themselves into the structure with lowest free energy. The constituent 
parts of the system need time to rearrange themselves into this equilibrium 
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structure. 
The time scales for this rearrangement may be long compared to experimen- 
tal timescales. Thus, the system can be seen to be passing through a number 
of different structures, and in some instances even though these structures 
are not in equilibrium they can be effectively frozen into place by appropriate 
choice of experimental parameters. 
To understand fully the variety of structures that can be produced we need 
to understand the mechanisms by which the phase transitions occur, and how 
these mechanisms affect the structures formed en route to equilibrium. By 
plotting the free energy with respect to a changing parameter of the system, 
e. g. the thickness of the film in the case of de-wetting, or the volume fraction of 
one of the components in the case of the mixture of two liquids, we can observe 
qualitatively why phase separation occurs. Figure 2.8 shows a representation of 
the free energy curve with respect to volume fraction of one of the components, 
for a mixture of two liquids, under two different sets of conditions. The two 
different situations of (a) and (b) represent the same system at two different 
temperatures. Let us first consider the system described by (a). 
We begin with a mixture having a volume fraction of 00 and separate 
this into two mixtures with respective volume fractions of 01 and 02. By 
consideration of conservation of the total amount of liquid [40], the free energy 
of the separated system can be interpreted graphically. 
Connecting the points on the free energy curve corresponding to 01 and 
02, and then reading off the value of free energy on this line corresponding to 
a volume fraction of qo gives the free energy of the separated system (Fsep). 
By comparing this value to the free energy of the original composition (Fo) 
we observe that there is a free energy cost associated in moving the system 
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Figure 2.8: The free energy of mixing is plotted with respect to the volume fraction 
of one component of a two liquid system (liquid A and liquid B). Graphs (a) and 
(b) represent the same system with a different value of the interaction parameter 
k is the energy change in units of kkT of taking a molecule of A from a pure 
environment of A and placing it in a pure environment of B. For such a system, 
where the interaction energies between different species are held constant, x is a 
function of the temperature alone: thus (a) and (b) represent the same system at 
two different temperatures. 
from the original composition into two separate mixtures with the two new 
compositions. 
From a cursory examination of the concave free energy curve shown in (a) 
we can see that an increase in free energy is required for any separation of 
the mixture with volume fraction 40 into two mixtures, one having a volume 
fraction greater than oo and one having a volume fraction lower than 00. The 
concave nature of the free energy curve also implies that any initial composition 
(value of 4) of the system will be stable not just ¢o, as energy is required in 
order to separate this system into two mixtures, one with a higher and one 
with a lower volume fraction of one of the components. 
However. if the interaction parameter is changed (essentially changing the 
temperature. if we leave the rest of the system unaltered), we can move to 
the situation depicted in (b). Here the free energy of mixing curve has two 
minimum values separated by a local maximum. Therefore there is now a range 
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of initial compositions which can achieve a lowering of energy by separating 
into two phases with different compositions, namely 01 and 02, referred to as 
the coexisting compositions. 
From Figure 2.8 (b) it can be seen that the limiting compositions for this 
area of instability are 01 and 02. The locus of points that the coexisting 
compositions trace out as the interaction parameter is changed is known as 
the coexistence curve, or the binodal. 
However, this is not the whole picture. If we examine the area of the 
free energy curve between the coexisting compositions we can see two distinct 
situations depending on the particular value of the initial composition, (see 
Figure 2.9). The curvature of the free energy function, 
d2F 
d02 ' 
(2.21) 
may either be positive or negative for initial compositions within the coexis- 
tence curve. By the same graphical method as used earlier we qualitatively 
calculate the free energy cost of a separation of a certain initial composition 
into two slightly different compositions. 
In Figure 2.9 (a) the composition 01 is in a region of positive curvature. We 
can see that the free energy cost incurred, 2 F1, is positive. Phase separation is 
therefore energetically unfavourable. However, if the compositions into which 
01 is separated are pushed further apart, we reach a point where the phase 
separation does become energetically favourable. 
Compositions within the coexistence curve which have a positive value for 
the curvature of the free energy are referred to as metastable. Small alterations 
in composition of the system are energetically unfavourable, but past a certain 
critical size they become favourable. Thus, a small fluctuation in composition 
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will not grow unless it surpasses a certain critical magnitude. In this region 
phase separation occurs via nucleation, a composition fluctuation of a certain 
size needs to be iuicleated before it will spontaneously grow. 
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Figure 2.9: (a) Shows an enlargement of the central part of the free energy curve of 
figure 2.8 (b). Compositions 01 and 02 are shown in the meta-stable and unstable 
regions. (b) A typical phase diagram of interaction parameter against composition 
for the liquid-liquid system [40]. 
Now let us look at composition 02 in Figure 2.9 (a). Here the curvature of 
the free energy is negative. We can see that any small separation into phases 
with compositions extremely close to that of ¢2 will lower the free energy of 
the system. Therefore this composition is energetically unstable to any small 
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fluctuation in composition, irrespective of its size. Phase separation will ensue 
spontaneously. In this case phase separation occurs via a process known as 
spinodal decomposition [39]. 
The crossover between the metastable and unstable states occurs at the 
compositions where the curvature of the free energy vs volume fraction plot 
equals zero. The locus of compositions traced out by these points as the 
interaction parameter is changed forms the spinodal line. Figure 2.9 (b) shows 
a typical phase diagram of the composition with respect to the interaction 
parameter. The spinodal and binodal lines meet at the critical point. 
2.6 Conclusions 
In this chapter we have given a brief overview of nanoparticle science. The syn- 
thesis method [6] which was employed to produce the colloidal metal nanopar- 
ticles used in this work was detailed. A discussion of some of the intriguing 
physical properties which nanoparticles possess as a result of their small size 
was presented. In particular, attention was paid to the alteration of a par- 
ticle's electronic energy level structure as a result of reduction in size to the 
nanoscopic range. Single electron charging, and the conditions under which 
it can occur in nanoparticle systems, were also detailed. Finally, brief discus- 
sions of intermolecular forces and phase transitions were given, with the later 
discussed using the example of de-mixing in a two component liquid-liquid 
system. 
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Chapter 3 
Atomic force microscopy 
This chapter will centre on a description of the main experimental technique 
employed in this study, namely atomic force microscopy (AFM) and some of 
its derivatives. 
3.1 Introduction 
Atomic force microscopy (AFM) is the major analysis technique employed in 
this study. It is a widely used, non destructive surface analysis technique that 
allows the collection of a range of surface information including topography, 
chemical specificity, and charge distribution. In the following chapter we will 
discuss both the underlying physical principles and the design and operation of 
AFM, with particular attention paid to tapping mode AFM and electrostatic 
force microscopy (EFM). 
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3.2 Scanning probe microscopy 
AFM is one of the many different types of scanning probe microscope to have 
evolved over the past two and a half decades since the initial development of 
the scanning tunnelling microscope (STM) in 1982 by Binnig et. al. [42]. All 
scanning probe microscopy techniques are based on a similar design principle: 
a probe which measures some property of the surface is brought into close 
proximity to the surface and scanned across it in a raster pattern. The inter- 
action of the probe with the surface is measured at each point and used to 
build up, pixel by pixel, a map of the scanned area of the surface. 
The different types of scanning probe microscopy are based on the many 
different physical properties of the surface it is possible to measure. Ex- 
amples include the tunnelling current between a tip and conducting surface 
(STM, scanning tunneling microscopy), atomic forces (AFM, atomic force mi- 
croscopy), capacitance (SCM, scanning capacitance microscopy), and electric 
(EFM, electric force microscopy) and magnetic fields (MFM, magnetic force 
microscopy). Scanning probe techniques are therefore not limited to simply 
providing a topographic map of the surface, they can also map spatial differ- 
ences on flat surfaces due to chemical heterogeneities, charged impurities, and 
magnetic domains. 
Apart from the wealth of data available from this kind of microscopy one of 
the main advantages is the unprecedented level of imaging resolution which is 
possible. The limits of resolution placed on optical and electron microscopes by 
the diffraction limit are eliminated, allowing resolution down to atomic lengths 
scales in certain systems. However, even with the removal of the limiting effect 
of diffraction on the resolving power of the microscope, there are other factors 
which limit the resolution of scanning probe systems. The sensitivity of the 
47 
CHAPTER 3. Atomic force microscopy 
probe is one of the main factors affecting the resolution of the microscope. 
This can be split into two parts related to the actual physical property being 
measured and the design of the probe. 
For example, STIN1 measures the quantum mechanical tunnelling current 
between a probe and surface. The exponential dependence of the tunnelling 
current on the distance between the probe and the surface provides an extreme 
sensitivity to small changes in the probe-surface separation so that STM tech- 
niques can regularly produce atomic resolution. 
The design of the probe, however, is also vital in order to achieve optimal 
resolution. An ideal probe will measure the physical property in question 
over an infinitesimally small area of the surface. Any real probe however, will 
measure an average value of the property in question over a finite region of the 
surface. For many types of scanning probe microscopy this equates to making 
the tip as sharp as possible, so that the area of the surface which significantly 
interacts with the tip is minimized. Standard atomic force microscopy probes 
have sub 10nm tip radii of curvature, with specialized ultra-sharp tips having 
values as low as <1nm. 
3.3 Atomic force microscopy (AFM) 
The physical properties generally used as the basis for AFM are the long 
range attractive van der Waals interactions between the probe and the surface, 
and the short range repulsive forces due to overlap of electronic orbital. As 
discussed in Chapter 2 dispersion van der Waals interactions are ubiquitous 
forces, present between the atoms of any materials. Because of this, AFM has 
no limitations on the electronic nature of samples that it can be used to study, 
this is in contrast to the other predominant scanning probe technique STM, 
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which requires that the sample to be studied is conducting. 
The great versatility of AFM has led to it becoming one of the preeminent 
analysis techniques in modern surface science. In the following section we will 
discuss the important factors in the design and operation of the AFM along 
with the different modes of its operation and the data that can be collected. 
3.3.1 The AFM probe 
In its simplest form an AFM probe is a spring. The forces between the surface 
and the probe deform the spring, this deformation is measured, and the data 
used to build a map of the surface. The magnitude of forces between a surface 
and an AFM probe are extremely small, of the order 10-6-10-11N. The AFM 
probe must therefore be sensitive enough to show a measurable reaction to 
this magnitude of force. The design of the AFM probe also needs to be such 
that it minimises noise in the form of mechanical vibrations. These two factors 
require the spring system to be simultaneously as soft as possible, to achieve 
the maximum deflection for a given force, and to have as high a resonant 
frequency as possible to minimise the effect of vibrational noise. We can see 
how these two factors influence the design of AFM probes by studying the 
equation for the resonant frequency wo of a spring system, 
WO = 
(k)h12 (3 
. 
1) 
where k is the spring constant of the system and m is its effective mass. Thus, 
to obtain a high sensitivity to small forces we require k to be as small as 
possible, and to minimise the effect of vibrational noise we require wo to be as 
large as possible. From the above equation we can clearly see that this entails 
making the effective mass of the AFM probe as small as possible. 
49 
CHAPTER 3. Atomic force microscopy 
Most AFMI probes are based on a cantilever design where at one end of 
the cantilever beam there is a sharp tip which interacts with the surface. The 
deflection of the cantilever beam caused by this interaction is then measured. 
The resolution power of this type of probe is linked to the sensitivity of the 
cantilever to interactions with the surface, and to the sharpness of the tip. 
The sharpness is quantified by the tip's radius of curvature. It is therefore not 
surprising, considering the need to minimise both the tip's radius of curvature 
and the systems effective mass. that iuicrofabrication techniques are employed 
in probe manufacture. Figure 3.1 shows electron micrographs of a typical 
cantilever-tip system. 
Figure 3.1: Electron micrographs of (a) a typical AFAI cantilever and (b) AFM 
tip. 
Typical silicon cantilever-tip assemblies such as that. shown in Figure 3.1 
can have resonant frequencies from a few tens up to several hundred kHz, force 
constants ranging from a few m\/nn up to 50N/m, and tip radii of curvature 
less than 10nm. 
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3.3.2 Detection methods and feedback 
Various different methods have been employed to detect the deflection of the 
cantilever in AFM systems. In the original work by Binnig et. al. [42], an STM 
was mounted at the rear of the cantilever and the change in tunnel current was 
used to measure the deflection of the cantilever. This particular arrangement 
has several distinct problems. The most common (and easily implemented) 
detection method in modern AFMs is laser beam deflection. 
In this simple detection method the rear side of the cantilever is given a 
reflective coating and a laser beam is focused onto the rear of the cantilever. 
The reflected laser beam is then focussed onto a position sensitive detector. 
Any deflection of the cantilever causes the position of the reflected laser beam 
to shift on the detector and the changing signal recorded by the detector can 
be used to measure the cantilever's deflection. This method has several dis- 
tinct advantages over other detection methods, foremost being its extreme 
simplicity. The negligible force exerted on the cantilever by the laser beam 
also means that the cantilever's motion will not be affected by the detection 
method (which would contaminate the AFM signal). Figure 3.2 shows the 
schematic for a typical AFM operating system. 
The accurate positioning of the sample with respect to the tip is performed 
by the use of piezoelectric crystals. Typically, there are two sets of these crys- 
tals: one in the sample stage and one in the cantilever holder. The piezoelectric 
crystals in the cantilever holder are used to oscillate the cantilever in tapping 
mode operation. This will be covered in more detail shortly. The piezoelectric 
crystals in the sample stage are used to produce the scanning motion of the 
sample relative to the tip, and to change the tip-sample distance in response 
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Figure 3.2: A schematic of a typical AFNI operating system. 
to changes in the cantilevers deflection. 
3 
Ut 
Almost without exception, all scanning probe techniques use feedback to 
build up an image of the surface. In contact mode an AFXI probe is brought 
into contact with the surface. causing a deflection in the cantilever. Before 
the scan commences a reference value for the deflection of the cantilever, the 
setpoint. is chosen. During scanning the surface structure of the sample causes 
the deflection of the cantilever to change. In response to this the piezoelectric 
crystals in the sample stage raise or lower the sample in an effort to return the 
cantilever's deflection to its set-point value. The amount that the piezoelectric 
crystal has to raise or lower the stage to accomplish this is used as a direct 
measurement of the surface topography. 
3.3.3 Contact and non-contact mode AFM 
As the names might suggest, contact and non-contact imaging are modes of 
AF\1 operation where the probe is respectively in, and out, of contact with 
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the sample surface. These two modes of operation utilise different regions of 
the probe-surface interaction to build up a topographic maps of the surface. 
In contact mode the short range repulsive forces which arise between the tip 
and surface when they are in contact are probed. Non-contact mode however, 
measures the long range Van der \Vaals interaction between the tip and the 
surface. Figure 3.3 shows a plot of the force-distance relationship for a typical 
probe-surface system. the regions used by contact, and non-contact modes are 
inarked. 
Force 
Tapping mode ' Repulsive force 
t 
contact 
R 
4 non-contact 
Attractive force 
Figure IT Graphical representation of a typical force distance relationship between 
an AFA1 probe and a surface. Marked are the regions utilised in contact (blue). non- 
contact (red), and tapping mode operation. 
There are however. disadvantages to both of these modes of operation. In 
contact mode the large lateral forces exerted by the probe on the surface can 
cause damage to samples. Non-contact mode removes the risk of damaging 
the surface, but it does so at the expense of resolution. The relatively large 
distances between the tip and the surface greatly reduce the magnitude of 
forces which act on the cantilever and this in turn reduces the ability of the 
probe to resolve small surface features. 
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3.3.4 Tapping mode AFM 
In a response to the shortfalls of both contact and non-contact mode AFM, de- 
velopment of the technique centered on increasing the sensitivity of non-contact 
mode in an attempt to increase its resolution. One of the most important de- 
velopments in this endeavour was the use of an oscillating cantilever [43]. In a 
static cantilever AFI\i system the deflection of the cantilever due to the force 
of the surface is measured and used to build a map of the surface. By using 
an oscillating cantilever however, it is the force gradient experienced by the 
cantilever which is measured. In this method the cantilever is oscillated at its 
resonant frequency by a piezoelectric drive unit. When the cantilever expe- 
riences a force gradient due to the surface, the resonant frequency is shifted. 
The shift in a cantilever's resonant frequency due to a force gradient F' is 
approximately equal to [44], 
Aw;: 
-- - ik- (3.2) 
The minimum detectable frequency shift of an oscillating cantilever corre- 
sponds to a much smaller applied force than the minimum detectable cantilever 
deflection in the static cantilever case, thus increasing the vertical resolution 
of the probe. There are two different methods which are commonly used to 
measure the change in a cantilever's resonant frequency: amplitude detection 
and frequency detection. Amplitude detection measures changes in the am- 
plitude of the cantilever's oscillation, and uses a feedback loop to adjust the 
probe surface separation to keep this amplitude at a fixed value. Frequency 
detection employs a phase-locked loop to measure the cantilever's frequency of 
oscillation and a similar feedback mechanism is used to maintain this frequency 
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at a set-point value. 
Further improvements came with the development of a hybrid mode of 
AFM1 between that of contact and non-contact: tapping mode [45,46]. Al- 
though this new method also employs an oscillating cantilever the cantilever 
is positioned closer to the surface than in standard non-contact mode, so that 
the tip of the probe just taps the surface at the "bottom end" of its oscillation. 
The tap on the surface reduces the cantilever's amplitude of oscillation from 
its free space value and induces a shift in the cantilever's frequency of oscilla- 
tion. Once again a feedback loop is used to maintain the reduced amplitude of 
oscillation at a fixed value, and thus a topographic map of the surface is built 
up. 
Due to the short contact times between the tip and the surface the destruc- 
tive lateral forces present in contact mode, caused by the tip's motion relative 
to the surface, are eliminated. The excellent lateral resolution of contact mode 
however, is retained, with this resolution being determined by the tip's radius 
of curvature, and not by the distance between tip and surface as in non-contact 
mode. Tapping mode AFM also allows the collection of a different sort of data 
quite separate from the topology of the surface: phase data. 
3.3.5 Phase imaging 
Phase imaging measures the phase lag between the driving signal used to oscil- 
late the cantilever and the recorded signal of the cantilever's oscillation. This 
phase lag is linked to the energy dissipation which occurs during the tapping 
of the tip on the surface. Phase imaging can highlight material differences be- 
tween areas of a surface even when the whole surface appears topographically 
flat. 
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There is unfortunately no definitive theory linking the phase lag which is 
recorded in a certain image with that surface's material properties. The values 
that the phase lag adopts are dependent on a vast range of different effects 
including the degree of adhesion between the tip and the surface, the surface's 
viscoelastic properties. and the damping ratio (the ratio of the cantilever's set 
point amplitude to its free space amplitude). As such, it is difficult to use phase 
imaging to make any quantitative measurements of a surface. It is, however, 
an extremely useful tool for the resolution of changing material properties on 
a topographically flat surface. 
3.3.6 Tip broadening of small objects 
The limits of resolution with an AFM are quite different in the lateral and 
vertical directions. In the vertical direction the resolution is limited by the 
smallest increase/decrease in the strength of the surface interaction that the 
cantilever can detect. This will be linked to the sensitivity of the probe and 
the level of mechanical and thermal noise which is present in the system. 
The lateral resolution however, is directly linked to the precision with 
which the sample can be positioned by the piezoelectric crystals, and thus, 
to the design of the AFM operating system. Take for example a sample stage 
that can achieve a maximum displacement of 50µm. If the sample stage use 
16 bit electronics this gives us 65536 separate possible voltage values with 
which to control the position of the sample stage. With a 50µm maximum 
displacement of the sample stage this produces a minimum displacement of 
501im/65536,0.76nm. The sample stage cannot shift the sample relative to 
the tip by amounts smaller than this. Therefore, structures smaller than this 
will remain unresolved. This problem can be easily circumvented by decreas- 
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ing the maximum displacement of the sample stage, or, of course, increasing 
the DAC resolution. There is, however, another limitation to lateral resolution 
determined by the design of the probe. 
The fundamental limit of the lateral resolution is given by the radius of 
curvature of the tip. When lateral features are of the order of, or smaller, 
than the radius of curvature of the tip, the images are significantly broadened. 
Figure 3.4 shows an example of how the image of a small spherical particle on 
a surface is broadened by the AFM imaging process. 
Figure 3.4: Tip broadening of small objects during AFn1 imaging. 
The dotted line in the figure shows the broadened profile of the particle 
which is produced by the tip. This problem beconies even more severe for 
multiple, closely spaced surface features. For a single particle the image is 
simply broadened. If. instead, a particle is closely packed with other particles 
on a surface, its broadened profile will blend with that of its neighbours, if the 
particles are too closely spaced AFNI will produce a flat, featureless image of 
the surface. 
To combat this effect AFB! probes are fabricated with as small a radius of 
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curvature as possible. Standard AFM probes regularly have R, ti 10nm, while 
ultra-sharp tips can be purchased with RR as low as 1nm. The drive for ever 
sharper tips has lead to the use of fabrication techniques such as ion beam 
milling, and the attachment of single walled carbon nanotubes to the apex of 
AFM probes [47]. 
3.3.7 Electrostatic force microscopy (EFM) 
Electrostatic force microscopy (EFM) is a derivative of non-contact AFM, 
where the electrostatic interactions between charges on a surface and a metal 
coated tip are measured. Electrostatic force microscopy was first implemented 
by Martin et. al. [48]. Modern EFM techniques rely on a two pass scanning 
technique. In this method one line of an image is scanned in standard tapping 
mode and topographic data is collected. The tip is then raised a fixed distance 
from the surface and the same line is re-scanned whilst the tip is held at a con- 
stant voltage or connected to ground. During this second scan the previously 
collected topographic data is used to maintain the tip at a fixed distance from 
the surface. 
By keeping the tip a fixed distance from the surface the effects of surface 
topographical features on the oscillation of the tip are removed. If a metal 
coated tip is used it is then the electrostatic interactions between this tip 
and charge distributions on the surface that are responsible for changes in 
the cantilever's oscillation. These interactions are now the basis for the EFM 
image of the surface which is produced. The two pass technique in essence 
separates the effects of topography based interactions between surface and tip 
and electrostatic interactions between surface charges and the tip. 
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Chapter 4 
The morphology of 
far-from-equilibrium 
nanoparticle assemblies 
This chapter describes the different patterns produced when colloidal gold 
nanoparticle solutions are spin-cast onto a range of substrates. Effects due 
to experimental variables such as the concentration of nanoparticle solution, 
surface chemistry of the substrate, and the physical properties of the solvent 
are investigated. Atomic force microscopy (AFM) and various image analy- 
sis techniques are employed to study the morphological changes induced in the 
nanoparticle assemblies. The formation of these patterns is discussed with 
relation to mechanisms such as spinodal dewetting, nucleation and growth of 
dewetting centers, and the Marangoni effect. A key conclusion is that no single 
mechanism underlies pattern formation in colloidal nanoparticle assemblies. 
Rather, a combination of processes are responsible, the dominant process de- 
pending on the particular properties of the system. 
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4.1 Introduction 
The unique physical and electrical properties of colloidal nanoparticles have 
led to copious quantities of research into the mechanisms which underlie the 
formation of ordered nanoparticle arrays [4,7-11,15,49-56]. Such arrays are 
vaunted as the basis for new electronic and optoelectronic devices. In order 
to produce this new wave of devices, an understanding of how to control not 
only the spacing of individual nanoparticles, but also the long range order in 
arrays of nanoparticles is essential. 
Much previous work has centered on the production of ordered two- 
dimensional assemblies where the individual nanoparticles possesso a sym- 
metrical distribution similar to that of individual atoms in a crystalline struc- 
ture [49,53,55,56]. Two-dimensional assemblies possessing long range struc- 
tural order were formed by the drop deposition of toluene based solutions of 
colloidal dodecanethiol passivated gold nanoparticles [49], importantly in this 
case these ordered assemblies only formed when an excess of dodecanethiol was 
present in solution. Initially, the formation of these ordered assemblies was at- 
tributed to slower solvent evaporation rates linked to the presence of excess 
dodecanethiol [49]. The slower solvent evaporation rate was thought to pro- 
vide more time for nanoparticles to order themselves at the solvent-substrate 
interface. 
Later X-ray scattering experiments, however, showed that the ordered 2D 
arrays were instead formed at the solvent-vapour interface [53]. As solvent 
evaporation progresses the solvent-vapour interface is in motion and nanopar- 
ticles in solution effectively impinge on this moving interface. The excess 
dodecanethiol is thought to provide nucleation points for the growth of two- 
dimensional nanoparticle assemblies at the solvent-vapour interface. These 
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factors combine to collect nanoparticles at the solvent-vapour interface where 
they form an ordered monolayer. This layer is then deposited onto the sub- 
strate in the final stages of solvent evaporation. Using this method Bigioni 
et. al. [55] were able to fabricate ordered monolayers consisting of some 108 
nanoparticles spanning several millimeters. 
The conditions under which these assemblies form are essentially far-from- 
equilibrium. The relatively fast evaporation of the solvent is required in order 
for sufficient numbers of nanoparticles to impinge on the moving solvent-vapour 
interface so that formation of a complete monolayer can be initiated. However, 
although they are formed under far-from-equilibrium conditions the nanopar- 
ticle assemblies themselves are not far-from-equilibrium structures, the ordered 
close packed hexagonal array representing the thermodynamic ground state of 
the nanoparticle array. 
Spin coating is a deposition technique that has been shown to produce 
colloidal nanoparticle assemblies that while being far-from-equilibrium also 
possess well defined correlation lengths [11]. In the drop deposition experi- 
ments discussed above far-from-equilibrium conditions provide an environment 
where nanoparticles can self-assemble into equilibrium structures [49,53,55]. 
During spin coating, however, the fast evaporation of solvent drives the sol- 
vent/nanoparticle system to self-organise into structures possessing well de- 
fined spatial correlations. The far-from-equilibrium structures which the sol- 
vent/nanoparticle system adopts are then frozen in place during the final stages 
of spin coating by the complete evaporation of solvent, effectively leaving a 
nanoparticle fingerprint of the pattern formation mechanism. In order to in- 
corporate the wide range of different pattern morphologies produced by the 
spin coating process into device fabrication it is necessary that we have a more 
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in-depth understanding of the physical processes responsible for these patterns 
and how they can be affected and controlled by experimental parameters. 
4.2 The spin coating process 
Spin coating is widely used in many micro- fabrication processes, especially 
in the application of photo and electron resist layers prior to lithography. A 
quantity of solution is placed onto a clean substrate and then the system is 
spun at speeds anywhere between several hundred to several thousand rpm 
(revolutions per minute). 
(a) (b) 
(c) 
, 
iii 
(d) 
Figure 4.1: The different stages of the spin coating process. (a) A quantity of 
nanoparticle solution is placed on the stationary substrate. (b) In the spin up 
period, while the substrate is being accelerated to its final speed, large quantities 
of the solution are flung off by the high acceleration forces. (c) Initially after the 
spinning has reached a steady rate the thinning of the coating is dominated by 
viscous fluid flow towards the edge of the substrate. (d) As the coating thins further 
solvent evaporation becomes the dominate factor in the thinning of the fluid layer. 
We refer to the spin coating process as far-from-equilibrium due to the 
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forced evaporation of the solvent that it induces. The spin coating process can 
effectively be split up into three stages, as shown in Figure 4.1. 
The majority of the solution is thrown off the substrate due to the large 
acceleration forces in the initial stages of the spin coating process while the 
substrate is being accelerated up to the desired angular velocity. After the 
substrate and the fluid layer have reached a steady velocity and are co-rotating 
the thinning of the fluid layer is dominated by the viscous outward flow in the 
fluid layer. Once the viscous shear drag forces between the fluid layer and the 
air exactly match the acceleration due to the spinning process the fluid forms 
a flat layer on the substrate [57]. This layer thins evenly via a steady flow 
of liquid (radially outwards) and the subsequent ejection of droplets from the 
edge of the substrate. 
As thinning of the fluid layer progresses the rate of thinning due to the 
outward flow of liquid decreases. This reduction of flow is due to a combination 
of factors: first a thinner liquid layer allows less flow, and, second, the viscosity 
of the liquid layer increases due to evaporation of the solvent. 
As the spinning process proceeds there is a cross over in the dominant 
mechanism for film thinning. Thinning via outward flow of the liquid decreases 
and thinning becomes dominated by evaporation of the solvent from the fluid 
layer. There is no sharp transition between thinning via viscous flow and 
thinning via solvent evaporation both processes occur simultaneously. It is the 
viscous flow, however, which dominates at early times while evaporation of the 
solvent dominates at later stages. 
The point at which evaporative thinning becomes dominant will depend 
on several factors. The most notable of these are the solvent volatility, the 
concentration of solute and therefore the viscosity of the solution, and the spin 
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speed. It is this final, evaporative thinning stage which is of importance to 
the structure of nanoparticle networks formed via the spin coating process. 
Studies have shown that, in the absence of solvent, colloidal nanoparticles are 
immobile on silicon oxide substrates, even up to quite elevated temperatures 
('120°C), [58]. This immobility of nanoparticles in the absence of solvent 
means that any nanoparticle structures formed via the spin coating process 
are due either to the aggregation of nanoparticles in solution or they originate 
from dewetting patterns present in the final fluid layer just prior to complete 
solvent evaporation. 
Examples of mechanisms which have been shown to produce spatially cor- 
related patterns in thin fluid layers are phase separation processes such as 
spinodal dewetting and nucleation and growth, and hydrodynamic processes 
such as the Marangoni effect. In the following sections we consider each of 
these processes in turn and discuss their contributions to pattern formation in 
colloidal nanoparticle assemblies. 
4.3 Thin film dewetting 
In chapter two some of the details of phase transitions were introduced using a 
system composed of a binary mixture of liquids. As discussed there, a binary 
fluid system can undergo a phase transition from a mixed to an unmixed 
state in one of two ways, spinodal decomposition or nucleation and growth. A 
somewhat more relevant system to this study is that of the dewetting of a thin 
liquid film on a surface. The wetting transition (the change over from a stable 
film which wets the surface to an unstable film which dewets the surface) in 
this system has similar characteristics to the phase separation in the liquid- 
liquid system. Some of the concepts introduced for the liquid-liquid system 
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will help us to understand how patterns with a single predominant length scale 
may form via the dewetting of thin liquid films. 
Early work on the rupture of thin films centered on the problem of the 
spontaneous breakdown of thin liquid films between bubbles, essentially a free 
liquid film without a substrate [59]. Later work discussed the spontaneous 
breakdown of thin liquid films on solid substrates [60], and we shall focus on 
the latter area in the following. 
With respect to dewetting (the formation of holes in the film, and the 
subsequent beading up of the remaining liquid), a thin film may either be 
stable, metastable, or unstable. Which of these situations hold for a particular 
film is dependent on the variation of the effective interface potential with the 
thickness of the film. 
The effective interface potential, q5(h), is defined as the free energy per unit 
area required to bring two interfaces from infinity to a separation of h. In the 
case of a thin liquid film on a solid substrate the interfaces are the solid/liquid 
and the liquid/air interfaces. With respect to the wetting transition from a 
film of uniform thickness to a de-wetted film it plays an analogous role to that 
of the free energy of mixing in the liquid-liquid system described in chapter 
two. Consider a film of liquid on a solid surface of initial thickness h. Figure 
4.2 shows three possible forms for the effective interface potential of such a 
film, relating to the cases of stable, unstable, and metastable films. 
For curve 1) we see that the global minimum of the effective interface po- 
tential lies at a film thickness of infinity. Any decrease in the film thickness 
will lead to an increase in the effective interface potential, and will therefore 
require the input of energy. As such, decreasing the film thickness is energet- 
ically unfavourable. Such a film is stable for any initial value of its thickness, 
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h. 
Curve 2) represents an unstable film; the global minimum value of the 
interface potential lies at zero thickness. Such a system can therefore lower its 
energy by reducing the film thickness to zero, i. e dewetting the surface. Any 
initial thickness of film will dewet, and the film is thus unstable. 
ý(h) 
h 
Figure 4.2: Examples of the variation of effective interface potential with film 
thickness for stable (curve 1), unstable (curve 2), and meta-stable (curve 3) thin 
liquid films [61). 
As with the phase separation in the liquid-liquid system, the wetting tran- 
sition of a uniform film into wetted. and deww-etted areas, can take place via 
one of two processes. First. dewetted areas may be nucleated. Nucleation of 
dewetted areas can be heterogeneous, caused by impurities/defects (e. g par- 
ticles of dust on the surface), or homogeneous thermally-induced nucleation. 
Second, spinodal dewetting may occur, where small fluctuations in the film 
thickness spontaneously grow until the film ruptures. 
The question of which process is responsible for the dewetting in a partic- 
ular film depends on the curvature of the effective interface potential, 0(h)". 
Spinodal de-wetting will only occur at a film thickness where 0(h)" < 0. For 
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curve 2) we can see that /(h)" <0 for any thickness of film, as such the film 
is unstable, small fluctuation in the film's thickness will grow and the film 
undergoes spinodal dewetting. 
For curve 3) however we see that for high values of the thickness 0(h)" is 
positive, indicating that any decrease in film thickness will cause an increase 
in 0(h), and therefore require energy, at these thicknesses the film is stable. 
However, if the thickness can be reduced sufficiently, via a nucleation event, 
O(h) passes through a maximum at the critical film thickness (he) and q(h)" 
becomes negative, this thinned section of the film now becomes unstable and 
will dewet. In this case the film is metastable, small fluctuations in the film's 
thickness do not spontaneously grow unless they are sufficient to reduce the 
film's thickness to, or below, the critical thickness. Dewetting progresses via 
nucleation, and then growth of dewetted areas. 
In a real system matters are complicated by the fact that dewetting may 
occur via a combination of both nucleation and spinodal dewetting. In order 
to accurately distinguish between patterns caused via one process or the other 
we need to study the dynamics behind each of the processes. 
4.3.1 Spinodal dewetting 
The spontaneous rupture of thin liquid films via spinodal dewetting occurs for 
film thicknesses small enough that the effective range of intermolecular forces 
within the liquid becomes comparable to the thickness of the film [59]. In such 
a situation the attractive van der Waals dispersion forces will tend to drive 
molecules from thinner areas of the film towards thicker areas. To explain the 
origin of this driving force examine Figure 4.3. 
From Figure 4.3 we can see that when the effective range of the intermole- 
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Solid. 
Figure 4.3: A small cross sectional area of a thin liquid film on a solid substrate, 
one half wavelength of a sinusoidal perturbation in the liquid/air interface of the 
film is shown. If the film thickness is of the same order as the effective range of the 
intermolecular forces then the molecule M will feel an overall attraction towards the 
right due to the extra interaction in that direction with the molecules in the cross 
hatched area of the film. 
cular forces is comparable to the film thickness, then the presence of perturba- 
tions in the liquid/air interface of the film will promote intermolecular forces 
driving molecules from thinner to thicker areas of the film. These forces re- 
inforce the perturbation in the film, and can cause it to grow until the film 
ruptures. 
The factors that determine whether spontaneous dewetting of a thin film 
occurs are the strength and range of the interactions between liquid-liquid, 
liquid-substrate, and substrate-vapour molecules. It is the strength and range 
of these interactions that defines the form of the interfacial free energy curve 
with respect to film thickness, cp(h). 
In most cases the strength of interaction between the substrate and vapour 
is negligible due to the low density of the vapour compared to either the sub- 
strate or the liquid. A simple rule of thumb for the two remaining interactions 
in this case is that if the substrate-liquid interactions are stronger than the 
liquid-liquid interactions the film will be stable, and for the reverse the film 
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will be unstable. The substrate-liquid interactions will tend to level out any 
perturbations in the film surface, and if they are stronger than the liquid-liquid 
interactions they can overcome the driving force for perturbation growth out- 
lined in Figure 4.3. 
Where do these random perturbations in the liquid/air interface of the film 
originate from? The action of the surface tension of a liquid will tend to keep 
the liquid/air interface as smooth as possible, thus keeping the surface free 
energy to a minimum. However, thermally induced roughness will always be 
present for the surface of any film at finite temperatures. 
If the thermally roughened profile of the film surface is represented by the 
sum of a collection of Fourier waves [59], each individual wave may by counted 
as an independent degree of freedom of the system. As such the amplitude 
of each wave is fixed by the constraint that the increase of Gibbs surface free 
energy due to the extra surface area created by the presence of the wave (equal 
to the surface tension multiplied by the extra area) is equal to the equipartition 
energy, 1/2(kB T). 
The increase in the Gibbs surface free energy, due to the extra area of 
interface created by a perturbation, will act to decrease the perturbation, while 
the disproportionate molecular interactions will act to reinforce it. For films 
which undergo spinodal dewetting the increase of the surface free energy due to 
any perturbation is fully compensated for by the increase of the intermolecular 
interaction energy caused by that perturbation. 
How then does this spontaneous breakdown of thin films when they reach 
a certain thickness promote the formation of patterns with a single predom- 
inant length scale? As discussed above it is the increase in intermolecular 
potential energy when a perturbation is introduced into to the film's surface 
69 
CHAPTER 4. The morphology of far-from-equilibrium nanoparticle assemblies 
which compensates for the extra surface free energy related to the new area of 
surface created by the perturbation. In an unstable film there will be a range 
of wavelengths which grow spontaneously. There exists a cutoff wavelength 
below which perturbations will not grow spontaneously as the high free energy 
cost associated with their short wavelengths is not compensated for by the 
gain in intermolecular potential energy. 
However, not all perturbations in this range grow at the same rate. One 
particular wavelength of perturbation will grow faster than all the others. This 
wavelength of perturbation will cause the film to dewet into a pattern domi- 
nated by that particular length scale. So why does one particular wavelength 
of surface perturbation grow faster than others? There is a large free energy 
cost associated with increasing the amplitude of very short wavelength surface 
perturbations, as these perturbations create large amounts of new surface area 
in the film. This retards the growth of extremely small wavelength perturba- 
tions. Conversely, long wavelength perturbations create smaller quantities of 
new film surface and so have a low associated free energy cost. The molecules 
of the liquid, however, have to flow over much larger distances in order to make 
the longer wavelength perturbations grow. The time taken for the liquid to 
flow over these larger distances means that longer wavelength perturbations 
will also grow slowly. 
The consequence of these two opposing factors, one favouring the fast 
growth of short wavelength perturbations and one favouring the fast growth of 
long wavelength perturbations, is that there will be one particular wavelength 
for which the growth rate is a maximum [60]. Perturbations with this domi- 
nant wavelength, and hence dominant wave number ki, will grow faster than all 
other perturbations. Thus it will be perturbations with this wavelength which 
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cause the film to rupture first, and the pattern of wetted and dewetted areas 
will adopt a characteristic length scale equal to this dominant wavelength. 
Using a theoretical framework based on the Navier-Stokes equations for 
fluid flow, Ruckenstein et. al. [60] modelled the growth of surface perturbations 
in thin fluid films on solid substrates. Based on this model the wavelength of 
the dominant perturbation is given by, 
ýd=f (8Aý Izh0 X4.1) 
where a is the surface tension of the liquid, ho the thickness of the film, and 
A is a combination of the Hamaker constants for the interactions between 
molecules of the liquid and between molecules of the liquid and molecules of 
the substrate. 
Spinodal dewetting has been cited as the reason for patterns observed in 
a wide variety of dewetting thin film systems, ranging from the dewetting of 
thin metallic films heated by laser pulses [62], to the dewetting of polymer 
films [63]. In almost all cases the relevant factor behind the choice of spinodal 
dewetting as the process responsible for the observed pattern is the presence 
of a characteristic length scale. 
However, as we shall see in the following section, the presence of a well de- 
fined characteristic length scale in a dewetting pattern does not automatically 
imply spinodal dewetting as the cause. 
4.3.2 Nucleation and growth 
Nucleation and growth is by no means a completely separate process to spin- 
odal dewetting. The same thin film system may dewet via either process 
depending on the initial thickness of the film. As discussed in the previous 
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section, spinodal dewetting occurs when the increase in intermolecular inter- 
action energy caused by a perturbation in the surface of a thin film offsets the 
free energy cost of the extra surface area created by that perturbation. 
In an unstable film a range of perturbation wavelengths will spontaneously 
grow in amplitude and the film will dewet. However, for a metastable film 
there is a critical thickness for the film, above which the film is stable and 
below which it is unstable. 
For a metastable film above its critical thickness a nucleation event needs 
to occur which locally lowers the film thickness below the critical thickness. 
Once the film thickness drops below the critical thickness that area of film 
becomes unstable and will dewet. 
The driving force behind the dewetting is exactly the same as for spinodal 
dewetting. The difference between the two processes lies in how the dewetting 
starts. In spinodal dewetting the process begins spontaneously. Small thermal 
fluctuations in the film's surface spontaneously grow until the fastest growing 
perturbation ruptures the film. However, in a nucleation process there is an 
energy barrier which must first be surpassed before dewetting can take place. 
The "kick start" that nucleation requires may come from a variety of sources. 
Heterogeneous nucleation is nucleation caused by defects or impurities in the 
system, such as particles of dust on the surface or defects in the surface itself. 
If the energy barrier for nucleation to occur is small enough, or the temper- 
ature high enough, random thermal fluctuations may be sufficient to initiate 
nucleation events. In this case the nucleation is homogeneous. The rate of 
nucleation events will depend on the size of the nucleation energy barrier with 
respect to the thermal energy. 
Once a nucleation event has occurred, and a small area of the film has 
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dewetted, this area will then grow in size, and it will grow symmetrically in 
all directions. Figure 4.4 shows the initiation and subsequent growth of a 
nucleation event. The initial fluctuation in thickness is sufficient to locally 
lower the film thickness past the critical thickness, this destabilises the film 
and it locally dewets the surface. At the edges of the dewetted area the film 
must thin to expose the surface. accordingly this area of the film also becomes 
unstable and dewets driving the outward growth of the dewetted area. 
`a) Liquid 
Figure 4.4: Evolution of a nucleated dewetting event in a thin film. (a) An initial 
fluctuation in the film's thickness is sufficient to overcome the barrier to dewetting 
and a small area dewets. (b) The contact region between the film and the dewetted 
area of substrate (area marked with circle) is itself unstable, and dewets forcing the 
isotropic outward growth of the dewetted area. (c) As dewetting continues fluid is 
forced outwards and accumulates into a ridge at the edge of the dewetted area. 
Assuming the system is relatively homogeneous the dewetted area will grow 
outwards isotropically. As the film dewets outwards from the site of the nucle- 
ation event the fluid that had initially occupied this area is forced outwards. 
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This fluid may accumulate in a raised rim surrounding the dewetted area. The 
height and width of this rim are dependent on the viscosity of the fluid and 
therefore its ability to dissipate into the surrounding film. As such, spherical 
holes with raised rims are a signature motif of nucleated dewetting processes. 
Such structures have been observed in numerous systems [62,64]. 
In real experimental situations it is very difficult to simply separate patterns 
into those caused by purely spinodal or purely nucleated processes. Many 
different factors will affect what process occurs, such as the evaporation rate of 
the film, or the presence of defects or surface agents. In addition, in many cases 
a film may be metastable but with an extremely small barrier for nucleation, 
making the change over between stable and meta-stable blurred rather than 
distinct. As such we must look to a combination of the two processes to explain 
many of the dewetting patterns that are observed experimentally. 
4.4 The Marangoni effect 
The Marangoni effect is a convection effect initiated by differences in interfacial 
tension. In the case of a thin liquid film, liquid will be induced to flow from 
areas of low interfacial energy toward areas of high interfacial tension in order 
to lower the interfacial energy. When a thin film consisting of volatile solvent 
is present on a surface, evaporation of said solvent produces a temperature 
gradient across the film. Any small fluctuations in the thickness of the film 
will therefore produce areas at the interface of the film which have different 
temperatures. These temperature differences across the film interface in turn 
correspond to differences in the interfacial tension, these variations in inter- 
facial tension drive the convection process. The different physical parameters 
that control the Marangoni effect are coupled together in the dimensionless 
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variable M, know as the Marangoni number. The equation for the Marangoni 
number is given below in equation 4.2, 
M_ 
BUT 
pur. 
(4.2) 
where h is the film thickness, dT the temperature difference across the film, p is 
the fluid density, v is the fluid viscosity, and ic is the fluid's thermal diffusivity. 
The parameter B is given by, 
B= 
-d7 (4.3) 
where -y is the fluid's surface tension. 
Colder regions of the film surface have a higher interfacial tension, as such 
fluid is driven from the colder regions towards hotter regions. The fluid can- 
not accumulate at the colder regions so it is forced downwards in the film 
and a convective flow is established. Figure 4.5 (a) shows a diagrammatic 
representation of this process. 
These convective flows are self-stabilising: the flow increases the surface 
corrugation of the thin film which, in turn, increases the convective flow. The 
Marangoni effect has been shown to form a steady two-dimensional hexagonal 
pattern of convection cells, first observed by Benard in the 19th century. The 
fluid flows up from the centers of the cells and then back down along the 
boundaries, see Figure 4.5 (b). 
Increasing the thickness of the fluid layer and the temperature gradient 
across it increases the level of convection. Similarly increasing the value of B 
increases convection. This in effect makes the interfacial tension more sensitive 
to changes in temperature. 
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Figure 4.5: Marangoni convection in thin fluid films. 
Convection is decreased by increases in the fluid's density and viscosity 
(both these factors affect the fluid's ability to flow). In addition increases 
in the thermal diffusivity of the fluid layer tend to retard the formation of 
convective flows. With a higher thermal diffusivity the temperature variations 
in the fluid layer tend to be dispersed by direct conduction of heat rather than 
convective flow. 
There is a threshold value for the Marangoni number below which convec- 
tive flows do not form. This threshold occurs at M= 80. As the value of M 
is increased further past a value of 80 the effects become more pronounced. 
The patterns produced by the Mlarangoni effect possess a single character- 
istic length scale given by equation 4.4 
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A 2irhV 
vm 
(4.4) 
Combining equations 4.2 and 4.4 we can see that by increasing the density 
and viscosity we decrease the Marangoni number and therefore increase the 
characteristic length scale of any pattern of convection cells. The density and 
viscosity of nanoparticle solutions will depend on two main factors: the physi- 
cal properties of the solvent and the concentration of nanoparticles present in 
the solvent. 
In the previous sections we have discussed some of the possible mechanisms 
responsible for pattern formation in spin-cast nanoparticle assemblies. In sec- 
tions 4.5 and 4.7 experimental data will be detailed displaying how changes in 
the nanoparticle concentration and the physical properties of the solvent affect 
the morphology of nanoparticle assemblies. 
4.5 Nanoparticle concentration 
The concentration of nanoparticles in solution prior to spin coating will have 
dual effects on the pattern forming process. The primary (trivial) effect we 
would expect to observe due to an increase in concentration is an increase in 
the nanoparticle coverage of the final pattern. However, the physical properties 
of the solution will also be altered by changes in nanoparticle concentration. 
These changes may have important influences on the stability of the film and 
thus on the pattern forming process. 
One of the most important changes that will occur with an increase in 
nanoparticle concentration will be an alteration of the strength of the inter- 
particle interactions within the solution. Recent work by Sharma et. al. [65] 
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has shown that variations in density related to the film thickness can destabilise 
stable films and stabilise unstable films. 
The Hamaker constants for interaction between liquid-liquid volumes and 
substrate-liquid volumes in a thin film depend on the density of the liquid 
and the substrate. These Hamaker constants are what defines the stability, 
or instability, of the film. If the Hamaker constant for the substrate-liquid 
interaction is less than that for the liquid-liquid interaction the film is unstable. 
If the reverse is true and the substrate-liquid interaction is stronger then the 
film will be stable. As the strength of both of these interactions is dependent 
on the density of the film we can expect changes in the film's stability with 
changes in its density. 
Increasing nanoparticle concentration may also induce a wide range of pos- 
sibly important changes to the properties of the nanoparticle solution. These 
could include alterations to the solution's surface tension, thermal diffusivity, 
viscosity, and rate of solvent evaporation. All of these factors may play pivotal 
roles in the pattern formation process. 
To minimise the effect of extraneous variables, experiments were carried 
out in a systematic fashion, in order to limit any changes observed in network 
morphology to those caused by concentration variation. The substrates were 
1cm2 samples of Si(111) where, for each experimental run, the samples were 
taken from a single wafer. Samples were ultrasonically cleaned using a stan- 
dard four solvent wash technique comprising rinses in ethyl lactate, acetone, 
methanol, and isopropyl alcohol. 
Dodecane thiol-passivated gold nanoparticles in a toluene solution were 
produced using the synthesis method outlined by Brust et. al. [6]. Small angle 
X-ray scattering (SAXS) analysis was employed to measure the size and size 
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distribution of the nanoparticles. The nanoparticles were found to have 2nm 
core with an approximately 15% size distribution. For all experiments concern- 
ing concentration variation nanoparticles were used that had been produced 
in the same synthesis batch. 
In order to obtain solutions of known concentration, quantities of nanopar- 
title solution were placed in cleaned glass vials and the toluene solvent allowed 
to evaporate. By measurement of the weight of the glass vial before and after 
this step the weight of nanoparticle precipitate was obtained. Fixed quantities 
of pure toluene were then used to redissolve the nanoparticle precipitate and 
create solutions of know concentration. Nanoparticle solutions with concen- 
trations ranging between 0.10 ± 0.02 mg/mL, and 4.50 ± 0.02 mg/mL were 
created in this fashion. 
These solutions were then spin-coated onto the clean substrates. Spinning 
was carried out at 4,000rpm for thirty seconds where the spin up period from 
stationary to 4,000rpm was 0.5 seconds. The same spinning parameters were 
used for all of the samples detailed in the following experiments. Samples were 
then imaged using a Digital Instruments MultiMode AFM. Each sample was 
imaged several times at different locations across its surface to ensure that 
a true representation of the nanoparticle network morphology on any given 
sample was obtained. 
Figure 4.6 shows a selection of AFM images taken from samples with con- 
centrations ranging between 0.10 mg/mL and 1.75mg/mL. These images were 
chosen for their representation of the general nature of the network on each 
sample. The general morphology of the networks showed surprisingly little 
change over the surface of a single sample, with extreme local variations only 
occurring in the vicinity of large particles of surface contamination. 
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Figure 4.6: Representative AFI11 images of six different samples from the concen- 
tration variation experiments. All substrates are solvent washed Si(111). The con- 
centrations are. (a) 0.10mng/mL. (b) 0.25mg/mL, (c) 0.75mg/mL, (d) 1.25mg/mL, 
(e) 1.75mg/mL. and (f) 2.25mg/mL. All images are 4µm x 4µm. 
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At the lowest concentrations studied, 0.10mg/mL, isolated islands of 
nanocrystals are formed. As the concentration is increased these island steadily 
become larger and more interconnected. Eventually as the concentration is 
increased yet further the isolated islands become completely interconnected 
network structures. 
The network morphology seen in Figure 4.6 (c), is typical of the concen- 
tration range 0.50mg/mL to 1.50mg/mL, and has been observed many times 
in various spin coating experiments. This pattern morphology is of particular 
interest due to the dual lengths scales which are present within it. As can 
be seen from Figure 4.6 (c) the network is cellular in nature, with one large 
scale network and another smaller scale network present along the cell bound- 
aries of the larger network. The presence of two distinct correlation lengths is 
highlighted by Figure 4.7. Figure 4.7 shows the 2D fourier transform and its 
radial average calculated for a AFM image of the 0.75mg/mL sample. The two 
distinct correlation lengths appear as peaks in the radially averaged Fourier 
transform and concentric rings in the 2D Fourier transform. 
As the nanoparticle concentration is increased further still a second layer 
of nanoparticles begin to form, see Figure 4.6 (e) and (f). The formation of 
multiple layer networks will be discussed in more detail shortly. Initially we will 
focus our attention on single layer nanoparticles assemblies, and in particular 
morphologies similar to those shown in Figure 4.6 (c) and (d). The validity of 
each of the possible formation mechanisms which may be responsible for these 
patterns will be discussed in turn. 
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Figure 4.7: Two-dimensional Fourier transform and its radial average calculated for 
an AFM image of the 0.75nig/inL sample. The two distinct correlation lengths are 
highlighted by the peaks in the radially averaged Fourier transform. These peaks 
are associated with correlation lengths of '60nm and -450nm, corresponding to the 
small and large scale networks visible in Figure 4.6 (c). 
4.5.1 Marangoni effect 
Previous studies have shown that the Marangoni number for nanoparticle solu- 
tions scales inversely with nanoparticle concentration [50]. Increasing nanopar- 
ticle concentration lowers the variation of surface tension with temperature, 
referring back to equation 4.2 we can see that this lowers the value of the 
Marangoni number. Also the thermal diffusivity of nanoparticle solutions was 
shown to increase with increasing nanoparticle concentration [50], again this 
has the effect of reducing the value of the Marangoni number. 
From the results of [50] and equation 4.4 we would expect the correlation 
lengths of any patterns produce by the Marangoni effect to increase with in- 
creasing nanoparticle concentration. In opposition to this we see a reduction in 
the length scale of the patterns which are formed with increasing nanoparticle 
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concentration. This contradiction appears to rule out the Marangoni effect 
as the cause of the network morphologies we observe in Figure 4.6. We will 
however return to a discussion of the Marangoni effect later in this study. 
With the rejection of the Marangoni effect as a possible cause for the pat- 
terns observes in Figure 4.6 we instead need to look towards alternative expla- 
nations, namely dewetting processes. There are, however, two distinct dewet- 
ting mechanisms that may be responsible. We need to observe each process in 
turn to determine its validity for being the formation mechanism responsible 
for the morphologies displayed in Figure 4.6. 
4.5.2 Convective dewetting 
As described in earlier sections the excess intermolecular interaction in a fluid 
film due to a perturbation in its surface can compensate for the free energy 
cost of creating the extra film surface area associated with that perturbation. 
This provides a driving force for the flow of liquid from thinner areas of the film 
towards thicker areas reinforcing the growth of that perturbation. Depending 
on the relative strength of the intermolecular interactions, the thin film can 
initialise dewetting in the film via either nucleation and growth, or spinodal 
dewetting. Importantly, this type of convective dewetting is driven by the 
flow of material. This is in contrast to evaporative dewetting, which will be 
discussed shortly, where dewetting of the surface is initiated by the evaporation 
of material from the film. 
For the spin coating of nanoparticle solutions it is instructive to examine 
the two extreme situations of nanoparticle concentration. These equate to a 
film of pure toluene with zero nanoparticle concentration, figure 4.8 (a), and 
a film of pure nanoparticles, figure 4.8 (b). 
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Figure 4.5: Dewetting of a thin liquid film by viscous flow in the extremes of 
nanoparticle concentration. (a) As nanoparticle concentration tends to zero we 
have a liquid film of pure toluene. (b) Moving towards complete evaporation of the 
solvent we are left with a pure nanoparticle film. 
In the first case we have a film of pure toluene on the substrate. This 
is effectively the same as a nanoparticle solution with an extremely low con- 
centration. If the toluene film were to dewet the substrate any nanoparticles 
present in the film would move with the solvent and we would expect them 
to be deposited in a pattern similar to the dewetting pattern of the toluene 
film. This mechanism can be easily discounted by a simple calculation of the 
Hamaker constant for a substrate interaction with air across a thin film. A 
positive value for this Hamaker constant implies that there is an attraction 
between the substrate and the air and the toluene film may become unstable 
at certain thicknesses. A negative value implies a repulsion and the film will 
be stable. 
The Hamaker constant for the interaction between both silicon and silicon 
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dioxide with air across an intervening toluene medium were calculated by the 
Lifshitz theory using the method outlined in [37], and values for the refrac- 
tive indices and dielectric constants obtained from [66]. The substrates used 
in these experiments were silicon with a- 2nm native oxide layer, therefore 
the true value of the Hamaker constant will lie somewhere between these two 
values. The values of the Hamaker constants for silicon and silicon dioxide re- 
spectively are 
-1.26eV and -0.04eV. The negative value of both these Hamaker 
constants suggests that toluene films will completely wet the substrates used 
in these experiments, forming stable thin films. This would appear to dis- 
count the convective dewetting of a primarily toluene based thin film as the 
mechanism behind the patterns observed in Figure 4.6. 
This hypothesis is reinforced via direct optical microscopy observation mea- 
surements of the contact angle for toluene on native oxide covered silicon. For 
pure toluene drops the contact angle was so small as to be immeasurable within 
the experimental error, further evidence that toluene completely wets the sub- 
strates used in these experiments. These factors make it highly unlikely that 
the patterns we observe in Figure 4.6 arise from the convective dewetting of 
low nanoparticle concentration toluene films. 
We do however need to consider the possibility of convective dewetting 
occurring in a high concentration nanoparticle toluene film. In this case instead 
of dewetting occurring by the flow of toluene from thin to thicker areas of 
the film dewetting would occur via the flow of nanoparticles. As an example 
let us consider the convective dewetting of a densely packed single layer of 
nanoparticles which completely cover the substrate surface. In order for this 
film to dewet and expose some areas of the substrate some of the nanoparticles 
must flow from the substrate onto the second layer of nanoparticles. As such 
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this type of dewetting would be signified by the formation of multiple layer 
nanoparticle clusters. An example of the structures which we would expect 
from this type of convective dewetting is given in Figure 4.8 (b). This situation 
would occur at other extreme of nanoparticle concentration when, after almost 
total evaporation of the solvent, we are left with a dense film of nanoparticles 
on the surface. In the complete absence of solvent nanoparticles have been 
shown to be immobile on native oxide covered silicon substrates [58]. However, 
if just enough solvent remains to allow the movement of nanoparticles, but 
not to significantly dampen the strength of interactions between them, then 
the convective dewetting of a nanoparticle film suggests itself as a possible 
mechanism for the patterns observed in Figure 4.6. 
The calculation of a Hamaker constant for this system is much more compli- 
cated than for the simple toluene film at low nanoparticle concentrations. The 
nanoparticle's dimensions, their packing, their thiol coating, and the remaining 
toluene in the system would all need to be accounted for in this calculation. 
Fortunately, we can discount this mechanism by a simple observation of the 
experimental data. 
Convective dewetting of such a highly concentrated nanoparticle film is 
expected to produce multiple layer nanoparticle aggregates. Nanocrystal ag- 
gregates with multiple layers have been observed by Korgel et. al. [51] with 
the drop deposition of dodecanethiol passivated gold nanoparticles from sol- 
vents with high dielectric constants (chloroform-ethanol mixtures). The high 
dielectric constant of the solvent changes the balance of the van der Waals 
nanoparticle-nanoparticle and nanoparticle-substrate interactions promoting 
the convective dewetting of the nanoparticle film and the formation of multi- 
ple layer nanoparticle aggregates. 
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A similar effect is seen here when spin coating experiments are carried 
out with butanethiol passivated nanoparticles. Figure 4.9 shows an AFN1 im- 
age of a native oxide covered silicon sample that has been spin coated with 
butanethiol passivated nanoparticles from a toluene solution. Multiple layer 
aggregates are clearly displayed with the insert to Figure 4.9 showing a line sec- 
tion taken through one of the aggregates. The aggregate displays a maximum 
height of ti 1Gnm. equating to 4-5 layers of nanoparticles. 
Figure 4.9: AFDI image of hutanethiol passivated nanoparticles, spin coated from 
a toluene solution onto native oxide covered silicon. The insert shows a line section 
taken along the line marked 1-2 in the image. 
The presence of these multiple layer aggregates can be explained by the 
much smaller inter-particle distances between nanoparticles passivated by bu- 
tanethiol as compared to dodecane thiol. The smaller interparticle distance 
leads to much stronger nanoparticle-nanoparticle interactions. The stronger 
nanoparticle-nanoparticle interactions destabilise the thin nanoparticle film 
promoting dewetting of the surface, and the consequent formation of multiple 
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layer nanoparticle clusters. 
When spin coating solutions of dodecane thiol passivated nanoparticles 
however, as detailed in Figure 4.6, we observe nanoparticles forming in a sec- 
ond layer only when the concentration is increased to a point where there is 
no longer any space for them in the initial layer. This absence of multiple 
layer nanoparticle aggregates indicates that the convective dewetting of a con- 
centrated nanoparticle film by the flow of nanoparticles is not the mechanism 
responsible for the networks observed in Figure 4.6. 
Having provided evidence arguing against dewetting via convective flow in 
a liquid film, either of nanoparticles or of toluene, where then do we turn for 
an explanation of the networks seen in Figure 4.6? 
4.5.3 Evaporative dewetting 
Given the nature of the final stages of the spin-coating process-a fast, forced 
evaporation of solvent-it is then not surprising that solvent evaporation plays 
a major role in the pattern formation process. In the previous section the 
thinning and eventual dewetting of the nanoparticle solution film occurred via 
the flow of liquid within the film. However, in the case of spin coating it is the 
removal of solvent from the film via evaporation which initiates dewetting. 
Along with the evaporation of solvent, the interparticle attractions present 
within a nanoparticle solution can also have important implications for pattern 
formation. The attractions between nanoparticles in a solution are not strong 
enough to promote aggregation of nanoparticles. This statement is borne out 
by the fact that such solutions are stable with nanoparticles remaining solu- 
ble over long periods of time. When such a solution is placed on a substrate, 
however, if there is a preferential attraction between the substrate and the 
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nanoparticles then surface mediated aggregation of the nanoparticles may oc- 
cur. If the attraction between nanoparticle and substrate is strong enough a 
nanoparticle rich layer forms on the substrate whilst still under solution. For 
example Moriarty et. al. [11] noted that thiol passivated gold nanoparticles 
form two dimensional aggregates on a native-oxide covered silicon substrates. 
Tapping mode AFM images taken under a toluene solution in [11] show the 
formation of these aggregates. 
The aggregation of nanoparticles under their mutual attractions within 
a solvent-nanoparticle layer and the dewetting of the substrate via solvent 
evaporation were combined in a seminal work by Rabani et. al. [52]. In 
this study, and in a later modifications by Martin et. al. [1], Monte Carlo 
simulations of the drying of two-dimensional nanoparticle-solvent films were 
performed. In the simulations a two-dimensional lattice was created, where 
each site is occupied by either solvent, vapour, or nanoparticle. In each step of 
the simulation the solvent/vapour sites are examined in turn and an attempt 
is made to convert them to vapour/solvent. The conversion is performed with 
an acceptance probability given by, 
AH)] 
Pace = min 
11, 
exp 
D X87, 
J, (4.5) 
where OH is the energy change associated with such a conversion. This energy 
change is calculated from the total energy of the system: 
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where ei, e,,, and E,, l represent the interaction strengths between two liquid 
lattice sites, two nanoparticle lattice sites, and a liquid and nanoparticle lattice 
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site respectively, and p is the chemical potential. 
In between the attempts to convert the solvent/vapour sites, the nanopar- 
ticles perform a random walk on the lattice. Each step of the random walk 
is again performed dependent on a probability linked to the energy change 
induced by such a movement. The nanoparticles are also constrained by only 
being allowed to move into wet areas of the substrate. This constraint mirrors 
the immobility of nanoparticles on silicon substrates in the absence of sol- 
vent [58]. The mobility of the nanoparticles on the substrate is varied in the 
simulations by changing the number of attempts made to move each nanopar- 
ticle in between each solvent/vapour evaporation/condensation step. 
These simulations have displayed an ability to reproduce a wide range of 
patterns observed in experiments concerning the drying of nanoparticle solu- 
tions, not least the spin coating experiments detailed here. Figure 4.10 shows 
two tapping mode AFM images of spin cast nanoparticle networks along with 
selected outputs of this type of simulation. 
The two simulation outputs seen in Figure 4.10 (c) and (d) represent evap- 
orative dewetting in the spinodal and nucleated regimes respectively. Which 
regime occurs in a simulation is dependent on the value of the chemical po- 
tential. The chemical potential defines the equilibrium state of the solvent on 
the surface. The spinodal type patterns observed in the spin coating experi- 
ments are well modelled by the simulations. As such, we will concentrate our 
attention on the cellular patterns. 
The cellular type patterns produced by the simulation, Figure 4.10 (d), are 
produced in the nucleated dewetting regime. In the nucleated regime dewetted 
areas appear randomly spaced in the lattice and grow outwards. Even though 
these nucleation event are initially randomly spaced it has been shown that 
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a 
Fihurc 1.111: ('4)mparioui between experimentally- obtained nanoparticle networks 
and the results of simulations. (a) and (b) Tapping mode AFM images of spin cast 
nanoparticle networks. image sizes are 2.5pm x 2.5µm and 4µm x 4µm respectively. 
(c) and (d) Results of simulation for different parameter sets, (images reproduced 
courtesy of Christopher P. Martin. the University of 
Nottingham). 
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networks with a single dominant length scale can be produced by this sort of 
nucleated evaporative dewetting [1,52]. 
As the dewetted areas grow they drag nanoparticles with them. Depend- 
ing on the concentration and the mobility of the nanoparticles, closely spaced 
dewetting areas can coalesce. This coalescence washes out smaller length scales 
from the dewetting patterns, leaving a pattern with a single dominant correla- 
tion length. The magnitude of this correlation length is controlled by the rate 
of nucleation events, which in turn is defined by a combination of the value of 
the chemical potential, and the concentration of nanoparticles. Areas of the 
lattice with a higher concentration of nanoparticles have a lower frequency of 
nucleation events. As the dewetting areas grow outwards, dragging nanoparti- 
cles with them, the concentration of nanoparticles in the remaining wet areas 
of the film increases. This in turn slows the frequency of nucleation events 
until we end up with a cellular network that has solid blocks of nanoparticle 
present at the nodes of the network, as seen in Figure 4.10 (d). 
This is the first major discrepancy between the results of the simulation 
and the experimental data we observe. The simulation reproduces the large 
scale network, but not the smaller scale network present at the nodes of the 
larger network as seen in the experimental images of Figure 4.6. This discrep- 
ancy arises because of the necessary digital nature of the simulations, and the 
fixed value used for the chemical potential. In the simulations only a single 
layer, consisting of either solvent or nanoparticles, is modelled, and the value 
of the chemical potential for the solvent remains fixed throughout the simu- 
lation. However, in a real spin coating experiment, the solvent evaporates in 
an analogue fashion, with a gradual thinning of the solvent film. Extensions 
to these simulations are currently underway at the University of Nottingham 
92 
CHAPTER 4. The morphology of far-from-equilibrium nanoparticle assemblies 
to extend the simulations to three-dimensions. These extensions will hope- 
fully more faithfully represent the changing solvent evaporation rate with film 
thickness and also incorporate any effects due to hydrodynamic flow. 
The conversion of a solvent cell to a vapour cell in the simulation is equiv- 
alent to all the solvent in a small area of the film evaporating to expose the 
substrate. In reality the likelihood of this happening will depend on the thick- 
ness of the solvent film. Thus as the spin coating process proceeds the gradual 
thinning of the solvent film by evaporation will increase the probability of a 
nucleation event occurring. 
This explains the formation of the second smaller scale network at the nodes 
of the larger network. The initial evaporative dewetting, and growth of the 
dewetted areas, forms the large scale network. This forces the nanoparticles 
into highly concentrated regions at the cell edges of the large scale network. 
This increase in concentration temporarily slows solvent evaporation in these 
areas and thus lowers the frequency of nucleation events. However, as the spin- 
ning process continues the forced evaporation of the solvent thins the solvent 
layer increasing the probability of nucleation events. The areas at the edges 
of the cells in the large scale network then undergo a nucleated evaporative 
dewetting process similar to the one which formed the initial network, only on 
a much smaller scale. 
4.5.4 Multiple layer networks 
From Figure 4.6 we see that at concentrations between 1.25mg/mL and 
1.50mg/mL a transition occurs from single layer networks to the formation of 
dual layer networks. The nanoparticles form networks in this second layer that 
are almost identical in morphology to those formed in the initial layer. They 
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consist of networks with two characteristic correlation lengths, the smaller 
scale network present at the cell edges of the larger network. Figure 4.11 (a) 
shows an example of a network with two distinct correlation lengths present in 
the second nanoparticle layer, this image was taken on the 2.00mg/mL sample. 
To highlight the two length scales present in the second nanoparticle layer the 
image has been converted to a binary image where only the structure present 
in the second nanoparticle layer is visible (b). The two-dimensional Fourier 
transform and its radial average have been calculated for this binary image 
(c). As with the Fourier transform of the dual length scale networks in the 
first nanoparticle layer (Figure 4.7), the presence of two distinct correlation 
lengths is displayed by the presence of two peaks in the radially averaged 
Fourier transform. 
These second layer networks follow a similar evolutionary pattern with 
increasing nanoparticle concentration to the networks present in the initial 
nanoparticle layer. The larger scale network shrinks in size until a point is 
reached where the level of nanoparticle coverage in the second level forces 
nanoparticles up into a third layer. This evolution of the second layer networks 
with increasing nanoparticle concentration is highlighted by Figure 4.12. This 
shows typical AFM images of the 1.75mg/mL sample (a), the 2.00mg/mL 
sample (b), and the 2.25mg/mL sample (c). All of these images show dual 
length scale networks present in the second nanoparticle layer, and the shrink- 
age of the larger of these networks is clearly displayed as the nanoparticle 
concentration is increased. This layer-by-layer growth process was observed 
for up to four layers of nanoparticles, equating to initial nanoparticle solution 
concentration of 4.50mg/mL. 
At the centres of cells in the larger scale network of the second layer we 
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Figure 4.11: (a) Tapping niode AFN1 image of the 2.00ing/iiiL sample, image size 
10µm x 10pm. (b) Binarised version of the image displayed in (a), the threshold 
value for the binarisation was chosen so that only structure present in the second 
nanoparticle layer remains. (c) Radially averaged two-dimensional Fourier trans- 
form for the binary image displayed in (b), the insert shows the full two-dimensional 
Fourier transform. 
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Figure 4.12: hie eve , liiti iii )f uetwtirk st rut titre, iii the second layer of nanoparticles 
is shown for increasing nanoparticle concentration. The images are representative 
AFNI scans of the 1.751ng/rnL sample (a). the 2.00mg/inL sample (b). and the 
2.25ing/mL sample (c). all images are 10µm x 101tm. 
have a small scale network present in the first layer of nanoparticles (see Figure 
4.12 (a) ). The striking similarities observed between the morphology of the 
network forming in the second layer of nanoparticles, and those that formed 
in the first layer for lower concentrations suggests that a similar formation 
mechanism is responsible. 
As discussed earlier, when nanoparticle solutions are placed on native-oxide 
covered silicon substrates. two-dimensional aggregates form on the substrate 
while still under solution due to the attractions between substrate and nanopar- 
ticles. The degree of coverage of the substrate under solution will depend on 
the concentration of nanoparticles in the solution. Thus, as the concentration 
of the initial nanoparticle solution is increased we reach a point where the 
entire substrate is covered in dense nanoparticle film before the spin coating 
process is initiated. Wie can then think of the multiple laver network formation 
as an evaporative dewetting process exactly the same as that which formed the 
networks at lower concentrations. However, in this case, as opposed to dewet- 
ting all the way to the substrate, dewetting occurs initially down to the dense 
nanoparticle layer near the substrate. 
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Figure 4.13: Tapping mole AFN1 image of a nanoparticle film spin cast from an 
extremely concentrated nanoparticle solution. --20mg/mL. Image size is 10µm x 
101, tm. the structures in the top layer of the film are all a single nanoparticle in 
height. 
The high density of nanoparticles in the lowest layer slows evaporation 
of the solvent, temporarily stabilising the film with respect to evaporative 
dewetting. The dual length scale network in the second layer of nanoparticles 
forms in the same way as such networks formed in the initial layer. Then, 
as the spin coating process reaches its final stages, the remaining solvent in 
the dense first layer evaporates and the small network in the exposed areas of 
first layer of nanoparticles forms. As the initial concentration of nanoparticles 
is increased the thickness of the layer of nanoparticles present on the surface 
before evaporative dewetting occurs increases until a point is reached where 
network formation begins in the third layer. This process simple repeats itself 
layer-by-layer for increasing concentration. 
As more and more layers of nanoparticles are deposited the nature of the 
network forming in the topmost layer of nanoparticles will change. The pres- 
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ence of many layers will shield the nanoparticles in the top layer from their 
interactions with the substrate. This shielding may give nanoparticles a differ- 
ent level of mobility when moving on a film of other nanoparticles as compared 
to the silicon substrate. The effect that this has on the morphology of the top- 
most layer of nanoparticles can be seen in Figure 4.13, which shows a tapping 
mode AFM image of a nanoparticle film spin cast from an extremely concen- 
trated nanoparticle solution (- 20mg/mL). 
4.6 Surface chemistry 
Having discussed the effects of increasing the nanoparticle concentration in 
solution prior to spin coating we know turn our attention to effects on the net- 
work morphology caused by alterations in the chemical nature of the substrate. 
Changing the chemical nature of the substrate will have a direct influence on 
the strength of interactions between the substrate and nanoparticles. It may 
also affect the nanoparticle mobility and rate of solvent evaporation through 
changes in the surface roughness. 
Figure 4.14 shows the results of a set of experiments that were almost 
identical to those displayed in Figure 4.6. The same nanoparticle solutions, 
substrate, and spin parameters were used; the only difference was that the 
native-oxide coated silicon samples were exposed to an oxygen plasma for five 
minutes before the spin coating was carried out. Contact angle measurements 
carried out on plasma and non-plasma cleaned bare silicon samples display 
a significant change in the nature of thee substrate induced by the oxygen 
plasma cleaning. Citing the change in the native oxide silicon substrate as a 
chemical one is slightly misleading. Exposure to the oxygen plasma does not 
change the chemical structure of the Si02 surface layer. However, the plasma 
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Figure 4.14: Representative AFNI images of six different samples from the con- 
centration variation experiments. All substrates are solvent washed Si(111) and 
exposed to an oxygen plasma at 250°C for 5 minutes. The concentrations are, a) 
0.10mg/mL. b) 0.25mg/mL. c) 1.00mg/mL, d) 1.75mg/mL, e) 2.00mg/mL, and f) 
2.25mg/mL. All the images are 4µm x 41im. 
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does completely remove any organic contaminants from the substrate. 
The solvent wash cleaning methods employed in the previous concentration 
experiments easily remove any large pieces of contaminant from the surface. 
However. molecularly thin layers of the solvents used in the cleaning steps 
may well remain on the surface, along with other contaminants that are in- 
soluble in these particular solvents. Exposure to the highly reactive oxygen 
ions has the advantages of completely removing any organic material from the 
surface without leaving behind any contamination associated with the cleaning 
process. 
A notable difference between the networks on plasma and non-plasma 
cleaned substrates is the lack of dual scale networks for concentrations which 
produce sub-monolayer nanoparticle films, compare Figure 4.6 (c) and Figure 
4.14 (c). The absence of dual scale networks for sub monolayer nanoparticle 
networks on plasma cleaned substrates has been observed on numerous other 
samples. Figure 4.1.5 gives three examples. 
We have explained the formation of the dual scale networks seen in Figure 
4.6 (c) in terms of two stages in a nucleated evaporative dewetting of the 
surface. These processes occur over different length scales due to the increasing 
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plasma cleaned substrates. all the images are 5µm x 5µm. 
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likelihood of an evaporative nucleation event occurring as the spin coating 
process reaches its final stages. 
The absence of dual scale networks on the plasma-cleaned substrates sug- 
gests another possible factor in their formation. We tentatively suggest that 
increased levels of contaminants present on the non-plasma cleaned substrates 
may act as nucleation points for the evaporative dewetting process. The larger 
scale network of the structures seen in Figure 4.6 (c) may be the result of con- 
taminant initiated nucleation while the smaller scale network is initiated by 
random, thermally induced nucleation in the thinner solvent film present at 
later stages of spin coating. 
As we would expect, the evolution of a second layer of nanoparticles with 
increasing concentration proceeds in the same manner as on the non-plasma 
cleaned substrates. Any effect on nanoparticle pattern formation caused by 
altering the nature of the substrate has little effect on the motion of nanopar- 
ticles in any other layer than the first. The evolution of the second, third, and 
fourth layers of nanoparticles, up to solution concentrations of 4.50mg/mL, 
remains unaltered by the substrate plasma treatment. 
More radical changes in the nature of the substrate were achieved by 
preparing spin cast nanoparticle networks on hydrogen terminated silicon and 
graphite surfaces. For a more detailed description of the hydrogen termination 
process and the nature of the resulting surface see Chapter 5. From Figure 
4.16 we can see similar structures to those observed on native-oxide covered 
silicon on both of these substrates. Once again we only observe structures and 
aggregates that are a single nanoparticle in height, suggesting that, as with na- 
tive oxide coated silicon, evaporative dewetting is the predominant mechanism 
behind the formation of these structures. 
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Figure 4.16: Tapping mode AFM images of spin cast nanoparticle networks on 
various substrates. a) Dodecane thiol passivated gold nanocrystal spin cast from 
a toluene solution onto hydrogen terminated silicon, image size 4µm x 4µm. b) 
Dodecane thiol passivated gold nanocrystal spin cast from a toluene solution onto a 
cleaved graphite surface, image size 4µm x 4µm. 
An interesting phenoemenon is observed on the graphite substrate where 
the nanoparticles display a preference for aggregation at surface step edges. 
This aggregation of nanoparticles may well be a results of the evaporative 
dewetting process. As evaporative dewetting progresses the nanoparticles are 
dragged across the surface by the retreating solvent-substrate-air contact line. 
However, when this contact line reaches a step edge the nanoparticles be- 
come pinned at the step producing the elongated patterns of densely packed 
nanoparticles observed along step edges in figure 4.16. The use of surface fea- 
tures, including lithographically defined patterns, to guide the deposition of 
nanoparticles via evaporative dewetting will be examined in greater detail in 
Chapter 5. 
102 
CHAPTER 4. The morphology of far-from-equilibrium nanoparticle assemblies 
4.7 Solvent effects 
Having observed the effects of both nanoparticle concentration, and the nature 
of the substrate, we now turn our attention to the influence that the solvent 
has over network morphology. The choice of solvent will play an integral role in 
the pattern formation process. Most of the patterns we have observed thus far 
in spin coating experiments have been attributed to an evaporative dewetting 
mechanism. 
The particular solvent properties which will have the largest effect on an 
evaporative dewetting process are the solvent's volatility and its dielectric con- 
stant. The volatility of the solvent will affect the rate of evaporative dewetting, 
and thus the length of time that any structures formed by such a process have 
to evolve before complete removal of the solvent stops nanoparticle motion. 
The solvent's dielectric constant will effect the level of interparticle interac- 
tions: solvents with higher dielectric constants will screen out the van der 
Waals interactions between particles. 
Toluene-based dodecanethiol-passivated gold nanoparticles solutions, sim- 
ilar in nature to those used for the previous experiments, were allowed to 
dry under vacuum. Upon complete evaporation of the toluene, quantities of 
various organic solvents were added to the nanoparticle precipitate. The new 
solutions underwent a brief ultrasonic agitation, to ensure complete dissolution 
of the nanoparticle precipitate. Quantities of these new solutions were then 
spin cast onto solvent washed, native oxide coated silicon samples, using spin 
parameters identical to those detailed previously. 
The various organic solvents used fell into three distinct groups: simple 
alkane chains, ranging in length from hexane to dodecane; aromatic ring based 
molecules (benzene, and 1,3,5-trimethylbenzene); and chlorinated compounds, 
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dichloromethane, and trichloromethane. A solution was also made up by re- 
dissolving some nanoparticle precipitate back into toluene, to check that the 
evaporation and re-dissolution had not adversely affected the nanoparticle in- 
tegrity. The physical properties of these solvents which are relevant to the 
following discussion are listed in Table 4.1. 
pvK Er Pv 
Solvent (kg/m3) (kg/m"s) (J/m3"K) (kPa) 
Hexane 660.6 300 7.76x105 1.89 20.2 
Nonane 719.2 665 7.96 x 10-5 1.97 0.57 
Dodecane 749.5 1383 7.86 x 10-5 2.01 0.016 
Benzene 876.5 604 9.26 x 10-5 2.28 12.7 
Toluene 866.8 560 8.85 x 10-5 2.38 3.79 
1,3,5-Trimethylbenzene 861.5 501 8.93 x 10-5 2.28 0.33 
Dichloromethane 1326.6 413 8.85 x 10-5 8.89 58.2 
Trichloromethane 1478.8 537 8.27x 10-5 4.81 26.2 
Table 4.1: Physical properties of solvents, density (p), viscosity (v), thermal 
diffusivity (s; ), relative dielectric constant (E), and vapour pressure at 25°C 
(p). All values were obtained from the CRC handbook of chemistry and 
physics [66] 
Certain samples produced in this set of experiments displayed some un- 
usual and previously unobserved pattern morphologies. Figure 4.17 shows 
AFM images of the samples spun from hexane, benzene, toluene, and 1,3,5- 
trimethylbenzene solutions. On the hexane, benzene, and toluene samples 
large scale patterns are evident which display a surprisingly high level of or- 
dering, these patterns can be clearly seen on the toluene sample (Figure 4.17 
(c)) as areas of low nanoparticle density. These patterns are distinct from the 
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cellular networks with two well defined correlation lengths observed in Figure 
4.6 (c) and (d). Indeed, if we study a magnification of Figure 4.17 (c) (Figure 
4.18) we can clearly see that a two-scale cellular network is still present on the 
toluene : iIiiiple ils «-(, Il as this ncn lýýrgei scale structure. 
Figure 4.17: Tapping mode AFNI images of spin cast naiwparticle assemblies frone 
(a) hexane (2/nn x 2pm). (b) benzene (51im x 5µm), (c) toluene (5µm x 511m) 
and (d) 1.3.5-trimethvlbenzene (15pmn x 15jem) solutions on native-oxide covered 
silicon. 
In order to ascertain the correlation lengths of these new patterns the 
radially averaged two-dimensional Fourier transform was calculated for AFM 
images of the hexane. benzene, toluene. and 1,3,5-trimethylbenzene samples, 
Figure 4.19. At first glance there appears to be no large scale structure on 
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Figure 4.1S: 'Magnification of a lµui x 1icin area of Figure 4.17 (c). 
the 1,3.5 tritnetliýlbeiizenc sample, however, the presence of a peak in the 
radially averaged Fourier transform belies the presence of an ordered pattern. 
Similar peaks are also present in the radially averaged Fourier transforms for 
the hexane, benzene, and toluene samples. Figure 4.19 shows the first peak in 
each of the radially averaged Fourier transforms, corresponding to the largest 
scale ordered pattern present in the images. 
The correlation lengths of the large scale structures seen in Figure 4.17 
display a relationship with the vapour pressure of the solvent. Solvents with 
higher vapour pressures (more volatile solvents) produce patterns with smaller 
correlation lengths. This relationship supports the Marangoni effect as a pos- 
sible mechanism for these patterns. By combining the relationships for the 
Marangoni number (equation 4.2) and the correlation length of patterns pro- 
duced by the Nlarangoni effect (equation 4.4), we obtain an equation for the 
correlation length of a pattern formed by the Marangoni effect such that, 
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Figure 4.19: Radially averaged two-dimensional Fourier transforms for AFM images 
of the hexane. benzene. toluene. and 1.3.5-trimethylbenzene samples. The presence 
of ordered structures on each sample is highlighted by peaks in the radially averaged 
Fourier transform. 
27f \F8(Pvk) 1/2h-3/2 
.ý= B'/2dT' 2 (4.7) 
Data concerning B. the rate of change of surface tension with temperature, 
is unavailable for the solvents used in these experiments, so we make the as- 
surnption that this is a constant for these solvents. As we could not measure 
the variation in film thickness, h, we assume that this is also constant. We 
then plot the experimentally measured pattern correlation lengths A, (obtained 
from the peak values of the radially averaged Fourier transforms. Figure 4.19) 
against, 
(Pvk)", 
dT1/2 (4.8) 
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A linear dependence, with an intercept at zero, is expected if the patterns are 
produced by the Marangoni effect. dT represents the temperature difference 
across the liquid film. The temperature difference across an evaporating solvent 
film will depend on the rate of solvent evaporation. We therefore assume that 
the value of dT scales linearly with the solvent vapour pressure, taken at 25°C. 
Based on these assumptions, Figure 4.20 shows a plot of the experimentally 
measured length scale against (pvk/dT)1/2 for the different nanoparticle solu- 
tions. The error in the values for the experimental correlation lengths were 
calculated by taking the width of the peaks in the two-dimensional Fourier 
transform at 95% of the peak value. All physical values were obtained from 
the CRC handbook of chemistry and physics [66] (see Table 4.1). 
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Figure 4.20: Experimentally measured pattern correlation length (A) plotted 
against (pvn/dT)1/2 for hexane, benzene, toluene, and 1,3,5-trimethylbenzene 
nanoparticle solutions. 
The data plotted in Figure 4.20 show a good agreement, within the exper- 
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imental error, with the linear relationship and zero value intercept expected 
for patterns produced via the Marangoni effect. This provides strong evidence 
(within, of course, our assumptions) backing the Marangoni effect as the mech- 
anism responsible for the large scale patterns seen in Figure 4.17. 
The results for networks spun from nonane and dodecane solutions dis- 
played no such large scale patterns. The lack of such structures is easily 
explained for dodecane solutions. The vapour pressure at 25°C for dodecane 
is only 0.016kPa, twenty times lower than that of 1,3,5-trimethylbenzene at 
the same temperature. This significantly lower vapour pressure implies a far 
slower evaporation rate, signifying a lower value of dT, and thus, by equation 
4.2, a lower value of the Marangoni number. This may well put the value of 
the Marangoni number for dodecane below the critical value of 80 required for 
the Marangoni effect to take place. 
However, the values of vapour pressure, viscosity, density, and thermal 
diffusivity obtained for nonane suggest that, if the Marangoni effect is taking 
place, then a pattern should form with a length scale somewhere between those 
observed for toluene and 1,3,5-trimethylbenzene. And yet no structures are 
observed over this length scale in networks spun from nonane solutions, the 
only observed structure being an extremely small scale (<100nm) spinodal 
pattern. This absence is, as yet, unexplained. 
These results serve to highlight the complexity of the pattern formation 
process. A hierarchy of patterns can be observed within a single nanoparticle 
film. There is strong evidence supporting an evaporative dewetting process 
rather than the Marangoni effect as the basis for the formation of single, and 
dual length scale cellular networks (figure 4.6). Whilst the Marangoni effect 
does appear to be responsible for the formation of larger ordered patterns 
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(figure 4.17). The presence of multiple pattern formation mechanisms acting 
within the same system means that care must be taken with the assignment of 
a particular mechanism to a particular structural motif. However, by careful 
examination of the response of a pattern's wavelength to specific variations in 
the experimental parameters it is possible to assign, with a reasonable degree 
of surety, the formation of a particular pattern to a particular process. 
The dichloromethane and trichloromethane solutions provided yet an- 
other previously unobserved structural morphology, that of isolated nucleation 
events. Figure 4.21 (a) shows a typical AFM image of a nanoparticle network 
spun from a dicholromethane solution. 
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Figure 4.21: (a) Tapping inode AFAI image of a typical nanoparticle network spun 
from a dichloromethane solution. image size 20µm x 201tm. (b) 3-D representation 
of the partial merging of two nucleation sites, image size 1.35t. m x 1.35µm. 
Nanoparticle networks spun from dichloromethane solutions, and to a much 
lesser extent the trichloromethane solutions, are ridden with circular dewetting 
sites. The circular character. combined with the presence of a ring of compact, 
high nanoparticle density network at the edges of these dewetting sites, see 
Figure 4.21 (b), is a strong indication of a nucleation and growth mechanism. 
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The fact the areas of high nanoparticle density at the edges of the dewetted 
areas are only a single nanoparticle layer in height once again indicates an evap- 
orative dewetting process, rather than dewetting via fluid flow. The absence 
of these structures from any of the networks spun from the other solvents is 
a reflection of the higher volatility of dichloromethane and trichloromethane. 
The vapour pressures of dichloromethane and trichloromethane are signifi- 
cantly higher than the next most volatile solvent used in these experiments, 
hexane. Dichloromethane's vapour pressure at 25°C is nearly four times that 
of hexane. The greatly increased solvent evaporation rate has two effects on 
the nucleated dewetting sites. Firstly, once nucleated, the dewetted areas grow 
at a much faster rate. This effect is demonstrated by a much larger maximum 
size for dewetted areas for dichloromethane as compared to the less volatile 
trichloromethane, or toluene, see Figure 4.6 (c). Secondly, the higher evapo- 
ration rates engender a complete evaporation of the solvent over much shorter 
time scales. This, in effect, freezes in the isolated nucleation sites before they 
have time to significantly coalesce and collide to form networks structures sim- 
ilar to those displayed for toluene solutions. 
These results show a striking similarity to structures observed in spin coat- 
ing experiments carried out by Thiele et. al. [64]. In these experiments the 
rate of evaporation of an aqueous film was controlled by varying the humidity 
of the atmosphere under which spin coating was performed. For high humid- 
ity, and therefore low evaporation rate, polygonal networks similar to those 
we observe for toluene solutions were obtained. At low humidity, i. e. fast 
evaporation, well separated nucleated dewetting patterns almost identical to 
those seen in figure 4.21 (a) were obtained. 
A combination of the faster growth of dewetted areas and the quicker total 
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evaporation of the solvent is also responsible for the formation of the densely 
packed regions of nanoparticles at the edges of the dewetted areas. The fast 
outward growth of the dewetted regions quickly accumulates nanoparticles at 
their edges. The sudden complete evaporation of solvent then leaves no time for 
the accumulated nanoparticles to diffuse away from the edges of the dewetted 
areas, leaving a densely packed two-dimensional rim of nanoparticles, Figure 
4.21 (b). 
Given more time to evolve we would expect the nucleated dewetting areas 
seen in Figure 4.21 (a) to form network patterns similar to those seen for 
toluene solutions. The much faster complete evaporation of the solvent for 
dichloromethane solutions means we are effectively freezing the evaporative 
dewetting process at an early stage. 
4.8 Conclusions 
In this chapter we have discussed many of the factors which control pattern 
formation in spin cast nanoparticle films. The spin coating of colloidal gold 
nanoparticles from toluene based solutions has been shown to produce a wide 
range of structures for different nanoparticle concentrations: from spinodal 
patterns to cellular networks. 
Of particular interest was the formation of network structures with two 
distinct length scales. These structures were explained in terms of two distinct 
regimes in an evaporative dewetting process. With increasing nanoparticle 
concentration, multiple layer films of nanoparticles form in a sequential man- 
ner, each layer displaying structural morphology similar to previous layers. 
Again this can be attributed to evaporative dewetting processes occurring in 
the topmost nanoparticle/solvent layer. 
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The physical properties of the solvent used to create nanoparticle solutions, 
and its influences on nanoparticle network morphology, were studied. The use 
of various organic solvents for spin coating experiments provides evidence that 
the Marangoni effect plays an important role in pattern formation. Different 
stages of network formation have been observed via the control of solvent 
volatility. Increasing solvent evaporation rates allows the effective freezing of 
the network structure at earlier stages of the evaporative dewetting process. 
The number of different structural motifs seen in spin cast nanoparticle 
networks is a testament to the complexity of the system, in terms of pattern 
formation. Indeed, there are several such structural motifs not covered in this 
work which regularly occur in spin cast nanoparticle assemblies, examples in- 
clude viscous `fingers' and dendritic branches. As we have seen, there are a 
plethora of different experimental variables that need to be taken into consid- 
eration for a complete understanding of the patterns which are formed. This 
understanding is made even more difficult by the fact that a combination of 
processes, rather than a single process, may be responsible for many of the 
patterns. Both evaporative dewetting and the Marangoni effect play crucial 
roles in pattern selection. Both of these mechanisms are directly influenced by 
variables such as the nanoparticle concentration, the substrate chemistry, the 
cleanliness of the substrate, and the nature of the solvent. 
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Chapter 5 
Directing nanoparticle 
self-organisation 
A scanning probe-directed surface modification technique has been used to con- 
trol the morphology of spin-cast nanoparticle networks. Hydrogen terminated 
silicon surfaces are selectively oxidised using an electrically biased AFM tip 
in humid conditions. Patterning of the surface with features 
- 
50nm in size 
is achieved. Nanoparticle networks on solid areas of the modified surface (> 
1µm2) are shown to adopt significantly altered morphologies to those on unmod- 
ified surface areas. These morphological differences are attributed to the dif- 
fering physical properties of the modified surface. Monte Carlo simulations 11] 
substantiate these claims. The presence of solid patterns with sharp, well de- 
fined, boundaries and single lines of modified surface are shown to instigate 
dewetting of the nanoparticle solution film during spin coating. This effect is 
used to direct the morphology of nanoparticle assemblies over areas up to 1Olcm 
x 101im in size. 
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5.1 Introduction 
Surface modification is a commonplace technique employed in the study of 
wetting/dewetting characteristics of thin liquid films. By imprinting a chemical 
or topological structure onto a surface the behaviour of thin liquid films on 
that surface can be radically altered. This not only provides invaluable insights 
into the physics responsible for pattern evolution in such systems, but enables 
systematic control over the length scales and morphologies of the patterns. 
There are many different surface modification techniques that have been 
employed to pattern surfaces as the basis for such dewetting studies. Higgins 
et. al. [67] showed that the spinodal dewetting of a thin polymer film could be 
made anisotropic by the use of a simple patterning technique which involved 
rubbing the surface prior to deposition of the polymer film. This technique 
produced well defined polymer lines on the surface after dewetting. Other 
studies have used surface patterns of self-assembled mono-layers (SAMs) that 
have been deposited using photolithography [68] or micro-contact printing [69]. 
Surface modification essentially produces patterns on the surface which 
consist of areas of differing topographic or chemical nature compared to the rest 
of the surface. As discussed in Chapter Four the stability of a thin liquid film 
on a surface is dependent on the thickness of the film and the functional form 
of the effective interface potential, 4(h). Topographic variations in the surface 
engender regions of varying film thickness which, in turn, may cause changes 
in the film's stability in these different areas. Chemical differences in the film 
may have the same effect by altering the form of the film's effective interface 
potential. Many studies have shown that liquid films selectively wet/dewet 
areas of a surface as a result of chemical patterning. Chemical patterning 
induces a preferential wetting of certain areas of the surface and this technique 
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has been used to form linear, square or hexagonal surface structures in polymer 
films [69,70]. 
Theoretical studies of the wetting/dewetting behaviour of liquid films on 
topographically and chemically-patterned surfaces [71-73] have shown that 
a rapid rupture of a thin film can be brought about by differences in the 
chemical nature of the substrate. On a chemically homogeneous substrate, 
rupture of a covering film is induced by the amplification of thermally induced 
fluctuations in the surface of the film. Such spinodal dewetting only occurs 
when the excess intermolecular interaction energy per area of the film shows 
a positive curvature with respect to the film thickness. In this case fluid flows 
from thinner to thicker regions of the film eventually causing rupture. Rupture 
of a film, however, can be initiated on a chemically heterogeneous substrate 
even when the covering film is spinodally stable on all areas of the surface. 
The contrast in wettability between the chemically heterogeneous areas of 
the substrate creates a flow from less wettable regions towards more wettable 
regions. This flow can induce rupture of the film along the boundaries between 
these regions. This boundary induced rupture of the film induces characteristic 
castle-moat morphologies around heterogeneous patches on the substrate. 
The majority of studies of the effects of surface modification on the dewet- 
ting of thin liquid films have concerned dewetting via the flow of liquid. No 
previous studies have considered the effect of surface structure on an evapora- 
tive dewetting process such as that detailed in Chapter Four. In the following 
sections the theory and experimental details of the scanning probe-induced 
patterning of hydrogen terminated silicon surfaces will be discussed, I shall 
also detail the effects of surface inhomogeneity on the morphology of spin-cast 
nanoparticle networks. 
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5.2 AFM induced oxidation of hydrogen terminated 
silicon 
The power and versatility of scanning probe imaging techniques has made them 
amongst the most important analysis tools available to the modern surface sci- 
entist. Along with their unparalleled ability to study surfaces over microscopic 
and nanoscopic dimensions, scanning probe techniques are also capable of sur- 
face modification over similar length scales. Scanning probe techniques can 
be used to modify surfaces by various different methods. Two notable exam- 
ples are the exploitation of the physical force exerted by the probe to scribe 
patterns into the surface [74], and "dip-pen" lithography, where the probe is 
coated with a reservoir of molecules which are subsequently deposited on the 
surface during scanning [75]. 
One of the most prevalent scanning probe surface modification techniques 
uses an electrically biased probe to induced the oxidation of hydrogen termi- 
nated silicon surfaces [76]. This particular scanning probe modification tech- 
nique has been the subject of a large number of studies, primarily due to the 
immense technological importance of the silicon surface. Pure (i. e. atomically 
clean, as prepared under ultra high vacuum conditions) silicon surfaces are 
extremely reactive due to dangling bonds present on the silicon surface atoms. 
Under ambient conditions this high reactivity results in the formation of a 
native oxide layer on the silicon surface. 
In many cases, hydrogen passivation of the silicon surface is more desirable 
than an oxide layer. Such a hydrogen passivation (also know as hydrogen 
termination) can, for example, be obtained by the deposition of molecular 
hydrogen onto a clean silicon surface under UHV conditions. It is possible, 
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however, to obtain atomically flat hydrogen passivated surfaces via a much 
simpler wet chemical process [77,78]. This process involves the removal of the 
silicon's native oxide layer by dissolution in an aqueous solution of ammonium 
fluoride (NH4F). In addition to removing the oxide layer this solution also 
provides the hydrogen passivation of the surface. 
Left under ambient conditions the hydrogen passivated surface will re- 
oxidise. Figures 5.1 (a) through (f) show a step-by-step example of this oxi- 
dation process. The oxidation is self limiting, in that once an initial layer of 
oxide has formed, for more oxide to grow oxygen ions must diffuse from the 
surface across the already present oxide layer. This diffusion barrier limits the 
growth of oxide under ambient conditions to ti 0.7nm. 
When an electrically biased AFM probe is brought into close proximity 
to the surface, the strong electric field present at the probe's apex provides 
a driving force for diffusion of oxygen ions across the growing oxide layer. 
This driving force can promote growth of oxide layers up to 8nm in thickness 
[76,79]. There are many factors which will affect both the thickness of the 
oxide layer and the lateral dimensions of the features produced by this method. 
These factors include the quality of the initial silicon surface passivation; the 
magnitude of the electrical bias between tip and surface; the speed at which 
the probe scans across the surface; and the quantity of water adsorbed on the 
surface (essentially the humidity of the atmosphere in which the process is 
carried out). 
The original process pioneered by Dagata et. al. [76] used an STM probe, 
but the method was later expanded to conductive AFM probes in a non-contact 
process. Adsorbed water on the substrate forms a water bridge between the 
AFM probe and the surface [80]. It is the water contained within this bridge 
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Figure 5.1: (a) After hydrogen passivation the silicon surface is primarily saturated 
with Si-H bonds with a few Si-F defects. (b) F atoms at the surface are quickly 
replaced by OH- ions from water present in the atmosphere. The replacement of 
H also occurs but at a slower rate. (c) The high electronegativity of the OH- 
group causes polarisation of the Si-OH- bond; this polarisation in turn induces a 
polarisation of Si-Si bonds in the initial Si surface layer allowing water to attack this 
bond. (d) An initial layer of oxide forms on the surface. (e) and (f) Electrons from 
the Si conduction band can tunnel through the oxide layer into adsorbed species on 
the surface resulting in ionic oxygen species. In addition, a charge double layer exists 
at the interface between the Si and the SiO1 due to differences in electronegativity, 
this double layer produces an electric field which promotes diffusion of oxygen ions 
across the growing film. Oxide layers of 0.7nm in thickness can grow by this process 
before the increasing diffusion/tunnel barrier presented by this oxide layer curtails 
any further growth. (g) When an electrically-biased AFM probe is brought close to 
the surface two factors contribute to increased oxidation; electrons no longer have to 
tunnel through the oxide layer to create oxygen ions on the surface, they can come 
directly from the tip: the enhanced field at the probe's apex promotes diffusion of 
the oxygen ions through the growing oxide layer. (After Ref. [79]. ) 
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between the tip and the surface which provides the oxygen ions (OH- and O-) 
required for the oxidation process. The presence of the water bridge also sets 
the resolution limits for structures fabricated by this process. The extremely 
high dielectric constant of the water bridge compared to the surrounding air, 81 
compared to 1, makes the water bridge act as an effective "lens" for the electric 
field of the tip. The field, and therefore the oxidation process, is thus confined 
to an area of the same diameter as the neck of the water bridge connecting the 
tip and the surface [80]. Some control over the size of the water bridge can be 
gained by changing the tip-surface distance and structures with dimensions as 
small as 10nm have been achieved using this method. 
5.3 Experimental details 
The substrates used in these experiments were 1cm2 Si(111) samples with a 
-2nm native oxide surface layer. These samples were ultrasonically washed 
in standard solvents and then exposed to an oxygen plasma at 250°C for 5 
minutes to ensure complete removal of any organic surface contamination. 
These samples were then immersed in a 4: 1 solution of sulphuric acid and 
hydrogen peroxide (H2SO4 and H202) for 10 minutes at 100°C. This solution 
promotes the growth of a smooth surface layer of oxide essential to produce a 
defect-free hydrogen passivated surface. This step was followed by a 30 second 
immersion in a 10% aqueous hydro fluoric acid (HF) solution and a subsequent 
30 second immersion in a 40 % aqueous ammonium fluoride (NH4F) solution. 
Between each individual step the samples were washed with ultra-pure water 
and blow dried with nitrogen. Figure 5.2 shows a typical example of a hydrogen 
passivated surface obtained via this method where the RMS roughness of the 
surface is 0.20nm ± 0.05nm. 
120 
CHAPTER 5. Directing nanoparticle self-organisation 
2. O n rr 
1. Onrr 
Onm 
-1. Onm 
Figure 5.2: Tapping mode AFM image of a typical hydrogen passivated surface 
obtained by wet chemical methods. image size is 2Eim x 2µm. 
Following hydrogen passivation, gold contact pads were deposited on the 
surface. These pads act as markers allowing relocation of oxide patterns for 
AFM1 imaging after nanoparticle deposition. The samples were then mounted 
on glass slides ready to be placed into the AFNI. All imaging and scanning 
probe lithography was carried out using an Asylum Research NIFP-3D atomic 
force microscope. The AFM1 apparatus is contained within a sealed acoustic 
cabinet to which humidity control equipment was added. This allowed sta- 
ble control of the relative humidity inside the cabinet over the range 40%- 
807c. AFM1 cantilevers with a PtIr coating were used for all the lithography 
performed in this study. The electrically-contacted sample was connected to 
ground while the tip was biased at voltages in the range OV-1OV. The dedi- 
cated lithographic software for the \IFP-3D system allows any pattern of lines 
to be drawn by the tip. providing the lithographic process with a high level of 
versatility. 
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After the AF\I lithographic steps, the samples were immediately removed 
to a clean room were quantities of toluene-based dodecane thiol passivated gold 
nanoparticle solutions were spin cast onto the sample surfaces. The samples 
were then once more placed in the APNI apparatus and the marker pads used 
to relocate the oxide patterns. 
5.4 Results and discussion 
Figure 5.3 (a) shows an example of the level of detail possible with the AFM 
lithographic technique. The grid displayed in Figure 5.3 (a) is 1µm2 in size 
Figur( .. 3: (a) Oxide grid 1 attcrn (ui a lly(lr)g('1l passiN-iJt cf silicon surface. (b) 
The effect of the set point and tip bias on the width and height of the oxide lines. 
Each set of oxide lines was written at a different set point value (0.01V. 0.03V, 0.07V, 
and 0.10V). Within each set of the lines the tip bias voltage is varied between 10V 
and 3V in 0.5V steps from left to right. Scan speed and relative humidity were kept 
constant at 0.5prn s-t and 70% respectively. 
Control over both the width and the height of the oxide lines was obtained 
by variation of the AF\I parameters used during the lithographic process, 
most notably the set point. scan speed, and tip bias voltage. With slow scan 
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speeds the tip spends longer over each part of the line being drawn, thus 
the width and the thickness of the oxide layer are increased. Higher tip bias 
voltages have much the same effect, promoting growth of thicker and wider 
oxide lines. Increasing the set point reduces both the thickness and the width 
of oxide lines. Examples of these effects can be seen in Figure 5.3 (b). Control 
over the width and thickness of the oxide layer obtained by these methods 
is qualitative at best. The oxidation process is strongly dependent on the 
quality of the hydrogen passivated surface, which showed distinct variations 
from sample to sample. 
Solid blocks of oxidised surface were fabricated by scanning the AFM probe 
in a tightly spaced raster pattern during lithography. Following this, nanopar- 
ticle solutions were spin cast onto the surface and the samples subsequently 
re-imaged. The result of one such experiment is shown in Figure 5.4 (a). From 
Figure 5.4 (a) we can clearly see that the nanoparticle network adopts different 
morphologies on and off the oxidised area. Off the oxidised area the nanoparti- 
cle network is a small scale "spinodal-like" pattern, while on the oxidised area 
the network is larger in scale and cellular in nature. It is also interesting to 
note that the nanoparticle network is continuous across the boundary of the 
oxide pattern. 
One possibility which has been suggested [81] is that the difference in mor- 
phology of nanoparticle networks on and off the oxide pattern is linked to the 
thermal properties of the respective surfaces. The thermal conductivities of 
Si and Si02 are 0.015 WmK-I, and 1.4WmK-1 respectively [66]. Therefore, 
the Si02 surface conducts much more heat away from the nanoparticle solution 
during the spin coating process slowing down the evaporation of solvent. A 
similar effect may also arise from changes in the surface roughness. For the 
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(b) 
Figure -. 4: (a) Tipping triode At-, NJ image of a nanoparticle network spin cast on 
top of a solid square oxide pattern. the oxide square is - 41im x 4µm. 
(b) Results 
of Monte carlo simulation for the evaporative dewetting of nanoparticle solution on 
a patterned substrate 
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oxide pattern displayed in Figure 5.4 (a) the RMS roughness on the pattern 
is 1.135nm, while on the hydrogen passivated surface the RMS roughness is 
0.227nm. A similar trend was displayed for all of the oxide patterns which were 
produced. The increased surface roughness acts to slow the evaporation of sol- 
vent. Given these two contributing factors it seems likely that it is a slower 
solvent evaporation rate which is responsible for the differences in morphology. 
To test this hypothesis, Monte Carlo simulations of the evaporative dewet- 
ting of a nanoparticle solution on a patterned surface were carried out [82]. 
These simulations were based on the metropolis algorithm method devised by 
Rabani et. al. [1,52]. To account for the patterned areas of the substrate two 
extra terms were added to the Hamiltonian used in the simulation. The orig- 
inal Hamiltonian used by Rabani et. al. for a homogeneous surface is given 
by, 
H= 
-El 
E lilj 
- 
en ninj 
- 
Eil 
E 
nilj 
- 
µl 
E li, (5.1) 
<ij> <ij> <ij> i 
where ei, En, and En, represent the interaction strengths between two liquid 
lattice sites, two nanoparticle lattice sites, and a liquid and nanoparticle lattice 
site respectively, and p is the chemical potential. To this Hamiltonian two 
terms were added which model the interaction with the surface for liquid and 
nanoparticle lattice sites: 
-ý81(i) ni, (5.2) 
where eat and e,, are the interaction strengths between a liquid lattice site and 
the surface and a nanoparticle lattice site and the surface. In order to model 
the square oxide pattern seen in Figure 5.4 (a) a simulation was performed on 
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a surface with a 4µm2 central square on which the values of esl and E were 
twice as large as for the rest of the surface. The boundaries of the oxide pattern 
shown in Figure 5.4 (a) are not absolutely sharp: they have a finite width. In 
order to represent this in the simulated surface the values of esl and es,, change 
smoothly between their "on square" and "off square" values over a distance 
of 100nm at the square's boundaries. The result of this simulation is shown in 
Figure 5.4 (b). The similarities between this result and the experimental image 
displayed in Figure 5.4 (a) are striking. The factor of two difference between 
the surface interaction energies on and off patterned areas in the simulation 
is perhaps not as large as might initially be expected given the factor of 100 
difference between the thermal conductivities of Si and Si02. The thermal 
conductivity values, however, are those for bulk materials. The oxide pattern 
in Figure 5.4 (a) is 2nm thick, as such we would expect a value for the 
thermal conductivity of the oxide pattern to be somewhere between that of 
bulk Si and bulk SiO2. 
By taking line sections through the nanoparticle network we see that the 
network both on and off the oxide pattern is only ever one nanoparticle layer 
in height. As discussed in Chapter 4 this suggests that dewetting occurs via 
an evaporative route rather than by fluid flow. This hypothesis is backed up 
by the ability of an evaporative dewetting simulation to accurately reproduce 
experimentally observed patterns. 
As mentioned previously, the nanoparticle network appears continuous 
across the boundary of the oxide pattern in Figure 5.4 (a), indicating that 
dewetting does not preferentially occur at the boundary. Preferential dewet- 
ting at the boundary of oxide patterns was however observed in similar ex- 
periments and some of these results are displayed in Figure 5.6. For both of 
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the oxide patterns displayed in Figure 5.5 it is obvious that dewetting has 
occurred preferentially at the edges of the patterned areas, indicated by the 
nanoparticle free area around the perimeter of the oxide patterns. That all of 
the nanoparticle structures seen in Figure 5.5 are still only a single nanoparti- 
cle in height suggests that this preferential de-, vetting at the pattern boundary 
arises frouu soh-'lit ex-aj)(inati<, n. 
, 
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-xv flip 
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Figure 5.5: Tapping mode images showing nanoparticic networks which have been 
spin cast on top of oxide patterns. Preferential dewetting of the solvent has occurred 
at the oxide pattern boundary in both images, indicated by the nanoparticle free 
areas around the pattern perimeter. Image sizes are (a) 3/im x 3µm and (b) 4µm 
x 4µm. 
The presence of preferential dewetting occurring at the oxide pattern 
boundary is directly linked to the sharpness of the boundary. This sharp- 
ness shows a good deal of variation frone sample to sample due to variations in 
the quality of the surface termination. The sharpness of the boundary can be 
quantified by direct measurement of the width of the boundary region between 
the hydrogen passivated surface and the oxide pattern. 
Figure 5.6 (a) and (b) show magnifications of small sections of the oxide 
pattern boundary from Figure 5.4 (a) and Figure 5.5 (b) respectively. Below 
these images are line sections taken through the oxide pattern boundary. The 
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red line on each image shows the position of these line sections within the 
images. The extent of the boundary region on each line section is marked by 
the i) and ii) tags. The position of these tags was calculated by measuring the 
average height of the substrate and oxide pattern over an entire line section. 
The width of the boundary was then taken as the lateral distance over which 
the height of the line section changed between these two values. From multiple 
line sections taken over different sections of the boundary of the oxide pattern 
displayed in Figure 5.4 (a) the boundary width is 170nm f 20nm, while, for 
the oxide pattern displayed in Figure 5.5 (b). the width is 60n111 + 20nm. 
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Figure 5.6: (a) Magnification of the boundary region of the oxide pattern displayed 
in Figure 5.4. (b) Magnification of the boundary regions of the oxide pattern dis- 
played in Figure 5.5 (b). Underneath each image line sections, taken along the red 
lines marked on the images. are shown. 
This relationship between boundary width and preferential edge dewetting 
is reproduced for all of the solid oxide patterns studied. Preferential dewet- 
ting of the nanoparticle solution at pattern boundaries only occurs on oxide 
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patterns with edge widths <100nm. Karagupta and Sharma [71-73] predicted 
that preferential dewetting may occur at the boundaries of chemically hetero- 
geneous surface structures. The difference in wettability between the different 
surface regions induces a flow of liquid from the less wettable area towards 
the more wettable areas. In the oxide patterns studied here there is, however, 
not only a change in the surface chemistry on and off the pattern, but also 
a topographic change because the oxide patterns are 
-2.5nm higher than the 
surrounding surface. During the spin-coating process, on patterns with sharp 
boundaries the steep increase in height of the surface induces a large curva- 
ture of the covering nanoparticle/solvent film at the pattern boundary. This 
curvature may increase the solvent evaporation at these points instigating the 
preferential evaporative dewetting at these points. These dewetted areas then 
grow outwards forming the nanoparticle free regions at the pattern perimeter. 
Figure 5.7: The preferential dewetting of nailoparticle solution from oxide lines. 
(a) Oxide line drawn with tip bias of 10V, set point 0.03V, scan speed 500nm s-1, 
and humidity 70%. (b) Oxide line drawn with tip bias of 10V, set point 0.01V, scan 
speed 250nm s-1. and humidity 70%. Images are both 1.51im x 1.5µm. 
This preferential dewetting at sharp interfaces between patterned and non- 
patterned areas provides a method by which control over the morphology of 
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spin cast nanoparticle networks can be obtained. The AFM lithography tech- 
nique is used to pattern individual oxide lines that are as sharp as possible. 
The sharp change in the surface topography induces dewetting of the nanopar- 
ticle solution along these lines of oxide. This method can be used to control 
the dewetting of the nanoparticle film during spin coating, and thus control 
the overall morphology of the final nanoparticle network. Examples of this 
technique are shown in Figure 5.7 where the two oxide lines shown in Figure 
5.7 (a) and (b) have been lithographically patterned with different set point 
and scan speed values. By decreasing the set point and the scan speed value 
during lithography the oxide line in Figure 5.7 (b) has been made significantly 
thinner in comparison to the one shown in Figure 5.7 (a). Preferential dewet- 
ting along the oxide lines is observed in both cases. Even though the oxide 
line in Figure 5.7 (b) is 
-500nm wide the sharp apex at the center of the line 
is still enough to induce preferential dewetting of the nanoparticle solution 
during spin coating. 
The ability to form sharp oxide lines to instigate the controlled dewetting of 
the nanoparticle solution during the spin coating process opens up the ability 
to exert a high degree of control over the morphology of the nanoparticle 
networks. By careful selection of oxide patterns nanoparticles may be corralled 
into predefined patterns which possess fixed correlation lengths. Examples 
of this technique are displayed in Figure 5.8, where hexagonal and square 
arrays of open oxide circles were lithographically patterned onto the surface 
prior to nanoparticle deposition. Dewetting of the nanoparticle solution is 
preferentially instigated along the rims of the oxide circles. This preferential 
dewetting forces the nanoparticle network into a morphology with the same 
symmetry and characteristic length scale as the original oxide pattern. 
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Figure 5.8: Tapping mode aFMI images of spie east nanoparticle networks were the 
overall morpholoff of the network has been controlled by the lithographic patterning 
of oxide lines prior to nanoparticle deposition, the images are both 8µm2. 
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5.5 Conclusions 
Scanning probe lithography and surface modification offer one of the most 
intriguing routes towards the manufacture of surface structures designed over 
the nanometric and micrometric size ranges. The unprecedented control and 
accuracy that such techniques provide open a vast array of possibilities, both 
for the direct manipulation of surface material and for the subsequent control 
over surface coatings such as thin liquid films. 
We have employed wet chemical methods to hydrogen passivate silicon 
surfaces which were then selectively oxidised using an electrically biased AFM 
probe. Using this method the fabrication of oxide lines 
-50nm wide and 
-2- 
3nm high was possible. Control over the oxide line height and thickness was 
obtained via the parameters used during lithography: most notable the tip bias 
voltage, the scan speed, and the set point value. Scanning the AFM probe in 
tightly spaced raster patterns during the lithographic process produces surface 
patterns consisting of solid blocks of oxide. Colloidal nanoparticle solutions 
were spin cast on top of these oxide patterns in order to observe how their 
presence affects nanoparticle network morphology. 
The morphology of the nanoparticle networks displayed distinct differences 
on the patterned oxide areas compared to the rest of the surface. Networks on 
the patterned areas were larger in scale, and in some cases of different mor- 
phological types, i. e cellular vs spinodal. These differences are attributed to 
the different thermal and physical properties of the surface areas. The ther- 
mal conductivity of Si02 is two orders of magnitude greater than that of Si, 
this slows the evaporation of solvent on the oxide patterns during spin coat- 
ing. The RMS roughness of the lithographically patterned oxide areas is also 
significantly higher than for the rest of the hydrogen passivated surface. The 
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increased roughness also acts to slow the evaporation of solvent. This slower 
evaporation of solvent is responsible for the different nanoparticle network 
morphologies observed on the patterned surfaces. 
Monte Carlo simulations were used to test this hypothesis [82]. The pat- 
terned nature of the surfaces detailed in the experiments was represented in 
these simulations by the introduction of surface interaction terms to the sim- 
ulation Hamiltonian. The surface interaction terms varied for different areas 
of the surface in order to represent the experimental oxide patterns. Excellent 
agreement between the experimental images and the simulation results were 
obtained. 
A preferential dewetting effect was observed after the spin casting of 
nanoparticle solutions onto some patterned surfaces. This preferential dewet- 
ting of the nanoparticle solution from the boundaries of some oxide patterns 
produced a nanoparticle free region in the final nanoparticle network located 
at the pattern perimeter. The fact that thus effect was present for some ox- 
ide patterns and not others is linked to the sharpness of the oxide pattern 
boundary. The boundary of solid oxide patterns was shown to display a great 
deal of variation depending on the passivated surface and on the tip used for 
the lithographic steps. The preferential dewetting was only observed on oxide 
patterns with the sharpest boundaries. The mechanism responsible for this 
preferential dewetting is still not clear, with both chemical and topological dif- 
ferences between the oxide patterns and the rest of the surface being possible 
causes. This preferential dewetting of nanoparticle solutions from sharp oxide 
boundaries during spin coating was utilised for the direct control of nanopar- 
ticle network morphology. Oxide line patterns consisting of open circles were 
used to force the formation of nanoparticle arrays possessing both predefined 
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length scales and symmetries. 
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Chapter 6 
Coerced coarsening in 
nanoparticle networks 
We present experimental results which show the coarsening of nanoparticle 
networks induced by the interaction with an AFM probe. Sub-monolayer as- 
semblies of thiol passivated gold nanoparticles spin cast onto silicon substrates 
from an alkane solvent are shown to coarsen under repetitive scanning by an 
atomic force microscope probe. This mechanical coarsening process displays 
dynamics and scaling behaviour which are distinct from that of coarsening in 
thermally driven systems. 
6.1 Introduction 
Coarsening, the evolution of a far-from-equilibrium system towards its ground 
state, is a ubiquitous phenomenon which influences the structure and behav- 
iour of countless systems in nature [83-85]. Such far-from-equilibrium struc- 
tures are, for example, formed during phase separation. In Chapter 2 we used 
as an example the mixing/demixing of a binary liquid. Following a quench of 
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the system from a point where the mixed state is stable, to a point where the 
unmixed state is stable the system phase separates by either nucleation and 
growth or spinodal decomposition, depending on the relative volume fractions 
of the liquid components and the depth of the quench. Once phase separa- 
tion has occurred the structures which are formed continue to grow in size 
(coarsen) over time. The driving force behind this growth stems from the free 
energy cost associated with the presence of interfaces between the two phases, 
coarsening occurs as the system strives to minimise this interfacial area. 
Despite distinct differences in the physicochemical properties of the many 
systems in which this type of structural evolution is observed, the coarsening 
process exhibits a fundamental, unifying feature: the morphology at a given 
point in time can be characterised by a single length scale, L(t), which evolves 
according to a power law, 
L(t) a t". (6.1) 
The evolution of the system therefore occurs via a set of self-similar mor- 
phologies, which, while being associated with different correlation lengths, are 
statistically identical under an appropriate scaling. This self-similar evolution 
is the basis for the dynamic scaling hypothesis which suggests that in the late 
stages of phase separation the only important length scale of the system is the 
average domain size. An important implication of this hypothesis is that any 
statistical characterisation of the structure taken at time t can be expressed 
in the form of a universal function of a single reduced variable. For example 
the two point correlation function, G(r, t), may be expressed in term of the 
reduced length scale x, such that, 
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G(r, t) = G(x) where x= L(tr ). (6.2) 
Therefore, to predict the coarsened structure at any point in its evolu- 
tion we need only have knowledge of the scaled pattern which it adopts and 
the value of the growth exponent -y. Both the form of the scaled pattern 
and the value adopted by the growth exponent are related to the physical 
process by which the system approaches equilibrium. For the coarsening of 
two-dimensional non-equilibrium structures, such as the spin cast nanopar- 
ticle networks studied here, two primary types of mechanism are observed: 
Ostwald ripening and dynamic cluster diffusion. Although giving rise to sig- 
nificantly different dynamics and, thus, morphologies, both of these processes 
have been studied and cited as the mechanism responsible for thermally acti- 
vated coarsening in two-dimensional systems. 
As we have seen in Chapter 4, and numerous other studies, self-organisation 
in colloidal nanoparticle systems gives rise to a panoply of intricate patterns 
spanning labyrinthine structures [9,52], cellular networks [1,11,52], wormlike 
aggregates [9,11,52], and large domains of perfectly ordered arrays [53,55]. 
Observation of the dynamics of coarsening in such systems has previously been 
limited to "quench-and-observe" techniques [52]. In that work the coarsening 
of PbSe nanoparticle clusters on graphite under an octane solvent was studied. 
Coarsening was allowed to proceed for a fixed length of time before exposure 
to the atmosphere promoted rapid solvent evaporation, effectively fixing the 
nanoparticle clusters in place to allow imaging. 
The current study incorporates, to my knowledge, not only the first real 
time study of the coarsening dynamics of nanoparticle assemblies but also the 
first instance of mechanically-activated coarsening. In the standard well stud- 
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ied case of thermally activated coarsening, the reduction in interface length, 
and thus free energy, is brought about by the random thermal motion of parti- 
cles. In the current study this activation comes from the mechanical interaction 
between the AFM tip and the nanoparticle assembly. In this novel, scanning 
probe coerced approach to equilibrium many of the signatures of conventional, 
thermal coarsening are reproduced. As such we will now present a more de- 
tailed discussion of Ostwald ripening and dynamic cluster diffusion-coalescence 
before going on to detail the results of the coerced coarsening experiments, and 
how they are linked to these coarsening mechanisms. 
6.2 Ostwald ripening 
Introduced qualitatively by Ostwald at the beginning of the 20th century [86], 
Ostwald ripening was later given a more complete mathematical treatment 
by Lifshitz and Slyosov [87]. The basis for this coarsening mechanism is that 
clusters remain immobile, surrounded by a gas of monomers. Growth occurs 
by evaporation and condensation of monomers to and from clusters. Larger 
cluster grow at the expense of smaller clusters thereby reducing the interfacial 
free energy associated with the system. The basis for this biased exchange of 
monomers from smaller to larger clusters is the size dependent nature of the 
chemical potential. In three-dimensions the Gibbs-Thomson equation relates 
the chemical potential of the background gas of monomers µeq, to the chemical 
potential µR of a cluster of radius R such that, 
PR 
= exp 
Rý 
I 
Peq \R 
where Rc = 
2aV"' o 
kbT (6.3) 
Combining these two equations gives 
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2QVmono ) µRµeq 1+ RkbT )' 6.4 
where R, is the critical cluster radius, a is the surface tension, and 
is the volume occupied by a single monomer. These equations are directly 
transferable into two-dimensions. The chemical potential of the background 
gas of monomers is defined by the critical cluster radius (Re). Clusters with 
radii greater than this critical value have a lower chemical potential than the 
background so there is a net flow into the cluster, therefore they grow, clusters 
smaller than the critical radius have a higher chemical potential than the 
background and thus they shrink. The value of the growth scaling exponent 
-y depends on the rate limiting step of the Ostwald ripening process. If the 
rate limiting step is the evaporation/condensation of monomers to and from 
clusters then -y = 1/2, if however the rate limiting step is the diffusion of 
monomers across the surface then -y = 1/3. 
It is not only the value of 'y, but also the functional form of the scale 
invariant cluster size distribution F(R/R, ) vs R/R,, that depends on the rate 
limiting step of the Ostwald process. If the evaporation-condensation of the 
monomers to and from the clusters is the limiting step then the scale invariant 
size distribution may be modelled by the following equation (Figure 6.1), 
4 
2 
(2 R, ) 
exp 
(2- 
R" 
if Rs <2 
F(R3) 
_ 
(6.5) 
0 if Rs >2 
where R, 3 = R/R,. If however the rate 
limiting step is the diffusion of monomers 
across the surface then the scale invariant cluster size distribution is given by 
(Figure 6.1), 
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CR; expl 3 R, / ý- (2 if R, < 
-Rs)28ý9 (3+Rs)t7/9 S2 
F(RS) 
= 
(6.6) 
0 if R3 >2, 
where C is a constant of normalisation. 
6.3 Dynamic coalescence 
The Ostwald ripening process is dependent on the assumption that clusters are 
immobile and that they can only grow or shrink via the exchange of monomers 
with an encompassing monomer gas. If, however, we incorporate the possi- 
bility of diffusion and irreversible coalescence of clusters upon their collision, 
then changes in the value of ry and, more significantly, drastic changes in the 
functional form of the scale invariant cluster size distribution are observed. 
Diffusion and coalescence of clusters can be modelled using the set of Smolu- 
chowski equations [88,891, 
dnk 1 00 K2jntinj 
- 
nk E Kjknj (6.7) 
, dt _2z+j=k j=1 
where nj is the number of clusters of size j, and t corresponds to time. K23 is 
a kernel which describes the rate at which two clusters of size i and j meet 
to form a single cluster of size i+j. For Brownian motion of clusters in 
two-dimensions the kernel is given by K3_ 2ir (Di + Dj), where Di and Dj 
are the diffusion coefficients for clusters of size i and size j [89]. Equation 
6.7 essentially models the rate of change of clusters of size k. The first term 
of equation 6.7 models the formation of clusters of size k by the coalescence 
of cluster of size i and size j (where i+j = k). The second term models the 
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removal of clusters of size k by their coalescence with clusters of all other sizes. 
In order to find a solution to the Smoluchowski equations the cluster dif- 
fusion coefficient is required. By assuming that the diffusion coefficient for a 
cluster scales with the clusters size N such that, 
DN oc N-', (6.8) 
then the mean cluster radius R is shown to scale with time as 
Ra t" where 
1 
y d(a + 1) (6.9) 
Here d is the dimensionality of the system [90]. One can also show that the 
scale invariant size invariant size distribution is given by, 
FRS = dW(_'RB)d_°+l-l1d_exp1WR d r(c+i) (- s) 
(6.10) 
where W= F(a +1+ 1/d)/I'(a + 1) and Rs = R/R. 
Thus, the value of a single parameter, a, controls every aspect of coarsening 
via cluster diffusion-coalescence mechanisms. The value that a adopts depends 
on the mechanism by which cluster diffusion takes place and there are three 
distinct mechanisms that have been suggested, periphery diffusion [91], terrace 
diffusion [92,931, and evaporation-condensation diffusion (94]. 
For periphery diffusion, where a cluster's center of mass moves by re- 
arrangement of monomers at the edges of the cluster, a= 3/2, giving a growth 
exponent of -y = 1/5. For terrace diffusion, motion of a cluster's center of mass 
occurs due to the correlated evaporation and condensation of monomers from 
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the cluster's edge with a=1 and 7= 1/4. For evaporation-condensation dif- 
fusion, where a cluster's center of mass moves by the uncorrelated evaporation 
and condensation of monomers from the cluster's edge, a= 1/2 and -y = 1/3. 
It is important to note that the same value of growth exponent (-y = 1/3) 
is expected for certain instances of both Ostwald ripening dominated coars- 
ening and diffusion-coalescence coarsening. The functional form of the scale 
invariant size distribution, however, shows a far stronger dependence on the 
coarsening mechanism. A simple examination of growth exponents for a sys- 
tem undergoing coarsening is therefore often not sufficient to unambiguously 
identify the responsible mechanism, the value of -y needs to be corroborated by 
observation of the functional form of the normalised cluster size distribution. 
Figure 6.1 shows the functional forms of the scale invariant island size 
distribution functions for Ostwald ripening in both the diffusion and detach- 
ment limited cases, and for diffusion-coalescence coarsening derived from the 
Smoluchowski equation. The differences in functional form of the distributions 
between Ostwald ripening and coalescence coarsening are very distinct. Ost- 
wald ripening processes display a sharp cut-off at high values of normalised 
size and a long tail towards lower values, while for diffusion coalescence the 
reverse is true, with a long tail toward higher values of the normalised size. 
6.4 Coerced coarsening 
6.4.1 Experimental details 
The nanoparticles used in this study were gold particles with a '-2nm core 
and a passivating layer of octane-thiol capping ligands, synthesised via the 
method outlined by Brust et. al. [6]. The initial solutions from the syn- 
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Figure 6.1: Theoretical normalised size distributions F(S/<S>) vs S/<S>, shown 
for Ostwald ripening (diffusion and detachment limited) and cluster diffusion- 
coalescence derived from Smoluchowski equation with a=0.5. 
thesis procedure consisting of nanoparticles in a toluene solvent were allowed 
to dry under vacuum until complete removal of the toluene solvent had oc- 
curred. The dry nanoparticle precipitate was subsequently redissolved into a 
nonane solvent. Previous studies within this group have shown no significant 
nanoparticle degradation caused by multiple drying and redissolving steps of 
this kind. After a brief ultrasonic agitation, to ensure complete dissolution of 
the nanoparticle precipitate, r25pL of solution was spin cast onto 1cm2 Si(111) 
samples which had been ultrasonically cleaned in standard solvent washes. 
The concentration of the nanoparticle solution was chosen qualitatively 
to produce various levels of sub-monolayer nanoparticle coverage. Samples 
were then immediately transferred to the AFM apparatus inside an enclosed 
acoustic cabinet. After a brief period to allow for thermal stabilisation of the 
sample and AFM, scanning of the sample was performed using an Asylum 
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research MFP3D atomic force microscope. The majority of the coarsening 
experiments were performed with AC240 AFM cantilevers (resonant frequency 
-70kHz and spring constant -2Nm-1) except one experimental run performed 
using an appreciably stiffer AC160 cantilever (resonant frequency -300kHz and 
spring constant -42Nm-1). Sample areas of 2, im2 were imaged repeatedly 
until image degradation, probably due to tip damage, stopped each individual 
experimental run. 
6.4.2 Results 
The concentration of nanoparticle solution used in the spin coating process dur- 
ing sample fabrication controlled the fractional area coverage of the nanoparti- 
cle assemblies formed. This fractional area coverage subsequently determined 
the morphology that the nanoparticle assemblies adopted during the mechan- 
ically induced coarsening. Fractional area coverages of , 0.3-0.35 produced 
assemblies of isolated nanoparticle clusters, whereas coverages of ' 0.55 pro- 
duced interconnected labyrinthine structures. The coarsening of these two 
morphologies displayed markedly different dynamics. 
6.4.3 Interconnected structures 
Figure 6.2 shows tapping mode AFM images taken at evenly spaced points 
throughout an experimental run. The raw experimental images were taken 
over a 2µm2 area, however to remove the adverse effect of residual drift during 
the imaging process this was reduced to 1µm2 for the analysis steps to ensure 
that exactly the same area of network was studied. The coverage of nanopar- 
ticles remains constant at -0.55ML throughout the experimental run, i. e. the 
quantity of nanoparticles is conserved throughout the coarsening process. 
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Figure 6.2: Coerced coarsening evolution of an interconnected nanoparticle as- 
sembly. All images are 1µm x 1µm. Images are taken from evenly spaced points 
throughout the experimental run. (a) 1st scan, (b) 15th scan, (c) 30th scan, and 
(d) 45th scan. The fractional area coverage of nanoparticles remains constant at 
approximately 0.55MIL throughout the experimental run. 
From a cursory visual analysis of these images the morphology of the net- 
work appears to be coarsening in a self-similar fashion, suggesting that the 
dynamic scaling hypothesis holds. It has been shown in previous studies that 
for dynamic scaling to hold the evolution of the structure factor (i. e. the 
radially averaged fourier transform) of the system, S(t), following an initial 
transient period. should be of the form [83.95.96] 
S(k, t) = kmax(t)ý2F(k, /kmax(t)), (6.11) 
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where k,,,, is the peak position of the structure factor and F(k/k1Q, x (t)) is a 
time independent master function. To test the validity of the dynamic scaling 
hypothesis for this data we calculated the radially averaged fourier transform 
for each image of the experimental run. Upon normalisation the radially av- 
eraged fourier t ramsfornis collapse onto a single mister curve. Figure 6.3. 
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Figure 6.3: Normalised radially averaged 2D-FFT plotted for a range of images 
throughout the experimental run depicted in Figure 6.2. 
The almost perfect collapse of the radially averaged Fourier transform onto 
a single master curve for the majority of the experimental run displays the 
remarkably extent to which dynamic scaling holds for the coerced coarsening 
of nanoparticle assemblies with interconnected morphologies. 
That the system evolution which we observe in Figure 6.2 is not simply due 
to a natural 
- 
i. e. solely thermally activated 
- 
coarsening is clear from Figure 
6.4. This Figure shows the boundary between a continuously scanned surface 
region and the surrounding region which has been scanned only once to obtain 
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this image. The boundary is seamless, and the morphology of the unscanned 
region remains the same as the morphology we observed in the first scan of 
the experüneiital run. Figure 6.2 (a). 
Figure 6.4: 1µm2 tapping anode AFNI image of the edge of the continuously scanned 
region. Image was collected after the termination of the experimental run detailed 
in Figure 6.2. 
The probe-induced dynamics we observe here are noteworthy from a num- 
ber of perspectives. Although scanning-probe-induced sample modification is 
now commonplace, the coarsening effect illustrated in Figure 6.2 is signifi- 
cantly more subtle than the processes commonly used to restructure surfaces 
at the sub-micron and nanometre levels. That the evolution of such a system, 
driven mechanically towards equilibrium. retains such a degree of self similarity 
throughout that evolution implies that a morphology with a given length scale 
may be produced by simply stopping the imaging process at an appropriate 
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point. In addition, the quality of imaging remains high despite the significant 
level of probe-induced material transport, with only infrequent streaking in 
the images betraying the presence of material transfer. 
The fact that coarsening is solely due to the scanning process allows us to 
calculate a value of the growth exponent for this coerced coarsening process by 
making an analogy between the time a system has been allowed to evolve (in a 
standard coarsening process) and the number of scans performed in our coerced 
coarsening experiment. As a measure of the characteristic length scale we use 
the peak value of the radially averaged fourier transform. Figure 6.5 displays 
the peak value of the radially averaged Fourier transform plotted against scan 
number on a log-log scale. 
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Figure 6.5: T1' peak of the radially averaged Fourier transform plotted against 
scan number. for the experimental run detailed in Figure 6.2. 
The value for the coarsening exponent y asymptotically approaches a value 
of 0.25 f 0.01 for the morphological evolution displayed in Figure 6.2. A value 
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of ry = 1/4 is intriguing when considered in the context of the substantial 
literature on scaling exponents in coarsening systems. Rabani et. al. [52] have 
shown that the coarsening of PbSe nanoparticle cluster assemblies follows a 
t1/4 dependence consistent with a cluster diffusion process. Well before this, 
Huse [97] discussed a correction to the value of ry = 1/3 for Ostwald ripening 
processes. In interconnected structures excess mass transport along domain 
boundaries lowers the value of the scaling exponent. Although this correction 
is theoretically a temporary one with y returning to a value of 1/3 after long 
times, the transient regime of lower -y was shown by simulation to persist for 
extensive periods of time [97]. 
In an attempt to clarify the exact mechanism for the structural evolution 
seen in Figure 6.2, simulations were carried out at the University of Notting- 
ham by C. P. Martin using the metropolis algorithm put forward by Rabani et. 
al. [52] (modified to include next nearest neighbour interactions [1]) to inves- 
tigate the coarsening dynamics of a `spinodal' nanoparticle assembly. These 
simulations predict a scaling exponent of 'y = 1/4 in excellent agreement with 
the experimental data up to very long total simulation times (2 x 105 Monte 
Carlo steps). In the simulations, nanoparticles are seen to move along the 
domain boundaries of interconnected structures during coarsening, diffusing 
from areas of high, towards areas of low, interface curvature. 
Significantly, by driving the evolution of an interconnected nanoparticle 
assembly with a substantially stiffer AFM cantilever substantially more rapid 
coarsening occurs. A scaling exponent of -y = 1/4 nevertheless is still obtained. 
To draw another analogy between natural (thermal) coarsening and coerced 
coarsening, using a stiffer cantilever to drive the coarsening can be considered 
analogous to performing a natural coarsening experiment at a higher tempera- 
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ture. The independence of the scaling exponent on the cantilever stiffness cou- 
pled with the excellent agreement between experimental results and simulation 
infers that coerced coarsening of these interconnected structures is occurring 
due to the transport of nanoparticles, largely along domain boundaries. 
6.4.4 Isolated islands 
As the form of the cluster size distribution can be more sensitive to the coars- 
ening mechanism than the power law exponent alone, deeper physical insight 
can be obtained from a consideration of the evolution of samples comprising an 
ensemble of isolated nanoparticle islands. Figure 6.6 shows four images taken 
at evenly spaced points in the coerced coarsening of a nanoparticle assembly 
with an areal coverage of 0.35ML. 
Once again we use the peak value of the radially averaged Fourier transform 
as a measure of the characteristic length scale of the nanoparticle structures. 
Figure 6.7 (a) shows a logarithmic plot of the peak of the radially averaged 
Fourier transform against scan number for the morphological evolution de- 
picted in Figure 6.6. 
In Figure 6.7 (a) we see that the value of 'y exhibits an abrupt change 
from a value of ti 0.1 for the initial scans to, at approximately scan number 
20, a value of 0.49 ± 0.02. This transient behaviour betrays an important 
contribution to the probe induced coarsening mechanism. In Figure 6.7 (b) 
we have plotted similar data for a sample having an initial morphology which 
mirrors that of Figure 6.6 almost exactly. In this sample we see there is no 
transition in the scaling exponent, it remains at a low value (- 0.1) for the 
entire experimental run. This apparent inconsistency in the experimental data 
can be explained by reference to the inserts of Figure 6.7. In each case, the 
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Figure (1.6: Coerced coarsening evolution of an ensemble of isolated nanoparticle 
islands. The images are taken from evenly spaced points throughout the experimen- 
tal run. (a) 1" scan. (b) 30th scan, (c) 601h scan, and (d) 90th scan. All images 
are 1µm x 1µm and the fractional area coverage of nanoparticles remains constant 
at approximately 0.35NIL throughout the experimental run. 
insert is a graph of the average island height vs scan number. 
The AFM probes used for these experiments had a tip radius of curvature 
of 
- 
10nm. This is substantially larger than the size of a single nanoparticle 
(radius nanoparticle + thiol coating - 2.3nm). As such the resolution of 
individual nanoparticles within the islands is not possible. The value recorded 
for the height at a point in the image within one of the islands is an average 
value for the group of nanoparticles under the tip at that point. As such, 
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Figure 6.7: Peak value of the radially averaged 2D-FFT plotted against scan number 
for the coerced coarsening of two nanoparticle assemblies with isolated island mor- 
phologies. The inserts to parts (a) and (b) show the variation of average nanoparticle 
island height (nm) with scan number for the respective samples. 
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calculation of the average island height provides a measure of the density of 
nanoparticle packing within the islands. 
In Figure 6.7 (a) (and many other experimental runs) the sharp transition 
in the value of ry corresponds directly to an abrupt change in the slope of 
the average height vs scan number curve. This occurs in Figure 6.7 (a) at 
approximately scan number 20 and at a threshold apparent height of - 3.2nm. 
This value of the threshold height is also reproduced in many other samples 
which display a transition to higher scaling exponent values. Corresponding to 
this sharp transition there is also a distinct increase in the degree of `streaking' 
seen in the AFM images, indicative of significant mass transport. Conversely, 
in Figure 6.7 (b) the threshold height of 3.2nm is not reached (even after 50 
scans) and the system remains in the transient regime with a correspondingly 
low value of the scaling exponent. 
From these results we can infer that a significant percentage of the force 
exerted by the AFM probe in the initial scans of an experimental run accounts 
for driving the nanoparticles into more densely packed arrangements. Only 
when this initial packing phase induces a threshold density can we reliably 
begin to study the data for correspondence with different coarsening mecha- 
nisms. A tentative explanation for the presence of this transition concerns the 
nanoparticle's passivating thiol layer. 
In the initial transient regime the nanoparticles are completely separated 
from each other with no overlap of their thiol coatings. As they are driven 
in to more densely packed arrangements a point is reached where the thiol 
chains coating different nanoparticles begin to interdigitate. This transition 
from a system of separate nanoparticles moving closer together to the forced 
interdigitation of the nanoparticle's thiol coating may account for the transition 
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in both the island height growth and the scaling exponent. As yet we have no 
definitive evidence for or against this hypothesis. 
As mentioned above, the normalised island size distribution is often more 
sensitive to the dynamics of the coarsening process than the value of the scaling 
exponent. Therefore we produce plots of F(s/<s>) vs s/<s>, (where <s> is 
the average island size for a given image) for various frames of the experimental 
run depicted in Figure 6.6, only frames occurring after the transition (scan 20) 
to higher values of the scaling exponent are studied. These plots are shown in 
Figure 6.8 (a). 
Although there is significant scatter in the data (due to the relatively small 
number of islands), it is clear that the functional form of the distribution 
is retained throughout the coarsening process. To improve the statistics we 
have therefore averaged the island size distributions for the final ten images 
in the experimental run and plotted this as the data points in Figure 6.8 
(b). Also plotted in Figure 6.8 (b) are theoretical size distributions predicted 
for Ostwald ripening in both the evaporation-condensation (dashed blue line), 
and the diffusion (solid blue line) limited cases, equations 6.5 and 6.6. It is 
clear from this plot that the experimentally obtained size distribution is a 
particularly bad fit to either of these Ostwald ripening mechanisms. 
However, by fitting the data to the scale invariant size distribution for coars- 
ening by cluster diffusion-coalescence predicted by the Smoluchowski equation 
(equation 6.10) an extremely robust fit to the experimental data is obtained 
(red line). The value of a obtained from this fit is N 0. Using the relation be- 
tween a and the growth scaling exponent (equation 6.9) this value of a should 
correspond to a value of ry = 0.5. This is also in excellent agreement with the 
experimental data shown in Figure 6.7. 
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Figure (i.,, S: a) No rmu ilised i. liuld size distributions plotted for several different 
images in the morphological evolution of the assembly detailed in Figure 6.6. b) 
Average of the normalised size distributions for the last ten scans of the experimental 
run. The red line shows a fit to the scale invariant size distribution predicted for a 
cluster diffusion coalescence coarsening mechanism by the Snnoluchowski equation. 
Also plotted are the theoretical scale invariant size distributions for evaporation 
condensation limited, and diffusion limited, Ostwald ripening. 
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Within the Smoluchowski cluster diffusion-coalescence framework, the dif- 
fusion coefficient, D, is linked to the value of a by, D oc r a. A value of 0 for a 
directly implies a size independence of the diffusion coefficient for a nanoparti- 
cle island. This apparently counter-intuitive result can be rationalised on the 
basis of simple scaling arguments and by considering the raster motion of the 
AFM probe during scanning. The number of times that the tip interacts with 
an island during a single scan will be directly proportional to the radius of 
that island (assuming that the force is exerted at the edge of the island). If 
the diffusion coefficient for a single pass of the tip scales as r ', as is the case 
for thermally driven cluster hopping [52], then the overall diffusion coefficient 
becomes size independent. 
6.5 Conclusions 
We have shown that it is possible to mechanically drive the coarsening of 
spin-cast nanoparticle assemblies by repetitive scanning with an AFM probe. 
Although this mechanical drive towards equilibrium displays many of the char- 
acteristics of coarsening in thermally driven systems, there are some very sig- 
nificant differences. 
The initial morphology of the nanoparticle assembly has a strong affect on 
the dynamics of the coerced coarsening process. For fractional area coverages 
of , 0.55ML, interconnected spinodal/labyrinthine nanoparticle structures are 
produced. The coerced evolution of these structures shows a remarkable degree 
of scaling, highlighted by the ability to collapse the radially averaged Fourier 
transform at any point in the evolution onto a time independent master curve. 
The values of the scaling exponent, -y, of 1/4 is related to a coarsening mech- 
anism defined, primarily, by mass transport along the domain boundaries in 
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these interconnected structures. This relation is further reinforced by Monte 
Carlo simulations of the coarsening of similar interconnected morphologies 
which reproduce a scaling exponent of 1/4 with coarsening via interface medi- 
ated transport. 
Nanoparticle assemblies consisting of isolated islands display markedly dif- 
ferent coarsening dynamics. Following an initial transient regime the scaling 
exponent is shown to settle at a value of ^y = 1/2. The initial transient regime 
is linked to the density of packing within nanoparticle islands. The initial scans 
of the coarsening process force the nanoparticles into closer packed arrange- 
ments. Once a threshold level of packing has been reached coarsening proceeds 
by a cluster diffusion coalescence mechanism. By fitting the island size distrib- 
ution to the scale invariant size distribution predicted for diffusion coalescence 
coarsening by the Smoluchowski equation we obtain a value for the diffusion 
scaling exponent of 0. This apparent size independence of an island's diffu- 
sion coefficient is explained with simple scaling arguments and by taking into 
account the mechanism of the scanning process. 
There are a few unresolved issues highlighted by these experiments. One 
particularly vexing question is why we observe coerced coarsening in nanoparti- 
cle assemblies which have been spin cast from a nonane solvent, but not in ones 
spin cast from a toluene solvent? An answer to this issue has been tentatively 
suggested as being related to the differences in solubility of tetraoctlyammoni- 
umbromide (TOAB) in nonane and toluene [98]. The TOAB molecule plays an 
integral role in the synthesis method used to fabricate the nanoparticles used 
in this study [6] (see Chapter 2). Despite multiple purification steps it has been 
suggested by M. Brust that significant amounts of TOAB remain in toluene 
nanoparticles solutions following synthesis. The TOAB molecules, however, 
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have a markedly lower solubility in nonane than in toluene. Thus, following 
the evaporation of toluene and the redissolving of the dry nanoparticle precipi- 
tate into nonane which precedes these coarsening experiments, we would expect 
a significant decrease in the TOAB concentration. This reduction/absence of 
TOAB from the nonane nanoparticle solutions may be the reason that the 
assemblies spun from these solutions undergo coarsening. Coarsening experi- 
ments using ultra-purified toluene nanoparticle solutions are being carried out 
and as yet them seem to suggest an increased propensity for coarsening than 
assemblies produced from dirty toluene solutions. 
Controlled, mechanical coarsening represents an intriguing and powerful 
method of guiding the evolution of nanostructures. A key feature of such 
a scanning probe-driven approach to equilibrium is the ability to quench the 
system simply by switching off the scanning process. This has particular poten- 
tial in the generation of nanostructured assemblies with predefined correlation 
lengths. 
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Chapter 7 
Electrical transport in cellular 
nanopart icle networks 
The DC electrical transport through two-dimensional, topologically complex, 
spin cast nanoparticle networks, has been studied in the temperature range 
4.5K-80K. The non-linear conduction through such networks displays nonlin- 
earity exponent values (>4.0, significantly higher than similar exponents mea- 
sured for networks possessing uncorrelated disorder. The high values of the 
scaling exponent (, along with a variable functional form of the I(V) char- 
acteristics for changing temperature, is attributed to the correlated disorder 
present in such networks. 
7.1 Introduction 
Following significant advances in self assembly and synthesis techniques 
[49,53-55], the understanding of transport behaviour through both topologi- 
cally ordered and disordered nanoparticle arrays has undergone key advances. 
Knowledge of how transport is affected by the level of structural disorder in 
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such networks is pivotal for the successful integration of nanoparticle arrays 
into the next generation of electronic devices. 
Spin-cast nanoparticle networks have been shown to exhibit a wide array 
of different pattern morphologies. Spin-casting has the advantage over other 
nanoparticle array fabrication techniques that it is a quick and facile way of 
producing two-dimensional nanoparticle structures with well defined correla- 
tion lengths. These correlation lengths can range from tens of nanometers up 
to tens of microns [1,11], as discussed in Chapter 4. Spin-coating has also dis- 
played the ability to produce hierarchical structures, possessing multiple well 
defined correlation lengths. 
In order to employ spin-cast nanoparticle networks in the fabrication of 
electrical devices and nanostructured designer materials, a greater understand- 
ing of the effect that the correlated disorder in such arrays has on electrical 
transport is required. In the following chapter we study the role that network 
morphology has on DC conduction through two-dimensional nanoparticle ar- 
rays with varying degrees of topological complexity. 
7.2 Electronic transport in nanoparticle arrays 
In the following sections an outline of the theory of electrical transport in two- 
dimensional nanoparticle arrays will be given. These ideas lead on from discus- 
sions of the electronic structure and charging properties of single nanoparticles 
given in Chapter 2. Particular attention will be paid to the role that disorder 
plays in defining the transport characteristics of such arrays. 
Using the analogy of nanoparticles as artificial atoms, in a 2D hexago- 
nal close packed array of atoms all of the atoms will be identical and evenly 
spaced. In a similar 2D array of nanoparticles, however, the presence of disor- 
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der is unavoidable. The distribution of nanoparticle sizes and of interparticle 
distances will lend an inherent level of disorder to any nanoparticle network. 
Variations in the inter-particle distance are of particular importance for elec- 
trical transport in such arrays as the tunnelling current between nanoparticles 
is exponentially sensitive to this distance. Disorder will also be present in 
the form of asymmetries in the potential landscape which the array inhabits, 
as we shall see in the following sections, mainly due to randomly positioned 
charge impurities trapped in the substrate supporting the array. In order to 
understand the conduction behaviour of nanoparticle networks it is vital to 
understand the roles that these different forms of disorder play. 
7.2.1 Non-linear transport 
The effect of disorder on conduction through a linked array of resistors was 
discussed by Roux et. al. [99]. In that work, simulations of conduction through 
two dimensional arrays of resistors were carried out. Each resistor was assigned 
a threshold voltage, below which it was an insulator and above which it con- 
ducted in accordance with Ohm's law. With threshold values set equally for 
all resistors the conduction behaviour of the array as a whole was similar to 
that of a single resistor. This behaviour comprised of; (i) a region around zero 
voltage where no current flowed; (ii) onset of conduction at a fixed threshold 
voltage which was proportional to the threshold voltage of an individual resis- 
tor and the width of the array in terms of the number of resistors; and (iii) 
linear behaviour of the conduction after the threshold voltage was exceeded. 
Importantly, when disorder was introduced by assigning threshold values 
for the individual resistors randomly from a normal distribution, the conduc- 
tion behaviour was significantly altered. The conduction behaviour of the array 
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was now split into three distinct regimes. Once again, a region of zero conduc- 
tance around zero volts was present with the onset of conduction occurring at 
a threshold voltage defined by the path of minimum resistance across the ar- 
ray. After this threshold voltage was exceeded the conductance was nonlinear 
with respect to the voltage. The current through the array in this regime was 
related to the voltage via a power law dependence, 
I« (V 
- 
v)(, (7.1) 
where Vt is the threshold voltage of the array, and the scaling parameter c was 
found to be approximately equal to 2 for large array sizes. 
The nonlinear nature of the conduction exemplified by equation 7.1 may 
be explained in terms of the many different conduction paths through the 
array. The threshold voltage for a particular conduction path through the 
array is simply the sum of the threshold voltages for the individual resistors 
constituting this path. As such, the threshold voltages for the various possible 
conduction paths through the array have a distribution similar in form to that 
of the distribution of thresholds for the individual resistors. As the voltage 
across the array is increased past its threshold value an ever-increasing portion 
of these paths become available for conduction. Conduction through the paths 
that are already open increases linearly with the potential across the array. 
The opening of new conduction paths produces the nonlinear nature of the 
conduction behaviour. Finally, when the potential across the array exceeds 
the threshold values for all the possible conduction paths through the array, 
the current in the array will once again adopt a linear relationship to the 
voltage. 
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7.2.2 Reduced voltage and power law scaling 
Following on from the study of Roux et al., work by Middleton and Wingreen 
(MW) in 1993 [100] centered on the simulation, and theoretical treatment, 
of the conduction properties of arrays of capacitively coupled metal dots. A 
unique conduction property of quantum dots, namely Coulomb blockade in- 
duced threshold conduction behaviour, make them the perfect experimental 
basis to test the nonlinear conduction predictions made by Roux et al., [99]. 
The simulated system studied by 'DIW consisted of 1 and 2 dimensional 
square arrays of metal dots between planar electrical contacts. Each dot is 
linked via tunnel barriers to neighbouring dots and the planar contacts, and 
the whole array is capacitively coupled to an underlying ground contact, see 
Figure 7.1. 
Left 
H 
Right 
contact. ýýýý contact. 
Ground 
Contact. 
Figure 7.1: Schematic representation of the capacitively coupled metal dot array 
studied by Middleton and \Vingreen [100]. The dots are capacitively coupled to their 
neighbours. and to a ground contact which underlies the entire array. Each dot is 
separated from its neighbours. and the left and right contacts, by tunnel barriers. 
The tunnelling resistance between neighbouring dots, and between the left 
and right contacts and adjacent dots, was assumed to be constant, and large 
compared to the resistance quantum (R > h/e2). The thermal energy was 
also assumed to be much lower than the charging energy of an individual dot 
(kB T« e2/C). With these assumptions in place the dots are in the Coulomb 
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blockade regime, where single electron charging will dominate the transport 
properties. 
The most striking difference between the work of Middleton and Wingreen 
and previous simulations of similar systems [101] was the inclusion of disorder 
in the system. In this case disorder was included in the form of random 
offset charges placed on each of the dots, q. The presence of these charges 
is rationalised as being caused by the presence of nearby charged impurities 
within the array or in the underlying substrate. The magnitude of the offset 
charges was set by MW to be in the range 0<q<e. 
Another key assumption in the model of MW was that of short screening 
length. The screening length describes to what degree a charge on a particular 
dot is screened from the effects of charges on other dots. It was shown that the 
screening length was dependent on the ratio C/C9, where C is the capacitance 
between adjacent dots, and between dots and the planar contacts, and Cg is 
the capacitance between dots and the ground contact. As this ratio approaches 
zero, charges on a particular dot are effectively completely screened from the 
charges on other dots as the capacitative coupling between dots is negligible 
compared to that between dots and the ground contact. 
The picture of charge transport described by MW through such an axray is 
that of an advancing front of charge. By combining the short screening length 
assumption, and the basic capacitance equation Q=CV, we see that the on-site 
potential felt by dot i is equal to, 
(Qi + qi)/C9, (7.2) 
where Qj is the charge on dot i due to conduction electrons and qj is the random 
induced charge on dot i due to the local charge disorder. Thus, to add one 
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electron to a dot (an increase in charge of e), the on-site potential must be 
increased by an amount e/C9. Figure 7.2 (a) shows a schematic representation 
of charge flowing onto a 1D array of dots with the potential across the array 
slightly less than the array's threshold potential. 
For 2D arrays we can imagine that, with an increasing potential difference 
applied to the contacts, we have an advancing front of charge moving across 
the array, Figure 7.2 (b). For a certain voltage below threshold, charges will 
penetrate further into the array at different points, dependent on the local 
charge disorder. Conduction through the array commences when the first part 
of this advancing charge front touches the far side of the array, i. e when the 
first conduction path opens up through the array. 
The simulations and theoretical treatment predicted that the size of the 
threshold voltage is proportional to the array width. In addition, by using 
arguments based on the growth of interfaces [102], Middleton and Wingreen 
predicted a current voltage relationship of, 
I 
~ 
(V/vT 
- 
1)" (7.3) 
with values of (=1 or 5/3 for 1 and 2 dimensional arrays respectively. The 
term reduced voltage is used for the quantity (V/VT-1), logarithmic plots of 
the current against the reduced voltage should produce a straight line with a 
gradient equal to (if the power law relationship of equation 7.3 holds. 
Experimental verification of the work by Middleton and Wingreen on litho- 
graphically patterned arrays of metallic islands was quick to follow [103-105]. 
Experimental values for the scaling parameter ( measured on arrays of size N 
were recorded as 1.4 <(<1.7 (2D, N= 200) [103]; (= 1.36 (1D, 50 <N< 
2000), and C=1.80 (2D, 40 <N< 400) [104]; and C=1.58 and 2.01 (2D, N 
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Figure 7.2: (a) Schematic representation of charge flowing onto a 1D array of dots. 
The voltage across the array (VL-VR) is less than the threshold voltage for the 
array. VL is high enough to overcome the random potential of the first dot and to 
move four electrons onto it (shaded boxes). The random potential of the second 
dot is higher than that of the first therefore the on-site potential is only enough to 
move three electrons onto the second dot. The potential across the array must be 
increased by e/Cg for each such up-step in the random potential. (b) Advancing 
charge front in a 2D array of metal dots (array size 160 x 160), the lines are contours 
of constant charge occupation (contour spacing is 5 charges). The lines represent the 
extent to which charge flows onto the array for different voltages below threshold. 
Transport across the array commences when the first charge reaches the right hand 
contact [100]. 
166 
CHAPTER 7. Electrical transport in cellular nanoparticle networks 
= 40) [105]. 
These values are in rough agreement with those produced by the theo- 
retical treatment of Middleton and Wingreen. There are, however, some no- 
ticeable differences. These deviations from the predictions of Middleton and 
Wingreen's theories were attributed to either finite size effects or the presence 
of forms of disorder other than that due to random charges. 
7.2.3 The role of disorder 
With the advent of simple synthesis methods for large quantities of stable 
ligand-passivated nanoparticles, [6], attention moved away from charge trans- 
port studies using lithographically patterned arrays of metal dots towards 
arrays of close packed colloidal nanoparticles. The greatly reduced size of 
nanoparticles, as compared to lithographically patterned structures, allowed 
the Coulomb blockade regime to be studied at more easily obtainable exper- 
imental temperatures, IOK-100K as opposed to a few mK. The extreme ver- 
satility of nanoparticle synthesis methods also allowed a more precise control 
of particle size, inter-particle distance and thus inter-particle electrical resis- 
tance. This combination of easily obtained experimental conditions, and wide 
ranging control over the system parameters, fuelled a vast quantity of research 
into electrical conduction through nanoparticle arrays. 
Many studies initially considered extremely small 2D arrays (<100nm array 
size) [106,107], or large 3D arrays with no accurate measurement of the level 
of disorder present [108J. The first work to deal separately with the different 
aspects of local disorder in 2D nanoparticle arrays in a systematic manner 
was that of Parthasarathy et. al. [109]. Using methods developed by Lin 
et. al. [49], 2D arrays of nanoparticles with long range structural order were 
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formed. By comparison of the conduction through arrays with varying degrees 
of structural order, the separate effects of three main types of disorder could be 
observed (see Figure 7.3). These three distinct types of disorder which may be 
present in two dimensional nanoparticle arrays are cited by Parthasarathy et. 
al. [109] as random charge disorder local structural disorder, and long-range 
topological disorder, see Figure 7.3. 
1) Random charge disorder: 
This is similar to the disorder introduced by Middleton and Wingreen into 
their simulations [100]. Randomly positioned trapped charges in the substrate 
induce a charge in nearby nanoparticle altering their charging energies. 
2) Local structural disorder: 
This means variations in the distances between individual nanoparticles in 
a close packed array and thus variations in the inter particle resistance values. 
This type of disorder is caused by packing irregularities within the array, and 
variations in nanoparticle size. 
3) Long-range topological disorder: 
This takes the form of voids in the nanoparticle array, or areas consisting of 
multiple nanoparticle layers. As will be discussed later, the effect this disorder 
has will be strongly dependent on the correlation of the structural features 
which cause it. 
By using nanoparticle solutions with known size dispersions (mono- 
dispersed within 5%), Parthasarathy et. al. were able to effectively remove 
the effects of local structural disorder. Conduction behaviour was measured 
for arrays of width 200nm <D< 700nm. Some arrays had long-range struc- 
tural order, while others contained large voided areas or areas of double layered 
array. 
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Figure 7.3: The three types of disorder present in nanoparticle arrays, (a) ran- 
dom charge disorder. (b) local structural disorder, and (c) long-range topological 
disorder. 
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The structurally ordered arrays showed uniform scaling behaviour from 
sample to sample. with a constant value of the scaling parameter (=2.25. 
The structurally ordered arrays also displayed a linear dependence between 
the threshold voltage and the width of the array, as predicted by M1W [100]. 
For the structurally disordered arrays, however, a much wider range of scaling 
parameters was obtained. Importantly, it was no longer possible to fit the data 
to the power law dependence outlined in equation 7.4 by using a single value 
of the exponent (. see Figure 7.4. 
I 
o. 
0.0 
Figure 7.4: Schematic representations of conduction scaling behaviour in nanopar- 
ticle arrays (a) with. and (b) without. long range topological order. 
These deviations from simple power law scaling behaviour are explained in 
terms of the presence of bottlenecks for charge transport in the array caused 
by the topological disorder. Voided areas within a nanoparticle network pro- 
duced what were essentially an array containing locally 2D patches, linked via 
1D bottlenecks. The scaling parameter ( was seen to adopt a "transiently" 
larger value for the structurally disordered arrays, see Figure 7.4. The tran- 
sient increase in the value of ( occurs because of the narrower distribution of 
threshold values for the one-dimensional bottlenecks in the array. 
Once the threshold voltages of each of the bottlenecks has been surpassed 
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the array becomes essentially an amalgam of 2D arrays. The scaling behaviour 
then returns to that expected of an ordered 2D array and, indeed, this behav- 
iour was observed as the scaling parameter decreased at higher voltages [109]. 
Even though the values of ( were constant for the arrays possessing long 
range topological order, they were however significantly higher than the (' 
= 5/3 value predicted by theory for 2D arrays [100]. This difference was 
attributed to the short range structural disorder present within the arrays. 
Specifically the MW model only includes disorder in the form of random 
charges induced on nanoparticles. The tunnelling resistance between the par- 
ticles maintains a constant value. However, in reality, the tunnelling resis- 
tance will have an exponential dependence on the particle separation. Thus, 
even small variations in the particle dimensions and packing will induce non- 
negligible amounts of disorder. 
Along with the inter-particle resistance, a nanoparticle's charging energy 
is also dependent upon its dimensions (see Chapter 2). Therefore, variations 
in nanoparticle size will also bring about disorder in the form of a distribution 
of charging energies. It was these sources of short range structural disorder 
that Parthasarathy et. al. put forward as the explanation for the higher-than- 
expected values of the scaling parameter in arrays with long range structural 
disorder. The level of disorder has vital implications for the conduction prop- 
erties of nanoparticle arrays. Both the global structural disorder and the local 
structural disorder will effect the way current paths meander through the array, 
affecting the scaling behaviour of the conduction [109J. 
In the following work we study the effect that long range topological disor- 
der in spin cast nanoparticle films has on conduction. Spin cast nanoparticle 
films form a subset of array morphologies, the conduction properties of which 
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have not previously been studied. Although the effects of long range structural 
disorder have previously been observed, this disorder has always been present 
in an uncorrelated form [100,109]. The well defined correlation lengths ob- 
tained in spin cast nanoparticle networks allow us to probe the affects that 
correlated structural disorder has on conduction through nanoparticle arrays. 
7.3 Experimental details 
Colloidal gold nanoparticles in toluene solutions were synthesised using the 
method outlined by Brust et. al. [6]. Nanoparticles were 
-2nm in diame- 
ter, with a 
-15% size distribution as measured by small angle X-ray scatter- 
ing (SAXS). Two separate solutions were synthesised, each with a particular 
length of passivating thiol molecule, namely, pentanethiol (C5) and octanethiol 
(C8). The substrates used in these experiments were silicon, coated with a 
200nm layer of thermally grown silicon dioxide. The presence of the thick 
oxide layer prevented contamination of the conduction data by parasitic con- 
ductance through the underlying silicon layer. 
Nanoparticle networks were formed on these substrates by the spin casting 
of quantities of the desired nanoparticle solutions. The coverage and morphol- 
ogy of the networks obtained in this fashion were controlled by the variation of 
the nanoparticle concentration in solution prior to spin coating (see Chapter 
4). In order to study the conduction through these networks, electrical con- 
tacts need to be deposited onto the arrays. The standard fabrication routes for 
electrical contacts with micron spacing and below are lithographic processes. 
Lithographic processes, however, entail the deposition of a layer of material 
known as a resist onto the surface. This resist layer is then patterned by either 
selective exposure to UV light, or by an electron beam. The resist is then 
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exposed to a solvent which removes the resist layer from the substrate in the 
patterned areas. Metal contacts are then deposited onto the exposed regions 
of substrate, and the remaining resist removed to leave the desired metallic 
structures on the surface. 
This technique creates a range of difficulties when attempting to contact 
nanoparticle networks. Nanoparticle networks cannot be deposited prior to 
a lithography process. The various stages of the lithographic process, most 
notably the solvent immersion steps for the removal of resist layers, cause 
irreversible damage to nanoparticle networks. However, if the lithography 
process is performed prior to the spin casting of the nanoparticle networks the 
presence of the metallic contacts on the surface during the spin coating process 
greatly perturbs network formation. 
In order to solve these problems a novel shadow mask technique was derived 
for the evaporation of gold contacts directly on top of nanoparticle networks. 
A mask was produced which consisted of an array of 200µm wide slits. At right 
angles to these slits, lengths of 5µm and 10µm tungsten wire were attached to 
the surface of the mask. The sample to be contacted is then laid face down 
on this mask, and gold evaporated through the mask onto the surface. This 
technique produces pairs of planar gold contacts 200µm wide and with contact 
separations of either 5µm or 10µm. 
The complete lack of any surface preparation steps prior to contact de- 
position means that virtually no damage to the nanoparticle networks occurs. 
Also, as the gold is deposited after the spin coating of the network, and directly 
on top of the network, excellent electrical contact is obtained whilst exerting 
no influence on the network morphology. 
Contact separations smaller than 51Lm were obtained via a two stage con- 
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tact evaporation. Two evaporation steps were carried out with the mask held at 
different angles to the evaporation source, see Figure 7.5. A three-dimensional 
representation of a typical set of contacts produced in this fashion is also shown 
in Figure 7.5. Following contact deposition samples were mounted on standard 
To5 headers. and the deposited gold contacts bonded to the pins of these head- 
ers. Each sample consisted of a number of different electrode gaps, each with 
different dimensions. Prior to taking electrical measurements the nanoparticle 
network within each electrode gap was imaged extensively using AFM. 
1" deposition: 
Substrate 
Gold contacts 
Tungsten 
wire 
2" deposition: 
Tungsten 
wire 
µm 
Figure 7.5: Contacts are deposited directly onto substrates via a shadow masking 
technique. By employing two deposition steps, performed at different angles relative 
to the evaporation source. contact separations smaller than the minimum diameter 
of tungsten wire may be obtained. Also shown is a three-dimensional representation 
of a typical set of contacts obtained by this process. 
Samples were then placed in a liquid helium flow cryostat and electrical 
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transport measurements across the various electrode gaps was carried out 
at temperatures between 4.5K-80. OK. DC I(V) curves were obtained between 
±20V, with a current resolution of - ±100 femto amps. 
7.4 4.5K measurements 
7.4.1 Uncorrelated disorder 
Before beginning to study the conduction behaviour of the more topologi- 
cally complex cellular nanoparticle networks, a sample was prepared which was 
made as close to a complete monolayer of nanoparticles as possible. Figure 7.6 
shows a three-dimensional representation of an AFM image of a section of this 
network. The beginnings of the gold contacts are just visible at the edges of 
this image as the areas of increased roughness. 
From Figure 7.6 we can see that this network consists of large areas of 
well-packed nanoparticle monolayer, interspersed with a number of randomly 
positioned voids. The random nature of the positioning of these voids gives 
the structural disorder present in this array an uncorrelated nature. On this 
sample two sets of contacts were found which displayed measurable conduction 
properties, with 1.0µm and 4.0µm electrode spacings. The current plotted 
against the reduced voltage (I vs (V-VT)/VT) for the I. Ofcm electrode gap is 
displayed in Figure 7.7 (a). 
Determination of the value of the threshold voltage (VT) for each electrode 
gap was performed using a method outlined by Ancona et. al. [110]. The 
current, I, multiplied by dV/dI is plotted against the voltage, V. A linear fit is 
made to the data in a voltage range well past the threshold voltage, this line 
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Figure 7.6: Three-diniensional representation of an AFM image of a well ordered 
C5 passivated nanoparticle network between gold contacts. 
is then extrapolated back to zero current. and the value of the intercept with 
the x-axis taken as the threshold voltage value, see Figure 7.7 (b). 
A value of (=2.37+0.05 was obtained for the 1.0µm electrode gap. This 
value was obtained for reduced voltage values, VT > 2. At lower values of the 
reduced voltage (0.6 < VT < 1.6) ( adopts a value of 2.56±0.09. This small 
deviation from a power law dependence with a single value of ( is a reflection 
of the small, but however still visible, level of structural disorder present in 
the nanoparticle network, see Figure 7.6. 
Parthasarathy et. al. [109], observed constant values of (=2.25±0.1 for 
arrays with almost perfect structural order. This single value for ( is ex- 
pected in the M\V theory of charge transport through a structurally ordered 
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Figure 7.7: Results of DC electrical transport measurements for the well ordered 
C5 passivated nanoparticle network. (a) Current against reduced voltage plotted for 
the 1.0µm electrode gap. linear fit is for v>2. The insert to a) shows the standard 
I(V) curves for both the 1.0pin and 4.0µm electrode gaps. (b) I*dV/dl against 
voltage showing the method of measuring the threshold voltage, the intercept with 
the x-axis for the fitted line is taken as the threshold voltage. 
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two-dimensional array. However, with the inclusion of a number of randomly 
positioned voids into the array, Parthasarathy et. al. observed ( adopting a 
transiently higher value in the reduced voltage range 0.6 < VT < 2. At higher 
voltages the value of ( returned to 2.25. 
The results displayed here are in excellent agrement with those of Parthasarathy 
et. al. (despite a number of strong differences between the sample, as discussed 
below). The value of ( for VT >2 agrees with that calculated in [109] to within 
the respective experimental errors. A cursory observation of the network dis- 
played in Figure 7.6 and the disordered networks studied in [109] show striking 
similarities in the level and distribution of voided areas. 
This deviation from single exponent power law behaviour was explained 
in terms of neighbouring voids in the network creating bottlenecks to charge 
transport [109]. The basis of the conductivity exponent ( in the MW theory 
concerns the meandering of current paths throughout the array [100]. Even 
in completely regular two-dimensional nanoparticle arrays current paths will 
meander due to the random potential landscape that the array inhabits. 
The current paths display transverse fluctuations over a distance ý1 (the 
transverse correlation length) x VT-', due to disorder. The total current 
through an array will be proportional to the number of separate conduction 
paths through the array. The number of separate conduction paths can be 
estimated from the transverse correlation length as W/ý±, where W is the 
width of the array. 
From these two statements a relation between the current through the 
array and VT can be obtained such that I oc WVT'n+l, where C= 77 + 1. The 
precise value of the transverse correlation length exponent, 77, can be obtained 
in several ways, MW theory uses a value based on the Kardar-Parisi-Zhang 
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(KPZ) model for interface growth [102]. This produces a value of = 5/3 for 
two-dimensional arrays. 
The bottlenecks to charge transport created by voids in the array locally cut 
off transverse fluctuations in the conduction paths. In an extreme case of large 
levels of structural disorder, conduction may be limited to a few, essentially 
one-dimensional, conduction paths. The presence of these bottlenecks changes 
the nature of the array from purely two-dimensional to an amalgam of two- 
dimensional patches linked by one-dimensional bottlenecks. 
The "transient" values of C correspond to the voltage range where the 
thresholds for these one-dimensional bottlenecks are being surpassed. After 
these one-dimensional channels have all been opened, conduction behaviour 
reverts to that of a two-dimensional system, as observed in [109] with ( for the 
disordered arrays at high voltages returning to the value obtained for ordered 
arrays. 
The value of ( obtained for the network displayed in Figure 7.6 is slightly 
higher than that obtained by Parthasarathy et. al.. This may be a reflec- 
tion of certain differences between the experiments. Firstly, a much narrower 
nanoparticle size dispersion was present in [109] as compared to this work, 
5% as compared to 15%. Secondly, the lithographically defined contacts used 
in [109] have far smoother and more well defined edges than the shadow mask 
fabricated contacts employed here. 
Another key difference between this work and that described in Ref [109] 
is the width of the contact arrangements. These are two orders of magnitude 
greater in our study, 200pm compared to 2µm in [109]. However, previous 
studies have shown that there is a rapid saturation of S with respect to the 
array width [111]. This saturation arises because conduction paths which are 
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significantly longer than the inter-electrode separation provide a negligible con- 
tribution to the overall current. Therefore the much wider contacts employed 
in this study are not expected to induced significant differences between the 
results and those of [109]. 
The agreement seen between results for the array shown in Figure 7.6 and 
morphologically similar arrays in [109] shows that the shadow masking contact 
fabrication, the wider nanoparticle size distribution, and the greater contact 
widths, do not adversely affect the scaling properties of the network conduction 
in a major way. 
7.4.2 Correlated disorder 
Now we shall move on to study conduction through more topologically complex 
network structures. The network displayed in Figure 7.8 is a typical example of 
a network possessing what we term as correlated structural disorder. In cellular 
nanoparticle structures such as this, the length and width of the individual 
network branches have a strong correlation. This is a direct consequence of 
the evaporative de-wetting process by which they are formed. The overall 
structure of the network also shows correlation in the form of the larger scale 
network. 
This correlated nature of the disorder has a radical influence on the scaling 
of conduction properties in these network structures. Due to extreme difficul- 
ties in obtaining contact-network arrangements which displayed measurable 
conduction behaviour, the results at present are limited to two samples. One 
sample consisted of a C8 passivated nanoparticle network (an example of this 
network is displayed in Figure 7.8) which contained three viable sets of con- 
tacts with electrode separations of 0.51im, 1.0µm, and 3.6µm. The second 
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Figure 7.6: Typical tapping mode AFM image of one of the topologically complex 
nanoparticle networks used for the electrical transport measurements. The image 
size is 8µm x 8µm. Networks existing over two distinct length scales can be clearly 
seen. The inset shows an enlargement of the smaller scale network. 
sample consisted of a C5 passivated network with one set of contacts with an 
electrode gap of 0.5µm. 
Threshold voltages for the networks between these various contact arrange- 
ments were once again obtained via the method outlined by Ancona et. al. 
[110]. Figure 7.9 shows plots of the current against the reduced voltage for the 
three electrode gaps on the C8 passivated sample. 
The most obvious difference between the conduction properties of these 
more complex network structures is the greatly increased values of ( that are 
obtained. Values of ( greater than four are obtained in certain voltage ranges 
for all of the electrode gaps on the C8 sample, Figure 7.9. The form of the 
I(VT) curves also displays conduction behaviour that has been driven even 
further from a single power law dependence than for the network displayed in 
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Figure 7.6. 
An elongated "transient" regime exists at low voltages (0.0 < VT < 0.5) 
followed by a well defined scaling region with values of (>4 (0.5 < VT < 
2.0). For the 0.51im and 1.0µm electrode gaps this scaling region then falls 
off towards lower values of ( for VT > 2. Values of ( obtained in previous 
experimental studies range from 1.4 <(<2.0 for lithographically patterned 
array of metal dots [103-105], 1.6 <(<2.1 for poly-disperse, two-dimensional 
nanoparticle arrays [112]. and (=2.25 in size mono-disperse, structurally or- 
dered nanoparticle arrays [109]. Values of ( approaching 4 have been observed 
in single laver nanoparticle films with a coverage of 0.55X1L [113]. However, as 
this coverage value was measured by X-ray photoernission spectroscopy detail 
concerning the correlation of the level of structural disorder was not available. 
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The significantly greater values of ( which we observe are directly linked to 
the correlated nature of the structural disorder present in the cellular nanopar- 
ticle networks. The value of (= 5/3 calculated by MW theory for structurally 
ordered two-dimensional arrays relies on the ability of conduction paths to 
meander throughout the array in response to the random offset-charge disor- 
der, producing a set of individual conduction paths across the array that has 
a certain distribution of threshold voltages. 
The removal of nanoparticles from a structurally ordered array curtails this 
meandering of conduction paths. If random nanoparticles are removed, equiva- 
lent to uncorrelated structural disorder, this locally curtails the meandering of 
conduction paths at random points throughout the array, thus producing a nar- 
rower distribution of conduction path threshold voltages than for a structurally 
ordered array. In cellular nanoparticle networks, however, the morphology of 
the networks means that current paths are constrained within the branches of 
the network. The correlated nature of branch size and width in the cellular 
networks produces a set of conduction paths across the array with a much 
narrower distribution of threshold voltages than in an array with uncorrelated 
structural disorder. This narrower distribution of path threshold voltages in 
turn produces a much higher value of the conduction scaling exponent (. 
7.5 Temperature dependence 
The MW theory of transport through arrays of capacitively linked metal dots 
centered on the extreme of low temperature T=0 [100]. Initial studies of 
the temperature dependence of conductivity through nanoparticle arrays dis- 
played a linear reduction of the array threshold voltage with increasing tem- 
perature [114]. This linear dependence of the threshold voltage with increasing 
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temperature was explained in terms of a reduction in the threshold for conduc- 
tion through a single nanoparticle by an amount equal to the excess thermal 
energy kb T/e. Thus the threshold for conduction across the entire array would 
be reduced by an amount Nk6 T/e, where N is the width of the array in units 
of nanoparticles. Thus the threshold at a temperature T would be given by, 
Vh(T) = Vth(O) 
- 
NkBT/e, (7.4) 
and therefore, 
dVth 
= 
_NkB/e. (7.5) dT 
This relationship was upheld for the single array (N=40) studied by 
Bezryadin et. at. However, a later study by Parthasarathy et. al. [115] saw 
distinct deviations from this relationship for multiple two-dimensional samples 
with array widths ranging from 27 to 170 nanoparticles. 
These results were explained by Parthasarathy et. al. [115 and later in 
more detail by Elteto et. al. [117] by once again returning to the seminal theory 
of MW [100]. In the limit of short screening length the threshold voltage for 
an array is defined by the path through the array with the minimum number 
of up-steps in the random offset-charge disorder. Each up-step contributes a 
value e/C9, where C9 is the nanoparticle-gate capacitance, or, in the limit of 
short screening length, the nanoparticle self capacitance. 
Importantly, due to the stochastic nature of the charge transport this con- 
tribution to the threshold voltage is insensitive to the size of the up-step. Any 
up-step no matter how small causes an increase in the threshold voltage of 
e/Cg. Thus, small reductions in the size of up-steps due to increased temper- 
184 
CHAPTER 7. Electrical transport in cellular nanoparticle networks 
ature will have no effect on the size of the threshold voltage. 
Reduction in the threshold voltage with increasing temperature comes with 
the complete removal of up-steps from the lowest resistance path across the 
array. Using a theory calculating the removal of up-steps based on the broad- 
ening of the individual nanoparticle energy bands with increasing temperature, 
Parthasarathy [115] successfully predicted dVth/dT for numerous experimen- 
tally studied arrays. Another important result of [115] was that, by a simple 
linear translation along the voltage axis, the I(V) curves for an array taken at 
different temperatures could be made to overlay onto a single master curve. 
This demonstrated that the non-linear form of the conduction remains unaf- 
fected by the linear reduction in threshold caused by increasing temperature. 
Further work by Elteto et. al. [116] used electron beam patterning to fab- 
ricate quasi one-dimensional nanoparticle arrays. A structurally ordered array 
of thiol passivated gold nanoparticles was selectively exposed to an electron 
beam. This exposure causes cross linking of the passivating thiol molecules. 
The cross linked areas of the array now became insoluble in heated toluene, 
which could be used to remove the unexposed regions of the array. 
Using this method arrays approximately 30nm ('4 nanoparticles) wide 
and 
-500nm in length were produced and their conduction properties studied. 
Even at array widths of 4 particles, significant non-linearity was observed in 
the conduction behaviour, with scaling exponent values of (=1.95 obtained, 
thus demonstrating that significant meandering and branching of conduction 
pathways is still possible even at this reduced array width. Another important 
result of this work was that, although the threshold voltage still displayed a 
linear dependence on temperature, the collapse of I(V) curves for an array at 
different temperatures on to a single master curve was no longer possible. The 
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small array widths mean that there are only a limited number of conduction 
paths through the array. 
The thresholds for these paths will be strongly dependent on the config- 
uration of the offset-charge disorder. With increasing temperature the con- 
figuration of the offset-charge disorder changes due to the thermally induced 
repositioning of trapped charges in the substrate. For two-dimensional arrays 
of similar electrode separation the sheer number of possible conduction paths 
removes any sensitivity of the overall conduction behaviour to rearrangement 
of the offset-charge configuration, allowing the collapse of I(V) curves at dif- 
ferent temperatures onto a master curve. In the quasi one-dimensional arrays, 
however, the changes in the configuration of the offset-charge disorder shift the 
threshold values for the various conduction paths through the array, increas- 
ing some and decreasing others. As there are so few possible conduction paths 
these shifts in the path thresholds induce a strongly temperature dependent 
functional form of the I(V) curves. This makes the collapse of the I(V) data 
taken at different temperatures onto a single master curve impossible. 
In Figure 7.10 (a) the I(V) curves at temperatures between 4.5K and 80K 
for the 0.5µm electrode gap on the topologically complex C8 passivated sample 
are shown. Figure 7.10 (b) shows an attempt to collapse these curves onto a 
single master curve by a translation in the voltage axis. From Figure 7.10 (b) 
we can clearly see that a collapse of the I(V) data for different temperatures on 
to a single master curve is not possible for the topologically complex networks. 
The form of the non-linear 1(V) curve changes with increasing temperature. 
This is not particularly surprising given the nature of these cellular net- 
works. The networks consist mainly of branches which are roughly 20nm-30nm 
in width. Even with the smaller nanoparticle diameter used here in compar- 
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Figure 7.10: 1(i-) data taken at temperatures between 4.5K and 80K for the 0.5µm 
electrode gap on the topologically complex C8 sample. (a) Shows the unaltered I(V) 
curves for the different temperatures. (b) Shows an attempt to collapse the I(V) 
data onto a single master curve by a translation in the voltage axis. 
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ison to [116] (-2nm as compared to -5.5nm), we still have branches which 
are between 7 and 10 nanoparticles in width. This is close to the width of 
the quasi one-dimensional arrays studied in [116]. As such, thermally induced 
variations in the quenched charge disorder will noticeably alter the form of the 
non-linear conduction. 
In Figure 7.11 we plot the variation of the threshold voltage with tem- 
perature for the 0.501tm electrode gap on the topologically complex Cg sam- 
ple. From this plot distinct deviations from a purely linear dependence of the 
threshold voltage on temperature can clearly be seen. This is in sharp contrast 
to strongly linear relationships between the threshold voltage and temperature 
that have been observed in previous studies [110,115-117]. 
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Figure 7.11: Plot displaying the variation of threshold voltage, Vth, with tempera- 
ture for the 0.50µm electrode gap on the topologically complex C8 sample. 
The theoretical basis for a linear dependence of the threshold voltage on 
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temperature outlined in [115,117] relies on the assumption of an uncorrelated 
(i. e. purely random) distribution of bonds throughout the array. Thus, the 
conduction may be modelled in terms of percolation through an ordered lat- 
tice with broken bonds. The topologically complex cellular nanoparticle net- 
works studied here invalidate this basic assumption. They possess a strongly 
correlated bond distribution due to their complex morphology. As with the 
increased values of the conduction scaling exponent discussed earlier, this cor- 
relation in the width and length of the individual branches of the network 
greatly reduces the number of possible conduction paths across the array as 
compared to a structurally ordered two-dimensional array of the same size. As 
such, the overall conduction through this greatly reduced number of possible 
pathways shows a far greater sensitivity to temperature variations, producing 
the non-linear dependence of the threshold voltage on temperature seen in 
Figure 7.11. 
7.6 EFM of nanoparticle networks 
Having used DC conductivity measurements to probe conduction through 
nanoparticle arrays over a range of temperatures, an effort was now made 
to use electrostatic force microscopy (EFM) to directly image the motion of 
charge through nanoparticle networks. 
Samples with similar contact arrangements as those studied above were 
fabricated, although electrode spacings of 10µm were used. EFM was per- 
formed on these samples with chromium-coated AFM probes using an Asylum 
MFP-3D AFM. A standard two pass scanning process was adopted. Topogra- 
phy data were collected on the first pass of the tip. The tip was then raised 
50nm from the surface and the same line scanned again. The topographic data 
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collected in the first scan were used to maintain the tip at a fixed distance from 
the surface during the second scan. 
Any electric field gradients felt by the tip due to electric charges on the sur- 
face will affect the image contrast during the second scan. The data collected 
by the tip during the second scan can thus be used to build up an image of the 
charge distribution on the surface. In these experiments changes in the phase 
of the oscillating tip were found to be the most sensitive method of measuring 
surface charge distributions. 
Figure 7.12 shows the results for a C8 passivated network where (a) shows 
a standard tapping mode image of the AFM topology, while (b) and (c) show 
the phase data for the EFM scan for 0V, and 10V, network bias respectively. 
The planar contacts are to the left and right of the network shown. To apply 
the bias the right contact is held at the desired voltage, while the left contact 
is connected to ground. 
This particular section of the network was chosen because of the presence of 
a scratch, probably due to tweezer damage, through the center of the network. 
This scratch is clearly visible in the topographic data of Figure 7.12 (a). It 
was hoped that this sharply defined topographic feature would highlight any 
charge distribution on the surface due to the bias applied to the network. 
As a comparison, Figure 7.12 part (b) shows the EFM scan phase data 
at OV network bias. The scan is almost completely flat (the scratch in the 
network is just visible) showing that topology has a minor influence on the 
EFM scan. Figure 7.12 part (c) shows the phase data for the EFM scan when 
the network is biased at 10V. 
The value of the phase changes gradually from left to right across the 
network as is to be expected considering the positioning of the planar electrodes 
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Figure 7 
. 
12. The results of EFM experiments on nanoparticle networks. (a) Stan- 
dard tapping mode image of the network topology, the image size is 5.0µm x 5.0µm, 
the contacts are out of image to the left. and right. (b) Phase data for the EFM 
scan with the network held at a bias of 0V. (c) Phase data for the EFM scan with 
the network held at a bias of 10V. (d) Flattened phase data at 10V network bias. 
to the left and right of the images shown. In an attempt to discern more 
detail in the EF\I scans, this gradient was removed using the flattening facility 
provided with the \IFP-3D software. The resulting image is shown in Figure 
7.12 (d). 
If we compare the flattened EFNI phase image from Figure 7.12 (d) to the 
topography data from Figure 7.12 (a) we can see that some of the small scale 
detail of the network is visible in the EFTNI scans. Areas of topographically 
more densely packed network appear brighter in the EFM image, while cor- 
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Figure 7.13: Enlargement of a 1. Uµin2 area of the network shown iii Fi iirc 7.12. 
(a) shows the topographic data while (b) shows the flattened EFNI phase data. 
respondingly less dense regions appear darker. The edges of the scratch in 
the network are particularly bright in the EFM image, due to the excellent 
connectivity in the densely packed line of nanoparticles at the edges of the 
scratch. Figure 7.13 (a) and (b) show an enlargement of a 1. Oltm2 area of the 
network in both topology and flattened EFX1 phase data. The details of the 
network showing through into the EFM image are clear 
Unfortunately this was all of the detail it was possible to collect with the 
use of EFM. As the current studies were carried out at room temperature the 
networks are far frone the Coulomb blockade regime. As such we could not 
expect to observe a charge front advancing across the array as the network bias 
is increased. As it is these results simply show the more well connected regions 
of the network are charged to a greater extent when a bias is applied across the 
network. Future work in this area will focus on the use of EFN1/SCNI (scanning 
capacitance microscopy) at cryogenic temperatures. In such experiments it 
should be possible to observe a charge front moving across a biased nanoparticle 
network. 
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7.7 Conclusions 
The conduction properties of topologically complex nanoparticle networks have 
been studied over temperatures in the range 4.5K to 80K. A novel two-stage 
shadow-mask technique was used to deposit electrical contacts on top of spin- 
cast nanoparticle networks. This method afforded excellent electrical contact 
to the network, whilst keeping damage and perturbation of the network mor- 
phology to a minimum. 
Nanoparticle networks display Coulomb blockade conduction behaviour, re- 
quiring a threshold voltage to be exceeded before the onset of conduction. At 
voltages above threshold conduction is non-linear in fashion. The non-linear 
conduction can be described by the conduction scaling exponent ( [100]. The 
value of the conduction scaling exponent is shown to have a strong depen- 
dence not only on the level, but also the correlation, of a network's structural 
disorder. Nanoparticle networks possessing uncorrelated structural disorder 
reproduce both the scaling exponents and the deviations from a single power 
law behaviour that have been observed previously in nanoparticle arrays with 
similar morphologies [109. 
Networks with highly correlated structural disorder produce values for the 
scaling exponent which are greatly in excess of the majority of previously 
reported experimental data. The highly correlated nature of the structural 
disorder in the spin cast nanoparticle networks confines the possible conduc- 
tion paths through the networks to a much narrower distribution of threshold 
voltages than for a structurally ordered array. The narrower distribution of 
threshold voltages thus creates greatly increased values for the conduction 
scaling exponent. 
With increasing temperature the threshold for conduction through the ar- 
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rays decreases in accordance with the majority of previously reported exper- 
imental data. However, whereas in the majority of previous studies this de- 
crease has been linear in nature [110,115-117], a nonlinear dependence is ob- 
served here. Also in contrast to previous studies [115], the functional form of 
network I(V) curves for voltages above threshold shows a marked temperature 
dependence. This precludes the collapsing of I(V) curves taken at different 
temperatures onto a single master curve by a simple translation in the voltage 
axis. 
Both these effects are once again linked to the highly correlated nature of 
the structural disorder in cellular nanoparticle networks. The width and length 
of the branches in the networks are strongly correlated, this correlation narrows 
the distribution of possible path lengths across the array. The meandering 
of conduction pathways in response to the quenched charge disorder is also 
reduced by the pathways being constrained within the branches of the network. 
The greatly reduced number of possible conduction pathways across the 
network is extremely sensitive to thermally induced local rearrangement of 
the quenched charge disorder. This produces the dependence on temperature 
in the form of the nonlinear conduction and the nonlinear dependence of the 
threshold voltage on temperature change. 
Finally EFM was used to image the distribution of charge in cellular net- 
works biased at voltages between OV and 10V. The structural details of the 
network were clearly visible in the EFM images. The connectivity of the net- 
work in different areas controlled the level of charge forced into that area at 
different bias values. 
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Chapter 8 
Summary and suggestions for 
furt her work 
8.1 Summary of findings 
The primary focus of this thesis has been a study of the formation, proper- 
ties, and manipulation of far-from-equilibrium nanoparticle assemblies. Simple 
and highly controllable synthesis methods for colloidal clusters [6], combined 
with their high stability and unique electronic properties have made metallic 
nanoparticles a major area of modern scientific research. The central aim of 
much of this research has been the controlled deposition of such nanoparticles 
into ordered surface structures, the first step towards their use in functional 
materials and electronic devices. 
Throughout the work described in this thesis, a far-from-equilibrium fab- 
rication route for nanoparticle assemblies has been used. This method in- 
volves the spin-casting of nanoparticle solution onto semiconductor substrates. 
Previous studies have shown that such spin casting techniques can produce 
a wide array of different nanoparticle network morphologies [111, and, im- 
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portantly, many of these nanoparticle assemblies possess well-defined corre- 
lation lengths. Such far-from-equilibrium techniques have many advantages 
over other nanoparticle deposition techniques, not least being their simplicity. 
In order to use such techniques for the controlled deposition of nanoparticle 
structures the physical mechanism underlying the pattern formation must be 
studied and understood. 
In Chapter 4 some of the many factors which affect the morphology of spin 
cast nanoparticle networks were studied. These included nanoparticle con- 
centration, the solvent used in nanoparticle solutions, and the nature of the 
substrate. Some of the possible mechanisms responsible for pattern formation 
during the spin coating process were discussed, namely dewetting via liquid 
flow, evaporative dewetting, and the Marangoni effect. Using arguments based 
on the experimental evidence, the majority of structures which are observed are 
linked to an evaporative dewetting process such as that discussed by Rabani 
et. al. [52]. Of particular interest were the formation of cellular nanoparti- 
cle networks possessing two distinct correlation lengths. Such networks were 
attributed to two separate regimes of an evaporative dewetting process, one 
initiated by surface contamination, the other due to the forced evaporation of 
solvent during the final stages of the spin coating process. Certain structures 
were also observed which displayed strong evidence supporting the Marangoni 
effect as a possible formation mechanism. 
Chapters 5 and 6 focus on the manipulation and control of far-from- 
equilibrium nanoparticle networks. Chapter 5 describes the use of an AFM 
lithography technique to selectively oxidise areas of a hydrogen passivated 
silicon surface, where lithographic resolution down to r50nm was obtained. 
The morphology of nanoparticle networks spin cast on top of solid oxide pat- 
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terns was shown to display notable differences to the morphology observed on 
the rest of the surface. These differences were attributed to the differences 
in the RMS roughness and the thermal conductivity between the Si and Si02 
surfaces. Both these factors act to slow the evaporation of solvent on the litho- 
graphically patterned oxide areas. This hypothesis was upheld by Monte Carlo 
simulations carried out by C. P. Martin at the University of Nottingham [82] 
which accurately reproduced the experimental data. Preferential dewetting of 
nanoparticle solutions at the edges of oxide patterns was linked to the sharp- 
ness of the oxide pattern boundary. This preferential dewetting effect was used 
to guide the formation of nanoparticle assemblies. Line patterns of oxide were 
used to initiate dewetting of the nanoparticle solution in desired positions on 
the surface, forcing the networks to adopt predefined correlation lengths and 
symmetries. 
The coerced coarsening of far-from-equilibrium nanoparticle networks was 
studied in Chapter 6. Repetitive scanning of a nanoparticle network by an 
AFM probe was used to mechanically drive the network towards equilibrium. 
This novel coarsening mechanism displayed many of the hallmarks of thermally 
driven coarsening, most notably that the nanoparticle network structure dis- 
played a high degree of self-similarity during its evolution. The coarsening 
of interconnected spinodal like structures was linked to probe induced mass 
transport along the network boundaries, while coarsening of isolated nanopar- 
ticle islands was explained in terms of probe-induced cluster diffusion and 
coalescence. 
Chapter 7 centered on the electrical properties of spin cast nanoparticle net- 
works. DC electrical transport measurements were taken over a range of tem- 
peratures between 4.5K and 80K. These measurements were used to study the 
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scaling of the conduction behaviour through far-from-equilibrium nanoparticle 
assemblies. Values of the conduction scaling exponent were obtained which 
were far in excess of both theoretically predicted values [100] and previously 
obtained experimental values [109]. These large values of the conduction scal- 
ing exponent were explained in terms of the topological complexity present 
in the spin-cast nanoparticle networks. The highly correlated nature of the 
disorder present in the cellular network structures produces a set of conduc- 
tion paths which has a much narrower distribution of threshold voltages in 
comparison to the distribution of possible paths across an ordered array. This 
produces the higher-than-expected values for the scaling exponent. The effect 
of increasing temperature on the conduction behaviour also shows noticeable 
departures from that expected for structurally ordered arrays [115]. These 
differences arise because of the quasi one-dimensional nature of the branches 
within the nanoparticle network structures. Electrostatic force microscopy 
was also employed to directly image the charging on a nanoparticle network 
at room temperature. 
8.2 Further work 
This work has begun to address the roles that different experimental parame- 
ters play during the formation of far-from-equilibrium nanoparticle assemblies. 
Further work is required to separate the effects of different formation mecha- 
nisms such as evaporative dewetting, convective dewetting, and the Marangoni 
effect. The large number of possible parameters make this an area with vast 
possibilities for experimental study. An intriguing experiment might involve 
the use of circular oxide patterns, such as those shown in Chapter 5 (Figure 
5.8), to investigate nano-fluidics. As the nanoparticle solution dewets from the 
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circular oxide line it would be expected to produce a small droplet within the 
circular pattern. By leaving a small break in the perimeter of the pattern it 
might be possible to use the Laplace pressure of the droplet to drive nanoparti- 
cle solution out of the pattern. This could lead to new ways of controlling not 
only the evaporation but also the flow of nanoparticle solutions over micron 
length scales and below. 
The mechanically-induced coarsening of nanoparticle networks discussed in 
Chapter 6 opens up an entirely novel method for the study of coarsening. The 
remaining question of why mechanical coarsening occurs in networks which are 
spin cast from certain solvents and not others needs to be answered. In addi- 
tion, experiments in which the coarsening is mechanically driven at different 
temperatures are required so that the role which thermal coarsening plays can 
be separated from purely mechanical coarsening effects. 
The study of electrical transport through topologically complex nanopar- 
ticle arrays is of particular interest. Observation of the conduction scaling 
behaviour through a wider range of network morphologies may help to bring 
about a more quantitative link between the topological nature of the assem- 
blies and their conduction characteristics. Such a study might employ the 
manipulation techniques discussed in Chapters 5 and 6 to directly control the 
morphology of nanoparticle networks. Using these techniques it may be pos- 
sible to perform a truly systematic study of the effect that array topology 
has on the conduction properties. For example the subtle mechanical coars- 
ening discussed in Chapter 6 might be used to drive a "spinodal" assembly of 
nanoparticles through several stages of a self-similar evolution. The conduction 
properties could then be measured at these stages and related to the topological 
nature of the nanoparticle array. With the use of cryogenic temperature EFM 
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studies it may also be possible to directly observe the flow of charge across 
such topologically complex arrays, allowing a deeper understanding of the way 
current paths across the array are constrained by the array's structure. These 
experiments are planned within the Nottingham Nanoscience group using a 
liquid helium temperature SCM (scanning capacitance microscope) which has 
been developed and built by Dr. C. Mellor. 
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