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Abstract
An assignment of colours to the edges of a multigraph is called an s-improper edge-colouring
if no colour appears on more than s edges incident with any given vertex. We prove that
if L :E(G) → 2N is an assignment of lists of colours to the edges of a multigraph G with
|L(e)|¿max{d(u); d(v)}=s for every edge e joining vertices u and v, and either s is even or G
is bipartite, then G has an s-improper L-edge-colouring in which no colour appears on too many
parallel edges. We prove these results using a new vertex-splitting lemma which generalizes the
vertex-splitting lemma of Hilton et al. (J. Combin. Theory Ser. B 72 (1998) 91–103). We present
applications of our results to school timetabling and conference scheduling. c© 2001 Elsevier
Science B.V. All rights reserved.
1. Introduction
In a slight departure from convention, we shall allow both our graphs and multigraphs
to have loops; thus, for us, a graph shall be a pair (V; E), where V and E are <nite
sets and E⊆V (2) ∪ V , and a multigraph shall be a triple (V; E; I), where V and E are
<nite sets and I is a mapping from E to V (2) ∪ V . Furthermore, the underlying graph
of a multigraph (V; E; I) shall be the graph (V; I(E)). Suppose that G is a multigraph.
A list-assignment to the edges of G is a map L :E(G) → 2C, where C is a set of
colours; thus, every edge e of G is assigned a subset L(e) of C. An L-edge-colouring
of G is a map  :E(G) → C such that (e)∈L(e) for every edge e∈E(G). If  is
an L-edge-colouring such that (e1) = (e2) whenever e1 and e2 are incident edges,
then  is called a proper L-edge-colouring. The least integer j such that for every
list-assignment L :E(G) → 2C satisfying |L(e)|¿j for every edge e∈E(G), G has
a proper L-edge-colouring, is called the choice index of G, and is written c′(G). In
the case when all lists are constrained to be the same, the corresponding parameter
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is ′(G), the chromatic index of G. The well-known list colouring conjecture is:
Conjecture A: For every loopless multigraph G we have c′(G) = ′(G).
For a positive integer s, an s-improper L-edge-colouring of G is an L-edge-colouring
such that for every vertex v of G and every colour c∈C, at most s edges of G incident
with v are coloured c (loops being counted twice). The least integer j such that for
every list-assignment L :E(G) → 2C with |L(e)|¿j for every edge e of G; G has
an s-improper L-edge-colouring, is the s-improper choice index of G, and is denoted
c′s(G). In the case, when all lists are constrained to be the same, the corresponding
parameter is denoted by ′s(G) and is called the s-improper chromatic index of G. The
following conjecture is equivalent to the list-colouring conjecture:
Conjecture B (Hilton [6]). For every positive integer s and every multigraph G
(G loopless if s= 1), we have c′s(G) = 
′
s(G).
Clearly, if G is loopless, we have c′(G)=c′1(G) and 
′(G)=′1(G) and an 1-improper
edge-colouring is a proper edge-colouring.
In 1995, Galvin [5] proved the list-colouring conjecture in the case when G is a
bipartite multigraph; thus, Galvin proved that if G is a bipartite multigraph, then we
have c′(G) = ′(G) = (G), where (G) is the maximum degree of G. For a shorter
proof of this, see [8]. Borodin et al. [1] recently improved Galvin’s result in the
following way. Let f :E(G)→ N be a function mapping the edge-set of G into positive
integers. We say that G is f-edge-choosable if for every list-assignment L :E(G) →
2C satisfying |L(e)|¿f(e) for every edge e∈E(G); G has a proper L-edge-colouring.
Borodin et al. [1] proved:
Proposition 1. Let G be a bipartite multigraph and set f(e) = max{d(u); d(v)} for
every edge e of G joining vertices u and v. Then G is f-edge-choosable.
Hilton et al. [7] recently generalized Galvin’s result as follows. For a multigraph G
with vertex set V and a function g :V (2)∪V → N∪{0}, we shall call a (not necessarily
proper) edge-colouring of G g-edge-bounded if for every {u; v}∈V (2) ∪ V , no colour
occurs on more than g({u; v}) edges of G joining u and v (loops being counted twice).
Suppose that G is a multigraph and s is a positive integer. For He = {u; v}∈V (2) ∪ V
set gG;s( He) = 	mG( He)=′s(G)
, where mG( He) denotes the number of edges of G joining
u to v (loops being counted twice). Hilton et al. [7] proved:
Proposition 2. Let G be a bipartite multigraph and let s be a positive integer. Then
c′s(G)=
′
s(G)=	(G)=s
. Moreover; for every list-assignment L :E(G)→ 2C satisfying
|L(e)|¿′s(G) for every e∈E(G); there exists an s-improper L-edge-colouring of G
which is gG;s-edge-bounded.
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In Section 3 of this paper we give a common generalization of Propositions 1 and
2. Suppose that G is a multigraph and s is an integer. For a function f :E(G) → N,
we shall say that G is s-improperly f-edge-choosable if for every list-assignment
L :E(G) → 2C with |L(e)|¿f(e) for every edge e∈E(G), G has an s-improper
L-edge-colouring. Clearly, G is 1-improperly f-edge-choosable if and only if G is
f-edge-choosable.
Suppose that G is a multigraph and s is a positive integer. For every He={u; v}∈V (2)∪
V set fG;s( He)= 	max{d(u); d(v)}=s
, and g′G;s( He)=’(mG( He); 	d(u)=s
; 	d(v)=s
), where
for non-negative integers m; x; y satisfying (x = 0 or y = 0⇒ m= 0) we set
’(m; x; y) =


 mmax(x;y)+  mmin(x;y) − max(x;y)min(x;y)  mmax(x;y)
+
{
1 if x -m and y -m
0 otherwise
if m = 0;
0 if m= 0:
Note that we always have gG;s( He)¿	m( He)=fG;s( He)
¿	m( He)=′s(G)
 and that the <rst
inequality is an equality when d(u) = d(v). For an edge e of G joining vertices u and
v, set fG;s(e) = fG;s({u; v}).
Theorem 3. Let G be a bipartite multigraph and let s be a positive integer. Suppose
that L :E(G) → 2C is a list-assignment satisfying |L(e)|¿fG;s(e) for every edge
e∈E(G). Then G has an s-improper L-edge-colouring which is g′G;s-edge-bounded.
In the case of even s, Hilton et al. [7] proved an analogue of Proposition 2 for
arbitrary multigraphs. Suppose that G is a multigraph and s is a positive even integer.
For every He = {u; v}∈V (2) ∪ V , set
g′′G;s( He) =
⌈
m( He)
′s(G)
⌉
+
{
0 if (m( He)− 1)=′s(G)∈ [2k − 1; 2k] for some integer k;
1 if (m( He)− 1)=′s(G)∈ (2k; 2k + 1) for some integer k:
Proposition 4. Let s be a positive even integer and let G be a multigraph. Then we
have c′s(G) = 
′
s(G) = 	(G)=s
. Moreover, for every list-assignment L :E(G) → 2C
satisfying |L(e)|¿′s(G) for every e∈E(G); G has an s-improper L-edge-colouring
which is g′′G;s-edge-bounded.
In Section 4 we give a generalization of Proposition 4 that is strictly analogous to
the generalization of Proposition 2 given in Theorem 3.
Suppose that G is a multigraph and s is a positive even integer. For every He =
{u; v}∈V (2)∪V , set g′′′G;s( He)=#(m( He); d(u); d(v); s) if u = v and g′′′G;s( He)=#′(m( He); d(u); s)
if u= v, where for non-negative integers m; x; y and positive even integer s satisfying
(x = 0 or y = 0⇒ m= 0) we set
#(m; x; y; s) =max{’(m1; 	x1=(s=2)
; 	y2=(s=2)
) + ’(m2; 	x2=(s=2)
; 	y1=(s=2)
):
m1; m2; x1; x2; y1; y2 ∈Z;
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m= m1 + m2; x = x1 + x2; y = y1 + y2;
|m1 − m2|61; |x1 − x2|61; |y1 − y2|61}
=max{’(	m=2
; 	x1=(s=2)
; 	y2=(s=2)
)
+’(m=2; 	x2=(s=2)
; 	y1=(s=2)
):
(x1; x2)∈{(	x=2
; x=2); (x=2; 	x=2
)};
(y1; y2)∈{(	y=2
; y=2); (y=2; 	y=2
)}}
and for non-negative integers m; x and positive integer s satisfying (x=0⇒ m=0); m
even, we set
#′(m; x; s) = ’(m=2; 	x=s
; 	x=2=(s=2)
):
Theorem 5. Let s be a positive even integer and let G be a multigraph. Suppose that
L :E(G)→ 2C is a list-assignment satisfying |L(e)|¿fG;s(e) for every edge e∈E(G).
Then G has an s-improper L-edge-colouring which is g′′′G;s-edge-bounded.
It is well known that an edge-colouring of a bipartite graph G can be interpreted as
a school timetable. Here, one vertex set corresponds to the set of classes and the other
vertex set corresponds to the set of teachers. A proper edge-colouring of G with colours
1; : : : ; r (with r¿(G)) corresponds to a teaching schedule; if an edge coloured ‘
joins vertices ci and tj (representing the ith class and the jth teacher), then teacher tj
teaches class ci in the ‘-th teaching period in the week.
We show in Section 4 that Proposition 2 and Theorem 3 can be used eKectively to
draw up a teaching schedule that takes account of the fact that some teachers might not
always be available (for example, if they were part-time) and some classes may not
always be available (for example, a class might be composed of pupils on a day-release
scheme from some employment). If a teacher tj is to teach a class ci x times in the
week, then the graph G will have x edges joining ci and tj. The edge-boundedness can
be used to ensure that these classes take place on several diKerent days — a feature
that is normally thought to be desirable in a timetable.
In Section 5 we give a similar application of Proposition 4 and Theorem 5 to a
conference scheduling problem.
2. Vertex-splitting lemmas
In [7], Hilton et al. proved a novel vertex splitting lemma. Here we generalize
that lemma. By a vertex-splitting of a graph G we shall mean a graph H obtained
from G by splitting every vertex v of G into a number of vertices v1; : : : ; vx(v) of
H , and sharing out the edges of G incident with v amongst the v1; : : : ; vx(v). Thus,
dG(v) =
∑
16i6x(v) dH (vi) and the edge set of H is the same as the edge set of G.
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Theorem 6. Let G be a multigraph with no isolated vertices. For every vertex v of G
let p(v) be an integer satisfying p(v)¿maxu∈V (G)mG({v; u}). Then there is a vertex
splitting H of G such that
(i) every vertex v of G splits into 	dG(v)=p(v)
 vertices of H; all but at most one
of them having degree p(v);
(ii) at least one end of every multiple edge of G is not split in H .
The vertex-splitting lemma of [7] is the special case of Theorem 6 where all the
p(v) are equal. The proof is very similar.
To avoid possible confusion here, note that a loop of multiplicity m incident with
a vertex v can be thought of as m loops incident with v. Condition (ii) applied to
a loop of multiplicity m incident with v means that each of these m edges (some of
which may still be loops) having both ends incident with the vertices, say v1; : : : ; vx,
into which v is split, and that one of these vertices, say v1, is incident with x such
edges and m− x loops for some x.
De$nition: For positive integers d; p and j with 16j6	d=p
, with d = xp + y for
integers x and y with 06y¡p, set
qj(d) =
{
p if 16j6d=p;
y if d=p¡j6	d=p
:
We need the following lemma, proved in [7].
Proposition 7. Suppose that d; p; k; ‘; $1; : : : ; $‘ are positive integers with 16$16 · · ·
6$‘6p; d=$1+ · · ·+$‘ and k=	d=p
. Suppose that I ⊆ {1; : : : ; ‘} is a set with the
property that for all odd y∈{1; : : : ; ‘} at most one of ‘−y and ‘−y+1 belongs to
I . Then there is a partition of I into subsets I1; : : : ; Ik ; some of them possibly empty;
such that
∑
%∈Ij $%6qj(d) for 16j6k.
Proof of Theorem 6: Let HG be the underlying graph of G. Suppose that u is a vertex
of HG, that the edges of HG incident with u are e1; : : : ; e‘, where mG(ei)=$i for 16i6‘,
and $16$26 · · ·6$‘. A loop of multiplicity m is thought of here as two edges (or
more precisely as two edge-ends) each of multiplicity m. We form a link at u between
the edges e‘ and e‘−1, e‘−2 and e‘−3 and so on; there will be one unlinked edge if
‘ is odd. Once this has been done at every vertex of HG, the edges of HG have been
partitioned by the links into a number of edge-disjoint open trails and circuits, where
no two open trails have a common end vertex, every open trail beginning and ending
at a vertex of odd degree in HG. Orient every circuit in one of the two possible cyclic
orders. Choose one vertex in every open trail and orient every open trail so that every
edge is directed towards the vertex.
Now consider a typical vertex v whose incident edges are e1; : : : ; e‘ with multi-
plicities $1; : : : ; $‘, where 16$16$26 · · ·6$‘6p(v), linked as described above. For
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every integer x with 16x6‘=2, at most one of e‘−2x+1 and e‘−2x+2 is directed out-
wards from v. Also, dG(v) =
∑‘
%=1 $%. Set k(v) = 	dG(v)=p(v)
. Then we split the
corresponding vertex v of G into v1; : : : ; vk(v). Let I = { j:ej is outwardly directed}, so
that, by construction, I contains at most one of the numbers ‘ − 2x + 1, ‘ − 2x + 2
for every integer x with 16x6‘=2. Then, by Proposition 7, we can partition I into
I1; : : : ; Ik so that
∑
%∈Ij $%6qj(dG(v)) for j=1; 2; : : : ; k. For every j, we allocate all of
the edges of G corresponding to ek with k ∈ Ij to the new vertex vj. When all of these
outwardly directed edges have been allocated, we allocate the edges incident with v
which are inwardly directed by splitting the multiple edges so that additional edges
are allocated to v1; : : : ; vk(v) to make the degree of every vj exactly qj(dG(v)). Since∑ki
j=1 qj(dG(v)) = dG(v), this is possible.
We now have our splitting. V (H) is the union of the new vertices v1; : : : ; vk(v) ob-
tained from every vertex v of G. Suppose that e∈E( HG) is directed from vertex v to
vertex w, and that mG(e) = $. Then, since e is outwardly directed from v, there is
an h in the set I associated with v such that e = eh; let h∈ Ij. Now the edge e is
inwardly directed at w, so if w is split into w1; : : : ; wk(w), the multiple edge may be
split at w according to the procedure above; let (s edges be allocated to the vertex ws
(16s6k(w)). Then the edge e∈E( HG) corresponds to edges in H of multiplicities (s
(if (s ¿ 0) from vh to ws (16s6k(w)). This satis<es condition (ii) of the statement
of the theorem.
Theorem 6 has the following corollary.
Corollary 8. Let G be a multigraph with no isolated vertices and suppose that
p :V (G)→ N. Then there is a vertex-splitting H of G such that
(i) every vertex v of G splits into 	dG(v)=p(v)
 vertices of H; all but at most one
of them having degree p(v);
(ii) for every pair {v; w} of distinct vertices of G; no matching in H consisting only
of w–v edges of G contains more than ’(m({v; w}); p(w); p(v)) edges.
Proof: We <rst form a vertex-splitting J of G as follows. Let every vertex v of G be
split in J into v itself and additional vertices {vw1; : : : ; vwtvw : w∈V (G)}, where tvw =
m({w; v})=p(v). Allocate the edges of G to the vertices of J so that dJ (vwi) = p(v)
and maxu∈V (J )mJ ({v; u})6p(v) for every v; w∈V (G) and i=1; : : : ; tvw and so that for
every pair {w; v} of vertices of G with dG(w)¿dG(v), w is not joined to vwi in J for
16i6rwv = twvp(w)=p(v).
Set p(vwi) =p(v) for v; w∈V (G) and i= 1; : : : ; tvw. By Theorem 6, J has a vertex-
splitting H such that every vertex v∈V (G) of J splits into 	dJ (v)=p(v)
 vertices of
H , all but at most one of them having degree p(v) in H , every vertex vwi of J remains
unsplit in H , and at least one end of every multiple edge of J remains unsplit in H .
Note that H is a vertex-splitting of G in which every vertex v of G is split into
	dG(v)=p(v)
 vertices of H , all but at most one such vertex having degree p(v). Thus,
condition (i) is satis<ed.
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To complete the proof of the Corollary, we now prove that condition (ii) is satis<ed.
Suppose that {v; w} is a pair of vertices of G with p(w)¿p(v) and let M be a matching
in H consisting only of w–v edges of G. There are three kinds of w–v edges in G:
those of the <rst kind, which are not incident with w in J , those of the second kind,
which join w to {vw(rwv+1); : : : ; vtvw} in J , and those of the third kind, which join w to
v in J . Since the vertices wv1; : : : ; wvtwv of J remain unsplit in H , M contains no more
than twv w–v edges of G of the <rst kind. Furthermore, the vertices vrwv+1; : : : ; vtvw also
remain unsplit in H , so M contains no more than tvw − rwv w–v edges of G of the
second kind. Now, since all the w–v edges of J remain unsplit at one end in H , M
contains at most one w–v edge of G of the third kind. Finally note that when either
p(w)|m({w; v}) or p(v)|m({w; v}), there are no w–v edges of G of the third kind, and
thus M contains no w–v edges of the third kind. Thus, M contains no more than
twv + tvw − rwv +
{
1 if p(w) -m({w; v}) and p(v) -m({w; v});
0 otherwise
=’(m({v; w}); p(w); p(v))
edges, as required. Thus, condition (ii) is satis<ed and the corollary is proved.
3. Bipartite multigraphs
In this section we prove Theorem 3.
Proof of Theorem 3: Let G be a bipartite multigraph, let s be a positive integer and
suppose that L:E(G)→ 2C is a list-assignment such that for every edge e∈E(G), we
have |L(e)|¿fG;s(e). We construct an L-edge-colouring  of G which is s-improper
and g′G;s-edge-bounded.
Without loss of generality, G has no isolated vertices. For every vertex v of G, set
p(v) = 	dG(v)=s
. By Corollary 8, G has a vertex-splitting H in which every vertex v
of G splits into at most s vertices of H , all of degree at most p(v), such that for each
pair of vertices He= {w; v} of G, no matching in H consisting only of w–v edges of G
contains more than ’(m( He); p(w); p(v)) = hG;s( He) edges.
For every edge e of G joining vertices v and w in G and joining v′ and w′ in H ,
we have
|L(e)|¿fG;s(e) = 	max{dG(u); dG(v)}=s

=max{p(u); p(v)}¿max{dH (u′); dH (v′)};
and so, by Proposition 1, H has a proper L-edge-colouring . Since every vertex of
G is split into at most s vertices of H , as an L-edge-colouring of G,  is s-improper.
Furthermore, since for every pair of vertices He= {v; w} in G, the set of v–w edges of
G -coloured with any given colour forms a matching in H , no colour occurs in  on
more than g′G;s( He) v–w edges of G, and so  is g
′
G;s-edge-bounded as an edge-colouring
of G, as required.
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4. General multigraphs with s even
In this section we prove Theorem 5. We shall require a simple lemma.
Lemma 9. Any multigraph G has an orientation D such that (i) for every vertex v
of D; we have |d+D(v)− d−D (v)|61; and (ii) for every pair {u; v} of vertices of D; we
have |mD(u; v)− mD(v; u)|61.
Here, d+D(v), d
−
D (v) and mD(u; v) denote the out-degree of v in D, the in-degree of
v in D, and the number of arcs joining u to v in D, respectively.
Proof: It suNces to prove the lemma in the case when G is a loopless graph. We can
reduce the multigraph case to the loopless graph case by removing from G pairs of
parallel edges oriented in opposite directions, and by removing from G oriented loops.
So suppose that G is a loopless graph. Since G is a loopless graph, condition (ii)
is satis<ed by any orientation D of G. It remains to prove, therefore, that G has an
orientation D satisfying condition (i).
Let v1; : : : ; v2r be the vertices of odd degree in G. Let G+ be the multigraph obtained
by adding to G an edge joining vertices v2i−1 and v2i for every i=1; : : : ; r. Let D+ be
an Eulerian orientation of G+ and let D be D+ restricted to G. Since D diKers from
an Eulerian digraph by a matching, D clearly satis<es condition (i).
Proof of Theorem 5: Let G be a multigraph, let s be a positive even integer and
suppose that L:E(G) → 2C is a list-assignment such that for every edge e∈E(G)
joining vertices u and v, we have |L(e)|¿fG;s(e). We construct an L-edge-colouring
 of G which is s-improper and g′′′G;s-edge-bounded.
By Lemma 9, G has an orientation D such that for every vertex v of G we
have |d+D(v) − d−D (v)|61 and for every pair of vertices {u; v} we have |mD(u; v) −
mD(v; u)|61.
Suppose that G has the vertex set {v1; : : : ; vp}. Let B be the bipartite multigraph on
vertex classes U ={u1; : : : ; up} and W ={w1; : : : ; wp} and edge set E(B)=E(G) where
an edge e of G joining vi to vj joins ui to wj in B if e is oriented from vi to vj in D
and joins uj to wi in B otherwise.
We observe the following simple properties of B:
(i) mB({ui; wj}) + mB({uj; wi}) = mG({vi; vj}) for 16i; j6p.
(ii) dB(ui) + dB(wi) = dG(vi) for i = 1; : : : ; p,
(iii) |mB({ui; wj})− mB({uj; wi})|61 for 16i; j6p,
(iv) |dB(ui)− dB(wi)|61 for i = 1; : : : ; p.
If e is an edge of B joining vertices ui and wj, then
|L(e)|¿max{	dG(vi)=s
; 	dG(vj)=s
}
= max{		dG(vi)=2
=(s=2)
; 		dG(vj)=2
=(s=2)
}
¿max{	dB(ui)=(s=2)
; 	dB(wj)=(s=2)
}:
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Therefore, by Theorem 3, B has a (s=2)-improper L-edge-colouring  which is g′B;s=2-
edge-bounded. As an L-edge-colouring of G,  is clearly s-improper.
It remains to show that, as an edge-colouring of G,  is g′′′G;s-edge-bounded. Let
{vi; vj} be a pair of vertices of G. Suppose <rst that i = j. Since  is g′B;s=2-edge-bounded
as an edge-colouring of G, no colour appears more than
g′B;s=2({ui; wj}) + g′B;s=2({uj; wi})
=’(m({ui; wj}); 	dB(ui)=(s=2)
; 	dB(wj)=(s=2)
)
+’(m({uj; wi}); 	dB(uj)=(s=2)
; 	dB(wi)=(s=2)
)
6#(m({vi; vj}); dG(vi); dG(vj); s)
=g′′′G;s({vi; vj})
times on edges of G joining vi and vj. Finally, if i = j, no colour appears more than
g′B;s=2({ui; wi})
=’(m({ui; wi}); 	dB(ui)=(s=2)
; 	dB(wi)=(s=2)
)
=’(m({vi})=2; 		dG(vi)=2
=(s=2)
; 	dG(vi)=2=(s=2)
)
=#′(m({vi}); dG(vi); s)
=g′′′G;s({vi})
times on loops on vi. Thus,  is indeed g′′′G;s-edge-bounded as an edge-colouring of G,
as required.
5. Applications of edge list-colourings
Here we give two possible applications of the theorems in this paper to scheduling
problems.
5.1. School timetabling
It is well known that a school timetable can be thought as a properly edge-coloured
bipartite multigraph G. Here, one set of vertices {c1; : : : ; cp} represents the classes that
have to be taught, and the other set of vertices {t1; : : : ; tq} represents the teachers. A
class ci is joined to a teacher tj by x edges if the teacher tj teaches the class ci x
times during the week. The hours in the week when lessons take place are denoted by
h1; : : : ; hr; these are thought of as colours, and so one edge joining vertex tj to vertex
ci is coloured hk if teacher tj teaches class ci in the kth hour. This edge-colouring is
proper (if we assume that no class is taught by two teachers at the same time, and no
teacher teaches two classes at once). This representation of a school timetable ignores
the important question of which rooms the classes are to take place in.
It is generally held that too many prerequisites and conditions can make a timetable
impossibly diNcult to <nd. We indicate here how the idea of list-colouring (both proper
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and improper) can be used to cope with many such awkward conditions in a satisfactory
and easy manner. This has been discussed in a number of recent papers (e.g. [2–4]).
Here we bring out a new angle, showing how improper and proper edge list-colourings
can be used together in producing a timetable, and showing how edge-boundedness
can be used to ensure that the times when a particular teacher meets a particular class
can be spread out over a number of days.
We suppose that it is known how many times every teacher is to meet his or her
classes in the week. Thus, we suppose that the bipartite multigraph G is given. The
construction of the timetable will correspond to the assignment of colours (hours)
h1; : : : ; hr to the edges of G so as to obtain a proper edge-colouring.
Suppose that some of the teachers are not available every morning and every af-
ternoon during the week. For example, some may be employed part-time, some may
have regular non-teaching duties within the school, and some may wish all their free
periods to be concentrated in one afternoon, so that they can learn more about quality
assurance. Similarly, it could happen that some classes are not available every morning
and every afternoon. For example, some classes may be composed of pupils on some
day-release scheme from some factory. There can be constraints that prohibit some
particular teacher from meeting some particular class at certain times. For example, a
chemistry teacher might need to teach a certain class in a certain laboratory, and the
laboratory might not always be available (perhaps it is occupied by another class at
certain times). All such constraints can be met by assigning lists to the edges of G so
that the list L(e) assigned to an edge e consists of all those hours (colours) hk when the
class ci and the teacher tj joined by e are both available and it is possible for teacher tj
to teach class ci. The theorem of Borodin et al. (Proposition 1) then says that, provided
the list L(e) is at least as large as the number of lessons given by the teacher tj, and
the number of lessons taken by the class ci, a proper L-edge-colouring exists, that is,
a suitable timetable can be constructed. Of course, a proper L-edge-colouring might
exist even if the Borodin et al. condition is not satis<ed.
Another feature of a timetable that is often required is that, when a teacher teaches
a class several times in a week, the meetings should be spaced out. Thus, a Latin
teacher would not wish to teach the Fourth Form Latin all Monday morning, and have
no other classes with them in the rest of the week; apart from his natural wish to retain
his sanity, less Latin would be absorbed than if the classes could be arranged to take
place on diKerent days.
A way of drawing up a timetable to prevent such catastrophes and to take into
account the various possible non-availabilities of teachers and classes is to draw up
the timetable in two stages. We could <rst divide up the week into, say, 10 sessions
(corresponding to the mornings and afternoons of the days of the week from Monday
to Friday). Suppose there were r teaching hours in the morning and r in the afternoon
(probably r =3 or 4). We could assign lists to every edge corresponding to the avail-
ability of the teachers and classes in the 10 sessions. For example, if teacher tj had to
meet class ci three times in the week, but the only sessions when this is possible are
Monday afternoon, Tuesday morning and afternoon, Wednesday morning and Friday
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morning, then the three edges joining ci and tj would each have the list M2, T1, T2,
W1 and F1. We would then try to <nd an appropriate edge-bounded L-edge-colouring
of G with 10 colours. Theorem 3 gives a suNcient condition for this to be possible.
The edge-boundedness would ensure that the meetings between any particular teacher
tj and class ci were spread out as much as possible into diKerent sessions.
Having done this, we would look at all the 10 submultigraphs, say GM1 , GM2 ; : : : ; GF2 ,
induced by the edges of each of the 10 colours above. Taking GM1 , for example,
we would need to <nd a proper edge-colouring with r colours, h1; : : : ; hr . Further
non-availability constraints could be incorporated at this stage. For example, if teacher
tj is engaged in some administrative task in the <rst hour, the edges incident with him
or her would have lists excluding colour h1. Proposition 1 gives a suNcient condition
for this to be possible. When this is done for all the submultigraphs, we have the
desired timetable.
5.2. Conference scheduling
This application is perhaps more fanciful than that of school timetabling, but it has
been discussed in print.
The object is to <nd a schedule at a conference so that any two people who wish
to have a brief (<ve to ten minute) conversation with each other may do so. All
spontaneity is of course lost from the timing of these conversations, but one hopes that
the conversations may nevertheless be worthwhile; at least all pairs of participants that
wish to speak to each other and are on the schedule can do so.
Initially, having determined who wishes to talk to whom, and for how many times,
a multigraph G may be constructed. The vertices v1; : : : ; vn represent the people who
are to have the conversations, and if vi and vj are to have x conversations, then vi and
vj will be joined by x edges.
If there are no constraints, then the obvious course of action is to <nd a proper
edge-colouring of G with colours t1; : : : ; tr so that, if an edge joining vertices vi and
vj is coloured tk , then the conference participants vi and vj hold a conversation at the
tk th time slot. For such an edge-colouring to exist, it is necessary and suNcient that
r¿′(G).
Suppose now that there are constraints of the form that certain people will not be
available at certain times. Then we can make use of the following result of Borodin
et al. [1].
Proposition 10. Let G be a multigraph and let L :E(G) → 2C be a list-assignment.
If for every edge e of G joining vertices u and v we have
|L(e)|¿max{d(u); d(v)}+ min{d(u); d(v)}=2;
then G has a proper L-edge-colouring.
We assign to every edge e joining vertices vi and vj a list L(e) of the times tk when
the conference participants vi and vj are available. Proposition 10 gives a suNcient
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condition for G to have a proper L-edge-colouring. If G has such a proper L-edge-
colouring, we can use it to draw up our schedule as follows: if an edge e joining vi
and vj is coloured tk , then the conference participants vi and vj have a conversation in
the tk th time slot.
If the conference lasts several days and the participants vi and vj are to have several
conversations, they might well prefer to have them spaced out as much as possible.
Suppose the conference lasts for q days and that the same number of meetings will
be arranged in every morning and afternoon session. Then we could initially assign
to every edge joining vi and vj a list consisting of the sessions when vi and vj are
both available. We could then look for an appropriately edge-bounded (2q)-improper
L-edge-colouring of G. A suNcient condition for this is given in Theorem 5. Here every
colour would correspond to the set of meetings to be held in a particular session; thus,
for example, colour M1 could correspond to all the meetings to be held on Monday
morning. Next consider the subgraphs GM1 ; GM2 ; GT1 ; : : : induced by the edges of the
diKerent colours M1; M2; T1; T2; W1; : : :. For the subgraph GM1 , for example, give every
edge e joining, say, vi and vj, a list LM1 (e) corresponding to the times on Monday
morning when they will both be available. Then give GM1 a proper LM1 -edge-colouring.
Proposition 10 gives a suNcient condition for such a colouring to exist. As before, if
an edge e joining vi and vj is coloured tk in the graph GM1 , then in the tk th time slot on
Monday morning, the participants vi and vj will converse. The edge-boundedness of the
(2q)-improper L-edge-colouring will ensure that, as far as possible, the conversations
between any pair vi and vj are in diKerent sessions.
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