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Abstract
Simple modules for the restricted Witt superalgebra W (m,n, 1) are con-
sidered. Conditions are provided for the restricted and nonrestricted Kac
modules to be simple.
Mathematics Subject Classification (2000): 17B50; 17B10.
1 Introduction
Let F be an algebraically closed field with characteristics p > 2. Let g = g0 ⊕ g1 be
a Lie superalgebra over F. g is called restricted if g0¯ is a restricted Lie algebra and
if g1¯ is a restricted g0¯-module (see [11]). The p-mapping [p] : g0¯ → g0 is also called
the p-mapping of the Lie superalgebra g.
Let g be a restricted Lie superalgebra andM = M0¯⊕M1¯ be a simple g-module.
By [19], there is a unique χ ∈ g∗0¯ such that (x
p−x[p]−χp(x) ·1)M = 0 for all x ∈ g0¯.
A g-module M is called having a p-character χ ∈ g∗
0
provided that
xp ·m− x[p] ·m = χ(x)p m for all x ∈ g0¯, m ∈M.
Then each simple g-moduleM has a p-character χ. M is called a restricted g-module
if χ = 0, and a nonrestricted g-module if χ 6= 0.
Cartan type Lie superalgebras W (n), S(n), H(n), K(n) over the complex num-
ber field C were introduced by Kac [5]. Then Serganova has determined the simplicity
of the Kac modules for W (n), S(n), H(n)[9], and also computed their character for-
mulas. Recently, the relative support variety of W (n) was defined and determined
by [1].
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In the modular case, there are more simple restricted Lie superalgebras con-
structed by Liu and Zhang [10]. According to [10], there are four types of restricted
Cartan type Lie superalgebras, namely, Witt type, special type, Hamiltonian type
and contact type. But the structure of the last three types of Lie superalgebras are
far from explicit. Representations of these four types of Lie superalgebras have not
been studied yet.
The present paper is aimed at determining the simple modules for the restricted
Witt type Lie superalgebraW =W (m,n, 1). The paper is organized as follows. Sec-
tion 2 defines the restricted Witt Lie superalgebra W = W (m,n, 1)[10]. In Section
3 we determine the simple W -modules. Inspired by [9], we define the generalized
root reflections for the restricted Cartan type Lie superalgebras, and using which
together with Jantzen’s u(g)−T method [3] we show that the Kac module is simple
if and only if the weight l is typical. In the case n = 0, this recovers the result
of Shen [14] for the restricted Lie algebras W (m, 1) in a different approach. In the
case m = 0, this is analogous to the result obtained in [9] for the Witt superalgebra
W(n) over C. In Section 4, we study the case when the nonrestricted Kac module is
simple. As a consequence, the conclusions about the nonrestricted simple modules
for the restricted Lie algebras W (m, 1) [7, 20] are recovered.
2 Preliminaries
Let V = V0 ⊕ V1 be a Z2-graded vector space. For each homogeneous x ∈ V , we
use x¯ to denote the grading of x. The algebra EndF(V ) consisting of the F-linear
transformations of V becomes an associative superalgebra if one defines
EndF(V )θ := {A ∈ EndF(V ) | A(Vµ) ⊆ Vθ+µ, µ ∈ Z2}
for θ ∈ Z2. On the vector superspace EndF(V ) = EndF(V )0 ⊕ EndF(V )1 we define
a new multiplication [ , ] by
[A,B] := AB − (−1)A¯B¯BA for A,B ∈ EndF(V ).
This superalgebra endowed with the new multiplication is a Lie superalgebra, de-
noted by gl(V ) = gl(V )0¯ ⊕ gl1(V )1¯.
Let g be a restricted Lie superalgebra. For each χ ∈ g∗0¯, define the χ-reduced
enveloping algebra of g by u(g, χ) = U(g)/Iχ, where Iχ is the Z2-graded two-sided
ideal of U(g) generated by elements {xp − x[p] − χ(x)p1|x ∈ g0}. When χ = 0,
u(g) =: u(g, 0) is called the restricted universal enveloping algebra of g. Similar to
the Lie algebra case, each g-module with character χ is a u(g, χ)-module and vise
versa.
Let (g, [p]) be a restricted Lie superalgebra. Suppose that e1, . . . , em and f1, . . . , fn
are ordered bases of g0 and g1 respectively. Then u(g, χ) has the following F-basis
[19]:
{f b11 · · ·f
bn
n e
a1
1 · · · e
am
m | 0 ≤ ai ≤ p− 1; bj = 0 or 1}.
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Definition 2.1. [13] Let A = A0¯ + A1¯ be a superalgebra. Let D ∈ gl(A)0¯ ∪ gl(A)1¯
such that
D(xy) = (Dx)y + (−1)D¯x¯x(Dy), x, y ∈ A0¯ ∪ A1¯.
Then D is called a superderivation of A.
We denote by Der(A) the set of all the superderivations of A. Then Der(A) =
Der(A)0¯ ⊕ Der(A)1¯, where Der(A)¯i = Der(A) ∩ gl(A)¯i, i = 1, 2. Der(A) is a Lie
superalgebra with the Lie product
[D1, D2] = D1D2 − (−1)
D¯1D¯2D2D1, D1, D2 ∈ Der(A)0¯ ∪ Der(A)1¯.
We now define the restricted Witt superalgebraW (m,n, 1) [10]. Letm,n be two
nonnegative integers, and let a, b ∈ Zm. We write a ≤ b if ai ≤ bi for all 1 ≤ i ≤ m
and we write a < b if a ≤ b but a 6= b. If a, b ≥ 0, define
(
a
b
)
= Πmi=1
(
ai
bi
)
, where
(
ai
bi
)
is the usual binomial coefficient with the convention that
(
ai
bi
)
= 0 unless bi ≤ ai.
Set A(m, 1) = {a ∈ Zm|0 ≤ a ≤ τ}, where τ =: (p − 1, . . . , p − 1). The divided
power algebra A(m, 1) is an associative F-algebra having F-basis {xa|a ∈ A(m, 1)}
and multiplication given by
xaxb =
{(
a+b
a
)
xa+b, if a + b ≤ τ
0, otherwise.
For n ≥ 0, let I denote the sequence i1, . . . , is, where 1 ≤ i1 < i2 < · · · < is ≤ n.
Let I be the set of all such sequences including the empty one. For each I ∈ I, we
let |I| denote the length of I.
Let Λ(n) denote the exterior algebra with generators ξ1, ξ2, . . . , ξn. For I =
i1, . . . , is, we denote the product ξi1 . . . ξis ∈ Λ(n) by ξI . Then Λ(n) is Z2-graded
with
Λ(n)0¯ = 〈ξI ||I| is even〉 Λ(n)1¯ = 〈ξI ||I| is odd〉.
We denote Λ(m,n) = A(m, 1) ⊗ Λ(n). Then Λ(m,n) is a superalgebra with the
Z2-gradation given by [10]:
Λ(m,n)0¯ = A(m, 1)⊗ Λ(n)0¯, Λ(m,n)1¯ = A(m, 1)⊗ Λ(n)1¯.
We denote the element f ⊗ g ∈ Λ(m,n) simply by fg, f ∈ A(m, 1), g ∈ Λ(n).
Define the linear map Di, i = 1, . . . , n and dj, j = 1, . . . , m on Λ(m,n) by:
Dix
aξI =
{
(−1)|i<I|xaξI\i, if i ∈ I
0, otherwise,
djx
aξI = x
a−ǫjξI ,
where |i < I| is the number of indices in I that are smaller than i. Thus, we have
Di ∈ gl( L(m,n))1¯ and dj ∈ gl( L(m,n))0¯. It is easy to see that
[Di, Dj] = [di, dj] = [Di, dj] = 0.
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Let x, y ∈  L(m,n) be homogeneous. A short calculation shows that
Di(xy) = Di(x)y + (−1)
x¯xDi(y), dj(xy) = dj(x)y + xdj(y),
i = 1, . . . , n, j = 1, . . . , m. Therefore, Di ∈ Der( L(m,n))1¯ and dj ∈ Der( L(m,n))0¯.
Let
W =: W (m,n, 1) =
n∑
i=1
 L(m,n)Di +
m∑
j=1
 L(m,n)dj ⊆ Der( L(m,n))).
For each f ∈  L(m,n), clearly we have fDi = f¯ + D¯i, i = 1, . . . , n and fdi =
f¯ + d¯i = f¯ , i = 1, . . . , m. Let fD, gE ∈ W , where f, g ∈  L(m,n)0¯ ∪  L(m,n)1¯
and D,E ∈ {D1, . . . , Dn, d1, . . . , dm}. Then the definition of the Lie product in
Der( L(m,n)) yields [10]
[fD, gE] = fD(g)E − (−1)
¯fDg¯EgE(f)D.
i.e., W is Lie sub-superalgebra of Der( L(m,n)). For each D ∈ W0¯ ⊆ Der( L(m,n))0¯,
a short calculation shows that Dp ∈ W0¯, so that W is a restricted Lie superalgebra
with the p-map the pth power map. By [10], W = Der( L(m,n)) and W is a simple
Lie superalgebra referred to as the Witt type Lie superalgebra.
Let
Wi = 〈x
aξIDj||I| = i+ 1〉+ 〈x
aξIdj||I| = i〉.
Then we have W = W−1+W0 + · · ·+Wn−1. It is easy to see that [Wi,Wj ] ⊆ Wi+j,
so that W is Z-graded. Thus, W is Z2-graded with
W0¯ =
∑
j=2k
Wj W1¯ =
∑
j=2k+1
Wj .
In case m = 0, W = W (n)[5]. If n = 0, then W = W (m, 1) is the restricted Lie
algebra of Witt type [14, 15, 16].
By definition, W has a basis
{xaξIDj|0 ≤ a ≤ τ, I ∈ I, 1 ≤ j ≤ n} ∪ {x
aξIdj |0 ≤ a ≤ τ, I ∈ I, 1 ≤ j ≤ m}.
For xaξIDi, x
aξIdj ∈ W0¯, a straightforward calculation shows that
(xaξIDi)
[p] =
{
ξiDi, if a = 0 and I = {i}
0, otherwise
(xaξIdj)
[p] =
{
(xadj)
[p], if I = φ
0, otherwise.
Next we introduce a new gradation for W =W (m,n, 1). For each a ∈ A(m, 1),
let |a| =
∑m
i=1 ai. We denote
W[k] = 〈x
aξIDi, x
aξIdj|0 ≤ a ≤ τ, 1 ≤ i ≤ n, 1 ≤ j ≤ m, I ∈ I, |a|+ |I| = k + 1〉.
Then we get W =
∑s
i=−1W[i], where s = m(p − 1) + n − 1. It is easy to see
that [W[i],W[j]] ⊆ W[i+j]. Note that each homogeneous component W[i] containing
elements in both W1¯ and W0¯. In particular, W[0] itself is a Lie superalgebra.
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Lemma 2.2.
W[0] ∼= gl(m|n).
Proof. By definition, W[0] = W
− +W0 +W
+, where
W− = 〈xiDj |1 ≤ i ≤ m, 1 ≤ j ≤ n〉,W0 = 〈xidj |1 ≤ i, j ≤ m〉+ 〈ξiDj |1 ≤ i, j ≤ n〉,
W+ = 〈ξidj|1 ≤ i ≤ n, 1 ≤ j ≤ m〉.
Then it is easy to see that W[0] ∼= gl(m|n).
3 Restricted simple g-modules
Let W = W (m,n, 1). In this section we study the restricted W -modules.
Lemma 3.1. ([19]) Let I be a finite dimensional Z2-graded ideal of a Lie superal-
gebra g and M = M0¯ ⊕M1¯ a simple module of g. If x acts nilpotently on M for all
x ∈ I, then IM = 0.
DenoteW [i] =
∑
j≥iW[j]. LetM =M0¯⊕M1¯ be a simple u(W
[0])-module. Then
by the lemma above, we have W [1]M = 0. Hence M is a simple u(W[0])-module. Let
K(M) = u(W )⊗u(W [0]) M be the induced module, referred to as the restricted Kac
module. The main purpose in this section is to determine when K(M) is simple.
The cartan subalgebra of W is that of W[0] having basis
{ξ1D1, . . . , ξnDn, x1d1, . . . , xmdm}.
We denote the dual basis in H∗:
ηi = (ξiDi)
∗, ǫj = (xjdj)
∗, 1 ≤ i ≤ n, 1 ≤ j ≤ m.
W has a root space decomposition W = H + ⊕α∈∆Wα with respect to H . We
denote the set of roots for the homogeneous component W[i] by ∆[i]. Hence W[i] =
⊕α∈∆[i]Wα. Note that x
aξIdj is a root vector with root
a1ǫ1 + · · ·+ amǫm + ηi1 + · · ·+ ηis − ǫj ,
while xaξIDj is a root vector with root
a1ǫ1 + · · ·+ amǫm + ηi1 + · · ·+ ηis − ηj .
We see that if α ∈ ∆[0], then dimWα = dimW−α = 1. If α ∈ ∆[−1], then dimWα = 1
and dimW−α > 1.
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Definition 3.2. Let g = g0¯ ⊕ g1¯ be a Lie superalgebra and V = V0¯ ⊕ V1¯ be a g-
module. Let B = h+ n+ be a Borel subalgebra of g, where n+ is the nilradical and h
is a maximal torus with a basis h1, . . . , hn. If there is a nonzero vector v ∈ V0¯ ∪ V1¯
such that
nv = 0, for all n ∈ n+, hiv = λiv, λi ∈ F, i = 1, . . . , n,
then v is called a maximal vector(with respect to B) of weight (λ1, . . . , λn).
Let g = n−+h+n+ be a restricted Lie superalgebra. Take the Borel subalgebra
B = h + n+. Assume h has basis hi, i = 1, . . . , s with h
[p]
i = hi. Then we identify
each l ∈ h∗ with the s-tuple (l(h1), . . . , l(hs)). Let l = (l1, . . . , ls) ∈ F
s
p. Then l
defines a 1-dimensional restricted B-module Fvl:
hvl = l(h)vλ, nvλ = 0 for every h ∈ h, n ∈ n
+.
Let MB(l) = u(g)⊗u(B) Fλ be the baby verma module. Then M
B(λ) has a unique
proper maximal Z2-graded submodule. The unique simple Z2-graded quotient is
denoted by LB(λ).
Lemma 3.3. LB(l) has a unique maximal vector of weight l.
Proof. Let g = n−+h+n+. Let v ∈ LB(l)0¯∪L
B(l)1¯ be a maximal vector. Then the
simplicity of LB(l) shows that LB(l) = u(n−)v. Suppose v′ is also a maximal vector
in LB(l). Then there is f ∈ u(n−) such that v′ = fv. Since LB(l) is simple, there is
g ∈ u(n−) such that v = gfv. Suppose f ∈ u(n−)n−. Then gf is nilpotent, so we
get v = 0, a contradiction. Then we must have f = c + f ′, where 0 6= c ∈ F and
f ′ ∈ u(n−)n−. Then we get v′ − cv = f ′v, if nonzero, is maximal. The argument
above applies, one gets v′ = cv.
Let M = M0¯ +M1¯ be a restricted W -module. Let v ∈ M0¯ ∩M1¯ be a maximal
vector with respect to some Borel subalgebra B = H +N , where H is the maximal
torus given earlier. Let hi =
{
ξiDi, if 1 ≤ i ≤ n
xi−ndi−n, if n < i ≤ n+m.
Assume hiv = liv,
i = 1, . . . , m + n. Then since h
[p]
i = hi, we have l
p
i − li = 0 and hence li ∈ Fp. We
denote
 L = Fη1 ⊕ · · · ⊕ Fηn ⊕ Fǫ1 ⊕ · · · ⊕ Fǫm.
Define the subset of  L
 La =: {aηi + ηi+1 + · · ·+ ηn + (p− 1)ǫ1 + · · ·+ (p− 1)ǫn|1 ≤ i ≤ n, a ∈ Fp}
∪{(p− 1)ǫj+1 + · · ·+ (p− 1)ǫm|0 ≤ j ≤ m},
where for j = m, we let (p−1)ǫj+1+ · · ·+(p−1)ǫm = 0. We call each weight λ ∈  L
a
atypical, otherwise typical. Note that if n = 0, the atypical weights are exactly the
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exceptional weights for the restricted Witt type Lie algebra W (m, 1)[14, 6]; while
in the case m = 0, the atypical weights are analogous to those in the complex field
case [9].
Let W = W (m,n, 1). W[0] has a triangular decomposition: W[0] = N
−
[0] +H +
N+[0], where
N+[0] = 〈ξidj|1 ≤ i ≤ n, 1 ≤ j ≤ m〉+ 〈ξiDj |1 ≤ i < j ≤ n〉+ 〈xidj|1 ≤ i < j ≤ m〉,
N−[0] = 〈xiDj |1 ≤ i ≤ m, 1 ≤ j ≤ n〉+ 〈ξjDi|1 ≤ i < j ≤ n〉+ 〈xjdi|1 ≤ i < j ≤ m〉.
Then W has Borel subalgebras
Bmax = H +N
+
[0] +W
[1] Bmin = W[−1] +N
−
[0] +H.
Note that W[−1] = ⊕
m
i=1W−ǫi ⊕⊕
n
j=1W−ηj , where
W−ǫi = Fdi, W−ηj = FDj .
We now define a sequence of root reflections rǫm ,. . . , rǫ1, rηn , . . . , rη1 .
Firstly we define
Bm =: rǫm(Bmax) = H +N
+
m,
where N+m is obtained by removing root spaces
∑
k≥1
Wkǫm, [N
−
[0] +
n∑
j=1
FDj +
m−1∑
i=1
Fdi,
∑
k≥1
Wkǫm]
from N+[0] +W
[1] and adding W−ǫm = Fdm. Let
N−m = N
−
[0] +
n∑
j=1
FDj +
m−1∑
i=1
Fdi + [N
−
[0] +
n∑
j=1
FDj +
m−1∑
i=1
Fdi,
∑
k≥1
Wkǫm] +
∑
k≥1
Wkǫm.
Then it is easy to see that W = N−m ⊕H ⊕N
+
m and both N
+
m and N
−
m are nilpotent.
Therefore W = N−m +H +N
+
m is a new triangular decomposition, and hence Bm =
H +N+m is a Borel subalgebra.
Suppose we have defined Bk+1 = rǫk+1 . . . rǫm(Bmax), 1 ≤ k < m. Then we
define rǫk :
rǫk(Bk+1) =: Bk = H +N
+
k ,
where N+k is obtained by adding Fdk to N
+
k+1 and removing the root spaces
∑
l≥1
Wlǫk , [N
−
[0] +
n∑
j=1
FDj +
k−1∑
i=1
Fdi,
∑
l≥1
Wlǫk ].
Let
N−k = N
−
[0] +
n∑
j=1
FDj +
k−1∑
i=1
Fdi
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+[N−[0] +
n∑
j=1
FDj +
k−1∑
i=1
Fdi,
∑
l≥1,i≥k
Wlǫi] +
∑
l≥1,i≥k
Wlǫi.
Then it is easy to check that W = N−k ⊕H ⊕N
+
k is a triangular decomposition and
hence Bk is a Borel subalgebra.
Recall [5, 9]
W (n) =W (n)−1 +W (n)0 + · · ·+W (n)n−1,
where
W (n)i = 〈ξIDj |I ∈ I, j = 1, . . . , n, |I| = i+ 1〉.
Let n+0 = 〈ξiDj |1 ≤ i < j ≤ n〉 and n
−
0 = 〈ξjDi|1 ≤ i < j ≤ n〉. By definition, we
have B1 = rǫ1 . . . rǫm(Bmax) = H +N
+
1 .
The reflection rηn is defined by removing the root space Wηn + [n
−
0 ,Wηn ] from
N+1 and adding W−ηn = FDn. We denote the resulting Borel subalgebra rηn(B1) by
B′n. For each 1 ≤ r < n, rηi is defined by removing Wηi + [n
−
0 ,Wηi ] from N
+
i+1 and
adding W−ηi = FDi. We denote B
′
s = rηs . . . rηn(B1) for 1 ≤ s ≤ n. Consequently,
we have
B′1 = rη1 . . . rηnrǫ1 . . . rǫm(Bmax) = Bmin = H +N
+
min,
where
N+min = 〈D1, . . . , Dn, d1, . . . , dm〉.
By the definition of Bi and B
′
j , i = 1, . . . , m, j = 1, . . . , n, one can easily get
Lemma 3.4. For 0 ≤ s < m(resp. 0 ≤ s < n), let v ∈ LBs+1(l)(resp. LB
′
s+1(l)) be
the unique maximal vector of weight l. If drsv 6= 0(resp. Dsv 6= 0) but d
r+1
s v = 0 for
some 0 ≤ r ≤ p − 1, then drsv(resp. Dsv) is a maximal vector with respect to the
Borel subalgebra Bs = rǫs(Bs+1)(resp. B
′
s = rηs(B
′
s+1)).
We denote Bm+1 =: Bmax and B
′
n+1 =: B1.
Corollary 3.5. With the same condition as in the lemma above, we have
LBi+1(l) ∼= LBi(l − rǫi), i = 1, . . .m, L
B′s+1(l) ∼= LB
′
s(l − ηs), s = 1, . . . , n.
Note that
Wǫi = 〈x
ǫi+ǫsds|1 ≤ s ≤ m〉 + 〈ξtxiDt|1 ≤ t ≤ n〉,W−ǫi = Fdi
and
Wηi = 〈ξix
ǫsds|1 ≤ s ≤ m〉+ 〈ξtξiDt|t 6= i〉,W−ηi = FDi.
Let hǫi = [Wǫi,W−ǫi] and hηi = [Wηi ,W−ηi ]. Clearly we have
hǫi = H and hηi = 〈xidi|1 ≤ i ≤ m〉+ 〈ξjDj |j 6= i〉.
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Proposition 3.6. (1) For 1 ≤ i ≤ m, if l 6= 0, (p− 1)ǫi, then we have
LBi+1(l) ∼= LBi(l − (p− 1)ǫi).
(2) For 1 ≤ i ≤ n, if l(hηi) 6= 0, then L
B′i+1(l) ∼= LB
′
i(l − ηi).
Proof. (1) Let v ∈ LBi+1(l) be a maximal vector(with respect to Bi+1) of weight
l. By the corollary above, it suffices to show that dp−1i v 6= 0. We proceed with
induction on i.
Assume there is j 6= i such that l(xjdj) 6= 0. If d
p−1
i v = 0, then by applying
xǫj+ǫidj , we get
0 = (xǫj+ǫidj)d
p−1
i v = [x
ǫj+ǫidj, d
p−1
i ]v = (p− 1)l(xjdj)d
p−2
i v,
so that dp−2i v = 0. By repeated applications of x
ǫj+ǫidj we get v = 0, a contradiction.
Similarly one gets dp−1i v 6= 0 if l(ξsDs) 6= 0 for some 1 ≤ s ≤ n.
If l(ξsDs) = l(xjdj) = 0 for all j 6= i and all s ≤ n, we must have l = aǫi, where
a = ln+i ∈ Fp and a 6= 0, p− 1.
Suppose that driv = 0 for some r < p− 1. Using the fact that
(x(r+1)ǫidi)d
r
iv = (−1)
rl(xidi)v,
we get a = 0, so that l = 0, a contradiction. It follows that dp−2i v 6= 0.
Suppose that dp−1i v = 0. Then we get from
0 = (x2ǫidi)d
p−1
i v = [l(xidi) +
1
2
(p− 1)(p− 2)]dp−2i v
that li+n = l(xidi) = a = p− 1, so that l = (p− 1)ǫi, a contradiction.
(2) Let v ∈ LB
′
i+1(η) be a maximal vector(with respect to B′i+1) of weight η. If
l(hi) 6= 0, then there is x ∈ gηi such that l([Di, x]) 6= 0. From xDiv = [x,Di]v =
l([Di, x])v 6= 0, we get Div 6= 0, which is a maximal vector with respect to the Borel
subalgebra B′i. So we have
LB
′
i+1(l) ∼= LB
′
i(l − ηi), 1 ≤ i ≤ n.
This completes the proof.
Corollary 3.7. If l /∈  La, then
LBmax(l) ∼= LBmin(l −
m∑
i=1
(p− 1)ǫi −
n∑
j=1
ηj).
Proof. Since l 6= 0, (p−1)ǫm, we have L
Bmax(l) ∼= LBm(l− (p−1)ǫm) by Proposition
3.6. Since l 6= (p − 1)ǫm−1 + (p − 1)ǫm ∈  L
a, l − (p − 1)ǫm 6= 0, (p− 1)ǫm−1. Then
Proposition 3.6 applied again, we get
LBmax(l) ∼= LBm(l − (p− 1)ǫm) ∼= L
Bm−1(l − (p− 1)ǫm−1 − (p− 1)ǫm).
Then the corollary follows from induction.
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Proposition 3.8. Let l ∈  La.
(1) If l = (p− 1)ǫs + · · ·+ (p− 1)ǫm for some 1 ≤ s ≤ m, then
LBmax(l) ∼= LBs+1((p− 1)ǫs) ∼= L
Bs(rǫs)
for some 0 < r < p− 1.
(2) If l = aηt+ · · ·+ ηn+
∑m
i=1(p− 1)ǫi for some 1 ≤ t ≤ n, a ∈ Fp \ {0}, then
LBmax(l) ∼= LB
′
t+1(aηt) ∼= L
B′t(aηt).
Proof. (1) If l = 0, then LBmax(l) is the 1-dimensional trivial module. So we have
LBmax(l) ∼= LBm(l), the proposition holds.
Let l = (p − 1)ǫm and v be the unique maximal vector of L
Bmax(l). We claim
that dp−1m v = 0. If this is not the case, then v
′ =: dp−1m v 6= 0, so that v
′ is the
unique maximal vector of LBmax(l) ∼= LBm(l − (p− 1)ǫm) with respect to the Borel
subalgebra Bm. Since v
′ has the weight l− (p− 1)ǫm = 0, L
Bm(l− (p− 1)ǫm) is the
1-dimensional trivial W -module. Therefore v′ is also a maximal vector with respect
to the Borel subalgebra Bmax. But L
Bmax(l) contains a unique maximal vector v, a
contradiction. Assume drmv 6= 0 but d
r+1
m v = 0 for some r < p− 1. Since l 6= 0, we
have r > 0. Then by Corollary 3.5, LBmax(l) ∼= LBm(l− rǫm) = L
Bm((p− 1− r)ǫm).
If l = (p− 1)ǫi + · · ·+ (p− 1)ǫm, from the proof of Proposition 3.6, one gets
LBmax(l) ∼= LBi+1(l − (p− 1)ǫi+1 − · · · − (p− 1)ǫm) = L
Bi+1((p− 1)ǫi).
Let v ∈ LBmax(l) be the unique maximal vector with respect to the Borel subalgebra
Bi+1. Then a similar argument as above applied, one gets d
p−1
i v = 0. Thus,
LBi+1(li+1) ∼= L
Bi(li+1 − rǫi)
for some 0 < r < p− 1.
(2) Let l = aηt+ · · ·+ηn+
∑m
i=1(p−1)ǫi for some 1 ≤ t ≤ n, a ∈ Fp\{0}. Using
3.5 and 3.6, we have LBmax(l) ∼= LB
′
t+1(aηt). Let v ∈ L
Bmax(l) be the maximal vector
with respect to the Borel subalgebra B′t+1 of weight aηt. Then Dtv, if nonzero, is
the maximal vector with respect to the Borel subalgebra B′t. Since aηt(hηt) = 0, we
get for any x ∈ Wηt that
xDtv = aηt([x,Dt])v = 0.
For any x ∈ Wα ∩B
′
t+1, α 6= ηt, by definition of B
′
t, we have α = ηt+ ηj − ηi for
some i < j < t. Then we get
xDtv = [x,Dt]v = ±ξjDiv = 0.
The last equality is given by the fact that LB
′
t+1(aηt) is also the simple quotient
of the the induced module u(W ) ⊗u(p) Fv, where p is the parabolic superalgebra
B′t+1 +
∑
i<j<tFξjDi.
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Then we have that Dtv is a maximal vector with respect to B
′
t+1. Hence
LB
′
t+1(aηt) contains two maximal vectors v and Dtv, a contradiction. So we have
Dtv = 0. i.e., v is also the maximal vector of L
B′t(aηt). This completes the proof.
Each simple W -module LBmax(l) contains a unique minimal vector v′( maximal
with respect to Bmin) of weight l
′. Then we get
Corollary 3.9. l is typical if and only if l′ = l −
∑n
i=1 ηi −
∑m
j=1(p− 1)ǫj.
Recall W [i] =
∑
j≥iW[j]. By Lemma 3.1, each simple u(W
[0])-module M =
M0¯ + M1¯ is a simple u(W[0])-module. By Lemma 3.3, M is generated by the
unique maximal vector v ∈ M0¯ of weight l. We denote M = M(l) and let K(l) =
u(W ) ⊗u(W [0]) M(l) be the induced module, referred to as the Kac module. As a
vector space, K(l) ∼= u(W[−1])⊗F M(l). Let Y = D1 . . . Dnd
p−1
1 . . . d
p−1
m ∈ u(W[−1]).
It is easy to see that K(l) contains a unique simple u(W[0])-submodule Y ⊗M(l).
Proposition 3.10. K(l) has the unique simple quotient LBmax(l).
Proof. Recall the baby verma module Z(l) = u(g)v generated by the maximal vector
v of weight l. Note that Z(l) = u(Bmin)v = u(W[−1])u(N
−
[0])v. Since M(l) contains
the unique maximal vector (denoted also by v) of weight l, there is an u(W[0])-
epimorphism φ : u(N−[0])v −→ M(l). Since u(W )⊗u(W [0]) − is a right exact functor
from the category of u(W [0])-modules to the category of u(W )-modules, φ induces an
epimorphism φ¯ : Z(l) −→ K(l). Since Z(l) has the unique simple quotient LBmax(l),
K(l) has the same unique simple quotient.
3.1 The category of u(W )− T -modules
For each superalgebra(resp. Lie superalgebra) A, we denote
Aut(A) = {f |f is an automorphism of A, f(Ai¯) = Ai¯, i = 0, 1}.
Each f ∈ Aut(A) is called an even automorphism of A. Inspired by [2, 3], we
introduce the u(W )− T -module category in this section.
Let
Aut∗(W ) = {Φ ∈ Aut(W )|Φ(W[i]) ⊆ Φ(W[i]),
Φ(Wi) ⊆ Wi,Φ(x
[p]) = Φ(x)[p], for all x ∈ W0¯}.
We define two types gradation on the super commutative algebra  L(m,n) as follows:
(1) Type I: Let
 L(m,n)[i] = 〈x
aξI ||a|+ |I| = i, 0 ≤ a ≤ τ, I ∈ I〉.
Then we get  L(m,n) = ⊕
n+m(p−1)
i=0  L(m,n)[i].
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(2) Type II: Let
 L(m,n)i = 〈x
aξI ||I| = i, I ∈ I〉.
Then we have  L(m,n) = ⊕ni=0  L(m,n)i.
Each
φ =: (φ1, φ2) ∈ GL(A(m, 1)[1])×GL( L(n)[1])
can be extended to an element of Aut( L(m,n)) which preserves both types of gra-
dations. We denote it also by φ. Now we define Φ ∈ Aut(W ) by Φ(x) = φxφ−1,
x ∈ W . Then it is easy to see that Φ(x[p]) = Φ(x)[p], for all x ∈ W0¯. Let θ(φ) = Φ.
Then θ defines a group homomorphism :
GL(A(m, 1)[1])×GL( L(n)[1]) −→ Aut
∗(W ).
Proposition 3.11. θ is a monomorphism.
Proof. Let φ = (φ1, φ2) ∈ GL(A(m, 1)[1])× GL( L(n)[1]) such that θ(φ) = Id. Then
we have φ1Diφ
−1
1 = Di for each i = 1, . . . , n and φ2djφ
−1
2 = dj for each j = 1, . . . , m.
Let φ−11 (ξ1, . . . , ξn) = (ξ1, . . . , ξn)A. So A = (aij)n×n is nonsingular. Then from
φ1Diφ
−1
1 (ξj) = Di(ξj) = δij , we get A = In. This implies that φ1 = Id. Similarly we
get φ2 = Id, so that φ = Id. This completes the proof.
Each φ ∈ Aut( L(m,n)) is uniquely determined by its action on
ξ1, . . . , ξn, x1, . . . , xm.
Then we see that
{t ∈ Aut( L(m,n))|t(ξi) = tiξi, 1 ≤ i ≤ n, t(xj) = tn+jxj , 1 ≤ j ≤ m,
ti ∈ F
∗, i = 1, . . . , m+ n}
is a maximal torus of the algebraic group Aut( L(m,n), which is isomorphic to
T =: {diag(t1, . . . , tm+n)|ti ∈ F
∗, i = 1, . . . , m+ n}.
Clearly Lie(T ) = H . Let X(T ) be the character group of T . For each t ∈ T , we
denote  Li(t) = ti, i = 1, . . . , m+ n. Then we get
X(T ) = Z L1 + · · ·+ Z Lm+n.
For t ∈ T and h ∈ H , we have
Adt(xaξIdj) = (Π
m
i=1t
ai
i Πl∈Itm+l)t
−1
j x
aξIdj = (
m∑
i=1
aiǫi +
∑
l∈I
ηl − ǫj)(t)x
aξIdj ;
Adt(xaξIDj) = (Π
m
i=1t
ai
i Πl∈Itm+l)t
−1
m+jx
aξIDj = (
m∑
i=1
aiǫi +
∑
l∈I
ηl − ηj)(t)x
aξIDj;
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[h, xaξIdj] = (
m∑
i=1
aiǫi +
∑
l∈I
ηl − ǫj)(h)x
aξIdj;
[h, xaξIDj] = (
m∑
i=1
aiǫi +
∑
l∈I
ηl − ηj)(h)x
aξIDj.
Therefore the action of T on W coincide with that of H . From the definition of
the p-map it is easy to check that Adt(x[p]) = Adt(x)[p] for each x ∈ W0¯. For
each u = z1z2 . . . zk ∈ U(W ), zi ∈ W , we define Adt(u) = Adt(z1) . . .Adt(zk),
then u(W ) = U(W )/I is also a T -module, where I is the two-sided ideal of U(W )
generated by elements {xp − x[p]|x ∈ W0¯}. Next we define the Jantzen’s u(g) − T -
module category.
Definition 3.12. [2, 3] Let g be a restricted Lie superalgebra with a maximal torus
H. Let
Autres(g) = {Φ ∈ Aut(g)|Φ(x[p]) = Φ(x)[p], x ∈ g0¯}.
Assume T is a diagonalizable subgroup of Autres(g) with Lie(T ) = H. A finite
dimensional super space V = V0¯ + V1¯ is called a u(g) − T -module, if V is u(g)-
module and each Vi¯, i = 1, 2 is a T -module and satisfies:
(1) The action of H coming from g and from T coincide;
(2) t(uv) = (Adtu)v, for v ∈ V , t ∈ T , u ∈ u(g).
Applying similar arguments as that in [2], one gets that the kernel and cokernel
of a homomorphism of u(g)− T -modules are also u(g)− T -modules.
Let g = W and T be the torus given earlier. We denote by M the category of
u(W ) − T -modules. For x = f ⊗ m ∈ K(l) = u(W[−1]) ⊗F M(l), we define tx =
Adt(f)⊗ tm, then K(l) ∈ Obj.M. Similarly we have LBi(l), LB
′
i(l), Z(l) ∈ Obj.M.
For each M ∈ Obj.M, we define the length of M , denoted l(M) as the number of
AdT¯ weights of M minus one, where T¯ = (t, . . . , t) ⊆ T . Recall the sum of the
negative root spaces of W[0] ∼= gl(m,n):
N−0 = 〈xidj|1 ≤ j < i ≤ m〉+ 〈ξjDi|i < j〉+ 〈xiDj |1 ≤ i ≤ m, 1 ≤ j ≤ n〉.
It is easy to see that AdT¯ |u(N−0 ) = Id. Therefore the set of weights of L
Bmax(l) in M
is
{l(T¯ ), l(T¯ )− 1, . . . , l′(T¯ )}.
It follows that l(T¯ ) − l′(T¯ ) ≤ n +m(p − 1). The equality holds if and only if l is
typical.
3.2 The simplicity of the Kac-module
Let M = M0¯ ⊕ M1¯ be a simple u(W[0])-module, considered as a simple u(W
[0])-
module by letting W [1]M = 0. By Lemma 3.3, M is generated by the unique
maximal vector of weight l. We denote M by V (l). Recall the Kac module K(l) =:
K(V (l)) = u(W )⊗u(W [0]) V (l).
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Theorem 3.13. K(l) is simple if and only if l is typical.
Proof. If l is typical, then we have l′ = l−
∑n
i=1 ηi−
∑m
i=1(p−1)ǫi. Since the unique
simple Z2-graded submodule of K(l) contains Π
n
i=1DiΠ
m
j=1d
p−1
j ⊗ V (l), it must be
LBmin(l′) ∼= LBmax(l). Since K(l) contains a unique maximal vector, we get K(l) =
LBmax(l), so thatK(l) is simple. If l is atypical, then l(L(l)) < n+m(p−1) = l(K(l)),
hence K(l) is not simple.
Recall the restricted Witt algebra L = W (m, 1) = L−1 + L0 + · · ·+ Ls, where
L0 ∼= gl(m) and H = 〈x1d1, . . . , xmdm〉 is its maximal torus. Let ǫi(xjdj) = δij , and
denote ωi = (p−1)ǫi+1+ · · ·+(p−1)ǫm, i = 0, 1, . . . , m, where ωm = 0. The weights
ω0, . . . , ωm are called exceptional weights[14, 6].
Corollary 3.14. [14] Denote Li =
∑
j≥i Lj and let M(l) be a simple u(L0)-module
generated by the maximal vector of weight l. M(l) is considered as a simple u(L0)-
module by letting L1M(l) = 0. Then the induced module K(l) = u(L)⊗u(L0)M(l) is
simple if and only if l is not exceptional.
Let m = 0. Then W (m,n, 1) = W (n) is the restricted Lie superalgebra given
in [5, 9]. Then we get an analogues conclusion as that in [9] in modular case.
Corollary 3.15. Denote W (n)i =
∑
j≥iW (n)j and let M(l) be a simple u(W (n)0)-
module, considered as a simple u(W (n)0)-module by letting W (n)1M = 0. Then the
induced module I(l) = u(W (n))⊗u(W (n)0)M(l) is simple if and only if l /∈  L
a, where
 La = {aηi + ηi+1 + · · ·+ ηn|1 ≤ i ≤ n, a ∈ Fp}.
Corollary 3.16. Let g =W (m,n, 1). There are totally pm+n distinct(up to isomor-
phism) simple u(g)-modules. They are represented by {LBmax(l)|l ∈  L}.
Proof. Let M = M0¯ + M1¯ be a simple u(g)-module. Let v ∈ M be a maximal
vector(with respect to Bmax). It is no loss of generality to assume v ∈ M0¯. Then
u(N−[0])v = u(W[0])v is a Z2-graded u(W[0])-submodule annihilated by W
[1]. Let V
be a simple u(W[0])-submodule of u(N
−
[0])v. By Lemma 3.3, V contains a unique
maximal vector of weight l. Denote V by V (l). Then the inclusion map V (l) −→
M induced a u(g)-epimorphism φ : K(l) −→ M . By Proposition 3.10, we have
M ∼= LBmax(l). Since each LBmax(l) contains a unique maximal vector, LBmax(l) ∼=
LBmax(µ) if and only if l = µ for any l, µ ∈  L. This completes the proof.
4 Nonrestricted simple modules
In this section we study the simple u(W,χ)-modules with χ 6= 0.
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4.1 Induced modules of type I
Recall W = W[−1] +W[0] + · · ·+W[s], s = n + (p− 1)m− 1. For each −1 ≤ i ≤ s,
let W[i],j¯ = W[i] ∩Wj¯, j = 0, 1. Then we have
W[i] = W[i],0¯ +W[i]1¯.
We extend the character χ ∈ W ∗0¯ to W
∗ by letting χ(W1¯) = 0. Then we define the
height of χ by ht(χ) = min{i|χ(W [i]) = 0}. Clearly we have −1 ≤ ht(χ) ≤ s+1 for
each χ.
Definition 4.1. Let χ ∈ W ∗0¯ with ht(χ) = l + 1 > 1. If there are m + n elements
f1, . . . , fm+n ∈ W[l+1] such that
det((f1, . . . , fm+n)
T (D1, . . . , Dn, d1, . . . , dm)) 6= 0,
then we say that χ is nonsingular.
Let M = M0¯ + M1¯ be a simple u(W
[0], χ)-supermodule. Define the induced
module
Kχ(M)1 = u(W,χ)⊗u(W [0],χ) M.
We call it the Kac module of type I. By applying a similar argument as that for [20,
Th. 2.5 ], one gets
Theorem 4.2. Let ht(χ) = s+ 1 > 1 and χ be nonsingular. Then the Kac module
Kχ(M)1 is simple.
Applying a similar as that for [20, 2.6], one can show that χ is nonsingular, if
ht(χ) ≤ p− 1 and χ(W[s−1] ∩W (m, 1)) 6= 0.
4.2 ht(χ) = 1
Let g = g0¯⊕g1¯ be a restricted Lie superalgebra. Let Φ ∈ Aut
res(g) andM =M0¯⊕M1¯
be an g-module. Denote by MΦ the g-module having M as its underlying vector
space and g-action given by x ·m = Φ(x)m(x ∈ g, m ∈M), where the action on the
right is the given one. Then MΦ is simple if and only if M is. If M has character χ,
then MΦ has character χΦ, where χΦ(x) = χ(Φ(x)), x ∈ g. By applying a similar
argument as that for [8, 4.2], we have
Lemma 4.3. Assume ht(χ) = 1. Let χ ∈ W ∗0¯ and let Φ ∈ Aut
∗(W ). If M is a
u(W 0, χ)-module, then [Kχ(M)1]
Φ ∼= Kχ
Φ
(MΦ)1.
Recall that W[0] ∼= gl(m,n). Then W[0],0¯ ∼= gl(m) ⊕ gl(n). Also, W contains
W (m, 1) as a subalgebra. Let G = GL(m) × GL(n). Then Lie(G) = W[0],0¯. The
adjoint action of G on W[0],0¯ can be extended naturally to W , so we have G ⊆
Autres(W ).
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Note that W (m, 1) ⊆ W0¯. For each x ∈ W (m, 1)
1, clearly we have exp(adx) ∈
Autres(W ). Assume χ ∈ W ∗0¯ with ht(χ) = 1. By a similar proof as that for [7,
Th.1.2], one can find Φ ∈ Autres(W ) such that χΦ(W[−1]) = 0 and χ
Φ(N+[0]) = 0. In
the following, we simply assume that χ(W[−1]) = 0 = χ(N
+
[0]). It follows that each
simple u(W,χ)-module contains a maximal vector.
Theorem 4.4. Let ht(χ) = 1. If χ(N−[0] ∩ W (m, 1)) 6= 0, or χ(N
±
[0]) = 0 but
χ(H) 6= 0. then Kχ(M)1 is simple.
Proof. Assume χ(N−[0]∩W (m, 1)) 6= 0. Then there is xidj, i > j such that χ(xidj) 6=
0. Let
v =
∑
DId
a1
1 . . . d
am
m ⊗mI,a ∈ K
χ(M)1
be a maximal vector, where each mI,a ∈ M is homogeneous. Applying a similar
argument as that for [7, Th. 2.4], one gets v =
∑
I DI ⊗ mI,0. Then by applying
xiξkdj ∈ W[1] to v, we get v = 1 ⊗ m0,0 ∈ M , so that K
χ(M)1 contains a unique
maximal vector 1 ⊗m0,0 which also generates K
χ(M)1. It follows that K
χ(M)1 is
simple.
Secondly we consider the case χ(N±[0]) = 0 and χ(H) 6= 0. If χ(xidi) 6= 0 for
some 1 ≤ i ≤ m. Then since lpi − l = χ(xidi)
p, l /∈ Fp, so that l is atypical. Then
the proof of Theorem 3.13 implies that Kχ(M)1 is simple. Similarly one gets that
Kχ(M)1 is simple if χ(ξiDi) 6= 0 for some 1 ≤ i ≤ n.
4.3 Induced modules of type II
In this section we study the induced nonrestricted W -modules with respect to a
different gradation.
Recall the Z-grading of W given in Section 2: W = W−1 +W0 + · · · +Wn−1.
W0 = σ ⊕W (m, 1), where
σ = 〈xaξiDj|0 ≤ a ≤ τ, 1 ≤ i, j ≤ n〉
is an ideal of W0. From Section 2, we have W
[p]
2k = 0 for all k > 0; while in W0, the
p-map on W (m, 1) coincides with that of the restricted Lie algebra W (m, 1). For
xaξiDj ∈ σ, we have
(xaξiDj)
[p] =
{
ξiDi, if a = 0 and i = j
0, otherwise.
For each χ ∈ W ∗0¯ , define the height
ht(χ) = min{i|χ(W i) = 0},
where W i =
∑
j≥iWj . We see that all the heights for a character χ are odd. It is
easy to check that [W−1,W2s+1] = W2s. Let M be a simple u(W
0, χ)-module. We
define the nonrestricted Kac module of type II
Kχ(M)2 =: u(W,χ)⊗u(W 0,χ) M.
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Definition 4.5. Assume ht(χ) = 2s+1. Let f1, f2, . . . , fs be a basis of W−1. If there
are elements e1, e2, . . . , es ∈ W2s+1 such that detχ((e1, e2, . . . , es)
T (f1, f2, . . . , fs)) 6=
0, we say that χ is nonsingular.
Applying a similar argument as that for [20, 2.5], we get
Proposition 4.6. Let ht(χ) = 2s + 1 > 1. If χ is nonsingular, then Kχ(M)2 is
simple.
4.4 ht(χ) = 1
By definition,
W1 =
n∑
i=1
ξiW (m, 1)⊕ A(m, 1)W (n)1.
Note that [W−1,A(m, 1)W (n)1] ⊆ σ.
Definition 4.7. Assume χ ∈ W ∗0¯ and ht(χ) = 1. Let f1, . . . , fs be a ordered basis
of W−1. We say that χ is inducible if there are elements e1, . . . , es ∈ W1 satisfying:
(1) χ([ei, fi]) 6= 0, i = 1, . . . , s.
(2) [ei, fj] ∈ ann(fj+1 . . . fs ⊗M) if i 6= j.
(3) [[ei, fj], fj+k] ∈ ann(fj+1 . . . fs ⊗M) for all i, j and k > 0.
It is easy to see that χΦ is inducible for each Φ ∈ Aut∗(W ) if χ is inducible.
Examples: (1) Let xbDi ∈ W−1 and ξjx
adl ∈ W1. We have
[xbDi, ξjx
adl] = δij
(
a+ b
a
)
xa+bdl +
(
a+ b− ǫl
b− ǫl
)
ξjx
a+b−ǫlDi.
Let χ(σ) = 0 and χ(xadi) = 0 for all a ≤ τ and 1 ≤ i ≤ n. Assume χ(x
τdl) 6= 0 for
some 1 ≤ l ≤ m. Take the ordered basis of W−1:
D1, . . . , Dn, . . . x
aD1, . . . , x
aDn, . . . , x
τD1, . . . , x
τDn,
where a′s are put in the increasing order of |a|. For fi = x
aDi, we let ei = ξix
τ−adl.
Then we see that χ satisfies Definition 4.7.
(2) Let χ ∈ W ∗0¯ with χ(x
τξ1D1)χ(x
τξ2D2) 6= 0 and χ(x
τξiDj) = 0 if i 6= j.
Take the same ordered basis of W−1 as above. For fi = x
aDi ∈ W−1, we let
ei =
{
xτ−aξiξ1D1, if i 6= 1
xτ−aξiξ2D2, if i = 1.
Then we see that χ is inducible.
Theorem 4.8. If χ ∈ W ∗0¯ be inducible, then K
χ(M)2 is simple.
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Proof. Let M ′ =M ′0¯ ⊕M
′
1¯ ⊆ K
χ(M)2 be a simple u(g
0)-submodule. Let
m =
s∑
i=1
Fi ⊗mi ∈M
′
be a homogeneous nonzero element, where each Fi is a product of certain f
′
is and
each mi ∈ M is homogeneous. By applying elements fi ∈ W−1, we get 0 6= m
′ =
Πsi=1fi⊗m0 ∈M
′ for some homogeneous m0 ∈M . Taking elements e1, . . . , es ∈ W1
as in Definition 4.8, and applying them to m′, one gets 1⊗m0 ∈M
′, henceM ⊆M ′.
This implies that M ′ = Kχ(M)2, so that K
χ(M)2 is simple.
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